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Abstract
A key tool to carry out inference on the unknown copula when modeling a continuous multivariate distribution is a
nonparametric estimator known as the empirical copula. One popular way of approximating its sampling distribution
consists of using the multiplier bootstrap. The latter is however characterized by a high implementation cost. Given
the rank-based nature of the empirical copula, the classical empirical bootstrap of Efron does not appear to be a natural
alternative, as it relies on resamples which contain ties. The aim of this work is to investigate the use of subsampling
in the aforementioned framework. The latter consists of basing the inference on statistic values computed from
subsamples of the initial data. One of its advantages in the rank-based context under consideration is that the formed
subsamples do not contain ties. Another advantage is its asymptotic validity under minimalistic conditions. In this
work, we show the asymptotic validity of subsampling for several (weighted, smooth) empirical copula processes
both in the case of serially independent observations and time series. In the former case, subsampling is observed
to be substantially better than the empirical bootstrap and equivalent, overall, to the multiplier bootstrap in terms of
finite-sample performance.
Keywords: Delete-h jackknife, Empirical beta copula, Empirical checkerboard copula, Rank-based inference,
Weighted weak convergence.
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1. Introduction
LetXn denote a stretch X1, . . . , Xn from a stationary time series (Xi)i∈Z of d-dimensional random vectors. The dis-
tribution function (d.f.) of each Xi is denoted by F and is assumed to have continuous univariate margins F1, . . . , Fd.
By Sklar’s theorem [48], it is then well-known that F can be expressed as
F(x) = C{F1(x1), . . . , Fd(xd)}, x ∈ Rd, (1.1)
where C is the unique copula (a d-dimensional d.f. with standard uniform margins) associated with F.
Eq. (1.1) is at the root of the so-called copula approach to the modeling of multivariate continuous distributions,
which is increasingly applied in numerous fields such as quantitative risk management [32], econometrics [33], or
environmental modeling [41]. Indeed, in order to obtain a parametric estimate of F, the decomposition in (1.1)
suggests to model F1, . . . , Fd by appropriate univariate parametric d.f.s and C by an adequate parametric copula
family. The recent infatuation for such a two-step approach in the literature is mostly due to the fact that it has the
potential of providing better estimates of the multivariate d.f. F than if a direct classical multivariate approach were
used; see, for instance, [28] and the references therein for more details.
The modeling of the univariate margins F1, . . . , Fd of F can be based on classical statistical inference techniques.
Inference on the unknown copula C is, however, typically carried out using specific methods exploiting the two-
step nature of the underlying modeling. Among the latter methods, rank-based approaches display particularly good
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properties [see, e.g., 20, 28]. One of their key ingredients is a nonparametric rank-based estimator of C called the
empirical copula [see, e.g., 13, 39]. In the absence of ties in the component samples of the available data Xn, it is
natural to define the latter simply as the empirical d.f. of the multivariate ranks obtained from Xn scaled by 1/n. Two
smooth versions, with better small-sample properties, are the empirical checkerboard copula [see, e.g., 22, 23, and
the references therein] and the empirical beta copula [45].
Whatever type of empirical copula is used in inference procedures on the unknown copula C in (1.1), it is al-
most always necessary to rely on resampling techniques to compute corresponding approximate confidence intervals
or p-values. A frequently used approach is the so-called multiplier bootstrap [see, e.g., 38, 43]. When Xn consists
of n independent and identically distributed (i.i.d.) copies of X, Bu¨cher and Dette [6] empirically found the lat-
ter resampling scheme to have better finite-sample properties than approaches consisting of adapting the empirical
(multinomial) bootstrap of Efron [17]. Both the i.i.d. version of the multiplier bootstrap and its extension to time
series investigated in [7] are however characterized by a high implementation cost which may deter their use in copula
inference procedures. The main aim of this work is to investigate the use of another resampling technique, known as
subsampling [34, 35], to carry out inference on the unknown copula C in (1.1).
In the case of i.i.d. data, subsampling consists of taking subsamples of size b < n without replacement from
the initial data. The statistic of interest is then recomputed for a large number of such subsamples and its sampling
distribution is approximated by the empirical distribution of its subsample values. In the time series case, subsamples
are restricted to consecutive observations to preserve serial dependence. Note in passing that, in the i.i.d. setting,
subsampling is connected to the so-called delete-h jackknife [47, 54]; see also Section 2.3 in [46] and, in particular,
Remark 2.1 in [34].
A theoretical advantage of subsampling is its asymptotic validity under minimalistic assumptions, weaker than
those of the empirical bootstrap for instance; see [34–36] for details. From a practical perspective, subsampling is
very simple to implement, its only drawback being the necessity of choosing the subsample size b. In the context
of copula modeling based on ranks (and, more generally, in the context of rank-based statistics), it is particularly
attractive because subsamples do not contain ties unlike, for instance, resamples of size n in the case of the empirical
bootstrap. The latter cannot therefore be directly used for rank-based statistics as shall be discussed, for instance, in
Section 5 for (certain functionals of) the empirical copula. For this reason, subsampling appears as a simple way to
obtain approximations of the sampling distributions of the empirical checkerboard and empirical beta copulas, even
in a time series context.
Notice that, in the case of i.i.d. observations, subsamples of size b could also be obtained by sampling with re-
placement from Xn [see, e.g., 3, 50]. The resulting resampling technique, sometimes referred to as the b out of n
bootstrap (and which coincides with the empirical bootstrap when b = n), thus forms subsamples with ties and there-
fore suffers from the same inconvenience as the empirical bootstrap in the rank-based context under consideration. For
this reason, we shall not investigate it theoretically in this work. We shall however mention this alternative technique
again when summarizing the results of our Monte Carlo experiments.
The rest of this article is organized as follows. In the second section, we introduce the main versions of the
empirical copula appearing in the literature and define the corresponding empirical copula processes. The third section
establishes the asymptotic validity of the subsampling methodology for the latter processes, while the fourth section
states weighted versions of such results, thereby providing a first simple way to carry out inference on quantities
which can be expressed as functionals of weighted empirical copula processes. The fifth section summarizes the
results of Monte Carlo experiments in the i.i.d. and time series cases, and provides recommendations for the choice
of the subsample size in the i.i.d. case. Finally, concluding remarks are gathered in Section 6.
All proofs are deferred to a sequence of appendices. Additional simulation results are provided in a supplement.
The following notation is used in the sequel. The arrow ‘ ’ denotes weak convergence in the sense of Definition 1.3.3
in [52], and, given a set T , `∞(T ) (resp. C(T )) represents the space of all bounded (resp. continuous) real-valued
functions on T equipped with the uniform metric. All convergences are for n→ ∞ if not mentioned otherwise.
2. Empirical copulas and empirical copula processes
It is well-known that the unique copula in (1.1) can be expressed [see, e.g., 40, 48] as
C(u) = F{F−1 (u1), . . . , F−d (ud)}, u ∈ [0, 1]d, (2.1)
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where, for any univariate d.f. H, H− denotes its associated quantile function (generalized inverse) defined by
H−(y) = inf{x ∈ R : H(x) ≥ y}, y ∈ [0, 1],
with the convention that inf ∅ = ∞.
A first natural definition of the empirical copula, due to Deheuvels [13, 14], stems from (2.1) and the plug-in
principle. Let Fn denote the empirical d.f. of Xn and let Fn1, . . . , Fnd be the corresponding univariate margins. The
empirical copula of Xn is then defined by
Cn(u) = Fn{F−n1(u1), . . . , F−nd(ud)}, u ∈ [0, 1]d. (2.2)
Another definition of the empirical copula frequently found in the literature [see, e.g., 21] is
C˜n(u) =
1
n
n∑
i=1
d∏
j=1
1{Fn j(Xi j) ≤ u j}, u ∈ [0, 1]d. (2.3)
When there are no ties in the components samples of Xn, it is well-known that, for any i ∈ {1, . . . , n} and any
j ∈ {1, . . . , d}, nFn j(Xi j) is nothing else then the rank Ri j,n of Xi j among X1 j, . . . , Xn j. In that case, C˜n coincides with
the version of the empirical copula appearing in Ru¨schendorf [39] and given by
Cˆn(u) =
1
n
n∑
i=1
d∏
j=1
1(Ri j,n/n ≤ u j), u ∈ [0, 1]d. (2.4)
The latter is merely the empirical d.f. of the sample (Ri1,n, . . . ,Rid,n)/n, i ∈ {1, . . . , n}, of normalized multivariate ranks.
Before proceeding further, let us formally introduce the no-ties condition.
Condition 2.1 (No ties). For any j ∈ {1, . . . , d}, the jth component sample X1 j, . . . , Xn j of Xn does not contain ties.
Remark 2.2. When the available data Xn consist of n i.i.d. copies of the random vector of interest X, continuity of the
marginal d.f.s F1, . . . , Fd implies that Condition 2.1 is satisfied. In a time series context, however, ties may occur with
positive probability even if F1, . . . , Fd are continuous: as suggested in [2], take, for instance, a Markov chain where
the current state is repeated with positive probability.
Under Condition 2.1, classical calculations [see, e.g., 1, proof of Lemma 4.7], imply that, almost surely,
sup
u∈[0,1]d
|Cn(u) − Cˆn(u)| ≤ dn . (2.5)
The relative simplicity, computation-wise, of Cˆn in (2.4) over Cn in (2.2) makes it the natural definition in the absence
of ties. In the presence of ties, however, Cˆn is not unambiguously defined but C˜n in (2.3) could still be used as an
alternative to Cn in (2.2). Interestingly enough, Cn and C˜n can be shown to remain sufficiently close under a rather
minimalistic condition that shall be stated towards the end of this section.
In the absence of ties, the empirical copula, whether it is defined by (2.2) or (2.4), is not, however, a genuine
copula: it is for instance easy to verify that the univariate margins of Cn and Cˆn are not standard uniform but only
asymptotically standard uniform. In the absence of ties, two smoother alternatives to the empirical copula that are
genuine copulas are the empirical checkerboard copula and the empirical beta copula. The empirical checkerboard
copula is merely a multilinear extension of Cˆn and is defined by
C#n(u) =
1
n
n∑
i=1
d∏
j=1
min{max{nu j − Ri j,n + 1, 0}, 1}, u ∈ [0, 1]d, (2.6)
see, e.g., [11, 45], and the references therein. It is important to note that the empirical checkerboard copula can also be
defined in the presence of ties and even for discontinuous margins F1, . . . , Fd; see, for instance, [22–24]. Coming back
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to our context of continuous margins, it is easy to verify (see Lemma 7.1 in Appendix 7) that, under Condition 2.1,
almost surely,
sup
u∈[0,1]d
|C#n(u) − Cˆn(u)| ≤
d
n
, (2.7)
thereby indicating that the empirical checkerboard copula can be thought of as a smoothing of the empirical copula
Cˆn at bandwidth O(1/n).
The empirical beta copula, proposed by Segers et al. [45], is obtained by replacing indicator functions in (2.4) by
d.f.s of particular beta distributions. Specifically, the empirical beta copula is defined by
Cβn(u) =
1
n
n∑
i=1
d∏
j=1
Fn,Ri j,n (u j), u ∈ [0, 1]d, (2.8)
where, for any r ∈ {1, . . . , n}, Fn,r denotes the d.f. of the beta distribution with parameters r and n+1−r. The empirical
beta copula is actually a particular case of the empirical Bernstein copula introduced in [42] and further studied in
[29], when the degrees of all Bernstein polynomials are set equal to the sample size. Proposition 2.8 in [45] shows
that, under Condition 2.1, the uniform distance between the empirical beta copula and Cˆn is O(n−1/2(ln n)1/2), thereby
suggesting to see the empirical beta copula as a smoothing of the empirical copula Cˆn at approximately bandwidth
O(n−1/2); see also Corollary 3.7 in [45].
The previous definitions give rise to up to five different empirical copula processes. The two most studied ones
are
Cn(u) =
√
n{Cn(u) −C(u)}, u ∈ [0, 1]d, (2.9)
and its asymptotically equivalent version in the absence of ties given by
Cˆn(u) =
√
n{Cˆn(u) −C(u)}, u ∈ [0, 1]d. (2.10)
In the case of i.i.d. observations, their weak convergence was investigated for instance in [18, 19, 44, 51, 53]. As we
shall see below, the time series case can be elegantly handled using the work of Bu¨cher and Volgushev [9].
For the sake of completeness, we also define the process
C˜n(u) =
√
n{C˜n(u) −C(u)}, u ∈ [0, 1]d, (2.11)
whose study becomes of interest only in a time series context in which ties may occur.
In the absence of ties, two smoother empirical copula processes are obtained from the empirical checkerboard
copula and the empirical beta copula, namely
C#n(u) =
√
n{C#n(u) −C(u)}, u ∈ [0, 1]d, (2.12)
and
Cβn(u) =
√
n{Cβn(u) −C(u)}, u ∈ [0, 1]d. (2.13)
The former was studied by Genest et al. [22] in a broader context than the one considered in this work, while the latter
was investigated by Segers et al. [45].
Under the assumption of continuity of the marginals d.f.s F1, . . . , Fd made in this work, the weak convergence
of the aforementioned empirical copula processes can be elegantly stated by invoking the two conditions consid-
ered in [9]. The first condition concerns the weak convergence of the multivariate empirical process based on the
(unobservable) sample U1, . . . ,Un obtained from Xn by (marginal) probability integral transformations, where
Ui = (F1(Xi1), . . . , Fd(Xid)), i ∈ Z. (2.14)
Notice that U1, . . . ,Un is a sample from C and let Gn denote its empirical d.f. The multivariate empirical process
based on U1, . . . ,Un is then
Gn(u) =
√
n{Gn(u) −C(u)}, u ∈ [0, 1]d. (2.15)
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Condition 2.3 (Weak convergence of Gn). The multivariate empirical process Gn in (2.15) converges weakly in
`∞([0, 1]d) to a tight, centered Gaussian process GC concentrated on
C0 = { f ∈ C([0, 1]d) : f (1, . . . , 1) = 0 and f (u) = 0 if some components of u are equal to 0}. (2.16)
The second condition was initially introduced by Segers [44] and is nonrestrictive in the sense that it is neces-
sary for the candidate weak limit of the empirical copula processes under consideration to exist pointwise and have
continuous sample paths.
Condition 2.4 (Continuous partial derivatives). For any j ∈ {1, . . . , d}, the jth partial derivative C˙ j(u) = ∂C(u)/∂u j
of C exists and is continuous on the set
V j = {u ∈ [0, 1]d : u j ∈ (0, 1)}. (2.17)
From Corollary 2.5 in [9], we then know that, under Conditions 2.3 and 2.4, the empirical copula process Cn
in (2.9) converges weakly in `∞([0, 1]d) to a tight, centered Gaussian process CC which may be expressed in terms of
GC as
CC(u) = GC(u) −
d∑
j=1
C˙ j(u)GC(u( j)), u ∈ [0, 1]d, (2.18)
where, for any j ∈ {1, . . . , d} and u ∈ [0, 1]d, u( j) is the vector of [0, 1]d whose components are all equal to 1 except
the jth which is equal to u j, and with the convention that C˙ j(u) is equal to 0 if u j ∈ {0, 1}.
Under Condition 2.3, proceeding as in the proof of Lemma 4.7 in [1] and using the asymptotic uniform equicon-
tinuity in probability of Gn, we immediately obtain that
sup
u∈[0,1]d
|Cn(u) − C˜n(u)| = oPr(n−1/2), (2.19)
which, if Condition 2.4 also holds, is sufficient to conclude that C˜n in (2.11) converges weakly in `∞([0, 1]d) to CC
in (2.18) as well. Assuming additionally Condition 2.1, that is, the absence of ties, the same holds for Cˆn (since, in
that case, Cˆn = C˜n), as well as for C#n in (2.12) and C
β
n in (2.13) by (2.7) and Corollary 3.7 in [45], respectively. In
other words, the empirical copula processes under consideration have the same weak limit under Conditions 2.1, 2.3
and 2.4.
3. Subsampling empirical copula processes
We start by describing the considered subsampling framework before stating a theorem establishing the asymptotic
validity of the subsampling methodology for the empirical copula processes introduced in the previous section.
Because we shall in part rely on the very general results of Politis et al. [36], we assume that the available sample
Xn is a stretch from a strongly mixing stationary sequence (Xi)i∈Z. Denote by F kj the σ-field generated by (Xi) j≤i≤k,
j, k ∈ Z ∪ {−∞,+∞}, and recall that the strong mixing coefficients corresponding to the stationary sequence (Xi)i∈Z
are then defined by αX0 = 1/2,
αXr = sup
A∈F 0−∞,B∈F +∞r
∣∣∣Pr(A ∩ B) − Pr(A)Pr(B)∣∣∣, r ∈ N, r > 0,
and that the sequence (Xi)i∈Z is said to be strongly mixing if αXr → 0 as r → ∞.
We consider two settings for the sequence (Xi)i∈Z:
i.i.d. The coefficients αXr , r ≥ 1, are all equal to zero implying that the stretch Xn consists of i.i.d. random vectors.
s.m. The sequence (Xi)i∈Z is strongly mixing but not i.i.d. with αXr = O(r−a) as r → ∞, for some a > 1.
Remark 3.1. The condition on the mixing coefficients stated in the s.m. setting is among the weakest possible ones
and, from Theorem 1 of Bu¨cher [5], implies that Condition 2.3 is then satisfied. Note that Condition 2.3 also obviously
holds under the i.i.d. setting as a consequence of Donsker’s theorem.
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Let b < n denote the size of subsamples that will be obtained from Xn. Under the i.i.d. setting, subsamples can
be formed simply by sampling without replacement from Xn. The number of possible subsamples is thus Nb,n =
(
n
b
)
.
Following Politis and Romano [34], the subsampling methodology, say for Cn in (2.9), consists of, first, evaluating
a computable version of Cn for a large number of the Nb,n subsamples X[m]b , m ∈ {1, . . . ,Nb,n}, of size b obtained by
sampling without replacement fromXn (considering all of the Nb,n subsamples is typically infeasible in practice), and,
second, of carrying out the inference on C using these subsample replicates of Cn. The latter are naturally formed as
follows. For m ∈ {1, . . . ,Nb,n}, let F[m]b be the empirical d.f. of the sample X[m]b , let F[m]b1 , . . . , F[m]bd be the univariate
margins of F[m]b , and let
C[m]b (u) = F
[m]
b {F[m],−b1 (u1), . . . , F[m],−bd (ud)}, u ∈ [0, 1]d,
be the empirical copula of X[m]b . The subsample replicates of the empirical copula process Cn are then defined by
C[m]b (u) =
√
b{C[m]b (u) −Cn(u)}, u ∈ [0, 1]d, m ∈ {1, . . . ,Nb,n}. (3.1)
Hence, a replicate of Cn for a subsample X[m]b coincides with Cb on X[m]b up to the centering term which is Cn instead
of the unknown copula C.
Remark 3.2. Both for theoretical and practical reasons, it is often meaningful to correct subsample replicates by
multiplying them by the finite population correction (1 − b/n)−1/2 ; see Politis et al. [35, Section 10.3.1] and Shao
and Tu [46, Section 2.3.1]. This factor arises from the analysis of subsampling for the mean: in the case of univariate
i.i.d. observations X1, . . . , Xn, the variance of uncorrected subsample replicates can be verified to be (1 − b/n) times
the variance of
√
n{X¯n −E(X)}, where X¯n = n−1 ∑ni=1 Xi. The discussion in Politis et al. [35, Chapter 10] in the case of
the mean suggests that the use of the finite population correction may always be beneficial in finite samples.
Coming back to our setting, given a subsample replicate C[m]b of Cn, we define its corrected version to be
C[m]b,c = (1 − b/n)−1/2 C[m]b . (3.2)
To fix ideas further, assume that we are interested in estimating a linear functional ψ(C) of the unknown copula C
(such as Spearman’s rho for instance). An approximate confidence interval of expected asymptotic level 1 − α for
ψ(C) based on subsampling Cn is then given by
In,Nb,n,α =
[
ψ(Cn) − n−1/2F −Nb,n (1 − α/2), ψ(Cn) − n−1/2F −Nb,n (α/2)
]
, α ∈ (0, 1/2),
where FNb,n is the empirical d.f. of the sample of the Nb,n (corrected) subsample replicates ψ(C[m]b,c ), m ∈ {1, . . . ,Nb,n},
of ψ(Cn). The interval In,Nb,n,α is nothing else than the subsampling version of the so-called basic bootstrap confidence
interval [see, e.g., 12, Chapter 5]. Since, as already mentioned, Nb,n is typically too large for FNb,n to be evaluated,
one generally needs to rely on a stochastic approximation. The latter typically consists of choosing independently M
integers I1,n, . . . , IM,n with replacement from {1, . . . ,Nb,n} and proceeding as previously using the subsample replicates
ψ(C[Im,n]b,c ), m ∈ {1, . . . ,M}.
Under the s.m. setting, the only difference is that the approach has to be restricted to subsamples of size b consisting
of consecutive observations so that the serial dependence appearing in Xn is partly preserved. Hence, in that case, the
number of possible subsamples is Nb,n = n−b+1 and a computable version of the empirical copula process of interest
has to be evaluated on subsamples X[m]b of the form Xm, . . . , Xm+b−1, m ∈ {1, . . . ,Nb,n}.
The asymptotic validity of the subsampling methodology for the empirical copula processes introduced in the
previous section is established under conditions which are very close to the weakest possible ones necessary for
the weak convergence of these processes. These rather minimalistic conditions are not surprising as explained in
Remark 3.5 below. For any m ∈ {1, . . . ,Nb,n}, let C˜[m]b , Cˆ[m]b , C#,[m]b and Cˆβ,[m]b be the versions of C˜n in (2.3), Cˆn in (2.4),
C#n in (2.6) and C
β
n in (2.8), respectively, computed from the subsample X[m]b . The subsamples replicates of C˜n, Cˆn, C#n
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and Cβn are then respectively defined by
C˜[m]b (u) =
√
b{C˜[m]b (u) − C˜n(u)}, (3.3)
Cˆ[m]b (u) =
√
b{Cˆ[m]b (u) − Cˆn(u)}, (3.4)
C#,[m]b (u) =
√
b{C#,[m]b (u) −C#n(u)}, (3.5)
Cβ,[m]b (u) =
√
b{Cβ,[m]b (u) −Cβn(u)}, (3.6)
for u ∈ [0, 1]d and m ∈ {1, . . . ,Nb,n}, and their corrected versions C˜[m]b,c , Cˆ[m]b,c , C#,[m]b,c and Cβ,[m]b,c , respectively, are defined
analogously to (3.2). The following theorem is proven in Appendix 7.
Theorem 3.3 (Subsampling empirical copula processes). Assume that Condition 2.4 holds and that b = bn → ∞.
Also, let I1,n and I2,n be independent random variables, independent of Xn and uniformly distributed on the set
{1, . . . ,Nb,n}.
(i) Under the i.i.d. setting, if b/n→ α ∈ [0, 1), then
(Cn,C
[I1,n]
b,c ,C
[I2,n]
b,c ) (CC ,C
[1]
C ,C
[2]
C ), (3.7)
(Cˆn, Cˆ
[I1,n]
b,c , Cˆ
[I2,n]
b,c ) (CC ,C
[1]
C ,C
[2]
C ), (3.8)
(C#n,C
#,[I1,n]
b,c ,C
#,[I2,n]
b,c ) (CC ,C
[1]
C ,C
[2]
C ), (3.9)
(Cβn,C
β,[I1,n]
b,c ,C
β,[I2,n]
b,c ) (CC ,C
[1]
C ,C
[2]
C ), (3.10)
in {`∞([0, 1]d)}3, where C[1]C and C[2]C are independent copies of CC in (2.18).
(ii) Under the s.m. setting, if b/n→ 0,
(Cn,C
[I1,n]
b ,C
[I2,n]
b ) (CC ,C
[1]
C ,C
[2]
C ), (3.11)
(C˜n, C˜
[I1,n]
b , C˜
[I2,n]
b ) (CC ,C
[1]
C ,C
[2]
C ), (3.12)
in {`∞([0, 1]d)}3. If Condition 2.1 additionally holds,
(Cˆn, Cˆ
[I1,n]
b , Cˆ
[I2,n]
b ) (CC ,C
[1]
C ,C
[2]
C ), (3.13)
(C#n,C
#,[I1,n]
b ,C
#,[I2,n]
b ) (CC ,C
[1]
C ,C
[2]
C ), (3.14)
(Cβn,C
β,[I1,n]
b ,C
β,[I2,n]
b ) (CC ,C
[1]
C ,C
[2]
C ), (3.15)
in {`∞([0, 1]d)}3.
Remark 3.4. Choosing b such that b/n → 0 as in (ii) is the usual assumption found in asymptotic validity results for
the subsampling methodology; see [34–36]. Imposing that b/n → α ∈ (0, 1) seems only possible in the i.i.d. setting
in “mean-like” situations such as those considered in [37, 54]; see also Remark 2.2.3 in [35]. In the case of serially
dependent observations, Lahiri [31] showed that, in the case of the sample mean, the condition b/n→ 0 is necessary;
see also Remark 3.2.2 in [35].
Remark 3.5. Apart from the assumptions related to the subsampling methodology, no additional conditions than those
necessary for the weak convergence of the empirical copula processes are involved in the theorem. For b/n → 0,
this is not surprising in view of the general results obtained in [34, 36] which state that the subsampling methodology
is asymptotically valid under minimalistic conditions, weaker than those necessary for the asymptotic validity of the
empirical bootstrap, for example. As far as the empirical copula process Cˆn is concerned for instance, the assumptions
of Theorem 3.3 are indeed weaker than, for example, those of Proposition 4.2 in [7] on the dependent multiplier
bootstrap for Cˆn.
Remark 3.6. The proof of (i) relies in part on the key results of Præstgaard and Wellner [37] on the exchangeable
bootstrap for the general empirical process; see also van der Vaart and Wellner [52, Section 3.6]. The latter are
specialized therein to obtain the asymptotic validity of the delete-h jackknife [47, 54] for the general empirical process.
The proof of (ii) is essentially a consequence of the general result on subsampling stated in Theorem 3.1 in [36].
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Remark 3.7. All the weak convergences stated in (i) involve corrected subsample replicates obtained, as explained
in Remark 3.2, by multiplying the initial replicates by the finite population correction (1 − b/n)−1/2 ; see, for in-
stance, (3.2). The finite population correction is not needed in the weak convergences stated in (ii) because (1−b/n)−1/2
tends to 1 under the assumption that b/n → 0. It cannot, however, be dispensed with under the i.i.d. setting if
b/n → α ∈ (0, 1); see also Præstgaard and Wellner [37, Example 3.6]. From a practical perspective, as already
mentioned in Remark 3.2, the discussion in Politis et al. [35, Chapter 10] (in the case of the mean) suggests that the
use of the finite population correction may always be beneficial in finite samples. Our Monte Carlo experiments for
empirical copula processes, whose results are partly reported in Section 5, essentially corroborate that claim.
Remark 3.8. The convergence results stated in (i) and (ii) establish the asymptotic validity of the subsampling method-
ology for the empirical copula processes of interest by stating their weak convergence jointly with two subsample
replicates. By Lemma 3.1 in [8], these unconditional asymptotic validity results are equivalent to more classical con-
ditional results which rely, however, on a more subtle mode of convergence. For instance, (3.7) can be equivalently
informally stated as “C[I1,n]b,c converges weakly to CC in `
∞([0, 1]d) conditionally on Xn in probability”; see, e.g., [30,
Section 2.2.3] or [8] for a precise definition of that mode of convergence in terms of an appropriate version of the
bounded Lipschitz metric.
4. Subsampling weighted empirical copula processes
Empirical copula processes were recently shown to converge weakly also with respect to stronger metrics than
the supremum distance. A first seminal result in that direction is due to Berghaus et al. [1] for the empirical copula
processes Cn and C˜n. Berghaus and Segers [2] have shown a similar result for the empirical beta copula process Cβn.
Because the latter involves the empirical beta copula Cβn , which is a genuine copula, its statement is simpler and takes
the form of a weighted weak convergence in `∞([0, 1]d) (that is, with respect to the uniform metric). The weight
function considered in the aforementioned references is
g(u) =
d∧
j=1
u j ∧
d∨
k=1
k, j
(1 − uk)
 , u ∈ [0, 1]d, (4.1)
where ∧ and ∨ denote the minimum and maximum operators, respectively. The corresponding weighted weak con-
vergence results were proven under the two following additional conditions.
Condition 4.1 (Exponential mixing). The sequence (Xi)i∈Z is strongly mixing with αXr = O(ar) as r → ∞, for some
a ∈ (0, 1).
Condition 4.2 (Smooth second-order partial derivatives). For any j1, j2 ∈ {1, . . . , d}, the second-order partial deriva-
tive C¨ j1 j2 (u) = ∂2C(u)/∂u j1∂u j2 of C exists and is continuous on the set V j1 ∩ V j2 , where V j is defined by (2.17).
Moreover, there exists a constant κ > 0 such that
|C¨ j1 j2 (u)| ≤ κmin
{
1
u j1 (1 − u j1 )
,
1
u j2 (1 − u j2 )
}
, ∀u ∈ V j1 ∩ V j2 .
Note that Condition 4.2 first appeared in [44] where it was used it to prove the almost sure representation for Cn
originally conjectured in [49]. As discussed in [2], this condition is satisfied for several commonly occurring copulas.
Theorem 2 in [2] then states that, under Conditions 2.1, 2.4, 4.1 and 4.2, for any ω ∈ [0, 1/2), the weighted
empirical beta copula process Cβn/gω converges weakly in `∞([0, 1]d) to CC/gω, where CC and g are given in (2.18)
and (4.1), respectively. In the previous statement, since the zero-set of Cβn includes the zero-set of g, C
β
n/gω is taken
to be zero as soon as g = 0 by convention. The previous result relies in part on Theorem 2.2 in [1] which provides
a similar weighted weak convergence for Cn in (2.9) and C˜n in (2.11), but only on the interior of the unit hypercube
since Cn/gω and C˜n/gω are not bounded on the whole of [0, 1]d.
The aforementioned weighted weak convergence results allow us to prove the asymptotic validity of the subsam-
pling methodology for the empirical copula processes considered in this work weighted by 1/gω. To be able to state
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the results for the processes Cn and C˜n, we need to introduce some additional notation first. Let
C¯n(u) = Gn(u) −
d∑
j=1
C˙ j(u)Gn(u( j)), u ∈ [0, 1]d, (4.2)
where Gn is defined in (2.15) and, for any m ∈ {1, . . . ,Nb,n}, let
C¯[m]b (u) = G
[m]
b (u) −
d∑
j=1
C˙ j(u)G[m]b (u
( j)), u ∈ [0, 1]d,
where
G[m]b =
√
b(G[m]b −Gn), (4.3)
and G[m]b is the empirical d.f. of the subsample of size b obtained from X[m]b by (marginal) probability integral trans-
formations; see (2.14). The two following theorems are proven in Appendix 7.
Theorem 4.3 (Subsampling the processes Cn/gω and C˜n/gω). Assume that Conditions 2.4 and 4.2 hold, and that
b = bn → ∞. Also, let I1,n and I2,n be independent random variables, independent of Xn and uniformly distributed on
the set {1, . . . ,Nb,n}.
(i) Under the i.i.d. setting, if b/n→ α ∈ [0, 1), then, for any ω ∈ [0, 1/2),
(C¯n/gω, (1 − b/n)−1/2C¯[I1,n]b /gω, (1 − b/n)−1/2C¯[I2,n]b /gω) (CC/gω,C[1]C /gω,C[2]C /gω),
in {`∞([0, 1]d)}3, where C[1]C and C[2]C are independent copies of CC in (2.18).
(ii) Under the s.m. setting and Condition 4.1, if b/n→ 0, then, for any ω ∈ [0, 1/2),
(C¯n/gω, C¯
[I1,n]
b /g
ω, C¯[I2,n]b /g
ω) (CC/gω,C[1]C /g
ω,C[2]C /g
ω),
in {`∞([0, 1]d)}3.
Furthermore, under the assumptions in (i) or (ii), for any c ∈ (0, 1) and any ω ∈ [0, 1/2),
sup
u∈[0,1]d
g(u)≥c/n
∣∣∣∣∣∣ Cn(u){g(u)}ω − C¯n(u){g(u)}ω
∣∣∣∣∣∣ = oPr(1), (4.4)
sup
u∈[0,1]d
g(u)≥c/b
∣∣∣∣∣∣∣C
[Im,n]
b (u)
{g(u)}ω −
C¯[Im,n]b (u)
{g(u)}ω
∣∣∣∣∣∣∣ = oPr(1), m ∈ {1, 2}, (4.5)
and
sup
u∈[0,1]d
g(u)≥c/n
∣∣∣∣∣∣ C˜n(u){g(u)}ω − C¯n(u){g(u)}ω
∣∣∣∣∣∣ = oPr(1), (4.6)
sup
u∈[0,1]d
g(u)≥c/b
∣∣∣∣∣∣∣ C˜
[Im,n]
b (u)
{g(u)}ω −
C¯[Im,n]b (u)
{g(u)}ω
∣∣∣∣∣∣∣ = oPr(1), m ∈ {1, 2}, (4.7)
where Cn, C˜n, C[m]b , C˜
[m]
b , m ∈ {1, . . . ,Nb,n}, are defined in (2.9), (2.11), (3.1) and (3.3), respectively.
Remark 4.4. The weak convergence C¯n/gω  CC/gω in `∞([0, 1]d) for all ω ∈ [0, 1/2) combined with (4.4) (or
its C˜n version (4.6)) is the slight extension of Theorem 2.2 in [1] used in the proof of Theorem 2 in [2]. From the
definition of g in (4.1), some thought reveals that, for any c ∈ (0, 1), the set {u ∈ [0, 1]d : g(u) ≥ c/n} contains the set
[c/n, 1 − c/n]d. The asymptotic equivalence in (4.4) (or in (4.6)) therefore holds on the set [c/n, 1 − c/n]d as stated in
Theorem 2.2 in [1].
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Theorem 4.5 (Subsampling the processes C#n/gω and C
β
n/gω). Assume that Conditions 2.4 and 4.2 hold and that
b = bn → ∞. Also, let I1,n and I2,n be independent random variables, independent of Xn and uniformly distributed on
the set {1, . . . ,Nb,n}.
(i) Under the i.i.d. setting, if b/n→ α ∈ [0, 1), then, for any ω ∈ [0, 1/2),
(C#n/gω,C
#,[I1,n]
b,c /g
ω,C#,[I2,n]b,c /g
ω) (CC/gω,C[1]C /g
ω,C[2]C /g
ω), (4.8)
(Cβn/gω,C
β,[I1,n]
b,c /g
ω,Cβ,[I2,n]b,c /g
ω) (CC/gω,C[1]C /g
ω,C[2]C /g
ω), (4.9)
in {`∞([0, 1]d)}3, where C[1]C and C[2]C are independent copies of CC in (2.18), and C#,[m]b,c and Cβ,[m]b,c , m ∈{1, . . . ,Nb,n}, are the corrected versions of the subsample replicates defined in (3.5) and (3.6), respectively.
(ii) Under the s.m. setting and Conditions 2.1 and 4.1, if b/n→ 0, then, for any ω ∈ [0, 1/2),
(C#n/gω,C
#,[I1,n]
b /g
ω,C#,[I2,n]b /g
ω) (CC/gω,C[1]C /g
ω,C[2]C /g
ω),
(Cβn/gω,C
β,[I1,n]
b /g
ω,Cβ,[I2,n]b /g
ω) (CC/gω,C[1]C /g
ω,C[2]C /g
ω),
in {`∞([0, 1]d)}3.
Remark 4.6. A by-product of practical interest of the proof of Theorem 4.5 is the weighted weak convergence of the
empirical checkerboard copula process under the assumption of continuous marginal d.f.s F1, . . . , Fd considered in
this work; see also Lemma 7.3 in Appendix 7.
We end this section by giving an example of application of Theorem 4.5. Following again Berghaus and Segers
[2, Section 4], we consider the issue of estimating an extreme-value copula and state a result that confirms that basing
the related inference on subsampling is asymptotically valid under the assumptions of Theorem 4.5
Let ∆d−1 = {(w1, . . . ,wd−1) ∈ [0, 1]d−1 : w1 + · · · + wd−1 ≤ 1} be the unit simplex. A copula C is an extreme-value
copula if and only if there exists a function A : ∆d−1 → [1/d, 1] such that, for any u ∈ (0, 1]d \ {(1, . . . , 1)},
C(u) = exp
{( d∑
j=1
ln u j
)
A
( ln u2∑d
j=1 ln u j
, . . . ,
ln ud∑d
j=1 ln u j
)}
.
The function A is called the Pickands dependence function associated with C. As explained, for instance, in [2,
Section 4], it can be expressed as a functional of C through
A(w) = ν(C)(w), w ∈ ∆d−1, (4.10)
where the map ν from `∞([0, 1]d) to `∞(∆d−1) is defined, for any f ∈ `∞([0, 1]d) and w ∈ ∆d−1, by
ν( f )(w) = exp
[
−γ +
∫ 1
0
{ f (uw1 , . . . , uwd ) − 1(u ∈ [e−1, 1])} du
u ln u
]
, (4.11)
with γ = 0.5572 . . . the Euler-Mascheroni constant.
Starting from (4.10), a natural approach to obtain an estimator of A consists of using the plug-in principle. In-
stead of replacing C by the empirical copula Cˆn in (2.4) (and thus obtaining the rank-based version of the Cape´raa`–
Fouge`res–Genest estimator of A; see [10, 25, 27]), Berghaus and Segers [2] proposed to use the empirical beta copula
Cβn in (2.8), which leads to the estimator
Aβn(w) = ν(C
β
n)(w), w ∈ ∆d−1.
One could also consider the analogue estimator of A based on the empirical checkerboard copula C#n in (2.6), namely
A#n(w) = ν(C
#
n)(w), w ∈ ∆d−1.
Let A#n =
√
n(A#n − A) and Aβn =
√
n(Aβn − A), and define their corresponding (corrected) subsample replicates
by A#,[m]b,c = (1 − b/n)−1/2
√
b{ν(C#,[m]b ) − ν(C#n)} and Aβ,[m]b,c = (1 − b/n)−1/2
√
b{ν(Cβ,[m]b ) − ν(Cβn)}, m ∈ {1, . . . ,Nb,n},
respectively. The following result, proven in Appendix 7, is then a consequence of Theorem 4.5.
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Corollary 4.7 (Subsampling the processes A#n and A
β
n). Let C be an extreme-value copula with Pickands dependence
function A. Under the assumptions of Theorem 4.5,
(A#n,A
#,[I1,n]
b,c ,A
#,[I2,n]
b,c ) (AC ,A
[1]
C ,A
[2]
C ), (4.12)
(Aβn,A
β,[I1,n]
b,c ,A
β,[I2,n]
b,c ) (AC ,A
[1]
C ,A
[2]
C ), (4.13)
in {`∞(∆d−1)}3, where I1,n and I2,n are independent random variables, independent of Xn and uniformly distributed on
the set {1, . . . ,Nb,n}, and A[1]C and A[2]C are independent copies of AC defined by
AC(w) = A(w)
∫ 1
0
CC(uw1 , . . . , uwd )
du
u ln u
, w ∈ ∆d−1.
The previous corollary can be used, for example, to obtain an asymptotically valid symmetric 1 − α confi-
dence band (see, e.g., [30], Chapter 2) for A. Relying for instance on A#n, such a confidence band is given by
A#n ± F #,−M (1 − α)/
√
n, α ∈ (0, 1/2), where F #M is the empirical d.f. of a sample of M (corrected) subsample repli-
cates supw∈∆d−1 |A#,[Im,n]b,c (w)|, m ∈ {1, . . . ,M}, of supw∈∆d−1] |A#n(w)|, where I1,n, . . . , IM,n are chosen independently with
replacement from {1, . . . ,Nb,n}.
5. Monte Carlo experiments
The theoretical results provided in the preceding sections state conditions under which the subsampling method-
ology can be used to obtain asymptotically valid approximations of various (smooth, weighted) empirical copula
processes. The results cover two types of subsampling: in the case of i.i.d. observations, subsamples of size b < n are
taken without replacement from the available dataXn; in the time series case, subsamples are restricted to consecutive
observations to preserve serial dependence. In both cases, a crucial step prior to applying subsampling is the choice
of the subsample size b.
5.1. Subsampling for i.i.d. observations
To investigate the influence of b on the finite-sample performance of the subsampling methodology for the studied
empirical copula processes in the case of i.i.d. observations, we considered an experimental setting similar to the one
used in [6]. Since all the empirical copula processes under consideration are rank-based, samples Xn were generated
directly from a d-dimensional copula C chosen so that its bivariate margins have a Kendall’s tau of τ. For the d-
dimensional copula C, we considered either a Clayton copula (which is lower-tail dependent) or a Gumbel–Hougaard
copula (which is upper-tail dependent). The values of n, d and τ were taken to vary in the sets {25, 50, 100, 200, 400},
{2, 4} and {0.33, 0.66}, respectively. The experiments that were carried out are presented in detail hereafter along with
a subset of representative results. More comprehensive results are available in the supplementary material.
Subsampling approximation of the covariance of Cˆn and choice of b. Following [6], our first experiment, restricted
to d = 2, consisted of measuring how well the subsampling methodology can approximate the covariance of the
empirical copula process Cˆn in (2.10) at the points P = {(i/3, j/3) : i, j = 1, 2}. We began by precisely estimating
the covariance of Cˆn at the points in P from 100, 000 samples Xn. For n = 100, C a bivariate Clayton copula and
τ = 0.33, these covariance values are given in the first horizontal block of Table 1. Next, for a given value of b and
each combination of C, n and τ, we generated 1000 samples Xn, and, for each sample, we computed M = 1000
(corrected) subsample replicates Cˆ[I1,n]b,c , . . . , Cˆ
[IM,n]
b,c defined analogously to (3.2) from (3.4), and where I1,n, . . . , IM,n are
independent random variables uniformly distributed on {1, . . . ,Nb,n}. These M = 1000 subsample replicates of Cˆn
were used to estimate the covariance of Cˆn at the points in P. For n = 100, C a bivariate Clayton copula, τ = 0.33
and b = b0.28nc, the means over the samples Xn of the 1000 covariance estimates are given in the second horizontal
block of Table 1, while the corresponding (empirical) mean squared errors (MSEs) (with respect to the target values
reported in the first horizontal block of Table 1) multiplied by 104 are given in the first horizontal block of Table 2.
To investigate the influence of b on such MSEs, a grid of b values was considered. We added to the grid the value
b = b0.28nc suggested by Wu [54, Section 4] in the context of the delete-h jackknife for the mean following an analysis
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Table 1: First horizontal block: (accurately estimated) covariance of Cˆn at the points P = {(i/3, j/3) : i, j = 1, 2}, for n = 100, C a bivariate Clayton
copula and τ = 0.33. Remaining horizontal blocks: averages of 1000 covariance estimates based on subsampling (sub), empirical bootstrap (boot)
and multiplier bootstrap (mult) approximations of Cˆn.
(1/3, 1/3) (1/3, 2/3) (2/3, 1/3) (2/3, 2/3)
(1/3, 1/3) 0.0488 0.0198 0.0200 0.0100
(1/3, 2/3) 0.0337 0.0091 0.0185
(2/3, 1/3) 0.0338 0.0185Cˆn
(2/3, 2/3) 0.0513
(1/3, 1/3) 0.0562 0.0205 0.0207 0.0089
(1/3, 2/3) 0.0371 0.0084 0.0182
(2/3, 1/3) 0.0375 0.0183
Cˆsubb0.28nc
(2/3, 2/3) 0.0583
(1/3, 1/3) 0.0619 0.0241 0.0244 0.0096
(1/3, 2/3) 0.0452 0.0094 0.0209
(2/3, 1/3) 0.0458 0.0211Cˆ
boot
n
(2/3, 2/3) 0.0690
(1/3, 1/3) 0.0511 0.0199 0.0203 0.0092
(1/3, 2/3) 0.0350 0.0091 0.0181
(2/3, 1/3) 0.0356 0.0185Cˆ
mult
n
(2/3, 2/3) 0.0536
Table 2: For n = 100, C a bivariate Clayton copula and τ = 0.33, empirical MSEs (×104) of estimators of the covariance of Cˆn at the points
P = {(i/3, j/3) : i, j = 1, 2} based on subsampling (sub), the empirical bootstrap (boot) and the multiplier bootstrap (mult).
(1/3, 1/3) (1/3, 2/3) (2/3, 1/3) (2/3, 2/3)
(1/3, 1/3) 0.9006 0.3521 0.3389 0.1907
(1/3, 2/3) 0.8323 0.1147 0.1785
(2/3, 1/3) 0.8250 0.1680
Cˆsubb0.28nc
(2/3, 2/3) 0.7330
(1/3, 1/3) 2.2250 0.6925 0.6632 0.3199
(1/3, 2/3) 2.2307 0.1995 0.3687
(2/3, 1/3) 2.3528 0.3640Cˆ
boot
n
(2/3, 2/3) 3.5708
(1/3, 1/3) 0.6331 0.4966 0.4547 0.3144
(1/3, 2/3) 0.9287 0.1811 0.2648
(2/3, 1/3) 0.9084 0.2502Cˆ
mult
n
(2/3, 2/3) 0.4086
based on Edgeworth expansions. The latter value was observed to give close to the lowest empirical MSEs across all
our experiments in the i.i.d. setting (see the supplementary material for more details), which is why we chose to report
results for this setting for b in all subsequent experiments in the i.i.d. case. Note that choosing b proportional to n in
such a way is completely compatible with the theoretical results stated in Theorems 3.3 (i), 4.3 (i) and 4.5 (i). Finally,
it is important to mention that similar simulations (partly reported in the supplement) were carried using uncorrected
subsample replicates and confirm that, overall, the finite population correction seems beneficial also in the context
under consideration.
Comparison with the empirical bootstrap and multiplier bootstrap approximations. In a second step, we carried out
the same experiment using the classical empirical bootstrap and the multiplier bootstrap. The former consisted, for
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Figure 1: Averages of the empirical MSEs (×104) of covariance estimators at the points P = {(i/3, j/3) : i, j = 1, 2} based on subsampling (sub),
the empirical bootstrap (boot) and the multiplier bootstrap (mult) against the sample size n, for C a bivariate Clayton or Gumbel–Hougaard copula
and τ ∈ {0.33, 0.66}.
each generated sample Xn from C, of generating M = 1000 resamples (by sampling with replacement from Xn) and
computing C˜n in (2.11) from each resample; the resulting M = 1000 resample replicates of Cˆn were used to estimate
the covariance of Cˆn at the points in P. For n = 100, C a bivariate Clayton copula and τ = 0.33, the averages of these
estimates are given in the third horizontal block of Table 1, while the corresponding empirical MSEs are given in the
second horizontal block of Table 2. The multiplier bootstrap [see, e.g., 38, 43] was implemented as in [6] and the
corresponding results are reported in the last horizontal blocks of Tables 1 and 2 for n = 100, C a bivariate Clayton
copula and τ = 0.33. Note that these two tables are directly comparable with the similar tables reported in [6]. For all
C and τ, the average of the 10 empirical MSEs is plotted against the sample size n in Figure 1.
As one can see from Table 2 and Figure 1, the finite-sample performance of the subsampling approximation
appears comparable to the one of the multiplier bootstrap and is substantially better than the one of the empirical
bootstrap.
Similar simulations were also carried out for the b out of n bootstrap (see the supplementary material) which
generalizes the empirical bootstrap. The smallest empirical MSEs, obtained when b is “small” compared to n, were
still higher, overall, than the corresponding empirical MSEs obtained using subsampling or the multiplier bootstrap.
The latter should not come as a surprise, since, as already mentioned in the introduction, the b out of n bootstrap forms
subsamples with ties, making it a biased resampling technique in the rank-based context under consideration.
Estimation of quantiles of Kolmogorov–Smirnov and Cramr–von Mises functionals. Following again [6], we focused
next on subsampling, empirical bootstrap and multiplier bootstrap approximations of high quantiles of
KS ( fn) = sup
u∈[0,1]d
| fn(u)| and CvM( fn) =
∫
[0,1]d
{ fn(u)}2du (5.1)
for fn = Cˆn. From a practical perspective, the supremum and the integral in (5.1) were approximated by a maximum
and a mean, respectively, using a uniform grid on (0, 1)d of size 92 when d = 2 and 44 when d = 4. For every d, C, τ
and n, the 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn) were first estimated precisely from 100, 000 samples Xn.
For n ∈ {100, 200}, C a bivariate Clayton copula and τ = 0.33, these are given in the first lines of each horizontal
block of Table 3. Then, for each n, 1000 samples Xn were generated and, for each Xn, one estimate of each quantile
was computed from M = 1000 subsampling, empirical bootstrap and multiplier bootstrap replicates of the considered
functional. These estimations were also carried out using centered replicates of Cˆn. In the case of subsampling, this
consists of using, for any u ∈ [0, 1]d and m ∈ {1, . . . ,M},
Cˆ[Im,n]b,c (u) −
1
M
M∑
m=1
Cˆ[Im,n]b,c (u), (5.2)
instead of Cˆ[Im,n]b,c (u). The centered versions of the empirical bootstrap and multiplier bootstrap replicates are defined
analogously. The rationale behind centering is that the replicates, whatever their type, converge weakly to copies
of the centered Gaussian process CC in (2.18). As the use of centered replicates always led to better finite-sample
performance, it was adopted in all subsequent experiments. Notice that the use of centering is irrelevant in the previous
covariance estimation experiment given the formula of the empirical covariance.
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Table 3: First line of each horizontal block: (accurately estimated) 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn) for C a bivariate Clayton
copula and τ = 0.33. Remaining lines of each horizontal block: averages of 1000 estimates of the same quantiles based on subsampling (sub),
empirical bootstrap (boot) and multiplier bootstrap (mult) approximations of Cˆn.
fn 90%(KS ) 95%(KS ) 90%(CvM) 95%(CvM)
Cˆn 0.5664 0.6437 0.0464 0.0580
Cˆsubb0.28nc 0.6209 0.6798 0.0465 0.0573
Cˆbootn 0.6880 0.7526 0.0613 0.0743
n = 100
Cˆmultn 0.5964 0.6561 0.0478 0.0591
Cˆn 0.5770 0.6368 0.0463 0.0576
Cˆsubb0.28nc 0.6148 0.6744 0.0490 0.0605
Cˆbootn 0.6549 0.7172 0.0555 0.0676
n = 200
Cˆmultn 0.5982 0.6576 0.0476 0.0590
Table 4: For C a bivariate Clayton copula and τ = 0.33, empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS (Cˆn) and
CvM(Cˆn) based on subsampling (sub), empirical bootstrap (boot) and multiplier bootstrap (mult) approximations of Cˆn.
fn 90%(KS ) 95%(KS ) 90%(CvM) 95%(CvM)
Cˆsubb0.28nc 34.7486 19.9671 0.2659 0.4342
Cˆbootn 151.8726 124.1483 2.5361 3.1865n = 100
Cˆmultn 13.8527 8.5551 0.3347 0.5792
Cˆsubb0.28nc 17.1279 17.9681 0.2344 0.3720
Cˆbootn 63.5901 68.6258 1.0172 1.3002n = 200
Cˆmultn 7.3044 8.4616 0.1850 0.3308
Figure 2: Empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn) based on subsampling (sub), empirical
bootstrap (boot) and multiplier bootstrap (mult) approximations of Cˆn against the sample size n, for d = 4, C a Gumbel–Hougaard copula and
τ = 0.66.
For each quantile and each type of approximation, the means of the 1000 estimates are reported in Table 3, while
the corresponding MSEs are given in Table 4. These two tables are again directly comparable with a similar table
reported in [6]. For d = 4, C a Gumbel–Hougaard copula and τ = 0.66, for instance, the empirical MSEs of the
quantile estimators are plotted against the sample size n in Figure 2. Graphs for other d, C and τ are not qualitatively
different.
As one can see from Table 4 and Figure 2, the quantile approximations based on subsampling are always better in
terms of MSE than those based on the empirical bootstrap. They are similar (resp. slightly worse) than those based on
the multliplier bootstrap for the Cramr–von Mises (resp. Kolmogorov–Smirnov) functional.
An inspection of the more comprehensive simulation results presented in the supplementary material reveals that
the subsampling approximations of the high quantiles of the Kolmogorov–Smirnov functional generally improve if b
is chosen smaller than b0.28nc. For b = b0.1nc for instance, the approximations based on subsampling turn out to be
comparable, overall, to those obtained using the multiplier bootstrap.
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Figure 3: Averages of the empirical MSEs (×104) of subsampling-based estimators of the covariances of Cˆn, C#n and Cβn at the points P =
{(i/3, j/3) : i, j = 1, 2} against the sample size n for C a Clayton or Gumbel–Hougaard copula and τ ∈ {0.33, 0.66}.
Subsampling approximations of the smooth empirical copula processes. To investigate the finite-sample performance
of subsampling approximations of C#n in (2.12) and C
β
n in (2.13), we considered the same setting as in the first ex-
periment. The goal was thus to estimate the covariances of C#n and C
β
n at the points in P. Because these empirical
copula processes should be closer and closer to Cˆn in (2.10) as n increases and given the high evaluation cost of the
empirical beta copula Cβn defined in (2.8), the experiment was restricted to n ∈ {25, 50, 100}. For all bivariate C and τ,
the average of the 10 MSEs is plotted against the sample size n in Figure 3 for each of the three target processes Cˆn,
C#n and C
β
n. As one can see, as n increases, the three mean MSEs decrease and become closer and closer, as expected.
5.2. Subsampling for time series
To investigate the finite-sample performance of subsampling for approximating the studied empirical copula pro-
cesses in a time series context, we considered a simple autoregressive model. Samples Xn were generated as fol-
lows: Given a random sample Ui, i ∈ {−100, . . . , 0, . . . , n}, from a d-dimensional copula C, we formed the sample
i = (Φ−1(Ui1), . . . ,Φ−1(Uid)), where Φ is the d.f. of the standard normal distribution, and set X−100 = −100. Next,
given an autoregressive coefficient β ∈ [0, 1), we computed recursively
Xi j = βXi−1, j + i j, i ∈ {−99, . . . , 0, . . . , n}, j ∈ {1, . . . , d},
and returned X1, . . . , Xn.
Recall that, given such stretches Xn from stationary time series and a subsample size b < n, subsamples X[m]b ,
m ∈ {1, . . . ,Nb,n}, Nb,n = n − b + 1, are restricted to consecutive observations to preserve serial dependence: they are
of the form Xm, . . . , Xm+b−1.
Our experiments consisted of investigating the influence of the subsample size b on the empirical MSEs of sub-
sampling estimators of the 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn). Figure 4 displays such emiprical MSEs
against b for C a bivariate Gumbel–Hougaard copula, τ = 0.33, β ∈ {0, 0.33, 0.66} and n ∈ {50, 100, 200}. An inspec-
tion of the y-axes of the graphs reveals that the MSEs increase with β for b and n fixed, thereby empirically confirming
that the stronger the serial dependence in the observations, the harder the estimation of the quantiles. In a related way,
focusing on the curves for n = 200, one can further notice that they are overall u-shaped and that their minima appear
to shift to the right as β increases, thereby empirically confirming the fact that, for fixed n, the “optimal” b is expected
to increase as the strength of the serial dependence increases.
As the setting β = 0 amounts to generating i.i.d. samples Xn, we finally aimed at empirically verifying that
the aforementioned MSEs should be larger, overall, than if subsamples were formed by simply sampling without
replacement from Xn as in the case of i.i.d. observations. This is confirmed by Figure 5 which reports the empirical
MSEs against n, for C a bivariate Gumbel–Hougaard copula, τ = 0.33 and b ∈ {3, 7, 11, 15, 19, 23, 27}. The solid lines
give the empirical MSEs obtained when the subsampling is not restricted to consecutive observations. The results are
not qualitatively different for other bivariate C and τ.
6. Concluding remarks
Relying on key results of Præstgaard and Wellner [37] in the i.i.d. case and Politis et al. [36] in the time series case
(under short range dependence), the asymptotic validity of subsampling was shown for various (weighted, smooth)
empirical copula processes under minimalistic conditions. The results for the weighted empirical checkerboard and
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Figure 4: Empirical MSEs (×104) of subsampling-based estimators of the 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn) against b, for C a
bivariate Gumbel–Hougaard copula, τ = 0.33, n ∈ {50, 100, 200} and β ∈ {0, 0.33, 0.66}.
Figure 5: Empirical MSEs (×104) of subsampling-based estimators of the 90% and 95%-quantiles of KS (Cˆn) and CvM(Cˆn) against n, for C a
bivariate Gumbel–Hougaard copula, τ = 0.33, β = 0 and b ∈ {3, 7, 11, 15, 19, 23, 27}. The solid lines give the empirical MSEs obtained in the case
of subsampling for i.i.d. observations.
beta copula processes build up on the seminal work of Berghaus et al. [1] and Berghaus and Segers [2], and seem to
constitute first asymptotic validity results for bootstrapping these processes.
From a practical perspective, based on our numerous Monte Carlo experiments, we recommend to always use
centered corrected subsample replicates as in (5.2), and, in the i.i.d. case, to consider the value b0.28nc as a starting
choice for the subsample size b, as suggested by Wu [54, Section 4] in the case of the delete-h jackknife for the
mean. We were actually rather surprised not to find any mention of this proposal in the literature as it appears to
be a rather natural initial choice when subsampling statistics or empirical processes converging weakly to Gaussian
limits. Specifically, in our Monte Carlo experiments, the setting b = b0.28nc frequently lead to the best estimations
of high quantiles of Cramr–von Mises functionals of the (standard) empirical copula process, while the setting b =
b0.1nc was found to be better for Kolmogorov–Smirnov functionals. Overall, with b ∈ {b0.1nc, b0.28nc}, we observed
the subsampling approximation of the (standard) empirical copula process to behave substantially better than its
empirical bootstrap approximation, and to be roughly equivalent to its multiplier bootstrap approximation. As a
consequence, subsampling appears as a natural, easier-to-implement alternative to the multiplier bootstrap in copula
inference procedures in the i.i.d. case. Furthermore, as subsamples do not contain ties, it is of particular interest when
dealing with statistics that can be expressed as functionals of (weighted) smooth empirical copula processes, given
that the computation of such statistics is not fully meaningful in the presence of ties.
In the time series case, the choice of b remains an open problem in the subsampling literature. Several practical
solutions, of a more or less heuristic nature, are discussed in [35, Chapter 9] and [26], and could be adapted to the
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copula inference setting under consideration. Once an efficient rule is found, it will be of practical interest to compare
the resulting subsampling approximation of the empirical copula process Cˆn in (2.10) with its dependent multiplier
approximation as proposed in [7].
7. Appendix: Proofs
Lemma 7.1. Assume that Condition 2.1 holds. Then, almost surely,
sup
u∈[0,1]d
|C#n(u) − Cˆn(u)| ≤
d
n
.
Proof of Lemma 7.1. Let Hn,r(u) = min{max{nu− r + 1, 0}, 1}, u ∈ [0, 1], r ∈ {1, . . . , n}. By the triangle inequality, we
have that, almost surely,
sup
u∈[0,1]d
|C#n(u) − Cˆn(u)| ≤
1
n
n∑
i=1
d∏
j=1
sup
u j∈[0,1]
|1(Ri j,n/n ≤ u j) − Hn,Ri j,n (u j)|
≤ 1
n
n∑
i=1
d∑
j=1
sup
u j∈[0,1]
|1(Ri j,n/n ≤ u j) − Hn,Ri j,n (u j)|
=
1
n
d∑
j=1
n∑
i=1
sup
u∈[0,1]
|1(i/n ≤ u) − Hn,i(u)|
=
d
n
n∑
i=1
sup
u∈[0,1]
|1(i/n ≤ u) − Hn,i(u)| ≤ dn .

Proof of Theorem 3.3. Recall that Gn is the empirical d.f. of the unobservable sample U1, . . . ,Un obtained from Xn
by (2.14). For m ∈ {1, . . . ,Nb,n}, let U[m]b be the subsample of U1, . . . ,Un of size b obtained from X[m]b by the same
marginal probability integral transformations. Furthermore, let Gn1, . . . ,Gnd denote the univariate margins of Gn. It is
well-known [see, e.g., 44] that the empirical copula of Xn can then be equivalently written as
Cn(u) = Gn{G−n1(u1), . . . ,G−nd(ud)}, u ∈ [0, 1]d,
where G−n j(v) = inf{u ∈ [0, 1] : Gn j(u) ≥ v}, v ∈ [0, 1], j ∈ {1, . . . , d}. For m ∈ {1, . . . ,Nb,n}, let G[m]b be the empirical
d.f. ofU[m]b and let
C[m]b (u) = G
[m]
b {G[m],−b1 (u1), . . . ,G[m],−bd (ud)}, u ∈ [0, 1]d,
be the empirical copula of X[m]b . Furthermore, recall the definition of G[m]b in (4.3) and that Condition 2.3 is assumed
to hold.
Proof of (3.7): From Theorem 2.2 and Example 3.6 in [37] [see also 52, Example 3.6.14], we have that, informally,
“(1 − b/n)−1/2G[I1,n]b converges weakly to GC in `∞([0, 1]d) conditionally on Xn in probability”; as mentioned earlier,
see, e.g., Section 2.2.3 in [30] for a precise definition of that mode of convergence. From Lemma 3.1 in [8], the latter
is equivalent to
(Gn, (1 − b/n)−1/2G[I1,n]b , (1 − b/n)−1/2G[I2,n]b ) (GC ,G[1]C ,G[2]C ), (7.1)
in {`∞([0, 1]d)}3, where G[1]C and G[2]C are independent copies of GC .
Let D ⊂ `∞([0, 1]d) be the set of all d.f.s H on [0, 1]d whose univariate margins H j, j ∈ {1, . . . , d}, satisfy
H j(0) = 0. Then, let Φ be the map from D to `∞([0, 1]d) defined by
Φ(H)(u) = H{H−1 (u1), . . . ,H−d (ud)}, u ∈ [0, 1]d, (7.2)
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where H−j (v) = inf{u ∈ [0, 1] : H j(u) ≥ v}, v ∈ [0, 1], j ∈ {1, . . . , d}. Since Condition 2.4 is assumed to hold, we have,
from Theorem 2.4 of [9], that Φ is Hadamard-differentiable at C tangentially to C0 given in (2.16) with derivative
Φ′C( f )(u) = f (u) −
d∑
j=1
C˙ j(u) f (u( j)), u ∈ [0, 1]d, f ∈ `∞([0, 1]d). (7.3)
Notice that Φ′C is actually continuous on the whole of `
∞([0, 1]d) since 0 ≤ C˙ j(u) ≤ 1, u ∈ [0, 1]d, j ∈ {1, . . . , d}.
Starting from (7.1) and using the continuous mapping theorem, we obtain that(
Φ′C(Gn),Φ
′
C((1 − b/n)−1/2G[I1,n]b ),Φ′C((1 − b/n)−1/2G[I2,n]b )
)
 
(
Φ′C(GC),Φ
′
C(G
[1]
C ),Φ
′
C(G
[2]
C )
)
= (CC ,C[1]C ,C
[2]
C ),
in {`∞([0, 1]d)}3. To prove (3.7), it thus remains to show that
sup
u∈[0,1]d
|Cn(u) − Φ′C(Gn)(u)|
Pr→ 0, (7.4)
sup
u∈[0,1]d
|(1 − b/n)−1/2C[Im,n]b (u) − Φ′C
(
(1 − b/n)−1/2G[Im,n]b
)
(u)| Pr→ 0, m ∈ {1, 2}. (7.5)
Starting from Condition 2.3 and applying the delta method [see 52, Theorem 3.9.4] with the map Φ in (7.2), we obtain
that
sup
u∈[0,1]d
| √n{Φ(Gn)(u) − Φ(C)(u)} − Φ′C(Gn)(u)|
Pr→ 0, (7.6)
which is exactly (7.4). Since Φ′C is linear, by the triangle inequality, (7.5) is proven if
sup
u∈[0,1]d
| √b{Φ(G[Im,n]b )(u) − Φ(C)(u)} − Φ′C
(√
b(G[Im,n]b −C)
)
(u)| Pr→ 0, m ∈ {1, 2}, (7.7)
sup
u∈[0,1]d
| √b{Φ(Gn)(u) − Φ(C)(u)} − Φ′C
(√
b(Gn −C))(u)| Pr→ 0. (7.8)
The convergence in (7.8) then immediately follows from (7.6). To show (7.7), we start from (7.1) and use the contin-
uous mapping theorem to obtain that
√
b(G[Im,n]b −C) = G[Im,n]b +
√
b/nGn  
√
1 − αG[m]C +
√
αGC (7.9)
in `∞([0, 1]d), for m ∈ {1, 2}. Note in passing that √b(G[Im,n]b − C) and Gb =
√
b(Gb − C) are equal in distribution and
so are their weak limits: the limiting process
√
1 − αG[m]C +
√
αGC is a tight, centered Gaussian process concentrated
on C0 in (2.16) whose covariance can be verified to be the same as the one of GC . The weak convergence in (7.9) can
thus be combined with the delta method based on the map Φ in (7.2) to obtain (7.7), which completes the proof of (i).
Proof of (3.11): We thus assume the s.m. setting and that b/n → 0. In essence, the asymptotic validity of the
subsampling methodology in this case is merely a consequence of Theorem 3.1 in [36]. The proof below uses The-
orem 4.1 in [36] instead (a corollary of the aforementioned theorem), which will eventually allow us to conveniently
apply Lemma 2.2 in [8] to state the asymptotic validity under the form of a joint weak convergence with two subsample
replicates.
Let D([0, 1]d) be the space of cdlg functions on [0, 1]d equipped with the Skorohod metric dS that makes (D([0, 1]d), dS )
separable and complete [see, e.g., 4, Chapter 3 for the case d = 1]. Since dS is a weaker metric than the uniform met-
ric, by the continuous mapping theorem, Condition 2.3 implies that Gn converges weakly to GC in D([0, 1]d) as well.
Recall next that weak convergence in separable metric spaces can be metrized using the bounded Lipschitz metric;
see, e.g., Dudley [15, Theorem 11.3.3], Du¨mbgen and Del Conte-Zerial [16, Section 2] or Bu¨cher and Kojadinovic
[8, Lemma 2.4]. The bounded Lipschitz metric dBL between probability measures P,Q on D([0, 1]d) equipped with
the Borel sigma field is defined by
dBL(P,Q) = sup
f∈BL1(D([0,1]d))
∣∣∣ ∫ f dP − ∫ f dQ∣∣∣,
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where BL1(D([0, 1]d)) denotes the set of functions h : D([0, 1]d) → [−1, 1] such that |h(x) − h(y)| ≤ dS (x, y) for all
x, y ∈ D([0, 1]d). Hence, denoting by PGn and PGC the probability measures of Gn and GC , respectively, the weak
convergence of Gn to GC in D([0, 1]d) can be equivalently expressed as
dBL(PGn , PGC )→ 0. (7.10)
Let PGnNb,n =
1
Nb,n
∑Nb,n
m=1 δG[m]b
be the empirical measure of the Nb,n subsample replicates G[1]b , . . . ,G
[Nb,n]
b of Gn.
Furthermore, let M ∈ N and let I1,n, . . . , IM,n be independent random variables, independent of Xn and uniformly
distributed on the set {1, . . . ,Nb,n}. Then, let PˆGnM = 1M
∑M
m=1 δG[Im,n]b
be the empirical measure of the M subsample
replicates G[I1,n]b , . . . ,G
[IM,n]
b , and note that Pˆ
Gn
M is a random probability measure on D([0, 1]
d) [see, e.g., 16, Section 2].
Next, let f be a bounded and continuous function on D([0, 1]d). For any n ∈ N and ε > 0, since G[I1,n]b , . . . ,G[IM,n]b
are conditionally independent given Xn, we have
Pr
(∣∣∣∣∣∫ f dPˆGnM − ∫ f dPGnNb,n ∣∣∣∣∣ > ε) = Pr

∣∣∣∣∣∣∣ 1M
M∑
m=1
f (G[Im,n]b ) −
1
Nb,n
Nb,n∑
m=1
f (G[m]b )
∣∣∣∣∣∣∣ > ε

= E
Pr 
∣∣∣∣∣∣∣ 1M
M∑
m=1
f (G[Im,n]b ) − E{ f (G[I1,n]b )}
∣∣∣∣∣∣∣ > ε ∣∣∣Xn

≤ E[Var{ f (G
[I1,n]
b ) |Xn}]
ε2M
≤ K
ε2M
,
by Chebychev’s inequality and where K is a bound on f . As a consequence,∫
f dPˆGnM −
∫
f dPGnNb,n
Pr→ 0 as n,M → ∞. (7.11)
Since Condition 2.3 is assumed to hold, from Theorem 4.1 of [36], we have that dBL(P
Gn
Nb,n
, PGn ) → 0, which, by the
triangle inequality and (7.10) implies that dBL(P
Gn
Nb,n
, PGC )→ 0. The latter convergence further implies, for instance, by
Lemma 2.4 in [8], that
∫
f dPGnNb,n −
∫
f dPGC → 0, which, combined with (7.11), gives that ∫ f dPˆGnM − ∫ f dPGC Pr→ 0
as n,M → 0. Since f was arbitrary, using, for instance, Lemma 2.5 in [8], the previous convergence is equivalent to
dBL(Pˆ
Gn
M , P
GC )
Pr→ 0 as n,M → 0, which can be combined with (7.10) to obtain that
dBL(Pˆ
Gn
M , P
Gn )
Pr→ 0 as n,M → ∞. (7.12)
By Lemma 2.2 in [8], the convergence in (7.12) is equivalent to the weak convergence of (Gn,G
[I1,n]
b ,G
[I2,n]
b ) to
(GC ,G[1]C ,G
[2]
C ) in {D([0, 1]d)}3, where G[1]C and G[2]C are independent copies of GC . Since the sample paths of the
weak limit are (uniformly) continuous almost surely, the previous weak convergence occurs also in {`∞([0, 1]d)}3; see,
e.g., Billingsley [4, Chapter 3] for the case d = 1. The convergence in (3.11) then follows from the delta method based
on the map Φ as in the proof of (3.7) but with b/n→ α = 0.
Proof of (3.12): The result is a straightforward consequence of (2.19). Indeed, from the latter asymptotic equiv-
alence, we have that supu∈[0,1]d
√
b|Cb(u) − C˜b(u)| converges in probability to zero. Since (Cb, C˜b) and (C[Im,n]b , C˜[Im,n]b ),
m ∈ {1, 2}, are equal in distribution, we obtain that
sup
u∈[0,1]d
√
b|C[Im,n]b (u) − C˜[Im,n]b (u)|
Pr→ 0, m ∈ {1, 2}.
The desired result then follows from (3.11), (2.19) and the previous display.
Proofs of (3.8) and (3.13): The results immediately follow from (2.5) using similar arguments.
Proofs of (3.9) and (3.14): The results are direct consequences of Lemma 7.1, again, using similar arguments.
Proofs of (3.10) and (3.15): We only prove (3.10), the proof of (3.15) being simpler. We combine (7.7) and (7.9)
to obtain that, for m ∈ {1, 2}, √b(C[Im,n]b − C) converges weakly in `∞([0, 1]d) to a limit process whose trajectories are
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continuous, almost surely. From (2.5), we immediately have that the same weak convergence occurs for the process√
b(Cˆ[Im,n]b − C). Using the fact that
(√
b(Cβ,[Im,n]b − C),
√
b(Cˆ[Im,n]b − C)
)
and
(√
b(Cβb − C),
√
b(Cˆb − C)) are equal in
distribution, we obtain from Corollary 3.7 in [45] that
√
b(Cβ,[Im,n]b −C) =
√
b(Cˆ[Im,n]b −C) + oPr(1), m ∈ {1, 2}. (7.13)
From (3.8), we can apply the same corollary to obtain that
Cβn = Cˆn + oPr(1), (7.14)
which implies that √
b(Cβn −C) =
√
b(Cˆn −C) + oPr(1). (7.15)
Combining (7.13) and (7.15), we obtain that
Cβ,[Im,n]b = Cˆ
[Im,n]
b + oPr(1), m ∈ {1, 2}. (7.16)
The weak convergence in (3.10) is then an immediate consequence of (3.8), (7.14) and (7.16). 
Lemma 7.2. Assume that Conditions 2.4 and 4.2 hold and that b = bn → ∞. Also, let I1,n and I2,n be independent
random variables, independent of Xn and uniformly distributed on the set {1, . . . ,Nb,n}. Then, under the i.i.d. setting
with b/n→ α ∈ [0, 1), or the s.m. setting and Condition 4.1 with b/n→ 0, there holds, for any ω ∈ [0, 1/2),(
Φ′C(Gn)/g
ω,Φ′C(
√
b(G[I1,n]b −C))/gω,Φ′C(
√
b(G[I2,n]b −C))/gω
)
 (CC/gω,
√
1 − αC[1]C /gω +
√
αCC/gω,
√
1 − αC[2]C /gω +
√
αGC/gω) (7.17)
in {`∞([0, 1]d)}3, where Φ′C is defined by (7.3), Gn is defined by (2.15), g is defined by (4.1), and C[1]C and C[2]C are
independent copies of CC in (2.18).
Proof of Lemma 7.2. We only provide the proof under the i.i.d. setting with b/n→ α ∈ [0, 1), the proof being simpler
when b/n → 0. Since the assumptions are a superset of those of Theorem 3.3 (i), we can start from (7.1) and apply
the continuous mapping theorem to obtain that
(Gn,
√
b(G[I1,n]b −C),
√
b(G[I2,n]b −C)) (GC ,
√
1 − αG[1]C +
√
αGC ,
√
1 − αG[2]C +
√
αGC)
in {`∞([0, 1]d)}3. Applying further the continuous mapping theorem with the linear map Φ′C in (7.3), we obtain that(
Φ′C(Gn),Φ
′
C(
√
b(G[I1,n]b −C)),Φ′C(
√
b(G[I2,n]b −C))
)
 (CC ,
√
1 − αC[1]C +
√
αCC ,
√
1 − αC[2]C +
√
αCC) (7.18)
in {`∞([0, 1]d)}3. The convergence of the finite-dimensional distributions in (7.17) is then a consequence of (7.18) and
the continuous mapping theorem. To show (7.17), it remains to prove marginal asymptotic tightness since the latter
implies joint asymptotic tightness. From Theorem 2.2 in [1] (see also Lemma 4.9 in that reference and the discussion
at the end of the proof of Theorem 2 in [2]), we have that, under the considered assumptions,
Φ′C(Gn)/g
ω  Φ′C(GC)/gω = CC/gω (7.19)
in `∞([0, 1]d). Using the fact that
√
b(G[Im,n]b −C) and Gb =
√
b(Gb −C) are equal in distribution, (7.19), implies that
Φ′C(
√
b(G[Im,n]b −C))/gω  Φ′C(GC)/gω = CC/gω, (7.20)
in `∞([0, 1]d) for m ∈ {1, 2}. Note in passing that, since, as already discussed in the proof of (3.7), √1 − αG[m]C +√
αGC and GC are equal in distribution, Φ′C(
√
1 − αG[m]C +
√
αGC) =
√
1 − αC[m]C +
√
αCC and Φ′C(GC) = CC are
also equal in distribution. The weak convergences in (7.19) and (7.20) imply marginal asymptotic tightness of the
process on the left-hand side of (7.17) and thus the desired result. 
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Proof of Theorem 4.3. The claims in (i) and (ii) are a consequence of Lemma 7.2 and the continuous mapping
theorem. The asymptotic equivalence in (4.6) follows from Theorem 2.2 in [1], as well as from the discussion at the
end of the proof of Theorem 2 in [2]. From the same result, using the fact that
(√
b(G[Im,n]b − C),
√
b(C˜[Im,n]b − C)
)
and(
Gb =
√
b(Gb −C), C˜b =
√
b(C˜b −C)) are equal in distribution for m ∈ {1, 2}, we can also write
sup
u∈[0,1]d
g(u)≥c/b
∣∣∣∣∣∣∣
√
b{C˜[Im,n]b (u) −C(u)}
{g(u)}ω −
Φ′C(
√
b(G[Im,n]b −C))(u)
{g(u)}ω
∣∣∣∣∣∣∣ = oPr(1), m ∈ {1, 2},
where Φ′C is defined by (7.3). Combining the previous statement with (4.6) and using the triangle inequality, we
obtain (4.7). Similarly, the asymptotic equivalences in (4.4) and (4.5) are essentially a consequence of Lemma 4.7
in [1], the discussion at the end of the proof of Theorem 2 in [2] and Section 6.5 in the same reference. 
Lemma 7.3. Assume that Conditions 2.1, 2.4, 4.1 and 4.2 hold. Then, for any ω ∈ [0, 1/2),
C#n/gω = C¯n/gω + oPr(1) CC/gω
in `∞([0, 1]d), where CC , g and C¯n are defined by (2.15), (2.18) and (4.2), respectively.
Proof of Lemma 7.3. The proof closely follows the proof of Theorem 2 in [2]. Fix γ ∈ R such that 1/{2(1−ω)} < γ < 1
and consider the abbreviation {g ≥ n−γ} = {u ∈ [0, 1]d : g(u) ≥ n−γ}, and similarly for {g < n−γ}. Then, write
C#n/gω = 1{g≥n−γ}C#n/gω + 1{g<n−γ}C#n/gω.
Using the fact that C#n is a copula almost surely, we can proceed exactly as in the proof of Lemma 8 in [2] to show
that, almost surely,
sup
u∈[0,1]d
g(u)≤n−γ
|C#n(u)/gω(u)| = o(1).
Furthermore, from Lemma 7.1,
sup
u∈[0,1]d
g(u)≥n−γ
∣∣∣∣∣∣ Cˆn(u){g(u)}ω − C#n(u){g(u)}ω
∣∣∣∣∣∣ ≤ supu∈[0,1]d
g(u)≥n−γ
{g(u)}−ω × √n sup
u∈[0,1]d
|Cˆn(u) −C#n(u)|
≤ dnγω−1/2 = o(1),
almost surely. Combining the three previous displays, we obtain that
C#n/gω = 1{g≥n−γ}Cˆn/gω + o(1),
almost surely, which, from (4.6) and the fact that C˜n = Cˆn under Condition 2.1, gives
C#n/gω = 1{g≥n−γ}C¯n/gω + oPr(1).
From Lemma 4.10 in [1], the indicator function on the right-hand side can be omitted and the desired result follows
from Theorem 2.2 in the same reference. 
Proof of Theorem 4.5. We only prove (4.8) and (4.9), the proofs of the other claims being simpler. Let us start
with (4.9). From the last equation in the proof of Theorem 2 in [2], we have that, under the considered assumptions,
Cβn/gω = Φ′C(Gn)/g
ω + oPr(1). (7.21)
Using the fact that
(√
b(G[Im,n]b −C),
√
b(Cβ,[Im,n]b −C)
)
and
(
Gb =
√
b(Gb−C),Cβb =
√
b(Cβb−C)
)
are equal in distribution
for m ∈ {1, 2}, some thought reveals that (7.21) also implies that
√
b(Cβ,[Im,n]b −C)/gω = Φ′C(
√
b(G[Im,n]b −C))/gω + oPr(1), m ∈ {1, 2}. (7.22)
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Combining (7.21) and (7.22) with (7.17), we obtain that
(Cβn/gω,
√
b(Cβ,[I1,n]b −C)/gω,
√
b(Cβ,[I2,n]b −C)/gω)
 (CC/gω,
√
1 − αC[1]C /gω +
√
αCC/gω,
√
1 − αC[2]C /gω +
√
αCC/gω)
in {`∞([0, 1]d)}3. The weak convergence in (4.9) is finally mostly a consequence of the continuous mapping theorem.
For the proof of (4.8), it suffices to start from Lemma 7.3 instead of (7.21). 
Proof of Corollary 4.7. We only prove (4.12) as the proof of (4.13) is similar. Let ω ∈ (0, 1/2) and let µω be the map
from `∞([0, 1]d) to `∞(∆d−1) defined, for any f ∈ `∞([0, 1]d) and w ∈ ∆d−1, by
µω( f )(w) =
∫ 1
0
f (uw1 , . . . , uwd ){g(uw1 , . . . , uwd )}ω du
u ln u
,
where g is defined in (4.1). As observed in [2], since
sup
w∈∆d−1
∣∣∣∣∣∣
∫ 1
0
{g(uw1 , . . . , uwd )}ω du
u ln u
∣∣∣∣∣∣ < ∞
the map µω is continuous. Hence, from Theorem 4.5 and the continuous mapping theorem,(
µω(C#n/gω), µω(C
#,[I1,n]
b,c /g
ω), µω(C
#,[I2,n]
b,c /g
ω)
)
 (µω(CC/gω), µω(C[1]C /gω), µω(C[2]C /gω)) = (η(CC), η(C[1]C ), η(C[2]C )), (7.23)
in {`∞(∆d−1)}3, where, for any f ∈ `∞([0, 1]d),
η( f )(w) =
∫ 1
0
f (uw1 , . . . , uwd )
du
u ln u
, w ∈ ∆d−1.
Furthermore, it can be verified that
µω(C#n/gω) = η(C#n) =
√
n{ln ν(C#n) − ln ν(C)} =
√
n(ln A#n − ln A),
where ν is defined in (4.11), and that, for any m ∈ {1, . . . ,Nb,n},
µω(C#,[m]b,c /g
ω) = η(C#,[m]b,c ) = (1 − b/n)−1/2
√
b{ln ν(C#,[m]b ) − ln ν(C#n)}.
The desired result finally follows from (7.23) and the delta method [see 52, Theorem 3.9.4] by proceeding, for instance,
as in the proof of Theorem 3.3 (i) for (3.7). 
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Abstract
This supplement contains additional simulation results for the empirical boot-
strap, the multiplier bootstrap, subsampling and the b out of n bootstrap in the
context of resampling the empirical copula processes in the case of i.i.d. observa-
tions.
The factors of the Monte Carlo experiments whose results are reported in this sup-
plement are the family of the exchangeable copula (Clayton or Gumbel–Hougaard) from
which i.i.d. observations are generated, the dimension d ∈ {2, 4} of the copula, the value
of Kendall’s tau τ ∈ {0.33, 0.66} of the bivariate margins of the copula and the size
n ∈ {100, 200, 400} of the generated samples. Four resampling methods are considered:
the classical empirical bootstrap, the multiplier bootstrap, subsampling and the b out of
n bootstrap (of which the empirical bootstrap is a particular case). For all four methods,
centering is used as explained in the manuscript. For subsampling and the b out of n boot-
strap, the subsample size b is taken to be in the set {b0.1nc, b0.28nc, b0.50nc, b0.75nc}.
Subsampling is carried out first without and then with the finite population correction.
The b out of n bootstrap is not carried out with the finite population correction since the
latter has no justification in this case (and this would prevent the empirical bootstrap to
arise as a particular case of the method for b = n).
Tables 1 and 5 report empirical mean squared errors (MSEs) for the empirical boot-
strap and the multiplier bootstrap for d equal 2 and 4, respectively.
Tables 2 and 6 report empirical MSEs for the b out of n bootstrap for d equal 2 and
4, respectively.
Tables 3 and 7 report empirical MSEs for subsampling without the finite population
correction for d equal 2 and 4, respectively.
1
Tables 4 and 8 report empirical MSEs for subsampling with the finite population
correction for d equal 2 and 4, respectively.
The following empirical conclusions can be drawn:
• the multiplier bootstrap is uniformly better than the empirical bootstrap;
• for the b out of n bootstrap, the smallest empirical MSEs are obtained when b is
“small” compared to n, that is, when b ∈ {b0.1nc, b0.28nc};
• for subsampling, the use of the finite population correction seems, overall, beneficial,
although, for d = 2 and in the case of the estimation of covariances or high quan-
tiles of Kolmogorov–Smirnov functionals, proceeding without the finite population
correction might lead, overall, to slighty smaller empirical MSEs;
• the b out of n bootstrap leads, overall, to larger empirical MSEs than subsampling
with the finite population correction;
• for subsampling with the finite population correction, choosing b ∈ {b0.1nc, b0.28nc}
leads, overall, to the smallest empirical MSEs ; for estimating high quantiles of
Crame´r–von Mises functionals, the choice b = b0.28nc seems better, overall; for
estimating covariances or high quantiles of Kolmogorov–Smirnov functionals, the
choice b = b0.1nc might be better, overall;
• with an appropriate choice of b ∈ {b0.1nc, b0.28nc}, the performance of subsampling
with the finite population correction can, overall, match that of the multiplier
bootstrap.
2
Table 1: Averages of the empirical MSEs (×104) of covariance estimators at the points
P = {(i/3, j/3) : i, j = 1, 2} (column cov) and empirical MSEs (×104) of estimators of the
90% and 95%-quantiles of KS(Cˆn) and CvM(Cˆn) based on the empirical bootstrap
(boot) and the multiplier bootstrap (mult) from i.i.d. samples of size n generated from
a bivariate copula C with a Kendall’s tau of τ .
Copula τ n method cov KS90 KS95 CvM90 CvM95
Clayton 0.33 100 boot 1.307 154.680 127.228 2.600 3.251
mult 0.489 14.127 8.240 0.349 0.597
Clayton 0.33 200 boot 0.675 62.282 67.004 1.023 1.315
mult 0.269 6.884 8.063 0.189 0.338
Clayton 0.33 400 boot 0.338 29.184 36.912 0.484 0.589
mult 0.180 4.289 6.496 0.110 0.193
Clayton 0.66 100 boot 1.007 141.490 206.733 1.992 2.598
mult 0.350 11.561 18.857 0.204 0.321
Clayton 0.66 200 boot 0.510 67.644 88.481 0.710 0.909
mult 0.188 9.423 14.600 0.127 0.199
Clayton 0.66 400 boot 0.255 25.198 30.003 0.271 0.351
mult 0.148 4.412 6.280 0.061 0.098
Gumbel–Hougaard 0.33 100 boot 1.421 154.456 150.616 2.641 3.380
mult 0.422 9.209 7.455 0.318 0.551
Gumbel–Hougaard 0.33 200 boot 0.687 55.431 72.926 1.099 1.358
mult 0.290 3.553 6.662 0.166 0.278
Gumbel–Hougaard 0.33 400 boot 0.349 30.861 37.968 0.477 0.618
mult 0.148 4.360 6.561 0.109 0.190
Gumbel–Hougaard 0.66 100 boot 1.115 183.148 254.828 2.143 2.887
mult 0.311 11.986 17.690 0.182 0.276
Gumbel–Hougaard 0.66 200 boot 0.522 90.053 100.719 0.763 0.981
mult 0.220 9.849 10.166 0.094 0.135
Gumbel–Hougaard 0.66 400 boot 0.264 32.451 46.191 0.274 0.348
mult 0.113 4.264 7.298 0.049 0.075
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Table 2: Averages of the empirical MSEs (×104) of covariance estimators at the points
P = {(i/3, j/3) : i, j = 1, 2} (column cov) and empirical MSEs (×104) of estimators of
the 90% and 95%-quantiles of KS(Cˆn) and CvM(Cˆn) based on the b out of n bootstrap
with subsample size b from i.i.d. samples of size n generated from a bivariate copula C
with a Kendall’s tau of τ .
Copula τ n b cov KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 0.381 43.435 47.684 1.447 3.425
28 0.542 60.730 43.817 0.495 0.660
50 0.870 98.706 75.102 1.789 2.361
75 1.166 124.004 100.044 1.889 2.347
Clayton 0.33 200 20 0.238 12.475 13.626 0.450 0.752
56 0.321 23.284 24.902 0.381 0.563
100 0.412 35.831 38.954 0.669 0.945
150 0.570 49.115 53.030 0.827 1.140
Clayton 0.33 400 40 0.110 5.967 7.790 0.175 0.268
112 0.165 9.807 13.036 0.181 0.262
200 0.231 15.951 20.281 0.296 0.389
300 0.292 22.345 28.825 0.390 0.496
Clayton 0.66 100 10 0.651 99.250 199.825 3.374 7.506
28 0.540 72.589 138.257 1.291 2.183
50 0.732 95.747 156.886 1.664 2.515
75 0.881 116.345 178.069 1.702 2.319
Clayton 0.66 200 20 0.302 29.349 68.281 0.865 2.055
56 0.269 29.761 47.041 0.437 0.724
100 0.319 41.517 59.366 0.537 0.760
150 0.421 55.056 74.661 0.621 0.820
Clayton 0.66 400 40 0.092 5.728 11.539 0.189 0.459
112 0.124 8.339 10.978 0.139 0.221
200 0.173 13.835 16.793 0.190 0.270
300 0.219 19.359 23.074 0.231 0.310
Gumbel–Hougaard 0.33 100 10 0.426 44.841 72.868 1.414 3.719
28 0.626 61.296 58.925 0.464 0.654
50 0.934 97.687 92.358 1.804 2.466
75 1.267 122.160 116.750 1.906 2.437
Gumbel–Hougaard 0.33 200 20 0.238 9.706 18.392 0.480 0.782
56 0.324 19.566 28.746 0.410 0.564
100 0.428 30.856 42.582 0.723 0.936
150 0.576 44.095 59.164 0.928 1.151
Gumbel–Hougaard 0.33 400 40 0.108 7.150 8.866 0.192 0.278
112 0.161 11.126 14.332 0.194 0.272
200 0.222 17.890 22.597 0.314 0.408
300 0.288 25.058 30.590 0.400 0.502
Gumbel–Hougaard 0.66 100 10 0.709 150.123 258.156 3.712 8.297
28 0.600 106.090 186.428 1.329 2.326
50 0.772 134.864 204.730 1.797 2.841
75 0.991 152.884 221.143 1.791 2.536
Gumbel–Hougaard 0.66 200 20 0.250 54.147 84.919 0.984 2.287
56 0.267 46.619 59.018 0.475 0.847
100 0.338 59.802 67.536 0.576 0.836
150 0.444 75.434 84.141 0.673 0.902
Gumbel–Hougaard 0.66 400 40 0.095 12.122 26.288 0.222 0.561
112 0.125 12.849 22.153 0.147 0.237
200 0.174 18.777 28.907 0.193 0.273
300 0.223 25.999 37.909 0.236 0.316
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Table 3: Averages of the empirical MSEs (×104) of covariance estimators at the points
P = {(i/3, j/3) : i, j = 1, 2} (column cov) and empirical MSEs (×104) of estimators
of the 90% and 95%-quantiles of KS(Cˆn) and CvM(Cˆn) based on subsampling with
subsample size b from i.i.d. samples of size n generated from a bivariate copula C
with a Kendall’s tau of τ . Subsampling is carried out without the finite population
correction.
Copula τ n b cov KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 0.306 5.598 9.955 0.185 0.232
28 0.555 18.822 48.740 1.800 3.033
50 1.516 99.999 177.792 3.505 5.877
75 3.876 423.493 625.049 9.584 15.557
Clayton 0.33 200 20 0.138 5.267 8.234 0.181 0.276
56 0.513 32.794 44.893 1.307 2.135
100 1.733 156.524 200.634 4.021 6.476
150 4.216 546.998 682.627 10.147 16.025
Clayton 0.33 400 40 0.147 4.642 5.507 0.175 0.324
112 0.596 45.478 52.643 1.375 2.345
200 1.868 190.705 225.335 4.338 7.099
300 4.497 625.993 746.869 10.603 16.970
Clayton 0.66 100 10 0.156 10.812 23.251 0.541 1.513
28 0.136 21.387 17.068 0.220 0.341
50 0.355 83.235 85.825 0.456 0.854
75 0.911 289.929 318.893 1.283 2.239
Clayton 0.66 200 20 0.096 4.495 4.513 0.108 0.363
56 0.136 23.747 26.152 0.156 0.254
100 0.397 94.492 112.513 0.489 0.840
150 0.999 328.284 389.502 1.320 2.151
Clayton 0.66 400 40 0.046 6.886 6.283 0.038 0.079
112 0.147 35.639 44.839 0.175 0.280
200 0.443 127.636 160.946 0.560 0.893
300 1.089 399.159 489.081 1.426 2.208
Gumbel–Hougaard 0.33 100 10 0.269 5.457 8.212 0.171 0.196
28 0.491 23.793 45.959 1.881 3.078
50 1.412 113.171 173.325 3.638 5.965
75 3.651 443.481 606.532 9.678 15.413
Gumbel–Hougaard 0.33 200 20 0.128 8.038 6.995 0.159 0.250
56 0.479 41.564 44.709 1.261 2.116
100 1.655 173.227 197.187 3.939 6.429
150 4.051 577.403 673.634 9.995 15.876
Gumbel–Hougaard 0.33 400 40 0.130 3.886 5.058 0.156 0.282
112 0.551 43.592 50.848 1.341 2.261
200 1.784 186.243 223.264 4.286 6.923
300 4.317 617.239 739.210 10.510 16.629
Gumbel–Hougaard 0.66 100 10 0.155 22.251 33.386 0.623 1.582
28 0.118 13.247 15.019 0.193 0.290
50 0.317 64.730 73.114 0.422 0.769
75 0.838 247.633 286.860 1.203 2.047
Gumbel–Hougaard 0.66 200 20 0.061 6.859 5.501 0.124 0.391
56 0.117 15.222 22.173 0.135 0.208
100 0.355 73.434 103.718 0.447 0.744
150 0.919 277.480 361.665 1.225 1.931
Gumbel–Hougaard 0.66 400 40 0.037 4.335 2.264 0.030 0.076
112 0.118 26.682 27.063 0.159 0.243
200 0.384 109.814 122.793 0.521 0.803
300 0.984 357.382 412.832 1.338 2.005
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Table 4: Averages of the empirical MSEs (×104) of covariance estimators at the points
P = {(i/3, j/3) : i, j = 1, 2} (column cov) and empirical MSEs (×104) of estimators
of the 90% and 95%-quantiles of KS(Cˆn) and CvM(Cˆn) based on subsampling with
subsample size b from i.i.d. samples of size n generated from a bivariate copula C with a
Kendall’s tau of τ . Subsampling is carried out with the finite population correction.
Copula τ n b cov KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 0.311 17.165 6.877 0.429 0.888
28 0.456 35.083 19.755 0.266 0.450
50 0.987 96.223 72.141 1.245 1.674
75 2.558 251.329 221.191 2.813 3.437
Clayton 0.33 200 20 0.185 7.692 4.877 0.231 0.379
56 0.295 17.051 17.996 0.246 0.393
100 0.522 43.434 46.441 0.609 0.828
150 1.303 124.859 139.397 1.596 2.060
Clayton 0.33 400 40 0.104 3.536 5.093 0.128 0.218
112 0.168 8.225 11.347 0.137 0.202
200 0.309 22.608 29.184 0.330 0.436
300 0.700 66.292 82.085 0.837 1.020
Clayton 0.66 100 10 0.323 33.951 59.220 0.997 2.569
28 0.325 22.470 41.905 0.175 0.306
50 0.697 63.342 93.951 0.545 0.698
75 1.756 200.167 272.336 1.247 1.474
Clayton 0.66 200 20 0.186 10.766 16.702 0.264 0.773
56 0.218 16.548 23.211 0.150 0.243
100 0.387 41.741 53.558 0.291 0.375
150 0.948 121.714 155.470 0.699 0.864
Clayton 0.66 400 40 0.071 3.505 4.003 0.079 0.212
112 0.121 6.287 7.321 0.071 0.112
200 0.225 17.743 20.659 0.144 0.197
300 0.517 59.307 72.280 0.355 0.460
Gumbel–Hougaard 0.33 100 10 0.296 12.405 6.838 0.361 0.806
28 0.413 27.345 19.729 0.253 0.417
50 0.873 81.406 71.531 1.115 1.486
75 2.335 230.596 223.313 2.659 3.244
Gumbel–Hougaard 0.33 200 20 0.163 5.302 4.660 0.221 0.338
56 0.263 11.430 17.181 0.226 0.325
100 0.462 34.276 46.081 0.608 0.779
150 1.258 107.395 136.794 1.597 1.930
Gumbel–Hougaard 0.33 400 40 0.093 4.121 5.204 0.124 0.204
112 0.151 8.388 11.483 0.135 0.198
200 0.278 22.842 27.966 0.322 0.418
300 0.671 64.710 77.927 0.807 0.961
Gumbel–Hougaard 0.66 100 10 0.322 54.244 75.089 1.114 2.646
28 0.298 30.794 46.605 0.171 0.298
50 0.592 75.123 96.216 0.535 0.651
75 1.587 220.806 276.498 1.234 1.383
Gumbel–Hougaard 0.66 200 20 0.134 20.266 22.394 0.298 0.810
56 0.182 22.032 21.688 0.139 0.213
100 0.335 51.477 51.175 0.277 0.338
150 0.884 143.715 154.120 0.711 0.827
Gumbel–Hougaard 0.66 400 40 0.067 4.651 11.311 0.079 0.220
112 0.108 8.105 12.858 0.064 0.097
200 0.203 20.187 28.784 0.132 0.167
300 0.483 65.490 85.812 0.341 0.414
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Table 5: Empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS(Cˆn)
and CvM(Cˆn) based on the empirical bootstrap (boot) and the multiplier bootstrap
(mult) from i.i.d. samples of size n generated from a four-variate copula C whose
bivariate margins have a Kendall’s tau of τ .
Copula τ n method KS90 KS95 CvM90 CvM95
Clayton 0.33 100 boot 98.520 102.514 2.506 3.638
mult 9.160 8.868 0.742 1.638
Clayton 0.33 200 boot 40.014 50.519 1.593 2.489
mult 3.877 6.372 0.485 1.064
Clayton 0.33 400 boot 32.767 26.451 0.865 1.441
mult 6.028 4.131 0.389 0.801
Clayton 0.66 100 boot 118.640 137.810 3.918 5.473
mult 20.605 26.047 0.731 1.255
Clayton 0.66 200 boot 51.547 62.367 1.702 2.391
mult 11.101 14.815 0.359 0.632
Clayton 0.66 400 boot 38.687 46.820 0.839 1.201
mult 10.387 14.080 0.261 0.449
Gumbel–Hougaard 0.33 100 boot 188.556 175.659 3.215 4.142
mult 29.856 24.716 0.408 0.802
Gumbel–Hougaard 0.33 200 boot 81.068 94.692 1.671 2.227
mult 13.311 17.800 0.305 0.606
Gumbel–Hougaard 0.33 400 boot 43.746 40.056 1.002 1.467
mult 8.785 8.213 0.252 0.488
Gumbel–Hougaard 0.66 100 boot 194.247 277.658 5.283 7.174
mult 36.899 59.200 1.048 1.566
Gumbel–Hougaard 0.66 200 boot 95.895 119.951 2.318 3.190
mult 20.374 28.491 0.556 0.876
Gumbel–Hougaard 0.66 400 boot 52.553 63.284 1.005 1.404
mult 13.400 17.570 0.316 0.526
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Table 6: Empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS(Cˆn)
and CvM(Cˆn) based on the b out n bootstrap with subsample size b from i.i.d. sam-
ples of size n generated from a four-variate copula C whose bivariate margins have a
Kendall’s tau of τ .
Copula τ n b KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 6.135 5.009 0.340 0.569
28 21.968 18.684 0.542 1.492
50 47.635 47.907 1.382 2.005
75 74.108 76.752 2.003 2.987
Clayton 0.33 200 20 3.075 4.305 0.343 0.596
56 7.381 10.020 0.435 0.838
100 18.024 24.095 0.917 1.392
150 29.388 37.810 1.290 1.931
Clayton 0.33 400 40 4.035 2.683 0.247 0.546
112 9.705 6.346 0.339 0.661
200 17.343 12.700 0.514 0.878
300 24.689 18.864 0.657 1.126
Clayton 0.66 100 10 19.225 44.079 6.867 15.539
28 39.156 52.819 1.762 3.349
50 66.245 79.682 3.002 4.835
75 93.367 109.464 3.382 4.915
Clayton 0.66 200 20 13.102 20.468 1.764 4.990
56 16.015 22.334 0.824 1.523
100 27.691 35.251 1.199 1.896
150 39.469 49.056 1.449 2.109
Clayton 0.66 400 40 9.045 15.392 0.527 1.418
112 14.579 19.424 0.413 0.730
200 22.470 27.767 0.563 0.873
300 30.830 37.951 0.715 1.057
Gumbel–Hougaard 0.33 100 10 16.291 8.938 0.250 0.234
28 48.763 34.677 0.180 0.558
50 100.853 84.369 1.585 2.062
75 145.218 131.464 2.345 3.023
Gumbel–Hougaard 0.33 200 20 6.896 8.890 0.182 0.273
56 22.141 24.198 0.253 0.363
100 41.629 48.543 0.825 1.105
150 63.879 75.606 1.301 1.722
Gumbel–Hougaard 0.33 400 40 5.383 4.543 0.170 0.277
112 13.364 10.411 0.247 0.394
200 23.454 20.032 0.565 0.799
300 33.561 30.371 0.767 1.124
Gumbel–Hougaard 0.66 100 10 64.464 146.865 4.196 10.454
28 63.928 116.474 1.291 2.256
50 114.513 176.777 3.514 5.314
75 153.704 225.503 4.361 6.156
Gumbel–Hougaard 0.66 200 20 25.294 44.491 1.253 3.139
56 32.054 46.301 0.863 1.402
100 53.209 70.815 1.473 2.158
150 75.071 95.549 1.887 2.633
Gumbel–Hougaard 0.66 400 40 14.238 22.149 0.389 0.877
112 19.857 26.337 0.399 0.662
200 29.745 36.496 0.631 0.944
300 42.030 50.378 0.823 1.167
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Table 7: Empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS(Cˆn)
and CvM(Cˆn) based on subsampling with subsample size b from i.i.d. samples of size n
generated from a four-variate copula C whose bivariate margins have a Kendall’s tau
of τ . Subsampling is carried out without the finite population correction.
Copula τ n b KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 6.796 16.453 0.899 2.375
28 59.190 86.621 7.982 14.459
50 267.808 349.977 16.075 27.159
75 967.832 1207.217 40.696 67.273
Clayton 0.33 200 20 16.305 16.130 0.829 1.987
56 93.504 109.506 5.660 10.287
100 367.170 432.846 17.211 29.309
150 1174.369 1391.231 42.485 70.933
Clayton 0.33 400 40 7.223 17.848 0.934 2.043
112 83.649 124.503 6.083 10.750
200 364.757 489.227 18.919 32.154
300 1194.641 1524.041 44.846 74.960
Clayton 0.66 100 10 10.092 8.480 1.820 5.680
28 43.460 59.912 0.741 1.312
50 178.438 239.844 1.795 3.391
75 629.586 811.034 5.060 9.014
Clayton 0.66 200 20 10.256 9.783 0.390 1.422
56 63.904 76.480 0.630 1.052
100 240.314 297.731 1.947 3.340
150 765.779 946.556 5.284 8.747
Clayton 0.66 400 40 7.235 7.899 0.136 0.352
112 53.445 65.608 0.627 1.010
200 234.806 290.026 2.147 3.496
300 774.543 953.965 5.550 8.805
Gumbel–Hougaard 0.33 100 10 6.046 24.699 0.463 1.457
28 53.233 105.452 6.178 10.984
50 246.317 376.322 12.873 21.287
75 958.312 1294.777 33.878 54.479
Gumbel–Hougaard 0.33 200 20 12.797 23.912 0.542 1.345
56 85.169 109.904 4.831 8.410
100 356.749 441.479 14.556 23.793
150 1206.013 1471.531 36.721 58.989
Gumbel–Hougaard 0.33 400 40 11.935 24.711 0.535 1.159
112 96.446 141.905 4.718 7.949
200 412.336 544.094 15.644 25.341
300 1332.026 1686.944 38.073 60.894
Gumbel–Hougaard 0.66 100 10 12.919 39.254 0.752 2.350
28 43.669 43.932 1.528 2.595
50 164.528 187.045 3.345 5.906
75 601.859 702.959 9.510 15.816
Gumbel–Hougaard 0.66 200 20 7.814 7.691 0.213 0.550
56 52.048 64.277 1.260 2.087
100 211.019 259.976 3.944 6.501
150 711.922 868.192 10.446 16.546
Gumbel–Hougaard 0.66 400 40 5.364 6.588 0.199 0.284
112 53.015 67.173 1.354 2.161
200 235.537 295.432 4.461 7.026
300 781.318 955.661 11.217 17.240
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Table 8: Empirical MSEs (×104) of estimators of the 90% and 95%-quantiles of KS(Cˆn)
and CvM(Cˆn) based on subsampling with subsample size b from i.i.d. samples of size n
generated from a four-variate copula C whose bivariate margins have a Kendall’s tau
of τ . Subsampling is carried out with the finite population correction.
Copula τ n b KS90 KS95 CvM90 CvM95
Clayton 0.33 100 10 7.298 4.318 0.507 0.749
28 30.013 26.299 0.616 1.435
50 93.631 93.883 2.814 4.449
75 273.148 293.762 7.642 11.175
Clayton 0.33 200 20 2.722 5.008 0.400 0.627
56 10.825 14.168 0.597 1.055
100 37.756 46.842 1.605 2.488
150 127.013 152.246 4.160 5.965
Clayton 0.33 400 40 4.395 2.967 0.270 0.533
112 12.750 8.944 0.391 0.778
200 32.187 25.157 0.872 1.401
300 87.712 79.230 2.186 3.178
Clayton 0.66 100 10 19.220 26.599 3.481 9.804
28 36.505 40.037 0.734 1.346
50 91.820 97.484 2.272 3.303
75 262.238 286.175 5.620 7.634
Clayton 0.66 200 20 10.257 15.615 0.977 3.038
56 16.403 21.543 0.557 0.995
100 42.322 49.767 1.197 1.767
150 130.849 151.957 2.938 4.081
Clayton 0.66 400 40 8.101 11.472 0.341 0.953
112 16.022 20.349 0.345 0.585
200 34.226 41.284 0.657 0.976
300 91.836 107.354 1.535 2.191
Gumbel–Hougaard 0.33 100 10 21.133 8.457 0.273 0.287
28 49.702 34.073 0.204 0.503
50 154.097 133.931 2.991 3.944
75 416.243 417.194 9.768 13.040
Gumbel–Hougaard 0.33 200 20 6.881 7.275 0.200 0.305
56 23.878 27.144 0.333 0.512
100 69.602 80.104 1.677 2.315
150 201.254 232.119 4.898 6.473
Gumbel–Hougaard 0.33 400 40 5.046 5.035 0.172 0.290
112 15.414 12.527 0.328 0.518
200 37.840 34.608 0.930 1.364
300 109.670 109.538 2.660 3.672
Gumbel–Hougaard 0.66 100 10 20.350 91.241 2.055 5.424
28 43.480 67.115 0.640 0.966
50 127.701 169.528 2.997 3.847
75 377.835 476.087 8.208 10.331
Gumbel–Hougaard 0.66 200 20 20.365 25.634 0.654 1.679
56 25.094 32.365 0.614 0.908
100 70.309 83.685 1.563 2.074
150 213.341 256.239 4.192 5.449
Gumbel–Hougaard 0.66 400 40 10.516 15.175 0.272 0.567
112 18.689 22.401 0.342 0.537
200 42.004 46.930 0.733 1.004
300 119.128 139.437 1.946 2.569
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