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Let p be an odd prime and γ(k, pn) be the smallest positive integer s such that every
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positive integer. We show that if φ(t) ≥ q then γ(k, pn) ≤ c(q)k1/q for some constant c(q).
These results generalize results known for the case of prime moduli. Next we generalize
these results to a number field setting. Let F be a number field, R it’s ring of integers and
P a prime ideal in R that lies over a rational prime p with ramification index e, degree
of inertia f and put t = (pf − 1)/(p − 1, k). Let k = prk1 with p - k1 and γ(k,Pn)
be the smallest integer s such that every algebraic integer in F that can be expressed
as a sum of k-th powers (mod Pn) is expressible as a sum of s k-th powers (mod Pn).
We prove for instance that when p > e + 1 then γ(k,Pn) ≤ c(t)pnf/φ(t). Moreover, if
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Chapter 1
Introduction.
The original problem as stated by Edward Waring in his book Meditationes Algebraicae
(1770 edition, pages 203-204) was:
“Omnis integer numerus vel est cubus; vel e duobus, tribus, 4, 5, 6, 7, 8, vel novem
cubus compositus: est etiam quadratoquadratus; vel e duobus, tribus et c. usque
ad novemdecim compositus et sic deinceps.” In the 1782 edition, page 349, he
adds guardedly “ .. . consimilia etiam afirmari possunt (exceptis excipiendis) de
eodem numero quantitatum earundem dimensionum.”
In modern language and notation, we call the previous statement “Waring’s Problem”,
and we can state it as follows:
“Can every positive integer be expressed as a sum of at most s k-th powers of
positive integers, where s depends only on k, not on the number being repre-
sented?”
There seems to be little doubt that Waring had only limited numerical evidence in favor of
his assertions and no shadow of a proof. The case k = 2 was proved by Lagrange in 1770,
who showed that each positive integer could be expressed as a sum of at most four squares
of positive integers. During the next 139 years, special cases of the problem were solved
for k = 3, 4, 5, 6, 7, 8, 10. Finally in 1909 Hilbert [19] solved the problem for all k in a very
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complicated argument, which did not produce an explicit bound or value for s. The minimal
such is called “Waring’s Number” and denoted by γ(k).
Using their powerful circle method, Hardy and Littlewood [17] obtained a still deeper
result containing Hilbert’s theorem. They proved that for a ∈ Z the number Λ(a) of rational
integral solutions xi (for i = 1, 2, . . . , s) of the equation
xk1 + x
k
2 + · · ·+ xks = a
has the same order of magnitude as as/k−1. Namely,
Λ(a) =
Γs(1 + 1/k)
Γ(s/k)
σas/k−1 + o(as/k−1)
where σ, the singular series, is a function of a, lying between finite positive bounds, see [27].
After spending a considerable amounts of time and effort on the problem, many variations
of the problem emerged such as the case we discuss in Chapter 2. In the second chapter of
this work we restrict our attention to finding upper bounds for Waring’s Number modulo
a positive integer m, denoted by γ(k,m). We generalize many known results as well as
develop new theorems.
The next logical step in the evolution of this problem is to direct the efforts towards
studying the problem in Number Fields. Notice that not every integer can be represented
as a finite sum of k-th powers. As an example, consider the sum of squares of Gaussian
Integers
(a1 + b1i)
2 + (a2 + b2i)
2 + · · ·+ (as + bsi)2 = (a21 + a22 + · · ·+ a2s − b21 − b22 − · · · − b2s)
+ 2i(a1b1 + a2b2 + · · ·+ asbs).
Clearly, any Gaussian integer with an odd imaginary part can not be expressed as a finite
sum of squares of Gaussian integers.
Let F be any algebraic number field of degree d = d1 + 2d2, where d1 is the number of
real automorphisms and 2d2 is the number of complex automorphisms. Let R be the ring of
integers of F , and k be a fixed positive integer. Let Rk be the subring of R generated by the
2
k-th powers of elements of R. An element of α in F is said to be totally positive if σ(α) is
positive for all embeddings σ : F → R. ΓR(k) is defined to be the minimal positive integer
s, such that any totally positive element in Rk of sufficiently large norm can be expressed
as a sum of at most s k-th powers of totally positive elements in R.
Siegel [26] was the first to successfully find an upper bound for the number of squares
one would need to express algebraic integers as a sum of squares, for those algebraic integers
that can be expressed as a sum of squares. Later in [27] he developed a generalization of
the Hardy-Littlewood method for Number Fields. Siegel obtained
ΓR(k) ≤ dk(2k−1 + d) + 1,
where d is the degree of the field extension Q ⊆ F . He also posed the question “Is there a
bound for ΓR(k) which is independent of the degree of the extension?”.
Birch was among the first to answer Siegel’s call. He proved in [5] that if s ≥ 2k + 1
and α is any totally positive algebraic integer with a sufficiently large norm, and if α is
congruent to a sum of s k-th powers modulo any prime power, then α is the sum of at most
s k-th powers of totally positive integers in R. That is,
ΓR(k) ≤ max{2k + 1, γR(k,Pn)}, (1.1)
where Pn runs through all prime power ideals in R. Note that γR(k,Pn) here is defined to
be the minimal positive integer s, such that any element of R that can be expressed as a
sum of k-th powers is the sum of at most s k-th powers of elements in R (mod Pn)
Finding upper bounds for γR(k,Pn) is what we will refer to as “The Local Waring’s
Problem over Number Fields”. Birch obtained an upper bound for the local case in [6]
γR(k,Pn) ≤ k16k2 , (1.2)
for all prime power ideals in R.
Ramanujam independently obtained in [24] the upper bound
γR(k,Pn) ≤ 8k5. (1.3)
3
for all prime power ideals in R.
In Chapter 3 of this work, we generalize some of the results that we obtain for the case
of Waring’s number modulo an integer m to the Number Field setting. In Chapter 4, we
consider a slightly different approach to the Local Problem and we obtain upper bounds for
γR(k,Pn) which are independent of the degree of the extension of the Number Field F , as
well as consider the case when the prime ideal P does not ramify.
For more on the classical Waring’s problem and other special cases see “Waring’s Prob-
lem: A Survey” by R. C. Vaughan and T. D. Wooley [33].
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Chapter 2
Waring’s Number (mod m).
2.1 Introduction and Notation.
We start by considering “Waring Problem” in Z/mZ. For any positive integers m and k
let γ(k,m) denote Waring’s number (mod m), the smallest positive integer s such that
every integer is a sum of s k-th powers (mod m). It is plain that if m has prime power
factorization m = Πji=1p
ei
i then γ(k,m) = maxi γ(k, p
ei
i ) and so we may restrict our attention
to prime power moduli.
The case of prime moduli has been thoroughly studied and dates back to Cauchy [9], who
proved γ(k, p) ≤ k for any prime p; see [21] for a further discussion of this case. Estimates
for γ(k, pn) date back to the work of Hardy and Littlewood on the classical Waring problem.
They established [17, p. 186, Theorem 12] the uniform upper bound γ(k, pn) ≤ 4k for any
prime power and for odd p the sharper bound
γ(k, pn) ≤ p
p− 1 k + 1; (2.1)
see also Landau [23, Kapitel 1, Satz 31]. This estimate is essentially best possible for
arbitrary k. Indeed, if p is odd and k = pe−1(p − 1) then every k-th power (mod pe) is
either 0 or 1, while if k = pe−1(p− 1)/2 every k-th power is either 0, 1 or −1 (mod pe), and
so
γ(pe − pe−1, pn) = pe − 1 and γ(pe−pe−1
2
, pn) = 1
2
(pe − 1), (2.2)
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for any n ≥ e. Similarly, for p = 2, as noted in the next paragraph, one has γ(k, 2n) = 4k or
γ(k, 2n) = 4k − 1 when k = 2e and n ≥ e + 2. With the exception of these extremal cases,
the upper bound of Hardy and Littlewood can be substantially improved.
For p = 2, Subocz [31] determined the exact value of γ(k, 2n). If k > 1 is odd then
γ(k, 2n) = 2 for n ≥ 2. Suppose k is even, say k = 2ek1 with e ≥ 1 and k1 odd. Then
γ(k, 2n) = 2n−1 if 4 ≤ n ≤ e+2, and γ(k, 2n) = 2e+2 if n ≥ e+3 and k ≥ 6. Small [29],[28]
had already treated the cases k = 2 and 4: γ(2, 22) = 3, γ(2, 2n) = 4 for n ≥ 3, γ(4, 23) = 7,
γ(4, 2n) = 15 for n ≥ 4. Henceforth, we shall assume p is odd.
2.2 γ(k, pn), γ∗(k, pn), and Lemmas.
As noted by Small [29], [28] the main difficulty in going from representations of a number
as a sum of k-th powers (mod p) to representations (mod pn) is in dealing with values of
k divisible by a power of p that prohibits the lifting of solutions. Small gives a procedure
for determining the value of γ(k, pn) and calculates the value for a number of special cases
including k = 2 and 3. The first case of special interest is the determination of γ(p, p2).
Several authors (including the present) independently discovered the bound,
γ(p, p2) ≤ 4, (2.3)
for any prime p; see Corollary 2.2.1. The earliest reference we could find is the work of
Bhaskaran [4]. (Small seemed to be unaware of this work and only proved a much weaker
bound for γ(p, p2).) The bound is also implicit in the work of Bovey [7], and rediscovered
by Benschop [2]. Voloch [34] verified that in fact γ(p, p2) ≤ 3 for p ≤ 211 except for
p = 3, 7, 11, 17 and 59. With a program in UBASIC (see Appendix A) we extended the
range to p ≤ 1000 and found no further exceptions.
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For prime power moduli pn it is convenient to study the related quantity γ∗(k, pn), the
smallest s such that every integer is a sum of at most s k-th powers of integers coprime to
p, that is, the smallest s such that for any integer a the congruence
xk1 + x
k
2 + · · ·+ xks ≡ a (mod pn) (2.4)
is solvable in integers xi with p - xi or xi = 0, 1 ≤ i ≤ s, and x1 6= 0. The following lemma
is well known.
Lemma 2.2.1. Lifting Lemma. Let k = pek1 with p - k1.
(i) Suppose p is odd. Then for any n ≥ e + 1 we have γ∗(k, pn) = γ∗(k, pe+1). More
specifically, any solution (x1, . . . , xs) of (2.4) with p - xi for some i and n = e + 1 can be
lifted to a solution (mod pn) for any n ≥ e+ 1.
(ii) Suppose p = 2. Then for any n ≥ e + 2 we have γ∗(k, 2n) = γ∗(k, 2e+2), and the
analogous lifting statement holds.
Proof. Suppose first that p is odd. The proof is by induction on n starting with n = e+ 1.
Let x1, . . . , xs be a solution of (2.4) with p - x1. We lift this to a solution (mod pn+1) by
finding t such that
(x1 + tp
n−e)k + xk2 + · · ·+ xks ≡ a (mod pn+1)
or equivalently
(xk1 + x
k
2 + · · ·+ xks − α) + (kxk−11 pn−e)t+ (2.5)(
k
2
)
xk−21 p
2(n−e)t2 + · · ·+ (tpn−e)k ≡ 0 (mod pn+1).
That is
(xk1 + · · ·+ xks − a) + ktxk−11 pn−e ≡ 0 (mod pn+1).
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Here we have used the fact that if pi‖j then pe−i |
(
k
j
)
for e > i , and so the remaining
terms in the binomial expansion vanish. Dividing by pn we obtain a linear congruence
(mod p) that is solvable for t.
When p = 2 extra care needs to be taken since the third term of the binomial expansion
k(k − 1)
2
t222(n−e)xk−21 doesn’t vanish if n − e = 1. Thus we need the stronger assumption
that n ≥ e+ 2.
For odd p, the multiplicative group of units (mod pn), G(pn), is cyclic and so we have
Lemma 2.2.2. For any positive integer k and odd prime power pn we have
γ∗(k, pn) = γ∗(d, pn)
where d = gcd(k, pn−1(p− 1)). Moreover, if d ≥ n then γ(k, pn) = γ(d, pn).
Proof. In short, this follows since the subgroup of k-th powers in Z∗p equals the subgroup of
d-th powers. To be explicit, let γ∗(k, pn) = s, γ∗(d, pn) = r, k = dω for some ω ∈ N. Then
for any a ∈ Z there exist x1, x2, · · · , xs ∈ G(pn), such that a ≡ xk1 + xk2 + · · ·+ xks (mod pn),
that is a ≡ (xω1 )d + (xωs )d + · · · + (xωs )d (mod pn), which implies that r ≥ s. On the other
hand, a ≡ yd1 + yd2 + · · · + ydr (mod pn), for some yi ∈ G(pn). Since d = gcd(k, φ(pn)) there
exist i, j ∈ Z so that d = ik+ jφ(pn) and for any z ∈ G(pn) zjφ(pn) ≡ 1 (mod pn), hence we
have a ≡ (yi1)k + (yi2)k + · · ·+ (yir)k (mod pn), and so r ≤ s.
The second part of the lemma follows from the observation that if d ≥ n and p|x then
xk ≡ xd ≡ 0 (mod pn).
Lemma 2.2.3. For any odd prime power pn and positive integer k we have
γ(k, pn) ≤ γ∗(k, pn) ≤ γ(k, pn) + 1.
Proof. We may assume by Lemma 2.2.2 that k|pn−1(p−1), say k = pek1 with 0 ≤ e ≤ n− 1
and k1|(p− 1). From the lifting lemma, Lemma 1.1, we have γ∗(k, pn) = γ∗(k, pe+1), and so
we may assume further that e = n− 1, that is
k = pn−1k1 with k1|(p− 1).
8
In this case k ≥ pn−1 ≥ n and so p|xi implies that pn|xki , that is xki ≡ 0 (mod pn). It follows
that γ∗(k, pn) = γ(k, pn) unless 0 has no nontrivial representation as a sum of less than or
equal to γ∗(k, pn) k-th powers. In the latter case we represent −1 in a nontrivial manner
and add 1, thus we have the inequality above.
Next, we obtain Landau’s result in (2.1).
Theorem 2.2.1. Let k = pek1 with p - k1. Suppose p is odd, we have
γ(k, pn) ≤
(
p
p− 1
)
k + 1
Proof. We start by finding an upper bound for γ∗(k, pe+1). Let a ∈ Z/(pe+1), then a can be
uniquely represented in the form
a ≡ u0 + u1p+ u2p2 + · · ·+ uepn (mod pe+1), (2.6)
where ui ∈ Z/(p) = {0, 1, 2, . . . , p− 1} for 0 ≤ i ≤ e.
We assume as in the proof of Lemma 2.2.3 that k1|(p− 1). Since ui can be expressed as
a sum of γ1 = γ(k, p) k-th powers for all i and by Cauchy bound
γ1 = γ(k, p) = γ((k, p− 1), p) ≤ (k, p− 1) = k1
we have
γ∗(k, pe+1) ≤ γ1(1 + p+ p2 + · · ·+ pe)
≤ k1pe
(
1 +
1
p
+ · · ·+ 1
pe
)
≤ k
(
p
p− 1
)
.
Finally by the lifting lemma, Lemma 2.2.1, and Lemma 2.2.3 we have the desired inequality.
The following lemma sharpens a result of Bovey [7, Theorem 1].
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Lemma 2.2.4. Let p be a prime and k be a positive integer with k = pek1, where p - k1.
Put γn = γ(k, p
n). In particular γ1 = γ(k1, p). Then
(i) For any positive integer n, γn+1 ≤ (2γ1 + 1)γn + γ1.
(ii) For any positive integer n,
γ(k, pn) ≤ 1
2
[(2γ1 + 1)
n − 1].
Proof. Let k = pek1 with p - k1 and γ1 = γ(k, p) = γ(k1, p) the latter equality following
from xp ≡ x (mod p) for all x. Put s = γn = γ(k, pn). If γn+1 = s the inequality in part (i)
is immediate. Otherwise, some integer is not a sum of s k-th powers (mod pn+1). Letting
m denote the smallest such non-negative integer, we have m− 1 is a sum of s k-th powers
(mod pn+1), and so m = (m− 1) + 1 is a sum of s + 1 k-th powers (mod pn+1). Thus the
set of all sums of s + 1 k-th powers (mod pn+1) has larger cardinality than the set of all
sums of s k-th powers, and so there exist integers y1, . . . , ys+1 such that y
k
1 + · · · + yks+1 is
not congruent to any number of the form −xk1 − xk2 − · · · − xks (mod pn+1). On the other
hand, since every value (mod pn+1) is of the form u+pnv where u runs through a complete
residue system mod pn and v a complete residue system (mod p) we know there exist
integers x1, . . . , xs and v0 such that
−(xk1 + xk2 + · · ·+ xks) + pnv0 ≡ yk1 + · · ·+ yks+1 (mod pn+1).
Moreover, by our assumption on the yi we have p - v0. We see that pnv0 is a sum of (2s+ 1)
k-th powers. Since every integer mod pn+1 is of the form u + pnv0v where u is taken
(mod pn) and v (mod p) we conclude that
γn+1 ≤ s+ (2s+ 1)γ1 = s(2γ1 + 1) + γ1 = γn(2γ1 + 1) + γ1. (2.7)
The inequality in part (ii) follows easily by induction on n. The case n = 1 is trivial.
Assuming the result for n we have
γn+1 ≤ γn(2γ1 + 1) + γ1 ≤ 1
2
[(2γ1 + 1)
n − 1](2γ1 + 1) + γ1 = 1
2
[(2γ1 + 1)
n+1 − 1].
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Corollary 2.2.1. If p is an odd prime, k = pek1 with p - k1 and γ1 = γ(k1, p) then for any
positive integer n,
γ(k, pn) ≤

1
2
[(2γ1 + 1)
min(e+1,n) − 1] if k is odd,
1
2
[(2γ1 + 1)
min(e+1,n) + 1] if k is even.
Proof. If n ≤ e + 1 the result follows immediately from Lemma 2.2.4 (ii). If n > e + 1
and a ∈ Z, we start by obtaining a representation of a as a sum of s ≤ 1
2
[(2γ1 + 1)
e+1 − 1]
nonzero k-th powers (mod pe+1). If k is odd then 0 has a primitive representation as a sum
of k-th powers, so the result in follows from the Lemma 2.2.3 and the lifting lemma, Lemma
2.2.1.
In comparison, Bovey [7] proved γ(k, pn) ≤ 1
2
(3γ1)
min(e+1,n). If e = 1 and (k1, p− 1) = 1
so that γ1 = 1 then we get from Corollary 2.2.1, γ(pk1, p
n) ≤ 4. If e = 1 and p > k41 so
that γ1 ≤ 2 (see eg. [21]) then we have γ(k, pn) ≤ 12. Voloch [34, Lemma 3] obtained the
sharper bound γ(k, pn) ≤ 8 under the constraint e = 1, p ≥ max{27k61, 13}.
2.3 Old and new Results.
S. Chowla, Mann and Strauss [25], showed that for prime moduli we have the uniform bound
γ(k, p) ≤ [k/2] + 1,
provided that k is not divisible by p−1
2
when p is odd. Our first theorem generalizes this to
prime powers.
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Theorem 2.3.1. For any k and odd prime power pn with k not divisible by p−1
2
, we have
γ(k, pn) ≤ [(k, φ(pn))/2] + 2 ≤ [k/2] + 2.
For prime powers the extra 1 in the upper bound is sometimes needed. For example if
p ≡ 3 (mod 4) then γ(2, p2) = 3 since p cannot be represented as a sum of two squares
(mod p2). Indeed, x2 + y2 ≡ 0 (mod p) implies x ≡ y ≡ 0 (mod p) since
(−1
p
)
= −1, and
so x2 + y2 ≡ 0 (mod p2)
Proof. As noted before, the slightly stronger inequality
γ(k, pn) ≤ k/2 + 1 (2.8)
was established by S. Chowla, Mann and Straus [25] when n = 1 and so we assume that
n ≥ 2. First we treat the case k = pn−1k1 with k1|(p − 1), k1 ≤ (p − 1)
/
3, and prove that
2.8 holds. In particular p ≥ 5. If k1 = 1 then by Lemma 2.2.4 (ii),
γ(k, pn) ≤ 1
2
(3n − 1) ≤ 1
2
pn−1 + 1 =
k
2
+ 1
unless p = 5, n = 2. A computer search shows γ∗(5, 52) = 3, so the inequality is
still valid. If k1 = 2 then p ≥ 7 and γ1 := γ(2, p) = 2. Thus by Lemma 2.2.4 (ii),
γ(k, pn) ≤ 1
2
(5n − 1) ≤ pn−1 + 1 = k
2
+ 1 unless (p, n) = (7, 2), (7, 3) or (11, 2). One checks
on a computer that γ∗(14, 49) = 7, γ∗(22, 121) = 6 and then by the recursion Lemma 2.2.4
(i) and since γ(98, 72) ≤ γ∗(98, 72) = γ∗(14, 72) = 7,
γ(98, 73) ≤ [2γ(98, 7) + 1]γ(98, 72) + γ(98, 7) ≤ 7 · 5 + 2 = 37,
and so again the result holds.
Next we prove that for k1 ≥ 3 and n ≥ 2 we have γ(k1pn−1, pn) ≤ k
/
2. Since p − 1 ≥
3k1 ≥ 9 and k1|(p − 1) we have p ≥ 13; there is no such k1 when p = 11. Now by Lemma
2.2.4 (ii) and the fact that γ1 = γ(k1, p) ≤ k1
/
2 + 1 we have
γ(k, pn) ≤ 1
2
[
(2(k1
/
2 + 1) + 1)n − 1] ≤ 1
2
(k1 + 3)
n.
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If k1 = 3 we get γ(k, p
n) ≤ 1
2
6n ≤ 3
2
pn−1 = k
/
2, since p ≥ 13. Suppose k1 ≥ 4 so that
7
13
(k1 + 3) ≤ k1. Now k1 ≤ p− 1
3
implies that
k1 + 3
p
≤ 7
13
and so
γ(k, pn) ≤ 1
2
(k1 + 3)(k1 + 3)
n−1 ≤ 1
2
(k1 + 3)(
7
13
)n−1pn−1 ≤ 1
2
(
7
13
)n−2k.
Finally, let k = k1p
e, be an arbitrary value with gcd(p, k1) = 1,
p− 1
2
- k1 and put
k′1 = (k1, p− 1), e′ = min(e, n− 1). Then for any n ≥ 1 we have by Lemma 2.2.2
γ(k, pn) = γ(k1p
e, pn) ≤ γ∗(k1pe, pn) = γ∗(k′1pe
′
, pn).
By Lemmas 2.2.1 and 2.2.3 and inequality 2.8 we then have
γ(k, pn) ≤ γ∗(k′1pe
′
, pe
′+1) ≤ γ(k′1pe
′
, pe
′+1) + 1 ≤ 1
2
k′ + 2,
where k′ = k′1p
e′ = (k, φ(pn)).
I. Chowla [10] showed that if p is odd and p−1
2
is not a divisor of k then γ(k, pn) k.88.
Dodson [15] sharpened this to γ(k, pn) k7
/
8. Finally, Bovey [7] established
γ(k, pn) k 12+, (2.9)
for odd p with p−1
2
not dividing k. Here we eliminate the .
Theorem 2.3.2. For any k, n, p with (p− 1)/2 not dividing k we have
γ(k, pn)
√
k.
We also establish a more general result. Let t = (p − 1)/(p − 1, k) and φ(t) be the
Euler-phi function.
Theorem 2.3.3. For any  > 0 there is a constant c() such that if φ(t) ≥ 1

then
γ(k, pn) ≤ c()k.
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Notice that, Theorem 2.3.2 is obtained on taking  = 1
/
2.
Cipra, Cochrane and Pinner [21] proved Theorems 2.3.2 and 2.3.3 for the case of prime
moduli. Konyagin [22] was the first to obtain γ(k, p)  k for t > c(). This result and
Theorem 2.3.2 were conjectured by Heilbronn [18] for the case of prime moduli. Heilbronn
[18, Theorem 8] proved γ(k, p)t p1
/
φ(t).
Here, we will establish an even more general result which will give us Theorems 2.3.2
and 2.3.3.
Theorem 2.3.4. Let q be a positive integer and put t = (p− 1)/(p− 1, k). If φ(t) ≥ q then
γ(k, pn) ≤ C(q) k1
/
q, for some constant C(q).
Theorem 2.3.2 is just the case q = 2, while Theorem 2.3.3 follows by taking q > 1
/
.
To prove the theorem we start by generalizing two lemmas of Bovey [8, Lemma 3, Lemma
5]. For any n-tuple u = (u1, . . . , un) ∈ Rn let ‖u‖1 =
n∑
i=1
|ui|.
Lemma 2.3.1. Let a1, a2, . . . , an,m be integers with m > 0, and gcd(a1, a2, . . . , an,m) =
1, and let T : Zn → Z be the linear function given by T (u) = ∑ni=1 aiui . Suppose
that v1, . . . , vn ∈ Zn are linearly independent vectors with T (vi) ≡ 0 (mod m), 1 ≤ i ≤
n. Then for any integer a there exists a vector u ∈ Zn with T (u) ≡ a (mod m) and
‖u‖1 ≤ 1
2
n∑
i=1
‖vi‖1.
Proof. Since gcd(a1, . . . , an,m) = 1 there exists w ∈ Zn with T (w) ≡ a (mod m). Say
w =
n∑
i=1
xivi for some xi ∈ R, 1 ≤ i ≤ n. Now xi = yi + i for some yi ∈ Z and i ∈ R
with |i| ≤ 1
/
2, 1 ≤ i ≤ n. Put u =
n∑
i=1
ivi = w −
n∑
i=1
yivi. Then T (u) ≡ a (mod m) and
‖u‖1 ≤ 1
2
n∑
i=1
‖vi‖1.
The next lemma generalizes Heilbronn’s inequality [18, Theorem 8] from p to pn,
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Lemma 2.3.2. For any positive integer t there is a constant c1(t) such that if k = k1p
n−1
with k1|(p− 1) and (p− 1)
/
k1 = t, then
γ(k, pn) ≤ c1(t)pn/φ(t).
Proof. We start by proving the same upper bound for the “easy” Waring’s number δ(k, pn)
defined to be the minimal s such that every integer is a plus-minus sum of at most s k-th
powers (mod pn), that is
±xk1 ± xk2 ± · · · ± xks ≡ a (mod pn)
is solvable for all a. Let t = (p − 1)/k1 and put r = φ(t). Let R be a primitive t-th
root of one (mod pn), Φt(x) be the t-th cyclotomic polynomial over Q of degree r and
ω be a primitive t-th root of unity over Q. We claim that Φt(R) ≡ 0 (mod pn). Say
xt − 1 =
∏
d|t
Φd(x). Then
∏
d|t
Φd(R) ≡ 0 (mod pn). If Φd(R) ≡ 0 (mod p) for some d | t then
ordp(R) ≤ t. Since ordp(R) = t we know that Φd(R) ≡ 0 (mod p) if and only if d = t. Thus
Φt(R) ≡ 0 (mod pn). The set of k-th power units (mod pn) is just {1, R,R2, . . . , Rt−1}.
Let f : Zr → Z[ω] be given by
f(x1, x2, . . . , xr) = x1 + x2ω + · · ·+ xrωr−1.
Then f is a one-to-one Z-module homomorphism.
Consider the linear congruence
x1 +Rx2 +R
2x3 + · · ·+Rr−1xr ≡ 0 (mod pn). (2.10)
By the box principle, we know there is a nonzero solution of the congruence (2.10) in integers
v1 = (a1, a2, . . . , ar) with |ai| ≤ pn/r, 1 ≤ i ≤ r. For 2 ≤ i ≤ r − 1 set vi = f−1(ωi−1f(v1)).
Then v1, . . . , vr form a set of linearly independent solutions of (2.10) and so by Lemma 2.3.1
for any a ∈ Z there is an r-tuple of integers u = (u1, . . . , ur) such that
u1 + u2R + u3R
2 + · · ·+ urRr−1 ≡ a (mod pn),
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and
∑r
i=1 |ui| ≤ 12
∑r
i=1 ‖vi‖1. Thus δ(k, pn) ≤ 12
∑r
i=1 ‖vi‖1. Now plainly ‖vi‖1 t pn/r.
Indeed, as shown in [8], ‖vi‖1 ≤ r(A(t) + 1)rpn/r, where A(t) is the maximal absolute value
of the coefficients of Φt(x). Thus δ(k, p
n) t pn/r. Now γ(k, pn) ≤ (t − 1)δ(k, pn) since
−1 ≡ R +R2 + · · ·+Rt−1 (mod pn), and so the lemma follows.
Proof of Theorem 2.3.4. We may assume k = k1p
n−1, with k1|(p − 1). The theorem was
established in the case n = 1 in [21, Theorem 1]; say
γ(k, p) ≤ cq k1/q, (2.11)
for some constant cq, whenever φ(t) ≥ q. In [14] the value of c2 = 83 is obtained.
Suppose first that p > 3qcqqk1. Put γ1 = γ(k1, p). Then by Lemma 2.2.4 (ii) and (2.11)
we have
γ(k, pn) ≤ 1
2
((2γ1 + 1)
n − 1) ≤ (3γ1)n
≤ 3ncnq kn/q1
= 3ncnq k
1/q
1 k
n−1
q
1 ,
and it follows from k1 < p/(3
qcqq) that
γ(k, pn) ≤ 3ncnq k1/q1
(
p
3qcqq
)n−1
q
= 3cq(p
n−1k1)1/q
= 3cqk
1/q.
Suppose next that p ≤ 3qcqqk1, so that t =
p− 1
k1
≤ 3qcqq. Put
c∗(q) = max
t≤3qcqq
c1(t),
where c1(t) is as given in Lemma 2.3.2. Then by Lemma 2.3.2 and the assumption r =
φ(t) ≥ q, we have
γ(k, pn) ≤ c1(t)pn/φ(t)
≤ c∗(q)pn/q
= c∗(q)p
n−1
q p1/q.
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Therefore, from p ≤ 3qcqqk1,
γ(k, pn) ≤ c∗(q)pn−1q 3cqk1/q1
= 3c∗(q)cqk1/q.
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Chapter 3
Waring’s Problem over Number
Fields.
In this chapter we will generalize some of the theorems and lemmas of Chapter 2, as well
as some of the other results found in the literature. The methods used in this chapter were
motivated by the work of R. Stemmler [30], but improvements will be made.
Unless otherwise specified, from this point on we let F be any algebraic number field, R
it’s ring of integers, and for a fixed positive integer k we let Rk be the subring of R generated
by the k-th powers of elements of R. Furthermore, let P be a prime ideal of R, such that P
lies over the rational prime p. Suppose that P has ramification index e and degree of inertia
f and set q = pf . Assume that k = prk1 with gcd(k1, p) = 1 and Pn‖k, so that n = er.
3.1 Rk, γR(k) and δR(k).
Some work has been done on the relationship between R and Rk. Paul Bateman and
Rosemarie Stemmler in [1] gave a detailed characterization of Rk when k is a rational
prime. Later M. Bhaskaran generalized that result to any positive integer k in [3] as follows:
Theorem 3.1.1. [3, Bhaskaran, Theorem 1.] R = Rk if and only if
(I) k is relatively prime to the discriminant of F ,
(II) k has no factor of the form (pf − 1)/(pd− 1), where p is a rational prime which has
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a prime ideal factor in R of degree of inertia f , and d is a divisor of f such that f
/
d > 1.
Notice that conditions (I) and (II) above are equivalent to the following conditions (i)
and (ii) respectively
(i) None of the prime divisors of k ramify.
(ii) If P is a prime ideal of R such that P|k, then every element in the finite
field R/P is expressible as a sum of k-th powers.
Let γR(k) be the least positive integer s, such that the equation
xk1 + x
k
2 + · · ·+ xks = α, (3.1)
is solvable for all totally positive α ∈ Rk, with xi ∈ R for i = 1, 2, . . . , s, and let δR(k) be
the least positive integer s, such that the equation
± xk1 ± xk2 ± · · · ± xks = α, (3.2)
is solvable for all α ∈ Rk, with xi ∈ R for i = 1, 2, . . . , s. Note that, when k is odd δR(k)
and γR(k) are equal since (−1)k = −1. In general if −1 can be expressed as a sum of k-th
powers and ρ is the minimal positive integer s such that −1 can be expressed in at most s
k-th powers, then
γR(k) ≤ ρδR(k).
Also we note that in the proof of Theorem 3.1.1 listed above, Bhaskaran showed that when
R = Rk, δR(k) is bounded above by a constant depending only on k, but he did not produce
an explicit bound.
For any ideal M in R, let MAk be the set of elements in R which are expressible as
a sum of k-th powers (mod M). In Lemma 3.1.1 we show that MAk is a subring of R.
We define (as in [30]) δ(k,M) to be the least positive integer s, such that every element in
MAk is congruent to an element of the type ±xk1 ± xk2 ± · · · ± xks (mod M), with xi ∈ R
for i = 1, 2, . . . , s. We also define γ(k,M) to be the least positive integer s such that every
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element of MAk is congruent to an element of the the type x
k
1 + x
k
2 + · · · + xks (mod M).
Note that, when k is odd γ(k,M) = δ(k,M) since (−1)k = −1.
Lemma 3.1.1. MAk is a subring of R.
Proof. Let S be the set of sums of k-th powers in R/M. Note that S is a subring of R/M
since it is closed under addition and multiplication. Also, −1 ∈ S since −1 ≡ |R/M| − 1
(mod M), where |R/M| is the order of the finite additive group R/M. The set MAk is the
inverse image of the subring S under the canonical map R −→ R/M.
There are two results that we can apply at this point to reduce the global problem of
finding upper bounds for γR(k) and δR(k) to the local problem of finding upper bounds
for γ(k,M) and δ(k,M). One result is due to B. J. Birch [5] which was mentioned in the
Introduction.
The second result due to R. Stemmler makes use of the identity for the (k − 1)-th
difference of xk (also used by R. Stemmler and P. Bateman in [1])
k−1∑
i=0
(−1)k−1−i
(
k − 1
i
)
(x+ i)k = (k!)x+
1
2
(k − 1)k!.
Notice that this equation implies that
(k!)R ⊆ Rk ⊆ R.
Hence Rk consists of certain residue classes in R
/
(k!)R.
Consequently, if δ(k, (k!)) = s, α ∈ Rk, and
α− 1
2
(k − 1)k! = ±xk1 ± xk2 ± · · · ± xks + (k!)C, for some C ∈ R,
then
α = ±xk1 ± xk2 ± · · · ± xks + (k!)C +
1
2
(k − 1)k!,
that is
20
α = ±xk1 ± xk2 ± · · · ± xks +
k−1∑
i=0
(−1)k−1−i
(
k − 1
i
)
(C + i)k.
Thus we have
δR(k) ≤ δ(k, (k!)) +
k−1∑
i=0
(
k − 1
i
)
,
and since
k−1∑
i=0
(
k − 1
i
)
= 2k−1, we have the following key inequality,
δR(k) ≤ δ(k, (k!)) + 2k−1. (3.3)
In particular, δR(k) is finite, and we also have
γR(k) ≤ ρ(δ(k, (k!)) + 2k−1), (3.4)
provided that −1 can be expressed as a sum of at most ρ k-th powers.
Since R is a Dedekind Domain, the ideal (k!) in R has a unique prime ideal factorization,
say (k!) = Pr11 Pr22 · · · Prtt . Furthermore, from the Chinese Remainder Theorem it is plain
that
γ(k, (k!)) = max
1≤i≤t
γ(k,Prii ),
Let d be the degree of the number field extension. Stemmler obtained that
δ(k, (k!)) ≤
{
d(2k − 1) + 1 when k is odd,
d(4k − 1) + 1 when k is even.
Stemmler’s results depend on the degree of the extension except for the case when k is a
prime. For an odd prime exponent p ≥ 3 Stemmler obtained
γR(p, p!) = δR(p, p!) ≤ (p+ 2)/3.
For the case when p = 2 Stemmler obtained the global result
δR(2) ≤ 3.
21
We will now focus our attention on finding an upper bound for δ(k,Qm) and γ(k,Qm),
whereQ is a prime ideal ofR, andm ≥ 1 withQm‖(k!). That is, we can consider congruences
of the form
± xk1 ± xk2 ± · · · ± xks ≡ α (mod Qm), (3.5)
for any α ∈ Rk, or equivalently we can consider the equation
± xk1 ± xk2 ± · · · ± xks = α, (3.6)
over R
/Qm.
We can also consider the localization of R at the prime ideal Q.
Lemma 3.1.2. Let R be any Dedekind domain, and Q a prime ideal of R. Then R/Qm
and RQ
/QmQ are isomorphic, where RQ is the localization of R at Q, and QQ is it’s unique
maximal ideal.
Proof. Consider the map Ψ : R −→ RQ
/QQm, given by Ψ(a) = a + QQm. Ψ is a ring
homomorphism, and for any a ∈ R we have a ∈ ker(Ψ) if and only if a ∈ QQm ∩ R =
Qm, hence Ψ induces an injective homomorphism Ψ : R/Qm −→ RP/QQm, given by
Ψ(a+Qm) = Ψ(a) = a+QQm.
To show the surjection, recall that since R is a Dedekind domain then so is RQ, so if
A and B are two ideal in R with A = Pe11 Pe22 · · · Pell and B = Qf11 Qf22 · · · Qfmm , such that
Qi 6= Pj for all i, j, then A+ B = R since no maximal ideal can contain A+ B.
Pick a nonzero element (a/b) +QQm ∈ RQ
/QQm (that is a, b in R and b is not in Q).
We wish to find x+Qm ∈ R/Qm such that Ψ(x+Qm) = a
b
+QmQ . Equivalently, we need to
find x+Qm ∈ R/Qm such that bx− a ∈ QmQ . Since b is not in Q then (b)R is not contained
in Q, so (b)R +Qm = R. Hence there exists β ∈ R and α ∈ Qm, with βb + α = 1, and so
βb− 1 = −α ∈ Qm. Therefore, we have
a
b
(βb− 1) = aβ − a
b
=
−αa
b
∈ Qm,
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which implies that
aβ ≡ a
b
(mod QmQ).
So take x ≡ aβ (mod Qm). Thus Ψ is an isomorphism.
One could also prove the surjection for rings of integers by noting that
|R/Qm| = |R/Q|m = |RQ/QQ|m =
∣∣RQ/QmQ∣∣ .
Thus we can consider (3.6) over the ring RQ
/QmQ instead of R/Qm.
3.2 Lifting Theorems.
In this section we will prove a modified version of a The Hensel lifting lemma used by
Stemmler, [30, Theorem 5]. It yields an analog to the lifting lemma, Lemma 2.2.1, from
Chapter 2.
Definition 3.2.1. Let R be the ring of integers in a number field and Pm be a prime ideal
power in R. Let RP be the localization of R at P and let pi ∈ RP be a uniformizer. A
solution x1, x2, · · · , xs to the congruence
±xk1 ± xk2 ± · · · ± xks ≡ a (mod pim)
is called primitive if and only if gcd(x1, x2, · · · , xs, pi) = 1 in RP .
First we have the following lemma,
Lemma 3.2.1. Let R be a ring of integers and P a prime ideal in R lying over the rational
prime p with ramification index e. Let RP be the localization of R at P, and let pi be the
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uniformizer. Suppose k and j are integers such that pr‖k, with r ≥ 0 and k ≥ j ≥ 2. Then
for any x and t the binomial term
(
k
j
)
xk−jpij(n−er)tj is divisible by pin+1 where
n ≥
{
er +
⌈
e+1
p−1
⌉
if r > 0,
1 when r = 0.
Proof. For any X ∈ Z define νp(X) to be the the multiplicity of p dividing X, and for any
Y ∈ RP define νpi(Y ) to be the the multiplicity of pi dividing Y . Let k = prk1 and j = pij1
with r ≥ 1 and i ≥ 0 where p - k1, j1. Then(
k
j
)
=
k
j
(
k − 1
j − 1
)
= pr−i
k1
j1
(
k − 1
j − 1
)
.
That is,
pr−i
∣∣∣(k
j
)
.
Thus,
νp
[(
k
j
)]
≥ max{r − i, 0} for any r and i.
Now, since pie‖p we have that
(
k
j
)
xk−jpij(n−er)tj is divisible by piemax{r−i,0}+j(n−er), that
is,
νpi
[(
k
j
)
xk−jpij(n−er)tj
]
≥ emax{r − i, 0}+ j(n− er).
So when i ≥ r ≥ 1
νpi
[(
k
j
)
xk−jpij(n−er)tj
]
≥ j(n− er) ≥ (n− er)pi ≥ (n− er)pr.
In this case the binomial term
(
xk−jpij(n−er)tj
)
is divisible by pin+1 if n+ 1 ≤ (n− er)pr, or
equivalently
n ≥ er + er + 1
pr − 1 .
Since
er + 1
e+ 1
= r − r − 1
e+ 1
≤ r ≤ p
r − 1
p− 1 ,
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we have
er + 1
pr − 1 ≤
e+ 1
p− 1 .
Thus the lemma is true when
n ≥ er + e+ 1
p− 1 .
If i = 0 then
νpi
[(
k
j
)
xk−jpij(n−er)tj
]
≥ er + j(n− er).
Hence, the binomial term is divisible by pin+1 if n + 1 ≤ er + j(n − er), or equivalently if
n ≥ er + 1/(j − 1). By assumption j ≥ 2 therefore 1
j − 1 ≤ 1 ≤
⌈
e+ 1
p− 1
⌉
. Thus the lemma
is still true.
When 1 ≤ i < r then
νpi
[(
k
j
)
xk−jpij(n−er)tj
]
≥ e(r − i) + j(n− er) ≥ e(r − i) + pi(n− er).
and the binomial term is divisible by pin+1 if
e(r − i) + pi(n− er) = pin− ei+ er(1− pi) ≥ n+ 1.
That is,
n ≥ er + ei+ 1
pi − 1 .
Similar to the previous case, we have (since i ≥ 1)
ei+ 1
e+ 1
= i+
1− i
e+ 1
≤ i ≤ p
i − 1
p− 1 .
which is equivalent to the inequality,
ei+ 1
pi − 1 ≤
e+ 1
p− 1 .
Again the lemma holds for n ≥ er + e+ 1
p− 1 .
The inequality for r = 0 follows immediately since j ≥ 2.
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Theorem 3.2.1. Let R be a ring of integers and P a prime ideal in R lying over the
rational prime p with ramification index e. Let RP be the localization of R at P, and let pi
be a uniformizer. Suppose pin‖k, with n ≥ 0.
a) If n ≥ 1 then for any m ≥ n+
⌈
e+ 1
p− 1
⌉
, if the congruence
α ≡ xk1 + xk2 + · · ·+ xks (mod Pm) (3.7)
has a primitive solution x1, x2, . . . , xs in R, then the congruence
α ≡ xk1 + xk2 + · · ·+ xks (mod Pm+1) (3.8)
also has a primitive solution x′1, x
′
2, . . . , x
′
s in R, with x
′
i ≡ xi (mod Pm), 1 ≤ i ≤ s.
b) If n = 0 then for m ≥ 1 if the congruence (3.7) has a primitive solution, then the con-
gruence (3.8) also has a primitive solution satisfying the same condition.
Observations.
1. Notice that since
⌈
e+ 1
p− 1
⌉
≤ er = n, Theorem 3.2.1 is an improvement on
Stemmler’s [30, Theorem 5] where m needed to be at least 2n + 1 in order to
perform the lifting. Also note that the (+) signs in (3.7) or in (3.8) could be
replaced by (±) and the Theorem will still be true.
2.
e+ 1
p− 1 ≤ 1 when p > e+1. Consequently, Lemma 3.2.1 and hence the theorem
holds for m ≥ n+ 1 when p > e+ 1.
3. If no primitive solution for the congruence in (3.7) is available, then we can
find a primitive solution for the congruence with α − 1 in place of α, and then
add 1.
Proof of Theorem 3.2.1. Say k = prk1 with p - k1, so that n = er. Suppose that n ≥
1, so that r ≥ 1. Let m be any positive integer, m ≥ n+
⌈
e+ 1
p− 1
⌉
, and assume that
(x1, x2, . . . , xs) is a primitive s−tuple satisfying
xk1 + x
k
2 + · · ·+ xks ≡ α (mod Pm). (3.9)
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After reordering we can assume that gcd(x1,P) = 1. Pick pi ∈ P − P2 and consider the
congruence
(x1 + tpi
m−n)k + xk2 + · · ·+ xks ≡ α (mod Pm+1),
that is,
(xk1 + x
k
2 + · · ·+ xks − α) + (kxk−11 pim−n)t+ (3.10)(
k
2
)
xk−21 pi
2(m−n)t2 + · · ·+ (tpim−n)k ≡ 0 (mod Pm+1).
On the left-hand side of the last congruence we have (xk1 + x
k
2 + · · · + xks − α) ∈ Pm,
(kxk−11 pi
m−n) ∈ Pm − Pm+1.
By Lemma 3.2.1 the remaining terms of the binomial expansion will vanish (mod Pm+1).
Hence, we are left with a linear congruence in t,
(xk1 + x
k
2 + · · ·+ xks − α) + (kxk−11 pim−n)t ≡ 0 (mod Pm+1). (3.11)
By Lemma 3.1.2, R
/Pn+1 is isomorphic to RP/Pm+1P , and by choosing pi ∈ P − P2,
so that pi is a generator of the unique maximal ideal PP in RP the congruence (3.11) is
equivalent to the equation
(xk1 + x
k
2 + · · ·+ xks − α) + (kxk−11 pim−n)t = λpim+1, (3.12)
over the local ring RP for some λ. Since (xk1 + x
k
2 + · · · + xks − α) ∈ Pm, then pim|(xk1 +
xk2 + · · · + xks − α), that is (xk1 + xk2 + · · · + xks − α) = υ1pim for some υ1 ∈ RP . Similarly
(kxk−11 pi
m−n) = υ2pim, for some υ2 in RP with pi - υ2. Thus we have
υ1pi
m + υ2pi
mt = λpim+1,
υ2pi
mt = (λpi − υ1)pim.
Cancelling pim from both sides we obtain the linear congruence
υ2t ≡ −υ1 (mod pi),
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which is solvable for t, since pi - υ2.
If n = 0 then for any m ≥ 1, each of the terms in the sum
k∑
j=2
(
k
j
)
xk−j1 pi
j(m−n)tj
are divisible by at least pi2. Thus the same argument holds.
The following definition and theorem were given by R. Stemmler in [30], and are listed
here for completeness purposes.
Definition 3.2.2. [30, Stemmler] Let P be a prime ideal of R, such that Pλ‖k!.
I) We define Rk(P) to be the set of elements α in R such that for any positive
integer j the congruence
α ≡ ±xk1(j)± xk2(j)± · · · ± xks(j) (mod Pj)
has a solution x1(j), x2(j), . . . , xs(j) in R for some positive integer s depending
on α and j.
II) we also define R′k(P) to be the set of elements α in R such that the congruence
α ≡ ±xk1 ± xk2 ± · · · ± xks (mod Pλ)
has a solution x1, x2, · · · , xs in R for some positive integer s depending on α.
Both Rk(P) and R′k(P) are actually subrings of R.
Note that, if α is an element in Rk(P), then we know that the congruence
α ≡ xk1 + xk2 + · · ·+ xks (mod Pc+d(e+1)/(p−1)e)
where Pc‖k, has a solution. Therefore, by the lifting theorem, Theorem 3.2.1, we deduce
that the congruence
α ≡ ±xk1 ± xk2 ± · · · ± xks (mod Pλ)
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has a solution x1, x2, · · · , xs in R. Hence, α ∈ R′k(P), and therefore
Rk(P) ⊆ R′k(P).
Theorem 3.2.2. [30, Stemmler, Theorem 6.] Let k! = Pλ11 Pλ22 · · · Pλjj where Pa 6= Pb
whenever a 6= b. Then
Rk =
⋂
P|k!
Rk(P) =
⋂
P|k!
R′k(P), (3.13)
and if
α ≡ xk1(i) + xk2(i) + · · ·+ xkr(i)− xkr+1(i)− xkr+2(i)− · · · − xks(i) (mod Pλi) (3.14)
has a solution x1(i), x2(i), · · · , xr(i), · · · , xs(i) in R for i = 1, 2, · · · , j and every α in R,
then δ(k, (k!)) ≤ s.
As noted in [30], Theorems 3.2.1, and 3.2.2 outline a method to find upper bounds for
δ(k, (k!)) and γ(k, (k!)). Essentially, we need to consider congruences of two types. The first
type is a congruence of the form
α ≡ xk1 + xk2 + · · ·+ xks (mod P),
for every prime ideal P of R that divides k! but does not divide k. The second type is a
congruence of the form
α ≡ xk1 + xk2 + · · ·+ xks (mod Pn),
for every prime ideal P of R dividing k, such that Pc is the highest power of P that divides
k, and n = c+
⌈
e+ 1
p− 1
⌉
.
As at the beginning of this chapter, let k be a fixed positive integer, and let P be a prime
ideal in the ring of integers R. Assume that P lies over the rational prime p, say k = prk1,
and has ramification index e ≥ 1. Let f ≥ 1 be its degree of inertia. Put n = er so that
Pn‖(k), and put q = pf .
To find δR(k, P
m), we wish to solve the equation
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±xk1 ± xk2 ± · · · ± xks = α,
over the residue ring R
/Pm with s being minimal. Notice that, by The Hensel lifting in
Theorem 3.2.1 we need only to consider congruences modulo Pn+1 when p > e + 1 and
modulo Pn+d(e+1)/(p−1)e otherwise.
From Lemma 3.1.2, R
/Pn+1 is isomorphic to RP/PPn+1, and RP is a local ring with
unique maximal ideal PP . In fact RP is a discrete valuation ring. Hence there exists
an element pi ∈ PP − PP2 ⊂ RP , such that (pi) = PP , and we can write RP
/PPn+1 =
RP
/
(pin+1). Also note that RP
/
(pi) is isomorphic to Fq the finite field with q = pf elements.
Moreover, since the k-th powers modulo Pn+1 are actually d-th powers where
d = gcd(k, qn(q − 1))
= prgcd(k1, (q − 1)),
and since gcd(k1, p) = 1, then we can assume that k = p
rk1 with k1 dividing (q − 1).
Next, we generalize Lemma 2.2.4 of chapter 2, but to prove it we need the following
lemma.
Lemma 3.2.2. Let R be a ring of integers in a number field F , and P be a prime ideal of
R. Let RP be the localization of R at P , and let (pi) = PP be the unique maximal of RP .
Then for any integer m ≥ 1, any element in RP is congruent to a unique element of the
form u + vpim (mod (pim+1)), where u ∈ RP runs through a complete set of representatives
of residue classes in RP
/
(pim), and v ∈ RP runs through a complete set of representatives
of residue classes in RP
/
(pi).
Proof. Since |RP/(pi)| = q we have qm choices for u, and q choices for v, and so altogether
qm+1 elements of the form u + vpim. Thus all that remains is to show that these elements
are distinct (mod (pim+1)).
Assume that there exists u1 + v1pi
m, u2 + v2pi
m as above such that
u1 + v1pi
m ≡ u2 + v2pim (mod (pim+1)).
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Hence u1−u2 + (v1− v2)pim = λpim+1 for some λ ∈ RP . Thus u1−u2 = pim(λpi− (v1− v2)),
and so pim|(u1 − u2), that is u1 ≡ u2 (mod (pim)). But since u1 and u2 were chosen from a
complete set of distinct representatives of residue classes in RP
/
(pim), we must have u1 = u2.
This implies that v1 ≡ v2 (mod (pi)), and again by choice of the v’s, we have v1 = v2 in
RP .
Theorem 3.2.3. Let k be a fixed positive integer, and let P be a prime ideal in the ring
of integers R. Assume that P lies over the rational prime p, say k = prk1 with r ≥ 1, and
has ramification index e ≥ 1. Let f ≥ 1 be its degree of inertia. Put γm = γ(k,Pm), in
particular γ1 = γ(k,P). Suppose that every element in the finite field R/P is expressible as
a sum of k-th powers. Then, for any positive integer m,
(i) γm+1 ≤ (2γ1 + 1)γm + γ1.
(ii) γm ≤ 1
2
[(2γ1 + 1)
m − 1].
A stronger form of this theorem is given in Theorem 3.2.4 for the case where p > e+ 1.
Note that by Lemma 3.1.2, γm = γ(k,Pm) is the smallest positive integer s such that
every element in RP
/
(pim) is a sum of s k-th powers. In particular, for γ1 we will be
considering the finite field RP
/
(pi) = Fq of q = pf elements. Also note that the statement
“sums of k-th powers” can be replaced by “sums of ± k-th powers” and the proof will remain
the same.
Proof. The proof is very close to the proof of Lemma 2.2.4 of chapter 2. Let γm = s. If
γm+1 = s, then (i) holds, otherwise, the set of all sums of (s+ 1) k-th powers in RP
/
(pim+1)
has larger cardinality than the set of all sums of s k-th powers, and so there exists an element
λ ∈ RP
/
(pim+1) that is expressible as a sum of (s + 1) k-th powers, but not as a sum of s
k-th powers (mod pim+1). Say,
λ ≡
s+1∑
i=1
aki (mod pi
m+1),
for some a1, . . . , as+1 ∈ RP . By Lemma 3.2.2, there exist u0 and v0 in RP such that
λ ≡ u0 + v0pim (mod pim+1).
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In particular, u0 ≡
s+1∑
i=1
aki (mod pi
m), that is u0 is a sum of k-th powers (mod pi
m). It follows
that−u0 is also a sum of k-th powers (mod (pim)), and since γm = s, −u0 ≡
s∑
i=1
bki (mod pi
m),
for some b1, . . . , bs ∈ RP .
By our assumption on λ, pi - v0 (since otherwise λ is expressible as a sum of at most s k-th
powers (mod pim+1)), and we see that v0pi
m is a sum of (2s+ 1) k-th powers (mod pim+1).
Now, by Lemma 3.2.2 every element of RP
/
(pim+1) is of the form u + pimv0v where u runs
through a complete set of representatives of elements in RP
/
(pim−1), and v runs through
a complete set of representatives of RP
/
(pi). We choose the representatives u and v such
that the following holds. If u is a sum of k-th powers (mod pim) then we choose u to be a
sum of at most s k-th powers of elements of RP . Since u+ pimv0v is a sum of k-th powers
(mod pim+1) then u is a sum of k-th powers (mod pim), and so it is a sum of at most s k-th
powers in RP . Moreover, by our assumption that every element of R/P is a sum of k-th
powers, the representative v can be chosen to be the sum of at most γ1 k-th powers in RP .
Thus we conclude that
γm+1 ≤ s+ (2s+ 1)γ1 = s(2γ1 + 1) + γ1 = γm(2γ1 + 1) + γ1. (3.15)
As in the proof of Lemma 2.2.4, the inequality in part (ii) follows easily by induction on
m. The case m = 1 is trivial. Assuming the result for m, we have
γm+1 ≤ γm(2γ1 + 1) + γ1 ≤ 1
2
[(2γ1 + 1)
m − 1](2γ1 + 1) + γ1 = 1
2
[(2γ1 + 1)
m+1 − 1].
Corollary 3.2.1. Let R and P be as before. Let ν = er + ε, where
ε =
{
1 if p > e+ 1,⌈
e+1
p−1
⌉
if p ≤ e+ 1.
Assume that every element in R/P is expressible as a sum of k-th powers. Then for any
positive integer m,
γ(k,Pm) ≤ 1
2
[(2γ(k,P) + 1)min{ν,m} + 1].
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Proof. If m ≤ ν the result follows immediately from Theorem 3.2.3 (ii). If m > ν, then
follows from Theorem 3.2.1. Indeed if α has a primitive representation as a sum of k-
th powers (mod Pν) then it does (mod Pm). On the other hand, if α does not have
a primitive representation as a sum of k-th powers (mod Pν), then we find a primitive
representation for α − 1 as a sum of k-th powers (mod Pν) and by Theorem 3.2.1 α − 1
has a primitive representation as a sum of k-th powers (mod Pm), then add 1.
Definition 3.2.3. Let R be the ring of integers in a number field F and P be a prime ideal
in R. For any positive integers m, and k define mAk to be the subset of RP given by
mAk =
{
α ∈ RP | α ≡ xk1 + xk2 + · · ·+ xks (mod pim), for some x1, x2, . . . , xs ∈ RP , s ∈ N
}
.
Notice that, it follows directly from Lemma 3.1.1 that the set of sums of k-th pow-
ers in RP/PmP is a subring (since it is closed under multiplication, addition and additive
inverses). Since mAk is the inverse image of this subring under the canonical mapping
RP −→ RP/PPm, mAk is a subring of RP .
The next lemma was proved by Ramanujam in [24].
Lemma 3.2.3. [24, Ramanujam, Lemma 3.] Let C be a commutative ring, A an ideal of C,
and s ≥ 0 a rational integer. We denote by A(ps) the set of ps-th powers of elements in A,
and by As the set of elements in C of the form a0 + pa1 + · · ·+ psas with ai ∈ A(ps−i). Let Cs
be defined from C as As is defined from A. Then Cs is a subring of C, and As is an ideal of
Cs. If x, y ∈ C, with x ≡ y (mod A), then xps ≡ yps (mod As).
Proof. The case s = 0 is trivial, so we may assume that s ≥ 1, and that the lemma
holds with s − 1 instead of s. Since Cs = C(ps) + pCs−1, the inclusions Cs.Cs ⊆ Cs and
pCs−1 + pCs−1 ⊆ pCs−1 are trivial, and only the inclusion C(ps) + C(ps) ⊆ Cs remains to be
verified. For x, y ∈ C, we have
xp
s
+ yp
s
= (x+ y)p
s −
∑
0<i<ps
(
ps
i
)
xiyp
s−i, (3.16)
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and if pl‖i, ps−l‖
(
ps
i
)
, and hence by induction, −
∑
0<i<ps
(
ps
i
)
xiyp
s−i belongs to pCs−1, and
the right side belongs to Cs. Thus Cs is a ring and As a subring of Cs, and clearly CsAs ⊆ As.
Finally, if z = x + y with y ∈ A, if follows from (3.16) that xps ≡ zps (mod As), which
completes the proof of the lemma.
Lemma 3.2.4. Let k = prk1 with r ≥ 1 and gcd(k1, p) = 1. Let P be a prime ideal in
R such that P lies over the rational prime p. Also, let Ak and Ak1 be the subrings of RP
generated by sums of k-th powers and k1-th powers of elements in RP respectively. Then the
set
N =
{
(xp
r
0 + px
pr−1
1 + · · ·+ prxr) ∈ RP | xi ∈ Ak1 for i = 0, 1, . . . , r
}
is a subring of RP and Ak ⊆ N.
Proof. Since N = (Ak1)r it follows from Lemma 3.2.3 that N is a subring of Ak1 and hence
a subring of RP . Now, if xk =
(
xk1
)pr ∈ Ak then xk ∈ N. Since N is a subring, it is closed
under addition and multiplication. Therefore, Ak ⊆ N.
Lemma 3.2.5. Let P be a prime ideal in the ring of integers R lying over the rational prime
p with ramification index e ≤ p− 1. Let k = prk1 with r ≥ 1, gcd(k1, p) = 1 and let n = er.
Then for any v ∈ RP with pi - v, and any positive integer j ≤ n, vpij ∈ (n+1)Ak only if e|j.
Proof. Let vpij ∈ (n+1)Ak with pi - v. By the Ramanujam representation of sums of k-th
powers and Lemma 3.2.4 we have
vpij ≡ xpr0 + pxp
r−1
1 + · · ·+ prxr (mod pin+1), (3.17)
where xi ∈ (n+1)Ak1 for all i = 0, 1, . . . , r. Since n = er and pie|p, say p = upie with pi - u.
Notice that for l = 0, 1, . . . , r,
pr−l ≥ (e+ 1)r−l ≥ (r − l)e+ 1.
Therefore if pi|xl then
νpi(p
lxp
r−l
l ) ≥ le+ pr−l ≥ er + 1 = n+ 1,
34
where νpi is as defined in the proof of Lemma 3.2.1. Hence, p
lxp
r−l
l ≡ 0 (mod pin+1). Thus,
in (3.17) let i be the minimal with pi - xi. Then
vpij ≡ piw (mod pin+1) (3.18)
for some w ∈ RP with pi - w.
Since vpij ∈ RP , we have
vpij ≡ a0 + a1pi + · · ·+ aeipiei + · · ·+ anpin (mod pin+1), (3.19)
where pi - aλ for λ = 0, 1, . . . , n, and aλ’s are uniquely determined. Therefore, from (3.18),
(3.19) and by the uniqueness of the representation, we must have j = ei.
Theorem 3.2.4. Let P be a prime ideal in the ring of integers R such that P lies over the
rational prime p. Let e be the ramification index of P and f be the degree of inertia. Let
k = prk1 with r ≥ 1 and gcd(k1, p) = 1. Let pf = q, n = er, and assume k1|(q− 1). Assume
also that p > e+ 1 and that every element in the finite field R/P is expressible as a sum of
k-th powers. Put γm = γ(k,Pm). In particular γ1 = γ(k,P). Then, for any positive integer
m,
(i) γm+1 = γm unless e|m in which case γm+1 ≤ γm(2γ1 + 1) + γ1.
(ii) γ(k,Pm) ≤ 1
2
[(2γ1 + 1)
dm/ee − 1].
Proof. Let γm = s and assume that γm+1 ≥ s+ 1, so there exists an element λ ∈ RP that is
expressible as a sum of (s+ 1) k-th powers (mod pim+1), but not as a sum of s k-th powers
(mod pim+1). Say,
λ ≡
s+1∑
i=1
xki (mod pi
m+1),
for some x1, . . . , xs+1 ∈ RP .
Define U and V to be a complete sets of representatives in RP of the residue classes in
RP/(pi
m) and RP/(pi) respectively. We choose the representatives u ∈ U and v ∈ V such
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that the following holds. If u is a sum of k-th powers in RP/(pim) then we choose u to be a
sum of at most s k-th powers of elements of RP . By our assumption that every element of
R/P is a sum of k-th powers, the representative v can be chosen to be the sum of at most
γ1 k-th powers in RP .
By Lemma 3.2.2, there exit u0 ∈ U and v0 ∈ V such that
λ ≡ u0 + v0pim (mod pim+1).
Notice that,
u0 ≡
s+1∑
i=1
xki (mod pi
m),
that is u0 is a sum of k-th powers (mod pi
m). Since the set of sums of k-th powers in
RP/(pi
m) is a subring. It follows that −u0 is also a sum of k-th powers (mod (pim)), and
since γm = s, −u0 ≡
s∑
i=1
yki (mod pi
m), for some y1, . . . , ys ∈ RP .
Thus v0pi
m ≡ λ − u0 (mod pim+1) is a sum of (2s + 1) k-th powers (mod pim+1). That is
v0pi
m ∈ (m+1)Ak, and by Lemma 3.2.5 e|m. Therefore, there can not exist an element such
as λ. Hence, if e - m then γm+1 = γm.
If e|m then by our assumption on λ, pi - v0 (since otherwise λ is expressible as a sum of
at most s k-th powers (mod pim+1)), and we see that v0pi
m is a sum of (2s+ 1) k-th powers
(mod pim+1). Now, by Lemma 3.2.2 every element of RP
/
(pim+1) is of the form u + pimv0v
where u ∈ U , and v ∈ V . If u + pimv0v is a sum of k-th powers (mod pim+1) then u is a
sum of k-th powers (mod pim), and so it is a sum of at most s k-th powers in RP , by the
definition of U . Also by the definition of U , (pimv0)v is a sum of (2s + 1)γ1 k-th powers
(mod pim+1).
Thus we conclude that
γm+1 ≤ s+ (2s+ 1)γ1 = s(2γ1 + 1) + γ1 = γm(2γ1 + 1) + γ1. (3.20)
For part (ii) we proceed by induction. From part (i) we have
γ1 = γ2 = · · · = γe−1 = γe
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and
γe+1 ≤ γe(2γ1 + 1) + γ1
= γ1(2γ1 + 1) + γ1
=
1
2
[
(2γ1 + 1)
2 − 1] .
Suppose
γ((a−1)e+1) ≤ 1
2
[(2γ1 + 1)
a − 1] .
Then
γae+1 ≤ γ((a−1)e+1)(2γ1 + 1) + γ1
=
1
2
[(2γ1 + 1)
a − 1] (2γ1 + 1) + γ1
=
1
2
[
(2γ1 + 1)
a+1 − 1] .
Corollary 3.2.2. Let P be a prime ideal in the ring of integers R such that P lies over the
rational prime p. Let e be the ramification index of P and f be the degree of inertia. Let
k = prk1 with r ≥ 1 and gcd(k1, p) = 1. Let pf = q, n = er, and assume k1|(q− 1). Assume
also that p > e+ 1 and that every element in the finite field R/P is expressible as a sum of
k-th powers. Then for any positive integer m,
γ(k,Pm) ≤ 1
2
[
(2γ(k,P) + 1)min{r+1,dm/ee} + 1] .
Proof. As in the proof of Corollary 3.2.1. If m ≤ n+ 1 the result follows immediately from
Theorem 3.2.4 (ii), since
⌈m
e
⌉
≤ r+ 1. If m > n+ 1, the result then follows from Theorem
3.2.1. Indeed if α has a primitive representation as a sum of k-th powers (mod Pn+1) then
it does (mod Pm). On the other hand, if α does not have a primitive representation as a
sum of k-th powers (mod Pn+1), then we find a primitive representation for α−1 as a sum
of k-th powers (mod Pn+1) and by Theorem 3.2.1 α − 1 has a primitive representation as
a sum of k-th powers (mod Pm), then add 1.
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3.3 The Group of Units in R
/Pm.
In this section, we let P be any prime ideal of the ring of integers R. Assume that P lies
over the rational prime p, and has a ramification index e ≥ 1, that is Pe‖p in R, and let
f ≥ 1 be the degree of inertia of P . Let m be any positive integer. By Lemma 3.1.2, R/Pm
is isomorphic to RP
/PPm, and RP is a local ring with the unique maximal ideal PP . In
fact, RP is a discrete valuation ring, hence there exists an element pi ∈ PP − PP2 ⊂ RP ,
such that (pi) = PP , therefore we can write RP
/PPm = RP/(pim). Also note that RP/(pi)
is isomorphic to Fq the finite field with q = pf elements.
Note that from this point on α will be our notation for the residue class α + I in the
residue ring R
/I for any ideal I of R.
We know that
(
RP
/
(pi)
)∗
= the multiplicative group of units in RP
/
(pi) is cyclic. Hence
there exists an element a ∈ RP such that
〈
a
〉
=
(
RP
/
(pi)
)∗
, which implies that
ord(pi)a = |a| =
∣∣(RP/(pi))∗∣∣ = (q − 1).
We have aq−1 = 1 + bpi for some b in RP . Replacing a by a+ pi if necessary we may assume
that pi - b.
Next, let G be the multiplicative group of units in RP
/
(pim). Let the order of a in G
(ord(pim)(a)) be µ. Then a
µ ≡ 1 (mod pim), which implies aµ ≡ 1 (mod pi). Thus (q − 1) is
a divisor of µ. Also µ must be a divisor of |G|, so to find µ we need to know the order of G.
Let U ⊂ RP be any set of representatives of the residue classes of RP
/
(pi), then every
element x ∈ RP
/
(pim) can be uniquely represented in the form
x ≡ u0 + u1pi + u2pi2 + · · ·+ um−1pim−1 (mod pim), (3.21)
where ui ∈ U for 0 ≤ i ≤ m − 1. Therefore x ∈ G if and only if u0 6= 0. Hence we
have q − 1 choices for u0 and q choices for ui, for 1 ≤ i ≤ (m − 1), which implies that
|G| = (q − 1)qm−1. Consequently (q − 1)|mu and µ|(q − 1)qm−1, therefore µ = (q − 1)pj for
some 0 ≤ j ≤ f(m− 1).
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Lemma 3.3.1. Let P be a prime ideal in the ring of integers R, such that P lies over the
rational prime p, with degree of inertia f and ramification index e. Let pi ∈ RP such that
(pi) = PP . Then
(i) For any a ∈ RP
a(q−1)p
j
= 1 + bpiµ,
where b is some element in RP and
µ = je+ 1 if e < p− 1,
µ ≥ (j − 1)e+ p if p ≤ e ≤ p(p− 1),
µ ≥ jp if e > p(p− 1).
(ii) If p > e+ 1 and a is a generator for
(
RP
/
(pi)
)∗
such that aq−1 = 1 + bpi for some b
in RP with pi - b, then
a(q−1)p
j
= 1 + cpiµ,
where c is some element in RP with pi - c, and µ = je+ 1.
Proof. For any a ∈ RP , we have aq−1 ≡ 1 (mod pi). Thus, there exist an element b ∈ RP
such that
aq−1 = 1 + bpi. (3.22)
Next consider
(aq−1)p = (1 + bpi)p = 1 + pbpi +
p−1∑
j=2
(
p
j
)
bjpij + bppip
and p (or equivalently pie) divides
(
p
j
)
for all 2 ≤ j ≤ p− 1. Thus we have to consider two
cases:
Case 1 : p > e+ 1.
Then there exists b1 in RP such that
(aq−1)p = 1 + pie+1b1.
We proceed by induction. Assume for a given value of i,
(aq−1)p
i−1
= 1 + pi(i−1)e+1bi−1
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Then
(aq−1)p
i
= (1 + pi(i−1)e+1bi−1)p
= 1 + ppi(i−1)e+1bi−1 +
p−1∑
j=2
(
p
j
)
(pi(i−1)e+1bi−1)j + pip(i−1)e+pb
p
i−1,
and so
(aq−1)p
i
= 1 + piie+1bi
for some bi.
Notice that, if the conditions in (ii) are satisfied, then b in (3.22) can be chosen so that
pi - b. Therefore, as done above, we have (aq−1)pi = 1 + piie+1bi for some bi with pi - bi.
Case 2 : p ≤ e+ 1.
In this case the previous argument will not hold, since the last term in the binomial expansion
pipbp is divisible by pip at most. There exists c1 in RP such that pi - c1 and
(aq−1)p = 1 + pipc1.
So
(aq−1)p
2
= (1 + pipc1)
p = 1 + ppipc1 +
p−1∑
j=2
(
p
j
)
(pipc1)
j + pip
2
cp1.
Except for the 1, all the terms in the binomial expansion on the right hand side are divisible
by piα2 where α2 = min{e+ p, p2}. Thus we can find c2 in RP such that
(aq−1)p
2
= 1 + piα2c2.
Next,
(aq−1)p
3
= (1 + piα2c2)
p = 1 + ppiα2c2 +
p−1∑
j=2
(
p
j
)
(piα2c2)
j + pipα2cp2.
Letting α3 = min{e+ α2, pα2}, we can find c3 in RP such that
(aq−1)p
3
= 1 + piα3c3.
Continuing in the same manner, we obtain
(aq−1)p
j
= 1 + piαjcj,
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where αj = min{e+ αj−1, pαj−1} and cj is in RP . Now, if α2 = e+ p then α3 = 2e+ p, and
by induction αj = (j − 1)e+ p for any j and so
a(q−1)
pj
= 1 + pi(j−1)e+p
On the other hand if α2 = p
2, or equivalently if e ≥ p(p− 1), then notice that α2 ≥ 2p and
therefore by induction αj ≥ jp for j ≥ 2.
Now, we can characterize the group of units in RP/PmP with the following lemma.
Lemma 3.3.2. Let R be the ring of integers in a number field F . Let P be a prime ideal
in R lying over the rational prime p with ramification index e. Let G be the multiplicative
group of units in RP/PmP . Then
|G| = (q − 1)qm−1,
and there exists elements a, b1, b2, . . . , bι such that the following conditions are satisfied.
(i) G =
〈
a, b1, b2, . . . , bι
〉
,
(ii) ι is minimal,
(iii) a ∈ RP is a representative for the generator of the cyclic group of units(
RP
/PP)∗ .
ord(pim)(a) = (q − 1)pα,
where
α = d(m− 1)/ee = r when p > e+ 1,
α ≤ d(m− p)/e+ 1e when p ≤ e ≤ p(p− 1),
α ≤ dm/pe when e > p(p− 1).
(iv) ord(pin)(bj) = p
βj , where
βj ≤

d(m− 1)/ee = r when p > e+ 1,
d(m− p)/e+ 1e when p ≤ e ≤ p(p− 1),
dm/pe when e > p(p− 1).
41
for j = 1, 2, . . . , ι.
Proof. We can choose a ∈ RP/PnP as in the arguments preceding Lemma 3.3.1, that is
a ∈ RP such the
〈
a
〉
=
(
RP
/
(pi)
)∗
. Since the group G is a finite and abelian, then by
the Fundamental Theorem of Finitely Generated Abelian Groups, there exist b1, b2, . . . , bι
elements in G, such that conditions (i) and (ii) are satisfied.
By Lemma 3.3.1, if p > e+ 1 we have
(aq−1)p
j
= 1 + pije+1bj ≡ 1 (mod pim)
if and only if je+ 1 ≥ m, that is j ≥
⌈
m− 1
e
⌉
. Thus
ord(pim)(a) = (q − 1)pd(m−1)/ee.
Also, if p ≤ e ≤ p(p− 1)
aµ = (aq−1)p
j ≡ 1 (mod pin)
if (j − 1)e+ p ≥ m, that is j ≥ m− p
e
+ 1, so let ρ =
⌈
m− p
e
+ 1
⌉
and we get
ord(pim)(a) ≤ (q − 1)pρ.
Next, if e > p(p− 1) then (aq−1)pj ≡ 1 (mod pim) if and only if j ≥
⌈
m
p
⌉
, that is
ord(pim)(a) ≤ (q − 1)pdm/pe.
Furthermore, for j = 1, 2, . . . , ι, ord(pim)(bj) = p
βj for some βj ≤ f(m− 1).
From Lemma 3.3.1 we have the following:
I.) (bq−1j )
pβ ≡ 1 (mod pim) if βe+ 1 ≥ m when p ≥ e+ 1.
II.) (bq−1j )
pβ ≡ 1 (mod pim) if (β − 1)e+ p ≥ m when p ≤ e ≤ p(p− 1).
III.) (bq−1j )
pβ ≡ 1 (mod pim) if βp ≥ m when p(p− 1) < e.
Since βj is less than or equal to such β we have the desired result.
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3.4 The set of k-th power units in R
/Pn+ε.
In this section we will use the notation defined at the beginning of this chapter. That is, let
P be a prime ideal in R such that Pn‖(k) for some positive integer n. Also, assume that
the prime ideal P lies over the rational prime p, and has a ramification index e ≥ 1, and let
f ≥ 1 be the degree of inertia of P . Furthermore, we write k = prk1 where gcd(p, k1) = 1,
r ≥ 1 so that n = er, and we put q = pf .
As in the previous sections, let pi be the uniformizer of the local ring RP , that is pi ∈
PP − PP2 ⊂ RP such that (pi) = PP . Also, recall that from Lemma 3.1.2 RP/PP − PPn =
RP/(pin) ∼= R/Pn. Therefore, for any integer ε ≥ 1 we can write RP
/PPn+ε = RP/(pin+ε)
which is isomorphic to R
/Pn+ε. Moreover, since the k-th powers in RP/(pi) are actually
d-th powers where
d = gcd(k, q − 1) = gcd(k1, q − 1),
we can assume that k1 divides (q − 1), and set t = q − 1
k1
.
Let G be the multiplicative group of units in RP/(pin+ε). By replacing m with n + ε in
Lemma 3.3.2 we get that G =
〈
a, b1, b2, . . . , bι
〉
, such that ι is minimal, and
ord(pin+ε)(a) = (q − 1)pα,
where
α = d(n+ ε− 1)/ee = r when p > e+ 1,
α ≤ d(n+ ε− p)/e+ 1e when p ≤ e ≤ p(p− 1),
α ≤ d(n+ ε)/pe when e > p(p− 1).
Also for j = 1, 2, . . . , ι we have ord(pin+ε)(bj) = p
βj , where βj ≤ n+ ε− 1
e
when p ≥ e+ 1.
Let Gk be the subgroup of G generated by
{
ak, b
k
1, b
k
2, . . . , b
k
ι
}
,which is the subgroup of
all k-th power units in RP
/
(pin+ε).
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Now, as seen in Section 3.2 the critical values of ε that we need to consider are
ε =

1 if p > e+ 1,
d e+1
p−1e when p ≤ e+ 1.
Lemma 3.4.1. With the notation and assumptions above, if p > e + 1 then Gk =
〈
ak
〉
, a
cyclic group of order t. Otherwise,
ord(pin+ε)(a
k) = tpµ,
such that
µ ≤ min{0, ρ1 − r} if p ≤ e ≤ p(p− 1),
µ ≤ min{0, ρ2 − r} if e ≥ p(p− 1),
where ρ1 = d(n+ ε− p)/e+ 1e and ρ2 = d(n+ ε)/pe. Also, for j = 1, 2, . . . , ι,
ord(pin+ε)(bj) = p
βj−min{βj ,r},
where βj is given by ord(pin+ε)(bj) = p
βj .
Proof. First, assume that p > e+ 1, so that ε = 1 then we have
ord(pin+ε)(b
k
j ) =
pβj
gcd(k, pβj)
=
pβj
gcd(prk1, pβj)
= pβj−min{βj ,r}
for 1 ≤ j ≤ ι. Since r = n+ ε− 1
e
≥ βj we have ord(pin+ε)(bkj ) = 1.
ord(pin+ε)(a
k) =
(q − 1)pr
gcd(k, (q − 1)pr)
=
tk
gcd(k, tk)
= t.
By denoting ak = T we get Gk =
{
1, T, T 2, . . . , T t−1
}
.
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Next if p ≤ e ≤ p(p− 1)
ord(pin+ε)(a
k) =
(q − 1)pα
gcd(k, (q − 1)pα)
=
(q − 1)pα
gcd(prk1, (q − 1)pα)
= tpα−min{r,α}
= tpmin{0,α−r} ≤ tpmin{0,ρ1−r}.
Similarly if e ≥ p(p− 1) then
ord(pin+ε)(a
k) ≤ tpmin{0,ρ2−r}.
Also if e ≥ p then as before we have
ord(pin+ε)(b
k
j ) = p
βj−min{βj ,r}, for 1 ≤ j ≤ ι.
Notice that, T (as defined in the proof above) satisfies the congruence
T t ≡ 1 (mod pin+ε)
with t being minimal. Therefore, T can be taken to be a primitive t-th root of unity in
RP/(pin+ε).
Lemma 3.4.2. let P be a prime ideal in R such that Pn‖(k) for some positive integer n.
Assume that the prime ideal P lies over the rational prime p, and has a ramification index
e ≥ 1, and let f ≥ 1 be the degree of inertia of P . Let k = prk1 where gcd(p, k1) = 1, r ≥ 1
so that n = er. Put q = pf and let t = (q − 1)/k1. Suppose that e + 1 < p and let T be
a primitive t-th root of unity modulo Pn+1. Then every element in Rk is congruent to an
integer linear combination of elements of the set
{
1, T, T 2, . . . , T φ(t)−1
}
modulo Pn+1.
Proof. Since p > e+ 1 then
k = prk1 ≥ pr ≥ pr > er + r ≥ er + 1 = n+ 1.
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Let pi be the uniformizer of the local ring RP . It follows that if upi ∈ RP is any nonunit
then (upi)k ≡ 0 (mod pin+1). Therefore, by the definition of Rk and Lemma 3.1.1, any
element in Rk is congruent to a sum of elements of the set of k-th power units modulo
(pin+ε). Recall that r = (n + ε − 1)/e, and by 3.4.1 any element in Rk will be congruent
to a sum of elements of the set
{
1, T, T 2, . . . , T t−1
}
modulo Pn+ε, or equivalently modulo
(pin+ε). In other words, all elements of Rk are expressible as integer linear combinations of
elements from the set
{
1, T, T 2, . . . , T t−1
}
modulo (pin+ε). Furthermore, let Φt(x) be the t-th
cyclotomic polynomial over F , then Φt(x) has degree equal to φ(t), say φ(t) = l, where φ is
the Euler φ−function. As in the proof of Lemma 2.3.2, Φt(T ) ≡ 0 (mod pin+ε). Therefore
every element in Rk is congruent to an integer linear combination of elements of the set{
1, T, T 2, . . . , T l−1
}
modulo (pin+ε).
Finally, with the help of Lemma 3.1.2 we have the desired result.
Notice that when p ≤ e then the set of integer linear combinations of elements from{
1, T, T 2, . . . , T φ(t)−1
}
forms a subring of the ring of all elements that can expressed as sums
of k-th powers modulo Pn+1.
The next lemma was proven by Tornheim in [32].
Lemma 3.4.3. Let F1 be the set of all elements in the finite field RP
/PP = Fq expressible
as sums of k-th powers. Then F1 is a subfield of Fq with q1 = pf1 elements where f1 is a
divisor of f .
Proof. Clearly F1 is closed under addition and multiplication. If 0 6= x ∈ F1, then −x =
(p− 1)x a sum of elements in F1 and x−1 = (x−1)kxk−1 a product of elements in F1. Thus
F1 is a subfield of Fq. Furthermore, F1 is an Fp-vector subspace of the f -dimensional vector
space Fq. Therefore, there must exist an integer f1 ≥ 1 such that f1 is the dimension of F1.
Hence F1 has q1 = pf1 elements, and f1 must divide f .
We will denote the subfield in Lemma 3.4.3 by Fq1 .
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Lemma 3.4.4. Let τ 1, τ 2, . . . , τ f1 ∈ Fq1 be a set of linearly independent elements over Fp,
where the representatives τi ∈ RP are sums of k-th powers in RP . If for rational integers
λ1, λ2, . . . , λf1 ,m with m ≥ 1
f1∑
i=1
λiτi ≡ 0 (mod pim),
then
pdm/ee|λi
for all i = 1, 2, . . . , f1.
Proof. Assume that for λ1, λ2, . . . , λf1 ,m ∈ Z with m ≥ 1 and
f1∑
i=1
λiτi ≡ 0 (mod pim). (3.23)
Then, in particular,
f1∑
i=1
λiτi ≡ 0 (mod pi),
and by the assumption of the set {τ1, τ2, . . . , τf1}, we have pi|λi for all i = 1, 2, . . . , f1.
Furthermore, since λi ∈ Z, then λi = pαi,1 for some αi,1 ∈ Z, 0 ≤ i ≤ f1. Therefore by
cancelling p from both sides of (3.23) we get
f1∑
i=1
αi,1τi ≡ 0 (mod pim−e). (3.24)
Note that if m ≤ e then we are done. So we assume that m > e. Then (3.24) implies
that
f1∑
i=1
αi,1τi ≡ 0 (mod pi).
Therefore αi,1 = pαi,2 for some αi,2 ∈ Z for all 0 ≤ i ≤ f1. Hence p2|λi for all 0 ≤ i ≤ f1.
By cancelling p from both sides of (3.24) we get
f1∑
i=1
αi,2τi ≡ 0 (mod pim−2e). (3.25)
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Again, if m ≤ 2e we are done. Otherwise, let m = ρe + σ for some rational integers
ρ ≥ 2 and 0 ≤ σ < e such that σ > 0 if ρ = 2. Then by repeating the same argument ρ− 2
more times we get pρ|λi for all 0 ≤ i ≤ f1. Put λi = pραi,ρ and we have
f1∑
i=1
αi,ρτi ≡ 0 (mod piσ). (3.26)
So if σ = 0 we are done. Otherwise, if σ > 0 then (3.26) implies that
f1∑
i=1
αi,ρτi ≡ 0 (mod pi),
and again we get that p|αi,ρ and consequently pρ+1|λi, for all i.
Consider the set S =
{ f1∑
i=1
niτi (mod pi
n+ε)
∣∣ 0 ≤ ni ≤ pd(n+ε)/ee − 1}, as a subset of
RP
/Pn+εP . Notice that all elements of S are sums of k-th powers, also any two elements in
S are distinct. Therefore, |S| = pf1d(n+ε)/ee. Furthermore, if f = f1, that is all the elements
of RP
/PP are k-th powers, then S = RP/Pn+εP .
3.5 When k is a prime integer.
Theorem 3.5.1. Let R be the ring of integers in a number field F , and P be a prime ideal
of R, such that P lies over the rational prime p. Let k be a rational prime, and assume that
every element in the finite field R/P is expressible as a sum of k-th powers. Then for any
positive integer m
(i) If P - (k) then γ(k,Pm) = γ(k,P).
(ii) If P | (k) (that is k = p), say Pe‖(k) and k = p > e+ 1 then
γ(k,Pm) = 1 when 1 ≤ m ≤ e and
γ(k,Pm) ≤ 4 when 1 ≤ e ≤ m.
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For the case P - (k) one can apply a number of new results due to James Cipra [11]
(improving the work of Winterhof in [36], and [37]). First, if f is the degree of inertia of P ,
then he proves
γ(k,P) ≤ 8f(k + 1)1/f .
Also he obtains the uniform bounds,
γ(k,P) ≤

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√
k if f = 1,
16
√
k when f = 2,
10
√
k when f ≥ 3,
provided
pf − 1
2
- k.
Proof of Theorem 3.5.1. If k is a rational prime, we have
xk + yk ≡ (x+ y)k (mod kR),
that is every sum of k-th powers in R
/
kR is a k-th power, and so γ(k, kR) = 1. Hence, for
P | (k), 0 < m ≤ e we have γ(k,Pm) = 1. Next, assume that m ≥ e+ 1. Then by Theorem
3.2.1, if α ∈ Rk is congruent to a sum of s k-th powers (mod Pe+1) then α is congruent to
a sum of s k-th powers (mod Pm). By Theorem 3.2.4 (i) we have,
γ(k,Pe+1) ≤ γ(k,Pe)(2γ(k,P) + 1) + γ(k,P)
= 1(2 + 1) + 1 = 4.
Now, assume that P - (k), that is e = 0. As above, by Theorem 3.2.1, if β ∈ R is
congruent to a sum of γ1 = γ(k,P) k-th powers (mod P) then β is congruent to a sum of
γ1 k-th powers (mod Pm) for any integer m ≥ 1.
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3.6 The Lattice Method.
Let F be any algebraic number field, R it’s ring of integers, and for a fixed positive integer k
we let Rk be the subring of R generated by the k-th powers of elements of R. Furthermore,
let P be a prime ideal of R, such that P lies over the rational prime p. Suppose that P has
ramification index e and degree of inertia f and set q = pf . Assume that k = prk1 with
gcd(k1, p) = 1 and Pn‖k, so that n = er. Put t = (q− 1)/k1, let pi be the uniformizer of the
local ring RP , and let m ≥ 1 be any integer.
As in Lemma 2.3.1 in chapter 2, we let ‖v‖1 =
l∑
i=1
|vi| for any l-th tuple v = (v1, v2, . . . , vl)
in Zl. Let the set
{
1, T, T 2, . . . , T t−1
}
be the set of the t-th roots of unity in RP
/PmP , as in
the argument leading to Lemma 3.4.2 in section 3.4. Also, the set of the t-th roots of unity
in RP
/PmP is a subgroup of the multiplicative group of k-th power units Ukm = {τ1, τ2, . . . , τi}
in RP
/PmP , and the two sets are equal when p > e+ 1.
From Lemma 3.4.2 we have that if p > e+ 1 then any element in Rk is congruent to an
integer linear combination of
{
1, T, T 2, . . . , T φ(t)−1
} ⊆ Ukm modulo Pm.
Let l = φ(t). We have the following lemma.
Lemma 3.6.1. Let L : Zl −→ RP
/PmP , be the linear map given by L(n) = l−1∑
i=0
niT
i. Suppose
m0,m1, . . . ,ml−1 in Zl are linearly independent such that L(mi) ≡ 0 (mod pim) for all
i = 0, 1, . . . , l − 1. Then for any a ∈ Rk there exists an l-tuple u, with L(u) ≡ a (mod pim)
and ‖u‖1 ≤ 1
2
l−1∑
i=0
‖mi‖1.
This proof is very similar to the proof of Lemma 2.3.1.
Proof. By the paragraph preceding the lemma we know that there exists a w ∈ Zl with
L(w) ≡ a (mod (pin+1)). Say w =
l−1∑
i=0
ximi for some xi ∈ R, 1 ≤ i ≤ l. Now xi = yi + i for
some yi ∈ Z and i ∈ R with |i| ≤ 1
/
2, 0 ≤ i ≤ l − 1. Put u =
l−1∑
i=0
imi = w−
l−1∑
i=0
yimi.
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Then L(u) ≡ a (mod pin+1) and ‖u‖1 ≤ 1
2
l−1∑
i=1
‖mi‖1.
Now, we will assume that p > e + 1. Hence the set of k-th power units Ukm is the set
of t-th roots of unity in RP
/PmP (or equivalently in R/Pm). Otherwise the following only
relates to the elements in Rk that are congruent to integer linear combinations of elements
of the set of t-th roots of unity (mod pim).
Consider the linear congruence
l−1∑
i=0
xiT
i ≡ 0 (mod pim). (3.27)
Note that this congruence describes the elements in the ker(L), where L is the map
defined in Lemma 3.6.1. This kernel forms a lattice, call it L, with volume vol(L) =∣∣Im(L)∣∣ = [Zl : ker(L)] .
Let
BM =
{
(x0, x1, . . . , xl−1) ∈ Zl
∣∣0 ≤ xi ≤M, i = 0, 1, . . . , l − 1},
and notice that the image of L is the image of the subring mAk under the canonical mapping
RP −→ RP
/
(pim). Therefore, denote Im(L) = mAk
|mAk|
∣∣∣|RP/(pim)| = qm = pfm,
so |mAk| = pα for some integer 0 < α ≤ fm. Hence if |BM | = (M + 1)l > |mAk|, then by
the Box Principle there exist two distinct l-tuples (x0, x1, . . . , xl−1), and (y0, y1, . . . , yl−1) in
BM , such that
l−1∑
i=0
(xi − yi)T i ≡ 0 (mod pim).
Thus we take M = |mAk|1/l, and ai = xi − yi, i = 0, 1, . . . , l − 1. Then the l-tuple of
differences v0 = (a0, a1, . . . , al−1) is a nonzero solution of the congruence 3.27 , with
|ai| ≤ |mAk|1/l = pα/l < qm/l for all i = 0, 1, . . . , l − 1.
Let ω be a primitive t-th root on unity in C, and let l = φ(t). Define the map f : Zl −→
Z[ω], such that
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f(x0, x1, . . . , xl−1) =
l−1∑
i=0
xiω
i,
which is an injective homomorphism of Z-modules.
Again as in the proof of Lemma 2.3.2, for 2 ≤ i ≤ (l − 1), let
vi−1 = f−1
(
ωi−1f(v0)
)
.
Then the v0,v1, . . . ,vl−1 form a set of linearly independent solutions of congruence 3.27,
and ‖vi‖1 t |(n+1)Ak|1/l.
Now by Lemma 3.6.1 for any a ∈ Rk there exists a solution to
l−1∑
i=0
uiT
i ≡ a (mod pin+1), (3.28)
with
l−1∑
i=0
|ui| ≤ 1
2
l−1∑
i=0
‖vi‖1. Consequently
δ(k, P n+1) ≤ 1
2
l−1∑
i=0
‖vi‖1,
and so
δ(k, P n+1)t |(n+1)Ak|1/l t q(n+1)/l. (3.29)
Finally since T + T 2 + · · ·+ T t−1 ≡ −1 (mod pin+1) we have
γ(k,Pn+1) ≤ (t− 1)δ(k,Pn+1)t |(n+1)Ak|1/l.
Hence we have proven a generalization of Lemma 2.3.2 of chapter 2.
Theorem 3.6.1. Let P be a prime ideal of R lying over p, with ramification index e ≥ 1 and
degree of inertia f ≥ 1. Let k = prk1, with gcd(k1, p) = 1 and r ≥ 1. Let q = pf , assume
k1|(q − 1) and let t = q − 1
k1
. Assume also that e < p− 1. Then there exists a constant c(t)
such that for any positive integer m
γ(k,Pm) ≤ c(t)|mAk|1/φ(t)
≤ c(t)qm/φ(t),
where mAk is the subring of RP/PPm generated by the k-th powers of elements in RP/PPm.
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One can now rewrite the upper bound established in Theorem 3.6.1 in terms k.
Corollary 3.6.1. With all assumptions and notation as in Theorem 3.6.1.
γ(k,Pm)t 3mkm/φ(t).
Proof. Since
q = pf = k1t+ 1 =
(
t
pr
)
k + 1,
we have pf+r = kt+ pr, or equivalently
pf+r = k
(
t+
1
k1
)
.
Therefore,
qm/φ(t) = pfm/φ(t) =
[[
k
(
t+
1
k1
)]1/(f+r)]fm/φ(t)
=
[
k
(
t+
1
k1
)] fmφ(t)(f+r)
= k
fm
φ(t)(f+r)
(
t+
1
k1
) fm
φ(t)(f+r)
.
Now, since
f
(f + r)
≤ 1, and
(
t+
1
k1
)1/φ(t)
≤ (t+ 1)1/φ(t) ≤ 3, the desired inequality
follows directly from Theorem 3.6.1.
Now we can prove the following generalization of Theorem 2.3.4 of Chapter 2.
Theorem 3.6.2. Let P be a prime ideal of R lying over p, with ramification index e ≥ 1
and degree of inertia f ≥ 1. Let k = prk1, with gcd(k1, p) = 1 and r ≥ 1, so that Pn‖k with
n = er. Let q = pf , assume k1|(q − 1) and set t = q − 1
k1
. Assume also that p > e + 1 and
that every element in R/P is a sum of k-th powers. Then, for any positive integer h there
exists a constant C(h) such that if t > C(h) and if φ(t) ≥ h, then for any integer m ≥ 1
γ(k,Pm)h kf/h.
53
Proof. By the lifting result in Theorem 3.2.1 we will consider the case where m = n + 1 =
er+1. J. Cipra in [11] and [12] obtained that for any positive integer h there exist a constant
ch ∈ N such that if φ(t) ≥ h we have
γ1 := γ(k,P) = γ(k1,P) < chk1/h1 . (3.30)
Now by Corollary 3.2.2 we have
γ(k,Pn+1) ≤ 1
2
[
(2γ1 + 1)
d(n+1)/ee + 1
]
=
1
2
[
(2γ1 + 1)
r+1 + 1
]
< (3γ1)
r+1.
Thus by inequality (3.30)
γ(k,Pn+1) < 3r+1cr+1h k(r+1)/h1
= 3chk
1/h
1
(
3hchhk1
)r/h
.
Set C(h) = (3ch)
h. If t ≥ C(h) then (3ch)hk1 < pf , and it follows that
γ(k,Pn+1) ≤ 3chpfr/hk1/h1 < 3chkf/h. (3.31)
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Chapter 4
Modified Method and Results
4.1 Introduction.
In this chapter as in Chapter 3, unless otherwise specified, we let F be any algebraic number
field, R it’s ring of integers, and for a fixed positive integer k we let Rk be the subring of
R generated by the k-th powers of elements of R. Furthermore, let P be a prime ideal of
R, such that P lies over the rational prime p. Suppose that P has ramification index e and
degree of inertia f and set q = pf . Assume that k = prk1 with gcd(k1, p) = 1, r ≥ 1, and
Pn‖(k), so that n = er. Also we assume that k1|(q − 1) and set t = q − 1
k1
.
One can see that the method applied in Chapter 2 and generalized in Section 3.6 of
Chapter 3, can be very useful to obtain upper bounds for Waring’s problem over number
fields when the dependence of the degree of inertia f is allowed. In other words when f is
sufficiently small, and can be bounded by a constant independent of the the degree of the
extension then we obtain good bounds.
If we combine our early results with the method of Stemmler from [30] we obtain an
upper bound for the global case as follows. Suppose k has the prime ideal factorization
(k) = Pn11 Pn22 · · · Pnmm ,
where the Pi are distinct prime ideals such that Pi
⋂
Z = piZ with pi a prime integer. Let
fi the degree of inertia of Pi for i = 1, 2, . . . ,m, and put t = max
{
pfii − 1
k/prii
}
. Then for any
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positive integer h there exists a constant C(h) such that if φ(t) ≥ h then
γR(k) ≤ 2k−1 + max
1≤i≤m
{
γ(k,Pni+1i )
}
≤ 2k−1 + max
1≤i≤m
{
C(h)kfi/h
}
≤ 2k−1 + C(h)kd/h,
where d is the degree of the extension.
Clearly, the upper bound above is not sharp. In this chapter we will modify the method
used in the previous chapter to obtain sharper results.
4.2 Studying the case when t =
pf − 1
k1
= 4.
Theorem 4.2.1. Let R be the ring of integers in a number field F , and P be a prime ideal
of R, such that P lies over the rational prime p. Suppose that P has ramification index
e < p− 1 and degree of inertia f and set q = pf . Assume that k = prk1 with gcd(k1, p) = 1,
r ≥ 1, and Pn‖(k), so that n = er. Also we assume that k1|(q− 1) and set t = q − 1
k1
. Then,
if t = 4 and m is any positive integer we have
γ(k,Pm) ≤

√
6k − 1 if p ≡ 1 (mod 4),
4
p−1k if p ≡ 3 (mod 4).
Moreover, for m ≥ er + 1 we have γ(k,Pm) = (pr+1 − 1).
In the course of the proof we shall obtain the following lower bounds for the case p ≡ 3
(mod 4), (in which case f ≥ 2),
γ(k,Pn+1) ≥
{
(4k)2/(f+1) − 1 if r = 1,
(4k)3/(2max{f,r}) − 1 if r ≥ 2. (4.1)
Proof. We shall work over the local ring RP . Let P = (pi). By the lifting theorem, Theorem
3.2.1, we need only consider congruences (mod pin+1) where n = er. Furthermore, by the
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assumption p > e + 1 in the theorem we have that the set of k-th power units Ukn+1 in RP
modulo (pin+1) is precisely the set of 4-th roots of unity {±1,±T}
By Lemma 3.4.2, every element in R that can be expressed as a sum of k-th powers
is congruent to an element in the form of n0 + n1T (mod pi
n+1), where n0, n1 are rational
integers. Also, since (pie) = (p) = pR, the smallest positive rational integer congruent to
zero modulo (pin+1) is pd(n+1)/ee, and d(n + 1)/ee = r + 1. Thus n0 and n1 can be chosen
from the complete set of representatives {0, 1, . . . , pr+1 − 1}.
Since t = 4, p is odd, so we can consider two cases, p ≡ ±1 (mod 4). If p ≡ 1 (mod 4)
then there exist positive integers a and b, with b < a and
a2 + b2 = pr+1 ≡ 0 (mod pin+1).
Since the 4-th cyclotomic polynomial Φ4(x) satisfies the congruence Φ4(T ) = T
2 + 1 ≡ 0
(mod pin+1), we have T 2 ≡ −1 (mod pin+1), and therefore can take T ≡ ab (mod pin+1),
where b (mod pin+1) is the multiplicative inverse of b (mod pin+1).
Now we can use the same method applied in the proof of Theorem 2 in [21] which
essentially follows from Lemma 3.6.1. Let L be the lattice in Z2 consisting of points (x, y)
satisfying x+ yT ≡ 0 (mod pin+1), then (a, b) and (−b, a) form a basis for a sublattice L′ of
volume vol(L′) = pr+1.
Let
℘ =
{
x(a, b) + y(−b, a) | −1
2
< x ≤ 1
2
,−1
2
< y ≤ 1
2
}
be the the fundamental parallelogram of L′ centered at the origin. Then ℘ contains pr
distinct integer points. Let A be the subring consisting of all the elements in RP/(pin+1)
that are expressible as sums and differences of k-th power, the mapping η : ℘ ∩ Z2 −→ A,
given by η(x, y) = x+yT (mod pin+1), is surjective by the definition of A. η is also injective
since the only point in ℘ mapped to zero modulo (pin+1) is the origin.
Let g : R2 −→ R+ ∪ {0}, be the map given by g(x, y) = |x|+ |y|, then g restricted to ℘
takes on it’s maximum value at the corner points
57
±
(a− b
2
,
a+ b
2
)
and ±
(a+ b
2
,
b− a
2
)
.
Since p is odd, a and b are of opposite parity, so g restricted to ℘ ∩ Z2 takes on its
maximum value, which is (a− 1), at one of the points
±
(a− b− 1
2
,
a+ b− 1
2
)
and ±
(a+ b− 1
2
,
b− a+ 1
2
)
.
Thus
γ(k,Pn+1) ≤ a− 1. (4.2)
We can now obtain an upper bound for γ(k,Pn+1) expressed in terms of k. Since
k = prk1 = p
r p
f − 1
4
,
hence 4k ≥ pr+f−1. Therefore, if f ≥ 2 we have 4k ≥ pr+1 ≥ a2, while if f = 1 then
4k = pr+1
(
p− 1
p
)
≥ 2
3
pr+1, and so 6k ≥ pr+1 ≥ a2. Thus
γ(k,Pn+1) ≤
{
2
√
k − 1 when f ≥ 2 ,√
6k − 1 when f = 1.
Hence, for any f
γ(k,Pn+1) ≤ 3
√
k − 1.
Next we consider the case where p ≡ 3 (mod 4). Since the set of k-th power units
is actually {±1,±T} and since T and 1 are linearly independent over Fp, it follows from
Lemma 3.4.4 that 1 and T are linearly independent over Z/pr+1Z. Therefore, every element
that is congruent to a sum of k-th powers is congruent to an element of the form ±n0±n1T
(mod pin+1), where n0 and n1 can be chosen from the set {0, 1, 2, . . . , p
r+1 − 1
2
}.
We see in particular that γ(k,Pn+1) ≤ 2
(
pr+1 − 1
2
)
= pr+1 − 1. Moreover, the element
n0 + n1T (mod pi
n+1) with n0 = n1 =
(
pr+1 − 1
2
)
can not be expressed by any fewer k-th
powers. Thus
γ(k,Pn+1) = pr+1 − 1. (4.3)
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Since k = prk1 = p
r
(
pf − 1
4
)
, that is 4k = pr+f
(
1− 1
pf
)
. Hence pr+f−1 ≤ (4k) ≤ pr+f ,
which implies
(4k)(r+1)/(r+f) ≤ pr+1 ≤ (4k)(r+1)/(r+f−1).
Consequently
(4k)(r+1)/(r+f) − 1 ≤ γ(k,Pn+1) ≤ (4k)(r+1)/(r+f−1) − 1. (4.4)
Note that since pf ≡ 1 (mod 4), and p ≡ 3 (mod 4), then f must be an even integer.
From (4.3) and since r ≥ 1 we have
γ(k,Pn+1) = (pr+1 − 1) = pr(p− 1/pr)
= 4prk1
(
p− 1/pr
pf − 1
)
= 4k
(
p− 1/pr
(p− 1)(pf−1 + pf−2 + · · ·+ 1)
)
≤ 4k
p− 1
the last inequality following since pf ≥ p2.
Now, we will obtain lower bounds for γ(k,Pn+1) from (4.4) in terms of k, by considering
the relation between f ≥ 2 and r ≥ 1 as follows.
Case 1. Suppose r = 1.
Then direct substitution in (4.4) yields
(4k)2/(f+1) − 1 ≤ γ(k,Pn+1) ≤ (4k)2/f − 1 ≤ 4k − 1. (4.5)
Case 2. Suppose 2 ≤ r ≤ f.
Then
r + 1
r + f
≥ 3
2f
.
Also
r + 1
r + f − 1 ≤
r + 1
2r − 1 ≤ 1.
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Hence, we get from (4.4)
(4k)3/(2f) − 1 ≤ γ(k,Pn+1) ≤ 4k − 1. (4.6)
Case 3. Suppose 2 ≤ f ≤ r.
Here
r + 1
r + f
≥ r + 1
2r
≥ 3
2r
,
and
r + 1
r + f − 1 ≤
r + 1
r + 1
= 1.
Therefore, we have
(4k)3/(2r) − 1 ≤ γ(k,Pn+1) ≤ 4k − 1. (4.7)
4.3 For an arbitrary value of t =
pf − 1
k1
.
A very similar approach to the one used in section 4.2 can be used for any value of t other
than 4. In this section we will prove the following main result
Theorem 4.3.1. Let R be the ring of integers in a number field F , and P be a prime ideal
of R, such that P lies over the rational prime p. Suppose that P has ramification index
e < p− 1 and degree of inertia f and set q = pf . Assume that k = prk1 with gcd(k1, p) = 1,
r ≥ 1, and Pn‖(k), so that n = er. Also we assume that k1|(q− 1) and set t = q − 1
k1
. Then
for any positive integer m
γ(k,Pm) ≤ φ(t)γ(k, pr+1),
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where γ(k, pr+1) is as defined in Chapter 2. Moreover,
γ(k,Pm) ≤

(
p
p−1
)
k + 1 if f = 1,
max
{
k, 2313
(
k
k1
)(8.44)/ log p
+ 1
2
}
if f = 2, or 3,
max
{
k, 129
(
k
k1
)(5.55)/ log p
+ 1
2
}
if f ≥ 4.
In particular,
γ(k,Pm) k for p > 4628.6.
This is sharper than the result obtained by Ramanujam in [24], where he showed that
γ(k,Pm) ≤ 8k5.
First consider the following two results
Theorem 4.3.2. Let R be the ring of integers in an algebraic number field F , and let P
be a prime ideal in R that lies over the rational prime p. Assume that P does not ramify
and has a degree of inertia f = 1. Then for any positive integer m, R/Pm and Z/(pm) are
isomorphic as rings.
Proof. By the assumptions we can write P = pR and by definition of extension rings R
contains Z, also note this result is well know for m = 1, so let m ≥ 2 and the map
θ : Z −→ R/Pm be the canonical map given by θ(a) = a+ Pm in R/Pm.
One can easily show that θ is a homomorphism of rings, so we consider the kernel of θ,
ker(θ), and observe that for any integer a, a belongs to ker(θ) if and only if a as an element
of R belongs to Pm = pmR, or equivalently a is divisible by pm. Thus ker(θ) = pmZ, and
by the Fundamental Theorem of Homomorphisms Z/pmZ is isomorphic to the image of the
map θ, Im(θ).
Now, |Z/(pm)| = |Im(θ)| = pm, and the cardinality of R/Pm is pmf = pm. Therefore
Im(θ) = R/Pm.
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Hence when f = e = 1 the problem is reduced to the problem we discussed in Chapter 2. If
we have f = 1 (and e arbitrary) we still get the following.
Theorem 4.3.3. Let R be the ring of integers in an algebraic number field F , and let P be
a prime ideal in R that lies over the rational prime p with ramification index e. Let k = prk1
with p - k1 and r ≥ 1, and put n = er. Assume that P has a degree of inertia f = 1. Let A
be the subring consisting of sums of k-th powers in ring RP/(pin+1). Then A and Z/(pr+1)
are isomorphic as rings.
Recall that A can be considered as the homomorphic image of Rk under the canonical
epimorphism from R to RP/(pin+1).
Proof. f = 1 implies that RP/(pi) ∼= Fp = Zp. Any element x ∈ RP is congruent to an
element of the form
u0 + u1pi + · · ·+ unpin (mod pin+1)
where ui ∈ RP can be chosen from a complete set of representatives for the residue classes
in RP/(pi) for all 0 ≤ i ≤ n. Therefore, we have
RP/(pin+1) = Z˜p + piZ˜p + · · ·+ pinZ˜p,
where Z˜p = {0, 1, 2, . . . , p − 1} is a complete set of representatives in RP for the residue
classes in RP/(pi).
Furthermore, if x ∈ RP/(pin+1) say,
x ≡ u0 + u1pi + · · ·+ unpin (mod pin+1)
≡ u0 + pi
(
u1 + · · ·+ unpin−1
)
(mod pin+1)
≡ u0 + vpi (mod pin+1),
we have xk ≡ (u0 + vpi)k (mod pin+1), that is
xk ≡ uk0 +
k−1∑
j=1
(
k
j
)
uk−j0 v
jpij + vkpik (mod pin+1).
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Since pr ∼ pier | k all of the terms j = 1, 2, . . . k − 1 vanish. Also since p > e + 1 we
have k ≥ pr ≥ pr > er + 1 = n + 1 and so the last term vanishes as well. Therefore
xk ≡ uk0 (mod pin+1). This implies that the subring A is actually generated by sums of k-th
powers of the representatives {0, 1, 2, . . . , p − 1}. Thus A ⊆ Z˜p + pZ˜p + · · · + prZ˜p ⊆ A.
That is,
A = Z˜p + pZ˜p + · · ·+ prZ˜p.
Hence, A and Z/(pr+1) are isomorphic as rings.
Proof of Theorem 4.3.1. By the lifting result in Theorem 3.2.1, it suffices to consider the
case m = er + 1 = n + 1. Suppose f = 1, if e = 1 then by Theorem 4.3.2 we have the
stronger results from Chapter 2 such as Theorem 2.3.1, or Theorems 2.3.2 and 2.3.3. Also
if e ≥ 2, then by Theorem 4.3.3 we have
γ(k,Pn+1) = γ(k, pr+1),
hence we still have the results from Chapter 2. In particular, from Theorem 2.2.1
γ(k,Pn+1) ≤
(
p
p− 1
)
k + 1.
Now, let f ≥ 2. Assuming that p > e + 1 implies that the set of t-th roots of unity
{1, T, T 2, . . . , T t−1} is precisely the set of k-th power units Ukn+1 in RP
/
(pin+1). Hence, by
Lemma 3.4.2 every element in Rk is congruent to an element of the form
n0 + n1T + · · ·+ nl−1T l−1 (mod pin+1),
where n0, n1, . . . , nl−1 are rational integers, and l = φ(t). Furthermore, since pd(n+1)/ee =
pd(er+1)/ee = pr+1 is the smallest positive integer congruent to zero modulo (pin+1), then ni
can be chosen from the set {0, 1, . . . , pr+1−1}, for i = 0, 1, 2, . . . , l−1, which is the complete
set of representatives of rational integers modulo (pin+1). If we allow for ± then ni can be
chosen from the set {0, 1, . . . , (pr+1 − 1)/2}, for i = 0, 1, 2, . . . , l − 1.
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Thus
γ(k,Pn+1) ≤ lγ(k, pr+1)
= φ(t)γ(k, pr+1)
≤ φ(t)γ((k, φ(pr+1), pr+1),
where γ(k, pr+1) is as defined in Chapter 2. It suffices to use the trivial bound γ(k, pr+1) ≤
pr+1 and so
γ(k,Pn+1) ≤ φ(t)pr+1.
We can now express the upper bound in terms of k. Since k = prk1 then we have
γ(k,Pn+1) ≤ k, if k1/p > φ(t).
Otherwise, consider φ(t) ≥ k1/p. Then
t =
(pf − 1)
k1
≥ (p
f − 1)
pφ(t)
,
that is
tφ(t) ≥ pf−1 − 1
p
,
but the left hand side of the inequality is a rational integer, so
t2 ≥ tφ(t) ≥ pf−1.
Therefore we have
t ≥ p(f−1)/2. (4.8)
Let
γ1 = γ(k,P) = γ(k1,P), and γn+1 = γ(k,Pn+1).
We use the lifting result from Corollary 3.2.2
γn+1 ≤ 1
2
[
(2γ1 + 1)
r+1 + 1
]
.
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k = prk1 implies that r = log
(
k
k1
)
/ log p ≤ log k/ log p. Therefore,
γn+1 ≤ 1
2
(2γ1 + 1)
[
(2γ1 + 1)
log
(
k
k1
)
/ log p
]
+
1
2
. (4.9)
Let A be a subgroup of the multiplicative group of units in RP/(pi) with f linearly
independent points over Fp. T. Cochrane and J. Cipra proved in [13, Corollary 6.1] that
if |A| ≥ 1.26pf/3 then γ1 ≤ 128,
if |A| ≥ 1.17p2f/9 then γ1 ≤ 2312.
We take A to be the multiplicative subgroup of k-th power units in RP/(pi) with |A| = t.
If f = 2, then
f − 1
2
≥ 2f
9
, therefore by (4.8) |A| ≥ 1.17p4/9 for p ≥ 17. Similarly for f = 3
we have that |A| ≥ 1.17p2/3 for all p ≥ 2. Furthermore, if f ≥ 4 then f − 1
2
≥ f
3
, which
implies |A| ≥ 1.26pf/3 for p ≥ 5. So for f = 2, 3 we take γ1 ≤ 2312 and we get
γn+1 ≤ 2313
[
(4625)
log
(
k
k1
)
/ log p
]
+
1
2
≤ 2313
(
k
k1
) log(4625)
log p
+
1
2
= 2313
(
k
k1
)(8.44)/ log p
+
1
2
.
If f ≥ 4 we take γ1 ≤ 128, and get similarly
γn+1 ≤ 129
(
k
k1
)(5.55)/ log p
+
1
2
.
Hence by finally applying Theorem 3.2.1 and observation (2) following the theorem we
have the desired result.
Let G be the multiplicative group G = F∗q = (R/P)∗ and Gk = {xk|x ∈ G}, so that
|Gk| = q − 1
(q − 1, k) =
q − 1
(q − 1, k1) . (4.10)
Using known upper bounds for γ1 and equation (4.9), we obtain
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Corollary 4.3.1. Let R be the ring of integers in a number field F , and P be a prime ideal
of R, such that P lies over the rational prime p. Suppose that P has ramification index
e < p− 1. Assume that k = k1pr with r ≥ 1 p - k1, and Pn‖k, so that n = er. Assume also
that every element in the finite field R/P is expressible as a sum of k-th powers. For any δ
with 0 < δ < 1, if (k1, q − 1) ≤ (q − 1)1−δ then for any positive integer m,
γ(k,Pm) ≤ 159 (42/δ)( k
k1
) (5.76+2.78/δ)
log p
+
1
2
.
Proof. Cochrane and Cipra proved, in [13],
γ1 ≤ 633(2k1)log 4/ log |Gk|.
By the assumption k1 ≤ (q−1)1−δ, and from (4.10), we have |Gk| ≥ (q−1)δ. Since q−1 ≥ 2
we get
γ1 ≤ 633
(
2(q − 1)1−δ) log 4δ log(q−1)
= 633
(
4
log 2+(1−δ) log(q−1)
δ log(q−1)
)
≤ 633
4
42/δ.
Therefore, from equation (4.9) we have
γ(k,Pm) ≤
(
633
4
42/δ +
1
2
)(
k
k1
) log( 6332 (1+ 1(8)(633)))+4 log 2/δ
log p
+
1
2
≤ 159 (42/δ)( k
k1
)(5.76+2.78/δ)/ log p
+
1
2
.
In special cases, we get a sharper bound.
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Corollary 4.3.2. Under the same hypotheses as Corollary 4.3.1, for any positive integer m
γ(k,Pm) ≤

3
2
(
k
k1
)1.10/ log p
+ 1
2
if (k1, q − 1) = 1,
5
2
(
k
k1
)1.61/ log p
+ 1
2
if (k1, q − 1) ≤ 23q1/4,
7
2
(
k
k1
)1.95/ log p
+ 1
2
if (k1, q − 1) ≤ 23q1/3,
17
2
(
k
k1
)2.84/ log p
+ 1
2
if (k1, q − 1) ≤ 23q1/2.
Proof. If (k1, q − 1) = 1 we have that γ1 = γ(k1,P) = γ(1,P) = 1. Therefore, the first
inequality follows immediately from the equation (4.9). To prove the second and the third
inequalities we use the following:
From the estimate of Hua and Vandiver [20], and Weil [35]
|N(α)− qs−1| ≤ (k1 − 1)sq s−12 ,
for the number N(α) of solutions of the congruence
xk1 + x
k
2 + · · ·+ xks ≡ α (mod P)
over the finite field R/P with α 6= 0. Hence, we get N(α) > 0 and
γ1 = γ(k,P) ≤ s if |Gk| ≥ q 12+ 12s .
In particular, since q ≥ p ≥ 3, if (k1, q − 1) ≤ 23q1/4 then we get |Gk| ≥ q3/4, hence
γ1 ≤ s = 2. Also, if (k1, q − 1) ≤ 23q1/3 then |Gk| ≥ q2/3, therefore γ1 ≤ 3. The second and
third inequalities follow from the equation (4.9).
Finally, if (k1, q − 1) ≤ 23q1/2 then |Gk| ≥ q1/2, and in this case Cipra [11], and inde-
pendently Glibichuk [16], proved that γ1 ≤ 8. This, and the equation (4.9) yield the last
inequality.
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Notice that the method used in this section is very similar to that used in the proof of
Theorem 3.6.1 and to obtain the upper bounds in Corollary 3.6.1. The key difference is that
in this section we pay more attention to the set A and it’s cardinality, where A is the subring
consisting of sums of k-th powers in the residue ring RP/(pim). In the proof of Theorem 3.6.1
we only made use of the fact that |A| ≤ qn = pnf , whereas here we notice that |A| ≤ prφ(t),
which leads us to the question, if t is the number of k-th power units in RP
/PPn, and f is
the degree of inertia of the prime ideal P , then how do φ(t) and f compare? In other words
which of the bounds is sharper? We would be able to answer those questions and obtain
sharper bounds for Waring’s number over algebraic number fields if we had sharper upper
bounds and lower bounds for the cardinality of A.
4.4 The Unramified Case
As before, in this section we let R be the ring of integers in a number field F . Let P be
an unramified prime ideal in R, such that P lies over the odd rational prime p and has
degree of inertia f ≥ 1. Thus P‖(p). Let k be a positive integer, such that k = prk1, and so
Pr‖(k). Assume that k1|(q − 1) where q = pf and set t = (q − 1)/k1. Recall that Theorem
4.3.2 implies that when e = f = 1 the problem is reduced to one discussed in Chapter 2
and we obtain the results in Theorems 2.3.1, 2.3.2 or 2.3.4. This section focuses on f ≥ 2.
We will prove the following main result
Theorem 4.4.1. Let R be the ring of integers in a number field F . Let P be a prime
ideal in R, such that P lies over the rational prime p and has degree of inertia f ≥ 2.
Let k be a positive integer, such that k = prk1. Assume that k1|(q − 1) where q = pf and
set t = (q − 1)/k1. Also assume that the P is unramified, and that every element in the
finite field R/P ∼= RP/PP = Fq of q elements is expressible as a sum of k-th powers. Let
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γ1 = γ(k,P), then for any positive integer m,
γ(k,Pm) ≤ 2k if p = 2,
and if p is odd
γ(k,Pm) ≤

min
{(
p
p−1
)
k + δ, 17
2
(
k
k1
)2.84/ log p
+ 1
2
}
if f ≥ 2 and k1 ≤ pf/2
min
{(
p
p−1
)
k + δ,
(
f
pf/2−1
)
k
}
if f > 2 and k1 > p
f/2
(
p
p−1
)
k + δ if f = 2 and k1 > p
f/2
where δ = 1 if k1 = p− 1 and δ = 0 otherwise.
The proof of Theorem 4.4.1 follows immediately form Proposition 4.4.2 and Ramanujam’s
result [24, Proposition 1] which we give below in Proposition 4.4.1.
Suppose that the set of k-th powers inRP/PP = Fpf generates a subfield Fq1 with q1 = pf1
elements where f1|f. Notice that here f1 may be equal to f . Ramanujam proved in [24] (as
shown in Lemmas 3.2.3 and 3.2.4) that if Ak1 is the subring of RP generated by sums of
k1-th powers, then the subring
N =
{
(xp
r
0 + px
pr−1
1 + · · ·+ prxr) ∈ RP | xi ∈ Ak1 for i = 0, 1, . . . , r
}
contains Ak which is the sub ring generated by sums of k-th powers in RP . Actually
Ramanujam showed that the two set are equal unless p = 2 and f1 6= f.
Proposition 4.4.1. [24, Ramanujam, Proposition 1] Let R be the ring of integers in a
number field F . Let P be an prime ideal in R, such that P lies over the rational prime p
and has degree of inertia f ≥ 1. Let k be a positive integer, such that k = prk1 with r ≥ 1
and p - k1. Assume that k1|(q− 1) where q = pf . Also, assume that P does not ramify. For
any positive integer m
γ(k,Pm) ≤
(
p
p− 1
)
k + δ,
where δ = 1 if k1 = p− 1 and δ = 0 otherwise.
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To get the remaining upper bounds in Theorem 4.4.1, we have the following.
Proposition 4.4.2. Let R be the ring of integers in a number field F . Let P be a prime
ideal in R such that P lies over the odd rational prime p and has degree of inertia f ≥ 1.
Let k be a positive integer, such that k = prk1. Assume that k1|(q− 1) where q = pf and set
t = (q − 1)/k1. Also assume that the P is unramified, and that every element in the finite
field R/P ∼= RP/PP = Fq of q elements is expressible as a sum of k-th powers. Then for
any positive integer m
γ(k,Pm) ≤

17
2
(
k
k1
)2.84/ log p
+ 1
2
if f ≥ 2, and k1 ≤ pf/2,(
f
pf/2−1
)
k if f > 2, and k1 > p
f/2,
2k if f = 2, and k1 > p.
Lemma 4.4.1. With the same assumptions as in Theorem 4.4.2, for any positive integer
m we have
γ(k,Pm) ≤ fγ(k, pr+1),
where γ(k, pr+1) is as defined in Chapter 2.
Proof. Since P does not ramify, and p ≥ 3, by Theorem 3.2.1, we need only consider
congruences modulo Pn+1, where n = er = r. Also, it follows from Lemma 3.4.2 that
the set of sums of k-th powers in R/P is spanned over Fp by the set of k-th power units
V =
{
1, T , T
2
, . . . , T
φ(t)−1}
. Here T ∈ R is as in Section 3.4, that is, T = ak where a is a
representative for the residue class which is a generator of the group of units in R/P . Recall
also that T is a primitive t-th root of unity in R/Pr+1.
Furthermore, since every element in the finite field R/P ∼= Fq is expressible as a sum of
k-th powers, there must be a set of f linearly independent (over Fp) elements in the set V ,
say
{
T 1, T 2, . . . , T f
}
. In particular, f ≤ φ(t).
Now, since T1, T2, . . . , Tf are elements is R such that T 1, T 2, . . . , T f ∈ R/P = Fpf are
linearly independent over Fp, then as shown in Lemma 3.4.4 in Section 3.4, T1, T2, . . . , Tf
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are linearly independent over Z when viewed in R/Pr+1. Consider the set
S =
{
f∑
i=1
niTi (mod Pr+1)
∣∣ 0 ≤ ni ≤ pr+1 − 1}.
Then any two elements in S are distinct and
|S| = ∣∣R/Pr+1∣∣ = p(r+1)f .
Therefore S = R/Pr+1.
For any element α ∈ Rk, there exist rational integers n1, n2, . . . , nf ∈ Z/pr+1Z such that
α can be represented as follows
α ≡
f∑
i=1
niTi (mod Pr+1).
Let s = γ(k, pr+1) be as defined in Chapter 2. Then there exist rational integers xi1, xi2, . . . , xis
such that
ni =
s∑
j=1
xkij + λip
r+1,
for some λi ∈ Z, and thus
α ≡
f∑
i=1
s∑
j=1
xkijTi (mod Pr+1).
Hence
γ(k,Pm) ≤ fs = fγ(k, pr+1).
Remark :
Since f ≤ φ(t), the upper bound in this result is sharper than the one obtained
in Theorem 4.3.1.
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Proof of Proposition 4.4.2. As in the proof of Lemma 4.4.1, since P does not ramify, and
p ≥ 3, by Theorem 3.2.1, we need only consider congruences modulo Pr+1. If k1 ≤ pf/2 then
t =
pf − 1
k1
≥ p
f − 1
pf/2
= pf/2 − 1
pf/2
,
and since t ∈ Z the last inequality implies that t ≥ pf/2. In this case Cipra [11] and
independently Glibichuk [16], proved that
γ1 = γ(k,P) ≤ 8.
Applying the lifting results in Corollary 3.2.1 (or equivalently Corollary 3.2.2), as in section
4.3, we get
γ(k,Pr+1) ≤ 1
2
[
(2γ(k,P) + 1)r+1 + 1].
That is, we get
γ(k,Pn+1) ≤ 17
2
(17)r +
1
2
.
Since k = k1p
r then r = log
(
k
k1
)
/ log p. Thus we obtain
γ(k,Pn+1) ≤ 17
2
(17)
log
(
k
k1
)
/ log p
+
1
2
≤ 17
2
(
k
k1
)log(17)/ log p
+
1
2
=
17
2
(
k
k1
)2.84/ log p
+
1
2
.
On the other hand, if k1 > p
f/2 then from Lemma 4.4.1 we have
γ(k,Pr+1) ≤ fγ(k, pr+1) ≤ fpr+1
= fp
k
k1
<
(
fp
pf/2
)
k =
(
f
pf/2−1
)
k.
Finally, we consider the case when f = 2 and k1 > p
f/2 = p. Then from Lemma 4.4.1 as
above
γ(k,Pr+1) ≤ 2γ(k, pr+1) ≤ 2kp
k1
< 2k.
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Appendix A
UBASIC Program
The UBASIC Program used to extend the range for p in the result obtained by Voloch [34]
that γ(p, p2) ≤ 3 for p ≤ 211 except for p = 3, 7, 11, 17 and 59 to p ≤ 1000.
10 dim C%(10000):dim P%(10000):dim M%(10000)
20 input P
30 for I = 0 to P
40 M%(I) = 0:next I
50 P2 = P 2
60 for A = 1 to P − 1
70 for D = 1 to (P − 1) \ 2
80 if (p− 1)@D = 0 then goto 100
90 next D
100 if modpow(A,D, P ) = 1 then cancel for:next A
110 next D
130 if modpow(A,P − 1, P2) = 1then A = A+ P
135 print ”a = ”;A
140 for I = 0 to P − 1
150 C%(I) =modpow(A, I, P2)
170 next I
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180 for J = 0 to P − 1
190 P%(J) =modpow(J, P, P2)
200 next J
210 for B = 0 to P − 1:for C = 0 to B
220 S = (1 + P%(B) + P%(C))@P2
230 S1 =movinv(S, P2)
240 for K = 1 to P − 1
250 if modpow(C%(K) ∗ S1, P − 1, P2) = 1 then M%(K) = 1
260 next K
270 next C:next B
280 for I = 0 to P − 1
290 if M%(I) = 0 then print ”Exception”,P ,C%(I)
300 next I
310 P=nxtprm(P )
315 print ”p = ”;P
320 goto 30
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