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SOMETIMES TOO BIG:  
COMPRESSING TRAJECTORY DATA  
Ting, Wang, SAP Research & Innovation, Singapore, dean.wang@sap.com 
Abstract 
In the regime of “Big Data”, data compression techniques take crucial part in preparation phase of 
data analysis. It is challenging because statistical properties and other characteristics need to be 
preserved while the size of data need to be reduced. In particular, to compress trajectory data, 
movement status (such as position, direction, and speed etc.) need to be retained. In this paper, we 
propose two different ways to reduce trajectory data size while keeping crucial information regarding 
the object movement intact. The first of them (KiT Algorithm) identifies “key points” in the trajectory 
and use them to represent the object’s movement; and the second (PaT algorithm) treats trajectory as 
polygons so that movement properties can be obtained by analysing the geometric properties of the 
polygons. 
Keywords: Data Compression, Trajectory Data. 
 
1 INTRODUCTION 
Over the last few decades, with the increasingly accurate positioning services (e.g. GPS, AIS, Mobile 
Phone Triangulation, RFID/Wi-Fi tracking etc.) and the decreasing price of their deployment, 
locational data becoming pervasive in our daily lives and scientific researches. Either indoor or 
outdoor, it is not difficult to obtain the trace, the velocity, and even the acceleration of any moving 
entity (referred to as an object in this paper) of our interest, providing proper equipment and 
infrastructure. Massive data have been collected in various research projects since early 90s (Nyerges, 
1990). As part of the “big data regime”, interests in locational data have recently grown even more 
rapidly thanks to the new database technology and data mining techniques. When locational data 
coupled with time-stamps, it becomes spatial-temporal data — with both space (spatial) and time 
(temporal) information (Andrienko & Andrienko, 2006). The timely sequence locations of an object 
define its trajectory. When multiple objects are concerned, an ID string or number is used in trajectory 
data for identifying the objects. 
Trajectories of objects are widely used in a variety of applications. These efforts are being hampered 
by the sparse nature of data collection strategies, the sheer volume of the data, and technical issues 
associated with the use of the data. The enormous volume of data can easily overwhelm human 
analysis. This motivates the need for automated methods to compress and analyse the data. 
There are mainly two different approaches in data compression: 
 Coding based: data is encoded using fewer number of bits than the original representation.  
Data will be decoded before used in other applications or analysis; 
 Sampling based: part of the data is taken as samples while others are disregarded. Sampled 
data could be directly used in applications or analysis. However, good sampling algorithms 
will be needed to preserve statistical properties or other characteristics of the data. 
While the coding approach is more relevant to data storage and presentations techniques (such as 
video and audio compression and streaming), sampling based compression is more commonly used 
with data obtained from measurements or signals, such as trajectory data. In this paper, we will focus 
on the sampling based approach, i.e. on how to sample trajectory data efficiently and effectively. 
One major challenge in trajectory data compression it the following dilemma: 
 Key properties or features of the trajectory shall be retained after compression; 
 Key properties and features could hardly be extracted without studying the entire trajectory 
data set. 
Another challenge in trajectory data compression is that due to signal interference or technical flaw, 
data may not be accurate. For example, it’s normal to have ~10m error in GPS data. For mobile phone 
triangulation, error can go as high as 1 mile when base stations are scarcely located. Even in a tiny city 
such as Singapore, the error is ~2m on average. Effective compression algorithms need to be able to 
deal with such error/noise in the raw trajectory data.  
This lead to the desirability of solutions that could identify key features of the trajectory data with only 
partial --- and maybe inaccurate --- knowledge. In this paper, we discuss two different approaches of 
doing so.  
The first approach is to identify “key points” in the trajectory and remove the less important ones, 
namely Key-in-Trajecotry (KiT) algorithm. The second is to transform trajectory to polygons, and 
remove the non-vertex points, namely Polygon-as-Trajectory (PaT) algorithm. We will show both 
algorithms effectively reduce the number of data points in the trajectory, while the movement 
properties of the object can still be studied effectively.  
2 KEY-IN-TRAJECTORY (KIT) ALGORITHM 
As discussed in the previous section, we assume only minimum information in the raw data: the object 
ID, time stamp t, and longitude/latitude values  ,x y . For the convenience of discussion, we focus on 
a single object. The same algorithm and related discussion can easily be extended to the cases of 
multiple objects.  
We assume the raw data stream consists of a series locational data with time stamps, denoted as 
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We note that the raw data stream may not be continuous, as the signal may disappear when the 
positioning device is switched off or out of reach. Also, the object may stop moving from time to time. 
These events break the trajectory into segments. We define 5 different types of key points that 
construct a trajectory: 
 STAY Point: where the object stops moving and remain stationary for a period longer than a 
predefined constant maxT . A STAY point itself forms a trajectory segment. Denoted as S . 
 BEGIN Point: where a segment of trajectory begins. It marks the location where the signal of 
the object appears after disappeared for a period of length maxT , or the object moves off from a 
stay point for a distance longer than minD . This minimum distance control parameter minD  is 
needed to tolerate signal noises and errors. BEGIN points are denoted as B .  
 END Point: where a segment of trajectory ends, when signal fades out or object stops moving. 
A BEGIN point together with the following next END point defines a segment of the 
trajectory. Denoted as E . 
 MOVE Point: where the object moves forward without making significant turns for a 
distance longer than a predefined constant maxD . Denoted as M . 
 TURN Point: where the object turns for an angle sharper than a predefined value min . 
Denoted as T . 
We use   to denote the state of locational point P . For example,  PS  means P is of type STAY. 
The parameters ( maxD , minD , maxT , min ) can be adjust to according to the requirement of the 
trajectory data or the signal quality.  
When a new data point tP  is collected, KiT tries to identify whether it belongs to one of the 5 types 
above. If yes, we will add tP  to ' , otherwise the data point will be disregarded. In the following 
section, we describe the detection of begin, end and stay points, which is relatively more straight 
forward than detection of the move and turn points, which will be covered in Sect. 2.2. 
2.1 Identifying BEGIN, END and STAY Points 
We create Algorithm 1 for the purpose of finding points of STAY, BEGIN and END type, namely 
KiT_SBE. We use ct  to denote current time, thus ctP  is the latest (current) data point, and 1ctP   will be 
the previous (second latest) data point. 'tP  is used to denote the last data point added to trajectory ' , 
thus its time stamp 't  will be the largest in ' . We note that before considering adding 
ct
P  to '  as 
a BEGIN, END or STAY Point, we should have 
1) ' minct tP P D : the object has moved off for a minimum distance from the previous data point 
in the compressed trajectory; 
2) 1 maxc ct t T  : the time difference for the last two consecutive data points is larger than the 
maximum requirement. 
Otherwise, 
ct
P  be stored aside in a set temp , and handled by procedure KiT_MT to check if it should 
be added as a MOVE or TURN point. This is shown by line 22–23 and 26 in Algorithm 1. 
      , 
2.2 Identifying Move and Turn Points 
In short, we use “forward looking” to find MOVE points and “backward looking” to identify TURN points 
once a MOVE point is found. That is, we find a MOVE point first, by measuring the distance between the 
incoming data point (
ct
P ) and the last point added to the compressed trajectory ( 'tP ). Once a MOVE point is 
identified, we look back at those data points collected in time interval  ', ct t , which are stored in temp  by 
KiT_SBE to find the TURN points where the object makes relatively sharp turns. 
In Algorithm 2, once we find a new data point (
ct
P ) which is at least maxD  away from the last data point in the 
trajectory (
'tP ), we add it to the compressed trajectory ( ' ) as a MOVE point, otherwise add to the temporary 
storage ( temp ) as a future candidate of TURN point. 
After adding each MOVE point, the while loop from line 6 to line 16 looks at every data point stored in temp  
and tries to identify TURN points. In every look the data point with earliest time stamp in temp  is taken out of 
the storage as
At
P . It needs three criteria to qualify as a TURN point: 
• It is at least minD  away from 'tP ; 
• It is at least minD  away from ctP ; 
• It is located outside the “olive area” defined by 'tP , ctP , and min . 
Again, the use of minD  is to tolerate signal noises and errors. 
2.3 Case Study with Harbour Data 
Our office is located near the southern shore of Singapore. The Pasir Panjang Container Terminal and 
Jurong Port lies outside our window. Together, they are one of the busiest ports in the world 
(American Association of Port Authorities, 2012). We have been collecting the Automatic 
Identification System (AIS) signals since June 2012. In this study, we are using positioning data of 
3000 different ships (randomly sampled out of 3791 in total) over about three weeks’ time (from 29 
June 2012 to 16 July 2012). The data set (i.e. ) has 5708927 lines of records of locations with ship 
ID and time stamp. Although it is not real time streaming data, we simulated the data stream with 
stored data when we apply KiT. 
After compress the data using KiT, we obtained 92907 points in ' . The compression ratio is 1.63%. 
In Fig. 1 we show the trajectory obtained by KiT for one single ship and 100 ships respectively. We 
did not plot the trajectory for all the 3000 ships because the plot is simply overwhelming to make 
much sense.  
In Fig. 1a, we can see 9 segments of the ship’s trajectory are identified. In particular, we can see how 
the ship moves into the port in segment 4, then move out in segment 5. Segment 8 is a single STAY 
point, and is thus less visible in the figure. This plot shows that with as few as 1% of the data points, 
we can still re-construct the movement of the object, proving the effectiveness of KiT. 
Figure 1. Compressed Trajectory 
(a) Trajectory of One Single Ship (b) Trajectory of 100 Ships 
Fig. 1b overlays the trajectories of 100 ships. Although due to the high density of the points in the plot, 
we may not be able to see the sequence of the points, interestingly, we can learn how the ships behave 
by studying how different types of the points in distribute over the entire area. For example, a lot of 
ships make turns at the southern part of the area, indicated by high density of the TURN points (with 
yellow colour), while in the middle they simply keeps moving straight ahead, indicated by the purple 
colour MOVE points. This could be a starting point of studying the behaviour and identify regulation 
violation within the harbour area, which is an interesting extension to the applications of KiT. 
3 POLYGON-AS-TRAJECTORY (PAT) ALGORITHM 
As shown in Fig. 2
1
, PaT takes the raw position data of an object2 with UID k as input. It split the raw 
data of k’s trajectory into segments by time windows. A time window is determined by two factors — 
starting time point t and window size τ. Then each segment is processed by the convex hull algorithm 
and represented as a polygon P. That is to say, each polygon P corresponds to the movement of object 
k during a time window (determined by t and τ). The geometric properties, such as centroid location, 
area size, perimeter, and number of edges/vertices etc., are denoted as a function of k, t and τ, written 
as 
P(k, t, τ) = {geometric properties of P}. 
An overall data flow chart of PaT can be found in Fig. 3. 
                
 
 
3.1 Discover Object Behaviour 
The objective of PaT is to observe objects’ movement and extract useful information. In this section, 
we demonstrate how movement information can be extracted from the polygons derived from convex 
hull algorithm, and how their geometric properties can be used to derive properties of the trajectory. 
To fully understand the object’s movement, usually we need more than one of the trajectory properties 
                                              
1 To show the trajectory clearly, the convex hull polygons in this figure is drawn slightly larger than they should be. 
2 We assume each object is identified by an integer UID. 
Figure 2. Convex Hull Polygons of Object k Figure 3. Overall Data Flow Chart of PaT 
to make conclusion. In this section, we demonstrate how to find out four useful properties, namely 
active area, traveling pattern, similarity, and randomness, of the objects. We note that in the following 
examples certain threshold maybe required to classify the trajectory type. However, as the exact value 
of the threshold is case-dependent, we will not be able to specify suitable values of them in this 
section.  
3.1.1 Active Area 
One of the most interesting topics in movement observation is to understand the active area of the 
object, i.e. where the object stops and does something. If the object is human, active area would reflect 
where she/he lives, works or do shopping (which will be discussed in detail in Sect. V). If the object is 
a mobile sensor, it could show where is the place that the sensor is trapped, or has more data to process. 
If the object is an animal, the active area would demonstrate the living area distribution of it, which 
would be crucial for some zoologists.  
In trajectory mining algorithms it is usually done from a signal density perspective — places with 
denser locational records are considered as active areas. But the effectiveness of this kind of solutions 
hugely depends on the source locational data quality. If the object does not sense its location 
frequently, there would not be a clear different in signal density between active area and non-active 
area. Moreover, it could be difficult to find out the boundary of the active area from the signal density. 
To use these solution, we usually need to pre-define area shapes (such as grids or hexagons) to 
calculate the density. Thus the exact location of the active area can hardly be determined. 
When the trajectory is represented as polygons in PaT, the area size of a polygon is the area that the 
object has covered in the corresponding time window. Since the sliding time window has constant size, 
smaller polygons indicate the fact that the object spent the same amount of time within a smaller area. 
This could be a good indication of active area — same time window length, but less movement, as 
shown in Fig. 3 by P1. We note that this has nothing to do with the density of the signal, because we 
do not consider how many records are found within the polygon, but only interested in the boundary 
and size of it. In this way, active area in any shape can be found. 
3.1.2 Travel Patterns 
How the object moves from one active area to another, i.e. the travel pattern is also often of great 
interests in mobility observation studies. There could be two scenarios where the polygon in a 
particular time window could indicate the object is traveling. 
Firstly, as demonstrate in the previous section, polygons with small size, but long perimeter and large 
edge length variation is a result of traveling object. The long edge in this kind of polygon shows the 
fact that the object could be traveling during the time window and the short edges actually gives us 
info about the destination and starting point of the traveling. Usually in this scenario, there are few 
data points on the edge to show the route of traveling, and more information such as transportation 
means and speed is hard to be determined.  
Secondly, convex hull polygons with large size could also be a good indication that the object is 
traveling. We can understand it as a large active area, in which the object goes to multiple places. 
When we observe that some polygons with bigger size appear between two or several smaller 
polygons, we understand the user is traveling among the active areas. Fig. 4 shows how the polygon 
size evolves with the value of time window starting point. Those higher values indicate “traveling” 
while the lower parts refer to “staying”.   
 Figure. 4: Polygons Sizes with Different Values of t 
 
 
Figure. 5: Similarity between Polygons Pi and Pj 
3.1.3 Similarity 
Moving objects can usually be clustered by their trajectory similarity, which is another interesting 
field of study in mobility observation. In existing works, it is measured by the closeness of the 
locational data points. Again because of the signal quality, in particular the time of taking the records, 
the solution could be less effective than it sounds. 
For example in Fig. 5, object i and j move on their corresponding routes, which are close to each other. 
However, due to the difference in timing, the locational data points are not close, and thus the existing 
solutions may not be able to recognize them as similar trajectories. PaT converts their trajectories to 
polygons, and similarity can be estimated by the overlapping area size of the two polygons constructed 
by i and j’s trajectories, respectively. As shown in Fig. 5, the high percentage of overlapping indicates 
the two trajectories are similar to each other. Quantitatively, a similarity index S can be measured as 
the size of overlapping area divided by the total area covered by the two polygons, written as  
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where A denotes the area size of the polygon. A value of S close to 1 will indicate the given polygons 
are similar to each other. We note the measure of similarity index can be easily extended to multiple 
objects by comparing polygon sizes of the same time window across different ID’s.  
The accuracy and validity of similarity could be improved if we put the value of t into consideration, 
too. As what we have done for travel pattern analysis in the previous section, seeing how the polygon 
evolve over time gives us a better understanding to the trajectories. If two objects have polygons with 
high similarity index over several consecutive time windows, it could be more evident that these two 
objects travel in similar pattern.  
3.1.4 Randomness 
Objects may or may not move randomly. Non-random movement means the object has certain purpose 
which may be reflected by the mobility pattern. Finding out the randomness of an object could lead to 
useful use cases such as suspect behavior detection and intention detection. As far as we came across 
in our research, we haven’t seen any existing trajectory data mining techniques can measure the 
randomness of the objects.  
 
Figure. 6: Randomness Reflected by Polygon Sizes 
Thanks to many previous sound works such as (Majumdar, Comtet, & Randon-Furling, 2010) on the 
property of convex hull, we have the expect size of the convex hull formed by the trace when the 
object is moving in certain mobility model, such as Brownian motion, random walk or Levi walk etc. 
(Mantegna & Stanley, 1994). For each model, the expected size of convex hull will be a function of 
time and speed. That is to say, if we can estimate the speed of the object
3
, we can calculate a theoretic 
value for the convex hull size assuming the object is moving in certain mobility model. This theoretic 
value serves as a benchmark. By comparing the real convex hull size with this benchmark, we can 
evaluate how close the object’s moving pattern is to the model in our assumption. Usually purposeful 
movement will result in smaller convex hull size. In Fig. 6, we show how the three objects movement 
could be classified based on their randomness: object i being the most random, as its convex size is 
close to Brownian motion benchmark; object j and l show certain degree of purposeful movement, 
with l less random than j.  
3.2 Case Study --- Lifestyle Discovery 
PaT is tested with multiple locational data sets, with different positioning techniques. In this paper we 
discuss one of them: mobile device signal location data set. It’s 7-days data of a city’s mobile devices. 
This data set is available for many researchers, but few of them could really make sense out of it, due 
to the following challenges: 
1) The positioning technique for this data set is not GPS or signal triangulation. Each entry is 
a timestamp with the location of the base station that the mobile device is connecting to. 
The error could be hundreds of meters. Fig. 7 shows an example where a device is staying 
stationary but its connection is shown to be all over the place.  
                                              
3 It is usually not that difficult: 5km/h for pedestrian, 50km/h for vehicles in city streets etc.. 
2) Each entry is entered to the data set when the device makes connection to the base station. 
It could be a “keep-alive” beacon, a phone call, a sms, or data connection etc.. Thus the 
timely frequency of a single device could be quite low. In pre-processing, we have filtered 
out some extremely infrequent devices, but it is still common for a device to have as low 
as 1 or 2 entries per hour.  
 
Figure. 7: Actual vs. Recorded (Base Station) Locations 
 
We use a threshold of 300m
2
 to define active areas. Moreover, we find the repeated active area during 
the 7 days period as regular areas, which may indicate places people who carry the mobile device 
frequently visits and do something. Typically, they will be the home location or work location of the 
user of the mobile device. The results are plotted in Fig. 8, where three representative users are plotted 
and their regular areas are marked with red colour. 
• User i has two frequent locations as shown in Fig. 8a. From timestamps of the records (not 
shown in the figure), we found that the user goes to one of these two places at night, and 
visits the other during day time (work hour). We may derive that these two places being 
his home, and work place, respectively. 
• User j has multiple frequent locations — one being his home and he/she visits multiple 
places during work hour as plotted in Fig. 8b. This could be a result of his/her work — 
goes multiple places to visit customer. 
• User l has only one frequent location — home, as depicted in Fig. 8c. His/her locational 
results are all over the city and do not show any other regular active area. One possible job 
of this user is a taxi driver, who go around the city and only returns home at night. 
Figure. 8: Frequent Location of Users 
(a) User i (b) User j (c) User l 
Another even more interesting finding is that we cluster the users based on how the size of their 
convex hull polygon change over time. During this 7 day period, 166 time windows are formed and 
166 corresponding polygons are found by PaT. We use k-means algorithm on these 166-dimensional 
data to cluster the users to 5 groups. We plot the mean size of these polygons against the starting point 
of the time window in Fig. 9.  
We understand that large polygon size means the user is traveling. Therefore we can clearly observe 
that some users have peaks in morning and evening rush hour, when they are going to work and going 
home, as pointed out by “A” in the figure. On the other hand, when the users stop moving and stay put, 
their polygon size reduce. We can thus see how the users stay at work or have lunch break in the 
middle of the day, as pointed out by “B”. We can also see from the t dimension (x axis of the figure) 
that different user can be active during different time of the day, some in the day time and some at 
night, as pointed out by “C”. 
In particular, six clusters can be identified: 
1) Regular work far away from home 
2) Regular work close to home 
3) Almost stationary (home workers, etc.) 
4) All-day travellers (sales persons, etc.) 
5) All-day travellers with lunch break (drivers, etc.) 
6) Long-distance night-travellers (taxis, etc.) 
This result is significant — we classified the users based on their behaviour using PaT, despite of the 
inaccuracy and inconsistency of the source locational data. Moreover, this solution is extremely 
outstanding in one feature: we do not need to know the exact location of the user to study his/her 
lifestyle. The polygon size is irrelevant to the actual location. In this way, users’ privacy could be 
preserved and confidential information would not be leaked in the study. 
4 CONCLUSION 
In conclusion, despite the fact that it could be rather challenging, we have developed two algorithm s 
to compress trajectory data while keeping the movement property of the objects. We have shown that 
both KiT and PaT algorithms are able to reduce the size of the trajectory data by removing non-crucial 
data points. Both algorithms use geometric principles to identify important positional data points. Case 
study showed that using KiT and PaT, we can still observe objects’ movement and identify trends, 
clusters and other properties of the moving objects. 
Figure. 9: Clusters based on Polygon Area Size over Time 
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