Abstract. We approximate smooth maps defined on non-compact totally real manifolds by holomorphic automorphisms of C n .
Introduction
The aim of the present paper is to prove a version of the Andersén-Lempert Theorem with control on non-compact totally real submanifolds of C n . We use coordinates z j = x 2j−1 + ix 2j on C n , and by R s ⊂ C n we mean {z ∈ C n ; x 2j−1 = 0 for j > s, x 2j = 0 for j ≥ 1}. The following is our main result (see also Theorem 6.3 for a more general statement). Theorem 1.1. Let K ⊂ C n be a compact set, let Ω be an open set containing K, and let φ : [0, 1] × (Ω ∪ R s ) → C n , s < n, be an isotopy of smooth embeddings, φ 0 = φ(0, ·) = id, such that the following hold:
1) φ t | Ω is holomorphic for all t, 2) φ t (K ∪ R s ) is polynomially convex for all t, and 3) there is some compact set C ⊂ R s such that φ t | R s \C = id for all t.
Then for any k ∈ N we have that φ 1 is C k -approximable on K ∪ R s , in the sense of Carleman, by holomorphic automorphisms of C n .
In Proposition 4.1 we give a result to the effect that if we assume that φ t (K) is polynomially convex for all t, then there are arbitrarily small perturbations of φ t achieving 2).
As a first application of this result we also prove the following:
We define a set function h defined on closed subsets K of C n by h(K) := K \ K.
We say that a closed set K ⊂ C n has bounded E-hulls (E=exhaustion) if for any compact set Y ⊂ C n the set h(K ∪ Y ) is bounded.
The fundamental result of Andersèn and Lempert
For a non zero vector v ∈ C n let π v denote the projection of C n along v to the orthogonal complement of Cv.
Lemma 3.1. Let X be a polynomial vector field on C n and let v ∈ C n be a non zero vector. Then for any ǫ > 0 X can be written as sum X =
j=1 Y j such that the following holds. (a) X j (z) = f j (π v j (z))v j with f j ∈ (C n−1 ), v j − v < ǫ, and (b) Y j (z) = g j (π w j (z))) · z, w j w j with g j ∈ (C n−1 ), w j − v < ǫ.
Here we identify C n with it's tangent space at each point as usual. If divX = 0 the terms on the form (b) are not needed.
We will say that a decomposition of X like this is a decomposition respecting (v, ǫ).
Proof. : Writing X as a sum of its homogeneous parts it is sufficient to prove the lemma for X = X k homogeneous of degree k. For a homogeneous polynomial vector field on C n can we apply the following lemma proved in [13] (Lemma 7.6). linear formsλ j ∈ (C n ) * and vectors w j ∈ C n with λ j (w j ) = 0 and w j = 1 j = 1, 2, . . . , n · n+k−2 n−1 − n+k−2 n−1 such that the homogenous polynomial maps
of degree k together with the homogenous polynomial maps z → (λ j (z)) k−1 z, w j w j , j = 1, 2, . . . , n + k − 2 n − 1 of degree k form a basis of the vector space V k ∼ = S k ((C n ) * ) ⊗ C n of homogenous polynomial maps of degree k. Moreover if v 0 ∈ C n and a nonzero functional λ 0 ∈ (C n ) * with λ 0 (v 0 ) = 0 and v 0 = 1 and a number ǫ > 0 are given, then the vectors v i , w j together with the functionals λ i ,λ j can be chosen with v 0 − v i < ǫ v 0 − w j < ǫ and λ 0 − λ i < ǫ, λ 0 −λ j < ǫ.
Remark that the normalization for the vectors v i and v 0 is not important since constants can be moved over to the linear functionals. Now finally remark that if λ is a linear functional with a non zero vector v in it's kernel, then it factors over the projection π v .Thus (λ i (z)) k = f i (π v i ).
Perturbations of families of totally real manifolds
Without the compact set K the following perturbation result was proved by Forstnerič and Rosay in the case that M is a real analytic surface, and by Forstnerič assuming dim(M ) ≤ (2n/3). It was proved without parameters by the second author and E. Løw in [14] . The proof we give here is very similar to the non-parametric case, building on the original idea of Forstnerič and Rosay.
Proposition 4.1. Let K ⊂ C n be a compact set, and let M ⊂ C n be a smooth manifold with dim R (M ) < n. Let f : [0, 1] × (K ∪ M ) → C n be an isotopy of continuous injective maps, let K ⊂ U ′ ⊂⊂ U be open sets, and let G t : U → U t ⊂ C n be a continuous family of homeomorphisms such that
Assume that the following hold for all t:
, and 2) f t : M \ K → C n is a C k -smooth isotopy which is an embedding onto a totally real manifold.
Then for any ǫ > 0 there exist
are polynomially convex, we may achieve that g 0 = f 0 and g 1 = f 1 . Proposition 4.2. Let Ψ : B → C k be a C 1 -smooth map of the form Ψ(x) = (x, ψ(x)), where B is the unit ball in R k , and we write C k = R k ⊕ iR k . Assume that ψ is Lipschitz-α with α < 1. Then there exist ǫ, δ such that the following hold: for anyΨ with Ψ − Ψ 1,x < ǫ for all x ∈ B and any point z 0 ∈ C k \Ψ(B) with π x (z 0 ) ∈ π x (Ψ(B 1/2 )), there exists an entire function g such that
Proof. We will give the argument considering only the map Ψ, and it will be clear that it is stable under small perturbations. Write x 0 = π x (z 0 ), z ′ = x 0 + iψ(x 0 ), and consider the function h(z) = (z − z ′ ) 2 on Ψ(B): we have
Clearly Re(h(z 0 )) < 0 and so defining g(z) := ce −h(z) takes care of 1) and 2) for a suitable constant c > 0. And if δ is chosen small enough and dist(z, Ψ(b(B))) ≤ δ, we have |π x (z) − x 0 | > 0 and |π y (z)| < |π x (z)|, and so by the same calculation as above we have |g(z)| < 1. Clearly these estimates can be made to hold under small perturbations.
where B is the unit ball in R k , and Ψ is as in the previous proposition. Let ǫ be as above. Then if |Ψ − Ψ| 1,x < ǫ for all x ∈ B, we have that K := (Ψ,Φ)(B 1/2 ) is polynomially convex, whereΦ is any continuous map.
Proof. Let π k denote the projection onto C k . Now π k is an entire map which maps K onto a polynomially convex totally real manifold S ⊂ C k . Since each point of S is then a peak point for the algebra P (S) it follows that K is polynomially convex (see [16] ).
Corollary 4.4. Let K ⊂ C n be a compact set, and let M ⊂ C n be a compact totally real set. Then for any open neighborhood U of K there exist β, ǫ > 0 such that the following hold:
Proof. To show i) it is suffices by compactness to show that for any point x ∈ M \ K there exist an r > 0 such that if α is small enough, then if S ⊂ M is any closed set with x ∈ S, and if
The argument we give will make it clear that this is stable under small perturbations of M .
Fix x ∈ M \ K. By scaling there exist 0 < r 1 < r 2 << 1 and δ > 0 such that for any z 0 ∈ B r 1 (x) \ M there exists an entire function f with the following properties
Now choose β so small that if we define
Note that a function f as above will satisfy
is an open cover of Ω. For any point x ∈ B r 1 (x) \ M we let f be a function as above. Regarding f m as a cocycle onŨ 1 ∩Ũ 2 we solve Cousin problems with sup-norm estimates and get by f) holomorphic functions on Ω that separate x from K ∪ S.
We now have that h(K ∪ S) ∩ B r 1 (x) ⊂ M which implies our claim, since totally real points on polynomially convex compact sets are peak points.
The result is stable of small perturbations of M since the sizes of r 1 , r 2 and δ are stable.
Fix an open neighborhood W ⊂ C of I = [0, 1]. We will now consider subvarieties Σ and Z of W × C n , and by Σ t and Z t respectively, we will mean the fibers over a points t ∈ W .
Lemma 4.5. Let M ⊂ C n be a compact C k -smooth manifold (possibly with boundary) of real dimension m < n, and let f : [0, 1] × M → C n be a C k -smooth isotopy of embeddings such that f 0 = id and assume that f t (M ) is totally real for each t ∈ [0, 1]. Then there exists a δ > 0 such that the following hold: for any point x ∈ M and (relatively) open sets U ⊂⊂ V ⊂ B δ (x) ∩ M , any variety Σ ⊂ W × C n , and any ǫ > 0, there exists a hypersurface Z ⊂ W × C n , and a C k -smooth isotopy g :
Proof. We may assume that f t is defined onM ⊂ C n with M ⊂⊂M with f t (M ) totally real for each t. If δ is small enough we it follows from Corollary 4.3 that the following hold: for each x ∈ M there exists a parametrization φ : B →M ofM near x, B is the unit ball in R k , such that f t (φ(B)) is polynomially convex for all t, and such that B δ (x) ∩M ⊂ φ(B). Fix x and choose a cutoff function χ which is identically one on U and compactly supported in V . We now consider R k to be contained in C n−1 ⊂ C n−1 × C. By [5] we see that f t • φ is uniformly approximable in C k -norm on B × I by a family F t of holomorphic automorphisms of C n also holomorphic in t ∈ W (see also Lemma 6.4). Set Z := F t ((C n−1 × {0}) × W ). By genericity we may assume that (iv) holds. Writeg t := F t • φ −1 , and finally set g t (x) :
Proof of Proposition 4.1: We give the proof first in the case of M being an embedded cube f 0 : [0, 1] k → C n . The general case follows by covering M by a locally finite family of cubes, and succesively using the result for cubes and gluing (see [14] for details). We will prove the result by induction on k, and we note that the result is obvious for k = 0. Assume that the result holds for some k ≥ 0. To avoid working with too many indices we give the argument for passing from k = 1 to k = 2, the passing from k = 0 to k = 1 is simpler, and other cases completely similar.
Note that this still holds if we replace f t by a small C 1 -perturbation. Now by the induction hypothesis we may (by possibly having to perturb f t slightly) assume that for any collection of n + 1 cubes we also have that
t For this we successively use the induction hypothesis and creating the grid by attaching a 1-cube to collections of cubes Q ij , perturbing the isotopy each time. Finally by choosing a small enough β we may assume that h((
Finally by Lemma 4.5 we may assume that there are parametrized subvarieties Z i,j,t = Z(h i,j,t ) of C n with Q β i,j,t ⊂ Z i,j,t for all cubes not completely contained in V t , and such that for a fixed t, any collection of n + 2 subvarieties with distinct indices intersect empty.
, and let µ be a representative Jensen measure for evaluation at x. Then log |h i,j,t (x)| ≤ Kt∪M log |h i,j,t |dµ, and so if µ has mass on Q β i,j,t then x ∈ Z i,j,t . So µ has mass on at most n + 1 cubes together with Γ m,t (β) and (
Extensions of maps from totally real manifolds
In this section we show how to obtain the conditions of Theorem 6.3 starting with embeddings defined only on the manifold M . Our approach is the same as that of Forstnerič and Rosay in [8] and Forstnerič [5] but the presence of an additional compact set K complicates things.
Theorem 5.1. Let M ⊂ C n be a compact totally real manifold of class C ∞ (possibly with boundary) and let K ⊂ C n be a polynomially convex compact set. Let U be an open neighborhood of K and let ϕ : [0, 1] × (U ∪ M ) → C n be a C ∞ -smooth map such that ϕ t | M is an embedding and ϕ t | U is injective holomorphic for each fixed t. Assume also that ϕ t (K) is polynomially convex for each t. Then there exists an (arbitrarily small ) open neighborhood U ′ of K such that for any ǫ > 0 and any k ∈ N there exists a C ∞ -smooth map Φ : [0, 1] × C n → C n such that the following hold:
The content of the following lemma is essentially to be found in [8] -the difference is the claim that the identity extends to the identity.
Lemma 5.2. Let M ⊂ C n be a totally real manifold of class C ∞ , and let
Proof. The maps ϕ t already have maximal rank along M and the CauchyRiemann equations determine (at the level of jets) the extension in the complex tangent directions. We need to extend the maps in the complex normal directions, and the extensions should be ∂-flat.
For each t ∈ [0, 1] let N t denote the complex normal bundle of the embedded manifold M t . Let N denote the total bundle N = ∪ t∈ [0, 1] N t , and let
We let N e ⊂ C n+1 andÑ e ⊂ C n+1 denote embedded neighborhoods of the zero sections. These are both generic CR-manifolds. Let U be an open neighborhood of M ′ such that ϕ ≡ id on U . There is a natural bundle injection f : Proof. If {U j } is an open cover of M × I over which the bundles are trivial thenÑ is represented by a family g ij : U j → GL m (C) of C k -smooth maps (transitions from π −1 (U j ) to π −1 (U i )), and N is likewise represented by a family h ij : U ij → GL m (C). Finding an isomorphismf :Ñ → N amounts to finding local mapsf j :
We may think of such anf as a section of the C k -smooth GL m (C) fiber bundle π x : X → M × I where the matrices transform according to the rule A → h ij •A•g ji . Our given bundle injection f is then interpreted as a section of π −1
is a relative CW-complex. According to Theorem 7.1 in [11] the section f extends to a sectionf of the total bundle X. By smoothing we may assume thatf is actually a C k -smooth section.
Proof of Theorem 5.1:
Choose open subsets U j in C n for j = 1, 2, 3 such that K ⊂ U 3 ⊂⊂ U 2 ⊂⊂ U 1 ⊂⊂ U . The set U 3 will play the role of U ′ in the theorem.
Note that if ϕ ≡ id on U 2 then the theorem follows immediately from Lemma 5.2 by defining M ′ = M ∩ U 3 . To prove the theorem we will use a global holomorphic change of coordinates so that we are approximately in this situation.
By possibly having to choose a smaller U we may assume that ϕ is the uniform limit of one parameter families ψ t ∈ Aut hol (C n ), i.e., we may assume that ψ δ t → ϕ t uniformly on [0, 1] × U as δ → 0. Note that the Cauchyestimates imply:
Then θ δ t converges to the identity uniformly in C k -norm as δ → 0 on U 1 . Let χ ∈ C k 0 (U 1 ) such that χ 1 ≡ 1 near U 2 . Write θ δ t = id + σ δ t and defineθ δ t := id + (1 − χ 1 ) · σ δ t . Thenθ δ t → id uniformly in C k -norm on M ∩ U 1 as δ → 0,θ δ t is the identity on M ∩ U 2 and θ δ t = θ δ t outside U 1 . Let M ′ := M ∩ U 3 and let ϑ δ t be the extensions ofθ δ t according to Lemma 5.2 which now can be extended to the identity near K.
We set Φ t = ψ δ t • ϑ δ t for small enough δ.
A Carleman version of a result by Forstnerič and Rosay
6.1. The nice projection property. Let v ∈ C n be a nonzero vector and let ǫ > 0. By v ǫ we will mean an arbitrary vector satisfying v ǫ − v ≤ ǫ. We let π vǫ denote the orthogonal projection to the orthogonal complement of the vector v ǫ . To simplify notation we always write C n−1 for these orthogonal complements, and by RB n−1 we mean RB n intersected with the orthogonal complements. Let M be a smooth submanifold of C n . We will assume that M satisfies the following properties:
The familly π vǫ : M → C n−1 is uniformly proper, i.e., for any compact set K ⊂ C n−1 , the set
A 2 : there exists a compact set C ⊂ M such that π vǫ : M \ C → C n−1 is an embedding onto a totally real manifold, A 3 : the familly π vǫ (M ) has uniformly bounded E-hulls in C n−1 , i.e., for any compact subset K ⊂ C n−1 there exists an R > 0 such that h(K ∪ π vǫ (M )) ⊂ R · B n−1 , and A 4 : for any compact set K ⊂ M we have that x → x, v ǫ 0 is uniformly bounded away from zero on K provided ǫ 0 is small enough (depending on K).
Remark 6.1. It follows from A 3 that M has bounded E-hulls in C n .
Definition 6.2. Let M ′ ⊂ C n be a smooth manifold. If there exists a holomorphic automorphism α ∈ Aut hol C n and a pair (v, ǫ) such that the manifold M = α(M ′ ) satisfies A 1 −A 4 we say that M ′ has the nice projection property.
Theorem 6.3. Let M ⊂ C n be a totally real manifold of class C ∞ , fix a C k -norm on M , and assume that M has the nice projection property. Let K ⊂ C n be compact, and assume that K ∪ M is polynomially convex. Let Ω be an open neighborhood of K. The following hold:
smooth map with the following properties:
(a) φ 0 is the identity map, (b) φ t | is injective for all t, (c) φ t | Ω is holomorphic for all t, (d) φ t | M is an embedding for all t, (e) there exists a compact set S ⊂ M such that φ t (z) = z for all z ∈ M \ S for all t, (f ) φ t (K ∪ M ) is polynomially convex for all t.
Then for any strictly positive continuous function δ ∈ C(K ∪ M ) there exists a map ψ ∈ Aut hol C n , such that
Preparing for the proof we start with a lemma.
Lemma 6.4. Let M ⊂ C n be a compact totally real manifold (possibly with boundary) of class C ∞ , and let K ⊂ C n be a compact set such that K ∪ M is polynomially convex. Let A 1 ⊂ A 2 ⊂⊂ M \ K be closed subsets with A 1 ⊂ int(A 2 ). Let Ω be an open neighborhood of K, and let φ : Ω ∪ M → C n satisfy (a)-(d) and (f ) and also that φ t | A 2 = id for each t.
Then there exist open neighborhoods U ′ ⊂ U ⊂ Ω of A 1 , such that for any ǫ > 0, δ > 0 sufficiently small, and k ∈ N, there exists ψ : [0, 1] × C n → C n with ψ(t, ·) holomorphic for each t and real analytic in t, such that the following hold for all t ∈ [0, 1]:
Proof. By Corollary 4.4 and the assumption (f) there exists a δ small enough such that h(K(δ) ∪ M ) ⊂ Ω, so for the purpose of approximating φ on K(δ) ∪ M we may assume that K(δ) ∪ M is polynomially convex. If U ′ ⊂⊂ U ⊂⊂ U ′′ are small enough neighborhoods of A 1 , we may extend φ to be the identity on U ′′ , and by the same corollary get that
, for any ψ which is a sufficiently small perturbation of φ on K(δ) ∪ M ∪ U .
By Theorem 5.1 we may also assume that φ is ∂-flat to order k along M , and has rank n along M . It remains to show (i)-(iii) and for this we will transform this into an approximation problem without a parameter t. Set 
That we can approximate φ onK ∪M follows directly from [16] .
6.2. Proof of Theorem 6.3. Choose r 1 > 0 such that S ⊂ r 1 · B n . By possibly having to increase r 1 we may assume that φ t ((M ∩r 1 B n )∪K) ⊂ r 1 B n for all t. It follows from A 3 above that there exists an R > 0 such that
for all v ǫ − v ≤ ǫ. By possibly having to increase R we may assume that π vǫ (C) ⊂ R · B n−1 for all v ǫ − v ≤ ǫ. Given r 2 < r 3 we let A denote the annular set A = A(r 2 , r 3 ) := {z ∈ C n ; r 2 ≤ z ≤ r 3 }.
By [14] we have that if M ′ is a sufficiently small
It follows that there exists a constant ǫ 1 > 0 such that, by possibly having to decrease ǫ, we have that
6.2.1. Plan of proof. The theorem will be proved in several steps; the first steps are the same as in the usual A-L procedure.
i) First we will approximate the whole isotopy φ t (z) on K ∪ M 3 by an isotopy g t (z) which is holomorphic on C n × [0, 1]. In addition to being a good approximation on K ∪M 3 we need g t (z) to be uniformly small on a full open neighborhood U of A.
ii) We interpret g t (z) as the flow of a time dependent vector field X t (z), which we, by approximation, will assume is polynomial, and then approximate g 1 (z) by a composition of flows h j t (z) of time independent polynomial vector fields X j (z), j = 1, ..., m, all of then being uniformly small on U . iii) Each X j may we written as a sum of shear-and over-shear fields.
We will then approximate each flow h j t by a composition of shearand over-shear flows. iv) Each shear-and over-shear flow from step iii) will be modified on r 1 · B n ∪ M 3 by multiplying with smooth cutoff functions along (images of) A, thereby obtaining good (smooth) shear-and over-shear like maps defined on (images of) r 1 · B n ∪ M , being the identity outside M 3 . v) Finally, the modified maps will be interpreted as shears-and overshears defined by using the projections of r 1 · B n ∪ M along the v ǫ -s (using the good projection property), and approximated by holomorphic shears and over-shears using Carleman appoximation by entire functions.
6.2.2.
Approximation by an isotopy of holomorphic injections. Let U ′ ⊂ U be neighborhoods of A as in Lemma 6.4, and let δ be as in the same lemma. Let 0 < ǫ 2 < ǫ 1 be a small constant to be determined later. According to Lemma 6.4 there exists an isotopy ψ t of entire maps such that
We now proceed to approximate the map ψ 1 on K ∪ M 3 and the identity on M \ M 3 . We may assume that ψ 0 = id.
6.2.3.
The reduction to flows of shear-and over shear fields. Let W be a neighborhood of K(δ) ∪ M 3 ∪ U such that ψ t : W → C n is a family of injections. We define a time dependent vector field X(t, z) by
for all z 0 ∈ ψ t 0 (W ). Then ψ is the flow of X. We let X t denote the autonomous vector field we get by fixing t. Note that
and so each X t is the uniform limit of polynomial fields near ψ t (K∪M 3 ∪U ′ ). Thus Lemma 3.1 and the usual Andersén-Lempert construction allows us to find automorphisms
• Θ 1 approximates ψ 1 as well as we want near K ∪ M 3 ∪ U ′ Moreover, each Θ k is of one of the two forms
where the quantities z, v k are bounded away from zero, and the functions τ k (π k (z)) are as small as we like. Also by (iii) above we may assume that each map Θ k is as small as we like on U ′ .
6.2.4.
Approximation by smooth maps. We will now describe an inductive procedure how to modify the maps Θ k . We have that
for entire functions τ k , depending on wether Θ k is a shear or an over-shear.
At any rate, we may write
Let Θ 0 := id, and define inductivelỹ
· w k , and so this is well defined if each composition Θ(k) is small enough on U ′ . Note that Θ(N ) = x + h N (x) · w N , and that |h N · w N | is as small as we like depending on the choice of ǫ 2 above. The choice of ǫ 2 is made after fixing χ, so we choose it depending on the constant T above, and so we may assume thatΘ(N ) is as close to the identity as we like on A.
Finally we want to rewrite theΘ k -s as shears and over-shears, i.e., defined via the projections π k . First assume that the original Θ k was a shear map: if ǫ 2 was chosen small enough we have that π k (Θ(k − 1)(A)) is a totally real manifold contained in C n−1 \ R · B n−1 , so we may writeg k (x) =τ k (π k (x)) on Θ(k − 1)(A). Sinceτ k will agree with τ k near π k (Θ(k − 1)(A∩ (M 3 \ A))), we may extendτ k to be equal to the original τ k on R·B n−1 ∪π k (Θ(k−1)(M 3 \A)). We may aslo extendτ k to be zero on
If Θ k was an over-shear we write firstg k (x) = ψ k (π k (x)), we extend g k as we just did withτ k , but now we want to solve
. This is doable since x, v k is uniformly bounded away from zero (independent of k) by A 4 in the definition of the nice projection property, and we may assume that ψ k (π k (x)) is arbitrarily small compared to this.
6.2.5. Approximation by holomorphic automorphisms. We finally show by induction on k that the compositionsΘ(k) be be approximated in the sense of Carleman on K ∪ M . More generally than showing this first for k = 1 we show first that for any k we have thatΘ k may be approximated in the sense of Carleman oñ
and so it follows by [16] that the functionτ k may be approximated in the sense of Carleman on π k (Θ(k − 1)(K ∪ M )) by entire functions. Now the induction step is clear: sinceΘ k+1 may be approximated oñ Θ(k)(K ∪ M ) and sinceΘ(k) may be approximated on K ∪ M we get that Θ(k + 1) may be approximated on K ∪ M .
7.
Approximation of smooth automorphisms of R k ⊂ C n Theorem 7.1. Let φ : R s → R s be a C ∞ -smooth automorphism, and assume that s < n. Then φ can be approximated in the sense of Carleman by holomorphic automorphisms of C n , i.e., given ǫ ∈ C(R s ) and k ∈ N, there exists Ψ ∈ Aut hol C n such that |Ψ − φ| k,x < ǫ(x) for all x ∈ R s .
We start by describing a gluing procedure that will be used in an induction argument to prove Theorem 7.1. Let M ֒→ C n be a smooth embedded submanifold, and let π : N → M be an embedded neighborhood of the zero section of the normal bundle. Then any sufficiently small
Lemma 7.2. Let ψ be a smooth diffeomorphism of M , and let ǫ ∈ C(M ) be a strictly positive function. Then there exists a strictly positive δ ∈ C(M ) such that the following hold. For any m ∈ N and any smooth embedding φ : M → C n such that |φ − ψ| k,x < δ(x) for all x ∈ K m+1 , and such that φ(M ) is a δ-perturbation of M in the sense that φ(M ) can be written as a section s ∈ Γ(M, N ) where |s − id| k,x < δ(x) for all x ∈ M , the map
Proof. We check different parts of M . Since on K j we have thatφ = φ it suffices that δ(x) < ǫ(x) for all x ∈ M . On M \ K m+1 we have that φ(x) = s(ψ(x)), and given anyǫ < ǫ, it is clear that if δ decreases rapidly towards zero, then |ψ − s • ψ| <ǫ(x) for all x ∈ M . Finally there exist constants C m , m ∈ N, such that we have
for all x ∈ K m+1 \ K m , and so it is clear that the claim holds if δ decreases rapidly as x tends to infinity. Theorem 7.1 will be proved by an inductive argument where the main step will be covered by the following lemma.
is a sufficiently small C 1 -perturbation (in the sense of Carleman) of R s ⊂ C n , s < n, and let K ⊂ C n be a compact set such that K ∪ M is holomorphically convex. Assume given R > 0 such that K ⊂ RB n and a φ ∈ Diff(M ) such that φ is orientation preserving and φ = id near K ∩ M . Then for any k ∈ N, µ > 0 and strictly positive δ ∈ C(M ) there exist (arbitrarily large) l ∈ N and σ ∈ Aut hol C n such that the following hold
Proof. Note that by [14] we have that if M is a sufficiently small C 1 -perturbation of R s then h(RB n ∪ M ) ⊂ (R + 1)B n for any R > 0.
Choose a compact set C ⊂ M such that φ(M \ C) ⊂ M \ (R + 1)B n . Let X(t, x), t ∈ [0, 1] be a non autonomous smooth vector field such that φ is the time one map of X, and such that X(t, x) = 0 on M ∩ K. Denote this flow by φ t . Choose a compact set C ′ such that C ′ contains the complete φ t -orbit of C. Choose a smooth cutoff function χ ∈ C ∞ 0 (M ) such that χ ≡ 1 near C ′ . DefineX(t, x) := χ(x) · X(t, x), and letφ t denote the flow ofX. By Theorem 6.3 there exists Φ 1 ∈ Aut hol C n such that Φ 1 approximatesφ 1 on M in the sense of Carlemann, hence also φ on C, and Φ 1 approximates the identity near K. We set M 1 = Φ 1 (M ). Now choose l >> 0 such that RB n ⊂ Φ 1 • ψ(lB n ). Letσ ∈ Diff(M 1 ) be defined byσ := π 1 • φ • Φ −1
1 . Note thatσ is close to the identity on Φ 1 (C), so after a small perturbation we may assume that σ is the identity on Φ 1 (C) and furthermore σ can then be extended to the identity on (R + 1)B n which contains h(R · B n ∪ Φ 1 (M )).
By an argument similar to that above there exists Φ 2 ∈ Aut hol C n that approximatesσ on Φ 1 • ψ(M ∩ (r + 1) · B n ) and it is near the identity on RB n . Now the composition ψ := Φ 2 • Φ 1 furnishes a desired map.
Proof of Theorem 7.1: After possibly having to compose with the map (z 1 , z 2 ..., z n ) → (−z 1 , z 2 , . .., z n ) we may assume that φ is orientation preserving, and we may also assume that φ(0) = 0.
For i = 0, 1, 2, ..., we will inductively construct sequences of automorphisms ψ i ∈ Aut hol C n , real numbers R i ≤ r i , R i → ∞ as i → ∞, and diffeomorphisms φ i ∈ Diff(ψ i (R k )) such that the following hold for i ≥ 1:
(1 i ) |ψ i − φ| k,x < 1 2 ǫ(x) for all x ∈ R s ∩ r i B n (2 i ) |φ i • ψ i − φ| k,x < 1 2 ǫ(x) for all x ∈ R s , (3 i ) ψ i − ψ i−1 ψ i−1 (r i−1 B n ) < ( In addition, each ψ i (R s ) will be a sufficiently small perturbation of R s such that Lemma 7.3 applies.
If we set r 0 = r 1 = R 0 = R 1 = 0, ψ 0 = ψ 1 = φ 0 = id we get (1 1 ) − (4 1 ), and we perturb φ slightly near the origin to get a φ 1 such that (5 1 ) also holds.
To complete the induction step we now assume that (1 i ) − (5 i ) hold for some i ≥ 1. Choose R i+1 ≥ R i + 1 such that ψ i (r i B n ) ⊂ R i+1 B n . For any strictly positive δ ∈ C(ψ i (R s )) there exists by Lemma 7.3 a r i+1 > R i+1 and a σ ∈ Aut hol C n approximating φ i δ-well on ψ i (R s ∩ (r m+1 + 1)B n ), and so that setting ψ i+1 := σ • ψ i we get (1 i+1 ), (3 i+1 ) and (4 i+1 ). Using Lemma 7.2 we may also achieve that we get a mapφ i : ψ i (R s ) → ψ i+1 (R s ) such that setting φ i+1 :=φ m • σ −1 gives us (2 i+1 ) and (5 i+1 ).
It now follows from (3 i ) that the sequence Ψ := lim j→∞ ψ i converges uniformly on C n , and we may assume that the limit is injective holomorphic. Moreover it follows from (4 i ) that the sequence ψ −1 i also converges on C n , hence Ψ ∈ Aut hol C n . By (1 i ) we have that Ψ is a good enough approximation on R s .
