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Non-continuability of solutions of ordinary differential equations on ItO, co) is 
investigated by use of several Liapunov functions (Theorem 2.1). Some examples 
are given in Section 3. Necessary and suffkient conditions for continuation of 
solutions of a system x’ = y/v(x), y’ =-g(x) h(y) are given. 0 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
We consider a system of ordinary differential equations 
x’ =f(t, x) (’ = d/dt), (1.1) 
where f: [0, co) x R d + Rd is continuous. 
Non-continuability of solutions of certain differential equations has been 
studied in the papers [2, 3, 5, 61. 
In [4], two Liapunov functions have been used to investigate the 
continuability of solutions on [to, co). In this paper we use several Liapunov 
functions to determine the existence of a solution which cannot be 
continuable to +co (Theorem 2.1). The idea of Theorem 2.1 is influenced by 
the concepts of a sector and an expeller in the theory of instability. Results 
on sectors and expellers are summarized in [7, Chap. V]. Suppose for 
simplicity that the differential system (1.1) is autonomous and has zero 
solution. In [7, p. 1691, the following is stated: 
Suppose that for some E > 0, there exist an open set Q c B,= {x: llxli < E), 
a neighborhood N of an and a Cl-function E N + R ’ such that 
(i) V(x)=OontMJfTB 
(ii) f(i.i,(x)>Oand $;>OonDnNnB,. 
Assume further that there exist a Cl-function W: B,+ R’ and a continuous, 
increasing, positive definite function b such that for every x on Q 
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(iii) W(x) > 0, 
(iv> ~dx> > WW)); 
if, at last, 0 E aR, then the origin is unstable. 
. For the delimtton of V(i.,) (x) and l@~,,,,(x), see Section 2. 
Roughly speaking, Q is a sector (resp. an expeller) if (i) and (ii) (resp. (iii) 
and (iv)) hold. 
We prove the existence of a non-continuable solution of (1.1) by 
constructing sets Q& and d & which play an analogous role to the set Q in 
the above statement. 
In Section 3, we apply Theorem 2.1 to some differential equations to 
obtain the conditions which guarantee the existence of a solution which 
cannot be continuable to fco. Especially in Corollary 3.2 we give necessary 
and sufficient conditions under which all the solutions of (3.5) can be 
continuable to +cc (i.e., exist in the future). Burton [2] gave a condition 
under which x(“) + c(t) g(x) = 0 has non-continuable solutions. In 
Theorem 3.3 we give another proof of this result by use of Theorem 2.1. 
2. MAIN RESULTS AND PROOF 
Let Rd denote Euclidean d-space. Consider a system of ordinary 
differential equations 
x’ = f(t, x) (’ = d/dt) (2.1) 
wheref: [0, co) x Rd + Rd is continuous. Denote a solution of (2.1) through 
the point (to, x0) by x(t; t,, x0). 
We shall use some auxiliary functions V: [0, co) x Rd --t R’, continuous 
in (t, x) and locally Lipschitzian in x. Define 
V&t, x) = lihm ;sp h-r{ V(t + h, x t hf(t, x)) - V(t,x)}. 
+ 
We say that a continuous scalar function 4: [0, co) x R’ -+ [0, co) is of 
the class ;TT, if there exist T > t, > 0 and u0 E R’ such that the minimal 
solution u(t; t,, UJ of the equation U’ = #(t, u) is not continuable up to 
T> 0. 
For example, if $(t, U) > u(t) U(U), where a: [t,, T] + [O, co) and 
o: R’ + (0, co) are continuous satisfying 
By the comparison theorem, the following result can be easily seen. 
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THEOREM A. Let W: [O,a)XF d + R’ be locally Lipschitzian in x and 
4: [0, a) x R’ --) [0, a~) belong to fl* such that 
W(t, x) + co as /lx]] + 03 uniformly in t E [0, T], 
&.l)(f, x) > $(t, w4 xl>* 
(2.2) 
Then there exists a solution of (2.1) which cannot be continuable up to T > 0. 
Usually, however, in examples it is difficult to construct a Liapunov 
function satisfying Theorem A. We will improve Theorem A by use of 
several Liapunov functions, and obtain a theorem of varied application. 
Hereafter we will consider continuous scalar functions Vi(t, x), i = 1,2,..., k, 
and W(t,x) defined on [0, co) x Rd. 
For each ME R’ and t > 0, let S,, = (x E Rd: V,(t,x) > M for all 
1 < i < k). Define Q,, = lJIEtfO,Tl S,, and d, = ntelto,‘, S,, for each 
ME R’, to > 0 and T > to. We denote by Q$ and A& a connected 
component of Q,, and A,,, respectively, such that A& c fJ$. 
We will now give our main theorem. 
THEOREM 2.1. Let V,, V, ,..., Vk: [O,co)xRd+R1 be locally 
Lipschitzian in x. Suppose there exist ME R’, t, > 0 and T > t, such that 
A& is unbounded (2.3) 
and 
vi(*. l)Ct, x) > O for all (6 x) E [to, T] x a& 
and all I < i < k. (2.4) 
Moreover, suppose there exists a locally Lipschitz function 
W: [to, T] x Q$ + R’ which satisfies 
for any N > 0 and t E [to, T] there exists x E A& such that 
W(t, x) > N (2.5) 
and 
*cz.& x> 2 #(t, W(t, xl> for all (4x) E [to, Tl X flick 
where 4 belongs to FT. (2.6) 
Then there exists a solution of (2.1) which cannot be continuable up to T. 
We remark that QzT = A& when I’, , V2,..., V, are independent oft. In this 
case we have the following corollary, which is useful for application. Let S,* 
be a connected component of S, = {x E Rd: V,(x) > M for all 1 Q i < k}. 
409/104/l-5 
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COROLLARY 2.1. Let V,, Vz,..., V,: Rd -+ R’ be locally Lipschitzian in 
x. Suppose there exist ME R’, t, > 0, and T > t, such that 
S,* is unbounded (2.7) 
and 
viji(2.1)(t, x> > O for all (t, x) E [to, T] X Sz 
and all 1 < i < k. (2.8) 
Moreover, suppose there exists a locally Lipschitz function W: S,* -+ R’ 
which satisfies 
and 
for any N > 0 there exists x E Sz such that W(x) > N 
~c2.1j(f, x) > WW)> for all (6 x) E [to, Tl x si, 
(2.9) 
where@ R’ -+ (0, 00) satisfies I cc dx - 0 qqx) < O”. (2.10) 
Then there exists a solution of (2.1) which cannot be continuable up to T. 
Note that in general pi’i(2.1j andpi/‘,,.,, depend on t, even if V,(x) and W(x) 
are independent of t, because (2.1) is a non-autonomous system. 
Proof of Theorem 2.1. Suppose that all solutions of (2.1) can be 
continuable up to T. We first show that for any (tl , xi) E [to, T] X A&, 
x(t; t, 3 Xl> E .n:, for all t E [tl, T]. (2.11) 
If the assertion is false, then there existj: 1 < j < k and t, E (tl, T] such that 
Vj(tZ 3 X(t, ; t, 3 ~1)) = M (2.12) 
and 
Vj(t,X(t;tl,X1)) >M for all t E [t,, tJ. (2.13) 
It follows from (2.4) and (2.13) that 
vj(t, x(t; t19 xl>> > vj(tl 5 xl> for all t E [tl, t2). 
Since Vj is continuous, we have 
Vj(t,,X(t,;t,,X,))> Vj(t,,X,)>M, 
which contradicts (2.12). 
Since 4 belongs to XT, the minimal solution u(t; to, u,) of the equation 
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u’ = Q(t, u) cannot be continuable up to T. By (2.5) there exists x0 E A& 
such that 
w(t, 3 x,) > uo * (2.14) 
Consider a solution x(t; to, x0) of (2.1). Then (2.11) yields 
x(t; f,, x0) E a,*, for all t E [t,, T]. 
Since N’(t, x(t; tO,xo)) is continuous on It,, T], there exists B > 0 such 
that 
Wt, x(c to, x,,>> < B for all t E [to, T]. 
Using the comparison theorem, we have from (2.6) that 
(2.15) 
w(t, x(c to 3 x0)) > et; 109 wo, x0)). (2.16) 
Since $ belongs to Fr and (2.14) holds, u(t; to, u,) and thus 
u(t; to, W(I,, x0)) are not continuable up to T. Then by (2.16) 
W(t, x(t; to, x,)) is not bounded, which contradicts (2.15). This completes 
the proof. 
3. APPLICATION 
In this section we will show some applications of results in Section 2. 
We first consider the unforced Lienard equation 
x’/ + f(x) x’ + g(x) = 0 (3.1) 
or the equivalent system 
x’ = y - F(x), 
Y’ = -g(x), 
(3.2) 
where f and g are continuous for all x E R’ satisfying xg(x) > 0 for x # 0, 
and J’(x) = JX f(t) &. 
It is known that under the assumption f(x) 2 0 for all x E R’, every 
solution of (3.1) is bounded if and only if 
(See [Il.) 
By the above statement, it would be reasonable to assume the boundedness 
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of F(x) and G(x) = s: g(r) d{, when we discuss non-continuability of 
solutions of (3.2). 
We give sufftcient conditions for existence of a non-continuable solution 
of (3.2). 
Let @J(X) be a continuous function on R’. We define @J-(X) and Q+(x) by 
Q-(x) = max(O, -Q(x)) and Q+(x) = max(O, Q(x)). 
THEOREM 3.1. Suppose that 
I 
co 
g(x) dx < ~0, sup F(x) < co and 
0 X>O I 
m dx 
0 1 +F-(x) 
< co, (3.3) 
I 
-m 
g(x) dx < 00, infoF(x)>-oo and jiR: I+z(x) > --al; (3.4) 
0 + 
then for each T > 0 there exists a solution of (3.2) which cannot be 
continuable up to T. 
Proof. Assume that (3.3) holds, then there exist M > 0 and N > 0 such 
that 
G(x) < ~4 and F(x) G N for all x > 0. 
Define Vi(x, y) = (y -N - 2)*/2 + G(x) and V,(x, y) =x2/2 on R2. Let 
S,* = {(x, y): y - N - 2 > d2(M - G(x)) and x > @} and W(x, y) = x 
on S,*, then these clearly satisfy (2.7) and (2.9). We obtain for all 
(x3 Y) E s,* 
v w&, Y> = g(x)@’ + 2 -F(x)) 2 0 
and 
therefore (2.8) holds on [0, T] x Sz. Finally, for all (x, y) E S,* 
&3.2)(X? Y) = Y -F(x) 
>N+2-F(x) 
2 1 +F-(W-J 
Thus it follows from (3.3) that W(x, y) satisfies (2.10) on [0, T] x Sz. The 
proof is now completed in case (3.3) holds. 
If (3.4) holds, then a similar argument may be given in Quadrant III of 
the (x, y)-plane. This completes the proof, 
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We next consider a system 
Y x’ zz- 
v(x) ’ (3.5) 
Y’ = -g(x) h(Y), 
where w: R’ --+ (0, co), h: R’ + (0, co) and g: R’ -+ R’ are continuous and 
xg(x) > 0 for x # 0. Define T(x) = (G g(c) w(r) d< and H(y) = li (q/h(q)) dy. 
THEOREM 3.2. Suppose that one of the following conditions (3.6)-(3.9) 
holds. Then for each T > 0, there exists a solution of (3.5) which cannot be 
continuable up to T. 
J 
cc 
g(x) v(x) dx < O-J and 
0 I 
00 
v(x) dx < 00, (3.6) 
0 
.I 
-co ---co 
g(x) w(x) dx < 00 and J y(x) dx > -00, (3.7) 0 0 
I 
-00 
Ldy< m, 
o h(y) 
1 
O” Y -dy < 03. 
o 0) 
(3.8) 
Proof. First of all, we remark that T(x) and H(y) are monotone 
increasing (resp. decreasing) for x > 0 and y > 0 (resp. x < 0 and y < 0). 
Suppose that (3.6) holds. Then there exists /I > 0 such that H(JI) < 
2 jp g(x) u/(x) dx. Choose a > 0 such that H(a) = H(,f?)/2, and let 
M = H(a) + la, g(x) y(x) dx. 
0 
Define V,(x, y) = T(x) + H(y) and V,(x, y) = H(/I) + A4 - H(y) on R2. We 
choose S,* as a connected component of S, such that S,*= ((x, y): x > 0, 
y > 0 and M-T(x) < H(y) < H(J)}. It is easily seen that S$ is an 
unbounded set and H(a) < H(y). We have for all (x, y) E S,* 
C(3.&~ Y> = 0, 
~2(3.& Y) = ‘!dX)Y 2 0, 
which show that (2.8) holds on [0, T] x Sz. 
Now define W(x, y) =x on S,*, then it is clear that (2.9) holds, and we 
have 
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Thus it follows from Ip v(x) dx < co that W(x, y) satisfies (2.10) on 
[0, T] x S,*. The proof is now completed in case (3.6) holds. 
If (3.7) holds, then a similar argument may be given in Quadrant III of 
the (x, y)-plane. 
We next suppose that (3.8) holds. Then there exists /3 > 0 such that r@?) < 
2 j”;” (y/h(y)) dy. Choose a > 0 such that T(a) = r(,f?)/2, and let 
Define V,(x, y) = T(x) + H(y) and V,(x, y) = r(j?) + M -T(x) on R*. We 
choose S,* as a connected component of S, such that Sz = {(x, y): x > 0, 
y < 0 and M-H(y) < T(x) < TV)}. It is easily seen that Sz is an 
unbounded set and r(a) < Z’(x). We have for all (x, y) E S,* 
~2(3.,,(X~ Y> = -&)Y > 03 
which show that (2.8) holds on [O, T] x S,*. 
Now define W(x, y) = -y on Si, then it is clear that (2.9) holds, and we 
have 
~(,.,,(X7 Y) = g(x) h(Y) 2 Kh(-W, 
where K = min aGxG4 g(x) > 0. Thus it follows from (3.8) that W(x, y) 
satisfies (2.10) on [0, T] x S ,*. Then the proof is now completed in case 
(3.8) holds. 
If (3.9) holds, then a similar argument may be given in Quadrant II of the 
(x, y)-plane. This completes the proof. 
We next give the necessary and suffkient criterion for continuation of 
solutions of (3.5) by use of Theorems in [4] and [8]. Let define Y(x) = 
J-t w(t) &. 
COROLLARY 3.2. Every solution of (3.5) exists in the future if and only 
if 
WY) -+ aJ as IYI-,00 (3.10) 
and one of the following conditions (3.1 lt(3.14) holds. 
T(x) -+ co as IxI-+m, (3.11) 
I V)l+ CQ as IxI-+co, (3.12) 
T(x)+00 as x+00 and ‘u(x) ‘--co as x+--co, (3.13) 
!P(x)-+a~ as x-+co and T(x) + a3 as x-,--co. (3.14) 
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Proof. The necessity is immediate from Theorem 3.2 and its proof. 
We shall apply theorems in [S, Theorem 1 ] and [4, Theorem 3.11 for the 
sufficiency. Suppose that (3.10) and (3.11) hold. Define V(x, y) = 
H(y) f T(x), then we can see easily that V(x, y) satisfies the conditions of 
Theorem 1 in [S]. Thus every solution of (3.5) exists in the future. 
We next assume that (3.10) and (3.12) hold. Define V(x, y) = H(y) + T(x) 
and W(x, y) = Ix], then we obtain 
h&Y Y) = 0. 
If x>O and ]y] <K, then 
*(3.5)(x, Y) = -?- K v(x) %m* 
Similarly, if x < 0 and 1 y I < K, then 
Thus V(x, y) and W(x, JJ) satisfy the conditions of Theorem 3.1 in [4]. 
Hence, every solution of (3.5) exists in the future. 
If (3.10) and (3.13) or (3.14) hold, then a similar argument may be given 
by use of Theorems 1 in [S] and 3.1 in [4]. Thus the proof is completed. 
Finally we consider an nth order equation 
XC”) + c(t) g(x) = 0 (3.15) 
or the equivalent system 
x;=xj, 
(3.16) 
. . . . . . . . . . . 
x:, = -c(t) g(x,>, 
where c: [0, co) --+ R’ and g: R’ + R’ are continuous and xg(x) > 0 for all 
x # 0. Let US define G,(X) = l: g(r) & and Gi+ l(~) = lt G,(r) d< (i = 1, 2,..., 
n- 1). 
In [2] Burton gave the sufficient condition for non-continuation of 
solutions of (3.16) as follows: 
THEOREM 3.3 [2]. Let c(t) < 0 on [to, T]. If either 
c” [l t G,-i(x)]-“” < co (3.17) 
JO 
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J --co [ 1 + (-1)” G,-,(x)] -I’” dx > -co 0 (3.18) 
holds, then there exists a solution of (3.16) which cannot be continuable up 
to T. 
We give another proof of the above theorem. 
Proof of Theorem 3.3. Since c(t) < 0 on [to, T] and c is continuous, there 
exists m > 0 such that c(t) < -m on [to, T]. Suppose that (3.17) holds. 
Define 
V,(x, >*--9 x,J = xl/n - mGnel(xl), 
vi(x, 3*.*9 x,)=x~-~x~+~ -mG,-i(xl) for 2<i<n--1 
and 
V&l ,-.., XJ =x:/2 
on R”. Let M be a positive number and 
s,*= {(Xl )...) x,): x, > a, x2 > [n(M + mG,-,(x,))]“” and 
xyPixi+ I > M t mG,-i(x,) for all 2 < i < n - 1 } 
and W(x, ,..., xn) =x, on S$, then these clearly satisfy (2.7) and (2.9). We 
obtain for all (t, x1 ,..., x,J E [to, T] x S,* 
v l(3.16) = x2(x;-2x3 - mG,-,(x,)) > 0, 
pi(3.16)=x2[(n - i)Xlf-'-*X3Xi+, tX:-i-1Xi+2 - mG+-,(xl)] >O 
for 2 < i < n - 2, 
3 n-1(3.16) =x3xn - @@> + m)g(X1)X2 2 o 
and 
‘n’3.16, = xlx2 > ‘9 
therefore (2.8) holds. Finally, for all (t, x1 ,..., XJ E [to, T] x S,*, we have 
p(3.16) =x2 > [nW + mG,-,VV)l”“. 
Thus it follows from (3.17) that W(x, ,..., x,) satisfies (2.10). The proof is 
now completed in case (3.17) holds. 
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If (3.18) holds, then a similar proof is carried out with 
V, = (-1)” [xi/n - mG,-,(x,)1, 
Vi = (-l)“-‘+I [x;-~x~+~ - v~G,-~(x,)] (i = 2,..., n - l), 
v, =x:/2, 
w= -x,, 
and 
s;= {(x1 )...) X”) E s, : xi < 0, (i = l)...) n)} 
to complete the proof of the theorem. 
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