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Abstract Bed form-induced hyporheic interactions are characterized by a nested system of ﬂow paths
that continuously exchange water, solutes, momentum, and energy. At the local scale, sediment heteroge-
neity plays a key role in the hydrodynamics and potential for biogeochemical transformations within the
hyporheic zone. This manuscript explores the role of low-permeability sedimentary layers on the interplay
between bed form-induced hyporheic exchange and groundwater upwelling. A hydrodynamic conceptuali-
zation that sequentially couples fully-turbulent ﬂow in the water column and Darcian ﬂow in the sediment
is used. Low-permeability layers are characterized by long residence times and solute accumulation. Fur-
thermore, these layers induce hydrodynamic sequestration due to the relocation and, in some cases, emer-
gence of new stagnation zones. Spatial patterns of residence time distributions and ﬂushing intensities
indicate that the interface of the low-permeability layers has the potential to be a hot spot for biogeochemi-
cal transformations and ﬂow acceleration near such interface can increase the mobilization capacity for the
products of redox chemical and microbial processes. A discussion about the possible implications that
hydrodynamic changes have on the biogeochemistry of hyporheic zones is presented; however, further bio-
geochemical experimentation and modeling are needed to validate these arguments.
1. Introduction
Exchange ﬂuxes across the aquifer-river interface not only connect groundwater and surface water resour-
ces and thus affect stream hydraulics and groundwater ﬂow, but they also signiﬁcantly impact temperature
patterns and dynamics [Cardenas and Wilson, 2007a; Arrigoni et al., 2008; Acu~na and Tockner, 2009], biogeo-
chemical cycling [Battin et al., 2008; Gu et al., 2007, 2008; Krause et al., 2009, 2013], and ecological function-
ing [Burkholder et al., 2008; Brunke and Gonser, 1997; Hayashi and Rosenberry, 2001; Boulton and Hancock,
2006; Krause et al., 2011a] of the stream-aquifer continuum, that is, the hyporheic zone. Understanding
hyporheic-process dynamics requires a detailed knowledge of the major drivers (e.g., spatial variability of
head at the sediment-water interface (SWI) and hydraulic conductivity) and controls (e.g., groundwater
upwelling) of hyporheic exchange ﬂuxes (HEF) and their characteristic spatial scales, patterns, and temporal
dynamics [Fanelli and Lautz, 2008; O’Connor and Harvey, 2008]. In this regard, the spatial extent of the hypo-
rheic mixing zone and the range and character of hyporheic residence time distributions become funda-
mental metrics to evaluate the physical, biological, and biogeochemical role of hyporheic exchange at the
local, reach, and watershed scale [Zarnetske et al., 2011a; Gomez et al., 2012].
1.1. Hyporheic Exchange, Heterogeneity, and Groundwater Upwelling: Empirical Evidence
Interactions between channel ﬂow and river morphology induce head variations that drive hyporheic
exchange along the river corridor [Bufﬁngton and Tonina, 2009]. The nature of these interactions has been
studied with ﬁeld observations and laboratory experiments in meanders [Kasahara and Hill, 2007], rifﬂe-
pool sequences [Storey et al., 2003; Kasahara and Wondzell, 2003; Kaser et al., 2009; Tonina and Bufﬁngton,
2007, 2011], step-pool sequences [Kasahara and Wondzell, 2003; Hassan et al., 2014], dunes and ripples [Thi-
bodeaux and Boyle, 1987; Elliott and Brooks, 1997; Bhaskar et al., 2012; Fox et al., 2014], debris [Sawyer et al.,
2011, 2012], and restoration structures [Fanelli and Lautz, 2008; Crispell and Endreny, 2009; Endreny et al.,
2011; Briggs et al., 2012], among others. In all cases, the presence of multiple scales of interaction, involving
nested systems of ﬂow paths with varying lengths, velocities, and residence times (RT) and stagnation zones
is a fundamental and ubiquitous hydrodynamic feature of the exchange process (see Figure 1) [see W€orman
et al., 2007; Cardenas, 2008; Stonedahl et al., 2010; Gomez and Wilson, 2013].
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Sediment heterogeneity is an additional driver of hyporheic exchange and a modulator for groundwater
upwelling [Tonina and Bufﬁngton, 2009]. Field observations highlight the importance of this mechanism
and its characteristic length scales in the hydrodynamics of the HZ and stream biogeochemical cycling. For
example, Cardenas et al. [2004] used ﬁeld measurements of hydraulic conductivity and kriging to recon-
struct heterogeneous ﬁelds of hydraulic conductivity in a sandbed channel. This study found that spatial
changes in hydraulic conductivity can induce important changes in the HEF and RT. In particular, the impact
of heterogeneity relative to other controlling factors depends on the relative positions of the heterogene-
ities and the geomorphic features. Observations in lowland rivers have also shown that structural heteroge-
neities (i.e., heterogeneities with characteristic length scales of the order of the geomorphic features driving
exchange or longer; see LPS in Figure 1) can substantially impact exchange ﬂow patterns between ground-
water and surface water and the spatial distribution of solutes such as nitrogen and oxygen within the sedi-
ments [Krause et al., 2011b, 2012a; Angermann et al., 2012; Krause et al., 2013].
In a controlled environment, ﬂume experiments have been used to understand the hydrodynamics of hypo-
rheic exchange in the presence of heterogeneities. Experiments in heterogeneous sediment beds with
small-scale correlation lengths [Salehin et al., 2004] and stratiﬁed sediments [Packman et al., 2006; Marion
et al., 2008], a particular case of structural heterogeneity, have shown that spatial variability in hydraulic
properties signiﬁcantly impact the hyporheic zone, favoring horizontal transport, limiting vertical penetra-
tion of the hyporheic zone, and, in some cases, inducing higher exchange ﬂuxes and shorter residence
times. Figure 1 illustrates both locally heterogeneous sediment with small-scale correlations lengths (see
close-up of LHeteroS) and structural heterogeneities (see LPS).
Superimposed on the driving forces of spatial variability in head and hydraulic conductivity is the effect of
groundwater upwelling (red arrows in Figure 1) from large-scale groundwater ﬂow paths [Sophocleous,
2002]. Even though isolating the individual effects of competing drivers and controls is challenging, some
detailed empirical studies have studied the modulating effect of groundwater upwelling in the hydrody-
namics and extent of the hyporheic zone [see, for example, Krause et al., 2011b; Angermann et al., 2012;
Bhaskar et al., 2012; Fox et al., 2014]. Notice, however, that with the exception of the ﬁeld observations of
Krause et al. [2011b, 2012a], Angermann et al. [2012], and Krause et al. [2013], the interplay between ground-
water upwelling and heterogeneity has been ignored in previous observational and experimental studies.
This is particularly important to explain the signiﬁcant spatial variability of groundwater upwelling observed
in lowland rivers, which is commonly attributed only to spatial variations of streambed conductivity
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Figure 1. Schematic representation of the role of low-permeability sedimentary layers on the interplay between bed form-induced hyporheic exchange and groundwater upwelling. Tur-
bulent ﬂow in the stream water column (SWC) induces spatial head variations along the sediment-water interface (SWI), which, at the same time, drives exchange with the hyporheic
zone (HZ). The extent of the HZ is modulated by the upwelling groundwater (UGW) and the presence of low-permeability sediments (LPS), resulting in stagnation zones (S) above and
bellow the LPS. Diffusion and mechanical dispersion mix hyporheic and upwelling waters along the HZ’s interface (dashed lines). The thickness of this mixing zone (MZ) depends on the
relative role of advection, diffusion, and dispersion. Typically, diffusion dominates within the LPS, resulting in a MZ that expands over the low-permeability layer. On the other hand, as
we move away from the LPS, the thickness of the MZ initially increases due to mechanical dispersion, but eventually succumbs to converging ﬂow and advective transport near the SWI.
The inserts magnify examples of locally homogeneous sediment (LHomoS) and locally heterogeneous sediment (LHeteroS), where the scale of heterogeneity is much smaller than the
scale of the LPS or the bed forms.
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[Genereux et al., 2008; Rosenberry and Pitlick, 2009; Leek et al., 2009; Kennedy et al., 2009a, 2009b; Krause
et al., 2012a, 2013; Naranjo et al., 2013].
1.2. The Role of Mathematical Models
Model-based quantiﬁcations of HEF are necessary to gain mechanistic understanding, and therefore critical
to consolidate observations, guide experimental design, and upscale processes at the reach and watershed
scales [e.g., Munz et al., 2011; Endreny and Lautz, 2012; Krause et al., 2012b; Gomez et al., 2012]. Simpliﬁed
model domains representing periodic triangular bed forms, dunes, and ripples of variable wavelengths, or
even ﬂat porous streambeds, have signiﬁcantly improved our understanding of the impacts of advective
pumping due to steady and unsteady turbulent ﬂows in homogeneous sediments [Cardenas and Wilson,
2007b; Boano et al., 2007, 2011], including the impact of groundwater upwelling [e.g., Cardenas and Wilson,
2006, 2007c; Boano et al., 2008, 2009]. Modeled upwelling reduces the depth and extent of the hyporheic
zone, supporting experimental evidence from ﬁeld and laboratory studies [Bhaskar et al., 2012; Fox et al.,
2014], and results in nonuniform upwelling zones at the sediment-water interface (Figure 1) [see, for exam-
ple, Cardenas and Wilson, 2006, Figure 2]. This is consistent with the variability of groundwater upwelling
observed in lowland rivers. The role of upwelling on hyporheic zone residence time distributions for homo-
geneous sediments has not yet been explored [for example, Cardenas and Wilson, 2006, excludes upwelling].
Mathematical models have been used to consolidate the observations of Salehin et al. [2004], Packman et al.
[2006], and Marion et al. [2008] in stratiﬁed and heterogeneous bed sediments. Tonina and Bufﬁngton
[2011] explored the role that stratiﬁcation, represented by a depth-varying impervious layer, has on hypo-
rheic exchange in rifﬂe-pool sequences. Imposing an impervious layer effectively decreases the domain
available for exchange, truncating ﬂow paths and residence times; however, the lack of exchange with this
impervious layer ignores the effects that a more realistic pervious layer would have on the ﬂow ﬁeld, resi-
dence times, and sequestration within the hyporheic zone (notice that typical ﬂumes have a solid bottom,
which implicitly mimics the effect of an impervious layer). Some previous modeling studies have included
small-scale heterogeneity implicitly [e.g., Cardenas et al., 2008; Janssen et al., 2012; Bardini et al., 2012] with
the use of a dispersion coefﬁcient (accounts for spatial velocity ﬂuctuations that are not modeled explicitly)
or explicitly using stationary random ﬁelds with spatial correlations that are small when compared to the
size of the domain [e.g., Sawyer and Cardenas, 2009; Bardini et al., 2013]. In particular, the few modeling
studies that have explicitly considered horizontal variability in subsurface hydraulic conductivity assumed
no-ﬂow conditions across the lower model boundary, thus excluding the impact of upwelling groundwater
[e.g., Cardenas et al., 2004; Sawyer and Cardenas, 2009; Ward et al., 2011, 2012; Bardini et al., 2013].
1.3. Main Propose of This Study
This manuscript explores the role of low-permeability sedimentary layers on the interplay between bed form-
induced hyporheic exchange and groundwater upwelling. Our model conceptualization is inspired by ﬁeld
observations in lowland rivers where low-permeability layers, typically composed of peat and silt deposits,
constrain the amount of hyporheic exchange and are associated with spatial variability in groundwater
upwelling [Krause et al., 2011b, 2012a; Angermann et al., 2012; Krause et al., 2013]. Heterogeneities at the scale
of the geomorphic features driving hyporheic exchange, or longer, are included in the model. These, in turn,
induce important changes on the spatial variability of groundwater upwelling. Fluxes, exchange patterns, spa-
tial extent of hyporheic zones, and hyporheic residence time distributions are the metrics used in the analysis.
In particular, we focus on exchange driven by pressure gradients due to streamﬂow over dunes; however, the
results are presented in a dimensionless framework, and as long as geometrical similarity is maintained, the
conclusions drawn can be extended to other geomorphic features driven by slightly different pressure distri-
butions at the sediment-water interface but characterized by similar nested scales of interaction (e.g., ripples,
riﬂe-pool sequences, step-pool sequences, and logs). Finally, while not the focus of this paper, an important
motivation is to understand the inﬂuence of heterogeneities on biogeochemical cycling and stream ecology.
We brieﬂy explore these implications at the end of the manuscript.
2. Methods
2.1. Conceptual Model Description
A simple two-dimensional conceptualization is used to explore the interplay between bed form-induced
hyporheic exchange, groundwater upwelling, and large-scale heterogeneities (i.e., heterogeneities with a
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characteristic length scale of the order of the bed form length or larger). The domain is composed of the
water column and sediment subdomains (see Figure 2), which are sequentially coupled at the sediment-
water interface (SWI) (@XSWI) and which have a prescribed spatially periodic pressure for the upstream (@Xu)
and downstream (@Xd) boundaries (x5 –L and x5 2L). Modeling three dunes with a periodic boundary con-
dition (PBC) allows us to mimic a large dune-bed conﬁguration with a ﬁnite domain and avoid numerical
instabilities due to boundary effects by focusing the analyses on the center bed form (x [0, L]). The upper
boundary of the domain corresponds to the top of the water column subsystem (@Xt), located at y5 d, and
the lower boundary of the domain corresponds to the bottom of the sediment subdomain (@Xb), located at
y5 –dgw.
The SWI caps an asymmetric dune with total length L, crest length Lc, and crest height H. The sediment sub-
domain is composed of two homogeneous and isotropic materials with contrasting physical properties:
sand or sand-and-gravel dominated streambed sediment and horizontal zones of low permeability (e.g.,
clay, silt, or peat). We refer to the former material as the ambient sediment and the latter as the low-perme-
ability sediment throughout the manuscript. The geometry and location for the low-permeability layer
shown in Figure 2 are given by the thickness w, depth from the surface dl, and the horizontal extent param-
eters s and r. Notice that the location and geometry of this layer can be described by 4 degrees of freedom.
In this manuscript, we focus on two illustrative cases commonly found in natural systems [e.g., Conant,
2004; Genereux et al., 2008; Kennedy et al., 2009a, 2009b; Rosenberry and Pitlick, 2009; Krause et al., 2013; Nar-
anjo et al., 2013]: (i) a continuous low-permeability layer, i.e., s5 0 (continuous scenarios) and (ii) a discontin-
uous layer with a constant opening or window at different horizontal locations (funneling scenarios).
The physical properties of the porous media are given by the intrinsic permeability ki, effective porosity hi,
and longitudinal and transversal dispersivities aLi and aTi, respectively. The subscript i is 0 and l for the ambi-
ent sediment and low-permeability layer, respectively. The ratio of the intrinsic permeabilities, kr5 kl/k0, is
varied over several orders of magnitude to evaluate the sensitivity of the system’s hydrodispersive charac-
teristics. The ratio kr5 1 corresponds to the homogenous case, that is, to the absence of a low-permeability
layer. To maintain consistent and physically based orders of magnitude for the other physical properties of
the porous media, we use well-known empirical relationships between hydraulic conductivity, porosity, and
dispersivities to relate values of kr with similar ratios of porosity and longitudinal dispersivity. Combining a
simple relationship between the grain-size distribution and permeability (k / d2m) and the Kozeny-Carman
equation (k / h3/(1 – h)2) [Freeze and Cherry, 1979; Domenico and Schwartz, 1990; Koltermann and Gorelick,
1995; Brayshaw et al., 1996], where dm is mean grain size and h is effective porosity, for both the ambient
sediment and the low-permeability layer, a third-order polynomial that relates hr5 hl/h0 and h0 can be
∂Ωd
∂Ω in
∂Ω
u
∂Ω
out
∂Ωb
∂Ωd∂ΩSWI
∂ΩSWI
∂Ω
u
∂Ω t d
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dgw
w
s
L
y
x
kl ,θl ,αLl ,αTl
qgw
H
r L - r - s
dl
L
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ib and ΔP
Water column
h(x)
Figure 2. Schematic representation of the two-dimensional alluvial system: (top) water column and (bottom) sediment. The domain used for the mathematical model assumes that the
asymmetrical dunes repeat periodically downstream (i.e., periodic boundary condition in boundaries @Xu and @Xd). Turbulent ﬂow in the water column is simulated with the steady state
Reynolds-averaged Navier-Stokes (RANS) equations, and the resulting pressure distribution at the sediment-water interface (@XSWI) is prescribed as a Dirichlet boundary driving ﬂow within
the sediment. This forcing results in spatially distributed inﬂow (@Xin) and outﬂow (@Xout) boundaries at @XSWI. Uniform groundwater upwelling is prescribed along the boundary @Xb.
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obtained. hr5 1 is the only real root of this polynomial for h0< 0.75, so this value is used for all simulations
(i.e., hl5 h0). For dispersivity, empirical relationships between the grain-size distribution and dispersivity (aL
/ dm) [e.g., Xu and Eckstein, 1997] are used. In this case, aLr5aLl=aL0 /
ﬃﬃﬃﬃ
kr
p
, which is consistent with observa-
tions in unconsolidated materials [Harleman et al., 1963; Dullien, 1991]. To summarize, the following relation-
ships are used to relate the ratios of the physical properties of the porous media in the ambient sediment
and low-permeability layers:
kr5
kl
k0
; hr5
hl
h0
51; and aLr5
aLl
aL0
5
ﬃﬃﬃﬃ
kr
p
(1)
The ratio of the longitudinal and transverse dispersivity is assumed constant, aTi/aLl5 0.1 [Gelhar et al., 1992]. It
is important to notice that these empirical relationships, even though commonly used and well known, are use-
ful to obtain a ﬁrst-order approximation; however, their validity is restricted to the limited data sets used and
involve coefﬁcients that can vary considerably and affect the proposed relationships. Additionally, the impor-
tance of aLr vanishes as kr decreases, since the low-permeability layer becomes diffusion dominated and
mechanical dispersion within the layer becomes negligible.
2.2. Flow Model
Subcritical streamﬂow with a uniform water depth d and mean downstream velocity U0 is assumed for the
water column subdomain. Turbulent ﬂow in the water column is simulated with the steady state Reynolds-
averaged Navier-Stokes (RANS) equations and the k – x closure scheme. The resulting normalized pressure
distribution along the SWI, and thus the pattern of hyporheic ﬂow, is essentially the same for fully turbu-
lent ﬂow across the range of Reynolds numbers explored (see section 1 in supporting information and Car-
denas and Wilson [2007d]). Hyporheic ﬂow in the sediment subdomain is described by Darcy’s law and the
groundwater ﬂow equation for steady ﬂow. The models, boundary conditions, and coupling of subdo-
mains (see section 1 in supporting information) are similar to those presented in Cardenas and Wilson
[2007d, 2007c].
2.3. Residence Time Model
For a representative elementary volume (REV) centered at a location x, the residence time distribution (RTD)
f(x, s) [T21], a probability density function, represents the proportion of ﬂuid parcels within the REV with a
residence time (RT) s (s 0). Then, the product f(x, n) dn is the probability of ﬁnding water particles with
a RT within the interval [n, n1dn] at the location x. The cumulative residence time distribution, CRTD or
F(x, s), represents the contribution of particles younger than s and is deﬁned as:
Fðx; sÞ5
ðs
0
f ðx; nÞdn (2)
Numerically, solving for the CRTD is an easier and more stable problem, since the boundary and initial con-
ditions are easier to handle. The moments of the RTD are an important metric deﬁned as
anðxÞ5
ð1
0
nnf ðx; nÞdn (3)
where n5 1, 2,. . ., and a0(x, t)5 1. They are related to the standard central moments with the following
relationships:
ls5E½s5a1 (4)
rs5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var ½s
p
5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22l2s
q
(5)
where ls and rs are the mean and standard deviation of the RTD, respectively.
Focusing on the sediment subdomain we model the moments and CRTD, and then estimate the RTD as
f(x, s)5 @F(x, s)/@s using the methods presented in Gomez and Wilson [2013]. The appropriate RT boundary
for steady hyporheic ﬂow ﬁeld are presented for the ﬁrst time in Appendix A. The bottom boundary condi-
tion accounts for upwelling groundwater.
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The RTD boundary condition for upwelling groundwater, fgw, is in principle unknown. To address this issue,
we explored Neumann and Dirichlet boundary conditions. First, the Neumann condition assumes a zero-
gradient RTD at the boundary (n rf5 0 over @Xb), resulting in a cleaner mathematical statement without
the need for a functional form of fgw; however, the solution always converges to extremely old waters and
truncates contributions from young waters (not shown), which is contrary to observations. On the other
hand, a Dirichlet condition, which is used in this analysis, speciﬁes a functional form for fgw. Multiple func-
tional forms have been proposed for the RTD of groundwater discharging to streams (see McGuire and
McDonnell [2006], for a review). The exponential RTD is simple (only one parameter) and by far the most
commonly used model in hydrological applications with mean residence times commonly found within the
interval 1–10 years [McGuire and McDonnell, 2006]. The exponential RTD with mean ls,gw and standard devi-
ation rs,gw5ls,gw is given by
fgwðsÞ5 1ls;gw
exp 2
s
ls;gw
 !
(6)
where the central moments are related to the moments as a1,gw5ls,gw and a2;gw5r2s;gw1l
2
s;gw52l
2
s;gw . With-
out loss of generality, we assumed a1,gw5 ls,gw5 1 year in our simulations. Notice, however, that this RTD
can have components that vary over orders of magnitude, typically going from years [McGuire and McDon-
nell, 2006] to decades [Kennedy et al., 2009b] and even centuries or longer [Frisbee et al., 2011, 2013] with the
presence of multimodality [Corcho-Alvarado et al., 2007; Gomez and Wilson, 2013]. Since the longer time
scales of this distribution have a minimal impact on the hyporheic zone’s much younger RTD (mostly due to
mixing at the HZ interface with the upwelling
groundwater), the use of an exponential model
is justiﬁed.
2.4. Definition of the Hyporheic Zone
The hyporheic zone (HZ) is deﬁned in this
paper as the area within the sediment with
more than 50% stream water. This geochemi-
cal deﬁnition is similar to the one proposed by
Triska et al. [1989], who uses 10%, but has the
advantage of resulting in a HZ similar to the
one obtained with a hydrodynamic deﬁnition
of the HZ [Gooseff, 2010] and it is less sensitive
to the dispersivity values selected. Addition-
ally, we focus on the local HZ, corresponding
to the center bed form in the interval x [0,
L]. Notice, however, that the periodic nature of
the domain and ﬂow ﬁeld results in a local HZ
that repeats for each bed form. The steady
state spatial distribution of a conservative sol-
ute within the sediments, that originates from
the stream above the center bed form (con-
centration C5 1), is given by a solution of the
advective-dispersion equation with appropri-
ate boundary conditions (see section 2 in sup-
porting information). The local HZ corresponds
to the area with concentration C(x, t) 0.5, as
illustrated in Figure 3 below.
2.5. Characteristic Scales,
Nondimensionalization, and Scenarios
The following characteristic scales are used to
nondimensionalize the model (see section 3 in
Table 1. Values Explored in the Analysis
Variable Definition Values
Turbulent Water Column
U 0.30 m s21
d 0.5 m
DP/L 0.7 Pa m21
ib 1.5 3 10
24
Sediment Geometry
L 1 m
H* H/L 0.075
Lc Lc/L 0.9
dgw dgw/L 1.5
dl dl/L 0.05, 0.15, 0.25, 0.35,
0.45, 0.60, 0.80, and 1
w* w/L 0.1
r* r/L For continuous 1 and for
funneling 0, 0.2, 0.4, 0.6, and 0.8
s* s/L For continuous 0 and for funneling 0.2
Sediment Properties
h0 0.4
k0 10
210 m2
hr hl/h0 1
kr kl/k0 1, 10
21, 1022, 1023, 1024, and 1025
aL aL/L 3 3 10
23
aT aT/L 0.1 a

L
e 0.75
Fluid Properties
q 998.2 kg m23 (at 20C)
l 1.002 3 1023 Pa s (at 20C)
Dm 10
29 m2 s21 (at 20C)
g 9.81 m s22
Groundwater Upwelling
qgw qgw/qc 0, 0.142, 0.711, 1.42, 7.11, and 14.2
ls;gw ls,gw/tc 5.5078
rs;gw rs,gw/tc 5.5078
Characteristic Scales
lc L 1 m
tc (h0L)/qc 5.7257 3 10
6 s
qc (k0/l)(P/L) 6.9860 3 10
28 m s21
Water Resources Research 10.1002/2013WR015054
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supporting information) and to assist the discussion
Length : lc5L; Time : tc5
h0L
qc
; Flux : qc5
k0
l
P
L
(7)
where g is acceleration of gravity [LT22], q is ﬂuid density [ML23], l is ﬂuid dynamic viscosity [ML21T21], and
DP5 qgibL is the pressure drop at the SWI caused by ﬂow over one dune in a channel with average slope ib
[ML21T22]. Table 1 presents the variables explored in the analysis.
3. Results and Discussion
Simulations were performed with COMSOL Multiphysics. The mesh used for the turbulent ﬂow subdomain
has about 63,000 elements with reﬁnement along the SWI boundary. The sediment subdomain has about
115,000 elements with telescopic reﬁnement close to the surface and within the low-permeability layer.
Finite element size was chosen to maintain numerical Peclet numbers below one in both advection and dif-
fusion dominated zones, minimizing artiﬁcial oscillations or other numerical instabilities [Huyakorn and
Pinder, 1983]. Finally, in both subdomains, the solutions are mesh independent.
3.1. Hyporheic Flow Patterns
The turbulent streamﬂow-generated pressure distribution along the SWI drives two hyporheic ﬂow cir-
culation systems with different sizes and penetration; the smaller one ﬂowing to the upstream end of
the dune’s stoss and the larger one ﬂowing toward the downstream end (see diverging ﬂow vectors in
Figure 3). These circulation systems are present under both neutral (no upwelling) and upwelling condi-
tions (Figures 3a and 3d) and, as shown later in this manuscript, strongly impact the RTD at the outlet of
the HZ. A fundamental feature of these ﬂow ﬁelds is the presence of stagnation zones, which for the
homogeneous cases become shallower and move from left to right as groundwater upwelling increases
(Figures 3a and 3d). The presence of a low-permeability layer increases the ﬂux intensities and com-
presses the main circulation systems relative to homogeneous conditions. If the depth of the low-
permeability layer is small enough, or the upwelling ﬂux large enough, then the HZ does not penetrate
below the low-permeability layer (Figures 3b and 3f), or even reach as deep as the top of the low-
permeability layer (Figure 3e) although the ﬂow ﬁeld is modiﬁed. An interesting feature is observed in
Figure 3c, where a circulation cell appears in the window through a discontinuous low-permeability
layer. Water circulates within the window, resulting in RTDs skewed toward younger residence times
when compared to the case of continuous low-permeability zone (s*5 0). This is similar to a transient
storage zone; although as shown in section 3.3.2, it contributes relatively low amounts of mass to the
outlet and therefore has a negligible contribution to the ﬂux-weighted RTD. This feature of the window
disappears with increasing upwelling (Figures 3f and 7f) and is less prevalent for larger values of kr (with
less of a contrast in permeability, e.g., kr5 10
21; not shown) and deeper low-permeability layers (not
shown).
Introducing a low-permeability layer modiﬁes stagnation-zone locations and, in some cases, new stagna-
tion zones appear. Additionally, stagnation-zone locations are modulated by the magnitude and direction
of the upwelling ﬂow. The interplay between the ambient horizontal ﬂow (driven by the horizontal pres-
sure drop) and upwelling induces a net upwelling direction between the horizontal and vertical (see large
arrows in Figures 3d–3f), affecting the bed form-induced HZ in different ways as upwelling intensity
changes.
The horizontal location of discontinuities in the low-permeability layer (given by parameter r) affects the
ﬂow ﬁeld, extent of the hyporheic zone, and residence times. Hydrodynamic changes depend on the loca-
tion of the window relative to the two hyporheic ﬂow circulation systems (HFCS) and the modulating role
of groundwater ﬂow. Under neutral groundwater conditions, a discontinuity induces a deeper and preferen-
tial penetration of the HZ (see Figures 3c, 6c, and 7c). This effect is ampliﬁed as the window’s location
approaches the deeper parts of the hyporheic ﬂow circulation systems (i.e., locations where the ﬂow sys-
tems penetrate deeper within the sediment). Under upwelling conditions, the funneling effect of the dis-
continuity contracts the HZ, leading to shorter RTs and dominance of shallower ﬂow paths (see Figures 3f,
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6d, and 7f). The resilience of the ﬂow patterns, however, is larger when the window is closer to the regions
where the hyporheic ﬂow circulation systems are deeper (not shown).
3.2. Net Response of the HZ
The hyporheic zone discharges to the SWI and stream in the vicinity of the bed form’s lee face. The location
of this discharge zone is not sensitive to the presence of the low-permeability zone, whether continuous or
discontinuous and whether neutral (Figures 3a–3c) or upwelling (Figures 3d–3f), unless the upwelling ﬂux is
excessive (qgw  14; not shown).
A sensitivity analysis was performed for the case of a continuous low-permeability layer (s*5 0.0, see Figure 4
and Table 1 for the parameters used). Each column in Figure 4 corresponds to a different relative permeability,
kr, with kr5 1 in the right-hand column corresponding to the homogeneous case without a low-permeability
Figure 3. Examples of different ﬂow ﬁelds (arrows) and HZs (gray surface) under neutral (left column; A-C) and upwelling (right column; D-
F) conditions. From top to bottom, rows correspond to homogeneous (kr5 1), continuous (kr5 10
25), and funneling (kr5 10
25, s*5 0.2,
and r*5 0.6) scenarios. Low-permeability layer is diffusion controlled in all cases; however, the arrows within the layer are shown to illus-
trate ﬂow direction. Upwelling scenarios use qgw51:42 and other parameters are given in Table 1.
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layer. Each row corresponds to a different dimensionless metric (see below) representing, from the top down,
the hyporheic exchange ﬂux (HEF), the maximum depth of the hyporheic zone, the area of the hyporheic
zone (e.g., the gray areas in Figure 3), and the mean, standard deviation, and coefﬁcient of variation of the
hyporheic zone RTD. Each point represents a different ﬂow ﬁeld due to changes in the depth of the low-
permeability layer, dl/L (colors), and/or dimensionless strength of the upwelling groundwater, qgw (x axis).
The HEF metric in the ﬁrst row of Figure 4 corresponds to the ﬂux-weighted values integrated along
the sections of the SWI discharging hyporheic water to the stream. The hyporheic exchange ﬂux is
estimated as
qHZ5
ð
@Xout;HZ
n  qdxð
@XSWI
dx
(8)
were Xout,HZ is the outﬂow boundary discharging hyporheic water (C> 0.5) originating from the center
dune. This ﬂux is scaled by the characteristic ﬂux value qc (see equation (7) and Table 1) as qHZ5qHZ=qc . The
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Figure 4. Sensitivity of the HEF metrics to changes in groundwater upwelling (qgw ; x axis) and depth of the continuous (s
*5 0.0) low-permeability layer (dl ; colors). Rows correspond to
the dimensionless metrics: net hyporheic ﬂux (qHZ ), maximum depth of the HZ (d

HZ ), area of the HZ (A

HZ ), ﬂux-weighted mean RT (l

s;FW ), ﬂux-weighted standard deviation RT (r

s;FW ),
and ﬂux-weighted coefﬁcient of variation (CVFW5rs;FW=ls;FW ). Columns correspond to different values of the ratio kr. Since the x axis is logarithmic in each subplot, the ﬁrst set of sym-
bols to the left represents the value of the metric under neutral conditions (qgw50). See Table 1 for the values of the other parameters.
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area of the hyporheic zone and its penetration depth are scaled as AHZ5AHZ=L
2 and dHZ5dHZ=L, respec-
tively. The ﬂux-weighted value of f, where the scalar f represents either f(x, s), F(x, s), ls(x), or rs(x), is
deﬁned as
fFWðsÞ5
ð
@Xout;HZ
ðn  qÞfðx; sÞdxð
@Xout;HZ
n  qdx
(9)
The characteristic time scale tc (see equation (7) and Table 1) is used to scale residence times and the ﬂux-
weighted values as s*5 s/tc, f FW5fFWtc;l

s;FW5ls;FW=tc , and r

s;FW5rs;FW=tc . Finally, the coefﬁcient of varia-
tion is estimated as CVFW5r

s;FW=l

s;FW .
3.2.1. Hyporheic Exchange Flux and Penetration
The net hyporheic exchange ﬂux (HEF, qHZ ), penetration of the HZ (d

HZ ), and area of the HZ (A

HZ ) in the ﬁrst
three rows of Figure 4 decrease with increasing upwelling ﬂux (qgw). When the low-permeability layer is
deep enough (large dl ), these metrics match the results for the homogeneous condition (kr5 1) and the
low-permeability layer has no impact. This threshold is not very deep; it happens for dl  0:25 in the case
of HEF and dl  0:60 in the case of dHZ and AHZ . In this asymptotic case, the decrease in dHZ and AHZ as a
function of qgw is roughly exponential over the range of upwelling and kr explored, becoming insensitive
for qgw  14. As the low-permeability layer becomes shallow enough (decreasing dl ), the net HEF, area, and
penetration depth decrease; the area and depth become very sensitive to low values of the permeability
ratio, kr. HEF, qHZ , is not very sensitive to this permeability, which is explained by the dominant role of very
shallow, fast ﬂow paths in the discharge zone. However, the HEF becomes sensitive to upwelling when
qgw  1:4, decreasing slightly. Similar results were found for a discontinuous low-permeability layer.
3.2.2. RTDs and Its Moments
The bottom three rows of Figure 4 summarize the ﬂux-weighted residence time mean (ls;FW ), standard
deviation (rs;FW ), and coefﬁcient of variation (CV

FW5r

s;FW=l

s;FW ), respectively, for a continuous low-
permeability layer. The bottom boundary of the HZ is an interface with ambient groundwater across which
there is mixing due to diffusion and dispersion. Groundwater upwelling compresses the HZ and speeds up
the dispersive mixing by increasing the speciﬁc discharge in the vicinity of this interface. Compression also
shortens ﬂow paths, reducing the residence times for ﬂow paths above the interface. In these simulations,
the upwelling groundwater is substantial older (ls;GW55:51) than the water in the hyporheic zone. Conse-
quently, the mixing increases the age of the hyporheic ﬂux. The low-permeability layer also compresses the
HZ and sequesters circulating water for smaller values of kr leading to additional aging. This complex inter-
action of compressed ﬂow paths, mixing, and sequestration leads to increasing mean RT and RT variability
as kr or the depth of the low-permeability layer decrease, or upwelling increases. Both metrics become very
sensitive to upwelling when qgw  1:42, although the coefﬁcient of variation slightly decreases. In the pres-
ence of upwelling only, the shallowest (dl  0:05) of low-permeability layers appears to have an impact on
RT mean and variability, and then only for intermediate qgw  7. In the absence of upwelling (left most
points in all graphs), kr and depth dl inﬂuence RT tailing as shown by the sensitivity of RT variability r

s;FW
and CVFW ; the mean is not affected. Once again, similar results were found for a discontinuous low-
permeability layer.
Flux-weighted RTDs (f FW ) for the HZ evidence multimodality (see Figure 5), which is expected for a nested
system of ﬂow paths. For younger ages, s* 0.01, the probability density f* is remarkably similar for both
continuous and discontinuous low-permeability layers, a wide range of kr, and even different strengths of
upwelling qgw (Figures 5a–5g). It is only when the upwelling ﬂux is sufﬁciently large, q

gw  14, that any dif-
ference appears. This suggests that the shorter, faster HZ ﬂow paths are not signiﬁcantly inﬂuenced by
structured heterogeneities or upwelling. In the homogeneous case (upper-right reference case in Figure
5g), as upwelling increases we observe the emergence of a new mode in the late-time behavior of the RTD,
which corresponds to the contribution of mixing between HZ water and upwelling groundwater along the
HZ boundary. The importance of this mode increases with qgw . Under neutral conditions (q

gw50), the pres-
ence of a low-permeability layer (continuous or discontinuous) results in the emergence of a small mode
(black line in Figure 5c), which eventually becomes a slightly heavier tail (more memory) as kr decreases
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(black line in Figure 5a). As the groundwater upwelling increases new modes appear (Figures 5a–5c); their
time of appearance decreases with qgw but is insensitive to kr. For the continuous low-permeability layer
case the size of the mode is greatest at qgw51:4. Is there something special about this ﬂux condition? It rep-
resents a rough balance between horizontal and vertical ﬂow.
3.2.3. When Does Upwelling Dominate?
Upwelling dominates heterogeneity (and to some extent the morphology-driven exchange) when
qgw  14. This is apparent in Figure 5 where the depth of low-permeability layer and the permeability of
that layer have essentially no impact on the studied geometric or residence time metrics. HEF is slightly sen-
sitive to depth, but only for a very shallow layer (dl  0:5) and it too is insensitive to kr. In short, upwelling
groundwater can dominate if it is strong enough.
3.3. Spatial Patterns of the HZ and Its Residence Times
3.3.1. Geometry of the HZ
The geometry of the HZ changes considerably when low-permeability layers are present. Figure 6 illustrates
this by showing the extent of the HZ for a continuous (a and b) and discontinuous (c and d) layer under
both neutral (a and c) and gaining (b and d) conditions for several ratios kr. Decreasing kr results in smaller
HZs and larger fractions of the total HZ being conﬁned to and above the low-permeability zone. From this
point of view, even though the HZ becomes smaller its sequestration potential and relative importance
increase when the low-permeability layer is contained within the HZ, or when mixing between the HZ and
upwelling groundwater takes place in or near the low-permeability layer.
Under neutral conditions (qgw50, Figures 6a and 6c), the presence of discontinuities in the low-
permeability layer modestly increases the size of the HZ. This is caused by the circulation cell that appears
in the window through the low-permeability layer (see Figure 3c). Under upwelling conditions, the HZ tends
to be larger for a discontinuous layer than for a continuous layer, allowing for larger portions of the HZ to
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enclose the low-permeability zone. This is explained by the funneling effect of the discontinuity, which
focuses upwelling ﬂow and compresses the HZ near the window, while it expands elsewhere.
3.3.2. Spatial Patterns of RT
Spatial variability of mean RT is a key metric to understand the impacts of structural heterogeneity such as
our low-permeability layer. Figures 7a-7f show the spatial distribution of the mean RT (ls ) for the scenarios
shown in Figure 3 with kr5 10
25. The color scale is logarithmic, so every contour line corresponds to an
order-of-magnitude change in mean RT. Younger water is present along the shallow, short ﬂow paths,
which carry most water and solutes through the HZ. Upwelling compresses the HZ and older age contours
wane, although younger ones remain essentially unchanged (compare the ﬁrst and second columns in
Figure 7). Consequently, a larger proportion of the remaining HZ is dominated by younger waters (Figures
7a and 7d), a difference sometimes referred to as rejuvenation. A considerable fraction of the HZ overlaps
the low-permeability layer, where residence times can be several orders of magnitude older than the rest of
the HZ water. This sequestration results in large age gradients along the boundary of the low-conductivity
layer.
To evaluate the effect of the permeability contrast between the ambient sediment and the low-
permeability layer (decreasing kr), we use the ratio of the mean RT for kr5 10
25 and a reference case with
kr5 10
21. The spatial variability of this metric is shown in Figures 7g–7j. Rejuvenation and aging due to a
decrease in kr are evident in this ﬁgure. For example, in the case of a continuous layer under neutral condi-
tions (Figure 7g), a decrease in kr from kr5 10
21 to kr5 10
25 leads to localized zones of rejuvenation close
to the SWI (magenta contours in the ﬁgure). This is caused by acceleration due to ﬂow convergence. On the
other hand, most of the domain becomes older (white and yellow zones in the ﬁgure). A large proportion of
the HZ above the low-permeability layer is up to 1 order of magnitude older than the reference case, but
the lower part of the HZ in and just above the low-permeability layer has a mean RT that is at least 10 times
or larger than the reference case. Similar large increases in RT are observed below the low-permeability
layer and HZ.
With this in mind, old and young water mix along the boundary of the low-permeability layer resulting in
multimodal and heavy-tailed residence time distributions (see Figure 8). Consider the neutral case with no
10-210-11 10-5k
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Figure 6. Hyporheic zone extent (blue lines) as a function of kr (see vertical black lines) for (a and b) continuous (s
*5 0.0) and (c and d) fun-
neling scenarios. Figures 6a and 6c and Figures 6b and 6d correspond to qgw50 and q

gw51:42, respectively. Points illustrate the individual
locations sampled in the sensitivity analysis for the RTD above (circles), within (squares), and below (triangles) the low-permeability layer
(gray area). The RTD for the blue circle at x*5 0.9 is shown later in Figure 8. LFI(y) is the length used to estimate the ﬂushing intensities.
(dl 50:15, r
*5 0.6, and s*5 0.2).
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upwelling (Figure 8a). When the permeability is homogeneous (black circles corresponding to kr5 1), unim-
odality and light tailing is observed; (note: the wiggles for s* 5 represent numerical oscillations, not new
modes). As kr decreases, a second mode appears representing the accumulation of RT within the low-
permeability layer appears (blue circles corresponding to kr5 10
21). The low-permeability layer constraints
HZ ﬂow resulting in an earlier peak for the ﬁrst mode. Eventually, for smaller kr values, the second mode is
damped and delayed (green circles corresponding to kr5 10
22) and heavy tailing emerges (kr5 10
22 to
1025), which can be interpreted as long-term memory or sequestration (magenta circles corresponding to
kr5 10
25). When the low-permeability layer is present the ﬁrst mode appears at essentially the same age,
no matter what the permeability, and when kr 1022 the peak height remains the same, as if that perme-
ability is a threshold for controlling residence time in the hyporheic zone above the layer.
Figure 8b illustrates the case where the HZ is pushed above the low-permeability layer by upwelling (see
Figures 3f and 7f). In this situation, multimodality occurs for all cases, even the homogeneous case. It is
explained by the local circulation of the HZ (ﬁrst mode) and mixing with older upwelling groundwater along
the HZ boundary (second mode). As in the neutral case, when the low-permeability zone is present the ﬁrst
mode appears at essentially the same time, and when kr 1022 the peak height remains the same. Demon-
strating the consistency of mixing the second mode timing and peak is the same for all values of kr> 0.
The location studied for Figure 8 is depicted in Figure 6. It was selected to be near the HZ boundary with an
opportunity to mix different water sources (see the ﬂow and HZ patterns in Figures 3, 6, and 7). We also
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Figure 7. Mean RT under (a–c) neutral and (d–f) upwelling conditions. Solid blue line in Figures 7a–7f corresponds to the extent of the HZ.
Ratio of the mean RT for kr5 10
25 and kr5 10
21 under (g and h) neutral and (I and j) upwelling conditions. Solid and dashed blue lines in
Figures 7g–7j correspond to the extent of the HZ for kr5 10
25 and kr5 10
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geneous (kr5 1), continuous (kr5 10
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25, s*5 0.2, and r*5 0.6) cases. Upwelling scenarios use qgw51:42.
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studied the other point locations in Figure 6 and did so for a variety of depths dl . Consistent results were
obtained for points selected to be near the HZ boundary.
3.3.3. Flushing Intensity
Water ﬂushing intensity is a measure of the average local capacity to mobilize water and solutes by advec-
tion and is deﬁned as [after Zlotnik et al., 2010]:
FIðyÞ5 1
LFIðyÞ
ðLFIðyÞ
0
jqðx; yÞjdx (10)
where LFI(y) is the width of the HZ at a depth y (see Figure 6c). Notice that we modiﬁed the original deﬁni-
tion by Zlotnik et al. [2010] in order to focus on the ﬂushing capacity of the HZ and not of the whole system.
With a similar spirit, we also introduce an RT-weighted ﬂushing intensity, which accounts for the fact that
having high water ﬂushing capacity does not necessarily imply that the water being ﬂushed is old. The RT-
weighted ﬂushing intensity is deﬁned as
FIRT ðyÞ5 1LFIðyÞFIðyÞ
ðLFIðyÞ
0
lsðx; yÞjqðx; yÞjdx (11)
The ﬂushing intensities are expressed in dimensionless terms as FIðyÞ5FIðyÞ=qc and FIRT ðyÞ5FIRT ðyÞ=tc .
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Flushing intensity is used to evaluate the importance of the RT accumulation at the upper boundary of the
low-permeability layer. Figure 9 presents water ﬂushing intensities FI*(y) (plot a, c, e, and g) and RT-
weighted ﬂushing intensities FIRT ðyÞ (plot b, d, f, and h) for a variety of groundwater upwelling scenarios
(columns) and ratios kr. Patterns for the discontinuous layers are similar (not shown). For a prescribed
upwelling rate, the ﬂushing intensities above the low-permeability layer remain similar across all heteroge-
neous scenarios as well as the homogeneous (kr5 1) case. The convergence of ﬂow paths caused by hetero-
geneity increase water ﬂushing intensity FI*(y) near the boundary with the low-permeability layer and RT-
ﬂushing intensity FIRT ðyÞ within the low-permeability layer; both effects are ampliﬁed by increases in
groundwater upwelling (see Figures 9a, 9c, and 9e).
3.4. Hydrodynamics and Possible Biogeochemical Implications
Biogeochemistry is not the focus of this manuscript; however, understanding the role of low-permeability
layers on the HZ’s biogeochemical cycling, buffering potential, and aquatic ecology is an important motiva-
tion. In this section, we brieﬂy illustrate the possible implications that hydrodynamic changes (i.e., changes
in ﬂuxes and RTs) have on the biogeochemistry of these complex systems when residence time is used as a
master variable in biogeochemical evolution [Zarnetske et al., 2011a]. As explained in the following para-
graphs, statements based in this simple conceptualization can be biased and are only intended to guide
future detailed experimental observations and multispecies biogeochemical modeling [see, for example,
Bardini et al., 2013].
Comparisons between residence times and characteristic times for biogeochemical reactions have been
used to explain biogeochemical evolution within hyporheic zones, speciﬁcally to classify them as net
sources or sinks of solutes, nutrients, and contaminants [see, for example, Gomez et al., 2012; Zarnetske et al.,
2012; Marzadri et al., 2012; Harvey et al., 2013]. From a basic perspective, short hyporheic residence times are
likely to be associated with aerobic conditions, and therefore aerobic respiration, nitriﬁcation, and other oxi-
dizing reactions (e.g., manganese, iron, and sulﬁde oxidation) [Harvey and Fuller, 1998; Fuller and Harvey, 2000]
within the hyporheic zone. With increasing RT and continuing oxygen consumption anaerobic conditions
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Figure 9. Vertical variation (y*) of the (a, c, e, and g) ﬂushing intensity of water (FI*) and (b, d, f, and h) mean RT (FIRT ) for continuous (s
*5 0.0) scenarios under different groundwater
upwelling ﬂuxes qgw (columns). Colors correspond to different values of the ratio kr, gray area corresponds to the location of the low-permeability layer, and d

l 50:15 in all cases.
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prevail when dissolved oxygen is depleted, leading to reducing reactions such as denitriﬁcation, metal reduc-
tion, sulﬁde reduction, and methanogenesis. As these processes are microbially mediated, ﬂow and biogeo-
chemical patterns feedback with the spatial distribution of bacterial communities [Chapelle, 2000]. This
conceptualization is appropriate for simple advection-dominated hyporheic zones with uniform and well-
deﬁned solute sources, chemically homogeneous sediments, and without large-scale groundwater ﬂuxes.
That is, in cases where a stream tube model, like the one used by Marzadri et al. [2012], adequately represents
the hydrodynamics and biogeochemical evolution of the HZ. In general, this is not the case when ground-
water upwelling and low-permeability layers are present, given the importance of mixing between waters
with different biogeochemical signature and the presence of chemical and biological heterogeneity within
the sediment.
As shown in the previous section, the presence of low-permeability layers leads to important changes
in the intensity of hyporheic exchange and the shape of the HZ both under neutral and upwelling
conditions. Given the dominating inﬂuence of shallow, unaffected ﬂow paths to the total HEF, the
net effect on integrated RTDs at the outlet of the HZ is negligible and this metric does not give sufﬁ-
cient information to evaluate the net effect of large-scale heterogeneities. As biogeochemical reactiv-
ity in streambeds has been shown to be spatially variable, with hot spots of biogeochemical turnover
coinciding with structural heterogeneities [e.g., Krause et al., 2013], spatial variability of residence
times may provide a better metric to evaluate the possible biogeochemical zonation within the hypo-
rheic zone.
Systems with nested scales of interaction, like the one studied in this work, are characterized by hydrody-
namic sequestration and aging due to deceleration around stagnation zones [e.g., Jiang et al., 2011, 2012,
2014]. The presence of low-permeability zones induces additional sequestration. Their signiﬁcance depends
on the proportion of the HZ that is affected by this heterogeneity. Our simulations show that decreasing
permeability of the low-permeability layers results in smaller HZs and larger fractions of the total HZ being
conﬁned to the low-permeability zone. From this point of view, even though the HZ is smaller, the seques-
tration potential and its relative importance dramatically increases. Permeability contrasts of 2–5 orders of
magnitude are commonly found in natural environments [e.g., Kennedy et al., 2009a; Naranjo et al., 2013;
Krause et al., 2013], leading to scenarios like the ones shown in Figure 7 for kr< 10
22. The heterogeneities
not only inﬂuence sequestration but also the spatial location and number of stagnation zones leading to a
variety of aging patterns.
For some depositional environments, the low-permeability layers can have considerable amounts of organic
matter (e.g., peat deposits) [Krause et al., 2013]. In such cases, these streambed features represent an
autochthonous source of potentially bioavailable organic carbon essential for aerobic as well as anaerobic
microbial metabolic activity. In consequence, the heterogeneous spatial patterns of these organic-rich struc-
tures can create microenvironments where facultative (an)aerobe respirers and obligate anaerobes are able
to perform at high efﬁciency and metabolize under anaerobic conditions after consumption of dissolved
oxygen [Chapelle, 2000]. In this situation, the mixing of end-member waters at the interface of the low-
permeability layer becomes critical, since addition of bioavailable dissolved organic carbon at the interface
of the low-permeability layer can mix with oxygenated hyporheic water as well as upwelling (in lowland
catchments often nutrient enriched) groundwater, resulting in enhanced denitriﬁcation [Zarnetske et al.,
2011b] aided by fast mobilization due to high ﬂushing intensities.
4. Conclusions
Low-permeability layers have a minimal impact on the ﬂux-weighted RTDs for water discharging to the
stream. This is explained by the low contribution to the total HZ discharge of the ﬂow paths affected by
these layers. Enhanced dispersive mixing, between the HZ and the upwelling groundwater, increases
with upwelling ﬂuxes and results in a new characteristic mode of the HZ RTD. In general, the integrated
RTD is not the ideal metric to evaluate the role of low-permeability layers in bed form-driven hyporheic
exchange.
Our simulations show that spatial patterns of RTDs and its moments are more useful than ﬂux-weighted
RTDs to evaluate the implications of structural heterogeneity for biogeochemical transformations. Applica-
tion of this principle indicates that the interface of the low-permeability layers is expected to be a hot spot
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for biogeochemical transformations, given its capacity to mix older sequestered waters, younger hyporheic
waters, and even older upwelling groundwater. Additionally, these locations present signiﬁcant ﬂushing
intensities, indicating a high potential to mobilize the products of redox chemical and microbial processes
at the interface.
Future research focusing on the multispecies modeling of the biogeochemical evolution along different
ﬂow paths within the hyporheic zone will be needed to represent the overall efﬁciency and spatial patterns
of biogeochemical turnover for the scenarios explored in this manuscript in order to quantify hot spot
behavior of these streambed heterogeneous structures.
Appendix A: Residence Time Model
Assuming steady ﬂow and no sources or sinks, the spatial evolution of RTD f is described by:
h
@f
@s
5r  ðDrf2qf Þ (A1a)
f ðx; sÞ5dðsÞ for @Xin (A1b)
n  ðDrf Þ50 for @Xout (A1c)
f ðx52L; y; sÞ5f ðx52L; y; sÞ for @Xu and @Xd (A1d)
ð12ggwÞ½n  ðqf2Drf Þ1ggwqgw ½f2fgw 50 for @Xb (A1e)
where fgw [T
21] is the RTD of the upwelling groundwater and the hydrodynamic transport operator
r  ðDrf2qf Þ considers Darcy’s scale advection and Fickian dispersion. See Ginn [1999], Gomez et al.
[2012], and Gomez and Wilson [2013] for a detailed description of the theory and implementation of
RTD models. Incorporating effective porosity implicitly in (12), the dispersion-diffusion tensor
D5 {Dij} is deﬁned as [Bear, 1972]:
Dij5aT jqjdij1ðaL2aT Þ qiqjjqj 1Dm (A2)
with aT and aL the transverse and longitudinal dispersivities, respectively, Dm the molecular diffusion coefﬁ-
cient,  the tortuosity factor, dij the Kronecker delta function, and gup a binary function that distinguishes
between neutral and upwelling groundwater ﬂow conditions
ggw5
0 for neutral groundwater flow ðqgw 5 0Þ
1 for upwelling groundwater flow ðqgw > 0Þ
(
(A3)
Note that the model for the evolution of F can be obtained by integrating equation (A1) [see Gomez and
Wilson, 2013] and the porosity is incorporated in the deﬁnition of D as written here.
The model for the moments, an, n5 1, 2,. . ., and a0(x, t)5 1 is [Varni and Carrera, 1998; Gomez and Wilson,
2013]:
r  ðDran2qanÞ52nhan21 (A4a)
anðxÞ50 for @Xin (A4b)
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n  ðDranÞ50 for @Xout (A4c)
anðx52L; yÞ5anðx52L; yÞ for @Xu and @Xd (A4d)
ð12ggwÞ½n  ðqan2DranÞ1ggwqgw ½an2an;gw 50 for @Xb (A4e)
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