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间改进与词汇改进，提出了 WDVRM 图像标注模型．通过在 Corel 数据库进行的实验，验证了 WDVRM 模型的有
效性． 
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Abstract：Image automatic annotation is a significant and challenging problem in image retrieval and image under-
standing. Existing models ignored that different regions of images had different contributions to the overall images. So
an annotation method based on weighted district space to improve the generation probability estimation of regional 
features of the images was proposed. On the other hand, existing model did not take into account the importance of
vocabulary as well as vocabulary distribution which impacted the annotation performance. Three methods to overcome 
the above problems were proposed, including: fixed vocabulary weight method, smooth vocabulary frequency method
and weighted vocabulary’s TF-IDF method. These methods can improve the generation probability estimation of vo-
cabulary. By integrating all above improved methods of weighted district space and weighted vocabulary, WDVRM
image annotation model were proposed. Experiments conducted on Corel datasets have verified that the WDVRM
model is quite effective. 





















































利 分布取代 多项式 分布来刻画词 汇 的 概 率 分
布．Zhao 等[8]提出了 TSVM-HMM 模型，将判别分类
模型(SVM)与生成式模型(HMM)相结合，并选取 5%
的图像对每个区域进行人工标注，进而提高最终的标
注结果．Gustavo 等[9]提出了 SML 模型，将半监督学
习引入图像自动标注中，从而避免了图像的分割过
程．Yong 等[10]将全局特征、区域特征与上下文特征






CLM 模型，利用 EM 算法计算词与词之间的隐含相
关性；TMHD 模型[13]利用 WordNet 进行词关系的度












及基于词汇 TF-IDF (term frequency-inverse docu-
ment frequency)加权的标注方法，改进了词汇的生成
概率估计．综合以上区域空间改进与词汇改进，提出






图像分割算法，如较新的 Normalized Cut 等；②采用
固定分块的方法，如将图像分割成若干个固定大小的


























    
图 1 固定分块结果 
Fig.1 Results of fixed blocks 
传统的图像标注模型将区域与图像的相似性定












24 个块权值分配方案，如图 2 所示． 
 
图 2 区域空间权值分配方案 
Fig.2 Assignment of weighted district space 




w ；②中间块周围的 8 个块分配次高的权重
2
rs




















着诸多 问 题 ：①词 汇 的 语 义 层 次 问 题 ，如既有 
“tiger”、“bear”、“lion”等具体的动物，也有 “animal” 






































w+ 、 fw− 、 bw+ 、 bw− 、 aaw ，具体的权值
分配方案将在后面的实验部分给出． 
2.2 基于平滑词汇频率的标注方法 
  通过观察 Corel 5000 图像库的标注结果可以发
现，不同词汇出现的次数差异很大．图 3 为 Corel 
5000 图像库中对所有 374 个标注词出现次数进行的
统计．可以发现，它们符合 Zipf 分布的特点[16]．其
中，出现次数超过 100 次的词仅有 44 个，超过 50 次
的词只有 81 个，超过 20 次的词有 149 个，超过 10 次
的词有 217 个，也就是说大约 42%的词出现次数不超
过 10 次，约 24%的词出现次数不超过 5 次． 
 
图 3 Corel 5000图像库中标注词出现的次数统计 
Fig.3 Annotation words’ frequencies in Corel 5000 library 




































   lg lg lg
i
v i
N Rμ θ= −                  (2) 
式(2)可以看作一条斜率为θ 的直线．所以采用的平
滑公式为 






















v 在图像库中出现的总次数排名．  



















  基于词汇 TF-IDF 的权值计算公式为 
   
TF-IDF ( )1
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f v 为二值函数，如果图像 j 包含词
汇
i
v ，则 ( ) 1
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数；n 为标注词总数；N 为图像总数； ( )
j i j
f v Γ 是指




N N 为逆文档频率 fIDF，用于反映词汇 iv 是否是
普遍性词汇，即是否在许多图像中都出现；δ 为调节
TF 范围的参数；α 与 β 分别表示 TF 与 IDF 的权
重．参数α、β、δ 具体的取值将在后面实验部分给
出．需要提到的是，式(4)与标准的 TF-IDF 公式有所




权的图像自动标注模型(weighted district and vocabu-
lary relevance model，WDVRM)．该模型基于多伯努













  每幅图像 I 表示为一系列互不重叠的区域集合， 
1 | |{ , , }ID d dΘ=  ，这里采用固定分块方法，| |Θ 为区域
的个数．对每个图像区域
i
d 提取 m 维的特征向量
i













  假设图像 G 为训练图像库以外的一幅图像，G
的特征向量可以表示为 1 | |{ , , }
G G G
Θ=F F F ，其中 i
G
F
为图像 G 中第 i 个区域的特征向量．
T
W 为所有标注
词汇 |V| 的一个子集．对图像 G 的视觉表示与词汇
表示的联合概率进行建模，记为 ( , )
G T
P WF ．假设联合














W 概率的过程有 4 个步骤． 
  (1) 按照概率 ( )P IΩ 从训练集Ω 选取一幅训练
图像 I ． 
  (2) 对 1, ,i n′=  (n′为图像区域个数)：①按照条
件概率密度函数 (~| )
F
P I 生成第 i 个区域的视觉特征
i
I















的 若 干 个 标 注 词 ．根 据 上面的 概 率 生 成 过 程 ，
WDVRM 模型中图像视觉表示与词汇标注的联合概
率为 
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  主要讨论对式(6)的参数估计问题． ( )P IΩ 是图
像 I 在训练图像库中出现的概率，由于没有任何的先
验知识，所以假设 ( )P IΩ 服从均匀分布，即 ( )P IΩ =  
1/ | |Ω ，其中 | |Ω 为训练图像的数目． 
条件概率密度函数 (~| )P I
F
是用来生成区域的视
觉特征向量 1 | |, , ΘF F ，对 (~| )P IF 的分布使用非参数
核密度函数进行估计， (~| )P I
F
的估计为 
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                               (7) 
式中：m 为特征的维数；| |Θ 为图像区域的个数；
i
ξ 是
测试图像 G 对第 i 个位置的区域空间加权；
j
ψ 是训
练图像 I 对第 j 个位置的区域空间加权．式(7)对图
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式中：
,v I
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Rϖ ω= =             (10) 
  (3) 采用基于词汇 TF-IDF 的方法 
TF-IDF
( )1
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  (4) 采用 3 种方法的加权组合的方法 
   fix freq TF-IDF1 2 3j j j j
I
w w w w








词汇频率与基于词汇 TF-IDF 3 种方法的加权值．对









用的 Corel 数据集．这个图像库是由 50 个 Corel 




词汇总数量为 374．将数据集分为 3 个部分：①训练
集 4,000 幅图像；②验证集 500 幅图像；③测试集
500 幅图像．其中，验证集包括每个文件夹下的 10 幅
图像，主要用于模型参数的确定，待参数确定以后，将
验证集全部加到训练集中形成新的训练集．这样就
与其他模型采用的 4,500 幅训练图像、500 幅测试图
像相一致，每幅图像固定返回 5 个标注词． 
  每幅图像按照这种提出的分块方法，分为 6×4＝
24 个块，需要对每个块都计算其底层特征．本文的主
要工作在于新模型的建立，所以并没有使用一些较新
的特征，为了便于比较，采用了与 MBRM 相同的 30
维特征，具体包括：9 维的 RGB 空间颜色矩；9 维的
Lab 空间颜色矩；12 维的 Gabor 纹理特征，包括 3 个
尺度与 4 个方向． 
与其他的模型一样，采用单个词的查准率、查全
 











N 为测试图像库中包含标注词 w 的图像数，则 
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0.5w = ;  
  (2) 基于词汇固定权值方法
f




0.8w− = , aa 0.6w = ;  
  (3) 基于词汇 TF-IDF 的方法 5.0δ = , 4.0α = ,  
5.0β = ;  










WVRM(Fix)表示只 使 用 词 汇固定权值 的 方 法 ，
WVRM(Freq)表示只 使 用平滑词 汇频率 的 方 法 ，
WVRM(TF-IDF)表示只使用词汇 TF-IDF 的方法，
WVRM(Combined)表示将 3 种词汇加权方法进行组
合．与 MBRM 模型进行对比，结果如表 1 所示． 
  从表 1 可以看出，基于区域空间加权的方法有效
地改善了图像视觉生成概率，除了查准率比 MBRM




法以及结合 3 种词汇加权的方法在查全率和 NZR 指
标上相比 MBRM均有明显提高． 
表 1 使用区域空间加权与使用词汇加权的对比 
Tab.1  Comparison between methods of weighted district 
and weighted vocabulary 
模型 查准率 查全率 F度量 NZR
MBRM 0.224 0.237 0.230 120 
WDRM 0.223 0.248 0.235 122 
WVRM(Fix) 0.228 0.240 0.234 121 
WVRM(Freq) 0.233 0.253 0.243 124 
WVRM(TF-IDF) 0.227 0.279 0.250 127 




结果以及 3 种方法组合的结果，将提出的 WDVRM
模型与现在常见的模型进行对比，包括 TM、CRM、
MBRM、CLM、GLM[18]、CLP．实验结果如表 2 所示，
在表 2 中 WDVRM(Fix)表示采用词汇固定权值的方
法，WDVRM(Freq)表示采用平滑词汇频率的方法，
WDVRM(TF-IDF)表示采用词汇 TF-IDF 的方法，
WDVRM(Combined) 表示将 上面 3 种 方 法 进 行  
组合． 
表 2 各模型性能比较 
Tab.2 Comparison of different models’ performances 
模型 查准率 查全率 F度量 NZR
TM 0.06 0.04 0.048 49 
CMRM 0.10 0.09 0.095 66 
CLM 0.188 0.162 0.174 75 
MBRM 0.224 0.237 0.230 120
GLM 0.219 0.243 0.230 121
CLP 0.208 0.246 0.225 125
WDVRM(Fix) 0.231 0.247 0.239 124
WDVRM(Freq) 0.235 0.258 0.246 125
WDVRM(TF-IDF) 0.227 0.291 0.255 131
WDVRM(Combined) 0.232 0.296 0.260 133






中查全率最高的 CLP 模型要高出 20%；F 度量达到




  表 2 中最后两个方法的查全率以及至少被正确
标注一次的关键词数目相比前面各模型有了较大的
 










(如 WDVRM 与 MBRM 模型)效果要好于离散特征
模型(如 TM、CMRM、CLM、GLM 等模型)，即连续
特征可以更好地估计图像区域特征间的关系，避免聚





体现，所 以选取了几幅 比 较 有 代 表性的 图 像 与
MBRM 标注结果进行了对比，每个标注词的顺序是
按照概率从大到小排列，如表 3 所示． 
表 3 标注结果对比 
Tab.3 Comparison of annotation results 
3 种标注 
    
原始标注 bengal cat forest tiger shore sky town windmills locomotive railroad sky train sculpture sphinx statue stone 
MBRM water cat tiger rocks forest water sky people boats shore sky train railroad locomotive water stone statue sculpture sphinx snow
WDVRM tiger cat rocks bengal forest boats windmills people harbor sky locomotive railroad train sky rodent sphinx sculpture statue stone ice
 
  通过表 3 可以发现，相比 MBRM 模型，前两幅图
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