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Abstract
We study a quantum annealer where bosons mediate the Ising-type interactions between
qubits. We compare the efficiency of ground state preparation for direct and mediated
couplings, for which Ising and spin-boson Hamiltonian are employed respectively. This
comparison is done numerically for a small frustrated antiferromagnet, with a careful
choice of the optimal adiabatic passage that reveals the features of the boson-mediated
interactions. Those features can be explained by taking into account what we called
excited solutions: states with the same spin correlations as the ground-state but with a
larger bosonic occupancy. For similar frequencies of the bosons and qubits, the
performance of quantum annealing depends on how excited solutions interchange
population with local spin errors. We report an enhancement of quantum annealing
thanks to this interchange under certain circumstances.
1 Introduction
Quantum information theory provides us with various alternative and equivalent models
of quantum computation. In the adiabatic quantum computer (AQC) model, the
problem is formulated as a Hamiltonian Hp whose ground state encodes the solution.
The ground state is prepared slowly or ”adiabatically” [1], modulating the dynamics
and interaction of a tunable quantum system —typically a quantum simulator of a spin
Hamiltonian—, from a model and initial state that are easy to prepare H(0) = H0,
down to the final Hamiltonian H(T ) = Hp , where we expect to find the system in the
solution state. Different choices of problem Hamiltonians, initial states and adiabatic
passages correspond to different “algorithms”. Adiabatic quantum computers can be as
powerful as universal quantum computers based on quantum gates [2], provided the
Hamiltonian H is a general enough spin model. However, the experimental and
theoretical study of AQC algorithms has largely focused on combinatorial optimization
problems [3]. These are problems that are of practical interest, include families of
NP-hard problems and, most important, map to Ising models Hp =
∑
ij σ
x
i σ
x
j that have
been implemented using superconducting qubits [4] or trapped ions [5–7]. In this
reduced framework of combinatorial problems, existing AQC devices behave very much
like Monte Carlo Quantum Annealing methods for preparing ground states of spin
Hamiltonians [8]. It seems that the performance of the adiabatic quantum algorithm is
linked to the efficiency of quantum tunneling and quantum fluctuations to overcome
energy barriers and reach the true ground state of the problem [9]. Any advantage of
physical devices over other stochastic simulations must therefore come from a more
productive use of those fluctuations.
1/14
ar
X
iv
:1
80
8.
00
00
2v
1 
 [q
ua
nt-
ph
]  
30
 Ju
l 2
01
8
In this work we study the role of quantum fluctuations in adiabatic passages of
Ising-type systems where the interactions are mediated by bosonic particles, such as the
phonons of an ion trap [10] or superconducting squids coupling flux qubits [11]. Such
devices exhibit two sources of quantum fluctuations: the transverse magnetic fields that
appear in H0 =
∑
i σ
z
i , and the quantum fluctuations of the bosons that mediate the
interaction. The last type of fluctuations are usually neglected in the (slow)
perturbative coupling limit, where the interaction strength between spins and bosons g
exceeds the detuning between the bosonic excitation energy ω and the spin gap ω0 –i.e.
g  δ = |ω − ω0|–. This is not the only possible operating point, as one may get the
same effective spin-models in the ultrastrong coupling regime [12,13], where couplings
g ' δ and quantum fluctuations become an integral part of a much faster dynamics.
The question we address in this work is whether bosonic fluctuations improve or damage
the final outcome of the quantum adiabatic algorithm.
Specifically, we will present general conclusions about how bosonic fluctuations along
a passage affect the performance of quantum annealers. Our intuition is that the excess
of energy due to local errors, i.e. spin flips, can be transferred to the bosons, correcting
the error. Similar questions have been addressed in the context of Landau-Zener
transition of a single two-level system coupled to several bosonic modes [14,15]. These
works indicate that adiabaticity improve or worsen depending on the spin-boson
coupling. A work by Tian [16] also reports a speedup in a quantum annealer with
pre-existing interactions that couples to a common bosonic mode [16], due to an
enhancement of the minimum gap by the bosonic mode. However, if we remove the
direct spin-spin interactions, it seems that the common bosonic degrees of freedom can
lead to a worsening of Landau-Zener passages, according to [17]. A careful and detailed
study of a realistic model is therefore required.
The structure of the paper is as follows. In next section, we explain why and how
mediated interactions naturally appear in the implementation of a generic adiabatic
quantum computer. We will show that the spin-boson Hamiltonian can be used to
simulate a spin Hamiltonian where interactions are mediated by the bosons. In
particular, the spin-boson coupling can be engineered to create a ground-state that
encodes the solution of hard optimization problems. Section 3 contains the main results
of this work. We present the adiabatic theorem and how it imposes conditions for the
AQC to succeed. These conditions are expressed as relations between the adiabatic
ramp time, the low-energy spectrum of our model, and the rate of change of
ground-state. In section 3.2 we compare the performance of a linear adiabatic passage
for an Ising model and for a spin-boson model, both of which implement frustrated
antiferromagnetic interactions. Section 3.3 explains the problems in such comparison,
such as the differences in the spectra of both models, instantaneous correlations, etc.
Section 3.3 shows how to build a fair comparison between mediated and direct
interactions without any dependency on the parameterization. The results of this fair
comparison are shown in section 3.5, where we find evidence for the actual role of
quantum fluctuations in bosonic mediated interactions. Section 4 summarizes our
findings and the outlook for future work based on them.
2 The spin-boson quantum simulator
Let us take a general quantum Ising Hamiltonian
H =
∑
ij
Jijσ
x
i σ
x
j +
∑
i
(Biσ
x
i + hiσ
z
i ). (1)
In absence of transverse magnetic field hi = 0, this Hamiltonian can represent many
different NP-hard logical and combinatorial optimization problems. In those mappings
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Fig 1. (a) Sketch of three superconducting qubits coupled to inter-spaced resonators
via superconducting waveguides. (b) Table for the equivalence of each element in the
superconducting circuit and in the spin-boson model.
the problem is defined as a non-negative Boolean function whose solution satisfies
f(s1, . . . , sN ) = 0, with si ∈ {0, 1}. This function is re-expressed as the Ising model
equation (1) with suitable constants Jij and longitudinal fields Bi, replacing the binary
numbers si with Pauli matrices σ
x
i that have two possible eigenstates |0〉 and |1〉. Each
of the solution of the problem f(s1, . . . , sN ) = 0 is associated with a ground state in a
product form |s1, s2, . . . , sN 〉 —a classical state with well defined spin orientations that
gives an answer to the problem.
The goal of the quantum annealer is to prepare those ground states, using a strategy
of annealing or “tempering”, where the quantum fluctuations introduced by h are
initially large and are progressively decreased, until h = 0 and the desired state is
obtained. The experimental implementation of a quantum annealer requires a set of
qubits with a large connectivity and tunable interactions, that allows embedding any
effective Jij . Unfortunately, qubit-qubit interactions are usually weak –as in the case of
magnetic dipoles in atomic qubits–, they are fixed –e.g. two flux qubits placed close to
one another couple via an inductance that is fixed by the geometry–. For this reason,
spin models such as the one in equation (1) are obtained as the effective low-energy
dynamics of analogue quantum simulators with mediated and flexible interactions.
In this work we introduce interactions that are mediated by bosonic degrees of
freedom. This is the case of trapped ions, where atomic degrees of freedom interact via
the phonons of the ion crystal, creating an effective spin model [10]. It is also the case
of superconducting circuits, where a transmission line or a cavity can couple distant
superconducting qubits [18–21]. We describe this paradigm of mediated interactions
using a spin-boson Hamiltonian, where the spins are our qubits and the harmonic
oscillators are our bosonic mediators. We have in mind a topology such as the
superconducting architecture in figure 1, where there are N spins and Nb bosonic
degrees of freedom, each of which connects to two or more spins:
HSB =
N∑
i=1
Nb∑
r=1
σxi
(
girb
†
r + g
∗
irbr
)
+Biσ
x
i +
ω0
2
N∑
i=1
σzi +
Nb∑
i=1
ωrb
†
rbr. (2)
The Pauli matrices σαi with α ∈ {x, y, z} represent the qubit degrees of freedom. Each
qubit couples to one or more bosonic operator, with Fock operators {br, b†r} and
coupling strength gir. In addition to this, we allow for a magnetic field in the
computational basis Bi and we consider uniform gaps ω0 in the qubits. The ωr are the
frequencies of the oscillators. We will typically take ω0 = 1 as unit of energy in the rest
of the manuscript.
The model equation (2) encodes an effective spin-spin interaction that is revealed by
numerical simulations at low energies, and also by a polaron transformation [12] that
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entangles spins and oscillators U = exp
[
−∑r,i σxi (girb†r + g∗irbr)/ωr] . This
transformations creates the effective model Hpol = U
†HSBU
Hpol =
N∑
i,j=1
Jijσ
x
i σ
x
j +
N∑
i=1
hiσ
x
i +
ω0
2
N∑
i=1
e−2
∑
r |
gir
ωr
|2σzi θ
†
i (−σxi )θi(σxi ) +
Nb∑
r=1
ωrb
†
rbr.
(3)
where θi(x) = exp(2x
∑
r g
∗
irbr/ωr). This model has the coupling
Jij = −
∑
r Re(girg
∗
jr/ω) and magnetic field hi required to encode useful problems, as
in Eq. (1). We will focus on frustrated antiferromagnetic interactions Jij ≥ 0, because
typical hard problems belong to this family [3]. Our goal is to prepare the ground states
of Hamiltonian in equation (2), revealing the magnetic order dictated by the effective
model in equation (3) and studying how this task can be different in this model than in
the original Ising Hamiltonian.
In order for quantum annealing to work and prepare a good ground state, it needs a
Hamiltonian that has quantum fluctuations: i.e. elements that induce quantum
tunneling between states in the computational basis, allowing a flow of probability
towards the ground state. The polaron transformation shows that there are two sources
of quantum fluctuations in the spin-boson model equation (2): the transverse magnetic
field σz and the fluctuations induced by the occupation of the bosonic modes, due to
the polaron term θi(σ
x
i ) = exp(2σ
x
i
∑
r g
∗
irbr/ωr). When the resonators are highly
detuned from the qubits ω  ω0, the bosonic fluctuations cancel, θ → 1, and we recover
a pure Ising interaction. This limit can be explained via a Schrieffer-Wolff
transformation [12,22] and it is the usual one in the dispersive coupling of trapped
ions [10] or superconducting qubits. However, we wish to study the quantum annealing
in the full model, revealing the positive or negative effect of bosonic quantum
fluctuations in the setup.
3 Adiabatic quantum computer with mediated
interactions
In this section we will study the quantum annealing of an effective spin model generated
by a tuneable spin-boson quantum simulator, equation (2). Our study is structured in
three sections. First, in section 3.1 we will discuss how to prepare the ground state of a
Hamiltonian by interpolating the parameters in the model, from a simple to prepare
state, to the actual model we wish to solve. We will relate the efficiency of the process
to the tuning of a single parameter, showing how the rate of change of this control is
imposed by the instantaneous gap of the problem. In section 3.2 we will make a first
attempt at a comparison between an adiabatic passage on the spin-boson model
equation (2) and the full Ising Hamiltonian equation (1). This comparison will reveal
that a linear ramp of the interactions in the spin-boson model performs better than a
linear ramp in the Ising model. We will show in section 3.3 that this discrepancy is due
to a mismatch between the effective spin-boson and Ising models, so a better
comparison requires to engineer passages whose constants depend in a nonlinear way
with the tuning parameter, which is done in section 3.4. Numerical results with those
passages, presented in section 3.5, show that some bosonic modes interchange
population with spin errors and affect the results of quantum annealing.
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3.1 Adiabaticity condition
The Quantum Adiabatic Algorithm aims to find the ground-state of a target
Hamiltonian via adiabatic evolution from an easy-to-prepare initial state. Specifically,
one uses a system of qubits with initial Hamiltonian ∆H and target Hamiltonian H0.
The passage to interpolate between those Hamiltonians can be written as:
H(s) = sH0 + (1− s) ∆H. (4)
The parameter s has to be slowly varied from 0 to 1 during evolution. How slowly
depends on the scaling of the minimum gap of the Hamiltonian during the passage, as
we will see. Adiabatic quantum algorithm provides a new approach to tackle several
computational problems, as NP-hard, for which the performance of classical computers
seems to be poor [3].
The performance of AQC is explained by any of the adiabatic theorem variants [23].
We label the n eigenstates and eigenvectors along a passage as |ψi(s)〉 and Ei(s) with
i = 0, . . . N . A simple version of local adiabatic condition imposes [24]:∣∣∣∣~〈ψ1(t)|∂t|ψ0(t)〉∆(t)
∣∣∣∣ = |〈ψ1(s)|(∂sH)|ψ0(s)〉|T ~∆(s)2  1 (5)
at all times t along the passage. This equation focuses on suppressing non-adiabatic
transitions from the ground-state to the first excited state, using the gap ∆ = E1 − E0
as reference. The condition assumes that the Hamiltonian parameter s changes as a
function of time s = s(t/T ), where T is total time of evolution and s(0) = 1 and
s(1) = 0. A more rigorous versions of adiabatic theorem can be found in [25].
The success of the adiabatic quantum computer is ensured for a total time of
evolution T that scales as the minimum gap squared ∆−2m . The hardness of a problem is
thus determined by how the minimum gap grows with the system size ∆m(N). For
example, a problem would be solvable if the minimum gap along the passage occurs at a
second order phase transition, as those critical points have a polynomial law ∆ ∼ N−z
with z the dynamical critical exponent [26]. Unfortunately, the situation is not so
optimist for NP-hard optimization problem, where the minimum gap seems to become
exponentially small with increasing number of bits [27–29].
In this work we will not discuss the scaling of the minimum gap for the spin-boson
model as this is a very difficult question, which is problem-dependent —and subject to
controversy already in the pure spin problem [28–32]—. Instead, we will assume a
plausible situation: that the gap scales similarly for the spin-boson model and for the
Ising model to which it is related, with differences in the constant factors of this law.
This is suggested by earlier simulations [12], and it allows us to focus on what part of
the performance differences originate in the mediated interactions and the fluctuations
of the bosonic particles.
3.2 AQC for a frustrated antiferromagnet
We compare the performance of the adiabatic quantum algorithm for direct and
mediated interactions. We choose a spin model with nearest-neighbors
antiferromagnetic interactions
H0 =
N∑
i=1
σxi σ
x
i+1 (6)
with periodic boundary conditions σN+1 = σN and odd number of spins. This
configuration produces a frustrated ground-state with 2N -fold degeneracy. This model
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Fig 2. Left: probability of error after a passage of total time T for an
antiferromagnetic target Hamiltonian given in equation (6), with N = 3 spins. Dots
corresponds to Ising passage, equation (7), while solid lines corresponds to Spin-Boson,
equation (8), for several frequencies. Right: probbility of error as a function of T for
Ising passage in log-log scale. The solid line is a fit to a straight line with slope equal to
2. So the Ising case is represented by a law Perror ∼ T−2.
is reproduced at low energies by a Hamiltonian (2) with equal number of spins and
bosons Nb = N, with alternating couplings gi,i+1 = −gi+1,i+1 =
√
ω (cf. see figure1).
We will work with exact diagonalizations in small systems, due to the cost of including
the bosonic degrees of freedom in the simulation.
In our first attempt we will compare linear adiabatic passages for both the Ising and
spin-boson model:
HI(s) =s
N∑
i=1
σxi σ
x
i+1 +
(1− s)
2
∑
i
σzi (7)
HSB(s) =s
√
ω
N∑
i=1
σxi (bi − bi+1 + H.c) +
(1− s)
2
N∑
i=1
σzi + ω
N∑
i=1
b†rbr. (8)
In both models we use the same parametrization s = t/T , with a time t ∈ [0, T ].
Figure 2 shows the probability of error Perror in the preparation of the ground state
of H(1) = H0, as a function of the total time T for N = 3 spins. At long times Perror
decays algebraically with the total time, instead of decreasing exponentially in T , as one
would expect from a Landau-Zener theory [33]. An interpretation is that our passage
behaves as “half” a Landau-Zener transition: from a ferromagnet pointing down in the
Z axis to a nontrivial state with magnetization pointing along the X direction. The full
Landau-Zener would be recovered if the Hamiltonian was further changed to end up in a
ferromagnet along the z-axis but in opposite direction. The “half” Landau-Zener
treated in Ref. [23] has an error Perror ∼ T−2, which coincides with the results for the
Ising passage as can be seen in the panel at right of figure 2.
Another feature in our simulations is that the probability of error depends on the
nature of the coupling. The left panel of figure 2 shows that the error of the spin-boson
model at any frequency is smaller than the one for the Ising model by what seems a
constant prefactor, once we pass the diabatic limit and the frequency of the resonator is
deep in the perturbative limit ω ∼ 4− 10. The model with ω = 1 exhibits larger
oscillations with slower period, but still stays below the Ising Hamiltonian. We will
discuss the origin of all these differences and of the oscillations in the following sections.
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Fig 3. Relevant gap as a function of the parameter s along passages defined for Ising in
equation (7), dashed line, and for spin-boson in equation (8), solid lines. The relevant
gap is ∆r = E2N − E0, which is the difference between excited state 2N and
ground-state, being N the number of spins. The data for spin-boson case corresponds to
a resonator frequency ω = 4. Left panel corresponds to size N = 3 and right one to
N = 5. The insets in each panel show: low-energy spectrum of eigenstates E1 − E0,
E2 − E0, . . . , E2N − E0 for spin-boson (a) and Ising (b). The inset (c) corresponds to
the ground-state expected value of the operator O =
∑N
i=1 σ
x
i σ
x
i+1/(N − 2), where
σxN+1 = σ
x
1 .
3.3 Discrepancies between lineal ramps for Ising and
spin-boson
Figure 2 does not provide a fair comparison between spin-boson and Ising models. The
reason is that the effective coupling and transverse field along the passage for
spin-boson and Ising are quite different. This can be seen via the polaron
transformation described in section 2. This transformation predicts an effective
nearest-neighbors coupling and transverse field given by:
JSB(s) = s2 (9)
hSB(s) =
1− s
2
e−2s
2
θ†i (−σxi )θi(σxi ) (10)
with operators θi(x) = exp
[−2x∑√ sω (bi − bi+1)] introduced in section 2. This
functional dependence is different from the one in the Ising passage where J I = s and
hI = 1− s and this occurs even in the perturbative regime, ω  1.
The discrepancy in constants between ramps has three consequences. First, it
implies that the rate of change of ground-state in equation (5), |〈ψ1(t)|∂t|ψ0(t)〉|, is
different for direct and mediated interactions, as it depends on the ratio J/h. Second, it
produces differences in the gap along each of the passages as the gap depends on the
absolute value of J and h (not only on the ratio). Finally, the quantum fluctuations
θ(σx) also affect the total gap of the spin-boson, creating a complicated situation that
needs to be clarified.
This discrepancy affects the original goal of this paper, which is to understand how
the dynamics of bosonic fluctuations affect quantum annealers, assuming all things
equal —in particular the gap—. The main tool to correct these problems will be to
adjust the spin-boson and Ising spin models so that they have the same low-energy
sector, creating states that have the same correlations and the same energy levels all
along the passage. This will be done in section 3.4, by reparameterizing the spin-boson
model and multiplying the Ising model by an overall constant that ensures both have
the same norm in the spin sector. However, in order to properly define this change, we
must first compare carefully the eigenspaces of the full spin-boson model and of the
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Fig 4. Ground-state correlations and energy levels of the fair parameterizations
equations (11) and (12) for frequency ω = 1 and size N = 3. These parameterizations
were designed so that spin correlations in the ground-state and the relevant gap are the
same at each step of the passage s. Left: the ground-state expected value
O =
∑N
i=1 σ
x
i σ
x
i+1/(N − 2) for spin-boson (solid) and Ising (bullets). Right:
eigenenergies of the spin-boson passage appears as solid lines. The circles represents the
relevant gap for the Ising passage. This relevant gap is defined as the gap between
ground-state and the first excited state that escapes from the degenerate ground-state
manifold at s = 1.
Ising model. In particular, we identify eigenstates that have similar properties in the
spin sector and find the “relevant” gap between the subspace of ground states and the
first excited state that has an error with respect to the desired configurations of our
problem Hamiltonian H0.
As shown in insets (a) and (b) of figure 3, the spectrum for direct and mediated
passages contains a set of 2N low-energy eigenstates which become degenerate with the
ground-state at the end of the passage. This degeneracy is due to the frustrated nature
of the target Hamiltonian. A finite population in any of those degenerate states will not
imply an error at the end of the passage. Thus, the relevant processes that produce
errors are those in which the evolution brings the system to the first state outside of the
ground-state degenerate manifold. We consider the “relevant” gap, denoted by ∆r, to
be the energy between ground-state and that state, which for our frustrated
Hamiltonian is the 2N -th excited state (ground-state is labeled by index 0).
The relevant gaps along the passage for mediated (solid lines) and direct coupling
(dashed lines) are represented in figure 3 as a function of dimensionless parameter s for
resonator frequency ω = 4. The left panel corresponds to N = 3 spins and right one to
N = 5. The minimum gap for spin-boson is smaller than in Ising passages in both cases,
and also for other values of resonators frequencies. However, the rate of change of the
ground state is also slower in the spin-boson model. Indeed, as show in the
magnetization plots, the spin-boson model abandons the paramagnetic phase more
slowly than the Ising Hamiltonian. As a result, following the qualitative model in section
3.1, the spin-boson model results more adiabatic and has better errors (cf. figure 2a).
3.4 Correct parameterizations
We are now going to reparameterize both models to implement the same passage in the
spin sector, eliminating the differences that were shown in figure 3. The new passages
for spin-boson and Ising will meet two conditions. First, the rate of change of
eigenstates have to be the same for comparable spin sectors. Second, we need to scale
up (or down) the norm of the Ising model so that both Hamiltonians have the same
instantaneous energy —and the same relevant gap— along the whole passage.
First condition can be met by using parameterization s = s(λ) and λ = t/T , so that
〈ψ1(s ◦ λ)|∂t|ψgs(s ◦ λ)〉 has similar values for spin-boson and Ising models. To do so, we
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Fig 5. Probability of error, Perror, at the end of a passage of total time T . Each of the
panel corresponds to a value of resonator’s frequency, left ω = 1, and right ω = 10. The
passages for spin-boson and Ising Hamiltonian use parameterization equations (11) and
(12), respectively.
use a parameterization for direct coupling sI(λ) = λ and parameterization for spin-boson
passage ssb(λ) = O
−1
SB(OI(λ)). The OSB and OI are the expected value of operator
O =
∑N
i=1 σ
x
i σ
x
i+1/(N − 2), along the old, s(λ) = λ, parameterization for spin-boson
and Ising models, respectively. We notice that operator O defines unequivocally the
ground-state along spin-boson and Ising passages. In insets (c) of figure 3, the
ground-state expected value of O is computed along passages equations (7) and (8).
The second condition is implemented by making “relevant” gaps in spin-boson and
Ising to be the same, multiplying the Ising Hamiltonian by a function c(λ) at each point
of the passage. This function is c(λ) = ∆SBr (λ)/∆
I
r(λ), where ∆
SB(I)
r (λ) is the relevant
gap along the new parameterization for spin-boson (Ising).
First criteria can be numerically implemented by computing the inverse functions of
OSB and OI for the old parameterization. The implementation of second criteria is
more subtle. In fact, it is difficult to determine the target excited state corresponding to
the ”relevant” gap for spin-boson when frequency of resonators is small ω ∼ 1. The
difficulties are due to eigenstates with different bosonic occupations lying in a narrow
interval of energies. What we do is to define the target eigenvalue for the spin-boson
model such that it maximizes:
pi = 〈ψIr |ρsbi |ψIr 〉
where ρsbi = trb|ψsbi 〉〈ψsbi | is the density matrix of spin-boson eigenstates i where the
bosonic degrees of freedom have been traced out. The state |ψIr 〉 is the target state for
direct coupling which we know is the 2N excited state. Thus, passages for spin-boson
and Ising Hamiltonians are:
HSB(λ) = HSB (sSB(λ)) (11)
HI(λ) = c(λ)HI (sI(λ)) (12)
The expected value of operator O and the spectrum of energies is represented in figure 4
for both of these passages. It can be seen that correlations are the same along the
passages (left panel). The relevant gap for Ising model appears as circles at right panel.
Our method allows the determination of the relevant gap even at small ω, where there
are many eigenenergies in the spin-boson model.
3.5 Numerical results
The rescaling and reparameterization above enable a fair comparison of quantum
annealing in spin-boson and Ising models. We now present the results of numerical
simulation using those passages. The probability of error after a passage of total time T
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Fig 6. Left plot: low-energy spectrum for spin-boson passage equation (11) for ω = 3
and size N = 3. We can divide the eigenstates in three groups which depend on the
value of energy at s = 1. The spin sector of the ground-state manifold is a frustrated
antiferromagnet. The group of excited solution are states with the same spin
correlations as the ground-state manifold but with larger bosonic occupation. The
group of spin errors contains a ferromagnetic ground-state, so one spin is flipped respect
to ground-state manifold. Note how an avoided level crossing between excited solutions
and spin error occurs at s ∼ 0.9. Right plot: quantum annealing error Perror vs. total
time of evolution T for passages (11) and (12). The case for spin-boson appears as a
solid orange line and the one for Ising as a dashed blue line. The red solid line
represents the probability to have an excited solution at the middle of the passage, that
is, at time of evolution t = T/2.
appears in figure 5 for direct (dashed) and mediated interactions (solid), using resonator
frequencies ω = 1 (left panel) and ω = 10 (right panel). Note how both models coincide
in the perturbative regime ω = 10, in which quantum fluctuations due to the bosonic
modes vanish. This means that the comparison with the parameterization equations
(11) and (12) only reveals differences caused by bosonic fluctuations, as desired.
The main findings of this paper can be extracted from the panel corresponding to
ω = 1 in figure 5. They are: (i) the dynamics of bosons affects weakly the performance
of a quantum annealer for relatively fast passages (times Tω0 < 10), (ii) the presence of
bosonic fluctuations limits the accuracy of annealing at large times, Tω0  1 and (iii)
there are finite values of total evolution time at which bosonic fluctuations improve
significantly the annealing (for example at Tω0 ∼ 20). We have checked that these
conclusions hold for other values far from the perturbative regime.
These results are explained by the spin-boson instantaneous eigenstates. In figure 6
we show the spectrum of ω = 3, which is less crowded than the one of ω = 1 but has the
same features. The low-energy eigenstates include spin errors —states with spin flips—
and excited solutions —which have the same state in the spin sector as the final
adiabatic solution, but with some extra bosons.
As shown by the left panel of figure 6, the groups of spin errors and excited solutions
cross at approximately s ≈ 0.9. In general, this implies the existence of a new time scale
T ? settled by the splitting at this level crossing. When the passage is adiabatic with
respect to this crossing T  T ?, there can be a transfer of population between excited
solution and spin errors. In addition to this, the excited solutions can have some
residual population already at the beginning of the passage, which is more or less
preserved right until the crossing point [cf. right panel in figure 6].
This implies a complex picture in which the performance of the quantum annealer
depends radically on how the bosonic and spin errors mix during evolution. We can
understand the total errors as a coherent sum of two contributions: (i) nonadiabatic
excitations from the ground state into a spin error and (ii) spin errors that originate
from excited solutions. Out of these phenomena, (ii) is only present in the spin-boson
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model.
For short times, T  T ∗ or Tω0 < 10, the population of the excited solutions is
preserved and the Ising and spin-boson models behave identically. When we slow down
the passage into a fully adiabatic limit T  T ? (Tω0  90), the final error is
dominated by contributions from initial excited solutions that are converted into spin
errors. Finally, there is an intermediate regime T ∼ T ? (Tω0 ∼ 10− 60), where both
processes interfere and there can be a net transfer of population from spin errors into
excited solutions, leading to an improvement of the overall performance at finite times.
In summary, we have shown evidence that the quantum fluctuations that mediate
interactions can both improve or worsen the adiabatic solutions, by extracting or
injecting errors into the spin sector. In the particular adiabatic passage that we have
constructed the injection of errors dominates at long times. However, this work suggests
other passages where the frequency of bosons is adjusted in time, so as to minimize the
initial contribution of excited solutions and maximize the cooling or error correction
induced by the bosons.
4 Conclussions
This work has studied quantum annealing for devices where bosonic degrees of freedom
mediate an interaction between spins or qubits. Our analysis has been general enough
to cover a wide range of bosons frequencies, from the perturbative regime ω  1 to the
strong coupling regime ω ∼ 1 (units of qubit frequency). Our goal was to compare the
direct and mediated case in a fair way, and to understand how the auxiliary modes
affect quantum annealing. This comparison has been done for a toy model composed of
a few qubits in which the target state is a frustrated antiferromagnet.
We have seen that, apart from spin errors (spin flips), there are what we called
excited solutions: states with the same spin correlations as the ground-state but with
larger bosonic occupations. When the frequency of the resonators ω is small, the excited
solutions cross the space of spin errors. The splitting of those level crossings determines
a time scale T ?, such that for T  T ?, there is a transfer of population from spin errors
to excited solutions and vice versa —quantum annealing can therefore improve or
worsen depending on the direction of this population transfer. We have found that this
self-correction phenomenon improves the outcome of quantum annealing for
intermediate times T ∼ T ?.
We believe that this picture holds for quantum annealing with mediated interactions
in more complex systems than the one used in here. The polaron transformation and
second-order perturbation theory reveal the existence of general excited solutions and of
avoided level crossings between those states and spin flips, provided the resonator
frequency is low enough.
In summary, we have settled the bases to study quantum annealing for mediated
interactions and we have given arguments to support the utility of such a study,
especially in the strong coupling regime. Our results suggest further investigation of
other adiabatic passages where we make better use of the excited solutions by
controlling both the coupling strength g as well as the resonator frequency ω.
Finally, we have not addressed an important and difficult question: how bosonic
fluctuations renormalize the gap and how this may influence the overall efficiency of
quantum annealing. The answer is very likely to be problem dependant and the scaling
of the gap in interesting, NP-hard problems, is a pretty difficult question that has not
been fully clarified yet for the simpler case of direct spin interactions [28–31]. We plan
to study this question in the context of boson-mediated interactions in a future work.
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