High-throughput screening (HTS) has become a central tool of many pharmaceutical and crop-protection discovery operations. If HTS screening is carried out at the level of the intact organism, as is commonly done in crop protection, this strategy has the potential of uncovering a completely new mechanism of actions. The challenge in running a cost-effective HTS operation is to identify ways in which to improve the overall success rate in discovering new biologically active compounds. To this end, we describe our efforts directed at making full use of the data stream arising from HTS. This paper describes a comparative study in which several machine learning and chemometric methodologies were used to develop classifiers on the same data sets derived from in vivo HTS campaigns and their predictive performances compared in terms of false negative and false positive error profiles.
INTRODUCTION
High-Throughput Screening (HTS) is an integral component of many pharmaceutical, animal health, and cropprotection discovery operations. However, the implementation of HTS can differ significantly between these industries in that crop-protection screening libraries can be evaluated directly against the pest species of interest at very early stages in the discovery process. This is often accomplished using miniaturized 96-well plate-based assays evaluating the affect of a compound directly on the viability of the intact insect, weed, or fungal pathogen. A potentially significant value of in vivo HTS screening is that completely unexpected or novel mechanisms of action may be discovered as a result of a screening campaign. However, HTS screening requires testing large numbers of compounds in order to produce the required number of hit and lead compounds for a discovery effort, a common theme in all of the industries. Therefore, HTS screening is a logical place to apply data mining and predictive modeling in order to enhance the overall success rate by potentially using such models to identify chemical structures more likely to be active once screened.
Over the years the performance of a number of data analytic methods has been evaluated by developing quantitative structure-activity relationships (QSAR) between chemicals and their associated biological activity. [1] [2] [3] [4] [5] [6] [7] [8] Many of these earlier reports only focused on a single methodology, often using an in vitro biological end point unique to the paper, thus making it difficult to directly compare the effectiveness of each method. We were interested in a side-by-side comparison of several common analytic methods using the same or similar data sets in order to be able to evaluate the relative strength and weakness of each of the statistical techniques. Our intention was to ultimately develop and deploy into our compound acquisition process predictive models derived from all of our historical HTS screening results using the best of the modeling techniques. The present study is a logical extension of earlier work in which the effectiveness of various chemical descriptors were studied across common data sets 9 using a decision tree classifier to construct the models. Comparative studies have appeared recently in which several analytic methods were evaluated against common data sets in an attempt to provide a rational means of selecting a particular method given the analysis task at hand. [10] [11] [12] [13] [14] These reports have prompted us to report some of our earlier work in this area. 15 
METHODS

Biology.
Screening results from a fungicide HTS bioassay were selected as the end point for the initial comparative study because, in general, we have found fungicide activity to be a challenging end point to predict among the common crop-protection assays (insecticidal, herbicidal, and fungicidal activity). Additionally, at the time of this study, there was strong interest in discovering additional fungicide leads from screening, and we hoped to be able to apply developed models to compound acquisitions targeted at enhancing the hit rates for our HTS process. Compounds were initially screened in the fungicide bioassay at a concentration of 17 µM against the Wheat Glume Blotch pathogen Phaeosphaeria nodorum (Ascomycete order) in an agarbased assay. Compounds that were active were advanced into higher level foliar-based screens to further explore the biological activity that was observed. Compounds deemed "inactive" for our studies were those producing less than 10% inhibition at 17 µM in the agar-based pathogen assay, and compounds deemed "active" were those that confirmed as active in advanced foliar-based screens at application rates at or below 200 mg/L applied concentration. The HTS screening results were subjected to a triage in which duplicate structures and those of unknown or questionable structure were removed. These conditions returned a fungicide data set consisting of ca. 629,000 structures of which ca. 2,600 were active (overall 0.42% active). The analytic methods being evaluated in this study have varying abilities to handle data sets of the size arising from HTS. In order to evaluate all of them side-by-side and assuming the results from modeling smaller data sets would be predictive of the results modeling the HTS data set, smaller data sets were constructed for analysis by random sampling from the fungicide HTS data set (Table 1) .
Chemistry. All of the structures in the HTS data set were preprocessed using Pipeline Pilot 16 to standardize structural representations (e.g., -
and the structures output as a MDL connection table. 17 The 2D structures were converted to 3D using Concord, and the structures were output as a Sybyl mol2 connection table. 18 There are a large number of available chemical descriptors that could be computed from a connection table. 19 Earlier work 9 described a comparative study of the effectiveness at discriminating biological activity of some of the more common chemical descriptors using recursive partitioning modeling. Among those studied atom-pair descriptors 20 were found to be quite effective in modeling, and so the structures in our HTS data set were used to compute 3D atom-pair descriptors in which the structure is represented by all of the <atom type -distance -atom type> combinations in the structure. Our implementation of the atom-pair descriptors, coded in the C programming language, 21 collapses the ca. 25 Sybyl mol2 atom types into 10 atom types and maps the interatomic distances between them into 1-Angstrom distance bins (distances ranging from 1 to 15 Angstroms). The final descriptors consisted of 825 numerical values representing 55 possible atom-type pairs mapped to 15 distance ranges.
Model Development/Assessment. kNN (k Nearest Neighbors) analysis, logistic regression, and linear discriminant analysis were implemented using SAS software. 22 PLS analysis was performed using the PLS Toolbox in Matlab. 23 The development of Neural Networks 24 and InfoEvolve 25 models used DuPont proprietary software. Decision treebased analyses were conducted using FIRM 26 (formal inference-based recursive modeling), OC1 27 (Oblique Classifier), and an implementation of C4.5 28 in OC1. CART models were developed using CART Pro 6 from Salford Systems.
29 Ensemble FIRM modeling was implemented using a proprietary routine coded in FORTRAN interfacing to FIRM.
Each of the three previously described data sets was randomly divided (85:15) into training and testing subsets for the purposes of model development. Models and the associated techniques were evaluated on the performance of predicting the test set, following model development on the training set. Predictive performance was assessed strictly based upon the sum of false positive and false negative errors, a value that reaches a minimum with classifier threshold ( Figure 1 ). The choice of the threshold very much affects the overall error rate for the classifier. For example, if the threshold is set to 1.00, then essentially all compounds are forecast as inactive, and if the threshold is set to 0.00, then all compounds are forecast as active. Neither extreme is very useful, and clearly the optimal choice falls somewhere between the extremes. The errors that we report are the False Positive and False Negative errors for the classifier at the optimal threshold which is determined by the machine learning algorithm. We use Figure 1 to remind the reader that in modeling highly unbalanced data sets like those arising from HTS (hit-rates typically under 1%), one cannot assess a model performance simply based on overall accuracy (the black dashed line labeled "correct"). In the worst-case scenario, the classifier simply predicts all records to have the outcome of the majority class (in HTS data sets, inactive) and misses entirely the minority class (in HTS data sets, active) yet can still achieve high overall accuracy. The ultimate classifier needs to have good predictive capabilities for both classes. The True Positive rate reflects a classifier's ability to correctly predict truly active structures in a collection, while the False Positive error reflects how many truly inactive compounds are, in fact, falsely predicted as active. Since the classifiers were ultimately being deployed to support compound acquisition efforts for HTS screening, it is desirable for the False Positive error to be minimized while the True Positive rate is maximized. For example, if a classifier was perfect at predicting active structures (True Positive rate ) 100%) but possessed a False Positive rate of 20%, then forecasting a compound collection of 1,000,000 structures would correctly score all of the true actives but would also score 200,000 inactive structures incorrectly as active requiring HTS evaluation of 200,000+ compounds to identify the active structures! For this reason, we chose to assess the models based on the sum of the two competing errors (i.e., false negative error plus false positive error), since both are important. kNN Models. kNN models were developed using the SAS PROC DISCRIM procedure, specifying the NPAR method. The distance metric was Euclidean distance, and models were developed specifying k ) 1, 2, 3, or 4 nearest neighbors. No maximum distance constraint was applied so k ) 1 corresponds to the single closest neighbor regardless of distance, k ) 2 the two closest, etc. While perhaps not ideal, not specifying a maximum distance constraint assures all compounds are predicted by the modeling exercise.
Logistic Regression Models. Logistic regression models were developed using the SAS PROC LOGISTIC procedure with stepwise variable selection.
Linear Discriminant Models. Linear discriminant models were developed using the SAS PROC STEPDISC procedure with stepwise variable selection. a False negatives are actually actives. Consequently, the true positive rate plus the false negative rate is logically expected to sum to 100%. Similarly, the true negative rate plus the false positive rate is expected to sum to 100%. PLS Models. PLS models were developed using PLS Toolbox for Matlab.
Neural Network Models. Neural network models were developed stepwise by first randomly selecting 10% the training data set as a validation set. During training of the neural network the validation set was used to decide the optimal number of hidden units and to determine an error limit for terminating training. Using these conditions the neural network was then retrained using the entire training data set.
Oblique Decision Tree Models. Oblique classifiers search linear combinations of descriptors for splitting the data set and so offer the advantage of potentially simpler yet more accurate decision trees than parallel axis methods such as C4.5 and FIRM. However, they tend to be significantly more computationally intensive. The OC1 algorithm was used to induce a set of oblique decision trees using 10-fold crossvalidation during training to select the final tree.
C4.5 Decision Tree Models. C4.5 decision tree models were developed using an implementation of C4.5 within OC1. Final models were selected using a 10-fold crossvalidation. The reader is referred to Quinlan's description 28 of C4.5 for a discussion of the methodology.
CART Decision Tree Models. CART decision tree models were developed using CART Pro (version 6) and the Gini splitting criteria. The final model was selected based upon the results of a 10-fold cross-validation. The test data were then forecast using the final model. FIRM Decision Tree Models. FIRM treats continuous descriptors by binning them initially into 10 approximately equally populated intervals. The routine analyzes the data set deciding which descriptor and which split cardinality is optimal at each node in the tree by systematically and recursively collapsing adjacent descriptor bins when they are not significantly different with respect to the predicted class. FIRM uses a chi-squared test (if class end point is nominal) or a t test (if the class end point is continuous) to decide the cardinality of the optimal split. The user can specify the minimum significance required during these tests as well as the overall significance of the variable choice. The minimum significances were set to a p-tail ) 0.05 for all model development. Statistical test results are corrected using the Bonferroni adjustment to reflect the number of descriptors considered at each split. In addition FIRM allows the user to specify the smallest size node that is allowed to be further split. Tree induction ceases when statistical tests for descriptor selection exceed statistical thresholds, when the node size is below the splitting threshold specified by the user, or when the node is too homogeneous to split further.
Ensemble Decision Tree Models. Our approach to ensemble decision tree modeling involved wrapping FIRM with a FORTRAN procedure which managed data set sampling and model averaging while basically invoking FIRM for decision tree induction. Our sampling strategy consisted of resampling a data set, by selecting all of the actives in a data set and appending an approximately equal number of inactive structures randomly selected from the data set. Across resampling iterations the active structures are always reused, while the inactive structures are not. Thus data set C, which contains four inactive structures for each active one, was resampled to produce four smaller subsets consisting of a 1:1 inactive/active ratio. FIRM models were developed for each of these subsets, and the predictions were averaged across the four models.
InfoEvolve Models. The InfoEvolve method uses the same sampling strategy described for the ensemble decision tree method. InfoEvolve first analyzes each of the data subsets separately in order to identify the most information rich combinations of possible input variables for that data subset. All possible combinations of inputs are represented in a gene pool in which each bit in the gene represents each possible input. The global information content for the data set is used to drive the genetic algorithm based optimization. Once the evolution is completed there exists a pool of genes that represent optimal combinations of inputs which are most information rich for that data subset. Analysis of the frequency of occurrence of the inputs across this gene pool is used to select the final inputs considered in modeling each data subset. Once the optimal inputs are selected a second genetic algorithm-based optimization step occurs in which the root-mean-square (rms) error between predicted and actual is minimized for the training data set, while monitoring a small validation set rms error in order to avoid overfitting. The single models are then combined into a single classifier by polling. The interested reader is referred to the work of Vaidyanathan 25 for additional discussion.
RESULTS
Each of the modeling techniques were used to train predictive models using at least one of the three WGB data sets. Once the trained models were deemed optimized by each method's advocate, the test data set was forecast using the optimal classifier. The classifier's prediction results were scored based upon the false positive error (true inactive forecast as active), the false negative error (true active forecast as inactive), the true positive rate (true active forecast as active), and the true negative rate (true inactive forecast as inactive) as well as the summed false error rates (false negative + false positive errors). These results are collected into Table 2 . It is clear that all of the methods studied were capable of producing models that performed significantly better than random selection, on average demonstrating a True Positive rate of ca. 80% and a False Positive rate of ca. 13% when predicting the test data set. Modeling of data sets containing a higher proportion of inactive compounds leads to classifiers that are stronger on the majority class, as exemplified by the True Negative rates being highest for models trained on data set C (4:1 inactive/active) compared to data set B (2:1) or data set A (1:1) (e.g., FIRM, Oblique decision trees and C4.5). A direct comparison can be made between ensemble and single model methods by comparing the performance of Ensemble FIRM vs FIRM. For both of these methods the True Positive rate was comparable being ca. 81%, but there were significant improvements in the False Positive rate (5.3% vs 11.6-25.4%) for models developed with Ensemble FIRM.
The best results (minimum SumError) from any of the three data sets for each classification method are presented in Table 3 and Figure 2 , sorted on the sum of the False Positive and False Negative errors. The methods achieving the best performance were those which created the final classifier from a family of models (Ensemble FIRM and InfoEvolve). There is little performance difference among the methods using single models to build the classifier. kNN analysis, often the basis of diversity and similarity analyses within the cheminformatics community, 30, 31 was the third best method of all studied.
In the next phase of the study, we selected FIRM, Ensemble FIRM, InfoEvolve, Neural Networks, and the Oblique Classifier methods for further study by building models from the entire HTS WGB data set (629K compounds) for both atom-pair and MolconnZ 32 descriptors. The WGB HTS data set was randomly split into training (424K -67%) and test (205K -33%) subsets. Classifiers were developed using the training subset, and their performance was evaluated using the test subset. Ensemble-based classifiers were developed using all four methods for the MolconnZ descriptor set using the resampling technique discussed earlier. The overall accuracy was assessed using FalseNeg, FalsePos, and SumError measures, and the results are gathered into Table 4 .
Neural networks can experience problems converging with wide data sets (i.e., data sets with a large number of descriptors relative to the number of data points), and our implementation is no exception. We could not successfully develop neural network models using the atom-pair descriptors (825 inputs) but could with the MolconnZ descriptors (221 inputs). We observed the same general performance ranking for these four methods for the HTS data set as had been seen in the earlier samplings from the HTS data set. As before ensemble-based classifiers performed better than single-model methods.
The test set predictions from each of the MolconnZ ensemble classifiers were converted into lift charts by sorting the test data sets descending on the prediction probabilities Lift charts for ensemble classifiers built using MolconnZ descriptors. The fraction of actives retrieved is plotted against the fraction of the data set tested on a log scale. Note that the "random" curve corresponds to retrieving x% of the actives when x% of the data set has been tested. and then counting the number of true actives as one traverses the ordered list from the topmost rated candidates to the worst ( Figure 3) . The expected performance of a random selection has been included for reference.
Inspection reveals that 80% of the active compounds in the test data set were delivered at efficiencies significantly greater than expected from random selection. For example, only the top 6% of the Ensemble FIRM ranked compounds need to be retrieved in order to obtain over 80% of the active compounds. This corresponds to an enrichment factor of thirteen. These results were quite encouraging, and classifiers trained on a more extensive set of HTS results and chemical descriptors were developed. Our findings and experiences developing and applying these classifiers in compound acquisitions will be the subject of a further communication.
CONCLUSIONS
We have compared a number of machine learning and chemometric tools for their efficiency and effectiveness at extracting useful information from a difficult but representative data set from agrochemical high throughput screening. Within the methods studied significant differences in performance are observed when models are applied to forecast an out of sample test set. Ensemble based methods were especially effective at achieving low False Positive rates, a significant outcome if such models are to be useful at focusing screening efforts of large potential chemistry collections. All of the methods were decidedly superior to random sampling, and ensemble-based classifiers constructed from several traditional machine learning methods have demonstrated the ability to achieve True Positive rates in excess of 80% while maintaining False Positive error rates in the 5-7% range.
