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5. Results and discussion
In this project, the cross section and several spin-related observables have been
measured for the reaction H(~d, ~p)d at 90 MeV/u. To facilitate these measurements,
the angle-averaged effective analyzing power of p-C had to be measured as well.
The results of the experiments performed at KVI are presented in this chapter. In
section 5.1, the results of the measured p-C analyzing power will be shown and
discussed. In section 5.2, the measured observables for the reaction H(~d, ~p)d will be
presented and compared with the state-of-the-art theoretical calculations.
5.1 Results of the calibration experiment
To measure the polarization of the outgoing protons from a primary reaction in the
scattering chamber of the BBS, the BBS/ESN was calibrated using the well-studied
reaction of H(~p, ~p)p. In this experiment, the inclusive angle-averaged analyzing
power, A¯c, of p-C reaction was measured in the energy range of 44.8 – 136.5 MeV.
This energy range corresponds to the kinetic energies, Ec, of protons at the center of
the graphite analyzer in the present experiments. The p-C analyzing power was then
used to extract the polarization of the outgoing protons from the H(~d, ~p)d reaction.












0 2 4 6 8 10 12 14 16 18 20
Figure 5.1: Angle-dependent analyzing power at Ec = 132.3 MeV. The analyzing power
up to 5◦ is about zero because of Coulomb scattering dominance.
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Figure 5.2: The angle-averaged effective analyzing power of p-C versus the energy of pro-
tons at the center of the graphite slab, Ec. The average was obtained by integrating Ac(θ)
over the range of 5◦ ≤ θc ≤ 20◦ with equal weight for each angle after integrating over φc.
data using Eq. 4.23. Fig. 5.1 shows typical Ac(θ) for Ec = 132.3 MeV. As can
be seen from the figure, the analyzing power is almost zero up to 5◦ and it starts
rising above that angle. This originates from the fact that the Coulomb scattering
is dominant at small scattering angles and has no analyzing power.
The angle-averaged analyzing power, A¯c, was calculated by integrating the angle-
dependent analyzing power, Ac(θ), as shown in Fig. 5.1, in the range of 5
◦ ≤ θc ≤
20◦, giving an equal weight to each angle. The range of 5◦ − 20◦ is chosen since
most data sets measured at different laboratories use this range. The geometrical
acceptance of detectors does, generally, not go much beyond 20◦. However, the
ESN may be used up to 35◦. The results of our measurements at different energies
are presented in Fig. 5.2 and Tab. 5.1 along with the measurements from other
laboratories overlapping with our data.
Up until now, no measurement below Ec = 90 MeV has been reported. Our
measurements extend these earlier measurements down to 44.8 MeV with a sizable
overlap with the previous ones. There is a good agreement between our data and
the data from other laboratories [76, 77, 78] in the overlapping region. Also shown
in Fig. 5.2, is a polynomial function of third order which is fitted to the complete
data-set from 44.8 to 157 MeV with χ2 = 1.2 per degree of freedom. This polynomial
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Table 5.1: The angle-averaged effective analyzing powers versus proton energy, Ec, at the
center of the graphite analyzer. The density of the graphite used in the present measure-
ment was 1.84 g/cm3. The errors are statistical uncertainties. The averages calculated for
5◦ ≤ θc ≤ 20◦ and 8◦ ≤ θc ≤ 20◦ are both shown. The data from TRIUMF (‡) [76], SIN
(†) [77], LAMPF (?) [78] and KVI (#) [75] are also included in the table. The LAMPF data
point was obtained by integrating the fit function from 5◦ − 20◦.
Ec A¯c δA¯c A¯c δA¯c Analyzer thick.
(MeV) (cm) 5◦ − 20◦ ± 8◦ − 20◦ ±
44.8 0.077 0.019 0.086 0.024 1
50.6 0.085 0.021 0.096 0.026 1
56.5 0.087 0.017 0.087 0.020 1
56.8 0.034 0.005 0.041 0.009 2.5
63.3 0.078 0.018 0.080 0.021 1
68.8 0.125 0.018 0.118 0.020 1
74.4 0.117 0.021 0.128 0.026 1
74.5 0.114 0.016 0.139 0.021 2.5
78.9 0.166 0.022 0.177 0.024 1
80.0 0.118 0.006 0.131 0.008 2.5
80.3 0.147 0.020 0.154 0.025 2.5
86.2 0.168 0.024 0.192 0.027 2.5
90.0 (‡) 0.153 0.027 3
91.7 0.205 0.025 0.212 0.028 2.5
95.0 (†) 0.192 0.004 3
97.3 0.204 0.027 0.235 0.030 2.5
103.2 0.292 0.028 0.301 0.030 2.5
105.4 0.214 0.011 0.249 0.014 5
107.0(?) 0.226 0.016 3.2
108.3 0.278 0.030 0.261 0.032 2.5
113.0(‡) 0.285 0.020 3
117.1 0.291 0.021 0.329 0.025 5
119.0(‡) 0.284 0.011 6
126.0(#) 0.316 0.004 5
126.9 0.317 0.026 0.344 0.029 5
132.3 0.356 0.020 0.388 0.023 5
133.0(‡) 0.352 0.017 3
136.5 0.390 0.023 0.420 0.026 5
144.0(†) 0.401 0.004 3
145.0(‡) 0.414 0.010 6
151.0(†) 0.438 0.004 7
157.0(‡) 0.450 0.014 3
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Figure 5.3: The efficiency of various analyzers normalized to one centimeter of thicknesses
versus the incident energy of protons. The angular region for integration is 5◦ − 20◦.
has the following form:
A¯c = 0.22869− 0.0071675 ∗Ec + 0.95263× 10−04 ∗E2c − 0.25674× 10−06 ∗E3c (5.1)
and is only valid in the range of 45–157 MeV. This indicates that the angle-averaged
analyzing power does not depend much on the thickness of the analyzer, even though
a closer inspection reveals that there is a systematic tendency that analyzing powers
for thicker analyzers are slightly lower than those of thinner ones for the same energy.
The 56.8 MeV data point was excluded from the fit. This point was measured
using a 2.5 cm analyzer whereas the neighboring points were measured using a 1
cm one. For such low-energy protons, the energy and angular straggling are large
for this thickness and so the Coulomb scattering becomes dominant well above 5◦.
Therefore, calculating the average analyzing power between 5◦ and 20◦ leads to a
smaller value. Moreover, inelastic p-C reactions contribute less, due to the fact that
the lower-energy particles do not go through the thick analyzer. Thus, this point
cannot be compared with the neighboring points. The agreement between data sets
measured in different laboratories shows that the p-C analyzing power is insensitive
to the exact geometry of various polarimeters.
The choice of the analyzer thickness is very critical in an experiment involving
polarimetry. A thick analyzer increases the luminosity and the range of the Coulomb
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Figure 5.4: Figure-of-Merit (FOM) as a function of energy at the center of graphite for the
angular range of 5◦ − 20◦.
scattering at the same time. The latter decreases the analyzing power and the former
increase the counting rate. To find out which thickness is most appropriate for a
particular energy, one should study the Figure-Of-Merit (FOM). FOM defines an
overall quality of the detector and can be defined as:
FOM = ηA¯2c (5.2)
where η is the efficiency defined by:
η =
Number of particles scattered in the angular region of interest
Total number of incoming particles
. (5.3)
Figure 5.3 shows the efficiency of various analyzers normalized to one centimeter
of thickness versus incident energy of protons, measured in the angular range of
5◦ − 20◦. The FOM of our detector for the same range is shown in Fig. 5.4. The
figure shows that FOMs from 2 × 10−4 up to 7 × 10−3 have been measured in the
present experiment. A polynomial function of third order can also be fitted to FOMs
of our measurements with χ2 = 0.65 per degree of freedom. In general, the FOM
does not seem to depend very much on the analyzer thickness. There is, incidentally,
a limit in increasing the thickness. The point at 56.8 MeV for which the thickness
was 2.5 cm is beyond this limit. Although, the efficiency, η, of the point is higher
than the neighboring points, its FOM is still smaller than FOM of those points.
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Figure 5.5: The same graph as Fig. 5.2 except that the average was calculated for
8◦ ≤ θc ≤ 20◦.
This could be due to the effect of Coulomb scattering above 5◦ or exclusion of the
inelastic reactions. It turned out that the inelastic reactions play an important role.
To show this, the FOM of this analyzer was calculated when the integration over
angles was performed for an angular range above 10◦ which was certainly beyond
the point where the Coulomb scattering is important. Above 10◦, the ratio of FOMs
for 1 cm and 2.5 cm analyzers, FOM(1)FOM(2.5) , was about 2.7, regardless of the upper limit
of the integration. This means that the exclusion of some inelastic reactions results
in a lower analyzing power.
In general, one may increase the lower limit of the angle integration from 5◦ to
a larger angle, say 8◦, in order to decrease the Coulomb effect and thus increase the
average analyzing power. Fig. 5.5 shows the average analyzing power from our data
calculated in the range of 8◦−20◦ in comparison with the data from literature which
are obtained by averaging in the range 5◦− 20◦. Our data points are systematically
larger than the other data. Even though the average analyzing power increases
slightly, FOM will not improve, because, the efficiency, η, decreases even more.
Increasing the upper limit while the lower limit is still 8◦ increases the efficiency,
but the FOM does not change much relative to the FOM calculated for the range
of 5◦ − 20◦.
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5.2 Results of the H(~d, ~p)d reaction
In this section, the results of measured observables for the reaction H(~d, ~p)d are pre-
sented and compared with the theoretical predictions. The theoretical calculations
presented here have been performed by three different groups. The Hanover group
has performed calculations using NN potentials of AV18, NijmI, NijmII and CD-Bonn
and a calculation using CD-Bonn with ∆-isobar excitation [47, 48]. They have also
included the Coulomb interaction between the two protons [46]. This calculation will
be referred to as CDB∆. The Bochum-Cracow group has also performed calculations
with the NN potentials of AV18, NijmI, NijmII and CD-Bonn and also calculations
with 3NP included. The calculations of the Bochum-Cracow group with 3NP are
AV18+U-IX, AV18+TM
′, CD-Bonn+TM′, NijmI+TM′ and NijmII+TM′ [79, 80].
For a brief review of these models see chapter 2. The results derived from various
NN potentials are slightly different, and since none of the NN potential models is a
priori preferred, the spread of the theoretical predictions can be considered as the
theoretical uncertainty. Therefore, the theoretical predictions are shown as a band in
all the graphs; a line would then mean that the calculation has been performed using
only one potential model. In the figures, only NN calculations from the Bochum-
Cracow group are shown (dark grey band), because there is no significant difference
between the NN calculations from different groups in the angular range covered by
this work. The NN calculations of the Hanover group are, of course, different for
small angles where the Coulomb interaction becomes important and has properly
been taken into account by them. The calculation of NN+TM′ is shown by light
grey band, AV18+U-IX by black dashed line and CDB∆ by black solid line. Finally,
one calculation within the framework of χPT [55, 81] is presented; see Sec. 5.3.
In this work, all the calculations and data points shown in the figures are in
the Center-of-Mass (C.M.) frame. The error bars which are included for each data
point might, sometimes, be smaller than the symbol size of the point. This error
accounts for the statistical uncertainty and a point-to-point systematic error which
includes the instability of experimental apparatus, background subtraction, etc. To
obtain the point-to-point systematic uncertainty, run-files were grouped based on
the fluctuations of the beam polarization; see Sec. 4.1. The observables were then
calculated for each group. At each C.M. angle, the results from all corresponding
groups ought to be consistent within the statistical uncertainty. This was checked
by fitting a constant to the results at each C.M. angle. In case, the χ2 of this fit
was larger than 1, a systematic error was added to obtain a χ2 = 1. Therefore, the
errors are larger compared to their statistical uncertainties for the points which had
large fluctuations in the results obtained from their individual groups of polarization
runs. These errors are still rather small. The other possible source of systematic
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Table 5.2: Results for the cross sections at 90 MeV/u incident-beam energy. The angles
are in [deg] and the cross sections in [mb/sr]. The last column shows the errors including
the point-to-point systematic errors. The absolute systematic error on cross section is 5%.
θc.m. dσ/dΩ δ(dσ/dΩ)st. δ(dσ/dΩ)
90.0 0.767 0.002 0.002
99.5 0.641 0.002 0.002
109.4 0.575 0.004 0.004
119.4 0.528 0.001 0.003
129.7 0.512 0.001 0.004
139.8 0.549 0.001 0.003
150.0 0.801 0.001 0.001
160.0 1.488 0.001 0.001
169.6 2.724 0.004 0.009
errors and the affected observables are listed in Tab. 4.7.
5.2.1 Cross section
Figure 5.6 shows the cross sections, I0, for deuteron-proton scattering at 90 MeV/u
(filled squares). The values of the cross sections are listed in Tab. 5.2. To obtain
the absolute cross section, it is necessary to know the target thickness precisely.
The target thickness of the solid target was obtained by measuring the density of
the target and its thickness; see Sec. 3.7. In the case of the LH2 target, after a
measurement at a given C.M. angle, namely at θc.m. = 90
◦, 100◦ and 110◦, one
other measurement was performed at θc.m. = 150
◦. The cross section obtained at
150◦ with the LH2 target was then normalized to the cross section obtained at the
same angle with the solid target by fitting the LH2 target thickness.
As explained before, the errors shown are the sum of statistical and point-to-point
systematic errors. The small but non-zero polarization of the off-state of the beam,
which was used for this measurement, was properly accounted for. Also, the error
of the beam polarization has been propagated to the total error. As summarized in
Tab. 4.7, the overall systematic uncertainty for the cross section is about 5%. As
can be seen from Fig. 5.6, the data points are clearly above the NN calculations
specially between 90◦ to 150◦ and they support the shape of the calculations with
3NP. The calculations with AV18+U-IX, AV18+TM
′ and NijmII+TM′ potentials are
closest to the data. However, concidering the 5% systematic error, all calculations
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Figure 5.6: The cross section, I0, for elastic deuteron-proton scattering at 90 MeV/u. The
statistical errors are smaller than the symbol size. Data from other laboratories at slightly
higher energy are also shown for comparison. The dark gray band shows the results of the
calculations based on NN interaction only, and the light gray band represents the results of
the Bochum-Cracow calculations including the TM′ 3NP. The calculation for AV18+U-IX is
shown by black dashed line while the solid line represents CDB∆ calculated by the Hanover
group.
with 3NP are in agreement with the data.
The cross sections at 95 MeV, measured at other laboratories, are also shown
in figure. The cross sections for deuteron-proton scattering measured by Cham-
berlain et al. [82] are shown by open diamonds. Mermod et al. [83, 84] measured
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Table 5.3: Results for the vector analyzing power, Ady, and the tensor analyzing power,
Ayy, at 90 MeV/u incident-beam energy. The angles are in [deg]. Columns 4 and 7 show







y Ayy δ(Ayy)st. δAyy
90.0 –0.444 0.001 0.008 0.381 0.002 0.004
99.5 –0.499 0.003 0.004 0.496 0.004 0.010
109.4 –0.467 0.004 0.004 0.589 0.004 0.004
119.4 –0.351 0.001 0.003 0.622 0.002 0.007
129.7 –0.169 0.002 0.004 0.624 0.003 0.006
139.8 0.089 0.002 0.002 0.500 0.003 0.008
150.0 0.252 0.002 0.002 0.357 0.004 0.004
160.0 0.180 0.001 0.007 0.242 0.003 0.005
169.6 0.062 0.003 0.058 0.229 0.004 0.033
neutron-deuteron cross sections at 95 MeV using two different setups. These data
are shown by open circles and stars. The errors shown for these measurements are
statistical plus systematic errors. Concerning the fact that the cross sections at 95
MeV should be about 10% lower than the cross sections at 90 MeV, our data are in
good agreement with the data from other laboratories.
5.2.2 Analyzing powers
In Fig. 5.7, the vector and tensor analyzing powers measured at 90 MeV/u are
shown and compared with the theoretical predictions. The results are also listed in
Tab. 5.3. The errors shown in the figure are statistical uncertainty plus the point-
to-point systematic uncertainty. Total systematic error for the analyzing powers is
less than 3%; see also Tab. 4.7. The measurement at 169.6◦ was performed using
a Faraday-cup positioned inside the dipole magnet of the BBS. In this case, the
incoming beam is deflected by the dipole magnet and so the Faraday-cup must be
positioned very precisely because of the deflection. Therefore, small changes can be
magnified such as the movement of the beam spot or changing the magnet strength
and so on. As the measurements were grouped depending on their incoming beam
polarizations, it turned out that for this particular angle the results had a large
fluctuation. To account for this fluctuation a bigger point-to-point systematic error
was added to the statistical errors.
The data points of the vector analyzing powers (upper panel in Fig. 5.7) between
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Figure 5.7: Vector (upper panel) and tensor (lower panel) analyzing powers at 90 MeV/u.
For the description of the curves, see the caption of Fig. 5.6. Note that the CDB∆ for vector
analyzing power above 50◦ is hidden in the NN band.
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90◦ and 130◦ are in between the NN band and the NN+TM′ band. Note that between
50◦ and 120◦ the results of the Hanover calculation is at the lower limit of the NN
calculations and above 120◦ it is hidden in the NN band. The data points above 130◦
are in agreement with all calculations. The AV18+U-IX performs the best at angles
larger that 120◦. However, in the band of NN+TM′, the calculation of AV18+TM
′
is at the far edge from data and CDB+TM′ is at the near edge. This might imply
that if there was a band made for NN+U-IX, it could fit the data the best. Of
course, this must be checked and confirmed theoretically. The results of the tensor-
analyzing powers (lower panel in Fig. 5.7) does not seem to be fully described by any
of the calculations, except may be by AV18+U-IX. Note that the peak widths of the
calculations are different and also different from the data. Because of this behavior,
there is no trend in the agreement between the data and the calculations. At large
and small angles, the NN calculations are relatively closer while in the intermediate
region, the 3N calculations come somewhat closer to the data. In general, the U-IX
3NP explains both analyzing powers better.
5.2.3 Induced polarization and polarization-transfer coefficients
To measure the induced polarization and polarization-transfer coefficients, the po-
larization of the scattered protons from the reaction H(~d, ~p)d must be known. This
is obtained through a measurement using the ESN polarimeter. As discussed in the
previous chapter, the proton polarization can be obtained from Eq. 4.38 knowing
the analyzing power of the secondary p-C reaction. The effective p-C analyzing
power, A¯c, for each energy was obtained by the calibration experiment resulting in
Eq. 5.1. In the same way as in the calibration experiment, the left (right) counting
measurement was performed in the range of 5◦ − 20◦ except for the data point at
90◦. In this case, Coulomb scattering was significant above 5◦ since a thick analyzer
was used. Therefore, the counting was performed in the angular range of 10◦− 20◦.
To account for overall effects because of the usage of a thicker analyzer, a calibra-
tion measurement was also performed with an analyzer with the same thickness; as
described in Sec. 5.1.
To extract the polarization of protons from Eq. 4.38, one needs to know the
instrumental asymmetry. The instrumental asymmetry of the BBS was rather small
(about 0.02); nevertheless, it had a significant effect on the results of the polariza-
tion. This false asymmetry, indicated by different L0 and R0, can be measured using
an unpolarized proton beam. One way of obtaining such an unpolarized beam is
to use an unpolarized initial deuteron beam and by positioning the BBS at 180◦ in
c.m. frame where the induced polarization is known to be zero. However, one must
assume that the obtained instrumental asymmetry does not change in time and it
does not depend on a background which depends on the BBS angle. In fact, the
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Table 5.4: Results for the induced polarization, Py′ at 90 MeV/u incident-beam energy.
Column 2 shows the results before normalization and column 3 shows them after normal-
ization to CDB∆ calculation. The statistical errors are shown in column 4 and statistical
errors plus the point-to-point systematic errors in column 5.
θc.m. Py′ Py′ δ(Py)st. δPy
90.0 0.638 0.480 0.019 0.040
99.5 0.520 0.610 0.007 0.008
109.3 0.668 0.630 0.009 0.009
119.4 0.337 0.440 0.007 0.010
129.7 0.140 0.239 0.011 0.015
139.8 –0.144 –0.064 0.008 0.008
150.0 –0.297 –0.229 0.009 0.009
160.0 –0.226 –0.163 0.010 0.010
169.6 –0.134 –0.076 0.015 0.015
background is not the same for all angles. We used the instrumental asymmetry
obtained during the calibration experiment; see Sec. 4.2.5. However, it did not lead
to the expected results for the induced polarization of the reaction H(~d, ~p)d. The
induced polarizations for angles larger than 120◦ were below the theoretical estima-
tions by 0.1 at most(see Tab. 5.4), but they agree in shape. This is due to the fact
that the backgrounds were not the same for the reactions H(~d, ~p)d and H(~p, ~p)p. The
three data points at 90◦, 100◦ and 110◦, measured in 2005, were fluctuating around
the theoretical curves by about ±0.1. In addition to the background changing with
the angle of BBS, it turned out from part of the calibration experiment, performed
right after the H(~d, ~p)d experiment in 2005, that the instrumental asymmetry was
also not stable during the data taking. It was, therefore, decided to use the in-
strumental asymmetry as a free parameter to normalize the induced polarization to
the three-body calculations as discussed below. The obtained instrumental asym-
metry from this normalization was then used to calculate the polarization-transfer
coefficients.
The induced polarization for reaction H(~d, ~p)d is the same as the analyzing power
of the time-reversed reaction 2H(~p, d)p (with a sign difference). This observable was
measured at KVI for several energies by Ermisch et al. [14]. As Ermisch et al. have
shown, at the lower energy of 108 MeV which is the closest energy to the present
experiment, the analyzing power of 2H(~p, d)p is described rather well by CDB∆
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Figure 5.8: Induced polarization for reaction H(~d, ~p)d at 90 MeV/u. For the description of
the curves, see the caption of Fig. 5.6. The data points were normalized to CDB∆ calculation
via setting the false asymmetry of the detector as a free parameter.
calculation. Also, looking at the energy dependence of the analyzing power from 190
MeV down to 108 MeV [14], this calculation comes closer to the experimental results
as one moves to lower energies. Therefore, we decided to normalize the induced-
polarization to this theory using the instrumental asymmetry as a fit parameter. As
was explained above, for the data points of 120◦ and larger only one instrumental
asymmetry was needed. For the three points of 90◦, 100◦ and 110◦ each point
was normalized to theoretical calculations separately. Figure 5.8 shows the induced
polarization after normalization to the CDB∆ calculation; the values are tabulated
in Tab. 5.4. Since the points from 120◦ and larger are normalized to the theoretical
calculations by using only one free parameter, the shape of this observable can be
compared to that of the theory. As can be observed in the figure, these points
nicely follow the theoretical curves. By changing the instrumental asymmetry by
less than 2%, the points above 120◦ can be normalized to AV18+UIX calculation.
This change would be about 7% for 90◦, 100◦ and 110◦. The errors shown in the
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Table 5.5: Results for the vector, Ky
′
y , and the tensor, K
y′
yy, polarization-transfer coefficient
at 90 MeV/u incident-beam energy. The errors in columns 4 and 7 are statistical errors plus














90.0 0.390 0.032 0.035 0.488 0.045 0.045
99.5 0.418 0.015 0.015 0.581 0.021 0.026
109.3 0.459 0.013 0.013 0.599 0.019 0.019
119.4 0.431 0.014 0.021 0.415 0.024 0.024
129.7 0.271 0.020 0.020 0.095 0.039 0.045
139.8 0.200 0.014 0.014 –0.265 0.026 0.026
150.0 0.314 0.018 0.018 –0.360 0.034 0.034
160.0 0.552 0.020 0.020 –0.220 0.036 0.036
169.6 0.627 0.028 0.031 –0.111 0.054 0.054
figure are statistical plus the point-to-point systematic errors. The systematic error
is less than 3%; see Tab. 4.7.
The results of the vector and tensor polarization-transfer coefficients are shown
in Fig. 5.9 and Tab. 5.5. The vector polarization-transfer coefficient (upper panel)
follows the NN calculations. The CDB∆ calculation (for most of the angles) and the
AV18+U-IX calculation larger than 130
◦ fit the data well. Obviously, the TM′ 3NP
cannot describe this observable. Also, the data points for the tensor polarization-
transfer coefficient (lower panel) are in good agreement with the NN band and the
CDB∆ line and underestimated with NN+TM′ calculations. The two points at 90◦
and 100◦ seem to drop somewhat faster than the theoretical calculations. In general,
the closest calculations with 3NP to both the vector and tensor polarization-transfer
coefficients are CDB∆.
If one normalizes the induced polarization to AV18+U-IX calculation rather than
CDB∆, the data points for 120◦ and larger do not change significantly for both the
vector and tensor observables. Only the three points at 90◦, 100◦ and 110◦ move
systematically lower but well within the statistical errors. These points for vector
polarization-transfer coefficients will go then between NN band and the NN+TM′
band.
In summary, the cross sections (see Fig. 5.6) are closer to AV18+U-IX and lower
edge of NN+TM′, however once the systematic error of 5% is taken into account,
it becomes difficult to make a distinction between various calculations including the
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Figure 5.9: Vector (upper panel) and tensor (lower panel) polarization-transfer coefficients
for the reaction H(~d, ~p)d at 90 MeV/u. For the description of the curves, see the caption of
Fig. 5.6.
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3NP. What is obvious is that the calculations based on NNPs completely fail to
describe the data around the minimum from 90◦ to 140◦. The analyzing powers
(see Fig. 5.7) are, in general, closer to AV18+U-IX, and a band of NN+U-IX could
possibly describe the vector analyzing powers very well. This theory is also closer to
tensor analyzing powers, although it does not describe the data over the whole range
of angles measured. The differences between the calculations with 3NPs are sizable
and the data points are just in between these calculations. For the polarization-
transfer coefficients (see Fig. 5.9), the NN potentials seem to describe the data
points better than all other calculations with the exception of CDB∆ which does a
good job everywhere and AV18+U-IX at angles larger than 130
◦. With the relatively
high-precision measurements of these observables, it is clear that the details of the
three-nucleon force are not yet completely understood and need to be further studied.
5.3 χPT calculations
A calculation in the framework of χPT has been performed at next-to-next-to
leading-order (NNLO) with the 3NP included up to J = 7/2, which might be in-
sufficient at this energy. However, one expects small changes by adding J = 9/2.
On the other hand, at the energy of this experiment, 190 MeV, the next order in
chiral expansion, NNNLO, may be more important than adding a larger angular mo-
mentum, because the chiral approach is an expansion in momenta. The observables
measured in this work are shown in Fig. 5.10 in comparison with the χPT calcula-
tions and two 3NPs (CDB∆ and AV18+U-IX) shown before. In contrast to the 3NP
models that can describe the cross sections over the whole angular range, the χPT
calculation overestimates the cross sections from 90◦ to 140◦. This could be due to
lack of convergence of the present calculations. The χPT calculation is consistent
with all the spin observables. Of course, it has a very large uncertainty due to the
way the model is constructed. As explained before, the AV18+U-IX 3NP describes
the analyzing powers best and CDB∆ does well for polarization-transfer coefficients.
Interestingly, AV18+U-IX has a better overlap with χPT band for analyzing powers
and CDB∆ agrees well with χPT results for polarization-transfer coefficients. This
observation should provide some insight into the spin ingredients of the 3NP.
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Figure 5.10: Results for cross sections and spin observables in comparison with the χPT
calculations (grey band). The band shows the theoretical uncertainties of these calculations.
The results of the calculations of CDB∆ (solid line) and AV18+U-IX (dashed line) are also
shown.
