We consider a chemo-repulsion model with quadratic production in bounded domains, which is a nonlinear parabolic system for two variables; the cell density and the chemical concentration. We present two mass-conservative and unconditional energy-stable first order time schemes: the (nonlinear) Backward Euler scheme and a linearized coupled version. We also analyze positivity, solvability, convergence towards weak solutions and error estimates of these schemes. In particular, uniqueness of the nonlinear scheme is proved assuming small time step with respect to a strong norm of the scheme. This hypothesis is simplified in 2D domains where a global in time strong estimate is proved. Finally, we show the behavior of the schemes through some numerical simulations.
Introduction
Chemotaxis is understood as the biological process of the movement of living organisms in response to a chemical stimulus which can be given towards a higher (attractive) or lower (repulsive) concentration of a chemical substance. At the same time, the presence of living organisms can produce or consume chemical substance. A repulsive-productive chemotaxis model can be given by the following parabolic PDE's system:    ∂ t u − ∆u = ∇ · (u∇v) in Ω, t > 0,
where Ω ⊂ R n , n = 2, 3 , is an open bounded domain with boundary ∂Ω. The unknowns for this model are u(x, t) ≥ 0, the cell density, and v(x, t) ≥ 0, the chemical concentration. Moreover, f (u) is a function which is nonnegative when u ≥ 0. In this paper, we consider the particular case in which the production term is quadratic, that is f (u) = u 2 , and then we focus on the following initial-boundary problem:
The quadratic production term allows to control an energy in L 2 (Ω)-norm for u (see (20)-(21)), which is very useful for performing numerical analysis. Other production terms will be studied in forthcoming papers.
In the case of linear production term, in [2] the authors proved that model (1) with f (u) = u is well-posed in the following sense: there exist global in time weak solutions (based on an energy inequality) and, for 2D domains, there exists a unique global in time strong solution. However, as far as we know, there are not works studying problem (2) with quadratic production. In addition, some papers on numerical analysis for chemotaxis models with linear production are [3, 6, 11, 13, 16] .
In order to develop our analysis, we reformulate (2) introducing the new variable σ = ∇v. Then, we rewrite the model (2) as follows:
∂ t σ − ∇(∇ · σ) + rot(rot σ) + σ = ∇(u 2 ) in Ω, t > 0, ∂u ∂n = 0 on ∂Ω, t > 0, σ · n = 0, [rot σ × n] tang = 0 on ∂Ω, t > 0,
where (3) 2 was obtained applying the gradient to equation (2) 2 and adding the term rot(rot σ)
using the fact that rot σ = rot(∇v) = 0. Once solved (3), we can recover v from u 2 solving
We will use the variable σ in order to simplify the notation throughout the paper. Moreover, for fully discrete schemes by using the Finite Elements Method (which will be analyzed in the forthcoming paper [7] ), it will be very convenient to use the variables (u, σ) in order to obtain an unconditional energy-stable scheme.
The outline of this paper is as follows: In Section 2, we give the notation and some preliminary results that will be used along this paper.
In Section 3, we analyze the continuous problem (2) , obtaining global in time weak regularity for both two and three dimensions, and global in time strong regularity of the model assuming the regularity criteria (32), which is satisfied in 2D domains.
In Section 4, we analyze the Backward Euler scheme corresponding to problem (3)-(4), including mass-conservation, unconditional energy-stability, solvability, positivity and error estimates of the scheme. In particular, uniqueness of solution of the scheme is proved under a hypothesis that relates the time step and a strong norm of the scheme (the discrete version of (32)), which can be simplified in the case of 2D domains owing to the strong estimates already obtained for the scheme. Moreover, we prove the existence of weak solutions of model (2) throughout the convergence of this scheme when the time step goes to 0. In Section 5, we propose a linearized coupled scheme for model (3)- (4) , and again we analyze some properties of this linear scheme as in Section 4, comparing to the previous nonlinear scheme. Finally, in Section 6, we show some numerical simulations using Finite Elements spatial approximations associated to both time schemes, in order to verify numerically the theoretical results obtained in terms of positivity and unconditional energy-stability.
Notations and preliminary results
We recall some functional spaces which will be used throughout this paper. We will consider the usual Sobolev spaces H m (Ω) and Lebesgue spaces L p (Ω), 1 ≤ p ≤ ∞, with the usual notations for norms · m and · L p , respectively. In particular, the L 2 (Ω)-norm will be represented by · 0 . Corresponding Sobolev spaces of vector valued functions will be denoted by H 1 (Ω), L 2 (Ω), and so on; and we denote by H 1 σ (Ω) := {σ ∈ H 1 (Ω) : σ · n = 0 on ∂Ω} and H 1 * (Ω) := {h ∈ H 1 (Ω) : Ω h = 0}. From now on, we will use the following equivalent norms in H 1 (Ω) and H 1 σ (Ω), respectively (see [12] and [1, Corollary 3.5], respectively): 
In particular, (6) implies that, for all σ = ∇v ∈ H 
If Z is a Banach space, then Z will denote its topological dual. Moreover, the letters C, K will denote different positive constants always independent of the time step.
We define the linear elliptic operators
and
The corresponding variational forms are given by A :
We assume the H 2 and H 3 -regularity of problem (8) (see for instance [4] ). Consequently, we assume the existence of some constants C > 0 such that
Then, if the right hand side of problem (9) is given by f = ∇h with h ∈ H 1 (Ω), then taking σ = ∇v, we will prove the H 2 -regularity of problem (9) as follows:
Lemma 2.1. If f = ∇h with h ∈ H 1 (Ω), then the solution σ of problem (9) belongs to H 2 (Ω).
Moreover,
Proof. First, we assume that h ∈ H 1 * (Ω), hence h 1 ≤ C ∇h 0 . Then, from H 3 -regularity of problem (8) taking g = h, we have that v ∈ H 3 (Ω) with −∆v + v = h and v 3 ≤ C h 1 ≤ C ∇h 0 . Then, taking σ = ∇v, we have that σ ∈ H 2 (Ω) solves (9), and (11) holds. Finally, in the general case of h ∈ H 1 (Ω), we consider
|Ω| Ω h) = ∇h, and (11) holds.
Along this paper, we will use repeatedly the classical interpolations inequalities
Finally, in order to obtain uniform in time strong estimates for the continuous problem and the numerical schemes, we will use the following results (see [15] and [14] , respectively):
, h = h(t), z = z(t) be three positive locally integrable functions defined in (0, +∞) with z also locally integrable in (0, +∞), such that
If for any r > 0 there exist a 1 (r), a 2 (r) and a 3 (r) such that
If for any r ∈ N, there exist a 1 (t r ), a 2 (t r ) and a 3 (t r ) depending on t r = kr, such that
As consequence of Lemma 2.3 (with an estimate for d n for any n ≥ r) and the classical Discrete
Gronwall Lemma (estimating d n for n = 0, . . . , r − 1), we will prove the following result:
Corollary 2.4. Assume hypothesis of Lemma 2.3. Let k 0 > 0 be fixed, then the following estimate
Proof. We fix T = 2k 0 and choose r 0 ∈ N such that k(r 0 − 1) < T ≤ kr 0 := t r 0 . Then, from Lemma 2.3 we have
On the other hand, applying the Discrete Gronwall Lemma to (14) , one has
Therefore, from (16)-(17) we deduce (15) .
Analysis of the continuous model
In this section, we analyze the weak and strong regularity of problem (2) . With this aim, we will start giving the following definition of weak-strong solutions for problem (2) .
where q = 2 in the 2-dimensional case (2D) and q = 4/3 in the 3-dimensional case (3D) (q is the conjugate exponent of q = 2 in 2D and q = 4 in 3D); the following variational formulation
the following equation holds pointwisely
the initial conditions (2) 4 are satisfied and the following energy inequality (in integral version) holds for a.e. t 0 , t 1 with t 1 ≥ t 0 ≥ 0:
where
Remark 3.2. In 2D domains, we can takeū = u in (18), test (19) by − 1 2 ∆v, integrating by parts and using (7), we arrive at the following equality energy law (in differential version):
Moreover, this equality is also true in 3D domains for regular enough solutions.
Moreover, we also give the definition of weak solutions for the reformulated problem (3):
where q is as in Definition 3.1; the following variational formulations hold
the initial conditions (3) 5 are satisfied and the following energy inequality (in integral version) holds for a.e. t 0 , t 1 with t 1 ≥ t 0 ≥ 0:
Lemma 3.4. If σ 0 = ∇v 0 , problems (2) and (3)- (4) are equivalents in the following sense:
If (u, v) is a weak-strong solution of (2) then (u, σ) with σ = ∇v is a weak solution of (3);
and reciprocally, if (u, σ) is a weak solution of (3) and v = v(u 2 ) is the unique strong solution of problem (4) Proof. Suppose that (u, v) is a weak-strong solution of (2), then testing (19) by −∇ · w, for any w ∈ L q (0, T ; H 1 (Ω)), and taking into account that rot(∇v) = 0, we obtain
Then, defining σ = ∇v and assuming the hypothesis σ 0 = ∇v 0 , from (27) we conclude that (u, σ) is a weak solution of (3) . By other hand, if (u, σ) is a weak solution of (3) and
is the unique strong solution of problem (4), reasoning as above, we conclude that ∇v satisfies (27). Therefore, from (24) and (27), we obtain
where, in the last equality, the relation σ(0) = ∇v(0) was used, and therefore we deduce σ = ∇v.
Thus, (u, v) is a weak-strong solution of (2).
Later, in Section 4 we will prove the existence of solutions of a discrete in time scheme that approximates problem (3)-(4) and we will obtain uniform estimates of the discrete solutions, which will allow us to pass to the limit in the discrete problem in order to obtain the existence of weak solutions of problem (3) (in the sense of Definition 3.3) and strong solution of (4). Finally, taking into account Lemma 3.4, the existence of weak-strong solutions of problem (2) (in the sense of Definition 3.1) will be obtained.
Observe that any weak-strong solution of (2) (or weak solution of (3)) is conservative in u, because the total mass Ω u(t) remains constant in time, as we can check takingū = 1 in (18),
Moreover, integrating (2) 2 (or (4) 1 ) in Ω we deduce the following behavior of Ω v,
Weak-Strong Regularity
Observe that from the energy law (20), and using (7), we deduce
From (30), we have
From (29), we observe that the function
Therefore, y(t) = y(0) e −t + t 0 e −(t−s) z(s) ds, and using (30
Then, from (31) we conclude that v ∈ L ∞ (0, +∞; L 1 (Ω)) which, together with (30), implies that
Remark 3.6. In 2D domains, by using the interpolation inequality (12) (proceeding for instance as for the Navier-Stokes equations [9] ), one can deduce the uniqueness of weak-strong solutions of (2).
A regularity criterium implying global in time strong regularity
We are going to obtain strong regularity in a formal manner, assuming a regular enough solution. In fact, a rigorous proof could be made via a regularization argument or a Galerkin approximation, using the eigenfunctions of the operator A.
We will assume the following regularity criterium:
Later, at the end of this Subsection, we will show that (32) holds, at least, in 2D domains. 
Therefore, if we add (22) and (33), use (7) and take ε small enough, we have
Then, integrating in time (34), since ∇u 2 0 ∇v 4 1 ∈ L 1 (0, +∞) (owing to (30) and (32)
On the other hand, making (∆(2) 1 , ∆u) and using the Hölder and Young inequalities, we have
Therefore, summing (34) to (36) and using (7), we have
and thus, since ∇v 2 2 ∈ L 1 (0, +∞) (owing to (35)) and
Moreover, integrating in time (37), and using ∇v 2 2 u 2 2 ∈ L 1 (0, +∞) (owing to (35) and (38)), we deduce
In particular, from (32) and (38), we deduce
Therefore, one has that any global in time weak-strong solution satisfying (32) does not blow-up, neither at finite time nor infinite one. Finally, from equation (2) 1 and taking into account (32) and (35), we deduce
Moreover, taking the time derivative of (2) 2 and testing by ∂ t v, we obtain
hence we arrive at
Higher global in time regularity
Denote by u = ∂ t u and v = ∂ t v. Then, from (2) we deduce that ( u, v) satisfies
Testing by u in (41) 1 and − 1 2 ∆ v in (41) 2 , taking into account that Ω u = 0 and using the 3D interpolation inequality (13), we deduce
Therefore, since ∇v 4 1 and ∇u 4 0 ∈ L 1 (0, +∞) (owing to (30) 2 and (32)), Lemma 2.2 and (40) imply
Moreover, integrating in time (42) and using (40) and (43), we deduce
Finally, applying time derivative to equations (2) 1 and (2) 2 , and taking into account (32)- (35), (38) and (43)- (44), we can deduce the following regularity for ∂ tt u and ∂ tt v:
By following with a bootstrap argument, it is possible to obtain more regularity for (u, v).
However, the regularity obtained so far is sufficient to guarantee the hypothesis required later to prove error estimates (see Theorem 4.21 and Theorem 5.6).
Proof of (32) in 2D domains
In order to prove (32) in 2D domains, we make (∇(2) 1 , ∇u)+ 1 2 (∆(2) 2 , ∆v), integrating by parts, and arguing as in (33), but in this case using the 2D interpolation inequality (12), one has
Therefore, if we add (22) and (46), use (7) and take ε small enough, we have
and thus, since ∇u 2 0 ∈ L 1 (0, +∞), Lemma 2.2 implies (32).
Euler time discretization
In this section, we study the Euler time discretization for the problem (3)- (4), and we analyze the unconditional stability (in weak norms, see Definition 4.5 below) and solvability of the scheme, as well as its convergence towards weak solutions. We also study some additional properties as positivity of the cell and chemical variables, mass-conservation of cells, and error estimates.
Additionally, we prove uniqueness of solution of the scheme under a hypothesis that relates the time step and strong norms of the scheme, which is simplified in the case of 2D domains owing to a strong estimate obtained for the scheme (the discrete version of (32)).
Let us consider a fixed partition of the time interval [0, +∞) given by t n = nk, where k > 0 denotes the time step (that we take constant for simplicity). First, taking into account the
, we consider the following first order, nonlinear and coupled scheme (Backward Euler):
• Scheme UV :
We fix u 0 = u(0) and v 0 = v(0).
with u n ≥ 0 and v n ≥ 0 and solving
On the other hand, we can consider the following Backward Euler scheme related to the reformulation in the (u, σ)-problem (3). Then, one also has the following first order, nonlinear and coupled scheme:
• Scheme US :
Once the Scheme US is solved , given v n−1 ∈ H 2 (Ω) with v n−1 ≥ 0, we can recover v n = v n (u 2 n ) ∈ H 2 (Ω) (with v n ≥ 0) solving:
(Positivity and regularity of v n ) It is not difficult to prove that, given u n ∈ H 1 (Ω) and v n−1 ∈ H 2 (Ω), there exists a unique v n ∈ H 2 (Ω) solution of (49). Even more, using the H 3 -regularity of problem (8), we can prove that (49), and taking into account that
∈ Ω, and thus, v n ≥ 0 in Ω.
Lemma 4.2. If σ n−1 = ∇v n−1 , the schemes UV and US are equivalents in the following sense:
If (u n , v n ) is a solution of scheme UV then (u n , σ n ) with σ n = ∇v n solves scheme US; and reciprocally, if (u n , σ n ) is a solution of the scheme US and v n = v n (u 2 n ) is the unique solution of (49), then σ n = ∇v n , and therefore (u n , v n ) is a solution of the scheme UV.
Proof. Suppose that (u n , v n ) is a solution of the scheme UV, then testing (47) 2 by −∇ ·w, for anyw ∈ H 1 σ (Ω), and taking into account that rot(∇v n ) = 0, we obtain
Then, defining σ n = ∇v n and assuming the hypothesis σ n−1 = ∇v n−1 , from (51) we conclude that (u n , σ n ) is solution of the scheme US. On the other hand, if (u n , σ n ) is a solution of the scheme US and v n satisfies (49), reasoning as above, we conclude that ∇v n satisfies (51).
Therefore, from (48) 2 and (51), we obtain
Then, takingσ = σ n − ∇v n in (52) and using the formula a(a
which implies that σ n = ∇v n using that σ n−1 = ∇v n−1 . Thus, we conclude that (u n , v n ) is solution of the scheme UV.
Although, as it was said at the beginning, both time schemes UV and US are equivalent, we will study the scheme US with the variable σ n in order to facilitate the notation throughout the paper. Moreover, both schemes furnish different fully discrete schemes considering for instance the spatial approximation by Finite Elements, which will be analyzed in the forthcoming paper [7] . In fact, it will be necessary to use the variable σ n in order to obtain a fully discrete unconditional energy-stable scheme.
Solvability, Energy-Stability and Convergence
Takingū = 1 in (48) 1 we see that the scheme US is conservative, that is:
Moreover, integrating (49) in Ω, we deduce the following discrete in time equation for Ω v n :
Theorem 4.3. (Unconditional existence and conditional uniqueness) There exists (u n , σ n ) ∈
then the solution of the scheme US is unique.
The proof is divided into two parts.
Part 1:
In order to prove the existence of (u n , σ n ) ∈ H 1 (Ω) × H 1 σ (Ω) solution of the scheme US, such that u n ≥ 0, we consider the following auxiliary problem:
where (u n ) + = max{u n , 0}. In fact, it is the same scheme US but changing u n by (u n ) + in the chemotaxis term.
A. Positivity of u n : First, we will see that if (u n , σ n ) is a solution of (56), then u n ≥ 0. Testing byū = (u n ) − = min{u n , 0} ≤ 0 in (56), and using that
Then, using the fact that u n−1 ≥ 0, one has that (u n ) − 2 1 ≤ 0, and thus (u n ) − ≡ 0 a.e. x ∈ Ω. Therefore, u n ≥ 0 in Ω.
B. Existence of solution of (56): It can be proven by using the Leray-Schauder fixed-point theorem. (See Appendix A).
Then, from parts A and B, we conclude that there exists (u n , σ n ) solution of (56) with u n ≥ 0.
In particular, taking into account that u n = (u n ) + , we conclude that (u n , σ n ) is also a solution of the scheme US, with u n ≥ 0.
Part 2:
In order to prove the uniqueness of solution (u n , σ n ) of the scheme US, we suppose that
Takingū = u n ,σ = 1 2 σ n in (57)-(58) and adding the resulting expressions, the terms (u 1 n σ n , ∇u n ) cancel, and using the fact that
Therefore, since k ∇u 2
1 is small enough (from hypothesis (55)), we conclude that (u n , σ n ) 1 = 0, thus u 1 n = u 2 n and σ 1 n = σ 2 n .
Remark 4.4. In the case of 2D domains, using estimate (75) (see Theorem 4.20 below), the uniqueness restriction (55) can be relaxed to k K 2 0 small enough, where K 0 is the constant appearing in (75) which depends on data (Ω, u 0 , σ 0 ), but is independent of n.
In the next Lemma, we obtain unconditional energy-stability for the scheme US.
Lemma 4.6. (Unconditional stability) The scheme US is unconditionally energy-stable with respect to E(u, σ). In fact, for any (u n , σ n ) solution of scheme US, the following discrete energy law holds
Proof. Takingū = u n in (48) 1 andσ = 1 2 σ n in (48) 2 and adding the resulting expressions, the chemotaxis and production terms cancel, obtaining (60). From the (local in time) discrete energy law (60), we deduce the following global in time estimates for any (u n , σ n ) solution of the scheme US:
Theorem 4.8. (Uniform Weak estimates) Let (u n , σ n ) be a solution of the scheme US.
Then, the following estimates hold
where n 0 ≥ 0 is any integer and C 0 , C 1 are positive constants depending on the data (u 0 , σ 0 ) and (Ω, u 0 ) respectively, but independent of n 0 , k and n.
Proof. Observe that from the discrete energy law (60), we have
which implies (61). Moreover, starting again from (60), but now summing for m from n 0 + 1 to n + n 0 , using (61) and the Poincaré inequality for the zero-mean value function u m − m 0 , where
and thus, we deduce (62). 
where K 0 > 0 depends on the data (u 0 , σ 0 , v 0 ), but independent of k and n. Moreover, the following estimates hold
with K 1 > 0 depending on the data u 0 , σ 0 , v 0 , Ω, but independent of n 0 , k and n.
Proof. From (54) and (61) we have
Then, multiplying (65) by (1 + k) i−1 and summing for i = 1, · · ·, n, we obtain
and taking into account that
we conclude
which implies (63). Finally, taking into account the relation σ n = ∇v n , from (61)-(63), we can deduce (64).
Starting from the previous stability estimates, following the ideas of [10] we can prove the convergence towards weak solutions. For this, let us to introduce the functions:
• ( u k , σ k ) are continuous functions on [0, +∞), linear on each interval (t n−1 , t n ) and equal to (u n , σ n ) at t = t n , n ≥ 0;
• (u r k , σ r k ) as the piecewise constant functions taking values (u n , σ n ) on (t n−1 , t n ], n ≥ 1.
Theorem 4.11. (Convergence) There exists a subsequence (k ) of (k), with k ↓ 0, and a
) and strongly in
Proof. Observe that (48) can be rewritten as:
. Moreover, using (61), it is not difficult to prove that u k −u r k and σ k −σ r k converge to 0 in
Therefore, there exists a subsequence (k ) of (k) and limit functions u and σ verifying the following convergence as k → 0:
Moreover, we can deduce
compactness result of Aubin-Lions type implies that the sequence is compact in
. This implies the strong convergence of both subsequences
(Ω)); and passing to the limit in (66), we obtain that (u, σ) satisfies (23)-
. Now, in order to obtain that (u, σ) satisfies energy inequality (25), we test (66) 1 byū = u r k (t) and (66) 2 byσ = 1 2 σ r k (t), and taking into account that u k | In = u n + tn−t k (u n−1 − u n ) (and σ k is defined in the same way), we obtain
for any t ∈ (t n−1 , t n ), which implies that
Then, integrating (67) in time from t 0 to t 1 , with t 0 , t 1 ∈ [0, +∞), and taking into account that
is continuous in time, we deduce
Finally, we will prove that
Indeed, for any T > 0,
and, owing to (69),
for a.e. t 1 , t 0 : t 1 ≥ t 0 ≥ 0. Thus, taking lim inf as k → 0 in the inequality (68), we deduce the energy inequality (25) for a.e. t 0 , t 1 :
Analogously, if we introduce the functions:
• v k are continuous functions on [0, +∞), linear on each interval (t n−1 , t n ) and equal to v n , at t = t n , n ≥ 0;
• v r k as the piecewise constant functions taking values v n on (t n−1 , t n ], n ≥ 1, the following result can be proved:
Lemma 4.12. There exists a subsequence (k ) of (k), with k ↓ 0, and a strong solution v of (4) in (0, +∞), such that v k and v r k converge to v weakly-in L ∞ (0, +∞; H 1 (Ω)), weakly in
, for 1 ≤ p < 6 and any T > 0.
Proof. Observe that (49) can be rewritten as:
From estimate (64) we have that v k and v r k are bounded in L ∞ (0, +∞;
as k → 0, for any T > 0. Therefore, there exists a subsequence (k ) of (k) and a limit function v verifying the following convergence as k → 0:
Moreover, we can deduce that
. Therefore, a compactness result of Aubin-Lions type implies that the sequence is compact in
This implies the strong convergence of both subsequences
; L p (Ω)); and passing to the limit in (71), we obtain that v satisfies (19).
Uniform strong estimates
In this section, we are going to obtain a priori estimates in strong norms for (u n , σ n ) solution of the scheme US. First, in the following proposition, we shall show H 2 -regularity for (u n , σ n ).
Moreover, the following estimate
where C is a constant depending on data (Ω, u 0 , σ 0 ), but independent of k and n.
Proof. Recall that we have assumed the H 2 and H 3 -regularity of problem (8), which implies the H 2 -regularity of problem (9) in the case of f = ∇h for some h ∈ H 1 (Ω). Moreover, observe that scheme US can be rewrite in terms of the operators A and B as follows
classical elliptic regularity we conclude that u n ∈ W 2,3/2 (Ω). Analogously, since u n ∈ W 2,3/2 (Ω),
, and therefore u n ∇u n ∈ L 2 (Ω). Thus, using the fact that δ t σ n ∈ L 2 (Ω) and taking into account that −δ t σ n +2u n ∇u n = ∇(−δ t v n +u 2 n ), with −δ t v n +u 2 n ∈ H 1 (Ω), we conclude that σ n ∈ H 2 (Ω). Finally, taking into account that σ n ∈ H 2 (Ω) and
, and thus, since u n , δ t u n ∈ L 2 (Ω), we conclude that u n ∈ H 2 (Ω). Besides, from (10) 1 - (11), the interpolation inequality (13), using the Hölder and Young inequalities, we have
Then, adding (73) and (74), we conclude (72). Now, assuming the estimate
with K 0 > 0 independent of k and n, we will prove uniform strong and more regular estimates for the scheme US. Later, in the next section, we will prove that condition (75) holds, at least, in 2D domains.
Theorem 4.14. (Strong estimates) Let (u n , σ n ) be a solution of the scheme US satisfying the assumption (75). Then, the following estimate holds
for any integer n 0 ≥ 0, with positive constants K 1 , K 2 depending on (Ω, u 0 , σ 0 ), but independent of n 0 , k and n.
Proof. Testing (48) byū = δ t u n andσ = δ t σ n , and taking into account that from (53) we have
Moreover, using (13), (61), (72) and (75), we obtain
where the constant C is independent of k and n. Therefore, from (77)-(78), we deduce
Then, multiplying (79) by k, summing for m from n 0 + 1 to n + n 0 and using (75), we have
which, taking into account (72), implies (76).
From Theorem 4.14 and Corollary 4.10, we deduce strong estimates for v n . 
for any integer n 0 ≥ 0, with positive constants K 0 , K 1 depending on (Ω, u 0 , σ 0 , v 0 ), but indepen-dent of n 0 , k and n.
Theorem 4.16. (More regular estimates) Assume that
Under the hypothesis of Theorem 4.14, the following estimates hold
for any integer n 0 ≥ 0, with positive constants C 3 , C 4 , C 5 , C 6 depending on data (Ω, u 0 , σ 0 ), but independent of n 0 , k and n.
Remark 4.17. In particular, from (83) one has (u n , σ n ) L ∞ ≤ C 7 for all n ≥ 0, with C 7 > 0 a constant independent of k and n.
Proof. Denote by u n = δ t u n and σ n = δ t σ n . Then, making the time discrete derivative of (48), and using the equality δ t (a n b n ) = (δ t a n )b n−1 + a n (δ t b n ), we obtain that ( u n , σ n ) satisfies (84) and adding the resulting expressions, the terms (u n σ n , ∇ u n ) cancel, and taking into account that Ω u n = 0, we deduce
where (13) and (75) have been used in the first and second inequalities respectively. Thus, we
In particular,
Moreover, observe that from (48) we have that, for all (ū,σ)
Then, testing (87) byū = δ t u 1 ,σ = 1 2 δ t σ 1 and adding, the terms
, and using the Hölder and Young inequalities and (75), we can deduce
Therefore, taking into account (76) and (88), applying Corollary 2.4 in (86) we conclude (81).
Moreover, multiplying (85) by k, adding from m = n 0 + 1 to m = n 0 + n, and using (81), we deduce (82). Finally, from (61), (75), (81) and (72), we conclude (83).
From Theorem 4.16 and Corollary 4.10, we deduce a more regular estimate for v n .
Corollary 4.18. Let v n be the solution of (49). Under hypothesis of Theorem 4.16, the following estimate holds
where K 0 > 0 is a constant depending on (Ω, u 0 , σ 0 , v 0 ), but independent of k and n.
Proof of (75) in 2D domains
In this section, we will prove that estimate (75) holds in 2D domains. With this aim, first we consider a preliminar result.
Proposition 4.19. Let (u n , σ n ) be any solution of the scheme US. Then, in 2D domains, the following estimate holds
where K 1 is a constant depending on data (Ω, u 0 , σ 0 ), but independent of k and n.
Proof. We takeū = u n − u n−1 andσ = 1 2 (σ n − σ n−1 ) in (48), and recalling that from (53) we
Then, by using the Hölder and Young inequalities as well as the 2D interpolation inequality (12) and estimate (61), we find
Therefore, from (91)- (92) we deduce
hence (90) is deduced. Now, taking into account that from Proposition 4.13 we have (u n , σ n ) ∈ H 2 (Ω) × H 2 (Ω), we will consider the following pointwise differential formulation of the scheme US:
Theorem 4.20. Let (u n , σ n ) be a solution of the scheme US. Then, in 2D domains, the estimate (75) holds.
Proof. Testing (93) 1 by Au n and (93) 2 by Bσ n , we can deduce
Moreover, using the 2D inequality (12) jointly to (61), (10) 1 , (11) and (90), we obtain
Therefore, from (94)-(95), we deduce
Then, taking into account (96) and (62), applying the Corollary 2.4 we deduce (75).
Error estimates in weak norms in finite time

Error estimates for the scheme US
We will obtain error estimates for (u n , σ n ) solution of the scheme US with respect to a sufficiently regular solution (u, σ) of (3). For this, we introduce the following notations for the errors in t = t n : e n u = u(t n ) − u n and e n σ = σ(t n ) − σ n , and for the discrete in time derivative of these errors: δ t e n u = e n u − e n−1 u k and δ t e n σ = e n σ − e n−1 σ k . Then, subtracting (3) at t = t n and the scheme US, we have that (e n u , e n σ ) satisfies
where ξ n 1 , ξ n 2 are the consistency errors associated to the scheme US, that is,
Theorem 4.21. Let (u n , σ n ) be a solution of the scheme US and assume the following regularity for the exact solution (u, σ) of (3):
Assuming that
then the a priori error estimate
holds, where
Proof. Since u 0 = u(t 0 ), then Ω e n u = Ω e 0 u = 0. Moreover, takingū = e n u in (97),σ = 1 2 e n σ in (98), and adding the resulting expressions, the terms (u n e n σ , ∇e n u ) cancel, and using the Hölder and Young inequalities and (13), we obtain 
Now, taking into account that
using the Hölder inequality, we can deduce
Therefore, from (102) and (103) ≤ Ck
Then, multiplying (104) by k and adding from n = 1 to n = r, we obtain (recall that e 0 u = e 0 σ = 0):
Therefore, if hypothesis (100) is satisfied, using the Discrete Gronwall Lemma (see [8] , p. 369)
in (105), and taking into account (99), we conclude (101).
Remark 4.22. From (101), we deduce (u n , σ n ) 1 ≤ C(T ), for all n = 1, ..., N . In particular, this implies that in 3D domains, for finite time, the hypothesis (55) assuring the uniqueness of solution (u n , σ n ) can be relaxed to k C(T ) 4 small enough.
Error estimates for v n solution of (49)
We will obtain error estimates for v n solution of (49) with respect to a sufficiently regular solution v of (4). For this, we introduce the following notation for the error in t = t n : e n v = v(t n ) − v n and for the discrete in time derivative of this error: δ t e n v = e n v − e n−1 v k . Then, subtracting (4) at t = t n and (49), we obtain that e n v satisfies
where ξ n 3 is the consistency error associated to (49), that is,
Theorem 4.23. Under hypothesis of Theorem 4.21. Let v n be the solution of (49) and assume the following regularity for the exact solution v of (4):
Then the a priori error estimate holds
Proof. From the relation e n σ = ∇e n v , taking into account (101), we only need to prove the following estimate
With this aim, if we integrate (106) in Ω,
and therefore, multiplying (111) by k and using (107), we have
Then, adding from n = 1 to n = r in (112) and taking into account that
Thus, using (108) and (101) in (113), we deduce (110).
A linear scheme
In this section, we propose the following first order in time, linear coupled scheme for model (3):
• Scheme LC :
Again, once solved the scheme LC, given v n−1 ∈ H 2 (Ω) with v n−1 ≥ 0, we can recover v n = v n (u 2 n ) ∈ H 2 (Ω) solving (49).
Unconditional energy-stability and Unique Solvability
Observe that scheme LC is also conservative in u (satisfying (53)) and also has the behavior for Ω v n given in (54).
Theorem 5.1. (Unconditional Unique Solvability) There exists a unique (u n , σ n ) solution of the scheme LC.
(Ω) be given, and consider the following bilinear form a : H × H → R, and the linear operator l : H → R given by
for all (u n , σ n ), (ū,σ) ∈ H. Then, using the Hölder inequality and Sobolev embeddings, we can verify that a(·, ·) is continuous and coercive on H, and l ∈ H . Thus, from Lax-Milgram theorem,
Finally, taking firstσ = 0 and thenū = 0, implies that (u n ,
is the unique solution of (114).
Moreover, following the proof of Lemma 4.6, we can prove unconditional energy-stability of the scheme LC. Lemma 5.2. (Unconditional energy-stability) The scheme LC is unconditionally energystable for E(u, σ). In fact, the same discrete energy law (60) holds.
Remark 5.3. If we consider the fully discrete scheme corresponding to LC via a spatial approximation by using the Finite Elements method, i.e. taking U h ⊂ H 1 (Ω) and Σ h ⊂ H 1 σ (Ω) instead of H 1 (Ω) and H 1 σ (Ω) respectively, then the proofs of solvability and unconditional energy-stability of this fully discrete scheme can be followed line by line from Theorem 5.1 and Lemma 5.2.
Remark 5.4. We can prove weak estimates for the solution (u n , σ n ) of the scheme LC analogously to Lemma 4.8. Moreover, assuming the H 2 -regularity for problem (9) in the case that the right hand side is not the gradient of a function, we can deduce strong and more regular estimates for this solution (u n , σ n ) as in Subsection 4.2.
Remark 5.5. Unlike the scheme US, in the scheme LC it is not clear how to prove the nonnegativity of u n . In fact, in some numerical simulations, very negative cell densities are obtained when h → 0, where h is the spatial parameter (see Subsection 6.1).
Error estimates in weak norms
Theorem 5.6. (Error estimates for the scheme LC) Let (u n , σ n ) be a solution of the scheme LC, and assume the regularity (99). Then, the a priori error estimate (101) holds.
Proof. The proof follows as in Theorem 4.21, but we recall that in this case we do not need to impose hypothesis of small time step given in (100) in order to apply the Discrete Gronwall Lemma, since we use the form of the terms (u n−1 σ n , ∇ū) and (u n−1 ∇u n ,σ) to bound them in a suitable way.
Moreover, although in this linear scheme LC it is not clear if the relation σ n = ∇v n holds, it will be possible to obtain error estimates for v n .
Theorem 5.7. (Error estimates for v n ) Under hypothesis of Theorem 5.6. Let v n be the solution of (49) (corresponding to the scheme LC), and assume the regularity:
Then, the a priori error estimate (109) holds.
Proof. Since in the scheme LC it is not clear the relation σ n = ∇v n , we will argue in a different way of Theorem 4.23. Indeed, we test (106) by Ae n v , and using the Hölder and Young inequalities, we obtain
Observe that from (101) we have
Then, multiplying (116) by k, adding from n = 1 to n = r and using (117), we obtain (recall
Therefore, taking into account (99), (115) and (101), from (118) we conclude (109).
Numerical simulations
The aim of this section is to compare the results of several numerical simulations that we have carried out using the schemes derived through the paper. We are considering a finite element discretization in space associated to the variational formulation of schemes US, LC and UV,
where the P 1 -continuous approximation is taken for u h , σ h and v h (where h is the spatial parameter). Moreover, we have chosen the domain Ω = [0, 2] 2 using a structured mesh, and all the simulations are carried out using FreeFem++ software. The linear iterative method used to approach the nonlinear schemes US and UV is the Newton Method, and in all the cases, the iterative method stops when the relative error in L 2 -norm is less than ε = 10 −6 .
Positivity
In this subsection, we compare the schemes US and LC in terms of positivity. For the fully discretization of both schemes is not clear the positivity of the variable u h . In fact, for the time-discrete scheme US the existence of nonnegative solution (u n , v n ) was proved (see Theorem 4.3 and Remark 4.1), but for the time-discrete scheme LC, although we can prove that v n is nonnegative, the nonnegativity of u n is not clear. In the case of the scheme US, we observe that although u h is negative for some x ∈ Ω in some 
Unconditional Stability
In this subsection, we compare numerically the stability with respect to two energies E(u, σ) and E(u, v). Following line to line the proof of Lemma 4.6, we deduce the unconditional energystability for the fully discrete schemes corresponding to schemes US and LC (for the modified energy E(u, σ)). In fact, if (u n , σ n ) is any solution of the fully discrete schemes corresponding .
to schemes US or LC, the following relation holds RE(u n , σ n ) := δ t E(u n , σ n ) + ∇u n 
However, considering the "exact" energy (21), in the case of fully discrete schemes, it is not clear how to prove unconditional energy-stability of schemes US, LC and UV with respect to this energy. Moreover, it is interesting to study the behaviour of the corresponding residual RE(u n , v n ) := δ t E(u n , v n ) + ∇u n (c) The schemes US, LC and UV satisfy the energy decreasing in time property for the exact energy E(u, v), that is, E(u n , v n ) ≤ E(u n−1 , v n−1 ) for all n, see Fig. 8 .
(d) The schemes US, LC and UV have RE(u n , v n ) > 0 for some t n ≥ 0. However, it is observed that the residues RE(u n , v n ) of the schemes US and LC in those times t n where each residue is positive, its values are less than the residues of the scheme UV, see Fig. 9 . In order to prove the solvability of (56), we will use the Leray-Schauder fixed point theorem.
With this aim, we define the operator R : Then, from (122)-(123), a standard procedure allows us to pass to the limit, as r goes to +∞, in (120), and we deduce that R( u, σ) = (u , σ ). Therefore, we have proved that any convergent subsequence of {R( u l , σ l )} l∈N converges to R( u, σ) strong in L 4 (Ω) × L 4 (Ω),
and from uniqueness of R( u, σ), we conclude that
Thus, R is continuous.
4. R is compact. In fact, if {( u l , σ l )} l∈N is a bounded sequence in L 4 (Ω) × L 4 (Ω) and we denote (u l , σ l ) = R( u l , σ l ), then we can deduce
where C is a constant independent of l ∈ N. Therefore, we conclude that {R( u l , σ l )} l∈N is bounded in H 1 (Ω) × H 1 (Ω) which is compactly embedded in L 4 (Ω) × L 4 (Ω), and thus R is compact.
Therefore, the hypothesis of the Leray-Schauder fixed point theorem are satisfied and we conclude that the map R( u, σ) has a fixed point. This fixed point R(u, σ) = (u, σ) is a solution of nonlinear scheme (56).
