The forecasting ability of the most popular volatility forecasting models is examined and an alternative model developed. Existing models are compared in terms of four attributes: (1) the relative weighting of recent versus older observations, (2) the estimation criterion, (3) the trade-off in terms of out-of-sample forecasting error between simple and complex models, and (4) the emphasis placed on large shocks. As in previous studies, we find that financial markets have longer memories than reflected in GARCH(1,1) model estimates, but find this has little impact on out-ofsample forecasting ability. While more complex models which allow a more flexible weighting pattern than the exponential model forecast better on an in-sample basis, due to the additional estimation error introduced by additional parameters, they forecast poorly out-of-sample. With the exception of GARCH models, we find that models based on absolute return deviations generally forecast volatility better than otherwise equivalent models based on squared return deviations. Among the most popular time series models, we find that GARCH(1,1) generally yields better forecasts than the historical standard deviation and exponentially weighted moving For an excellent review of existing studies in this area see Poon and Granger (2003) . Notable examples include Akgiray (1989) , Pagan and Schwert (1990) , Tse (1991 ), Jorion (1995 , West and Cho (1995) , Brailsford and Faff (1996), Figlewski (1997), Brooks (1998) average models, though between GARCH and EGARCH there is no clear favorite. However, in terms of forecast accuracy, all are dominated by a new, simple, nonlinear least squares model, based on historical absolute return deviations, that we develop and test here.
INTRODUCTION
Accurate volatility forecasts are important to traders, investors, and risk managers, as well as researchers seeking to understand market dynamics. Not only are estimates of future volatility necessary in order to derive option prices, they are also needed to derive deltas and therefore hedge ratios for derivatives portfolios and are critical inputs for value-at-risk models. The two main sources of volatility forecasts are time-series models and implied volatilities calculated from observed option prices. Although theoretically implied volatilities should reflect all available information, including time-series information, evidence is mixed on whether this is the case. Moreover implied volatilities cannot simultaneously be used to price the derivatives from whose prices they are calculated and are only available for specific time horizons for a limited set of assets. Consequently, time-series models remain the major source of volatility forecasts. This paper examines the forecasting ability of popular time-series volatility forecasting models and develops a superior alternative. The econometrics literature is replete with studies comparing the forecasting ability of various time-series models.
1 For instance, Poon and Granger (2003) list 39 studies comparing the out-of-sample forecasting abilities of the GARCH(1,1) model and the historical variance. However, our approach differs from most in that we focus on why some models forecast better than others, exploring four issues: (1) the relative weighting of recent versus older observations, (2) the importance of the estimation criteria, (3) the trade-off in terms of forecasting error between simple, but possibly incomplete, forecasting models and more complex models which may be more realistic but add estimation error, and (4) the emphasis placed on large shocks. While the first issue, the proper weighting of recent versus older observations, has received considerable attention in the literature, the other three have received much less scrutiny.
We choose models, data series, and forecast horizons that are in common usage. For instance, while many extant studies compare the ability of 2 In a series of papers, Andersen and Bollerslev and others (e.g., Anderson and Bollerslev, 1998; Anderson et al., 1999; and Andersen et al., 2003) have shown that (at least for fairly short forecast horizons such as a day or week or two) models based on high frequency intraday data forecast better than those based on daily data but these high frequency models have not yet gained acceptance in practice. 3 Examples include Ding and Granger (1996) , Anderson et al. (2003) , and Zumbach (2003) . See also the review by Poon and Granger (2003) .
various models to forecast volatility in only the next period, e.g., the next day, if the model was estimated using daily data, most uses of volatility forecasts, such as for option pricing and value-at-risk models, are for much longer horizons. Accordingly, we compare the ability of the models to forecast volatility over multi-day horizons. In our presentation, we focus on results for 40 trading days but have also compared the models for horizons 10, 20, 80, and 120 trading days with similar results. We restrict our focus to commonly used volatility forecasting models, such as the historical standard deviation, the GARCH(1,1) model, the exponentially weighted moving average model used by Riskmetrics, and to alternatives which can be easily implemented using standard statistics software. We base our forecasts on daily data since those are the data sets available to most forecasters. 2 To ensure generality, we compare forecasting ability across a variety of markets: the S&P 500 index, the Japanese yen/dollar exchange rate, the three-month eurodollar rate, the 10-year treasury bond rate, and five equities-Boeing, GM, International Paper, McDonald's, and Merck.
One issue explored in the paper is the proper weighting of recent versus older observations. Like others, 3 we find that GARCH(1,1) puts too much weight on recent observations relative to older observations. However, despite the attention this issue has received, we found that out-of-sample forecast accuracy is fairly insensitive to the weighting scheme.
A second issue is which estimation criterion yields the best forecast. For instance, we constructed a nonlinear least squares regression model that is structurally identical to a GARCH(1,1) model, but is estimated using a two-stage least squares procedure rather than maximum likelihood. We found that the parameters estimated using least squares implied considerably longer memories than the GARCH model and generate better forecasts in-sample. Out-of-sample results are less clear-cut but the regression model forecasts better in six of the nine markets we examine.
Third, we explored the trade-off between model complexity and forecast error. Models, such as GARCH(1,1), impose a functional form in which the weights attached to squared return observations decline exponentially as the lag increases. We found that a more general model in which the depreciation rate slows as one moves back in time improves insample forecast accuracy. However, because the more flexible model involves additional parameters, estimation error is increased and its outof-sample forecasts are less accurate.
A fourth issue is whether the popular models attach too much weight to large shocks that may or may not reoccur. Since both the historical standard deviation and the GARCH(1,1) forecasts are functions of the squared surprise returns, a single large return deviation in the past has a large impact on the volatility forecast. Except within the GARCH family, we find that models based on absolute return innovations generally forecast better than otherwise equivalent models based on squared deviations.
Based on these findings, we propose a simple nonlinear least squares model based on past absolute return innovations. In all nine markets at all five forecast horizons that we considered, this regression model forecasts better both in-and out-of-sample than all extant models that we considered (including GARCH, EGARCH, and the historical standard deviation). It has the added advantage of requiring only standard regression software.
The remainder of the paper is organized as follows. In the next section, we explore what we term linear squared deviation (or LSD) models focusing on the three most widely used volatility forecasting models: the historical standard deviation, the exponentially weighted moving average model, and the GARCH(1,1) model. We also develop a nonlinear least squares models that is structurally identical to the GARCH(1,1) model, but estimated differently. Our data sets and estimation procedures are described in the next section. After that, we explore the question of the optimal weighting of more recent as opposed to older observations and the appropriateness of the exponential weights structure common to many popular models. Out-of-sample forecasting ability is compared next. We then turn to our fourth issue and compare models based on absolute return deviations to those based on squared deviations. There we develop our model that proves to out-forecast the extant models in all nine markets. Robustness issues are considered before the conclusions.
LINEAR SQUARED DEVIATION MODELS OF FINANCIAL MARKET VOLATILITY
While countless time-series volatility forecasting models have been proposed by econometricians, in terms of usage by market professionals and textbook attention, three dominate: (1) the sample variance or 4 In the case of dividend paying stocks, P t includes any dividends.
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Often m is replaced by the sample mean and accordingly the r 2 are divided by n Ϫ 1, rather than n in Equation (1). The latter procedure implicitly assumes that the expected return over the coming period equals the mean return in the n-day period used to estimate VAR(n). Given the low autocorrelation in returns there is little justification for this assumption and Figlewski (1997) shows that better forecasts are obtained by setting m ϭ 0. In our calculations, we set m equal to the average daily return over the entire data period. standard deviation of returns calculated over some recent period, (2) an exponentially weighted moving average of the squared surprise returns and (3) Bollerslev's GARCH(1,1) model. All three belong to what might be called the linear squared deviation (LSD) class of estimators in that the forecast variance is a linear combination of the squared deviations of recent returns from their expected value. In the case of the historical variance, each squared deviation (or observation) back to a chosen cutoff date is weighted equally while observations prior to the chosen cutoff receive a zero weight. In the exponentially weighted moving average and GARCH (1,1) models, the weights decline exponentially. In other words, the weight attached to observation t Ϫ ( j ϩ 1) is a fixed proportion, b, of the weight attached to observation t Ϫ j. We consider the three in turn.
The Historical Variance
Letting R t ϭ ln(P t ͞P tϪ1 ) represent daily returns on a financial asset, 4 the simplest forecast of the volatility of R t over the future period from time t ϩ 1 through t ϩ s is the sample standard deviation or variance of returns from the recent past. Derivatives textbooks commonly recommend this procedure. We calculate the historical variance, VAR(n), over the n-day historical period:
(1) where r tϪj ϭ R tϪj Ϫ m and m is the expected return.
5 This estimator assigns each squared return deviation, , after time t Ϫ n a weight of 1͞n while observations before t Ϫ n receive a weight of zero. An obvious issue in applying this procedure is choosing the cutoff date n. While setting the length of the period used to calculate historical volatility, n, equal to the length of the forecast period, s, is a common convention, Figlewski (1997) finds that forecast errors are generally lower if the historical variance is calculated over a much longer period. Accordingly, we consider a variety of sample period lengths. 
Exponentially Weighted Moving Average
The exponentially weighted moving average (EWMA) forecasts volatility for the next day as (2) where An obvious issue is the value for exponentially declining weight b. By far the most well known user of the EWMA is Riskmetrics, which utilizes it for its value-at-risk modeling. Since Riskmetrics sets b ϭ .94 (see Riskmetrics, 1996) , we use this parameter for our estimations. It is easily shown by successive substitution in Equation (2) that the implied forecast for a future time period t ϩ k is identical to that for period t ϩ 1, i.e., v tϩk ϭ v tϩ1 , so the EWMA forecast of average volatility over an interval from t to t ϩ s, which we label EWMA t , is (3)
The GARCH(1,1) Model
The GARCH(1,1) model is similar to the EWMA model, but adds a mean reversion term. The GARCH(1,1) model assumes that the logreturn at time t, R t , is normally distributed with mean m and variance v t and that v t follows the process:
, successive substitution back to time t Ϫ j yields the alternative expression of the GARCH(1,1) model: (5) where As Equation (5) makes clear, in the GARCH(1,1) forecast of the variance at time t ϩ 1, the squared return deviation at time t receives the weight, a 1 , the squared deviation at time t Ϫ 1 receives a weight of a 1 b, and (assuming b Ͻ 1) the weights decline exponentially. Since E t (r 2 tϩ1 ) ϭ v tϩ1 , successive forward substitution yields the expression for the expected volatility at a future time t ϩ k based on the information available at time t:
For instance, when Lopez (2001) estimates an AR(10), in every market the largest coefficient is at a lag of six days or longer.
If (a 1 ϩ b) Ͻ 1, the k-step ahead volatility forecast declines from v tϩ1 toward the unconditional variance at the rate (a 1 ϩ b) as k increases, while the weight attached to past observations declines at the rate b. The forecast volatility over the future period from t ϩ 1 through t ϩ s, which we label GARCH t , is an average of the volatility expected each day from t to t ϩ s, hence:
where and Note that, in the GARCH volatility forecast for the interval from t ϩ 1 to t ϩ s, the weights attached to successive past observations decline exponentially.
Previous Comparisons
While numerous studies have compared the forecasting abilities of the historical variance and GARCH models, no clear winner has emerged. In a thorough review of 39 such studies, Poon and Granger (2003) report that 22 find that historical volatility forecasts future volatility better outof-sample while 17 find that GARCH models forecast better.
The Restricted Least Squares Estimator and the Estimation Criterion
Several past studies, such as Pagan and Schwert (1990) , West and Cho (1995) , and Lopez (2001) , have considered the forecasting ability of linear regression models of the form:
These models have several problems: (1) the estimated coefficients, a j usually don't decline in an orderly fashion as j increases, 6 (2) they only incorporate a few recent observations (commonly 8 to 15), and (3) (and relatedly) they don't forecast out-of-sample very well. We specify a nonlinear OLS model which avoids these problems.
While the GARCH(1,1) estimates of the parameters a, l, and b in Equation (7) are obtained by first estimating the parameters a 0 , a 1 , and b in Equation (4) using maximum likelihood, it is also possible to estimate the parameters in Equation (7) using nonlinear least squares. Letting AV(s) t represent the actual realized variance over the period from
t ϩ 1 through t ϩ s. i.e., can be estimated by applying least squares to the equation pair:
We label the resulting estimates of Equation (8) the "restricted least squares" (or RLS) model. It is "restricted" in that the coefficients of r 2 tϪj are forced to decline exponentially as j increases and are nonlinear due to the b j term. Once the parameters a, b, and l have been estimated, the RLS forecast of volatility from t ϩ 1 to t ϩ s is generated as: (9) Note that Equations (7) and (9) are structurally identical; that is the GARCH and RLS forecasts only differ in that they employ different estimates for a, b, and l. While GARCH chooses the parameter estimates which maximize the likelihood of observing r t , RLS chooses parameters which minimize the sum of squared errors of AV(s) t . Consequently, the question arises whether the estimated parameters differ substantially and, if so, which forecast better.
DATA AND PROCEDURES
We compare the forecasting ability of these four models for four financial series: the S&P 500 Index, the yen/dollar exchange rate, the threemonth eurodollar rate, the 10-year treasury bond rate, and five equities chosen from those in the Dow-Jones Index: Boeing, GM, International Paper, McDonald's, and Merck. Daily price data for the five equities for the period 7/2/62 (7/5/66 for McDonald's) to 12/31/02 were obtained from CRSP tapes as were prices for the S&P 500 index (7/2/62-12/31/02). Daily interest rate and exchange rate data were obtained from Federal Reserve Board files for the periods: 1/2/62-12/31/03 for the 10-year bond rate, 1/4/71-12/31/03 for the eurodollar rate, and 1/4/71-12/31/03 for the yen/dollar exchange rate. Daily log returns are defined as R t ϭ ln(P t ͞P tϪ1 ) and daily return deviations or innovations are defined as r t ϭ R t Ϫ m where m is measured as the mean of R t over the entire data period.
Our primary measure of forecasting ability is the root mean squared forecast error (RMSFE) measured in terms of the difference between actual and forecast annualized standard deviation of returns. For each
tϩi , a, l, and b 7 These periods overlap. In other words, we calculate AS(s) m and FSTD(s) m for the s-day period beginning on day m, move up one day to day m ϩ 1 and recalculate.
8 RMSFE weights over-and under-forecasts of volatility equally. Holders of long derivative positions would hurt by surprise decreases in volatility and holders of short positions by surprise increases so each would likely have asymmetric loss functions. Due to (1) the general usage of RMSFE in the literature, (2) the difficulty of specifying loss functions, and (3) because underlying positions can either be short or long volatility, we use the symmetric measure.
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Results for forecast horizons of 10, 20, 80, and 120 days are quite similar.
forecast period beginning on day t ϩ 1 and extending through day t ϩ s, we calculate the actual annualized standard deviation of returns as . The root mean squared forecast error is then measured as (10) where FSTD(s) m is the forecast standard deviation (also annualized) for an s day horizon beginning on day m using one of the four forecasting procedures outlined in the last section. M represents the number of forecast periods as reported in the tables below.
7 One issue addressed by Poon and Granger (2003) is whether volatility forecast errors are best measured in terms of the standard deviation or variance. As they point out, when the RMSFE is measured in terms of the variance, a few outliers tend to dominate the results. In addition, derivative prices are roughly proportional to the standard deviation. Consequently we define RMSFE in terms of the standard deviation.
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ESTIMATION AND WEIGHTING ISSUES
In-sample Comparisons of Popular Models
To explore why the models forecast differently, it is helpful to first consider in-sample results before turning to the more important out-ofsample forecasts. In-sample RMSFEs for the historical standard deviation, EWMA, GARCH(1,1), and RLS models are reported in the first eight rows in Table I for a forecast horizon of 40 trading days.
9 For comparison, the annualized standard deviation of the ex-post standard deviation, AS(s), which represents the RMSFE for a naive forecast equal to mean volatility over the entire data period, is shown in the penultimate row of Table I . Historical standard deviations over past periods of 10, 20, 40, 80, and 120 days, are reported in the first rows as STD (10), STD (20), . . . , STD(120) respectively. For each data series, the STD(n) with the lowest RMSFE is shown in bold. Note that in most markets, the Notes. Root mean squared errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 40 trading days using the procedures listed in column 1 are reported. STD(n) denotes the historical standard deviation over the last n days. EWMA denotes an exponentially weighted moving average model. GARCH denotes the forecast derived from a GARCH(1,1) model. RLS is structurally identical to the GARCH model but the parameters are estimated using OLS. The lowest RMSFE among the STD(n)'s is shown in bold face, the lowest among the STD(n), GARCH, EWMA, and RLS models is shaded. For comparison, we also report the mean and standard deviation of the ex post standard deviation, AS.
RMSFE for a forecast horizon of 40 days is minimized using the standard deviation over the last 120 days. Comparing RMSFEs for (1) the GARCH(1,1) model, (2) the lowest of the five RMSFEs for the historical standard deviations, and (3) EWMA we find that the GARCH forecast has the smallest in-sample RMSFE in seven of our nine markets, the exception being the three-month eurodollar rate and the yen/dollar exchange rate where STD(120) forecasts better.
Results for the RLS model are reported in row 8. To facilitate comparison, the cell in each column (market) with the lowest RMSFE among all the models in Table I is shaded. As this shading makes clear, in all nine markets, the RLS model has the lowest in-sample RMSFE.
The Estimation Question
Since the RLS model is structurally identical to the GARCH(1,1) model, the question arises as to why it should consistently out-forecast the GARCH model on an in-sample basis. The answer is that the different estimation methods yield quite different parameter estimates. Specifically, the GARCH model chooses parameters which maximize the likelihood of observing the observed sample of returns while the RLS chooses parameters which minimize the variance of the forecast error.
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How and how much the parameters estimates differ is shown in Table II where we report the two models' estimates of the parameters b, a, and l parameters of Equations (7) and (8). For GARCH, we first report the standard GARCH(1,1) parameter estimates, a 0 , a 1 , and b of Equation (4) and then the implied parameters a, l, (and b) of Equation (7). The differences between the GARCH and RLS estimates of a, l, and b are substantial and strikingly consistent. In all nine 10 We follow an iterative estimation procedure to estimate the parameters in Equation (9). Specifically, for values of b from .500 to 1.000 in increments of .005, we form the variables Z(b) t as defined in Equation (8), then regress the realized or ex post variance over the period from t through t ϩ 40, AV(40) t , on Z(b) t using OLS. This regression is repeated for each value of b from .500 to 1.000. The regression with the lowest error sum of squares yields our estimates of b, a, and l. Using these parameter estimates, the observed values of r 2 tϪj from j ϭ 200 through j ϭ 0, and Equation (9), we obtain forecast values of the standard deviations over the interval from t to t ϩ 40. In obtaining the RLS forecasts, we set J ϭ 200 in Equations (8) and (9), that is we use the 200 most recent squared return deviations to forecast the future standard deviation. This saves considerable computing time for all our models in all our markets, and observations before t Ϫ 200 have an inconsequential effect on the forecast. For instance for b ϭ .97, the implied coefficient of r 2 tϪ200 is only 0.23% of the coefficient of r t 2 . Note that RLS minimizes the variance of the volatility forecast error where this error is defined in terms of the variance. This is not quite the same as minimizing the insample RMSFE since the latter was defined in terms of the standard deviation but comes quite close. Notes. We report parameter estimates for the forecasting model where FV t is the forecast of the variance over the period from day t ϩ 1 through t ϩ 40 and j ϭ 0, 1, . . . , 200 using both the restricted least squares (RLS) and GARCH procedures. The RLS parameters are obtained by regressing the ex post variance over 40-day periods on the lagged r 2 's using non-linear least squares (where the possible b are in increments of .005). The GARCH parameters are obtained by first estimating the GARCH(1,1) model v tϩ1 ϭ a 0 ϩ a 1 r t 2 ϩ bv t (whose parameter estimates are also reported) where v t is the conditional variance on day t and then solving for the implied parameters a and l in the 40-day forecasting model as outlined in Equations (5), (6), and (7) in the text.
markets, b RLS Ͼ b GARCH , and l RLS Ͻ l GARCH . This means that as compared with the GARCH model, the restricted least squares model places considerably less weight on the most recent observations and more weight on observations in the more distant past. For instance, in S&P 500 index market, as illustrated in Figure 1 , the RLS model weights observations on days t Ϫ 34 through t Ͻ GARCH and weighs observations on day t Ϫ 35 and earlier more heavily. Other implied "cross-over" days are t Ϫ 32 in the eurodollar market, day t Ϫ 31 in the T-bond market, and day t Ϫ 16 in dollar/yen market. The implication is that the GARCH(1,1) procedure yields parameter estimates which overweight recent observations and underweight older observations. In other words, in-sample forecast accuracy is increased by reducing the weights GARCH attaches to the most recent observations and increasing those attached to older observations. Our finding that the GARCH model puts too much weight on recent observations relative to those in the past is consistent with prior evidence showing that asset market volatility has a long memory, such as Ding and Granger (1996) . Consequently, the question arises whether the problem is solely with the GARCH(1,1) parameter estimates or with the exponential model itself. To test the appropriateness of the exponential model, we estimate a more flexible model which nests exponential weights as a special case. As compared with switching to a completely different model, examining a more general model which nests the exponential model, allows us to explore how and how much the weight pattern that maximizes forecast accuracy differs from the exponentially declining weights model.
One distributed lag form meeting these requirements is an adaptation of Schmidt's (1974) model, which combines the Koyck and Almon lag forms. Our Schmidt-type model of the variance over a future period s is: (11) where I ϭ 2. Like the RLS model, this model, which we label GEN due to its flexible general form, is estimated using nonlinear least squares by regressing the ex-post variance on Z it 's defined for various values of b. Note that so if i ϭ 0 for i Ͼ 0, the GEN model is identical to the RLS model. Consequently, we can test the appropriateness of the exponential weights assumption by testing whether i ϭ 0 for all i Ͼ 0.
As reported in Table III , the null hypothesis that 1 ϭ 2 ϭ 0 (i.e., that the weights decline exponentially) is clearly rejected at the .01 level in all nine markets. Moreover, the pattern is remarkably consistent across all nine markets in that 1 Ͻ 0 and 2 Ͼ 0 (and in most the 0 estimated for the GEN model exceeds the RLS ). The implication is that,
Implied coefficients of lagged squared return deviations for the GARCH, RLS, and GEN models for S&P 500 index market. in the regression model, an exponential lag structure (in which the weights depreciate at the constant rate b), results in weights which are too low for observations in the recent and distant past and too high inbetween. 11 This is illustrated in Figure 1 where the implied coefficients of r 2 tϪj for the GEN model are plotted for j ϭ 0 to 200 along with those for RLS and GARCH. As also illustrated in Figure 1 , the difference in the coefficient lag structure between the RLS and GEN model estimates (that is between the more restrictive and flexible regression forms), tends to be less than that between the GARCH and RLS estimates of the same model. In all nine markets, the GARCH model's parameter estimates put much more weight on the most recent observations than either RLS or GEN.
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In summary, we, like others, find evidence that the GARCH(1,1) model puts too much weight on the most recent observations and not enough on observations in the more distant past. However, in contrast to previous studies which fault the exponential model, we find that much of the fault lies with the estimation procedure. We find that a regression estimation of the exponential model results in parameters which put more weight on the more distant observations. (40) t is the ex post variance of returns over the period from t ϩ 1 through t ϩ 40. The parameters are estimated using nonlinear least squares over the entire data period. The F statistic for a test of the null hypothesis that l 1 ϭ l 2 ϭ 0 is also reported. g 11 A similar tendency has been observed within the GARCH type estimators by Baillie, Bollerslev, and Mikkelsen (1996) and Bollerslev and Mikkelsen (1996) . The FIGARCH model developed in those papers provides a form to correct this tendency. 12 In order to show clearly implied coefficient differences at longer lags, the implied GARCH coefficients at the shortest lags are off the charts in Figure 1 . 13 Of course, the historical standard deviation forecasts, STD(n), and EWMA forecasts reported in Table 1 are already out-of-sample since the weights are fixed. 14 For example, the RLS and GEN models are first estimated using observations 201 (since J ϭ 200 in the RLS model) through 1460. The estimated model and r 2 observations before 1500 are then used to forecast volatility over the 40-day period from day 1501 to day 1540. The same parameter estimates but r 2 observations up through day 1501 are used to generate the volatility forecasts for the interval from day 1502 to day 1541 and this procedure is repeated for the next 38 days using unchanged parameters. To forecast volatility over the interval from day 1541 to 1580, the models are re-estimated using data from day 241 through day 1500, these new parameter estimates are used to generate volatility forecasts for the next 40 days and this process is repeated.
OUT-OF-SAMPLE FORECASTING ABILITY
Next, we compare the five models' out-of-sample forecasting ability. 13 To generate out-of-sample forecasts, each model is estimated using 1260 daily return observations-approximately five years of daily data. To limit the computational burden, the models are re-estimated every 40 days. 14 The resulting root mean squared forecast errors for a 40 day forecasting horizon are reported in Table IV .
When we compared forecasting ability in-sample in the previous section, we observed that GARCH consistently dominated the historical standard deviation, RLS consistently dominated GARCH, and GEN dominated RLS. As shown in Table IV , these relationships no longer hold when out-of-sample forecasts are compared. RLS forecasts best in a majority of markets but not in all. In the four macro markets, RLS has the lowest RMSFE in three: T-bonds, eurodollars, and yen, while GARCH's RMSFE is lowest in the S&P 500 market. RLS's RMSFE is significantly lower than GARCH's at the .05 level for yen and eurodollars, while GARCH's is significantly lower for the S&P 500 index. In the five equity markets, GARCH and RLS each have the lowest RMSFE in two markets but only in the case of Boeing (where RLS's RMSFE is significantly lower) is the difference significant. The historical standard deviation based on 120 observations has the lowest RMSFE in one market, International Paper, but the differences in forecast accuracy among the three models in that market are not significant. In summary, on an out-ofsample basis, GARCH and RLS generally forecast better than the STD, EWMA, and GEN models with RLS forecasting better in most, but not all, markets.
The GARCH(1,1) model was not always well behaved in our estimations. In seven of our nine markets, (the lower bound) in some subsamples. In other words, replacing only 40 out of 1260 observations would occasionally cause to suddenly drop from .8 or .9 to zero and replacing a different 40 observations would cause to return to .8 or .9. In most markets, this only happened occasionally, e.g., in 9 out of 184 Notes. Root mean squared errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 40 trading days using the procedures listed in column 1 are reported. STD(n) denotes the historical standard deviation over the last n days. GARCH denotes the forecast derived from a GARCH(1,1) model. RLS is structurally identical to the GARCH model but the parameters are estimated using OLS. GEN is a more flexible regression model defined in Equation 11 in the text. Parameters of all models except STD(n) and EWMA are estimated using data over the past 1260 market days and the models are re-estimated every 40 days. The lowest RMSFE among the STD(n)'s is shown in bold face, the lowest among the STD(n), EWMA, GARCH, RLS, and GEN models is shaded. For comparison, we also report the mean and standard deviation of the ex post standard deviation, AS. Under the null that two forecasts are equally accurate, the Diebold-Mariano (1995) S1 statistics in Panel B are normally distributed (0,1) in large samples. The number of 40-day periods over which the RMSFE is calculated is reported in the last row.
subsamples in the eurodollar market and 6 out of 184 in the yen/dollar market, but there were 29 such occurrences for McDonalds (out of 199 subsamples). In contrast, the RLS parameter estimates were much more stable across subsamples. In only one subsample in one market (eurodollar) was the estimated b at our lower bound of .505. While the GEN model consistently dominated the others in terms of in-sample forecast accuracy, this is certainly not the case when out-ofsample forecasting ability is compared. In all nine markets, both RLS and GARCH have lower out-of-sample RMSFEs. The inability of the GEN model to forecast very well out-of-sample illustrates the cost of added complexity underscoring the argument of Dimson and Marsh (1990) . While the GEN model corrects the RLS model's tendency to under-weigh the most recent and oldest observations relative to those in-between, by adding additional parameters to correct this tendency more estimation error is introduced leading to a deterioration in out-ofsample forecasting ability.
In summary, we find that the exponential model using parameters estimated using either the GARCH or regression procedures (RLS) forecasts better than (1) the historical standard deviation, (2) the exponentially weighted moving average model, and (3) a more general model that nests the exponential model. The RLS procedure forecasts better than GARCH in most, but not all, markets, and its parameter estimates are more stable. A more flexible model that nests the exponential model forecasts somewhat better than the RLS and GARCH models in-sample indicating the exponential form may not be the most appropriate. However, since this model involves more parameters, estimation error is increased and it forecasts consistently worse out-of-sample.
THE IMPACT OF LARGE RETURN SURPRISES
To this point, all the models that we have considered belong to what we have termed LSD models, that is, volatility forecasts based on linear combinations of past squared return deviations. The fact that all are based on squared return deviations means that their forecasts are quite sensitive to big outliers. An obvious question, but one that to our knowledge has not been explored heretofore, is whether better forecasts can be obtained using models that are less sensitive to a single highly volatile day, such as models based on absolute return deviations.
A Least Squares Exponential Model Based on Absolute Return Deviations
To explore whether models based on absolute return observations forecast better than equivalent forms based on squared return deviations, we first develop an exponential model similar to that of the RLS and GARCH models but specified in terms of absolute, rather than squared, past return observations. Unlike the models based on squared return deviations, those based on absolute returns require a return distribution assumption. If log returns R t ϭ ln(P͞P tϪ1 ) are normally distributed with mean m, then where r t ϭ R t Ϫ m, and where . Based on this, we define a regression model with exponentially declining weights analogous to RLS but defined in terms of absolute, rather that squared, return deviations: (12) where AS(s) t is the realized standard deviation of returns over the s day period following day t. We refer to this as the absolute restricted least squares model or A-RLS. Note the similarities and differences between Equations (12) and (8). In estimating the RLS model of Equation (8), we regressed the ex post variance on Z t 's defined using squared return innovations. In 12, we regress the ex post standard deviation on W t 's defined in terms of absolute return innovations. In both, the weights decline exponentially. Again, we first generate the series W(b) t using values of b from .500 through 1.000 in increments of .005, then regress AS(s) t on W(b) t using OLS, repeat the regression for all values of b, and choose the values of b, a, and l for the regression resulting in the lowest residual sum of squares. Once the parameters are determined, we then generate the forecasts:
where J ϭ 200. Out-of-sample RMSFEs for this forecasting model are reported in Table V where the RMSFEs for the RLS model are repeated for comparison. In all nine markets, A-RLS's RMSFE is lower than that of the RLS model. As reported in panel B, in six of the nine markets, the null that RLS and A-RLS yield equally accurate out-of-sample forecasts is rejected at the .05 level. A-RLS's out-of-sample RMSFE averages about 4.3% below RLS's across our nine markets. Notes. Root mean squared errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 40 trading days using the procedures listed in column 1 are reported. A-RLS represents the forecast from the restricted least squares model based on absolute deviations as defined in Equations (12) and (13) in the text. Parameters of the A-RLS, AGARCH, and EGARCH models are calculated using daily data over the last 1260 days and the model is re-estimated every 40 days. The lowest RMSFE among STD(n)'s, the lower RMSFE of A-RLS and RLS, and the lowest RMSFE among AGARCH, EGARCH, and GARCH are shown in bold face. The lowest RMSFE among all the 10 models is shaded. Under the null that two forecasts are equally accurate, the Diebold-Mariano (1995) S1 statistics in Panel B are normally distributed (0,1) in large samples.
Panel B-Diebold-Marino Tests for Differences in Forecast Accuracy
AGARCH and EGARCH Models
Next, attention is turned to two models in the GARCH family: AGARCH, since our analysis to this point indicates that models based on absolute return deviations out-perform similar models based on squared return deviations, and EGARCH, which we consider because it is second to the GARCH(1,1) model in popularity. Analogous to the GARCH(1,1) model's assumption in terms of the variance, the AGARCH model assumes the standard deviation, S, of log-normally distributed returns evolves following the process:
Successive backward substitution yields the expression, , while forward substitution yields, The AGARCH forecast of the standard deviation of returns over the period from t ϩ 1 to t ϩ s is then: (15) If daily returns are independent, the variance of returns over the s day period is the sum of the variance of returns each day. Hence, while the GARCH forecast could be expressed as a linear function of past squared return innovations, the expression for the AGARCH forecast in Equation (15) cannot be rewritten as a linear function of past absolute return innovations. This also means that while the RLS and GARCH forecasts were structurally identical, A-RLS and AGARCH are not.
The final model which we consider is the EGARCH model of Nelson (1991) which assumes that the variance of the log-return, v t , follows the process: (16) The most well-known property of the EGARCH model is that (through the last right-hand side term) it, unlike GARCH, allows equal positive and negative shocks to have different impacts on the conditional variance. Equally important for our purposes is the fact that the conditional variance is modeled in terms of absolute, instead of squared, return innovations. However, since the left land side variable is the log of the conditional variance, EGARCH's properties are quite different from AGARCH's. While extreme observations have less impact on the volatility
forecast in AGARCH than in GARCH, EGARCH tends to place more weight on extreme observations.
] since the step-head values of both of the last two terms in Equation (16) 
To estimate volatility over the next s days, we first estimate Equation (16) using maximum likelihood. Then, we forecast the variance every day from day t ϩ 1 through day t ϩ s using Equations (16) and (17) and average the v tϩk 's for all s days to obtain the EGARCH forecast. In the S&P 500 and individual equity estimations confirming the common finding that in equity markets negative shocks tend to increase the conditional variance more than equivalent positive shocks but (while significant) its explanatory value is low. The estimated theta is also negative in the Japanese yen market, but positive in the two interest rate markets.
As shown in Table V , where the lowest of the three GARCH model RMSFE's is in boldface, in terms of out-of-sample forecasting accuracy, it is difficult to choose between GARCH and EGARCH but both tend to dominate AGARCH. EGARCH has the lowest RMSFE in five markets and GARCH(1,1) in four. None of the differences in forecast accuracy between GARCH and EGARCH are significant at the .05 level. Pairwise, GARCH dominates AGARCH in every market except GM and EGARCH dominates AGARCH in all save International Paper. While we found that the regression model based on absolute return deviations forecasts better than equivalent model based on squared deviations, that clearly does not hold true for GARCH type models.
As with GARCH, the EGARCH and AGARCH estimations were not always well-behaved in the 1260 observation subsamples. For the EGARCH model, in eight of the nine markets, Ͻ 0 in some subsamples and, in five markets, Ͼ 1 in some subsamples. In a couple of the markets, there were also instances when Ͻ 0, implying that higher than normal volatility tends to be followed by lower than normal volatility. Similar problems were observed with AGARCH.
And the Winner Is . . . Table V , we shade the cell with the lowest RMSFE for that market among the ten forecasting models which we consider. The results are dramatic and telling. In all nine markets, the out-of-sample
In each column in
RMSFE of the A-RLS model is the lowest of the 10 forecasting models. Besides having lower RMSFE's than GARCH in every market, in five of the nine the null that the two models forecasts are equally accurate is rejected at the .01 level in Diebold-Marino tests. In three of nine markets, the null that A-RLS and RLS are equally accurate is rejected at the .01 level and in six of nine at the .05 level. Across the nine markets, A-RLS's RMSFE averages 5.6% below GARCH's, 7.7% below EGARCH's, and 4.3% below RLS's.
ROBUSTNESS CHECKS
We next explore the robustness of these results. One issue is whether our results are sensitive to the chosen forecast accuracy measure: the root mean squared forecast error or RMSFE. Accordingly, in Table VI , we present results for an alternative measure of forecast accuracy, the mean absolute forecast error, which places less weight on extreme forecast errors. As shown there, the results largely mirror those for the RMSFE in Table V . Importantly, A-RLS out-forecasts all nine other models in all nine markets by this metric also. Another issue is whether our results are specific to the forecast horizon of 40 trading days or eight weeks. We repeated all calculations for all models for forecast horizons of 10, 20, 80, and 120 days as well and present the results for 10 and 120 days in Tables VII and VIII, respectively. Notes. Mean absolute errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 40 trading days using the procedures listed in column 1 are reported. In each market, the lowest of the 11 mean absolute errors is shaded.
As shown there, the A-RLS model generally dominates all other models at these horizons also-the single exception being forecasts of GM's volatility over a 120-day horizon (the 80 day horizon also) where RLS's out-of-sample RMSFE is lower. Comparing RLS and GARCH, the former tends to forecast better than GARCH at the longer horizons, such as Notes. Root mean squared errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 10 trading days using the procedures listed in column 1 are reported. In each market, the lowest of the 11 RMSFE is shaded. Notes. Root mean squared errors for forecasts of the annualized standard deviation, AS, of daily returns over the next 120 trading days using the procedures listed in column 1 are reported. In each market, the lowest of the 11 RMSFE is shaded.
80 and 120 days, while GARCH performs relatively better at short forecast horizons. Comparing GARCH and EGARCH, GARCH forecasts somewhat better at the longer horizons and EGARCH at the shorter horizons.
CONCLUSIONS
We have compared the forecasting ability of several volatility modelsthe historical standard deviation, an exponentially weighted moving average, GARCH(1,1), AGARCH, EGARCH, and two regression models developed here-focusing on four issues: (1) the proper weighting of older versus recent observations, (2) the relevance of the parameter estimation procedure, (3) the tradeoff between model flexibility and estimation error, and (4) the proper weighting of large return surprises. As regards the first issue, our evidence indicates that the GARCH(1,1) model puts too much weight on the most recent observations and not enough on older observations. However we find that out-of-sample forecast accuracy is relatively insensitive to this parameter choice. As regards the second, we find that different parameter estimation procedures result in quite different parameter estimates for the same model. In particular, we find that regression estimates of the exponential model differ substantially and consistently from those estimated using the GARCH procedure in that the regression parameter estimates put more weight on older observations. They are also more stable across subsamples. Again however out-of-sample forecast accuracy appears relatively insensitive to the parameter choice. Turning to the third issue, our evidence underscores the cost of added flexibility in terms of forecast accuracy. While more complex and flexible models forecast better than simple models on an in-sample basis, by adding parameters, they increase the scope for estimation error and forecast consistently worse out-of-sample.
Our strongest results relate to the fourth issue. Apparently because extreme observations have less impact on the forecasts when absolute return deviations are used, we find that an exponential model based on absolute return deviations forecasts considerably better than one based on squared return deviations. In all nine markets at most horizons, the forecasting model with the lowest root mean squared forecast error and mean absolute forecast error among the models we consider is the least squares regression model developed here (A-RLS) in which the forecast volatility for the coming period is a weighted average of recent absolute return deviations with exponentially declining weights. In terms of
