This paper considers the subgraphs of an input graph that satisfy a given property and are maximal under inclusion. The main result is a seemingly novel technique, proximity search, to list these subgraphs in polynomial delay each. These include Maximal Bipartite Subgraphs, Maximal k-Degenerate Subgraphs (for bounded k), Maximal Induced Chordal Subgraphs, and Maximal Induced Trees. Using known techniques, such as reverse search, the space of sought solutions induces an implicit directed graph called "solution graph": however, the latter can give rise to exponential out-degree, thus preventing polynomial delay. The novelty of our algorithm in this paper consists in providing a technique for generating a better solution graph, significantly reducing the out-degree with respect to existing approaches, so that it still remains strongly connected and guarantees that all solutions can be reported with polynomial delay by a suitable traversal. While traversing the solution graph incur in space proportional to the number of solutions to keep track of visited ones, we further propose a technique to induce a parent-child relationship and achieve polynomial space when suitable conditions are met. 1
INTRODUCTION
Given a set of elements (such as the vertices or edges of a graph) typically called universe, and a property (such as being a clique, or a tree), a listing problem asks to return all subsets of the universe which satisfy the given property.
Listing structures, within graphs or other types of data, is a basic problem in computer science, and it is at the core of data analysis. While many problems can be solved by optimization approaches, e.g., by finding the shortest path, or the largest clique, others require finding several solutions to the input problem: in community detection, for example, finding just one "best" community only gives us local information regarding some part of the data, so we may want to find several communities in order to make sense of the input. Furthermore, many real world scenarios may not have a 1 A preliminary version of this work appeared in STOC 2019 [9] clear objective function to optimize to obtain the best solution: We may define an algorithm to optimize some desired property, but the optimal solution found may be lacking others or simply not be practical. We may want instead to quickly list several solutions, suitable according to some metrics, then analyze them a posteriori to find the desired one.
In these scenarios, listing only the solutions that are maximal under inclusion is a common sense requirement whenever it can be applied, 2 as maximal solutions subsume the information contained in all others, and may be exponentially fewer: For example, a graph may have up to 2 n cliques, but only 3 n/3 maximal ones [26] . For brevity, we call maximal listing problem a listing problem where only the maximal solutions should be output.
From a theoretical point of view, listing provides many challenging problems, especially when maximality is required. When dealing with listing algorithms, we are often interested in their complexity with respect to both n, the input size, and N , the size of the output. Algorithms whose complexity can be bounded by a polynomial of these two factors are called output-sensitive, or equivalently output polynomial or polynomial total time [19] . Interestingly, the hardness of listing problems does not seem to be correlated with that of optimization: there are several np-hard maximum optimization problems whose corresponding maximal listing problem admits an output-sensitive solution (see, e.g., [1, 35] ) while, for other problems, finding an output-sensitive algorithm for listing maximal solutions would imply p=np, even though one maximal (or maximum) solution can be identified in polynomial time [24] .
A long standing question in the area is to find a characterization of which listing problems allow output-sensitive solutions and which do not. Furthermore, within output-sensitive algorithms stricter complexity classes exist, such as incremental polynomial time, where the time to output the i-th solution is polynomial in n and i, and polynomial delay, where the time elapsed for outputting the next solution is upper bounded as a polynomial in n.
In this paper we add a few points to the earlier class, by showing that there exist polynomial delay algorithms for some subgraph listing problems. More formally, we prove Theorem 1. Where "max." is short for maximal, "con." for connected, "sg." for subgraphs, α () is the functional inverse of the Ackermann function [33] . All the algorithms use O (Nn) space, where N is the number of solutions.
To the best of our knowledge, no output-sensitive result was previously known for these problems. For completeness, we consider both induced subgraphs (i.e., sets of vertices) and edge subgraphs (i.e., sets of edges), as well as the connected case where solutions are required to be connected, as the structure of such variants can differ significantly.
Furthermore, we abstract a general technique which can be used to obtain similar results on other problems.
We do so by defining a graph whose vertices are the maximal solutions to the listing problem, and with directed edges between pairs of solutions, which we call solution graph. The listing problem is solved by traversing the solution graph, and proving that all solutions are found this way. The concept of solution graph is common to existing approaches, and general techniques already exist for building them, e.g., [5] . However, the solution graph build with known approaches such as [5] may have too many edges, resulting in a traversal with exponential delay.
The key concept given in this paper is a technique to build a solution graph with fewer edges, while proving that all solutions are still found by its traversal. An interesting property of this approach is that the resulting algorithms are remarkably simple to implement, while the complexity lies in proving their correctness.
We call this technique proximity search since at its core lies a problem-specific notion of proximity. This notion acts as a sort of compass on the solution graph built by our algorithm, as given any two solutions S and S * , we will show that we always traverse an edge from S to another solution S ′ that has higher proximity to S * ; as S * has the highest proximity to itself, this implies that a traversal of the solution graph from any solution finds all others. While others, such as [5] , already used the principle of reachability in the solution graph, the novelty of this approach lies in the loose and problem-specific concepts of proximity and neighboring function, which allow us to overcome the exponential burden imposed by the so-called input-restricted problem, a reduced instance of the original problem that dominates the cost per solution of such approaches, whose cost may be inherently exponential.
While the space required for a traversal of the graph is inherently proportional to the number of solutions, i.e., can be exponential in n, some output-sensitive techniques such as reverse search are able to work in polynomial space by inducing a tree-like structure on the solution graph, provided that the problem at hand is hereditary (i.e. its property holds for the induced subgraphs) and the inputrestricted problem is solvable efficiently.
By adding suitable constraints to the problems considered, we show a technique which combines proximity search with a recent generalization of reverse search to non-hereditary problems [7] , obtaining algorithm with both polynomial-delay and polynomial space for some instances of proximity search. In particular we prove that: Theorem 2. The following problems allow polynomial delay listing and polynomial space algorithms by proximity search, with the following bounds: Where notation is as in Theorem 1.
Related Work
The listing problems considered in this paper model solutions as sets of elements (e.g., sets of vertices or edges of a graph), and consist in listing sets of elements with some required property, e.g., inducing a bipartite subgraph, or a tree. We observe that the output is a family of sets, we can associate properties with the corresponding set systems: for example, a property is hereditary when each subset of a solution is a solution, which corresponds to the well known independence systems [24] . In this context, a simple yet powerful technique is recursively partitioning the search space into all solutions containing a certain element, and all that do not. This technique, usually called binary partition or simply backtracking, proves efficient when listing all solutions [30] , and can be used to design algorithms that are fast in practice, 3 or that can bound the number of solutions in the worstcase [14] . On the other hand, this strategy rarely gives outputsensitive algorithms when dealing with maximal solutions, as we may spend time to explore a solution subspace which contains many solutions but no maximal one.
To obtain output-sensitive algorithms for maximal solutions, many algorithms rely on the following idea: given a maximal solution S, and some element x S, the hardness of listing solutions maximal within S ∪ {x } is linked to the hardness of listing them in a general instance. One of the earliest mentions of the idea can be found in the seminal paper by Lawler et al. [24] , that generalizes ideas from Paull et al. [28] and Tsukiyama et al. [35] , and has been formally defined as input-restricted problem by Cohen et al. [5] .
The intuition is that the solutions obtained this way, using a maximal solution S and an element not in S, can be used to generate new maximal solutions of the original problem. We can thus traverse an implicit directed graph, which we will call solution graph, where the vertices are the maximal solutions and the out-neighbors are obtained by means of the input-restricted problem.
In particular, [24] showed how solving this problem could yield an output-sensitive and polynomial space listing algorithm for properties corresponding to independence systems, assuming the input-restricted problem has a bounded number of solutions. [5] showed that the strategy could be extended to the more challenging connected-hereditary graph properties (i.e., where connected subsets of solutions are solutions) using exponential space, and recently, [7] showed that the same result can be obtained in polynomial space for commutable set systems (which include connected-hereditary properties).
The literature contains many more results concerning the enumeration of maximal/minimal solutions, e.g., [1, 15, 16, 32] , and in particular regarding challenging problems such as the well known minimal hypergraph transversals/dominating sets problem [12, 17, 20] . However, to the best of our knowledge, there is no general technique which can be used to produce polynomial delay algorithms for classes of problems whose associated input-restricted problem is not solvable in polynomial time.
Overview
The main contribution of the paper is presenting proximity search, a general technique which can be used to solve several enumeration problems in polynomial delay, including some for which the inputrestricted problem has exponentially many solutions.
By using this technique we show polynomial delay algorithms for several maximal listing problems such as maximal bipartite subgraphs and the others mentioned in Theorem 1. Other than providing efficient algorithms, we remark that the technique may help gain further insight on which classes of problems allow outputsensitive listing algorithms and which do not.
The paper is organized as follows: First, we introduce some basic concepts and notation in Section 2. We then explain the proximity search technique, and formally define a class of problems, called proximity searchable, which allow a polynomial delay algorithm by its application.
Generality comes sometimes at the expense of efficiency, but allows a more intuitive understanding of the concepts at hand. For this reason, we divide the explanation in two parts: the first one, in Section 3, formalizes the constraints required for a proximity search algorithm. The second, Section 4 introduces a technique which we call canonical reconstruction for implementing such constraints. While canonical reconstruction is not the only way to obtain a proximity search algorithm, we observed that is often a powerful and elegant way to model the problem at hand.
The remaining sections of the paper, i.e., Sections 7-10, shows how to prove that the problems in Theorem 1 are proximity searchable and thus allow polynomial-delay algorithms.
PRELIMINARIES
In this paper we consider enumeration problems on an undirected graph G, whose vertex set is denoted as V (G) and edge set as E(G), or simply G = (V , E) when it is clear from the context. The neighborhood of a vertex v is denoted as N (v). For brevity we refer to |V (G)| as n, to |E(G)| as m, and to the maximum degree of a vertex in G as ∆. Furthermore, we assume the vertices to be labelled arbitrarily in increasing order v 1 , . . . , v n , and say that v i is smaller than v j if i < j. Furthermore, given a vertex ordering, we say that a neighbor of v i is a forward neighbor if it comes later than v i in the ordering, and a backward neighbor otherwise.
For a set of vertices A ⊆ V (G), E[A] denotes the edges of G whose endpoints are both in A, and G[A] the graph (A, E[A]), i.e., the subgraph induced in G by A. Similarly, for a set B of edges, V [B] denotes the vertices incident to an edge in B and G[B] = (V [B], B). As common in the literature, we call induced subgraphs those of the former kind, defined by a set of vertices, and edge subgraphs (or simply subgraphs) those of the latter, defined by a set of edges. When dealing with subgraphs defined by a set of vertices (resp. edges) A, we will sometimes use A to refer to both the vertex set (resp. edge set) and the subgraph G[A] it induces, when this causes no ambiguity. For further notation, we refer to the standard terminology in [11] .
For a set of vertices A ⊆ V (G) which corresponds to a (non necessarily maximal) solution of the problem at hand, we define a simple "maximalization" function, named comp(A): this function greedily adds to A the vertex v of minimum label such that A ∪ {v} is still a solution, until no further vertices can be added to A. It can be proved that this greedy process always returns a maximal solution A if the property at hand is hereditary (an independence system) or connected-hereditary, and that it runs in polynomial time assuming we can recognize solutions in polynomial time [5] . Note that this is true for all graph properties considered in this paper.
PROXIMITY SEARCH OUTLINE
Proximity search is based on traversing an implicit solution graph, where the vertices are all the solutions to be listed and each directed arc goes from a solution to another. Two issues are addressed for the solution graph: (a) it is not necessarily strongly connected, and some care should be taken to list all the solutions; (b) since the number of solutions can be exponentially large in the input size, the degree can be exponential, and this can prevent to achieve polynomial delay when running a simple traversal. Proximity search circumvents the latter two issues by designing a suitable neighbors() function, and proving that the solution graph it implicitly defines is strongly connected and of polynomial degree. This is not possible with the current state of the art for a number of problems discussed later.
We devote this section to formalize the general structure of proximity search, and the class of problems to which the technique can be applied. We introduce the notion of proximity (symbolized by∩), to act as a sort of oracle for navigating the solution graph.
For convenience, we show in Algorithm 1 the pseudo code of the solution graph traversal based on the neighbors() function. As we noted earlier, the algorithms obtained by this structure are remarkably simple: It is essentially a depth-first search traversal where the set S keeps track of visited solution and we only need to implement the neighbors() function. On the other hand, the complexity is mostly hidden behind proving their completeness: Notably, the very notion of proximity is only used in the proofs, and never actually appears in Algorithm 1.
In order to start the algorithm, we need one arbitrary (maximal) solution S. We remark that identifying one maximal (not maximum) solution is typically trivial, and can achieved for example by running comp(v) for some arbitrary v ∈ V when a comp() function is computable in polynomial time. We formally define the class of problems which allow for a polynomial delay algorithm using this structure as proximity searchable.
Definition 3 (Proximity searchable). Let P be a listing problem over a universe U with set of solutions S ⊆ 2 U , where each solution is a subset of the universe. P is proximity searchable if there exist a proximity function∩ : S × S → 2 U and a neighboring function neighbors() : S → 2 S , such that the following holds:
(1) One solution of P can be identified in time polynomial in |U|.
(2) neighbors() is computable in time polynomial in |U|.
(3) Given any two distinct solutions S, S * ∈ S, there exists S ′ ∈ neighbors(S) such that |S ′∩ S * | > |S∩S * |. (4) For any fixed S * , |S∩S * | is maximized for (and only for) S = S * .
If a problem is proximity searchable, then it is straightforward to see that we obtain a polynomial delay algorithm for it by using the corresponding neighbors() function in Algorithm 1. Let us formally prove it. Proof. We observe that the implicit solution graph induced by a neighbors() function that satisfies Definition 3 is strongly connected. Given any two distinct solutions S, S * ∈ S, we know by Definition 3.(3) that there exists S ′ ∈ neighbors(S) such that |S ′∩ S * | > |S∩S * |. By induction on S and S ′ , it follows that we will eventually reach a solution S that globally maximizes |S∩S * |, which by Definition 3.(4) is precisely S * . Moreover, the degree of the implicit solution graph is polynomial as neighbors(S) requires polynomial time by Definition 3.(2) and thus returns a polynomial number of solutions.
Based on the above properties, we observe that Algorithm 1 outputs all and only the maximal solutions of any proximity searchable problem with no duplication. Since the result of a comp() call is always a maximal solution, each output is a maximal solution, and Algorithm 1 can find an initial maximal solution on line 1 by, e.g., running comp(∅). This takes polynomial time by Definition 3.(1).
We say that a solution is visited when enum(S) is called. In Algorithm 1 all solutions added to S are visited once. The absence of duplication is trivially guaranteed by checking membership to the set S. Consider enum(S) and let be any solution S * that is not yet in S. The solution S ′ in Definition 3.(3) is found by Algorithm 1 when visiting S, and S ′ is added to S (and consequentially visited).
As a new recursive call is performed only when a new solution is found, we can further observe that the amortized cost per solution is bound by the cost of a recursive call, i.e., the cost of lines 4-6. As the cost of neighbors() is polynomial, and S can be easily maintained in polynomial time (in Appendix A we show this cost to be negligible in practice), it follows that the amortized cost per solution is polynomial. In order to get polynomial delay, we can employ the alternative output [36] : by performing output in preorder when the recursion depth is even, and post-order when it is odd, the delay will be bounded by that of a constant number of recursive calls. □
The following observations are in order: yields and Incremental Polynomial Time (resp. Polynomial Total Time) Algorithm. In the rest of the paper we show how to suitably model several problems to obtain new polynomial-delay algorithms for problems that, to the best of our knowledge, could not be previously solved in polynomial delay. We show this by providing suitable∩ and neighbors() functions, proving that they satisfy Definition 3. This allow us to obtain a polynomial delay listing algorithm by Algorithm 1. We will use a common notation: S is an arbitrary solution, and S * the "target" solution.
PROXIMITY SEARCH BY CANONICAL RECONSTRUCTION
We make a concrete use of the abstract notion of proximity search and introduce a technique, which we call canonical reconstruction.
While it is kept separate from the previous section for cohesiveness, we found this technique to be the right way to look at maximal listing problems in several cases. The technique is based on the definitions of canonical order and canonical extender for solutions, which depends entirely on the problem at hand, and it is intuitively a way to harness its structure.
Canonical order and proximity. Simply assume that each solution S is given an ordering s 1 , . . . , s |S | of its elements which will satisfy some problem-specific conditions. We require that any prefix of this order corresponds to a (non-maximal) solution. Note that the ordering is not required be efficient to compute as it is not explicitly computed in proximity search. Moreover, the ordering is allowed to rank two or more elements differently in distinct solutions.
Given the order, we define the proximity function∩ as follows.
Definition 5 (proximity). Given two solutions S and S * , let s * 1 , . . . s * |S * | be the canonical order of S * : the proximity S∩S * between S and S * is the longest prefix s * 1 , . . . , s * i of the canonical order of S * whose elements are all contained in S.
It should also be noted that the operation is not symmetric, i.e., we may have S∩S * S * ∩ S.
Canonical extender. The goal of a proximity search algorithm is to exploit Definition 3.(3): given S and for any S * , find some S ′ such that |S ′∩ S * | > |S∩S * |. Using Definition 5, S∩S * is a prefix s * 1 , . . . , s * i of the canonical order of S * , so we want to find any solution S ′ that contains a longer prefix, i.e., s * 1 , . . . , s * i+1 (possibly ranked differently and interspersed in the canonical order of S ′ ). Since we must at least add the vertex s * i+1 , we call s * i+1 the canonical extender of S, S * . Armed with this notion, we want to proceed conceptually as follows for a given solution S.
(1) Guess which node v S is the canonical extender s * i+1 (try all n possibilities at most).
(2) Guess a removable set X ⊆ S from S ∪ {v}, i.e., such that S ∪ {v} \ X is a solution and X ∩ {s * 1 , . . . ,
Recalling that prefixes of a canonical order are required to be (non-maximal) solutions, indeed s * 1 , . . . , s * i+1 is a solution; hence, a removable set X always exists (e.g., X = S \ {s * 1 , . . . , s * i }). The key point is that we want to satisfy the proximity requirement for all S * (which can be exponentially many) using only a polynomial number of removable sets X . While there is no general rule for this, and indeed, solving this for some problems would imply p=np, we will observe in this paper how it is possible to do so in some case where a canonical order can efficiently decompose the underlying structure of the solution.
Canonical reconstruction. Now we have all the ingredients to formalize below the required structure for adopting our strategy. Definition 6. (Proximity search by canonical reconstruction) Given a maximal listing problem P, in which each maximal solution S is associated a canonical ordering s 1 , . . . , s |S | and one solution can be identified in polynomial time, we say that P admits a canonical reconstruction if the following holds.
(1) Any prefix s 1 , . . . , s i of the canonical order of S is a (nonmaximal) solution of P.
(2) Given a maximal solution S and any v S, there is set X ⊆ 2 S of removables, such that
Theorem 7. All listing problems with a canonical reconstruction are proximity searchable.
Proof. We show that if a listing problem P satisfies Definition 6 then it satisfies the four conditions of Definition 3. Condition 1 is trivially satisfied.
As for condition 2, let neighbors(S, v) be the canonical reconstruction function defined as X i ∈X (comp(S ∪ {v} \ X i )), i.e., the solutions S ′ ∈ neighbors(S) that have canonical extender v. We get a neighboring function as neighbors(S) = v ∈V neighbors(S, v), where we enforce neighbors(S, v) = {S } for v ∈ S. As X and comp() can be computed in polynomial time, so it does neighbors().
Condition 3 holds by definition of canonical extender, as S ′ = comp(S ∪{v}\X i ) and (S∩S * )∪{v} is contained in S ∪{v}\X i ⊆ S ′ .
Finally, condition 4 is satisfied. For a fixed S * , the proximity in Definition 5 is maximized if S = S * , as we have S∩S * = S * = S. □
PROXIMITY SEARCH IN POLYNOMIAL SPACE
As proximity search consists in a graph traversal, its space requirement is inherently bounded by the number of nodes in this graph, i.e., the number of solutions, which can be exponential in n.
Techniques such as reverse-search are able to turn this graph into a rooted tree, which can be traversed without keeping track of visited nodes, by means of a parent-child relationship among solutions, thus achieving polynomial space. However, known instances of reverse search have de facto relied on the problem at hand being hereditary, and the input-restricted problem being solvable in polynomial time (respectively, polynomial total time) to obtain polynomial delay (polynomial total time).
Recently, a generalization of reverse-search to non-hereditary properties has been proposed in [7] : this allows us to induce a parent-child relationship for maximal solutions in any commutable set system (a class of set systems which includes both hereditary and connected-hereditary properties), and obtain maximal listing algorithm with polynomial space, and whose delay is linked to the input-restricted problem.
In this section we show that it is possible, when some suitable constraints are met, to combine the main ideas of proximity search -i.e., overcoming the burden of the input-restricted problem-and [7] -i.e., inducing a parent-child relationship among solutions-to obtain new maximal listing algorithms that have both polynomial delay and polynomial space usage.
The final goal of the section is proving the following:
Theorem 8. Let (U, F ) be a commutable set system, and neighbors(S, s) a canonical reconstruction function for a proximity search algorithm (see Definition 6) . If there exists a canonical order neighbors(S, s) that can be extended to a prefix-closed order (Definition 9), the maximal solutions of (U, F ) can be enumerated without duplication in polynomial delay and polynomial space.
Requirements and notation of [7]
Let us briefly recall the requirements of [7] . In a set system (U, F ), U is the ground set, i.e., the elements constituting the solutions, and F defines the solutions, i.e., S ∈ F iff S ⊆ U satisfies the property at hand.
A set system is commutable if it is strongly accessible (that is, any non-maximal solution may be extended with a single element), and it satisfies the commutable property (for any S,T ∈ F with S ⊂ T , and any a, b ∈ T \ S, we have S ∪ {a} ∈ F ∧ S ∪ {b} ∈ F =⇒ S ∪ {a, b} ∈ F ). As mentioned in [7] , it is straightforward to see that both hereditary and connected-hereditary properties fit in this class.
Furthermore, we call Z the set of singleton solutions, i.e., Z = {e ∈ U : {e} ∈ F }, and recall that in any strongly accessible set system Z ∩S ∅ for any S ∈ F . We also define,
Given any commutable set system, we can obtain a maximal listing algorithm with two components. Firstly we need an efficient algorithm for solving the input-restricted problem. Secondly, to induce a parent-child structure we need what is called a family of prefix-closed orders for the problem, satisfying the following properties:
Definition 9 (Prefix-closed orders, from [7] ). Let Π(X , v) be a family of orders parameterized by X ∈ F and v ∈ X ∩ Z such that Π(X , v) yields a permutation of X ∪ X + . For X ∈ F and v ∈ X ∩ Z , let us denote by x v 1 , ..., x v k the elements of X ordered according to Π(X , v). 6 We call the family Π prefix-closed if for all X ∈ F and v ∈ X ∩ Z , and i ∈ {1, ..., k − 1}, the following properties hold
As in [7] , we use the shorthand notation ≺ t S to represent Π(S, t), where a ≺ t S b for any two elements a, b ∈ U means that a occurs before b in Π(S, t).
Given a solution S ∈ F its seed, denoted seed(S), is the element of smallest id in the nonempty intersection S ∩ Z .
The simplified notations ≺ S corresponds to ≺ t S with t = seed(S). When S is a maximal solution, ≺ S defines an order s 1 , . . . , s |S | which is called the solution order of S.
Finally, given the canonical ordering s 1 , . . . , s |S | of S, the core core(S) of S is the longest prefix s 1 , . . . , s i of this order such that comp(s 1 , . . . , s i ) S; its parent is parent(S) = comp(core(S)) = comp(s 1 , . . . , s i ); its parent index is pi(S) = s i+1 , i.e., the element following the last one of the core. It follows by definition of parent
The function parent(S) defines a forest among solutions, as every solution has a unique parent, except for the ones such that comp(seed(S)) = S which are called roots, and indeed correspond to the roots of the forest: these are linear in number (as each has a unique seed) and can be found by calling comp({u}) for any u ∈ U. The function children(P, w) lets us perform a traversal of this structure, since it will find all S such that P = parent(S) and w = pi(S).
Combining proximity search with [7]
When using proximity search in the canonical reconstruction flavour, we use a canonical order to define the proximity by Definition 5, and a suitable neighbors(S, s) function such that together they satisfy Definition 3.
In this section we show that we can combine proximity search and [7] for commutable properties, if we can produce a canonical order for the canonical reconstruction that corresponds to the solution order induced by ≺ S .
We then show in Section 5.3 that it is possible to meet these conditions for canonical orderings that are defined in a greedy way, e.g., by a BFS order like in bipartite subgraphs.
Assuming that we meet these conditions, i.e., we have a neighbors(S, s) function that fits canonical reconstruction (Definition 6), based on a canonical order defined by a prefix-closed order ⪯ S , we define a variant of [7] , shown in Algorithm 2.
The main idea behind this combination comes from the following observation: the parent P = parent(S) = comp(core(S)) of S is obtained from a prefix of S, and extending this prefix with pi(S), then applying comp(), gives us comp(core(S)∪pi(S)) = S (see definitions in Section 5.1. On the other hand, we will show that applying Definition 5, P∩S is exactly core(S). Relying on the neighboring function neighbors(P, pi(S)) of canonical reconstruction, and the core property defined in [7] , we are able to find the set core(S)∪pi(S), and finally obtain S.
We can now state:
Theorem 10. Given a commutable set system (U, F ), a prefixclosed order family ⪯ s S for (U, F ), and a function neighbors(S, s) for canonical reconstruction (Definition 6) based on ⪯ s S , Algorithm 2 enumerates all maximal solutions of (U, F ) without duplication in polynomial delay. 
Proof. To prove the correctness, we show that any S is found in children(P, w) when P = parent(S) and w = pi(S).
We will first prove that there exists a solution R ∈ neighbors(P, pi(S)) (on Line 7) such that core(S) ∪ {pi(S)} ⊆ R.
Consider the proximity P∩S by Definition 5: indeed the longer prefix of the solution order of S that is completely in P must include core(S) since P = comp(core(S)). If w ∈ P then neighbors(S, w) returns P by Definition 6, and indeed P ⊇ core(S) ∪ {w }.
Otherwise, P does not include pi(S), meaning that P∩S = core(S) and that w is the canonical extender for P, S. Relying on the neighboring function neighbors(P, pi(S)) we obtain at least one solution R ⊇ core(S) ∪ pi(S).
Using the core property defined in [7] , we are able to use R to retrieve S: It is proven that Lines 7-11 will find and output any solution such S such that core(S) ∪ {pi(S)} ⊆ R, a condition which is guaranteed by what stated above.
The if on Line 11 removes duplication: any S is found only once out of all invocations of children(P, w): when P = parent(S), w = pi(S), s = seed(S), and R = r(S). The function r(S) simply aims at defining deterministically one single R ⊇ core(S) ∪ {pi(S)} once the other 3 variables have been fixed. It thus follows that this check is passed exactly once out of the whole execution of the algorithm for any solution (other than the roots, found on Line 1).
Line 1 shows that, by definition, all the roots of the forest are explored by Algorithm 2. We just proved that Line 4 discovers all the children of each visited node exactly once, which concludes the proof of the fact that Algorithm 2 visits every maximal solution of (U, F ) without duplication. □ It is also straightforward to see that each recursive calls polynomial space, and no solution dictionary S is maintained. However, the depth of the recursion tree is a factor in the space complexity too: to obtain a polynomial space guarantee, we further need to turn the recursive algorithm into a stateless iterative one, as has been done in [7] .
We can give a general bound with the following parameters: let q be the maximum size of a solution; R T be the time required to solve neighbors(P, w); R N a bound on the number of solutions returned by it; C t be the time required to compute comp(X ) and O T the time required to compute the canonical order of X ∪ X + . As these bounds are all assumed to be polynomial, we observe their space requirements will be polynomial as well.
Thanks to the alternative output technique, the delay will be bounded by the cost of one iteration of enum(X ), that is, O(| U|) times the cost of children(P, w). In turn, the cost of children(P, w) is that of neighbors(P, w), plus for each of the O(R N ) solutions R returned, the cost of processing Lines 8-11. [7] proved that this can be done in and O(q(O T + C t )) time for the given definition of r(S). However, our definition of r(S) is different from the one in [7] , and has a cost of
We can thus claim the following:
Theorem 11. Given a commutable set system (U, F ), a prefixclosed order family ⪯ s S for (U, F ), and a function neighbors(S, s) for canonical reconstruction (Definition 6) based on ⪯ s S , the maximal solutions of (U, F ) without duplication in O(| U|R T + | U|R N q(R T + R N O T + C t )) time delay and polynomial space.
Obtaining a prefix-closed solution order
In this section, we show how to build suitable canonical reconstruction orders that match the prefix-closed order requirements, for hereditary or connected-hereditary properties where the canonical order can be defined in a BFS-like fashion.
Definition 12 (canonical-BFS order for connected-hereditary properties). Let S be a solution of a connected-hereditary set system, and s 1 any element in S. The canonical order Π(S,
In other words, we order nodes first by d s 1 (s i ), i.e., their distance from s 1 in G[S], and break ties by vertex id. The same logic applies to nodes x of S + , for which we use the distance from
Example. For the Maximal Connected Induced Bipartite Subgraph in Figure 2 (b), the order 2, 3, 5, 8, 11, 7, 10 (as defined in Section 4) is given by the tuples ⟨0, 2⟩, ⟨1, 3⟩, ⟨1, 5⟩, ⟨2, 8⟩, ⟨2, 11⟩, ⟨3, 7⟩, ⟨3, 10⟩.
We can observe how this canonical-BFS order satisfies the properties of Definition 9: 7 (first) By definition s 1 is the first element.
(prefix) Any prefix of this order is connected (thus a solution), since for any s i , the vertices on a shortest path in G[S] to s 1 are at a smaller distance from s 1 and thus occur before s i .
It follows that the canonical-BFS order is a prefix-closed order. now straightforward to see how this order satisfies the (first), (greedy) and (prefix) properties of Definition 9, and essentially corresponds to the layer order defined in [7] . Less formally, we order each component by a BFS strategy as in the above case (since G[C i ] is connected) using the leader as root (i.e., s if the component contains s, or its smallest id vertex otherwise); then, we append the orders of the connected components by putting the one containing s first, followed by the others ordered by id of their leader.
Example. For the Maximal Induced Bipartite Subgraph in Figure 2 (d), the order is 1, 2, 7, 8, 11, 10, given by the tuples ⟨1, 0, 1⟩, ⟨1, 1, 2⟩, ⟨7, 0, 7⟩, ⟨7, 1, 8⟩, ⟨7, 1, 11⟩, ⟨7, 2, 10⟩.
Before proving that this defines a prefix-closed order, let us prove this auxiliary lemma: Lemma 14. Let X be a solution and X i any prefix of its canonical order. The following facts hold:
Proof. First, the leader of each connected component of X i is the same as the leader of the corresponding connected component of X (since the leader is always the first element of the connected component in a solution order, and prefixes of components are connected as they are in a BFS order).
Moreover, an element z in X + i ∩ X is either directly connected to a connected component of X i , in which case it has the same leader in X i and in X by what stated above, or it belongs to its own connected component in G[X i ∪ {z}], in which case z is its own leader in G[X i ∪ {z}], meaning cid(X i , z) = z. Since by definition cid(X , z) ≤ z, it follows that cid(X , z) ≤ cid(X i , z), proving the first statement.
We now prove that cid(X i , x i+1 ) = cid(X , x i+1 ): Either x i+1 is directly connected to the last connected component of X i (in which case we already proved the equality) or it isn't, in which case cid(X i , x i+1 ) = x i+1 . However, in this case x i+1 must be its own leader by definition of the order, so it follows that cid(X , x i+1 ) = x i+1 , proving the second statement.
Finally, consider z ∈ X + i ∩ X such that cid(X i , z) = cid(X , z). If cid(X , z) = z then d l (X i , z) = d l (X , z) = 0; otherwise, let x l be the leader of z in X i ∪ {z}: z is in the same connected component C z as x l in X , and X i contains a prefix of the canonical-BFS order of C z ; by the properties of the canonical-BFS order, the shortest path from x l to z is in this prefix, implying the third statement. □
We can now observe how this order for hereditary properties also satisfies the properties of Definition 9 (first) By definition s 1 is the first element.
(prefix) As this order is defined for hereditary properties, it follows that any subset (hence every prefix) is also a solution. (greedy) We proved in Lemma 14 that the tuple associated with each element of X + i ∩ X with respect to X i is either the same or lexicographically greater than the tuple with respect to X . As the tuple for x i+1 is the same, and since x i+1 is the minimum of X + i ∩ X with respect to the order in X , it follows that it's also the minimum of X + i ∩ X with respect to the order in X i . We remark that it is possible to generalize this definition using different functions for d() and d l (), as long as monotone behaviour can be guaranteed, i.e., d(X i , x) (resp. d l (X i , x)) is less than or equal to d(X , x) (resp. d l (X , x)) when X i is a prefix of X .
MAXIMAL BIPARTITE SUBGRAPHS
We give here details for maximal bipartite subgraph enumeration, the running example presented used in Sections 3-4.
A graph G is bipartite if it allows a bipartition of its vertices
] are empty graphs. Equivalently, G is bipartite if it has no cycle of odd length. Maximal bipartite subgraphs have also been studied as minimal odd cycle transversals [23] , as one is the complement of the other.
The problem of listing all bipartite (and induced bipartite) subgraphs has been efficiently solved in [37] . However, to the best of our knowledge, neither the techniques in [37] or other known ones extend to efficiently listing maximal bipartite subgraphs.
Finally, we remark that a subgraph of a bipartite graph is itself bipartite, meaning the property is hereditary, and connected bipartite subgraphs connected-hereditary.
For completeness, Figure 1 shows two instances of input-restricted problem with exponentially many solutions, meaning that applying the techniques from [5, 7, 24] would not result in polynomial cost per solution: Indeed we would need to solve the input-restricted problem in polynomial time, which is clearly not possible. The best we could hope for is solving it with polynomial delay, which would yield an incremental polynomial time algorithm [5] . Figure 2 shows examples of the three types of bipartite subgraphs we will consider.
We denote an induced bipartite subgraph as a pair of vertex sets
To remove ambiguity and duplication, B 0 is always assumed to be the side of the bipartition containing the vertex of smallest label among those in the subgraph. In case G[B 0 ∪ B 1 ] has multiple connected components, this applies to all components. This way, any bipartite subgraph (connected or not) always has a unique representation ⟨B 0 , B 1 ⟩. We will sometimes use simply B to refer to the subgraph ⟨B 0 , B 1 ⟩.
We define the intersection between two bipartite subgraphs B and B ′ as the set of all shared vertices, i.e.:
. Note that, when performing comp(B), if B is not connected this may move some vertices from B 0 to B 1 and vice versa due to different components becoming connected; even when B is connected, if a vertex with smaller label than all others in B is added to B 1 , then B 0 and B 1 are immediately swapped to preserve the invariant of the smallest vertex being in B 0 .
Listing Maximal Connected Induced Bipartite Subgraphs
In this section we consider the case of connected induced bipartite subgraphs. We will later briefly show how this structure can be adapted to cover the non-connected and non-induced cases with small changes. Let B = ⟨B 0 , B 1 ⟩ be a maximal induced bipartite subgraph, and v a vertex not in it, i.e., in V (G) \ B.
The neighboring function will be the one informally defined in Section 4:
Definition 15 (neighboring function for maximal connected induced bipartite subgraphs). N (v) )) and the other in B 1−i . As the resulting subgraph may not be connected, we use cc v () to only keep the component connected to v, which is of course still bipartite.
We then apply comp() to obtain a maximal solution ⟨B ′ 0 , B ′ 1 ⟩, different from ⟨B 0 , B 1 ⟩ as it must contain v.
Recall for completeness that, as solutions to the problem are connected subgraphs, comp() will only add vertices which preserve the connectivity constraint.
Given a solution ⟨B 0 , B 1 ⟩, and considering all vertices v ∈ V (G) \ (B 0 ∪ B 1 ), we can obtain new solutions, each surely different from ⟨B 0 , B 1 ⟩ in that it contains v: these will correspond to the outneighbors of ⟨B 0 , B 1 ⟩ in the solution graph.
It is evident that the out-degree of vertices in this solution graph is polynomial, since we generate at most 2|V (G)| neighbors from each solution. On the other hand, solving the input-restricted problem for B 0 ∪ B 1 ∪ {v} would generate up to exponentially many neighbors, as remarked by the example in Figure 1 (left) .
The resulting algorithm immediately follows, and corresponds to Algorithm 1 where neighbors(S) = v ∈V (G) neighbors(S, v). All that is left is proving its correctness by a suitable canonical order, which we do below.
Correctness
For a solution B, we define its canonical order as a canonical-BFS order: Note that as we only order elements in G[B], any node in B + is not considered. The order obtained is exactly the one described in Section 4 (e.g., Figure 2 (b) has order 2, 3, 5, 8, 7, 10, 11 and (c) has order 2, 3, 8, 12, 11).
The definition of proximity is then automatically given by Definition 5.
In the following, we consider two distinct maximal connected induced bipartite subgraphs B = ⟨B i , B 1−i ⟩ and B * = ⟨B * j , B * 1−j ⟩, where i and j are two indices in with value in {0, 1}.
Letting b * 1 , . . . b * |B * | the canonical order of B * , we denote with v the canonical extender of B, B * , that is, the earliest vertex in this order that is not part of the proximity B∩B * = {b * 1 , . . . , b * i } (i.e., v =, with B∩B * =). Note that since B and B * are distinct and inclusion maximal, neither may contain the other and v is always defined.
We now show that there is a B ′ ∈ neighbors(B, v) such that |B ′∩ B * | > |B∩B * |, satisfying the proximity search requirements, and in particular showing that neighbors(B, v) is a canonical reconstruction function by Definition 6. Lemma 17. Let B and B * be two distinct maximal connected induced bipartite subgraphs, and v their canonical extender. Then
Proof. If |B∩B * | = 0, then v = b * 1 , and since dv ∈ B ′ by definition of neigh(), |B ′∩ B * | ≥ 1, which proves the statement.
Otherwise, let Z = B∩B * = {b * 1 , . . . , b * h }, and we have v = b * h+1 . By Definition 16, Z is a connected induced bipartite subgraph, meaning that it allows a unique bipartition Z 0 , Z 1 (with Z 0 being the set containing the vertex of smallest label in Z , that is, b * 1 ). Since b * 1 is the vertex of smallest label in B * , it will be in B * 0 , so it follows that Z 0 ⊆ B * 0 and Z 1 ⊆ B * 1 . Let j be the value in {0, 1} such that v ∈ B * j , and observe that 
Listing Maximal Induced Bipartite Subgraphs
In this section we show how to extend the algorithm to the nonconnected case, by adaptation of the connected one.
In short, we show that we can increase the proximity between a solution B and a target B * by building one connected component at a time.
The neighboring function for this case is essentially the same as the connected case (Definition 15), with minor changes: Definition 19 (neighboring function for maximal induced bipartite subgraphs).
As solutions do not require connectivity, we just remove N (v) without restricting the result to a single connected component before applying comp().
Furthermore, we obtain the canonical order by Definition 13, that is, a canonical-BFS order of each component: In essence, this corresponds to ordering each connected component as in the connected case (Definition 15), then appending these orders by order of smallest id in each component. Looking again at Figure 2 , and letting B be the subgraph shown in (d) and B * as that shown in (e), the canonical order of B is ⟨1, 2, 7, 8, 10, 11⟩, that of B * is ⟨1, 2, 7, 9, 10, 12⟩.
By the definition of proximity for canonical reconstruction, we also obtain B∩B * = {1, 2, 7}.
We can then proceed to prove correctness and complexity of this case: Theorem 21. A proximity search algorithm (Algorithm 1), using the neigh() function from Definition 19 outputs all maximal induced bipartite subgraphs of a graph G without duplication with O(n(m + nα(n))) delay. As for the delay, we can see that the cost of neighbors(B) is bounded as for the connected case by O(n) times the cost of neighbors(B, v), which is in turn bounded by C t = O(m + nα(n)) by Lemma 23, proving the statement. □
Maximal Edge Bipartite Subgraphs
Finally, we show how to adapt the above algorithm to Maximal Edge Bipartite Subgraphs, where edge subgraphs are denoted by a set of edges, rather than vertices. In the following, given two sets of vertices A and B, let E(A, B ) be the set of edges with one endpoint in A and the other in B.
Firstly, we observe Maximal Edge Bipartite Subgraphs of a connected graph are always connected, otherwise some edge could be added to joint components without creating cycles; by the same logic they span all vertices, and may thus be represented by simply a bipartition ⟨B 0 , B 1 ⟩ of V (G), where the bipartite subgraph corresponds to the edges in E(B 0 , B 1 ).
We also observe that the problem is hereditary and allows a polynomial time computable comp() function. We define the canonical order of a solution B by taking the canonical order b 1 , . . . , b |B | of the vertices of G[B] according to Definition 16, 8 then taking the edges of B in increasing order of their latter vertex in the vertex order, and breaking ties by increasing order of the earlier endpoint. This essentially corresponds to "building" B in a similar fashion as in the induced version, but adding one edge at a time incident to the newly selected vertex.
The principle behind the neighboring function is different but inspired to the induced case: rather than taking a vertex out of the solution and trying to add it to B 0 or B 1 , we take an edge e = {a, b} with both endpoints in the same B i , and try to move the two vertices a and b to opposite sides of the bipartition. By the definition of the canonical ordering, we have that {e 1 , . . . , e h } is a connected bipartite subgraph, meaning that it allows a unique bipartition B ′ = B ′ 0 , B ′ 1 of its incident vertices. As {e 1 , . . . , e h } ∪ { e} is also a connected bipartite subgraph, for some j ∈ {0, 1} we must
Recall now that both a and b are assumed wlog to be in In both cases, neighbors(B) will yield a solution S ′ which contains (B∩B * ) ∪ {e}, i.e., such that |S ′∩ S * | > |S∩S * |.
As the complexity is bounded by O(m) calls to the neighbors(B i , B 1−i , e) function, whose cost is again bounded by that of comp(), that is O(m 2 ) time (By Lemma 23), the following theorem holds: 
Complexity
In order to complete the analysis, let us look at the cost C t for the three variants considered:
for Maximal Connected Induced Bipartite Subgraphs, O(m + nα(n)) for Maximal Induced Bipartite Subgraphs, and O(m 2 ) for Maximal Bipartite Edge Subgraphs, where n and m are the number of vertices and edges, and α() is the functional inverse of the Ackermann function [33] .
Proof. C t is a bound for computing the comp(S) function as well as a canonical order. As the latter is computer by a BFS, it takes O(m) time in all three cases, let us then focus on comp(S):
For the connected case, we must test at each time only vertices adjacent to S, in increasing lexicographical order. All vertices adjacent to S can be found in O( x ∈S |N (x)|). Whenever adding a vertex v to S, we can further update the list of vertices adjacent to S with its neighbors in O(|N (v)|). As each vertex is only added once, the cost is bounded by O(m). As above, if a vertex is not addible, it can be immediately discarded, thus each vertex is tested for addibility at most once. Testing addibility of v can be done in O(|N (v)|) by simply checking that it is not adjacent to both vertices in X 0 and X 1 , for a total of O(m) time, meaning C t = O(m)
For the non-connected case, we further keep track of connected components via union-find [33] (actually, for each connected component we will keep track of its two partitions). To test a vertex v we must just check that it does not connect to two vertices in different partitions C 0 and C 1 of the same connected component C of X : this can be done in O(|N (v)|). Updating the union-find can be done in total O(nα(n)), where α() is the functional inverse of the Ackermann function [33] .
Once we tested a vertex, if this was not addible, it will never become addible, thus we only need to test each vertex once (in increasing lexicographical order). The cost will be the sum of their degrees, that is bounded by O(m). The total time is thus O(m + nα(n)). 9 Finally, for Maximal Bipartite Edge Subgraphs, we need to test each edge for addition just once as the property is hereditary, and for each testing that the resulting graph is still bipartite takes O(m) time, giving us the claimed bound. □
Polynomial space variants
As described in Section 5, the canonical ordering for Maximal Con- 
MAXIMAL K-DEGENERATE SUBGRAPHS
We here consider the enumeration of maximal k-degenerate subgraphs, giving an algorithm that has polynomial delay when k is bounded.
A graph G is k-degenerate if it allows an elimination ordering where each vertex has degree at most k when deleted. Equivalently, it is k-degenerate if no subgraph of G is a (k + 1)-core, i.e., a graph where each vertex has degree greater or equal to k + 1. The degeneracy d of G is the smallest k for which G is k-degenerate.
A degeneracy ordering of G is an order of its vertices in which each vertex v has at most d neighbors occurring later than v, where d is the degeneracy of G. It is well known that a degeneracy ordering can be found in O(m) time by iteratively removing the vertex of smallest degree. To remove ambiguity, when multiple vertices have the same degree we can remove the one with smallest label.
The degeneracy is a well known sparsity measure [13] ; its definition generalizes that of independent sets (0-degenerate graphs) and trees and forests (connected and non-connected 1-degenerate graphs). Furthermore, degeneracy is linked to planarity as all planar graphs are 5-degenerate, while outerplanar graphs are 2-degenerate [25] .
We are interested in listing all maximal k-degenerate subgraphs of a graph G. An output-sensitive algorithm is known for maximal induced k-degenerate subgraphs if G is chordal [8] , but no outputsensitive results are known for general graphs.
Maximal Induced k-Degenerate Subgraphs
A subgraph of a k-degenerate graph is k-degenerate so the property is hereditary, and degeneracy can be computed in linear time so we can implement the comp() function in polynomial time.
Given a maximal induced k-degenerate subgraph S, we define its canonical order as the reverse of its degeneracy ordering, i.e., an ordering s 1 , . . . , s |S | , such that s |S | , . . . , s 1 is the degeneracy ordering of S. In the case of non connected subgraphs, this is adapted by considering the connected components one at a time in lexicographical order. Then, the proximity is defined by Definition 5.
In the resulting ordering we have |N (s i ) ∩ {s 1 , . . . , s i−1 }| ≤ k, i.e., the neighbors of s i in S that precede s i in the canonical order are at most k. The neighboring function is then obtained as follows: N (v) ) and |K | ≤ k } Less formally, when computing neighbors(S, v), we try to add v to S as canonical extender. Since S is maximal, this violates the degeneracy constraint, so we remove all neighbors of v except at most k (the set K). The resulting subgraph D = {v} ∪ (S \ N (v)) ∪ K is clearly k-degenerate as D \ {v} is k-degenerate and any of its degeneracy ordering becomes a degeneracy ordering for D if we prepend v (which has degree ≤ k in D) in the beginning.
We finally use comp(D) to get a maximal solution containing D.
As for the choice of K, we simply try all possible subsets of
, which is polynomial when k is bounded.
By looking at Definition 6 we can observe that the sets K correspond to suitable removables, and they are polynomial in number if k is bounded, immediately implying the correctness and polynomial delay of the algorithm.
As for the running time, let us consider the cost C t of a comp(X ) call. k-degenerate graphs are hereditary, i.e., if a vertex is not addible it will not become addible later, so we need to test each v ∈ V (G)\X for addition at most once. As testing the degeneracy takes O( 7.1.1 Maximal Connected Induced k-Degenerate Subgraphs. As for Maximal Connected Induced k-Degenerate Subgraphs, an O(mn k +3 )delay algorithm immediately follows from the fact that a connected k-degenerate graph allows a reversed "k +1-degenerate" and "prefixconnected" order, which can be used as canonical order for canonical reconstruction: Lemma 27. Any k-degenerate graph G allows a k + 1-degenerate and prefix connected order {v 1 , . . . , v |V (G)| }, that is, such that |N (v i )∩ {v 1 , . . . , v i−1 }| ≤ k + 1 and any prefix induces a connected subgraph.
Proof. Let v 1 , . . . , v V (G) be a reversed degeneracy ordering of G, i.e., such that |N (v i ) ∩ {v 1 , . . . , v i−1 }| ≤ k for any v i .
Take the largest h such that every prefix v 1 , . . . , v i ≤h induces a connected subgraph, and let us refer to this prefix as good prefix. If h = |V (G)| the statement holds. Otherwise, take now the smallest j > h such that N (v j ) ∩ {v 1 , . . . , v h } ∅, which always exists as G is connected. Now insert v j just after v h , shifting all other vertices accordingly. Observe that the good prefix is longer by at least one, as v 1 , . . . , v h+1 induces a connected subgraph too, but shorter prefixes are untouched, so we can iterate the operation until the whole order is a good prefix, i.e., all prefixes are connected. Now we observe that in this revised order we have |N (v i ) ∩ {v 1 , . . . , v i−1 }| ≤ k + 1 for any v i : indeed assume by contradiction that there exists some v x such that |N (v x )∩{v 1 , . . . , v x −1 }| ≥ k +2, meaning there are at least two neighbors v y and v z of v x that appeared after v x in the original order and were moved before v x during the process. However, note that after moving the first one, say v y , we have that v x has a neighbor in the good prefix (v y ), so v x is eligible to be moved during the process, and since v x occurs earlier than v z we will not select v z before v x , meaning v z will occur after v x in the final order, a contradiction. □
In turn, as connected induced 1-degenerate subgraphs are exactly the induced trees, we obtain a O(mn 4 )-delay algorithm for listing Maximal Induced Trees 10
Maximal Edge k-Degenerate Subgraphs
An algorithm for this case can be obtained by exploiting the structure of the induced one. In the following, let N E (v) be the edge neighborhood of v, i.e., the set of edges of G incident to the vertex v. Note that edge k-degenerate subgraphs are also hereditary, and so comp() takes polynomial time.
Let S be an edge k-degenerate subgraph, and let v 1 , . . . , v l be the canonical order of the vertices of G[S] (i.e., the graph containing only edges in S and vertices incident to them), as in Section 7.1.
The canonical ordering of S is obtained by selecting the edges of B by increasing order w.r.t. their later endpoint in the vertex order, breaking ties by order of the other (earlier) endpoint.
This corresponds to selecting the vertices v 1 , . . . , v l in order, and for each adding the edges towards the preceding vertices one by one. Whenever all the edges from v i to the preceding vertices have been added, we can observe that the graph corresponds to that induced in G[S] by the vertices {v 1 , . . . , v i }. By the canonical order of the vertices defined in Section 7.1, this means v i has at most k neighbors in {v 1 , . . . , v i−1 }.
Again, the proximity∩ is given by Definition 5.
We can now define the neighboring function: In other words, we add an edge e = {a, b} to S, then force a (or, respectively, b) to have degree at most k, by removing all other edges incident to it except at most k − 1, as well as adding e. The resulting graph is k-degenerate as a (respectively b) has degree k, and the residual graph is a subgraph of S, which is k-degenerate, so it is possible to compute a degeneracy ordering.
Consider now two solutions S, S * , with S∩S * = {e 1 , . . . , e h }, and let e = {x, y} be the earliest edge in the canonical order of S * that is not in S, i.e, e h+1 . Assume wlog that x comes before y in the canonical (vertex) ordering of S * . In this ordering, y has at most k neighbors preceding it, i.e, |{e 1 , . . . , e h } ∩ N E (y)| ≤ k. Furthermore, by the same definition, all edges incident to y that precede e in the ordering must be between y and another vertex which comes earlier than x, and thus than y, in the ordering, thus they may be at most k − 1 (k, including e itself, from y to x). Let K ′ be the set of these edges (not including e).
When computing neighbors(S, y, x), we consider all subsets of edges in S incident to y of size at most k −1. By what stated above, at some point we will consider exactly K ′ . In this case, we will obtain S ′ = comp({ e} ∪ (S \ N E (y)) ∪ K ′ ). This must contain all edges in {e 1 , . . . , e h }, as we only removed edges neighboring y, but all those in {e 1 , . . . , e h } were in K ′ . Thus we have {e 1 , . . . , e h } ∪ e = {e 1 , . . . , e h , e h+1 } ⊆ S ′ , which implies |S ′∩ S * | > |S∩S * |. The case in which x comes after y in the ordering is similarly satisfied by neighbors(S, x, y).
Finally, we only need to show that neighbors(S) takes polynomial time to compute: indeed this is O(m) times the cost of neighbors(S, y, x), which in turn has the cost of computing comp() once for each possible considered set K. These latter are O( N E (y) k −1 ), and the comp() can be easily implemented in O(m 2 ) (as above, testing degeneracy takes O(m) time and each edge needs to be considered at most once for addition since the problem is hereditary), for a total cost that is polynomial when k is constant. We can thus state the following: 
MAXIMAL CHORDAL SUBGRAPHS
A graph G is chordal if every cycle in G of length greater than 3 has a chord, i.e., an edge between two non-consecutive vertices in the cycle. Chordal graphs have been widely studied, and it is known that several problems which are challenging on general graphs become easier on chordal graphs (see, e.g., [2, 4, 27] ). We here aim at listing Maximal Induced Chordal Subgraphs of G. The problem is hereditary, and chordality can be tested in O(m) time [29] , thus comp() takes O(mn) time.
A (sub)graph is chordal iff it allows a perfect elimination ordering {v 1 , . . . , v n } of its vertices, i.e., such that N (v i ) ∩ {v i+1 , . . . , v n } is a clique [8] . We can obtain this by recursively vertices whose neighborhood is a clique in the residual graph (called simplicial). 11 As the neighbors of a simplicial vertex form a clique, removing a simplicial vertex cannot disconnect the residual graph. It is also known that a chordal graph has O(n) maximal cliques, and a vertex v participates in O(|N (v)|) maximal cliques [8] .
We use this to define the canonical order, which is then combined with Definition 5 to obtain the proximity function∩.
Definition 30 (Canonical Order for Maximal Induced Chordal Subgraphs). The canonical order {s 1 , . . . , s |S | } of S is the reverse of its perfect elimination ordering, i.e., such that {s |S | , . . . , s 1 } is the perfect elimination ordering.
This way, the neighbors of v that precede v in the ordering form a clique. Furthermore, as simplicial vertices may not disconnect the graph when removed, when S is a connected solution, any prefix {s 1 , . . . , s j ≤ |S | } of the canonical order induces a connected subgraph. The neighboring function is defined as follows:
Definition 31 (Neighboring function for Maximal Induced Chordal Subgraphs).
We define neighbors(S) = v ∈V (G)\S neighbors(S, v).
For the non connected case neighbors(S, v) is defined as:
While for the connected case it is:
Less formally, we add a vertex v to S, then remove all its neighbors except one maximal clique Q (meaning the removable by definition of canonical reconstruction will be N (v) \ Q). In the connected case we further remove vertices not in the connected component of v. We can observe how this yields a chordal graph, since v itself is simplicial and can be removed, leaving an induced subgraph of S which is chordal and thus allows to complete the elimination ordering.
Again, let S and S * be two solutions, S∩S * = {s * 1 , . . . , s * h } and v = s * h+1 the earliest vertex in the canonical order of S * not in S. Finally, an algorithm for the edge version can be obtained by defining the canonical order for the edge subgraph in the same way as for Bipartite Subgraphs, based on the canonical ordering of the vertices. When adding an edge (x, y) to a maximal solution S, we consider all O(|N (x)|) maximal cliques containing x in G[S], and then all O(|N (y)|) maximal cliques containing y: as in any S * (for which (x, y) is the canonical extender) one between x and y will occur later in the canonical ordering, we will eventually chose a clique Q that extends the proximity. The number of neighboring solutions generated this way will be O( (x,y)∈E(G) |N (x)| +N |(y)|) = O(mn).
The only further requirement is a polynomial time comp() function which needs to be applied to each neighboring solution: this follows from [18] , who prove that chordal edge subgraphs are sandwich monotone, a property that is exactly equivalent to being strongly accessible. This means comp() can be computed in a greedy way by testing, up to q times, that any of the O(m) remaining edges in the graph can be added, which takes O(m) time, for a total cost 
MAXIMAL OBSTACLE-FREE CONVEX HULLS
In appplication domains such as robotics planning and routing, a common problem is finding areas, typically convex, in a given environment which are free from obstacles (see, e.g., [10, 31] ). In this section we solve the following formulation of the problem: we are given two sets of elements V and X , which corresponds to points on a 2-dimensional plane. V represents the point of interest for our application, and X represents the obstacles. For short, let |V | = j and |X | = h, and let n = j + h be the total number of points. We are interested in listing all maximal obstacle-free convex hulls (mocs for short), where an obstacle-free convex hull is a set of elements S ⊆ V such that the convex hull of S does not contain any element of X . This problem does not concern a graph, but its solutions are modeled as sets of elements, thus our technique may still be applied.
Again, note that the problem is hereditary, i.e., each subset S ′ of a solution S clearly also admits a convex hull which does not include elements of X (since it will be contained in that of S).
Consider a maximal solution S and an element v ∈ V \ S. As S is maximal, there is at least one element x ∈ X included in the convex hull of S ∪ {v}. This element x casts two "shadows" S 1 and S 2 on S, seen by v: consider the straight line between v and x, S 1 consists of all elements of S above this line, and S 2 of all those below it. It is straightforward to see how both the convex hull of S 1 ∪ {v} and that of S 2 ∪ {v} do not contain x. Any element of S that falls exactly on the line may not participate in any solution involving v. 12 Furthermore, any element x ′ ∈ X above this line, and still in the convex hull of S ∪ {v}, further casts two shadows 12 Note that it may not fall between v and x otherwise the convex hull of S would have included x . on S 1 , as any element below this line casts them on S 2 . If we repeat this process for all elements of X in the convex hull of S ∪ {v} we obtain a number of shadows of S which is at most linear in the number of elements of X . Let ϕ(S, v) be the set of these shadows. For each of these shadows S i ∈ ϕ(S, v), we have that the convex hull of S i ∪ {v} may not include elements of X , i.e., S i ∪ {v} is a (possibly not maximal) solution.
The neighboring function is then obtained as follows: Definition 34 (Neighboring function for mocs).
Finally, for two solutions S and S * , we simply define S∩S * as their intersection S ∩ S * between their elements.
Let I = S ∩ S * = S∩S * , and v any element in S * \ S. Since I ∪ {v} is contained in a moc, S * , its convex hull cannot contain any element of X . It follows that I must be fully contained in a single S i ∈ ϕ(S, v). We have that the neighboring function will return S ′ = comp(S i ∪ {v}), with I ∪ {v} ⊆ S ′ , which implies |S ′∩ S * | > |S∩S * |. The algorithm is thus correct.
As for the complexity, the problem is hereditary, so we may compute a comp(S) call by testing each vertex in lexicographical order. The convex hull of S can be computed in O(|S | log |S |) time [3] , and testing that is a solution consists in checking that each vertex of X is not in it, which can trivially be done in O(|S | · h). The total cost is O(j(h + log j)). For each candidate v, we have at most h neighboring solutions, and since we need to consider at most j candidates, the delay of the algorithm will be j · h times the cost of a comp() call.
We thus obtain an algorithm with the following complexity: It should be noted that the neighboring function actually fully solves the input-restricted problem in this instance, thus allowing for polynomial-delay and polynomial-space algorithm by applying a parent rule in the style of [5, 6, 24] ; as computing the parent takes C t for each neighboring solution generated, its cost does not impact the current delay; on the other hand, the space usage to O(n) by using stateless iteration [6] .
MAXIMAL CONNECTED DIRECTED ACYCLIC SUBGRAPHS
This problem concerns a directed graph, so each edge has a head and a tail, and its direction is from the tail to the head. We call N + (v) the out-neighbors of the vertex v and N − (v) its in-neighbors.
The goal of this section is listing Maximal Connected Acyclic Induced Subgraphs (mcais hereafter) of a given directed graph G.
The problem is connected-hereditary, and acyclicity can be tested in linear time, thus comp() can be implemented in O(mn) time.
For completeness, we remark that the non-connected version (Maximal Induced Directed Acyclic Subgraphs), corresponds to listing the complements of Minimal Feedback Vertex Sets in a directed graph, and is of no interest here as an output-sensitive algorithm is given in [32] . Let us define the canonical order: Definition 36 (Canonical Order for Maximal Connected Acyclic Induced Subgraphs). The canonical order of a mcais S is the order {s 1 , . . . , s |S | } such that, for each s i , {s 1 , . . . , s i } is connected, and either {s 1 , . . . , s i−1 }∩N + (s i ) = ∅ or {s 1 , . . . , s i−1 }∩N − (s i ) = ∅. If multiple are possible let it be the lexicographically minimum.
Our algorithm does not need to compute this order or∩, but we need to show that it always exists.
Firstly, recall that every acyclic graph has at least one source and one target, and let us observe an important property of acyclic graphs with a single source (whose proof trivially follows from the fact that any non-source vertex has a neighbor occurring before itself in the order):
Lemma 37. Let G be a single-source acyclic connected graph, and v 1 , . . . , v n any topological order of G. Any prefix v 1 , . . . , v i of this order induces a connected subgraph.
Lemma 37 also implies that the reversed topological order (i.e., where vertices have no forward out-neighbors) of a single-target acyclic connected graph is such that every prefix induces a connected subgraph. We also remark that both these orders satisfy the intersection properties of Definition 36.
We now use this lemma to show that the defined canonical order exists for any mcais. In the following, we define collapsing a set of vertices A ⊆ S into x as replacing them with a single vertex x, whose in-and out-neighbors correspond to all vertices in S \ A that were respectively in-and out-neighbors of some vertex in A.
Lemma 38. Every Directed Acyclic Graph allows a canonical order by Definition 36.
Proof. Let S be a Directed Acyclic Graph. Let v 1 be a source of S, and S 1 be the set of vertices reachable by v 1 , including v 1 .
Let s 1,1 , . . . , s 1, |S 1 | a topological ordering of S 1 . No vertex in S 1 can have an out-neighbor outside of S 1 as otherwise said vertex would be in S 1 itself. Let instead S 2 be the set of all vertices in S \ S 1 which can reach some vertex of S 1 .
If we collapse S 1 into a vertex x, we can observe that S 2 ∪ {x } is acyclic subgraph with x being the only target. Let x, s 2,1 , . . . , s 2, |S 2 | be a reverse topological ordering of S 2 ∪ {x }.
If we replace x with the previously computed order of S 1 , we obtain an order s 1,1 , . . . , s 1, |S 1 | , s 2,1 , . . . , s 2, |S 2 | } which respects Definition 36: Each vertex in s 1,1 , . . . , s 1, |S 1 | has no backward outneighbor by the topological ordering of S 1 ; each s 2,1 , . . . , s 2, |S 2 | has no backward in-neighbor by the reverse topological ordering of S 2 , and because vertices of S 1 can not have out-neighbors outside S 1 ; finally, every prefix of s 1,1 , . . . , s 1, |S 1 | , s 2,1 , . . . , s 2, j is connected, as x, s 2,1 , . . . , s 2, j is connected, meaning that all vertices in s 2,1 , . . . , s 2, j are connected to some vertex in S 1 , that is itself connected.
We may now repeat this step by collapsing S 1 ∪ S 2 into a vertex x ′ , and since x ′ will be a source, take S 3 as all vertices reached by x ′ in S \ (S 1 ∪ S 2 ), and take a topological order of S 3 ∪ {x ′ }, which we append to the order obtained so far (excluding x ′ ).
By iterating steps, we obtain an ordering s 1,1 , . . . , s 1, |S 1 | , s 2,1 , . . . , s 2, |S 2 | , s 3,1 , . . . , s 3, |S 3 | . . . , s k,1 , . . . , s k, |S k | , with k ≤ |S |, which contains all vertices of S, and such that any prefix will induce a connected subgraph, and any s i, j will have no backward out-neighbors if i is odd, and no backward in-neighbors if i is even, thus there exist an ordering satisfying Definition 36 (if a feasible order exists, a lexicographically minimum one must exist too). □ Finally, the proximity∩ follows by Definition 5. We define the neighboring function as follows: In other words, the function will add v to S. S ∪ {v} is not acyclic, but all cycles must involve v, so we make it acyclic by removing either all the out-neighbors N + (v), which makes v a target, or all its in-neighbors N − (v), which makes v a source. It then takes the connected component containing v and feeds the result to comp(), to surely obtain a mcais.
Consider now two solutions S and S * , and again let v be the first vertex in the canonical order of S * which is not in S∩S * . More formally, let S∩S * = {s * 1 , . . . , s * h } and v = s * h+1 . Let S ′ = comp(cc v ({ v} ∪S \ N + ( v))) and S ′′ = comp(cc v ({ v} ∪ S \ N − ( v))) be the two solutions generated by neighbors(S, v).
By the canonical order of S * , we have that (S∩S * ) ∪ { v} is connected, and either (S∩S * ) ∩ N + ( v) = ∅ or (S∩S * ) ∩ N − ( v) = ∅.
It follows that if (S∩S * ) ∩ N + ( v) = ∅, then (S∩S * ) ∪ { v} ⊆ cc v ({ v}∪S \N + ( v)) ⊆ S ′ , and otherwise we have (S∩S * )∩N − ( v) = ∅, which means (S∩S * ) ∪ { v} ⊆ cc v ({ v} ∪ S \ N − ( v)) ⊆ S ′′ .
We thus have that either |S ′∩ S * | > |S∩S * | or |S ′′∩ S * | > |S∩S * |, which gives us the second necessary condition of proximity search.
Finally, it is straightforward to see that neighbors(S) takes polynomial time, as its cost is bounded by O(n) calls to comp(), which can be implemented in O(mn), meaning that all conditions of Definition 3 are satisfied. Theorem 40 follows.
Theorem 40. Maximal Connected Directed Acyclic Induced Subgraphs are proximity searchable, and can be listed O(mn 2 ) time delay.
Maximal Connected Directed Acyclic Edge Subgraphs
We remark here that the structure can be adapted to the edge case, i.e., Maximal Connected Directed Acyclic Edge Subgraphs (mcaes). As the problem is still hereditary and acyclic subgraphs can be tested in linear time, we can implement the comp() function in O(m 2 ) time. The canonical order is as follows:
Definition 41 (Canonical order for mcaes). Given a mcaes S, let v 1 , . . . , v |V [S ] | be the canonical ordering of the vertices of G[S] according to Definition 36.
The canonical ordering of S is obtained by selecting the edges of S by increasing order with respect to their later endpoint in the vertex order, and breaking ties by increasing order of the other (earlier) endpoint.
We obtain a canonical ordering e 1 , . . . e |S | of S with the following properties: take an edge e i = {v j , v k }, assuming wlog j < k. All edges whose latter endpoint comes earlier than v k in the vertex order are preceding e i in the order, thus all edges in the induced subgraph G[{v 1 , . . . , v k−1 }] will be in the prefix e 1 , . . . e i of the canonical ordering of S. By Definition 36 G[{v 1 , . . . , v k −1 }] is connected. Finally, the only other edges in e 1 , . . . , e i are those whose latter endpoint is v k , so their earlier endpoint is in {v 1 , . . . , v k −1 }. Thus each prefix e 1 , . . . e i forms a connected (edge) subgraph, which is also acyclic as it is a subgraph of the acyclic subgraph S.
Furthermore, it also holds that, for the latter endpoint v k of e i , either {v 1 , . . . , v k −1 }∩N + (v k ) = ∅ or {v 1 , . . . , v k−1 }∩N − (v k ) = ∅. This implies that either {e 1 , . . . , e i−1 }∩N + E (v k ) = ∅, or {e 1 , . . . , e i−1 }∩ N − E (v k ) = ∅, which gives us our neighboring function: Definition 42 (Neighboring Function for mcaes). Let S be a mcaes and e = (v t , v h ) a directed edge in E(G) \ S directed from its tail v t to its head v h . Furthermore, let N + E (v h ) and N − E (v t ) be the out-edges and in-edges of v h and v t , respectively. We define neighbors(S, v t , v h ) = {comp(cc v t ({e} ∪ (S \ N − E (v t ))), comp(cc v h ({e} ∪ (S \ N + E (v h )))} And thus
In other words, we add e to S, and try each of the two possibilities to obtain the latter vertex in the canonical order of S * : if it is the tail v t of the edge, surely its backward out-neighborhood in the canonical order of S * is not empty as it contains v h , so it's in-neighborhood must be, thus we can safely remove N − E (v t ) to make S ∪ {e} acyclic. Conversely, if it is the head v h we can safely remove N + E (v h ). We thus obtain |S ′∩ S * | > |S∩S * | for some S ′ ∈ neighbors(S).
We can observe that the cost C t of a comp(X ) call is O(m 2 ) since we can test acyclicity in O(m) time, which we do up to m times, and finding and selecting the edges connected to X take an amortized O(m) time as well. As the neighboring function produces O(m) solutions, we obtain:
Theorem 43. Maximal Connected Directed Acyclic Edge Subgraphs are proximity searchable, and can be listed O(m 3 ) time delay.
CONCLUSIONS
We presented proximity search, a technique for the design of efficient enumeration algorithm, based on defining and traversing a solution graph with bounded out-degree. We presented several application cases, considering problems that did not allow efficient algorithms by known techniques, and showing that these allow polynomial delay algorithms by proximity search.
Other than being a useful tool for algorithm design, we remark that the technique may bring useful insight in better understanding which classes of problems allow output sensitive algorithms and which do not. Future work involves extending the applicability of the techniques to open listing problems, and investigating whether the technique can be modified to use just polynomial space.
APPENDIX A MAINTAINING THE SOLUTION SET IN PROXIMITY SEARCH
For completeness, we briefly describe how to efficiently maintain the S set with well known data structures. In the following, let s = max S ∈S (|S |) be the maximum size of a solution, recalling that s ≤ n, and let N = |S| be the number of solutions in S.
Binary Decision Diagram [22] . We can see it as a binary tree where leafs are all at depth |V (G)|, and each root-to-leaf path defines a subset of V (G). We will have a space usage of O(N · n), while the cost for addition or membership test of a solution will be O(n) time. Trie [21] . As above, a solution is represented by a root-to-leaf path. We only have nodes corresponding to including elements, so the depth will be O(s), and so the space usage O(N · s), however a node may have O(n) children. As we may keep these children ordered and perform binary search on the children, cost for addition and membership test will be O(s log n). Lazy Block Tree. Essentially equivalent to a Trie, but children are stored in a vector of size n to allow constant lookup time. Each node will have size n. If we compress chains of unary nodes into a single labeled edge, we will have O(N ) nodes of size n, plus O(s) space per solution resulting from the compressed paths, for a total of O(N (s + n)) = O(N · n) space, giving us a cost for membership test of O(s), and for addition of O(n): it would trivially be O(ns) as we need to create up to s new nodes, however this can be reduced to O(n) using lazy addition, i.e., not expanding any unary path created.
