All-electron calculations in large basis sets of excitation energies, oscillator strengths, and polarizabilities of small alkali-metal clusters of Li, Na, and K, with up to eight atoms, are performed using time-dependent density-functional theory. It is shown that the use of the recently developed statistical average of orbital potentials ͑SAOP͒ exchange-correlation ͑xc͒ potential ͓P.R.T. Schipper et al., J. Chem. Phys. 112, 1344 ͑2000͔͒ leads to polarizabilities of these alkali-metal clusters which are 10-15 % larger than polarizabilities calculated with the xc potential of the local-density approximation ͑LDA͒. The lower LDA polarizabilities ͑in comparison to the SAOP͒ are shown to originate from differences in the low-lying excitation energies, which are determined by the xc potential in the molecular inner and valence region. In spite of such differences, both SAOP and LDA results are shown to provide reliable assignments of the experimental absorption spectra, with typical errors in peak positions of only 0.1-0.2 eV, or even less.
I. INTRODUCTION
The static and dynamic polarizabilities of alkali-metal clusters (Li n ,Na n ,K n ) have been studied by a variety of theoretical methods ͑for a recent and complete review, see Ref.
͓1͔͒, of which configuration interaction ͑CI͒ and densityfunctional theory ͑DFT͒ emerge as the most reliable approaches available ͑see Refs. ͓2-5͔ for some recent DFT papers on this topic͒. At present, no experimental information is available for the equilibrium shapes of atomic clusters, except for the trivial ones. Therefore, as pointed out before ͓6,7͔, a comparison between theoretical and experimental results for the polarizability may help us to obtain information on the shapes of such clusters. Moreover, it is of great interest to understand the evolution of the static and dynamical polarizabilities of atomic clusters as a function of size. The interplay between theory and experiment may contribute to a better understanding of the size dependence. Density-functional theory, and its time-dependent extension, time-dependent DFT ͑TDDFT͒, provide a useful theoretical framework for studying these properties. The efficiency of this method allows the treatment of the large cluster sizes which are currently accessible experimentally. Furthermore, TDDFT has been shown to provide results of high accuracy in different types of systems, for properties such as excitation energies, oscillator strengths, and polarizabilities. As a result, one may hope to make quantitative interpretations of the experimental results.
The comparison between various TDDFT calculations of optical properties of metal clusters, as well as with experimental data is affected by several factors which preclude an unambiguous comparison. First of all, theoretical calculations typically assume static nuclear positions at zero temperature, which may be a reasonable approximation for certain experiments, but rather far from reality in others. Theoretical studies which go beyond this zero-temperature assumption do exist however ͓8,9͔. Very recently, Kümmel et al. ͓10͔ calculated how much Na clusters will expand at finite temperatures, and how the polarizabilities of Na 8 and large clusters increase as a result. For smaller clusters temperature effects are expected to be smaller. We will return to these points in more detail.
Second, as stated above, the equilibrium geometries of all but the smallest clusters are generally not known experimentally. The theoretical methods of optimization of cluster geometries face several problems for metallic clusters, such as shallow potential-energy surfaces and, especially for larger clusters, a myriad of local minima. Moreover, different theoretical frameworks do not always agree on the equilibrium geometries as well as on the effective volume of atomic clusters. Clearly, the first and second points are strongly interconnected.
Finally, even if the adopted geometry and the zerotemperature approximation constitute good approximations, other-more technical-issues may further complicate a straightforward comparison between different DFT approaches. We discuss such issues in the following, in connection to the procedures adopted in this work.
In most applications of TDDFT so far, a pseudopotential ͑PP͒ approximation has been made to treat the atomic cores. In the present paper, all electrons are correlated instead, which is of course preferable in principle. The influence of making a PP approximation is, however, not a subject of the present paper, and is dealt with elsewhere ͓11͔.
Another issue which has to be taken into account when comparing different DFT results is the type of basis functions used and the sizes of the basis sets. Popular types of functions used in the study of alkali-metal clusters to date are plane waves ͓12͔ ͑especially in combination with the PP approximation͒ as well as Gaussian-type orbitals ͓13,4͔ ͑GTO's͒. More recently, also basis set free PP methods have been applied to alkali metal clusters ͓14,5͔. In this paper, very large basis sets of Slater-type orbitals ͑STO's͒ are used, including many diffuse functions. This approach has been shown to give technically accurate results for various other molecules ͑see Ref. ͓15͔ for an overview of some early applications͒. Consequently, we expect our results to display only small deviations with respect to basis-set limit and/or basis-set free results.
As is well known, all DFT calculations require approximations to the exchange-correlation ͑xc͒ functionals. In the context of TDDFT response theory used for the calculation of the polarizabilities, excitation energies and oscillator strengths, two different xc functionals need to be approximated. The first is the standard static xc potential v xc (r), which determines the Kohn-Sham ͑KS͒ orbitals and orbital energies. These quantities form the starting point for a TD-DFT response calculation ͑for example, the orbital energy differences between occupied and virtual KS orbitals provide a zero-order approximation to the excitation energies͒. The second approximation is the so-called xc kernel f xc (r,rЈ,) which determines the xc contribution to the screening of an externally applied electric field ͑see below for details͒. It was found in several papers ͓16-19͔ that ͑i͒ the xc contribution to the screening provides a ͑small͒ correction to the major contribution arising from the Coulomb term; ͑ii͒ the adiabatic local-density approximation ͑ALDA͒ constitutes a reasonable approximation to f xc (r,rЈ,) ͑we are not aware of xc kernels which have been shown to perform better͒; and ͑iii͒ as a consequence of ͑i͒ and ͑ii͒, it is more important to improve the approximations to the ordinary xc potential v xc than to the xc kernel f xc . For this reason, we have applied the ALDA for f xc in all calculations presented in this paper.
It should be pointed out that in exact DFT, f xc is the functional derivative of v xc which is obtained from E xc . By choosing different types of approximations for the xc potential and the kernel, such relations no longer hold. It would of course be gratifying to have an xc functional which at the same time provides reliable xc energies, and a reliable xc potential and xc kernel. Unfortunately, such a universally reliable xc functional is not yet available and, for the time being, we favor the approach described here.
By carrying out all calculations using the same framework, we shall be able to address the main goal of this paper namely, to investigate the role played by the LDA xc potential in the characterization of the electronic properties of metallic clusters, in particular to investigate their dependence on the type of xc potential used. To this end we have selected a few xc potentials which have been developed ͓20,18͔, with the specific goal of correcting particular deficiencies inherent to the LDA xc potential. Such potentials are the modified ͓18͔ van Leeuwen-Baerends xc potential ͓20͔ and the statistical average of orbital potentials ͑SAOP͒ xc potential ͓21,18͔. Results obtained with these potentials will be compared with those obtained by more standard LDA potentials such as the parametrization of Vosko, Wilk and Nusair ͓22͔.
Small molecules like H 2 , H 2 O, HF, CO, N 2 , and NH 3 have large gaps between the highest occupied molecular orbital ͑HOMO͒ and lowest unoccupied molecular orbital ͑LUMO͒ and small polarizabilities to which the major contributions come from many high-lying virtuals. For these molecules, the LDA potential leads to overestimated polarizabilities. This trend was confirmed in various papers ͓23-25͔ with calculations on roughly 20 different small molecules. The reason for this systematic LDA overestimation is believed to be well understood: because the LDA xc potential is not deep enough in the region of the HOMO orbital and other occupied orbitals which are close in energy, the electrons in these orbitals are too loosely bound and therefore too polarizable.
The alkali-metal clusters studied here form a notable exception to this behavior. Recent ab initio studies making use of GTO's ͓26͔ have confirmed the picture obtained earlier by means of simplified model calculations ͓27,28͔: that for small sodium clusters, LDA-ALDA polarizabilities are significantly lower ͑up to 20%͒ than the experimental ones, measured by Knight et al. ͓29͔ , based on the atomic polarizability values by Molof et al. ͓30͔ . These alkali-metal clusters therefore question our understanding of the influence of the chosen xc potential on the polarizability. The reason for this different behavior of the alkali-metal clusters is that their polarizabilities are predominantly determined by a few lowlying excitations which carry a large fraction of the total oscillator strength. A reliable description of these low-lying excitations is therefore of crucial importance. The position of Rydberg-like virtuals with respect to the HOMO level is almost irrelevant for these systems. Instead, the position of the LUMO and other low-lying virtuals with respect to the HOMO have to be accurately described. As these orbitals are truly molecular for these systems, and certainly not Rydberglike, they occupy almost the same region of space as the HOMO orbital, and consequently the polarizability will depend in a subtle way on the form of the xc potential in the ͑outer͒ valence region of the molecule.
Dramatic improvements with respect to LDA ͓18͔ ͓both for excitation energies and ͑hyper͒polarizabilities͔ were recently obtained with the SAOP xc potential, which is given by
where is a spin label, N is the number of electrons with spin , i is an occupied KS orbital, and is the electron density. The individual components v xc,i mod (r) are given by an interpolation between two older models for the xc potential:
This form ensures that in the outer region, where the HOMO orbital density ͉ i (r)͉ 2 is nearly identical to the total density; only the term iϭN contributes to the sum, and for that term v xc,N mod is given by the modified van Leeuwen-Baerends potential v xc, LB ␣ (r), which is known to be a good approximation in the outer region of the molecule. Similarly, for deeper-lying orbitals, the Gritsenko-van Leeuwen-van Leuthe-Baerends ͑GLLB͒ potential ͓31,32͔, which contains the atomic step structure required in the inner region, will gain a larger weight. In this way, the SAOP potentials combines the virtues of its constituent parts v xc, LB ␣ and v xc, GLLB .
Because of its correct asymptotic behavior and the presence of atomic intershell peaks in the inner molecular region ͑which are known to be present in the exact xc potential͒, the SAOP xc potential looks rather different from the LDA xc potential, both in the inner and outer molecular regions. From the performed tests ͓33,34͔, it can be concluded that the SAOP potential is reliable beyond the small set of molecules on which it was initially tested, and that it captures certain important aspects of the physics of the xc potential better than LDA or GGA potentials like those of Becke ͓35͔ and Perdew ͓36͔ ͑BP͒. For further details on SAOP we refer to the original paper ͓18͔.
We shall compare our LDA and SAOP results to each other, to earlier CI assignments, and to experimental data. This information will be useful for judging the reliability of similar studies on larger clusters and will provide more insight into the nature of the strong ͑collective͒ excitations computed and observed in alkali-metal clusters.
The outline of this paper is as follows: after a brief schematic outline of the theoretical methods used, we first compare the average static polarizabilities obtained with the LDA-ALDA, LB␣-ALDA, and SAOP-ALDA methods ͑see below, and Refs. ͓21,18͔ for details͒ at reliable zerotemperature geometries, and compare them to experimental results. The influence of temperature effects will also be discussed. The lower LDA polarizabilities are further analyzed in detail by connecting the results for the polarizabilities to the excitation energies and oscillator strengths.
We proceed with a discussion and analysis of the polarizabilities of larger Li and Na clusters (Li 4 , Li 8 , Na 4 , and Na 8 ), which will be compared with previous theoretical and experimental results. Finally, we give our conclusions and some prospects for future work.
II. DESCRIPTION OF THE METHOD USED
The TDDFT module of the Amsterdam density-functional program ͑ADF ͓37-40͔͒ is used for all reported calculations. This module allows one to calculate, among other things ͑frequency-dependent͒ polarizabilities, excitation energies, and oscillator strengths of molecules. The excitation energies and oscillator strengths are obtained from the poles of the polarizability tensor using the method described by Casida and co-workers ͓41,42͔. The frequency-dependent polarizability can be calculated from the first-order change in the electron density when a ͑frequency-dependent͒ electric field is applied. In TDDFT theory this first-order density change ␦(r,) can be written as
where s is the KS response function obtained from the ͑real͒ KS orbitals and orbital energies: 
͑5͒
As a result, the first-order change in the KS potential also contains Hartree (H) and xc screening terms resulting from the corresponding terms above, which are required in the KS picture of noninteracting particles to obtain the correct density change of the interacting electrons. Since the screening terms in the potential v s (1) (rЈ) depend upon the density change one is interested in, Eq. ͑3͒ is an integral equation for ␦(r,), which is solved in a self-consistent manner in our implementation.
The xc term in v s (1) (rЈ) can be written in terms of the xc kernel f xc (r,rЈ,) ͑the Fourier transform of the functional derivative of the time-dependent xc potential with respect to the time-dependent density͒:
This kernel needs to be approximated, in addition to the approximation to the xc potential v xc (r) which is always necessary in DFT.
In previous papers ͓16-18͔ it was shown that, for nonmetallic atoms and small molecules, it is of crucial importance to make a good approximation to v xc (r), while even the simple adiabatic local density approximation for f xc is quite reasonable. In other words, it is important to have a reliable description of the KS response function s (r,rЈ,), as determined by the KS orbitals, and the zero-order estimate of the excitation energies given by the KS orbital energy differences a Ϫ i . These conclusions rely upon the fact that, for small molecules of nonmetallic elements, the xc contribution to the screening of the external field is usually not large. Whether this feature applies to alkali-metal clusters at all sizes remains an open question ͑see, in this context, the discussion in Ref. ͓43͔ concerning the self-polarization problem͒. At any rate, we shall not attempt at improving on the description of f xc ALDA , using the ALDA throughout, as in previous works, combining it with xc potentials of increasing levels of refinement. As a starting point, the usual LDA xc potential is used, for which we employ the Vosko-WilkNusair ͓22͔ parametrization. In order to investigate the influence of a corrected asymptotic behavior of the KS potential on the results, we use a modification of the van LeeuwenBaerends ͑LB94͒ potential ͓20͔, called the LB␣ xc potential ͓18͔. Finally, we use the recently developed SAOP potential, which has been applied with considerable success to some small test molecules ͓18͔. Since the SAOP potential includes modifications of the LDA potential not only on the asymptotic behavior but also in the inner region of the potential, we shall be able to assess the relative importance of each correction to the LDA.
The average molecular polarizability ␣ av is related to the vertical singlet excitation energies i of the system and the corresponding oscillator strengths f i by
͑7͒
We use this equation to analyze the differences between the LDA, SAOP, and CI results, by making the connection to the absorption spectra, determined by the values for ͕ f i ͖ and ͕ i ͖. Especially if only a limited number of low-lying excitation energies carry most of the total oscillator strength ͑in a complete basis set the oscillator strengths satisfy the sum rule ͚ i f i ϭN e , where N e is the number of active electrons͒, such an analysis can provide further insights. This is the case for the molecules studied here.
Basis sets
Extensive test calculations were carried out in order to study basis-set effects. A detailed account of those tests, together with a comparison with other approximate methods, such as the PP approximation, was carried out in Ref. ͓11͔, to which we refer the reader for details. As a result, we selected the following very large STO basis sets ͑to which the fit sets were adapted accordingly͒ for the calculations on all molecules studied here.
For Li ͑Na͒ clusters we augmented the largest standard ADF all-electron triple zeta basis set with two polarization functions ͑standard ADF basis V͒ by adding a large amount of diffuse functions (2s, 3p, 1d, and 1 f basis functions for Li, 2s, 3p, 2d, and 1 f basis functions for Na͒. The sizes of the basis sets place our results close to the basis-set limit. Linear dependency problems can occur if so many diffuse functions are added. Only for Na 8 were such problems detected, and 51 linear combinations of atomic orbitals were removed to solve this.
For K, we started from a quadruple zeta basis set ͑larger than basis V͒, to which we added 2s, 3p, 2d, and 1 f diffuse basis functions. These basis sets are therefore much larger than the basis sets used, for example, in Ref. ͓26͔, in which good results were obtained already with only one diffuse p function. Further tests with large even-tempered basis and fit sets confirmed the results and conclusions presented in this work, as well as the special importance of including diffuse p functions ͓26͔. With these large basis sets we believe to obtain results close to the basis set limit and estimate the effect of further improvements to be smaller than 1% for the polarizabilities.
Typically, further basis-set improvements will lead to slight increases in the polarizabilities. For most of the lowlying excitation energies, we estimate that our results are technically accurate up to 0.01 or 0.02 eV. The errors in higher-lying LDA excitation energies will be a bit larger. The oscillator strengths are somewhat harder to converge, and may vary more than the excitation energies when comparing different basis sets. When differences between basis sets occur, the oscillator strengths usually shift to energetically close-lying excitations. This means that the integrated oscillator strength for a certain energy region will be more stable than the individual oscillator strengths associated with single peaks. Of course, the static polarizability being itself an integrated quantity, it is much less sensitive to the basisset effect than the oscillator strengths. At any rate, oscillator strengths should be reliable up to typically 5-10 % or better.
III. RESULTS AND DISCUSSION

A. Comparison of average polarizabilities for all clusters with different xc potentials
In Table I , we compare our results with different xc po- show what we consider to be typical for nonmetallic small molecules. Those average polarizabilities are comparatively small ͑even with respect to Li 2 ), and the LDA value is a bit too large in comparison with experiment. The LB␣ potential lowers the LDA values because of its asymptotic behavior, but it overcorrects somewhat. The SAOP potential, on the other hand, leads to rather good agreement with experiment for N 2 and CO. It is clear that the situation is rather different for the alkali-metal dimers, where the experimental polarizabilities are much larger and underestimated by the LDA. For these molecules, the LB␣ potential gives even lower polarizabilities than the LDA, which are therefore much too low. The BP polarizabilities in the table are a bit lower than the LDA values for the Li clusters and a bit larger for the Na clusters, but the differences with respect to LDA are small, and the BP potential ͓or generalized gradient approximation ͑GGA͒ potentials in general͔ therefore share the flaws of the LDA, as could be expected. The SAOP polarizabilities for the diatomics are in much better agreement with the reference values than any of the other xc potentials considered here. For larger clusters the trends remain the same. The SAOP xc potential leads to larger polarizabilities than the LDA, and the LB␣ potential gives polarizabilities that are too low ͑even lower than those of the LDA͒; however, the BP results are close to those of the LDA. In previous studies ͑such as Ref. ͓4͔͒ larger effects were reported from the use of GGA potentials instead of the LDA. We attribute this mainly to differences in geometry, and perhaps to a lesser extent also to differences in the approximation for the xc kernel, both of which differences are excluded in the present comparison.
In previous work by one of the authors ͓44,43͔, the effect of using a self-interaction-corrected ͑SIC͒ LDA potential on the polarizability of Na 8 was considered. A larger polarizability value was found than with the LDA potential itself, which one might be tempted to attribute to the effect of the improved asymptotic behavior of the SIC-LDA potential. However, the present results for the LB␣ xc potential, and a result from a test calculation with the LB94 xc potential itself, give a lower value than the LDA polarizability. This is explained below, where it is shown that the description of the inner region is in fact very important for the polarizability of this molecule. The differences between the LB94 or LB␣ xc potential and the SIC-LDA xc potential could, therefore be due to subtle differences in the inner region, which is also modified with respect to the LDA potential in both cases.
The zero-temperature approximation inherent in our calculations has some implications that are worth addressing in view of the recent results obtained in Refs. ͓8,10͔. Indeed, based on these calculations, one expects that our zerotemperature results underestimate the average bond lengths of the finite-temperature clusters which are actually investigated experimentally, with corresponding underestimations for the polarizabilities. The deviations with respect to experiments are expected to grow linearly with T ͓10͔ as well as with the size of the clusters.
Restricting ourselves to the most recent experimental values, which were recorded at relatively high temperatures (ϳ1100 K) ͑those of Ref. ͓45͔͒, we note that ͑i͒ all LDA and SAOP results are too low, and ͑ii͒ the underestimation increases with the size of the clusters. These features are indeed consistent with the pictures emerging from Ref. ͓10͔. Since Na 8 was the smallest cluster studied in Ref. ͓10͔ , only for that molecule can a quantitative correction be attempted. Using the estimate ͓10͔ of an 81-a.u. (12 Å 3 ) polarizability underestimation in a zero temperature calculation, we arrive at the corrected values for Na 8 which are given in parentheses in Table I in the SAOP and LDA columns. Both the SAOP and LDA values move closer to the experimental value of 907 a.u., and are within the experimental error bounds. The corrected SAOP result now seems to be a bit high, and the LDA value still a bit low. Unfortunately no estimates of temperature effects are yet available for Li and K clusters, and we will not speculate upon the magnitude of temperature effects for these clusters.
B. Average polarizabilities and excitation energies
of Li 2 , Na 2 , and K 2
In Table II , we collect the experimental results for the excitation energies, oscillator strengths, and average polarizabilities for the dimers Li 2 , Na 2 , and K 2 , as well as our DFT results with various xc potentials at the experimental equilibrium geometries (R e equals 2.6725 Å for Li 2 ,3.0786 Å for Na 2 , and 3.923 Å for K 2 ). Because the experimental geometries are known for the dimers, the temperature can be expected to play a less important role than for the larger clusters, and these systems are probably the most reliable testing ground for the xc functionals.
For Na 2 we find an underestimation of the average polarizability by the LDA, in agreement with Guan et al. ͓26͔ ͑they found a larger LDA underestimation due to the use of the LDA geometry instead of the experimental one͒. Vasiliev et al. ͓5͔ also found a LDA underestimation with a basis-set free-pseudopotential method, although their value was closer to experiment. The relatively small difference between, on the one hand, the result by Vasiliev et al. ͓5͔ and, on the other hand, the all-electron results from Guan et al. ͓26͔ and those from the present work, may well be due to the pseudopotential approximation of Ref. ͓5͔, in which only one valence electron per Na atom is treated variationally.
Clearly the LDA polarizabilities for the dimers are too low by about 10%, which sets these molecules apart from the more common ones where the LDA leads to a systematic overestimation. As mentioned above, for molecules with relatively small polarizabilities mainly determined by highlying excitation energies, the LDA overestimation for the polarizability can be removed by employing an asymptotically correct xc potential, such as the LB94 potential, or its improved and modified variant, the LB␣ potential used here.
For alkali-metal dimers, the effect of adding the asymptotic LB correction is similar to that for the other molecules: it lowers the polarizabilities, in this case leading to even stronger underestimations for the experimental quantities. As is often the case, GGA potentials do not help to solve the LDA problem, as can be seen from the BP ͓35,36͔ results in Table I . The reason for this is that the GGA xc potentials are usually not so very different from their LDA counterparts. Finally, the SAOP results in this table are in very good agreement with the experimental values, contrasting with the results with the other xc potentials. We attribute this to the form of the xc SAOP potential, which differs from the LDA xc potential both in the inner and outer regions. Clearly, the description of the inner region seems to play an important role for the alkali-metal dimers. In order to illustrate the differences in the various xc potentials, they are plotted in Fig. 1 along the Na-Na axis in Na 2 , starting from the bond midpoint at rϭ0 to the outer region (rϭ7 bohr). Close to the Na nucleus, the LDA and SAOP potentials nearly coincide, whereas the LB␣ potential displays a different behavior. In the outer region, the LB␣ and SAOP potential are very close ͑in fact, the SAOP was constructed in this way͒, and tend towards the correct asymptotic Coulombic behavior. In this region, the LDA potential tends to zero too rapidly, and decays faster than the required Ϫ1/r.
Clearly, in the intermediate, or valence, region, the LB␣ potential is much deeper ͑more attractive͒ than the LDA and SAOP potentials which is consistent with its lower polarizability. A further feature of the SAOP potential consists of pronounced intershell peaks, which also occur in the exact v xc , but which are missing in both LDA and LB␣ potentials. These peaks strongly affect the potential in the inner valence region, and therefore influence the orbital energies and shape of the occupied and virtual KS orbitals.
In order to understand the behavior of the various xc potentials in more detail, we consider the low-lying dipoleallowed excitations for the dimers and connect the polarizability results to those for the excitation energies and oscillator strengths, using Eq. ͑7͒. We also give the values for the HOMO orbital energy HOMO , which should be equal to minus the experimental ionization potential V ion for the exact xc potential. In the case of the asymptotically incorrect LDA and BP xc potentials, HOMO is much too small in absolute value. As discussed in Ref. ͓46͔, this negatively influences the excitation energies which are in this energy range. This is the reason why the LDA and BP excitation energies for the 2 1 ⌺ u ϩ for Li 2 and Na 2 and 2 1 ⌸ u for K 2 are clearly underestimated. This problem is solved with the LB␣, and especially the SAOP, xc potential.
For the polarizabilities, the description of the 1 1 ⌺ u ϩ and 1 1 ⌸ u excitations of L 2 , Na 2 , and K 2 is of crucial importance, because the corresponding oscillator strengths are large. In fact, the main difference between the alkali-metal dimers and, for example, N 2 , can be attributed to the dominant contributions to the polarizability provided by these very low-lying transitions. In N 2 , and other more common molecules, the lowest excitation energies lie much higher up in energy ͑the lowest dipole-allowed excitation energy in N 2 is found near 10 eV͒, and the contributions to the polarizabilities are spread out over many more excitations. For this reason, the polarizabilities of the alkali metal dimers are also much larger ͑200-400 a.u.͒ in comparison to the molecules studied in Ref. ͓25͔, which are in the range of 5-40 a.u.
Whereas the contributions from excitations to high-lying virtuals are important for the latter set of molecules, they give only a ͑relatively͒ minor contribution to the polarizabilities of the alkali-metal dimers. The contributions of the lowest three or four excitations to the polarizabilities, in the LDA case, amounts to 96%, 93%, and 95% for Li 2 , Na 2 , and K 2 , respectively.
The different values for the polarizabilities can thus be understood from the values obtained for the excitation energies and oscillator strengths of these low-energy transitions. The larger ͑and improved͒ polarizability values obtained with the SAOP potential derive from both the larger oscillator strengths and the slightly lower ͑and better͒ excitation energies for the most intense transitions.
In fact, the SAOP excitation energies are overall in quite good agreement with experiment, with errors of typically 0.1 eV. This holds for both the high-and low-lying excitation energies, as can be seen from the average errors reported in Table I . The LDA and BP excitations behave quite similarly to each other, are a bit too high for the most intense transitions, and are clearly too low for excitation energies near the HOMO orbital energy.
In Table II , the contributions to the polarizabilities arising from all other, high-lying, excitations are also reported. These contributions are rather small, with a correspondingly small impact on the average polarizability. Therefore, we conclude that it is much more important for these molecules to have a good description of the lowest excitations, for which the description of the ͑inner͒ valence region is of crucial importance. The present results for the dimers provide support for the suggestion in Ref. ͓18͔ that the SAOP xc potential improves over the LDA in the inner region.
Finally we discuss the Cauchy coefficients S Ϫ4 , which determine the low-energy frequency dispersion of the average polarizability through the formula
where S Ϫ2 is the average static polarizability. These coefficients, reported in Table II , follow the same trend as the static polarizabilities. The LDA S Ϫ4 values are lower than the SAOP results and higher than the LB␣ results for all three dimers. Unfortunately there are no experimental data to compare to for this property.
C. Tetramers Na 4 and Li 4
Unlike the dimers, the experimental geometries for the tetramers Li 4 and Na 4 are not known. However, there seems to be general agreement on at least the shape of the tetramers, which is a rhombus D 2h geometry. In this sense the tetramers compare favorably to the octamers, which will be treated below, for which even the shape of the clusters is under debate. Because the shape is determined, we feel there is justification for comparison of our results to theoretical results in the literature and to experimental absorption spectra. Let us now turn to our results for the average polarizabilities, excitation energies, and oscillator strengths for the Na 4 and Li 4 molecules, using the BP-optimized rhombus geometries and the same large basis sets as used for the dimers. The geometries for the tetramers are defined by the lengths of the two diagonals of the rhombus. These are 2.630 and 5.498 Å for Li 4 , and 3.107 and 6.358 Å for Na 4 . The geometries used in our calculations for the octamers ͑as well as the tetramers͒ are available online ͓47͔.
Polarizability and excitation energies of Na 4
For the polarizability of the Na 4 molecule, reported in Tables I and III , we obtain a value of 553.6 a.u. with the SAOP potential. This is in line with the reported experimental values and with our estimate based on the CI results of Ref. ͓48͔. As for the dimers, the LDA polarizability of 490.2 is too low by about 10%. Although the estimated CI polarizability of 552 a.u. in Tables I and III should be kept in mind that these results were obtained at a different geometry. In fact, if we repeat our SAOP calculation in the geometry of Ref. ͓49͔ , we obtain a polarizability of 588 a.u., which is 6.2% larger than that obtained at our BP-optimized geometry. If we therefore subtract 6.2% from our estimated CI value, we obtain an average polarizability of 520 a.u., right in between our LDA and SAOP results. It is to be expected that the use of a larger basis in the CI calculations should move this result to somewhat higher values, improving the agreement with the SAOP again. In order to analyze the Na 4 results in somewhat more detail we turn to the results for the excitation energies and oscillator strengths for Na 4 in Table III . The peaks observed experimentally by Wang et al. ͓50͔ have been named A -H. The B, E, and F peaks at 1.80, 2.51, and 2.78 eV are the strongest ones, with the B and E peaks as the most intense ones. A detailed interpretation of the experimental spectrum was given by Bonačić-Koutecký ͓48͔, which we take as our reference data.
First we compare our results to theirs for the lowest energy peaks A -F, with the focus on the three major peaks B, E, and F. In our discussion we will only talk about the first set of CI results, which are ͑truncated͒ all-electron multireference doubles CI ͑MRDCI͒ calculations. The second set of CI results come from a MRDCI calculation with an effective core potential ͑see Ref. ͓48͔ for details͒.
The CI results for the positions of bands A -F are in perfect agreement with experiment, and the same can be said of both the SAOP-ALDA and LDA-ALDA results. The deviations for bands B, E, and F are, respectively, (Ϫ0.09, Ϫ0.05, and Ϫ0.02) eV for the CI, (Ϫ0.08, Ϫ0.04, and 0.00) eV for the SAOP result, and ͑ϩ0.01, ϩ0.09, ϩ0.12͒ eV for the LDA result. All three methods give the main bands at the experimental positions, with errors of at most 0.1 eV, which is often quoted as a benchmark number for state-of-the-art ab initio methods. In fact, these results provide a better description of the experimental data than the computationally more involved GW Bethe-Salpeter approach ͓51͔, in which the errors are about 0.2 eV for these bands ͑ϩ0.20-, ϩ0.14-, and ϩ0.17-eV overestimations for bands B, E, and F, respectively͒. Repeating our SAOP excitation energy calculation at the geometry used in the CI calculation did not lead to large changes, although the excitation energies do shift to slightly lower energies, improving the agreement between the DFT and CI results. We can sum up the Na 4 assignments by stating that both the SAOP and LDA results are in very good agreement with both experimental and CI values, although some differences in assignments remain for the weak G and H bands, for which a more detailed study would be needed.
In order to understand why the LDA polarizability for Na 4 is considerably lower than the SAOP and experimental values, it is useful to have a closer look at the excitation energies and oscillator strengths reported in Table III . In this table, the sum of the oscillator strengths for bands A -F is given. The SAOP potential finds the largest cumulative oscillator strength in this energy region of 3.18, followed by CI with 3.03 and finally LDA with 2.45 ͑however, the 3 1 B 1u excitation also lies quite low in the LDA, and has a considerable oscillator strength of about 0.5͒. The dominating contributions of the A -F bands to the total polarizability clearly show that this low-energy region is very important, and therefore the lower LDA oscillator strength clearly provide a partial explanation of the lower LDA polarizability. Another part of the explanation lies in the excitation energy values. Although the LDA values for bands A -F are in fact remarkably accurate when compared with results for other molecules, they are systematically above the experimental, CI, and SAOP values. The CI values are always somewhat below the experimental peaks, and the SAOP potential sometimes gives a slightly underestimated, sometimes slightly overestimated value providing, on average, the best agreement with experiment in this case. It has already been mentioned that the experimental peaks were obtained at relatively high temperatures. In a hypothetical Tϭ0 experiment, the peaks might shift to slightly higher energies ͑cf. the Na n ϩ results in Ref. ͓52͔͒, which would ͑slightly͒ worsen the agreement of the CI results with experiment, but improve the agreement of the LDA results. Overall both LDA and SAOP potentials perform well for Na 4 .
Li 4
The experimental average polarizability value of Ref. ͓45͔ is 330 a.u. for Li 4 ͑see Table I͒. The LDA value is somewhat higher ͑370 a.u.͒, although almost within the experimental error bounds, as is our estimate based on the literature CI results ͓53͔ ͑364 a.u.͒. The SAOP value is considerably higher ͑413 a.u.͒ than the experimental value. The discrepancy between the CI vs. LDA and SAOP results becomes larger if we repeat the DFT calculations at the geometry used in Ref. ͓54͔ . Then the SAOP polarizability increases by 7% to 441 a.u. The SAOP excitation energies then shift down by typically 0.03 eV, worsening their agreement with experiment. In what concerns the assignments of the absorption spectra, gathered in Table IV , we find that both the SAOP and LDA results are in very good agreement with the CI assignments, although there are differences in details. The peaks are once again found in very satisfactory agreement with the experimental values with average errors of 0.13 eV for the SAOP potential and an even better 0.08 eV for the LDA potential.
If we consider the sum of the oscillator strengths responsible for the A -E bands ͑i.e., the lowest six excitations for CI and the SAOP potential, and the lowest seven for the LDA potential͒, we find 2.21 for CI, 2.28 for the LDA potential, and 2.55 for the SAOP potential. The overestimated SAOP polarizability can thus be understood from a combination of two factors: a small but systematic underestimation of the excitation energies, and an overestimation of the oscillator strength in this low energy region.
The contributions to the polarizability of these excitations are also listed in Table IV . The LDA and CI numbers are in remarkable agreement and, if we add the contributions from the remaining excitations, also listed in this table, they seem to suggest a polarizability value in the upper half of the experimental error bars. The excellent agreement between the LDA and CI results is partially based on error cancellations: first, the LDA excitation energies are sometimes too low, sometimes too high; second, the sum of the oscillator strengths is larger in the LDA case, but at the same time it is shifted towards higher energies. Overall the LDA results for Li 4 are very satisfactory.
D. Octamers Na 8 and Li 8
Temperature effects are expected to have a large effect on the octamer results, in particular for Na 8 , due to its shallow potential-energy surface. As far as the equilibrium geometries are concerned, the uncertainties are also much larger than for the dimers and tetramers. For the tetramers at least the shape of the clusters is agreed upon. For Na 8 and Li 8 even the symmetry of the clusters is not known with certainty. This should be kept in mind for a comparison to the experimental values below. As regards the comparison to the CI values from the literature, of course we compare to the results obtained for the same symmetry, but that does not fix the cluster shape completely. In the case of Na 8 we reconstructed a geometry with the same symmetry and bond lengths from the literature CI results, in order to check the influence on our results. A synopsis of the results obtained, as well as the CI and experimental results, is provided in Tables V and VI for Na 8 and Li 8 , respectively.
Na 8
The experimental absorption spectrum ͓50͔ of Na 8 is dominated by an intense broad band at 2.5 eV, quite similar to the Li 8 spectrum ͑see below͒. Additionally there are much weaker features at 1.68, 2.07, and 2.38 eV. The experimental mean polarizability values range from 870 ͓29,30,4͔ ͑ob-tained at Ϸ300 K ͓55͔͒ to the more recent value of 910 Ϯ90 a.u. ͓45͔ ͑obtained at Ϸ1100 K). As for the previously discussed sodium cluster results, the differences between the LDA and SAOP results for the absorption spectrum are primarily in the peak positions rather than in their intensities. The LDA peaks are all 0.1 to 0.2 eV higher in energy than the SAOP results. In the CI results, only one E excitation carries almost all the oscillator strength. The fact that in a D 2d symmetry the principal axes of Na 8 are inequivalent lends support to the fine splitting of the peaks obtained in TDDFT. In spite of this, we have checked whether the difference between CI and TDDFT effects can be accounted for from differences in the bond lengths between our BP-optimized geometry and the optimized geometry of Ref. ͓49͔. A SAOP calculation at the Na 8 geometry with bond lengths as in Ref. ͓49͔ , gave results which were much more similar to the SAOP results than to the CI results.
As pointed out in Ref. ͓8͔, at higher temperatures ͑at which the experiments have been carried out͒ these peaks may merge into the single, broad excitation observed. In keeping with this discussion, the peaks are all located in an energy range of only 0.25 eV and should, therefore, be attributed to the broad intense band at 2.53 eV.
Remarkably, the smaller number of CI excitations carry more cumulated oscillator strength ͑5.96͒ than the LDA ͑5.57͒ and SAOP ͑5.84͒ excitations. This leads to contributions of the listed excitations to the average polarizabilities of 753 ͑CI͒, 630 ͑LDA͒, and 750 a.u. ͑SAOP͒. It is possible that the CI number should be even a bit higher if the next higher excitations (7 1 E, 8 1 E, and 4 1 B 2 ) would also carry non-negligible oscillator strength in a more extensive CI study. For the total polarizability, we find 749 a.u. ͑LDA͒ and 853 a.u. ͑SAOP͒, of which the latter is consistent with the experimental values and our estimated CI result of 860. The test calculation with adapted bond lengths led to an increase of the SAOP polarizability of about 3%. For all sodium clusters studied here, the SAOP polarizabilities are larger than the LDA polarizabilities by roughly 10-15 %. As Contributions to the average polarizability coming from all higher-lying excitations which are not tabulated here. The CI number is an estimate based on LDA and SAOP numbers. The total average polarizability ͑sum of the numbers listed under j and k. The CI number is based on the estimate under k.
far as the sodium clusters are concerned, the SAOP results are also consistently in better agreement with the experimental values ͑although a direct comparison without accounting for temperature effects should be considered as qualitative͒. It is also closer to the values estimated from the CI results than the LDA values are.
Li 8
The results for the Li 8 molecules are gathered in Table V . Here we again use an optimized structure of D 2d symmetry as this allows us to make straightforward comparisons to the Na 8 results and to CI results obtained in this symmetry. We do not claim that this is the most realistic structure. In fact, a BP-optimized ''centered trigonal prism'' ͑CTP͒ structure ͓47,56͔ is slightly lower in energy in DFT calculations, and we shall briefly comment below on some results in that geometry. However, and with the purpose of comparing various methods, the D 2d symmetry will be adopted.
There is one main experimental band in the Li 8 absorption spectrum, which is located in an energy region from about 2.3 to about 2.7 eV. In other words, it is rather broad, apart from being intense. Next to the CI results from the literature ͓53͔, we report our LDA and SAOP results. Similarly to Na 8 , the oscillator strength is more fragmented in the TD-DFT results than in the CI results. The most intense theoretical peaks are positioned in the energy region 2.55-2.75 eV ͑with most of the oscillator strength at the higher energy͒ and are therefore somewhat higher than the experimental band centered around about 2.5 eV. Remarkably, and unlike the case for Li 4 , the LDA excitation energies are consistently very close to the SAOP results ͑the largest deviation is equal The total average polarizability ͑sum of the numbers listed under j and k͒. The CI number is based on the estimate under k. to only 0.05 eV͒. Looking at the oscillator strengths, we note that the summed CI oscillator strengths ͑4.6͒ are close to the sum for the SAOP potential ͑4.7͒, while the LDA result is about 10% lower ͑4.2͒.
If we calculate the contributions to the average polarizability coming from the tabulated transitions, we find the CI ͑partial͒ polarizability to be the largest with 581.6 a.u., followed by the SAOP result of 563.8 a.u. and finally the LDA result of 493.0 a.u. The large difference between the SAOP and LDA values is related to the oscillator strengths in this case, not to the excitation energies. In turn, the larger SAOP oscillator strength can be related to the larger values for the transition dipole moments between occupied and virtual KS orbitals. As expected, the small contribution of high-lying excitation energies to the polarizabilities is overestimated by the LDA potential, in comparison to the SAOP potential. Again this can be attributed to the incorrect shape of the LDA potential, as for the prototype molecules N 2 , CO, etc. In the used basis set, the value for Ϫ HOMO is 3.04 eV for the LDA potential and 4.60 for the SAOP potential, which means that the LDA excitation energies are still at a safe distance from this critical number.
As regards the total polarizabilities, we can compare to an experimental value of 560 a.u., with a significant error margin of about 10%. As such, the LDA result is in best agreement with experiment. The SAOP result is too high, and, if we add an estimate for the contribution of the higher excitations of 70 or 80 a.u., the CI number is also considerably too high. On the basis of theoretical overestimations for the peak positions, one would instead expect an underestimation of the experimental value. It is also surprising that the approach which should a priori be classified as the lowest level one, the LDA, gives the best agreement with experiment.
There are several possibilities to explain this. First, the used geometries are not close enough to the actual experimental geometry, which could lead to artificially good agreement between the LDA and experimental polarizabilities. In fact, some test calculations in the probably more realistic BP-optimized CTP structure reveal that the DFT polarizabilities are about 5% smaller in that geometry than in the D 2d geometry considered here. That would improve the agreement with experimental values.
However, temperature effects can be expected to have effects similar to those found for Na clusters in Ref. ͓10͔ , which means that all Tϭ0 theoretical polarizability values should be lower than the higher temperature experimental polarizability. Clearly, further investigations will be needed to connect reliable polarizability and absorption spectra results for Li 8 .
IV. SUMMARY AND FUTURE PROSPECTS
Using recently developed xc potentials, which include features that are present in the exact xc potential but missing in the LDA xc potential, such as the correct Ϫ1/r asymptotic behavior (LB␣, SAOP͒, and the intershell peaks in the inner region ͑SAOP͒, we have shown that there is a considerable influence of the choice of xc potential on the calculated polarizability and absorption spectra results of small alkalimetal clusters. Because of the high-quality results obtained earlier for a small set of prototype molecules, the SAOP results are of special interest. The differences in the polarizability results have been connected to the differences found for the low-lying excitation energies and oscillator strengths. It has been shown that both the LDA and the SAOP results are in good agreement with both experimental and CI results, both for the absorption spectra and the polarizabilities.
Typically, the LDA potential leads to small overestimations for polarizabilities of small molecules of nonmetallic elements, because its xc potential is not attractive enough ͑leading to valence electrons which are too loosely bound͒, due to its shape in the ͑outer͒ valence region. Our results indeed seem to suggest that this problem is still present for the higher-lying LDA excitations, but for the alkali-metal clusters this effect is less important than the inner region of the xc potential. Indeed, the average polarizabilities are mostly determined by contributions from the low-lying excitation energies ͑as gathered in our tables͒, which are in turn determined by the xc potential in the inner region of the molecule. For this reason no significant improvements are to be expected from xc potentials which merely improve the outer region.
As far as uncertainties related to temperature effects and geometries are concerned, the clearest conclusions can be drawn for the smallest clusters. For the dimers Li 2 , Na 2 , and K 2 , the SAOP polarizabilities and excitation energies at the experimental geometries are closer to the experimental values than the LDA results are, which provides further support for the ideas behind the modeling of this new xc potential. The LDA results for the dimers most clearly display the breakdown of this approximation for the high-lying excitations, which is also present in larger clusters, although the results for the important low-lying excitations are in fact rather good.
For the absorption spectra of the tetramers both the LDA and SAOP results are overall in excellent agreement with the experimental peaks and the CI assignments from the literature. The peak positions from the LDA and SAOP calculations for Li 4 and Na 4 deviate less than 0.1 eV on average from the experimental results, which is to be considered very satisfactory. The SAOP excitation energies are systematically lower than the LDA results. The SAOP polarizability for Li 4 is clearly larger than the experimental, CI, and LDA results. This is related to the slightly lower excitation energies and slightly larger oscillator strengths found with the SAOP potential. All theoretical polarizability results are larger than the experimental value. For Na 4 the SAOP polarizability is larger than the LDA polarizability and in much better agreement with experimental and CI results. The experimental G and H bands cannot be reliably assigned by the LDA because the underlying finite-basis expansion does not allow for such assignments in this relatively high energy region.
For the octamers the uncertainties are largest. Although the LDA and SAOP results for the absorption spectra are again in good agreement with the experimental peak positions, at least for the single dominating broad peak, some notable differences occur with respect to the CI assignments.
In the DFT results there are more excitations in the same energy range, and for the main band there are several excitations which come into play instead of a single excitation in the CI results. We checked for Na 8 that it is improbable that these differences can be attributed entirely to geometric differences. DFT results suggest that more structure should be present than the single broadband in the currently available experiments, a feature which may disappear if experiments are carried out at low temperatures. The Na 8 and Li 8 SAOP polarizabilities are again larger than their LDA counterparts. For Na 8 this improves agreement with the reference values. For Li 8 the SAOP result is overestimated with respect to experiment, but in better agreement with the CI value. The use of a CTP structure for Li 8 would have led to about 5% smaller DFT polarizabilities, in better agreement with experiment. Although there are uncertainties with respect to the choice of geometry and the influence of temperature effects, we can state that both the LDA and SAOP results provide a reliable basis for further studies on alkali metal clusters.
Several follow-up studies can be undertaken. It is certainly within computational limits to treat much larger neutral and charged clusters within the TDDFT framework. Also clusters with Cu, Ag, and Au atoms can be treated for which relativistic effects can be taken into account using the ZORA approach ͓57͔ implemented in ADF. The main limitation in the accuracy of such applications may turn out to be the determination of a reliable molecular geometry.
