Abstract. We derive a model for consumer loan default and credit card expenditure. The default model is based on statistical models for discrete choice, in contrast to the usual procedure of linear discriminant analysis. The model is then extended to incorporate the default probability in a model of expected profit. The technique is applied to a large sample of applications and expenditure from a major credit card company. The nature of the data mandates the use of models of sample selection for estimation. The empirical model for expected profit produces an optimal acceptance rate for card applications which is far higher than the observed rate used by the credit card vendor based on the discriminant analysis.
Introduction
Prediction of loan default has an obvious practical utility. Indeed, the identification of default risk appears to be of paramount interest to issuers of credit cards. In this study, we will argue that default risk is overemphasized in the assessment of credit card applications. In an empirical application, we find that a model that incorporates the expected profit from issuance of a credit card in the approval decision leads to a substantially higher acceptance rate than is present in the observed data and, by implication, acceptance of a greater average level of default risk.
A major credit card vendor must evaluate tens or even hundreds of thousands of credit card applications each year. These obviously cannot all be subjected to the scrutiny of a loan committee in the way that, say, a real estate loan might. Thus, statistical methods and automated procedures are essential. Banks and credit card issuers typically use `credit scoring models.' In principle, the credit score could incorporate any amount of relevant business information. In practice, credit scoring for credit card applications appears to be focused fairly narrowly on default risk and on a rather small set of attributes.
1 This study will develop an integrated statistical model for evaluating a credit card application which incorporates both default risk and the anticipated profit from the loan in the calculation. The model is then estimated using a large sample of applications and followup expenditure and default data for a major credit card company. The models are based on standard techniques for discrete choice and linear regression, but the data present two serious complications.
First, observed data on default and expenditure used to fit the predictive models are subjected to a form of censoring that mandates the use of models of sample selection. Second, our sample used to analyze the approval decision is systematically different from the population from which it was drawn. This nonrepresentative nature of the data is remedied through the use of choice based sampling corrections. Boyes, et. al. (1989) examined credit card applications and account performance using data similar to ours and a model that, with minor reinterpretation, is the same as one of the components of our model. They and we reach several similar conclusions. However, in one of the central issues in this study, we differ sharply. Since the studies are so closely related, we will compare their findings to ours at several points.
The paper is organized as follows: Section 2 will present models which have been used or proposed for assessing probabilities of loan default. Section 3 will describe an extension of the model. Here, we will suggest a framework for using the loan default equation in a model of cost and projected revenue to predict the profit or loss from the decision to accept a credit card application.
The full model is sketched here and completed in Section 5. Sections 4 and 5 will present an application of the technique. The data and some statistical procedures for handling its distinctive characteristics are presented in Section 4. The empirical results are given in Section 5. Conclusions are drawn in Section 6.
Models for Prediction of Default
Individual i, with vector of attributes x i , applies for a loan at time 0. The attributes include such items as: personal characteristics including age, sex, number of dependents, and education; economic attributes such as income, employment status and home ownership; a credit history including the number of previous defaults, and so on. Let the random variable y i indicate whether individual i has defaulted on a loan (y i =1) or has not (y i =0) during the time which has elapsed from the application until y i is is observed. We consider two familiar frameworks for predicting default.
The technique of discriminant analysis is considered first. We will not make use of this technique in this study. But, one of the observed outcome variables in the data that we will examine, the approval decision, was generated by the use of this technique. So it useful to enumerate its characteristics.
We then consider a probit model for discrete choice as an alternative.
Linear Discriminant Analysis
The technique of discriminant analysis rests on the assumption that there are two populations of individuals, which we denote `1' and `0,' each characterized by a multivariate normal distribution of the attributes, x. An individual with attribute vector x i , is drawn from one of the two populations, and it is needed to determine which. The analysis is carried out by assigning to the application a `Z' score, computed as
Given a sample of previous observations on y i and x i , the vector of weights, b = (b 0 ,b 1 ), can be obtained as a multiple of the vector of regression coefficients in the linear regression of d i = P 0 y i -P 1 (1-y i ) on a constant and the set of attributes, where P 1 is the proportion of 1s in the sample and P 0 = 1-P 1 . The scale factor is (n-2)/e′e from the linear regression. 2 The individual is classified in group 1 if their `Z' score is greater than Z (usually 0) and 0 otherwise. 3 The linearity (and simplicity) of the computation is a compelling virtue.
The assumption of multivariate normality is often held up as the most serious shortcoming of this technique. 4 This seems exaggerated. Techniques which rely on normality are often surprisingly robust to violations of the assumption, recent discussion notwithstanding. 5 The superiority of the discrete choice techniques discussed in the next section, which are arguably more appropriate for this exercise, is typically fairly modest.
6
Since the left hand side variable in the aforementioned linear regression is a linear function of y i , d i = y i -P 1 , the calculated 7 discriminant function can be construed as nothing more (or less) than a linear probability model.
8
As such, the comparison between discriminant analysis and, say, the probit model could be reduced to one between the linear 2 See Maddala (1983, pp. 18-25) . 3 We forego full details on the technique since we shall not be applying it to our data nor will we be comparing it to the other methods to be described. 4 See Press and Wilson (1978) , for example. 5 See Greene (1983) , Goldberger (1983), and Manski (1989) . 6 See, for example, Press and Wilson (1978) . 7 We emphasize `calculated' because there is no underlying counterpart to the probability model in the discriminant function.
probability model and the probit or logit model. 9 Thus, it is no surprise that the differences between them are not great; this has been observed elsewhere.
10
Its long track record notwithstanding, one could argue that the underpinning of discriminant analysis is naive. The technique divides the universe of loan applicants into two types, those who will default and those who will not. The crux of the analysis is that at the time of application, the individual is as if preordained to be a defaulter or a nondefaulter. In point of fact, the same individual might be in either group at any time, depending on a host of attendant circumstances and random elements in their own behavior. Thus, prediction of default is not a problem of classification the same way as is, say, determining the sex of prehistoric individuals from a fossilized record.
Discrete Choice Models
Index function based models of discrete choice, such as the probit and logit models, assume that for any individual, given a set of attributes, there is a definable probability that they will actually default on a loan. This interpretation places all individuals in a single population. The observed outcome, default/no default, arises from the characteristics and random behavior of the individuals.
Ex ante, all that can be produced by the model is a probability. The observation of y i ex post is the outcome of a single Bernoulli trial.
This alternative formulation does not assume that individual attributes, x i , are necessarily normally distributed. The probability of default arises conditionally on these attributes and is a function of the inherent randomness of events and human behavior and the unmeasured and unmeasurable determinants which are not specifically included in the model.
11
The core of this formulation is an index function model with a latent regression,
The dependent variable might be identified with the `propensity to default.' In the present context, 9 See Press and Wilson (1976) for discussion.
10 See Aldrich and Nelson (1984) or Amemiya (1985) , for example.
Our discussion of this modelling framework will also be brief. Greater detail may be found in Greene (1993, chapter 21). an intuitively appealing interpretation of D * is as a quantitative measure of `how much trouble the individual is in.' Conditioning variables, x i , might include, income, credit history, the ratio of credit card burden to current income, and so on. If D is sufficiently large relative to the attributes, that is, if the individual is in trouble enough, they default. Formally, D so the probability of interest is
Assuming that ε is normally distributed with mean 0 and variance 1, we obtain the default probability
where Φ(⋅) is the standard normal CDF. 12 The classification rule is
where P * is a threshold value chosen by the analyst. The value 0.5 is usually used for P * under the reasoning that we should predict default if the model predicts that it is more likely than not. For our purposes, this turns out to be an especially poor predictor. Indeed, in applications such as this one, with unbalanced data sets (that is, with a small proportion of ones or zeros for the dependent variable) this familiar rule may fail to perform as well as the naive rule `always (or never) predict D = 1.' 13 We will return to the issue in detail below, since it is crucial in our analysis. The vector of marginal effects in the model is
One might question the normality assumption. But, the logistic and alternative distributions rarely bring any differences in the predictions of the model. For our data, these two models produced virtually identical results at the first stage. However, only the probit form is tractable in the integrated model. where φ(⋅) is the standard normal density.
14 If the discriminant score function can be viewed as a `model' (rather than as merely the solution to an optimization problem), the coefficients b k would be the counterparts. The usefulness of θ is in determining which particular factors would contribute most to a rejection of a credit application. An example is given in Section 5.7.
Censoring in the Default Data
Regardless of how the default model is formulated, in practice, it must be constructed using data on loan recipients. But, the model is to be applied to a broader population, some (possibly even most) of whom are applicants who will ultimately be rejected. The underlying logic of the credit scoring problem is to ascertain how much an applicant resembles individuals who have defaulted in the past. The problem with this approach is that mere resemblance to past defaulters may give a misleading indication of the individual default probability for an individual who has not already been screened.
The model is to be used to assign a default probability to a random individual who applies for a loan, but the only information that exists about default probabilities comes from previous loan randomly from a population that is a mixture of individuals who will have C = 0 and C = 1. Thus, the unconditional model will give a downward biased estimate of the default probability for an individual selected at random from the full population. This describes a form of censoring. To be applicable to the population at large, the estimated default model should condition specifically on cardholder status.
14 While the coefficients in logit and probit models often differ markedly, estimates of θ in the two models tend to be similar, indeed, often nearly identical. [See Greene (1993) and Davidson and Mackinnon (1993, Chapter 15).] We will use a bivariate probit specification to model this. The structural equations are Selectivity:
The vector of attributes, v i , are the factors used in the approval decision. The probability of interest is the probability of default given that a loan application is accepted, which is
where Φ 2 is the bivariate normal cumulative probability. If ρ equals 0, the selection is of no consequence, and the unconditional model described earlier is appropriate.
The counterparts to the marginal effects noted earlier are
The detailed expression for this derivative is given in Section 5. This model was developed by Wynand and Bernard (1981) and recently applied to an analysis of consumer loans by Boyes, et. al. (1989) . 15 15 Boyes, et. al. treated the joint determination of cardholder status and default as a model of partial observability in the sense of Poirier (1980) . Since cardholder status is generated by the credit scorer while the default indicator is generated later by the cardholder the observations are sequential, not simultaneous. As such, the model of Abowd and Farber (1982) might apply. But, the simpler censoring interpretation seems more appropriate. It turns out that the difference is only one of interpretation. The log likelihood functions for Boyes et. al.'s model (see their page 6) and
A Model for Evaluating an Application
Expenditure of a credit card recipient might be described by a linear regression model:
Expenditure data are drawn conditionally on C i =1. Thus, with the cardholder data, we are able to estimate only
This may or may not differ systematically from
The statistical question is whether the sample selection into cardholder status is significantly related to the expenditure level of the individuals sampled. The equations of the sample selection model [see Heckman (1979) ] used here are
C i = 1 if and only if C > 0, and 0 otherwise.
where
Estimation techniques are discussed in Section 5.
Finally, it seems likely that even controlling for other factors, the probability of default is related to expenditures. The extension to (2.12) that we will examine is
ours [see (5.1)] are the same.
Expenditure, like the default probability, is only an intermediate step. Ultimately, the expected profitability of a decision to accept a loan application is a function of the default probability, the expected expenditure, and the costs associated with administering the loan. Let
+ fixed fees paid by cardholder -overhead expenses for the account.
(3.9)
The merchant fee, m, is collected whether or not the consumer defaults on their loan. This term would also include any float which is accrued before the merchant is reimbursed. The second term
gives the finance charges from the consumer, which are received only if default does not occur. The third term includes the direct loss of the defaulted loan minus any ultimate recovery. The term denoted `r' is the recovery rate and 'q' is the penalty assessed on recovered funds.
This is a simple model which involves spending, costs, and the default probability.
Obviously, there are elements missing. Finance charges paid by the cardholder are the most complicated element. Specific treatment would requires a subsidiary model of timing of repayment and how the consumer would manage a revolving charge account. 16 For the present, we assume that the finance charge component, if any, is simply included in the term `f' in (3.9). Variations of this value could be used to model different repayment schedules. The model estimated later is for a monthly expenditure, so the applicable figure could range from 0 to 1.5 percent depending on what is assumed about the repayment schedule. The figure is then net of the opportunity cost of the funds, based, for example, on the return on a treasury bill. Admittedly, the model is crude. It is important to emphasize that the preceding model applies to purchases, not to revolving loans. That is, the consumer might well make their purchases, then take years to repay the loan, each month making a minimum payment. The preceding is much simpler than that; it is a single period model which assumes that all transactions occur, either full repayment or default, within the one year period of observation. Nonetheless, even in this simple formulation, a clear pattern emerges. Based on observed data and the description of the cost structure, consideration of the censoring problem and use of an integrated model produce a prescription for considerably higher acceptance rates for loan applicants than are seen in our observed data.
Data Used in the Application
The models described earlier were estimated for a well known credit card company. The data set used in estimation consisted of 13,444 observations on credit card applications received in a single month in 1988. The observation for an individual consists of the application data, data from a credit reporting agency, market descriptive data for the 5 digit zip code in which the individual resides, and, for those applications that were accepted, a twelve month history of expenditures and a default indicator for the twelve month period following initial acceptance of the application. Default is defined as having skipped payment for six months. A full summary of the data appears in Tables   1 and 2 . Population growth is growth/population.
The Choice Based Sampling Problem
The incidence of default among our sample of cardholders mimics reasonably closely the incidence of default among cardholders in the population. But, the proportion of cardholders in the sample is, by design, considerably larger than the proportion of applications that are accepted. That is, the rejection rate for applications in the population is much higher than our sample suggests. The sampling is said to be `choice based' if the proportional representation of certain outcomes of the dependent variable in the model is deliberately different from the proportional representation of those outcomes in the population from which the sample is drawn. In our sample, 10499 of 13444 observations are cardholders, a proportion of .78094. But, in the population, the proportion of card applications which are accepted is closer to 23.2%. In view of the fact that we are using `Cardholder' as a selection rule for the default equation, the sample is `choice based.' This is a type of nonrandom sampling that has been widely documented in other contexts, and has been modelled in a counterpart to the study by Boyes, et. al. (1989) .
Choice based sampling induces a bias in the estimation of discrete choice models. As has been shown by Manski and Lerman (1977) possible to mitigate the induced bias if one knows the true proportions that should apply in the sampling. These are listed in Table 3 ┌─────────────────────────────────────────────────────────────┐ │ The `Weighted Endogenous Sampling MLE' or `WESML' estimator is obtained by maximizing where the subscript `i' indicates the ith individual. There are J possible outcomes, indexed by `j,' the indicator I ij equals 1 if outcome or choice j is occurs for or is chosen by individual i, P ij is the theoretical probability that individual i makes choice j, Ω j is the sampling weight,
2) and W j = the 'true' or population proportion of occurrences of outcome j (4.3)
w j = the sample counterpart to W j .
(See Table 3 .) Note that in our application, this would give smaller weight to cardholders in the sample and larger weight to rejects than would the unweighted log-likelihood.
After estimation, an adjustment must be made to the estimated asymptotic covariance matrix of the estimates in order to account for the weighting. The appropriate asymptotic covariance matrix is
where B = the Berndt et. al. (1974) estimator H = inverse of the estimated expected Hessian of the log-likelihood. Both matrices in the expression are computed using the sampling weights given above. The cardholder equation is largely consistent with expectations. The most significant explanatory variables are the number of major derogatory reports and credit bureau inquiries (negative) and the number of open trade accounts (positive). What Table 7 reveals most clearly is the credit scoring vendor's very heavy reliance upon credit reporting agencies such as TRW. There is one surprising result. Conventional wisdom in this setting is that the own/rent indicator for home ownership is the single most powerful predictor of whether an applicant will be given a credit card.
Empirical Results

Cardholder Status
We find no evidence of this in these data. Rather, as one might expect, what explains acceptance best is a higher income, fewer dependents, and a `clean' credit file with numerous accounts at the reporting agency. Surprisingly, being employed longer at one's current job appears not to increase the probability of approval, though being self employed appears significantly to decrease it. We should note, the market descriptive data are interesting for revealing patterns in the default data.
But, because they do not relate specifically to the individual, they could not be used in a commercial credit scoring model.
Expenditure
The expenditure equation is estimated using Heckman's sample selection correction and adjustment for the estimated standard errors of the coefficients. The selection mechanism is the univariate probit model for cardholder status. The equations of the model are given in (3.4) to (3.7).
Details on the estimation method may be found in Heckman (1979) and Greene (1981 Greene ( , 1993 .
Parameter estimates and estimated asymptotic standard errors are given in Table 5 . Note that the dependent variable in this equation is average monthly expenditure, computed as the simple average of the 12 months beginning with when the credit card was issued.
As might be expected, INCOME is the single most significant explanatory variable in the expenditure equation. The market variables which appear to be very significant are puzzling. Three, PCTOWN, PCTBLACK, and PCTSPAN, given their relationship to average income, would seem to have the wrong sign. But, since MEDINC is already in the equation, as well as the individual income, one must conclude that these variables are picking up some other effect.
The last variable in the equation is the selectivity correction described earlier. Its large tstatistic suggests that the sample selection correction is, indeed, warranted. The coefficient on LAMBDA estimates -ρ uw σ u . An estimate of σ u is given at the top of the results, 319.68, so the implied estimate of ρ uw is -.204. The negative value is surprising given the criteria that are probably used to determine cardholder status. But, since, INCOME, OWNRENT, etc. are already in the equation, it is unclear just what sign should have been expected. Table 6 displays the average predicted expenditures for three groups of observations. The predicted expenditure is substantially higher for those whose applications were denied. Table 7 gives the probit estimates of the default equation. Predicted expenditure, FITEXP, is computed using (3.7). The `selection' variable, λ i , is computed using the leftmost coefficients in Table 4 . The coefficients used in computing the linear function in (3.7) are given in Table 5 . The single equation, unconditional model is given in the first three columns. The results agree with our conjecture that default rates might be related to expenditures, the idea of cardholders "getting in over their heads" comes to mind. Table 8 presents the full information, conditional estimates of the default equation based on (2.8) to (2.11) and (4.2) to (4.4) with the reestimated cardholder equation.
Default Probability
Estimates of the cardholder equation are given in Table 8 . 
Optimization and construction of the asymptotic covariance matrix for the estimates can be based on the following results: Let Φ 2 (d,c,ρ) and φ 2 (d,c,ρ) denote the cdf and density, respectively, of the bivariate normal distribution. Then,
Terms that are symmetric in c and d are omitted.
Partial effects in the single equation model are obtained by multiplying the coefficients by
, which is roughly .13 for these data. By this calculation, the most important behavioral variables in the equation appear to be MAJORDRG (.0077), MINORDRG (.0099), CRDDEL30C (.0369), and CR30DLNQ (.0104). These are counts, so the marginal effects are obtained directly. Note, in particular, the number of trade lines past due at the time of the application. An increase of one in this variable alone would be sufficient to raise the estimated 17 This is the same log likelihood as maximized by Boyes, et. al. (1989) . The second term in their formulation would be log[Φ(d)-Φ 2 (d,c,ρ)], but this equals log[Φ 2 (-d,c,-ρ) ], so the two are the same. default probability from an acceptable level (say .095) to well beyond the threshold (roughly .11).
CPTF30, the number of 30 day delinquencies, is similarly influential. The marginal effects in the conditional probability, account for the selection equation. Let the joint probability be denoted Table 7 , labelled 'Partial,' gives a complete set of estimates of the marginal effects for the conditional default equation. It is clear that the coefficients, themselves, are misleading. In particular, the apparent effect of MAJORDRG turns out to be an effect of selection; increases in this variable appear to decrease default only because increases so heavily (negatively) influence the approval decision. Table 9 shows the average of the predicted default probabilities computed with the models in Tables 7 and 8 for some subgroups of the data set.
Predicted Default Probabilities
┌─────────────────────────────────────────────┐ │ The standard predictive rule, `predict y i = 1 if P i > .5' predicts only 11 defaults, 6 of them incorrectly, in the sample of 10,499 observations which includes 996 defaults. Obviously, this is not likely to be useful. The problem is that the sample is extremely unbalanced, with only 10 percent of the observations defaulting. Since the average predicted probability in the sample will equal the sample proportion, it will take an extreme observation to produce a probability as high as .5. Table   10 shows the effect with three alternative choices of the threshold value. The value .09487 is the sample proportion. The values in Table 11 are striking. It is clear that the results are being driven by the default probability. Figure 1 is a scatter plot of the estimated profits against the predicted default probability for 3,000 randomly chosen observations from the full sample. Boyes, et. al.' s finding that applicants whose default probability exceeded 9 percent were generally associated with negative profits. We find exactly the same result. But, they suggest at several points that higher balances are likely to be associated with higher expected earnings. Our results strongly suggest the opposite. Figure 2 shows the expected profits plotted against expected expenditure for the same 3,000 observations used to produce Figure   1 . Clearly, beyond a surprisingly modest expenditure level, higher expenditures are generally associated with lower, not higher profits. Our own results are easily explained. The expenditure level strongly influences the default probability in our model, and the profit equation is, in turn, heavily dependent on the default probability. The result is explored further in the next section.
Aggregate Decision Rules for Approving or Denying Credit
Consider a pool of applicants within which default probabilities will be widely distributed.
For each individual in the pool, we can compute an expected profit, as in the preceding section, which will depend on both predicted default rate and predicted expenditure. The expected profit of a decision rule can then be obtained by summing the expected profits of those in the pool who are accepted by this rule. An equivalent procedure is to compute the `normalized expected profit,'
where AR(P * ) is the acceptance rate associated with a particular threshold probability. Obviously, In short, a rule which decreases P * attracts fewer and fewer better and better loans. Thus, the total, average loans times number of loans, may not rise.
AR(P
In order to estimate the function in (5.7), we use the following steps: Compute for every individual in the pool (1) probability of acceptance, Prob[
, (note that this is only for purposes of dealing with our censoring problem; it is not part of the structure of the model) (2) expected expenditure from (3.7), (3) probability of default from (3.8), and (4) 
Ranking Attributes Which Contribute to a Denial of Credit
Denote by R * the criterion, or `rule' that has been used for the decision whether to approve or deny an application and by R(w i ) the value of the criterion for a particular individual `i,' where w is the full vector of attributes and characteristics used in the calculation. In order to establish which factor contributed to an individual's failure to meet the benchmark, we need to determine the values of the factors which are consistent with meeting it. We can do so by sampling individuals which meet the benchmark and empirically determining sample means. We will do so by obtaining for a set of individuals, all of whom are at or close to the benchmark, the sample means of the attributes. 
Thus, the deviation of the individual's `score' from the benchmark is expressed as a linear function of the deviations of their attributes from the benchmark attributes. If the decision rule is the default probability, then the elements of ψ are the marginal effects in (5.3). Some of the numeric values are given in the last column of Table 7 . If the expected profit is used, the calculation is only slightly more difficult. By combining terms, the expected profit may be written as
so the extension to this function would be straightforward using results already given.
We will use the default probability for an illustration. For the example, we take as a cutoff our earlier described optimal default probability rule of R * = P * = .125. Using the model presented in the previous sections, observation number 4805 in our sample has a predicted default probability of .165, so they would be rejected. (They were.) In order to obtain the means for the calculation, we use observations which have predicted default rates between .115 and .135. (With more data we could use a narrower range.) This leaves about 800 observations from the original 13,444. The set of calculations listed above produces a default probability at the means of roughly R(w _ * ) = .116. The sample mean predicted default probability for these 800 observations is R _ = .127. (Recall, we have attempted to match .125, so this is quite close.) The difference between the computed default probability and the benchmark is .165-.125 = 0.040. The decomposition obtained as the sum of the terms gives a value of .0414. The difference of -.0014 would be the remainder term in the Taylor series approximation. The largest single term is associated with CPTF30, the 30 day delinquency count in the last 12 months. The average in the sample for this variable is .242. This individual had 4. The second largest contributor was the number of credit bureau inquiries, for which, once again, this individual (4) was well above the mean (1.2358).
Conclusions
The preceding has described a methodology for incorporating costs and expected profits into a credit scoring model for loan approvals. Our main conclusion is the same as Boyes, et. al.'s (1989) . When expected return is included in the credit scoring rule, the lender will approve applications that would otherwise be rejected by a rule that focuses solely on default probability.
Contrary to what intuition might suggest, we find that when spending levels are included as a component of the default probability, which seems quite plausible, the optimal loan size is relatively small.
The model used for profit in this study is rudimentary. More detailed data on payment schedules would allow a more elaborate behavioral model of the consumer's repayment decisions.
Nonetheless, it seems reasonable to expect similar patterns to emerge in more detailed studies.
Since, in spite of our earlier discussion, we continue to find that default probability is a crucial determinant of the results, it seems that the greatest payoff in terms of model development would be found here. For example, with better and finer data, it would be possible to examine the timing of default, rather than simply its occurrence. The relationship between default probability and account size could also be further refined. Finally, our objective function for the lender, expected profit, is quite simple. The preceding is best viewed as merely a simulation. A more elaborate model which makes use of the variation in expenditures from month to month or used the second moment of the distribution of profits might more reasonably characterize the lender's objectives.
Much of the modelling done here is purely illustrative. The equations are somewhat unwieldy. Credit scoring vendors would still be required to manipulate the models with convenience, which would make a more critical specification search necessary. The obvious use of models such as ours is for processing initial applications, which can, in principle, be done at a leisurely pace. But, an equally common application is the in store approval for large purchases. For relatively small purchases this has been automated, and focuses simply on whether the account is already in arrears. But, for very large purchases which often require human intervention, credit card companies often rely on a decidedly ad hoc procedure, the gut reaction of an individual based on a short telephone call. A simple enough behavioral model which incorporates up to date information and behavioral characteristics might be of use in this situation.
