Computational ghost imaging is an imaging technique with which an object is imaged from light collected using a single-pixel detector with no spatial resolution. Recently, ghost cytometry has been proposed for an ultrafast cell-classification method that involves ghost imaging and machine learning in flow cytometry. Ghost cytometry skipped the reconstruction of cell images from signals and directly used signals for cell-classification because this reconstruction is the bottleneck in high-speed analysis. In this paper, we provide a theoretical analysis for learning from ghost imaging without imaging.
Introduction
Ghost imaging was first observed with entangled photon pairs and viewed as a quantum phenomenon [1] . It acquires object information through the correlation calculations of the lightintensity fluctuations of two beams: object and reference [2, 3] . The object beam passes through the object and is detected using a single-pixel detector, and the reference beam does not interact with the object and is recorded using a multi-pixel detector with spatial resolution. It was experimentally demonstrated that ghost imaging can be achieved using only a single detector [4] .
Computational ghost imaging is an imaging technique with which an object is imaged from light collected using a single-pixel detector with no spatial resolution [5, 6] . By replacing reference-beam measurements, it only requires a single-pixel detector, which simplifies the experiments in comparison to traditional two-detector ghost imaging. Using the signals and illumination pattern enables us to computationally reconstruct cell images.
Let T (x, y) be a transmission function of an object. An object is illuminated by a speckle field generated by passing a laser beam through an optical diffuser, which is a material that diffuses light to transmit light. A detector measures the total intensity, G m , transmitted through the object given by G m = I m (x, y)T (x, y)dxdy,
where I m (x, y) is the m-th speckle field. The detector measurements are cross-correlated with the measured intensities. We can reconstruct the transmission function expressed by
where
Ghost cytometry [7] is an ultrafast cell-classification method and involves ghost imaging and machine learning in flow cytometry. Flow cytometry is a technique to measure the characteristics of a population of particles (cell, bacteria etc.) at high speed such as cell size, cell count, cell morphology (shape and structure), and cell cycle phase. cyto-and -metry mean cell and measure, respectively. With flow cytometry, we can measure the information of a single cell. A sample including cells, e.g., blood cells , is injected into a flow cytometer, which is composed of three systems: flow/fluid, optical, and electric systems. It detects scattered light and the fluorescence of cells. From the detected scattered light and fluorescence signals, we can obtain information on the relative size and internal structure of a cell and on the cell membrane, cytoplasm, various antigens present in the nucleus, and quantities of nucleic acids.
Computational ghost imaging is well known as an imaging method. However, there was a breakthrough in ghost cytometry in which the reconstruction of cell images from raw signals {G m } M m=1 can be skipped because this reconstruction is the bottleneck in high-speed analysis. Ghost cytometry directly uses raw signals to classify cells. Also, compressive ghost imaging uses randomly generated multiple illumination patterns to reconstruct an image. However, in ghost cytometry, cells pass through a randomly allocated illumination pattern and the signals are detected in time series using a single pixel detector. That is, we do not need to switch the illumination pattern to obtain the fluorescence-intensity features extracted from multiple illumination patterns, which differs from ghost imaging.
In this paper, we provide a theoretical analysis for learning from ghost imaging without imaging both general ghost imaging and specific ghost cytometry settings. The key in ghost cytometry is to approximate the radial bais function (RBF) kernel between cell images by using signals without imaging. That is,
where κ RBF (X, Y ) is the RBF kernel between image objects X and Y and κ RBF (G(X), G(Y )) is the RBF kernel between signals G(X) and G(Y ) in ghost cytometry. The remainder of this paper is organized as follows. In Sections 2 and 4, we give the details of ghost features, which are detected raw signals, in ghost imaging and ghost cytometry. In Sections 3 and 5, we theoretically analyze ghost features. In Section 6, we discusses how ghost cytometry captures the morphological features of cells.
Ghost Features in Ghost Imaging
Let B m be an H × W pixel random binary masks where m ∈ {1, 2, . . . , M }. The (i, j)-th element, B m (i, j), indicates the m-th speckle field I m (x i , y j ). We construct B m (i, j) by using B m (i, j) = 1 with probability q, 0 with probability 1 − q,
where q ∈ [0, 1] is a parameter.
Denote an H × W matrix representing an object as X , i.e., the (i, j)-th element, X(i, j), indicates the value of a transmission function of an object, given by X(i, j) = T (x i , y j ). Note that X(i, j) is nonnegative. Therefore, we reformulate G m measured using a detector, given by
We can reconstruct
G m (X). However, we consider learning from ghost imaging without
Ghost features of object X. We define the m-dimensional vector function expressed by
where is a transpose of a vector and matrix.
Analysis of Ghost Features in Ghost Imaging
In this section, we analyze the ghost features obtained from Eq. (5) . First, we analyze the basic statistics of ghost features and describe their various properties. We then present Theorem 1. Ghost features are regarded as a type of random projections [8, 9, 10, 11] . Thus, we analyze ghost features in terms of random projections.
Definition 1 (L2 norm and Frobenius norm). Denote the L2 norm of vector g as g 2 and Frobenius norm of matrix X as X F .
Definition 2 (L2 norm and Frobenius norm). Let the summation of matrix elements be
Note that
First, let us find the expectation and variance of a ghost feature.
Proposition 1 (Basic Statistics of Ghost Feature).
Lemma 1 (Hoeffding's Lemma). Let Z be a bounded random variable with
Corollary 1. Let Z be a Bernoulli random variable: Z = 1 with probability θ, 0 with probability 1 − θ,
We then consider the two parts of a ghost feature.
Lemma 2 (Basic statistics of Part I).
Proof.
Lemma 3 (Basic statistics of Part II).
Next, we analyze the property, subGaussian, of a ghost feature.
and there exists σ > 0 such that its moment generating function satisfies
Proof. On the basis of HÖlder's inequality, let us introduce
we have
When we set ρ 1 =
Proof. From Lemmas 4 and 5,
We use notations σ
and σ
below.
Lemma 7. Let Z be a random variable such that
Then, for any positive integer k ≥ 1,
where Γ(·) is a gamma function. Moreover,
and
By using Fubini's theorem,
Thus, if 2σ 2 |t| < 1, we have
We now have
That is,
Since
Thus,
(50)
By using
, we have
Theorem 1. For real matrices X and Y and β ∈ (0, 1), we set
With probability at least 1 − δ,
Proof. This holds as a consequence of Lemmas 10, 11 and Proposition 3 below. From Lemmas 10, and 11 for every real matrix X, with probability at least 1 − δ,
On the basis of the linearity of a ghost feature (Proposition 3), substitute X − Y for X in Eq. (57).
Lemma 10 (Chernoff-Bernstein).
Let Z be σ 2 -subGaussian, i.e., for λ ∈ R,
Thus, it holds that for = λσ 2 ,
Proof. By using Markov inequality, for any λ > 0,
Thus, when = λσ 2 , we have P[Z ≥ ] ≤ exp − 2 2σ 2 . We have the following inequality in a similar way.
Thus, when = σ 2 (−λ), we have
Thus, we have the following lemma.
Lemma 11. For β ∈ (0, 1),
Thus, for t = β (
Proposition 3 (Linearity of Ghost feature). Let X and Y be N × N real matrices.
Proof. By using the linearity of G m and
Ghost Features in Ghost Cytometry
In ghost imaging, multiple illumination patterns are independent, i.e., {B m } M m=1 are independently and randomly generated. Thus, the detected signals, i.e., ghost features {G m } M m=1 , do not share illumination patterns {B m } M m=1 , i.e., G m is generated only from B m . In ghost cytometry, however, objects pass through a randomly allocated illumination pattern; thus, the detected features share illumination patterns as follows.
Let B be H × M random binary masks where the (i, j)-th element, B(i,j), is constructed by B(i, j) = 1 with probability q, 0 with probability 1 − q,
where q ∈ [0, 1] is a parameter. The B is a illumination pattern in ghost cytometry. The ghost feature for fluorescence object X is formulated as
The problem is that G 1 (X), G 2 (X), . . . , G M (X) are highly correlated because they share the elements of B.
The total intensity of fluorescence object X , i.e., S[X], is easily measured even with an ordinary flow cytometer. Thus, we consider G m (X) − qS[X] in the following analysis.
Analysis of Ghost Features in Ghost Cytometry
In this section, we analyze ghost features obtained from Eq (74). First, we analyze the basic statistics of ghost features. Then, we provide the main result, i.e., Theorem 2.
Lemma 12 (Basic statistics of ghost features in ghost cytometry).
Lemma 13 (Ghost feature of ghost cytometry is X 2 F /4-subGaussian).
Lemma 14. For β ∈ (0, 1) and |t| ≤ βM 2σ
Proof. We first introduce the following lemma.
be positively associated random variables bounded by a constant C. Then for any λ > 0,
Thus, by using Lemma 15,
and Cov[·, ·] is a covariance.
Next, we analyze covariance term Cov k (m, m ) below.
Lemma 16.
Proof. We find that 
Proof. It holds as a consequence below.
Moreover,
when j = k. Thus,
Lemma 18. Let β ∈ (0, 1) and G m (X) 2 <Ḡ 0 (X) 2 (m = 1, . . . , M ) with probability one. When
Proof. For |t| ≤ βM 2σ
≤ exp 4σ
By using,
when we use
Note that the following should be satisfied:
Lemma 19. Let β ∈ (0, 1) and G m (X) 2 <Ḡ 0 (X) 2 (m = 1, . . . , M ) with probability one. When
Equation ( 
can be relatively small.
Discussion
Theorems 1 and 2 mean that when we calculate the difference of two objects by using the L2 norm of ghost features, the distance is preserved in terms of the Frobenius norm. This is important for a learning algorithm, such as support vector machine (SVM) with the RBF kernel, using the L2 distance between two objects. Theorems 1 and 2 indicate that the RBF kernel function calculated using ghost features corresponds to the RBF kernel,
where γ ∈ (0, +∞) is a kernel parameter. By tuning β ∈ (0, +∞), we can obtain
We tune β ∈ (0, +∞) in stead of tuning γ in the case of cross-validation. It is well known that a kernel function defines feature maps and vice versa.
Definition 4 (kernel). Let X be an input space. A function κ: X × X → R is a positive semidefinite kernel iff for every finite set of points x 1 , . . . , x n ∈ X , the kernel matrix K ∈ R n×n defined by K(i, j) = κ(x i , x j ) is positive semidefinite.
Definition 5 (feature map). Let H be a Hilbert space. A feature map φ : X → H takes input x ∈ X to infinite feature vectors φ(x) ∈ H.
For every kernel κ, there exists Hilbert space H and feature map φ : X → H such that k(x, x ) = φ(x), φ(x ) where ·, · is the inner product in the Hilbert Space. If φ : X → H is a feature a mapping input space X to H, then κ(x, x ) = φ(x), φ(x ) is a kernel.
Therefore, on the basis of kernel theory, ghost feature vectors and the RBF kernel enable us to use some features of objects such that κ β (g(X), g(Y )) = exp −β g(X) − g(Y ) 
That is, when we focus on cell-image objects as input space X , φ(X) indicates some of the features of cell-image object X. With SVM, we learn the underlying predictive function from training data {(X n , y n )} N n=1 (X n ∈ R K×K y n ∈ {−1, +1}):
where α n ≥ 0 is a parameter learned from training data. We can predict label y of cell-image object X by a sign of f (X). The SVM provides a sparse nonparametric representation, i.e., most data points have α n = 0, which means that data points with α n > 0 are representative points to predict a label, called a support vector. The representative objects may have specific morphological features for prediction. Therefore, we can predict a label of a target object by using the labels of representative objects similar to the target object in terms of the Frobenius norm. The Frobenius norm is not rotation and is shift invariant to capture morphological information. However, in the case of flow cytometry, we can obtain more representative objects by using real data augmentation from which we obtain augmented ghost features by injecting the object into the flow cytometer many times.
