In this paper, we combine matrix splitting iteration algorithms, such as, Jacobi, SSOR or SAOR algorithms with Picard method for solving absolute value equation. Then, we propose Picard CG for solving the absolute value equation. We discuss the convergence of those methods we proposed. At last, some examples are provided to illustrate the efficiency and validity of methods that we present.
Introduction
We consider the absolute value equation (AVE)
where A ∈ R n×n , b ∈ R n , and |x| denotes each component of x with absolute value. In [2, 3, 16] , many mathematical programming problems can be reduced to a linear complementary (LCP) and LCP is equivalent to an absolute value equation (1.1). And many methods are proposed for solving AVE (see [5-15, 17, 19-24, 26] ). Mangasaruan and Meyer [16] show that the equation (1.1) has a unique solution for any right-hand side b if all singular values of the coefficient matrix A exceed one. Mangasaruan [12] considered a generalized Newton method for AVE (1.1) and investigated its convergence properties. Since the linear system of equations needs to be solved in each generalized Newton iteration step and its coefficient matrix are changed correspondingly, the cost of the generalized Newton method is expensive. Rohn et al. [24] propose another method to solve AVE (1.1), which is called Picard iteration method and its iteration sequence is as follows x k+1 = A −1 (|x k | + b).
Bai and Yang [1] considered the weakly nonlinear system Ax = φ(x) and proposed Picard-HSS method for solving it. By comparing the weakly nonlinear system with the AVE (1.1), Salkuyeh [25] gave the Picard-HSS method for solving the absolute value equation (1.1). Inspired by the idea of Picard iteration and HSS splitting method, we propose Picard splitting iteration method and Picard CG method for solving absolute value equation based on the Picard iteration, and prove the convergence of those methods. At last, we give several numerical experiments. The remainder of this paper is organized as follows. In Section 2, we give brief introduction of basic splitting iteration and basic conjugate gradient method for solving linear equation system. In Section 3, we propose a Picard splitting iteration and investigate its convergence. In Section 4, we show the Picard conjugate gradient method and its convergence. In Section 5, we present some numerical experiments. Finally, we give our conclusions in Section 6.
Matrix splitting method and conjugate gradient method

The splitting iteration method
A splitting of A is a decomposition A = M − N with M nonsingular. A splitting yields an iterative method as follows:
So we can take
Iteration sequence (2.1) in the matrix-vector form can be equivalently rewritten as
Given x 0 , these methods generate a sequence x k converging to the solution A −1 b of Ax = b and x k+1 is cheap to compute from x k . If x k defined in Eq. (2.1) is convergent, the splitting A = M − N is called convergent splitting.
Lemma 2.1 ([18]).
Suppose is any operator norm. ρ(R) < 1 if and only if x k+1 = Rx k + c converges for any initial vertex x 0 .
Suppose A ∈ C n×n . Let A = M i − N i (i = 1, 2) be two splittings of the matrix A and x 0 ∈ C n be a given initial vertex. x k is a two-step iteration sequence defined as
Lemma 2.2 ([18]
). Let A = M i − N i (i = 1, 2) be two splittings of the matrix A and x 0 ∈ C n be a given initial vertex. If x k is a two-step iteration sequence defined in Eq. (2.2), then
1 . By Lemma 2.2, two-step iteration sequence (2.2) can be equivalently rewritten as
By Lemma 2.1, if ρ(R 1 ) < 1, then the two-step iteration sequence (2.3) converges to the exact solution of Ax = b for any initial guess x 0 ∈ c n×n .
The conjugate gradient method
Algorithm 2.3 (Conjugate Gradient Method (CG)). (for Hermitian positive definite problems)
Given an initial guess x 0 , compute r 0 = b − Ax 0 and set p 0 = r 0 .
The Picard splitting iteration method
In this section, we will combine Picard method with matrix splitting method for solving the absolute value equation (1.1). The Picard iteration sequence for solving the AVE (1.1) is as follows
Let A = M(α) − N(α) and x k+1 can be approximately computed by splitting iteration such as Jacobi method, SSOR method, SAOR, and HSS method. Let
where
Eq. (3.1) can be equivalently rewritten as
From the above analysis, we can obtain Picard single-step splitting iteration algorithm as follows.
Algorithm 3.1 (Picard single-step splitting iteration algorithm). Choose any x 0 ∈ R n and ε > 0,
For the uniqueness of solution of AVE (1.1), an interesting existence result is as follows.
Lemma 3.2 ([16]
). The AVE (1.1) is uniquely solvable for any b if A −1 2 < 1.
, then the AVE (1.1) has a unique solution x * and the iteration sequence {x k } produced by Algorithm 3.1 converges to x * for any initial guess x 0 ∈ c n and any sequence of positive integers l k , k = 1, 2, · · · .
Proof. According to Lemma 3.2 and η < 1, AVE (1.1) has a unique solution x * . On the other hand, because Eq. (3.1) can be rewritten as Eq. (3.2), the solution x * of AVE (1.1) satisfies the following equation
From Eqs. (3.2) and (3.3), we have
Since ρ(R 1 (α)) < 1, we have
From Eq. (3.4) and Eq. (3.5), we have
Since
, then the desired result can be obtained.
Remark 3.4. Suppose A ∈ C n×n . Let D be the diagonal , −L be the strictly lower triangular parts, and −U be the strictly upper triangular parts of A,
Now we consider two-step iteration method for solving AVE (1.1). Suppose A ∈ C n×n . Let A = M i (α) − N i (α) (i = 1, 2) be splitting of the matrix A and x 0 ∈ C n be a given initial vertex. If {x k } is a two-step iteration sequence defined as
Eq. (3.6) can be equivalently rewritten as
where x k+1 = x (k,l k ) and
Algorithm 3.5 (Picard two step splitting iteration algorithm). Choose any x 0 ∈ R n and ε > 0,
. If the AVE (1.1) has a solution x * , then the iteration sequence {x k } produced by Algorithm 3.5 converges to x * for any initial guess x 0 ∈ c n and any sequence of positive integer l k , k = 1, 2, · · · .
Proof. Since AVE (1.1) has a solution x * and Eq. (3.7) can be rewritten as Eq. (3.8), the solution x * satisfies the following equation
By Eqs. (3.7) and (3.9)
According to η = K 2 = (I −R 1 (α)) −1T (α) 2 , we have
Since R 1 (α) 2 < 1−η 1+η , then R 1 (α) 2 (1 + η) + η) < 1, when k → ∞, the right hand side of above equation tends to 0, thus the iteration sequence x k converges to x * . The desired result can be obtained. 
, then the AVE (1.1) has a unique solution x * and the iteration sequence {x k } converges to x * for any initial guess x 0 ∈ c n and any sequence of positive integers l k , k = 1, 2, · · · .
Proof. Since η < 1, according to Lemma 3.2, AVE (1.1) has a unique solution x * . By Theorem 3.6, we just prove A −1 = K, where K = (I −R 1 (α)) −1T (α). According to Remark 3.7, we know that
(3.8) and Lemma 2.2, we can obtaiñ
(3.10)
Since M −1 =T (α) and Eq. (3.10), we have
Since η = K 2 = A −1 2 < 1, and by Theorem 3.6, the desired result can be obtained.
Similar to Theorem 3.8, we have the convergence of Picard-SAOR Algorithm.
Theorem 3.9. Suppose iteration sequence {x k } generated by the Picard-SAOR algorithm . If η = A −1 2 < 1 and
Proof. Since η < 1, according to Lemma 3.2, AVE (1.1) has a unique solution x * . By Theorem 3.6, we just prove A −1 = K, where K = (I −R 1 (α)) −1T (α). According to Remark 3.7,
From Eq. (3.8) and Lemma 2.2, we can obtaiñ
(3.11)
Since M −1 =T (α) and Eq. (3.11),
The next theorem provides sufficient conditions for the convergence of the Picard-HSS method to solve AVE (1.1).
Theorem 3.10 ([25]
). Let A ∈ C n×n be a positive definite matrix, suppose iteration sequence {x k } generated by the Picard-HSS algorithm. If η = A −1 2 < 1 and
The Picard CG method
In this section, we combine the picard method with CG iteration and propose the Pciard-CG algorithm for solving the AVE (1.1). Suppose A is a symmetric positive definite matrix such that A −1 2 < 1. Let A ∈ R n×n be a nonsingular matrix and x ∈ R n ; A-norm of vector x is A 1 2 x 2 , denoted by x A . Algorithm 4.1 (Picard conjugate gradient algorithm). Choose any x 0 ∈ R n and ε > 0,
Lemma 4.2 ([4]).
If the iteration solution {x k } is generated by Algorithm 4.1, then x k satisfies the following inequality
Theorem 4.3.
If A is a symmetric positive definite matrix such that η = A −1 2 < 1, then the AVE (1.1) has a unique solution x * and the iteration sequence {x k } converges to x * .
Proof. Since η < 1, according to Lemma 3.2, AVE (1.1) has a unique solution x * .
We fix outer iteration step k, suppose x * k is the exactly solution of the equation Ax = b + |x k |, we can obtain Ax * k = b + |x k |. Since x * is exactly solution of the AVE (1.1) satisfying the equation Ax * = b + |x * |, we can obtain that
By Lemma 4.2, Eq. (4.2), and
we have
Since η = A −1 2 < 1, then 2σ 1+σ 2 (1 + η) + η < 1, when k → ∞, the right hand side of above equation tends to 0, thus the iteration sequence x k converges to x * . This completes the proof.
Numerical experiments
In this section, we give some numerical experiments to illustrate Picard splitting iteration Algorithm The numerical experiments are shown in Table 1 . From Table 1 , it shows that P-HSS, P-SAOR, P-SSOR, and P-JACOBI algorithms are effective and their iterative number, cpu time, and residual are almost the same in size.
Example 5.2. We randomly choose a matrix A according to the following structure: A = round(100 * (eye(n; n) − 0.02 * (2 * rand(n; n) − 1)), and choose b(i) = (−i) i , i = 1, 2, · · · , n. The random A has the structure for n = 6 as follows Numerical results for different values of n (n = 500, 1000, 1500, 2000) are reported in Table 2 . From Table 2 , the iterative number of P-HSS, P-SAOR, P-SSOR, and P-JACOBI method keep unchanged as order n increased. P-SSOR and P-JACOBI have the same iterative number, which is less than the other algorithm's. It is clear that the cpu time of the P-CG is less than the other algorithm's. 
The matrix A has a structure for n = 6 as follows Numerical results for different values of n(n = 500, 1000, 1500, 2000) are reported in Table 3 . From Table 3 , we can see all algorithms keep unchanged as the order n is increasing. Those algorithms we propose have almost the same iteration number. The cpu time of the P-CG is much less than the other algorithms. In the following, we give the result by running P-SSOR, P-SAOR and P-HSS algorithms. In Table 4 , as seen, both of P-SSOR and P-SAOR methods provide quite suitable results. However, we see that the Picard-HSS method fail to converge in maximum iterations (in tables it is denoted by Fail).
Conclusion
In this paper, we propose Picard splitting iteration method and Picard CG method for solving absolute value equation based on the Picard iteration and prove convergence of those algorithms. At last, we give several numerical experiments to compare the efficiency among the Picard splitting iteration methods and Picard CG method.
