Deep learning techniques have proved to be beneficial in many scientific disciplines and have beaten stateof-the-art approaches in many applications. The main aim of this article is to improve the success rate of deep learning algorithms, especially stacked autoencoders, when they are used for detection and classification of P300 event-related potential component that reflects brain processes related to stimulus evaluation or categorization. Moreover, the classification results provided by stacked autoencoders are compared with the classification results given by other classification models and classification results provided by combinations of various types of neural network layers.
INTRODUCTION
Brain-computer interface (BCI) is a method of communication based on neural activity generated by the brain and it is independent of its normal output pathways of peripheral nerves and muscles (Vallabhaneni et al., 2005) . A big advantage of this approach is a possibility to record BCI activity noninvasively using the techniques of electroencephalography (EEG) and event-related potentials (ERPs). The technique of event-related potentials is then based on the elicitation and detection of so called eventrelated (evoked) components that represent the brain activity occurring in the EEG signal in a certain time window after the stimulus onset. Since the correct detection and classification of evoked components is not a simple issue, a number of techniques have been proposed and used for this task.
This work builds on the results of the research described in the article 'Application of Stacked Autoencoders to P300 Experimental Data' where the idea of using stacked autoencoders for detection and classification of human brain activity represented by electroencephalographic and event-related potential data was presented.
The main goal of this article is to improve the success rate of stacked autoencoders for the detection and classification of the P300 component (the most important and well described cognitive component occurring in the EEG signal as a response to visual or audio stimulation), compare the classification results of stacked autoencoders with the classification results of other classification models and classification results provided by combinations of various types of neural network layers.
Successful results of such classification approaches could be subsequently used for developing an evaluation tool that would be suitable for the P300 component detection and classification in many applications.
The experimental data from the 'Guess the number experiment' that is described in are used for the detection and classification task; this experimental design is also used as an example of the P300 BCI system.
The article is organized as follows. Short descriptions of the P300 component, deep learning approach, stacked autoencoders, multilayer perceptron and deep belief networks are provided in Section 2. The 'Guess the Number' experiment together with the 'Guess the number' application are described in Section 3. The processing methods and network configurations used for the detection and classification of the P300 component are listed in Section 4. The last two sessions include the presentation of the results and concluding discussion.
THEORETICAL BACKGROUND

P300 Component
Brain Computer Interfaces mostly rely on the detection of the P300 component that is hidden in the record of human brain activity when the techniques of electroencephalography and of event-related potentials are used. This component usually occurs in the EEG signal from 200 ms to 500 ms after stimulus onset. An example of the P300 component in the EEG signal for common and rare stimuli is given in Figure 1 . There is a P300 component following the Os stimuli .
It is very important for practical use that a P300-based BCI is an effective and straightforward system that does not require any special training of the user.
Deep Learning
Deep learning generally allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction. These methods have dramatically improved the state-of-the-art in many scientific disciplines, for example in speech recognition, visual object recognition, object detection and many other domains such as drug discovery and genomics (LeCun et al., 2015) .
Deep learning discovers structures in large data sets by using the backpropagation algorithm to indicate how a machine should change its internal parameters that are used to compute the representation in each layer from the representation in the previous layer (LeCun et al., 2015) .
Deep learning has been also widely used in the EEG field. In ) a deep learning algorithm was applied to classify EEG data based on motor imagery task. (Tabar and Halici, 2016) used convolutional neural networks and stacked autoencoders to improve classification performance of EEG motor imagery signals. (Antoniades et al., 2016 ) described a deep learning approach for automatic feature generation from epileptic intracranial EEG records. (Lawhern et al., 2016) focused on a generalized neural network architecture that can classify EEG signals in different BCI tasks. (Stober et al., 2015) compared several strategies for learning discriminative features from electroencephalography (EEG) recordings using deep learning techniques and evaluated them using the Open-MIIR dataset of EEG recordings. (Greaves, 2014 ) used recurrent neural networks for classification of the EEG signal when people were viewing 2D and 3D images. (Jirayucharoensak et al., 2014) tested a stacked autoencoder using hierarchical feature learning approach for recognition of EEG-based emotion. An overview of capabilities of deep neural architectures for classifying brain signals is given in (Bozhkov, 2016) .
Stacked Denoising Autoencoders
Stacked Denoising Autoencoder (SDAE) is a variant of the basic autoencoder. A denoising autoencoder (DAE) is trained to reconstruct a clean repaired input from a corrupted version of it (Vincent et al., 2010) . This is beneficial for our classification case because most of the EEG signal is influenced by noise. How this denoising works is described in Figure 2 . 
Multilayer Perceptron
A multilayer perceptron (MLP) is a feed-forward artificial neural network model that maps sets of input data onto a set of appropriate outputs. An MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. Except for the input nodes, each node is a neuron with a nonlinear activation function.
Deep Belief Networks (DBN)
Invented by Geoff Hinton, a Restricted Boltzmann machine (RBM) is an algorithm useful for dimensionality reduction, classification, regression, collaborative filtering, feature learning and topic modeling. RBMs are shallow, two-layer neural networks that constitute the building blocks of deep-belief networks. The first layer of the RBM is called the visible or input layer, the second layer is called the hidden layer. Each circle shown in the graph in Figure 3 represents a neuron-like unit called a node, and nodes are simply places where calculations take place. The nodes are connected to each other across layers, but no two nodes of the same layer are linked.
There is no intra-layer communication -this is the restriction in a restricted Boltzmann machine. Each node is a locus of computation that processes input, and begins by making stochastic decisions about whether to transmit that input or not.
EXPERIMENT
The 'Guess the number' experiment has been designed and implemented to demonstrate advantages of the P300 BCI system to the public. The experiment uses visual stimulation. At first, each participant secretly chooses one number between 1 and 9 on which he/she concentrates when the numbers from 1 to 9 are randomly shown on the screen. The EEG signal and stimuli markers are recorded during the experiment.
The number assumed the participant had chosen was guessed automatically by an on-line classifier and manually by a human expert watching and evaluating the brain event-related potentials of the participant on the screen. At the end of the experiment the thought number was verified by asking the participant to reveal it.
Guess the Number Application
The automatic classifier has been developed as a desktop Java application for analysis of event-related potential components from the 'Guess the number' experiment. This application enables its users to classify event-related components occurring in the EEG signal off-line (when all data have been collected) or online (data are streamed during the experiment). The off-line classification mode allows users to test a variety of preprocessing, features extraction and classification algorithms.
P300 DETECTION AND CLASSIFICATION
Preprocessing and Feature Extraction
The same experimental data sets as described in the article were used in the task. Since also the same algorithms and settings were used during the preprocessing phase, the results of the final classification task are comparable.
• Channel selection: The channels Fz, Cz and Pz were selected.
• Epoch extraction: The raw EEG signal was split into segments with the fixed length of 1000 ms.
• Baseline correction: The average of 100 ms interval before each epoch was subtracted from the whole epoch.
• Interval selection: Only an appropriate time interval (when the P300 component commonly occurs) was selected in each epoch. The length of the interval was 512 ms and started 175 ms after beginning of each epoch ).
• Discrete wavelet transformation was used for feature extraction ).
• Vector normalizing: Feature vectors were normalized to contain only the samples between -1 and 1.
Classification
The preprocessed data were split into two parts, training and testing datasets. The training dataset contains the data from 13 subjects. The subjects were selected manually based on their P300 response to target stimuli . It is the data from the same 13 subjects that were described and processed in the article 'Application of Stacked Autoencoders to P300 Experimental Data'. Several types of neural networks are compared in this paper. All of them are implemented using the Deeplearning4j library in version 0.8. This is an open-source distributed deep learning library for the JVM (Deeplearning4j Development Team, 2017).
A specific configuration of each neural network that was used for classification purposes is dependent on the type of the network.
The configuration settings of the neural networks were determined automatically by an automated script and only the network configurations providing the best results (after running 100 tests) were tested furthermore. The initial configuration was taken over from . The sizes of the networks were adjusted manually.
A list of configurations is provided in individual subsections listed bellow. The options avoiding overtraining, early stopping and dropout were used. Also several combinations of different neural network types were tested.
Classification Settings
All the networks used are composed of several types of layers. The output layer is the same for all networks, the only difference that can be found in the output layer is the number of its inputs that depends on the number of outputs of a previous layer. The scheme of the SDAE networks configuration can be found in Figure 4 . To understand the process of setting the neural networks configurations some terms and procedures related to the neural networks used and Deeplearning4j library are explained. The learning rate, or step rate, is the rate at which a function steps through the search space. Smaller steps result in longer training times, but can lead to more precise results.
An epoch is defined as a full pass of the data set. An iteration in the Deeplearning4J library is defined as the number of parameter updates in a row, for each minibatch (Deeplearning4j Development Team, 2017) .
Momentum is an additional factor in determining how fast an optimization algorithm converges to the optimum point. Momentum, also known as Nesterov's momentum, influences the speed of learning. It causes the model to converge faster to a point of minimal error. Momentum adjusts the size of the next step, the weight update, based on the previous steps gradient (Deeplearning4j Development Team, 2017).
The Deeplearning4j library supports several different types of weight initializations that could be changed with the weightInit parameter. Also the seed parameter is supported but in this case it was not used to minimize nondeterministic behavior of network initialization.
Dropout is used for regularization in neural networks. Like all regularization techniques, its purpose is to prevent over-fitting. Dropout randomly makes nodes in the neural network drop out by setting them to zero, which encourages the network to rely on other features that act as signals. That, in turn, creates more generalizable representations of data (Srivastava et al., 2014) .
Activation, or the activation function, in the domain of neural networks is defined as the mapping of the input to the output via a non-linear transform function at each 'node', which is simply a locus of computation within the net. Each layer in a neural net consists of many nodes, and the number of nodes in a layer is known as its width (Deeplearning4j Development Team, 2017) .
Backpropagation is a repeated application of the chain rule of calculus for partial derivatives. The first step is to calculate the derivatives of the objective function with respect to the output units, then the derivatives of the output of the last hidden layer to the input of the last hidden layer (LeCun et al., 2012) .
The retrain parameter was turned off and the back propagation parameter was turned on in all cases. The list of the used networks together with their configurations follows. • Number of iterations: 3000
• Number of layers: 4
• Learning rate: 0.005
• Type of layers: SDAE, SDAE, RBN, Output layer • Dropout: 0.5
• Corruption: First layer: 0.1
• Updater: Nesterov's momentum 0.9
• Regularization: True
• Lossfunction: Cross Entropy: Binary Classification
• Output Layer: Activation Softmax, Weight Initialization Xavier
Early Stopping
Some of networks settings were also tested using the early stopping criterion instead of dropout. In these cases dropout was set to 0 and the early stopping criterion was set to the number of epochs with no improvement in the value of the classification success rate (the number of epochs with no improvement was set to 7 epochs). The threshold for the minimal improvement that was considered as a real improvement was also set, its value was adjusted with respect to the learning rate and updater settings.
RESULTS
Average classification success rates and also the best and the worst classification success rates were computed for all tested classification methods. Because training of neural networks is generally nondeterministic, all classification tasks were run (trained and evaluated) for at least 1000 times. The results are provided in Table 1 . The neural networks used for the classification task (the whole specification of them is available in Section 4.3) are listed in the first column. The average success rate is provided in the second column, while maximum success rate and minimum success rate are stated in the third and fourth columns respectively. The number of runs from which all previous numbers were calculated is given in the last column. The results from the same experiment using the same data but different network settings and provided within the article 'Application of Stacked Autoencoders to P300 Experimental Data' are available below the first double horizontal line. 74.00 -79.38 400 MLP 68.94 -76.70 400 Bayesian LDA 73.65 -77.16 400 Linear discriminant analysis 68.77 -75.63 400 Support vector machines 65.43 -73.71 400 Human expert (Vařeka et al., 2016) 64.43 Table 1 shows that the best results are provided by the networks with stacked denoising autoencoder layers followed by the networks with combined types of layers (but also including SDAEs). Also the neural network examples where the early stopping was not applied show a better result for the network with stacked denoising autoencoder layers, but only thanks to the experimentally determined number of iterations.
The best results thus show only the networks with SDAE layers (more specifically with three SDAE layers since the networks with more SDAE layers were not tested) and with bigger size of layers (in comparison with other SDAE networks). The setting of the corruption parameter had also a small impact on the classification success rate.
DISCUSSION AND FUTURE WORK
There are many possible combinations of neural networks, types and sizes of their layers, and their other adjustable criteria that influence the classification success rate. Within this work only a few combinations of layers and settings promising a possible high classification success rate were tested. Not all of these combinations seem to be beneficial for future longterm testing but some of them have been chosen for the next processing since they have provided better results than the human expert who detected and classified the P300 component on-line. If trained in advance most of the described neural networks are capable to perform the presented classification task online. A big impact on the classification results had overtraining of the networks that was minimized by proper setting of the early stopping or dropout criterion. Another possible solution could be to get a bigger training sample or a different training set that could prevent the networks from over-training. Also further experiments with searching the best dropout or early stopping criterion could improve the classification results.
Also other network settings could improve the classification success rate, e.g. the size of the network layers influences the classification success rate but also computational complexity significantly. A combination of more types of networks or changes in the order of the used neural networks seem to also be beneficial approaches. In comparison to the original experiments ) the better results presented in this article have been achieved thanks to adjustments of the used networks and their layers settings.
