In this work we consider the two-dimensional percolation model arising from the majority dynamics process at a given time t ∈ R+. We show the emergence of a sharp threshold phenomenon for the box crossing event at the critical probability parameter pc(t). We then use this result in order to obtain stretched-exponential bounds on the one-arm event probability in the subcritical phase. Our results are based on differential inequalities derived from the OSSS inequality [12], inspired by the recent developments [2, 8, 9] .
Introduction
In recent years, the study of sharp threshold phenomena in percolation has received great attention. This is mainly due to the development of new techniques that allow the treatment of dependent models [8, 9] . Following this line, in this paper we prove that, for each fixed t ≥ 0, percolation in two-dimensional majority dynamics undergoes a sharp phase transition in the density parameter.
In two-dimensional majority dynamics, each vertex x ∈ Z 2 receives an initial opinion which can be either zero or one 1 . With rate one, the vertex x updates its opinion to match the majority of its neighbors. In the case of a tie, the original opinion is kept. Denote by P p,t the distribution of the process at time t when the initial density of ones is p ∈ [0, 1]. Our interest lies in understanding the critical percolation function defined as p c (t) = inf p ∈ [0, 1] : P p,t there exists an infinite open path > 0 .
(1.1) Theorem 1.1. For each t ≥ 0, there exists γ = γ(t) > 0 such that P pc(t)−n −γ ,t [H(n, n)] → 0 and P pc(t)+n −γ ,t [H(n, n)] → 1, (1.3) as n grows.
Remark 1.2. In the theorem above, we consider crossings of the squares R n . In fact, the proof applies to rectangles of any fixed aspect ratio: for each fixed λ > 0, we can consider horizontal crossings of the rectangles R λ n = [1, λn] × [1, n] .
As a consequence of Theorem 1.1, together with a general multiscale renormalisation argument, we obtain stretched-exponential decay of onearm probabilities in the subcritical phase. Remark 1.4. We remark that the above result follows from a general statement inspired by [13] we prove here about dependent percolation with fast decay of correlations. Under general conditions (see Proposition 8.1), this result together with Russo-Seymour-Welsh-type arguments imply stretchedexponential decay in the subcritical phase.
Overview of the proofs. The proof of Theorem 1.1 relies on exploiting the relation between Boolean functions and randomized algorithms obtained through OSSS inequality. Here it is possible to write the existence of a crossing at time t as a random Boolean function of the initial configuration, with randomness coming from the evolution of majority dynamics. A first approach would then be to consider the quenched configuration, where the clocks of the Markov process are fixed, and try to use these tools directly on the space of initial configurations, for each possible realization of the Poisson clocks in the evolution. This idea fails, since quenched configurations lack the homogeneity needed for our arguments.
To circumvent this difficulty, we need to consider the randomness that comes from the evolution together with the one from the initial configuration. We then revisit the idea developed in [2] , and further explored in [3] and [1] , of using a two-stage construction of the process to obtain a discretization of it that still retains relevant properties of the annealed evolution. The central idea is to construct the process in a way that each vertex is associated to a Poisson point process of clocks of intensity k ∈ N, with k large. Whenever a clock in a given vertex rings, we keep this ringing with probability 1 k and, in this case, update the opinion of the vertex to agree with the majority of its neighbors.
This artificial increase of the density of clock ringings allows us now to consider quenched probabilities, as we condition on the denser Poisson process, and still retain good properties of the annealed configuration with large probability. Given a collection of clock ringings, we obtain a Boolean function by considering the initial opinions and the selection of the clock-ringings that are kept for the evolution.
We then proceed to analyze this quenched random Boolean function. First, we devise an algorithm that determines the outcome of the function and bound its revealment. This algorithm is a simple exploration process that discovers the open components that intersect a random line crossing the rectangle R n by querying the initial state of sites and which clock ringings are selected to compose the evolution. The bound on the revealment will follow from one-arm estimates in the quenched setting (see Proposition 3.4) . These estimates in turn are derived from Russo-Seymour-Welsh-type results stated in [4] and inspired by [17] .
Since we are considering randomness that comes from the time evolution as well, when applying OSSS inequality it will be necessary to control the influence of clock ringings. We relate time-pivolality to spatial-pivotality, bounding the influence of a clock ringing by a combination of the influences of the initial positions (see Proposition 4.1). This pivotality relation is the most original and sensitive part of our proof, and fails, for example, if one considers the contact process instead of majority dynamics as the rule for the time evolution of the opinions. Nevertheless, we can also prove a similar result for the voter model (see Section 9) . With this relation in hands, we are able to conclude the proof of Theorem 1.1.
Let us now turn our attention to the proof of Theorem 1.3. Here, we provide a general statement on the decay rate of the one-arm probability in percolation models with fast decaying correlations. We prove that, provided the annulus crossing probability goes to 0 as the size of the annulus goes to infinity, the rate of decay of the one-arm probability is at least stretched exponential in the ball's radius. Combining this with Theorem 1.1 yields Theorem 1.3. The proof of this statement relies on a multiscale renormalisation argument adapted from [13] .
Remark 1.5. Our technique is somewhat general and might be applied to other dynamics. As an example, in Section 9, we explain how to adapt it to the case when the opinions follow the voter model. The greatest obstacle to a broader generalisation is the lemma relating time-and space-pivotality, whose proof is strongly model-dependent. Remark 1.6. Camia, Newmann, and Sidoravicius in [6] prove that fixation of the opinions happens with stretched-exponential speed in a sub-interval of the supercritical phase. The idea of the proof is to observe that, if p is larger than p site c (the critical probability for Bernoulli site percolation in Z 2 ), one can obtain a random partition of Z 2 into finite subsets whose boundaries are circuits of constant initial opinion which are preserved by the dynamics, reducing the evolution to finite random subsets. This, together with the uniform bound on the number of changes in opinion each vertex can have (see Tamuz and Tessler [16] ), allows one to conclude that the speed of convergence is stretched exponential. They further improve the proof by performing an enhancement on the initial configuration, and conclude that stretched exponential decay also holds for values of p slightly smaller than p site c . We remark that the same idea can be applied together with Theorem 1.3 to verify that streched-exponential decay of the non-fixation probability also holds for p ∈ (lim p c (t), 1]. Symmetry considerations imply an analogous result for p ∈ [0, 1 − lim p c (t)).
Related works. Russo's approximate 0-1 law [14] may be seen as a first result regarding sharp thresholds in independent percolation. It says that a sequence of monotone Boolean functions exhibits a sharp threshold, provided the supremum of the influences converges to zero. The use of randomized algorithms and OSSS inequality to understand threshold phenomena is much more recent and so far has proven to be a very powerful technique. Duminil-Copin, Raoufi and Tassion [8, 9] use these techniques to study the subcritical phase of Voronoi percolation and threshold phenomena for the randomcluster and Potts models.
After these seminal works, other applications of such techniques were found. Muirhead and Vanneuville [11] use this approach to conclude that level-set percolation for a wide class of smooth Gaussian processes undergoes a sharp phase transition. Dereudre and Houdebert [7] conclude similar statements for the Widom-Rowlinson model.
The collection of upper invariant measures for the contact process was also studied. Van den Berg [18] considers the two-dimensional case, and proves the existence of a sharp phase transition without relying on the OSSS inequality. More recently, Beekenkamp [5] generalized this result for any dimension d ≥ 2. The proof relies on three central steps. First, estimates on the speed of convergence of the distributions are used in order to reduce the analysis to configurations in finite time. Second, for a given fixed time t, a discretization scheme is developed for the graphical construction. With this in hands, the machinery developed for discrete settings can be used to deduce the existence of a sharp threshold phenomena. Crucially, in this model the sharp threshold phenomenon is exhibited in the rate of infection λ associated to the process. Therefore, the techniques employed cannot be easily translated into our context, since the object of our study is the density of the initial configuration.
The discretization we use here is more in line with the one considered in Ahlberg, Broman, Griffiths, and Morris [2] , where the authors prove noise sensitivity for the critical Boolean model. With a similar discretization, and relying on Talagrand's inequality [15] , Ahlberg, Tassion, and Teixeira [3] deduce that Boolean percolation undergoes a sharp phase transition. Furthermore, Ahlberg, in collaboration with the second author [1] , employs this technique to two-dimensional Voronoi percolation to study noise sensitivity and conclude, as a corollary, the existence of a sharp threshold with polynomial window.
Regarding percolation in majority dynamics, Amir and the second author [4] prove that the percolation function p c (t) is a continuous non-increasing function that is strictly decreasing on zero and that p c (t) ≥ 1 2 . Besides, they also obtain that there is no percolation at criticality for any time t ≥ 0.
Open problems. Regarding the percolation function p c (t) (see Equation (1.1)), it is know that it is a continuous non-increasing function that is strictly decreasing at zero. Whether or not it is strictly decreasing in the whole non-negative real line it is still not known. We hope our new estimates on the connectivity decay of the subcritical phase might help.
Our techniques are reliant on RSW theory, and are therefore limited to two dimensions. We believe our results to be valid for any dimension and for a large class of particle system models, and that with future developments in the field such general problems will be tractable.
Organization of the paper. In Section 2, we state properties of the majority dynamics and some results that will be used throughout the text. Section 3 contains a graphical construction of majority dynamics that will be used in our results, while Section 4 discusses the concept of influences and pivotality in the quenched setting. We present a randomized algorithm and bound its revealment in Section 5, and use this algorithm to conclude the proof of Theorem 1.1 in Section 6. In Section 7, we provide quenched one-arm estimates for the model that were previously assumed in the proof of Theorem 1.1. Theorem 1.3 is proved in Section 8. Finally, we discuss how to modify our result to the case when the dynamics follows the voter model in Section 9.
Basic properties
We denote by η ≡ η(p) = (η t ) t∈R+ the two-dimensional majority dynamics with initial configuration η 0 ∈ {0, 1} Z 2 , which assigns i.i.d. Bernoulli(p) random variables to each vertex of Z 2 . As mentioned in the Introduction, we denote by P p,t the law of η t = η t (p). We collect here facts about this collection of measures. A complete proof of these facts can be found in [4] and references therein.
Notice that, as a consequence of Harris [10] and a correlation decay estimate (see Equation 2.4), the measures P p,t are positively associated. This is the same as stating that P p,t satisfies the FKG inequality: for any two events A and B that are increasing with respect to the partial ordering 2 of {0, 1} Z 2 , it holds that
(2.1)
as the existence of an open path contained in X connecting a vertex in A to a vertex in B. We omit X in the notation above when X where ∂B(0, n) = {x ∈ Z 2 : x ∞ = n} is the boundary of the ball B(0, n) = [−n, n] 2 .
Let us now list some properties of the probabilities P p,t for a fixed t. First of all, we state correlation decay for these measures, which is a consequence of standard cone-of-light estimates. For each t ≥ 0, there exists a constant c 2 = c 2 (t) such that, if A is an event that depends on the configuration η t (x) only on sites inside [−n, n] 2 and B is an event that depends on the configuration on sites outside [−2n, 2n] 2 , then, for every p ∈ [0, 1],
Given λ > 0, denote by H(λn, n) the crossing event
, and let H * (λn, n) denote the event of the existence of a closed horizontal * -crossing 3 of the rectangle R n . The main result regarding crossing events is the RSW theory, that we can obtain by adapting the proofs of Tassion [17] , since they rely on the invariance of the percolation measure under certain simmetries of Z 2 , decay of correlations, and the FKG inequality, properties that are also available to us.
Proposition 2.1 (RSW theory). For each fixed value of t ≥ 0 and each λ > 0, there exists a positive constant c 3 = c 3 (λ, t) > 0 such that
for all n ∈ N.
Since H(λn, n) holds if, and only if, there is no closed vertical * -crossing of R n = [0, λn]×[0, n], one can easily deduce from the proposition above that an analogous result holds for the event H * (λn, n). Furthermore, monotonicity considerations imply that, for all p ≥ p c (t),
and, for all p ≤ p c (t),
The OSSS inequality. Let us quickly recall the version of the OSSS inequality we use here. Fix f : {0, 1} n → {0, 1} a Boolean function and, for a vector p = (p 1 , . . . p n ), let P p denote the probability measure on {0, 1} n where each entry is independent and the i-th entry has probability p i of being one. For each i ∈ [n], we define the influence of the bit i as
where ω i is obtained from ω by changing the i-th entry of the vector. A (randomized) algorithm A is a rule that outputs a value zero or one, by querying entries of the vector ω, and whose choice of the next entry to be queried is allowed to depend on the previous observations. An algorithm 3 A * -path in Z 2 is a path x1, x2, . . . , xn of vertices in Z 2 such that xi+1 − xi ∞ = 1, for all i = 1, 2, . . . , n − 1. In other words, it is a path that is allowed to cross diagonals on the lattice Z 2 .
can determine its output before querying all bits, in this case we say the algorithm stops. We say that the algorithm determines f if its outcome coincides with f (ω), for every ω. The revealment of the bit i for an algorithm A is the quantity
(2.10)
The OSSS inequality (see [12] ) provides the bound
Poincaré's inequality can be recovered from the above inequality by bounding all the revealments by one. We remark that the above version is not the original OSSS inequality, since we consider different parameters for each entry, but the same proof applies for this case.
The two-stage construction
In this section we present a graphical construction of the majority dynamics that will be used in the rest of the paper. We begin by presenting the usual Harris construction, since we will use a simple modification of it.
Consider a collection P = P x x∈Z 2 of i.i.d. Poisson processes in the interval [0, t] with rate one. For each x ∈ Z 2 , the clocks P x will control the updates in that site: whenever the clock at x rings, the opinion at x is updated to match the majority of its neighbors. In case of a draw, the site keeps its original opinion. With this construction, we can fully determine the state of the system at any given time with the collection of clocks P and the initial configuration η 0 . Remark 3.1. It is possible to obtain the voter model with the same graphical construction, just by modifying the way sites are updated: instead of choosing the new opinion to be the majority of the neighboring opinions, the update is made by copying the opinion of a randomly selected neighbor.
The construction we will use is a slight modification of the one presented above. Instead of considering the collection of clocks P, we start with a denser collection of clocks P k = P k x x∈Z 2 distributed as i.i.d. Poisson processes on the interval [0, t] with rate k, where k is a fixed positive integer number that will be taken to be large. With this collection of clocks in hand, we need some additional randomness in order to define the process: whenever a clock rings, we perform the update at the respective site with probability 1 k (this can be realized by considering an independent Bernoulli 1 k random variable for each clock ringing of P k ). In this case, conditioned on the realization of the clocks P k , we can obtain the state of the system at any given time t ≥ 0 by using the initial configuration η 0 and the collection of random variables that verify whether or not each update is performed. We will denote by P kt the distribution of P k and by P p, 1 k the joint distribution of the initial condition and the additional randomness necessary in order to determine the process (η s ) s≥0 .
The advantage of the last construction presented above lies in the fact that the model at time t may be seen as a random Boolean function: for each realization of P k , we obtain a Booelan function whose entries select the initial configuration and which updates are performed. By choosing the value of k large enough, we can ensure that these random functions are well-behaved, in a sense that we will make clear later.
We will work with the process conditioned on the realization P k . In this case, we may write the characteristic function of the crossing event [η t ∈ H(λn, n)] as a Boolean function f n :
, and such that each configuration describes the entries at time zero and whether each clock ringing before time t is accepted or not. We will denote a configuration on {0, 1} Λ by a pair (η 0 , P), where the first coordinate contains the initial opinions of each site and the second retains the information of which clock ringings are kept. Moreover, each entry of η 0 will be distributed as a Bernoulli(p) random variable, where p ∈ [0, 1] is the initial density of the process, and each entry of P will have distribution Bernoulli 1 k . Since, almost surely (on P k ), one only needs to observe only a finite amount of sites in order to verify if H(λn, n) holds or not, the domain of f n is almost surely finite and hence this is a well-defined Boolean function.
The main reason we consider this construction is the following lemma.
Lemma 3.2. For every integer k ≥ 2 and p ∈ (0, 1), we have
Proof. The proof follows simply by considering a particular construction of P k and P: Let P 1 , P 2 , . . . , P k be independent copies of P, and let κ be chosen uniformly in [k] ≡ {1, . . . , k}. Observe that
where the last variance above is with respect to the collection (P i ) k i=1 . The result then follows from the independence of the P i .
We can use the above lemma together with RSW theory to bound quenched probabilities in good events. Let 
for all n ≥ 1 and p ≥ p c (t). An analogous estimate holds for Circ * (n), for p ≤ p c (t).
Proof. The same proof of Lemma 3.2 can be used to the characteristic function of Circ(n). Combining this with Chebyshev inequality and (3.2) implies
for all k ≥ 2. To conclude the statement for Circ * (n), one proceeds in the same way, but with (3.3) instead of (3.2).
The result above provides quenched estimates for the existence of circuits and can be applied to deduce quenched one-arm estimates. For each n, let Arm √ n (η 0 , P) denote the event that there exists an open path connecting the boundary of the ball B 0, n 1 /4 to the boundary of the ball B 0, n 1 /2 . This path can be chosen to be entirely contained inside B 0, n 1 /2 \B 0, n 1 /4 . Denote also by Arm * n (η 0 , P) the corresponding event, but asking for a closed * -path with the same properties. Proposition 3.4 (One-arm estimate). There exists ν > 0 such that, for all γ > 0, there exists k 0 ≥ 2 such that, for any k ≥ k 0 and p ≤ p c (t), if n ≥ n 0 = n 0 (k), then
4)
An analogous result holds for Arm * n (η 0 , P) instead of Arm √ n (η 0 , P) if we assume p ≥ p c (t).
The proof of the above Proposition relies on observing that Arm √ n (η 0 , P) holds if, and only if, there is no closed * -circuit inside B 0, n 1 /2 \B 0, n 1 /4 . Since it is possible to find a logarithmic amount of disjoint and distant annuli in this set, we can repeatedly apply Lemma 3.3 to obtain that the probability of not having such a circuit in any of the annuli is small. A complete proof requires additional care to control dependencies between the disjoint annuli, and we postpone it to Section 7.
To conclude this section, we present cone-of-light estimates for the denser collection of clock ringings. Given P k we define the (past) cone of light C ← k,t (x) to be the collection of vertices one needs to observe in order to determine η s (x), for all s ∈ [0, t], varying over every possible pair (η 0 , P) of initial configurations and clock-ringing selections. We also define the future cone of light C → k,t (x) as the set of vertices that can be influenced by x up to time t, that is,
Proposition 3.5 (Cone-of-light estimates). Given k ∈ N and t ≥ 0, if n is large enough,
Proof. Without loss of generality, we consider x = 0 and prove the bound for C ← k,t (x), the other bound following by analogous reasoning. Notice that, in order for C ← k,t (0) to intersect ∂B(0, n), it is necessary that there exists a path of length at least n whose vertices' associated Poisson clocks ring in decreasing order. That is, there must exist a (not necessarily simple) path 0 = x 0 , x 1 , . . . , x m ∈ ∂B(0, n), m ≥ n, and a sequence of times t 0 > t 1 > · · · > t m such that t j is a mark in P k x j . Besides, it is necessary that this collection of ordered clocks all ring before time t. Combining the fact that these clocks are i.i.d with distribution Exponential(k), the relation between Poisson and Exponential distributions, and union bounds, we obtain if n ≥ (16kt) 8 . This concludes the proof.
Influence and space-pivotality
Given a realization of P k , the quenched influence of a bit x ∈ Z 2 or (x, s) ∈ {x} × P k x is defined respectively as
and
where η x 0 and P (x,s) are obtained from η 0 and P by exchanging the entries at x and (x, s), respectively.
The crossing functions f n are monotone non-decreasing in the space variables η 0 . Furthermore, the set y∈Rn C ← k,t (y) comprised of vertices whose opinions at time 0 can influence the output of f n (η 0 , P) is almost surely finite. Classical arguments then show that Russo's Formula applies to the derivative with respect to p and one obtains
as a direct consequence of the bounded convergence Theorem and Proposition 3.5, it is possible to conclude
Inf x (f n , P k ) .
(4.5)
Regarding pivotality of clock ringings, we present a proposition that allows us to relate it to space-pivotality, provided we are in the event where the collection P k is well behaved. Recall that R n = [1, n] 2 and that C → k,t (x) denotes the future cone of light of the vertex x associated to the collection of clocks P k . For > 0, consider the event
Our next proposition relates time-pivotality to space-pivotality, provided we are in the event E( ) c .
Proposition 4.1. Given k ≥ 2 and p ∈ (0, 1), there exists a positive constant c 5 = c 5 (k, p) > 0 such that the following holds: for any µ > 0, there exists > 0 such that, for any bit associated to (x, s)
Inf y (f n , P k ).
(4.7)
Furthermore, if p varies in a compact subset of (0, 1), the value of and c 5 can be chosen to be uniformly positive and bounded.
Proof. Observe first that |∂B(x, 3 log n)| ≤ 24 log n + 8. Fix a configuration P k in E( ) c and assume that the presence of the clock ringing (x, s) is pivotal. This can happen in two ways: first, it might be that adding the clock ringing allows us to obtain a crossing, while, with the removal of such clock ringing, no open crossings exist. The second possibility is the opposite: the addition of the clock ringing prevents the existence of a crossing, while its removal implies on the presence of a crossing. We will consider only the first case, since the second can be treated similarly.
When the clock ringing is present in the configuration (which we can assure by paying a finite multiplicative factor of k in the probabilities), all possible crossings of the square R n intersect the cone of light C → k,t (x). In particular, since the clock ringing is pivotal and we are in the event E( ) c , these crossings necessarily intersect the box B(x, 3 log n). Hence, if we declare all vertices in ∂B(x, 3 log n) as closed at time zero, no crossing can be found at time t. This is because closed nearest-neighbor cycles are stable in the majority dynamics. Every vertex in a "monochromatic" cycle is surrounded by at least two neighbors of the same opinion, and therefore its opinion remains forever unchanged.
We now proceed by successively changing each entry in (η 0 (y)) y∈∂B(x,3 log n) which is one to zero. After all changes are performed, we obtain a configuration that has no crossing at time t. In particular, at some step, one of the entries of (η 0 (y)) y∈∂B(x,3 log n) is space-pivotal for the configuration. Since in order to perform each of these changes we need to pay a multiplicative factor in the probabilities that is bounded from above by (p ∧ (1 − p)) −1 , we can estimate
The proof is completed by choosing > 0 small enough.
Low-revealment algorithms
In order to apply the OSSS inequality to the crossing functions, we need to develop an algorithm that determines the existence of such crossings in the quenched case, when the realization of P k is fixed, and bound its revealment. This is the goal of this section, where we define an algorithm with the desired properties and provide bounds on its revealment. 5.1. The algorithm.
We begin by presenting the algorithm we will study. This algorithm will be a simple exploration process: we start with a random vertical line contained in the rectangle and query the opinion at time t of all vertices that are in the given line. When we have this realisation, we start exploring the components of open vertices that intersect this line. The existence of a crossing is equivalent to the existence of an open component that intersects this line and connects both sides of the rectangle.
For the rest of this subsection, we fix a realization P k of the denser collection of clock ringings. Since we are working with a fixed realization of P k , the sets C ← k,t (x) are not random and depend only on the realization of P k . Of course, when we reveal the realization of P y , for all y ∈ C ← k,t (x), together with η 0 (y), we can determine η s (x), for all s ∈ [0, t]. In view of this, whenever we query the state of a vertex x ∈ Z 2 , we observe the initial opinions and selection of clock ringings for all vertices y ∈ C ← k,t (x).
We are now in position to present the algorithm we will consider. Recall that R n = [1, n] 2 and the notation Λ = Z 2 Furthermore, one can define an analogous algorithm that determines the existence of a closed vertical * -crossing of the box. When analyzing the revealment of the algorithm, we will consider Algorithm 5.1 for p ≤ p c (t) and its alternative formulation in terms of closed vertical * -crossings for p > p c (t).
We now proceed to bound the revealment of the algorithm above (the bound on the alternative version is obtained analogously). Observe first that the revealment depends only on the sites y ∈ Z 2 , since we reveal all clock ringings of a given site y at once, together with its initial opinion. We can therefore talk about the revealment of a site y ∈ Z 2 . Given a vertex y ∈ Z 2 , there are three different possibilities that might lead us to reveal it. The first case that comes from Step 2 in the algorithm is when, for some x ∈ R n , C ← k,t (x) is large. Second, it might be the case that y ∈ C ← k,t (z), for some site z in the vertical line segment {x = x 0 } ∩ R n . Finally, there is the case when y ∈ C ← k,t (z) and some vertex adjacent to z is connected to the selected vertical line segment by an open path.
In order to bound the revealment, we consider each of the three cases separately. The first and second cases can be easily controlled. As for the third case, we need finer estimates given by the one-arm estimates provided by Proposition 3.4. There exist ν > 0 and k 0 > 0 such that, for all k ≥ k 0 , there exists n 0 = n 0 (k) such that, if n ≥ n 0 and p ≤ p c (t), then
2)
and if p > p c (t), then
Proof. We will prove Equation (5.2), (5.3) following by the same reasoning. We examine separately the revealment of bits. First, we consider the case when C ← k,t (x) is large, for some x ∈ [1, n] 2 . Define the event 4) and observe that Lemma 3.5 implies
Second, consider the event B = there exists x ∈ R n such that
where ν is obtained from Proposition 3.4 by choosing γ = 100, and observe that P kt [B] ≤ n 2 n −100 = n −98 . (5.7)
We now bound the revealment on the event A c ∩ B c . In this case, we split the revealment in two cases. Either the distance from the site x to the random selected line is smaller then 2 √ n, which is unlikely due to the randomness in selecting the line, or x ∈ C ← k,t (y), for some y such that a neighbor of it is connected to the random line by an open path. Since we are in the event A c , we may assume that y is close to x and hence that, in the last case, Arm √ n (x, η 0 , P) holds. This leads to the bound
if ν is small enough and n large enough. In particular, we obtain from Proposition 3.4, by choosing k and n sufficiently large,
≤ n 2 e − 1 8 log n log log n + n −98 ≤ n −50 , (5.9)
for sufficiently large n, concluding the proof.
Sharp thresholds
In this section,we combine the results from the previous sections to conclude the proof of Theorem1.1.
Proof of Theorem 1.1. Given α > 0, consider the interval
Our goal is to prove that the length of this interval is bounded by cn −γ , for some positive constants c and γ. This is enough to conclude the proof, once we know that p c (t) ∈ I α (n), for all n ∈ N, provided α is small enough. We begin by introducing the event where the process is well behaved inside the box R n . Recall the definition of the event E( ) in (4.6) and consider
and notice that, as a consequence of Proposition 3.5 and standard bounds on the tail of the Poisson distribution, we obtain
if n is large enough, depending on k and t. Given p ∈ I α (n), consider the events
and C = δ A (P k ) ≥ n −ν for all p ∈ I α (n) ∩ (0, p c (t)]; δ A * (P k ) ≥ n −ν for all p ∈ I α (n) ∩ (p c (t), 1). , (6.5) where A denotes Algorithm 5.1, A * denotes the analogous algorithm that looks for vertical closed * -crossings, and ν > 0 is given by Proposition 5.1.
Here we observe that the revealment of our algorithm (or its analogue) is monotone in p, since it is related to connection probabilities. This can be used to bound the probability of the above event, by considering only the case p = p c (t). We claim that
The above bound follows partly from Proposition 5.1 and partly from an analogous reasoning to the proof of Lemma 3.3. If we take k large enough, and n large depending on k and t, we have
We now use OSSS inequality in the quenched setting. We assume that p ≤ p c (t), the other case following analogously. If
we can use Proposition 4.1 and Russo's Formula (4.3) with µ = ν 2 to estimate Var f n (η 0 , P) P k
x Inf x f n , P k 1 + c 5 log n ∂B(x, 3 log n)
if n is large enough. In particular, for p ∈ I α (n), using the fact that f n (η 0 , P) is a Bernoulli variable,
which gives the bound
and concludes the proof.
One-arm estimates
The goal of this section is to conclude the proof of the quenched one-arm estimates stated as Proposition 3.4.
Proof. We will work on the event where all cones of light are well behaved. For each n, define and, for j ∈ J, denote by A j the set of vertices A j = B 0, 2 · 3 j+1 n 1 /4 \ B 0, 2 · 3 j−1 n 1 /4 (7.4) and recall the definition of Circ * (m) immediately after (3.1) . Notice that, on E n , Circ * 3 j n 1 /4 depends on (η 0 (x), P x ) only for x ∈ A j . In particular, on E n , we can estimate
Consider now the event 6) and denote by D the event where D j holds for at least half of the indices j ∈ J. From (7.5), we obtain
for some ν small enough, since |J| is of order log n. This implies that
so it remains to bound the right hand side probability above. We begin by estimating
where the supremum is taken over all subsets of J with at least |J| 2 indices. From Lemma 3.3, we obtain
provided k is taken large enough. The same type of independence argument used in (7.5) can be used here to bound
whenever I ≥ |J| 2 and k is large enough. Combining Equations (7.2), (7.8), (7.9) , and (7.11) yields
for all n large enough, by further increasing the value of k if necessary. This concludes the proof of the result.
Stretched-exponential decay of the one-arm event probability
In this section we prove will prove Theorem 1.3 using the results so far obtained. We will in fact prove a more general result, based on the proof of Theorem 3.1 of [13] , which, together with a decoupling inequality and Theorem 1.1, will imply the desired rate of decay. We first develop some notation needed before we state te result. Given L ∈ R + and x ∈ Z d , we define the subsets
In accordance with (2.2), we denote by {A ←→ B} for the event where there exists a nearest-neighbor open path starting at A and ending at B. For x ∈ Z d , L ∈ R + , we define the annulus-crossing event 
2)
and that there exists a positive constant c 6 > 0 such that, for every L, R ∈ R + and every x, y ∈ Z d with x − y ∞ ≥ 3L + R, we have
3)
where f : R + → R + is a non-decreasing function such that
4)
Then, there exists a positive constant c 7 > 0 such that, for n ∈ N,
Proof. The proof is based on the proof of Theorem 3.1 of [13] , specifically, the proof of Equation (3.5). Since in our case no sprinkling argument is needed in order to obtain a decoupling inequality, the argument here will be simpler.
The proof consists in a multi-scale renormalization argument. We start by inductively defining the sequence of scales (L k ) k∈N . Given L 1 ∈ R + , which will chosen to be large, we let, for k ∈ N,
We then have
for L 1 sufficiently large. Furthermore,
so that, denoting by ζ(3/2) the Riemann zeta function evaluated at 3/2, we have,
Our goal is to use an induction argument in order to bound the probability
Recalling the sets defined in (8.1), note that, for k ≥ 1, there exist two collection of points
such that 
We now use the above equation and an induction argument to finish the proof of the Proposition. Consider
and, using (8.4), choose L 1 large enough so that, for every k ≥ 1,
Now, possibly taking L 1 even larger, we use (8.14) to find h 2 ∈ (0, 1) sufficiently small so that
We will prove by induction that
Observe that the case k = 1 is already verified in (8.16) . Assume now that the above holds for a given k. We must show that p k+1 We need a stronger decoupling inequality in order to apply the above result to our context. Proposition 3.5 allows us to obtain the following strengthening of the bound (2.4): 
Further models
As we already mentioned, our technique can be applied to other particle systems as long as some basic properties can be verified. In particular, we require equivalent formulations of Lemmas 3.2 and of Propositions 3.4, 3.5 and 4.1. Here, we extend our results for the voter model in the two-dimensional lattice Z 2 .
The voter model is very similar to majority dynamics, in the sense that it differs just in the way each vertex selects its new opinion once its clock ringings. In this case, the new opinion is selected randomly among the neighbors' opinions.
Once again, for each fixed time t, there exists a non-trivial critical parameter p V M c (t) ∈ (0, 1) for the existence of percolation at time t. We remark that the non-triviality of p V M c (t) follows by a standard renormalisation argument, since, by applying Proposition 3.5, we can derive decoupling estimates that are uniform in the value of p ∈ [0, 1].
The usual graphical construction of the voter model (see Remark 3.1) can be modified exactly as we did in Section 3, and Lemma 3.2 and Proposition 3.4 can be obtained from general results, as in the case of majority dynamics. Furthermore, we can apply the same proof to obtain Proposition 3.5. The most delicate part is in establishing a relation between time-pivotality and space-pivotality.
Let us now describe how one approaches Proposition 4.1 here. In this case, we use the fact that the opinion of each vertex at any time s ≥ 0 is a copy of one of the initial opinions that are contained in the cone of light. Not only that, but changing this opinion at time zero implies that the opinion changes at time s. This last observation allows us to conclude that time-pivotality implies space-pivotality for some vertex in the cone of light. From this, we derive the bound
Inf y (f n , P k ), (9.1) for some positive constant c > 0. This yields a version of Proposition 4.1 that can be used to conclude Theorem 1.1 for the voter model.
