We report on the experimental observation of the phase angle of a particle escaping over a periodically modulated potential barrier. Optical tweezers and back-focal plane position detection were used to record particle trajectories in the entire double-well potential. These measurements provide a sensitive test of theories proposed in the last decade of escape driven by random thermal noise from a periodically modulated potential. The observed phase shifts as a function of modulation frequency are consistent with those calculated using existing theories.
studying, both theoretically and experimentally, the phase angle between the barrier crossing event and the periodically modulated potential. A direct comparison between the two has so far been lacking. Wells are indicated by E 1 at x 1 ∼ −188 nm and E 2 at x 2 ∼ +200 nm, while the barrier top U is located at x ∼ +2 nm. Barrier heights ∆E 1 and ∆E 2 are 5.57 ± 0.07 k B T and 4.79 ± 0.02 k B T , respectively.
Experimental setup. We generated an energy barrier separating two potential wells by positioning two time-shared optical traps in close proximity [17, 20] , with the detailed structure of this double-well potential controlled by adjustment of the laser power and trap separation.
A modified back-focal plane detection scheme enabled recording the trajectory of a trapped polystyrene particle (radius = 0.325 ± 0.005 µm) in the full double-well potential (see suppl.
info.). The supplemental information shows a representative time series of the particle's x-position, enabling us to compute the one-dimensional trapping potential V (x) using the Boltzmann distribution P (x) = exp(−V (x)/k B T ), with P (x) the particle's position his- togram. The potential is well-defined near the minima, but fluctuates significantly near the barrier where the particle spends relatively little time ( Fig. 1 ). Detailed knowledge of V (x) then allows for a computation of the Kramers time τ K for each well. The barrier heights ∆E 1 and ∆E 2 are readily derived from V (x) (cf. Fig 1) , whereas the local curvatures at the potential's minima (k b 1,2 ) and barrier k u follow from locally fitting to a quadratic. Within each well the potential fits to a quartic:
, where µ 2 and λ are obtained from the local curvatures k, summarized in Table 1 . The Kramers time τ K for each of the wells is given by Kramers' equation
where α = 6πrη is the viscous drag coefficient, r the radius of the particle, and η the medium viscosity (water). The particle center was ∼ 800 nm above the surface of the flow cell, requiring a correction to the viscous drag to account for the presence of the wall [21] . The
Kramers times thus computed compares very well with the mean residence times directly determined from experimentally obtained time series of the particle's position ( τ K , Fig. 2 and Table 1 ). Such consistency provides confidence that our one-dimensional treatment of the activation process is reasonable [20] .
Once the potential had been fully characterized, a periodic external field was added in order to create a modulated potential (periodic force) according to
with x the system coordinate, V (x) the potential, ξ(t) a white noise, A the amplitude of the modulating force, and τ m its period. In practice, the periodic force was generated by 
changing the laser intensities of the two traps with identical amplitude but with opposite phase. Note that we only investigate the transitions from one trap over the barrier, so that the phase relation between the two traps is irrelevant to our results. In practice, the opposite phase relation proved helpful in restoring the particle to the trap of interest. The force amplitude, A, was then computed as the slope of potential well difference between the potential shown in Fig. 1 and the potential with a higher laser intensity. Because of the significant uncertainty in both potentials in the vicinity of the barrier, the force magnitude can be estimated only to within a factor of two: A ∼ 15 − 30 fN.
Phase shifts. While previous experiments have characterized escape dynamics in terms
of residence time distributions [16, 20] , we focused on determining the phase angle and its dependence upon the frequency of the external modulation. A modulation reference signal was obtained by low-pass filtering the AOD driving signal while accounting for any undesired phase shifts incurred upon filtering. The modulation reference signal and particle position were recorded simultaneously, enabling computation of the phase angle. The experimental escape phase, or phase angle, was defined as indicated in Fig. 3 : it is the time from the nearest previous maximum in the modulation reference signal to the barrier crossing event.
A phase angle of π is assigned when the crossing occurs with the barrier at its minimal height (at time τ m /2). We have determined the phase angle for transitions from potential
Three time constants are of importance in this dynamical system: τ r , the Kramers prefactor; τ K , the Kramers time; and τ m , the modulation period of the external driving field. Modulation periods τ m ranged from much smaller than, up to the order of, the Kramers time, i.e., from 62.5 ms to 1 s. Experimental results are presented in Fig. 4 (solid squares), where we show the transition probability versus the phase angle. As noted, a phase angle of π (corresponding to a time τ m /2) corresponds to a barrier minimum, and not surprisingly, the transition probabilities tend to peak around this point.
However, at modulation times close to the Kramers time (τ m = 1 s and τ K = 1.5 s), the probability maximum has shifted towards the left, i.e., towards smaller phase angles.
We interpret this shift as follows: as τ m increases, the escape dynamics are determined increasingly by the mechanisms leading to the ordinary Kramers time in the static case;
consequently, escape may occur well before the barrier has reached a minimum. In the limit τ m → ∞ one expects to recover standard Kramers decay, as in Fig. 2 . However, at shorter modulation times, for example 62.5 ms and 250 ms with τ r τ m τ K , we expect transitions to occur when the barrier is near a minimum: in this regime the driving force dominates the escape dynamics. These arguments capture the essential qualitative trends seen in the data; however, a detailed theoretical analysis is required to uncover the intricacies of the dynamics involved and to quantitatively predict the observed phase angles.
We discuss this in the next section.
Theoretical analysis. Previous treatments [8] [9] [10] [11] [12] [13] 16] can be used to analyze escape rates in the experimental setup described above. Because all are in fundamental agreement, we use the approach of [10] , to which we refer the reader for details.
The unperturbed (static) potential V (x) was quartic: V (x) = (−1/2)µ magnitudes of A and 2mω 2 u k B T , where ω u = U (x u )/m is the oscillation frequency about x u , the top of the well. We find that 2mω 2 u k B T ≈ 0.4 pN, roughly a factor of 15-30 larger than A, indicating that a perturbative modification of Kramers' theory can be used [10] .
Let x * (t) denote an optimal escape trajectory when A = 0 (see [22] for how these are determined), and consider the family x φ) * (t)ν(t) dt. For the quartic potential, we then find for the instantaneous phase-dependent escape rate λ(φ),
Although the "phase shift" approach of [10] employs a different analysis from other investigations of this problem, most notably the "logarithmic susceptibility" approach of [8] , both arrive at the expression above for the phase-dependent escape rate.
The phase-dependent escape rates λ(φ) are shown in Fig. 5 using the experimental numbers given above for the 3 different modulation times: τ m = 62.5 ms, 250 ms, and 1 s. It is interesting to note that the phase angle maxima of λ(φ) slightly decreases as τ m decreases, contrary to experimental observation. However, λ(φ) is not the quantity measured; rather, the correct stochastic quantity to compare to is the phase angle when the particle first escapes its confining well. We will denote by P(φ) the probability that a particle escapes when the system is at phase angle φ, conditioned on its not having escaped prior to that time.
If φ 0 is the system's phase angle when a particular run begins, and P (φ 0 ) is its probability density over many runs, then P(φ) is given by P(φ) = ∞ n=0 P (φ + 2πn) with 0 ≤ φ < 2π and
with φ 0 ≤ φ < ∞ in (4). Future experiments can improve this test of the theory in at least two ways. It is clear that a more accurate determination of the modulating force is necessary for further progress. This is experimentally challenging, however, as it requires a sensitive determination of the static and perturbing potentials near the barrier. The obvious difficulty in doing this arises from the particle's spending comparatively little time in this region. Therefore, either a method other than using time series needs to be developed, or else a significant increase in the number of escape trajectories is required. A second intriguing feature is the suggestion in the data (cf. Fig. 4 ) of a developing asymmetry in the escape probability vs. phase angle as the modulation time becomes shorter (62.5 ms). The theoretical curves do not appear to reflect this behavior. However, given the increasing roughness of the data, particularly as one moves away from the probability maximum, it is difficult to ascertain whether such an effect is actually present. If in fact this asymmetry is real, our theory may fail to capture it because it always assumes that the experiment is in the adiabatic regime, i.e., that τ r τ m , whereas τ r ≈ 0.2τ m when τ m = 62.5 ms. Further theoretical and experimental explorations in the very short-time regime will be required to resolve this issue. Another possibility arises from an interesting observation made in [23] , where non-conservative forces due to radiation pressure may potentially give rise to three-dimensional circulation of particles, which could affect escape kinetics. Even though this observation has recently been contested [24] , the particle used in that paper was roughly a factor of 3-4 larger, which gives rise to much higher forces due to radiation pressure than in our case. We would further expect that the agreement we observed between the calculated and measured Kramers times (τ K and τ K ) would not have occurred if such three-dimensional motion had been important, so we suspect that this effect, if present, plays no role in our experiment. It is also interesting to note that an asymmetry was predicted in Dykman and Rykvine [13] (cf. Fig. 2 ) for the instantaneous escape rate. This is owing to two factors playing against each other: the modulation frequency times the relaxation time at the top of the barrier vs. the ratio of the strength of the modulating force to the noise intensity. In our experiment, the first of these is no larger than 0.2 at the shortest modulation times, while the latter is roughly 10
. Because the asymmetry occurs when at least one of these two factors is large, this is unlikely to be the cause of the asymmetry in our experiment. It would be of great interest to determine in future experiments whether such an asymmetry really exists in the experimental regime considered here.
Summarizing, we have experimentally verified theoretical predictions of the phase angle of escape for a particle subject to a modulating force and weak external noise. We note that the large bandwidth of the detection system used here should be particularly beneficial for studying underdamped systems where the slowly damped oscillations may be quite fast.
