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Existence of infinitely many solutions to a fractional p-Kirchhoff problem
involving singularity and critical exponent
Sekhar Ghosh1, Debajyoti Choudhuri1
Abstract
We prove the existence of infinitely many nonnegative solutions to the following nonlocal elliptic
partial differential equation involving singularity.
M
(ˆ
Q
|u(x)− u(y)|p
|x− y|N+ps
dxdy
)
(−∆)spu =
λ
|u|γ−1u
+ |u|p
∗
s−2u in Ω,
u = 0 in RN \ Ω,
where Ω ⊂ RN , N ≥ 2 is a bounded domain with Lipschitz boundary, λ > 0, N > sp, 0 < s, γ < 1,
(−∆)sp is the fractional p-Laplacian operator for 1 < p < ∞ and p
∗
s =
Np
N−sp
is the critical Sobolev
exponent. We will employ a cut-off argument to obtain the existence of infinitely many solutions.
Further, by using the Moser iteration technique, we will prove an uniform L∞(Ω¯) bound for the
solutions.
Keywords: Fractional p-Laplacian, Critical Exponent, Concentration Compactness, Genus,
Symmetric Mountain Pass Theorem, Singularity.
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1. Introduction
The aim of this paper is to study the following nonlocal Kirchhoff type elliptic partial differential
equation involving singularity and critical exponent.
M
(ˆ
Q
|u(x)− u(y)|p
|x− y|N+ps
dxdy
)
(−∆)spu =
λ
|u|γ−1u
+ |u|p
∗
s−2u in Ω,
u = 0 in RN \ Ω, (P)
where Ω ⊂ RN is a bounded domain with Lipschitz boundary, λ > 0, sp < N , 0 < s, γ < 1 and
p∗s =
Np
N−ps
is the critical Sobolev exponent. The Kirchhoff function M is supposed to satisfy the
following conditions.
(m1) The function M : R
+ → R+ is continuous and there exists θ > 1 such that p < pθ < p∗s and
tM(t) ≤ θM(t) > for all t ≥ 0, where M(t) =
´ t
0
M(s)ds.
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(m2) inf
t≥0
{M(t)} = m0 > 0.
Here,M is degenerate Kirchhoff function ifM(0) = 0, otherwise theM is said to be a non-degenerate
Kirchhoff function. We define the fractional p-Laplacian as follows.
(−∆p)
su(x) = CN,s lim
ǫ→0
ˆ
RN\Bǫ(x)
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sp
dy, in x ∈ RN .
Off late a lot of attention has been paid to the elliptic problems involving local/nonlocal operators
with singularties. These works are not only important from the mathematical point of view but
also has lots of applications, viz. in thin obstacle problems[1], problems on minimal surfaces[2],
fractional quantum mechanics[3] etc.(refer [4, 5, 6] and the references therein). “The problem draws
its motivation from the models presented by Kirchhoff in 1883 as a generalization of the D’Alembert
wave equation.
ρ
∂2u
∂t2
−
(
a + b
ˆ l
0
∣∣∣∣∂u∂x
∣∣∣∣
2
dx
)
∂2u
∂x2
= g(x, u)
where a, b, ρ are positive constants and l is the changes in the length of the strings due to the
vibrations.” An elaborate detailing on these for the fractional counterpart can be found in [7], [8,
Appendix A] and the references therein. For further details on practical applications, one may
refer [9, 10, 11] and the references therein. Elliptic problems with a singularity has not only been
important but also a tough challenge to the mathematical community. The roots of the problem can
be traced back to a celebrated work due to Lazer and McKenna [12], where the authors considered
the following problem.
−∆u = p(x)u−γ, in Ω
u = 0, on ∂Ω
where Ω ⊂ RN is a sufficiently regular domain. Also p is a sufficiently regular function which is
positive in Ω. The solution u is in W 1,20 if and only if γ < 3. The authors in [12] proved that if
γ > 1, then u is not in C1(Ω) whereas for 0 < γ < 1 the solution obtained is a classical solution.
Thereafter a lot of work on elliptic problems involving a singularity has also been considered whose
existence and multiplicity results have been investigated. As a passing list of references on some
pioneering study of problems involving a purely singular term one may refer to [13, 14, 15] and the
references therein. With the developement of newer tools in functional analysis, the problems with
a singularity also became richer. One such instance is a problem investigated by Giacomonni [16].
The problem is as follows.
−∆pu = λu
−γ + uq, in Ω
u = 0, on ∂Ω
u > 0, in Ω (1.1)
where 1 < p − 1 < q ≤ p∗ − 1, λ > 0, 0 < γ < 1. Here the authors have proved the existence of
two positive solutions. Similar type of results to obtain existence and multiplicity (finitely many)
of solutions can be found in [17, 18, 19, 20, 21] and the references therein. Recently, Saoudi et al.
[20] considered a fractional p-Laplacian version of (1.1) and proved the existence of two solutions
2
to it by using a variational methods. Besides this the authors in [20] used Moser’s iteration method
to prove that the solutions are in L∞. A W s,p0 versus C
1 analysis has also been discussed in it.
We now focus on some of the work which bears the Kirchhoff term, with or without singularities.
Moving on from here, we now turn our attention to problems involving a critical exponent. If one
considers M, λ = 0 in (P), then the problem reduces to the following.
(−∆p)
su = |u|p
∗
s−2u, in Ω
u = 0, on RN \ ∂Ω. (1.2)
The main hurdle with problems with critical exponent is the lack of compact embeddingW s,p0 (Ω) →֒
Lp
∗
(Ω). Such problems are tackled by the concentration-compactness principle due to Lions [22, 23].
The literature pertaining to these type of problems are so vast that it can’t be discussed here in
this section completely. However, the readers may refer to [24, 25, 26, 27, 28] and the references
therein. As for the existence of infinitely many solutions to problems with critical exponent, one
may refer to Azorero and Alosonso [29], who have studied the following problem.
−∆pu = |u|
p∗−2u+ λ|u|q−2u, in Ω (1.3)
u = 0, on ∂Ω. (1.4)
for 1 < q < p, λ > 0. Here the authors have used the Lusternik-Schnirelman’s theory to guarantee
the existence of infinitely many solutions. The problem in [29] was further generalized by Li and
Zhang [30] with the driving operator being −∆p −∆q. The reader may also refer to the work due
to Figueiredo [31]. We now throw some light on the p-Kirchhoff problems of the following type
discussed in Khiddi and Sbai [32].
M
(¨
RN
|u(x)− u(y)|p
|x− y|N+sp
dxdy
)
(−∆)spu = λH(x)|u|
q−2u+ |u|p
∗
s−2u, in Ω
u = 0, in RN \ Ω,
where λ > 0, 1 < q < p < p∗s < ∞. The authors in [32] have guaranteed infinitely many solutions.
Such type of problems have led to the generalization of a few classical results for the case of M = 1.
In [33], the authors employed the Fountain and the dual Fountain theorem to guarantee the existence
of infinitely many solutions for a symmetric subcritical Kirchhoff problem for a non-degenerate M
and p ≥ 2. In [34], the authors dealt with the case when p = 2 and used the notion of Krasnoselskii’s
genus (refer [35]) to obtain the existence of infinitely many solutions. Further in [36] the authors
had a similar conclusion but for a system of PDEs with subcritical degenrate Kirchhoff function.
This is in no way a complete picture of the literature developed so far as it is vast. What we can do
at this point is to direct the attention of the reader to the problem which prompted us to take up
this problem. The motivation of this problem was drawn from the results due to Azorero et al. [29],
Khiddi-Sbai [32]. The literature consisting the study of infinitely many solution mainly deals with
the concave-convex data, which may be both sublinear as well as superlinear. Recently, in its first
kind the study due to [37] guarantees the existence of infinitely solutions involving a singularity.
Motivated from the above studies, in this article by employing a cut-off technique, we will prove
that the problem (P) possesses a sequence of solutions whose space norms converges to zero. It is
noteworthy to mention here that the symmetric mountain pass theorem plays an key role to study
the existence of infinitely many to a PDE. The symmetric mountain pass theorem has two type of
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conclusions consisting a sequence of solutions. One is for sublinear data in which the space norm of
the solutions converges to zero another one is for the superlinear data which says the space norm
of solutions goes to infinity. The major hurdles to us were to figure out a way to tackle the singular
term as well as the critical exponent term, which is superlinear in the problem (P) and then to
show that the sequence of solutions converges to zero in space norm. To add to the lacunae, the
functional also fails to be coercive. The main result proved in this article is the following.
Theorem 1.1. Let m1-m2 holds and 0 < γ < 1. Then there exists Λ > 0 such that whenever
0 < λ < Λ, the problem (P) has a sequence of non-negative weak solutions {un} such that Iλ(un) < 0,
I ′λ(un) = 0 and un −→ 0 in X0. (The space X0 and Iλ will be defined in Section 2). Further, each
solution to (P) belongs to L∞(Ω¯).
Remark 1.2. We will now make following two remarks.
1. The conclusion of the Theorem 1.1 holds true even if we consider subcritical but superlinear
exponent instead of p∗s.
2. It will be interesting to study whether the conclusion of Theorem 1.1 holds true if we take a
degenerate Kirchhoff function, i.e. if m0 = 0.
2. Preliminaries and Weak Formulations.
In this section we will first recall some properties of the fractional Sobolev spaces. Let Ω be a
bounded domain in RN , N ≥ 2 with Lipschitz boundary and define Q = R2N \((RN \Ω)×(RN \Ω)).
Consider the Banach space (X, ‖ · ‖X) such that
X =
{
u : RN → R is measurable, u|Ω ∈ L
p(Ω) and
|u(x)− u(y)|
|x− y|
N+ps
p
∈ Lp(Q)
}
(2.1)
with respect to the well known Gagliardo norm
‖u‖X = ‖u‖Lp(Ω) +
(ˆ
Q
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
.
Let X0 be the subspace of X defined as
X0 =
{
u ∈ X : u = 0 a.e. in RN \ Ω
}
.
Then the space (X, ‖ · ‖) is a Banach space [38, 39] with respect to the norm
‖u‖ =
(ˆ
Q
|u(x)− u(y)|p
|x− y|N+ps
dxdy
) 1
p
.
The best Sobolev constant is defined as
S = inf
u∈X0\{0}
´
Q
|u(x)−u(y)|p
|x−y|N+ps
dxdy(´
Ω
|u|p∗sdx
) p
p∗s
. (2.2)
The next Lemma is due to [38, 39] which states the embeddings of the space X0 into Lebesgue
spaces.
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Lemma 2.1. If Ω has a Lipschitz boundary and N > ps, then the embedding X0 →֒ L
q(Ω) for
q ∈ [1, p∗s] is continuous and is compact for q ∈ [1, p
∗
s), where p
∗
s =
Np
N−ps
is the critical Sobolev
exponent.
A function u ∈ X0 is a weak solution to the problem (P), if ϕu
−γ ∈ L1(Ω) and
M(‖u‖p)
ˆ
Q
|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|N+ps
dxdy −
ˆ
Ω
λ
|u|γ−1u
ϕ−
ˆ
Ω
|u|p
∗
s−2uϕ = 0
(2.3)
for each ϕ ∈ X0. The energy functional Jλ : X0 → R associated to the problem (P)is defined as
Jλ(u) =
1
p
M(‖u‖p)−
λ
1− γ
ˆ
Ω
|u|1−γdx−
1
p∗s
ˆ
Ω
|u|p
∗
sdx. (2.4)
Observe that the existence of solution through the usual variational techniques to the presence of
the singular term and the critical Sobolev exponent where the former restricts the differentiability
of Jλ and the later causes the lack of compact embedding (refer Lemma 2.1). Hence we will use
a cut-off technique to accomplish our goal. Precisely, we will first construct a C1 functional Iλ
such that the critical points of both the functionals Jλ and Iλ coincides. Then on applying the
concentration compactness principle, we will obtain a certain range of energy for the functional
to satisfy the Palais Smale condition. Finally, by using the Kajikiya’s symmetric mountain pass
theorem [40] the existence of infinitely many solutions will be achieved. One can prove the Gaˆteaux
differentiability of Jλ with a slight modification of cf.[20, Lemma 6.2].
Let us now consider the singular PDE
m0(−∆p)
sw =
λ
|w|γ−1w
in Ω,
w = 0 in RN \ Ω. (2.5)
The existence of a weak solution to this PDE can be obtained as a SOLA solution by considering a
sequence of perturbed PDEs. One can easily show that the solution to the problem (2.5) is unique
and nonnegative. For instance one can choose, w− ∈ X0 as the test function in the weak formulation
of (2.5). Then by using the identity (a− b)(a− − b−) ≤ −(a− − b−)2 one can obtain
0 ≤
ˆ
Ω−
λ|w−|1−γdx ≤ −m0‖w
−‖p < 0,
which guarantees that |Ω−| = 0. Here, |Ω−| = 0 refers to the Lebesgue measure of Ω−. Hence the
solution to the problem (2.5) is nonnegative. We now have the following Lemma due to [14].
Lemma 2.2. Let Ω ⊂ RN be a bounded domain with Lipschitz boundary. Then for 0 < γ < 1 and
λ > 0 the problem (2.5) possesses a unique solution, uλ ∈ W
s,p
0 (Ω), such that for every K ⊂⊂ Ω,
ess.inf
K
uλ > 0.
We now consider the following cut-off problem
M
(ˆ
Q
|u(x)− u(y)|p
|x− y|N+ps
dxdy
)
(−∆)spu = λg(u) + f(u) in Ω,
u = 0 in RN \ Ω, (P ′)
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where, the functions g and f are defined as below. Let uλ be the solution to (2.5), then define
g(t) =
{
1
|t|γ−1t
, if |t| > uλ
1
|uλ|
γ−1uλ
, if |t| ≤ uλ
and
f(t) =
{
|t|p
∗
s−2t, if |t| > uλ
u
p∗s−2
λ uλ, if |t| ≤ uλ.
Let G(s) =
´ s
0
g(t)dt and F (s) =
´ s
0
f(t)dt. Therefore, the associated cut-off functional Iλ : X0 → R
corresponding to (P ′) is defined as
Iλ(u) =
1
p
M(‖u‖p)− λ
ˆ
Ω
G(u)dx−
ˆ
Ω
F (u)dx. (2.6)
Note that the functional Iλ is even. Moreover, one can proceed on similar lines as in cf. [20, Lemma
6.4] to conclude that Iλ is C
1. Since the functional Jλ is Gaˆteaux differentiable, then the set of
critical points of Iλ coincides with the same for Jλ. We aim to guarantee that the problem (P
′)
possesses infinitely many solutions.
A function u ∈ X0 is said to be a weak solution to the problem (P
′), if ϕu−γ ∈ L1(Ω) and
M(‖u‖p)
ˆ
Q
|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|N+ps
dxdy − λ
ˆ
Ω
g(u)ϕ−
ˆ
Ω
f(u)ϕ = 0 (2.7)
for each ϕ ∈ X0. Now for any u ∈ X0, we have
〈I
′
λ(u), ϕ〉 =
ˆ
Q
|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|N+sp
dxdy − λ
ˆ
Ω
g(u)ϕdx−
ˆ
Ω
f(u)ϕdx,
for every ϕ ∈ X0. Thus, the weak solutions of problem (P
′) are precisely the critical points of the
energy functional Iλ.
3. Sufficient energy range for the Palais-Smale Condition.
The aim of this section is to see whether the functional Iλ satisfies the Palais-Smale (PS)c condition
upto some finite energy level c or not. We also target to apply the symmetric mountain pass theorem
to the functional Iλ. Observe that due to the presence of the critical exponent, the functional Iλ is
not bounded from below. Moreover, due to the lack of a compact embedding of X0 in L
p∗s(Ω), one
can not verify the (PS) condition instantly. However, we will look for an energy range (−∞, c] such
that the (PS)c condition holds true. Before we venture out to hunt for the energy range (−∞, c],
we first state the (PS)c condition for Iλ.
Definition 3.1 ((PS)c condition for Iλ). Let c ∈ R and {un} ⊂ X0 is a sequence such that
Iλ(un) → c and I
′
λ(un) → 0 in X
∗
0 , where X
∗
0 refers to the dual of X0. Then {un} is said to be a
(PS)c sequence for Iλ if {un} possesses a convergent subsequence. Moreover, Iλ satisfies the (PS)c
condition if every (PS)c sequence for Iλ possesses a convergent subsequence.
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Lemma 3.2. Let the assumptions m1-m2 hold true. Then there exists α > 0, K > 0 such that the
functional Iλ satisfies (PS)c condition for every λ > 0 and
c < c∗ =
(
1
α
−
1
p∗s
)
(m0S)
N
ps −Kλ
p∗s
p∗s−1+γ .
for some K > 0. Here, S refers to the best Sobolev constant defined is (2.2).
Proof. Consider a sequence {un} ⊂ X0 such that
Iλ(un)→ c and 〈I
′
λ(un), v〉 → 0 (3.1)
and for every v ∈ X0. Now choose α such that 1−γ < pθ < α < p
∗
s. Then by the Sobolev inequality
together with m1-m2 we get
c+ o(‖un‖) = Iλ(un)−
1
α
〈I
′
λ(un), un〉
≥
1
p
M(‖un‖
p)−
1
α
M(‖un‖
p)‖un‖
p − λ
ˆ
Ω
(G(un)− g(un)un)−
ˆ
Ω
(F (un)− f(un)un)
≥
(
1
θp
−
1
α
)
M(‖un‖
p)‖un‖
p − λ
(
1
1− γ
−
1
α
)ˆ
Ω
|un|
1−γ −
(
1
p∗s
−
1
α
) ˆ
Ω
|un|
p∗s
≥
(
1
θp
−
1
α
)
M(‖un‖
p)‖un‖
p − λ
(
1
1− γ
−
1
α
)
S
− 1−γ
p∗s ‖un‖
1−γ +
(
1
α
−
1
p∗s
)
‖un‖
p∗s
≥
(
1
α
−
1
p∗s
)
‖un‖
p∗s − λ
(
1
1− γ
−
1
α
)
S
− 1−γ
p∗s ‖un‖
1−γ (3.2)
It is clear from the last inequality (3.2) that the sequence {un} is bounded in X0. Since the space
X0 is reflexive then there exists a subsequence of {un} (still denoted by {un}) and u ∈ X0 such that
un ⇀ u weakly in X0,
un → u strongly in L
r(Ω) for 1 ≤ r < p∗s,
un(x)→ u(x) a. e. in Ω.
Moreover, by the weak convergence we have
lim
n→+∞
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(v(x)− v(y))
|x− y|N+sp
dxdy
=
ˆ
Q
|u(x)− u(y)|p−2(u(x)− u(y))(v(x)− v(y))
|x− y|N+sp
dxdy
Again, on applying the Lemma 2.1, one can obtain
lim
n→+∞
ˆ
Ω
f(un)vdx =
ˆ
Ω
f(u)vdx
We now claim that
lim
n→+∞
ˆ
Ω
g(un)vdx =
ˆ
Ω
g(u)vdx (3.3)
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Proof of the claim: To prove the claim we first show that
lim
n→+∞
ˆ
Ω
vu−γn dx =
ˆ
Ω
vu−γdx.
Let us denote the set An = {x ∈ Ω : un(x) = 0}. Since φu
−γ
n ∈ L
1(Ω), we have that the Lebesgue
measure of An is zero, i.e. |An| = 0. Thus by the sub-additivity of the Lebesgue measure we have,
|
⋃
An| = 0. Let x ∈ Ω \D such that u(x) = 0. Here |D| < δ - obtained from the Egorov’s theorem
- where u is a uniform limit of (a subsequence of {un}, still denoted as {un}) un in Ω. Further,
define
Am,n = {x ∈ Ω \D : |un(x)| <
1
m
}.
Note that due to the uniform convergence, for a fixed n we have |Am,n| → 0 as m → ∞. Now
consider ⋃
m,n∈N
Am,n =
⋃
n≥1
⋂
m≥n
Am,n.
Observe that, for a fixed n,
|
⋂
m≥n
Am,n| = lim
m→∞
Am,n = 0.
The above argument is true for each fixed n and thus
|
⋃
m,n∈N
Am,n| = 0.
Therefore, |{x ∈ Ω \D : un(x)→ u(x) = 0}| = 0. Hence the claim.
Therefore, we obtain 〈I
′
λ(un), ϕ〉 → 0 for every ϕ ∈ X0. Hence on passing the limit as n→ +∞, we
get
〈I
′
λ(u), ϕ〉 = 0.
for every ϕ ∈ X0. Thus u is a weak solution to the problem (P
′). Now from the concentration-
compactness principle [22, 23] there exists a pair of Radon measures µ, ν such that
ˆ
RN
|un(x)− un(y)|
p
|x− y|N+sp
dy ⇀ µ and |un|
p∗s ⇀ ν
Moreover, there exists Υ, an at most countable set, {xi}i∈Υ ⊂ Ω, µxi, vxi ∈ (0,∞) such that
µ ≥
ˆ
RN
|u(x)− u(y)|p
|x− y|N+sp
dy +
∑
i∈Υ
µxiδxi ,
ν = |u|p
∗
s +
∑
i∈Υ
vxiδxi
µxi ≥ Sν
p/p∗s
xi
,
(3.4)
where δxi is the Dirac mass at xi ∈ R
N . Fix an i ∈ Υ and let ǫ > 0 be given. Now consider the
following smooth family of cut-off functions ϕi,ǫ such that 0 ≤ ϕi,ǫ ≤ 1, ϕi,ǫ = 1 for |x − xi| ≤
8
ǫ, ϕi,ǫ = 0 for |x − xi| ≥ 2ǫ and |∇ϕi,ǫ| ≤
2
ǫ
. Clearly, the sequence {unϕi,ǫ} is bounded in X0.
Therefore, by taking ϕ = unϕi,ǫ as the test function in 〈I
′
λ(un), ϕ〉 → 0, we get
M(‖un‖
p)
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(un(x)ϕi,ǫ(x)− un(y)ϕi,ǫ(y))
|x− y|N+sp
dxdy
= λ
ˆ
Ω
g(un)unϕi,ǫdx+
ˆ
Ω
f(un)unϕi,ǫdx+ on(1) (3.5)
We will now estimate every term in (3.5). Observe that
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(un(x)ϕi,ǫ(x)− un(y)ϕi,ǫ(y))
|x− y|N+sp
dxdy
=
ˆ
Q
|un(x)− un(y)|
pϕi,ǫ(x)
|x− y|N+sp
dxdy +
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(ϕi,ǫ(x)− ϕi,ǫ(y))un(y)
|x− y|N+sp
dxdy
(3.6)
On applying (3.4), the first term in (3.6) gives that
lim
n→+∞
ˆ
Q
|un(x)− un(y)|
pϕi,ǫ(x)
|x− y|N+sp
dxdy =
ˆ
Ω
ϕi,ǫdµ ≥
ˆ
Q
|u(x)− u(y)|pϕi,ǫ(x)
|x− y|N+sp
dxdy + µxi
Now on taking limit ǫ→ 0, we get
lim
ǫ→0
[ lim
n→+∞
ˆ
Q
|un(x)− un(y)|
pϕi,ǫ(x)
|x− y|N+sp
dxdy] ≥ µxi (3.7)
Again, from the Ho¨lder inequality, we have∣∣∣∣
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(ϕi,ǫ(x)− ϕi,ǫ(y))un(y)
|x− y|N+sp
dxdy
∣∣∣∣
≤
(ˆ
Q
|un(x)− un(y)|
p
|x− y|N+sp
dxdy
)p−1
p
(ˆ
Q
|ϕi,ǫ(x)− ϕi,ǫ(y)|
p|un(y)|
p
|x− y|N+sp
dxdy
) 1
p
≤ C
(ˆ
Q
|ϕi,ǫ(x)− ϕi,ǫ(y)|
p|un(y)|
p
|x− y|N+sp
dxdy
) 1
p
(3.8)
Now from Lemma 2.3 [41], we have
lim
ǫ→0
lim
n→+∞
ˆ
Q
|ϕi,ǫ(x)− ϕi,ǫ(y)|
p|un(y)|
p
|x− y|N+sp
dxdy = 0
Hence, we can conclude that
lim
ǫ→0
lim
n→+∞
ˆ
Q
|un(x)− un(y)|
p−2(un(x)− un(y))(ϕi,ǫ(x)− ϕi,ǫ(y))un(y)
|x− y|N+sp
dxdy = 0 (3.9)
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Further from (3.4), we have
lim
ǫ→0
lim
n→+∞
ˆ
Ω
|un|
p∗sϕi,ǫdx = lim
ǫ→0
[
ˆ
Ω
|u|p
∗
sϕi,ǫdx+ νxi] = νxi.
This implies
lim
ǫ→0
lim
n→+∞
ˆ
Ω
f(un)unϕi,ǫdx = lim
ǫ→0
[
ˆ
Ω
f(un)unϕi,ǫ + νxi] = νxi . (3.10)
Now on using m1-m2 and un → u in L
r(Ω) for 1 ≤ r < p∗s we obtain
lim
ǫ→0
lim
n→+∞
ˆ
Ω
|un|
1−γϕi,ǫdx = 0.
From this one can obtain
lim
ǫ→0
lim
n→+∞
ˆ
Ω
g(un)ϕi,ǫdx = 0. (3.11)
Again on using the boundedness of {un}, one can say that upto a subsequence,‖un‖ → t0 for some
t0. Therefore, by using the continuity of the function M, we conclude that M(‖un|
p) → M(tp0).
Hence, from the equations (3.5)-(3.11), we obtain
0 ≥M(tp0)µxi − νxi. (3.12)
Moreover, we have, µxi ≥ Sν
p/p∗s
xi from (3.4) and M(t
p
0) ≥ m0. Thus we deduce that either one of
the following must hold.
νxi = 0 or ν
ps/N
xi
≥ m0S. (3.13)
If νxi = 0 then we are done. Let us assume
νps/Nxi ≥ m0S. (3.14)
for some i. Then we have
c + o(1) = Iλ(un)−
1
α
I
′
λ(un)un
≥ m0
(
1
θp
−
1
α
)
‖un‖
p − λ
(
1
1− γ
−
1
α
) ˆ
Ω
|un|
1−γ +
(
1
α
−
1
p∗s
) ˆ
Ω
|un|
p∗s
≥
(
1
α
−
1
p∗s
)[ˆ
Ω
|u|p
∗
sdx+
∑
i∈Υ
νxiδi
]
− λ
(
1
1− γ
−
1
α
) ˆ
Ω
|un|
1−γ
≥
(
1
α
−
1
p∗s
)
|u|
p∗s
p∗s
− λ
(
1
1− γ
−
1
α
)
|un|
1−γ
p∗s
+
(
1
α
−
1
p∗s
)∑
i∈Υ
νxiδi (3.15)
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Now consider the function f : x 7→ axp
∗
s − λbx1−γ , where a =
(
1
α
− 1
p∗s
)
and b =
(
1
1−γ
− 1
α
)
.
The function f attains its absolute minimum for all x > 0 at x0 =
(
bλ(1−γ)
ap∗s
) 1
p∗s−1+γ > 0 and
f(x) ≥ −Kλp
∗
s/(p
∗
s−1+γ) where
K = b
p∗s
p∗s−1+γ a
γ−1
p∗s−1+γ

(1− γ
p∗s
) 1−γ
p∗s−1+γ
−
(
1− γ
p∗s
) p∗s
p∗s−1+γ

 > 0.
Hence, on passing the limit as n→ +∞ in (3.15), we have
c ≥
(
1
α
−
1
p∗s
)∑
i∈Υ
νxiδxi −Kλ
p∗s/(p
∗
s−1+γ)
Now from (3.14) we get
c ≥
(
1
α
−
1
p∗s
)
(m0S)
N/ps −Kλp
∗
s/(p
∗
s−1+γ)
This is a contradiction to our assumption.
c < c∗ =
(
1
α
−
1
p∗s
)
(m0S)
N/ps −Kλp
∗
s/(p
∗
s−1+γ).
Hence, the set Υ is empty, i.e. there does not exists any xi in the decomposition of {un} and we
have ˆ
Ω
|un|
p∗sdx→
ˆ
Ω
|u|p
∗
sdx.
From (3.1) with ϕ = un, we deduce that
lim
n→+∞
M(‖un‖
p)‖un‖
p = λ
ˆ
Ω
g(u)udx+
ˆ
Ω
f(u)udx (3.16)
and
M(tp0)‖u‖
p = λ
ˆ
Ω
g(u)udx+
ˆ
Ω
f(u)udx (3.17)
Thus from (3.16) and (3.17), we get
lim
n→+∞
M(‖un‖
p)‖un‖
p = M(tp0)‖u‖
p.
Hence, we can conclude that ‖un‖
p → ‖u‖p and that un → u strongly in X0. This completes the
proof.
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4. Auxiliary Results and Proof of Main Theorem.
In this section, we will establish the existence of infinitely many solutions to the problem (P ′). Prior
to that let us define some useful tools to be used to guarantee the existence of solutions.
Definition 4.1 (Genus[35]). Let X be a Banach space and A ⊂ X . A set A is said to be
symmetric if u ∈ A implies (−u) ∈ A. Let A be a close, symmetric subset of X such that 0 /∈ A.
We define a genus γ(A) of A by the smallest integer k such that there exists an odd continuous
mapping from A to Rk \ {0}. We define γ(A) =∞, if no such k exists.
The next Prostitution is due to [35] pertaining to some properties of genus. Let Γ denotes the
family of all closed subsets of X \ {0} which are symmetric with respect to the origin.
Lemma 4.2. Let A,B ∈ Γ. Then
1. A ⊂ B ⇒ γ(A) ≤ γ(B).
2. Suppose A and B are homeomorphic via an odd map, then γ(A) = γ(B).
3. γ(SN−1) = N , where SN−1 is the sphere in RN .
4. γ(A ∪ B) ≤ γ(A) + γ(B).
5. γ(A) <∞⇒ γ(A \B) ≥ γ(A)− γ(B).
6. For every compact subset A of X, γ(A) <∞ and there exists δ > 0 such that γ(A) = γ(Nδ(A))
where Nδ(A) = {x ∈ X : d(x,A) ≤ δ}.
7. Suppose Y ⊂ X is a subspace of X such that codim(Y ) = k and γ(A) > k, then A ∩X0 6= ∅.
We will use the following version of the symmetric Mountain Pass Theorem due to Kajikiya [40].
Theorem 4.3. Let X be an infinite dimensional Banach space and I ∈ C1(X,R) satisfies the
following
(i) I is even, bounded below, I(0) = 0 and I satisfies the (PS)c condition.
(ii) For each n ∈ N, there exists an An ∈ Γn such that sup
u∈An
I(u) < 0.
Then either (1) or (2) below holds.
(1) There exists a sequence {un} such that I
′(un) = 0, I(un) < 0 and un −→ 0 in in X.
(2) There exist two sequences {un} and {vn} such that I
′(un) = 0, I(un) = 0, un 6= 0, lim
n→∞
un = 0;
I ′(vn) = 0, I(vn) < 0, lim
n→∞
un = 0 and {vn} converges to a non-zero limit.
Remark 4.4. It is important here to mention that in either of the cases from Theorem 4.3, we
obtain a sequence {un} of critical points such that I
′(un) = 0, I(un) = 0, un 6= 0, lim
n→∞
un = 0.
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Observe that lim
t→+∞
Iλ(tu) = −∞. Therefore the functional Iλ is not bounded from below. Hence, we
will use a technique from [29] to overcome this difficulty. Let u ∈ X0. Since 1−γ < 1 < p < pθ < p
∗
s,
therefore on using the Sobolev inequality and Ho¨lder inequality we deduce that
Iλ(u) =
1
p
M(‖u‖p)− λ
ˆ
Ω
G(u)dx−
ˆ
Ω
F (u)dx
≥
m0
pθ
‖u‖p − λ
S(γ−1)/p
1− γ
‖u‖1−γ −
S−p
∗
s/p
p∗s
‖u‖p
∗
s (4.1)
Let us look at the following polynomial
h(x) =
m0
pθ
xp − λ
S(γ−1)/p
1− γ
x1−γ −
S−p
∗
s/p
p∗s
xp
∗
s (4.2)
Now, we may choose Λ > 0, very small such that for all λ ∈ (0,Λ) the function h has exactly two
real roots r0, r1, say. More precisely, h(t) > 0 for r0 < t < r1, h(t) < 0 for t < r0 and t > r1 with
h(r0) = 0 and h(r1) = 0. Moreover, h attains is non-negative maximum at some point r ∈ (r0, r1).
Let us now truncate the functional Iλ as follows.
Iλ(u) =
1
p
M(‖u‖p)− λ
ˆ
Ω
G(u)dx−
ˆ
Ω
F (u)τ(‖u‖)dx (4.3)
where τ : R+ → [0, 1] is a non-decreasing, C∞(R+) function such that
τ(x) = 1 if x ≤ r0
τ(x) = 0 if x ≥ r1
(4.4)
Now define
h(x) =
m0
pθ
xp − λ
S(γ−1)/p
1− γ
x1−γ −
S−p
∗
s/p
p∗s
xp
∗
sτ(x) (4.5)
From (4.1), it is clear that
Iλ(u) ≥ h(‖u‖) (4.6)
One can easily conclude that h(x) ≥ h(x) whenever x ≥ 0, h(x) = h(x) for 0 ≤ x ≤ r0, h(x) ≥ 0,
for r0 < x ≤ r1 and if x > r1, then h(x) > 0 since the function h(x) = x
1−γ((m0/pθ)x
p−1+γ −
λ(S(γ−1)/p/(1− γ)) is strictly increasing. Therefore, h(x) ≥ 0 for all x ≥ r0.
We now prove the following auxiliary Lemma for the truncated functional Iλ to apply the symmetric
mountain pass theorem.
Lemma 4.5. There exists λ0 > 0 such that for all λ ∈ (0, λ0), we have
(i) Iλ ∈ C
1(X0,R) is even, Iλ(0) = 0.
(ii) Iλ is coercive and bounded from below.
(iii) ‖u‖ < r0 whenever Iλ(u) < 0. In addition, Iλ(v) = Iλ(v) for all v ∈ Nδ(u).
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(iv) For every c < 0, the functional Iλ satisfies a local (PS)c-condition.
Proof. (i) Clearly, Iλ(0) = 0. By definition of τ , there exists a small neighbourhood of 0 ∈ X0
such that Iλ is even and Iλ ∈ C
1(X0,R).
(ii) Again from the definition of τ , we get Iλ(u) → +∞ as ‖u‖ → +∞. This implies that Iλ is
coercive and bounded from below.
(iii) Suppose that Iλ(u) < 0 and the conclusion fails to hold, i.e. ‖u‖ ≥ r0. Then from (4.6) and
the succeeding calculations, we can conclude that Iλ(u) ≥ h(u) ≥ 0. This gives a contradiction
to our assumption. Therefore, ‖u‖ < r0. In addition, by using the fact that h(x) = h(x) for
0 ≤ x ≤ r0, one may guarantee that there exists a δ > 0, small enough such that Iλ(v) = Iλ(v)
for all v ∈ Nδ(u).
(iv) Let c < 0 and {un} ⊂ X0 be a (PS)c sequence for the functional Iλ. Then we have Iλ(un) < 0,
I
′
λ(un) → 0. From the conclusion in (ii), using the coerciveness of Iλ we get the sequence
{un} bounded in X0. Thus from (iii) we get ‖un‖ < r0 and hence Iλ(un) = Iλ(un) and
I
′
λ(un) = I
′
λ(un). Finally from Lemma 3.2, we can obtain that there exists λ0 > 0 such that
for all 0 < λ < λ0, the functional Iλ satisfies (PS)c-condition.
We now prove the following technical property of Iλ which guarantees the existence of of a subset
of X0 of genus at least n for every n ∈ N.
Lemma 4.6. For every λ > 0 and k ∈ N there exists ǫ = ǫ(λ, k) < 0 such that
γ({u ∈ X0 : Iλ(u) ≤ ǫ}) ≥ k.
Proof. Let k ∈ N and λ > 0 be given. Let Y k be a k-dimensional subspace of X0. Now for each
u ∈ Y k such that 0 < ‖u‖ ≤ r0 we have
Iλ(u) ≤
1
p
M(‖u‖p)−
1
p∗s
ˆ
Ω
|u|p
∗
sdx−
λ
1− γ
ˆ
Ω
|u|1−γdx
≤
M
p
‖u‖p −
λ
1− γ
ˆ
Ω
|u|1−γdx. (4.7)
where M = max
0≤t≤r0
M(t) < ∞. Since 0 < 1 − γ < 1, we loose the advantages of having concave-
convex nonlinearity. More precisely, we can not use an immediate equivalence of norms over finite
dimensional space to conclude Iλ(u) < 0. We instead use the following bypass route to overcome
this difficulty. Note that, using the fact that dim(Y k) = k, we can say there exist c > 0 such that
c−1‖u‖∞ ≤ ‖u‖ ≤ c‖u‖∞.
Therefore, whenever ‖u‖ ≤ r0, we get ‖u‖∞ ≤ cr0. We now choose r0 ≤ 1 small enough such that
‖u‖ ≤ r0 < 1 and ‖u‖∞ ≤ cr0 < 1. Obviously, |u| ≤ ‖u‖∞. Thus we can easily obtainˆ
Ω
|u|1−γdx ≥
ˆ
Ω
|u|dx ≥ C‖u‖ (4.8)
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where we have used the fact that any two norms over a finite dimensional normed linear space are
topologically equivalent. Therefore, on using (4.7) and (4.8), we get
Iλ(u) ≤
1
p
M(‖u‖p)−
λ
1− γ
ˆ
Ω
|u|1−γdx
≤
M
p
‖u‖p −
Cλ
1− γ
‖u‖. (4.9)
Now choose, ρ > 0 and R > 0 such that
0 < ρ < R < min
{
r0,
[
Cpλ
M(1 − γ)
] 1
p−1
}
and consider the subset of Y k, defined as Ak = {u ∈ Y
k : ‖u‖ = ρ}. Thus for any u ∈ Ak, we obtain
Iλ(u) ≤ ρ
(
M
p
ρp−1 −
Cλ
1− γ
)
≤ R
(
M
p
Rp−1 −
Cλ
1− γ
)
< 0. (4.10)
This implies that for every u ∈ Ak there exists ǫ < 0 such that
Iλ(u) ≤ ǫ < 0.
Therefore, Ak ⊂ {u ∈ X0 : Iλ(u) ≤ ǫ}. Finally by Lemma 4.2, one can conclude that
γ({u ∈ X0 : Iλ(u) ≤ ǫ}) ≥ γ(Ak ∩ Y
k) ≥ k.
This completes the proof.
We now define the following notations. For each n ∈ N, let us define the following
Γn = {An ⊂ X : An is closed, symmetric and 0 /∈ An such that the genus γ(An) ≥ n},
Kc = {u ∈ X0 : I
′
λ(u) = 0, Iλ(u) = c} and cn = inf
A∈Γn
sup
u∈A
Iλ(u).
Lemma 4.7. For λ ∈ (0, λ0) and each n ∈ N, the energy cn is a critical value of Iλ. Moreover,
cn < 0 and lim
n→∞
cn = 0.
Proof. Let λ ∈ (0, λ0) as in Lemma 4.5. By using Lemma 4.5(ii) and Lemma 4.6, we conclude that
−∞ < cn < 0. (4.11)
Again, for all n ∈ N, cn ≤ cn+1, since Γn+1 ⊂ Γn. Therefore from (4.11), we get limn→+∞ cn =
c ≤ 0. Proceeding similar to [35, Proposition 9.33], we will show that c = 0. We will prove it by
contradiction. Observe that for c < 0, the functional Iλ satisfies (PS)c-condition. Therefore the
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set Kc is compact. Then from the Lemma 4.2, there exists a δ > 0 such that γ(Nδ(Kc)) = γ(Kc) =
m < ∞. Again, since c < 0, then by using the Deformation Lemma [42], there exists ǫ > 0 with
ǫ+ c < 0 and an odd homeomorphism η : X0 → X0 such that
η(Ac+ǫ \Nδ(Kc)) ⊂ A
c−ǫ, (4.12)
where Ac = {u ∈ X0 : Iλ(u) ≤ c}. Now, the sequence {cn} is monotonically increasing and
limn→+∞ cn = c. Thus there exists n ∈ N such that cn > c − ǫ and cn+m < c. We now choose,
A ⊂ Γn+m such that supu∈A Iλ(u) < c + ǫ. In other words, A ⊂ A
c+ǫ. Then from Lemma 4.2, we
have
γ(A \Nδ(Kc)) ≥ γ(A)− γ(Nδ(Kc)) ≥ n and γ(η(A \Nδ(Kc))) ≥ n.
This implies that η(A \Nδ(Kc)) ∈ Γn. Hence, we obtain
sup
u∈η(A\Nδ(Kc))
Iλ(u) ≥ cn > c− ǫ.
This gives a contradiction and hence we conclude cn → 0. Finally from [35], it is easy to prove that
for each n ∈ N, the energy cn is a critical value of Iλ This completes the proof.
Proof of Theorem 1.1: Observe that from Lemma 4.5, we have Iλ(u) = Iλ(u) whenever Iλ(u) < 0.
We now have all the ingredients required for the symmetric mountain pass theorem. Therefore, from
Lemma 4.2, Lemma 4.5, Lemma 4.6 and Lemma 4.7 one can easily verify that all the hypotheses of
Theorem 4.3 are satisfied. Therefore, we conclude that there exists infinitely many critical points
of the functional Iλ and hence infinitely many solutions to the problem (P).
We will conclude our main Theorem by showing the non-negativity of weak solutions as follows.
Let us consider the decomposition of Ω as Ω = Ω+ ∪ Ω−, where Ω+ = {x ∈ X0 : u(x) ≥ 0}
and Ω− = {x ∈ X0 : u(x) < 0} and define u = u
+ − u−, where u+(x) = max{u(x), 0} and
u−(x) = max{−u(x), 0}. Let us suppose, un < 0 a.e. in Ω. Now put, φ = u
− in (2.3) as the test
function and then by using the standard inequality (a− b)(a− − b−) ≤ −(a− − b−)2, we obtain
ˆ
Ω
(
λ
u−
|u|γ−1u
+ |u|p
∗
s−2uu−
)
dx = M(‖u‖p)
ˆ
Q
|u(x)− u(y)|p−2(u(x)− u(y))(u−(x)− u−(y))
|x− y|N+ps
dxdy
⇒ λ
ˆ
Ω
sign(u)u−
|u|γ
dx ≤ −M(‖u‖p)
ˆ
Q
|u(x)− u(y)|p−2(u−(x)− u−(y))2
|x− y|N+ps
dxdy
⇒ λ
ˆ
Ω−
|u−|1−γdx ≤ −M(‖u‖p)‖u−‖p < 0.
Therefore, we can conclude that |Ω−| = 0. This contradicts the assumption un < 0 a.e. in Ω and
hence we guarantee the the solutions to the problem (P) are non-negative. Hence the proof.
5. Regularity of solutions
This section is fully devoted to obtain some regularity of solutions to (P). We begin with the
following comparison principle. We borrowed the idea from [43].
Lemma 5.1 (Weak Comparison Principle). Let u, v ∈ X0. Suppose, M(‖v‖
p)(∆p)
sv − λ
|v|γ−1v
≥
M(‖u‖p)(∆p)
su− λ
|u|γ−1u
weakly with v = u = 0 in RN \ Ω. Then v ≥ u in RN .
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Proof. Since, M(‖v‖p)(∆p)
sv− λ
|v|γ−1v
≥M(‖u‖p)(∆p)
su− λ
|u|γ−1u
weakly with v = u = 0 in RN \Ω,
we have
〈M(‖v‖p)(∆p)
sv, φ〉 −
ˆ
Ω
λ
|v|γ−1v
dx ≥ 〈M(‖u‖p)(∆p)
su, φ〉 −
ˆ
Ω
λ
|u|γ−1u
dx ∀φ ≥ 0 ∈ X0. (5.1)
In particular choose φ = (u− v)+. To this choice, the inequality in (5.1) looks as follows.
〈M(‖v‖p)(∆p)
sv −M(‖u‖p)(∆p)
su, (u− v)+〉 −
ˆ
Ω
λ(u− v)+
(
1
|v|γ−1v
−
1
|u|γ−1u
)
dx ≥ 0. (5.2)
Since M(t) =
´ t
0
M(t)dt and therefore M′(t) = M(t). By the Cauchy-Schwartz inequality we have
|(u(x)− u(y))(v(x)− v(y))| ≤ |u(x)− u(y)||v(x)− v(y)|
≤
|u(x)− u(y)|2 + |v(x)− v(y)|2
2
. (5.3)
Consider I1 = 〈M
′(u), u〉− 〈M′(u), v〉− 〈M′(v), u〉+ 〈M′(v), v〉 and let |u(x)−u(y)| ≥ |v(x)− v(y)|.
Therefore using (5.3) we get
I1 = pM(‖u‖
p)
(ˆ
Q
|u(x)− u(y)|p−2{|u(x)− u(y)|2 − (u(x)− u(y))(v(x)− v(y))}dxdy
)
+pM(‖v‖p)
(ˆ
q
|v(x)− v(y)|p−2{|v(x)− v(y)|2 − (u(x)− u(y))(v(x)− v(y))}dxdy
)
≥
p
2
M(‖u‖p)
(ˆ
Q
|u(x)− u(y)|p−2{|u(x)− u(y)|2 − |v(x)− v(y)|2}dxdy
)
+
p
2
M(‖v‖p)
(ˆ
Q
|v(x)− v(y)|p−2{|v(x)− v(y)|2 − |u(x)− u(y)|2}dxdy
)
≥ pM(‖u‖p)
(ˆ
Q
(|u(x)− u(y)|p−2 − |v(x)− v(y)|p−2)(|u(x)− u(y)|2 − |v(x)− v(y)|2)dxdy
)
.
≥ pm0
(ˆ
Q
(|u(x)− u(y)|p−2 − |v(x)− v(y)|p−2)(|u(x)− u(y)|2 − |v(x)− v(y)|2)dxdy
)
. (5.4)
On the other hand, when |u(x)− u(y)| ≤ |v(x)− v(y)|, we interchange the roles of u, v to get
I1 ≥ pm0
(ˆ
Q
(|u(x)− u(y)|p−2 − |v(x)− v(y)|p−2)(|u(x)− u(y)|2 − |v(x)− v(y)|2)dxdy
)
.(5.5)
Thus, we deduce that
〈M′(u)−M′(v), u− v〉 = I1 ≥ 0. (5.6)
Thus M′ is a monotone operator. This monotonicity is sufficient for our work. Finally, coming back
to inequality (5.2), we get
0 ≥ −〈M(‖u‖p)(∆p)
su−M(‖v‖p)(∆p)
sv, (u− v)+〉
= 〈M(‖v‖p)(∆p)
sv −M(‖u‖p)(∆p)
su, (u− v)+〉 ≥ 0. (5.7)
Therefore, |{x : u(x) > v(x)}| = 0. Hence v ≥ u a.e. in Ω and hence v ≥ u a.e. in RN .
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We now recall three essential results due to [44] to obtain an L∞(Ω¯) bound. Consider the monotone
increasing function Jp(t) := |t|
p−2t for every 1 < p <∞.
Lemma 5.2. For every β > 0 and 1 ≤ p <∞ we have
(
1
β
) 1
p
(
p + β − 1
p
)
≥ 1.
Lemma 5.3. Assume 1 < p <∞ and f : R→ R to be a C1 convex function. Then for any τ ≥ 0
Jp(a− b)
[
AJp,τ(f
′(a))−BJp,τ (f
′(b))
]
≥ (τ(a− b)2+(f(a)− f(b))2)
p−2
2 (f(a)− f(b))(A−B), (5.8)
for every a, b ∈ R and every A,B ≥ 0, where Jp,τ(t) = (τ + |t|
2)
p−2
2 t, t ∈ R. Moreover, for τ = 0,
we get
Jp(a− b)
[
AJp(f
′(a))−BJp(f
′(b))
]
≥ (f(a)− f(b))p−2(f(a)− f(b))(A−B), (5.9)
for every a, b ∈ R and every A,B ≥ 0
Lemma 5.4. Assume 1 < p <∞ and h : R→ R to be an increasing function. Define
G(t) =
ˆ t
0
h′(τ)
1
p dτ, t ∈ R,
then we have
Jp(a− b)(h(a)− h(b)) ≥ |h(a)− h(b)|
p. (5.10)
We now prove the uniform boundedness of solutions to the problem (P). The proof is based on the
Moser iteration technique.
Lemma 5.5. Let u ∈ X0 be a positive weak solution to the problem in (P), then u ∈ L
∞(Ω¯).
Proof. We will prove this Lemma by obtaining a more general result for any r ∈ (p− 1, p∗s] in place
of the critical exponent, p∗s. The arguments of the proof is taken from the celebrated article of [44]
with appropriate modifications. We will proceed with the smooth, convex and Lipschitz function
gǫ(t) = (ǫ
2+t2)
1
2 for every ǫ > 0.Moreover, gǫ(t)→ |t| as t→ 0 and |g
′
ǫ(t)| ≤ 1. Let 0 < ψ ∈ C
∞
c (Ω).
Choose ϕ = ψ|g′ǫ(u)|
p−2g′ǫ(u) as the test function in (2.3) with exponent r ∈ (p− 1, p
∗
s] in place of
p∗s. Now the following estimate follows immediately by putting a = u(x), b = u(y), A = ψ(x) and
B = ψ(y) in Lemma 5.3. For all ψ ∈ C∞c (Ω) ∩ R
+, we obtain
M(‖u‖p)
ˆ
Q
|gǫ(u(x))− gǫ(u(y))|
p−2(gǫ(u(x))− gǫ(u(y)))(ψ(x)− ψ(y))
|x− y|N+sp
dxdy
≤
ˆ
Ω
(∣∣∣∣ λ|u|γ−1u + |u|r−2u
∣∣∣∣
)
|gǫ(u)|
p−1ψdx (5.11)
Now on passing to the limit ǫ→ 0 together with Fatou’s Lemma, we obtain
M(‖u‖p)
ˆ
Q
||u(x)| − |u(y)||p−2(|u(x)| − |u(y)|)(ψ(x)− ψ(y))
|x− y|N+sp
dxdy ≤
ˆ
Ω
(∣∣∣∣ λ|u|γ−1u + |u|r−2u
∣∣∣∣
)
ψdx
(5.12)
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Note that (5.12) is true for every ψ ∈ X0. Define uk = min{(u− 1)
+, k} ∈ X0 for each k > 0. Let
β > 0 and δ > 0 be given. Putting ψ = (uk + δ)
β − δβ (5.12) we get
M(‖u‖p)
ˆ
Q
||u(x)| − |u(y)||p−2(|u(x)| − |u(y)|)((uk(x) + δ)
β − (uk(y) + δ)
β)
|x− y|N+sp
dxdy
≤
ˆ
Ω
∣∣∣∣ λ|u|γ−1u + |u|r−2u
∣∣∣∣ ((uk + δ)β − δβ)dx
On setting h(u) = (uk + δ)
β in Lemma 5.4, we obtain
M(‖u‖p)
ˆ
Q
|((uk(x) + δ)
β+p−1
p − (uk(y) + δ)
β+p−1
p )|p
|x− y|N+sp
dxdy
≤M(‖u‖p)
ˆ
Q
(
(β + p− 1)p
βpp
)
||u(x)| − |u(y)||p−2(|u(x)| − |u(y)|)((uk(x) + δ)
β − (uk(y) + δ)
β)
|x− y|N+sp
dxdy
≤
(
(β + p− 1)p
βpp
)
M(‖u‖p)
ˆ
Q
||u(x)| − |u(y)||p−2(|u(x)| − |u(y)|)((uk(x) + δ)
β − (uk(y) + δ)
β)
|x− y|N+sp
dxdy
≤
(
(β + p− 1)p
βpp
) ˆ
Ω
(∣∣∣∣ λ|u|γ−1u
∣∣∣∣ + ||u|r−2u|
)(
(uk + δ)
β − δβ
)
dx
=
(
(β + p− 1)p
βpp
)[ˆ
{u≥1}
λ|u|−γ
(
(uk + δ)
β − δβ
)
+
ˆ
{u≥1}
|u|r−1
(
(uk + δ)
β − δβ
)
dx
]
≤ C
(
(β + p− 1)p
βpp
)[ˆ
{u≥1}
(
1 + |u|r−1
) (
(uk + δ)
β − δβ
)
dx
]
≤ 2C
(
(β + p− 1)p
βpp
)[ˆ
Ω
|u|r−1
(
(uk + δ)
β − δβ
)
dx
]
≤ C ′
(
(β + p− 1)p
βpp
)
‖u‖r−1p∗s ‖(uk + δ)
β‖q, (5.13)
where q = p
∗
s
p∗s−r+1
and C = max{1, |λ|}. From the Sobolev inequality [6] we get
M(‖u‖p)
ˆ
Q
|((uk(x) + δ)
β+p−1
p − (uk(y) + δ)
β+p−1
p )|p
|x− y|N+sp
dxdy ≥ Cm0
∥∥∥(uk + δ)β+p−1p − δ β+p−1p ∥∥∥p
p∗s
(5.14)
where C > 0. Again from triangle inequality and (uk + δ)
β+p−1 ≥ δp−1(uk + δ)
β we have
[ˆ
Ω
(
(uk + δ)
β+p−1
p − δ
β+p−1
p
)p∗s
dx
] p
p∗s ≥
(
δ
2
)p−1 [ˆ
Ω
(uk + δ)
p∗sβ
p
] p
p∗s − δβ+p−1|Ω|
p
p∗s . (5.15)
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Therefore, by using (5.15) in (5.14) and then from (5.13), we obtain
∥∥∥(uk + δ)βp∥∥∥p
p∗s
≤
C ′
m0

C
(
2
δ
)p−1((β + p− 1)p
βpp
)
‖u‖r−1p∗s ‖(uk + δ)
β‖q + δ
β|Ω|
p
p∗s

 . (5.16)
Therefore, on using (5.16), Lemma 5.2 and (5.13), we can deduce that
∥∥∥(uk + δ)βp∥∥∥p
p∗s
≤
C ′
m0

 1β
(
β + p− 1
p
)p ∥∥(uk + δ)β∥∥q

C‖u‖
r−1
p∗s
δp−1
+ |Ω|
p
p∗s
−
1
q



 . (5.17)
Now choose, δ > 0 such that δp−1 = C‖u‖r−1p∗s
(
|Ω|
p
p∗s
− 1
q
)−1
and β ≥ 1 with
(
β+p−1
p
)p
≤ βp. Further,
by setting η =
p∗s
pq
> 1 and τ = qβ we can rewrite the inequality (5.17) as
‖(uk + δ)‖ητ ≤
(
C|Ω|
p
p∗s
− 1
q
) q
τ
(
τ
q
) q
τ
‖(uk + δ)‖τ . (5.18)
Set τ0 = q and τm+1 = ητm = η
m+1q. Then after performing m iterations, the inequality (5.18)
reduces to
‖(uk + δ)‖τm+1 ≤
(
C|Ω|
p
p∗s
− 1
q
)( m∑
i=0
q
τi
)(
m∏
i=0
(
τi
q
) q
τi
)p−1
‖(uk + δ)‖q
=
(
C|Ω|
p
p∗s
− 1
q
) η
η−1
(
η
η
(η−1)2
)p−1
‖(uk + δ)‖q (5.19)
Therefore, on passing the limit as m→∞, we get
‖uk‖∞ ≤
(
C|Ω|
p
p∗s
− 1
q
) η
η−1
(
C ′η
η
(η−1)2
)p−1
‖(uk + δ)‖q . (5.20)
Furthermore, by applying the triangle inequality together with the fact uk ≤ (u− 1)
+ in (5.20) and
then letting k →∞, we obtain
∥∥(u− 1)+∥∥
∞
≤ ‖uk‖∞ ≤ C
(
η
η
(η−1)2
)p−1 (
|Ω|
p
p∗s
− 1
q
) η
η−1
(∥∥(u− 1)+∥∥
q
+ δ|Ω|
1
q
)
(5.21)
Hence, we have u ∈ L∞(Ω¯). In particular, by choosing r = p∗s, we conclude the that if u ∈ X0 is a
solution to (P), then u ∈ L∞(Ω¯).
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