Compilations of domain-domain interactions based on solved structures suggest there are distinct domain pairs that are used repeatedly in different protein contexts to mediate proteinprotein interactions. However, not all protein pairs with the corresponding domains that can potentially mediate interaction do interact, even when they are colocalized and coexpressed. It is conceivable that there are structural and sequence features, below the domain level, that play a role in determining the potential of domains to mediate protein-protein interactions. Here, we discover such features by comparing domains that, on the one hand, mediate homodimerization of proteins and, on the other, occur in different proteins that are documented as monomers. Intriguingly, this comparison uncovered surface loops that can be considered as determinants of the interactions. There are enabling loops, which mediate the domain interactions, and disabling loops that prevent the interactions. The presence of the enabling/disabling loops is consistent with the fulfillment/prevention of the interaction and is highly preserved in evolution. This suggests that, along with the preservation of structural elements that enable interaction, evolution maintains elements intended to prevent unwanted interactions. The enabling and disabling loops discovered in this study have implications in prediction of protein-protein interactions, by pointing to the protein regions that determine the interaction. Our results extend the hierarchy of attributes that collectively establish the modularity of domain-mediated protein-protein interactions.
T
he function of most proteins depends on their interaction with other proteins. Various lines of evidence support the notion that many protein-protein interactions (PPIs) are mediated by protein domains. Previous studies showed statistically significant overrepresentation of certain domain pairs in large datasets of experimentally determined PPIs (1) (2) (3) (4) . Subsequently, lists of thousands of structurally based domain pairs that are used repeatedly for mediating the interactions in various protein contexts were published (5, 6) . These domain pairs were recently shown to be evolutionarily conserved in PPIs across species and thus can be considered as the building blocks of the organisms' PPI networks (7, 8) .
Obviously, not all protein pairs that contain domains with an interaction potential do interact, even when they are coexpressed and colocalized. This implies there are additional features that determine when an interaction will be fulfilled via these domains. It suggests also that PPI modularity is achieved by a hierarchy of features. Domain pairs are at the top of this hierarchy, and they are followed by more delicate intradomain features. Indeed, several groups have characterized intradomain features associated with domain-domain interactions. For example, Littler and Hubbard (9) studied domain interactions within proteins and characterized the interfaces used for interaction by examining domain orientation and sequence conservation. Another study typified the interaction interfaces (10) , whereas others determined clusters of spatially close residues along the interface that play a role in domaindomain interaction (11, 12) .
An appealing approach for unraveling such intradomain features would be to compare different instances of the same domain pair, where in some instances the domains mediate protein-protein interaction, and in other instances they do not. To this end, two sets of data per domain pair are needed. The first is a positive dataset including verified PPIs mediated by a certain domain pair. The second is a negative dataset including protein pairs with the corresponding domains, which are known to be coexpressed and colocalized but are documented as noninteracting. By identifying subtle differences in the sequence and/or structure of the corresponding domains in the two datasets, intradomain features that are responsible for fulfilling a domain-domain interaction may be identified. However, although generating a positive dataset per domain pair is relatively easy, it is rather difficult to compile protein pairs documented as noninteracting. We managed to overcome this difficulty by studying domains that mediate homo-oligomerization, and that are found also in proteins documented as monomers.
Homomultimers and monomers that include the same domains provide ideal positive and negative sets for such an analysis, especially when the interactions in the homomultimers are mediated by the same domain in the different subunits (self-interacting domain). In both cases, the proteins including the domain are coexpressed and colocalized; however, in the case of homomultimers, the interaction is fulfilled, and in the case of monomers, it is not fulfilled. We compiled a dataset of crystallographically solved monomers, homodimers, and homotetramers of the same domain and compared them by structure and sequence alignment. Of note, the proteins containing the domains in the homomultimeric and monomeric instances are different. Thus, we do not look for a conformational change of a protein that functions once as a monomer and once as a dimer, but we look rather at the inherent sequence and structure differences between two proteins of the same domain, each documented to function in a different oligomeric state. We show that in a substantial fraction of the monomer/homodimer/ homotetramer instances, the potential for self-interaction is determined by two types of loops, which either prevent or mediate the interaction. These loops determine the interaction potential of domains and define an additional subtle level of modularity in the PPI network, below the domain level.
state. One is a monomer, and the other is a homomultimer. Both proteins were shown experimentally to function in their corresponding oligomeric state. In our data, homodimers and homotetramers represent the domain instances that mediate interaction, and monomers represent the domain instances in which interaction does not occur. Therefore, in the discussion below, the oligomeric state of a protein is used to indicate whether an interaction was fulfilled.
To find structural attributes that specify an oligomeric state, we carried out a structural superimposition between monomers and homodimer/homotetramer subunits. We compared the interface of the dimer with the monomer's ''pseudointerface'' (the monomer's surface corresponding to an interface of the dimer's subunit). The superimposition yielded various sequence/ structure features that differentiated between the monomeric and multimeric domain instances. In several examples, there was almost no change in the backbone structure of these two protein chains, but there were amino acid differences in the interface region. This, for example, was found by us for the Cytochrome c3 domain and was noted also by Czjzek et al. (13) . In some cases, even one residue substitution was found to impose a different oligomeric state for structurally very similar proteins, consistent with previous studies (14, 15) . There were also examples in which a single or multiple residue differences between two proteins caused conformational changes that accounted for their difference in the oligomeric state. For other domains, we found published evidence for posttranslational modifications accounting for the difference between the different oligomeric instances (e.g., ref. 16 ).
Intriguingly, for 11 of the 50 domains included in our analysis, we could not identify single/multiple amino acid substitutions or posttranslational modifications that could account for the differences between the oligomeric states. We found that the differences in these cases could be attributed to insertions or deletions of protein segments. These were distinct loops on the protein surfaces, which either prevented or enabled interactions. The inhibition or enabling of the interaction is not due to a conformational change caused by the loops, but rather their mere presence determines the interaction, as exemplified in Fig.  1 . In Fig. 1 A, we show a structural superimposition between one subunit of the homodimeric Inositol monophosphatase and the monomeric Inositol polyphosphate 1-phosphatase. Both are single-domain proteins from bovine, consisting of the Inositol monophosphatase domain. A careful examination of these structures indicated that a segment is looping out in the pseudointerface of the monomer, generating a protrusion that prevents the self-interaction of the domain. This type of loop will hereafter be referred to as a ''disabling loop'' (shown schematically in Fig.  2A) . A structure-based multiple sequence alignment (MSA) of protein sequences sharing this domain (see Methods) revealed that the disabling loop is preserved in proteins documented as monomers but is absent from all homodimers ( Fig. 1 A Lower) .
We also identified the opposite scenario, where a loop that plays a pivotal role in mediating the self-interaction of a homodimer was absent from the monomer's pseudointerface (exemplified in Fig. 1B Upper) . This type of loop will hereafter be referred to as an ''enabling loop'' (Fig. 2 A) . A structure-based MSA revealed the preservation of the enabling loop in the homodimers but not in the monomers. In this example of the Guanylate kinase domain, the essentiality of the enabling loop for the stabilization of the protein was experimentally verified (17) .
The number of solved protein structures per domain in the group of these 11 domains ranged from 3 to 20 structures (Table  1 ). In total, there were 73 proteins encompassing this domain set, referred to hereafter as the ''core set.'' For each domain, we carried out a structure-based MSA of its core set proteins. The positions and lengths of loops were derived from the MSA [Text S1 in supporting information (SI) Appendix], defining for each domain a loop profile that consisted of enabling and/or disabling loops in distinct locations. Accordingly, we determined the characteristic profile for each of the oligomeric states, e.g., an enabling loop and lack of disabling loop for homodimeric domain instances (Text S1 in SI Appendix). As shown in Table 1 , in 64 of 73 instances (88%), the profile of enabling/disabling loops of the proteins accounted for their oligomeric state. Twenty-six of the 28 monomers in the core set could be explained by the presence of disabling loops and/or absence of an enabling loop (Table 2) . Likewise, 26 of the 28 homodimers and 12 of 17 homotetramers fitted their loop profile ( Table 2 ). The relationship between the oligomeric state and the loop profile was highly statistically significant, with a P value of 10 Ϫ12 for the monomerdimer distinction and a P value of 10 Ϫ6 for the dimer-tetramer distinction (as determined by the 2 test). In 7 of the 11 domains, more than one interface was found to be capable of mediating self-interaction, adding another level of complexity. For some of these domains, disabling loops were found to prevent not only homodimerization of monomers but also tetramerization of dimers via another potential interface (Fig. 2B) . In other cases, a special type of loop was identified, which dominates over two (or even three) interfaces of the domain, for example, a loop that simultaneously enables an interaction in one interface and disables an interaction in another (Fig.  2C) . Also, in 10 cases, one interface included both a disabling and an enabling loop. In eight of these cases (80%), the disabling loop dominated the enabling loop, which as a result did not fulfill its interaction potential (Fig. 2D ). In the other two cases, the disabling loop adapted a conformation that did not disable the interaction. Impressively, in five of seven domains with multiple interfaces the monomers exhibited disabling loops in almost all interfaces to prevent possible interactions (Fig. 2E) .
The implications of the enabling and disabling loops are not limited to homodimers but can be extended to heterodimers as well. We gathered experimentally verified heterodimers, in which the two proteins include the same domain (of the core set domains) (see Methods). We filtered this list to include only single-domain proteins, resulting in six heterodimers that involve nine proteins (Table S2 in SI Appendix). The sequences of the domains in the two proteins are similar but not identical. Thus, this dataset allows us to test whether the domain loop profiles in these heterodimers are those that allow self-interaction (Table S2 in SI Appendix). Indeed, we determined the loop profile of each of these proteins and found that seven of nine (78%) of the domains included enabling loops and did not contain disabling loops. This further supports the role of the enabling and disabling loops in determining the interaction potential of a domain.
Implications of Enabling/Disabling Loops in Prediction.
We next attempted to examine whether the loop profile of a domain can be used to predict its self-interaction. For this purpose, we compiled another set of 105 proteins containing these 11 domains, for which Swiss-Prot (18) provides oligomeric state annotation based on experimental evidence (see Methods). The loop profile of each protein sequence in this set was determined by its alignment with the MSA of corresponding proteins in the core set. Based on the loop profile of each protein, we predicted its oligomeric state (see Methods). Indeed, for 83 of the 105 proteins (79%), the prediction was accurate. These results are highly statistically significant (Table 3 and Table S3 in SI Appendix) and suggest that loop considerations may serve as good predictors of oligomeric state while also indicating crucial elements of the interaction. Notably, predicting the oligomeric state by running BLAST and adopting the oligomeric state annotation of the closest homologue yielded comparable prediction accuracy (83%). Of note, the overlap between the correct BLAST predictions and correct loop profile-based predictions is very high, 91%. This observation can be used to increase the reliability of a prediction, as described below.
There were an additional 202 proteins in Swiss-Prot containing these domains that had oligomeric state annotation. However, these annotations were not based on experimental evidence but were based on sequence similarity to proteins with known oligomeric state. This annotation method is analogous to the above-mentioned prediction by BLAST. Based on our results above, it is obvious that not all of these annotations are correct, and that intersecting them with the loop profile-based predictions will increase their reliability. For 146 of the 202 proteins (Ϸ72%), the loop profile was consistent with the annotation, supporting their putative oligomeric state. Most of the remaining 56 proteins are probably misannotated in Swiss-Prot, as we demonstrated above that inconsistent correct predictions are rather rare.
Discussion
Intradomain Features Play a Role in Molecular Recognition. The widely accepted conjecture that domain-domain interactions are important building blocks of protein-protein interactions, as shown by us and others (7, 8) , raises the question of specificity and prevention of cross-reactivity between interacting domains. In general, amino acid substitutions between different domain instances contribute to specificity (19) . One illuminating example is provided by coiled-coil proteins, which share many sequence and structural characteristics among them. There, spec- This domain has multiple potential self-interacting interfaces, as displayed by the tetrameric 3-phytase B from Aspergillus niger (PDB ID code 1QFX, on the right), the homodimeric Prostatic acid phosphatase from rat (PDB ID code 1RPA, in the center) and the monomeric 4-phytase from E. coli (PDB ID code: 1DKM, on the left). The potential of three interfaces is abolished in the monomeric protein, because of three disabling loops. ificity in interaction is gained by charged and polar residues at the interface between coiled-coil strands (20) . Here, we used sequence and structural comparisons between monomeric and homodimeric proteins sharing the same domain to find elements discriminating between interacting and noninteracting domains. In addition to amino acid substitution per se, we showed that in 22% of the studied domains, self-interaction potential is dictated by enabling or disabling loops whose presence or absence is highly evolutionarily preserved. These are salient domain segments that are present on the surface of homodimers and absent from monomers, or vice versa, thereby determining whether a domain instance will self-interact to make a higher-order homomultimer (or heterodimer). It is conceivable that such enabling and disabling loops are used also in determining the specificity of interactions between two different domains. This conjecture is also supported by Chan et al. (21) , who recently demonstrated a possible role for insertions and deletions in the regulation and modification of PPIs.
Our analysis indicated that, although there are domains in principle capable of interaction with identical domains, the actual realization of such an interaction depends on their loop profiles. An interaction might be fulfilled when a disabling loop is not present, and/or an enabling loop is present. Likewise, an interaction might be prevented because of the presence of a disabling loop, the absence of an enabling loop, or the presence of both an enabling and a disabling loop. Regarding the latter, we found that, in most cases, the disabling loop dominates the enabling loop.
Insights into Enabling and Disabling Loops. The disabling and enabling loops have on average the same length of 8-9 aa, but the standard deviation of the disabling loops is much larger (10.2 compared with 6 aa). Because the disabling loop protrudes out of the interface and prevents the interaction, its size is less critical than that of an enabling loop, which mediates the selfinteraction. We also identified longer loops of 14 residues on average, which are found at the junction of two interfaces, concurrently enabling interaction in one interface and disabling interaction in another. These loops are found in 5 of the 11 domains and are of special interest, because they simultaneously control the interaction of two interfaces and thus can be regarded as novel hotspots in proteins.
One prominent feature identified in our study is that in approximately half of the domains (6 of 11 domains), the enabling/disabling loops are proximal to the boundaries of the domain. The example of the Guanylate kinase domain described above (Fig. 1B) demonstrates such a scenario, where the 20 C-terminal residues that make up the enabling loop are close to the boundary of the domain. Although these findings may simply suggest that, in some of these cases, the Pfam domain boundaries should be readjusted, they may also have more far-reaching implications. It is possible that, in analogy to genes that have proximal regulatory elements, proteins are built of domains and proximal short segments that determine their interactions with other proteins.
Functional Implications. The function of a protein is tightly associated with its interacting partners. This holds also for selfinteractions, where the function is associated with the oligomeric state. Hence, it is expected that the features responsible for the interaction would be preserved in evolution. Indeed, loop profiles are highly preserved in evolution ( Fig. 1 and Text S1 in SI Appendix), supporting the structural and functional importance of enabling/disabling loops. In some cases, the differences in the loop profile may reflect adaptation to specific environments. For example, dimeric proteins with the Dehydropholate reductase domain have an enabling loop that is absent from the monomeric Trypsin  4  1  1  6  5  1  tRNA binding  1  3  -4  4  0  Protease inhibitor  1  2  -3  3  0  Guanylate kinase  2  1  -3  3  0  Carbonyl reductase  1  7  12  20 
Loop profiles for each domain and each protein in the core set are detailed in Table S3 in SI Appendix. proteins. Thermodynamic measurements show that a homodimer, found in a thermophile, is more stable than its monomeric relative, found in a mesophile (22) . This indicates that the formation of a specific oligomeric state is advantageous in a specific environment. One of our intriguing findings is the prevention of interaction in all possible interfaces. We showed that monomers exhibit disabling loops in almost all pseudointerfaces that may mediate an interaction, implying that it is crucial to maintain these proteins in their monomeric state. This may result for various reasons, such as the capability of monomers to diffuse much faster than proteins of higher oligometric state (23) .
The preservation of the disabling loops in monomeric proteins to prevent an unwanted interaction may be considered as a result of nature's negative design. Negative design is a term used to describe the outcome of a positive selection process that yields a sequence element that disfavors a particular interaction and/or function. This principle was originally introduced in the context of protein design (24) . Negative design was also shown in naturally occurring betastrands that avoid aggregation (25) . Also, there have been recent attempts to identify conservation of residues that abrogate the potential of proteins to interact (26) . The finding of disabling loops is an illuminating example of the negative design principle.
Predictive Implications. According to the presence or absence of enabling/disabling loops in known structures, a unique loop profile was generated for each oligomeric state for all 11 studied domains (Table S3 in SI Appendix). These loop profiles can be used to determine whether a domain can self-interact and hence can be used for predicting the oligomeric state of proteins carrying this domain. As we demonstrated for a set of annotated proteins that were not included in the core set, the accuracy of this prediction is very high (79%, P Ͻ 4.98⅐10 Ϫ6 ). As demonstrated in Results, the oligomeric state can be also predicted with comparable accuracy by a BLAST run. Intersection of the two lists of predictions (according to BLAST and the loop profiles) yields highly accurate predictions. Of note, BLAST matches include gaps without any indication of their spatial location. Thus, adding the loop profile considerations not only raises the reliability of the annotation but also pinpoints the location of protein fragments that might mediate the interaction, providing an indicative starting point for studying the relationship among sequence, structure, and function by mutation experiments.
Examination of the wrong predictions for which structures were available revealed in some cases unusual structures of the loops, as for example in a tetramer of the Estradiol 17-betadehydrogenase domain. Here, a loop that is predicted as a disabling loop, intended to prevent the tetramerization fails to do so because of sequence and structure changes. This observation leads to the conjecture that, in addition to the mere presence of a loop, delicate sequence considerations may add another level of fine-tuning to the interactions (Fig. 3) .
The predictive potential of our approach is highlighted by the prevalence of single-domain proteins with the core set domains in sequence databases (7, 639 proteins in Swiss-Prot and TrEMBL), for all of which we can assign oligomeric state annotation with high confidence. An example of annotations for proteins with the pfkB kinase carbohydrate domain is presented in Table S4 in SI Appendix.
Modularity and Specificity of PPIs. Modularity can be defined as the use of the same building block in different contexts. Modular arrangements necessitate the presence of additional features that optimize specificity, thereby preventing cross-reactivity. PPIs are modular in the sense that the same domain pairs mediate different interactions. Here, we show that insertions and deletions of loops within domains play an important role in determining their specificity of interaction. Thus, we add a not previously characterized intradomain attribute to the hierarchy of features that determine the interaction potential of domains (Fig. 3) .
Although it is easy to understand how disabling loops prevent unwanted interactions, mediating an interaction via enabling loops opens new questions concerning specificity. In the analysis of heterodimers, we showed their domains do not contain disabling loops and contain enabling loops, thus, capable of undergoing self-interaction. However, how is undesired heterodimerization prevented between two different proteins consisting of the same domains and the same enabling loops? One way to prevent crossreaction is by subtle sequence differences between the loops. This leads to the same conjecture that stemmed from the above discussion regarding the incorrect predictions, that in addition to the mere presence of a loop, there might be an additional level of fine-tuning contributed by delicate sequence considerations. Thus, there seems to be a hierarchy that underlies the PPI network, where domain pairs are at the top of this hierarchy, followed by enabling/disabling loops, and concluding in intra-loop sequence differences that dictate the interactions (Fig. 3) .
In this article, we focus on single-domain proteins that undergo self-interaction. Similar analyses can be conducted for multidomain proteins that homodimerize via the same domain, as demonstrated recently by Posy et al. for type I/II Cadherins (27) . Furthermore, our analysis of heterodimers that interact via the same domain implies that enabling/disabling loops are not unique for homo-oligomers but seem to be more general and hold for heterodimerization also. Similarly, our analysis can be extended from self-interacting domains to pairs of domains (X,Y) that were shown crystallographically to mediate interaction in various protein contexts. To study these heterodomain interactions, two protein pairs with domains X and Y need to be analyzed: one pair of interacting proteins and the other of proteins documented as noninteracting, even when they are coexpressed and colocalized. Examples for the latter can be gathered from large-scale experiments, looking for proteins with domains X and Y that in all experiments were not documented as interacting or as involved in the same complex. Thus, it would be possible to identify for each structurally derived domain-domain interaction the domain features that allow versatility in their potential to interact.
Methods
Generation of the Core Set. We extracted from the nonredundant database of structurally derived domain-domain interactions of Itzhaki et al. (7) all selfinteracting domains, resulting in a database of 1,670 such domains. Using information from the Pfam (28) (Nov 2006 edition) and Protein Data Bank (PDB) (29) databases, we extracted crystallographically solved single-domain proteins containing domains from the above-mentioned list. In cases where a complex structure was not available directly from the PDB database, the PQS server (30) was used as a source for the atomic coordinates. For each self-interacting domain, we verified that there are at least two protein representatives, which differ in their oligomerization state. The first is documented as an experimentally verified monomer, and the second is an experimentally verified homodimer or a homotetramer [oligomeric state annotation was obtained from Swiss-Prot (18)]. This filtration procedure yielded a list of 50 such domains.
Finding Enabling/Disabling Loops. Each monomer was superimposed on a homodimer subunit (homodimers were superimposed on homotetramers), and enabling/disabling loops were manually assigned for each structure after a visual inspection (31) . The 11 domains with defined enabling/disabling loops were cross-checked with a structure-based MSA that was constructed for all domain representatives using the EXPRESSO server (32) . This server uses structural templates and alignments to create a more precise MSA (relative to sequence-basedonly methods). The minimal length of a loop was set to two residues.
Analysis of the Test Set. To assess the predictive power of the loop profile, we generated a dataset of additional proteins containing these 11 domains, for which oligomeric state annotations were available. These annotations were based on Swiss-Prot or BRENDA (33) . The proteins were divided into two sets based on the annotation reliability: One set included proteins whose oligomeric state annotation was based on experimental evidence, whereas the other included proteins annotated ''by similarity'' (annotation is transferred from another annotated protein of similar sequence). The oligomeric state of a test protein was based on the compatibility of its loop profile to either the loop profile of monomer or multimer. Each test protein of a certain domain was aligned to the structure-based MSA of the core proteins of the same domain. According to this alignment, the presence or absence of enabling/disabling loops was determined. These enabling/disabling loops defined the loop profile of the test protein. If this loop profile fitted a loop profile of a monomer, it was predicted as a monomer. If it fitted the loop profile of a dimer or tetramer, it was predicted accordingly. This alignment was carried out by using the EXPRESSO server with manual adjustments.
Analysis of Heterodimers.
We created a list of heterodimers using binary interactions documented in the BioGrid (34) and IntAct (35) PPI databases (Table S2 in SI Appendix). These dimers were mapped to the Pfam database (28) and were then filtered to include only interactions between single-domain proteins of the 11 core set domains. The interaction potential of each protein (six interactions, nine proteins) was assigned according to the loop profile of its corresponding domain.
