ABSTRACT After the works on High Efficiency Video Coding (HEVC) standard, the standard organizations continued to study the next generation of video coding standard, named Versatile Video Coding (VVC). The compression capacity of the VVC standard is expected to be substantially improved relative to the current HEVC standard by evolving the potential coding tools greatly. Transform is a key technique for compression efficiency, and core experiment 6 (CE6) in JVET is established to explore the transformrelated coding tools. In this paper, we propose a novel signal-independent separable transform based on the Karhunen-Loève transform (KLT) to improve the efficiency of both intra and inter residual coding. In the proposed method, the drawbacks of the traditional KLT are addressed. A group of mode-independent intra transform matrices is calculated from abundant intra residual samples of all intra modes, while the inter separable KLT matrices are trained with the residuals that cannot be efficiently processed by the discrete cosine transform type II (DCT-II). The separable KLT is developed as an additional transform type apart from DCT-II. The experimental results show that the proposed method can achieve 2.7% and 1.5% bitrate saving averagely under All Intra and Random Access configurations on top of the reference software of VVC (VTM-1.1). In addition, the consistent performance improvement on test set also validates the property of signal independency and the strong generalization capacity of the proposed separable KLT. KLT, transform, video coding, VVC, HEVC. 
I. INTRODUCTION
High Efficiency Video Coding (HEVC) [1] standard was successfully issued in 2013 with approximately 50% bitrate saving relative to H.264/AVC at the same perceptual quality. After the works on the standard extensions of HEVC, the Joint Video Exploration Team (JVET) was established by the ITU-T Video Coding Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group (MPEG) to explore and evaluate potential technologies for the future video compression standard. Joint Exploration Model (JEM) [2] , which was built based on the reference software of HEVC, was used as the experimental software platform. In October 2017,
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the Joint Call for Proposals (CfP) [3] on the next generation of video coding standard was issued by VCEG and MPEG. The next video coding standard is named Versatile Video Coding (VVC), and the compression capacity of VVC is required to be significantly higher than the HEVC standard. The first version of the VVC draft [4] was defined, and the test model of VVC (VTM-1.0) [5] , [6] was specified in April 2018.
In HEVC, the discrete cosine transform type II (DCT-II) is supported for 4 × 4, 8 × 8, 16 × 16, and 32 × 32 transform units (TUs) [7] . In addition, an optional 4 × 4 discrete sine transform type VII (DST-VII) is adopted for 4 × 4 intra blocks [8] .
In the exploration of VVC, many new techniques are proposed, and some primary coding tools are categorized into different core experiments (CEs). In VVC, CE6 [9] is set up to investigate the coding tools related to transform, including primary and secondary transformations, and their signaling methods, in terms of both compression efficiency and complexity.
The Karhunen-Loève transform (KLT) is a linear and reversible transformation that eliminates the redundancy by decorrelation. It is proved in [10] that KLT can minimize the theoretical bound on bitrate in terms of the signal entropy. Even so, KLT has some limitations. On the one hand, KLT is signal dependent. Different residual blocks would correspond to distinct transform matrices. For achieving good performance, an online training process is used in some methods, leading to very high complexity. In JEM, a signal dependent transform (SDT) [14] based on the traditional nonseparable KLT is used. It is reported in [15] , SDT achieves 2% bitrate saving with almost 30 and 23 times encoding and decoding complexity for intra coding. Some SVD-based signal dependent transforms are proposed in [17] and [18] . The transform scheme in [18] achieves 2.7% gain but with 4 ∼ 5 times complexity in HEVC. Some methods [11] , [19] , [20] try to make use of the signal dependency property of KLT by introducing Mode Dependent Directional Transforms (MDDT). However, too many transform matrices required in MDDT would be a burden for memory and hardware design.
On the other hand, the non-separable KLT is computationally intensive and requires large memory. In [19] , intra-mode dependent non-separable KLT is used for up to 32×32 block. The encoding and decoding time rise to 2.5 ∼ 3.3 times with around 2.3% bitrate saving in HEVC. To reduce the complexity of KLT, two separable transforms for each intra prediction mode are generated by training the corresponding intra prediction residuals in [11] . A low-complexity modedependent KLT is proposed in [12] , but the performance gain is only 1.4% on top of the HEVC reference software (HM1).
In this paper, we proposed a separable transform based on KLT, in which two primary contributions are presented. First, to avoid too many transform matrices for intra coding, a group of mode-independent separable KLT matrices are specified. The property of signal dependency is prevented by training universal transform matrices using sufficient residuals offline. Secondly, we design a group of separable KLT for inter coding by proposing a novel training scheme, in which inter residuals are conditionally selected. The proposed separable KLT scheme is developed as an alternative option of DCT-II. The experimental results verify that the signal-independent separable KLT achieves a significant improvement of coding performance in VTM-1.1. The excellent performance on sequences excluding those for training also validates the signal independency and the generalization capacity of the proposed method. This paper is organized as follows. In Section II, we brief the difference between non-separable KLT and separable KLT. The proposed signal-independent separable KLT is specified in Section III. Experimental results are presented in Section IV, and Section V concludes the paper.
II. NON-SEPARABLE AND SEPARABLE KLT
Since the traditional non-separable KLT aims at eliminating the correlation between every two variables (pixels), the covariance matrix is derived by calculating the correlation of each two positions. As a consequence, the sizes of both the covariance matrix and the resultant KLT matrix are considerably enlarged. More specifically, in the nonseparable KLT, the samples in one n × n block are converted to a column vector first and considered to be an observation
T , whose dimension is n 2 . m observations are stacked to form the data samples X = (x 1 , x 2 . . . x m ). The covariance matrix of X is calculated as
Therefore, the size of the covariance matrix is n 2 × n 2 . For example, the size of the covariance matrix of a 16 × 16 block is 256 × 256, which is also the size of the KLT matrix. Since KLT is performed using the matrix multiplication, the implementation of KLT for a 16 × 16 block requires 256 × 256 multiplication and 255 × 256 addition operations.
In comparison, only the horizontal and vertical correlations are considered in the separable KLT. The residual samples consist of the rows or columns of residual blocks, and the dimension of residual data is reduced to be as same as the width or height of the residual blocks. Therefore, the size of the transform matrix generated from the covariance matrix significantly shrinks. For example, in the separable KLT, the size of both the covariance matrix and the transform matrix for 16 × 16 residuals is only 16 × 16, compared to 256 × 256 in the case of the non-separable KLT. Consequently, the complexity of the separable KLT is much lower than that of the non-separable KLT.
III. PROPOSED SIGNAL-INDEPENDENT SEPARABLE KLT
The diagram of the simplified video coding framework with the proposed KLT scheme is shown in Fig. 1 . The blue blocks are the transform and inverse transform processes using the proposed separable KLT matrices, which are elaborately trained for intra coding and inter coding, respectively. 
A. TRAINING OF SEPARABLE KLT FOR INTRA CODING
To eliminate the horizontal and vertical correlations, the proposed separable KLT matrix is generated by decorrelating the spatial residual samples in the same row or in the same column.
Firstly, the residual samples for calculating the separable KLT are collected. To guarantee signal independence, a large number of residual samples are involved. We encode several training sequences of different resolutions at four Quantization Parameters (QPs) (22, 27, 32 , and 37) with the intra encoder of VTM-1.1, and the prediction residual data is extracted before transform. The training sequences are listed in Table 1 . In the proposed method, the residual samples for training N×N transform matrix consist of the rows and columns of N×N residual blocks of all the intra prediction modes. By combining all the residual blocks with different intra modes in these sequences, sufficient residual characteristics are taken into the covariance matrix. The resultant universal transform matrix would prevent the property of signal dependency and can compact energy in diverse residual blocks more effectively. Secondly, the covariance matrix for N×N separable KLT transform is calculated from the N×N residual blocks. After that, to avoid online training, the separable KLT matrix is generated by diagonalizing the covariance matrix using spectral decomposition offline. For intra coding, we design five separable KLT matrices with sizes being 4×4, 8×8, 16×16, 32 × 32, and 64 × 64. Note that only one transform matrix is generated for each block size in the proposed method. As a consequence, the memory for storing transform matrices is saved, and the hardware design is simplified.
B. TRAINING OF SEPARABLE KLT FOR INTER CODING
KLT for inter coding is rarely studied in the previous works.
Inter transform is more difficult to be designed due to the smaller prediction residual and the excellent performance of the existing DCT for inter coding. As with the separable KLT in intra coding, the same offline training process is conducted on the inter residual samples derived by encoding the same sequences with VTM-1.1 under random access configuration. However, the inter separable KLT matrices generated from the inter residual blocks extremely resemble DCT-II matrices. This phenomenon has been explained in some previous studies [16] , [21] . For example, we present 4 × 4 inter separable KLT matrix and DCT matrix in HEVC in Fig. 2 . To make the comparison clear, we multiply the KLT matrix by the same scale as HEVC, and convert its elements to the closest integers. The corresponding basis vectors in two transforms are highly (positively or negatively) correlated, implying that DCT-II closely approximates the optimal transform for inter residual signal in terms of horizontal and vertical decorrelation capacity. In this case, no further performance improvement can be achieved by the proposed separable KLT due to the severe overlap with the existing DCT-II based transform.
Even though the existing DCT-II transform is adequate for most of the inter residual samples, it cannot produce the optimal representation form for all the residual blocks. To better compensate for the existing DCT-II transform, we can train inter separable KLT matrices with the residuals that cannot be efficiently processed by DCT-II. Given that the distortion in the current video coding standard is mainly caused by quantization. An effective transform is capable of considerably reducing the negative impact of quantization on the signal fidelity by representing the residual signal with a compact form. Inversely, an ineffective transform is more likely to result in a large distortion. In other words, a larger distortion would imply the transform applied to the residual signal is inadequate. Therefore, we train an alternative transform for inter coding with those residual samples of large distortion in the same way as intra KLT in Section III.A.
The inter residuals for training are selected according to the distortions, and only the residuals sufficing (3) are incorporated into the training set. In (3), D corresponds to the distortion of residual sample r, and max (D) produces the maximum of distortions among the inter residuals with the same size. α is the parameter controlling how many residuals are included in the training set and needs to be optimized.
α is critical in the training process of inter separable KLT. More residuals are used on the condition of a smaller value of α. However, more residuals involved result in the separable KLT matrices, which are more similar to DCT. On the contrary, larger values of α lead to more distinct transform matrices, but less residual samples are involved. A very large α screens out most of the residuals, and the generalization ability is impaired. The coding performance may degrade accordingly.
To determine the optimal value of α, we test the performance with α ranging from 0.1 to 1. Fig. 3 demonstrates the experimental results of 16 × 16 inter separable KLT in the cases of different α values. It is shown the optimal value of VOLUME 7, 2019 α is 0.9, and a −0.11% BD-rate is achieved. When α is small, the performance is inferior because of the similarity between the separable KLT and DCT matrices. The performance is improved as the value of α increases. When α is larger than 0.9, the performance declines because α is too large and the generalization ability is weakened. With the same methodology, the values of α for other transform sizes are determined. The optimal values of α are 0.6, 0.9, 0.7, and 0.1 for 4 × 4, 8 × 8, 32 × 32, and 64 × 64 transfroms. The best α for 64×64 transfrom is very small, because the 64×64 separable KLT matrix derived from inter residuals is very different from the DCT matrix. In this case, a smaller value of α leads to that more residual samples are involved in training, and the resultant transform matrix would be more representative and produce better coding performance accordingly. 
C. IMPLEMENTATION OF SEPARABLE KLT
The elements in the KLT matrices are represented by floatingpoint numbers. To avoid encoder-decoder drift and save the computational cost, we use the finite precision approximations of the KLT matrices in the implementation. More specifically, the floating-point elements in the KLT matrices are multiplied by the same scale as DCT in VVC and rounded to the closest integers. The integer KLT matrices are stored in tables and can be fast accessed according to the coding unit (CU) size in both encoder and decoder.
KLT is performed by multiplying the residual block with the KLT matrix. Similar to DCT, the two-dimensional transform is implemented by a combination of column-wise KLT and row-wise KLT in the proposed method. Since butterfly computation is not supported for KLT, the matrix multiplication is used. To reduce the complexity of the matrix multiplication, we implement the matrix multiplication with Single Instruction Multiple Data (SIMD) instructions. With the help of SIMD instructions, the matrix multiplication is performed by a combination of multiplication, addition, shifting operations, and data loading, packing, storing.
The separable KLT by offline training is developed as an alternative transform option. For augmenting the coding performance of transform, we decouple the rowwise and column-wise transforms. Table 2 demonstrates four combinations of row and column transforms, and two choices (DCT and separable KLT) are available for each transform. The best transform combination is determined by the encoder decision with Rate-Distortion Optimization (RDO), and the best transform index (transIdx) is signaled in the CU header to the decoder using the corresponding code words. We design the code words of transform indices based on the statistics of transform selection in bitstreams. Fig. 4 illustrates the possibilities of transform choices in intra and inter coding. TransIdx 0 represents the combination of row-wise KLT and column-wise KLT, which accounts for 68.69% in the encoding results of Cactus under all intra (AI) configurations. Consequently, a short binarization code word is assigned. The dominant role of the transform index 0 validates the excellence of the proposed separable KLT for intra coding. On the contrary, the traditional DCT is more likely to be selected than the separable KLT in inter coding. Therefore, a short code word is used to signal DCT, and long code words represent KLT under random access (RA) configuration. Inherited from HEVC, transform skip is supported in VVC to skip transform after prediction. The additional KLT transform is never performed on the condition that the transform skip mode is selected for the current CU. Therefore, if transform skip is used, KLT is disabled and the transform index is not transmitted for the current CU. Besides, we only apply the proposed transform scheme to luma component.
IV. EXPERIMENTAL RESULTS
To validate the effectiveness of the proposed method, we implement intra and inter separable KLT on top of the VVC reference software (VTM-1.1). The experiments are carried out under the JVET common test condition [22] . Bjøntegaard delta bitrate (BD-rate) with piece-wise cubic interpolation method is used to evaluate the objective coding performance of the proposed method. In addition, the encoding time and decoding time relative to the original VTM-1.1 are also reported to reflect the computational complexity of the proposed method. The source code including the trained KLT matrices and the detailed experimental results are available at https://github.com/myfan/VTM-1.1_ sKLT.git. Table 3 presents the experimental results of the proposed separable KLT scheme under AI and RA configurations. The overall coding gain is −2.7% under intra configuration, while the performance improvement is −1.5% for RA configuration. For intra coding, the largest improvement can be observed on the sequence FoodMarket4 at 3.9% bitrate saving. The best performance for inter coding is 2.7% on the sequence FourPeople. The performance gain for RA configuration comes from both intra and inter KLT. Thereinto, the proposed inter KLT contributes 0.6% bitrate saving.
The encoding time of AI configuration doubles due to the encoding decision for transform options and no fast algorithm employed in the proposed method. In comparison, the encoding time of RA configuration increases by 37%, because of the higher efficiency of inter prediction and early termination of skip mode. The decoding time increases negligibly for two configurations.
Compared with the existing transform methods based on KLT, the proposed separable KLT achieves a significant improvement at a lower complexity. Since the decoding time is sensitive for the video applications and the lower decoding complexity is more desired, the proposed method provides a promising transform tool for the future video coding standard. Table 4 also provides the performance of the proposed separable KLT on training sequences listed in Table 1 and test sequences listed in Table 5 , respectively. The average coding gains on training sequences are −2.8% and −1.3% under AI and RA configurations, respectively. In comparison, the BD-rate gains on the test set are −2.7% and −1.7% for two configurations. The consistent performance improvement on both training set and test set verifies the property of signal independency and the generalization ability of the proposed separable KLT method.
V. CONCLUSION
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