S6. Some remarks concerning the computation of statistical confidence levels for the Pearson correlation coefficient
For the computation of statistical confidence levels for the Pearson correlation coefficient in the paper, we use tabulated values of "critical values for Pearson's correlation coefficient" for a two-tailed (or non-directional) test. As stated in the main paper, for the spatial monthly correlation plots of the period 1980-2013 (i.e., 34 years), the critical value for having a significant Pearson´s correlation coefficient with a 95% confidence level is 0.34, when using only one month per year (e.g., August). We keep the same critical value when using more than one summer month per year, considering it as an upper bound to the real one, since there might be no null auto-correlation between the months of the same year.
To assess the level of confidence about the fact that one Pearson correlation coefficient (r2) is significantly larger than another one (r1) we proceed as follows (e.g., Meko, 2015) : 1) apply a Fisher transformation from the variables r to z, and compute the standard error of z; 2) compute the difference D between z2 and z1, the standard error of such difference, and standardise the difference (i.e., compute the ratio between D and its standard error); 3) apply a one-tailed (or directional) test to the standardised D using the standard normal distribution function, to obtain the confidence level about the fact that r2 is larger than r1.
S6.1 Method used for daily time series with time-lag autocorrelation
Assuming that there is no time-lag autocorrelation in any of the daily time series (NAFDI, SHLLSI, WA300 and OM500), the critical value for having a significant Pearson´s correlation coefficient (R) with a 95% confidence level is 0.036 (i.e., the correlation is significant if |R|>0.036).
However, indeed, there is time-lag autocorrelation in the daily time series. We have used the method exposed here to establish an upper bound for the critical value of the Pearson's correlation coefficient. In the four time series (NAFDI, SHLLSI, OM500 and WA300) the autocorrelation decreases when increasing the time-lag. The maximum time-lag (MTL) in which there is still a significant autocorrelation (larger than 0.036) is: 22 days for the NAFDI time series, 23 days for the SHLLSI time series, 7 days for the OM500 time series, and 15 days for the WA300 time series. Then, to establish an upper bound to the critical value, we consider a lower bound of the number of independent values (LBNIV) in the time series, computed as the ratio between 3060 (number of elements in each time series) and MTL. Note that this is a very conservative estimation of the lower bound. For correlations including the SHLLSI, 9 LBNIV is 133, and the upper bound to the 95%-confidence-level critical values is 0.17. For correlations including NAFDI but not including SHLLSI, LBNIV is 139, and the upper bound to the 95%-confidence-level critical values is 0.166. However, for correlations not including the former two time series but WA300, LBNIV is 204, and the upper bound to the 95%-confidence-level critical values is 0.137.
Concerning the daily time series of Sect. 3.2.2 for the terms of the energy equation, the number of elements in the time series is: 3026 when all the stages are considered, 623 when only the "driving stage" is considered, and 630 when only the "restoring stage" is considered. To compute confidence levels for the daily correlations presented in section 3.2.2, we have applied the method described in the previous paragraph but using the pertinent number of elements instead of 3060.
S7. Details concerning the numerical computations of the energy-equation terms
In Sect. 3.2.2 we use the energy equation of the atmospheric dynamics and the NCEP/NCAR reanalysis to prove that NAFDI drives SHLLSI. In this supplement we provide some details on how the numerical computations have been carried out.
We use the NCEP/NCAR reanalysis with the highest time resolution available (6-hourly, with data at 00, 06, 12 and 18 UTC, hereafter called main hours). We denote the time resolution of the reanalysis as Δt (=0.25 days), and its spatial resolution as Δx and Δy, for the longitudinal and latitudinal direction, respectively, associated to the 2.5º NCEP/NCAR grid resolution (note that the lengths of Δx and Δy depend on latitude).
To compute the different terms of Eq. (3), we proceeded as follows. For computing the time derivative, we have used a centred difference scheme (e.g, see Morton & Mayers, 1994 ) with total step Δt centred at the hours 03, 09, 15, and 21 UTC, hereafter called intermediate hours (e.g., for computing the time derivative at 03 UTC, we have used the temperature at 00 and 06 UTC). For computing the horizontal advection, we have proceeded in two steps: 1) computation of the advection at the main hours using a centred difference scheme with total step 2Δx in the longitudinal direction and 2Δy in the latitudinal direction, and 2) computation of the advection at the intermediate hours as the mean of the advections corresponding to the immediately previous and posterior main hours. For computing the temperature tendency due to omega at the 925, 850, and 700 hPa levels, we have proceed in two steps: 1) computation of the pressure derivative at the main hours using a centred difference scheme that uses the potential temperature at the immediately above and below pressure levels (e.g., the levels 925 and 700 hPa for computing the vertical quasi-advection at the level 850 hPa), and 2) computation of the temperature tendency due to omega at the intermediate hours as Once all the terms of Eq. (3) were computed at the intermediate hours (6-hourly time resolution), we proceeded as follows to compute daily values for the terms of Eq. (4). We used daily values of SHLLSI to compute its time derivative as a centred difference with total step 1 day centred at the hour 00 UTC. In this same way, the last term on the right-hand side of Eq. (5) and (6) and the 6-hourly terms previously computed for Eq. (3), 2) computation of the daily values centred at 00 UTC using the corresponding equation completely equivalent to (S1). In order to be consistent, to compute correlations with terms of Eq. (4), we have used SHLLSI and NAFDIDI centred at 00 UTC, as the mean of the immediately previous and posterior day.
S8. Analytical relations, equation that describes the Omega field associated to the Rossby wave in terms of the Geisler and Dickinson (1975) eigenvector, and
empirical relation with the vertical shear of the zonal flow Geisler and Dickinson (1975) . They introduce this form of the perturbed geopotential into the perturbed quasi-geostrophic potential vorticity equation (considering appropriate boundary conditions) and reduce the problem to an eigenvalue problem for the eigenvector (z) with a set of two ordinary differential equations in z, which they solve numerically.
From the perturbed geopotential height, all the perturbed variables can be obtained using the quasi-geostrophic relations (e.g., Holton, 1992) . For example, this is the equation that holds for the perturbed zonal flow:
Using the perturbed quasi-geostrophic energy equation (e.g., see Holton, 1992) , we have obtained the following equation for the perturbed omega:
where R is the gas constant for dry air,
and 0 is the potential temperature of the unperturbed atmosphere.
In the case of no zonal velocity, (z) depends much less on z than in the case with verticallysheared zonal wind (for the latter, see Figure 10 of Geisler and Dickinson, 1975, which corresponds to external Rossby modes; for the former see the curve denoted as "Barotropic" in Figure S8 -1 of this Supplement). In the latter case (sheared flow), (z) has a relatively prominent maximum in the lower and middle troposphere (see also the curve denoted as "NAFDI Driver" in Figure S8 -1). That is, the vertical shear of the zonal wind allows the free Rossby wave to have a very significant amplitude in the middle and lower troposphere. We expect from Eq. S4 that the perturbed omega at a given level will be very roughly proportional to the value of (z) at such level. Based on these results, we use in the paper the Omega at 500
hPa as a tracer of the capacity of the free barotropic Rossby wave to penetrate deep into the lower troposphere. We use the term "go deep in the lower troposphere" because in the real atmosphere we expect the free Rossby waves to transport longitudinally their energy along the upper troposphere (the lower troposphere has a less zonal flow, i.e., it has a significant contribution of the meridional flow that changes a lot in longitude) and that the Rossby wave is noticed more or less in the lower troposphere depending on the vertical shear of the zonal wind.
In the next paragraph, we show numerically that this relation holds.
In order to test the relation between the amplitude of OM500 (defined in Section 3.4 of the paper) and the vertical shear of the background zonal wind, we have obtained NCEP daily zonal wind time series at 2.5°E and 32.5°N for the level 200 hPa (denoted as ZWB200). In some sense, the ZWB200 value is by itself representative of the mean vertical shear of the background zonal wind, due to the fact that the wind speed is much smaller near the ground than at 200 hPa (see Fig. S8 -2). Since indeed we do not have the amplitude of OM500 but its instantaneous daily value, we compute the daily correlation using only days for which the absolute value of the NAFDIDI is greater than a threshold (we expect the instantaneous value of OM500 approaches the OM500 amplitude as the threshold grows). The correlation between the daily ZWB200 and OM500 time series for days in which the absolute value of the NAFDIDI is larger than 1.3, is 0.251; whereas if the NAFDI threshold is set at 2.6 (3.9) the correlation becomes 0.297 (0.335). These daily correlation values do not decrease significantly if a 15-day or 29-day running mean is applied previously to the ZWB200 time series.
dependence, and therefore does not account for the latitudinal waveguide phenomenon.To describe in a more accurate way the propagation of these Rossby waves in the real atmosphere, a much more sophisticated (and difficult) mathematical model would be necessary (not done in the literature according to our knowledge): a background zonal flow depending "strongly" in latitude and height, and depending "slightly" in longitude. The perturbation problem for such background flow would lead to an eigenvalue problem with Partial Differential Equations depending on latitude and height simultaneously, combined with a WKB method in the longitudinal direction and Fourier analysis in time.
Figure S8-1. Vertical structure of the Rossby wave that drives the NAFDI variations represented using the same variables than Geisler and Dickinson (1975) , for comparison (they are very similar) with the vertical structure of the external Rossby wave of Geisler and Dickinson (1975) with "effective wavenumber" 10.8 (see their Figure 10 ). As reference, the case with no zonal velocity (denoted "Barotropic") has been also plotted. Correlations greater (in absolute value) than 0.34 are significant with a 95% confidence level.
S10. Power spectra of the time series
We have computed the power spectra of the daily NAFDIDI, SHLLSI, and LCWAOM time series for the period 20 June -17 September 1980 -2013 using Fast Fourier Transform (e.g., Press et al., 1994 , after padding with zeros till complete 4096 elements in each time series (i.e., the nearest larger power of 2). Then, we have reconstructed the three time series using only the 
