Nowadays, large volumes of training data are available from various data sources and streaming environments. Instance-based classifiers perform adequately when they use only a small subset of such datasets. Larger data volumes introduce high computational cost that prohibits the timely execution of the classification process. Conventional prototype selection and generation algorithms are also inappropriate for data streams and large datasets. In the past, we proposed prototype generation algorithms that maintain a dynamic set of prototypes and are appropriate for such types of data. Dynamic because existing prototypes may be updated, or new prototypes may be appended to the set of prototypes in the course of processing. Still, repetitive generation of new prototypes may result to forming unpredictably large sets of prototypes. In this paper, we propose a new variation of our algorithm that maintains the prototypes in a convenient and manageable way. This is achieved by removing the weakest prototype when a new prototype is generated. The new algorithm has been tested on several datasets. The experimental results reveal that it is as accurate as its predecessor, yet it is more efficient and noise tolerant.
Introduction
Classification is a fundamental concept in data mining [10] . Many classification algorithms have been proposed in the last half century [12] . They aim at accurate class prediction of the unclassified instances on the basis of a set of already classified instances (training set). The quality of the training set as well as its size determine the efficiency and the effectiveness of the algorithm and consequently they are vital for all classifiers.
Handling training data-streams [1] and large training sets in classification systems has attracted the interest of the data mining research community. The goal is the reduction of the high computational cost involved. The problem is more intense in cases of instancebased classifiers because the whole training set should be examined for each unclassified instance in order to classify it. In addition, executing classification algorithms on devices with limited memory (e.g., sensors) is also an important issue, since otherwise, transferring data to powerful servers for processing is inevitable. In both cases, a simple and obvious approach is the use of a subset of the available data. However, this subset probably cannot represent the whole training set and may harm the classification accuracy.
Instance-based classification is characterized to comprise a lazy learner algorithm because instead of involving a discriminative function it directly processes unclassified instances against the training dataset. The k-Nearest Neighbors (k-NN) [6] classifier is a typical example of a lazy learner. When an unclassified instance is to be classified, the k-NN classifier identifies and retrieves the k nearest instances from the available training set on the basis of a pre-specified distance metric; most often, the Euclidean distance. The nearest instances are called neighbors. The unclassified instance is assigned to the class that dominates in its k-nearest neighbor set. This task is very simple. However, since all the training set members need to always be available in memory and all distances between the unclassified instance and the training data have to be computed, the approach comprises a memory and CPU intensive task. Yet another drawback is that the k-NN classifier is not noise-tolerant. Noise affects the classification process and reduces accuracy.
Data Reduction Techniques (DRTs) [9, 24] can remedy the stated drawbacks by introducing a preprocessing stage to the training dataset. A set of representative prototypes is created (usually called a condensing set) from the initial training data. Although there are few exceptions [21] , by definition, DRTs cannot handle data of an incremental nature (data streams), as well as large dataset that do not fit in the main memory. To overcome these drawbacks, we recently proposed the dynamic RHC (dRHC) [19] , and the abstraction IB2 (AIB2) [17, 18] algorithms. Both construct/maintain a dynamic condensing set from the data stream or large data set. Dynamic because the algorithms update continuously the condensing set by incrementally considering new instances as the latter emerge.
Both dRHC and AIB2 operate on a small set of prototypes without seriously degrading the accuracy achieved by the k-NN classifier that operates on the whole of the original training set. Yet, they both introduce an unpleasant phenomenon that constitutes the major motivation behind this work: as new prototypes are generated and they get appended to the condensing set, the size of the latter may exceed the size of the available memory. A second motive is that both algorithms are not noise tolerant. False new prototypes may be generated as a result of the noise present in the initial training set. Consequently, there is a clear need to filter out the noise present in the training set, and to maintain the size of the condensing set under control, up to a user specified threshold value.
In [16] , we made a first attempt to address the aforementioned issues. In particular, we proposed dRHC-V2, which is a variation of dRHC. Contrary to dRHC, dRHC-V2 keeps the size of the condensing set in a convenient, manageable by the classifier, level by ranking the prototypes and removing the least important ones. As soon as the condensing set size exceeds a user-specified threshold value, the condensing set prototypes are ranked on a calculated weight value, and the necessary number of low ranked prototypes are removed from the condensing set in order to maintain the set threshold. The experimental measurements presented in [16] show that dRHC-V2 filters the noisy data and keeps the classification accuracy at high levels. However, dRHC-V2 is not a one pass algorithm. It utilizes a ranking procedure that may not cope well with fast data streams. Even a quick sort algorithm may be inappropriate for very fast data streams, where new instances arrive at fast rates. This is another motive of the present work.
We propose a new variation of AIB2 called AIB2-V2. Like dRHC-V2, AIB2-V2 incorporates a mechanism for prototype weighting and removal. However, AIB2-V2 is of a more proactive nature. Weight values are calculated again as in the case of dRHC-V2 and as a new prototype enters the condensing set, the weakest (i.e., the one with the lowest weight) of the existing prototypes is removed from the set. In other words, the newly generated prototype replaces the weakest one. Contrary to dRHC-V2, AIB2-V2 does not rank the prototypes. The prototype with the minimum weight is removed. Noisy prototypes tend to involve low weight values. Hence, they are the first to be removed as new prototypes get appended to the (dynamically updated) condensing set. The experimental results show the new algorithm to be faster and more noise-tolerant than AIB2, with no sacrifice in accuracy and computational complexity.
The paper is organized as follows: In section 2, the fundamental issues about DRTs and their limitations are briefly presented. The section also includes a recap of the AIB2, dRHC and dRHC-V2 algorithms. Section 3 considers in detail the AIB2-V2 algorithm. In Section 4, the latter is experimentally compared to dRHC-V2 and to their predecessors on sixteen datasets. The experimental study is complemented with a statistical validation using the Wilcoxon signed rank test [7, 23] . Section 5 suggests new directions for future work and concludes the paper.
Background knowledge 2.1. Data Reduction Techniques
DRTs [9, 24] pre-process the training data and construct a set of prototypes that is then used by the k-NN classifier. DRTs can be grouped into two categories:
-Prototype Selection (PS) algorithms [9] select prototypes from the initial training set.
PS algorithms can be also grouped into two subcategories:
• PS-editing algorithms aim to remove noise from the training set and to "clean" the borders between classes. This way, the classification accuracy is improved. • PS-condensing algorithms aim for data condensation, i.e., the construction of a small set of prototypes (condensing set) that represents the initial training data. -Prototype Generation (PG) algorithms [24] generate prototypes by summarizing on instances. As in the case of PS-condensing algorithms, the goal is data condensation.
Most PS-condensing and PG algorithms construct condensing sets by removing "internal" instances. These instances do not determine the borders between the classes and can be removed without accuracy loss. Thus, PS-condensing algorithms try to select only the instances that are close to the borders. These instances are called close-border instances and are essential to classification. PG algorithms generate many prototypes for the close-border areas and few for the "internal" areas. Unfortunately, most of PS and PG algorithms cannot handle noise and this leads to lower data reduction rates. In the case of PS-condensing algorithms, an instance with wrong class label is considered as close-border instance and it is erroneously included in the condensing set, along with its neighboring instances. In the case of PG algorithms, more prototypes are generated for noisy data areas because neighboring instances of different classes cannot be summarized. Consequently, for training sets with noise, editing should be applied beforehand.
Although there are some exceptions (e.g., the IBL algorithms [3, 5] ), DRTs are memorybased. All training data are assumed to reside in main memory. Hence, DRTs are unsuitable for large datasets that cannot fit into memory and they cannot be used on devices with limited memory. In addition, DRTs are appropriate only for static datasets. Except for few exceptions [21] , they cannot process new incoming data, after the construction of the condensing set. Equivalently, they cannot dynamically update the condensing set. Suppose that a DRT constructs a condensing set by considering a training set T S. Also, suppose that new training data D arrive. For the construction of an updated version of the condensing set, the DRT needs to operate from scratch on the complete training set T S ∪ D. This means that the entire training instances set need be considered. Hence, DRTs are inappropriate for data streams where new training instances become gradually available. The dRHC [19] and AIB2 [17, 18] algorithms are PG algorithms that can be used in such environments.
Review of dRHC and dRHC-V2
Dynamic RHC (dRHC) constitutes a descendant of the Reduction through Homogeneous Clusters (RHC) algorithm [19] . Inherent to the latter is the concept of cluster homogeneity. RHC utilizes k-means clustering. Suppose that a training set C contains D classes. Initially, the whole training set is considered as an unprocessed non-homogeneous cluster. RHC averages out over the instances of each class in C and calculates a mean (centroid) for each class. Then, k-means runs over C by using these class-centroids as initial seeds. The result is D clusters. Each instance in C is assigned to one of the D clusters. Subsequently, the D clusters are considered. For each one homogeneous cluster (i.e., involving instances of only one class), the cluster-mean comprises a representative prototype placed in the condensing set. On the other hand, for each non-homogeneous cluster, the algorithm proceeds recursively. When no non-homogeneous clusters are left, RHC terminates. This way, each homogeneous cluster contributes a (representative) prototype to the condensing set. Like most PG algorithms, RHC generates few prototypes for the "internal" data areas and more prototypes for close-border data areas. Like most DRTs, RHC is memory-based and as such it cannot manage data that cannot fit in memory and data streams.
The dRHC algorithm can manage large and / or streaming datasets. This is accomplished by considering the training data in the form of data segments. The size of the data segment is fixed and it can be adjusted according to the available memory. In the case of data streams, dRHC utilizes a buffer the size of the data segment that is set to accept incoming instances. When the buffer gets full, its content is moved forward for processing. Analogously, large datasets that cannot fit into memory are divided into equally sized data segments appropriate to the device's memory, and the latter are processed sequentially. The algorithm includes two main stages: stage 1 is the initial condensing set construction. It is executed only once utilizing the first data segment. It is identical to RHC with one difference: each one prototype is stored alongside with a weight attribute value equal to the number of instances it represents. Stage 2 is the condensing set update. It is executed following the arrival of data segment number two and onwards. It processes the prototypes of the current condensing set against the instances of a new data segment and constructs a new set of clusters. It then proceeds in a way similar to that of RHC. Figure 1 illustrates an example of the execution of the condensing set update stage. Sub-figure (a) presents an existing condensing set that has three prototypes with the corresponding weights. Suppose that a new segment with seven new instances arrives (Subfigure (b)). Each new instance carries a weight value equal to one. At first, each new instance is assigned to the cluster of the nearest prototype (Sub-figure (c)). No instance has been assigned to cluster B. Hence, the corresponding prototype remains unchanged. The instances assigned to cluster A are of the same class as the class of the prototype in A. Thus, A remains homogeneous. Therefore, the weighted mean in A is computed and it is placed in the condensing set alongside with its new weight value. In effect, the prototype "moves" towards the new instances to represent better this data area (Sub- figure (d) ). Cluster C becomes non-homogeneous after the assignment of the new instances. For each discrete class in C, the algorithm computes a weighted class mean and executes k-means. Two new homogeneous clusters emerge (Sub-figures (d) and (e)). Eventually, dRHC computes a weighted cluster mean for each cluster as well as the corresponding weights. They constitute new prototypes and they are placed in the condensing set (Sub-figure (f)). [22] algorithms in [19] . The results obtained reveal that dRHC involves the lowest preprocessing cost (i.e., it is the fastest to execute) and constructs the most compact condensing set without sacrificing accuracy. A week point is that noise in the training data results into having a larger number of non-homogeneous clusters which, consequently, leads to a lower reduction rate and to a higher preprocessing cost during the prototypes construction stage.
The dRHC-V2 algorithm constitutes a dRHC variation that retains the size of the condensing set within acceptable levels. The desirable maximum size of the condensing set comprises a user-specified input parameter (T ). dRHC-V2 executes in a way simi-lar to dRHC with one difference: as soon as the size of the condensing set exceeds the set number of T prototypes, the least important of the latter are removed from the condensing set, to save space. In effect, the mechanism for prototypes removal comprises a post-processing step of the condensing set update stage. The input parameter T is set by considering the available memory, the noise, and the desirable trade-off between computational cost and accuracy.
The stated functionality is implemented by having dRHC-V2 rank the prototypes according to their importance, following the execution of each condensing set update stage. Next, only the top T prototypes are retained. The prototype weights are vital for the ranking procedure. It is reminded that the prototype weight depicts the number of instances represented by the prototype in question. A straightforward approach could be to remove the necessary number of prototypes with the lowest weights. However, this would not comprise a fair criterion. An old prototype probably has a higher weight value than that of a prototype generated at a subsequent condensing set update stage. Consequently, prototypes generated at later stages would be prone for removal as compared to older ones. Also, if the weight is adopted to comprise the sole ranking criterion, an old prototype of high weight that has survived many executions of the condensing set updates will probably tend to be favored to survive against all recently generated prototypes and will thus remain permantly in the condensing set. Therefore, prototype weight should not by itself comprise the sole contributor to the calculation of the prototype's rank measure.
To achieve fairness in prototype ranking, dRHC-V2 takes into consideration the weight as well as the age of the prototype. Thus, dRHC-V2 holds a counter of the data segments that have been processed at any one given instance in time. Each prototype has an extra attribute that denotes the number (r) of the data segment corresponding to its generation. In this respect, r depicts the instance in time when the prototype in question got appended to the condensing set. Following the completion of each condensing set update stage, dRHC-V2 re-calculates the rank measure for all the condensing set prototypes. The measure is called Average number of Arrivals (AnA). This measure incorporates the prototype's weight (w) and age (r) contributors. More specifically, the prototype's AnA rank measure is calculated as follows:
where ds is the (sequence) number of the current data segment, r is the number of the data segment corresponding to the prototype's generation, and w is the prototype's weight value, i.e. the number of instances it represents. In other words, the denominator reflects the age of the prototype. A prototype is weak when it has low AnA value.
Considering the above, prototypes generated by the latest condensing set update stage have AnA values equal to their weight (w). For existing prototypes, their Ana values are (re-)calculated by dividing their weights w by their (updated) age values. Prototypes updated to represent new instances during the condensing set update stage have their AnA value (re-)calculated by diving their new weight w value by their (updated) age value.
The post-processing step of dRHC-V2 executes following the completion of the initial condensing set construction stage, as well as the execution of each one subsequent condensing set update stage. It operates on an already constructed condensing set, with given a maximum condensing set size T . When the size of the updated condensing set is found to exceed the set maximum T , the training set is trimmed to only contain the top T prototypes with the highest AnA values.
Noisy prototype instances present in the dRHC generated condensing sets usually relate to low AnA values in dRHC-V2. As such, they are weak and comprise the first candidates to be removed when the T threshold value is reached in dRHC-V2. Thus, contrary to dRHC, dRHC-V2 can deal with datasets that involve noise and, for such datasets, it achieves higher classification accuracy compared to dRHC.
Despite its fairness in treating the newly generated protoypes, dRHC-V2 is not tuned for handling the concept drift phenomenon [25] that may be present in data streams. Newly generated prototypes or prototypes updated during a condensing set update stage are in no way favored to survive and remain in the condensing set by removing older ones.
Review of AIB2
The Abstraction IB2 (AIB2) algorithm is a prototype generation version of the wellknown IB2 condensing algorithm [2, 3] . Contrary to most DRTs, the latter is a one-pass algorithm and constructs its condensing set in an incremental manner 3 . This means that IB2 can add new prototypes to an already constructed condensing set without needing to retain the instances that had been used for the initial construction of the condensing set. From this point of view, IB2 is suitable for data streams and for large datasets that cannot fit into the device's memory. IB2 starts by moving the first training instance to the condensing set. For each following training instance inst, IB2 examines the current condensing set and retrieves the nearest prototype p to inst. If inst has a different class from p, it is moved to the condensing set. Otherwise, it is ignored.
AIB2 inherits all the properties of IB2. In addition, AIB2 not only appends new prototypes to an already constructed condensing set; it may also update existing prototypes. The motive behind the development of AIB2 is that prototypes should be the centroids of the instances they represent. Thus, if the examined instance has the same class label with its nearest prototype in the current condensing set, the examined instance is not ignored as in the case of IB2. Instead, it contributes to the shaping of the condensing set by updating the nearest prototype. To accomplish this, AIB2 assigns a weight value to each prototype. The weight value denotes the number of instances that the prototype represents and it is used to move the prototype in the data space. In effect, the nearest prototype moves towards the examined instance.
Considering the above, AIB2 improves on the representation effectiveness of the condensing set prototypes in comparison with IB2. Consequently, higher classification accuracy is achieved. Moreover, by having prototypes act as centroids for the instances they represent, AIB2 reduces the number of prototypes in the condensing set. In this respect, higher reduction rates and lower computational cost are achieved when compared to IB2. Contrary to dRHC and dRHC-V2, AIB2 does not consider the dataset in the form of data segments. Each instance is processed individually. Like dRHC, AIB2 is also subject to the noise effect: a noisy instance nearest to a prototype is likely to be of a different class. As such, its inclusion in the condensing set increases the number of prototypes in the latter. AIB2 execution examples are depicted in Figures 2 and 3 . Initially, the condensing set includes three prototypes. Suppose that a new circle instance a arrives (Figure 2(b) ). Since a is closer to a prototype P of the same class, P moves towards a and its weight is increased by one (Figure 2(c) ). On the other hand, suppose that a new square instance, a, arrives (Figure 3(b) ). Since a is closer to a prototype of a different class, a enters the condensing set forming a new prototype the weight of which is set to one (Figure 3(c) ).
The AIB2-V2 Algorithm
One may claim that dRHC and AIB2 are also appropriate for data streams and large datasets. This is not true since the repetitive generation of new prototypes is likely to lead to a very large condensing set, one that is inappropriate for instance-based classification. This fact renders dRHC and AIB2 inapplicable, especially on infinite data streams [13] . Therefore, there is a need of a mechanism for the size of the condensing set to remain compact. The dRHC-V2 algorithm is seen to handle large datasets and data streams, yet its prototype ranking stage may render its use problematic especially in cases of very fast (i.e., high velocity) data streams. Even a quick sort procedure may not cope with very fast rates of instance arrivals. Therefore, dRHC-V2 may involve a large queue of data segments that await their turn for processing. In case of high speed data streaming, prototypes ranking should be avoided.
Yet another weakness of dRHC-V2 is that it first appends a set of new prototypes to an already existing condensing set and it then removes the prototypes with the lowest AnA values (a.k.a. the weakest prototypes). Since the number of new prototypes into the condensing set during each condensing set update stage is not known beforehand, the reverse cannot be implemented. Thus, the size of the condensing set may temporarily exceed the size of available memory, an issue to be taken into consideration when setting the T parameter for dRHC-V2.
AIB2-V2 is a simple variation of AIB2 that successfully addresses the stated dRHC-V2 drawbacks. Like AIB2, AIB2-V2 does not consider the new data as data segments. Each new instance is considered individually. During each iteration of the algorithm, an existing prototype either gets updated or a new prototype is generated. Like in dRHC-V2, AIB2-V2 is given a T threshold value. When the generation of a new prototype results into a condensing set whose size exceeds T , the weakest prototype gets discarded. Since, only one prototype is discarded, there is no need for the algorithm to rank the prototypes. When a prototype need be removed to retain the size of the condensing set within the set T value, AIB2-V2 calculates the AnA value of each prototype and removes the weakest one. One pass over the prototypes set suffices. In case of a tie involving two or more prototypes having the same (lowest) AnA value, the oldest one gets removed.
At each one point in time (clock tick), one instance arrives and it is examined against the existing condensing set. There exist no data segments in the logic of the AIB2-V2 algorithm. A clock tick corresponds to incrementing the time value by 1. The newly generated prototype is assigned the current time value. A prototype created at "time" r is of age t − r when the current time is t. Hence, the value of AnA is calculated as follows:
with w being the given prototype's weight.
The pseudocode in Algorithm 1 presents the AIB2-V2 algorithm. Like AIB2, when an instance inst from the training set T S has the same class as its nearest prototype nn in the current condensing set CS, nn's attributes are updated by taking into consideration its current weight and the attributes of inst. Of course, since inst is from now on to be represented by nn, the weight of nn is increased by 1 (lines 32-35). The difference between AIB2-V2 and AIB2 is depicted in lines 16-22 and 27-29. The algorithm starts to remove prototypes when |CS| > T . The for-loop in lines 12-23 performs the single pass over the prototypes and finds the nearest prototype nn. Simultaneously, it computes the corresponding AnA values and marks the prototype p min with the lowest AnA value. Next, if inst enters CS, p min is removed from CS (line 28). p min is retrieved only when the size of the condensing set exceeds the set T threshold value. Contrary to the ranking procedure executed by dRHC-V2 for each data segment, here, there is no extra cost for finding the prototype with the lowest AnA. It is retrieved by the single pass over the prototypes. It is worth noting that the new prototype enters at the end of CS. Thus, the prototypes in CS are stored sorted by their age values, from the oldest to the newest. Therefore, in case of ties, p min is the oldest prototype with the lowest AnA value.
As already stated, both dRHC and AIB2 are not noise-tolerant. In the case of their -V2 variations, it is noted that noisy prototypes usually involve low AnA values and they are amongst the first candidates for removal from the condensing set. In this respect, it may safely be assumed that both dRHC-V2 and AIB2-V2 are noise tolerant algorithms, provided that in the course of condensing set construction the pre-specified T value is exceeded for the algorithms to start removing prototypes from the condensing set. This inst ← next instance in T S 9: minimum AnA ← ∞ 10: p min ← N U LL 11: nn ← N U LL 12: for each prototype p ∈ CS do 13: if p is the nearest prototype of inst then 14: nn ← p 15: end if 16: if |CS| > T then 17: T S ← T S − {inst} 38: end while 39: return CS is yet one more issue to be taken into consideration when setting the value of the T parameter. Setting T to a high value effectively disables the noise tolerant character of the algorithm, and setting it too low ends up in having the algorithm remove useful prototypes from the condensing set, especially in cases when the size of the latter is relatively small.
Performance Evaluation

Experimental Setup
The performance of AIB2-V2 was tested against dRHC-V2, dRHC and AIB2 using fourteen well-known and widely-used datasets distributed by the KEEL repository 4 [4] . Their profile is summarized in Table 1 . It is worth mentioning that in [19] and [18] , dRHC and AIB2 were evaluated against five state-of-the-art DRTs by utilizing the same fourteen datasets. More specifically, dRHC and AIB2 were experimentally evaluated against the CNN-rule [11] , IB2 [3, 2] , PSC [14, 15] , ENN-rule [26] and RSP3 [22] . In this respect, when dRHC-V2 and AIB2-V2 are compared to dRHC and AIB2, they are "indirectly" compared to these five data reduction techniques. We did not include the PS and PG algorithms reviewed in [21] because they either focus on concept drift detection or introduce high computational cost. Consequently, they are inappropriate to be compared against AIB2-V2 and dRHC-V2. It is worth mentioning that the reader may execute all dRHC-V2, AIB2-V2, their predecessors and the aforementioned algorithms using the stated datasets at the publicly accessible WebDR 5 . environment [20] . The LIR, PD, SH, PH, TXR datasets are all noise-free. It is expected that both dRHC-V2 and AIB2-V2 will perform better on noisy datasets by achieving higher classification accuracy than dRHC and AIB2, respectively. Thus, we built two additional datasets with noise by introducing a 10% of random noise to the PD and LS datasets. The noise was introduced by setting 10% of the training instances to a randomly chosen (different) class label. We refer to these datasets as PDN and LSN, respectively.
The algorithms were coded in C, adopting the Euclidean distance as the distance metric. We randomized the datasets that were distributed sorted on the class label. The KDD dataset involves a large number of duplicates, their ranges varying widely. We removed duplicates and normalized the attributes to the [0, 1] range. Furthermore, we removed the nominal and the fixed-value attributes that exist in KDD. No other transformation was applied to all other datasets. For each one dataset and algorithm, Accuracy (ACC), Reduction Rate (RR), and Preprocessing Cost (PC) in terms of distance computations were calculated. The average values of the three reported measurements were obtained via fivefold-cross-validation. As expected, the higher the reduction rates, the fewer distances are computed during the classification step and, as a consequence, the lower is the computational cost introduced by k-NN classifier. Therefore, we did not measure the cost of the classification process.
Since the concept drift phenomenon is not present in the datasets used, we did not implement any special evaluation method for data streams, like test-then-train [8] . Classification accuracy was estimated by running k-NN classification with k = 1. The PC cost measurements conducted do not include the cost overhead introduced by the prototypes ranking in the case of dRHC2-V2. The cost of ranking is O(n log n) on average when a quicksort approach is used. When the threshold is reached, dRHC-V2 ranks the prototypes after the arrival of each data segment. AIB2-V2 avoids the cost of ranking.
Both dRHC and dRHC-V2 consider data in data segments. Datasets are split into data segments of a specific size. Table 2 lists the segment size and the number of segments used for each dataset. It is worth noting that the experiments conducted empirically in [19] reveal that the size of the data segment does not influence the performance of dRHC. Hence, the experimental measurements reported do not involve different segment sizes.
Both AIB2-V2 and dRHC-V2 utilize the T threshold value, that is a ceiling value for the condensing set size. If the condensing set size exceeds T , both algorithms remove prototypes from the condensing set in order to maintain its size equal to T . A number of runs were conducted, with T assuming a value from a set of percentages of the size of the condensing set constructed by dRHC, namely 85%, 70%, 55%, and 40%. This is done in order to be fair when comparing the two algorithms, since dRHC and and AIB2 achieve similar data reduction rates. Table 2 lists the T values used.
Experimental Results
Two types of experiments were conducted. The first type focuses on measuring the performance, following the arrival of all data. The second type measures the data reduction rate (i.e., the size of the condensing set) and the classification accuracy achieved following the arrival and the processing of each one data segment. Table 3 lists the performance measurements conducted following the arrival of all data segments. Table 3 lists the accuracy achieved by the 1-NN classifier operating on the condensing set of each algorithm. The best results are highlighted in boldface. Moreover, Table 3 lists the reduction rates achieved by the algorithms and the corresponding preprocessing costs in terms of millions of distance computations. Although, DRTs are adopted when the conventional k-NN classifier cannot be applied due to its limitations, for reference, Table 3 presents the accuracy measurements achieved by applying k-NN on the original complete training set. The accuracy measurements for AIB2-V2 are quite promising (see in Table 3 ). In cases of noise-free datasets, the k-NN classifier that operates on condensing sets built by AIB2-V2 achieves accuracy values comparable to those of the dRHC and AIB2 algorithms at a lower (classification stage) computational cost, and at a lower preprocessing cost. In cases of datasets that contain noise, the gain is higher. AIB2-V2 and dRHC-V2 are measured to achieve higher classification accuracy than dRHC and AIB2. This happens because noisy data originating prototypes relate to low importance (i.e. AnA) values and as such they are removed from the condensing set. Hence, in cases of datasets with a high level of noise (e.g., MGT, PDN, LSN, BL), AIB2-V2 and dRHC-V2 with the lowest T value were found to achieve even higher accuracy than the conventional k-NN classifier. It is noted that the lower is the T value used, the higher the reduction rate and the lower the preprocessing cost achieved. Since AIB2-V2 and dRHC-V2 adopt a ceiling value for the maximum condensing set size and maintain it throughout the whole execution, the reduction rate (RR) and processing cost (PC) results obtained were as expected; the size of the condensing set and the processing cost increase until the set maximum value T is reached and then they remain constant, for all the T values used.
It is not clear which of AIB2-V2 and dRHC-V2 are more accurate. In Table 3 , dRHC-V2 is seen to construct its condensing set by computing fewer distances than AIB2-V2.
However, it ranks the prototypes and it may be problematic in cases of very fast data streams. Also, the average measurements (AVG) depicted in the last row of Table 3 suggest that dRHC-V2 and AIB2-V2 can achieve even better accuracy than their predecessors by avoiding the arbitrary growth in size of the condensing set, and by reducing the preprocessing cost.
Tables 3 lists performance rates measured after the arrival of the last data segment, i.e., when all data are processed. An additional set of experiments conducted involved the measuring of accuracy and condensing set sizes following the processing of each one data segment by executing the algorithms on ten datasets. With the exception of the Shuttle (SH) dataset, the largest datasets were used for this set of experimental runs. In the case of the Shuttle (SH) dataset accuracy does not present an essential variance from one data segment to another and for this reason the dataset was excluded. For AIB2-V2, whereby processing does not involve the use of data segments, accuracy values were measured utilizing condensing set snapshots as they were following the processing of s prototypes, where s is the "Segment size" value listed in Table 2 .
Figures 4-13 present the results obtained from this new set of experiments. Each figure involves two diagrams. Diagram (a) plots the size of the condensing set following the arrival of each one data segment (numbered 1,2,. . . ) on the x axis. The size of the condensing set is seen to rise and start to level off when T is reached. Diagram (b) plots the accuracy achieved following the processing of each (subsequent) data segment. It is worth noting that for the MGT, PDN and LSN datasets which involve a relatively high level of noise, the classification accuracy increases considerably when the prototype removing mechanism is enabled. Thus algorithms that adopt low T values perform better in cases of noisy datasets. In general, we observe accuracy tends to rise relatively fast for the first few data segments that are being processed and it then tends to level off either gradually (e.g. for LS, PH) or a bit more abruptly (LIR, PD, TXR and KDD).
Wilcoxon Signed Rank Test results
The experimental results obtained are herewith complemented by the Wilcoxon signed rank test results [7, 23] in order to statistically confirm the validity of the ACC measurements presented in Table 3 . The Wilcoxon signed rank test compares all the algorithms in pairs, considering the accuracy achieved against each one dataset. All four versions of dRHC(-V2) and AIB2(-V2) were considered, using a number of T values. Since both dRHC-V2 and AIB2-V2 dominate in terms of the RR and PC results obtained, there was no need to include the corresponding measures in the test. Table 4 presents the Wilcoxon signed rank test results obtained. The column labeled "w/l/t" lists the number of wins, losses and ties for each one comparison test. The column labeled "Wilcoxon" value (last column) lists a figure that quantifies the significance of the measured difference between the two algorithms compared. When it is lower than 0.05, the difference is statistically significant.
Despite the fact that AIB2-V2 is seen to involve more wins over dRHC-V2, the results in Table 3 indicate that there exists no statistically significant difference between the two algorithms. Furthermore, there is no statistical difference between AIB2-V2 and AIB2. In the case of dRHC-V2 and dRHC, the former is seen to outperform the latter when T =85%, and when T =70%. There is no statistical difference between the two when T =55%, and when T =40%. The results obtained reveal that both dRHC-V2 and AIB2-V2 can be used Methods Accuracy w/l/t Wilcoxon dRHC vs dRHC-V2 (T =85%) 4/12/0 0.030 dRHC vs dRHC-V2 (T =70%) 5/11/0 0.026 dRHC vs dRHC-V2 (T =55%) 6/10/0 0.121 dRHC vs dRHC-V2 (T =40%) 8/8/0 0.326 AIB2 vs AIB2-V2 (T =85%) 6/9/1 0.132 AIB2 vs AIB2-V2 (T =70%) 7/9/0 0.255 AIB2 vs AIB2-V2 (T =55%) 8/8/0 0.756 AIB2 vs AIB2-V2 (T =40%) 7/9/0 0.836 dRHC-V2 (T =85%) vs AIB2-V2 (T =85%) 4/12/0 0.179 dRHC-V2 (T =70%) vs AIB2-V2 (T =70%) 8/8/0 0.918 dRHC-V2 (T =55%) vs AIB2-V2 (T =55%) 6/9/0 0.061 dRHC-V2 (T =40%) vs AIB2-V2 (T =40%) 6/10/0 0.352 dRHC vs AIB2 7/9 0.408
Conclusion and Directions for Further Work
A new noise-tolerant prototype generation algorithm is considered in detail. It maintains a fixed size condensing set by monitoring a stream of training data, or by managing a large dataset that cannot fit in memory. The new algorithm is code-named AIB2-V2 and has some common characteristics with dRHC-V2. Both comprise improved variations of the AIB2 and dRHC algorithms, respectively. Contrary to dRHC-V2, AIB2-V2 avoids ranking when replacing its prototypes. When a new prototype enters the condensing set and the threshold limit has been reached, the pre-marked prototype with the lowest AnA is removed. The experimental study yields promising results. Even when the condensing set generated by the new algorithm is less than half the size of that generated by the AIB2 algorithm, there is no loss in accuracy and in many cases the accuracy achieved by AIB2-V2 is even higher. By having the size of the condensing set to vary up to a pre-specified maximum value T and practically remain constant, the preprocessing costs involved remain low and constant throughout the execution of each one of the two algorithms. Moreover, the latter can be implemented to execute on devices with limited memory. Suggested directions for future work include the development of new variations of noise-tolerant prototype generation algorithms that will fully exploit the potential of handling data streams involving the concept drift. This could be achieved by further increasing the value of the importance measure for newly generated prototypes, next to that of old prototypes involving static attribute values in the course of time. Moreover, we also plan to introduce parallelism to the DRTs, in order to speed up the construction of the condensing set.
