The inverse scattering problem of determining the boundary impedance from knowledge of the time harmonic incident wave and the far-field pattern of the scattered wave is considered. We use the finite-difference approximation for the Helmholtz equation along with the exact radiation condition for the discrete equation. The approach involves two steps. First, we reduce the problem to a well-posed system of linear equations for a modified potential. We next find the boundary impedance using the modified potential through an explicit formula. Thus, the computational part of the nonlinear problem of reconstruction of the boundary impedance is reduced to the solution of a linear system. Numerical examples are given to demonstrate efficiency of the new approach.
Introduction
Consider the Helmholtz equation in the half space R n , x n > 0,
with the boundary condition u x n − γ (x )u| x n =0 = 0, x = (x 1 , x 2 , . . . , x n−1 , x n = 0),
where γ (x ) is the surface impedance with a bounded support and u = u(x) is the superposition of an incident, reflected and scattered wave u(x) = e iω·x + e iω * ·x + ψ(x).
Here, ω = (ω 1 , ω 2 , . . . , ω n ) is a vector such that |ω| = k, ω * = (ω 1 , ω 2 , . . . , ω n−1 , −ω n ) and the function ψ(x) satisfies the radiation condition 
The inverse scattering problem for (1) and (2) consists in determining the impedance γ (x ) by the scattering amplitude f . One can reduce the problem to the whole space R n by extending function u evenly through the boundary x n = 0 for x n < 0. Then equations (1) and (2) are replaced by the Schrödinger equation
where q(x) = 2γ (x )δ(x n ) and δ(x) is the Dirac delta-function. However, instead of pursuing the continuous case, we consider the finite-difference counterpart of (3)- (5) . Equation (5) is then replaced by the difference equation
with q(ξ) = 2γ (ξ )δ(ξ n ), and the difference Laplacian being defined on the lattice Z n h with step h as
The special feature of this paper is related to the radiation condition. We do not discretize the continuous radiation condition (4) . Instead, we use the exact radiation condition for the discrete Schrödinger equation (6) that provides a unique solvability of the discrete problem on the lattice [1, 2] . Thus, the problem from the very beginning is discrete and, as we will show, is well posed for a fixed step h. This makes the method differ from other approaches such as the linear sampling method [3] [4] [5] [6] , the least-squares method [7, 8] , or the factorization method [9] (see [10, 11] for review of other methods). Of course, the standard procedure of approximation of the continuous model by the discrete counterpart has been used extensively. The novelty of our approach is related to the radiation condition for the discrete problem which was found quite recently [1, 2] and is not widely known.
We do not consider the limiting transition h → 0 because no one can expect that the solution of the difference problem has the limit as h → 0 without restrictions on the set of possible data. However, one can expect that some intermediate range of values of h can give a good approximation of the solution of the original continuous problem.
The Fourier transform − u of the negative difference Laplacian is the operator of multiplication by
That means
where
n . It follows from (9) that the spectrum Sp(− ) of − is absolutely continuous and coincides with the interval 0 k 2 4nh −2 . Similar to (1)-(5), the scattering solution of the difference equation on the lattice Z n h , ξ n > 0 is defined using the reflection principle: it is a solution u(ξ) of equation (6) that has the form
where function e i ·ξ obeys the homogeneous equation
2 ) e i ·ξ = 0 (11) and ψ(ξ) satisfies the same equation and the radiation condition. Equation (11) implies the following relation between and k:
The radiation condition for the difference equation (6) can be found in [1, 2] . The form of the radiation condition depends essentially on the value of k 2 in the continuous spectrum Sp(− ) = [0, 4nh
−2 ]. We assume that k 2 belongs to one of the intervals (0, 4h
In the complement part of the spectrum, the dispersion surface S = {σ : φ(σ) = k 2 } is not strictly convex. This results in the existence of several scattering waves with different frequencies propagating in the same direction [2] . Thus, if n = 2 then
. Under those restrictions on k 2 , the radiation condition is similar to that for the continuous Laplacian: there is only one scattering wave. However, its frequency depends on the direction θ = ξ/|ξ|
Here,
is the projection of the vector σ = σ(θ, k) onto the direction of vector ξ, and σ(θ, k) is a point on the dispersion surface S = {σ : φ(σ) = k 2 } where the external normal vector is parallel to ξ.
The goal of this paper is to recover the impedance γ (or the potential q) by measuring the scattering amplitude f (θ, k) for a fixed frequency k. Observe that the impedance γ is defined in a finite number of points on the lattice Z n−1 h , while the amplitude f (θ, k) is a function of continuous argument θ. We will obtain an exact description of a finite-dimensional space of admissible functions f . We assume that f is known (measured) in a number of points θ m which exceeds substantially the number of points on the support of γ . Typically, the number of measurements should be by an order of magnitude larger than the number of points on the support γ . It also depends on the noise level and its optimal choice is discussed in the section on numerical results. Then the least-squares method is used to recover the amplitude in the admissible finite-dimensional space and then recover γ .
There is a crucial observation in [12] related to the inverse difference problem for the Schrödinger equation in R n with an arbitrary compactly supported potential q (which is not necessarily supported on x n = 0). It was shown that the nonlinear operator F : f → q can be represented in the form F = F 1 F 2 , where F 2 is a linear operator and the nonlinear operator F 1 admits the explicit inverse F −1
1 . This result did not have further development because the operator F 2 is highly degenerate: the matrix of this operator has order N n , while the rank is O(N n−1 ), where N the side of the cube supported the potential. We use this approach, and in our case the operator F 2 is not degenerate. Hence, we need to solve only the linear problem (find F −1 2 ). Of course, the problem becomes bad if h → 0 and when the size of the matrix F 2 grows.
The same approach works in the problem of finding the boundary of unknown convex obstacle in R n , since the number of unknowns in this case is not O(N n ), but rather O(N n−1 ), as in the case with unknown impedance. Here we consider only the impedance problem in the half space. The problem of recovery of the boundary of an obstacle will be discussed elsewhere.
Modified potential c(ξ)
Substituting (10) into (6), we obtain that the scattering solution ψ(ξ) satisfies the equation
Equation (14) is uniquely solvable if ψ satisfies the radiation condition (13) and k 2 belongs to ((4n − 4)h −2 , 4nh −2 ) (see [2] ). From (14) it follows
Let us denote by c(ξ) the right-hand side of (15) c(ξ) = −q(ξ)(2 e i ·ξ + ψ).
In this notation, equation (15) has the form
Observe that the coefficient c(ξ) vanishes outside the support of q(ξ), and hence the solution of the difference equation (17) can be written as a finite sum
is the Green's function of (17) which is determined as a limit z → k + i0 of the square integrable Green's function for the operator − − z 2 . Substituting (18) into (16), we obtain equation for determining q(ξ)
from which one can find
Thus, (20) allows to find explicitly q(ξ s ) if c(ξ s ) is known. In the following section, we will describe a method of determining c(ξ s ) from the scattering amplitude f (θ, k) with fixed k. Note that the mapping c → f is linear. Hence, the initial nonlinear inverse problem is split into two steps: solution of a linear problem (restoring c from f ) and application of the explicit formula (20).
Calculation of the modified potential c(ξ)
The Green's function G(ξ) of the difference equation (6) has the following asymptotic behavior at infinity [2] :
The Green's function of a shifted argument behaves as
Here, b(θ, k) is defined by the curvature (θ, k) at the point σ = σ(θ, k) on the surface S:
In two-dimensional case n = 2, and the curvature (θ, k) in (23) of the curve S:
Since
formula (23) becomes
Then (18) and (22) imply that
Equation (27) shows that the exact value of the scattering amplitude belongs to a finitedimensional space span 
Solution of the direct problem
Here we consider two-dimensional case n = 2. Equation (14) implies that the function ψ on the boundary ξ 2 = 0 satisfies the equation
Thus, calculation of ψ(ξ 1 , 0), |ξ 1 | < mh −1 , is reduced to the solution of the linear system of equations. This allows us to determine ψ on the whole lattice Z 2 h as follows:
and find the scattering amplitude using (22) 
Numerical results
From the solution of the direct problem we calculate c(ξ j ), and from the far-field equation (27) one can find the ratio
Each component of the vector r(θ, k) is then perturbed by a random noise of amplitude δ
where R j 1 and R j 2 are independent uniformly distributed random numbers from the interval [0, 1]. Then we solve equation (27) for the modified potential c(ξ j ) = c δ (ξ j ) and recover the impedance γ = γ δ using the approach described in the previous sections. We also change the variables ξ → hξ in equation (6) , so that one can put h = 1.
Below we consider a few examples. In the first one, an incident plane wave which has the angle π/4 with the x 1 -axis is reflected in R 2 from the boundary with a piecewise constant impedance. Graphs of the reconstructed impedance for k 2 = 3.75, noise amplitude δ = 0.01, and different numbers of measurements N meas are shown in figure 1 (dotted line) . Measurements of the far-field were taken twice at each observation point in order to reduce the noise level. Increasing the number of measurements of the far-field allows us to substantially improve the accuracy. Figure 2 shows the reconstruction of a comb-shaped boundary impedance with the same wave and noise parameters. In this case, the best approximation with a fixed number of measurements is obtained using four-fold repetition of measurements.
Finally, we consider a three-dimensional problem. Figure 3 presents the reconstruction of the square-column boundary impedance with a 1% noise level. The incident plane wave has angles π/3 with the x 1 -and x 2 -axes with wavenumber k 2 = 3.75. The measurements of the far-field with the noise amplitude δ = 0.01 are taken only once. Even in this three-dimensional case computations take less than a minute. Approaching k 2 to 4 leads to a drastic improvement of the accuracy of computations. This results from the fact that for all admissible values of k the dispersion surface S has the largest area when k 2 = 4. While S is always a sphere of radius k in the continuous case, its shape changes with k in the discrete case. On the other hand, small wavenumbers lead to substantial increase of the condition number of the system and make it more sensitive to the noise.
Conclusions
We have considered the problem of determining the boundary impedance from knowledge of the time harmonic incident wave and the far-field pattern of the scattered wave. The approach is based on the finite-difference approximation of the Helmholtz equation using the exact radiation condition for the discrete equation. We reduce the problem to a solution of a wellposed system linear equations for a modified potential. Then we apply an exact nonlinear formula in order to reconstruct the boundary impedance. The advantages of the method are its simple implementation and high computational speed. Both in two-and three-dimensional cases, the reconstruction of the impedance is obtained in several seconds. It does not require any a priori information about the physical properties of the boundary.
Appendix
Here we show that the matrix M = {e In a similar way, one can prove that the matrix M is not degenerate in three-dimensional case n = 3.
