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Planning graphs have been shown to be a rich source of heuristic information for many
kinds of planners. In many cases, planners must compute a planning graph for each
element of a set of states, and the naive technique enumerates the graphs individually.
This is equivalent to solving a multiple-source shortest path problem by iterating a single-
source algorithm over each source.
We introduce a data-structure, the state agnostic planning graph, that directly solves the
multiple-source problem for the relaxation introduced by planning graphs. The technique
can also be characterized as exploiting the overlap present in sets of planning graphs.
For the purpose of exposition, we ﬁrst present the technique in deterministic (classical)
planning to capture a set of planning graphs used in forward chaining search. A more
prominent application of this technique is in conformant and conditional planning (i.e.,
search in belief state space), where each search node utilizes a set of planning graphs;
an optimization to exploit state overlap between belief states collapses the set of sets of
planning graphs to a single set. We describe another extension in conformant probabilistic
planning that reuses planning graph samples of probabilistic action outcomes across search
nodes to otherwise curb the inherent prediction cost associated with handling probabilistic
actions. Finally, we show how to extract a state agnostic relaxed plan that implicitly solves
the relaxed planning problem in each of the planning graphs represented by the state
agnostic planning graph and reduces each heuristic evaluation to counting the relevant
actions in the state agnostic relaxed plan. Our experimental evaluation (using many
existing International Planning Competition problems from classical and non-deterministic
conformant tracks) quantiﬁes each of these performance boosts, and demonstrates that
heuristic belief state space progression planning using our technique is competitive with
the state of the art.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Heuristics derived from planning graphs [4] are widely used in planning algorithms [23,25,51,37,11]. A planning graph
represents a relaxed look-ahead of the state space that identiﬁes propositions reachable at different depths. Planning graphs
are typically layered graphs of vertices (P0,A0,P1,A1, . . . ,Ak−1,Pk), where each level t contains a proposition layer Pt
and an action layer At . Edges between the layers denote the propositions in action preconditions (from Pt to At ) and
effects (from At−1 to Pt ).
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A = {drive(L1, L2) = ({at(L1)}, ({at(L2)}, {at(L1)})),
drive(L2, L1) = ({at(L2)}, ({at(L1)}, {at(L2)})),
sample(I1, L2) = ({at(L2)}, ({have(I1)}, {})),
commun(I1) = ({have(I1)}, ({comm(I1)}, {}))}
I = {at(L1)}
G = {comm(I1)}
Fig. 1. Classical planning problem example.
In many cases, heuristics are derived from a set of planning graphs. In deterministic (classical) planning, progression
planners typically compute a planning graph for every search state in order to derive a heuristic cost to reach a goal state.
(The same situation arises in planning under uncertainty when calculating the heuristic for a belief state.) A set of planning
graphs for related states can be highly redundant. That is, any two planning graphs often overlap signiﬁcantly. As an extreme
example, the planning graph for a child state is a sub-graph of the planning graph of the parent, left-shifted by one step
[52]. Computing a set of planning graphs by enumerating its members is, therefore, inherently redundant.
Consider progression planning in a classical planning formulation (P , A, I,G) of a Rovers domain, described in Fig. 1.
The formulation (discussed in more detail in the next section) deﬁnes sets P of propositions, A of actions, I of initial
state propositions, G of goal propositions. In the problem, there are two locations, L1 and L2, and an image I1 can be
taken at L2. The goal is to achieve comm(I1), having communicated the image back to a lander. There are four actions:
drive(L1, L2), drive(L2, L1), sample(I1, L2), and commun(I1). The rover can use the plan: (drive(L1,
L2), sample(I1, L2), commun(I1)) to achieve the goal. The state sequence corresponding to this plan is:
sI =
{
at(L1)
}
,
s1 =
{
at(L2)
}
,
s2 =
{
at(L2),have(I1)
}
,
s3 =
{
at(L2),have(I1),commun(I1)
}
.
Notice that s1 ⊂ s2 ⊂ s3, meaning that the planning graphs for each state will have initial proposition layers where P0(s1) ⊂
P0(s2) ⊂ P0(s3). Further, many of the same actions appear in the ﬁrst action layer of the planning graph for each state.
Fig. 2 (described in detail below) depicts the search tree (top) and planning graphs for several states (bottom).
State Agnostic Planning Graphs: Avoiding the redundant construction and representation of search heuristics as much as
possible can improve planner scalability. Our answer to avoiding redundancy is a generalization of the planning graph
called the State Agnostic Graph (SAG). The general technique (of which we will describe several variations) is to implicitly
represent several planning graphs by a single planning graph skeleton that captures action and proposition connectivity (for
preconditions and effects) and use propositional sentences, called labels, to annotate which portions of the skeleton relate to
which of the explicit planning graphs. That is, any explicit planning graph from the set can be recovered by inspecting the
labeled planning graph skeleton. Moreover, when the need to reason about sets of planning graphs arises, it is possible to
perform the reasoning symbolically without materializing each of the explicit graphs. Our techniques are related to work on
assumption based truth maintenance systems [18], where the intent is to capture common assumptions made in multiple
contexts. The contributions of this work are to identify several extensions of this idea to reachability heuristics across a set
of planning problems.
From a graph-theoretic perspective, it is possible to view the planning graph as exactly solving a single-source shortest
path problem, for a relaxed planning problem. The levels of the graph eﬃciently represent a breadth-ﬁrst sweep from the
single source. In the context of progression planning, the planner will end up calculating a heuristic for many different
sources. Iterating a single-source algorithm over each source (building a planning graph per search node) is a naive solu-
tion to the multiple-source shortest path problem. We develop the SAG under the following intuition: directly solving the
multiple-source shortest path problem is more eﬃcient than iterating a single source algorithm.
The exact form of the SAG depends upon the underlying properties of the planning graphs being represented. For exam-
ple, in this work we describe versions of the SAG that represent relaxed planning graphs with deterministic and probabilistic
actions; however, while not described herein, the SAG could be generalized to represent other types of planning graphs (e.g.,
those with durative actions, resources, and mutexes). The main insight to the technique is to identify the individual planning
graphs by propositional models and represent the propagation rules of the planning graphs as the composition of proposi-
tional sentences (labels). Composing these sentences via Boolean algebra yields a symbolic approach for building the set of
planning graphs without explicitly enumerating its elements. The labels exploit redundant sub-structure, and can help boost
empirical performance.
Fig. 3 outlines the SAG techniques discussed in this work. The ﬁrst row shows the types of planning graphs and heuristics
computed when using a traditional non-SAG approach that constructs a new planning graph or set of planning graphs at
each search node. The second row shows the type of SAG and techniques for computing heuristics in each of the three
problem classes. In each problem class, the corresponding version of the SAG represents a set of all traditional planning
graphs required for a given problem instance. In deterministic (a.k.a. classical) planning the SAG captures a set of planning
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graphs; in non-deterministic conformant planning, a set of labeled planning graphs (originally called the labeled uncertainty
graph, or LUG [12]); and in probabilistic conformant planning, a set of Monte Carlo labeled planning graphs (McLUG) [13].1
We overload the term SAG to refer to both the speciﬁc generalization of the planning graph used in deterministic planning
and the general technique of representing all planning graphs for a given instance with a single data structure. The SAG
approach applied to non-deterministic planning results in a data-structure called the state agnostic LUG (SLUG) and applied
to probabilistic planning, the Monte Carlo state agnostic LUG (McSLUG). In all types of problems there are two approaches
to computing relaxed plan heuristics from the SAG: extracting a relaxed plan for each search node, or prior to search
extracting a state agnostic relaxed plan (representing all relaxed plans) and then for each node extracting a relaxed plan
from the state agnostic relaxed plan.
Node labels are propositional sentences whose models refer to individual planning graphs. That is, a labeled planning
graph element would be in the explicit planning graph corresponding to each model of the label. In deterministic planning,
each planning graph is uniquely identiﬁed by the source state from which it is built; thus, each label model corresponds
to a state. In non-deterministic planning, each LUG is uniquely identiﬁed by the source belief state from which it is built;
however, the LUG itself is a set of planning graphs, one for each state in a belief state. Instead of representing a set of
LUG, the SLUG represents the union of planning graphs present in each LUG. The SLUG labels, like the SAG for deterministic
planning, have models that correspond to states. In probabilistic planning, where actions with probabilistic effects are the
challenge, the McLUG represents a set of deterministic planning graphs, each obtained by sampling the action outcomes in
each level. The McSLUG represents a set of McLUG, and each label model refers to both a state and a set of sampled action
outcomes. The McSLUG uses an additional optimization that reuses action outcome samples among planning graphs built
for different states to keep the number of action outcome samples independent of the number of states.
1 Our discussion is mainly focussed on planning problems with sequential (non-conditional) plans, but the heuristics discussed have been successfully
applied to the analogous non-deterministic and probabilistic conditional planning problems [10,6,12]. The focus of this paper is on how to compute the
heuristics more eﬃciently with the SAG.
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The idea to represent a set of planning graphs symbolically via labeling originally appears in our work on the LUG
[12]. The idea of sampling a set of planning graphs (and representing them with labels) in probabilistic planning originally
appears in our work on the McLUG [14]. The work described herein reinterprets the use of labels to compute the planning
graphs for all search nodes (states or belief states), not just a set of planning graphs needed to compute the heuristic for
a single search node. The important issues addressed by this work (beyond those of the previous work) are: i) deﬁning a
semantics for labels that support heuristic computation for all search nodes and ii) evaluating whether precomputing all
required planning graphs is more effective than computing the planning graphs for individual search nodes. The SAG was
also previously described in a preliminary version of this work [16], and the primary contributions described herein relate
to i) extending the SAG to the probabilistic setting, ii) introducing a new method to compute relaxed plans by symbolically
pre-extracting a relaxed plan from each planning graph represented by a SAG (collectively called the SAG relaxed plan) and
iii) presenting additional empirical evaluation, including International Planning Competition (IPC) results.
In addition to the IPC results, our empirical evaluation internally evaluates the performance of our planner POND while
using traditional planning graphs, versus the SAG and the SAG relaxed plan to compute relaxed plan heuristics. Addi-
tional external evaluations compare POND to the following state-of-the-art planners: Conformant FF [24], t0 [39], BBSP [43],
KACMBP [2], MBP [3], CPplan [28], and Probabilistic FF [19].
Layout: Our presentation describes traditional planning graphs and their generalization to state agnostic planning graphs
for deterministic planning (Section 2), non-deterministic planning (Section 3), and probabilistic planning (Section 4). In
Section 5 we explore a generalization of relaxed plan heuristics that follows directly from the SAG, namely, the state agnostic
relaxed plan, which captures the relaxed plan for every state. From there, the experimental evaluation (Section 6.2) begins
by comparing these strategies internally. We then conduct an external comparison in Section 6.3 with several belief state
space planners to demonstrate that our planner POND is competitive with the state of the art in both non-deterministic
planning and probabilistic planning. We ﬁnish with a discussion of related work in Section 7 and a conclusion in Section 8.
2. Deterministic planning
This section provides a brief background on deterministic (classical) planning, an introduction to deterministic planning
graphs, and a ﬁrst discussion of state agnostic graphs.
2.1. Problem deﬁnition
As previously stated, the classical planning problem deﬁnes the tuple (P , A, I,G), where P is a set of propositions, A is
a set of actions, I is a set of initial state propositions, and G is a set of goal propositions. A state s is a proper subset
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is false in s. The set of states S is the power set of P , such that S = 2P . The initial state sI is speciﬁed by a set of
propositions I ⊆ P known to be true and the goal is a set of propositions G ⊆ P that must be made true in a goal state.
Each action a ∈ A is described by (ρe(a), (ε+(a), ε−(a))), where the execution precondition ρe(a) is the set of propositions,
and (ε+(a), ε−(a)) is an effect where ε+(a) is the set of propositions that a causes to become true and ε−(a) is a set
of propositions a causes to become false. An action a is applicable appl(a, s) to a state s if each precondition proposition
holds in the state, ρe(a) ⊆ s. The successor state s′ is the result of executing an applicable action a in state s, where
s′ = exec(a, s) = s\ε−(a) ∪ ε+(a). A sequence of actions (a1, . . . ,am), executed in state s, results in a state s′ , where s′ =
exec((a1, . . . ,am), s) = exec(am, exec(am−1, . . . , exec(a1, s) . . .)) and each action is applicable in the appropriate state. A valid
plan is a sequence of actions that is applicable in sI and results in a goal state. The number of actions is the cost of the plan.
Our discussion below will make use of the equivalence between set and propositional logic representations of states. Namely,
a state s = {p1, . . . , pn} ⊆ P represented in set notation is equivalent to a logical state sˆ = p1 ∧ · · · ∧ pn ∧¬pn+1 ∧ · · · ∧¬pm ,
where P\s = {pn+1, . . . , pm}.
The example problem description in Fig. 1 lists four actions, in terms of their execution precondition and effects; the
drive(L1, L2) action has the execution precondition at(L1), causes at(L2) to become true, and causes at(L1) to
become false. Executing drive(L1, L2) in the initial state (which is state sI , in the example) results in the state: s1 =
exec(drive(L1, L2), sI ) = {at(L2)}. The state s1 can be represented as the logical state sˆ1 = ¬at(L1) ∧ at(L2) ∧
¬have(I1) ∧ ¬comm(I1). In the following, we drop the distinction between set (s) and logic notation (sˆ) because the
context will dictate the appropriate representation.
One of the most popular state space search formulations, progression, creates a projection tree (Fig. 2) rooted at the
initial state sI by applying actions to leaf nodes (representing states) to generate child nodes. Each path from the root
to a leaf node corresponds to a plan preﬁx, and expanding a leaf node generates all single step extensions of the preﬁx.
A heuristic estimates the cost to reach a goal state from each state to focus effort on expanding the least cost leaf nodes.
2.2. Planning graphs
One effective technique to compute reachability heuristics is through planning graph analysis. Traditionally, progression
search uses a different planning graph to compute the reachability heuristic for each state s (see Fig. 2). A planning graph
PG(s, A) constructed for the state s (referred to as the source state) and the action set A is a leveled graph, captured by
layers of vertices (P0(s),A0(s),P1(s),A1(s), . . . ,Ak−1(s),Pk(s)), where each level t consists of a proposition layer Pt(s)
and an action layer At(s). In the following, we simplify the notation for a planning graph to PG(s), assuming that the entire
set of actions A is always used. The notation for action layers At and proposition layers Pt also assumes that the state s
is implicit. The speciﬁc type of planning graph that we discuss is the relaxed planning graph [25]; in the remainder of this
work we drop the terminology “relaxed”, because all planning graphs discussed are relaxed.
A planning graph, PG(s), built for a single source s, satisﬁes the following:
(1) p ∈ P0 iff p ∈ s,
(2) a ∈ At iff p ∈ Pt , for every p ∈ ρe(a),
(3) p ∈ Pt+1 iff p ∈ ε+(a) and a ∈ At .
The ﬁrst proposition layer, P0, is deﬁned as the set of propositions in the state s. An action layer At consists of all actions
that have all of their precondition propositions in Pt . A proposition layer Pt , t > 0, is the set all propositions given by the
positive effect of an action in At−1. It is common to use implicit actions for proposition persistence (a.k.a. noop actions)
to ensure that propositions in Pt persist to Pt+1. A noop action ap for proposition p is deﬁned as ρe(ap) = ε+(ap) = p,
and ε−(ap) = ∅. Planning graph construction continues until the goal is reachable (i.e., every goal proposition is present in
a proposition layer) or the graph reaches level-off (two proposition layers are identical). (The index of the level where the
goal is reachable can be used as an admissible heuristic, called the level heuristic.)
Fig. 2 shows three examples of planning graphs for different states encountered within the projection tree. For example,
PG(sI ) has at(L1) in its initial proposition layer. The at(L1) proposition is connected to the i) drive(L1, L2) action
because it is a precondition, and ii) a persistence action (shown as a dashed line). The drive(L1, L2) action is connected
to at(L2) because it is a positive effect of the action.
Consider one of the most popular and effective heuristics, which is based on relaxed plans [25]. Through a simple back-
chaining algorithm (Fig. 4) called relaxed plan extraction, it is possible to identify actions in each level that are needed to
causally support the goals. Relaxed plans (P RP0 ,ARP0 ,P RP1 , . . . ,ARPk−1,P RPk ) are subgraphs of the planning graph, where each
layer corresponds to a set of vertices. A relaxed plan captures the causal chains involved in supporting the goals, but ignores
how actions may conﬂict.
Fig. 4 lists the algorithm used to extract relaxed plans. Lines 2–4 initialize the relaxed plan with the goal propositions.
Lines 5–13 are the main extraction algorithm that starts at the last level of the planning graph k and proceeds to level 1.
Lines 6–9 ﬁnd an action to support each proposition in a level. Line 7 is the most critical step in the algorithm that selects
an action to support a proposition. It is common to prefer noop actions for supporting a proposition (if possible) because
the relaxed plan is likely to include fewer extraneous actions. For instance, a proposition may support actions in multiple
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1: Let k be the index of the last level of PG(s)
2: for all p ∈ G ∩ Pk do {Initialize Goals}
3: P RPk ← P RPk ∪ p
4: end for
5: for t = k, . . . ,1 do
6: for all p ∈ P RPt do {Find Supporting Actions}
7: Find a ∈ At−1 such that p ∈ ε+(a)
8: ARPt−1 ← ARPt−1 ∪ a
9: end for
10: for all a ∈ ARPt−1, p ∈ ρe(a) do {Insert Preconditions}
11: P RPt−1 ← P RPt−1 ∪ p
12: end for
13: end for
14: return (P RP0 ,ARP0 ,P RP1 , . . . ,ARPk−1,P RPk )
Fig. 4. Relaxed plan extraction algorithm.
levels of the relaxed plan; by supporting the proposition at the earliest possible level, it can persist to later levels. It is
also possible to select actions based on other criteria, such as the index of the ﬁrst action layer where they appear [25].
Lines 10–12 insert the preconditions of chosen actions into the relaxed plan. The algorithm ends by returning the relaxed
plan, which is used to compute an inadmissible heuristic as the total number of non-noop actions in the action layers.
Fig. 2 depicts relaxed plans in bold for each of the states. The relaxed plan for sI has three actions, giving the state a
heuristic value of three. Likewise, s1 has a heuristic value of two, and s2, one.
2.3. State agnostic planning graphs
We generalize the planning graph to the SAG, by associating a label t(·) with each action and proposition in each level
of the graph. A label tracks the set of source states reaching the associated action or proposition at level t . That is, if the
planning graph built from a source state includes a proposition at level t , then the SAG also includes the proposition at
level t and labels it to denote it is reachable from the source. Each label is a propositional sentence over state propositions
P whose models correspond to source states (i.e., exactly those source states reaching the labeled element). Intuitively, a
source state s reaches a graph element x if s | t(x), the state is a model of the label at level t .
The set of possible sources is deﬁned by the scope of the SAG, denoted S , that is also a propositional sentence. Each
SAG element label t(x) denotes a subset of the scope, meaning that t(x) | S . A conservative scope S =  would result
in a SAG built for all states (each state is a model of logical true). Section 6.1 discusses alternative deﬁnitions of the scope,
where the main concerns are that the scope should be automatically derived from the problem description and encompass
all states for which the SAG might be used to derive a heuristic. Using the conservative scope S =  is automatic (i.e., does
not require knowledge of the planning problem) and encompasses all states. As we will describe in Section 6.1, it is possible
to reﬁne the scope to include states formed from propositions that are reachable in the last proposition layer of a relax
planning graph built from the initial state.
The graph SAG(S) = 〈(P0,A0, . . . ,Ak−1,Pk), 〉 is deﬁned similar to a planning graph, but additionally deﬁnes a label
function  and is constructed with respect to a scope S . For each source state s (i.e., a state s where s | S), the SAG
satisﬁes:
(1) s | 0(p) iff p ∈ s,
(2) s | t(a) iff s | t(p) for every p ∈ ρe(a),
(3) s | t+1(p) iff s | t(a) and p ∈ ε+(a).
This deﬁnition resembles that of the planning graph, except that the labels indicate which of the source states would
produce a planning graph where the labeled action or proposition is reached at a given level.
There are several ways to construct the SAG to satisfy the deﬁnition above. An explicit (naive) approach might enumerate
the source states, build a planning graph for each, and deﬁne the label function for each graph vertex as the disjunction
of all states whose planning graph contains the vertex (i.e., t(p) =∨p∈Pt (s) s). Enumerating the states to construct the
SAG is clearly worse than building a planning graph for each state visited during plan search. A more practical approach
would not enumerate the states (and their corresponding planning graphs) to construct the SAG. We use the intuition that
actions appear in all planning graph action layers where all of their preconditions hold in the preceding proposition layer
(a conjunction, see 2. below), and that propositions appear in all planning graph proposition layers where there exists an
action giving it as an effect in the previous action layer (a disjunction, see 3. below). It is possible to implicitly deﬁne the SAG,
using the following rules:
(1) 0(p) = S ∧ p,
(2) t(a) =∧p∈ρ (a) t(p),e
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(3) t(p) =∨a: p∈ε+(a) t−1(a),
(4) k =minimum level t such that (Pt = Pt+1) and t(p) = t+1(p), for all p ∈ Pt .
Fig. 5 depicts the SAG for the example (Fig. 1), where S =  (the set of all states is represented by the logical true ).
The ﬁgure denotes the labels by propositional formulas in italics above actions and propositions. By the third level, the goal
proposition comm(I1) is labeled 3(comm(I1)) = at(L1) ∨ at(L2) ∨ have(I1) ∨ comm(I1). The goal is reachable
by every state, except s = ¬at(L1) ∧ ¬at(L2) ∧ ¬have(I1) ∧ ¬comm(I1) because s | 3(comm(I1)). The state s
will never reach the goal because level three is identical to level four (not shown) and s | 4(comm(I1)), meaning the
heuristic value for s is provably ∞. Otherwise, the heuristic value for each state s (where s | S) is at least min0tk t
where s | t(p) for each p ∈ G . This lower bound is known as the level heuristic.
Extracting the relaxed plan for a state s from the SAG is almost identical to extracting a relaxed plan from a planning
graph built for state s. The primary difference is that while a proposition in some SAG layer Pt may have supporting actions
in the preceding action layer At−1, not just any action can be selected for the relaxed plan. We require that s | t−1(a) to
guarantee that the action would appear in At−1 in the explicit planning graph built for state s. For example, to evaluate the
relaxed plan heuristic for state s1 = ¬at(L1)∧ at(L2)∧¬have(I1)∧¬comm(I1), we may mistakenly try to support
comm(I1) in P1 with commun(I1) in A0 without noticing that commun(I1) does not appear until action layer A1 for
state s1 (i.e., s1 | 0(commun(I1)), but s1 | 1(commun(I1))). Ensuring that supporting actions have the appropriate
state represented by their label guarantees that the relaxed plan extracted from the SAG is identical to the relaxed plan
extracted from a normal planning graph. The change to the relaxed plan extraction procedure (in Fig. 4) replaces line 7
with:
“Find a ∈ At−1 such that p ∈ ε+(a) and s | t−1(a)”,
adding the underlined portion.
Sharing: The graph, SAG(S), is built once for a set of states represented by S . For any s such that s | S , computing the
heuristic for s reuses the shared graph SAG(S). For example, it is possible to compute the level heuristic for every state in
the rover problem, by ﬁnding the ﬁrst level t where the state is a model of t(comm(I1)). Any state s where comm(I1) ∈ s
has a level heuristic of zero because 0(comm(I1)) = comm(I1). Any state s, where comm(I1) ∈ s or have(I1) ∈ s, has
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goal proposition in levels two and three. It is possible to compute the heuristic values a priori, or on-demand during search.
In Section 5 we will discuss various points along the continuum between computing all heuristic values before search and
computing the heuristic at each search node.
The search tree for the rover problem has a total of six unique states. By constructing a planning graph for each state,
the total number of planning graph vertices (for propositions and actions) that must be allocated is 56. Constructing the
equivalent SAG, while representing the planning graphs for extra states, requires only 28 planning graph vertices. There
are a total of 10 unique propositional sentences, with at most four propositions per sentence. To answer the question of
whether the SAG is more eﬃcient than building individual planning graphs, we must consider the cost of manipulating
labels. Representing labels as Boolean functions (e.g., with BDDs) signiﬁcantly reduces both the size and cost of reasoning
with labels, making the SAG a better choice in some cases. We must also consider whether the SAG is used enough by the
search: it may be too costly to build the SAG for all states if we only evaluate the heuristic for relatively few states. We will
address these issues empirically in the evaluation section, but ﬁrst consider the SAG for non-deterministic planning.
3. Non-deterministic planning
This section extends the deterministic planning model to consider non-deterministic planning with an incomplete initial
state, deterministic actions, and no observability.2 The section follows with an approach to planning graph heuristics for
search in belief state space called the LUG, and ends with a SAG generalization of the LUG, called the SLUG. The primary
contribution of the SLUG is to reinterpret and reuse the structure of the single LUG to compute the heuristic for multiple
search nodes.
3.1. Problem deﬁnition
The non-deterministic planning problem is given by (P , A,bI ,G) where, as in classical planning, P is a set of proposi-
tions, A is a set of actions, and G is a set of goal propositions. Extending the classical model, the initial state is replaced by
an initial belief state bI . Belief states capture incomplete information by denoting a set of all states consistent with the in-
formation. A non-deterministic belief state is a set of states represented by a Boolean function b : S → {0,1}, where b(s) = 1
indicates that the state is an element of the belief state (s ∈ b) and b(s) = 0 indicates that the state is not an element of the
belief state (s /∈ b). For example, the problem in Fig. 6 indicates that there are two states in bI , denoting that it is unknown
if have(I1) holds. We also make use of a logical representation of belief states, where a state sˆ is in a belief state bˆ if
sˆ | bˆ. From the example, bˆI = at(L1)∧¬at(L2)∧¬comm(I1). As with states, we drop the distinction between the set
and logic representation because the context dictates the representation.
In deterministic planning it is often suﬃcient to describe actions by their execution precondition and positive and neg-
ative effects. With incomplete information, it is convenient to describe actions that have context-dependent (conditional)
effects. (Our notation also allows for multiple action outcomes, which we will adopt when discussing probabilistic planning.
We do not consider actions with uncertain effects in non-deterministic planning.) In non-deterministic planning, an action
a ∈ A is a tuple (ρe(a),Φ(a)), where ρe(a) is an execution precondition and Φ(a) is a set of causative outcomes (in this
case there is only one outcome). The execution precondition ρe(a) is a set of propositions that determines the states in
which an action is applicable. An action a is applicable appl(a, s) to state s if ρe(a) ⊆ s, and it is applicable appl(a,b) to a
belief state b if for each state s ∈ b the action is applicable.
Each causative outcome Φi(a) ∈ Φ(a) is a set of conditional effects. Each conditional effect ϕi j(a) ∈ Φi(a) is of the
form ρi j(a) → (ε+i j (a), ε−i j (a)) where the antecedent (secondary precondition) ρi j(a), the positive consequent ε+i j (a), and
the negative consequent ε−i j (a), are a set of propositions. Actions are assumed to be consistent, meaning that for each
Φi(a) ∈ Φ(a) each pair of conditional effects ϕi j(a) and ϕi j′(a) have consequents such that ε+i j (a) ∩ ε−i j′ (a) = ∅ if there is
a state s where both may execute (i.e., ρi j(a) ⊆ s and ρi j′(a) ⊆ s). In other words, no two conditional effects of the same
outcome can have consequents that disagree on a proposition if both effects are applicable. This representation of effects
follows the 1ND normal form [42]. For example, the commun(I1) action in Fig. 6 has a single outcome with a single
conditional effect {have(I1)} → ({comm(I1)}, {}). The commun(I1) action is applicable in bI , and its conditional effect
occurs only if have(I1) is true.
It is possible to use the effects of every action to derive a state transition function T (s,a, s′) that deﬁnes a possibility
that executing a in state s will result in state s′ . With deterministic actions, executing action a in state s will result in a
single state s′:
s′ = exec(Φi(a), s)= s ∪
( ⋃
j: ρi j⊆s
ε+i j (a)
)∖( ⋃
j: ρi j⊆s
ε−i j (a)
)
.
2 With minor changes in notation, the heuristics described in this section apply to unrestricted non-deterministic planning (i.e., non-deterministic actions
and partial observability), but only under the relaxation that all non-deterministic action outcomes occur and observations are ignored.
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A = {drive(L1, L2) = ({at(L1)}, {({{} → ({at(L2)}, {at(L1)})})}),
drive(L2, L1) = ({at(L2)}, {({{} → ({at(L1)}, {at(L2)})})}),
sample(I1, L2) = ({at(L2)}, {({{} → ({have(I1)}, {})})}),
commun(I1) = ({}, {({{have(I1)} → ({comm(I1)}, {})})})}
bI = {{at(L1),have(I1)}, {at(L1)}}
G = {comm(I1)}
Fig. 6. Non-deterministic planning problem example.
This deﬁnes the possibility of transitioning from state s to s′ by executing a as T (s,a, s′) = 1 if there exists an outcome
Φi(a) where s′ = exec(Φi(a), s), and T (s,a, s′) = 0, otherwise.
Executing action a in belief state b, denoted exec(a,b) = ba , deﬁnes the successor belief state ba , so that for
each state s′ that may or may not be an element of ba , ba(s′) = maxs∈b b(s)T (s,a, s′). That is, if there exists a
state s where b(s) = 1, and T (s,a, s′) = 1, then ba(s′) = 1. Executing commun(I1) in bI results in the belief state
{{at(L1),have(I1),comm(I1)}, {at(L1)}}, indicating that the goal is satisﬁed in one of the states, assuming
have(I1) was true before execution. Notice that this deﬁnition of the commun(I1) action differs from its deﬁnition
in the deterministic model because its precondition is moved into the antecedent of a conditional effect, effectively making
it always applicable – this difference can be noted in Figs. 2 and 7, where in the former the action does not appear for
some number of levels, but in the latter case appears in the ﬁrst level.
The result b′ of executing a sequence of actions (a1, . . . ,am) in belief state bI is deﬁned as b′ = exec((a1, . . . ,am),bI ) =
exec(am, . . . , exec(a2, exec(a1,bI )) . . .). A sequence of actions is a strong plan if every state in the resulting belief state is a
goal state, ∀s∈b′G ⊆ s. Another way to state the strong plan criterion is to say that the plan will guarantee goal satisfaction
irrespective of the initial state (i.e., for each s ∈ bI , let b′ = exec((a1, . . . ,am), {s}), then ∀s′∈b′G ⊆ s′). Under this second view
of strong plans, it becomes apparent how one might derive planning graph heuristics: use a deterministic planning graph to
compute the cost to reach the goal from each state in a belief state and then aggregate the costs (e.g., by deﬁning the cost
of a belief state as the sum of the costs of each state) [12]. As we will see, surmounting the possibly exponential number
of states in a belief state is the challenge to deriving such a heuristic.
3.2. Planning graphs
The approach to computing the cost of each state that was proposed in the previous section might construct two plan-
ning graphs for the initial belief state of the conformant rovers problem, as shown in top portion of Fig. 7. The bold
subgraphs indicate the relaxed plans, which can be aggregated to compute a heuristic. While this multiple planning graph
approach can provide informed heuristics, it can be quite costly when there are several states in the belief state; plus, there
is a lot of repeated planning graph structure among the multiple planning graphs. Using multiple planning graphs for search
in the belief state space exacerbates the problems faced in state space (classical) planning; not only is there planning graph
structure repetition between search nodes, but also among the planning graphs used for a single search node.
The solution to repetition within a search node is addressed with the labeled (uncertainty) planning graph (LUG). The
LUG represents a search node’s multiple explicit planning graphs implicitly. The planning graph at the bottom of Fig. 7 shows
the labeled planning graph representation of the multiple planning graphs at the top. The LUG uses labels, much like the
SAG in deterministic planning. The difference between the LUG and the SAG is that the LUG is used to compute the heuristic
for a single search node (that has multiple states) and the SAG is used to compute the heuristics for multiple search nodes
(each a state). The construction semantics is almost identical, but the heuristic computation is somewhat different.
The LUG is based on the IPP [30] planning graph, in order to explicitly capture conditional effects, and extends it to
represent multiple state causal support (as present in multiple graphs) by adding labels to actions, effects, and propositions.3
The LUG, built for a belief state b (similar to a deterministic SAG with scope S = b), is a set of labeled vertices: LUG(b) =
〈(P0,A0,E0, . . . ,Ak−1,Ek−1,Pk), 〉. A label t(·) denotes a set of states (a subset of the states in belief state b) from which
a graph vertex is reachable. In other words, the explicit planning graph for each state represented in the label would contain
the vertex at the same level. A proposition p is reachable from all states in b after t levels if b | t(p) (i.e., each state
model of the belief state is a model of the label).
For every s ∈ b, the following holds:
(1) s | 0(p) iff p ∈ s,
(2) s | t(a) iff s | t(p) for every p ∈ ρe(a),
(3) s | t(ϕi j(a)) iff s | t(a) ∧ t(p) for every p ∈ ρi j(a),
(4) s | t+1(p) iff p ∈ ε+i j (a) and s | t(ϕ+i j (a)), for some a ∈ A.
Similar to the intuition for the SAG in deterministic planning, the following rules can be used to construct the LUG:
3 Like the deterministic planning graph, the LUG includes noop actions. Using the notation for conditional effects, the noop action ap for a proposition p
is deﬁned as ρe(ap) = ρ00(ap) = ε+00(ap) = p, ε−00(ap) = ∅.
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1: Let k be the index of the last level of LUG(b)
2: for all p ∈ G ∩ Pk do {Initialize Goals}
3: P RPk ← P RPk ∪ p
4: RPk (p) ←
∧
p′∈G k(p′)
5: end for
6: for t = k, . . . ,1 do
7: for all p ∈ P RPt do {Support Each Proposition}
8:  ← RPt (p) {Initialize Possible Worlds to Cover}
9: while  =⊥ do {Cover Label}
10: Find ϕi j(a) ∈ Et−1 such that p ∈ ε+i j (a) and (k(ϕi j(a)) ∧ ) =⊥
11: E RPt−1 ← E RPt−1 ∪ ϕi j(a)
12: RPt (ϕi j(a)) ← RPt (ϕi j(a)) ∨ (t (ϕi j(a)) ∧ )
13: ARPt−1 ← ARPt−1 ∪ a
14: RPt (a) ← RPt (a) ∨ (t (ϕi j(a)) ∧ )
15:  ←  ∧ ¬t (ϕi j(a))
16: end while
17: end for
18: for all a ∈ ARPt−1, p ∈ ρe(a) do {Insert Action Preconditions}
19: P RPt−1 ← P RPt−1 ∪ p
20: RPt−1(p) ← RPt−1(p) ∧ RPt−1(a)
21: end for
22: for all ϕi j(a) ∈ E RPt−1, p ∈ ρi j(a) do {Insert Effect Preconditions}
23: P RPt−1 ← P RPt−1 ∪ p
24: RPt−1(p) ← RPt−1(p) ∧ RPt−1(ϕi j(a))
25: end for
26: end for
27: return 〈(P RP0 ,ARP0 ,E RP0 ,P RP1 , . . . ,ARPk−1,E RPk−1,P RPk ), RP 〉
Fig. 8. Labeled relaxed plan extraction algorithm.
(1) 0(p) = b ∧ p,
(2) t(a) =∧p∈ρe(a) t(p),
(3) t(ϕi j(a)) = t(a) ∧ (∧p∈ρi j(a) t(p)),
(4) t(p) =∨a: p∈ε+i j (a) t−1(ϕi j(a)),
(5) k = minimum level t where b | (∧p∈G t(p)).
For the sake of illustration, Fig. 7 depicts a LUG without the effect layers. Each of the actions in the example problem
have only one effect, so the ﬁgure only depicts actions if they have an enabled effect (i.e., both the execution precondition
and secondary precondition are reachable from some state s ∈ b). In the ﬁgure, there are potentially two labels for each
part of the graph: the unbolded label above each action and proposition is found during graph construction, and the bolded
label below each action and proposition is associated with the relaxed plan (described below).
The heuristic value of a belief state is most informed if it accounts for all possible states, but the beneﬁt of using the
LUG is lost if we compute and then aggregate the relaxed plan for each state. Instead, we can extract a labeled relaxed
plan to avoid enumeration by manipulating labels. The labeled relaxed plan 〈(P RP0 ,ARP0 ,E RP0 , . . . ,ARPk−1,E RPk−1,P RPk ), RP 〉 is
a subgraph of the LUG that uses labels to ensure that chosen actions are used to support the goals from all states in the
source belief state (a conformant relaxed plan). For example, in Fig. 7, to support comm(I1) in level three we use the
labels to determine that persistence can support the goal from s2 = {at(L1), have(I1)} in level two and support the
goal from s1 = {at(L1)} with commun(I1) in level two. The relaxed plan extraction is based on ensuring that each goal
proposition is supported by an action appearing in the relaxed planning graph for each state of the belief state. Subgoals
(i.e., preconditions of actions selected for inclusion in the relaxed plan) are somewhat different in that they may not require
support from all possible states in the belief state, for example, in level 2 have(I1) is a precondition of commun(I1) that
must be supported from only state s1 because commun(I1) is used to support the goal comm(I1) from this state. Each
goal (or subgoal) p that requires support in level k from a set of states Sp , which is equal to or a subset of the states that
reach p in level k, must be supported by enough actions so that p is every state in Sp is covered. Each action a supporting
p in level k can appear in a number of planning graphs for different states (we denote this set of states Sa). In choosing
a set of actions Ap that support p, we must ensure that all states Sp whose planning graph requires support for p that
Sp ⊆⋃a∈Ap Sa (i.e., each state s ∈ Sp that requires we support p in the planning graph also has an action a ∈ Ap that can
support p).
The procedure for LUG relaxed plan extraction is shown in Fig. 8 [13]. Much like the algorithm for relaxed plan extrac-
tion from classical planning graphs, LUG relaxed plan extraction supports propositions at each time step (lines 7–17), and
includes the supporting actions in the relaxed plan (lines 18–25). The signiﬁcant difference with deterministic planning is
with respect to the required label manipulation, and to a lesser extent, reasoning about actions and their effects separately.
The algorithm starts by initializing the set of goal propositions P RP at time k and associating a label RP (p) with eachk k
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determines how to support propositions and what propositions must be supported at the preceding time step. Supporting
an individual proposition at time t from the states represented by RPk (p) (lines 7–17) is the key decision point of the algo-
rithm, embodied in line 10. First, we initialize a variable  with the remaining states (possible worlds) in which to support
the proposition (line 8). Until there are no remaining states, we choose effects and their associated actions (lines 9–16).
Those effects that i) have the proposition as a positive effect and ii) support from states that need to be covered (i.e.,
k(ϕi j(a)) ∧  =⊥) are potential choices. In line 10, one of these effects is chosen. We store the effect (line 11) and the
states from which it supports (line 12), as well as the associated action (line 13) and the states where its effect is used
(line 14). The states left to support are those not covered by the chosen effect (line 15). After selecting the necessary actions
and effects in a level, we examine their preconditions and antecedents to determine the propositions we must support next
(lines 18–25); the states from which to support each proposition are simply the union of the states where an action or
effect is needed (lines 20 and 24). The extraction ends by returning the labeled subgraph of the LUG that is needed to
support the goals from all possible states (line 27). The heuristic is the sum of the number of non-noop actions in each
action layer of the relaxed plan.
3.3. State agnostic planning graphs
A naive generalization of the LUG to its SAG version has a larger worst-case complexity over the SAG version of the
deterministic planning graph. Recall that the SAG represents a set of planning graphs, and in this case, a set of LUG (each
representing a set of planning graphs). Each LUG may represent O (2|P |) planning graphs, making a set of all LUG represent
O (22
|P |
) graphs. However, we describe an equivalent SAG generalization of the LUG, the State Agnostic Labeled Uncertainty
Graph (SLUG), whose worst-case complexity is identical to the LUG and the deterministic SAG – an exponential savings over
the naive SAG generalization. The intuition is that the LUG labels represent a set of states, and the naive SAG generalization
labels would represent a set of sets of states. However, by representing the union of these sets of states and modifying the
heuristic extraction, the SLUG manages to retain the complexity of the LUG.
As stated, the LUG is a kind of SAG. The LUG is an eﬃcient representation of a set of planning graphs built for deter-
ministic planning with conditional effects. We introduced Fig. 5 as an example of the SAG for deterministic planning; it is
possible to re-interpret it as an example of the LUG. The graph depicted in Fig. 5 is built for the belief state b =  that
contains every state in the rover example. It is possible to use this graph to compute a heuristic for b = , but it is not yet
clear how to compute the heuristic for some other belief state using the same graph. The contribution made with the SLUG,
described below, is to reuse the labeling technique described for the LUG, and provide a modiﬁcation to the relaxed plan
extraction algorithm to compute the relaxed plan for any belief state.
SLUG: The SLUG(B) represents each LUG required to compute the heuristic for any belief state in a given set B . Each LUG
represents a set of planning graphs, and the SLUG simply represents the union of all planning graphs used in each LUG. Thus,
we can construct a SLUG with scope B by constructing an equivalent LUG for the belief state b∗ =∨b∈B b =∨b∈B∨s∈b s (if
B contains all belief states, then b∗ = S = ). Representing the union leads to an exponential savings because otherwise the
LUG(b) and LUG(b′) built for belief states b and b′ represent redundant planning graphs if there is a state s that is in both
b and b′ . This is an additional savings not realized in the deterministic SAG because no two search nodes (states) use the
same planning graph to compute a heuristic. However, like the deterministic SAG, the constituent planning graphs share the
savings of using a common planning graph skeleton.
Computing the heuristic for a belief state using the SLUG involves identifying the planning graphs that would be present
in LUG(b). By constructing the LUG(b), the appropriate planning graphs are readily available. However, with the SLUG, we
need to modify heuristic extraction to “cut away” the irrelevant planning graphs; the same was true when we discussed
the deterministic SAG. In the deterministic SAG, it was suﬃcient to check that the state is a model of a label, s | t(·), to
determine if the element is in the planning graph for the state. In the SLUG, we can also check that each state in the belief
state is a model of a label, or that all states in the belief state are models by the entailment check b | t(·). For example,
the level heuristic for a belief state is t if t is the minimum level where b |∧p∈G t(p) – all goal propositions are in level
t of the planning graph for each state s ∈ b.
Extending relaxed plan extraction for a belief state b to the SLUG is straight-forward, given the existing labeled relaxed
plan procedure in Fig. 8. Recall that extracting a labeled relaxed plan for the LUG involves ﬁnding causal support for the
goals from all states in a belief state. Each goal proposition is given a label in the relaxed plan that is equal to b, and actions
are chosen to cover the label (ﬁnd support from each state). In the SLUG, the labels of the goal propositions may include
state models that are not relevant to computing the heuristic for b. The sole modiﬁcation we make to the algorithm is to
restrict which state models must support each goal. The change replaces line 4 of Fig. 8 with:
“RPk (p) ←
∧
p′∈G
k
(
p′
)∧ b”,
4 Notice that the relaxed plan label of each goal proposition is deﬁned identically in terms of the labels of all goal propositions (p′ ∈ G); we deﬁne
relaxed plan labels in this fashion, even though (in the LUG) each goal proposition label should be equivalent to b at the last level, because later extensions
of this algorithm for use in the SAG must deal with goal proposition with different labels.
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plan extraction algorithm commits to supporting the goal from only states represented in b. Without the conjunction, the
relaxed plan would support the goal from every state in some b′ ∈ B , which would likely be a poor heuristic estimate
(effectively computing the same value for each b ∈ B).
4. Probabilistic planning
Probabilistic planning involves extensions to handle actions with stochastic outcomes, which affect the underlying plan-
ning model, planning graphs, and state agnostic planning graphs. We consider only conformant probabilistic planning in this
section; as with non-deterministic models, conditional planning can be addressed by ignoring observations in the heuris-
tics.5
We present the McLUG, a planning graph constructed with respect to a single search node, and the McSLUG, the
state agnostic generalization of the McLUG that can be used to compute the heuristic for all search nodes. The McLUG
incorporates probabilistic actions by drawing several samples of the outcomes to estimate the probabilities of proposition
layers, and uses the labeling technique to compactly represent multiple sampled planning graphs. The extension of the
McLUG to the McSLUG is non-trivial because it involves precomputing a set of sampled planning graphs that are used to
evaluate any search node. A unique aspect of the McSLUG is the manner in which it mitigates an otherwise high number
of action outcome samples by reusing samples across the planning graphs used to evaluate different search nodes.
4.1. Problem deﬁnition
The probabilistic planning problem deﬁnes (P , A,bI ,G, τ ), where everything is deﬁned as the non-deterministic prob-
lem, except that each a ∈ A has probabilistic outcomes, bI is a probability distribution over states, and τ is the minimum
probability that the plan must satisfy the goal.
A probabilistic belief state b is a probability distribution over states, describing a function b : S → [0,1], such that∑
s∈S b(s) = 1.0. While every state is involved in the probability distribution, many are often assigned zero probability.
To maintain consistency with non-deterministic belief states, those states with non-zero probability are referred to as states
in the belief state, s ∈ b, if b(s) > 0.
Like non-deterministic planning, an action a ∈ A is a tuple (ρe(a),Φ(a)), where ρe(a) is an enabling precondition and
Φ(a) is a set of causative outcomes. Each causative outcome Φi(a) ∈ Φ(a) is a set of conditional effects. In probabilistic
models, there is a weight 0< wi(a) 1 indicating the probability of each outcome i being realized, such that
∑
i wi(a) = 1.
We redeﬁne the transition relation T (s,a, s′) as the sum of the weight of each outcome where s′ = exec(Φi(a), s), such that:
T
(
s,a, s′
)= ∑
i: s′=exec(Φi(a),s)
wi(a).
Executing action a in belief state b, denoted exec(a,b) = ba , deﬁnes the successor belief state ba such that ba(s′) =∑
s∈b b(s)T (s,a, s′). We deﬁne the belief state b′ reached by a sequence of actions (a1,a2, . . . ,am) as b′ = exec((a1,a2, . . . ,
am),b) = exec(am, . . . , exec(a2, exec(a1,b)) . . .). The cost of the plan is equal to the number of actions in the plan. The prob-
ability that the plan satisﬁes the goal is equal to the probability of the goal being satisﬁed in the ﬁnal belief state b′ ,∑
s∈S: G⊆s b′(s).
4.2. Planning graphs
Recall that the LUG represents a planning graph for each state in a belief state – enumerating the possibilities. When
actions have uncertain outcomes, it is also possible to enumerate the possibilities. Prior work on Conformant GraphPlan
[45], enumerates both the possibilities due to belief state uncertainty and action outcome uncertainty by constructing a
planning graph for each initial state and set of action outcomes. However, because each execution of an action may have a
different outcome, the possible outcomes at each level of the planning graph must be enumerated. Thus, we can describe
each of the enumerated planning graphs in terms of the random variables (Xb, Xa,0, . . . , Xa′,0, . . . , Xa,k−1, . . . , Xa′,k−1). Each
planning graph is a different assignment of values to the random variables, where Xb is distributed over the states in the
source belief state b, and (Xa,t, . . . , Xa′,t) are distributed over the action outcomes of all actions (a, . . . ,a′) in action layer t .
In the probabilistic setting, each planning graph has a probability deﬁned in terms of the source belief state and action
outcome weights. It is possible to extend the LUG to handle probabilities and actions with uncertain outcomes by deﬁning
a unique label model for each planning graph and associating with it a probability [14]. However, the labels become quite
large because each model is a unique assignment to (Xb, Xa,0, . . . , Xa′,0, . . . , Xa,k−1, . . . , Xa′,k−1). With deterministic actions,
5 The main diﬃculty with applying the SAG, and heuristics in general, to conditional probabilistic planning is not the heuristic; rather, the lack of a
suitable variation of an AO* search algorithm [38] prohibits its application. See [8] for an application of the heuristics described in this section to conditional
probabilistic planning that uses a multi-objective extension of AO* to minimize expected plan length subject to a lower bound on the probability of goal
satisfaction.
D. Bryce et al. / Artiﬁcial Intelligence 175 (2011) 848–889 861labels only capture uncertainty about the source belief state (Xb) and the size of the labels is bounded (there is a ﬁnite
number of states in a belief state). With uncertain actions, labels must capture uncertainty about the belief state and each
uncertain action at each level of the planning graph. Naturally, as the number of levels and actions increase, the labels used to
exactly represent this distribution become exponentially larger and quite costly to propagate for the purpose of heuristics.
We note that it does not make sense to exactly compute a probability distribution within a relaxed planning problem. Monte
Carlo techniques are a viable option for approximating the distribution (amounting to sampling a set of planning graphs).
In order to be informed of alternative possible outcomes of actions and states in the belief state, we sample a collection
of N planning graphs that are used to compute the heuristic. We can apply sequential Monte Carlo [20] to sample a planning
graph from all possible planning graphs for a belief state b. Intuitively, sampling a planning graph amounts to sampling a
state s from the belief state b (i.e., sampling from Pr(Xb)), determining all applicable actions to propositions in s, sampling
the outcome of each applicable action a (i.e., sampling from Pr(Xa,0)), inserting the effects of the sampled outcome Φi(a)
to determine the subsequent proposition layer, and continuing to insert actions, and sample their outcomes. The sampling
is sequential in that it samples from a sequence of distributions. The process continues until a level where the goals appear
in the proposition layer.
The Monte Carlo LUG (McLUG) represents a set of sampled planning graphs using the labeling technique developed in
the LUG. The McLUG is a set of vertices and a label function: McLUG(b) = 〈(P0,A0,E0, . . . ,Ak−1,Ek−1,Pk), 〉. The McLUG
represents a set of N planning graphs. The nth planning graph, n = 0, . . . ,N − 1, is identiﬁed by a set xn of sampled values
for the random variables xn = {Xb = s, Xa,0 = Φi(a), . . . , Xa′,0 = Φi(a′), . . . , Xa,k−1 = Φi(a), . . . , Xa′,k−1 = Φi(a′)}, correspond-
ing to the state in the belief state and the action outcomes at different levels. In the following, we denote the nth sampled
value v of random variable X by Pr(X)
n∼ v .
McLUG Labels: Recall that without probabilistic action outcomes, a single planning graph is uniquely identiﬁed by its source
state, and the LUG or SAG deﬁne labels in terms of these states (each model of a label corresponds to a state). The McLUG
is different, in that each unique planning graph is identiﬁed by a different set of sampled values of random variables (states
and action outcomes). In deﬁning the labels for the McLUG, we could require that each model of a label refers to a state and
a set of level-speciﬁc action outcomes; the label would be expressed as a sentence over the state propositions P and a set of
propositions denoting the level-speciﬁc action outcomes. Under this scheme, the number of label propositions is computed
as follows. If o = maxa∈A |Φ(a)| denotes the maximum number of outcomes among all actions, then at most O(log2(o))
propositions are required to denote each outcome of an action. If there are |A| actions in an action layer, then there will
be O (log2(o)|A|) propositions referring to the outcomes sampled in that layer. Each action’s outcome is sampled in each
level, and we require different propositions to reference the outcomes in each of the k planning graph levels; therefore,
we require O ((log2(o)|A|)k) propositions to describe samples from Pr(Xa,0, . . . , Xa′,0, . . . , Xa,k−1, . . . , Xa′,k−1). Including the
propositions for the belief state Pr(Xb) results in a total of O (|P |(log2(o)|A|)k) label propositions to describe all planning
graphs. A label could have O (2|P |(o|A|)k) models, of which only N are actually used in the McLUG. It often holds in practice
that N  O (2|P |(o|A|)k).
The McLUG uses an alternative representation of labels where the number of label models is much closer to N . The
nth planning graph (also denoted by the set of values xn sampled from the joint distribution over the planning graphs)
is assigned a unique Boolean formula y(xn) (a model, or more appropriately, a bit vector), deﬁned over the propositions
(y0, . . . , ylog2(N)−1). We note that this binary encoding for labels does not necessarily reﬂect the underlying problem’s
structure in a meaningful way. However, in practice, the labels tend to have structure that is amenable to simpliﬁcation.
For example, when N = 4 two propositions y0 and y1 are needed, and we obtain the following models: y(x0) = ¬y0 ∧
¬y1, y(x1) = y0 ∧¬y1, y(x2) = ¬y0 ∧ y1, and y(x3) = y0 ∧ y1. The McLUG depicted in Fig. 10, uses N = 4 samples for the
initial belief state of the probabilistic Rovers problem in Fig. 9. The non-bold labels above each graph vertex are Boolean
formulas deﬁned over y0 and y1 that denote which of the sampled planning graphs n = 0, . . . ,3 contain the vertex. The
bolded labels (described below) denote the relaxed plan labels.
For the nth planning graph and corresponding set of sampled values xn,n = 0, . . . ,N − 1, the McLUG satisﬁes:
(1) y(xn) | 0(p) and Xb = s ∈ xn iff Pr(Xb) n∼ s and p ∈ s,
(2) y(xn) | t(a) iff y(xn) | t(p) for every p ∈ ρe(a),
(3) y(xn) | t(ϕi j(a)) and Xa,t = Φi(a) ∈ xn iff Pr(Xa,t) n∼ Φi(a) and y(xn) | t(a) ∧ t(p) for every p ∈ ρi j(a),
(4) y(xn) | t+1(p) iff p ∈ ε+i j (a) and y(xn) | t(ϕi j(a)).
Notice that the primary difference between the LUG and McLUG is that the McLUG records a set of sampled random
variable assignments for each planning graph in the set xn and ensures the model y(xn) entails the corresponding graph
element label. In reality, each set xn is maintained implicitly through the McLUG labels.
The following label rules can be used to construct the McLUG:
(1) If Pr(Xb)
n∼ s, then Xb = s ∈ xn , n = 0, . . . ,N − 1,
(2) 0(p) =∨xn: Xb=s∈xn,p∈s y(xn),
(3) t(a) =∧p∈ρ (a) t(p),e
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A = {drive(L1, L2) = ({at(L1)}, {(1.0, {{} → ({at(L2)}, {at(L1)})})}),
drive(L2, L1) = ({at(L2)}, {(1.0, {{} → ({at(L1)}, {at(L2)})})}),
sample(I1, L2) = ({at(L2)}, {(0.9, {{} → ({have(I1)}, {})})}),
commun(I1) = ({}, {(0.8, {{have(I1)} → ({comm(I1)}, {})})})}
bI = {(0.9, {at(L1),have(I1)}), (0.1, {at(L1)})}
G = {comm(I1)}
Fig. 9. Probabilistic planning problem example.
Fig. 10. Monte Carlo labeled uncertainty graph.
(4) If Pr(Xa,t)
n∼ Φi(a), then Xa,t = Φi(a) ∈ xn,n = 0, . . . ,N − 1,
(5) t(ϕi j(a)) = t(a) ∧ (∧p∈ρi j(a) t(p)) ∧ (∨xn: Xa,t=Φi(a)∈xn y(xn)),
(6) t(p) =∨ϕi j(a)∈Et−1: p∈ε+i j (a) t−1(ϕi j(a)),
(7) k = minimum t such that ∑N−1n=0 δ(n)/N  τ , where δ(n) = 1 if y(xn) |∧p∈G t(p), and δ(n) = 0, otherwise.
The McLUG label construction starts by sampling N states from the belief state b and associating each of the nth
sampled states with a planning graph n (1, above). In the example, the state {at(L1)} is sampled ﬁrst and second, and
associated with the sets x0 and x1, and likewise, state {at(L1),have(I1)} is sampled and associated with x2 and x3.
Initial layer proposition labels denote all samples of states where the propositions hold (2, above). The labels in the example
are calculated as follows, 0(at(L1)) = y(x0)∨ y(x1)∨ y(x2)∨ y(x3) =  because at(L1) holds in every state sample and
0(have(I1)) = y(x2)∨ y(x3) = y1 because have(I1) holds in two of the state samples. Action labels denote all planning
graphs where all of their preconditions are supported (3, above), as in the LUG and SAG. At each level, each action outcome
is sampled by each planning graph n (4, above). In the example, the outcomes of commun(I1) in level zero are sampled
as follows:
Pr(Xcommun(I1),0)
0∼ Φ0
(
commun(I1)
)
,
Pr
(
Xcommun(I1),0
) 1∼ Φ0(commun(I1)),
Pr(Xcommun(I1),0)
2∼ Φ0
(
commun(I1)
)
,
Pr(Xcommun(I1),0)
3∼ Φ1
(
commun(I1)
)
.
Each effect is labeled to denote the planning graphs where it is supported and its outcome is sampled (5, above). While the
outcome Φ0(commun(I1)) is sampled the ﬁrst three times, the effect ϕ00(commun(I1)) is only supported when n = 2
because its antecedent have(I1) is only supported when n = 2 and n = 3. The label is calculated as follows (via rule 5,
above): 0(ϕ00(commun(I1))) = 0(commun(I1)) ∧ 0(have(I1)) ∧ (y(x0) ∨ y(x1) ∨ y(x2)) =  ∧ y1 ∧ ((¬y1 ∧ ¬y2) ∨
(¬y1 ∧ y2)∨ (y1 ∧¬y2)) = y1 ∧¬y2. Each proposition is labeled to denote planning graphs where it is supported by some
effect (6, above), as in the LUG and SAG. The last level k (which can be used as the level heuristic) is deﬁned as the level
where a proportion of planning graphs where all goal propositions are reachable is no less than τ . A planning graph reaches
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goal comm(I1) at level one (its label has one model); two, at level two; and three, at level three. The relaxed plan shown
in bold, supports the goal (in the relaxed planning space) with an estimated probability 0.75 because it supports the goal
in three of four sampled planning graphs.
Labeled relaxed plan extraction in the McLUG is identical to the LUG, as described in the previous section. However, the
interpretation of procedure’s semantics does change slightly. We pass an McLUG for a given belief state b to the procedure,
instead of a LUG. The labels for goal propositions (line 4, Fig. 8) represent sampled planning graphs, and via the McLUG
termination criterion, we do not require goal propositions to be reached by all planning graphs – only a proportion no less
than τ .
In the example, the goal comm(I1) is reached in three planning graphs because its label at level three is y0 ∨ y1 =
y(x1) ∨ y(x2) ∨ y(x3). The planning graphs associated with sample sets x2, x3 support the goal by ϕ00(comm(I1)p), and
the planning graph with sample set x1 supports the goal by ϕ00(commun(I1)), so we include both in the relaxed plan. For
each action we subgoal on the antecedent of the chosen conditional effect as well as its execution precondition. The relaxed
plan contains three invocations of commun(I1) (reﬂecting how action repetition is needed when actions have uncertain
outcomes), and the drive(L1, L2) and sample(L1, L2) actions. The value of the relaxed plan is ﬁve because it uses
ﬁve non-noop actions.
4.3. State agnostic planning graphs
A state agnostic generalization of the McLUG should be able to compute the heuristic for all probabilistic belief states
reached during search (of which there is a possibly inﬁnite number). Following our intuitions from the McLUG, we would
sample N states from a belief state, and expect that the state agnostic McLUG already represents a planning graph for
each. However, this is not enough, we should also expect that each of these N planning graphs uses a different set of
sampled action outcomes. For example, if each of the N sampled states is identical and all planning graphs built for this
state use identical action outcome samples, we might compute a poor heuristic (essentially ignoring the fact that effects are
probabilistic).
In order to precompute N planning graphs (using different action outcome samples) for each sampled state, we could
construct N copies of the SLUG, each built for a different set of sampled action outcomes xn = {Xa,0 = Φi(a), . . . , Xa′,0 =
Φi(a′), . . . , Xa,k−1 = Φi(a), . . . , Xa′,k−1 = Φi(a′)}. We refer to the nth SLUG by SLUG(xn). To compute a heuristic, we sample
N states from a belief state and lookup the planning graph for each of the nth sampled states in the corresponding SLUG(xn).
In this manner, we can obtain different sets of action outcome samples even if the same state is sampled twice. We note,
however, that a set of SLUG is highly redundant, and clashes with our initial motivations for studying state agnostic planning
graphs. Since the set of SLUG is essentially a set of planning graphs, the contribution of this section is showing how to extend
the label semantics to capture a set of SLUG built with different action outcomes in a single data structure, which we call
the McSLUG. Prior to discussing the McSLUG labels, we explore some important differences between the McLUG and the
McSLUG.
Comparison with McLUG: Both the McLUG and McSLUG sample N states from a belief state, and use a planning graph
with a different set of action outcome samples for each state. However, the McLUG generates a new set of action outcomes
for each state sampled from each belief state, where, instead, the McSLUG reuses an existing set of action outcomes for
each state (depending on which SLUG is used for the state). The McSLUG introduces a correlation between the heuristics
computed for different belief states because it is possible that the same state is sampled from each belief state and that
state’s planning graph is obtained from the same SLUG. The McLUG is often more robust because even if the same state is
sampled twice from different belief states it is unlikely that the set of sampled action outcomes is identical. As discussed
in the empirical results, the McSLUG can degrade the heuristic informedness, and hence planner performance, in some
problems. However, in other problems the heuristic degradation is offset by improved speed of computing the heuristic
with the McSLUG.
McSLUG: The McSLUG is a set of action, effect, and proposition vertex layers and a label function: McSLUG(S,N) =
〈(P0,A0,E0, . . . ,Ak−1,Ek−1,Pk), 〉. The McSLUG label semantics involves combining McLUG labels and SLUG labels. Recall
that the McLUG uses a unique model y(xn) for each set of sampled outcomes xn (which correspond to a deterministic
planning graph) and that the SLUG uses models of the state propositions. The McSLUG represents a set {SLUG(xn) | n =
0, . . . ,N − 1}, where we distinguish each SLUG(xn) by a unique formula y(xn) and distinguish the planning graph for state s
in SLUG(xn) by the formula s∧ y(xn). Thus, McSLUG labels have models of the form s∧ y(xn), deﬁned over the propositions
in P , referring to states, and y0, . . . , ylog2(N)−1, referring to a particular SLUG built for a set of action outcome samples.
For each s | S and n = 0, . . . ,N − 1, the McSLUG satisﬁes:
(1) s ∧ y(xn) | 0(p) iff p ∈ s,
(2) s ∧ y(xn) | t(a) iff s ∧ y(xn) | t(p) for every p ∈ ρe(a),
(3) s ∧ y(xn) | t(ϕi j(a)) and Xa,t = Φi(a) ∈ xn iff Pr(Xa,t) n∼ Φi(a) and s ∧ y(xn) | t(p) for every p ∈ ρi j(a),
(4) s ∧ y(xn) | t+1(p) iff p ∈ ε+(a) and s ∧ y(xn) | t(ϕi j(a)).i j
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(1) 0(p) = S ∧ p ∧ (∨n=0,...,N−1 y(xn)),
(2) t(a) =∧p∈ρe(a) t(p),
(3) If Pr(Xa,t)
n∼ Φi(a), then Xa,t = Φi(a) ∈ xn , n = 0, . . . ,N − 1,
(4) t(ϕi j(a)) = t(a) ∧ (∧p∈ρi j(a) t(p)) ∧ (∨xn: Xa,t=Φi(a)∈xn y(xn)),
(5) t(p) =∨ϕi j(a)∈Et−1: p∈ε+i j (a) t−1(ϕi j(a)),
(6) k = minimum t such that Pt+1 = Pt , t+1(p) = t(p), p ∈ P , and ∑N−1n=0 δ(n)/N = 1.0, where δ(n) = 1 if S ∧ y(xn) |∧
p∈G t(p), and δ(n) = 0, otherwise.
The initial layer propositions are labeled (1, above) to denote the states in the scope where they hold (S ∧ p) and the sets
of action outcome samples where they hold (
∨
n=0,...,N−1 y(xn)) – if an initial layer proposition holds in a planning graph,
it holds regardless of which action outcomes are sampled. Fig. 11 depicts the McSLUG for the rovers example, where the
scope is S =  and N = 4. The initial proposition layer label for comm(I1) is computed as follows: 0(comm(I1)) =
 ∧ comm(I1) ∧ (∨n=0,...,3 y(xn)) =  ∧ comm(I1) ∧  = comm(I1). Action labels denote the planning graphs where
their preconditions are all reachable (2, above), as in the McLUG. N samples of each action’s outcome (one for each SLUG)
are drawn in each level and the outcome’s effects are labeled (3, above). Each effect label (4, above) denotes the planning
graphs i) that contain the effect’s outcome and ii) where the effect is reachable (its action and secondary preconditions
are reachable), as in the McLUG. Each proposition label denotes the planning graphs where it is given by some effect (5,
above), as in the McLUG. The last level k is deﬁned by the level where proposition layers and labels are identical and all
planning graphs satisfy the goal (6, above).
The termination criterion for the McSLUG requires some additional discussion. Unlike, the McLUG, where at least τ
proportion of the planning graphs must satisfy the goal, we require that all planning graphs satisfy the goal in the McSLUG.
The intuition for this difference is as follows: it is not clear which of the planning graphs represented by the McSLUG
will be used to evaluate each belief state a priori and, without ensuring all planning graphs reach the goal, an unfortunate
sampling of the planning graphs used to evaluate a belief state could result in a set where no planning graph achieves the
goal (i.e., the estimate of the probability to achieve the goal could be less than τ ). Our conservative approach tries to ensure
that every planning graph sampled to evaluate a belief state will satisfy the goal, which would make the estimate of the
probability of goal satisfaction no less than τ (because τ  1.0). However, it is not always possible to achieve the goal in
every planning graph, in which case we impose an upper bound on the number of levels to force termination. Unfortunately,
reaching the level bound invalidates any guarantee that the proportion of sampled planning graphs used to evaluate a belief
state will achieve the goal is at least τ . Without a guarantee on the estimated probability of goal achievement, the heuristic
derived from the sampled planning graphs cannot be used as an admissible pruning criterion (e.g., if the proportion is less
than τ , then we cannot admissibly set the heuristic value is inﬁnity). If the proportion of planning graphs reach the goal
is less than τ when using either the McLUG or McSLUG, then we inadmissibly prune the belief state. While this lack of
guarantees is somewhat discouraging, we note that most problems contain actions whose outcome distributions are skewed
toward favorable outcomes and it is often possible to reach the goal in every planning graph within our upper bound on
the number of levels. In conclusion, the primary difference between the McLUG and McSLUG termination criterion is that
the McLUG stops when τ proportion of the planning graphs achieve the goal and the McSLUG stops when all achieve the
goal (due to the lack of a priori knowledge, mentioned above). The net effect is that search with heuristics derived from
the McSLUG will seek out more highly probable plans, which still solve the problem of exceeding the goal satisfaction
threshold.
Computing Heuristics: Using the McSLUG to evaluate the heuristic for a belief state b is relatively similar to using the
McLUG. We sample N states from b, and associate each state with a SLUG(xn). If s is the nth state sample, Pr(Xb) n∼ s, then
we use the planning graph whose label model is s ∧ y(xn). The set of N planning graphs thus sampled is denoted by the
propositional sentence N (b), where
N(b) =
∨
n: Pr(Xb)
n∼s,n=0,...,N−1
s ∧ y(xn).
The level heuristic is the ﬁrst level t where the proportion of the N planning graphs that satisfy the goal exceeds the
threshold τ . The nth planning graph satisﬁes the goal in level t if s ∧ y(xn) |∧p∈G t(p). We compute the proportion of
the N planning graphs satisfying the goal by counting the number of models of the formula N (b) ∧∧p∈G t(p), denoting
the subset of the N sampled planning graphs that satisfy the goal in level t .
For example, the level heuristic for the initial belief state {0.1 : sI ,0.9 : s4} to reach the goal of the example is computed
as follows. If N = 4, we may draw the following sequence of state samples from the initial belief state (sI , s4, s4, s4) to
deﬁne
N(bI ) =
(
sI ∧ y
(
x0
))∨ (s4 ∧ y(x1))∨ (s4 ∧ y(x2))∨ (s4 ∧ y(x3))
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= (sI ∧ ¬y0 ∧ ¬y1) ∨ (s4 ∧ y0 ∧ ¬y1) ∨ (s4 ∧ ¬y0 ∧ y1) ∨ (s4 ∧ y0 ∧ y1)
= (sI ∧ ¬y0 ∧ ¬y1) ∨ (s4 ∧ (y0 ∨ y1))
= (at(L1)∧ ¬at(L2)∧ ¬have(I1)∧ ¬comm(I1)∧ ¬y0 ∧ ¬y1)
∨ (at(L1)∧ ¬at(L2)∧ have(I1)∧ ¬comm(I1)∧ (y0 ∨ y1)).
We compute the level heuristic by computing the conjunction N (b) ∧∧p∈G t(p), noted above, at each level t until the
proportion of models is no less than τ . At level zero, the conjunction of N (bI ) and the label of the goal proposition
comm(I1) is
N(bI ) ∧ 0
(
comm(I1)
)= N(b) ∧ comm(I1)=⊥,
meaning that the goal is satisﬁed with zero probability at level zero. At level one we obtain
N(bI ) ∧ 1
(
comm(I1)
)= N(bI ) ∧ (comm(I1)∨ (y0 ∧ have(I1)))
= at(L1)∧ ¬at(L2)∧ have(I1)∧ ¬comm(I1)∧ y0,
meaning that the goal is satisﬁed with 0.5 probability at level one, because two of the sampled planning graph label models
(at(L1)∧¬at(L2)∧have(I1)∧¬comm(I1)∧ y0 ∧¬y1 and at(L1)∧¬at(L2)∧have(I1)∧¬comm(I1)∧ y0 ∧
y1) are models of the conjunction above. At level two we obtain
N(bI ) ∧ 2
(
comm(I1)
)= N(bI ) ∧ (comm(I1)∨ (¬y1 ∧ at(L2))∨ ((y0 ∨ ¬y1) ∧ have(I1)))
= at(L1)∧ ¬at(L2)∧ have(I1)∧¬comm(I1)∧ y0
meaning that the goal is satisﬁed with 0.5 probability at level two because we obtain the same two label models as level
one. At level three we obtain
N(bI ) ∧ 2
(
comm(I1)
)= N(bI ) ∧ (have(I1)∨ at(L2)∨ at(L1)∨ comm(I1))
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Thus, the probability of reaching the goal is 0/4 = 0 at level zero, 2/4 = 0.5 at level one, 2/4 = 0.5 at level two, and
4/4= 1.0 at level three.
Relaxed plan extraction for the McSLUG is identical to relaxed plan extraction for the SLUG, with the exception that the
conjunction in line 4 of Fig. 8 replaces the belief state b with the formula representing the set of sampled label models,
such that line 4 becomes:
“RPk (p) ←
∧
p′∈G
k
(
p′
)∧N(b)”
adding the underlined portion. This addition to relaxed plan extraction enforces that the relaxed plan supports the goal in
only those planning graphs sampled to compute the heuristic.
5. State agnostic relaxed plans
There are two fundamental techniques that we identify for extracting relaxed plans from state agnostic planning graphs
to guide POND’s search. As previously described, the ﬁrst, simply called a relaxed plan, extracts relaxed plans from the state
agnostic graph during search upon generating each search node. The second, called a state agnostic relaxed plan (SAGRP),
extracts a relaxed plan from every planning graph represented by the SAG. The set of relaxed plans are represented implicitly
by a single labeled relaxed plan, and extracted as such.
For example, the state agnostic relaxed plan extracted from the SLUG would correspond to the labeled relaxed plan for
a belief state containing all states. Then, to compute the heuristic for a single belief state, we check the label of each action
of the state agnostic relaxed plan. If any state in the belief state is a model of the label, then the action is in the labeled
relaxed plan for the belief state. The number of such non-noop actions is used as the conformant relaxed plan heuristic. In
this manner, evaluating the heuristic for a search node (aside from the one-time-per-problem-instance state agnostic relaxed
plan extraction) involves no non-deterministic choices and only simple model checking.
We describe how we use the state agnostic relaxed plan to compute heuristics in non-deterministic planning, but with
small changes (i.e., using N (b), rather than b) it applies to probabilistic planning. We ﬁrst construct the SAG and then a
labeled relaxed plan 〈(P RP0 ,ARP0 ,E RP0 ,P RP1 , . . . ,ARPk−1,E RPk−1,P RPk ), RP 〉 with respect to scope S . The state agnostic relaxed
plan, is constructed by supporting each goal g ∈ G at level k from all possible worlds in the scope S , such that line 4 of
Fig. 8 reads “RPk ←
∧
p′∈G k(p′) ∧ S”. Then, to compute the heuristic for a belief state b from the state agnostic relaxed
plan, we use the following expression:
∑k
i=0
∑
a∈ARPi σ(a,b, i), where σ(a,b, i) = 1 if b ∧ i(a) is satisﬁable, otherwise
σ(a,b, i) = 0.
The trade-off between traditional relaxed plans and the state agnostic relaxed plan, is very similar to the trade-off
between using a planning graph and a SAG: a priori construction cost must be amortized over search node expansions.
However, there is another subtle difference between the relaxed plans computed by the two techniques. This difference
concerns the extent to which we can maximize positive interaction among the actions used to support the goals from
different states [12]. For example, if a belief state is comprised of two possible states, relaxed plan extraction would prefer
to select a single action that supports the goal from both states versus two actions that each support the goal from a distinct
state – the states positively interact if they use the same action to support a subgoal. Attempting to maximize positive
interaction tends to improve the heuristic quality across many types of domains [12]. The previously noted difference
between the traditional relaxed plan and the state agnostic relaxed plan is that maximizing positive interaction in the state
agnostic relaxed plan has a different meaning; a priori construction of a state agnostic relaxed plan attempts to maximize
positive interaction among states that may or may not occur together in a belief state evaluated by the heuristic. For
example, consider a SAG whose scope includes states s1, s2, s3, s4 and s5, and a proposition p in some level of the graph
is supported by action a1 from states s1, s2, action a2 from s1, s3, and a3 from s1, s4, s5. In extracting the state agnostic
relaxed plan, we would select the actions to support p as follows: a3 would be selected ﬁrst because it supports p from
three states s1, s4, s5, a1 would be selected next because it supports p from state s2 (s1 was already covered by a3),
and a2 would be selected last to support p from state s3. Evaluating a belief state comprised of s1, s2, s3 with the state
agnostic relaxed plan would result in the selection of a1, a2 and a3 as part of the heuristic. However, the traditional relaxed
plan would have selected only a1 and a2 because it would have chosen a1 to cover s1 and s2, and a2 to cover s3. In this
scenario, the state agnostic relaxed plan selected actions without knowledge of the belief states that would require heuristic
evaluation and made a poor selection, but the traditional relaxed plan used the knowledge of the belief state to make a
better selection which used fewer actions. The tradeoff is the classic tradeoff: quality versus computation. The SAG relaxed
plan extraction technique permits more node expansions in the same time by giving up somewhat on heuristic quality.
Whether or not the loss in heuristic information is justiﬁed by the gain in search node expansions is clearly domain and
implementation-dependent; that is, whether or not the technique is successful is a matter for empirical analysis, considered
next.
6. Empirical evaluation
In this section, we evaluate several aspects of state agnostic planning graphs to answer the following questions:
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planning time? (SAG versus PG.)
• Will extracting a state agnostic relaxed plan prior to search instead of extracting a new relaxed plan for each search
node reduce the total planning time? (SAGRP versus SAG.)
• Is POND (using the SAG techniques) competitive with the state of the art in non-deterministic and probabilistic plan-
ning?
To answer these questions, this section is divided into three subsections. The ﬁrst subsection describes the setup (POND
implementation, other planners, domains, metrics, and environments) used for evaluation. The last two subsections discuss
the ﬁrst two questions in an internal evaluation (comparing techniques within POND) and the last question in an external
evaluation (comparing POND to other planners), respectively. We use a number of planning domains and problems that span
deterministic, non-deterministic, and probabilistic planning. Where possible, we supplement domains from the literature
with domains used in several International Planning Competitions (i.e., deterministic and conformant non-deterministic
tracks). In the case of non-deterministic planning, we discuss actual International Planning Competition results (where our
planner competed using SAG techniques) in addition to our own experiments.
6.1. Evaluation setup
This subsection describes the implementation of our planner, other planners, domains, and environments that we use to
evaluate our approach.
Implementation: POND is implemented in C++ and makes use of some notable existing technologies: the CUDD BDD pack-
age [46] and the IPP planning graph [30]. POND uses algebraic and binary decision diagrams (ADDs and BDDs) [7] to
represent belief states, actions, and planning graph labels. In this work, we describe two of the search algorithms imple-
mented in POND: enforced hill-climbing [25] and weighted A* search (with a heuristic weight of ﬁve). Brieﬂy, enforced
hill-climbing interleaves local search with systematic search by greedily selecting actions that improve the heuristic value
of a child compared to its parent, and otherwise searching breadth ﬁrst for a better ancestor node. POND is sound, in that
it only generates reachable belief states, but is only complete in deterministic and non-deterministic planning when using a
complete search algorithm such as A* (i.e., the search space is inﬁnitely large in probabilistic planning because there are an
inﬁnite number of probabilistic belief states).
The choice of BDDs to represent labels (aside from parsimony with the action and belief state representation) requires
some explanation, as there are a number of alternatives. The primary operations required for label reasoning are model
checking and entailment, which take polynomial time in the worst case when using BDDs [17]. While the size of the BDDs
can become exponentially large through the repeated disjunctions and conjunctions during label propagation, the size does
not become prohibitive in practice.
A ﬁnal implementation consideration is the choice of scope (set of states) used to construct the SAG. In preliminary
evaluations, we found that using a scope consisting of all 2|P | states is always dominated by an approach using the estimated
reachable states. We estimate the reachable states by constructing a planning graph whose initial proposition layer consists
of propositions holding in at least one of the possible initial states (i.e., holding in some state of the initial belief state) and
assuming that all outcomes of probabilistic actions occur. The estimated reachable states are those containing propositions
in the last proposition layer of this “unioned” planning graph.
Planners: We compare our planner POND with several other planners. In non-deterministic planning, we compare with
Conformant FF (CFF) [24] and t0 [39]. CFF is an extension of the FF planner [25] to handle initial state uncertainty. CFF is
similar to POND in terms of using forward chaining search with a relaxed plan heuristic; however, CFF differs in how it
implicitly represents belief states and computes relaxed plan heuristics by using a SAT solver. The t0 planner is based on a
translation from conformant planning to classical planning, where it uses the FF planner [25].
In probabilistic planning, we compare with Probabilistic FF (PFF) [19] and CPplan [27]. PFF further generalizes CFF to
use a weighted SAT solver and techniques to encode probabilistic effects of actions. PFF computes relaxed plan heuristics
by encoding them as a type of Bayesian inference, that is carried out by a weighted SAT solver. CPplan is based on a CSP
encoding of the entire planning problem. CPplan is an optimal planner that ﬁnds the maximum probability of satisfying the
goal in a k-step plan; by increasing k incrementally, it is possible to ﬁnd a plan that exceeds a given probability of goal
satisfaction threshold.6
Domains: We use deterministic, non-deterministic, and probabilistic planning domains that appear either in the literature
or past IPCs.
In classical planning, we use domains from each International Planning Competition, including Gripper, Blocksworld,
Logistics, Zenotravel, Driverlog, Storage, TPP, and Trucks [35].
6 We omit comparison with COMPlan, a successor to CPplan that also ﬁnds optimal bounded length plans, because the results presented by [26] are not
as competitive as with PFF. However, we do note that while COMPlan is over an order of magnitude slower than POND or PFF, it does have better scalability
than CPplan.
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Universal Traversal sequences, Adder Circuits, Sorting Networks, Dispose, and Forest from the Fifth and Sixth IPC conformant
planning track [22,9]. All non-deterministic domains use only deterministic actions and an incomplete initial state, and all
probabilistic domains use probabilistic actions.
In probabilistic planning we use the Logistics, Grid, Slippery Gripper, and Sand Castle [28] domains. We include two
versions of each probabilistic Logistics instance that have different initial belief states and goals in order to maintain con-
sistency with results previously presented [28,19]. We do not use probabilistic problems with deterministic actions [19],
because these problems can be seen as easier forms of the corresponding non-deterministic problems with deterministic
actions (i.e., easier because solutions are permitted to satisfy the goal with less than 1.0 probability).
Several of the domains chosen for the internal evaluation are chosen speciﬁcally for their structure, namely problems
where the belief states encountered in the search are very similar, differing only in a few states, making amortization of the
SAG very effective. Two examples include the non-deterministic Cube domain, and the probabilistic Grid domain.
Environments: All tests, with the exception of the Fifth IPC domains, were run with a 4 GB memory limit and a 30 minute
time limit. We exclude failures due to these limits from the ﬁgures. The Fifth IPC domains were run on the same machine,
but competitors were given 24 hours to attempt all problems in all domains (without any limit on any single problem). We
did not employ the IPC format for the other tests because the total time to complete the experiments well exceeded 24
hours (several weeks) after taking into account failed attempts that met the 30 minute timeout.
Metrics: The measurements for each problem are the total runtime of each planner and the resulting plan length. For
stochastic techniques (the McLUG heuristic), we ran 30 trials at each setting and also report the proportion of successful
trials (normally 100%). We report total runtime, despite only modifying the manner in which heuristics are computed, in
order to reinforce the motivation of this work: planners spend most of their time computing heuristics. So the best target
for optimization efforts is heuristic computation.
6.2. Internal evaluation
We describe several sets of results that address whether using the SAG is reasonable and how computing different types
of relaxed plans affects planner performance. The results are grouped into deterministic, non-deterministic, and probabilistic
planning problems. In each of the three models, we present results on how the SAG improves total planning time, where
we either extract a relaxed plan at each search node or compute all relaxed plans prior to search using the state agnostic
relaxed plan.
Figs. 12 to 17 summarize comparisons between different methods with POND by three plots in each ﬁgure. Within each
of these ﬁgures, the top-most plot is a scatter-plot of the total running times for the instances (where the line “y = x” is
plotted to indicate identical performance). The center plot depicts the number of problems that each approach has solved
by a given deadline (i.e., the cumulative run time). The bottom-most plot offers one ﬁnal perspective, the ratio of the total
running times (i.e., speedup as a function of the runtime of the reference method).
In the following, we discuss the ﬁrst two questions posed at the beginning of the section with respect to each of the
three models. More precisely stated, we compare approaches that vary i) the point within the planner where it performs
reachability analysis (i.e., planning graph construction), ii) the point where it extracts a relaxed plan, and iii) the point
where it computes the heuristic value from the relaxed plan. More-traditional (i.e., node-based or PG) approaches, such
as FF [25], the LUG, and the McLUG, perform each of i)–iii) when evaluating a search node. SAG approaches, such as the
SAG (in deterministic planning), the SLUG, and the McSLUG, perform i) prior to search, but ii) and iii) when evaluating a
search node. SAG relaxed plan approaches, such as SAG RP, SLUG RP, and McSLUG RP, perform i) and ii) prior to search,
but iii) when evaluating each search node. While there is no reason that i)–iii) cannot be performed prior to search (in
what we might call SAG pattern databases), our results demonstrate that SAG RP approaches provide isolated performance
improvements across the problem instances; thus, we do not evaluate this ﬁnal pattern database alternative. In each model,
we compare PG, SAG, and SAG RP approaches.
6.2.1. Deterministic planning
Fig. 12 compares the PG to the SAG, and Fig. 13 compares the SAG to the SAG RP in deterministic planning problems.
SAG versus PG: The SAG provides for the best run time improvements over the PG in Gripper and Logistics (the points
above the “Even” line in the scatter plot and the speedup plot), but fails to solve more problems than the PG overall (as
demonstrated by the deadline plot). A majority of the problems solved by both approaches have similar run time. The
predominant reason that the SAG is generally outperformed by the PG is that the problem prohibits construction of the SAG
within the time and memory limits placed on the tests.
While the plots are intended to provide a large-scale comparison of the techniques, we note that a few detailed results
support our claim that the SAG can reduce total planning time. In the Gripper and Logistics domains, we compare the
SAG and the planning graph by the total number of planning graph vertices (action, effect, and proposition nodes at each
level), and total time (the number of expanded search nodes was identical in all cases). In Gripper-05, using the SAG POND
solved the instance in 2.5 seconds and 1224 vertices, and using the traditional planning graph POND solved the instance
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in 5.2 seconds and 334,242 vertices (across all planning graphs). Similarly, in Gripper-10 the SAG required 2164 vertices
and 20 seconds, and the traditional planning graph required 2,762,657 vertices and 74 seconds. In Logistics-4-0, the SAG
required 1110 vertices and 0.5 seconds, and the traditional planning graph required 666,689 vertices and 0.7 seconds. In
Logistics-9-0, the SAG required 2322 vertices and 5.9 seconds, and the traditional planning graph required 546,305 vertices
and 16 seconds. Every vertex in the SAG appears in at least one of the traditional planning graphs constructed for the same
problem and in every instance POND expands the same number of search nodes, and so presumably the same set of search
nodes (otherwise would indicate an implementation error). That is, the reductions in planning time can only be attributed
to amortizing the cost of the SAG.
SAG RP versus SAG: As demonstrated by Fig. 13, the SAG RP generally performs worse than the SAG (solving fewer problems,
and usually taking longer to solve problems), with the exception of the Gripper domain.
Discussion: Given the negative results in deterministic planning noted above, we performed an investigation of the promise
of the SAG technique within a planner that is optimized for deterministic planning (i.e., the FF planner). The most important
question is whether or not there is even any reason to hope that, ignoring SAG construction time, per-node heuristic
computation time decreases. Even with a naive implementation of SAG within FF the answer is yes: the BDD manipulations
to arrive at a relaxed plan, given a SAG for the problem, are signiﬁcantly cheaper than the calculations FF requires per node.
In fact, total runtime – including SAG construction time – was improved for some problems, even halved for some problems
in Rovers. However, in general, SAG construction was not favorably amortized over the total search effort: total search effort
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for FF often involves very few search nodes relative to all reachable states. That is, much of the SAG scope is irrelevant to
the search.
Promising directions, then, include restricting the scope of the SAG from the set of all reachable states to something
more closely resembling the set of states search actually visits, or in the opposite direction, attempting to reuse a SAG across
multiple problem instances within a single domain. The latter direction is, in theory, easy to accomplish if the propositional
representation (i.e. grounded representation) remains the same, with only initial and goal states changing. A more ambitious
aim would be a generalization to a ﬁrst-order representation of planning graphs.
The heuristic that we use to extract state agnostic relaxed plans is typically very poor because it selects actions that
help achieve the goal in more planning graphs. The problem is that with respect to a given set of states (needed to evaluate
the heuristic for a single search node), the chosen actions may be very poor choices. This suggests that an alternative
action selection mechanism for SAG RP could be better, or that individualizing relaxed plan extraction to each search node
is preferred, as in SAG. An alternative worth exploring is to examine the continuum between state agnostic relaxed plans
and node-based relaxed plans by extracting a ﬂexible state agnostic relaxed plan that allows some choice to customize the
relaxed plan to a speciﬁc search node. Another challenge faced by the SAG RP is the sometimes high cost of extracting
the SAG RP from the SAG; any vulnerabilities of the SAG to irrelevant states in its scope are exacerbated by the SAG RP,
requiring extraction of irrelevant relaxed plans.
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6.2.2. Non-deterministic planning
Fig. 14 compares the LUG to the SLUG, and Fig. 15 compares the SLUG to the SLUG RP in non-deterministic planning
problems.
SLUG versus LUG: Non-deterministic planning demonstrates the beneﬁt of the state agnostic graph, as evidenced in Fig. 14.
Using the SLUG reduces runtime over using the LUG, and helps POND ﬁnd solutions to nearly twenty more instances.
Moreover, the speedup afforded by the SLUG is often between one to ten times, and typically greater as the diﬃculty of the
problem increases. This is a positive answer to our ﬁrst question at the start of the section.
SLUG RP versus SLUG: Fig. 15 indicates that the SLUG RP does improve run time in some problems, most notably in the
Cube and Ring domains. The SLUG RP performs well in domains that have all reachable states in the initial belief state
and relatively few possible actions (four in Cube and four in Ring); therefore, constructing the SLUG is as expensive as
computing the LUG. Computing the SLUG RP is relatively cheap because there are few alternative relaxed plans, and the
heuristic estimate derived by the SLUG RP is most similar to the heuristic derived from computing the relaxed plan for each
individual belief state. However, the SLUG RP is inferior to the SLUG in the other domains because it either takes much
longer, exhausts memory extracting the state agnostic relaxed plan, or the heuristic derived from the SLUG RP is not as
accurate. Overall, the SLUG solves more problems, but when the SLUG RP solves the same problem as the SLUG, it can often
do so much faster – between one and two orders of magnitude faster. This is a mixed answer to our second evaluation
question; the effectiveness of the SLUG RP is somewhat dependent on the domain.
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Discussion: Unlike deterministic problems, non-deterministic problems often include many (and sometimes all) of the
reachable states in the initial belief state. Computing the initial belief state heuristic often involves computations neces-
sary for belief states encountered in search. That is, there are fewer irrelevant states in the scope of the SLUG and it is
likely that any computations made using the LUG will be repeated when evaluating other belief states. To see this, con-
sider the Cube domain where each instance involves an initial belief state containing all possible states; therefore, all belief
states encountered in the search are necessarily a subset of the initial belief state. Therefore, the SAG is more effective in
non-deterministic planning than in deterministic planning.
6.2.3. Probabilistic planning
Fig. 16 compares the McLUG to the McSLUG, and Fig. 17 compares the McSLUG to the McSLUG RP in probabilistic
planning problems. The instances include many of the same problems with different minimum probabilities of goal satis-
faction, and each data point represents a run on the same problem with the same τ . Detailed results in each domain are
presented in the external evaluation.
McSLUG versus McLUG: Fig. 16 indicates that the McSLUG generally improves over the McLUG by solving more instances
in less time, and solving the same instances in less time. The McLUG is most competitive with the McSLUG in the Slippery
Gripper and Sand Castle domains, which are relatively simple problems (total run times on the order of one to ten seconds),
where the McSLUG is not amortized as effectively. The trend in probabilistic planning is similar to non-deterministic plan-
ning: search in belief state space includes many belief states that, when evaluated, effectively reuse portions of the state
agnostic graph.
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McSLUG RP versus McSLUG: Fig. 17 compares the McSLUG RP with the McSLUG, and demonstrates that the McSLUG
outperforms the McSLUG RP by solving more problems in less time. The McSLUG RP generally outperforms the McSLUG
in the Slippery Gripper, Sand Castle and Grid domains, but solves less problems across all the domains. The McSLUG RP is
best as problems take longer to solve with the McSLUG, improving runtime by approximately a factor of ten.
Discussion: The state agnostic graph improves heuristic computation performance when search nodes reuse the structure
enough to amortize its a priori cost. Search in belief state space, and state space search for some problems in deterministic
planning reuse the structure effectively. The state agnostic relaxed plan can improve planner performance by lowering the
evaluation cost through further pre-computing the actions in all relaxed plans, but it tends to increase pre-computation
cost, degrade the heuristic, and have isolated beneﬁt across problems.
6.3. External evaluation
We found through the internal evaluation that the SAG is most effective in belief state space search. In this section, we
evaluate POND by comparing with several state-of-the-art non-deterministic and probabilistic planners. We make use of IPC
domains, where possible, to evaluate POND in comparison with other planners. However, we supplement these domains
with domains from the literature to more thoroughly evaluate our approach. In non-deterministic planning, POND took part
in the ﬁfth IPC and we present results from the actual competition, but we also include a comparison involving domains
from the literature. In non-deterministic planning, these additional domains highlight the strengths of POND and fall into
two classes; the domains either involve increasing knowledge (i.e., achieving the goal is synonymous with reaching a known
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state) or not. In probabilistic planning, there are no IPC domains available (the probabilistic part of the IPC focusses on fully-
observable, not unobservable problems). Therefore, the probabilistic domains are taken from the literature, and include all
instances studied by [28] and the instances from [19] that POND can solve. We also eliminated several of the instances
from [19] because they were similar to the instances that we did include, varying only the probability distributions over the
initial states or action outcomes, or using only deterministic actions.
6.3.1. Non-deterministic planning
We start with results from the ﬁfth IPC, where we entered POND using the SLUG (i.e., extracting a relaxed plan from
the SLUG for each search node). We follow with selected results on non-deterministic conformant and conditional problems
from the literature that illustrate the differences between planners that seek to increase knowledge, achieve goals, or both.
Non-Deterministic Track of the Fifth IPC: We entered a version of POND in the non-deterministic track of the IPC that
uses an enforced hill-climbing search algorithm [25], and the SLUG to extract a relaxed plan at each search node. The other
planners entered in the competition were Conformant FF (CFF) [24] and t0 [39]. All planners use a variation of relaxed plan
heuristics, but the other planners compute a type of planning graph at each search node, rather than a SAG. To be precise,
CFF computes a relaxed plan heuristic similar to that described in this work by taking into account uncertainty in the initial
state, whereas t0 transforms the problem to a classical planning problem solved by FF (which computes relaxed plans at
each search node).
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Fig. 19. Run times (s) and Plan lengths IPC5 Coins Instances.
Fig. 20. Run times (s) and Plan lengths IPC5 Comm Instances.
We do not present results for the sixth IPC because POND did not compete. However, our results in the internal evalu-
ation included domains from the sixth IPC non-deterministic track. In the sixth IPC domains, POND is competitive in most
domains, but did not scale as well as the other planners on the Dispose or Forest domains.
Figs. 18 to 22 show total time and plan length results for the ﬁve of the six competition domains. POND is the only
planner to solve an instance in the adder domain (constructing a two bit full adder), but we do not show a plot of its
performance. POND outperforms all other planners in the Blocksworld domain (where the instances have from two to
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Fig. 22. Run times (s) and Plan lengths IPC5 UTS Instances.
four blocks in all possible initial states) and the Sorting Networks domain (where the number of sorted bits is the instance
number plus one) domains. POND is competitive, but slower in the Coins, Communication, and Universal Traversal Sequences
domains. In most domains POND ﬁnds the best quality plans.
Non-Deterministic Knowledge Domains: We made an additional external comparison of POND with several non-
deterministic conformant planners: KACMBP [2] and CFF [24], and conditional planners: MBP [3] and BBSP [43]. We
previously mentioned that the conformant relaxed plan heuristic can be used to guide a conditional planner, which we
demonstrate here using weighted AO* [38] search in belief state space. Based on the results of the internal analysis, we
used relaxed plans extracted from the SLUG. We denote this mode of POND as “SLUG” in Fig. 23. The planners we used for
these comparisons require descriptions in differing languages. We ensured that each encoding had an identical state space;
this required us to use only Boolean propositions in our encodings.
We used the conformant Rovers and Logistics domains as well as the Cube Center and Ring domains [2] for the con-
formant planner comparison in Fig. 23. These domains exhibit two distinct dimensions of diﬃculty. The primary diﬃculty
in Rovers and Logistics problems centers around causing the goal. The Cube Center and Ring domains, on the other hand,
revolve around knowing the goal. The distinction is made clearer if we consider the presence of an oracle. The former
pair, given complete information, remains diﬃcult. The latter pair, given complete information, becomes trivial, relatively
speaking.
We see the SLUG as a middle-ground between KACMBP’s cardinality based heuristic (i.e., counts the number of states in
a belief state) and CFF’s approximate relaxed plan heuristic. In the Logistics and Rovers domains, CFF dominates, while
KACMBP becomes lost. The situation reverses in Cube Center and Ring: KACMBP easily discovers solutions, while CFF
wanders. Meanwhile, by avoiding approximation and eschewing cardinality in favor of reachability, POND achieves middle-
ground performance on all of the problems.
We devised conditional versions of Logistics and Rovers domains by introducing sensory actions. We also drew condi-
tional domains from the literature: BTCS [49] and a variant of Medical [40]. Our variant of Medical splits the multi-valued
stain type sensor into several Boolean sensors.
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The results (Fig. 23) show that POND dominates the other conditional planners. This is not surprising: MBP’s and BBSP’s
heuristic is belief state cardinality. Meanwhile, POND employs a strong, yet cheap, estimate of reachability (relaxed plans
extracted from SLUG). MBP employs greedy depth-ﬁrst search, so the quality of plans returned can be drastically poor. The
best example of this in our results is instance Rv4 of Rovers, where the max length branch of MBP requires 146 actions
compared to 10 actions for POND.
6.3.2. Probabilistic planning
Using the probabilistic planning problems that we previously used for internal comparison, we compare with the PFF
and CPplan planners. Figs. 24 to 32 show total time in seconds, proportion of runs resulting in a solution, and plan lengths
for the probabilistic planning problems. In each ﬁgure, there are three plots: runtime, proportion of problems solved (out
of thirty for technique McX for POND, and out of one for CPplan and PFF), and plan length. The plots include error bars
denoting the minimum, maximum, and average result for each value of τ , and small offset in the horizontal dimension to
separate the points (grouping points near each labeled horizontal axis point). The techniques demonstrated within POND
include the McLUG-N , McSLUG-N , and McSLUGRP-N , where N is chosen from previously determined best values [13],
either 16 or 64. We present results in two sets of instances in the probabilistic Logistics domain to maintain consistency
with results presented in publications on CPplan, and on PFF, which we refer to by the respective planner. The probabilistic
Logistics instances are named with the convention px–y–z, where x is the number of possible locations of a package, y is
the number of cities, and z is the number of packages. The Grid-X instances refer to a probability X that moving forward
from a grid square to an adjacent grid square will succeed, and with probability (1 − X)/2 move sideways to an adjacent
grid square.
The probabilistic comparisons include ten problem instances that were constructed by prior works [28,19]. Each of the
instances are solved using multiple values of τ , which lead to search problems with different heuristic values and search
depth. We chose the instances to maintain consistency with our prior work on the McLUG [14], but also include alternative
instances chosen by [19].
We compare with CPplan on the CPplan version of Logistics, Grid-0.8, Slippery Gripper, and Sand Castle. Due to some
unresolved implementation issues with the PFF planner relating to stability, we are only able to present results in the Lo-
gistics and Grid domains. Fortunately, the Logistics and Grid domains are the most revealing in terms of planner scalability.
We attempted, but do not report comparisons on domains that included a probabilistic initial belief state and deterministic
actions, such as the Logistics variants described by [19]; these instances were not solvable by POND due to the large num-
ber of operators (between ﬁve and ten thousand) and the lack of aggressive domain pre-processing in POND to remove the
irrelevant operators.
POND versus CPplan: As Figs. 24 to 33 identify, POND generally out scales or compares well with CPplan in every domain,
but sacriﬁces quality. CPplan is an optimal planner that exactly evaluates plan suﬃxes, where POND estimates the plan
suﬃxes by a heuristic to guide its search. Moreover, CPplan is a bounded length planner that must be used in an iterative
deepening manner to ﬁnd plans that exceed the goal satisfaction threshold – leading to much redundant search.
POND versus PFF: We invoked PFF on Logistics instances with τ ∈ {0.01,0.25,0.5,0.75,0.95}, and the ﬁrst instance of Grid-
0.8, where τ = 0.01. We see that PFF scales reasonably well in the CPplan version of Logistics p2–2–2 (Fig. 24), solving
instances up to a probability of goal satisfaction threshold of 0.5 an order of magnitude faster than any other planner. PFF
also solves instances in the CPplan version of p4–2–2 (Fig. 26) much faster, but fails to ﬁnd plans for higher goal probability
thresholds (τ > 0.25). PFF scales even worse in the CPplan version of p2–2–4 (Fig. 26), not ﬁnding solutions for any τ .
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PFF tends to scale better in the PFF version of the Logistics instances (Figs. 25, 27, and 29), but in p4–2–2 and p2–2–4
is out-scaled by POND using the state agnostic relaxed plan heuristic. Fig. 30 shows results for the Grid-0.8 domain that
indicate the McSLUG greatly improves total planning time over the McLUG, and that PFF scales poorly.
When running PFF, it appears to expand search nodes very quickly, indicating it spends relatively little time on heuristic
computation. PFF’s poor scalability in these domains may be attributed to computing too weak of a heuristic to provide
effective search guidance, however, it does ﬁnd solutions quickly for lower values of τ as in the PFF version of Logistics
p2–2–4. POND spends relatively more time computing its heuristic and can provide better guidance.
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Additional Intra-POND Observations: Figs. 24 to 33 also provide detail on how the techniques within POND compare. There
are three main observations that we make: i) the McSLUG generally improves runtime over the McLUG, ii) the McSLUG
RP can improve runtime over the McSLUG in many cases, but has much higher variance and a lower success rate, and iii)
the McSLUG RP typically ﬁnds the longest plans.
The McSLUG outperforms the McLUG in all instances by consistently ﬁnding plans in less time with comparable quality,
except for the higher values of τ in Grid-0.5. In Grid-0.5, the added beneﬁt of sampling alternative action outcomes in the
heuristic computed for each search node appears to be useful in guiding POND. However, the McSLUG RP performs just as
well as the McLUG in this problem, showing that improved heuristic computation time overcomes the lack of informedness
of the McSLUG by enabling more search (i.e., more expanded nodes in less time).
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The McSLUG RP performs the best in Slippery Gripper, Sand Castle, and both versions of Grid, where it ﬁnds comparable
quality plans to the other methods, has the lowest average runtime, and reliably ﬁnds solutions. The McSLUG RP does not
perform as well in the Logistics domain, where it does not have as high of a success rate, and can often take much longer
than other methods to ﬁnd plans.
The increase in runtime in Logistics, while using the McSLUG RP, can be attributed to its bias toward plans with a high
probability of goal satisfaction (which means longer plans). As mentioned in Section 4, one difference between the McLUG
and McSLUG is the termination criterion of the McSLUG, which relies on satisfying the goal in every planning graph; the
McSLUG heuristic extracts the relaxed plan from the ﬁrst level where the probability of goal satisfaction exceeds τ (which
may not be with probability one), and the McSLUG RP extracts the relaxed plan from the last level of the McSLUG, where
the probability of achieving the goal is maximum. Because the McSLUG RP is extracted from the last level of the McSLUG,
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the relaxed plans extracted from the McSLUG RP estimate the cost to achieve the goal with a high probability. Thus, for
any value of τ , the McSLUG RP heuristic directs search toward high probability plans that are longer than the feasible low
probability plans. This observation holds in the Logistics domain, where it is possible to see that plans found using the
McSLUG RP have a higher length when τ is small, but a length comparable to the other methods when τ is large.
Overall, the McSLUG provides the best search guidance to POND, but the impressive, yet unstable, performance while
using the McSLUG RP motivates further study into how choices in the initial relaxed plan extraction might lead to better
heuristics.
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7. Related work
The state agnostic planning graph is related to many previous works that use common structure of planning problems
within planning algorithms, use precomputed heuristics during search, speed up the construction or use of planning graphs,
or address non-deterministic and probabilistic planning.
Planning Algorithms: The SAG represents an all pairs relaxation of the planning problem. The work of [44] describes an all
pairs solution to planning, called a universal plan. The idea behind a universal planner is to encode the current goal into
the state space so that a universal plan, much like a policy, prescribes the action to perform in every world state for any
current goal. The SAG can be viewed as solving a related reachability problem (in the relaxed planning space) to determine
which states reach which goals.
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Planning Heuristics: As previously noted, forward chaining planners often suffer from the problem of computing a reach-
ability analysis forward from each search node, and the SAG is one way to mitigate this cost [16]. Another approach to
guiding forward chaining planners is to use relaxed goal regression to compute the heuristic; work on greedy regression
graphs [36] as well as the GRT system [41], can be understood this way. This backwards reachability analysis (i.e., relevance
analysis) can be framed within planning graphs, avoiding the ineﬃciencies in repeated construction of planning graphs [29].
The main diﬃculty in applying such backwards planning graph approaches is the relative low quality of the derived heuris-
tics. In addition to planning graphs, dynamic programming can be used to compute similar heuristics, but at each search
node, as in HSP [5].
884 D. Bryce et al. / Artiﬁcial Intelligence 175 (2011) 848–889Fig. 30. Run times (s), Proportion Solved, and Plan lengths vs. τ for Grid-0.8.
Pattern databases [15] have been used in heuristic search and planning [21] to store pre-computed heuristic values
instead of computing them during search. The SAG can be thought of as a type of pattern database, where most of the
heuristic computation cost is in building the SAG and per search node evaluation is much less expensive.
Planning Graphs: We have already noted that the SAG is a generalization of the LUG [12], which eﬃciently exploits the
overlap in the planning graphs of members of a belief state. The SAG inherits many of the properties of the LUG, and one
option, while not explored in this work (for lack of a heuristic that can make use of mutexes), is the ability to use labels to
compute mutexes that exist in common among multiple planning graphs [12].
Other works on improving heuristic computation, include [33] where the authors explore issues in speeding up heuristic
calculation in HSP. Their approach utilizes the prior heuristic computation to improve the performance of building the
current heuristic. We set out to perform work ahead of time in order to save computation later; their approach demonstrates
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how to boost performance by skipping re-initialization. Also in that vein, [34] demonstrate techniques for representing a
planning graph that take full advantage of the properties of the planning graph. We seek to exploit the overlap between
different graphs, not different levels. [33] seek to exploit the overlap between different graphs as well, but limit the scope
to graphs adjacent in time.
The Prottle planner [32] makes use of a single planning graph to compute heuristics in a forward chaining probabilistic
temporal planner. Prottle constructs a planning graph layer for every time step of the problem, up to a bounded horizon,
and then back propagates numeric reachability estimates from the goals to every action and proposition in the planning
graph. To evaluate a state, Prottle indexes the propositions and actions active in the state at the current time step, and
aggregates their back-propagated estimates to compute a heuristic. Prottle combines forward reachability analysis with
backwards relevance propagation to help to avoid recomputing the planning graph multiple times.
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Non-Deterministic and Probabilistic Planning: Contemporary non-deterministic planners include CPA [48], t0 [39], CLG
[1], Conformant FF (CFF) [24], and Contingent FF [6]. These planners fall into various lineages, starting with conformant
planning and extending to conditional planning. The t0 [39] and CLG [1] planners respectively apply translations of confor-
mant and conditional planning to deterministic planning and fully-observable non-deterministic planning, and use existing
approaches to these problems. The CPA planner [48] addresses only non-deterministic conformant planning by using the 0-
approximation of belief states and searching in this space, which leads to eﬃcient search node generation. The conformant
and conditional extensions to FF [25], Conformant FF (CFF) [24], and Contingent FF [6], rely on heuristics similar to those
presented here, but search in the space of totally ordered plans and use a satisﬁability solver to determine if plans (and
relaxed plans) achieve the goal.
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Related work on probabilistic planning includes PFF [19], COMPlan [26], and CPplan [28]. Probabilistic FF (PFF) [19]
extends the ideas of CFF by using a weighted satisﬁability solver to reason about probability, and is the most competitive
approach to ours. CPplan [28] is based on counting solutions to weighted constraint satisfaction problems, and is an optimal
bounded length planner. COMPlan [26] is an improvement upon CPplan that uses an alternative approach for pruning that
does not involve exact inference, but rather an approximate upper bound on plan probability.
While we do not address fully-observable conditional planning (such as the problems evaluated in the probabilistic track
of the International Planning Competition) in this work, our work is related to the idea of using sampling in planning, as
made popular in fully-observable non-deterministic [31] and probabilistic [50,47] conditional planning. The NDP [31] and
RFF [47] planners are both based on the idea of using a deterministic planner to ﬁnd branches of a conditional plan. When
actions have non-deterministic or probabilistic effects, it is possible to induce a deterministic planning instance by selecting
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actions for which no plan exists and to recursively solve the problem to plan for each such outcome. Finally, hindsight
optimization in planning (HOP) [50], uses Monte Carlo ideas similar to the McLUG to sample action outcomes that it uses
to solve deterministic relaxations of fully-observable probabilistic planning. The main distinctions between the McLUG and
HOP are the type of problems addressed (we only consider non-observable problems) and the McLUG is more relaxed in
that it samples planning graphs, where HOP samples planning problems. HOP is different than NDP and RFF in that it uses
the solutions of deterministic problems as its heuristic, rather than as its plan components.
8. Conclusion & future work
A common task in many planners is to compute a set of planning graphs. The naive approach fails to take account of
the redundant sub-structure of planning graphs. We developed the SAG as an extension of prior work on the LUG. The SAG
employs a labeling technique which exploits the redundant sub-structure, if any, of arbitrary sets of planning graphs.
We developed a belief state space progression planner called POND to evaluate the technique. We improve the use of
the LUG within POND by applying our SAG technique. We found an optimized form, SLUG, of the state agnostic version
of the LUG, and the McSLUG for the McLUG. These savings associated with these optimized forms carry through to the
experimental results.
We also compared POND to state of the art planners in non-deterministic and probabilistic planning. We demonstrated
that, by using SLUG and McSLUG, POND is highly competitive with the state of the art in belief-space planning. Given the
positive results in applying SAG, we see promise in applying SAG to other planning formalisms.
The main contribution of this work was to show the extent to which labels (propositional sentences) can be used to
capture the contexts under which different planning graph elements can be derived. Labels are analogous to assumptions
in assumption-based truth maintenance systems, so their applicability is nearly as broad. We are currently exploring the
application of labels to other types of planning heuristics, and are optimistic about their application to other types of
planning models. For example, replacing labels implemented as binary decision diagrams with algebraic decision diagrams
could allow us to construct heuristics for metric planning problems, or replacing binary decision diagrams with interval
decision diagrams would allow us to construct heuristic for temporal or resource-based planning.
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