In a changing climate, a key role may be played by the response of convective-type cloud and precipitation to temperature changes [O'Gorman, 2012; Kendon et al., 2014; Mauritsen and Stevens, 2015; Tan et al., 2015] . Yet, it is unclear if precipitation intensities will increase mainly due to modified thermodynamic forcing or due to stronger convective dynamics [Westra et al., 2014] . Here we perform large eddy simulations (LES) of the convective dynamics by imposing an idealized diurnal cycle of surface temperature. In gradual selforganization, convective events produce highest intensities late in the day. Tracking rain cells throughout their life cycles, we find that interacting events respond strongly to changes in boundary conditions. Conversely, events without interaction remain unaffected. Increased surface temperature indeed leads to more interaction and higher precipitation extremes. However, a similar intensification occurs when leaving temperature unchanged but simply granting more time for self-organization. Our study implies that the convective field as a whole acquires a memory of past precipitation and inter-cloud dynamics, driving extremes. Our results implicate that the dynamical interaction between convective clouds must be incorporated in global climate models to describe convective extremes and the diurnal cycle more realistically.
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Introduction
Observations show strong increases in extreme convective precipitation intensity beyond thermodynamic expectations as temperatures rise [Berg et al., 2013; Lenderink and van Meijgaard, 2008 ]. An increase of approximately 7 %/K would be expected by the thermodynamic Clausius-Clapeyron relation for saturation vapor pressure. Hence, dynamics may also contribute to the increase. Modeling studies at convection resolving scales have made attempts at identifying processes that drive such strong increases of convective intensities. Some indeed show strong [Singleton and Toumi, 2012] or abrupt [Meredith et al., 2015] scaling. Others highlight the potential sensitivity of results to model details [Attema et al., 2014; Singh and O'Gorman, 2014] , or fail to see the scaling altogether [Muller et al., 2011] .
Convective, in contrast to stratiform events, are characterized by buoyantly unstable atmospheric conditions, which can be induced by heating of moist surface air. As buoyant moist parcels are lifted and cooled, release of latent heat from condensation leads to further buoyancy, thereby driving the updrafts. After onset of precipitation, its reevaporation and melting induces cooling -counteracting further precipitation -and generates cold pools, i.e. areas of relatively low temperature [Tompkins, 2001; Böing et al., 2012; Schlemmer and Hohenegger, 2014] . Cold pools have been stated to spread outward from precipitating cells as density currents, and were associated with the triggering of additional convection when they collide [Tompkins, 2001; Schlemmer and Hohenegger, 2014] . Through these processes, organization of the atmosphere may occur as a combination of thermodynamic and mechanical processes [Torri et al., 2015] . These organising mechanisms, alongside with temporally varying boundary conditions as e.g. imposed by a diurnal cycle, imply that a convective system cannot in general be treated as being in a state of "quasi-equilibrium" [Yano and Plant, 2012] , but rather in a transitional state towards convective organization.
We simulate a single diurnal cycle of convection in a set of idealized LES numerical experiments. The state-of-the-art LES [Stevens et al., 2005 ] is run at 200 m horizontal resolution subject to temporally varying surface temperature and solar irradiation (Fig. S1 ). We carry out three distinct simulations: A control simulation, termed "CTR", with average surface temperature set to 23
• C, is compared to a temperature-increased simulation, termed "P2K", where the surface temperature timeseries is offset by +2 K, as well as a simulation where all settings of "CTR" were maintained, but time was stretched so that a longer model day of 48 h resulted (termed "LD"). The initial conditions were provided by convectively unstable temperature profiles derived from radiosondes at a mid-latitude station. Lateral fluxes were initialized as zero, i.e. there was no horizontal wind (Details: Methods).
Surface fluxes are dominated by latent heat flux in all simulations. Both sensible and latent heat flux set in in the early morning, and reach their maximum shortly after noon (Fig. S2 ).
We define "precipitation yield" as the domain average of precipitation, whereas "precipitation intensity" is measured only over the area where precipitation occurs. In all simulations, precipitation sets in before the time of maximum surface flux and decays during the second half of the model day (Fig. 1) . Convective available potential energy (CAPE) and convective inhibition (CIN) are classical measures for parameterization of convective precipitation in large-scale models [Arakawa, 2004] . We therefore now first examine domain averages, roughly corresponding to GCM gridbox resolution. When CIN is overcome, convection is triggered, allowing energy stored as CAPE to be released as latent heat. Precipitation onset generally coincides with weak, but nonzero, CIN and increasing CAPE. As precipitation continues, CAPE peaks and begins to decline. Common to all three simulations is that precipitation intensity peaks later than precipitation yield, hinting at processes that focus intensities.
Apart from these commonalities, the three experiments differ in important ways: CTR produces overall small precipitation yield (Fig. 1a) . CAPE accordingly only slightly decreases after the maximum is reached, i.e. only a fraction of CAPE is "consumed" by conversion to latent heat. In P2K (Fig. 1b) , precipitation yield is substantially increased and most, but not all, of CAPE is "consumed". Notably, this is achieved despite overall stronger CIN compared to CTR. LD produces the most intense precipitation which affects over 20 percent of the domain (Fig. 1c) . Even though CAPE is reduced considerably during the second half of the model period, precipitation intensity remains high.
This analysis highlights two aspects: First, precipitation intensity is not a simple function of surface temperature, and second, domain-average CAPE and CIN are not sufficient predictors of precipitation. Consider therefore the space-time evolution of low-level moisture convergence ( Fig. 2a-c) , where one spatial coordinate was fixed. The pattern can be described as a riverlike network, with small streams of convergence merging to form larger, more intense streams, but finally dissipation of all structure. We consider three stages of convective development: (i)
Before onset of precipitation (marked in Fig. 2a -c) moisture convergence fluctuates at small spatial scales and low magnitude. The probability density function (PDF) is approximately symmetric around zero (Fig. 2e,top) . (ii) While precipitation occurs, the convergence pattern begins to organize, with areas of precipitation events serving as sources of divergence, and areas of convergence leading to the birth of new, and often larger, precipitation events. Notably, the PDF of convergence becomes skewed and acquires a shoulder of intense convergence, a feature not mirrored by divergence (Fig. 2e,bottom) . This is a signature of the asymmetry in the topological pattern (Fig. 2f) , where convergence is characterized by thin filaments but divergence by patches. (iii) After precipitation ceases, the convergence pattern again becomes featureless with low magnitude and a symmetric PDF (Fig. S4) .
A distinguishing quality between the three simulations is that, in LD and P2K, conver- (Fig. S2 ).
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Comparing with the temporal evolution of precipitation intensity along the same coordinates as the moisture convergence (Fig. S3) , we find that precipitation events -originating near the location of strong convergence -tend to be larger and more intense later in the day.
Interestingly, although the prescribed diurnal surface temperature is very different for P2K
and LD, the pattern produced is qualitatively quite similar.
Cold pool currents have been suggested to facilitate event formation where they collide [Tompkins, 2001; Böing et al., 2012; Schlemmer and Hohenegger, 2014] . Examining one particular area of the simulation domain for several times leading up to the birth of a precipitation event ( Fig. 2f) , the divergence from several previous events generates pronounced convergence in the vicinity. Our simulations suggest that the generation of intense convergence is the mechanism that drives the observed, gradual "coarse-graining" of the spatial pattern, and thereby precipitation event size and intensity.
CAPE analyzed at grid point scale (in contrast to domain averages in Fig. 1 ) yields a strongly inhomogeneous spatial pattern, with values fluctuating by several orders of magnitude at any given time (Fig. 2d) . The fluctuations are strongest after onset of precipitation, and extremes of CAPE most pronounced when its average is already on the decline (Fig. S7 ).
Further, there are pronounced spatial correlations, with areas of depleted CAPE spreading out. Temporally, the pattern is anti-correlated with points of extreme CAPE often followed by near-complete removal of CAPE (consider a typical timeseries in Fig. 2g ). Our results suggest that interactions between convective precipitation events are critical in structuring the atmospheric moisture and energy distribution.
But how does this interaction impact on precipitation intensity? Not all events are triggered by collisions of previous events, in particular not those forming during the initial onset of precipitation. We monitor interaction between cells of contiguous precipitation using a tracking algorithm (details: Methods), and record area and intensity of all precipitation event tracks for the three simulations. We distinguish events originating spontaneously and end
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without direct interactions with other events (termed "solitary tracks"); and events emerging after collision of two or more events (termed "mergers"). For each track of a given type and life time we compute the average intensity within the duration of the track ( We note that some tracks are neither identified as solitary nor as mergers (i.e. tracks that split in their lifetime, or that merge into other cells). They provide a comparable amount of precipitation as the mergers.
Observational studies have recently ruled out simple thermodynamic measures, e.g. the Clausius-Clapeyron relation, as sufficient explanations for convective precipitation intensity increase with temperature [Lenderink and van Meijgaard, 2008; Berg et al., 2013; Molnar et al., 2015; Westra et al., 2014; Wasko and Sharma, 2015] . Our results imply that possible causes for convective invigoration cannot be sought in a model of a single convective plume [Westra et al., 2014] , but a far more complex picture is required. Even under unchanged average surface temperature dramatically elevated precipitation yield and intensity can be obtained, if the atmosphere is only given the time required for self-organization. Characterizing the state of atmospheric self-organization at any given time hence requires the knowledge of past processes, i.e. the current state carries the memory of previous interactions. For classical proxies of convective potential, e.g. domain-averaged values of potential energy, our results imply that neither relatively low values of CAPE nor the presence of substantial CIN necessitate inhibition of intense precipitation. Conversely, even when sufficient CAPE is present and triggering does occur, insufficient self-organization will prevent the atmosphere from harvesting all available CAPE.
Global climate models are typically based on mass flux parameterizations of convective processes, thereby relying on CAPE calculated at the coarse grid space. These models are hence incapable of simulating the sub-grid organization of convection [Mapes and Neale, 2011] , and first parameterization efforts now incorporate cold pool dynamics into general circulation models [Rio et al., 2009; Grandpeix and Lafore, 2010] . The impact of organization has been shown to be critical for tropical convection [Tan et al., 2015] , and likely has a significant effect on the Earth's albedo and radiative balance [Mauritsen and Stevens, 2015] . Convective organization is present on several scales, ranging from the interaction of neighboring convective updrafts at a scale of 1-10 km, over mesoscale convective systems (100-500 km), superclusters (1000-3000 km) up to the scale of the Madden-Julian Oscillation (MJO) with extents up to 10000 km [Moncrieff, 2013] . Our present study addresses rather the lower end of this cascade, and might be relevant for parametrizations on the scale of a typical GCM grid box. Accurate modeling of the global radiation balance requires proper description of the diurnal cycle of convection, and self-organization has long been discussed as key to its understanding. To incorporate the state of self-organization into lower-resolution models, e.g. global or regional climate models, we suggest that variables should be defined that capture the spatial pattern of crucial observables, e.g. moisture convergence or local CAPE and CIN, and the gradual increase of scales and interaction.
Materials and methods

Large-eddy simulations (LES):
We use the University of California, Los Angeles (UCLA) Large Eddy Simulation (LES) model [Stevens et al., 2005 ] to simulate idealized diurnal cycles over a land surface. The model employs a delta four-stream radiation scheme [Pincus and Stevens, 2009 ] and the two-moment cloud microphysics scheme of [Seifert and Beheng, 2006] . Subgrid-scale turbulence is parameterized after Smagorinsky. In the horizon- linearly increases by 7.5% km −1 below 2 km, decreases by 12.5% km −1 between 2 and 4 km, by 2% km −1 between 4 and 10 km and by 12% km −1 higher up. Surface relative humidity is set to 65%. Knowing temperature and relative humidity, the idealized profile of specific humidity is obtained. Although more complicated, this procedure gives a better agreement to the observed specific humidity than directly specifying the specific humidity. Wind is set to zero. In order to break translational symmetry, weak random noise is added to the initial profiles. At the surface, the sensible and latent heat fluxes are computed interactively by the model using Monin-Obukhov similarity theory and a prescribed skin temperature T skin .
The diurnal cycle of T skin , measured at Lindenberg and averaged over the previously defined convective days, is approximated by the following relationship: All simulations are initialized at 0 UTC and run over one diurnal cycle, which is triggered by solar insolation at the latitude of Lindenberg (52 • N). We performed the following simulations:
, as well as a simulation with identical boundary conditions to CTR but an overall stretch of the model day by a factor of two. As a sensitivity study, we further repeated CTR with a smaller domain of 1/2 the linear dimension,
i.e. 512×512 grid boxes.
The 3D fields of prognostic variables are output instantaneously in a 5 minute interval.
Rain cell tracking: For our statistical analysis we view rain events as disparate spatial entities in space, i.e. they are isolated from one-another by rainless spaces. To distinguish them, a tracking algorithm is required that can identify contiguous rain patches, and link patches between two consecutive output time steps when they belong to the same rain event.
Here, we apply an improved version of the "iterative raincell tracking" (IRT), originally developed for tracking of rain events as seen from a weather radar. Since mean wind is absent in our simulation setup, the tracking is simplified in the sense that we do not have to take into account that patches are displaced by the dominant advection field between consecutive time steps. Therefore, in contrast to an application on radar data, the tracking does not have to be iterated multiple times, and one run is sufficient (details: [Moseley et al., 2014] ). In the optimized version of IRT used here, a shortcoming in the treatment of merging and splitting events has been improved: After a splitting event occurs, the largest fragment continues the original track, if the area of the second largest fragment is smaller or equal than c times the area of the largest fragment. All other fragments begin new tracks. Analogously, the largest track that is participating in a merging event is continued by the merged track, if the second largest participant is smaller or equal than c times the area of the largest one. All other participants of the merging event terminate. Here, we use c = 1/4 (the old version of the code is equivalent to c = 0). We apply the tracking to the rainfall intensity at the surface with a threshold of 0.1 mm h −1 .
CAPE analysis:
We estimate the Convective Available Potential Energy (CAPE) and the Convective Inhibition (CIN) from the profiles (domain mean for results in Fig. 1 , column wise for results in Fig. 2 ) of temperature, water vapor mixing ratio, cloud water mixing ratio, and
pressure. An imaginary air parcel is adiabatically lifted from the lowest model level to the model top. Below the Level of Free Convection (LFC), the virtual potential temperature of the air parcel θ v,parcel is lower than that of the environment which we here approximate by the domain mean θ v , meaning that it is negatively buoyant. Above the LFC, where θ v,parcel > θ v , it positively buoyant, up to a height where θ v,parcel < θ v again, which we call the Limit Of Convection (LOC). The virtual potential temperature is defined by
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In the above equation, r and r l are the mixing ratios of water vapor and cloud water, and R d and R v are the ideal gas constants of dry air and water vapor, respectively. The potential temperature is defined by
where T is the temperature, p is the pressure, p 0 = 1000 hP a is a reference pressure, and c p is the specific heat capacity at constant pressure of dry air. CIN is integrated from the surface to the LFC where the parcel is negatively buoyant:
CAPE, on the other hand, is integrated from LFC up to LOC, where the parcel is positively buoyant:
While the air parcel is lifted, its enthalpy and its total water content is kept constant. Below affected by rain, i.e. areas with I > I0 where I0 = .1 mm h −1 (light blue, shaded, right axis) as well as domain mean precipitation (thin blue line) and conditional mean (bold blue line). Domain mean precipitation intensity was multiplied by a factor two to enhance visibility. Shaded beige and gray areas indicate convective available potential energy (CAPE) and convective inhibition energy (CIN). Vertical gray line marks the time of minimal inhibition energy. b, Similar to (a) but for the temperature-increased (P2K) simulation. c, Similar to (a) but for the longer day (LD) simulation. In (c), the model day is 48 h and the horizontal axis was rescaled by a factor of 1/2 to match panels (a) and (b). b, P2K simulation. c, LD simulation.
convergence divergence Figure of LD units were rescaled by a factor of 1/2 (as in Fig. 1 ). Times chosen near the onset of precipitation, near the peak of average CAPE, as well as two later times (compare Fig. 1 ).
