Let A be a complex matrix of order n with eigenvalues λ j (j = 1, 2, . . . , n) and m be any integer satisfying rank A m n. The bound for |λ j | 2 by Kress, de Vries, and Wegmann is strengthened.
Introduction
Traces of matrices are used in many results on localization of eigenvalues, e.g. [1] [2] [3] [4] . Let A be a complex matrix of order n with eigenvalues λ j (j = 1, 2, . . . , n). Use · as the Euclidean norm throughout.
Eberlein [5] O. Rojo et al. applied in [3] n j =1
( λ j )
n j =1
while they used the two inequalities below in [4] :
In Section 2, we give an upper bound for |λ j | 2 which is tighter than K A . Applying the tighter bound, we develop upper bounds for the spectral radius, and improve some results in [1] [2] [3] [4] to localize the spectrum of a matrix. We also present some simple lower bounds for the spectral radius in Section 3. The paper ends with several examples in Section 4.
Bounds for eigenvalues
We first present a new upper bound for
Lemma 2.1. Let A be a complex matrix of order n with eigenvalues λ j (j = 1, 2, . . . , n). Then
Proof. Let
where I is the identity matrix of order n. Then λ j − tr A n (j = 1, 2, . . . , n) are eigenvalues of B. By Kress et al. [5] , we have
Thus, the inequality (4) holds. Since
the inequalities (5a) and (5b) follow from (4).
Lemma 2.2. Let A be a complex matrix of order n. Then
Equality holds on the left of (6) if and only if A is normal or tr A = 0. Equality holds on the right of (6) if and only if A is normal.
To prove the inequality (7a), it is sufficient to prove
If tr A 2 < 0, the right side of (6) We omit the proof of (7b), which is similar to (7a).
All equalities in Lemma 2.2 hold if A is normal. Then our bound (4) strengthen bounds for |λ j | 2 by [5, 6] . Lemma 2.2 also implies that our upper bounds by (5) perform better than (1) and (2) .
Following the idea of [ 
Proof. Let e j (j = 1, 2, . . . , m) be the standard basis of the linear space R m . Let
where I is the identity matrix of order m.
Since C is positive semidefinite, it holds that
, yielding
Take k = 1 in (11) and use
then we obtain (9) . Take l = k in (11), that is (10). Now Lemmas 2.1 and 2.3 can work together to estimate the spectral radius. Define 
Theorem 2.1. Let A be a complex matrix of order n with eigenvalues
Given (14), applying (10) Applying (14) without its last line, and substituting (e iθ λ j )(j = 1, . . . , m) for x j (j = 1, 2, . . . , n) in (10), where θ = −arg λ k , we obtain
Since ρ(A) = max k |λ k |, the inequality (13) holds. Existence of the maximum relies on the evidence that the function f A (θ ) is periodic and continuous over its real domain.
The inequality (13) at once gives a simple upper bound for the spectral radius.
Corollary 2.1. Let A be a complex matrix of order n with m defined as in Theorem 2.1. Then
Given the conditions in Corollary 2.1, it can be concluded that
Due to Lemma 2.1 and (16), our estimate (15), when m = n, improves the bound below by [1, Theorem 3.1, (3.12)]:
Moreover, there exist a series of theoretical upper bounds approaching to ρ(A).
Theorem 2.2. Let
A be a complex matrix of order n with m defined as in Theorem 2.1. Define matrix functions 
Since lim t→+∞ A t 1/t = ρ(A) as Gelfand's theorem in [7, p. 299] , the left side of (18) 
Otherwise,
where β = , and
Proof. If tr A 2 − tr 2 A m = 0, the inequality (13) yields (19). Otherwise, due to the fact that trigonometric functions are periodic and symmetric, we have 
Proof. For simplicity, let
Then its derivative function is
Given the conditions available, the inequality (22) is equivalent to
Notice that g (0) 0. By resolving g (x) = 0, we find the unique nonnegative critical point of g(x):
achieves its local maximum g(x 0 ), which is the right hand of (24). If x 0 > 1, g(x) achieves its local maximum g (1) , which is the right hand of (25).
Some results of [1] [2] [3] [4] can also be improved by applying Lemma 2.1. Observing
we apply the inequality (9) respectively to |λ j |, λ j , λ j (j = 1, 2, . . . , m) and simultaneously use Lemma 2.1. Then we get the following theorem. 
Then, for any 1 k l m,
According to Lemma 2.2 and (16), Theorem 2.5 improves [2, Theorem 3.1, the right side of (3.1)].
As a matter of fact, the proof of [2, Theorem 3.2] also holds for a matrix whose characteristic polynomial is real. Thus, substituting (c(A) − tr A 2 )/2 for K C as an upper bound of ( λ j ) 2 in that proof, we extend [2, Theorem 3.2, (3.6)] as below. 
Then for 1 k l p,
Particularly, for any 1 j n,
Applying the inequality (10) respectively to λ j , λ j (j = 1, 2, . . . , m), and using (5a) and (5b), we obtain 
where
Proof. By [4, Theorem 3.6], the eigenvalues λ j (1 j m) lie in the elliptic region defined by
and m j =1 |λ j | 2 = A 2 due to normality of A, inequality (33) holds. The inequality (34) follows from the fact that the rank of a skew-symmetric matrix can only be even. 
