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Abstract
In this paper, we study a distributed optimal control problem for a diffuse interface model for tumor
growth. The model consists of a Cahn-Hilliard type equation for the phase field variable coupled to a
reaction diffusion equation for the nutrient and a Brinkman type equation for the velocity. The system
is equipped with homogeneous Neumann boundary conditions for the tumor variable and the chemical
potential, Robin boundary conditions for the nutrient and a “no-friction” boundary condition for the
velocity. The control acts as a medication by cytotoxic drugs and enters the phase field equation. The
cost functional is of standard tracking type and is designed to track the variables of the state equation
during the evolution and the distribution of tumor cells at some fixed final time. We prove that the model
satisfies the basics for calculus of variations and we establish first-order necessary optimality conditions
for the optimal control problem.
Keywords: Optimal control with PDEs, calculus of variations, tumor growth, Cahn-Hilliard equation,
Brinkman equation, first-order necessary optimality conditions.
MSC Classification: 35K61, 76D07, 49J20, 49K20, 92C50.
1 Introduction
The development of tumors involves many different biological and chemical factors. Since cancer arises due
to disturbances in both cell growth and development, knowing the underlying processes will not only help
to cure the disease but also provide an understanding of the mechanisms concerned with life itself. The
usage of new techniques in cell and molecular biology applied to human tumors provides valuable insights.
However, in order to study processes which cannot be easily observed by experiments, further methods have
to be developed. In the recent past, mathematical models for tumor growth have turned out to be promising
since some of them compare well with clinical experiments, see [2, 5, 17].
In particular, multiphase models, describing the tumor as a saturated medium, have gained much more
interest. These models are typically based on mass and momentum balance equations and mass/momentum
exchange between the different phases and can be closed by appropriate constitutive laws. Several biological
mechanisms like chemotaxis, mitosis, angiogenesis or necrosis can be incorporated or effects due to stress,
plasticity or viscoelasticity can be included, see [4, 25, 34, 36]. If the mixture is assumed to consist of only two
phases, many contributions in the literature cover Cahn-Hilliard type equations coupled to reaction-diffusion
equations for an unknown species acting as a nutrient (e.g. oxygen or glucose), see [11, 18, 24, 21, 28, 29].
Some of these models also include velocity via a Darcy law or a Stokes/Brinkman equation, see [16, 20, 22, 31].
In this paper, we consider the following model: Let Ω ⊂ Rd with d = 2, 3, be a bounded domain. For a fixed
1orcid.org/0000-0003-4115-4885
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final time T > 0, we write ΩT := Ω× (0, T ). By n we denote the outer unit normal on ∂Ω and ∂ng := ∇g ·n
denotes the outward normal derivative of the function g on Γ. Our state system is given by
(CHB)


div(v) = (Pσ −A)h(ϕ) in ΩT ,
−div(T(v, p)) + νv = (µ+ χσ)∇ϕ in ΩT ,
∂tϕ+ div(ϕv) = m∆µ+ (Pσ −A− u)h(ϕ) in ΩT ,
µ = −ǫ∆ϕ+ ǫ−1ψ′(ϕ) − χσ in ΩT ,
−∆σ + h(ϕ)σ = 0 in ΩT ,
∂nµ = ∂nϕ = 0 in ΓT ,
∂nσ = K(1− σ) in ΓT ,
T(v, p)n = 0 in ΓT ,
ϕ(0) = ϕ0 in Ω,
(1a)
(1b)
(1c)
(1d)
(1e)
(1f)
(1g)
(1h)
(1i)
where the viscous stress tensor is defined by
T(v, p) := 2ηDv + λdiv(v)I − pI, (2)
and the symmetric velocity gradient is given by
Dv := 12 (∇v +∇v
T ).
In (1), v denotes the volume-averaged velocity of the mixture, p denotes the pressure and σ denotes the
concentration of an unknown species acting as a nutrient. The function ϕ denotes the difference of the
local relative volume fractions of tumor tissue and healthy tissue where {x ∈ Ω : ϕ(x) = 1} represents
the region of pure tumor tissue, {x ∈ Ω : ϕ(x) = −1} stands for the surrounding pure healthy tissue and
{x ∈ Ω : −1 < ϕ(x) < 1} represents the transition between these pure phases. Furthermore, µ denotes the
chemical potential associated with ϕ. The positive constant m represents the mobility for the phase variable
ϕ. The thickness of the diffuse interface is modelled by a small parameter ǫ > 0 and the constant ν > 0
is related to the fluid permeability. Moreover, the constants η and λ are non-negative and represent the
shear and the bulk viscosity, respectively. The proliferation rate P , the apoptosis rate A and the chemotaxis
parameter χ are non-negative constants, whereas K is a positive permeability constant. The term −uh(ϕ)
in (1c) models the elimination of tumor cells by cytotoxic drugs and the function u will act as our control.
This specific control term has been investigated in [23] where a simpler model was studied in which the
influence of the velocity v is neglected. Since it does not play any role in the analysis, we set ǫ = 1.
We investigate the following distributed optimal control problem:
Minimize I(ϕ, µ, σ,v, p, u) :=
α0
2
‖ϕ(T )− ϕf‖
2
L2 +
α1
2
‖ϕ− ϕd‖
2
L2(ΩT )
+
α2
2
‖µ− µd‖
2
L2(ΩT )
+
α3
2
‖σ − σd‖
2
L2(ΩT )
+
α4
2
‖v − vd‖
2
L2(ΩT )
+
κ
2
‖u‖2L2(ΩT ) (3)
subject to the control constraint
u ∈ U :=
{
u ∈ L2(L2)
∣∣ a(x, t) ≤ u(x, t) ≤ b(x, t) for almost every (x, t) ∈ ΩT} (4)
for box-restrictions a, b ∈ L2(L2) with a ≤ b almost everywhere in ΩT and the state system (CHB). Here,
α0, ...,α4 and κ are nonnegative constants. The optimal control problem can be interpreted as the search
for a strategy how to supply a medication based on cytotoxic drugs such that
(i) a desired evolution of the tumor cells, chemical potential, nutrient concentration and velocity (expressed
by the target functions ϕd, µd, σd and vd) is realized as good as possible;
(ii) a therapeutic target (expressed by the final distribution ϕf ) is achieved in the best possible way;
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(iii) the amount of supplied drugs does not cause harm to the patient (expressed by both the control
constraint and the last term in the cost functional).
The ratio between the parameters α0, ...,α4 and κ can be adjusted according to the importance of the
individual therapeutic targets.
The uncontrolled version of (1) is a simplification of the model considered in [15] when making the following
choices in the notation used therein:
η(·) ≡ η λ(·) ≡ λ,
Γv(ϕ, σ) = (Pσ −A)h(ϕ) Γϕ(ϕ, σ) = (Pσ −A)h(ϕ)
m(·) ≡ m σ∞ = 1.
Typically, the function h(·) is nonnegative and interpolates between h(−1) = 0 and h(1) = 1. Source terms
of this type are, for instance, studied in [26]. Typical choices for h are discussed in Remark 2(c).
The choice σ∞ = 1 can be justified by a non-dimensionalization argument (see [14]).
As (1g) is equivalent to σ = 1 − K−1∂nσ, we obtain a Dirichlet condition in the limit K → ∞. In [15,
Thm. 2.5] it was rigorously shown that weak solutions of the uncontrolled version of (1) converge to a weak
solution of the corresponding system with (1h) replaced by σ = 1 as K tends to infinity.
Before analyzing the optimal control problem we have to establish the fundamental requirements for calculus
of variations. In Section 3, we prove the existence of a control-to-state operator that maps any admissible
control u ∈ U onto a corresponding unique strong solution of the state equation (CHB). Furthermore, we
show that this control-to-state operator is Lipschitz-continuous, Fre´chet differentiable and satisfies a weak
compactness property.
Eventually, in Section 4, we investigate the above optimal control problem. First, we show that there exists
at least one globally optimal solution. After that, we present necessary conditions for local optimality which
can be formulated concisely by means of adjoint variables. These conditions are of great importance for
possible numerical implementations as they provide the foundation for many computational optimization
methods.
Finally, we also want to refer to some further works where optimal control problems for tumor models
are studied. Results on optimal control problems for tumor models based on ODEs are investigated in
[33, 35, 37, 43]. In the context of PDE-based control problems we refer to [6] where a tumor growth
model of advection-reaction-diffusion type is considered. There are various papers analyzing optimal control
problems for Cahn-Hilliard equations (e.g., [10, 30, 42]). Furthermore, control problems for the convective
Cahn-Hilliard equation where the control acts as a velocity were investigated in [13, 27, 46, 47] whereas in
[7] the control enters in the momentum equation of a Cahn-Hilliard-Navier-Stokes system. As far as control
problems for Cahn-Hilliard-based models for tumor growth are considered, there are only a few contributions
where an equation for the nutrient is included in the system. In [12], the authors investigated an optimal
control problem consisting of a Cahn-Hilliard-type equation coupled to a time-dependent reaction-diffusion
equation for the nutrient, where the control acts as a right-hand side in this nutrient equation. The model
they considered was firstly proposed in [28] and later well-posedness and existence of strong solutions were
established in [18]. However, effects due to velocity are not included in their model and mass conservation
holds for the sum of tumor and nutrient concentrations. Moreover, we want to mention the papers [23]
and [8] where optimal control problems of treatment time are studied. In [23] the control enters the phase
field equation in the same way as ours whereas in [8] it enters the nutrient equation. Although the nutrient
equation in both papers is non-stationary, some of the major difficulties do not occur since the velocity
is assumed to be negligible (v = 0). A regularized version of the model in [8] was studied in [39] for a
logarithmic-type potential and in [40] for a broad class of regular potentials.
2 Preliminaries
We first want to fix some notation: For any (real) Banach space X , its corresponding norm is denoted by
‖·‖X . X
∗ denotes the dual space of X and 〈·,·〉X stands for the duality pairing between X
∗ and X . If X is
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an inner product space, its inner product is denoted by (·,·)X . We define the scalar product of two matrices
by
A : B :=
d∑
j,k=1
ajkbjk for A = (aij)1≤i,j≤d, B = (bij)1≤i,j≤d ∈ R
d×d.
For the standard Lebesgue and Sobolev spaces with 1 ≤ p ≤ ∞, k > 0, we use the notation Lp := Lp(Ω)
and W k,p := W k,p(Ω) with norms ‖·‖Lp and ‖p‖Wk,p respectively. In the case p = 2 we write H
k := W k,2
and the norm ‖·‖Hk . By L
p, Wk,p and Hk, we denote the corresponding spaces of vector or matrix valued
functions. For any Banach space X , p ∈ [1,∞], k ∈ N and T > 0 we use the notation
Lp(X) := Lp(0, T ;X), W k,p(X) :=W k,p(0, T ;X), C(X) := C([0, T ];X).
For the dual space X∗ of a Banach space X , we introduce the (generalized) mean value by
vΩ :=
1
|Ω|
∫
Ω
v dx for v ∈ L1, v∗Ω :=
1
|Ω|
〈v,1〉X for v ∈ X
∗.
Moreover, we introduce the function spaces
L20 := {w ∈ L
2 : wΩ = 0}, (H
1)∗0 := {f ∈ (H
1)∗ : f∗Ω = 0}, H
2
n
:= {w ∈ H2 : ∂nw = 0 on ∂Ω}.
Then, the Neumann-Laplace operator −∆N : H
1 ∩ L20 → (H
1)∗0 is positive definite and self-adjoint. In par-
ticular, by the Lax-Milgram theorem and the Poincare´ inequality, the inverse operator (−∆N )
−1 : (H1)∗0 →
H1 ∩ L20 is well-defined, and we set u := (−∆N )
−1f for f ∈ (H1)∗0 if uΩ = 0 and
−∆u = f in Ω, ∂nu = 0 on ∂Ω.
We have dense and continuous embeddings H2
n
→֒ H1 →֒ L2 ≃ (L2)∗ →֒ (H1)∗ →֒ (H2
n
)∗ and the identifica-
tions 〈u,v〉H1 = (u,v)L2 , 〈u,w〉H2 = (u,w)L2 for all u ∈ L
2, v ∈ H1 and w ∈ H2n.
Furthermore, we define the function spaces
V1 :=
(
H1(L2) ∩ L∞(H2) ∩ L2(H4)
)
×
(
L∞(L2) ∩ L2(H2)
)
×
(
H1(H1) ∩ C(H1) ∩ L∞(H2)
)
× L8(H2)× L8(H1),
V2 :=
(
H1((H1)∗) ∩ L∞(H1) ∩ L2(H3)
)
× L2(H1)× L2(H1)× L2(H1)× L2(L2),
V3 := L
2(L2)×H1 × L2(H1)× L2(L2)× L2(H1),
endowed with the standard norms.
Finally, we state the following lemma (see [1] for a proof), which will be needed later for the construction of
solutions by a Galerkin ansatz:
Lemma 1. Let Ω ⊂ Rd, d = 2, 3, be a bounded domain with C1,1-boundary and outer unit normal n and
1 < q <∞. Furthermore, assume that g ∈ W 1,q and f ∈ Lq and η, ν, λ are constants fulfilling η, ν > 0, λ ≥ 0.
Then, there exists a unique solution (v, p) ∈W2,q ×W 1,q of the system
−div(2ηDv + λdiv(v)I) + νv +∇p = f a.e. in Ω, (5a)
div(v) = g a.e. in Ω, (5b)
(2ηDv + λdiv(v)I − pI)n = 0 a.e. on ∂Ω, (5c)
satisfying the following estimate
‖q‖W2,q + ‖q‖W 1,q ≤ C (‖f‖Lq + ‖q‖W 1,q ) , (6)
with a constant C depending only on η, λ, ν, q and Ω.
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Throughout this paper, we make the following assumptions:
Assumptions.
(A1) The domain Ω ⊂ Rd, d = 2, 3, is bounded with C4−boundary Γ := ∂Ω and the initial datum ϕ0 ∈ H
2
n
is prescribed.
(A2) The constants T , K, η, ν, m are positive and the constants P , A, λ, χ are nonnegative.
(A3) The nonnegative function h belongs to C2b (R), i.e., h is bounded, twice continuously differentiable and
its first and second-order derivatives are bounded. Without loss of generality, we assume that |h| ≤ 1.
(A4) The function ψ ∈ C3(R) is non-negative and can be written as
ψ(s) = ψ1(s) + ψ2(s) ∀s ∈ R, (7)
where ψ1, ψ2 ∈ C
3(R) and
R1(1 + |s|
ρ−2) ≤ ψ′′1 (s) ≤ R2(1 + |s|
ρ−2) ∀s ∈ R, (8)
|ψ′′2 (s)| ≤ R3 ∀s ∈ R, (9)
|ψ′′′(s)| ≤ R4(1 + |s|
3) ∀s ∈ R, (10)
where Ri, i = 1, ..., 4, are positive constants with R1 < R2 and ρ ∈ [2, 6]. Furthermore, if ρ = 2, we
assume that 2R1 > R3.
(A5) The target functions satisfy (ϕd, ϕf , µd, σd,vd) ∈ V3.
Remark 2.
(a) Using (A4), it is straightforward to check that there exist positive constants Ri, i = 5, ..., 9, such that
ψ(s) ≥ R5|s|
ρ −R6 ∀s ∈ R, (11)
|ψ′(s)| ≤ R7(1 + |s|
ρ−1) ∀s ∈ R, (12)
|ψ′(s1)− ψ
′(s2)| ≤ R8(1 + |s1|
4 + |s2|
4)|s1 − s2| ∀s1, s2 ∈ R, (13)
|ψ′′(s1)− ψ
′′(s2)| ≤ R9(1 + |s1|
3 + |s2|
3)|s1 − s2| ∀s1, s2 ∈ R. (14)
(b) The assumptions (8)-(10) (and thus also (11)-(14)) are fulfilled by the classical double-well potential
ψ(s) = 14 (s
2 − 1)2. For the splitting we can choose ψ1(s) =
1
4s
4 and ψ2(s) = −
1
2s
2 + 14 .
(c) For the function h(·), there are two choices which are quite popular in the literature. In, e.g., [21, 26],
the choice for h is given by
h(ϕ) = max
{
0,min
{
1, 12 (1 + ϕ)
}}
∀ϕ ∈ R,
satisfying h(−1) = 0, h(1) = 1. Other authors preferred to assume that h is only active on the
interface, i.e., for values of ϕ between −1 and 1, which motivates functions of the form
h(ϕ) = max
{
0, 12 (1− ϕ
2)
}
or h(ϕ) = 12
(
cos
(
πmin
{
1,max{ϕ,−1}
})
+ 1
)
,
see, e.g., [29, 32]. Surely, we would have to use regularized versions of these choices to fulfill (A3).
3 The control-to-state operator
In this section, we consider the equation (CHB) as presented in the introduction. First, we define a certain
set of admissible controls that are suitable for the later approach. We will see that each of these admissible
controls induces a unique strong solution (the so-called state) of the system (CHB). Therefore, we can define
a control-to-state-operator which maps any admissible control onto its corresponding state. We show that
this operator has some important properties that are essential for calculus of variations: It is Lipschitz-
continuous, Fre´chet-differentiable and satisfies a weak compactness property.
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3.1 The set of admissible controls
The set of admissible controls is defined as follows:
Definition 3. Let a, b ∈ L2(L2) be arbitrary fixed functions with a ≤ b almost everywhere in ΩT . Then the
set
U :=
{
u ∈ L2(L2)
∣∣ a(x, t) ≤ u(x, t) ≤ b(x, t) for almost every (x, t) ∈ ΩT} (15)
is referred to as the set of admissible controls. Its elements are called admissible controls.
Note that this box-restricted set of admissible controls U is a non-empty, bounded subset of the Hilbert
space L2(L2) since for all u ∈ U,
‖u‖L2(L2) < ‖a‖L2(L2) + ‖b‖L2(L2) + 1 =: R. (16)
This means that
U ( UR with UR :=
{
u ∈ L2(L2)
∣∣ ‖u‖L2(L2) < R}. (17)
Obviously, the set U is also convex and closed in L2(L2). Therefore, it is weakly sequentially compact (see
[45, Thm. 2.11]).
3.2 Strong solutions and uniform bounds
We can show that the system (CHB) has a unique strong solution for every control u ∈ UR:
Theorem 4. Let u ∈ UR and ϕ0 ∈ H
2
n(Ω) be arbitrary. Then, the system (CHB) has a unique strong
solution (ϕu, µu, σu,vu, pu) with
ϕu ∈ H
1(L2) ∩ L∞(H2) ∩ L2(H4), µu ∈ L
∞(L2) ∩ L2(H2),
σu ∈ H
1(H1) ∩ C(H1) ∩ L∞(H2), vu ∈ L
8(H2), pu ∈ L
8(H1).
This unique solution is called the state of the control system. Moreover, the strong solution quintuple
(ϕu, µu, σu,vu, pu) satisfies the following bounds that are uniform in u:
‖ϕu‖H1(L2)∩L∞(H2)∩L2(H4) ≤ C1, ‖µu‖L∞(L2)∩L2(H2) ≤ C2,
‖σu‖H1(H1)∩C(H1)∩L∞(H2) ≤ C3, ‖vu‖L8(H2) ≤ C4 ‖pu‖L2(H1) ≤ C5,
where C1, ..., C5 > 0 are constants that depend only on the system paramters and on R, Ω, Γ and T .
Proof. The assertion follows with slight modifications in the proof of [15, Thm. 2.12]. Indeed, testing (1c)
with µ + χσ, it turns out that we have to estimate an additional term given by −
∫
Ω uh(ϕ)(µ + χσ) dx.
Using Ho¨lder’s, Young’s and Poncare´’s inequalities, we obtain∣∣∣∣
∫
Ω
uh(ϕ)(µ+ χσ) dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
uh(ϕ)
(
(µ+ χσ − (µΩ − χσΩ)
)
dx+ (µΩ + χσΩ)
∫
Ω
uh(ϕ) dx
∣∣∣∣
≤
1
4δ
‖h(ϕ)‖2L∞‖u‖
2
L2 + δC
2
P ‖∇(µ+ χσ)‖
2
L2
+ |µΩ + χσΩ| ‖h(ϕ)‖L∞‖1‖L2‖u‖L2, (18)
for δ > 0 arbitrary, where CP is the constant arising in Poincare´’s inequality. Testing (1d) with 1, using (1f)
and the assumptions on ψ(·), we obtain
|µΩ + χσΩ| ≤ C(1 + ‖ψ(ϕ)‖L1). (19)
Plugging in (19) into (18), using the boundedness of h(·) and Young’s inequality, we obtain∣∣∣∣
∫
Ω
uh(ϕ)(µ+ χσ) dx
∣∣∣∣ ≤ Cδ(1 + ‖u‖2L2)(1 + ‖ψ(ϕ)‖L1) + 2δC2P (‖∇µ‖2L2 + χ2‖∇σ‖2L2) . (20)
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Then, the first term on the right-hand side of this equation can be controlled via a Gronwall argument,
whereas the last two terms can be absorbed into the left-hand side of an energy identity. To obtain strong
solutions, (1c) is tested by ∂tϕ, leading to an additional term
∫
Ω
uh(ϕ)∆2ϕ dx. Applying Ho¨lder’s and
Young’s inequalities yields∣∣∣∣
∫
Ω
uh(ϕ)∂tϕ dx
∣∣∣∣ ≤ ‖u‖L2‖h(ϕ)‖L∞‖∂tϕ‖L2 ≤ 14δ‖u‖2L2‖h(ϕ)‖2L∞ + δ‖∂tϕ‖2L2 , (21)
for δ > 0 arbitrary. Hence, the last term on the right-hand side of this inequality can again be absorbed
when choosing δ > 0 sufficiently small, whereas the first term can be controlled due to the assumptions on
h(·) and since ‖u‖L2(L2) ≤ R for all u ∈ UR. Apart from the estimates needed to deduce (20) and (21), the
remaining arguments are exactly the same as in the proof of [15, Thm. 2.12].
Corollary 5. Let u ∈ UR and ϕ0 ∈ H
2
n
(Ω) be arbitrary and let (ϕu, µu, σu,vu, pu) denote the strong solution
of the system (CHB). Then ϕu has the following additional properties:
ϕu ∈ C(H
2), ϕu ∈ C(ΩT ) with ‖ϕu‖C(H2)∩C(ΩT ) ≤ C6
for some constant C6 > 0 that depends only on the system parameters and on R, Ω, Γ and T .
Proof. First, recall that H4 is continuously embedded in L2. Using a result from interpolation theory
[3, c. III, Thm. 4.10.2] we can conclude that H1(L2) ∩ L2(H4) →֒ C
(
[0, T ]; (L2, H4) 1
2
,2
)
where (L2, H4) 1
2
,2
denotes the real interpolation space between L2 and H4 of type 12 . According to [44, s. 4.3.1,Thm. 1], it
holds that (L2, H4) 1
2
,2 = H
2 which proves the first assertion. As H2 is continuously embedded in C(Ω), it
directly follows that ϕu ∈ C(ΩT ) with
‖ϕu‖C(ΩT ) = ‖ϕu‖L∞(L∞) ≤ C0 ‖ϕu‖L∞(H2) ≤ C0C1 =: C6
for some constant C0 ≥ 0 that depends only on R, Ω, Γ and T . This means that the second assertion is
established.
Due to Theorem 4, we can define an operator that maps any admissible control onto its corresponding state:
Definition 6. For any u ∈ UR we write (ϕu, µu, σu,vu, pu) to denote its induced strong solution of (CHB)
given by Theorem 4. Then the operator
S : UR → V2, u 7→ S(u) := (ϕu, µu, σu,vu, pu)
is called the control-to-state operator. To be precise, it holds that S(UR) ⊂ V1 ⊂ V2.
Comment. The control-to-state operator is defined not only for admissible controls but for all controls in
UR. This will be especially important in subsection 3.4 because Fre´chet differentiability is merely defined
for open subsets of L2(L2). Unlike the open ball UR, the set U is closed and its interior is empty. Therefore
it makes sense to investigate the control-to-state operator on the open superset UR instead.
In the following subsections, some properties of the control-to-state operator will be established that are
essential for the treatment of optimal control problems.
3.3 Lipschitz continuity
The first important property of the control-to-state operator is Lipschitz continuity with respect to the
control u ∈ U. This is given by the following lemma:
Lemma 7. The control-to-state operator S is Lipschitz continuous in the following sense:
(a) There exists a constant L1 > 0 depending only on the system parameters and on R, Ω, Γ and T such
that for all u, u˜ ∈ U:
‖S(u)− S(u˜)‖V2 ≤ L1‖u− u˜‖L2(L2). (22)
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(b) There exists a constant L2 > 0 depending only on R, Ω, Γ and T such that for all u, u˜ ∈ U:
‖ϕu − ϕu˜‖L∞(ΩT ) ≤ L2‖u− u˜‖
1/2
L2(L2). (23)
Proof. Let C denote a generic nonnegative constant that depends only on R, Ω, Γ and T and may change
its value from line to line. For brevity, we set
u¯ := u− u˜ and (ϕ¯, µ¯, v¯, σ¯, p¯) := (ϕu, µu,vu, σu, pu)− (ϕu˜, µu˜,vu˜, σu˜, pu˜).
In [15, Thm. 2.8] it has already been established that a solution of the Cahn-Hilliard-Brinkman equation
without the control term uh(ϕ) depends Lipschitz continuously on the initial and boundary data. The proof
of item (a) proceeds similarly since the following inequalities hold: For any δ > 0 and all u, u˜ ∈ U,∣∣(uh(ϕu)− u˜h(ϕu˜),ϕ¯)L2∣∣ ≤ C ‖u¯‖2L2 + C ‖ϕ¯‖2L2 + C ‖u˜‖L2‖ϕ¯‖2H1 , (24)∣∣(uh(ϕu)− u˜h(ϕu˜),∆ϕ¯)L2∣∣ ≤ Cδ−1 ‖u¯‖2L2 + Cδ−1 ‖u˜‖2L2‖ϕ¯‖2H1 + 2δ‖∆ϕ¯‖2L2 + δ‖∇∆ϕ¯‖2L2 . (25)
To prove (24) and (25) we use that uh(ϕu)− u˜h(ϕu˜) = u¯h(ϕu) + u˜
(
h(ϕu)−h(ϕu˜)
)
. From ‖h(ϕu)‖L∞ ≤ C
we deduce that
|(u¯h(ϕu),ϕ¯)L2 | ≤ C
(
‖u¯‖2L2 + ‖ϕ¯‖
2
L2
)
(26)
and, by Young’s inequality with δ > 0,
|(u¯h(ϕu),∆ϕ¯)L2 | ≤ Cδ
−1 ‖u¯‖2L2 + δ‖∆ϕ¯‖
2
L2. (27)
Moreover, we have ∣∣(u˜(h(ϕu)− h(ϕu˜)),ϕ¯)L2∣∣ ≤ C ‖u˜‖L2 ‖ϕ¯‖2L4 ≤ C ‖u˜‖L2 ‖ϕ¯‖2H1 (28)
and, using interpolation and Young’s inequality with δ > 0, we obtain that∣∣(u˜(h(ϕu)− h(ϕu˜)),∆ϕ¯)L2∣∣ ≤ C ‖u˜‖L2 ‖ϕ¯‖L6 ‖∆ϕ¯‖L3
≤ C ‖u˜‖L2 ‖ϕ¯‖H1 ‖∆ϕ¯‖H1 ≤ Cδ
−1 ‖u˜‖2L2‖ϕ¯‖
2
H1 + δ‖∆ϕ¯‖
2
L2 + δ‖∇∆ϕ¯‖
2
L2
. (29)
Now, (24) follows from (26) and (28) while (25) follows from (27) and (29). For the proof of (b) recall that
‖ϕu − ϕu˜‖L∞(H2) ≤ C. Hence, by the Gagliardo-Nirenberg inequality,
‖ϕu − ϕu˜‖L∞(L∞) ≤ C ‖ϕu − ϕu˜‖
1/2
L∞(L6) ‖ϕu − ϕu˜‖
1/2
L∞(H2)
≤ C ‖ϕu − ϕu˜‖
1/2
L∞(H1) ‖ϕu − ϕu˜‖
1/2
L∞(H2) ≤ L2 ‖u− u˜‖
1/2
L2(L2)
if the constant L2 is chosen suitably.
3.4 A weak compactness property
As the control-to-state operator is nonlinear, the following result will be essential to prove existence of an
optimal control (see Section 4.1):
Lemma 8. Suppose that (uk)k∈N ⊂ U is converging weakly in L
2(L2) to some weak limit u¯ ∈ U. Then
ϕuk ⇀ ϕu¯ in H
1(L2) ∩ L2(H4), ϕuk → ϕu¯ in C(W
1,r) ∩ C(ΩT ), r ∈ [1, 6),
µuk ⇀ µu¯ in L
2(H2), vuk ⇀ vu¯ in L
2(H2),
σuk ⇀ σu¯ in L
2(H2), puk ⇀ pu¯ in L
2(H1),
after extraction of a subsequence, where the limit (ϕu¯, µu¯, σu¯,vu¯, pu¯) is the strong solution of (CHB) to the
control u¯ ∈ U.
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Comment. This result actually means weak compactness of the control-to-state operator restricted to
U since any bounded sequence in U has a weakly convergent subsequence according to the Banach-Alaoglu
theorem. However, this property can not be considered as weak continuity as the extraction of a subsequence
is necessary.
Proof. Using the uniform bounds that were established in Theorem 4 and standard compactness arguments,
we can conclude that there exist functions ϕ, v, µ, σ and p having the desired regularity such that
ϕuk
∗
⇀ ϕ in H1(L2) ∩ L∞(H2) ∩ L2(H4), ϕuk ⇀ ϕ in H
1(L2) ∩ L2(H4), µuk ⇀ µ in L
2(H2),
σuk ⇀ σ in L
2(H2), vuk ⇀ v in L
2(H2), puk ⇀ p in L
2(H1)
up to a subsequence. The Aubin-Lions lemma (cf. [41, Sec. 8, Cor. 4]) implies that H1(L2)∩L∞(H2) is com-
pactly embedded in the space C(W 1,r), r ∈ [1, 6), and thus the convergence ϕuk → ϕ in C(W
1,r), r ∈ [1, 6),
directly follows after subsequence extraction. In particular, by the Sobolev embedding W 1,r ⊂ C(Ω¯), r ∈
(3, 6), we obtain that ϕuk → ϕ in C(ΩT ), whence
ψ′(ϕuk)→ ψ
′(ϕ) and h(ϕuk)→ h(ϕ) in C(ΩT ), k →∞. (30)
It remains to show that the quintuple (ϕ,v, µ, σ, p) is a strong solution of the system (CHB) according to
the control u which means it is equal to (ϕu¯,vu¯, µu¯, σu¯, pu¯). Due to the above convergence result, all linear
terms in (CHB) are converging weakly in L2(L2) to their respective limit. The nonlinear terms must be
treated individually. From (30), we can easily conclude that
σukh(ϕuk) ⇀ σh(ϕ) and ukh(ϕuk) ⇀ u¯h(ϕ) in L
2(ΩT ), k →∞,
since ‖h(ϕ)‖L∞(ΩT ) ≤ C, ‖uk‖L2(L2) < R and ‖σuk‖L2(L2) ≤ C4. Recalling that ϕuk → ϕ in C(W
1,r)
∩C(ΩT ) and vuk ⇀ v in L
2(H2) as k →∞, by the product of weak-strong convergence it follows that
div(ϕukvuk)⇀ div(ϕv) in L
2(ΩT ), k→∞.
Now, let ζ ∈ C∞0 (ΩT ) be arbitrary. Then, since C
∞
0 (ΩT ) ⊂ L
2(ΩT ), we obtain∫
ΩT
(
∂tϕ− div(ϕv) −m∆µ− (Pσ − A− u¯)h(ϕ)
)
ζ d(x, t)
= lim
k→∞
∫
ΩT
(
∂tϕuk − div(ϕukvuk)−m∆µuk − (Pσuk −A− uk)h(ϕuk )
)
ζ d(x, t) = 0
and consequently,
∂tϕ− div(ϕv) = m∆µ+ (Pσ −A− u¯)h(ϕ) almost everywhere in ΩT .
We proceed analogously with the remaining equations of (CHB). This proves that (ϕ, µ, σ,v, p) is a strong
solution of the system (CHB) to the control u¯ and thus, because of uniqueness, we have (ϕ, µ, σ,v, p) =
(ϕu¯, µu¯, σu¯,vu¯, pu¯) almost everywhere in ΩT .
3.5 The linearized system
We want to show that the control-to-state operator is also Fre´chet differentiable on the open ball UR (and
therefore especially on its strict subset U). Since the Fre´chet derivative is a linear approximation of the
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control-to-state operator at some certain point u ∈ UR, it will be given by a linearized version of (CHB):
(LIN)


div(v) = Pσh(ϕu) + (Pσu −A)h
′(ϕu)ϕ+ F1 in ΩT ,
−div(T(v, p)) + νv = (µu + χσu)∇ϕ+ (µ+ χσ)∇ϕu + F in ΩT ,
∂tϕ+ div(ϕuv) + div(ϕvu) = m∆µ+ (Pσu −A− u)h
′(ϕu)ϕ
+ Pσh(ϕu) + F2 in ΩT ,
µ = −∆ϕ+ ψ′′(ϕu)ϕ− χσ + F3 in ΩT ,
−∆σ + h′(ϕu)ϕσu + h(ϕu)σ = F4 in ΩT ,
∂nµ = ∂nϕ = 0 in ΓT ,
∂nσ = −Kσ in ΓT ,
T(v, p)n = 0 in ΓT ,
ϕ(0) = 0 in Ω,
(31a)
(31b)
(31c)
(31d)
(31e)
(31f)
(31g)
(31h)
(31i)
where Fi : ΩT → R, 1 ≤ i ≤ 4 and F : ΩT → R
3 are given functions that will be specified later on. A weak
solution of this linearized system is defined as follows:
Definition 9. Let u ∈ UR be arbitrary. Then a quintuple (ϕ, µ, σ,v, p) is called a weak solution of (LIN) if
it lies in V2 and satisfies the equations
ϕ(0) = 0 a.e. in Ω, (32)
div(v) = Pσh(ϕu) + (Pσu −A)h
′(ϕu)ϕ+ F1 a.e. in ΩT (33)
and ∫
Ω
T(v, p) : ∇v˜ + νv · v˜ dx =
∫
Ω
[
(µu + χσu)∇ϕ+ (µ+ χσ)∇ϕu + F
]
· v˜ dx, (34)
〈
∂tϕ, ϕ˜
〉
H1
=
∫
Ω
−m∇µ·∇ϕ˜+
[
(Pσu −A− u)h
′(ϕu)ϕ+ Pσh(ϕu) + F2
]
ϕ˜ dx
−
∫
Ω
(
div(ϕuv) + div(ϕvu)
)
ϕ˜dx, (35)∫
Ω
µµ˜ dx =
∫
Ω
∇ϕ · ∇µ˜+
[
ψ′′(ϕu)ϕ− χσ + F3
]
µ˜ dx, (36)∫
Ω
∇σ · ∇σ˜ dx+K
∫
Γ
σσ˜ dS = −
∫
Ω
[
h
′(ϕu)ϕσu + h(ϕu)σ
]
σ˜ dx, (37)
for almost every t ∈ (0, T ) and all ϕ˜, µ˜, σ˜ ∈ H1, v˜ ∈ H1.
Lemma 10. Let u ∈ UR be any control and let (ϕu, µu, σu,vu, pu) denote its corresponding state. Moreover,
let F ∈ L2(L2), F1, F3 ∈ L
2(H1) and F2, F4 ∈ L
2(L2) be arbitrary and let us assume that the quintuple
(ϕ, µ, σ,v, p) is any weak solution of the system (LIN). Then, there exists some constant C > 0 depending
only on the system parameters and on R, Ω, Γ and T such that:
‖(ϕ, µ, σ,v, p)‖V2 ≤ C
(
‖∇F3‖L2(L2) + ‖F‖L2(L2) +
4∑
i=1
‖Fi‖L2(L2)
)
. (38)
We do not give a detailed proof of this lemma but merely refer to the proof of Proposition 11 where we show
that the approximate solutions constructed by a Galerkin scheme satisfy the inequality (38) (see (64)). The
estimates established in this approach can be carried out in the same way for any weak solution (ϕ, µ, σ,v, p)
of (LIN) which proves the above lemma.
Existence and uniqueness of weak solutions to the system (LIN) is established by the following proposition:
10
Proposition 11. Let u ∈ UR be any control and let (ϕu, µu, σu,vu, pu) denote its corresponding state.
Moreover, let F ∈ L2(L2), F1, F3 ∈ L
2(H1) and F2, F4 ∈ L
2(L2) be arbitrary. Then the system (LIN) has a
unique weak solution (ϕ, µ, σ,v, p).
Proof. Step 1: Galerkin approximation. We will construct approximate solutions by applying a Galerkin
approximation with respect to ϕ and µ and at the same time solve for σ, v and p in the corresponding whole
function spaces. As Galerkin basis for ϕ and µ, we will use the eigenfunctions of the Neumann-Laplace
operator {wi}i∈N that form a Schauder basis of L
2. We will choose w1 = 1. By elliptic regularity, we see
that wi ∈ H
2
n ∩H
4 and for every g ∈ H2n with gk :=
∑k
i=1(g,wi)L2wi we obtain
∆gk =
k∑
i=1
(g,wi)L2∆wi = −
k∑
i=1
(g,λiwi)L2wi =
k∑
i=1
(g,∆wi)L2wi =
k∑
i=1
(∆g,wi)L2wi,
where λi is the corresponding eigenvalue to wi. Therefore, ∆gk converges strongly to ∆g in L
2. Again using
elliptic regularity theory, we obtain that gk converges strongly to g in H
2
n
. Thus the eigenfunctions {wi}i∈N
of the Neumann-Laplace operator form an orthonormal Schauder basis in L2 which is also a Schauder basis
of H2n. We fix k ∈ N and define Wk := span{w1, ..., wk}. Our aim is to find functions of the form
ϕk(t, x) =
k∑
i=1
aki (t)wi(x), µk(t, x) =
k∑
i=1
bki (t)wi(x)
satisfying for all v ∈ Wk the following approximation problem∫
Ω
∂tϕkv dx =
∫
Ω
−m∇µk · ∇v +
(
(Pσu −A− u)h
′(ϕu)ϕk + Pσkh(ϕu) + F2
)
v dx
−
∫
Ω
(
div(ϕuvk) + div(ϕkvu)
)
v dx, (39a)∫
Ω
µkv dx =
∫
Ω
∇ϕk · ∇v +
(
ψ′′(ϕu)ϕk − χσk + F3
)
v dx, (39b)
ϕk(0, ·) = 0, (39c)
where the nutrient concentration σk is defined as the unique solution of
0 = −∆σk + h
′(ϕu)ϕkσu + h(ϕu)σk − F4 in Ω, (39d)
∂nσk = −Kσk on Γ, (39e)
and the velocity vk and the pressure pk are defined as the unique solution of (5) with
−div(T(vk, pk)) + νvk = (µu + χσu)∇ϕk + (µk + χσk)∇ϕu + F a.e. in Ω, (39f)
div(vk) = Pσkh(ϕu) + (Pσu −A)h
′(ϕu)ϕk + F1 a.e. in Ω, (39g)
T(vk, pk)n = 0 a.e. on ∂Ω. (39h)
Using the continuous embedding H2n →֒ L
∞, the assumptions on h(·),F, F1 and Theorem 4, it is straight-
forward to verify that(
(µu + χσu)∇ϕk + (µk + χσk)∇ϕu + F
)
∈ L2 and
(
Pσkh(ϕu) + (Pσu −A)h
′(ϕu)ϕk + F1
)
∈ H1,
almost everywhere in (0, T ). Therefore, by Lemma 1, we obtain that (vk, pk) ∈ H
2 ×H1 for almost every
t ∈ (0, T ) and (39f)-(39h) is fulfilled almost everywhere in the respective sets. After some straightforward
calculations, it can be verified that (39a)-(39h) is equivalent to a linear system of k ODEs in the k unknown
(ak1 , ..., a
k
k)
T =: ak. Due to the assumptions on ψ(·), h(·), the stability of (39d)-(39e) and (39f)-(39h) under
perturbations and Theorem 4, the theory of ODEs (see e.g. [9, Chap. 3, Problem 1]) yields the existence of
a unique ak ∈ W
1,1((0, T );Rk) for each k ∈ N.
Using elliptic regularity theory, we obtain σk ∈ L
2(H2) as the unique strong solution of (39d)-(39e) and
11
then we define bk := (b
k
1 , ..., b
k
k)
T using (39b). Hence, the Galerkin scheme yields the existence of a unique
solution triple (ϕk, µk, σk) ∈ (W
1,1(0, T ;H2n ∩H
4))2 ×L2(H2). Finally, we can define (vk, pk) as the unique
solution of the subsystem (39f)-(39h) and, with similar arguments as above, it follows that vk(t) ∈ H
2 and
pk(t) ∈ H
1 for almost every t ∈ [0, T ]. We remark that (ϕk, µk) ∈ C(H
2
n∩H
4)2 and (39a)-(39b), (39d)-(39e),
(39f)-(39h) are fulfilled almost everywhere in (0, T ).
In the following, we will show a-priori-estimates for the solutions of the approximating system (39a)-(39h).
Therefore, we use a generic constant C which may change it’s value from one line to another, but has to be
independent of k ∈ N.
Step 2: Applying [19, Sec. III.3, Ex. 3.16], there exists a solution wk ∈ H
1 of
div(wk) = Pσkh(ϕu) + (Pσu −A)h
′(ϕu)ϕk + F1 in Ω,
wk =
(
1
|∂Ω|
∫
Ω
Pσkh(ϕu) + (Pσu −A)h
′(ϕu)ϕk + F1 dx
)
n on ∂Ω,
satisfying
‖wk‖H1 ≤ C‖Pσkh(ϕu) + (Pσu −A)h
′(ϕu)ϕk + F1‖L2 . (40)
Then, multiplying (39f) with vk −wk, choosing v = a
k
i (λiwi +wi) in (39a), v = ma
k
i λi(λiwi +wi) in (39b),
summing the resulting identities over i = 1, ..., k, integrating by parts and adding the resulting equations,
we obtain
d
dt
1
2
∫
Ω
|ϕk|
2 + |∇ϕk|
2 dx+m
∫
Ω
|∆ϕk|
2 + |∇∆ϕk|
2 dx+
∫
Ω
2η|Dvk|
2 + ν|vk|
2 dx
= m
∫
Ω
∇(ψ′′(ϕu)ϕk − χσk + F3) · ∇∆ϕk dx+
∫
Ω
(div(ϕuvk) + div(ϕkvu)− F2)∆ϕk dx
−
∫
Ω
(
(Pσu −A− u)h
′(ϕu)ϕk + Pσkh(ϕu)
)
∆ϕk dx+m
∫
Ω
(ψ′′(ϕu)ϕk − χσk + F3)∆ϕk dx
+
∫
Ω
(
(Pσu −A− u)h
′(ϕu)ϕk + Pσkh(ϕu) + F2 − div(ϕuvk)− div(ϕkvu)
)
ϕk dx
+
∫
Ω
(
(µu + χσu)∇ϕk + (µk + χσk)∇ϕu + F
)
· (vk −wk) + 2ηDvk : ∇wk + νvk ·wk dx, (41)
where we used (39g)-(39h). In what follows, we will estimate the terms on the right-hand side of (41)
individually and frequently use Ho¨lder’s and Young’s inequalities.
Due to the boundedness of ψ′′(ϕu), ψ
′′′(ϕu) ∈ L
∞(ΩT ) and ∇ϕu ∈ L
∞(L6) and the Sobolev embedding
H1 ⊂ L3(Ω), we calculate∣∣∣∣m
∫
Ω
∇(ψ′′(ϕu)ϕk) · ∇∆ϕk dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
(ψ′′′(ϕu)ϕk∇ϕu + ψ
′′(ϕu)∇ϕk) · ∇∆ϕk dx
∣∣∣∣
≤ C (‖ϕk‖L3‖∇ϕu‖L6 + ‖∇ϕk‖L2) ‖∇∆ϕk‖L2 ≤ C‖ϕk‖
2
H1 +
m
16‖∇∆ϕk‖
2
L2
. (42)
For the next two terms, we obtain∣∣∣∣
∫
Ω
m∇(F3 − χσk) · ∇∆ϕk dx
∣∣∣∣ ≤ C (‖∇F3‖2L2 + ‖∇σk‖2L2)+ m16‖∇∆ϕk‖2L2 . (43)
Since ∂nϕk = 0 on ΓT , we know that
‖∆ϕk‖L2 ≤ ‖∇ϕk‖
1/2
L2
‖∇∆ϕk‖
1/2
L2
. (44)
Applying the boundedness of ϕu ∈ L
∞(H2), we conclude that∣∣∣∣
∫
Ω
div(ϕuvk)∆ϕk dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
(∇ϕu · vk + ϕudiv(vk))∆ϕk dx
∣∣∣∣ ≤ C‖ϕu‖H2‖vk‖H1‖∆ϕk‖L2
≤ δ1‖vk‖
2
H1
+ C‖∇ϕk‖L2‖∇∆ϕk‖L2 ≤ δ1‖vk‖
2
H1
+ m16‖∇∆ϕk‖
2
L2
+ C‖∇ϕk‖
2
L2
, (45)
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with δ1 > 0 to be chosen later. Using the Sobolev embeddings H
1 ⊂ L3, H1 ⊂ L6 and H2 ⊂ L∞, we infer
that ∣∣∣∣
∫
Ω
div(ϕkvu)∆ϕk dx
∣∣∣∣ ≤ C (‖∇ϕk‖L2‖vu‖L∞ + ‖ϕk‖L3‖div(vu)‖L6) ‖∆ϕk‖L2
≤ C‖vu‖H2‖ϕk‖H1‖∆ϕk‖L2 ≤ C‖vu‖
2
H2
‖ϕk‖
2
H1 +
m
16‖∆ϕk‖
2
L2 . (46)
Since h(ϕu),h
′(ϕu), ψ
′′(ϕu) ∈ L
∞(ΩT ), σu ∈ L
∞(L6) with bounded norm, we easily obtain that∣∣∣∣
∫
Ω
(
− F2 − (Pσu −A)h
′(ϕu)ϕk − Pσkh(ϕu) +m(ψ
′′(ϕu)ϕk − χσk + F3)
)
∆ϕk dx
∣∣∣∣
≤ C
(
‖ϕk‖
2
H1 + ‖σk‖
2
L2 + ‖F2‖
2
L2 + ‖F3‖
2
L2
)
+ m16‖∆ϕk‖
2
L2. (47)
With similar arguments and using the Sobolev embedding H1 ⊂ L4, it follows that∣∣∣∣
∫
Ω
(
(Pσu −A− u)h
′(ϕu)ϕk + Pσkh(ϕu) + F2
)
ϕk dx
∣∣∣∣ ≤ C(1 + ‖u‖2L2)‖ϕk‖2H1
+ C
(
‖σk‖
2
L2 + ‖F2‖
2
L2
)
. (48)
Again using the boundedness of h′(ϕu) ∈ L
∞(ΩT ), the Sobolev embedding H
1 ⊂ L6 and Gagliardo-
Nirenberg’s inequality, we calculate∣∣∣∣
∫
Ω
uh′(ϕu)ϕk∆ϕk dx
∣∣∣∣ ≤ C‖u‖L2‖ϕk‖L6‖∆ϕk‖L3
≤ C‖u‖L2‖ϕk‖L6‖∆ϕk‖
1/2
L2
(
‖∆ϕk‖
1
2
L2 + ‖∇∆ϕk‖
1/2
L2
)
≤ Cδ2,δ3‖u‖
2
L2‖ϕk‖
2
L6 + δ2‖∆ϕk‖
2
L2 + δ3‖∆ϕk‖L2‖∇∆ϕk‖L2
≤ Cδ2,δ3‖u‖
2
L2‖ϕk‖
2
L6 + (δ2 + δ3)‖∆ϕk‖
2
L2 +
δ3
4 ‖∇∆ϕk‖
2
L2
,
with δ2, δ3 > 0 arbitrary. Then, choosing δ2, δ3 sufficiently small, we conclude that∣∣∣∣
∫
Ω
uh′(ϕu)ϕk∆ϕk dx
∣∣∣∣ ≤ C‖u‖2L2‖ϕk‖2L6 + m16 (‖∆ϕk‖2L2 + ‖∇∆ϕk‖2L2) . (49)
Due to the Sobolev embeddings H1 ⊂ Lp, H1 ⊂ Lp, p ∈ [1, 6], and the boundedness of ϕu ∈ L
∞(H1), we
obtain∣∣∣∣
∫
Ω
(
div(ϕuvk) + div(ϕkvu)
)
ϕk dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
(
∇ϕu · vk + ϕudiv(vk) +∇ϕk · vu + ϕkdiv(vu)
)
ϕk dx
∣∣∣∣
≤ C
(
‖ϕu‖H1‖vk‖H1‖ϕk‖H1 + ‖vu‖H1‖ϕk‖
2
H1
)
≤ δ4‖vk‖
2
H1
+ Cδ4(1 + ‖vu‖
2
H1
)‖ϕk‖
2
H1 , (50)
with δ4 > 0 to be chosen later. Next, we apply the Sobolev embeddings H
1 ⊂ Lp, H1 ⊂ Lp for p ∈ [1, 6],
H2 ⊂ L∞(Ω) and the boundedness of ϕu ∈ L
∞(H2) to get∣∣∣∣
∫
Ω
(
(µu + χσu)∇ϕk + (µk + χσk)∇ϕu + F2
)
· (vk −wk)
∣∣∣∣
≤ C (‖µu + χσu‖H2‖ϕk‖H1 + ‖µk + χσk‖L2 + ‖F‖L2) ‖vk −wk‖H1
≤ Cδ5
(
‖µu + χσu‖
2
H2‖ϕk‖
2
H1 + ‖µk + χσk‖
2
L2 + ‖F‖
2
L2
+ ‖wk‖
2
H1
)
+ δ5‖vk‖
2
H1
, (51)
with δ5 > 0 to be chosen later. We recall that the L
2-orthogonal projection Pk ontoWk is continuous on H
1.
Consequently, choosing v = (bki + χ(σk,wi)L2)wi in (39b), summing the resulting identities over i = 1, ..., k,
using the boundedness of ψ′′(ϕu) ∈ L
∞(ΩT ) and applying (44), it follows that
‖µk + χσk‖
2
L2 ≤ ‖∆ϕk‖L2‖µk + χσk‖L2 + C(‖ϕk‖L2 + ‖F2‖L2)‖µk + χσk‖L2
≤ ‖∇ϕk‖
1/2
L2
‖∇∆ϕk‖
1/2
L2
‖µk + χσk‖L2 + C(‖ϕk‖L2 + ‖F2‖L2)‖µk + χσk‖L2
13
≤
(
δ6‖∇∆ϕk‖L2 +
1
4δ6
‖∇ϕk‖L2 + C (‖ϕk‖L2 + ‖F2‖L2)
)
‖µk + χσk‖L2,
meaning
‖µk + χσk‖L2 ≤
(
δ6‖∇∆ϕk‖L2 +
1
4δ6
‖∇ϕk‖L2 + C
(
‖ϕk‖L2 + ‖F2‖L2
))
(52)
for δ6 > 0 arbitrary. For the last term on the right-hand side of (41), we obtain∣∣∣∣
∫
Ω
2ηDvk : ∇wk + νvk ·wk dx
∣∣∣∣ ≤ C‖wk‖2H1 + δ7‖vk‖2H1 , (53)
for δ7 > 0 to be chosen. Plugging in (42)-(43), (45)-(53) into (41), using Korn’s inequality and chosing
δi, i ∈ {1, 4, 5, 6, 7} sufficiently small, we obtain that
d
dt
‖ϕk‖
2
H1 + ‖∆ϕk‖
2
L2 + ‖∇∆ϕk‖
2
L2
+ ‖vk‖
2
H1
≤ β(t)‖ϕk(t)‖
2
H1 + C
(
‖σk‖
2
H1 + ‖wk‖
2
H1
+ ‖F‖2
L2
+
3∑
i=2
‖Fi‖
2
L2
)
, (54)
where β(t) := C
(
1 + ‖vu(t)‖
2
H2
+ ‖µu(t) + χσu(t)‖
2
H2 + ‖u(t)‖
2
L2
)
.
Due to the definition of UR and using Theorem 4, it follows that β ∈ L
1(0, T ). From the boundedness of
h(ϕu),h
′(ϕu) ∈ L
∞(ΩT ), σu ∈ L
∞(L6) and due to (40), we infer that
‖wk‖H1 ≤ C (‖σk‖L2 + ‖ϕk‖H1 + ‖F1‖L2) . (55)
Multiplying (39d) with σk, integrating by parts and using (39e), the boundedness of h
′(ϕu) ∈ L
∞(ΩT ), σu ∈
L∞(L6) and the non-negativity of h(·) yields
‖∇σk‖
2
L2
+K‖σk‖
2
L2(∂Ω) =
∣∣∣∣
∫
Ω
(
F4 − h
′(ϕu)ϕkσu
)
σk dx
∣∣∣∣ ≤ δ8‖σk‖2H1 + Cδ8 (‖ϕk‖2L2 + ‖F4‖2L2)
for δ8 > 0 arbitrary. Choosing δ8 sufficiently small and using Poincare´’s inequality, this implies that
‖σk‖H1 ≤ C(‖ϕk‖L2 + ‖F4‖L2). (56)
Plugging in (55)-(56) into (54), we end up with
d
dt
‖ϕk‖
2
H1 + ‖∆ϕk‖
2
L2 + ‖∇∆ϕk‖
2
L2
+ ‖vk‖
2
H1
≤ β(t)‖ϕk‖
2
H1 + C
(
‖∇F3‖
2
L2
+ ‖F‖2
L2
+
4∑
i=1
‖Fi‖
2
L2
)
. (57)
Recalling (39c) and using elliptic regularity theory, an application of Gronwall’s Lemma to (57) gives
‖ϕk‖L∞(H1)∩L2(H3) + ‖vk‖L2(H1) ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (58)
Step 3: Using (52) and (56), from (58) we obtain
‖σk‖L2(H1) + ‖µk‖L2(L2) ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (59)
Now, choosing v = λib
k
iwi in (39b), summing the resulting identities over i = 1, ..., k, and integrating by
parts, we have
‖∇µk‖
2
L2
=
∣∣∣∣
∫
Ω
∇
(
−∆ϕk + ψ
′′(ϕu)ϕk − χσk + F3
)
· ∇µk dx
∣∣∣∣
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≤
1
2
(
‖∇
(
−∆ϕk + ψ
′′(ϕu)ϕk − χσk + F3
)
‖2
L2
+ ‖∇µk‖
2
L2
)
,
which implies
‖∇µk‖
2
L2
≤
(
‖∇
(
−∆ϕk + ψ
′′(ϕu)ϕk − χσk + F3
)
‖2
L2
)
.
Integrating this inequality in time from 0 to T and using (58)-(59), we obtain
‖∇µk‖L2(L2) ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (60)
Step 4: To get an estimate for the pressure, we test (39f) with qk ∈ H
1, where qk satisfies
div(qk) = pk in Ω, qk =
|Ω|
|Γ|
(pk)Ω n on Γ and ‖qk‖H1 ≤ C‖pk‖L2 . (61)
Therefore, using the boundedness of µu + χσu ∈ L
∞(L2), ∇ϕu ∈ L
∞(H1), we obtain that
‖pk‖
2
L2 ≤ C
(
‖vk‖
2
H1
+ ‖∇ϕk‖
2
L3
+ ‖µk + χσk‖
2
H1 + ‖F‖
2
L2
)
.
Integrating this inequality in time from 0 to T and using (58)-(60), we get
‖pk‖L2(L2) ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (62)
Using a comparison argument in (35) together with (58)-(60), it follows that
‖ϕk‖H1((H1)∗) ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (63)
Summarising (58)-(63) gives
‖(ϕk, µk, σk,vk, pk)‖V2 ≤ C
(
‖∇F3‖L2(ΩT ) + ‖F‖L2(ΩT ;R3) +
4∑
i=1
‖Fi‖L2(ΩT )
)
. (64)
Step 5: Due to (64), we can pass to the limit in (39a)-(39d) and in the weak formulation of (39f)-(39h)
to deduce that (32)-(37) and (38) hold. The initial condition is attained due to the compact embedding
H1((H1)∗)∩L∞(H1) →֒ C(L2) (see [41, sect. 8, Cor. 4]). Moreover, the estimate (38) results from the weak-
star lower semicontinuity of the V2-norm. Recall that, according to Lemma 10, any weak solution of (LIN)
satisfies the inequality (38). Hence, uniqueness of the weak solution immediately follows due to linearity of
the system.
3.6 Fre´chet differentiability
Now, this result can be used to prove Fre´chet differentiability of the control-to-state operator:
Lemma 12. The control-to-state operator S is Fre´chet differentiable on UR, i.e. for any u ∈ UR there exists
a unique bounded linear operator
S′(u) : L2(L2)→ V2, h 7→ S
′(u)[h] =
(
ϕ′u, µ
′
u,v
′
u, σ
′
u, p
′
u
)
[h],
where V2 is the space that was introduced in Definition 6, such that
‖S(u+ h)− S(u)− S′(u)[h]‖V2
‖h‖L2(L2)
→ 0 as ‖h‖L2(L2) → 0.
Moreover, for any u ∈ U and h ∈ L2(L2), the Fre´chet derivative
(
ϕ′u, µ
′
u,v
′
u, σ
′
u, p
′
u
)
[h] is the unique weak
solution of the system (LIN) with
F1, F3, F4 = 0, F = 0 and F2 = −hh(ϕu).
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Proof. Let C denote a generic nonnegative constant that depends only on R, Ω, Γ and T and may change
its value from line to line. To prove Fre´chet differentiability we must consider the difference
(ϕ, µ, σ,v, p) := (ϕu+h, µu+h,vu+h, σu+h, pu+h)− (ϕu, µu, σu,vu, pu)
for some arbitrary u ∈ UR and h ∈ L
2(L2) with u + h ∈ UR. Therefore, we assume that ‖h‖L2(L2) < δ for
some sufficiently small δ > 0. Now, we Taylor expand the nonlinear terms in (CHB) to pick out the linear
contributions. We obtain that
h(ϕu+h)− h(ϕu) = h
′(ϕu)ϕ+R1,
σu+hh(ϕu+h)− σuh(ϕu) = σh(ϕu) + σuh
′(ϕu)ϕ+R2,
(u + h)h(ϕu+h)− uh(ϕu) = uh
′(ϕu)ϕ+ hh(ϕu) +R3,
(µu+h + χσu+h)∇ϕu+h − (µu + χσu)∇ϕu = (µu + χσu)∇ϕ+ (µ+ χσ)∇ϕu +R4,
div(ϕu+hvu+h)− div(ϕuvu) = div(ϕvu) + div(ϕuv) +R5,
ψ′(ϕu+h)− ψ
′(ϕu) = ψ
′′(ϕu)ϕ+R6,
where the nonlinear remainders are given by
R1 :=
1
2h
′′(ζ)(ϕu+h − ϕu)
2,
R2 := (σu+h − σu)(h(ϕu+h)− h(ϕu)) +
1
2σuh
′′(ζ)(ϕu+h − ϕu)
2,
R3 :=
1
2uh
′′(ζ)(ϕu+h − ϕu)
2 + h
(
h(ϕu+h)− h(ϕu)
)
,
R4 :=
[
(µu+h − µu) + χ(σu+h − σu)
]
(∇ϕu+h −∇ϕu),
R5 := div
[
(ϕu+h − ϕu)(vu+h − vu)
]
,
R6 :=
1
2ψ
′′′(ξ)(ϕu+h − ϕu)
2
with ζ = θ1ϕu+h + (1 − θ1)ϕu and ξ = θ2ϕu+h + (1 − θ2)ϕu for some θ1, θ2 ∈ [0, 1]. This means that the
difference (ϕ, µ, σ,v, p) is the weak solution of (LIN) with
F1 = PR2 −AR1, F = R4, F2 = PR2 −AR1 −R3 −R5 − hh(ϕu), F3 = R6, F4 = −R2.
By a simple computation, one can show that these functions have the desired regularity. Now, we write
(ϕhu, µ
h
u,v
h
u, σ
h
u, p
h
u) to denote the weak solution of (LIN) with
F1, F3, F4 = 0, F = 0 and F2 = −hh(ϕu).
and (ϕhR, µ
h
R,v
h
R, σ
h
R, p
h
R) to denote the weak solution of (LIN) with
F1 = PR2 −AR1, F = R4, F2 = PR2 −AR1 −R3 −R5, F3 = R6, F4 = −R2. (65)
Because of linearity of the system (LIN) and uniqueness of its solution, it follows that
(ϕu+h, µu+h,vu+h, σu+h, pu+h)− (ϕu, µu, σu,vu, pu)− (ϕ
h
u, µ
h
u,v
h
u, σ
h
u, p
h
u) = (ϕ
h
R, µ
h
R,v
h
R, σ
h
R, p
h
R).
We conclude from Theorem 4 that ζ and ξ are uniformly bounded. This yields
‖ψ′′′(ζ)‖L∞(ΩT ) ≤ C, ‖ψ
′′′′(ζ)‖L∞(ΩT ) ≤ C and ‖h
′′(ζ)‖L∞(ΩT ) ≤ C.
Moreover, since h(·) is Lipschitz continuous, inequality (23) implies that
‖h(ϕu+h)− h(ϕu)‖L∞(ΩT ) ≤ C ‖ϕu+h − ϕu‖L∞(ΩT ) ≤ C ‖h‖
1/2
L2(L2).
Together with the Lipschitz estimates from Lemma 7 we obtain that
‖Ri‖L2(L2) ≤ C ‖h‖
3/2
L2(L2), i ∈ {1, 2, 3, 6}.
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Since ‖∇ϕu+h −∇ϕu‖L∞(L6) ≤ ‖ϕu+h − ϕu‖L∞(H2) ≤ 2C1 we have
‖(∇ϕu+h −∇ϕu)(vu+h − vu)‖
2
L2(L2)
≤ ‖∇ϕu+h −∇ϕu‖L∞(L6) ‖∇ϕu+h −∇ϕu‖L∞(L2) ‖vu+h − vu‖
2
L2(L6)
≤ C ‖ϕu+h − ϕu‖L∞(H1) ‖vu+h − vu‖
2
L2(H1) (66)
and thus
‖R5‖L2(L2) ≤ C ‖ϕu+h − ϕu‖L∞(ΩT ) ‖vu+h − vu‖L2(H1) + C ‖(∇ϕu+h −∇ϕu)(vu+h − vu)‖L2(L2)
≤ C ‖h‖
3/2
L2(L2).
Since u 7→ µu and u 7→ σu are also Lipschitz continuous with respect to the norm on L
2(H1), we can proceed
similarly to (66) to bound the term R4. This yields
‖R4‖L2(L2) ≤ C ‖h‖
3/2
L2(L2).
Furthermore, ∇R6 can be bounded by
‖∇R6‖L2(L2) ≤ C ‖∇ξ‖L∞(L6) ‖ϕu+h − ϕu‖
2
L∞(L6) + C ‖∇ϕu+h −∇ϕu‖L2(L3) ‖ϕu+h − ϕu‖L∞(L6)
≤ C ‖∇ξ‖L∞(ΩT ) ‖ϕu+h − ϕu‖
2
L∞(H1) + C ‖ϕu+h − ϕu‖L2(H2) ‖ϕu+h − ϕu‖L∞(H1)
≤ C ‖h‖2L2(L2).
This finally implies that
‖Fi‖L2(L2) ≤ C ‖h‖
3/2
L2(L2) for i = 1, 2, 3, 4, ‖F‖L2(L2) ≤ C ‖h‖
3/2
L2(L2), ‖∇F3‖L2(L2) ≤ C ‖h‖
3/2
L2(L2)
where Fi denote the functions given by (65). Hence, due to estimate (38) we obtain that
‖(ϕhR, µ
h
R,v
h
R, σ
h
R, p
h
R)‖V2 ≤ C ‖h‖
3/2
L2(L2),
which completes the proof.
4 The optimal control problem
In this section we analyze the optimal control problem that was presented in the introduction: We intend
to minimize the cost functional
I(ϕ, µ, σ,v, p, u) :=
α0
2
‖ϕ(T )− ϕf‖
2
L2 +
α1
2
‖ϕ− ϕd‖
2
L2(ΩT )
+
α2
2
‖µ− µd‖
2
L2(ΩT )
+
α3
2
‖σ − σd‖
2
L2(ΩT )
+
α4
2
‖v − vd‖
2
L2(ΩT )
+
κ
2
‖u‖2L2(ΩT )
subject to the following conditions
• u is an admissible control, i.e., u ∈ U,
• (ϕ, µ, σ,v, p) is a strong solution of the system (CHB) to the control u.
Using the control-to-state operator we can formulate this optimal control problem alternatively as
Minimize J(u) s.t. u ∈ U, (67)
where the reduced cost functional J is defined by
J(u) := I(S(u), u) = I(ϕu, µu, σu,vu, pu, u), u ∈ U. (68)
A globally/locally optimal control of this optimal control problem is defined as follows:
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Definition 13. Let u ∈ U be any admissible control.
(a) u¯ is called a (globally) optimal control of the problem (67) if J(u¯) ≤ J(u) for all u ∈ U.
(b) u¯ is called a locally optimal control of the problem (67) if there exists some δ > 0 such that
J(u¯) ≤ J(u) for all u ∈ U with ‖u− u¯‖L2(ΩT ) < δ.
In this case, (ϕu¯, µu¯, σu¯,vu¯, pu¯) is called the corresponding globally/locally optimal state.
4.1 Existence of a globally optimal control
Of course, the optimal control problem (67) does only make sense if there is at least one globaly optimal
solution. This is established by the following Theorem. The proof is rather short as most of the work has
already been done in the previous chapter.
Theorem 14. The optimization problem (67) possesses a globally optimal solution.
Proof. This result can be proved by the direct method of calculus of variations: Obviously, the functional J
is bounded from below by zero. Therefore the infimum m := infu∈U J(u) exists and we can find a minimizing
sequence (uk) ⊂ U with J(uk) → m as k → ∞. As the set U is weakly sequentially compact, there exists
u¯ ∈ U such that uk ⇀ u¯ in L
2(L2) after extraction of a subsequence. Now, according to Lemma 8 we obtain
that
ϕuk ⇀ ϕu¯ in H
1(L2) ∩ L2(H4), ϕuk → ϕu¯ in C(W
1,r) ∩C(ΩT ), r ∈ [1, 6),
µuk ⇀ µu¯ in L
2(H2), vuk ⇀ vu¯ in L
2(H2),
σuk ⇀ σu¯ in L
2(H2), puk ⇀ pu¯ in L
2(H1).
after another subsequence extraction (in particular, it follows that ϕuk(T ) ⇀ ϕu¯(T ) in L
2). Furthermore,
Lemma 8 yields that
S(u¯) = (ϕu¯, µu¯, σu¯,vu¯, pu¯),
hence (u¯, S(u¯)) is an admissible control-state pair. From the weak lower semicontinuity of the cost functional
J we can conclude that
J(u¯) ≤ lim inf
k→∞
J(uk) = lim
k→∞
J(uk) = m
and J(u¯) = m immediately follows by the definition of the infimum. This means that u¯ is a globally optimal
control with corresponding state S(u¯) = (ϕu¯, µu¯, σu¯,vu, pu¯).
Of course this theorem does not provide uniqueness of the globally optimal solution u¯. As the control-to-state
operator is nonlinear we cannot expect the cost functional to be convex. Therefore, it is possible that the
optimization problem has several locally optimal solutions or even several globally optimal solutions. In the
following, since numerical methods will (in general) only detect local minimizers, our goal is to characterize
locally optimal solutions by a necessary optimality condition.
As the control-to-state operator is Fre´chet differentiable according to Lemma 12, Fre´chet differentiability of
the cost functional easily follows by chain rule. If u¯ ∈ U is a locally optimal solution, it must hold that
J ′(u¯)[u − u¯] ≥ 0 for all u ∈ U. The problem is, that (up to now) the operator J ′(u¯) cannot be described
explicitly. However, we will show that J ′(u¯) can be described by means of the so-called adjoint state which
will be introduced in the next subsection.
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4.2 The adjoint system
The following system of partial differential equations is referred to as the adjoint system :
(ADJ)


div(w) = 0 in ΩT ,
−η∆w + νw = −∇q + ϕu∇ϑ+ α4(vu − vd) in ΩT ,
∂tϑ+ vu · ∇ϑ = −(Pσu −A− u)h
′(ϕu)ϑ− h
′(ϕu)σuρ− ψ
′′(ϕu)τ +∆τ
+∇(µu + χσu) ·w + (Pσu −A)h
′(ϕu)q − α1(ϕu−ϕd) in ΩT ,
τ = ∇ϕu ·w +m∆ϑ+ α2(µu − µd) in ΩT ,
∆ρ− h(ϕu)ρ = −χτ + Ph(ϕu)ϑ+ χ∇ϕu·w − Ph(ϕu)q + α3(σu−σd) in ΩT ,
∂nρ = −Kρ on ΓT ,
∂nϑ = 0 on ΓT ,
0 = (2ηDw − qI+ ϕuϑI)n on ΓT ,
∂nτ = ϑvu · n− (µu + χσu)w · n on ΓT ,
ϑ(T ) = α0(ϕu(T )− ϕf ) in Ω.
(69a)
(69b)
(69c)
(69d)
(69e)
(69f)
(69g)
(69h)
(69i)
(69j)
A weak solution of this system of equations is defined as follows:
Definition 15. Let u ∈ UR be any control and let (ϕu, µu, σu,vu, pu) denote its corresponding state. Then
the quintuple (ϑ, τ, ρ,w, q) is called a weak solution of the adjoint system if it lies in V2 and satisfies the
equations
ϑ(T ) = α0(ϕu(T )− ϕf ) a.e. in Ω, (70)
div(w) = 0 a.e. in ΩT (71)
and ∫
Ω
2ηDw :∇w˜ + νw·w˜ − qdiv(w˜) dx =−
∫
Ω
ϑ∇ϕu·w˜+ ϑϕudiv(w˜) dx+
∫
Ω
α4(vu−vd)·w˜ dx, (72)
〈
∂tϑ, ϑ˜
〉
H1
= −
∫
Ω
[
(Pσu −A− u)h
′(ϕu)ϑ+ h
′(ϕu)σuρ+ ψ
′′(ϕu)τ
− (Pσu −A)h
′(ϕu)q − ϑdiv(vu) + α1(ϕu − ϕd)
]
ϑ˜ dx
+
∫
Ω
[
ϑvu − (µu + χσu)w −∇τ
]
· ∇ϑ˜ dx, (73)∫
Ω
τ τ˜ dx =
∫
Ω
[
∇ϕu ·w + α2(µu − µd)
]
τ˜ −m∇ϑ · ∇τ˜ dx, (74)
−
∫
Ω
∇ρ · ∇ρ˜ dx−K
∫
Γ
ρρ˜ dS =
∫
Ω
[
− χτ + Ph(ϕu)ϑ+ χ∇ϕu ·w
− Ph(ϕu)q + α3(σu − σd) + h(ϕu)ρ
]
ρ˜ dx, (75)
for a.e. t ∈ (0, T ) and all ϑ˜, τ˜ , ρ˜ ∈ H1, w˜ ∈ H1.
Next, we will show that the adjoint system is uniquely solvable.
Theorem 16. Let u ∈ U be arbitrary. Then, the adjoint system (ADJ) has a unique weak solution
(ϑ, τ, ρ,w, q). In addition, it holds that
ρ ∈ L2(H2), w ∈ L2(H2), q ∈ L2(H1)
and
‖(ϑ, τ, ρ,w, q)‖V2 + ‖ρ‖L2(H2) + ‖w‖L2(H2) + ‖q‖L2(H1)
≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (76)
This unique solution is called the adjoint state or costate.
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Proof. We will only show a-priori-estimates for the solutions of the adjoint system. The justification can be
carried out rigorously within a Galerkin scheme as in the proof of Proposition 11. In particular, equations
(70)-(75) are satisfied by the Galerkin solutions with the duality product replaced by the L2-scalar-product
and ϕu(T ) − ϕf replaced by Pk(ϕu(T ) − ϕf ), where Pk denotes the L
2-orthogonal projection onto the
k-dimensional subspaces spanned by the eigenfunctions of the Neumann-Laplace operator (see proof of
Proposition 11). In the following, we will suppress the subscript k.
Ho¨lder’s and Young’s inequalities will be frequently used as well as a generic constant C which does not
depend on the approximating solutions deduced within the Galerkin scheme. The approach will be split into
several steps.
Step 1: We define π := q − ϕuϑ. Then, from (69a)-(69b), (69h), we see that (w, π) is for almost every
t ∈ (0, T ) a solution of
−η∆w + νw +∇π = f a.e. in Ω,
div(w) = 0 a.e. in Ω,
(2ηDw − πI)n = 0 a.e. on ∂Ω,
where f := −ϑ∇ϕu + α4(vu − vd). Applying [38, Theorem 3.2], we obtain (for a.e. t ∈ (0, T ))
‖w‖H2 + ‖π‖H1 ≤ C‖f‖L2. (77)
In particular, by the definition of π and f and using that
‖ϑ∇ϕu‖L2 ≤ C‖ϑϕu‖H1 ,
we have
‖w‖H2 + ‖q‖H1 ≤ C (‖ϑϕu‖H1 + α4‖vu − vd‖L2) . (78)
Hence, we have to estimate the first term on the r.h.s. of this equation. Using the boundedness of ϕu ∈
L∞(H2) ∩ L∞(ΩT ) and the Sobolev embedding H
1 ⊂ L3(Ω), we obtain
‖ϕuϑ‖H1 ≤ C (‖ϕuϑ‖L2 + ‖ϑ∇ϕu‖L2 + ‖ϕu∇ϑ‖L2)
≤ C (‖ϕu‖L∞‖ϑ‖L2 + ‖∇ϕu‖L6‖ϑ‖L3 + ‖ϕu‖L∞‖∇ϑ‖L2)
≤ C‖ϑ‖H1 .
Plugging in this inequality into (78), we infer that
‖w‖H2 + ‖q‖H1 ≤ C (‖ϑ‖H1 + ‖vu − vd‖L2) . (79)
Step 2: Choosing τ˜ = χρ in (74), ρ˜ = −ρ in (75) and summing the resulting identities, we obtain∫
Ω
|∇ρ|2 dx+K
∫
∂Ω
|ρ|2 dS +
∫
Ω
h(ϕu)|ρ|
2dx = −
∫
Ω
(
Ph(ϕu)ϑ− Ph(ϕu)q + α3(σu − σd)
)
ρ dx
+ χ
∫
Ω
α2(µu − µd)ρ−m∇ϑ · ∇ρ dx.
Using the boundedness of h(ϕu) ∈ L
∞(ΩT ) and the non-negativity of h(·), (79) and Poincare´’s inequality,
this implies that
‖ρ‖H1 ≤ C (‖ϑ‖H1 + ‖µu − µd‖L2 + ‖σu − σd‖L2 + ‖vu − vd‖L2) . (80)
Choosing τ˜ = τ in (74), integrating by parts, using the boundedness of ∇ϕu ∈ L
∞(L3) and (79), we obtain
‖τ‖2L2 =
∣∣∣∣
∫
Ω
(
∇ϕu ·w +m∆ϑ+ α2(µu − µd)
)
τ dx
∣∣∣∣
≤ C (‖∇ϕu‖L3‖w‖L6 + ‖∆ϑ‖L2 + ‖µu − µd‖L2) ‖τ‖L2
≤ C (‖ϑ‖L2 + ‖vu − vd‖L2 + ‖∆ϑ‖L2 + ‖µu − µd‖L2) ‖τ‖L2 .
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Consequently, we have
‖τ‖L2 ≤ C (‖ϑ‖L2 + ‖∆ϑ‖L2 + ‖vu − vd‖L2 + ‖µu − µd‖L2) . (81)
Step 3: Choosing ϑ˜ = ∆ϑ−ϑ in (73), τ˜ = ∆2ϑ−∆ϑ in (74), integrating by parts and summing the resulting
identities, we obtain
−
1
2
d
dt
(
‖ϑ‖2L2 + ‖∇ϑ‖
2
L2
)
+m
(
‖∆ϑ‖2L2 + ‖∇∆ϑ‖
2
L2
)
=
∫
Ω
(
(Pσu −A)h
′(ϕu)(ϑ− q) + h
′(ϕu)σuρ+ ψ
′′(ϕu)τ + α1(ϕu − ϕd)
)(
ϑ−∆ϑ
)
dx
+
∫
Ω
div(vu)ϑ(∆ϑ− ϑ) +
(
ϑvu − (µu + χσu)w
)
· (∇∆ϑ−∇ϑ) + uh′(ϕu)ϑ(∆ϑ− ϑ) dx
−
∫
Ω
(
∇(∇ϕu ·w) + α2∇(µu − µd)
)
· ∇∆ϑ+
(
∇ϕu ·w + α2(µu − µd)
)
∆ϑ dx. (82)
Using the boundedness of h′(ϕu), ψ
′′(ϕu) ∈ L
∞(ΩT ), σu ∈ L
∞(L6) and (79)-(80), we calculate∣∣∣∣
∫
Ω
(
−Ah′(ϕu)(ϑ− q) + h
′(ϕu)σuρ+ α1(ϕu − ϕd)
)(
ϑ−∆ϑ
)
dx
∣∣∣∣
≤ C
(
‖ϑ‖2L2 + ‖ρ‖
2
L2 + ‖q‖
2
L2 + ‖ϕu − ϕd‖
2
L2
)
+ m16‖∆ϑ‖
2
L2
≤ C
(
‖ϑ‖2H1 + ‖ϕu − ϕd‖
2
L2 + ‖σu − σd‖
2
L2 + ‖µu − µd‖
2
L2 + ‖vu − vd‖
2
L2
)
+ m16‖∆ϑ‖
2
L2 . (83)
Hence, using the boundedness of h′(ϕu) ∈ L
∞(ΩT ), σu ∈ L
∞(Q) and (79) yields∣∣∣∣
∫
Ω
Pσuh
′(ϕu)(ϑ− q)(ϑ−∆ϑ) dx
∣∣∣∣ ≤ C(‖ϑ‖L2 + ‖q‖L2) (‖ϑ‖L2 + ‖∆ϑ‖L2)
≤ C
(
‖ϑ‖2H1 + ‖q‖
2
L2
)
+ m16‖∆ϑ‖
2
L2
≤ C
(
‖ϑ‖2H1 + ‖vu − vd‖
2
L2
)
+ m16‖∆ϑ‖
2
L2 . (84)
Furthermore, using the boundedness of ψ′′(ϕu) ∈ L
∞(ΩT ), (81) and the inequality
‖∆ϑ‖2L2 ≤ ‖∇ϑ‖L2‖∇∆ϑ‖L2 ∀ϑ ∈ H
3, ∂nϑ = 0 a.e. on ∂Ω,
we obtain∣∣∣∣
∫
Ω
ψ′′(ϕu)τ(ϑ −∆ϑ) dx
∣∣∣∣ ≤ C(‖ϑ‖2L2 + ‖vu − vd‖2L2 + ‖µu − µd‖2L2) + C‖∆ϑ‖2L2
≤ C
(
‖ϑ‖2L2 + ‖vu − vd‖
2
L2
+ ‖µu − µd‖
2
L2
)
+ C‖∇ϑ‖L2‖∇∆ϑ‖L2
≤ C
(
‖ϑ‖2H1 + ‖vu − vd‖
2
L2
+ ‖µu − µd‖
2
L2
)
+ m16‖∇∆ϑ‖
2
L2
. (85)
From the Sobolev embeddings H1 ⊂ L3(Ω), H1 ⊂ L6, we obtain∣∣∣∣
∫
Ω
div(vu)ϑ(∆ϑ− ϑ) dx
∣∣∣∣ ≤ ‖div(vu)‖L6‖ϑ‖L3(‖ϑ‖L2 + ‖∆ϑ‖L2)
≤ C
(
1 + ‖vu‖
2
H2
)
‖ϑ‖2H1 +
m
16‖∆ϑ‖
2
L2. (86)
Using the Sobolev embeddings H1 ⊂ L6, H1 ⊂ L3,H2 ⊂ L∞, (79) and the boundedness of µu + χσu ∈
L∞(L2), we calculate∣∣∣∣
∫
Ω
(
ϑvu − (µu + χσu)w
)
·(∇∆ϑ−∇ϑ) dx
∣∣∣∣ ≤ (‖ϑ‖L6‖vu‖L3 + ‖µu + χσu‖L2‖w‖L∞) (‖∇ϑ‖L2 + ‖∇∆ϑ‖L2)
≤ C
(
1 + ‖vu‖
2
H1
+ ‖vu − vd‖
2
L2
)
‖ϑ‖2H1 + C‖vu − vd‖
2
L2
+ m16‖∇∆ϑ‖
2
L2
. (87)
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With similar arguments and using the boundedness of ∇ϕu ∈ L
∞(L6), we obtain∣∣∣∣
∫
Ω
α2∇(µu − µd) · ∇∆ϑ+
(
∇ϕu ·w+ α2(µu − µd)
)
∆ϑ dx
∣∣∣∣
≤ α2‖∇(µu − µd)‖L2‖∇∆ϑ‖L2 + (‖∇ϕu‖L6‖w‖L3 + α2‖µu − µd‖L2) ‖∆ϑ‖L2
≤ C
(
‖ϑ‖2H1 + ‖µu − µd‖
2
H1 + ‖vu − vd‖
2
L2
)
+ m16
(
‖∆ϑ‖2L2 + ‖∇∆ϑ‖
2
L2
)
. (88)
Now, with exactly the same arguments as used for (49), we get∣∣∣∣
∫
Ω
uh′(ϕu)ϑ(∆ϑ− ϑ) dx
∣∣∣∣ ≤ C(1 + ‖u‖2L2)‖ϑ‖2H1 + m16 (‖∆ϑ‖2L2 + ‖∇∆ϑ‖2L2) . (89)
It remains to analyse the term∫
Ω
∇(∇ϕu ·w) · ∇∆ϑ dx =
∫
Ω
(∇2ϕuw) · ∇∆ϑ+ (∇w
T∇ϕu) · ∇∆ϑ.
For the first term, we apply the Sobolev embedding H2 ⊂ L∞, the boundedness of ϕu ∈ L
∞(H2) and (79)
to obtain ∣∣∣∣
∫
Ω
(∇2ϕuw) · ∇∆ϑ dx
∣∣∣∣ ≤ ‖∇2ϕu‖L2‖w‖L∞‖∇∆ϑ‖L2
≤ C (‖ϑ‖H1 + ‖vu − vd‖L2) ‖∇∆ϑ‖L2
≤ C
(
‖ϑ‖2H1 + ‖vu − vd‖
2
L2
)
+ m16‖∇∆ϑ‖
2
L2
. (90)
With similar arguments and using the Sobolev embeddings H1 ⊂ L6,H1 ⊂ L3, we infer that∣∣∣∣
∫
Ω
(∇wT∇ϕu) · ∇∆ϑ dx
∣∣∣∣ ≤ ‖∇ϕu‖L6‖w‖H2‖∇∆ϑ‖L2
≤ C
(
‖ϑ‖2H1 + ‖vu − vd‖
2
L2
)
+ m16‖∇∆ϑ‖
2
L2
. (91)
Collecting (83)-(91) and plugging in into (82), we obtain
−
1
2
d
dt
(
‖ϑ‖2L2 + ‖∇ϑ‖
2
L2
)
+
m
2
(
‖∆ϑ‖2L2 + ‖∇∆ϑ‖
2
L2
)
≤ β1(t)‖ϑ(t)‖
2
H1 + β2(t) (92)
where
β1(t) := C
(
1 + ‖vu(t)‖
2
H2
+ ‖(µu + χσu)(t)‖
2
H1 + ‖(vu − vd)(t)‖
2
L2
+ ‖u(t)‖2L2 + ‖ϕu(t)‖
2
H4
)
,
β2(t) := C
(
‖ϕu − ϕd‖
2
L2 + ‖µu − µd‖
2
H1 + ‖σu − σd‖
2
L2 + ‖vu − vd‖
2
L2
)
.
Due to Theorem 4 and (A5), it is easy to check that β1, β2 ∈ L
1(0, T ). Therefore, integrating (92) in time
from s ∈ (0, T ) to T and using that ϕu ∈ C(H
1) with bounded norm, a Gronwall argument yields
‖ϑ‖L∞(H1)∩L2(H3) ≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (93)
Together with (79)-(81), this implies
‖τ‖L2(ΩT ) + ‖ρ‖L2(H1) + ‖w‖L2(H2) + ‖q‖L2(H1)
≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (94)
We now take τ˜ = −∆τ in (74) and integrate by parts to get
‖∇τ‖2
L2
=
∫
Ω
(
(∇2ϕuw) + (∇w
T∇ϕu) +m∇∆ϑ+ α2∇(µu − µd)
)
· ∇τ dx. (95)
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For the last two terms on the right-hand side of this identity, we easily obtain∣∣∣∣
∫
Ω
m∇∆ϑ+ α2∇(µu − µd)
)
· ∇τ dx
∣∣∣∣ ≤ C (‖∇∆ϑ‖2L2 + ‖µu − µd‖2H1)+ 14‖∇τ‖2L2 . (96)
For the other terms, we use the Sobolev embeddings H1 ⊂ L6,H1 ⊂ L3, H2 ⊂ L∞, and the boundedness of
ϕu ∈ L
∞(H2) to deduce∣∣∣∣
∫
Ω
(
(∇2ϕuw) + (∇w
T∇ϕu)
)
· ∇τ dx
∣∣∣∣ ≤ C‖w‖2H2 + 14‖∇τ‖2L2 . (97)
Plugging in (96)-(97), we obtain
‖∇τ‖2
L2
≤ C
(
‖∇∆ϑ‖2
L2
+ ‖µu − µd‖
2
H1‖w‖
2
H2
)
.
Integrating this inequality in time from 0 to T , using the boundedness of ϕu ∈ L
2(H4) and (93), (94), we
infer that
‖∇τ‖L2(L2) ≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (98)
Summarizing (93)-(94) and (98) and using a comparison argument in (69c), we deduce that
‖(ϑ, τ, ρ,w, q)‖V2 + ‖w‖L2(H2) + ‖q‖L2(H1)
≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (99)
Step 5: Since (75) is the weak formulation of (69e)-(69f), by elliptic regularity theory we obtain
‖ρ‖H2 ≤ C‖h(ϕu)ρ− χτ + Ph(ϕu)ϑ+ χ∇ϕu·w− Ph(ϕu)q + α4(σu−σd)‖L2 . (100)
Using the boundedness of ∇ϕu ∈ L
∞(L3) and the Sobolev embedding H1 ⊂ L6 we calculate
‖∇ϕu ·w‖L2 ≤ C‖∇ϕu‖L3‖w‖L6 ≤ C‖w‖H1 . (101)
Therefore, using (99) and (101) in (100), the boundedness of h(ϕu) ∈ L
∞(ΩT ) yields
‖ρ‖L2(H2) ≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (102)
Summarizing (99)-(102), we have shown that
‖(ϑ, τ, ρ,w, q)‖V2 + ‖ρ‖L2(H2) + ‖w‖L2(H2) + ‖q‖L2(H1)
≤ C‖(ϕu − ϕd, ϕu(T )− ϕf , µu − µd, σu − σd,vu − vd)‖V3 . (103)
Step 6: Because of (103), we can pass to the limit in (70)-(75) to obtain the existence of weak solutions. In
particular, we infer that (69b), (69d)-(69h) are fulfilled almost everywhere in the respective sets. We notice
that (70) is fulfilled due to the compact embedding H1(H1∗) ∩ L∞(H1) ⊂ C(L2), see [41, sect. 8, Cor. 4].
Moreover, the estimate (76) results from the weak(-star) lower semicontinuity of norms. Assuming that
there exists any further weak solution of (ADJ) one can show (similarly to the above procedure) that it also
satisfies inequality (103). Hence, uniqueness of the weak solution follows due to linearity of the system.
4.3 Necessary conditions for local optimality
In the following we characterize locally optimal solutions of (67) by necessary conditions which are particu-
larly important for computational optimization. The adjoint variables can be used to express the variational
inequality in a very concise form:
Theorem 17. Let u¯ ∈ U be a locally optimal control of the minimization problem (67). Then u¯ satisfies the
variational inequality that is∫
ΩT
[
κu¯− ϑu¯ h(ϕu¯)
]
(u− u¯) d(x, t) ≥ 0 for all u ∈ U. (104)
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Proof. In Lemma 12 we have showed that the control-to-state operator is Fre´chet differentiable with respect
to the norm on V2. Fre´chet differentiability of the reduced cost functional J immediately follows. Its
derivative can be computed by chain rule. Hence, since u¯ is a locally optimal control, it holds that
J
(
u¯+ t(u− u¯)
)
≥ J(u¯)
for all u ∈ U and t ∈ (0, 1] sufficiently small. As the cost functional J is Fre´chet differentiable, we infer that
0 ≤ lim
tց0
1
t
[
J
(
u¯+ t(u− u¯)
)
− J(u¯)
]
= J ′(u¯)[u− u¯]
= α0
∫
Ω
(ϕu¯(T )− ϕf )ϕ
′
u¯[u− u¯](T ) dx+ α1
∫
ΩT
(ϕu¯ − ϕd)ϕ
′
u¯[u − u¯] dx
+ α2
∫
ΩT
(µu¯ − µd)µ
′
u¯[u− u¯] dx+ α3
∫
ΩT
(σu¯ − σd)σ
′
u¯[u− u¯] dx
+ α4
∫
ΩT
(vu¯ − vd) · v
′
u¯[u− u¯] dx+
∫
ΩT
κu¯(u− u¯) dx. (105)
Therefore, it remains to show that the sum of the first five addends on the right-hand side of (105) is equal
to
∫
ΩT
ϑu¯h(ϕu¯)(u− u¯) dx. For brevity and to reduce the amount of indices we write h := u− u¯ and
(ϕ, µ, σ,v, p) := (ϕu¯, µu¯, σu¯,vu¯, pu¯), (ϑ, τ, ρ,w, q) := (ϑu¯, τu¯, ρu¯,wu¯, qu¯),
(ϕ˜, µ˜, σ˜, v˜, p˜) := (ϕ′u¯[u− u¯], µ
′
u¯[u− u¯], σ
′
u¯[u− u¯],v
′
u¯[u− u¯], p
′
u¯[u− u¯]).
In the following, the strategy is to test the weak formulations of the linearized system (which produces the
Fre´chet derivative) with the adjoint variables. Testing (31c) where F2 = −hh(ϕ) with ϑ yields
0 =
∫ T
0
〈∂tϕ˜, ϑ〉H1 dt+
∫
ΩT
m∇µ˜ · ∇ϑ d(x, t)
+
∫
ΩT
[
div(ϕv˜) + div(ϕ˜v) − (Pσ −A− u)h′(ϕ)ϕ˜ + hh(ϕ)− Ph(ϕ)σ˜
]
ϑ d(x, t). (106)
Since both ϕ˜ and ϑ lie in H1
(
(H1)∗
)
∩L2(H1) integration by parts with respect to t is permitted. We obtain
∫ T
0
〈∂tϕ˜, ϑ〉H1 dt = α0
∫
Ω
ϕ˜(T )
(
ϕ(T )− ϕf
)
dx−
∫ T
0
〈∂tϑ,ϕ˜〉H1 dt
because of the initial value condition ϕ˜(0) = 0 and the final value condition ϑ(T ) = ϕ(T ) − ϕf which are
satisfied almost everywhere in Ω. The term ∂tϑ can be replaced using the weak formulation (73) tested with
ϕ˜. We obtain that
0 = α0
∫
Ω
ϕ˜(T )
(
ϕ(T )− ϕf
)
dx+
∫
ΩT
∇τ · ∇ϕ˜+ (µ+ χσ)∇ϕ˜ ·w d(x, t)
+
∫
ΩT
h
′(ϕ)σρϕ˜ + ψ′′(ϕ)τϕ˜ − (Pσ −A)h′(ϕ)qϕ˜ + α1(ϕ− ϕd)ϕ˜ d(x, t)
+
∫
ΩT
ϑ div(ϕv˜)− Ph(ϕ)σ˜ϑ+ hh(ϕ)ϑ +m∇µ˜ · ∇ϑ d(x, t). (107)
Since div(w) = 0 almost everywhere in ΩT , we have T(v˜, p˜) : ∇w = 2ηDv˜ : ∇w = 2ηDw : ∇v˜. This
equality, the weak formulation (34) tested with w and the weak formulation (72) tested with v˜ can be used
to deduce that
0 =
∫
ΩT
T(v˜, p˜) : ∇w + νv˜w− (µ+ χσ)∇ϕ˜ ·w − (µ˜+ χσ˜)∇ϕ ·w d(x, t)
=
∫
ΩT
[
q div(v˜)− ϑ∇ϕ · v˜ − ϕϑ div(v˜) + α4(v − vd) · v˜
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− (µ+ χσ)∇ϕ˜ ·w− (µ˜+ χσ˜)∇ϕ ·w
]
d(x, t). (108)
Proceeding similarly with the remaining linearized equations and adjoint variables gives
0 =
∫
ΩT
µ˜τ − ψ′′(ϕ)ϕ˜τ + χσ˜τ −∇ϕ˜ · ∇τ d(x, t)
=
∫
ΩT
∇ϕ ·wµ˜−m∇ϑ · ∇µ˜− ψ′′(ϕ)ϕ˜τ + χσ˜τ −∇ϕ˜ · ∇τ + α2(µ− µd)µ˜ d(x, t), (109)
0 =
∫
ΩT
−q div(v˜) + P σ˜h(ϕ)q + (Pσ −A)h′(ϕ)ϕ˜q d(x, t), (110)
0 = −
∫
ΩT
∇σ˜ · ∇ρ+ h′(ϕ)ϕ˜σρ+ h(ϕ)σ˜ρ d(x, t)−
∫
ΓT
Kσ˜ρ dS dt
=
∫
ΩT
Ph(ϕ)ϑσ˜ + χ∇ϕ ·wσ˜ − Ph(ϕ)qσ˜ + α3(σ − σd)σ˜ − χτσ˜ − h
′(ϕ)ϕ˜σρ d(x, t). (111)
Adding up the equations (107)-(111) we ascertain that a large number of terms cancels out. We obtain
0 = α0
∫
Ω
(
ϕ(T )− ϕf
)
ϕ˜(T ) dx+ α1
∫
ΩT
(ϕ− ϕd)ϕ dx+ α2
∫
ΩT
(µ− µd)µ˜ d(x, t)
+ α3
∫
ΩT
(σ − σd)σ˜ d(x, t) + α4
∫
ΩT
(v − vd)v˜ d(x, t) +
∫
ΩT
h(ϕ)ϑh d(x, t). (112)
Together with (105) this completes the proof.
As our set of admissible controls is a box-restricted subset of L2(L2), a locally optimal control u¯ can be
characterized by a projection of 1κ ϑu¯ h(ϕu¯) onto the set U. The following corollary is a standard result of
optimal control theory:
Corollary 18. Let u¯ ∈ U be a locally optimal control of the minimization problem (67). Then u is given
implicitly by the projection formula
u¯(x, t) = P[a(x,t),b(x,t)]
(
1
κ
ϑu¯(x, t)h
(
ϕu¯(x, t)
))
(113)
for almost all (x, t) ∈ ΩT where the projection P is defined by
P[a,b](s) = max
{
a,min{b, s}
}
for any a, b, s ∈ R with a ≤ b. This constitutes another necessary condition for local optimality that is
equivalent to condition (104).
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