The function of any neural circuit is governed by connectivity of neurons in the circuit and the computations performed by the neurons. Recent research on retinal function has substantially advanced understanding in both areas. First, visual information is transmitted to the brain by at least 17 distinct retinal ganglion cell types defined by characteristic morphology, light response properties, and central projections. These findings provide a much more accurate view of the parallel visual pathways emanating from the retina than do previous models, and they highlight the importance of identifying distinct cell types and their connectivity in other neural circuits. Second, encoding of visual information involves significant temporal structure and interactions in the spike trains of retinal neurons. The functional importance of this structure is revealed by computational analysis of encoding and decoding, an approach that may be applicable to understanding the function of other neural circuits.
INTRODUCTION

Overview
RGC: retinal ganglion cell
A central goal of neuroscience is to understand how information is processed in neural circuits. This goal poses at least two major challenges. First, one must identify the distinct cell types and connectivity in the circuit. Second, one must describe the computations performed by the neurons and how the results are represented. This review highlights recent progress on understanding the visual function of the retina, with emphasis in these two areas.
In the first section, Many Distinct Pathways of Visual Information Emanate from the Retina, we argue that the textbook view of three primary parallel pathways carrying visual information from retina to thalamus and cortex is grossly oversimplified. The subdivision of retinal output signals into parallel pathways with distinct physiological properties and central projections has been appreciated for decades, and its functional importance has been explored in numerous studies. However, recent findings have dramatically expanded and clarified our understanding of these parallel pathways. This expansion and clarification have major implications for understanding the function of the visual system and highlight the need for focused effort to identify the distinct functions and central projections of each retinal pathway.
In the subsequent three sections, Precision of Retinal Spike Trains and Models of the Neural Code, Synchronized Firing and Consequences for Visual Signaling, and Decoding the Visual Signal from Retinal Spike Trains, we discuss transmission of visual information from the retina to the brain and the consequent impact on decoding by downstream structures. In recent years, empirical findings have revealed that retinal spike trains are significantly more complex than was commonly appreciated, exhibiting surprisingly precise spike timing and highly structured concerted activity in different cells. Modeling efforts have been aimed at capturing the complexity of retinal ganglion cell (RGC) spike trains evoked by visual stimuli and revealing the resulting constraints on decoding in central visual structures. Progress in these areas has significant implications for understanding the function of other neural circuits.
In the concluding section, we provide a brief summary of how the progress described above clarifies our understanding of retinal function and suggest implications for future work in the retina and other areas of the nervous system.
Scope
As in any review, brevity demands focus. We focus on the topics above because they are likely to be important for understanding primate vision and because they have important parallels in other areas of neuroscience. We also focus on studies relevant to conemediated (daylight) vision with an emphasis on primate retina where possible, although results in other species (usually mammalian) are discussed as necessary. Numerous reviews, books, and chapters have been written on various aspects of retinal structure and function, including many important areas that are not covered here (Dacey 2000 (Dacey , 2004 Dowling 1987; Field et al. 2005; Lee 1996; Lukasiewicz 2005; Masland 2001; Rodieck 1988 Rodieck , 1998 Sterling & Demb 2004; Taylor & Vaney 2003; Troy & Shou 2002; Wassle 2004; . Whenever possible, we refer to these sources for background information and a more comprehensive list of citations.
MANY DISTINCT PATHWAYS OF VISUAL INFORMATION EMANATE FROM THE RETINA Background
Early physiological recordings from cat retina focused primarily on two functionally defined types of RGCs. One type (X) summed visual inputs approximately linearly over space and exhibited sustained changes in firing rate in response to a change in light intensity; the second type (Y) performed a more complex nonlinear computation over space and exhibited more transient responses (Cleland et al. 1971 , Enroth-Cugell & Robson 1966 see Troy & Shou 2002) . Anatomical work in cat retina also focused primarily on two major RGC types, termed alpha and beta (Boycott & Wassle 1974; see Sterling & Demb 2004 ). These two cell types corresponded to the X and Y cells, respectively, cementing the notion of two primary pathways in cat retina (Boycott & Wassle 1974 , Cleland & Levick
LGN: lateral geniculate nucleus 1974a, Fukuda et al. 1984 , Peichl & Wassle 1981 , Saito 1983 . Meanwhile, the anatomical and physiological properties of less frequently observed cell types received less attention (Cleland & Levick 1974b; see Troy & Shou 2002) ; some of these cell types may be homologous to cell types identified in the rabbit retina (e.g., Caldwell & Daw 1978b , Rockhill et al. 2002 , Roska & Werblin 2001 see Masland 2001) . Work in primate retina followed a somewhat similar path (see Shapley & Perry 1986) . A key finding was that midget and parasol RGCs (Rodieck et al. 1985 , Watanabe & Rodieck 1989 , which exhibit sustained and transient responses respectively (de Monasterio 1978 , de Monasterio & Gouras 1975 , Gouras 1968 , project to the parvocellular and magnocellular layers of the LGN respectively (Perry et al. 1984 ). This and subsequent findings on parvocellular and magnocellular projections to the visual cortex spurred investigation of the distinctions between the two "pathways," including different spatial resolution, response dynamics, and chromatic properties (see Merigan & Maunsell 1993 , Silveira et al. 2004 ). The simplicity of this two-pathway model of visual processing generated great interest in its functional significance (e.g., Livingstone & Hubel 1988) . For the most part, the possibility that signals from other RGC types played a significant role in primate vision was ignored [including cell types that project to the LGN (Rodieck & Watanabe 1993) ], in part because the midget and parasol cells constitute a substantial majority (∼70%) of the entire RGC population (Dacey 2004 , Perry et al. 1984 . Schematic illustration of the primate retina in cross-section. The retinal circuit is composed of five major classes of neurons within a layered structure. Distinct layers are indicated with abbreviations (left): PE, pigment epithelium; OS, outer segments of photoreceptors; ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear layer; IPL, inner plexiform layer; GCL, ganglion cell layer. Rod and cone photoreceptor cells transduce light into electrical signals and synapse onto bipolar and horizontal cells. Rod photoreceptors mediate night vision; cone photoreceptors mediate daylight vision. Bipolar cells integrate and convey photoreceptor signals to retinal ganglion cells (RGCs) and amacrine cells. Horizontal cells perform lateral processing by interacting with bipolar and photoreceptor cells; amacrine cells perform lateral processing by interacting with bipolar cells and RGCs. RGCs transmit visual information, in the form of spatiotemporal patterns of action potentials, to seven major target areas in the brain: lateral geniculate nucleus, superior colliculus, pretectum, pulvinar, accessory optic system, pregeniculate nucleus, and suprachiasmatic nucleus. Of the five major cell classes, only RGCs and some amacrine cells fire action potentials; other cells represent visual information with graded potentials. Each major retinal cell class consists of multiple cell types distinguished by morphology, connectivity, and light response properties. (L)ong and (M)iddle wavelength sensitive cones are shown with yellow outer segments, and (S)hort wavelength sensitive cones are shown with blue. Bipolar cells, amacrine cells, and RGCs make cell-type specific contacts in different sublayers of the IPL, which contribute to shaping RGC light responses. In general, the processes of on bipolars terminate in the inner layers of the IPL and synapse on to on RGCs (green); similarly, off bipolars stratify in the outer layers and synapse on to off RGCs (red). Some RGCs stratify in more than one layer of the IPL and receive input from both on and off bipolars (yellow). Five major circuits, including on and off midget bipolars synapsing on midget RGCs, on and off diffuse bipolars synapsing on parasol RGCs, and S cone bipolars synapsing on small bistratified cells are shown in detail (left). (Right) Shown are two elements of rod pathway circuitry: the synaptically connected A2 amacrine cell and rod bipolar cell. Several bipolars, amacrines, and RGCs are shown with truncated and/or disconnected processes to indicate uncertainty about their morphology and connectivity. Modified with permission from Rodieck (1988 clearly distinguished this cell type from the midget type (see Figure 1) , which had been identified in textbooks as the carrier of color information (e.g., Mason & Kandel 1991 , Zrenner et al. 1990 ). Subsequent findings indicated that small bistratified cells project to layers of the LGN distinct from the parvocellular and magnocellular layers, termed koniocellular layers (Martin et al. 1997 , White et al. 1998 . The textbook view evolved incrementally, by adding a third koniocellular "pathway" (e.g., Kaplan 2004 , Reid 1999 .
Multiple new RGC types. In fact, however, the discovery of the small bistratified cell probably heralds the end of the simplified view of visual pathways based on LGN laminae. Replacing the simplified view is a more nuanced view of the visual signals emanating from multiple RGC types in the retina with distinctive properties and central projections (Dacey 2004) . Building on earlier work, recent anatomical studies have revealed a plethora of RGC types in primate retina, many of which project to the LGN (Figure 2 ) (Dacey et al. 2003 , Rodieck & Watanabe 1993 , Yamada et al. 2005 . In addition to the well-known 5 major types (on and off parasol, on and off midget, and small bistratified) 12 additional cell types with distinctive morphology, including 7 that project to the LGN, have been identified. Some of these may coincide with cell types previously identified as projecting to the superior colliculus and other nonthalamic structures; many RGC types project to two or more central structures (Dacey 2004) . However, even if nonthalamic structures mediate primarily subconscious aspects of vision (an uncertain premise), the fact that at least 7 new cell types project to the LGN indicates that their potential role in visual perception cannot be ignored. Note that some but not all of the known cell types may be considered as functional pairs. For example, on and off parasol cells have dendrites that stratify differently (see Figure 1 ) but otherwise exhibit similar morphology (Watanabe & Rodieck 1989) , hence their common name. Within the known set of 17 cell types, if morphologically paired on and off subtypes are considered to form one functional pathway, then a total of 11 distinct pathways are known (see Figure 2) . However, the conceptual pairing of on and off cells may be somewhat misleading. For example, on and off parasol cells form separate mosaics and exhibit clear differences in dendritic field extent and density (Dacey & Petersen 1992) , as well as in light response dynamics, spatial integration, and nonlinearity (Chichilnisky & Kalmar 2002) . Furthermore, asymmetries in central visual processing of increment and decrement stimuli suggest that these differences may have functional consequences (Bowen et al. 1989 , Chichilnisky & Wandell 1996 , Kremers et al. 1993 , Wehrhahn & Rapf 1992 see Schiller 1992) . Finally, some cell types such as the small bistratified cell do not appear to have opposite-sign counterparts (Figure 2 ). These observations suggest that it may be important to consider separately the visual function of on and off cells with similar morphology.
Novel visual signals.
With a few exceptions, the response properties of the recently discovered RGC types are unknown. One cell type, the large bistratified cell, has a blueon/yellow-off spectral signature similar to the small bistratified cell; however, its spatial and temporal integration properties appear different (Dacey 2004) . Another cell type, the giant sparse cell, has intriguing response properties (Dacey et al. 2005) . As the name implies, giant sparse cells have large dendritic fields (Figure 2) and correspondingly large receptive fields. They are intrinsically light sensitive, expressing the photopigment melanopsin, a recently discovered property of a small fraction of RGCs . This results in a light response that is independent of rod and cone inputs and is several orders of magnitude slower. Similar cells have been observed in rodent retinas; these cells typically project to the suprachiasmatic nucleus and pretectal olivary nucleus and are thought to modulate circadian rhythms and pupil size (Hattar et al. 2002 (Hattar et al. , 2003 . In primate, the giant sparse cells also project to LGN and exhibit a yellow-on/blue-off spectral signature obtained by opposing input from S cone signals and L and M cone signals in addition to their intrinsic light sensitivity (Dacey et al. 2005) .
These surprising properties hint at the possibility that novel visual signals are conveyed by the nine or more cell types that have not been characterized physiologically. For example, two different types of directionselective RGCs have been observed in cat and in several rodent species (Barlow & Hill 1963 , Cleland & Levick 1974b , Weng et al. 2005 and have likely morphological homologs in primate retina (Dacey et al. 2003 , Yamada et al. 2005 with as yet untested physiological properties. Also, recordings from a new large cell type in primate retina ) revealed nonlinear summation properties similar to those observed in Y cells in other species (Caldwell & Daw 1978b , Demb et al. 1999 , Enroth-Cugell & Robson 1966 . Indeed, the more complete picture of RGC types in primate retina broadly resembles the known diversity of RGC types in rabbit and cat retina (see Masland 2001 , Troy & Shou 2002 . However, the newly discovered cell types in primate retina exhibit relatively large dendritic fields (see Figure 2 ) and corresponding low density: Each comprises roughly 1%-2% of the entire RGC population, compared with roughly 80% for the midget, parasol, and small bistratified cells combined (Dacey 2004 , Dacey & Petersen 1992 , Perry et al. 1984 . This discrepancy in density may be a major reason that RGC diversity was previously underappreciated. different RGC types are created largely by dedicated presynaptic circuitry in the retina. Bipolar cells, amacrine cells, and RGCs form synaptic contacts in the inner plexiform layer (IPL) with exquisite laminar and cell-type specificity (see Figure 1) , Watanabe & Rodieck 1989 see Masland 2001 , Wassle 2004 . Likewise, photoreceptors and horizontal and bipolar cells form cell-type specific contacts in the outer plexiform layer (OPL), which exhibit laminar organization (see Figure 1 ) see Sterling & Demb 2004 , Wassle 2004 . Additional observations also suggest a diverse and intricate arrangement of circuits dedicated to distinct visual computations:
Bipolar cells appear to initiate many of the major parallel pathways: Quantitative morphological analysis indicates that there are at least 10 distinct bipolar cell types in mammals , Cohen & Sterling 1990 , Ghosh et al. 2004 see Wassle 2004) . Nine of these types are cone driven, and each cone probably drives at least one representative of nearly every type (Grunert et al. 1994 ). This finding implies that at the first synapse in the retina, cone signals diverge into many bipolar pathways, at least some of which exhibit molecularly distinct postsynaptic processing (DeVries 2000 , DeVries et al. 2006 . Furthermore, most bipolar cell types synapse onto distinct RGC types, which implies that the diversity of pathways is preserved in RGCs (Calkins et al. 1994 (Calkins et al. , 1998 Jacoby et al. 2000; Kolb & Dekorver 1991; Kolb & Marshak 2003; Kouyama & Marshak 1992; McGuire et al. 1984 McGuire et al. , 1986 Schein et al. 2004 ).
Amacrine cells, which interact with bipolar cells and RGCs, appear to be the most diverse class of retinal interneurons: At least 30 distinct mammalian IPL: inner plexiform layer OPL: outer plexiform layer amacrine cell types have been identified . The function of most amacrine cell types is poorly understood (see Masland 2001) . However, several factors suggest that their contribution to information processing is important. Cumulatively, amacrine cells appear to provide the greatest number of synapses to at least some types of RGCs (Bordt et al. 2006 , Ghosh & Grunert 1999 , Marshak et al. 2002 and express a stunning diversity of neurotransmitters (see Kolb 1997 , Masland 2001 , Wassle 2004 . In addition, anatomical studies suggest specificity of inputs from distinct types of amacrines to distinct types of RGCs (Bordt et al. 2006 , Dacey 1993a , Dacey & Brace 1992 , Zhang et al. 2005 . These factors make them ideal candidates for shaping the more complex aspects of RGC light responses (Caldwell et al. 1978 , Caldwell & Daw 1978a , Daw & Ariel 1981 , Dong & Werblin 1998 , Frishman & Linsenmeier 1982 , Jacobs & Werblin 1998 see Lukasiewicz 2005) . For example, some amacrine cell types are important for shaping the kinetics of RGC light responses (McMahon et al. 2004 , Nirenberg & Meister 1997 . Also, starburst amacrines play a crucial role in shaping responses of on-off directionselective RGCs in rodent retinas (see Taylor & Vaney 2003) ; similar cells have been observed in the primate retina (Yamada et al. 2003) . Finally, some amacrine cells distribute their synaptic outputs over long distances, suggesting they may contribute to nonclassical receptive field properties (e.g., Barlow et al. 1977 , Frishman & Linsenmeier 1982 , McIlwain 1964 , Olveczky et al. 2003 , Roska & Werblin 2003 or to driving collections of RGCs simultaneously when stimuli span a large retinal area (see Synchronized Firing and Consequences for Visual Signaling).
Photoreceptors and horizontal cells are relatively simple populations compared with bipolar and amacrine cells. In some primate species including humans, three different types of cone photoreceptors have been identified on the basis of their distinct spectral sensitivity (Baylor et al. 1987 ), but each spectral type appears to be homogeneous. The apparent functional role of this receptor diversity is to expand the range of wavelengths that can be encoded and provide the foundation for color vision (see Gouras 1991) . Rod photoreceptors are thought to be a homogeneous population, exhibiting exquisite sensitivity required for vision in dim illumination such as starlight (see Field et al. 2005) . Apparently only two distinct types of horizontal cells exist in mammals (Dacey et al. 1996 . Their primary function may be to produce center-surround antagonism, which is the best-known feature of the retinal output (Mangel 1991 , Verweij et al. 2003 .
Interpretation of diversity in retinal circuits. The above anatomical evidence indicates that the retina represents the visual scene using at least 17 distinct RGC types with distinct projections to the brain. Furthermore, the evidence strongly suggests that each RGC type is subserved by distinct presynaptic circuitry, composed of a morphologically and molecularly distinct set of amacrine, bipolar, horizontal, and photoreceptor cells with specific connectivity. Does the great diversity of intraretinal circuits and central projections have a major impact on our understanding of the visual pathways? Because relatively little is known about most of the newly identified RGC types (except by tentative cross-species homology), this question cannot be answered fully without further investigation. However, it is worth considering how three possible misinterpretations of the observed celltype diversity can lead to underestimating its importance:
Perhaps fine-grained morphological distinctions, which are difficult to quantify, do not actually indicate the existence of a distinct cell type, but instead reflect random diversity. If true, the increasingly fine-grained morphological distinctions could amount to splitting hairs, and the standard three-pathway description (midget → parvocellular; parasol → magnocellular; small bistratified → koniocellular) may be more useful for understanding visual function. In recent years this concern has been addressed with the identification of two robust criteria for morphological classification. First, studies of RGC morphology over large regions of retina showed that when the retinal eccentricity of each cell is taken into account, cell types with distinct morphological characteristics fall into unambiguous clusters on the basis of quantitative measurements such as dendritic field extent (Dacey et al. 2003 , Dacey & Petersen 1992 , Rodieck & Watanabe 1993 , Rodieck et al. 1985 , Watanabe & Rodieck 1989 . Analysis as a function of eccentricity is important because substantial variation of morphology with eccentricity can otherwise obscure distinctions between cell types. Furthermore, distinct bipolar, amacrine, and RGC types have processes that stratify in distinct sublayers of the IPL (Figures 1, 2 ) (see Masland 2001 , Wassle 2004 . Thus, when analyzed correctly, morphological distinctions do not reflect increasingly detailed subdivisions of a uniform population, but a fundamental aspect of the biology. Second, in each morphologically defined cell type examined to date, somas over a region of retina are regularly spaced, and dendritic fields collectively cover the retina uniformly and with constant overlap (in some cases no overlap) (Dacey 1993a,b; Dacey & Brace 1992; Wassle et al. 1981a,b,c) . This coordinated mosaic arrangement is thought to create a regular sampling of the visual field, as evidenced by the strikingly regular organization of receptive fields in each identified cell type (see Figure 3) (Chichilnisky & Kalmar 2002 , DeVries & Baylor 1997 , Shlens et al. 2006 . However, cells of different types display no obvious spatial relationship (Eglen et al. 2005 , Rockhill et al. 2000 , Wassle et al. 1983 
Figure 3
Receptive field mosaics of five identified RGC types and one unknown cell type in primate retina. Each panel shows the receptive field outlines of a collection of cells obtained in a single 512-electrode recording from isolated peripheral primate retina (E.J. Chichilnisky & A.M. Litke, unpublished data). Each ellipse shows the 1.3 SD contour of a Gaussian fit to the receptive field of a single cell. Different panels show data from different recordings. In each recording, distinct cell types were segregated by quantitative clustering on the basis of receptive field diameter and response kinetics. on and off parasol, on and off midget, and small bistratified cells were identified by comparison with published reports of receptive field and dendritic field size and chromatic sensitivity (Chichilnisky & Kalmar 2002) . Large on cells form a mosaic, confirming that they represent a single cell type; however, the morphological identity is unknown. Missing cells in each mosaic probably reflect experimental undersampling rather than gaps in the retinal representation (DeVries & Baylor 1997, Wassle et al. 1981b ). Scale bar = 1 mm.
about visual pathways ). This view is equivalent to assuming that unambiguous morphological distinctions between cell types in some cases may have no functional correlates. The exquisite laminar organization, cell-type specific connectivity, and mosaic arrangement of retinal neurons certainly suggest otherwise (see Dacey 2004 , Masland 2001 , Sterling & Demb 2004 , Taylor & Vaney 2003 , Troy & Shou 2002 . Indeed, in each mammalian retina that has been examined, distinct morphology of RGCs corresponds with distinct central projection patterns and physiological properties. An important methodological consideration is that physiological recordings may fail to reveal real functional distinctions between cell types because of large variability attributable to visual field location and the physiological state of the animal or preparation or because of a restricted choice of stimuli. Consider, for example, the recent observation that on and off primate parasol cells recorded simultaneously exhibit systematic differences in receptive field size, response dynamics, and response nonlinearity (Chichilnisky & Kalmar 2002 ). These differences were not observed in many quantitative studies using single-unit recordings (e.g., Benardete & Kaplan 1997 Kremers et al. 1993) , presumably because they were masked by other sources of variability. In general, reliable physiological identification of many cell types probably requires multineuron recordings combined with extensive stimulus manipulations (DeVries & Baylor 1997 . Furthermore, morphological measurements can sometimes reveal cell-type distinctions more clearly than can physiological measurements. For example, the dendritic field size difference between on and off parasol cells, which presumably underlies the receptive field size difference, was observed years earlier (Dacey & Brace 1992 Figure 3 ) (DeVries & Baylor 1997) , cells with larger receptive fields will be less numerous. Thus, cell number may be a reasonable proxy for spatial sampling density, but perhaps little else. Does coarse spatial sampling indicate that a cell type is unimportant? Probably not. Although midget, parasol, and small bistratified cells constitute ∼80% of RGCs in primate retina, the remaining cells number ∼200,000, more than the total number of RGCs in the cat retina. Furthermore, consider the relative importance of subpopulations of non-RGC cell types. The S cones constitute no more than 10% of the entire cone population; yet without these cells no blue/yellow color perception would be possible. Indeed, cone photoreceptors overall are outnumbered ∼20 to 1 by rod photoreceptors. Yet without cones, no daylight vision would be possible. Other examples of small but important cell populations abound in the nervous system. For example, the number of neurons in the suprachiasmatic nucleus, the apparent master of circadian rhythms, is ∼10,000 (Hofman et al. 1996) . The recently identified melanopsin-containing RGCs, which may form the primary retinal projection to the suprachiasmatic nucleus, constitute only ∼0.2% of all RGCs in primates (Dacey et al. 2005 ). Yet disruption of circadian rhythms is debilitating. In summary, it seems unlikely that numerically small populations of cells can be safely ignored in the interest of providing a simpler summary of the visual pathways.
Implications
In summary, at the photoreceptor synapse multiple visual signals begin to diverge. These signals are processed by increasingly diverse circuitry before converging on at least 17 distinct types of RGCs. Each RGC type covers the visual field with striking regularity and represents the output of a single elementary retinal circuit. This circuit diversity has profound implications for understanding the function of the visual system. Furthermore, recent studies reveal a similar diversity of cell types and connectivity in other nervous system structures, suggesting broader implications for understanding brain function.
Retina. Focused effort and new tools are required to study the many pathways emerging from the retina. Many years of study have resulted in adequate characterizations of the most easily recorded RGC types. However, new labeling and recording techniques will probably be required to advance our understanding of the remaining, less numerous RGC types as well as the many interneuron types. Important challenges include identifying the distinct subcircuits that terminate on each RGC type, identifying the diversity of amacrine cell function and its contribution to shaping RGC responses, and identifying how RGCs within and across mosaics interact in communicating visual information to the brain (see Synchronized Firing and Consequences for Visual Signaling).
Central visual system. Textbook descriptions of the visual system as composed of three LGN-defined "pathways" (magnocellular, parvocellular, koniocellular) are grossly oversimplified. In addition to the fact that retinal pathways are more numerous and complex, recent work in the LGN reveals important departures from the standard model. First, two studies have suggested that the magnocellular layers are composed of more than one cell type (Kaplan & Shapley 1982 , Xu et al. 2001 Cell-type organization in the brain. Central structures may also exhibit complexity and coordination that arise from previously underappreciated cell-type diversity. This idea is at odds with a theory of cortical organization in which the functional unit is a column or a layer within a column, and fine distinctions between cells within this functional unit are random or unimportant. Indeed, it is possible that the functional organization of cortex is fundamentally different from that of the retina. However, this is by no means proven. Furthermore, historically, our understanding of the cortex has lagged behind that of the retina because the retina is much more accessible to experimentation. Several decades ago, the prevailing view of retinal www.annualreviews.org • Information Processing in the Retinaorganization was broadly similar to the present prevailing view of cortical organization: It was based on knowledge of a few easily distinguished cell types and the hope that this description was mostly sufficient for understanding visual processing (e.g., Kaplan & Shapley 1986 , Livingstone & Hubel 1988 , Merigan & Maunsell 1993 , Shapley & Perry 1986 ). In recent years, this simplified view has given way to a more accurate picture of retinal signals. Some evidence demonstrates that a similar change in perspective may be valuable for understanding the function of the cortex, with numerous studies revealing a diverse array of distinct cell types, particularly among inhibitory interneurons, and specificity of functional connections (see Callaway 2002 Callaway , 2004 Kawaguchi & Kondo 2002; Somogyi & Klausberger 2005) . As new techniques are developed and applied to understanding microcircuits in the cortex, a very different picture of its functional organization may emerge.
PRECISION OF RETINAL SPIKE TRAINS AND MODELS OF THE NEURAL CODE Background
In early quantitative studies of retinal function, a standard assumption about the neural code was adopted: RGCs communicate visual information in their time-varying firing rate (Adrian 1928) . This assumption, combined with linear models of the dependence of firing rate on the visual stimulus, gave rise to the first highly successful quantitative models of RGC function (Enroth-Cugell & Robson 1966). Two major benefits of this framework were (a) a clear mathematical methodology for summarizing the response properties of RGCs, and (b) the identification of important nonlinearities in spatial and temporal summation in certain cell types (Hochstein & Shapley 1976 , Kaplan & Shapley 1982 , Lee et al. 1989 , Shapley & Victor 1978 . However, the firing rate hypothesis was not subjected to intense experimental scrutiny until more recently (see , Victor 1999 .
Advances
Precision of retinal spike trains. Several recent studies have shown that the temporal structure of RGC spike trains elicited by strong stimuli exhibits surprising precision, with variability in the timing of spikes in response to repeated stimulus presentations as low as ∼1 ms (Figure 4) (Berry et al. 1997 , Reich et al. 1997 , Uzzell & Chichilnisky 2004 . By itself, this observation does not prove that firing rate is an inadequate description, but at a minimum it indicates that firing rate modulates much more rapidly than the 10-100 ms time scales commonly assumed. On time scales of 1-10 ms only a few spikes are transmitted, which suggests that firing rate may not capture the essential temporal structure of retinal signals (Rieke et al. 1997 ).
Non-Poisson structure in spike trains.
More decisively, several studies have shown that the variability of firing in response to repeated stimulus presentations is much lower than would be expected from a pure firing rate signal, on the basis of the following logic. The standard firing rate assumption is that there is a stimulus-dependent rate of spikes in any given time window after a stimulus, independent of the occurrence of preceding spikes. In this case, spike counts in any given time window must follow a Poisson distribution, which has the property that the variance is equal to the mean (see Victor 1999 , Rieke et al. 1997 . Several studies have shown that, in fact, spike count variance is much lower than the mean, sometimes approaching the minimum possible variance that can be obtained with discrete spike counts (see Figure 4) (Berry et al. 1997 , Reich et al. 1997 , Troy & Robson 1992 , Uzzell & Chichilnisky 2004 . Thus, real retinal spike trains are much less variable than would be predicted of a Poisson process, rejecting the firing rate hypothesis. In addition, another study developed a novel analysis that revealed Reproducibility of RGC spiking in primate retina and departure from Poisson statistics. A: Rasters of responses to repeated presentations of a spatially uniform stimulus, the intensity of which assumed one of two randomly selected values over time, identical on every trial. The top panel shows data recorded from a single on parasol cell in primate retina (Uzzell & Chichilnisky 2004 ). The bottom panel shows simulated responses with the same time-varying firing rate as the data but with spikes generated according to a Poisson process. Each point indicates the time of occurrence of a spike. Vertical bands in the raster reflect the reproducibility of the response. B: Mean-variance relationship for data and simulation. The top panel shows the mean and variance of spike counts in 10 ms time bins for the cell from A; the variance in spike counts is much lower than the mean and approaches the minimum possible value associated with discrete spike counts (scalloped lines). The bottom panel shows corresponding values from the Poisson simulation; as expected, the variance is approximately equal to the mean. Modified with permission from Uzzell & Chichilnisky (2004) .
that rate-modulated renewal processes, which are generalizations of a Poisson process, also fail to describe the temporal structure of spike trains (Reich et al. 1998 ; but see Troy & Lee 1994 , Troy & Robson 1992 .
The non-Poisson timing structure in RGC spike trains might not be very important if it had little effect on visual signaling. However, at least two studies have exploited decoding approaches (see Decoding the Visual Signal from Retinal Spike Trains) to show that the intrinsic structure of RGC spike trains contains significant information about the visual stimulus (Frechette et al. 2005 , Pillow et al. 2005b ). Clearly, a more sophisticated model of the neural code of the retina is needed.
Refractoriness.
One important contributor to the intrinsic structure of spike trains is action potential refractoriness, which reduces the probability of firing for several milliseconds after a spike irrespective of the stimulus, inconsistent with the firing rate hypothesis. To test whether refractoriness alone is sufficient to explain the intrinsic structure of RGC spike trains, one study empirically expressed the probability of a spike at a given point in time as the product of an arbitrary "free" firing Schematic of leaky integrate-and-fire model of light responses in primate RGCs (Pillow et al. 2005b) . The model summarizes the transformation from arbitrary time-varying stimuli to neural response in two model RGCs. For each model RGC, the contrast in the stimulus is integrated across the receptive field, using a spatiotemporal linear filter. This produces a driving current, which sums with intrinsic noise, and is accumulated by a leaky integrator to drive spiking according to a fixed threshold. Each spike produces a feedback current with a fixed temporal waveform, which sums with the stimulus-induced current and noise, introducing non-Poisson structure in the spike train. Neighboring cells interact via spike-induced coupling currents with a fixed temporal waveform.
LIF: leaky integrate-and-fire rate multiplied by the estimated effect of absolute and relative refractoriness over time after a spike (Berry & Meister 1998) . This model explained much of the timing precision and count variability in RGC spike trains, holding promise that a fairly simple modification to the Poisson hypothesis could explain the neural code (Berry & Meister 1998 , Uzzell & Chichilnisky 2004 . However, this model has the major drawback that the free firing rate is an arbitrary function of time, with no specified relationship to the stimulus. A full understanding of the neural code of the retina requires a model that incorporates responses to light.
Models of the neural code.
Recently, a formal model was proposed that provided an accurate account of stimulus-elicited spike train structure with a plausible mechanistic basis (Keat et al. 2001 ). In the model, the stimulus is weighted and summed over space and time to produce an internal signal, which generates spikes by crossing a threshold. Nonlinear feedback following each spike, combined with two noise sources, allowed the model to produce a much more accurate account of both spike timing and count precision in salamander, rabbit, and cat RGCs than did Poisson models. A related model based on leaky integrate-and-fire (LIF) spike generation (Jolivet et al. 2004; Reich et al. 1997 Reich et al. , 1998 , combined with nonlinear feedback from each spike and a single noise source, reproduced spike trains in primate parasol cells with high fidelity (Figure 5 ) , Pillow et al. 2005b ). The latter model also provided valuable insight into how RGC signals can be efficiently decoded by downstream structures (see Decoding the Visual Signal from Retinal Spike Trains). The empirical success of these models suggests that a compact description of the visual signal in some RGC types is within reach. It is difficult to know how well these models will generalize to other cell types, but at a minimum, future models will require extensions to account for nonlinear spatial summation (see Many Distinct Pathways of Visual Information Emanate from the Retina) (Enroth-Cugell & Robson 1966 , Hochstein & Shapley 1976 , Kaplan & Shapley 1982 .
Mechanistic interpretation. These models provide useful intuitions about how elementary components of neural circuits can combine to produce the observed spike train structure and precision (see Figure 5) . The thresholding nonlinearity can be interpreted as representing spike generation, although it may also subsume the effects of rectification at the bipolar-RGC synapse. Spike-dependent feedback plays a central role by introducing history dependence in the spike train. These elements are separated from the initial linear integration of the stimulus over space and time (the receptive field), which represents the essential visual computation performed by the circuit and provides a simple quantitative indication of the stimulus features that drive the cell. Additive subthreshold noise governs the timing precision and reliability of the response. Although the elements of these models may or may not correspond to biological mechanisms, they do provide hints.
Implications
Many common biophysical phenomena, such as refractoriness, bursting, spike frequency adaptation, and oscillation, give rise to intrinsic temporal structure in spike trains. Thus, to understand how neural circuits process and represent information generally requires measurements and models that go beyond descriptions of firing rate. Recent models that account for the temporal structure of RGC spike trains also show considerable promise for understanding neural signaling in other structures ( Jolivet et al. 2004 , Truccolo et al. 2005 . The key to the success of these models is that they separate the integration of inputs over space and time, which is assumed to be linear, from the more complex aspects of spike generation. Some of these models also have tractable and robust fitting procedures and parameterization (Paninski 2004 , features that are conceptually secondary but have substantial practical implications. At a minimum, such models will allow a more clear understanding of how information is encoded in spike trains than was previously possible. They may also suggest testable hypotheses about the underlying mechanisms.
SYNCHRONIZED FIRING AND CONSEQUENCES FOR VISUAL SIGNALING Background
Essential visual functions-e.g., sensing movement, identifying objects-rely on the simultaneous activity of many RGCs. However, most of what is known about RGC light responses comes from single-unit recordings. The implicit assumption is that RGCs transmit information independently of one another (see , Usrey & Reid 1999 . This hypothesis was challenged more than two decades ago in experiments that revealed substantial sychronized firing in cat RGCs (Mastronarde 1983). For example, two neighboring on Y RGCs fired spontaneously within 5 ms of one another, more than twice as frequently as expected by chance. This synchronized firing is highly regular, spatially localized, and dependent on cell type. It appears to be mediated by a combination of mechanisms: direct gap junction coupling between neighboring RGCs, gap junction coupling through intermediate amacrine cells, and chemical synapses providing common input from bipolar or amacrine cells (Brivanlou et al. 1998 , Dacey & Brace 1992 , DeVries 1999 , Hidaka et al. 2004 , Hu & Bloomfield 2003 , Jacoby et al. 1996 , Mastronarde 1983 , Schubert et al. 2005 , Volgyi et al. 2005 . Synchronized spikes in RGCs could cause depolarization in a shared postsynaptic target to exceed spike threshold, resulting in preferential transmission and thus influencing the visual signal conveyed to the brain (e.g., Kara & Reid 2003 , Usrey et al. 1998 . However, only recently have the consequences of synchrony for retinal encoding of the visual scene come under close scrutiny.
Advances
Visual messages encoded by synchrony. Using multineuron recordings in the presence of visual stimuli, recent studies have suggested that synchronized firing in groups of RGCs may represent a distinct visual message transmitted from retina to brain (Amthor et al. 2005 , Meister et al. 1995 , Neuenschwander et al. 1999 . For example, synchronized firing in two or more RGCs, perhaps created by simultaneous excitatory input from an amacrine cell with a small receptive field, could be used
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to transmit information about fine spatial detail that is not contained in the activity of any single RGC (Meister et al. 1995) . This signaling approach could allow the retina to multiplex visual messages efficiently on a small number of optic nerve fibers (Meister 1996) . Because large collections of cells can fire synchronously (Schnitzer & Meister 2003) , such messages may be detectable experimentally only by recording from many cells simultaneously (see Figure 6b) .
To date, however, no direct evidence indicates a multiplexed signaling strategy. Instead, one recent study using information theoretic analysis revealed substantial redundancy in the ensemble activity of RGCs (Puchalla et al. 2005) , such as might be produced by noisy common input or reciprocal excitation. Note, however, that information-theoretic analysis does not exclude the possibility that multiplexed codes coexist with common noise. Another study using a different analytical approach suggested that the importance of RGC synchrony on downstream decoding of visual signals could be small (Nirenberg et al. 2001 ; see Latham & Nirenberg 2005 , Schneidman et al. 2003a .
Underlying functional connectivity.
A complementary approach is to test whether synchronized firing can be understood on the basis of simple functional connectivity. Two recent studies (Schneidman et al. 2006 , Shlens et al. 2006 ) exploited a novel maximum entropy technique to analyze spike trains recorded from multiple RGCs simultaneously (see Schneidman et al. 2003a,b) . This technique makes it possible to test whether the patterns of activity in a large collection of cells can be explained by a more limited set of measured interactions, such as the synchrony between pairs of cells in the collection. To a large degree, synchronized firing among multiple RGCs was explained by pairwise functional connectivity, consistent with reciprocal excitation between cells or common input restricted to two cells, as opposed to more complex connections linking larger cell groups. One study further showed that propagating signals can explain synchrony in nonadjacent cells, suggesting that pairwise connectivity is restricted to neighbors in a mosaic (Shlens et al. 2006) . Although the mechanistic interpretation of these studies is uncertain, the results suggest that much of the visual signal can be understood on the basis of single-unit properties and neighbor-neighbor interactions, rather than via more elaborate multiplexed codes. These findings also suggest the possibility that retinal population activity can be understood using relatively simple models, by greatly reducing the types of interactions that need to be explained. For example, the results suggest that extensions of the LIF model to account for multicell activity need only incorporate pairwise connections rather than connections between larger groups of cells (see below and Figure 5) .
However, specific stimuli not tested in these experiments, such as stimuli with extended spatial structure, could induce interactions in larger groups of cells, perhaps via the action of large-field amacrine cells (see Ackert et al. 2006 , Amthor et al. 2005 , Barlow et al. 1977 , Demb et al. 1999 , McIlwain 1964 , Neuenschwander & Singer 1996 , Olveczky et al. 2003 , Passaglia et al. 2001 , Roska & Werblin 2003 . Another caveat is that maximum entropy analysis may not reveal small departures from pairwise interactions (Shlens et al. 2006) . Therefore, some uncertainty remains about whether synchronized firing in RGCs represents an entirely new visual signal transmitted via multiplexed firing patterns, or simple reciprocal connectivity, or some combination of the two. 
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model , Pillow et al. 2005b ) combined with functional interconnections between cells (see Figure 5 ) can provide an accurate account of firing in a complete local population of on and off parasol RGCs (Pillow et al. 2005a) . Another model produces similar results and is easier to implement (Paninski 2004 , Pillow et al. 2005a , Truccolo et al. 2005 . Again, the implications of these models for mechanism are uncertain. However, their empirical success may provide a way to identify quantitatively how synchronized firing influences the visual signal transmitted to the brain (see Decoding the Visual Signal from Retinal Spike Trains).
Implications
The significance of synchronized firing and other patterns of multineuron activity is a fundamental problem in many neural circuits (e.g., Castelo-Branco et al. 2000 , Friedrich et al. 2004 , Perez-Orive et al. 2002 , Usrey et al. 1998 see Buzsaki 2004 , Usrey & Reid 1999 . The structure of synchronized firing in RGCs-regularity, spatial locality, and cell-type specificity-may provide clues about other neural structures. For example, as proposed above, a cell type-based organization of visual cortex may resemble that of the retina more closely than was previously appreciated. If so, synchronized firing among cortical neurons may be a useful clue for unraveling their cell type and subcircuit organization. Conversely, in the retina the spatial structure and functional organization of synchronized firing is extremely systematic in the presence of unambiguous cell-type classification (Mastronarde 1983 , Shlens et al. 2006 ) but less so in its absence (Meister et al. 1995 , Schneidman et al. 2006 A straightforward empirical approach to this problem is to reconstruct the visual scene from recorded spike trains using the simplest possible algorithm: linear reconstruction, which is obtained by the superposition of elementary spatiotemporal patterns (or filters) associated with every recorded spike. The optimal reconstruction filter can be computed with linear regression (see Bialek et al. 1991 , Rieke et al. 1997 . One study used linear reconstruction to deduce the time course of a full-field stimulus from recordings of salamander RGCs . The results indicated that on and off RGCs carried approximately independent information about the stimulus, which had long been suspected but not quantitatively tested.
Efficiency. For any reconstruction analysis one must test whether all the relevant information has been extracted from the spike train (Bialek et al. 1991) ; otherwise, the results may reveal more about flaws in analysis methodology than about the retinal signal. Given sufficient data, this verification can be performed by computing the mutual information between stimulus and response, a generic quantity from communications theory that places a firm upper bound on the degree to which the neural response characterizes the visual input (see Bialek et al. 1991 , Rieke et al. 1997 ; but see Paninski 2003 for a discussion of significant biases in information estimates). One such test concluded that in the case of powerful stimuli, linear reconstruction substantially failed to capture the information present in RGC spike trains (Passaglia & Troy 2004 ). This indicates that more elaborate techniques are required to understand the visual signals encoded in RGC spikes.
Model-based decoding. An alternative approach is to use a model of encoding that is accompanied by a decoding strategy known to be optimal. This approach explicitly acknowledges the fact that optimal decoding requires an accurate model for the statistics of neural responses. The challenge is to find the right balance of mathematical complexity in the model: complex enough to describe spike trains accurately, simple enough to yield a tractable decoding procedure. The LIF model ( Figure 5 ; Precision of Retinal Spike Trains and Models of the Neural Code) (Pillow et al. 2005b ) is one candidate, accounting for RGC spiking statistics at least as accurately as previous models, while providing an explicit mathematical procedure for decoding that is optimal , Pillow et al. 2005b ). The applications of this dual approach to the encoding and decoding problem may be numerous. For example, using the optimal decoding strategy, the LIF model was used to show that the non-Poisson temporal structure of RGC spike trains can be used to distinguish pairs of visual stimuli more efficiently than a decoding strategy based on firing rate alone (see Precision of Retinal Spike Trains and Models of the Neural Code) (Pillow et al. 2005b (Litke et al. 2004 ) have made it possible to examine the ensemble activity of complete populations of RGCs of several types simultaneously (Frechette et al. 2005 , Shlens et al. 2006 . Thus, one can test how all the features of the retinal population codespatial sampling, regularity, temporal structure, and coordinated firing in multiple distinct types of RGCs-collectively govern decoding of behaviorally significant information in the brain.
One study focused on the representation of visual motion in parasol RGCs of primate retina (Frechette et al. 2005 ; see also Berry et al. 1999 , Chichilnisky & Kalmar 2003 , Sun et al. 2004 . Parasol cells provide a major input to the magnocellular layers of LGN, which in turn provide a major input to motion-sensitive areas of the visual cortex (see Merigan & Maunsell 1993) . Recordings were made of nearly complete collections of on and off parasol cells sampling a region of the visual scene. Presentation of moving stimuli produced a traveling wave of activity, the spatial and temporal properties of which govern behavioral motion sensing. The fidelity of the retinal motion signal was assessed using a decoding approach based on standard computational models of motion sensing in the brain (Adelson & Bergen 1985 , Reichardt 1961 , Watson & Ahumada 1985 , applied directly to recorded spike trains of parasol cells. The results indicated that the temporal resolution of the visual motion signal was coarse (∼10 ms; Chichilnisky & Kalmar 2003), implying that millisecond timing precision may not be essential for conveying at least some natural visual signals. On the other hand, the non-Poisson nature of spike trains had a clear effect on the fidelity of the motion signal, confirming the importance of understanding spike train temporal structure in detail (see Precision of Retinal Spike Trains and Models of the Neural Code). on and off parasol cells with overlapping receptive fields signaled motion information approximately independently of one another, indicating a complementary role for these population signals (see also Warland et al. 1997) . Synchronized firing among RGCs had surprisingly little impact on the representation of motion, highlighting the need to understand better the function of synchrony (see Synchronized Firing and Consequences for Visual Signaling). This study also suggested that a simple approach to motion decoding can effectively exploit the full spatio-temporal pattern of retinal activity, connecting theoretical decoding approaches with computations thought to occur in the brain (Emerson et al. 1992 , Simoncelli & Heeger 1998 . These findings suggest that direct approaches to decoding from identified populations may be useful in understanding the encoding of natural visual signals and its functional consequences.
The problem of decoding neural signals, particularly population signals, has broad implications for understanding nervous system function (e.g., Bialek et al. 1991 , MacLeod et al. 1998 , Mazor & Laurent 2005 , Serruya et al. 2002 , Theunissen & Miller 1991 , Thomson & Kristan 2006 , Wu et al. 2006 see Rieke et al. 1997) . Because a major aspect of retinal function-to transmit an accurate visual image to the brain efficiently-can be stated precisely, the decoding problem can be framed and analyzed in concrete quantitative terms. This analysis has led to an important advance: accurate models of encoding accompanied by optimal decoding algorithms, tools that may be useful in studies of other neural structures ( Jolivet et al. 2004 , Truccolo et al. 2005 . Another important advance has been the exploitation of multineuron recording and direct decoding techniques to examine how ensembles of identified RGCs collectively transmit behaviorally significant visual information to the brain. A major challenge for applying these approaches to other neural circuits will be to define clearly the information being transmitted and decoded, which is fairly obvious in the case of the retina but may not be so obvious in other structures. Finally, an open question for future work is the biological feasibility of efficient decoding by real neurons (Deneve et al. 1999) .
CONCLUSIONS
At the photoreceptor synapse, multiple distinct visual signals begin to emerge. These signals are processed by a diverse collection of bipolar and amacrine cell types (see Figure 1 ; Many Distinct Pathways of Visual Information Emanate from the Retina) that converge on at least 17 distinct types of RGCs (Figure  2) , each of which covers the visual field with striking regularity (Figure 3) . These are the elementary circuits of the retina. Each RGC type represents specific aspects of the visual scene (see Many Distinct Pathways of Visual Information Emanate from the Retina) using spatiotemporal patterns of action potentials with precise timing structure (see Figure 4 ; Precision of Retinal Spike Trains and Models of the Neural Code) and stereotyped patterns of concerted activity (see Figure 6 ; Synchronized Firing and Consequences for Visual Signaling). These features shape the visual messages conveyed to the brain ( Figure 5 ) and govern how effectively central circuits can decipher retinal signals (see Decoding the Visual Signal from Retinal Spike Trains) for the control of visually guided behavior.
The studies underlying this picture of retinal function also indicate important future directions for research on the retina, the visual system, and the nervous system as a whole. First, future studies will provide a deeper understanding if they exploit the great advantages of simultaneous recordings from many neurons and focus on morphological identification of recorded cells. Second, quantitative analysis and models of circuit function will benefit from consideration of both the nature of encoding in neural signals and the decoding that must be performed downstream. These themes may soon be applicable to many areas of neuroscience research.
