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ABSTRACT
We present a method for the denition of multiple views in 3D interfaces for computational steering. The
method uses the concept of a point-based parametrizable camera object. This concept enables a user to create
and congure multiple views on his custom 3D interface in an intuitive graphical manner. Each view can be
coupled to objects present in the interface, parametrized to (simulation) data, or adjusted through direct ma-
nipulation or user dened camera controls. Although our focus is on 3D interfaces for computational steering,
we think that the concept is valuable for many other 3D graphics applications as well.
1991 Computing Reviews Classication System: I.3.2, I.3.4, I.6.6, I.6.7
Keywords and Phrases: scientic visualization, viewing, interactive 3D computer graphics.
Note: Presented at the Eighth Eurographics Workshop on Visualization in Scientic Computing, Boulogne sur
Mer, France, 28-30 April, 1997.
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1. INTRODUCTION
Computational steering allows a researcher to change parameters of a running simulation and immediately re-
ceive feedback on the effect of these changes. As a result, the researcher can gain a much better insight in the
behavior of the simulation, he can correct erroneous values for input, and he can steer the simulation into a de-
sired direction. At CWI an environment for computational steering has been developed that allows a researcher
to construct and use customized 2D and 3D user interfaces for his simulations. These interfaces consist of both
the visualization of the simulation output, and the input widgets that allow the researcher to manipulate the input
parameters of the simulation.
The definitionof the view, i.e. the transformationof 3D scenes to a 2D screen, is a crucial aspect in 3D graphics
applications. This is particularly the case in 3D user interfaces for computational steering. First of all, improper
viewing of a 3D scene can prevent a good understanding of the 3D scene; important information can be withheld
from the user which leads to an incomplete or, even worse, an incorrect interpretation of the scene. Secondly,
in computational steering the 3D scene is dynamic. It is not known in advance how the simulation will evolve
and therefore it is not known in advance what the 3D scene will look like. This implies that the viewing also
must be dynamic and easily reconfigurable. Thirdly, in computational steering applications the user must be
able to interact with the scene. Therefore, the user must have an adequate view of the objects to manipulate and
be enabled to get good visual feedback of the changes in the scene which result from his actions. And finally,
because he creates his own custom 3D user interface to a simulation, the user has control over the layout of the
interface and therefore he must be enabled to specify the view on this interface tailored to his needs.
In this paper, we present a method for the definition of views in custom 3D user interfaces for 3D computa-
tional steering applications. The method is based on point-based parametrizable cameras. A view is created by
placing a camera in the 3D scene. The characteristics of the camera such as its position and orientation define
the view, which is presented to the user in a separate window. These characteristics are defined by the position
of the camera’s control points. The control points can be moved by the user, parametrized to simulation data,
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or coupled to objects present in the scene. Although we have developed this method to be used within our com-
putational steering environment we believe that it can easily be adapted for usage in many other 3D graphics
applications and software packages.
In the next section we describe related work on viewing methods for 3D scenes (Sect. 2.1) along with a brief
description of the computational steering environment developed at CWI, including the tool developed to create
custom 3D interfaces (Sect. 2.2). Section 3 describes the requirements of view definitions in 3D interfaces for
computational steering applications followed by a description of the point-based parametrizable camera object
(Sect. 4). In Sect. 5 some example applications of the camera object are shown. Finally, Sect. 6 gives some
concluding remarks and indicates areas of future research.
2. RELATED WORK
2.1 Viewing Control
Several projection methods exist for displaying a 3D scene on a 2D display device [4]. Most applications how-
ever, use the perspective projection model where the view is defined by specifying the center of projection, the
view plane, and the clipping volume. On top of this model, different view manipulation metaphors have been
developed for both user controlled and automated view manipulations.
Ware et al. defined the eyeball in hand, scene in hand, and flying vehicle control metaphors for exploration
and virtual camera control in virtual environments using a six degree of freedom input device [16]. They found
that the different metaphors each have their advantages and disadvantages depending on the particular task that
is to be performed. The flying vehicle metaphor for instance was more useful in navigating through an interior
while the scene in hand metaphor was useful for manipulating closed objects.
Phillips et al. presented a method for automatic viewing control to support 3D direct manipulation techniques
of objects in a scene [12]. Through automatic viewing adjustments their system tries to avoid viewing obstruc-
tions and reduce the problems with degenerate axes common to most direct manipulation techniques.
Gleicher et al. presented the concept of through-the-lens camera control [5] where the user can manipulate
a virtual camera by controlling and constraining features in the image seen through its lens. Constrained opti-
mization is used to compute the time derivates of the actual viewing parameters which allows for controls to be
defined independently of the underlying view parametrization.
Many other researchers have addressed research issues associated with view definitions and in particular
viewpoint movements [7, 14, 8, 2, 3, 6, 11]. However, most of the developed techniques are heavily appli-
cation dependent. They do not allow a user to interactively define multiple views on a 3D scene in an intuitive,
graphical manner such that each view can be configured and parametrized according to the user’s needs.
2.2 The CSE and PGO editor
The Computational Steering Environment (CSE) which is being developed at CWI [15], is based on two major
concepts: A central Data Manager surrounded by processes called satellites. The Data Manager takes care of
centralized data storage and event notification, and the satellites can connect to and communicate with the Data
Manager by the use of a ‘publishand subscribe’ paradigm, see Fig. 1. Typically, one of these satellite processes is
a simulation. Via a few simple function calls the simulation can open a connection to the Data Manager, connect
the appropriate input and output variables, and update and retrieve their values when needed. Once the input and
output variables of the simulation have been connected to the Data Manager, additional visualization and data
manipulation satellites can be used to visualize the simulation results and steer the simulation by altering the
input parameters present in the Data Manager. Several general satellites have been developed for this purpose,
such as a logging satellite, a calculator satellite, and a slicing satellite. The most important satellite however is
the PGO editor [9, 10].
The PGO editor is a tool that enables the user to create 2D and 3D user interfaces for the visualization and
manipulation of the (simulation) data present in the Data Manager. These interfaces are constructed out of point-
based Parametrized Geometric Objects. A set of simple basic objects (such as a sphere, a line, and a box) is
provided to the user out of which he can construct complex, composite input/output widgets. The geometry
of these basic objects is defined with control points. The control points indicate important perceptual charac-
teristics of the objects such as ‘tip’, ‘bottom’, ‘corner’, etc.. Changes of the positions of these control points
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Figure 1: Architecture of the Computational Steering Environment.
change the geometry of the objects. Therefore, the geometry of the objects can be parametrized to data in the
Data Manager by parametrizing the point positions to the data. This is accomplished by assigning a domain
of allowed positions to a point and using Cartesian or spherical coordinates to describe the point’s position in-
side this domain. These x; y; and z, or azimuth, elevation, and radius parameters are then linked to variables
in the Data Manager. As a result, the user can manipulate the simulation input parameters present in the Data
Manager by dragging the control points, i.e. the objects can be used for user input through direct manipulation,
while changes in the simulations output data cause the objects in the interface to transform, i.e. the objects can
be used to visualize the output data. Further, to construct complex, composite input/output widgets hierarchical
inter-point connections can be established to propagate control point transformations from one point to another
and create inter-object relations.
Figure 2 shows a simple example of an input/output widget that is constructed in the PGO editor. The arrow
consists of two basic objects (a cylinder and a cone) that are each defined with three control points. One control
point is parametrized to variables in the Data Manager such that the length and orientation of the arrow can be
altered.
3. VIEWING IN COMPUTATIONAL STEERING APPLICATIONS
The viewing operations to be provided in 3D computational steering interfaces must enable the user to
 Define multiple views on the 3D scene.
The benefits of multiple views are obvious: different viewing configurations that can be displayed simul-
taneously can significantly improve the insight in a 3D scene and relieves the user from having to redefine
or switch between different views.
 Parametrize a view to (simulation) data.
For automated view control the parametrization of the view to data is required. This allows for automated
walk-throughs in complex visualizations calculated by an external process (a satellite in the CSE), or cou-
pling of a view configuration to simulation output data.
 Couple a view to entities in the interface.
This allows the user to automatically trace objects as they move through the 3D scene. This is important
if the user wants to focus on one particular aspect of the object or manipulate (part of) the object while it
is moving, which is a task that can be quite difficult to perform if the object is moving fast or is located
in complex, crowded scenes.
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Figure 2: An arrow defined in the PGO editor.
 Construct user defined controls over the view and change a view by direct manipulation.
The user must also be able to configure a view that he can control and manipulate himself while using the
interface to steer a simulation. The manipulationmode however, can differ from application to application
and from view to view. Sometimes the user may want to only translate a view along a particular path while
on other occasions he might want to be able to rotate the view about a particular axis. Therefore, the user
must be enabled to define different view manipulation modes that control the view according to his needs.
To meet these requirements we have developed the point-based parametrizable camera object. This object is
provided in the PGO editor and allows for easy definition of different view configurations in the user defined
3D interface.
4. POINT-BASED CAMERA OBJECT
The PGO editor provides one main view on the scene. This view is used as an overview of the entire scene. The
user can change this overview by direct manipulation of a small box icon present in the main view. To define
additional views in the PGO editor a camera metaphor is used. This metaphor allows for easy and intuitive
definitions of different view configurations. To create a view a camera object is positioned in the 3D scene.
The geometric properties of the camera object are defined by three control points. The camera’s position and
direction of view can be defined in a very natural way by the use of these control points. One control point is
used to define the camera’s position and the second control point defines the direction of view; the camera is
pointed towards this control point. The third control point is used to define the camera’s roll, i.e. the rotation
about the line of sight. The plane that is defined by the three camera control points is the median plane of the
camera. An important attribute of the camera is the diameter of the lens opening: this defines the zoom factor.
The diameter of the lens is derived from the distance between the third control point and the line of sight.
Because the camera object is point-based, it is fully integrated in the PGO editor. The same flexibility that is
provided for the geometric objects applies to the camera, and the same interface and manipulation techniques
are used for both the construction of the 3D scene and the configuration of the cameras. Each instance of the
camera object displays the scene from its point of view in a separate window. The user can edit or manipulate
the 3D scene in the main view or in one of the camera windows.
Different viewing configurations can be established by connecting the camera’s control points to the control
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pointsof other objects, sharing the control points with other objects, or parametrize the control points to variables
in the Data Manager. The user can also create custom camera control widgets out of the geometric objects or
change the camera configuration by direct manipulation of the camera’s control points.
Figure 3 shows the point-based camera object in one of many possible configurations. The camera is dis-
played in wire-frame mode to reveal the center control point. The camera’s position is parametrized to the vari-
ables c x, c y, and c z, its direction of view to c ele and c azi, and the roll and zoom to c roll and c zoom.
Figure 3: Point-based camera.
5. EXAMPLES
Figure 4 depicts a robot arm that was constructed with the PGO editor. The robot arm comprises several dif-
ferent rotational and translational joints. The user can control the robot arm with the sliders, where each slider
manipulates one joint, or by manipulation of the robot arm itself.
Two camera objects are used in this scene. One camera is rigidly mounted on the end effector of the arm.
Therefore, this camera moves with the end effector and always displays what the end effector ‘sees’. In front of
this camera a slider has been constructed to control the zoom of the camera. This slider always remains in front
of the camera such that the user can adjust the zoom factor by manipulating the slider in the camera window.
The other camera has a static position. Its direction of view however, is coupled to the robot arm’s end effector.
So, this camera traces the end effector from a fixed position. The views of both cameras are depicted in Fig. 5.
The picture on the left in Fig. 6 shows an interface to a path planning application developed by K. Trovato [13]
and L. Dorst et al. [1]1. The interface shows two representations of a car parking problem. One representation
visualizes the task space: the street, the car, and the two obstacles in between which the car has to be parked by
the path planning program. The other representation shows the configuration space, called c-space. Here the
three parameters that describe the configuration of the car are visualized: two position parameters x and y, and
the car’s orientation . Each plane represents a particular angle of the car. Because  is cyclic the planes are
ordered in a cyclic order. Each plane represents the x and y parameters of the car. The areas in the planes that
are not filled represent a parameter configuration for the car such that it does not interfere with the obstacles.
1The path planning software is cby Philips Laboratories, 1988. Philips has four patents pending related to the vehicle planning methods
and control.
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Figure 4: Robot arm with camera objects.
Figure 5: View from the cameras present in the robot arm interface. Left the view from the camera mounted on
the end effector and right the view from the camera that traces the end effector.
The user can examine the c-space by manipulating two boundary planes in the c-space visualization to select a
region to be visualized.
The car can be dragged to a new initial or goal position by manipulating the car itself or its representation
in the configuration space: a small sphere. Also, the two obstacles can be resized by direct manipulation. The
traveled path of the car is visualized with wire frame projections of the car in the task space, and with a polyline
in the configuration space. A camera has been mounted on top of the car to get an impression of the scene from
the driver’s perspective as shown in the picture on the right in Fig. 6.
Figure 7 illustrates a different use of the camera object. Here, the control points of the camera have been
parametrized to variables in the Data Manager. A separate satellite process is used to control these parameters
and thereby to steer the camera. The satellite process has a user interface with several buttons that allow the user
to move or rotate the camera and zoom in or out. The satellite process interprets the user’s actions on the buttons,
computes new values for the variables to which the camera’s control points are parametrized and stores these in
the Data Manager. The control points of the camera then adapt their position according to the new values and
thereby alter the view.
An extensive library of such satellite processes could be developed where each satellite controls the camera in
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Figure 6: Interface to a path planning application. On the left an overview of the interface, on the right the scene
from the driver’s perspective.
a different fashion. The user can then select one of these satellites according to which is needed for the particular
application. The use of a satellite process to control the camera motions via variables in the Data Manager also
enables the usage of special input devices such as a head tracking device or a Spaceball. The satellite process
is then used as a device driver that reads out the device’s parameters and stores them in the Data Manager.
These examples illustrate some possible applications of point-based parametrizable cameras in the PGO edi-
tor. The camera object allows the user to fully customize the viewing of a 3D user interface in the same manner
as the user has constructed that interface itself. Many different viewing configurations can be realized yet the
camera model remains easy and intuitive to use.
6. CONCLUSION
3D Graphics applications can greatly benefit from multiple user defined or automated views. This holds partic-
ularly for customized 3D interfaces for computational steering where the user is to interact with a dynamic 3D
scene. Different viewing configurations will aid the user in understanding the 3D scene and provide support for
manipulations on the objects in the scene. The user should be enabled to create and define the views as he also
creates the interface itself and therefore will have specific ideas for the views on the interface.
The point-based parametrizable camera object presented in this paper provides an easy and intuitivemethod to
define multiple views with different configurations. The user can easily manipulate the views themselves, link
the views to objects in the scene or parametrize the views to (simulation) data for automated camera control.
Even though we have developed the camera object for usage in the PGO editor we think that the principle can
easily be adapted for usage in other applications.
One of the research items we want to explore in the near future is the aspect of view selection. If multiple
views are defined on a 3D scene, can we develop techniques for automated selection of the best view for a par-
ticular task? For instance, if multiple cameras are used to trace different objects through the 3D scene it might
be useful to automatically pop up the appropriate camera view upon selection of the object the camera traces.
Other future research areas include the use of multiple views in virtual reality applications and the development
of techniques for automated camera generation. REFERENCES
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