Abstract We consider the extreme values of a portfolio of independent continuous Gaussian processes P k i¼1 w i X i ðtÞ (w i 2 R; k 2 N) which are asymptotically locally stationary, with expectations E½X i ðtÞ ¼ 0 and variances Var½X i ðtÞ ¼ d i t 2H i ðd i 2 R þ ; 0 < H i < 1Þ, and a trend Àct for some constants ; c > 0 with > H i . We derive the probability Pfsup t>0 P k i¼1 w i X i ðtÞ À ct > ug for u ! 1, which may be interpreted as ruin probability.
Introduction
The tail behavior of stochastic processes is important e.g., for calculating ruin probabilities in insurance or finance. In this context we consider in this paper particular Gaussian processes, to determine the probability that a Gaussian process YðtÞ exceeds a certain boundary u 2 R in an interval T 2 R PðuÞ ¼ P sup In general, it is almost impossible to find the distribution of this supremum. Precise formulas are only known for a couple of stationary processes in a finite or infinite interval (cf. Adler (1990) ). The best we can do in general, is to derive the asymptotic behavior of PðuÞ when u ! 1. This asymptotic behavior is sufficiently interesting for its own. However, we are going to derive the probability that the Gaussian process YðtÞ ¼ XðtÞ À ct , with trend, exceeds some boundary u P sup
as u ! 1 with c; > 0. In insurance we may note that XðtÞ represents the sum of the claims up to time t, ct represents the sum of the premium payments up to time t and u the initial reserve of the firm. The ruin occurs if at some time t the sum of the claims is larger than the sum of premium payments and the reserve.
This problem is investigated for a class of Gaussian processes XðtÞ (including fractional Brownian motion and self-similar Gaussian processes) in Hü sler and Piterbarg (1999) and for integrated Gaussian processes in Debicki (2002) as well as Hü sler and Piterbarg (2004) . In these cases the probability PðuÞ is approximated by exceedances of YðtÞ in a small neighborhood of a unique point where the boundary ðu þ ct Þ='ðtÞ has smallest value. This boundary is the result of usual standardization of the process XðtÞ by 'ðtÞ where ' 2 ðtÞ denotes its variance. Often, only the (unique) point of maximal variance plays the important role. Here the trend has to be considered also, which results in the mentioned minimal boundary value.
In this paper we deal with another particular class of Gaussian processes. We think that a portfolio consists of many different processes X i ðÁÞ which can be modelled e.g., as fractional Brownian motions with E½X i ðtÞ ¼ 0 and Var½X i ðtÞ ¼ d i t 2H i and possibly different parameters H i 2 ð0; 1Þ and d i > 0. Therefore, we consider XðtÞ ¼ P k i¼1 w i X i ðtÞ as the portfolio of all risks at time t, with w i ð2 RÞ some weights. As mentioned, the biggest liability of the firm after its start of economic activities at time t ¼ 0 is then denoted by sup t>0 ðXðtÞ À ct Þ. Thus will be investigated. We assume that the X i ðÁÞ are independent processes. This probability is well-defined if H i < for all i. As mentioned above, the minima of the boundary function ðu þ ct Þ='ðtÞ have to be analyzed together with the path behaviour of XðtÞ in the neighborhood of possible minima.
Note that XðtÞ is thus a centered Gaussian process with variance
where W i ¼ w 2 i d i . Hence, we might set w.l.o.g. d i ¼ 1 or w i ¼ 1, since in the following only the W i _s are used. It is not necessary to assume that the Gaussian processes X i ðÁÞ are fractional Brownian motions. But certain regularity conditions will be assumed. E.g., we assume that the Gaussian processes are asymptotically locally stationary (see (8) in Condition (A1)) for large u. The processes with largest H i are important. Hence, let w.l.o.g. H ¼ H 1 ! H 2 ! . . . ! H k and define mð! 1Þ as largest index such that H m ¼ H.
In the next section we introduce the sufficient conditions on the Gaussian process XðtÞ and the main result which is proved in the third section. For its proof we need to investigate the local behaviour of the boundary function in the vicinity of the points with minimum value. This will be combined with the behavior of the weighted sum XðtÞ of Gaussian processes in these vicinities.
Weighted sum of Gaussian processes and main result
The portfolio XðtÞ is modelled as weighted sum of centered independent Gaussian processes X i ðtÞ with Var½X i ðtÞ ¼ t 2Hi with the mentioned numeration H ¼ H 1 ! H 2 ! . . . ! H k . Defining the standardized process e XðtÞ ¼ XðtÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
we analyze
is the boundary function and
We make an appropriate time transformation such that the points where the boundary values are minimal, remain finite as u ! 1. Let for each u
The transformed centered Gaussian processes, depending on u, are denoted by
The time transformation results in the corresponding boundary function f u ðsÞ: 
À1 ð7Þ
withc ¼ cW
Note that u ðsÞ ! 1 as u ! 1. The boundary f u ðsÞ may have several points with minimal value, depending on u. The smallest of these points is denoted by s u * ¼ inffargmin f u ðsÞg. We will show that these points with minimal value converge to the point of minimal value of vðsÞ. Hence we have to investigate the approximation of the probability: (A2) For j > m, let K 2 j ðÁÞ be such that lim sup h#0 K j ðhÞ KðhÞ < 1, as u ! 1. This condition implies that j also for j > m. Note that (A2) holds for j m also by (A1). We use in the following Pickands constant defined by Theorem 2.1: Let X i ðtÞ; t > 0; ði ¼ 1; . . . ; kÞ be independent centered continuous Gaussian processes with variance d i t 2H i and Àct a trend where ; c; d i > 0 and 0 < H k . . . H 1 < minf1; g. Let w i 2 R denote the weights. Assume the conditions (A1) and (A2) with 0 < i < 2 and (9). Then, the tail behavior is given by
Remark 2.1: In some particular cases we have explicit expressions for s u * and 
which is the result of Hü sler and Piterbarg (1999) . But this result holds also for a more general Gaussian process, not only for a fractional Brownian motion, if the stated assumptions (A1) and (9) This simple situation holds also with more than two processes, if
If in addition to H j also some of the j _s are equal to 1 ¼ , then the result depend on the possible domination of one of the K j _s. For example, let H j ¼ H 1 ; for all j m ¼ k, and 1 ¼ j for j m 0 m with 1 < j for j > m 0 . In addition, assume that K j $ c j K 1 for j m 0 and some c j ! 0, as h ! 0. Then e W W ¼ P j m 0 W j D j c j with c 1 ¼ 1, and the result of Theorem 2.1 holds with
0 Þ dominates the others, by renumbering let this be K 1 , then this would mean that c j ¼ 0 for all 1 < j m 0 . The result holds then also with such c j _s.
Proof Idea of the proof:
Applying the time transformation (2), the original problem gets
In Proposition 3.2 we show that all minima of f u ðsÞ occur in the interval ½s u * À ðuÞ; s 0 , where s u * ¼ inffargmin f u ðsÞg. Therefore we split P 9s > f 0 : e X X ðuÞ ðsÞ > f u ðsÞg into the probabilities P 9s 2 S u : e X X ðuÞ ðsÞ > f u ðsÞ n o and P 9s 6 2 S u : e X X ðuÞ ðsÞ > f u ðsÞ n o :
where S u ¼ ½s u * À ðuÞ; s u * þ ðuÞ. Then we will show that for u ! 1 P 9s 6 2 S u : e X X ðuÞ ðsÞ > f u ðsÞ n o ¼ o P 9s 2 S u : e X X ðuÞ ðsÞ > f u ðsÞ n o :
We choose ðuÞ ¼ u H À1 log u, since we need later that ðuÞu
Hence it remains to analyze the asymptotic behavior of the leading probability term, where s 2 S u . For this proof we need to know the behavior of the portfolio process X ðuÞ ðsÞ or e X X ðuÞ ðsÞ and the boundary function f u ðsÞ.
Properties of the portfolio process
By the definition of the portfolio process its behavior can be characterized as follows.
Lemma 3.1: For i k; the means and variances are given by
Proof: The processes are obviously centered. For any i m and j > m, the variances are simply
as u ! 1, and To derive the claim, we split the sum 
Í
Remark 3.1: The boundary function f u ðsÞ is continuous, has the limits lim s!0 f u ðsÞ ¼ lim s!1 f u ðsÞ ¼ 1 and at least one minimum, tending to 1, as u ! 1. Unfortunately, f u ðsÞ is a non-algebraic function and thus explicit solutions for the minimum points of f u ðsÞ do not exist in the general case k > 1. Further it is unclear whether the global minimum is unique.
Because of Remark 3.1 we need an upper and a lower simple approximation function of f u ðsÞ. Let us define
For ðuÞ > 0, we introduce the functions
and for some small s 1 < minf1; s 0 À ðuÞg
The constant s 1 is chosen such that f À u;1 ðsÞ is strictly decreasing in ð0; s 1 Þ. This holds because
, which is true if s < s 1 for some s 1 > 0 small enough.
Since 1 þ u ðsÞ is strictly increasing, we have 
Even if there are more than one point with minimal boundary value, they all converge to s 0 which is shown next since this holds for the smallest of these points, denoted by s* u . We derive the probability that X ðuÞ ðsÞ exceeds f u ðsÞ for s 2 S u by applying a result of Brä ker (1993a), given also in Brä ker (1993b), similar to Hü sler and Piterbarg (1999) . This probability will be the major contribution to the investigated probability, asymptotically. Brä ker's result (formulated below) is given for locally stationary Gaussian processes, being not dependent on u. So a further approximation step is necessary since X ðuÞ ðsÞ depends on u.
Proposition 3.4: Assume (A1) and (A2). Then with the correlation function
KðÁÞ of X ðuÞ ðsÞ we have for u ! 1 P 9s 2 S u : e X X ðuÞ ðsÞ > f u ðsÞ
Proof: To apply Bra¨ker's Theorem (Bra¨ker, 1993a), we need to approximate e X ðuÞ ðsÞ by Gaussian processes U þ ðsÞ and U À ðsÞ which are independent of u. The original probability will then be estimated applying Slepian's inequality (Adler, 1990 for any # > 0, since ðuÞ ! 0 for u ! 1. Applying Slepian's inequality we get P 9s 2 S u : e X ðuÞ ðsÞ > f u ðsÞ n o P 9s 2 S u : U þ ðsÞ > f u ðsÞ f g P 9s 2 S u : e X ðuÞ ðsÞ > f u ðsÞ n o ! P 9s 2 S u : U À ðsÞ > f u ðsÞ f g :
We now calculate the two probabilities P AE ðuÞ ¼ P 9s 2 S u : U AE ðsÞ > f u ðsÞ f g for s; s 0 2 S u and show that P þ ðuÞ ¼ ð1 þ Oð#ÞÞP À ðuÞ for u ! 1. Hence the probability Pf9s 2 S u : e X ðuÞ ðsÞ > f u ðsÞg is asymptotically equal to P þ ðuÞ or P À ðuÞ, letting # ! 0. We have to verify that f u ðsÞ satisfies the assumptions (f1), . . . , (f5) of Brä ker's Theorem (Brä ker, 1993a) (or Brä ker, 1993b), for the derivations of P þ ðuÞ and P À ðuÞ. We consider only P þ ðuÞ, since the other term is derived in the same way. Brä ker's result states that if the following conditions (f1), (f2), (f3), (f4) and (f5) hold, then the P þ ðuÞ can be asymptotically approximated by the expression given bellow in 12. 
as u ! 1 with e L LðÁÞ a slowly varying function. To estimate f u 0 ð$Þ we use that f u 0 ðs u * Þ ¼ 0 and Proposition 3.3:
since $ À s u * ðuÞ for $ 2 S u , by the choice of ðuÞ. Putting together the estimations of D u ðsÞ and f u 0 ðsÞ we have 
É
Thus we can apply Brä ker's Theorem since the considered stochastic process U þ ðsÞ is a locally stationary Gaussian process with index 2 ð0; 2Þ, is independent of the parameter u and the sequence of boundary functions f u ðsÞ satisfies the conditions (f1), . . .,(f5). Brä kers' result states that
where L u ¼ R Su ! u ðsÞds since gðs; (Þ ¼ 0 and where for s 2 S u
We derive the behavior of the integral L u as u ! 1. Since K À1 ðÁÞ is regularly varying with index 2=, it follows uniformly for s 2 S u
Since f u ðsÞ=f u ðs 0 Þ ! 1, as u ! 1, uniformly for s 2 S u , we derive with Proposition 3.1 We expand the exponent of the integrand for s ! s u * and we get for P þ ðuÞ the approximations
In an analogous way we get the same approximation for P À ðuÞ, replacing þ# by À#. Taking the limit # ! 0, finishes the proof of Proposition 3.4. The probability of an exceedance outside of S u is bounded by the sum of the following four terms: :
Proof: We split the interval s 2 ; 1 ½ Þinto subintervals I j ¼ s 2 þ j À 1; s 2 þ j ½ Þ , j ! 1, and apply again Piterbarg's theorem for every subinterval I j . We assume for simplicity that C in (9) is larger than 1, otherwise we would select smaller subintervals or adapt the constants in (9). Since js À s 0 j 1 for all I j , jI j j ¼ 1, we have 
