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Abstract. In this paper we give an account of a new change of perspective in non-
linear modelling and prediction as applied to smooth systems. The core element
of these developments is the Gamma test a non-linear modelling and analysis tool
whichallowsustoexaminethenatureofahypotheticalinput/outputrelationshipin
a numerical data-set. In essence, the Gamma test allows us to efﬁciently calculate
thatpartofthevarianceoftheoutputwhichcannotbeaccountedforbytheexistence
of any smooth model based on the inputs, even though this model be unknown. A
keyaspectofthistoolisitsspeed:theGammatesthastimecomplexityO(M logM),
where M is the number of data-points. For data-sets consisting of a few thousand
pointsandareasonablenumberofattributes,asinglerunoftheGammatesttypically
takesafewseconds.Aroundthisessentiallysimpleprocedureanewsetofanalytical
tools has evolved which allow us to model smooth non-linear systems directly
from the data with a precision and conﬁdence that hitherto was inaccessible. In this
paper we brieﬂy describe the Gamma test, its beneﬁts in model identiﬁcation and
model building, and then in more detail explain and motivate the procedures which
facilitate a Gamma analysis.We brieﬂy report on a case study applying these ideas
to the practical problem of predicting level and ﬂow rates in the Thames valley
river basin. Finally we speculate on the future development and enhancement of
these techniques into areas such as datamining and the production of complex non-
linear models directly from data via graphical representations of process charts and
automated Gamma analysis of each input-output node.
Keywords: Gamma test, noise estimation, signiﬁcant variable identiﬁcation
1 Introduction
Over the last seven years a quiet revolution has been taking place in the subject of
data driven, non-parametric, non-linear modelling and prediction.
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Suppose we are given a set of input-output data
{x1(i),...,xm(i),yi} = {(xi,y i)|1 ≤ i ≤ M}, (1)
wherewethinkofthevectorx = (x1,...,x m) ∈ Rm astheinput,conﬁnedtosome
closed bounded set C ⊂ Rm, and (without loss of generality) the corresponding
scalar y ∈ R as the output, and asked: to what extent is the output determined by
the input?
If we have sufﬁcient a priori knowledge of the system under investigation we
canusethemethodofparametricstatistics formodelconstruction,wherewemake
some speciﬁc assumptions about the form of the relationship between x and y and
attempt to ﬁnd the ‘best ﬁt’for the parameters in the hypothesized relationship. In
many cases however we do not have sufﬁcient information with which to construct
a parametric model and traditionally we are forced to study quantities such as
correlations, auto–regressions or co–variances, all of which are likely to be rather
crude estimators of the ‘average’ causal relations between the input variables and
the output we seek to predict.
Data–derived modelling techniques seek to construct models of a system di-
rectly from a set of measurements of the system’s behaviour, without assuming any
a priori knowledge of the underlying logical rules or equations that determine this
behaviour. Without further assumptions the class of potential models is enormous,
ranging from logic functions through rule based systems and probabilistic models
to parameterized functions.
Historically the construction of non-linear models from sampled data has been
very much a subjective process. This in part stems from the enormous diversity of
possiblemodellingtechniquesandthedifﬁcultyofassessingthequalityofthedata.
Forexample,fordatadescribingdiscreteinputattributeswithcontinuousordiscrete
outputs one might consider a rule based system of modelling such as a decision-
tree approach [Quinlan, 1986].At the other extreme, input and output variables are
continuous and, if the unknown process being described by the data is suspected to
be non-linear, one might consider a modelling technique based on neural networks
(see [Bishop, 1996] for an excellent up-to-date account), but this itself historically
hasbeenasomewhathitandmissprocedure.Moreover,thevalidationofthechosen
modelling technique is frequently purely empirical – the best possible non-linear
model is built using the selected technique. If these attempts are successful then
the original choice is deemed to be vindicated, otherwise an alternative technique
is tried or the failure simply ascribed to ‘bad data’.
A dispassionate observer might be forgiven for concluding that this state of
affairsissomewhatunsatisfactory,perhapslackingingoodscientiﬁcmethodology.
No single approach can address all of these issues – the extraction of good
non-parametric models from data of diverse types and diverse quality is a very
broad problem. However, some aspects of these issues can be addressed in a more
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In this paper the focus is on smooth models of continuous variables. We do not
consider the case of discrete input or output variables, although in some circum-
stances some of the techniques described here might conceivably be applicable.
One consequence of this decision is that we largely sidestep the question of ‘what
type of model should be constructed’.
Thisworkstartedin1995(ﬁrstreportedin[Konˇ car,1997;AðalbjörnStefánsson
et al., 1997]), with the conjecture that a very simple algorithm, the Gamma test,
could be used to estimate directly from a given input/output set of data the extent to
which the data derived from an underlying smooth model, even though this model
was unknown. This is more remarkable than might ﬁrst be apparent.
– If linear regression is characterized as the ability to provide an estimate of
‘goodness of ﬁt’against the class of linear models, then the Gamma test is non-
linear regression, because it provides an estimate of ‘goodness of ﬁt’ against
the class of non-linear smooth models which have bounded partial derivatives.
The potential advantages of having available a data-derived estimate of noise
were apparently largely overlooked, in all probability, ﬁrst because efforts were
mostlyfocussedontheapproximatereconstructionoftheunknownfunctionalmap-
ping and second most people seemed to have assumed that derivation of a noise
estimatewasimpossiblebecausetheunderlyingfunctionalmappingwasunknown.
In 2001 we were eventually able to supply a proof of the original conjecture in
a wide class of situations [Evans, 2002; Evans and Jones, 2002; Evans et al., 2002]
and the tool was thus promoted from a useful heuristic algorithm to a validated
tool for statistical analysis. Far from concluding the theoretical analysis, these two
papers have merely opened the door to what promises to be a new rich area of
investigation.
Although our recent efforts have mostly focussed on developing the underlying
mathematical theory of the Gamma test and its extensions, work on applications
has been continuous over the period 1995-2002 and these practical experimental
investigationshaveresultedinthedevelopmentofvarioustechniques,orprotocols,
in the application of the Gamma test.
To apply, or experiment with, the Gamma test a software implementation is
required. If one is dealing with relatively small data sets, where the number of
data points M is at most a few hundred, and the requirement is for a few simple
Gamma tests, then the time complexity of the algorithm is not critical and it can be
implemented very easily with time complexity O(M2) in half an hour of program-
ming effort. However, if one wants to process large, high dimensional, data sets,
and perform many Gamma tests, then the time complexity of the implementation
becomescriticalandmoreprogrammingeffortisrequiredtoproduceafastrunning
O(M logM)implementation. We packaged our own implementation as a software
product1 described in [Durrant, 2001] called winGammaTM and the illustrative
results generated for this paper were produced using this software package.
1 Available under under licence from the Department of Computer Science, Cardiff University.112 A.J. Jones
We refer the reader to the introductory section of [Evans and Jones, 2002] for a
more detailed description of the Gamma test and some of the generic applications.
Here, for completeness, in the next section we develop some notation and then
simply state the algorithm. We then proceed to describe some useful analytical
toolswhichfacilitatethewholeprocessofmodelidentiﬁcationandmodelbuilding,
brieﬂy describe the highlights of a case study on Flood prediction, and ﬁnally
speculate on future developments.
1.1 The Gamma test
The Gamma test was ﬁrst brieﬂy reported in [Konˇ car, 1997] and [Aðalbjörn Ste-
fánsson et al., 1997], and later discussed and used in [Chuzhanova et al., 1998;
de Oliveira, 1999; Tsui, 1999; Durrant, 2001; Jones et al., 2002], and [Tsui et al.,
2002].
Suppose we are given an input-output data set of the form (1). If y is a vector
we can treat each component separately and, with very little extra computational
overhead, return a Gamma statistic for each component of y.
As the terms ‘input’and ‘output’might suggest we assume that in some sense
or other y is ‘determined’by x, or by some subset of the components of x. For our
purposes a model is an algorithm constructed from the initial data set {(xi,y i),1 ≤
i ≤ M} which, when given a previously unseen query vector x, can be used to
predict the associated output y. It is an implicit requirement that the process of
model construction and query should be computationally efﬁcient. In practice this
means that at worst model construction should scale as O(M logM) and querying
the model for a single input vector should at worst scale as O(logM)a sM →∞ .
Suppose also that the underlying relationship between the input vector x and
the output y is highly non-linear and we have no a priori knowledge which we can
use to construct a parametric model.
In [Aðalbjörn Stefánsson et al., 1997] a radical new approach, termed the
Gamma test, to this general problem is outlined. The idea is quite distinct from
earlier attempts at non-linear analysis. Here, rather than pre-suppose some particu-
larparametricformfortheunderlyingnon-linearmodel,wesupposethatitbelongs
to some general class of functions. In particular we suppose that the underlying re-
lationship is of the form
y = f(x 1 ...x m) + r (2)
where f is a suitably smooth function and r is a random variable which represents
noise2. Without loss of generality we can assume that the mean of the distribution
of r is zero (since any constant bias can just as well be subsumed into the unknown
function f) and we may wish to make some further reasonable restrictions, for
2 Actually, the notion of ‘noise’ we use here can be quite subtle and we shall discuss this later in
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example that the variance Var(r)o fr is bounded. Thus the domain of possible
models now becomes restricted to (say) the class of functions which have bounded
ﬁrst and second partial derivatives.
Despite the fact that f is unknown, under these circumstances, and making
some other (fairly reasonable) assumptions, the Gamma test provides an estimate
for Var(r). Moreover, this estimate can be derived in O(M logM) time, where
the implied constant depends on the dimension m of the input space. The esti-
mate of that part of the variance of the output that cannot be accounted for by a
smooth data model is called the Gamma statistic, denoted by  . The Gamma test
is non-parametric and the results apply regardless of the particular methods used
to subsequently build a model.
TheGammatestestimatesVar(r)inO(M logM)timebyﬁrstconstructingakd-
tree using the input vectors xi(1 ≤ i ≤ M) and then using the kd-tree to construct
lists of the kth (1 ≤ k ≤ p) nearest neighbours xN[i,k](1 ≤ i ≤ M)o fxi. Here p
is ﬁxed and bounded, typically p ≈ 10. The algorithm next computes
δM(k) =
1
M
M  
i=1
|xN[i,k] − xi|2 (3)
where |.| denotes Euclidean distance3, and
γM(k) =
1
2M
M  
i=1
(yN[i,k] − yi)2 (4)
where yN[i,k] is the output value associated with xN[i,k] (note that yN[i,k] is not
necessarily the kth nearest neighbour of yi in output space). Finally the regression
line γM(k) =   + AδM(k) of the points (δM(k),γM(k))(1 ≤ k ≤ p) is computed
and the vertical intercept   returned as the estimate for Var(r). The slope param-
eter A is also returned as this normally contains useful information regarding the
complexity of the unknown surface y = f(x).
The main result of [Evans and Jones, 2002] is that if C is a compact convex
body in Rm and data samples x ∈ C are selected with a smooth positive sampling
density φ, then the number   returned by the algorithm converges in probability to
Var(r) as M →∞ . 4
How the computation of the kth nearest neighbour lists is implemented is a
signiﬁcant factor in both the speed of this algorithm and the time-complexity scal-
ing properties as M increases. Using the kd-tree data structure ﬁrst discussed by
[Bentley, 1975], (see also [Friedman et al., 1979]), the near neighbour lists can be
3 Other metrics can be used, and which is most appropriate may be application dependent. However,
since any two metrics in Euclidean space are equivalent to within a positive constant, the asymptotics
of interest remain invariant with respect to a change of metric. Nevertheless, the rate of convergence
may be optimized by an improved choice of metric.
4 It seems likely that this result might be strengthened so that the convergence is ‘almost surely’.114 A.J. Jones
constructed in O(M logM) time, although there are now numerous fast methods
for constructing kth nearest neighbour lists.
We note, in passing, that in principle it is possible to parallelize the Gamma test
algorithmbypartitioningtheinputspaceappropriatelyandcombiningtheresulting
tree structures as a ﬁnal step. In practice this has never proved necessary for the
datasetswehaveconsidered,althoughthereotheraspectsofafullGammaanalysis
which it may be worthwhile to consider parallelizing (see Sect. 3.3).
1.1.1 The slope constant A
TheGammatestalgorithmalsoreturnstheslopeAoftheregressionline.Following
equation (7.6) of [Evans and Jones, 2002] if we assume that the near neighbour
vectors xN[i,k] − xi are independent of the function f then
A = A(M,k) =
1
2
Eφ(|∇f(xi)|2 cos2 θi) (5)
where θi denote the angle between the vectors (xN[i,k] − xi) and ∇f(xi).
The phrase ‘independent of the function f’deserves some explanation. In the
theoryof[EvansandJones,2002]thesamplingdistribution ,withdensityfunction
φ, in input space is considered to be unrelated to the function f we seek to model.
However,inaniterativerecursivemodelofachaoticdynamicalsystem,asdescribed
later in Sect. 3.4, the ergodic sampling process in input space is driven by the very
function we are trying to model (as in equation (9)), so it is in principle possible
that the near neighbour vectors xN[i,k] − xi are not statistically independent of the
gradient vectors ∇f(xi), in which case the step from equation (7.5) of [Evans and
Jones, 2002] to equation (7.6) would not be justiﬁed.
Under the conditions of a smooth positive sampling density φ it seems clear
thatthelimitingvalueofA(M,k)isactuallyindependentofk (althoughforergodic
sampling over a chaotic attractor this is not always the case – see Fig. 11 [Evans
and Jones, 2002]).
If we further assume that |∇f(xi)|2 is independent of cos2 θi then
A =
1
2
Eφ(|∇f(xi)|2)Eφ(cos2 θi) (6)
Ifm = 1thenθi takesonlythevalues0andπ.Ifweassumeittakesthesevalueswith
equal probability then Eφ(cos2 θi) = 1. If m>1 then one might assume instead
that the θi are uniformly distributed over [−π,π] and then Eφ(cos2 θi) = 1/2.
Asymptotically we then have
A =

  
  
1
2
Eφ(|∇f(xi)|2) if m = 1,
1
4
Eφ(|∇f(xi)|2) if m ≥ 2.
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Whilst these diverse assumptions are not always true, for example, see Sect. 8(c) of
[EvansandJones,2002],eq.(7)isremarkablyrobustinpracticaldataanalysis.Thus
the slope A returned by the Gamma test gives a crude estimate of the complexity
of the unknown surface f we seek to model.
1.1.2 Local versus global
We have assumed in our discussion that the noise distribution is homogeneous (i.e.
constantorﬁxed)acrosstheinputspace,soafortiori thenoisevarianceisconstant.
Suppose we had sufﬁcient data to evaluate a Gamma statistic in a small localised
region of the input space. Then this estimate for the local noise variance will give
essentially(allowingforsamplingvariation)thesameresultastheGammastatistic
evaluated globally. This reﬂects the ‘noise homogeneity’ assumption made in the
proof of the Gamma test presented in [Evans and Jones, 2002].
However, if the noise variance is non-homogeneous across input space, then
localised Gamma statistics will vary, but (subject to reasonable conditions) the
global Gamma statistic will represent an average (with respect to the sampling
density φ) of the local noise variances across the whole space (an example is given
in Sect. 3.2).
Thus the Gamma statistic can be viewed as either local or global, depending
on the region of the input space from which the data used to compute it is drawn.
Mostly we use a global estimate, because we rarely have sufﬁcient data to afford
the luxury of computing many local Gamma statistics.
1.2 Implications of the Gamma test
Inpracticewhenbuildinganon-linearmodelfromdatawewanttoknowtheanswers
to questions such as:
– Do the inputs determine the output by a smooth model?
– Given an input vector x how accurately can we predict the output y?
– How many data points does one need to be able to make a prediction with the
best possible accuracy?
– Which inputs are relevant in making the prediction and which are irrelevant?
Given sufﬁcient data all of these questions are often easily answered by the
Gamma test. For example, if the Gamma statistic is large (compared with the
varianceofy)thenitisnotlikelythattheoutputsaredeterminedfromtheinputsby
a smooth model, whereas if the Gamma statistic is small or close to zero then this
becomes more likely. Thus Vratio =  /Var(y) provides a scale invariant measure,
normally in the range [0, 1], of the ‘goodness of ﬁt’ of the data with respect to
the class of smooth functions with bounded derivatives. Indeed, 1 −| Vratio| =
1 −|  |/Var(y)iscloselyanalogoustotheconventionalr2 statisticwhichestimates
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extenttowhichthedataﬁtsasmoothnon-linear model.WesayVratiois‘normally’
in the range [0, 1] because ifVar(r) is equal to (or close to) zero (or M is too small),
itcanhappenthat  derivedfromthealgorithmisnegative(inwhichcasewemight
replace by| |forourestimateofVar(r)),similarlyitispossiblethat >Va r ( y ) .
– IfVratioisclosetozerothedataishighlylikelytoderivefromasmoothfunction
f.I fVratio is close to one then we should abandon any attempt to ﬁt the data
to a smooth model.
Of course, this assumes that we have some way to measure our conﬁdence in
the Gamma statistic as an estimate for Var(r), and this is an issue we examine in
Sect. 2.2.
Unlike the conventional ‘least-squares-ﬁt’of linear regression, which provides
notjustthegoodnessofﬁt,intermsofthestandarderror,butalsoanestimateforthe
actual underlying linear function, the Gamma test provides only an estimate for the
‘non-linear goodness of ﬁt’.Although the Gamma test gives very little information
about the best ﬁtting function from the allowed class, it nevertheless facilitates
the construction of such a model. To actually build the model we use information
fromtheGammatestcombinedwithothernon-parametrictechniques,suchaslocal
linear regression or neural networks which we discuss brieﬂy in Sect. 4.
1.2.1 How much data does one need?
The bane of the non-linear analyst’s existence is the issue of how much data is
available. One is frequently presented with data sets consisting of twenty inputs
and a sample of less than one hundred points! Even with the restriction to models
having bounded derivative, when one considers the enormous range of possible
models and the fact that initially one has no idea of the intrinsic noise level present
in the data, the issue plainly becomes more a question of ‘Can I say anything at
all at some reasonable conﬁdence level?’. If the data reﬂects an intrinsically linear
process, or one has some insight into the parametric form one might expect the
relationshiptotake,thenonemaybeabletoperformananalysisthatismeaningful.
Otherwise, from the viewpoint of the non-linear analyst the situation is rather dire,
and one may be reduced to suggesting the application of Bayesian statistics, or
other forms of statistical analysis. 5
Clients, government agencies, and sometimes scientists who should know bet-
ter, persistently underestimate the importance of accurate, copious and timely data
collection if they want to have conﬁdence in the resulting analysis and predictions
of non-linear phenomena. Whilst the Gamma test has introduced new possibili-
ties into non-linear analysis, it is not a ‘magic wand’ that can make the very real
problems inherent in the subject simply vanish. The golden rule is:
– You cannot predict or control a non-linear system that you do not measure.
5 This is not intended to suggest that “Bayesian statistics is the last refuge of the scoundrel". On the
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To be effective in accurately estimating Var(r) the Gamma test requires the
number of data points M to be relatively large; even for one dimensional input
vectors and moderately noisy data we may require over a hundred data points
beforewecanhaveconﬁdenceinourconclusions.Similarlytobuildamodelwhich
performs with the predicted MSError we may need a comparably large number
of points. With high dimensional input data we may, of necessity, require orders
of magnitude more data. However, this should not surprise us, it is intrinsic to the
natureoftheundertaking.Alinearmodelisdeterminedbyveryfewparametersand
naturally requires less data to ﬁt, whereas here we seek to quantify the goodness of
ﬁt against a huge class of potential models, each of which may be determined by
an inﬁnite set of parameters.
– What is surprising is that this can be done at all.
However,allthisdoesnotnecessarilymeanthatthesituationisentirelyhopeless
when faced with small data sets. We may still be able to exploit the fact that the
Gamma test can be used to identify important input variables, because in such an
analysis we are comparing numerous6 Gamma statistics computed from the same
data, and what is important is their mutual relative magnitude, not their precise
values. In this way we may be able to simplify the model by eliminating input
variables. Each such variable eliminated makes the model simpler and enhances
the value of the data set when it comes to model building. For example, we have
obtained very interesting predictive models for UK Property Prices on relatively
small data sets, see [Wilson et al., 2003].
Still,thefactremainsthatinitiallytheprincipalapplicationareasoftheGamma
testarelikelytobethosewhereinstrumentationisusedtoautomatethegatheringof
relatively large quantities of data, such as physics, engineering, and signal process-
ing. In practice, given current desktop computing power, the computations become
time consuming at around M ≈ 100,000.
1.3 Over-ﬁtting and the hypothesis of bounded derivative
One simple measure of the performance of a model on unseen data for which
the measured outputs are known is the mean-squared error over the test data. If
{yi : i ∈ U} is a previously unseen set of measured values of an output and
{ˆ yi : i ∈ U} is a set of predictions for yi then the mean-squared error MSError of
the predictions is given by
MSError =
1
|U|
 
i∈U
(ˆ yi − yi)2 (8)
The MSError is not an ideal measure in all respects. For example, in ﬁnancial
applications we may have a time series model with a small MSError, but which
6 Often an enormous number – see Sect. 3.118 A.J. Jones
shows no particular propensity to accurately anticipate turning points (a factor of
particular interest to users in this context). This may be because of some limitation
in the model or it may be, for example, because the underlying process has some
characteristicsofarandomwalk.Inanyevent,smallMSError maynotbesufﬁcient
for the intended purpose in some situations.
When constructing a non-parametric non-linear model, the natural tendency is
to try to minimize the mean squared error of the model against the training data.
However, if there is signiﬁcant intrinsic noise in the data then training down to
a MSError close to zero (an option not available to us with a linear model) will
be counter productive. If we attempt to do this then the only way that the model
can accommodate the noise in the data is to evolve into a surface y = h(x) with
more and more folds. Since the region C in which the input vectors lie is supposed
closed and bounded, this means that as progressively more data points are used in
training,i.e.asM becomeslarge,theaverageof|∇h|2 mustincrease,asthesurface
‘crinkles’ in an attempt to accommodate the noise. Thus in data with signiﬁcant
noise, as we increase the number of training points, and in each case attempt to
train to a MSError of zero, we should expect to see the mean square of the gradient
of the model surface tend to inﬁnity. 7
– But the fundamental assumption we work on, is that the true surface y = f(x),
which we seek to approximate with the model y = h(x),i sﬁxed with bounded
derivative and so cannot have arbitrarily large |∇f|2.
Thus there must come a point where the model is effectively starting to memo-
rize the noise, and it will then perform poorly when tested against data not used in
the training process. Indeed, it is generally well understood that driving the MSEr-
ror of the model h as close as possible to zero, regardless of the noise level in the
data, is counter-productive, and this is referred to as over-ﬁtting the model.
Example. The noisy sine data. Suppose we deﬁne f(x)= sin(x), generate M =
500 uniformly distributed points x ∈[ 0,2π] and construct the corresponding
output values y by adding a uniformly distributed noise component with a variance
of 0.075 to each of the f(x)values.
Figure 1 shows the model obtained by training a 1 → 5 → 5 → 1 neural net-
work8 to a mean squared error of 0.0786, which is close to the Gamma statistic of
  = 0.0795 derived with p = 10, on M = 100 points of noisy sine data, while
Fig. 2 shows the model obtained by training a 1 → 5 → 5 → 1 neural network to
a mean squared error of 0.056, signiﬁcantly below the Gamma statistic. In both
cases the model is plotted in red while the function f(x) = sin(x) is plotted in
black. Figure 2 vividly illustrates the effects of over-ﬁtting. What is surprising in
7 Indeed, this is exactly what happens to the slope parameter A if we run the Gamma test on data in
which the output variable y is randomly generated (of course,   approaches Var(y) in this case).
8 The notation indicates a feedforward network with 1 input node, 2 hidden layers of 5 nodes and 1
output node.New tools in non-linear modelling and prediction 119
Fig. 1. Model (red) trained (M = 100) to a mean squared error of 0.0786 (Courtesy of [Evans, 2002])
Fig. 2. Model (red) trained (M = 100) to a mean squared error of 0.056 (Courtesy of [Evans, 2002])
practice is how rapidly the model degenerates once training proceeds beyond the
point where MSError ≈  .
From what has been said it should be plain that there is no point in training or
building a smooth non-linear model beyond the point where the MSError over the
trainingsetfallsmuchbelowVar(r).Allthingsbeingequal,stoppingtrainingatthis
point this should result in a smooth model which has near minimal MSError when
predicting the output using input data not seen in the model construction process9.
Thus we can now dispense with the necessity of spitting the data into three
sets, and during training periodically testing a neural network against the second
set, using a rise in MSError as a stopping criterion for training. Of course, it still
remains prudent to retain the third unseen test set to validate the model.We should
expect the performance of the model on the unseen test set to produce a MSError
which is also close to the   value. Moreover, this is going to be close to the best
9 Onemightgofurtherthanthis:aperfectmodel inthiscontextisoneforwhichtheerrordistribution
on unseen data is identical to the noise distribution. In particular not just the variances should be the
same but all the higher moments (see [Durrant, 2001]).120 A.J. Jones
performance obtainable by a smooth model when tested against the (noisy) data,
although the model itself may be near perfect.
– Thus one problem of model construction solved by the Gamma test is at what
point to cease training.
It is also useful to know just how much training data is required to produce a
good model that will perform with this MSError. In practice the situation appears
to be that if the M-test (see Sect. 2) graph is stabilizing and has reached a particular
  =  0 atM = M0,thenbyusingtheseM0 pointswecantraindowntoaMSError
that closely approximates  0 and obtain a model which performs at this level when
tested against unseen data drawn from the same process that generated the training
data.
– Thus another problem of model construction which the Gamma test helps with
in practice, is that it indicates just how much data we need to produce a model
that performs with the appropriate MSError.
If (as M becomes very large) the Gamma statistic indicates that Var(r)i se s -
sentially zero, then in principle by taking progressively more training data we can
reduce the MSError of our model as close to zero as we wish without risk of over-
ﬁtting. However, this is a situation more likely to arise in artiﬁcially constructed
demonstrations rather than in the analysis of real data sets.
2 Analytic tools
Whilst a single Gamma test provides a useful ﬁrst insight into the nature of the
data, if we wish to provide a comprehensive data analysis we require more sup-
porting tools, which may involve a large number of Gamma tests. In this section
we describe some of the basic data analysis tools that have developed around a fast
implementation of the Gamma test.
2.1 Nearest neighbour analysis: the regression line and scatter plot
The Gamma test computes   by means of a linear regression on the points (δM(k),
γM(k)) (1 ≤ i ≤ M), where typically p ≈ 10, and examination of this regression
line can be revealing. It is even more revealing if it is combined with a scatter
plot of the points from which it is computed, i.e. (|xN[i,k] − xi|2, 1
2(yN[i,k] − yi)2),
(1 ≤ k ≤ p,1 ≤ i ≤ M).I fM is very large a random selection of these points
sufﬁces for the scatter plot. For simplicity we refer to these points as (δ,γ) pairs.
In low noise data we expect that as δ → 0 then γ → 0 and we should see a
characteristic wedge shaped blank in the distribution in the lower left hand corner
of the scatter plot.The main features of the Gamma regression line and scatter plot
are illustrated in Fig. 3.New tools in non-linear modelling and prediction 121
Ifthedataislowprecisionthenvertical(orhorizontal)bandswillbeapparentin
the scatter plot, since there will be many pairs (xN[i,k],y N[i,k]),(xi,y i) for which
δ =| xN[i,k] − xi|2 (or γ = 1
2(yN[i,k] − yi)2) take the same value.
High density of plot points in the shaded region corresponds to high noise on y.
Points with high δ and relatively high γ may correspond to outliers. It is sometimes
helpful to isolate and examine such points.
Fig. 3. Main features of the scatter plot and associated regression line with plot points (red)
Example. Comparison of scatter plots. To illustrate the interpretation of scatter
plots we return to the noisy sine data. Initially, if we add no noise, we obtain Fig. 4
- note the wedge shaped absence of points in the lower left corner.
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gamma -8.67619·10-7
Fig. 4. Sine data (no noise). Scatter plot (M = 500, p = 10) and regression line
If we now add noise with a variance of 0.075 we obtain Fig. 5. Here the blank
wedgehasdegraded,sincenoiseispresent,evenwhenδ issmallwemaystillobtain
a relatively large γ.122 A.J. Jones
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Fig. 5. Sine data, added-noise variance 0.075. Scatter plot (M = 500, p = 10) and regression line
The Gamma regression line and scatter plot can sometimes reveal other unex-
pectedcharacteristicsofthedata.Ifthedataisgeneratedbyacompositedynamical
system,e.g.anon-stationarysystemwithmorethanonedynamicalregime,thiscan
berevealedbyregressionlineplotpointswhichmightlie,forexample,ontwoquite
distinct lines rather than a single line. Each such line would essentially stem from
a distinct f applicable to a particular sub-region of the input-space, so these lines
couldexhibitquitedifferentAvaluesaswellaspossiblydifferentGammastatistics.
This is a different type of local/global variation from that of inhomogeneous noise
discussed in Sect. 1.2. Observing this, one might then attempt to separate the input
space into two distinct regions, each region corresponding to a different dynamical
regime. Building separate models for each of these regions can then lead to much
improved analysis and prediction.10
2.1.1 The optimal value of p for estimating  
What is the optimal value of p in any particular situation? One can examine the
standard error (SE) of the regression line ﬁt as in Fig. 6. Here we have used the
noisy sine data with M = 500 illustrated in Fig. 1. For this experiment we see that
the   estimate is quite robust with respect to p over the range 8 ≤ p ≤ 65. The SE
is minimised when p = 17 for which   = 0.07417 (the actual noise variance is
0.075). Thus in this case selecting the value of p ≥ 8 that minimises the SE does
indeed produce a better estimate for Var(r) than the default p = 10. When one is
data poor such considerations may become important.
Of course, when we have plenty of data to hand we can afford to take p propor-
tionately larger, but it is a remarkable fact that over many thousands of experiments
we have found that taking p = 10 usually gives quite good results, and that time
spent seeking to optimise p is often not worth the normally marginal gains.
10 This situation was ﬁrst observed by Mr. J. Terry, a control engineer who encountered it in practice.New tools in non-linear modelling and prediction 123
Fig. 6. Increasing the number of near neighbours p for the noisy sine data (M = 500):   (red) is
indicated on the left scale and SE (blue) on the right scale
2.1.2 Large p scatter plots can sometimes be useful
Althoughselectinglargerpisofdubiousvalue(indeeditmaybecounterproductive)
whencomputingtheGammastatistic,itcanneverthelessproduceinterestingresults
in terms of the scatter plot.
For example, if we take a low frequency sine curve sampled over one period
and then add a small amplitude modulation with several times the frequency then
the scatter plot for large p will quite clearly reveal the underlying periodicities.
One can also understand that with inadequate data set size (i.e. M too small) the
high frequency component would give the appearance of noise when the curve is
sampled at low density.
2.2 How reliable is the Gamma statistic as an estimate ofVar(r):
the M-test
The conventional goodness of ﬁt, the standard error (SE), of the Gamma plot re-
gression line can be useful as an indicator of the reliability of the Gamma statistic
as an estimate forVar(r). However, theoretical analysis of SE as a measure of con-
ﬁdence is complicated by the fact that the convergence of   to Var(r)a sM →∞
is convergence in probability.
If one has adequate data one simple way to approach this issue is to plot   for
increasing M. If the graph stabilizes then we can have some conﬁdence that our
estimate is reasonably accurate. We call this an M-test.
Example: Comparison of M-tests. To illustrate the interpretation of M-test
graphs we again return to the noisy sine data. Initially, if we add no noise, we
obtain Fig. 7 which illustrates asymptotic convergence of   to zero.124 A.J. Jones
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Fig. 7. M-test (p = 10) on sine curve data with no added noise
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Fig. 8. M-test (p = 10) on sine curve data with added-noise variance 0.075 (indicated by the dashed
line)
If we now add noise with a variance of 0.075 we see asymptotic convergence
to Var(r) = 0.075 in Fig. 8.
2.2.1 What factors affect the rate of convergence?
It is natural to ask: what factors affect the rate of convergence of   to Var(r)a s
M increases, and the amount of data that one needs to perform an analysis and
subsequently build a model that performs with the expected MSError?
There are two principal factors:
– The complexity of the unknown surface y = f(x).
We cannot hope to accurately estimate noise if the sampling density is low in
comparison with the complexity of the underlying function.
For a complex surface an inadequate sampling density may produce a mislead-
ingly high Gamma statistic, the M-test graph will not have stabilized. In general,New tools in non-linear modelling and prediction 125
the more complex the unknown surface y = f(x) the more data points will be
required to stabilize the M-test graph.
– The noise level Var(r) and more generally the distribution of r.
Plainly ifVar(r)is high then more data will be needed to stabilize the M-test graph
(and to train a model). It is also the case that the particular form of the noise
distributionwillaffecttherateofconvergence.Forexample,theconvergencewillbe
fasterforauniformdistributionwithagivenvariancethanforanormaldistribution
withthesamevariance.Thisisbecauserareoccurrencesofalargenoisecomponent
in the normal distribution have the effect of slowing the overall convergence.
Another factor would seem to be the rate at which the expectation Eφ(δM(k))
tends to zero as M →∞ . In [Evans et al., 2002] we showed that for a smooth
positive sampling density φ over a compact convex support C ⊂ Rm we have
Eφ(δM(k)) ≈ c(m,k,φ)/M2/m as M →∞ , where c>0 is a suitable constant.
For fractional dimensional sets C of dimension d<mthe asymptotic convergence
of Eφ(δM(k)) would appear to be faster (see, for example Table 1 of [Evans and
Jones, 2002]). Moreover, experimental evidence suggests that in such cases the M-
test convergence is faster than would be the case if the sampling were over a set C
having full dimension m. The application of the Gamma test to chaotic dynamical
systemshasbeenextensivelyillustratedelsewhere,see[Tsuietal.,2002]and[Jones
et al., 2002].
2.3 Phenomenological considerations: Dynamical stability
We also need to consider whether the phenomenon we seek to model has temporal
stability over the time scale of our analysis and prediction, i.e. are the underlying
processes or dynamics ﬁxed, or themselves subject to change. The analysis on
which the Gamma test and associated techniques are based assumes stability both
in the noise distribution and in the underlying dynamics or functional mappings.11
Inmanysituationstheextenttowhichthetheoreticalpreconditionsaresatisﬁed
is unknown, and the quickest way to determine the utility of the Gamma test may
be simply to try it. With the Flood Forecasting application discussed in Sect. 5 we
can be reasonably conﬁdent that, unless the physical characteristics of the system
change, the laws of physics will ensure a degree of stability in the water transport
processes we are modelling. However, with ﬁnancial models such as the Property
Price study [Wilson et al., 2003] or the Crime Prediction study [Corcoran et al.,
2003], the ‘laws’ which govern the process are likely to be more ephemeral and,
although we may get quite accurate short term forecasts for a while, circumstances
could readily change for a variety of reasons that are easy to imagine. Thus some
care and considerable domain knowledge is required in interpreting such analyses
or models.
11 Although,aswehaveindicated,usefulresultscanstillbeobtainediftheseconditionsareweakened
somewhat.126 A.J. Jones
On the other hand computing Gamma statistics progressively over suitable
width time windows can at least give the analyst some insight into how stable the
process being modelled actually is; just as the comparison of a prediction with the
actual data value could form the basis of an alerting system, calling attention to the
fact that something unusual is going on.
3 Selection of a suitable subset of the inputs
We have seen that the combination of Gamma regression line, scatter plot, and
M-test can provide us with an estimate ofVar(r), a qualitative degree of conﬁdence
in this estimate, and an indication of how much data we require to build or train a
model which performs at the appropriate MSError level.
However, the Gamma test has other implications: it can be used for model
identiﬁcation. In this context we might say that the goal of model identiﬁcation
for a particular output is to choose a selection of input variables that best models
the output y. Although mathematically the inclusion of an irrelevant variable in
the list of inputs makes no difference to the fact that f : C → R is a function,
nevertheless in practice it is very important to eliminate counter-productive inputs.
This reduces training time for neural networks and can substantially improve the
resulting model.
Some input variables may be irrelevant, or subject to high measurement error,
so their inclusion as inputs into the model may be counter-productive, leading to
a higher effective noise level on the desired output. Since a single Gamma test is
a relatively fast procedure it is possible (provided m is not too large) to ﬁnd that
selection of inputs which minimises the asymptotic value of the Gamma statistic
and thereby make the ‘best selection’of inputs. Thus
– Another issue addressed by the Gamma test is that it provides a new tool for the
selection of the most useful input variables for predicting a particular output
variable.
Remark. ‘Predictivelyuseful’shouldnotbeconfusedwith‘causal’.Forexample,in
economics leading indicators are frequently predictively useful but not necessarily
causal.
The notion of ‘effective noise’ and the technique of using repeated Gamma
tests as a tool for selecting the most useful predictive input variables raises some
interesting questions.
3.1 What is noise in this context?
Noise on the output y may arise for a variety of reasons:
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Errors in measurement of the inputs can result in effective noise on the output, even
when measurement of the output is itself subject to very low measurement error.
– Not all predictively useful variables that inﬂuence the output are included in
the input.
This is another kind of effective noise which we illustrate in Sect. 3.2.
It may also happen that
– The underlying relationship between input and output is not smooth, or there
is no relationship.
For example, a linear congruence pseudo-random number generator produces a
sequence which is completely deterministic and in which the next value depends in
aquitesimplemanneronthepreviousvalues,butthisrelationshipisnotsmoothand
so we will obtain Vratio ≈ 1 if we run the Gamma test on a time series embedding
of such data.
We originally introduced the noise variable r as a random variable with some
distribution function which has mean zero and variance Var(r). This was more for
the purposes of formulating a convincing theorem in [Evans and Jones, 2002] than
a reﬂection of data analysis in practice. In fact it is often expedient to assign the
following rather loose interpretation to r in equation (2):
– r represents that part of the data which cannot be accounted for by a smooth
model.
There is rather subtle point to be made here: namely that the Gamma test is a
powerful tool in the determination of useful input variables even in the complete
absence of noise in the sense in which it was originally introduced. For consider
the following example.
3.2 A zero noise example
Our hypothetical surface is part of the 3-dimensional cone illustrated in Fig. 9.
This example derives from [Durrant, 2001]. M = 5000 data points were sampled
uniformly in input space to produce a 3-dimensional data structure z = f(x,y)
of two inputs (x,y) and one output z across the surface. Plainly, the height of the
cone z is dependent on both the (x,y) co-ordinates.12
Nowconsidertheeffectsofrandomlysamplingtheinputspaceandignoringone
of the coordinates. Figure 9 illustrates the effective noise distributions which arise
from ignoring one or other coordinate. Insofar as these are statistical distributions
at all, they arise from the sampling distribution   in input space, and not from an
r-component in the data, for at this point no noise has been introduced.
If we run Gamma tests on the raw data ﬁrst using both inputs and then ignoring
one or other input we obtain Table 1.
12 The function has discontinuities of the gradient on a set of measure zero. Although not strictly
covered by the theoretical treatment of [Evans and Jones, 2002] this example is deliberately selected to
suggest that such minor violations do not signiﬁcantly affect the analysis.128 A.J. Jones
Fig. 9. A conical function with ‘ﬂats’. The darkly shaded projection on the x − z plane shows the
effective noise from sampling in the x-dimension only.The lighter shaded projection on the y − z plane
shows the effective noise from sampling in the y-dimension only
Table 1. Gamma test results (p = 10) using uniformly sampled (x,y) data for the cone section
illustrated in Fig. 9
 A SE Vratio xy
M = 500 0.65958 10.69136 0.33860 0.011616 1 1
M = 5000 0.05517 15.41930 0.02814 0.000887
M = 500 16.3829 −1.472708 0.59423 0.288518 1 0
M = 5000 15.9693 −114.6871 0.16735 0.256798
M = 500 48.88932 902.94109 2.25273 0.860988 0 1
M = 5000 49.98136 −103961.70 .81371 0.803740
Here in the last column a 1 (or 0) indicates the inclusion (or exclusion) of a
variable. These results conform to what we might expect from examining Fig. 9.
Focussing ﬁrst on the M = 500 results, we see the effective noise variance from
treating z purely as a function of y is very high, it is less when treating z purely as
a function of x, and it is minimised when we treat z as a function of both x and y.
Thus the Gamma test results give a form of sensitivity analysis, in that they
suggest that ignoring x has worse consequences when predicting z than ignoring y.
Although this is a case of ‘effective noise’rather than ‘real noise’we can make
an interesting observation regarding inhomogeneous noise using this example. If
we regard the function as a function of x only then the effective noise distribution
illustrated in Fig. 9 is not homogeneous across the x-input space. If we average
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and indeed the Gamma statistics corresponding to the embedding 10 in Table 1 do
approximate this value.
The effect of increasing M to 5000 is to reduce the Gamma statistic in the ﬁrst
row of Table 1, where both variables are included, but not to substantially reduce
theGammastatisticintheothertworows.NotealsothatthegradientestimateAfor
these rows ﬂuctuates wildly as M becomes large 13, whilst the Gamma estimates
stabilize.
This idea for variable selection continues to be effective in the presence of ‘real
noise’, but we must expect to use more data as the noise variance increases.
3.3 The gamma histogram and frequency analysis of bins
In general if there are m input variables then there are 2m−1 possible selections of
inputvariableswhichonemightconsider(selectingnoneoftheinputsispointless).
Givencurrentlyavailablecomputingpower,runningaGammatestoneverypossible
combinationofinputsbecomesinfeasibleataroundm = 20.Moreover,ideallyone
alsoprefersM tobequitelargetojustifytheeffortforhighdimensionaldata.Hence
thereisacaseforparallelizingthisaspectofaGammaanalysis.Wecallthisprocess
of exhaustive examination a full embedding search.
Withm = 20therearearound1.048×106 Gammateststoberun.Eachresultis
speciﬁed by the embedding used to generate it and this can be indicated by a binary
string of length m, in which the presence, or absence, of a variable is indicated by
1, or 0, respectively. We call such a binary string a mask.
– Ifafullembeddingsearchispracticalthenthesimplestruleofthumbistoselect
themaskthatgivestheGammastatisticclosesttozero.Ifthereareseveralmasks
with approximately equivalent low Gammas then choose the mask that has the
smallest A value, on the grounds that this choice is likely to give the simplest
model.
A useful way to represent the results of a full embedding search is in the form of
a Gamma histogram. Here we divide the range of the resulting Gamma statistics
on the horizontal axis into bins and plot the frequency of the Gammas per-bin
vertically. The form of this histogram is often very revealing.
Example. Thesunspotdata[Tsui,1999].ThedatausedinthisexperimentwasFTP-
ed from ftp address: ftp.santafe.edu, directory: pub/Time-Series/data. Its origin,
normalization and training/test regions are described in [Weigend et al., 1990].The
dataconsistsof280pointsrepresentingsunspotactivityovertheperiod1700−1979
and was used in [Weigend et al., 1991]. The range of the data has been scaled to
[0, 1] and we found the variance to be 0.0410558. Figure 10 shows the variation of
sunspot activity over the full range of the data.
13 One can ascribe this to the discontinuities of the gradient mentioned earlier.130 A.J. Jones
Fig. 10. Time series of sunspot activity over the period 1700 −− 1979
It is known that the primary sunspot cycle is approximately periodic over 11
years. It is probably not a co-incidence that this is roughly the period of Jupiter, the
largest planet in the solar system. Other shorter and longer cycles are also known.
For radio propagation the short period cycle of 28 days is particularly signiﬁcant.
The data used here is collected from telescopic observations projected onto a
white paper card. The sunspots are counted and classiﬁed by size and a correction
factor applied depending on the magniﬁcation of the telescope. The virtue of this
data is that it has been regularly collected since 1700. Of course, if one were really
interested in predicting sunspot activity then much more accurate data is available.
The data provided is often used as a test of prediction techniques and can give a
reasonable model of gross sunspot activity.
We examined all possible 15-dimensional embeddings. The best embedding
found was 001001000010111. Here the most recent data comes last. So this em-
bedding says that to predict this year’s sunspot activity x(t)we should use the data
x(t−1),x(t−2),x(t−3),x(t−5),x(t−10)andx(t−13),anirregularembedding
of dimension six.
If we run the Gamma test on the six inputs/one output I/O data ﬁle constructed
using this mask we get   = 0.0015 and Vratio = 0.0368 (SE = 0.000936). Note
the M-test of Fig. 12, which indicates that we really do not have enough data (the
graph has not stabilized).
Therefore if we construct a model and test on unseen data we might expect to
get a higher MSError than the estimated Gamma value. We shall construct such a
model in Sect. 4.1.New tools in non-linear modelling and prediction 131
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Fig. 11. Scatter plot, regression line and plot points for the best embedding found for the sunspot data
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Fig. 12. M-test for the best embedding found for the sunspot data
3.3.1 Bin-frequency analysis
It is interesting to note the bimodal distribution of the full embedding 100 bin
histogramofFig.13.Thebimodaldistributionispartlyexplainedbytheobservation
thatonly2.38%oftheembeddingswithaGammastatistic> 0.008includex(t−1),
as compared with 99.8% of those having a Gamma statistic < 0.008. Put plainly
this says that the most important predictive factor for the sunspot activity this year
is the value for last year.
In general a Gamma histogram such as this, having distinct peak structure,
reveals different predictive value for different subsets of the inputs.
Ifweexaminewhichvariablesappearinthebestfewembeddingsforthesunspot
datatheseindicatethatusingthevaluesforthelastfewyears,plusthevalueapprox-
imately one 11 year cycle back, plus a value about half way through the previous
cycle, give the best results.We found this a rather convincing demonstration of the
ability of the software to extract salient features, since a priori it has no way of
knowing about sunspot cycles.132 A.J. Jones
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Fig. 13. Histogram of gamma values from a full embedding search of the sunspot data
Moregenerallyifweanalysethefrequencywithwhichdifferentinputvariables
appear in embeddings corresponding to Gamma values in the peak regions then the
relevant subsets of variables become apparent.
Weparticularlylookforvariablesappearingwithhighfrequencyinembeddings
corresponding to low-Gamma regions, and with low frequency in embeddings cor-
responding to high-Gamma regions. Armed with this information we can then
examine which combinations of variables are important.
– Practical experience suggests that a low frequency of a variable in a high-
Gamma region is often a more telling indicator of its importance than a high
frequency in a low-Gamma region.
This aspect of a Gamma analysis is described and illustrated in [Evans and Jones,
2003a].
If a full embedding search is impractical then we can run a ﬁxed number of
Gamma tests using randomly generated binary masks. The above techniques for
extracting the signiﬁcance of input variables by studying the Gamma histogram
bin-frequencies and relative bin-frequencies can then still be applied.
In the search for good irregular embeddings in a high dimensional input space,
an alternative to the frequency analysis of a Gamma histogram is to use a genetic
algorithminwhichamask’sﬁtnessisinverselyproportionaltoitsGammavalue.For
multiple time series a hierarchical GA over the mask space has proved particularly
effective (this will be reported elsewhere).
Other heuristics include:
– ‘Leave one out’: in which a Gamma statistic is computed for the full mask and
then each mask bit is ﬂipped in turn: if leaving a variable out results in a higher
Gamma value then the variable was relevant and the bit is reset, otherwise the
variable is omitted from the ﬁnal mask.
– ‘Hill climbing’: in which we work along the mask (for time series we start with
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yields an improved Gamma statistic the bit setting is retained. After working
along the whole mask in this way we return to the start and repeat the process.
This procedure is repeated until no further bits are altered.
3.4 Analysis of time series
Intheanalysisofatimeseriessuchasthesunspotdata,inwhichwehypothesizethat
the variable of interest is just one of a number of variables of a complex dynamic
system determined by a system of differential equations, following the work of
[Takens, 1981] we seek to predict the next value (the output) based on a number
m of previous values (the input vector). In this context the input vector is called
an embedding vector - which is consistent with our earlier use. If we consider all
potentialinputsuptom,theembeddingiscalledaregular embedding(ofdimension
m), otherwise it is an irregular embedding.
Thus for a sampled time series (xt) Taken’s theorem and its subsequent ex-
tensions, assures us that, under a broad range of circumstances, there does exist a
smooth model f such that
xt = f(x t−1,x t−2,...x t−m) (9)
which, provided m is sufﬁciently large to unfold the dynamics, can be used as the
basis for a recursive one-step prediction. Thus, in general, the Gamma test can be
applied in such situations.14
This predictive technique is very intuitive and has an illustrious history in fore-
casting, Lorenz called it the ‘method of analogies’. The idea is that we make a
prediction based on historical evidence by asking ‘what happened in the past when
we saw a similar sequence of events?’.
We can implement this idea efﬁciently if we simply recognise that ﬁnding
sequences of historically similar events exactly corresponds to ﬁnding near neigh-
bours in the embedding space i.e. to the construction of a kd-tree, which we have
already done in computing the Gamma test result.
A useful algorithm for estimating an appropriate embedding dimension is the
False Nearest Neighbour technique (FNN) [Kennel et al., 1992]. A Gamma test
analysis provides an alternative approach: we can estimate the embedding dimen-
sion by progressively increasing the length of the mask for a regular embedding,
working backwards from the most recent samples, and examining for which m the
  value is closest to zero.15 We should not take this too literally because it may be,
as with the sunspot data, that by taking a larger value of m and choosing a suitable
irregular embedding we might do better. Both approaches scale like O(M logM)
and we have found the two approaches to be remarkably consistent. On balance
14 Although if the dynamics is chaotic we have to take the extension of the existing theory on trust at
present.
15 We call this an Increasing Embedding search.134 A.J. Jones
FNN seems to be slightly faster in practice and somewhat more tolerant to high
noise levels.
Remark. We are talking here of the global dynamical embedding dimension not a
geometrical dimension, such as a fractal or Hausdorff dimension (which may vary
locally), although the two are often related. When iterating a chaotic dynamical
system we can expect in time to cover the whole attractor and so it is the global
dynamical embedding dimension which is important in constructing a model.
Oncetheembeddingdimensionhasbeendeterminedwecanusethetechniques
described in Sect. 3.3 to determine a suitable irregular embedding.
Moregenerally,whendealingwithrealtimeseriesdata,inwhichanyunderlying
dynamics may be somewhat conjectural, we may instead look for other time series
data16 which has predictive value for the target time series. The same techniques
can also be used in such a situation - we can use domain knowledge to determine
which time series may contain relevant predictive information, and then test such
hypotheses as illustrated below.
4 Model construction
We shall give two examples of how these Gamma analysis techniques can be used
with some standard tools in non-linear model building. Here we shall construct a
local linear regression model. Later in Sect. 5 we construct a neural network model
for predicting water level at a river site.
4.1 Local linear regression
One of the simplest non-parametric non-linear modelling techniques is local lin-
ear regression (LLR). Here using the input training data we ﬁrst build a kd-tree, a
process with time-complexity O(M logM). To construct a prediction for a previ-
ously unseen input x we use the kd-tree to locate the set {xi|i ∈ S[p]} of the pth
nearest neighbours of x, which can be accomplished in O(logM) time 17.W en e x t
construct a linear regression model H using the pairs {(xi,y i)|i ∈ S[p]}. Finally
the output for the query vector is y = H(x).A further elaboration, particularly for
time series, is a principal components threshold ﬁlter on the eigenvectors of the
local linear model (usually involving a user settable parameter). We are trying to
predict along the tangent plane of the local ﬂow, and eigenvectors corresponding
to relatively small eigenvalues probably represent noise and lie outside the tangent
plane. LLR models are quite fast to construct and fast to execute a query.
LLR models can also be easily updated as new training data becomes available,
which is not the case with neural networks (where a prolonged extra period of
16 Termed a leading indicator in economic analysis.
17 Since we need to construct near neighbour lists for the Gamma test analysis the LLR model comes
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training, or starting training all over again, may be required to modify the model on
the basis of new data). It may seem odd that, although the topic under discussion
is the construction of smooth models, the global function produced by patching
together many LLR predictions in general is not even continuous! However, as the
number of well distributed data points increases, the global function produced by
LLR will converge in probability (usually quite rapidly) to the unknown function
generating the data, provided this is itself a smooth function.
LLR can produce very accurate predictions in regions of high data density in
input space, but it is liable to produce unreliable results for non-linear functions in
regions of low data density. In other words LLR does not generalise well but is a
very good interpolative tool if we have large amounts of data.
TheoptimalnumberofnearneighboursptouseinLLRisprincipallydependent
on the noise level (high noise levels will require a larger p), the sampling density
(low sampling density in the vicinity of the query requires smaller p), and the local
curvature of the unknown non-linear function f in the vicinity of the query point.
Example. The Sunspot data. In Sect. 3.3 we found the irregular embedding mask
001001000010111 for the sunspot data with   = 0.0015. The scatter plot and
M-test for this embedding were given in Figs. 11 and 12 respectively.
We now predict the last 59 year’s data, using one-step-ahead predictive local
linearregressionwithp = 60nearneighboursandalocalﬂowthresholdof0.0001.
On the basis of all the previous years we obtain Fig. 14 which gives a MSError
around 0.007. In cases such as this, where there is insufﬁcient data, it is not un-
common to see a MSError on unseen data around an order of magnitude greater
thantheGammastatistic.Evenso,theresultsarereasonablysatisfactory,themodel
predicts the exceptional peak of 1956.A peak of this magnitude did not previously
occur in the data.
4.2 Neural networks
We use the BFGS neural network training algorithm [Fletcher, 1987], which pro-
vides progressive adjustment of the neural network weights by gradient descent.
This is a quasi-Newton method performed iteratively using successively improved
approximationstotheinverseHessian,insteadofthetrueinverse.Theimprovedap-
proximations are obtained from information generated during the gradient descent
process. We use this algorithm in Sect. 5.3.
We know that feedforward networks with as few as one hidden layer can act
as universal approximators for continuous functions over a compact set [Cybenko,
1989; Hornik et al., 1989]. In practice it is usually most effective to use two hidden
layers. Plainly, the precise architecture required for a particular model will depend
on the complexity of the surface to be modelled.18 However, this dependence is
18 So we might expect some loose relationship with the slope parameter A returned by the Gamma
test.136 A.J. Jones
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Fig. 14. Test of the LLR sunspot model predicting one step ahead on 59 unseen data points. The data is
shown in green, the one step prediction in blue, and the error in red
quite subtle. For example, because a neural network approximates a surface by the
superposition of ‘humps’, it is actually quite difﬁcult for a network to accurately
model an essentially linear surface, and a disproportionate number of nodes in the
hidden layers might be required in such a case.
Assuming there is adequate data, once one has a suitable architecture, training
down to the Gamma statistic should be quite straightforward. If training fails to
reach the Gamma statistic, or takes excessive time, this is invariably because the
network architecture is unsuited to the function being modelled, and the number of
units in the hidden layers should be increased accordingly.
Detailedexamplesofsuchmodellingexercisesforchaoticsystemscanbefound
in [Jones et al., 2002; Tsui et al., 2002], and [Evans and Jones, 2003a].
5 A case study:Thames RiverValley
We brieﬂy describe how these techniques were used to good effect in a case study
directed towards short term prediction of river levels at selected sites on rivers in
theThames valley region.This work, drawn from [Durrant, 2001], will be reported
in more detail elsewhere [Durrant and Jones, 2003], and was a feasibility studyNew tools in non-linear modelling and prediction 137
for the MAPFLOWS (ModularAutomated Prediction and Flood Warning System)
project.
Once precipitation has occurred the process of runoff, although highly com-
plex in any particular catchment area, is completely determined by physical and
hydraulic processes, geomorpholocal processes, boundary and initial conditions,
and any system parameter such gating openings.
Thus in many respects downstream water ﬂow/level prediction is an important
application ideally suited to the algorithms incorporated into winGammaTM. The
reason being that once precipitation has occurred (as measured by suitable sensors)
the entire water transport process to the sites for which prediction is required is
essentially determined by a smooth (albeit complex) process with lags.
5.1 TheThames river valley region
The river system data used in this analysis was measured in the Thames river basin
above Windsor, see Fig. 15.
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Fig. 15. The Thames study area
The data was provided by the UK EnvironmentAgency. It consists of ﬂow rate
(cubic metres per second) and level readings (metres) for the rivers at Newbury,
Shaw, Brimpton,Theale, Reading,Twyford, Bourne End andWindsor.The rainfall
measured in mm/hour at ﬁve sites in the region was also collected. All of the
measurements were collected hourly over one year. The river and rainfall sensor
positions are marked on the map.The general direction of ﬂow is from west to east.
The data was ﬁrst scanned for sensor malfunctions and a simple thresholding
algorithm, designed to operate in real-time when future sensor values would not be
known, was used to correct obviously faulty readings by replacing them with their138 A.J. Jones
last known reliable value.An illustrative graph of of the cleaned level data is given
in Fig. 16. Similar graphs were obtained for the cleaned ﬂow data.
Since different data types such as ﬂow, level and rainfall were in different units
andoversigniﬁcantlydifferentrangescalesalldatawasnormalizedpriortoanalysis
by mapping the mean to zero and the standard deviation to 1
2.
5.2 Model identiﬁcation
Given this data one could build predictive models for both level and ﬂow, but we
report here on a level model. Examination of the regional map in Fig. 15 shows
that two level models can be sensibly constructed from the data measured at the
marked sensor sites:
– Theale: (Rainfall, Newbury, Shaw, Brimpton) → Theale
– Windsor: (Rainfall, Theale, Reading, Twyford, Bourne End) → Windsor
Here ‘Rainfall’indicates some combination of lagged and aggregated rainfall mea-
surements, and the site name indicates level and ﬂow measurements from the rele-
vant site.
These models are determined by the location of the level/ﬂow sensor sites. The
ﬁrst model covers the rivers ﬂowing into Theale, primarily the River Kennet. The
second models covers the rivers ﬂowing intoWindsor, primarily the RiverThames,
but also the ﬂow from the River Kennet through Theale. This second model allows
us to use either the real data measured at Theale, or the predicted river levels from
the ﬁrst model. This enabled us to investigate the modular design of a predictive
system.
Having normalized these data series our ﬁrst task is to determine lags where
possible. The most obvious way to determine the correct transfer times between
successive measurement points is by direct on-site measurement, preferably under
avarietyofﬂowrateconditions.Thiswouldbetherecommendedapproachinareal
system. It is relatively straightforward to accomplish and, once performed, leaves
no room for doubt; although one should be aware that transfer times will decrease
under ﬂood conditions.19 Additionally such physical measurements act to validate
algorithmic approaches, such as described below, to determining lags.
We found the following approach, which uses a combination of two algorithms
for lag determination, worked well in practice.
The ﬁrst algorithm we called Delta Correlation. Here the delta correlation
 c(d) of the target time series y(t)with an input time series x(t)(1 ≤ t ≤ M)at
lag d is deﬁned by
 c(d) =
1
AB
M−d−1  
i=1
(x(i + 1) − x(i))(y(i + 1 + d)− y(i + d)) (10)
19 In practice this might mean one should use multiple inputs bracketing the plausible transfer times.New tools in non-linear modelling and prediction 139
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Fig. 16. Cleaned river level data at the various sites140 A.J. Jones
where
A2 =
 M−d−1
i=1 (x(i + 1) − x(i))2
B2 =
 M−d−1
i=1 (y(i + 1 + d)− y(i + d))2
The idea here is to correlate changes in the input time series with later changes in
the output time series at some lagged time d.The time lag with the highest positive
correlation20 should indicate the ﬂow time between sensor points.
AnimportantaspectofDeltaCorrelationisthatitisveryfast-soonecanobtain
an initial overview of what lags are likely to be important very quickly. We show
typical graphs for the delta correlation (vertical axis) plotted against the lags in
hours in Figs. 17 and 18.
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Fig. 17. The Delta ﬂow and level correlations from Newbury, Shaw and Brimpton measured against the
river level at Theale
Usuallyidentiﬁcationoflagsforﬂowandleveltimeserieswasnottoodifﬁcult:
we simply picked the lag time with the largest delta correlation, provided this was
consistent with out understanding of the relative distances involved. Rainfall and
aggregated rainfall lags were often harder to decide.
After determining the lags by selecting the maximum correlation we arrive at
theDeltacorrelationresultsshowninTable2.Itinterestingtocomparetheresultsof
Delta correlation inTable 2 with those arrived at by performing successive Gamma
tests in which a single input time series with different lags is used - we call this a
Time-lag Gamma test. The Time-lag Gamma test compares the target time series
y(t) with an input time series x(t) (1 ≤ t ≤ M) by computing Gamma statistics
for data sets (x(t − d),y(t)) for d = 1,2,3,... and then choosing the lag d
20 In the context of river ﬂows, the correlations will be positive since the expectation is that as an
upstream river rises (or falls) then downstream the river will correspondingly rise (or fall) at a later
point in time. In general, for other types of problem, strong negative correlations may be as signiﬁcant
as strong positive ones.New tools in non-linear modelling and prediction 141
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
lag
-0.05
0
0.05
0.1
0.15
0.2
c
o
r
r
e
l
a
t
i
o
n
Brimpton flow
Brimpton level
Shaw flow
Shaw level
Newbury flow
Newbury level
Fig. 18. The Delta ﬂow and level correlations from Newbury, Shaw and Brimpton measured against the
river ﬂow at Theale
which produces a   closest to zero. This approach worked very well on simulated
river data and we were interested to see how it fared on real data. In the context
of Gamma analysis, it is a rather crude technique, as it takes none of the other
inputs into account.As one can see by comparing the columns headed ‘Delta’and
‘Gamma’ in Table 2 in practice on real data the ‘Time-lag’ Gamma test did not
compare well with the simpler and faster Delta correlation.
Table2. EstimatedlagsfortheThealeareameasurements.Thelagschosenfortheanalysiswerederived
from the Delta correlation analysis. The lag for Kingsclere rainfall was manually selected as 8 hours
Delta Gamma used
measurement level ﬂow level ﬂow lag
Newbury level 9 9 6 7 9
Newbury ﬂow 3 3 1 1 9
Shaw level 8 8 1 3 8
S h a w ﬂ o w 88138
Brimpton level 3 3 6 6 3
Brimpton ﬂow 3 3 1 1 3
Regional rainfall 1-hour average 13 13 1 16 13
Regional rainfall 1-day average 4 4 16 16 4
Regional rainfall 7-day average 8 8 1 1 8
Regional rainfall 28-day average 7 4 1 2 7
Marlborough rainfall 13 9 - - 13
Lambourn rainfall 13 9 - - 9
Chieveley rainfall 13 13 - - 13
Kingsclere rainfall 20 20 - - 8
The Delta correlation analysis unambiguously identiﬁes the lags from Shaw
and Brimpton to Theale to be 8 hours and 3 hours respectively. The lag between
Newbury and Theale is less clear cut. The analysis produces a 3 hour lag using
the ﬂow data and a 9 hour lag using the level data. The distance between Newbury
and Shaw would suggest that the lag to Theale should indeed be around 9 hours.142 A.J. Jones
A closer examination of the data used to produce Fig. 17 shows that the 3 hour
lag had a correlation of 0.0735 and the 9 hour lag a correlation of 0.0732. We can
conclude that the likely lag is indeed 9 hours given all of the available evidence.
For the regional rainfall aggregated over 28 days we obtain a Theale level
correlation of 0.111 corresponding to a lag of 7 hours, whereas for the ﬂow we
obtain a correlation of 0.102 corresponding to a lag of 4 hours. In this case the
meaningofalagagainsta28dayaggregatedrainfallislessclearcut,butexamining
the graphs we decided that a 7 hour lag may be more appropriate here. The Delta
correlations between individual rainfall sensor sites and Theale were also analysed
as they could introduce additional local information that the aggregated regional
rainfall cannot describe.
The lags calculated in Table 2 were used to construct a data set for the Theale
area model. The choice of inputs was validated using the full-embedding routine.
This analysis determined that the rainfall at Lambourn and the ﬂow at Newbury
were irrelevant (| |=0.00077 with Lambourn rainfall and Newbury ﬂow and
| |=2.1 × 10−6 excluding Lambourn rainfall and Newbury ﬂow). The results of
the analysis are shown in Table 3.
Table 3. The Gamma test analysis results on the Theale area data set. The two results compare the
effect of including or excluding the Lambourn rainfall and the Newbury ﬂow (indicated by a 1 or 0 in
the mask respectively)
Including Excluding
Lambourn rainfall Lambourn rainfall
and Newbury ﬂow and Newbury ﬂow
| | 0.00077 2.0638 × 10−6
Gradient A 0.01865 0.022833
Standard error 0.00066 0.00037164
|V-ratio| 0.00306 8.255 × 10−6
Near neighbours 10 10
M 8076 8076
Zero nearest neighbours 175 414
Lower 95% conﬁdence −0.00123 −0.0011044
Upper95% conﬁdence 0.001921 0.0017852
Mask 11111111111111 11011111101111
5.3 Model construction and testing
The consequence of the analysis is to use the inputs and lags in the Theale model
that correspond to those shown in Table 2 without the rainfall measurements at
Lambourn and the ﬂow measurements at Newbury.
Nowthatthe‘optimal’inputshavebeenselectedusingthecombinationofDelta
correlation and the Gamma test, we can perform the usual analysis.
First, the Gamma scatter plot of Fig. 19 for this data set shows a moderate level
of noise.New tools in non-linear modelling and prediction 143
Fig. 19. Theale data scatter plot (M = 8076, p = 10) and regression line
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The quantity of data was analysed, using the M-test to determine whether there
was sufﬁcient data to provide an asymptotic Gamma estimate and subsequently a
reliable model. The results of this analysis are shown in Fig. 20. To average the
seasonal effects implicit in the data, an M-test was performed on order randomised
data and the results plotted.21 As the M-test proceeded, the Gamma test algorithm
was exposed to points randomly sampled throughout the year. This produced an
asymptotic convergence of the Gamma statistic,   = 0.0007 (there was very little
difference between level and ﬂow in this respect), and indicated that there was
sufﬁcient data at around M = 6000 data points.
The data order was randomized for model training. The target MSError for
the models was 0.000841. This was calculated for the training set created from
6500 randomly selected data points and using the mask 11011111101111 from
Table 3. Since the minimum lag used is the 3 hour lag from Brimpton to Theale,
these models give a three hour ahead prediction.
21 By this we mean, of course, that the entire input/output data set we have constructed was row
randomised.144 A.J. Jones
Two types of model were constructed and tested. The ﬁrst was a LLR model
(with30 nearneighbours)andthesecondwasa12 → 10 → 10 → 1BFGSneural
network. The results are summarized in Table 4
Table 4. A comparison of the MSError values of the two Theale level models showing the scaled and
unscaled data performance
Local-linear Neural
regression network
Scaled Unscaled Scaled Unscaled
Training data 0.000776 6.679 × 10−5 0.000863 8.002 × 10−5
Test data 0.00202 0.000187 0.00124 0.000115
We give graphs for the neural network model in Fig. 21 which shows the re-
sponse of the model over the entire data set in which 20% of the points are unseen,
and Fig. 22 which shows a close up view of a model test on a subset of the unseen
randomized data.
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Fig. 21. The BFGS model response in chronological order (20% of points are unseen). Blue - model
prediction, Green - actual data, Red - error
Overall the results are rather encouraging. In Table 4 the unscaled MSE of
0.000115 on the unseen test data translates to an error standard deviation for the
level prediction 22 of 0.0107m, for the 3 hour look-ahead neural network model,
i.e. around 1cm.
Although we have tackled the task in terms of level prediction it is interesting
toexaminetheeffectivenessofthismodelintermsoftheaccuracyofthethreehour
ahead changes in level it predicts. The average absolute change in level over three
hoursforthewholedatasetwasapproximately7.35mm,i.e.aroundthenoiselevel.
So the accuracy measured relative to level change over three hours is inevitably23
22 Calculated by taking the square root of the MSE.
23 For the reasons explained in Sect. 1.3.New tools in non-linear modelling and prediction 145
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Fig. 22. A closer inspection of the BFGS model performance on the (randomized) unseen data shows
an acceptable error level. Blue - model prediction, Green - actual data, Red - error
not particularly impressive. However, the model is performing well in the absolute
sense of progressive level prediction, and one can illustrate this by examining its
propensity to anticipate turning points, or more generally the correct direction of
change. On the unseen test set the model predicts the correct direction of level
change75.25%ofthetime,but,asonemightexpect,mostoftheerrorsoccurwhen
the real three hour level change is small. If we examine only those cases where the
absolutechangeofleveloverthreehoursisgreaterthanhalftheaverage,i.e.greater
than 3.67mm then on the unseen test set the model predicts the correct direction
of level change 81.36% of the time. For absolute changes of three hour level one
standard deviation above the average absolute three hour level change, this rises to
around 92%.
In a corresponding exercise for the sensor site at Windsor, deviations from the
modelpredictionshowperiodicdailyﬂuctuations.Weattributetheseﬂuctuationsto
periodicextractionsandreplacements,suchasarecreatedbyfactoryoragricultural
use of the river water. If this is indeed the case, then our observations could be used
to develop an automatic monitoring program for detecting the unlicensed use of
river water.
6 Conclusions
WehaveillustratedhowthebasicGammatestalgorithmcanbeenhancedwithvari-
oussupportingprocedurestoansweranumberofpracticallyquitecriticalquestions
forthoseengagedintheconstructionofnon-parametricsmoothmodels.Thesetools
include: the scatter plot and associated regression line and plot points, the M-test,
the full embedding search, the Gamma histogram and bin frequency analysis, and
increasing embedding as an alternative method of determining the embedding di-
mension for a time series.
The application of the Gamma test to the selection of relevant variables in the
constructionofnon-linearmodelsisausefuladditiontothestandardlibraryofsuch146 A.J. Jones
techniques. In application areas, such as ﬁnancial modelling, where the underlying
processes are conjectural, there are epistemological caveats, but such analysis can
still be useful in refuting or conﬁrming conventional wisdom regarding the relative
importance of useful predictive variables.
Many users of winGammaTMare explicitly interested in time series prediction
of economic data. Here the most promising approach seems to be to bring to bear
user domain knowledge to determine which other available time series data can
act as leading indicators for the target time series. We propose in the ﬁrst instance
to provide a set of time-series editing tools that facilitate the alignment in time of
attribute values from different time series and the selection of subsets of lagged
data.
In other types of situation it may well prove useful to be able to estimate not
just the second moment of the noise but higher moments as well. For example, in
macro-economic modelling the skewness and kurtosis are sometimes of especial
interest.Inanotherpaper[EvansandJones,2003b]weshowhowthemathematical
techniques used in [Evans and Jones, 2002] may be extended to estimate as many
higher moments of the noise as the amount of data might justify. It emerges from
thatworkthattheGammatestisjustoneofawholeclassofsimilarsuchalgorithms.
In particular, apart from the Gamma test itself, there are other similar but different
ways to estimate the second and higher moments.
There are a range of more certain potential applications of these ideas in many
ﬁelds of science and engineering, although one might single out signal processing
for immediate attention.
6.1 Guidelines for applicability
We re-iterate some cautionary notes regarding the range of applicability of the
Gamma test.As the existing theory stands it is applicable in circumstances where:
– Input and output measurements constitute real numbers, not categorical or dis-
crete values.
– The number of data points is large in relation to:
– The dimensionality of the input vector.
– The complexity of the underlying smooth functional model.
– The noise level and the nature of the noise distribution.
– Sampling of inputs is well distributed (i.e. smooth positive sampling density)
across the input space.
– Measurements are to a precision commensurate with the number of data points
being processed (because the algorithm computes differences of point coor-
dinates, with very large data sets measurements should be high precision, as
should the corresponding calculations).
Wecanhaveconﬁdenceintheresultsiftheaboveconditionsaresatisﬁedandthe
M-testgraphhasstabilised.IngeneralthescatterplotandassociatedregressionlineNew tools in non-linear modelling and prediction 147
and plot points are very useful indicative tools which can often highlight problems
with the data.
Although there is a large body of experimental evidence supporting the utility
of the Gamma test in the analysis of chaotic dynamical systems, the existing theory
does not cover this case.24 It seems like that the theory could be extended, but this
would require answering some quite tricky questions in Hausdorff measures.
In any event, such questions may be of mainly academic interest. For often in
practical applications we have no way to determine if theoretical pre-conditions
are (or are not) satisﬁed. Thus the most direct approach in determining the utility
of the Gamma Test may be to simply try it! In this case it behoves the analyst to
treat the conclusions, and test the resulting models, with more than a normal level
of scepticism.
6.2 Future application developments
The Gamma test would appear to be an interesting new tool for model discovery.
winGammaTM was constructed as a non-linear analyst’s workbench, and as with
any such tool there is a learning curve which must be ascended to acquire the
necessary skills to apply the tool effectively. However, as we have gained more
experience in the use of winGammaTM, and began to develop an analysis protocol,
it has become apparent that the analysis process could be automated with little loss
of effectiveness.
6.2.1 Datamining
Because the Gamma test runs extremely quickly one can therefore envisage a more
sophisticated program (GammaMiner) which automatically scans large databases
looking for relationships between numerical ﬁelds which can be used for smooth
modelling and prediction.The user could deﬁne which attributes were of particular
interest (the targets or outputs required to be predicted) and which other attributes
the targets might reasonably depend on (these would form the set of potential
inputstothemodel).Designingsuchaprogramisnotwithoutpitfalls.Forexample,
attribute values may not be time-stamped and one could easily ﬁnd the program
‘predicting’ values that predate the attribute values used as inputs. Thus there are
some problems regarding database semantics that need to be addressed. Because
notalldatafallsintothecategoryofnumericalﬁeldswhichmightbemodelledbya
smooth function and because other types of tools (e.g. decision trees) may be more
appropriate for constructing predictive models on discrete inputs or categorical
outputs, one could also envisage engineering a sub-set of GammaMiner as a re-
usable component designed to be integrated into existing or future data mining
tools.
24 For one reason, the sampling of input space is not well distributed in the sense intended here.148 A.J. Jones
Nevertheless, it is possible to imagine such a program running continually in
the background and notifying its owner only when it found something interesting.
E.g. "By the way I have a predictive model for X for one month ahead which gives
an expected error of 0.5% are you interested?" While such program behaviour is
not intelligent in any real sense, there is no doubt that such a tool would be useful.
One very interesting and potentially extremely beneﬁcial application of these
ideas, and other techniques for dealing with discrete input and output variables, is
to large medical databases. However, a not inconsiderable problem in this respect
is that, certainly under present UK law, even anonymised data is protected to an
extent that hampers access for such blanket research approaches. Moreover, much
useful data is propriety to drugs companies and often inaccessible to the academic
researcher.
6.2.2 General purpose non-linear modelling tools
Aswehaveillustrated,wearedevelopingtheapplicationoftheseideastoaModular
AutomatedPredictionandFloodWarningSystem(MAPFLOWS)forthenon-linear
modelling of river systems.
More generally it would be of great utility to create a macro-language to facili-
tatethegenerationofcodefordatadriven,non-parametric,non-linearmodellingof
complexdynamicsystems.ThustheautomatedGammatestwouldbecomeasingle
component in such a system. Building on the earlier ideas of Simula we could gen-
erate a system rather similar to STELLA, in that ﬂow process charts could be used
via a graphical user interface to specify inputs and outputs for speciﬁc nodes and
link the nodes together into a model of a complex dynamic system. The difference
would be that nodes would be non-linear input-output models automatically gen-
erated from the data. Each node would have an associated Gamma statistic, which
would quantify the expected error relative to the actual data.25 Using this informa-
tion the propagation of errors through the system could be studied and quantiﬁed.
Inthiswaywecouldidentifycriticalnodeswhichlimitoverallaccuracy,andassign
measures of conﬁdence to the outcomes of simulations.
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