This paper presents a computational model to simulate normal and impaired auditory-nerve ͑AN͒ fiber responses in cats. The model responses match physiological data over a wider dynamic range than previous auditory models. This is achieved by providing two modes of basilar membrane excitation to the inner hair cell ͑IHC͒ rather than one. The two modes are generated by two parallel filters, component 1 ͑C1͒ and component 2 ͑C2͒, and the outputs are subsequently transduced by two separate functions. The responses are then added and passed through the IHC low-pass filter followed by the IHC-AN synapse model and discharge generator. The C1 filter is a narrow-band, chirp filter with the gain and bandwidth controlled by a nonlinear feed-forward control path. This filter is responsible for low and moderate level responses. A linear, static, and broadly tuned C2 filter followed by a nonlinear, inverted and nonrectifying C2 transduction function is critical for producing transition region and high-level effects. Consistent with Kiang's two-factor cancellation hypothesis, the interaction between the two paths produces effects such as the C1/C2 transition and peak splitting in the period histogram. The model responses are consistent with a wide range of physiological data from both normal and impaired ears for stimuli presented at levels spanning the dynamic range of hearing.
I. INTRODUCTION
Modeling auditory-nerve ͑AN͒ fiber responses provides a useful tool for testing our understanding of the underlying mechanical and physiological processes in the auditory periphery. In this regard, several efforts had been made to develop computational models ͑Deng and Geisler, 1987; Goldstein, 1990; Kates, 1991; Carney, 1993; Kates, 1995; Robert and Eriksson, 1999; Zhang et al., 2001; Meddis et al., 2001; Bruce et al., 2003; Sumner et al., 2003; Tan and Carney, 2003͒ that integrate data and theories from a wide range of research in the cochlea. Describing and understanding the mechanisms behind the nonlinearities in the cochlea such as compression, two-tone rate suppression, etc., was the main focus of these modeling efforts. In addition, these models can be used in studying how simple and complex sounds are encoded in the peripheral auditory system ͑e.g., Carney and Yin, 1988; Carney, 1994͒ , in ways that might not be feasible in physiological experiments. Broader applications of these models include using them as frontends in many research areas such as speech recognition in noisy environments ͑e.g., Ghitza, 1988; Tchorz and Kollmeier, 1999͒ , computational modeling of auditory scene analysis ͑e.g., Brown and Cooke, 1994͒ , modeling of neural circuits in the auditory brain-stem ͑e.g., Hewitt and Meddis, 1992͒ , design of hearing-aid amplification schemes ͑e.g., Miller et al., 1999; Bondy et al., 2004͒ , and design of speech processors for cochlear implants ͑e.g., Wilson et al., 2005͒. In this study, a phenomenological model of the auditory periphery developed by Bruce et al. ͑2003͒ to simulate the low-and moderate-level responses in normal and impaired ears has been modified and extended to also account for the high-level responses of AN fibers across a wide range of characteristic frequencies ͑CFs͒. The motivation for this work is to provide a more accurate ͑quantitative and qualitative͒ description of the response properties of AN fibers to simple and complex stimuli for acoustic stimulus sound pressure levels spanning the dynamic range of hearing. As hearing aids amplify signals to compensate for hearing loss, accurately modeling high-level effects will be useful in suggesting and testing new strategies for hearing-aid signalprocessing schemes.
Understanding the complex changes in responses of the mammalian AN fibers to high-level stimuli has been attempted by several researchers over the last few decades. One of the most striking nonmonotonic behaviors in AN responses to tones at high levels is the component 1-component 2 ͑C1/C2͒ transition ͑Kiang et al., 1965 Kiang and Moxon, 1972; Gifford and Guinan, 1983; Heinz and Young, 2004͒ , which is characterized by a sharp transition of up to 180°in the phase-level function and sometimes also by a dip in the rate-level function ͑Ki-ang, 1984; Liberman and Kiang, 1984͒ . The low-level response that occurs before the phase shift is referred to as the C1 response, and C2 is the high-level response that appears after the phase shift. Kiang ͑1990͒ offered a two-factor cancellation hypothesis to explain the rate dip and phase shift at this C1/C2 transition. According to his hypothesis, the C1 and C2 responses are caused by two different response generating factors. One of them, C1, dominates at low and mod-erate levels, is narrowly tuned, and is vulnerable to trauma. The other, C2, dominates at high levels, is broadly tuned, is resistant to trauma, and is shifted in phase by 180°with respect to the C1 response. At the level where both are approximately equal in amplitude, they tend to cancel each other and cause the C1/C2 transition phenomenon to occur in AN responses.
The earliest physical interpretation of the C1/C2 transition phenomenon was that the C1 response is normally generated by the interaction between the outer hair cells ͑OHCs͒ and the tallest row of inner hair cell ͑IHC͒ stereocilia, while C2 requires only the shorter rows of IHC stereocilia ͑Liber-man and . A selective loss of tall stereocilia from the IHC reduces the C1 without affecting the C2 responses, and in fact, total loss of tall IHC stereocilia ͑which is always associated with severe damage to the OHCs͒ completely eliminates the C1 response ͑Fig. 7, Kiang, 1984͒. Liberman and argued that if the tall IHC stereocilia are coupled to the tectorial membrane whereas the shorter rows are not, total loss of the tall IHC stereocilia removes C1 from the AN responses because of the elimination of mechanical coupling between the OHCs and the tall IHC stereocilia. Liberman and Kiang ͑1984͒ observed that a normal C2 response requires neither functioning tall stereocilia on the IHCs nor functioning stereocilia on the OHCs. A functional relationship between the C2 and the short IHC stereocilia has been suggested by the observation that both are resistant to trauma ͑Liberman and Sewell ͑1984b͒ also argued that there could be two transduction mechanisms in the IHCs, based on AN fiber recordings during which furosemide was administered to cats. Application of furosemide, which is known to cause decreases in the endocochlear potential ͑EP͒, reduced the discharge rate of the C1 component, whereas the C2 component was largely unaffected and is thus likely be generated by a different transduction mechanism that does not require a large EP ͑Sewell, 1984b͒. Kiang et al. ͑1986͒ utilized these results in reassessing the conceptual physical model of Liberman and Kiang ͑1984͒, but still no definitive conclusion was reached regarding the physical source of the C2 component. Cheatham and Dallos ͑1998͒ showed that the notch and phase shift observed in the AN fiber responses has a correlate in the measurement of IHC receptor potentials, whereas measurements from the organ of Corti or OHCs do not demonstrate this phenomenon. This would indicate that the C1/C2 interactions may not be present in the basilar membrane ͑BM͒ vibrations. A review by Robles and Ruggero ͑2001͒ notes that, while notches and phase shifts are observed in some BM vibration data, they are not consistently found in all BM recordings. However, there is strong evidence for two or more modes of BM vibration and/or excitation of the IHCs at high sound pressure levels ͑e.g., Robles and Ruggero, 2001; Guinan, 2000, 2004͒ . Combining this observation with the evidence for two separate transduction functions, we suggest in this paper that the IHC could be subjected to two modes of excitation from the BM with the frequency tuning and phase response corresponding to C1 and C2, and that each of these modes of excitation has its own transduction function, such that the C1/C2 interaction occurs within the IHC.
A second high-level effect is the emergence of harmonics in the period histogram in response to tones. For frequencies below 5 -7 kHz, spikes tend to be time-locked to a particular phase of the input tone stimulus waveform ͑Kiang et al., 1965; Johnson, 1980; Kiang, 1990͒ . Consequently, the period histogram of responses to low-frequency tones exhibits a single peak at low levels. However, at high stimulus levels, the histograms of responses to tones below 1 kHz may show two or even three peaks per stimulus cycle, which is referred to as peak splitting ͑Kiang and Moxon, 1972; Johnson, 1980; Ruggero and Rich, 1983; Ruggero and Rich, 1989; Kiang, 1990; Cai and Geisler, 1996͒. With further increases in the tone level, the histograms again show only a single peak, but now phase-shifted from the original peak at low stimulus level. Kiang ͑1990͒ postulated that if one of the two responses ͑C1 or C2͒ contains a second harmonic distortion, peak splitting can be qualitatively explained by his two-factor cancellation hypothesis. In response to a tone at the transition level, the two fundamental components cancel each other as the responses are out of phase; however, the uncancelled second harmonic component becomes significant within a few dB of that transition level. Since AN fibers only phase-lock to the positive portion of the cycle of a tone, the period histogram shows two peaks corresponding to the positive phases of the harmonic. Consistent with this, in this paper we show quantitatively that the peak-splitting phenomenon can be explained directly by the two-factor cancellation hypothesis if the C2 waveform is not subject to rectification by the IHC transduction function, in contrast to the strong rectification of the C1 waveform by its IHC transduction function. Moderate and high sound pressure level effects in the C1 response itself include compression, two-tone rate suppression, and shifts in best frequency ͑BF͒.
1 All of theses effects are thought to arise from a single nonlinear, time-varying mechanism in the cochlea, referred to as the cochlear amplifier ͑CA͒ ͑Patuzzi and Robertson, 1988; Patuzzi, 1996; Holley, 1996͒ . The compressive nonlinearity of the cochlea is strongly dependent on stimulus frequency, as is evident from data showing BM gain as a function of frequency ͑Ruggero et al Cooper and Rhode, 1997͒ . At frequencies near CF, the gain grows systematically larger as a function of decreasing stimulus level; however, there is no change in the gain at frequencies well removed from CF. As a result, both the sharpness of tuning and the peak ͑or BF͒ change as a function of stimulus level. At the highest stimulus levels, sharpness of tuning significantly decreases and responses in the base of the cochlea reach their maxima at frequencies about one-half octave lower than at the lowest stimulus levels ͑Robles and Ruggero, 2001͒. Responses of AN fibers with CFs ranging from mid to high frequencies show similar shifts in BF to lower frequencies as a function of increasing sound level ͑Anderson et al., 1971; Møller, 1977͒ . This level-dependent BF shift relates to the interaction between the change in the shape of the impulse-response envelope with sound pressure level and the trend of the instantaneous-frequency ͑IF͒ glide in the impulse response ͑Carney et Tan and Carney, 2003͒ . However, frequency glides themselves are nearly independent of stimulus sound pressure level over the full dynamic range of hearing ͑e.g., de Boer and Nuttall, 1997; Recio et al., 1998; Carney et al., 1999͒ and even maintain their general form postmortem ͑e.g., Recio et al., 1998͒ . Although the glides are largely invariant with changes in stimulus level, they are strongly dependent on CF ͑Carney and Yin, 1988; Carney et al., 1999; Shera, 2001͒ . The goal of this study is to incorporate all of these response properties in the model, including high-level effects such as the C1/C2 transition, peak splitting, and BF shift.
Toward this goal, several efforts have been made to model the nonlinearities of the cochlea that can be characterized in several ways such as transmission-line models ͑e.g., Giguère and Woodland, 1994͒ , mechanical cochlear models ͑e.g., de Boer and Viergever, 1982͒, models using parallel filter paths with static nonlinearities ͑e.g., Lin and Goldstein, 1995; Meddis et al., 2001͒ , and models using time-varying nonlinear filters ͑e.g., Carney, 1993; Zhang et al., 2001; Bruce et al., 2003͒ -for a comparison of these approaches see the recent review by Lopez-Poveda ͑2005͒. The phenomenological approaches of ͑i͒ parallel filter paths with static nonlinearities and ͑ii͒ time-varying nonlinear filters lend themselves most readily to incorporation into models of the entire auditory periphery because of their relative simplicity and their computational efficiency. Both of these approaches are able to describe most of the cochlear nonlinearities observed in physiological data, although the time-varying nonlinear filter approach appears to better explain stimulus dependent changes in the phase of BM vibrations and AN fiber responses. For explaining high-level nonlinearities such as the C1/C2 transition and peak splitting, only Lin and Goldstein ͑1995͒ conducted a detailed investigation with a computational model that incorporates the twofactor hypothesis. This model is of the type with parallel filter paths and static nonlinearities, and consequently has two pathways that can interact to produce effects like the C1/C2 transition and peak splitting. However, because their model only incorporates static nonlinearities, Lin and Goldstein ͑1995͒ found it necessary to introduce an ad hoc stimulus-dependent phase adaptation mechanism to produce the correct stimulus-dependent phase changes. Additionally, the C1/C2 phenomenon occurs in the model BM response of Lin and Goldstein ͑1995͒ before IHC transduction, which may not be consistent with all of the physiological data summarized earlier.
In this paper, we propose that the two excitatory inputs to the IHC are provided by the outputs of two separate filters, C1 and C2. The output of the C1 filter closely resembles the primary mode of vibration of the BM which is dependent on the action of the cochlear amplifier. The physiological correlate of the output of the C2 filter is not clear, but we have found that the model is capable of generating C2 threshold tuning curves similar to those of Liberman and Kiang ͑1984͒ if the C2 filter is set to be the same as the C1 filter with complete OHC impairment, i.e., representing the passive BM response rather than the active BM response resulting from the action of the cochlear amplifier. From the above-noted arguments, we also propose the existence of two separate transduction functions following the two filters, and the outputs of these two transduction functions interact to produce the C1/C2 transition in the model. We have implemented this conceptual model by adding a parallel-path C2 filter to the computational auditory periphery model of Bruce et al. ͑2003͒ . The 180°phase shift of the C2 response is incorporated into the C2 transduction function, which only receives excitation from the C2 filter. The C1/C2 interaction consequently occurs within the IHC, rather than in the BM response. An advantage of this approach is, in addition to appearing more consistent with the physiological data, that the C2 filter and transduction function properties can be adjusted to explain the C1/C2 transition and peak-splitting data, without having any effect on C1 responses at low to moderate sound pressure levels. An important consequence of this arrangement is that the low-frequency tail of the model tuning curves is still produced by the C1 filter, not the C2 filter, in contrast to the class of models using parallel filters with static nonlinearities.
The C1 filter of the Bruce et al. ͑2003͒ model is a gammatone filter that does not produce the frequency glides and BF shifts observed in the physiological data. Therefore, in this paper the C1 filter has been replaced with a chirp filter ͑Tan and Carney, 2003͒ that is able to produce these effects. We have made some improvements over the chirp filter proposed in Tan and Carney ͑2003͒. First, the order of the filter is reduced to half of that proposed in Tan and Carney ͑2003͒ to produce more realistic frequency tuning curves, including tails in both normal and impaired conditions. Second, during implementation the zeros of the filter are moved along with the poles according to the control signal to give more realistic level-independent frequency glides in the impulse response and to improve the simulation of the phase properties of the cochlea. A comparison with recent time-varying nonlinear filter type models is provided in Table I . The computational details of the proposed model are described in Sec. II, and Sec. III evaluates the model against published AN responses.
II. DESCRIPTION OF THE MODEL
A schematic diagram of the proposed model is given in Fig. 1 . Each section of the model provides a phenomenological description of the major functional components of the auditory-periphery, from the middle-ear to the auditory nerve.
The input to the middle-ear ͑ME͒ is the instantaneous pressure waveform of the stimulus in units of Pa, sampled at 500 kHz. The ME filter is followed by three parallel filter paths: the C1 and C2 filters in the signal path and the broadband filter in the control path. The feed-forward control path regulates the gain and bandwidth of the C1 filter to account for several level-dependent properties in the cochlea. The C1 filter has been designed with an asymmetrical orientation of the poles and zeros ͑different damping coefficients͒ in the complex plane to produce IF glides in the impulse response of the C1 filter. The parallel-path C2 filter has been imple-mented based on Kiang's two-factor cancellation hypothesis. The C2 filter is linear and similar to the C1 filter with its broadest possible tuning, i.e., the C2 filter is the completely OHC-impaired version of the C1 filter. The transduction function following the C2 filter is such that at low levels its output is significantly lower than the output of the corresponding C1 response, whereas at high sound pressure levels the C2 output dominates and the C1 and C2 outputs are out of phase. At levels within the transition region, both outputs are approximately equal and tend to cancel each other. In addition, the C2 response is not subject to rectification, unlike the C1 response at high levels, such that the peaksplitting phenomenon also results from the C1/C2 interaction. The combined response of the two transduction functions following the C1 and C2 filters is passed through a seventh-order IHC low-pass filter. The IHC output drives the IHC-AN synapse which provides the instantaneous synaptic release rate as output. Finally the discharge times are produced by a renewal process that includes refractory effects.
A. Middle-ear filter
The ME section of the model is simplified from that of Bruce et al. ͑2003͒ , which was created by combining the ME model of Peake et al. ͑1992͒ with that of Matthews ͑1983͒ and deriving a digital-filter implementation of the resulting continuous-time transfer function. Because of difficulties in ensuring stability with the previous implementation, here the continuous-time transfer function is reduced from an eleventh-order system to a fifth-order system. A fifth-order digital filter is created using the bilinear transformation for a sampling frequency of 500 kHz with the frequency axis prewarped to give a matching frequency response at 1 kHz. To ensure stability, this digital filter is implemented in a secondorder system form by cascading the following digital filters: ME 1 ͑z͒ = 0.0127ͩ 1.0000 + 1.0000z 
B. Feed-forward control path
The purpose of the control path is to reflect the active processes in the cochlea. The gain and bandwidth of the C1 filter are varied according to the control signal to account for several level-dependent response properties of the cochlea. The control path consists of several stages: ͑i͒ a time-varying third-order gammatone filter with a broader bandwidth than the signal-path C1 filter; ͑ii͒ a nonlinear function ͑Boltzmann function͒ followed by a third-order low-pass filter to control the dynamic range and the time course of compression; and ͑iii͒ a nonlinear function to convert the output of the lowpass filter to a time-varying time constant for the C1 filter. The proposed model retains the same control path from Bruce et al. ͑2003͒, except for a minor modification in the parameters, which are given in Table II . The control-path wide-band filter is a third-order timevarying gammatone filter, the center frequency and bandwidth of which are higher than those of the signal-path C1 filter. The implementation of this filter follows that of Zhang et al. ͑2001͒ and Bruce et al. ͑2003͒ . The broader bandwidth of the control-path filter produces two-tone rate suppression in the model output. The wide-band filter has a center frequency corresponding to a shift of 1.2 mm basal to the fiber CF along the basilar membrane ͑Zhang et al. 2001͒ to be consistent with the physiological observation that the tip of a suppression tuning curve is at a slightly higher frequency than the tip of the excitatory tuning curve ͑Delgutte, 1990͒.
The tuning of the control-path gammatone filter is determined based on the tuning of the signal-path gammatone filter used in the earlier models ͑Zhang et al., 2001; Bruce et al., 2003͒ . The maximum time constant of the control-path wide-band filter ͑i.e., at low stimulus levels͒ is denoted by cpmax , given as cpmax = wide + 0.2 ϫ ͑ narrow − wide ͒, ͑4͒
where narrow and wide denote the maximum and minimum time constants for the signal-path gammatone filter from Order of the narrow-band C1 filter ͑chirp͒ 10 P 01 Real part of the pole nearest to the imaginary axis at low stimulus levels Eq. ͑9͒
Real part of the pole nearest to the imaginary axis at high stimulus levels the previous models. The former is computed according to narrow =2Q 10 / ͑2CF͒ and log 10 ͑Q 10 ͒ = 0.4708 log 10 ͑CF/ 10 3 ͒ + 0.4664, where CF is in hertz. The latter is determined by wide = narrow ϫ ratio, where ratio =10 −gain CA ͑CF͒/͑20ϫ3.0͒ and gain CA ͑CF͒ is defined in Eq. ͑6͒. Similarly, the minimum time constant of the control-path filter ͑i.e., at very high stimulus levels͒ is defined as cpmin = cpmax ϫ ratio. Here we have further modified the gain of the control-path wide-band filter to vary as a function of CF according to the factor ͑ cp / cpmax ͒ 3 ·10ϫ 10 3 · max͑1,CF/5ϫ 10 3 ͒, where CF is in units of hertz. This produces a compression threshold that is at a roughly constant level above the model auditory nerve fiber threshold at each CF ͑Sachs et al., 1989͒.
The asymmetrical saturating nonlinearity that follows the wide-band filter is implemented with a second-order Boltzmann function with an asymmetry of 7:1 ͓Eqs. ͑11͒ and ͑12͒ of Zhang et al. ͑2001͔͒:
where
where V and BN are the outputs of the wide-band filter and the Boltzmann function, respectively. The parameters of this function are adjusted to replicate the reported physiological data in the literature ͑e.g., Ruggero et al., 1997͒ and are given in Table II . The cut-off frequency of the low-pass filter following the Boltzmann function was reduced to 600 Hz in Bruce et al. ͑2003͒ from that of 800 Hz in Zhang et al. ͑2001͒ , and the order of this filter is also reduced from three to two in the model presented in this paper.
The nonlinear function that converts the output of the low-pass filter to a time-varying time constant for the signalpath C1 filter, C1 , is similar to that of Zhang et al. ͑2001͒ and Bruce et al. ͑2003͒ :
where V LP ͑t͒ is the output of the OHC low-pass filter, dc is an estimate of the dc component of the control path output at high-levels, R C1 is the ratio of an asymptotic lower bound of the time constant to bound of the time constant to C1max . C1max and C1min are the estimated time constants of the C1 filter at low and high levels, respectively, and will be defined in the next section. The parameters of this function are also described in Table II . Finally, the time-varying time constant for the control-path wide-band filter is found by
where the constants are suitably defined as a
Here the constants a and b are selected so that the range of variations possible for the time constants of the C1 filter ͑be-tween C1max and C1min ͒ are mapped into the range ͑be-tween cpmax and cpmin ͒ for the control-path filter. At low stimulus sound pressure levels, the control-path output, C1 , is almost equal to C1max such that the tuning is sharp, the gain is high, and the filter behaves linearly. At moderate levels, the control signal deviates substantially from C1max , dynamically varying between C1max and C1min . The tuning of the C1 filter becomes broader and the gain is reduced, simulating the compressive and suppressive cochlear nonlinearity. At very high stimulus sound pressure levels, the control signal saturates, essentially equal to C1min , and the C1 filter is again effectively linear with broad tuning and low gain.
C. C1 filter
The C1 filter produces the tuning properties for the model BM response that provides input to the C1 IHC transduction function. It consists of two second-order poles ͑i.e., two poles at the same position͒ and one first-order pole ͑a single pole͒, their complex conjugates and a fifth-order zero on the real axis. The configuration of this filter ͑i.e., the relative placement of the poles and zeros͒ is similar to the recent model proposed by Tan and Carney ͑2003͒, however the filter order and the equations controlling the initial placement and the movements of the poles and zeros in the complex plane according to the control signal are substantially different. The filter order has a great impact on the sharpness of tuning; if the filter order is too high, then the filter remains fairly sharply tuned even for high-sound pressure level stimuli or in the case of OHC impairment. To make the impaired and high-level tuning more realistic ͑i.e., reasonably broadly tuned͒, the order of the C1 filter has been reduced from 20 to 10. The model proposed by Tan and Carney ͑2003͒ is limited to CFs up to 4 kHz, however, the model presented here is able to simulate responses for AN fibers with CFs as high as 40 kHz. The configuration ͑i.e., the structure of the relative positions͒ and the limits of movement of the poles and zeros of the C1 filter are shown in Fig. 2 . The CF-dependent polezero locations for low-level stimuli are governed by the desired Q 10 values and tuning curve tail shape, and are described by the following ͑also, see Fig. 2͒ :
log 10 ͑P a − 2000͒ = log 10 ͑CF͒ ϫ 0.9 + 0.55, ͑12͒
log 10 ͑Z L − 500͒ = log 10 ͑CF͒ ϫ 0.7 + 1.6, ͑13͒
where CF is in units of hertz. P 01 denotes the real part of the pole nearest to the imaginary axis, P w is the imaginary part of the pole closest to the imaginary axis, P b is the relative imaginary parts of the poles, P a specifies the relative real parts of the poles, and Z L is the location of the zeros on the real axis; for simplicity, all zeros are located at the same position in the complex plane. The selection of these functions is motivated by a number of physiological observations reported in the literature and thus reflect the following phenomena in the model.
First, physiological studies showed that the shape of neural tuning curves gradually changes with CF ͑Kiang et al., 1965͒. Low-CF fibers have shallow, symmetric tuning, and high-CF fibers have sharp, asymmetrical tuning with extended low-frequency tails. Single AN fibers therefore appear to behave as bandpass filters, with asymmetric filter shapes. The frequency selectivity of AN fibers is similar to that of the BM and IHCs, from which their frequency selectivity is almost certainly derived ͑Russell and Sellick, 1978; Sellick et al., 1982; Narayan et al., 1998; Robles and Ruggero, 2001͒ . Although the BM and IHC data are primarily from species such as chinchilla and guinea pig, a method for estimating BM amplitudes from AN responses gives similar results for cats ͑van der Heijden and Joris, 2003͒. The relative positions of the poles and zeros of the C1 filter have been chosen carefully to replicate this aspect of tuning in the model.
Second, several studies reported frequency modulation in the impulse response of the BM ͑Robles et al., 1976; de Boer and Nuttall, 1997; Recio et al., 1997͒ and AN fibers ͑Carney et al., 1999; Lin and Guinan, 2000͒ . The signal-path C1 filter with asymmetrical transfer function has been configured to reflect the IF glides in its impulse response. The interactions among the poles and zeros give rise to the glides, which were extensively explained in Tan and Carney ͑2003͒. The frequency glides in the impulse response of the C1 filter of the proposed model show downward glides for CFs below 750 Hz, constant glides for CFs ranging from 750 to 1500 Hz, and upward glides for CFs above 1500 Hz, which are qualitatively consistent with the AN data ͑Carney et al., 1999͒.
Third, the zeros of the C1 filter are chosen in such a way that the magnitude response of the BM for a wide range of CFs reported in van der Heijden and Joris ͑2003͒ can be achieved by this model, and consequently the tails of the tuning curves become more realistic.
The location of the poles and zeros are varied along the real axis in the negative direction according to the timevarying control signal to account for the compressive and suppressive nonlinearity in the model. Since the output of the control path is the time constant for the C1 filter, we define mapping functions that convert the time constant to a corresponding shift of the location of poles ͑P shift ͒ and zeros ͑Z shift ͒ from the initial positions,
10 tan −1 ͑2CF− Img͑P iL ͒ / ͑−Real͑P iL ͒͒͒ denote the sum of the phases at CF ͑Hz͒ due to the zeros and poles of the C1 filter, respectively, at low levels. Similarly, PC represents the total phase contribution by the poles of the C1 filter at CF after the poles have been moved according to the control signal. With the movement of these poles and zeros in the complex plane, the phase response of the C1 FIG. 2 . Configuration of the location of poles and zeros of the model's signal-path BM ͑C1͒ filter. Five pairs of poles ͑P 1C , P 3C are second order and P 2C is a first-order pole and their complex conjugates͒ along with five zeros ͑Z C on the real axis͒ in the complex plane represent the C1 filter pole and zero position as a function of the control-signal, which is mapped to the shift in pole position P shift and zero position Z shift . P 1L represents the closest that the pole can be to the imaginary axis, i.e., at low stimulus levels, and P 1H indicates the furthest possible location in the completely impaired cochlea or at very high stimulus levels in the normal case. Similar interpretation holds for other poles such as P 2L and P 2H , respectively, and also for P 3L and P 3H . Z L and Z H indicate the closest and furthest possible locations of the fifth-order zeros in the complex plane.
filter at CF becomes invariant to stimulus sound pressure level. Unlike Tan and Carney ͑2003͒, the locations of the zeros of the C1 filter are moved along the real axis according to the control signal to account for the following two important level-dependent response properties in the model.
First, at the base of the cochlea, BM responses to tones with near-CF frequency grow nonlinearly, and phases vary systematically with sound pressure level ͑Geisler and Rhode, 1982; Cooper and Rhode, 1992; Nuttall and Dolan, 1993; Ruggero et al., 1997; Rhode and Recio, 2000͒ . However, at frequencies well below CF, response magnitudes grow linearly with stimulus sound pressure level and phases at those frequencies are invariant with respect to the stimulus sound pressure level. The same pattern of phase shift with sound pressure level was described in the phases of IHCs ͑Dallos, 1986; Cheatham and Dallos, 1989 , 1998͒ and AN fibers ͑Anderson et al., 1971 Liberman and Kiang, 1984; Cai and Geisler, 1996; Ruggero et al., 1996͒ . To address these leveldependent phase properties in the model, zeros are moved along with the poles ͑along the real axis toward negative infinity͒ in such a way that at all sound pressure levels the phase response of the C1 filter remains unaltered at that particular CF, i.e., the phase at CF is independent of the control signal. So, the phase is affected by the control signal only for tone frequencies other than CF. However, for tones well below CF, the displacement of the poles and zeros of the C1 filter from the initial positions is negligible, and thus phase responses remain unaffected by the stimulus sound pressure level. The tone frequencies around CF cause significant displacement of the poles and zeros in the complex plane of the C1 filter, and hence the phase response varies systematically with sound pressure level.
Second, model responses show that as the control signal becomes significant ͑i.e., the corresponding displacements of poles and zeros in the complex plane are greater͒ at moderate and high levels, the frequency glides in the impulse response of the BM and AN become level-dependent if the locations of zeros are not moved along with the poles within the C1 filter. So, the movement of the positions of zeros along with the poles make the frequency glides in the impulse response of the BM and AN fibers almost level-independent, consistent with physiological observations ͑e.g., Recio et al., 1997; de Boer and Nuttall, 1997; Carney et al., 1999͒. The maximum possible movement of the poles and zeros depends on the cochlear-amplifier gain, i.e., the gain of the CA defines the relation between the tuning at low and high levels. So, within the C1 filter, the real part of the pole nearest to the imaginary axis at high levels ͑when the control signal is saturated͒ is described as
Hence, the maximum possible displacement of the poles and zeros from the initial positions ͑i.e., at low levels͒ along the real axis in the negative direction in the complex plane, ͑P 11 − P 01 ͒ and ͑Z H − Z L ͒, respectively, are limited by the CA gain ͑Fig. 2͒.
D. C2 filter
A C2 filter, parallel to the C1 filter, has been introduced according to Kiang's two-factor cancellation hypothesis to implement the C1/C2 transition and peak-splitting phenomena in the model. In order to comply with the hypothesis proposed by Kiang ͑1990͒ and other experimental observations ͑e.g., Gifford and Guinan, 1983; Sewell, 1984b; Liberman and Kiang, 1984; , the C2 filter should possess the following two important characteristics, which are implemented accordingly in the model. First, Liberman and Kiang ͑1984͒ showed that C2 tuning curves are very broad ͑almost flat͒. The thresholds of a C2 tuning curve for a particular fiber are defined as the levels at which the responses of the fiber undergo an abrupt phase shift of about 180°as a function of the stimulus frequency. In addition, it was reported in Wong et al. ͑1998͒ that above the C2 threshold, AN fibers have poor frequency selectivity and respond to many frequency components of a vowel stimulus. So, the C2 filter has to be very broad. In the proposed model, the C2 filter ͑tenth order͒ has been chosen to be identical to the broadest possible C1 filter. Hence the C2 filter has been implemented by placing the poles and zeros in the complex plane at the positions for the C1 filter when the OHCs are completely impaired. Implementation of impairment in the cochlea will be discussed in Sec. II G.
Second, in acoustically traumatized cats, C2 responses remain unaltered, while C1 responses are significantly attenuated ͑Liberman and Heinz and Young, 2004͒ . Sewell ͑1984b͒ also showed that C2 responses are less sensitive to decreases in EP produced by furosemide. Similarly, Gifford and Guinan ͑1983͒ reported that C1 responses can be suppressed by stimulation of the crossed olivocochlear bundle, whereas C2 responses cannot. All of these observations imply that the C1 response is dependent on OHC function but C2 is not. To reflect this finding in the model, the C2 filter is linear, static ͑i.e., the tuning of the C2 filter remains fixed across all levels͒, and is followed by a separate IHC transduction function.
E. The inner hair cell "IHC…
The function of the IHC is to transduce the mechanical responses of the BM to an electrical potential that leads to neurotransmitter release across the IHC-AN synapse. The ratio of the ac to dc components of the IHC output affects the synchrony of the fiber's response to tones ͑Dallos, 1985; Palmer and Russell, 1986͒ . In acoustically traumatized cats, Liberman and Kiang ͑1984͒ found severe damage to both the OHC stereocilia and to the tallest row of IHC stereocilia with only shorter IHC stereocilia being normal. They hypothesized that the tallest row of IHC stereocilia are responsible for the generation of C1 responses and C2 responses are produced by the shorter IHC stereocilia. Hence acoustic trauma can reduce or eliminate C1 responses with little effect on C2 responses. The above-mentioned finding, together with the phase shift being a fixed phenomenon of the C1/C2 transition, imply that C1 and C2 represent two different modes of stimulation of the IHC that are 180°out of phase. The IHC section of the model has been modified accordingly from previous models ͑Zhang et al., 2001; Bruce et al., 2003͒ and is shown in Fig. 1 . The IHC model consists of two transduction functions following the C1 and C2 filters with the outputs being summed before low-pass filtering by the IHC.
The C1 transduction function following the C1 filter is the same as that of Zhang et al. ͑2001͒ and Bruce et al. ͑2003͒ . This function produces a dc component in the IHC's of high-CF model fibers, providing nonsynchronized synaptic drive to such fibers. A logarithmic compressive function is used ͓Eqs. ͑15͒ and ͑16͒ of Zhang et al. ͑2001͔͒:
where P C1 represents the output of the signal-path C1 filter, and
Here A ihc0 , B ihc , C ihc , and D ihc are the constants ͓Table I of Zhang et al. ͑2001͔͒ that were adjusted to achieve realistic IHC response properties. The asymmetry of this nonlinear function varies smoothly from 1:1 ͑at low levels͒ to 3:1 ͑at high levels͒ as a function of the input signal, P C1 . The C2 transduction function following the C2 filter should have the following two important properties to comply with the hypothesis proposed by Kiang ͑1990͒. First, the C2 output is shifted in phase by 180°with respect to the C1 response. Second, the C2 transduction function should be such that the C1 output is significantly greater in amplitude than the C2 output at low and moderate levels, while at high levels the C1 output is almost negligible compared to the C2 output. In the proposed model, the C2 transduction function has been implemented in such a way as to ensure these two response properties:
where P C2 denotes the output of the C2 filter and CF is expressed in units of hertz. A ihc0 and B ihc are the same constants as in the C1 transduction function. It is to be noted that the C2 transduction function differs from the C1 transduction function in two aspects. First, it is symmetrical and inverted ͑with respect to the C1 output͒, whereas the C1 transduction output is highly asymmetric ͑3:1͒ at high levels. Second, the output of the C2 filter, P C2 , is transformed to ͓5 ϫ 10 −5 ͑P C2 ·CF͒ 2 ͔ to make it sharply increasing around 90-100 dB SPL, whereas the output of the C1 filter, P C1 , is directly used in the C1 transduction function. In addition, the slope of the growth for C2 transduction is twice that of the C1 transduction function. This CFdependent transformation along with the higher slope of the growth function ensure the C1/C2 transition occurs within a few decibels across a wide range of CFs ͑Wong et al., 1998͒. For comparison, these two functions are plotted in Fig. 3 . Note that the growth of V ihc,C1 and V ihc,C2 with stimulus sound pressure level also differ because of the different gains of the C1 and C2 filters at low and moderate sound pressure levels.
The output of the two transduction functions, V ihc,C1 and V ihc,C2 , are added together and passed through the IHC lowpass filter to give the IHC potential V ihc . The low-pass filter of the IHC section is a seventh-order filter with a cut-off frequency of 3800 Hz ͑Zhang et al., 2001͒. This was chosen to match the cat data published by Johnson ͑1980͒ that describes the fall-off in pure-tone synchrony with increasing tone frequency.
F. Synapse model and discharge generator
The IHC-AN synapse and the discharge generator section of the proposed model are similar to those of Zhang et al. ͑2001͒. The nonlinear IHC-AN synapse is described by the time-varying three store diffusion model of Westerman and Smith ͑1988͒. The spontaneous rate, adaptation properties, and the rate-level behavior of the model are determined by the synapse model. The synapse gain, which describes the relationship of the IHC potential to the synaptic release rate, varies as a function of CF to make the model thresholds match the empirical data from cats-see zoomed-in version to illustrate that at low levels the growth of the C1 response is sharply increasing, whereas the growth of C2 is shallow. cies of the model to measured data. As the C1 filter is tenth order, we have modified the delay function that matches model reverse-correlation ͑revcor͒ functions to the measured functions ͑Carney and Yin, 1988͒:
where x CF is the distance ͑mm͒ from apex of the basilar membrane ͑Liberman, 1982͒ and ␣͑CF͒ represents the delay in ms that includes acoustic, traveling-wave, synaptic, and neural delays. Finally, discharge times are produced by a renewal process that includes refractory effects and is driven by the synapse output. The implementation of the discharge generator section of the proposed model is the same as that of Zhang et al. ͑2001͒ and Bruce et al. ͑2003͒.
G. Modeling OHC and IHC impairment
It has been reported in some anatomical investigations ͑e.g., Liberman and Dodds, 1984͒ that noise-induced impairment in the cochlea causes damage to both the outer and inner hair cell stereocilia. Damage to the OHC stereocilia causes both broadened and elevated AN fiber threshold tuning curves ͑Kiang et Robertson, 1982; Liberman and Dodds, 1984͒, whereas The effects of the OHC status are incorporated in the model by introducing a scaling factor 0 ഛ C OHC ഛ 1 to the control path output ͑more specifically to the time constant of the C1 filter͒, as proposed by Bruce et al. ͑2003͒ . C OHC =1 simulates the normal functioning of OHC in the model and C OHC = 0 indicates complete impairment in the OHC. As the behavior ͑e.g., gain and bandwidth͒ of the C1 filter is determined by the control signal, scaling down the control path output causes both increased bandwidth ͑broadened tuning͒ and decreased gain ͑elevated threshold͒ in the C1 responses, which are qualitatively consistent with physiological studies of damage to the OHC only. Thus, the control signal has been modified according to the degree of impairment in the OHC and is given by the following relation ͓Eq. ͑8͒ of Bruce et al. ͑2003͔͒:
The effects of C OHC on the tuning curves and different responses of the model will be discussed in Sec. III. Liberman and Kiang ͑1984͒ reported that acoustically traumatized cats show significant attenuation in C1 responses, while C2 responses are robust and resistant to trauma. So, the C2 transduction function remains unaffected in the impaired cochlea, and thus impairment in the IHC has been addressed in the model by introducing a scaling constant ͑0 ഛ C IHC ഛ 1͒ in the C1 transduction function only, similar to Bruce et al. ͑2003͒ . This constant varies from 0 to 1 according to the degree of impairment in the IHC: C IHC = 1 corresponds to the normal functioning of IHC and C IHC = 0 indicates complete impairment.
III. RESULTS
The following describes some of the basic response properties of the model. The main focus here is to illustrate the high-level effects to tones. The responses of the model to pairs of tones are similar to the results shown in Zhang et al. ͑2001͒ and are not repeated here. The responses to other complex stimuli, particularly speech, have been considered in development of the model but are beyond the scope of this paper.
A. Tuning curves and Q 10 values
The tuning characteristics of an AN fiber at threshold are represented by the frequency threshold curve. Figure 4 shows the model tuning curves of AN fibers across a wide range of CFs for parameters simulating a normal cochlea. The same paradigm used in Liberman ͑1978͒ is employed here to plot these tuning curves. These normal tuning curves have the following characteristics.
First, low-CF fiber tuning curves have shallow slopes on both sides of the CF and are symmetric, whereas the tuning of high-CF fibers become increasingly asymmetric with steep high-frequency slopes and less steep low frequency slopes with a long broadly tuned tail on the low- frequency   FIG. 4 . ͑a͒ Model tuning curves for AN fibers with CFs ranging from 500 Hz to 20 kHz, threshold being the tone level that produces a rate of 10 spikes/ s more than the spontaneous rate. The dashed line shows the best threshold curve ͑BTC͒ based on the cat AN population data of Miller et al. ͑1997͒ . ͑b͒ Q 10 values vs CF, measured from the model tuning curves and compared to the cat AN population data of Miller et al. ͑1997͒. side of the CF, which are consistent with tuning curves from cat ͑e.g., Kiang et al. 1965; Liberman, 1978͒. Second, for AN fibers with CFജ 1 kHz, the model thresholds at CF are a good match with the best threshold curve ͑BTC͒ defined from a population of data published in Miller et al. ͑1997͒ ͓dashed line in Fig. 4͑a͔͒ . In the low-CF region ͑below 1 kHz͒, the thresholds are slightly lower than the BTC, which could be addressed by adjusting the gain of the ME filter or the synapse gain in the IHC-AN section. However, this is not done here because there is some variability in the best thresholds of low-CF fibers in cats.
Third, the notch immediately above 4 kHz in the ME filter is reflected in the tuning curves as an upward notch ͑Bruce et al., 2003͒. The slightly lower values of the model Q 10 around 4 kHz are due to the notch in the ME filter.
To simulate impaired tuning due to hair cell damage in the model, the scaling constant C OHC and C IHC are set according to the degree of the impairment in the OHC and IHC sections, respectively. Figure 5 shows the C1 tuning curves of AN fibers with CFs at 0.5, 3.0, and 15.0 kHz for five different degrees of impairment in the OHC ͑C OHC = 1.0, 0.75, 0.5, 0.25, and 0.0, corresponding to 0%-100% impairment in the OHC͒, and have the following important characteristics.
First, the C1 tuning curves of the impaired fibers are elevated in threshold and broadened in tuning, consistent with the physiological data ͑Liberman and Dodds, 1984͒. The extreme case with complete OHC lesion ͑C OHC =0͒ gives the highest elevation and broadest tuning possible by the model. Also, the compression and suppression nonlinearities in the BM responses are completely lost as the C1 filter becomes linear ͑results not shown͒.
Second, since the C1 filter is asymmetrical in shape and is responsible for the glides in the IF of its impulse response, impairment in the OHC causes the center frequency of the filter to shift from its location at low levels ͑Robles and Ruggero, 2001͒. With impairment in the OHC, CF shifts to a lower frequency for high-CF fibers ͑Ͼ1.5 kHz͒, shifts upward for low-CF fibers ͑Ͻ0.75 kHz͒, and does not shift significantly for the mid-CF fibers ͑0.75Ͻ CFϽ 1.5 kHz͒, consistent with the experimental data ͑Liberman and Mulroy, 1982; Sewell, 1984a; Third, thresholds in the low-frequency tails of the tuning curves decrease slightly with increasing impairment, which indicates the hypersensitivity of the tail. For fibers with higher CFs, the tuning curves become "W-shaped," consistent with some physiological observations ͑Liberman and Kiang, 1984͒. In the model, the hypersensitivity of the tail is due to the movement of the C1 filter zeros to their impaired position, which acts to slightly increase the filter gain in the tail. Also plotted in Fig. 5 are C2 tuning curves ͑triangles͒ for the model fibers with CFs at 0.5 and 3.0 kHz. These C2 tuning curves are consistent with C2 tuning curves measured in cats ͑e.g., Fig. 2 of Liberman and Kiang, 1984͒ . The C2 threshold here is defined as the level at which a 90°phase shift occurs in the AN response-see Sec. III F for more details. The C2 tuning for the fiber with CF at 15.0 kHz cannot be determined because the synchrony to tones with frequencies around CF is insufficient to reliably determine the phase of the AN response, consistent with Fig. 6D of Kiang et al. ͑1986͒ . Note that the C2 thresholds are not equal to the C1 thresholds with complete OHC impairment. Although the C1 and C2 filters are identical in this case, the shallower growth of the C2 transduction function at low to moderate levels ͑see Fig. 3͒ means that the outputs of the C1 and C2 transduction functions do not become comparable in magnitude until higher sound pressure levels. Figure 6 shows the rate-level functions for a model AN fiber with CF at 1.5 kHz in response to a tone at CF. Four different conditions of the cochlea are considered: ͑a͒ normal hair cells; ͑b͒ impaired OHC and normal IHC; ͑c͒ normal OHC and impaired IHC; and ͑d͒ impaired OHC and impaired IHC. To illustrate whether the responses are associated with C1 or C2, phase raster plots are shown below each rate-level function plot. The phase raster displays show the period histogram along the ordinate, and the abscissa indicates the sound pressure level of the stimulus in dB SPL. Each ordinate corresponds to one cycle of the stimulus and each dot in the period histogram indicates the stimulus phase at which a spike occurs in the AN fiber responses. Note that the model fiber considered here is a low-threshold fiber.
B. Mean discharge rate and phase versus level
The normal rate-level function shown in Fig. 6͑a͒ has a narrow dynamic range and saturates around the sound level at which the BM becomes compressive, so the rate-level function does not exhibit any effects from BM compression. The phase raster for this case shows a transition from the C1 phase to the C2 phase, such that the discharge rate remains at approximately the same level. Consequently, no notch is observed in the rate-level function in this example model fiber.
Impairment of the OHC with the IHC being normal ͓shown in Fig. 6͑b͔͒ gives almost the same dynamic range in the rate-level function as the normal fiber, and the responses are shifted to the higher level without any substantial change in the slope, consistent with the model described in Fig. 1 of Heinz and Young ͑2004͒. The phase raster plot also appears unchanged for suprathreshold stimuli.
Impairment in the IHC only ͓Fig. 6͑c͔͒ substantially attenuates the C1 amplitude, producing a rate-level curve with a much shallower initial slope than normal. Here, a notch becomes more evident in the rate-level function and there is an abrupt change of phase around the stimulus level of the notch, consistent with physiological data ͑e.g., see Fig. 6B of Liberman and Kiang, 1984͒ . Following the initial shallow slope is a steep high-level response associated with the C1/C2 transitions, as shown by the corresponding phase raster plot. Note that the maximum discharge rate for the C1 response is reduced, whereas the overall maximum discharge rate ͑produced by the C2 response͒ is similar to that of normal fibers, consistent with physiological data ͑Liberman and Miller et al., 1999; Heinz and Young, 2004͒. Severely impaired AN fibers ͑with both OHC and IHC impairment͒ have very steep rate-level functions ͑Heinz and Young, 2004͒. In the model response ͓Fig. 6͑d͔͒, this steep slope at high levels is due to the C2 responses only, which is evident from the corresponding phase raster plot.
C. Instantaneous frequency "IF… glides
To compare model results with the data published by Carney and Yin ͑1988͒, measured and model revcor functions of an AN fiber with a CF of 1914 Hz are shown in Figs. 7͑a͒ and 7͑b͒, respectively, for six different levels ranging from 30 to 80 dB SPL. The same technique used in Carney et al. ͑1999͒ has been employed here to estimate the model revcor function. Model revcor functions are in good agreement with the published data and have the following properties: ͑i͒ For all levels shown, the zero-crossing points of the revcor functions are almost identical ͑dotted line͒, which confirms that the IF glides are independent of the input stimulus levels. The locations of the zeros in C1 filter are moved along with the poles according to the control signal to ensure this property in the model. ͑ii͒ The revcor function waveforms are more quickly damped out at higher levels, i.e., the duration of the IF trajectory is shorter at higher levels and longer at lower levels, because of the broader tuning at higher stimulus levels and sharper tuning at lower levels, respectively. ͑iii͒ Responses to high-level stimuli show the peak of the impulse response occurring at shorter latencies, and relatively longer latencies to low-level stimuli. So, fibers that show upward frequency glides in their impulse responses ͑CFϾ 1.5 kHz͒ have more energy in the lowfrequency part of the glides with increased stimulus level, i.e., the BF is shifted to lower frequencies at high levels. Similarly, low-CF fibers that show downward glides in their impulse responses ͑CFϽ 0.75 kHz͒ have the BF shifted to higher frequencies with increased stimulus sound pressure levels. All of these observations are consistent with the physiological data ͑Evans, 1981; Carney et al., 1999͒ . Figure 7͑c͒ and 7͑d͒ show the IF trajectories of the measured and model revcor functions, respectively, for three different CFs exhibiting downward, constant and upward glides in their impulse responses across three different noise levels. The model responses are compared with the data published in Carney and Yin ͑1988͒. Figure 8 shows the slopes of the IF trajectories of the model revcor functions, which are in good agreement with the lower values of the measured data ͑Carney et al., 1999͒ across a wide range of CFs. However, the proposed model cannot produce the steeper slopes that are seen in the data in the high-CF region.
D. Reverse correlation filters and level dependence of BF
The revcor filter determined from the Fourier transform of the revcor function to broadband noise gives an estimate of a linear filter that describes the response of an AN fiber to that particular noise signal ͑de Boer and Kuyper, 1968; Carney and Yin, 1988͒ . The measured and model revcor filters for an AN fiber with CF at 1914 Hz are shown in Figs. 9͑a͒ and 9͑b͒, respectively, across a wide range of noise levels. Each revcor filter is normalized to its maximum magnitude and for clarity a 1 dB shift is introduced between filters at different levels. As in Carney and Yin ͑1988͒, several signalprocessing techniques are used to improve the estimate of the revcor filter.
The model revcor filter becomes increasingly broad and BF is shifted to lower frequency as the noise level is increased. These are consistent with the measured data for AN fibers in the range CFϾ 1.5 kHz ͑Møller, 1977; de Boer and de Jongh, 1978; Evans, 1981; Carney and Yin, 1988͒ and also with the BM responses at the base of the cochlea ͑Rhode, 1971; Ruggero et al., 1997͒ . BF here is estimated as the frequency corresponding to the peak of the revcor filter. The monotonic BF shift as a function of sound pressure level is consistent with the monotonic IF glide in the impulse response.
The phase of the revcor filter response changes systematically with the sound pressure level of the noise stimulus for frequencies above and below CF. The measured and model phases for the same CF are shown in Figs. 9͑c͒ and 9͑d͒, respectively, for stimulus levels ranging from 30 to 80 dB SPL. Here, the phase at 80 dB SPL is chosen as reference for all frequencies shown. The model phase response shows a reasonably good quantitative match to the reported data, with both being fairly invariant with stimulus level at CF and increasingly lagging and leading below and above CF, respectively, with decreasing stimulus sound pressure level.
E. Level dependence of phase properties for high-CF fibers
For high-CF AN fibers ͑CFϾ 4 kHz͒, level-dependent changes in phase cannot be accurately measured due to the lack of synchrony to tones around CF. To evaluate the model's phase properties for high CFs, the phases are computed from the output of the C1 filter that corresponds to the BM response. Since the stages followed by the C1 filter do not introduce any level-dependent phase change in the AN responses, the C1 filter output reflects the level-dependent phase changes in the model responses and confirms that this property is a result of the nonlinear interaction in the cochlea. High-CF fibers show stronger phase changes with level than low-CF fibers, as the CA gain is greater at high CFs. Figures 10͑a͒ and 10͑b͒ show the level-dependent phase changes in the measured and model responses, respectively, across a wide range of stimulus frequencies for an AN fiber with CF at 10 kHz. To compare with the BM phase data from chinchilla published in Fig. 14 Figures 11͑a͒ and 11͑c͒ show the measured ͑Fig. 1, and model phase raster displays, respectively, for an AN fiber with a CF of 2.03 kHz to three different tones at 0.6, 1.07, and 2.03 kHz, respectively. The dura- tion of the stimulus tone is 400 ms and 4 repetitions of the same stimulus are used to plot the period histogram, to be able to compare with the results published in . The first 20 ms in each repetition is excluded when constructing the period histogram to avoid the transient response at the stimulus onset.
F. C1/C2 transition
The Fourier transform of the period histogram gives the phase of the stimulus at which the fiber is responding and the plot of phase versus level is constructed by determining the phase for each level of the stimulus at that frequency. The phase at the lowest level is arbitrarily set as 0°, because it is the change in phase that is significant. The level at which the phase shift just exceeds 90°is referred to as the C2 threshold ͑Wong et al., 1998͒. Below each phase raster plot is the corresponding phase versus level plot. Measured and model responses are shown in Figs. 11͑b͒ and 11͑d͒ , respectively. Like the data, model response shows the expected pattern of phase with level. For the tones below CF, the C1/C2 transition occurs at relatively higher levels of the stimulus than that for the tone at CF, which is consistent with the data. The model responses here show slightly more rapid transitions than the example AN data, but there exists substantial vari- -25, 1914 Hz, Carney and Yin, 1988͒ and ͑b͒, ͑d͒ model responses. Upper panels ͑a͒, ͑b͒ show the magnitude of the filters computed in response to a wide-band noise at several stimulus levels. Each revcor filter is normalized by its peak magnitude, and for clarity a 1 dB shift is introduced between filters at different levels. Lower panels ͑c͒, ͑d͒ show the level-dependent phase response of the revcor filters where the phases are forced to be between − and +. In both cases, the phases vary systematically with stimulus level for frequencies above and below CF. ability in the steepness and direction of the phase transition across AN fibers ͑Wong, 1998; Heinz, private communication͒. Similar variability in phase transition behavior is seen in the model predictions depending on the frequency of the tone relative to CF and the parameters for the C2 IHC transduction function. Figure 12 shows the period histograms for a single AN fiber with CF of 1.69 kHz responding to five different continuous tones at 0.25, 0.5, 1.0, 1.69, and 2.0 kHz, respectively. For comparison with the published data ͑Fig. 6, Kiang, 1990͒, both measured and model responses are presented. Each histogram shows the averages for 15 s samples for two cycles of the continuous tone. At low tone levels, the histogram is flat during spontaneous activity and a single peak per stimulus cycle gradually emerges with the peak shifted slightly with increasing sound pressure level. At high levels, the phase shift is as high as 180°, corresponding to the switch from C1 to C2 responses. In addition, extra peaks appear in the histograms of both measured and model responses to tones below 1 kHz only. Note that the phase of permission from Elsevier͒ and model responses of an AN fiber with CF at 2.03 kHz in response to three different continuous tones at 0.6, 1.07, and 2.03 kHz, respectively. Phase raster plots in ͑a͒ and ͑c͒ ͑corresponding to measured and model responses, respectively͒ display period histograms along the ordinate at various sound levels. Three columns show data for three different tone frequencies. ͑b͒, ͑d͒ The average phases of the tone in the measured and model responses, respectively, vs stimulus level. The level at which phase shift just exceeds 90°͑ C1/C2 threshold͒ is shown in the upper right corner in the average phase plots.
G. Peak splitting
the AN model response relative to the tone phase does not always match the relative phase observed in the corresponding data. The phase response of the model is affected by the delay function described in Sec. II F, which is set to match the average delay observed in the revcor data at each CF rather than attempting to match the phase data for tones. Figure 13 shows the histograms for both measured ͑Fig. distinctly spaced separate peaks per stimulus cycle. With further increase in tone level, the secondary peak dominates and the primary peak diminishes completely, i.e., there is again only a single peak per cycle and thus the overall response is shifted to the opposite phase relative to the phase at low levels. Overall, model responses are in good agreement with the reported data, although the model responses still show some spread of synchrony above 90 dB SPL. This is due to the C1 and C2 outputs being nearly but not exactly 180°out of phase at these stimulus levels. At higher levels ͑not shown͒, the C1 and C2 outputs become exactly 180°out of phase and the model fiber again shows synchrony over a narrow duration of the stimulus cycle.
IV. DISCUSSION
This paper presents a computational AN model that gives a phenomenological description of the auditoryperiphery for a wide range of CFs across various sound levels. The signal-path C1 filter together with the feed-forward control path reflects the important response properties of the AN at low and moderate levels, such as compression, twotone rate suppression, level-dependent phase responses, level-independent IF glides in the impulse response and BF shift with sound pressure level. The interaction between the two paths, C1 and C2, explains most of the transition region ͑90-100 dB SPL͒ effects, such as the C1/C2 transition and peak splitting, that are the main focus of this modeling study. For levels above the transition region, the C2 output dominates and is responsible for the very high-level effects in the AN fiber responses, such as the loss of synchrony capture due to poor frequency selectivity and BF shift ͑e.g., synchrony goes to lower formant to speech responses, , and lack of vulnerability to acoustic trauma ͑Liberman and .
A. Comparison with previous models
As discussed in Sec. I, some previous studies have considered implementing Kiang's two-factor cancellation hypothesis in models of BM and IHC processing. Cheatham and Dallos ͑1998͒ built an ad hoc mathematical model to demonstrate the transition region effects at the level of the IHC ͑Fig. 9, Cheatham and Dallos, 1998͒ . They presumed that the two factors interact at the input to the IHC transducer. A C1 response having both fundamental and second harmonic components is added with a C2 response having only a fundamental component at the input to the IHC, before the transduction process. A similar approach was taken by Mountain and Cody ͑1999͒, with three modes of excitation adding before IHC transduction. The architecture of the model presented in this paper is slightly different in the sense that the two paths interact after they are transduced by two separate functions. The justification of having two separate filters followed by their corresponding transduction functions was discussed earlier.
Lin and Goldstein ͑1995͒ investigated inclusion of a C1/C2 transition mechanism in their multiple-bandpassnonlinearity ͑MBPNL͒ model. At low levels, the MBPNL model response is dominated by the high-gain band-pass tip path, whereas at very high levels, the low-pass tail path dominates because of the expander. The two paths interact nonlinearly within a transition region. To simulate the C1/C2 transition and peak-splitting phenomena in the MBPNL model, the two paths have to be in anti-phase relation, consistent with the Kiang's two-factor hypothesis ͑Lin, 1994; Lin and Goldstein, 1995͒ . However, for predicting responses to paired clicks ͑Goblick and Pfeiffer, 1969͒, it is required that the tip path leads the tail path by 90°. As the MBPNL model is static, there is no change in the filter phases over time that could explain the different phase behavior for continuous tone pairs versus paired clicks. Thus Lin and Goldstein ͑1995͒ proposed an ad hoc phase adaptation mechanism that produces a temporal transition of the two paths' phase responses from an initial quadrature relation to a final anti-phase relation, with a time constant of 0.2 ms. In contrast, the model presented in this paper does not require any ad hoc phase adaptation, because phase adaptation is a natural result of the implementation of the cochlear amplifier in this model. The time-varying C1 filter dynamically adapts its phase at low and moderate levels according to the controlpath signal; a low-pass filter in the control path produces an approximately 0.2 ms time constant for the onset of the compressive nonlinearity ͑Fig. 8, Recio et al., 1998͒ and the resulting phase changes. Thus, for paired clicks the antiphase relationship of the C1 and C2 outputs does not have time to develop because of the ϳ0.2 ms time constant for the onset of C1 gain and phase changes. However, for continuous tones the anti-phase relationship of the C1 and C2 outputs has time to develop and consequently produces the C1/C2 transition and peak-splitting phenomena in the model. The model presented here will be useful in simulating responses to complex stimuli, particularly for speech. It has been reported that all frequency components of the response to a vowel stimulus undergo the C1/C2 transition level simultaneously and this level is determined by the level at which the largest component reaches the C1/C2 transition, rather than the level of an individual harmonic component of the vowel ͑Fig. 3, . This observation rules out the possibility of separate processing of each component of complex stimuli, otherwise individual components might undergo C1/C2 transitions separately. In the proposed model, the C1/C2 transition occurs when the C1 filter gain and phase match the C2 filter gain and phase and the output of the C2 transduction function grows to have a similar magnitude to the output of the C1 transduction function. The model's wide-band control path determines how the gain and phase of the C1 filter approach those of the C2 filter at high levels; the control path behavior is dependent on the overall spectrum of a wide-band stimulus, rather than just one frequency component, and consequently all vowel components should undergo the C1/C2 transition simultaneously. It is unlikely that the phase-transition-modified MBPNL model ͑Lin and Goldstein, 1995͒ could explain the vowel data.
B. Physical interpretation of the model architecture
While the proposed model architecture was created in such a way to be compatible with as much of the physiologi-cal data as possible, the C2 filter and transduction function behavior were chosen to provide a good phenomenological description of the AN fiber data rather than being based on a particular interpretation of the physical source of the C2 response. We did investigate alternative model architectures such as omitting the C2 filter and just having the C1 filter provide the input to the two separate C1 and C2 transduction functions, but none of these other approaches produced satisfactory results. The apparent need for a separate C2 filter suggests that the physical source of the C2 response is a second traveling wave on the BM, as has been proposed by Lin and Guinan ͑2004͒. The fact that our C2 filter is identical to our C1 filter with complete OHC impairment indicates that this second traveling wave could be subject only to the passive mechanical properties of the cochlea, i.e., is not affected by the cochlear amplifier, which has been suggested previously by Lin and Guinan ͑2004͒. To explain the difference between response properties in the tip and tail regions of AN fiber tuning curves, Lin and Guinan ͑2000͒ proposed that there may be two modes of excitation in the tip region and another two in the tail region. With our model architecture, the differences in the response properties within the tip and tail regions result from the difference in the control path behavior for stimuli within the tip and tail regions. That is, our phenomenological description of the cochlear amplifier achieved by the control path's influence on the C1 filter tuning can explain the tip and tail differences, and only a single C2 filter is required as well.
A physical interpretation of the separate C2 transduction function is more difficult. While Liberman and Kiang ͑1984͒ observed that the C2 response and the shorter IHC stereocilia are both fairly resistant to acoustic trauma, it is unclear why transduction through the shorter stereocilia should not be affected by a reduction in the EP ͑Sewell, 1984b͒. It is also not obvious why the C2 transduction pathway would only be driven by the C2 excitation from the BM and not from the C1 excitation. Cheatham and Dallos ͑1998͒ speculated on the possibility of a change in the coupling of the IHC stereocilia with the tectorial membrane as a result of a change in the magnitude of basilar membrane vibrations, but they did not consider the existence of two different modes of basilar membrane vibration caused by two traveling waves. Further investigation with biophysical models of cochlear micromechanics and IHC transduction is clearly required.
C. Interpretation of the peak-splitting results
The peak-splitting phenomenon has been reported in cats mostly for low CFs in response to stimulus frequencies below 1 kHz ͑Kiang and Moxon, 1972; Johnson, 1980; Kiang, , 1990 Cai and Geisler, 1996͒ . In contrast, it has been found in chinchilla that high-CF fibers are more likely to show peak splitting than lower CFs ͑Ruggero and Rich, 1983, 1989͒. However, irrespective of species, the occurrence of peak splitting, the number of peaks, and the distances between the peaks in the period histogram of the AN response are dependent upon the stimulus frequency ͑Cai, 1995; Cai and Geisler, 1996͒ . Two types of peak splitting have been observed in the data. One is symmetrical with the two peaks being approximately one half cycle apart; the range of sound pressure levels over which it has been observed is narrow, and it is almost always accompanied by abrupt changes in the phase-level function and occasionally by the notches in the rate-level function ͑Kiang and Moxon, 1972; . The other is asymmetrical where peaks are unevenly spaced and more than two peaks may appear in the histogram. The peaks maintain their existence during a fairly large range of stimulus sound pressure levels and thus the multiple peaks do not seem to be related in any way to notches in the rate-level functions ͑Cai and Geisler, 1996͒. Both types of peak splitting were observed in several species. However, the exact mechanism behind the generation of these responses is not known yet.
As stated in Sec. I, Kiang ͑1990͒ hypothesized that if one of the two responses ͑C1 or C2͒ contains a second harmonic distortion, peak splitting could be a direct result of the C1/C2 interaction. He argued that in the transition region the fundamental components of the C1 and C2 responses will cancel each other, but the second-harmonic component will remain uncancelled. In this paper, we have described a model consistent with this hypothesis that quantitatively addresses these issues. The C1 transduction function is a saturating, asymmetrical nonlinearity, and hence its output has strong harmonic distortions and a dc offset at high stimulus levels. However, the symmetrical C2 transduction function has a strong fundamental component with no dc offset and insignificant harmonic distortions in the transition region. Figure 14 shows example response waveforms obtained at the outputs of the two transduction functions in our model IHC, with the C1 output shown by dotted lines, the C2 output shown by dashed lines, and their summed output shown by solid lines. At low and moderate levels ͓Fig. 14͑a͔͒, the summed output is completely dominated by the C1 responses and thus the period histogram exhibits only a single peak in the AN responses. Within the transition region ͓Fig. 14͑b͔͒, the C1 and C2 amplitudes are comparable and the fundamental-frequency components tend to cancel each FIG. 14. Illustration of how the C1/C2 transition and peak-splitting phenomena occur in the IHC section of the model. The dotted, dashed, and solid lines represent the output of the C1 transducer, C2 transducer, and the combined responses, respectively. Left, middle, and right panels give representative responses before the low-pass filter of the IHC at low, transition, and very high levels, respectively.
other. However, the second harmonic of the C1 response ͑produced by the C1 IHC transduction function asymmetry͒ remains uncancelled, and consequently the period histogram in the transition region exhibits two peaks per cycle ͑peak splitting͒ corresponding to the two positive peaks in the combined output. Figure 14͑c͒ illustrates that as the growth of the C2 response is sharp, the primary ͑C1͒ peak is cancelled completely just a few decibels above the transition threshold, at which point the anti-phase C2 output dominates.
In the model presented here, the combined output of the two transduction functions is passed through the seventhorder IHC low-pass filter with a cut-off frequency of 3800 Hz to describe the fall-off in pure tone synchrony above 1 kHz ͑Zhang et al., 2001͒. Consistent with the experimental observations, the model histogram shows symmetrical peak splitting to tones below 1 kHz only. For tone frequencies above 1 kHz, the second harmonic will have a frequency above 2 kHz and consequently will be greatly attenuated by the IHC low-pass filter. In this case, the period histogram will have a phase transition with no obvious peak splitting. However, the dc component of the C1 response ͑produced by the C1 transduction function asymmetry͒ will pass through the IHC filter, such that a broadening of the period histogram will occur and no notch will occur in the rate-level function, as is seen in Figs. 6͑a͒ and 6͑b͒ .
From the above-mentioned observations, it is apparent that a notch in the rate-level function could be produced in either of two circumstances. First, if an IHC has a C1 transduction function that is more linear than normal, then no second-harmonic or dc offset will be produced in the output. In this case, the C1 response will be more completely cancelled by the anti-phase C2 response, and the AN fiber discharge rate will drop, producing a notch in the rate-level function until the C2 response grows large enough to dominate the response. Second, if an IHC has a C2 transduction function that is more asymmetric than normal, then the C2 response may have harmonic distortions and a dc offset similar to the C1 response, such that they can cancel each other and likewise produce a notch in the rate-level function. The former case is illustrated in the model simulations with IHC impairment shown in Fig. 6͑c͒ . A notch appears in the ratelevel function at 75 dB SPL with this implementation of IHC impairment, and an abrupt change of phase is observed in the phase raster. Impairment modeled as a shallower slope in the C1 transduction function results in less rectification of the C1 waveform. Consequently, in the transition region the fundamental frequency component dominates in the C1 waveform and tends to cancel with the anti-phase C2 waveform, and the lack of harmonic distortion or dc offset in the C1 results in the notch in the rate-level function and the absence of peak splitting in the phase raster. Variability in C1 and C2 transduction function shape between different IHCs in experimental animals could consequently explain why notches of different depths occur in different AN fiber rate-level functions, and why the peak-splitting phenomenon is only strong in rate-level functions without notches ͑Kiang, 1990͒.
D. C1/C2 transitions in high-CF fibers
It has been reported that as CF increases there is a narrower range of stimulus frequencies that can elicit an abrupt phase shift in the cat AN responses ͑Fig. 3, Liberman and Kiang, 1984͒ . In contrast, in chinchilla the abrupt phase transitions are seen in high-CF fibers to even very low stimulus frequencies ͑Ruggero et al., 1996͒. However, Lin and Guinan ͑2000͒ reported that in high-CF cat AN responses to clicks, a phase reversal of the short-latency peak occurs at high levels ͓Fig. 10͑F͒ of Lin and Guinan, 2000͔ . Presumably, the short-latency peaks in high-CF fibers are due to excitation in the tuning-curve tail ͑Schoonhoven et al., 1994͒. So, the short-latency click responses can be compared to the tail-frequency tone responses. The fact that the phase reversals in cat high-CF fibers have been seen with clicks, but not with tones, might be due to the dearth of cat data for stimuli above 100 dB SPL. Clicks can be applied at very high sound levels, but tones produce acoustic trauma at these high levels. If this is the case, then in response to lowfrequency tones the C1/C2 transition will be observed for high-CF fibers at very high levels in cats, and thus, chinchilla and cat would be similar in this regard. In this study, the C2 transduction function sharply increases the C2 output at high levels and consequently, in high-CF fibers the combined output is dominated by the C2 response even for low-frequency tones. So, the model can simulate phase transitions at very high levels for high-CF fibers to low-frequency tones.
V. CONCLUSION
The proposed model gives good quantitative and qualitative description of AN response properties for tones and broadband noise stimuli over a wide range of stimulus levels. While the model architecture is designed primarily to give a good phenomenological description of the AN response properties, it does give some insight into the possible physical mechanisms in the cochlea generating the C2 response. Investigation of model predictions for high-level clicks ͑e.g., Lin and Guinan, 2000͒ and complex stimuli, particularly speech ͑e.g., , should provide useful further evaluation of the model. In this paper, best frequency ͑BF͒ is the frequency at which the fiber response is maximum, which can vary with sound level, whereas the characteristic frequency ͑CF͒ is the frequency at which the fiber shows the lowest threshold, which is a model parameter that is invariant to the stimulus sound pressure level. Note however that the estimate of CF that is measured from a model tuning curve may change as a function of hair cell impairment ͑see Fig. 5͒ , although the model parameter CF has not changed. 
