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Abstract
Fueled in part by recent applications in neuroscience, the multivariate Hawkes
process has become a popular tool for modeling the network of interactions among
high-dimensional point process data. While evaluating the uncertainty of the network
estimates is critical in scientific applications, existing methodological and theoretical
work has primarily addressed estimation. To bridge this gap, this paper develops a
new statistical inference procedure for high-dimensional Hawkes processes. The key in-
gredient for this inference procedure is a new concentration inequality on the first- and
second-order statistics for integrated stochastic processes, which summarize the entire
history of the process. Combining recent results on martingale central limit theory with
the new concentration inequality, we then characterize the convergence rate of the test
statistics. We illustrate finite sample validity of our inferential tools via extensive simu-
lations and demonstrate their utility by applying them to a neuron spike train data set.
Keywords: confidence intervals; Hawkes process; high-dimensional inference; hypothe-
sis testing.
1 Introduction
Multivariate point process data have become prevalent in a number of emerging application
areas. Examples include neural spike train data in neuroscience, containing times of neuron
spikes of a collection of neurons (Okatan et al., 2005); social media data, recording times
when each individual in an online community takes an action (Zhou et al., 2013); and high
frequency financial data, recording times of market orders (Chavez-Demoulin and McGill,
2012). The latent connectivity structure of these processes can be represented by a proba-
bilistic graphical model (Lauritzen, 1996) with a graph or network G = (V,E) whose nodes,
v ∈ V , represent components/units in the multivariate point processes and each directed
edge, (u → v) ∈ E, indicates that the probability of future events of the target node v
depends on the history of the source node u. Multivariate point process data can be used to
learn the structure of this network.
In a seminal work, Hawkes (1971) proposed a class of multivariate point process models,
where the probability of future events for a component can depend on the entire history of
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events of other components. Because of its flexibility and interpretability when modeling the
dependence structure of component processes, the multivariate Hawkes process has become a
popular tool for studying the latent network of point processes. From its early application in
earthquake prediction (Ogata, 1988), the multivariate Hawkes process model has been widely
used to learn the latent connectivity structure in many fields, including neuroscience (Chen
et al., 2017), social media (Zhou et al., 2013), and finance (Bacry et al., 2011; Linderman
and Adams, 2014).
The Hawkes process, as introduced in Hawkes (1971) and later studied in Hawkes and
Oakes (1974); Reynaud-Bouret and Roy (2007); Reynaud-Bouret and Schbath (2010); Bacry
et al. (2015); Hansen et al. (2015); Etesami et al. (2016), is considered as a mutually-exciting
process, in which an event can only excite future events. More specifically, each event in any
component may trigger future events in all other components, including itself. However, in
many applications, it is desired to allow for inhibitory effects of past events. For example,
a spike in one neuron may inhibit the activities of other neurons (Babington, 2001), which
means that it decreases the probability that other neurons would spike. Costa et al. (2018)
and Chen et al. (2017) developed a broader class of Hawkes process models that allow for both
excitatory and inhibitory effects in a single and multivariate point process data, respectively.
In modern applications, it is common for the number of measured components, e.g., the
number of neurons, to be large compared to the observed time period, e.g., the duration of
neuroscience experiments. The high-dimensional nature of data in such applications poses
additional challenges to learning the connectivity network of a multivariate point process.
Hansen et al. (2015) and Chen et al. (2017) proposed `1-regularized estimation procedures to
address this challenge. However, there are no tools to characterize the sampling distribution
of these estimators and characterize their uncertainty. Such inferential tools are critical in
scientific applications.
Tools for statistical inference in high-dimensional linear models (Zhang and Zhang, 2014;
van de Geer et al., 2014; Belloni et al., 2013), graphical models (Barber and Kolar, 2018;
Jankova´ and van de Geer, 2019; Lu et al., 2018; Yu et al., 2019), and more general estimators
(Ning and Liu, 2017; Neykov et al., 2018) are only recently developed for the setting of
independent data and cannot be directly applied in a time series setting. Statistical inference
for high-dimensional vector auto-regressive (VAR) models was recently studied by Neykov
et al. (2018) and Zheng and Raskutti (2019). While a significant step forward, the VAR model
only captures dependence for a fixed and pre-specified time lag (or order). In contrast, the
Hawkes process is dependent on the entire history, which introduces significant challenges
in developing inferential procedures for the high-dimensional multivariate Hawkes process.
In particular, this dependence on the entire history complicates the proof of convergence
of the test statistic for the multivariate Hawkes process. Moreover, unlike the time series
models that are often set up in a discrete time domain (Basu and Michailidis, 2015; Zheng
and Raskutti, 2019), the multivariate Hawkes process is defined in a continuous time domain
and thus requires different technical tools to investigate its properties.
In this paper, we provide the first high-dimensional inference procedure for multivari-
ate Hawkes processes with both excitatory and inhibitory effects. To this end, we adopt
the de-correlated score test framework of Ning and Liu (2017) to high-dimensional point
processes. We also develop confidence intervals for model parameters by extending the semi-
parametric efficient confidence region of Neykov et al. (2018); Zheng and Raskutti (2019) for
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VAR models to the setting of the multivariate Hawkes process. While the general steps for
our inference framework are similar to those in de-correlated score test and efficient confi-
dence regions, key challenges in adopting these tools stem from the dependence of Hawkes
processes on their entire past and their continuous-time nature. In particular, to establish
our inference framework, we tackle two main challenges: (i) deriving concentration inequal-
ities for summary statistics of high-dimensional Hawkes processes; and (ii) establishing the
restricted eigenvalue (RE) condition required for the estimation consistency of `1-regularized
estimators (Bickel et al., 2009).
To address the above challenges, we first generalize the results by Costa et al. (2018) and
Chen et al. (2017) to obtain new concentration inequalities on the first- and second-order
statistics of the integrated stochastic process that summarizes the entire history of each
component of the multivariate Hawkes process. These inequalities are essential for develop-
ing our high-dimensional inference procedures. For instance, together with the martingale
central limit theorem (CLT) of Zheng and Raskutti (2019), they allow us to establish the
convergence of our test statistics to a χ2 distribution. They are also used to establish the
maximal inequalities needed to investigate the theoretical properties of the `1-regularized
estimator. Next, to bound the eigenvalues of the covariance matrix of the integrated pro-
cess, we link these eigenvalues to the spectral density of the transition matrix of the Hawkes
process. By carefully examining the transition functions of the multivariate Hawkes process,
we investigate structural conditions on the transition functions that are sufficient to bound
the eigenvalues. These bounds allow us to establish the convergence of our test statistic, and
are also used to verify the restricted eigenvalue (RE) condition (Bickel et al., 2009).
2 The Linear Hawkes Process
Let {tk}k∈Z be a sequence of real-valued random variables, taking values in [0, T ], with
tk+1 > tk and t1 ≥ 0 almost surely. Here, time t = 0 is a reference point in time, e.g., the
start of an experiment, and T is the duration of the experiment. A simple point process N
on R is defined as a family {N(A)}A∈B(R), where B(R) denotes the Borel σ-field of the real
line and N(A) =
∑
k 1{tk∈A}. The process N is essentially a simple counting process with
isolated jumps of unit height that occur at {tk}k∈Z. We write N([t, t+ dt)) as dN(t), where
dt denotes an arbitrarily small increment of t.
Let N be a p-variate counting process N ≡ {Ni}i∈{1,...,p}, where, as above, Ni satisfies
Ni(A) =
∑
k 1{tik∈A} for A ∈ B(R) with {ti1, ti2, . . . } denoting the event times of Ni. Let Ht
be the history of N prior to time t. The intensity process {λ1(t), . . . , λp(t)} is a p-variate
Ht-predictable process, defined as
λi(t)dt = P(dNi(t) = 1 | Ht). (1)
Hawkes (1971) proposed a class of point process models in which past events can affect
the probability of future events. The process N is a linear Hawkes process if the intensity
function for each unit i (i ∈ {1, . . . , p}) takes the form
λi(t) = µi +
p∑
j=1
(ωij ∗ dNj) (t), (2)
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where
(ωij ∗ dNj) (t) =
∫ t−
0
ωij(t− s)dNj(s) =
∑
k:tjk<t
ωij(t− tjk). (3)
Here, µi is the background intensity of unit i and ωij(·) : R+ → R is the transfer function. In
particular, ωij(t− tjk) represents the influence from the kth event of unit j on the intensity
of unit i at time t.
Motivated by neuroscience applications (Linderman and Adams, 2014; de Abril et al.,
2018), we consider a parametric transfer function ωij(·) of the form
ωij(t) = βijκj(t) (4)
with a transition kernel κj(·) : R+ → R that captures the decay of the dependence on past
events. This leads to (ωij ∗ dNj) (t) = βijxj(t), where the integrated stochastic process
xj(t) =
∫ t−
0
κj(t− s)dNj(s) (5)
summarizes the entire history of unit j of the multivariate Hawkes processes. A commonly
used example is the exponential transition kernel, κj(t) = e
−t (Bacry et al., 2015).
In this formulation, the connectivity coefficient of the underlying network, βij, represents
the strength of the dependence of unit i’s intensity on unit j’s past events. A positive βij,
which implies that past events of unit j excite future events of unit i, is often considered in
the literature (see, e.g., Bacry et al., 2015; Etesami et al., 2016). However, we might also
wish to allow for negative βij values to represent inhibitory effect of one unit’s past events on
another (Chen et al., 2017; Costa et al., 2018), which is expected in neuroscience applications
(Babington, 2001).
Denoting x(t) = (x1(t), . . . , xp(t))
> ∈ Rp and βi = (βi1, . . . , βip)> ∈ Rp, we can write
λi(t) = µi + x
>(t)βi. (6)
Furthermore, let Yi(t) = dNi(t)/dt and i(t) = Yi(t)−λi(t). Then the linear Hawkes process
can be written compactly as
Yi(t) = µi + x
>(t)βi + i(t). (7)
As we will discuss later, a key challenge in this ‘linear model’ stems from heteroscedasticity:
the variance of i(t) given the history of N up to t,
σ2i (t) ≡ Var (i(t) | Ht) = λi(t)(1− λi(t)), (8)
may not necessarily be 1 and depends on x(t).
Throughout this paper, we assume that the linear Hawkes model described above is
stationary, meaning that for all units i = 1, . . . , p, the spontaneous rates µi and strengths of
transition βi are constant over the time range [0, T ] (Bre´maud and Massoulie´, 1996; Daley
and Vere-Jones, 2003).
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3 Testing
Let J ⊂ {1, . . . , p} be an index set of cardinality |J | = d and denote βiJ = {βij, j ∈ J}. We
consider testing a d-dimensional subset βiJ :
H0 : βij = 0, j ∈ J. (9)
For ease of notation, we primarily focus on the case of a single parameter; that is, we consider
testing H0 : βij = 0, which corresponds to d = 1. However, our inferential framework is
developed for the more general case of d ≥ 1.
In order to simplify the presentation, we scale the components of x(t) by the vari-
ance of the noise σ2i (t) defined in (8). Denote the scaled components, zj(t) = xj(t)/σi(t)
for j = 1, . . . , p. Next, we define the orthogonal projection of zj(t) onto z−j(t), where
z−j(t) = (z1(t), . . . , zj−1(t), zj+1(t), . . . , zp(t))> ∈ Rp−1. Let the projection coefficient w∗j =(
w∗j0, (w
∗
j,−j)
>)> ∈ Rp be such that
E
[
z∗j (t)z−j(t)
]
= 0 and E
[
z∗j (t)
]
= 0, (10)
where
z∗j (t) ≡ zj(t)−
(
1, z>−j(t)
)
w∗j (11)
denotes the orthogonal complement of zj(t) after removing its projection onto z−j(t). In
particular, z∗j (t) is uncorrelated with z−j(t). Let ˜i(t) = i(t)/σi(t).
With this notation, we define the de-correlated score statistic as
Sij =
1
T
T∑
t=1
˜i(t) z
∗
j (t). (12)
The de-correlated score statistic is constructed using z∗j (t), instead of directly using zj(t), to
make its sampling distribution robust to errors induced by the estimation of the unknown
nuisance parameters, µi and βi,−j (Ning and Liu, 2017). In particular, we will show that
the induced error is asymptotically negligible and the limiting distribution of the test statis-
tic does not depend on model selection mistakes that occur when estimating the nuisance
parameters.
Neykov et al. (2018) and Zheng and Raskutti (2019) consider a similar de-correlated score
statistic in the context of VAR models. Their proof strategy exploits the homoscedastic noise
variance in VAR models and does not extend to the linear Hawkes process. In contrast, we
need to take into account the noise variance when constructing the score statistic, as the
variance varies over time. Moreover, the noise variance depends on the intensity value, which
is time varying, resulting in more challenging proof in our case.
In order to construct a test, we need to characterize the quantiles of the de-correlated
score statistic. Let
Υj = Cov
(
z∗j (t)
)
= E
((
z∗j (t)
)2)
, (13)
VT =
√
T Υ
−1/2
j Sij, (14)
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UT = ‖VT‖22. (15)
While Υj is scalar when testing a univariate βij, when testing multiple parameters βiJ , ΥJ
is a d× d matrix defined as
ΥJ = Cov (z
∗
J(t)) .
In the next section, we show that UT converges weakly to a χ
2 distribution with degrees of
freedom d, which is 1 for testing a univariate βij. The non-centrality parameter is zero under
the null hypothesis and depends on the true parameters under the alternative.
In practice, (µi,βi) and w
∗
j are not known. We next describe a procedure for estimating
them.
Step 1: Calculate µ̂i, β̂i, and σ̂
2
i (t). We estimate µ̂i, β̂i using the lasso on the unscaled
data (Yi(t),x(t)):
µ̂i, β̂i = arg min
µi∈R,βi∈Rp
1
T
T∑
t=1
(
Yi(t)− µi − x>(t)βi
)2
+ λ‖βi‖1. (16)
Then,
λ̂i(t) = x
>(t)β̂i and σ̂2i (t) = λ̂i(t)(1− λ̂i(t)). (17)
The estimation consistency for µ̂i, β̂i to the corresponding true parameters is shown in
Lemma 10. The consistency of σ̂2(t) to σ2(t) follows from the prediction consistency of the
lasso estimator. In our proof, we show that the restricted eigenvalue (RE) condition required
for the consistency of lasso (Bickel et al., 2009) is met in our case. This follows from the
bounded eigenvalue of the covariance matrix of the integrated stochastic process x(t), which
is obtained under the assumptions made in the following section.
The tuning parameter λ is selected via cross-validation for sequentially dependent data
(Safikhani and Shojaie, 2020). Specifically, unlike standard cross-validation for independent
samples, the sequential cross-validation uses successively training sets along with validation
sets that follow each of the training sets in the sequence order.
Step 2: Calculate ŵj. Let ẑj(t) = xj(t)/σ̂i(t) for j = 1, . . . , p. We estimate ŵj by
regressing the outcome ẑj on the design matrix ẑ−j using a lasso procedure with tuning
parameter selected as in Step 1:
ŵj = arg min
wj∈Rp
1
T
T∑
t=1
(
ẑj(t)−
(
1 ẑ>−j(t)
)
wj
)2
+ λ‖wj,−j‖1. (18)
The consistency of ŵj for w
∗
j is shown in Lemma 11. The proof is similar to the one used
for Step 1.
Step 3: Calculate Υ̂j. Let ẑ
∗
j (t) = ẑj(t)−
(
1 ẑ>−j(t)
)
ŵj. When testing a univariate βij
in (9), Υj is a scalar and we estimate it by the sample covariance as
Υ̂j =
1
T
T∑
t=1
(
ẑ∗j (t)
)2
. (19)
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When testing multiple βiJ = {βij, j ∈ J}, we estimate ΥJ as
Υ̂J =
1
T
T∑
t=1
ẑ∗J(t) (ẑ
∗
J(t))
> ∈ RJ×J .
Our results are valid as long as d = |J |  p.
Step 4: Putting everything together, we compute the de-correlated score statistic with
estimated nuisance parameters. Let
̂i(t) = Yi(t)− µ̂i − x>−j(t)β̂i,−j, (20)
Ŝij =
1
T
T∑
t=1
̂i(t)
σ̂i(t)
ẑ∗j (t), (21)
V̂T =
√
T Υ̂
−1/2
j Ŝij, (22)
ÛT = ‖V̂T‖22. (23)
The above quantities are univariate when testing a univariate βij, but are defined as vectors
and matrices when testing multivariate βiJ of dimension d. Specifically, ŜiJ ∈ Rd, Υ̂J ∈ Rd×d
and V̂T ∈ Rd.
In the next section, we show that with high probability ÛT converges to UT , which
asymptotically follows a χ2 distribution with d degrees of freedom under the null hypothesis.
Thus, we define our test procedure for (9) as
Φα = I
{
ÛT ≥ χ2d,1−α
}
,
and reject the null hypothesis when Φα = 1.
4 Theoretical Guarantees
In this section, we present our main theoretical results, which characterize the limiting
distribution of ÛT . We start by stating our assumptions. For a square matrix A, let
Λmax(A) and Λmin(A) be its maximum and minimum eigenvalues, respectively. Define
Θ = {βij}1≤i,j≤p ∈ Rp×p and µ = {µi}1≤i≤p ∈ Rp.
Assumption 1. Let Ω = {Ωij}1≤i,j≤p ∈ Rp×p with entries Ωij =
∫∞
0
|ωij(∆)|d∆. There
exists a constant γΩ such that Λmax(Ω
TΩ) ≤ γ2Ω < 1.
Assumption 1 is necessary for stationarity of a Hawkes process (Chen et al., 2017). The
constant γΩ does not depend on the dimension p. For any fixed p, Bre´maud and Massoulie´
(1996) show that given this assumption the intensity process of the form (2) is stable in
distribution and, thus, a stationary process N exists. Since our connectivity coefficients of
interest, Θ, are ill-defined without a stationarity, this assumption provides the necessary
context for our inferential framework.
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Assumption 2. There exists constants ρr ∈ (0, 1) and 0 < ρc <∞ such that
max
1≤i≤p
p∑
j=1
Ωij ≤ ρr and max
1≤j≤p
p∑
i=1
Ωij ≤ ρc.
Assumption 2 requires maximum in- and out- intensity flows to be bounded, which helps
in bounding the eigenvalues of the cross-covariance of x(t). A similar assumption is also
considered by Basu and Michailidis (2015) in the context of VAR models. The condition of
ρr ∈ (0, 1) prevents the intensity from concentrating to a single process (Chen et al., 2017).
Assumption 3. There exists λmin and λmax such that
0 < λmin ≤ λi(t) ≤ λmax
for all i = 1, . . . , p and t ∈ [0, T ].
Assumption 3 requires that the intensity rate is strictly bounded, which prevents degen-
erate processes for all units of the multivariate Hawkes process. As a consequence, σ2i (t) will
be bounded away from 0, and hence the construction of the de-correlated score in (12) is
valid.
Assumption 4. The transition kernel kj(t) is positive and integrable over [0, T ], for 1 ≤
j ≤ p.
Assumption 4 implies that the integrated process xj(t) defined in (5) is bounded. To-
gether with Assumptions 3, it also implies that µi and βi are bounded for all i = 1, . . . , p.
Our next two assumptions state the rate of convergence for the estimators of (µi,βi)
and w∗j that guarantee the weak convergence of the test statistic. We let Π0 and Πa denote
the feasible set of (µ,Θ) under the null and the alternative hypotheses, respectively, with
Assumptions 1– 4 satisfied. In addition, we use sj = ‖w∗j‖0, s = max1≤j≤p sj, ρi = ‖βi‖0,
and ρ = max1≤i≤p ρi to denote the sparsity of w∗j and βi.
Assumption 5 (Estimation error of βi). For (µ,Θ) ∈ Π0 ∪ Πa and r ∈ {1, 2},∥∥∥∥(µ̂iβ̂i
)
−
(
µi
βi
)∥∥∥∥
r
≤ C1(ρ+ 1)1/rT−2/5,
for all 1 ≤ j ≤ p, with probability at least 1 − C2p2T exp(−C3T 1/5). Constants C1, C2, C3
only depend on (µ,Θ) and the transition kernel function.
Assumption 6 (Estimation error of w∗j ). For (µ,Θ) ∈ Π0 ∪ Πa and r ∈ {1, 2},∥∥ŵj −w∗j∥∥r ≤ C1(s+ 1) 3−r2 ρT−2/5,
for all 1 ≤ j ≤ p, with probability at least 1 − C2p2T exp(−C3T 1/5). Constants C1, C2, C3
only depend on (µ,Θ) and the transition kernel function.
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Assumption 5 and 6 state the rate of convergence for estimators of the nuisance compo-
nents. Under a stationary linear Hawkes process that satisfies Assumptions 1–4, Lemmas 6
and 10 in Appendix B show that the lasso estimators in (16) and (18) satisfy Assump-
tions 5 and 6. However, our main results on the limiting distribution of the test statistic are
valid for other high-dimensional estimators, as long as their rate of convergence satisfies the
requirements in Assumptions 5 and 6.
The rate of convergence naturally depends on the sparsity of βi and w
∗
j . In general, the
relationship between the sparsity of w∗j and the sparsity of βi is not straightforward — it
depends on the sign and scale of the connectivity coefficients, as well as the transition kernel.
Lemma 12 in Appendix B shows that the sparsity of w∗j is upper bounded by the sparsity of
βi as s ≤ 2ρ+ 1 when connectivity matrix is block diagonal. The rate of convergence for an
estimator of w∗j in Assumption 6 depends on both the sparsity of w
∗
j and βi. This is because
estimation of w∗j requires an estimate of the unknown variance, which in turn depends on
the estimates of (µi,βi).
Next, we introduce our first result, which establishes the weak convergence of ÛT under
the null hypothesis.
Theorem 1. Suppose the linear Hawkes process defined in (2) satisfies Assumptions 1–4.
Furthermore assume that
(
µ̂i, β̂i
)
and ŵj satisfy Assumptions 5 and 6. If s
2ρ2 log p =
o
(
T 1/5
)
, then, under the null hypothesis in (9),
sup
(Θ,µ)∈Π0,x∈R
∣∣∣P(ÛT ≤ x)− Fd(x)∣∣∣ ≤ C1p2T exp(−C2T 1/5) + C3s2ρ2T−1/5 + C4T−1/8, (24)
where Fd is the cdf of the χ
2-distribution with d degrees of freedom and Ck, k = 1, . . . , 4, are
constants only depending on the model parameter (µ,Θ) and the transition kernel function.
Theorem 1 shows that ÛT converges to χ
2
d in distribution (d = 1 when testing univariate
βij). The proof involves quantifying the difference between the cdf of UT and Fd(x) and
establishing the convergence of ÛT to UT . The main challenge in establishing these results
stems from the dependency structure of the multivariate Hawkes process whose intensity
depends on the entire history of each component. The additional complexity due to the
dependency structure leads to a slower rate of convergence in quantifying the difference
between ÛT and UT than those obtained for the VAR model (Zheng and Raskutti, 2019).
Moreover, this dependence also leads to a difference between cdf of UT and Fd(x) that is
dominated by T−1/8 (using the martingale central limit theorem in Proposition 1) rather
than T−1/2 (using the standard central limit theorem).
Next, we investigate the distribution of ÛT under the alternative hypothesis. More specif-
ically, for φ > 0, we assume
Ha : βij = T
−φ∆. (25)
Theorem 2. Suppose the linear Hawkes process defined in (2) satisfies Assumptions 1–4.
Furthermore assume that
(
µ̂i, β̂i
)
and ŵj satisfy Assumptions 5 and 6. Let Fd,δ be the cdf
of a non-central χ2-distribution with d degrees of freedom and non-centrality parameter δ. If
s2ρ2 log p = o
(
T 1/5 ∧ T 2φ− 75
)
, then, under the alternative hypothesis in (25), we have:
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– if φ > 1
2
,
sup
(Θ,µ)∈Πa,x∈R
∣∣∣P(ÛT ≤ x)− Fd(x)∣∣∣ ≤ C1p2T exp(−C2T 1/5)
+ C3s
2ρ2
(
T−1/5 ∨ T 75−2φ
)
+ C4T
−1/8; (26)
– if φ = 1
2
,
sup
(Θ,µ)∈Πa,x∈R
∣∣∣P(ÛT ≤ x)− Fd,‖∆˜‖22(x)∣∣∣ ≤ C1p2T exp(−C2T 1/5)
+ C3s
2ρ2T−1/5 + C4T−1/8, (27)
where ∆˜ = Υ
1/2
j ∆ with Υj defined in (13);
– if φ < 1
2
,
sup
(Θ,µ)∈Πa,x∈R
∣∣∣P(ÛT ≤ x)∣∣∣ ≤ C1p2T exp(−C2T 1/5) + C3T−1/8
+ C4 exp(−(C5T 1/2−φ − C6
√
x)2); (28)
here Ck, k = 1, . . . , 6, are constants only depending on the model parameter (µ,Θ) and the
transition kernel function.
Theorem 2 establishes the asymptotic distribution of ÛT under the alternative hypoth-
esis. Depending on the scaling of βij with respect to T , which is parameterized by φ, the
asymptotics are different. When φ > 1/2, our test does not distinguish Ha from H0, since
in both cases ÛT convergences to χ
2
d. When φ < 1/2, ÛT diverges to +∞ in probability,
resulting in trivial rejection of the null hypothesis. Finally, when φ = 1/2, ÛT converges to
a non-central χ2-distribution with d degrees of freedom and non-centrality parameter ‖∆˜‖22.
This result should be compared with Theorem 3.2 in Zheng and Raskutti (2019) developed
for VAR models. However, since the multivariate Hawkes process is defined on a continuous
time domain with intensity rate depending on the entire history, rather than a pre-specified
time lag (or order), our rate of convergence is slower compared with the VAR model.
The results in Theorem 1 and 2 are established by extending the concentration inequality
developed in Chen et al. (2017), which is built on a Bernstein type inequality for weakly
dependent observations of the point process at different time points (Merleve`de et al., 2009).
This weak dependence leads to a slower rate of convergence in the second order statistics of
x(t) compared with the standard sub-Gaussian deviation bound for independent samples;
see Chen et al. (2017, Theorem 4) or Merleve`de et al. (2009, Theorem 1) for details. As
an alternative, in Lemma 18 in the Appendix C, we write the relevant statistics (i.e. the
second order statistics of x(t) in our case) based on independent ‘residuals’, referred to as
martingale compensated processes (Bacry et al., 2011). Then, considering the point process
in a discrete time domain, we use the Hansen-Wright inequality to obtain a faster rate of
convergence that is comparable to the standard Gaussian deviation bounds for VAR models
in Zheng and Raskutti (2019). However, this is obtained under a more stringent requirement
on the structure of the transfer function of the Hawkes processes.
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5 Confidence Regions
We next describe a procedure for constructing a confidence intervals for βij. Similar to Ning
and Liu (2017), our confidence interval is based on the one-step estimator of βij. Let β̂ij
be the lasso estimator in (16), or any other consistent estimator with the same order of the
estimation error, and let
Υ˜j =
1
T
T∑
t=1
ẑ∗j (t)ẑj(t) and S˜ij =
1
T
T∑
t=1
Yi(t)− µ̂i − x>(t)β̂i
σ̂i(t)
ẑ∗j (t). (29)
Note that S˜ij involves the entire β̂i, compared with Ŝij which uses β̂i,−j. We define the
one-step estimator of βij as
b̂ij = β̂ij −
(
Υ˜j
)−1
S˜ij. (30)
Finally, let
R̂T = T
(
b̂ij − βij
)>
Υ̂j
(
b̂ij − βij
)
. (31)
Our next result shows that R̂T converges weakly to χ
2
d. Therefore, we construct an
asymptotically 1− α confidence region for βij as
CR(α) =
{
θ : T
(
b̂ij − θ
)>
Υ̂j
(
b̂ij − θ
)
≤ χ2d(1− α)
}
. (32)
Theorem 3. Suppose the linear Hawkes process defined in (2) satisfies Assumptions 1- 4.
Furthermore
(
µ̂i, β̂i
)
and ŵj satisfy Assumption 5 and 6. If s
2ρ2 log p = o
(
T 1/5
)
, then
sup
x∈R
∣∣∣P(R̂T ≤ x)− Fd(x)∣∣∣ ≤ C1p2T exp(−C2T 1/5) + C3s2ρ2T−1/5 + C4T−1/8,
where Ck, k = 1, . . . , 4, are constants only depending on the model parameter (µ,Θ) and the
transition kernel function.
6 Simulation Studies
We illustrate finite sample properties of the proposed inference procedure through extensive
simulations. We consider the linear Hawkes process with the transfer function specified
in (6). For the connectivity matrix Θ = {βij}1≤i,j≤p, we consider three structures: chain,
block and random, with p = 50 component processes. The chain structure contains nodes of
component processes sequentially connected; the block structure contains 25 blocks with 2
component processes mutually connected within each block; the random structure is created
by randomly assigning edges over all possible pairs of the component processes with a total
sparsity of about 2%. Figure 1 illustrates the connectivity matrices under the three graph
11
Chain Block Random
Figure 1: Connectivity matrices under chain, block and random graph structures. Zero
coefficients are shown in gray and non-zero coefficients are shown in black.
structures. The background intensity µi is set to be 0.2 and the scale of non-zero elements
βij is set to be 0.3. The transfer kernel function kij(t) is chosen to be exp(−t). This setting
satisfies our assumptions of a stationary Hawkes process.
To assess the performance of our method, we test each of the p2 coefficients in the connec-
tivity matrix. We calculate the type-I error (i.e. the rejection rate among zero coefficients)
and the power (i.e. the rejection rate among non-zero coefficients). We also investigate
the empirical coverage of the 95% confidence intervals for zero and non-zero coefficients.
We consider experiments lengths T ∈ {200, 1000, 2000}. As a benchmark, we compare the
performance of our methods against an oracle procedure, which knows what coefficients are
non-zero.
Figure 2 illustrates the simulation results for chain, block and random structure sepa-
rately. It can be seen that as the experiment length increases, our test properly controls the
type-I error rate. Moreover, the 95% confidence intervals have reasonable converge. Finally,
our test also achieves power close to the oracle procedure.
7 Application
We consider the task of learning the functional connectivity network among population of
neurons, using the spike train data from Bolding and Franks (2018). In this experiment,
spike times are recorded at 30 kHz on a region of the mice olfactory bulb (OB), while a laser
pulse is applied directly on the OB cells of the subject mouse. The laser pulse has been
applied at increasing intensities from 0 to 50 (mW/mm2). The laser pulse at each intensity
level lasts 10 seconds and is repeated 10 times on the same set of neuron cells of the subject
mouse.
The experiment in total collects spike train data on 23 mice. We consider the spike train
data collected at two intensity levels, 0 mW/mm2 and 20 mW/mm2, in the subject mouse
with the most neurons (25 neurons). In particular, we use the spike train data from one
laser pulse at each intensity level. Since one laser pulse spans 10 seconds and the spike train
data is recorded at 30 kHz, there are 300,000 time points per experimental replicate. We
apply our inference procedure separately for each intensity level, and obtain the estimated
12
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Figure 2: Type-I errors, powers and coverage of confidence intervals under chain, block
and random graph structures. The oracle corresponds to the score test under the true
model with known zero coefficients and ds corresponds to the de-correlated score test with
nuisance coefficients. In the last column, CI0:95% and CIa:95% correspond to the coverage
of confidence intervals for zero and non-zero coefficients, respectively.
connectivity coefficients and the corresponding 95% confidence interval for the 25-neuron
network.
Figure 3 illustrates the estimated connectivity coefficients that are specific to each laser
condition in a graph representation, where each node represents a neuron and a directed
edge indicates a statistically significant estimated connectivity coefficient. Compared with
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Figure 3: Estimated functional connectivities among neuronal populations using the spike
train data from Bolding and Franks (2018). In the condition-specific connectivity graphs,
red edges are unique to 0 mW/mm2, and blue edges are unique to 20 mW/mm2. The last
plot shows 95% confidence intervals for 12 unique edges with largest estimated connectivity
coefficients in one of the conditions.
the control (0 mW/mm2 laser) we see more condition-specific edges as laser is applied (at
20 mW/mm2). This agrees with the observation by neuroscientists that the OB response is
sensitive to the intensity level of the external stimuli (Bolding and Franks, 2018). Figure 3
also shows the 95% confidence interval for 12 unique edges with largest estimated connectivity
coefficients in one of the conditions. As expected, the confidence intervals corroborate with
testing results and provide additional insight into differences in connectivity coefficients.
As discussed in Section 4, our inference procedure is asymptotically valid. That means
with large enough samples, if the other assumptions in Section 4 are satisfied, the type-I
error should be controlled at the nominal level. Assessing the validity of the assumptions
and estimating the type-I error in real data applications is challenging. However, we can
verify the sample size requirement by estimating the type-I error rate in a ‘permuted’ data set
where each neuron’s spike train is permuted. This permutation destroys both the connections
between neurons and also the temporal dependence in each neuron. As a result, the neuronal
connectivity network corresponding to this data set contains no edges. Moreover, some of
the other assumptions in Section 4 — e.g. the sparsity of w∗j and βi and the structure of the
transition matrix — are trivially satisfied for this permuted data set. Thus, if the sample
size is sufficient and the other assumptions are satisfied, we should not reject more than
α = 0.05 of the tests. This is indeed the case: the total rejection rate is 0.32%, suggesting
that the conditions are likely satisfied.
8 Discussion
We proposed a statistical inference procedure with theoretical guarantees for high-dimensional
linear Hawkes processes. To overcome the challenges arising from the dependence of a Hawkes
process on its entire history, we develop a new concentration inequality for the first- and
second-order statistics of an integrated stochastic process; these integrated processes sum-
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marize the entire history for each component. We combine this new concentration inequality
with a recent martingale central limit theorem, to give an upper bounds for the convergence
rate of the test statistics. We also provide a procedure for constructing confidence intervals
for the parameters. Our results establish the first inferential framework for high-dimensional
point processes.
We considered a parametric transition function for the Hawkes process. Given the com-
plex nature of a point process, one may consider modeling the transition function non-
parametrically and learn the form adaptively from data. In addition, since non-linear link
functions are often used when analyzing spike train data (Paninski et al., 2007; Pillow et al.,
2008), it would also be of interest to develop statistical inference procedure for non-linear
Hawkes processes.
References
de Abril, I. M., Yoshimoto, J. and Doya, K. (2018) Connectivity inference from neural
recording data: Challenges, mathematical bases and research directions. Neural Networks,
102, 120–137.
Babington, P. (2001) Neuroscience (Second ed.). Sunderland, MA: Sinauer Associates, 2
edn.
Bacry, E., Dayri, K. and Muzy, J. (2011) Non-parametric kernel estimation for symmetric
Hawkes processes. application to high frequency financial data. The European Physical
Journal B, 85.
Bacry, E., Mastromatteo, I. and Muzy, J. (2015) Hawkes processes in finance. Market
Microstructure and Liquidity, 01.
Barber, R. F. and Kolar, M. (2018) Rocket: Robust confidence intervals via kendall’s tau
for transelliptical graphical models. Ann. Statist., 46, 3422–3450.
Basu, S. and Michailidis, G. (2015) Regularized estimation in sparse high-dimensional time
series models. Ann. Statist., 43, 1535–1567.
Belloni, A., Chernozhukov, V. and Hansen, C. B. (2013) Inference on treatment effects after
selection amongst high-dimensional controls. Rev. Econ. Stud., 81, 608–650.
Bickel, P. J., Ritov, Y., Tsybakov, A. B. et al. (2009) Simultaneous analysis of lasso and
dantzig selector. Ann. Statist., 37, 1705–1732.
Bolding, K. A. and Franks, K. M. (2018) Recurrent cortical circuits implement concentration-
invariant odor coding. Science, 361.
Bre´maud, P. and Massoulie´, L. (1996) Stability of nonlinear Hawkes processes. Ann. Probab.,
24, 1563–1588.
Bu¨hlmann, P. and van de Geer, S. (2011) Statistics for High-Dimensional Data: Methods,
Theory and Applications. Springer Publishing Company, Incorporated, 1st edn.
15
Chavez-Demoulin, V. and McGill, J. (2012) High-frequency financial data modeling using
Hawkes processes. Journal of Banking and Finance, 36, 3415 – 3426.
Chen, S., Shojaie, A., Shea-Brown, E. and Witten, D. (2017) The multivariate hawkes
process in high dimensions: Beyond mutual excitation.
Costa, M., Graham, C., Marsalle, L. and Tran, V. C. (2018) Renewal in hawkes processes
with self-excitation and inhibition.
Daley, D. J. and Vere-Jones, D. (2003) An Introduction to the Theory of Point Processes:
Volume I: Elementary Theory and Methods. Probability and its Applications. New York:
Springer-Verlag.
Etesami, J., Kiyavash, N., Zhang, K. and Singhal, K. (2016) Learning network of multivariate
hawkes processes: A time series approach. ArXiv, abs/1603.04319.
van de Geer, S. (1995) Exponential inequalities for martingales, with application to maximum
likelihood estimation for counting processes. Ann. Statist., 23, 1779–1801.
van de Geer, S., Bu¨hlmann, P., Ritov, Y. and Dezeure, R. (2014) On asymptotically optimal
confidence regions and tests for high-dimensional models. Ann. Statist., 42, 1166–1202.
Grama, I. and Haeusler, E. (2006) An asymptotic expansion for probabilities of moderate
deviations for multivariate martingales. J Theor. Probab., 19, 1–44.
Hansen, N. R., Reynaud-Bouret, P. and Rivoirard, V. (2015) Lasso and probabilistic in-
equalities for multivariate point processes. Bernoulli, 21, 83–143.
Hawkes, A. G. (1971) Spectra of some self-exciting and mutually exciting point processes.
Biometrika, 58, 83–90.
Hawkes, A. G. and Oakes, D. (1974) A cluster process representation of a self-exciting
process. J Appl. Probab., 11, 493–503.
Jankova´, J. and van de Geer, S. (2019) Inference in high-dimensional graphical models.
In Handbook of graphical models, Chapman & Hall/CRC Handb. Mod. Stat. Methods,
325–349. CRC Press, Boca Raton, FL.
Lauritzen, S. L. (1996) Graphical models, vol. 17. Clarendon Press.
Linderman, S. W. and Adams, R. P. (2014) Discovering latent network structure in point
process data.
Lu, J., Kolar, M. and Liu, H. (2018) Post-regularization inference for time-varying nonpara-
normal graphical models. J. Mach. Learn. Res., 18, 1–78.
Merleve`de, F., Peligrad, M. and Rio, E. (2009) A bernstein type inequality and moderate
deviations for weakly dependent sequences. Probability Theory and Related Fields, 151.
16
Negahban, S. N., Ravikumar, P., Wainwright, M. J. and Yu, B. (2012) A unified framework
for high-dimensional analysis of m-estimators with decomposable regularizers. Statist.
Sci., 27, 538–557.
Neykov, M., Ning, Y., Liu, J. S. and Liu, H. (2018) A unified theory of confidence regions
and testing for high-dimensional estimating equations. Statist. Sci., 33, 427–443.
Ning, Y. and Liu, H. (2017) A general theory of hypothesis tests and confidence regions for
sparse high dimensional models. Ann. Statist., 45, 158–195.
Ogata, Y. (1988) Statistical models for earthquake occurrences and residual analysis for
point processes. J. Am. Statist. Ass., 83, 9–27.
Okatan, M., Wilson, M. A. and Brown, E. N. (2005) Analyzing functional connectivity using
a network likelihood model of ensemble neural spiking activity. Neural Computation, 17,
1927–1961.
Paninski, L., Pillow, J. and Lewi, J. (2007) Statistical models for neural encoding, decoding,
and optimal stimulus design. In Computational Neuroscience: Theoretical Insights into
Brain Function, vol. 165 of Progress in Brain Research, 493 – 507. Elsevier.
Pillow, J., Shlens, J., Paninski, L., Sher, A., Litke, A., Chichilnisky, E. and Simoncelli, E.
(2008) Spatio-temporal correlations and visual signaling in a complete neuronal popula-
tion. Nature, 454, 995–9.
Reynaud-Bouret, P. and Roy, E. (2007) Some non asymptotic tail estimates for Hawkes
processes. Bull. Belg. Math. Soc. Simon Stevin, 13, 883–896.
Reynaud-Bouret, P. and Schbath, S. (2010) Adaptive estimation for Hawkes processes; ap-
plication to genome analysis. Ann. Statist., 38, 2781–2822.
Safikhani, A. and Shojaie, A. (2020) Joint structural break detection and parameter estima-
tion in high-dimensional non-stationary VAR models. Journal of the American Statistical
Association (in press).
Stewart, G. W. and Sun, J. (1990) Matrix perturbation theory.
Vershynin, R. (2010) Introduction to the non-asymptotic analysis of random matrices.
Yu, M., Gupta, V. and Kolar, M. (2019) Simultaneous inference for pairwise graphical models
with generalized score matching. arXiv 1905.06261.
Zhang, C.-H. and Zhang, S. S. (2014) Confidence intervals for low dimensional parameters
in high dimensional linear models. Journal of the Royal Statistical Society: Series B
(Statistical Methodology), 76, 217–242.
Zheng, L. and Raskutti, G. (2019) Testing for high-dimensional network parameters in auto-
regressive models. Electronic Journal of Statistics, 13, 4977–5043.
Zhou, K., Zha, H. and Song, L. (2013) Learning social infectivity in sparse low-rank networks
using multi-dimensional Hawkes processes. In AISTATS.
17
Appendix A: Proof of Main Results
Before presenting the formal proof of Theorems 1– 3, we outline the key technical steps in
this section. We also briefly discuss key steps in the proof of lemmas used to prove the
theorems, as well as auxiliary lemmas, which are presented in Appendix B. Recall that Sij
is the de-correlated score defined in (12), Υj, defined in (13), is the covariance of z
∗
j (t),
where z∗j (t) is the scaled version of the design column xj(t) after removing its projection
onto the other columns. Here xj(t), defined in (5), is an integrated stochastic process that
summarizes the past events of the jth feature of the multivariate Hawkes process. For
theoretical convenience, when calculating Sij, we scale xj(t) by the standard deviation of the
ith process at time t, σi(t) (see details in Section 3).
Theorem 1: This theorem establishes the convergence of the test statistics ÛT (23) to a
χ2-distribution under the null hypothesis. While the result is comparable to that in Neykov
et al. (2018) and Zheng and Raskutti (2019), in our case ÛT is a function of the estimate of
the time-varying variance of the point process, σ̂2(t). Proving the convergence in this case is
different and requires additional care. To this end, we (i) show the convergence in probability
of ÛT to the test statistic Û
0
T , which is defined similar to ÛT but with σ̂
2(t) replaced with
the true σ2(t); (ii) show that Û0T converges in probability to UT ; and (iii) establish that UT
weakly converges to a χ2-distribution. Next, we provide some details on each of these steps.
To show the weak convergence of UT to a χ
2-distribution under the null hypothesis, we
adopt the recently developed martingale central limit theorem (CLT) (Grama and Haeusler,
2006; Zheng and Raskutti, 2019), which is given as a special case of Proposition 1 (for ∆ = 0).
To show the convergence of Û0T to UT , we expand the difference in terms of differences
between Ŝ0ij and Sij, and Υ̂
0
j and Υj, and bound each term. Here, Ŝ
0
ij and Υ̂
0
j are estimates
of Sij and Υj but with the true σ
2(t). By the construction of the decorrelated score (Neykov
et al., 2018), bounding the difference between Ŝ0ij and Sij is equivalent to evaluating the
estimation error of the lasso estimators of (µi,βi) and w
∗
j . Bounds on these estimation
errors are given in Lemmas 10 and 11, respectively, in both `1- and `2-norms. To establish
these bounds, we show that the restricted eigenvalue condition (Bickel et al., 2009) is satisfied
with high probability in our case, by using the concentration bounds for the first and second
order statistics of x(t) (shown in Lemma 16). We also show that the eigenvalue of the
covariance matrix of x(t) are bounded under Assumptions 1–4 (shown in Proposition 2).
To bound the difference between Ŝ0ij and Sij, we need to bound the `∞ norms of (i) the
first and the second order statistics of z∗j (t), and (ii) the average of the scaled version of the
residual i(t) and its inner product with the scaled integrated feature, z
∗
j (t). The bounds
for (i) are presented in Lemma 17 using the concentration bound for the first and second
order statistics of x(t) (shown in Lemma 16). The bounds for (ii) are given in Lemma 17
by a direct application of a martingale inequality (van de Geer, 1995) using the fact that
xj(t), σi(t) are bounded under Assumptions 3 and 4. The proof for the convergence of Υ̂
0
j to
Υj, which is shown in Lemma 4, is similar to that for the convergence of Ŝ
0
ij to Sij; however,
we only need the estimation error bound for wj as the construction of Υj only involves the
integrated process (or the design columns) x(t).
To complete the proof of Theorem 1, we establish the convergence of ÛT to Û
0
T in
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Lemma 5. The proof of the lemma first expands the difference between ÛT and Û
0
T in
terms of differences between (i) Ŝ0ij to Ŝij (21), and (ii) Υ̂
0
j and Υ̂j (19). (ii) can be bounded
using Lemma 4. To quantify the bound of (i), we first replace σ2(t) by µi+x
>(t)βi in Ŝ0ij and
then bound the term by carefully applying the bound for convergence of (µ̂i, β̂i) to (µi,βi)
by Assumption 5 which is also proved to be satisfied in Lemma 10.
Theorem 2: This theorem characterizes the behavior of the test statistics ÛT = ‖V̂T‖22 (23)
under the alternative hypothesis. More specifically, it shows that for different signal strengths
characterized by parameter φ, the test statistic behaves differently around the cutoff of
φ = 1/2. This is because (i) ÛT converges to UT = ‖VT‖22 defined in (15) in probability
(see the following paragraphs for the proof outline), and (ii) under the alternative, we have
E(VT ) = O(T 1/2−φ∆). If the alternative signal is too small with φ > 1/2, the expectation
of VT converges to 0 as T increases. In this case, we can show that ÛT converges weakly to
a central χ2 distribution, and is hence indistinguishable from null. In contrast, if the signal
strength is too large with φ < 1/2, then VT diverges as T goes to ∞. Finally, when the
alternative signal is moderate with φ = 1/2, the expectation of VT is a constant, ∆˜ = Υ
1/2
j ∆.
In this case, we apply Proposition 1 to show the weak convergence of ÛT to a non-central χ
2
distribution with non-centrality parameter ‖∆˜‖22.
For the case of φ > 1/2, we use a similar strategy as that for the proof of Theorem 1 under
the null hypothesis. More specifically, we split the proof into two parts by bounding ÛT − Û0T
and Û0T − UT . UT is shown to follow a central χ2 distribution in Proposition 1. The bound
of ÛT − Û0T is given in Lemma 5. Similar to in the proof of Theorem 1, the key in bounding
Û0T − UT under the alternative hypothesis is also to bound
√
T
∥∥∥(Υ0j)−1/2 (Ŝ0ij − Sij)∥∥∥
2
. The
difference from the proof of Theorem 1 is an extra term involving T 1/2−φ∆ in the bound of
‖Ŝ0ij − Sij‖2 because under the alternative hypothesis, βij = T−φ∆. Such difference leads
to an extra term of order O
(
s2ρ2
(
T
7
5
−2φ
))
in bounding Û0T − UT . As a result, we reach a
modified rate of weak convergence of ÛT in this case compared to the rate in Theorem 1.
For the case of φ = 1/2, our proof uses a strategy similar to the proof of Theorem 1.
Specifically, we split the proof by bounding Û0T to ÛT , and Û
0
T to VT + ∆˜. The proof of the
first part is the same as that for Theorem 1 and is given in Lemma 5. Although the second
part involves non-zero ∆˜, the proof strategy is similar and involves explicitly expressing the
difference between Û0T and VT+∆˜ in terms of the difference between Ŝ
0
ij and Sij, the difference
between Υ̂0j and Υ̂j, and an extra item involving ∆. The first two items are bounded using
the same strategy as in Theorem 1. The term involving ∆ is also bounded since the leading
term involves the `∞ bound of the first and the second order statistics of z(t), which are
bounded by Lemma 17. We complete the proof by applying Proposition 1 to show that
VT + ∆˜ converges weakly to χ
2
d,‖∆˜‖22
.
For the case of φ < 1/2, the test statistic diverges in probability as T goes to ∞.
Therefore, we derive a lower bound for ÛT which requires quantifying the lower bound of
Ŝij − Sij and the upper bound of ‖VT‖2. Due to the estimate on the unknown variance
involved in Ŝij, we split the difference in the first part into (i) Ŝ
0
ij − Sij and (ii) Ŝij −
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Ŝ0ij. We show that the lower bound of part (i) is in order of T
1/2−φ under the setting of
the alternative of φ < 1/2. To bound part (ii), similar as before, we expand the term
into components involving differences between the estimates of (ui,βi) and w
∗
j , whose error
bounds are assumed in Assumptions 5 and 6, and parts with the first and second order
statistics of x(t) and z(t) given in Lemmas 16 and 17. To quantify the upper bound of
‖VT‖2, we apply a result on the tail bound of the central χ2 distribution since ‖VT‖22 follows
a central χ2-distribution by Proposition 1; this bound is also used to prove Theorem 3.2 of
Zheng and Raskutti (2019).
Theorem 3: Recall from (30) that b̂ is the one-step debiased lasso estimates of βi. This
theorem shows that R̂ = T
(
b̂ij − βij
)>
Υ̂j
(
b̂ij − βij
)
converges weakly to a central χ2 distri-
bution. This allows us to construct the optimal confidence regions in (32), since the asymp-
totic variance of R̂ is close to the inverse of the partial information, Υj = Cov
(
z∗j (t)
)
(13).
For this proof, we introduce a new quantity Sˇij:
Sˇij =
1
T
T∑
t=1
Yi(t)− xj(t)βi,j − µ̂i − x>−j(t)β̂i,−j
σ̂i(t)
ẑ∗j (t)
=
1
T
T∑
t=1
i(t) + (µi − µ̂i) + x>−j(t)(βi,−j − β̂i,−j)
σ̂i(t)
ẑ∗j (t),
which is equivalent to the Ŝij defined in (21) under the null, and similar to that under the
alternative, except that here ∆ = 0 or φ =∞. Letting UˇT = Sˇ>ij Υ̂−1j Sˇij, we then show that
UˇT weakly converges to a χ
2 distribution under both null and alternative hypotheses. For
the null, we follow Theorem 1, while for the alternative, we repeat the steps in Theorem 2
(case φ > 1/2) but replace ∆ = 0 or φ =∞ throughout.
Since by the construction of R̂T , we have R̂T =
(
Sˇij
)> (
Υ˜j
)−1
Υ̂j
(
Υ˜j
)−1
Sˇij, what is
left is to bound the difference between R̂T and UˇT . This requires to bound Υ˜j − Υ̂j where
Υ˜j and Υ̂j are defined in (29) and (19), respectively. To obtain such a bound with the
unknown variance, we define Υ˜0j and Υ̂
0
j similar to Υ˜j and Υ̂j, but with σ̂
2 replace by the
true σ2(t). We then separately bound (i) Υ˜j − Υ˜0j , (ii) Υ˜0j − Υ̂0j , and (iii) Υ̂0j − Υ̂j: (i) is
bounded according to the consistency of σ̂2(t) for the true σ2(t) following a similar strategy
used in Lemma 17; (ii) is bounded by carefully evaluating the lasso estimation error of w∗j ;
(iii) is bounded by Lemma 17.
Key steps in proof of lemmas: Proofs of supporting lemmas crucially rely on properties
of the integrated stochastic process x(t) =
(
x1(t) · · · xp(t)
)
, which summarizes all the past
event history of the Hawks process. More specifically, the main theorems rely on the bounded
eigenvalue of Υx = Cov(x(t)) (Proposition 2) and the concentration bounds on the first and
second order statistics of scaled x(t) (i.e. z(t)) (Lemmas 16 and 17). These results are
used to show the condition of the martingale CLT (Proposition 1), the restrict eigenvalue
(RE) condition used in the estimation consistency of lasso (Lemma 10 and 11), and the
convergence rate of Υ̂j (Lemma 4).
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A key challenge in establishing results for the integrated process stems from the com-
plicated (and non-Markovian) dependence structure of the Hawkes process. In particular,
each column of x(t), xj(t), is a stochastic process with non-trivial serial dependence due
to the integration over the past history. To show that the eigenvalues of Υx = Cov(x(t))
are bounded, we show that the eigenvalues of the cross-variance for a stationary stochastic
process can be bounded by its spectral density in the Hawkes process. The proof follows a
similar strategy as Basu and Michailidis (2015) in the VAR models, but is specialized for
the Hawkes process in a continuous time domain with an integrable transition kernel. Next,
we establish a relationship between the spectral densities of the cross-covariance and the
transition matrix of the Hawkes process by generalizing Theorem 1 in Bacry et al. (2011)
or Theorem 3 in Etesami et al. (2016) (where they assume a non-negative transfer function)
to real-value transfer functions. At last, we utilize the martingale inequality in van de Geer
(1995) and the concentration inequality on weak dependent samples in Chen et al. (2017)
to establish the concentration bounds on the first and second order statistics of x(t) in
Lemma 16. The final concentration bound for z(t) in Lemma 17 directly follows from the
deviation bounds for x(t) but requires a lengthy derivation, due to the scaling factor of the
time-varying variance of the point process, σ2(t), in z(t).
For ease of notations, we prove the result for testing an univariate βij; i.e., d = 1. Our
proof can be extended to d > 1 by replacing the scalars by vectors or matrices in the
corresponding norms when needed. In the following, we use Ck, ck with some subscript k
to represent constants that only depend on the model parameter (µ,Θ) and the transition
kernel function.
Proof of Theorem 1
Our proof strategy is to relate ÛT in (23) to UT in (15), and show that UT converges weakly
to χ2d. Directly comparing ÛT with UT is difficult due to the unknown time-varying variance
σ2i (t) involved. Therefore, we start by introducing Û
0
T and then show that ÛT ≈ Û0T . Let
Ŝ0ij =
1
T
T∑
t=1
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
, (33)
Υ̂0j =
1
T
T∑
t=1
(
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)2
, (34)
V̂ 0T =
√
T
(
Υ̂0j
)−1/2
Ŝ0ij, (35)
Û0T = ‖V̂ 0T ‖22. (36)
The difference between ÛT and Û
0
T is that we replace σ̂i(t) by σi(t).
For any δ > 0, we have
P
(
ÛT ≤ x
)
− Fd(x) ≤ P(UT ≤ x+ δ) + P
(∣∣∣ÛT − Û0T ∣∣∣ > δ)− Fd(x)
≤ |P(UT ≤ x+ δ)− Fd(x+ δ)|+ Fd(x+ δ)− Fd(x) + P
(∣∣∣ÛT − Û0T ∣∣∣ > δ) ,
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and
Fd(x)− P
(
ÛT ≤ x
)
≤ P(Û0T > x− δ) + P
(∣∣∣ÛT − Û0T ∣∣∣ > δ)− (1− Fd(x))
≤ |Fd(x− δ)− P(UT ≤ x− δ)|+ Fd(x)− Fd(x− δ) + P
(∣∣∣ÛT − Û0T ∣∣∣ > δ) .
Combining the two inequalities gives∣∣∣P(ÛT ≤ x)− Fd(x)∣∣∣ ≤ sup
y∈R
∣∣∣P(Û0T ≤ y)− Fd(y)∣∣∣
+ Fd(x+ δ)− Fd(x− δ) + P
(∣∣∣ÛT − Û0T ∣∣∣ > δ) . (37)
Next, we bound ∣∣∣P(Û0T ≤ x)− Fd(x)∣∣∣
by showing Û0T ≈ UT ≈ χ2d. Following a similar deduction as (37), for any  > 0, we have∣∣∣P(Û0T ≤ x)− Fd(x)∣∣∣ ≤ sup
y∈R
|P(UT ≤ y)− Fd(y)|︸ ︷︷ ︸
A
+ Fd(x+ )− Fd(x− )︸ ︷︷ ︸
B
+P(|Û0T − UT | > )︸ ︷︷ ︸
C
. (38)
Direct application of Proposition 1 shows that A = O
(
T−1/8
)
. Using the fact that a χ2d
random variable has bounded density gives |B| = O (). Thus, we control the term C in the
rest of the proof. Notice that∣∣∣Û0T − UT ∣∣∣ = ∣∣∣∣T (Ŝ0ij)> (Υ̂0j)−1 Ŝ0ij − STijΥ−1j Sij∣∣∣∣
≤
∣∣∣∣T (Ŝ0ij)>((Υ̂0j)−1 −Υ−1j ) Ŝ0ij + T (Ŝ0ij)>Υ−1j Ŝij − STijΥ−1j Sij∣∣∣∣
≤
∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
∥∥∥√TΥ−1/2j Ŝ0ij∥∥∥2
1
+ ‖
√
TΥ
−1/2
j (Sij − Ŝ0ij)‖21
+ 2‖VT‖2
∥∥∥√TΥ−1/2j (Sij − Ŝ0ij)∥∥∥
2
. (39)
Let E =
√
TΥ
−1/2
j (Sij − Ŝ0ij), where Υj is defined in (13). Then
|Û0T − UT | ≤ ‖E‖22 + 2‖VT‖2‖E‖2 +
∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
(‖VT‖2 + ‖E‖2)2 . (40)
Next, we provide probabilistic bounds for ‖E‖2, ‖VT‖2, and
∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
in
order to bound |Û0T − UT |. First, from Proposition 2 and Lemma 3, we get ‖E‖22 =
22
Op
(
s2ρ4T−3/5
)
, with probability at least 1 − c1p2T exp(−c2T 1/5). Second, Lemma 9 and
Proposition 1 lead P(‖VT‖2 > T 1/10) = O
(
T−1/8
)
. Third, Lemma 4 gives∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
= Op(s
2ρ2T−2/5),
with probability at least 1− c3p2T exp(−c4T 1/5). Therefore,
P
(
|Û0T − UT | > c5s2ρ2T−1/5
)
≤ c6p2T exp(−c7T 1/5) + c8T−1/8. (41)
Turning back to (38) with the bounds of A, B, and C gives us
sup
x∈R
|P(Û0T ≤ x)− Fd(x)| ≤ c6p2T exp(−c7T 1/5) + c8T−1/8 + c9s2ρ2T−1/5. (42)
By the bounded density of χ2 distribution
|Fd(x+ δ)− Fd(x− δ)| ≤ C(d)δ.
Finally, Lemma 5 gives us
P
(
|ÛT − Û0T | > c10ρT−1/5
)
≤ c11p2T exp(−c12T 1/5) + c13T−1/8 + c14s2ρ2T−1/5.
Combining the last three displays gives us a bound on (37), which completes the proof.
Proof of Theorem 2
We study the three cases separately.
Case: φ > 1/2. The proof for this case is similar to the proof of Theorem 1. However, due to
βij 6= 0 under the alternative hypothesis, we have a modified rate of convergence depending
on the scale of φ. A new bound is needed for
∣∣∣Û0T − UT ∣∣∣, which is obtained modifying the
bound for the difference between Ŝ0ij and Sij. To be specific,
Ŝ0ij − Sij = (ŵj −w∗j )>
1
T
T−1∑
t=0
˜i(t)z
>
−j(t)
+
1
T
T−1∑
t=0
z∗j
(
1 z>−j(t)
)(( µ̂i
β̂i,−j
)
−
(
µi
βi,−j
))
− (ŵj −w∗j )>
(
1
T
T−1∑
t=0
(
1
z−j(t)
)(
1 z>−j(t)
))(( µ̂i
β̂i,−j
)
−
(
µi
βi,−j
))
− T−φ 1
T
T∑
t=1
(
zj(t)−
(
1 z>(t)
)
ŵj
)
zj(t)∆. (43)
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The first three terms are bounded by Op(sρ
2T−4/5), as shown in the proof of Lemma 3
(see (65)). The last term shows up because under the alternative hypothesis setting, βij =
T−φ∆ 6= 0. Now we examine the fourth item in (43). By Lemma 8, ‖zj(t)‖∞ = O(1). Then,∥∥∥∥∥ 1T
T∑
t=1
(
zj(t)−
(
1 z>(t)
)
ŵj
)
zj(t)∆
∥∥∥∥∥
2
≤ |∆|‖zj(t)‖2∞ = O(1).
Using the same notation as the proof in Theorem 1, let E =
√
T (Υj)
−1/2 (Ŝ0ij − Sij). Then,
with the bounds in each part of (43),
|E| = Op
(
sρ2T−3/10 + T 1/2−φ
)
, (44)
with probability at least 1− c1p2T exp(−c2T 1/5). Here we see that φ > 1/2 is important to
bound the term; otherwise, it is not guaranteed that the term is bounded as T increases.
By repeating the same steps in Theorem 1 with the bound of |E|, we show∣∣∣Û0T − UT ∣∣∣ = Op (s2ρ2 (T−1/5 ∨ T 75−2φ)) ,
with probability at least
1− c3p2T exp(−c4T 1/5)− c5s2ρ2
(
T−1/5 ∨ T 75−2φ
)
and
sup
x∈R
|P(Û0T ≤ x)− Fd(x)| ≤ c3p2T exp(−c4T 1/5) + c5s2ρ2
(
T−1/5 ∨ T 75−2φ
)
+ c6T
−1/8.
At last, using (37) and Lemma 5 to bound |ÛT − Û0T |, we reach the conclusion.
Case: φ = 1/2. The proof strategy here is to quantify the difference between the cdf of Û0T
and χ2 distribution. For any  > 0, we have∣∣∣P(Û0T ≤ x)− Fd,‖∆˜‖22(x)∣∣∣ ≤ supy∈R
∣∣∣P(‖VT + ∆˜‖22 ≤ y)− Fd,‖∆˜‖22(y)∣∣∣︸ ︷︷ ︸
A
+ Fd,‖∆˜‖22(x+ )− Fd,‖∆˜‖22(x− )︸ ︷︷ ︸
B
+P
(∣∣∣Û0T − ‖VT + ∆˜‖22∣∣∣ > )︸ ︷︷ ︸
C
,
where ∆˜ = Υ
1/2
j ∆, and Û
0
T , VT are defined in (36) and (14), respectively.
Lemma 1 gives us A = O
(
T−1/8
)
. By the bounded density of non-central χ2 distribution,
we have B = O (). Therefore, in the rest of the proof, we bound part C.
Let E = V̂ 0T − VT − ∆˜, where V̂ 0T =
√
T (Υj)
−1/2 Ŝ0ij is defined in (35) and Û
0
T = ‖V̂ 0T ‖22.
Then,∣∣∣∣Û0T − ∥∥∥VT + ∆˜∥∥∥2
2
∣∣∣∣ ≤ ‖E‖22 + ∥∥∥VT + ∆˜∥∥∥
2
‖E‖2
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+∥∥∥∥(Υj)1/2 (Υ̂0j)−1 (Υj)1/2 − I∥∥∥∥
∞
(∥∥∥VT + ∆˜∥∥∥
2
+ ‖E‖2
)2
. (45)
We bound
∥∥∥∥(Υj)1/2 (Υ̂0j)−1 (Υj)1/2 − I∥∥∥∥
∞
using Lemma 4, as we did in Theorem 1. However,
the bounds for E and VT + ∆˜ need to be modified.
Let wj be such that z
∗
j (t) =
(
1 z>(t)
)
wj, where
wj =
(
w∗j0, {w∗jl1(l 6= j) + 1(l = j)}1≤l≤p
)> ∈ Rp+1. (46)
Then
Υj = Cov(z
∗
j (t)) = Cov
((
1 z>(t)
)
wj
)
= w>j Υwj,
where Υ = E
((
1
z(t)
)(
1 z>(t)
))
and ‖wj‖1 = ‖w∗j‖1+1. Recall that Sij = 1T
∑T
t=1 ˜i(t) z
∗
j (t)
as defined in (12). In addition, define S˜ij = Sij+
1
T
∑T
t=1 zj(t)βijz
∗
j . Thus, with βij = T
−1/2∆,
VT + ∆˜ =
√
T (Υj)
−1/2 Sij + Υ
1/2
j ∆
=
√
T (Υj)
−1/2 (Sij + Υjβij)
=
√
T (Υj)
−1/2 (Sij + zj(t)βijz∗j − zj(t)βijz∗j + Υjβij)
=
√
T (Υj)
−1/2
(
S˜ij −w>j
(
1
T
T∑
t=1
(
1
z(t)
)
zj(t)−Υ·,j
)
βij
)
.
Then, by Lemma 2 of the bounded eigenvalue of Υj,
‖E‖2 = ‖V̂ 0T − VT − ∆˜‖2
=
∥∥∥∥∥√T (Υj)−1/2 Ŝ0ij −√T (Υj)−1/2
(
S˜ij −w>j
(
1
T
T∑
t=1
(
1
z(t)
)
zj(t)−Υ·,j
)
βij
)∥∥∥∥∥
2
≤
∥∥∥√T (Υj)−1/2 (Ŝ0ij − S˜ij)∥∥∥
2
+
∥∥∥∥∥(Υj)−1/2wj
(
1
T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)−Υ·,j)√Tβij
∥∥∥∥∥
2
= O
(√
T
∥∥∥Ŝ0ij − S˜ij∥∥∥
2
)
+O
(∣∣∣√Tβij∣∣∣ ‖wj‖1
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)−Υ∥∥∥∥∥
∞
)
. (47)
First, we examine the second item on RHS. Using Lemma 13, ‖wj‖1 = O(
√
s), and using
Lemma 17 we get ∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)−Υ∥∥∥∥∥
∞
= Op(ρT
−2/5),
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with probability at least 1− c1p2T exp(−c2T 1/5). Then, with βij = T−1/2∆,∣∣∣√Tβij∣∣∣ ‖wj‖1
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)−Υ∥∥∥∥∥
∞
= Op
(√
sρT−2/5
)
.
Next, we quantify
√
T
∥∥∥Ŝ0ij − S˜ij∥∥∥
2
. Expanding the difference, we have
Ŝ0ij − S˜ij =(ŵj −w∗j )>
1
T
T∑
t=1
(
1
z−j(t)
)
˜i(t)
+
((
µ̂i β̂
>
i,−j
)
− (µi β>i,−j)) 1T
T∑
t=1
(
1/σi(t)
z−j(t)
)
z∗j (t)
−
((
µ̂i β̂
>
i,−j
)
− (µi β>i,−j)) 1T
T∑
t=1
(
1/σi(t)
z−j(t)
)(
1 z>−j(t)
) (
ŵj −w∗j
)
+(ŵj −w∗j )>
1
T
T∑
t=1
(
1
z−j(t)
)
zj(t)βij. (48)
According to the proof of Lemma 3, the first three terms above are bounded as Op
(
sρ2T−4/5
)
.
With ‖zj(t)‖∞ = O(1) by Lemma 8, and ‖ŵj −w∗j‖1 = Op(sρT−2/5) in Assumption 6,
the last term is bounded as
(ŵj −w∗j )>
1
T
T∑
t=1
(
1
z−j(t)
)
zj(t)βij = O
(‖ŵj −w∗j‖1 · |βij|) = Op (sρ∆T−9/10) ,
with probability at least 1−c3p2T exp(−c4T 1/5), where βij = T−1/2∆ as set in the alternative.
Thus, ∣∣∣Ŝ0ij − S˜ij∣∣∣ = Op (sρ2T−4/5)+Op (sρ∆T−9/10) = Op (sρ2T−4/5) .
As a result,
‖E‖2 = Op
(
sρ2T−3/10
)
+Op
(√
sρT−2/5∆
)
= Op
(
sρ2T−3/10
)
,
with probability at least 1− c5p2T exp(−c6T 1/5).
Next, we quantify the bound of VT + ∆˜. Setting y = T
1/10 in (77) of Lemma 9 and ‖VT‖22
weakly converges to χ2 in Proposition 1, we get
P
(∥∥∥VT + ∆˜∥∥∥
2
> T 1/10
)
= O(T−1/8). (49)
At last, we take the bounds of
∥∥∥VT + ∆˜∥∥∥
2
and ‖E‖2 back to (45), and∣∣∣∣Û0T − ∥∥∥VT + ∆˜∥∥∥2
2
∣∣∣∣ = Op (s2ρ2T−1/5) ,
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with probability at least 1− c7p2T exp(−c8T 1/5)− c9T−1/8. Finally, using decomposition in
(38), we get
sup
x∈R
|P(Û0T ≤ x)− Fd,‖∆˜‖22(x)| ≤ c7p
2T exp(−c8T 1/5) + c10T−1/8 + c11s2ρ2T−1/5. (50)
The conclusion follows from the decomposition in (37) and Lemma 5 that quantify the bound
of |ÛT − Û0T |.
Case: φ < 1/2. Recall that Sij is defined in (12) and VT is defined in (14). First, notice
that
ÛT = T Ŝij
(
Υ̂j
)−1
Ŝij
= T Ŝij
(
Υ−1j +
(
Υ̂j
)−1
−Υ−1j
)
Ŝij
≥ T‖(Υj)−1/2 Ŝij‖22
(
1− d
∥∥∥∥Υ1/2j (Υ̂j)−1 Υ1/2j − I∥∥∥∥
∞
)
≥ c1T‖(Υj)−1/2 Ŝij‖22
= c1
(
‖
√
T (Υj)
−1/2 (Ŝij − Sij)‖2 − ‖VT‖2
)2
, (51)
where the second inequality follows from Lemma 4 as
∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
convergences
to 0 when s2ρ2 log p = o(T 1/5).
Next, we bound Ŝij − Sij by separately bounding Ŝ0ij − Sij and Ŝij − Ŝ0ij, where Ŝ0ij is
defined in (33).
First,
Ŝ0ij − Sij = Ŝ0ij − S˜ij +
1
T
T∑
t=1
z∗j (t)z
>
j (t)βij. (52)
A similar deduction as (48), but with βij = T
−φ∆ leads to Ŝ0ij − S˜ij = Op(sρT−
2
5
−φ). Thus,
in the follows, we give a lower bound for 1
T
∑T
t=1 z
∗
j (t)z
>
j (t)βij.
By the construction of z∗j (t) and the projection coefficients w
∗
j defined in (10), Υj =
Cov
(
z∗j (t)
)
= E
(
z∗j (t)
(
zj −w∗−j
(
1
z−j(t)
)))
= E
(
z∗j (t)zj(t)
)
. Then,
∣∣∣∣∣ 1T
T∑
t=1
z∗j (t)zj (t)−Υj
∣∣∣∣∣ =
∣∣∣∣∣ 1T
T∑
t=1
z∗j (t)zj(t)− E
(
z∗j (t)zj(t)
)∣∣∣∣∣
≤ (‖w∗j‖1 + 1)
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)−Υ∥∥∥∥∥
∞
. (53)
By Lemma 17,
∥∥∥∥ 1T ∑Tt=1( 1z(t)
)(
1 z>(t)
)−Υ∥∥∥∥
∞
= Op(ρT
−2/5). In addition, ‖w∗j‖1 =
27
O(
√
s) by Lemma 13. Therefore,∣∣∣∣∣ 1T
T∑
t=1
ẑ∗j (t)zj (t)−Υj
∣∣∣∣∣ = Op((√s+ 1)ρT−2/5),
with probability at least 1− c2p2T exp(−c3T 1/5). Then, by βij = T−φ∆, s2ρ2 log p = o(T 1/5)
and Λmin (Υj) > 0 in Proposition 2,
1
T
T∑
t=1
ẑ∗j (t)z
>
j (t)βij ≥
(
Υj − c4T−2/5(
√
s+ 1)ρ
) |βij| ≥ c5T−φ,
with probability at least 1 − c2p2T exp(−c3T 1/5). Taking the bounds above back to (52),
under s2ρ2 log p = o(T 1/5), we have
T
∥∥∥(Υj)−1/2 (Ŝ0ij − Sij)∥∥∥2
2
≥ Op(T 1−2φ). (54)
with probability at least 1− c6p2T exp(−c7T 1/5).
Next, we bound Ŝij− Ŝ0ij. Without repeating the technical details, the bound of Ŝij− Ŝ0ij
can be derived as follows: under φ < 1/2, we add an addition term of xj(t)βij to i(t) because
βij 6= 0 under the alternative; then the bound for A1 and B1 in the proof of Lemma 5 are
dominated by Op(ρT
− 2
5
−φ∨T−4/5) instead of Op(ρT− 45 ) under the alternative, which implies
‖Ŝij − Ŝ0ij‖2 = Op
(
ρT−
2
5
−φ ∨ T−4/5
)
. Combining the results above,
T
∥∥∥(Υj)− 12 (Ŝij − Sij)∥∥∥2
2
≥ T
∥∥∥(Υj)− 12 (Ŝij − Ŝ0ij + Ŝ0ij − Sij)∥∥∥2
2
≥ T
∥∥∥(Υj)− 12 (Ŝ0ij − Sij)∥∥∥2
2
− T
∥∥∥(Υj)− 12 (Ŝij − Ŝ0ij)∥∥∥2
2
= Op(T
1−2φ), (55)
with probability at least 1− c10p2T exp(−c11T 1/5).
Note that ‖VT‖22 weakly converges to χ2 by Proposition 1. In addition, taking y =
c12T
1/2−φ − c−11
√
x in Lemma 9,
P(‖VT‖2 ≥ c12T 1/2−φ − c−11
√
x) ≤ c13T−1/8 + c14 exp(−(c12T 1/2−φ − c−11
√
x)2). (56)
Taking (55) and (56) back to (51), we reach the conclusion:
P
(
ÛT ≥ x
)
≥ P
({
‖
√
T (Υj)
−1/2 (Ŝij − Sij)‖2 ≥ c12T 1/2−φ
}
∩ {‖VT‖2 ≤ c12T 1/2−φ − c−11 √x})
≥ 1− c10p2T exp(−c11T 1/5)− c13T−1/8 − c14 exp
(
− (c12T 1/2−φ − c−11 √x)2) .
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Proof of Theorem 3
Denote
Sˇij =
1
T
T∑
t=1
Yi(t)− xj(t)βi,j − µ̂i − x>−j(t)β̂i,−j
σ̂i(t)
ẑ∗j (t).
We have the following decomposition.
S˜ij = Sˇij +
1
T
T∑
t=1
ẑ∗j (t)ẑj(t)(β̂ij − βij) = Sˇij + Υ˜j
(
β̂ij − βij
)
.
By the decomposition above, we have
b̂ij − βij = −
(
Υ˜j
)−1
Sˇij,
and
R̂T =
(
Sˇij
)> (
Υ˜j
)−1
Υ̂j
(
Υ˜j
)−1
Sˇij.
Notice that
Sˇij =
1
T
T∑
t=1
i(t) + (µi − µ̂i) + x>−j(t)(βi,−j − β̂i,−j)
σ̂i(t)
ẑ∗j (t),
which is equivalent to Ŝij defined in (21) under the null hypothesis. Let
UˇT = Sˇ
>
ij Υ̂
−1
j Sˇij.
UˇT weakly converges to χ
2 distribution following the proof of Theorem 1:
sup
x∈R
∣∣P(UˇT ≤ x)− Fd(x)∣∣ ≤ c1p2T exp(−c2T 1/5) + c3s2ρ2T−1/5 + c4T−1/8. (57)
Next, we bound
R̂T − UˇT = Sˇ>ij
((
Υ˜j
)−1
Υ̂j
(
Υ˜j
)−1
−
(
Υ̂j
)−1)
Sˇij. (58)
Using Assumptions 3-6 and the consistency of estimators in Assumption 5 and 6, it is easy
to see that Sˇij = Op(1). Therefore, it is enough to quantify (Υ˜j)
−1Υ̂j(Υ˜j)−1 − (Υ̂j)−1 in
order to quantify R̂T − UˇT . Let E = Υ˜j − Υ̂j. Then,
Υ˜j
(
Υ̂j
)−1
Υ˜j =
(
Υ̂j + E
)(
Υ̂j
)−1 (
Υ̂j + E
)
= Υ̂j + E + E + E
(
Υ̂j
)−1
E,
which leads to
Υ˜j
(
Υ̂j
)−1
Υ˜j − Υ̂j = E + E + EΥ−1j E + E
((
Υ̂j
)−1
−Υ−1j
)
E. (59)
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Proposition 2 implies that EΥ−1j E ≤ O(E2). Thus, the first three items are bounded by
O(|E| ∨ E2). By Proposition 2 Υ−1j = O(1), and Theorem 2.5 in Stewart and Sun (1990)
gives us ∥∥∥∥(Υ̂j)−1 −Υ−1j ∥∥∥∥
2
≤ ‖Υ
−1
j ‖2‖Υ̂j −Υj‖2
1− ‖Υ−1j ‖2‖Υ̂j −Υj‖2
= O(‖Υ̂j −Υj‖2).
Then, taking this result back to (59), we get
Υ˜j
(
Υ̂j
)−1
Υ˜j − Υ̂j = O(|E|) +O(E2) +O(E2)O
(∥∥∥Υ̂j −Υj∥∥∥
2
)
.
By Lemma 4, ‖Υ̂j − Υj‖2 = Op
(
s2ρ2T−2/5
)
. Therefore, to bound Υ˜j
(
Υ̂j
)−1
Υ˜j − Υ̂j, it is
sufficient to quantify the bound of E. We first write E = Υ˜j−Υ̂j = Υ˜j−Υ˜0j+Υ˜0j−Υ̂0j+Υ̂0j−Υ̂j
and then quantify the bound for each difference.
We start with the bound of E0 ≡ Υ˜0j − Υ̂0j . Notice that
‖E0‖∞ ≤
∥∥∥∥∥ 1T
T∑
t=1
(
zj(t)−
(
1 z>−j(t)
)
ŵj
) (
1 z>−j(t)
)
ŵj
∥∥∥∥∥
∞
≤
∥∥∥∥∥ 1T
T∑
t=1
(
zj(t)−
(
1 z>−j(t)
)
w∗j
)
z−j(t)
∥∥∥∥∥
∞
(‖w∗j‖1 + ‖w∗j − ŵj‖1)
+
∣∣∣∣∣(ŵj −w∗j )> 1T
T∑
t=1
((
1
z−j(t)
)(
1 z>−j(t)
))
(ŵj −w∗j )
∣∣∣∣∣
+
∥∥∥∥∥ 1T
T∑
t=1
(
1
z−j(t)
)(
1 z>−j(t)
)
w∗j
∥∥∥∥∥
∞
‖ŵj −w∗j‖1.
Using Lemma 6 (to bound
∥∥∥ 1T ∑Tt=1 (zj(t)− (1 z>−j(t))w∗j) z−j(t)∥∥∥∞), Lemma 13 of bounded
norm of w∗j , and the estimation consistency of ŵj in Assumption 6, the first item on the
RHS is Op(
√
sρT−2/5). Using Assumption 6 again and Lemma 8, the second item on RHS
is Op(sρT
−2/5). by Lemma 13 and 8,∥∥∥∥∥ 1T
T∑
t=1
(
1
z−j(t)
)(
1 z>−j(t)
)
w∗j
∥∥∥∥∥
∞
≤ ‖w∗j‖1
∥∥∥∥( 1z−j(t)
)(
1 z>−j(t)
)∥∥∥∥
∞
= O(
√
s).
Then, under Assumption 6, the last term on the RHS is bounded by Op(s
3/2ρT−2/5). There-
fore,
E0 = Υ˜0j − Υ̂0j = Op(s3/2ρT−2/5),
with probability at least 1 − c5p2T exp(−c6T 1/5). By Lemma 4, Υ̂0j − Υ̂j is bounded by
Op(ρT
−2/5) and Υ˜0j−Υ˜j = Op(ρT−2/5) . Combining these results, we get |E| = Op(s3/2ρT−2/5).
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Next, turning back to (59), Υ˜j
(
Υ̂j
)−1
Υ˜j − Υ̂j = Op(s3/2ρT−2/5). Then, referring to (58) at
beginning,
R̂T − UˇT = Sˇ>ij
((
Υ˜j
)−1
Υ̂j
(
Υ˜j
)−1
−
(
Υ̂j
)−1)
Sˇij
= Op(1)Op(s
3/2ρT−2/5)Op(1) = Op(s3/2ρT−2/5),
with probability at least 1 − c6p2T exp(−c7T 1/5). At the end, taking δ = s3/2ρT−2/5 and
using (57),
sup
x∈R
|P(R̂T ≤ x)− Fd(x)|
≤ sup
y∈R
|P(UˇT ≤ y)− Fd(y)|+ sup
x∈R
(Fd(x+ δ)− Fd(x− δ)) + P(|R̂T − UˇT | > δ)
≤ c8p2T exp(−c9T 1/5) + c10s2ρ2T−1/5 + c11T−1/8.
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Appendix B: Auxiliary Results
The following result shows that P (UT ≤ y) ≈ Fd(y) uniformly in y. The proof is based on a
martingale central limit theorem. Recall that sj = ‖w∗j‖0 and s = max1≤j≤p sj; ρi = ‖βi‖0
and ρ = max1≤i≤p ρi.
Proposition 1. Suppose the linear Hawkes model with its intensity function defined in (6)
is stationary and satisfies Assumptions 1 – 4. Then ∀u ∈ Rd,
sup
y∈R
∣∣∣P(‖VT + u‖22 ≤ y)− Fd,‖u‖22(y)∣∣∣ ≤ C(‖u‖2, d)T−1/8, (60)
where C(‖u‖2, d) is a constant that is non-decreasing w.r.t. ‖u‖2 and d.
Proof. The main part of the proof is based on the result on the martingale difference sequence
in Lemma 2. To reach the conclusion, we verify the conditions required to apply the result
in the setting of the multivariate Hawkes process.
Let
ξT,t = − 1√
T
(Υj)
−1/2 i(t)
σi(t)
z∗j (t),
where σi(t), z
∗
j (t) are defined in (8) and (11), respectively.
Recall that HT,t is information filtration of the past. Then (ξT,t,HT,t) is a martingale
difference sequence. Then, VT =
∑T
t=1 ξT,t, where VT is defined in (14). Following the same
notation as Lemma 2, denote
Ln,dδ =
T∑
t=1
E‖ξTt‖2+2δ2 , (61)
NT,dδ = E
∥∥∥∥∥(Υj)−1/2
(
1
T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj) (Υj)−1/2
∥∥∥∥∥
1+δ
tr
. (62)
To apply Lemma 2, we need to evaluate the bound of Rn,dδ ≡ Ln,dδ +NT,dδ .
We start with the bound of Ln,dδ . Notice that
Ln,dδ =
T∑
t=1
E‖ξTt‖2+2δ2 ≤ Λ−1/2min (Υj)T−(1+δ)
T∑
i=1
E
∥∥∥∥ 1σi(t)i(t)z∗j (t)
∥∥∥∥2+2δ
2
.
Proposition 2 implies Λ
−1/2
min (Υj) = O(1). Lemma 8 shows that 0 < σ
2
i (t) and xj(t), i(t)
and zj(t) are bounded. Therefore,
E
∥∥∥∥ 1σi(t)i(t)z∗j (t)
∥∥∥∥2+2δ
2
≤ O(E∥∥z∗j (t)∥∥2+2δ2 ).
Recall that z∗j (t) is zj(t) after removing its projection onto z−j. Then, E
∥∥z∗j (t)∥∥22 ≤
E ‖zj(t)‖22 = O(1). In addition, since x1+δ is convex under δ ∈ [0, 1/2] for x ≥ 0,
E
(∥∥z∗j (t)∥∥22)1+δ ≤ (E∥∥z∗j (t)∥∥22)1+δ ≤ (E ‖zj(t)‖22)1+δ = O(1).
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Thus, Ln,dδ = O
(
T−δ
)
.
Next, we quantify the bound of Nn,dδ . Notice that
T−1∑
t=0
E
(
ξT,tξ
>
T,t | Ht
)− I = (Υj)−1/2( 1
T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj) (Υj)−1/2 .
By Proposition 2, the rank of
(Υj)
−1/2
(
1
T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj) (Υj)−1/2
is at most d (where d = 1 in the case of testing an univariate βij). Since ‖B‖tr ≤ d‖B‖2 and
‖Bd‖2 ≤ d‖Bd‖∞ for B ∈ Rd×d , we have
NT,dδ = E
∥∥∥∥∥(Υj)−1/2
(
1
T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj) (Υj)−1/2
∥∥∥∥∥
1+δ
tr
≤ E
(
d
∥∥∥∥∥(Υj)−1/2
(
1
T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj) (Υj)−1/2
∥∥∥∥∥
2
)1+δ
≤ Λmin (Υj)−1 E
(
d2
∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj
∥∥∥∥∥
∞
)1+δ
,
where the last step follows from Proposition 2.
Now,∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj
∥∥∥∥∥
∞
≤
(
1 + ‖w∗j,−j‖21
) ∥∥∥∥∥ 1T
T∑
t=1
z(t)z>(t)− E
(
1
T
T∑
t=1
z>(t)z>(t)
)∥∥∥∥∥
∞
+‖wj0‖21
∥∥∥∥∥ 1T
T∑
t=1
z(t)− E (z(t))
∥∥∥∥∥
∞
,
where bounds on∥∥∥∥∥ 1T
T∑
t=1
z>(t)z(t)− E
(
1
T
T∑
t=1
z>(t)z(t)
)∥∥∥∥∥
∞
and
∥∥∥∥∥ 1T
T∑
t=1
z(t)− E (z(t))
∥∥∥∥∥
∞
are given in Lemma 17. In addition, the `1-norm of w
∗
j is bounded in Lemma 13. Therefore,
assuming s2ρ2 log p = o(T 1/5),
NT,dδ ≤
∫ ∞
0
P
(d2 ∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj
∥∥∥∥∥
∞
)1+δ
> r
 dr
=
∫ ∞
0
P
(
d2
∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
z∗j (t)
)> −Υj
∥∥∥∥∥
∞
> r1/(1+δ)
)
dr
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≤
∫ ∞
0
C1 exp
(
−C2 min
{(
T
sρ
r1/(1+δ)
)1/3
,
T
ρ
r1/(1+δ)
})
dr
≤ C(δ)T−1−δ(sρ)1+δ,
where the last step is based on the integral of the gamma function.
Then,
Rn,dδ = L
n,d
δ +N
n,d
δ ≤ C(δ)T−δ + C ′(δ)T−1−δ(sρ)1+δ,
where the first term dominates under s2ρ2 log p = o(T 1/5).
Then taking δ = 1
2
, Therefore, by Lemma 2, we have for any x ≥ 0, u ∈ Rd, and
δ ∈ [0, 1/2],
|P(ÛT + u ≤ x)− Fd,‖u‖22(x)| ≤ C(‖u‖22, d)T−1/8, (63)
which completes the proof.
Proposition 2. Suppose the linear Hawkes model with its intensity function defined in (6)
is stationary and satisfies Assumptions 1 – 4. Let Υx = Cov(x(t)). Then,
0 < C1 ≤ Λmin (Υx) ≤ Λmax (Υx) ≤ C2 <∞,
C3Λmin (Υx) ≤ Λmin (Υj) ≤ Λmax (Υj) ≤ C4Λmax (Υx) ,
where constants Ck, k = 1, . . . , 4, only depend on (Θ,µ) and the transition kernel function.
Proof. Recall that xj(t) =
∫ t−
0
kj(t− s)dNj(s) for j = 1, . . . , p. Let
Kt =
k1(t) . . .
kp(t)

and dNs = (dN1(s), . . . , dNp(s))
>. Then, x(t) = (x1(t), . . . , xp(t))> =
∫ t−
0
Kt−sdNs. We
consider bounding eigenvalues of
Υx = Cov(x(t))
=
∫ t−
0
∫ t−
0
Kt−sE (dNs − Λds)
(
dN>r − Λ>dr
)
Kt−r
=
∫ t−
0
∫ t−
0
Kt−sΓ(s− r)Kt−rdrds,
where Γ(l) = E (dNt − Λdt)
(
dN>t+l − Λ>dt
)
/(dt)2 ∈ Rp×p.
Let fΓ(θ) =
∫∞
−∞ Γ(l)e
−iθldl. Thus, Γ(l) = 1
2pi
∫ pi
−pi fΓ(θ)e
ilθdθ. In addition, let Gt,s(θ) =∫ t−
0
K(t− s)e−isθds. Then,
Υx =
∫ t−
0
∫ t−
0
Kt−seiθsΓ(s− r)eiθ(r−s)Kt−re−iθrdrds
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=∫ t−
0
∫ t−
0
Kt−seiθs
(
1
2pi
∫ pi
−pi
fΓ(θ)e
i(s−r)dθ
)
eiθ(r−s)Kt−re−iθrdrds
=
∫ t−
0
∫ t−
0
Kt−seiθs
(
1
2pi
∫ pi
−pi
fΓ(θ)dθ
)
Kt−re−iθrdrds
=
1
2pi
∫ pi
−pi
G∗t,s(θ)fΓ(θ)Gt,r(θ)dθ.
Since fΓ(θ) is Hermitian and G
∗
t (s)fΓ(θ)Gt(r) is real,
m(fΓ)G
∗
t,s(θ)Gt,r(θ) ≤ G∗t,s(θ)fΓ(θ)Gt,r(θ) ≤M(fΓ)G∗t,s(θ)Gt,r(θ),
where
M(fΓ) = ess sup
θ∈[−pi,pi]
√
Λmax (fΓ(θ)fΓ(θ)∗),
m(fΓ) = ess inf
θ∈[−pi,pi]
√
Λmin (fΓ(θ)fΓ(θ)∗).
In addition, notice that
1
2pi
∫ pi
−pi
G∗t,s(θ)Gt,r(θ)dθ =
1
2pi
∫ pi
−pi
∫ t−
0
∫ t−
0
Kt−sKt−reiθ(s−r)dsdrdθ
=
∫ t−
0
∫ t−
−t−
Kt−r−l
1
2pi
∫ pi
−pi
eiθldθKt−rdldr
=
∫ t−
0
K2t−rdr.
Letting Q(t) =
∫ t−
0
K2t−rdr,
m(fΓ)Λmin(Q(t)) ≤ Λmin (Υx) ≤ Λmax (Υx) ≤M(fΓ)Λmax(Q(t)),
Next, we introduce the result linking fΓ(·) to the transition matrix Ω.
Lemma 1. For a stationary multivariate Hawkes process,
fΓ(θ) = (I − fω(θ))−1 diag(Λ) (I − f ∗ω(θ))−1 ,
where Λ =
(
Eλ1(t) . . . Eλp(t)
)> ∈ Rp and fω(θ) is the Fourier transformation on the
matrix of the transition function ω(t) = (ωij(t))1≤i,j≤p.
A similar result as Lemma 1 has been shown by Bacry et al. (2011, Theorem 1) or Etesami
et al. (2016, Theorem 3), but they assume a non-negative transfer function. Lemma 1 extends
the class of linear Hawkes processes by including non-mutually exciting structure. The proof
is directly established based on the proof in Bacry et al. (2011, Theorem 1) or Etesami et al.
(2016, Theorem 3) but we re-write a real function into its positive part and its negative part,
and then using the distributive property of the convolution operation.
As a result, one set of sufficient conditions to bound the spectral radius of Γ is to assume:
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• 0 < λmin ≤ min1≤i≤p λi(t) ≤ max1≤i≤p λi(t) ≤ λmax <∞ as stated in Assumption 3;
• Λmax (Ω) < 1 which leads m (I − f ∗ω(θ)) > 0 assumed in Assumption 1;
• Bounded row and column sum of Ω as assume in Assumption 2; that is,
M (I − f ∗ω(θ)) ≤ 1 +
(
max
1≤i≤p
p∑
j=1
Ωij + max
1≤j≤p
p∑
i=1
Ωij
)
/2 <∞.
Then, with the assumptions above,
2 min1≤i≤p(Eλi(t))
(M (I − f ∗ω(θ)))2
≤ m(fΓ) ≤M(fΓ) ≤ 2 max1≤i≤p(Eλi(t))
(m (I − f ∗ω(θ)))2
.
Therefore, with bounded Q(t) by an integrable and non-trivial transition kernel function
kj(t) in Assumption 4, we reach the conclusion. Since both Λ and ω are constants depending
only on Θ = (βij)1≤i,j≤p, µ = (µ1, . . . , µp)>, we have constants C1, C2 only depending on the
model parameter and the transition kernel function such that
0 < C1(Θ, µ) ≤ Λmin (Υx) ≤ Λmax (Υx) ≤ C2(Θ, µ) <∞.
Since λi(t) is bounded, there exists c1, c2 such that 0 < c1 ≤ σ2i (t) = λi(t)(1 − λi(t)) ≤
c2 ≤ ∞. Let Υ = Cov (x(t)/σi(t)),
c−12 Υx ≤ Υ ≤ c−11 Υx. (64)
Notice that
Cov(z∗j (t))
−1 =
(
Υ−1
)
jj
,
which means that Cov(z∗j (t))
−1 is a principal submatrix of Υ−1. Then, by the Cauchy’s
interlace theorem for eigenvalues of Hermitian matrices,
Λmin
(
Cov(z∗j (t))
−1) ≥ Λmin (Υ−1) ,
Λmax
(
Cov(z∗j (t))
−1) ≤ Λmax (Υ−1) .
Therefore,
c1Λmin
(
Υ−1x
) ≤ Λmin (Υ−1j ) ≤ Λmax (Υ−1j ) ≤ c2Λmax (Υ−1x ) ,
which completes the proof.
Lemma 2 ( Lemma C.1 Zheng and Raskutti (2019) ). Let (ξn,i,Hn,i)0≤i≤n be a martingale
difference sequence taking values in Rd. Let
Xkn =
k∑
i=1
ξni and 〈Xn〉k =
k∑
i=1
ani ≡
k∑
i=1
E
(
ξniξ
>
ni | Hn,i−1
)
.
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Define Rn,dδ = L
n,d
δ +N
n,d
δ , where
Ln,dδ =
n∑
i=1
E‖ξni‖2+2δ2 and Nn,dδ =
n∑
i=1
E‖〈Xn〉n − I‖1+δtr .
If Rn,dδ ≤ 1, then for any u ∈ Rd, r ≥ 0, and 0 < δ ≤ 1/2, we have
P (‖Xnn + u‖2 ≤ r)− P (‖Z + u‖2 ≤ r) ≤ C(‖u‖2, d, δ)
(
Rn,dδ
) 1
3+2δ
,
where Zd×1 ∼ N(0, I) and C(‖u‖2, d, δ) is a non-decreasing as ‖u‖2 increases.
Lemma 3. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. In addition, (µ̂i, β̂i) and ŵj satisfy Assumption 5
and 6, respectively. Given Sij in (12) and Ŝ
0
ij in (33),
P
(
‖Ŝ0ij − Sij‖2 ≤ C1sρ2T−4/5
)
≥ 1− C2p2T exp(−C3T 1/5),
where Ck, k = 1, . . . , 3 are constants only depending on the model parameter (µ,Θ) and the
transition kernel function.
Proof. We start with the following decomposition
Ŝ0ij − Sij = (ŵj −w∗j )>
1
T
T∑
t=1
˜i(t)
(
1
z−j(t)
)
︸ ︷︷ ︸
A
+
1
T
T∑
t=1
z∗j (t)
(
1/σi(t) z
>
−j(t)
)(( µ̂i
β̂i,−j
)
−
(
µi
βi,−j
))
︸ ︷︷ ︸
B
− (ŵj −w∗j )>
(
1
T
T∑
t=1
(
1
z−j(t)
)(
1/σi(t) z
>
−j(t)
))(( µ̂i
β̂i,−j
)
−
(
µi
βi,−j
))
︸ ︷︷ ︸
C
. (65)
In the follows, we bound A,B,C. Lemma 7 and Assumption 6 give
A ≤ ∥∥ŵj −w∗j∥∥1
∥∥∥∥∥ 1T
T∑
t=1
˜i(t)
(
1
z−j(t)
)∥∥∥∥∥
∞
= Op(sρT
−4/5).
Lemma 6 and Assumption 5 give
B ≤
∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
1/σi(t) z
>
−j(t)
)∥∥∥∥∥
∞
∥∥∥∥( µ̂iβ̂i,−j
)
−
(
µi
βi,−j
)∥∥∥∥
1
= Op(s
1/2ρ2T−4/5).
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Combining Assumption 5 and 6 and Lemma 8 gives
C ≤ ∥∥ŵj −w∗j∥∥1
∥∥∥∥∥ 1T
T∑
t=1
(
1
z−j(t)
)(
1/σi(t) z
>
−j(t)
)∥∥∥∥∥
∞
∥∥∥∥( µ̂iβ̂i,−j
)
−
(
µi
βi,−j
)∥∥∥∥
1
= Op(sρ
2T−4/5).
Therefore, ∣∣∣Ŝ0ij − Sij∣∣∣ = Op (sρ2T−4/5) , (66)
which probability at least 1−c1p2T exp(−c2T 1/5) , where c1, c2 are constants only depending
on the model parameter (µ,Θ) and the transition kernel function.
Lemma 4. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. In addition, (µ̂i, β̂i) and ŵj satisfy Assumption 5
and 6, respectively. Then, ∥∥∥Υ̂j − Υ̂0j∥∥∥∞ = Op(ρT−2/5),∥∥∥Υ˜j − Υ˜0j∥∥∥∞ = Op(ρT−2/5),∥∥∥Υ̂0j −Υj∥∥∥∞ = Op(s2ρ2T−2/5),
and ∥∥∥Υ1/2j Υ̂−1j Υ1/2j − I∥∥∥∞ = Op(s2ρ2T−2/5),∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
= Op(s
2ρ2T−2/5),∥∥∥∥(Υ̂0j)1/2 (Υ̂j)−1 (Υ̂0j)1/2 − I∥∥∥∥
∞
= Op(ρT
−2/5),
with probability at least 1−C1p2T exp(−C2T 1/5), where C1, C2 are constants only depending
on the model parameter (µ,Θ) and the transition kernel function, and Υ̂0j and Υ˜j are defined
in (34), and (29), separately.
Proof. First, applying Talyor expansion on Υ
1/2
j Υ̂
−1
j Υ
1/2
j − I (treating Υ̂−1j as variable) at
Υj leads to
Υ
1/2
j Υ̂
−1
j Υ
1/2
j − I = Υ1/2j Υ−1j Υ1/2j − I + Υ−1j (Υ̂j −Υj) + o(Υ̂j −Υj). (67)
Then, by Proposition 2 that Λmin (Υj) > 0,∥∥∥Υ1/2j Υ̂−1j Υ1/2j − I∥∥∥∞ = O (∥∥∥Υ−1j (Υ̂j −Υj∥∥∥∞) = O (∥∥∥Υ̂j −Υj∥∥∥∞) . (68)
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In the following, we focus on quantifying the bound of ‖Υ̂j −Υj‖∞.
Recall
Υ̂0j =
1
T
T∑
t=1
(
zj(t)−
(
1 z>−j(t)
)
ŵj
)2
defined in (34). The difference between Υ̂0j and Υ̂j is that we replace σ̂
2
i (t) by the true value
σ2i (t). We bound the two parts Υ̂
0
j −Υj and Υ̂j − Υ̂0j separately.
First, we have
Υ̂0j −Υj =
(
1
T
T∑
t=1
(
z∗j (t)
)2 −Υj)
+(ŵj −w∗j )>
(
2
T
T∑
t=1
(
1
z−j(t)
)
z∗j (t)
)
+(ŵj −w∗j )>
(
1
T
T∑
t=1
(
1
z−j(t)
)(
1 z>−j(t)
))
(ŵj −w∗j )
≡E1 + 2E2 + E3.
By Lemma 8 and 13, Assumption 6,
‖E2‖1 ≤
∥∥ŵj −w∗j∥∥1
∥∥∥∥∥ 2T
T∑
t=1
(
1
z−j(t)
)
z∗j (t)
∥∥∥∥∥
∞
=
∥∥ŵj −w∗j∥∥1
∥∥∥∥∥ 2T
T∑
t=1
(
1
z−j(t)
)(
1 z(t)
)∥∥∥∥∥
∞
(‖w∗j‖1 + 1)
= Op(s
3/2ρT−2/5).
Using Lemma 8 and Assumption 6,
‖E3‖1 ≤
∥∥ŵj −w∗j∥∥1
∥∥∥∥∥ 1T
T∑
t=1
(
1
z−j(t)
)(
1 z>−j(t)
)∥∥∥∥∥
∞
∥∥ŵj −w∗j∥∥1 = Op(s2ρ2T−4/5).
Finally, we bound E1. Recall that wj is defined such that z
∗
j (t) =
(
1 z>(t)
)
wj, where
wj = (w
∗
j0, {w∗jl1(l 6= j) + 1(l = j)}1≤l≤p)> ∈ Rp+1 and ‖wj‖1 = ‖w∗j‖1 + 1. Then,(
z∗j (t)
)2
= w>j
(
1 z>(t)
)( 1
z(t)
)
wj.
Using Lemma 13 that ‖w∗j‖21 = O(s) and Lemma 17,
|E1| ≤ ‖wj‖21
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)− E( 1
z(t)
)(
1 z>(t)
)∥∥∥∥∥
∞
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= Op
(
sρT−2/5
)
.
Therefore, combining the bounds of E1, E2, E3,
|Υ̂0j −Υj| = Op
(
s2ρ2T−2/5
)
, (69)
with probability at least 1− C1p2T exp(−C2T 1/5).
Next, we bound Υ̂0j − Υ̂j. Letting Di = σ̂i(t)σi(t) , we have
Υ̂0j − Υ̂j =
1
T
T∑
t=1
(D2i − 1)(ẑj(t)− ẑ>−j(t)ŵj,−j)2 − 2(Di − 1)ŵj0
(
ẑj(t)− ẑ>−j(t)ŵj,−j
)
.
Recall that σ2i (t) = λi(t)(1 − λi(t)) and λi(t) = µi + x>(t)βi. By Lemma 8, σ2i (t) = O(1).
By Lemma 8 that x(t) = O(1), and
∥∥∥∥(µiβi
)
−
(
µ̂i
β̂i
)∥∥∥∥
1
= Op
(
ρT−2/5
)
in Assumption 5,
|λi(t)− λ̂i(t)| =
∣∣∣∣(1 x(t))((µiβi
)
−
(
µ̂i
β̂i
))∣∣∣∣
≤ ∥∥(1 x(t))∥∥∞ ∥∥∥∥(µiβi
)
−
(
µ̂i
β̂i
)∥∥∥∥
1
= Op
(
ρT−2/5
)
.
Thus,
|D2i − 1| =
∣∣∣∣ σ̂2i (t)− σ2i (t)σ2i (t)
∣∣∣∣
=
∣∣∣∣∣ λ̂i(t)− λ̂2i (t)− λi(t) + λ2i (t)σ2i (t)
∣∣∣∣∣
=
∣∣∣∣∣∣
(
λi(t)− λ̂i(t)
)(
1− 2λi(t) + λi(t)− λ̂i(t)
)
σ2i (t)
∣∣∣∣∣∣
≤ 1
σ2i (t)
∣∣∣λi(t)− λ̂i(t)∣∣∣ (|1− 2λi(t)|+ ∣∣∣λi(t)− λ̂i(t)∣∣∣)
= O
(
λi(t)− λ̂i(t)
)
= Op
(
ρT−2/5
)
.
Using a similar deduction, we get |Di − 1| = Op
(
ρT−2/5
)
. In addition, the estimation
error bounds of ŵj and (µ̂i, β̂i) in Assumptions 3 and 4 imply that ẑj(t)− ẑ>−j(t)ŵj,−j and
ŵj0
(
ẑj(t)− ẑ>−j(t)ŵj,−j
)
are bounded in probability. Combining these results,∣∣∣Υ̂0j − Υ̂j∣∣∣ = Op (ρT−2/5) , (70)
with probability at least 1− C3p2T exp(−C4T 1/5). Therefore, using (68),
‖Υ1/2j Υ̂−1j Υ1/2j − I‖∞ = O
(
‖Υ̂j −Υj‖∞
)
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= O
(
‖Υ̂j − Υ̂0j‖∞
)
+O
(
‖Υ̂0j −Υj‖∞
)
= Op
(
s2ρ2T−2/5
)
,
with probability at least 1− C5p2T exp(−C6T 1/5)
Following a similar deduction and separately using the bounds of ‖Υ̂j − Υ̂0j‖∞ and
‖Υ̂0j −Υj‖∞ derived in the above, we get the bounds for
∥∥∥∥(Υ̂0j)1/2 (Υ̂j)−1 (Υ̂0j)1/2 − I∥∥∥∥
∞
=
Op(ρT
−2/5) and
∥∥∥∥Υ1/2j (Υ̂0j)−1 Υ1/2j − I∥∥∥∥
∞
= Op
(
s2ρ2T−2/5
)
, respectively.
In addition, following a similar deduction as (70), we can show the same probabilistic
bound holds for
∣∣∣Υ˜0j − Υ˜j∣∣∣ (except for a change in constants), where Υ˜j is defined in (29)
and Υ˜0j is the same as Υ˜j except it involves the true σi(t) in its construction.
Lemma 5. Suppose the stationary linear Hawkes model defined in (2) satisfies Assumption 1-
4. In addition, (µ̂i, β̂i) and ŵj satisfy Assumption 5 and 6, respectively. Under the null
hypothesis and the alternative with φ ≥ 1/2,
P
(
|ÛT − Û0T | > C1ρT−1/5
)
≤ C2p2T exp(−C3T 1/5) + C4T−1/8 + C5s2ρ2T−1/5, (71)
where Ck, k = 1, . . . , 5 are constants only depending on the model parameter (µ,Θ) and the
transition kernel function. ÛT and Û
0
T are defined in (23) and (36), respectively.
Proof. We first give a proof under the null hypothesis when βij = 0. We extend the proof
for the alternative hypothesis setting at the end.
Similar to the proof of Theorem 1, we quantify Û0T − UT (see equation (40)). To study
the difference between Û0T and ÛT as shown in (39), it is sufficient to bound Ŝij − Ŝ0ij and
Υ̂j − Υ̂0j , where Ŝ0ij, Υ̂0j are defined in (33) and (36).
The bound for Υ̂j − Υ̂0j is given by Lemma 4. We focus on quantifying the difference
between Ŝij and Ŝ
0
ij. We have
Ŝij − Ŝ0ij
=
1
T
T∑
t=1
1
σ̂i(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σ̂i(t)− ŵj0 − x>−j(t)/σ̂i(t)ŵj,−j
)
− 1
T
T∑
t=1
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
=
1
T
T∑
t=1
σ2i (t)
σ̂2i (t)
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0σ̂i(t)/σi(t)− x>−j(t)/σi(t)ŵj,−j
)
− 1
T
T∑
t=1
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
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=
1
T
T∑
t=1
(
σ2i (t)
σ̂2i (t)
− 1
)
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
+
1
T
T∑
t=1
σ2i (t)
σ̂2i (t)
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
)
ŵj0
(
1− σ̂i(t)
σi(t)
)
=
1
T
T∑
t=1
(
σ2i (t)
σ̂2i (t)
− 1
)
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
) (
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
+
1
T
T∑
t=1
σ2i (t)
σ̂2i (t)
1
σi(t)
(
Yi(t)− µ̂i − x>−j(t)β̂i,−j
)
ŵj0
σ2i (t)− σ̂2i (t)
σi(t) (σi(t) + σ̂i(t))
≡ A+B.
For ease of notation, let
η =
(
µi
βi
)
, η̂ =
(
µ̂i
β̂i
)
, and xt =
(
1 x>(t)
)>
.
Then,
σ2i (t)− σ̂2i (t) = x>t η(1− x>t η)− x>t η̂(1− x>t η̂) = (η − η̂)>xt
(
1− x>t (η̂ + η)
)
. (72)
Since ‖xt‖∞ is bounded by Assumption 3, we have
‖σ2i (t)− σ̂2i (t)‖∞ ≤ ‖η − η̂‖1‖xt‖∞‖1− x>t (η̂ + η))‖∞ = O (‖η − η̂‖1) = Op(ρT−2/5),
where the bound of ‖η − η̂‖1 is given in Assumption 5.
Let
η−j =
(
µi
βi,−j
)
and x−jt =
(
1
x−j(t)
)
.
Under the null hypothesis that βij = 0,
Yi(t)− µ̂i − x>−j(t)η̂i,−j = i(t) + (µi − µ̂i) + x>−j(t)(ηi,−j − η̂i,−j)
= i(t) +
(
x−jt
)>
(η−j − η̂−j).
Let Ci(t) =
(
1− x>t (η̂ + η)
)
1
σ̂2i (t)σi(t)
(
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
. Then, we write
part A as follows:
A =
1
T
T∑
t=1
(
σ2i (t)− σ̂2i (t)
)
i(t)
1
σ̂2i (t)σi(t)
(
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
+
1
T
T∑
t=1
(
σ2i (t)− σ̂2i (t)
)
x−jt (η−j − η̂−j)
1
σ̂2i (t)σi(t)
(
xj(t)/σi(t)− ŵj0 − x>−j(t)/σi(t)ŵj,−j
)
= (η − η̂)> 1
T
T∑
t=1
x>t i(t)Ci(t) + (η − η̂)>
(
1
T
T∑
t=1
x>t Ci(t)x
−j
t
)
(η−j − η̂−j)
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≡ A1 + A2.
By the estimation consistency of ŵj on w
∗
j and (µ̂i, β̂i) on (µi,βi) in Assumptions 5 and 6
as well as the bounded σ2(t) and xj(t) implied by Assumptions 3 and 4, Ci(t) is bounded in
probability. Thus, applying Lemma 7 and under Assumption 5,
|A1| ≤ ‖η̂ − η‖1
∥∥∥∥∥ 1T
T∑
t=1
x>t i(t)Ci(t)
∥∥∥∥∥
∞
≤ Op
(
ρT−4/5
)
,
with probability at least 1− C1p exp(−C2T 1/5). Similarly,
|A2| ≤ |Ci(t)|‖xj(t)‖2∞‖η̂ − η‖22≤ Op
(
ρT−4/5
)
.
Next, let C ′i(t) =
(
1− x>t (η̂ + η)
) ŵj0
σ̂2i (t)(σi(t)+σ̂i(t))
. Then,
B =
1
T
T∑
t=1
(
i(t) + x
>
t (η − η̂)
)
ŵj0
σ2i (t)− σ̂2i (t)
σ̂2i (t) (σi(t) + σ̂i(t))
= (η − η̂)> 1
T
T∑
t=1
i(t)xtC
′(t)
+ (η − η̂)>
(
1
T
T∑
t=1
xtC
′(t)(x−jt )
>
)
(η−j − η̂−j)
≡ B1 +B2.
By the estimation consistency of ŵj on w
∗
j and (µ̂i, β̂i) on (µi,βi) in Assumptions 5 and 6
as well as Lemma 8 that σ2(t) and xj(t) are bounded, we get C
′
i(t) = Op(1). In addition,
applying Lemma 15,
|B1| ≤ ‖η̂ − η‖1
∥∥∥∥∥ 1T
T∑
t=1
x>t i(t)C
′
i(t)
∥∥∥∥∥
∞
= Op
(
ρT−4/5
)
,
with probability at least 1− C3p exp(−C4T 1/5). Similarly,
|B2| ≤ |C ′i(t)|‖η̂ − η‖1‖xtx>t ‖∞‖η̂−j − η−j‖1 ≤ Op
(
ρ2T−4/5
)
.
Then, |B| = Op
(
ρT−4/5
)
.
Therefore, taking the bound of A and B back to (8),∣∣∣Ŝij − Ŝ0ij∣∣∣ = Op (ρT−4/5) , (73)
with probability at least 1− C5 exp(−C6T 1/5).
We follow a similar deduction as (40) and let E =
√
T
(
Υ̂0j
)−1/2
(Ŝij − Ŝ0ij). Then,
|Û0T − ÛT | ≤ ‖E‖22 + 2‖V̂T‖2‖E‖2 +
∥∥∥∥(Υ̂0j)1/2 (Υ̂j)−1 (Υ̂0j)1/2 − I∥∥∥∥
∞
(
‖V̂T‖2 + ‖E‖2
)2
.
(74)
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Using the consistency of Υ̂j to Υj in Lemma 4 and (73), ‖E‖22 = Op
(
ρ2T−3/5
)
. Lemma 4
gives
∥∥∥∥(Υ̂0j)1/2 (Υ̂j)−1 (Υ̂0j)1/2 − I∥∥∥∥
∞
= Op(ρT
−2/5). Using an intermediate result shown
in Theorem 1 that ‖V 0T ‖22 weakly converges to χ2d in (42) and then applying Lemma 9, we
get
P(‖V̂ 0T ‖2 > T 1/10) ≤ C7ρ2T exp(−C8T 1/5) + C9s2ρ2T−1/5 + C10T−1/8.
Therefore,
P
(
|ÛT − Û0T | > C11ρT−1/5
)
≤ C12p2T exp(−C13T 1/5) + C14s2ρ2T−1/5 + C15T−1/8, (75)
which establishes the result under the null hypothesis.
Next, we examine the difference between ÛT and Û
0
T under the alternative hypothesis
setting, (βij = ∆T
−φ). Here we modify A1 and B1, where we replace i(t) by i(t) + xj(t)βij
when bounding ‖Ŝij − Ŝ0ij‖2.
Notice that for φ ≥ 1
2
, the order of the upper bounds of A1, B1 remain unchanged. Using
the estimation error of (µi,βi) given in Assumption 5,
|A1| ≤ ‖η̂ − η‖1
∥∥∥∥∥ 1T
T∑
t=1
x>t i(t)Ci(t)
∥∥∥∥∥
∞
+ ‖η̂ − η‖1‖xj(t)‖2∞|βij|
= Op
(
ρT−4/5
)
+Op
(
T−2/5−φ∆
)
= Op
(
ρT−4/5
)
,
with probability at least 1 − C1p2T exp(−C2T 1/5). Similarly, we show part B1 is bounded
in probability with the same order of bound as before. Therefore, under the alternative
hypothesis with φ ≥ 1
2
,
∣∣∣ÛT − Û0T ∣∣∣ is bounded by the same order of upper bound with a
similar probability (except for a change in constants) as that under the null.
Lemma 6. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. Then,
P
(∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
(
1/σi(t) z
>
−j(t)
)∥∥∥∥∥
∞
> C1(
√
s+ 1)ρT−2/5
)
≤ C2p2T exp(−C3T 1/5),
where C1, C2, C3 are constants only depending on the model parameter (µ,Θ) and the tran-
sition kernel function.
Proof. We separately bound
1
T
T∑
t=1
z∗j (t)zk(t), for k 6= j, and
1
T
T∑
t=1
1
σi(t)
z∗j (t).
Notice that xk(t) = (x(t))
> ek, where ek is the kth canonical basis vector. Let wj be such
that z∗j (t) =
(
1 z>(t)
)
wj, where wj =
(
w∗j0, {w∗jl1(l 6= j) + 1(l = j)}1≤l≤p
)> ∈ Rp+1 and
‖wj‖1 = ‖w∗j‖1 + 1. Then,
1
T
T∑
t=1
z∗j (t)zk(t) = w
>
j
(
1
T
T∑
t=1
(
1
z(t)
)
z>(t)
)
ek.
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Note that E
(
1
T
∑T
t=1 z
∗
j (t)zk(t)
)
= 0, k 6= j, by the construction of z∗j (t) in (11). Then,∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)zk(t)
∥∥∥∥∥
∞
=
∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)zk(t)− E
(
1
T
T∑
t=1
z∗j (t)zk(t)
)∥∥∥∥∥
∞
≤ ‖wj‖1
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)
z>(t)− E
((
1
z(t)
)
z>(t)
)∥∥∥∥∥
∞
‖ek‖1
≤ (‖w∗j‖1 + 1)
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)
z>(t)− E
((
1
z(t)
)
z>(t)
)∥∥∥∥∥
∞
‖ek‖1
≤ Op
(
(
√
sj + 1)ρT
−2/5) ,
with probability at least 1−C1p2T exp(−C2T 1/5), where the last inequality is by Lemma 13
and Lemma 17 (taking  = T−2/5).
For the second part, by the construction of z∗j (t) in (11),
E
(
1
σi(t)
z∗j (t)
)
= E
[
1
σi(t)
E
(
z∗j (t)|x(t)
)]
= 0.
Then,∥∥∥∥∥ 1T
T∑
t=1
1
σi(t)
z∗j (t)
∥∥∥∥∥
∞
=
∥∥∥∥∥ 1T
T∑
t=1
z∗j (t)
1
σi(t)
− E
(
1
T
T∑
t=1
z∗j (t)
1
σi(t)
)∥∥∥∥∥
∞
≤ (‖w∗j‖1 + 1)
∥∥∥∥∥ 1T
T∑
t=1
(
1/σi(t)
z(t)/σi(t)
)
− E
((
1/σi(t)
z(t)/σi(t)
))∥∥∥∥∥
∞
.
Lemma 13 implies ‖w∗j‖1 = O(
√
s). We bound ‖ 1
σi(t)
− E 1
σi(t)
‖∞ using a similar steps as did
in Lemma 17. That is, we treat σi(t) as a function of x(t) and then apply Talyor expansion
on 1
σi(t)
− E 1
σi(t)
at Ex(t). As a result,∥∥∥∥ 1σi(t) − E 1σi(t)
∥∥∥∥
∞
= O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x>(t)x(t)− E (x(t)>x(t))∥∥∥∥∥
∞
)
+O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x(t)− E (x(t))
∥∥∥∥∥
∞
)
= Op(ρT
−2/5),
where the last equality is by Lemma 16 on the deviation bound of x(t).
To derive the bound for
∥∥∥ 1T ∑T0 z(t)/σi(t)− Ez(t)/σi(t)∥∥∥∞, we repeat the steps of (79)
and (80) in Lemma 16, but with f1(s) =
1
σ2i (t)
∫ T
s
kj(t−s)dt. With σi(t) = O(1) by Lemma 8,∥∥∥∥∥ 1T
T∑
0
z(t)/σi(t)− Ez(t)/σi(t)
∥∥∥∥∥
∞
= Op(T
−2/5).
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Combining the above,∥∥∥∥∥ 1T
T∑
t=1
1
σi(t)
z∗j (t)
∥∥∥∥∥
∞
= Op
(
(
√
sj + 1)ρT
−2/5) ,
with probability at least 1− C3p2T exp(−C4T 1/5).
Lemma 7. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. Then
P
(∥∥∥∥∥ 1T
T∑
t=1
˜i(t)
(
1
z−j(t)
)∥∥∥∥∥
∞
> C1T
−2/5
)
≤ C2p exp(−T 1/5), (76)
where C1, C2 are constants only depending on the model parameter (µ,Θ) and the transition
kernel function.
Proof. The concentration inequality for the linear Hawkes process has been discussed Chen
et al. (2017). The result is a direct application of the martingale inequality by van de Geer
(1995, Theorem 3.1) stated in Lemma 15.
Using Lemma 15, we reach the conclusion by taking  = T−4/5, and separately set
H(t) = 1
σi(t)
zk(t), H(t) =
1
σi(t)
, for k 6= j, where H(t) is bounded by Assumption 3 and 4 of
a bounded intensity function and an integrable transition kernel.
Lemma 8. Under Assumptions 3 and 4, for 1 ≤ i, j ≤ p and ∀t ∈ [0, T ],
xj(t) = O(1), 0 < σ
2
i (t) = O(1), zj(t) = O(1), i(t) = O(1),∥∥∥∥∥ 1T
T∑
t=1
(
1
x(t)
)(
1 x>(t)
)∥∥∥∥∥
∞
= O(1),
∥∥∥∥∥ 1T
T∑
t=1
(
1
z(t)
)(
1 z>(t)
)∥∥∥∥∥
∞
= O(1),
where xj(t), σ
2
i (t), zj(t) and i(t) are defined in Section 2, and x(t) = (x1(t), . . . , xp(t))
> and
z(t) = (z1(t), . . . , zp(t))
>.
Proof. The result follows directly from Assumptions 3 and 4.
Lemma 9. Let ‖VT‖22 ∼ χ2d, then for a constant ∆,
P (‖VT + ∆‖2 > y) ≤ y−2. (77)
Proof. The conclusion is by the tail bound on χ2 distribution given in Zheng and Raskutti
(2019)(see Theorem 3.2).
Lemma 10. Let H = 1
T
∑T
t=1
(
1
x(t)
)(
1 x>(t)
)
. Suppose the linear Hawkes model with its
intensity function defined in (6) is stationary and satisfies Assumptions 1 – 4. In addition,
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(µ̂i, β̂i) are given in (16). Then, taking λ = O
(
T−2/5
)
and assuming
√
ρ ∨ log p = o (T 1/5),
∀i = 1, . . . , p, ∥∥∥∥(µ̂iβ̂i
)
−
(
µi
βi
)∥∥∥∥
2
≤ C1
√
ρ+ 1T−2/5((
µ̂i
β̂i
)
−
(
µi
βi
))>
H
((
µ̂i
β̂i
)
−
(
µi
βi
))
≤ C1
√
ρ+ 1T−2/5∥∥∥∥(µ̂iβ̂i
)
−
(
µi
βi
)∥∥∥∥
1
≤ C1(ρ+ 1)T−2/5,
with probability at least 1−C2p2T exp(−C3T 1/5), where C1, C2, C3 are constants only depend-
ing on the model parameter (µ,Θ) and the transition kernel function, and ρi = ‖βi‖0 and
ρ = max1≤i≤p ρi.
Proof. The proof follows a typical framework for the analysis of lasso-type estimators (Bu¨hlmann
and van de Geer, 2011; Negahban et al., 2012). The crucial difficulty in the proof is showing
that the key conditions are satisfied for the linear Hawkes process. To be specific, we start
with the basic inequality by the construction of the lasso estimator in (16). We then bound
the prediction error of the lasso regression using the results of Lemma 7. In addition, we
show that the restricted eigen-value (RE) condition is satisfied with high probability in the
setting with the multivariate Hawkes process, where the proof essentially uses Proposition 2
and Lemma 16. In what follows Ck, k = 1, . . . , 5 are constants only depending on the model
parameter (µ,Θ) and the transition kernel function.
By the construction of the lasso estimator in (16), we have
1
T
T∑
t=1
(
Yi(t)− µ̂i − x(t)β̂i
)2
+ λ‖β̂i‖1 ≤ 1
T
T∑
t=1
(
Yi(t)− µi − x>(t)βi
)2
+ λ‖βi‖1. (78)
Let u = µ̂i − µi and v = β̂i − βi. Define S = {j : βij 6= 0} and Sc = {j : βij = 0}. It follows
from (78) that
(
u v>
)
H
(
u
v
)
≤ 2
∥∥∥∥∥ 1T
T∑
t=1
i(t)
(
1
x(t)
)∥∥∥∥∥
∞
∥∥∥∥(uv
)∥∥∥∥
1
+ λ‖vS‖1 − λ‖vSc‖1.
Taking λ = 4
∥∥∥∥ 1T ∑Tt=1 i(t)( 1x(t)
)∥∥∥∥
∞
, we have
0 ≤ (u v>)H (u
v
)
≤ 3λ
2
‖vS‖1 − λ
2
‖vSc‖1 + 1
2
λ‖u‖1 ≤ 3λ
2
‖(u vS)‖1 − λ
2
‖vSc‖1.
Let η =
(
u
v
)
∈ Rp+1. Define ηs = (u,vS) and ηsc = (vSc). Then,
0 ≤ ηTHη ≤ 3λ
2
‖ηs‖1 − λ
2
‖ηsc‖1 and ‖ηsc‖1 ≤ 3‖ηs‖1.
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Let C(J, κ) = {η : ‖ηJc‖1 ≤ κ‖ηJ‖1}. Thus, η = C(S, 3). Further, denote Γˇ = EH. Then,
inf{η>Hη : η ∈ C(J, κ), ‖η‖2 ≤ 1}
≥ inf{η>Γˇη : η ∈ C(J, κ), ‖η‖2 ≤ 1} − sup
{∣∣η> (H − Γˇ)η∣∣ : η ∈ C(J, κ), ‖η‖2 ≤ 1}
≥ inf{η>Γˇη : ‖η‖2 ≤ 1} − sup
‖η‖2≤1
{∣∣η> (H − Γˇ)η∣∣}
≥ Λmin
(
Γˇ
)− sup
‖η‖2≤1
{∣∣η> (H − Γˇ)η∣∣} .
Proposition 2 shows that Λmin (Cov (x(t))) > 0, which implies that the p-unit multivariate
process {xj(t)}1≤j≤p are not linearly dependent. In addition, by Assumption 4, the process
xj(t) is not a trivial process of constants. We conclude the minimum eigenvalue of Γˇ is
strictly positive. Otherwise, there exists η ∈ Rp+1 and ‖η‖1 > 0, s.t., η>
(
1
x(t)
)
= 0. This
implies either {xj(t)}pj=1 are linearly dependent or xj(t) is a trivial process of constants,
which leads to a contradiction.
Using Lemma 16, with  = −2/5,{∣∣η> (H − Γˇ)η∣∣ : ‖η‖2 ≤ 1} ≤ ‖η‖22 ∥∥H − Γˇ∥∥∞ = Op (T−2/5) ,
with probability at least 1 − C1p2T exp(−C2T 1/5). Thus, assuming √ρ ∨ log p = o(T 1/5),
‘there exists a constant C3 such that when T > C3,
sup
‖η‖2≤1
{∣∣η> (H − Γˇ)η∣∣} ≥ 1
2
Λmin
(
Γˇ
)
.
Thus,
inf{η>Hη : η ∈ C(J, κ), ‖η‖2 ≤ 1} ≥ Λmin
(
Γˇ
)− 1
2
Λmin
(
Γˇ
) ≥ 1
2
Λmin
(
Γˇ
)
,
with probability at least 1− C1p2T exp(−C2T 1/5). Then, with the same probability,
1
2
Λmin
(
Γˇ
) ∥∥(u v>)∥∥2
2
≤ (u v>)H (u
v
)
≤ 3λ
2
∥∥(u v>S )∥∥1 ≤ 32λ√ρi + 1 ∥∥(u v>)∥∥2 .
At last, using Lemma 7 to bound λ = 4
∥∥∥∥ 1T ∑Tt=1 i(t)( 1x(t)
)∥∥∥∥
∞
, we have
‖η‖2 ≤ C4
√
ρi + 1T
−2/5,
η>Hη ≤ C4
√
ρi + 1T
−2/5,
‖η‖1 ≤ 4‖ηs‖1 ≤ 4
√
ρi + 1‖ηs‖2 ≤ C4(ρi + 1)T−2/5,
with probability at least 1− C5p2T exp(−C6T 1/5).
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Lemma 11. Let Ĥ = 1
T
∑T
t=1
(
1
ẑ(t)
)(
1 ẑ>(t)
)
. Suppose the linear Hawkes model with its
intensity function defined in (6) is stationary and satisfies Assumptions 1 – 4. In addition,
ŵj is given in (18). Then, taking λ = O
(√
s+ 1ρT−2/5
)
and assuming
√
(s+ 1)ρ∨ log p =
o(T 1/5),
‖ŵj −wj‖2 ≤ C1
√
s+ 1ρT−2/5
(ŵj −wj)> Ĥ (ŵj −wj) ≤ C1
√
s+ 1ρT−2/5
‖ŵj −wj‖1 ≤ C1(s+ 1)ρT−2/5,
with probability at least 1−C2p2T exp(−C3T 1/5), where C1, C2, C3 are constants only depend-
ing on the model parameter (µ,Θ) and the transition kernel function, and sj = ‖w∗j‖0 and
s = max1≤j≤p sj; ρi = ‖βi‖0 and ρ = max1≤i≤p ρi.
Proof. The proof is similar to the steps in Lemma 10 except that we use Lemma 6 to
bound
∥∥∥ 1T ∑Tt=1 ẑ∗j (t) (1 ẑ>−j(t))∥∥∥∞, and use Lemma 17 to verify the RE condition for Ĥ =
1
T
∑T
t=1
(
1
ẑ(t)
)(
1 ẑ>(t)
)
.
Lemma 12. sj = ‖w∗j‖0 and s = max1≤j≤p sj; ρi = ‖βi‖0 and ρ = max1≤i≤p ρi. Suppose
the linear Hawkes model with its intensity function defined in (6) is stationary and satisfies
Assumptions 1 – 4. For the connectivity matrix of block structure, s ≤ 2ρ+ 1.
Proof. By the choice of w∗j in (10),
Cov
(
zj(t)− z>−j(t)w∗j,−j, z−j(t)
)
= 0
This leads to
w∗j,−j = Cov (zj(t), z−j(t)) (Cov (z−j(t), z−j(t)))
−1
= Cov (zj(t), z−j(t))
(
(Υ)−j,−j
)−1
,
where Υ−j,−j = Var (z−j). Therefore,
‖w∗j,−j‖0 ≤ ‖{k : j 6= k,Cov (zj(t), zk(t)) 6= 0}‖0.
Recall that zj(t) = xj(t)/σi(t) and σi(t) = λi(t)(1−λi(t)),where λi(t) = µi+x>(t)βi. Notice
that by the sparsity of βi tat ‖βi‖0 ≤ ρ, the number of xj(t)’s that λi(t) depends on is at
most ρ. Let S = {j : βi,j 6= 0} and Sc = {j : βi,j = 0}. Thus,
‖w∗j,−j‖0 ≤ ‖{k : k 6= j and k ∈ Sc,Cov (zj(t), zk(t)) 6= 0}‖0 + ρ
≤ ‖{k : k 6= j and k ∈ Sc,Cov (xj(t), xk(t)) 6= 0}‖0 + ρ.
Recalling that xj(t) =
∫ t
0
kj(t− s)dNj(s),
Cov (xj(t), xk(t)) = Cov
(∫ t
0
kj(t− s)dNj(s),
∫ t
0
kj(t− s)dNj(s)
)
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=∫ t
0
∫ t
0
kj(t− s)kj(t− r)Cov (dNj(s), dNj(r)) .
Therefore, with a positive transition kernel in Assumption 4,
‖{k : k 6= j and k ∈ Sc,Cov (xj(t), xk(t)) 6= 0}‖0
≤ ‖{k : k 6= j and k ∈ Sc,Cov (dNj(s), dNj(r)) 6= 0}‖0 .
Consider a connectivity matrix of block structure, for each j, all units that the unit j depends
on must stay in one of the blocks on the connectivity matrix. Therefore, the possible number
of units it depends on is at most ρ; that is,
‖{k : j 6= k,Cov (dNj(s), dNj(r)) 6= 0}‖0 ≤ ρ,
which implies
s = max
1≤j≤p
‖w∗j‖0 ≤ 1 + max
1≤j≤p
‖w∗j,−j‖0 ≤ 2ρ+ 1.
Lemma 13. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. Then,
‖w∗j‖22 ≤ C and ‖w∗j‖1 ≤
√
sjC,
where C is a constant only depending on the model parameter (µ,Θ) and the transition kernel
function.
Proof. Recall that Υ = Cov (z(t)) whose eigenvalue is bounded by Λmax (Υx) and Λmin (Υx)
since σ2i (t) is bounded implied by Assumptions 3 and 4. Let Υ−j,−j = Var (z−j). Then,
Λmax (Υ−j,−j) ≤ Λmax (Υ). In addition, let Υj,−j = Cov (zj, z−j). Then, ‖Υj,−j‖22 ≤ ‖Υj,.‖22 =
(Υ2)j,j ≤ Λmax (Υ2) ≤ Λ2max (Υ). Thus,
‖w∗j‖22 = 1 + ‖w∗j,−j‖22
≤ 1 + (Λmax (Υ−1−j,−j))2 ‖Υj,−j‖22
≤ 1 + (Λmin (Υ))−2 Λ2max(Υ) ≤ C,
where the last inequality is by Proposition 2 for some constant C only depend on (Θ,µ) and
the transition kernel function. Then,
‖w∗j‖1 ≤
√
sj‖w∗j‖2 ≤
√
sjC.
Lemma 14 (Theorem 3, Chen et al. (2017)). Suppose the linear Hawkes model with its
intensity function defined in (6) is stationary and satisfies Assumptions 1 – 3. For Ht-
predictable function f(·) that is bounded, let
yij =
1
T
∫ T
0
∫ T
0
f(t, t′)dNi(t)dNj(t′).
Then there exists constants C1, C2 > 0 such that
P (|yij − Eyij| > ) ≤ C1T exp
(−C2(T )1/3) .
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Proof. The conditions required by Chen et al. (2017) are satisfied by our Assumptions 1
and 3, where the Assumption 2 in Chen et al. (2017) is satisfied with b0 = 0 by the Assump-
tion 2 in our case. Thus, taking r → ∞, Lemma 14 is a direct result following the proof of
Theorem 3 in Chen et al. (2017).
Lemma 15 (van de Geer (1995)). Suppose the linear Hawkes model with its intensity func-
tion defined in (6) is stationary and there exists λmax such that λi(t) ≤ λmax for all 1 ≤ i ≤ p.
Let H(t) be a bounded function that is Ht-predictable. Then, for any  > 0,
1
T
∫ T
0
H(t)
{
λi(t)dt− dNi(t)
}
≤ 4
{
λmax
2T
∫ T
0
H2(t)dt
}1/2
1/2,
with probability at least 1− C exp(−T ), for some constant C.
Lemma 16. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. Then, for δ > 0 and 1 ≤ i, j ≤ p,
P
(∣∣∣∣∣ 1T
T∑
t=1
xj(t)− Exj(t)
∣∣∣∣∣ > C11/2
)
≤ C2 exp(−T )
and
P
(∣∣∣∣∣ 1T
T∑
t=1
xi(t)xj(t)− Exi(t)xj(t)
∣∣∣∣∣ > 
)
≤ C3T exp(−C4(T )1/3),
where Ck, k = 1, . . . , 4 are constants only depending on the model parameter (µ,Θ) and the
transition kernel function.
Proof. The concentration bound for the first order statistics of xj(t), 1 ≤ j ≤ p is a direct
application of Lemma 15. Notice that
1
T
∫ T
0
(xj(t)− Exj(t)) dt = 1
T
∫ T
0
∫ t
0
kj(t− s)(dNj(s)− λj(s)ds)dt
=
1
T
∫ T
0
∫ T
s
kj(t− s)dt(dNj(s)− λj(s)ds), (79)
where the last equality is by Fubini’s theorem. Let f1(s) =
∫ T
s
kj(t−s)dt. Since the transition
kernel is integrable, f1(s) is bounded. In addition, λj(t) is bounded by λmax by Assumption 3.
Thus, by Lemma 15,
P
(∣∣∣∣∣ 1T
T∑
t=1
xj(t)− Exj(t)
∣∣∣∣∣ > C11/2
)
≤ C2 exp(−T ). (80)
Next, we consider the second order statistics of xj(t). Let f2(s, r) =
∫ T
max{s,r} ki(t− s)kj(t−
r)dt. Then,
1
T
∫ T
0
xi(t)xj(t)dt =
1
T
∫ T
0
dt
∫ t
0
∫ t
0
ki(t− s)kj(t− r)dNi(s)dNj(r)
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=
1
T
∫ T
0
dNi(s)
∫ T
s
∫ T
0
kj(t− r)dNj(r)
=
1
T
∫ T
0
∫ T
0
f2(s, r)dNi(s)dNj(r),
where the second and third equalities are based on Fubini’s theorem. By Assumption 4, ki(t)
is integrable. Therefore, |f2(s, r)| ≤
(∫ T
0
ki(t)dt
)2
<∞ is bounded. Applying Lemma 14,
P
(∣∣∣∣ 1T
∫ T
0
xi(t)xj(t)− Exi(t)xj(t)dt
∣∣∣∣ > ) ≤ C3T exp(−C4(T )1/3).
Since the observations are in discrete time, we replace the integral above by the numerical
integration to reach the conclusion.
Lemma 17. Suppose the linear Hawkes model with its intensity function defined in (6) is
stationary and satisfies Assumptions 1 – 4. Then,
P
(∥∥∥∥∥ 1T
T∑
t=1
z(t)− Ez(t)
∥∥∥∥∥ > C11/2
)
≤ C2p exp(−T )
and
P
(∥∥∥∥∥ 1T
T∑
t=1
z>(t)z(t)− Ez>(t)z(t)
∥∥∥∥∥
∞
> ρ
)
≤ C3p2T exp(−C4(T )1/3).
Proof. The proof is essentially based on the concentration inequality of the first and second
order statistics of x(t) established in Lemma 16. The difference is that this lemma focuses
on the scaled design column, z(t) = x(t)/σi(t) when testing βij. We denote σi(t) as σ(t) for
short from now on. The extra term, σ(t), makes the technical proof challenging. Fortunately,
since σ2(t) depends on x(t) and x(t)x>(t), we can expand the term z(t) = x(t)/σ(t) using
Taylor expansion in the combinations of x(t) and x(t)x>(t), and then apply Lemma 16 to
establish a similar concentration inequality for z(t). In general, for any function h(x(t),η)
as a function of x(t) ∈ Rp and η ∈ Rp+1 that is second-order differentiable with bounded
derivatives w.r.t x(t), the term 1
T
∑T
t=1 h(x(t),η) − Eh(x(t),η) can be bounded using the
concentration inequality of the first- and second order statistics of x(t) in Lemma 16.
First, let hjk be a function of x(t) and η = (µ,β
>)>,
hjk
(
x(t),η = (µ,β>)>
) ≡ 1
σ2(t)
xj(t)xk(t) =
1
σ2(t)
x>(t)Ijkx(t).
Here Ijk = eje
>
k and ei are canonical basis vector, while, with a little abuse of notation, σ
2(t)
is a function of η = (µ,β>)> and x(t), where σ2(t) = λ(t)(1− λ(t)) and λ(t) = µ+x>(t)β.
The derivative of hjk w.r.t x(t) is:
h′jk (E (x(t)) ,η) = σ−4(t)(1− 2(µ+ (Ex(t))>β))βE
(
x>(t)
)
IjkE (x(t))
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+ σ−4(t)E (x(t)) (Ijk + ITjk).
Let ρ = ‖β‖0. Since λ(t) and x(t) are bounded, as implied by Assumption 3 and 4,∥∥∥∥∥ 1T
T∑
t=1
h′jk(E (x(t)) ,η) (x(t)− E (x(t)))>
∥∥∥∥∥
∞
= O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
(x(t)− E (x(t)))>
∥∥∥∥∥
∞
)
.
The second derivative of hjk w.r.t x(t) is:
h
(2)
jk (E (x(t)) ,η)
= −2σ−6(t)(1− 2(µ+ (Ex(t))>β))β ((1− 2(µ+ (Ex(t))>β))β)> E (x>(t)) IjkE (x(t))
+ σ−4(t)(−2ββ>E (x>(t)) IjkE (x(t))
+ (1− 2(µ+ (Ex(t))>β))β(e>j + e>k )) + σ−4(t)(Ijk + ITjk).
Thus, with bounded xj(t) and λi(t),
‖h(2)jk (E (x(t)) ,η)‖1 = O
(
ρ‖β‖2∞
)
+O (‖β‖∞) ,
and
‖h(2)jk (E (x(t)) ,η)E (x(t))‖1 = O (ρ‖β‖∞) .
In addition, under a stationary Hawkes process, E (x(t)) is a constant only depending on
the model parameters (µ,Θ). Thus,∣∣∣∣∣ 1T
T∑
t=1
x>(t)h(2)jk (E (x(t)) ,η)x(t)− E
(
x>(t)h(2)jk (E (x(t)) ,η)x(t)
)∣∣∣∣∣
= O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x>(t)x(t)− E (x(t)>x(t))∥∥∥∥∥
∞
)
,
and ∥∥∥∥∥ 1T
T∑
t=1
(x(t)− E (x(t)))> h(2)jk (E (x(t)) ,η)E (x(t))
∥∥∥∥∥
∞
≤
∥∥∥h(2)jk (E (x(t)) ,η)E (x(t))∥∥∥
1
∥∥∥∥∥ 1T
T∑
t=1
x(t)− E (x(t))
∥∥∥∥∥
∞
≤ O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x(t)− E (x(t))
∥∥∥∥∥
∞
)
.
The Taylor expansion of hjk(x(t),η) around E (x(t)) is
hjk(x(t),η) = hjk(E (x(t)) ,η) + h′jk (E (x(t)) ,η)
> (x(t)− E (x(t)))
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+
1
2
(x(t)− Ex(t))> h(2)jk (E (x(t)) ,η) (x(t)− E (x(t)))
+o
(
(x(t)− E (x(t)))> (x(t)− E (x(t)))
)
.
Then,
1
T
T∑
t=1
hjk(x(t),η)− E (h(x(t),η))
=
1
T
T∑
t=1
(x(t)− E (x(t)))> h′jk(E (x(t)) ,η)
+
1
T
T∑
t=1
x>(t)h(2)jk (E (x(t)) ,η)x(t)− E
(
x>(t)h(2)jk (E (x(t)) ,η)x(t)
)
−2 1
T
T∑
t=1
(x(t)− E (x(t)))> h(2)jk (E (x(t)) ,η)E (x(t))
+o
(
1
T
T∑
t=1
x>(t)x(t)− E (x>(t)x(t))− 2 1
T
T∑
t=1
(x(t)− E (x(t)))> E (x(t))
)
.
Therefore,∥∥∥∥∥ 1T
T∑
t=1
hjk(x(t),η)− E (hjk(x(t),η))
∥∥∥∥∥
∞
≤ O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x>(t)x(t)− E (x(t)>x(t))∥∥∥∥∥
∞
)
+O
(
ρ
∥∥∥∥∥ 1T
T∑
t=1
x(t)− E (x(t))
∥∥∥∥∥
∞
)
.
Using Lemma 16 and taking a union bound,
P
(∣∣∣∣ 1T
∫ T
0
z(t)z>(t)− Ez(t)z>(t)dt
∣∣∣∣ > ρ) ≤ C1p2T exp(−C2(T )1/3).
To derive the bound for
∥∥∥ 1T ∑Tt=1 z(t)− Ez(t)∥∥∥, we repeat the steps of (79) and (80) in
Lemma 16, but with f1(s) =
1
σi(t)
∫ T
s
kj(t− s)dt. By σi(t) = O(1) in Lemma 8, we reach the
conclusion.
54
Appendix C: An Alternative Concentration Inequality
for Discrete Time Domain
Following the discussion at the end of Section 4, here we give an alternative concentration
inequality for the first- and second-order integrated processed in discrete time domain. We
first state an alternative assumption on the transfer kernel function.
Assumption 7. There exists b > a > 0 such that the transfer kernel function satisfies
0 < max
1≤j≤p
kj(t) ≤ a exp(−bt).
Compared to Assumption 4, we require a more stringent structure on the transition kernel
function. Such structure allows us to generate an improved convergence rate of the second
order statistics of x(t) as stated in Lemma 18.
Proposition 3. Suppose Assumption 3 and Assumption 7 hold. Then
1. there exists Cβ, such that ‖βi‖∞ ≤ Cβ <∞, i = 1, . . . , p;
2. max1≤j≤p
∑T
t=1 kj(t) <∞ ;
Furthermore, let ω∗nij be n-th auto-convolution of ωij. Then
ω∗nij (t) ≤ βijan
t(n−1)
(n− 1)! exp(−bt),
Ψij(t) ≡
∞∑
n=1
ω∗nij (t) ≤ βija exp(−(b− a)t),
and
ξ ≡ max
1≤i≤p
p∑
j=1
T∑
t=1
|Ψij(t)| ≤ ρCβ a exp(−(b− a))
1− exp(−(b− a)) <∞.
Proof. First, Assumption 7 implies that 0 < xj(t) < ∞, j = 1, . . . , p. Thus, if ∃βij = ±∞,
then λi(t) = µi + x
>(t)βi goes to ∞, which contradicts with Assumption 3 that λi(t) is
bounded.
By direct algebra, we have
max
1≤j≤p
T∑
t=1
kj(t) ≤ a exp(−b)
1− exp(−b) <∞, (81)
which proves the second point.
For the n-th auto-convolution, we have for n = 2,
ω∗2ij (t) =
∫ T
0
ωij(t− s)ωij(s)ds
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≤ βija2
∫ t
0
a exp(−b(t− s))a exp(−bs)ds = βija2t exp(−bt);
and, for n = 3,
ω∗3ij (t) =
∫ T
0
ω∗2ij (t− s)ωij(s)ds
≤
∫ t
0
βija
2(t− s) exp(−b(t− s))a exp(−bs)ds = βija3 t
2
2
exp(−bt).
Suppose the result holds for n, then for n+ 1:
ω
∗(n+1)
ij (t) =
∫ T
0
ω∗nij (t− s)ωij(s)ds
≤
∫ t
0
βija
n t
(n−1)
(n− 1)! exp(−b(t− s))a exp(−bs)ds = βija
n+1 t
n
n!
exp(−bt),
which implies that the result holds by induction. Then, by direct algebra, we have
∞∑
n=1
ω∗nij (t) ≤ βija exp(−(b− a)t)
and
max
1≤i≤p
p∑
j=1
T∑
t=1
|Ψij(t)| ≤ ρCβ a exp(−(b− a))
1− exp(−(b− a)) <∞.
Lemma 18. Suppose the linear Hawkes process with its intensity function defined in (6) is
a stationary process defined in a discrete time domain that satisfies Assumptions 1–3 and
Assumption 7. Then, for δ > 0 and 1 ≤ i, j ≤ p,
P
(∣∣∣∣∣ 1T
T∑
t=1
xi(t)xj(t)
> − E
(
1
T
T∑
t=1
xi(t)xj(t)
>
)∣∣∣∣∣ > δ
)
≤ C1 exp
(
−C2 min
{√
T
ρ
δ,
T
ρ
δ2
})
, (82)
and
P
(∣∣∣∣∣ 1T
T∑
t=1
xj(t)− Exj(t)
∣∣∣∣∣ > δ
)
≤ C3 exp(−C4Tδ2), (83)
where ρ = max‖βi‖0 and where Ck, k = 1, . . . , 4 are constants only depending on the model
parameter (µ,Θ) and the transition kernel function.
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Proof. Consider the linear Hawkes process defined on a discrete time domain in t = 1, . . . , T .
As defined in (5), xj(t) =
∑t−1
s=1 kj(t− s)Yj(s), t > 1, and set xj(1) = 0. Let
Kj =

0 kj(1) kj(2) kj(3) . . . kj(T − 1)
0 0 kj(1) kj(2) . . . kj(T − 2)
0 0 0 kj(1) . . . kj(T − 3)
0 . . . . . . .
0 0 0 0 0 kj(1)
0 0 0 0 0 0
 ∈ R
T×T ,
where kj(·) is the transition kernel function, and let Yjt = (Yj(t), . . . , Yj(1))> ∈ Rt. Then,
xj ≡
xj(T ). . .
xj(1)
 = KjYjT .
Recall that λj(t), defined in (6), is the intensity function of unit j at time t; j(t) = Yj(t)−
λj(t). Let (s) = (1(s), . . . , p(s))
> ∈ Rp. Under a stationary Hawkes process (Bacry et al.,
2011, Proposition 1):
Yj(t) = Λj + Ψj ∗ j(t) = Λj +
t∑
s=1
Ψj(t− s)(s).
Here Λj = Eλj(t); Ψj(t) = (Ψj1(t), . . . ,Ψjp(t)) and Ψjl(t) =
∑∞
n=1 ω
∗n
jl (t), where ω
∗n
jl is n-th
auto-convolution of the transfer function ωjl defined in (3).
Let
Ξj =

Ψj(1) Ψj(2) Ψj(3) . . . Ψj(T )
0 Ψj(1) Ψj(2) . . . Ψj(T − 1)
0 0 Ψj(1) . . . Ψj(T − 2)
. . . . . . .
0 0 0 0 Ψj(1)
 ∈ RT×Tp,
Further, let  = ((T ), . . . , (1))> ∈ RTp , then
YjT = Λj + Ξj.
Thus,
xj = Kj(Λj + Ξj) = KjΛj +KjΞj,
xj − Exj = KjΞj,
which leads to
x>i xj − E
(
x>i xj
)
= Λ>i K
>
i KjΞj+ Λ
>
j K
>
j KiΞi+ 
>Ξ>i K
>
i KjΞj.
We bound each term in the display above. First, notice that
‖Λ>i K>i KjΞj‖22 ≤ ‖Λi‖22Λmax
(
K>i KjΞjΞ
>
j K
>
j Ki
)
.
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According to Assumption 3, ‖Λi‖22 ≤ λmaxT . In addition,
Λmax
(
K>i KjΞjΞ
>
j K
>
j Ki
) ≤ Λmax (Ki)2 Λmax (Kj)2 Λmax (Ξj)2
≤
(
T∑
t=1
ki(t)
)2( T∑
t=1
kj(t)
)2( p∑
k=1
T∑
t=1
Ψik(t)
)2
,
which is bounded by Assumption 7 and its implication in Proposition 3, where the second
inequality is based on Perron–Frobenius theorem. Therefore, applying the sub-Gaussian
deviation bound (Vershynin, 2010, Prop 5.10),
P
(∥∥Λ>i K>i KjΞj∥∥2 > Tδ) ≤ c1 exp(−c2Tδ2).
Similarly,
P
(∥∥Λ>j K>j KiΞi∥∥2 > Tδ) ≤ c3 exp(−c4Tδ2).
Next, we bound >Ξ>i K
>
i KjΞj by examining the structure of Ki and Ξi. By Assump-
tion 7 and its implication in Proposition 3, kj(t) ≤ a exp(−bt) and Ψij(t) ≤ C1 exp(−ct),
where c = b − a and C1 = aCβ. Note that ‖βi‖1 = ρi ≤ ρ = max1≤i≤p ρi implies that there
are at most ρ items of Ψil(t) 6= 0. So instead of considering the entire p-variate process, we
only consider at most 2ρ units such that Ψil(t) 6= 0 and Ψjl(t) 6= 0. Let
K˜ = a

0 exp(−bt) exp(−2bt) exp(−3bt) . . . exp(−b(T − 1))
0 0 exp(−bt) exp(−2bt) . . . exp(−b(T − 1))
0 0 0 exp(−bt) . . . exp(−b(T − 3))
0 . . . . . . .
0 0 0 0 0 exp(−bt)
0 0 0 0 0 0
 ∈ R
T×T ,
and
Ξ˜ = C1

0>2ρ exp(−ct)1>2ρ exp(−2ct)1>2ρ exp(−3ct)1>2ρ . . . exp(−c(T − 1))1>2ρ
0>2ρ 0
>
2ρ exp(−ct)1>2ρ exp(−2ct)1>2ρ . . . exp(−c(T − 2))1>2ρ
0>2ρ 0
>
2ρ 0
>
2ρ exp(−ct)1>2ρ . . . exp(−c(T − 3))1>2ρ
0>2ρ . . . . . . .
0>2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ exp(−ct)1>2ρ
0>2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ
 ∈ R
T×2ρT ,
where a>2ρ = (a, a, . . . , a)︸ ︷︷ ︸
2ρ
and a ∈ {0, 1}. Then,
∥∥Ξ>i K>i KjΞj∥∥22 ≤ ∥∥∥Ξ˜>K˜>K˜Ξ˜∥∥∥22 .
Let Θ = K˜Ξ˜, then we calculate
Θ1,k(s−1)+1 = aC1
k∑
s=1
exp(−bs) exp(−c(k + 1− s)) ≤ C2 exp(−ak),
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where C2 = aC1. Therefore,
∥∥∥K˜Ξ˜∥∥∥2
2
≤
∥∥∥Θ˜∥∥∥2
2
where
Θ˜ = C2

0>2ρ exp(−a)1>2ρ exp(−2a)1>2ρ exp(−3a)1>2ρ . . . exp(−a(T − 1))1>2ρ
0>2ρ 0
>
2ρ exp(−a)1>2ρ exp(−2a)1>2ρ . . . exp(−a(T − 2))1>2ρ
0>2ρ 0
>
2ρ 0
>
2ρ exp(−a)1>2ρ . . . exp(−a(T − 3))1>2ρ
0>2ρ . . . . . . .
0>2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ exp(−a)1>2ρ
0>2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ
 ∈ R
T×2ρT .
Next, we check M = Θ˜>Θ˜. Due to the structure of Θ˜, we get
M =
C22

0>2ρ 0
>
2ρ 0
>
2ρ 0
>
2ρ . . . 0
>
2ρ
0>2ρ m11
>
2ρ m1 exp(−a)1>2ρ m1 exp(−2a)1>2ρ . . . m1 exp(−a(T − 2))1>2ρ
. . m21
>
2ρ m2 exp(−a)1>2ρ . . . m2 exp(−a(T − 3))1>2ρ
. . . m31
>
2ρ . . . m3 exp(−a(T − 4))1>2ρ
. . . . . . . .
. . . . . mT−11>2ρ
. . . . . 0>2ρ

∈ R2ρT×2ρT ,
where mt =
∑t
l=1 exp(−al) ≤ C3 exp(−a) for t = 1, . . . , T − 1. We only write out the upper
triangle part of M in the above since M = MT . Therefore,
‖M‖22 ≤ 2
T∑
i=1
2ρ
T−1∑
k=1
mi exp(−ka) ≤ O (ρT ) .
Since {i(t)}1≤i≤p;t=1,...,T are mutually independent centered at 0 with bounded variance
according to Assumption 3, applying Hanson-Wright inequality we get
P
(∣∣>Ξ>i K>i KjΞj− E (>Ξ>i K>i KjΞj)∣∣ > Tδ)
≤ c5 exp(−c6 min{Tδ/‖M‖2, T 2δ2/‖M‖22}).
Therefore,
P
(∣∣x>i xj − Ex>i xj∣∣ > Tδ) ≤ P (∣∣Λ>i K>i KjΞj∣∣ > Tδ)
+ P
(∣∣Λ>j K>j KiΞi∣∣ > Tδ)
+ P
(∣∣>Ξ>i K>i KjΞj∣∣ > Tδ)
≤ c7 exp(−c8 min
{√T
s
δ,
T
s
δ2
}
).
The above gives the concentration inequality of the second order statistics of x(t).
Now we derive the deviation bound for the first order statistics of x(t). Recall that
xj − Exj = KjΞj that we show earlier. In addition,
‖KjΞj‖22 ≤
∥∥∥K˜Ξ˜∥∥∥2
2
≤
∥∥∥Θ˜∥∥∥2
2
= O (T exp(−2a)) .
59
Then, applying the sub-Gaussian deviation bound stated in Vershynin (2010, Prop. 5.10),
P
(∣∣∣∣∣ 1T
T∑
t=1
xj(t)− Exj(t)
∣∣∣∣∣ > δ
)
≤ c9 exp(−c10Tδ2).
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