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ON QUADRATIC POLYNOMIAL MAPPINGS f : C2 → C2
M. FARNIK & Z. JELONEK
Abstract. We show that up to linear equivalence, there is only finitely many polynomial
quadratic mappings f : C2 → C2 and f : R2 → R2. We list all possibilities.
1. Introduction
Let Ω(d1, d2) denote the space of polynomial mappings f = (f1, f2) : C
2 → C2, where
deg f1 ≤ d1 and deg f2 ≤ d2. Let f, g ∈ Ω(d1, d2). We say that f is topologically
(respectively linearly) equivalent to g, if there are homeomorphisms (respectively linear
isomorphisms) Φ,Ψ : C2 → C2, such that f = Ψ ◦ g ◦ Φ. In the paper [1] it was showed
that there is only a finite number of different topological types of mappings in Ω(d1, d2).
Moreover, we know (see e.g. [5]) that there is a Zariski open dense subset U ⊂ Ω(d1, d2)
such that every mapping f ∈ U has the same, generic, topological type. If a mapping f
has a generic topological type, then we say that f is a generic mapping. In practice it is
difficult to describe the generic topological type and other topological types effectively.
Here we consider the case d1 = d2 = 2. We show that in this case the topological
equivalence almost coincides with the linear equivalence. Moreover, we obtain a full clas-
sification of quadratic mappings of C2, with respect to the linear (hence also topological)
equivalence. In particular we find a model of a generic mapping of Ω(2, 2).
We explain our basic idea. It was proved in [2] that a generic polynomial mapping
from Ω(2, 2) has a rational cuspidial curve of degree 4 as a discriminant, moreover this
curve is tangent in two smooth points to the line at infinity. On the other hand any
two such rational cuspidial curves are projectively equivalent (see [7]), hence it is easy to
deduce that discriminants of generic mappings from Ω(2, 2) are linearly equivalent. Using
[3] we can deduce that any two generic mappings from Ω(2, 2) are algebraically equivalent
and consequently (since they have the same algebraic degree) they are linearly equivalent.
Moreover, there are only finitely many possible discriminants of quadratic mappings, up
to a linear equivalence (because in the non-generic case they have a non-trivial action of
an infinite affine group). Hence we can expect that there is only a finite number of orbits
of the action of a linear group on Ω(2, 2). We show that it is indeed the case. In fact,
it can be done in a very elementary way, however it is suprising that this result was not
discovered up till now.
Let C(f),∆(f), µ(f) denote : the set of critical points, the discriminant and topological
degree (see Definition 2.1). We have the following possibilities:
Generically-finite mappings:
(1) (the generic case) f1 = (x
2 + y, y2 + x), C(f1) = {4xy − 1 = 0} is a hyperbola and
∆(f1) = {2
8x2y2−28x3−28y3+25 ·9xy−27 = 0} is a reduced and irreducible curve with
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3 cusps at points f1(
ε
2 ,
ε2
2 ), where ε
3 = 1, dimO(f1) = 12, O(f1) is an open and dense
affine subvariety of Ω(2, 2), moreover χ(O(f1)) = 0 and µ(f1) = 4.
(2) f2 = (x
2 + y, xy), C(f2) = {2x
2 = y} is a parabola and ∆(f2) = {4x
3 = 27y2} is a
cusp, dimO(f2) = 11, O(f2) is an affine subvariety of Ω(2, 2), µ(f2) = 3.
(3) f3 = (x
2 + y, y2), C(f3) = {4xy = 0} is two intersecting lines and ∆(f3) = {y(y −
x2) = 0} is the sum of a line and a parabola, dimO(f3) = 11, µ(f3) = 4.
(4) f4 = (x
2, y2), C(f4) = {4xy = 0} is two intersecting lines and ∆(f4) = {xy = 0} is
also two intersecting lines, dimO(f4) = 10 and µ(f4) = 4.
(5) f5 = (x
2 − x, xy), C(f5) = {2x
2 − x = 0} is two parallel lines and ∆(f5) is the sum
of the line x = −1/4 and the line x = 0, dimO(f5) = 10, µ(f5) = 2 and f5 is not proper.
(6) f6 = (x
2, xy), C(f6) = {x
2 = 0} is a double line and ∆(f6) is the line x = 0,
dimO(f6) = 9, µ(f6) = 2 and f6 is not proper.
(7) f7 = (xy, x+ y), C(f7) = {y = x} is a line and ∆(f7) = {4x− y
2 = 0} is a parabola,
dimO(f7) = 10 and µ(f7) = 2.
(7’) f9 = (x
2, y), C(f9) = {x = 0} is a line and ∆(f9) = {x = 0} is also a line,
dimO(f9) = 9 and µ(f9) = 2.
(8) f8 = (x, xy), C(f8) = {x = 0} is a line and ∆(f8) is the line {x = 0}, dimO(f8) = 9,
µ(f8) = 1 and f8 is not proper.
(9) f10 = (x
2 + y, x), dimO(f10) = 8, C(f10) is the empty set and f10 is an automor-
phism, µ(f10) = 1.
(9’) f12 = (x, y), dimO(f12) = 6, C(f12) is the empty set and f12 is an automorphism,
µ(f12) = 1.
Not generically-finite mappings:
(10) f11 = (x
2, x), dimO(f11) = 7 and C(f11) is the plane.
(10’) f14 = (x
2 + y, 0), dimO(f14) = 7 and C(f14) is the plane.
(10”) f16 = (x, 0), dimO(f16) = 5 and C(f16) is the plane.
(11) f13 = (xy, 0), dimO(f13) = 8 and C(f13) is the plane.
(12) f15 = (x
2, 0), dimO(f15) = 6 and C(f15) is the plane.
(13) f17 = (0, 0), dimO(f17) = 2 and C(f17) is the plane.
Note that mappings f7 and f9 are topologically (even algebraically) equivalent. Similarly
mappings f10, f12 and f11, f14, f16 Hence we have 13 different topological types and 17
different linear types.
In Figure 1 we present the structure of Ω(2, 2). Each row consists of orbits of given
dimension, from the largest to the smallest, and a rising path joins two orbits if the smaller
is contained in the closure of the larger.
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Figure 1. The orbits
We also obtain similar results in the real case. We have the following possibilities (here
∆(f) = f(C(f))):
Generically-finite mappings:
(1) (the first generic case) f1 = (x
2 + y, y2 + x), C(f1) = {4xy − 1 = 0} is a hyperbola
and ∆(f1) = {2
8x2y2− 28x3− 28y3+25 · 9xy− 27 = 0} is a reduced and irreducible curve
with a cusp at f1(
1
2 ,
1
2), dimO(f1) = 12, O(f1) is an open semi-algebraic subvariety of
Ω(2, 2).
(1a) (the second generic case) f1′ =
(
x2 − y2 + x, 2xy − y
)
with C(f1′) =
{
4x2 + 4y2 − 1 = 0
}
a circle and ∆(f1′) = {2
16(x2 + y2)2 + 217(−x3 + 3xy2) + 29 · 33 · 5(x2 + y2)− (15)3} a re-
duced and irreducible curve with 3 cusps at points f1′
(
1
4 ,
−
√
3
4
)
, f1′
(
1
4 ,
√
3
4
)
and f1′
(
1
2 , 0
)
,
dimO(f1′) = 12, O(f1′) is an open semi-algebraic subvariety of Ω(2, 2).
(2) f2 = (x
2 + y, xy), C(f2) = {2x
2 = y} is a parabola and ∆(f2) = {4x
3 = 27y2} is a
cusp, dimO(f2) = 11, O(f2) is a semi-algebraic subvariety of Ω(2, 2), µ(f2) = 3.
(3) f3 = (x
2 + y, y2), C(f3) = {4xy = 0} is two intersecting lines and ∆(f3) = {y(y −
x2) = 0} is the sum of a line and a parabola, dimO(f3) = 11.
the restriction of complex orbit of f4 =
(
x2, y2
)
splits into two orbits given by Φ1(f) < 0
and Φ1(f) > 0:
(4) the first case is represented by f4 with C(f4) = {4xy = 0} two intersecting lines and
∆(f4) = {xy = 0} also two intersecting lines, dimO(f4) = 10.
(4a) the second case is represented by f4′ =
(
x2 − y2, xy
)
with C(f4′) = {(0, 0)} a point,
∆(f4′) = {(0, 0)}- a point, dimO(f4′) = 10.
(5) f5 = (x
2 − x, xy), C(f5) = {2x
2 − x = 0} is two parallel lines and ∆(f5) is the sum
of the line x = −1/4 and the point (0, 0), dimO(f5) = 10, µ(f5) = 2 and f5 is not proper.
(6) f6 = (x
2, xy), C(f6) = {x
2 = 0} is a double line and ∆(f6) is the point (0, 0),
dimO(f6) = 9, µ(f6) = 2 and f6 is not proper.
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(7) f7 = (xy, x+ y), C(f7) = {y = x} is a line and ∆(f7) = {4x− y
2 = 0} is a parabola,
dimO(f7) = 10 and µ(f7) = 2.
(7’) f9 = (x
2, y), C(f9) = {x = 0} is a line and ∆(f9) = {x = 0} is also a line,
dimO(f9) = 9 and µ(f9) = 2.
(8) f8 = (x, xy), C(f8) = {x = 0} is a line and ∆(f8) is the point (0, 0), dimO(f8) = 9,
µ(f8) = 1 and f8 is not proper.
(9) f10 = (x
2 + y, x), dimO(f10) = 8, C(f10) is the empty set and f10 is an automor-
phism, µ(f10) = 1.
(9’) f12 = (x, y), dimO(f12) = 6, C(f12) is the empty set and f12 is an automorphism,
µ(f12) = 1.
Not generically-finite mappings:
(10) f11 = (x
2, x), dimO(f11) = 7 and C(f11) is the plane.
(10’) f14 = (x
2 + y, 0), dimO(f14) = 7 and C(f14) is the plane.
(10”) f16 = (x, 0), dimO(f16) = 5 and C(f16) is the plane.
(11) f13 = (xy, 0), dimO(f13) = 8 and C(f13) is the plane.
(12) f15 = (x
2, 0), dimO(f15) = 6 and C(f15) is the plane.
(13) f17 = (0, 0), dimO(f17) = 2 and C(f17) is the plane.
Thus we have 15 different topological real types and 19 different linear real types.
2. Main Result
Let us recall the following:
Definition 2.1. If f : Cn → Cn is a generically-finite regular mapping, then ∆(f) = {x ∈
C
n : #f−1(x) 6= µ(f)} is called the discriminant of f . In particular, if f is proper, then
∆(f) = f(C(f)), where C(f) is the critical set of f . The set ∆(f) is either a hypersurface
or the empty set (see e.g. [6]).
We also use the following:
Definition 2.2. By GA(2, 2) we denote the group of affine transformations of C2. By
GA(2, 2) we denote the group GA(2, 2)×GA(2, 2) with multiplication (L1, R1)◦ (L2, R2) =
(L1L2, R2R1). The group GA(2, 2) acts on the set Ω(2, 2): (L,R)f = L◦f ◦R. We denote
the orbit of f ∈ Ω(2, 2) by O(f). We say that f1, f2 ∈ Ω(2, 2) are linearly equivalent, if
there is a α ∈ GA(2, 2) such that f2 = αf1, i.e. f2 ∈ O(f1).
We denote by Stab(f) the stabilizer of f . Note that dimStab(f)+dimO(f) = dimGA(2, 2) =
12. Moreover if (L,R) ∈ Stab(f) and the image of f is not contained in a linear subspace
of C2 then R uniquely determines L.
Let f1 = (x
2 + y, y2 + x). We have:
Theorem 2.3. Let f ∈ Ω(2, 2). The following conditions are equivalent:
(1) C(f) is a hyperbola.
(2) O(f) is an open dense subset of Ω(2, 2).
(3) O(f) = O(f1), i.e. f is linearly equivalent to f1.
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Moreover, the maximal orbit O(f1) is a smooth affine variety of Euler characteristic 0 and
dimension 12.
Proof. (1) ⇒ (2) First note that either the mapping f |C(f) has a critical point or ∆(f)
is a singular curve. Indeed, in other case ∆(f) is isomorphic to a hyperbola and the
curve f−1(∆(f)) has the Euler characteristic equal to 0 (as a covering of hyperbola). In
particular µ(f)χ(C2 \∆(f)) = χ(C2 \ f−1(∆(f))) = 1 and µ(f) = 1, a contradiction.
Now we will show that Stab(f) is finite. If (L,R) ∈ Stab(f) then R must preserve C(f),
all singular points of f |C(f) and all pre-images of singular points of ∆(f). Hence R has to
preserve a hyperbola and some non-empty finite subset of the hyperbola. It is easy to see
that there is only a finite number of such linear mappings R.
Since Stab(f) is finite we know that dimO(f) = dimΩ(2, 2) and O(f) is a maximal
orbit, in particular it is open and dense.
(2) ⇒ (3) It is easy to check that C(f1) is a hyperbola, hence GA(2, 2)f1 is open and
dense. In particular O(f) ∩O(f1) 6= ∅.
(3) ⇒ (1) Obvious.
Now we will describe the set Stab(f1). Let us note that C(f1) = {(x, y) : 4xy = 1}.
Hence f1 has exactly three A1,1 singularities Pi = (−1/2α,−1/2α
2), where α3 = 1. Note
that the linear automorphisms which preserve C(f1) and Pi for i = 1, 2, 3 are exactly the
mappings (x, y), (αx, α2y), (α2x, αy) and (y, x), (αy, α2x), (α2y, αx). Hence Stab(f1) has
exactly 6 elements. In order to calculate the Euler characteristic of the maximal orbit O =
GA(2, 2)f1 note that the mapping Ψ: GA(2, 2) ∋ (L,R) 7→ L ◦ f1 ◦R ∈ O is a topological
covering of degree 6. Hence χ(GA(2, 2)) = 6χ(O). Since GA(2, 2) is homotopic to C4
minus a cone, it has Euler characteristic equal to 0. Since GA(2, 2) = GA(2, 2)×GA(2, 2)
we have χ(GA(2, 2)) = 0. Hence χ(O) = 0. 
Remark 2.4. We say that f ∈ Ω(2, 2) is general if O(f) is dense in Ω(2, 2). Hence a
general mapping is equivalent to (x2 + y, y2 + x). Now assume that f ∈ Ω(2, 2) is not a
general mapping. From the proof of Theorem 2.3 we conclude that there are infinite alge-
braic groups of affine mappings of C2, which preserve C(f), ∆(f) and f−1(∆(f)). Hence
the curves C(f), ∆(f), f−1(∆(f)) are very special. In particular, the curve f−1(∆(f)) is
rational.
Remark 2.5. From our classification we have that a generic mapping is general. In other
words a generic mapping is linearly equivalent to (x2 + y, y2 + x).
Now we will describe the other orbits. First we will show that there are exactly two
orbits of dimension 11. Let f ∈ Ω(2, 2), we can write f = (g, h) where
g = a1x
2 + b1xy + c1y
2 + d1x+ e1y + f1,
h = a2x
2 + b2xy + c2y
2 + d2x+ e2y + f2.
Let A = 2a1b2−2a2b1, B = 4a1c2−4a2c1, C = 2b1c2−2b2c1, D = 2a1e2+d1b2−2a2e1−d2b1,
E = 2d1c2 + b1e2 − 2d2c1 − b2e1 and F = d1e2 − d2e1, the Jacobian of f is given by the
formula:
J(f) = Ax2 +Bxy + Cy2 +Dx+ Ey + F.
Consider the following two matrices:
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Φ1(f) =
[
2A B
B 2C
]
and Φ2(f) =

2A B DB 2C E
D E 2F


Note that polynomial Φ1 := detΦ1 is a quadratic function of c1 and Φ2 := detΦ2 is
a quadratic function of d1. Using the obvious lemma below it is easy to check that the
polynomials Φ1 and Φ2 are irreducible.
Lemma 2.6. Let Φ = a(x)y2+b(x)y+c(x) ∈ C[x1, . . . , xn, y], where gcd(a(x), b(x), c(x)) =
1. Then Φ is reducible if and only if b2 − 4ac is a square in C[x1, . . . , xn].
Obviously the critical set C(f) is a quadric if and only if rankΦ1 > 0. In this case
Φ1(f) = 0 if and only if C(f) has only one point at infinity, moreover Φ2(f) = 0 if
and only if the projective curve C(f) is singular, i.e. C(f) is a sum of two lines, finally,
rankΦ2(f) = 1 if and only if C(f) is a double line. In particular O(f1) = Ω(2, 2) \ ({Φ1 =
0} ∪ {Φ2 = 0}), which confirms in a different way that O(f1) is an affine variety. Now we
will describe the set {Φ1 = 0} \ {Φ2 = 0}. Let f2 = (x
2 + y, xy), we have:
Theorem 2.7. The following conditions are equivalent:
(1) O(f) = {Φ1 = 0} \ {Φ2 = 0}.
(2) C(f) is a parabola.
(3) O(f) = O(f2), i.e. f is linearly equivalent to f2.
In particular the orbit O(f2) is a smooth affine variety of dimension 11.
Proof. (1) ⇒ (2) It is obvious.
(2) ⇒ (3) First observe that f = (g, h) is a proper mapping. Indeed, if f is not proper,
then by [4] the curve C(f) must be contracted by f to some point (a, b). Hence g−a, h−b
are proportional to the equation of C(f) and J(f) vanishes on C2, a contradiction.
We claim that ∆(f) is not smooth. In the other case ∆(f) ∼= C and by [3] the mapping
f is algebraically equivalent to (xr, y). Hence f must be linearly equivalent to (x2, y) and
C(f) is not a parabola, a contradiction. Consequently the curve ∆(f) has a singular point.
This implies that the group of linear mappings which stabilize ∆(f) has dimension at most
1. On the other hand f is not generic so the group Stab(f) in GA(2, 2) has dimension
exactly one. Hence dimO(f) = 11 = dim{Φ1 = 0}. This means that O(f) is open and
dense in {Φ1 = 0}. By the same reason O(f2) is open and dense in {Φ1 = 0}. Since the
hypersurface {Φ1 = 0} is irreducible, we have O(f) ∩O(f2) 6= ∅. Hence O(f2) = O(f).
(3) ⇒ (1) It is obvious. 
Remark 2.8. Note that the mapping f2 is a pattern of a cusp singularity.
Our next aim is to describe the set {Φ2 = 0} \ {Φ1 = 0}. Let f3 = (x
2 + y, y2). We
have:
Theorem 2.9. The following conditions are equivalent:
(1) C(f) is isomorphic to a cross K2 = {xy = 0} and ∆(f) contains a parabola.
(2) O(f) is dense in {Φ2 = 0} \ {Φ1 = 0}.
(3) O(f) = O(f3), i.e. f is linearly equivalent to f3.
In particular the orbit O(f3) is a smooth variety of dimension 11.
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Proof. (1) ⇒ (2) Note that f is a proper mapping. If f = (g, h) then f = 0 and g = 0
have no common points at infinity. Indeed, we can assume that C(f) = K2. Hence the
common zeroes of g and h at the line at infinity are of the form (1 : 0) or (0 : 1). By
symmetry it is enough to consider the first case. Hence a1 = a2 = 0 and consequently
B = 0. This implies that J(f) 6= xy. This contradiction shows that the curves g = a,h = b
have no common points at infinity, hence µ(f) = 4 and f is proper.
Note that ∆(f) = P ∪ P1, where P is a parabola and P1 6= P is a line or a parabola.
Indeed, we can assume that P = {y = x2}. Now, if ∆(f) = P then by [3] f is algebraically
equivalent to (xr, y), hence C(f) is not isomorphic to K2, a contradiction. Denote R =
P ∩ P1, we can assume that R = (0, 0).
Consider the group Stab(f) ⊂ GA(2, 2). Every affine transformation which preserves
(P,R) is of the form (ax, a2y). Hence dimStab(f) ≤ 1 and since f is not generic we have
dimStab(f) = 1. Consequently dimO(f) = 11 and O(f) is dense in {Φ2 = 0} \ {Φ1 = 0}.
(2) ⇒ (3) It is obvious.
(3) ⇒ (1) It is obvious. 
Remark 2.10. It is easy to see that the discriminant of f3 (and hence the discriminant
of every mapping from O(f3)) is a union of a parabola and a line which is tangent to this
parabola.
Let f4 = (x
2, y2). We will describe the set ({Φ2 = 0} \ {Φ1 = 0}) \O(f2).
Theorem 2.11. The following conditions are equivalent:
(1) C(f) and ∆(f) are isomorphic to the cross K2 = {xy = 0}.
(2) O(f) = O(f4), i.e. f is linearly equivalent to f4.
(3) O(f) = ({Φ2 = 0} \ {Φ1 = 0}) \O(f3).
The orbit O(f4) is a smooth variety of dimension 10. Moreover, O(f3) ∪ O(f4) = {Φ2 =
0} \ {Φ1 = 0}.
Proof. (1) ⇒ (2) We can assume that C(f) = K2 and ∆(f) = K2. As in the proof above,
the mapping f is proper. Hence by [3] the mapping f is algebraically equivalent to (xr, ys)
for some r, s > 1. Since µ(f) ≤ 4 we have r = s = 2. Finally f is linearly equivalent to
(x2, y2) because f ∈ Ω(2, 2).
(2)⇒ (3) If f ∈ {Φ2 = 0}\{Φ1 = 0} and O(f) 6= O(f3), then ∆(f) is isomorphic either
to K2 or to a line. The second possibility can be excluded. Indeed, assume that ∆(f) is
a line. By [3] the mapping f is algebraically equivalent to a mapping (xr, y) hence C(f)
is not isomorphic to K2, a contradiction.
(3) ⇒ (1) We have f4 ∈ O(f).
Finally Stab(f4) = {((α
−2x, β−2y), (αx, βy)), α, β ∈ C∗}∪{((β−2y, α−2x), (αy, βx)), α, β ∈
C
∗}, hence dimStab(f4) = 2 and consequently dimO(f4) = 10. 
Now we would like to obtain the equations of the closure of O(f4). Note that if f =
(g, h) = f4 ◦R, where R ∈ GA(2, 2) then g and h are squares, i.e. the coefficients of g and
h satisfy:
rank

2a1 b1 d1b1 2c1 e1
d1 e1 2f1

 ≤ 1 and rank

2a2 b2 d2b2 2c2 e2
d2 e2 2f2

 ≤ 1
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Furthermore if we take f = (g, h) = L ◦ f4 ◦R, where (L,R) ∈ GA(2, 2) then g− f1 and
h−f2 are linear combinations of two squares (both of the same two). Thus the coefficients
of f satisfy the condition rankΨ1 ≤ 2, where:
Ψ1 =

2a1 b1 2a2 b2b1 2c1 b2 2c2
d1 e1 d2 e2

 .
Obviously O(f4) is a dense open subset of the set {rankΨ1 ≤ 2}. In particular we obtain
thatO(f3) = {Φ2 = 0}\({Φ1 = 0}∪{rankΨ1 ≤ 2}) and O(f4) = {rankΨ1 ≤ 2}\{Φ1 = 0}.
The remaining part of orbits is contained in {Φ2 = 0} ∩ {Φ1 = 0}, in particular all of
them have codimension greater than or equal to 2. The rest of the paper is devoted to
description of these orbits. Note that if f ∈ {Φ2 = 0} ∩ {Φ1 = 0}, then C(f) is either two
parallel lines or a double line or a line or it is the empty set or the whole C2.
Let f5 = (x
2 − x, xy). We will describe the set {rankΦ1 = 1} ∩ {rankΦ2 = 2}.
Theorem 2.12. The following conditions are equivalent:
(1) O(f) = {rankΦ1 = 1} ∩ {rankΦ2 = 2}.
(2) C(f) consists of two parallel lines.
(3) O(f) = O(f5), i.e. f is linearly equivalent to f5.
The orbit O(f5) is a smooth variety of dimension 10.
Proof. (1) ⇒ (2) Obvious.
(2) ⇒ (3) By composing with suitable R we may assume that J(f) = 2x2 − x, hence
2 = A = 2a1b2 − 2a2b1. So by composing with L we may additionally assume that a1 = 1
and a2 = 0, hence b2 = 1 and we may assume that b1 = 0. Furthermore 0 = B = 4c2,
0 = C = −2c1, −1 = D = 2e2 + d1, 0 = E = −e1 and 0 = F = d1e2. Hence either
f = (x2 + f1, xy + d2x −
1
2y + f2) or f = (x
2 − x, xy + d2x + f2). In both cases f is
equivalent to f5.
(3) ⇒ (1) In virtue of the implication (2) ⇒ (3) it is obvious.
Finally the set {rankΦ1 = 1}∩{rankΦ2 = 2} is an open subset of {Φ1 = 0}∩{Φ2 = 0}.
Since the latter set has dimension 10 we have dim O(f5) = 10. 
Let f6 = (x
2, xy). We will describe the set {rankΦ1 = 1} ∩ {rankΦ2 = 1}.
Theorem 2.13. The following conditions are equivalent:
(1) C(f) is a double line.
(2) O(f) = O(f6), i.e. f is linearly equivalent to f6.
(3) O(f) = {rankΦ1 = 1} ∩ {rankΦ2 = 1}.
The orbit O(f6) is a smooth variety of dimension 9.
Proof. (1)⇒ (2) As in Theorem 2.12 we can assume that J(f) = 2x2, a1 = b1 = 1 and a2 =
b2 = 0. Then it follows that c1 = c2 = d1 = e1 = e2 = 0. Hence f = (x
2+f1, xy+d2x+f2)
and is equivalent to f6.
(2)⇒ (3) Note that for every f ∈ {rankΦ1 = 1}∩{rankΦ2 = 1} the set C(f) is a double
line. Hence by the first part of the proof, we have {rankΦ1 = 1}∩{rankΦ2 = 1} = O(f6).
(3) ⇒ (1) Obvious.
Finally note that Stab(f6) = {(α
−2x, (αγ)−1y−βγ−1α−2x), (αx, βx+γy), α, γ ∈ C∗, β ∈
C}. Hence we have dim O(f6) = 9. 
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From the theorems above it follows that {rankΦ1 > 0} = O(f1) ∪ . . . ∪O(f6). We will
now focus on the mappings satisfying rankΦ1(f) = 0. Let
Φ3(f) =
[
a1 b1 c1
a2 b2 c2
]
and Φ4(f) =
[
a1 b1 c1 d1 e1
a2 b2 c2 d2 e2
]
.
The assumption rankΦ1(f) = 0 is equivalent to rankΦ3(f) < 2 and to C(f) not being a
quadric. In particular O(f)∩Ω(2, 1) 6= ∅, so from now on we will assume that f ∈ Ω(2, 1),
i.e. a2 = b2 = c2 = 0.
Let f = (g2 + g1 + g0, h1 + h0), where gi and hi are homogeneous of degree i. We may
assume that deg g ≥ deg h then rankΦ3(f) = 0 if and only if g2 = 0, rankΦ4(f) < 2 if
and only if h1 = 0 and rankΦ4(f) = 0 if and only if f is constant.
Now we will describe the case when g2h1 6= 0. Let f7 = (xy, x + y), f8 = (x, xy),
f9 = (x
2, y), f10 = (x
2 + y, x) and f11 = (x
2, x).
Theorem 2.14. Let f = (g2 + g1 + g0, h1 + h0) and g2h1 6= 0, then one of the following
holds:
(1) g2 is not a square, h1 does not divide g2. Then f ∈ O(f7). Moreover C(f) is a
line, ∆(f) is a parabola and dimStab(f) = 2. The mapping f is proper.
(2) g2 is not a square, h1 divides g2. Then f ∈ O(f8). Moreover C(f) is a line and
∆(f) is a line and dimStab(f) = 3. The mapping f is not proper.
(3) g2 is a square, h1 does not divide g2. Then f ∈ O(f9). Moreover C(f) and ∆(f)
are lines and dimStab(f) = 3. The mapping f is proper.
(4) g2 is a square, h1 divides g2 but not g1. Then f ∈ O(f10). Moreover f is an
automorphism and dimStab(f) = 4. The mapping f is proper.
(5) g2 is a square, h1 divides g2 and g1. Then f ∈ O(f11). Moreover C(f) = C
2,
Im(f) is a parabola and dimStab(f) = 5. The mapping f is not dominant.
Proof. (1) Since g2 is not a square it is a product of two independent linear forms and we
may assume, by composing with R, that g2 = xy. Moreover since h1 does not divide g2 we
have h1 = d2x+e2y for d2, e2 ∈ C
∗. Composing with R(x, y) = (x/d2, y/e2) and L(x, y) =
(d2e2x, y) we obtain h1 = x+y and retain g2 = xy. Thus f = (xy+d1x+e1y+f1, x+y+f2)
and for R(x, y) = (x− e1, y− d1) and L(x, y) = (x+ e1d1 − f1, y+ d1+ e1 − f2) we obtain
f7 = L ◦ f ◦ R. Clearly C(f7) = {y = x} is a line and ∆(f7) = {4x = y
2} is a parabola.
It remains to calculate dimStab(f7). Since for every (R,L) ∈ Stab(f7) the mapping R
must preserve the parabola ∆(f) we see that dimStab(f7) ≤ 2. On the other hand the
codimension of O(f7) is a least two. Consequently dimStab(f7) = 2.
(2) Similarly as in (1) we may assume that g2 = xy and h1 = x. It follows that f is
equivalent with f8. Moreover J(f8) = x and ∆(f8) = {x = 0}. Let (L,R) ∈ Stab(f8) and
R = (R1, R2). Since R preserves C(f8) we have R1 = αx and R2 = βy+γ, where α, β ∈ C
∗
and γ ∈ C. Thus f8 ◦R(x, y) = (αβxy +αγ, αx) and for L(x, y) = ((x−αγ)/αβ, y/α) we
obtain L ◦ f8 ◦R = f8.
(3) We may assume that g2 = x
2 and h1 = y. It follows that f is equivalent with
f9. Moreover J(f9) = 2x and ∆(f9) = {x = 0}. As above, for (L,R) ∈ Stab(f9) and
R = (R1, R2) we obtain R1 = αx and R2 = βy + γ, where α, β ∈ C
∗ and γ ∈ C.
(4) We may assume that g2 = x
2, g1 = y and h1 = x. It follows that f is equivalent with
f10. Let (L,R) ∈ Stab(f10) and R = (R1, R2). Since R
2
1 is the only term in f10 ◦ R with
quadratic part we have R1 = αx+ β, where α ∈ C
∗ and β ∈ C. Moreover the coefficients
at x2 and y in the first component of f10 ◦R must be equal, thus R2 = γx+α
2y+δ, where
γ, δ ∈ C.
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(5) Similarly as in (1) we may assume that g2 = x
2, g1 = x and h1 = x. It follows that
f is equivalent with f11. Let (L,R) ∈ Stab(f11) and R = (R1, R2). As in (4) we have
R1 = αx+ β, where α ∈ C
∗ and β ∈ C, however R2 is arbitrary. 
Note that the conditions “g2 is a square”, “h1 divides g2” and “h1 divides g1” can be
expressed in terms of the coefficients of f ∈ Ω(2, 2). We will do it in the affine chart a1 6= 0
– one of the six natural charts covering the set {g2 6= 0}.
Obviously g2 is a square if and only if 4a1c1−b
2
1 = 0. Moreover h1 = d2x+e2y−
a2
a1
(d1x+
e1y), hence it divides g1 if and only if a1(a1e2 − a2e1)
2 − b1(a1e2 − a2e1)(a1d2 − a2d1) +
c1(a1d2−a2d1)
2 = 0. Finally, h1 divides g1 if and only if d1(a1e2−a2e1)−e1(a1d2−a2d1) =
0.
Notice that from g2 = 0 and h1 6= 0 follows that f ∈ GA(2, 2). In this case f ∈ O(f12),
where f12 = (x, y), and dimO(f) = 6.
The last case to describe is h1 = 0. Let f13 = (xy, 0), f14 = (x
2 + y, 0), f15 = (x
2, 0),
f16 = (x, 0) and f17 = (0, 0).
Theorem 2.15. Let f = (g2+ g1+ g0, 0), then C(f) = C
2 and one of the following holds:
(1) g2 is not a square. Then f ∈ O(f13) and dimStab(f) = 4.
(2) g2 is a square, g1 is nonzero and does not divide g2. Then f ∈ O(f14) and
dimStab(f) = 5.
(3) g2 is a square, g1 is zero or divides g2. Then f ∈ O(f15) and dimStab(f) = 6.
(4) g2 = 0 and g1 6= 0. Then f ∈ O(f16) and dimStab(f) = 7.
(5) g = 0. Then f ∈ O(f17) and dimStab(f) = 10.
Proof. Note that in cases (1)–(4) the image of f is a line. Thus if (L,R) ∈ Stab(f) then
R determines L up to an automorphism preserving every point of the line, the group of
such automorphisms is two dimensional. In case (5) the image of f is a point, which is
preserved by a four dimensional group.
(1) Since g2 is not a square we may assume, by composing with R, that g2 = xy. Thus
f = (xy + d1x + e1y + f1, 0), which is equivalent with f13. Let (L,R) ∈ Stab(f13) and
R = (R1, R2). We have R1R2 = α1xy + α2, consequently R is equal either to (β1x, β2y)
or to (β1y, β2x), where β1, β2 ∈ C
∗.
(2) We may assume that g2 = x
2 and g1 = y, so f is equivalent with f14. Let (L,R) ∈
Stab(f14) and R = (R1, R2). The quadratic part of R
2
1 is equal α
2
1x
2, thus R = (α1x +
α2, α
2
1y − 2α1α2x+ α3), where α1 ∈ C
∗ and α2, α3 ∈ C.
(3) We may assume that f = (x2 + d1x + f1, 0), which is equivalent with f15. Let
(L,R) ∈ Stab(f15) and R = (R1, R2). We have R1 = αx and R2 arbitrary.
(4) and (5) are obvious.

3. The real case
In this section we will determine the orbits in Ω(2, 2) over the field of real numbers.
We will base on the complex case and to avoid confusion we will use the subscripts R
and C to indicate over which field an object is considered. Obviously for f ∈ ΩR(2, 2) we
have OR(f) ⊂ OC(f)∩ΩR(2, 2). In most cases equality holds, however there are two cases
when the restriction of a complex orbit splits into two real orbits. We have the following
possibilities:
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(1) the restriction of the generic complex orbit splits into two semialgebraic orbits given
by Φ1(f) < 0 and Φ1(f) > 0. The first case is represented by f1 =
(
x2 + y, y2 + x
)
with
C(f1) = {4xy−1 = 0} a hyperbola and ∆(f1) =
{
28x2y2 − 28x3 − 28y3 + 25 · 9xy − 27 = 0
}
a reduced and irreducible curve with a cusp at f1
(
1
2 ,
1
2
)
. The second case is repre-
sented by f1′ =
(
x2 − y2 + x, 2xy − y
)
with C(f1′) =
{
4x2 + 4y2 − 1 = 0
}
a circle and
∆(f1′) = {2
16(x2 + y2)2 + 217(−x3 + 3xy2) + 29 · 33 · 5(x2 + y2) − (15)3} a reduced and
irreducible curve with 3 cusps at points f1′
(
1
4 ,
−
√
3
4
)
, f1′
(
1
4 ,
√
3
4
)
and f1′
(
1
2 , 0
)
.
(2) OR(f2) = OC(f2) ∩ ΩR(2, 2).
(3) OR(f3) = OC(f3) ∩ ΩR(2, 2).
(4) the restriction of complex orbit of f4 =
(
x2, y2
)
splits into two orbits given by
Φ1(f) < 0 and Φ1(f) > 0. The first case is represented by f4 with C(f4) = {4xy = 0}
two intersecting lines and ∆(f4) = {xy = 0} also two intersecting lines. The second case
is represented by f4′ =
(
x2 − y2, xy
)
with C(f1′) =
{
2x2 + 2y2 = 0
}
a point.
(5) for f ∈ {f5, . . . , f17} we have OR(f) = OC(f) ∩ ΩR(2, 2).
Proof. (1) Let f ∈ OC(f1) ∩ ΩR(2, 2). Note that f has 3 cusps. Since the cusps are given
by real equations they are either real or in complex conjugate pairs. So f may have either
3 or 1 real cusp. Note that f1′ =
(
x2 − y2 + x, 2xy − y
)
has 3 real cusps and f1 has 1.
Assume that f has 3 real cusps. There are some L,R ∈ GAC(2, 2) such that f1′ =
L ◦ f ◦ R. Note that R maps the three real and non-collinear cusps of f1′ into the three
real cusps of f . Hence R(R2) = R2, so R ∈ GAR(2, 2). Furthermore f ◦ R(R
2) = R2,
hence also L ∈ GAR(2, 2). Thus f ∈ OR(f1′).
Now assume that f has 1 real cusp. There are some L,R ∈ GAC(2, 2) such that
f1 = L ◦ f ◦R. By composing with an element of Stab(f1) (see the proof of Theorem 2.3)
we may assume that R maps the real cusp of f1 to the real cusp of f . Since the complex
cusps are conjugate the mapping R, i.e. the conjugate of R, coincides with R on the three
non-collinear cusps. Hence R = R, so R ∈ GAR(2, 2) and consequently L ∈ GAR(2, 2)
and f ∈ OR(f1).
Now we will show that if f ′ ∈ OR(f) then sgn(Φ1(f ′)) = sgn(Φ1(f)). Indeed, let L,R ∈
GAR(2, 2), we have J(L◦f ◦R) = (J(L)◦f ◦R) ·(J(f)◦R) ·J(R) = J(L) ·J(R) ·(J(f)◦R).
Note that Φ1(f) is the matrix defining the quadratic form which is the homogeneous part
of 2J(f) of degree 2. Consequently Φ1(L◦f ◦R) = J(L)·J(R)·D(R)
T ·Φ1(f)·D(R), where
D(R) is the derivative of the affine map R. Hence Φ1(L◦f◦R) = J(L)
2·J(R)2·det(D(R)T )·
det(Φ1(f)) · det(D(R)) = J(L)
2 · J(R)4 · Φ1(f). So in particular sgn(Φ1(L ◦ f ◦ R)) =
sgn(Φ1(f)).
As a consequence we obtain that f ∈ OR(f1′) if and only if Φ1(f) > 0 and f ∈ OR(f1)
if and only if Φ1(f) < 0. Indeed if f ∈ OC(f1) ∩ ΩR(2, 2) then either f ∈ OR(f1) and
sgn(Φ1(f)) = sgn(Φ1(f1)) = −1 or f ∈ OR(f1′) and sgn(Φ1(f)) = sgn(Φ1(f1′)) = 1.
(2) Let f ∈ OC(f2) ∩ ΩR(2, 2). Note that CC(f) is a parabola, hence CR(f) is also a
parabola. Moreover f has one cusp over C and since it is given by real equations the cusp
must be real. Let R0 ∈ GAR(2, 2) be such that CR(f ◦ R0) = {2x
2 = y}R = CR(f2) and
f ◦R0 has the cusp at origin. Moreover let L,R ∈ GAC(2, 2) be such that f ◦R0 = L◦f2◦R.
Note R is an automorphism of CC(f ◦ R0) = {2x
2 = y}C = CC(f2) and preserves the
origin. Hence R = (ax, a2y) for some a ∈ C∗. Let L1 = (a2x, a3y), note that we have
f2 ◦R = L1 ◦ f2 and thus f = L ◦ L1 ◦ f2 ◦R
−1
0 . Since the mapping L ◦ L1 maps R
2 onto
itself, we have L ◦ L1 ∈ GAR(2, 2) and finally f ∈ OR(f2).
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(3) Let f ∈ OC(f3) ∩ ΩR(2, 2). Note that CC(f) consists of two distinct intersecting
lines, say {α(x, y) = 0} and {β(x, y) = 0}. Since J(f) = αβ has real coefficients we may
assume that α and β either have real or complex conjugate coefficients. However, the latter
case can be excluded. Indeed, assume that α and β have complex conjugate coefficients.
Since f has real coefficients f(x, y) = f(x, y) and it follows that the components of the
discriminant ∆(f) are also conjugate. This is a contradiction since the discriminant of
mappings equivalent to f3 consists of a line and a parabola.
So CR(f) is a cross and ∆R(f) is a sum of a parabola and a tangent line. Let L0, R0 ∈
GAR(2, 2) be such that CR(L0◦f ◦R0) = {xy = 0}R = CR(f3) and ∆R(L0◦f ◦R0) = {y(y−
x2) = 0}R = ∆R(f3). Moreover let L,R ∈ GAC(2, 2) be such that L0 ◦ f ◦R0 = L ◦ f3 ◦R.
Note that R preserves the set {xy = 0}C and L preserves the set {y(y − x
2) = 0}C, hence
L = (ax, a2y) and R = (bx, cy) for some a, b, c ∈ C∗. Since L◦f3◦R = (ab2x2+acy, a2c2y2)
is a real mapping we have ac, ab2 ∈ R. Moreover f3 = (b
2x, b4y) ◦ f3 ◦ (b
−1x, b−2y), so
L0 ◦ f ◦R0 = (ab
2x, a2b4y) ◦ f3 ◦ (x, cb
−2y) and f ∈ OR(f3).
Note that f ∈ OR(f3) if and only if sgn(Φ1(f)) = sgn(Φ1(f3)) = −1. Thus we have
shown that for f ∈ ΩR(2, 2) the conditions Φ1(f) 6= 0, Φ2(f) = 0 and rankΨ1(f) = 3
imply Φ1(f) < 0.
(4) Let f ∈ OC(f4) ∩ ΩR(2, 2). Similarly as in (3) the set CC(f) consists of two lines
{α(x, y) = 0} and {β(x, y) = 0} and we may assume that α and β either have real or
complex conjugate coefficients.
If CR(f) is a cross then we proceed similarly as in (3). We have R0 ∈ GAR(2, 2) and
L,R ∈ GAC(2, 2) such that CR(f ◦R0) = {xy = 0}R. Since R preserves the set {xy = 0}C
and f4 = (a
−2x, b−2y) ◦ f4 ◦ (ax, by) we may assume that R = (x, y) and deduce that
f ∈ OR(f4).
Now let α and β have complex conjugate coefficients, we will show that f ∈ OR(f4′),
where f4′ = (x
2− y2, xy). Indeed, let R0 ∈ GAR(2, 2) be such that R0(0, 0) is the point of
intersection of {α(x, y) = 0} and {β(x, y) = 0} and R0({y − ix = 0}) = {α(x, y) = 0}. It
follows that R0({y + ix = 0}) = {β(x, y) = 0} and consequently CC(f ◦R0) = {x
2 + y2 =
0}C = CC(f4′). Let L,R ∈ GAC(2, 2) be such that f ◦ R0 = L ◦ f4′ ◦ R. Note that R
preserves {x2+y2 = 0}C and we may assume that it does not switch the lines {y− ix = 0}
and {y − ix = 0}. So R = (ax + by,−bx + ay) for some a, b ∈ C such that a2 + b2 6= 0.
Let L1 = ((a
2 − b2)x + 4aby,−abx − (a2 − b2)y), note that L1 is an automorphism and
L1 ◦ f4′ = f4′ ◦R. Thus f ◦R0 = L ◦ L1 ◦ f4′ , so L ◦ L1 ∈ GAR(2, 2) and f ∈ OR(f4′).
As in (1) we obtain that f ∈ OR(f4) if and only if Φ1(f) < 0, and f ∈ OR(f4′) if and
only if Φ1(f) > 0.
(5) The description of orbits of f5–f17 provided in Section 2 can be done in exactly the
same way over R. 
4. Final Remarks
At the end of this paper we state two conjectures:
Conjecture 1. For every d1, d2 > 0 the set U of generic mappings in Ω(d1, d2) is an
open affine subvariety of Ω(d1, d2). In particular every generic mapping is topologically
stable, i.e. remains generic after a small deformation.
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Conjecture 2. For every d1, d2 > 0 a mapping f ∈ Ω(d1, d2) is generic if ∆(f) contains
only cusps and nodes and the number of cusps and nodes is maximal possible (see [2]).
Note that for d1 = d2 = 2 these Conjectures are true, which follows from our paper.
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