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Abstract
We study asymptotic behavior in time of small solutions to nonlinear heat equations in subcritical case.
We find a new family of self-similar solutions which change a sign. We show that solutions are stable in the
neighborhood of these self-similar solutions.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to the study of global existence and large time asymptotic behavior of
small solutions to the Cauchy problem for the nonlinear heat equation
{
ut − uxx + |u|σ u = 0, x ∈ R, t > 0,
u(0, x) = u0(x), x ∈ R, (1.1)
in the subcritical case σ ∈ (0,2).
The blow-up phenomena for positive solutions to the semilinear parabolic equation ut −uxx =
u1+σ was obtained in paper [3] for σ ∈ (0,2), in [5] for σ = 2, and in paper [8] for σ = 2, for
higher space dimensions. Global in time existence of small solutions to (1.1) was proved in [3]
for the supercritical case σ > 2. In the subcritical case σ ∈ (0,2) large time behavior of positive
solutions was studied extensively. In paper [4] it was proved that if the initial data are nonnegative
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N. Hayashi et al. / J. Differential Equations 238 (2007) 366–380 367u0  0, u0 ∈ L1 and decay slowly at infinity as limx→±∞ |x|2/σ u0(x) = +∞, then the solution
of (1.1) has the asymptotic representation
u(t, x) = t− 1σ σ− 1σ + o(t− 1σ )
as t → ∞ uniformly in domains {x ∈ R; |x|  C√t} with any C > 0. On the other hand in
paper [1], there were considered the nonnegative initial data decaying sufficiently rapidly at
infinity, i.e. 0 u0(x) Ce−bx
2 for all x ∈ R, with some b,C > 0. Then it was shown that the
main term of the asymptotic behavior of solution has a self-similar character
u(t, x) = t− 1σ w0
(
x√
t
)
+ o(t− 1σ )
as t → ∞ uniformly with respect to x ∈ R, where w0(ξ) is a positive solution of equation
−w′′ − ξ
2
w′ + w1+σ = 1
σ
w (1.2)
which decays rapidly at infinity: lim|ξ |→±∞ |ξ |2/σw0(ξ) = 0. This result was improved in pa-
per [2], where the intermediate case was considered: if the initial data are such that u0 ∈ L1,
u0 = 0 and lim|x|→±∞ |x|2/σ u0(x) =  > 0, then the solutions have the asymptotic representa-
tion
u(t, x) = t− 1σ w
(
x√
t
)
+ o(t− 1σ )
as t → ∞ uniformly with respect to x ∈ R, where w(ξ) is a positive solution of Eq. (1.2) such
that lim|ξ |→±∞ |ξ |2/σw(ξ) =  . Note that in these papers there was no restriction on the size of
the initial data.
In the present paper we are interested in asymptotic behavior of nonpositive solutions.
First we prove the existence of a unique self-similar solution for Eq. (1.1) of the form
(1 + t)−1/σ Sρ,ω( x√1+t ) such that
Ŝρ,ω(ξ) = χρ,ω(ξ) + O
(
ε1+σ
)
for all ξ ∈ R, where χρ,ω(ξ) = (ρ + ω sign ξ)|ξ |2λe−ξ2 , λ = 1σ − 12 , and ε = |ρ| + |ω| > 0 is
sufficiently small. Note that these solutions change a sign, since the main part F−1ξ→xχρ,ω(ξ) is
nonpositive.
Then in the next theorem we prove the asymptotic stability of these self-similar solutions.
Theorem 1.1. Let 43 < σ < 2. We assume that the initial data u0 ∈ H1,1 have the mean value∫
R u0(x) dx =
∫
R Sρ,ω(x) dx and are close to the self-similar solution Sρ,ω in the sense
‖u0 − Sρ,ω‖H1,1  Cε1+σ ,
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solution u(t, x) ∈ C([0,∞);H1,1), satisfying the following time decay estimates∥∥∥∥u(t) − (1 + t)− 1σ Sρ,ω( ·√1 + t
)∥∥∥∥
L∞
 C 〈t〉− 1σ −γ
for all t  0, where γ > 0.
We considered the one-dimensional case for simplicity, however we believe that our method
is also applicable to the multi-dimensional case.
We define the Fourier transformation Fφ = φˆ by
φˆ(ξ) = 1√
2π
∫
R
e−ixξφ(x) dx
and F−1φ(x) = φˇ(x) is the inverse Fourier transform of φ, i.e.
φˇ(x) = 1√
2π
∫
R
eixξφ(ξ) dξ.
We denote by Lp for 1  p  ∞, the usual Lebesgue space with a norm ‖φ‖Lp =
(
∫
R |φ(x)p dx)1/p if 1  p < ∞ and ‖φ‖L∞ = ess.supx∈R |φ(x)|. Weighted Sobolev space
Hm,s = {φ ∈ L2; ‖φ‖Hm,s = ‖〈x〉s〈i∂x〉mφ‖L2} < ∞, m,s  0. We denote 〈x〉 =
√
1 + x2.
By C(I;B) we denote the space of continuous functions from a time interval I to the Banach
space B. Different positive constants could be denoted by the same letter C.
We organize our paper as follows. Section 2 is devoted to the proof of preliminary estimates
in Lemma 2.1 and to the proof of the existence of self-similar solutions Sρ,ω in Lemma 2.2. In
Section 3 we prove Theorem 1.1.
2. Lemmas
First we give the estimates of the norm ‖φ‖Aα = ‖|ξ |−αφˆ(ξ)‖L2 .
Lemma 2.1. Let the moments
∫
R x
jφ(x) dx = 0 for 0 j  n. Then the inequality is true
‖φ‖Aα  C‖φ‖
1− α
n+ 12 + 1p
L2
∥∥|x|n+1φ∥∥ αn+ 12 + 1pLp
for 12 < α < n + 12 + 1p ,1 p  2.
Proof. Choosing ν such that max(α,n+ 12 ) < ν < n+ 12 + 1p , and applying the Cauchy–Schwarz
inequality with δ = ‖φ‖
1
n+ 12 + 1p
2 ‖|x|n+1φ‖
− 1
n+ 12 + 1p
p , we findL L
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∥∥|ξ |−αφˆ(ξ)∥∥L2

( ∫
R
dx φ(x)
∫
R
dy φ(y)
∫
|ξ |δ
dξ |ξ |−2α
(
eiξx −
n∑
k=0
(iξx)k
k!
)
×
(
e−iξy −
n∑
k=0
(−iξy)k
k!
)) 1
2
+
( ∫
|ξ |>δ
|ξ |−2α∣∣φˆ(ξ)∣∣2 dξ) 12 ,
hence choosing μ = 1
δ
, we get
‖φ‖Aα  C
∫
|x|μ
∣∣φ(x)∣∣|x|ν− 12 dx( ∫
|ξ |δ
dξ |ξ |2ν−2α−1
) 1
2
+ C
∫
|x|>μ
∣∣φ(x)∣∣|x|n+1 dx
|x|n−ν+ 32
( ∫
|ξ |δ
dξ |ξ |2ν−2α−1
) 1
2 + Cδ−α‖φ‖L2
 Cδν−α
(
μν‖φ‖L2 + μν−n−
1
2 − 1p ∥∥|x|n+1φ∥∥Lp)+ Cδ−α‖φ‖L2
 C‖φ‖
1− α
n+ 12 + 1p
L2
∥∥|x|n+1φ∥∥ αn+ 12 + 1pLp .
Thus the estimate of the lemma is true. Lemma 2.1 is proved. 
Next we prove the existence of self-similar solutions for Eq. (1.1) of the form u(t, x) =
(1 + t)−1/σ S( x√1+t ). By Eq. (1.1) we get the following ordinary differential equation for the
function S(x)
−1
2
d
dx
(xS) − S′′ − λS + |S|σ S = 0, (2.1)
where λ = 1
σ
− 12 . Denote χρ,ω(ξ) = (ρ + ω sign ξ)|ξ |2λe−ξ
2
.
Lemma 2.2. There exists a unique solution of Eq. (2.1) such that
Ŝρ,ω(ξ) − χρ,ω(ξ) = O
(
ε1+σ
) (2.2)
for all ξ ∈ R, where ε = |ρ| + |ω| > 0 is sufficiently small.
Proof. Applying the Fourier transformation to (2.1) we obtain for Ŝρ,ω(ξ) = Fx→ξ Sρ,ω the
equation (ρ and ω we will omit below)
Ŝ ′ + 2ξ Ŝ = 2 (λŜ −Fx→ξ (|S|σ S)). (2.3)
ξ
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with arbitrary constants C1 and C2. We look for the solutions in the form
Ŝ = χ + φ + w, (2.4)
where
φ(ξ) =
n∑
j=0
aj ξ
j e−ξ2 ,
here integer n is such that n > 2λ. In the case when 2λ = l is integer, we take a modified repre-
sentation
φ(ξ) =
n∑
j=0, j =l
aj ξ
j e−ξ2 + alξ le−ξ2 log |ξ |.
The constants aj we will define later by the condition
w(ξ) = o(|ξ |n) (2.5)
for ξ → 0. Substituting representation (2.4) into (2.3) we find
w′ + 2ξw = 1
ξ
(
2λw − 2Fx→ξ
(|S|σ S)+ ψ(ξ)), (2.6)
where
ψ(ξ) = 2λφ − 2ξ2φ − ξφ′.
That is we have
ψ(ξ) =
n∑
j=0
aj (2λ − j)ξj e−ξ2
and in the case 2λ = l we obtain
ψ(ξ) =
n∑
j=0, j =l
(2λ − j)aj ξ j e−ξ2 − alξ le−ξ2 .
Now integration of (2.6) with respect to ξ yields
w(ξ) =
ξ∫
eη
2−ξ2(2λw − 2Fx→η(|S|σ S)+ ψ(η)) dη
η
. (2.7)
0
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2eξ
2Fx→ξ
(|S|σ S)= n∑
j=0
Ajξ
j + O(ξn+1),
where
Aj = 1
j !∂
j
ξ
(
2eξ
2Fx→ξ
(|S|σ S))∣∣
ξ=0
= 2
j∑
l=0
1
(j − l)!l!
(
∂lξ e
ξ2)(∂l−jξ Fx→ξ (|S|σ S))∣∣ξ=0
= (2π)− 12
[ j2 ]∑
k=0
2
(2k)!(j − 2k)!
∫
R
(ix)j−2k
∣∣S(x)∣∣σ S(x) dx.
Therefore the condition (2.5) implies that
aj = Aj2λ − j (2.8)
for 0  j  n, and in the case 2λ = l we have relations (2.8) for 0  j  n, j = l, whereas
al = −Al .
We now solve Eq. (2.7) by the successive approximations. Let w0(ξ) = 0, φ−1(ξ) = 0 and
wm+1(ξ) for m 0 is defined by the recurrent relations
wm+1(ξ) =
ξ∫
0
eη
2−ξ2(2λwm+1(η) − 2Fx→η(|Sm|σ Sm)+ ψm(η)) dη
η
, (2.9)
where
Ŝm = χ + φm−1 + wm,
φm−1(ξ) =
n∑
j=0
a
(m−1)
j ξ
j e−ξ2 ,
ψm(ξ) =
n∑
j=0
a
(m)
j (2λ − j)ξj e−ξ
2
,
here integer n > 2λ,
a
(m)
j =
A
(m)
j
,
2λ − j
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(m)
j = (2π)−
1
2
[ j2 ]∑
k=0
2
(2k)!(j − 2k)!
∫
R
(ix)j−2k
∣∣Sm(x)∣∣σ Sm(x)dx
for 0 j  n, whereas in the case when 2λ = l is integer, we have
φm−1(ξ) =
n∑
j=0, j =l
a
(m−1)
j ξ
j e−ξ2 + a(m−1)l ξ le−ξ
2
log |ξ |,
ψm(ξ) =
n∑
j=0, j =l
(2λ − j)a(m)j ξ j e−ξ
2 − a(m)l ξ le−ξ
2
,
and relations
a
(m)
j =
A
(m)
j
2λ − j
for 0 j  n, j = l, and a(m)l = −A(m)l , l = 2λ.
Let us prove the estimates ∥∥|ξ |−nwm(ξ)∥∥L2  C1ε1+σ , (2.10)∥∥〈ξ 〉wm(ξ)∥∥L2  C2ε1+σ , (2.11)∥∥〈ξ 〉∂nξ wm∥∥L2  C2ε1+σ (2.12)
and
n∑
j=0
∣∣a(m)j ∣∣ C3ε1+σ (2.13)
with n > max(2λ + 12 , 1σ ).
For m = 0 estimates (2.10)–(2.13) are true. Then by induction we suppose that these estimates
are valid for some m > 0.
Consider the first estimate (2.10). Note that changing the order of integration we get
∥∥∥∥∥|ξ |−n
ξ∫
0
Φ(η)
dη
η
∥∥∥∥∥
2
L2
=
∫
R
dξ |ξ |−2n
ξ∫
0
Φ(ζ)
dζ
ζ
ξ∫
0
Φ(η)
dη
η
=
∞∫
0
dζ
ζ
Φ(ζ )
∞∫
ζ
dξ |ξ |−2n
ζ∫
0
Φ(η)
dη
η
+
∞∫
dη
η
Φ(η)
∞∫
dξ |ξ |−2n
η∫
dζ
ζ
Φ(ζ )0 η 0
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0∫
−∞
dζ
ζ
Φ(ζ )
ζ∫
−∞
dξ |ξ |−2n
0∫
ζ
Φ(η)
dη
η
+
0∫
−∞
dη
η
Φ(η)
η∫
−∞
dξ |ξ |−2n
0∫
η
dζ
ζ
Φ(ζ ),
then applying the Cauchy–Schwarz inequality we obtain
∥∥∥∥∥|ξ |−n
ξ∫
0
Φ(η)
dη
η
∥∥∥∥∥
2
L2
 2
2n − 1
∫
R
dζ
∣∣Φ(ζ)∣∣|ζ |−2n∣∣∣∣∣
ζ∫
0
Φ(η)
dη
η
∣∣∣∣∣
 2
2n − 1
∥∥|ζ |−nΦ∥∥L2
∥∥∥∥∥|ζ |−n
ζ∫
0
Φ(η)
dη
η
∥∥∥∥∥
L2
,
hence the inequality follows
∥∥∥∥∥|ξ |−n
ξ∫
0
Φ(η)
dη
η
∥∥∥∥∥
L2
 2
2n − 1
∥∥|ξ |−nΦ∥∥L2 . (2.14)
Applying estimate (2.14) to Eq. (2.9) we get∥∥|ξ |−nwm+1∥∥L2
 2λ
∥∥∥∥∥|ξ |−n
ξ∫
0
eη
2−ξ2wm+1(η)
dη
η
∥∥∥∥∥
L2
+ 2
∥∥∥∥∥|ξ |−n
ξ∫
0
eη
2−ξ2(Fx→η(|Sm|σ Sm)− ψm(η)) dη
η
∥∥∥∥∥
L2
 4λ
2n − 1
∥∥|ξ |−nwm+1∥∥L2 + 22n − 1∥∥|ξ |−n(Fx→ξ (|Sm|σ Sm)− ψm)∥∥L2 .
We can choose 1 p  2 and n > 2λ + 12 such that p+22pn+p−2 < σ , hence we have∥∥|x| n+11+σ Sm∥∥Lp C∥∥〈x〉nSm∥∥L2 .
Therefore by the condition 2n − 1 > 4λ and applying Lemma 2.1, we obtain∥∥|ξ |−nwm+1∥∥L2  C∥∥|ξ |−n(Fx→ξ (|Sm|σ Sm)− ψm)∥∥L2
 C
∥∥xn+1|Sm|σ Sm∥∥ p + C∥∥|Sm|σ Sm∥∥ 2L L
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 C
∥∥〈x〉nSm∥∥L2∥∥〈x〉nSm∥∥σL∞  C1ε1+σ .
Thus estimate (2.10) is fulfilled with m replaced by m + 1.
Now we prove estimate (2.11). In view of inequality eη2−ξ2  e−(ξ−η)2 for 0 η
ξ
 1 we have
by the Hölder inequality
∥∥∥∥∥〈ξ 〉
ξ∫
0
eη
2−ξ2Φ(η) dη
η
∥∥∥∥∥
L2
 C
∥∥|ξ |−nΦ∥∥L2 + C‖Φ‖L2  C∥∥|ξ |−nΦ∥∥L2
+ C∥∥|ξ |−nΦ∥∥ 11+nL2 ∥∥〈ξ 〉Φ∥∥ n1+nL2 .
Then from Eq. (2.9) we find
∥∥〈ξ 〉wm+1∥∥L2
 2λ
∥∥∥∥∥〈ξ 〉
ξ∫
0
eη
2−ξ2wm+1(η)
dη
η
∥∥∥∥∥
L2
+
∥∥∥∥∥〈ξ 〉
ξ∫
0
eη
2−ξ2(2Fx→η(|Sm|σ Sm)− ψm(η)) dη
η
∥∥∥∥∥
L2
 1
2
∥∥〈ξ 〉wm+1∥∥L2 + C∥∥|ξ |−nwm+1∥∥L2 + C∥∥〈x〉nSm∥∥L2‖Sm‖σL∞
 1
2
∥∥〈ξ 〉wm+1∥∥L2 + Cε1+σ .
Thus we have estimate (2.11) with m replaced by m + 1.
Now we consider estimate (2.12). We differentiate n times Eq. (2.9) to find
dn
dξn
wm+1(ξ) + 2 d
n−1
dξn−1
(
ξwm+1(ξ)
)
= 2λ d
n−1
dξn−1
(
1
ξ
wm+1
)
− d
n−1
dξn−1
(
1
ξ
(
2Fx→ξ
(|Sm|σ Sm)− ψm)).
Multiplying the last equation by dn
dξn
wm+1(ξ) and integrating the result over ξ ∈ R we get
∥∥∥∥ dndξnwm+1
∥∥∥∥
L2
 C
∥∥∥∥ dn−2dξn−2 wm+1
∥∥∥∥
L2
+ 2λ
∥∥∥∥ dn−1dξn−1
(
1
ξ
wm+1
)∥∥∥∥
L2
+
∥∥∥∥ dn−1n−1(1 (2Fx→ξ (|Sm|σ Sm)− ψm))
∥∥∥∥ .dξ ξ L2
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∥∥∥∥
L2
 1
3
∥∥∥∥ dndξnwm+1
∥∥∥∥
L2
+ C‖wm+1‖L2
and ∥∥∥∥ dn−1dξn−1
(
1
ξ
wm+1
)∥∥∥∥
L2
 1
3
∥∥∥∥ dndξnwm+1
∥∥∥∥
L2
+ C∥∥|ξ |−nwm+1∥∥L2 + C‖wm+1‖L2,
hence we obtain ∥∥∥∥ dndξnwm+1
∥∥∥∥
L2
 C3ε1+σ .
In the same manner we get the estimate∥∥∥∥ξ dndξnwm+1
∥∥∥∥
L2
 C3ε1+σ .
Thus estimate (2.12) with m replaced by m + 1 is valid. The rest estimate (2.13) follows from
the previous estimates via formulas
n∑
j=0
∣∣a(m+1)j ∣∣ C ∫
R
〈x〉n∣∣Sm+1(x)∣∣σ+1 dx
 C
∥∥〈x〉nSm+1∥∥L2∥∥〈x〉nSm+1∥∥σL∞
 C
∥∥〈ξ 〉〈∂ξ 〉n(χ + φm + wm+1)∥∥1+σL2  C3ε1+σ .
Therefore estimate (2.13) follows with m replaced by m + 1. Thus by induction estimates
(2.10)–(2.13) are true for all m.
In the same manner we prove the estimate
‖wm+1 − wm‖X  12‖wm − wm−1‖X,
where ‖ψ‖X ≡ ‖|ξ |−nψ‖L2 +‖〈ξ 〉ψ‖L2 +‖〈ξ 〉∂nξ ψ‖L2 . Therefore there exists a unique solution
of Eq. (2.1) having the form (2.2). Lemma 2.2 is proved. 
3. Proof of Theorem 1.1
The local existence of solutions for the Cauchy problem (1.1) can be obtained by the standard
contraction mapping principle. In order to get a priori estimates of local solutions as in the papers
[6,7] we make a change of the dependent variable u(t, x) = e−ϕ(t)v(t, x), then we get
vt − vxx + e−σϕ |v|σ v − vϕ′ = 0. (3.1)
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R
(
e−σϕ |v|σ v − ϕ′(t)v)dx = 0,
where the initial value ϕ(0) = 0. Then the mean value of v satisfies the conservation law
d
dt
∫
R
v(t, x) dx = 0,
hence ∫
R
v(t, x) dx =
∫
R
v(0, x) dx = θ =
∫
R
u0(x) dx.
Thus we obtain from (3.1)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
vt − vxx = e−σϕ
(
v
θ
∫
R
|v|σ v dx − |v|σ v
)
,
ϕ′(t) = 1
θ
e−σϕ
∫
R
|v|σ v dx.
(3.2)
Now we substitute v = (1 + t)λf + w, where f is a self-similar solution such that f =
(1 + t)−1/σ S( x√1+t ), of Eq. (1.1), λ = 1σ − 12 . By Eq. (1.1) we see that (1 + t)λf satisfies(
(1 + t)λf )
t
= ((1 + t)λf )
xx
+ λ(1 + t)λ−1f
− (1 + t)−σλ∣∣(1 + t)λf ∣∣σ (1 + t)λf,
then we get for w
wt = wxx + e−σϕ
(
v
θ
∫
R
|v|σ v dx − |v|σ v
)
− λ(1 + t)λ−1f + (1 + t)−σλ∣∣(1 + t)λf ∣∣σ (1 + t)λf.
Note that the mean value is conserved∫
R
v(t, x) dx =
∫
R
1√
1 + t S
(
x√
1 + t
)
dx +
∫
R
w(t, x) dx = θ.
If we choose the mean value θ , such that
∫
R S(x)dx = θ , hence we obtain∫
w(t, x) dx = 0.R
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approximations. Let w0 = 0, h0 = (1+ t)1−σ/2 and (wm(t, x), hm(t)), for m = 1,2, . . . we define
by equations
∂twm − ∂2xwm = h−1m−1(t)
(
vm
θ
∫
R
|vm−1|σ vm−1 dx − |vm−1|σ vm−1
)
− λ(1 + t)λ−1f + (1 + t)−σλ∣∣(1 + t)λf ∣∣σ (1 + t)λf, (3.3)
and
h′m(t) =
σ
θ
∫
R
|vm|σ vm dx. (3.4)
Applying the Fourier transformation to (3.3) and changing the variables ŵm(t, ξ) = zm(t, η),
η = ξ√t + 1, we get
∂t zm + η2(t + 1)∂ηzm +
η2
t + 1zm = ψm−1zm − gm−1, (3.5)
where we denote
ψm−1(t) = 1
θhm−1(t)
∫
R
|vm−1|σ vm−1(t, x) dx,
gm−1(t, η) = 1
hm−1(t)
F
x→η(1+t)− 12
(|vm−1|σ vm−1)
− (1 + t)−1Fx→η
(|S|σ S)+ (ψm−1(t) − λ(1 + t)−1)Ŝ.
Let us prove the estimates∥∥η−1zm∥∥L2 + ‖zm‖H1,1  Cε1+σ (1 + t)−γ (3.6)
and ∣∣hm−1(t) − (1 + t)1− σ2 ∣∣ Cεσ (1 + t)1− σ2 −γ , (3.7)
where γ > 0 is sufficiently small, and 12 > λ + ε, λ = 1σ − 12 . By induction we suppose that(3.6)–(3.7) are fulfilled for some m.
Then we have the estimate
h′m(t) =
σ
θ
∫
R
|vm|σ vm dx
= σ
θ
∫ ∣∣(1 + t)λf + wm∣∣σ ((1 + t)λf + wm)dx
R
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θ
(1 + t)− σ2
∫
R
|S|σ S dx + O(εσ (1 + t)− σ2 −γ )
= λσ(1 + t)− σ2 + O(εσ (1 + t)− σ2 −γ )
since
∫
R |S|σ S dx = λθ . Integrating this estimate with respect to time we get estimate (3.7) with
m − 1 replaced by m. In the same manner we have
ψm(t) = 1
θhm(t)
∫
R
|vm|σ vm dx = λ(1 + t)−1
(
1 + O(εσ (1 + t)−γ )),
in particular
ψm(t)
λ + εσ
1 + t .
We multiply Eq. (3.5) by zm+1η−2 and integrate the result over η ∈ R to find
d
dt
∥∥η−1zm+1∥∥2L2 + 12(t + 1)
∫
R
η−1∂η|zm+1|2 dη + 2
t + 1‖zm+1‖
2
L2
 2λ + 2ε
σ
1 + t
∥∥η−1zm+1∥∥2L2 − 2 Re∫
R
gm−1|η|−2zm+1 dη. (3.8)
Integrating by parts we get ∫
R
η−1∂η|zm+1|2 dη =
∥∥η−1zm+1∥∥2L2 .
Using Lemma 2.1 and taking into account estimates (3.6)–(3.7) we obtain∥∥η−1gm∥∥L2  Cε1+σ (1 + t)−1−γ ,
hence (3.8) gives
d
dt
∥∥η−1zm+1∥∥L2 − εσt + 1∥∥η−1zm+1∥∥L2 + Cε1+σ (1 + t)−1−γ (3.9)
since 2λ + 2εσ − 12 −εσ which follows from σ > 43 . Integration of (3.9) with respect to time
yields the estimate ∥∥|η|−1zm+1∥∥L2  Cε1+σ (1 + t)−γ . (3.10)
Now let us prove the estimate ‖〈η〉zm+1‖L2  Cε1+σ (1 + t)−γ . We multiply (3.5) by 〈η〉2zm+1
and integrate over η ∈ R to find
N. Hayashi et al. / J. Differential Equations 238 (2007) 366–380 379d
dt
∥∥〈η〉zm+1∥∥2L2 + 12(t + 1)
∫
R
η〈η〉2∂η|zm+1|2 dη + 2
t + 1
∥∥η〈η〉zm+1∥∥2L2
= 2ψm
∥∥〈η〉zm+1∥∥2L2 − 2 Re∫
R
〈η〉2gmzm+1 dη.
Integration by parts yields
−
∫
R
η〈η〉2∂η|zm+1|2 dη 3
∥∥〈η〉zm+1∥∥2L2 .
Therefore using estimate∥∥〈η〉zm+1∥∥2L2  ∥∥η〈η〉zm+1∥∥2L2 + C∥∥η−1zm+1∥∥2L2  ∥∥η〈η〉zm+1∥∥2L2 + Cε2+2σ (1 + t)−2−2γ
we find
d
dt
∥∥〈η〉zm+1∥∥2L2 − 2t + 1∥∥η〈η〉zm+1∥∥2L2 + Ct + 1∥∥〈η〉zm+1∥∥2L2 + Cε2+2σ (1 + t)−2−2γ
− ε
σ
t + 1
∥∥〈η〉zm+1∥∥2L2 + Cε2+2σ (1 + t)−2−2γ . (3.11)
Integration of (3.11) with respect to time yields the estimate∥∥〈η〉zm+1∥∥L2 Cε1+σ (1 + t)−1−γ .
In the same way we obtain the estimate∥∥〈η〉∂ηzm+1∥∥L2  Cε1+σ (1 + t)−1−γ .
Thus estimates (3.6)–(3.7) are true with m replaced by m + 1. Therefore by induction estimates
(3.6)–(3.7) are fulfilled for all m.
In the same manner we prove the estimates
‖zm+1 − zm‖X  12‖zm − zm−1‖X,
where ‖ψ‖X ≡ ‖|ξ |−1ψ‖L2 +‖〈ξ 〉ψ‖H1,1 . Therefore there exists a unique solution of Eqs. (3.3)–
(3.5) which obeys the estimates (3.6)–(3.7).
Returning to the function w we find that∥∥|ξ |−1ŵ∥∥L2 Cε1+σ (1 + t) 14 −γ ,
‖ŵ‖L2 +
√
t + 1∥∥|ξ |ŵ∥∥L2 Cε1+σ (1 + t)− 14 −γ .
The last estimate gives us
‖w‖L2 +
√
t + 1‖wx‖L2  Cε1+σ (1 + t)−
1
4 −γ ,
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‖w‖L∞  C‖w‖
1
2
L2‖wx‖
1
2
L2  Cε
1+σ (1 + t)− 12 −γ .
This implies the estimate of the theorem. Theorem 1.1 is proved.
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