This paper presents an integer programming approach to the maximum clique problem.
Introduction
A clique in a graph G = (V,E) is a vertex set C C V such that every two vertices of C are adjacent. The clique polytope C(G) is the convex hull of the incidence vectors of the cliques inG: 
C(G)
=
these inequalities to FC(G) gives rise to stronger relaxations of C(G).
A vertex set S is stable if every two vertices in S are nonadjacent. Clearly, for any stable set S of size greater than two, Y,ies x i < 1 is valid for C(G) and strengthens the inequalities
Xi + XJ < 1 of FC(G) for all i,j € S.
Our approach in this paper is to strengthen the relaxation FC(G). We start with a very simple strengthening, SC(G) = {ier + : £ z; < 1, for k = 1,.. .m} where the sets Sk, k = l,...,m, are maximal stable sets with the property that, for any (i,j) ^ E, there exists at least one k such that i, j € 5*. Constructing such a family Sk, k = 1,... ,ra, is done using a straightforward greedy procedure. The focus of the paper is on procedures that achieve further strengthenings in a systematic fashion. We illustrate how some recent results on lift-and-project tightening procedures for mixed 0-1 programs can be applied to relaxations of the clique polytope such as SC(G).
In Section 2 we describe three different lift-and-project tightening procedures: the first one is the procedure of Balas, Ceria and Cornuejols [1] and is the simplest of the three, while the other two can be interpreted as variations of tightening procedures of Lovasz and Schrijver [6] . In all three cases the problem is formulated in a higher dimensional space, where the resulting relaxation can be tightened by imposing the 0-1 condition on one or more variables. The tightened formulation is then projected onto the space of original variables.
In Section 3, we show how to generate cutting planes that arise from these tightening procedures. We can generate the "deepest" cut of the family by solving a linear program.
In Section 4, we explain how the higher dimensional formulations can be further strengthened by requiring positive semidefmiteness of a certain matrix defined by the newly introduced variables. This idea is also related to a tightening procedure of Loväsz and Schrijver [6] , different from those mentioned above.
In Section 5, we show that finding a deepest cut for the positive semidefinite cuts requires the solution of a semi-infinite linear program where the entering column is found by an eigenvalue computation.
Finally, in Section 6, we report on our computational experience. The first part of the computational study investigates the quality of the cuts obtained from the various tightening procedures. In the second part, we apply MIPO to some of the DIMACS benchmark instances: MIPO is a general purpose mixed integer program optimizer based on the tightening procedure of [1] .
2 Lift-and-project tightening procedures
Before we can discuss the algorithms used in our computational study to strengthen relaxations of the maximum clique problem in the z-space of vertex variables, we need to lift the problem into a higher dimensional space. Indeed, the tightening procedures are easily understood in that higher space. This section discusses several options for the tightening step. A projection step is then used to return to the x-space. We delay until Section 3 the discussion of algorithms for finding a deepest cut from this projection.
Let K be a relaxation of the clique polytope C(G) such that C(G) = conv(K°), where K° -{x e {0, l} n : x e K). We represent the inequalities defining K by the system Ax > b.
The basic lift-and-project procedure
The following results are from Balas, Ceria and Cornuejols [1] , and are also valid for more general pure and mixed 0-1 programs. Consider a fixed j G {1,... , n}.
Procedure 1
1. Multiply Ax >b with 1 -Xj and Xj to obtain the nonlinear system
2. Linearize (1) by substituting y t for xtXj, i = 1,... ,n, i ^ j, and Xj /or :rj. Co// tÄc polyhedron defined by the resulting system Mj(K).
Project Mj(K) onto the x-space. Call the resulting polyhedron Pj(K).
The calculation of the projection used in Step 3 amounts to eliminating the variables y; by taking certain specific linear combinations of the inequalities defining Mj(K). Even though the system Mj(K) is small (the number of its nonzero entries is of order n), computing the full projection Pj(K) is computationally prohibitive in general. In Section 3, we will show how to obtain useful inequalities defining Pj(K).
It is not hard to see that K° C Pj(K) C K. In fact, Pj(K) has the following considerably stronger properties:
For t > 2, define P iu ..., it (K) = P it {Pn,.,n-i{K)).
Theorem 2.2 For any t € {1,..., n} ;
Pi lt ...,i t (K) = conv(K n {x:xj € {0,1}/or j = »i,...,»«}).
Corollary 2.3 P x n {K) = conv(K°).
Theorem 2.2 implies the following. 
Project M' S (K) onto the x-space. Call the resulting polyhedron Ps{K).
We then have
Theorem 2.5 P' S (K) = P S (K).
For proofs of these theorems, as well as their connection with earlier work and further details, the reader is referred to [1] .
Stronger tightening procedures
In this section, we use other inequalities (different from (l-Xj) > 0 and Xj > 0) in the multiplication step of lift-and-project tightening procedures. This idea was introduced by Loväsz and Schrijver [6] . For a detailed description of this and other lift-and-project tightening procedures the reader is referred to Ceria [4] .
Given any stable set S, the inequality x(S) < 1 is valid for C(G). The modified lift-andproject tightening procedure is defined as follows:
Procedure 2
1. Multiply Ax > b with 1 -x(S) and x t -, i G S, to obtain the nonlinear system
2. Linearize (3) by substituting yu for x t Xf, £ = 1,... , n, i £ S, and x t -for x?, i G 5, <m^ setting yu = yu-Call the polyhedron defined by the resulting system Hs(K).
Project Hs(K) onto the x-space. Call the resulting polyhedron Rs(K).
Appying Procedure 2 amounts to convexifying over all the variables in S as shown by the following theorem.
Proof: We claim that applying Step 1 of Procedure 2, then carrying out the multiplications in (3) and substituting x t -for xf, i e S, yields the same nonlinear system, say (*),
that we obtain by applying Step 1 of Procedure 1' with respect to S, carrying out the multiplications in (2) and substituting a;,-for zf, p > 2. Then the theorem follows since the linearization and projection of (*) onto the x-space yields conv(KC){x :
by Theorem 2.5.
To prove the claim, notice that after carrying out the multiplications in (2) and substituting Xi for xf, i€ 5, p > 2, all those terms containing the product x,Xj for some pair i,j € S become 0 since, for each such pair, 1 -x,--Xj > 0 is part of the system Ax -b > 0, and x,(l -Xi -Xj) > 0 implies -x,Xj > 0. Thus the only inequalities of (*) with nonzero terms are
• the inequality corresponding to the partition (Si,S 2 ) with 5"i = 0 and S 2 = S which is
• the \S\ inequalities corresponding to partitions of the form (S\, S 2 ) with Si = {i}, S 2 = S \ {i}, which are
But these are precisely the inequalities obtained by executing the multiplications in (3), which proves the claim. □ Let T be a set of vertices of G and let S = {Si,..., S*} be a cover of the vertices of T by stable sets Sj C T. When S is a partition, this is a ^-coloring of G(T), but in general we will not choose S to be a partition. For 2 < t < k, define i?s a s t (K)'= Rs t (Rsi,...,s t -i{K))-
Proo/; By induction on t. For 2 = 1, the statement is just Theorem 2.6 applied to S = Si.
Suppose the statement is true for t -1,... ,p -1 and let t = p. Then
= conv{Kf]{x: x,-G {0,1}, Vi G S a U...US P })
where ( Proof: Follows directly from Theorem 2.7. □
Applying the previous result with T = V implies that we can obtain C(G) in a number
of steps equal to the cardinality of any stable set cover of the vertices of G. Of course, this number is bounded below by the chromatic number of G. In a random graph with edge probability of 1/2, one can obtain a stable set cover of size in the order of n/log 2 n with
It is possible to further generalize these results by allowing for multiplication with inequalities corresponding to more than one stable set in S. In particular, we are interested in the following extension:
.,k and X{, i G T to obtain the nonlinear
2. Linearize (8) by substituting yu for XiXt, £ = l,...,n, i € T, and X{ for xf, i £ T, and setting yu = yu-Call the polyhedron defined by the resulting system H\,"k{K).
Project Hi".k(K) onto the x-space. Call the resulting polyhedron Ri...k{K).
The special case where T = V and each Sj reduces to a single vertex of G, say Sj = {j}, is one of the tightening procedures proposed by Loväsz and Schrijver [6] . When T ^ V and Sj = {j} for j € T, let us denote by NT(K) the polyhedron obtained in Step 3 of Procedure 3. It is easy to see that, for any S,
Ri.AK) C N T (K)
and, in fact, the relaxation R\_..k{K) can be substantially stronger when some of the S^'s in S have cardinality greater than one. For example, when
whereas it can be shown that
Lift-and-Project Cutting Planes
In this section we address the generation of cutting planes for the maximum clique problem
where, as before, K = FC(G) or any valid relaxation of C(G). The cut generation algorithms presented in this paper work indifferently for the maximum cardinality or maximum weight clique problems.
Cut generation linear program for Procedure 1
First, we consider Procedure 1 discussed in Section 2. Balas, Ceria and Cornuejols [1] showed that in order to generate a valid inequality ax > ß for Pj(K) that cuts off x (the current solution to the linear programming relaxation of (9)) by the largest amount, where 0 < Xj < 1, we need to solve the following linear program: 
where A; denotes the i th column of A. Then the cut ax > ß is obtained as follows: 
and defining The linear program (13) is significantly larger than (11) but it is closely related to it and this relationship can be used to avoid solving (13) from scratch. Indeed, assuming that we have solved (11) for two different fractional components of x, say j and £, we can combine the resulting optimum solutions to obtain a feasible solution to (13). Then, using sensitivity analysis, one can improve upon the combined solution by noting that the difference between linear program (13) and the two versions of (11) and decreasing it by 8 in the other will improve the solution of (13) at a rate given by the difference of the corresponding dual variables in (11). The updated u 3 , v 3 , u e , v e yield a stronger cut in general, although not necessarily the strongest for (13).
The linear programs (12) and (13), just like (11), can be restricted to the space of fractional components in x, and the resulting cuts can be lifted, as explained in [1] .
Cut generation linear program for NT(K)
In this section, we give the linear program that needs to be solved for finding a deepest cut which is valid for NT(K). Remember that Nj(K) arises from Procedure 3 by imposing the disjunctions VJ € X(XJ = 0 V Xj = 1).
We start with the higher dimensional relaxation that arises in 
Note that it is possible to solve this linear program by restricting it to the subspace corresponding to the fractional components of x. Indeed, it can be shown, using an argument similar to that in [1] , that the solution obtained in this subspace can be lifted optimally into a deepest cut for the full space.
Positive Semi-Definite Constraints
In this section and the next, we show how to further strengthen the polytope NT(K). For ease of notation, we present the results for T = V. Once again, we first derive the results in the higher dimensional space.
The idea of using a positive semi-definite (psd for short) constraint in higher dimensional formulations of 0-1 integer programs appeared first in [6] : if in Step 2 of Procedures 2 or 3 all the XiXi products appear 1 <?',£< n, then it is a valid constraint to enforce psdness of the symmetric matrix Y substituted for xx T . In the case where K = FC(G), the higher dimensional relaxation M(K) can be substantially strengthened by psdness. In this section, we show how to construct a closely related family of constraints.
We denote psdness of a matrix A by writing A >z 0. Let Y be the symmetric matrix of our variables yu, diag Y = x,Y 0 some n x p matrix formed from elements of Y, p < n, and S >z 0 some fixed p x p matrix. We consider the following psd constraint
The separation problem for (14) is to check whether (14) holds for given matrix Y and, if it does not, to produce a cutting plane which is valid for all matrices satisfying (14) but not for the given matrix. In the following we show that (14) behaves well algorithmically and we give two choices for S and io with the property that the resulting constraint (14) is valid for our higher dimensional representations. which is the same as
Thus, (19) is a linearized form of (14), and separation goes as follows:
This step is of order n 3 since it amounts to performing Gaussian elimination, see [5] page 295. 
Proposition 4.3 Constraint (14) with the above choice of S and Y 0 is satisfied byY = xx if x is a 0-1 vector satisfying Bx < c.
Proof.
Bx < c implies \Bx\ 2 < |c| 2 , thus the last expression is indeed psd. ■
A simple observation shows that we can use the psd constraint (14) in a restricted way: if in our higher dimensional formulations we do not have all possible variables j/^, 1 < i,£ < n,
i.e. we only generated some elements of the n x n matrix F, all we must do is enforce psdness of the available principal submatrices.
5 Generating Cutting Planes from Semi-Definite Constraints
In this section we address the question of generating cuts in the x-space, based on the positive semi-definiteness arguments developed in Section 4.
Consider a higher-dimensional representation of our 0-1 program
where the linear inequalities arise from Step 2 of Procedures 3 and from the valid constraints for the convex set defined by (14). Note that system (23) has infinitely many constraints.
Nevertheless, for the sake of simplicity, we use the above matrix notation.
The components y,j of the vector y can be viewed as elements of a square matrix Y with diagonal x. It was shown in Section 4 that the separation problem for the semi-definite constraints in (23) amounts to computing a minimum eigenvalue. In our computational experiments, we use the following version of the separation algorithm. Otherwise, let v £ 3£ n be a corresponding nonzero eigenvector.
2. An inequality of (23) 
Suppose that we would like to generate a cutting plane ax > ß in the space of the x variables from system (23). In the rest of the section we show that the separation algorithm will suffice to generate the columns of our cut-generation LP; as a by-product, we also get a nice interpretation of its dual.
Assume that we are given a current fractional point, x. To derive a cutting plane of the form ax > ß (with a < 0 and ß < 0) which cuts off x by the largest amount, we must solve
-uc + ß < 0 u>0.
Suppose that we normalize our system by choosing ß = -1. Next, a can be eliminated
Consider the dual of (25),
min t s.t. t > 0
By-ct > -Dx Comparing (23) and (27), we can interpret (27) as follows: Since we are able to generate a cut violated by x, there cannot be a y with (x,y) satisfying (23). Hence the system Dx + By > ct is infeasible for t = 1, and the minimum of t in (27) is attained for some t* > 1. The larger the value of t*, the larger the amount -(ax + 1) by which the point x is cut off by the inequality ax > -1. Thus we have the following duality relationship: 
Computational Experience
The purpose of this section is twofold: First, we want to investigate the strength of our various cuts, in particular those obtained by using positive semi-definiteness. Second, we
want to see how a general-purpose mixed integer programing code, using Procedure 1 in a branch-and-cut framework, performs on the maximum clique problem. We report on our computational experience with several instances from the testbed provided in the DIMACS Challenge.
All experiments were performed starting from formulations FC(G) or SC(G) described in Section 1. The stable sets Sk, k = 1,... , m, covering the edges of G in the definition of SC(G) are generated using a greedy procedure. In the generic step of the procedure, called The gap closed by Procedure 1 was ^fffrf 1 » 3%, that closed by Procedure 2 (|5| = 4) was 6.28-6.08 ~ 9% and that closed by Procedure 3 (|T| = 4) was 6 f 2 ;ff «17%. In all cases the choice of variables was based on their fractionality: we observed (and it is supported by theoretical evidence [4] , page 94) that using components of the current solution which are close to 1/2 usually gives the greatest improvements in Procedures 1-3. This example shows that substantial gains can be achieved by using the stronger formulations, and Procedure 3 seems the most attractive.
We conducted three experiments with Procedure 3 to generate cutting planes. In all cases we chose k = 6, Sj = {ij}, j = l,...,fc and T = {ii,...,i k }. That is, each of the k stable sets we multiplied by to obtain our higher dimensional representation, consisted of a single vertex. The above choice of k is justified as follows: it should be large enough, so that positive semi-definiteness can make a difference; and small enough so that the cut-generation linear programs can still be solved in a reasonable amount of time.
Our test set contained six randomly generated graphs, three with 30 vertices and 20, 30
and 40 % density, respectively, and three with 50 vertices and 15, 20 and 25 % density.
Our first experiment was done without using semi-definiteness in the cut-generation.
When we used FC(G) as our initial relaxation, in every case we obtained a cut that could be obtained with Procedure 1 with some {ij} for j G {1, ...,&}. These results are not surprising: As mentioned in Section 2, when K = FC(G),
Since our procedure generates facets of Nj{K) and the facets of N T (K) are facets of conv(KC\ {x : Xj £ {0,1}}) for some j € {1,...,&}, they are also obtainable by using Procedure 1.
When we used SC(G) as our initial relaxation, we still observed the same behavior in most cases.
In our second experiment we used semi-definiteness. First, we solved our initial LPrelaxation. Then we chose our 6 variables T to be as fractional as possible, and in a way that the corresponding vertices induced a dense subgraph. Our experience was that semidefiniteness did not improve our cuts in any of the cases, no matter whether our initial relaxation was FC(G) or SC(G).
In our third experiment we also used semi-definiteness. Again, first we solved the initial LP-relaxation. Then our 6 variables T were chosen to be as fractional as possible, and such that the corresponding variables induced a sparse subgraph. Our experience is that semidefiniteness substantially improved our cuts, when our initial relaxation was FC(G). In Table 1 we show the improvement in the depth of the generated cuts, averaged over 4 cuts, Table 1 : Improvement in cut-depth using positive semi-definiteness when our initial relaxation was FC(G). (The depth of a cut ax > ß is the euclidean distance between the point x it is designed to cut off, and the hyperplane ax = ß). With our initial relaxation chosen as SC(G), the improvements were marginal, or nil.
We summarize the results of this section as follows. Substantial gains can be achieved by using tightening Procedure 3 as compared to Procedure 1, as is examplified by our results on hamming6-4. Unfortunately, these encouraging results do not translate into substantially better cuts. In other words, even though the set NT(K) is a tighter relaxation than Pj(K), the facets of NT(K) are often not better than those of Pj(K) when used individually as cuts.
The situation improves somewhat with positive semi-definite cuts but not enough to justify the substantial extra computing time. As a consequence, we settled on the cuts generated from Procedure 1 for our more extensive computational study.
Results with Procedure 1
The lift-and-project cutting planes associated with Procedure 1 are incorporated into a branch-and-cut algorithm. The resulting code, called MIPO, can solve general mixed 0-1 programs, and is described in [2] . In order to apply it to the maximum clique problem we first use the heuristic GENSTABLE described earlier to generate a cover of the nonedges by stable sets. Then we apply MIPO to this formulation. The results are shown in Table 2 .
Times are in seconds on an Apollo desktop workstation HP720.
The following observations can be made from this table.
For the instances which have a large maximum clique, MIPO did relatively well. Specifically, for the nine instances in Table 2 which have a maximum clique of size greater than 40, only two instance took more than 800 seconds. On the other seven instances, MIPO only took an average of 210 seconds. This is in contrast to the behavior of several other exact algorithms, which tend to deteriorate when the size of the maximum clique increases.
In 40 % of the instances, GENSTABLE generated a formulation with no integrality gap, resulting in excellent computing times. For the problems where cuts were required, the computing times were significantly greater. But remember that MIPO is a general purpose mixed integer program optimizer. We did not taylor it in any way for the maximum clique problem.
One aspect of this class of integer programs is that LP-relaxations tend to have highly fractional solutions. As a result, we can rarely take advantage of the lifting step described in [2] , where the cuts are generated in the space of fractional variables of the current solution, then lifted into the whole space.
It is clear from Table 2 that the cuts are working: only five problems required more than 300 cuts and nodes in the branch-and-cut tree. The main drawback is the computing time required to generate the cuts. Thus there is a need to address the question of finding faster cut-generation heuristics. An attractive direction for future research would be to generate cutting planes in subspaces of variables defined by relatively small subsets of vertices, instead of the full space as is currently the case with MIPO.
