We study the statistical properties of random shock waves in stochastic Burgers equation subject to random space-time perturbations and random initial conditions. By using the response-excitation probability density function (PDF) method and the Mori-Zwanzig (MZ) formulation of irreversible statistical mechanics, we derive exact reducedorder equations for the one-point and two-point PDFs of the solution field. In particular, we compute the statistical properties of random shock waves in the inviscid limit by using an adaptive (shock-capturing) discontinuous Galerkin method in both physical and probability spaces. We consider stochastic flows generated by high-dimensional random initial conditions and random additive forcing terms, yielding multiple interacting shock waves collapsing into clusters and settling down to a similarity state. We also address the question of how random shock waves in space and time manifest themselves in probability space. The proposed new mathematical framework can be applied to different conservation laws, potentially leading to new insights into highdimensional stochastic dynamical systems and more efficient computational algorithms.
Introduction
In this paper, we study the statistical properties of the solution to the stochastic Burgers equation subject to random initial conditions and space-time additive random forcing terms. Although such a simple model cannot describe real fluid turbulence because of its explicit integrability and lack of chaotic character [1, 2] , it has been studied extensively as a useful benchmark to validate theoretical methods and computational algorithms. In particular, the so-called Here, we consider two initial conditions with different correlation lengths randomly sampled from (3.6) and a realization of the random forcing term (3.5) . It is seen that at t = 2 the velocity field already developed the triangular-shaped shock structure that is characteristic of the Burgers turbulence regime. Note that even weak additive forcing (σ = 0.05) can influence the solution, especially for rough initial conditions (l c = 0.01). (Online version in colour.)
Burgers turbulence regime, i.e. the inviscid limit of the solution to the Burgers equation in the long-time integration, has been the subject of many investigations, e.g. [3] [4] [5] [6] [7] . It has been found that the statistical properties of the velocity field and the stochastic dynamics of the associated shock waves depend strongly on the probability distribution of both the initial data and the additive random forcing term. For example, Gaussian processes [4, 6] , white noise processes [7] [8] [9] [10] [11] [12] and fractional Brownian motion perturbations in the initial condition [10, 13, 14] yield a completely different probabilistic structure of the velocity field. Similarly, additive random forcing terms can have a significant effect on the solution, e.g. they can generate anomalous shock displacement [15] and influence shock clustering [16] [17] [18] even at small amplitude. This is shown in figure 1 , where we plot four realizations of the velocity field in the inviscid limit. Specifically, we consider solutions corresponding to two different initial conditions, randomly sampled from statistical ensembles with short and moderate correlation lengths. We also show the effects of weak additive forcing on the dynamics of the system. To compute the statistical properties of the solution to stochastic Burgers problem, we need a representation of the functional relation between the state variables of the system and the random input processes. Well-known approaches are polynomial chaos [19] [20] [21] , multi-element and sparse adaptive probabilistic collocation [22, 23] , high-dimensional model representations [24] , stochastic biorthogonal expansions [25, 26] and separated representations [27, 28] . These techniques can provide considerable speed-up in computational time when compared to Monte Carlo (MC) or quasi-MC methods, and they are usually effective for the determination of the first few statistical moments of the solution. Here, we follow a different approach based on modelling, via deterministic equations, the probability density function (pdf) of the solution to the stochastic Burgers equation. The key idea stems from techniques of irreversible statistical mechanics, in particular, the Mori-Zwanzig (MZ) formalism [29] [30] [31] [32] [33] , and it relies on deriving reduced-order kinetic equations for the stochastic velocity field in the limits of small viscosity and small perturbations. We combine this approach with the adaptive discontinuous Galerkin (DG) 
method we have recently proposed in [34] to provide an efficient computational framework for the stochastic Burgers equation. The same framework can potentially be applied to more general system of stochastic conservation laws.
The paper is organized as follows. In §2, we derive the exact kinetic equation for the joint response-excitation PDF of the solution to the stochastic Burgers equation with parametrized random additive forcing. We also develop reduced-order kinetic equations for the single-point and the two-point PDF of the velocity field by using the MZ formalism. In particular, we determine a sequence of computable approximations based on Kubo-Van Kampen operator cumulant expansions. In §3, we perform stochastic simulations of the Burgers problem and compute the numerical solution to the MZ-PDF equations we derived in §2. To this end, we use the adaptive DG method described in appendix B. In particular, we study random flows induced by high-dimensional random initial conditions and random forcing terms, and discuss the statistical properties of the solution, including the shock development and clustering. Finally, the main findings and their implications are summarized in §4. We also include appendix A, where we briefly discuss shock waves in probability spaces.
Kinetic equations for Burgers turbulence
Let us consider the following prototype initial/boundary value problem for the Burgers equation
where the initial condition u 0 (x; ω) and the forcing term f (x, t; ω) are square integrable random fields defined on a complete probability space. For each realization of u 0 (x; ω) and f (x, t; ω), the solution u(x, t; ω) takes values in the space L 2 ([0, 2π ], R) on which the operator ∂ 2 /∂x 2 is endowed with periodic boundary conditions. The problem (2.1) is well-posed, since we can write u∂u/∂x as (∂u 2 /∂x)/2, which is locally Lipschitz from the Sobolev space 1 W 1/4,2 into W −1,2 , thus, allowing us to apply general local well-posedness theorems [35, 36] . The regularity of the solution to equation (2.1) depends on the regularity of the random noise f (x, t; ω). In particular, if f is space-time white noise, then u has the regularity of Brownian motion, i.e. it is not differentiable in x. In this paper, we consider smooth noise, eventually yielding white noise as a result of a suitable limiting procedure. In particular, we represent f (x, t; ω) and u 0 (x; ω) in terms of series expansions involving proper sets of random variables
2)
The existence and uniqueness of the solution to equation (2.1) for each realization of u 0 (x; η) and f (x, t; ξ ) allows us to consider the random field u(x, t; ω) as a deterministic function of ξ and η, i.e. we have a flow map U such that
Note that at initial time U(x, 0; η, ξ ) = u 0 (x; η). The joint PDF of the solution to equation (2.1) and the random vector ξ (ω) admits the following representation (see, e.g. [37] [38] [39] ):
1 The Sobolev space is defined as W where a ∈ R, b ∈ R m , A 0 ∈ R l , B ∈ R m , q(A 0 , B) denotes the (possibly compactly supported) joint PDF of the random vectors η and ξ , and δ(b − B) is a multi-dimensional Dirac delta function, i.e.
The one-point one-time PDF of the solution to equation (2.1) is obtained by integrating (2.4) with
Differentiating (2.4) with respect to x and t and using suitable identities involving the Dirac delta function yields the following exact joint response-excitation PDF equation 2 :
where we used the shorthand notation p(t) ≡ p(x, t; a, b). The last term on the right-hand side is defined as
and it represents an unclosed term that has to be treated using closure models having additional assumptions [40, 41] . For example, we can introduce a conditional average u xx |u 3 and rewrite (2.6) as
An interesting question is what happens to the solution to the PDF equations (2.6) or (2.8) in the limit of zero viscosity ν → 0. In this case, equation (2.1) becomes a hyperbolic conservation law that can generate shock discontinuities at random space-time locations (see figure 1 for a few solution samples). There has been extensive theoretical investigation of the inviscid limit to the solution to the viscous Burgers equation (e.g. [7, 13, 42] ). From the PDF standpoint, the inviscid limit influences the conditional average in equation (2.8). In particular, it contributes sharply to the PDF dynamics nearby the space-time locations where random shocks develop. This is sometimes referred to as dissipative anomalies [41] . As we shall see in §3, the numerical dissipation associated with finite resolution in numerical simulations of equations (2.1) and (2.8) dominates the regularizing diffusion terms for ν → 0. Therefore, from a numerical standpoint, we could set ν = 0 in equations (2.1) and (2.8) and study the inviscid limit of the Burgers equation in the sense of vanishing numerical viscosity for increasing levels of resolution. 2 Note that differentiating (2.6) with respect to a allows us to remove the integral term and it yields a second-order linear PDE. 3 The conditional average is explicitly defined as (a) Reduced-order PDF equations: MZ approach
Let us set ν = 0 in the PDF equation (2.8) and rewrite it in a Liouville-type form as
where
Since L 0 is a time-independent linear operator, it is convenient to integrate out exactly the dynamics associated with it first, so as to circumscribe the approximation problem to L 1 (t). This can be carried out by means of a preliminary time-dependent transformation
which is known as interaction picture in quantum mechanics. Substituting (2.11) into equation (2.9)
Note that L 0 depends only on the phase variable a, representing the velocity field, but not on the phase variables b associated with the random forcing term. This implies that the PDF of u(x, t; ω) can be, in principle, obtained by inverting equation (2.11) and then integrating it with respect to b. This operation can be conveniently represented in terms of an orthogonal projection operator
where q(b) denotes the joint PDF of the random vector ξ appearing in the forcing term. Note that P 2 = P and that PL 0 = L 0 P, i.e. P commutes with L 0 . In addition, integration of equation (2.13) with respect to b yields p u (t), that is, the one-point one-time PDF of the velocity field that solves equation (2.1) in the inviscid limit. If we apply P to both sides of equation (2.11), differentiate it with respect to t, and integrate with respect to b, we obtain
The next step is to determine the law for ∂Pw(t)/∂t. This can be done in a formally exact way by using the MZ formalism, in particular, the convolutionless form [29, 31, 32] . This yields
In equation (2.19) , ← − T and − → T denote, respectively, the chronological and the anti-chronological time-ordering operators. If the joint PDF p(0) = w(0) is separable, i.e. if the initial condition u(x, 0; η) is independent of the random excitation vector ξ , then w(0) is in the range of P and we have Qw(0) = 0 in equation (2.15). In the following, we will consider such case. 
So far everything that has been said is exact and it has led us to equations (2.14) and (2.15), which are linear and of infinite order in the phase variable a. We now introduce approximations. To this end, we expand the right-hand side of equation (2.15 ) in formal power series in the coupling parameter σ (see [29] for details). This yields
Substituting (2.20) into equation (2.14) gives the reduced order kinetic equation 21) where [29, 43, 44] relative to the joint PDF of the random vector ξ . For instance, the first two cumulants are .22) and
each one being a linear operator in the phase variables a and x. The nth order operator cumulant N (t 1 ) · · · N (t n ) K can be calculated by using diagrammatic methods [43] . The reduced-order kinetic equation (2.21) is linear, formally exact, but it involves derivatives of infinite-order in both variables x and a. Such derivatives come from the operator cumulants as well as from the exponential operators appearing in equations (2.12) and (2.21). In a finite-dimensional setting, these quantities can be computed by using efficient numerical algorithms, e.g. based on scalingsquaring techniques, Padé approximants, or Krylov subspace projection methods [45] [46] [47] [48] . Any finite-order truncation of the series within the brackets in equation (2.21) yields an approximation whose accuracy depends on the magnitude of σ , the integration time t, as well as on the decay rate of the Kubo-Van Kampen operator cumulants N (t 1 ) · · · N (t n ) K . The latter depends on the properties of the random forcing. For example, in Langevin systems forced with Gaussian white noise it can be shown that the approximation obtained by retaining only the first two operator cumulants is exact for arbitrary σ (see [29] ). We remark that the kinetic equation (2.21) can also be derived by using the asymptotic perturbation theory of semigroups [49, 50] . The simplest way to do so is to consider the formal (implicit) solution to equation (2.9) 24) and generate a sequence of approximations by recursive substitution, starting from p(0). This yields
Assuming that p(0) is separable as p(0) = p u (0)q(b), integrating equation (2.25) with respect to b yields the second-order approximation to the formal analytical solution to equation (2.21), i.e. where
An interesting subcase of equations (2.14) and (2.26) is obtained by assuming that the random forcing does not depend on x. This yields the simplified kinetic equation 
(b) Kinetic equations for the two-point PDF Let us consider the two-point joint response-excitation PDF, i.e. the joint PDF of u(x 1 , t; ω), u(x 2 , t; ω) and ξ ,
Such PDF satisfies the obvious limiting condition 30) where p(x 1 , t; a 1 , b) is the one-point PDF (2.4). It can be shown (see, e.g. [37, 38] ) that in the inviscid limit ν → 0, the PDF (2.29) satisfies the exact kinetic equation
By following the same mathematical steps that led us to equation (2.21), we obtain the following reduced-order kinetic equation for the two-point PDF of the solution field 4 23) . As we will see in §3, the two-point PDF of the velocity field can be used to calculate important quantities such as the turbulent energy and indicator functions to stochastic shock clustering.
. G(t)G(s)
K , are defined as in equations (2.22)-(2.
Stochastic simulations
The numerical simulation of the stochastic Burgers problem equation (2.1) has recently attracted considerable attention [51, 52] . One difficult challenge is an effective computation of the solution in the inviscid limit, in particular in the presence of random forcing terms and random initial conditions. In fact, this could generate random shock waves at random space-time locations (see appendix A for a detailed description of shock waves in probability space). In this paper, we tackle this problem by using the adaptive DG method we have recently developed in [34] In particular, we consider a prototype space-independent forcing term
where ξ (ω) and η(ω) are independent zero-mean Gaussian random variables with standard deviation π/10 and 1, respectively. In this hypothesis, the joint PDF of u 0 and ξ is
We set the amplitude of the random forcing term in equations (2.8) and (2.1) to σ = 1. The joint PDF equation (2.8) is solved by using the DG method with 50 elements of order p = 4 and 15th degree Hermite polynomials for the excitation space. Time-stepping is based on the fourth-order Runge-Kutta scheme with t = 2 × 10 −4 . In figure 3 , we plot the results of our simulations, which show that the joint PDF solution coincides with the MC approach. Thus, in what follows we set ν = 0 in all kinetic equations we obtained in §2. Note that the shock wave at t = 1 arising from the system does not arise in the response PDF shown in figure 3 . Instead, such PDF solution looks rather smooth. As we will see in the next subsection, however, smooth multi-modal PDFs can generate flow realizations with discontinuities, i.e. shocks. 
(a) High-dimensional random initial conditions
In this section, we present numerical results for various types of spatially correlated, highdimensional random initial conditions. First of all, we show that a smooth multi-modal PDF can generate shock realizations. This is done in figure 4 , where we consider the one-point PDF of the velocity field in the inviscid limit for initial conditions in equation (3.1). In contrast to the previous example where η was set to be zero mean, here we consider a Gaussian η with mean π and standard deviation π/10. The non-vanishing mean induces stirring of the PDF along the x-direction, yielding multi-modal patterns after short time. The corresponding cumulative distribution function (CDF) is defined as
and it is plotted in the second row of figure 4. In the third row, we provide samples of the velocity field obtained from the CDF shown in the second row. It is seen that shock patterns can be generated from CDFs resembling a step function. In other words, the location and the steepness of the peaks in the one-point PDF can determine shock waves in the physical space. However, as we point out in appendix A, the statistical information encoded in the one-point PDF is not sufficient to completely characterize the structure of shocks in space and time. Indeed, it is possible to manufacture a random initial condition problem for the inviscid Burgers equation having a significantly different shock structure in the physical space, but exactly the same onepoint PDF dynamics. To this end, simply consider a set of i. 
. . the Gaussian initial condition
whose one-point PDF is Gaussian with mean 0 and variance 1 at all spatial points x, disregarding m. For large values of m, we have very rough initial conditions developing shock discontinuities very early in time, while for small values of m we have smoother initial conditions developing shocks at later times. However, the one-point PDF dynamics predicted by equation (2.8) for f = 0 and ν → 0 is exactly the same. In other words, the one-point PDF does not encode enough statistical information to characterize shock dynamics and clustering. However, it allows us to compute all single-point statistical moments of the velocity field, as well as rare events (tails of the PDF).
(b) High-dimensional random forcing
The numerical simulation of the joint PDF equation (2.9) in the presence of a high-dimensional random forcing is a very challenging problem, as it involves the representation of a scalar field (the joint PDF) in a high-dimensional parametric space. For a moderate number of dimensions, effective approaches are multi-element and sparse adaptive probabilistic collocation [22, 23, 34] .
On the other hand, the MZ projection operator formalism we developed in previous sections allows us to formally integrate out all the phase variables associated with the random forcing (i.e. the variables b), yielding low-dimensional PDF equations in equation (2.21).
Let us first consider a zero-mean homogeneous (in space) Gaussian random process with exponential covariance function
where τ is the correlation time. Specifically, we choose T = 5 and τ = 0.01, i.e. a nearly white-intime Gaussian random process. The Karhunen-Loève (KL) expansion of such weakly correlated random forcing requires at least 57 random variables to achieve less than 5% error in the eigenspectrum. We first compute a benchmark PDF solution by solving equation (2.9) using sparse grid collocation of level 2 [54] . This entails sampling equation (2.9) at 6841 sparse grid points and then integrate the joint PDF p(t) with respect to b in a 57-dimensional space by using appropriate quadrature rules. This benchmark solution is used to determine the accuracy of various truncations to the MZ-PDF equation (2.21), i.e. equation (2.28). This is done in figure 5 , where we compare the one-point PDF of the velocity field at x = π obtained by the first-and second-order approximations to equation (2.28). In the first-order approximation, we basically neglect all the terms of order σ 2 or higher. We see that when σ is small, e.g. σ = 0.01, both the first-and second-order approximations are in good agreement with the benchmark PDF solution up to t = 5. However, as σ becomes larger, the small-noise approximation based on the firstand second-order truncations slightly diverge from the MC benchmark solution. However, the computational cost of solving the second-order approximation to equation (2.28 ) in this case is less than 2% the cost of solving the exact equation (2.9). Therefore, the MZ-PDF framework provides a computationally efficient way to determine the one-point statistics of the velocity field.
(c) Burgers turbulence and the stochastic shock clustering
Let us go back to the flow example discussed in the Introduction, showing a realization of shock clustering and shock displacement induced by weak space-time additive forcing (see figure 1) . The forcing term considered there was a sample of the space-time Gaussian random field where ξ k are jointly normal (independent) random variables, while the initial condition is an exponentially correlated random field represented in terms of a KL series expansion [55, 56] in the form: 6) where η k are independent normal random variables, and λ k and Ψ k are, respectively, eigenvalues and eigenfunctions of the exponential covariance function
The quantity l c denotes the spatial correlation length [57, 58] of the random initial velocity (3.6).
In figure 6 , we show the time snapshots of the one-PDF of the velocity field obtained from the second-order approximation to the MZ equation (2.21). Specifically, we consider an initial condition in the form (3.6) with l c = 0.01, and the forcing term (3.5) with amplitude σ = 0.05. As pointed out in appendix A, the one-point PDF of the solution field does not tell us anything about the structure of shocks in space and time, thus about shock clustering. Therefore, if we are interested in studying this phenomenon, we should resort to other functionals of the velocity field, in particular on asymptotic properties. In Burgers turbulence, these can be grouped into two main classes: (i) universal properties that are independent of initial or boundary conditions, and (ii) properties that depend heavily on such conditions. For instance, the k −2 slope in the inertial range of the energy spectrum is a universal property while the time-evolution of the kinetic energy per unit length is not [6, 59] . Many universal properties can be defined in terms of the two-point correlation function, e.g. and the power spectral densityẼ
J (t) is known to be invariant in time [60] . Another interesting quantity which is ultimately related to stochastic shock clustering [3, 61] is the turbulent energy per unit length
The two-point correlation function appearing in equations (3.8), (3.10) and (3.11) can be determined by integrating the solution to the two-point MZ-PDF equation (2.33) as (see figure 7 )
In figure 8 , we plot the power spectral density (3.9) and the normalized turbulent energy per unit length (3.11) for random initial conditions (3.6) with different correlation lengths l c and random forcing terms (3.5) of different amplitude σ . It is seen that for σ = 0 the slope of the power spectral density in the inertial range is k −2 , independently of l c . This is in agreement with Figure 9 . Space-time portraits of the normalized turbulent energy in Burgers turbulence. Specifically, we plot E(x, t)/E(x, 0) (3.11) for random initial conditions (3.6) with different correlation lengths l c and random forcing terms (3.5) of different amplitudes σ . It is seen that the normalized turbulent energy is an indicator function of stochastic shock clustering for rough random initial conditions. In particular, the initial rapid decay of the turbulent energy observed for l c = 0.01 corresponds to the transient dynamics in which the velocity field is regularized by shock clustering (see sample solutions in figure 1 ) before settling down to the similarity state. The black line in each plot indicates the shock front associated with the sin(x) term in (3.6 classical results on Burgers turbulence. We also observe a perturbation in the energy spectrum due to the energy injected in the system through the random forcing term. This slightly increases the turbulent energy per unit length, relatively to the case where there is no forcing. Note that rough random initial conditions, i.e. those with correlation length = 0.01, are associated with an initial rapid decay of the normalized turbulent energy due to shock clustering (see also figure 9 ). Later on, the train of triangular shocks settles down to a similarity state where the turbulent energy decays approximately as t −2/3 , in agreement with classical results of Tokunaga [62] and Kida [6] . In figure 9 , we plot the space-time portraits of the normalized turbulent energŷ E(x, t)/Ê(x, 0), whereÊ(x, t) is defined in equation (3.11) . It is seen that the turbulent energy undergoes a rapid decay for initial conditions with short correlation length, i.e. for l c = 0.01. Such rapid decay corresponds to the transient dynamics in which the velocity field is regularized by shock clustering (see sample solutions in figure 1 ) before settling down to the similarity state. The black line in each plot indicates the shock front associated with the sin(x) term in (3.6). Such contribution is responsible for the increase in the normalized turbulent energy, in particular for initial conditions with large correlation lengths.
Summary
In this paper, we studied the statistical properties of random shock waves governed by the stochastic Burgers equation subject to high-dimensional random initial conditions and additive random forcing terms. We revisited this fundamental problem of classical fluid mechanics and provided new insights into the analysis of the underlying nonlinear processes. Specifically, by using the MZ formulation of irreversible statistical mechanics, we derived reduced-order PDF equations for the one-and the two-point PDFs of the velocity field in the inviscid limit and computed their numerical solution by using our recently developed adaptive (shock-capturing) DG method. We demonstrated that the regularization effect induced in the PDF dynamics by finite numerical resolution (numerical viscosity of the scheme) dominates the diffusion term in the inviscid limit, but does not affect the statistical properties of the solution significantly. We also addressed the question of how random shock waves in space-time manifest themselves in probability space. By using a relatively simple problem, we have shown that there are two main sources of shocks in the one-point PDF of a random field: (i) discontinuities of the random field in space and time and (ii) compactness of the range of the random variables underlying the random field. At the same time, by using simple arguments we proved that information on shock dynamics and clustering is not encoded in the one-point PDF. This is due to the large number of statistical symmetries satisfied by the one-point PDF, the simplest one being samplerelabelling symmetry. However, by using the two-point PDF of the velocity field, whose exact dynamics is governed by an MZ-type equation, we can compute important quantities, such as the turbulent energy, which is ultimately related to shock dynamics and clustering. In future work, we will compute energy and probability fluxes at various scales by using the two-point PDF equation, which is of fundamental importance, e.g. in the inverse cascade of vorticity arising in two-dimensional turbulence [63, 64] . In addition, the approach presented in this paper can be extended to more general systems of randomly perturbed scalar conservation laws and nonlinear PDEs. This is useful to many disciplines and it may lead to new insights into high-dimensional stochastic dynamics and also the development of more efficient computational algorithms. Figure 11 . Shock waves in probability space. Shown is the one-point PDF of the discontinuous random field (A 1) in the case where η is Gaussian (a) or uniform (b) random variable. The shock wave in the PDF can be generated either by physical discontinuities in the random field or by the compactness of the range of the underlying random variables. (Online version in colour.) (2.1). We addressed this important point in §3. Summarizing the main results of this section we can say that -random fields with shocks can induce shocks in the one-point PDF; -the one-point PDF of ensembles of fields with shocks can be smooth; and -the one-point PDF of random fields does not provide any information about the structure of shocks in space and time.
In this paper, we studied the PDF dynamics of the solution to the inviscid stochastic Burgers problem (2.1). In particular, we focused on one-and two-point distributions associated with various types of random initial conditions and random forcing terms.
