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Abstract
The morphology of biological cells changes significantly when the cells carries out
biological processes. These morphological changes are controlled by the plasma
membrane, the biochemical signaling, and the actin network. The roles of plasma
membrane and biochemical signaling have been studied extensively in the litera-
ture, while the roles of the actin network during these biological processes are less
understood. For example, actin filaments are known to be active in clathrin-
mediated endocytosis, phagocytosis, and viral budding. However, how a thin
actin network is capable of producing the drastic morphological changes in these
processes is still open question from the mechanics point of view.
In this thesis research, a model is developed for investigating the deformation
mechanisms of the cell surface structures during the biological process that involves
significant morphological changes. The model consists of two parts: The first one
is the mechanics of the cell surface structure, and this is taken into account by a
thin shell theory that allows large deformation and finite elasticity in the system.
The second part, on other hand, describes the changes in the cell surface structures
when the cell carries out the biological processes. The changes are represented by
transformation strains, forces, and dipoles in the shell. The model is termed the
shell transformation model in this thesis.
vi
Abstract vii
The shell transformation model is applied to examine the pit formation and
invagination process during clathrin-mediated endocytosis, the viral budding, and
the formation of pseudopodium during the phagocytosis. Of particular interest are
the mechanisms that lead to the unique morphology observed in the experiments
of the biological processes.
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Chapter 1
Introduction
1.1 Overview of Cell Surface Structures
The mechanics of the cell surface plays an important role in the morphological
changes of the cells when the cells carry out biological processes such as budding,
endocytosis and cytokinesis (Bao and Bao 2005; Fletcher and Mullins 2010; Zhu
et al. 2000). The key components involved in the morphological changes of the
cell surface structure are the plasma membrane, actin filaments, microtubules and
cytosol. The organization of the four components in the cell is shown in Fig. 1.1.
The plasma membrane forms the exterior of the cell. It is a bilayer struc-
ture mainly consisting of phospholipid molecules which are held together by non-
covalent interactions (Harland et al. 2010; Seifert 1997; Singer and Nicolson 1972).
In addition to the phospholipids, the plasma membrane is also embedded with
molecules such as cholesterol, carbohydrates and transmembrane proteins. The
plasma membrane can change its morphology significantly by the remodeling proc-
esses whereby membrane molecules are inserted, removed or moved across the
bilayer structure (McMahon and Gallop 2005).
The thickness of the plasma membrane is approximately 5 nm, much smaller
than the diameter of cells, which is about 10–30 µm (Bruce et al. 2008). The
mechanical property of the plasma membrane is characterized by the bending
1
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Figure 1.1: Schematic diagrams of (a) the cross-section of the cell and its components
which includes the plasma membrane, cytoskeleton and cytoplasm, (b) the bilayer struc-
ture of plasma membrane with the actin filament attached by ARP, and (c) microtubules
within the cell.
rigidity of the cell membrane. The bending rigidity reported in the literature is
in the range of 10–30 kBT (Evan 1983; Jin et al. 2006). The value varies with
the composition of the membrane, the amount of cholesterol, the distribution of
carbohydrates and the type of transmembrane proteins embedded in the membrane
(Zimmerberg and Kozlov 2006).
The fundamental role of the plasma membrane is to contain the cytoplasm
and to separate the inside of the cell from its external environment. In addition to
this function, the plasma membrane is also used to wrap extracellular materials to
form a vesicle during the endocytosis process. The vesicles are then transported to
different organelles of the cell such as endoplasmic reticulum (ER), Golgi apparatus
and mitochondria. Similar to the cell surface, the surfaces of these organelles are
also made of plasma membrane (Hinrichsen et al. 2006).
Actin filaments form the cortex zone beneath the plasma membrane. The
basic structure of the actin filament is a helix of two polymer strands comprised of
globular actin proteins. The diameter of each helix is 7–9 nm, and the persistent
length of the structure is 10–20 µm (Gittes et al. 1993). The helix is adhered to the
plasma membrane by the actin-related protein (ARP) complex. It can also undergo
branching when an ARP complex attaches to the helix to facilitate nucleation of
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another helix. The process of branching results in a three-dimensional network of
actin filaments, which adheres to the plasma membrane and provides a mechanical
support for the membrane (Morone et al. 2006).
The thickness of the actin network varies from 10 nm to 1 µm (Pontani et al.
2009). The variation can be caused by several factors, including regulation of
the ARP complex by the cell, the presence of the actin-binding proteins, and the
nucleation rate of actin proteins (Brugues et al. 2010). The mechanical property of
the actin network is characterized by the shear modulus which ranges from 0.01 Pa
to several tens of Pa when subjected to shear flow in micro-rheology studies (Palmer
and Boyce 2008; Shin et al. 2004).
The main function of the actin filament is to provide mechanical support for the
thin plasma membrane of the cell. In addition, the actin filament can also change
the morphology of the plasma membrane when the actin network is organized by
motor proteins. For example, the motor protein myosin I contain two domains that
can bind to adjacent actin filaments (Kim and Flavell 2008). One of the domains is
fixed on the filament, while the other domain is a terminal head that can traverse
along the filament. The difference between the two domains leads to sliding of actin
filaments and accordingly the reorganization in the surface structure (Pollard and
Borisy 2003; Verkhovsky et al. 1999).
The cell surface structure, consisting of the plasma membrane and the actin
network, is supported by microtubules, which emanate from the centrosome. Mi-
crotubules are mainly composed of α-tubulin and β-tubulin. These two types of
tubulins alternate to form a single strand of protofilament, and thirteen parallel
protofilaments in turn assembles into a hollow cylindrical structure. The hallow
cylinder is a polarized structure where the minus end is embedded in the cen-
trosome and the plus end grows toward the cell periphery (Desai and Mitchison
1997).
The diameter of the microtubules is 24 nm and has a persistent length ranging
from 1 to 6 mm (Elbaum et al. 1996). The significantly large persistent length
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compared with the cell size implies that the microtubule is a stiff structure in the
cell, and thermal fluctuation is unable to change the shape of the microtubules.
Due to their stiffness, the microtubules can help to resist deformation when the
cell is under external loadings (Reichl et al. 2005). Generally, the microtubules
form a star-like structure by extending from the centrosome. However, when the
cell undergoes cell division, the star-like structure will rearrange to develop into a
bipolar structure known as the mitotic spindle. The mitotic spindle consists of two
centrosomes spaced apart, the microtubules connecting the two centrosomes, and
the microtubules extending from the centrosomes to the cell membrane (Glotzer
2001; Scholey et al. 2003). The mitotic spindle plays a crucial role in elongating
the cell during the cytokinesis process (Rappaport 1997).
The primary function of the microtubules is to provide mechanical support to
the cell surface. In addition to this function, the microtubules also play an impor-
tant role in membrane trafficking. In particular, the membrane is transported to
the cell surface when vesicles, a small membrane bound organelle 50–100 nm in
diameter, are carried toward the cell surface by motor proteins on the microtubules
such as dyneins and kinesins. When the vesicles reach the cell surface, the vesicles
fuse with the plasma membrane (Hirokawa 1998), causing the surface area of the
cell to increase. Conversely, the vesicles can be generated from the plasma mem-
brane by different endocytosis processes and transported to organelles in the cell
along the microtubules. In those cases, the surface area of the plasma membrane
is decreased (McKay and Burgess 2011).
The area change due to the vesicle fusion and the endocytosis can significantly
affect the cell morphology. An increase in the rate of endocytosis will causes the
surface area to decrease; on the contrary, the fusion of vesicles to the plasma
membrane will cause the cell surface area to decrease. For example, the increase
in endocytosis rate causes the cell to be rounded and consequently inhibits cell
motility (Perkeris and Gould 2008; Raucher and Sheetz 1999).
The cytosol is a viscous liquid found within the cell; its composition includes
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water, ions and proteins. Water forms the bulk of the liquid, the ions are dissolved
in the water to form a solution, and the proteins are suspended within this solution.
The ions commonly found in the cell are calcium, potassium, and sodium, and are
metabolic materials for the cells to carry out its biological functions. The proteins,
on the other hand, are functional materials for the cells; examples of this type of
materials include tubulins, actins and motor proteins. The main function of the
cytosol is to serve as a medium that temporarily stores the ions and the proteins,
which can be used later when the cell carries out its biological functions. The
cytosol together with the microtubules, the actin filaments, and the organelles
forms a complex solid-liquid mixture known as the cytoplasm.
1.2 Literature Review of Cell Mechanics
Theoretical models that simulate the mechanics of cells during biological processes
have been intensively studied by many researchers for more than four decades.
The models that have been proposed can be grouped into three main types: shell,
shell with a liquid core, and solid model.
Shell Model
The shell model adopts a thin shell theory to describe the deformation of the
surface structure. This model was applied by Fung and Tong (1968) to study
the mechanics of the red blood cell, which does not contain a nucleus or other
organelles within the cell.
The model can capture the sphering of the red blood cell under hypotonic con-
ditions when the effect of stretching strain on the structure is taken into account.
The model is also able to illustrate the morphological changes of the red blood cell
observed in experiments. The model was further modified by Skalak et al. (1973)
and Zarda et al. (1977) by including the effects of bending on the strain energy of
the red blood cells.
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Instead of solving the equilibrium equation in the shell model to determine the
cell shape, Canham (1970) suggested that the cell morphology can be obtained by
minimizing the total energy of the system where the energy density is assumed to be
a function of the curvature of the cell surface. This approach was later modified
in the spontaneous curvature model (Deuling and Helfrich 1976) by considering
the scenario that the cell surface exhibits preferred curvature, and the volume and
surface area of the cell are taken to be parameters that control the cell morphology.
The spontaneous curvature model is able to capture the shapes of red blood cells
and it was further adopted to study the different shapes of vesicles observed in
experiments (Seifert et al. 1991). More recently, the spontaneous curvature model
was applied to investigate the effects of spectrin and clathrin on the cell morphology
(Boal and Rao 1992; Mashl and Bruinsma 1998).
The spontaneous curvature model provides a simple and successful theory for
understanding the morphology of the cell surface structure. The model, however,
overlooks the bilayer structure of the plasma membrane and that the area of the
top layer is different from that of the bottom layer. This issue is considered in the
area difference elasticity (ADE) model where the total surface areas of the outer
and the inner leaves of the plasma membrane are taken to be two independent
parameters of the cell (Lim et al. 2002; Miao et al. 1994; Mukhopadhyay et al.
2002). This approach is capable of simulating the morphological changes of red
blood cells under the effects of various agents such as anionic amphipaths, high
salt concentration, high pH levels, ATP depletion and cholesterol enrichment.
The ADE model is able to capture the mechanical features of the plasma
membrane. However, the model neglects the effects of the cytoskeleton beneath
the membrane. For example, it is well known that the spectrin, a special type of cy-
toskeleton for the red blood cell, plays a crucial role in determining the morphology
of this cell. The effects of spectrin were examined by Dao et al. (2003) by mod-
eling the surface structure as a neo-Hookean hyperelastic shell. Their simulation
results agree with the experimental observations of the red blood cell morphology
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stretched by the optical tweezers. The effects of spectrin were also examined by
Boey et al. (1998), Discher et al. (1998), Li et al. (2005) by treating the spectrin
as a network of Hookean springs.
Shell with Liquid Core model
Modeling cells as a shell with a liquid core includes the effects of the thin surface
structure and the cytoplasm on the deformation of the cells. In this model, the
surface structure is treated as a membrane and the liquid core as an incompressible
Newtonian fluid (Yeung and Evan 1989). This model was successfully applied to
simulate the aspiration process during which cells are drawn into a pipette.
The Newtonian liquid core model is valid for red blood cells; however, the
model overlooks the difference in the viscosity between the cytoplasm and the nu-
cleus (Dong et al. 1991). The difference is considered in the compound Newtonian
liquid model, which divides the cell into the surface structure, the cytoplasm, and
the nucleus. The surface structure is represented by a thin membrane, the cy-
toplasm is treated as Newtonian fluid, and the nucleus is modeled by another
Newtonian fluid with higher viscosity and enclosed in a thin membrane (Kan et al.
1998).
Both the Newtonian liquid core and compound Newtonian liquid model are
able to capture the main features of the cell aspiration process. However, both
models were unable to reproduce the rapid initial acceleration of the aspiration
process found in experiments (Dong et al. 1988). This experimental observation
implies that the viscosity of the liquid core decreases when the mean shear rate
increases. In order to account for this feature, Tsai et al. (1993) proposed the
shear thinning model in which the viscosity decreases with the shear rate following
a power-law relation.
The shear thinning model resolves the discrepancy in simulating the initial
stage of the aspiration process. The model, however, is incapable of simulating
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the fading elastic memory after the cell is kept in the pipette for a long period of
time (Tran-Son-Tay et al. 1991). The cell behaviors of fading elastic memory can
be captured by the Maxwell model (Dong and Skalak 1992; Dong et al. 1991).
Solid Model
In contrast to the shell model with a liquid-core, which treats the cell as a composite
structure consisting of a shell and viscous liquid, the solid model considers the cell
as a single homogeneous solid. The solid is characterized by a constitutive relation
for the stress and the strain. The simplest constitutive relation is the linear elastic
model whereby the stress is linearly proportional to the strain by the shear moduli
(Theret et al. 1988). This model was applied to study the mechanics of cells
adhering to a substrate.
The linear elastic model provides a basis for simulating the mechanics of the
cell; however, it is generally inadequate to consider the cell as an elastic solid
since the cell exhibits both elastic and viscous behaviors. In order to model these
two behaviors, Schmid-Schonbein et al. (1981) employed the linear viscoelastic
model to determine the deformation of cells. The model is able to capture several
important experimental observations such as the rapid relaxation of the cell when
the applied loading is released, flow-induced creep behavior, and time-dependent
deformation (Koay et al. 2003).
The linear elastic and viscoelastic models are only suitable for simulating sta-
tic systems. A suitable model for dynamic systems that involve oscillatory forces
is the power-law structural damping model (Fabry et al. 2001). The model in-
cludes the effects of the loading frequency on the shear modulus of the system.
As a consequence, the model can differentiate the mechanical behaviors in the low
frequency and the high frequency regimes.
The single homogeneous solid can capture many mechanical behaviors of cells
found in experiments. The model, however, overlooks the scenario that the cell is a
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mixture of liquid and polymeric materials. This issue is addressed in the biphasic
model (Shin and Athanasiou 1999). The model treats the polymeric materials as
a linear elastic solid and the liquid as a inviscid fluid, and adopts the continuum
theory of mixtures to describe the overall behaviors of the mixtures. The model
can also include the effects of liquid molecule diffusion in the solid phase, which
are useful in the study of bone cells and cartilage (Guilak and Mow 2000).
Besides modeling the cell as a continuum solid, another approach is the tenseg-
rity model whereby the whole cell is assumed to be composed of trusses and con-
necting cables (Ingber 1997). The model is useful to evaluate the effects of external
stimulants on the morphology of the cell (Ingber 2010; Luo et al. 2008).
More recently, Shenoy and Freund examined how the spreading of vesicles and
cells on a substrate is affected by the diffusion of receptors on the plasma membrane
(Shenoy and Freund 2005). Based on the receptor diffusion mechanism, Gao and
his coworkers studied the receptor-mediated endocytosis (Gao et al. 2005; Shi et al.
2008; Sun et al. 2009). In addition to this development, progress was also made
in the following areas: (1) simulations for the indentation of the cell surface by
the atomic force microscope (Liu et al. 2007; Zhang and Zhang 2008), (2) effect of
nanoparticle-cell adhesion strength on endocytic processes (Yuan et al. 2010), and
(3) mechanics of actin network (Bai et al. 2011)
1.3 Objective and Approach
In spite of the remarkable progress in the theory of cell mechanics, those studies
have overlooked the role of the actin network in the mechanical behaviors of the
cell surface during the biological process. For example, actin filaments are known
to be active in clathrin-mediated endocytosis (Ferguson et al. 2009; Idrissi et al.
2008; Kaksonen et al. 2006), phagocytosis (Durrwang et al. 2005; Herant et al.
2011; Tollis et al. 2010) and viral budding (Carlson et al. 2010; Gladnikoff et al.
2009; Naghavi and Goff 2007). However, how a thin actin network is capable
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of producing the drastic morphological changes in these processes is still open
question from the mechanics point of view.
The objective of this thesis research is to develop a model for investigating the
deformation mechanisms of the cell surface structures during the biological process
that involves significant morphological changes. The model consists of two parts:
The first one is the mechanics of the cell surface structure, and this is taken into
account by a thin shell theory that allows large deformation and finite elasticity
in the system. The second part, on other hand, describes the changes in the cell
surface structures when the cell carries out biological processes, and they can be
represented by the transformation strains, forces and dipoles in the shell. The
model is termed the shell transformation model in this thesis.
The shell transformation model is applied to examine the clathrin-mediated
endocytosis, the viral budding, and the formation of pseudopodium during the
phagocytosis. Of particular interest is the mechanisms that lead to the unique
morphology observed in the experiments of the biological processes.
1.4 Outline
The outline of this thesis is as follows. Chapter 2 discusses the kinematics of thin
elastic shell subject to large deformation, followed by the derivation of equilibrium
equations of the thin shell under finite elasticity in Chapter 3. Chapter 4 presents
the shell transformation model and the numerical implementation of the model.
Chapters 5 and 6 adopt the shell transformation model to investigate the clathrin-
mediated endocytosis. The former focuses on the initial stage of the process where
the clathrin coating induces the formation of a shallow pit on the cell surface, and
the latter explores the role of the actin filaments in the subsequent invagination
process where the shallow pit is further deformed to develop into a deep pocket.
Chapter 7 further applies the shell transformation model to two types of biological
processes, namely, the formation of pseudopodium during the phagocytosis and
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the viral budding. Chapter 8 discusses the future development of the current work
and concludes this thesis.
Chapter 2
Kinematics of Thin Shell
2.1 Thin Shell Model
A thin shell model describes the mechanics of curved surface structures by consid-
ering the geometry of the middle plane of the structures. This model is used in
this thesis to simulate the surface structure of a cell consisting of a lipid membrane
and layers of different molecules such as a carbohydrate layer, networks of actin
filaments, and membrane proteins.
The model is presented in this chapter with the focus on the derivation of the
kinematic equations for expressing the finite deformation of the thin shell under the
Kirchhoff-Love postulate. Of particular interest is the Lagrangian strain in the thin
shell accurate to the first order of the ratio between the thickness and the radius
of curvature of the shell. The result for the general cases is obtained in Section 2.5
and is then applied to obtain the formulas for the case of infinitesimal deflection
and deformation in Section 2.6 and the axial-symmetric case in Section 2.7. This is
followed by a comparison of our result and the two classical works (Budiansky and
Sanders 1963; Love 1944) in Section 2.8 and a summary of our kinematic analysis
of the shell deformation in Section 2.9.
The thin shell model considered in this thesis is depicted in Fig. 2.1. The
thin shell is characterized by two fundamental features of the structure, namely,
12
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Figure 2.1: Schematic diagram of a thin shell in its reference state.
the middle plane Γ0 and the thickness H of the shell. The middle plane Γ0 is
expressed as
r = r(α1, α2), (2.1)
where r is the position vector of any point P0 on Γ0, and α1 and α2 are the
coordinates of the point. For simplicity, the α1-α2 coordinates are chosen to be
orthogonal in this thesis.
The unit vector pointing outwards along the normal direction of the middle
plane Γ0 is denoted as n, and the coordinate along this direction is ζ. Based on
the definitions of r, n, and ζ, the position vector P of any point P in the shell can
be written as
P(α1, α2, ζ) = r(α1, α2) + ζn, (2.2)
where (α1, α2, ζ) refers to the coordinates of the point at P, and ζ ranges from
−H/2 to H/2. The shell thickness H is generally non-uniform, and is expressed
as H = H(α1, α2).
Taking the coordinate α1, α2, or ζ to be a constant yields different types of
planes in the shell. In particular, α1 = const gives the cross-section Γ1 in the α1
direction and α2 = const describes the cross-section Γ2 in the α2 direction, see
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Fig. 2.1. Similarly, ζ = 0 represents the middle plane Γ0, ζ = H/2 corresponds
to the exterior surface Γ+ of the shell, and ζ = −H/2 is the expression for the
interior surface Γ− of the shell, see Fig. 2.1. These planes, α1 = const, α2 = const,
and ζ = const, are perpendicular to each other since the α1-α2-ζ coordinates are
orthogonal ones.
The shell is subject to mechanical loadings on its outer surface Γ+ at ζ = H/2
and on its inner surface Γ− at ζ = −H/2. The loadings on Γ+ per unit area are
given by q+(α1, α2), and those on Γ
− are q−(α1, α2).
2.2 Kirchhoff-Love Postulate
The deformation of the thin shell is assumed to follow the Kirchhoff-Love postulate
in which the cross-sections Γ1 and Γ2 of the shell remain perpendicular to the
middle plane Γ0 after the deformation, and the normal strain in the thickness
direction is ignored. The two assumptions mean that the position x of P in the
deformed state can be described by a formula analogous to Eq. (2.2),
x = r˜(α1, α2) + ζ n˜, (2.3)
where r˜(α1, α2) refers to the position of the point P0 in the middle plane after de-
formation, and n˜ is the normal vector of the deformed middle plane. The difference
between x and P gives the displacement v of P
v = u+ ζ β, (2.4)
where u = r˜ − r is the displacement of P0 and β = n˜ − n is the change of the
normal vector of Γ0 due to the deformation.
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2.3 Fundamental Quantities of a Surface
The Kirchhoff-Love postulate expressed in Eq. (2.3) leads to the important prop-
erty of thin shells that the deformation of the shells is completely determined by
the first and the second fundamental quantities of the middle plane Γ0 in the ref-
erence and the deformed states. For clarity, these quantities are discussed in this
section; they are used later in Section 2.5 to express the strains of the shell.
The following notations are adopted throughout this thesis. Bold letters denote
vectors and tensors, the symbol ⊗ represents the dyadic operation of two vectors,
and a dot (·) refers to the inner product. The subscripts 1, 2, and 3 correspond to
the α1, α2, and ζ directions, respectively; the unit vectors along the three directions
in the reference state are given by t1, t2, and t3 (t3 = n). The subscripts ,1 and
,2 mean a derivative with respect to α1 and α2. The overhead tilde (˜) is used to
indicate that the attached quantities are for the deformed state.
We first consider the middle plane r(α1, α2) in the reference state. The first
fundamental quantities of this surface can be calculated to be
E = |r,1|2, F = r,1 · r,2, G = |r,2|2. (2.5)
In comparison, the second fundamental quantities are given by
L = r,1 · n,1, M = r,1 · n,2 = r,2 · n,1, N = r,2 · n,2, (2.6)
where n = (r,1 × r,2)/H is the normal vector of the surface and H =
√EG − F2.
The result of the fundamental quantities can be used to calculate the mean curva-
ture κ of the surface,
κ =
1
H2 (LG +NE − 2MF). (2.7)
The two quantities F andM are zero when the α1-α2 coordinates are orthog-
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onal; this condition is assumed to be valid for the reference state. In such a case,
it is convenient to use A1, A2, R1, and R2 instead of E , G, L, and N (Kruss 1967)
A1 =
√
E , A2 =
√G, R1 = EL , R2 =
G
N . (2.8)









where t1 = r,1/A1 and t2 = r,2/A2. Similarly, the derivatives of the unit vectors t1

















The first and the second fundamental quantities of the middle plane in the
deformed state, {E˜ , F˜ , G˜, L˜,M˜, N˜ }, can be obtained by replacing r in Eqs. (2.5)
and (2.6) with r˜
E˜ = |r˜,1|2, F˜ = r˜,1 · r˜,2, G˜ = |r˜,2|2, (2.11)
L˜ = r˜,1 · n˜,1, M˜ = r˜,1 · n˜,2 = r˜,2 · n˜,1, N˜ = r˜,2 · n˜,2, (2.12)
2.4 Deformation Gradient
The expressions for x and P given in Section 2.2 make it possible to evaluate
the strains in the shell following the general approach of the continuum mechanics
(Gurtin 1981). The key in this calculation is the deformation gradient F, which in-
dicates how the position vector x in the deformed state varies with an infinitesimal
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change of the position vector P in the reference state,
dx = F dP. (2.13)
The change dP can be written as dP = P,1dα1+P,2dα2+(∂P/∂ζ) dζ, which leads













t2 dα2 + n dζ. (2.14)
The change dx can be obtained by a similar way,
dx = (r˜,1 + ζn˜,1)dα1 + (r˜,2 + ζn˜,2)dα2 + n˜dζ. (2.15)
Substituting Eqs. (2.14) and (2.15) into (2.13) and comparing the results along



















Fn = n˜. (2.16)
Mathematically, Eq. (2.16) can be regarded as a set of equations for the deforma-
tion gradient F. By noticing that t1, t2, and n are orthogonal to each other in our
current case, the solution for F can be written directly as the sum of the dyadic
products of the projection vector Ftj and the unit vector tj from j = 1 to 3,
F = (Ft1)⊗ t1 + (Ft2)⊗ t2 + (Fn)⊗ n. (2.17)
Equation (2.17) is further simplified to the following expression by evoking Taylor’s
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series expansion of Ft1 and Ft2 to the first order of ζ,





r˜,1 ⊗ t1 + 1
A2


















After obtaining F, it is straightforward to calculate the right Cauchy strain C =
FTF and the Lagrangian strain E = (C−I)/2. Similar to F, the Lagrangian strain
E can also be expressed as a first-order Taylor series expansion of ζ,
E = E0 + ζE1, (2.21)
where E0 and E1 are the in-plane and the bending parts of E, respectively.






= E011t1 ⊗ t1 + E022t2 ⊗ t2 + E012 (t1 ⊗ t2 + t2 ⊗ t1) , (2.22)
where the superscript T denotes the transpose of a tensor, E011 refers to the normal
strain in the α1 direction, E
0
22 to that in the α2 direction, and E
0
12 is the shear
strain of the middle plane. Based on the definitions given in Eq. (2.22) and the
expression for F0 in Eq. (2.19), the three strain components can be expressed by





r˜,i · r˜,j. (2.23)
The three strain components can be rewritten in terms of the first fundamental
quantities of Γ0 in the reference and the deformed states by evoking the definitions


























= E111t1 ⊗ t1 + E122t2 ⊗ t2 + E112 (t1 ⊗ t2 + t2 ⊗ t1) , (2.25)
where the component E111 corresponds to the bending of the cross-section Γ1, E
1
22
to the bending of the other cross-section Γ2, and E
1
12 accounts for the torsion of
the shell in the ζ direction. By using Eqs. (2.19, 2.20, 2.25), the three components
















Similar to E0ij, E
1
ij can also be written as a function of the first and the second
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Equations (2.22) and (2.25) indicate that the Lagrangian strain E lacks E13,
E23, and E33, the strain components involving the third coordinate ζ. The char-
acteristic that E in the shell is a two-dimensional tensor on the middle surface Γ0
is a consequence of the Kirchhoff-Love postulate discussed in Section 2.2.
Equations (2.21–2.27) constitute the formulas for evaluating the Lagrangian
strain E at any point P in the shell based on the Kirchhoff-Love postulate. The
Lagrangian strains are large deformation strains in finite strain theory that mea-
sures how C differs from I based on the reference description of the deformation.
As such, the results are valid for the general cases that may involve large deflec-
tion and/or large magnitude of strains. The results also confirm that under the
Kirchhoff-Love postulate, the Lagrangian strain is fully controlled by the geome-
try of the middle plane Γ0 in the reference and the deformed states. The in-plane
strain E0 expressed in Eq. (2.24) is the same as those in the literature, while the
bending strain E1 is different. The difference in the bending strains is discussed
later in Section 2.8.
2.6 Lagrangian Strains for Infinitesimal Deflec-
tion and Deformation
This section adopts the results in Section 2.5 to work out the in-plane and the
bending strains of the shells in terms of the two quantities u and β defined earlier in
Eq. (2.4) for the case where the shell exhibits a general shape, while the deformation
and the rotation of the shells are infinitesimally small.
The shell considered here is identical to that described in Section 2.1 and
is assumed to satisfy the Kirchhoff-Love postulate discussed in Section 2.2. The
coordinates of the system, t1-t2-n, are taken to be orthogonal; therefore, Eqs. (2.8–
2.10) are applicable.
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The first step is to express the derivatives of r˜ with respect to α1 and α2 in
terms of the displacement ui and its derivative ui,j,
r˜,1 =
(














































Substituting Eqs. (2.28) and (2.29) into (2.11) and neglecting the high-order terms
involving the products of the displacements ui and/or the derivatives of the dis-
placements ui,j determines E˜ , F˜ , and G˜ of Γ0 in the deformed state. After E˜ , F˜ ,












































Similarly, the quantity H˜ can be found to be H˜ = A1A2 + (A2u1),1 + (A1u2),2 +
A1A2 κu3.
The key for evaluating the bending strains is the normal vector n˜ = n+ β in
the deformed state, where the rotation vector β for the current case is given by











Substituting the expression n˜ = n+ β and Eqs. (2.28) and (2.29) into (2.12) and
omitting the high-order terms yields L˜, M˜, and N˜ of Γ0 in the deformed state.
The results and Eq. (2.27) are then employed to calculate the bending strains to


































































For the special case of a sphere with radius R, R1 = R2, and E
1

























2.7 Axial Symmetric Shell
The formulas discussed in Section 2.5 are applied to determine the Lagrangian
strain E in terms of the displacement u and the rotation vector β defined in
Eq. (2.4) for the axial-symmetric shell depicted in Fig. 2.2. The shell is attached
by Cartesian coordinates x-y-z at its center O, and the middle plane Γ0 of the
shell can be expressed as
r(φ, θ) = ρ(φ)rˆ, rˆ = (sinφ cos θ ex + sinφ sin θ ey + cosφ ez) , (2.34)
where ρ is the distance between the center O and the point P0 on Γ0, φ is the
angle between r and the z axis, θ is the angle between the projection of r on z = 0
and the x axis, and ex, ey, and ez are unit vectors in the x, y, and z directions,
respectively. The angle φ is taken to be the variable α1 and θ is α2.
Substituting Eq. (2.34) into (2.5–2.8) and taking α1 ≡ φ and α2 ≡ θ yields the
key quantities of the middle plane Γ0 in the reference state. The key quantities
are separated into three groups, namely, those related to the first fundamental
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Figure 2.2: Schematic diagram of an axial-symmetric thin shell in its reference state:
(a) the cross-section of the middle plane Γ0 at y = 0, and (b) the Cartesian coordinates
x-y-z at the center of the shell and the definitions of ρ, φ, and θ.
quantities, those related to the second fundamental quantities, and the unit vectors
t1, t2, and n.
The first group of results consists of A1, A2, and H discussed in Eqs. (2.6) and
(2.8),
A1 = ρ
∗, A2 = ρ sinφ, H = ρρ∗ sinφ, (2.35)
where ρ∗ =
√
(ρ′)2 + ρ2 and ρ′ denotes dρ/dφ. The second group of results includes
R1 and R2 discussed in Eqs. (2.6) and (2.8), and they can be calculated to be
R1 =
(ρ∗)3
ρ2 + 2(ρ′)2 − ρρ′′ , R2 =
ρρ∗ sinφ
ρ sinφ− ρ′ cosφ, (2.36)
where ρ′′ = d2ρ/dφ2. Equations (2.35) and (2.36) show that A1, A2, H, R1, and
R2 are independent of θ in the axial-symmetric case.











(ρrˆ− ρ′rˆ,1) , (2.37)
where rˆ,1 = ∂rˆ/∂φ = cosφ cos θex + cosφ sin θey − sinφez, and rˆ,2 = ∂rˆ/∂θ =
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− sin θex + cos θey. Equation (2.37) confirms that t1, t2, and n constitute a set of
orthogonal coordinates.
For the axial symmetric case, the displacement u of any point Γ0 on the middle
plane Γ0 would be along the t1 and n directions with the magnitude depending on
φ only; in other words,
u = u1(φ)t1 + u3(φ)n. (2.38)
Adding u and r yields the position vector r˜ of any point P0 on Γ0 in the deformed
state. Differentiating r˜ with respect to α1 ≡ φ and α2 ≡ θ leads to
r˜,1 =
(























The cross product r˜1 × r˜2 normalized by |r˜1| |r˜2| gives the normal vector n˜ of Γ0
in the deformed state. Following the convention, n˜ is expressed as
n˜ = n+ β, β = β1t1 + β3n, (2.41)




















After obtaining r˜,1, r˜,2 and n˜, the next step is to evaluate F
0 and F1 shown
in Eqs. (2.19) and (2.20) and then determine the in-plane components E0ij and
the bending components E1ij of the Lagrangian strain using Eqs. (2.23) and (2.26).
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and E012 = E
1
12 = 0. The equations can be further reduced for the case of a spherical
shell of radius a by taking A1 = R1 = R2 = a, A2 = a sinφ, and A2,1/A2 = cotφ.
Equations (2.43–2.46) are valid for finite deformation in axial-symmetric shells.
When the strains and the deflection in the shells are infinitesimal, the high order
terms involving the products of ui, βj, and their derivatives can be neglected. This






, β3 = 0, (2.47)
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2.8 Comparison of Bending Strains
The bending strain derived in Section 2.7 is compared with the literature results
(Budiansky and Sanders 1963; Love 1944) for the case of infinitesimal bending
strain. We consider three expressions for the infinitesimal bending strains of axial-








which suggests the bending strains are defined by the curvature tensors of Γ0 in
the reference and the deformed states.
The second expression is based on Love’s formula given as E111 = β1,1/A1 and
E122 = A2,1β1/A2A1, which proposed that the bending strain is controlled by the

























The three results in Eqs. (2.49–2.51) all contain (L˜ − L)/E for E111 and (N˜ −
N )/G for E122, which represent the effect of curvature changes on the bending
strains (Budiansky and Sanders 1963). It can also be shown that the three results
have the same accuracy when calculating the strain energy density, meaning that
the differences in Eqs. (2.49–2.51) are negligible from the strain energy point of
view (Koiter 1960).
In spite of the same accuracy when calculating the strain energy, a question
raised is whether or not Eq. (2.51) offers a “better” expression for the bending
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strains from the kinematic point of view. This issue is examined here by considering
the special case where a spherical shell of radius a and thickness H is subject to
expansion due to a uniform displacement in the normal direction, u = cn. The
expansion can be generated by applying an external loading in the normal direction
or by an intrinsic stress such as thermal heating. The Lagrangian strain E of any











(t1 ⊗ t1 + t2 ⊗ t2) , (2.52)
where r is the distance between the point P and the center O of the shell. Substi-
tuting r = a+ ζ into Eq. (2.52) and expanding the result into a first-order Taylor




















(t1 ⊗ t1 + t2 ⊗ t2) . (2.53)
Under the condition of infinitesimal strains, the in-plane strain can be simplified
to E011 = E
0




22 = −c/a2. In
comparison, the bending strains calculated from the three expressions given in






, E111 (Love) = E
1








Equation (2.54) indicates that our result agrees with the exact solution, while
the formula based on curvature difference has the largest deviation. The finding
suggests that the formula derived in this thesis provides a better approximation of
the bending strains in the shells.
In addition to infinitesimal strains, our formulas ofE0 andE1 given in Eqs. (2.24)
and (2.27) are also valid for finite deformation in this special case. To show the
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agreement for finite deformation, the first step is to calculate the first fundamental
quantities E˜ = (c+a)2, E = a2, G˜ = (c+a)2 sin2 φ and G = a2 sin2 φ and the second
fundamental quantities L˜ = c+ a, L = a and N˜ = (c+ a) sinφ, N = a sinφ in the
current case. Substituting these expressions into Eq. (2.27) yields E0 and E1. The
results are found to be identical to Eq. (2.53) derived from the exact solution.
The difference between Love’s formula and ours can be understood as follows:
Love’s formula suggests the bending strains are controlled by the rotation vector
β of the cross-section. In comparison, our results show that besides the rotation
vector β, the bending strains are also affected by −E011/R1 and −E022/R2, which
represent the interaction between the in-plane in-plane strains and the curvature
of the shell. The interaction is illustrated in Fig. 2.3 by plotting the cross-section
Γ2 of a shell subject to an in-plane strain E
0
11 without the rotation vector β. In
this case, Love’s formula Eq. (2.50) would predict that the bending strain is zero,
while our formula Eq. (2.51) indicates a bending strain of −2E022/R2.
The in-plane strain E011 implies that the shell experiences a stretching along the
α1 direction. The stretching is non-uniform across the shell thickness and is given
by (R + ζ)∆φE011 for the element shown in Fig. 2.3. The non-uniform stretching
due to E011 causes Γ1 at φ+∆φ to rotate clockwise by ∆φR
0
11, see Fig. 2.3. In order
to satisfy the condition that the net rotation vector is zero, Γ1 at φ + ∆φ must
rotate counterclockwise by the same amount. This extra rotation at φ + ∆φ due
to E011 is ∆β1 = −∆φE011, and it in turn results in a bending strain, which can be
estimated to be ∆β1,1/R1 = ∆β1/∆φR1 = −E011/R1. The term −E011/R1 explains
the difference between Love’s formula and ours. This shows that our formula takes
into account the bending strain due to the rotation induced by E011 in a curved
structure.
As a remark, the bending strains proposed by Budiansky and Sanders (1963)
and by Naghdi and Nordgren (1962) for the general case of finite deformation
reduce to Love’s formula when the deformation is assumed to be infinitesimal.
This means that these works also neglect the effects of the rotation due to E0 on
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Figure 2.3: Schematic diagram of a shell subject to an in-plane strain E011.
the bending strains. The effects are the main difference between these authors’
works and our results for the general case given in Eq. (2.27).
2.9 Summary
In summary, our analysis employs the Kirchhoff-Love postulate, the conventional
continuum approach, and the Taylor series expansion to obtain the deformation
gradient F and the Lagrangian strain E in Eqs. (2.18–2.20) and (2.21, 2.24, 2.27),
respectively. The results, expressed concisely in terms of the first and the second
fundamental quantities of Γ0 in the reference and deformed states, are valid for
the general cases of finite deformation and are accurate to the first order of κH.
The results differ from the previous formulas (Budiansky and Sanders 1963; Koiter
1960; Love 1944; Naghdi and Nordgren 1962; Sanders 1962) by including the effect
of rotation due to E0, while the correction has little influence on the accuracy of
the strain energy of the shell (Koiter 1960). The general results are applied to
write E0 and E1 as functions of the displacement u and the rotation vector β of
the middle plane Γ0 for the axial-symmetric case, given in Eqs. (2.43–2.46) for
finite deformation and in Eq. (2.48) for infinitesimal deformation. The general
results are also adopted to express E0 and E1 in terms of u and β for shells with
a general shape but subject to infinitesimal strains in Eqs. (2.30–2.33).
Chapter 3
Thin Elastic Shell Under Finite
Elasticity
3.1 Finite Elasticity
An important quantity for studying elastic thin shells under finite deformation is
the second Piola-Kirchhoff (PK) stress Σ. In general, the stress is a second-order
tensor in the three dimensional space and is defined to be the variation of the




= Σg11t1 ⊗ t1 + Σg22t2 ⊗ t2 + Σg33t3 ⊗ t3 +
Σg12(t1 ⊗ t2 + t2 ⊗ t1) + Σg13(t1 ⊗ t3 + t3 ⊗ t1) +
Σg23(t2 ⊗ t3 + t3 ⊗ t2), (3.1)
where the superscript g highlights that Eq. (3.1) is for the general cases. For elastic
thin shells, in contrast, only three components are considered, namely, Σ11, Σ22,
and Σ12, and the calculation is further subject to the condition that the normal
stress Σ33 and the shear strains E13 and E23 are negligible,
E13 = E23 = Σ33 = 0. (3.2)
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This means Σ in the thin shell theory is simplified to be a function of the La-







= Σ11t1 ⊗ t1 + Σ22t2 ⊗ t2 + Σ12(t1 ⊗ t2 + t2 ⊗ t1), (3.3)
where C refers to the condition given in Eq. (3.2). Similar to E, Σ can also be
expressed as a Taylor series expansion to the first order of ζ,
Σ = Σ(E0 + ζE1) = Σ0 + ζΣ1, (3.4)
where Σ0 = Σ(E0) is called the in-plane stress , Σ1 = CE1 is the bending stress,








The in-plane stress Σ0 and the bending stress Σ1 are independent of ζ if the elastic
properties in the shell are homogeneous. In contrast, Σ0 and Σ1 vary with ζ if the
elastic properties are inhomogeneous.
After explaining the second PK stress, our discussion turns to the first PK
stress, a quantity closely related to the former. In the general three-dimensional
elasticity, the first PK stress Sg = ∂w/∂F refers to the variation of the strain
energy density w with the deformation gradient F, and is equal to the product of
F and the second PK stressΣg, i.e., Sg = FΣg. Based on the relation for the three-
dimensional elasticity, the first PK stress Σ in the shell can be defined as S = FΣ.
Substituting the expressions for F and Σ in Eqs. (2.18) and (3.4) into the formula
and neglecting the terms involving ζ2 leads to S = F0Σ0 + ζ(F0Σ1 + F1Σ0). The
term F1Σ0 can be further omitted since it is much smaller than F0Σ1, yielding
S = F0Σ. (3.6)
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3.2 Linear Elasticity
The formulas presented in the previous section for calculating the second PK
stresses Σ are applicable for any elastic shells. For isotropically and linearly elastic
shells, the formulas are reduced to
Σ11 = C11E11+C12E22, Σ22 = C12E11+C11E22, Σ12 = 2C66E12, (3.7)
where C11 = 2µ/(1− ν), C12 = 2µν/(1− ν), C66 = µ, µ is the shear modulus, and
ν is Poisson’s ratio. Equation (3.7) is valid for both Σ0 and Σ1. The former is
obtained by using E0 in the equation, and the latter by adopting E1 instead.
3.3 Stress Resultants and Stress-Couple Resul-
tants
The stress resultants and the stress-couple resultants are basic quantities that
appear in the equilibrium equations of shells. The two quantities are explained in
this section in order to facilitate our discussion of the shell equilibrium equations
in Section 3.4.
We start with examining the volume integral of some tensor quantity, say g,













where R denotes the range of ζ. Equation (3.8), accurate to the first order of κH,
suggests that the volume integral of g can be simplified to an area integral of G




(1 + κζ)gdζ. (3.9)
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The tensor G defined in Eq. (3.9) is called the g-resultant in the shell theory.
Examples of G include the stress resultant and the stress-couple resultant.
Two stress resultants are considered in this thesis, namely, the first and the
second PK stress resultants. The latter, denoted as NII, is defined by taking g in
Eq. (3.9) to be the second PK stress Σ. By neglecting the terms involving ζ2 in










It follows from Eqs. (3.3) and (3.10) that the second PK stress resultant NII is a
symmetric two-dimensional tensor on the middle surface Γ0; in other words, N
II
can be expressed as
NII = N II11t1 ⊗ t1 +N II22t2 ⊗ t2 +N II12(t1 ⊗ t2 + t2 ⊗ t1), (3.11)
where N IIij is the component of N
II on ti ⊗ tj.
The first PK stress resultant N corresponds to G in Eq. (3.9) when g in the
equation is equal to the first PK stress S. Substituting S = F0Σ shown in Eq. (3.6)
into Eq. (3.9) simplifies N to
N = F0NII. (3.12)
Equation (3.12) indicates N is not symmetric.
Similar to the stress resultants, there are also two stress-couple resultants,
namely, the first and the second PK stress-couple resultants. The latter is obtained










The second PK stress-couple resultant MII has the same property as NII that MII
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is a symmetric two-dimensional tensor. Multiplying MII with the deformation
gradient F0 gives the first PK stress-couple resultant M,
M = F0MII. (3.14)
The expressions for NII and MII given in Eqs. (3.10) and (3.13) are valid
for elastic shells with an inhomogeneous distribution of elastic properties. The
results can be significantly simplified when the properties are homogeneous or the
deformation follows linear elasticity. For example, NII and MII for homogeneous
elastic shells are reduced to
































































































and Cij is defined earlier in Eq. (3.7).
3.4 Equilibrium Equations
This section focuses on the derivation of the equilibrium equations of an elastic shell
under external loadings. The derivation procedure combines two key approaches
in applied mechanics. The first one is the variational procedure to obtain the
governing equations of three-dimensional finite elasticity (Gurtin 1981), and the
second one is the simplification procedure to reduce the governing equations in the
three-dimensional space to those on a two-dimensional curved plane for thin shells
(Kruss 1967).
Our analysis starts with writing down the free energy of the shell system in
Section 3.4.1. The variation of the free energy is then separated into three parts:
the variation of the strain energy associated with the second PK stressΣ, the strain
energy caused by the shear forces, and the work done by the external loadings. The
three parts are investigated in Sections 3.4.2, 3.4.3, and 3.4.4, respectively. The
results of the three parts are combined to obtain the equilibrium equations of the
shell system in Section 3.4.5.
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3.4.1 Free Energy of Shells
The free energy G of a shell at a fixed temperature and subject to loadings on the










q− · v−dA, (3.19)
where v+ is the displacement on the outer surface Γ+and v− is that on the inner
surface Γ−. The volume integral in Eq. (3.19) refers to the strain energy U stored in
the shell, and the two area integrals calculate the work W done by the loadings q+
and q−. According to the interpretation, Eq. (3.19) can be rewritten as G = U−W ,
and accordingly, δG = δU − δW .









· δEg dV =
∫
D
Σg · δEg dV, (3.20)
where Σg and δEg in the conventional Kirchhoff-Love shell theory (Kruss 1967)
are expressed as
Σg = Σ+ Σ13 (t1 ⊗ t3 + t3 ⊗ t1) +
Σ23 (t2 ⊗ t3 + t3 ⊗ t2) + Σ33n⊗ n, (3.21)
δEg = δE+ δE13 (t1 ⊗ t3 + t3 ⊗ t1) +
δE23 (t2 ⊗ t3 + t3 ⊗ t2) + δE33n⊗ n. (3.22)
Substituting the expressions for Σg and δEg into Eq. (3.20) and neglecting Σ33








2 (Σ13δE13 + Σ23δE23) dV. (3.24)
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The result suggest the strain energy variation δU can be separated into two parts,
δU0 and δUQ. The former refers to the variation of U caused by the second PK
stress, and the latter to the variation of U due to the shear stresses Σ13 and Σ23.
The calculation of δU0 and δUQ follows two schemes commonly adopted in the
thin shell theory (Kruss 1967). The first scheme takes into account the effects
of the variation of the rotation vector δβ on δU0 and δUQ. The rotation vector
β under the Kirchhoff-Love postulate is fully controlled by the geometry of Γ0
in the deformed state, or equivalently, by the displacement u of Γ0. In spite of
the postulate, the rotation vector β in the shell theory is allowed to vary by an
infinitesimal amount to test whether or not the rotation vector β corresponds to
a minimum of the free energy of the system. In other words, δβ is treated to be
independent of δu when deriving δU0 and δUQ. This implies that δE12 and δE13
do not vanish even though E13 and E23 are zero.
The second scheme is to determine the shear-stress resultants Q13 and Q23,
where the two quantities takes into account the effects of the shear stress in two




Σ13(1 + κζ)dζ, Q23 =
∫
R
Σ23(1 + κζ)dζ. (3.25)
It becomes clear later in Section 3.4.5 that the introduction of Q13 and Q23 and
the inclusion of δβ yield the balance-of-moment equations for the shell theory.
3.4.2 Variation δU0





NII · δE0 +MII · δE1) dA, (3.26)
by using Eqs. (2.21, 3.4, 3.8) and evoking the definitions of NII and MII discussed
in Eqs. (3.10) and (3.13). It follows from Eq. (2.22) that δE0 can be written as
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δE0 = (δF0)TF0 + (F0)T δF0. Multiplying the result with NII and exploiting the
property that NII is symmetric yield NII · δE0 = (F0NII) · δF0 = N · δF0.
The other inner product MII · δE1 in Eq. (3.26) can be evaluated by a similar
approach, involving the definition of E1 shown in Eq. (2.25) and the symmetric
property ofMII. The inner product is found to beMII·δE1 =M·δF1+(F1MII)·δF0.
Substituting the two inner products into Eq. (3.26) and neglecting the term







M · δF1dA. (3.27)
Equation (3.27) indicates the main task of simplifying δU0 is to calculate δF
0 and
δF1.
The variation of F0 can be written down directly using the expression for F0




δr˜,1 ⊗ t1 + 1
A2
δr˜,2 ⊗ t2 + δn˜⊗ n. (3.28)
Since n˜ = n+ β,
δn˜ = δβ = δβjtj. (3.29)
Similarly, it follows from the equation r˜ = r + u that δr˜ = δu = δujtj, and δr˜,1
and δr˜,2 can be calculated to be
δr˜,1 = δuj,1tj + δujλj1ktk, δr˜,2 = δuj,2tj + δujλj2ktk, (3.30)
where λijk denotes the projection of ti,j on the tk direction, i.e.,
λijk = ti,j · tk. (3.31)
The derivatives ti,j are given in Eqs. (2.9) and (2.10). Substituting the results into
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Eq. (3.31) determines the values of λijk to be




λ121 = 0, λ122 =
A2,1
A1




, λ212 = 0, λ213 = 0,







, λ312 = 0, λ313 = 0,
λ321 = 0, λ322 =
A2
R2
, λ323 = 0.
(3.32)
Substituting the results of δr˜,1, δr˜,2, and δn˜ into Eq. (3.28) determines δF
0 in




















The term A2Nj1δuj,1 in Eq. (3.33) can be rewritten as (A2Nj1δuj),1−(A2Nj1),1δuj,
where the first part has no contribution to the integral. The same approach can




N · δF0dA =
∫
Γ0
[RN · δu+ (Nn) · δβ] dA, (3.34)




[A2Nk1λj1k + A1Nk2λj2k − (A2Nj1),1 − (A1Nj2),2] . (3.35)
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The vector RN in Eq. (3.34) refers to the effective force per unit area on the middle
surface Γ0 due to the stress resultant N, and Nn is the effective moment per unit
area on Γ0 due to N.
Turn to the second area integral in Eq. (3.27). The variation δF1 in the


















As discussed earlier in Eq. (3.28), δn˜ = δβjtj; accordingly, δn˜,1 and δn˜,2 can be
calculated to be
δn˜,1 = δβj,1tj + λj1kδβjtk, δn˜,2 = δβj,2tj + λj2kδβjtk. (3.37)
Substituting Eqs. (3.30) and (3.37) into (3.36) yields δF1 in terms of δuj, δβj, and
their derivatives with respect to α1 and α2. After δF
1 is obtained, the second area
integral in Eq. (3.27) can be rewritten as
∫
Γ0














































The terms in Eq. (3.38) involving the derivatives of δuj and δβj with respect to α1
and α2 can be simplified by the same approach shown in Eq. (3.33), yielding
∫
Γ0
M · δF1dA =
∫
Γ0
(T · δβ +RM · δu) dA, (3.39)
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The vector T is the effective moment per unit area on Γ0 due to the stress-couple
resultant M, and RM is the force density on Γ0 due to M.




[(RN +RM) · δu+ (T+Nn) · δβ]dA. (3.42)
3.4.3 Variation δUQ
Similar to the procedure discussed in Eq. (3.8), the volume integral for calculating
the variation δUQ defined in Eq. (3.24) can be separated into two integrals: one






2(Σ13δE13 + Σ23δE23)(1 + κζ) dζdA. (3.43)
The formula can be further simplified to the form below by neglecting the variations









where Q13 and Q23 are defined earlier in Eq. (3.25), and the notations δE
0
13 and
δE023 highlight that the two terms are taken to be independent of ζ.
To rewrite δUQ in terms of δu and δβ, the first step is to calculate the La-
grangian strain tensor E0 = [(F0)TF0 − I]/2 by using the expression for F0 given
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in Eq. (2.19) but without evoking the Kirchhoff-Love postulate n˜ · r˜ = 0. The two
components E013 and E
0
23 of the obtained tensor E




r˜,1 · n˜, E023 =
1
2A2
r˜,2 · n˜. (3.45)
According to Eq. (3.45), and the expressions for δr˜,1, δr˜,2, and δn˜ shown in
Eqs. (3.29) and (3.30), the variations δE013 and δE
0








[(δuj,2tj + λj2kδujtk) · (n˜iti) + r˜,2 · (δβjtj)] . (3.46)

















j1 = r˜,1 · tj and A1F 0j2 = r˜,2 · tj based on Eq. (2.19).
Substituting the results of δE031 and δE
0
32 into Eq. (3.44) and evoking the same





RQ · δu+ (F0Q) · δβ
]
dA, (3.48)





[λj1kA2n˜kQ13 + λj2kA1n˜kQ23 − (A2n˜jQ13),1 − (A1n˜jQ23),2] . (3.49)
The vector RQ is the force per unit area on Γ0 due to the shear-stress resultant Q.
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3.4.4 Variation δW
The focus of this section turns to the variation δW of the work done by the loadings
q+ and q− on the exterior and the interior surfaces of the shell, respectively, and the
key task is to express δW as an area integral on the middle surface Γ0. To do so, the
area integral dA+ of the exterior surface Γ+ is approximated as dA+ = [1+κζ+]dA0,
where ζ+ is the value of ζ on Γ+, ζ = 0 on Γ0, and dA0 refers to the area integral
of Γ0. Similarly, the area integral dA
− of the interior surface Γ− can be written
as dA− = [1 + κζ−]dA0. In addition to dA, the displacements v on Γ+ and Γ−
are also different, and they can be calculated by Eq. (2.4): v+ = u + ζ+β and
v− = u+ ζ−β.
Substituting the results of dA+, dA−, v+, and v− into Eq. (3.19) yields the









[(q+ κd1) · u+ (d1 + κd2) · β] dA, (3.50)
where q = q+ + q− is the net loading on the shell, d1 = ζ+q+ + ζ−q− is the first-
order dipole due to q+ and q−, and d2 = (ζ+)2q+ + (ζ−)2q− is the second-order





[(q+ κd1) · δu+ (d1 + κd2) · δβ] dA. (3.51)
3.4.5 Balance of Force and Moment
With δU0, δUQ, and δW given in Eqs. (3.42), (3.48), and (3.51), respectively, the
variation of the free energy of the system with respect to δu and δβ can be written










The first term (RN+RM+RQ−q−κd1) ·δu in Eq. (3.52) represents the free
energy variation due to an infinitesimal change of the displacement of the middle
plane, and the second term (T + F0Q − d1 − κd2) · δβ shows the variation δG
due to the rotation of the cross sections. Both variations should vanish for any δu
and δβ when the shell structure is at the mechanical equilibrium. Applying the
condition to the first term in Eq. (3.52) yields the equilibrium equations related
to the balance of force,
RN +RM +RQ − q− κd1 = 0. (3.53)
To derive the equilibrium condition from the second term in Eq. (3.52), it is
necessary to take into account the constraint that |n+β| = |n˜| = 1, which implies
n˜ and accordingly β has only two degrees of freedom. One convenient way to
incorporate the constraint into n˜ and β is to express n˜ as
n˜ = sin γ1 cos γ2 t1 + sin γ1 sin γ2 t2 + cos γ1 t3, β = n˜− t3, (3.54)
where γ1 is the angle between n˜ and n, and γ2 is that between t1 and the projection
of n˜ on the plane t3 = const. Equation (3.54) suggests δβ can be expressed as
δβ = η1δγ1 + η2δγ2, (3.55)
where η1 = ∂β/∂γ1 and η2 = ∂β/∂γ2. Equation (3.55) indicates δβ is controlled
by two independent variables δγ1 and δγ2.
Substituting Eq. (3.55) into the second term in (3.52) and requiring that δG =
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0 for any value of δγ1 and δγ2 lead to the equilibrium equation related to the
balance of moment,
(
T+ F0Q− d1 − κd2
) · ηξ = 0, (3.56)
where ξ can be 1 or 2. The two equations in (3.56) determine the two components,
Q13 and Q23, of the shear-stress resultant Q in terms of T, d1, and κd2. The
finding that the shear-stress resultants Q13 and Q23 are obtained from the balance
of moment is well understood in the literature for the case of infinitesimal strains
(Gurtin 1981), and Eq. (3.56) shows the result for the scenarios involving finite
deformation and elasticity.
Equations (3.53) and (3.56) constitute the equilibrium equations of a shell
under the Kirchhoff-Love postulate. Because of the postulate, the equilibrium
equations are significantly simplified that all of the quantities in the equations are
functions of the displacement u of the middle plane. The simplification, however,
means the shear stresses cannot be derived directly from the displacements in
the shell. This explains why the balance of moment needs to be included in the
equilibrium equations in order to calculate the shear-stress resultant Q.
3.5 Equilibrium Equations for Axial Symmetric
Shell
Following the derivation of equilibrium equations for general shells in Section 3.4,
this section derives the equilibrium equations for the axial-symmetric case. The
first step in the derivation procedure is to determine the effect forces density RN
due to N given in Eq. (3.35). For the current case, the derivatives with respect to
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α2 are zero; accordingly, RN can be rewritten as
RN1 = −A1A2N31κ1 − (A2N11),1 + A2,1N22,
RN3 = A1A2N11κ1 + A1A2κ2N22 − (A2N31),1. (3.57)


























Applying the same simplification process to the effective moment density T
due to the stress couple resultant M reduces T to
T1 = −A1A2κ1M31 − (A2M11),1 +M22A2,1,
T3 = A1A2κ1M11 + A1A2κ2M22 − (A2M31),1. (3.59)
Similarly, the effective force density RQ due to shear stress-resultant can also be
simplified to
RQ1 = −(A2n˜1Q13),1,
RQ3 = −(A2n˜3Q13),1. (3.60)
Substituting the results of RN , RM , and RQ into Eq. (3.53) and noticing that the
terms involving RM/Rj can be ignored since they are much smaller than other
terms, yields the balance of force for the axial-symmetric case,
A1A2q1 + A1A2N31κ1 + (A2N11),1 − A2,1N22 + (A2n˜1Q13),1 = 0,
A1A2q3 − A2N11κ1 − A1A2κ2N22 − (A2N31),1 + (A2n˜3Q13),1 = 0. (3.61)
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The balance of moment for the current case, on the other hand, can be obtained
by solving Eq. (3.56) and taking into account that the derivatives with respect to
α2 are zero.
Q13 =
F 022T3β1 + T1(−F 022 − F 022β3)
−A1A2F 022F 031β1 + A1A2F 011F 022(1 + β3)
. (3.62)
3.6 Summary
In this chapter, the finite elasticity of the shell is discussed by considering the
mechanical properties of the shell to follow a linear stress-strain relation. With
the stress and corresponding stress resultant, the equilibrium equation for the
elastic shell is derived based on the minimization of the free energy in the system.
The equilibrium equations which consist of the balance of moments and forces
for the general case of an elastic shell are given by Eqs. (3.56) and Eqs. (3.53),
respectively. In addition, the equilibrium equations for the axisymmetric case are




The kinematics, the elasticity and the equilibrium equations discussed in Chap-
ters 2 and 3 are valid for elastic thin shells subject to finite deformation. Those
results can be used to determine the elastic deformation of cells when the cells
are subject to mechanical loadings without inducing remodeling process in the cell
surface structure. The results are further modified in this section by taking into ac-
count inelastic deformation in the shell structure. Of particular interest here is the
case where the inelastic deformation can be expressed as a two-dimensional tensor
in the t1-t2 coordinates, and is termed the shell transformation strain through
out this thesis. The shell transformation strain is adapted later to represent the
remodeling process and the mismatch strain in the cell surface structure.
This chapter is divided into two parts. The first one investigates the effects
of the shell transformation strain on the elastic deformation and the equilibrium
equations of the system. This is discussed in Sections 4.2, 4.3 and 4.4. The second
part then describes the numerical implementation of the model in Section 4.5.
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4.2 Deformation
A useful scheme for describing the deformation of a shell involving transformation
strains is to separate the deformation process into the inelastic and the elastic
steps, see Fig. 4.1. The inelastic step refers to a change of the shell structure
induced by some processes without mechanical forces. One example is the thermal
expansion due to non-uniform temperature in the structure. In addition to the
thermal expansion, the inelastic change can also occur by a mismatch between
layers in the shell.
An important feature of the structural change in the inelastic step is that
the change does not induce any stress directly. Instead, the change yields a new
reference configuration for determining the elastic deformation and the stresses in
the structure (Eshelby 1957). For clarity, the new reference configuration is termed
the transformation state ST ; the transition from the original reference state So to
the new one ST is represented by the deformation gradient Ft.
The quantity Ft can be further rewritten as (Gurtin 1981)
Ft = Rtut, (4.1)




2 is a symmetric tensor measuring
the stretching in the structure. Equation (4.1) suggests the deformation gradient
Ft can be achieved by applying the stretching ut and then the rotation Rt to the
shell. The state of the shell after ut is termed the transition state and is denoted
as Su, see Fig. 4.1.
The elastic step, on the other hand, is a step where the structure undergoes
a transition from the transformation state ST to the deformed state SD, causing
stresses in the structure. The transition can be described by the deformation gradi-
ent F¯σ, where the subscript σ highlights the stresses generated by the deformation,
and the overhead bar is adopted to indicate F¯σ is determined by taking ST as the
reference configuration instead of So.
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Figure 4.1: Depicts the transformations from the reference state So to the deformed
state SD via the transformation state ST and the transition stateSu which decouple the
rotation Rt and the deformation ut.
The product of F¯σ and Ft gives the total deformation gradient F = F¯σFt of
the whole deformation process from So to SD. Substituting the result of F into
the formula C = FTF for calculating the right Cauchy strain, evoking Eq. (4.1)




where C¯ = F¯Tσ F¯σ is the right Cauchy strain tensor for the configuration change
from ST to SD. By noticing that Rt describe the rotation from Su to ST , the
quantityRTt C¯Rt in Eq. (4.2) is the Cauchy strain tensor Cˆσ for the transformation






where the overhead hat is adopted in this thesis to signal quantities for the tran-
sition from Su to SD. Equation (4.3) indicates that Cˆσ can be evaluated with the
knowledge of C and ut.
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4.3 Lagrangian Strains in Shell under Biaxial Trans-
formation Strains
Equation (4.3) is valid for general cases of solids, and is further simplified in this
section for the thin shell structures. Of particular interest here is the case where
the deformation gradient Ft is biaxial in the t1 and the t2 directions,
Ft = (1 + λ1)t1 ⊗ t1 + (1 + λ2)t2 ⊗ t2, (4.4)
where λ1 and λ2 are the inelastic elongation along t1 and t2, respectively. The





t1 ⊗ t1 + 1
1 + λ2
t2 ⊗ t2. (4.5)
The inelastic elongation λ1 and λ2 can vary along the thickness direction of
















2 are independent of ζ but vary with the in-plane coordinates
α1 and α2. Substituting Eq. (4.6) into Eq. (4.5) and expressing the result as a first-
order Taylor series expansion of ζ yields
u−1t = k
0 + ζk1, (4.7)




t1 ⊗ t1 + 1
1 + L02
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Applying the same Taylor series expansion approach to Eqs.(4.3) and (4.7) deter-
mines the Cauchy strain tensor Cˆσ in terms of C, k
0, k1, and ζ. After obtaining
Cˆσ, the Lagrangian strain Eˆσ can be written down directly by evoking Eq.(2.21),











(k1k0 + k0k1) + k1E0k0 + k0E0k1 + k0E1k0.
4.4 Linear Transformation Strain
The transformation strains derived in Eq. (4.10) are valid for large biaxial elonga-





L12 are much less than 1. For simplicity, this section focuses on the case where










By substituting L0 and L1 into Eq. (4.8), k0 and k1 can be written as
k0 = I− L0I, (4.11)
k1 = −L1I.
Substituting Eq. (4.11) into (4.10) and neglecting higher-order terms involving
products of L0 and L1 yield
Eˆ0σ = E
0 − L0I, (4.12)
Eˆ1σ = E
1 − L1I.
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Equation (4.12) is the linearized version of the Lagrangian strains given in Eq. (4.10).
The linearized version is valid when L0 and L1 are small and the difference be-
tween the original reference state S0 and the transition state Su can be neglected.





σ = E− ET I, (4.13)
where the notation of overhead hat is omitted in the linearized version of Eσ
because of the negligible difference between S0 and Su, and E
T refers to the trans-
formation strain related to L0 and L1 which are the in-plane and out-of plane
deformation by
ET = L0 + L1ζ. (4.14)
Substituting Eq. (4.13) into the stress-strain relation expressed in Eq. (3.7) leads
to the stresses in the shell subject to the transformation strain ET ,
Σ11 = C11E11 + C12E22 − (1 + ν)ET , (4.15)
Σ22 = C12E11 + C11E22 − (1 + ν)ET ,
Σ12 = 2C66E12,
The results of stresses are then used to calculate the second PK stress resultant
NII and the second PK stress couple resultant MII by Eqs. (3.10) and (3.13),
respectively. With the knowledge of NII and MII, the equilibrium condition of the
system can be evaluated according to the balance of force expressed by Eq. (3.53)
and the balance of moment by Eq. (3.56). The equilibrium condition can still be
described by Eqs. (3.53) and (3.56) when L0 and L1 are small. In the case where L0
and L1 are large, S0 and Su are significantly different, and this has to be taken into
account when deriving the equilibrium condition. This issue needs to be further
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investigated in the future.
4.5 Numerical Implementation
The elasticity problem of a spherical shell studied in this thesis is solved numerically
by iterations. The procedure consists of three steps, namely, choosing an expression
for the displacement u, calculating the residual loading based on the expression for
u, and using the residual loading to modifying the expression for u. The details
of the three steps are discussed in the following three subsections.
4.5.1 Expressions for u1 and u3
The first step of the solution procedure is to express the displacements u1 and u3
of the middle plane Γ0 as a Fourier series of the variable ξ, which is related to the
coordinate φ by a mapping function φ = ω(ξ). For axial-symmetric cases, u1 must
be zero at the poles, φ = 0 and pi, suggesting u1 can be expressed as a sine series
of φ or equivalently a sine series of ξ. The displacement u3, on the other hand, has










For convenience, the coefficients sm and cm of the two series are put together in a
column denoted as a = [s1, s2, ..., c0, c1, ...]
T .
The purpose of using the mapping function ω(ξ) is to transform the small but
crucial region to a much wider range of ξ. By carrying out this transformation, it
would enhance the efficiency of the numerical calculation drastically. The mapping
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function ω adopted in our study can be described by
ω(ξ) = d0ξ + d1
[
ed2(ξ−φω) − 1] , (4.18)
where the coefficients d0, d1, and d2 are adjusted to ensure that ω increases with ξ
monotonically with a small gradient when φw is small, and when ξ exceeds φω the
gradient ω′(ξ) increases rapidly in order for ω to reach pi at ξ = pi.
4.5.2 Residual Loading
After determining the expressions for u1, u3, and ω(ξ) in the first step, the solution
procedure in the second step follows the sequence discussed in Section 3.4.5 to
evaluate the residual loading qr,
qr = RN +RM +RQ − q− κd1, (4.19)
which represents the extra loading that has to be applied on the shell surface
in order to satisfy the balance of force condition. This step involves numerical













The differentiation g′(ξ) in Eq. (4.20) can be carried out by the fast Fourier trans-
form method, while ω′(ξ) is obtained analytically.
4.5.3 Numerical Iterations
The third step of the solution procedure uses the residual loading qr to lead the
shell morphology toward the equilibrium shape using the hypothetical dynamic





where t is time and R can be taken to be any positive value without affecting the
accuracy and convergence of the solution procedure. Equation (4.21) exhibits the
property that the free energy of the system decreases with time; as a consequence,
u would approach the equilibrium value without oscillation. This is useful when
solving the shell problem by iterations.
In our numerical scheme, Eq. (4.21) is further expressed in terms of the Fourier




where v is the corresponding Fourier coefficients of −Rqr. Writing Eq. (4.22) as
a Taylor series expansion of a at a0 yields
da
dt
= v0 +M(a− a0), (4.23)
where a0 refers to the solution of current iteration step, v0 corresponds to da/dt
at a = a0, and M is a matrix describing the effects of a on da/dt. Both v0 and
M are calculated numerically. The result of M is then expressed by the diagonal
form,
M = QΛQ−1, (4.24)
where Q is the eigenvector matrix and Λ is the eigenvalue matrix. By evoking
Eq. (4.24), the solution to Eq. (4.23) is given by
a = exp(Mt)(a0 −M−1v0) +M−1v0, (4.25)
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where exp(Mt) = Q exp(Λt)Q−1.





where Λmax is the largest eigenvalue in Λ and τˆ is a parameter of the interaction
process. The value of τˆ is controlled by the sign of Λmax. If Λmax is positive,
|a| would increases with t without approaching a steady state, signaling that the
shell morphology would undergo a unstable process before reaching the equilibrium
shape. Under this circumstance, τˆ is taken to be a small value, say 0.05. If Λmax
is negative, in contrast, a would evolve toward a steady state, given by M−1v0, as
t→∞. In this case, τˆ is taken to be∞ or a large value to accelerate the iteration
process for finding the equilibrium shape.
4.6 Summary
In the first part of this chapter, the transformation strain is formulated based
on the deformation gradient of the transition from the reference state to the de-
formed state of the shell structure. With the deformation gradient, the right cauchy
strain and the lagrangian strain for the general case are derived in Eq. (4.3) and
Eq. (4.10), respectively. Furthermore, the simplified case which is the linear trans-
formation strain is also shown in Eq. (4.15). In the second part of this chapter, the
numerical scheme for solving the shell problem is present. Using a hypothetical
dynamic scheme, the equilibrium solution of the shell structure can be calculated
by iterations which minimizes the residual loading.
Chapter 5
Pit Formation of Clathrin
Mediated Endocytosis
5.1 Introduction
Endocytosis is a complex process of deforming the cell membrane in order to wrap
and transport materials/objects into the cells. The endocytosis process can be
effected by different mechanisms, including phagocytosis, pinocytosis, and endo-
cytosis mediated by receptors, caveolae, and clathrin (Bruce et al. 2008). Among
these mechanisms, the clathrin-mediated endocytosis is the main pathway for cells
to acquire extracellular cargoes.
The clathrin-mediated endocytosis is carried out in three phases: pit forma-
tion, invagination and scission. During pit formation, a clathrin coating is first
assembled onto the cytoplasmic side of the phospholipid membrane by the clathrin
adaptor proteins (Heuser et al. 1987; Marsh and McMahon 1999). The clathrin-
adaptor structure causes the membrane to deform inwards to develop a pit. Fol-
lowing the formation of the clathrin coated pit, the pit is further drawn inwards
by actin filaments during the invagination process to become a deep pocket (Kak-
sonen et al. 2006; Yarar et al. 2005). Finally the endocytic process is completed in
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Figure 5.1: Illustrates the clathrin mediated endocytosis process where (a) shows the
formation of clathrin coating, (b) the formation of clathrin coated pit, (c) the invagination
process which forms the deep pocket and (d) scission process that forms the vesicle.
the scission phase, where the pocket is pinched off by dynamin to form a vesicle
before being transported to other parts of the cell, see Fig. 5.1.
The mechanism of pit formation is the focus of this chapter, while the invagi-
nation process, which involves actin filament and plasma membrane remodeling,
is discussed later in chapter 6. The scission of the pocket, on the other hand, is
dictated by dynamin protein, a molecule that can coil around the opening of the
pocket in order to sever the pocket. The simulation of this process is beyond the
scope of our current model, and is thus omitted in this thesis.
The biological machineries of the clathrin-mediated endocytosis have been ex-
tensively studied, particularly in the areas of the biochemistry and the proteins
involved in the process (Edeling et al. 2006; Ford et al. 2002; Owen et al. 2004).
The key components of this process are clathrin, epsin, and AP2. Clathrin are
triskelion structured proteins which forms hexagonal and pentagonal networks on
the cytosolic side of plasma membrane (Higgins and McMahon 2002). Epsin are
membrane proteins which assist in the recruitment of the clathrin and AP2 are
binding proteins attaching the clathrin to the plasma membrane (Rappoport et al.
2004).
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In spite of the vast knowledge of the key proteins involved in the pit formation,
the driving force of the pit formation is still an open question. One possible driving
force is the curvature mismatch in the clathrin-coated cell surface. The mismatch
can be cause by two mechanisms: the scaffold and the local spontaneous curvature
mechanisms (Zimmerberg and Kozlov 2006). The former argues that the clathrin-
adaptor structure exhibits an intrinsic curvature larger than that of the membrane
and has the capability to bend the membrane significantly. The latter, on the other
hand, hypothesizes that epsin, and adaptor protein can change the spontaneous
curvature of the membrane locally (Farsad and Camilli 2003). The curvature
mismatch generated by the two mechanisms was considered the key driving force
of the pit formation in the literature; however, whether or not the mismatch can
produce a pit during the endocytosis has not been fully investigated (Parkar et al.
2009; Parkar and Steigmann 2009).
Besides the curvature mismatch, another important driving force of the pit
formation is the area mismatch in the coated cell surface. During the initial stage of
the assembly where clathrins are recruited by epsins (one type of adaptor protein)
the average spacing between the adaptor proteins may be smaller than the size
of the clathrin triskelion. The difference results in an area mismatch between the
adaptor proteins and the clathrin coating when the clathrins bind together to form
a network structure. The mismatch can be released by diffusion of the adaptor
proteins (Kirchhausen 2007; Ungewickell and Hinrichsen 2007), and the release of
mismatch by the diffusion process is an important mechanism for the experimental
finding that the clathrin coating would fail to form a pit after 30 seconds (Loerke
et al. 2009). In addition to the difference between the adaptor proteins and the
clathrin molecules, the area mismatch may also come from the binding of the
adaptors with the membrane. One good example is the epsin. The adaptor forms
an amphipathic α-helix in the membrane (Ford et al. 2002). This would enlarge
the local surface area and thus induces an area mismatch in the coated cell surface.
The area increment in turn changes the spontaneous curvature of the membrane
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if the α-helix is within one lipid layer to cause the increment to be non-uniform in
the thickness direction. Similar to the curvature mismatch, the effects of the area
mismatch on the pit formation have been largely overlooked in the literature.
The effects of the curvature and the area mismatches on the formation of
pits during the clathrin-mediated endocytosis are examined in this chapter by
considering the surface deformation of a suspended cell induced by the two types
of mismatches. The deformation is determined by the shell transformation model
discussed in Chapters 2, 3 and 4. Of particular interest are the dependence of the
pit formation on the size of coating, the effective thickness of the strained layer,
the location of the strained layer in the cell surface, and the shape of the cell.
In addition to pit formation, the model is also applied to investigate budding of
vesicles from organelles in the cell.
5.2 Model
The approach of this study is based on the shell model that is presented in Chap-
ters 2– 4. The simulation is a static calculation in which the deformation of the
shell surface generated by a corresponding loading. Each static calculation is then
compiled in order to demonstrate the morphological changes when the endocytosis
is carried out.
Cell Surface Structure
Figure 5.2 plots the cell morphology considered in this chapter, which is in the
reference state and can be described as a thin spheroid shell of thickness Htot. The
center of the spheroid is attached to a set of Cartesian coordinate axes, and the
unit vectors along the three axes are denoted as ex, ey and ex. Based on the
notation the position vector on the surface of the shell can be expressed as
r(φ, θ) = ρ(φ) (sinφ cos θ ex + sinφ sin θ ey + cosφ ez) , (5.1)
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Figure 5.2: (a) Thin shell model for the surface structure of cells, and (b) the variation
of the intrinsic strain ET with ζ in the coating region.
where ρ(φ) is the distance between r and the center, and φ and θ refer to the
spherical coordinates of r. The coordinate along the thickness direction is denoted
as ζ: ζ is taken to be 0 on the middle plane Γ0; it is positive in the outer layer
of the shell and negative in the inner layer. The deformation of the shell follows
the linearly isotropic elasticity characterized by the shear modulus µ and Poisson’s
ratio ν.
Modeling of Clathrin-Adaptor Structure
The shell contains a strained layer of thickness Hc to represent the effects of the
clathrin-adaptor structure on the pit formation, see Fig. 5.2. The top surface of the
strain layer is below the outer cell surface by a distance of Ha, and the solid angle
of the coating is 2φc, which is controlled by factors in the coating assembly process,
e.g, the release of the polymerization process (Agrawal et al. 2010; Nossal 2001).
The strained layer is subjected to two types of mismatches with the surrounding
surface structure, namely, the curvature and the area mismatches. The former
refers to the scenario that the strain layer favors a different curvature from the
remaining surface structure. The latter, on the other hand, means the surface area
of the strain layer differs from that of the remaining surface structure when they
are separated (McMahon and Gallop 2005; Zimmerberg and Kozlov 2006).
The two types of mismatches can be modeled by the intrinsic strain in the
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shell that vanishes outside the strained layer, Htot/2 > ζ > Ha and Ha+Hc > ζ >
−Htot/2, and is given by





(2ζ + 2Ha −Htot +Hc)
]
g(φ), (5.2)
in the strained layer. The term Λ in Eq. (5.2) describes an intrinsic strain uniformly
distributed along the ζ direction and corresponds to the area mismatch. The term
associated with Ω, on the other hand, shows a bending strain that varies linearly
with ζ and averages zero in the strained layer; this term represents the curvature










where φc is the characteristic width of the strain layer. The function g(φ) is almost
uniform in the region φ < φc and decays rapidly to zero when moving away from
the region. The decaying rate is controlled by the exponent n in the function.
5.3 Simulation for Pit Formation
The clathrin coated pit formation is first simulated by considering a typical system
where the cell is a sphere with ρ = 5 µm, Htot = 25 nm, Hc = 10 nm, Ha = 15 nm,
µ = 0.769 MPa, ν = 0.3, and n = 4 (Evan 1983; Helfer et al. 2001; Jin et al.
2006). The angle φc is taken to be 1
◦. The corresponding diameter of the coating
is 175 nm, which is within the range of the particle size suitable for the clathrin-
mediated endocytosis (Rejman et al. 2004).
The curvature mismatch strain Ω can be approximated to be Ω = (Hc/ρ) −
(Hc/ρc), where ρc is the radius of the clathrin-coated vesicle. Taking ρ = 5 µm,
ρc = 50 nm, Hc = 10 nm yields Ω = −0.198. The value provides a simple
estimation for the order of magnitude of Ω.







































Figure 5.3: (a) Pit morphologies induced by the curvature mismatch in a coating with
φc = 1◦, (b) those by the area mismatch in the same coating, and (c) the variation of
the largest rotation angle θmax with |Ω| (dotted line; φc = 1◦) and with Λ (lines 1, 2,
and 3; φc = 1, 2, and 3◦, respectively). Other parameters of the system are fixed to be
ρ = 5 µm, Htot = 25 nm, Hc = 10 nm, Ha = 15 nm, µ = 0.769 MPa, ν = 0.3, and n = 4.
The effects of the curvature mismatch are plotted in Fig. 5.3(a) for the cases
where Ω varies from −0.05 to −0.3. The results indicate the curvature mismatch
indeed causes the cell surface to develop a pit. However, the pit is significantly
shallower than those observed in experiments even when |Ω| is much higher than
the estimated value discussed earlier. The finding suggests that the curvature
mismatch between the clathrin coating and the cell surface may not be an effective
mechanism for pit formation.
In comparison, Fig. 5.3(b) depicts the effects of the area mismatch when Λ is
in the range [0.05, 0.3]. The results demonstrate that the area mismatch can result
in much deeper and steeper pits than the curvature mismatch.
This finding is further confirmed in Fig. 5.3(c) by plotting the variation of θmax
with the mismatch strain (|Ω| or E0), where θmax refers to the largest rotation angle
of the pit surface. There are four lines in the figure: The dotted line illustrates
θmax due to the curvature mismatch when φc = 1
◦, while lines 1, 2, and 3 show
θmax caused by the area mismatch when φc = 1, 2, and 3
◦, respectively. The results
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indicate θmax is less than 5
◦ when φc = 1◦ and Ω = −0.3. In comparison, θmax of
the same system exceeds 29◦ when induced by the area mismatch at Λ = 0.3. It is
also found that θmax increases with φc of the coating.
The predicted pit morphologies induced by the area mismatch are consistent
with the experimental observations except the edge of the pit: Our results indi-
cate a smooth shape there, while experimental observations show a morphology
with a large curvature, see e.g. Perry and Gilbert (1979). The large curvature
may come from the attachment of molecular cargoes on the pit, which can cause
additional stretching or bending strains on the pits. The large curvature may also
occur because the later stage of the endocytosis has started, where actin filaments
are activated to generate deep pockets and subsequently clathrin-coated vesicles
(Kaksonen et al. 2006).
After understanding the effects of Λ and Ω on the pit formation separately, our
attention turns to the scenario where both mismatches are present in the system.
Three cases are investigated for this scenario: In the first case, the system is subject
to the curvature mismatch Ω from 0 to 0.3 and then the area mismatch Λ from
0 to 0.3. In the second case, the sequence starts with the area mismatch and is
followed by the curvature mismatch, and in the third case, both the curvature and
the area mismatches are applied to the system simultaneously from 0 to 0.3.
Figure 5.4(a) shows the displacements Uz at the pole (φ = 0) for the first
and second cases mentioned earlier. The result of the first case is represented by
lines IA and IB, where line IA illustrates the effects of the curvature mismatch
on the displacement Uz at the pole and the line IB depicts the effects of the area
mismatch. The two lines indicate that the area mismatch causes a much larger
displacement Uz than the curvature one. In comparison, the result of the second
case is illustrated by lines IIA and IIB, representing the effects of the curvature
and the area mismatches, respectively. The results suggest that the curvature
mismatch has a negligible effect if the mismatch is applied to the system after the
area mismatch. It is also found that the end point of line IIB coincides that of line







































Figure 5.4: (a) Variation of pole displacement Uz with the curvature and the area mis-
match strain. Line IA for curvature mismatch strain Ω from 0 to 0.3 followed by line IB
area mismatch Λ from 0 to 0.3. Line IIA for area mismatch strain Λ first and line IIB
for the subsequent curvature mismatch strain Λ; in both steps, the strain increases from
0 to 0.3. (b) variation of Uz with the mismatch strain for the third case (line III) and
the first step of the second case (line IIA). Other parameters of the system are identical
to those in Fig. 5.3.
IB, meaning the deformation is path-independent.
Figure 5.4(b) plots the pole displacement Uz of the third case where both
mismatches are applied simultaneously. The displacement is compared with that
of line IIA, where the system is subject to the area mismatch only. The com-
parison shows a similar trend in Fig. 5.4(b) that the area mismatch dictates the
deformation.
5.4 Parametric Study on Pit Formation Mecha-
nism
Following the investigation of pit formation caused by the curvature and the area
mismatch strain in Section 5.3, this section presents a parametric study on the
effects of φc, Hc, and Ha on the pit formation, where the three variables are defined
earlier in Eq. (5.2).
Effect of Coating Size
The solid angle φc models the size of the clathrin coating formed on the plasma
membrane. In our study, the value of φc is taken to be in the range of 0.5
◦ and 3◦.
















Curvature Mismatch Area Mismatch
Figure 5.5: Pit morphologies of cells subjected to mismatch strains with different φc: (a)
area mismatch strain Λ = 0.3, (b) curvature mismatch strain Ω = 0.3. Other parameters
of the system are identical to those in Fig. 5.3.
The corresponding change in the diameter of the clathrin coating would be between
87 and 523 nm when the radius of the cell is given by ρ = 10 µm. This range is
consistent with literature value of the patch size from 10 to 500 nm (Ungewickell
and Hinrichsen 2007).
The morphology of the pit under increasing φc is plotted in Fig. 5.5(a) for
the case of curvature mismatch. The figure indicates that the depth of the pit
remains shallow as φc increases to 3
◦. However, the width of the pit is increased
with increasing φc.
In comparison, the morphology of the pit for the case of area mismatch is
depicted in Fig. 5.5(b). The pit formed by the area mismatch is significantly deeper
than that by curvature mismatch. Furthermore, the width of the pit increases with
coating size, similar to the case of curvature mismatch.
In order to further analyze the effect of coating size on the morphology of the
pit, the pit is characterized by three parameters: the maximum rotation of cell
surface (θmax), the displacement (Uz) at the pole φ = 0
◦ and the width (W ) of the
pit at the maximum rotation point on the surface . The variations of the three
parameters with φc are plotted in Fig. 5.6 where the solid and the dotted lines
refer to the results due to the area and the curvature mismatch respectively.
The variation of θmax with φc is shown in Fig. 5.6(a). The result indicates θmax
for the case of curvature mismatch increases from 0.91 to 10.3◦ as φc varies from
0.5 to 3◦ and θmax for the case of area mismatch is between 12.7 and 36.3 for the
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Figure 5.6: (a) Variation of the largest rotation angle θmax with φc, (b) variation of the
displacement Uz at φ = 0 with φc, and (c) variation of pit width W with φc. The dotted
and the solid lines denote the curvature and the area mismatch strain, respectively.
same range of φc. In both cases, the maximum rotation θmax is small and the pit
morphology is still shallow even though the clathrin coating is as large as 500 nm
in diameter. This agrees with the experimental observation that increasing the
coat size may not lead to the development of deep pocket during the invagination
process (Loerke et al. 2009).
Figures 5.6(b) and 5.6(c) depict the variations of the pole displacement and
the pit width with φc, respectively. The result indicates that the magnitude of pole
displacement Uz increases linearly with φc as φc exceeds 1
◦, and the pit width W
is also a linear function of φc. The findings in Figs. 5.6(b) and 5.6(c) suggest that
the aspect ratio (depth/width) of the pit approaches a constant independent of
the coating size φc at large values of φc. This explains why enlarging the clathrin
coating area is unable to produce a deep pocket on the cell surface as shown in
Fig. 5.5.
As a remark, the trend shown in Fig. 5.6(c) that size of the induced pit increases
with the coating size implies a significant role of the adaptor protein in controlling
the pit size. This is consistent with results presented in literature where adaptors
proteins such as epsin regulate the size of the pit (Agrawal et al. 2010; Jakobsson
et al. 2008).
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Strained Layer Thickness
The quantity Hc in our model corresponds to the effective thickness of the clathrin-
adaptor structure. The cell surface structure is approximately 25 nm, consisting of
5 nm of plasma membrane, 15 nm of adaptor layer, and 5 nm of clathrin coating.
Among the three layers, the clathrin coating and the adaptor layer may exhibit an
area or curvature mismatch; therefore, the thickness of the strained layer can vary
from 5 to 20 nm.
The effects of the thickness Hc on the pit formation is investigated in this
section by considering the scenario when the formation is induced by the area mis-
match with Λ fixed at 0.3, while the formation caused by the curvature mismatch
is omitted here since the area mismatch is the dominating driving force. The thick-
ness Hc is taken to be 5, 10, 15, 20, and 25 nm in our investigation, and the other
parameters of the system are identical to those of the case discussed in Fig. 5.3(b).
The cell morphology due to the different thickness of the strained layer is depicted
in Fig. 5.7(a). The figure indicates that the cell morphology is similar for the first
four cases of Hc, characterized by shallow pits with the depth increasing with Hc.
The cell morphology at Hc = 25 nm, in contrast, exhibits a protrusion.
The abrupt change of cell morphology when Hc increases from 20 to 25 nm
suggests that pit and protrusion may be two metastable states of the cell morphol-
ogy in this range of Hc. This issue is investigated by using two different approaches
to determine the cell surface profile. In the first approach, the area mismatch Λ
is increased gradually from 0 to 0.3 for every Hc. The results are represented by
the two solid lines in Fig. 5.7(b), which plot the variation of the pole displacement
Uz with Hc. The lower line corresponds to the formation of pits and is obtained
when Hc is in the range of 5 to 22 nm. The upper line, in comparison, refers to the
formation of protrusions when Hc is in the range of 24 to 25 nm. The solid line is
absent in the range of Hc from 22 to 24 nm since the first approach is unable to
yield a convergent solution numerically.
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The two solid lines in Fig. 5.7(b) represent the two branches of solutions for the
cell morphology. Which branch the solution would follow depends on the thickness
Hc and the initial guess for the solution. In our first approach the initial guess
is the sphere in the reference state, which does not favor either branch. As a
consequence, the numerical solution procedure reaches a bifurcation that prevents
the procedure from converging to any metastable state in the intermediate range
of Hc.
The solution can be different when the initial guess is chosen to favor one of
the branches, and this is done in our second approach by taking the initial guess
to be any solution in one of the branches. The results are illustrated by the two
dotted lines in Fig. 5.7(b). The lower dotted line continues the lower solid line from
Hc =22 to 25 nm, meaning the pit formation can be facilitated at any value of Hc
as long as the cell morphology is perturbed to favor this type of shape. Similarly,
the upper dotted line extends the protrusion branch from 24 to 19.9 nm. When
Hc is below this value, the protrusion profile ceases to be a metastable state, and
the pit branch becomes the only viable solution.
The bifurcation of cell morphology discussed in Fig. 5.7(b) is further inves-
tigated in Fig. 5.7(c) for the case where the area mismatch Λ is 0.1. The figure
indicates a smaller magnitude of pole displacement for all Hc as compared to those
in Fig. 5.7(b) and this is due to a decrease in Λ. Furthermore, the protrusion
branch is shorter, ranging from 22.5 to 25 nm in the current case. This means
that reducing Λ destabilizes the protrusions on the cell surface. In contrast to the
protrusion branch, the pit branch shown in Fig. 5.7(c) exists for all values of Hc,
the same as the case in Fig. 5.7(b). This suggests that pits can form on the cell
surface regardless of the thickness and the magnitude of the area mismatch in the
strained layer as long as the cell surface is perturbed to favor the pit profile.
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Figure 5.7: Variation of effective coat thickness: (a) pit morphologies due to area mis-
match Λ = 0.3, (b) and (c) variation of displacement Uz with Hc subjected to area
mismatch strain of Λ = 0.3 and 0.1 respectively.
Strained Layer Position
Our study in the previous sections has focused on the scenario where the strained
layer is at the bottom of the cell surface structure, and our attention here turns
to the more general case of a strain layered within the cell surface. This case is
modeled by varying the parameter Ha defined in Eq. (5.2). When Ha = 0, the
strained layer is at the exterior of the cell surface structure, and conversely when
Ha = Htot −Hc, the layer is at the interior of the cell surface structure.
The effects of Ha on cell morphology is determined by considering the case
where Htot = 25 nm, Hc = 10 nm and Ha varying from 0 to 15 nm. The results
of the simulation are depicted in Fig. 5.8(a), showing the variation of the pole
displacement Uz with Ha. The figure indicates that when the strained layer is on
the outer layer (Ha = 0), the pole displacement is positive suggesting the formation
of a protrusion on the cell surface. The formation of protrusion occurs when Ha is
less than 8.5 nm, which is marked as point 1 in the figure. In comparison, the pole
displacement turns negative when Ha is larger than 8.6 nm, denoted as point 2 in
the figure. (The simulation results suggest that the critical value for the transition
is between 8.5 and 8.6 nm, while our method lacks the capability to pinpoint the
value with even higher accuracy.) The transition from a positive to a negative pole
displacement means that the cell surface profile changes from a protrusion to a pit
morphology. This transition of morphology is confirmed in Fig. 5.8(b) by plotting




















Figure 5.8: Effects of strain layer position Ha on cell surface morphology: (a) variation
of pole displacement Uz with Ha due to an area mismatch Λ = 0.3, (b) cell surface
morphology for point 1 and 2 indicated in Part (b) of the figure.
the surface profiles of the two cases marks as 1 and 2 in Fig. 5.8(a).
The variation of Uz with Hz shown in Fig. 5.8(a) demonstrates that when
the strained layer is moved along the thickness direction from the cell exterior
surface toward the middle plane, the magnitude of the protrusion would decrease.
Furthermore, the protrusion will cease and transforms into a pit with increasing
depth as the strained layer is moved further towards the interior of the cell surface.
The result shows that the position of the strained layer is important in determining
which morphology is favored. In order to ensure that the pit is formed, the most
preferred position for the strained layer is at the inner layer.
5.5 Pit Formation in Cells with Different Shapes
In the previous sections, the studies of pit formation are based on spherical cells
with radius ρ = 5 µm. In this section, our attention turns to cells with different











where Ra and Rb governs the horizontal and vertical radius of the cell. When
Ra = Rb, Eq. (5.4) reduces to the expression for spheres. When the ratio Ra/Rb
decreases, the cell becomes prolate spheroids; on the other hand, by increasing






























R   =1 µma R   =2 µma
R   =3 µma R   =4 µma
Figure 5.9: Cell surface morphologies with area mismatch strain Λ increasing from 0
to 0.3 in prolate spheroid cells with Ra = 1, 2, 3, and 4 µm in Parts (a), (b), (c), and
(d), respectively. The corresponding φc for each Ra are 0.98, 0.99, 1.00, 1.00 and 1.00◦.
Other parameters of the system are fixed to be ρ = 5 µm, Htot = 25 nm, Hc = 10 nm,
Ha = 15 nm, µ = 0.769 MPa, ν = 0.3, and n = 4. Insets depict the corresponding
shapes of the cells.
the ratio Ra/Rb, the cell becomes oblate spheroids. Simulating the pit formation
on these two groups of spheroids allows the exploration of the effect of surface
curvature on the formation process.
The coat size in previous studies of the spherical cell is given as φc = 1
◦ and
this corresponds to a clathrin coat area of 2.39 x 104 nm2. This coat area is fixed
for all of the cases examined in this section in order to compare the pit formation
on cell surfaces with different morphology. In addition to the coat area, the three
geometric parameters of the surface structure, namely, Htot, Ha, and Hc, were also
fixed to be 25, 15, and 10 nm, respectively. Simulation was carried out for the
prolate and the oblate spheroids, and the results are discussed in the following two
subsections separately.
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Prolate Spheroid
For the study on the prolate spheroid, the vertical radius Rb was taken to be 5
µm, and the horizontal radius Ra of the prolate spheroid was varied from 1 to 4
µm. The increase of Ra causes the radius of curvature at the pole to increase and
that of the horizontal axis to decrease.
The simulation results are depicted in Figs. 5.9(a), 5.9(b), 5.9(c), and 5.9(d)
for the case where Ra= 1, 2, 3, and 4µm, respectively. The corresponding shapes
of the cells prior to the application of mismatch strain are plotted in the insets of
each part of the figure.
Figure 5.9(a) indicates that for the cell surface of Ra = 1 µm fails to form a pit
even when the area mismatch strain Λ reaches 0.3. Instead, the cell surface develops
into a flat plateau. The morphology for the other three cases where Ra = 2, 3,
and 4 µm shows the formation of a pit as the area mismatch strain increases. The
pit morphologies in the latter three cases are similar, with comparable size, depth,
and slope, even when the radius of curvatures at the pole (φ = 0) are significantly
different, equal to 0.8, 1.8, and 3.2 µm at Ra = 2, 3, and 4 µm, respectively.
The effects of the cell shape on the pit formation are further analyzed by plot-
ting in Fig. 5.10 the variation of the three characteristic parameters of the pit
morphology, namely, θmax, Uz, and W , with the area mismatch strain Λ. Particu-
larly, Fig. 5.10(a) shows the variation of θmax with Λ, Fig. 5.10(b) illustrates that
of Uz, and Fig. 5.10(c) depicts that of W . Each of the figures contains five lines,
marked as 1, 2, 3, 4, and 5. The numbers refer to the value of the horizontal radius
Ra in µm for each of the cases.
Figure 5.10(a) shows that θmax of line 1 is much smaller than those of the other
four cases. This is consistent with the observation in Fig. 5.9(a) that the prolate
cell with Ra = 1 µm forms a plateau instead of a pit. For the other four cases
where pit formation occurs, θmax of smaller Ra is lower initially and accelerates to
become higher as Λ increases. The finding of smaller θ initially shows that it is
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Figure 5.10: Variation of (a) maximum rotation angle θmax, (b) pole displacement Uz
and (c) width W of pit with area mismatch strain Λ. Each plot consist of five lines
labeled 1, 2, 3, 4 and 5 representing the results of the case where Ra = 1, 2, 3, 4 and
5 µm, respectively.
more difficult to form a pit from a cell surface with a higher curvature. The higher
θ later, on the other hand, suggests that a highly curved cell surface would lead to
a pit with higher curvature as the pit deepens during the formation process.
Figure 5.10(b) indicates that an extremely curved cell surface results in negli-
gible pole displacement, see line 1 in the figure, and the finding is consistent with
the earlier observation for the same case in Fig. 5.9(a) and in line 1 of Fig. 5.10(a).
As for the other cases, the results show similar trend that Uz increases slowly at
smaller Λ, accelerates as the cell morphology transforms from a convex to a con-
cave surface, and then increases slowly again as the pit deepens. The results imply
that the pole displacement Uz is smaller on cells with smaller Ra since a surface
with a higher curvature has a greater resistance to deflection.
Turn to Fig. 5.10(c), and the result shows that the variation of the width of
the first case (line 1) is small. The variation of the width with Λ of the other cases
exhibits the same characteristics as the variation of Uz illustrated in Fig. 5.10(b).
Furthermore, the width of the different cases converge to a small range in spite of
different values of Ra, implying that the size of the pit is dominated by the size of
the coating once the mismatch strain in the coating is sufficiently large.
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Figure 5.11: Cell surface morphologies at different area mismatch Λ in oblate spheroid
cells where Rb = 1, 2, 3, and 4 µm in Parts (a), (b), (c), and (d). The corresponding φc
for each Rb are 5.00, 2.50, 1.67, 1.25 and 1◦. Other parameters of the system are same
as those cases in prolate.
Oblate Spheroid Shaped Cells
In the case of oblate spheroids, the horizontal radius Ra was fixed at 5 µm, and the
vertical radius Rb was varied from 1 to 4 µm. When Rb/Ra is small, the cell shape
is a flattened oblate with a large radius of curvature at the pole and a small one
at the equator. As the ratio Rb/Ra increases, the shape transforms into a sphere.
The surface area of strained layer is set to be 2.39×104 nm2, and the value of φc
is adjusted accordingly.
The simulation results are plotted in Fig. 5.11, where part (a) shows the pit
morphology for the case when Rb = 1µm, and parts (b) to (d) are for Rb = 2, 3
and 4 µm, respectively. The corresponding shape of the cell prior to the application
of mismatch strain is plotted in the insets of each part of the figure. The figure
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Figure 5.12: Variation of (a) the maximum rotation angle θmax, (b) the pole displacement
Uz and (c) the width W of pit with area mismatch strain Λ for Rb = 1, 2, 3, 4 and 5 µm,
denoted by red, yellow, blue, green and black colored lines, respectively.
shows that in all of the four cases the cell surface deforms inwards to form a pit,
and the pit morphology is found to be insensitive to the value of Rb adopted in
the simulation.
The pit morphology on the oblate cell surface is further investigated in Fig. 5.12
by analyzing the variation of θmax, Uz, and W with the area mismatch strain Λ.
Particularly, Fig. 5.12(a) shows the variation of θmax with Λ, Fig. 5.12(b) illustrates
that of Uz, and Fig. 5.12(c) depicts that of W . Each of the figures contains five
lines, colored in red, yellow, green, blue, and black for the case of Rb = 1, 2, 3,
4, and 5 µm, respectively. The results indicate trends similar to those observed
in Fig. 5.10 for the prolate cases: θmax and |Uz| increases and W approaches a
constant as Λ increases. It is also found that the results of the five oblate cases
are almost the same, suggesting that the curvature of the surface has little effects
on the pit formation once the radius of curvature is sufficiently large. In such a
case, the pit formation is dominated by the area mismatch strain Λ and size of the
strained layer (Jin and Nossal 1993; 2000).
5.6 Simulation for Coat Protein Budding
In addition to the clathrin-mediated endocytosis, the formation of vesicles on or-
ganelles, a key step in the vesicular traffic for the biosynthesis-secretory process in
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the cells, also relies on the assembly of coatings on the membrane surfaces. Exam-
ples include the COPI coating on the Golgi apparatus and the COPII coating on
the endoplasmic recticulum (ER) (Gurkan et al. 2006; Hurley et al. 2010). Based
on the similarity, we conjecture that the vesicle formation achieved by the different
coating is driven by the same mechanism as in the invagination process (Hinrichsen
et al. 2006).
The conjecture is tested by considering the case where the effective thickness
of the strained layer Hc is 10 nm, the position Ha is equal to zero since the coat
protein is on the outer layer, and the thickness of the surface structure Htot is
25 nm. The results of the shell morphology induced by the curvature and the
area mismatches are plotted in Figs. 5.13(a) and 5.13(b), respectively. The results
show that the curvature mismatch deforms the cell surface slightly to develop an
extremely shallow bump. In contrast, the area mismatch Λ is capable of generating
buds to facilitate further vesicle formation. The difference shows that the area
mismatch is a more effective driving force in generating buds on the surface of
organelles as compare to the curvature mismatch.
The effect of the mismatch strain on the bud morphology is further analyzed
by plotting in Fig. 5.13(c) the variation of maximum rotation angle θmax with the
mismatch strains. There are four lines in the figure: the dotted line depicts the
variation of θmax with the curvature mismatch strain Ω, and the solid lines denoted
by 1, 2 and 3 represent the bud formation induced by the area mismatch with coat
size φc being 1
◦, 2◦ and 3◦, respectively.
The maximum rotation θ for the case of curvature mismatch is 3.8◦ when the
curvature mismatch is 0.3. This is much smaller as compare to the area mismatch
with the same coat size of φc = 1
◦. The value of θmax, however, remains small
even for a large coat with a large value of Λ. This implies that the area or the
curvature mismatch alone is unable to complete the formation of a vesicle from
the organelles. Another mechanism is probably required to transform the bud
morphology into a vesicle. This issue is further investigated later in Section 7.3.
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Figure 5.13: (a) The bud morphologies caused by a curvature mismatch strain in an
outer coating with φc = 1◦, (b) those due to area mismatch strain, and (c) the variation
of θmax with Ω (dotted line; φc = 1◦) and Λ (lines 1, 2, and 3; φc = 1, 2, and 3◦,
respectively). Other parameters of the system are identical to those in Fig. 5.3.
5.7 Discussion
The results presented in this chapter suggest that the area mismatch is an effective
driving force for the formation of the clathrin coated pits. A question raised by the
finding is how the area mismatch in the cell surface structure is generated. One
possible mechanism for the generation of the mismatch is the binding of epsin to
plasma membrane and to the clathrin triskelia.
Epsin recruits clathrin by the Clathrin/AP2 binding region (CLAP) and the
epsin is attached to the phosphatidylinositol 4,5-bisphosphate (PIP2) on the plasma
membrane by the epsin N-terminal homology domain (ENTH) (Itoh and Camilli
2002). The ENTH binds strongly to the PIP2 by forming the amphipathic helix
in the cyotosolic leaflet of the plasma membrane (Ford et al. 2002). It is observed
in experiments that deactivation of the ENTH domain completely inhibits the
formation of pits. Furthermore, it is also observed that the deactivation of CLAP
would result in a significant drop in the number of vesicles and an increase in the
size of the pit (Jakobsson et al. 2008). The two findings show that epsin plays a
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Figure 5.14: Variation of area mismatch Λ with the concentration of epsin X.
significant role in the pit formation.
The binding of epsin to the membrane and the clathrin molecules results in
an area mismatch between the clathrin network and the plasma membrane. Con-
sidering a plasma membrane consisting of N lipid molecules and 1% of the lipid
molecules are PIP2 (Bruce et al. 2008; McLaughlin et al. 2002). The total area of
the membrane can be calculated to be 0.2 N nm2. If the concentration of PIP2
binding to the epsin with a clathrin molecule is X, the number of clathrin Nc
recruited by the epsin is 0.01NX. These clathrin molecules form a network of
which area can be estimated to be 0.01NX×270 nm2, using the empirical formula
Nc = 0.31D
7/4 and taking the diameter D of the vesicle to be 100 nm (Nossal
2001). Comparing the area of the clathrin network with that of the membrane







13.5X − 1. (5.5)
The variation of Λ with the concentration X is depicted in Fig. 5.14. The figure
indicates no area mismatch between clathrin network and the membrane at X =
7.4%, while the mismatch strain Λ increases to 0.3 when the concentration X
is 12.5%. The result shows that a small variation of the concentration of epsin
attached to plasma membrane is sufficient to generate a large mismatch strain to
induce pit formation.
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Furthermore, Fig. 5.14 also shows that when the concentration X is lower
than 7.4%, the mismatch strain turns negative. This means that when there is
insufficient amount of epsin present for pit formation, a negative mismatch strain is
generated in the network. Using our model, it was found that a negative mismatch
strain causes the cell surface to deform outwards forming a protrusion instead
of a pit. However, the negative mismatch strain also causes tensile stress in the
network, which may cause to network to disassemble. In other words, pit formation
is inhibited when the epsin concentration is low.
Besides considering the concentration of epsin on area mismatch, the diffusion
of lipids in the membrane may also affect area mismatch. The PIP2 in the plasma
membrane may diffuse away from the center of the coat formation site due to the
area mismatch strain. This implies that over time, the mismatch strain diminishes,
leading to the disassembly of clathrin. The temporal effect of mismatch strain is
evident in experimental observation where it is found that abortive pit occurs in
cells and has a lifetime of 30 seconds (Loerke et al. 2009).
5.8 Summary
In this chapter, we study the mechanism of pit formation during the clathrin-
mediated endocytosis. We found that pit formation, an important precursor for
the endocytosis, can be carried out by the curvature and the area mismatch strain
in the cell surface structure. Comparing the pit formation induced by the two
types of mismatch shows that the area mismatch is a more effective method for
the formation of the endocytosis pit. It is also found from the parametric study on
the strained layer that varying the size, the effective thickness and the position of
the strain layer is unable to develop the deep pocket morphology. The formation
of the pit in cells of different shapes suggests that when the radius of curvature
of the cell surface is smaller, it is more difficult for the pit to form. The model
for the formation of pits during the endocytosis is further adopted to understand
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the process of budding. It is shown that coat protein budding can occur by a
mechanism similar to that for the endocytosis.
Chapter 6
Invagination of Clathrin Mediated
Endocytosis
6.1 Introduction
Clathrin mediated endocytosis is a fundamental process of the cell in which ex-
tracellular cargoes are internalized. There are three phases in the endocytosis
process: pit formation, invagination and scission. The pit formation is studied in
Chapter 5, and the invagination phase is investigated in this chapter. The final
phase of scission is beyond the scope of our model and is omitted in this thesis.
The invagination phase is the process where the depth of the clathrin coated
pit increases and the opening of the pit constricts to develop a deep pocket. The
development of the deep pocket is an important process in endocytosis as it de-
termines whether or not the cargo can be successfully internalized into the cell
(Traub 2009; Ungewickell and Hinrichsen 2007). Failing to develop into a deep
pocket would cause the clathrin coated pit to retract and become a flat triskelia
network attached to the plasma membrane. In such a case, the cargo is unable to
be transported into the cell (Kirchhausen 2007; Yarar et al. 2005).
The mechanism which drives the morphological change from a pit to a deep
pocket is extensively studied in literature. From experimental studies, it is observed
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that the formation of clathrin coated pits is usually followed by a sudden burst
in the actin activities at the endocytosis sites (Merrifield et al. 2002). The actin
activities peak when the deep pocket is generated and the activities would cease
after the cargo is completely internalized (Ferguson et al. 2009). In conjunction
to the observation of actin activities during the invagination process, it was also
shown that the endocytosis process in mammalian cells and yeasts can be blocked
partially or completely by inhibiting actin polymerization in the cell (Fujimoto
et al. 2000). The findings of the burst of actin activities and the effects of actin
polymerization on the process suggest that actin filaments play an important role
during the invagination process.
The activities and the structures of actin filaments are controlled by the ARP
activator proteins and the actin binding proteins, respectively. In particular, the
ARP activator proteins regulate the ARP complex, which in turn promotes the
polymerization of the actin filaments. Examples of these proteins are cortactin,
intersectin, EPS15 and Wiskott-Aldrich syndrome family proteins (WASP) (Do-
herty and McMahon 2009; Loerke et al. 2009). The actin binding proteins, on the
other hand, refer to the proteins that binds to actin filaments to carry out spe-
cific functions related to the growth and reorganization of the actin network. For
example, fimbrin cross-links actin filaments, HIP1R attaches the actin network to
the PIP2 on the plasma membrane and motor proteins remodel the structure of
the actin network (Kaksonen et al. 2006).
The biological machineries of the actin filaments involved in the invagination
process are well understood. However, how the actin filaments can generate the
deep pocket during the invagination process remains an open question. One mecha-
nism suggested in the literature is the rocketing of actin filaments. This mechanism
occurs when polymerization is continuously activated at the minus (-) end of the
actin filament and depolymerization at the plus (+) end. This dynamic process
induces a force on the plasma membrane and is commonly observed in cell motil-
ity such as lamellipodia and filopodia (Pollard and Borisy 2003). Similar actin
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rocketing process may also occur in the endocytosis sites during the invagination
process and generating the forces to drive the development of the deep pocket
(Engqvist-Goldstein and Drubin 2003).
In addition to the rocketing of actin filaments, another possible mechanism is
the shear force driven by the motor proteins within the actin network (Idrissi et al.
2008). For example, when the motor protein myosin I binds two adjacent actin
filaments, ATP hydrolysis at the N-terminal of the motor causes the motor protein
to traverse toward the plus ends of the two actin filaments. The traverse motion
of the motor protein deforms the structure of the actin network and thus induces
a shear force within the cell surface structure (Girao et al. 2008). This mechanism
is a well established driving force for muscle contraction and may also plays an
important role in the invagination process.
The effects of the rocketing force and the shear force on the generation of
deep pockets during the invagination process are investigated in this chapter by
considering the surface deformation of a suspended cell containing a clathrin-coated
pit. Similar to Chapter 5, the deformation is calculated by the thin shell theory
presented in Chapters 3 and 4. Of particular interest here is the dependence of
the pocket morphology on the distribution of the driving force in the vicinity of
the pocket.
6.2 Model
The model adopted in this chapter for simulating the invagination process consists
of three parts: plasma membrane remodeling, in-plane force q1, and intrinsic shear
dipole dm1 . The plasma membrane remodeling is included in the model to account
for the scenario that the plasma membrane can change its surface area due to
release of stress or the addition/removal of the molecules embedded in the plasma
membrane (Bruckner et al. 2009). The in-plane force in our model represents the
force induced by the rocketing of actin filaments, and the intrinsic shear dipole















Figure 6.1: (a) Thin shell model for the surface structure of cells, (b) cross-section of
the thin shell with the in-plane force q1, and (c) Variation of |q1| with φ.
refers to the deformation generated by the traversing motion of motor proteins on
the actin filaments. The details of the three parts are discussed in the following.
Plasma Membrane Remodeling
Two types of plasma membrane remodeling are considered in our simulation,
namely, the relaxation of plasma membrane and the generation of area mismatch
in the membrane. The first type of remodeling can be described as an intrinsic
strain ETR in the outer layer of the shell with thickness HR, see Fig. 6.1(a),
ETR = η(E11t1 ⊗ t1 + E22t2 ⊗ t2), (6.1)
where t1 is a unit vector in the φ direction, t2 is that in the θ direction, and η is
the extent of the remodeling process. When η = 0, the relaxation of the plasma
membrane is inhibited. When η = 1, in contrast, the normal stresses in the outer
layer are fully relaxed. The generation of area mismatch, on the other hand, occurs
when molecules are inserted into or depleted from the plasma membrane (Bruckner
et al. 2009). The effect of the biomolecules is similar to that of applying a thermal
stress to a structure. As such, this type of remodeling can be expressed as a
transformation strain in the top layer of the cell surface structure ranging from
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ζ = Htot/2−Hc to ζ = Htot/2,








The mathematical expression above is similar to Eq. (5.2) for the intrinsic strain
in the clathrin coating since both formulas describe an area mismatch between
the layer of interest (membrane or clathrin coating) and its surrounding surface
structure. The difference between the two equations is the location of the layer.
In the current case, the layer is at the exterior of the cell surface, while in the case
of clathrin coating, the layer is at the interior of the cell surface.
In-plane Force
The in-plane force due to the rocketing of actin filaments can be treated as a
loading on the shell in the reference state. For the current case, the cell satisfies
the axial-symmetric condition; thus, the loading is along the t1 direction only, see
Fig. 6.1(b). The loading density, denoted as q1, is assumed to concentrate in a
annulus region surrounding the endocytosis site, expressed as








where qmax is the maximum of q1, φ0 is the angle at which q1 is equal to its
maximum, and φw characterizes the width of the annulus. As an example, the
function |q1(φ)| is depicted in Fig. 6.1(c) for the case where qmax = 100 Pa, φ0 =
1.5◦, φw = 0.5◦, and n = 4.
Intrinsic Shear Dipole
This section explains our model for the effects of the traversing motion of the
motor proteins in the actin network. The motor motion causes shear deformation
in the surface structure, and this process results in a significant change to cell
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morphology. The deformation process can be effectively illustrated as a loading
process in which the motors apply shear forces in the surface structure. The forces
are parallel with the middle plane Γ0 of the cell surface and the resulting total force
across the thickness is zero. The shear forces, however, produce a net first-order






where dm11 is the first-order dipole in the t1 direction, d
m
12 is that in the t2 direction,
and the superscriptm highlights that the dipole is generated by the motor proteins.
The quantity dm1 models the effects of the motor traversing motion and is termed
the intrinsic shear dipole in this thesis.
For our current case, dm12 = 0 because of the axial-symmetry in the system,




where Em13 is adopted in the expression to emphasize the nature of the shear defor-
mation induced by the motor motion and is approximately the shear strain caused
by the intrinsic shear dipole. The shear strain is assumed to be negligible in the
shell theory under the Kirchhoff-Love postulate.
The effective shear strain Em13 resulting from the motor motion is described by








where Emax is the maximum of E
m
13, and the characteristic angle φ0 and width φw
describe the distribution of the intrinsic shear dipole. Equation (6.6) for Em13 is
similar to Eq. (6.3) for q1, and the difference between the two equations is that in
the case of q1 it is expressed in force per unit area (Pa), while for the current case,
it is in terms of strain.
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The intrinsic shear dipole dm1 affects the system by the same way as the other
first-order dipole discussed in Section 3.4.5. In particular, the dm1 appears in both
the balance of moment,
(
T+ F0Q− d1 − κd2 − dm1
) · ηξ = 0, (6.7)
and the balance of force,
RN +RM +RQ − q− κd1 − κdm1 = 0. (6.8)
Equations (6.7) and (6.8) are similar to Eqs. (3.56) and (3.53) discussed earlier
in Section 3.4.5 except that the two equations presented here include the effects
of the intrinsic shear dipole dm1 . The effects of d
m
1 on the balance of moment is
more significant than on the balance of force since the shear dipole influences the
former directly, while the effects of dm1 on the latter is factored by the quantity
κH as suggested in Eq. (6.8).
6.3 Simulation for Plasma Membrane Remodel-
ing
Plasma Membrane Relaxation
The effect of plasma membrane remodeling is studied in this section by consider-
ing two types of scenarios, namely, the relaxation of plasma membrane and the
generation of area mismatch in the membrane. The simulation of the first scenario
is carried out on the cell which contains a clathrin coated pit. The cell surface
structure is the same as that in Fig. 5.3(b) and the parameters used are Htot = 25
nm, ρ = 5 µm, φc = 1
◦, Hc = 10 nm, µ = 0.769 MPa, ν = 0.3, and n = 4.
In addition, the plasma membrane relaxation is present in the outer layer with
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Figure 6.2: The effects of plasma membrane relaxation on the pit morphology for the
system where the pit is generated by (a) an area mismatch with Λ = 0.3, (b) a curvature
mismatch with Ω = −0.3. (c) Variation of θmax with η for the pits caused by the area
and the curvature mismatch.
a thickness of 10 nm and the extent of relaxation η is increased from 0 to 1 to
simulate the relaxation process.
The simulation results are depicted in Fig. 6.2(a) for the case where the pit is
induced by an area mismatch Λ = 0.3 and in Fig. 6.2(b) for curvature mismatch
Ω = −0.3. In both figures, the solid line refers to the morphology when the
relaxation is inhibited (η = 0) and the dotted line illustrates the morphology when
the cell surface is fully relaxed (η = 1). The two morphologies shown in Fig. 6.2(a)
are close to each other, suggesting the effect of the plasma membrane relaxation
on the cell surface morphology is minimal for the case where the pit is induced
by the area mismatch. The minimal effect of plasma membrane relaxation is also
observed in Fig. 6.2(b) for the case of curvature mismatch.
This trend is further confirmed in Fig. 6.2(c) by plotting the variation of the
maximum rotation angle θmax with the plasma membrane relaxation η. The figure
indicates that the relaxation causes θmax to increase but the increment is less than
8◦ in both cases. The figure also highlights that the clathrin-coated pit remains
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shallow (θmax < 37
◦) even when the stress in the membrane is fully relaxed. This
implies the clathrin coating and the plasma membrane relaxation together are
incapable of forming a deep pocket observed in the invagination process.
Area Mismatch in Membrane
After understanding the effects of plasma membrane relaxation, our attention in
this section turns to the effects of area mismatch in the membrane on the clathrin-
coated pit. Of particular interest is the case where the pit is generated by area
mismatch in the clathrin coating.
As mentioned earlier, the area mismatch in the membrane can occur by addi-
tion or depletion of molecules embedded in the plasma membrane. For the case
when there is addition of membrane molecules, the plasma membrane is effec-
tively subjected to a positive area mismatch, i.e., Λp > 0 in Eq. (6.3). On the
contrary, the depletion of membrane molecules is modeled by a negative area mis-
match (Λp < 0) in the membrane. The two different cases are simulated by taking
the area mismatch in the plasma membrane Λp to be 0.3 and -0.3, respectively.
The resulting morphologies of the two cases, together with the clathrin-coated pit
morphology without the area mismatch in the plasma membrane, are plotted in
Fig. 6.3(a). The figure shows that in the case when the membrane is subjected
to a positive area mismatch, the pit deepens and the slope of the pit increases.
In contrast, for the case when the membrane is under a negative area mismatch
strain, the pit retracts and becomes shallower as compared to the initial case when
area mismatch Λp is absent in the plasma membrane.
The effects of the area mismatch in membrane is further studied in Fig. 6.3(b),
which plots the change in the maximum rotation angle ∆θmax as a function of the
mismatch strain magnitude |Λp|. The change in maximum rotation is positive for
the case where Λp is increased from 0 to 0.3. On the other hand, the change in
maximum rotation becomes negative for the case when the plasma membrane is
subjected to negative area mismatch Λp. In both cases, the change in the maximum
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Figure 6.3: (a) The effects of area mismatch in plasma membrane on the pit morphology
for the system where Λp = 0.3, 0 and −0.3, (b) the variation of ∆θmax with |Λp|.
rotation angle is small, suggesting that area mismatch in the membrane is unable
to generate the deep pocket during the invagination process.
6.4 Simulation for Rocketing Actin Filaments
This section presents the simulations of the invagination process caused by the
rocketing of acting filaments. The system considered in the simulations is the
same as that of the dotted lines shown in Fig. 6.2(a). In particular, the system
contains a clathrin coating of thickness 10 nm in the inner layer of the surface
structure to produce a pit and the stress is fully relaxed (η = 1) in the outer layer
of the surface structure.
The system is subject to the acting filament rocketing, and this is modeled by
the in-plane force q1(φ) expressed in Eq. (6.3). The expression for q1(φ) is controlled
by four parameters, namely, the maximum force density qmax, the characteristic
width φw of the distribution of force, the location φ0 at which the force density
q1(φ) is the largest, and the exponent n that defines the decaying rate of q1(φ) as
φ moves away from the region (φ0 − φw, φ0 + φw). The exponent n is fixed at 4
through out this section, while the effects of qmax, φ0 and φw are discussed in the
next two sections.






























Figure 6.4: The morphology of the cell surface containing clathrin coated pit and sub-
jected to a distribution of in-plane force in which φw = 0.5◦ and φ0 is equal to (a) 1, (b)
1.5, and (c) 2◦. The maximum in-plane force density qmax is taken to be 0, 10, 30 60,
and 90 kPa in all of the three cases.
Effect of φ0
This section focuses on the effects of the location φ0 of the maximum q1 on the
cell morphology during the invagination process. The effects are determined by
considering the cases where φw is fixed at 0.5
◦ and φ0 are taken to be 1, 1.5, and
2◦. The results are depicted in Figs. 6.4(a), 6.4(b), and 6.4(c) for the three cases
of φ0, respectively. Each figure contains 5 surface profiles, corresponding to the
cell morphology when qmax = 0, 10, 30, 60, 90 kPa.
The surface profiles in Fig. 6.4, indicate that increasing qmax causes the pit to
deepen and to develop into a pocket. In addition to deepening, the pocket also
forms a constriction at the opening of the pocket, suggesting that further increment
of the in-plane force has the potential capability to generate a closed cavity. The
in-plane forces produce various types of surface profiles during the process, for
example, the tubular lobe in line 1 of Fig. 6.4(a), the necks in line 2 of Fig. 6.4(b),
and the flask-shaped cave in line 3 of Fig. 6.4(c). These surface profiles shares a
close resemblance to those observed in experiments. For example, it was observed
experimentally that tubular lobe are formed in the cases where the actin network
are affected by mutated dynamin protein, while the necks and the flask-shape cave
are observed for normal cells (Ferguson et al. 2009).
The morphology of the cell surface is further analyzed by calculating the three
characteristic quantities of the surface profiles as a function of qmax. The first quan-
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tity is the maximum rotation angle θmax on the cell surface; the second quantity
is the depth of the pocket, taken to be the vertical distance from the point on the
cell surface with the maximum curvature to the pole position (φ = 0) of the cell
morphology; and the third quantity is the opening of the pocket, defined to be the
horizontal distance between the two points on the cell surface where the curvature
is maximum. The results of the three quantities are plotted in Figs. 6.5(a), 6.5(b),
and 6.5(c), respectively. Each figure consists of three lines, marked as 1, 2, and 3,
which illustrate the results of the cases where φ0 = 1, 1.5 and 2
◦, respectively.
Figure 6.5(a) indicates that the maximum rotation angle θmax increases with
the maximum in-plane force density qmax for all of the three cases with different
values of φ0. Comparing the three cases suggests an increase in φ0 leads to higher
θmax. This means that it is easier to induce a steep surface profile when the in-plane
force is distributed over a larger surface area.
The results in Fig. 6.5(b) shows that the depth of the pocket generally increases
with the in-plane force density qmax. The trend, however, can reverse when the
opening of the pocket constricts. The constriction process takes up significant
amount of surface area and this causes the pocket to retract.
The third quantity, which is the size of the pocket opening, is examined in
Fig. 6.5(c) by plotting the variation of the opening with the force density qmax. It
is found that the opening of the pocket decreases with qmax monotonically when
φ0 = 1 and 1.5
◦. In comparison, the pocket opening of the case where φ0 = 2◦
increases initially and then declines. The initial increase of the pocket opening
can be understood as follows. The loading causes a significant increment in the
curvature at the loading region; as a consequence, the location of the maximum
curvature, denoted as φmax, would move towards the loading region. If the loading
region is within the pit, the migration of the maximum curvature location causes
φmax to decreases and accordingly the pit opening becomes smaller, as observed
in Lines 1 and 2. If the loading region is outside the pit, on the other hand, the
location φmax and the pit opening increase. This explains the initial trend found
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Figure 6.5: The effects of qmax on (a) θmax (b) the size of the opening, and (c) the




After understanding the effect of the location φ0 of the maximum in-plane force
density, this section investigates the effect of the characteristic width φw on the
surface profile. The effects are determined by simulating the morphological change
of the clathrin-coated pit when subjected to a distribution of in-plane force. In
particular, the pit is taken to be the one discussed earlier in Fig. 6.2(a), and
the distribution of force is described in Eq. (6.3) with φ0 fixed at 2
◦ and the
characteristic width φw taken to be 0.5
◦, 1◦ and 1.5◦.
The results of the simulation are depicted in Fig. 6.6(a), 6.6(b) and 6.6(c),
respectively, and qmax is taken to be 0, 5, 10, 20, and 30 kPa in all of the three
cases. The surface profiles in all the three cases are found to deform inwards to
develop into a pocket. The side surface of the pocket becomes steeper when qmax
increases. In Fig. 6.6(a) where φw = 0.5
◦, the surface profile at qmax = 30 kPa
resembles the shape of a basin. When the characteristic width φw is increased
to 1◦, the morphology of the surface profile develops into a tubular pocket at
qmax = 30 kPa, see Fig. 6.6(b). A further increase in φw leads to the formation of
necking in the pocket at the same value of qmax, see the arrow in Fig. 6.6(c).





























Figure 6.6: The morphology of the cell surface containing clathrin coated pit and sub-
jected to a distribution of in-plane force in which φ0 = 2◦ and φw is equal to (a) 0.5, (b)
1, and (c) 1.5◦. The maximum in-plane force density qmax is taken to be 0, 5, 10 20, and
30 kPa in all of the three cases.
The cell morphology of the three cases of φw is further analyzed by the three
characteristic quantities, namely, θmax, the opening of the pocket, and the depth of
the pocket as defined earlier when studying the effect of φ0. The three characteristic
quantities are calculated and plotted as a function of the force density qmax in
Figs. 6.7(a), 6.7(b) and 6.7(c), respectively. In the three figures, lines 1, 2 and 3
corresponds to the cases where φw = 0.5
◦, 1◦ and 1.5◦.
Figure 6.7(a) indicates that the maximum rotation angle θmax increases with
qmax for all the cases, which is consistent with the observations in Fig. 6.6(a). A
comparison of the three lines suggests that an increase in φw leads to a larger
loading region and thus a higher θmax at the same qmax.
Figure 6.7(b), which plots the variation of the pocket depth with the in-plane
force density qmax, shows a similar trend for all three cases that the depth increases
and stabilizes gradually as the pocket is formed. The result also demonstrates that
the differences of the pocket depth among the three cases are small even though the
area of the loading regions can be significantly different. For example, the pocket
depth is 99, 104, and 111 nm, at qmax = 30kPa for lines 1, 2, and 3, respectively,
and the corresponding loading areas are 0.0957 µm2, 0.1913 µm2, and 0.2870 µm2.
The finding shows that the pocket depth is insensitive to the area of the loading
region.
Figure 6.7(c) depicts the pocket opening as a function of the in-plane force
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Figure 6.7: The effects of qmax on (a) θmax (b) the size of the opening, and (c) the
depth of the pocket. The lines 1, 2 and 3 denote the case where φw = 0.5◦, 1◦ and 1.5◦,
respectively
density qmax. The figure shows that the opening of the pocket peaks then declines
in the case of line 1. In comparison, the opening decreases monotonically with
qmax for the cases of lines 2 and 3. The trend demonstrated by line 1 is due to the
migration of the maximum curvature caused by the in-plane force at the loading
region, similar to the case discussed in line 3 of Fig. 6.5.
The results of the effect of φ0 and φw show that the in-plane force is able
to generate different pocket profiles by varying the distribution of the in-plane
force represented by the two parameters φ0 and φw. In particular, the profiles are
deepened when φ0 is increased, or equivalently, when the region subjected to the
in-plane force is moved away from the pit. The opening of the pocket profile, on
the other hand, can be decreased by enlarging the characteristic width φw of the
loading region.
6.5 Simulation for Intrinsic Shear Dipole
After understanding the in-plane-force mechanism for the invagination process,
we turn our attention to another invagination mechanism, namely, the intrinsic
shear dipole. The mechanism is studied by considering the scenario that the cell
surface contains a clathrin coated pit and is subjected to an intrinsic shear dipole.
The clathrin-coated pit adopted in our study is the same as that used earlier in





























Figure 6.8: Cell surface morphology when subjected to intrinsic shear dipole with the
parameter φ0 being (a) 1◦, (b) 1.5◦, and (c) 2◦. The maximum effective shear strain
Emax is taken to be 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3 in all of the three cases.
Fig. 6.4, where Λ = 0.3, φc = 1
◦, and Hc = 10 nm. In addition, it is assumed
that the plasma membrane is fully relaxed, i.e., η = 1, at the outer layer with
Hr = 10 nm.
The intrinsic shear dipole induced by motor protein is expressed in terms of the
effective shear strain Em13 in Eq. (6.6), and it is controlled by four parameters. The
first parameter is the maximum effective shear strain Emax; the second parameter
is the characteristic width φw of the distribution of the effective shear strain; the
third parameter is the location φ0 at which the effective shear strain E
m
13(φ) is
maximum; and the last parameter n defines the decaying rate of the effective
shear strain when moving away from the intrinsic shear dipole region. In our
study, Emax is taken to be in the range of 0 to 0.3 and n is fixed at 4; φ0 and φw
are varied separately in the following two sections to investigate the effects of the
two parameters on the invagination process.
Effect of φ0
This section focuses on the effects of the location φ0 of the maximum intrinsic
shear dipole during the invagination process. The effect is studied by considering
the cases where φw is fixed at 0.5
◦ and φ0 is taken to be 1, 1.5 and 2◦. The
results of the simulation are depicted in Fig. 6.8(a) for the case where φ0 = 1
◦.
The results show that increasing Emax causes the slope of the pit to increase and
the pit develops into a deep pocket. In comparison, Fig. 6.8(b) illustrates the cell
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Figure 6.9: The effects of Emax on (a) the maximum rotation angle θmax (b) the pocket
depth, and (c) the pocket opening. Lines 1, 2, and 3 in the figures refer to the case where
φ0 = 1, 1.5, 2◦, respectively.
morphology of the case where φ0 = 1.5
◦, and the results indicate that the pocket
induced by the intrinsic shear dipole exhibits a higher slope and a larger pocket
opening than the pocket depicted in Fig. 6.8(a) where φ0 is smaller. When the
value of φ0 is further increased, as in the case plotted in Fig. 6.8(c), the pocket is
enlarged and the curvature at the edges of the opening is higher than those in the
first two cases.
The results in the three cases show that increasing φ0 causes little change in
the depth of the pocket, while the opening of the pocket is significantly increased
by larger values of φ0. This means that the intrinsic shear dipole can induce a
pocket with a higher aspect ratio between the depth and the width if the intrinsic
shear dipole region is closer to the pit. Furthermore, the results of the three cases
suggest that the pocket opening remains large, exceeding 200 nm, even when the
effective shear strain Emax is 0.3. This finding implies that in the case where
the intrinsic shear dipole is the driving force for the invagination process, another
mechanism is needed in order to close the pocket. The mechanism is known to be
the dynamin protein for the clathrin-mediated endocytosis.
The effects of the intrinsic shear dipole on the cell morphology is further an-
alyzed by determining how Emax affects the three characteristic quantities of the
cell surface profile, namely, the maximum rotation angle θmax, the opening of the
pocket and the pocket depth. The results are plotted in Figs. 6.9(a), 6.9(b), and
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6.9(c), respectively; the three lines in each of the figures refer to the three cases
where φ0 = 1, 1.5, and 2
◦. Figure 6.9(a), plotting the maximum rotation angle
θmax as a function of Emax, indicates that θmax increases with Emax and φ0.
Figure 6.9(b) depicts the variation of the pocket depth with the effective shear
strain Emax. The results indicates the depth increases with Emax in the case of
line 1 where φ0 = 1
◦. The results of the other two cases, φ = 1.5 and 2◦, on
the other hand, show that the depth decreases first and then jumps to a higher
value abruptly. The trend can be understood as follows. The intrinsic shear dipole
causes a significant increment of curvature in the loading region. This implies that
there exist two maximums in the curvature: one comes from the area mismatch
in the clathrin coating and the other one from the intrinsic shear dipole. The
latter maximum exceeds the former one as the Emax reaches a critical value, 0.006,
resulting in the sudden shift of the location of the maximum curvature. Since
the location of the maximum curvature is used to define the depth of pocket, the
sudden shift explains the abrupt increase of pocket depth observed in lines 2 and 3
in Fig. 6.9(b). After the abrupt change, the pocket depth of cases 2 and 3 increases
to a maximum and then decreases, while the change of the pocket depth is nominal.
Figure 6.9(c) illustrates the variation of the pocket opening with Emax. The
results show that the opening generally decreases with Emax except that the open-
ing exhibits an abrupt increment in cases 2 and 3, due to the same cause for the
abrupt change discussed in Fig. 6.9(b).
Effect of φw
This section focuses on the effects of the characteristic width φw on the cell surface
during the invagination process induced by the intrinsic shear dipole. The effects
are determined by considering the cases where φw is taken to be 0.5, 1, and 1.5
◦
and φ0 is fixed at 2
◦. The remaining parameters adopted in the study are identical
to those in Fig. 6.8. The results are plotted in Figs. 6.10(a), 6.10(b), and 6.10(c)
for the three cases, respectively. Comparing the three cases shows that increasing





























Figure 6.10: Cell morphology due to a distribution of intrinsic shear dipole with φ0 fixed
at 2◦ and φw = (a) 0.5◦, (b) 1◦, and (c) 1.5◦.
(a)
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Figure 6.11: The effects of Emax on (a) the maximum rotation θmax, (b) the pocket
depth, and (c) the pocket opening. Lines 1, 2, and 3 refer to the cases where φw is equal
to 0.5, 1 and 1.5◦.
φw leads to a deeper and larger pocket. In addition, the bottom of the pocket
develops from a flat profile to a rounded one as the value of φw becomes larger.
The effects of the characteristic width φw on the morphology of the pocket is
further analyzed by evaluating the variation of the three characteristic quantities of
the pocket, namely, the maximum rotation angle θmax, the opening of the pocket,
and the depth of the pocket, with the effective shear strain Emax. The results
are illustrated in Figs. 6.11(a), 6.11(b), and 6.11(c), respectively, and each figure
contain three lines that correspond to the three cases examined in this section. All
of the lines in the three figures indicate abrupt changes at some critical values of
Emax, which is similar to the observations discussed earlier in Fig. 6.9. Comparison
of the three cases depicted in Figs. 6.11(a), 6.11(b), and 6.11(c) indicates that a
higher value of φw, i.e., a larger region of intrinsic shear dipole, would cause a
reduction in θmax but and an increase in the depth and the opening of the pocket.
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In addition, the pocket opening at different values of φw remains large even when
the effective shear strain Emax exceeds 0.3. The trend is similar to the results shown
in Fig. 6.9(c) for different values of φ0. This suggests that different distributions
of intrinsic shear dipole is capable of producing a deep pocket but is unable to
close the pocket opening. The closure of pocket opening, which is achieved by the
dynamin protein during the clathrin-mediated endocytosis, is beyond the scope of
the thesis, and should be further investigated in the future.
6.6 Summary
The invagination process of the clathrin-mediated endocytosis is examined in this
chapter by considering the effects of three mechanisms, which are the plasma mem-
brane remodeling, the in-plane force, and the intrinsic shear dipole. The results of
the plasma membrane remodeling show that membrane relaxation and generation
of area mismatch are unable to develop a deep pocket. This is consistent with
experimental observations that the actin filaments play an important role in the
invagination process. The actin filament can carry out the invagination process by
the rocketing of the actin filaments and by shear forces generated by the motor
proteins. The first mechanism is modeled by the in-plane force and the second one
by the intrinsic shear dipole in the actin network. The results of the in-plane force
demonstrate that deep closed pocket can be generated when both the width and
the location of the loading region are controlled. In comparison, the intrinsic shear
dipole is also shown to be able to generate a deep pocket. The pocket morphology
induced by the intrinsic shear strain can be tubular and the strain required to form
the pocket is less than 0.3.
Chapter 7
Phagocytosis and Viral Budding
7.1 Introduction
The shell transformation model presented in this thesis simulates the mechanics
of the cell surface structure when the cell undergoes biological process. The capa-
bility of the model is demonstrated in the investigation of the clathrin-mediated
endocytosis discussed in Chapters 5 and 6. In this chapter, the thin shell model is
further used to explore the mechanics of two different biological processes, namely,
phagocytosis and viral budding.
7.2 Simulation for Phagocytosis
Phagocytosis is a large-scale deformation of the cell surface to facilitate the en-
gulfment of extracellular materials into the cell. The phagocytosis process involves
two parts: the signaling pathways and the mechanics of the actin network. The
signaling pathways are responsible for identifying the target and activating the
actin network in order to carry out the internalizing process (May and Machesky
2001). The biochemistry of the signally pathways have been studied extensively
and are well understood (Aderem and Underhill 1999; Swanson 2008). The me-
chanics of the actin network, on the other hand, refers to the process where actin
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filaments generate a protrusion on the cell surface known as pseudopodium. The
significance of actin filaments on the formation of pseudopodium is well established
in experimental observations (Herant et al. 2011); however, how the actin network
produce the pseudopodium is still an open question in the literature.
A possible driving force for the formation of pseudopodium is the remodeling
of actin network by the motor proteins. The motor proteins can induce shear forces
in the surface structure when they traverse along the actin filaments. As shown
earlier in Chapter 6, this type of loading produces distinct features on the cell
surface such as deep pockets in the clathrin-mediated endocytosis. It is proposed
that the shear forces produced during the motor traversing motion may also be
able to generate the large pseudopodium during phagocytosis.
Model
The shear forces induced by the motor motion are modeled by the intrinsic shear
dipole dm1 as shown in Eq. (6.5), which, for convenience, is further represented
by the effective shear strain generated by motor proteins Em13. The effective shear


















where Emax is the maximum effective shear strain and n determines the rate of
decay when moving away from the loading region. The two exponential terms in
the expression for Em13 to describe the distributions of intrinsic shear dipole in two
adjacent regions. The first region is centered at φ0−φw, the second one is centered
at φ0 + φw, and the characteristic width of both regions is φw. The two regions
are different in the sign of the effective shear strain Em13: The strain is positive
in the first region and is negative in the second one when Emax is taken to be a
positive value. In such a case, the distribution of Em13 would cause in-plane forces
toward the interface between the two regions, and this is the driving force for the
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Figure 7.1: Variation of Em13 with φ for the case where Emax = 0.3
◦,φw = 5◦ and φ0 = 20◦
.
formation of pseudopodium. An example of the variation of Em13 with φ is depicted
in Fig. 7.1 for the case where Emax = 0.3, φ0 = 20
◦, φw = 5◦, and n = 4.
Results
The simulation for the phagocytosis is carried out for three cases with different
distributions of Em13 characterized by φ0 and φw. The two values are taken to be
φ0 = 20
◦ and φw = 5◦ in the first case. In the second case, φ0 remains to be 20◦,
while φw is increased to 10
◦. In comparison, φ0 = 30◦ and φw = 10◦ in the third
case. Except φ0 and φw, the other parameters of the three cases are identical, given
by Htot = 25 nm, ρ = 5 µm, µ = 0.769 MPa, ν = 0.3, and n = 4.
The simulation results of the first case is shown in Fig. 7.2(a) by plotting the
evolution of the cell morphology when the effective shear strain Emax is taken to be
0, 0.024, 0.05, and 0.1. The figure demonstrates that the intrinsic shear dipole can
induce surface profiles similar to pseudopodium in the initial stage of phagocytosis
found in experiments (Swanson 2008). In particular, the profiles are characterized
by a smooth valley surrounded by protrusion with high curvature at the peaks
and at the periphery of the protrusions. Furthermore, comparing the four surface
profiles at different values of Emax reveals that a significantly large protrusions is
generated when Em13 is 0.024, and the subsequent increment of E
m
13 has little effects
on the cell morphology.
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Figure 7.2: (a) Morphology of the cell surface subject to a distribution of shear force
dipole described by φ0 = 20◦ φw = 5◦ and Emax=0, 0.024, 0.05, and 0.1, and (b) the
variation of the maximum rotation angle θmax with Emax.
The effects of the intrinsic shear dipole on the cell morphology can also be
visualized in Fig. 7.2(b), which depicts the variation of the maximum rotation
angle θmax with Emax. The result indicates a sharp increase of θmax at small value
of Emax followed by a much slower increment as Emax increases. The sharp change
of θmax signals the occurrence of buckling by small intrinsic shear dipole. This
implies that the intrinsic shear dipole is an effective mechanism for cells to initiate
the formation of pseudopodium.
The results of the second and the third cases are plotted in Figs. 7.3(a) and
7.3(b) where Emmax is 0.1. Comparing Figs. 7.3(a) and 7.2(a), which only differ
in φw, shows that a larger value of φw leads to a protrusion with larger base and
height. Similarly, comparison of Figs. 7.3(a) and 7.3(b), which differs only in term
of φ0, indicates φ0 controls the location of the protrusions and accordingly the size
of the valley surrounded by the protrusions. The effects of φw and φ0 observed in
Fig. 7.3 suggest sufficiently large pseudopodium can be generated in the cell by
triggering motor proteins in the actin network over a large area.
Discussion
The mechanism for the formation of pseudopodium studied in this section focuses
on the effects of the motor-protein-driven shear forces at the cell surface. The sim-
ulation results suggest that the shear forces can generate the morphology observed























Figure 7.3: Morphology of cell surface when subject to a distribution of intrinsic shear
dipole with φw = 10◦ and φ0 is equal to (a) 20◦ and (b) 30◦. The parameter Emax is
taken to be 0.1 for both cases.
in experiments. Our current model, however, is unable to consider the effect of the
ligand-receptor interaction between the cell and the target. This interaction can
help to bend the cell surface around the target, reducing the amount of intrinsic
shear strain needed during the engulfing process.
In addition, as our model only considers the cell surface structure, our model
ignores the effects of the influx of actin filaments into the core of the pseudopodium.
The formation of actin network within the pseudopodium core creates an internal
structure for the pseudopodium shell so that the stiffness of the pseudopodium
is greatly enhanced and the phagocytosis process requires smaller values of shear
forces.
In spite of the limitations of our model, we have shown that the morphological
changes leading to the formation of the pseudopodium can be generated by the
shear force due to the sliding of the actin network. The finding sheds new light on
the mechanics of phagocytosis.
7.3 Simulation for Viral Budding
Viral budding is the process during which the virus in the infected cell is trans-
ported across the cell surface in order to spread to other cells. The budding process
begins with a protrusion on the cell surface by the attachment of viral proteins
onto the plasma membrane. For example, the viral GAG protein self-assembles









Figure 7.4: Schematic diagrams of the budding process: (a) the self assembly of viral
proteins on plasma membrane, (b) the development of protrusion when the viral proteins
form a coating, (c) the formation of bud by an actin network, and (d) fission of the
encapsulated virus.
on the cell membrane to induce the protrusion in the case of HIV (Carlson et al.
2010). Subsequently, the neck of the protrusion constricts to enclose the virus
within (Hurley and Hanson 2010; Morita and Sundquist 2005). After the virus
is encapsulated by the membrane, the membrane-coated virus becomes detached
from the cell surface and can be transported to other cells, see Fig. 7.4.
The mechanism of the constriction process is unclear in the literature, while
some experimental evidences suggest the involvement of actin filaments in the
process as actin filaments and associated binding proteins such as ezrin and moesin
are found in the virion particles (Gladnikoff and Rousso 2008; Gladnikoff et al.
2009). The binding proteins are known to be responsible for the formation of
filopodia which are protrusion on cell surface. Furthermore, it has been found
that HIV accessory protein Nef is able to remodel the actin network (Fackler
and Krausslich 2006; Luftig and Lupo 1994). These experimental findings clearly
indicate that the actin filament plays an important role during the budding process.
The effects of the actin filaments in the constriction process of viral budding
are investigated in this section by taking into account the mechanical forces that
can be generated by the actin networks. Of particular interest are the rocketing
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of actin filaments and motor protein induced shear strain. As discussed earlier
in Section 6.1, the rocketing acting filament comes from rapid polymerization and
depolymerization at the minus and the plus ends of the actin filament, respectively
(Gouin et al. 2005; Gov and Gopinathan 2006). The shear force induced by the
motor protein, on the other hand, account for the effect of the traversing motion
of motor proteins on actin filaments. During the viral budding, the motor proteins
may be activated by some proteins of the virus to behave in a similar manner that
generates shear forces in the surface structure (Naghavi and Goff 2007; Nambiar
et al. 2010). The shear force can be the mechanism that produces the budding for
the virus.
Model
The budding process is examined by considering the effect of the two types of
mechanical forces induced by actin filaments on a shallow protrusion of the cell
surface. The protrusion is modeled by the area mismatch strain as expressed in
Eq. (5.2) with the parameter Λ being taken to be a negative value. The negative
value means that the surface area of the viral protein coating before attaching
to the plasma membrane is smaller than the area of the same coating after the
attachment.
In addition to the area mismatch, the protrusion can also be generated by a
curvature mismatch between the viral protein coating and the plasma membrane.
Nevertheless, the different mechanisms for the formation of the protrusion have
little effects on the budding process since the process is dominated by the actin-
filament-induced mechanical forces. For simplicity, only the protrusion generated
by the area mismatch is adopted in our simulation. The result is expected to be
similar in the case where the production is caused by the curvature mismatch.
The two types of mechanical forces induced by the actin filaments are rocketing
of acting filaments and shear forces produced by motor proteins when traversing
along the actin filaments. The former is modeled by the in-plane force q1 and the
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Figure 7.5: Morphology of the cell surface during (a) the protrusion process activated
by an area mismatch in the interior layer where the size φc of the coating is 1◦ and the
thickness Hc=10 nm, (b) the budding process generated by a distribution of q1 in the
same interior layer, and (c) the budding process generated by a distribution of intrinsic
shear dipole dm1 .
latter by the intrinsic shear dipole. The expression for the in-plane force follows
that in Eq. (6.3). The distribution of intrinsic shear dipole, on the other hand, is
given by Eqs. (6.4), (6.5), and (6.6).
Results
The simulation results of the viral budding presented in this section consist of
three parts. The first part is the protrusion induced by the area mismatch strain,
while the other two parts are budding caused by the in-plane force and the intrinsic
shear dipole. The cell surface structure adopted here is the typical one used in this
thesis where the surface structure thickness Htot is 25 nm and the radius of the
cell is 5 µm.
The protrusion induced by the viral protein is modeled by a strained layer in
the inner surface where Ha = 15 nm, Hc = 10 nm, and Ha and Hc are defined
earlier in Fig.5.3. The size of the viral protein coating φw is taken to be 1
◦ and
the area mismatched strain Λ is varied from 0 to -0.3. The surface profiles during
the protrusion process are plotted in Fig. 7.5(a) for the cases where Λ = −0.05,
-0.1, -0.15, -0.2, -0.25 and -0.3. The figure shows that the surface profiles deform
outward to develop a protrusion as the magnitude of Λ increases. The height of
the protrusions, however, is small. This is similar to the pit formation during the
clathrin-mediated endocytosis.
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The cell surface containing a protrusion is further examined in the second
part of simulation by applying the in-plane force q1 in the vicinity of the shallow
protrusion. The parameters for the distribution of the in-plane force is take to be
φ0 = 1.5
◦ and φw = 0.5, and the maximum in-plane force density qmax is varied
from 0 to 48 kPa. The resulting surface profiles are plotted in Fig. 7.5(b) for the
cases where qmax = 10 , 20, 30 and 48 kPa. The results indicate that a cone-shape
protrusion appears first and subsequently the base of the protrusion constricts to
form a necking. The surface profiles at qmax = 48 kPa is similar to the profiles
that are commonly observed in the experiments (Gladnikoff et al. 2009; Lehmann
et al. 2005).
In comparison to the in-plane force, the third part of the simulation considers
the effects of the intrinsic shear dipole on the shallow protrusion studied in the first
part of the simulation. The distribution of the intrinsic shear dipole is characterized
by the same set of parameters, φ0 = 1.5
◦ and φw = 0.5, adopted earlier for the
distribution of the in-plane force. The results of the simulation are depicted in
Fig. 7.5(c) for the cases where Emax is taken to be 0.05, 0.1, 0.2 and 0.3. The
figure indicates that the intrinsic shear dipole is also capable of generating budding
from a shallow protrusion. The surface profiles illustrated in the figure, however,
is significantly larger than those induced by the rocketing force q1 depicted in
Fig. 7.5(b) even though the loading regions of the two cases are identical. In
addition to size, the shape of the profiles produced by the intrinsic shear dipoles is
also different from that by the rocketing force q1. The former resembles that of a
plateau with a wide opening, while the latter is characterized by a small rounded
bump with a constricted neck.
Discussion
The mechanism of rocketing of actin filament adopted in the viral budding is
further analyzed in this section by estimating the volume density of the rocketing
actin filament in the actin network layer. The first step is to determine the number
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of actin filaments required to induce the budding. From the simulation result,
the in-plane loading needed to produce the required surface profile is 50 kPa;
accordingly, a total of 7142 actin filaments per square micrometer are needed for
the viral budding.
The volume of the rocketing actin filament can then be calculate by taking
the diameter and the length of each actin filament to be 7 nm and 28 nm, respec-
tively, (Bai et al. 2011). Therefore, the volume of one rocketing actin filament
is 1077.56 nm3. Multiplying the value with the total number of actin filaments
in 1 square micrometer of cell surface determines the volume of rocketing actin
filaments in that area to be 7.695× 10−3 µm3.
Following the parameter used in the simulation, the thickness of the actin layer
is 15 nm; therefore, the volume of the surface structure in 1 µm2 of cell surface is
0.015 µm3. Comparing this value with the volume discussed in the last paragraph
yields the volume density of the rocketing actin filaments,
Volume density =
Volume of rocketing actin filament
Volume of actin layer
= 0.51. (7.2)
The value is an approximation of the amount of actin required to generate a loading
of 50 kPa, and the result suggests that the loading can be achieved in the cell
surface by incurring a high volume density of the rocketing filament (Koestler
et al. 2009; Urban et al. 2010).
7.4 Summary
In this chapter, the shell transformation model developed in this thesis is applied
to study of the deformation of cell surface during phagocytosis and viral budding.
The simulation results show that the intrinsic shear dipole can generate a protru-
sion on the cell surface which is similar to the pseudopodium observed during the
phagocytosis. The intrinsic shear dipole, which models the motor protein induced
Chapter 7: Phagocytosis and Viral Budding 113
shear strain, can significantly change the cell morphology by varying the distrib-
ution of the loading. Furthermore, it is found that even when the effective shear
strain is small Em13 = 0.1, the intrinsic shear dipole is still able to cause a large
deformation to the cell surface. This means that the intrinsic shear dipole is an
effective mechanism for the formation of pseudopodium.
The simulation results for viral budding, on the other hand, demonstrates that
negative area mismatch strain caused by the formation of viral GAG protein on
plasma membrane results in the formation of a shallow bump on the cell surface.
Similar to the case of endocytosis, the actin filament, which are modeled by the
in-plane force and the intrinsic shear dipole, is required to generate the tethered
bud. By comparing the two mechanisms, it is found that the in-plane force is able
to form small buds which resemble that observed in experiments. The intrinsic
shear dipole, on the contrary produces larger buds. This means that the in-plane




This thesis presents our research on the mechanics of cell surface structure by the
shell transformation model and the application of the model for simulating biologi-
cal process such as clathrin-mediated endocytosis, viral budding and phagocytosis.
Chapter 2 presents the kinematics of thin shell, based on the Kirchhoff-Love
postulate in thin shell theory. The result is compared with those in the literature.
The comparison shows a minor difference between the current model and that in
literature, and the difference is found to be caused by the rotation generated by
an in-plane strain in the curved structure. Our result is valid for general case
of large deformation, and is further simplified for the the infinitesimal and the
axial-symmetric cases.
Chapter 3 discusses the finite elasticity of the thin shell, and derives the equi-
librium equation by minimizing the free energy in the shell, which includes the
strain energy, the work done by external forces and the dipoles in the shell struc-
ture. The equilibrium equation consists of the balance of force and the balance of
moment. Similar to the kinematic analysis in Chapter 2, the equilibrium equation
is also further simplified for the axial-symmetric case.
Chapter 4 consists of two parts. The first one modifies the thin shell theory
for the case where, in addition to large deformation, the shell is also subject to a
biaxial transformation strain. The theory is further simplified to the linear case
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and is found to be consistent with the result in the literature. The second part of
Chapter 4, on the other hand, is the numerical implementation of our thin shell
theory. In particular, the numerical scheme solves the non-linear equations in the
theory by using a pseudo dynamic formula to search for the shell morphology that
minimizes the free energy of the system.
Chapter 5 investigates the formation of clathrin coated pit by considering the
effects of area mismatch and curvature mismatch. After understanding the signif-
icance of the area mismatch, the focus of Chapter 5 then turns to the dependence
of the pit formation on three geometric factors of the clathrin coating, namely, the
coating size, the effective thickness, and the position. The results show that the
depth of the pit can be increased by increasing the magnitude of any of the three
factors. Though affected by these factors, the pit remains shallow, suggesting that
the clathrin coating can produce a pit but is unable to generate a deep pocket for
subsequent invagination process. Similar findings are also found in the simulation
for the budding of vesicles by coat protein.
Chapter 6 studies the development of deep pocket on cell surface during the
invagination phase in clathrin mediated endocytosis. The study is carried by mod-
eling the two machanisms of the actin network by the in-plane force and the intrin-
sic shear dipole, respectively. The results show that the in-plane force can generate
deep pockets when the force is sufficiently large. The intrinsic shear dipole on the
other hand, is also able to form pockets but with a larger pocket opening.
Chapter 7 applies the shell transformation model to the formation of pseudo-
podium during the phagocytosis and the viral budding. The pseudopodium in-
duced by motor proteins is modeled by the intrinsic shear dipole, and it was found
that the shear dipole is an effective mechanism to generate the large surface de-
formation. The simulation results also show that by varying the distribution of
the loading region, the surface profile resembling that in experiments can be gen-
erated. The study of viral budding focuses on the formation of shallow bumps by
the viral proteins and the subsequent development of the budding by the actin
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filament network. The formation of shallow bump is similar to the generation of
pits by the clathrin coating. The difference between the two similar scenarios is
that that the viral protein needs to exhibit a negative area mismatch strain in
order to induce the bump, while the clathrin coating is characterized by a positive
area mismatch to produce a pit. The subsequent budding by actin filament can
be achieved by rocketing of actin filaments and the shear forces induced by motor
motion in the actin network. The former is modeled by the in-plane force and the
latter by the intrinsic shear dipole. The simulation results show that both mecha-
nisms can cause budding, while the size of the budding generated by the former is
sufficiently smaller than that by the latter when the loading regions are identical.
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