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Abstract
The first major study of p-groups of maximal class was made by Blackburn in 1958.
He showed that an important invariant of these groups is the ‘degree of commutativity.’
Recently (1995) Fernández-Alcober proved a best possible inequality for the degree of
commutativity in terms of the order of the group. Recent computations for primes up to
43 show that sharper results can be obtained when an additional invariant is considered.
A series of conjectures about this for all primes have been recorded in [A. Vera-López
et al., preprint]. In this paper, we prove two of these conjectures.
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1. Introduction
A group G of order pm is said to be a p-group of maximal class if Ym−1 = 1,
where
Y0 =G, Yi = [
i︷ ︸︸ ︷
G, . . . ,G] for every i  2
and Y1 such that Y1/Y4 = CG/Y4(Y2/Y4).
If G is a p-group of maximal class, then Yi = 1 for i m and |Yi : Yi+1| = p
for i ∈ {0, . . . ,m− 1}.
The most important invariant of a p-group of maximal class G is its degree of
commutativity, which is a measure of the commutativity among the members of
the lower central series of G. It was introduced by Blackburn (cf. [1]) and it is
defined by
c= c(G)= max{k m− 2 ∣∣ [Yi, Yj ] Yi+j+k, ∀i, j  1}.
We denote by c0 the residue class of c modulo p − 1 and c1 is defined by
c = c1(p − 1) + c0. Another important invariant associated to a p-group of
maximal class is defined by
v = v(G)= min{k ∈ [2,m− c− 2] ∣∣ [Y1, Yk] = Y1+k+c}.
In [4], it is proved that v = v(G) is an even number 2l satisfying v = 2l  p − 1
and if v + 2 = 2l + 2m− c− 1, then 2l  p − 3. Therefore, in the following,
we suppose l  (p− 3)/2.
Following N. Blackburn, we take a pair of elements s ∈G \ (Yi ∪CG(Ym−2))
and s1 ∈ Y1 \ Y2, and define recursively si = [si−1, s] ∈ Yi \ Yi+1, for i = 2, . . . ,
m− 1. For i + j m− c− 1, let αi,j ∈ Fp be determined by the congruence
[si, sj ] ≡ sαi,ji+j+c (modYi+j+c+1).
It is known that αi,j satisfies the following properties:
(P1) αi,j =−αj,i ;
(P2) αi,i = 0, for 2i m− c− 1;
(P3) αi,j = αi+1,j + αi,j+1, for i + j + 1m− c− 1 (Bernoulli’s property);
(P4) αi,j = αi+p−1,j = αi,j+p−1, for i + j + p − 1  m − c − 1 (periodicity
modulo p− 1);
(P5) f (i, j, k)= αi,j αi+j+c,k+αj,kαj+k+c,i+αk,iαk+i+c,j = 0, for any positive
integers i , j , k satisfying i + j + k m− 2c− 1 (Jacobi’s identity).
In this paper, we denote xλ = αλ,λ+1, with λ 1 and yj = α1,2l+j , for j  0.
By using xλ, it is easy to check the following equality for l:
l = l(G)= min{k ∈ {1, . . . , (p− 3)/2} ∣∣ xk = 0}.
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Moreover, if t is a positive integer such that t  m− 2c − 1, then S(t) denotes
the system
S(t)= {f (i, j, k)= 0 ∣∣ i + j + k  t}.
For a positive integer t1, we define Tt1 = {αi,j | i + j  t1} and TG = Tm−c−1.
If we are interesting in obtaining the defining relations of a p-group of maximal
class, we need the best information about the degree of commutativity, because
an improvement of only one unit in a lower bound allows us to eliminate a lot of
unknowns in the commutator structure of the defining relations. Because of this,
the researchers have focused on finding the best lower bound for the degree of
commutativity. In fact, until now the main goal was to get an expression of type
2c m− g(p), where g(p) was a function of p, that is, an inequality in terms
of the order of G. The best one was given in [2] and it was 2c  m − 2p + 5.
However, if we consider also the invariants l and c0, sharper inequalities can
be obtained. Indeed, by implementing the algorithm described in [6], we have
written a program which gives us the minimum value a such that 2c  m − a,
for a fixed prime p, l, and c0. After running it for primes p  43 and all possible
values of l and c0, we have made a table Up that contains in the cell (i, j) the
corresponding ai,j for c0 = i − 1 and l = j , when we works on prime p. By
observing the obtained results for the different primes p, we have checked that
2p− 5 is the maximum obtained value, it only attains in two cells corresponding
to l = (p− 3)/2 and c0 = 2,3 and the rest values are much lower. On other hand,
we have detected a uniformity in the tables Up and we have divided these tables
in six different regions according to the obtained functions g(c0, l,p), such that
2cm− g(p, l, c0). These regions have the following properties:
1. They keep on, when p changes.
2. The intersection of two different regions is the empty set.
3. Their union covers almost Up , except some particular values of c0, for l  3.
So, it deserves to prove the validity of the obtained functions in the considered
regions for every prime p, because the corresponding inequality is much sharper
than the best one known until now.
In this paper, we prove the validity of two of obtained functions and in [7] we
prove the other four. As it can be observed in the proofs of the six inequalities, the
used techniques are different according to the considered regions.
The main results that we shall show in this paper are the following theorems.
Theorem 1. Suppose that one of the following statements holds:
1. p− 2 c0  p− l and l  2.
2. 2l = p− 3 and c0  4 or c0 = 2.
3. c0  2p− 4l + 1.
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4. 2p− 4l − 1 c0  2p− 4l + 2 and l > (p− 1)/3.
5. c0 ∈ {2p− 4l − 2,2p− 4l− 4} and p  3l − 1.
6. l  (p+ 5)/6 and l + c0 = (p+ 1)/2.
Then 2c  m − p − 2l + c0 holds. Moreover, there exist p-groups of maximal
class satisfying 2c=m− p− 2l + c0 in cases 1–6.
Theorem 2. Suppose that l + c0 = (p − 1)/2 and l  (p + 5)/6. Then, 2c 
m− 2l − c0 − 1 or c = c0 = (p − 1)/2 − l. In addition, if l + c0 = (p − 1)/2,
there exist p-groups of maximal class satisfying 2c=m− 2l − c0 − 1 for c1  1
or 2c=m− 2l − c0 − 2 for c= c0.
The main part of Theorem 1 is an immediate consequence of Propositions 3.3–
3.5, 3.7, 3.8, 3.10, and 3.15, which are shown in Section 3. The bound that states
in Theorem 2 is shown in Section 4. Finally, the existence of p-groups of maximal
class such that attain both bounds is justified by the examples of Theorem 4.5 of
[8]. By using this theorem, we obtain the defining relations of the associated p-
group of maximal class, which satisfy c(G)= c, l(G) = l, Y1 of class 2 and the
exact values of our bounds in the regions we are working on. The existence of
these p-groups of maximal class has been also checked by using GAP (cf. [3])
when p  17.
Moreover, in the particular case of G a p-group of maximal class with Y1 of
class 2, it is shown in [8] that
1. If l ∈ {1, . . . , (p − 1)/2}, c0 ∈ {1, . . . , p − 2}, and l + c0  (p + 1)/2, then
2cm− p− 2l + c0 is attained. That is, the region given in Theorem 1 can
be enlarged to l  1.
2. If l+ c0 = (p− 1)/2 and c1  1, the bound 2cm− 2l− c0 − 1 is attained.
So, the hypothesis l  (p+ 5)/6 can be eliminated in Theorem 2.
2. Previous lemmas
We shall use the notation
\a, b\=
{
a(a − 1) · · ·(a − b+ 1) if b is a positive integer,
1 if b= 0,
0 if b is a negative integer.
Similarly, we shall use the convention of the more general definition of the symbol
of the combinatorial number,(
a
b
)
=
{\a, b\/b! if b is a non-negative integer,
0 if b is a negative integer.
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Suppose that i+ j+p− c0−1m−2c−1. Then the following factorization
holds:
f (i, j,p− c0 − 1)= αi,j (αi+j+c0,p−c0−1 − αi,p−c0−1 − αj,p−c0−1). (1)
Evidently, we have
αi,j = 0, for i + j  2l,
αi,2l+1−i = (−1)l−ixl, for i  l,
αi,2l+2−i = (−1)l−i(l + 1− i)xl, for i  l,
αi,2l+3−i = (−1)l−i
(
l + 2− i
2
)
xl + (−1)l+1−i
(
l + 1− i
0
)
xl+1,
for i  l + 1,
αi,2l+4−i = (−1)l−i
(
l + 3− i
3
)
xl + (−1)l+1−i
(
l + 2− i
1
)
xl+1,
for i  l + 1. (2)
The following result, proved in [5, Lemma 1], can be used in order to prove
some bounds.
Lemma 2.1. Let e and t be positive integers such that t  e. Let us consider the
matrix A= (aij )1i,je , with
aij =
(
r − i
t − 2i + j
)
.
Then
detA= F(r, t, e)
F (t, t, e)
, (3)
where
F(r, t, e) =
t−1∏
w=1
(r −w)min(w,t−w,e,t−e)
·
t+e−3∏
w=t−e+1
(2r −w− 1)min
([ e−t+w+1
2
]
,
[ e+t−w−1
2
])
.
We have αi,p = αi,1 = 0 for i  2l−1. Frequently we shall work with systems
of e equations with e unknowns whose coefficient matrices are ones of the type
of above lemma. These systems arise from considering equations
αi0,p+i2 = · · · = αi1,p+i2 = 0,
for suitable i0, i1 satisfying 1  i0  i1 and i1 + i2 − 1  2l and supposing
the existence of the numbers i3, i4 satisfying xi0 = · · · = xi3 = 0 and xi4 =
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· · · = x[(i1+p+i2−1)/2] = 0, otherwise, if there is not given i3 (respectively i4)
we define i3 = i0 − 1 (respectively i4  [(i1 + p + i2 − 1)/2] + 1) satisfying
i1 − i0 + 1 = i4 − i3 − 1.
In this case, for i0  i  i1, we have
0 =
[(i+p+i2−1)/2]∑
λ=i
(−1)λ−i
(
p+ i2 − λ− 1
λ− i
)
xλ
=
i4−1∑
λ=i3+1
(−1)λ−i
(
p+ i2 − λ− 1
λ− i
)
xλ
=
i4−i3−1∑
µ=1
(−1)µ−(i′+i0−1)
(
p+ i2 − i3 − 1−µ
µ+ i3 − (i ′ + i0 − 1)
)
x ′µ
so
0 =
e∑
µ=1
(−1)µ−i′
(
p+ i2 − i3 − 1−µ
p+ i2 − 2i3 + i0 − 2− 2µ+ i ′
)
x ′µ, (4)
with 1 i ′  i1− i0+1 and the parameters satisfying i1− i0+1 = e= i4− i3−1,
because we will apply Lemma 2.1, when the number of equations and unknowns
are equal.
So we consider the numbers
r = p+ i2 − i3 − 1,
t = p+ i2 − 2i3 + i0 − 2,
e = i1 − i0 + 1 = i4 − i3 − 1.
If w ∈ [1, t − 1], then we have r − 1 r −w  r − t + 1, and 1 t −w  t − 1;
that is
i3 − i0 + 2 r −w  p+ i2 − i3 − 2 and
1 t −w  p+ i2 − 2i3 + i0 − 3.
If w ∈ [t − e+ 1, t + e− 3] then
p+ i2 − i1 + 1 = 2r − (t + e− 3)− 1 2r −w− 1
 2r − (t − e+ 1)− 1 = p+ i2 + i1 − 2i0 − 1,
and
p+ i2 − 2i3 + 2i0 − i1 − 1 = 2t − (t + e− 3)− 1 2t −w− 1
 2t − (t − e+ 1)− 1
= p+ i2 + i1 − 2i3 − 3.
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Thus, we consider the intervals
I1 = [i3 − i0 + 2,p+ i2 − i3 − 2],
I2 = [1,p+ i2 − 2i3 + i0 − 3],
I3 = [p+ i2 − i1 + 1,p+ i2 + i1 − 2i0 − 1],
I4 = [p+ i2 − 2i3 + 2i0 − i1 − 1,p+ i2 − 2i3 + i1 − 3]. (5)
So, if A is the coefficient matrix of system (4) and p /∈ I1 ∪ I2 ∪ I3 ∪ I4, it
follows from Lemma 2.1 that detA ≡ 0 (modp).
The following lemma also will be used in Sections 3 and 4.
Lemma 2.2. If 3l m− 2c− 1 and l  2, then α1,2l+c0+k = 0 for 1 k  l − 1.
Proof. Suppose 3l m− 2c− 1. For k ∈ {1, . . . , l − 1}, we have
f (l − k, l, l + 1)= xlα2l+1+c0,l−k = 0
because αl−k,l = αl+1,l−k = 0. But, xl = 0, so −αl−k,2l+1+c0 = α2l+1+c0,l−k = 0
for k ∈ {1, . . . , l− 1}. Now, by applying Bernoulli’s property, all the values of the
triangle of vertices ((1,2l + 1 + c0), (1,3l + c0 − 1), (l − 1,2l + 1 + c0)) are
zero. In particular, α1,2l+c0+k = 0, for 1 k  l − 1. ✷
If 2l + 2 m− 2c − 1 and l  2, we have f (1, l, l + 1)= xlα2l+1+c0,1 = 0,
so α1,2l+1+c0 = 0 and we can define the number l′ by the following condition:
α1,2l+c0+1 = · · · = α1,2l+c0+l′−1 = 0, α1,2l+c0+l′ = 0.
Evidently, in the case 3l m− 2c− 1, from Lemma 2.2 we have l′  l.
3. Region with bound 2cm− p− 2l + c0
The following results are interesting in order to prove some bounds when
c0 and l are “big” in relation with p, because in order to obtain information
for a possible contradiction, we must fix our attention in the level i + j + k =
p+ 2l− c0, bearing in mind that every Jacobi for the smaller levels is identically
zero for every assignment of the xλ.
In order to prove Theorem 1, when one of the first two statements holds, we
need the following lemma.
Lemma 3.1. Suppose that p  2l + c0 + 1. If i + j + k  p + 2l − c0 − 1, then
we have αi,j αi+j+c0,k = 0.
Proof. If i + j  2l, then we have αi,j = 0. Otherwise, if i + j  2l + 1, then
i + j + c0  2l+ 1+ c0  p, so, by using periodicity p− 1, we get
αi+j+c0,k = αi+j+c0−(p−1),k = 0
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because i + j + c0 − (p− 1)+ k  p+ 2l − c0 − 1+ c0 − (p− 1) 2l. ✷
As a consequence of this lemma, we obtain the following corollary.
Corollary 3.2. If p  2l + c0 + 1 and p + 2l − c0 − 1  m − 2c − 1, then
f (i, j, k) = 0 whenever i + j + k  p + 2l − c0 − 1, that is, the system S(t)
for t = p + 2l − c0 − 1 is satisfied for every assignment of the xλ, with l  λ 
(p− 3)/2.
Therefore, under the conditions of above corollary, we can focus in the level
p+ 2l − c0.
Proposition 3.3. If c0 = p−2 and l  2, then 2cm−2l−p+ c0 =m−2l−2
holds. Moreover, there are Lie algebras of maximal class with 2c=m− 2l − 2.
Proof. Suppose that 2l+2m−2c−1. Bearing in mind the periodicity modulo
p− 1 = c0 + 1 and that α1,l = αl+1,1 = 0 we have
f (1, l, l + 1)= αl,l+1α2l,1 = (−1)lx2l = 0;
whence xl = 0, a contradiction.
As c0 = p− 2, then 2l+ c0 + 1 = 2l+p− 1 p, so we are in the hypothesis
of Corollary 3.2 and any assignment of the xi for l  i  (p− 3)/2 satisfies S(t)
for t = 2l + 1. ✷
Proposition 3.4. Suppose that p − 3  c0  p − l, then 2c  m− 2l − p + c0
holds. In addition, there are Lie algebras of maximal class with 2c = m− 2l −
p+ c0.
Proof. Suppose that p+2l− c0 m−2c−1. Since p− c0  l, bearing in mind
periodicity modulo p− 1, (1) and (2), it follows that
f (c0 − p+ 2l + 3,p− c0 − 2,p− c0 − 1)
= αc0−p+2l+3,p−c0−2(αc0+2l+1,p−c0−1 − αc0−p+2l+3,p−c0−1)
= (−1)l−(p−c0−1)xl(−1)l−(p−c0)
(
xl −
(
l + 1− (p− c0 − 1)
)
xl
)
= (c0 + l + 1− p)x2l = 0,
so xl = 0, impossible.
We observe that 2l + c0 + 1  2l + p − l + 1 = p + l − 1  p, so by
Corollary 3.2 f (i, j, k)= 0, when i + j + k < p+ 2l − c0. ✷
Proposition 3.5. Suppose that 2l = p − 3 and c0  4 or c0 = 2. Then 2c 
m− p− 2l + c0.
A. Vera-López et al. / Journal of Algebra 256 (2002) 375–401 383
Proof. Suppose p+2l− c0 m−2c−1. Set c0 = 2k+ e′ with e′ ∈ {0,1}. From
Propositions 3.3 and 3.4 we can assume c0  p−4, so we have k  l−1. Bearing
in mind periodicity modulo p− 1 and (2), we have
0 = f (l − k, l − k + 1,p− 1− e′)
= (αl−k+1,p−1−e′ + αl−k,p−1−e′)(−1)l−(l−k)xl,
whence
αl−k+1,p−1−e′ + αl−k,p−1−e′ = 0. (6)
On the other hand, we have αi,p = αi,1 = 0, for all i  2l − 1, so αi,p−1 =
α1,p−1 for i  2l and
αi,p−2 = α1,p−2 − (i − 1)α1,p−1, for i  2l + 1. (7)
If e′ = 0, then from (6) it follows that αi,p−1 = 0 for i  2l. In particular, from (2)
0 = α1,p−1 = α1,2l+2 = (−1)l−1
(
l + 1
2
)
xl + (−1)lxl+1,
0 = α2,p−1 = α2,2l+2 = (−1)l−2
(
l + 1
3
)
xl + (−1)l−1lxl+1, (8)
whence xl = 0, impossible.
If e′ = 1, from (6) and (7), it follows
α1,p−2 = 2l − c02 α1,p−1 =
2l − c0
2
x,
with x = α1,p−1. We have the following system in the unknowns x, xl, xl+1:
(−1)l−1lxl = α1,p−2 = 2l− c02 x,
x = α1,p−1 = α1,2l+2 = (−1)l−1
(
l + 1
2
)
xl + (−1)lxl+1,
0 = α1,p = α1,2l+3 = (−1)l−1
(
l + 2
3
)
xl + (−1)l(l + 1)xl+1, (9)
whence, working modulo p, we get (c0 − 3)xl = 0, impossible. ✷
The following lemma is quite useful in order to prove our bound when the
statements 3 and 4 of Theorem 1 hold.
Lemma 3.6. If c0  2p−4l−1 and p+2l− c0 m−2c−1 hold, then we have
xr = 0 for p− c0  r  l + [(p− c0)/2] − 1.
Proof. The condition c0  2p− 4l− 1 implies l+[(c0 −p)/2]− 1 [(p− 2l−
1)/2] − 1 0. For 0 k  l + [(c0 − p)/2] − 1, we have
(2l+ c0 − p− 2k− 1)+ (p− c0 + 1+ k)= 2l − k  2l,
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so
α2l+c0−p−2k−1,p−c0+k = 0 = αp−c0+k+1,2l+c0−p−2k−1;
consequently,
f (2l + c0 −p− 2k − 1,p− c0 + k,p− c0 + k + 1)
= xp−c0+kα2p−c0+2k+1,2l+c0−p−2k−1 = 0.
Bearing in mind periodicity modulo p− 1, we have
α2p−c0+2k+1,2l+c0−p−2k−1 = αp−c0+2k+2,2l+c0−p−2k−1 = 0,
because it is at the level 2l + 1. Thus, we conclude, xp−c0+k = 0, as desired. ✷
Proposition 3.7. Suppose that c0  2p − 4l + 1 and p − c0 − l  1. Then,
2cm− p− 2l+ c0 holds.
Proof. Suppose that p+2l− c0 m−2c−1. From conditions c0  2p−4l+1
and p − c0 − l  1, it follows that 1  p − c0 − l  l − (c0 − 1)/2. Set
u= [l − (c0 − 1)/2] = l − [c0/2]. For i  u, we have
0 = αi,u = αi,p−1+u (10)
with (p− 2+ u+ i)/2 [(p− 2)/2+ u] = (p− 3)/2+ u l+ (p− c0)/2− 1.
So, bearing in mind Lemma 3.6, the above equations can be written in terms of
xl, xl+1,...,xp−c0−1 . Since 1 p − c0 − l  u, we can consider the first p− c0 − l
equations of (10) in the p− c0 − 1− l+ 1= p− c0 − l unknowns x ′µ = xµ+l−1.
Set
r = p− 1+ u− l, t = p+ u− 2l, e= p− l − c0,
and
i0 = 1, i1 = p− c0 − l, i2 = l −
[c0
2
]
− 1= u− 1,
i3 = l − 1, i4 = p− c0.
The intervals (5) are
I1 =
[
l, p−
[c0
2
]
− 2
]
, I2 =
[
1,p− l −
[c0
2
]
− 1
]
,
I3 =
[
2l +
[
c0 + 1
2
]
,2p−
[
3c0
2
]
− 4
]
,
I4 =
[[
c0 + 1
2
]
+ 2,2p− 2l −
[
3c0
2
]
− 2
]
.
Consequently, I1 ∪ I2 ∪ I3 ∪ I4 ⊆ [1,p − 1] ∪ [p + 1,2p − 1] and therefore
p /∈ I1 ∪ I2 ∪ I3 ∪ I4. The determinant is non-zero modulo p and thus, we have
that xl = 0, a contradiction. ✷
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Proposition 3.8. Suppose that 2p − 4l − 1  c0  2p − 4l + 2 and 3l  p + 2.
Then 2cm− p− 2l + c0.
Proof. Suppose p + 2l − c0 m− 2c− 1. From the hypothesis, as c0 take four
values, we have [c0/2] ∈ {2l−p+c0,2l−p+c0−1}. Therefore,−[(c0+1)/2] =
[c0/2] − c0 ∈ {2l − p,2l − p − 1}. Moreover, we have c0 + [c0/2] − 1  p 
2l+ c0 − 1. In fact, if p  2l+ c0, then c0  2p− 4l− 1 2(2l+ c0)− 4l− 1=
2c0 − 1, hence c0  1 and 2p− 4l− 1 c0  1, whence 2l  p− 1, impossible.
On the other hand, if p  c0 + [c0/2] − 2, we have p  c0 + 2l−p+ c0 − 2, but
c0+ l  2p−3l+2 2p−(p+2)+2 = p, hence p  c0+ l+(c0+ l−p)−2 <
p, impossible.
We have αi,p = 0, for all i  2l − 1. So, αi+p−c0−1,p = 0, for all 1  i 
2l − 1− (p− c0 − 1)= 2l − p+ c0.
From Lemma 3.6, we have that xr = 0 for p− c0  r  l + [(p− c0)/2] − 1.
Therefore, for 1 i  2l − p+ c0, it follows that
0 = αi+p−c0−1,p
=
[(i+p−c0+p−2)/2]∑
λ=l+[(p−c0)/2]
(−1)λ−i
(
p− λ− 1
λ− (i + p− c0 − 1)
)
xλ. (11)
We have[
(i + p− c0 + p− 2)/2
]

[
(2l − p+ c0 +p− c0 + p− 2)/2
]
= l + (p− 1)/2− 1,
so (11) is a system of 2l − p + c0 linear equations with l + (p − 1)/2 − 1 −
(l + [(p− c0)/2])+ 1 = [c0/2] unknowns xl+[(p−c0)/2], . . . , xl+(p−1)/2−1. Since[c0/2] 2l − p+ c0, we can consider the first [c0/2] equations of (11) in [c0/2]
unknowns. Let r = p− l − [(p− c0)/2], t = p− 2l+ 1− e′, where e′ ∈ {0,1} is
the parity of c0 and
i0 = p− c0, i1 = p− c0 +
[c0
2
]
− 1, i2 = 0,
i3 = l +
[p− c0
2
]
− 1, i4 = l + p− 12 .
The intervals (5) are
I1 =
[−p+ c0 + e′ + 1
2
+ l, p+ c0 − e
′ − 1
2
− l
]
,
I2 = [1,p− 2l − e′], I3 =
[
c0 + e′
2
+ 2, 3c0 − e
′
2
− 2
]
,
I4 =
[
p+ 3− 2l − c0 + e
′
2
,p− 1− 2l + c0 − 3e
′
2
]
.
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Consequently I1 ∪ I2 ∪ I3 ∪ I4 ⊆ [1,p − 1] and detA ≡ 0 (modp). Thus, we
conclude
0 = xp−c0 = · · · = xl+[(p−c0)/2]−1 = xl+[(p−c0)/2] = · · · = xl+(p−1)/2−1,
and so αi,j = 0 for i  p − c0, j  p − c0 + 1 and i + j  2l + p − 1. In
particular, αi,2l+p−1−i = 0 for p − c0  i  l + (p − 1)/2 − 1. In addition,
in the level 2l + p − 1, also we have αi,2l+p−1−i = 0 for 1  i  2l − 1.
Furthermore, 2l−1 p− c0, so the two zero triangles must intersect one another
and consequently αi,2l+p−1−i = 0 for 1  i  l + (p − 1)/2 − 1; hence xl = 0,
impossible. ✷
Next, we study the diagonal l + c0 = (p+ 1)/2. We need the next lemma.
Lemma 3.9. Suppose that l + c0 = (p + 1)/2, 4l + c0 − 1  m − 2c − 1, and
l  2. Then αi,2l+c0 = 0 for 1 i  2l − 2.
Proof. From Lemma 2.2 we have αi,2l+c0+1 = 0, for 1  i  l − 1. Bearing in
mind periodicity modulo p− 1= 2l+ 2c0 − 2 and (2), we have
f (i,2l− 2− i,2l + c0 + 1) = α2l−2−i,2l+c0+1(−1)l−i−1xl
+ α2l+c0+1,i(−1)l−i−3xl.
Consequently,
α2l−2−i,2l+c0+1 = αi,2l+c0+1,
and we conclude α2l−2−i,2l+c0+1 = 0 for 1 i  2l − 3; that is
αj,2l+c0 = α1,2l+c0 for 1 j  2l − 2. (12)
Now
f (1,2l− 2,2l+ c0)= α2l−2,2l+c0α2l,1 + α2l+c0,1α3,2l−2 = 0.
So,
α2l−2,2l+c0 + α1,2l+c0 = 0
and, from (12), we obtain α1,2l+c0 = 0 as desired. ✷
Proposition 3.10. Suppose that l  (p + 5)/6 and l + c0 = (p + 1)/2. Then
2cm− p− 2l+ c0 holds.
Proof. Suppose p+2l− c0 = 4l+ c0−1m−2c−1. From the hypothesis, we
have 2l  c0 +2, so, from Lemma 3.9, we obtain αi,2l+c0 = 0 for 1 i  c0. This
is a system of c0 equations with c0 unknowns whose coefficient matrix is one of
the type given in Lemma 2.1, for r = l + c0, t = c0 + 1, and e= c0. In addition,
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1 l  r −w l + c0 − 1 <p, for 1w  t − 1,
1 2l + 1 2r −w− 1 2l + 2c0 − 3 = p− 2,
for t − e+ 1w  t + e− 3,
1 t −w  c0 <p, for 1w  t − 1, and
3 2t −w− 1 2c0 − 1 <p, for t − e+ 1w t + e− 3.
Therefore, the determinant of this coefficient matrix does not vanish and the
system has a unique solution, xi = 0 for l  i  l + c0 − 1, a contradiction with
the condition xl = 0. ✷
Next we study the case c0 ∈ {2p− 4l − 2,2p− 4l− 4}.
Lemma 3.11. If c0  2l − 2 and 2l − c0 + p m− 2c− 1, then
α2l−c0+i,p−1−i = (−1)c0−i−1α1,p−1−i for 0 i  c0 − 1.
Proof. For 0 i  c0 − 1, and by using periodicity modulo p− 1, we have
0 = f (1,2l− c0 + i,p− 1− i)
= α2l−c0+i,p−1−i (−1)lxl + αp−1−i,1(−1)l−(c0+1−i)xl,
so the desired result. ✷
Lemma 3.12. If c0  2l− 2, 2l− c0 +p m− 2c− 1, and c0  p− 2l+ 1, then
1. xp−c0 = · · · = xl−1+[(p−c0)/2] = 0. (13)
2. xp−c0−1 = (−1)l+c0xl and xp−c0−2 = (−1)l+c0
(
l − (p− c0)+ 2
)
xl.
Proof. For p− 2l  i  c0 − 1, it is p− 1− i + 1 p− 1− (p− 2l)+ 1 = 2l,
so from Lemma 3.11 α2l−c0+i,p−1−i = 0 and we have
αp−c0,2l−1 = αp−c0+1,2l−2 = · · · = α2l−1,p−c0,
that is
αi,j = 0, for i  p− c0, j  p− c0 + 1, i + j  p− c0 + 2l − 1,
or equivalently
xp−c0 = · · · = xl−1+[(p−c0)/2] = 0.
Consequently, if x = αp−c0−1,2l and y = αp−c0−2,2l+1 then Bernouilli’s property
yields
αp−c0−1,j = x, for p− c0  j  2l,
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and
αp−c0−2,j = y + (2l + 1− j)x, for p− c0 − 1 j  2l + 1.
On the other hand, from Lemma 3.11 for i = p− 2l − 1, we have
αp−c0−1,2l = (−1)c0+lxl,
hence xp−c0−1 = x = (−1)c0+lxl , and also for i = p− 2l − 2 we have
αp−c0−2,2l+1 = (−1)c0−p−1α1,2l+1 = (−1)c0+l−1(l + 1− 1)xl,
therefore
αp−c0−2,p−c0−1 = y +
(
2l + 1− (p− c0 − 1)
)
x
= (−1)c0+l−1(l + 1− 1)xl
+ (2l + 1− (p− c0 − 1))(−1)c0+lxl,
whence the desired value of xp−c0−2. ✷
Lemma 3.13. Suppose that c0 is even, c0 < 2l and p + 2l − c0  m − 2c − 1,
then α1,p−1 = 0.
Proof. We have c0  2l−2 and from Lemma 3.11 we get α2l−c0,p−1 =−α1,p−1.
In addition, αi,p = 0, for i  2l− 1, hence α2l−c0,p−1 = α1,p−1, and therefore we
conclude α1,p−1 = 0. ✷
Lemma 3.14. Consider the matrix A= (aij ) defined as follows:
ai,j =


(
x − i
t − 2i + j
)
if i = 1, . . . , e− 1, j = 1, . . . , e,
δi−j,e−2 if i = e, j = 1, . . . , e,
where t = e− 1. Set
h(x, e)=
2(e−1)∏
w=2
(
x − w
2
)min([w/2],[(2e−w)/2])
.
Then
detA= (−1)ee(e− 1) h(x, e)
h(e, e)(2x− e) .
Proof. We apply to A the following column transformations:
Aj →Aj + 2Aj+1, Aj → 1
2x − t − j + e− s A
j ,
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for j = 3, . . . , s, s = e− 1, e− 2, . . . ,3. The resulting matrix B has its two first
columns and the last row equal to the ones of A and the rest elements of B satisfy
bij = 1\x − i + e− j, e− j\
(
x + e− j − i
t + e− 2i
)
,
for i = 1, . . . , e− 1 and j = 3, . . . , e.
We have the relationship between determinants:
detA=
e−1∏
s=3
s∏
j=3
(2x − j − s + 1) · detB.
If we multiply now the rows i = 1, . . . , e−1 by (2e−1−2i)!/\x− i, e−2i\,
we obtain the matrix C = (cij ), with
cij =
{\e− 1− 2i, e− 1\ for i = 1, . . . , e− 1 and j = 1,
\x − (t + 1− i), j − 1\ for i = 1, . . . , e− 1 and j = 3, . . . , e,
being
detB =
e−1∏
i=1
\x − i, e− 2i\
(2e− 1− 2i)! detC.
Now we make some transformations:
Cj → Cj − (x − j + 1)Cj−1, j = e, e− 1, . . . , s, s = 4, . . . , e,
and, by canceling the signs −1 we obtain a matrix D = (dij ) with
dij =


\2e− 1− 2i, e− 1\ for i = 1, . . . , e− 1, j = 1,
δi,e for i = 1, . . . , e, j = 2,
\e− 1− i, j − 3\ · \x − (e− i),2\
for i = 1, . . . , e− 1, j = 3, . . . , e,
δ2,j for i = e, j = 1, . . . , e.
Set b1 = [e/2]−1, b2 = [(e+1)/2]−1. The above matrix has a block structure
of (b1 + 1)+ b2 + 1 rows and 1+ 1+ b2 + b1 columns:
D =
(
D11 0 D13 D14
0 0 D23 0
0 1 0 0
)
,
where D23 is a square block such that dij = 0 if i + j > e+ 2.
Consequently,
detD =±detD23 · det
([D11,D14])
with
detD23 =±
e−1∏
i=b1+2
(e− 1− i)! · \x − (e− i),2\.
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The matrix T = [D11,D14] = (tij ) is one of size b1 + 1. Set F(x) = detT .
We observe that the entries of the column D11 are constant, and the ones from
the b1 columns of D14 are polynomials of the form \x − (e− i),2\ of degree 2.
Therefore, the degree of the polynomial F(x) is at most 2b1.
Let us see that
F(x)= cte ·
e−1∏
w=b2+2
(x −w) ·
b1∏
w=1
(x −w− 1/2). (14)
In order to prove it, it is enough to show that detT vanishes in the points
λ= b2 + 2, . . . , e− 1 and µ=w+ 1/2, for w = 1, . . . , b1.
Indeed, for 2 j  b1 +1 the factor \x− (e− i),2\= (x− e+ i)(x− e+ i−1)
divides to tij , therefore if b2 + 2  λ  e − 1, then tij (λ) = 0 for e − λ  i 
e−λ+1 and 2 j  b1 +1 and, consequently, F(λ)= 0, since when we replace
x with λ, the rows Te−λ and Te−λ+1 are linear combination of (1,0, . . . ,0).
We see that F(µ)= 0 for µ=w+1/2, with w = 1, . . . , b1. We notice that the
following equalities:
\2e− 2i − 1, e− 1\
= 2e − 1
∖
e− i − 1/2,
[e
2
]∖
·
∖
e− i − 1,
[
e− 1
2
]∖
= 2b1+1\e− i − 1/2, b1 + 1\2b2\e− i − 1, b2\,
\µ− e+ i,2\ = 1
22
22\e− i − 1/2+ 1−w,2\,
\e− 1− i, j + b2 − 2\ = \e− 1− i, b2\ · \e− 1− i − b2, j − 2\
hold. Therefore 22\e− i − 1/2+ 1 −w,2\ · \e− 1− i, b2\ is a common factor
in the row i . If we take out this factor, we obtain the matrix R = (rij ) of size
(b1 + 1)× (b1 + 1), with its first column defined by
ri1 = 2
b1+1\e− i − 1/2, b1 + 1\
22\e− i − 1/2+ 1−w,2\2
b2,
and the rest ones by
rij = 122 \e− 1− i − b2, j − 2\.
The entries ri1 are ones of the type f1(i) where f1(x) is a polynomial of
degree lower than or equal to b1 + 1 − 2 = b1 − 1 and rij for j  2 are ones
of type fj (i) where fj (x) is a polynomial of degree lower than or equal to
j − 2  b1 + 1 − 2 = b1 − 1. Therefore, the square matrix R is equal to the
product VW where V is a Vandermonde array of size (b1 + 1) × b1 given by
V = (vij ), vij = ij , 1 i  b1 +1, 0 j  b1 −1, and W is the coefficient array
of the indicated polynomials of size b1 × (b1 + 1). As the rank of a product of
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matrices is lower than or equal to the rank of factors and the rank of these matrices
is at most b1, then the rank of R is lower than or equal to b1 and therefore its
determinant is zero. So, µ is a root of F(x).
Consequently, the determinant of the matrix T is one of the type (14).
In order to obtain the value of the constant cte, we calculate the value of the
determinant in the point b2 + 1 to conclude:
detT = (2b2 + 1)! ·
e−2∏
w=2
wmin(w−1,e−1−w) ·
b1+1∏
w=1
wmin(w,2,b1+2−w)
·
b1−1∏
k=2
k! · 2
2b1
(e− 2)! ·
b1∏
w=1
(x −w− 1/2) ·
e−1∏
w=b2+2
(x −w).
Summarizing the above results and reordering the factors, we obtain the
desired expression. ✷
Now, we can prove our bound when the last statement of Theorem 1 holds.
Proposition 3.15. Suppose that 3l  p + 1 and c0 ∈ {2p− 4l − 2,2p− 4l − 4},
then 2cm− p− 2l + c0.
Proof. Suppose that p + 2l − c0  m − 2c − 1. We have αi,p = 0, for all
i  2l − 1. In addition, c0  2l − 2 because 3l  p + 1. As c0 is even, by using
Lemma 3.13, we conclude αi,p−1 = 0, for all i  2l. If 2l = p − 3 and c0 = 2,
then from [1] we have 2c  m − 2p + 5 = m − p − 2l + c0, impossible. So
(2l, c0) = (p − 3,2) and necessarily c0  p − 2l + 1, so, from Lemma 3.12, we
get xp−c0 = · · · = xl−1+[(p−c0)/2] = 0. Let us consider the following equations:
0= αi+p−c0−1,p−1 for i + p− c0 − 1 2l.
In the case c0 = 2p − 4l − 2, we have a system of c0/2 equations and c0/2
unknowns, whose coefficient matrix is one of the type given in Lemma 2.1, for
e= c0/2, r = (p− 1)/2− l + c0/2, and t = p− 2l. In this case, we have
i0 = p− c0, i1 = 2l, i2 =−1,
i3 = l + p− c0 − 12 − 1, i4 = l +
p− 1
2
,
and the intervals
I1 =
[−p+ c0 + 1
2
+ l, p− 3+ c0
2
− l
]
, I2 = [1,p− 1− 2l],
I3 = [p− 2l,3p− 6l − 6], I4 = [3,2p− 4l− 3].
Consequently, I1 ∪ I2 ∪ I3 ∪ I4 ⊆ [1,p − 1] and the determinant is non-zero
modulo p and thus, we arrive to the contradiction xl = 0.
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In the case c0 = 2p− 4l− 4, we consider the c0/2+ 1= 2l− (p− c0 − 2)+ 1
equations αi,p−1 = 0, p − c0 − 2  i  2l, in the c0/2 + 1 unknowns x ′1 =
xl+(p−c0−1)/2, . . . , x ′c0/2 = xl+(p−3)/2, and x ′c0/2+1 = xl , bearing in mind that
xp−c0−1 = (−1)l+c0xl and xp−c0−2 = (−1)l+c0(l − (p − c0) + 2)xl . Replacing
these values and putting e= c0/2+ 1, r = (3p− 5)/2− 3l, and t = p− 2l− 2=
c0/2, the coefficient matrix is A= (aij ) with
aij =


(
r − j
t − 2j + i
)
, if 1 j  e,
l − p+ 3, if j = e and i = 1,
1, if j = e and i = 2,
0, if j = e and 3 i  e.
Consider the polynomial h = h(x, e) defined in Lemma 3.14. Developing the
determinant of the above matrix by the last column we have detA = (l − p +
3) ·∆1 + 1 ·∆2, with
∆1 = (−1)e−1 h(r, e)
h(e, e)
by using Lemma 2.1, and also from Lemma 3.14 and bearing in mind that a matrix
and its transposed have the same determinant, we have
∆2 = (−1)ee(e− 1) h(r, e)
h(e, e)(2r − e) .
Thus,
detA= (−1)e−1 h(r, e)
h(e, e)(2r − e)
(
(l − p+ 3)(2r − e)− e(e− 1)).
Further (l − p + 3)(2r − e) − e(e − 1) = −(3p − 4l − 7)(p − 2l − 2) ≡ 0
(modp), because c0 = 2p − 4l − 4 < p. In addition, the integer factors of the
numerator and denominator of detA have, respectively, the following bounds:
1 p− 2l − 1 = 2r − 2(e− 1) 2r −w 2r − 2 = 3p− 6l − 7 < p
and
2 2r −w  2p− 4l − 4 = c0 <p.
Consequently, the determinant is non-zero modulo p and thus, we arrive to the
contradiction xl = 0. ✷
4. Region with bound 2c m− 2l − c0 − 1
We consider the invariant l′ defined below Lemma 2.2. We have the following
lemma.
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Lemma 4.1. If 2l + l′ + 1m− 2c− 1 and l  2, then
αl,l′+k+1 = (−1)kαl−k,l′+k+1 for 1 k  l − 1 (15)
holds.
Proof. Set α1,2l+c0+l′ = z = 0. Then αi,2l+c0+l′+1−i = (−1)i−1z = 0. We have
0= f (l − k, l, l′ + k + 1)= αl,l′+k+1(−1)l−kz+ αl′+k+1,l−k(−1)lz,
for k = 1, . . . , l − 1, whence the desired equality holds. ✷
Lemma 4.2. If 3l+2m−2c−1 and l  2, then one of the following conditions
holds:
1. α1,2l+c0+l = 0 and αi,j = (−1)l−i
(
j−l−1
l−i
)
xl for i + j  3l.
2. α1,2l+c0+l = 0, α1,2l+c0+l+1 = 0, and
αi,j = (−1)l−i
((
j − l − 1
l − i
)
+
(
j − l − 2
l + 1− i
))
xl, for i + j  3l + 1.
3. α1,2l+c0+l = α1,2l+c0+l+1 = 0.
Proof. We have three possibilities according as l′ = l, l′ = l + 1, and l′  l + 2.
In the first case, from (15), we get
αl,l+k+1 = (−1)kαl−k,l+k+1 = (−1)k(−1)l−k−1α1,2l = (−1)l−1α1,2l = xl,
for 1  k  l − 1. Therefore, as the values of the lth column are equal, we get
xl+k = 0 for 1 k  [(l − 1)/2]. Consequently,
αi,j =
[ i+j−1
2
]∑
λ=i
(−1)λ−i
(
j − λ− 1
λ− i
)
xλ = (−1)l−i
(
j − l − 1
l − i
)
xl,
for i + j  3l.
Suppose l′ = l + 1. From (15) and (2) it follows
αl,l+k+2 = (−1)kαl−k,l+k+2 = (−1)k(−1)l−(l−k)
(
l + 1− (l − k))xl
= (k + 1)xl,
for k = 1, . . . , l − 1. Therefore
xl+1 = αl+1,l+2 = αl,l+2 − αl,l+3 = xl − 2xl =−xl
and
αl+1,l+k+2 = αl,l+k+2 − αl,l+k+3 = (k + 1)xl − (k + 2)xl
= −xl, 1 k  l − 2,
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so we have the same value in the (l + 1)th column and this implies that xl+k = 0
for 2 k  [l/2]. We obtain
αi,j =
[ i+j−1
2
]∑
λ=i
(−1)λ−i
(
j − λ− 1
λ− i
)
xλ
= (−1)l−i
(
j − l − 1
l − i
)
xl + (−1)l+1−i
(
j − l − 2
l + 1− i
)
xl+1
= (−1)l−i
((
j − l − 1
l − i
)
+
(
j − l − 2
l + 1− i
))
xl,
for i + j  3l + 1. Finally, the third case, l′  l + 2, follows directly from the
definition of l′. ✷
Lemma 4.3. Suppose that 2l + c0 + 1  m − 2c − 1, c0 > l  5, and p /∈
[c0 + 2l − 2, c0 + 2l + 2], then α1,2l+c0+i = 0 for 1 i  l.
Proof. Suppose, by contradiction, that α1,3l+c0 = 0. As c0 > l, we can write
2l + c0 + 1 = 3l + 2µ+ e, with e ∈ {0,1} and µ 1. As 3l m− 2c− 1, from
Lemma 2.2 we obtain l′ = l. Consequently, from Lemma 4.2 we have that all the
values of the submatrix T3l are given by the formula
αi,j = (−1)l−i
(
j − l − 1
l − i
)
xl. (16)
The following assertion holds:
If 3l + λ  m − 2c − 1 and 2  λ  2µ + e then αl+1,2l+c0+i = 0, for
1 i  λ− 1, and xl+j = 0, for 1 j  [l/2] + [λ/2] − 1.
We prove that assertion by induction on λ. Set l = 2l′′ + e′′, with e′′ ∈ {0,1}.
For λ = 2, we have 3l + 2  m− 2c − 1, and, from Lemma 4.2, xl+j = 0, for
1 j  [(l − 1)/2]. So
f (l − 1, l + 1, l + 2)= αl+2,l−1α2l+1+c0,l+1 = 0,
whence α2l+1+c0,l+1 = 0. By using this zero and from the definition of the number
l′ we have
αi,3l+c0+1−i = (−1)i−1z = 0, αi,3l+c0+2−i = (−1)i−1(l + 1− i)z = 0,
for z= α1,2l+c0+l . Consequently
f (1, l+ [l/2], l + [l/2] + 1)= xl+[l/2]α3l+c0+1−e′′,1 = 0,
whence xl+[l/2] = 0. So, for λ= 2, the result is true.
A. Vera-López et al. / Journal of Algebra 256 (2002) 375–401 395
Suppose λ < 2µ + e, and that the assertion holds for λ. Let us prove it for
λ+ 1. The inductive hypothesis origins αl+1,2l+c0+i = 0, for 1  i  λ− 1 and
xl+j = 0, for 1 j  [l/2]+ [λ/2]−1. It remains to prove that αl+1,2l+c0+λ = 0,
and xl+[l/2]+[(λ+1)/2]−1 = 0. Set w = αl+1,2l+c0+λ. Clearly the following equality
holds:
αl+k,2l+c0+λ+1−k = (−1)k−1w, for 1 k  λ.
Let us denote λ= 2λ′ + e′. Then
3l+ 2[λ/2] + e′ + 1 = 3l + λ+ 1m− 2c− 1,
and so,
f
(
l − e′, l + [λ/2] + e′, l + [λ/2] + 1+ e′)
= αl−e′,l+[λ/2]+e′α2l+[λ/2]+c0,l+[λ/2]+1+e′
+ αl+[λ/2]+1+e′,l−e′α2l+[λ/2]+1+c0,l+[λ/2]+e′
= αl−e′,l+[λ/2]+e′(−1)l+[λ/2]+1+e′w
+ αl+[λ/2]+1+e′,l−e′(−1)l+[λ/2]+e′w
= (−1)l+[λ/2]+1+e′(αl−e′,l+[λ/2]+e′ + αl−e′,l+[λ/2]+1+e′)w = 0.
But αl−e′,l+[λ/2]+e′ + αl−e′,l+[λ/2]+1+e′ is equal to 2xl or −(2[λ/2] + 1)xl
according to e′ = 0 or e′ = 1, respectively. As λ+ 1 2µ+ e= c0 + 1− l < p,
we necessarily have w = 0. We conclude:
α1,2l+c0+1 = · · · = αl−1,2l+c0+1 = 0, αl,2l+c0+1 = (−1)l−1z,
αl+1,2l+c0+1 = · · · = αl+λ,2l+c0+1 = 0.
Therefore
αi,j =
l+λ∑
u=1
(−1)u−i
(
j − (2l + c0 + 1)
u− i
)
αu,2l+c0+1
= (−1)l−i
(
j − (2l + c0 + 1)
l − i
)
αl,2l+c0+1
= (−1)i+1
(
j − (2l + c0 + 1)
l − i
)
z,
for 1 i  l + λ, j  2l + c0 + 1, i + j  3l + c0 + λ+ 1.
Let us prove that xl+[l/2]+[(λ+1)/2]−1 = 0. We can suppose that λ is odd,
otherwise [(λ + 1)/2] = [λ/2] and the result follows from the induction
hypothesis. We have αl+1,2l+c0+i = 0, for 1  i  λ. Therefore αi,j = 0, for
i  l + 1, j  2l + c0 + 1, and i + j  3l + c0 + λ+ 1.
We have λ+ 1 = 2(λ′ + 1), and we have to show that xl+[l/2]+λ′ = 0.
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Let us consider the triple (1, l + [l/2] + λ′, l + [l/2] + λ′ + 1) in the level
2l + 2[l/2] + 2λ′ + 2 3l + λ+ 1m− 2c− 1. We consider three cases:
(1) If λ′  [l/2] − 2+ e′′, then 2+ l + [l/2] + λ′  2l and α1,l+[l/2]+λ′ = 0 =
αl+[l/2]+λ′+1,1, so
0 = f (1, l + [l/2] + λ′, l + [l/2] + λ′ + 1)
= xl+[l/2]+λ′α2l+2[l/2]+2λ′+1+c0,1,
but
α1,3l+c0+i =
(
l + i − 1
i
)
z = 0, for 0 i  λ.
In particular, α2l+2[l/2]+2λ′+1+c0,1 = 0, whence xl+[l/2]+λ′ = 0.
(2) Suppose now λ′  [l/2] + e′′. Then l+ [l/2] + λ′  l+ 1, l+ [l/2] + λ′ +
1+ c0  2l + c0 + 1 and 2l + 2[l/2] + 2λ′ + 2+ c0  3l + c0 + λ+ 1, so
αl+[l/2]+λ′,l+[l/2]+λ′+2+c0 = αl+[l/2]+λ′+1,l+[l/2]+λ′+1+c0 = 0,
and consequently
0 = f (1, l + [l/2] + λ′, l + [l/2] + λ′ + 1)
= xl+[l/2]+λ′α2l+2[l/2]+2λ′+1+c0,1,
and again, xl+[l/2]+λ′ = 0.
(3) Finally, we consider the case λ′ = [l/2] − 1 + e′′. Then λ = 2λ′ + 1 =
2[l/2] + 2e′′ − 1= l − 1+ e′′, and
0 = f (1, l + [l/2] + λ′, l + [l/2] + λ′ + 1)= f (1,2l − 1,2l)
= x2l−1α4l−1+c0,1,
because α1+2l+c0,2l−1 =−α2l−1,1+2l+c0 = 0, since 2l − 1 l + λ= 2l− 1+ e′′,
and it is a value in the portion of diagonal 2l + c0 + 1, from l + 1 to l + λ.
Therefore, x2l−1 = 0.
From the above, the assertion holds for λ+1. Setting λ= 2µ+e, the submatrix
T2l+c0+1−e−e′′ is determinated and consequently also the submatrix T2l+c0−1. In
fact,
αi,j =
[(i+j−1)/2]∑
η=i
(−1)η−i
(
j − η− 1
η− i
)
xη = (−1)l−i
(
j − l − 1
l − i
)
xl
for i + j  2l + c0 − 1,
being xl+j = 0 for j  [(c0 − 2)/2]. In addition, also we have determinated the
triangle lying on the portion of diagonal from α1,2l+c0+1 to αl+λ−1,2l+c0+1 =
αc0,2l+c0+1.
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As l  5, we can consider the zeroes
αi,2l+c0+1
l+[(c0+i)/2]∑
η=i
(−1)η−i
(
2l + c0 + 1− η− 1
η− i
)
xη = 0,
for i = 1,2,3,4. If c0 is even, the first three zeroes constitute a system of three
equations in the unknowns xl , xl+c0/2, xl+c0/2+1 whose determinant is
1
24
1
c0 + 3
(
l + c0
l − 1
)
c0(2l + c0 + 1)(2l + c0)(2l + c0 − 1)≡ 0 (modp).
If c0 is odd, the four zeroes constitute a system of four equations in the unknowns
xl , xl+(c0−1)/2, xl+(c0+1)/2, xl+(c0+3)/2 whose determinant is
1
4!
1
5!
1
(c0 + 4)(c0 + 2)
(
l + c0
l − 1
)
(c0 − 1)(c0 + 1)(2l + c0 − 2)
· (2l + c0 − 1)(2l+ c0)2(2l + c0 + 1)(2l+ c0 + 2)≡ 0 (modp).
In any case, we get p ∈ [2l+c0−2,2l+c0+2], contradicting the hypothesis. ✷
Let us denote yj = α1,2l+j .
Lemma 4.4. If 3l+µm− 2c− 1 and l µ+ 2 2, then one of the following
cases holds:
1. yc0+l = 0, yi =
(
l + i − 1
l − 1
)
y0, xl+i = 0 for 1 i 
[
(l − 1)/2].
2. yc0+l+i = 0 for 0 i  µ− 2, yc0+l+µ−1 = 0,
xl+µ−1 + (−1)µxl = 0, xl+µ−2 − (−1)µ(µ− 1)xl = 0, and
xl+i = 0 for µ i 
[
(l +µ− 2)/2].
3. yc0+l+i = 0 for 0 i  µ l − 1.
Moreover, in any case yc0+i = 0 for 1 i  l − 1.
Proof. As 3l  3l+µm− 2c− 1, from Lemma 2.2 we deduce that yc0+i = 0
for 1 i  l − 1.
In order to prove the other assertion, we argue by induction. For µ = 2, the
statement holds by Lemma 4.2. Suppose that it is true for λ < µ, and let us prove
it for λ+1µ. As 3l+λ 3l+λ+1 3l+µm−2c−1, from the inductive
hypothesis we deduce that one of the following cases can hold:
1. yc0+l = 0, yk =
(
l + k − 1
l − 1
)
y0, xl+k = 0 for 1 k 
[
(l − 1)/2].
2. yc0+l+i = 0 for 0 i  λ− 2, yc0+l+λ−1 = 0,
xl+λ−1 + (−1)λxl = 0, xl+λ−2 − (−1)λ(λ− 1)xl = 0 and
398 A. Vera-López et al. / Journal of Algebra 256 (2002) 375–401
xl+i = 0 for λ i 
[
(l + λ− 2)/2].
3. yc0+l+i = 0 for 0 i  λ l − 1.
We claim that if yc0+l = 0 and 3l + λ + 1  m − 2c − 1, then yc0+l+λ−1 = 0,
and, consequently, the second possibility does not hold. Effectively, suppose
yc0+l+λ−1 = z = 0 and set w = yc0+l+λ. Then we have αi,3l+c0+λ−i = (−1)i−1z,
for 1  i  l + λ − 1, and αi,3l+c0+λ+1−i = (−1)i−1w + (−1)i(i − 1)z, for
1  i  l + λ. In addition, bearing in mind that the second possibility holds, we
have xl+λ−1 = (−1)λ−1xl and consequently
f (l − λ+ 2, l + λ− 1, l+ λ)
= (−1)l+1xl
(
(l + λ− 1)z−w)+ (−1)l+2xl((l − λ+ 1)z−w)
+ (−1)l−1xl(λ− 1)
(
(l + λ− 2)z−w)
= (−1)l−1(λ− 1)xl
(
(l + λ)z−w),
whence w = (l + λ)z. Now, bearing in mind that xl+λ = 0 by the inductive
hypothesis, we have
f (l − λ, l + λ, l + λ+ 1) = (−1)l−λ−1y0(−1)l+λ
(
(l + λ− 1)z− (l + λ)z)
= (−y0)(−z)= y0z,
therefore y0 = 0 or z = 0, which is impossible. Consequently, if yc0+l = 0 and
3l + λ+ 1m− 2c− 1, then yc0+l+λ−1 = 0.
If yc0+l+λ = 0, we have case 3 of the lemma for λ + 1. If u = yc0+l+λ = 0,
we must prove the conditions given in the second case of the lemma for λ+ 1.
Effectively, if we take the triples (l − k, l + λ, l + k + 1), with λ k  l − 1, we
deduce that
f (l − k, l + λ, l + k + 1)= (−1)l−k−1u(−αl+λ,l+k+1 + (−1)λxl),
and so αl+λ,l+k+1 = (−1)λxl . Consequently, we get that xl+λ = (−1)λxl and
xl+i = 0 for λ+ 1 i  [(l + λ− 1)/2].
Moreover,
f (l − λ+ 2, l + λ− 1, l+ λ)= (−1)lu((−1)λxl+λ−1 + λxl)= 0,
therefore xl+λ−1 = (−1)λ+1λxl and the lemma is satisfied for λ + 1. That
completes the proof. ✷
Lemma 4.5. Suppose that 2l + c0 + 1 m− 2c− 1, l  (p + 5)/6, c0 > l  5,
and l + c0 = (p− 1)/2. Then, yc0+δ = 0 for 1 δ  c0 − 1.
Proof. Let 2l + c0 + 1 = 3l +µ, with µ 0. Clearly the condition l  µ+ 2 is
equivalent to l  (p+ 5)/6, given in the hypothesis.
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As l  µ+ 2 and 3l+µm− 2c− 1, we have, from Lemma 4.4, that one of
the conditions 1–3 holds.
Moreover, 3l m−2c−1, so yc0+1 = · · · = yc0+l−1 = 0. In addition, we have
2l+ c0 + 1m− 2c− 1, c0 > l  5, and p /∈ [2l+ c0 − 2,2l+ c0 + 2], because
2l + c0 = p − c0 − 1. So, from Lemma 4.3, we obtain yc0+l = 0 and case 1 of
Lemma 4.4 cannot hold. So we have the second or the third condition. Anyway,
we have that yc0+δ = 0 for 1 δ  µ− 2+ l. But l +µ= c0 + 1, therefore,
yc0+δ = 0, for 1 δ  c0 − 1. ✷
We can prove the main part of Theorem 2.
Proof. The cases p  19 are analysed in [6]. So we can assume p > 19, whence
l  5. Suppose that 2l+ c0 + 1m− 2c− 1. If c0  l, arguing as in Lemma 2.2,
we get
f (c0 − k, l, l + 1)= αl,l+1α2l+c0+1,c0−k = 0, for 1 k  c0 − 1.
Consequently,
α1,2l+c0+1 = · · · = α1,2l+c0+c0−1 = 0. (17)
Suppose c0 > l  5. From Lemma 4.5, we have that (17) also holds. Therefore
(17) holds in any case. Let us call α1,2l+2c0 = α1,p−1 = z. In addition,
α1,2l+2c0+i = α1,p−1+i = α1,i = 0 for 1 i  2l− 1. We have that 2l+ c0 + 1
m − 2c − 1, so 2l + c0 + 1 + c  m − c − 1. We have two possibilities: either
c= c0 = (p−1)/2− l or c > c0; so c c0 +p−1 and 2l+2c0 +pm− c−1.
Suppose that the last case happens. We have
α1,2l+c0+1 = 0, . . . , α1,p−2 = 0, α1,p−1 = z,
α1,p = 0, . . . , α1,p+2l−2 = 0,
namely, a portion of 1st column of length c0 + 2l − 1, that creates a triangle with
sides of length c0 + 2l − 1, that is, c0 + 2l − 1 columns. The extreme step of the
row i + j = p+ 2l− 1 = 4l+ 2c0 corresponds to i + i + 2 = 4l+ 2c0, therefore
i = 2l + c0 − 1 and, so, the triangle T2l+2c0+2l = Tp−1+2l can be given in terms
of z, in particular, from the definition of l, z = 0.
We have a formula that gives us the values of the triangle as a function of its
first column,
αi,j =
j+i−1∑
w=j
(−1)w−j
(
i − 1
w− j
)
α1,w.
The values α1,2l+c0 , α1,2l+c0−1, α1,2l+c0−2 can be given in terms of z. We have:
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(−1)c0−1
(
c0 + 2l − 2
c0 − 1
)
z= αc0+2l−1,c0+2l+1
= αc0+2l−1,c0+2l = (−1)c0
(
c0 + 2l − 2
c0
)
z+ α1,c0+2l,
(−1)c0
(
c0 + 2l− 3
c0
)
z+ α1,c0+2l
= αc0+2l−2,c0+2l = αc0+2l−2,c0+2l−1
= (−1)c0+1
(
c0 + 2l − 3
c0 + 1
)
z+ α1,c0+2l−1 −
(
c0 + 2l − 3
1
)
α1,c0+2l ,
(−1)c0+1
(
c0 + 2l − 4
c0 + 1
)
z+ α1,c0+2l−1 −
(
c0 + 2l − 4
1
)
α1,c0+2l
= αc0+2l−3,c0+2l−1 = αc0+2l−3,c0+2l−2
= (−1)c0
(
c0 + 2l − 4
c0 + 2
)
z+ α1,c0+2l−2 − (c0 + 2l − 4)α1,c0+2l−1
+
(
c0 + 2l − 4
2
)
α1,c0+2l .
Simplifying, we get
α1,c0+2l = (−1)c0+1
(
c0 + 2l − 1
c0
)
z,
α1,c0+2l−1 =
(
c0 + 2l − 2
1
)
α1,c0+2l + (−1)c0
(
c0 + 2l − 2
c0 + 1
)
z,
α1,c0+2l−2 =
(
c0 + 2l − 3
1
)
α1,c0+2l−1 −
(
c0 + 2l − 3
2
)
α1,c0+2l
+ (−1)c0+1
(
c0 + 2l − 3
c0 + 2
)
z. (18)
On the other hand, we have that
f (1,2, c0 + 2l − 2)= α2,c0+2l−2(−z)+ α1,c0+2l−2(−z)= 0,
so α2,c0+2l−2 =−α1,c0+2l−2, but α1,c0+2l−1 + α2,c0+2l−2 = α1,c0+2l−2; that is,
2α1,c0+2l−2 = α1,c0+2l−1. (19)
From (18) and (19), we get a system of four equations in the unknowns z,
α1,c0+2l , α1,c0+2l−1, α1,c0+2l−2, whose coefficient matrix is

0 0 1 −2
(−1)c0(c0+2l−1
c0
)
1 0 0
(−1)c0(c0+2l−2
c0+1
)
c0 + 2l − 2 −1 0
(−1)c0(c0+2l−3
c0+2
) (
c0+2l−3
2
) −(c0 + 2l − 3) 1

 . (20)
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Since 2l ≡−2c0 − 1 (modp), the determinant of this matrix modulo p is
(−1)c0(c0 + 2l− 3)!(c0 + 1)3
(c0 − 1)!(2l− 1)! .
This number is non-zero modulo p, so xl = 0, that is impossible. ✷
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