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ABSTRACT

1.

Recently visual saliency has attracted wide attention of researchers in the computer vision and multimedia field. However, most of the visual saliency-related research was conducted on still images for studying static saliency. In this paper, we give a comprehensive comparative study for the first
time of dynamic saliency (video shots) and static saliency
(key frames of the corresponding video shots), and two key
observations are obtained: 1) video saliency is often different from, yet quite related with, image saliency, and 2)
camera motions, such as tilting, panning or zooming, affect
dynamic saliency significantly. Motivated by these observations, we propose a novel camera motion and image saliency
aware model for dynamic saliency prediction. The extensive
experiments on two static-vs-dynamic saliency datasets collected by us show that our proposed method outperforms
the state-of-the-art methods for dynamic saliency prediction. Finally, we also introduce the application of dynamic
saliency prediction for dynamic video captioning, assisting
people with hearing impairments to better entertain videos
with only off-screen voices, e.g., documentary films, news
videos and sports videos.

Visual saliency refers to the preferential attention on conspicuous or meaningful regions in a scene. Such visual attention scheme is naturally built into complex biological visual systems to rapidly detect potential prey, predators, or
mates in a real world. The process of visual saliency has
been the subject of numerous studies in psychology, neuroscience, computer vision and multimedia fields. Correspondingly, several computational models of saliency have
been proposed in recent years [24, 9, 21, 32]. And many
applications of automatic saliency detection have also been
proposed such as image re-sizing [1], image automatic collage creation [30] and advertisement design [20]. Recently,
other matters related to human attention such as depth information or attractiveness have also been explored [13, 22,
23].
Although visual saliency has attracted the attention of researchers in the computer vision and multimedia fields for
quite a long time, most of the visual saliency-related research
works are conducted on still images. Video saliency receives
much less research attention, though it is becoming more and
more important along with the rapidly increasing demand of
intelligent video processing. Moreover, in the existing works
of video saliency [15, 2, 31], camera motions such as tilting,
panning or zooming are disregarded during the saliency estimation. However, these camera motions ubiquitously exist
in videos and may have great impacts on the saliency distribution, as experimentally validated in this work. Motivated
by these two considerations, in this work, we conduct comprehensive comparison between the static saliency in still
images and dynamic saliency in videos. Inspired by the observations in the comparison, we propose to utilize the static
saliency as a prior information to improve the performance
of dynamic saliency estimation in videos. And we also investigate the role of camera motions in video saliency and
integrate the estimated camera motion information into the
saliency estimation procedure. Extensive experiments on
two challenging benchmark datasets clearly show that our
proposed saliency detection method outperforms the stateof-the-arts. Apart of proposing a novel method for saliency
estimation, we introduce an interesting application of video
saliency detection, i.e., adaptive video subtitle insertion for
assisting the patient with hearing impairment.
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INTRODUCTION

2. This is the first work to investigate the effects of camera motions in the dynamic saliency detection.
3. Inspired by the observed relationship between static
and dynamic saliency, we propose a novel learning framework, i.e., the CMASS method, for automatically fusing these two kinds of saliency maps to improve the
performance of dynamic saliency detection.
4. We introduce a new and useful application for the dynamic saliency detection, namely adaptive video subtitle insertion for assisting people with hearing impairment.
The rest of the paper is structured as follows. In Section
2, we discuss the related works. Then, we introduce our
database construction and some observations in Section 3
and Section 4 respectively. The proposed CMASS method
is introduced in Section 5. The experiments are presented in
Section 6. The new application to insert the caption to the
video is shown in Section 7. Finally, we give the conclusion
in Section 8.

2.
2.1

Figure 1: The comparative study of Static Saliency
vs. Dynamic Saliency. We collect eye-tracking data
on both static and dynamic viewing settings viewed
by at least 10 observers. The CMASS framework is
proposed to improve dynamic saliency detection.
To facilitate the comparative study of static saliency vs.
dynamic saliency, we first collect two video datasets for dynamic saliency estimation, namely the Hollywood and the
Camera Motion (CAMO). Each of the two datasets contains the videos with camera motions. Then, volunteers
are invited to participate the eye fixation map collection
for these videos. Afterwards, the raw fixation data are converted to human fixation maps, which are considered as the
groundtruth for saliency estimation. As aforementioned, in
this work, we consider both the prior information from static
saliency and camera motions in the video saliency. And we
present a novel learning framework, called Camera Motion
And Static Saliency (CMASS), to integrate the valuable information into the video saliency estimation. In particular,
we train two neural networks which takes the camera motion
parameters and position as inputs and outputs the optimal
weights for the static saliency map and dynamic saliency
map. In this way, the two available saliency maps can be
adaptively fused to produce an improved dynamic saliency
map estimation.
The proposed framework is shown in Figure 1, which includes the static and dynamic saliency detection for the same
video and the fusion of the two detected saliency maps. The
major contributions of this work can be summarized as follows,
1. To the best of our knowledge, we comprehensively conduct the first comparative study on the static saliency
vs. dynamic saliency detection.

RELATED WORK
Learning to Predict Saliency

Through preliminary studies [3, 28], at early stages of free
viewing, mainly bottom-up factors attract human attention
(e.g., color, intensity, or orientation) and later on, top-down
factors (e.g., humans, objects and interactions) guide eye
movements. Some top-down factors in free-viewing are related to semantic factors. Elazary et al. suggested that
interesting objects (annotations from LabelMe dataset [27])
direct human attention [7]. Einhauser et al. observed that
objects are better predictors of fixations than bottom-up
saliency [6]. Cerf et al. discovered that the meaningful objects such as faces and text attract human attention [4].
Judd et al., further showed that humans, faces, cars, text,
and animals attract human gaze [11]. These interesting objects convey more information in a scene. During collecting
NUSEF eye fixation dataset [26], Subramanian et al. found
that fixations are focused on emotional and action stimuli.
Therefore, combining bottom-up and top-down factors may
boost the existing models in order to better predict where
human looks [12, 11, 25, 33]. The basic idea is that a
weighted combination of features, where weights are learned
from a large repository of eye movements over natural images, can enhance saliency detection compared with unadjusted combination of feature maps. [12], [11] and [25] used
image patches, a vector of several features at each pixel,
and scene gist, respectively for learning saliency. Zhao et
al. learned optimal weights for saliency channel combination separately for each eye-tracking dataset [33].

2.2

Saliency Prediction Models for Static and
Dynamic Scenes

Visual attention analysis in static scenes has been long
studied, while there is not much work on the dynamic scenes.
In reality, we absorb the rich visual information that constantly changes due to dynamics of the world. Due to the
large amount of information, visual selection is performed
on both current scene saliency as well as the accumulated
knowledge from chronological events. In the early works, few
researchers have extended the spatial attention from static

images to video sequences where motion plays an important
role. Cheng et al. has incorporated the motion information
in the attention model [5]. The motion attention model analyzes the magnitudes of image pixel motion in horizontal and
vertical directions. Bioman et al. proposed a spatiotemporal irregularity detection in videos [2]. In this work, instead
of reading motion features, textures of 2D and 3D video
patches are compared with the training database to detect
the abnormal actions present in the video. Le Meur et al.
proposed a spatiotemporal model for visual attention detection [14]. Affine parameters were analyzed to produce the
motion saliency map.
Recently, several researchers have studied modeling temporal effects on bottom-up saliency. Some methods fuse
static and dynamic saliency maps to produce the final visual saliency maps (e.g., Li et al. [15] and Marat et al.[17]).
A spatio-temporal attention modeling approach for videos
is presented by combining motion contrast derived from the
homography between two images and spatial contrast calculated from color histograms. Zhai et al. introduced a
dynamic fusion technique is applied to combine the temporal and spatial models in order to achieve the spatiotemporal
attention model [31]. The dynamic weights of the two individual models are controlled by the pseudo-variance of the
temporal saliency values.

3. FIXATION DATA COLLECTION
3.1 Data Collection
There are many datasets of still images (for studying static
saliency) and videos (for studying dynamic saliency) [4, 11,
26]. However, none of the datasets can be used for studying
the saliency for still images and videos simultaneously. Thus,
in this work, we first construct two new datasets in order for
studying these two kinds of saliency maps together.

3.1.1

Dataset Construction

To study the effects of camera motion in video saliency,
we collect a new dataset named CAMO (Camera Motion)
which consists of 120 videos of 6 different fundamental camera motions in cinematography: dolly, zoom, trucking, tilt,
pan, and pedestal motions. Each video contains one single
camera motion. Similar to the Hollywood dataset, we also
randomly select one frame from each video for static saliency
map collection. The information of each camera motions is
listed as below.
• Tilting: the camera is stationary and rotates in a vertical plane.
• Panning: the camera is stationary and rotates in a
horizontal plane.
• Dolly: the camera is mounted to the dolly and the
camera operator and focus puller or camera assistant,
usually ride on the dolly to operate the camera.
• Trucking: roughly synonymous with the dolly shot,
but often defined more specifically as movement which
stays a constant distance from the action, especially
side-to-side movement.
• Pedestal : moving the camera position vertically with
respect to the subject.

Figure 2: The fundamental camera motions in cinematography. Six basic types of motions are shown.

• Zooming: Technically this is not a camera move, but
a change in the lens focal length with gives the illusion
of moving the camera closer or further away.
Figure 2 illustrates six aforementioned camera motions.
In the real world, many camera moves use a combination of
these above mentioned techniques simultaneously. Therefore, we also collect another dataset named Hollywood. We
select 500 random videos from Hollywood 2 dataset [18].
Hollywood 2 dataset consists of videos with natural human
actions in diverse and realistic video settings. There exists
one dataset collecting eye fixation on movies [19]. Therefore,
we only collect fixation data on static images of that dataset.
For each video, we extract one random frame which is not
the shot boundary and stay close to the center frame of the
video. The reason we select Hollywood 2 is that it contains
realistic movies.

3.1.2

Human fixation data collection design

We invite 30 participants (students and staff members of
a university), whose age ranged from 21 to 36 years old
(µ = 26.9, σ = 3.1), with normal or corrected-to-normal
vision, to participate in the fixation map collection. All
participants are naive to the purpose of this study and have
no prior exposure to experiments on vision. The participants
have been split equally into three groups. Each group view
only one of three following categories freely: Hollywood static
images, CAMO static images and CAMO videos.
We use a block based design and free viewing paradigm.
The subject views one of four designed blocks. In order to
record subject eye gaze data, we used an infra-red based
remote eye-tracker from SensoMotoric Instruments Gmbh.
The eye-tracker gives less than 1o error on successful calibration. The eye tracker was calibrated for each participant
using a 9-point calibration and validation method. Then images were presented in random order for 6 seconds followed
by a gray mask for 3 seconds.
Human fixation maps are constructed from the fixations of
viewers to globally represent the spatial distribution of human fixations. Similar to [29], in order to produce a continuous fixation map of an image, we convolve a Gaussian filter
across all corresponding viewers’s fixation locations. Some
examples of fixation maps of two new constructed datasets
are shown in Figure 3, the brighter pixels on the fixation
maps denote the higher salience values. These two datasets,

Figure 3: The exemplar images and their corresponding saliency maps and heat maps in CAMO and Hollywood datasets.
CAMO and Hollywood with the stimulus, fixation data and
fixation maps shall be released for public usage.

4. OBSERVATIONS
4.1 Camera Motion Effects
Using the recorded eye tracker data, we mainly investigate whether spatial distributions of fixations are different
in static and dynamic settings. The key observations are
summarized as follows.
1. The fixations of each video form a subset of the ones of
the corresponding image if there is only single person
or object. This observation presents a close relationship between the static and dynamic saliency maps.
We can use the static saliency map as a good prior to
guide the dynamic saliency map estimation.
2. In some cases, for example, pedestal camera movement, the fixation lies on the anticipated direction, not
on the objects. This observation shows the effect of
camera motion on the dynamic saliency.

3. In the case that there are multiple persons or objects
in the video, the fixations of the videos are not same
as images. In other words, the fixations on videos and
images focus on different people or objects.
Some examples of the camera motion effects mentioned in
Observation 2 are shown in Figure 4. The details of discrepancies of each camera motions are summarized as follows.
• Pan: The fixations may be either on the object of
interest (e.g., face of a walking person) or in the anticipated direction of the motion.
• Pedestal : The subject often tends to fixate on the anticipated direction of motion.
• Tilt: In case of a tilt shot, the subject also tends to
fixate on the anticipated direction of motion.
• Trucking: Fixations in video are either a subset of the
fixations in static images or they are in the anticipated
direction of motion.

Figure 4: The observations of fixation data on the images (top row) and videos (bottom row). Note the
difference of human fixations from column (c) to (f ).
• Dolly shot: In the dolly shot, the cameraman is “moving closer” to the center or the object of focus. Therefore, the anticipated direction of motion can be considered to be the center or object of motion. While, the
subject does fixate on the object of interest, it is not
like the dolly shot which causes the subject to fixate
more/less on the object of interest. Thus, in case of
dolly, the movement of the camera does not cause the
subject to fixate on the anticipated direction of motion
as “Pan”, “Pedestal”, or “Tilt”.
• Zoom: We notice that the fixations are either on the
object of interest or the peripheral motion of the camera.

4.2 Central Bias Investigation
We compute the average fixation maps to investigate the
central bias of the fixation maps. Due to different sizes
of testing images, the average fixation maps have cross-like
shape. As can be seen in Figure 5, the center bias remains
strong in the average fixation map of original images in the
static part of both datasets. This agrees with the finding
in [11]. The average map for video part of CAMO dataset
is not center-biased due to the strong effects of the camera
motions. Meanwhile, the average fixation map of Hollywood
video is not so strong as the static version. In summary, the
central bias is not significantly observed in video fixation.

5. THE PROPOSED FRAMEWORK
In this section, we first explain the feature extraction applied on the given image or a certain frame in the video,
followed by a novel framework which learns the mapping
between image saliency and video saliency simultaneously.

5.1 Features
5.1.1

Static Features

To well describe the content of the images, we extract
multiple static features and combine them together. The extracted features together describe both low-level appearance
and high-level semantics. In particular, we use following
low-level features: 13 local energy of the steerable pyramid
filters in 4 orientations and 3 scales; 3 intensity, orientation,
and color contrast channels (Red/Green and Blue/Yellow)

Figure 5: The average fixation static and dynamic
maps from the two datasets. Warmer color indicates
stronger fixation.
as calculated by Itti and Koch’s saliency method; 3 values
of the red, green, and blue color channels as well as 3 features corresponding to probabilities of each of these color
channels; 5 probabilities of above color channels as computed from 3D color histograms of the image filtered with
a median filter at 6 different scales; 4 saliency maps of Torralba, SIM, SUN, and GBVS bottom-up saliency models.
And we extract following high-level features: the horizontal
line due to tendency of photographers to frame images and
objects horizontally; person and car detectors implemented
by Felzenszwalb’s Deformable Part Model (DPM); face detector using the Viola and Jone’s code.

5.1.2

Dynamic Features

In the temporal attention detection, saliency maps are
often constructed by computing the motion contrast between image pixels. In this work, we generate dense saliency

that were strongly positive and strongly negative. Training
feature vectors are normalized to have zero mean and unit
standard deviation. Assuming a linear relationship between
feature vector f and saliency map s, we solve the following
optimization problem to obtain the linear model W :
min kF W − Sk2 + λkW k2 ,
where F and S are matrices by column-wisely stacking the
vectors f and s of the training data. W is obtained in a
closed-form manner, W = (F T F + λI)−1 F T S. For a testing
image, features are first extracted and then the learned mapping was applied to generate a vector which is later resized
to a 200 × 200 saliency map.

5.2.2

Figure 6: The learning framework. The upper panel
shows the learning process, including the neural network parameters learning. The bottom panel shows
the testing phase.
maps based on pixel-wise computations, mostly dense optical flow fields. Here, we first resize each image/video frame
to 200 × 200 pixels and then extract a set of features as
aforementioned for every pixel.

5.2 CMASS for Dynamic Saliency Detection
5.2.1

Learning to Predict Image/ Video Saliency

In this subsection, we provide a simple linear regression
based saliency estimation method. In the training phase,
each training sample contains features at one pixel along
with a +1 (salient) or −1 (non-salient) label. Positive samples are taken from the top p percent salient pixels of the
human fixation map (smoothed by convolving with a Gaussian filter with window size σ = 0.1) and negative samples
are taken from the bottom q percent. We chose samples
from the top 20% and bottom 40% in order to have samples

CMASS Video Saliency Prediction

Inspired by the observations given in Section 4, we propose a novel learning-based method, i.e., Camera Motion
And Static Saliency (CMAS), to improve the performance
of dynamic saliency prediction by utilizing the information
from camera motion and static saliency results. Each frame
in the videos is divided regularly into patches with the size
of 9 × 9 pixels. For the jth patch in the training samples, let
pji denote the saliency map vector obtained from the image
and pjv denote the saliency map vector from the video. The
groundtruth saliency map for the jth patch is denoted as
pj . The camera motion parameter is denoted as CM j . The
position of the patch in the image is denoted as (xj , y j ). According to the Observation 1, the generated saliency map is
a weighted combination of the static and dynamic saliency
maps. According to the Observation 2, camera motion has
great impact on the saliency map. For different patches,
the camera motion and spatial position of the patches are
different. Thus, the weights for their two kinds of saliency
maps should be different. Based on these two considerations,
in CMAS, we construct two neural networks to weight the
static saliency map and dynamic saliency map in the final
saliency estimation, respectively. The input to the neural
network is the camera motion parameters and the position
of the patches, and the output is the weight for the saliency
map. The function of the neural networks are denoted as
φi (CM j , xj , y j ) and φv (CM j , xj , y j ). And they are learned
by minimizing the following loss function,
X
L(φi , φv ) =
kφi (CM j , xj , y j )pji +φv (CM j , xj , y j )pjv −pj k22 .
j

After learning the functions of the neural network φi and
φv , we can directly obtain the saliency map for each new
sample through
p̃ = φi (CM, x, y)pi + φv (CM, x, y)pv ,
where CM, x, y are the motion and position parameters for
the input patch, and pi and pv are its two saliency maps.
However, directly training the neural network involves
quite complicated optimization procedure, which damages
the efficiency of the proposed method. In this work, we introduce two auxiliary variables wij and wvj for φji and φjv to
simplify the optimization procedure. Then the loss function
is formulated as:
X j j
L=
kwi pi + wvj pjv − pj k22 + λ{(φji − wij )2 + (φjv − wvj )2 }.
j

(1)
The above optimization problem can be solved by various
methods. And the algorithm iteratively learns two phases

Algorithm 1 Solving Problem (1)
pji , pjv , p,

Input: Saliency map vectors
parameters λ0 , ρ =
1.5.
(t)
(t)
Initialize: t = 0, wij = 0.5, wvj = 0.5, λ(t) = λ0 .
while not converged do
1. t ← t + 1
(t+1)

2. fi

(t)

← φi (CM j , xj , y j ), fv ← φv (CM j , xj , y j )

3. Update the auxiliary variables:
wij

(t+1)



T

= (pji pji + λI)−1 ×
T

T

(t)

pji pj − pji pjv wvj + λ(fi

+ fv(t) − wvj )



.
wvj

(t+1)



T

= (pjv pjv + λI)−1 ×
T

T

(t)

pjv pj − pjv pji wvj + λ(fi

uation of a binary classifier system with a variable threshold
(usually used to classify between two methods like saliency
vs. random). Using this measure, the model is treated as
a binary classifier on every pixel in the image; pixels with
larger saliency values than a threshold are classified as fixated while the rest of the pixels are classified as non-fixated.
Human fixations are then used as ground truth. By varying
the threshold, the ROC curve is drawn as the false positive
rate vs. true positive rate, and the area under this curve
indicates how well the saliency map predicts actual human
eye fixations. Meanwhile, CC measures the strength of a linear relationship between human fixation map and predicted
saliency map.

+ fv(t) − wij )



.
4. Train φi , φv .
5. Update parameters wφi of φi , wφv of φv .
6. λ(t+1) ← ρλ(t)
end while
Output: The learned neural network φi and φv .

within the same objective function. The solver is used for efficiency and outlined in Algorithm 1. Step 1 of the algorithm
has closed form solution. Step 2 is solved via the optimization of the neural network. To ensure that the auxiliary
variables approximate the original variables, the trade-off
parameter λ will be increased in each iteration.
For the camera motions, we extract homography matrix
of 15 frames with the selected frame is the middle one. To
avoid the motion of the human or object, we use the work
of [8]. Then, 8 values of the homography matrix (except
the last element on the diagonal line) represent the camera
motions.
For the implementation, we utilize 2 hidden layers with
Transfer functions are ‘tansig’, and ‘purelin’, respectively.
Backpropagation network training function is LevenbergMarquardt. Note that we initialize NN of this current step
by using the weights of its previous step. λ is set as 0.1
which takes the role of controlling the convergence speed.
40 to 50 iterations are required for convergence.

6. EVALUATION
In this section, we describe the extensive experiments conducted on the new collected datasets for the better understanding about the performance of the proposed learning
framework.

6.1 Learning to Predict Saliency
To quantitatively measure how well an individual saliency
map predictors on a given frame, we compute the area under the receiver operating characteristic (ROC) curve (AUC)
and linear correlation coefficient (CC) values. As the most
popular measure in the community, ROC is used for the eval-

Table 1: AUC and CC of saliency detection on the
two datasets.
Dataset
AUC CC
CAMO - images
0.74 0.52
CAMO - videos
0.64 0.20
Hollywood - images 0.71 0.45
Hollywood - videos
0.75 0.30

Table 1 shows the predicted results on our collected datasets,
Hollywood and CAMO. We used static features to predict
static saliency. Similarly, we used static features and dynamic features to predict dynamic saliency. The performance of dynamic saliency prediction is worse than the static
saliency prediction based on static features only. That shows
the need to improve the performance of dynamic saliency
prediction.

6.2

Dynamic Saliency Evaluation

We compare the performance of CMASS framework with
the following four baseline methods:
1. Video saliency prediction from visual features [11].
2. Video saliency prediction from visual and motion features.
3. Fixed mapping weight to fuse static saliency and video
saliency.
4. Adaptive mapping weight to fuse static saliency and
video saliency [31].
Their performance comparison in terms of AUC and CC are
shown in Table 2. As can be seen in Table 2, the results
of the dynamic saliency prediction method from static information only are the worst in all cases. Combining the
visual and motion features improves the performance generally across the two dataset. Fixed mapping weight is learned
from a simple linear regressor. And the performance is further improved incrementally. The adaptive weight method
of Zhai et al. achieves better performance than the rest
of baselines, improving the performance over fixed mapping
weight by around 2 to 3 percentage. Our proposed CMASS
achieves the best performance in terms of AUC and CC for
both datasets, Hollywood and CAMO. Generally it outperforms the results from Zhai et al. by 4 to 6 percentages.
This improvement is rather significant. It shows the advantages of our combined static saliency and camera motion in
boosting the performance of dynamic saliency prediction.

Table 2: Performance of CMASS on video saliency prediction on CAMO and
Method
Hollywood
CAMO
AUC
CC
AUC
Judd et al. [11]
0.72
0.25
0.61
Visual and motion
0.75
0.30
0.64
feat.
Fixed mapping
0.74
0.28
0.63
weight
Zhai et al. [31]
0.76
0.31
0.64
0.80
0.37
0.69
CMASS

Hollywood datasets.
CC
0.18
0.20
0.19
0.22
0.28

7. APPLICATION TO VIDEO CAPTIONING
Assisting the disabled persons by applying computer vision/multimedia techniques consistently attracts the attention from many researchers. Recently, a technique for assisting hearing impairment patients in watching videos [10]
is developed, which automatically inserts the dialogue nearing the talking persons to help the patients understand who
is talking and the content of the dialogue. However, there
is often a need to insert the subtitle into the video without human appearance (i.e., only narration appears in the
video), such as documentary and introductory films. In this
section, we introduce the new application which automatically insert the subtitle into such videos based on the video
saliency map intelligently, in order to help the patients understand the content of the narration.
The basic criteria of the subtitle insertion are two-folds.
Firstly, the selected position of the frame to insert the subtitle should have low saliency score. Otherwise, the inserted
subtitle will overlap with the salient objects and worsen the
watching experience of the audience. Second, the selected
position should be near to the high saliency position. Thus
the inserted subtitle will not distract the audience’s attention.
The technique for the suitable position detection based
on saliency map is introduced as follows. The predicted
saliency map is first split into multiple blocks, each of which
having the size of 10 × 10 pixels. Each small block i has the
mean saliency value si . We transform the saliency map to
the response map for the use of determining the position of
inserted subtitles. The response value of a certain pixel k in
block i is computed as below.
X
r k = α1
|si − sj | − α2 si ,
(2)
j∈N (i)

where N (i) represent the neighboring blocks of block i and
si , sj are the saliency values of the block i and block j respectively. rk is the calculated response value for the kth
pixel. The weights α1 , α2 are empirically set as 0.5 and 0.5
throughout our implementation. The first term in the response calculation characterize the saliency contrast while
the second term encourages to find the position with low
saliency. The size of inserted text will be calculated based
on its length. Then we perform the exhaustive search on the
response map in order to find the most suitable position with
the largest response value. Figure 7 and 10 illustrates the
examples of inserting subtitle into the documentary video
without human appearance.
To evaluate the quality of the inserted subtitle and whether
the watching experience is improved, we conduct the user

Figure 7: The usage of response map for inserting
subtitles. The first row shows the frames of the
video. The second row shows the saliency map from
different saliency detection methods. The third row
shows the found position for inserting the subtitles.
And the last row shows the final results.

study on both the content comprehensive and user impression. There are 24 users participating in the study. Their
ages vary from 22 to 30 years old. We prepare 5 video clips
with embedded caption for the evaluation.
For the content comprehension study, we randomly divide
all the participants into four groups (each group has 6 participants) to avoid the repeated playing of a video which
will cause knowledge accumulation. Therefore, each group
merely evaluates one of the four paradigms for each video
clip. We have designed five questions related to caption
content comprehension. These questions are carefully designed to broadly cover the content in the video clips. The
participant watches the clips under the task-free setting.
Their results are the converted percentage of the correct answers. We compare the proposed high-contrast (HC) driven
method with the following three methods. The first one is
that the position of the subtitle is fixed at the bottom of

the frame. The second one is that the subtitles are inserted
into the position with low saliency value, which is called
low-saliency (LS) driven method. And the third one is also
based on high-contrast but the saliency map is estimated
from static saliency detection (Static). As shown in Figure
8, our method outperforms all of the other saliency detection methods for subtitle insertion. It demonstrates that the
video saliency estimation method proposed in this work can
find the most suitable position to insert the subtitle, where
the subtitle is informative to the audience. In contrast, the
image saliency based one performs worse since the inserted
subtitle is not close enough to the salient regions. And the
fixed caption performs worst as the audience cannot focus
on the subtitle and video content at the same time.

Figure 8: Results of evaluation of four methods in
terms of the content comprehension. The compared
methods include Fixed, Low Saliency Driven (LS),
Static image saliency detection based and High Contrast Driven (HC). The vertical axis represents the
sum of the scores obtained by each group of participants. Higher score indicates better performance.
We further compare the four subtitle insertion schemes,
i.e., fixed, LS, Image Saliency and HC, in terms of the user
impression. We invite another 15 evaluators who are requested to indicate their satisfaction with respect to the following perspectives: 1) Enjoyment: How do you feel that
the video is enjoyable? 2) Convenience: How do you feel the
visual appearance of subtitle is convenient? 3) Preference:
How do you prefer that captioning method? 4) Experience:
How does the caption help you experience the video? For
each sample, the participant rates each method on a 5-point
scale from the best (5) to the worst (1)[16]. The video order
is randomized. Figure 9 depicts the results of user impression evaluation. Generally, our method outperforms others in all aspects since it optimizes allocated position. Low
saliency driven captioning yields relatively low score due to
uncommon appearance in the video frames.

8. DISCUSSIONS AND FUTURE WORK
In this work, we have conducted a comparative study between the static saliency and dynamic saliency. To the best
of our knowledge, this is the first research attempt to investigate this problem in depth. We first build the datasets of
human fixation on both images and videos for the comparison purpose. Then we report several important observations
of the relationship of static and dynamic saliency. Inspired
by these observations, we propose the noval CMASS learning

Figure 9: Results of evaluation on the user impression. Four methods are compared, namely Fixed,
Low Saliency Driven (LS), Static image saliency detection based and High Contrast Driven (HC). The
methods are compared in terms of four criteria,
namely Enjoyment, Convenience, Experience and
Preference. Each user has been asked to assign a
score between 1 (most unsatisfactory) and 5 (most
satisfactory) for each criterion.

framework to fuse static saliency into dynamic saliency estimation to improve the video saliency prediction. Extensive
experimental evaluations on the constructed datasets well
demonstrate the effectiveness of the proposed method for
video saliency prediction. We also apply the video saliency
prediction method to the application of helping patients with
hearing impairment in watching videos with narration. Suggested future work includes extensive user studies as a means
to explore the potential of our approach under different conditions and for different application domains.
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