Comparative sequence analysis addresses the problem of RNA folding and RNA structural diversity, and is responsible for determining the folding of many RNA molecules, including 5S, 16S, and 23S rRNAs, tRNA, RNAse P RNA, and Group I and II introns. Initially this method was utilized to fold these sequences into their secondary structures. More recently, this method has revealed numerous tertiary correlations, elucidating novel RNA structural motifs, several of which have been experimentally tested and verified, substantiating the general application of this approach. As successful as the comparative methods have been in elucidating higher-order structure, it is clear that additional structure constraints remain to be found. Deciphering such constraints requires more sensitive and rigorous protocols, in addition to RNA sequence datasets that contain additional phylogenetic diversity and an overall increase in the number of sequences. Various RNA databases, including the tRNA and rRNA sequence datasets, continue to grow in number as well as diversity. Described herein is the development of more rigorous comparative analysis protocols. Our initial development and applications on different RNA datasets have been very encouraging. Such analyses on tRNA, 16S and 23S rRNA are substantiating previously proposed associations and are now beginning to reveal additional constraints on these molecules. A subset of these involve several positions that correlate simulataneously with one another, implying units larger than a basepair can be under a phylogenetic constraint.
INTRODUCTION
Within the past few years, our perception of RNA has undergone a significant and rewarding change. Functionally, this molecule was perceived in a subordinate position, playing a secondary role to proteins and DNA. It is now appreciated that RNA can act on other macromolecules in a variety of interesting ways. A short list of such functions includes RNA cleavage/ligation (Group I introns (1) and RNase P (2)) and direct involvement of ribosomal RNA in protein synthesis (3) . Underlying this recent appreciation of the functional aspects of RNA is a revitalization in the study of its structure; RNA structure is far more than a simple agglomeration of standard helical elements. Within the past few years we have witnessed the emergence of several new structural elements, including pseudoknots, non-canonical pairings, and tetra-loops. These recently discovered structural elements were elucidated by comparative sequence methods and substantiated by experimental methods (experimental work reviewed in (4) ). The paths to understanding and deciphering additional structural elements can take us in different directions. While experimental paths have been effective, our current experimental methods preclude us from exploring in detail all of the diverse RNA structures that are theoretically possible. An alternative method, comparative sequence analysis, can infer structure possibilities from the sequence constraints imposed on a population of functionally and structurally homologous molecules.
Comparative sequence analysis is based on the biological paradigm that macromolecules are the product of their evolution. The process of mutation and selection explores the possible, and reveals the acceptable. We infer that functionally equivalent RNA molecules (e.g. tRNA) are structurally equivalent as well. Secondarily, we deduce that similar or homologous, higher-order structure can be derived from different primary structures. For our purposes here, the diversity in RNA primary structure is bounded; those RNA structural elements that are biologically meaningful are selected for and identified with this method. The experiments have been done for us; we are (simply) observing those products that have survived the evolutionary process. The comparative sequence method was first applied to tRNA (5) (6) (7) (8) . The resulting cloverleaf secondary structure was the only such structure in common with all of the known tRNA sequences. As the tRNA dataset grew larger, comparative methods were called upon again to infer a few tertiary interactions (9) . All of the comparatively derived secondary structure pairings, and a few of the proposed tertiary interactions were subsequently verified when the yeast Phe-tRNA crystal structure was solved in high resolution (10, 11) . Comparative methods have been used to infer secondary structure in other RNAs, including 5S (12), 16S (13) (14) (15) , and 23S (16) (17) (18) ribosomal RNA. More recently, this method has been applied to other RNAs including Group I (19) and group H (20) introns, RNase P RNA (21) , U RNAs (22) , and 7S RNA (23) .
The comparative sequence methods themselves are evolving, in parallel with, and in part due to the significant growth in size and diversity in comparative sequence datasets, increases in our computing power, and refinements in the intrepretation of comparative results. Initially our approaches were very basic compared to current methods. Compensatory base changes were searched for by eye; those found within a potential helical element (A-U, G-C, and G-U pairings arranged in a contiguous, antiparallel arrangement) were scored positively. Those helices with two or more compensatory base changes at two or more helical positions were considered phylogenetically proven (24). Once the number of 16S sequences surpassed 30, which included representative samplings from the three domains [Bacteria, Archaea, and Eucarya] (25) and the two organelles [Chloroplasts and Mitochondria], we began a more systematic search for positional covariances (26) . The nucleotide pattern at each column in the alignment was transformed into a simple number pattern reflecting the changes (or lack thereof) occuring at each position. These number patterns were then sorted or grouped for similarity. While this method itself was not exhaustive, it allowed us to identify more secondary structure basepairings, and adjust a few previously proposed pairings. Maybe the most important result from this method was the identification of the first set of tertiary base-base correlations in 16S rRNA (26, 27) . The number of 16S and 23S rRNA sequences have continued to increase, by 1989 there existed several hundred 16S-like sequences, and nearly 100 23S-like sequences. Covariance analysis of this larger and phylogenetically diverse collection of 16S and 23S rRNA sequences yielded additional refinements in the proposed secondary structures while several new tertiary-like interactions were proposed (28) (29) (30) (31) (32) (33) . At this time we are confident in the majority of the proposed Escherichia coli 16S and 23S rRNA secondary structure basepairings. While we will continue to evaluate these secondary structures from a comparative perspective, our future efforts will focus primarily on the elucidation of other higher-order structure constraints.
Within the past few years, numerous correlations beyond the simple secondary structure base pairings have been deciphered in the 16S and 23S rRNAs. This list includes multiple examples of: non-canonical base pairings, lone canonical base pairings, pseudoknot-like structural elements, several base pairings that together form a parallel structure, and comparative evidence for helix-helix coaxial stacking (reviewed in (33) ). While these 16S and 23S rRNA comparative structure results are profound and consistent with experimental studies, it is our belief that additional RNA structure remains to be identified. With an ever increasing rRNA sequence database and with the hope that more sophisticated correlation methods could reveal additional structural constraints, we have initiated an effort to develop improved methods and apply them to various RNA datasets. This communication describes quantitative comparative sequence methods and their application to tRNA and rRNA datasets. A subset of the initial results are presented by way of example to highlight the general potential of these newer protocols.
MATERIALS AND METHODS

Database and alignment
Input data for the correlation analysis is a set of aligned sequences. For the analysis described herein, we focus on three primary alignment sets, one each for tRNA, 16S rRNA, and 23S rRNA.
Comparative structure analysis requires an alignment of those sequences that make up the collection. The better the alignment, the more meaningful the information that can be discerned.
Initially sequences are aligned for maximum primary structure homology. As secondary structure elements are identified and phylogenetically proven, these features, in addition to primary structure conservation, serve to constrain the juxtaposition of sequences. This process proceeds in an iterative fashion as more constraints define the character of an alignment, serving to resolve alignment uncertainities. Additional phylogenically distant sequences establish the limits of variability, discerning the allowable (and observable) states.
The tRNA aligned dataset is a modified version of the publically available tRNA sequence database prepared by Sprinzl et al. (34) .
[Modified in that we had to reorganize its format to be compatible with our alignment editor (AE2, developed by Tom Macke) and our correlation analysis tools. Small interpretative changes in the alignment of nucleotides were made as well]. This complete set contains 1710 aligned sequences, spanning the three primary lines of descent, the two organelles, and a few viral sequences. For the analysis presented here, we only include those tRNAs that are most regular, excluding the Mitochondrial and class-2 sequences. The Mitochondrial sequences contain an inordinant amount of structural variation; class-2 tRNAs contain an insertion of 10 or more nucleotides in the variable arm which appears to alter some of the known class-1 tertiary interactions (35) . This smaller tRNA dataset contains 896 sequences.
Analyses on the 16S and 23S rRNAs were performed on aligned datasets collected from two sources. For the past 10 years one of us (RRG) has been collecting and maintaining 16S and 23S rRNA sequence alignments [R.R.G.-private collection, (36, 37) ]. The phylogenetic diversity among these sequences is quite broad, with key representative sequences from each of the three primary lines of descent, and the two organelles. A larger collection of bacterial (Bacteria and Archaea) 16S rRNA aligned sequences (Ribosomal RNA Database project, (38, 39) ) complemented this initial database. The total 16S rRNA collection contains 800 complete (or nearly so) sequences, while the 23S rRNA collection contains 150 sequences.
Calculation of mutual information and related measures We base our identification of covariant positions on the mutual information observed between them. This measure has previously been described by Chiu and Kolodziejczak (40) , but we repeat the definition here because we use somewhat different notation which is more convenient for the extensions described below.
Given an alignment of multiple sequences, we wish to determine the degree of covariation between two positions x and y. We begin by determining the frequency at which each base occurs at each position, f bx and/ fcr (Note that usually b £ {A, C, G, 7) but may also be a gap introduced for the alignment or an ambiguous base.) We also determine the frequencies of the pairs of bases occuring at positions x and y in the same sequence, f bx b r If the two positions vary independently of one another then.4^= fbx x fb y -We are interested in measuring die divergence from independence. The Mutual Information in the positions x and y is defined as:
When M(x,y) is multiplied by the number of sequences in the alignment, a log-likelihood ratio of the form E,O, In (0,/Ej) is obtained, where 0, and £, are some observed and expected values, respectively. Two times this log-likelihood ratio conforms to a x 2 distribution from which statistical significance can be easily calculated (41) . It is worth noting that M(x,y) > 0, with the equality holding only in the case of the frequency of position pairs being exactly predicted by the frequencies of the independent positions. M(x,y) is maximized when both positions are highly variable and also completely correlated. The correlations may be of any type, not limited to the known canonical pairings (i.e. A-U, G-C), although those are the most often observed and tend to be the strongest correlations. Two of the advantages of this method over some of the previous ones is that any types of correlations can be found and that correlations which are quantitatively low, but still significant, can also be found.
We actually calculate M(x,y) using the following formula which is more efficient and has other useful interpretations:
where H is an entropy term (i.e., H = -
We calculate H(x) for all positions and store it in an array. We then calculate H(x,y) for all pairs of positions (subject to x < y, since it is a symmetric measure). M(x,y) is constrained by the relationship:
which means that M(x,y) is bounded above by the variability of the least variable position. If either position x or y is non-random, M(x,y) is less than its maximum possible value even for completely correlated positions. In the extreme of x or y being invariant, M(x,y) = 0 regardless of their interactions and we can learn nothing about them from comparative methods alone. We would like to be able to identify positions that may not be highly correlated as measured by M(x,y), but are as correlated as they can be given the limited variability of the individual positions. That is, there may be positions that are constrained for reasons other than their interaction with another position, but we would still like to find that interaction if it exists. For this reason we calculate two other numbers:
and
Both R values are in the range 0 to 1 and, in general,
, which allows us to determine all values of /?| and R 2 while maintaining the constraint x < y during the calculation). Thus we have transformed the symmetric M(x,y) into asymmetric values for the purpose of finding subtle correlations that may otherwise be missed. This will let us see correlations between positions that are nearly invariant, but whenever they do change they do so in a coordinated way. In addition, by splitting the effects of position x and y, we can see things that are only partially correlated and subtle. As a simple example, imagine that position x had the frequencies^ = 0.25 for all b, whereas at postion y the frequencies were/, = 0.75, f G = 0.25. Then H(x) = 1.39 and H(y) = 0.56, which also means M(x,y) <0.56. Now suppose that when position y is a G, position x is also a G, and whenever
is as large as it can be, given H(y). Another way to think about it is that knowing the base at position x provides absolute knowledge about the base at position y, but the reverse is not true. Whenever M(x,y) is large, both R values will be also, and in general M(x,y) values should be examined first because they are more reliable. However, some correlated positions will be missed if only M(x,y) values are used and some of those can be identified using the R values. But we do not have a good way to estimate the significance of the R values, and they can produce false-positives. That is, in addition to increasing the 'signal' of some true interactions, they also increase the 'noise' associated with coincidental correlations. Therefore, R values are best used to identify potentially interesting correlations that are missed by M(x,y) values and are worthy of further examination.
As stated above, a probability can be calculated based on M(x,y), the sample size and the degrees of freedom (the product of [the number of observed characters -1] at each position). In the current calculation we are not accounting for the number of mutational events required for the data given a phylogenetic tree, but rather we consider each observed state to be independent. These probability values should, therefore, be taken as lower bounds. That is, the true probability, given the phylogenetic tree, of observing the M(x,y) values by chance is usually higher, and therefore less significant, than our calculations indicate. While the probability values are clearly important because they provide rough measures of the significance of any correlation found, they are computationally much more intensive than the other numbers and we only calculate them for position pairs that appear interesting by other criteria. We have written two related programs that perform the calculations. MIXY (for Mutual Information of X and Y) goes through all combinations of positions (subject to x < y) and returns on each line of the output file:
Of course, most of the combinations are uninteresting, so rather than save the entire output to a file (which would have 2850 lines even for tRNA sequences of 76 bases in length) we usually run it through a filter that only saves values above some user-specified thresholds for the M and/or R values. Another filter we often used is called Nbest which saves only the N (user-specified, typically about 4 or 5) highest correlations for each position. These may be based on either the M or R values. Note that sorting by R\ can give very different results from sorting by R 2 . For some position x, sorting of R\(x,y) will rank the positions y according to how well they predict the base at x. Sorting of R 2 (x,y) will rank the positions y by how well they are predicted given the base at position x.
The related program, IMIXY (for /nteractive MIXY) displays the M(x,y), Ri(x,y), R 2 (x,y) entropy and probability values, in addition to the actual frequencies of the pairs for any two positions in an alignment. Once a pair of potentially interesting positions have been identified with MIXY, IMIXY can be used interactively, with the user requesting the two positions of interest, or the filtered output from MIXY can be used as input.
The graphics displayed herein were generated with one of two programs. The RNA structure diagrams (Figures 4-8 
RESULTS AND DISCUSSION
Several points are implicit in our application and interpretation of these correlation analysis methods:
• The nucleotide is the basic unit. Each of the 4 nucleotides are treated as separate entities.
• Correlating positions are identified regardless of the flanking positions' patterns of change, or known structural context.
• All 16 possible base-base covariations between two positions are noted. There is no inherent bias towards A-U and G-C pairings.
• This analysis reveals positional correlations; we subsequently infer base-base interactions in the context of higher-order structure.
• Comparative analysis per se does not address, nor does it imply that all proposed interactions occur simultaneously.
• Positional covariations involving a larger number of phylogenetic compensatory base substitutions (i.e. events) are considered more significant dian those with a smaller number of such coordinated changes. In this communication, we do not calculate the actual number of coordinated changes that have occurred during evolution.
To establish the validity of this approach, we initially apply these algorithms to tRNA, a molecule for which a detailed threedimensional structure is known, and for which a large and encompassing collection of aligned and biologically diverse sequences currently exists. Our initial goal is to determine how many of the tRNA secondary and tertiary interactions can be identified with these methods. Next we address larger RNA molecules for which a large comparative collection of sequences is known. Equally important we want to analyze molecules that have been studied extensively in the past with comparative and experimental methods, so we can compare and contrast the results from our newer methods. For this, we choose the 16S and 23S rRNA and provide several examples that demonstrate the utility of the method. An alternative method of identifying significant correlating pairs ranks the N highest information values (either MOTR values) for each individual position, using the program Nbest. Figure  3 displays a slightly abbreviated Nbest output from our tRNA Figure 3 . All but one of the known tertiary interactions appear in the list of the 3-best correlations in at least one orientation. The tertiary pair 54/58 is missed due to its high conservation, a limitation of any comparative method. These positions are nearly invariant and the few changes that occur at one position or the other are not necessarily compensated for by changes at the tertiary pairing partner. We note that there are several other pairs that appear interesting by the data in Figure  3 , but it is also possible that they represent false-positives, as described earlier. We have only pointed out the examples where we know interactions occur and they can be noticed in the R values, even if the M values are low.
Correlation analysis of tRNA
The results from the tRNA correlation analysis presented in Figure 3 are summarized on the secondary structure diagram in Figure 4 . Blackened arrows represent interactions with the highest ranking. Open arrows indicate interactions ranked within the 3-best. In addition to all of the secondary structure base pairings noted above, both positions involved in the two tertiary interactions, 15/48 and 26/44, correlate best with their base pairing partner. Except for 54/58, the remaining tertiary interactions are also identified by such analysis. Given the success in identifying known tRNA base-base interactions, we also ask what significant correlations exist that do not associate with known tRNA structural constraints. Analysis of the M(x,y) and R values in Figure 2 reveals several peaks that are above background and that do not map to existing base pairings. Analysis of the Nbest results in Figure 3 reveals some interesting high values in the anticodon loop region and the D stem. By way of example, we address these latter two regions, utilizing Nbest methods to establish additional correlations.
In the case of the anticodon loop, we focus on position 36, the 3'end of the anticodon. The ten positions with M(x,y) values within 50% of the top value were ranked in Figure 5A . These positions are displayed on the secondary structure diagram in Figure 5B , with position 36, the focal position denoted with a triangle. The positions with the two highest M(x,y) values are denoted with large closed circles, while the next 8 highest ranking positions are denoted with smaller closed circles. A threedimensional perspective of this tRNA is shown in Figure 5C . Some of these correlations involving this focal position and positions in the anticodon loop and helix have been noted previously (42, 43) . The other base pair identified (51-63) occurs on the same face as positions 36 and the 11/24 base pair in the 3D structure. In addition, it is intriguing to note that mutations at position 24 affect codon-anticodon specificity (44, 45). Another possibility for these observed correlations, other than structural constraints, is some external factor causing these bases to vary coordinately. For example, proper interactions with aminoacyl tRNA synthetases requires that those enzymes be able to distinguish their correct set of tRNAs from others and this is accomplished, at least partially, through the use of specific sequences in various parts of the OtRNA structure (46, 47) . By dividing the tRNA database into iso-accepting classes and running MIXY on those separately we may be able to distinguish correlations that are for internal structural reasons from those that are for interactions with external factors.
Positions 13 Figure 6C .
Correlation analysis of rRNA
Application of these new methods on 5S, 16S, and 23S rRNA datasets are at an early stage. The vast majority of the interactions previously proposed for 16S and 23S rRNA (33) have also emerged from Nbest analysis. A few of those correlations that substantiate and complement previous findings are discussed here, to further illustrate some of the structural constraints that can be identified with these methods.
Previously, an intriguing structural constraint was identified in 16S rRNA involving hairpin loops comprised of 4 nucleotides, commonly known as the tetra loop. It was noticed that the majority of hairpin loops of size four (in 16S rRNA) usually fall into one of three classes, GNRA, UNCG, and CUUG (48) . One loop in particular, at positions 83-86, varies quite extensively throughout the eubacterial domain, although in over 93% of these 343 sequences the loop is constrained to a GCAA, UUCG, or CUUG sequence. The closing base pair of the underlying helix is constrained as well: UUCG is always closed by a C-G pair, CUUG by a G-C pair, and GCAA is closed predominantly (but not always) with a A-U pair. Nbest analysis of the top five M(x,y) values for positions 82-87 from the current eubacterial 16S dataset is shown in Figure 7 A; a graphical representative of this loop is diagrammed in Figure 7B . In this latter figure, the position that correlates highest for each position from 82-87, is shown with a blackened arrow, while those positions with rankings from 2 to 5 are connected with open arrows. Several interesting points are worth noting. First, all of the top five correlating values for these six positions (30 in total) point to one of the other positions under consideration except three, and these all point to the underlying base pair 81-88. Second, for the four positions in the tetra loop, all of the information values for the five highest ranking positions are within 50% of the top value. Third, the two highest values associate positions 82 and 87, which are base paired with one another. Fourth, in this example as well as the previous one for tRNA, high correlation values do not necessarily imply a base pair, but suggest that certain structures are constrained by the context of their surrounding nucleotides and constitute a structural domain that varies coordinately. A.. It has been found experimentally that certain tetra loop sequences, closed by a short underlying helix, confer exceptional stability to small oligonucleotides (49) (50) (51) . Recently, the threedimensional structures for three sequences from two classes of tetra loops, UUCG, and GCAA and GAAA (GNRA) have been solved by NMR (52, 53) , revealing in part, how such a structure could stabilize RNA. These experimental results suggest, at least partially, why the stability and structure of these local RNA motifs are important and thus selected.
Recently additional structure has been elucidated with comparative methods (33) for the \A cross-linking region of Escherichia coli 23S rRNA (54) . This unique structure is presented to demonstrate the unusual base pairing constraints that can be elucidated by such methods.
Positions 298-340 of the 23S rRNA are at the end of an extended secondary structure helix. Two helices were known previously within this region, namely 301-305/312-316 and 325-327/335-337. As shown in the Nbest and IMIXY analysis in Figure 8 , the following pairs were all found to covary with one another, in a strict canonical fashion: 317/334, 318/333, and 319/323. These pairings, as diagramed in Figure 8C , make up an unusual structure. The two helices 317-318/333-334 and 325-327/335-337 form a pseudoknot structure, with the lone pair interaction, 319/323, nested in the middle. If all of these interactions occur simulataneously, several helix-helix coaxial stackings are possible, making for a very complex structure. This example is one of many comparatively derived structural elements that can be studied by site-directed mutational analysis. Another unusual pseudoknot structure in the 16S rRNA (30) was proposed from comparative methods, and was subsequently shown to be correct (55) .
CONCLUSIONS AND PROSPECTUS FOR THE FUTURE
The elucidation of higher-order structural constraints by comparative methods has evolved over the years, in part as a function of the significant growth in the various homologous RNA alignment datasets, large increases in available computing power, enhancements in the basic covariance algorithms, and refinements in our implementation and interpretation of the analysis. Various comparative methods have been developed and implemented on tRNA, 16S rRNA and 23S rRNA datasets (24, 26, 40, 42, 54) . These comparative methods, in combination, have identified many structural elements within those RNAs (see (33) for rRNA discussion). The types of structural elements identified are:
• Standard Watson-Crick base pairing.
• Arrangement of canonical pairings into contiguous, antiparallel structural elements (i.e. secondary structure helices).
• Tetra-loop hairpin loops.
• Tertiary canonical and non-canonical pairings.
• Non-canonical pairings and their replacements, including: G-U -A-C, U-U -C-C, A-G -G-A, G-G -A-A, etc.
• Multiple examples of lone canonical base pairs (i.e. pairings that are not immediately contiguous with another structural pairing).
• Pseudoknot structures, usually involving canonical pairings.
• Canonical and non-canonical pairings arranged in a parallel (vs. the usual antiparallel) orientation.
• Suggestive evidence for helical coaxial stacking.
These classes of structural elements, as inferred from positional covariances, can be appreciated by our current experimental understanding of RNA structure. Beyond this list, we have presented several examples of a more intiguing set of correlations; weaker correlations that do not infer structural base pairings, but instead identify more than two positions that are evolutionarily constrained [ Figures 5 and 6 , tRNA anticodon loop and D helix constraints]. It is interesting to note that experimental studies have suggested some linkage between the positions identified here, however a structural explanation remains to be found.
The methods presented here, which have grown out of previous comparative protocols, can decipher additional RNA structural information for those RNAs that have been studied previously by these methods, as well as addressing other homologous RNA datasets that have not been analyzed by such methods. Although detailed three-dimensional structural information is known for some tRNAs, comparative analysis could well reveal additional tRNA structural refinements, such as identifying subtle structural features that distinguish each amino-acid accepting tRNA class, the so called tRNA identity problem. The secondary structures for the 16S and 23S rRNA are largely resolved. At this time, our focus is on other higher-order structural details, such as tertiary interactions. As eluded to earlier, other types of contraints could be found as well in the rRNAs.
These methods also reveal more than the mere existence of a helix; they reveal constraints on the actual pairing possibilities. For example, each base pair in the 16S rRNA has a unique pattern of allowable pairing types (i.e. G-C, A-U, G-U, etc.). Some contain all possible canonical pairings, others allow for G-U pairings in addition to canonical pairings. Some are constrained to a subset of the canonical pairings, implying additional structural constraints exist for those base pairs. We anticipate that different RNA datasets (for example, Group I introns and RNase P RNA) will reveal different types of RNA structural constraints. Thus not only will solutions to different RNA molecules emerge from such analyses (e.g. 16S rRNA), a broader sampling of structural elements will emerge as well.
Elucidating these structural refinements will require large increases in our RNA datasets. In the midst of the sequencing revolution, the amount of comparative sequence data will continue to increase at faster rates for a variety of homologous RNA types, presenting us with this opportunity. Our computational methods themselves will also need to evolve. For example, the methods discussed here do not integrate the number of mutational events that underly the correlation values calculated. By knowing a minimal phylogenetic tree for the sequences being analyzed, we can enhance our correlation values for those pairs for which multiple phylogenetic changes have occurred throughout evolution (57) . The work presented here suggests that such analysis will continue to reveal more constraints on RNA structure.
