Abstract. Chordal clutters in the sense of [14] and [3] are defined via simplicial orders. Their circuit ideal has a linear resolution, independent of the characteristic of the base field. We show that any Betti sequence of an ideal with linear resolution appears as the Betti sequence of the circuit ideal of such a chordal clutter. Associated with any simplicial order is a sequence of integers which we call the λ-sequence of the chordal clutter. All possible λ-sequences are characterized. They are intimately related to the Hilbert function of a suitable standard graded K-algebra attached to the chordal clutter. By the λ-sequence of a chordal clutter we determine other numerical invariants of the circuit ideal, such as the h-vector and the Betti numbers.
Introduction
One of the most challenging problems in combinatorial commutative algebra is to give in combinatorial terms a characterization of those monomial ideals which have a linear resolution independent of the characteristic of the base field. In trying to solve this problem one may, by using polarization, focus on squarefree monomial ideals. Squarefree monomial ideals generated in degree 2 may be interpreted as edge ideals of graphs. In this particular case, the famous theorem of Fröberg [11] gives a complete answer to the above problem. Fröberg's theorem says that the edge ideal I(G) of a graph G has a linear resolution if and only if the complementary graphḠ of G is chordal. In particular, for the edge ideal of a graph it does not depend on the characteristic of the base field whether or not it has a linear resolution. One would like to have a similar theorem for squarefree monomial ideals generated in degree d, where d is any integer ≥ 2.
The d-uniform clutters generalize simple graphs, which are just the 2-uniform clutters. A d-uniform clutter C on the vertex set [n] = {1, 2, . . . , n} is nothing but a collection of d-subsets of [n] . The complementary clutterC of C is the set of all d-element subsets of [n] which do not belong to C. The circuit ideal of C is the ideal generated by the monomials x F with F ∈C. The analogue of Fröberg's would then say that the circuit ideal of C has a linear resolution, independent of the characteristic of the base field, if and only if C is chordal. But what does it mean that C is chordal? There have been several other attempts to define chordal clutters, see [1, 6, 10, 17] . Here we consider the concept of chordality of clutters as it was introduced in [14] . It was shown in [3] that all previously defined chordal clutters are chordal in this new sense, and that the circuit ideal of a chordal clutter has a linear resolution. However, the converse is still an open question. The definition of chordality given in [14] imitates Dirac's characterization of chordal graphs. It is required that the clutter admits a simplicial order. Roughly speaking, a simplicial order for a duniform clutter C is a sequence e = e 1 , . . . , e r of (d − 1)-sets such that for each i, the set e i has a clique as its closed neighborhood in C e 1 ...e i−1 , where C e 1 ...e i−1 is obtained from C by 'deleting' e 1 , . . . , e i−1 . Furthermore, it is required that C e 1 ,...er = ∅. The precise definition is given in Section 1.
The cardinality of the open neighborhood belonging to e i , that is to say, the cardinality of the set of all elements c ∈ [n] for which e ∪ {c} ∈ C, is denoted by N i . Thus, with each simplicial order e of a chordal clutter there is associated the multiset {N 1 , . . . , N r }. Simple examples show that a chordal clutter may have different simplicial orders. However, as shown in Corollary 2.2, all simplicial orders have the same multisets. Therefore we can talk of the multiset of a chordal clutter. The invariance of the multiset is a consequence of Proposition 2.1, where it is shown that the f-vector of the clique complex ∆(C) of a chordal clutter C is determined by the multiset of any of its simplicial orders. From this result it can be also derived that the multiset of C determines the h-vector of ∆(C) as well as the Betti sequence of the circuit ideal of C, see Corollary 2.3 and Corollary 3.1. More important is the result, stated in Theorem 3.3, which says that the Betti sequence of any ideal with linear resolution is the Betti sequence of the circuit ideal of a chordal clutter. So numerically, the circuit ideal of chordal clutters coincide with the ideals with linear resolution. This fact supports our expectation that the circuit ideal of the chordal clutters are precisely the monomial ideals which admit a linear resolution, independent of the characteristic of the base field.
Since each chordal clutter determines a multiset N = {N 1 , . . . , N r }, and since this multiset determines all the algebraic and homological data of the clutter, it is of interest to know which finite multisets of positive integers occur as the multiset of a chordal clutter. With the multiset N we associate a sequence λ(N ) = λ 1 (N ), λ 2 (N ), . . ., where λ i (N ) is the number of elements N j with N j = i. It is obvious that any finite multiset of positive integers is in bijection to a sequence of integers λ 1 , λ 2 , . . ., which is eventually constant zero. We denote by λ(C) the λ-sequence of the multiset associated with C. In the last section of this paper the question is studied which integer sequences are the λ-sequences of a chordal clutter. The main result is formulated in Theorem 4.2, where it is shown that the λ-sequence of a chordal d-clutter on the vertex set [n] is intimately related to the Hilbert function of a suitable K-algebra R of embedding dimension ≤ d with dim K R i = 0 for i ≥ n − d + 1. By using this characterization a strict upper bound of λ i (C) for each 1 ≤ i ≤ n − d is given in Corollary 4.3. Finally in Proposition 4.5 we give a precise formula for the λ-sequence of the complete d-clutter on [n]. Indeed it is shown that
In [18] , a computer program has been provided in order to check chordality of a given d-uniform clutter. A modified version of this program, available at [19] , provides some numerical data about circuit ideal of chordal clutters. More precisely, this program first checks whether a given d-uniform clutter C is chordal. Then, it computes the simplicial multiset of C, its λ-sequence, the h-vector of ∆ = ∆ (C) and the Betti sequence of the ideal I ∆ .
Preliminaries
In this section we fix notation and recall some concepts and results which will be used in this paper.
Simplicial complexes.
A simplicial complex ∆ over a set of vertices V = {v 1 , . . . , v n }, is a collection of subsets of V , with the property that:
(a) {v i } ∈ ∆ for all i; (b) if F ∈ ∆, then all subsets of F are also in ∆ (including the empty set).
The elements F ∈ ∆ are called the faces of ∆ and dimension of each face F ∈ ∆ is dim F = |F | − 1. Also dimension of ∆, dim ∆, is given by max{dim F : F ∈ ∆}. Definition 1.1 (f -vector). Let ∆ be a simplicial complex of dimension δ − 1 on the vertex set V and f i = f i (∆) denote the number of faces of ∆ of dimension i. Thus, in particular
is called the f-vector of ∆. Also, the polynomial
is called the f-polynomial of ∆.
The algebraic object attached to a simplicial complex is the so-called Stanley-Reisner ring. 
In particular, for k > δ, h k = 0 and for 0 ≤ k ≤ δ,
1.2. Clutters. We recall the concept of clutters and circuit ideals as well as the concept of simplicial orders which will lead to a definition of chordality. For a non-empty clutter C with the vertex set [n], we define the ideal I (C), as follows:
and we set I(∅) = 0.
Let n, d be positive integers. For n ≥ d, we define C n,d , the complete d-uniform clutter on [n], as follows:
In the case that n < d, we let C n,d be some isolated points. It is well-known that, for n ≥ d the ideal I (C n,d ) has a d-linear resolution (see e.g. [14, Example 2.12] ). If C is a d-uniform clutter on [n], we defineC, the complement of C, to bē
Frequently in this paper, we take a d-uniform clutter C = C n,d with the vertex set [n] and consider the squarefree monomial ideal I(C) in the polynomial ring S = K[x 1 , . . . , x n ]. The ideal I C is called the circuit ideal of C. is called the open neighborhood of e in C, while the close neighborhood of e in C is defined to be N C [e] = e ∪ N C (e). We say that e ∈ SC(C) is simplicial in C, if N C [e] is a clique in C. Let us denote by Simp (C), the set of all simplicial elements of C. Definition 1.6. Let C be a d-uniform clutter and let e be a (d − 1)-subset of [n] . By C \ e we mean the d-uniform clutter
It is called the deletion of e from C. In the case that e is not a submaximal circuit of C, we have C \ e = C. Now we come to the crucial definition of this paper.
Following the notation in [14] , we use C d , to denote the class of all d-uniform chordal clutters. Definition 1.8. A sequence of submaximal circuits of C, say e 1 , . . . , e t , is called a simplicial sequence in C if e 1 is simplicial in C and e i is simplicial in (
The definition of chordal clutters can be restated as follows: the d-uniform clutter C is called chordal if either C = ∅, or else there exists a simplicial sequence in C, say e 1 , . . . , e r , such that (((C \ e 1 ) \ e 2 ) \ · · · ) \ e r = ∅. To simplify the notation, we use C e 1 ...e i for (((C \ e 1 ) \ e 2 ) \ · · · ) \ e i .
Let C be a 2-uniform clutter. Then C is nothing but a finite simple graph G. By the theorem of Dirac [7] , the 2-uniform clutter C is chordal in our sense if and only if G is a chordal graph. Thus, the definition of chordal graphs given here, is one of the possible natural extensions of chordal graphs to chordal clutters.
In [14, Remark 3.10] it is shown that in analogy to Fröberg's theorem, the circuit ideal I(C) of a d-uniform clutter C has a linear resolution over any field, if C is chordal. The converse of this statement however, which is true for 2-uniform clutters (graphs), is not known for general d-uniform clutters.
In combinatorics it is common to consider multisets. These are sequences of elements whose order are disregarded. Notation is as for sets; for example, {1, 2, 2, 3} is a multiset. Elements may be repeated, but the order does not matter. For instance, the multisets {1, 2, 2, 3} and {3, 2, 1, 2} coincide. Definition 1.9. Let C be a chordal clutter with a simplicial sequence e = e 1 , . . . , e r such that C e 1 ,...,er = ∅, and let N 1 := |N C (e 1 )| and N i := |N Ce 1 ···e i−1 (e i )|, for i > 1. Then the sequence e is called the simplicial order on C and the multiset {N 1 , . . . , N r } is called the simplicial multiset of C associated with e.
The f-vector and h-vector of a chordal clutter
In this section we determine the f-and h-vector of a chordal clutter C and show that the multiset of a simplicial order of C does not depend on the particular given simplicial order. 
In order to obtain (1), let C ′ = C \ e 1 and ∆ ′ = ∆ (C ′ ). Since e 1 is a simplicial submaximal circuit of C, we may easily verify that
Since C ′ is again chordal with the simplicial order e 2 , . . . , e r , we may use induction (on the number of circuits of C), to obtain
where (3) yields (1) . The equality (2) is now obvious, by comparing the coefficients of two polynomials.
Note that a chordal clutter may have different simplicial orders. A simple example where this phenomenon appears is the chordal clutter C = {123, 124, 134, 234, 145} which has the simplicial orders e = 12, 23, 13, 14 and e ′ = 15, 14, 12, 23. Here and in the sequel it is convenient to denote the set {i 1 , . . . , i k } by i 1 i 2 . . . i k . The simplicial multiset for e is {2, 1, 1, 1} and that of e ′ is {1, 2, 1, 1}. Thus the simplicial multisets of e and e ′ coincide, which happens to be the case not by accident. Indeed, Proposition 2.1 yields the following remarkable result.
Corollary 2.2. Let C be a chordal clutter with simplicial orders e and e ′ . Then the simplicial multisets associated with e and e ′ coincide. In particular, all simplicial orders of C have the same length.
Proof. Let {N 1 , . . . , N r } be the simplicial multiset associated with e, and {N ′ 1 , . . . , N ′ s } be the simplicial multiset associated with e ′ . Then (2) implies that
(1 + t)
The substitution t → t − 1 then yields the identity
Substituting then t by 0, we see that r = s, and consequently
Since a j = b j for all j, it follows that the simplicial multisets associated with e and e ′ are equal, as desired.
Since the multisets of any two simplicial orders of a d-uniform chordal clutter C coincide, we call this common multiset, the multiset of C. Let {N 1 , . . . , N r } be the multiset of C. Then, as we have seen in Proposition 2.1, the dimension of ∆(C) is equal to N + (d − 2), where N = max{N 1 , . . . , N r }. 
Proof. We use the identity f ∆ (t) = δ+1 i=0 h i t i (1 + t) δ+1−i from Proposition 1.3, where δ = N + (d − 2) is the dimension of the clique complex of C, and apply the substitution
Evaluating the right hand side of the equation yields the desired conclusion.
A precise formula for the h-vector, in terms of the multiset of the given chordal clutter can be directly obtained from 
In particular, if dim ∆ = d − 1, then N = {1, . . . , 1} and h i = 0, for all i > d. Moreover,
It is worth to note that r = M 1 = |C| = e (I ∆ ), where e (I ∆ ) denotes the multiplicity of I ∆ . We may use formula (4) in order to compute the Betti numbers of the circuit ideal of a forest (i.e. a graph with no cycle).
The Betti numbers of the circuit ideal of a chordal clutter
Let I ⊂ S be a graded ideal with a d-linear resolution and dim S/I = δ. By [4, Lemma 4.1.13] it follows that
Here β i is the ith Betti number of I. In other words, if F is the graded minimal free S-resolution of I, then β i is the rank of the free S-module F i . Now we apply (5) to the circuit ideal of a chordal clutter. Then by Corollary 2.3, we obtain the following result. 
As can be seen from this result, the Betti numbers β i (I(C)) can be expressed (in a complicated way) in terms of the multiset of C. In the following example, we use Corollary 3.1, to compute the Betti numbers of a forest. Recall that a forest, is a graph with no cycle. These graphs are obviously chordal, because every non-trivial subgraph of a forest has a vertex of degree 1, which is obviously a simplicial submaximal circuit. (a) G is chordal and dim ∆ = 1; (b) G is a forest. Now, let G be a forest on the vertex set [n] and I = I Ḡ be the circuit ideal of G. Then, by (4), we conclude that h = (1, n − 2, 0) is the h-vector of ∆. By formula (5), (or directly by Corollary 3.1), we obtain
In particular, projdim(I) = n − 3.
A sequence β = (β 0 , . . . , β n−1 ) of integers is called the Betti sequence of a graded ideal, if there exists a graded ideal I ⊂ S = K[x 1 , . . . , x n ] such that β i = β i (I), for all i.
The question arises whether all ideals which have a linear resolution occur as the circuit ideal of chordal clutters. In support of an affirmative answer to this question we have Proof. We need only to show that if β is the Betti sequence of a graded ideal I with linear resolution, then there exists a chordal clutter whose circuit ideal has the same Betti numbers. We may assume that K is infinite. We denote by Gin(I) the generic initial ideal of I with respect to the reverse lexicographic order induced by x 1 > x 2 > · · · > x n . It follows from the theorem of Bayer and Stillman [2] (see also [12, Obviously, for any sequence of non-negative integers λ 1 , λ 2 , . . . , with λ i = 0 for i ≫ 0, there exists a unique multiset N with λ i (N ) = λ i for all i. This shows that the set of multisets of positive integers is in bijection to the set of sequences of non-negative integers which are eventually constant zero.
Let N be the multiset of a chordal clutter C. For short, we set λ i (C) := λ i (N ) for all i. The sequence λ 1 (C) , λ 2 (C) , . . . is called the λ-sequence of C. Then, to characterize the possible multisets of chordal clutters is equivalent to characterize those sequences λ 1 , λ 2 , . . . of non-negative integers which are eventually constant zero and such that there exists a chordal clutter C with λ i = λ i (C), for all i.
As shown in Proposition 2.1 and in the proof of Corollary 2.2, the multiset of a chordal clutter, and hence its λ-sequence, is determined by the f-vector of the clique complex of the clutter, and vice versa. On the other hand, the f-vector and the h-vector of a simplicial complex determine each other as well. The same holds true for the h-vector of a simplicial complex ∆ and the Betti sequence of its Stanley-Reisner ideal I ∆ , provided that I ∆ has a linear resolution. In conclusion we see that the λ-sequence of a chordal clutter and the Betti sequence of its circuit ideal determine each other, and consequently, due to Theorem 3.3, all possible λ-sequences of chordal clutters appear as λ-sequences of clutters whose circuit ideal is squarefree strongly stable. We may therefore assume that C is a d-uniform clutter whose circuit ideal I(C) is squarefree strongly stable. Thus, in order to identify the possible λ-sequence of a chordal clutter we have to recall some facts about squarefree strongly stable ideals.
Let S = K[x 1 , . . . , x n ] be the polynomial ring over the field K in the indeterminates x 1 , . . . , x n , and let I ⊂ S be a squarefree strongly stable ideal generated in degree d. As usual, G(I) denotes the unique minimal set of monomial generators of I. We furthermore set G i (I) = {u ∈ G(I) : m(u) = i}, where m(u) = max{j : x j divides u}. The cardinality of G i (I) will be denoted by m i (I). These numbers are important invariants for squarefree strongly stable ideals. Let I [j] be the ideal generated by all squarefree monomials of degree j in I. Then I [j] is again squarefree strongly stable. Finally, we denote by µ j (I) the number of monomial generators of I [j] .
Lemma 4.1. Let I ⊂ S be a squarefree strongly stable ideal generated in degree d. Then
for all j ≥ 0.
Proof. Let S [i,j] be the set of all squarefree monomials u in S of degree j with the property that min(u) = min{k : x j divides u} ≥ i. We claim that
and that the sets in this union are pairwise disjoint.
Indeed, let v ∈ G(I [d+j] ). Then there exist u ∈ G(I) and w ∈ S j such that v = uw. Let i = m(u) and suppose that there exists j < i such that x j divides w. Then v = u ′ w ′ with u ′ = (u/x i )x j and w ′ = (w/x j )x i . Since I is strongly stable, it follows that u ′ ∈ G(I). Thus, after finitely modifications like this, we arrive at a presentation v = u ′′ v ′′ with m(u ′′ ) < min(w ′′ ). Therefore, if m(
. This shows that G(I [d+j] ) is the union of the sets
It remains to be shown that this union is disjoint. To see this, assume that
and let v be a monomial in this intersection. 
the desired result follows.
Lemma 4.1 yields the following polynomial identity
Now let C be a chordal d-uniform clutter on the vertex set [n] whose λ-sequence we want to determine. As explained above, we may assume that I(C) is squarefree strongly stable. Let ∆ = ∆(C) be the clique complex of C. Then I ∆ = I(C). Let f = (f i ) be the f-vector of ∆. Together with (7) it follows that
where by definition, m d+j = m d+j (I(C)) for all j.
On the other hand, Proposition 2.1 gives us
Combining (8) and (9) we obtain
Now we apply to (10) the substitution t → s − 1 and obtain
where
We define the integers α j by the identity
More explicitly,
Then (11) implies that
and
Adding up the equation in (13) and the equations in (14) we obtain
Reversing these equations we finally find that
Recall, the ith Macaulay representation of a positive integer a is the unique presentation of a as
One defines 
where α i is defined as in (12) . Then the following conditions are equivalent:
Proof. As explained above, we may restrict ourselves to d-uniform clutters whose circuit ideal is strongly stable. The condition C = C n,d makes sure that I(C) = 0. We set l j = m d+j I C , for j = 0, . . . , n − d. By Murai [15, Proposition 3.8] , the possible sequences l 0 , l 1 , . . . , l n−d are exactly those given in (b). This fact together with (16) yields the desired conclusion.
Remark 1. Since all m n−j ≥ 0, it follows from (15) 
On the other hand, it follows from the definition of the α j that they are alternating sums of binomial expressions. Therefore, from a numerical point of view it is not obvious why all the partial sums − j i=0 α i are nonnegative. Here we will give direct argument for this fact: for simplicity we denote for j = 0, . . . , n − d + 1 by σ j the partial sum − j i=0 α i . Then
This shows that σ n−d+1 = 0, and it remains to be shown that the polynomial 
, for which C = C n,d and λ i (C) is maximal, there is a unique clutter for which I(C) is squarefree strongly stable. Indeed, let C be such a clutter. It follows from the proof of Corollary 4.3 that m n−i (I(C)) takes the maximal value and m n−i+1 (I(C)) = · · · = m n (I(C)) = 0. The only clutter C ∈ C d ([n]) having this property and for which I(C) is strongly stable is the clutter
The above results give no information about the λ-sequence of a complete clutter. In that case however we have the following very explicit result. 
We define a total order ≺ on T as follows: let e = {1,
. Then e ≺ e ′ if and only if there exists an integer t such that i 1 = j 1 , . . . , i t−1 = j t−1 and i t < j t . We write T = {e 1 , . . . , e m } with e 1 ≺ e 2 ≺ · · · ≺ e m , where m = n−2 d−2 and set C 0 := C n,d and C i := C i−1 \ e i , for all i ≥ 1. We show that e i ∈ Simp (C i−1 ), for all 1 ≤ i ≤ m.
Let i = 1. Then e 1 = {1, 2, . . . , d−1}, and since C n,d is d-complete, we have N C [e 1 ] = [n] which is a clique of C n,d = C 0 and so e 1 ∈ Simp(C 0 ). Suppose that i > 1 and that
First we show that N C i−1 [e i ] = e i ∪ {i d−2 + 1, . . . , n}. Let j ∈ {i d−2 + 1, . . . , n}. To prove that j ∈ N C i−1 [e i ], we show that e i ∪ {j} ∈ C i−1 . Since e i ∪ {j} ∈ C 0 , it is enough to prove that e k e i ∪ {j}, for all 1 ≤ k ≤ i − 1.
Suppose that there exists 1 ≤ k ≤ m, k = i, such that e k ⊂ e i ∪ {j}. So e k = {j} ∪ e i \ {i s }, for some 1 ≤ s ≤ d − 2. Since j > i l for all 1 ≤ l ≤ d − 2, we have e k > e i . So k > i which implies that e k e i ∪ {j}, for all 1 ≤ k ≤ i − 1. Thus
Conversely, suppose that j ∈ N C i−1 [e i ] \ e i . Then e i ∪ {j} ∈ C i−1 . Thus e k e i ∪ {j}, for all 1 ≤ k ≤ i − 1. In particular e k = {j} ∪ e i \ {i l }, for any 1 ≤ l ≤ d − 2. If j = n, then j ∈ {i d−2 + 1, . . . , n}. Suppose that j = n. Then {j} ∪ e i \ {i l } ∈ T . Then there exists i + 1 ≤ k l ≤ m such that e k l = {j} ∪ e i \ {i l }, for all 1 ≤ l ≤ Assume that e k ⊂ F and e k ∈ T . Then either k = i, or there exists at least one j ∈ {i d−2 + 1, . . . , n − 1} such that j ∈ e k . Since j > i l for all i l ∈ e i , it follows that e k > e i and so k > i. Therefore e k ⊂ F , for all 1 ≤ k ≤ i − 1. It follows that F ∈ C i−1 .
One may easily check that C r−1 \ e r = C n−1,d . The induction on [n], now shows that C n,d is a chordal clutter.
Let e = e 1 , . . . , e r be the simplicial sequence as above, N ′ = {N ′ 1 , . . . , N ′ s } be the multiset of C ′ := C n−1,d and λ ′ j = |{N ′ i : N ′ i = j}|. One may verify that λ n−d+1 = 1 (because e 1 is the only simplicial submaximal circuit with |N C (e 1 )| = n − d + 1) and λ j = λ . We call C co-chordal, if there exists a simplicial sequence e 1 , . . . , e r in C n,d such that C = (C n,d ) e 1 e 2 ...er .
At present we do not know whether any co-chordal clutter is chordal. The previous example shows a chordal clutter need not to be co-chordal. 
Proof. There exist simplicial sequences e 1 , . . . , e r in C n,d and e r+1 , . . . , e s in C such that C = (C n,d ) e 1 e 2 ···er and C e r+1 ···es = ∅. Thus e 1 , e 2 , . . . , e s is a simplicial order for C n,d . It follows that the multiset of C is a sub-multiset of that of C n,d . This yields the desired conclusion.
