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Abstract—1-bit compressive sensing aims to recover sparse
signals from quantized 1-bit measurements. Designing efficient
approaches that could handle noisy 1-bit measurements is im-
portant in a variety of applications. In this paper we use
the approximate message passing (AMP) to achieve this goal
due to its high computational efficiency and state-of-the-art
performance. In AMP the signal of interest is assumed to
follow some prior distribution, and its posterior distribution can
be computed and used to recover the signal. In practice, the
parameters of the prior distributions are often unknown and need
to be estimated. Previous works tried to find the parameters that
maximize either the measurement likelihood or the Bethe free
entropy, which becomes increasingly difficult to solve in the case
of complicated probability models. Here we propose to treat the
parameters as unknown variables and compute their posteriors
via AMP as well, so that the parameters and the signal can be
recovered jointly. This leads to a much simpler way to perform
parameter estimation compared to previous methods and enables
us to work with noisy 1-bit measurements. We further extend the
proposed approach to the general quantization noise model that
outputs multi-bit measurements. Experimental results show that
the proposed approach generally perform much better than the
other state-of-the-art methods in the zero-noise and moderate-
noise regimes, and outperforms them in most of the cases in the
high-noise regime.
Index Terms—1-bit compressive sensing, multi-bit compres-
sive sensing, channel estimation, approximate message passing,
parameter estimation
I. INTRODUCTION
Compressive sensing (CS) has enabled us to recover a
signal with prior information at lower sampling rates [1]–[4].
Sparse signal recovery is the key topic in compressive sensing
that lays the foundation for applications such as dictionary
learning [5], [6], sparse representation-based classification
[7], channel estimation [8]–[10], etc. Here we would like to
recover a sparse signal x ∈ RN given the measurement matrix
A ∈ RM×N and quantized measurements y
y = Q(Ax +w) , (1)
where Q(·) is the quantization operator, and w is the noise.
The problem itself is generally ill-posed, and we rely on
the prior information that the signal is sparse to recover it.
In the extreme case where y ∈ {−1,+1}M , we have the
“1-bit compressive sensing” problem originally proposed in
[11]. It arises from applications such as channel estimation in
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Fig. 1. A probabilistic view of the sparse signal recovery [27]: the signal x
follows a prior distribution p(xn |λ), the noiseless measurements z = Ax are
further corrupted by noise, producing the noisy measurements y that follow
the distribution p(ym |zm, θ). The distribution parameters λ, θ are unknown
and need to be estimated.
the massive multiple-input-multiple-output (MIMO) system,
where the channel matrix is approximately sparse in the angle
domain, and linear measurements are acquired using analog-
to-digital converters (ADCs) [12], [13].
In this case, power consumption of the ADCs grows expo-
nentially with the number of quantization bits, along with the
drastically increased cost and difficulty in hardware design
[14]. Currently these issues make it either too expensive or
impractical to deploy high-resolution ADCs in base stations
and portable devices [15]. As a result, there has been a
growing interest in low-resolution ADCs that output 1 ∼ 4
bits. Considerable efforts have been made to perform channel
estimation from low-bit measurements in recent years [16]–
[18]. In particular, 1-bit ADCs are much preferred in wideband
millimeter wave communication systems that require high
sampling frequency [19]–[23].
Depending on how the sparse prior is enforced, various
approaches have been proposed to solve the 1-bit CS problem.
Both the binary iterative hard thresholding (BIHT) algorithm
[24] and the convex programming approach [25] impose a
constraint on the sparsity of the signal, i.e. ‖x‖0 ≤ K , where K
is the number of nonzero entries in x. A linear programming
formulation that minimizes the l1-norm ‖x‖1 subject to the
convex constraints from noiseless measurements can be also
derived [26].
On the other hand, the sparse prior can be interpreted from
a probabilistic perspective. Under the Bayesian setting shown
in Fig. 1, belief propagation [28]–[30], also known as the sum-
product message passing, can be used to perform probabilistic
inference on the factor graph of the sparse signal recovery task
[27], [31]–[33]. Exact message passing is generally difficult to
compute, and approximated message passing (AMP) is often
used instead. The distributions are approximated by a family
of simple distributions such as the Gaussians in AMP, where
some chosen divergence measure such as the Kullback-Leibler
divergence between the true distribution and the approximated
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2distribution is minimized [34]–[36]. AMP is computationally
efficient and achieves state-of-the-art performances in channel
estimation from low-bit measurements in the massive MIMO
systems [13], [16], [18], [37], [38].
The parameters of the prior distributions in AMP are
unknown in practice and need to be estimated in order to
recover the signals. Inspired by the long history of treating the
distribution parameters as random variables in mathematical
statistics [39], we proposed an extension to the AMP frame-
work in [40] where the posteriors of the signal and parameters
can be computed and used to recover them jointly. In this
paper we present a more computationally efficient approach to
perform parameter estimation, and show that the quantization
noise model in 1-bit compressive sensing can be handled with
ease. To accommodate growing needs for multi-bit ADCs in
massive MIMO system, we further extend our approach to
the general quantization noise model that outputs multi-bit
measurements. Experimental results show that the proposed
approach generally perform much better than the other state-
of-the-art methods, and is able to match the performance of
the oracle AMP where true distribution parameters are known.
A. Prior Art
AMP was first used to solve large-scale compressive sensing
problems in [31]. Its Bayesian formulations in the form of
belief propagation were later introduced in [27], [33]. In
this paper we shall adopt the formulation in [27] termed
“generalized approximate message passing” (GAMP). In order
to estimate the distribution parameters, the measurement likeli-
hood is maximized in [41], [42], and Bethe free entropy [43] is
maximized in [33], [44]. However, the computations involved
in both approaches become increasingly difficult in the case of
complicated probability models such as the quantization noise
model in 1-bit compressive sensing. As a result, the simple
additive white Gaussian noise (AWGN) model was adopted in
[13], [37], [45], [46] to approximate the quantization noise.
By treating the parameters as unknown random variables
and maximizing their posteriors, we show that our proposed
approach has a wider applicability and could directly work
with the complicated quantization noise model.
Using AMP to solve the 1-bit compressive sensing problem
has been studied with different quantization noise models
in [47]–[51]. The noise distribution parameters are either
prespecified or need to be tuned manually. Let w denote
the white Gaussian noise w ∼ N(0, σwI). The noise w
is added before the quantization in [24], [48], [50] where
y = sign(Ax+w), whereas w is added after the quantization
in [49] where y = sign(Ax) + w. In this paper we work
with quantized measurements from ADC whose input-referred
noise is added before the quantization. In section IV we
further extend the 1-bit quantization noise model to a general
quantization noise model for multi-bit measurements.
When the measurement matrix A is i.i.d. zero-mean Gaus-
sian, the convergence behavior of AMP in the large system
limit can be characterized by the state evolution that predicts
how the variables evolve through the iterations [31], [52]. The
GAMP formulation adopted in this paper also agrees with
the state evolution [27], and consistent parameter estimation
can be guaranteed [53]. A new belief propagation formula-
tion termed “vector approximate message passing” (VAMP)
was proposed in [54], and its state evolution applies to a
broader class of random matrices A that are right-orthogonally
invariant. Although it is still an open problem as to how
the state evolution analysis can be derived for more general
measurement matrices, AMP has been used with empirical
success in real applications like channel estimation [13], [16],
[18] and phase retrieval [55], [56]. In practice, operations like
damping and mean removal are quite effective in preventing
divergence of the algorithm [57], [58].
B. Main Contribution and Paper Outline
Inspired by the practice of treating distribution parameters
as unknown variables in mathematical statistics [39], we
perform parameter estimation in a much simpler manner by
maximizing the posteriors of the parameters in AMP. This
allows us to consider complicated probability models under
the AMP framework. Building upon our earlier work in [40],
we propose a more computationally efficient approach that
combines expectation maximization (EM) [59] and the second-
order method in this paper, and use it to solve the 1-bit
compressive sensing problem. Compared to previous AMP
approaches that either prespecify/tune the parameters or use an
approximated noise model, our approach directly works with
the complicated yet accurate 1-bit quantization noise model,
which leads to much improved performances. An extension
to the general quantization noise model that outputs multi-bit
measurements is also presented in this paper to accommodate
growing needs for multi-bit ADCs.
This paper proceeds as follows. In Section II we introduce
the extended AMP framework that treats distribution param-
eters as unknown variables, and derive the messages passed
among variable nodes. In Section III we present the sparse
signal model and the 1-bit quantization noise model, and show
how the distribution parameters can be estimated efficiently
by maximizing their posteriors. In Section IV we extend our
approach to the general quantization noise model that outputs
multi-bit measurements. We compare the proposed approach
with the other state-of-the-art methods in Section V. We finally
conclude this paper with a discussion in Section VI.
II. AMP WITH BUILT-IN PARAMETER ESTIMATION
In this section we introduce the extended AMP framework
from our earlier work [40] where the distribution parameters
are treated as unknown variables. As shown in Fig. 2, the factor
graph can be divided into three parts: the signal prior block that
contains the signal distribution parameters λ = {λ1, · · · , λL},
the measurement system block that contains the signal of inter-
est x = [x1 xn · · · xN ]T , and the noise prior block that contains
the noise distribution parameters θ = {θ1, · · · , θK }. Inference
tasks that compute the posteriors p(λ |y), p(x|y), p(θ |y) rely
on the “messages” passed among different nodes. Taking the
messages between the factor node Φm and the variable node xn
for example, we use the following notations for the messages:
• ∆Φm→xn denote the message from Φm to xn,
3Signal prior
Measurement system
Noise prior
λ1
λL
...
x1
x2
xN
...
Ω1
Ω2
ΩN
...
θ1
θK
...
Φ1
Φ2
ΦM
...
Fig. 2. The factor graph of the sparse signal recovery task: “©” represents
the variable node, and “” represents the factor node.
• ∆xn→Φm denote the message from xn to Φm.
Both ∆Φm→xn and ∆xn→Φm can be viewed as functions of xn,
and they are expressed in the “log” domain in this paper.
Starting with the measurement system block, we can write
the messages exchanged among the nodes in the (t + 1)-th
iteration as follows:
∆
(t+1)
Φm→xn = C+
log
∫
x\xn,θ
[
Φ (ym,x, θ) · exp
(∑
j,n
∆
(t)
x j→Φm +
∑
v
∆
(t)
θv→Φm
)]
(2a)
∆
(t+1)
Ωn→xn = C + log
∫
λ
Ωn(xn, λ) · exp
(∑
u
∆
(t)
λu→Ωn
)
(2b)
∆
(t+1)
xn→Φm = ∆
(t+1)
Ωn→xn +
∑
i,m
∆
(t+1)
Φi→xn (2c)
∆
(t+1)
xn→Ωn =
∑
i
∆
(t+1)
Φi→xn , (2d)
where C (by abuse of notation1) denotes some constant
that does not depend on the messages in the previous t-th
iteration, x\xn is the vector x with its n-th entry xn removed,
Φ(ym,x, θ) = p(ym |x, θ) and Ω(xn, λ) = p(xn |λ).
In the signal prior block, the messages exchanged among
the nodes in the (t + 1)-th iteration are:
∆
(t+1)
Ωn→λl = C+
log
∫
xn,λ\λl
[
Ω(xn, λ) · exp
(
∆
(t+1)
xn→Ωn +
∑
u,l
∆
(t)
λu→Ωn
)] (3a)
∆
(t+1)
λl→Ωn = C +
∑
j,n
∆
(t+1)
Ω j→λl , (3b)
where λ\λl is the set λ with its element λl removed.
1Note that the C in (2a) and the C in (2b) are in fact different, they are
both some constants in the (t + 1)-th iteration.
In the noise prior block, we have the following messages
in the (t + 1)-th iteration:
∆
(t+1)
Φm→θk = C+
log
∫
θ\θk,x
[
Φm (ym,x, θ) · exp
(∑
j
∆
(t)
x j→Φm +
∑
v,k
∆
(t)
θv→Φm
)]
(4a)
∆
(t+1)
θk→Φm =
∑
i,m
∆
(t+1)
Φi→θk , (4b)
where θ\θk is the set θ with its element θk removed.
The posteriors of the signal x and the distribution parame-
ters λ, θ are then:
p(xn |y) ∝ exp
(
∆
(t+1)
Ωn→xn +
∑
m
∆
(t+1)
Φm→xn
)
(5a)
p(λl |y) ∝ exp
(∑
n
∆
(t+1)
Ωn→λl
)
(5b)
p(θk |y) ∝ exp
(∑
m
∆
(t+1)
Φm→θk
)
. (5c)
A. Parameter Estimation
The distribution parameters λ, θ can be estimated by maxi-
mizing the posteriors in (5b) and (5c).
λˆ
(t+1)
l
= argmax
λl
p(λl |y) = argmax
λl
∑
n
∆
(t+1)
Ωn→λl (6a)
θˆ
(t+1)
k
= argmax
θk
p(θk |y) = argmax
θk
∑
m
∆
(t+1)
Φm→θk . (6b)
Finding the parameters that maximize their posteriors in (6a)
and (6b) is a much simpler alternative to previous approaches
that maximize the measurement likelihood [42] or the Beth
free entropy [44]. This allows us to consider more complicated
probability distributions. Vanilla gradient descent was origi-
nally used in [40] to find the maximizing parameters. Later in
sections III and IV we shall present a more computationally
efficient approach that combines EM and the second order
method, which is several orders of magnitude faster than
vanilla gradient descent. Using the estimated parameters λˆ, θˆ,
we can simplify the messages passed from the factor nodes to
the variable nodes as follows:
∆
(t+1)
Φm→xn = C+
log
∫
x\xn
[
Φm
(
ym,x, θˆ
(t)) · exp (∑
j,n
∆
(t)
x j→Φm
)] (7a)
∆
(t+1)
Ωn→xn = C + logΩn
(
xn, λˆ
(t))
(7b)
∆
(t+1)
Ωn→λl = C + log
∫
xn
[
Ωn
(
xn, λl, λˆ
(t)\λˆ(t)
l
)
· exp
(
∆
(t+1)
xn→Ωn
)]
(7c)
∆
(t+1)
Φm→θk = C+
log
∫
x
[
Φm
(
ym,x, θk, θˆ
(t)\θˆ(t)
k
)
· exp
(∑
j
∆
(t)
x j→Φm )
]
,
(7d)
where λˆ
(t)
, θˆ
(t)
are estimated parameters from the previous
t-th iteration.
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Fig. 3. The quantizer Q outputs the sign of the input z in 1-bit compressive
sensing.
III. 1-BIT COMPRESSIVE SENSING VIA AMP
In this section we introduce the sparse signal model and
1-bit quantization noise model under the Bayesian setting,
and show how the signal and the parameters can be jointly
recovered via AMP.
q Sparse signal model: The entries of the sparse signal x
are assumed to be i.i.d.
p(x|λ) =
∏
n
p(xn |λ) . (8)
The Bernoulli and Gaussian mixture distribution is used to
model the sparse signal xn
p(xn |λ) = (1 − κ) · δ(xn) + κ ·
∑
i
ξi · N(xn |µi, σxi) , (9)
where δ(xn) is the Dirac delta function, κ is the probability that
xn takes a non-zero value, ξi is the Gaussian mixture weights,
µi and σxi are the mean and variance of the i-th Gaussian
component, N(xn |µi, σxi) is the Gaussian probability density
function. In this case the parameter set λ is
λ = { κ, ξi, µi, σxi | i = 1, · · · ,D} , (10)
where D is the number of Gaussian mixture components.
q 1-bit quantization noise model: The noisy 1-bit mea-
surements y are
y = Q(Ax +w) , (1 revisited)
where w is the i.i.d. additive white Gaussian noise (AWGN)
with wm ∼ N(0, σw), σw is the noise variance. w is added to
the noiseless measurements z = Ax before quantization. As
shown in Fig. 3, the element-wise quantizer Q produces 1-bit
output by computing the sign of an input zm + wm
ym = Q(zm + wm) =
{
+1
−1
if zm + wm > 0
if zm + wm ≤ 0 . (11)
In this case the parameter set θ is simplify
θ = {σw} . (12)
We use the GAMP formulation in [27] to compute the
messages ∆Φm→xn and ∆xn→Φm . For completeness, we also
include the GAMP algorithm in Algorithm 1 here. The damp-
ing and mean removal operations are often incorporated to
Algorithmus 1 The GAMP algorithm [27]
1: Set s(−1) = 0 and initialize xˆ(0), τ(0)x , λ, θ.
2: for t = {0, 1, · · · ,T} do
3: Output linear update: For each m = 1, · · · ,M
τq
(t)
m =
∑
n |Amn |2τx (t)n (13a)
q(t)m =
∑
n Amn xˆ
(t)
n − τq (t)m s(t−1)m . (13b)
4: Output nonlinear update: For each m = 1, · · · ,M
s(t)m =
1
τq
(t)
m
(
E
[
zm
q(t)m , τq (t)m , ym, θ ] − q(t)m ) (14a)
τs
(t)
m =
1
τq
(t)
m
(
1 − 1
τq
(t)
m
Var
[
zm
q(t)m , τq (t)m , ym, θ ] ) . (14b)
5: Input linear update: For each n = 1, · · · , N
τr
(t)
n =
[∑
m |Amn |2τs (t)m
]−1
(15a)
r (t)n = x
(t)
n + τr
(t)
n
∑
m Amns
(t)
m . (15b)
6: Input nonlinear update: For each n = 1, · · · , N
xˆ(t+1)n = E
[
xn
r (t)n , τr (t)n , λ ] (16a)
τx
(t+1)
n = Var
[
xn
r (t)n , τr (t)n , λ ] . (16b)
7: if xˆ(t+1) reaches convergence then
8: xˆ = xˆ(t+1);
9: break;
10: end if
11: end for
12: return Output xˆ;
the AMP algorithm to ensure convergence for ill-conditioned
or non-zero-mean measurement matrix [57], [58]. Note that
in (14a),(14b),(16a),(16b), we need to compute the posterior
means and variances of z and x. For the sparse signal model
and 1-bit quantization noise model introduced here, their
expressions can be derived as follows.
A. Nonlinear Updates for the Sparse Signal Model
The Bernoulli and Gaussian mixture model is chosen as the
sparse signal model in this paper. To simplify the notations,
we remove the superscript that denotes the iteration index t
in the following derivations. Under the sum-product message
passing, the posterior of the signal x is approximated as
p(xn |y) ≈ 1
Ψ(rn) p(xn |λ) · N(xn |rn, τr n) , (17)
where Ψ(rn) is the normalizing constant
Ψ(rn) =
∫
xn
p(xn |λ) · N(xn |rn, τr n)
= (1 − κ)N(rn |0, τr n) +
∑
i
κξi · N(rn |µi, σxi + τr n) .
(18)
5The posterior mean of xn in (16a) can then be computed as
xˆn = E [xn |rn, τr n, λ]
=
1
Ψ(rn)
∑
i
κξi · N(rn |µi, σxi + τr n) µiτr n + rnσxi
σxi + τr n
.
(19)
The posterior expectation of x2n is
E
[
x2n |rn, τr n, λ
]
=
1
Ψ(rn)
∑
i
κξi · N(rn |µi, σxi + τr n)
×
(
σxiτr n
σxi + τr n
+
(
µiτr n + rnσxi
σxi + τr n
)2)
.
(20)
The posterior variance of xn in (16b) is then
τxn = E
[
x2n |rn, τr n, λ
] − (E [xn |rn, τr n, λ])2 . (21)
B. Nonlinear Updates for the 1-Bit Quantization Noise Model
From (11), we can get that
Pr (ym = 1|zm) =
∫ 0
−∞
N(u|zm, σw) du (22)
Pr (ym = −1|zm) = 1 −
∫ 0
−∞
N(u|zm, σw) du . (23)
To simplify the notations, we define the following
qm B
qm√
τqm + σw
(24)
h0(qm) B
∫ 0
∞
N(u|qm, τqm + σw) du =
1
2
erfc
(√
1
2
· qm
)
(25)
U0(qm, ym) B
(
1 − h0(qm)
)
δ(ym − 1) + h0(qm)δ(ym + 1) ,
(26)
where erfc(·) is the “complementary error function”.
According to the sum-product message passing, the poste-
rior of zm can be approximated as
p(zm |ym) ≈ 1U0(qm, ym) p(ym |zm) · N(zm |qm, τqm) . (27)
where U0(qm, ym) is the normalizing constant
U0(qm, ym) =
∫
zm
p(ym |zm) · N(zm |qm, τqm) . (28)
We further define the following
h1(qm) B
∫
zm
∫ 0
−∞
N(u|zm, σw) du · N(zm |qm, τqm) dzm
=qm · h0(qm) − τqm · N(qm |0, τqm + σw)
(29)
h2(qm) B
∫
z2m
∫ 0
−∞
N(u|zm, σw) du · N(zm |qm, τqm) dzm
=(q2m + τqm) · h0(qm)
− qm ·
τq
2
m + 2τqmσw
τqm + σw
· N(qm |0, τqm + σw)
(30)
Algorithmus 2 AMP with built-in parameter estimation
1: Initialize λ(0), θ(0).
2: for e = {0, 1, · · · , E} do
3: Perform belief propagation via GAMP.
4: Find the parameters that maximize the posteriors
λˆ
(e+1)
l
= argmax
λl
∑
n
∆Ωn→λl (36)
θˆ
(e+1)
k
= argmax
θk
∑
m
∆Φm→θk . (37)
5: if convergence is reached then
6: λˆ = λˆ
(e+1)
, θˆ = θˆ
(e+1)
;
7: break;
8: end if
9: end for
10: return Output xˆ, λˆ, θˆ.
U1(qm, ym) B
(
qm − h1(qm)
)
δ(ym − 1) + h1(qm)δ(ym + 1)
(31)
U2(qm, ym) B
(
q2m + τqm − h2(qm)
)
δ(ym − 1)
+ h2(qm)δ(ym + 1) .
(32)
The posterior mean of zm in (14a) can be computed as
E
[
zm
qm, τqm, ym, θ ] = ∫
zm
zm · p(zm |ym)
=
1
U0(qm, ym)U1(qm, ym) .
(33)
The posterior expectation of z2m is
E
[
z2m
qm, τqm, ym, θ ] = ∫
zm
z2m · p(zm |ym)
=
1
U0(qm, ym)U2(qm, ym) .
(34)
The posterior variance of zm in (14b) is then
τzm = E
[
z2m
qm, τqm, ym, θ ] − (E [zm qm, τqm, ym, θ ] )2
=
1
U0(qm, ym)
(U1(qm, ym) − U2(qm, ym)) .
(35)
C. Parameter Estimation for the Sparse Signal Model
The AMP with built-in parameter estimation approach can
be summarized by Algorithm 2. We first show how to estimate
the signal prior parameters λ. Combining (6a), (7c), (9) and
(10), we have
λˆ = argmax
λ
∑
n
log
[
(1 − κ) · N(rn |0, τr n)
+
∑
i
κξi · N(rn |µi, σxi + τr n)
]
.
(38)
We previously used vanilla gradient descent to solve (38) in
[40]. In this paper we shall use EM to help finding the max-
imizing parameters, which is more computationally efficient
and several orders of magnitude faster. Here rn is treated as
6the observation, and the latent variable c(rn) ∈ {0, 1, · · · ,D}
determines which mixture component rn comes from.
In the (e + 1)-th EM iteration, letting f (λ) be the objective
function computed from the expectation step, we maximize
f (λ) in the maximization step
λˆ
(e+1)
= argmax
λ
f (λ)
= argmax
λ
∑
n
ψ0(rn) · log [(1 − κ) · N(rn |0, τr n)]
+
∑
n
∑
i
ψi(rn) · log [κξi · N(rn |µi, σxi + τr n)] ,
(39)
where ψ0(rn) and ψi(rn) are the posteriors of the latent variable
c(rn):
ψ0(rn) = 1
Ψ(rn)
(
1 − κ(e)) · N(rn |0, τr n) (40)
ψi(rn) = 1
Ψ(rn) κ
(e)ξ(e)i · N
(
rn |µ(e)i , σx (e)i + τr n
)
(41)
Ψ(rn) =
(
1 − κ(e)) · N(rn |0, τr n)
+
∑
i
κ(e)ξ(e)i · N
(
rn |µ(e)i , σx (e)i + τr n
)
. (42)
The mixture weights κ, ξi and the Gaussian mixture mean µi
can be updated as follows
κ(e+1) =
∑
n
∑
i ψi(rn)∑
n ψ0(rn) +
∑
n
∑
i ψi(rn)
(43)
ξ
(e+1)
i =
∑
n ψi(rn)∑
n
∑
i ψi(rn)
(44)
µ
(e+1)
i =
∑
n ψi(rn) · rn
σx
(e)
i +τr n∑
n ψi(rn) · 1
σx
(e)
i +τr n
. (45)
Although we could not obtain a closed-form update for
the Gaussian mixture variance σxi that maximizes f (λ), we
can maximize the second order approximation of f (λ) at λ(e)
instead.
f (λ) ≈ f (λ(e)) + f ′ · (λ − λ(e)) + f ′′
2
· (λ − λ(e))2 . (46)
The first order and second order derivatives of f (λ) with
respect to λ are
f ′(σxi) =
∑
n
ψi(rn)
[
1
2
·
(
rn − µ(e)i
)2
(τr n + σxi)2
− 1
2
· 1
τr n + σxi
]
(47)
f ′′(σxi) =
∑
n
ψi(rn)
[
−
(
rn − µ(e)i
)2
(τr n + σxi)3
+
1
2
· 1(τr n + σxi)2
]
.
(48)
Note that the second order method does not always give us
the maximizing solution. We should use use gradient descent
to compute it when f ′′ ≥ 0. When f ′′ < 0, the update for σxi
is then
σx
(e+1)
i = σx
(e)
i −
f ′
(
σx
(e)
i
)
f ′′
(
σx
(e)
i
) . (49)
D. Parameter Estimation for the 1-Bit Quantization Noise
Model
We next show how to estimate the noise prior parameters.
Combining (6b), (7d), (11) and (12), we have
θˆ = argmax
θ
g1(θ) = argmax
θ
∑
m
log [U0(qm, ym)] . (50)
We also could not obtain a closed form update for the AWGN
variance σw that maximizes g1(θ). Here we maximize the
second order approximation of g1(θ) at θ(e) instead.
g1(θ) ≈ g1(θ(e)) + g′1 ·
(
θ − θ(e)) + g′′1
2
· (θ − θ(e))2 . (51)
The first and second orders derivatives of g1(θ) with respect
to σw are
g′1(σw) =
∑
m
1
U0(qm, ym) ·
∂U0
∂σw
(52)
g′′1 (σw) =
∑
m
− 1(U0(qm, ym))2
[
∂U0
∂σw
]2
+
1
U0(qm, ym) ·
∂2U0
∂σ2w
,
(53)
where the first and second order derivatives of U0 are
∂U0
∂σw
= − ∂h0
∂σw
· δ(ym − 1) + ∂h0
∂σw
· δ(ym + 1) (54)
∂2U0
∂σ2w
= −∂
2h0
∂σ2w
· δ(ym − 1) + ∂
2h0
∂σ2w
· δ(ym + 1) , (55)
with the first and second order derivatives of h0(qm) with
respect to σw given by
∂h0
∂σw
=
qm
2
√
2pi(σw + τqm)
· exp
(
−q
2
m
2
)
(56)
∂2h0
∂σ2w
=
q3m − 3qm
4
√
2pi(σw + τqm)2
· exp
(
−q
2
m
2
)
. (57)
Similarly, when g′′1 ≥ 0, gradient descent is used. When
g′′1 < 0, the update for σw is then
σ
(e+1)
w = σ
(e)
w −
g′1
(
σ
(e)
w
)
g′′1
(
σ
(e)
w
) . (58)
IV. MULTI-BIT COMPRESSIVE SENSING VIA AMP
The 1-bit compressive sensing can be generalized to multi-
bit compressive sensing where the quantizer Q outputs multi-
bit measurements. Within the AMP framework, the sparse
signal model is kept the same as before, while the quantization
noise model needs to be updated.
q Multi-bit quantization noise model: Let K denote the
number of bits of the quantized measurement ym ∈ {bi | i =
1, · · · , 2K }, where bi is the quantization symbol. As shown in
Fig. 4, the quantizer Q can be written as
ym = Q(zm + wm) = bi, if zm + wm ∈ [ai−1, ai) , (59)
where ai−1 and ai are the lower and upper bounds for the
quantizer Q to output bi . Under the AWGN model wm ∼
N(0, σw), the parameter set θ contains the noise variance θ =
{σw}.
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Fig. 4. The quantizer Q outputs multi-bit measurements in multi-bit com-
pressive sensing.
A. Nonlinear Updates for Multi-Bit Quantization Noise Model
From (59), we can get that
Pr (ym = bi |zm) =
∫ ai
ai−1
N(u|zm, σw) du . (60)
We shall assume that ym = bi in the following derivations. Let
ai , ai−1 be defined as follows
ai B
ai√
σw + τqm
(61)
ai−1 B
ai−1√
σw + τqm
. (62)
According to the sum-product message passing, the posterior
of zm can approximated as
p(zm |ym) ≈ 1V0(qm, ym) p(ym |zm) · N(zm |qm, τqm) , (63)
where V0(qm, ym) is the normalizing constant
V0(qm, ym) =
∫
p(ym |zm) · N(zm |qm, τqm) dzm
=
1
2
(
erf
(√
1
2
(ai − qm)
)
− erf
(√
1
2
(ai−1 − qm)
))
,
(64)
where erf(·) is the “error function” and qm = qm√τqm+σw .
We further define the following
V1(qm, ym) B
∫
zm · p(ym |zm)N(zm |qm, τqm) dzm
= qmV0(qm, ym) − τqmN(ai |qm, τqm + σw)
+ τqmN(ai−1 |qm, τqm + σw)
(65)
V2(qm, ym) B
∫
z2m · p(ym |zm)N(zm |qm, τqm) dzm
=
τqm + q
2
m
2
(
erf
(√
1
2
(ai − qm)
)
− erf
(√
1
2
(ai−1 − qm)
))
− τq
2
m(ai + qm) + 2τqmσwqm
τqm + σw
N(ai |qm, τqm + σw)
+
τq
2
m(ai−1 + qm) + 2τqmσwqm
τqm + σw
N(ai−1 |qm, τqm + σw) .
(66)
The posterior mean of zm in (14a) can be computed as
E
[
zm
qm, τqm, ym, θ ] = ∫
zm
zm · p(zm |ym)
=
1
V0(qm, ym)V1(qm, ym) .
(67)
The posterior expectation of z2m is
E
[
z2m
qm, τqm, ym, θ ] = ∫
zm
z2m · p(zm |ym)
=
1
V0(qm, ym)V2(qm, ym) .
(68)
The posterior variance of zm in (14b) is then
τzm = E
[
z2m
qm, τqm, ym, θ ] − (E [zm qm, τqm, ym, θ ] )2
=
1
V0(qm, ym)
(V1(qm, ym) − V2(qm, ym)) .
(69)
B. Parameter Estimation for the Multi-Bit Quantization Noise
Model
Combining (6b), (7d), (59) and (12), we have
θˆ = argmax
θ
g2(θ) = argmax
θ
∑
m
log [V0(qm, ym)] . (70)
Since no closed-form solution could be obtained, we also
maximize the second order approximate of g2(θ) at θ(e)
g2(θ) ≈ g2(θ(e)) + g′2 ·
(
θ − θ(e)) + g′′2
2
· (θ − θ(e))2 . (71)
The first and second orders derivatives of g2(θ) with respect
to σw are
g′2(σw) =
∑
m
1
V0(qm, ym) ·
∂V0
∂σw
(72)
g′′2 (σw) =
∑
m
− 1(V0(qm, ym))2
[
∂V0
∂σw
]2
+
1
V0(qm, ym) ·
∂2V0
∂σ2w
,
(73)
where the first and second order derivatives of V0 are
∂V0
∂σw
= − ai − qm
2(τqm + σw)
N(ai |qm, τqm + σw)
+
ai−1 − qm
2(τqm + σw)
N(ai−1 |qm, τqm + σw)
(74)
∂2V0
∂σ2w
=
3(ai − qm)
4(τqm + σw)2
N(ai |qm, τqm + σw)
− (ai − qm)
3
4(τqm + σw)3
N(ai |qm, τqm + σw)
− 3(ai−1 − qm)
4(τqm + σw)2
N(ai−1 |qm, τqm + σw)
+
(ai−1 − qm)3
4(τqm + σw)3
N(ai−1 |qm, τqm + σw) .
(75)
When g′′2 ≥ 0, gradient descent is used. When g′′2 < 0, the
update for σw is then
σ
(e+1)
w = σ
(e)
w −
g′2
(
σ
(e)
w
)
g′′2
(
σ
(e)
w
) . (76)
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Fig. 5. Comparison of different approaches in recovering sparse signals from 1-bit measurements. The sparsity level of the signal SN ∈ {10%, 50%, 100%}
and the oversampling ratio MN ∈ {1, 2, · · · , 10}. The noise w ∼ N(0, σw ) is added before the quantization, with σw ∈ {0, 0.02, 0.1} producing zero,
moderate, and high levels of pre-quantization noise respectively.
V. EXPERIMENTAL RESULTS
In this section we compare the proposed AMP with built-in
parameter estimation (AMP-PE) with the other state-of-the-
art sparse recovery methods such as IHT [60], [61], OMP
[62], [63], CoSaMP [64], l1-norm minimization [65], [66]. The
proposed AMP-PE jointly recovers the distribution parameters
and the signal, whereas the other methods require extensive
parameter tuning processes. In the experiments, signals of
varying sparsity levels are recovered from quantized mea-
surements under different noise levels. The signal-to-noise
ratios (SNR) of the recovered signals are computed to evaluate
different methods. Experimental results show that the proposed
AMP-PE perform much better than the other methods in the
zero and moderate noise regimes, and outperforms the other
methods in most of the cases in the high noise regime.
A. 1-Bit Compressive Sensing
For the sparse signal recovery experiments, we fix the
signal length N = 1000 and vary the sparsity level
S
N ∈ {10%, 50%, 100%} and the oversampling ratio MN ∈{1, 2, · · · , 10}, where S is the number of nonzero entries in
x and M is the number of measurements. Specifically, the
9nonzero entries are randomly generated from the distribution
N(0, 1), and so is the random Gaussian measurement matrix
A. The columns of A are further normalized. We add the
white Gaussian noise w ∼ N(0, σw) to the noiseless measure-
ments z = Ax before quantization, with σw ∈ {0, 0.02, 0.1}
producing zero, moderate, and high levels of pre-quantization
noise respectively. The 1-bit measurement ym is then obtained
by applying the quantizer Q: ym = Q(zm + wm).
For each combination of { SN , MN , σw}, the average SNR
across 100 random trials is computed for each method, and the
results are shown in Fig. 5. Here we also include the results
from AMP using true distribution parameters (AMP-Oracle),
which corresponds to the best results that could possibly be
obtained using AMP. We can see that the proposed AMP-PE
is able to quickly match the performance of the oracle AMP
when the oversampling ratio MN ≥ 2. All of the methods are
initialized with zero solutions. The damping operation with a
rate of 0.1 is applied to the AMP algorithm. For IHT, OMP and
CoSaMP, we assume the sparsity level SN is already known,
which would inevitably give them an unfair advantage. For
the l1-norm minimization approach, we tune its regularization
parameter on a separate training dataset. The proposed AMP-
PE does not require parameter tuning, it treats the distribution
parameters as unknown variables and jointly recovers them
with the signal. Note that the results from GAMP-Oracle are
for reference only. We can see that the proposed AMP-PE
generally outperforms the other sparse recovery methods by
a lot in the zero-noise and moderate-noise regimes where
σw ∈ {0, 0.02}. As we move to the high-noise regime where
σw = 0.1, the proposed AMP-PE still outperforms the other
methods in most of the cases.
B. Multi-Bit Compressive Sensing
We further compare all the methods on sparse recovery
experiments from multi-bit measurements. The experimental
settings are kept the same as section V-A except that the
quantizer Q outputs multi-bit measurements now. The recovery
results from 2-bit and 3-bit measurements are shown in Fig. 6
and Fig. 7 respectively. We can see that the proposed AMP-
PE again performs much better than the other methods in the
zero-noise and moderate-noise regimes where σw ∈ {0, 0.02}.
In the high-noise regime where σw = 0.1, the performances of
all the methods tend to become similar when the oversampling
ratio MN increases, especially in the experiments involving 3-
bit measurements shown in Fig. 7.
VI. CONCLUSION
Taking a probabilistic perspective, we solve the 1-bit CS
problem via the proposed AMP framework where the signal
and noise distribution parameters are treated as variables and
jointly recovered with the signal. This leads to a much simpler
way to estimate the parameters by maximizing their posteriors.
It allows us to venture into the complicated quantization
noise model in 1-bit CS, whereas previous AMP approaches
either prespecify (tune) the noise parameter or use an ap-
proximated noise model due to the overwhelming complexity.
The proposed approach can be further extended to work with
multi-bit measurements in a general quantization noise model,
accommodating growing needs for multi-bit ADCs in massive
MIMO systems.
A computationally efficient approach that combines EM
and the second-order method is introduced to compute the
maximizing parameters. Experimental results show that the
proposed approach performs much better than the other state-
of-the-art sparse recovery methods in the zero and moderate
noise regimes. In the high noise regime the performances of
different approaches become similar, the proposed approach
still outperforms the other methods in most of the cases.
The stability (or reliability) of an algorithm is a key factor
in deciding its adoption in real applications. The AMP algo-
rithm has long been criticized due to its lack of convergence
guarantees for general measurement matrices. The damping
and mean removal operations have been proposed to alleviate
this issue, and are often quite effective. Initialization also
plays an important role in both ensuring the convergence
and recovering an accurate solution. In our experiments we
observed that it is often the parameter initializations rather than
the variable initializations that contribute to the algorithm’s
performance. Previous works usually overlook the influence
of the initialization and focus on establishing convergence
conditions for a specific class of random matrices. We believe
it would be worth pursuing how the initialization affects
the algorithm’s convergence behavior. Notwithstanding these
drawbacks, our method offers an efficient joint recovery of
the signal and parameters from a probabilistic perspective, and
pushes forward the state-of-the-art performance.
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Fig. 7. Comparison of different approaches in recovering sparse signals from 3-bit measurements. The sparsity level of the signal SN ∈ {10%, 50%, 100%}
and the oversampling ratio MN ∈ {1, 2, · · · , 10}. The noise w ∼ N(0, σw ) is added before the quantization, with σw ∈ {0, 0.02, 0.1} producing zero,
moderate, and high levels of pre-quantization noise respectively.
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