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ONLINE AND SIZE ANTI-RAMSEY NUMBERS
MARIA AXENOVICH, KOLJA KNAUER, JUDITH STUMPP, AND TORSTEN UECKERDT
Abstract. A graph is properly edge-colored if no two adjacent edges have the same
color. The smallest number of edges in a graph any of whose proper edge colorings
contains a totally multicolored copy of a graph H is the size anti-Ramsey number
ARs(H) of H. This number in offline and online setting is investigated here.
Keywords: Coloring, anti-Ramsey, rainbow, totally multicolored, proper coloring, online,
Ramsey, size-Ramsey.
1. Introduction
In the coloring problems of this paper we assume that the edges of graphs are colored
with natural numbers. A graph is rainbow or totally multicolored if all its edges have distinct
colors. For a graph H, let AR(n,H), the classical anti-Ramsey number, be the largest
number of colors used on the edges of a complete n-vertex graph without containing a
rainbow copy of H. This function was introduced by Erdo˝s, Simonovits and So´s [14] and
it is shown to be finite. In particular, having sufficiently many colors on the edges of a
complete graph forces the existence of a rainbow copy of H and this number of colors is
closely related to the Tura´n or extremal number for H.
An important and natural class of colorings consists of proper colorings. A proper coloring
of a graph assigns distinct colors to adjacent edges. Here, we are concerned with the most
efficient way to force a rainbow copy of H in properly colored graphs. It is clear that to
force a rainbow copy of a graph one does not necessarily need to use a complete graph to
be colored. For that, we investigate the smallest number of edges in a graph such that any
proper coloring contains a rainbow copy of H. We introduce a size and online version of
anti-Ramsey numbers for graphs, denoted ARs and ARo, respectively. Note that these very
natural variants were studied for Ramsey numbers, see [10,12,13,22], to name a few. There
are interesting connections between classical, size and online Ramsey numbers. However,
in an anti-Ramsey setting, these functions were not considered so far. This paper initiates
this study.
Formally, we define the size anti-Ramsey number, denoted by ARs(H), to be the
smallest number of edges in a graph G such that any of its proper edge-colorings contains a
rainbow copy of H. The function ARo(H), the online anti-Ramsey number, is defined
in the following game setting. There are two players, Builder and Painter. Builder creates
vertices and edges, one edge at a time. After each new edge has been built by Builder,
Painter assigns a color to it such that no two adjacent edges have the same color. Both,
Builder and Painter have complete information, that is, at all times the so-far built graph
and its coloring is known to both players. Builder wins after t steps if after the t-th edge
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has been built and colored there is a rainbow copy of a graph H. We shall show below that
Builder can always win and the smallest such t is denoted by ARo(H).
In studying size and online anti-Ramsey numbers, we make use of two additional func-
tions: ARFF and ARloc. Here, ARFF (H) is the First-Fit anti-Ramsey number and
it is defined as ARo(H) with the exception that Painter must follow the First-Fit strat-
egy, i.e., Painter must use the smallest feasible color. In addition, ARloc(H) is the local
anti-Ramsey number, the smallest n such that any proper edge coloring of Kn contains
a rainbow copy of H, see for example Babai [5], Alon, Lefmann, Ro¨dl [2]. In all the above
anti-Ramsey numbers we consider only simple graphs unless stated differently.
We observe an easy chain of inequalities for graphs H without isolated vertices, which
we prove formally in Theorem 1:
ARloc(H)
1/3
2
≤ ARFF (H) ≤ ARo(H) ≤ ARs(H) ≤
(
ARloc(H)
2
)
. (1)
Our Results. We provide bounds on ARs(H), ARo(H) and ARFF (H) for general graphs
H, as well as for some specific graphs including the complete graph Kn on n vertices, the
path Pk on k edges, the cycle Ck on k edges, and the matching Mk on k edges. For the
terminology used in this paper we refer to the standard textbook of West [31].
We summarize our main results in Table 1 and provide the corresponding theorems in
respective sections.
H ARFF (H) ARo(H) ARs(H)
n-vertex
k-edge graph
≤ (τ + 1) · k
≥ k
2
4(∆ + 1)
≤ k2
≤ 8k4/n2
≤ k(k+1)2
∗
≥ (k−1)22∆
Pk
k2
8
(1 + o(1)) ≤ k
2
2
≤ 89k2 [17]
≤ k22
∗
≥ k(k+1)4
Ck
k2
8
(1 + o(1)) ≤ k
2
2
≤ k2
≤ k22
∗
≥ k(k−1)4
Mk
⌈
k2
4
⌉
≤ k
2
3
(1 + o(1))∗
k(k + 1)
2
Kn
n3
6
(1 + o(1)) ≤ n
4
4
≤ cn6/ log2 n [1]
≥ cn5/ log n
Table 1. Overview over online, First-Fit and size anti-Ramsey numbers
for paths, cycles, matchings, and complete graphs. Upper bounds marked
with ∗ are derived from graphs G with multiple edges that enforce rainbow
H. Here c denotes an absolute positive constant, τ the vertex cover number
and ∆ the maximum degree of H.
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Related Work. The anti-Ramsey numbers and their variations were studied in a number of
papers, see [16] for a survey. The problem of finding rainbow subgraphs in properly-colored
graphs was originally motivated by the transversals of Latin squares, [29]. The largest
number of edges in a graph on n vertices that has a proper coloring without rainbow H,
referred as rainbow Tura´n number, was studied by Das, Lee and Sudakov [11] and Keevash,
Mubayi, Sudakov and Verstrae¨te [21]. Clearly, we have ARs(H) ≤ ex∗(H) + 1 since if a
graph G has ex∗(H) + 1 edges, then any (!) of its proper edge-colorings will contain a
rainbow copy of H. However, ARs(H) can be arbitrarily smaller than ex∗(n,H) when n is
not fixed. To see this, consider H = M2, a matching with two edges. Any star does not
contain M2, so ex∗(n,H) ≥ n − 1, however, ARs(H) = 3 as we shall see in Section 3. So,
these two functions are completely different in nature.
Finding rainbow copies of a given graph in non-necessarily properly colored graph was
investigated as well. The conditions on the colorings that force rainbow copies include large
total number of colors, large number of colors incident to each vertex, small number of edges
in each color class, bounded number of edges in each monochromatic star, see [1,4,8,14], to
name a few. Among some perhaps unexpected results on anti-Ramsey type numbers is the
fact that rainbow cycles can be forced in properly colored graphs of arbitrarily high girth,
see [28] and that rainbow subgraphs in edge-colored graphs are related to matroid theory,
see [9, 30].
In this work, we are concerned with size and online anti-Ramsey numbers, not studied
so far. In comparison, the online Ramsey number has been introduced by Beck [7] in 1993
and independently by Friedgut et al. [15] in 2003 and Kurek and Rucin´ski [24] in 2005.
Here Builder presents some graph one edge at a time, and Painter colors each edge as it
appears either red or blue. The goal of Builder is to force a monochromatic copy of a fixed
target graph H and the goal of Painter is to avoid this as long as possible. The online
Ramsey number of H is then the minimum number of edges Builder has to present to force
the desired monochromatic copy of H, no matter how Painter chooses to color the edges,
see [10, 18, 19, 27]. The size-Ramsey number for a graph H is the smallest number of edges
in a graph G such that any 2-coloring of the edges of G results in a monochromatic copy of
H, see [6,13]. One of the fundamental questions studied in size-Ramsey and online Ramsey
theory is how these numbers relate to each other and to the classical Ramsey numbers and
how they are expressed in terms of certain graph parameters.
Here, we initiate the study of size- and online anti-Ramsey numbers answering similar
questions: “How do the various anti-Ramsey numbers relate to each other?”, “What are the
specific values for classes of graphs?”, “What graph parameters play a determining role in
studying these anti-Ramsey type functions?”.
Organization of the Paper.
• In Section 2 we prove the inequalities (1). We also investigate the relation between
the local anti-Ramsey number ARloc and the size anti-Ramsey number ARs. By
recalling known upper bounds for ARloc we obtain some upper bounds for ARs
using (1).
• In Section 3 we only consider the size anti-Ramsey numbers. We prove upper and
lower bounds on ARs(Kn), provide general bounds on ARs(H) in terms of the
chromatic index χ′(H) and the vertex cover number τ(H). We give upper and
lower bounds for ARs(Pk) and ARs(Ck) and determine ARs(Mk) exactly for every
k. Moreover, we show how rainbow copies can be forced using fewer edges if multiple
edges are allowed.
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• In Section 4 we consider the First-Fit anti-Ramsey number ARFF . We show that it
is determined up to a factor of 4 by a certain matching parameter of H and prove
asymptotically tight bounds for paths, cycles, matchings and complete graphs.
• In Section 5 we consider the online anti-Ramsey number ARo. We present a strategy
for Builder that gives a general upper bound on ARo(H) in terms of |E(H)|. We
also show how to improve this bound in case when H is a matching.
We drop floors and ceilings when appropriate not to congest the presentation. We also
assume without loss of generality that in all online settings the graph H that is to be forced
has no isolated vertices.
2. Comparison of Anti-Ramsey Numbers
In this section we investigate the relation between the four concepts of anti-Ramsey
numbers: First-Fit anti-Ramsey number ARFF , online anti-Ramsey number ARo, size anti-
Ramsey number ARs and local anti-Ramsey number ARloc. We present several immediate
inequalities that are valid for all (non-degenerate) graphs H, and conclude upper bounds
on the new anti-Ramsey numbers for complete graphs, general graphs, paths, cycles and
matchings. We shall write G → H if every proper edge-coloring of G contains a rainbow
copy of H.
Theorem 1. For any graph H without isolated vertices we have
• ARloc(H)1/32 ≤ ARFF (H) ≤ ARo(H) ≤ ARs(H) ≤
(
ARloc(H)
2
)
• ARs(H) ≥ 12ARloc(H)δ(H),
where δ(H) denotes the minimum degree of H.
Proof. For the first inequality note that δ(H) ≥ 1 implies |E(H)| ≥ |V (H)|/2. Then
clearly ARFF (H) ≥ |E(H)| ≥ |V (H)|/2. On the other hand, Alon et al. [1] proved that
ARloc(H) ≤ |V (H)|3, which proves the claimed inequality. We remark that taking the
better upper bound ARloc(Kn) ≤ cn3/ log(n) from [1] we get the slightly better bound
ARFF (H) ≥ C(ARloc(H) logARloc(H))1/3 for some constant C > 0.
To see the second inequality observe that Builder has an advantage if she knows the
strategy of Painter. More precisely, if for every strategy of Painter Builder can create a
graph G and an order of the edges of G that forces a rainbow H, in particular she can do
so for First-Fit. Hence ARFF (H) ≤ ARo(H).
For the third inequality consider G on ARs(H) edges such that G → H. Clearly, if
Builder exposes the edges of G in any order, then every coloring strategy of Painter will
produce a proper coloring of G and thus a rainbow H. In other words, ARo(H) ≤ ARs(H).
For the last inequality, recall that ARs(H) is the minimum number of edges in any graph
G with G→ H. Since G could always be taken as a complete graph, ARs(H) ≤
(
ARloc(H)
2
)
.
For the inequality in the second item let G → H and G have the smallest number of
edges with that property. Then δ(G) ≥ δ(H). Otherwise, if v was a vertex of G with degree
less than δ(H), coloring G − v properly without a rainbow copy of H and coloring the
edges incident to v arbitrarily and properly gives a coloring of G without a rainbow copy of
H. Observe also that |V (G)| ≥ ARloc(H) because otherwise there is a complete graph on
ARloc(H) − 1 vertices all of its proper colorings contain a rainbow H. Together with the
lower bound on the degree this yields the claim. 
Remark. All of the inequalities in Theorem 1 except for the very first one are also valid if
H contains isolated vertices. The first inequality is not valid in this case because ARFF (H)
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measures the number of edges in a graph G containing rainbow H and ARloc(H) measures
the number of vertices in G containing rainbow H. So when H = In is an n-element
independent set, then clearly ARFF (In) = 0 while ARloc(In) = n.
The following proposition shows that ARs(H) can differ significantly from
(
ARloc(H)
2
)
.
Proposition 2.
ARs(K4) = 15 and
(
ARloc(K4)
2
)
=
(
7
2
)
= 21.
Proof. To see that ARloc(K4) > 6, observe that K6 can be properly colored with 5 colors,
but a rainbow K4 requires 6 colors. Let G be a graph on 7 vertices, with vertex set X ∪ Y ,
X induces a triangle, Y induces an independent set on 4 vertices and (X,Y ) is a complete
bipartite graph. Consider an arbitrary proper coloring of G and assume that X induces
color 1, 2, 3. Since there are at most three edges of colors from {1, 2, 3} between X and Y ,
there is a vertex v ∈ Y sending edges of colors different from 1, 2, and 3 to x, y, z. Thus
{v, x, y, z} induces a rainbow K4. So, we have that G → K4 and thus ARloc = 7 and
ARs(K4) ≤ 15.
To see that any graph with at most 14 edges can be properly colored without a rainbow
K4, we use induction on the number of vertices and edges of G with the basis |V (G)| = 6
shown above. Now, we assume that G has at least 7 vertices and any of its subgraphs
can be properly colored without rainbow K4, however G itself can not be properly colored
avoiding rainbow K4. It is easy to see that G has minimum degree at least 3 and each edge
belongs to at least 2 copies of K4. Consider the copies of K4 in G. Assume first that there
are two such copies sharing three vertices. Then together they span 9 edges and 5 vertices.
Thus, the remaining set of at least 2 vertices is incident to at most 5 edges. Since these
vertices are of degree at least 3, there must be exactly 2 of them, they both must be of
degree exactly 3, and they must be adjacent. Thus, they belong to at most one copy of K4,
a contradiction. Thus, any two copies of K4 share at most two vertices. Let K be the graph
whose vertices are the copies of K4 in G and two vertices of K are adjacent if and only if the
corresponding copies share an edge. There is a component of K with at least three vertices,
otherwise we can easily color G avoiding rainbow K4. This component corresponds to at
least 6 + 5 + 4 = 15 edges in G, a contradiction. 
3. Size Anti-Ramsey Numbers
The inequalities in Theorem 1 together with known upper bounds on the local anti-
Ramsey number ARloc immediately give upper bounds on ARs, ARo and ARFF . We shall
first collect some known bounds on ARloc(H) for several graphs H, and then conclude
corresponding upper bounds on ARs(H) in Corollary 3 below.
Alon et al. [1] prove that there are absolute constants c1, c2 > 0, such that
c1n
3/ log n ≤ ARloc(Kn) ≤ c2n3/ log n. (2)
See also earlier papers of Alon, Lefmann, Ro¨dl [2] and Babai [5]. In the same paper, [1], the
authors prove that for any graph H on n vertices and k ≥ 2 edges
k − 1 ≤ ARloc(H) and ck
2
n log n
≤ ARloc(H) ≤ 4k2/n for some c > 0.
Here, the upper bound is obtained by a greedy counting and the lower bound is given by a
probabilistic argument.
6 M. AXENOVICH, K. KNAUER, J. STUMPP, AND T. UECKERDT
The local anti-Ramsey number for the path Pk on k edges was investigated by Gya´rfa´s
et al. [20] and was conjectured to be equal to k + c for a small constant c. Indeed it
seems to be widely believed that it is k + 2 (see e.g. [17]), which would be best-possible
since Maamoun and Meyniel [26] show that for n being a power of 2 there are proper
colorings of Kn admitting no Hamiltonian rainbow path. Frank Mousset gave the best
currently known upper bound in his bachelor’s thesis [17], so that together we have k+ 2 ≤
ARloc(Pk) ≤ 43k + o(k). Gya´rfa´s et al. [20] considered the cycle Ck on k edges and showed
that k + 1 ≤ ARloc(Ck) ≤ 74k + o(k). For a matching Mk on k edges, Kostochka and
Yancey [23], see also Li, Xu [25], proved that ARloc(Mk) = 2k.
From these bounds and the inequality ARs(H) ≤
(
ARloc(H)
2
)
for all graphs H from The-
orem 1 we immediately get the following.
Corollary 3. For an n-vertex k-edge graph H, ARs(H) ≤ 8k4/n2. Moreover, ARs(Kn) ≤
cn6/ log2 n, ARs(Pk) ≤
(
4k/3
2
)
+ o(k2), ARs(Ck) ≤
(
7k/4
2
)
+ o(k2), and ARs(Mk) ≤ 2k2.
Next in this section we improve some of these bounds.
Theorem 4. There exists positive constants c1, c2 such that
c1n
5/ log n ≤ ARs(Kn) ≤ c2n6/ log2 n.
Proof. The upper bound follows from Corollary 3. For the lower bound, we shall show that
there is a positive constant c such that any graph G on less than cn5/ log n edges can be
properly colored avoiding a rainbow copy of Kn. Let ` =
(
n/2
2
)
, V1 be the set of vertices of
G of degree at most ` − 2 and V2 = V (G) \ V1. We shall properly color the edges induced
by V1, V2 and the edges between V1 and V2 separately. Color G[V1] properly with at most
` − 1 colors using Vizing’s theorem. Since ` − 1 < (n/22 ), there is no rainbow Kn/2 in
G[V1]. Because |E(G)| < cn5/ log n and every vertex in V2 has degree at least `− 1 we have
|V2| ≤ 2|E(G)|`−1 < c′ n
3
logn ≤ c′′ · (n/2)
3
log(n/2) . Hence the lower bound in (2) guarantees that there is
a proper coloring of G[V2] without rainbow copy of Kn/2 for an appropriate constant. Now,
coloring the edges between V1 and V2 arbitrarily so that the resulting coloring is proper, we
see that G has no rainbow copy of Kn under the described coloring because this copy would
have at least n/2 vertices either in V1 or V2. However, neither G[V1] nor G[V2] contains a
rainbow copy of Kn/2. 
To get general lower bounds on ARs(H), we can use lower bounds on ARFF (H), which
we present in Section 4 below. For some sparse graphs H, such as matchings and paths,
this gives the correct order of magnitude. Note that ARFF (K1,k) = ARs(K1,k) = k, so
there is no meaningful lower bound just in terms of the number of edges of H. However,
the maximum degree could help.
Lemma 5. Let H be a graph on k edges with maximum degree ∆. Then ARs(H) ≥ (k−1)
2
2∆ .
Moreover, if H has chromatic index χ′(H) = ∆, then ARs(H) ≥ k(k+1)2∆ .
Proof. Let G be a graph with G → H. We shall find several copies of H in G one after
another and argue that as long as we do not reach a certain number of copies we can color
their edges properly with less than k colors, i.e., without a rainbow copy of H. Without
loss of generality we assume that χ′(H) = χ′ < k, which means that H is neither a star
nor a triangle. Note that for graphs with χ′ = k we have ARs(H) = k and the claimed
inequalities hold.
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Let H0 be any copy of H in G. Edge-color H0 properly with χ
′ colors. Because χ′ < k,
H0 is not rainbow. Extending this coloring arbitrarily to a proper coloring of G gives some
rainbow copy H1 of H since G → H. Since H1 is rainbow it shares at most χ′ colors with
H0. Thus H1 \ H0 has at least k − χ′ edges. Color H0 ∪ H1 properly with χ′(H0 ∪ H1)
colors. Generally, for i > 1 after having colored Hˆi = ∪0≤j<iHj with χ′(Hˆi) colors and
extending this to a proper coloring of G, there is a rainbow copy Hi of H in G sharing at
most χ′(Hˆi) edges with Hˆi and thus contributing at least k−χ′(Hˆi) new edges to G. Since
for each i ≥ 1 the graph Hˆi is the union of i copies of H we have ∆(Hˆi) ≤ i∆ and hence
χ′(Hˆi) ≤ i∆ + 1.
Let ` be the smallest integer for which χ′(Hˆ`) ≥ k. With χ′(Hˆ`) ≤ `∆ + 1 we obtain
` = dk−1∆ e and conclude that
ARs(H) ≥ |E(G)| ≥ |E(Hˆ`)| ≥ |E(H0)|+
`−1∑
i=1
(k − χ′(Hˆi)) = `k −
`−1∑
i=1
χ′(Hˆi)
≥ `k −
`−1∑
i=1
(i∆ + 1) = `k −∆
(
`
2
)
− (`− 1) > `(k − ∆
2
(`− 1)− 1) ≥ (k − 1)
2
2∆
.
This proves the first part of the statement. Now if χ′(H) = ∆, then χ′(Hˆi) ≤ iχ′(H) = i∆
and thus ` = d k∆e, which gives in a similar calculation that ARs(H) ≥ k(k + 1)/2∆. 
Next we derive several upper bounds on ARs(H) for some specific graphs H, namely
paths, cycles and matchings. Recall from Corollary 3 that ARs(Pk) ≤
(
4k/3
2
)
+ o(k2) =
8
9k
2 + o(k2), which simply follows from the best known bound on ARloc(Pk). Apparently,
this remains the best-known upper bound. But we can improve the bound ARs(Ck) ≤(
7k/4
2
)
+ o(k2) = 4932k
2 + o(k2) from Corollary 3.
Theorem 6. For every k ≥ 2, k(k−1)4 ≤ ARs(Pk−1) ≤ ARs(Ck) ≤ k2, and ARs(Mk) =(
k+1
2
)
.
Proof. The lower bound on ARs(Pk−1) follows directly from Lemma 5. And since Pk−1 is
a subgraph of Ck we have that ARs(Pk−1) ≤ ARs(Ck).
For the upper bound ARs(Ck) ≤ k2 we first consider the case that k is even. We shall
construct G such that G→ Ck. Let V (G) = {v1, . . . , vk/2}∪W1∪· · ·∪Wk/2, where the union
is disjoint and |Wi| = 4(i−1), for i = 2, . . . , k/2 and |W1| = 1. Let the edge set of G consist
of the union of complete bipartite graphs with parts {vi, vi+1},Wi, for i = 1, . . . , k/2 − 1
and {v1, vk/2},Wk/2. We refer to Figure 1 for an illustration of the graph G.
We shall identify a rainbow Ck greedily by picking a rainbow path R1 = v1, w1, v2,
w1 ∈W1, then a rainbow path R2 = v2, w2, v3, w2 ∈W2, such that the colors of R2 and R1
are disjoint and so on. Then |E(G)| = 2 +∑k/2i=2 8(i− 1) ≤ k2 − 2k + 2.
This concludes the proof when k is even. Contracting one of the two edges in the only
2-path between v0 and v2, we obtain a graph G
′ with G′ → Ck−1, and with at most
k2 − 2k + 1 = ((k − 1) + 1)2 − 2(k − 1)− 2 + 1 = (k − 1)2 edges. This completes the proof
for odd cycles.
To show the upper bound for matchings, consider the graph Gk that is the vertex disjoint
union of k stars on 1, 2, . . . , k edges respectively. It is clear that any proper coloring of Gk
contains a rainbow matching constructed by greedily picking an available edge from the
stars starting with the smallest star and ending with the star of size k. The lower bound
follows from Lemma 5. 
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v1 v2 4
1 3
5 v3
W2
1
3
5
2
10
8
12
4
9
6
7
11
v4
W3
1
2
3
4
5
6
7
8
Figure 1. The portion of the graph G with G → Ck consisting of the
first three complete bipartite subgraphs and a proper coloring of it. The
rainbow paths R1, R2 and R3 are highlighted.
Next let AR∗s(H) be the smallest number of edges in a not necessarily simple graph G
with G→ H, that is, every proper edge-coloring of G contains a rainbow copy of H. Clearly
we have AR∗s(H) ≤ ARs(H) for every graph H. Indeed, we can prove slightly better upper
bounds when graphs with multiple edges are allowed.
Theorem 7. For any graph H with k edges AR∗s(H) ≤
(
k+1
2
)
, AR∗s(Pk) ≤
(
k
2
)
+1, AR∗s(Ck) ≤(
k
2
)
, and AR∗s(Mk) =
(
k+1
2
)
.
Proof. Let H be any graph with k edges. We label the edges of H by e1, . . . , ek and define
G by replacing edge ei by i parallel edges for all 1 ≤ i ≤ k. Clearly, |E(G)| =
(
k+1
2
)
and
G→ H.
For the path Pk we take a Pk = (e1, . . . , ek) and define G by replacing edge ei by i − 1
parallel edges for i ≥ 2. The edge e1 remains as it is. Again, it is straight-forward to argue
that every proper edge coloring of G contains a rainbow Pk. Additionally, every copy of Pk
in G has the same start and end vertices.
For the cycle Ck we first take the graph G
′ on
(
k−1
2
)
+1 edges that forces a rainbow Pk−1
with end vertices u and v. Now a graph G is obtained from G′ by introducing k− 2 parallel
edges between u and v. Then |E(G)| = (k−12 )+ 1 + k − 2 = (k2) and G→ Ck.
Finally, observe that the lower bound on ARs(H) in Lemma 5 is also a valid lower bound
on AR∗s(H). Together with the first part we conclude that AR
∗
s(Mk) =
(
k+1
2
)
. 
Next, we shall give a general upper bound on ARs(H) in terms of the size τ(H) of a
smallest vertex cover. We need the following special graph K(s, t) that is the union of a
complete bipartite graph with parts S and T of sizes s and t, respectively, and a complete
graph on vertex set S.
Theorem 8. Let H be an n-vertex graph with a vertex cover of size τ = τ(H). Then there
exists an absolute constant c > 0 such that
ARs(H) ≤ ARs(K(τ, n− τ)) ≤ cnτ5/ log τ + cτ6/ log τ.
Proof. Let G = K(c2τ
3/ log τ, nτ2 + 2τ3) be properly colored, where c2 is from (2). We
shall show that there is a rainbow copy of K(τ, n− τ) in G.
First, by (2), there is subset S′ of S with τ vertices inducing a rainbow clique. Let C be
the set of colors used on G[S′]. Consider the set E′ of edges between S′ and T having a
color from C. Then |E′| ≤ |C| · τ = (τ2) · τ . Let T ′ ⊆ T be the set of vertices not incident
to the edges in E′. So, we have that |T ′| ≥ |T | − (τ2)τ ≥ nτ2 + τ3. Now, the set of colors
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induced by S′ and the set of colors on the edges between S′ and T ′ are disjoint. We shall
greedily choose n − τ vertices from T ′ so that they send stars of disjoint color sets to S′.
Pick the first vertex v1 from T
′ arbitrarily. There are τ colors on the edges between v1 and
S′. There are at most τ2 edges of such colors between S′ and T ′. Delete the endpoints of
these edges from T ′ and choose the next vertex v2 from the remaining vertices in T ′. The
colors of the edges from v2 to S
′ are different from the colors on the edges from v1 to S′.
Again, delete at most τ2 vertices from T ′, if these vertices are the endpoints of the edges
having colors appearing on the v2−S′ star. Proceeding in this manner, we can choose a set
T ′′ of n− τ vertices from T ′ such that T ′′ ∪ S′ induces a rainbow copy of K(τ, n− τ). 
4. First-Fit Anti-Ramsey numbers
Definition 9. Let G and H be two graphs. A proper edge-coloring c : E(G) → N of G is
called H-good if
(1) G contains a rainbow copy of H and
(2) for every edge e of color i there are edges e1, . . . , ei−1 incident to e such that c(ej) = j
for j = 1, . . . , i− 1.
A graph G is called H-good if it admits an H-good coloring.
Lemma 10 (First-Fit Lemma). Let H be a graph. Then ARFF (H) equals the minimum
number of edges in an H-good graph.
Proof. Clearly, if Painter uses First-Fit then at each state of the game the coloring of the
current graph is properly colored and satisfies (2). Hence if Painter uses First-Fit and the
game ends then Builder has presented an H-good graph.
On the other hand, let G be an H-good graph and c is an H-good coloring of G. Let
Builder present the edges in the order of non-decreasing colors in c. We claim that if Painter
uses First-Fit she produces the coloring c. This is true for the first edge in the ordering.
Now when an edge e is presented with c(e) = i, we know that the colors of all previously
presented edges coincide with their colors in c. By (2), there are edges e1, . . . , ei−1 incident
to e that were presented before e and thus got their corresponding colors 1, . . . , i− 1. Thus
e must get color i in the First-Fit setting. 
4.1. First Fit and weighted matchings. The First Fit anti-Ramsey number of any graph
H is very closely related to the maximum weight of a matching in rainbow colorings of H.
More precisely, we define the weight of a matching M with respect to an edge-coloring c
as the sum of colors of edges in M , that is, as
∑
e∈M c(e). A maximum matching for c
is a matching M with largest weight with respect to c, and a greedy matching for c is a
matching M that is constructed by greedily taking an edge with the highest color that is not
adjacent to any edge already picked. It is well-known that for any c any greedy matching
for c has weight at least half the weight of a maximum matching for c [3]. However, we will
not use this fact.
Note that if c is a rainbow coloring of H, then the greedy matching for c is unique. For
a given graph H we define
wmax(H) = min
rainbow colorings c
∑
e∈M
c(e), M maximum matching for c
and
wgreedy(H) = min
rainbow colorings c
∑
e∈M
c(e), M greedy matching for c.
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Lemma 11. For any graph H on k edges, chromatic index χ′ and vertex cover number τ ,
k2
4χ′
≤ wmax(H)
2
≤ ARFF (H) ≤ 2wgreedy(H) ≤ (τ + 1)k.
Proof. To prove the lower bound on ARFF (H), it suffices by the First-Fit-Lemma to find a
lower bound on |E(G)| for an H-good graph G. Fix any H-good coloring c of G. There is
a rainbow coloring of H and thus a matching M in H with
∑
e∈M c(e) ≥ wmax(H). By (2)
in Definition 9 each e ∈ E(H) is incident to at least c(e)− 1 other edges of G. Since every
edge in E(G) \M is adjacent to at most two edges in M we get
ARFF (H) ≥ |E(G)| ≥ |M |+ 1
2
∑
e∈M
(c(e)− 1) = |M |
2
+
1
2
∑
e∈M
c(e) ≥ wmax(H)
2
.
To prove that wmax(H) ≥ k2/(2χ′) consider any rainbow coloring c of H. The total sum
of colors in H is at least 1+· · ·+k = (k+12 ). Since H splits into χ′ matchings M1, . . . ,Mχ′ , at
least one of the matchings has weight at least
(
k+1
2
)
/χ′. Thus, wmax(H) ≥ k2/2χ′, proving
the first inequality of the lemma.
To find the upper bound ARFF (H), it is sufficient by the First-Fit-Lemma to construct
an H-good graph G with small number of edges. Start with a rainbow coloring c of H and
the greedy matching M for c. Every edge e in H is either in M or incident to an edge
e′ ∈ M with c(e′) > c(e). We construct a graph G with an H-good coloring by taking H
and c and adding pendant edges to endpoints of edges in M as follows. For every e ∈ M ,
every endpoint v of e and every color c < c(e) that is not present at v we add a new pendant
edge ec,v of color c. Since for every e ∈M we added at most 2(c(e)− 1) new pendant edges
we get
ARFF (H) ≤ |E(G)| ≤ |M |+
∑
e∈M
2(c(e)− 1) ≤ 2
∑
e∈M
c(e)− |M | ≤ 2wgreedy(H).
Finally, we find an upper bound on wgreedy(H). Let the degree of an edge in a graph
be the number of edges adjacent to e, including e, let V (e) be the set of endpoints of e.
Order the edges e1, . . . , ek of H as follows: e1 = ei1 is an edge having highest degree in H,
ei1+1, . . . , ei2−1 are the edges adjacent to ei1 , ei2 is an edge of highest degree in H −V (ei1),
ei2+1, . . . , ei3−1 are the edges adjacent to e2 in H − V (ei2), ei3 is an edge or the highest
degree in H − (V (ei1) ∪ V (ei2)), and so on. Assign the colors k, k − 1, . . . , 1 to the edges
e1, e2, . . . , ek respectively. Then ei1 , ei2 , . . . , eim is a greedy matching, with the weight w.
Denoting by dj the degree of eij in H − (V (ei1) ∪ · · · ∪ V (eij−1)), j = 2, . . . ,m, and d1 the
degree of ei1 in H, we have w = k+(k−d1)+(k−d1−d2)+ · · ·+(k−d1−d2− . . .−dm−1).
Note also that d1 ≥ d2 ≥ · · · ≥ dm and d1 + · · ·+ dm = k. Thus
w = k(m− 1)−
m−1∑
i=1
(m− i)di = mk − k −m
m−1∑
i=1
di +
m−1∑
i=1
idi
= mk − k −mk +mdm +
m−1∑
i=1
idi = −k +
m∑
i=1
idi ≤ −k +
(
m∑
i=1
i
)
k
m
= −k + (m+ 1)k/2 = mk/2− k/2 = (m− 1)k/2.
Since m ≤ τ we have that the wgreedy(H) ≤ w ≤ (τ − 1)k/2. 
For each of the four inequalities in Lemma 11 it is easy to construct a graph for which
this inequality is tight up to a small additive constant. Moreover, as we shall see later
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the inequality k2/(4χ′) ≤ ARFF (H) is also asymptotically tight for some graphs like paths
or matchings. However, we suspect that the upper bound ARFF (H) ≤ (τ + 1)k is not
tight. If χ′(H) = ∆(H), for example when H is a forest, then by Lemma 11 we have
k2/(4∆) ≤ ARFF (H) ≤ (τ + 1)k. Moreover, for every graph H we have k/∆ ≤ τ . Hence,
one might think that ARFF (H) can be sandwiched between k
2/(4∆) and ck2/∆ or between
c(τ + 1)k and (τ + 1)k for some absolute constant c > 0. However, this is not the case.
Observation 12. For any constant c > 0 there exists forests H1, H2 each with k edges,
maximum degree ∆, and vertex cover number τ , such that
ARFF (H1) ≥ ck
2
∆
and ARFF (H2) ≤ c(τ + 1)k.
Proof. We consider the graph H(x, y) that is the union of a star on x edges and a matching
on y edges for sufficiently large x and y. Then k = |E(H)| = x + y, ∆ = ∆(H) = x and
τ = τ(H) = y+1. It is straightforward to argue that wmax(H) = wgreedy(H) = x+y+
∑y
i=1 i.
Thus, by Lemma 11 we have x/2 + y2/4 ≤ ARFF (H) ≤ 2x + y2. Let H1 = H(x, x) with
x ≥ 16c. Then ARFF (H1) ≥ x2/4 ≥ 4cx ≥ ck2/∆. Let H2 = H(y2, y), with y ≥ 3/c. Then
ARFF (H2) ≤ 3y2 ≤ cy3 ≤ c(τ + 1)k. 
Next we consider the First-Fit anti-Ramsey numbers of some specific graphs H, such
as the path Pk, the matching Mk and the complete graph Kn. From Lemma 11 we get
ARFF (Pk) ≤ k2/2 + k and ARFF (Mk) ≤ k2 + k. However, in both cases we can do better
by a factor of 4 (c.f. Theorem 13 and Theorem 15), which is best-possible.
Theorem 13. For all k ≥ 1, ARFF (Pk) = k28 (1 + o(1)).
Proof. The lower bound follows directly from Lemma 11. For the upper bound we shall
construct a Pk-good graph on at most
k2
8 +O(k) edges. This graph is defined inductively.
In particular, for every i ≥ 1 we construct a Pi-good graph Gi which contains Gi−1 as a
subgraph. The graph G1 consists of a single edge and for i > 1 the graph Gi is constructed
from Gi−1 by adding three new vertices and at most b i−24 c+ 2 new edges. Thus
ARFF (Pk) ≤ |E(Gk)| ≤
k∑
i=1
(b i− 2
4
c+ 2) ≤ 1
4
(
k + 1
2
)
+ k ≤ k
2
8
+ 2k.
We prove the existence of Gi with the following stronger induction hypothesis.
Claim. For every i ≥ 1 there exists a graph Gi on at most i28 +O(i) edges together with a
fixed proper coloring ci using colors 1, . . . , i and containing a rainbow path Qi = (v1, . . . , vi)
with respect to these colors, such that the reverse cˆi of ci, which is defined as cˆi(e) =
i + 1− ci(e) for every e ∈ E(Gi), is Pi-good. Moreover, for every edge e = vsvt not on Qi
but with both endpoints on Qi we have ci(e) = s+ t.
We start by defining G1 to be just a single edge e1 = v1v2 with c1(e1) = 1. Having
defined Gi−1 we define the graph Gi as being a supergraph of Gi−1. For every edge e ∈
E(Gi−1) ⊂ E(Gi) we set ci(e) = ci−1(e), i.e., edges in the subgraph Gi−1 have the same
color in ci as in ci−1. The vertices in V (Gi) \ V (Gi−1) are denoted by ui, u′i and vi+1. The
edges in E(Gi) \E(Gi−1) form a matching and are listed below. Each such edge is assigned
color i in ci.
• The edge ei = vivi+1 extends the path Qi−1 to the longer path Qi.
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• The edges v2jvi−2j for j = 1, . . . , b i−24 c. These edges do not coincide with any
edge on Qi since their endpoints have distance at least two on Qi. Moreover, since
ci(v2jvi−2j) = i = 2j + (i − 2j) these edges do not coincide with any edge in
E(Gi−1) \ E(Qi).
• There are up to two edges e′i, e′′i , each incident to a vertex vj with j even and
2b i−24 c < j < i− 2b i−24 c. The other endpoint of e′i and e′′i is ui and u′i, respectively.
v1 v2 v3 v4 v5 v6 vi+1
vi
vi−1
vi−2
vi−3
vi−4
vi−5
vi−6
Gi−1 ei
e′i e′′i
ui u
′
i
Figure 2. Definition of the graph Gi on basis of Gi−1: All edges in E(Gi)\
E(Gi−1) are drawn thick and have color i in ci.
See Figure 2 for an illustration of how the graph Gi arises from Gi−1. It is easy to see
that for j = 1, . . . , i we have ci(ej) = j, i.e., that Qi is a rainbow copy of Pi with respect to
ci.
The rest of the proof is a routine check that the reverse cˆi of ci is Pi-good, i.e., that for
every edge f ∈ E(Gi) of color j in ci there exist edges ej+1, . . . , ei adjacent to f with colors
j+1, . . . , i in ci, respectively. This is clearly the case for G1, which consists of a single edge.
Assuming that the reverse of ci−1 in Gi−1 is Pi−1-good, it then suffices to show that every
edge in E(Gi−1) is incident to at least one edge of color i in ci, that is, at least one edge
from E(Gi) \ E(Gi−1).
First consider an edge ej from Qi−1. If ej is incident to a vertex vs with s even and
s ≤ 2b i−24 c then ej is incident to the edge vsvi−s of color s+ (i− s) = i. If ej is incident to
a vertex vs with s even and 2b i−24 c < s < i− 2b i−24 c then ej is incident to e or e′, both of
color i. If ej = ei−1 then it is incident to ei. If none of the cases applies then ej is incident
to a vertex vi−2s with s ∈ {1, . . . , b i−24 c} and hence incident to the edge v2svi−2s of color
2s+ (i− 2s) = i.
Finally, consider any edge f ∈ E(Gi−1) \ E(Qi). Then f is incident to some vertex v2j
with j < ci(e) − 2b ci(e)−24 c ≤ i − 2b i−24 c. Hence f is incident to either e, e′ or the edge
v2jvi−2j , all of which have color i. 
Theorem 14. For all k ≥ 3, ARFF (Ck) = k28 (1 + o(1)).
Proof. The lower bound follows from Theorem 13 and the fact thatARFF (Ck) ≥ ARFF (Pk−1).
For the upper bound we first use Theorem 13 to force a rainbow copy P of Pk−2. Let its
end vertices be u and v. Now we introduce a set A of 2k new vertices and all edges between
A and {u, v}. Each vertex in A together with P forms a copy of Ck. There are at most
2(k − 2) edges between A and {u, v} of colors from P . Thus there is a vertex w ∈ A such
that the colors of uw and uv do not appear in P . Thus P and w induce a rainbow Ck. 
Theorem 15. For all k ≥ 1, ARFF (Mk) = dk24 e. Moreover, there is a bipartite Mk-good
graph on dk24 e edges.
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Proof. The lower bound follows immediately from Lemma 11. For the upper bound, which
is similar to the one in the proof of Theorem 13, we shall prove the following stronger claim
by induction on i.
Claim. For every i ≥ 1 there exists a bipartite graph Gi with d i24 e edges together with a fixed
proper coloring ci using colors 1, . . . , i and containing a rainbow matching Qi = {e1, . . . , ei},
ei = uivi, with respect to these colors, such that the reverse cˆi of ci is Mi-good. Moreover,
for every edge e = usvt not in Qi but with both endpoints in Qi we have ci(e) = s+ t.
The graph G1 consists of just a single edge e1 = u1v1 with c1(e1) = 1 and Q1 = {e1}.
Having defined Gi−1 we define the graph Gi to be a supergraph of Gi−1, where we set ci(e) =
ci−1(e) for each edge e ∈ E(Gi−1) ⊂ E(Gi) and ci(e) = i for each edge e ∈ E(Gi)\E(Gi−1).
The vertices in V (Gi)\V (Gi−1) are denoted by ui, vi and wi. The edges in E(Gi)\E(Gi−1)
form a matching and are listed below.
• The edge ei = uivi extends the matching Qi−1 to the larger matching Qi.
• The edges ujvi−j for j = 1, . . . , b i−12 c. These edges do not coincide with any edge of
Qi since the indices of endpoints differ by at least one. Moreover, since ci(ujvi−j) =
j + (i− j) = i these edges do not coincide with any edge in E(Gi−1) \ E(Qi).
• In case b i−12 c < i− b i−12 c − 1 there is an edge e = ujwi with j = b i−12 c+ 1.
v1 v2 v3 vivi−1vi−2vi−3
ei
wi
· · ·
· · ·
· · ·
· · ·u1 u2 u3 uiui−1ui−2ui−3
Gi−1
ub(i−1)/2c+1
vb(i−1)/2c+1
Figure 3. Definition of the graph Gi on basis of Gi−1: All edges in E(Gi)\
E(Gi−1) are drawn thick and have color i in ci.
See Figure 3 for an illustration of how the graph Gi arises from Gi−1. Similarly to the
proof of Theorem 13 we argue that the reverse of ci is Mi-good by showing that every edge
e ∈ E(Gi−1) ⊂ E(Gi) is incident to at least one edge of color i in ci.
First consider an edge ej = ujvj from Qi−1. If j ≤ b i−12 c then it is incident to the edge
ujvi−j of color i. If j ≥ i− b i−12 c then ej is incident to the edge ui−jvj of color i. Finally,
if b i−12 c < j < i− b i−12 c then ej is incident to the edge vjwi of color i.
Now consider any edge e ∈ E(Gi−1) \ E(Qi). Then e is incident to some vertex uj with
j < ci(e)− b ci(e)−12 c ≤ i− b i−12 c. Hence e is incident to the edge ujvi−j of color i.
Finally, note that the number of edges of color j in cj is exactly d j−12 e + 1. Thus
|E(Gi)| =
∑i
j=1(d j−12 e + 1) = d i
2
4 e. Moreover, every edge in Gi is incident to one vertex
with a u-label and one vertex with a v-label or w-label, that is, Gi is bipartite. 
For H = Kn we get from Lemma 11 that
n3
16 ≤ ARFF (Kn) ≤ n
3
2 . However, we can do
better and indeed determine the value up to lower order terms exactly.
Theorem 16. For all n ≥ 2, ARFF (Kn) = n36 (1 + o(1)).
Proof. By the First-Fit Lemma it suffices to prove that every Kn-good graph has at least
n3
6 (1 + o(1)) edges and that there is a Kn-good graph on at most
n3
6 edges.
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For the lower bound let G be any Kn-good graph and c be any Kn-good coloring of G.
Fix Q to be any rainbow copy of Kn in G. We denote the edges of Q by e1, . . . , ek, where
k =
(
n
2
)
, so that c(ei) < c(ej) whenever i < j. Clearly, c(ei) ≥ i for every i = 1, . . . , k.
Next, for any fixed color i we give a lower bound on the number of edges of color i in G.
By (2) each of the k − i edges ei+1, . . . , ek has an adjacent edge of color i. Since only
two vertices of Q are joined by an edge of color i, every edge of color i different from ei is
incident to at most one vertex of Q. Moreover, if two vertices u, v ∈ V (Q) both have no
incident edge of color i then c(uv) < i. In particular, the subset of V (Q) with no incident
edge of color i is a clique in the graph (V (Q), {e1, . . . , ei−1}). Thus there are at most
√
2i
such vertices and hence there are at least n−√2i− 1 edges of color i. Thus
|E(G)| ≥
(n2)∑
i=1
n−
√
2i− 1 = n
3
6
(1 + o(1)),
which implies ARFF (Kn) ≥ n36 (1 + o(1)).
For the upper bound we use the inequality ARFF (H) ≤ 2wgreedy(H) from Lemma 11.
That is, we shall find a rainbow coloring c of H = Kn such that for the greedy matching
M for c we have
∑
e∈M c(e) ≤ n3/12. We may assume without loss of generality that n is
even. We label the vertices of Kn by v1, . . . , vn and define the rainbow coloring c arbitrarily
so that for i = 1, . . . , n/2
• edge v2i−1v2i has color
(
2i
2
)
and
• the colors 1, . . . , (2i2 ) appear in the complete subgraph of Kn on the first 2i vertices
v1, . . . , v2i.
The greedy matching M for c is given by M = {v2i−1v2i | i = 1, . . . , n/2} and hence we
have
ARFF (Kn) ≤ 2wgreedy(Kn) ≤ 2
n/2∑
i=1
(
2i
2
)
≤ 2
n/2∑
i=1
4i2
2
≤ 4 · 1
3
(n
2
)3
=
n3
6
.

5. Online Anti-Ramsey numbers
In this section we consider the online anti-Ramsey number ARo. In particular, Painter
is no longer restricted to use the strategy First-Fit. By Theorem 1 lower bounds for ARFF
from the previous section are also lower bounds for ARo, just like upper bounds for ARs
are upper bounds for ARo. Indeed, these lower bounds are the best we have. However, we
can improve on the upper bounds.
Theorem 17. For any k-edge graph H, ARo(H) ≤ k2. Moreover, ARo(Pk) ≤
(
k
2
)
+ 1,
ARo(Ck) ≤
(
k
2
)
+ 1, and ARo(Kn) ≤ n4/4.
Proof. Let H be an graph on k edges. Let the vertices be ordered v1, . . . , vn such that
given v1, . . . , vi, the next vertex vi+1 is chosen from V \ {v1, . . . , vi} such that it has the
largest number, di+1, of neighbors in {v1, . . . , vi}. We define Builder’s strategy in rounds.
After round i the so far presented graph Gi shall consist of a rainbow induced copy of
H[v1, . . . , vi], for i = 1, . . . , n, and perhaps additional vertices adjacent to some vertices of
that copy and inducing an independent set. In round 1 Builder just presents a single vertex
w1, i.e., G1 = {w1} ∼= H[v1]. For i ≥ 2 round i is defined as follows.
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1.) Let G be the so far presented graph and Gi−1 = G[w1, . . . , wi−1] be the rainbow
copy of H[v1, . . . , vi−1] in G, with wi corresponding to vi. Let Wi be the set of
vertices in {w1, . . . , wi−1} corresponding to the neighborhood of vi.
2.) Builder presents a new vertex x together with the edges xw, w ∈Wi presenting xwj
before xwj′ for j < j
′ one by one as long as Painter does not use the colors used
in Gi−1. As soon as Painter uses a color already present in Gi−1, Builder repeats
the previous procedure of introducing a new vertex and edges from it to Wi. If
Painter does not use a color present in Gi−1 on all the edges from a new vertex to
Wi, call this new vertex wi and observe that w1, . . . , wi induce a rainbow copy of
H[v1, . . . , vi] with wi corresponding to vi. This finishes i-th round.
Let G be the final graph obtained after the n-th round and containing an induced rainbow
copy of H on the vertex set W = {w1, . . . , wn}. Note that X = V (G) \ W induces an
independent set and sends edges to W . Let the colors used on the edges of this rainbow
copy of H be called old, and all other colors be called new. Recall that vi has di neighbors
in {v1, . . . , vi−1}, i.e., di = |Wi|. Note that, with d1 = 0, we obtain d1 + · · · + dn = k.
We need one more parameter: ki is the number of edges in a subgraph induced by W at a
last round involving edges incident to vi. Formally, ki = |E(H[v1, . . . , vj ])|, where j is the
largest index s.t. vivj+1 ∈ E(H).
Claim. The edges between X and W can be decomposed into |W \ wn| = n − 1 graphs,
where each such graph consists of its center wi, all edges with old color incident to wi (call
these endpoints old neighbors of wi) and all other edges incident to the old neighbors of wi.
Moreover, the size of such a graph with center wi is at most di+1(ki − degH(vi) + 1).
w1
w3
w4
w5
w6w2
X
4 6 5 6
Figure 4. An example graph G after the last round. Edges between X
and W = {w1, . . . , w6} are drawn dashed if they are new and solid if they
are old. The vertices in X are labeled with the number of the round in
which they have been introduced. The graph with center w4 is highlighted
in gray.
We refer to Figure 4 for an illustration of these graphs. To prove the claim, observe
that each x ∈ X sends exactly one edge of old color to W . Each wi ∈ W sends at most
ki − degH(vi) + 1 edges of old colors to X. Indeed, when wi gets its last incident edge in
round j+ 1 the total number of old colors is ki, and degH(vi)− 1 of those are used on edges
incident to wi and its neighbors in {w1, . . . , wj}. Moreover, if a vertex wi is adjacent to a
vertex x ∈ X via an edge of old color, it means that x was introduced at a step j, j ≥ i+1 of
the algorithm. Then x is adjacent exactly to the copies of {v1, . . . , vi} ∩N(vj) in W . Since
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by our choice of the ordering of vis, |{v1, . . . , vi}∩N(vj)| ≤ |{v1, . . . , vi}∩N(vi+1)| = di+1,
we have that x sends at most di+1 − 1 edges with new colors to W . This proves the claim.
Now, we bound the number of edges in G by the total number of edges in the double
stars described above and the number of edges in H. Here, use the fact H has no isolated
vertices, ki ≤ k − 1 for all i = 1, . . . , n− 1, and
∑n
i=1 di = k.
ARo(H) ≤ k +
n−1∑
i=1
(ki − deg(vi) + 1)di+1 (3)
≤ k +
n−1∑
i=1
(k − 1)di+1 = k + (k − 1)k = k2.
This proves the first part of the theorem.
For the special case of H = Pk we take as v1 one of the endpoints of the path, which gives
the natural vertex ordering v1, . . . , vk+1 along the path. Then one easily sees that di = 1
for each i = 2, . . . , k + 1 and ki = i− 1 for each i = 1, . . . , k. Plugging into (3) we obtain
ARo(Pk) ≤ k +
k∑
i=1
i−
k∑
i=1
deg(vi) = k +
(
k + 1
2
)
− (2k − 1) =
(
k
2
)
+ 1.
Similarly, when H is the cycle Ck, we have di = 1 for i = 2, . . . , k − 1, dk = 2 and
ki = i− 1 for each i = 1, . . . , k − 1, and thus obtain
ARo(Ck) ≤ k +
k−1∑
i=1
i+ (k − 1)−
k−1∑
i=1
deg(vi)− 2 = 2k − 3 +
(
k
2
)
− 2(k − 2) =
(
k
2
)
+ 1.
Applying the bound ARo(H) ≤ k2 in the first part of the theorem to H = Kn we
immediately get the desired upper bound ARo(Kn) ≤ n4/4. 
We remark that a more careful analysis for H = Kn using the inequality (3) as we did
it for H = Pk and H = Ck in the proof of Theorem 17 gives asymptotically the same
bound as the one above. When H is the matching Mk then a straightforward application of
Theorem 17 gives only ARo(Mk) ≤ k2, while from inequality (3) we get ARo(Mk) ≤
(
k+1
2
)
.
However, we also get this bound from Theorem 1 and Theorem 6 as follows: ARo(Mk) ≤
ARs(Mk) =
(
k+1
2
)
.
Let us define AR∗o(H) just like ARo(H) but with the difference that Builder is allowed to
present parallel edges. Note that from Theorem 6 and Theorem 7 follows that AR∗s(Mk) =
ARs(Mk), i.e., allowing multiple edges does not help here. However, in the online setting
we get a better upper bound.
Theorem 18. For all k ≥ 1, AR∗o(Mk) ≤ k
2
3 +O(k).
Proof. We present edges in k phases, introducing at most 2d i3e edges in phase i, for each
i = 1, . . . , k such that for any proper coloring of Painter and every i = 1, . . . , k, the following
holds. At each stage we identify a pair (Fi, vi), where
• Fi is a rainbow matching on i edges
• vi is a vertex of degree d i3e• vi not incident to any edge in Fi
• each edge incident to vi whose color is not already in Fi is not adjacent to any edge
in Fi.
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In phase 1 present two independent edges e, e′, let F1 = {e} and v1 = e′. For i ≥ 2 we
call colors of edges in Fi old colors and all other colors new colors. Introduce two bundles
of d i3e parallel edges each, one after another. As endpoints of the first bundle we choose
vi−1 and a new vertex v. First assume that Painter colors in such a way that some edge e
at vi−1 has a new color. Then we choose the endpoints of the second bundle to be two new
vertices u,w and let Fi = Fi−1 ∪ e and vi = u. Otherwise, each edge at vi−1 has an old
color. Then we choose the endpoints of the second bundle to be vi−1 and a new vertex z.
Since vi−1 now has degree d i−13 e+2d i3e ≥ i at least one edge e of the second bundle receives
a new color. Set Fi = Fi−1 ∪ e and vi = v.
Since in each phase we introduce 2d i3e edges we get AR∗o(Mk) ≤
∑k
i=1 2
⌈
i
3
⌉ ≤ k23 +O(k). 
6. Concluding Remarks and Open Questions.
This paper investigates three anti-Ramsey type functions: ARFF (H), ARo(H) and
ARs(H). Although these functions might be identical for some graphs, such as stars, in
general these are distinct functions. For example, ARFF and ARo differ from ARs already
in their order of magnitude in case of Kn. For paths or matchings, all three numbers have
the same order of magnitude.
In classical size Ramsey theory, in particular in an argument attributed to Chva´tal,
see [13], it is claimed that if G is a graph with the smallest number of edges such that any
2-coloring contains a monochromatic copy of Kn then G must be a complete graph. So one
might think that in order to force a rainbow clique, i.e., taking H = Kn, it is most efficient
to color a large clique, i.e., G = KN , instead of some other graph G. That would imply that
ARs(Kn) ≤
(
ARloc(Kn)
2
)
. We prove that this intuition and analogue of size-Ramsey theorem
does not hold already for K4. The following general question remains:
Problem 1. By how much do ARs(Kn) and
(
ARloc(Kn)
2
)
differ as n goes to infinity?
We believe that the inequality ARs(H) ≤
(
ARloc(H)
2
)
could be asymptotically tight for
H = Kn and for some sparse graphs H. When H is the path Pk, then the best-known upper
bound for ARs(Pk) is given by the best-known upper bound for ARloc(Pk). Next is:
Problem 2. Improve the upper bound for ARs(Pk).
We proved that ARFF (H) is very closely related to a min-max quantity with respect to
matchings in H. We derived an upper bound ARFF (H) ≤ (τ + 1)k, which we suspect could
be improved by the factor of 2.
Problem 3. Is it true that for every graph H, ARFF (H) ≤ (τ + 1)k/2?
For all our lower bounds for ARo Painter uses the First-Fit strategy. This gives rise to
the following:
Problem 4. Find a class of graphs for which ARo and ARFF have different asymptotic
behavior.
The theme of this paper was to efficiently force a rainbow copy of a specific graph H in
every proper coloring of a constructed graph G. We have measured efficiency by the number
of edges required in G and have considered this both in the online and offline setting. Let us
mention another concept of efficiency that might be interesting to study: For given graph
H what is the least maximum degree of a graph G with G → H, i.e., where every proper
edge-coloring of G contains a rainbow copy of H? Clearly, the maximum degree of G must
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be at least |E(H)|−1 since otherwise G can be properly colored with less than |E(H)| colors
and hence does not contain a rainbow copy of H.
There is also an online variant of this question, which is analogous to the online anti-
Ramsey numbers we defined here. One can show that Builder can force a rainbow matching
on k edges even if the graph she presents has maximum degree at most d(k + 1)/2e and
that no rainbow copy of any k-edge graph H can be forced by Builder if she is restricted to
presenting a graph of maximum degree strictly less than d(k + 1)/2e.
Problem 5. How large rainbow paths can Builder force, when she presents a graph with
bounded maximum degree?
We remark that such questions are closely related to the so-called restricted setting con-
sidered by Pra lat [27] and Grytczuk, Ha luszczak and Kierstead [18].
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