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Abstract
We present an approach for analyzing market shares and products price elas-
ticities based on large datasets containing aggregate sales data for many products,
several markets and for relatively long time periods. We consider the recently pro-
posed Bayesian approach of Jiang et al [Jiang, Renna, Machanda, Puneet and Peter
Rossi, 2009. Journal of Econometrics 149 (2) 136-148] and we extend their method
in four directions. First, we reduce the dimensionality of the covariance matrix of
the random effects by using a factor structure. The dimension reduction can be
substantial depending on the number of common factors and the number of prod-
ucts. Second, we parametrize the covariance matrix in terms of correlations and
standard deviations, like Barnard et al. [Barnard, John, McCulloch, Robert and
Xiao-Li Meng, 2000. Statistica Sinica 10 1281-1311] and we present a Metropolis
sampling scheme based on this specification. Third, we allow for long term trends
in preferences using time-varying common factors. Inference on these factors is ob-
tained using a simulation smoother for state space time series. Finally, we consider
an attractive combination of priors applied to each market and globally to all mar-
kets to speed up computation time. The main advantage of this prior specification
is that it let us estimate the random coefficients based on all data available. We
study both simulated data and a real dataset containing several markets each con-
sisting of 30 to 60 products and our method proves to be promising with immediate
practical applicability.
KEYWORDS: Random Coefficient Logit, Aggregate share models, Bayesian anal-
ysis
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1 Introduction
A growing number of scholars is developing estimation methods for random coeffi-
cient logit models based on aggregate sales data. Currently, the estimation methods
are based on the generalized method of moments [GMM], as in Nevo (2001) and
Berry et al. (1995) (hereafter BLP), or based on likelihood or Bayesian approaches,
as in Jiang et al. (2009) (hereafter Bayesian BLP or BBLP), Yang et al. (2003),
and Park and Gupta (2009). The choice of the estimation method depends on the
modeling assumptions regarding aggregate demand shocks, consumer heterogene-
ity, stability of preferences, price endogeneity and on the size and type of data
available.
Recent Bayesian and maximum likelihood-based approaches have been success-
fully applied to data containing relatively long time series of weekly data (ranging
from one to six years) concerning a small number of products (usually less than 6
products) sold in a single market (Jiang et al., 2009; Musalem et al., 2006; Yang
et al., 2003). The GMM approach has been applied to similar sized data, like in
Goeree (2008). Recently, Berry and Pakes (2007) use GMM and apply an extension
of the BLP model to data consisting of both small (between 2 and 10) and large
(100) number of products. The extension of Berry and Pakes (2007) is mainly fo-
cused on relaxing the assumption of non-zero demand shocks specifically when the
market is saturated with many products. Their specification of null demand shocks
may decrease the precision of the BLP contraction mapping and they present new
complementary routines that overcome this issue.
One of the most challenging aspects for all methods is the estimation of the un-
derlying distribution of the random effects that describe individual level consumer
heterogeneity. As only aggregate data is available, the heterogeneity needs to be
identified based on switching patterns. The simulation results of Jiang et al. (2009)
suggest that their Bayesian method performs well and makes a more efficient use of
the data relative to a GMM estimator. Nonetheless, today still little is known about
the scalability (that is the performance and adaptability) of current methodologies
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to settings with many products and markets.
In this paper we investigate the scalability of the Bayesian approach proposed
by Jiang et al. (2009) and we extend their method in four directions. First, we
propose a factor structure for the covariance matrix of the random effects. We will
assume that the covariance matrix between J products can be modeled by a group
of K factors, where the factor loadings are based on observable characteristics.
Such a structure helps to keep the dimension of the heterogeneity structure under
control. That is, we make the same distributional assumptions as in Jiang et al.
(2009) regarding the heterogeneity and aggregate demand shocks but we strongly
reduce the dimension of the covariance matrix. This reduction will be especially
important in applications with a large number of products.
Second, we specify the covariance matrix following Barnard et al. (2000) as
a function of correlations and standard deviations and we propose a Metropolis
sampling scheme based on this parametrization. This parametrization has two main
advantages. A technical advantage is that splitting the covariance in variances and
correlations allows for a more efficient sampling scheme. A practical advantage is
that the correlation structure of the heterogeneity itself may be most informative
for managers.
The third extension in our approach is that we allow for time variation in pref-
erences. Preference fluctuations are likely to occur over long periods of time and
over seasons. In the currently considered Random Coefficient Logit Models such
developments are often ignored. One exception we are aware of is Chintagunta
et al. (2005), who show that allowing for time variation in preferences is beneficial
to reduce both the uncertainty regarding brand preferences and the uncertainty
regarding the sensitivity of products’ shares to marketing efforts.
Finally, we consider an attractive combination of priors applied to each mar-
ket and globally to all markets. This prior specification let us analyze all data
simultaneously and it facilitates the estimation of the underlying distribution of
the random coefficients based in all the data.
The Bayesian approach we use in this paper allows for an efficient implementa-
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tion of the four extensions mentioned above. One main advantage of the Bayesian
approach over simulated maximum likelihood and GMM is that inference over any
function of the parameters is straightforward because we obtain the posterior dis-
tribution of all parameters as the MCMC output. This for example allows for a
straightforward assessment of the uncertainty in (cross) price elasticities. A second
main advantage of the Bayesian approach is that we can incorporate efficient sam-
pling of time-varying parameters alongside the other model parameters. Chinta-
gunta et al. (2005) use MLE and specify brand-specific time-fixed effects to account
for time variation in preferences. Their specification of brand and time-specific fixed
effects is an attractive formulation but the number of fixed effects to estimate may
increase rapidly as the number of brands and time periods increases. As Chin-
tagunta et al. (2005), we allow for time-variation in preferences but we use the
simple and efficient simulation smoother of Durbin and Koopman (2002) to sample
the time-varying parameters. The smoother is flexible because it let us reduce the
model to the setting where brand preferences are fixed in time and this reduction
may depend on the model’s parameter estimates or it can easily be specified a
priori.
We illustrate our approach using both simulated data and a real dataset that
contains sales data for more than 20 markets each with a different, large, number of
products and brands. The remainder of the paper is structured as follows. In the
next section we discuss the model. Next we present the Bayesian inference (some
technical details are discussed in the appendix). Section 4 shows the results of a
simulation experiment. In Section 5 we show detailed results of the application of
the model to actual data. We conclude the paper with a discussion.
2 Augmented Bayesian BLP Model
In this section we present our approach and we discuss how we augment the BBLP
model in the directions discussed earlier. First in subsection 2.1 we present the
model specification. Next in subsection 2.2 we discuss the share inversion method
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and the integration of the share function.
2.1 Model Specification
Consider consumers who make purchases from a set of J products during T time
periods in M different markets. In general not all products will be available in all
markets. We will use the letter J to refer to the total number of unique products
available across all markets. Jm denotes the set of products that are available in
market m. The size of this set, that is, the number of products available in market
m is denoted by Jm. In each period a consumer in market m can either choose to
purchase one of the products in Jm or choose an outside good, that is, he buys a
product outside the set Jm.
The purchase behavior of individual i in market m is based on utility maximiza-
tion. We assume that the (latent) utility for consumer i for product j at time t in
market m (denoted by umijt) contains three parts, (i) an “explained” part (w
m
ijt), (ii)
a market level aggregate demand shock (ηmjt ), and (iii) an individual level random
effect (ǫmijt), that is, we specify
umijt = w
m
ijt + η
m
jt + ǫ
m
ijt, j ∈ J
m, t = 1, . . . , T. (1)
We make the standard assumption of a type-I extreme value distribution for ǫmijt
and we assume ηmjt ∼ N(0, τ
2
m). We use a factor structure to further model w
m
ijt,
that is we use
wmijt = f
m
it
′λmjt , j ∈ J
m, t = 1, . . . , T, (2)
where fmit denotes an individual-specific K
m dimensional dynamic factor, and λmjt
is a (Km× 1) vector containing the factor loadings for product j in market m. The
factor loadings are based on observable product characteristics, such as, packaging
and brand name, but also (log) price and promotional indicators may be part of the
factor loading vector. In general λmjt will contain constant as well as time-varying
elements. In principle the same factors will be used in all markets, however, in
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some cases some factors may not be present in a market. For example, a particular
package may not yet be available in a market. Therefore we need to specify the
number factors to be dependent on the market.
The factor fmit gives the importance of a particular product characteristic for
individual i in market m at time t. We split this factor into a time-varying part,
which is the same across the population, and a heterogeneous part, which is constant
over time, that is,
fmit = f¯
m
t + υ
m
i , where υ
m
i ∼ φ(0, A
mΨAm′), (3)
where Ψ denotes the variance matrix of all individual level random effects and Am
denotes a selection matrix. This matrix selects the rows and columns of the variance
matrix that correspond to factors that are relevant for market m. The matrix Am
can be obtained by deleting all rows from the K dimensional identity matrix that
correspond to irrelevant factors. Note that the variance of the random effects is
in principle common across markets. Together with the factor loadings in λmjt the
covariance matrix AmΨAm′ gives a flexible but parsimonious specification for the
variance structure of the preference heterogeneity.
Note that we can write the covariance matrix of the utilities for all products in
market m, call this matrix Σm, as a function of Ψ, the selection matrices Am and
the factor loadings Λmt where Λ
m
t = {λ
m
jt}j∈Jm . That is,
Σm = Λm′t A
m′ΨAmΛmt . (4)
Next we assume a particular law of motion for f¯mt , the common dynamic com-
ponent of the factor. We use the state space specification
f¯mt+1 = Γ
m
t f¯
m
t +Π
m
t ω
m
t , (5)
where ωmt ∼ N(0,Ω
m) and Γmt is a known matrix. In the state space literature, Ω
m
and Γmt are usually set to be diagonal. Furthermore, if we additionally restrict the
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k-th diagonal element of Γmt to be 1, we obtain a random walk for the k-th factor,
that is, f¯mkt+1 = f¯
m
kt +ω
m
kt. If the variance of ω
m
kt is set to zero (or the corresponding
element of Πmt ), we obtain a constant specification for the factor, f¯
m
kt = f¯
m
k1. If we
instead set the diagonal element of Γmt to zero and the corresponding variance to a
non-zero value, we obtain independent random effects over time, f¯mk,t+1 = ω
m
kt.
We complete the model by normalizing the utility of the outside good to be 0.
Based on the complete utility specification we can derive the purchase probabilities,
or consumption share for individual i, smijt as a function of (f
m
it
′Λmt , η
m
t ), where η
m
t
is a vector with elements {ηmjt}j∈Jm and Λ
m
t is a vector with elements {λ
m
jt}j∈Jm .
We use {xmjt}j∈Jm to refer to a vector containing the elements (x
m
1t, . . . , x
m
Jt) and
we use j ∈ Jm to denote that the product index j is market-specific and hence it
covers only the products in the set Jm. Using the properties of the extreme value
distribution we obtain
smijt(f
m
it
′Λmt , η
m
t ) =
exp(fmit
′λmjt + η
m
jt )
1 +
∑
h∈Jm exp(f
m
it
′λmht + η
m
ht)
. (6)
The overall market share, denoted by smjt, of product j and time t in market m,
measured over the entire population, is obtained by integrating smijt(f
m
it
′Λmt , η
m
t )
over the individual-specific parameters in fmit . Therefore we have that
smjt =
∫
exp(fmit
′λmjt + η
m
jt )
1 +
∑
h∈Jm exp(f
m
it
′λmht + η
m
ht)
φ(fmit ; f¯
m
t , A
mΨAm′)dfmit (7)
If we use fmit = f¯
m
t + υ
m
i and υ
m
i ∼ φ(0, A
mΨAm′) we can write equation (7) as
smjt =
∫
exp(µmjt + λ
m
jt
′υmi )
1 +
∑
h∈Jm exp(µ
m
ht + λ
m
ht
′υmi )
φ(υmi ; 0, A
mΨAm′)dυmi , (8)
where µmjt = (f¯
m
t )
′λmjt + η
m
jt . Note that the share s
m
jt inherits randomness only from
the term ηmjt as we integrate over υ
m
i .
Following Jiang et al. (2009) we denote the relationship between the shares
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vector smt = {s
m
jt}j∈Jm and the vector with aggregate demand shocks η
m
t in (7) as
smt = h(η
m
t |Λ
m
t , f¯
m
t ,Ψ). (9)
Based on the relation in (9) and the distribution of ηmt , the joint density of the
shares at time t is
π(smt |Λ
m
t , f¯
m
t ,Ψ, τ
2
m) = φ(h
−1(smt |Λ
m
t , f¯
m
t ,Ψ)|0, τ
2
m)|Jsmt →ηmt |
−1, (10)
for t = 0, . . . , T and m = 1, . . . ,M and where we use π(.) to denote a generic
density and π(y|x) the density of y given x. In addition, the Jacobian Jsmt →ηmt is
defined as the (Jm × Jm) matrix with elements
∂smjt/∂η
m
kt =


−
∫
smijts
m
iktφ(υ
m
i ; 0, A
mΨA′m)dυ
m
i if k 6= j∫
smijt(1− s
m
ikt)φ(υ
m
i ; 0, A
mΨA′m)dυ
m
i if k = j,
(11)
where the arguments of the functions smijt and s
m
ikt are dropped for convenience, see
(8) and j, k ∈ Jm. Given equation (10) the joint conditional density for the shares,
or the likelihood, for market m is given by
π(sm|Λm, f¯m,Ψ, τ2m) =
T∏
t=1
π(smt |λ
m
t , f¯
m
t ,Ψ, τ
2
m), (12)
where Λm = (Λm1 , . . . ,Λ
m
T ), s
m = (sm1 , . . . , s
m
T ) and f¯
m = (f¯m1 , . . . , f¯
m
T ).
Two difficulties in this model are the inversion of the share function h() in
equation (9) and the evaluation of the integrals in equations (8) and (11). The
inversion and the integration are required to obtain the aggregate shocks ηmt and
hence to evaluate the density in equation (10). We discuss these two issues next.
2.2 Share inversion method and integral approximation
To calculate the joint density in (12) we need to take two hurdles. First we need
to solve the integrals in (8) and (11). Next, we need to obtain the inverse of the
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function h() in (9).
We apply the contraction mapping of Berry et al. (1995) to obtain the inverse
in terms of µmjt for all necessary m, j and t. Within this procedure we need to
calculate the market shares given µmjt , Λ
m
t and Ψ, j ∈ J
m, t = 1, . . . , T and
m = 1, . . . ,M by integrating equation (8) with respect to υi. We numerically
approximate this integral by averaging over H draws from the distribution of υi
that is N(0, AmΨAm′). Jiang et al. (2009) report that H ranges from 20 to 50
in previous literature and they show that their Bayesian estimator has the same
performance for H = 50 and H = 200. However, in our case we may need more
draws as we develop the model for many more parameters.
A common approach to obtain each of the H draws of υi is based on the product
of the Cholesky decomposition of AmΨAm′ and draws from a standard normal,
that is υdi = (A
mΨAm′)1/2ζd where Σ1/2 denotes the Cholesky decomposition of Σ
and ζd ∼ N(0, I) for d = 1, . . . ,H, where I denotes an identity matrix. A more
efficient approximation of the integral may be obtained by using a quasi-random
scheme to generate the ζd. Train (2003, chap. 9, page 236) suggests scrambled
Halton sequences for integrals of large dimensions and his suggestion, we believe,
is motivated by the same family of logit models that we are concerned with here.
In Figure 1 we compare the integration results based on scrambled Halton se-
quences versus the integration results based on regular normal draws. We consider
the scenario where the parameters are known and we use the approximation method
discussed above to obtain the market shares. In the top panel we report the perfor-
mance when the integral has only three dimensions and in the lower panel we report
the performance when the integral has 30 dimensions. In both panels we report
the market share for only one of the products. This simple exercise suggests that
the market shares are much better approximated by integrating with Halton draws
regardless of the dimension of the integral. For large dimensions the approximation
of the normal draws seems to converge to the approximation of the Halton draws
after the number of draws (H) is higher than 400 while the approximation based
on Halton draws performs well for H > 100.
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3 Bayesian Inference
In this section we discuss the priors we choose to complete the model specification.
Specifically, we present in subsection 3.1 a prior for the matrix Ψ that is simple
to calibrate when analyzing many products and markets and at the same time the
prior will let us treat the scale and the correlation structure of Ψ separately. Next
in subsection 3.2, we discuss the market-specific priors. Finally in subsection 3.3,
we discuss the MCMC sampling scheme.
3.1 Prior and Structure for Ψ
Jiang et al. (2009) specify the covariance matrix Σm in terms of the unique elements
of its Cholesky root. They set Σm = U ′U where
U =


er11 r12 r13 . . . r1J
0 er22 r23 . . . r2J
0 0
. . .
. . .
...
...
...
. . . eeJ−1,J−1 rJ−1,J
0 0 . . . 0 erJJ


, (13)
and they choose to set separate normal priors for the diagonal and off-diagonal
elements of U. That is, Jiang et al. (2009) set rjj ∼ N(0, σ
2
j ) for the diagonal
elements j = 1, . . . , J and rjk ∼ N(0, σ
2
od) for the off-diagonal elements j 6= k. Note
that Jiang et al. (2009) deal with only one market m and that in our approach we
model the heterogeneity through Ψ (that is a K ×K matrix) and not through Σm
(that is a J × J matrix) where K is the number of factors while J is the number of
products.
This prior specification enforces the positive-definitiveness of Σm and in addition
the priors on the rjk elements used by Jiang et al. (2009) are symmetric and this
matched well with the random walk Metropolis Hastings [MH] sampling scheme
they propose to sample the r-parameters. A second advantage of Jiang et al.
(2009) prior is that it can be set to be relatively uniform on the correlation range
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(−1, 1). Overall, this specification is attractive and simple but it also has a number
of shortcomings. First, Jiang et al. (2009) note that to obtain a plausible (implied)
prior on the variances in Σm the prior variances σ2j should be decreasing with j and
they provide a particular relation between σ2j and j. However, the prior in one of
the elements of (13) may affect many of the elements in Σm and this complicates
the prior interpretation, specially when J is large. Second, this prior imposes a
correlation structure simultaneously with the overall scale of the heterogeneity.
Other studies point out that it may be relatively hard to identify the heterogeneity
(Bodapati and Gupta (2004)) and the uncertainty related to the Σm elements is
therefore usually large, see for example Jiang et al. (2009) and Musalem et al.
(2006). However, we do not know if the large uncertainty reported in previous
studies is due to the uncertainty on the overall scale of Σm or if it is due to the
correlation structure in Σm. Finally, it is well known that the correlation structure
of Σm is very important in order to obtain different substitution patterns far from
the IIA assumption of the logit. Therefore, we would like to use a prior that can
let us deal with the scale and correlations separately.
Finally, changing one element of U may lead to a very different Σm. This fact
makes the implementation of an efficient MH sampler difficult if J is large. More
precisely, in their MH scheme Jiang et al. (2009) choose to draw the candidate
elements of U from a multivariate normal that is calibrated based on a short chain
of their model MCMC output. The length of the chain needed for the calibration of
the multivariate normal needs to be longer when the number of dimensions is large.
When dealing with large dimensions, the step size in the random walk MH sampling,
for each of the rjk elements, needs to be set smaller as the dimension increases in
order to keep a good acceptance rate in the estimation algorithm. Although this
last issue always arises whenever many elements are updated simultaneously, here
it can be more dramatic as “local” changes in U lead to “global” changes in Σm.
Summarizing, we would like to use a prior specification that is simpler to cali-
brate when dealing with large dimensions and at the same time we like to treat the
scale and the correlation structure of the heterogeneity separately.
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We choose to use the prior specification of Barnard et al. (2000) for Ψ. We define
Ψ = DRD where D is a diagonal matrix with K elements (standard deviations)
and R is a K × K correlation matrix. For the variances in D we set the prior
log(diag(D)) ∼ N(0,∆). Formulating a prior on R is not straightforward because
we need a prior that deals with all the elements of R and the restrictions on them.
We need to assure the positive definitiveness of R, the range of its elements must be
(−1, 1) and all the elements together should satisfy triangularity restriction inherent
to any correlation matrix. In addition, we need to update all the elements of R
simultaneously to ease the computational burden. However, based on any variance
matrix Σ one can obtain the corresponding correlation matrix by standardization.
Hence, we assume R = fc(S) and we specify an Inverted Wishart prior for S with
parameters (G, v). The function fc() transforms a covariance matrix to a correlation
matrix. The location matrix G is set such that the expected value of S is an identity
matrix; that is G = (v − h − 1) × I, where h is the number of columns of R, v is
the degrees of freedom of the Inverted Wishart and I is an identity matrix of size
h. Note that our variance matrix Ψ is now actually a function of D and S. In the
MCMC sampling below we will actually sample these two matrices.
Barnard et al. (2000) set a prior directly on R while we set a prior on R implicitly
by the prior on S. The main reason why we deviate from them is that evaluation of
the posterior is very costly in our application and hence we need to use a proposal
for S that updates all the correlations in R in a single step. In contrast, the
computation time of the application in Barnard et al. (2000) allows for a relatively
fast element by element update of the matrix R.
In Figure 2 we report the implied correlation distributions for two different de-
grees of freedom and for two elements of a Ψ matrix of size 10 × 10. The implied
correlations can be set to be roughly uniform on the (−1, 1) interval depending on
the degrees of freedom set on the Wishart distribution. Therefore, the implied cor-
relations of this prior are very similar to the implied correlations of the specification
used by Jiang et al. (2009). However, the parameters in our suggested priors are
easier to interpret.
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3.2 Market-Specific Priors and Joint Posterior
We presented the likelihood for each of the m markets in equation (12) and we
presented the structure and prior for Ψ in the previous section. This variance matrix
applies to all markets. What is left to specify are the priors for τ2m, Ω
m and the initial
state distributions for all common dynamic factors fmt . In addition the matrix Γ
m
t
needs to be defined. We define fm1 ∼ N(0, P
m) where we set Pm reasonably large
and non-informative, Pm = 100I for all m. We assume Ωm = σ2mHm where Hm
is a diagonal matrix of size Jm and σ2m ∼ vos
2
o/χ
2
vo . The diagonal elements of Hm
are equal to one for the factors fmt that are time-varying and equal to zero for the
factors that are fixed over time. We set Γmt equal to an identity matrix Im of size
Jm and for τ2m we do not set any prior.
The joint posterior is proportional to the product of the likelihood and priors for
each market times the prior distribution of Ψ that apply to all markets. Note that
the factor loadings are assumed to be given, as they represent observed product
characteristics. The posterior becomes
π(f¯∗, τ2∗ , σ
2
∗ ,D, S|s
∗,Λ) ∝ π(log(diag(D)); 0,∆)π(S; I, v)×(∏
m
π(sm|f¯m,Ψ, τ2m)πm(f¯
m
1 ; 0, P
m)
[
T−1∏
t=1
π(f¯mt+1|f¯
m
t , σ
2
mIm)
]
π(σ2m; vo, s
2
o)
)
, (14)
where s∗ = (s1, . . . , sM ), f¯∗ = (f¯
1, . . . , f¯M ), τ2∗ = (τ
2
1 , . . . , τ
2
M ), σ
2
∗ = (σ
2
1 , . . . , σ
2
M ),
Ψ = Dfc(S)D.
In addition, the priors for fm1 , σ
2
m, D and S are defined as follows
π(f¯m1 ; 0, P
m) ∼ N(f¯m1 ; 0, P
m)
π(σ2m; vo, s
2
o) = (σ
2)−(vo/2+1)e−vos
2
o/2σ
2
log(diag(D)) ∼ N(0,∆)
π(S; I, v) ∝ |I|
v/2
|S|(v+K+1)/2
e−1/2tr(S
−1
I)
. (15)
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3.3 MCMC algorithm
The approach we follow is a combination of the sampler proposed in Jiang et al.
(2009) with simulation smoother of Durbin and Koopman (2002) and a Metropolis
Hastings sampler for Ψ. We use the following steps: (i) conditional on Ψ we use
the contraction mapping to obtain the (implied) µmjt, for m = 1, . . . ,M , j ∈ J
m,
t = 1, . . . , T ; (ii) conditional on Ψ (and µmjt) we use the simulation smoother to
sample f¯∗, the µmjt values appear as dependent variables in this smoother; (iii)
conditional on f¯∗ and all µmjt we sample τ
2
∗ and σ
2
∗ ; (iv) finally we use a Metropolis
Hastings sampler to draw the elements of D and S which determine Ψ.
More specifically, we use the following three set of conditionals
f¯∗|Ψ, σ2∗ , τ
2
∗ , s
∗,Λ
σ2∗ , τ
2
∗ |Ψ, f¯
∗, s∗,Λ
D,S|σ2∗ , τ
2
∗ , f¯
∗, s∗,Λ.
(16)
We draw the first set of conditionals using the simulation smoother of Durbin and
Koopman (2002). That is, given µmjt for all m, j and t we can draw the parameters
of the following measurement and state equations
µmt = Λ
m
t
′f¯mt + η
m
t with η
m
jt ∼ N(0, τ
2
m)
f¯mt+1 = Γ
m
t f¯
m
t +Π
m
t ω
m
t with ω
m
t ∼ N(0, σ
2
mIm),
(17)
where µmt is defined as the (Jm × 1) vector with elements µ
m
jt, j ∈ J
m. This
specification is attractive because we can set some of the common factors f¯mt to be
fixed in time while others can remain time-varying. This is done simply by setting
some of the elements in the diagonal matrix Πmt equal to zero. The simulation
smoother of Durbin and Koopman (2002) gives a draw from the joint posterior
of f¯mt , for t = 1, . . . , T . For details we refer to their paper. Conditional on µ
m
t
and f¯m sampling the variances is straightforward. Given our priors they can be
sampled from Inverted Gamma distributions. That is, τ2m ∼ IG(n
m
τ , s
2
τ ) and σm ∼
IG((υo + n
m
σ ), (s
2
σ + s
2
o). The n
m
τ are the number of observations available for the
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measurement equation at market m for m = 1, . . . ,M and s2τ is the sum of squared
residuals of the measurement equation. The nmσ is the number of observations
available in the state equation at market m and s2σ is the sum of squared residuals
of the measurement equation. The υo and s
2
o are the parameters of the prior for
the variance of the state equation, see the priors in equation (15).
For the third set of conditionals we use a Metropolis Hastings algorithm. For the
(log of the) elements of D we use a standard random walk as candidate distribution.
For comparison with the second part of this step we write the proposal as
log(diag(Dcandidate)) ∼ N(log(diag(Dcurrent)), ζ2I). (18)
For S we also propose a random walk candidate distribution. However, for efficiency
in the total sampler we which to have a candidate that can generate matrices close
to the current value. As a candidate distribution we use an inverted Wishart
distribution which has the current value as expected value, that is,
Scandidate ∼ IW ((v1 −K − 1)S
current, v1). (19)
We choose v1 and ζ
2 to achieve between 20% and 50% acceptance rate in the
Metropolis steps. In the MCMC we use two Metropolis steps to update D and S
separately.
To sample D and S we evaluate the model posterior in equation (14) in two
Metropolis steps, the first for D and the second for S. We set
Dnew = Dcand with probability min{p
∗(Dcand|S,f¯∗,τ2
∗
,σ2
∗
,s∗,Λ)
p∗(Dprev |S,f¯∗,τ2
∗
,σ2
∗
,s∗,Λ)
, 1}, (20)
and we set
Snew = Scand with probability min{p
∗(Scand|D,f¯∗,τ2
∗
,σ2
∗
,s∗,Λ)
p∗(Sprev |D,f¯∗,τ2
∗
,σ2
∗
,s∗,Λ)
, 1}. (21)
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The candidate and previous posterior density in equation (20) are given by
p∗(Dcand|S, f¯∗, τ2∗ , σ
2
∗ , s
∗,Λ) =
π(log(diag(Dcand)); 0,∆) ×
∏
m
π(sm|Λm, f¯m,Ψcand, τ2m), (22)
and by
p∗(Dprev|S, f¯∗, τ2∗ , σ
2
∗ , s
∗,Λ) =
π(log(diag(Dprev)); 0,∆) ×
∏
m
π(sm|Λm, f¯m,Ψprev, τ2m). (23)
where Ψcand = Dcandfc(S)D
cand and Ψprev = Dprevfc(S)D
prev while the terms in
the Metropolis step in equation (21) are given by
p∗(Scand|D, f¯∗, τ2∗ , σ
2
∗ , s
∗,Λ) =
π(Scand; I, v)× π(Sprev;Scand, v)×
∏
m
π(sm|Λm, f¯m,Ψcand, τ2m), (24)
and by
p∗(Sprev|D, f¯∗, τ2∗ , σ
2
∗ , s
∗,Λ) =
π(Sprev; I, v)× π(Scand;Sprev, v) ×
∏
m
π(sm|Λm, f¯m,Ψprev, τ2m), (25)
where Ψcand = Dfc(S
cand)D, Ψprev = Dfc(S
prev)D and π(sm|Λm, f¯m,Ψ, τ2m) is
defined in equation (12). We use the proposal distributions in equation (18) and
equation (19) to draw the candidate matrices Dcand and Scand based on their pre-
vious values Dprev and Sprev, respectively.
The Metropolis steps are very costly in terms of computation time in the MCMC
algorithm. This is the only step in the algorithm where we need to use the BLP
contraction mapping and where we need to evaluate the Jacobian in equations (10)
and (11). Some time may be saved by jointly updating these matrices. However, the
joint updating of D and S will not let us distinguish what is driving the acceptance
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rate in the Metropolis steps. Moreover, the separate updating of these matrices let
us distinguish if a candidate matrix Ψcand (Ψ = Dfc(S)D) is rejected because of
its correlation structure or because of its overall scale.
4 Simulation Experiment
We test our modeling approach on simulated data and in this section we discuss
the data generation process and the results of the MCMC estimation procedure.
4.1 Data Simulation
In this section we describe how we create synthetic data and we consider a setting
where we have data for many products and markets. This setting is not typical
in the literature but it that corresponds with the setting that we deal with in the
application.
We assume products are sold in 10 markets and we simulate 4 years of monthly
data for each market. Each market will be assigned a specific number of products
and these products will be assigned to 10 different brands.
All 10 brands are available in each market and we assign 5, 6, 8 or 10 products
to each brand at each market. Hence, the number of products assigned to a brand
varies per market and each market consists of a specific number of products. The
probability of a brand to be assigned 5 or 6 products at each specific market is
90% while the probability of being assigned 8 or 10 products is 10%. That is,
the expected number of products per brand is 5.85 and the expected number of
products per market is 58.5. This is a large number of products relative to previous
studies. For example, Jiang et al. (2009) and Yang et al. (2003) study one market
that consists of 3 products and one outside good while Musalem et al. (2006) apply
their model to a setting with four products and one outside good.
The mean utilities (the µmjt) for products are market-specific. The mean prod-
ucts’ utilities are assumed to depend on the products’ brands, the products’ at-
tributes and the products’ prices and promotions. We define 5 attributes and we
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assign only one attribute per product and all attributes are equally likely per prod-
uct. Note that this last assumption implies that each brand may have a certain
number of products that share the same attributes. We set one of the attribute
coefficients as the base and equal to 0 while the rest is generated from a normal
distribution with mean 0 and variance 5.
Next, we define the price and promotion coefficients and these are −5 and −2,
respectively, and these coefficients are the same across markets. The price series
for each product follows a sine curve (with a very long cycle) plus normal noise
with mean 2 and variance 1. To create the promotional series we use a uniform
distribution with range (0, 1). We assume that there is a 30% chance of a promotion
and the range of promotions is between 0 and 30%. That is, when we draw a
promotional index value (from the uniform) lower than 0.70 then the promotional
index is equal to 1 otherwise the promotion index is equal to the drawn value.
Attribute, price and promotions coefficients will be fixed in time while the brand
coefficients will be time-varying. We generate 10 brand coefficients using the recur-
sion in equation (17) and we set σm to be equal to 0.40. We set the initial values
for the brand coefficients fm1 based on a normal distribution with mean −3 and
variance 0.16. We use the same recursion to generate the attribute, price and pro-
motion coefficients and their initial value is assigned as we discussed in the previous
paragraph. We further need to set Πmt to be a diagonal matrix with the first 10
elements equal to 1 and the remainder 6 elements of the diagonal are equal to 0.
The Γmt is equal to an identity matrix of size 16.
The factor loadings Λmt will consist of brand and attribute dummies for all
products at time t plus the products prices and promotions at time t. That is, Λmt
is a J ×K matrix, J is the number of products and K is equal to 16 (the number
of brands, attribute, price and promotion coefficients). Finally, we assume that the
variance of product demand shocks τ2m are equal to 0.8 for all m.
We use the specification of Ψ = DRD to draw the random coefficients υmi .
We first draw a matrix P based on a IW (I16, 21) and we set R = fc(P ). The
implied range of the correlations in R goes from −1 to 1 but the extremes of
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the range are not common. Further, we assume the scale of the heterogeneity
depends on both small and large elements with the purpose of checking whether
their size affects their retrieval from the synthetic data. That is, we set D2 =
(2, 2, 2, 2, 8, 8, 8, 8, 4, 4, 4, 4, 2, 2, 2, 2). Finally, we use 3000 draws to approximate the
integral in equation (8) and we generate the draws of the random coefficients based
on the Cholesky decomposition of Ψ and normal draws generated with scrambled
Halton sequences. The 16 factors in Ψ are available at every market and therefore
the Am matrix is the same for all markets and it is equal to I16.
4.2 MCMC Setup
We use a hybrid Metropolis Gibbs sampler to estimate the parameters of the model
in equation (7). The sampler iterates over the conditionals in equation (16). The
first set of conditionals concerns the f¯∗. We set the prior on the initial values
as fm1 ∼ N(0, 100I) for all m and we use the simulation smoother of Durbin and
Koopman (2002) to sample all elements of f¯∗.
The second set of conditionals samples the variances of equation (17). We did
not set any prior information on σ2m and τ
2
m for all m. Hence, τ
2
m ∼ IG(nm, sm)
where nm are the number of observations in the measurement equation in (17) and
sm are the sum of squared residuals in the same equation. In a similar fashion,
σ2m ∼ IG(n
s
m, s
s
m) where n
s
m are the number of observations and s
s
m are the sum of
squared residuals of the state equation in (17).
The third set of conditionals concerns the sampling of the D and S matrices.
We set the v parameter in the prior π(S; I, v) equal to 21 and we use ∆ = 10I in
the normal prior of the log of the diagonal elements of D.
We use the proposal distributions in equation (18) and equation (19) to draw
the candidate matrices Dcand and Scand, respectively. In these proposals we set ζ2
equal to 0.01 and υ1 equal to 10000. The large number in υ1 corresponds to steps
of approximately 0.05 in the elements of the correlation matrix R where R = fc(S).
We calibrated ζ2 and υ1 to achieve an acceptance rate between 20% and 50% for
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both Metropolis steps.
We let the Gibbs-Metropolis sampler to run for 20 thousand iterations. How-
ever, we do oversampling of Ψ. We use 4 updates of S and one of D at every
iteration. That is, we generate 100 thousand candidates for the matrix Ψ. The
matrix Ψ contains 136 unique elements and our purpose with the oversampling is
to let all these elements to move at larger steps at every iteration and let them
adjust better to the rest of the model parameters drawn at every iteration. In this
way, the oversampling may compensate for the small moving steps that we need to
achieve a good acceptance rate in the Metropolis algorithm. Haran et al. (2003)
also consider the oversampling of parameters to accelerate their computation in the
MCMC algorithm.
4.3 Results of the Simulation Experiment
In Table 1 we present the posterior mean and the 99% Highest Posterior Density
Region (HPDR) of the demand shocks for every market. The true value of τ2m is
equal to 0.66 for all markets. Note that we generated data for 10 markets. In most
cases, the posterior mean is very close to its true value. The maximum absolute
deviation of the posterior mean from the true value is approximately 0.06, see the
τ2m=6 that is equal to 0.580.
In Table 2 we present the posterior mean and HPDR of the variance term in
the state equation (17), that is σ2m. The true value of this parameter is 0.16 while
in most cases the posterior mean is close to 0.12. That is, we are finding a small
negative bias that is close to 0.04 for most cases.
In Figure 3 we present the estimates of the fixed coefficients (in circles) and
the box-plots of their posterior distribution. Note that we specified 4 attribute
coefficients and one price and promotion coefficient that vary across markets. That
is a total of 50 coefficients in all markets. We see that for 30 out of the 50 coefficients
the circles (true values) overlap with the position of their distribution in the box-
plot. In the same figure, we see that there is a systematic positive bias in the
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posterior distribution of the price coefficients. The true value of the price coefficient
is equal to −5 while the posterior distribution is higher than −5. In contrast, the
posterior distribution of the promotion coefficients overlap with its true value (−2)
for all markets.
In Figure 4 we present the distribution of the time-varying brand coefficients
for the 5th market. We see that the overall time profile is well retrieved by the
estimation algorithm. In most cases the true value is inside the 99% HPDR. The
results for the other markets are very similar.
In Table 3 we report the posterior mean and HPDR for the elements of the D2
matrix. We see that the 99% HPDR contains the true value for 7 out of the 16
elements. The deviation of the posterior mean from its true value, when the true
value is not contained in the HPDR, may be as small as 1 or as large as 6 variance
points. That is, we find large uncertainty regarding the scale of the heterogeneity
driven by the random coefficients. Jiang et al. (2009), Musalem et al. (2006) and
Yang et al. (2003) find similar levels of uncertainty.
In Figure 5 we report the 99% HPDR (in dashed lines) and the true value (solid
line) of the 120 unique elements of the correlation matrix R (fc(S)). We find that
the HPDR contains the true value for 57 out of 120 elements, that is 47.5% of the
elements. However, we find that the posterior mean of the correlations is on average
0.16 points far from its true level. Hence, our results suggest that the uncertainty
regarding the scale of the heterogeneity (the elements of D) is much larger than
the uncertainty in the elements of the correlation matrix R.
5 Empirical Application
In this section we apply our estimation approach to a real dataset and we analyze
the substitution patterns between a large number of products. Next we provide a
description of the data (in subsection 5.1), the modeling details (in subsection 5.1)
and the estimation results (in subsection 5.3).
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5.1 Data
Our dataset contains sales, price and promotion data for all the products of one
supermarket food category. The data is monthly and it covers a period of four years
and 18 different regions. Consumers at each region may have available a minimum
of 25 up to a maximum of 65 products of 20 different brands. Each brand has its
own positioning in terms of calories, taste and labeling while each brand may offer
products of the same size and packaging. Therefore, we can describe each product in
terms of its brand, size and packaging attributes and its price and promotion data.
There are brands with similar attributes both in terms of calories and taste and
in terms of packaging and size and these brands are usually produced by different
companies. Our data contains products sold by all major companies at each market
and very few firms compose the market.1 Depending on the market, the size of the
outside good varies from 20 up to a maximum of 50%. The calculation of the outside
good share is region-specific and it varies according to the share of the closest and
competing food categories.
5.2 Modeling Details and MCMC Setup
The MCMC setup for the application is very similar to the MCMC setup we use
for the simulated data. An important distinguishing feature is that the matrix Ψ
consists of 32 rows and columns. This number corresponds to 20 brands, 11 size and
packaging attributes, one price and one promotion factor. We leave one attribute
as reference and this results in 32 random coefficients. In the application the Am
matrices select the appropriate elements of the Ψ matrix relevant for the market
m. That is, some attributes or brands may not be available in all markets.
We will assume that all coefficients are fixed with the exception of the brand
coefficients that will be specified as time-varying. We use the priors in equation
(15) where we set Pm = 100I for all m, υo = 1 and so = 0.01. The ∆ matrix is
equal to 25I and v = 35. We did not set a prior on τ2m parameters. The proposal
1Because of our confidentiality agreement we can not reveal the companies names, brands or any other product or
market information in the paper.
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distributions in equation (18) and equation (19) have the parameters v1 = 30000
and ζ2 = 1/200. This configuration achieves between 30% and 50% of acceptance
rate in the Metropolis updates of S and D. We sample D and S separately in the
same way as we did in the simulation experiment.
The matrix Πmt in equation (17) is set equal to an identity matrix of size K
m
(Km is the number of factors at each m) and we set some of its diagonal elements
equal to 0 and these zeros correspond to the factors related to size, packaging and
to price and promotions. The matrix Γmt is of size J
m (the number of products
available at market m) times Km and it is also set to be an identity matrix.
We ran the MCMC chain for 50 thousand iterations and we discarded the first
10 thousand with a thin value of 20. The computation time was of approximately
five days. The number of draws that we used for approximating integrals was 200
and we use draws based on scrambled Halton sequences.
5.3 Estimation Results
We present the posterior mean and HPDR of the τ2m parameters in Table 4. The
uncertainty of the demand shocks is very large for six of the eighteen markets, see
the τ2m for m equal to 1, 2, 12, 13 and 17. The uncertainty in the demand shock
for the remaining markets seems small relative to these six markets.
The posterior mean of HPDR of the σ2m parameters can be read in Table 5.
These are the variances of the time-varying coefficients and we see that they are
very small as we expected. The variance of time-varying parameters in state space
models is usually small (Fruhwirth-Schnatter, 2004) and this indicates slowly evolv-
ing factors.
In Table 6 we present the posterior mean and HPDR for the fixed coefficients at
three markets. We notice that price and promotion coefficients have the expected
negative signs. The promotional index is a number that takes a value between 0
and 1 and it indicates the percentage of the regular price level that is observed. We
notice that the uncertainty related to the price coefficients varies across markets
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while at the same time they remain negative. The preference for size also varies per
market and we find that for each market there are only two sizes with a positive
posterior mean that may be larger than the base category. In Figure 6 we report
the evolution of the time-varying brand coefficients. We report the time profiles
of the time-varying factors relative to their starting point and their corresponding
99% HPDR. This transformation is useful to illustrate how some brands’ preferences
(measured by the time-varying factors) face large variations relative to their starting
position, like brands C, E, F or L, while we see other brands like J or B with much
smaller time variation. Note that this figure does not show the level uncertainty
around the time-varying brand coefficients. Their level uncertainty, however, is
similar to the uncertainty of the fixed coefficients. We see also that the coefficients
for different types of packaging show significant time variation relative to their
starting point, see the bottom row in Figure 6.
In Figure 7 we report the distribution of 60 elements of the Ψ matrix. The Ψ
matrix size is 32×32 and therefore it contains 528 unique elements. We notice that
the uncertainty varies per element but overall the uncertainty is relative small for
most correlations. The element 39 in the lower panel has the largest uncertainty
and its range goes from −0.75 up to 0 while there are other cases like the element
12 in the upper panel with very tight posterior distributions.
In Table 7 we present the posterior mean and the 99% HPDR of the matrix
D2. Some of the elements of the matrix are retrieved with a lot of uncertainty. For
example, the posterior mean of the D29 is 4.64 but its HPDR includes values close to
10 while the posterior mean of D215 is equal to 10.625 and its HPDR includes values
as high as 22. These rest of the elements in the D2 matrix, and the mayority, show
a much smaller uncertainty relative to these high values in D29 and D
2
15. Previous
studies, like Jiang et al. (2009), Musalem et al. (2006) and Yang et al. (2003), report
simular range of both the scale of the heterogeneity and its uncertainty.
Finally, in Figure 8 and Figure 9 we present the own-price and cross price
elasticities for the products in market 2. We computed the elasticities as we describe
in the Appendix A. The price elasticities have a range that goes from −1 to −3.5
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while the cross-price elasticities range goes from 0 up to 1.6. In this last figure light
(white) colors represent high values while darker (dark red) colors represent lower
cross price elasticities. In Figure 9 we notice that many products respond to the
price changes of a relatively small set of products. For example, a price change in
the 10th product affects almost all products in this market and their cross price
elasticity is close to 1.66. Finally, we notice that substitution patterns (measured
by cross price elasticities) are stronger among a small subset of products.
6 Conclusions
The estimation of aggregate share models based on the random coefficient logit
specification presents different challenges. The scalability of models and estimation
algorithms is one of these main challenges. Berry and Pakes (2007) is a recent paper
with a similar concern as ours and that is the practical application of this family
of models to larger and more comprehensive datasets. In this paper we investigate
the scalability of the BBLP approach and we successfully applied our method to
simulated data and to a relative large real dataset. It is large in terms of the number
of products, brands and markets that it includes while it is still small relative to
the time periods we have available.
Our specification is based on the recent advances of Jiang et al. (2009), Durbin
and Koopman (2002) and Barnard et al. (2000). These advances all put together
allow us to model time variation in preferences and to separate the uncertainty of
the random coefficients in terms of their scale and in terms of their correlation.
In addition, our mode specification combines global and market specific priors and
this allows us pool information across several markets.
We believe that the uncertainty related to the random coefficients is a great
challenge. In contrast with previous studies we report the uncertainty related to
the correlation and the scale of the random coefficients separately. Our results
point that the overall scale of the covariance matrix of the random coefficients may
present a larger uncertainty relative to the uncertainty present in their correlation
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structure. This last result is an initial step towards the untangling and modeling
of the sources of uncertainty in the random coefficients of the BBLP approach and
we consider that this is a promising area for further research.
We present an approach that is the “augmented” version of the BBLP and it
should be considered whenever there is a large dataset of market shares available
for analysis. Large datasets, particularly of shares, are rarely collected but they are
becoming increasingly common and more detailed. Therefore, approaches like ours
may be needed more often in the future.
We presented our results to managers and they showed a great interest in under-
standing the uncertainty regarding the correlations between a reduced number of
key product factors. Their immediate questions concerned what factors are “com-
peting” between each other and to what extent. Moreover, their intuition and
knowledge of the market supports the idea that preferences for key factors, like
brands, are evolving in time. However, they usually measure these time variations
based on market wide “top of mind” surveys while the use of sales data for this
type of analysis is rare. Hence, the modeling of the evolution in brands-preferences
based in market shares data, they argue, is one of the key and most valuable aspects
of our approach.
26
7 Tables and Figures
Posterior HPDR
Mean 1% 99%
τ 2m=1 0.636 0.618 0.698
τ 2m=2 0.640 0.624 0.670
τ 2m=3 0.595 0.580 0.626
τ 2m=4 0.659 0.641 0.717
τ 2m=5 0.618 0.598 0.657
τ 2m=6 0.580 0.565 0.598
τ 2m=7 0.657 0.640 0.711
τ 2m=8 0.662 0.647 0.755
τ 2m=9 0.641 0.624 0.682
τ 2m=10 0.630 0.615 0.680
Notes: The true value of τ2m is equal
to 0.64 for all m. HPDR stands for
Highest Posterior Density Region.
Table 1: Simulation Experiment: Posterior Distribution of the Variance of the Demand
Shocks
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Posterior HPDR
Mean 1% 99%
σ2m=1 0.107 0.082 0.148
σ2m=2 0.120 0.096 0.157
σ2m=3 0.118 0.088 0.144
σ2m=4 0.120 0.094 0.155
σ2m=5 0.136 0.104 0.182
σ2m=6 0.134 0.102 0.170
σ2m=7 0.128 0.096 0.170
σ2m=8 0.116 0.090 0.153
σ2m=9 0.121 0.090 0.160
σ2m=10 0.128 0.098 0.170
Notes: The true value of σ2m is equal
to 0.16 for all m. HPDR stands for
Highest Posterior Density Region.
Table 2: Simulation Experiment: Posterior Distribution of σ2m
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Posterior HPDR Real
Mean 1% 99% Value
Brand A 1.950* 1.081 4.089 2.0
Brand B 0.435* 0.209 3.446 2.0
Brand C 3.036* 1.958 3.755 2.0
Brand D 1.127* 0.890 3.514 2.0
Brand E 7.890* 5.126 8.983 8.0
Brand F 3.929 3.119 4.702 8.0
Brand G 3.066 2.421 4.500 8.0
Brand H 1.992 1.776 3.789 8.0
Brand I 2.295 1.817 3.617 4.0
Brand J 2.219 1.938 3.603 4.0
Attribute b 4.827 4.270 5.316 4.0
Attribute c 1.990 1.463 3.636 4.0
Attribute d 1.473* 0.732 3.202 2.0
Attribute e 2.988 2.693 3.490 2.0
Price 0.866 0.543 1.510 2.0
Promotion 1.533* 1.112 2.550 2.0
Note: * means that the real value is included in
the HPDR. HPDR stands for Highest Posterior
Density Region.
Table 3: Simulation Experiment: Posterior Distribution of the elements of D2.
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Posterior HPDR
Mean 1% 99%
τ 2m=1 5.329 0.606 53.233
τ 2m=2 7.518 4.782 11.322
τ 2m=3 0.814 0.659 1.034
τ 2m=4 0.895 0.684 1.172
τ 2m=5 1.500 1.127 2.042
τ 2m=6 1.284 0.989 1.715
τ 2m=7 0.831 0.577 1.281
τ 2m=8 0.638 0.574 0.734
τ 2m=9 0.838 0.754 1.013
τ 2m=10 0.467 0.395 0.589
τ 2m=11 1.015 0.805 1.322
τ 2m=12 5.664 1.632 65.241
τ 2m=13 2.631 1.906 3.652
τ 2m=14 0.752 0.672 0.901
τ 2m=15 1.917 1.490 2.572
τ 2m=16 1.439 1.316 1.607
τ 2m=17 4.144 0.602 44.067
τ 2m=18 1.612 1.328 2.101
Note: HPDR stands for Highest
Posterior Density Region.
Table 4: Application: Posterior Mean and HPDR of the τ 2m.
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Posterior HPDR
Mean 1% 99%
σ2m=1 0.0149 0.0090 0.0249
σ2m=2 0.0200 0.0102 0.0397
σ2m=3 0.0628 0.0357 0.1213
σ2m=4 0.0384 0.0206 0.0650
σ2m=5 0.0128 0.0080 0.0276
σ2m=6 0.0180 0.0101 0.0293
σ2m=7 0.0361 0.0208 0.0600
σ2m=8 0.0322 0.0190 0.0563
σ2m=9 0.0390 0.0202 0.0654
σ2m=10 0.0339 0.0196 0.0611
σ2m=11 0.0557 0.0272 0.1021
σ2m=12 0.0131 0.0072 0.0236
σ2m=13 0.0204 0.0113 0.0425
σ2m=14 0.0252 0.0150 0.0450
σ2m=15 0.0132 0.0088 0.0230
σ2m=16 0.0255 0.0139 0.0429
σ2m=17 0.0123 0.0073 0.0249
σ2m=18 0.0147 0.0087 0.0202
Note: HPDR stands for Highest
Posterior Density Region.
Table 5: Application: Posterior Mean and HPDR of the σ2m.
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Posterior HPDR
Mean 1% 99%
Market 1 Size A 0.811 -0.098 1.766
Size B -1.835 -3.025 -0.577
Size C 0.268 -0.643 1.164
Size D -0.513 -2.131 1.174
Size E -2.042 -3.053 -1.017
Price -2.684 -3.925 -1.529
Promotion -2.380 -6.455 1.856
Market 2 Size A 0.120 -0.207 0.438
Size B -0.934 -1.204 -0.669
Size D 0.414 0.059 0.739
Size E -0.218 -0.660 0.191
Price -0.904 -1.472 -0.309
Promotion -2.714 -4.229 -0.894
Market 3 Size A 0.749 0.397 1.093
Size B 0.237 -0.087 0.430
Size C -0.594 -1.015 -0.224
Size D -0.641 -0.877 -0.367
Size E -0.545 -0.821 -0.271
Price -0.593 -0.924 -0.211
Promotion -3.388 -4.764 -2.079
Note: HPDR stands for Highest Posterior Density Region.
Table 6: Application: Posterior Mean and HPDR of the Fixed Elements of fm (size and
price and promotion coefficients) for 3 out 18 markets
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Posterior HPDR
Mean 1% 99%
D21 1.436 0.801 2.493
D22 0.798 0.653 0.896
D23 1.341 1.184 1.619
D24 0.831 0.628 1.461
D25 0.293 0.249 0.335
D26 0.874 0.739 1.022
D27 1.853 0.970 4.412
D28 0.500 0.443 0.575
D29 4.648 1.509 9.801
D210 0.395 0.327 0.457
D211 1.197 0.787 1.718
D212 0.569 0.466 0.727
D213 0.556 0.478 0.603
D214 0.628 0.522 0.700
D215 10.625 3.911 21.916
D216 0.432 0.329 0.502
D217 0.195 0.160 0.238
D218 0.990 0.750 1.257
D219 3.249 1.824 5.073
D220 0.221 0.182 0.276
D221 0.337 0.248 0.378
D222 0.602 0.540 0.698
D223 7.294 5.028 12.136
D224 0.700 0.623 0.794
D225 2.361 1.697 2.710
D226 0.754 0.654 0.955
D227 0.643 0.522 0.732
D228 0.558 0.472 0.667
D229 0.579 0.468 0.672
D230 0.587 0.474 0.797
D231 0.590 0.443 0.777
D232 0.624 0.490 0.811
Note: HPDR stands for Highest
Posterior Density Region.
Table 7: Application: Posterior Distribution of the Elements of the D2 matrix, where
Ψ = DSD.
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Figure 1: Performance of Halton Based Normal Draws versus Normal Draws
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Correlation Implied by IW(G,v=11)
Correlation Element [2,8]
D
en
si
ty
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Correlation Element [4,6]
D
en
si
ty
−1.0 −0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
Correlation Implied by IW(G,v=20)
Correlation Element [2,8]
D
en
si
ty
−0.5 0.0 0.5
0.
0
0.
4
0.
8
1.
2
Correlation Element [4,6]
D
en
si
ty
−0.5 0.0 0.5
0.
0
0.
4
0.
8
1.
2
Figure 2: Prior Correlations for Different Elements of Ψ. The degrees of freedom for the
Wishart Distribution v are set to 11 for the left panel and 20 for the right panel.
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Figure 3: Simulation Experiment: Real (Circles) versus the Posterior Distribution (Box-plots) of the Fixed Coefficients
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Figure 4: Simulation Experiment: Real (Solid Line) versus Posterior Mean (Dots) and
the 99% HPDR (Dashed Lines) of the Time-Varying Brand Coefficients at Market 5
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Figure 5: Simulation Experiment: Real (Solid Line) versus Posterior 99% HPDR (Dashed Lines) of All Elements in the Correlation
Matrix R.
38
Brand A
Time
2005 2007 2009
−
1
.
0
0
.
0
Brand B
Time
2005 2007 2009
−
0
.
5
0
.
5
Brand C
Time
2005 2007 2009
−
1
.
0
0
.
0
Brand D
Time
2005 2007 2009
−
1
.
5
−
0
.
5
0
.
5
Brand E
Time
2005 2007 2009
−
1
.
5
−
0
.
5
0
.
5
Brand F
Time
2005 2007 2009
−
1
.
0
0
.
0
1
.
0
Brand G
Time
2005 2007 2009
−
1
.
0
0
.
0
Brand H
Time
2005 2007 2009
−
1
.
5
−
0
.
5
0
.
5
Brand I
Time
2005 2007 2009
−
0
.
5
0
.
5
1
.
0
Brand J
Time
2005 2007 2009
−
1
.
0
0
.
0
1
.
0
Brand K
Time
2005 2007 2009
−
0
.
5
0
.
5
Brand L
Time
2005 2007 2009
0
.
0
1
.
0
Brand M
Time
2005 2007 2009
−
1
.
0
0
.
0
Brand N
Time
2005 2007 2009
−
0
.
5
0
.
5
Brand O
Time
2005 2007 2009
−
0
.
5
0
.
5
1
.
0
Brand P
2005 2007 2009
−
0
.
5
0
.
5
1
.
5
Pack a
2005 2007 2009
−
2
.
0
−
0
.
5
0
.
5
Pack b
2005 2007 2009
−
0
.
5
0
.
5
1
.
5
Pack c
2005 2007 2009
−
0
.
5
0
.
5
1
.
5
Pack d
2005 2007 2009
−
1
.
0
0
.
0
Figure 6: Application: Time-Profile Relative to First Period of 8th Market Time-Varying Factors fm (Solid Lines) and their 99%
HPDR (Dashed Lines).
39
1 2 3 4 5 6 7 8 9 10 12 14 16 18 20 22 24 26 28 30
−
1
−
0
.
5
0
0
.
2
5
0
.
7
5
1
31 33 35 37 39 41 43 45 47 49 51 53 55 57 59
−
1
−
0
.
5
0
0
.
2
5
0
.
7
5
Figure 7: Application: Distribution of 60 Correlation Elements of the Ψ matrix size 32× 32
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Figure 8: Own Price Elasticity for Products at market 2
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Figure 9: Cross-Price Elasticities at Market 2
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A Appendix
Iterative BLP Procedure
We use the iterative procedure proposed in BLP to obtain the µt = (µ1t, . . . , µJt).
Note that, for convenience, we omit the market indicators m here. The procedure
consists of the following steps. First we obtain H draws of υi. To this end we write
the d-th draw as υdi = Ψ
1/2ζd where ζd is draw from a joint normal distribution
which we obtain using scrambled Halton draws. Given these draws and some initial
value for µt we can compute the implied market shares sˆt. Given the shares, both
real st and implied sˆt, we can use the contraction mapping
µnewt = µ
old
t + log(st)− log(sˆt) (26)
to obtain a new value for µt. We repeat the contraction mapping computing the
implied shares sˆjt as
(
H∑
i=1
exp(µoldjt + λ
′
jtυi)
exp(µ0t) +
∑
k exp(µ
old
kt + λ
′
ktυi)
)
/H (27)
for j = 1, . . . , J and t = 1, . . . , T and we stop the contraction mapping when the
values of µnewt and µ
old
t converge.
Note that we include and solve for the outside good utility µ0t in the contraction
mapping iterations. We discovered that the precision of the contraction mapping
is higher when we iterate over the utilities of all products together with the utility
of the outside good.
Computing Elasticities
We use the following definition to compute the price elasticities ϕmjl between product
j and l in market m conditional on all model parameters:
ϕmjl =
pmlt
E[smjt ]
∂E[smjt]
∂pmlt
=
pmlt∫
smjtπ(ηt; 0, τ
2
mI)dη
m
t
×
∫
∂
∂pmlt
smjtπ(ηt|τ
2
m)dη
m
t (28)
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where smjt is defined in (7) and
∂
∂pmlt
smjt =


−βm
∫
smijts
m
iktφ(υ
m
i ; 0, A
mΨA′m)dυ
m
i if k 6= j
βm
∫
smijt(1− s
m
ikt)φ(υ
m
i ; 0, A
mΨA′m)dυ
m
i if k = j,
(29)
and βm is the price coefficient in market m. Finally, to obtain the posterior dis-
tribution of the price elasticities we average (28) over the posterior draws for all
parameters.
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