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The existence of a nontrivial ﬁxed point for the renormalization group ﬂow can make a
quantum ﬁeld theory consistent up to arbitrarily high energies. The good ultraviolet (UV) limit
is ensured by the ﬁniteness of all dimensionless couplings when energy goes to inﬁnity. This
is achieved by requiring that the theory lies on a renormalization group trajectory that ﬂows
towards the ﬁxed point in the UV. This property was called 'asymptotic safety' by Weinberg in
[Weinberg 1976] and is equivalent to a generalized version of renormalizability.
Asymptotic safety was introduced as a way of constructing a consistent quantum ﬁeld theory
for general relativity [Weinberg 1979a], but for this idea to give a physically viable theory it is
necessary that also other interactions should behave in this way. Strong interactions are already
described by an asymptotically safe theory and there are reasons to believe that this result is not
ruined by the coupling to gravity [Folkerts 2012]. On the other hand, electroweak interactions
are not UV complete because some of their perturbative beta functions are positive. In this case
there is a room for application of asymptotic safety. If the world is described by an asymptotically
safe theory, there are two main possibilities. In the ﬁrst case, each interaction is asymptotically
safe by itself and reaches the ﬁxed point at its own characteristic energy scale. The second
case is that asymptotic safety is an inherently gravitational phenomenon which would manifest
itself at the Planck scale and the coupling to gravity makes all other interactions safe. In the
thesis the ﬁrst scenario will be mainly explored, but in this introduction a general description
of possible asymptotic safety applications is presented.
The problem with general relativity is that a fully consistent quantum ﬁeld theory of gravity
does not exist. This does not mean that it is not possible to compute quantum gravitational
predictions: at least at low energy, quantum gravity can be described by an eﬀective ﬁeld theory
based on metric degrees of freedom, as was ﬁrst shown in [Donoghue 1994]. Eﬀective ﬁeld theory
techniques [Weinberg 1979b, Georgi 1984, Gasser 1985, Donoghue 1992, Pich 1998] have become
a powerful tool used in particle physics. Eﬀective ﬁeld theory can be seen as a procedure of
organizing calculations which separates out the eﬀects of high energy physics from the known
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quantum eﬀects at low energy. General relativity is a ﬁeld theory in which this treatment can
be naturally applied. The known manifestation of an eﬀective ﬁeld theory which is close to
gravity is chiral perturbation theory [Weinberg 1979b, Gasser 1984, Pich 1995] where the pion
dynamics is described by a nonlinear sigma model. Gravity and the nonlinear sigma model are
both nonpolynomially interacting theories and, from the power counting point of view, they
have exactly the same structure.
The guiding principle of general relativity is that of local invariance under coordinate trans-
formations. In following this principle, one is forced to introduce a geometry and to deﬁne an
action for the theory using invariant terms under the general coordinate transformations. Since
many quantities are invariant, the action for gravity can be organized in powers of curvatures:
Sgrav[g] =
∫
ddx
√−g
{
− 1
κ2
Λ +
1
2κ2
R+ c1R2 + c2RµνRµν + · · ·
}
(1.1)
In eq. (1.1) the metric ﬁeld is denoted by gµν , the quantity R = gµνRµν is the Ricci scalar, Rµν
is the Ricci tensor and the dots represent invariant terms containing higher powers of R, Rµν ,
Rµνδρ and their covariant derivatives. The coupling constant is κ
2 = 8piGN , where GN is the
Newton constant and has mass dimension 2− d, Λ is the cosmological constant term with mass
dimension 2 and ci are dimensionless coeﬃcients.
Physical principles and experimental indications can enter in order to simplify the action.
Experimental measures [Nakamura 2010] show that the cosmological constant is a very small
quantity in Planck units, then the action in eq. (1.1) can be simpliﬁed by setting Λ = 0.
Furthermore, setting c1 = c2 = 0 and forbidding all higher curvature terms one obtains Einstein's
theory:
SEH [g] = 12κ2
∫
ddx
√−g R . (1.2)
Experiments say very little about the size of the coeﬃcients c1, c2 and the coeﬃcients of the
terms with higher powers of curvatures have essentially no constraints. In practice, there is no
reason to require ci to vanish completely. However, nonzero values for ci do not inﬂuence physics
at very low energy since the action in eq. (1.1) can be seen as organized in an energy expansion
and their contribution is suppressed by a factor κ2E2 ∼ E2/M2Planck, where E is the typical
energy of the process and MPl is the Planck mass (GN ' M−2Pl ). In order to set up the energy
expansion, it is important to note that the connection Γλαβ = g
λσ(∂αgβσ + ∂βgασ − ∂σgαβ)/2 is
ﬁrst order in derivatives and the curvature Rµν = ∂νΓλµλ − ∂λΓλµν + ΓσµλΓλνσ − ΓσµνΓλλσ is second
order. When on-shell matrix elements are computed, derivatives turns into factors of momentum
∂µ ∼ ipµ, so that the leading term of the Einstein-Hilbert action of eq. (1.2) is said to be of order
O(p2), while the other terms of eq. (1.1) involving two powers of curvature are said to be of order
O(p4). Using eq. (1.2), it is possible to compute, at tree level, the graviton-graviton scattering
amplitude. In the helicity basis all the amplitude for the process 1+2→ 3+4 vanish except those
3related by crossing to the amplitude A(++;++) which is given by [DeWitt 1967, Berends 1975]:
A(++;++) =
i
4
κ2s3
tu
, (1.3)
where s = (p1 + p2)2, t = (p1 − p3)2, u = (p1 − p4)2 are the usual Mandelstam variables.
No matter which theory actually describes high-energy quantum gravity, in the infrared (IR)
limit any physically valid theory must reproduce the results found in the eﬀective ﬁeld theory
framework.
In the last years, however, the possibility that the ultraviolet completion of gravity can
still be described in terms of the metric as fundamental degrees of freedom have been taken in
consideration by many authors. They investigate the possibility that gravity may be asymptot-
ically safe computing the renormalization group ﬂow of the theory within a functional approach
[Niedermaier 2006, Reuter 2006, Percacci 2009, Codello 2009b].
In the study of the renormalization group ﬂow of quantum gravity one encounters many
technical complications mainly due to the gauge ﬁxing issue. It is often desirable to test the
machinery in a simpler setting which in the case of gravity is represented by the nonlinear sigma
model. The lowest order term in the derivative expansion is:
SNL[ϕ] = 12f2
∫
ddxhαβ(ϕ)∂µϕα∂µϕβ , (1.4)
where f is the nonlinear sigma model coupling with mass dimension (2− d)/2. As already said,
gravity and the nonlinear sigma model have striking similarities: both are nonlinear and non-
renormalizable theories with dimensionful coupling constant. The structure of the interactions
in both theories is nonpolynomial and they admit a derivative expansion. The nonlinear sigma
model is therefore a good theoretical laboratory where one can study various technical aspects
of the nonperturbative renormalization of gravity without having to consider the complications
due to gauge ﬁxing.
Although the existence of the ﬁxed point was already known in the nonlinear sigma model in
d = 2 + ε [Bardeen 1976], its presence has been obscured by the widespread use of dimensional
regularization. The use of this regularization method artiﬁcially removes power divergences,
which give important contributions to the beta function of dimensionful couplings such as f .
These contributions are essential in generating the nontrivial ﬁxed point. More recently, func-
tional renormalization group techniques have been applied to study the system and indications
about the existence of a nontrivial ﬁxed point for the nonlinear sigma model with two derivatives
have been found in [Codello 2009a]. This result persist also including higher derivative operators
as shown in [Hasenfratz 1989, Percacci 2010]. The one-loop result for the beta function of the
dimensionless nonlinear sigma model coupling f˜ is shown in Fig.1.1.
Understanding the UV behavior of the nonlinear sigma model may shed some light on the
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Figure 1.1: One-loop beta function for the dimensionless nonlinear sigma model coupling f˜ in d > 2.
Beside a Gaussian ﬁxed point, the model admits a nontrivial UV attractive one at f˜∗.
analogous issue for gravity. On the other hand, the problem of its UV completion is also
important because of its application in particle phenomenology. The best known application of
the nonlinear sigma model in particle physics phenomenology is chiral perturbation theory: it
describes the low energy eﬀective theory of pions, regarded as Goldstone bosons of the ﬂavor
symmetry SU(N)L × SU(N)R, broken to the diagonal subgroup by the quark condensate. In
this speciﬁc case the UV completion of the chiral model is QCD, which is an asymptotically free
theory (and then safe) and there is no reason to look further.
On the other hand, when the nonlinear sigma model is coupled to gauge ﬁelds, the physical
interpretation for the Goldstone bosons changes completely with respect to the ungauged case.
The most important phenomenological application of this idea is electroweak chiral perturbation
theory. It is similar to chiral perturbation theory, except that the 'pions' are identiﬁed with the
angular degrees of freedom of the standard model (SM) Higgs ﬁeld and are coupled to the
electroweak gauge ﬁelds. The pion decay constant is identiﬁed with the Higgs VEV υ. The
target space is (SU(2)L × U(1)Y )/U(1)Q ∼ SU(2), just as in the simplest chiral perturbation
theory. The electroweak chiral lagrangian provides the most general low-energy parametrization
of the Higgs phenomenon for the spontaneous breaking of the SU(2)L × U(1)Y symmetry in
terms of the minimal number of degrees of freedom, namely, the three would-be Goldstone
bosons. At tree level and to lowest order in the derivative expansion, the eﬀective low-energy
theory for the electroweak sector is the well known lagrangian of the gauged nonlinear sigma
model given by [Applequist 1980, Longhitano 1980, Longhitano 1981]:
LGNL = υ
2
4
Tr [DµUDµU †] + LG , (1.5)
where LG is the kinetic lagrangian of the gauge ﬁelds W aµ and Bµ. In eq. (1.5) the Goldstone
5bosons pia are encoded in a matrix valued ﬁeld U = eiσapi
a/υ. The coupling of the Goldstone
bosons to the gauge bosons is obtained through the covariant derivative DµU = ∂µU− igWµU+
ig′UBµ. At tree level eq. (1.5) can be viewed as the SM Higgs sector in the limit when the
quartic coupling λ → ∞ at ﬁxed VEV υ, so that the mass of the Higgs ﬁeld goes to inﬁnity.
Electroweak chiral perturbation theory can be seen as an approximation used in the SM where
the energy is suﬃciently low that the Higgs degree of freedom cannot be excited. This model
is perfectly adequate to give mass to the gauge bosons and it leads to the proper low-energy
theorems for the scattering of longitudinal vector bosons [Chanowitz 1985]. The lagrangian in
eq. (1.5) is usually regarded as low energy eﬀective theory thought to be valid up to a cutoﬀ
scale Λ = 4piυ and the theory becomes less and less useful for increasing energy and eventually
the perturbative procedure breaks down for momenta of order Λ.
To incorporate eﬀects coming from new physics at higher scale, new eﬀective operators have
to be considered. The complete SU(2)L×U(1)Y invariant chiral lagrangian containing the whole
set of invariant operators up to dimension four can be written as:
LEWχ = LGNL +
∑
i
aiLi , (1.6)
where Li are the O(p4) terms. The explicit form of these operators is reported in Appendix C.
In eq. (1.6) the arbitrary coeﬃcients ai have to be ﬁxed by the experiments or by matching the
theory with an UV completion.
In particular, some of these are related to the electroweak precision measurements since they
contribute to the S, T and U oblique parameters [Peskin 1992] and therefore they are directly
contrained by LEP. If the nonlinear sigma model was really equivalent to the mH → ∞ limit
of the Higgs model [Herrero 1994], this would be enough to essentially rule it out, since a very
heavy Higgs particle is disfavored by precision electroweak data. The issue of the compatibility
of the electroweak chiral lagrangian with electroweak precision measurements has been analyzed
in [Bagger 2000].
An interesting theoretical possibility is the UV completion of the model described by the
lagrangian in eq. (1.6) given by asymptotic safety. This model is minimal in the sense that
no Higgs ﬁeld or other exotic particle involved in electroweak symmetry breaking is present or
integrated out. This model represents a starting point for many possible extensions that can be
dictated from what the LHC can give us in terms of results. Requiring that the theory lies on a
renormalization group trajectory that hits a nontrivial ﬁxed point in the UV will force to tune
the value of some coeﬃcients ai in terms of the others that are taken as free parameters, these
are predictions that can be compared with the experimental bounds.
In a more realistic picture one has to take into account fermions, which are assumed to
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coupled to the nonlinear sigma model only via (proto)-Yukawa interaction:
LY uk = −miψ¯LiUψRi + h.c. (1.7)
where ψi are SU(2) SM fermions. In this case the parameter space enlarges with the introduction
of the Yukawa couplings hi = mi/υ and the system of coupled equations for the beta function
becomes more involved. Considering fermions and study their inﬂuence on the ﬁxed point is
important if one wants to build a realistic model.
Another important issue is the scattering amplitude. Making use of the equivalence theorem
[Cornwall 1974, Chanowitz 1985] it is possible to use eq. (1.5) to compute the scattering of
longitudinal gauge bosons in a range of energies m2W  s  Λ2. The elastic scattering for the
pion scattering process piapib → picpid is given by a single tree level amplitude [Gasser 1984]:
A(s, t, u) =
s
υ2
(1.8)
where s, t, u are the usual Mandelstam variables. This amplitude has a common feature with the
graviton amplitude computed in eq. (1.3), both amplitudes increase quadratically with the energy
of the process leading to a violation of perturbative unitarity at a certain energy scale which
in the case of electroweak interactions occurs at ∼ √8piυ. In the SM the problem is solved by
embedding the nonlinear sigma model into a complex dublet transforming linearly under SU(2).
This is achieved introducing an extra degree of freedom (the Higgs boson) which is responsible
for unitarizing the theory. In doing this, one makes the theory perturbatively renormalizable
although not fully UV complete, due to the positive beta function for the quartic coupling λ.
In strongly interacting theories unitarity is restored thanks to the presence of resonance states,
which soften the UV behavior of the amplitude.
In the case of the nonlinear sigma model, a qualitative argument in favor of unitarity is
obtained by noticing that the existence of a nontrivial ﬁxed point for the Goldstone boson
coupling υ implies that its scaling for k → ∞ is given by υ˜∗k, where υ˜∗ is a ﬁxed point value
for the dimensionless coupling υ˜ = υk−1. Identifying k2 = s and substituting into eq. (1.8) one
obtains that the amplitude reaches a constant value for s → ∞ depending on the ﬁxed point
value:
A(s, t, u) =
s
υ˜2∗s
∼ 1
υ˜2∗
. (1.9)
The full study of the Goldstone boson scattering amplitude in the context of asymptotic safety
is important for the reliability of the minimal electroweak model at all energies but can also give
some hints about what is expected to happen in gravity, where the structure of the amplitude
is similar.
The discovery of an Higgs-like particle with mass around 125 GeV/c2 has been recently an-
nounced by the LHC experiments CMS [CMS 2012] and ATLAS [ATLAS 2012]. Data collected
7during the 2011 and 2012 are not suﬃcient to completely pin down the details of this new par-
ticle and to tell us whether it is the true SM Higgs. Thus, one is forced to extend the minimal
model in eq. (1.6) and to consider the case in which a light neutral scalar H exists in addition
to the known matter and gauge ﬁelds. The most general description of such Higgs-like particle
is obtained by considering the electroweak chiral lagrangian and adding all possible interactions
involving H [Giudice 2007, Contino 2010]. The lowest order lagrangian reads:
LNLH = 12∂µH∂
µH+
υ2
4
Tr [DµUDµU †]
(
1 + 2a
H
υ
+ b
H2
υ2
+ · · ·
)
+V (H)+LG+LY uk , (1.10)
where the dots represents terms including higher powers of H. In eq. (1.10) V (H) is the scalar
potential and LY uk is the extension of the Yukawa lagrangian in eq. (1.7) obtained by including
the H ﬁeld. This is the most general extension of the minimal Goldstone boson model which
includes the SM particles already discovered and the new Higgs-like scalar H. The SM case
consist of having a = b = 1 and all other higher couplings zero in eq. (1.10). In this case the
three Goldstone bosons and the Higgs ﬁeld can be recasted in a SU(2) dublet which transforms
linearly.
The main reason why the SM uses a linearly transforming Higgs ﬁeld, rather than a non-
linear one, is that the nonlinear sigma model and its extension in eq. (1.10) are perturbatively
nonrenormalizable . However, this theory could be made renormalizable in a nonperturbative
sense if asymptotically safe. Asymptotic safety can also manifest itself with a linearly realized
Higgs ﬁeld in the presence of Yukawa interactions [Gies 2009, Gies 2010b, Gies 2010a]. In this
case asymptotic safety at a nontrivial ﬁxed point can lead to a reduction of physical parameter
and hence make the model to have more predictive power.1
The aim of this thesis is to study the construction of an asymptotically safe electroweak
model, where the Higgs sector is parametrized in a minimal way by a nonlinear sigma model.
After having supported the existence of a nontrivial ﬁxed point in the electroweak gauged non-
linear sigma model, the general point of view is to assume the existence of such a ﬁxed point at
nonperturbative level and to work out the phenomenological consequences of this assumption.
It is important to remark that, given the subsequent discovery of an Higgs-like particle at the
LHC, this model turned out to be too minimal to describe the real world. However, it represents
a building block of any possible extensions, giving some insights about the general picture of
the asymptotic safety construction in the case of electroweak theory. In addition, there remain
motivations to study the nonlinear sigma model, at more theoretical level, because it can give
some indications of what is expected to happen in general relativity given the similar structure
of the theories.
1Taking into account also gravity and assuming that there are no intermediate energy scales between the
Fermi and Planck scale, the authors of [Shaposhnikov 2010] predict an Higgs boson with mass about 126 GeV/c2.
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1.1 Asymptotic safety
Asymptotic safety was introduced as a set of requirements, based on the existence of a nontriv-
ial ﬁxed point for the renormalization group ﬂow, which would make a quantum ﬁeld theory
consistent up to arbitrarily high energies.
Consider a quantum ﬁeld theory deﬁned by a scale dependent eﬀective action Γk[ϕ] which is
assumed to describe the physics of the system at scale k. This notation will be made more precise
in Chapter 2. The action Γk[ϕ] can be parametrized in terms of a complete set of operators Oi,k
consistent with the underlying symmetries of the theory, as follows:
Γk[ϕ] =
∑
i
gi,kOi,k[ϕ] , (1.11)
where the coeﬃcients gi,k, including masses and wave function renormalizations, are called cou-
pling constants. In general this basis of operators is an inﬁnite dimensional k-dependent set. The
operators Oi,k have some canonical mass dimension Di which implies that the relative couplings
are, in general, dimensionful. In particular gi,k have mass dimension di = −Di.
The k-derivative of the action Γk[ϕ] may be called 'beta functional' and gives the scale
dependence of the theory:
k
∂
∂k
Γk[ϕ] = k
∂
∂k
∑
i
gi,kOi,k[ϕ] . (1.12)
Consider, for simplicity, a basis of operators that does not ﬂow:
Γk[ϕ] =
∑
i
gi,kOi[ϕ] . (1.13)
In this case one has
k
∂
∂k
Γk[ϕ] =
∑
i
(
k
∂
∂k
gi,k
)
Oi[ϕ] , (1.14)
where the k-derivative of the coupling is called beta function and is denoted by βi:
k
∂
∂k
gi,k = βi(g, k) . (1.15)
The beta function is, in general, a function of the couplings of the theory and the scale k. Given
gi,k, it is possible to deﬁne the dimensionless coupling g˜i,k as follows:
g˜i,k = k−dgi,k. (1.16)
The set of all the variables g˜i,k form an inﬁnite dimensional space that is called 'theory space'
because it parametrizes all the possible actions. Parameterizing the theory space with the dimen-
sionless couplings g˜i,k just means that one is using the cutoﬀ k as a unit of mass. Introducing
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Figure 1.2: Possible forms of the beta function β(g). The ﬁrst upper curve shows a positive beta
function which drives the coupling g away from zero making it to diverge at ﬁnite scale (Landau pole).
The second mid curve represents a beta function with a nontrivial zero that is UV attractive. The last
curve is a negative beta function where g = 0 is the UV attractive ﬁxed point (asymptotic freedom).
these quantity is well justiﬁed from the physical point of view in which measured quantities
are always obtained with respect to a reference scale. In the theory of renormalization group,
dimensionless couplings are densitized cupling obtained by rescaling after the coarse graining
procedure. The corresponding beta functions for the dimensionless coupling are:
β˜i(g˜) = k
∂
∂k
g˜i,k = −dg˜i,k + k−diβi(g, k) . (1.17)
A simple scaling argument can be used to show that the beta function for a dimensionless
coupling can only depend on dimensionless quantities g˜ and not on k. Examples of beta functions
are shown in Fig.1.2.
A ﬁxed point of the renormalization group ﬂow, denoted by g˜∗, is deﬁned by the values of
the dimensionless couplings for which all the corresponding beta functions vanish identically:
β˜i(g˜∗) = 0 . (1.18)
A ﬁxed point is called Gaussian when g˜∗ = 0, it describes a free theory. It is obvious that
if one takes g˜∗ as initial condition for the ﬂow, the theory remains at the ﬁxed point at any
scale. A ﬁxed point deﬁnes a conformal ﬁeld theory which by deﬁnition is a theory invariant
under conformal transformations2. In such a theory the result of any experiment is completely
determined by the ﬁxed point.
2Recent discussions about the possibility of having scale invariance without conformal invariance can be found
in [Fortin 2012].
10 Chapter 1. Introduction
The good UV behavior of the theory is ensured by the existence of a ﬁxed point and by
requiring that it lies on a trajectory that ﬂows toward the ﬁxed point in the UV. Such a trajectory
could describe physics up to arbitrarily high energy and it is said to be 'asymptotically safe' or
'renormalizable'.
Asymptotic safety is usually formulated in terms of the behavior of the couplings in the action
but, more physically, it should be formulated in terms of the behavior of observable quantities.
The two formulations are related by noticing that any observable quantity F = F(gi, pj , k) is
a function of the couplings gi, the external momenta pj and the mass scale k. By dimensional
analysis one can rewrite F(gi, pj , k) = kdf(g˜i, xj), where d is the mass dimension of F and f is
a dimensionless function of g˜i and the kinematic variables xj . If g˜i have a ﬁnite UV limit then
also the quantity f(g˜i, xj) is expected to be ﬁnite and the observable F behaves for k that goes
to inﬁnity like powers of k and does not develop any unphysical singularity.
It is important to notice that the condition of asymptotic safety alone is not suﬃcient to
guarantee the predictivity of the theory. In particular, if all couplings of the theory space were
attracted towards the ﬁxed point, then one would have a good UV limit irrespective to the
initial conditions. This would leave inﬁnitely many arbitrary couplings to be determined by
experiments and the theory would lose predictivity.
In order to characterize the ﬁxed point one needs to study the behavior of a theory in the
vicinity of the ﬁxed point by linearizing the ﬂow around the ﬁxed point itself. In doing this it is
customary to introduce the stability matrix Bij deﬁned by
Bij =
∂β˜i
∂g˜j
∣∣∣∣∣
g˜∗
. (1.19)
Deﬁning δg = g˜ − g˜∗, the linearized ﬂow equation takes the following form:
k
∂
∂k
g˜i,k = Bij(g˜∗)δgj +O(δg2j ) . (1.20)
The solution of the linearized system can be written as:
g˜i(k) = g˜i∗ +
∑
a
cav
a
i
(
k
k0
)ba
(1.21)
where ba and v
a
i are eigenvalues and eigenvectors of the stability matrix Bijv
a
j = bav
a
i and ca
are constants of integration ﬁxed by the relation g˜(k0) = g˜i∗ +
∑
a cav
a
i . Eigenvectors v
a
i whose
eigenvalues have negative real part are said to be 'UV-attractive'. By inspection of eq. (1.21) it
is easy to see that for Re[ba] < 0 then g˜i(k) ﬂows towards its ﬁxed point value g˜i∗ for k → ∞
independently of the initial condition. On the contrary, eigenvectors vai whose eigenvalues have
positive real part are said to be 'UV-repulsive'. In this case the couplings will reach the ﬁxed
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point g˜i∗ for k → ∞ only if ca = 0. The operators associated to UV-attractive (-repulsive)
couplings are called relevant (irrelevant), since their importance in driving the theory away from
the UV ﬁxed point increases (decreases) as one ﬂows towards the IR.
If the ﬁxed point has a ﬁnite number n of attractive directions, then the family of trajectories
that are physically acceptable has dimension n − 1. The set of all points belonging to this
trajectories is a n-dimensional surface called 'UV-critical surface'. The most predictive case is
n = 1, where there is only one physical acceptable trajectory. In this case, after having ﬁxed the
value of the attractive coupling at some scale, the requirement of asymptotic safety determines
uniquely the values of the other couplings at any scale. More generally, for n > 1, one has to
perform n experiments to ﬁx the value of the attractive couplings at some scale. Everything else
can be, in principle, determined and constitute the genuine prediction of the theory, that can
be veriﬁed experimentally.3
Perturbation theory corresponds to the case where the ﬁxed point is Gaussian. In this case
the tangent space to the critical surface, obtained by the linearized ﬂow, is spanned by the
couplings that have positive or vanishing mass dimension, i.e. those that are power counting
renormalizable. Thus asymptotic safety at the Gaussian ﬁxed point is equivalent to perturbative
renormalizability plus asymptotic freedom. It is widely agreed that a theory with these properties
makes sense up to arbitrarily high energies and therefore can be regarded as a fundamental
theory. Asymptotic safety is a generalization of this behavior to the case when the ﬁxed point
is not a free theory.
The best known example of asymptotic safety at the Gaussian ﬁxed point (asymptotic free-
dom) is QCD. In this theory only a ﬁnite number of couplings are attracted towards the ﬁxed
point in the UV, namely the gauge coupling and the quark masses. All other couplings must
be set to zero in order to have a good UV limit of the model. Another example of asymptotic
safety is the Gross-Neveu model in two dimensions with a p−2+ε propagator, which is pertur-
batively renormalizable and has been shown to be renormalizable at a nontrivial ﬁxed point
[Gawedzki 1985].
1.2 Outline
In this chapter, the concept of asymptotic safety and the motivations to look for it in the case of
the electroweak interactions have been presented. The rest of the thesis is organized as follows.
In Chapter 2, the functional renormalization group machinery is introduced. The eﬀective
average action is deﬁned, it is a scale dependent version of the usual eﬀective action obtained
by implementing a cutoﬀ kernel in the functional integral deﬁnition. The nice property of
3 Actually, only the essential couplings of the theory must have the good UV behavior. If a coupling is
inessential, namely it can be eliminated by a ﬁeld redeﬁnition, then it does not need to have a ﬁnite UV limit (a
typical example is the wave function renormalization constant).
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this functional is that its scale dependence can be studies in terms of a simple exact functional
equation. The beta functional is UV and IR ﬁnite and can therefore be calculated unambiguously
for any theory. Gauge interactions are also accommodated by deﬁning the background eﬀective
average action. This action is constructed by implementing a cutoﬀ kernel constructed with
covariant Laplacians that respects the symmetries of the background ﬁelds and obeys, as well as
the usual eﬀective average action, to an exact renormalization group equation. The last section
of the chapter is devoted to two important examples of application of the exact functional
renormalization group equation. The Yang-Mills beta function and the renormalization group
ﬂow of the nonlinear sigma model are computed. Both these models admit an UV attractive
ﬁxed point. This results are the starting point for the calculations presented in the next chapters
of this thesis.
In Chapter 3, the functional renormalization group study of the gauged nonlinear sigma
model is presented and the speciﬁc case of a chiral SU(N)model is considered. The chapter deals
with the construction of the background eﬀective average action for the model and the solution
of the functional equation it obeys. The detailed computations of the renormalization group
ﬂow obtained by taking into account diﬀerent schemes of regularization and paying attention
to the gauge dependence of the results is discussed. The ﬁxed points of the model are studied
and the results are compared with the ungauged case. Comments on possible relevance for
phenomenology are ﬁnally reported.
In Chapter 4, some phenomenological applications of the gauged nonlinear sigma model in
the case of electroweak interactions is presented. The ﬁrst part is devoted to the study of the
renormalization group ﬂow of the SU(2)L × U(1)R gauged nonlinear sigma model using the
functional methods introduced in the previous chapters. The possibility that the model might
be asymptotically safe is considered. . The predictivity of the model will be tested enlarging
the theory space by including higher order operators in the truncation. Therefore, dimension
four operators, related to the electroweak S and T parameters, are taken into account and
the renormalization group ﬂow of the theory is studied by the same functional methods. The
predictions obtained from the asymptotic safety picture are presented and the compatibility of
the model with precision measurements is also discussed.
In a realistic model one needs to accommodate also SM fermions coupling them in a chiral
invariant way to the Goldstone ﬁelds. In this way it is possible to provide a mass for quarks and
leptons. In the third part, the renormalization group ﬂow of the nonlinear sigma model coupled
to fermions is studied. In this case, a one-loop computation shows that the inclusion of fermions
drastically modiﬁes the asymptotic properties of the nonlinear sigma model. The modiﬁcations
one has to provide in order to preserve asymptotic safety of the theory is discussed. In particular,
the good UV limit of the theory is ensured by adding eﬀective four fermion interactions.
The ﬁnal part is devoted to computing the Goldstone boson scattering amplitude using the
functional formalism. The eﬀective action has been computed solving the one-loop ﬂow equation,
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rather than performing a functional integral. Divergences appear integrating the ﬂow and some
renormalization conditions are necessary to remove the inﬁnities. In this way, the result for the
scattering amplitude turns out to be the same as in perturbation theory.
In Chapter 5, ﬁnal comments about the results obtained from the study of the minimal
electroweak model are presented. The main open issues and future research directions are also
discussed.

Chapter 2
Exact functional renormalization group
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It is a well appreciated fact that the behavior of physical systems depends upon the length
scale at which they are probed. One of the greatest insights of modern theoretical physics was
the realization that it is possible to encode this scale dependence into the measurable parame-
ters of the system, i.e. the coupling constants of the theory [Gell-Mann 1954, Bogoliubov 1959].
The development of these ideas culminated in Wilson's formulation of the renormalization group
theory [Wilson 1971a, Wilson 1971b, Wilson 1972, Wilson 1974] where the scale dependence of
the couplings is built-in in the formalism. In Wilson's method, which is based on the functional
approach to quantum ﬁeld theory presented in Appendix A, one imposes a ﬂoating ﬁnite ultra-
violet cutoﬀ Λ in the integral deﬁnition of the partition function and instead of taking Λ→∞,
one requires that the bare constants of the theory depend on Λ in such a way that all observable
quantities are cutoﬀ-independent. In Euclidean space one has:
Z =
∫
DφΛ e−SΛ[φ,gΛ] =
∏
|q|<Λ
∫
dφ(q) e−SΛ[φ,gΛ] (2.1)
where the measure DφΛ is deﬁned in such a way that the integration involves only ﬁeld ﬂuc-
tuations φ(q) with |q| ≤ Λ and φ(q) = 0 for |q| > Λ. In eq. (2.1) gΛ represents the set of
coupling constants and the sources are neglected for simplicity. The cutoﬀ Λ makes the integral
expression ﬁnite and represents the UV scale at which the theory is fully described by the action
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SΛ. Wilson's method consist on momentum shell mode elimination which is carried out by inte-
grating over high-momentum degrees of freedom of φ. Introducing a scale k < Λ, it is possible
to deﬁne an action Sk which is supposed to be a good description of the physics at scale k after
performing the integration over the modes with k ≤ |q| ≤ Λ:
Z =
∫
Dφk e−Sk[φ,gk] (2.2)
where
e−Sk[φ,gk] =
∏
k≤|q|<Λ
∫
dφ(q) e−SΛ[φ,gΛ] . (2.3)
In order to make a careful comparison of the new functional integral in eq. (2.2) with the ini-
tial one in eq. (2.1) it is convenient to rescale distances and momenta in eq. (2.2) according to
q′ = qΛ/k and x′ = xk/Λ. The operation of integrating out high-momentum degrees of freedom
combined with the rescaling leads to a transformation of the original action in which the contri-
bution of the ﬁeld ﬂuctuations with k ≤ |q| ≤ Λ can be absorbed by adjusting, or renormalizing,
the couplings gk at scale k. Continuing this procedure, it is possible to integrate over another
shell of momentum space and transform the action further. In this way the corrections com-
ing from high-momentum ﬂuctuations are introduced slowly and systematically. If the shells of
momentum integration are inﬁnitesimally thin, the transformation becomes a continuous and
can be described as a ﬂow in theory space. For historical reasons, these continuously generated
transformation are referred to as the renormalization group even if they do not form a group
in the formal sense. It is important to notice that even if the initial UV action SΛ is local,
the resulting Sk is, in general, a complicated non-local action containing all possible invariant
terms compatible with the symmetries of the theory. In this way the renormalization group
theory naturally introduces the space of all possible actions compatible with the symmetries of
the theory (theory space). The renormalization group framework is an extremely powerful tool
in theoretical physics and its application has led to important results in studying a variety of
classical and quantum systems [Zinn-Justin 2002], from solid state [Fisher 1998] to high energy
physics [Polchinski 1984].
The aim of this chapter is to introduce the functional renormalization group methods that will
be applied in this thesis. They focus on the mode elimination procedure of Wilson, but in place
of integrating over ﬁnite momentum shells, one encodes the integration over an inﬁnitesimal
momentum shell in a diﬀerential equation describing how the eﬀective action changes as the
cutoﬀ is varied. The striking and fundamental point is that it is possible to write an exact
functional equation describing this process. In particular, it turns out to be convenient to study
a scale dependent generalization of the eﬀective action, called eﬀective average action Γk. In
the language of statistical physics, Γk is a type of coarse-grained free energy with a coarse
graining length scale (∼ k−1). In this way, one can work directly with the mean or average
2.1. Eﬀective average action 17
ﬁelds, which have a clear and direct physical interpretation. Moreover, the exact ﬂow equation
for the eﬀective average action turns out to be extremely compact and powerful. However, the
ﬂow equation is a very complicated functional integro-diﬀerential equation, which can be treated
only at the cost of making some approximation. The eﬀective average action is also suited to be
applied to physical systems in presence of background gauge ﬁelds and it is possible to derive
an exact renormalization group equation for it by introducing a cutoﬀ kernel constructed with
covariant Laplacians that respects the symmetries of the background. The last section of the
chapter will be devoted to present two examples of application of this formalism in the case of
Yang-Mills theory and the nonlinear sigma model. For a general reference about the eﬀective
average action see [Wetterich 1993, Berges 2002] while for an introduction to the formalism see
[Litim 2001, Gies 2006].
2.1 Eﬀective average action
The eﬀective average action Γk is a simple generalization of the usual eﬀective action (see
Appendix A). It is obtained by implementing an infrared cutoﬀ, which depends on some scale
k, in the deﬁning functional integral, such that only ﬂuctuations with momenta q2 > k2 are
included. The eﬀective average action Γk can be seen as a scale-dependent eﬀective action which
arises from integrating out all ﬁeld ﬂuctuations with momenta larger than k. By deﬁnition, the
average action is equal to the standard eﬀective action for k = 0, i.e. Γ0 = Γ; in the limit k = 0
the IR cutoﬀ is absent and all ﬂuctuations are included. On the other hand, in a model with a
physical ultraviolet cutoﬀ Λ it is possible to associate ΓΛ with the microscopic or classical action
S. No ﬂuctuations with momenta below Λ are eﬀectively included if the IR cutoﬀ k equals the
UV cutoﬀ Λ. Thus the average action Γk is a functional that interpolates between the classical
action S and the eﬀective action Γ as k is lowered from the ultraviolet cutoﬀ Λ to zero:
ΓΛ ≈ S , lim
k→0
Γk = Γ . (2.4)
The ability to solve the theory is equivalent to the ability to follow the evolution of Γk from
k = Λ to k → 0.
The most important point is that there exists a well-deﬁned (i.e. UV and IR ﬁnite) exact
non-perturbative ﬂow equation, which will be presented in the next section, that describes the
dependence of the average action on the scale k.
In the following, the construction of the eﬀective average action for a simple model of one real
scalar ﬁeld φ will be derived. Consider a theory deﬁned by an Euclidean classical action S[φ] in
space-time dimension d, one starts with the path integral representation of the generating func-
tional for correlation functions Zk[J ] in the presence of an IR cutoﬀ ∆Sk and a nonhomogeneous
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Figure 2.1: The ﬂow of the eﬀective average action. In the limit k → 0 it is possible to recover the full
quantum eﬀective action Γ as the result of the integration of the ﬂow.
source J :
Zk[J ] =
∫
Dφ exp
(
−S[φ]−∆Sk[φ] +
∫
ddxJ(x)φ(x)
)
. (2.5)
Correlation functions in presence of a source can be computed by taking functional derivatives
of Zk with respect to J :
〈φ(x1)φ(x2) . . . φ(xn)〉kJ = 1
Zk[J ]
δ
δJ(x1)
δ
δJ(x2)
. . .
δ
δJ(xn)
Zk[J ] . (2.6)
As usual, one is most interested in the generating functional for the connected correlation func-
tions which is denoted by Wk[J ] and is given by the logarithm of the partition function Zk[J ]:
Wk[J ] = logZk[J ] = log
∫
Dφ exp
(
−S[φ]−∆Sk[φ] +
∫
ddxJ(x)φ(x)
)
. (2.7)
The n-point regularized connected correlation function can be computed usingWk as generating
functional:
Gk(x1, x2 . . . , xn) =
δ
δJ(x1)
δ
δJ(x2)
. . .
δ
δJ(xn)
Wk[J ] . (2.8)
The 2-point regularized connected correlation function Gk(x1, x2) is called 'regularized propa-
gator', it is given by:
Gk(x1, x2) =
δ2Wk[J ]
δJ(x1)δJ(x2)
= 〈φ(x1)φ(x2)〉kJ − 〈φ(x1)〉J〈φ(x2)〉kJ . (2.9)
The only modiﬁcation in eq. (2.7) compared to the construction of the standard eﬀective action
is the presence of an additional IR cutoﬀ term ∆Sk[φ] which is taken to be quadratic in the
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ﬁelds:
∆Sk[φ] = 12
∫
ddx
∫
ddy φ(x)Rk(x, y)φ(y) , (2.10)
where Rk(x, y) = Rk(∆)δ(x− y). In general, the 'cutoﬀ shape function' Rk(∆) can be taken as
function of a proper covariant Laplace operator ∆ = −∇2+U , where ∇ is a covariant derivative
and U is a ﬁeld dependent endomorphism. In the simple case in which ∆ = −∂2 it is possible
to rewrite ∆Sk[φ] in momentum space as:
∆Sk[φ] = 12
∫
ddq φ(q)Rk(q2)φ(q) . (2.11)
The cutoﬀ shape function Rk(q2) is an arbitrary function of q2, apart from the requirement that,
at ﬁxed q2, it monotonically interpolates between Rk = 0 for k → 0 and Rk ∼ k2 for k →∞ (or
k → Λ). An example of such a cutoﬀ shape function, mostly used in this thesis, is provided by
the so called 'optimized cutoﬀ' [Litim 2001]:
Roptk (q
2) = (k2 − q2)θ(k2 − q2) . (2.12)
Other examples of cutoﬀ shape functions are the 'exponential' and the 'mass-type':
Rexpk (q
2) =
q2
e
q2
k2 − 1
, Rmassk (q
2) = k2 . (2.13)
As a result, for ﬂuctuations with small momenta q2 < k2 this cutoﬀ behaves as Rk(q2) ∼
k2 and since ∆Sk[φ] is quadratic in the ﬁelds, all Fourier modes of φ with momenta smaller
than k acquire an eﬀective mass term ∼ k which acts as an eﬀective IR cutoﬀ for the low
momentum modes. In contrast, for q2  k2 the function Rk(q2) goes rapidly to zero so that the
functional integration of the high momentum modes is not aﬀected. The term ∆Sk[φ] added to
the classical action is the main ingredient for the construction of an eﬀective action that includes
all ﬂuctuations with momenta q2 & k2, whereas ﬂuctuations with q2 . k2 are suppressed. As
usual, it is possible to introduce the average ﬁeld ϕ which is the expectation value of φ in the
presence of ∆Sk[φ] and a source J :
ϕ(x) = 〈φ(x)〉kJ = δWk[J ]
δJ(x)
. (2.14)
Notice that the relation between ϕ and J is k-dependent, namely ϕ = ϕk[J ] and J = Jk[ϕ]. The
eﬀective average action is deﬁned in terms of Wk via a modiﬁed Legendre transform:
Γk[ϕ] = −Wk[J ] +
∫
ddxJ(x)ϕ(x)−∆Sk[ϕ] . (2.15)
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In eq. (2.15), the term ∆Sk[ϕ] has been subtracted on the right hand side, this is crucial for the
deﬁnition of a reasonable coarse-grained eﬀective action with the property ΓΛ ≈ S. It guarantees
that the only diﬀerence between Γk and Γ is the eﬀective infrared cutoﬀ in the ﬂuctuations.
Furthermore, it has the consequence that Γk does not have to be convex for nonvanishing k,
whereas a pure Legendre transform is always convex by deﬁnition. The Legendre transform can
be inverted using the relation:
δΓk[ϕ]
δϕ(x)
= J(x)− δ∆Sk[ϕ]
δϕ(x)
. (2.16)
Taking another derivative of eq. (2.16) with respect to ϕ, it is possible to compute the Hessian
of Γk:
δ2Γk[ϕ]
δϕ(x1)δϕ(x2)
=
δJ(x2)
δϕ(x1)
− δ
2∆Sk
δϕ(x1)δϕ(x2)
=
δJ(x2)
δϕ(x1)
−Rk(x1, x2) . (2.17)
Using eq. (2.9) and eq. (2.14) one can rewrite the regularized propagator as:
Gk(x1, x2) ≡ δ
2Wk
δJ(x1)δJ(x2)
=
δϕ(x1)
δJ(x2)
. (2.18)
Putting together eq. (2.17) and eq. (2.18), one obtains that the modiﬁed Hessian of Γk is the
inverse of the regularized propagator:∫
ddxGk(x1, x)
(
δ2Γk[ϕ]
δϕ(x)δϕ(x2)
+Rk(x, x2)
)
= δ(x1 − x2) . (2.19)
It is possible to derive an integro-diﬀerential equation satisﬁed by Γk inserting eq. (2.15) into
eq. (2.7):
e−Γk[ϕ] =
∫
Dφ exp
(
−S[φ]−∆Sk[φ] +
∫
J(φ− ϕ) + ∆Sk[ϕ]
)
. (2.20)
Now, shifting the integration variable χ = φ − ϕ and using the inverse Legendre transform
relation in eq. (2.16), it is possible to write the functional integral representation for the eﬀective
average action Γk:
e−Γk[ϕ] =
∫
Dχ exp
(
−S[χ+ ϕ]−∆Sk[χ] +
∫
δΓk[ϕ]
δϕ
χ
)
, (2.21)
where the condition 〈χ〉 = 0 is understood. It is an integro-diﬀerential equation for the eﬀective
average action Γk, it can be also used in place of eq. (2.15) as a starting point to deﬁne the eﬀec-
tive average action. This expression resembles closely the expression for the implicit deﬁnition
of the eﬀective action in eq. (A.16) except for the modiﬁcation given by the term ∆Sk.
As already mentioned, the eﬀective average action interpolates smoothly between the classical
action S at UV scale and the full quantum eﬀective action Γ at the IR scale. The limit k → 0
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is easy to study since in this limit ∆Sk vanishes and then by deﬁnition Γ0 = Γ. To study the
limit k →∞, it is important to notice that the cutoﬀ shape function diverges and the term ∆Sk
behaves as Ck2
∫
ddxχ2, with C a cutoﬀ shape dependent constant. Redeﬁning the ﬂuctuation
ﬁeld as χ → χ/k and using the relation ∆Sk[χ/k] = ∆Sk[χ]/k2, which follows from eq. (2.10),
it is possible to show that for k →∞ eq. (2.21) behaves as:
e−Γk[ϕ] → e−S[ϕ]
∫
Dχ exp
(
−1
2
C
∫
ddxχ2
)
, (2.22)
where one has assumed that δΓk[ϕ]/δϕ is ﬁnite in the limit k →∞. The functional integral one
needs to evaluate is a Gaussian one and it is just a multiplicative constant, then
Γ[ϕ]k→∞ = S[ϕ] + const , (2.23)
which can be seen as a UV boundary condition for the eﬀective average action. This shows that
Γk interpolates between the bare action S for k → ∞ and the full quantum eﬀective action Γ
for k → 0.
Applying standard perturbation theory to the eﬀective average action as deﬁned in eq. (2.21)
one obtains the one-loop order average action:
Γk[ϕ] = S[ϕ] + 12Tr log
(
δ2S[ϕ]
δϕδϕ
+Rk
)
. (2.24)
This resembles the standard loop expansion for the quantum eﬀective action with the modiﬁca-
tion introduced by the presence of the cutoﬀ term Rk.
Chiral fermions can be incorporated easily in this formalism since chirally invariant cutoﬀs
can be formulated [Wetterich 1990, Bornholdt 1992]. Eﬀective average actions for gauge theories
can be formulated as well [Reuter 1993, Reuter 1994a, Reuter 1994b] even though ∆Sk may not
be gauge invariant. In this case it is possible to derive closed expressions for corrections to the
usual Ward identities [Ellwanger 1994]. They appear as counterterms in ΓΛ and are crucial for
preserving gauge invariance of physical quantities.
The eﬀective average action presents many analogies with the Wilsonian eﬀective action SΛ
but there is a conceptual diﬀerence. The Wilsonian eﬀective action describes a family of actions
parametrized by Λ for the same model, the n-point functions are independent of Λ and have
to be computed from SΛ by further functional integration. On the other hand, for any value
of k, the functional Γk can be viewed as the generating functional of one-particle-irreducible
correlation functions for a model with diﬀerent action Sk = S +∆Sk and the n-point functions
depend on k. The Wilsonian eﬀective actions does not generate the one-particle-irreducible
Green functions [Sumi 2000].
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2.1.1 Exact ﬂow equation for the eﬀective average action
The most important feature of the eﬀective average action of eq. (2.15) is that it is possible to
write down an exact functional equation which describes the dependence of Γk on the cutoﬀ
scale k. In order to derive this functional equation it is useful to consider
Γk[ϕ] = Γ˜k[ϕ]−∆Sk[ϕ] (2.25)
where according to eq. (2.15)
Γ˜k[ϕ] = −Wk[J ] +
∫
ddxJ(x)ϕ(x) . (2.26)
The scale dependence of Γ˜k is given by
∂
∂k
Γ˜k[ϕ] = −
(
∂Wk
∂k
)
[J ]−
∫
ddx
δWk
δJ(x)
∂J(x)
∂k
+
∫
ddxϕ(x)
∂J(x)
∂k
. (2.27)
Using eq. (2.14) it is easy to show that the last two terms in eq. (2.27) cancel. The k-derivative
of Wk is obtained from its deﬁning functional integral in eq. (2.7) where all the k-dependence is
encoded inside ∆Sk, this yields to:
∂
∂k
Γ˜k[ϕ] = 〈∂∆Sk
∂k
[φ]〉 = 1
2
〈
∫
ddx
∫
ddy φ(x)
∂Rk(x, y)
∂k
φ(y)〉 . (2.28)
Using eq. (2.9) and eq. (2.14) , the scale dependence of Γ˜k can be expressed as
∂
∂k
Γ˜k[ϕ] =
1
2
∫
ddx
∫
ddy
[
∂Rk(x, y)
∂k
Gk(y, x) + ϕ(x)
∂Rk(x, y)
∂k
ϕ(y)
]
=
1
2
Tr
[
Gk
∂Rk
∂k
]
+
∂∆Sk
∂k
[ϕ]. (2.29)
The ﬂow equation of the eﬀective average action is then obtained subtracting the contribution
coming from the k-derivative of ∆Sk. Using the relation in eq. (2.19) it is possible to rewrite
the exact ﬂow equation for Γk as
∂
∂k
Γk[ϕ] =
1
2
Tr
[(
δ2Γk[ϕ]
δϕδϕ
+Rk
)−1
∂Rk
∂k
]
. (2.30)
The renormalization group ﬂow of the eﬀective average action in eq. (2.30) is described in a
closed form by a functional diﬀerential equation. This equation is also called Wetterich equation
and was ﬁrst derived in [Wetterich 1993]. Moreover, it is exact since no approximations where
made in its derivation.
The dependence of Γk on the scale k is given in terms of the inverse average propagator
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Figure 2.2: Graphical representation of the exact renormalization group ﬂow of eq. (2.30). The contin-
uous line represents the regularized propagator while the cross represents the insertion of ∂kRk.
Γ(2)k ≡ δ2Γk/δϕδϕ and has a simple graphical expression as a one-loop equation, as shown in
Fig.2.2, where the full k-dependent propagator is associated to the close solid line and the dot
denotes the insertion of ∂kRk. In order to obtain a one-loop like ﬂow equation it is crucial that
the cutoﬀ action in eq. (2.10) is quadratic in the ﬁelds, other forms for ∆Sk lead to higher order
vertices of the eﬀective average action on the right hand side of eq. (2.30) that spoil the one-loop
structure of the equation.
In order to obtain a formulation of eq. (2.30) which resembles the usual beta functions one
just replaces the partial k-derivative by a partial derivative with respect the logarithmic variable
t = log(k/k0), where k0 is some reference scale. Taking the t-derivative of eq. (2.24), one gets
the one-loop ﬂow equation for the eﬀective average action:
∂
∂t
Γk[ϕ] =
1
2
Tr
[(
δ2S[ϕ]
δϕδϕ
+Rk
)−1
∂Rk
∂t
]
. (2.31)
It is remarkable that the full renormalization group improvement S(2) → Γ(2)k turns the one-loop
expression into an exact identity which incorporates eﬀects of higher loops as well as genuinely
non-perturbative ones. Standard one-loop renormalization group improved perturbation theory
can be recovered after replacing the propagator and vertices appearing Γ(2)k by the ones derived
from the classical action and expanding the result to lowest order in the couplings which are
taken as k-dependent.
The presence of the cutoﬀ shape function Rk with the properties mentioned in Section 2.1.1
ensures that the trace of eq. (2.30) is both infrared and ultraviolet ﬁnite. In particular, for
momenta q2  k2 the cutoﬀ acts as a mass term Rk ∼ k2 in the inverse average propagator
curing potential infrared problems. On the other hand, ultraviolet ﬁniteness is ensured by the
fast decay of ∂kRk for q
2  k2.
The ﬂow equation (2.30) is an diﬀerential equation that is, in general, very diﬃcult to solve
exactly. This is mainly due to the fact that Γk is a functional deﬁned in an inﬁnite dimensional
theory space which is parametrized by the coupling constants of all interaction terms consistent
with the symmetries of the theory. Since it is impossible to follow the ﬂow of such an inﬁnite
number of couplings, then some approximation schemes are required to solve the renormalization
group equation. The usual way to proceed is to truncate the eﬀective average action, making an
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ansatz for Γk which only retains a subset of all the possible terms of the theory and substituting
this ansatz into the ﬂow equation. Then one projects the result of the ﬂow onto the subspace
of the truncation. One common way to truncate the eﬀective action is based on the vertex
expansion. In this case, diﬀerentiating eq. (2.30) with respect to the ﬁeld ϕ, one obtains an
hierarchy of vertex ﬂow equations which are taken to some ﬁnite order n. Another useful
truncation is the derivative expansion, in this scheme the eﬀective average action is expanded
in powers of the derivatives to some ﬁnite order n.
The ﬂow equation can be also solved by using an iterative method. In this case one chooses
as initial ansatz Γk,0 for the eﬀective average action and plugs it into eq. (2.30) in order to obtain
the ﬂow of the next approximation Γk,1. Integrating the ﬂow and imposing the initial condition
ΓΛ,1 = S one computes Γ0,1. The obtained result is then used as a new seed into eq. (2.30)
and the procedure is repeated. In this way one generates a series of approximation Γ0,n that
may converge to the full eﬀective action. It is important to notice that the initial ansatz can
be chosen to have some given scale dependence. If it is chosen to be the bare action, namely
Γk,0 = S, then one generates the perturbative loop expansion.
2.2 Eﬀective average action for gauge theories
In this section, the construction of the eﬀective average action is generalized to the case of gauge
theories, in particular to non-abelian gauge theories. The important point in the construction
is obviously that gauge invariance has to be preserved after the introduction of the cutoﬀ. In
the previous section was pointed out the importance for the cutoﬀ action to be quadratic in the
ﬁelds in order to obtain a one-loop like ﬂow equation. This means that if one tries to introduce
in gauge theories a cutoﬀ by simply taking as cutoﬀ kernel a function of the covariant Laplacian,
this will spoil the simple one loop structure of the ﬂow. Moreover the eﬀective average action will
not be gauge invariant because of the non-covariant coupling of the gauge ﬁeld to the source.
The way out is to employ the background ﬁeld method for the k-dependent gauge eﬀective
action. This implementation was was ﬁrst proposed in [Reuter 1994a]. In the following, the
background ﬁeld method for gauge theories is reviewed and the application of this method for
the construction of the eﬀective average action is presented. Finally, the ﬂow equation for the
background eﬀective average action is derived.
2.2.1 Background ﬁeld method for gauge theories
The background ﬁeld method [Honerkamp 1972, 't Hooft 1976, Abbot 1981] is a technique
widely used in dealing with gauge theories that allows to compute quantum eﬀects without
losing explicit gauge invariance.
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Consider the classical gauge invariant Yang-Mills action for the ﬁeld A in dimension d:
S0[A] = 14g2
∫
ddxFµνi F
i
µν . (2.32)
In eq. (2.32) g is the gauge coupling constant with mass dimension (4 − d)/2 and F iµν is the
gauge ﬁeld strength tensor:
F iµν = ∂µA
i
ν − ∂νAiµ + f ijkAjµAkν , (2.33)
where f ijk are the structure constants of the gauge group. The basic idea of the background ﬁeld
method is to write the gauge ﬁeld A appearing in eq. (2.32) as a sum of background ﬁeld A¯ and
a quantum ﬂuctuation a which will be the new integration variable of the functional integral:
A = A¯+ a . (2.34)
The classical gauge invariant action evaluated at the shifted ﬁeld reads:
S0[A¯+ a] = 14g2
∫
ddxFµνi [A¯+ a]F
i
µν [A¯+ a] , (2.35)
with
F iµν [A¯+ a] = F¯
i
µν + D¯µa
i
ν − D¯νaiµ + f ijkajµakν , (2.36)
where
D¯µa
i
ν = ∂µa
i
ν + f
i
jkA¯
j
µa
k
ν , F¯
i
µν = ∂µA¯
i
ν − ∂νA¯iµ + f ijkA¯jµA¯kν . (2.37)
The classical Yang-Mills action in eq. (2.32) is invariant under the inﬁnitesimal gauge transfor-
mation
δωA
i
µ = ∂µω
i + f ijkAjµω
k ≡ Dµωi . (2.38)
This transformation can be split such that the background ﬁeld A¯ transforms inhomogeneously
as a gauge ﬁeld while the ﬂuctuation a transforms homogeneously as a tensor in the adjoint
representation:
δωA¯
i
µ = ∂µω
i + f ijkA¯jµω
k ≡ D¯µωi (2.39)
δωa
i
µ = f
i
jka
j
µω
k . (2.40)
The splitting in eq. (2.34) allows to deﬁne a background ﬁeld-dependent generating functional
W [J, A¯] as [Abbot 1981]:
W [J, A¯] = log
∫
Dadet
[
δ′Gi[A¯; a]
δωj
]
exp
(
−S0[A¯+ a]− Sgf [A¯; a] +
∫
Ja
)
, (2.41)
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where
Sgf [A¯; a] =
1
2αg2
∫
ddxGi[a; A¯]Gi[a; A¯] (2.42)
is the gauge ﬁxing term which depends on the gauge ﬁxing condition Gi[a; A¯] and on the gauge
ﬁxing parameter α. The choice is to work in the so called background ﬁeld gauge which retains
explicitly the gauge invariance in terms of the background ﬁeld A¯ and it is deﬁned by taking:
Gi[a; A¯] = D¯µaiµ . (2.43)
The Fadeev-Popov determinant is obtained from the gauge variation of Gi[a; A¯] keeping the
background ﬁeld A¯ ﬁxed. More precisely the variation δ′ corresponds to the gauge transformation
in eq. (2.38) acting only on the ﬂuctuation ﬁeld a:
δ′ωA¯
i
µ = 0 (2.44)
δ′ωa
i
µ = ∂µω
i + f ijk(ajµ + A¯
j
µ)ω
k = Dµωi , (2.45)
then
det
[
δ′Gi[A¯; a]
δωj
]
= det
[
D¯µD¯µδ
i
l + f
i
kjD¯
µakµ
]
. (2.46)
As usual one can rewrite the determinant in eq. (2.46) as a functional integral over anticommuting
ghost ﬁelds:
det
[
δ′Gi[A¯; a]
δωj
]
=
∫
Dc¯Dc exp (−Sgh[A¯; a, c¯, c]) . (2.47)
The ghost action is given by:
Sgh[A¯; a, c¯, c] =
∫
ddx c¯i
(
−D¯µD¯µδil − f ikjD¯µakµ
)
cj , (2.48)
where the ghost covariant derivative is
D¯µc
i = ∂µci + f ijkA¯jµc
k. (2.49)
Using an invariant measure
∫ Da for the functional integration, one has that the generating func-
tional W [J, A¯] in eq. (2.41) is invariant under the background ﬁeld transformation in eq. (2.39)
provided that the the current J transforms as an adjoint tensor:
δωJ
µ
i = fi
klJµk ω
l . (2.50)
At this point, it is possible to deﬁne the background eﬀective action via the Legendre transform:
Γ[A¯; a˜] = −W [J, A¯] +
∫
ddxJ(x)a˜(x) , (2.51)
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where the average ﬁeld a˜ is the expectation value of a in the presence of J and the background
ﬁeld A¯:
a˜(x) = 〈a(x)〉J = δW [J, A¯]
δJ(x)
,
δΓ[A¯; a˜]
δa˜(x)
= J(x) . (2.52)
In eq. (2.52) the variations are performed at ﬁxed background A¯. The background eﬀective action
in eq. (2.51) is invariant under the transformation (2.39) for A¯ and the simultaneous homogeneous
transformation (2.40) for a˜. In particular, Γ[A¯; 0] must be an explicit gauge invariant functional
of A¯ since (2.39) is just an ordinary gauge transformation of the background ﬁeld. One can deﬁne
a functional Γ¯[A¯], that is called gauge invariant eﬀective action, by setting a˜ = 0 in eq. (2.51):
Γ¯[A¯] = Γ[A¯; 0] , (2.53)
this is the gauge invariant quantity one usually computes in the background ﬁeld method. It
is possible to show [Abbot 1981] that it is equal to the usual eﬀective action calculated in an
unconventional gauge which depends on A¯.
2.2.2 Background eﬀective average action
In this section, the generalization of the background ﬁeld method to the case of the eﬀective
average action is introduced. One usually starts by deﬁning the path integral representation of
the k-dependent generating functional Wk[J, A¯] in the presence of the background ﬁeld A¯ and
the source J :
Wk[J, A¯] = log Ck[A¯]
∫
Dadet
[
δ′Gi[A¯; a]
δωj
]
exp
(
−S0[A¯+ a]− Sgf [A¯; a]−∆Sk[A¯; a] +
∫
Ja
)
,
(2.54)
where S0[A¯ + a], Sgf [A¯; a] and det[δG/δω] are given in eq. (2.35), eq. (2.42) and eq. (2.46)
respectively. The cutoﬀ action ∆Sk[A¯; a] is taken to be quadratic in the ﬂuctuation ﬁeld a:
∆Sk[A¯; a] = 12
∫
ddx aiµ(x)Rk[A¯]δµνij ajν(x). (2.55)
The quantity Ck[A¯] provides an infrared cutoﬀ for the ghosts of the nonabelian gauge theory,
it depends on A¯ through the ghost covariant derivative D¯ deﬁned in eq. (2.49). Moreover its
form is dictated by the chosen gauge ﬁxing term and for the background gauge ﬁxing choice of
eq. (2.43) one has that Ck[A¯] is explicitly given by [Reuter 1994a]:
Ck[A¯] = det[1 + (−D¯2)−1Rk(−D¯2)] . (2.56)
Combined with the Fadeev-Popov determint of eq. (2.46) it leads to an eﬀective modiﬁed inverse
propagator for the ghosts of the nonabelian gauge theory.
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The speciﬁc form of the cutoﬀ action and the gauge ﬁxing term makes the generating func-
tional Wk[J, A¯] in eq. (2.54) invariant under the simultaneous inﬁnitesimal transformations,
where A¯ transforms inhomogeneously as in eq. (2.39) and J as in eq. (2.50). It is possible now
to introduce the average ﬁeld a˜ which is the background dependent expectation value of a in
the presence of ∆Sk[A¯; a] and J :
a˜(x) = 〈a(x)〉J = δWk[J, A¯]
δJ(x)
(2.57)
and deﬁne the background ﬁeld eﬀective average action via a modiﬁed Legendre transform:
Γk[A¯; a˜] = −Wk[J, A¯] +
∫
ddxJ(x)a˜(x)−∆Sk[A¯; a˜] . (2.58)
The Legendre transform can be inverted by considering the relation
δΓk[A¯; a˜]
δa˜(x)
= J(x)− δ∆Sk[A¯; a˜]
δa˜(x)
. (2.59)
The background eﬀective average action Γk[A¯; a˜] is invariant under the following simultaneous
transformations:
δωA¯
i
µ = D¯µω
i (2.60)
δωa˜
µ
i = fi
klaµkω
l . (2.61)
As for the background eﬀective action introduced in eq. (2.51), one has that Γk[A¯; 0] must be an
explicit gauge invariant functional of A¯, since the transformation in eq. (2.60) is just an ordinary
gauge transformation of the background ﬁeld. One can deﬁne a functional Γk[A¯] that is called
gauge invariant eﬀective average action by setting a˜ = 0 in eq. (2.58):
Γk[A¯] = Γk[A¯; 0] . (2.62)
This is the gauge-invariant quantity one wants to compute with the background ﬁeld method.
2.2.3 Exact ﬂow equation for the background eﬀective average action
Following the derivation of Section 2.1.1, it is possible to derive an exact ﬂow equation that the
background eﬀective average action of eq. (2.58) satisﬁes. Consider
Γ˜k[a˜; A¯] = Γk[A¯; a˜] + ∆Sk[A¯; a˜] = −Wk[J ; A¯] +
∫
ddxJ(x)a˜(x) , (2.63)
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with scale dependence given by:
∂
∂t
Γ˜k[A¯; a˜] = −
(
∂Wk
∂t
)
[J ; A¯] . (2.64)
The t-derivative of Wk is obtained from its deﬁning functional integral in eq. (2.54). All the
k-dependence is encoded inside ∆Sk[A¯; a˜] and Ck, this yields to:
∂
∂t
Γ˜k[A¯; a˜] = 〈∂∆Sk
∂t
[A¯; a]〉 − ∂ logCk[A¯]
∂t
(2.65)
Repeating the same steps of Section 2.1.1, the scale dependence of Γ˜k[A¯; a˜] can be expressed as
∂
∂t
Γ˜k[A¯; a˜] =
1
2
Tr
[
Gk[A¯; a˜]
∂Rk[A¯]
∂t
]
+
∂∆Sk
∂t
[A¯; a˜]− Tr ∂Ck[A¯]
∂t
. (2.66)
The exact ﬂow equation for the eﬀective average action then follows from eq. (2.63) by subtract-
ing the contribution coming from the k-derivative of ∆Sk[a; A¯]:
∂
∂t
Γk[A¯; a˜] =
1
2
Tr a
[(
δ2Γk[A¯; a˜]
δa˜δa˜
+Rk[A¯]
)−1
∂Rk[A¯]
∂t
]
− Tr c
[
∂tRk[−D¯2]
−D¯2 +Rk[−D¯2]
]
, (2.67)
where
Gk[A¯; a˜] =
(
δ2Γk[A¯; a˜]
δa˜δa˜
+Rk[A¯]
)−1
. (2.68)
From eq. (2.67), it is possible to write down the ﬂow equation for the gauge invariant eﬀective
action deﬁned in eq. (2.62):
∂
∂t
Γk[A¯] =
1
2
Tr a
[(
δ2Γk[A¯; 0]
δa˜δa˜
+Rk[A¯]
)−1
∂Rk[A¯]
∂t
]
− Tr c
[
∂tRk[−D¯2]
−D¯2 +Rk[−D¯2]
]
. (2.69)
The corresponding one-loop result can be obtained by replacing Γk with S on the right hand
side of eq. (2.69).
2.3 Examples
In this section, two applications of the exact renormalization group equations are presented in
order to show how the machinery works with speciﬁc examples. The ﬁrst application concerns
the computation of the Yang-Mills beta function. Then, the functional methods are applied to
study the renormalization group ﬂow of the nonlinear sigma model. These two examples are of
particular importance, since they represent the starting point of what is going to be discussed
in the next chapters of this thesis.
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2.3.1 Yang-Mills
Recall the classical Yang-Mills
S0[A] = 14g2
∫
ddxFµνi F
i
µν . (2.70)
The computation of the renormalization group ﬂow of this theory is done by solving the beta
functional equation for the background eﬀective average action (see Section 2.2.3). One expands
the gauge ﬁeld A around nonconstant background A¯ as A(x) = A¯(x) + a(x), then the classical
Yang-Mills action can be written as functional Taylor series around A¯:
S0[A¯+ a] = S0[A¯] + S [1]0 [A¯, a] + S [2]0 [A¯, a] + · · · (2.71)
where S [n] is of order n in the ﬂuctuations a. The second order piece is:
S
[2]
0 [A¯; a] =
1
2g2
∫
ddx aiµ
(
− D¯2δijδµν + D¯νD¯µδij + F¯ `µνf`ij
)
ajν , (2.72)
where D¯µaiν and F¯
`µν are deﬁned in eq. (2.37). The gauge ﬁxed action S[A¯; a] is obtained by
adding to S0[A¯+ a] the gauge ﬁxing term deﬁned by eq. (2.42) and eq. (2.43):
S[A¯; a] = S0[A¯+ a] + Sgf [A¯; a]. (2.73)
The quadratic part of the gauged ﬁxed action then reads:
S [2][A¯; a] = 1
2g2
∫
ddx aiµ
(
− D¯2δijδµν +
(
1− 1
α
)
δijD¯
µD¯ν − 2F¯ `µνfi`j
)
ajν . (2.74)
The Faddeev-Popov determinant is given by eq. (2.46):
det
[
δ′Gi[A¯; a]
δωj
]
= det
[
D¯µD¯µδ
i
l + f
i
kjD¯
µakµ
]
. (2.75)
In order to simplify the computation one works in the 't Hooft-Feynman gauge α = 1, then
S [2][A¯; a] = 1
2g2
∫
ddx aiµ
(
− D¯2δijδµν − E¯µνij
)
ajν , (2.76)
where E¯µνij = 2F¯
`µνfi`j .
To compute the renormalization group ﬂow of the theory one starts from the eﬀective average
action Γk[A; a], which is assumed to have the same form of the original action S[A; a], where
the bare coupling is replaced by the renormalized one dependent on k. The ﬂow equation for
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the gauge invariant eﬀective action Γk[A] = Γk[A; 0] is then given by:
∂
∂t
Γk[A] =
1
2
Tr a
[(
δ2Γk[A; 0]
δaδa
+Rk[A]
)−1
∂Rk[A]
∂t
]
− Tr c
[
∂tRk[−D2]
−D2 +Rk[−D2]
]
.
From here onwards all bars from background quantities are dropped, since no confusion should
arise. The cutoﬀ kernel is chosen to be:
Rk[A] = 1
g2
Rk(−D2 − E) , (2.77)
where Rk is taken to be the optimized cutoﬀ shape function of eq. (2.12). In the terminology of
[Codello 2009b] this choice is called 'type II cutoﬀ'. The t-derivative of the cutoﬀ is:
∂Rk[A]
∂t
=
1
g2
[∂tRk(z) + ηaRk(z)] , (2.78)
where z = −D2 − E and ηa = −∂t log g2 is the so called 'anomalous dimension'. The one-loop
result is obtained by setting ηa = 0. The cutoﬀ term for the ghost ﬁelds is given by eq. (2.56),
combined with the Faddeev-Popov determinant it leads to a modiﬁed propagator for the ghost
ﬁelds. Combining the quadratic action with the cutoﬀ, the beta functional equation takes the
following form:
∂
∂t
Γk[A] =
1
2
Tr a
[
∂tRk(z) + ηaRk(z)
Pk(z)
]
− Tr c
[
∂tRk[−D2]
−D2 +Rk[−D2]
]
, (2.79)
where Pk(z) = z + Rk(z). The computation of the traces in eq. (2.79) is performed using heat
kernel methods presented in Appendix B. The relevant contribution to the ﬁrst trace of eq. (2.79)
comes from the B4 coeﬃcient of the heat kernel expansion:
1
2
Tr a
[
∂tRk(z) + ηaRk(z)
Pk(z)
]
⊃ 1
2
1
(4pi)d/2
Q d
2
−2
(
∂tRk(z) + ηaRk(z)
Pk(z)
)
B4(z)
=
1
2
1
(4pi)d/2
2kd−4
Γ(d2 − 1)
(
1 +
ηa
d− 2
)∫
ddx tr
[
1
12
Ω(a)µνΩ
µν
(a) +
1
2
E2
]
=
C2(G)
(4pi)d/2
kd−4
Γ(d2 − 1)
(
1 +
ηa
d− 2
)[
− d
12
+ 2
] ∫
ddxFµνi F
i
µν .
(2.80)
In eq. (2.80) the quantity Ω(a)µν is the commutator of the background covariant derivative deﬁned
in eq. (2.37):
[Dµ, Dν ]aiσ = Ω
(a)
µν
iρ
kσa
k
ρ , Ω
(a)
µν
iρ
kσ = δρσf
i
jkF
j
µν . (2.81)
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Using the deﬁning relation of the adjoint Casimir constant C2(G)
f ilmfjlm = C2(G)δij , (2.82)
one has that
trΩ(a)µνΩ
µν
(a) = −dC2(G)Fµνi F iµν , tr E2 = EijµνEνµji = 4C2(G)Fµνi F iµν . (2.83)
The Q-functional is computed using eq. (B.16)
Q d
2
−2
(
∂tRk(z) + ηaRk(z)
Pk(z)
)
=
2
Γ(d2 − 1)
(
1 +
ηa
d− 2
)
kd−4 . (2.84)
The relevant contribution to the second trace of eq. (2.79) comes again from the B4 coeﬃcient
of the heat kernel expansion:
Tr c
[
∂tRk(−D2)
Pk(−D2)
]
⊃ 1
(4pi)d/2
Q d
2
−2
(
∂tRk(−D2)
Pk(−D2)
)
B4(−D2)
=
1
(4pi)d/2
2
Γ(d2 − 1)
kd−4
∫
ddx tr
[
1
12
Ω(c)µνΩ
µν
(c)
]
= −C2(G)
12
1
(4pi)d/2
2
Γ(d2 − 1)
kd−4
∫
ddxFµνi F
i
µν .
(2.85)
In eq. (2.85) the quantity Ω(c)µν is the commutator of the ghost covariant derivative deﬁned in
eq. (2.49):
[Dµ, Dν ]ci = Ω(c)µν
i
kc
k , Ω(c)µν
i
k = f ijkF jµν . (2.86)
Then:
trΩ(c)µνΩ
µν
(c) = −C2(G)Fµνi F iµν . (2.87)
Summing up the contributions coming from the traces in eq. (2.80) and eq. (2.85), reading oﬀ
the coeﬃcient of 1/4
∫
ddxFµνi F
i
µν , it is possible to extract the beta function of g
2:
∂tg
2 = − C2(G)
(4pi)d/2
4
Γ(d2 − 1)
kd−4
[(
2− d
12
)(
1 +
ηa
d− 2
)
+
1
6
]
g4 . (2.88)
Substituting on the right hand side of eq. (2.88) the expression for ηa and solving the algebraic
equation for ∂tg
2 it is easy to obtain the expression for the beta function for g2. Consider the
case in which the gauge group is G = SU(N), then C2(G) = N . For d = 4 and ηa = 0, one
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obtains the well know one loop result:
∂tg
2 = − N
(4pi)2
22
3
g4 . (2.89)
Considering ηa and solving eq. (2.88) one gets a nonperturbative improvement for the beta
function [Reuter 1994a]:
∂tg
2 = − N
(4pi)2
22
3
g4
(
1− N
(4pi)2
10
3
g2
)−1
. (2.90)
Expanding for small g2, it is possible to compare beta function
∂tg
2 = − N
(4pi)2
22
3
g4 − N
2
(4pi)4
220
9
g6 +O(g8) , (2.91)
with the well know two-loop result [Gross 1973, Politzer 1973, Jones 1974, Caswell 1974]:
∂tg
2 = − N
(4pi)2
22
3
g4 − N
2
(4pi)4
68
3
g6 +O(g8) . (2.92)
There is a disagreement in the two-loop coeﬃcient. Since the regularization scheme adopted
is massive, one does not expect to reproduce the two-loop contribution which is universal for
mass-independent regularization schemes such as dimensional regularization. Recently, a SUSY
inspired beta function of the same form of eq. (2.90) has been proposed in [Ryttov 2008]. The
authors of [Pica 2011] prove the existence of an all orders beta function for Yang-Mills theories
assuming a linear relation between the beta function and the gauge ﬁeld anomalous dimension.
They have an equation of the same form of eq. (2.88) which yields a beta function that is
similar, in shape, to the one in eq. (2.90). Using, instead, the functional renormalization group
formalism, introduced in the previous sections, the linear relation between the beta function and
the anomalous dimension is obtained as a consequence of the particular structure of the exact
equation itself. This shows that this tool is powerful and able to capture some nonperturbative
dynamics of the theory.
2.3.2 Nonlinear sigma model
Nonlinear sigma models are very rich class of theories [Ketov 2000]. They are widely used
in high energy physics, where the most important application is chiral perturbation theory
[Weinberg 1979b, Gasser 1984]. It describes the dynamics of the pions, regarded as Goldstone
bosons of the ﬂavor symmetry SU(N)L × SU(N)R broken to the diagonal subgroup SU(N)D.
On the other hand, nonlinear sigma models ﬁnd applications also in condensed matter physics
[Fradkin 1991] and string theory [Polyakov 1975].
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From the mathematical point of view, the nonlinear sigma model describes the dynamics
of a map ϕ from a d-dimensional base manifold M to a D-dimensional target manifold N .
Given a coordinate system {xµ} on M and {yα} on N , the map ϕ is represented by D scalar
ﬁelds ϕα(x). Physics must be independent of the choice of coordinates on N , forcing the action
to be a functional constructed with tensorial structure on N . Only derivative interactions are
allowed. The Euclidean action of the nonlinear sigma model can be expanded in derivatives and
the lowest-order term is
S[ϕ] = 1
2f2
∫
ddxhαβ(ϕ)∂µϕα∂µϕβ, (2.93)
where hαβ is a dimensionless riemannian metric on N and f is the nonlinear sigma model
coupling with mass dimension (2− d)/2. It usually assumed that hαβ is a positive-deﬁnite ﬁeld-
dependent matrix in order to ensure the absence of negative norm states. Moreover, the scalars
are assumed to take their values in a compact usually symmetric space N . From the ﬁeld theory
point of view, the nonlinear sigma model metric hαβ(ϕ) is just a set of given functions of ϕ.
After being expanded in powers of ϕ,
hαβ(ϕ) = hαβ(0) + ∂γhαβ(0)ϕγ +
1
2
∂γ∂σhαβ(0)ϕγϕσ + · · · , (2.94)
the action in eq. (2.93) thus represents a ﬁeld theory with a generically inﬁnite number of
interactions and coupling constants. The action in eq. (2.93) is formally invariant under ﬁeld
reparametrizations (diﬀeomorphism invariance on N )
ϕα → ϕα′(ϕ) , (2.95)
provided that the metric transforms as a second-rank tensor:
h′αβ(ϕ
′) =
∂ϕγ
∂ϕα′
∂ϕσ
∂ϕβ′
hγσ(ϕ). (2.96)
The computation of the beta function for the nonlinear sigma model coupling is carried on using
the background ﬁeld method, where the full quantum ﬁeld ϕα is expanded around a nonconstant
background conﬁguration ϕ¯α as ϕα(x) = ϕ¯α(x) + piα(x). Since the ﬁeld piα(x) is a diﬀerence of
coordinates it does not have good transformation properties, so it is convenient to express the
background ﬁeld expansion in terms of normal coordinates ξα(x), which are taken as quantum
ﬁelds centered at ϕ¯α(x), i.e. Expϕ¯(x)(ξ(x)) = ϕ(x) [Honerkamp 1972, Alvarez-Gaume 1981]:
ϕα = ϕ¯α + ξα − 1
2
Γ¯βαγξβξγ + . . . , (2.97)
where Γ¯βαγ are the Christoﬀel symbols of the metric h¯αβ = hαβ(ϕ¯). The background ﬁeld
expansions for the geometric objects entering in eq. (2.93) are given by [Honerkamp 1972,
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Alvarez-Gaume 1981]:
hαβ(ϕ) = h¯αβ − 13R¯αεβηξ
εξη + · · ·
∂µϕ
α = ∂µϕ¯α + ∇¯µξα − 13∂µϕ¯
γR¯γε
α
ηξ
εξη + · · · (2.98)
In eq. (2.98) the Riemann tensor R¯γε
α
η is constructed using the Christoﬀel symbols evaluated
on the background ϕ¯. The covariant derivative is deﬁned as follows:
∇¯µξα = ∂µξα + ∂µϕ¯βΓ¯βαγξγ . (2.99)
The nonlinear sigma model action in eq. (2.93) can be expanded in functional Taylor series
around the background
S[ϕ] = S[ϕ¯] + S [1][ϕ¯; ξ] + S [2][ϕ¯; ξ] + · · · (2.100)
where S [n] is of order n in the ﬂuctuations ξ. It is convenient to deﬁne the quantum ﬁelds
ξa = eaαξ
α, where eaα is a vielbein for the metric. The second order piece reads
S [2][ϕ¯; ξ] = 1
2f2
∫
ddx ξa
(−D¯2δab − M¯ab) ξb , (2.101)
where
M¯ab = eαae
β
b D¯µϕ¯
εD¯µϕ¯ηR¯εαηβ . (2.102)
From here onwards all bars from background quantities will be dropped, since no confusion
should arise. The beta function of f is obtained by solving the beta functional equation for the
background invariant eﬀective action Γ[ϕ] = Γk[ϕ; 0], which is assumed to have the same form
of the original action:
∂
∂t
Γk[ϕ] =
1
2
Tr
[(
δ2Γk[ϕ; 0]
δξδξ
+Rk[ϕ]
)−1
∂Rk[ϕ]
∂t
]
. (2.103)
The cutoﬀ kernel is chosen to be:
Rk[ϕ] = 1
f2
Rk(−D2) , (2.104)
where Rk is taken to be the optimized cutoﬀ shape function of eq. (2.12). In the terminology of
[Codello 2009b] this choice is called 'type I cutoﬀ'. The t-derivative of the cutoﬀ is:
∂Rk[ϕ]
∂t
=
1
f2
[∂tRk(z) + ηξRk(z)] , (2.105)
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where z = −D2 and ηξ = −∂t log f2 is the so called 'anomalous dimension'. Combining the
quadratic action with the cutoﬀ, the ﬂow equation for the background eﬀective average action
takes the following form:
∂
∂t
Γk[ϕ] =
1
2
Tr
[
∂tRk(z) + ηξRk(z)
Pk(z)−M
]
=
1
2
Tr
[
∂tRk(z) + ηξRk(z)
Pk(z)
+
∂tRk(z) + ηξRk(z)
P 2k (z)
M +O(M2)
]
,
(2.106)
where Pk(z) = z+Rk(z). In eq. (2.106), the argument of the trace has been expanded in powers
of M/Pk(z) and the term containing two derivatives of ϕ is the second. This trace is evaluated
using heat kernel methods presented in Appendix B. The relevant contribution comes from the
B0 coeﬃcient of the heat kernel expansion:
1
2
Tr
[
∂tRk + ηξRk
P 2k
M
]
⊃ 1
2
1
(4pi)d/2
Q d
2
(
∂tRk + ηξRk
Pk
)∫
ddx trM
=
1
2
1
(4pi)d/2
2
Γ(d2 + 1)
(
1 +
ηξ
d+ 2
)
kd−2
∫
ddxRαβ∂µϕ
α∂µϕβ .
(2.107)
By inspection of eq. (2.106) one obtains a kind of Ricci ﬂow [Codello 2009a]:
∂t
1
f2
hαβ =
1
(4pi)d/2
2
Γ(d2 + 1)
(
1 +
ηξ
d+ 2
)
kd−2Rαβ . (2.108)
If one sets ηξ = 0 in eq. (2.108), the one loop result is represented by the 'geometric ﬂow' in
which the running of the metric is given by the Ricci tensor. It is possible to show that for d = 2
the coeﬃcient of the beta function is scheme independent while for d > 2 there is a dependence
on the cutoﬀ choice but it does not aﬀect the qualitative properties of the beta function.
The result of eq. (2.108) can be applied to homogeneous spaces of the form N = G/H
admitting a single invariant Einstein metric hαβ , up to scalings. In this case, it is convenient
to think hαβ as being ﬁxed and interpret the ﬂow as aﬀecting only f
2. The Ricci tensor of the
metric is Rαβ = RDhαβ , where R is the Ricci scalar, therefore:
∂tf
2 = − 1
(4pi)d/2
2
Γ(d2 + 1)
kd−2
(
1 +
ηξ
d+ 2
)
R
D
f4 . (2.109)
When eq. (2.109) is solved for ∂tf
2 one obtains a rational beta function. In terms of dimensionless
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coupling f˜2 = kd−2f2, the beta function reads:
∂tf˜
2 = (d− 2)f˜2 −
1
(4pi)d/2
2
Γ( d
2
+1)
R
D f˜
4
1− 1
(4pi)d/2
2
Γ( d
2
+1)
R
D
f˜2
d+2
. (2.110)
Looking ﬁrst at the one-loop ﬂow, one has that for d > 2 and R > 0 there is a nontrivial ﬁxed
point at f˜2∗ = (4pi)d/2Γ(
d
2 +1)
d−2
2
D
R . For large R this ﬁxed point value occurs at small coupling,
where perturbation theory is reliable. The derivative of the beta function at the ﬁxed point is:
∂
∂f˜2
βf˜2
∣∣∣∣∣
f˜2∗
= −(d− 2) , (2.111)
so this ﬁxed point is UV attractive for any d > 2 and the mass critical exponent ν = 1/(d− 2)
is mean ﬁeld-like. This shows that the nonlinear sigma model with positive Ricci curvature is
an asymptotic safe theory. For N = SO(N + 1)/SO(N) one has that R = D(D − 1) and it is
possible to reproduce the results of 2 + ε expansion [Polyakov 1975]. For N = SU(N) in d = 4
one has that R = N(N2 − 1)/4 and D = N2 − 1, then f˜2∗ = 8(4pi)2/N .
When one considers the full beta function in eq. (2.110) the one-loop ﬁxed point is shifted at
f˜2∗ = (4pi)d/2Γ(
d
2 + 1)
D(d2−4)
2dR and it is still UV attractive for d > 2. The mass critical exponent
is now smaller then the mean-ﬁeld value:
ν =
d+ 2
2D(d− 2) <
1
d− 2 . (2.112)
Numerically, in d = 4 the results do not diﬀer very much from the one-loop ones, but since
the derivation is not based on perturbation theory, its validity does not depend on the coupling
being small, this indicates that general nonlinear sigma model may be asymptotically safe even
in d = 4. The truncation of the eﬀective action considered here is very restrictive, then this
result has to be considered just as an indication of the existence of the nontrivial ﬁxed point
for the nonlinear sigma model and further studies in which one takes into account diﬀerent
approximation schemes are needed to prove its existence.
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Any theory where a global symmetry G is spontaneously broken to some subgroup H at
some characteristic energy scale Λ can be described at energies E < Λ by a nonlinear sigma
model, a theory describing the dynamics of a set of scalars with values in the coset space
G/H [Weinberg 1968, Coleman 1969, Callan 1969, Salam 1969]. These scalars are the Gold-
stone bosons. Because the coset space is (in general) not a linear space, the physics of the
Goldstone bosons is rather diﬀerent from that of scalars carrying linear representations of G.
The most important phenomenological application of this theory is chiral perturbation theory
[Weinberg 1979b, Gasser 1984], it describes the dynamics of the pions, regarded as Goldstone
bosons of the ﬂavor symmetry SU(N)L × SU(N)R which, in QCD, is broken to the diagonal
subgroup SU(N)D by the quark condensate. The theory is characterized by a mass scale Fpi
and, for energies E < Fpi, terms with n derivatives give contributions that are suppressed by
factors (E/4piFpi)n, so one can usefully expand the action in powers of derivatives.
When such a theory is coupled to gauge ﬁelds of the group G, the physical interpretation
for the Goldstone bosons changes completely with respect to the ungauged case. The Goldstone
bosons are acted upon transitively by the gauge group, which means that any ﬁeld conﬁguration
can be transformed into any other ﬁeld conﬁguration by a gauge transformation. So, in a sense,
they are now gauge degrees of freedom. It is then possible to ﬁx the gauge in such a way that the
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Goldstone bosons disappear completely from the spectrum. In this unitary gauge no residual
gauge freedom is left, so the spectrum of the theory consists just of massive gauge ﬁelds, the
masses originating from the covariant kinetic term of the Goldstone bosons. This is the essence
of the Higgs phenomenon, but in this variant where the scalars carry a nonlinear realization of
G, there is no physical Higgs ﬁeld left over. The most important phenomenological application
of this idea is electroweak chiral perturbation theory [Applequist 1980, Longhitano 1980]. This
model is perfectly adequate to give mass to the gauge bosons and can be seen as an approximation
used in the SM where the energy is suﬃciently low that the Higgs degree of freedom cannot be
excited.1
For these reasons, it is important to have a good understanding of the UV behavior of this
model. Here, the possibility that the gauged nonlinear sigma model could be asymptotically
safe is explored. This would make the theory UV complete and predictive. Indications about
the existence of a nontrivial ﬁxed point for the nonlinear sigma model with two derivatives have
been found in [Codello 2009a] (see also Section 2.3.2). This ﬁxed point is preserved considering
higher derivative terms as shown in [Percacci 2010]. The novelty presented in this chapter is the
presence of the gauge ﬁelds coupled with the Goldstone boson degrees of freedom. There is no
try to derive any phenomenological consequence, but merely consider the theoretical problem of
the SU(N) chiral model coupled to SU(N)L gauge ﬁelds [Fabbrichesi 2011b].
3.1 Gauged action
Consider the Euclidean action of the nonlinear sigma model introduced in eq. (2.93)
S0[ϕ] = 12f2
∫
ddxhαβ(ϕ)∂µϕα∂µϕβ , (3.1)
where ϕα are (dimensionless) coordinates on G/H. The inﬁnitesimal transformation
δϕα = Kα(ϕ) (3.2)
induces a variation of the action given by
δS0 = 12f2
∫
ddx δhαβ∂µϕ
α∂µϕβ +
1
f2
∫
ddxhαβδ∂µϕ
α∂µφβ . (3.3)
Since
δhαβ = ∂γhαβKγ , δ∂µφα = ∂βKα∂µφβ , (3.4)
1In the SM also the QCD pions are responsible for giving mass to the gauge bosons, but their contribution is
very small compared to tho one provided by the Higgs scalar.
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then
δS0 = 1
f2
∫
ddx∇αKβ∂µϕα∂µϕβ . (3.5)
In the equation above, the explicit deﬁnition of a metric-compatible connection has been used
Γγαρ = 12h
γσ(∂αhβρ + ∂ρhβα − ∂βhαρ). The vector Kα is called a 'Killing vector' if the following
relation holds:
∇αKβ +∇βKα = 0 = −LKhαβ . (3.6)
If Kα is a Killing vector then the transformation in eq. (3.2) is called an isometry. Using the
relation in eq. (3.6) into eq. (3.5) it is easy to show that δS0 = 0. Isometries form a ﬁnite
dimensional subgroup of the diﬀeomorphism group on N (isometry group) and represent the
global symmetries of the theory.
Consider the case whereN = SU(N), endowed with a left- and right-invariant metric hαβ . In
order to describe this geometry one chooses the matrix generators {Ti} in the fundamental rep-
resentation satisfying [Ti, Tj ] = fijkTk, where fijk are the structure constants of the symmetry
group. The Ad-invariant Cartan-Killing form is Bij = Tr (Ad(Ti)Ad(Tj)) = fi`kfjk` = −Nδij ,
whereas in the fundamental representation Tr (TiTj) = (1/2)δij . The choice is to work with the
inner product in the Lie algebra −(1/N)Bij = δij . The Ad-invariance of this inner product
implies that fijk = fij`δ`k is totally antisymmetric. Under the identiﬁcation of the Lie algebra
with the tangent space to the group at the identity, to each abstract generator Ti there corre-
sponds a left-invariant vectorﬁeld Lαi and a right-invariant vectorﬁeld R
α
i , coinciding with Ti at
the identity. They form ﬁelds of bases on the group and satisfy the commutation relations:
[Li, Lj ] = fijkLk , [Ri, Rj ] = −fijkRk . (3.7)
The dual bases Liα and R
i
α are deﬁned by
LiαL
α
j = δ
i
j , R
i
αR
α
j = δ
i
j , R
i
αL
α
j = Ad(U)
i
j , (3.8)
where U denotes the n× n matrix corresponding to the group element with coordinate ϕ. The
dual bases are the components of the Maurer-Cartan forms: LiTi = U−1dU , RiTi = dUU−1.
The metric hαβ on the group is deﬁned as the unique left- and right-invariant metric that
coincides with the inner product in the Lie algebra: δij = h(1)(Ri, Rj) = h(1)(Li, Lj). Thus,
the vectorﬁelds Ri and Li are Killing vectors, generating SU(N)L and SU(N)R respectively,
and they are also orthonormal ﬁelds of frames on the group:
hαβ = RiαR
j
βδij = L
i
αL
j
βδij . (3.9)
Here, the choice is to gauge only SU(N)L and the corresponding gauge ﬁelds are denoted by
Aµ. Restricting to terms containing two derivatives of the ﬁelds, the Euclidean action of the
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d-dimensional gauged nonlinear sigma model is:
S0[ϕ,A] = 12f2
∫
ddxhαβDµϕ
αDµϕβ +
1
4g2
∫
ddxF iµνF
µν
i , (3.10)
where f is the Goldstone coupling with mass dimension (2 − d)/2 and g is the gauge coupling
with mass dimension (4−d)/2. The Goldstone covariant derivative and the gauge ﬁeld strength
tensor are given by:
Dµϕ
α = ∂µϕα +AiµR
α
i (ϕ) , (3.11)
F iµν = ∂µA
i
ν − ∂νAiµ + f ijlAjµAlν , (3.12)
where f ijl are SU(N) structure constants. The action in eq. (3.10) is invariant under local
SU(N)L inﬁnitesimal transformations
δεLϕ
α = −εiLRαi (ϕ) δεLAiµ = ∂µεiL + fj`iAjµε`L . (3.13)
3.1.1 Background ﬁeld expansion and gauge ﬁxing
The computation of the beta functions is performed using the background ﬁeld method. The
full quantum ﬁeld ϕα(x) is expanded, using normal coordinates ξα(x), around nonconstant
background ﬁeld conﬁguration ϕ¯α(x) as in eq. (2.97). The background ﬁeld expansions of the
geometric objects entering in eq. (3.10) are given by eq. (2.98) together with
Rαi (ϕ) = R¯
α
i + ξ
ε∇¯εR¯αi −
1
3
R¯αεγηR¯
γ
i ξ
εξη + · · · (3.14)
where the background covariant derivative ∇¯εR¯αi is deﬁned as:
∇¯εR¯αi = ∂εR¯αi + Γ¯εαγR¯γi . (3.15)
The gauge ﬁeld is expanded as Aiµ(x) = A¯
i
µ(x) + a
i
µ(x). The background ﬁeld expansion for the
gauge ﬁeld strength tensor is given by:
F iµν = F¯
i
µν + D¯µa
i
ν − D¯νaiµ + f ij`ajµa`ν , (3.16)
where D¯µa
i
ν and F¯
i
µν are deﬁned in eq. (2.37). The action in eq. (3.10) can be expanded in
functional Taylor series around the background:
S0[ϕ,A] = S0[ϕ¯, A¯] + S [1]0 [ϕ¯, A¯; ξ, a] + S [2]0 [ϕ¯, A¯; ξ, a] + . . . (3.17)
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where S
[n]
0 is of order n in the ﬂuctuations. The second order piece is
S
[2]
0 [ϕ¯, A¯; ξ, a] =
1
2f2
∫
ddx ξα
(−D¯2h¯αβ − D¯µϕ¯εD¯µϕ¯ηR¯εαηβ) ξβ
+
1
f2
∫
ddx aiµ
(
h¯αγD¯
µϕ¯α∇¯βR¯γi + h¯αβR¯αi D¯µ
)
ξβ
+
1
2g2
∫
ddx aiµ
(
− D¯2δijδµν + D¯νD¯µδij + g
2
f2
h¯αβR¯
α
i R¯
β
j δ
µν + F¯ `µνf`ij
)
ajν ,
(3.18)
where
D¯µξ
α = ∇¯µξα + A¯iµ∇¯βR¯αi ξβ . (3.19)
The covariant derivative ∇¯µξα is given in eq. (2.99) and D¯µϕ¯α = ∂µϕ¯α + A¯iµR¯αi . The second
integral in eq. (3.18) is a cross term between the Goldstone boson and the gauge ﬂuctuations, this
is the generalization to the background ﬁeld method of the term one usually obtains in the case
of spontaneously broken gauge symmetries. This term contains a nonminimal derivative piece
that can be removed by taking a suitable gauge ﬁxing condition. To this end it is convenient to
perform an integration by parts, making use of the Killing property ∇¯αR¯iβ = −∇¯βR¯iα, in order
to rewrite:∫
ddx aiµ
(
h¯αγD¯
µϕ¯α∇¯βR¯γi + h¯αβR¯αi D¯µ
)
ξβ =
∫
ddx
(
2aiµh¯αγD¯
µϕ¯α∇¯βR¯γi − h¯αβR¯αi D¯µaiµ
)
ξβ .
(3.20)
The quadratic part of the gauge action in eq. (3.18) contains a nonminimal second order dif-
ferential operator and an explicit mass term for the gauge ﬁelds, that can be read using the
orthonormality condition for the Killing vectors in eq. (3.9). Since the gauge symmetry is fully
broken all the gauge ﬁelds become massive, their square mass is
m2A =
g2
f2
. (3.21)
The gauge ﬁxed action S[ϕ¯, A¯; ξ, a] is obtained by adding to the classical action of eq. (3.17) the
background gauge ﬁxing term Sgf [ϕ¯, A¯; ξ, a]:
S[ϕ¯, A¯; ξ, a] = S0[ϕ¯, A¯; ξ, a] + Sgf [ϕ¯, A¯; ξ, a]. (3.22)
The explicit form of the gauge ﬁxing action is given by
Sgf [ϕ¯, A¯; ξ, a] = 12αg2
∫
ddx δijχ
iχj with χi = D¯µaiµ + β
g2
f2
h¯αβR¯
α
i ξ
β , (3.23)
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where α and β are gauge ﬁxing parameters. The quadratic part of the gauge ﬁxed action then
reads:
S [2][ϕ¯, A¯; ξ, a] = 1
2f2
∫
ddx ξα
(
−D¯2h¯αβ − D¯µϕ¯εD¯µϕ¯ηR¯εαηβ + β
2
α
g2
f2
h¯αβ
)
ξβ
+
1
2g2
∫
ddx aiµ
(
− D¯2δijδµν +
(
1− 1
α
)
δijD¯
µD¯ν +
g2
f2
δijδ
µν − 2F¯ `µνfi`j
)
ajν
+
2
f2
∫
ddx aiµh¯αγD¯
µϕα∇¯βR¯γi ξβ +
1
f2
(
β
α
− 1
)∫
ddx h¯αβR¯
α
i D¯
µaiµξ
β .
(3.24)
The Faddeev-Popov determinant is obtained from the variation of the gauge ﬁxing term χi with
respect to the inﬁnitesimal gauge transformation, keeping the background ﬁelds ﬁxed:
δεLχ
i = D¯µδεLa
i
µ + β
g2
f2
h¯αβR¯
α
i δεLξ
β . (3.25)
The variation of the gauge ﬁeld can be read directly from the transformation properties of Aiµ
in eq. (3.13):
δεLa
i
µ ≡ DµεiL . (3.26)
The variation of the normal coordinates ξα can be worked out using the transformation properties
of ϕα in eq. (3.13) together with the relation in eq. (2.97) and inverting the series:
δϕα = δξα − Γβαγξβδξγ + . . . (3.27)
In this case only the ﬁrst pieces coming from the variations in eq. (3.25) matter:
δεLχ
i = D¯µD¯µεiL − β
g2
f2
h¯αβR¯
α
i R¯
β
j ε
j
L + . . . (3.28)
where the dots stand for terms containing the ﬁeld a and higher powers of ξ. Using again
eq. (3.9), the Faddeev-Popov determinant can be written as
det
[
δχ
δεL
]
= det
[
D¯2 − β g
2
f2
]
. (3.29)
As usual, one can rewrite the determinant in eq. (3.29) as a functional integral over anticom-
muting ghost ﬁelds ci:
det
[
δχ
δεL
]
= det
[
D¯2 − β g
2
f2
]
=
∫
Dc¯Dc exp−Sgh[A¯; c¯, c] . (3.30)
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The ghost action is given by:
Sgh[A¯; c¯, c] =
∫
d4x c¯i
(
−D¯2δij + β g
2
f2
δij
)
cj , (3.31)
where
D¯µc
i = ∂µci + f ijlA¯jµc
l . (3.32)
From here onwards all bars from background quantities will be dropped, since no confusion
should arise, and the gauge ﬁxing parameters are ﬁxed to be equal, namely α = β. This
particular choice is called 'α-gauge ﬁxing', it is a generalization to the background ﬁeld method
of what is usually known as Rξ-gauge. The quadratic gauge ﬁxed action in the α-gauge is then
given by:
S [2][ϕ,A; ξ, a] = 1
2f2
∫
ddx ξα
(
−D2hαβ −DµϕεDµϕηRεαηβ + αg
2
f2
hαβ
)
ξβ
+
1
2g2
∫
ddx aiµ
(
−D2δijδµν +
(
1− 1
α
)
δijD
µDν +
g2
f2
δijδ
µν − 2F `µνfi`j
)
ajν
+
2
f2
∫
ddx aiµhαγD
µϕα∇βRγi ξβ . (3.33)
In this gauge the cross term between the Goldstone bosons simpliﬁes and the nonminimal deriva-
tive piece exactly cancels out. It is important to notice that the nonminimal diﬀerential piece
acting on the gauge ﬂuctuations is absent in the 't Hooft-Feynman gauge where the gauge ﬁxing
parameter is α = 1. Moreover, the sigma model ﬁelds ξ acquire a mass given by:
m2ξ = αg
2/f2. (3.34)
3.2 Beta functions
The computation of the beta functions of the SU(N) gauged nonlinear sigma model is performed
using functional methods presented in Chapter 2. In this case, one starts from the background
eﬀective average action Γk[ϕ,A; θ] which is assumed to have the same form of the original action
S[ϕ,A; θ], where the bare couplings f and g are replaced by renormalized couplings that depend
on k. The functional Γk[ϕ,A; θ] depends on the background ﬁelds ϕ, A and on the classical
average ﬁelds θ (the variables that are Legendre conjugated to the sources coupled linearly
to the quantum ﬁeld in the path integral deﬁnition). The collective ﬁeld θT = (ξi, aiµ) is a
D(1+d) component bosonic ﬁeld and ξi = Riαξ
α. From Γk[ϕ,A; θ] it is possible to construct the
functional Γk[ϕ,A] = Γk[ϕ,A; 0], which is manifestly both diﬀeomorphism and gauge invariant.
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It obeys a functional diﬀerential equation, which in the present context reads:
∂
∂t
Γk[ϕ,A] =
1
2
Tr θ
[(
δ2Γk[ϕ,A; 0]
δθδθ
+Rk[ϕ,A]
)−1
∂Rk[ϕ,A]
∂t
]
− ∂
∂t
logCk[A] , (3.35)
where t = log(k/k0).
From eq. (3.33) one reads the second variation of the eﬀective average action:
Γ[2]k [ϕ,A; θ] =
1
2
∫
ddx θT Q[ϕ,A] θ , (3.36)
where Q[ϕ,A] is a background dependent covariant quadratic diﬀerential operator:
Q[ϕ,A] =
 1f2 (−D2δij + α g2f2 δij −Mij) − 1f2Bµij
− 1
f2
BTµij
1
g2
(
−D2δµνij + g
2
f2
δµνij +
(
α−1
α
)
DµDνδij − 2Fµνij
)  .
(3.37)
In eq. (3.37), the explicit form of the endomorphism matrices is:
Mij = Rαi R
β
jDµϕ
εDµϕηRεαηβ ; F
µν
ij = F
`µνfi`j ; B
µ
ij = −2hαγDµϕα∇βRγi Rβj . (3.38)
In eq. (3.35) one needs to specify the form of the cutoﬀ kernel Rk[ϕ,A] and to ﬁx the quantity
Ck[A], which provides an infrared modiﬁcation for the ghost propagator as described in Section
2.2.2.
There is a lot of freedom in the choice of the cutoﬀ kernels. Generally, one chooses them
in such a way as to make the calculations simpler, but it is also interesting to examine the de-
pendence of the results on such choices. This is the called 'scheme dependence', because in the
context of perturbation theory it is closely related to the dependence of results on the renormal-
ization scheme. Results that have a direct physical signiﬁcance should be scheme independent.
The beta functions will be calculated in two diﬀerent cases. The ﬁrst calculation uses the 't
Hooft-Feynman gauge α = 1 and is valid in any dimension. The second calculation is in an
arbitrary α-gauge but is restricted to four dimensions. It will be convenient to adopt slightly
diﬀerent schemes in the two cases. Then a comparison of the two calculations in four dimensions
will be presented.
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3.2.1 Arbitrary dimension, 't Hooft-Feynman gauge
In this subsection the gauge ﬁxing parameter is set to be α = 1 and the space-time dimension
d is kept arbitrary. In this gauge, the operator of eq. (3.37) reduces to:
Q[ϕ,A] =
 1f2 (−D2ξ + g2f2 −M) − 1f2B
− 1
f2
BT 1
g2
(
−D2a + g
2
f2
− 2F
)  . (3.39)
In this gauge, the quantity Q[ϕ,A] becomes a minimal second order operator (the highest order
part is a Laplacian) and this simpliﬁes the calculation signiﬁcantly. The bosonic cutoﬀ kernel
Rk[ϕ,A] entering in eq. (3.35) is chosen to be:
Rk[ϕ,A] =
(
1
f2
Rk(z) 0
0 1
g2
Rk(w)
)
. (3.40)
In eq. (3.40) z = −D2ξ and w = −D2a, where Dξ and Da are deﬁned in eq. (3.19) and eq. (2.37)
respectively. The cutoﬀ for the ghost sector is provided by the quantity Ck[A] which is chosen
to be:
Ck[A] = det[1 + (y + g2/f2)−1Rk(y)] , (3.41)
where y = −D2c and Dc is deﬁned in eq. (3.32). The cutoﬀ proﬁle functions Rk are taken to
be functions only of the background covariant Laplacians, in the terminology of [Codello 2009b]
this is called a type I cutoﬀ. The form of Rk is chosen to be the optimized one [Litim 2001]:
Rk(z) = (k2 − z)θ(k2 − z) , (3.42)
which ensures that the integrations over momenta are explicitly calculable. Being constructed
with the background Laplacians, this cutoﬀ prescription preserves the background invariance.
The t-derivative of the bosonic cutoﬀ kernel Rk[ϕ,A] is given by:
∂Rk[ϕ,A]
∂t
=
(
1
f2
[∂tRk(z) + ηξRk(z)] 0
0 1
g2
[∂tRk(w) + ηaRk(w)]
)
, (3.43)
where
ηξ = −2∂t log f and ηa = −2∂t log g (3.44)
are the so called 'anomalous dimensions', they give the nonperturbative contribution to the beta
functions. The t-derivative of the ghost cutoﬀ term is given by:
∂
∂t
logCk[A] = Tr c
[(
Pk(y) + g2/f2
)−1
∂tRk(y)
]
. (3.45)
48 Chapter 3. Gauged nonlinear sigma model
At this point it is convenient to rewrite modiﬁed propagator entering in eq. (3.35) separating
the diﬀerential part form the endomorphism part by writing:
δ2Γk[ϕ,A; 0]
δθδθ
+Rk[ϕ,A] = Q[ϕ,A] +Rk[ϕ,A] = Πk[ϕ,A]− E[ϕ,A] . (3.46)
In eq. (3.46) the quantity Πk[ϕ,A] is the matrix of the modiﬁed inverse propagators
Πk[ϕ,A] =
(
1
f2
(Pk(z) +
g2
f2
) 0
0 1
g2
(Pk(w) +
g2
f2
)
)
, (3.47)
where Pk(z) = z +Rk(z).
The quantity E[ϕ,A] is the endomorphism block-matrix given by:
E[ϕ,A] =
(
1
f2
M 1
f2
B
1
f2
BT 2
g2
F
)
, (3.48)
where the quantities M , B and F are deﬁned in eq. (3.38). With the notation introduced above
it is possible to rewrite eq. (3.35) as follows:
∂
∂t
Γk[ϕ,A] =
1
2
Tr θ
[
(Πk − E)−1 ∂tRk
]
− Tr c
[(
Pk + g2/f2
)−1
∂tRk
]
. (3.49)
To solve the beta functional equation for the model one needs to compute the traces in eq. (3.49).
The ﬁrst trace is evaluated by expanding the argument in powers of (Πk)−1E:
1
2
Trθ
[
(Πk + E)
−1 ∂tRk
]
=
1
2
Trθ
[(
Π−1k +Π
−1
k EΠ
−1
k +Π
−1
k EΠ
−1
k EΠ
−1
k + . . .
)
∂tRk
]
(3.50)
Note that in doing so the entire dependence on g2/f2 has been kept in the inverse propagator
Πk but the trace is expanded in powers of E, which depends on the background ﬁelds. The
computation is restricted to the ﬁrst three terms of the expansion since they are the only ones
that give contribution to the beta functions of f and g. These traces can be evaluated using
heat kernel methods and the detailed computation is presented in Appendix B.
The ﬁrst trace gives:
1
2
Tr θ
[
Π−1k ∂tRk
] ⊃ −N
48
1
(4pi)d/2Γ(d/2− 1)
kd−2
k2 + g
2
f2
(
1 +
ηξ
d− 2
)∫
ddxF IµνF
µν
I
− Nd
12
1
(4pi)d/2Γ(d/2− 1)
kd−2
k2 + g
2
f2
(
1 +
ηa
d− 2
) ∫
ddxFµνI F
I
µν .
(3.51)
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The second trace gives:
1
2
Tr θ
[
Π−1k EΠ
−1
k ∂tRk
] ⊃ N
4
1
(4pi)d/2Γ(d/2 + 1)
kd+2
(k2 + g
2
f2
)2
(
1 +
ηξ
d+ 2
)∫
ddxhαβDµϕ
αDµϕβ .
(3.52)
The third trace gives:
1
2
Tr θ
[
Π−1k EΠ
−1
k EΠ
−1
k ∂tRk
] ⊃ N g2f2
(4pi)d/2Γ(d/2 + 1)
kd+2
(k2 + g
2
f2
)3
(
1 +
ηξ
d+ 2
)∫
ddxhαβDµϕ
αDµϕβ
+
N g
2
f2
(4pi)d/2Γ(d/2 + 1)
kd+2
(k2 + g
2
f2
)3
(
1 +
ηa
d+ 2
)∫
ddxhαβDµϕ
αDµϕβ
+
4N
(4pi)d/2Γ(d/2 + 1)
kd+2
(k2 + g
2
f2
)3
(
1 +
ηa
d+ 2
)∫
ddxFµνi F
i
µν .
(3.53)
The ghost trace gives:
Tr c
[(
Pk + g2/f2
)−1
∂tRk
]
⊃ −N
6
1
(4pi)d/2Γ(d/2− 1)
kd−2
k2 + g
2
f2
∫
ddxFµνi F
i
µν . (3.54)
The system of coupled equations for the beta functions of g2 and f2 is obtained by summing
up all contributions coming from eq. (3.51), eq. (3.52), eq. (3.53), eq. (3.54) and reading oﬀ the
coeﬃcients of (1/2)
∫
ddxhαβDµϕ
αDµϕβ and (1/4)
∫
ddxF iµνF
iµν :
∂tf
2 = −N
2
1
(4pi)d/2
1
Γ (d/2 + 1)
kd−2
(1 + g˜
2
f˜2
)2
[
1 +
ηξ
d+ 2
+
4 g˜
2
f˜2
1 + g˜
2
f˜2
(
2 +
ηξ + ηa
d+ 2
)]
f4 (3.55)
∂tg
2 =
1
(4pi)d/2
N
3
1
Γ (d/2− 1)
kd−4
1 + g˜
2
f˜2
[
− 192
d(d− 2)
1
(1 + g˜
2
f˜2
)2
(
1 +
ηa
d+ 2
)
+ d− 2
+
1
4
+
ηξ/4 + dηa
d− 2
]
g4 (3.56)
where f˜2 = f2kd−2 and g˜2 = g2kd−4 are the dimensionless couplings.
A few comments are in order at this point. As they stand, these are not yet explicit beta
functions, because the right hand sides contain the beta functions themselves inside the factors
of ηξ and ηa. Thus, these can be regarded as algebraic equations for the beta functions that can
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easily be obtained by solving the above equations. Omitting the terms containing ηξ and ηa in
the right hand sides, one obtains the one loop beta functions.
These equations give the beta functions of the dimensionful couplings. The corresponding
beta functions of the dimensionless combinations f˜2 and g˜2 can be obtained by simple algebra.
Note that on the right hand side the dimensions are carried just by the explicit powers of k, all
the rest is dimensionless.
As mentioned earlier, the only approximation made in this calculation consists in neglecting
higher derivative terms. This is a good approximation at suﬃciently low energy and one is
implicitly assuming that it remains a reasonably good approximation also at higher energy.
Provided this important assumption is true, these beta functions are valid at all energy scales:
having used a mass-dependent renormalization, one gets automatically the eﬀect of thresholds,
which are represented by the factors 1/(1 + g2/f˜2) (note that g2/f2 has dimensions of mass
squared in any dimension). For k2  g2/f2 these factors become equal to one, whereas for
k2  g2/f2 the denominators become large and suppress the running, reﬂecting the decoupling
of the corresponding massive ﬁeld modes.
Finally it is important to observe that (3.56) has an apparent pole at d = 2, which is actually
cancelled by the pole of the function Γ(d/2− 1) in the denominator.
3.2.2 Four dimensions, generic α-gauge
In this section, a generic α-gauge is considered, it is the generalization to the background ﬁeld
method of what is usually known as Rξ gauge, where the parameter ξ is now called α in order not
to generate confusion with the Goldstone modes. Due to the increased complication, the space-
time dimension is ﬁxed to be d = 4. In this case the operator Q[ϕ,A] of eq. (3.37) is nonminimal
(meaning that the highest order terms are not simply a Laplacian). A standard way of dealing
with nonminimal operators is to decompose the ﬁeld they act on in irreducible components, in
the present case the longitudinal and transverse parts of aiµ. The resulting operators acting on
the irreducible subspaces are typically of Laplace type. One thus deﬁnes the operators DL and
DT by
DTµν = −D2δµν − 2Fµν ; DLµν = −DµDν , (3.57)
where it is understood that F acts to the ﬁelds in the adjoint representation, as in equation
(3.38). Assuming that the background gauge ﬁeld is covariantly constant, one can easily prove
that the following operators are projectors:
PL = D−1T DL , PT = 1−PL . (3.58)
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Introducing these projectors, it is possible to rewrite the operator Q[ϕ,A] of eq. (3.37) as follows:
Q[ϕ,A] =
 1f2 (−D2ξ + α g2f2 −M) − 1f2B
− 1
f2
BT 1
g2
[
(DT + g2f2 )PT + 1α(DT + α g
2
f2
)PL
]  , (3.59)
where the matrices M and B are deﬁned in eq. (3.38). The quantity Rk[ϕ,A] entering in
eq. (3.35) is chosen such that the cutoﬀ is introduced separately in the transverse and longitudinal
subspaces as follows:
Rk[ϕ,A] =
(
1
f2
Rk(z) 0
0 1
g2
[
Rk(w)PT + 1αRk(w)PL
] ) , (3.60)
where z = −D2ξ − M and w = DT . In eq. (3.60), the optimized form for the cutoﬀ proﬁle
function Rk given in eq. (3.42) is used. Note that the cutoﬀ is now a function of the kinetic
operator acting in each irreducible subspace, including the background-dependent terms M and
F , but not the mass-like term g2/f2. Following the terminology of [Codello 2009b], this is called
a type II cutoﬀ. For the ghosts one uses the same cutoﬀ deﬁned in eq. (4.32) with the diﬀerence
that now the ghost mass is αg2/f2.
The t-derivative of the bosonic cutoﬀ kernel Rk[ϕ,A] is given by:
∂Rk[ϕ,A]
∂t
=
(
1
f2
[∂tRk(z) + ηξRk(z)] 0
0 1
g2
[
(∂tRk(w) + ηaRk(w))PT + 1α(∂tRk(w) + ηaRk(w))PL
] ) ,
(3.61)
where
ηξ = −2∂t log f and ηa = −2∂t log g (3.62)
are the so called anomalous dimensions. The t-derivative of the ghost cutoﬀ term is given by:
∂
∂t
logCk[A] = Tr c
[(
Pk(y) + αg2/f2
)−1
∂tRk(y)
]
. (3.63)
In order to compute the beta function of the Goldstone boson coupling it is convenient to
set Aµ = 0. In this case the projectors of eq. (3.58) reduce to
PLµν =
∂µ∂ν
∂2
, PTµν = 1− ∂µ∂ν
∂2
(3.64)
and one can use standard momentum space techniques. The ghost part does not give contribution
to the beta function of f , in this case eq. (3.35) reduces to:
∂
∂t
Γk[ϕ, 0] =
1
2
Tr θ
[(
δ2Γk[ϕ, 0; 0]
δθδθ
+Rk[ϕ, 0]
)−1
∂Rk[ϕ, 0]
∂t
]
. (3.65)
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The modiﬁed inverse propagator entering in eq. (3.65) is:
δ2Γk[ϕ, 0; 0]
δθδθ
+Rk[ϕ, 0] =
 1f2 (Pk(z) + α g2f2 ) − 1f2 B˜
− 1
f2
B˜T 1
g2
[
(Pk(w) +
g2
f2
)PT + 1α(Pk(w) + α
g2
f2
)PL
]  ,
where B˜ is the matrix B of eq. (3.38) evaluated at Aµ = 0, z = −∇2ξ −M and w = −∂2. As
in the previous section, it is convenient to separate the derivative part form the diﬀeomorphism
part in eq. (3.66) by writing:
δ2Γk[ϕ, 0; 0]
δθδθ
+Rk[ϕ, 0] = Πk[ϕ]− E[ϕ] , (3.66)
where
E =
(
0 1
f2
B˜
1
f2
B˜T 0
)
. (3.67)
The functional bosonic trace of eq. (3.65) is evaluated by expanding in powers of (Πk)−1E:
1
2
Tr θ
[
(Πk − E)−1 ∂tRk
]
=
1
2
Tr θ
[(
Π−1k +Π
−1
k EΠ
−1
k +Π
−1
k EΠ
−1
k EΠ
−1
k + . . .
)
∂tRk
]
. (3.68)
These traces can be computed using heat kernel methods presented in Appendix B. Contributions
to the beta function of f come from the ﬁrst and the third trace of eq. (3.68).
The ﬁrst trace gives:
1
2
Trθ
[
Π−1k ∂tRk
] ⊃ N
4
1
(4pi)2
k4
k2 + α g
2
f2
(
1 +
ηξ
4
)∫
d4xhαβ∂µϕ
α∂µϕβ . (3.69)
The third trace gives:
1
2
Tr
[
Π−1k EΠ
−1
k EΠ
−1
k ∂tRk
] ⊃ N
8
1
(4pi)2
g2
f2
[
3
k6
(k2 + α g
2
f2
)2(k2 + g
2
f2
)
(
1 +
ηξ
6
)
+ α
k6
(k2 + α g
2
f2
)3
(
1 +
ηξ
6
)
+ 3
k6
(k2 + g
2
f2
)2(k2 + α g
2
f2
)
(
1 +
ηa
6
)
+ α
k6
(k2 + α g
2
f2
)3
(
1 +
ηa
6
)]∫
d4xhαβ∂µϕ
α∂µϕβ . (3.70)
Summing all contributions coming from eq. (3.69), eq. (3.70) and reading oﬀ the coeﬃcients of
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(1/2)
∫
d4xhαβ∂µϕ
α∂µϕβ , one obtains the following beta function for f2:
∂tf
2 = − N
(4pi)2
k2
2
1 + ηξ4
1 + α g
2
f˜2
f4 − N
(4pi)2
g2f2
[(
1 +
ηξ
6
)(3
4
1
(1 + g
2
f˜2
)(1 + α g
2
f˜2
)2
+
α
4
1
(1 + α g
2
f˜2
)3
)
+
(
1 +
ηa
6
)(3
4
1
(1 + g
2
f˜2
)2(1 + α g
2
f˜2
)
+
α
4
1
(1 + α g
2
f˜2
)3
)]
. (3.71)
At this point, in order to compute the running of the gauge coupling g, it is convenient to set
Dµϕ
α = 0. In this case B = 0, M = 0 and eq. (3.35) reduces to:
∂
∂t
Γk[0, A] =
1
2
Trξ
∂tRk + ηξRk
Pk + α
g2
f2
+ 1
2
Tra
∂tRk + ηaRk
Pk +
g2
f2
PT
+ 1
2
Tra
∂tRk + ηaRk
Pk + α
g2
f2
PL

− Trc
 ∂tRk
Pk + α
g2
f2
 . (3.72)
These traces can be computed using heat kernel methods presented in Appendix B.
The ﬁrst trace gives:
1
2
Trξ
∂tRk + ηξRk
Pk + α
g2
f2
 ⊃ − N
(4pi)2
k2
k2 + α g
2
f2
(
2 + ηξ
96
)∫
d4xF iµνF
µν
i . (3.73)
The second trace gives:
1
2
Tra
∂tRk + ηξRk
Pk +
g2
f2
PT
 ⊃ N
(4pi)2
k2
k2 + g
2
f2
(
2 + ηa
2
)
7
4
∫
d4xF iµνF
µν
i . (3.74)
The third trace gives:
1
2
Tra
∂tRk + ηξRk
Pk + α
g2
f2
PL
 ⊃ − N
(4pi)2
k2
k2 + α g
2
f2
(
2 + ηa
2
)
1
12
∫
d4xF iµνF
µν
i . (3.75)
The ghost trace gives:
Trc
 ∂tRk
Pk + α
g2
f2
 ⊃ − N
(4pi)2
k2
k2 + α g
2
f2
1
6
∫
d4xFµνi F
i
µν . (3.76)
Summing all contributions coming from eq. (3.73), eq. (3.74), eq. (3.75), eq. (3.76) and reading
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oﬀ the coeﬃcients of (1/4)
∫
d4xF iµνF
iµν , one obtains the following beta function for g2:
∂tg
2 = − N
(4pi)2
7
2
2 + ηa
1 + g
2
f˜2
+
1
3
(
2− 2 + ηa
2
− 2 + ηξ
8
)
1
1 + α g
2
f˜2
 g4 . (3.77)
The ﬁrst piece appearing on the right hand side of eq. (3.77) is the transverse gauge boson
contribution, the second piece is the contribution of the ghosts, the third is the longitudinal
gauge boson contribution and the fourth is the contribution of the Goldstone bosons. As for
the results of the previous section, the ﬁnal expressions obtained in eq. (4.66) and eq. (3.77)
are not the explicit beta functions, because the right hand sides contain the beta functions
themselves inside the factors of ηξ and ηa. These can be regarded as algebraic equations for the
beta functions that can easily be obtained by solving those equations.
3.2.3 Comparison
At this point, some observations concerning the gauge- and scheme-dependence of the beta
functionsone are in order. Specializing equation (3.55) to the case d = 4 one obtains
∂tf
2 = − N
(4pi)2
k2
4
1
(1 + g
2
f˜2
)2
1 + ηξ
6
+
4 g
2
f˜2
1 + g
2
f˜2
(
2 +
ηξ + ηa
6
) f4 . (3.78)
Focusing on the one loop result (ηξ = ηa = 0), it is useful to study the high energy limit of
the beta function (k2  g2/f2). Expanding for small g2
f˜2
and retaining the ﬁrst leading terms,
eq. (3.78) becomes
∂tf
2 = − 1
(4pi)2
3
2
Ng2f2 − 1
(4pi)2
N
4
k2f4 , (3.79)
whereas equation (4.66) reduces in the same limit to
∂tf
2 = − 1
(4pi)2
3
2
Ng2f2 − 1
(4pi)2
N
2
k2f4 . (3.80)
At the ﬁrst order in the gauge coupling, the beta function of f2 is gauge independent and reduces
to the one of the unguaged nonlinear sigma model in the limit g = 0, In this case, the leading
terms of these beta functions are scheme dependent. As already observed in [Percacci 2010],
the diﬀerence in the coeﬃcient is the eﬀect of passing from the type I cutoﬀ to a type II cutoﬀ.
Note also that in this approximation, the diﬀerence could be absorbed in a redeﬁnition of k if
one wanted.
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On the other hand, specializing equation (3.56) to the case d = 4 one obtains
∂tg
2 = − N
(4pi)2
 8
(1 + g
2
f˜2
)3
(
1 +
ηa
6
)
− 1
3
(
9
4
+ 2ηa +
1
8
ηξ
)
1
1 + g
2
f˜2
 g4 . (3.81)
This does not agree with equations (3.77), specialized to the case α = 1. However, if one
considers the one loop part of the beta function, i.e. neglects all the terms involving ηξ and
ηa, and energies much larger than the threshold (
g2
f˜2
 1), then the beta function of the gauge
coupling reduces to
∂tg
2 = − N
(4pi)2
29
4
g4 . (3.82)
This is the same in both calculations and illustrates the universality of these beta functions.
3.3 Results
3.3.1 Fixed points in d = 4
In this subsection the space-time dimension is ﬁxed to be d = 4. As mentioned before, due to
the presence of the terms involving ηa and ηξ, equations (3.55), (3.56), (4.66), (3.77) are not the
beta functions themselves but linear equations for the beta functions. They do become the one
loop beta functions if one drops all the terms involving ηa and ηξ. Otherwise, before solving for
the ﬂow, one has to solve them. The general structure of the beta functions is
∂tf
2 = −(A1k2 +B11k2ηξ +B12k2ηa)f4 , (3.83)
∂tg
2 = −(A2 +B21ηξ +B22ηa)g4 , (3.84)
where Ai and Bij are (dimensionless) functions of f˜ and g that one can easily read oﬀ from
equations (3.55), (3.56), (4.66), (3.77). The solution of these algebraic equations has the form
∂tf˜ = f˜ − 12
(A1 + (B12A2 −B22A1)g2)f˜3
1−B22g2 −B11f˜2 + (B11B22 −B12B21)g2f˜2
, (3.85)
∂tg = −12
(A2 + (B21A1 −B11A2)f˜2)g3
1−B11f˜2 −B22g2 + (B11B22 −B12B21)f˜2g2
. (3.86)
Notice that it is the beta functions of the dimensionless couplings that have to vanish in
the deﬁnition of ﬁxed point. In the one loop approximation one just sets all the Bij coeﬃcients
to zero, so that the denominators simplify to one, and in the numerators only the terms A1
and A2 survive. Comparison of equations (3.77) and (3.81) shows that even at one loop the
beta function of g is scheme- and gauge-dependent. However, this dependence only aﬀects the
threshold behavior due to the fact that this model describes massive gauge ﬁelds. For k2  g2/f2
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the massive modes decouple and this is reﬂected in the large denominators, which eﬀectively
switch oﬀ the beta functions. If one considers the regime g2/f˜2  1, the denominators reduce
to one. In this case the beta function of g is given by equation (3.82):
∂tg = −12A2g
3 ; (3.87)
with a universal coeﬃcient A2 = N(4pi)2
29
4 . Note that 29/4 diﬀers from the coeﬃcient 22/3 of the
pure gauge theory by the Goldstone boson contribution −1/12. This contribution is quite small
and does not spoil the asymptotic freedom of g. On the other hand, in the same limit the beta
function of f˜ becomes
∂tf = f˜ − 12A1f˜
3 (3.88)
with A1 = 1(4pi)2
N
4 or A1 =
1
(4pi)2
N
2 for cutoﬀs of type I or II respectively. This beta function has
a nontrivial ﬁxed point at f˜∗ =
√
2/A1.
The solution of the beta functions (3.85) and (3.86), including the improvement, due to the
η-terms, requires a bit more work. In addition to the Gaussian ﬁxed point at g = 0, f˜ = 0,
there is always also a non-Gaussian ﬁxed point where f˜ 6= 0. The position of this ﬁxed point
and the scaling exponents θi (deﬁned as minus the eigenvalues of the linearized ﬂow equations)
are given in the following table:
cutoﬀ and gauge f˜∗ g∗ θ1 θ2
type I, α = 1 4pi
√
6/N 0 8/3 0
type II, α = 1 8pi
√
2/3N 0 3 0
type II, α = 0 8pi
√
2/3N 0 3 0
This gives an idea of the scheme- dependence of the results. Note that g is always asymptot-
ically free and when one sets g = 0 the beta function of f becomes α-independent. Therefore,
the position of the ﬁxed point is actually gauge independent. Fig. 3.1 shows the solutions of
eq. (3.87) and eq. (3.88) in the case N = 2:
f˜(t) =
8piet√
16pi2 + e2t
, (3.89)
g(t) =
4pi√
1 + 292 t
, (3.90)
where f˜(0) = 2 and g(0) = 4pi.
At high energies the Goldstone boson coupling f˜ reaches a nontrivial ﬁxed point at f˜∗ = 8pi
while g goes to zero.
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Figure 3.1: Scale dependence of the SU(2) gauged nonlinear sigma model couplings f˜ and g.
3.3.2 Fixed points in other dimensions
The beta functions in eq. (3.55) and eq. (3.56) admit solutions also in arbitrary dimension. The
existence of nontrivial ﬁxed points in Yang-Mills theories in d > 4 has been discussed earlier in
[Kazakov 2003, Gies 2003]. It is due to the nontrivial dimensionality of the gauge coupling. One
would expect it to be there also in the presence of the Goldstone bosons. As usual, the simplest
way to see this is to consider the one loop beta functions
∂tf˜ =
d− 2
2
f˜ − 1
2
A1f˜
3; (3.91)
∂tg˜ =
d− 4
2
g˜ − 1
2
A2g
3 (3.92)
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where f˜ = k(d−2)/2f and g˜ = k(d−4)/2g . From (3.56) and (3.55) one ﬁnds
A1 =
1
(4pi)d/2
N
2
1
Γ
(
d
2 + 1
) 1
(1 + g˜
2
f˜2
)2
1 + 8g˜2/f˜2
1 + g˜
2
f˜2
 , (3.93)
A2 =
1
(4pi)d/2
N
3
1
Γ
(
d
2 − 1
) 1
1 + g˜
2
f˜2
−1
4
− d+ 2 + 192
d(d− 2)
1
(1 + g˜
2
f˜2
)2
 (3.94)
In the limit k2  g2/f2, A1 and A2 become positive constants implying a ﬁxed point at
f˜∗ =
√
d− 2
A1
; g˜∗ =
√
d− 4
A2
. (3.95)
It is important to note that the value of g˜
2
f˜2
= d−4d−2
A1
A2
at this ﬁxed point is indeed rather small,
so that the approximation is justiﬁed a posteriori. For a better approximation one has to solve
the equations numerically.
The study presented in [Gies 2003] reveals the presence of such a non-Gaussian UV ﬁxed
point for the dimensionless gauge coupling g˜ only for 4 < d < dcr where the critical dimension
dcr depends on the gauge group. They show that dcr > 5 for N ≤ 5, this seems to point to the
possibility that 5-dimensional Yang-Mills theories can be asymptotically safe and renormalizable.
3.3.3 Comments
The nontrivial ﬁxed point that has been found in these calculations could be the basis of asymp-
totic safety in a spontaneously broken chiral theory. Quadratic divergences are essential in
generating the nontrivial ﬁxed point and the cutoﬀ regularization used here is enough to see
the emergence of such a ﬁxed point. Moreover, the functional renormalization group techniques
allow to go beyond one loop by resumming inﬁnitely many perturbative contributions. Further
improvements using these techniques can be achieved by going to higher orders of the derivative
expansion.
Within the truncation considered, the presence of the Goldstone bosons does not aﬀect the
asymptotic freedom of the gauge ﬁelds. On the other hand, the fact that the gauge coupling
vanishes in the UV makes the ﬁxed point in the Goldstone boson sector to be the same as in
the ungauged case. One expects that the same will be true when the four-derivative terms are
added. If this is the case, the ﬁxed point structure of the chiral nonlinear sigma model couplings
should be the same as described in [Percacci 2010].
A somewhat worrying aspect of these results, especially if one restricts oneself to the one
loop approximation, is that they generally require strong interactions. This follows from the
fact that in the beta function of f˜ the loop contribution has to cancel the classical scaling term.
Addressing this worry is actually the main reason for using functional renormalization group
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methods: their validity does not rely on the coupling being small. Of course, one is then making
other approximations, namely neglecting higher order terms in the derivative expansion.
If f˜∗ < 8pi the leading order term of the nonlinear theory that has been studied is the
dominant one, and due to the existence of the ﬁxed point chiral perturbation theory is convergent
at all energies. In the electroweak version, f is related to the Higgs VEV via the identiﬁcation
f = 2/υ. If one follows an renormalization group trajectory towards higher energies one will
encounter essentially two distinct regimes. For energies below the mass of the gauge ﬁelds, the
beta functions are suppressed by the threshold terms. For energies above the mass of the gauge
ﬁelds the coupling f runs, behaving asymptotically like 1/k and giving rise to a nearly scale
invariant regime (scale invariance is broken by the running of g, which is however very slow in
comparison). The onset of the nearly scale invariant regime depends on the position of the ﬁxed
point and occurs earlier for smaller values of f˜∗. For instance, if f˜∗ = 8pi, the scale invariant
regime begins at approximately 20 TeV (see Fig. 3.1), whereas if f˜∗ = 2, the scale invariant
regime begins at approximately 1 TeV.
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The study presented in Chapter 3 shows that the ﬁxed point of the nonlinear sigma model,
whose evidence has been found in [Codello 2009a], persist when one couples the Goldstone
bosons to gauge ﬁelds. In this case the theory can be nonperturbatively renormalizable. While
these results do not properly prove the existence of the ﬁxed point, they are however suggestive
because they could have some important implications in particle physics phenomenology. The
best known phenomenological application of the model is electroweak chiral perturbation theory,
which is the most general parametrization of the Higgs phenomenon in terms of the minimal
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number of degrees of freedom, the three would-be Goldstone bosons. This theory is described by
a set of SU(2)L×U(1)R and CP invariant operators and the lowest order term in the derivative
expansion is the well know lagrangian of the gauged nonlinear sigma model (see Appendix C).
In this chapter, the possibility that the electroweak gauged nonlinear sigma model might be
asymptotically safe is considered. The ﬁrst part is devoted to the study of the renormalization
group ﬂow of the SU(2)L × U(1)R gauged nonlinear sigma model using functional methods.
The computation resembles the one presented in Chapter 3 with some diﬀerences that will be
highlighted and explained in the ﬁrst section. After having supported the evidence of the possible
UV completion of the electroweak model at the nontrivial ﬁxed point, the general point of view
is to assume the existence of such a ﬁxed point and apply the asymptotic safety construction in
order to work out the phenomenological consequences of this assumption.
The predictivity of the construction can be tested only when the theory space is enlarged by
including higher order operators in the truncation. In the next section of this chapter, dimension
four operators, related to the electroweak S and T parameters, are taken into account and the
renormalization group ﬂow of the theory is studied by functional methods. The predictions
obtained from the asymptotic safety picture are presented and the compatibility of the model
with precision measurements is discussed [Fabbrichesi 2011a].
In a realistic model one needs to accommodate also SM fermions coupling them in a chiral
invariant way to the Goldstone ﬁelds. In this way it is possible to provide a mass for quarks
and leptons. In the third section of this chapter, the renormalization group ﬂow of the nonlinear
sigma model coupled to fermions is studied. In this case, a one-loop computation shows that
the inclusion of fermions drastically modiﬁes the asymptotic properties of the nonlinear sigma
model. The modiﬁcations one has to provide in order to preserve asymptotic safety of the theory
are discussed. In particular, the good UV limit of the theory is ensured by adding to the model
four fermion interactions terms [Bazzocchi 2011].
In the last section, the computation of the Goldstone boson scattering amplitude is presented.
In this case, the eﬀective action of the theory is obtained by solving the Wetterich equation,
using the non-local heat kernel expansion. The integration of the ﬂow leads to divergences
that are removed by standard renormalization conditions. The ﬁnal amplitude is the same of
perturbation theory, this shows that the formalism is able to reproduce the known perturbative
results.
4.1 SU(2)× U(1) gauged nonlinear sigma model
In this section the renormalization group ﬂow of the electroweak chiral lagrangian is studied,
where the terms considered are restricted to the lowest order in the derivative expansion. The
theory is the SU(2)L × U(1)R gauged nonlinear sigma model. The action of this model is a
slight generalization of the one introduced in eq. (3.10) specialized to N = 2 where the gauge
4.1. SU(2)× U(1) gauged nonlinear sigma model 63
group is enlarged to SU(2)L×U(1)R. The corresponding gauge ﬁelds are denoted byW iµ and Bµ
respectively. Using a general parametrization of the Goldstone bosons in terms of (dimensionless)
coordinates ϕα(x), the Euclidean action reads:
S0[ϕ,W,B] = 12f2
∫
d4xhαβ(ϕ)DµϕαDµϕβ+
1
4g2
∫
d4xW iµνW
µν
i +
1
4g′2
∫
d4xBµνB
µν , (4.1)
where hαβ(ϕ) is a dimensionless metric of SU(2). As usual, f represents the Goldstone boson
coupling with mass dimension −1, while g and g′ are the dimensionless gauge couplings. The
Goldstone covariant derivative and the gauge ﬁeld strength tensors are given by:
Dµϕ
α = ∂µϕα +W iµR
α
i (ϕ)−BµLα3 (ϕ) , (4.2)
W iµν = ∂µW
i
ν − ∂νW iµ + εijlW jµW lν , Bµν = ∂µBν − ∂νBµ , (4.3)
where εijl is the three dimensional Levi-Civita symbol. The indices α, β = 1, 2, 3 run over the
target space coordinates while i, j, l = 1, 2, 3 are SU(2) Lie-algebra indices. Rαi and L
α
i are
the right- and left-invariant vectorﬁelds on the target space SU(2). In particular, the ﬁelds Rαi
generate the SU(2)L transformations while Lα3 is taken as the generator of the U(1)R transforma-
tions. These vectorﬁelds are taken to be orthonormal ﬁelds of frames on the group as in eq. (3.9).
The action in eq. (4.1) is invariant under local SU(2)L × U(1)R inﬁnitesimal transformations
δεϕ
α = −εiLRαi (ϕ) + εRLα3 (φ) (4.4)
provided that
δεW
i
µ = ∂µε
i
L + ε
i
jkW
j
µε
k
L ≡ DµεiL , δεBµ = ∂µεR . (4.5)
4.1.1 Background ﬁeld expansion and gauge ﬁxing
The beta functions have been computed using the background ﬁeld method as in Chapter 3.
The full quantum ﬁeld ϕα(x) is expanded, using normal coordinates ξα(x), around nonconstant
background ﬁeld conﬁguration ϕ¯α(x) as in eq. (2.97). The background ﬁeld expansions of the
geometric objects entering in eq. (4.1) are given by eq. (2.98) and eq. (3.14). The gauge ﬁelds
split as W iµ(x) = W¯
i
µ(x) + w
i
µ(x) and Bµ(x) = B¯µ(x) + bµ(x). The background ﬁeld expansion
for the gauge ﬁeld strength tensors can be read from eq. (3.16) specialized to the SU(2) case. As
usual, the action in eq. (4.1) can be expanded in functional Taylor series around the background:
S0[ϕ,W,B] = S0[ϕ¯, W¯ , B¯] + S [1]0 [ϕ¯, W¯ , B¯; ξ, w, b] + S [2]0 [ϕ¯, W¯ , B¯; ξ, w, b] + . . . (4.6)
64 Chapter 4. Phenomenological applications
where S [n]0 is of order n in the ﬂuctuations. The second order piece of the classical action turns
out to be:
S [2]0 [ϕ¯, W¯ , B¯; ξ, w, b] =
1
2f2
∫
d4x ξα
(
− D¯2h¯αβ − D¯µϕ¯εD¯µϕ¯ηR¯εαηβ
)
ξβ
+
1
f2
∫
d4xwiµ
(
h¯αγD¯
µϕ¯α∇¯βR¯γi + h¯αβR¯αi D¯µ
)
ξβ
− 1
f2
∫
d4x bµ
(
h¯αγD¯
µϕ¯α∇¯βL¯γ3 + h¯αβL¯α3 D¯µ
)
ξβ
+
1
2g2
∫
d4xwiµ
(
− D¯2δijδµν + D¯νD¯µδij + g
2
f2
h¯αβR¯
α
i R¯
β
j δ
µν + W¯ lµνεlij
)
wjν
+
1
2g′2
∫
d4x bµ
(
− ∂2δµν + ∂ν∂µ + g
′2
f2
h¯αβL¯
α
3 L¯
β
3δ
µν
)
bν
− 1
f2
∫
d4xwiµ
(
h¯αβR¯
α
i L¯
β
3δ
µν
)
bν , (4.7)
where the bar denotes that the quantities are evaluated on the background. In eq. (4.7) the
background covariant derivatives are:
D¯µξ
α = ∇¯µξα + W¯ iµ∇¯βR¯αi ξβ − B¯µ∇¯βL¯α3 ξβ (4.8)
and
D¯µw
i
ν = ∂µw
i
ν + ε
i
jkW¯
j
µw
k
ν . (4.9)
The action in eq. (4.7) is a slight generalization of the one in eq. (3.18) in which new cross
terms involving the gauge ﬁeld bµ are present. Cross terms between the Goldstone bosons and
the gauge ﬁelds contain nonminimal derivative pieces that can be removed by taking a suitable
gauge ﬁxing condition, after having performed an integration by parts as in eq. (3.20). In the last
integral of eq. (4.7) there is an explicit mixing between bµ and the third component of the ﬁeld
wµ, making use of the orthonormality condition in eq. (3.9) and expanding hαβR
α
i L
β
3 = δi3+ . . .
one can read oﬀ the w3-b mixing mass matrix:(
g2/f2 −gg′/f2
−gg′/f2 g′2/f2
)
. (4.10)
The ﬁrst eigenvalue is m2A = 0 and is identiﬁed with the square mass of the photon while the
second is m2Z = (g
2+ g′2)/f2 and is identiﬁed with the square mass of the Z boson. The square
mass value for the other gauge ﬁelds w1 and w2 is m
2
W = g
2/f2.
The gauge ﬁxed action S[ϕ¯, W¯ , B¯; ξ, w, b] is obtained by adding to the original action of
eq. (4.6) a background gauge ﬁxing term Sgf [ϕ¯, W¯ , B¯; ξ, w, b]:
S[ϕ¯, W¯ , B¯; ξ, w, b] = S0[ϕ¯, W¯ , B¯; ξ, w, b] + Sgf [ϕ¯, W¯ , B¯; ξ, w, b] . (4.11)
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The explicit form of the gauge ﬁxing action is given by:
Sgf [ϕ¯, W¯ , B¯; ξ, w, b] = 12g2
∫
d4x δijχ
iχj +
1
2g′2
∫
d4xψψ (4.12)
where
χi = D¯µwiµ +
g2
f2
h¯αβR¯
α
i ξ
β , ψ = ∂µbµ − g
′2
f2
h¯αβL¯
α
3 ξ
β . (4.13)
This is the generalization of the 't Hooft-Feynman gauge ﬁxing to the background ﬁeld method,
as discussed in Section 3.1.1. This gauge ﬁxing allows to simplify the mixed terms between the
Goldstone bosons and the gauge ﬂuctuations. The resulting quadratic part of the gauge ﬁxed
action is:
S [2][ϕ¯, W¯ , B¯; ξ, w, b] = 1
2f2
∫
d4x ξα
(−D¯2h¯αβ − D¯µϕ¯εD¯µϕ¯ηR¯εαηβ +m2W h¯αβ +m2BL¯3αL¯3β) ξβ
+
2
f2
∫
d4xwiµ
(
h¯αγD¯
µϕ¯α∇¯βR¯γi
)
ξβ − 2
f2
∫
d4x bµ
(
h¯αγD¯
µϕ¯α∇¯βL¯γ3
)
ξβ
+
1
2g2
∫
d4xwiµ
(
−D¯2δijδµν +m2W δijδµν − 2W¯ lµνεilj
)
wjν
+
1
2g′2
∫
d4x bµ
(−∂2δµν +m2Bδµν) bν − 1f2
∫
d4xwiµ
(
h¯αβR¯
α
i L¯
β
3δ
µν
)
bν ,
(4.14)
where m2B = g
′2/f2. In this gauge the operator acting on the gauge ﬂuctuations is a minimal
second order operator. The Faddeev-Popov determinant is obtained from the variation of the
gauge ﬁxing termsin eq. (4.13) with respect to the inﬁnitesimal gauge transformation, keeping
the background ﬁelds ﬁxed:
δεLχ
i = D¯µδεLw
i
µ +
g2
f2
h¯αβR¯
α
i δεLξ
β ,
δεRχ
i =
g2
f2
h¯αβR¯
α
i δεRξ
β ,
δεLψ = −
g′2
f2
h¯αβL¯
α
3 δεLξ
β ,
δεRψ = ∂
µδεRbµ −
g′2
f2
h¯αβL¯
α
3 δεRξ
β . (4.15)
The variations of the gauge ﬁelds can be read directly from eq. (4.5) while the variation of the
normal coordinates ξα can be worked out using eq. (4.4) together with eq. (2.97) and inverting
the series. For the present purposes only the ﬁrst pieces coming from the variations in eq. (4.15)
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matter:
δεLχ
i = D¯µD¯µεiL −
g2
f2
h¯αβR¯
α
i R¯
β
j ε
j
L + · · · , (4.16)
δεRχ
i =
g2
f2
h¯αβR¯
α
i L¯
β
3εR + · · · , (4.17)
δεLψ =
g′2
f2
h¯αβL¯
α
3 R¯
β
i ε
i
L + · · · , (4.18)
δεRψ = ∂
µ∂µεR − g
′2
f2
h¯αβL¯
α
3L
β
3εR + · · · , (4.19)
where the dots stand for terms containing the ﬁelds w, b and higher powers of ξ. Using the
orthonormality condition of the Killing ﬁelds, that the Faddeev-Popov determinant is given by:
det
[
δχ
δεL
δχ
δεR
δψ
δεL
δψ
δεR
]
= det
[
D¯2δij − g2f2 δij gg
′
f2
h¯αβR¯
α
i L¯
β
3
gg′
f2
h¯αβR¯
α
i L¯
β
3 ∂
2 − g′2
f2
]
(4.20)
As usual, one can write the determinant in eq. (4.20) as a functional integral over anticommuting
ghost ﬁelds (ci, η):
det
[
δχ
δεL
δχ
δεR
δψ
δεL
δψ
δεR
]
=
∫
Dc¯DcDη¯Dη exp−Sgh[ϕ¯, W¯ ; c¯, c, η¯, η] . (4.21)
The ghost action is given by:
Sgh[ϕ¯, W¯ ; c¯, c, η¯, η] =
∫
d4x c¯i (−D¯2δij + g
2
f2
δij) cj +
∫
ddx η¯ (−∂2 + g
′2
f2
) η
− gg
′
f2
∫
d4x c¯i (h¯αβR¯αi L¯
β
3 ) η −
gg′
f2
∫
d4x η¯ (h¯αβR¯αi L¯
β
3 ) c
i , (4.22)
where
D¯µc
i = ∂µci + εijlW¯ jµc
l . (4.23)
4.1.2 Beta functions
The computation of the beta functions is performed using the exact functional renormalization
group equation introduced in Chapter 2. In this case one starts from the background eﬀective
average action Γk(ϕ,W,B; θ) which is assumed to have the same form of the action S[ϕ,W,B; θ],
where the bare couplings f , g and g′ are replaced by renormalized couplings that depend on
the scale k. All the bars from background quantities have been dropped, since no confusion
should arise. The functional Γk(ϕ,W,B; θ) depends on the background ﬁelds ϕ, W , B and
on the classical average ﬁelds θ (the variables that are Legendre conjugated to the sources
coupled linearly to the quantum ﬁeld in the path integral deﬁnition), where θT = (ξi, wiµ, bµ)
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and ξi = Riαξ
α. From Γk[ϕ,W,B; θ], setting θ = 0, it is possible to deﬁne a functional which
is manifestly both diﬀeomorphism and gauge invariant, Γk[ϕ,W,B] = Γk[ϕ,W,B; 0]. It obeys a
functional diﬀerential equation, which in the present context reads:
∂
∂t
Γk[ϕ,W,B] =
1
2
Tr θ
[(
δ2Γk[ϕ,W,B; 0]
δθδθ
+Rk[ϕ,W,B]
)−1
∂Rk[ϕ,W,B]
∂t
]
− ∂
∂t
logCk[W ] ,
(4.24)
where t = log(k/k0). From eq. (4.14) one reads the second variation of the eﬀective average
action:
Γ[2][ϕ,W,B; θ] =
1
2
∫
d4x θT
(
Π[ϕ,W,B]− E[ϕ,W,B]
)
θ , (4.25)
where Π[ϕ,W,B] =
1
f2 [(−D2ξ +m2W )(1−P3)ij + (−D2ξ +m2Z)P3ij ] 0 0
0 1g2 (−D2wδµνij +m2W δµνij ) 0
0 0 1g′2 (−∂2δµν +m2Bδµν)

(4.26)
and
E[ϕ,W,B] =

1
f2
Mij
1
f2
Aµij
1
f2
Bµj
1
f2
ATµij
2
g2
Wµνij
1
f2
Cµνi
1
f2
BTµj
1
f2
CTµνi 0
 . (4.27)
The ﬁrst entry of the matrix in eq. (4.26) has been rewritten introducing the projector P3ij ,
which is given by:
P3ij = Rαi R
β
j L
3
αL
3
β . (4.28)
The explicit form of the endomorphism matrices that enter in eq. (4.27) is:
Mij = Rαi R
β
jDµϕ
εDµϕηRεαηβ , A
µ
ij = −2hαγDµϕα∇βRγi Rβj , Bµj = 2hαγDµϕα∇βLγ3Rβj
(4.29)
and
Wµνij =W
lµνεilj , C
µν
i = hαβR
α
i L
β
3δ
µν . (4.30)
In eq. (4.24) the bosonic cutoﬀ kernel Rk[ϕ,W,B] is chosen to be
Rk[ϕ,W,B] =

1
f2
Rk(z)(1−P3) + 1f2Rk(z)P3 0 0
0 1
g2
Rk(w) 0
0 0 1
g′2Rk(−∂2)
 . (4.31)
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In eq. (4.31) z = −D2ξ and w = −D2w, where Dξ and Dw are deﬁned in eq. (4.8) and eq. (4.9)
respectively. The cutoﬀ in the ghost sector is implemented by Ck[W ], which is chosen to be
Ck[W ] = det
 1 + Rk(y)y+m2W 0
0 1 + Rk(−∂
2)
−∂2+m2B
 , (4.32)
where y = −D2c and Dc is deﬁned in eq. (4.23). The cutoﬀ proﬁle functions Rk are taken to be
functions only of the background covariant Laplacians (type I). The form of Rk is chosen to be
the optimized one of eq. (3.42), which ensures that the integrations over momenta are explicitly
calculable. Being constructed with the background Laplacians, this cutoﬀ prescription preserves
the background invariance.
The t-derivative of the bosonic cutoﬀ kernel is:
∂Rk[ϕ,W,B]
∂t
=

1
f2
∂tRk(z)(1−P3) + 1f2∂tRk(z)P3 0 0
0 1
g2
∂tRk(w) 0
0 0 1
g′2∂tRk(−∂2)
 ,
(4.33)
where ∂tRk(z) = 2k2θ(k2 − z). Here, the situation is simpliﬁed with respect to eq. (3.43) since
the contribution coming from the η-terms are neglected and the result will be one-loop.
It is convenient to rewrite the modiﬁed inverse bosonic propagator in a more compact form:
δ2Γk[ϕ,W,B; 0]
δθδθ
+Rk[ϕ,W,B] = Πk[ϕ,W,B]− E[ϕ,W,B] , (4.34)
where Πk[ϕ,W,B] = Π[ϕ,W,B]+Rk[ϕ,W,B]. With the notation introduced above it is possible
to rewrite eq. (4.24) as follows:
∂
∂t
Γk[ϕ,W,B] =
1
2
Tr θ
[
(Πk − E)−1 ∂tRk
]
− Tr c
[(
Pk +m2W
)−1
∂tRk
]
, (4.35)
where Pk(z) = z +Rk(z).
The ﬁrst trace in eq. (4.35) is evaluated by expanding the argument in powers of (Πk)−1E:
1
2
Trθ
[
(Πk + E)
−1 ∂tRk
]
=
1
2
Trθ
[(
Π−1k +Π
−1
k EΠ
−1
k +Π
−1
k EΠ
−1
k EΠ
−1
k + . . .
)
∂tRk
]
(4.36)
In this case, the entire dependence on the couplings is kept in the inverse propagator Πk through
the threshold masses but the trace is expanded in powers of E, which depends on the background
ﬁelds. The traces in eq. (4.36) are evaluated using heat kernel methods presented in Appendix
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B. The ﬁrst trace gives:
1
2
Tr
[
Π−1k ∂tRk
] ⊃ − 1
(4pi)2
k2
k2 +m2W
1
6
∫
d4x
(
1
4
W iµνW
µν
i +
1
4
BµνB
µν
)
− 1
(4pi)2
k2
k2 +m2W
1
12
∫
d4xW iµνB
µνRαi L3α
− 1
(4pi)2
k2
k2 +m2W
8
3
∫
d4x
1
4
Wµνi W
i
µν (4.37)
The second trace gives:
1
2
Tr
[
Π−1k EΠ
−1
k ∂tRk
] ⊃ 1
(4pi)2
k6
(k2 +m2W )2
1
2
∫
d4xRαβDµϕ
αDµϕβ
+
1
(4pi)2
[
k6
(k2 +m2Z)2
− k
6
(k2 +m2W )2
]
1
8
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
(4.38)
The third trace gives:
1
2
Tr
[
Π−1k EΠ
−1
k EΠ
−1
k ∂tRk
] ⊃ 2g2/f2
(4pi)2
k6
(k2 +m2W )3
∫
d4xhαβDµϕ
αDµϕβ
+
1
2
g2/f2
(4pi)2
k6
k2 +m2W
[
1
(k2 +m2Z)2
− 1
(k2 +m2W )2
] ∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g2/f2
(4pi)2
k6
(k2 +m2W )2
[
1
(k2 +m2Z)
− 1
(k2 +m2W )
] ∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g′2/f2
(4pi)2
k6
(k2 +m2W )2(k2 +m
2
B)
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g′2/f2
(4pi)2
k6
(k2 +m2W )(k2 +m
2
B)2
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
16
(4pi)2
k6
(k2 +m2W )3
∫
d4x
1
4
W iµνW
µν
i (4.39)
The ghost trace gives:
Tr c
[(
Pk +m2W
)−1
∂tRk
]
⊃ − 1
(4pi)2
k2
k2 +m2W
4
3
∫
d4x
1
4
Wµνi W
i
µν (4.40)
In order to extract the beta functions, one assumes that the invariant eﬀective average action
Γk[ϕ,W,B] has the same form of the original one, with the bare couplings f , g and g′ replaced
by renormalized coupling that depend on k:
Γk[ϕ,W,B] =
1
2f2
∫
d4xhαβDµϕ
αDµϕβ +
1
4g2
∫
d4xW iµνW
µν
i +
1
4g′2
∫
d4xBµνB
µν . (4.41)
The system of coupled equations for the beta functions of f , g and g′ is obtained by summing up
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all contributions coming from eq. (4.37), eq. (4.38), eq. (4.39), eq. (4.40) and reading oﬀ the co-
eﬃcients of (1/2)
∫
d4xhαβDµϕ
αDµϕβ , (1/4)
∫
d4xW iµνW
iµν and (1/4)
∫
d4xBµνB
µν . Writing
the equations in terms of dimensionless quantities, one gets:
∂tf˜
2 = 2f˜2 − f˜
2
(4pi)2
[
1
4
f˜2
(1 + m˜2W )2
+
1
4
f˜2
(1 + m˜2Z)2
+
2g2
(1 + m˜2W )3
+
g2
(1 + m˜2W )(1 + m˜
2
Z)2
+
g2
(1 + m˜2W )2(1 + m˜
2
Z)
+
g′2
(1 + m˜2W )(1 + m˜
2
B)2
+
g′2
(1 + m˜2W )2(1 + m˜
2
B)
]
(4.42)
∂tg
2 =
1
(4pi)2
1
1 + m˜2W
[
3
2
− 16
(1 + m˜2W )2
]
g4 (4.43)
∂tg
′2 =
1
6
1
(4pi)2
1
1 + m˜2W
g′4 (4.44)
where m˜2W = m
2
W /k
2 = g2/f˜2, m˜2Z = m
2
Z/k
2 = (g2 + g′2)/f˜2, m˜2B = m
2
B/k
2 = g′2/f˜2 and
f˜2 = k2f2 is the dimensionless Goldstone boson coupling. Since the regularization scheme
is mass-dependent, one gets automatically the eﬀect of thresholds, which are represented by
the factors 1/(1 + m˜2). For k2  m2 these factors become equal to one, whereas for k2 
m2 the denominators become large and suppress the running, reﬂecting the decoupling of the
corresponding massive ﬁeld modes.
4.1.3 Results
At this point it is useful to study the limit k2  m2, expanding the threshold factors for small
m˜2 and retaining the ﬁrst leading terms, one gets:
∂tf˜
2 = 2f˜2 − 1
2
f˜2
(4pi)2
(f˜2 + 6g2 + 3g′2) (4.45)
∂tg
2 = − 1
(4pi)2
29
2
g4 (4.46)
∂tg
′2 =
1
6
1
(4pi)2
g′4 . (4.47)
Because of the positive beta function for g′, strictly speaking this system does not have a physical
acceptable UV ﬁxed point, unless g′ = 0. However, the running of the gauge couplings is very
slow and the Landau pole for g′ occurs at trans-Planckian energies. For practical purposes, it is
a good approximation to ﬁx them at their experimental values g = 0.65 and g′ = 0.35. In this
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case the ﬁxed point for f˜ is very slightly modiﬁed with respect to the ungauged case:
f˜2∗ = 2(4pi)
2
(
2− 3g
2 + 3g′2/2
(4pi)2
)
. (4.48)
4.2 S and T parameters
Consider the SU(2)L × U(1)R gauged nonlinear sigma model action of eq. (4.1). The gauge
invariance of the SM demands that the metric hαβ be invariant under the action of the left- and
right-invariant vectorﬁelds, but not necessarily under the SU(2)R transformations generated by
Lα1 and L
α
2 . The most general metric of this type is of the form
h˜αβ = L1αL
1
β + L
2
αL
2
β + (1− 2a0)L3αL3β , (4.49)
where Liα is the basis of left-invariant one-forms dual to L
α
i . If a0 < 0, the geometry of the
model corresponds to an elongated three-sphere, while if 0 < a0 < 1/2 it corresponds to a
squashed three-sphere. In the case a0 > 1/2 the metric would change signature. The parameter
a0 measures the violation of the custodial symmetry SU(2)R and vanishes in the bare SM
Lagrangian. Radiative corrections then induce a small nonvanishing eﬀective value for a0. It is
therefore customary to assume that the metric hαβ is bi-invariant and to consider the SU(2)R-
breaking as due to a separate term in the eﬀective (Euclidean) action:
∆S0[ϕ,W,B] = −a0
f2
∫
d4xDµϕ
αDµϕβL3αL
3
β . (4.50)
The full action contains further terms, among these one is usually interested also in
∆S1[ϕ,W,B] = −a1 12
∫
d4xBµνW iµνRiαL
α
3 . (4.51)
The operators in eq. (4.50) and eq. (4.51) belong to the complete set of dimension four operators
of the electroweak chiral eﬀective lagrangian described in Appendix C. These deﬁnitions agree
with those of eq. (C.9) and eq. (C.10), except for the rescaling of the gauge ﬁelds with the gauge
couplings. Note also the minus sign in eq. (4.51) comes from the analytic continuation to the
Euclidean space. The running couplings a0 and a1 are related to the oblique parameters S and
T by [Dobado 2000]
S = −16pia1(mZ) + 16pi
[
5
12
− log
(
mH
mZ
)]
, (4.52)
T =
2
α
a0(mZ)− 38pi cos2 θW
[
5
12
− log
(
mH
mZ
)]
. (4.53)
72 Chapter 4. Phenomenological applications
The second term on the right hand side corresponds to subtracting the contribution of the Higgs
ﬁeld with mass mH [Bagger 2000].
4.2.1 Beta functions
In this section the renormalization group ﬂow of the gauge couplings g, g′, together with the
sigma model coupling f and the parameters a0 and a1 is studied. It will be instructive to
consider ﬁrst the ungauged SU(2) × U(1)/U(1) sigma model, with couplings f and a0. Quite
generally, the beta function of the sigma model is given by the Ricci ﬂow term of eq. (4.38),
where m2W = 0 and the Ricci tensor is computed using the metric h˜αβ :
∂t
(
1
f2
h˜αβ
)
=
1
(4pi)2
k2R˜αβ (4.54)
where, as usual, t = log k/k0. In the basis of the left-invariant vectorﬁelds Lαi , the Ricci tensor
of the metric h˜αβ has components
R11 = R22 =
1
2
+ a0 , R33 =
1
2
− a0 . (4.55)
The beta functions of f˜2 = f2k2 and a0 can be obtained by projecting eq. (4.54) in the basis of
the left-invariant vectorﬁelds and using eq. (4.55):
∂tf˜
2 = 2f˜2 − 1
(4pi)2
f˜4
(
1
2
+ a0
)
(4.56)
∂ta0 =
1
2
1
(4pi)2
f˜2a0(1− 2a0) . (4.57)
Coming to the gauged case one can ﬁrst consider the subsystem of the couplings g, g′ and f ,
keeping a0 = a1 = 0. The detailed computation was presented in Section 4.1 and the beta
functions are given in eq. (4.42), eq. (4.43) and eq. (4.44) . As already said, this system does
not admit a physically acceptable UV ﬁxed point because of the positive beta function of g′.
However, it is a good approximation to treat the gauge couplings as constants. This is reasonable,
since their running is very slow and the Landau pole occurs at trans-Planckian energies. It is
worth to mention that this U(1) problem could be solved by coupling the system to gravity
as shown in [Harst 2011]. From here on, the gauge couplings will be considered ﬁxed to their
experimental value g = 0.65 and g′ = 0.35. As in the ungauged case, the beta function of f and
a0 can be extracted from the geometrical beta functional. The running of the metric h˜αβ can
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be obtained by summing up the contributions coming from eq. (4.38) and eq. (4.39)
∂
∂t
Γk[ϕ,W,B] ⊃ 1(4pi)2
k6
(k2 +m2W )2
1
2
∫
d4x R˜αβDµϕ
αDµϕβ
+
1
(4pi)2
[
k6
(k2 +m2Z)2
− k
6
(k2 +m2W )2
]
1
8
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
g2/f2
(4pi)2
k6
(k2 +m2W )3
∫
d4x (hαβ + L3αL
3
β)Dµϕ
αDµϕβ
+
1
2
g2/f2
(4pi)2
k6
(k2 +m2W )(k2 +m
2
Z)2
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g2/f2
(4pi)2
k6
(k2 +m2W )2(k2 +m
2
Z)
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g′2/f2
(4pi)2
k6
(k2 +m2W )2(k2 +m
2
B)
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ
+
1
2
g′2/f2
(4pi)2
k6
(k2 +m2W )(k2 +m
2
B)2
∫
d4x (hαβ − L3αL3β)DµϕαDµϕβ ,
(4.58)
where the Ricci ﬂow is computed using the Ricci tensor of the new metric and
∂
∂t
Γk[ϕ,W,B] =
1
2
∫
d4x
∂
∂t
(
1
f2
hαβ − 2a0
f2
L3αL
3
β
)
Dµϕ
αDµϕβ . (4.59)
The beta functions for f˜2 and a0 can be extracted by projecting eq. (4.58) on the basis of the
left-invariant vectorﬁelds and using eq. (4.55):
∂tf˜
2 = 2f˜2 − f˜
2
(4pi)2
[
1
2
(1 + 2a0)f˜2
(1 + m˜2W )2
− 1
4
f˜2
(1 + m˜2W )2
+
1
4
f˜2
(1 + m˜2Z)2
+
2g2
(1 + m˜2W )3
+
g2
(1 + m˜2W )2(1 + m˜
2
Z)
+
g2
(1 + m˜2W )(1 + m˜
2
Z)2
+
g′2
(1 + m˜2W )2(1 + m˜
2
B)
+
g′2
(1 + m˜2W )(1 + m˜
2
B)2
]
(4.60)
∂ta0 =
1
2
f˜2
(4pi)2
a0(1− 2a0)
(1 + m˜2W )2
− g
2
(4pi)2
(1 + 2a0)
(1 + m˜2W )3
+
1
2
1
(4pi)2
[
1
4
f˜2
(1 + m˜2Z)2
− 1
4
f˜2
(1 + m˜2W )2
+
g2
(1 + m˜2W )2(1 + m˜
2
Z)
+
g2
(1 + m˜2W )(1 + m˜
2
Z)2
+
g′2
(1 + m˜2W )2(1 + m˜
2
B)
+
g′2
(1 + m˜2W )(1 + m˜
2
B)2
]
(1− 2a0) . (4.61)
74 Chapter 4. Phenomenological applications
The renormalization group ﬂow of the operator in eq. (4.51) is obtained by Taylor expanding
the piece RiαL
α
3 around the background, keeping W
i
µ and Bµ as classical ﬁelds. In this case the
endomorphism part of the second variation is modiﬁed by a quantity M˜ :
Γ[2][ϕ,W,B; ξ] =
1
2f2
∫
d4x ξi
(
−D2δij −Mij − M˜ij
)
ξj , (4.62)
where Mij is given in eq. (4.29) and
M˜ij = −a1f2BµνWµνi (RσαγβRiσLγ3 +∇αRiσ∇σL3β)Rαi Rβj . (4.63)
The trace in eq. (4.38) receives an additional contribution, which in the present context reads:
1
2
Tr
[
Π−1k EΠ
−1
k ∂tRk
] ⊃ −1
2
a1f
2
(4pi)2
k6
(k2 +m2W )2
∫
d4xBµνW iµνR
α
i L3α . (4.64)
The beta function of a1 is obtained by adding to eq. (4.64) the contribution coming from the
trace in eq. (4.37), one gets:
∂ta1 =
1
(4pi)2
1
1 + m˜2W
(
1
6
+
a1f˜
2
1 + m˜2W
)
. (4.65)
4.2.2 Results
At this point it is useful to study the system of eq. (4.60), eq. (4.61) and eq. (4.65) for k much
larger than all the masses (g, g′  f˜). In this case the beta functions simplify to
∂tf˜
2 = 2f˜2 − 1
2
f˜2
(4pi)2
(
f˜2(1 + 2a0) + 6g2 + 3g′2
)
, (4.66)
∂ta0 =
1
2
1
(4pi)2
(
f˜2a0(1− 2a0) + 32g
′2
)
, (4.67)
∂ta1 =
1
(4pi)2
(
f˜2a1 +
1
6
)
. (4.68)
Terms of order g2a0 or g
′2a0 have been neglected because they are subleading relative to those
of order f˜2a0. Note that these beta functions reduce correctly to eq. (4.56) and eq. (4.57) in the
ungauged case. The ﬁrst term in eq. (4.67) corresponds to a self-renormalization of the operator
in eq. (4.50). Diagrammatically it corresponds to a quadratically divergent Goldstone boson
tadpole and cannot be seen in dimensional regularization. The second term agrees with the
results of [Herrero 1994]; it is proportional to g′2, consistent with the fact that the hypercharge
coupling breaks the custodial symmetry. Its eﬀect is to generate a nonzero a0 even if initially
a0 = 0. Also the second term in eq. (4.68) agrees with the one computed in [Herrero 1994],
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Figure 4.1: Flow in the a0-f˜ plane with a1 = 0. The two dots mark the positions of FPI and FPII.
Arrows point to increasing energy.
while the ﬁrst comes from the self-renormalization of the operator in eq. (4.51).
In the ungauged case, the beta functions in eq. (4.56) and eq. (4.57) admit a Gaussian ﬁxed
point with f˜∗ = 0 and arbitrary a0. In addition there exist two nontrivial ﬁxed points: one at
a0∗ = 0, f˜∗ = 8pi ≈ 25.13 which is SU(2)R-symmetric and another one with maximally broken
SU(2)R at a0∗ = 1/2, f˜∗ = 4
√
2pi ≈ 17.8. When the gauge couplings are taken into account,
there is no longer a ﬁxed point with f˜ = 0 and the two nontrivial ﬁxed points of the ungauged
case turn out to be slightly shifted. The ﬁrst ﬁxed point FPI occurs at:
f˜∗ = 25.1 , a0∗ = −0.000292 , a1∗ = −0.000265 . (4.69)
The second ﬁxed point FPII occurs at:
f˜∗ = 17.7 , a0∗ = 0.501 , a1∗ = −0.000530 . (4.70)
The renormalization group ﬂow is illustrated in Fig. 4.1 and Fig. 4.2. The eigenvalues and
eigenvectors of the matrix describing the linearized ﬂow around these ﬁxed points are given in
the table 4.1. Recall that negative eigenvalues correspond to UV attractive (relevant) directions.
The point FPI has one such direction, that to a good approximation can be identiﬁed with the
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Figure 4.2: The left plot shows the ﬂow in the a1-f˜ plane with a0 = 0, the dot marks the position of
FPI. The right plot shows the ﬂow in the a1-f˜ plane with a0 = 0.5, the dot marks the position of FPII.
Arrows point to increasing energy.
parameter f˜ . The point FPII has two relevant directions that lie almost exactly in the a0-f˜
plane. Within numerical errors one ﬁnds a critical trajectory that starts from FPII in the UV
approximately in the direction of (minus) its second eigenvector and reaches FPI in the IR from
the direction of its second eigenvector. The origin is not a ﬁxed point, but the beta functions
become very small there. This almost-ﬁxed point is IR attractive for f˜ .
At this point it is useful to study the physics of these ﬁxed points. At k = mZ one has
f˜ = 2mZ/υ = 0.7415 and the experimentally allowed values for a0(mZ) and a1(mZ) are of
order 10−3. When one evolves the ﬂow towards higher energies, f˜ , a0 or a1 will generally
diverge. This is, in general, a sign that new physics has to be taken into account. However,
there may be trajectories that hit a ﬁxed point in the UV, for them the eﬀective ﬁeld theory
Fixed point Eigenvalues Eigenvectors
f˜ a0 a1
I −1.99 1.00 11.6× 10−6 14.1× 10−6
I 1.99 −0.997 0.0795 −42.2× 10−6
I 3.98 0 0 1
II −1.99 1.00 66.0× 10−6 29.9× 10−6
II −0.996 −0.998 0.0563 −40× 10−6
II 1.99 0 0 1
Table 4.1: eigenvalues and eigenvectors of the stability matrix at the ﬁxed points.
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description actually never breaks down. Such trajectories are said to be asymptotically safe or
renormalizable. Requiring that the world be described by a renormalizable trajectory leads to
predictions for lowenergy physics. Since FPI has only one relevant direction, there is a single
renormalizable trajectory that descends from it towards the origin. Since the beta functions go
to zero for k < mZ , the ﬂow is stopped at the scale mZ (i.e. when f˜ = 0.7415) and ﬁnd, at that
scale,
a0(mZ) = −0.0020, a1(mZ) = −0.0032 , (4.71)
which are 5σ away from the experimental values. The transition takes about four or ﬁve e-
foldings (a change in scale by a factor e4-e5) which means that FPI would be reached at an
energy scale of the order of 10 TeV.
The point FPII has two relevant directions and therefore there is a one parameter family
of renormalizable trajectories that descend from it. From Fig. 4.1 it is possible to see that for
such a trajectory to come close to the origin, it has to be ﬁne tuned to ﬁrst follow very closely
the critical trajectory towards FPI, and hence descend. Going upwards from k = mZ , such a
trajectory would take again four or ﬁve e-foldings to reach the vicinity of FPI and then another
four e-foldings to cross over to FPII, placing the energy scale at which one arrives near FPII
at 300-700 TeV. It is clear from Fig. 4.1 that these trajectories will have a0(mZ) > −0.002.
Numerical analysis shows that the locus of endpoints of such trajectories satisﬁes
a1(mZ) = −0.00321− 0.00052 a0(mZ) (4.72)
For a0 ≈ 0.5 this relation is still true within a few percent.
Using equations (4.52) and (4.53), this translates directly into a linear relation between S
and T , which is shown in Fig. 4.3, and constitutes the main result of the analysis. The dot
corresponds to the UV critical surface of FPI (4.71), the half-line to the UV critical surface of
FPII. Note that the condition of asymptotic safety essentially ﬁxes a1, and hence S, leaving T
arbitrary. Standard model fermions would not change this conclusion, since their contribution
is already included in the deﬁnition of S and T , but one has to make sure that they do not spoil
the ﬁxed point. In the next section the problem of adding fermions will be addressed, in this
case the ﬁxed point of f˜ is preserved if four-fermion interactions are added. These interactions
only change the beta functions of S and T at higher loops, so one expects the result obtained
here to remain valid.
Renormalizable trajectories represent UV complete theories. Within this model there are
such trajectories that are in agreement with the experimental data: S = 0.01 ± 0.10 and T =
0.03 ± 0.11 [Nakamura 2010]. They pass near FPI at scales ≈ 10 TeV and then veer towards
FPII. There, the custodial symmetry is strongly broken, as witnessed by the large value a0 ≈ 0.5.
This could be an important (and unexpected) clue about the UV behavior of the theory. In this
model the ﬁxed point behavior sets in at energies that are probably too high to make a direct
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Figure 4.3: The half-line and the dot show the values permitted by asymptotic safety. The ellipses show
the 1 and 2 σ experimental bounds with mH=117GeV [Nakamura 2010].
observation possible at LHC.
4.3 Fermions and Goldstone bosons
This section is devoted to the study of the renormalization group ﬂow of the system obtained by
adding fermions to the nonlinear sigma model. Here, the scalar ﬁelds are encoded in a SU(N)
valued matrix U = exp(ifpiaTa), where pia are the Goldstone ﬁelds, trTaTb = δab/2 and f is the
Goldstone boson coupling. In the SM case f can be identiﬁed with 2/υ, where υ = 246GeV is
the Higgs VEV. The lowest order term of the nonlinear sigma model lagrangian reads:
LNL = − 1
f2
Tr
(
U †∂µUU †∂µU
)
. (4.73)
This model is invariant under separate SU(N)L and SU(N)R transformations acting on U by
left- and right multiplication respectively.
Consider left- and right-handed fermions ψiαL and ψ
iα
R carrying the fundamental represen-
tation of SU(N)L and SU(N)R respectively (corresponding to the indices i = 1, . . . , N), and
also the fundamental representation of a color group SU(Nc) (corresponding to the indices
α = 1, . . . , Nc). In the real world the latter group is gauged, here it is simply retained as a
4.3. Fermions and Goldstone bosons 79
global symmetry to count fermionic states. Fermions are coupled in a chiral invariant way to the
U ﬁeld by adding to the lagrangian in eq. (4.73) the fermion kinetic term and the (proto)-Yukawa
interaction:
Lψ2 =
(
ψ¯Liγ
µ∂µψL + ψ¯Riγµ∂µψR + LY uk
)
. (4.74)
The Yukawa lagrangian is given by
LY uk = −2h0
f
(
ψ¯iαL U
ijψjαR + h.c.
)
, (4.75)
where the group indices have been explicitly written out and h0 is the dimensionless Yukawa
coupling. Expanding the matrix U in terms of the pi's one can read oﬀ all the interaction terms:
LY uk = −2h0
f
ψ¯ψ − 2ih0piaψ¯γ5Taψ − h0f
(
1
2N
ψ¯ψpiapia +
1
2
dabcpi
apibψ¯Tcψ
)
+
ih0
3f2
(
1
2N
piapiapicψ¯γ5Tcψ +
1
4N
dabcpi
apibpicψ¯γ5ψ +
1
4
dabe(ifecg + decg)piapibpicψ¯γ5Tgψ
)
+ O(pi4) , (4.76)
where fabc are the structure constants of the group and dabc is the totally symmetric tensor
of SU(N). Since the only phenomenologically relevant fermionic contribution comes from the
top quark, then h0 in eq. (4.75) will be viewed as the top Yukawa coupling. Strong, weak and
electromagnetic gauge couplings are also neglected (after having checked that they do not alter
the conclusions) and for this reason the derivatives in eq. (4.73) and eq. (4.74) are not covariant.
In a more realistic model, the Yukawa interaction should distinguish among the fermion
components and there should be more than one family, as in the SM. For example, considering
one family of fermions ψt = (u d) and imposing an SU(2)L × U(1)R symmetry, one is forced to
introduce two diﬀerent Yukawa couplings hu and hd for the up- and the down-type fermions. In
this case the Yukawa lagrangian would be:
L′Y uk = −
2hu
f
(
ψ¯LUPuψR + h.c.
)− 2hd
f
(
ψ¯LUPdψR + h.c.
)
, (4.77)
where Pu = (1 + σ3)/2 and Pd = (1− σ3)/2 are the up- and down-type fermion projectors.
4.3.1 Beta functions
Consider the SU(N) model described by eq. (4.73) and eq. (4.74). The leading terms of the
eﬀective average action can be parametrized as
Γk =
∫
d4x
[
Zpi(k)
2
∂µpi
a∂µpia + Zψ(k)ψ¯iγµ∂µψ − 2ih¯(k)piaψ¯γ5Taψ + . . .
]
(4.78)
80 Chapter 4. Phenomenological applications
where the dots represent higher order terms coming from the expansion of eq. (4.73) and
eq. (4.75). The quantities Zpi(k), Zψ(k) and h¯(k) have been computed at one-loop by means
of standard diagrammatic technique using a sharp cutoﬀ regulator. The Feynman diagrams
that enter in the computation are shown in Fig. 4.4, diagrams (a), (b) and (c) give the vertex
corrections to the Yukawa coupling, while diagrams (d), (e) and (f) contribute to scalar and
fermion wave function renormalization constants. The one-loop integrals are performed over a
momentum shell that goes from some scale k to Λ. Assuming that h¯(Λ) = hΛ, Zpi(Λ) = 1 and
Zψ(Λ) = 1 one obtains:
Figure 4.4: One-loop Feynman diagrams entering in the computation of the beta functions of f and h.
Diagrams (a), (b) and (c) give the vertex corrections to the Yukawa interaction term, while diagrams
(d), (e) and (f) renormalize scalar and fermion propagators.
h¯(k) = hΛ
(
1− 1
(4pi)2
(2N2 − 3)
3N
(Λ2 − k2)
4
f2 +
h2Λ
(4pi)2
2(N2 − 1)
N
log
Λ2
k2
)
, (4.79)
Zpi(k) = 1− 1(4pi)2
N
3
(Λ2 − k2)
4
f2 +
4Nch2Λ
(4pi)2
log
Λ2
k2
, (4.80)
Zψ(k) = 1 +
h2Λ
(4pi)2
(N2 − 1)
N
log
Λ2
k2
. (4.81)
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At this point one deﬁnes the renormalized Yukawa coupling h = h¯ Z
− 1
2
pi Z
−1
ψ and its beta function
is computed by taking the derivative of h with respect to the scale k. The beta function of
the Goldstone coupling f is obtained by adding to the usual bosonic term (see eq. (3.88)) an
additional contribution coming from the fermionic loop which is explicitly given by the term
proportional to Nc in eq. (4.80). Then, the one-loop renormalization group equations for the
coupling f˜ = kf and h of the SU(N) model turn out to be:
∂tf˜ = f˜ − N4(4pi)2 f˜
3 +
4Nc
(4pi)2
h2f˜ (4.82)
∂th =
1
(4pi)2
(
4Nc − 2N
2 − 1
N
)
h3 +
1
4(4pi)2
N2 − 2
N
hf˜2 . (4.83)
The variable t is, as usual, deﬁned as log k/k0 where k0 is a conventional reference energy, which
here is taken to be k0 = υ. These beta functions have been obtained by assuming that the mass
of the fermions is much smaller than the scale k, this sets a condition k > h/f for the validity
of these equations.
4.3.2 Results
The system of equations (4.82)-(4.83) admits a number of possible UV ﬁxed points. There is a
formal Gaussian ﬁxed point f˜ = 0, h = 0 which is outside the domain of the approximation. In
the following, the study will be restricted only to renormalization group trajectories for energy
scales larger than υ, which corresponds to f˜ > 2. There is also a nontrivial ﬁxed point at h∗ = 0,
f˜∗ = 8pi/
√
N for which f˜ is a relevant (UV attractive) direction and h is marginally irrelevant.
Requiring that the theory lies on a trajectory that reaches it in the UV, implies the triviality of
the Yukawa coupling at all scales. This choice is therefore rejected because uninteresting.
A physically interesting trajectory requires nonvanishing h and f˜ . If h is treated as a t-
independent constant, the β-function for f˜ has a zero at f˜∗ = 4
√
(4pi2 +Nch2)/N , which is a
deformation of the one appearing in the pure bosonic model. The existence of a nontrivial ﬁxed
point for the coupled system thus hinges on the existence of a nontrivial zero in the beta function
of h. This requires that the ﬁrst term in the right hand side of eq. (4.83) be negative, which
is true for N > 2Nc. Unfortunately this condition is not satisﬁed for the phenomenologically
most important case N = 2, Nc = 3. This is illustrated by the dashed curves in Fig. 4.5, for
the initial condition f˜0 = 2 and h0 = 0.7 at t = 0 (thus mimicking the top-quark value). The
ﬁrst term on the right hand side of eq. (4.82) is initially dominant, leading to linear growth of f˜ .
The second term then grows in absolute value and at some point nearly balances the ﬁrst one,
leading to an approximate ﬁxed point behavior in some range of energies. Eventually h, whose
beta function is everywhere positive, becomes large and the third term dominates, leading to a
Landau pole and the loss of asymptotic safety. The scale at which destabilization occurs is very
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Figure 4.5: Running of f˜ and h (rescaled by a factor of 10) for N = 2 and Nc = 3. The asymptotic safety
behavior of f˜ (blue dashed line curve) is destabilized around t = 4 (≈ 22 TeV) due to the increasingly
large Yukawa coupling contribution (green dashed line curve) which at about the same scale becomes
strongly coupled, that is larger than 2pi. The asymptotically safe behavior (continuous lines) is recovered
after the introduction of the four-fermion contact interactions, as discussed in Section 4.3.3.
sensitive to the initial conditions and for the Yukawa couplings corresponding to light fermions
no destabilization takes place up to very large energies. The conclusion is that the model is
not asymptotically safe in the case N = 2, Nc = 3. For it to be asymptotically safe, either the
one loop approximation must break down or else new physical eﬀects must enter in the fermion
sector at some energy scale.
It is interesting to compare this behavior to similar models. If the color symmetry was
gauged there would be an additional contribution proportional to g2sh to eq. (4.83), which in
this case would become
∂th =
1
(4pi)2
(
4Nc − 2N
2 − 1
N
)
h3 +
1
(4pi)2
(
N2 − 2
4N
f˜2 − 3N
2
c − 1
Nc
g2s
)
h . (4.84)
The new term does not change the behavior shown in Fig. 4.5 because of the asymptotic freedom
of the strong sector. No improvements in the UV behavior are obtained even if one considers a
diﬀerent global symmetry group. In the case of the SU(2)× U(1) model of eq. (4.77) the beta
function of the up-type Yukawa fermion hu turns out to be positive at all scales as well:
∂thu =
2Nc
(4pi)2
h3u +
1
4(4pi)2
huf˜
2 . (4.85)
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In the linear sigma model and therefore also in the SM the quadratically divergent term propor-
tional to f˜2h is absent: it is canceled by diagrams containing loops of the Higgs ﬁeld (see Fig.
4.6). In this case the Yukawa coupling is perturbative up to very high scales [Arason 1992]. A
study of the linear version of the model in the context of functional renormalization has been
presented in [Jugnickel 1996] for QCD. Another strictly related model is the linear σ-model
coupled to one right-handed and NL left-handed fermions, studied in [Gies 2010a, Gies 2010b].
The Goldstone modes of the nonlinear sigma model are contained in their scalar sector, with
the VEV υ = 2/f corresponding to the minimum of the scalar potential. They found that the
scalar potential and the Yukawa coupling admit a ﬁxed point for 1 ≤ NL ≤ 57. The results ob-
tained here diﬀer due both to the diﬀerent fermion content and to the non-linear boson-fermion
coupling.
Figure 4.6: Quadratically divergent Higgs diagrams of the linear sigma model. The Goldstone boson
and Higgs propagators are represented by broad and narrow dashed lines respectively. Remember that,
using a nonlinear representation, the Goldstone-Higgs coupling involves derivatives. In the linear model
the divergent parts of these diagrams cancel exactly the one coming from diagrams (c) and (e) of Fig.
4.4.
4.3.3 Four fermion interactions
New physics associated to the SM fermions might restore asymptotic safety and the more natural
extension of the model is to include four fermion interactions. In this section, a class of nontrivial
UV ﬁxed points with asymptotically free Yukawa couplings, that emerge because of the short-
range interactions among fermions, are discussed.
Restricting to the case N = 2, the model is enlarged by adding to the lagrangian a complete
set of SU(2)L × SU(2)R invariant four fermion operators. Requiring P invariance, all possible
chiral invariant operators, up to Fierz reorderings, are given by the following lagrangian:
Lψ4 = λ1
(
ψ¯iaL ψ
ja
R ψ¯
jb
Rψ
ib
L
)
+ λ2
(
ψ¯iaL ψ
jb
R ψ¯
jb
Rψ
ia
L
)
+ λ3
(
ψ¯iaL γµψ
ia
L ψ¯
jb
L γ
µψjbL + ψ¯
ia
R γµψ
ia
R ψ¯
jb
R γ
µψjbR
)
+ λ4
(
ψ¯iaL γµψ
ib
L ψ¯
jb
L γ
µψjaL + ψ¯
ia
R γµψ
ib
Rψ¯
jb
R γ
µψjaR
)
. (4.86)
The coeﬃcients λi have inverse square mass dimension. The lagrangian in eq. (4.86) does not
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include operators deﬁned by taking the square of the Yukawa term in eq. (4.75) because they
are higher order from the point of view of chiral perturbation theory.
Strictly speaking, only the third SM fermion generation requires new physics to emerge
at relatively low scales, since four-fermion operators involving the ﬁrst two generations can
be suppressed by much larger scales without spoiling the asymptotic safety scenario. In the
following, when experimental bounds will be discussed, the conservative scenario in which (4.86)
also the ﬁrst generation is involved will be considered. One tacitly assumes that the operators
in (4.86) are consistent with ﬂavor changing neutral current bounds.
The symmetries imposed on eq. (4.86) make this lagrangian the minimal choice, and the one
that will be studied here. More general sets of operators may well be relevant depending on the
symmetries of this new sector, the SM group SU(2) × U(1) being the ﬁrst instance coming to
mind. The analysis is in this case more cumbersome because more operators must be included,
but no distinctive features are expected to arise.
The operators in eq. (4.86) are similar to those discussed in top-quark condensation models.
In these and other models of composite quarks only operators with vector current structure
that is iso- and color singlet are usually considered. Here the full set of operators are taken into
account since their couplings mix in the renormalization group evolution equations. A discussion
of the four-fermion lagrangian in eq. (4.86), and its ﬁxed points, as a model of chiral symmetry
breaking can be found in [Gies 2004]. In their approach it is assumed that when one ﬂows from
the ﬁxed point in the UV towards the IR, the couplings λ˜i become stronger and eventually
trigger the formation of a condensate. Here the considered behavior is opposite, the couplings
λ˜i become weaker towards the IR and the breaking of chiral symmetry is due to the Goldstone
bosons, which are regarded as fundamental degrees of freedom.
4.3.4 Beta functions
An additional set of diagrams that enter in the computation of the beta function of h has to
be taken into account when the four fermion interactions of eq. (4.86) are introduced. These
interactions generate a fermion loop correction to the Yukawa vertex, as shown in Fig. 4.7.
Figure 4.7: Diagram for the one-loop correction to the Yukawa vertex induced by the four fermion
interactions.
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The new system of coupled beta function equations for the dimensionless variables f˜ , h and
λ˜i = λik2 turns out to be:
∂tf˜ = f˜ − 132pi2 f˜
3 +
Nc
4pi2
h2f˜
∂th =
1
16pi2
[
4Nc − 3 + 16
f˜2
(Ncλ˜1 + λ˜2)
]
h3 +
1
64pi2
[
f˜2 − 16(Ncλ˜1 + λ˜2)
]
h
∂tλ˜1 = 2λ˜1 − 14pi2
[
Ncλ˜
2
1 +
3
2
λ˜1λ˜2 − 2λ˜1λ˜3 − 4λ˜1λ˜4
]
∂tλ˜2 = 2λ˜2 +
1
4pi2
[
1
4
λ˜21 + 4λ˜1λ˜3 + 2λ˜1λ˜4 −
3
4
λ˜22 + 2(2Nc + 1)λ˜2λ˜3 + 2(Nc + 2)λ˜2λ˜4
]
∂tλ˜3 = 2λ˜3 +
1
4pi2
[
1
4
λ˜1λ˜2 +
Nc
8
λ˜22 + (2Nc − 1)λ˜23 + 2(Nc + 2)λ˜3λ˜4 − 2λ˜24
]
(4.87)
∂tλ˜4 = 2λ˜4 +
1
4pi2
[
1
8
λ˜21 − 4λ˜3λ˜4 + (Nc + 2)λ˜24
]
,
where the new contributions to βh, coming from the four fermion interactions, are obtained
by computing the diagrams in Fig. 4.7 and the beta functions of the four fermion interaction
couplings are taken from [Gies 2004] specialized to the sharp cutoﬀ case.
In the equations for the coeﬃcients λ˜i contributions coming from the Yukawa terms which
are proportional to h2f˜2, h2λ˜i or h
2λ˜2i /f˜
2 have been neglected . These terms are negligible in
the UV because the ﬁxed points taken in consideration are those for which the Yukawa coupling
approaches zero. Some of them just become comparable to the leading terms for k ∼ υ, where
the ﬂow is stopped.
Notice that only the operators proportional to λ1 and λ2 contribute to the beta function of
h. The other two operators do not contribute because of their chiral properties. Moreover, it is
crucial that the combination 16(Ncλ˜1+ λ˜2) at the ﬁxed point of λ˜1 and λ˜2 be diﬀerent from zero
and larger than f˜2 because otherwise there would be no UV physically acceptable ﬁxed point.
4.3.5 Results
Here the number of colors is ﬁxed to its phenomenological value Nc = 3. The beta functions of
the λ˜i form a closed sub-system. The numerical study of these equations reveals the presence
of 16 real ﬁxed points with coordinates given in the ﬁrst four columns in Table 4.2. The ﬁxed
points are listed in order of decreasing trace of the stability matrix
∂βλ˜i
∂λ˜j
, from the most UV-
repulsive, the Gaussian ﬁxed point fp0, to the most UV attractive fp4. The coeﬃcients of the
operators related to UV-repulsive directions are completely determined by the asymptotic safety
condition. Hence, the ﬁxed points with a low number of UV-attractive directions are the most
predictive ones, and hence the most phenomenologically appealing. The number in the name of
the ﬁxed point is the number of relevant (UV attractive) directions. These values can then be
used to ﬁnd the zeroes of βh, and these in turn are used to ﬁnd the zeroes of βf˜ .
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The sixteen ﬁxed points of the complete system for which h∗ = 0 are taken into account; this
requirement implies f˜2∗ = 32pi2. At each of these sixteen ﬁxed points the direction f˜ is always a
relevant one, with eigenvalue −0.45; the direction h is also an eigendirection, with eigenvalue
εh =
∂βh
∂h
∣∣∣∣∣
∗
=
1
64pi2
(
f˜2∗ − 16(Ncλ˜1∗ + λ˜2∗)
)
. (4.88)
The numerical values of εh are listed in the last column of Table 4.2. The seven ﬁxed points
with εh > 0 are physically uninteresting since the requirement of ﬂowing to one of them in the
UV implies that h(t) = 0 at all scales. The other nine ﬁxed points of the fermionic sector for
which εh < 0 also admit a ﬁxed point with nonzero h, but in this study only those with h∗ = 0
are considered. For the λ˜i, the condition of ﬂowing to fpnx in the UV yields 4−n predictions. The
values of f˜ and h remain always free parameters, to be ﬁxed by comparison with the experiment.
The trajectories emerging from the ﬁxed points in the directions of the relevant eigenvectors
have been studied numerically . Some of them lead to divergences, others ﬂow to other ﬁxed
points. Here the single renormalizable trajectory that ends at fp1c in the UV is considered. This
is a natural choice as it is the most predictive (the one with the smallest number of relevant
directions) among the ﬁxed points with εh < 0.
In order to select the ﬁne-tuned initial conditions in the IR that guarantee asymptotic safety
at fp1c, one has ﬁrst to solve numerically the ﬂow equations of the fermionic subsystem for
Fixed points λ˜1 λ˜2 λ˜3 λ˜4 εh
fp0 0 0 0 0 0.5
fp1a 0 −28.71 −7.18 0 1.22
fp1b 0 0 7.85 −9.51 0.5
fp1c 0 25.61 −4.27 0 −0.15
fp1d 25.80 −1.77 0.19 −1.15 −1.42
fp2a 13.41 20.10 −3.80 −0.24 −1.03
fp2b 20.86 −3.56 7.04 −8.94 −1.00
fp2c 0 −36.55 2.34 −13.92 1.43
fp2d 0 0 −15.79 0 0.5
fp2e 37.17 −37.36 −8.43 −1.65 −1.38
fp2f −2.92 32.59 4.67 −12.04 −0.10
fp3a 0. 31.67 4.67 −12.06 −0.30
fp3b 19.95 −8.59 −15.27 −0.36 −0.80
fp3c 31.22 −44.52 0.73 −13.38 −0.74
fp3d −4.87 1.54 −5.42 −20.10 0.83
fp4 0 0 −5.42 −20.13 0.5
Table 4.2: Values of the coeﬃcients λ˜i∗ for the 16 ﬁxed points discussed in the text. For all the
ﬁxed points f˜∗ = 17.78 and h∗ = 0. The ﬁxed point fp1c is boxed.
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decreasing t, starting at an initial point λ˜i∗ + 10−8vi, where vi is the relevant eigenvector. This
trajectory is attracted in the IR towards fp0 after roughly 20 e-foldings, so the four-fermion
couplings can be taken arbitrarily small by selecting the IR value of t appropriately. One then
shifts t such that this value is zero, in accordance with the convention that t = 0 corresponds to
the scale k0 = υ. Now one picks a trajectory for the whole system by ﬁxing the initial values of
the λ˜i to agree with the ones ﬁnd by this method, while the initial value of f˜ is 2k0/υ = 2 and
the initial value for h is 0.7. These agree with the initial values of the trajectory discussed in
Section 4.3.2. The result is shown in Fig. 4.5 (continuous curves) and Fig. 4.8. In this case, for
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Figure 4.8: Running of the λ˜i for the ﬁxed point fp1c. λ˜1 and λ˜4 are equal to zero at all energies.
small t the couplings f˜ and h behave as in the model without four fermion interactions, with f˜
and h both increasing. At some point, however, λ˜2 becomes sizable and then the last term in the
right hand side of the second equation in (4.87) pulls h towards zero. The trajectory is therefore
characterized by a crossover from the IR regime where the fermionic interactions are mainly
of Yukawa type, with IR free four-fermion interactions, and the UV regime dominated by the
contact interactions, with UV free Yukawa coupling. This is similar to the behavior discussed in
[Schwindt 2010], except that here the contact interactions are not bosonized : in the presence
of the Goldstone bosons the crossover is automatic.
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4.3.6 Experimental constraints
In order to select a realistic trajectory among the various possibilities one needs to compare
with experimental results. The model is consistent with electroweak precision measurements,
as discussed in Section 4.2, where the values of the parameters S and T are computed for the
gauged nonlinear sigma model and the addition of the fermion contact interactions does not
modify this result.
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Figure 4.9: A zoom at low energy of Fig. 4.8 for the values (continuous curves) of the absolute values
of the four-fermion operator coeﬃcients λ˜i. The dashed curve is the corresponding size for the contact
interaction for the bound at Λ = 8.7 TeV. The dot at t = 1.55 on the dashed curve represents the bound
at the reference value of the quark-level eﬀective energy of 1.17 TeV. The values of the λ˜i must lie below
the dashed curve for the experimental bound to be satisﬁed.
Unfortunately the current bounds on contact interactions have been published only for
the case in which a single operator, namely the one proportional to λ3 of eq. (4.86) is
present [Eichten 1983]. This is rather unrealistic, given the renormalization group mixing, but
no need for a more detailed study was felt necessary.
In this section the aim is to show how the experimental bounds are in principle already able to
tell something about the size of the new interactions. Conservatively but rather unrealistically,
the current experimental bound on λ3 is taken and enforced on all coeﬃcients as if they were
contributing in the same manner to the partonic cross sections. An additional assumption is
that all three generations contribute with identical coeﬃcients λ˜i.
The experimental bound is a lower bound of the so-called contact interaction scale Λ which
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is related to the coeﬃcient λ˜3 by the identity
λ˜3(k) =
2pi
Λ2
k2 . (4.89)
A bound on the value of Λ translates into a curve in the k, λ˜3 plane because of the energy
dependence in eq. (4.89). As a crude estimate, the experimental bounds are imposed at the
quark-level eﬀective energy scale of the LHC, namely keff =
√
s/(2 × 3) = 1.17 TeV, where
the factor of 2 comes from the sharing of the energy with the gluons and the factor of 3 from
the assumed equal energy partition among the three valence quarks. As mentioned before, for
simplicity the same constraint to the absolute value of all four coeﬃcients λ˜i is imposed.
As an example of the constraints it is possible to obtain, one can take the values of λ˜i on
a renormalization group trajectory leading to the ﬁxed point discussed in the previous section,
namely fp1c, and compare with the most recent published bound [ATL 2012] of Λ = 8.7 TeV for
an integrated luminosity of 4.8 fb−1. Of course, the ﬁxed points with fewer relevant deformations
lead to more predictions and therefore will be easier to disprove.
As one can see from Fig. 4.9, the bound is satisﬁed. In comparing with the experimental data,
one may worry whether the power-law running of h and υ may imply potentially important mass
corrections to the cross sections. Comparing the running of the masses for the solution above
one can verify that it does not deviate from the logarithmic one of dimensional regularization
for more than 10%, at least below the scale so far explored, namely 600 GeV.
4.4 Goldstone boson scattering
The dynamics of the Goldstone bosons is usually described at low-energy by an eﬀective theory
such as the nonlinear sigma model. Consider the case of the chiral SU(2)L × SU(2)R-invariant
model with action
S = − 1
f2
∫
d4xTrU †∂µU U †∂µU , (4.90)
where U is an SU(2) group element that encodes the Goldstone ﬁelds (called also pions) ~pi =
(pi1, pi2, pi3): U = exp(fpiaTa), Ta = (i/2)σa, T
†
a = −Ta, tr(TaTb) = −(1/2)δab. The quantity
f is the Goldstone boson coupling and is the inverse of the pion decay constant Fpi = 2/f .
Expanding the matrix U in terms of the pions, it is possible to rewrite eq. (4.90) as
S = 1
2
∫
d4xhab(f~pi)∂pia∂pib (4.91)
where
hab(f~pi) = δab − 112f
2(~pi2δab − piapib) + 1360f
4~pi2(~pi2δab − piapib) + . . . (4.92)
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Note that the pion ﬁelds are canonically normalized and the metric is dimensionless. This
theory has derivative couplings and perturbation theory is ill-deﬁned in the UV. A related and
phenomenologically even more pressing issue is the high energy behavior of the Goldstone boson
scattering amplitude. Any scattering process piapib → picpid is given in terms of a singe amplitude
A(s, t, u) which at tree level reads
A(s, t, u) =
s
F 2pi
, (4.93)
where s, t, u are the usual Mandelstam variables. By inspection of eq. (4.93) one obtains a
violation of unitarity for s ≈ 8piF 2pi , which is usually taken as the cutoﬀ scale for the validity of
the theory.
4.4.1 Beta functional
The aim of this section is to reproduce the standard perturbative result for the scattering am-
plitude using the formalism introduced in Chapter 2. In order to compute the Goldstone boson
scattering, one needs to know the eﬀective action of the theory Γ, which, in the present context,
is obtained by solving the one-loop Wetterich equation for the average action Γk. The procedure
to obtain the eﬀective action is the following. One chooses an initial point in theory space,
representing the 'bare' action at some high scale Λ (ΓΛ = S), and then solves eq. (2.30) for Γk.
The endpoint of this ﬂow for k → 0 is the ordinary eﬀective action Γ, i.e. Γ = Γ0 . This is a
way of calculating the eﬀective action by solving a diﬀerential equation, rather than performing
a functional integral.
In previous calculations, where the renormalization group ﬂow of the nonlinear sigma model
was studied, the full ﬁeld dependence of the eﬀective action has been kept, expanding to second
or fourth order in momenta. By contrast in order to compute the scattering amplitude of
Goldstone bosons one needs terms of fourth order in the ﬁeld, but one has to retain the full
momentum dependence of Γ. It is convenient to work with dimensionless coordinates ϕa = fpia
and the computation resembles the one presented in Section 2.3.2. The second variation of the
action can be taken from eq. (2.101):
S [2][ϕ; ξ] = 1
2f2
∫
d4x ξa
(−∇2hab −Mab) ξb , (4.94)
where ∇µξa is deﬁned in eq. (2.99) andMab = ∂µϕc∂µϕdRacbd. In the present context, the beta
functional equation to solve is the following:
∂
∂t
Γk[ϕ] =
1
2
Tr
[(
δ2S[ϕ; ξ]
δξδξ
+Rk
)−1
∂Rk
∂t
]
. (4.95)
The cutoﬀ kernel is chosen to be Rk(−∇2 −M) and its form is the optimized one of eq. (2.12).
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In this way the cutoﬀ combines with the quadratic action to produce a function of a single
argument:
hk(z) =
∂tRk(z)
z +Rk(z)
= 2θ(k2 − z) , z = −∇2 −M . (4.96)
where in the last step the explicit form of the cutoﬀ function Rk has been used. The beta
functional is just the trace of this function
∂tΓk[ϕ] =
1
2
hk(z) =
∫ ∞
0
ds h˜k(s)Tr e−s(−∇
2−M) , (4.97)
where h˜k is the inverse Laplace transform of hk. The full momentum dependence is retained by
computing the trace using the non-local heat kernel expansion (see Appendix B). Restricting to
fourth order in the ﬁelds, one has to evaluate the following terms:
∂tΓk[ϕ] =
1
2
1
(4pi)2
∫
d4x
∫ ∞
0
ds h˜k(s) tr
{
s−1M+ [MfM(s)M+ΩµνfΩ(s)Ωµν ] + · · ·
}
,
(4.98)
where
 = −∇2 , Ωµνab = [∇µ,∇ν ]ab = ∂µϕc∂νϕdRcdab (4.99)
and the structure functions are given by
fM(y) =
1
2
f(y) , fΩ(y) = − 12y [f(y)− 1] , f(y) =
∫ 1
0
dξ e−ξ(1−ξ)y . (4.100)
The result, including terms up to four ﬁelds, is:
∂tΓk[ϕ] =
1
2
1
(4pi)2
∫
d4x
[
k2 ∂µϕ
a∂µϕbδab − 112k
2 (δabδcd − δacδbd) ∂µϕa∂µϕbϕcϕd
+
1
16
∂µϕ
a∂µϕa
(
1−
√
1− 4k
2
 θ(− 4k
2)
)
∂νϕ
b∂νϕb
+
1
16
∂µϕ
a∂µϕb
(
1−
√
1− 4k
2
 θ(− 4k
2)
)
∂νϕ
b∂νϕa
+
1
48
∂µϕb∂νϕa
(
1−
(
1− 4k
2

)3/2
θ(− 4k2)
)
∂µϕ
a∂νϕb
− 1
48
∂µϕa∂νϕ
b
(
1−
(
1− 4k
2

)3/2
θ(− 4k2)
)
∂µϕ
a∂νϕb +O(ϕ6)
]
.
(4.101)
It is important to note that the ﬁrst two terms appear in the same ratio as in the original action.
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This result has already been obtained in Section 2.3.2 and is just a consequence of the fact that
the cutoﬀ preserves the SU(2)×SU(2) invariance of the theory. In addition, the beta functional
contains new non-local pieces (form factors) appearing in the last four terms of eq. (4.101). This
non-local terms, obtained by using the non-local heat kernel expansion, are crucial for computing
the physical amplitude.
4.4.2 Integration of the ﬂow
The eﬀective average action of the theory is obtained by integrating the ﬂow equation (4.101).
This yields a divergent result that is regulated by performing the integration from k = 0 to
k = Λ:
ΓΛ[ϕ]− Γ0[ϕ] = 12
1
(4pi)2
∫
d4x
[
Λ2
2
∂µϕ
a∂µϕbδab − 112
Λ2
2
(δabδcd − δacδbd) ∂µϕa∂µϕbϕcϕd
+
1
16
∂µϕ
a∂µϕa
(
1− 1
2
log

Λ2
)
∂νϕ
b∂νϕb
+
1
16
∂µϕ
a∂µϕb
(
1− 1
2
log

Λ2
)
∂νϕ
b∂νϕa
+
1
16
∂µϕb∂νϕa
(
4
9
− 1
6
log

Λ2
)
∂µϕ
a∂νϕb
− 1
16
∂µϕa∂νϕ
b
(
4
9
− 1
6
log

Λ2
)
∂µϕ
a∂νϕb +O(ϕ6)
]
.
(4.102)
The initial condition at scale Λ is chosen to be:
ΓΛ[ϕ] =
1
2f2Λ
∫
d4xhab(ϕ)∂ϕa∂ϕb +
`1Λ
2
∫
d4x ∂µϕ
a∂νϕa∂
µϕb∂νϕ
b
+
`2Λ
2
∫
d4x ∂µϕ
a∂µϕa∂
νϕb∂νϕ
b . (4.103)
The quadratic divergence is removed by redeﬁning
1
f2Λ
=
1
f2
+
Λ2
32pi2
. (4.104)
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The logarithmic divergence is removed by introducing O(p4) counterterms with coeﬃcients `1Λ
and `2Λ, which are assumed to be:
`1Λ = `1(µ)− 23
1
16
1
(4pi)2
log
µ2
Λ2
`2Λ = `2(µ)− 13
1
16
1
(4pi)2
log
µ2
Λ2
. (4.105)
The renormalization conditions of eq. (4.104) and eq. (4.105) yield a ﬁnite result for the eﬀective
average action that is obtained by solving eq. (4.102) for Γ0[ϕ] = Γ[ϕ]:
Γ[ϕ] =
∫
d4x
[
1
2f2
∂µϕ
a∂µϕa − 124f2 (δabδcd − δacδbd)∂µϕ
a∂µϕbϕcϕd
+
`1(µ)
2
∂µϕ
a∂νϕa∂
µϕb∂νϕb +
`2(µ)
2
∫
d4x ∂µϕ
a∂µϕa∂
νϕb∂νϕb
− 1
512pi2
∂µϕ
a∂µϕa
(
1− 1
2
log

µ2
)
∂νϕ
b∂νϕb (4.106)
− 1
512pi2
∂µϕ
a∂µϕb
(
1− 1
2
log

µ2
)
∂νϕ
b∂νϕa
− 1
512pi2
∂µϕb∂νϕa
(
4
9
− 1
6
log

µ2
)
∂µϕ
a∂νϕb
+
1
512pi2
∂µϕa∂νϕ
b
(
4
9
− 1
6
log

µ2
)
∂µϕ
a∂νϕb +O(ϕ6)
]
Remember that the eﬀective action above is an Euclidean action written in terms of dimension-
less ﬁelds ϕa. In order to compute the scattering amplitude one has to perform the analytic
continuation to Minkowski space and to consider canonically normalized ﬁelds pia = ϕa/f . The
resulting eﬀective action is the following:
Γ[pi] =
∫
d4x
[
1
2
∂µpi
a∂µpia − f
2
24
(δabδcd − δacδbd)∂µpia∂µpibpicpid
− `1(µ)
2
f4∂µpi
a∂νpia∂
µpib∂νpib − `2(µ)2
∫
d4x ∂µpi
a∂µpia∂
νpib∂νpib
+
1
512pi2
∂µpi
a∂µpia
(
1− 1
2
log

µ2
)
∂νpi
b∂νpib (4.107)
+
1
512pi2
f4∂µpi
a∂µpib
(
1− 1
2
log

µ2
)
∂νpi
b∂νpia
+
1
512pi2
f4∂µpib∂νpia
(
4
9
− 1
6
log

µ2
)
∂µpi
a∂νpib
− 1
512pi2
f4∂µpia∂νpi
b
(
4
9
− 1
6
log

µ2
)
∂µpi
a∂νpib +O(pi6)
]
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In doing this analytic continuation the four derivative terms pick up a minus sign passing from
Euclidean to Minkowski space.1 Notice also that the couplings `1 and `2 can be expressed in
terms of the coeﬃcients a4 and a5 entering in the higher derivative chiral lagrangian of eq. (C.8)
by the relations `1 = −a4/2, `2 = −a5/2.
4.4.3 Amplitude
Given an eﬀective action of the form
Γ[pi] =
1
2
∫
d4x δab∂µpi
a∂µpib −B0
∫
d4x (δabδcd − δacδbd) ∂µpia∂µpibpicpid
+ B1
∫
d4x ∂µpi
a∂νpia∂
µpib∂νpib +B2
∫
d4x ∂µpi
a∂µpia∂
νpib∂νpib
+
∫
d4x ∂µpi
a∂µpia [FM()] ∂νpib∂νpib (4.108)
+
∫
d4x ∂µpi
a∂µpib [FM()] ∂νpib∂νpia
+
∫
d4x ∂µpib∂νpia [FΩ()] ∂µpia∂νpib
−
∫
d4x ∂µpia∂νpi
b [FΩ()] ∂µpia∂νpib +O(pi6) ,
the pion scattering amplitude A(s, t, u) is given by:
A(s, t, u) = 6B0s+B1(t2 + u2) + 2B2s2 + 2s2FM(−s) + t2FM(−t) + u2FM(−u)
+ (u2 − s2)FΩ(−t) + (t2 − s2)FΩ(−u) . (4.109)
Comparing with eq. (4.107), one has that:
B0 =
f2
24
, B1 = −`12 f
4 , B2 = −`22 f
4 , (4.110)
FM(−s) = f
4
512pi2
(
1− 1
2
log
−s
µ2
)
, (4.111)
and
FΩ(−t) = f
4
512pi2
(
4
9
− 1
6
log
−t
µ2
)
. (4.112)
1The Minkowskian action ΓM is obtained from the Euclidean action ΓE via the identiﬁcation ΓM = −iΓE ,
after having substituted in ΓE the space-time metric δµν with −ηµν .
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In this case, one obtains the following well known result for the amplitude [Gasser 1984]:
A(s, t, u) =
f2
4
s− `1
2
f4(t2 + u2)− `2f4s2 + f
4
512pi2
(
10s2 + 13(t2 + u2)
9
)
− 1
3
f4
512pi2
(
2s2 log
−s
µ2
+ t(t− u) log −t
µ2
+ u(u− t) log −u
µ2
)
. (4.113)
Notice that the result can be expressed in a more familiar form after replacing f → 2/Fpi, where
Fpi is the pion decay constant.
4.4.4 Comments
The method used in this section for calculating the eﬀective action involves the solution of a
diﬀerential equation, rather than the computation of a functional integral. Evaluating the func-
tional traces by means of the non-local heat kernel expansion allows to obtain an eﬀective action
which retains the full momentum structure that is useful to properly compute the scattering
amplitude.
The issue of divergences presents itself in the course of the solution of the ﬂow equation.
In the present context, the integration of eq. (4.101) from k = 0 to k = Λ produces terms
that diverge quadratically and logarithmically as Λ → ∞. Therefore, some renormalization
conditions have been introduced to obtain a ﬁnite result. The computation of the amplitude
turns out to be the same as in chiral perturbation theory, thus showing that this formalism
is able to reproduce standard results. The structure of the amplitude is such that there is a
violation of unitarity for s ≈ 8piF 2pi , which is usually taken as the ﬁrst sign of the breakdown of
the theory.
Nonperturbative eﬀects could actually heal the eﬀective ﬁeld theory of those problems. In
particular, if the theory is asymptotically safe then all dimensionless parameters will have ﬁnite
limits when k → ∞ and one can then also take the energy scale Λ to inﬁnity. The good
behavior of the coupling as a function of some external unphysical cutoﬀ k must reﬂects into
a good behavior of the amplitude as a function of the external momenta. As emphasized in
[Weinberg 1976, Weinberg 1979a], in discussing asymptotic safety, it would be best to deﬁne it
directly in terms of observable quantities. Since it is much easier to deﬁne the running of the
couplings , most of the work so far has concentrated on the computation of the beta function
of the Lagrangian coeﬃcients. One might expect that a ﬁxed point for the couplings would
translate into a ﬁxed point for physical quantities such as cross sections and decay rates.
In the case of the nonlinear sigma model, the existence of such a ﬁxed point (see Section
2.3.2) means that Fpi behaves asymptotically like kF˜pi∗, where F˜pi∗ is a constant real number. A
suggestive argument consists in identifying k2 with s, then the tree level amplitude would stop
growing and tend asymptotically to a constant s/F 2pi → 1/F 2pi∗, which could satisfy unitarity
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conditions.
Here, however, the way the ﬂow equation has been solved does not take into account the
information about the UV ﬁniteness of the Goldstone coupling f and the ﬁnal result is the usual
one of perturbation theory. It would be interesting to solve the ﬂow equation nonperturbatively
considering, on the right hand side of the beta functional equation, the full scale dependence of
the coupling.
Chapter 5
Conclusions
The ﬁrst part of this thesis has been devoted to the study of the renormalization group of the
gauged nonlinear sigma model. The scale dependence of the theory has been computed by means
of functional methods which involve the solution of an exact ﬂow equation for the eﬀective av-
erage action of the model. The Wetterich equation turned out to be a very useful tool and the
obtained results have given some important indications about possible UV completions of the
model. The most appealing scenario and the one considered in this thesis is provided by asymp-
totic safety, which relies on the existence of a nontrivial UV ﬁxed point for the renormalization
group. The presence of such a ﬁxed point was already known in the nonlinear sigma model in
d = 2 + ε [Bardeen 1976] and, more recently, evidence about its existence in d > 2 has been
found in [Codello 2009b]. Further indications about its existence have been obtained by study
the model in which gauge ﬁelds are coupled to the Goldstone bosons. In the case of the SU(N)
gauged nonlinear sigma model, one obtains that the ﬁxed point is preserved after introducing
the gauge interactions. In d = 4, the asymptotic freedom of the gauge sector makes the ﬁxed
point for the Goldstone coupling to be the same as in the ungauged case.
While these results do not prove the existence of the ﬁxed point, they are suggestive and
have been taken to justify the phenomenological study presented in the rest of the thesis , in
which the one loop results have been assumed to hold in the nonperturbative solution and the
consequences of such an assumption have been worked out. The phenomenological application
of the model regards the electroweak interactions. The SU(2) × U(1) gauged nonlinear sigma
model provides the most general parametrization of the Higgs phenomenon in terms of a minimal
number of degrees of freedom, the three would-be Goldstone bosons. The study of this model
reveals that the U(1) coupling does not admit a ﬁnite UV limit because its beta function is
always positive and the theory is, strictly speaking, not safe. There are two main theoretical
solutions of this problem. The ﬁrst consist in embedding the model in a grand uniﬁed theory
which is characterized by a single asymptotically free gauge coupling. The second possibility
is to invoke some gravity mechanism to prevent the blowing up of the U(1) at ﬁnite scale, as
shown in [Harst 2011]. However, for phenomenological applications it is a good approximation
to consider the gauge couplings ﬁxed to their experimental values, since their running is very
slow and the Landau pole for g′ occurs at trans-Planckian energies.
The predictivity of the electroweak model has been tested by introducing higher order op-
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erators that contribute to the oblique S and T parameters. This model admits two physically
viable UV ﬁxed points. The ﬁrst point is the most appealing one since it has only one relevant
direction but the trajectory that ﬂows to it in the UV leads to a prediction about S and T in
the IR that is 5σ away from the experimental value. On the other hand, trajectories that hit
the second ﬁxed point can lead to values of the parameters that fall within the 2σ ellipse region.
This shows that the model can be compatible with precision measurement.
The next step, which is crucial for building a realistic model, consist of coupling fermions to
the Goldstone bosons by means of (proto)-Yukawa interactions. In the considered truncation,
the model turned out not to admit any physically viable UV ﬁxed point, therefore, the truncation
has been extended by adding eﬀective four fermion interactions. In this case, a set of physically
acceptable ﬁxed points are present. The study of the most predictive trajectory that hits one
of the physically acceptable ﬁxed points gives IR predictions about the four fermion couplings
that are in agreement with experimental LHC bounds.
In summary, the study of the minimal electroweak model reveals that an asymptotically safe
construction of the electroweak interactions may be possible. However, thanks to the subsequent
discovery of an Higgs-like particle at the LHC, this nonlinear sigma model has to be considered
too minimal and, to build a realistic model, one has to include the new scalar degree of freedom
in the theory. The most general lagrangian that couples the Higgs-like ﬁeld H to the Goldstone
bosons is the following:
LNLH = υ
2
4
Tr [DµUDµU †]
(
1 + 2a
H
υ
+ b
H2
υ2
+ · · ·
)
, (5.1)
where a and b are dimensionless couplings that in the SM are equal to one.
This model was introduced as low-energy eﬀective theory describing a strongly interacting
light Higgs, but in the spirit of asymptotic safety it can be considered as fundamental. Future
investigations have to deal with this kind of models. Therefore, it is important to prove that the
ﬁxed point of the theory is preserved by the introduction of the H particle. If the ﬁxed point
is present, one expects that asymptotic safety can give predictions about the allowed values for
the coeﬃcient a and b of eq. (5.1) that can be tested at the LHC.
Another result of this thesis is the computation of the scattering amplitude for the pure
Goldstone model. This is necessary in order to relate the running of the couplings to the UV
behavior of physical observables. The results of perturbation theory have been reproduced by
means of a functional renormalization group equation. However the computation presented
here is only partial and it would be interesting to obtain a nonperturbative improvement of the
computation taking into account the UV ﬁniteness of the Goldstone coupling. The expectation is
that a ﬁxed point of the coupling should translate into a ﬁxed point for physical quantities. This
result could give some insights about the unitarity issue, which is relevant also in the context of
quantum gravity where the structure of the tree amplitude is similar.
Appendix A
Functional methods for quantum ﬁeld
theory
This appendix reviews shortly the basic concepts of the functional formulation of quantum ﬁeld
theory. The space-time signature considered is Euclidean, so the framework is actually the one
of statistical ﬁeld theory. However, one assumes that all the computed quantities admit a direct
interpretation in terms of Minkowskian ﬁeld theory, this is achieved by means of Wick rotation
to imaginary time. For a general introduction to functional methods in quantum ﬁeld theory
see [Weinberg 1995, Peskin 1995, Zinn-Justin 2002].
The basic object that enters in the quantum ﬁeld theory formalism is the ﬁeld φ(x), which
is a map from a d dimensional space-time M to a Riemannian manifold N . For simplicity,
only a single real variable φ(x) is considered here. Given a classical or bare action S[φ], the
fundamental object in the functional formalism of quantum ﬁeld theory is the partition function
Z. It is deﬁned by:
Z =
∫
Dφ e−S[φ], (A.1)
it allows to calculate expectation value of any observable O[φ]:
〈O[φ]〉 = 1
Z
∫
DφO[φ] e−S[φ] . (A.2)
The physical content of the theory is expressed in terms of n-point correlation or Green's func-
tions, which are expectation values of the product of n ﬁelds at diﬀerent points:
G(x1, x2, . . . , xn) = 〈φ(x1)φ(x2) . . . φ(xn)〉 . (A.3)
To compute the correlation functions in a systematic way it is useful to introduce an auxiliary
current J(x) and to deﬁne the partition functional Z[J(x)] as follows:
Z[J ] =
∫
Dφ e−S[φ]+
R
ddxφ(x)J(x) (A.4)
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In this way it is possible to write the correlation functions as:
〈φ(x1)φ(x2) . . . φ(xn)〉 = 1
Z[J ]
δ
δJ(x1)
δ
δJ(x2)
. . .
δ
δJ(xn)
Z[J ]
∣∣∣∣∣
J=0
(A.5)
Eq. (A.5) says that the partition functional in eq. (A.4) is the generating functional of correla-
tion functions. Usually it is more useful to consider connected correlation functions, these are
generated by the following functional:
W [J ] = logZ[J ] . (A.6)
Connected correlators are obtained by computing functional derivatives of eq. (A.6). A ﬁrst
derivative gives:
δW [J ]
δJ(x)
=
1
Z[J ]
δZ[J ]
δJ(x)
= 〈φ(x)〉J (A.7)
which is the vacuum expectation value of the ﬁeld in presence of the current J(x). Taking a
second derivative one gets:
δ2W [J ]
δJ(x1)δJ(x2)
=
1
Z[J ]
δ2Z[J ]
δJ(x1)δJ(x2)
− 1
Z[J ]2
δZ[J ]
δJ(x1)
δZ[J ]
δJ(x2)
= 〈φ(x1)φ(x2)〉J − 〈φ(x1)〉J〈φ(x2)〉J , (A.8)
this corresponds to the connected two-point correlation function, i.e. the propagator. Eqs. (A.7-
A.8) show that W [J ] is the generating functional of connected correlation or Green's functions,
in general one has that the n-point connected correlation function is given by:
GC(x1, x2 . . . , xn) = 〈φ(x1)φ(x2) . . . φ(xn)〉C = δ
δJ(x1)
δ
δJ(x2)
. . .
δ
δJ(xn)
W [J ]
∣∣∣∣∣
J=0
. (A.9)
In quantum ﬁeld theory, the natural variable to use is ϕ(x), the vacuum expectation value of
the ﬁeld φ(x) given in eq. (A.7):
ϕ(x) = 〈φ(x)〉J = δW [J ]
δJ(x)
. (A.10)
Here the mean value depends on the source, ϕ(x) = ϕJ . To construct a functional of ϕ one has
to solve eq. (A.10) to obtain J(x) = Jϕ and take the Legendre transform of the functionalW [J ].
The resulting functional Γ[ϕ] is called quantum eﬀective action or just eﬀective action:
Γ[ϕ] = −W [J ] +
∫
ddxϕ(x)J(x) . (A.11)
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Diﬀerentiating eq. (A.11) with respect to ϕ gives:
δΓ[ϕ]
δϕ(x)
= J(x) . (A.12)
If one sets J = 0 in eq. (A.12), one obtains the quantum generalization of the principle of least
action δΓ[ϕ]δϕ(x) = 0. Diﬀerentiating eq. (A.10) and eq. (A.12) one gets:
GC(x1, x2) =
δ2W [J ]
δJ(x2)δJ(x1)
=
δϕ(x1)
δJ(x2)
δ2Γ[ϕ]
δϕ(x1)δϕ(x2)
=
δJ(x2)
δϕ(x1)
(A.13)
this shows that the propagator is the inverse of the Hessian of Γk[ϕ]:∫
dxGC(x1, x)
δ2Γ[ϕ]
δϕ(x)δϕ(x2)
= δ(x1 − x2) . (A.14)
Using eqs. (A.12), (A.11) and (A.6) in eq. (A.4) it is possible to obtain the integral representation
for the eﬀective action:
e−Γ[ϕ] =
∫
Dφ e−S[φ]+
R
δΓ
δϕ
(φ−ϕ)
(A.15)
Shifting to the integration variable χ = φ − ϕ inside the functional integral in eq. (A.15) leads
to:
e−Γ[ϕ] =
∫
Dχ e−S[χ+ϕ]+
R
δΓ
δϕ
χ
(A.16)
together with the condition 〈χ〉 = 0. The solution ϕ∗ of the equation δΓ[ϕ]δϕ(x) |ϕ∗ = 0 is the
quantum vacuum expectation value of the ﬁeld, if one inserts it in the integral representation of
the eﬀective action in eq. (A.16), it is possible to obtain the following relation for the on-shell
eﬀective action:
e−Γ[ϕ∗] =
∫
Dχ e−S[χ+ϕ∗] . (A.17)
The relation between the on-shell eﬀective action in eq. (A.17) and the zero-source partition
function in eq. (A.1) can be rewritten as follows:
Γ[ϕ∗] = − logZ . (A.18)
this shows how the eﬀective action formalism can be used to calculate the zero-source partition
function.

Appendix B
Heat kernel techniques
The aim of this appendix is to present the heat kernel techniques used for the computation of
the functional traces. For a review of the more mathematical and geometrical aspects of the
heat kernel see [Rosenberg 1997], while for a physicist perspective see [Vassilevich 2003].
Consider a generalized covariant Laplace operator ∆ deﬁned by:
∆ = −gµνDµDν + U = −D2 + U , (B.1)
where gµν is the space-time metric, Dµ is a covariant derivative containing, in general, both
the Levi-Civita and the gauge connection and U is a generic endomorphism. Using the Laplace
transform formula, the trace of any function W (∆) can be rewritten as
TrW (∆) =
∫ ∞
0
dsW˜ (s)Tr e−s∆ (B.2)
where W˜ (s) is the inverse Laplace transform of W (∆). The formula in eq. (B.2) shows that in
order to compute such a functional trace one just need to know to the desired accuracy the trace
of the heat kernel K(s):
TrK(s) = Tr e−s∆ . (B.3)
There exist two possible expansions for this trace: the local and the non-local expansion.
B.1 Local heat kernel expansion
The standard asymptotic series expansion for the trace of the heat kernel is given in terms of
local curvature polynomials [Vassilevich 2003] reads:
TrK(s) =
1
(4pis)d/2
∞∑
n=0
B2n(∆)sn (B.4)
where B2n(∆) are the integrated heat kernel coeﬃcients that are related to the unintegrated
ones b2n(∆) by the following relation:
B2n(∆) =
∫
ddx
√
g tr b2n(∆) . (B.5)
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Note that in eq. (B.4) there is an explicit dependence on the space-time dimension in the prefactor
1/(4pis)d/2, additional dependence on d is generated by the trace operation in eq. (B.5). The
quantities b2n(∆) have been calculated using various techniques, the ﬁrst three coeﬃcients are:
b0(∆) = 1
b2(∆) = 1
R
6
− U
b4(∆) =
1
2
U2 +
1
6
D2U +
1
12
ΩµνΩµν − R6 U
+
1
180
R2µναβ −
1
180
R2µν +
1
72
R2 − 1
30
D2R , (B.6)
where the space-time curvatures are constructed using the Levi-Civita connection and Ωµν is
the gauge ﬁeld strength tensor.
Plugging eq. (B.4) into eq. (B.2) one can express the trace of the heat kernel as a series of
the B2n coeﬃcients:
TrW (∆) =
1
(4pi)d/2
∞∑
n=0
∫ ∞
0
ds sn−
d
2 W˜ (s)B2n(∆) ≡ 1(4pi)d/2
∞∑
n=0
Q d
2
−n(W )B2n(∆) (B.7)
where the 'Q-functionals' or 'threshold functions' are given by:
Qn(W ) =
∫ ∞
0
ds s−nW˜ (s) =
1
Γ(n)
∫ ∞
0
dz zn−1W (z) , n > 0 . (B.8)
B.2 Non-local heat kernel expansion
There exist a more sophisticated version for the heat kernel expansion that retains an an inﬁnite
series of terms in a form of non-local structure functions or form factors. This expansion has
been developed in [Barvinsky 1987, Barvinsky 1990] and reads as follows:
Tr e−s∆ =
1
(4pis)d/2
∫
ddx
√
g tr
{
1− sU + s1R
6
+ s2
[
1RµνfRic(s)Rµν + 1RfR(s)R
+ RfRU (s)U + UfU (s)U +ΩµνfΩ(s)Ωµν
]
+O(R3) · · ·
}
(B.9)
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where R can be the endomorphism or any of the curvatures and  = −D2. The heat kernel
structure functions in eq. (B.9) are given by:
fRic(x) =
1
6x
+
1
x2
[f(x)− 1]
fR(x) =
1
32
f(x) +
1
8x
f(x)− 7
48x
− 1
8x2
[f(x)− 1]
fRU (x) = −14f(x)−
1
2x
[f(x)− 1]
fU (x) =
1
2
f(x)
fΩ(x) = − 12x [f(x)− 1] , (B.10)
where the basic heat kernel structure function f(x) is deﬁned in terms of the following parameter
integral:
f(x) =
∫ 1
0
dξe−xξ(1−ξ) . (B.11)
Using in eq. (B.10) the Taylor expansion of the basic structure function
f(x) = 1− x
6
+
x2
60
+O(x3) , (B.12)
gives the 'short time' expansion for the structure functions:
fRic(x) =
1
60
− x
840
+
x2
15120
+O(x3)
fR(x) =
1
120
− x
336
+
11x2
30240
+O(x3)
fRU (x) = −16 +
x
30
− x
2
280
+O(x3)
fU (x) =
1
2
− x
12
+
x2
120
+O(x3)
fΩ(x) =
1
12
− x
120
+
x2
1680
+O(x3) . (B.13)
B.3 Functional traces
In this section, the functional traces of Chapter 3 are explicitly computed using the local heat
kernel expansion of eq. (B.7). The arguments of the traces are functions of covariant laplacians
of the following form:
W (z) =
∂tRk(z) + ηRk(z)
(Pk(z) +m2)l
, (B.14)
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where Pk(z) = z +Rk(z) and the cutoﬀ shape function used is the optimized one:
Rk(z) = (k2 − z)θ(k2 − z) . (B.15)
In this case, the Q-functionals of eq. (B.8) are given by
Qn(W ) =
2(n+ 1) + η
Γ(n+ 2)
k2(n+1)
(k2 +m2)l
. (B.16)
Consider the trace in eq. (3.51):
1
2
Tr θ
[
Π−1k ∂tRk
]
=
1
2
Tr ξ
[
∂tRk(z) + ηξRk(z)
Pk(z) + g2/f2
]
+
1
2
Tr a
[
∂tRk(w) + ηaRk(w)
Pk(w) + g2/f2
]
, (B.17)
where z = −D2ξ , w = −D2a and the covariant derivatives Dξ and Da are deﬁned in eq. (3.19) and
eq. (2.37) respectively. The relevant contributions to these traces come from the B4 coeﬃcients
of the heat kernel expansion. For the ﬁrst trace one gets:
1
2
Tr ξ
[
∂tRk + ηξRk
Pk + g2/f2
]
⊃ 1
2
1
(4pi)d/2
Q d
2
−2
(
∂tRk + ηξRk
Pk + g2/f2
)
B4(z) , (B.18)
where
B4(z) =
1
12
∫
ddx tr
[
ΩξµνΩ
µν
ξ
]
. (B.19)
The quantity Ωξµν is the commutator of the Goldstone covariant derivative:
[Dµ, Dν ]ξα = Ωµναβξβ , Ωξµν
α
β = DµϕγDνϕδRγδαβ + F iµν∇βKαi . (B.20)
For the second trace one gets:
1
2
Tr a
[
∂tRk + ηaRk
Pk + g2/f2
]
⊃ 1
2
1
(4pi)d/2
Q d
2
−2
(
∂tRk + ηaRk
Pk + g2/f2
)
B4(w) (B.21)
where
B4(w) =
1
12
∫
ddx tr
[
ΩaµνΩ
µν
a
]
. (B.22)
The quantity Ωaµν is the commutator of the gauge covariant derivative:
[Dµ, Dν ]aiσ = Ω
a
µν
iρ
kσa
k
ρ , Ω
a
µν
iρ
kσ = δρσf
i
jkF
j
µν . (B.23)
The Q-functionals are then evaluated using the formula in eq. (B.16).
Consider the trace in eq. (3.52), the relevant contribution comes from the B0 coeﬃcient of
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the heat kernel expansion:
1
2
Tr θ
[
Π−1k EΠ
−1
k ∂tRk
]
=
1
2
Tr ξ
[
∂tRk(−D2ξ ) + ηξRk(−D2ξ )
(Pk(−D2ξ ) + g2/f2)2
M
]
⊃ 1
2
1
(4pi)d/2
Q d
2
(
∂tRk + ηξRk
(Pk + g2/f2)2
)∫
ddx trM , (B.24)
where
trM = RαβDµϕαDµϕβ . (B.25)
The Q-functional is given by the formula in eq. (B.16) and the following SU(N) relation is used:
Rαβ =
N
4
hαβ . (B.26)
Consider the trace in eq. (3.53):
1
2
Tr
[
Π−1k EΠ
−1
k EΠ
−1
k ∂tRk
]
=
1
2
Tr ξ
[
g2
f2
∂tRk + ηξRk
(Pk + g2/f2)3
BBT
]
+
1
2
Tr a
[
g2
f2
∂tRk + ηaRk
(Pk + g2/f2)3
BTB
]
+
1
2
Tr a
[
∂tRk + ηaRk
(Pk + g2/f2)3
4F 2
]
. (B.27)
The relevant contribution comes from the B0 coeﬃcient of the heat kernel expansion. For the
ﬁrst two traces one gets:
1
2
Tr ξ
[
g2
f2
∂tRk + ηξRk
(Pk + g2/f2)3
BBT
]
⊃ 1
2
1
(4pi)d/2
g2
f2
Q d
2
(
∂tRk + ηξRk
(Pk + g2/f2)3
)∫
ddx trBBT (B.28)
1
2
Tr a
[
g2
f2
∂tRk + ηaRk
(Pk + g2/f2)3
BBT
]
⊃ 1
2
1
(4pi)d/2
g2
f2
Q d
2
(
∂tRk + ηaRk
(Pk + g2/f2)3
)∫
ddx trBTB (B.29)
where
trBBT = trBTB = NhαβDµϕαDµϕβ . (B.30)
For the third trace one gets:
1
2
Tr a
[
∂tRk + ηaRk
(Pk + g2/f2)3
4F 2
]
⊃ 1
2
1
(4pi)d/2
Q d
2
(
∂tRk + ηaRk
(Pk + g2/f2)3
)
4
∫
ddx trF 2 (B.31)
where
trF 2 = NF iµνF
µν
i . (B.32)
Consider the ghost trace in eq. (3.54), the relevant contribution comes from the B4 coeﬃcient
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of the heat kernel expansion:
Trc
[
∂tRk(y)
Pk(y) + g2/f2
]
⊃ 1
(4pi)d/2
Q d
2
−2
(
∂tRk
Pk + g2/f2
)
B4(y) , (B.33)
where y = −D2c and
B4(y) =
1
12
∫
ddx tr
[
ΩcµνΩ
µν
c
]
. (B.34)
The quantity Ωcµν is the commutator of the ghost covariant derivative
[Dµ, Dν ]ci = Ωcµν
i
jc
j , Ωcµν
i
j = f ikjF kµν . (B.35)
Appendix C
Electroweak chiral lagrangian
Following the notation of [Feruglio 1993, Herrero 1994], the basic building blocks that are used
in the construction of the complete SU(2)L×U(1)R invariant electroweak chiral lagrangian are:
T = Uσ3U † , Vµ = (DµU)U † ,
DµU = ∂µU − gWˆµU + g′UBˆµ ,
Wˆµν = ∂µWˆν − ∂νWˆµ − g[Wˆµ, Wˆν ] ,
Bˆµν = ∂µBˆν − ∂νBˆµ (C.1)
where the Goldstone bosons pia (a = 1, 2, 3) and the gauge ﬁelds are parametrized as
U = exp (ipiaσa/υ) , υ = 246GeV ,
Wˆµ =
−i
2
W aµσa , Bˆµ =
−i
2
Bµσ3 . (C.2)
The lowest order terms in the derivative expansion are:
LGNL = υ
2
4
Tr [DµUDµU †] + LG (C.3)
where LG is the kinetic lagrangian for the gauge ﬁelds
LG = 12Tr [Wˆ
a
µνWˆ
µν
a ] +
1
2
Tr [BˆµνBˆµν ] . (C.4)
The following relation holds
U †DµU = −iσa2 Dµϕ
αLaα , (C.5)
where Laα are the left invariant ﬁeld of frames of eq. (3.9). Using eq. (C.5) it is possible to rewrite
the nonlinear sigma model lagrangian as follows:
υ2
4
Tr [DµUDµU †] =
1
2f2
hαβDµϕ
αDµϕβ , (C.6)
where f = 2/υ.
The complete SU(2)L ×U(1)R invariant electroweak chiral lagrangian containing the whole
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set of CP -invariant operators up to dimension four is:
LEWχ = LGNL +
∑
i
aiLi (C.7)
where LGNL is given in eq. (C.3) and the new operators are :
∑
i
aiLi = a0υ
2
4
[Tr (TVµ)]2 + a1
igg′
2
BµνTr (TWˆµν)
+ a2
ig′
2
BµνTr (T [V µ, V ν ]) + a3gTr (Wˆµν [V µ, V ν ])
+ a4[Tr (VµVν)]2 + a5[Tr (VµV µ)]2 + a6Tr (VµVν)Tr (TV µ)Tr (TV ν)
+ a7Tr (VµV µ)Tr(TVν)Tr(TV ν) + a8
g2
4
[Tr (TWˆµν)]2
+ a9
g
2
Tr (TWˆµν)Tr (T [V µ, V ν ]) + a10[Tr (TVµ)Tr (TVν)]2
+ a11Tr (DµV µ)2 + a12Tr (TDµDνV ν)Tr (TV µ) + a13
1
2
[Tr (TDµVν)]2 . (C.8)
It is possible to translate the ﬁrst two terms of eq. (C.8) using general coordinates ϕα as follows:
a0
υ2
4
[Tr (TVµ)]2 = −a0
f2
Dµϕ
αDµϕβL3αL
3
β (C.9)
and
a1
igg′
2
BµνTr (TWˆµν) = a1
gg′
2
BµνW iµνR
α
i L
3
α . (C.10)
In eq. (C.9) and eq. (C.10) the following relations have been used:
Tr (σ3U †DµU) = −iDµϕαL3α (C.11)
and
Tr (UσiU †σj) = 2Ad(ϕ)ji = Rαj Lαi . (C.12)
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