The quasi-invariance is proved for the distributions of Poisson point processes under a random shift map on the path space. This leads to a natural Dirichlet form of jump type on the path space. Differently from the O-U Dirichlet form on the Wiener space satisfying the log-Sobolev inequality, this Dirichlet form merely satisfies the Poincaré inequality but not the log-Sobolev one.
Introduction
Stochastic analysis on the path space of diffusion processes on manifolds has been intensively studied in the past 15 years, see e.g. [5] for the quasi-invariance of (Riemannian) Wiener measures and integration by parts for the Malliavin gradient, [9, 1, 12, 2] for Poincaré and log-Sobolev inequalities of the associated O-U type Dirichlet forms, and [11, 16, 10, 4] for Talagrand type transportation cost inequalities, [6, 13] for construction of the associated infinite-dimensional diffusion processes, and [7, 8] for the study of L 2 -Hodge theory and the Markovian uniqueness of the Dirichlet form.
The purpose of this note is to start the corresponding analysis on the path space of jump processes. As a standard model, we shall consider here the Poisson process X = {X t : 0 ≤ t ≤ T } on R d with X 0 = 0 and the intensity ν (cf. [15] ). We assume that ν is a probability measure on R d \ {0} . The study for finite ν is equivalent to a change of the time interval [0, T ].
The path space of X is
which is a Polish space under the Skrohod metric
Let µ be the distribution of X, which is thus a probability measure on M T . Following the definition of the Malliavin gradient on the Wiener space, we need to introduce a shift operator on M T such that µ is quasi-invariant. Intuitively, if the process jumps at time t, the path from t on should be shifted in the same scale. On the other hand, however, since in probability one the process does not jump at a fixed time, to make µ quasi-invariant the path can only be shifted at a random time. As a simple choice, we shall take below the random time an independent uniform random variable τ on [0, T ]. Thus, the map will be
where ξ is a random variable on R d with distribution ν such that {X, τ, ξ} are independent. Letμ be the distribution of X + ξ1 [τ,T ] , which is again a probability measure on M T . According to Theorem 2.3 below we have
where under the probability measure µ,
is a Poisson process on Z + with intensity δ 1 (i.e. the Dirac measure at 1). In particular,
Due to (1.1), the form
is well defined on
that is, the value of E (F, G) does not depend on µ-versions of F and G. The main result of the paper is the following.
and the Poincaré inequality
holds. But for any C > 0 the log-Sobolev inequality
This result will be proved in the next two sections: (1.1) will be proved in Section 2 while the remainder, i.e. the proof of (1.2) and the disproof of (1.3), will be addressed in Section 3.
The Dirichlet form and generator
The main purpose of this section is to prove (1.1). We shall first prove it for Markov chains on Z d then extend to Poisson processes by an approximation argument.
is absolutely continuous with respect to µ with
Consequently, (1.1) holds and
Proof. We shall only prove (2.1) since the proof of the remainder is simple and standard. In the present framework X is a shift-invariant conservative Markov chain on Z d with the Q-matrix (q ij ) i,j∈Z d given by (cf. [3] )
On any finite set K there exist a constant C > 0 and a positive continuous function h on [0, 1] with h(s) ↓ 0 as s ↓ 0 such that
Let F be a bounded cylindrical function on M T depending only on coordinates at 0 < s 1 < · · · < s m ≤ T. It suffices to show that
Let l 0 = 0. For any R > 0, we have
By changing variables (
, and letting
we obtain
.
By this and (2.2), for small enough δ(I n ) such that (note that we have assumed that
where C and h are defined in (2.2) for K = {l ∈ Z d : |l| ≤ k + 2R}, we have
for some C ′ > 0 depending only on ν and |k| + 2R. Here, we have used the fact that
Letting n → ∞ and using (2.2) again, we arrive at
where ω ∞ := sup t≤T |ω t |. Letting R → ∞ we complete the proof.
To identify the generator of (E , D(E )), for any k ∈ Z d let π k (·, dt) be the regular conditional distribution of τ given X + k1 [τ,T ] .
, the class of all bounded measurable functions on M T , and
By the definition of π k , we have
Combining this with (2.5), we arrive at
This completes the proof.
The formula (2.4) indicates the transition rate of the associated jump process on M T ; that is, the process jumps from a state ω to ω + k1 [t,T ] with rate
. In order to extend these results for general ν, we make use of an approximation procedure. To this end, let us first recall a standard construction of the Poisson process. Let N t be the standard Poisson process on Z + with intensity δ 1 (i.e. the Dirac measure at 1). Let τ i be the i-th jump time of N t , i.e.
Let {ξ i } i≥1 be i.i.d. sequence with distribution ν which are independent of N . Then (2.7)
is a Poisson process on R d with intensity ν. Now, for any n ≥ 1, let ν n be the probability measure on 2 −n Z d with
Let ξ (n) be determined by ξ in the same way. Then
is a Poisson process with intensity ν n . By Lemma 2.1 we have
Letting n → ∞ and using the dominated convergence theorem, we prove (1.1). The formula (2.6) can be confirmed in the same way for F, G ∈ C b (M T ) and hence, also for F, G ∈ B b (M T ) by the monotone class theorem. Therefore, we have proved the following result.
The Poincaré and log-Sobolev inequalities
We first prove (1.2). By the monotone class theorem and the fact that B b (M T ) is dense in D(E ), it suffices to prove for the calss F C b of bounded cylindrical functions.
Let E z be the expectation taking for the the Poisson process X starting at z ∈ R d . By taking z = 0 (3.1) follows from
for 0 = t 0 < t 1 < · · · < t n ≤ T and f ∈ C 0 (R n ). We shall prove this inequality by iterating in n.
(1) Let n = 1 and t 1 = t ∈ (0, T ]. Then (3.2) reduces to
Recall that the generator of X t is (cf. [15] )
So the associated square field is Since
we have
(f (X t−s + x) − f (X t−s )) 2 ν(dx) = P t−s Γ 0 (f, f )(z).
it follows from the definition of µ,μ and the formula (1.1) that E (F, F ) ≤ 2µ(F 2 ) + 2 T µ(N T F 2 ) ≤ 2 + λ −1 µ(F 2 log F 2 ) + λ −1 log µ(e λN T ).
Noting that under µ N T is a Poisson random variable with intensity T , we conclude that µ(e λN T ) < ∞ for all λ > 0. Thus, for any ε > 0 there exists C(ε) > 0 such that E (F, F ) ≤ C(ε) + εµ(F 2 log F 2 ), µ(F 2 ) = 1.
Therefore, if (1.3) holds for some C > 0, then there exists C ′ > 0 such that
This is wrong since the support of µ is not a finite set.
