Output synchronization of unknown heterogeneous agents via distributed model reference adaptation by Baldi, Simone et al.
HAL Id: hal-01809667
https://hal.archives-ouvertes.fr/hal-01809667
Submitted on 28 Jun 2018
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Output synchronization of unknown heterogeneous
agents via distributed model reference adaptation
Simone Baldi, Shuai Yuan, Paolo Frasca
To cite this version:
Simone Baldi, Shuai Yuan, Paolo Frasca. Output synchronization of unknown heterogeneous agents
via distributed model reference adaptation. IEEE Transactions on Control of Network Systems, IEEE,
2019, 6 (2), pp.515-525. ￿10.1109/TCNS.2018.2844260￿. ￿hal-01809667￿
1
Output synchronization of unknown heterogeneous
agents via distributed model reference adaptation
Simone Baldi, Member, IEEE, Shuai Yuan and Paolo Frasca, Member, IEEE
Abstract—This work presents a distributed model reference
adaptive methodology for output synchronization of heterogene-
ous linear agents with unknown dynamics. We consider a setting
in which the control input is communicated among neighbors,
instead of observer variables. For those agents that can access
the signals of the reference model, classical model reference
adaptation laws lead to leader synchronization; for those agents
that cannot access such signals, synchronization must be achieved
by taking the neighboring agents as an alternative reference
model. We show that these two groups of agents give rise
to two types of matching conditions: the standard conditions
to match the reference model, and new distributed matching
conditions among neighboring agents. Since all matching gains
are unknown, the gains are adapted online via Lyapunov-based
estimation. Asymptotic synchronization is proven analytically,
and numerical examples show the effectiveness of the approach.
Index Terms—Output synchronization, distributed adaptive
control, heterogeneous unknown agents.
I. INTRODUCTION
I
N recent years, cooperative control of multiagent systems
has received the attention of many scientific communities,
due to its impact in formation flying, smart energy, smart
traffic and other crucial areas [1]–[5]. An important problem in
cooperative control is to achieve in a distributed way (i.e. using
local information) a common behavior for the entire network:
this is the so-called synchronization problem [6], [7], someti-
mes referred to as the consensus problem [8]–[11] when the
behavior to be achieved is a constant. Synchronization serves
as a building block for more sophisticated coordination tasks
[12]: popular forms of synchronization are based on creating
homogeneous dynamics (homogenization), e.g. by endowing
all agents with an internal model of the common behavior to
be achieved [13], [14], or by matching some desired dynamics
[15], [16]. In literature we can distinguish at least two families
of protocols through which synchronization can be implemen-
ted. In the first family, the agents that are not connected to
the leader generating the reference signal will construct an
observation of such signal via a distributed observer [13],
[17]. In the second family, a distributed input is used in place
of the distributed observer: in other words, communication
of the control input is adopted in place of communicating
the observer variables [18]–[20]. Advances in the distributed
input approach include stability of the interconnected system
S. Baldi and S. Yuan are with Delft Center for Systems and Control, Delft
University of Technology, The Netherlands. S. Yuan is also with School of
Astronautics, Harbin Institute of Technology, China. P. Frasca is with Univ.
Grenoble Alpes, CNRS, Inria, Grenoble INP (Institute of Engineering Univ.
Grenoble Alpes), GIPSA-Lab, France. E-mails: s.baldi@tudelft.nl, s.yuan-
1@tudelft.nl, paolo.frasca@gipsa-lab.fr. The work has been partially funded
by EC, FP7-ICT-2013.3.4, under contract #611538 (LOCAL4GLOBAL)
[21], or addressing the presence of switching communication
topologies [22]. Variants to this strategy include discontinuous
strategies based on sliding mode [23], [24].
Synchronizing solutions have been proposed when the
agents are uncertain but homogeneous [25], [26], hetero-
geneous with no uncertainty [27], [28], or heterogeneous
with specific structural uncertainty [29]. Despite these results,
synchronization in the joint presence of heterogeneity and
uncertainty is still a major problem. Using the homogenization
framework, the idea is to cancel the effects of heterogeneity
and/or uncertainty via feedback gains: up to now, non-adaptive
(i.e. fixed-gain) feedback with possibly adaptive coupling
weights has been mainly explored [30]–[32]. However, it
is well known that as uncertainty grows bigger and bigger
no fixed-gain feedback may cope with it [33]. Therefore, it
is of fundamental importance to integrate adaptive control
methodologies in cooperative control, so that teams of agents
can respond to parametric changes that might occur while
the cooperative task is carried out. Output synchronization
in the joint presence of heterogeneity and uncertainty has
been proposed, with distributed observer protocols, for the
special class of Euler-Lagrange agents [34], [35]: however, no
adaptive output synchronization protocols have been reported
using distributed input protocols, which motivates this work.
The main contribution of this work is an adaptive methodo-
logy based on distributed input protocol for output synchro-
nization of heterogeneous agents with linear and unknown
dynamics. A distributed model reference adaptive control
framework is used to solve the problem. For the agents with
direct access to the leader signals, the classical reference
model idea is adopted; for the agents with access to the leader
signals a new reference model is defined by the neighboring
agents to which each agent aims to converge. Homogenization
of the two groups of agents gives rise to two types of mat-
ching conditions: the classical matching conditions between an
agent and the reference model, and new distributed matching
conditions among neighboring agents. Since all matching gains
are unknown (in view of the unknown dynamics), we design a
Lyapunov-based adaptation to handle possibly large uncertain-
ties. Asymptotic synchronization error is shown analytically on
acyclic graphs, and extensions to general graphs are discussed
both analytically and via numerical examples.
The paper is organized as follows: Sect. II formulates the
problem and Sect. III recalls the standard matching conditions
for model reference synchronization. Sect. IV introduces the
new distributed matching conditions for those agents not
connected to the reference model. Sect. V contains the main
synchronization, Sect. VI demonstrates the findings via simu-
lations and Sect. VII concludes the work.
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Notation: The transpose and Euclidean norm of a (column)
vector are indicated with xT and ‖x‖, respectively. A signal





∀t ≥ 0, and to L∞ class (x ∈ L∞), if max
t≥0
‖x(t)‖< ∞, ∀t ≥ 0.
A directed graph (digraph) is indicated with the pair (N ,E ),
where N is a finite set of nodes, and E ∈ N ×N is a set
of ordered pair of nodes, called edges. The adjacency matrix
A = [ai j] of a weighted digraph is defined as aii = 0 and
ai j > 0 if ( j, i)∈ E , where i 6= j, while the Laplacian matrix is
defined as L = [li j], where lii = ∑ j ai j and li j =−ai j, if i 6= j.
II. PROBLEM FORMULATION
For ease of presentation, let us start by formulating a
simple synchronization problem for two agents, denoted with
subscripts 1 and 2. Omitting the time index t for brevity, their
dynamics are expressed in the transfer function1 form









where u1, u2 ∈R and y1, y2 ∈R are the inputs and the outputs
of the two agents; the polynomials Z1(s), Z2(s) and R1(s),
R2(s) are unknown monic polynomials and k1, k2 are unknown
constants referred to as the high frequency gains.
Let us assume a directed connection from agent 1 to agent
2, i.e. the corresponding digraph is described by N = {1,2},
E = {(1,2)}. Let us also introduce the connection of agent 1
to a reference model (leader) denoted with the subscript 0




where r ∈ R, y0 ∈ R are the reference and the output of the
reference model. The polynomials Z0(s), R0(s) are known
monic polynomials and k0 is the known high frequency gain.
As agent 1 is the only agent that can access the reference input
r, let us consider the following problem:
Synchronization to the reference model for two agents: Find
a distributed synchronization protocol that achieves, for any
bounded r and using only local measurements, the following
tasks: for agent 1, synchronize to the output of the reference
model, i.e. y1 → y0 for t → ∞; for agent 2 (which cannot
synchronize to agent 0 directly) synchronize to the output of
agent 1, i.e. y2 → y1 for t → ∞, which implies y2 → y0.
To meet the synchronization objectives, we need some well-
posedness assumptions, classical in adaptive control [37].
Agent assumptions:
A1. Zi(s), i ∈ {1,2}, are monic Hurwitz polynomials;
A2. An upper bound n to the degree ni of Ri(s), i ∈ {1,2}, is
known;
A3. The relative degree n∗ = ni −mi of Gi(s), i ∈ {1,2}, is
known, where mi is the degree of the numerator Zi(s);
A4. The signs of the high frequency gains ki, i ∈ {1,2}, are
known.
1We consider the single-input single-output case: multivariable extension is
possible via appropriate canonical forms [36], which are not considered here
to avoid technicalities that might hide the key ideas behind the approach.
Reference model assumptions:
M1. Z0(s), R0(s) are monic Hurwitz polynomials;
M2. The relative degree of G0(s) is also n
∗.
Assumption for ease of presentation:
E1. The relative degree is n∗ = 1 and G0(s) is strictly positive
real2 (SPR).
Remark 1. Assumptions A1-A4 and M1-M2 stem from the
model reference adaptive control framework used to achieve
synchronization [37]. Assumption A1 requires the agents to
be minimum phase, while M1 obviously imposes the reference
model to be open-loop stable. Assumptions A2, A3 and M2
are required to define the degree of the control law, while
A4 determines the sign of the adaptation law. Assumption E1
gives a straightforward Lyapunov analysis which makes the
presentation of the design easier: extensions to n∗ > 1 and
non strictly positive real G0(s) can be obtained as discussed
in [38, Sect. 6.4.2 and 6.4.3].
III. HOMOGENIZATION VIA MATCHING CONDITIONS
If an agent j can access the reference input r, synchroniza-
tion among agents 0 and j is known in literature as model
reference adaptive control [37]: the approach (here briefly
recalled) passes through a control law in the form










y j +a0 jg
∗




where a0 j is the weighted connection between agents j and
0 (the term a0 j in (3) has not been simplified in order to be
consistent with the next sections where multiple connections
with other agents might be present). In (3), Λ(s) is a Hurwitz
monic polynomial to be designed as Λ(s) = Λ0(s)Z0(s), with
Λ0(s) Hurwitz: α(s) is a vector defined as
α(s) =
[
sn−2 sn−3 ... s 1
]T
for n ≥ 2
α(s) = 0 for n = 1.
(4)
The next step is to find the conditions under which a control
law in the form (3) makes agent j to match the reference







Such conditions are obtained by writing y j in closed loop




































By comparing the transfer functions (2) and (6) we derive the
matching conditions between agent j and the reference model:
R j(s)(Λ(s)− l∗Tj α(s))− k jZ j(s)( f ∗Tj α(s)+g∗jΛ(s))
= Z j(s)R0(s)Λ0(s)
(7)
2A strictly positive-real rational function G(s) is real when s is real and
has strictly positive real part when s has a strictly positive real part.
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and c∗j = k0/k j. The matching condition (7) and control law
(3) present two problems: the first one is that solution of (7)
requires the knowledge of the polynomials Z j(s), R j(s) and of
the constants k j, which are all unknown. The second problem
is that, even if all parameters were perfectly known, (3) can
be implemented only by the agents with access to r. In the
rest of this section we see how to overcome the first problem,
while in Section IV we address the second problem.
With reference to our network with two agents 1 and 2, as






1 for the controller (3) of agent 1











y1 +a01g1y1 +a01c1r (8)









respectively, derived via the following well-known adaptive
control result.
Result 1. [37] Under Assumptions A1-A4, M1-M2 and E1,
the following adaptive law
ω̇u1 = Fωu1 +du1 ω̇y1 = Fωy1 +dy1









































and λi are the coefficient of
Λ(s) = sn−1 +λn−2sn−2 + ...+λ1s+λ0 (11)
guarantees y1 → y0 for t → ∞
Proof. A sketch of the proof is recalled, which will be useful
to understand the main synchronization result. Since (F,d) is
a state-space realization of
α(s)
Λ(s) , the adaptive law (9) is a state-












1 = θ ∗T1 ω1 (13)










. Adopting a state-space
realization of agent 1













ẋ1 = A1x1 +B1c
∗











































Let us now take the following non-nominal state-space repre-
sentation of the reference model







After defining x̃10 = x1 − x0, we obtain the error dynamics





which become, after substituting (8) into the (18)










, and θ̃1 = θ1 − θ ∗1 . In addition, it
can be verified that [38, Sect. 6.3.2, eq. (6.3.25)]
C1(sI −A1)
−1B1 = G0(s). (20)
As G0(s) is taken to be strictly positive-real from E1, we can
consider the Lyapunov function



























10PB1ρ∗1 θ̃ T1 ω1 + θ̃ T1 Γ−1
˙̃θ1|ρ∗1 |
(23)
since x̃T10PB1 = x̃
T
10C1 = e10 and ρ∗1 = |ρ∗1 |sgn(ρ∗1 ), we can
delete the last two terms by choosing












From (25) we obtain that V1 has a finite limit, and therefore
x̃10, θ̃1 ∈ L∞. Because x̃10 = x1 − x0 ∈ L∞ and x0 ∈ L∞,
we have x1 ∈ L∞. This implies x1,y1,ω1 ∈ L∞. Since from
(25) we can establish that V̇1 has bounded integral, we have
x̃10,e10 ∈ L2. Furthermore using θ1,ω1, x̃10 ∈ L∞ in (19) we
have e10, ė10 ∈ L∞. From Barbalat’s Lemma, this implies
e10 → 0 for t → ∞, which concludes the proof.
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IV. DISTRIBUTED MATCHING CONDITIONS
The control law (8) with adaptation (9) removes the problem






1: yet, a problem remains as the
control law (8) is implementable only for those agents with
access to r. To overcome this problem, we will derive new
(distributed) matching conditions between neighboring agents
j and i. The following proposition is given.
Proposition 1. Let us consider an agent j not connect to the
























































ai j(y j − yi)
(26)

























Proof. The proof is carried out for agents 1 and 2, without


































and rearrange (30) as














At the same time, applying (7) to agent 2 leads to
(Z2Λ0R0)y2 + k2Z2( f ∗T2 α +Λg∗2)y1
− k2Z2( f
∗T
21 α +Λg∗21)y1 = k2Z2(Λc∗21 +((l∗21 − l∗2)T α)u1
(32)
and






















. Using the least common
multiplier between (33) and G1(s), we can rewrite (33) as
Z1(Z2Λ0R0)(y2 − y1)+Z1(R2(Λ− l∗T2 α)
− k2Z2( f
∗T
21 α +Λg∗21))y1 = R1Z2(Λ+ l
∗T




The objective now is to cancel everything but the term
(Z1(s)Z2(s)Λ0(s)R0(s))(y2 − y1) = 0 (35)

































which gives the distributed matching condition between neig-
hboring agents 2 and 1.
Remark 2. The proof of Proposition 1 reveals the intrinsic
meaning of the matching gains in (27), which are the ideal
gains allowing agent j to synchronize to agent i, i.e. y j → yi
using neighboring information. Furthermore, after comparing
the classical matching conditions (7) with the distributed
matching conditions (27), we see that they both have solution
under the same Assumptions A1-A4, M1-M2 and E1. That is,
no extra assumptions are required for the solvability of (27).
Remark 3. The control (26) depends on Λ(s) which includes
Z0(s): this means that some knowledge of the leader dynamics
must be available in the network. This is consistent with
other popular distributed protocols in literature: in fact, global
knowledge of the exosystem dynamics S is generally assumed
in cooperative output regulation [14], while global knowledge
of the leader dynamics A0 is used in consensus [30]. The
rationale is that, as soon as the leader dynamics are constant,
they can be broadcast and made globally known, whereas this
cannot be done for the time-varying leader signals.














and c∗j ) are unknown, we propose a new adaptive law. First,




















(y2 − y1)+g2(y2 − y1)
]
(38)













21. A remark and a result follow.
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Remark 4. The controller (38) is distributed because it uses
information (in particular, both states and inputs) available
from neighbors. In fact, if agent 2 were connected to agent
0, it would suffice to take a decentralized model reference











y2 +g2y2 + c2r
]
, (39)
which is not-implementable for the lack of r. By comparing
(38) with the not-implementable (39) we note that agent 2
uses the signals (states and input) from agent 1 and the extra
matching gains between agents 1 and 2 to reconstruct the
reference input r. Similar reconstruction mechanisms appear
in protocols based on distributed observer [13], [17], where,
in place of neighboring inputs, agent 2 would use auxiliary
observed signals from agent 1 to reconstruct the exosystem
signals.
Result 2. Under Assumptions A1-A4, M1-M2 and E1, the
adaptive law
ω̇u1 = Fωu1 +du1 ω̇u21 = Fωu21 +d(u2 −u1)
ω̇y1 = Fωy1 +dy1 ω̇y21 = Fωy21 +d(y2 − y1)





























achieves y2 → y1 for t → ∞.
Proof. To derive the adaptation law (40) of agent 2 we define
ω̇u2 = Fωu2 +du2 ω̇y2 = Fωy2 +dy2. (42)





























where (A2,B2,h2) is a state-space realization of agent 2. The
use of the matching conditions (37) between agent 2 and agent
1 on the terms under the parentheses here
︷ ︸︸ ︷















































gives rise to the following dynamics of x̃21 = x2 − x1










, and θ̃2 = θ2 − θ ∗2 . In addition, it
can be verified that
C2(sI −A2)
−1B2 = G0(s). (48)
In line with (19) and (21), we take the Lyapunov function



























21PB2ρ∗2 θ̃ T2 ω2 + θ̃ T2 Γ−1
˙̃θ2|ρ∗2 |.
(51)
Since x̃T21PB2 = x̃
T
21C2 = e21 and ρ∗2 = |ρ∗2 |sgn(ρ∗2 ), we can
delete the last two terms by choosing












From (53) we obtain that V21 has a finite limit, and therefore
x̃21, θ̃2 ∈ L∞. Because x̃21 = x2 − x1 ∈ L∞ and x1 ∈ L∞, we
have x2 ∈ L∞, which implies x2,y2,ωu21 ,ωu2 ,ωy21 ,ωy2 ,∈ L∞.
Since from (53) we can establish that V̇1 has bounded integral,
we have x̃21,e21 ∈ L2. Furthermore using θ2,ω2, x̃21 ∈ L∞
in (47) we have e21, ė21 ∈ L∞. From Barbalat’s Lemma, this
implies e21 → 0 for t → ∞, which concludes the proof.
V. ADAPTIVE OUTPUT SYNCHRONIZATION
To arrive at the main result, the last step is to deal with the
case of a follower (let us call it agent 3) aiming at synchro-
nizing to two parent neighbors (let us call them agents 1 and
2). With a directed connection from 1 to 3 and from 2 to 3,
the digraph is described by N = {1,2,3}, E = {(1,3),(2,3)}.
In order to synchronize agent 3 to agent 1 and 2, we need to
define a controller: motivated by (26), we propose


































where ua3 = a13(u3 −u1)+a23(u3 −u2), ea3 = a13e31 +a23e32
and e31 = y3−y1, e32 = y3−y2; moreover, all the control gains
l31, f31, g31 c31, l32, f32, g32, c32, l3, f3, g3 are appropriate
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estimates of ideal gains coming from the matching conditions
(7) and (27). The following result holds.
Result 3. Under Assumptions A1-A4, M1-M2 and E1, the
adaptive law
ω̇u1 = Fωu1 +du1 ω̇y1 = Fωy1 +dy1
ω̇u2 = Fωu2 +du2 ω̇y2 = Fωy2 +dy2
ω̇ua3 = Fωua3 +dua3 ω̇ea3 = Fωea3 +dea3











a13y1 a13u1 a23ωTu2 a23ω
T
y2





















achieves y3 → (a13y1 +a23y2)/(a13 +a23) for t → ∞.
Proof. As compared with ω1 in (10) and ω2 in (41), ω3 in
(56) has two types of weights, a13 and a23, in view of the
connection with two agents. Now, to derive the adaptation law
(55) of agent 3 we have to define the dynamics of the errors
e31 and e32. Using similar steps as (44)-(46) we find






















































and ωu31 and ωu32 are the filtered versions of (u3 − u1) and































where the Kalman-Yakubovich lemma analogous to (50) has
led to x̃Ta3 PB3 = x̃
T
a3
C3 = ea3 . Using the usual Lyapunov
arguments as in Result 2 we prove x̃a3 → 0 and consequently
ea3 → 0. This concludes the proof.
Remark 5. From Results 1 and 2, using the Lyapunov function
V1+V21 we conclude synchronization of both agents 1 and 2 to
the reference model. Furthermore, it is not difficult to conclude
synchronization also when agent 1 has multiple followers.
Fig. 1: Summary of Results 1, 2 and 3.
Similarly, Result 2 can be applied to any network with a
directed tree topology in which each leaf has one parent and
the root node has access to the reference signal r. In addition,
by combining Results 1, 2 and 3 via the Lyapunov function
V1 +V21 +V321, we have that the outputs of agents 1 and 2
converge to ym, and consequently the output of agent 3 will
converge to the average of the outputs of agents 1 and 2,
i.e. to ym as well. This situation is summarized in Fig. 1. This
reasoning is the building block to achieve synchronization over
general acyclic graphs, as explained in the following.
A. General acyclic case
Consider a set of N agents with transfer function
yi = Gi(s)ui = ki
Zi(s)
Ri(s)
ui, i ∈ {1, . . . ,N} (61)
and satisfying Assumptions A1-A4. Consequently, all the
matching conditions defined by (7) and (27) hold. These
conditions allow us to achieve synchronization by ‘cancelling’
heterogeneity via appropriate gains. We make the following
assumption on the communication topology.
Network assumption:
N1. The directed communication graph is acyclic and contains
a directed spanning tree with the leader as the root node.
Remark 6. The absence of cycles implies the existence of a
vertex permutation such that the adjacency matrix has upper
triangular form. This assumption is common in protocols
based on distributed input [19], [22], [39]. Extensions to
cyclic and undirected networks will be discussed in Sect. V-B.
In order to synchronize all agents, we propose for the agents
connected to the reference model the controller inspired by (3)










y j +g jy j + c jr
]
(62)
and for the agents not connected to the reference model the


















































ai j(y j − yi)
(63)
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where all the control gains l ji, f ji, g ji c ji, l j, f j, g j are
appropriate estimates of ideal gains coming from the matching
conditions (7) and (27). The following result holds.
Result 4. Under Assumptions A1-A4, M1-M2, E1 and N1,
the adaptive law as in Result 1 for the agents connected to the
reference model, and for the other agents the adaptive law




ai j(u j −ui) ω̇uk = Fωuk +duk

















where k : ak j 6= 0, F and d are as in (10), Γ > 0 and
ω j =
[
ak jωTuk ak jω
T
yk
ak jyk ak juk . . . k ∈ {1, . . . ,N}













jk g jk c jk . . . k ∈ {1, . . . ,N}





achieves yi → ym, i ∈ {1, . . . ,N}.
Proof. The derivation of the adaptation law (64) of agent j
follows similar steps as in Result 3, through the error dynamics





where θ̃ ji contains some of the components of θ̃ j, and ω ji
contains some of the components of ω j. This motivates the
following Lyapunov function










θ̃ Tj Γ−1θ̃ j
2
|ρ∗j | (67)
where x̃a j = ∑
N














x̃Ta j Lx̃a j . (68)
Using Lyapunov arguments we prove x̃a j → 0 and using N1
we have x̃ ji → 0 and e ji → 0. This concludes the proof.
Remark 7. The adaptive laws analyzed in this work are based
on agents free of observation noise and unmodeled dynamics.
In the presence of such phenomena, the proposed adaptive
laws (64) should be replaced with robust adaptive laws in
line with [38, Chap. 8]. For state synchronization, it has been
shown that robust adaptive laws employing leakage, para-
meter projection or dynamic normalization attain robustness
to bounded noises by achieving a bounded synchronization
error, whose bound depends on the size of the noise [40].
In addition, it has been shown that these techniques can
cope with unmodeled dynamics in the form of communication
delays [41]. Similar good properties hold true for the output
synchronization design proposed in this paper, but space
limitations prevent us from presenting them at length.
B. Handling cyclic and undirected graphs
While the parameterization (66) is valid for acyclic graphs,
it is of interest to investigate under which conditions it can
be extended to graphs beyond Assumption N1, e.g. cyclic
and undirected graphs. It is clear that, in the presence of
cycles and undirected links, the computation of the derivative
of a candidate Lyapunov function requires to sum dynamics
with state-space realization (A j,B j,C
T
j ) with other dynamics
with a possibly different state-space realization (Ak,Bk,C
T
k ).
A common state-space realization is a sufficient condition
for making such summation possible: in adaptive literature,
common state-space realizations have been shown to exist for
state synchronization of systems with matched uncertainties
[40], and for output synchronization using state-feedback of
systems with homogeneous uncertain numerator [37, Sect.
4.2]. For output synchronization using output-feedback as in
this work, a common realization of (66), call it (A0,B0,C
T
0 ),
requires all agents to have homogeneous uncertain numerator
and denominator, with possibly heterogeneous uncertain high-
frequency gains [38, Sect. 6.3]. Under this condition, it is
possible to show that the following holds
˙̃xa = (IN ⊗A0)x̃a +diag(B0θ̃ T1 ω1, . . . ,B0θ̃ TN ωN) (69)
with x̃a = [x̃a1 · · · x̃aN ]
T , even in the presence of cyclic and
undirected connections. At this point, the Lyapunov function







θ̃ Tj Γ−1θ̃ j
2
|ρ∗j | (70)
can potentially be adopted for cyclic and undirected graphs.
However, in distributed input protocols, it is also necessary
to guarantee that the input u j is well defined for all time
instants: this might not be true on general graphs [39]. To
explain this point, let us collect all inputs in (63) on the left-
hand side, leading to U [u1 · · · uN ]
T = [β1 · · · βN ]T for an
appropriate square matrix U . Assumption N1 guarantees that
U is always invertible: in fact, after ordering the agents in such
a way that U is upper triangular, we have det(U)> 0 and the
control input u j always well defined. When assumption N1 is
violated, since U depends on the estimates c ji, it is difficult
if at all possible to guarantee invertibility of U for every
estimate. Despite this difficult analytic aspect, the simulations
in the next section show that the same algorithm in Result
4 can handle networks beyond Assumption N1, with some
heterogeneity in the denominator/numerator, and that U turns
out to be invertible at all time instants.
VI. SIMULATIONS
Simulations are performed to illustrate the effectiveness of
the approach. The simulations are carried out on the directed
graph shown in Fig. 2, where the reference model is indicated






Fig. 2: The leader-follower directed communication graph.
Fig. 3: Acyclic graph: input/input responses of reference model
(dash-dotted) and all agents (solid).


















The specific heterogeneous coefficients and initial conditions
of each agent are reported in Table I. Except for the reference
model, which is asymptotically stable, all agents are open-
loop unstable: in addition, all numerators are Hurwitz as per
assumption. The relative degree is n∗ = 1 and the upper bound
to the degree of the denominator is taken n = 2. Note that
the numerical values in Table I are used only to simulate
the agents, while the synchronization protocol does not use
the knowledge of the agents’ coefficients, except sgn(ki) = 1,
∀i. The other design parameters are taken as Λ(s) = s + 1
and the adaptive gain Γi is a diagonal matrix with gains
γl = 1, γ f = 3, γg = 10, and γc = 1, which correspond to the
gains multiplying the coefficients l, f , g and c, respectively.
Note that dimension of Γi depends on the dimension of ωi:
dim(ω1) = 4, dim(ω2) = dim(ω3) = dim(ω5) = dim(ω6) = 7,
and dim(ω4) = 11 (because agent 4 has 2 parents). All
coupling gains are initialized to be 0.
a1 a2 b x0
agent #0 -0.5 -1 1 [1 −1]′
agent #1 -1 2 1 [1 1]′
agent #2 -0.75 2.5 0.5 [−1 −1]′
agent #3 -1.25 2 1.25 [−1 0]′
agent #4 -0.5 1 0.75 [0 1]′
agent #5 -0.75 1 1.5 [1 0]′
agent #6 -1.5 2.5 1 [−1 1]′
TABLE I: Coefficients and initial conditions of the agents.
Fig. 4: Acyclic graph: Estimated (solid) vs ideal (dashed) gains.
Fig. 5: Acyclic graph: Output synchronization errors yi − y0 for all
agents.
The resulting synchronization for a sinusoidal reference
signal is shown in Fig. 3: the outputs converge to the same
behavior, while the inputs differ in view of heterogeneity. The
output synchronization error can be seen in Fig. 5. Some of
the estimated gains of the controllers (as compared to the ideal
gains coming from the matching conditions) are shown in
Fig. 4: it is noticed that not necessarily the estimated gains
will converge to the ideal gains. This is a well known result
in adaptive control [37]: only a persistently exciting input of
sufficiently large order (not guaranteed by a single sinusoid)
will lead to convergence to the ideal gains.
Fig. 6: Cyclic communication graph.
In order to investigate relaxations to Assumption N1, we
perform additional simulations on the graph in Fig. 6, which
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Fig. 7: Cyclic graph: Output/input responses of reference model
(dash-dotted) and all agents (solid).
Fig. 8: Acyclic graph: Estimated (solid) vs ideal (dashed) gains.
presents two cycles among agents (cycle 2-3-4 and cycle 4-
5-6). The resulting synchronization for a sinusoidal reference
signal is shown in Fig. 7: we can see that also in this cyclic
case, the outputs converge to a synchronous solution. The
output synchronization error can be seen in Fig. 9. This shows
that is practice the proposed algorithm can handle networks
beyond Assumption N1. Some of the estimated gains of the
controllers (as compared to the ideal gains coming from the
matching conditions) are shown in Fig. 8: not necessarily the
estimated gains will converge to the ideal gains or to the same
values as in the acyclic case.
VII. CONCLUSION
This work proposed a methodology for output synchro-
nization of heterogeneous agents with linear and unknown
dynamics. A distributed model reference adaptive control
formulation was used to solve the problem. Synchronization
implies matching a common behavior, and for the problem at
hand, we have defined two types of matching conditions: the
matching conditions between an agent and the reference mo-
del, and the matching conditions among neighboring agents.
Solvability of the first set of matching conditions implies
Fig. 9: Cyclic graph: Output synchronization errors yi − y0 for all
agents.
solvability of the second set as well. Since all the matching
gains are unknown (in view of the unknown dynamics), all
the gains are adaptive and estimated using a Lyapunov-based
approach.
Several research directions can stem from this work: first,
since we have shown that the matching gains include both
feedback and coupling gains, it is worth investigating the
use of the evolution of each coupling gain to restructure the
topology of the network [42]. Another related topic is the study
of switching topologies via adaptive switching tools [43].
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