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ON PROXIMALITY WITH BANACH DENSITY ONE
JIAN LI AND SIMING TU
ABSTRACT. Let (X ,T ) be a topological dynamical system. A pair of points (x,y) ∈ X2 is
called Banach proximal if for any ε > 0, the set {n ∈ Z+ : d(T nx,T ny)< ε} has Banach
density one. We study the structure of the Banach proximal relation. An useful tool is
the notion of the support of a topological dynamical system. We show that a dynamical
system is strongly proximal if and only if every pair in X2 is Banach proximal. A subset
S of X is Banach scrambled if every two distinct points in S form a Banach proximal
pair but not asymptotic. We construct a dynamical system with the whole space being a
Banach scrambled set. Even though the Banach proximal relation of the full shift is of
first category, it has a dense Mycielski invariant Banach scrambled set. We also show that
for an interval map it is Li-Yorke chaotic if and only if it has a Cantor Banach scrambled
set.
1. INTRODUCTION
Throughout this paper, a topological dynamical system is a pair (X ,T ), where X is a
non-empty compact metric space with a metric d and T is a continuous map from X to
itself.
A pair of points (x,y) ∈ X2 is called proximal if liminfn→∞ d(T nx,T ny) = 0. The prox-
imal relation of (X ,T ), denoted by P(X ,T), is the collection of all proximal pairs in
(X ,T). The study of proximal relation plays a big role in topological dynamics. It is well
known that the smallest T ×T -invariant closed equivalent relation generated by P(X ,T)
is the maximal distal factor of (X ,T ) (see [4] for example). But in general P(X ,T ) is
neither closed nor equivalent.
A subset F of Z+ is said to be syndetic if there exists N ≥ 1 such that {n,n+1, . . . ,n+
N}∩F 6= /0 for every n ∈ Z+. The author in [8] introduced the notion of syndetically
proximal relation of (X ,T). A pair of points (x,y) ∈ X2 is called syndetically proximal
if for every ε > 0, {n ∈ Z+ : d(T nx,T ny) < ε} is syndetic. Denote by SP(X ,T) the
collection of all syndetically proximal pairs in (X ,T ). It is shown in [8] that SP(X ,T) is
an invariant equivalence relation in X , but it may be not closed. If P(X ,T) is closed in
X ×X , then P(X ,T) = SP(X ,T) and P(X ,T ) is an invariant closed equivalence relation
in X . Recently, syndetically proximal pairs were studied in [25] and [26] in details.
A subset F of Z+ is said to have Banach density one if for every λ < 1 there exists
N ≥ 1 such that #(F ∩ I) ≥ λ#(I) for every subinterval I of Z+ with #(I) ≥ N, where
#(I) denotes the number of elements of I. A pair of points (x,y) ∈ X2 is called Banach
proximal if for every ε > 0, {n∈Z+ : d(T nx,T ny)< ε} has Banach density one. Clearly,
every set with Banach density one is syndetic, then a Banach proximal pair is syndetically
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proximal. Note that it is shown in [22] that for an interval map with zero topological
entropy, every proximal pair is Banach proximal.
This paper is devoted to the study of Banach proximal pairs. The paper is organized
as follows. In Section 2, we recall various types of density of subsets of non-negative
integers, some basic definitions in topological dynamics and show some properties of
Banach proximal pairs. In Section 3, we study the support of a dynamical system and
show its connection with the subsets of non-negative integers with some kind of density.
This property is very useful in the discussion of the structure of the Banach proximal
relation. In Section 4, we study the structure of the Banach proximal relation. We show
that a pair of points is Banach proximal if and only if the support of the closure of the
orbit of the pair in the product system is contained in the diagonal. We also obtain some
sufficient conditions for the Banach proximal cell of each point to be small. In Section 5,
we study the proximality on the induced spaces. It is shown that a dynamical system is
strongly proximal if and only if every pair in X2 is Banach proximal. In the finial section,
we investigate Banach scrambled sets. We construct a dynamical system with the whole
space being a Banach scrambled set. Even though the Banach proximal relation of the full
shift is of first category, it has a dense Mycielski invariant Banach scrambled set. We also
show that for an interval map, it is Li-Yorke chaotic if and only if it has a Cantor Banach
scrambled set.
2. PRELIMINARIES
In this section we recall some notions and aspects of the theory of topological dynami-
cal systems. We also show some properties of Banach proximal pairs.
2.1. The density of subsets of non-negative integers. Denote by Z+ (N, Z, respec-
tively) the set of all non-negative integers (positive integers, integers, respectively). Let F
be a subset of Z+. Define the upper density d(F) of F by
d(F) = limsup
n→∞
#(F ∩ [0,n−1])
n
,
where #(·) is the number of elements of a set. Similar, d(F), the lower density of F , is
defined by
d(F) = liminf
n→∞
#(F ∩ [0,n−1])
n
.
One may say F has density d(F) if d(F) = d(F), in which case d(F) is equal to this
common value. The upper Banach density BD∗(F) is defined by
BD∗(F) = limsup
N−M→∞
#(F ∩ [M,N])
N−M +1
Similarly, we can define the lower Banach density BD∗(F) and Banach density BD(F).
By the definition of Banach density, it is easy to see that a subset F of Z+ has Banach
density one if and only if for every λ < 1 there exists N ≥ 1 such that #(F ∩ I) ≥ λ#(I)
for every subinterval of Z+ with #(I)≥ N. It is not difficult to observe the following.
Lemma 2.1. Let F,F1,F2 be subsets of Z+.
(1) If F has Banach density one, then for every n ∈ Z, F +n = {k+n ∈ Z+ : k ∈ F}
also has Banach density one.
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(2) If F has Banach density one, then Z+\F is a set of Banach density zero.
(3) If F1 and F2 have Banach density one, then so does F1∩F2.
(4) If F1 has Banach density one and F2 has positive upper Banach density, then
F1∩F2 has positive upper Banach density.
2.2. Topological dynamics. Let (X ,T ) be a dynamical system. A non-empty closed
invariant subset Y ⊂ X (i.e., TY ⊂ Y ) defines naturally a subsystem (Y,T ) of (X ,T). A
system (X ,T ) is called minimal if it contains no proper subsystem. Each point belonging
to some minimal subsystem of (X ,T ) is called a minimal point.
The orbit of a point x∈ X is the set Orb(x,T ) = {T nx : n∈Z+}. The set of limit points
of the orbit Orb(x,T ) is called the ω-limit set of x, and is denoted by ω(x,T ). A point
x ∈ X is a fixed point if T x = x; periodic with least period n if n is the smallest positive
integer satisfying T n(x) = x; recurrent if x ∈ ω(x,T ).
For x ∈ X and U,V ⊂ X , put N(x,U) = {n ∈ Z+ : T nx ∈U} and N(U,V ) = {n ∈ Z+ :
U ∩T−nV 6= /0}. Recall that a dynamical system (X ,T ) is called topologically transitive
(or just transitive) if for every two non-empty open subsets U,V of X the set N(U,V )
is infinite. Any point with dense orbit is called a transitive point. Denote the set of all
transitive points by Trans(X ,T). It is well known that for a transitive system, Trans(X ,T)
is a dense Gδ subset of X .
A dynamical system (X ,T) is called weakly mixing if the product system (X2,T ×T )
is transitive; and strongly mixing if for every two non-empty open subsets U,V of X , the
set N(U,V ) is cofinite, i.e., there exists some N ∈ N such that N(U,V )⊃ {N,N +1, . . .}.
Let (X ,T) and (Y,S) be two dynamical systems. If there is a continuous surjection
pi : X → Y with pi ◦T = S ◦pi , then we say that pi is a factor map, the system (Y,S) is a
factor of (X ,T) or (X ,T) is an extension of (Y,S). If pi is a homeomorphism, then we say
that pi is a conjugacy and dynamical systems (X ,T) and (Y,S) are conjugate. Conjugate
dynamical systems can be considered the same from the dynamical point of view.
We refer the reader to the textbook [31] for basic properties of topological entropy.
2.3. Symbolic dynamics. Consider {0,1} as a topology space with the discrete topology
and let Σ = {0,1}Z+ with the product topology. Then Σ is a Cantor space. We write
elements of Σ as x = x0x1x2 . . . . The shift map σ : Σ → Σ is defined by the condition that
σ(x)n = xn+1 for n ∈ Z+. It is clear that σ is a continuous surjection. The dynamical
system (Σ,σ) is called the full shift. If X is non-empty, closed, and σ -invariant (i.e.
σ(X)⊂ X ), then the dynamical system (X ,σ) is called a subshift.
Note that there is a natural order on {0,1}, that is 0≤ 0,0≤ 1 and 1≤ 1. We can extend
this order coordinate-wise to a partial order ≤ on Σ, that is x ≤ y if and only if xi ≤ yi for
all i ∈ Z+. A subshift X ⊂ Σ is called hereditary provided that for any x ∈ X if y≤ x then
y ∈ X [19, 20].
Fix a subset P of N. Let XP be the subset of Σ consisting of all sequences x such that if
xi = x j = 1 for some i, j then |i− j| ∈ P∪{0}. It is easy to see that XP is a subshift. We call
(Xp,σ) the spacing subshift generated by P. The class of spacing shifts was introduced
by Lau and Zame in [21], and for a detailed exposition of their properties we refer to [5].
It is clear that every spacing subshift is hereditary.
A subset P of N is said to be thick if it contains arbitrarily long intervals, that is for
every n ∈ N there exists an ∈ N such that {an,an +1, . . . ,an +n} ⊂ P. It is shown in [21]
that a spacing subshift (XP,σ) is weakly mixing if and only if P is a thick set.
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2.4. Banach proximal pairs. A pair of points (x,y) ∈ X2 is said to be Banach proximal
if for any ε > 0, the set {n ∈ Z+ : d(T nx,T ny) < ε} has Banach density one. Denote by
BP(X ,T) the collection of all Banach proximal pairs of (X ,T ).
Lemma 2.2. Let (X ,T) be a dynamical system. Then BP(X ,T) is an invariant equiva-
lence relation in X.
Proof. This follows directly from the definition and Lemma 2.1. 
Lemma 2.3. Let (X ,T ) be a dynamical system and k ∈ N. Then BP(X ,T ) = BP(X ,T k).
Proof. For every ε > 0, choose δ > 0 such that d(a,b) < δ implies d(T ia,T ib) < ε for
i = 0,1, . . . ,k−1.
Suppose that (x,y) ∈ BP(X ,T). Let E1 = {n ∈ Z+ : d(T nx,T ny) < δ} and E2 = {n ∈
Z+ : d((T k)nx,(T k)ny) < ε}. For every n ∈ E1, we have ⌈nk ⌉ ∈ E2, where ⌈z⌉= min{n ∈
Z : n ≥ z}. Since E1 has Banach density one, it is easy to verify that so does E2. Then
(x,y) ∈ BP(X ,T k).
Now Suppose that (x,y) ∈ BP(X ,T k). Let F1 = {n ∈ Z+ : d((T k)nx,(T k)ny)< δ} and
F2 = {n ∈ Z+ : d(T nx,T ny) < ε}. For every n ∈ F1, we have {kn,kn+ 1, . . . ,kn+ k−
1} ∈ F2. Since F1 has Banach density one, it is easy to verify that so does F2. Then
(x,y) ∈ BP(X ,T). 
Lemma 2.4. Let (X ,T ) be a dynamical system. Then BP(X ,T) is an Fσδ subset of X2.
Proof. For every k ∈ N, let Ak be the collection of subinterval of Z+ with cardinality
greater than k. It is easy to verify that
BP(X ,T) =
∞⋂
m=2
∞⋃
N=1
∞⋂
k=N
⋂
I∈Ak
{
(x,y) ∈ X2 : #
(
{n ∈ I : d(T n(x),T n(y))≤ 1
m
}
)
≥ (1− 1
m
)#(I)
}
.
Then BP(X ,T ) is Fσδ . 
Corollary 2.5. Let (X ,T ) be a dynamical system and x ∈ X. Then the Banach proximal
cell of x, BP(x) = {y ∈ X : (x,y) is Banach proximal}, is an Fσδ subset of X.
3. THE SUPPORT OF A DYNAMICAL SYSTEM
Let X be a compact metric space, C(X) be the Banach algebra of all real valued con-
tinuous function on X with the supremum norm, and C∗(X) be the dual space of C(X).
Let M(X) be the set of regular Borel probability measures on X . We can regard M(X)
as a subset of C∗(X). With the weak∗-topology induced from C∗(X), M(X) is a compact
metrizable convex space.
Let (X ,T) be a topological dynamical system. The action of T on X induces an action
of TM on M(X) in the following way: for µ ∈M(X) we define TMµ by∫
X
f (x) dTMµ(x) =
∫
X
f (T x)dµ(x), ∀ f ∈C(X).
So TM is the adjoint of the composition linear operator CT on C(X), that is, CT f = f ◦T .
Clearly, TM is a continuous and linear operator. Hence (M(X),TM) is also a topological
ON PROXIMALITY WITH BANACH DENSITY ONE 5
dynamical system. For a point x ∈ X we denote the point mass at x by δx. We may regard
(X ,T) as a subsystem of (M(X),TM) by identifying x ∈ X with δx ∈ M(X).
We are interested in those members of M(X) that are invariant measures for T . Let
M(X ,T) = {µ ∈ M(X) : TMµ = µ}. This set consists of all µ ∈ M(X) making T a
measure-preserving transformation of (X ,B(X),µ), where B(X) is the Borel σ -algebra
of X . By the well known Krylov-Bogolioubov Theorem, M(X ,T) is nonempty. In fact,
M(X ,T) is a convex compact subset of M(X).
An invariant measure µ ∈ M(X ,T ) is ergodic if the only Borel sets B with T−1(B) =
B satisfy µ(B) = 0 or µ(B) = 1. Let Me(X ,T ) denote the set of ergodic measures in
M(X ,T). Then Me(X ,T ) coincides with the set of extreme points of M(X ,T ). By the
Choquet representation theorem, for each µ ∈ M(X ,T), there is a unique measure τ on
the Borel subsets of M(X ,T) such that τ(Me(X ,T )) = 1 and µ =
∫
Me(X ,T )mdτ(m). We
call this the ergodic decomposition of µ . A dynamical system (X ,T ) is called uniquely
ergodic if M(X ,T ) is a singleton.
The support of a measure µ ∈M(X), denoted by supp(µ), is the smallest closed subset
C of X such that µ(C) = 1. It is clear that
supp(µ) = {x ∈ X : for every open neiborhood U of x, µ(U)> 0}
= X \
⋃
{U ⊂ X : U is open and µ(U) = 0}
The support of a dynamical system (X ,T ), denoted by supp(X ,T ), is the smallest closed
subset C of X such that µ(C) = 1 for all µ ∈ M(X ,T ) (see [30]). It is clear that
supp(X ,T) =
⋃
{supp(µ) : µ ∈M(X ,T )}.
Note that the support of a dynamical system is also called the measure center in [33].
Lemma 3.1. Let (X ,T ) be a dynamical system. Then there exists an invariant measure
µ ∈M(X ,T ) such that supp(µ) = supp(X ,T ).
Proof. By the compactness of X , we can choose an at most countable subset {xn : n ∈ Λ}
of
⋃
{supp(µ) : µ ∈ M(X ,T )} which is dense in supp(X ,T ). For every n ∈ Λ, there
exists µn ∈M(X ,T) such that xn ∈ supp(µn). Choose a sequence of positive real numbers
{an : n ∈ Λ} with ∑n∈Λ an = 1. Let µ = ∑n∈Λ anµn. It is easy to verify that µ ∈ M(X ,T)
and {xn : n ∈ Λ} ⊂ supp(µ). Then supp(µ) = supp(X ,T). 
Remark 3.2. It should be noticed that the measure in Lemma 3.1 may not be ergodic.
For example, let X = {a,b} and T is the identity map on X . A more interesting example
constructed in [32] shows that there exists a transitive system (X ,T ) with supp(X ,T ) = X
but for every ergodic measure µ ∈ M(X ,T), supp(µ) 6= supp(X ,T ).
Lemma 3.3. Let (X ,T ) be a dynamical system. Then
supp(X ,T ) =
⋃
{supp(µ) : µ ∈ Me(X ,T )}.
Proof. Choose a µ ∈ M(X ,T ) such that supp(µ) = supp(X ,T). Let x ∈ supp(µ) and U
be a neighborhood of x. Then µ(U)> 0. By the ergodic decomposition of µ , there exists
some ergodic measure ν ∈M(X ,T ) such that ν(U)> 0. Then U∩supp(ν) 6= /0. Therefore
x ∈
⋃
{supp(µ) : µ ∈ Me(X ,T)}. 
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Definition 3.4 ([10]). Let (X ,T ) be a dynamical system, x ∈ X and µ ∈M(X ,T ). We say
that x is a generic point for µ if
lim
n→∞
1
n
n−1
∑
i=0
f (T ix) =
∫
f dµ
for every continuous function f ∈C(X).
Proposition 3.5 ([10]). Let (X ,T ) be a dynamical system. If µ ∈ M(X ,T) is an ergodic
measure, then almost every point of X (with respect to µ) is generic for µ .
Lemma 3.6. Let (X ,T) be a dynamical system and µ ∈ M(X ,T ). If a point y ∈ supp(µ)
is generic for µ , then y is recurrent with positive lower density, that is for every open
neighborhood U of y, N(y,U) has positive lower density.
Proof. Fix an open neighborhood U of y. Choose a continuous function f ∈C(X) such
that 0≤ f (x)≤ 1 for all x ∈ X , f (y) = 1 and f (x) = 0 for x ∈U c. Then
#(N(y,U)∩ [0,n−1]})≥
n−1
∑
i=0
f (T iy)
Since y is a generic point, we have
lim
n→∞
1
n
n−1
∑
i=0
f (T iy) =
∫
f dµ > 0.
Then,
liminf
n→∞
#(N(y,U)∩ [0,n−1])
n
> 0,
that is N(y,U) has positive lower density. 
Lemma 3.7. Let (X ,T) be a dynamical system. Then for every x ∈ X and every subset F
of Z+ with positive upper Banach density, there exists an invariant measure µ ∈M(X ,T)
with µ
(
{T nx : n ∈ F}
)
> 0.
Proof. We follow the idea in the proof of Lemma 3.7 in [10]. Let Y = {T nx : n ∈ F}.
Since F has positive upper Banach density, so does N(x,Y ). Then there exists two se-
quences {ak} and {bk} of positive integers with limk→∞(bk−ak) = ∞ such that
lim
k→∞
#(N(x,Y )∩ [ak,bk−1])
bk−ak
> 0.
Now, set
µk =
1
bk−ak
bk−1∑
i=ak
δT ix.
Let µ = limi→∞ µki be a limit point of {µk} in the weak∗-topology. Clearly, µ is an
invariant measure of (X ,T ) and
µ(Y )≥ lim
i→∞
µki(Y ) = limi→∞
1
bki −aki
bki−1∑
i=aki
δT ix(Y )
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= lim
i→∞
#(N(x,Y )∩ [aki,bki −1])
bki −aki
> 0.
This ends the proof. 
Proposition 3.8. Let (X ,T ) be a dynamical system. Then the support of (X ,T) is the
closure of the set of recurrent points with positive lower density.
Proof. We first show that supp(X ,T) has dense recurrent points with positive lower den-
sity. By Lemma 3.3, it suffices to show that for every ergodic invariant measure µ ,
supp(µ) has dense recurrent points with positive lower density. Let Gµ denote the col-
lection of generic points with respect to µ . By Proposition 3.5, µ(Gµ) = 1 and then
µ(Gµ ∩ supp(µ)) = 1. By Lemma 3.6, every point in Gµ ∩ supp(µ) is recurrent with
positive lower density. Clearly, Gµ ∩ supp(µ) is dense in supp(µ), so supp(µ) has dense
recurrent points with positive lower density.
Now suppose that there exists a recurrent point y∈ X with positive lower density which
is not in supp(X ,T ). Then there exists an neighborhood U of y and an neighborhood V of
supp(X ,T) such that U ∩V = /0. Since N(y,U) has positive lower density, by Lemma 3.7
there exists an invariant measure µ ∈M(X ,T ) such that µ(U)> 0. Then supp(µ)∩U 6= /0.
This contradicts to the fact supp(µ) ⊂ supp(X ,T)⊂V . 
Proposition 3.9. Let (X ,T ) be a dynamical system. Then the support of (X ,T) is the
small closed subset K of X such that for every x ∈ X and every open neighborhood U of
K, N(x,U) has Banach density one.
Proof. We first show that for every x ∈ X and every open neighborhood U of supp(X ,T),
N(x,U) has Banach density one. Let U be an open neighborhood U of supp(X ,T). If
there exists some point x0 ∈ X such that N(x0,U) does not have Banach density one, then
N(x0,U c) has positive upper Banach density. By Lemma 3.7, there exists an invariant
measure µ ∈M(X ,T ) such that µ(U c)> 0. Then supp(µ)∩U c 6= /0. This is a contradic-
tion.
Next we shall show that the support of (X ,T ) is the smallest closed subset satisfying
the above property. Suppose that there exists a closed proper subset Y of supp(X ,T)
satisfying the requirement. Pick a point y ∈ supp(X ,T) \Y . Since Y is closed, there
exists an neighborhood U of y and an neighborhood V of Y such that U ∩V = /0. Then
there exists an ergodic invariant measure µ such that µ(U) > 0. Choose a generic point
z∈U ∩supp(µ) for µ . By Lemma 3.6, N(z,U) has positive lower density. Then the upper
density of N(z,V ) is less than one. This is a contradiction. 
Similarly to the proofs of Propositions 3.8 and 3.9, we have the following two results.
Proposition 3.10. Let (X ,T) be a dynamical system. Then the support of (X ,T ) is the
closure of the set of recurrent points with positive upper Banach density.
Proposition 3.11. Let (X ,T) be a dynamical system. Then the support of (X ,T ) is the
small closed subset K of X such that for every x ∈ X and every open neighborhood U of
K, N(x,U) has upper density one.
Proposition 3.12. Let (X ,T ) be a dynamical system and pi : (X ,T)→ (Y,S) be a factor
map. Then
(1) supp(X2,T ×T ) = supp(X ,T)× supp(X ,T ),
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(2) supp(Y,S) = pi(supp(X ,T)).
Proof. (1) Let µ ∈M(X ,T ) with supp(µ) = supp(X ,T ). Clearly, µ×µ ∈M(X2,T ×T ).
Then supp(X2,T ×T ) ⊃ supp(µ ×µ) = supp(X ,T )× supp(X ,T ). By Proposition 3.10,
the set of recurrent points of (X2,T × T ) with positive upper Banach density is dense
in supp(X2,T ×T ). Note if (x,y) ∈ X2 is recurrent with positive upper Banach density
in (X2,T ×T ), then x and y are recurrent with positive upper Banach density in (X ,T).
By Proposition 3.10 again, (x,y) ∈ supp(X ,T)× supp(X ,T ). Thus supp(X2,T × T ) ⊂
supp(X ,T)× supp(X ,T ).
(2) This follows from Proposition 3.10 and the fact that if y ∈ Y is recurrent with posi-
tive upper Banach density then there exists x∈X with pi(x)= y such that x is also recurrent
with positive upper Banach density (see Proposition 4.5 in [23]). 
Recall that a dynamical system (X ,T) is called an E-system if it is transitive and
supp(X ,T) = X .
Proposition 3.13 ([15]). Let (X ,T ) be a transitive system and x be a transitive point.
Then (X ,T ) is an E-system if and only if for every non-empty open subset U of X, N(x,U)
has positive upper Banach density.
If fact, we have the following characterization of the support of the closure of a orbit.
Proposition 3.14. Let (X ,T ) be a dynamical system and x ∈ X. Then a point y ∈ X is in
the support of (Orb(x,T ),T ) if and only if for every open neighborhood U of y, N(x,U)
has positive upper Banach density.
Proof. Without loss of generality, we can require Orb(x,T ) = X . First assume that y ∈
supp(Orb(x,T ),T ). Let U be a neighborhood of y. Then there exists an ergodic invariant
measure µ ∈M(X ,T ) such that µ(U)> 0. Choose a generic point z ∈U ∩ supp(µ) for µ .
Then by Lemma 3.6, N(z,U) has positive lower density. For a finite subset W of N(z,U),
by the continuity of T there exists an open neighborhood z of V such that T n(V )⊂U for
every n ∈W . Since z ∈ Orb(x,T ), there is k ∈ Z+ such that T kx ∈ V . This implies that
k+W ⊂ N(x,U), and then N(x,U) has positive upper Banach density.
Now assume that for every open neighborhood U of y, N(x,U) has positive upper
Banach density. By Lemma 3.7, there exists an invariant measure µ ∈ M(X ,T ) such that
µ(U)> 0. Then U ∩ supp(µ) 6= /0, and thus y ∈ supp(X ,T ). 
4. THE STRUCTURE OF BANACH PROXIMAL RELATION
In this section, we study the structure of the Banach proximal relation. First using
the support of the orbit closure, we have the following equivalent conditions of Banach
proximal pairs.
Proposition 4.1. Let (X ,T ) be a dynamical system, (x,y) ∈ X2 and let ∆X denote the
diagonal of X2. Then the following conditions are equivalent:
(1) (x,y) is Banach proximal;
(2) supp(Orb((x,y),T ×T ),T ×T)⊂ ∆X ;
(3) Orb((x,y),T ×T )⊂ BP(X ,T).
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Proof. (1)⇒ (2) By the definition of Banach proximality, for every open neighborhood U
of ∆X , {n ∈ Z+ : (T ×T )n(x,y) ∈U} has Banach density one. Then by Proposition 3.14,
supp
(
Orb((x,y),T ×T ),T ×T
)
⊂ ∆X .
(2) ⇒ (3) Let (u,v) ∈ Orb((x,y),T ×T ). Then supp(Orb((u,v),T ×T ),T × T) ⊂
supp
(
Orb((x,y),T ×T ),T ×T
)
⊂ ∆X . By Proposition 3.9 for every open neighborhood
U of ∆X , we have {n ∈ Z+ : (T ×T )n(u,v) ∈U} has Banach density one. Then (u,v) is
Banach proximal.
(3) ⇒ (1) is obvious. 
Proposition 4.2. Let (X ,T ) be a dynamical system. If (x,y) ∈ X2 is Banach proximal,
then
supp
(
Orb(x,T ),T
)
= supp
(
Orb(y,T ),T
)
and
supp
(
Orb((x,y),T ×T ),T ×T
)
=
{
(z,z) : z ∈ supp
(
Orb(x,T ),T
)}
.
Proof. Let z∈ supp(Orb(x,T ),T) and U be an open neighborhood of z. Then there exists
ε > 0 such that B(z,2ε) ⊂U . By Proposition 3.14, N(x,B(z,ε)) has positive upper Ba-
nach density. Since (x,y) is Banach proximal, the set F = {n∈Z+ : d(T nx,T ny)< ε} has
Banach density one. Then N(y,U) has positive upper Banach density since N(x,B(z,ε))∩
F ⊂N(y,U). Therefore z∈ supp
(
Orb(y,T),T
)
and supp
(
Orb(x,T ),T
)
⊂ supp
(
Orb(y,T ),T
)
.
By the symmetry of x and y, we have supp
(
Orb(x,T ),T
)
= supp
(
Orb(y,T ),T
)
.
Fix a ∈ supp
(
Orb(x,T ),T
)
. For every open neighborhood U of a, by the proof above
we have that N((x,y),U ×U) = N(x,U)∩N(y,U) has positive upper Banach density.
Then (a,a)∈ supp
(
Orb((x,y),T ×T ),T×T
)
. Now fix (b,c)∈ supp
(
Orb((x,y),T ×T ),T×
T
)
. Clearly, b ∈ supp
(
Orb(x,T ),T
)
and c ∈ supp
(
Orb(y,T ),T
)
. By Proposition 4.1,
(b,c) ∈ ∆X , that is b = c. This ends the proof. 
The collection of fixed points in (X ,T ) is denoted by Fix(X ,T).
Corollary 4.3. Let (X ,T ) be a dynamical system, x ∈ X and n ∈ N. If (x,T nx) is Banach
proximal, then supp(Orb(x,T ),T ) = Fix(Orb(x,T ),T n).
Proof. If u ∈ supp(Orb(x,T ),T ), then (u,T nu) ∈ supp(Orb((x,T nx),T ×T )). By Propo-
sition 4.2, we have T nu = u. 
Corollary 4.4. Let (X ,T) be a transitive system, x ∈ Trans(X ,T) and n ∈ N. If there
exists n ∈ N such that (x,T nx) is Banach proximal, then supp(X ,T) = Fix(X ,T n).
Proof. This follows from Corollary 4.3 since Orb(x,T ) = X . 
Proposition 4.5. Let (X ,T) be a transitive system. If supp(X ,T) 6= Fix(X ,T n) for every
n ∈ N. Then the interior of BP(x) is empty for every x ∈ X.
Proof. Suppose that there exists x ∈ X such that the interior of BP(x) is not empty. Let
U ⊂ BP(x) be a non-empty open subset. Then there is a transitive point y ∈U and n ∈ N
such that T ny ∈U . Therefore, (y,T ny) is Banach proximal since BP(X ,T ) is an equiva-
lence relation. By Corollary 4.4, supp(X ,T ) = Fix(X ,T n). This is a contradiction. 
Corollary 4.6. Let (X ,T) be an infinite E-system. Then the interior of BP(x) is empty for
every x ∈ X.
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Let (X ,T ) be a dynamical system. We say that T is semi-open if for every non-empty
subset U of X , the interior of TU is not empty.
Proposition 4.7. Let (X ,T) be a transitive system with supp(X ,T ) \Fix(X ,Tn) 6= /0 for
every n ∈ N. If T is semi-open, then for every x ∈ X, BP(x) is of first category in X.
Proof. If T is semi-open, then using the category version of the Poincare´ recurrence the-
orem introduced in [24], we have that for every Borel set A with second category, there
exists n ≥ 1 such that A∩T nA 6= /0. If there exists a point y ∈ X such that BP(y) is of the
second category. Then BP(y)∩Trans(X ,T) is also of the second category. There exists
a transitive point z and n≥ 1 such that z,T nz ∈ BP(y). Then (z,T nz) is Banach proximal.
By Corollary 4.4, supp(X ,T ) = Fix(X ,T n), which is a contradiction. 
Corollary 4.8. Let (X ,T ) be a non-periodic minimal system. Then for every x∈ X, BP(x)
is of first category in X.
Proof. It follows from Proposition 4.7 and the fact that T is semi-open (see [4]). 
Recall that a measure µ ∈ M(X) is called non-atomic if µ({x}) = 0 for every x ∈ X .
Proposition 4.9. Let (X ,T ) be a dynamical system and x ∈ X. Then for every non-atomic
invariant measure µ ∈M(X ,T ), µ(BP(x)) = 0.
Proof. It is clear that µ × µ is an invariant measure for (X2,T × T ). Since µ is non-
atomic, µ×µ(∆X )= 0. By the ergodic decomposition of µ×µ , there is a unique measure
τ on the Borel subsets of M(X2,T × T ) such that τ(Me(X2,T × T )) = 1 and µ × µ =∫
Me(X2,T×T )mdτ(m). Since µ ×µ(∆X ) =
∫
Me(X2,T×T ) m(∆X)dτ(m). Then m(∆X) = 0 for
almost all m ∈Me(X2,T ×T ). By the pointwise ergodic theorem, m(BP(x)×BP(x)) = 0
for every measure µ ∈Me(X2,T ×T ) with m(∆X) = 0, which implies that µ×µ(BP(x)×
BP(x)) = 0 and hence µ(BP(x)) = 0. 
5. PROXIMALITY ON THE INDUCED SPACES
Recall that a dynamical system (X ,T ) is called proximal if any two points x,y ∈ X are
proximal. We have the following characterization of proximal systems.
Theorem 5.1 ([1, 25]). Let (X ,T) be a dynamical system. Then the following conditions
are equivalent:
(1) (X ,T) is proximal;
(2) it has a fixed point which is the unique minimal point of (X ,T );
(3) SP(X ,T) = X2.
Recall that a dynamical system (X ,T) is called strongly proximal if the induced sys-
tem on the measure space (M(X),TM) is proximal [11]. If (X ,T ) is strongly proximal,
then it is proximal, since (X ,T ) can be regarded as a subsystem of the proximal sys-
tem (M(X),TM). Similarity to Theorem 5.1, we have the following characterization of
strongly proximal systems.
Theorem 5.2. Let (X ,T ) be a dynamical system. Then the following conditions are equiv-
alent:
(1) (X ,T) is strongly proximal;
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(2) (X ,T) is proximal and unique ergodic;
(3) supp(X ,T ) is a singleton;
(4) BP(X ,T) = X2;
(5) for every pair (x,y) ∈ X2 and every ε > 0, the set {n ∈ Z+ : d(T nx,T ny) < ε}
has upper density one.
Before proving Theorem 5.2, we need to recall some notions concerning convex sets.
Let Q be a subset of a locally convex space E. We write ex(Q) for the set of extreme
points of Q. The closed convex hull of X is the smallest closed convex set containing X ,
we write co(X) for this set. We will use the following result.
Lemma 5.3 ([4]). Suppose Q is a compact convex subset of the locally convex space E
and Z is a subset of Q such that co(Z) = Q. Then ex(Q)⊂ Z.
Proof of Theorem 5.2. (1) ⇒ (2) Since (X ,T ) is strongly proximal, (X ,T ) is also proxi-
mal and then there exists a unique minimal point x0 ∈ X . Since (M(X),TM) is proximal,
δx0 is the unique minimal point in (M(X),TM), and then it is a fixed point. Note that
µ ∈M(X) is an invariant measure of (X ,T ) if and only if µ is a fixed point in (M(X),TM).
Then M(X ,T ) = {δx0} and (X ,T ) is unique ergodic.
(2)⇔(3) is obvious.
(3)⇒ (1) Assume that supp(X ,T)= {z}. Then z is a fixed point in (X ,T ) and M(X ,T )=
{δz}. Let µ ∈ M(X). Note that any weak ∗ limit of {1n ∑n−1i=0 T iMµ} is an invariant mea-
sure of (X ,T ), then δz ∈ co
(
Orb(µ,TM)
)
. Since δz is an extreme point, by Lemma 5.3
δz ∈ Orb(µ,TM). Then δz is the unique minimal point in (M(X),TM).
(3) ⇒ (4) Suppose that BP(X ,T) 6= X2, i.e., there exist a pair (x,y) ∈ X2 \∆X such
that (x,y) /∈ BP(X ,T). Then there is some ε > 0 such that the set F = {n ∈ Z++ :
d(T nx,T ny) > ε} has positive upper Banach density. By Lemma 3.7 there exists an
invariant measure µ1 ∈ M(X ,T) with µ1({T nx : n ∈ F}) > 0, and an invariant measure
µ ∈ M(X ×X ,T ×T ) with µ({(T nx,T ny) : n ∈ F})> 0. Since supp(X ,T ) is a singleton
and supp(X ×X ,T ×T ) = supp(X ,T)× supp(X ,T), then we know that supp(X ×X ,T ×
T )⊂ ∆X . But {(T nx,T ny) : n ∈ F}∩∆X = /0 since d(T nx,T ny)> ε for n ∈ F , which is a
contradiction. (4)⇒(5) is obvious.
(5) ⇒ (3) Suppose that supp(X ,T) is not a singleton. Then supp(X2,T ×T )\∆X 6= /0,
since supp(X2,T ×T ) = supp(X ,T)× supp(X ,T ). By Lemma 3.8 there is a pair (u,v) ∈
supp(X2,T ×T )\∆X which are recurrent with positive lower density. Choose ε > 0 such
that B(u,2ε)∩B(v,2ε) = /0 and N(u,B(u,ε))∩N(v,B(v,ε)) has positive lower density,
Then the upper density of {n ∈ Z+ : d(T nu,T nv)< ε} is less than one. 
Remark 5.4. There are many examples of dynamical systems which are strongly proxi-
mal. It is shown in [20] that a hereditary subshift has zero topological entropy if and only
if it is proximal and unique ergodic, and then if and only if it is strongly proximal.
Remark 5.5. It is shown in [13] that there exists a strongly mixing subshift which is
strongly proximal [13]. Inspired by [27, Theorem 6.5], we can give a more simple exam-
ple of this type.
Let X ⊂{0,1}Z+ be the collection of x satisfying the following condition: if w is a word
of length 2n (where n ∈ N) appearing in x and if w starts with 1, then #{i : wi 6= 0} ≤ n.
It is clear that (X ,σ) is a subshift. Let L(X) denote the language of X , that is, the set
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L(X) := {x[0,k] : x ∈ X ,k ≥ 0}. If u,v ∈ L(X), then u0kw0∞ ∈ X for all sufficiently large
k, which shows that (X ,σ) is strongly mixing. It is easy to see that every point x∈ X goes
to 0∞ with Banach density one. Then the support of (X ,σ) is {0∞}, which implies that
(X ,σ) is strongly proximal.
Remark 5.6. By the variational principle of topological entropy, a strongly proximal
system must have zero topological entropy. But there are proximal systems with positive
topological entropy [29]. There also exists a proximal system with uniformly positive
entropy of all orders, that is each of its finite covers by non-dense open subsets has positive
topological entropy [14].
Proposition 5.7. Let (X ,T ) be a weakly mixing system. Then either BP(X ,T ) = X2 (and
supp(X ,T) is a singleton) or BP(X ,T) is a first category subset of X ×X disjoint with
Trans(X2,T ×T ).
Proof. If supp(X ,T) is a singleton, then by Theorem 5.2, we have that BP(X ,T) = X2.
Now we assume that supp(X ,T) is not a singleton. Let (x,y) be a transitive point of
(X2,T×T ). Since supp(X2,T×T )= supp(X ,T)×supp(X ,T ), we choose a point (u,v)∈
supp(X2,T ×T ) \∆X . Let U ×V be an open neighborhood of (u,v) with U ∩V = /0. By
Lemma 3.14, N((x,y),U ×V ) has positive upper Banach density. Thus (x,y) can not be
Banach proximal. 
A dynamical system (X ,T ) also induces a system on the hyperspace naturally [6]. Let
K(X) be the hyperspace on X , i.e., the space of non-empty closed subsets of X equipped
with the Hausdorff metric dH defined by
dH(A,B) = max
{
max
x∈A
min
y∈B
d(x,y), max
y∈B
min
x∈A
d(x,y)
}
for A,B ∈ K(X).
The transformation T induces natural a continuous self-map TK on the hyperspace K(X)
defined by
TK(C) = TC, for C ∈ K(X).
Then (K(X),TK) is also a dynamical system. It is natural to ask when (K(X),TK) is
proximal. Note that if a closed subset Y of X is strongly invariant (that is TY = Y ),
then Y is a fixed point in (K(X),TK). If (K(X),TK) is proximal and T is surjective, then
(X ,T) must be trivial. The following proposition shows that if (K(X),TK) is proximal
then (X ,T) is “almost” trivial. Recall that for K ⊂ X , if for every ε > 0 there is n ∈ N
with diam(T nK)< ε , then we call K a uniformly proximal set [3].
Proposition 5.8. Let (X ,T ) be a dynamical system. Then the following conditions are
equivalent:
(1) (K(X),TK) is proximal;
(2) ⋂∞n=0 T nX is a singleton;
(3) X is a uniformly proximal set.
Proof. (1)⇒(2) First note that we can regard (X ,T) as a subsystem of (K(X),TK) by
identifying x ∈ X with {x} ∈ K(X). By Theorem 5.1, there exists a fixed point x ∈ X . Let
Y =
⋂
∞
n=0 T nX . It is clear that Y is closed and strongly invariant. Then Y is a fixed point
in (K(X),TK). By Theorem 5.1 again, we have Y = {x}.
(2)⇒(3) The sequence {T nX} is decreasing under the inclusion relation since T X ⊂ X .
By the compactness of X , we have limn→∞ diam(T nX) = 0.
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(3)⇒(1) There exists a sequence {kn} in N such that limn→∞ diam(T knX) = 0. By the
compactness of X , there exists a point x ∈ X such that limn→∞ dH(T knX ,{x}) = 0, that is
(X ,{x}) is proximal in (K(X),TK). Therefore (K(X),TK) is proximal. 
6. BANACH SCRAMBLED SETS
Let (X ,T ) be a dynamical system. A pair of points (x,y) ∈ X is called asymptotic if
limn→∞ d(T nx,T ny)= 0. A subset S⊂X containing at least two points is called scrambled
(syndetically scrambled, Banach scrambled, respectively) if for any two distinct points
x,y ∈ S, (x,y) is proximal (syndetically proximal, Banach proximal, respectively) but
not asymptotic. Note that a subset S ⊂ X is scrambled (syndetically scrambled, Banach
scrambled, respectively) for (X ,T ) if and only if so is for (X ,T k) for every k ∈ N.
There are examples of dynamical systems with the whole space being a scrambled set
(see [16] and [17]). For these examples, by Theorem 5.1 the whole space is also a synde-
tically scrambled set. We show that the whole space also can be a Banach scrambled set.
Before the construction we need some concepts . Recall that a dynamical system (X ,T)
is scattering if for every minimal system (Y,S) the product system (X×Y,T ×S) is tran-
sitive. A point x ∈ X is equicontinuous if for every ε > 0, there is δ > 0 with the property
that d(x,y) < δ implies d(T nx,T ny) < ε for every y ∈ X and every n ∈ N. A transitive
system (X ,T) is called almost equicontinuous if there exists some equicontinuous point
in X . It is known that every almost equicontinuous transitive system (X ,T) is uniformly
rigid, that is for every ε > 0 there is n ∈ N such that d(x,T nx)< ε for every x ∈ X .
Theorem 6.1. There exists a dynamical system with the whole space being a Banach
scrambled set.
Proof. By [2, Corollary 4.14], there exists an almost equicontinuous scattering system
(X ,T) which is not minimal. Let Y = supp(X ,T ). Then Y is a proper subset of X , since
every almost equicontinuous E-system is minimal [12]. Let R =Y ×Y ∪∆X . Then R is an
invariant closed equivalence relation in X . We collapse Y to a single point, i.e., we take
the quotient space ˜X = X/R and denote by ˜T the map induced by T on X . Then ( ˜X , ˜T )
is a factor of (X ,T). Then ( ˜X , ˜T ) is strongly proximal, since the support of ( ˜X, ˜T ) is a
singleton. Note that (X ,T) is uniformly rigid, so is ( ˜X , ˜T ). Every non-diagonal pair in
˜X2 is recurrence in ( ˜X2, ˜T × ˜T ), and then not asymptotic. Hence, the whole space ˜X is a
Banach scrambled set. 
We say that a subset K of X is a Mycielski set if it can be presented as a countable union
of Cantor sets. For convenience, we restate here a version of Mycielskis theorem ([28],
Theorem 1) which we shall use later.
Theorem 6.2 (Mycielski Theorem). Let X be a complete second countable metric space
without isolated points. If R is a dense Gδ subset of X2, then there exists a dense Mycielski
subset K of X such that K2 ⊂ R⋃∆X .
A dynamical system (X ,T ) is said to be Li-Yorke chaotic if it has an uncountable scram-
bled set. Using the Mycielski Theorem, it is shown that many kinds of dynamical systems
are Li-Yorke chaotic, including weakly mixing systems [18], systems with positive topo-
logical entropy [7], and infinite transitive systems with at least one periodic point [17].
But in general, the Banach proximal relation is Fσδ and may not Gδ , so we can not ap-
ply the Mycielski Theorem to show the existence of Banach scrambled sets directly. For
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example, by Proposition 5.7 the Banach proximal relation of the full shift (Σ,σ) is a first
category subset of Σ×Σ. However, inspired by Proposition 4.14 in [26], we will show in
Corollary 6.6 that there is a dense Mycielski, σ -invariant Banach scrambled subset S of Σ
for σ .
Theorem 6.3. Let (X ,T ) be transitive system with X being infinite. If (X ,T ) is strongly
proximal, then there is a dense Mycielski, T -invariant Banach scrambled subset S of X.
Proof. For m,n ∈ Z+, put
Rm,n = {(x,y) ∈ X2 : (T mx,T ny) is a recurrent point in (X2,T ×T )}
Note that
Rm,n =
∞⋂
j=1
∞⋂
N=1
∞⋃
i=N
{
(x,y) ∈ X2 : d(T i+mx,T mx)< 1j ,d(T
i+ny,T ny)< 1j
}
,
which implies that Rm,n is a Gδ subset of X2. Choose a transitive point z ∈ X . Then Rm,n
is dense in X2 since {(T iz,T jz) : i, j ∈ Z+} ⊂ Rm,n for every m,n ∈ Z+. Let
R = Trans(X ,T)×Trans(X ,T)∩
⋂
m,n∈Z+
Rm,n.
Then R is a dense Gδ subset of X2. By the Mycielski Theorem, there exists a dense
Mycielski subset S of X such that S×S⊂R
⋃
∆X . Let K =
⋃
∞
i=0 T iS. Since S is scrambled,
T |S is injective, and then K is also a dense Mycielski subset S of X . For two distinct point
a,b ∈ K, there exist x,y ∈ S and m,n ∈ Z+ such that T mx = a and T ny = n. If x 6= y,
then (a,b) is a recurrent point in (X2,T ×T ) since (x,y) ∈ Rm,n. If x = y, then (a,b) is a
recurrent point in (X2,T ×T ) since x∈ Trans(X ,T). By the strong proximality of (X ,T),
(a,b) is Banach proximal, and then it is Banach scrambled. 
Theorem 6.4. Let (X ,T ) be a dynamical system with X being infinite. Assume that there
exists a sequence of strongly proximal transitive subsystems (Xn,T ) of (X ,T ) such that⋃
∞
n=1 Xn = X and Xi∩X j 6= /0 for i, j ∈N. Then there exists a dense Mycielski, T -invariant
Banach scrambled subset S of X.
Proof. Since (Xn,T ) is strongly proximal, there exists a fixed point in Xn which is the
unique minimal point in (Xn,T ). For i 6= j, (Xi∩X j,T ) is a subsystem of (X ,T ) and then
it contains some minimal point. Then there is a fixed point p ∈ X such that p ∈ ⋂∞n=1 Xn.
Since a strongly proximal transitive system is either perfect or singleton. We can choose
a non-empty subset I of N such that
⋃
i∈IXi = X , Xn is perfect and Xi 6= X j for every
n, i, j ∈ I with i 6= j. By Theorem 6.3, for every i ∈ I there is a dense Mycielski, T -
invariant Banach scrambled subset Si of Xi. Let S =
⋃
i∈I Si. Then S is a dense Mycielski,
T -invariant subset of X . Fix any two distinct point x,y ∈ S. There are i, j ∈ I such that
x∈ Si and y∈ S j. If i = j, then (x,y) is Banach proximal but not asymptotic. Now assume
that i 6= j. Since every (Xn,T ) is strongly proximal, both (x, p) and (y, p) is Banach
proximal, and then (x,y) is also Banach proximal. By the proof of Theorem 6.3, we also
have x ∈ Trans(Xi,T ) and y ∈ Trans(X j,T ), which implies that (x,y) can not asymptotic
since Xi 6= X j. Hence S is Banach scrambled. 
Theorem 6.5. Let (XP,σ) be a weakly mixing spacing shift. Then there exists a dense
Mycielski, σ -invariant Banach scrambled subset S of XP.
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Proof. Since P is thick, there exists a thick set Q ⊂ P such that N \Q is also thick. For
n ∈ N, let Qn = Q∪ ([0,n]∩P). Clearly,
⋃
n=1 Qn = P. Then
⋂
∞
n=1 XQn = P. By [21,
Proposition 2.1] and [5, Theorem 3.6] (XQn,σ) is weakly mixing and has zero topolog-
ical entropy. By Remark 5.4, (XQn,σ) is also strongly proximal. Now assumptions of
Theorem 6.4 are satisfied, which ends the proof. 
Corollary 6.6. For the full shift (Σ,σ), there is a dense Mycielski, σ -invariant Banach
scrambled subset S of Σ for σ .
Now we consider the interval maps. By an interval map we mean a continuous map
f : [0,1]→ [0,1]. It is shown in [9] that for an interval map, it has positive topological
entropy if and only if it has uncountable scrambled sets invariant under some power of f ,
and such scrambled sets can be chosen to be syndetically scrambled [25].
Theorem 6.7. If an interval map f has positive topological entropy, then there is a Cantor
set S ⊂ [0,1] such that S is Banach scrambled and f 2n(S)⊂ S for some n ∈ N.
Proof. Under the assumption, by Theorem 9 in [25] there exists n ∈ N, an f 2n-invariant
closed subset X ⊂ [0,1] such that (X , f 2n) is conjugate to the full shift (Σ,σ). Now the
result follows from Corollary 6.6. 
Theorem 6.8. If an interval map f is Li-Yorke chaotic, then it has a Cantor, Banach
scrambled set.
Proof. If f has positive topological entropy, the result follows from Theorem 6.7. If f
has zero topological entropy, the result follows from [22, Theorem 4.14] and the fact that
every proximal pair is Banach proximal for zero topological entropy maps [22]. 
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