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Abstract
In a recent manuscript, D.Vogan conjectures that four canonical glob-
alizations of Harish-Chandra modules commute with certain n−cohomology
groups. In this article we focus on the case of a complex reductive group and
prove that Vogan’s conjecture holds for one of the globalizations if and only
if it holds for the dual. We thus prove Vogan’s conjecture for the maximal
globalization if the reductive Lie group is complex and connected.
1 Introduction
In a recent manuscript [9, Conjecture 10.3], D.Vogan conjectures that four canoni-
cal globalizations of Harish-Chandra modules commute with certain n−cohomology
groups. In this article we consider an algebraic version of Vogan’s conjecture which
entails that the conjecture holds for one of the globalizations if and only if it holds
for the dual. We then prove this result for a connected complex reductive group.
Using the result that Vogan’s conjecture is known for the minimal globalization
[2], we can therefore conclude the conjecture is true for the maximal globalization,
when the reductive Lie group is complex and connected. We want to mention that,
utilizing a specific fibration defined in the proof of [4, Proposition 10.2], the ar-
gument given here for complex groups, reduces the general proof for a reductive
Lie group of Harish-Chandra class to a certain calculation with discrete series type
representations. Thus the work here can be seen as a partial proof for the general
case.
This article is organized as follows. In the second section we define the n−homology
and cohomology groups and recall some formulas that relate them. The third section
treats Harish-Chandra modules and globalizations. In the fourth section we state
Vogan’s conjecture and establish the algebraic version. We consider some properties
of flag spaces for complex reductive groups in section five. In section six we introduce
the standard modules and outline a reduction of the argument to the case of standard
modules for a restricted field of parameters. In section seven we begin the proof for
the case of a Borel subalgebra and show that the result holds for generic parameters.
The analytic localization is introduced in section eight and used to complete the
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proof began in section seven. In section nine we use induction in stages to extend
our result to parabolic subalgebras.
The authors would like to take this opportunity to thank David Vogan for contacting
us about his work relating to this conjecture.
2 n−homology and cohomology
Suppose G0 is a reductive group of Harish-Chandra class with Lie algebra g0 and
complexified Lie algebra g. By definition, a Borel subalgebra of g is a maximal
solvable subalgebra and a parabolic subalgebra of g is a subalgebra that contains a
Borel subalgebra. If p ⊆ g is a parabolic subalgebra then the nilradical n of p is
the largest solvable ideal in [p, p]. A Levi factor is a complementary subalgebra to
n in p. One knows that Levi factors exist and that they are exactly the subalgebras
which are maximal with respect to being reductive in p.
Fix a parabolic subalgebra p with nilradical n and Levi factor l. Let U(n) denote
the enveloping algebra of n and let C be the irreducible trivial module. If M is a
g−module then the zero n−homology of M is the l−module
H0(n,M) = C⊗U(n) M.
This definition determines a right exact functor from the category of g−modules
to the category of l−modules. The n−homology groups of M are the l−modules
obtained as the corresponding derived functors.
The right standard resolution of C is the complex of free right U(n)−modules given
by
· · · → Λp+1n⊗ U(n)→ Λpn⊗ U(n)→ · · · → n⊗ U(n)→ U(n)→ 0.
Applying the functor
−⊗U(n) M
to the standard resolution we obtain a complex
· · · → Λp+1n⊗M → Λpn⊗M → · · · → n⊗M →M → 0
of left l−modules called the standard n−homology complex. Here l acts via the
tensor product of the adjoint action on Λpn with the given action on M . Since U(g)
is free as U(n)−module, a routine homological argument identifies the pth homology
of the standard complex with the pth n−homology group
Hp(n,M).
One knows that the induced l−action on the homology groups of the standard
complex is the correct one.
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The zero n−cohomology of a g−module M is the l−module
H0(n,M) = HomU(n)(C,M).
This determines a left exact functor from the category of g−modules to the category
of l−modules. By definition, the n−cohomology groups of M are the l−modules
obtained as the corresponding derived functors. These l−modules can be calculated
by applying the functor
HomU(n)(−,M)
to the standard resolution of C, this time by free left U(n)−modules. In a natural
way, one obtains a complex of l−modules and pth cohomology of this complex
realizes the pth n−cohomology group
Hp(n,M).
Using the standard complexes one can deduce the following well known facts [6,
Section 2]:
Proposition 2.1 Suppose M is a g−module. Let p ⊆ g be a parabolic subalgebra
with nilradical n and Levi factor l. Suppose d denotes the dimension of n and M∗
denotes the g−module dual to M. Then we have the following natural isomorphisms:
(a) Hp(n,M) ∼= H
d-p(n,M)⊗ Λdn
(b)Hp(n,M
∗) ∼= Hp(n,M)∗ whereHp(n,M)∗ denotes the l−module dual to Hp(n,M).
3 Harish-Chandra modules and globalizations
Fix a maximal compact subgroup K0 of G0. Suppose we have a linear action of K0
on a complex vector space M . A vector m ∈ M is called K0−finite if the span of
the K0−orbit of m is finite-dimensional and if the action of K0 in this subspace is
continuous. The linear action of K0 in M is called K0−finite when every vector
in M is K0−finite. By definition, a Harish-Chandra module for (g, K0) is a finite
length g−module M equipped with a compatible, K0−finite, linear action. One
knows that an irreducible K0−module has finite multiplicity in a Harish-Chandra
module.
A representation of G0 in a complete locally convex topological vector space V is
called admissible if V has finite length (with respect to closed invariant subspaces)
and if each irreducible K0−module has finite multiplicity in V . When V is admissi-
ble, then each K0−finite vector in V is differentiable and the subspace of K0−finite
vectors is a Harish-Chandra module for (g, K0). The representation is called smooth
if every vector in V is differentiable. In this case, V is a g−module. For example,
one knows that an admissible representation in a Banach space is smooth if and
only if the representation is finite-dimensional.
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Given a Harish-Chandra module M , a globalization Mglob of M is an admissible
representation of G0 whose underlying (g, K0)−module of K0−finite vectors is iso-
morphic to M . By now, four canonical globalizations of Harish-Chandra modules
are known to exist. These are: the smooth globalization of Casselman and Wallach
[3], its dual (called: the distribution globalization), Schmid’s minimal globalization
[8] and its dual (the maximal globalization). All four globalizations are smooth and
functorial. In this article we focus on the minimal and maximal globalizations of
Schmid.
The minimal globalization Mmin of a Harish-Chandra module M is uniquely charac-
terized by the property that any (g, K0)−morphism ofM onto the K0−finite vectors
of an admissible representation V lifts to a unique, continuous G0−equivariant linear
map ofMmin into V . In particular,Mmin embeds continuously and G0−equivariantly
into any globalization of M . The construction of the minimal globalization shows
that it’s realized on a DNF space. This means that its continuous dual, in the strong
topology, is a nuclear Freche´t space. One knows that Mmin consists of analytic vec-
tors and that it surjects onto the analytic vectors in a Banach space globalization.
Like the other canonical globalizations, the minimal globalization is functorially ex-
act. In particular, a closed G0−invariant subspace of a minimal globalization is the
minimal globalization of its underlying Harish-Chandra module and a continuous
G0−equivariant linear map between minimal globalizations has closed range.
To characterize the maximal globalization, we introduce the K0−finite dual on the
category of Harish-Chandra modules. In particular, let M be a Harish-Chandra
module. Then the algebraic dualM∗ ofM is a g−module and a K0−module, but in
general not K0−finite. We define M
∨, the K0−finite (or Harish-Chandra) dual to
M , to be the subspace of K0−finite vectors in M
∗. Thus M∨ is a Harish-Chandra
module. In fact, the functor M 7→ M∨ is exact on the category of Harish-Chandra
modules. We also have the formula
(M∨)
∨ ∼=M .
The maximal globalization Mmax of M can be defined by the equation
Mmax = ((M
∨)min)
′
where the last prime denotes the continuous dual equipped with the strong topology.
In particular, Mmax is a globalization ofM . Observe that the maximal globalization
is an exact functor, since all functors used in the definition are exact. Because of
the minimal property of Mmin, it follows that any globalization of M embeds con-
tinuously and equivariantly into Mmax. Note that the continuous dual of a maximal
globalization is the minimal globalization of the dual Harish-Chandra module.
4 A conjecture by Vogan
In order to introduce Vogan’s conjecture, we need to be more specific about the
parabolic subalgebras we consider. Suppose p is a parabolic subalgebra of g. We
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say that p is nice if g0 ∩ p = l0 is the real form of a Levi factor l of p. In this case
l is called the stable Levi factor. When p is nice, then every G0−conjugate of p is
nice.
Suppose p is nice and l is the stable Levi factor. Then we define the associated Levi
subgroup L0 to be the normalizer of p in G0. One knows that L0 is a real reductive
group of Harish-Chandra class with Lie algebra l0. Let
θ : G0 → G0
be a Cartan involution corresponding to K0. The parabolic subalgebra will be called
very nice if θ(L0) = L0. In this case K0 ∩ L0 is a maximal compact subgroup of
L0. One knows that a nice parabolic subalgebra is G0−conjugate to a very nice
parabolic subalgebra and that two very nice parabolic subalgebras are conjugate
under K0 if and only if they are conjugate under G0. We also have the following
well known result [6, Proposition 2.24].
Proposition 4.1 Suppose p is a very nice parabolic subalgebra with L0 and l defined
as above. Let n be the nilradical of p and suppose M is a Harish-Chandra module
for (g, K0). Then both the n−homology groups and n−cohomology groups of M are
Harish-Chandra modules for (l,K0 ∩ L0).
Vogan’s conjecture is the following.
Conjecture 4.2 Suppose p is a very nice parabolic subalgebra with L0, l and n de-
fined as above. Let M be a Harish-Chandra module for (g, K0). Suppose Mglob
indicates one of the four canonical globalizations of M . Then the induced topolo-
gies of the n−cohomology groups Hp(n,Mglob) are Hausdorff and there are natural
isomorphisms of L0−representations
Hp(n,Mglob) ∼= H
p(n,M)glob
where Hp(n,M)glob denotes the canonical globalization to L0 of the Harish-Chandra
module Hp(n,M) for (l,K0 ∩ L0).
When p is a nice parabolic subalgebra, we will use the notation L0, l and n as above
throughout the remainder of this manuscript. We note that Proposition 2.1 implies
that Vogan’s conjecture holds for the n−cohomology groups if and only if it holds
for the n−homology groups.
Vogan’s conjecture is known for the case of the minimal globalization [2]. We now
show that Vogan’s conjecture for the dual representation is in fact equivalent to
a certain purely algebraic statement about n−homology groups and the Harish-
Chandra dual of a Harish-Chandra module.
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Proposition 4.3 Suppose that p is a very nice parabolic subalgebra and suppose
that Vogan’s conjecture holds for the n−cohomology groups of one of the canonical
globalizations. In particular, when M is a Harish-Chandra module, let Mglob denote
the globalization for which Vogan’s conjecture holds and let Mglob denote the dual
globalization. Thus
Mglob ∼=
(
(M∨)glob
)′
.
Let d= dimC(n). Then, in a natural way, the n−homology group Hp(n,M
glob) is
isomorphic to the dual globalization of Hd-p(n,M)
∨ ⊗ Λdn. That is:
Hp(n,M
glob) ∼=
(
Hd-p(n,M
∨)∨ ⊗ Λdn
)glob
In particular, Vogan’s conjecture holds for the dual globalization if and only if there
are natural isomorphisms
Hp(n,M) ∼= H
p(n,M∨)∨ ∼= Hd-p(n,M
∨)∨ ⊗ Λdn
for each p.
Proof: We assume the conjecture holds forMglob. Since the continuous dual is exact
on the category obtained by applying the canonical globalization to Harish-Chandra
modules, it follows, as in the proof of Proposition 2.1, that
Hp(n, (Mglob)
′) ∼= Hp(n,Mglob)
′.
Since Mglob is given by ((M∨)glob)
′ it follows that
Hp(n,M
glob) ∼= Hp
(
n,
(
(M∨)glob
)′)
∼= Hp
(
n, (M∨)glob
)′
∼=
(
(Hp (n, (M∨))glob
)′
∼=
(
Hp (n,M∨)
∨
)glob ∼= (Hd-p(n,M∨)∨ ⊗ Λdn)glob 
In this article we will prove the isomorphism
Hp(n,M) ∼= Hd-p(n,M
∨)∨ ⊗ Λdn
for p a very nice parabolic subalgebra and G0 a connected complex reductive group.
We call this isomorphism the algebraic version of Vogan’s conjecture.
5 Flag manifolds for a complex connected reduc-
tive group
Throughout the remainder of this manuscript, we assume that G0 is a connected
complex reductive group. Fix a compact real form K0 of G0. The corresponding
compact conjugation defines a Cartan involution θ : G0 → G0. In this section we
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consider the G0−conjugacy classes of parabolic subalgebras of g. We begin with a
specific construction for the complexification g.
Consider the real Lie algebra g0 × g0. We define a complex structure by specifying
the multiplication by i ∈ C as follows:
i · (ξ1, ξ2) = (iξ1,−iξ2) for (ξ1, ξ2) ∈ g0 × g0
The natural inclusion of g0 onto the diagonal in g0 × g0 extends uniquely to an
isomorphism of g with the complex Lie algebra defined on g0 × g0. We use this
identification throughout the article.
We first consider the G0−action on the full flag manifold X of Borel subalgebras of
g. Observe that the Borel subalgebras of g are exactly the subalgebras of the form
b10×b
2
0 where b
1
0 and b
2
0 are Borel subalgebras of g0. Choose a Cartan subalgebra h0
of g0 and fix a Borel subalgebra b0 of g0 that contains h0. Let ∆0 be the set roots
of h0 in g0 and let ∆
+
0 ⊆ ∆0 be the subset of positive roots determined by b0. Then
the corresponding Weyl group W0 parametrizes the G0−orbits on X as follows. For
each w ∈ W0 let b
w
0 be the Borel subalgebra of g0 defined by
bw0 = h0 +
∑
α∈∆+0
gwα0 .
Put
be = b = b0 × b0 and b
w = bw0 × b0 for each w ∈ W0.
Then one knows that each G0−orbit on X contains a unique point b
w. There is
a unique open G0−orbit on X and it consists of the nice Borel subalgebras. In
particular, if wl is the longest element in W0 then b
wl is nice since g0∩b
wl = h0. Let
H0 be the Cartan subgroup of G0 corresponding to h0. When K0 ∩H0 is a maximal
compact subgroup of H0 then the nice Borel subalgebra b
wl is very nice. Such a
Cartan subalgebra necessarily exists and will be called compactly compatible. The
points bw for w ∈ W0 are called special when they are defined with respect to a
compactly compatible Cartan subalgebra.
We briefly recall the Matsuki duality on X [7]. Let G be the complex Lie group
G = G0 × G0 equipped with the complex Lie algebra g and let K ⊆ G be the
complexification of K0. Observe that the Lie algebra k of K is given by
k = {(ξ1 + iξ2, ξ1 − iξ2) ∈ g0 × g0 : ξ1, ξ2 ∈ k0}
where k0 =Lie(K0). The Matsuki duality defines a bijection between G0−orbits and
K−orbits on X which can be realized in the following manner. Let h0 ⊆ b0 be a
compactly compatible Cartan subalgebra and define the Borel subalgebras bw of g
as above. Then one knows that there exists exactly one of the Borel subalgebras bw
in each K−orbit on X .
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In general, the parabolic subalgebras of g have the form p10 × p
2
0 where p
1
0 and p
2
0
are parabolic subalgebras of g0. We define a complex flag space Y for G0 to be a
G−conjugacy class of parabolic subalgebras of g (G defined as above). A complex
flag space will be called nice if it contains a nice parabolic subalgebra. If p = p10×p
2
0
then g0 ∩ p = p
1
0 ∩ p
2
0. In particular, p is nice if and only if l0 = p
1
0 ∩ p
2
0 is a common
Levi factor. In that case
g0 = l0 + n
1
0 + n
2
0
is a triangular decomposition, where n10, n
2
0 are the respective nilradicals. Thus the
G0−orbit of a nice parabolic subalgebra is the unique open orbit in a nice complex
flag space Y and the closed G0−orbit in Y contains parabolic subalgebras of the
form p = p0 × p0.
6 Standard modules and homology
We begin our proof with the case of a very nice Borel of g. The proof for a very
nice parabolic subalgebra will be based on this result. We mention that when
n is the nilradical of a Borel subalgebra then one knows that the n−homology
groups of a Harish-Chandra module are finite-dimensional. It follows from [5] that
the n−homology groups of the minimal and maximal globalizations are also finite-
dimensional.
Our proof will utilize a series of formal reductions along the lines of the arguments
given in [5]. In order to describe these reductions and introduce our methods, let
Z(g) be the center of the enveloping algebra of g. By definition a g−infinitesimal
character is a homomorphism of algebras
Θ : Z(g)→ C.
Suppose h is a Cartan subalgebra of g and let W denote the Weyl group of h in g.
Then a fundamental result of Harish-Chandra defines a bijection between the set of
g−infinitesimal characters and the set ofW orbits in h∗. For λ ∈ h∗ write Θ = W ·λ
for the corresponding infinitesimal character. The character is called regular if the
identity in W is the only element that fixes points in the corresponding W−orbit.
The first reduction we take from [5, Section 3] is the following.
Proposition 6.1 Suppose Vogan’s conjecture is true for Harish-Chandra modules
with regular infinitesimal character. Then it holds for all Harish-Chandra modules.
Let M be a g−module with regular infinitesimal character Θ = W · λ and suppose
b = h+ n is a Borel subalgebra of g containing h. Let ρ denote one-half the sum of
the roots of h in b. Then one knows that
Hp(n,M) =
⊕
w∈W
Hp(n,M)wλ+ρ
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where Hp(n,M)wλ+ρ is the corresponding wλ + ρ eigenspace for the h−action on
Hp(n,M).
Let ∆+ ⊆ h∗ be the set of positive roots defined by b. Then λ ∈ h∗ is called
antidominant with respect to b if
∨
β(λ) /∈ {1, 2, 3, . . .} ∀β ∈ ∆+.
We say λ is regular if
∨
β(λ) 6= 0 for each β ∈ ∆+
Thus λ is regular if and only if the infinitesimal character Θ =W · λ is regular. We
have the following [5, Section 3].
Proposition 6.2 Let n be the nilradical of a very nice Borel subalgebra b. Suppose
for each λ regular and antidominant with respect to b and for each Harish-Chandra
module M with infinitesimal character Θ =W · λ, there are natural isomorphisms
Hp(n,M)λ+ρ ∼= Hp(n,Mglob)λ+ρ .
Then Vogan’s conjecture holds for the nilradical of very nice Borel subalgebras and
the given globalization.
Recall that d= dimC(n). The algebraic version of the previous proposition is the
following.
Corollary 6.3 Let n be the nilradical of a very nice Borel subalgebra b. Suppose that
for each λ regular and antidominant with respect to b and for each Harish-Chandra
module M with infinitesimal character Θ =W · λ, there are natural isomorphisms
Hp(n,M)λ+ρ ∼= (Hd-p(n,M
∨)−λ+ρ)
∨
⊗ Λdn.
Then Vogan’s conjecture holds for the n−cohomology groups of a given canonical
globalization if and only if it holds for the n−cohomology groups of the dual global-
ization.
According to results in [5] it is sufficient to establish the above isomorphisms for
a certain class of Harish-Chandra modules called standard. We now consider the
geometric construction for these modules given in [4, Page 185]. We return to the
notation of the previous section. In particular, let b ⊆ g denote the complexification
of a Borel subalgebra b0 of g0 and fix a compactly compatible Cartan subalgebra
h0 of b0. Let H0 ⊆ G0 be the corresponding Cartan subgroup. For w ∈ W0 we
let w ∈ X be the point in the full flag space corresponding to the special Borel
subalgebra bw and let nw be the nilradical of bw. The Lie algebra nw determines a
9
set of positive roots ∆+w ⊆ h
∗. Let ρw ∈ h
∗ denote half the sum of the positive roots.
Suppose
χ : H0 → C
∗
is a continuous multiplicative character. We write µ ∈ h∗ to denote the element
corresponding to derivative of χ. For simplicity of notation we refer to the character
µ of H0. Put
λw = µ− ρw
the associated parameter. We say λw is antidominant if
∨
β(λw) /∈ {1, 2, 3, . . .} ∀β ∈ ∆
+
w .
Since the character µ of H0 extends uniquely to a character of the normalizer of
bw in G0, it thus determines an equivariant analytic vector bundle defined on the
G0−orbit Sw of b
w in X . The translation of sections determines a G0−action.
On the other hand, the right translation of analytic functions on G0 determines a
G0−action on this sheaf. Taking derivatives yields a g0−action and thus a g−action.
By identifying the sheaf of local sections of the homogeneous vector bundle with a
subsheaf of the analytic functions on G0, we define a differential condition as follows.
A local section σ is called polarized if ξr ·σ = 0 for each ξ ∈ n
w, where ξr ·σ indicates
the right action on local functions. We let A(w, µ) denote the corresponding sheaf
of polarized sections on Sw and let q denote the codimension of K−orbit of b
w. This
value q will be called the vanishing number of Sw. Then we have the following [4],
[1, Theorem 9.10].
Theorem 6.4 For each p = 0, 1, 2, . . . let Hpc (Sw,A(w, µ)) denote the compactly
supported sheaf cohomology groups on Sw.
(a) Hpc (Sw,A(w, µ)) carries a naturally defined DNF topology and a continuous
G0−action such that the resulting representation is admissible and naturally iso-
morphic to the minimal globalization of its underlying Harish-Chandra module.
(b) Hpc (Sw,A(w, µ)) has infinitesimal character Θ = W · λw.
(c) Hpc (Sw,A(w, µ)) = 0 for p < q
(d) If λw is antidominant and regular then H
p
c (Sw,A(w, µ)) = 0 for p > q
and Hqc (Sw,A(w, µ)) 6= 0.
The G0−equivariant sheaf A(w, µ) will be called the standard analytic sheaf with
parameter (w, µ). Put
A(w, µ) = Hqc (Sw,A(w, µ))
and call A(w, µ) the standard analytic module with parameter (w, µ). By definition
a standard Harish-Chandra module is the Harish-Chandra module of a standard
analytic module.
In order to state the last reduction we use, we introduce the following terminology.
Let wl denote the longest element in the Weyl group W0. We let b
l indicate the
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corresponding very nice Borel subalgebra and write nl to indicate it’s nilradical.
Suppose λl ∈ h
∗ is antidominant and regular with respect to nl. A given parameter
(w, µ) ∈ W0×h
∗ for a standard analytic module A(w, µ) will be called λl−compatible
if there exists t ∈ W0 such that
(i) twl = w
(ii) tλl = λw where λw is the associated parameter.
We note that a single standard analytic module maybe given by several different
parameters. However one knows that a λl−compatible parameter is unique if it
exists Thus we refer to the Harish-Chandra module of the standard λl−compatible
analytic module A(w, µ), with the understanding that (w, µ) is the λl−compatible
parameter. Observe that the associated parameter λw = µ−ρw is also antidominant
and regular. The last reduction we will use is the following [5].
Proposition 6.5 Let nl be the nilradical of the very nice Borel subalgebra bl. Sup-
pose that for each λl antidominant and regular and for each λl−compatible standard
Harish-Chandra module M there are natural isomorphisms
Hp(n,M)λ+ρ ∼=
(
Hd-p(n,M
∨)−λl+ρl
)∨
⊗ Λdn.
Then Vogan’s conjecture holds for the n−cohomology groups of a given canonical
globalization if and only if it holds for the n−cohomology groups of the dual global-
ization.
7 The generic proof for very nice Borel subalge-
bras
The basic tool in our proof for the case of the very nice Borel subalgebra bl will be
the analytic localization defined and studied in [4], However, the proof for generic
parameters can be expressed nicely in terms of properties of modules, which are
already established in [4, Proposition 9.10], so we begin with that case to illustrate.
The general case is a bit more complicated, and we carry out that computation in
the next section. Throughout the following two sections fix λl ∈ h
∗ antidominant
and regular with respect to nl. We begin with a formula [5, Proposition 2.5].
Proposition 7.1 SupposeM is the Harish-Chandra module of the standard λl−compatible
analytic module A(w, µ). Let q be vanishing number of the G0−orbit of b
l and let
Cµ denote the one-dimensional H0−module corresponding to the character µ.
If w 6= wl then Hp(n
l,M)λl+ρ = 0 for each p.
If w = wl then Hp(n
l,M)λl+ρ = 0 if p 6= q and Hq(n
l,M)λl+ρ
∼= Cµ
To finish the proof we need to analyze the homology groups Hp(n
l,M∨)−λl+ρ for M
as above. A simple calculation shows that
q =
d
2
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since the normalizer of bl in K is a Borel subgroup ofK. Thus d−q=q. In particular,
we would like to show that Hp(n
l,M∨)−λl+ρ = 0 unless p=q and w = wl, in which
case
Hq(n
l,M∨)−λl+ρ
∼= C2ρl−µ.
In order to describe M∨ we use an isomorphism of the standard Harish-Chandra
module M with a the Harish-Chandra module of a principal series representa-
tion. To characterize this isomorphism we can drop the assumption that M be
λl−compatible. Let ∆0 be the set of roots of h0 in g0. Since each α ∈ ∆0 extends
to a complex linear function on h we can identify ∆0 with a subset of ∆. Using this
identification, we have the following, which can be proved by an induction in stages
[4, Proposition 9.10].
Proposition 7.2 Let A(w, µ) be a standard analytic module . Suppose α ∈ ∆0 is
positive with respect to ∆+0 and that −α is simple with respect to the positive system
w∆+0 . Write λw = µ− ρw and assume that
∨
−α(λw) /∈ {1, 2, 3, . . .}
Let γ be the character of H0 whose derivative is given by γ = µ+ α.Then there is a
natural isomorphism of standard analytic modules
A(w, µ) ∼= A(sαw, γ)
where sα indicates the corresponding reflection in the Weyl group W0.
Put λsαw = γ − ρsαw. Thus λw = λsαw. Suppose that A(w, µ) is λl−compatible and
let t ∈ W0 such that twl = w and tλl = λw. Let β ∈ ∆0 be the element that satisfies
tβ = α. Then a simple calculation shows that A(sαw, γ) is an sβλl−compatible
standard analytic module.
Corollary 7.3 Suppose A(w, µ) is a λl−compatible standard analytic module. Let
α1, . . . , αk be a sequence of positive roots with respect to ∆
+
0 such that −αj is simple
with respect
sαj−1 · · · sa1w∆
+
0
and such that sαk · · · sa1 = w
−1. Let γ be the character of H0 whose derivative is
given by γ = µ+α1 + . . .+αk and let e denote the identity in W0. Then A(w, µ) is
naturally isomorphic to the principal series representation A(e, γ).
The fact that such a sequence of elements exists follows from a standard gymnastic
in the basics of Weyl groups [4, Lemma 10.6]. Put
λe = γ − ρe
then λe = λw.
A classical result about the duals of principal series now provides us with a geometric
description of M∨.
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Proposition 7.4 SupposeM is the Harish-Chandra module of the standard λl−compatible
analytic module A(w, µ). Let γ be defined as in the corollary above. Then there ex-
ists a natural isomorphism of M∨ with the Harish-Chandra module of the principal
series representation A(e,−γ + 2ρe).
For the moment assume that set{
β ∈ ∆ :
∨
β(λ) ∈ Z
}
is empty. We consider how the proof would go in this case. Observe −λl is antidom-
inant and regular. Thus we can repeat the above considerations to describe M∨ as
a (−λl)−compatible standard Harish-Chandra module. Using Proposition 7.1 we
can then compute the desired result. In particular we have the following.
Proposition 7.5 LetM be the Harish-Chandra module of the standard λl−compatible
analytic module A(w, µ). Suppose that{
β ∈ ∆ :
∨
β(λl) ∈ Z
}
= ∅.
Then M∨ is the Harish-Chandra module of the standard (−λl)−compatible analytic
module A(w,−µ+ 2ρw).
Thus the previous proposition together with Proposition 7.1 implies the desired
result. However the previous proposition is false if we drop the assumption that{
β ∈ ∆ :
∨
β(λ) ∈ Z
}
= ∅. Thus in order to calculate the nl−homologies in the
general case we will introduce the analytic localization in the next section.
8 Analytic Localization and n-homology
We begin by introducing a version of the abstract Cartan dual which is useful for
our purposes. Define an equivalence relation ∼ in the set h∗ ×W0 according to the
equation
(µ1, w1) ∼ (tµ2, tw2) for t ∈ W0.
In a natural way the linear structure in the first coordinate determines a linear
structure in the equivalences classes. The resulting complex vector space is called
the abstract Cartan dual and will be denoted by h∗ab. For each w ∈ W0 and each
λ ∈ h∗ab the evaluation λw of λ at the point w (done in the obvious fashion) defines
an isomorphism of h∗ab with h
∗. We can identify ∆0 with a subset of a well-defined
set of roots ∆ab0 in h
∗
ab and W0 with a well-defined group W
ab
0 acting on h
∗
ab.
To each λ ∈ h∗ab, we associate a twisted sheaf of differential operators Dλ, on the
flag variety X , as defined in [4, Section 1]. This sheaf carries a naturally defined
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DNF topological structure, due to the fact it is locally free as sheaf of modules over
the structure sheaf OX of holomorphic functions on X . One can define a category
of DNF sheaves of Dλ−modules and a corresponding derived category Ddnf(Dλ) [4,
Section 5].
Let Θ = W ·λ denote the infinitesimal character of Z(g) determined by λ and let UΘ
be the quotient of U(g) by the two-sided ideal generated by the kernel of Θ. Then
one knows that
Γ(X,Dλ) ∼= UΘ.
Using the natural DNF structure on UΘ, we can define a category of DNF UΘ−modules
and a corresponding derived category Ddnf(UΘ). Since the category of DNF sheaves
of Dλ−modules has enough acyclics for the functor of global sections, there is a
well-defined derived functor
RΓ : Ddnf(Dλ)→ Ddnf(UΘ).
Although it is important to realize that sheaf cohomologies may not have Hausdorff
topologies. On the other hand, when V is a DNF category of UΘ−module then one
can define the analytic localization as a completed tensor product
Λλ(V ) = Dλ⊗̂UΘV .
Using resolutions by free UΘ−modules, we obtain a corresponding derived functor
LΛλ : Ddnf(UΘ)→ Ddnf(Dλ).
One knows that the composition RΓ ◦ LΛλ is naturally isomorphic to the identity
on Ddnf(UΘ) and when Θ is regular, then RΓ and LΛλ are mutual inverses. When
working with derived functors on derived categories in this article, we will often
treat modules as objects in the derived category by identifying them with complexes
concentrated in degree zero.
For w ∈ W0 and F a sheaf of OX−modules the geometric fiber Tw(F) of F at the
point w ∈ X is defined by
Tw(F) = C⊗OXwFw
where OXw and Fw denote the respective stalks of these sheaves at the given point.
The following theorem summarizes the one of the main results of Hecht’s and Taylor’s
work.
Theorem 8.1 Let M be a Harish-Chandra module with infinitesimal character Θ
and suppose Θ is regular. For w ∈ W0 and let Sw be the G0−orbit of b
w ∈ X. Let
LpΛλ(Mmin) denote the pth homology of the object LΛλ(Mmin). Then we have the
following.
(a) Tw(LpΛλ(Mmin)) is a finite-dimensional H0−module naturally isomorphic to
Hp(n
w,M)λw+ρw .
(b) Let LpΛλ(Mmin) |Sw denote the restriction of LpΛλ(Mmin) to Sw. Then
LpΛλ(Mmin) |Sw
∼= A(w,Hp(n
w,M)λw+ρw).
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We return to the situation from the previous section. In particular, λl ∈ h
∗ is reg-
ular and antidominant with respect to bl and M is the Harish-Chandra module of
a standard λl−compatible analytic module A(w, µ). By Proposition 7.4 we know
that M∨ is isomorphic to the Harish-Chandra module of the principal series repre-
sentation A(e,−γ + 2ρe). Recall that λe + ρe = γ. Fix λ ∈ h
∗
ab whose evaluation at
be coincides with λe. Let s ∈ W
ab
0 such that
(sλ)e = w
−1λe.
Thus
(sλ)w = λw and (sλ)l = λl.
Let Sl denote the G0−orbit of bl. According to the previous theorem, in order to
establish the desired result it is sufficient to show that
LΛ−sλ(A(e,−γ + 2ρe)) |Sl
∼= 0 if w 6= wl
LΛ−sλ(A(e,−γ + 2ρe)) |Sl
∼= A(wl,−µ+ 2ρl) [q] if w = wl
where q is the vanishing number of Sl and A(wl,−µ + 2ρl) [q] denotes the complex
with the sheaf A(wl,−µ + 2ρl) in degree q and zeros elsewhere. In order to carry
out this calculation, we introduce the intertwining functor, as studied in [4, Sections
6 and 9]. Let α1, . . . , αk be the sequence of roots used to define the isomorphism of
A(w, µ) with the principal series representation A(e,−γ + 2ρe). Let β1, . . . , βk be
the sequence of simple roots in ∆ab0 defined by the condition that the evaluation of
βk−j+1 to the point sαj · · · sa1 · w ∈ X is αj. Thus
sβk · · · sβ1 = s.
For each βj, we define the intertwining functor
Iβj : Ddnf(D−sβj−1 ···sβ1λ)→ Ddnf(D−sβj ···sβ1λ) by Iβj = LΛ−sβj ···sβ1λ ◦RΓ.
Let A(e,−γ+2ρe)X denote the sheaf A(e,−γ+2ρe)X extended by zero to X . Then
A(e,−γ+2ρe)X is a DNF sheaf of D−λ−modules. Since A(e,−γ+2ρe) is a principle
series representation, it follows that
RΓ (A(e,−γ + 2ρe)X)
∼= A(e,−γ + 2ρe).
Using the fact that localization and global sections are an equivalence of derived
categories one deduces that
Iβk ◦ · · · ◦ Iβ1 (A(e,−γ + 2ρe)X)
∼= LΛ−sλ(A(e,−γ + 2ρe)).
The advantage of the intertwining functor is that it reduces the necessary calculation
to a series of calculations on the Riemann sphere.
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Lemma 8.2 The homology groups of Iβ1 (A(e,−γ + 2ρe)X) are supported in Se ∪
Ssαk . Put γ
′ = µ+ α1 + · · ·+ αk−1. Then
Iβ1 (A(e,−γ + 2ρe)X) |Ssαk
∼= A(sαk ,−γ
′ + 2ρsαk
) [1] .
Proof: The simple root αk ∈ ∆
+
0 defines a parabolic subalgebra p of g by writing
p = b + g−αk .
Let Yαk be the corresponding generalized flag space. We have the canonical projec-
tion
pi : X → Yαk .
The preimage of the G0−orbit of p inX is Se∪Ssαk and the preimage of the point p is
isomorphic to the Riemann sphere. pi−1({p})∩Se is a fixed point and pi
−1({p})∩S
sαk
is isomorphic with the complex plane. The description of the intertwining functor
spelled out in the proof of [4, Proposition 9.7] immediately implies that the homology
groups of Iβ1 (A(e,−γ + 2ρe)X) are supported in Se ∪ Ssαk and that the calculation
of these homology groups reduces to a calculation on the Riemann sphere. When
∨
αk(−λe) /∈ Z
then the theorem follows directly from the calculation in [4, Proposition 9.10], so
we may as well assume
∨
αk(−λe) ∈ {−1,−2,−3, . . .} .
In this case the actual calculations we need are not carried out in the appendix
of the Hecht and Taylor’s article, however the desired result can be easily obtained
utilizing their calculations. In particular, one easily checks that the homology groups
hp
(
Iβ1 (A(e,−γ + 2ρe)X)
)
are zero except when p is 0 and 1. The zeroth homology
of Iβ1 (A(e,−γ + 2ρe)X) is supported on Se and the restriction to this orbit is the
standard analytic sheaf A(e, χ) where χ is the character of H0 whose derivative is
defined by
χ = −γ + 2ρe +
∨
αk(λe)αk.
On the other hand, the first homology group of Iβ1 (A(e,−γ + 2ρe)X) |Se∪Ssαk is the
sheaf of polarized sections of a specific G0−equivariant line bundle on the manifold
Se ∪ Ssαk that satisfies
h1(Iβ1 (A(e,−γ + 2ρe)X)) |Se
∼= A(e, χ)
h1(Iβ1 (A(e,−γ + 2ρe)X)) |Ssαk
∼= A(sαk ,−γ
′ + 2ρsαk )

To complete the desired proof is now just a simple matter of induction. We formalize
this in the following proposition.
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Proposition 8.3 Maintain the notations from above. Put
wj = sαk−j+1sαk−j . . . sαk .
Thus wk = w. Let Swj be the G0−orbit of wj. Then the homology groups of
LΛ−sλ(A(e,−γ + 2ρe)) are supported in the set
S = Se ∪ Sw1 ∪ · · · ∪ Swk−1 ∪ Sw
and
LΛ−sλ(A(e,−γ + 2ρe)) |Sw
∼= A(w,−µ+ 2ρw) [q]
where q is the vanishing number of Sw.
Proof: Put u = sβk−1sβk−2 · · · sβ1. Using the previous lemma we may assume by
induction that LΛ−uλ(A(e,−γ + 2ρe)) is supported in
Sk−1 = Se ∪ Sw1 ∪ · · · ∪ Swk−1
Thus the morphism
LΛ−uλ(A(e,−γ + 2ρe))→
(
LΛ−uλ(A(e,−γ + 2ρe)) |Sk−1
)
X
is an isomorphism in the derived category Ddnf(D−uλ), where the right-hand complex
is extended by zero to all of X . By induction
LΛ−uλ(A(e,−γ + 2ρe)) |Swk−1
∼= A(wk−1,−µ+ α1 + 2ρwk−1)
[
qk−1
]
where qk−1 is the vanishing number of Swk−1. Put V = A(e,−γ + 2ρe). Since each
G0 is open in its closure and since the closure of aG0−orbit consists of that orbit and
other orbits of strictly lower dimension, it follows that Swk−1 is open in Sk−1 = Swk−1.
Thus we have an exact sequence of complexes of DNF D−uλ−modules
0→
(
LΛ−uλ(V ) |Swk−1
)
X
→ LΛ−uλ(V )→
(
LΛ−uλ(V ) |Sk−2
)
X
→ 0
where the left and right-hand complexes are extended by zero to all of X . Using
the inductive hypothesis LΛ−uλ(V ) |Swk−1
∼= A(wk−1,−µ+α1+2ρwk−1)
[
qk−1
]
. Now
apply the triangulated functor Iβ1 to the distinguished triangle(
A(wk−1,−µ+ α1 + 2ρwk−1)
[
qk−1
])
X
→ LΛ−uλ(V )→
(
LΛ−uλ(V ) |Sk−2
)
X
.
Then we obtain a distinguished triangle in the category Ddnf(D−uλ). Once again
using the inductive hypothesis, the homologies of the complex
Iβ1
((
LΛ−uλ(V ) |Sk−2
)
X
)
are supported on Sk−1. Thus we obtain an isomorphism
Iβ1
((
A(wk−1,−µ+ α1 + 2ρwk−1)
[
qk−1
])
X
)
|Sw
∼= Iβ1 (LΛ−uλ(V )) |Sw .
Therefore the desired result follows directly from the previous lemma. 
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9 The proof for a very nice parabolic subalgebra
In this section we use an induction in stages type argument and the result of the
previous section in a reduction to the fibre in order to establish the algebraic version
of Vogan’s conjecture for a very nice parabolic subalgebra of g.
As before, fix a Borel subalgebra b0 ⊆ g0 and a compactly compatible Cartan
subalgebra h0 ⊆ b0. Choose a parabolic subalgebra p0 of g0 that contains b0. Any
parabolic subalgebra of g0 is G0−conjugate to one of this type. Let n0 be the
nilradical of p0 and let ∆(n0) denote the set of roots of h0 in n0. The set of roots
of h0 in p0 is denoted by ∆(p0). Thus ∆(l0) = ∆(p0) − ∆(n0) is the set of roots
corresponding to the Levi factor l0 of p0 defined by
l0 = h0 +
∑
α∈∆(l0)
gα0 .
Put ∆(nop0 ) = −∆(n0). Then
p
op
0 = l0 +
∑
α∈∆(nop0 )
gα0
is a parabolic subalgebra of g0 with nilradical
n
op
0 =
∑
α∈∆(nop0 )
gα0 .
Let p be the parabolic subalgebra of g given by p = pop0 × p0. Thus p is a very nice
parabolic subalgebra of g and every very nice parabolic subalgebra is K0−conjugate
to one constructed in this way. Let Y indicate the generalized flag variety of the
G−conjugates to p.
Let n = nop0 × n0 be the nilradical of p and let l ⊆ p be the complexification of l0.
Put d= dimC (n). We want to show that there are natural isomorphisms
Hp(n,M) ∼= Hd-p(n,M
∨)∨ ⊗ Λdn
for each Harish-Chandra module M .
As in the argument for a Borel subalgebra there is a reduction to standard modules
and a geometric interpretation of the calculation in this case. We now consider
how this goes. In a natural way we can identify the Weyl group of h in l with a
subgroup Wl of W . In order to relate g−infinitesimal characters and l−infinitesimal
characters, we introduce the following notation. For δ ∈ h∗ we write
[δ] =Wl · δ
for the corresponding Z(l)−infinitesimal character. Suppose λ ∈ h∗ is regular and
M is a g−module with infinitesimal character Θ = W · λ. Then one knows that
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n−homology groups of M are a direct sum of Z(l)−eigenspaces. In particular, let
ρ (n) denote one-half the sum of the roots of h in n. Then
Hp(n,M) =
⊕
δ∈Θ
Hp(n,M)[δ+ρ(n)].
whereHp(n,M)[δ+ρ(n)] denotes the corresponding Z(l)−eigenspace inHp(n,M)[δ+ρ(n)].
Let ∆(l) and ∆(n) denote the respective sets of roots of h in l and n. An element
λ ∈ h∗ will be call antidominant for p if
∨
β(λ) /∈ {1, 2, 3, . . .} ∀β ∈ ∆(n).
This is equivalent to the condition that sλ is antidominant for some s ∈ Wl. The
following reduction is established in [2, Section 3].
Proposition 9.1 Let C−2ρ(n) denote the one-dimensional representation of L0 whose
derivative is −2ρ (n). Suppose that for each λ ∈ h∗ that is regular and antidomi-
nant for for p and for each Harish-Chandra module M with infinitesimal character
Θ = W · λ there are natural isomorphisms(
Hp(n,M)[λ+ρ(n)]
)∨ ∼= Hd-p(n,M∨)[−λ+ρ(n)] ⊗ C−2ρ(n).
Then Vogan’s conjecture holds for one of the canonical globalizations if and only if
it holds for the dual.
We reintroduce the abstract Cartan dual h∗ab. Put
Xp = {Borel subalgebras of g contained in p} .
Thus Xp is naturally identified with the complex flag variety of the associated Levi
subgroup L0. Indeed, in this case L0 is a connected complex reductive group. Using
specialization to Cartan subalgebras of l via Borel subalgebras from Xp, we can
identify the root spaces ∆(l) and ∆(n) with well-defined subsets ∆ab(l) ⊆ ∆ab and
∆ab(n) ⊆ ∆ab. We also identify the Weyl group Wl with a subgroup W
ab
l ⊆ W
ab.
This in turn allows us to identify W abl −orbits in h
∗
ab with l−infinitesimal characters.
We identify ρ (n) with an element of h∗ab.
Suppose w ∈ W0 and let A(w, µ) be a standard analytic module. If λ ∈ h
∗
ab then
A(w, µ) and its underlying Harish-Chandra module are called λ−compatible if
µ− ρw = λw.
The proof of the following proposition is contained in the proof of [1, Theorem 7.2]
Proposition 9.2 Suppose that for each regular and antidominant λ ∈ h∗ab and that
for each λ−compatible standard Harish-Chandra module M , there are natural iso-
morphisms (
Hp(n,M)[λ+ρ(n)]
)∨ ∼= Hd-p(n,M∨)[−λ+ρ(n)] ⊗ C−2ρ(n).
Then Vogan’s conjecture holds for one of the canonical globalizations if and only if
it holds for the dual.
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To calculate the n−homologies of a standard Harish-Chandra module we use the
so called induction in stages, the base change formula [1, Proposition 3.3 (b)] and
the identification of geometric fibers with n−homology groups [2, Proposition 1]. In
particular, suppose w ∈ W0. When b
w ⊆ p then the character µ of H0 determines,
in a natural way, a standard analytic module AXp (w, µ) for L0 associated to the
L0−orbit of b
w in Xp. Let q be the codimension of the K−orbit of p in Y . A simple
calculation shows that once again
q =
d
2
.
Then we have the following (consider the proof of [1, Theorem 7.2]).
Lemma 9.3 Suppose λ ∈ h∗ab is regular and antidominant. Let A(w, µ) be a λ−compatible
standard analytic module and let M denote its underlying Harish-Chandra module.
(a) If bw * p then Hp(n,M)[λ+ρ(n)] = 0 for all p.
(b) If bw ⊆ p then Hp(n,M)[λ+ρ(n)] = 0 if p 6=q and the minimal globalization of
Hq(n,M)[λ+ρ(n)] is naturally isomorphic to AXp (w, µ).
Thus, in the case that bw ⊆ p, we can use the work from Section 7, applied to the
flag variety Xp of L0, to obtain a description of
(
Hq(n,M)[λ+ρ(n)]
)∨
as the Harish-
Chandra module of a certain principal series representation of L0 associated to the
closed orbit on Xp. Before calculating the n−homologies Hd-p(n,M
∨)[−λ+ρ(n)] for
this case, we first deal with the other case, by proving the following Lemma.
Lemma 9.4 Suppose λ ∈ h∗ab is regular and antidominant and letM be the Harish-
Chandra module of a λ−compatible standard analytic module A(w, µ). Assume
bw * p. Then Hp(n,M∨)[−λ+ρ(n)] = 0 for all p.
Proof: Let V denote the minimal globalization of M∨. According to the main
result of [2] it is sufficient to prove that Hp(n, V )[−λ+ρ(n)] = 0 for all p. Since M
has infinitesimal character Θ = W · λ it follows V has infinitesimal character −Θ
(in fact we have given a geometric description of V in Section 7). To simplify our
consideration of derived functors we introduce the Hochschild resolution F·(V ) of V
[1, Section 2]. This is just a canonical resolution by free U−Θ−modules. Let
i : Xp → X
denote the inclusion and let i∗ denote the pull back in the category of sheaves of mod-
ules for the respective sheaves of holomorphic functions. Let ΓXp denote the global
sections for sheaves on Xp. Then one knows that there are natural isomorphisms
hp(ΓXp ◦ i
∗ ◦ Λ−λ(F·(V )) ∼= Hp(n, V )[−λ+ρ(n)]
where Λ−λ(F·(V )) defines the corresponding analytic localization. Since the homolo-
gies of Λ−λ(F·(V )) are acyclic for the functor i
∗ (Theorem 8.1), in order to prove the
desired result it is sufficient to prove that the homologies of Λ−λ(F·(V )) = LΛ−λ(V )
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are zero on G0−orbits which have nonempty intersection with Xp. But this result
follows immediately from the calculation made in the last section. In particular, put
bw = bw0 × b0.
Our hypothesis is that bw0  p
op
0 . That is, there are some roots in w∆
+
0 that are
not in ∆(nop0 ). Since these roots are positive with respect to ∆
+
0 , none of the orbits
describing the support of LΛ−λ(V ) have nonempty intersection with Xp and the
desired result follows. 
Let s ∈ W0 such that the L0−orbit of b
s is the closed orbit on Xp. Let α1, . . . , αk
be a sequence of roots in ∆(l0), positive with respect to ∆
+
0 , so that −αj is simple
with respect
sαj−1 · · · sa1w∆
+
0
and such that sαk · · · sa1 = sw
−1. Let γ be the character of H0 whose derivative is
given by γ = µ+ α1 + . . .+ αk. Thus A(w, µ) ∼= A(s, γ) and AXp (w, µ)
∼= AXp (s, γ)
as in Corollary 7.3. Since AXp(s, γ) is a principal series representation for L0 we
have a geometric description for the minimal globalization of the K0 ∩ L0−finite
dual of its underlying Harish-Chandra module. In particular, if we let W denote the
Harish-Chandra module of K0 ∩ L0−finite vectors in AXp(s, γ) then
(W∨)min
∼= AXp (s,−γ + 2ρ(l)s)
where 2ρ(l)s is the character of H0 whose derivative is the sum of the roots in ns ∩ l.
Thus in order to complete our proof it is sufficient to establish the following.
Proposition 9.5 Suppose λ ∈ h∗ab is regular and antidominant and let M be the
Harish-Chandra module of a λ−compatible standard analytic module A(w, µ). As-
sume bw ⊆ p and let V denote the minimal globalization ofM∨. ThenHp(n, V )[−λ+ρ(n)] =
0 except when p=q in which case
Hq(n, V )[−λ+ρ(n)] ⊗ C−2ρ(n) ∼= AXp (s,−γ + 2ρ(l)s).
Proof: Fix t ∈ W abl such that (tλ)s + ρs = γ. Adopting the notation from the
proof of the previous lemma, we have natural isomorphisms
hp(ΓXp ◦ i
∗ ◦ Λ−tλ(F·(V )) ∼= Hp(n, V )[−tλ+ρ(n)] = Hp(n, V )[−λ+ρ(n)].
On the other hand, we have calculated the homologies of the complex Λ−tλ(F·(V ))
in Proposition 8.3. In particular, let S be the G0−orbit of b
s and let j denote the
codimension of theK−orbit of bs. Let Kp denote the normalizer of p in K. Since the
K−orbit of bs intersects to the open Kp−orbit on Xp, it follows immediately that
j=q= d
2
. We have shown above that the homologies of Λ−tλ(F·(V )) are supported
in the closure of S and
Λ−tλ(F·(V )) |S∼= A(s,−γ + 2ρs) [q] .
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Therefore
i∗ ◦ Λ−tλ(F·(V ) ∼=
(
AXp(s,−γ + 2ρs)
)
Xp
[q]
where
(
AXp(s,−γ + 2ρs)
)
Xp
is the sheaf of polarized sections for the associated
L0−equivariant vector bundle extended by zero to all of Xp. Since AXp(s,−γ+2ρs)
is a principal series representation for L0, we see that
Hp(n, V )[−tλ+ρ(n)] = 0 except for p = q when Hq(n, V )[−tλ+ρ(n)] ∼= AXp (s,−γ + 2ρs).
Thus, in order to complete the proof, we only need to see that
AXp (s,−γ + 2ρs)⊗ C−2ρ(n) ∼= AXp (s,−γ + 2ρ(l)s).
But this is a standard calculation with principal series, since
2ρ(l)s + 2ρ (n) = 2ρs. 
We conclude with a statement of our main result.
Theorem 9.6 Let G0 be a connected, complex reductive group, K0 ⊆ G0 a compact
real form and g the complexified Lie algebra of G0. Suppose n is the nilradical of a
very nice parabolic subalgebra p of g. Let L0 ⊆ G0 denote the associated Levi sub-
group and let Mmax denote the maximal globalization of a Harish-Chandra module
M . Then, in a natural way, the n−cohomology groups Hp(n,Mmax) are representa-
tions of L0 and for each p, there are canonical isomorphisms
Hp(n,Mmax) ∼= H
p(n,M)max.
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