Abstract. This paper introduces a regularity condition in polynomial optimization. Under the condition, several local properties of the solution map and the optimal value function of parametric polynomial optimization problems are obtained. The genericity of the regularity condition is discussed at the end.
1. Introduction. We consider the following polynomial optimization problem minimize f (x) subject to x ∈ K, where K ⊂ R n is nonempty closed convex and f : R n → R is a polynomial function of degree d ≥ 1. The problem and the corresponding solution set are denoted by OP(K, f ) and Sol(K, f ), respectively. The optimal value of this problem is denoted by ϕ(f ).
This work is motivated by a paper of Lee and Pham [6] . Under the assumption that the constraint set K is compact, they established some stability properties of the solution map, the Karush-Kuhn-Tucker set-valued map, and of the optimal value function of polynomial optimization problems. Several genericity results for these problems have been obtained.
The present paper considers the case that the set K is non-compact and develops the main results concerning to the stability which were shown in [6] . To do this, we introduce a regularity condition which says that the solution set Sol(0 + K, f d ), where 0 + K is the recession cone of K and f d is the homogeneous component of degree d of f , is bounded. This regularity condition guarantees that several local properties of the solution map Sol(K, ·) (e.g., the local boundedness, the upper semicontinuity, and local upper-Hölder stability) and the optimal value function ϕ(·) (the local Lipschitz continuity) are true. We will show that the set of all polynomials g of degree d such that OP(K, g) is regular, denoted by R, is a generic open cone in the space of polynomials g of degree at most d, denoted by P d . Section 2 recalls some preliminary results on recession cones and the linear space of all polynomials of degree at most d. The definition and elementary properties of the regularity condition are shown in Section 3. Main results of the paper are presented in the next three sections. Section 4 investigates the local boundedness and upper semicontinuity of the solution map. The local upper-Hölder stability of the map Sol(K, ·) and the local Lipschitz continuity of the optimal value function ϕ(·) are proved in Section 5. The last section discusses the genericity of the regularity condition.
Preliminaries. Let us recall that a nonempty subset C in R
n is a cone if tx ∈ C for any x ∈ C and t > 0. If C is a closed cone then 0 ∈ C.
The recession cone of K, denoted by 0 + K, is the set of vectors v ∈ R n that are limits in direction of the sequences {x k } ⊂ K, namely
The cone K + is a closed convex cone and K = K + 0 + K. The set K is bounded if and only if 0 + K = {0}. One has 0
.., d}, and f 0 ∈ R. Then, f d is the leading term (or the recession polynomial) of the polynomial f of degree d. Clearly, one has
Remark 2.1. Assume that K is a cone, the polynomial f is homogeneous of degree d, and the solution set Sol(K, f ) is nonempty. Firstly, the set Sol(K, f ) is a closed cone. Indeed, letx ∈ Sol(K, f ) and t > 0. By definition, one has
By the homogeneity of f , f (x) ≥ f (tx) for all x ∈ K. Hence, tx belongs to Sol(K, f ), and Sol(K, f ) is a cone. The closedness of Sol(K, f ) is implied from the continuity of f and the closedness of K. Secondly, 0 ∈ Sol(K, f ) since the cone Sol(K, f ) is closed. It follows that f (x) ≥ f (0) = 0 for all x ∈ K, namely f is non-negative on K. Finally, Sol(K, f ) is the set of zero points of f in K,
Here, P d stands for the linear space of all polynomials of degree at most d. The dimension of P d is finite; it is denoted by ρ. Let X(x) be the vector consists of ρ monomials of degree at most d which is listed by lexicographic ordering
For every polynomial g ∈ P d , there exists a unique vector a ∈ R ρ such that g(x) = a T X(x). Then the norm of g is the 2 -norm of the polynomial g, namely
The Cauchy-Schwarz inequality claims that
In this paper, we mostly focus on the solution map of polynomial optimization problems defined by
and the optimal value function defined by
Throughout the paper, we assume that the constraint set K ⊂ R n is nonempty closed convex and the objective function f : R n → R is polynomial of degree d ≥ 1.
3. Definition and first properties. Let us introduce a new regular condition concerning to the special case of the set Sol(0
Definition 3.1. One says that the problem OP(K, f ) is regular if Sol(0
From Remark 2.1, we see that the boundedness of Sol(0
In other words, OP(K, f ) is regular if and only if Sol(0
The regularity condition has been partly used in quadratic programming with the assumption Sol(0
From now on, R denotes the set of g ∈ P d such that deg g = d and OP(K, g) is regular. We define
Clearly, we have R = E ∪ Z and E ∩ Z = ∅. It is easy to check that the sets E, Z are cones in P d , providing that these are nonempty. For any
, and OP(K, f ) obviously is regular. Hence, the polynomial optimization problems which were investigated in [6] always satisfy the regularity condition.
Remark 3.2. The set R is nonempty. Indeed, if K is bounded then Z = R = P d is nonempty. Suppose that K is unbounded. Then the cone 0 + K also is unbounded.
Then f is not bounded from below on 0 + K. This yields Sol(0 + K, f ) = ∅ and f ∈ E.
Example 3.3. Consider the case that n = 1, K = R and d = 2. One has
Since 0 + K = R, an easy computation shows that
Without loss of generality we can assume that x k = 0 for all k and x k −1 x k →x with x = 1. For every
, for any k. Dividing the last inequality by x k d and taking k → +∞, one has g
As x = 1, we havex = 0. It follows that g belongs to P d \ R. The closedness of P d \ R is proved. Now we will show that P d \ E is closed. Clearly,
and P d \ E is closed. The openness of E follows the closedness of P d \ E. The proof is complete.
We will discuss on the relation between the boundedness from below of the objective functions on constraint sets and the regularity condition.
Proof. Assume that Sol(0
This implies that f d is not bounded from below on 0 + K. There is an unbounded sequence {v
To obtain a contradiction, we suppose that f is bounded from below on K. There exists r 0 ∈ R such that f (x) ≥ r 0 for all x ∈ K. Let y ∈ K be fixed. For each k ∈ N, for any t > 0, we have y + tv k ∈ K and
Dividing both sides in (3.1) by t d and letting t → +∞, we obtain
Thus, f is not bounded from below on K. The assertion is proved.
On the contrary, we suppose that the assertion is false. Then there exists a sequence {x
Clearly, one has x k → +∞. Without loss of generality we can assume that
x k = 0 for all k, and x k −1 x k =x with x = 1. Dividing both sides in (3.2) by
. This is a contradiction. Hence, f is bounded from below on K. The proof is complete.
The following proposition gives a relation between the regularity condition and the boundedness of solution sets. Here, B(ε, d − 1) stands for the open ball in P d−1 with center at 0 and radius ε.
Proposition 3.7. The problem OP(K, f ) is regular if and only if for any positive number ε, the set following set is bounded:
Proof. Suppose that OP(K, f ) is regular and, on the contrary, there is anε such that Sε is unbounded. There exists an unbounded sequence {x k } and a sequence
By the unboundedness of {x k }, without loss of generality we can assume that x k = 0 for all k, and x k −1 x k =x with x = 1. Because of the boundedness of {g k }, we suppose that g k →ḡ. This leads toḡ ∈ P d−1 . By assumptions, one has
Dividing this inequality by x k d+1 and taking k → +∞, we obtain
It follows thatx ∈ Sol(0
. This contradicts to x = 1. Therefore, S¯ must be bounded. The assertion is proved.
Local boundedness and upper semicontinuity. This section investigates the local boundedness and the upper semicontinuity of the solution map Sol(K, ·).
Recall that the set-valued map S : T ⇒ R n is locally bounded atx if there exists an open neighborhood U ofx such that ∪ x∈U S(x) is bounded [8, Definition 5.14]. On the contrary, we suppose that O ε is unbounded. Then there exists an unbounded sequence {x k } and a sequence {g k } ⊂ B( , d) such that x k solves OP(K, f + g k ) with x k = 0 for every k, and x k −1 x k →x with x = 1. By the compactness ofB( , d), without loss of generality we can assume that g k → g with g ∈B( , d). By repeating the argument in the proof of Proposition 3.7, we can show thatx ∈ Sol (0
. From (4.2), the last solution set is contained in {0}. This contradicts to x = 1. Therefore, O is bounded.
The following proposition asserts that the solution map is locally empty on E providing that this set is nonempty.
Proposition 4.2. If E = ∅ and f ∈ E, then there exists > 0 such that the set Sol(K, f + g) is empty for any g ∈ P d satisfying g < ε.
Proof. According to Proposition 3.4 , E is open in P d . Then there exists > 0 such that if g ∈ P d satisfying g < ε then f + g ∈ E, and it follows from Proposition 3.5 that Sol(K, f + g) = ∅. The proof is complete.
The set-valued map S : T ⇒ R n is upper semicontinuous at x ∈ T iff for any open set V ⊂ R n such that S(x) ⊂ V there exists a neighborhood U of x such that S(x ) ⊂ V for all x ∈ U . Remind that if S is upper semicontinuous at every x ∈ T then S is said that to be upper semicontinuous on T . If S is closed, namely, the graph gph(S) is closed in T × R n , and locally bounded at
. It follows that g k → g and x k →x. Let y ∈ K be arbitrary fixed. By definition, one has g
. This leads tox ∈ Sol(K, g), and the graph is closed.
5. Other local properties. Theorem 4.1 plays an important role in the investigation of local properties of the solution map and the optimal value function of OP(K, f ). Here, we will prove the local upper-Hölder stability of Sol(K, ·) and the the local Lipschitz continuity of the optimal value function ϕ(·).
Lemma 5.1 ([7]
). Let U be a semi-algebraic subset represented by
, and q j (x), j ∈ [m], are polynomials. For any compact set V ⊂ R n , there are constants c > 0 and H > 0 such that
for all x ∈ V . Here we denote [r] + = max{r, 0}.
Theorem 5.2. Assume that K given by (5.1) and Sol(K, f ) = ∅. If the problem OP(K, f ) is regular, then the map Sol(K, ·) is locally upper-Hölder stable at f , i.e. there exist > 0, H > 0 and ε > 0 such that
for all g ∈ P d satisfying g − f < ε, where B is the closed unit ball in R n .
Proof. Suppose that OP(K, f ) is regular. According to Theorem 4.1, there exists ε > 0 such that Sol(K, f ) ⊂ O ε defined by (4.1) is bounded. Let V be the closure of O ε . It follows that V is a nonempty compact set. By the assumptions, we see that
Consider the function F : P d ×K → R n defined by
From (5.3), by applying Lemma 5.1 for U = Sol(K, f ) and the compact set V , there are constants c 0 > 0 and H > 0 such that
Let g ∈ P d be arbitrary given such that g − f < ε. Clearly, Sol(K, f ) and Sol(K, g) are subsets of V . By the compactness of V , we can define the constant L := max{ X(x) : x ∈ V }. Hence, one has
If Sol(K, g) = ∅ then (5.2) is obvious. Thus, we consider the case that Sol(K, g) = ∅. Since Sol(K, f ) is nonempty and closed, for any
By definition, one has |f (x g ) − ϕ(f )| = F (f, x g ). From (5.6) and (5.4), we see that
). Therefore, we obtain
). Since x g , x f ∈ V , it follows from (5.5) that
The inequality (5.7) and the last result lead to
where = c 0 (2L) H . Hence, the proof is complete. Now we will investigate the local Lipschitz continuity of the optimal value function ϕ(·). 
Proof. (a) ⇒ (b) Suppose that OP(K, f ) is regular. Since Sol(K, f ) = ∅, Theorem 4.1 says that there exists ε > 0 such that O ε defined by (4.1) is nonempty and bounded. Let V be the closure of O ε . Clearly, V is nonempty and compact. Let g ∈ P d be arbitrary given such that g − f < ε, we have
From (5.8), for any x f ∈ Sol(K, f ) and x g ∈ Sol(K, g), one has
and
These facts imply that
and the assertion (b) is proved. 
Sincex is a nonzero vector, there is l ∈ [n] such thatx l = 0. Consider the sequence of polynomials {g k } ⊂ P d given by
From (5.9), one has g k → f as k → ∞. Since K = K + 0 + K, let z ∈ K be given and t > 0, we have z + tx ∈ K and (5.10)
Dividing both sides in (5.10) by t d and letting t → +∞, we obtain
This means that ϕ(g k ) = −∞ for k ∈ N. Hence, ϕ(g k ) → −∞ as k → ∞. This contradicts to the finiteness and the continuity of ϕ(·) at f with ϕ(g k ) → ϕ(f ). Therefore, OP(K, f ) is regular, and the assertion (a) is proved. 6. Genericity. In this section, we will show that the regularity condition of polynomial optimization problems is generic.
Let T 1 , T 2 be topological spaces. One says that the subset A is generic in T 1 if A contains a countable intersection of dense and open sets in T 1 . If A is generic in T 1 and A ⊂ B then B also is generic in T 1 . It is well-known that if h : T 1 → T 2 is a homeomorphism and A is generic in T 1 then h(A) is generic in T 2 .
Let U ⊂ R m be a semi-algebraic set. Then there exists a decomposition of U into a disjoint union [2, Theorem 2.
The dimension is well-defined and not depends on the decomposition of S. Recall that if the dimension of a nonempty semi-algebraic set U is zero then U has finitely many points. Remind that if dim(R m \U ) < m then U generic in R m (see, e.g. [4, Lemma 2.3]). Here H d stands for the space generated by of all monomials of degree d listed by lexicographic ordering {x
, where
Lemma 6.1. Let U ⊂ R n be nonempty and 0 / ∈ U . The gradient vector of
Proof. In the proof, we are only interested in the monomials x Then, we have
where Q is a formula of x 1 , ..., x n and the other elements of b. From (6.1), an easy computation shows that
where the submatrix M i , with i ∈ [n], defined by
We observe that det(M i ) = dx
for all i ∈ [n]. Since 0 / ∈ U , for every x ∈ U there exists l ∈ [n] such that x l = 0. This implies that rank(M l ) = n. Hence, the rank of
Suppose that C is a polyhedral convex cone given by
where A = (a ij ) ∈ R p×n and rank(A) = p. Let Ψ K (g), where g ∈ P d , be the set of the Karush-Kuhn-Tucker points of OP(C, g), i.e. x ∈ Ψ C (g) if there exists λ ∈ R p such that
From the Karush-Kuhn-Tucker conditions, we see that
, we associate the pseudo-face C α of C, which is denoted and defined by
where a ij is the element in the i-th row and the j-th column of A. The number of pseudo-faces of C is finite. These pseudo-faces establish a disjoint decomposition of C. So, we obtain
The following proposition shows that the Karush-Kuhn-Tucker set-valued map of homogeneous polynomial optimization problems
is finite-valued on a generic semi-algebraic set of R η .
Proposition 6.2. Let C be a polyhedral convex cone given by (6.2). Then there exists a generic semi-algebraic set S ⊂ R η such that |Ψ C (b)| < ∞ for any b ∈ S.
Proof. Let C α be a nonempty pseudo-face of C and 0 / ∈ C α . This implies that X d (x) is nonzero on this pseudo-face. We consider the function
which is defined by
where A α x = (A i1 x, ..., A i |α| x ), i j ∈ α. Clearly, Φ α is a semi-algebraic function of class C ∞ . The Jacobian matrix of Φ α is determined as follows
where 0 u×v is the zero u × v-matrix. From Lemma 6.1, for all x ∈ C α , the rank of
By assumptions, we claim that the rank of the matrix DΦ α is n + |α| for all x ∈ C α . Therefore, 0 ∈ R n+|α|+|J| is a regular value of Φ α . According to the Sard Theorem with parameter [4, Theorem 2.4], there exists a generic semialgebraic set S α ⊂ R η such that if b ∈ S α then 0 is a regular value of the map
From the Regular Level Set Theorem [9, Theorem 9.9], we claim that if the set
is nonempty then it is a 0−dimensional semi-algebraic set. It follows that Ω(α, b) is a finite set. Moreover, from (6.3), one has
where π is the projection R n+|α| → R n which is defined by π(x, λ α ) = x. Hence,
If 0 ∈ C α then we define U := C α \ {0}. Clearly, U is semi-algebraic since C α and {0} are semi-algebraic. From (6.3), we see that 0 ∈ Ψ K (b). Hence,
From the previous argument, Ψ K (b) ∩ U is a finite set. By the decomposition (6.4),
is a finite set.
Take S = ∩ α⊂[p] S α , it follows that S is generic in R η and Ψ K (b) has finite points for any b ∈ S. Hence, |Ψ K (b)| < ∞ for all b in S. The proof is complete. where q 1 , ..., q m are convex polynomials, then the recession cone of K is a nonempty polyhedral convex cone. Indeed, we denote
For each j ∈ [m], K j is closed convex set, and 0 + K j is polyhedral convex (see [1, p.39] ). Since K = K 1 ∩ ... ∩ K m , according to [8, Proposition 3.9] , one has
If follows that 0 + K is a nonempty polyhedral convex cone. Hence, there exists A ∈ R p×n with rank(A) = p such that 0 + K = {x ∈ R n : Ax ≥ 0}.
Theorem 6.5. Assume that K is represented by (6.5). Then the set R, of all g ∈ P d such that OP(K, g) is regular, is generic in P d .
Proof. From Remark 6.4, the recession cone 0 + K is a nonempty polyhedral convex cone, where 0 + K = {x ∈ R n : Ax ≥ 0} with rank(A) = p. According to Corollary 6.3, there exists a generic set G d in H d such that | Sol(0 + K, g)| < ∞ for any g ∈ G d . Since the direct sum P d = H d ⊕ P d−1 , the set G := G d ⊕ P d−1 is generic in P d . It is easy to check that G ⊂ R. Hence, R is generic in P d . The assertion is proved.
As we previously mentioned, if K is compact then Z = P d . In Example 3.3, we see that R = {a 2 x 2 + a 1 x + a 0 : a 2 = 0, a 1 ∈ R, a 0 ∈ R} is open and dense in P 2 . In many case, E is generic in P d , accordingly, Sol(K, g) is empty for almost g ∈ P d . For example, when K = R and d = 3, one has E = {a 3 x 3 + a 2 x 2 + a 1 x + a 0 : (a 3 , a 2 , a 1 , a 0 ) ∈ R 4 , a 3 = 0}.
We conclude this section by an open question.
Question 6.6. What are necessary and/or sufficient conditions for the genericity of E (or Z) in P d ?
