In this paper we study the class of optimal entropy-transport problems introduced by Liero, Mielke and Savaré in Inventiones Mathematicae 211 in 2018. This class of unbalanced transport metrics allows for transport between measures of different total mass, unlike classical optimal transport where both measures must have the same total mass. In particular, we develop the theory for the important subclass of semi-discrete unbalanced transport problems, where one of the measures is diffuse (absolutely continuous with respect to the Lebesgue measure) and the other is discrete (a sum of Dirac masses). We characterize the optimal solutions and show they can be written in terms of generalized Laguerre diagrams. We use this to develop an efficient method for solving the semi-discrete unbalanced transport problem numerically. As an application we study the unbalanced quantization problem, where one looks for the best approximation of a diffuse measure by a discrete measure with respect to an unbalanced transport metric. We prove a type of crystallization result in two dimensions -optimality of the triangular latticeand compute the asymptotic quantization error as the number of Dirac masses tends to infinity.
Introduction
In this paper we study semi-discrete unbalanced optimal transport problems: What is the optimal way of transporting a diffuse measure to a discrete measure (hence the name semidiscrete), where the two measures may have different total mass (hence the name unbalanced )? As an application we study the unbalanced quantization problem: What is the best approximation of a diffuse measure by a discrete measure with respect to an unbalanced transport metric?
What is unbalanced optimal transport?
Classical optimal transport theory asks for the most efficient way to rearrange mass between two given probability distributions. Its origin goes back to 1781 and the French engineer Gaspard Monge, who was interested in the question of how to transport and reshape a pile of earth to form an embankment at minimal effort. It took over 200 years to develop a complete mathematical understanding of this problem, even to answer the question of whether there exists an optimal way of redistributing mass. Since the mathematical breakthroughs of the 1980s and 1990s, the field of optimal transport theory has thrived and found applications in crowd and traffic dynamics, economics, geometry, image and signal processing, machine learning and data science, PDEs, and statistics. Depending on the context, mass may represent the distribution of particles (people or cars), supply and demand, population densities, etc. For thorough introductions see, e.g., [20, 42, 45, 50] .
In classical optimal transport theory it is not necessary that the initial and target measures are both probability measures, but they must have the same total mass. In applications this is not always natural. Changes in mass may occur due to creation or annihilation of particles or a mismatch between supply and demand. Therefore so-called unbalanced transport problems, accounting for such differences, have recently received increased attention [14, 19, 30, 33] . Brief overviews and discussions of various formulations can be found, for instance, in [13, 46] . In this article we study the class of unbalanced transport problems called optimal entropytransport problems from [33] ; see Definition 2.4. In particular, we develop this theory for the special case of semi-discrete transport.
What is semi-discrete transport?
Semi-discrete optimal transport theory is about the best way to transport a diffuse measure, µ ∈ L 1 (Ω), Ω ⊂ R d , to a discrete measure, ν = M i=1 m i δ x i . These type of problems arise naturally, for instance, in economics in computing the distance between a population with density µ and a resource with distribution ν = M i=1 m i δ x i , where x i ∈ Ω represent the locations of the resource and m i > 0 represent the size or capacity of the resource. The classical semi-discrete optimal transport problem, where µ and ν are probability measures, has a nice geometric characterization. For example, for p ∈ [1, ∞), the Wasserstein-p metric W p is defined by
,
where M i=1 m i = Ω µ(x) dx = 1. This is an optimal partitioning (or assignment) problem, where the domain Ω is partitioned into the regions T −1 (x i ) of mass m i , i ∈ {1, . . . , M }, and each point x ∈ T −1 (x i ) is assigned to point x i . For example, in two dimensions, Ω could represent a city, µ the population density of children, x i and m i the location and size of schools, T −1 (x i ) the catchment areas of the schools, and W p (µ, ν) the cost of transporting the children to their assigned schools. If p = 2, it turns out that the optimal partition {T −1 (x i )} M i=1 is a Laguerre diagram or power diagram, which is a type of weighted Voronoi diagram: There exist weights w 1 , . . . , w M ∈ R such that T −1 (x i ) = {x ∈ Ω | |x − x i | 2 − w i ≤ |x − x j | 2 − w j ∀ j ∈ {1, . . . , M }}.
The transport cells T −1 (x i ) are the intersection of convex polytopes (polygons if d = 2, polyhedra if d = 3) with Ω. The weights w 1 , . . . , w M ∈ R can be found by solving an unconstrained concave maximization problem. If p = 1, the optimal partition {T −1 (
in an Apollonius diagram. See, e.g., [3, Sec. 6.4] , [20, Chap. 5] , [28] , [42, Chap. 5] , and Section 2.3 below, where we summarize the main results from classical semi-discrete optimal transport theory. In Section 3 we extend these results to unbalanced transport, where µ and ν no longer need to have the same total mass, and the Wasserstein-p metric is replaced by the unbalanced transport metric W from Definition 2.4. We prove that, also in the unbalanced case, the optimal partition is a type of generalized Laguerre diagram and it can be found by solving a concave maximization problem for a set of weights w 1 , . . . , w M ; see Theorems 3.1 and 3.2. This problem is natural from a modelling perspective, for example to describe a mismatch between the demand of a population µ and the supply of a resource ν, and to model the prioritization of high-density regions at the expense of areas with a low population density.
For unbalanced transport, there is no one, definitive transport cost. As as first application of our theory of semi-discrete unbalanced transport, in Examples 3.13 and 3.14, we use it to compare different unbalanced transport models. As a second application, in Section 4, we apply it to the quantization problem.
What is quantization?
Quantization of measures refers to the problem of finding the best approximation of a diffuse measure by a discrete measure [24] , [27, Sec. 33] . For example, the classical quantization problem with respect to the Wasserstein-p metric, p ∈ [1, ∞), is the following: Given µ ∈ L 1 (Ω), Ω ⊂ R d , Ω µ(x) dx = 1, find a discrete probability measure ν = M i=1 m i δ x i that gives the best approximation of µ in the Wasserstein-p metric,
(1.1)
We call Q M p the quantization error. Problems of this form arise in a wide range of applications including economic planning and optimal location problems [6, 7, 11] , finance [41] [10, 31] , and approximation of initial data for particle (meshfree) methods for PDEs. If µ is a discrete measure, with support of cardinality N M , then applications include image and signal compression [16, 23] and data clustering (k-means clustering) [36, 47] . If ν is a one dimensional measure (supported on a set of Hausdorff dimension 1), then the quantization problem is known as the irrigation problem [35, 39] . An alternative approach to quantization using gradient flows is given in [12] .
It can be shown that the quantization problem (1.1) can be rewritten as an optimization problem in terms of the particle locations {x i } M i=1 and their Voronoi tessellation:
where
and where
is an optimal quantizer of µ with respect to the Wasserstein-p metric. See for instance [10, Sec. 4.1] , [29, Sec. 7] and Theorem 4.1. In the vector quantization (electrical engineering) literature J is known as the distortion of the quantizer [23] .
The quantization problem with respect to the Wasserstein-2 metric is particularly well studied. In this case it can be shown that critical points of J are generators of centroidal Voronoi tessellations (CVTs) of M points [15] ; this means that ∇J(x 1 , . . . , x M ) = 0 if and only if x i is the centre of mass of its own Voronoi cell V i for all i,
In general there does not exist a unique CVT of M points, as illustrated in Fig. 1 , and J is non-convex with many local minimisers for large M . Equation (1.3) is a nonlinear system of equations for x 1 , . . . , x M . A simple and popular method for computing CVTs is Lloyd's algorithm [15, 18, 34, 44] , which is a fixed point method for solving the Euler-Lagrange equations (1.3). In Sections 4.1 and 4.2 we extend these results to unbalanced quantization, where the Wasserstein-p metric in (1.1) is replaced by the unbalanced transport metric W (defined in equation (2.6)) and where µ and ν need not have the same total mass. In Theorem 4.1 we prove an expression of the form (1.2), which states that the unbalanced quantization problem can be reduced to an optimization problem for the locations x 1 , . . . , x M of the Dirac masses. This optimization problem is again formulated in terms of the Voronoi diagram generated by x 1 , . . . , x M . In Section 4.2 we solve the unbalanced quantization problem numerically, which includes extending Lloyd's algorithm to the unbalanced case.
We conclude the paper in Section 4.3 by studying the asymptotic unbalanced quantization problem: What is the optimal configuration of the particles x 1 , . . . , x M as M → ∞? How does the quantization error scale in M ? Consider for example the classical quantization problem (1.1) with p = 2, |Ω| = 1, µ = 1 and M fixed. From above, we know that an optimal quantizer ν corresponds to an optimal CVT of M points, where optimal means that the CVT has lowest energy J amongst all CVTs of M points. Gersho [22] conjectured that, as M → ∞, the Voronoi cells of the optimal CVT asymptotically have the same shape, i.e.,
• Section 3.2: We develop numerical algorithms for solving the semi-discrete unbalanced transport problem and numerically illustrate novel phenomena of unbalanced transport (Example 3.13). In particular, we show qualitative differences between different unbalanced transport models and examine the effect of changing the length scale, which typically is intrinsic to unbalanced transport models.
• Sections 4.1 and 4.2: We extend the theory of optimal transport-based quantization of measures to unbalanced transport, deriving in particular an equivalent Voronoi tessellation problem (Theorem 4.1), which turns out to be just as simple as the known corresponding formulation in classical transport. The interesting fact here is that the simple geometric Voronoi tessellation structure survives when passing from balanced to unbalanced transport. We also illustrate unbalanced quantization numerically, extending the standard algorithms to the unbalanced case.
• Section 4.3: In two spatial dimensions, where crystallization results from discrete geometry are available, we derive the optimal asymptotic quantization cost and the optimal asymptotic point density for quantizing a given measure µ using unbalanced transport (Theorem 4.14). The interesting, novel effect in this unbalanced setting is that the optimal point density depends nonlocally on the global mass distribution in such a way that whole regions with positive measure may be completely neglected in favour of regions with higher mass.
Setting and Notation
Throughout this article we work in a domain Ω = U for U ⊂ R d open and bounded. (In principle, results could be extended to more general metric spaces such as Riemannian manifolds.) The Euclidean distance on R d is denoted d(·, ·), and we will write π i : Ω × Ω → Ω, for the projections π i (x 1 , x 2 ) = x i , i = 1, 2. The (d-dimensional) Lebesgue measure of a measurable set A ⊂ R d will be indicated by L(A) or |A| for short, its diameter by diam(A). By M + (Ω) we denote the set of nonnegative Radon measures on Ω, and P(Ω) ⊂ M + (Ω) is the subset of probability measures. The notation µ ν for two measures µ, ν ∈ M + (Ω) indicates absolute continuity of µ with respect to ν, and the corresponding Radon-Nikodym derivative is written as dµ dν . The restriction of µ ∈ M + (Ω) to a measurable set A ⊂ R d is denoted µ A, and its support is denoted spt µ. For a Dirac measure at a point x ∈ R d we write δ x . The pushforward of a measure µ under a measurable map T is denoted T # µ.
The spaces of Lebesgue integrable functions on U or of µ-integrable functions with µ ∈ M + (Ω) are denoted L 1 (U ) and L 1 (µ), respectively. Continuous functions on Ω are denoted by C(Ω).
Background
The purpose of this section is a short introduction to classical, unbalanced, and semi-discrete transport.
Optimal transport
Here we briefly recall the basic setting of optimal transport. For a thorough introduction we refer, for instance, to [45, 50] . For µ, ν ∈ P(Ω) the set
is called the couplings or transport plans between µ and ν. A measure γ ∈ Γ(µ, ν) can be interpreted as a rearrangement of the mass of µ into ν where γ(x, y) intuitively describes how much mass is taken from x to y. The total cost associated to a coupling γ is given by
where c : Ω × Ω → [0, ∞] and c(x, y) specifies the cost of moving one unit of mass from x to y. The optimal transport problem asks for finding a γ that minimizes (2.2) among all couplings Γ(µ, ν),
Under suitable regularity assumptions on c, existence of minimizers follows from standard compactness and lower semi-continuity arguments.
is lower semi-continuous, then minimizers of (2.3) exist. The minimal value may be +∞.
Unbalanced transport
The optimal transport problem (2.3) only allows the comparison of measures µ, ν with equal mass. Otherwise, the feasible set Γ(µ, ν) is empty. Therefore, so-called unbalanced transport problems have been studied, where mass may be created or annihilated during transport and thus measures of different total mass can be compared in a meaningful way. See Section 1 for context and references. Throughout this article we consider unbalanced optimal entropy-transport problems as studied in [33] . The basic idea is to replace the hard marginal constraints π 1# γ = µ, π 2# γ = ν in (2.1) with soft constraints where the deviation between the marginals of γ and the measures µ and ν is penalized by a marginal discrepancy function. This allows more flexibility for feasible γ. We focus on a subset of the family of marginal discrepancies considered in [33] . 
Note that the integrand is only defined µ-almost everywhere. F is (sequentially) weakly- * lower semi-continuous [1, Thm. 2.34] .
We extend the domain of definition of F to R by setting F (s) = ∞ for s < 0. The Fenchel-Legendre conjugate of F is then the convex function F * : R → (−∞, +∞] defined by 
The Fenchel-Legendre conjugate is given by F * KL (z) = e z − 1.
Definition 2.4 (Unbalanced optimal transport problem). Let F be as in Definition 2.2 and let F be the induced marginal discrepancy. Let µ, ν ∈ M + (Ω) and c : Ω × Ω → [0, ∞] be lower semi-continuous. The corresponding unbalanced transport cost E :
and induces the optimization problem
. Minimizers of (2.6) exist. The minimal value may be +∞.
Remark 2.6. Observe that F(ρ|µ) = ∞ whenever ρ µ and F(ρ|ν) = ∞ whenever ρ ν. This guarantees that π 1# γ µ and π 2# γ ν for all feasible γ, where feasible means that E(γ) < ∞. Thus, when µ L and ν is discrete, as in the semi-discrete setting (which will be discussed in the following section), then the first and second marginal of any feasible γ will share these properties.
In this article we focus on cost functions c that can be written as increasing functions of the distance between x and y. The following examples shall be used throughout for illustration. They all feature a radial transport cost c in the sense of Definition 2.7.
Example 2.8 (Unbalanced transport models).
(a) Standard Wasserstein-2 distance (W2). Classical balanced optimal transport can be recovered as a special case of Definition 2.4 by choosing F(ρ|µ) = 0 if ρ = µ and ∞ otherwise. This corresponds to
Then E(γ) < ∞ only if γ ∈ Γ(µ, ν), and therefore (2.6) reduces to (2.3). In particular, the Wasserstein-2 setting is obtained for c(x, y) = d(x, y) 2 , and the Wasserstein-2 distance is defined by W 2 (µ, ν) = W (µ, ν).
(b) Gaussian Hellinger-Kantorovich distance (GHK). This distance is introduced in [33, Thm. 7 .25] using
(c) Wasserstein-Fisher-Rao or Hellinger-Kantorovich distance (WFR). This important instance of unbalanced transport was introduced in different formulations in [30, 14, 33 ] whose mutual relations are described in [13] . In Definition 2.4 one chooses
and the Wasserstein-Fisher-Rao distance is defined by WFR(µ, ν) = W (µ, ν). The distance WFR is actually a geodesic distance on the space of non-negative measures over a metric base space. From c WFR (x, y) = ∞ for d(x, y) ≥ π 2 , we learn that mass is never transported further than previous examples has an infinite slope at 0, which in Definition 2.4 leads to a strong incentive to achieve π 1# γ µ and π 2# γ ν. The following mere quadratic discrepancy does not have this property,
Unsurprisingly, the structure of the function F has a great influence on the behaviour of the unbalanced optimization problem (2.6).
Often it is helpful to analyze corresponding dual problems where the conjugate function F * appears. We gather some properties of F * , implied by the assumptions on F in Definition 2.2 and on some additional assumptions that we will occasionally make in this article. Lemma 2.9 (Properties of F * ). Let F satisfy the assumptions given in Definition 2.2. Then
(v) F * is real-valued and continuous on R;
(vi) if F is strictly convex on its domain, then F * is continuously differentiable on R;
, and (iii) imply dom(F * ) = R. By convexity, F * is therefore continuous.
(vi) This is a special case of a classical result in convex analysis, which can be found, for instance, in [43, Thm. 26.3] .
. . and u 1 , u 2 , . . . be sequences with z n → −∞ as n → ∞ and u n ∈ ∂F * (z n ). By monotonicity of F * , (ii), we have u n ≥ 0. By (iii) and convexity one finds 0
Remark 2.10 (Feasibility for finite F (0)). Note that for F (0) < ∞ the trivial transport plan γ = 0 leads to a finite cost in (2.5) so that W (µ, ν) < ∞ for all µ, ν ∈ M + (Ω).
Semi-discrete transport
An important special case of the classical balanced optimal transport problem (2.3) is the case where µ is absolutely continuous with respect to the Lebesgue measure,
and ν is a discrete measure,
with m i > 0, x i ∈ Ω, and x i = x j for i = j. See Section 1 for context and references. In this section we review the special structure of problem (2.3) that follows from (2.7). For instance, optimal couplings for (2.3) turn out to have a very particular form: the domain Ω is partitioned into cells, one cell for each discrete point x i , and mass will only be transported from each cell to its corresponding discrete point. The shape of the cells is determined by µ, ν and the cost function c and can be expressed with the aid of Definition 2.11. Problem (2.3) can be rewritten explicitly as an optimization problem in terms of the cells. This tessellation formulation is given in Theorem 2.13, and its optimality conditions are described in Theorem 2.15.
Definition 2.11 (Generalized Laguerre cells).
Given a transportation cost c and points x 1 , . . . , x M ∈ Ω, we define the generalized Laguerre cells corresponding to the weight vector w ∈ R M by
The residual of Ω, the set not covered by any of the cells C i , is defined by
Note that R can also be written as
, which does not depend on w ∈ R M . Note also that, if a = λ(1, 1, . . . , 1) ∈ R M is a vector with all components equal, then
Example 2.12 (Generalized Laguerre cells [3] ).
(a) Voronoi diagrams. If c is radial (see Definition 2.7) and finite, then the collection of generalized Laguerre cells with weight vector 0
, is just the Voronoi diagram generated by the points x 1 , . . . , x M . The residual set R = ∅. Theorem 2.13 (Dual tessellation formulation for semi-discrete transport). Assume that µ and ν satisfy (2.7) and µ(Ω) = ν(Ω). Let the cost function c be radial (see Definition 2.7) and W OT (µ, ν) < ∞. Then
Remark 2.14 (Existence of optimal weights). Maximizers for (2.10) do not always exist, even when W OT (µ, ν) < ∞. A simple sufficient condition for existence is that c is bounded from above on Ω × Ω. More details can be found, for instance, in [50, Thm. 5.10].
Theorem 2.15 (Optimality conditions).
Under the conditions of Theorem 2.13, a coupling γ ∈ Γ(µ, ν) and a vector w ∈ R M are optimal for W OT (µ, ν) in (2.3) and (2.10) respectively, if and only if
Proofs of Theorem 2.13 and Theorem 2.15 can be found below and for example in [2] or [28] under various assumptions on c. The latter relies on the existence of an optimal Monge map T : We provide proofs of Theorems 2.13 and 2.15 for two reasons: They serve as preparation for the proof of Theorems 3.1 and 3.2 in the case of semi-discrete unbalanced transport, which generalize Theorems 2.13 and 2.15. In addition, they deal with the technical aspect that our cost function may take the value +∞ at finite distances. For this we rely on the following lemma, which essentially provides the existence of a Monge map in the semi-discrete setting (Corollary 2.17). 
Proof. Fix i = j and w ∈ R M and recall that c(x, y) = (d(x, y)). We have
and we will show that the d-dimensional Hausdorff measure of each A n is zero, H d (A n ) = 0, which implies |A n | = 0 and thus also
where 
The above dual problem thus becomes
Next, for fixed w, one can explicitly maximize over φ, which corresponds to pointwise maximization subject to the constraint. We denote the maximizer by φ w to emphasize the dependency on w,
Since W OT (µ, ν) < ∞ (and c is bounded from below in our setting) one must have φ w ∈ L 1 (µ) for all w ∈ R M , and we find
Since φ w ∈ L 1 (µ) for any w ∈ R M , the residual set R must be µ-negligible; likewise, the intersection of generalized Laguerre cells is µ-negligible by Lemma 2.16. Consequently,
which leads to the desired result.
Proof of Theorem 2.15. The condition γ ∈ Γ(µ, ν) implies that γ can be written as 15) where the inequality is an equality if and only if γ is optimal. Let w ∈ R M . From (2.14) with φ w given by (2.13) we find 16) where the inequality is an equality if and only if w is optimal. Subtracting (2.16) from (2.15) yields
with equality if and only if γ and w are optimal. By definition of φ w the integrand in each term of the sum is nonnegative and strictly positive for x / ∈ C i (w). Therefore (2.17) is an equality if and only if γ i is concentrated on C i (w) for all i ∈ {1, . . . , M }. Combining absolute continuity with respect to the Lebesgue measure of µ and γ i and Lemma 2.16 implies that the unique choice is γ i = µ C i (w). Due to the second marginal constraint this implies
The above results imply the existence of an optimal Monge map for the semi-discrete problem.
Corollary 2.17 (Existence of Monge map).
If a maximizer w ∈ R M of (2.10) exists (cf. Remark 2.14), then the optimal coupling γ in Theorem 2.13 is induced by a transport map
. By virtue of Lemma 2.16 and since µ L, T is well-defined µ-almost everywhere.
Example 2.18 (Optimal tessellations for Wasserstein distances). Let µ and ν satisfy (2.7).
(a) Wasserstein-2 distance. Let c(x, y) = |x − y| 2 . If T is an optimal Monge map, then the optimal transport cells T −1 ({x i }) are the Laguerre cells (or power cells) C i (w) with weight vector w = (ψ(x 1 ), . . . , ψ(x M )), where ψ : Ω → R is an optimal Kantorovich potential for the dual transport problem (2.12).
(b) Wasserstein-1 distance. Let c(x, y) = |x − y|. If T is an optimal Monge map, then the optimal transport cells T −1 ({x i }) are the Apollonius cells C i (w) with weight vector w = (ψ(x 1 ), . . . , ψ(x M )), where ψ is an optimal Kantorovich potential.
Semi-discrete unbalanced transport
In this section we consider semi-discrete unbalanced transport. That is, we study (2.6) for the cases where µ is absolutely continuous with respect to the Lebesgue measure and ν is discrete, as stated in (2.7), and we do not require that µ(Ω) = ν(Ω). Semi-discrete unbalanced transport models the situation where there is a mismatch between the capacity of a discrete resource ν and the demand of a population µ.
Tessellation formulation
The main results of this Section are Theorems 3.1 and 3.2, which generalize Theorems 2.13 and 2.15 to the unbalanced setting. Furthermore, in Corollary 3.5 we state a 'primal' counterpart of Theorem 3.1 which is somewhat pathological in the classical, balanced optimal transport setting, but quite natural in the unbalanced case.
The following result generalizes Theorem 2.13 to unbalanced transport.
Then the unbalanced optimal transport distance can be obtained via
This is a concave maximization problem.
Proof. In analogy to the Kantorovich duality (2.12) for the classical optimal transport problem (2.3) we make use of a corresponding duality result for the unbalanced transport problem (2.6),
This follows from [33, Thm. 4.11 and Cor. 4.12] , where the former establishes the duality formula with φ and ψ ranging over all lower semi-continuous simple functions and the latter allows us to use continuous functions instead, exploiting the fact that F * is continuous on R by Lemma 2.9(v). Analogously to the proof of Theorem 2.13 we now parameterize the function ψ on the set {x i } M i=1 by a vector w ∈ R M , w i = ψ(x i ), and obtain
Next, given w ∈ R M we would like to optimize for φ as we did in (2.13). Note though that φ w = ∞ on the residual set R, which in unbalanced transport may be nonnegligible despite finite W (µ, ν). For this reason we argue by truncation: For given w ∈ R M and n ∈ N, the function φ = φ w,n with φ w,n : Ω → R, φ w,n (x) = min{n, min{c(x, x i ) − w i | i ∈ {1, . . . , M }}} lies in C(Ω) and is feasible in (3.2) . Moreover, for fixed w the sequence (φ w,n ) n∈N is a maximizing sequence for the maximization over φ, and it converges pointwise monotonically to the function φ w defined in (2.13). By Lemma 2.9(ii) and (v), z → −F * (−z) is continuous and increasing. Therefore the monotone convergence theorem implies that
where by convention F * (−∞) = lim z→−∞ F * (z) = −F (0) (see Lemma 2.9). With this, (3.2) finally becomes
Now we decompose the integration domain Ω into {C i (w)} M i=1 and R (using once more µ L and Lemma 2.16). For x ∈ C i (w) one finds φ w (x) = c(x, x i ) − w i , while for x ∈ R one obtains φ w (x) = ∞ and therefore F * (−φ w (x)) = −F (0). This leads to expression (3.1a).
For fixed x ∈ Ω the map w → φ w (x) is concave (since it is a minimum over affine functions). Moreover, the map z → −F * (−z) is concave and increasing (cf. Lemma 2.9(ii)). Therefore, the objective function in (3.3) and consequently G are concave functions of w.
The following result generalizes the optimality conditions of Theorem 2.15 to unbalanced transport.
Theorem 3.2 (Optimality conditions).
Let γ ∈ M + (Ω × Ω), w ∈ R M , and set ρ = π 1# γ. If W (µ, ν) < ∞ and γ and w are optimal for W (µ, ν) in (2.6) and (3.1), respectively, then
Conversely, if γ and w satisfy (3.4), then they are optimal in (2.6) and (3.1), respectively.
Proof. Let γ ∈ M + (Ω × Ω) be such that E(γ) in (2.5) is finite. This implies that γ can be
(Note that the same holds true if (3.4) is assumed instead of E(γ) < ∞.) We obtain
so that the duality gap between the primal and dual formulations (2.6) and (3.1) reads
Using the Fenchel-Young inequality, which states that F (s) + F * (z) ≥ s · z with equality if and only if z ∈ ∂F (s) or equivalently s ∈ ∂F * (z) [5, Prop. 13.13 and Thm. 16 .23], we obtain the lower bound
where the first inequality is an equality if and only if dρ dµ (x) ∈ ∂F * (−φ w (x)) for µ-almost every x ∈ Ω \ R and
∈ ∂F * (−w i ) for i = 1, . . . , M , and where the second inequality is an equality if and only if spt γ i ⊂ C i (w) and thus γ i = ρ C i (w) for i = 1, . . . , M . As a consequence, we have E(γ) − G(w) = 0 if and only if (3.4) holds. Now let W (µ, ν) < ∞ and γ and w be optimal in (2.6) and (3.1) so that W (µ, ν) = E(γ) = G(w) < ∞. Then necessarily E(γ) − G(w) = 0 and so (3.4) holds. Conversely, if (3.4) holds, then if E(γ) < ∞ or G(w) < ∞ (so that the difference E(γ) − G(w) is well-defined), the above argument shows that E(γ) − G(w) = 0, which due to E(γ) ≥ W (µ, ν) ≥ G(w) implies W (µ, ν) = E(γ) = G(w) and thus the optimality of γ and w. If on the other hand E(γ) = G(w) = ∞, then W (µ, ν) = ∞ so that γ and w are trivially optimal. Corollary 3.3 (Uniqueness of coupling). Let W (µ, ν) < ∞ and w be optimal for (3.1). Then the unique minimizer γ for (2.6) is given by (3.4a), where ρ is uniquely determined by (3.4b) and automatically satisfies (3.4c).
Proof. We first show that (3.4b) fully specifies ρ. Let S be the set where ∂F * is not a singleton. By convexity, S is countable. In analogy to Lemma 2.16, for any s ∈ S the set {x ∈ R | − c(x, x i ) + w i = s} is Lebesgue negligible. Since S is countable, the set {x ∈ R | − c(x, x i ) + w i ∈ S} is Lebesgue-negligible and thus also µ-negligible. Consequently, dρ dµ is uniquely defined by (3.4b) on Ω up to a µ-negligible set.
For W (µ, ν) < ∞, conditions (3.4) are necessary and must therefore be satisfied by any minimizer γ (which exists by Theorem 2.5). Therefore, as ρ is uniquely determined by (3.4b), so is γ by (3.4a). Optimality of γ and w ensures that (3.4c) also holds.
To gain some intuition we will illustrate the previous results with numerical examples in the next section. Here we just spell out consistency with the balanced transport setting. From the derivation of (3.1) we learned that it can be interpreted as a variant of the dual problem to (2.6), where one of the dual variables is parametrized by w. Given the form of primal optimizers γ according to Theorem 3.2, we can formulate a corresponding variant of the primal problem.
Corollary 3.5 (Primal tessellation formulation of semi-discrete unbalanced transport). Assume W (µ, ν) < ∞ and that optimizers of the unbalanced primal and dual problems (2.6) and (3.1) exist. Then
If γ and w are optimal in (2.6) and (3.1), respectively, then w and ρ = π 1# γ are optimal in (3.5). Conversely, if w and ρ are optimal in (3.5), then (3.4a) defines an optimal γ for (2.6).
Proof. For any w ∈ R M and ρ ∈ M + (Ω) with ρ R = 0, the objective function in (3.5) is equal to
Therefore, minimizing (3.5) corresponds to minimizing E over a particular subset of M + (Ω × Ω), which implies that the right-hand side of (3.5) is no smaller than W (µ, ν). Now, if γ and w are a pair of optimizers for (2.6) and (3.1), then by (3.4), the objective function in (3.5) for w and ρ = π 1# γ becomes E(γ) = W (µ, ν) so that the right-hand side of (3.5) actually equals W (µ, ν) and w and ρ are minimizers of (3.5).
Conversely, if w and ρ minimize (3.5), the induced γ must minimize E.
Remark 3.6 (Optimality of dual variable). The converse conclusion that optimal w in (3.5) are optimal in (3.1) is in general not true. Indeed, (3.5) only depends on w via the cells
and therefore is invariant with respect to adding the same constant to all components of w, which does not change the cells. For general F , the objective function of (3.1) is not invariant under such transformations.
Similarly, if c(x, x i ) becomes infinite for sufficiently small d(x, x i ), then there exists an isolated cell C i (w) that is strictly bounded away from any other cell (see Fig. 4, right) . In that case, none of the cells {C j (w)} M j=1 depend on w i , and so neither does (3.5). However, the objective function of (3.1) in general still depends on w i via F * .
Finally, when the support of the optimal ρ in (3.5) is bounded strictly away from the boundary of some C i (w) (see Fig. 2, right) , then slightly changing the corresponding w i will not affect the value of (3.5), whereas (3.1) will usually not exhibit this invariance.
Remark 3.7 (Primal tessellation formulation for classical optimal transport). For classical optimal transport with F = ι {1} , the term F(ρ|µ) in (3.5) is finite (and zero) if and only if
· m i is finite (and zero) if and only if ρ(C i (w)) = m i . These are the optimality conditions given in Theorem 2.15. Thus, the objective function in (3.5) is finite only where it is optimal, making it somewhat pathological.
Even though (3.5) is less pathological for more general unbalanced transport problems, we focus on (3.1) for numerical optimization.
Numerical examples and different models
Depending on the choice of the cost function c and the marginal discrepancy F, the semidiscrete unbalanced transport problem exhibits several qualitatively different regimes which we will illustrate in this section. The discussion will be complemented with numerical examples.
Problem (3.1) is an unconstrained, finite-dimensional maximization problem over a concave objective. For simplicity, throughout this section we shall assume that the cost c is radial and F * is differentiable or equivalently F is strictly convex (those assumptions are satisfied for the models from Example 2.8). This allows us to derive the objective function gradient in Theorem 3.9 and to treat the optimization problem with methods of smooth (as opposed to nonsmooth) optimization. A simple discretization scheme is given in Remark 3.11. The resulting discrete problem is solved with an L-BFGS quasi-Newton method [52] . As stated in Remark 3.12, the quality of the obtained solution can easily be verified via the primal-dual gap between (3.1) and (3.5). The special case of balanced optimal transport is discussed in Remark 3.10. Afterwards we provide numerical illustrations for several examples of different unbalanced models.
To calculate the gradient of G we make use of the following lemma.
Lemma 3.8 (Derivative of integral functionals).
Let f : Ω×R M → R be Lipschitz in its second argument, and let µ ∈ M + (Ω) and u ∈ R M be such that
Proof. We show that the directional derivative of H in an arbitrary directionû ∈ R M exists and is of the desired form. Indeed, let L > 0 be the Lipschitz constant of f in its second argument. By assumption there exists S ⊂ Ω Lebesgue-negligible such that f (x, ·) is differentiable at u for all x ∈ Ω \ S. Now for t = 0,
Since the integrand is bounded in absolute value by L û and since it converges pointwise to ∂f ∂u (x, u) ·û as t → 0, by the Dominated Convergence Theorem we have
The arbitrariness ofû and the linearity of the directional derivative imply that H is differentiable and has the desired form.
Theorem 3.9 (Gradient of dual tessellation formulation). If F is strictly convex and F (0)
is finite or is bounded, then G from Theorem 3.1 is differentiable with
Since F * is increasing by Lemma 2.9(ii), then f (x, w) = −F * (−c(x, x i ) + w i ) for x ∈ C i (w). If is bounded, the residual set R is empty; otherwise we have f (x, w) = −F * (−∞) = F (0) for x ∈ R. Therefore
, where i ∈ {1, . . . , M }. By Lemma 2.9(iii),(iv) combined with Lemma 2.9(vii) or the boundedness of , the function f i (·, v) is uniformly bounded for any v ∈ R. Due to f (x, w) = min{f i (x, w i ) | i = 1, . . . , M } this implies that G(w) is finite for all w ∈ R M . Furthermore, by Lemma 2.9 (vi) the strict convexity of F implies continuous differentiability of its conjugate F * so that f i (x, ·) is differentiable for any x ∈ Ω. Moreover, since F * is convex and increasing, ∂f i /∂v is nonpositive and decreasing so that
is Lebesgue-negligible and thus also µ-negligible. Thus, by the previous Lemma, G is differentiable with
where ∂f ∂w i (x, w) = −(F * ) (−c(x, x i ) + w i ) for µ-almost all x ∈ C i (w) and
Remark 3.10 (Balanced transport). For classical optimal transport with F = ι {1} as in Remark 3.4, Theorem 3.9 reduces to well-known results. In particular, (3.6) becomes
For more details we refer, for example, to [3, p. 98-100] or more generally [28, Thm. 1.1]. For marginals µ =μL withμ ∈ C(Ω) the Hessian
of G can also be computed explicitly in terms of edge integrals (see, for instance, [9, Lem. 2.4]). Therefore (2.10) lends itself to efficient numerical optimization [2, 37, 28, 32] . For special cost functions, most prominently for the squared Euclidean distance, the gradient (3.7) and Hessian (3.8) can be evaluated numerically efficiently and with high precision, allowing the application of Newton's method. The semi-discrete unbalanced problem (3.1) is more complicated due to the influence of the marginal fidelity F and since we are often interested in non-standard cost functions such as c WFR . Generalizing the above methods for balanced transport to the unbalanced case is therefore beyond the scope of this article.
Remark 3.11 (Discretization). Problem (3.1) is already finite-dimensional. We must however evaluate the integrals over C i (w). For classical optimal transport and special cost functions c, these integrals can be evaluated essentially in closed form (see Remark 3.10). For simplicity, in this section we approximate (Ω, µ) with Dirac masses on a fine Cartesian grid. The cells {C i (w)} M i=1 are approximated using brute force by computing c(x, x i ) − w i for each point x in the Cartesian grid for each i ∈ {1, . . . , M }. Points x on the common boundaries of several cells {C i (w)} M i=1 are arbitrarily assigned to one of those cells. (Note that for the special cost c(x, y) = |x − y| 2 , the Laguerre diagram {C i (w)} M i=1 can be computed exactly, up to machine precision, and much more efficiently using, e.g., the lifting method [3, Sec. 6.2.2], which has complexity O(M log M ) in R 2 and O(M 2 ) in R 3 .) Our discretization yields an approximation of G(w) from (3.1a) and of ∇G(w) from (3.6), as required for the quasi-Newton method. In the numerical examples below we use Ω = [0, L] 2 for some L > 0 and approximate it by a regular Cartesian grid with 1000 points along each dimension.
Remark 3.12 (Primal-dual gap). The sub-optimality of any vector w ∈ R M for (3.1) can be bounded by the primal-dual gap between (3.1a) and the objective of (3.5). We avoid the remaining optimization over ρ in (3.5) by generating a feasible candidate via (3.4b). Corollaries 3.3 and 3.5 guarantee that the primal-dual gap vanishes for optimal w.
In the remainder of the section we illustrate semi-discrete unbalanced transport by numerical examples. In particular, we showcase qualitative differences between different models as well as phenomena due to model-inherent length scales, which do not occur in classical, balanced transport. Example 3.13 (Comparison of unbalanced transport models). The structure of the optimal unbalanced coupling γ in (2.6) and its first marginal ρ = π 1# γ can vary substantially, depending on the choices for c and F . Below we discuss the models from Example 2.8 with a corresponding numerical illustration in Fig. 2. (a) Standard Wasserstein-2 distance (W2, Fig. 2(a) ). Since this is an instance of balanced transport, necessarily we have ρ = µ. Furthermore, the cells {C i (w)} M i=1 are standard, polygonal Laguerre cells, and R = ∅.
(b) Gaussian Hellinger-Kantorovich distance (GHK, Fig. 2(b) ). The cells are still standard polygonal Laguerre cells with R = ∅. This time, however, we usually have ρ = µ. Nevertheless, we find spt ρ = spt µ since (3.4b) with (F * KL ) (z) = e z > 0 implies dρ dµ > 0. This behaviour essentially originates from the infinite slope of F KL in 0. Since c(x, y) = d(x, y) 2 , the density dρ dµ is piecewise Gaussian.
(c) Wasserstein-Fisher-Rao distance (WFR, Fig. 2(c) ). This time, the generalized Laguerre cells have curved boundaries, and also R is in general no longer empty, as c WFR (x, y) = +∞ for d(x, y) ≥ We emphasize that the reasons for dρ dµ (x) = 0 between models (c) and (d) are different: In the Wasserstein-Fisher-Rao case, c(x, x i ) = ∞ for x ∈ R prohibits any transport. In the quadratic case, despite finite transport cost and R = ∅, it may still be cheaper to remove and create mass via the fidelity F , due to its behaviour at z = 0. Also the slope at which dρ dµ approaches zero is different for both models, as can be seen in the one-dimensional slice visualized in Fig. 3 . . For (a) the density is constant, for (b) it is piecewise Gaussian, for (c) it is piecewise given by cos(d(y, x i )) 2 on Ω \ R and 0 on R, and for (d) it is given by truncated paraboloids.
that is, we set
Note that this is equivalent to rescaling the domain Ω by the factor 1 ε and simultaneously replacing the measures µ and ν by their pushforwards under x → x ε . For large ε, transport becomes very cheap relative to mass changes and thus asymptotically, as ε → ∞, one recovers the Wasserstein-2 distance:
by [33, Thm. 7.24] . In particular the distance diverges when µ(Ω) = ν(Ω). Conversely, as ε 0, transport becomes increasingly expensive and mass change is preferred. Asymptotically one obtains lim ε 0 WFR ε (µ, ν) = Hell(µ, ν) [33, Thm. 7.22] , where Hell denotes the Hellinger distance
for σ ∈ M + (Ω) an arbitrary reference measure with µ, ν σ (for instance |µ| + |ν| with | · | indicating the total variation measure). By positive one-homogeneity of the function (m 1 , m 2 ) → ( √ m 1 − √ m 2 ) 2 the value of Hell(µ, ν) does not depend on the choice of σ. In our semi-discrete setting, µ and ν are always mutually singular so that Hell(µ, ν) 2 = µ(Ω) + ν(Ω). Figure 4 illustrates the optimal cells {C i (w)} M i=1 and marginal densities ρ = π 1# γ between the uniform volume measure µ = L on Ω = [0, 1] 2 and a discrete measure ν = M i=1 m i δ x i for M = 4, using different values of the intrinsic length scale ε (the same experiment with M = 128 discrete points is shown in Fig. 5 ). As expected, for large ε the cells
look very similar to standard, polygonal Laguerre cells for the squared Euclidean distance c(x, y) = d(x, y) 2 , and the residual set R is empty. The optimal ρ is essentially equal to µ,
Figure 4: Semi-discrete Wasserstein-Fisher-Rao transport on Ω = [0, 1] 2 (using the same values for x i /L and m i /|Ω| as in Fig. 2 ) for different length scales ε. Top row: optimal cells
; the residual set R is represented by white; location of the discrete points (x 1 , . . . , x M ) is indicated with red dots. Bottom row: optimal marginal ρ (using the same colour scale for all images). For large ε the behaviour is similar to that of the standard semidiscrete Wasserstein-2 distance. As ε decreases, the effects of unbalanced transport become increasingly prominent.
as dictated by balanced transport. As ε decreases, the boundaries between the cells become curved. Eventually R becomes non-empty, and finally the cells start to decompose into disjoint discs. In accordance, the density of the optimal marginal ρ is given on each cell C i (w) by cos(d(x, x i )/ε) 2 · e w i . The interpolatory behaviour of WFR ε between the Wasserstein-2 distance W 2 and the Hellinger distance Hell for ε → ∞ and ε 0 is numerically verified in Fig. 6 .
Unbalanced quantization
In this section we study the unbalanced quantization problem: we aim to approximate a given Lebesgue-continuous measure µ ∈ M + (Ω) by a discrete, quantized measure ν = M i=1 m i · δ x i with at most M ∈ N Dirac masses, where the unbalanced transport cost serves as a measure of approximation quality. To be precise, we consider the optimization problem
Applications include optimal location problems (economic planning), information theory (vector quantization) and particle methods for PDEs (approximation of continuous initial data by particles). We first characterize optimal particle configurations in terms of Voronoi diagrams, then consider a corresponding numerical scheme, and finally prove the optimal energy scaling of the quantization problem in terms of M for the case d = 2. The procedure essentially follows the one known for classical optimal transport; the important fact is that the Voronoi tessellation structure survives if mass changes are allowed. Throughout this section we will assume that zero mass change induces zero cost,
This is the natural choice for approximating µ, as it implies a preference for π 1# γ = µ in the first marginal fidelity term F of (2.5). Since F (z) ≥ 0 by Definition 2.2, a consequence is
Unbalanced quantization as a Voronoi tessellation problem
The existence of solutions to (4.1) follows from the direct method of the calculus of variations, noting that without loss of generality one may restrict to the compact search space Ω M × 
and that W is weakly- * lower semi-continuous in its arguments. The following theorem shows that the quantization problem can equivalently be formulated as an optimization of the points x 1 , . . . , x M with a functional depending on the Voronoi tessellation induced by (x 1 , . . . , x M ).
Theorem 4.1 (Tessellation formulation of quantization problem). For F satisfying (4.2), the unbalanced quantization problem (4.1) is equivalent to the minimization problem
and where 2) we find that minimizing masses are given by m i = ρ(C i (w)). Next, only the transport term depends on the weights w, and since the cost c is a strictly increasing function of distance, the term is minimized for w = 0, thus essentially reducing the generalized Laguerre cells C i (w) into (truncated) Voronoi cells. Finally, the remaining minimization over ρ can be handled with arguments from convex analysis, similar to those of Theorem 3.2, thus arriving at (4.3). We give a shorter proof, using results from the dual tessellation formulation and its optimality conditions.
Proof of Theorem 4.1. Let ν = M i=1 m i · δ x i be any admissible measure for (4.1). From (3.1b) we find W (µ, ν) ≥ G(0) for any positions x 1 , . . . , x M and masses m 1 , . . . , m M . Note that G(0) does not depend on m 1 , . . . , m M since we assume F * (0) = 0, (4.2b). We now show W (µ, ν) = G(0) for a particular choice of m 1 , . . . , m M , which therefore must be optimal (for given locations x 1 , . . . , x M ). We first define ρ via (3.4b) and then γ via (3.4a) for w = 0 (ρ and γ are fully determined, see Corollary 3.3). Furthermore, since 1 ∈ ∂F * (0) by (4.2b), equation (3.4c ) is satisfied by the choice m i = ρ(C i (0)). By Theorem 3.2, γ and w are optimizers of E and G for these mass coefficients, which implies that W (µ, ν) = G(0). Using F * (0) = 0 from (4.2b), we have
Since c(x, y) is a strictly increasing function of the distance d(x, y), for w = 0 we find
With the convention −F * (−∞) = F (0) (cf. Lemma 2.9), the term
, where φ 0 was defined in equation (2.13) . Since µ L, integrating over R and Ω \ R is equivalent to integrating over all Voronoi cells
, and we arrive at
which establishes equivalence between (4.1) and (4.3). Finally, with m i = ρ(C i (0)) and ρ given by (3.4b) one obtains (4.4) , where the integral runs over C i (0) instead of V i (x 1 , . . . , x M ). If the minimum is finite, then either µ(R) = 0 or F (0) is finite, which implies the convention (F * ) (−∞) = 0 (cf. Lemma 2.9(vii)). In both cases we can extend the area of integration to V i (x 1 , . . . , x M ) without changing its value. Equation (3.4a) implies that mass is only transported from each Voronoi cell V i (x 1 , . . . , x M ) ⊃ C i (0) to the corresponding point x i .
A numerical method: Lloyd's algorithm and quasi-Newton variant
Formulation (4.3) has the advantage over (4.1) that it does not contain an inner minimization to find the optimal transport coupling. Thus we aim to solve (4.3) numerically. To this end we compute the gradient ∂ x j J (see also analogous derivatives for similar functionals as for instance in [9] ). 
] so that r and r(d(·, x j )) are well-defined almost everywhere). r(s) = max{2 − s 2 , 0} .
since F * and l are increasing. By assumption on F * • (− ), f is Lipschitz in its second argument. Furthermore, F * •(− ) is differentiable almost everywhere, and d(x, x i ) is differentiable in its second argument for all x = x i . Therefore, f is differentiable in its second argument at (x 1 , . . . , x M ) for almost all x ∈ Ω (thus for µ-almost all x ∈ Ω) with
Lemma 3.8 now implies the desired result.
To find a minimizer of J and thus a solution to the optimality condition ∂ x j J = 0 for j = 1, . . . , M , one can perform the following fixed point iteration associated with the optimality conditions,
This iteration is well-defined as long as the denominator is nonzero, for instance if µ is strictly positive on Ω. This is a generalisation of Lloyd's algorithm for computing Centroidal Voronoi Tessellations [15] , which are critical points of the functionJ Its convergence has been proven in a number of settings [44, 18, 9] which also cover many possible choices for our µ, c, and F . Since the algorithm is based solely on the first variation one can expect linear convergence. To achieve faster convergence one may use a quasi-Newton method for the minimization of J instead, which seems particularly well-suited since the optimization is performed over a finite-dimensional space.
Our numerical implementation is performed in Matlab. The integrals over a Voronoi cell V i (x 1 , . . . , x M ) are evaluated using Gaussian quadrature on the triangulation which is obtained by connecting each vertex of V i (x 1 , . . . , x M ) with x i . The Voronoi cells themselves are computed using the built-in function voronoin. Figure 7 shows a slightly faster convergence of the BFGS method compared to Lloyd's algorithm, while Fig. 8 shows quantization results for the same models as in Fig. 2 , resulting in different point distributions. Similarly, Fig. 9 shows quantization results for the same input marginal µ and the Wasserstein-Fisher-Rao model, but for varying length scales.
Crystallization in two dimensions
In this section we consider the asymptotic behaviour of the unbalanced quantization problem in the limit of infinitely many points, M → ∞, in two dimensions, Ω ⊂ R 2 , in which case crystallization results from discrete geometry are available.
To simplify the exposition in this section we assume 0 < F (0) < +∞ (4.5a) so that the unbalanced transport cost is always finite. (The inequality 0 < F (0) simply ensures that the quantization problem is not trivially degenerate.) These two inequalities imply
The case F (0) = ∞ can in principle be treated similarly, but requires a number of technical case distinctions (such as whether the domain of (−F * • (− )) is open or closed, whether 0 is in the domain closure or not, etc.). 
. Bottom row: optimal marginal ρ = π 1# γ (identical colour scale in all figures; regions with dρ dµ (x) = 0 are white for emphasis). For (a) we have ρ = µ.
As we increase M , the average distance between points of Ω and their nearest discrete point x i decreases so that the (balanced) transport cost from µ onto ν vanishes in the limit, whereas the cost for changing mass remains unchanged. Therefore, in the limit M → ∞ the interplay of transport and mass change in unbalanced transport would not be visible. To avoid this, we will rescale the metric on the domain Ω as M grows and study the resulting different regimes, depending on the scaling. Consequently, in this section we consider the scaled cost
We first prove a lower bound on the quantization cost J M ε for the Lebesgue measure, which corresponds to a perfect triangular lattice. Then a corresponding upper bound is derived. Finally, for µ with Lipschitz continuous Lebesgue density, we show that these two bounds imply that asymptotically a regular triangular lattice becomes an optimal quantization configuration, where the local density of points depends on the density of µ. Theorem 4.6 (Lower bound for quantization of the Lebesgue measure). Let Ω ⊂ R 2 be a convex polygon with at most six sides, and let µ be the Lebesgue measure on Ω. A lower bound on (4.6) is given by
where H(|Ω|/M ) is a regular hexagon of area |Ω|/M = L(Ω)/M centred at the origin 0. 
Note that
Substituting the above bound for |S| proves the claim. 
Let now (ε M ) M ∈N be a positive, decreasing sequence of scaling factors. We use Theorems 4.6 and 4.9 to study the asymptotic quantization behaviour of the sequence of functionals (J M ε M ) M as M → ∞ for a non-uniform mass distribution µ with Lipschitz Lebesgue density m. We identify three different regimes, depending on the behaviour of the sequence ε 2 M M (the quantity ε 2 M M indicates something like the average point density). A corresponding numerical illustration for the case of constant average point density is provided in Fig. 10 .
Before stating the asymptotic result we need to analyse the cell problem of quantizing a hexagon by a single Dirac mass. where the last equality follows from the Moreau-Fenchel identity [5, Prop. 16.9] , which states that B(s) + B * (t) = st ⇐⇒ s ∈ ∂B * (t) ⇐⇒ t ∈ ∂B(s). Finally, we derive the corresponding upper bound. As above, we cover Ω with squares of edge length δ. We keep the squares {S i } N i=1 that are fully contained in Ω. Define S = for d(α, z) = 1/( 2 √ 3z cos α) the length of the ray starting from the hexagon centre at angle α. The resulting B (computed numerically) is shown in Fig. 11 . Thus, for a given mass distribution µ = mL Ω we can compute the asymptotically optimal point density D of the quantization problem from Theorem 4.14 and Remark 4.16. Figure 11 shows computed examples for such asymptotic densities. One can see that the variations of µ are reduced for large values of P , but amplified for small values of P (in particular, large areas of Ω have zero point density).
