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Abstract—Consider a large number of nodes, which sequen-
tially make decisions between two given hypotheses. Each node
takes a measurement of the underlying truth, observes the
decisions from some immediate predecessors, and makes a
decision between the given hypotheses. We consider two classes
of broadcast failures: 1) each node broadcasts a decision to the
other nodes, subject to random erasure in the form of a binary
erasure channel; 2) each node broadcasts a randomly flipped
decision to the other nodes in the form of a binary symmetric
channel. We are interested in conditions under which there does
(or does not) exist a decision strategy consisting of a sequence
of likelihood ratio tests such that the node decisions converge in
probability to the underlying truth, as the number of nodes goes
to infinity. In both cases, we show that if each node only learns
from a bounded number of immediate predecessors, then there
does not exist a decision strategy such that the decisions converge
in probability to the underlying truth. However, in case 1, we
show that if each node learns from an unboundedly growing
number of predecessors, then there exists a decision strategy
such that the decisions converge in probability to the underlying
truth, even when the erasure probabilities converge to 1. We
show that a locally optimal strategy, consisting of a sequence of
Bayesian likelihood ratio tests, is such a strategy, and we derive
the convergence rate of the error probability for this strategy.
In case 2, we show that if each node learns from all of its
previous predecessors, then there exists a decision strategy such
that the decisions converge in probability to the underlying truth
when the flipping probabilities of the binary symmetric channels
are bounded away from 1/2. Again, we show that a locally
optimal strategy achieves this, and we derive the convergence
rate of the error probability for it. In the case where the flipping
probabilities converge to 1/2, we derive a necessary condition on
the convergence rate of the flipping probabilities such that the
decisions based on the locally optimal strategy still converge to the
underlying truth. We also explicitly characterize the relationship
between the convergence rate of the error probability and the
convergence rate of the flipping probabilities.
Index Terms—Asymptotic learning, decentralized detection,
erasure channel, herding, social learning, symmetric channel.
I. INTRODUCTION
We consider a large number of nodes, which sequentially
make decisions between two hypotheses H0 and H1. At stage
k, node ak takes a measurement Xk (called its private signal),
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receives the decisions of mk < k immediate predecessors,
and makes a binary decision dk = 0 or 1 about the prevailing
hypothesis H0 or H1, respectively. It then broadcasts a de-
cision to its successors. Note that mk is often referred to as
the memory size. A typical question is this: Can these nodes
asymptotically learn the underlying true hypothesis? In other
words, does the decision dk converge (in probability) to the
true hypothesis as k →∞? If so, what is the convergence rate
of the error probability?
One application of the sequential hypothesis testing prob-
lem1 is decentralized detection in sensor networks, in which
case the set of nodes represents a set of spatially distributed
sensors attempting to jointly solve the hypothesis testing
problem, for example, the presence or absence of a target.
Decentralized detection problems have been intensively stud-
ied in recent years; see [2] for a comprehensive introduction
to this problem. Usually, a sensor network consists of a
large number of low-cost sensors with limited resources for
processing and transmitting data. Therefore, each sensor has
to aggregate its measurement and the observed messages from
the previous sensors into a much smaller message (e.g., a 1-
bit decision) and then sends it to other sensors for further
aggregation. These sensors are subject to random failures,
(e.g., dead battery), in which case the failed sensor cannot
transmit its message. Moreover, the communication channels
between sensors are noisy and the 1-bit messages are subject
to random erasures or random flippings. A central question is
whether or not there exists a sequence of decision rules for
aggregating the spatially distributed information such that the
decisions converge to the underlying truth as the number of
sensors increases.
Another application is social learning in multi-agent net-
works, in which case the set of nodes represents a set of
agents trying to learn the underlying truth (also known as the
state of the world). Each agent makes a decision based on its
own measurement and what it learns from the actions/decisions
of the previous agents. In this case, we usually assume that
each agent uses a myopic decision rule to minimize a local
objective function; for example, the probability of error is
locally minimized using the Bayesian likelihood ratio test with
a threshold given by the ratio of the prior probabilities. The
1Our model for sequential hypothesis testing is different from the model
that goes by a similar name, due to Wald [1]. In Wald’s sequential hypothesis
testing problem, there is a single decision maker, who tests the given
hypotheses by sequentially collecting samples. The sample size is not fixed
in advance. Instead, according to the pre-defined stoping rule, the decision
maker stops sampling and then declares a hypothesis.
2question in this setting is whether the agents in the social
network can asymptotically learn the state of the world.
To illustrate the feedforward nature of the model we study,
consider a customer having to decide whether or not to dine
in a particular restaurant. Typically, this decision is made
based on her own taste and also on the stated opinions of
previous patrons. In this example, the customer is a node in the
feedforward network. The private signal at this node represents
the customer’s own taste, while the received decisions from
predecessor nodes represent the perceived opinions of previous
patrons. Some previous patrons might not reveal their opinions
or might expose erroneous versions of their opinions. The
former is what we might call “erasure” of decisions, while
the latter represents “flipping” of decisions. We will formalize
these notions of erasure and flipping later. Similar examples
along these lines include customers deciding whether or not
to watch a particular movie and investors deciding whether
or not to buy a certain asset. A comprehensive exposition of
social learning can be found in [3].
A. Related Work
The literature on hypothesis testing in decentralized net-
works is vast, spanning various disciplines including signal
processing, game theory, information theory, economics, biol-
ogy, physics, computer science, and statistics. Here we only
review the relevant asymptotic learning results in the network
structure relevant to this paper.
The research on our problem begins with a seminal paper
by Cover [4], which considers the case where each node only
observes the decision from its immediate previous node, i.e.,
mk = 1 for all k. This structure is also known as a serial
network or tandem network and has been studied extensively
in [4]–[16]. We use Pj and πj to denote the probability
measure and the prior probability associated with Hj , j = 0, 1,
respectively. Cover [4] shows that if the (log)-likelihood ratio
for each private signal Xk is bounded almost surely, then
using a sequence of likelihood ratio tests the (Bayesian) error
probability
P
k
e = π0P0(dk = 1) + π1P1(dk = 0)
does not converge in probability to 0 as k →∞. Conversely,
if the likelihood ratio is unbounded, then the error probability
converges to 0. In the case of unbounded likelihood ratios
for the private signals, Veeravalli [11] shows that the error
probability converges sub-exponentially with respect to the
number k of nodes in the case where the private signals are
independent and follow identical Gaussian distribution. Tay et
al. [13] show that the convergence of error probability is in
general sub-exponential and derive a lower bound for the con-
vergence rate of the error probability in the tandem network.
Lobel et al. [14] derive a lower bound for the convergence
rate in the case where each node learns randomly from one
previous node (not necessarily its immediate predecessor). In
the case of bounded likelihood ratios, Drakopoulos et al. [15]
provide a non-Bayesian decision strategy, which leads to the
convergence of the error probability.
Another extreme scenario is that each node can observe all
the previous decisions; i.e., mk = k−1 for all k. This scenario
was first studied in the context of social learning [17], [18],
where each node uses the Bayesian likelihood ratio test to
make its decision. In the case of bounded likelihood ratios
for the private signals, the authors of [17] and [18] show that
the error probability does not converge to 0, which results
in arriving at the wrong decision with positive probability.
In [19], we show that in balanced binary trees, the decisions
converge to the right decision even if the likelihood ratios
of signals converge to 1 as the number of nodes increases.
We further studied in [20] the convergence rate of the error
probability in more general tree structures. In the case of
unbounded likelihood ratios for the private signals, Smith and
Sorensen [21] study this problem using martingales and show
that the error probability converges to 0. Krishnamurthy [22],
[23] studies this problem from the perspective of quickest time
change detection. Acemoglu et al. [24] show that the nodes
can asymptotically learn the underlying truth in more general
network structures.
Most previous work including those reviewed above assume
that the nodes and links are perfect. We study the sequential
hypothesis testing problem when broadcasts are subject to
random erasure or random flipping.
B. Contributions
In this paper, we assume that each node uses a likelihood
ratio test to generate its binary decision. We call the sequence
of likelihood ratio tests a decision strategy. We want to know
whether or not there exists a decision strategy such that the
node decisions converge in probability to the underlying true
hypothesis. We consider two classes of broadcast failures:
1) Random erasure: Each broadcasted decision is erased
with a certain erasure probability, modeled by a binary
erasure channel. If the decision broadcasted by a node
is erased, then none of its successors will observe that
decision.
2) Random flipping: Each broadcasted decision is flipped
with a certain flipping probability, modeled by a binary
symmetric channel. If the broadcasted decision of a node
is flipped, then all the successors of that node observe
that flipped decision.
For case 1, we show that if each node can only learn from a
bounded number of immediate predecessors, i.e., there exists
a constant C such that mk ≤ C for all k, then for any
decision strategy, the error probability cannot converge to 0.
We also show that if mk →∞ as k →∞, then there exists a
decision strategy such that the error probability converges to
0, even if the erasure probability converges to 1 (given that
the convergence of the erasure probability is slower than a
certain rate). In the case where an agent learns from all its
predecessors, the convergence rate of the error probability is
Θ(1/
√
k). More specifically, we show that if the memory size
mk = Θ(k
σ), σ ≤ 1, then the error probability decreases as
Θ(1/kmin (σ,1/2)).
For case 2, we show that if each node can only learn from
a bounded number of immediate predecessors, then for any
decision strategy, the error probability cannot converge to 0.
We also show that if each node can learn from all the previous
3nodes, i.e., mk = k − 1, then the error probability converges
to 0 using the myopic decision strategy when the flipping
probabilities are bounded away from 1/2. In this case, we
show that the error probability converges to 0 as Ω(1/k2).
In the case where the flipping probability converges to 1/2,
we derive a necessary condition on the convergence rate of
the flipping probability (i.e., how fast it must converge) such
that the error probability converges to 0. More specifically,
we show that if there exists p > 1 such that the flipping
probability converges to 1/2 as O(1/k(log k)p), then it is
impossible that the error probability converges to 0. Therefore,
only if the flipping probability converges as Ω(1/k(log k)p)
for some p ≤ 1 can we hope for Pke → 0. Under this condition,
we characterize explicitly the relationship between the conver-
gence rate of the flipping probability and the convergence rate
of the error probability.
II. PRELIMINARIES
We use P to denote the underlying probability measure.
We use πj to denote the prior probability (assumed nonzero),
Pj to denote the probability measure, and Ej to denote the
conditional expectation associated with Hj , j = 0, 1. At stage
k, node ak takes a measurement Xk of the scene and makes
a decision dk = 0 or dk = 1 about the prevailing hypothesis
H0 or H1. It then broadcasts a potentially corrupted form dˆk
of that decision to its successors. Note that in case 1, if the
decision is erased, it is equivalent to saying that the corrupted
decision dˆk is e, which is a message that carries no information
and is not useful for decision-making. Inserting e in place of
erased messages allows us to unify the notation for cases 1
and 2. The decision dk of node ak is made based on the
private signal Xk and the sequence of corrupted decisions
Dˆmk = {dˆ1, dˆ2, . . . , dˆmk} received from the mk immediate
predecessor nodes using a likelihood ratio test.
Our aim is to find a sequence of likelihood ratio tests such
that the probability of making a wrong decision about the state
of the world tends to 0 as k →∞; i.e.,
lim
k→∞
P
k
e = lim
k→∞
(π0P0(dk = 1) + π1P1(dk = 0)) = 0.
Before proceeding, we introduce the following definitions and
assumptions:
1) The private signal Xk takes values in a set S, endowed
with a σ-algebra S. We assume that Xk is independent
of the broadcast history Dˆmk . Moreover, the Xks are
mutually independent and identically distributed with
distribution PXj , under Hj , j = 0, 1. (Note that PXj is a
probability measure on the σ-algebra S.) We assume that
the underlying hypothesis, H0 or H1, does not change
with k.
2) The two probability measures PX0 and PX1 are equivalent;
i.e., they are absolutely continuous with respect to each
other. In other words, if A ∈ S, then PX0 (A) = 0 if and
only if PX1 (A) = 0.
3) Let the likelihood ratio of a private signal s ∈ S be
LX(s) =
dPX1
dPX0
(s),
where dPX1 /dPX0 denotes the Radon–Nikodym derivative
(which is guaranteed to exist because of the assumption
that the two measures are equivalent). We assume that the
likelihood ratios for the private signals are unbounded;
i.e., for any set S′ ⊂ S with probability 1 under the
measure (PX0 + P
X
1 )/2, we have
inf
s∈S′
dPX1
dPX0
(s) = 0
and
sup
s∈S′
dPX1
dPX0
(s) =∞.
4) Suppose that θ is the underlying truth. Let b¯k = P(θ =
H1|Xk), which we call the private belief of ak. By
Bayes’ rule, we have
b¯k =
(
1 +
π0
π1
1
LX(Xk)
)−1
. (1)
5) Recall that node ak observes mk decisions Dˆmk from
its immediate predecessors. Let pkj be the conditional
probability mass function of Dˆmk under Hj , j = 0, 1.
The likelihood ratio of a realization Dmk is
LkD(Dmk) =
pk1(Dmk)
pk0(Dmk)
=
P1(Dˆmk = Dmk)
P0(Dˆmk = Dmk)
.
6) Let bk = P(θ = H1|Dˆmk), which we call the public
belief of ak. We have
bk =
(
1 +
π0
π1
1
LkD(Dˆmk)
)−1
. (2)
7) Each node ak makes its decision using its own measure-
ment and the observed decisions based on a likelihood
ratio test with a threshold tk > 0:
dk =
{
1 if LX(Xk)LkD(Dˆmk) > tk,
0 if LX(Xk)LkD(Dˆmk) ≤ tk.
If tk = π0/π1, then this test becomes the maximum
a-posteriori probability (MAP) test, in which case the
probability of error is locally minimized for node ak. If
tk = 1, then the test becomes the maximum-likelihood
(ML) test. If the prior probabilities are equal, then these
two tests are identical. A decision strategy T is a sequence
of likelihood ratio tests with thresholds {tk}∞k=1. Given
a decision strategy, the decision sequence {dk}∞k=1 is a
well-defined stochastic process.
8) We say that the system asymptotically learns the under-
lying true hypothesis with decision strategy T if
lim
k→∞
P(dk = θ) = 1.
In other words, the probability of making a wrong deci-
sion goes to 0, i.e., limk→∞ Pke = 0. The question we
are interested in is this: In each of the two classes of
failures, is there a decision strategy such that the system
asymptotically learns the underlying true hypothesis?
4III. RANDOM ERASURE
In this section, we consider the sequential hypothesis testing
problem in the presence of random erasures, modeled by
binary erasure channels. Recall that the binary message dk
is the input to a binary erasure channel and dˆk is the output,
which is either equal to dk (no erasure) or is equal to a symbol
e that represents the occurrence of an erasure. The erasure
channel matrix at stage k is given by P(dˆk = i|dk = j),
j = 0, 1 and i = j, e. Recall that each node ak observes
mk immediate previous broadcasted decisions. We divide our
analysis into two scenarios: A) {mk} is bounded above by a
positive constant; B) mk goes to infinity as k →∞.
A. Bounded Memory
Theorem 1: Suppose that there exists C and ǫ > 0 such
that for all k, mk ≤ C and P(dˆk = e|dk = j) ∈ [ǫ, 1− ǫ] for
j = 0, 1. Then, there does not exist a decision strategy such
that the error probability converges to 0.
Proof: We first prove this claim for the special case of
the tandem network, where mk = 1 for all k. For each node
ak, with a nonzero probability P(dˆk = e|dk = j), the decision
dk−1 = j of the immediate predecessor is erased and ak makes
a decision based only on its own private signal Xk. We use
Ek to denote this event. Conditioned on Ek, we claim that the
error probability as a sequence of k,
P(dk 6= θ|Ek)
= π0P0(dk = 1|Ek) + π1P1(dk = 0|Ek)
= π0P0(LX(Xk) > tk) + π1P1(LX(Xk) ≤ tk),
is bounded away from 0. We prove the above claim by
contradiction. Suppose that there exists a decision strategy
with threshold sequence {tk} such that P(dk 6= θ|Ek) → 0
as k → ∞. Then, we must have P1(LX(Xk) ≤ tk) → 0
because π1 is positive. Because PX0 and PX1 are equivalent
measures, we have P0(LX(Xk) ≤ tk) → 0. Hence we have
P0(LX(Xk) > tk) → 1. Therefore, P(dk 6= θ|Ek) does not
converge to 0.
We use ECk to denote the complement event of Ek. By the
Law of Total Probability, we have
P
k
e = P(Ek)P(dk 6= θ|Ek) + P(ECk )P(dk 6= θ|ECk )
≥ P(Ek)P(dk 6= θ|Ek).
Because P(Ek) ≥ ǫ, we conclude that the error probability
does not converge to 0.
We can now generalize this proof to the case of a general
bounded mk sequence. Let Ek be the event that ak receives
mk erased symbols e. Then, the probability P(Ek) is bounded
below according to
P(Ek) ≥

 min
j=0,1
m=k−1,...,k−mk
P(dˆm = e|dm = j)


mk
≥ ǫmk .
We have already shown that given this event the error probabil-
ity does not converge to 0. Using the Law of Total Probability,
It is easy to see that the error probability does not converge
to 0.
Remark 1: We use P(dˆk = e|dk = j) ∈ [ǫ, 1 − ǫ] for j =
0, 1 to mean that the erasure probability P(dˆk = e|dk = j) is
bounded away from 0 and 1.
This result is straightforward to understand. If the memory
sizes are bounded for all nodes, then for each node, there
exists a positive probability such that all the decisions received
from its immediate predecessors are erased, in which case the
node has to make a decision based on its own measurement.
The error probability cannot converge to 0 because of the
equivalent-measure assumption.
B. Unbounded Memory
Suppose that each node ak observes mk immediate previous
decisions. In this section, we deal with the case where mk is
unbounded.2 More specifically, we consider the case where mk
goes to infinity. We first consider the case where the erasure
probabilities are bounded away from 1. We have the following
result.
Theorem 2: Suppose that mk goes to infinity as k → ∞
and there exists ǫ > 0 such that for all j = 0, 1 and for all
k, P(dˆk = e|dk = j) ≤ 1 − ǫ. Then, there exists a decision
strategy such that the error probability converges to 0.
Proof: We prove this result by constructing a certain
tandem network within the original network using a backward-
searching scheme. The scheme is the following: Consider node
ak in the original network. Let nk be the largest integer such
that each node in the sequence {ak−n2
k
, ak−n2
k
−1, . . . , ak}
of n2k + 1 nodes has a memory size that is greater than
or equal to nk. Note that an nk satisfying this condition is
guaranteed to exist. Moreover, because mk goes to infinity as
k → ∞, we have nk → ∞ as k → ∞. Consider the event
that ak receives at least one decision j, which is not erased,
from {ak−nk , . . . , ak−1}, its nk immediate predecessors. The
probability of this event is at least
1− max
j=0,1
m=k−nk,...,k−1
P(dˆm = e|dm = j)nk ,
which is bounded below by 1− (1− ǫ)nk by the assumption
on the erasure probabilities. We denote the node that sends the
unerased decision by ak1 . Similarly, with a certain probability,
ak1 receives at least one decision, which is not erased, from its
nk immediate predecessors. Recursively, with a certain proba-
bility, we can construct a tandem network with length nk using
nodes from among the n2k+1 nodes above within the original
network. Let Ek be the event that such a tandem network exists.
The probability P(Ek) is at least (1− (1− ǫ)nk)nk . Recall that
limk→∞ nk =∞, which implies that
lim
k→∞
(1− (1− ǫ)nk)nk = 1.
Hence we have
lim
k→∞
P(Ek) = 1.
2The assumption that mk is unbounded is not sufficiently strong to
guarantee the convergence of error probability to 0. An example is that the
memory size mk equals
√
k if
√
k is an integer and it equals 1 otherwise.
In this case, we can use a similar argument as that in the proof of Theorem 1
to show that the error probability does not converge to 0.
5Conditioned on Ek, by using the strategy T consisting of a
sequence of likelihood ratio tests with monotone thresholds
described in [4], we can get the conditional convergence of
the error probability, given Ek, to 0. We can also use the
equilibrium strategy described in [14]. Therefore, by the Law
of Total Probability, we have
lim
k→∞
P(dk 6= θ)
= lim
k→∞
(
P(dk 6= θ|Ek)P(Ek) + P(dk 6= θ|ECk )(1− P(Ek)
)
≤ lim
k→∞
(P(dk 6= θ|Ek) + (1 − P(Ek)) = 0. (3)
Note that given a strategy, the convergence rate for the error
probability in this case depends on how fast P(Ek) converges
to 1 and how fast P(dk 6= θ|Ek) converges to 0.
First let us consider the convergence rate of P(Ek). Obvi-
ously this convergence rate depends on the convergence rate
of nk. Moreover, the convergence rate of nk depends on the
convergence rate of mk. For example, if mk goes to infinity
extremely slowly, then nk grows extremely slowly with respect
to k, which means that P(Ek) converges to 1 extremely slowly
with respect to k. Next we assume that mk increases as Θ(kσ),
where σ ≤ 1. We first establish a relationship between the
convergence rate of mk and the convergence rate of nk when
using the backward-searching scheme.
Proposition 1: Suppose that mk = Θ(kσ) where σ ≤ 1.
Then, we have
nk =
{
Θ(
√
k) if σ ≥ 1/2,
Θ(kσ) if σ < 1/2.
Proof: Suppose that we can form a tandem network
with length nk within the original network. Recall that nk
is the largest integer such that each node in the sequence
{ak−n2
k
, ak−n2
k
−1, . . . , ak} of n2k + 1 nodes has a memory
size that is greater than or equal to nk. Therefore, the memory
size mk−n2
k
of ak−n2
k
must be larger than or equal to nk by
assumption. Hence we have
mk−n2
k
= (k − n2k)σ ≥ nk.
Moreover, the memory size mk−(nk+1)2 of ak−(nk+1)2 must
be strictly smaller than nk + 1 (otherwise we can construct a
tandem network with length nk + 1). Hence we have
mk−(nk+1)2 = (k − (nk + 1)2)σ < nk + 1.
From the above two inequalities, we easily obtain the desired
asymptotic rates for nk.
Remark 2: Note that if σ < 1/2, then the scaling law of
nk is identical to that of mk: The faster the scaling of mk,
the faster the scaling of nk also. However, for σ ≥ 1/2, the
scaling law of nk “saturates” at
√
k, no matter how fast mk
scales.
We have derived the convergence rate for nk. Recall that P(Ek)
converges to 1 at least in the rate of Θ(nk(1 − ǫ)nk). From
this fact and Proposition 1, we derive the convergence rate for
P(Ek).
Corollary 1: Suppose that mk = Θ(kσ) where σ ≤ 1.
Then, we have
1− P(Ek) =
{
O(
√
k(1− ǫ)
√
k) if σ ≥ 1/2,
O(kσ(1 − ǫ)kσ ) if σ < 1/2.
Second, let us consider the convergence rate of P(dk 6=
θ|Ek). Recall that Ek denotes the event that a tandem network
with length nk exists. Conditioned on Ek, if we use the the
equilibrium strategy3 described in [14], then it has been shown
that the error probability converges to 0 as Θ(1/nk), with ap-
propriate assumptions on the distributions of the private signal.
From this fact and Proposition 1, we derive the convergence
rate for P(dk 6= θ|Ek).
Corollary 2: Suppose that mk = Θ(kσ) where σ ≤ 1.
Then, we have
P(dk 6= θ|Ek) =
{
Θ(1/
√
k) if σ ≥ 1/2,
Θ(1/kσ) if σ < 1/2.
Notice that the convergence rate of P(dk 6= θ|Ek) is much
smaller than that of P(Ek). Moreover by (3), the convergence
rate of P(dk 6= θ) depends on the smaller of the convergence
rates of P(dk 6= θ|Ek) and P(Ek). We derive the convergence
rate for the error probability as follows.
Corollary 3: Suppose that mk = Θ(kσ) where σ ≤ 1.
Then, we have
P(dk 6= θ) =
{
Θ(1/
√
k) if σ ≥ 1/2,
Θ(1/kσ) if σ < 1/2.
We have considered the situation where the erasure prob-
abilities are bounded away from 1. Now consider the case
where the erasure probability P(dˆk = e|dk = j) converges
to 1.
Theorem 3: Suppose that P(dˆk = e|dk = j)→ 1 and there
exists ǫ > 1 and c > 0 such that P(dˆk = e|dk = j) ≤
(cnk)
−ǫ/nk
. Then, there exists a decision strategy such that
the error probability converges to 0.
Proof: We use the scheme described in the proof of
Theorem 2. The probability that a tandem network with length
nk exists is at least (1−((cnk)−ǫ/nk)nk)nk = (1−(cnk)−ǫ)nk ,
which converges to 1 as k → ∞. Using the same arguments
as those in the proof of Theorem 2, we can show that the error
probability converges to 0.
As an example, we consider the situation where each node
observes all the previous decisions; i.e, mk = k − 1 for all
k. In this case, it is easy to show that using the backward-
searching scheme, with a certain probability, we can form a
tandem network with length nk = ⌊
√
k − 1⌋. Suppose that the
erasure probabilities are bounded away from 1. Then, the error
probability converges to 0 as Θ(1/
√
k). Moreover, the error
probability converges to 0 even if the erasure probability con-
verges to 1, provided that P(dˆk = e|dk = j) ≤ (cnk)−ǫ/nk .
3Note that this equilibrium strategy is not the only strategy such that the
error probability converges to 0 in a tandem network.
6IV. RANDOM FLIPPING
We study in this section the sequential hypothesis testing
problem with random flipping, modeled by a binary symmetric
channel. Recall that dk is the input to a binary symmetric
channel and dˆk is the output, which is either equal to dk (no
flipping) or is equal to its complement 1− dk (flipping). The
channel matrix is given by P(dˆk = i|dk = j), i, j = 0, 1. We
assume that P(dˆk = 1|dk = 0) = P(dˆk = 0|dk = 1) = qk,
where qk denotes the probability of a flip. The assumption
of symmetry is for simplicity only, and all results obtained
in this section can be generalized easily to a general binary
communication channel with unequal flipping probabilities,
i.e., P(dˆk = 1|dk = 0) 6= P(dˆk = 0|dk = 1). We
assume that each node ak knows the probabilities of flipping
associated with the corrupted decisions Dˆmk received from its
predecessors.
A. Bounded Memory
Theorem 4: Suppose that there exists C and ǫ > 0 such
that for all k, mk ≤ C and qk ∈ [ǫ, 1 − ǫ]. Then, there does
not exist a decision strategy such that the error probability
converges to 0.
Proof: We first prove this theorem in the case where each
node observes the immediate previous node; i.e., mk = 1 for
all k. Node ak makes a decision dk based on its private signal
Xk and the decision dˆk−1 from its immediate predecessor.
Recall that qk = P(dˆk = 1|dk = 0) = P(dˆk = 0|dk = 1). The
likelihood ratio test at stage k (with a threshold tk > 0) is
dk =
{
1 if LX(Xk)LkD(dˆk−1) > tk,
0 if LX(Xk)LkD(dˆk−1) ≤ tk,
where for each jk−1 = 0, 1
LkD(jk−1) =
pk1(jk−1)
pk0(jk−1)
=
P1(dˆk−1 = jk−1)
P0(dˆk−1 = jk−1)
,
and Pj(dˆk−1 = jk−1), j = 0, 1 is given by
Pj(dˆk−1 = jk−1) = qk(1− Pj(dk−1 = jk−1))
+ (1− qk)Pj(dk−1 = jk−1)
= qk + (1− 2qk)Pj(dk−1 = jk−1). (4)
Let tk(dˆk−1) = tk/LkD(dˆk−1) be the testing threshold for
LX(Xk) when dˆk−1 is received. Then, the likelihood ratio test
can be rewritten as
dk =
{
1 if LX(Xk) > t(dˆk−1),
0 if LX(Xk) ≤ t(dˆk−1).
From (4), we notice that Pj(dˆk−1) depends linearly on
Pj(dk−1). Without loss of generality, henceforth we assume
that qk ≤ 1/2.4 It is obvious that tk(0) ≥ tk(1) because
4Note that the system is symmetric with respect to qk = 1/2. For example,
if the probability of flipping is 1, i.e., qk = 1, then the receiver can revert
the received decision back since it knows the predecessor always ‘lies.’
LkD(j) = P1(dˆk−1 = j)/P0(dˆk−1 = j) is non-decreasing in
j. Therefore, the likelihood ratio test becomes
dk =


1 if LX(Xk) > tk(0),
0 if LX(Xk) ≤ tk(1),
dˆk−1 otherwise,
and we can write the Type I and Type II error probabilities,
denoted by P0(dk = 1) and P1(dk = 0), respectively, as
follows:
P0(dk = 1) = P0(LX(Xk) > tk(0))P0(dˆk−1 = 0)
+ P0(LX(Xk) > tk(1))P0(dˆk−1 = 1)
and
P1(dk = 0) = P1(LX(Xk) ≤ tk(0))P1(dˆk−1 = 0)
+ P1(LX(Xk) ≤ tk(1))P1(dˆk−1 = 1).
The total error probability at stage k is
P
k
e = π0P0(dk = 1) + π1P1(dk = 0)
= π0(P0(LX(Xk) > tk(0))
+ P0(tk(1) < LX(Xk) ≤ tk(0))P0(dˆk−1 = 1))
+ π1(P1(tk(1) < LX(Xk) ≤ tk(0))P1(dˆk−1 = 0)
+ P1(LX(Xk) ≤ tk(1))).
We prove the claim by contradiction. Suppose that there
exists a strategy such that Pke → 0 as k →∞. Then, we must
have P0(LX(Xk) > tk(0))→ 0 and P1(LX(Xk) ≤ tk(1))→
0. Recall that PX0 and PX1 are equivalent measures. Hence we
have P1(LX(Xk) > tk(0))→ 0 and P0(LX(Xk) ≤ tk(1))→
0. These imply that Pj(tk(1) < LX(Xk) ≤ tk(0)) → 1 for
j = 0, 1. But
Pj(dˆk−1 = 1− j) = qk(1 − Pj(dk−1 = 1− j))
+ (1 − qk)Pj(dk−1 = 1− j)
= qk + (1− 2qk)Pj(dk−1 = 1− j),
which is bounded below by qk. Hence Pke is also bounded
below away from 0 in the asymptotic regime. This contradic-
tion implies that Pke does not converge to 0. The proof for
the general bounded memory case is similar and is given in
Appendix A.
B. Unbounded Memory
In this section, we consider the case where ak can observe
all its predecessors; i.e., mk = k−1. We will show that using
the myopic decision strategy, the error probability converges
to 0 in the presence of random flipping when the flipping
probabilities are bounded away from 1/2. In the case where the
flipping probability converges to 1/2, we derive a necessary
condition on the convergence rate of the flipping probability
such that the error probability converges to 0. Moreover, we
precisely describe the relationship between the convergence
rate of the flipping probability and the convergence rate of the
error probability.
If we state the conditions on the private signal distributions
in a symmetric way, then it suffices to consider the case when
7the true hypothesis is H0. In this case, our aim is to show
that the Type I error probability converges to 0, i.e., P0(dk =
1) → 0. We consider the myopic decision strategy; i.e., the
decision made by the kth node is on the basis of the MAP
test. Again, the corruption from dk to dˆk is in the form of
a binary symmetric channel with flipping probability denoted
by qk. Without loss of generality, we assume that qk ≤ 1/2
(because of symmetry). We define the public likelihood ratio
of Dk = (j1, j2, . . . , jk) to be
Lk(Dk) = p
k
1(Dk)
pk0(Dk)
=
P1(Dˆk = Dk)
P0(Dˆk = Dk)
.
We will consider two cases:
1) The flipping probabilities are bounded away from 1/2 for
all k; i.e., there exists c > 0 such that qk ≤ 1/2−c for all
k. This ensures that the corrupted decision still contains
some useful information about the true hypothesis. We
call this the case of uniformly informative nodes.
2) The flipping probabilities qk converge to 1/2; i.e., qk →
1/2 as k →∞. This means that the broadcasted decisions
become increasingly uninformative as we move towards
the latter nodes. We call this the case of asymptotically
uninformative nodes.
1) Uniformly informative nodes: We first show that the er-
ror probability converges to 0. Recall that b¯k = P(θ = H1|Xk)
denotes the private belief given by signal Xk. Let (G0,G1)
be the conditional distributions of the private belief b¯k:
Gj(r) = Pj(b¯k ≤ r).
Note that Gj does not depend on k because the Xks are iden-
tically distributed. These distributions exhibit two important
properties:
a) Proportionality: This property is easy to get from Bayes’
rule: for all r ∈ (0, 1), we have
dG1
dG0
(r) =
r
1− r ,
where dG1/dG0 is the Radon-Nikodym derivative of
their associated probability measures.
b) Dominance: G1(r) < G0(r) for all r ∈ (0, 1), and
Gj(0) = 0 and Gj(1) = 1 for j = 0, 1. Moreover,
G1(r)/G0(r) is monotone non-decreasing as a function
of r.
We define an increasing sequence {Fk} of σ-algebras as
follows:
Fk = σ〈X1, X2, . . . , Xk; dˆ1, dˆ2, . . . , dˆk〉.
Evidently dˆk and Lk(Dˆk) are adapted to this sequence of σ-
algebras. Moreover, given Dˆk−1 = {dˆ1, dˆ2, . . . , dˆk−1} and
Xk, the decision dk is completely determined. Therefore, dk
is also adapted to this sequence of σ-algebras.
Lemma 1: Under hypothesis H0, the public likelihood ratio
sequence {Lk(Dˆk)} is a martingale with respect to {Fk} and
Lk(Dˆk) converges to a finite limit almost surely.
Proof: The expectation of Lk+1(Dˆk+1) conditioned on
H0 and Fk is
E0[Lk+1(Dˆk+1)|Fk] =
∑
dˆk+1=0,1
P0(dˆk+1|Fk)Lk+1(Dˆk+1)
=
∑
dˆk+1=0,1
P0(dˆk+1|Fk)Lk(Dˆk)P1(dˆk+1|Fk)
P0(dˆk+1|Fk)
= Lk(Dˆk)
∑
dˆk+1=0,1
P0(dˆk+1|Fk)P1(dˆk+1|Fk)
P0(dˆk+1|Fk)
= Lk(Dˆk).
Moreover, note that∫
|L1(Dˆ1)| dP0 = 1 <∞.
Since Lk(Dˆk) a non-negative martingale, by Doob’s martin-
gale convergence theorem [25], it converges almost surely to
a finite limit.
Let L∞ be the almost sure limit of Lk(Dˆk) conditioned on
H0, and note that L∞ < ∞ almost surely. This claim holds
for both cases 1 and 2. By (2), we know that the public belief
bk < 1 almost surely. The implication is that the public belief
cannot go completely wrong. Moreover, for case 1, we can
show that the public likelihood ratio converges to 0 almost
surely.
Lemma 2: Suppose that the flipping probabilities are
bounded away from 1/2. Then under H0, we have L∞ = 0
almost surely.
Proof: For the public likelihood ratio, we have the fol-
lowing recursion:
Lk+1(Dˆk+1) =
P1(Dˆk+1)
P0(Dˆk+1)
=
P1(dˆk+1|Dˆk)
P0(dˆk+1|Dˆk)
Lk(Dˆk). (5)
Consider the event A = {L∞ > 0}. On A, we have
P1(dˆk+1|Dˆk)
P0(dˆk+1|Dˆk)
→ 1, (6)
almost everywhere. Now
P1(dˆk+1|Dˆk)
P0(dˆk+1|Dˆk)
=
∑
dk+1
P1(dk+1|Dˆk)P(dˆk+1|dk+1)∑
dk+1
P0(dk+1|Dˆk)P(dˆk+1|dk+1)
=
P1(dk+1|Dˆk)(1 − 2qk) + qk
P0(dk+1|Dˆk)(1 − 2qk) + qk
. (7)
Equation (7) together with (6) implies
P1(dk+1|Dˆk)
P0(dk+1|Dˆk)
→ 1,
or Pj(dk+1|Dˆk)→ 0 for j = 0, 1, almost everywhere on A.
We will show that A has probability 0. Suppose that there
exists ω ∈ A such that
lim
k→∞
P1(dk+1 = dk+1(ω)|Dˆk = Dˆk(ω))
P0(dk+1 = dk+1(ω)|Dˆk = Dˆk(ω))
= 1.
8Note that dk+1(ω) = 0 or 1. Without loss of generality,
consider the case where dk+1(ω) = 0, we have
lim
k→∞
P1(dk+1 = 0|Dˆk = Dˆk(ω))
P0(dk+1 = 0|Dˆk = Dˆk(ω))
= 1. (8)
Note that the statement dk+1 = 0 is equivalent to
LX(Xk+1)Lk(Dˆk) ≤ π0
π1
.
Because of the independence between Xk+1 and Dˆk, we
obtain
Pj(dk+1 = 0|Dˆk = Dˆk(ω)) =
Pj
(
LX(Xk+1)Lk(Dˆk) ≤ π0
π1
∣∣∣∣ Dˆk = Dˆk(ω)
)
=
Pj
(
LX(Xk+1)Lk(Dˆk(ω)) ≤ π0
π1
)
.
Thus (8) is equivalent to
lim
k→∞
P1(LX(Xk+1)Lk(Dˆk(ω)) ≤ π0π1 )
P0(LX(Xk+1)Lk(Dˆk(ω)) ≤ π0π1 )
= 1. (9)
By (1) and the definitions of G1 and G0, (9) is equivalent to
lim
k→∞
G1((1 + Lk(Dˆk(ω)))
−1)
G0((1 + Lk(Dˆk(ω))−1)
= 1.
Because G1 and G0 are right-continuous, we have G1/G0
is also right-continuous. Moreover, G1/G0 is monotone non-
decreasing. Therefore, we have
G1((1 + L∞(ω))−1)
G0((1 + L∞(ω))−1)
= 1.
However, this contradicts the dominance property (described
earlier). We can use a similar argument to show that there does
not exist ω such that Pj(dk+1 = dk+1(ω)|Dˆk = Dˆk(ω))→ 0.
Therefore, no such ω exists and this implies that P0(A) = 0.
Hence, P0(L∞ = 0) = 1.
Theorem 5: Suppose that the flipping probabilities are
bounded away from 1/2. Then, Pke → 0 as k →∞.
Proof: We know that the likelihood ratio test states that
ak decides 1 if and only if b¯k > 1− bk−1. The probability of
deciding 1 given that H0 is true (Type I error) is given by
P0(dk = 1) = P0(b¯k > 1− bk−1)
= E0(1 −G0(1 − bk−1)).
Since L∞ = 0 almost surely, we have bk → 0 almost surely.
We have
lim
k→∞
P0(dk = 1) = lim
k→∞
E0(1 −G0(1 − bk−1)).
By the bounded convergence theorem, we have
lim
k→∞
P0(dk = 1) = 1− E0( lim
k→∞
G0(1− bk−1))
= 1−G0(1) = 0.
Similarly, we can prove that limk→∞ P1(dk = 0) = 0 (i.e.,
Type II error probability converges to 0). Therefore, the error
probability converges to 0.
Remark 3 (Additive Gaussian noise): Note that our conver-
gence proof easily generalizes to the additive Gaussian noise
scenario: Suppose that after ak makes a decision dk ∈ {0, 1},
it broadcasts a message dˆk = Fkdk + Nk to other nodes,
where Fk ∈ (0, 1) denotes a fading coefficient and Nk denotes
zero-mean Gaussian noise. Then, we can show that the error
probability converges to 0 if Fk are bounded away from 0 and
the noise variances are bounded for all k. In other words, the
signal-to-noise ratios are bounded away from 0.
Now let us consider the convergence rate of the error
probability. Without loss of generality, we assume that the
prior probabilities are equal; i.e., π0 = π1 = 1/2. The follow-
ing analysis easily generalizes to unequal prior probabilities.
Recall that bk = P(θ = H1|Dˆk) denotes the public belief. It is
easy to see that the error probability converges to 0 if and only
if bk → 0 almost surely given H0 is true and bk → 1 almost
surely given H1 is true. Recall the proportionality property:
dG1
dG0
(r) =
r
1− r .
Moreover, we assume G1 and G0 are continuous and therefore
under each of H0 and H1, the density of the private belief
exists. By the above property, we can write these densities as
follows:
f1(r) =
dG1
dr
(r) = rρ(r),
and
f0(r) =
dG0
dr
(r) = (1− r)ρ(r),
where ρ(r) is a non-negative function.
Without loss of generality, we assume that H0 is the true
hypothesis. Moreover, we assume that ρ(1) > 0 and ρ is
continuous near r = 1. This characterizes the behavior of the
tail densities. We will generalize our analysis to polynomial
tail densities later, where ρ(r) → 0 as r→ 1.
The Bayesian update of the public belief when dˆk+1 = 0 is
given by:
bk+1 = P(θ = H1|Dˆk+1)
=
P1(dˆk+1 = 0|Dˆk)bk∑
j=0,1 Pj(dˆk+1 = 0|Dˆk)P(θ = Hj |Dˆk)
=
(qk + (1− 2qk)P1(dk+1 = 0|Dˆk))bk∑
j=0,1(qk + (1− 2qk)Pj(dk+1 = 0|Dˆk))P(Hj |Dˆk)
.
(10)
It is easy to show that the public belief converges to 0 in the
fastest rate if dˆk = 0 for all k. We will establish the rate in this
special case to bound the converge rate of the error probability.
Notice that P(θ = H1|Dˆk) = bk and P(θ = H0|Dˆk) = 1−bk.
By Lemma 2, we have Lk(Dˆk)→ 0 almost surely, under H0.
This implies that bk → 0 almost surely. If bk is sufficiently
small, then we have
P1(dk+1 = 0|Dˆk) = 1−
∫ 1
1−bk
f1(x)dx
≃ 1− ρ(1)(bk − b
2
k
2
) (11)
9and
P0(dk+1 = 0|Dˆk) = 1−
∫ 1
1−bk
f0(x)dx
≃ 1− ρ(1)b
2
k
2
. (12)
Note that ≃ means asymptotically equal. We can also calculate
the (conditional) Type I error probability:
P0(dk+1 = 1|Dˆk) = 1− P0(dk+1 = 1|Dˆk)
=
∫ 1
1−bk
f0(x)dx
≃ ρ(1)b
2
k
2
. (13)
Note that (13) characterizes the relationship between the decay
rate of Type I error probability and the decay rate of bk. Next
we derive the decay rate of bk.
Substituting (11) and (12) into (10) and removing high order
terms we obtain
bk+1 ≃ (1− qk)bk − (1− 2qk)ρ(1)b
2
k
(1 − qk) .
This implies that
bk+1 ≃ bk
(
1− 1− 2qk
1− qk ρ(1)bk
)
. (14)
For any sequence that evolves according to (14), the following
lemma characterizes the convergence rate of the sequence.
Lemma 3: Suppose that a non-negative sequence ck satis-
fies ck+1 = ck(1 − δcnk ), where n ≥ 2, c1 < 1, and δ > 0.
Then, for sufficiently large k, there exists two constants C1
and C2 such that
C1
(δk)1/n
≤ ck ≤ C2
(δk)1/n
.
This implies that ck → 0 as k→∞ and ck = Θ(k−1/n).
Proof: The proof is given in Appendix B.
Theorem 6: Suppose that the flipping probabilities are
bounded away from 1/2 and ρ(1) is a non-negative constant.
Then, the Type I error probability converges to 0 as Ω(k−2).
Proof: Using (14) and Lemma 3, we can get the conver-
gence rate of the public belief conditioned on event that dˆk = 0
for all k, in which case we have bk = Θ(k−1). Recall that the
public belief converges to 0 the fastest in this case among all
possible outcomes. Therefore, we have bk = Ω(k−1) almost
surely.
Recall that dk = 1 if and only if b¯k > 1− bk−1. Therefore,
the Type I error probability is given by
P0(dk = 1) = P0(b¯k > 1− bk−1)
= E0(1 −G0(1 − bk−1)). (15)
Because ρ is continuous at 1, we have if x < 1 is sufficiently
close to 1, i.e., 1− x is positive and sufficiently small, then
1−G0(x) =
∫ 1
x
(1− x)ρ(x)dx
≥ ρ(1)
2
∫ 1
x
(1 − x)dx
=
ρ(1)(1− x)2
4
. (16)
From (15) and (16) and invoking Jensen’s Inequality, we obtain
P0(dk = 1) ≥ ρ(1)
4
E0[b
2
k−1]
≥ ρ(1)
4
(E0[bk−1])2. (17)
Because bk = Ω(k−1) almost surely, we have P0(dk = 1) =
Ω(k−2).
Assume that ρ(0) > 0 and ρ is continuous at 0. Then, we
can use the same method to calculate the decay rate of the
Type II error probability, which is the same as that of the
Type I error probability. Note that the decay rate of the error
probability depends linearly on (1− 2qk)−2.
2) Asymptotically uninformative nodes: In this part, we
consider the case where qk → 1/2 as k → ∞, which
means that the broadcasted decisions become asymptotically
uninformative. Let
Qk =
1− 2qk
1− qk .
Note that qk → 1/2 implies that Qk → 0. This parameter
measures how “informative” the corrupted decision is: For
example, if qk = 0 (where there is no flipping), then the
decision is maximally informative in terms of updating the
public belief. However if qk = 1/2, in which case Qk = 0,
then the decision is completely uninformative in terms of
updating the public belief.
We will derive a necessary condition on the decay rate of Qk
to 0 for the public belief bk to converge to 0 under H0, which
gives us a necessary condition on Qk for asymptotic learning.
For any sequence that evolve according to (14), the following
lemma characterizes necessary and sufficient conditions such
that the sequence converges to 0.
Lemma 4: Suppose that a non-negative sequence {ck} fol-
lows ck+1 = ck(1− δkcnk ), where n ≥ 1, c1 > 0, and δk > 0.
Then, ck converges to 0 if and only if there exists k0 such that∑∞
k=k0
δk =∞.
Proof: We will use the following claim to prove the
lemma: For a non-negative sequence satisfying ck+1 = ck(1−
rk), where c1 > 0 and rk ∈ [0, 1), we have ck → 0 if and
only if there exists k0 such that
∑∞
k=k0
rk =∞. To show this
claim, we have
ck+1 = c1
k∏
i=1
(1− ri).
Applying natural logarithm, we obtain
ln ck+1 = ln c1 +
k∑
i=1
ln(1− ri).
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From the above equation, we have ck → 0 if and only if∑∞
i=1 ln(1 − ri) = −∞. In the case where there exists a
subsequence of {rk} such that the subsequence is bounded
away from 0, we have
∑∞
i=1 ln(1 − ri) = −∞. Therefore,
ck → 0 as k →∞. In the case where rk → 0, there exists k0
such that ri ≤ − ln(1 − ri) ≤ 2ri for all i ≥ k0. Therefore,
we have ck → 0 if and only if
∑∞
k=k0
rk =∞.
We now show the lemma. First we show that the condition is
necessary. Suppose that ck → 0. Then, we have
∑∞
k=1 δkc
n
k =
∞. Since ck < 1, we have
∑∞
k=1 δk =∞. Second we show by
contradiction that the condition is sufficient. Suppose that there
exist k0 such that
∑∞
k=k0
δk = ∞ and ck does not converge
to 0. Since ck is monotone decreasing, ck must converge to a
nonzero limit c. Therefore, for all k, we have ck ≥ c. Then,
we have ck+1 ≤ ck(1− δkcn). We have
∞∑
k=k0
δkc
n = cn
∞∑
k=k0
δk =∞.
Therefore, we have ck → 0.
Theorem 7: Suppose that there exists p > 1 such that
Qk = O
(
1
k(log k)p
)
.
Then, the public belief converges to a nonzero limit almost
surely.
Proof: Suppose that there exists p > 1 such that Qk =
O (1/(k(log k)p)) . Then, we have
∞∑
k=2
Qk <∞.
Therefore, by Lemma 4, bk in (14) does not converge to 0.
Recall that (14) represents the recursion of bk conditioned on
the event that the node broadcast decisions are all 0. Therefore,
the public belief is the smallest among all possible outcomes.
Hence, the public belief converges to a nonzero limit almost
surely.
By (17), it is evident that if bk converges to a nonzero limit
almost surely, then P0(dk = 1) is bounded away from 0 and
P0(dk = 0) is bounded away from 1. Therefore, the system
does not asymptotically learn the underlying truth. Hence
Theorem 7 provides a necessary condition for asymptotically
learning.
Theorem 7 also implies that for there to be a nonzero
probability that the public belief converges to zero, we must
have that there exists p ≤ 1 such that Qk = Ω(1/k(log k)p).
If the public belief does not converge to zero, then it is
impossible for there to be an eventual collective arrival at
the true hypothesis. To explain this further, Let H denote the
event that there exists a (random) k0 such that the sequence
of decisions dk = 0 for all k ≥ k0. Occurrence of this event
signifies that after a finite number of decisions, the agents
arrive at the true underlying state. Such an outcome also means
that, eventually, each agent’s private signal is overpowered
by the past collective true verdict, so that a false decision
is never again declared. In the literature on social learning,
this phenomenon is called information cascade (e.g., [26]) or
herding (e.g., [21]). We use L to denote the event {bk → 0}.
Notice that H occurs only if L occurs. Hence, H is a subset
of the event that bk → 0, i.e., H ⊂ L. These leads to the
following corollary of Theorem 7.
Corollary 4: If Qk = O(1/k(log k)p) for some p > 1, then
P(H) = 0.
So, by the corollary above, only if Qk = Ω(1/k(log k)p) for
some p ≤ 1 can we hope for there to be a nonzero probability
that bk → 0 and thus of information cascade to the truth. Even
under the situation that bk → 0, i.e., conditioned on L, we
expect that the rate at which bk → 0 depends on the scaling
law of Qk. The following theorem relates the scaling laws
of {Qk} with those of {bk} and the Type I error probability
sequence {P0(dk = 1)}.
Theorem 8: Conditioned on L, we have the following:
(i) Suppose that Qk = Θ(1/k1−p) where p ∈ (0, 1). Then,
bk = Ω(k
−p) almost surely and P0(dk = 1) = Ω(k−2p).
(ii) Suppose that Qk = Θ(1/k). Then, bk = Ω(1/ log k)
almost surely and P0(dk = 1) = Ω(1/(log k)2).
(iii) Suppose that Qk = Θ(1/(k(log k)p)) where p ∈ (0, 1).
Then, bk = Ω(1/(log k)q) almost surely, where 1/q +
1/p = 1, and P0(dk = 1) = Ω(1/(log k)2q).
(iv) Suppose that Qk = Θ(1/(k log k)). Then, bk =
Ω(1/ log log k) almost surely and P0(dk = 1) =
Ω(1/(log log k)2).
Proof: The proof is given in Appendix C.
Note that Theorem 8 provides upper bounds for the conver-
gence rates of the public belief and error probability. However,
recall that H is a subset of the event that bk → 0. Therefore,
even if bk → 0 with certain probability, the probability of H
is not guaranteed to be nonzero. Next we provide a necessary
condition such that the probability of H is nonzero.
Theorem 9: Suppose that there exists p ≤ 1 such that
Qk = O
(
(p+ log k)(log k)p−1
(k(log k)p)1/2
)
.
Then, we have P(H) = 0.
Proof: We first state a key lemma which is a corollary of
the Borel-Cantelli lemma [25]. Consider a probability space
(S,S,P) and a sequence of events {Ek} in S. We define the
limit superior of {Ek} as follows:
lim sup
k→∞
Ek ≡
∞⋂
k=1
(⋃
n=k
En
)
.
Note that this is the event that infinitely many of the Ek occur.
We use ECk to denote the complement of Ek.
Lemma 5: Suppose that
∞∑
k=1
P(Ek|ECk−1, ECk−2, . . . , EC1 ) =∞.
Then,
P(lim sup
k→∞
Ek) = 1.
The proof of this lemma is omitted. Now we prove the
theorem. Let Ek be the event that dk = 1, i.e., ak makes the
wrong decision given H0. Notice that ECk is the event that
dk = 0. If
Qk = O
(
(p+ log k)(log k)p−1
(k(log k)p)1/2
)
,
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then using the similar analysis as those in Theorem 8, we have
P0(Ek|ECk−1, ECk−2, . . . , EC1 ) = Ω
(
1
k(log k)p
)
.
This implies that these terms are not summable, i.e.,∑∞
k=1 P0(Ek|ECk−1, ECk−2, . . . , EC1 ) = ∞. Therefore we have
P0(lim supk→∞ Ek) = 1, which means that with probability
1, dk = 1 occurs for infinitely many k. Consequentially, we
have P0(H) = 0. By symmetry, P1(H) = 0. This concludes
the proof.
Suppose that the flipping probability converges to 1/2
sufficiently fast. Then, even if the public belief converges to
0, its convergence rate is very small because the broadcasted
decisions become uninformative in a fast rate. In this case,
the private signals are capable to overcome the public belief
infinitely often because of the slow convergence rate of the
public belief.
3) Polynomial tail density: We now consider the case where
the private belief has polynomial tail densities, that is, ρ(r)→
0 as r → 1 and there exist constants β, γ > 0 such that
lim
r→1
ρ(r)
(1− r)β = γ. (18)
Note that β denotes the leading exponent of the Taylor
expansion of the density at 1. The larger the value of β,
the thiner the tail density. Note that Theorem 7 (necessary
condition for P(L) > 0) which was stated under the constant
density assumption is also valid in the polynomial tail density
case. We can use the similar analysis as before to derive the
explicit relationship between the convergence rate of Qk and
the convergence rate of the public belief conditioned on L.
The following theorem establishes the scaling laws of the
public belief and Type I error probability for both uniformly
informative and asymptotic uninformative cases.
Theorem 10: Consider the polynomial tail density defined
in (18).
1) Uniformly informative case: Suppose that the flipping
probabilities are bounded away from 1/2. Then, we have
bk = Ω(k
−1/(β+1)) almost surely and P0(dk = 1) =
Ω(k−(β+2)/(β+1)).
2) Asymptotically uninformative case: Suppose that the
flipping probabilities converge to 1/2, i.e., Qk → 0.
Conditioned on L, we have
(i) if Qk = Θ(1/k1−p) where p ∈ (0, 1), then bk =
Ω(k−p/(β+1)) almost surely and P0(dk = 1) =
Ω(k−(β+2)p/(β+1)),
(ii) if Qk = Θ(1/k), then bk = Ω((log k)−1/(β+1))
almost surely and P0(dk = 1) =
Ω((log k)−(β+2)/(β+1)),
(iii) if Qk = Θ(1/(k(log k)p)) where p ∈ (0, 1),
then bk = Ω((log k)−q/(β+1)) almost surely,
where 1/q + 1/p = 1, and P0(dk = 1) =
Ω((log k)−(β+2)q/(β+1)),
(iv) if Qk = Θ(1/(k log k)), then bk =
Ω((log log k)−1/(β+1)) almost surely and
P0(dk = 1) = Ω((log log k)
−(β+2)/(β+1)).
Proof: The proof is given in Appendix D.
Next we provide a necessary condition such that H has
nonzero probability.
Theorem 11: Suppose that there exists p ≤ 1 such that
Qk = O
(
(p+ log k)(log k)p−1
(k(log k)p)1/(β+2)
)
.
Then, we have P(H) = 0.
Proof: The proof is similar with that of Theorem 9 and
is omitted.
Note that as β gets larger, this necessary condition states
that Qk has to decay very slowly in order that it is possible
for H to occur.
Similarly we can calculate the decay rate for the Type II
error probability P1(dk = 0). Assume that the tail density is
given by
lim
r→0
ρ(r)
rβ¯
= γ¯
where β¯, γ¯ > 0. Then, we can show that if the flipping
probabilities are bounded away from 1/2, then
P1(dk = 0) = Ω(k
−(β¯+2)/(β¯+1)).
The decay rate of the error probability is given by
P
k
e = Ω
(
k−(1+1/(max (β,β¯)+1))
)
.
V. CONCLUDING REMARKS
We have studied the sequential hypothesis testing problem
in two types of broadcast failures: erasure and flipping. In
both cases, if the memory sizes are bounded, then there does
not exist a decision strategy such that the error probability
converges to 0. In the case of random erasure, if the memory
size goes to infinity, then there exists a decision strategy such
that the error probability converges to 0, even if the erasure
probability converges to 1. We also characterize explicitly
the relationship between the convergence rate of the error
probability and the convergence rate of the memory. In the
case of random flipping, if each node observes all the previous
decisions, then with the myopic decision strategy, the error
probability converges to 0, when the flipping probabilities
are bounded away from 1/2. In the case where the flipping
probability converges to 1/2, we derive a necessary condition
on the convergence rate of the flipping probability such that the
error probability converges to 0. We also characterize explicitly
the relationship between the convergence rate of the flipping
probability and the convergence rate of the error probability.
Finally, we have derived a necessary condition such that the
event herding has nonzero probability.
Our analysis leads to several open questions. We expect
that our results can be extended to multiple hypotheses testing
problem, paralleling a similar extension in [9]. In the case
of random flipping, we have not studied the case where the
memory size goes to infinity but each node cannot observe all
the previous decisions. We also want to generalize the tech-
niques used in this paper to more general network topologies.
Moreover, besides erasure and flipping failures, we expect
that our techniques can be used in the additive Gaussian
noise scenario. With finite signal-to-noise ratios (SNR), the
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martingale convergence proof in Lemma 2 easily generalizes
to this scenario. However, if SNR goes to 0 (e.g., the fading
coefficient goes to 0, the noise variance goes to infinity, or
the broadcasting signal power goes to 0), it is obvious that the
convergence of error probability is not always true. We want to
derive necessary and sufficient conditions on the convergence
rate of SNR such that the error probability still converges to 0.
APPENDIX A
PROOF OF THEOREM 3
W extend the proof to the case where each node observes
mk ≥ 1 previous decisions. The likelihood ratio test in this
case is given by
dk =
{
1 if LX(Xk) > t(dˆk−1, . . . , dˆk−mk),
0 if LX(Xk) ≤ t(dˆk−1, . . . , dˆk−mk),
where t(dˆk−1, . . . , dˆk−mk) = tk/LkD(dˆk−1, . . . , dˆk−mk) de-
notes the testing threshold. Among all possible combinations
of {dˆk−1, . . . , dˆk−mk}, it suffices to assume that the likelihood
ratio in the case where each decision equals 0 (denoted by
0
mk ) is the smallest and that in the case where each decision
equals 1 (denoted by 1mk ) is the largest. Otherwise, we can
always find the smallest and largest likelihood ratio. The case
where the likelihood ratios for all possible combinations are
equal can be excluded because it means the decisions observed
have no useful information for hypothesis testing; and the node
has to make a decision based on its own measurement, in
which case the error probability does not converge to 0.
From these, we can define the Type I and II error probabil-
ities as in (19) and (20).
With the similar argument as that in the tandem network
case, we have Pke = π0P0(dk = 1) + π1P1(dk = 0). Suppose
that Pke → 0 as k → ∞. Then, we must have P0(LX(Xk) >
tk(0
mk)) → 0 and P1(LX(Xk) ≤ tk(1mk)) → 0. Recall
that PX0 and PX1 are equivalent measures. Hence we have
Pj(tk(1
mk) < LX(Xk) ≤ tk(0mk)) → 1 for j = 0, 1. We
have
Pj(dˆk−1 = jk−1, dˆk−2 = jk−2, . . . , dˆk−mk = jk−mk ) =
Pj(dˆk−1 = jk−1|dˆk−2 = jk−2, . . . , dˆk−mk = jk−mk)·
Pj(dˆk−2 = jk−2|dˆk−3 = jk−3, . . . , dˆk−mk = jk−mk)·
. . .Pj(dˆk−mk+1 = jk−mk+1|dˆk−mk = jk−mk)·
Pj(dˆk−mk = jk−mk).
We already know that Pj(dˆk−mk = jk−mk) is bounded away
from 0 by qk. Similarly, we can show
Pj(dˆk−i = jk−i|dˆk−i−1 = jk−i−1, . . . , dˆk−mk = jk−mk)
= (1− qk)Pj(dk−i = jk−i| . . . , dˆk−mk = jk−mk )
+ qk(1− Pj(dk−i = jk−i| . . . , dˆk−mk = jk−mk))
= qk + (1 − 2qk)Pj(dk−i = jk−i| . . . , dˆk−mk = jk−mk).
Hence Pke is also bounded below by qmkk ≥ qCk . This
contradiction implies that Pke does not converge to 0 with any
decision strategy.
APPENDIX B
PROOF OF LEMMA 3
First it is easy to see that ck → 0 because it is the only fixed
point of the recursion. To show the convergence rate, we treat
the recursion (14) as an ordinary difference equation (ODE).
Therefore, we have
dck
dk
= −δcn+1k .
The solution to this ODE is for some C > 0
ck =
C
(δk)1/n
.
Therefore, for sufficiently large k, there exists two constants
C1 and C2 such that
C1
(δk)1/n
≤ ck ≤ C2
(δk)1/n
.
which implies that
ck = Θ(k
−1/n).
APPENDIX C
PROOF OF THEOREM 8
(i). Suppose that Qk = Θ(1/k1−p) where p ∈ (0, 1).
Conditioned on H, we have recursion (14) for the public belief
bk. Using this recursion, we can get similar results as those in
Lemma 3, that is, there exists C1 > 0 and C2 > 0 such that
C1
kQk
≤ bk ≤ C2
kQk
. (21)
Plugging in the convergence rate of Qk in (21) establishes the
claim.
(ii)-(iv). Suppose that Qk = Θ(1/k(log k)p), where p ∈
[0, 1]. Then, by (14), we have
bk+1 − bk = Cb
2
k
k(log k)p
for some constant C > 0. For p = 0, the solution to this ODE
satisfies bk = Θ(1/ log k), which proves (ii). When p ∈ (0, 1),
the solution satisfies bk = Θ(1/(log k)q), where 1/q+ 1/p =
1. This establishes (iii). Finally, when p = 1, the solution
satisfies bk = Θ(1/ log log k). Note that all these rates are
derived conditioned on H. By the fact that conditioned on H,
the decay rate is the fastest among all outcomes, we obtain
the desired results. Having established the convergence rate of
bk, the convergence rate for the error probability in each claim
follows from (17).
APPENDIX D
PROOF OF THEOREM 10
Proof of claim 1: If the flipping probabilities are bounded
away from 1/2, then the public belief bk converges to 0 and
conditioned on H we have
P1(dk+1 = 0|Dˆk) = 1−
∫ 1
1−bk
f1(x)dx
≃ 1− γ
β
bβ+1k (22)
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P0(dk = 1) = P0(LX(Xk) > tk(0
m
k ))P0(dˆk−1 = 0, dˆk−2 = 0, . . . , dˆk−mk = 0)
+ P0(LX(Xk) > tk(1, 0, 0, . . . , 0))P0(dˆk−1 = 1, dˆk−2 = 0, . . . , dˆk−mk = 0) + . . .
+ P0(LX(Xk) > tk(1
mk))P0(dˆk−1 = 1, dˆk−2 = 1, . . . , dˆk−mk = 1) (19)
= P0(LX(Xk) > tk(0
mk)) + P0(tk(1, 0, 0, . . . , 0) < LX(Xk) ≤ tk(0mk))
P0(dˆk−1 = 1, dˆk−2 = 0, . . . , dˆk−mk = 0) + . . .
+ P0(tk(1
mk) < LX(Xk) ≤ tk(0mk))P0(dˆk−1 = 1, dˆk−2 = 1, . . . , dˆk−mk = 1)
and
P1(dk = 0) = P1(LX(Xk) ≤ tk(0mk))P1(dˆk−1 = 0, dˆk−2 = 0, . . . , dˆk−mk = 0)
+ P1(LX(Xk) ≤ tk(1, 0, 0, . . . , 0))P1(dˆk−1 = 1, dˆk−2 = 0, . . . , dˆk−mk = 0) + . . .
+ P1(LX(Xk) ≤ tk(1mk))P1(dˆk−1 = 1, dˆk−2 = 1, . . . , dˆk−mk = 1)
= P1(tk(1
mk) < LX(Xk) ≤ tk(0mk))P1(dˆk−1 = 0, dˆk−2 = 0, . . . , dˆk−mk = 0) (20)
+ P1(tk(1
mk) < LX(Xk) ≤ tk(1, 0, 0, . . . , 0))P0(dˆk−1 = 1, dˆk−2 = 0, . . . , dˆk−m = 0) + . . .
+ P1(LX(Xk) ≤ tk(1mk)).
and
P0(dk+1 = 0|Dˆk) = 1−
∫ 1
1−bk
f0(x)dx
≃ 1− γ
β + 1
bβ+2k . (23)
We can also calculate the (conditional) Type I error probability
in this case:
P0(dk+1 = 1|Dˆk) = 1− P0(dk+1 = 1|Dˆk)
=
∫ 1
1−bk
f0(x)dx
≃ γ
β + 1
bβ+2k . (24)
Note that (24) describes the relationship between the decay
rate of Type I error probability and the decay rate of bk. Next
we derive the decay rate of bk.
By (22) and (23), we can derive the recursion for the public
belief as follows:
bk+1 = bk − γ
β
Qkb
β+2
k . (25)
By Lemma 3, we know that bk → 0 and the decay rate is
bk = Θ(k
−1/(β+1)). Recall that conditioned on the event that
dˆk = 0 for all k, the convergence of bk is the fastest. Therefore,
we have bk = Ω(k−1/(β+1)) almost surely. From (24) and
invoking Jensen’s Inequality, we obtain
P0(dk = 1) ≥ γ
β + 1
E0[b
β+2
k ]
≥ γ
β + 1
(E0[bk])
β+2. (26)
Because bk = Ω(k−1/(β+1)) almost surely, we have P0(dk =
H1) = Ω(k
−(β+2)/(β+1)).
Proof of claim 2: Using Lemma 3, we can show that there
exist two positive constants C1 and C2 such that
C1
(kQk)1/(β+1)
≤ bk ≤ C2
(kQk)1/(β+1)
. (27)
Therefore, if Qk = 1/k1−p, then using (27) and the fact that
bk given H is the smallest among all possible outcomes, we
have bk = Ω(k−p/(β+1)). This establishes (i). For (ii)-(iv), we
can solve the ODEs given by (25) and the solutions give rise
to the convergence rates for bk, which in turn characterize the
convergence rates of the error probabilities.
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