Development of statistical methods has become very necessary for large-scale correlation analysis in the current "omic" data. We propose ranking analysis of correlation coefficients (RAC) based on transforming correlation matrix into correlation vector and conducting a "locally ranking" strategy that significantly reduces computational complexity and load. RAC gives estimation of null correlation distribution and an estimator of false discovery rate (FDR) for finding gene pairs of being correlated in expressions obtained by comparison between the ranked observed correlation coefficients and the ranked estimated ones at a given threshold level. The simulated and real data show that the estimated null correlation distribution is exactly the same with the true one and the FDR estimator works well in various scenarios. By applying our RAC, in the null dataset, no gene pairs were found but, in the human cancer dataset, 837 gene pairs were found to have positively correlated expression variations at FDR ≤ 5%. RAC performs well in multiple conditions (classes), each with 3 or more replicate observations.
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A great advance of "omic" technologies has led to an unprecedented development of large-scale data, for example, microarray data, microRNA data, and protein array data. The large-scale omic data let us take a global insight into complex biological procedures, interactions between drugs and proteins, and pathological mechanisms of complex diseases such as diabetes, stroke, heart disease, hypertension, and various cancers. For microarray data, gene expression profiles provide a clue to cluster or classify the functional genes into groups because functional genes in a group possibly have the same or similar expression patterns under various conditions [1] [2] [3] [4] [5] . The similar expression patterns may be described by correlated expressions, including coexpressions [6, 7] and coregulations of gene expressions [6] [7] [8] . The correlated expressions between genes can be measured by Pearson correlation coefficients [9] [10] [11] . By using correlation of gene expressions, one can build clusters or networks of functional genes [9] [10] [11] [12] . But like differential expressions of genes, there also exist noises in the correlated expressions of genes. In other words, there are many spurious correlated expressions in microarray data due to expression noise. We therefore reasonably believe that the current various gene expression networks based on correlation coefficients might have spurious connections between some genes or spurious correlations, which lead to misclassification of functional genes. Therefore, to test for the correlation coefficients between genes in expressions variation is necessary. Conventionally, one uses correlation analysis to draw a distinction between genes that are coregulated or coexpressed and those that do not have a common expression pattern. However, largescale data challenge the conventional correlation analysis because a single threshold α, as a probabilistic criterion for determining whether a single null hypothesis is acceptable or not, is not valid for testing a large-scale number of hypotheses. For example, in testing for 10,000 hypotheses, at least 500 hypotheses are expected to be significant by chance at α=0.05. Such results, due to too many false positives, cannot be acceptable in statistics. Although there have been a variety of statistical methods for identification of genes differentially expressed between treatments or conditions, no methods for large-scale correlation analysis have been proposed so far. The main reason is that ranking is indispensable in the large-scale statistical analysis because multiple-test procedures such as Bonferroni (B) procedure and Benjanimini-Hochberg (BH) procedure [13] need to rank a set of p-values while ranking analysis methods such as significance analysis of microarrays (SAM) [14] , ranking analysis of microarray data (RAM) [15] need to sort a set of statistics such as tstatistics or modified t-statistics. However, ranking a large two-dimensional correlation matrix would lead to the problem of over-memory and/ or over-time (see Discussion section). In this article, we propose a "locally ranking" strategy to greatly reduce complexity of ranking a matrix and use a dissection approach to estimate the null correlation distribution. In addition, we also develop a new approach to estimate false discovery rate (FDR) because the current multiple-testing procedures and ranking analysis methods are not appropriate to our ranking correlation analysis. 
Methods
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where μ i is the expression expectation of gene i under the null hypothesis; τ ic , effects of condition c on expression variation of gene i; and e ick , the special expression noise of observation k of gene i under condition c. Eq. (1) does not include association between genes. Practically, genes would be correlatively expressed or coexpressed if the conditions have the same or similar regulation effects on their expression variations. If the conditions show up-regulation effects on gene i but down-regulation effect on gene j, and vice versa, then their expressions would be negatively correlated. Therefore, we can use the traditional correlation coefficient
to measure the expression association between genes i and j (i b j) where σ i 2 and σ i 2 are the expression variances of genes i and j, respectively, in population. According to the model above, the correlation coefficient in Eq. (2) may be dissected as
The detail derivation of Eq. (3) can be found in Appendix A. It can be seen from Eq. (3) that if the condition effects (τ) do not simultaneously change expressions of genes i and j, that is, τ ic = 0 for gene i but τ jc ≠ 0 for gene j, or τ ic ≠ 0 for gene i but τ jc = 0 for gene j, or τ ic = 0 and τ jc = 0 for both genes, then ρ ij = ρ(τ i e j ) + ρ(e i e j ) or ρ ij = ρ(e i τ j ) + ρ(e i e j ), or ρ ij = ρ(e i e j ). Therefore, E(ρ ij ) = ρ(τ i e j ) + ρ(e i τ j ) + ρ(e i e j ), which is the expectation of expression correlation between genes i and j under the null hypothesis that genes i and j do not simultaneously respond to the condition effects (τ) in differential expression. In classical correlation analysis, correlation coefficient between a pair of uncorrelated variables is expected to be zero in large samples and hence we test if a single observed correlation coefficient is zero at a given significance level. However, expression noise may not completely be a random and independent variable because microarray experiment is often conducted in small samples, almost all of the correlation coefficients between genes under null hypotheses are significantly unequal to zero but expected to follow a null distribution with mean of zero and variance N0. On the other hand, for expression associations between many thousands of genes in microarray experiments, a single significance test at a given probabilistic level is meaningless. So, to address these two problems, we have to consider another strategy, a ranking analysis strategy. Given a threshold Δ, a pair of genes i ⁎ and j ⁎ (i ⁎ b j ⁎ ) are interestingly correlated in expressions if and only if
where R is an observed correlation coefficient, * represents an ordered sequence in which the R or r values are ordered from smallest to largest, i*j* is the i*j* th gene pair or variable pair in the ordered sequences. Δ is a threshold chosen to classify a set of observed Rvalues into non-interesting group and interesting group. By changing threshold value, we can obtain a series of non-interesting and interesting groups of gene pairs for their correlated expressions.
1.2. Estimate of the null correlation distribution E(ρ ij ) is unknown and hence E(ρ i * j * ) in Eq. (4) is also unknown. To make Eq. (4) work, we need to estimate the null correlation distribution. In Eq. (1), for gene i, the expression expectation μ i may be estimated by the observed overall mean x ̅ i and the condition effect τ ic may be estimated by intra-group meanoverall mean, that is τ ic = x ̅ ic − x ̅ i and expression noise e ick is estimated by an observation valueintra-group mean, e ick = x ick − x ̅ ic . In addition, σ i 2 in Eq. (2) is also estimated by
is a sample size under condition c. Thus, ρ in Eq. (2) may be estimated by
Derivation of Eq. (5) can be found in Appendix B. Therefore, E(ρ ij ) may be estimated by
For a single E(ρ ij ) value, r ij may not be a good estimator due to error fluctuation, but for a distribution, r ij has the same distribution with E(ρ ij ), so, after ranking them, r i * j * indeed is a desirable estimate of E(ρ i * j * ) (see Results).
Strategy for ranking a correlation matrix
As correlation coefficients between pairs of variables form a twodimensional matrix, ranking a two-dimensional matrix is more difficult than ranking a one-dimensional vector and this leads to computer memory overflow error when the number of the correlated variables is large. To address this technical difficulty, we propose a "locally ranking" strategy, which consists of five steps:
Step 1. Transform two-dimensional correlation matrix into onedimensional correlation vector: R ij → R s , where s stands for ij, i b j. We code s = 1 for 12, s = 2 for 13, ..., s = S for (N − 1)N. Ranking one-dimensional correlation coefficient vector R s can avoid the memory overflow error. In the next step, we solve the problem of computational speed because a large number of pairs of variables would make computational speed down. Step 2. Divide the interval between −1 and 1 into G ordered subintervals, (r 11 , r 12 ), (r 21 , r 22 ), ···, (r g1 , r g2 ), ···, (r G1 , r G2 ), which depends on number (N) of variables (genes). A pair of variables is assigned to rank g (or subinterval g) if their correlation coefficient value falls into the subinterval (r g1 , r g2 ), g =1, 2, …, G. That is, if R s ∈ (r g1 , r g2 ), we then set R s = R gt where r g1 and r g2 are lower and upper boundaries of subinterval g, and t is the tth pair in subinterval g, t =1, 2, …, T g . Step 3. Sort the pairs of variables within subinterval g = 1 by R 1t values. Thus, we have a suborder of correlation coefficients, denoted by R 1t * , within subinterval g = 1. Asterisk (*) represents an order in which element values are ranked from smallest to largest. Step 4. Repeat step 3 until g = G.
Step 5. Sequentially connect the G suborders to form a whole-ordered correlation vector.
Since subintervals (r 11 , r 12 ) b (r 21 ,
) are also an ordered sequence, after steps 3, 4, and 5, the whole vector is ordered.
Estimation of FDR
In ranking analysis, it is required to validly control the false discovery rate (FDR) in the findings at a given threshold level. A valid control of FDR involves reliable estimation of FDR. The number of gene pairs P(Δ) that are declared to be interestingly correlated in expressions at threshold Δ consists of number of true positive gene pairs T(Δ) and number of false positive gene pairs F(Δ), say, P(Δ)=T(Δ)+F(Δ). Given a threshold Δ, FDR is expected as λ(Δ)=E[F(Δ)/P(Δ)]. Since F(Δ) is unknown, λ(Δ) needs to be estimated. Many approaches such as the BH procedure [13, 16] , the BL procedure [17] , and the Pounds-Cheng procedure [18] have been proposed for estimation of FDR. These FDR estimators, however, are based on p-value adjustment. Therefore, they are not appropriate to ranking analysis because ranking analysis does not consider p-values. Tusher et al. [14] developed a permutation-based estimator in their ranking method. It has been proved in theory and in simulation that this method performs poor in small samples [15, 19] . Storey and Tibshriani [20] proposed a so-called q-value as an FDR estimator. But q-value, for the conservative estimation of FDR, requires that the null p-values must follow the uniform distribution [20, 21] . Obviously, this requirement cannot be satisfied in small sample size for correlation coefficients. Tan et al. [15, 19] developed two-simulation strategy to estimate FDR in ranking analyses of multiple t-statistics and f-statistics. As shown in Eq. (5), the null correlation coefficient contains three components: R(e i e j ), R(τ i e j ), and R(e i τ j ). The latter two components are difficultly controlled in simulation. Therefore, this approach is also not suitable to our RAC. Here we propose an alternative method for estimate of FDR in ranking analysis of correlation coefficients.
Give a set of L thresholds Δ where 0 ≤ Δ ≤ 1, in a general case, FDR for number of gene pairs whose expressions are found to be correlated to each other displays an approximately normal curve along threshold coordinate. FDR varies from about 1.0 to 0 in right side along threshold coordinate from 0 to 1.0. The FDR curve depends on several factors such as condition (or treatment) effects on expression variations of genes, proportion of genes differentially expressed, averaged sample size (m̅ ), and number of conditions (C). Briefly, FDR is inversely related to these factors. For example, the correlated expression noises of genes are less in large samples than in small samples. As a result, the former has lower FDR than the latter. This property provides us with useful information for fitting a real FDR curve. The fact that FDR roughly follows a one-side normal distribution with mean of zero and variance of σ 2 indicates that this distribution may be determined by variance. We therefore use a normal probability density function to generate a one-side normal distribution along threshold coordinate,
Since FDR is less than or equal to 1 at Δ ≈0, the function φ(Δ) needs to be constrained into the interval (0,1),
To fit an FDR curve, we need a standard FDR function λ ' (Δ) of threshold. This standard FDR function is obtained by simulation (see Simulation section) in such a scenario: the averaged sample size of 3 over 4 conditions and 30% of genes differentially expressed. This scenario has a larger noise variance so that the FDR curve is in middle and can be expanded or shrunken to fit the other scenarios. The standard FDR function f s (Δ) = λ ' (Δ) / λ ' (min(Δ)) is served as FDR framework and merged together with the observed function f(Δ) to make an estimate of FDR distribution:
where f(Δ), which depends on variance σ 2 , is associated with real data. θ ≤ 1 and ω N 0 in Eq. (9) are referred to as shape parameters for controlling shape of the FDR curve. Note that λ min Δ ð Þ ð Þ= 1 when θ = 1 or λ min Δ ð Þ ð Þ b1 when θ b 1. The estimated FDR distribution is expanded along threshold coordinate when ω b 1 or shrunken when ω N 1. We thus need to estimate parameters θ and ω as well as σ 2 . Since the real microarray data have provided essential information such as sample size, condition number, mean, and variances of expressions of genes as well as expression correlations between genes, we utilize them to produce a null dataset of N genes without any condition effect. To obtain correlation information from the real microarray data, we arbitrarily utilize 30% of the real data and 70% of the simulated data (null data, see Simulation section) to generate a set of mixed data. (Currently existing microarray data show that the largest proportion of genes differentially expressed is about 30%. Thus, about 10% of genes have differential expressions in mixed data. In general, the proportion of genes differentially expressed is less than 30%, so in mixed data, less than 10% of genes display differential expressions). Then we apply our method to find the number [Q(Δ)] of positive pairs at the same threshold level as we find P(Δ) in the real microarray dataset. This process is repeated M times (it is unnecessary to repeat this process if number of genes is larger than 1000) and a mean of positive pairs at threshold
We then define κ as a ratio of total number of findings across the whole given threshold levels in the mixed datasets to that in the real dataset:
Q increases when sample size or condition number or both are small or P decreases when condition effects are weak and/or the proportion of genes differentially expressed in microarray data is low. There are two cases in which Q is close to P so that κ → 1. κ = 1 when the real data are null data. If there is a large proportion of gene pairs coexpressed or coregulated in data and sample size or condition number or both are larger, then P ≫ Q so that κ would be very small. In summary, κ is a function of both Q and P. In addition, we also define another ratio as
is number of gene pairs, and L ′ is number of threshold levels where P(Δ L ′ ) N 0 but P(Δ L ′ + 1 ) = 0. ϕ monotonously decreases, say, 1 N ϕ N 0. The value is largest at L ′ = 1 and becomes small as L ′ increases. We found that at ϕ b 0.3, the FDR curve is a concave curve. Thus, we take ϕ = 0.3 as a benchmark to compare the other ϕ value:
ψ is used to classify different scenarios. ψ N 0.7 when ϕ N 0 and ψ ≥ 1 when ϕ ≥ 0.3. By using ψ, κ, C, and m̅ (mean of sample sizes over C conditions), we can roughly estimate variances of the FDR distribution in the various scenarios by
The FDR distribution for identifying gene pairs of being interestingly correlated in expressions varies with averaged sample size, condition number, and proportion of genes differentially expressed in data. As mentioned above, the averaged sample size m̅ b 4 and condition number Cb 4, which is an extreme case, would result in big correlation noises in expressions variations of genes so that ψ≥1 and a large κ or when the averaged sample size is larger, for example, m̅ N 12 and condition number C≥4, the correlation noises would be small and, in particular, a larger proportion of differentially expressed genes in microarray data would generate a small κ (0.25b κ≤0.35). In the first case, the FDR distribution is expanded with a larger variance, while in the second case, a concave FDR distribution is formed with a small variance. The variances of the FDR distributions in these two opposite cases can be well estimated by 9κ 2 = m̅ ffiffiffi C p
. The second scenario also consists of two cases: in the first case, the proportion of differentially expressed genes in microarray data is low, for instance, smaller than 10%. In such a case, κN 0.8 (due to decrease of P in Eq. (10)) but ψb 0.75, the FDR distribution would be shrunken. The second case is that the condition number is larger and the averaged sample size also is larger such that the FDR curve is concave in which κ b 0.25 and ψ b 0.75. In these two cases, the variance of the FDR distribution could be approximately estimated to be σ 2 = , where the averaged sample size m̅ = 3 and condition number C = 4, which is a basic scenario in estimation of the FDR distribution and A = 1.5, 1, and 0.12 are optimally determined by simulation. Note that the averaged sample size m̅ has more influence on correlation noises than condition number C, for example, variance of the FDR distribution is larger in the case of 4 conditions each with sample size of 3 than in that of 3 conditions each with sample size of 4. For this reason, we use m̅ ffiffiffi C p instead of m̅ C. Parameter θ in Eq. (9) can be estimated by
Note that κ and ϕ values vary within the range of N0 to1. The general relationship among κ, ϕ, and θ is that if ϕ is close to 0.3, then κ ≈ 0.7 and hence θ is about 0.91; if ϕ is close to 1, then κ tends to 0 or if ϕ is close to 0, then κ is approximate to 1. In these two cases, θ approaches to 1. Therefore, θ varies in between about 0.91 and 1.0. The real FDR at Δ ≈ 0 also varies in range of 0.9 to 1.0. The ϕ value is mainly dependent on the proportion of genes differentially expressed.
Parameter ω in Eq. (9) is estimated by
The estimated FDR curve needs to be adjusted by parameter ω. The adjustment should be asymptotically changed from strongest to weakest as FDR decreases because the small FDR values would be significantly underestimated if ω = 1/ κ is used to adjust all FDR values along threshold coordinate. For this reason, we add BΔ to 1/ κ and use 1/ (κ + BΔ) to estimate ω. Thus, estimate of ω has the largest value (≈ 1/ κ) at Δ ≈ 0 and the smallest value (=1/ (κ + BΔ L ′ )) at Δ = Δ L ′ and is changed as threshold Δ increases where Δ L ′ depends on real microarray data and B is given by κ, σ 2 , and ϕ:
Note that κ is smaller than 1 in general, but it will be equal to 1 when the real data are the null data for all genes detected on arrays. In the case of κ = 1, we have B = 0 so that ω = 1 and the FDR curve is not adjusted. σ 2 always is smaller than 1. B-value is a function of κ, σ 2 , and ϕ. Concretely speaking, given ϕ, if κ and/or σ 2 are larger, then B-value would be smaller and ω would be slight smaller than 1/ κ; for small κ and/or small σ 2 , B-value is larger such that ω becomes much smaller than 1/ κ as threshold Δ increases. With the estimated FDR distribution, the number of the false positive pairs F(Δ) may be estimated as
Simulation
Since we do not know if a pair of genes is truly correlated in expressions, it is difficult to evaluate an estimator of FDR at a given threshold level by using real gene expression data. Therefore, we conducted simulation study for doing so. Our simulation study was carried out in the following way: expression means (~10 4 ) and variances (~10 5 ) were randomly assigned to N genes by uniform distribution. Condition effect τ(τ = ΛU) was randomly assigned to a given proportion of genes. To make it as challenged as possible to identify a pair of genes that display a correlated expression, we set U as a uniform random variable, i.e., 0 b U ≤ 1. In other words, the condition effect value is distributed from τ N 0 to τ = Λ and varies with genes. Then we used normal distribution to simulate datasets of N genes (see Refs. [15, 22] for detail procedure). The gene pairs with condition effects for their correlated expressions were marked for comparison. Our simulation experimental design was that we set five levels: 3, 4, 6, 12, and 24 replicate observations for sample size, two condition levels: 4 and 8 conditions, two condition effect levels: Λ = 100 and 200, three proportions of genes of being differentially expressed due to condition effects: 10%, 20%, and 30%. To check if number of genes detected on microarrays impacts on estimation of FDR distribution, we also simulated three microarray datasets of 100, 481, and 1000 genes in the scenario in which 4 conditions each have 6 replicates and 30% of genes are differentially expressed in response to condition effects τ = 200U. In addition, we simulated 30 microarray datasets of 481 genes in the above scenario to statistically evaluate our method at 6 FDR levels: FDR ≤ 0.001, 0.001 b FDR ≤ 0.01,
The false positive pairs were counted in the findings at each of the given threshold levels in each dataset. The results (numbers of positive pairs found, true and estimated numbers of false positive pairs) at each FDR level were collected across 30 simulated datasets. Here we defined N P as number of positive pairs identified, N TFP and N EFP as true and estimated numbers of false positives pairs in N P and d as difference between N EFP and N TFP . Then we calculated maximums, minimums, means, and standard deviation (SD) of N P , N EFP , and N TFP . The degree of conservativeness is defined as
Here a and b are, respectively, lower and upper bounds for FDR and K is the number of d k s in interval a b FDR ≤ b across 30 simulated datasets. I k is an indicator in interval a b FDR ≤ b, I k = 1 if d k ≥ 0, and I k = 0 otherwise.
Results
Estimation of the null correlation distribution
A key to ranking analysis of correlation expressions between genes is to correctly estimate its null distribution. Therefore, it is necessary to evaluate estimation of the null correlation distribution. To this end, we use normal pseudorandom generator and means~10 4 and variances 10 5 to simulate a microarray dataset of 1000 genes without condition effects among 4 conditions each having 6 replicates. We applied our RAC to this null dataset and generated a scatter distribution of the estimated versus true null correlation coefficients (Fig. 1, left top panel) . As expected by Eqs. (3) and (5), the scatter distribution displays a standard and symmetric circle. In Fig. 1, right top panel, all linear plot dots fall on diagonal line as expected by ranked estimated null correlation coefficient equal to its ranked true one at all points, i.e., r i * j * = E(ρ i * j * ), suggesting that the estimated null correlation distribution is the exact same with the real one. In addition, we also simulated a dataset of 1000 genes differentially expressed among the 4 conditions each with 6 replicates where condition effects τ =200U were randomly assigned to 30% of genes (see below) where 0 b U ≤ 1. The scatter and linear plot dots are respectively displayed in Fig. 1 , left and right bottom panels, from which one can see that a small part of genes is correlated to each other in expressions (R̂N 0.6). 
Estimation of FDR
The profiles of estimated and true FDR distributions along threshold coordinate in numbers of gene pairs of being correlated in expressions declared by RAC from the simulated microarray datasets are displayed in Fig. 2 for different proportions of genes differentially expressed; in Fig. 3 , for different sample sizes; in Fig. 4 , for different numbers of genes and unequal sample sizes; and in Supplemental Figs. 1-4 , for the other scenarios. One can see that in each scenario, not only the estimated FDR curve along threshold coordinate is very close to its true FDR curve, in particular, when FDR b 0.1, but also the estimated FDR curve is always in the right side of its true FDR curve at FDRb 0.7. This underscores that at cutoff FDR b 0.7, the estimated FDR is very close to but a little bit larger than its true FDR, so it is conservative. Table 1 gives the statistical results obtained from 30 simulated datasets in the scenario where expressions of 481 genes were normally simulated with random means and variances, condition effects τ =200U (0b U ≤1), and 30% of genes differentially expressed among 4 conditions each with 6 replicates. At FDR ≤0.001, 0.001b FDR≤ 0.01, 0.03 b FDR ≤0.04, and 0.04 b FDR≤ 0.05, mean of estimated false positive numbers is slightly larger than that of true false positive numbers, but at 0.01 b FDR ≤ 0.02 and 0.02 b FDR ≤0.03, the former is slightly smaller than the latter. The minimum estimated false positive numbers are slightly larger than the minimum true ones and the maximum estimated false positive numbers are slightly smaller than the maximum true ones at 0.01 b FDR≤ 0.05. The degree of conservativeness of estimated FDR is in the range of 53.8-100%.
RAC analysis of microarray data
Simulated data
A dataset of 1000 genes without any coexpressions was simulated in 4 groups each with sample size of 6. Fig. 1 shows that the scattered dots for observed versus expected correlation coefficients of 499,500 gene pairs are symmetrically distributed in all directions and all the linear dots fall on diagonal line expected by r i * j * =E(ρ i * j * ), from which we expect that there are not correlated expressions between these 1000 genes. Table 2 summarizes the result of our RAC analysis. From Table 2 , the smallest FDR is 0.735, so at cutoff FDR ≤0.05, our RAC also did not find any gene pairs of being interestingly correlated in expressions (Table 3 ).
Human cancer data
Ross et al. [11] used microarray to explore the variation in expressions of approximately 8000 unique genes among the 63 cell lines. The databases are available for downloading at http://genomewww.stanford. edu/nci60 and http://discover.nci.nih.gov. The expression data are also multiclass data in which there are 63 cell lines, among them, 2 cell lines come from prostate cancer; 4 cell lines, from reproductive tissue cancer; 5, from central nervous system (CNS) cancer; 6, from ovarian cancer; 6, from leukemia cancer; 7, from colon cancer; 7, from breast cancer; 8, from melanoma cancer; 9, from renal cancer; and 9, from non-small cell lung cancer (NSCLC). This dataset contains lots of missing observations. To really evaluate performance of our RAC method, we chose a subset of 2089 genes without missing observations. After running our RAC, the result is shown in Fig. 5 from which one can see that a small part of gene pairs of being positive positively correlated in expressions and no gene pairs appear to be negatively correlated in expressions. Using our RAC, we identified 837 gene pairs of being interestingly positively correlated in expressions at FDR ≤0.05( Table 2) . No gene pairs of being interestingly negatively correlated in expressions were found. These results are just as expected in Fig. 5 . Among them, 199 gene pairs have correlation coefficients larger than or equal to 0.9 (Supplemental excel.sheet1 in Appendix C), showing strong positive correlations between them in expressions. This also implies that highly correlated expressions of these genes may be closely related to cancer development in these organs or tissues. In 837 gene pairs, most of genes are single-or double-correlated to other genes in expressions (a gene is only correlated to one or two genes in expressions) and some genes show multiple correlation in expressions (multiple genes are correlated to each other in expressions) (Supplemental excel.sheet2 in Appendix C); therefore, these genes do not form complex correlated or regulatory expression trees or networks but are divided into different groups in which functional genes have the same or similar expression pattern.
Discussion
Our RAC consists of three parts: (1) estimation of null correlation distribution, (2) ranking method, and (3) estimation of FDR. Estimation of null distribution of correlation coefficients is the first key step for Table 1 The statistical results obtained in identification of gene pairs of being correlated in expressions in 30 simulated datasets of 481 genes, sample size of 6, condition effect ≤300 and 30% of genes being of differential expressions among 4 groups. ranking analysis because an accurate estimation can provide reliable results in comparison of the ranked observed correlation coefficients with the ranked estimated ones. Conventionally, permutation approach is broadly applied to estimate null distribution. But permutation among genes cannot break correlations between genes. Permutation among samples also cannot disorder the covariance between genes. A valid approach to disrupt correlation structure between genes is to perform permutation among genes and samples. However, completely disrupting the correlation structure between all genes would lead all correlation coefficients to trend to zero while the true null correlation coefficients are not zero and distributed in a range, as seen in Fig. 1 , due to small sample effect. Thus, the permuted null correlation distribution is very biased against the true one. In addition, permutation number would be too large to permute all genes and all samples. In our RAC, we use the dissection method to logically estimate null correlation coefficient distribution. One can notice that in Fig. 1 , both the estimated and true null correlation coefficients are distributed between −0.8 and 0.8, most of them are distributed in the interval between −0.6 and 0.6. The fact that linear plot dots all fall on diagonal line underlines that the estimated null correlation coefficient distribution is the exact same with the true one. But, as correlation analysis deals with double variables, its computational complexity is much more than the t-test or F-test for single variables. For example, for a large number (N) of variables, the computational complexity of t-tests and F-tests is O(N) while correlation analysis has complexity of O(N 2 ). On the other hand, when N is larger than or equal to 1000, the single test is not appropriate [14, 23, 24] , multiple test, which needs to rank a set of p-values, and ranking analysis are required. Ranking a set of N statistics have computational complexity of O(N 2 ), which is available in personal computer (PC) even though N N 10,000, whereas ranking a correlation matrix N × N have complexity of O((N 2 ) 2 ) = O(N 4 ), which would result in over-memory or over-time even N = 100. This is a hard technical problem. In our "locally ranking" approach, the computational complexity is O(GT 2 ), where G is number of intervals and T is mean of number of correlation coefficients over G subintervals,
Number of significant gene pairs
, this method greatly simplifies complexity of ranking two-dimension matrix so that it works very well in a general PC even when N ≤ 3000. Therefore, for the dataset of more than 3000 genes, one may roughly drop those that have no differential expressions by performance of single F-test for expression variations of genes among multiple conditions prior to RAC analysis.
For large-scale correlation analysis, another key problem to be solved is how to control false discover rate. As mentioned above, correlated expression noise between genes is much more complex than differential expression noise of genes because except for sample size and proportion of genes differentially expressed, it is related to group number and correlation between genes. Therefore, in different data scenarios, FDR shows differently distributions along threshold coordinate. To estimate such complex FDR distributions, we propose a fitness method. This method is based on a framework consisting of a simulation FDR distribution and one-side normal distribution that are adjusted by two shape-controlled parameters. This method looks like a little bit complex; however, as seen in Figs. 2-4 and in Supplemental Figs. 1-4 , it can give a good and conservative estimate of FDR curve in all given data scenarios. The real microarray dataset of 2098 genes has 10 classes of cancer cell lines with unequal sample sizes (from 2 cell lines to 9 cell lines). The scatter and linear plots show that the observed negative correlation coefficients fall into the range of the expected values, while a small part of the positive observed correlation coefficients is over the expected values (in Fig. 5 ). At FDR ≤ 5%, our method found 837 gene pairs with correlated coefficients ≥ 0.697 but did not detect any gene pairs of being interestingly negatively correlated in expressions. The results are completely consistent with those expected in Figs. 1 and 5 , demonstrating that our FDR estimator performs well.
As seen in Supplemental excel.sheet2, in Appendix C RAC can divide the genes into many small groups in which genes have the same or similar expression patterns responsive to condition effects but between which genes are not correlated in expressions. In this human cancer dataset, we identified 837 gene pairs that were coexpressed or coregulated among these 10 kinds of human cancers. Correlated expressions of these 837 gene pairs may be due to tissue effects and/or carcinogenesis effect. So if we have microarray data from these normal tissue cell lines for control, we can conclude that correlated expressions of these genes are specifically responsive to carcinogenesis effect or cause carcinogenesis of these tissues.
It is necessary to indicate that our RAC has a limit, that it is not appropriate to the data wherein multiple classes have only one or two observations for each gene because the expected distribution of correlation coefficients is difficult to estimate by the current method. It needs to develop another method to perform ranking correlation analysis of such data. 
