Abstract: This paper is concerned with the local well-posedness and the precise blow-up scenario for a periodic 2-component µ-Hunter-Saxton system in Besov spaces. Moreover, we state a new global existence result to the system. Our obtained results for the system improve considerably earlier results.
Introduction
Recently, a new 2-component system was introduced by Zuo in [21] as follows:                                    µ(u) t − u txx = 2µ(u)u x − 2u x u xx − uu xxx + ρρ x −γ 1 u xxx , t > 0, x ∈ R, ρ t = (ρu) x + 2γ 2 ρ x , t > 0, x ∈ R, u(0, x) = u 0 (x), x ∈ R, ρ(0, x) = ρ 0 (x), x ∈ R, u(t, x + 1) = u(t, x), t ≥ 0, x ∈ R, ρ(t, x + 1) = ρ(t, x), t ≥ 0, x ∈ R,
where µ(u) = S udx with S = R/Z and γ i ∈ R, i = 1, 2. By integrating both sides of the first equation in the system (1.1) over the circle S = R/Z and using the periodicity of u, one obtain µ(u t ) = µ(u) t = 0.
establish the local well-posedness of the system (1.2) in Besov spaces. In my opinion, this proof is new and necessary.
Our paper is organized as follows. In Section 2, we recall some basic facts of periodic Besov spaces and the transport equation theory. In Section 3, we establish the local well-posedness of the initial value problem associated with the system (1.2). In Section 4, we derive the precise blow-up scenario of strong solution to the system (1.2) and present a new global existence result for strong solutions to the system (1.2) with certain initial profiles.
Notation Given a Banach space Z, we denote its norm by · Z . Since all space of functions are over S, for simplicity, we drop S in our notations if there is no ambiguity. Let u (k) stand for kth derivate of u and let * denote the convolution.
Preliminaries
In this section, we will recall some basic facts on periodic Besov spaces and the transport equation theory. We refer to [1, 7, 8, 17] for the elementary properties of them. Here, we only display some facts which will be used later. A direct computation implies, for any u ∈ D ′ (S) and v ∈ D ′ (S), the following properties hold:
Moreover,
for some constant C independent of q. 
Then there exists a constant C depending only on s, p, such that the following statements hold for all t ∈ [0, T ]:
(i).
where
(ii). If f = c 1 (v + c 2 ) with c 1 , c 2 ∈ R, then for all s > 0, the estimates in (i) hold with
Then f ∈ C([0, T ]; H σ ). More precisely, there exists a constant C depending only on σ and such that the following statement holds:
and r = 1. Then the transport equations (T ) has a unique solu-
) and the inequalities of Lemma 2.1 hold. If, moreover, r < ∞, then we have f ∈ C([0, T ]; B s p,r ).
Lemma2. 4 ([3, 7, 11, 13] ).
(1-D Moser-type estimates) Assume that 1 ≤ p, r ≤ +∞, the following estimates hold:
where C is constant independent of f and g.
Local well-posedness
In this section, we will establish the local well-posedness for the Cauchy problem of the system (1.2) in Besov spaces and then get our main result in
We now provide the framework in which we shall reformulate the system (1.2). We rewrite the system (1.2) as follows: 
Moreover, combining Proposition 2.2 (6) and
On the other hand, integrating both sides of the first equation in (1.2) with respect to x, we obtain
Using the system (1.2), we have
For convenience, we let
and write a := a(0) henceforth. Thus,
is a valid reformulation of the first equation in (1.2).
Definition 3.1. For T > 0, s ∈ R and 1 ≤ p, r ≤ +∞, we set 
for every s ′ < s when r = +∞ and s ′ = s otherwise.
Uniqueness with respect to the initial data is an immediate consequence of the following result.
if r = 1 and s = 2 + 1 p , then 
and (u 12 , ρ 12 ) solves the transport equation:
. Applying Lemma 2.1 and the fact that
, we have .
By the property of P (D), we have
).
Moreover, note that B s−2 p,r is an algebra with
2 } and Lemma 2.4, we get
The inequalities above imply:
While thanks to Lemma 2.4, we have
, and
It then follows that 
That is This completes the proof of (1) by applying Gronwall's inequality. 
Since (1) can also hold true. Hence, we can get the desired result. (2) . Therefore, we complete our proof of Lemma 3.1.
Next, we will construct the approximate solutions to (3.2). 
exists a positive T such that the solutions satisfy:
Proof For convenience, we assume that r = 1 here. In fact, Theorem 3.2 corresponds to p = r = 2. Since all the data S n+1 u 0 and S n+1 ρ 0 belong to B ∞ p,r , Lemma 2.3 enables us to show by induction that for all n ∈ N , the equation (T n ) has a unique global solution which belongs
Similar to the proof of Lemma 3.1, by s > max{1 + 
and 
Let us choose a T > 0 such that T < min{ 
are uniformly bounded in C([0, T ]; B s−1 p,r ), and
Hence using the equations (T n ), we have
are uniformly bounded, which yields that the sequence (u n , ρ n ) n∈N is uniformly bounded in
Next, we show that (u n , ρ n ) n∈N is a Cauchy sequence in C([0, T ]; B s−1 p,r × B s−2 p,r ). In fact, according to the equations (T n ), we obtain that, for all m, n ∈ N
and
Applying Lemma 2.1, together with the fact that B s−1 p,r is an algebra and the property of the operator P (D), we get for t ∈ [0, T ]
]dτ (3.14)
see [19] for detailed computations. Since (u n , ρ n ) n∈N is uniformly bounded in E s p,r (T ) × E s−1 p,r (T ), combining (3.14)-(3.15), we get a constant C T independent of n, m such that for
Arguing by induction with respect to the index n, one can easily prove that
which implies that (u n , ρ n ) n∈N is a Cauchy sequence in C([0, T ]; B s−1 p,r × B s−2 p,r ). This completes the proof of Lemma 3.2.
Following the proof of Theorem 4.24 in [2] , we obtain the following result, which is crucial in the proof of the continuity of solution with respect to the initial data. 
Proof We first consider v 0 ∈ B s p,r and f ∈ C([0, T ], B s p,r ). Note that r < ∞. By Lemma 2.1 (iii), we have {v n } n∈N ∈ C([0, T ]; B s p,r ) in this particular case. From (3.17), we get
Applying Lemma 2.1, we have
as n → ∞. Now, we will discuss the general case v 0 ∈ B s−1 p,r , f ∈ C([0, T ], B s−1 p,r ). For all n ∈ N and q ∈ N, we consider the following equation:
(3.18)
On one hand, since all the date S q v 0 and S q f belongs to B ∞ p,r , the step above implies
On the other hand, for n ∈ N and q ∈ N, subtracting (3.18) from (3.17) gives
It follows that
By the definition of S q in Proposition 2.1 and the Lebesgue dominated convergence theorem, we have for all n ∈ N,
Note that
For fixed q large enough, letting n tend to infinity, then combining (3.19) and (3.20), we have the desired result.
Next, we give the proof of Theorem 3.1.
Proof According to Lemma 3.2 (ii), we have that z n = (u n , ρ n ) n∈N converges to some function z = (u, ρ) ∈ C([0, T ]; B s−1 p,r × B s−2 p,r ). Next, we will prove that z = (u, ρ) satisfies Theorem 3.1. Firstly, we will claim that z = (u, ρ) is indeed a solution of the system (3.2). Obviously,
. Combining (i) and (ii) in Lemma 3.2 and using the interpolation estimate (5) in Proposition 2.3, we have that z n = (u n , ρ n ) n∈N is a Cauchy consequence in C([0, T ]; B s ′ p,r × B s ′ −1 p,r ), for any s ′ < s. Moreover,
Therefore,
. Taking limit in (T n ), we can see that z solves the system (3.2) in the sense of C([0, T ];
as n → ∞, we know that u satisfies µ(u) t = 0.
Secondly, we will prove that z ∈ E s p,r (T ) × E s−1 p,r (T ). Lemma 3.2 and Proposition 2.2 (4)
It follows that the right-hand side of the equation
belongs to L ∞ ([0, T ]; B s p,r ) and the right-hand side of the equation
Using the system (3.2) again, we have z ∈ E s p,r (T ) × E s−1 p,r (T ). Thirdly, we will prove the continuity of solution with respect to the initial data. At first, the continuity with respect to the initial data in
can be obtained by Lemma 3.1 and a simple interpolation argument. Then we will prove that the continuity holds true up to index s. By the argument before, we know there is a B s p,r ×B s−1 p,rneighborhood B z 0 of z 0 = (u 0 , ρ 0 ) and some T > 0 such that for any v 0 ∈ B z 0 , the system
Next, we will prove For this purpose, differentiating the first equation in (E n ) with respect to x, we have
. By the first system above and Lemma 3.3, we have
By Lemma 3.2 and z ∈ E s p,r (T ) × E s−1 p,r (T ), we obtain that there is a positive constant M such that z n .
It then follows that
Combining (3.21)-(3.24), we get
Note that Note that S (u(t, x) − µ 0 )dx = µ 0 − µ 0 = 0. By Lemma 4.1, we find that
So we have
Consider now the following initial value problem
where u denotes the first component of the solution z to the system (3.2). Then we have the following two useful lemmas.
Similar to the proof of Lemma 4.1 in [20] , applying classical results in the theory of ordinary differential equations, one can obtain the following result on q which is crucial in the proof of blow-up scenarios.
2) has a unique solution q ∈ C 1 ([0, T ) × R; R). Moreover, the map q(t, ·) is an increasing diffeomorphism of R with 
Our next result implies that the wave breaking to the system (3.2) is determined only by the slope of u but not the slope of ρ. The proof of the theorem is similar to that of Theorem 4.1 in [13, 19] , so we omit it here.
Next, we first recall a useful lemma before giving the next result. Our next result describes the precise blow-up scenario for sufficiently regular solutions to the system (3.2). This result for the system improve considerably the earlier result in [16] . Then, from Lemma 4.3, we have
By (4.2) and the condition γ 1 = 2γ 2 , we have du x (t, −q(t, x)) dt = u xt (t, −q(t, x)) − u xx (t, q(t, x))q t (t, x) = (u tx − (u + γ 1 )u xx )(t, −q(t, x)). which together with (4.6) and T < ∞ implies that
This contradicts Theorem 4.1.
Next, we state an improved global existence theorem, which improves the result of the global solutions in [16] , where the special case s = 2 is required. However, the proof of this improved result is the same as the proof of corresponding result in [16] , so we omit it here. for all x ∈ S, then the corresponding solution z exists globally in time.
