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Abstract
The complexity of continuous care settings has increased due to an ageing
population, a dwindling number of caregivers and increasing costs. Electronic
healthcare (eHealth) solutions are often introduced to deal with these issues.
This technological equipment further increases the complexity of healthcare
as the caregivers are responsible for integrating and configuring these so-
lutions to their needs. Small differences in user requirements often occur
between various environments where the services are deployed. It is difficult
to capture these nuances at development time. Consequently, the services
are not tuned towards the users’ needs.
This paper describes our experiences with extending an eHealth applica-
tion with self-learning components such that it can automatically adjust its
parameters at run-time to the users’ needs and preferences. These compo-
nents gather information about the usage of the application. This collected
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information is processed by data mining techniques to learn the parameter
values for the application. Each discovered parameter is associated with a
probability, which expresses its reliability. Unreliable values are filtered. The
remaining parameters and their reliability are integrated into the application.
The eHealth application used is the ontology-based Nurse Call System
(oNCS), which assesses the priority of a call based on the current context and
assigns the most appropriate caregiver to a call. Decision trees and Bayesian
networks are used to learn and adjust the parameters of the oNCS. For a
realistic dataset of 1,050 instances, correct parameter values are discovered
very efficiently as the components require at most 100 milliseconds execution
time and 20 megabyte memory.
Keywords:
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1. Introduction1
Due to a longer life expectancy and dwindling fertility rates, the percent-2
age of people over 60 is growing more rapidly than any other age group [1].3
Because of health problems, a lot of the elderly are no longer able to live in-4
dependently and require some form of institutionalized long-term care, e.g.,5
residential care or long stays in the hospital [2]. These developments are ac-6
companied by emerging staff shortages in the formal care sector. In 2006, the7
World Health Organization (WHO) reported an estimated shortage of almost8
4.3 million doctors, midwives, nurses and support workers worldwide [3].9
Moreover, people are increasingly living longer with one or more chronic10
diseases, which increases the complexity of diagnosis and treatment and re-11
2
quires more personalized healthcare and specialized staff. Consequently, the12
healthcare costs have also been on the rise. Spending on healthcare almost13
consistently grows faster than the Gross Domestic Product (GDP) [4].14
To achieve a more optimized use of resources and rostering of staff and15
to reduce the healthcare costs, Information Technology (IT) and technolog-16
ical equipment, e.g., monitoring equipment and Electronic Patient Records17
(EPR), are often introduced in institutionalized healthcare settings [5]. Elec-18
tronic Healthcare (eHealth) software and services can then be built that take19
advantage of all the collected information to ideally support caregivers in20
their daily work practices. The benefits of eHealth, such as improved oper-21
ational efficiency, higher quality of care, and positive return on investments,22
have been well documented in the literature [6]. However, the increased in-23
troduction of eHealth also increases the complexity of healthcare as the care-24
givers are responsible for tweaking and configuring the eHealth solutions to25
suit their needs. The various healthcare environments where the services are26
deployed, e.g., different nursing units or hospital departments, have slightly27
different requirements pertaining to how the collected information about the28
patients, caregivers and environment is taken into account. It is difficult to29
capture these small nuances at development time as domain experts often30
find it difficult to assess these parameters. Consequently, the resulting ser-31
vices are not really personalized towards the needs and preferences of the32
caregivers and they have to significantly alter their workflow patterns to ac-33
commodate the technology instead of the other way around [7]. This hinders34
the adoption of these services [8].35
An important way to coordinate work, communicate and provide con-36
3
tinuous care is by making use of a nurse call system. In previous research,37
we have developed an ontology-based Nurse Call System (oNCS) [9], which38
finds the most appropriate caregiver to handle a call based on profile and39
environment information captured in an ontology, e.g., the risk factors of40
the patient, the locations of the staff and patient, the priority of the call41
and the current tasks of the staff. Simulations showed that the workload42
distribution amongst nurses and the arrival times of caregivers at calls are43
positively influenced by using the oNCS [9]. However, user tests performed44
with the prototype also showed that small nuances were often required in45
how the profile information was taken into account within a specific health-46
care setting. Domain experts also found it difficult to specify the parameters47
of the oNCS, i.e., which context should be taken into account and how, at48
development time. However, little previous research has been done on how49
discovered trends and patterns can be used to automatically optimize the50
nurse call assignment. To resolve this issue, this paper presents an extension51
of the oNCS that allows automatically adjusting its parameters at run-time.52
More technical details about the self-learning, probabilistic, ontology-based53
framework, which was developed to realize this extension, can be found in54
Ongenae et al. [10].55
The remainder of this paper is structured as follows. Section 2 gives an56
overview of the oNCS and the associated priority assessment and nurse call57
algorithm. Section 3 details the extension of the oNCS with components,58
which enable the autonomous adjustment of its parameters. The implemen-59
tation of these components is discussed in Section 4, while Section 5 highlights60
how the correctness and performance of the extension was evaluated. Finally,61
4
Section 6 discusses the results and Section 7 summarizes the conclusions.62
2. Ontology-based Nurse Call System63
The main functionality of the oNCS is to provide an efficient support for64
wireless nurse call buttons and to employ a sophisticated nurse call algorithm65
that takes the profiles of the staff members and patients into account. A de-66
tailed description can be found in Ongenae et al. [9]. To realize the latter, a67
continuous care ontology [11] is used of which the most important classes per-68
taining to the dynamic algorithm are visualized in Figure 1. An ontology [12]69
formally models all the concepts and their relationships and properties within70
a domain. The ontology models people and associates them with their roles,71
location, profile, the hospital department they work or lie on, risk factors,72
and current tasks. Additionally, the ontology models the various types of73
nurse calls. Patients can launch three types of calls, i.e., service calls for74
“caring” requests, sanitary calls originating from sanitary spaces and normal75
calls for mostly medical requests. All the other calls, i.e., urgency, medical,76
technical and (sanitary) assistance calls, are launched by nurses. Each call77
is associated with a status and a priority. It is also indicated who made the78
call and which staff members are assigned to it.79
When a new call is launched, the information captured in the ontology80
is used to assign the most appropriate staff member to the call. First, the81
priority of the call is determined, using the algorithm visualized in Figure 2.82
The ontology specifies for each risk factor a probability, which indicates the83
likelihood that a patient with this risk factor is classified as a high, medium84
or low risk patient. Patients can of course exhibit several risk factors. In85
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Figure 1: Prevalent concepts of the continuous care ontology
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Figure 2: Probabilistic priority algorithm
7
this case, probabilistic reasoning on the specified probabilities is used to de-86
termine for each risk group the combined likelihood that a particular patient87
belongs to it. As shown in Figure 1, there are seven priority levels. Prob-88
abilities are indicated in the ontology, which specify the likelihood that a89
call of a particular type made for a patient associated with a particular risk90
group has a certain priority. As example, Table 1 shows the probabilities for91
the types of calls, which can be launched by patients. For each of the seven92
priority classes, probabilistic reasoning is thus used to combine these prob-93
abilities with the probabilistic assignment of patient to risk groups in order94
to determine the likelihood that a call of a certain type has this priority. To95
determine the suitable priority for this call based on these probabilistic val-96
ues, a threshold algorithm is used. Thresholds are specified in the ontology97
for each priority class. If the probabilistic value for the highest priority is98
higher than or equal to the threshold for this priority, the call is associated99
with the highest priority. If not, the same condition is checked for the other100
priority classes in the following order: high, above normal, below normal,101
normal, low and lowest.102
The priority of the call is then combined with the other context informa-103
tion in the ontology to find the most appropriate staff member to handle the104
call, e.g., the distance between the caregivers and the patient, the current105
tasks of the available staff and the capability of the caregivers to handle the106
call based on their roles and competencies. For calls with a higher priority,107
more weight is given to finding a caregiver who is able to quickly rush to108
the patient and assess the situation. In contrast, other context information109
is given more weight for calls with a lower priority such as the profile and110
8
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High
Normal 0.2 0.6 0.2
Sanitary 0.3 0.6 0.1
Service 0.2 0.2 0.6
Medium
Normal 0.3 0.6 0.1
Sanitary 0.4 0.5 0.1
Service 0.2 0.4 0.4
Low
Normal 0.6 0.3 0.1
Sanitary 0.7 0.2 0.1
Service 0.4 0.4 0.2
Table 1: Probabilistic assignment of priorities to calls based on the risk group
of the patient and the type of call.
competencies of the staff. The assigned caregiver receives the call on a smart-111
phone, which runs the mobile nurse call application. This application allows112
staff to receive, assess, accept and redirect calls. They are also able to change113
the priority of the call or indicate its reason. The information provided by114
the caregivers using the application is also captured in the ontology.115
It can be noted that the adequate assessment of the priority of a call116
and thus the suitable assignment of caregivers to calls largely depend on the117
correctness of the specified probabilities and thresholds. The probabilities118
9
were determined by consulting various domain experts, i.e., nurses, doctors119
and developers of nurse call systems. The thresholds were determined by120
running simulations of calls and calculating the probabilistic priority assign-121
ment for these calls using the probabilities defined by the experts. Thresholds122
were then chosen such that the distribution of the simulated calls across the123
different priority classes deviates the least from the ideal distributions as de-124
termined by the experts, namely 5% - 10% - 25% - 35% - 25% - 0% - 0%,125
ordered from the highest to the lowest priority.126
However, it was found that domain experts struggled upon defining these127
probabilities and ideal distribution of calls amongst priority categories. It was128
also difficult to extract these probabilities out of logging data as the current129
installed nurse call systems do not allow nurses to indicate or change the130
priority of a call. Furthermore, these parameters also slightly differ between131
hospital departments depending on the medical profile of the patients and132
the gravity of the treated pathologies. Therefore it was chosen to initialize133
the oNCS with the educated guesses of the domain experts and employ a134
self-learning framework. This framework allows automatically adjusting the135
probabilities and thresholds to the specific needs of the department where136
the oNCS is deployed.137
3. Self-learning extension of the oNCS138
The self-learning extension of the oNCS is visualized in Figure 3. The139
oNCS was built as an extension of the Context-Aware Service Platform140
(CASP) [13], which consists of a collection of OSGi [14] bundles to han-141
dle context information. The Context Framework Layer contains the Con-142
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Figure 3: The oNCS extended with self-learning components
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text Interpreter, which uses the continuous care ontology implemented in143
OWL [15] to model all the context information gathered about the environ-144
ment, tasks, calls, patients and staff members. Pronto [16] is used to reason145
on the probabilistic information in the ontology, while Jena Rules [17] imple-146
ment the threshold and nurse call algorithm. The Context Providers allow147
inserting new information into the Knowledge Base, e.g., a new nurse call148
or location of the patient. This new information can come from a database149
(Persistence Layer) or directly from a device (Device Layer and Context150
Gathering Layer). In contrast, the Query Services are used to extract de-151
rived knowledge from the Knowledge Base, such that it can be processed by152
the applications and services in the Application Layer. To improve the scala-153
bility and robustness of the system, context information can be stored in the154
Persistence Layer. This historical context information can then be exploited155
by the new self-learning components to adjust the parameters of the oNCS156
to the behavior of the users. These new components are indicated in grey.157
The Monitoring Component constantly monitors the ontology to pick up158
trends and patterns in the way the priorities are assigned to calls by the care-159
givers. This component stores the evidence in the Persistence Layer. This160
evidence can be inspected by the domain experts by using the Configuration161
Module. When enough evidence has been collected, the Learning Pipeline162
can be initiated by the Configuration Module. The Configuration Module is163
notified of which data should be collected for the Learning Pipeline, either164
by the Monitoring Component or by the domain experts and administrator.165
The latter allows to initiate the Learning Pipeline with external data pro-166
vided by the stakeholders. The Configuration Module configures the Pipeline167
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Manager to use the Data Collection Component, Input Convertor and Inte-168
gration Component that suits this type of evidence. It also passes the correct169
parameters to the Pipeline Manager, which are needed to retrieve the data170
from the Persistence Layer using the Data Collection Component.171
The Learning Pipeline is implemented using the Pipes-and-Filters archi-172
tectural design pattern [18]. A pipeline consists of a set of filters, imple-173
menting small processing steps, which are connected by pipes. All the filters174
implement the same interface such that they can easily be rearranged, omit-175
ted or added. In this way, an extensible and flexible architecture is achieved.176
The Pipeline Manager initiates the Data Collection Component to col-177
lect the necessary evidence. To achieve a flexible Learning Pipeline, a generic178
internal data format is used, which allows expressing both the information179
which is used as evidence and the probabilities and thresholds that are ob-180
tained as output. The format is largely based on the Attribute-Relation181
File Format (ARFF), which is the text file format used by the Waikato En-182
vironment for Knowledge Analysis (WEKA) [19]. The Input Convertor is183
responsible for converting the collected data to this format.184
Next, the Pipeline Manager creates and starts the Learning Pipeline. Pre-185
Processor components can be used to clean the data, e.g., remove outliers186
or scale the data. This cleaned data is then processed by a Data Mining187
component to build a model, e.g, a Bayesian network or decision tree, that188
conveys the relation between the properties of the call, e.g., its type and the189
patient group, and it priority. This learned model is then processed by a190
Post-Processor component to extract the probabilities or thresholds for the191
oNCS.192
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Finally, to assess the correctness of the learned probabilities and thresh-193
olds, the Decision Component associates each discovered parameter with a194
probabilistic value expressing its reliability. When the calculated probabilis-195
tic value is too low, the discovered parameter is discarded and not adjusted196
in the oNCS.197
The Integration Component is responsible for adjusting the parameters198
of the oNCS according to the probabilities and thresholds discovered by the199
Learning Pipeline. The associated probability, which was calculated by the200
Decision Component, is also added to the ontology to convey the reliability201
of the parameter values to the domain experts. If the parameter value in202
the ontology is the same as the learned value, the associated probability is203
updated to reflect its increased reliability, namely by using the average of the204
old and new probability.205
4. Implementation details206
Two scenarios can be identified, namely adjusting the probabilities and207
the thresholds. For the first scenario, this paper focuses on adjusting the208
probabilities, which indicate that a call has a particular priority based on209
its type and the risk group of the patient, who made the call. We will210
concentrate on learning the probabilities for calls launched by patients, i.e.,211
normal, service and sanitary calls. Adjusting the probabilities that indicate212
the likelihood that patients belong to particular risk groups and for other213
types of calls, is analogous. The pipelines for these scenarios are visualized214
in Figures 4 and 5.215
14
Configuration 
module
Monitoring
Component
F
ile
 D
a
ta
 C
o
lle
c
to
r
A
R
F
F
 I
n
p
u
t 
C
o
n
v
e
rt
o
r
It
e
ra
ti
v
e
 T
re
e
 M
in
e
r
A
R
F
F
 C
o
n
v
e
rt
o
r
A
R
F
F
 D
e
c
o
n
v
e
rt
o
r
T
h
re
s
h
o
ld
 F
ilt
e
r 
A
lg
o
ri
th
m
P
ri
o
ri
ty
 T
h
re
s
h
o
ld
 
In
te
g
ra
ti
o
n
 C
o
m
p
o
n
e
n
t
C
o
u
n
te
r 
R
e
lia
b
ili
ty
 
A
lg
o
ri
th
m
T
h
re
s
h
o
ld
 E
x
tr
a
c
to
r
A
R
F
F
 I
te
ra
ti
v
e
 
T
re
e
 E
n
g
in
e
Figure 4: The Learning Pipeline used to learn and adjust the threshold
parameters of the oNCS
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Figure 5: The Learning Pipeline used to learn and adjust the probabilistic
parameters of the oNCS
4.1. Data collection and input conversion216
The Monitoring Component monitors the ontology for new calls that217
receive the status Finished, indicating that the call has been completely218
handled and processed by the caregiver. The component collects the type219
and priority of the call using SPARQL [20] queries. The priority can be the220
one assigned by the oNCS, but it is also possible that the caregiver changed221
it using the mobile nurse call application. The Monitoring Component also222
retrieves the probabilistic assignment of the call to the seven priority classes223
based on its type and the probabilistic assignment of the patient to the three224
risk groups using the probabilistic reasoner Pronto. Finally, the probabilistic225
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Above Below
Higest High Normal Normal Normal Low Lowest Assigned
priority priority priority priority priority priority priority priority
0.13 0.29 0.25 0.07 0.03 0.81 0.27 Above normal
0.18 0.96 0.46 0.45 0.06 0.66 0.01 High
0.12 0.18 0.20 0.00 0.00 0.00 0.70 Below normal
0.07 0.05 0.88 0.27 0.18 0.12 0.12 Above normal
0.06 0.02 0.15 0.11 0.02 0.56 0.59 Normal
0.44 0.11 0.53 0.27 0.21 0.51 0.31 Highest
0.20 0.09 0.12 0.01 0.04 0.54 0.03 Above normal
Table 2: Some example instances of the dataset to learn the threshold pa-
rameters
assignment of this patient to the three risk groups is requested. Based on226
this collected data, two datasets are created. Each instance in the dataset227
represents one call. The first is used to learn the threshold parameters and228
contains for each call the calculated probabilistic value for each priority class229
and the priority that was assigned it. Some example instances of this dataset230
are illustrated in Table 2. The second dataset is used to learn the probabilistic231
assignment of calls to priority classes based on their type and the risk group232
of the patient associated with the call. It indicates for each call the risk group233
of the patient, the type of the call and the assigned priority. Only calls with234
type normal, service or sanitary are retained. The risk group for the patient235
is chosen based on the calculated probabilistic assignment of this patient to236
the risk groups. For example, a patient with a heart disease has at least 50%237
chance of being a high risk patient. Some example instances of this dataset238
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Risk group Type of call Assigned priority
High Normal Above normal
Low Sanitary Low
Medium Normal Normal
High Service High
Table 3: Some example instances of the dataset to learn the probability
parameters of the assignment of calls to priority classes
are listed in Table 3. To be able to demonstrate the Input Convertor, the239
datasets are saved in the ARFF format in the Persistence Layer.240
The Monitoring Component keeps track of how many instances have been241
collected for each dataset. When a representative amount has been gathered,242
the Configuration Module is invoked to initiate the Learning Engine. Differ-243
ent Learning Pipelines are used to process each of the scenarios. These are244
implemented by different Pipeline Managers, e.g., ARFFBayesNetEngine or245
ARFFIterativeTreeEngine. The Monitoring Component also indicates to the246
Configuration Module the location of the data, its format and which Pipeline247
Manager should be used.248
The Configuration Module configures the Pipeline Manager to use the249
appropriate Data Collection Component and Input Convertor, which suit the250
format of the data. A File Data Collector was implemented, which is able to251
read the data from a file at a specified location. The result is a String, which252
is provided to the ARFF Input Convertor. This Input Convertor is able253
to translate this ARFF-String to the internal format used by the Learning254
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Probability 
Above 
Normal 
Probability 
Other 
Above 
Normal 
≥ 0.21 < 0.21 
≥ 0.13 < 0.13 
Figure 6: Example of a decision tree that encodes the learned knowledge
about the threshold for the Normal priority class
Pipeline. A Pre-Processor is not needed for these scenarios as no anomalies255
can occur in the data.256
4.2. Data mining and post-processing257
Both scenarios use the WEKA data mining toolbox to learn the thresholds258
and probabilities of the oNCS. The first uses decision trees [21], while the259
latter uses a Bayesian network [22]. The following subsections detail how260
these models are built and how the parameters of the oNCS are derived261
from them. As previously mentioned, WEKA uses the ARFF data format to262
represent data. Therefore, (de)convertors were implemented that are able to263
translate the internal data format of the Learning Pipeline to and from the264
ARFF data format.265
4.2.1. Discovering the thresholds using a C4.5 decision tree266
The Data Mining filter needs to find relations in the threshold dataset267
between the probabilistic assignment of the calls to the priority classes and268
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the priority that was eventually assigned to the calls. The former are con-269
sidered input attributes, while the latter is called the label. Supervised [19]270
classification techniques [23] are used to discover these relations between the271
input attributes and the label. Decision trees are a well-known and easy to272
use classification technique. A decision tree consists of leaves, which each rep-273
resent a possible value of the label, and internal nodes and branches, which274
represent the attributes on which the decision is based and the conditions275
that they must fulfill. An example is visualized in Figure 6. For this research,276
the J4.8 Java implementation of the C4.5 algorithm [24] in the WEKA data277
mining tool was used to build the decision trees.278
The following knowledge of the threshold algorithm can be exploited to279
optimize the data mining. First, a call is assigned a priority x based on the280
probabilistic value for this priority class. Second, the probabilistic values281
for the priority classes are checked in a particular order, as discussed in282
Section 2. The probabilistic values for the priority classes, which occur later283
in the sequence than the assigned priority, are not taken into account for this284
call. Consequently, the decision was made to implement an Iterative Decision285
Tree algorithm, which builds a separate decision tree for each priority class.286
The decision trees are built in the same order as the priority classes are287
checked by the threshold algorithm. The dataset for each iteration consists288
only of one input attribute, i.e., the priority class under scrutiny. The label289
can also only assume two values, namely the considered priority and “Other”.290
The latter is used to replace all other possible priority classes. Finally, all291
the instances that were assigned a priority class, which is checked earlier292
than the priority class for which the decision tree is being built, are removed293
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Above Normal priority Assigned priority
0.25 Above normal
0.20 Other
0.88 Above normal
0.15 Other
0.12 Above normal
Table 4: Some example instances of the dataset to learn the threshold pa-
rameter for the Normal priority class
from the dataset. In this way, a dataset is built, which can be used by a294
decision tree to learn when the probabilistic value of a priority class is high295
enough to receive this priority as label. As an example, Table 4 visualizes296
some instances of the dataset for the Above Normal priority class, which were297
derived from the original dataset visualized in Table 2. It can be noted that298
all the instances were removed, which were assigned the Highest and High299
priority, as these are checked earlier by the threshold algorithm.300
The Iterative Decision Tree algorithm builds the decision tree for each301
priority class. The J4.8 algorithm outputs a textual representation of the302
decision tree. For example, the tree visualized in Figure 6 is represented as303
follows:304
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N0 [label=“Probability” ]
N0→ N1 [label=“ >= 0.21”]
N1 [label=“Above Normal” ]
N0→ N2 [label=“ < 0.21”]
N2 [label=“Probability” ]
N2→ N3 [label=“ >= 0.13”]
N3 [label=“Other” ]
N3→ N4 [label=“ < 0.13”]
N4 [label=“Above Normal”]
The nodes and branches are identified and translated to the internal data305
format such that the results can be forwarded to the Post-Processor.306
The Threshold Extractor Post-Processor was implemented, which ex-307
tracts the discovered thresholds out of the textual representation of each308
decision tree. For each decision tree, all the branches are considered that re-309
sult in a leaf with the priority class label, associated with this decision tree.310
The branches, which result in a leaf with the label “Other”, are ignored.311
All the considered branches are followed from the leaf up to the root and312
the conditions are checked. The condition that represents the highest lower313
bound is chosen as threshold for this priority class, i.e., a condition of the314
type ≥ x where x is the highest value for a condition of this type in this tree.315
The discovered thresholds are represented in the internal data format and316
forwarded to the Decision Component.317
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4.2.2. Discovering the probabilities using a Bayesian network318
In this scenario, the Data Mining filter needs to find probabilistic relations319
between two input attributes, i.e., the type of the calls and the risk group320
of the patients, and the priority labels that were eventually assigned to the321
calls. Bayesian networks can ideally be used to discover these probabilistic322
relations. Bayesian networks are graphical models that represent the condi-323
tional dependencies between a set of variables as a directed acyclic graph.324
Each node is associated with a probability function. This function is able to325
calculate the probability of the variable represented by this node based on a326
particular set of values for the variables, which are represented by nodes that327
are parents of this node. Different techniques can be used to build Bayesian328
networks. Naive Bayesian networks assume that all the input attributes are329
conditionally independent. Consequently, a network is obtained in which the330
label is connected to each input attribute, but the input attributes are not331
connected to each other. As the risk group of the patient is independent332
of the types of calls this patient makes, Naive Bayesian networks are used333
for this research. The BayesNet implementation of WEKA was used to con-334
struct the network. The probabilities obtained by building the network are335
retrieved from WEKA and represented in the internal data format.336
The Probability Calculator Post-Processor was implemented to calculate337
the needed probability parameters for the oNCS. To explain this calculation,338
the following notation is introduced:339
• The risk group input attribute is represented by A and has n1 possible340
values a1, ..., an1.341
• The type of call input attribute is depicted by B and has n2 possible342
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values b1, ..., bn2.343
• X represents the label, i.e., the priority class, and has m possible values344
x1, ..., xm.345
The output of the BayesNet algorithm contains the following probabilities:346
• P (X = xi), ∀ i ∈ [1,m].347
• P (A = ai|X = xj), ∀ i ∈ [1, n1] and ∀ j ∈ [1,m].348
• P (B = bi|X = xj), ∀ i ∈ [1, n2] and ∀ j ∈ [1,m].349
Bayes’ rule can be used to calculate the probability parameters for the oNCS:350
P (X = xi|A = aj ∩B = bk) = P (A = aj ∩B = bk|X = xi)P (X = xi)
P (A = aj ∩B = bk)
where i ∈ [1,m], j ∈ [1, n1] and k ∈ [1, n2] (1)
Only the probabilities P (X = xi) can be directly derived from the Bayesian351
network. As attributes A and B are conditionally independent, the other352
term of the numerator can be calculated as follows:353
P (A = aj ∩B = bk|X = xi) = P (A = aj|X = xi)P (B = bk|X = xi)
where i ∈ [1,m], j ∈ [1, n1] and k ∈ [1, n2] (2)
The probabilities on the right hand side of this equation can also be354
derived from the Bayesian network. These calculated probabilities can be355
used to derive the denominator using the law of total probability as follows:356
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P (A = aj ∩B = bk) =
m∑
i=1
P (A = aj ∩B = bk|X = xi)P (X = xi)
where j ∈ [1, n1] and k ∈ [1, n2] (3)
By inputting the results of Equations 2 and 3 in Equation 1, the needed357
probability parameters can be calculated. These parameters are represented358
in the internal data format and forwarded to the Decision Component.359
4.3. Filtering the results and expressing their reliability360
As mentioned in Section 3, the Decision Component attaches probabilities361
to the discovered parameters to express their reliability to the users.362
To assess the reliability of the thresholds, the Counter Reliability Algo-363
rithm is used. This algorithm applies the new thresholds to the original364
dataset. For all the calls of a particular priority, it then calculates the per-365
centage that received this priority correctly by the new threshold algorithm.366
For example, suppose that 0.44 - 0.35 - 0.21 - 0.07 - 0.2 - 0 - 0 are discov-367
ered as thresholds, ordered from the Highest to the Lowest priority. If these368
thresholds are applied to the dataset visualized in Table 2, the threshold for369
the Above Normal priority achieves 67% reliability, as the first and fourth370
calls are correctly assigned the Above Normal priority, while the last call371
incorrectly receives the Low priority.372
The Fluctuation Reliability Algorithm computes the reliability of the dis-373
covered probability parameters. It first calculates the difference x between374
the new and old parameter value. When the Learning Pipeline is used for375
the first time to learn the probability parameters, the probability parameters376
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Figure 7: Integrating the learned parameters of the oNCS into the ontology
with an associated probability to express their reliability
in the ontology are used as the old parameter values. In later runs of the377
pipeline, the parameter values discovered in the previous run are used as old378
parameter values. The reliability of the new parameter is then set to 1− x.379
Consequently, if the Learning Pipeline consecutively discovers very similar380
parameter values, the reliability increases. The reliability thus increases if381
the value of the parameter converges.382
A simple filter algorithm, namely the Threshold Filter Algorithm, was383
implemented, which filters the parameters for which the reliability is lower384
than a specified threshold, e.g., 50%. These parameters are not adjusted385
in the oNCS. However, these discovered parameters are stored such that386
they can be used by subsequent runs of the Learning Pipeline, e.g., as old387
parameter values in the Fluctuation Reliability Algorithm.388
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4.4. Integrating the parameters in the oNCS389
4.4.1. Integrating the thresholds in the oNCS390
The Priority Threshold Integration Component is responsible for integrat-391
ing the discovered thresholds into the oNCS with their associated probability.392
To integrate a discovered threshold for a particular priority class, this com-393
ponent first checks whether this priority was already associated with this394
threshold, i.e., the parameter value has not changed. If this is the case, only395
the reliability is changed, as explained further. To integrate a new threshold,396
a subclass of the Priority class is introduced in the ontology, as shown in397
Figure 7. For example, to integrate the threshold of 0.21 for the Above Nor-398
mal priority, the PriorityWithThreshold0 21 class is created. This class is399
defined as follows:400
Priority AND (hasThreshold VALUE 0.21ˆ dˆouble)
If this class already exists in the ontology, it is re-used. The priority class401
associated with this threshold is then defined as a subclass of this class, e.g.,402
AboveNormalPriority becomes a subclass of PriorityWithThreshold0 21.403
The priority also inherits the definition and is thus effectively associated with404
the correct threshold. The subclass relationship with the previous threshold405
is removed.406
Next, the associated reliability is expressed in the ontology. Pronto is407
used to represent and reason on the probabilistic information in the ontol-408
ogy. To express probabilistic knowledge, Pronto uses Generic Conditional409
Constraints (GCCs) [25]. A GCC is of the form (D—C)[l,u] where D and410
C are the classes in the ontology and [l,u] is a closed subinterval of [0,1].411
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To represent these GCCs in the ontology, Pronto employs subsumption ax-412
iom annotations. For example, to express that the 0.21 threshold for the413
normal priority class only has a reliability of 67%, the subclass relationship414
between the AboveNormalPriority and PriorityWithThreshold0 21 con-415
cepts is annotated as follows:416
< owl11:Axiom >
< rdf:subject rdf:resource=“#AboveNormalPriority” >
< rdf:predicate rdf:resource=“&rdfs;subClassOf” >
< rdf:object rdf:resource=“#PriorityWithThreshold0 21” >
< pronto:certainty > 0.67;0.67 < /pronto:certainty >
< owl11:Axiom >
Pronto uses probability intervals to express probabilistic knowledge. How-417
ever, as illustrated in the previous example, strict probabilities can easily be418
expressed by defining an interval with an equal upper and lower limit. When419
a new threshold is associated with a priority, the reliability calculated by the420
Decision Component is used. If the priority was already connected to this421
threshold, the reliability is changed to the average of the old and the new422
reliability.423
4.4.2. Integrating the probabilities in the oNCS424
The probability parameters, which express the the likelihood that a call425
of a particular type made by a patient belonging to a specific risk group has a426
particular priority, are represented in the ontology by annotated subsumption427
axioms between Call classes, as illustrated in Figure 7. For example, the428
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following annotated subsumption axiom expresses that a normal call made429
by a high risk patient has 0.2 probability of having a normal priority:430
< owl11:Axiom >
< rdf:subject rdf:resource=“#NormalCallMadeByHighRiskPatient” >
< rdf:predicate rdf:resource=“&rdfs;subClassOf” >
< rdf:object rdf:resource=“#NormalPriorityCall” >
< pronto:certainty > 0.2;0.2 < /pronto:certainty >
< owl11:Axiom >
These two classes are defined as follows:431
NormalCallMadeByHighRiskPatient:
NormalCall AND (callMadeBy SOME (hasRole SOME HighRiskPatient))
NormalPriorityCall:
Call AND (hasPriority SOME NormalPriority)
To integrate the discovered probability parameters in the oNCS, the Pri-432
ority Probability Integration Component just changes the probabilistic value433
in the annotated subsumption axiom.434
Next, the Priority Probability Integration Component associates the reli-435
ability with this discovered parameter. To realize this, a new class is created436
in the ontology that represents the annotated subsumption axiom. For exam-437
ple, to represent the previous subsumption axiom, the class NormalPrior-438
ityNormalCallMadeByHighRiskPatientWithProb0 2 was created with the439
following definition:440
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hasProbabilityParam VALUE 0.2ˆ dˆouble
An annotated subsumption axiom is then created, which associates the in-441
put attributes, i.e., a call of a particular type made by a patient belonging to442
a specific risk group, with this new class and annotates this subclass relation-443
ship with the reliability. For example, the following annotated subsumption444
axiom is created for the running example to express that this parameter value445
has a reliability of 70%:446
< owl11:Axiom >
< rdf:subject rdf:resource=“#NormalCallMadeByHighRiskPatient” >
< rdf:predicate rdf:resource=“&rdfs;subClassOf” >
< rdf:object rdf:resource=“#NormalPriorityNormalCallMadeBy
HighRiskPatientWithProb0 2” >
< pronto:certainty > 0.7;0.7 < /pronto:certainty >
< owl11:Axiom >
Note that if the parameter value has not changed, the reliability is up-447
dated to 100%, as this reliability expresses how much the parameter value448
deviates from the previous value.449
5. Evaluation set-up450
To adequately evaluate the correctness and performance of the self-learning451
components, generated datasets are used for both scenarios. In this way,452
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trends can be introduced into the datasets, which should be discovered by453
the Learning Pipeline. To achieve realistic datasets, noise is introduced. The454
following subsections detail how these datasets were generated and noise was455
added. The datasets were generated in the ARFF format and stored in the456
Persistence Layer so that they can be retrieved by the File Data Collector457
and translated to the internal format by the ARFF Input Convertor.458
To evaluate the applicability of the framework, it is important to assess459
the correctness of the derived parameters. The correctness of the data min-460
ing techniques is influenced by the size of the dataset and the amount of461
noise. To assess the influence of the latter, the Learning Pipeline was consec-462
utively applied to datasets of the same size, but with an increasing amount463
of noise. The amount of noise is varied from 0% to 50% in steps of 1%. It is464
unnecessary to increase the noise percentage beyond 50% as a random label465
is assigned at this point and the dataset becomes meaningless. The amount466
of noise needs to be increased in a dataset of realistic size. Each instance467
in the dataset corresponds to one made by or for a patient. Out of logging468
data of the nurse call system installed at Ghent University Hospital [26], it469
was derived that one average five calls are made per 24 hours by or for a470
specific patient. Consequently, for a nursing unit containing on average 30471
patients, 1,050 calls are launched per week on average. Therefore, to assess472
the influence of noise, datasets were generated containing 1,050 instances.473
The influence of the size of the dataset on the correctness is evaluated by474
consecutively applying the Learning Pipeline to datasets of increasing size.475
The dataset sizes range from 100 to 2,000 instances in steps of 100 instances.476
This range also contains the realistic dataset size for each of the scenarios.477
30
It is also important to evaluate the performance, i.e., execution time and478
memory usage, of the developed Learning Engine. Although, the learning479
process will mostly run in the background, it is important to assess the480
amount of resource usage. Most healthcare environments have a limited481
amount of resources and delegating the processing to the cloud is often dif-482
ficult because of privacy issues. To evaluate the influence of noise on the483
performance, the same datasets were used as for the correctness tests. How-484
ever, to assess the influence of the size of the dataset, datasets were generated485
with sizes ranging from 1,000 to 30,000 in steps of 1,000 instances. Bigger486
datasets were used as it is important to explore the limits of the proposed487
self-learning components.488
To achieve reliable results, each test was repeated 35 times, of which the489
first three and the last two were omitted during processing. For each run,490
a new dataset was generated. Finally, the averages across the 30 remaining491
runs are calculated and visualized in the form of graphs. The tests were492
performed on a computer with the following specifications: 4096 megabyte493
(MB) (2 x 2048 MB) 1067 megahertz (MHz) Double Data Rate Type Three494
Synchronous Dynamic Random Access Memory (DDR3 SDRAM) and an495
Intel Core i5-430 Central Processing Unit (CPU) (2 cores, 4 threads, 2.26496
gigahertz (GHz), 3 MB cache).497
5.1. Generating the dataset to discover thresholds498
As indicated in Section 4.1, the dataset consists of seven input attributes,499
i.e., the probabilistic assignment of a call to the priority classes. As label,500
the assigned priority of the call is used. The dataset is generated in such a501
way that discovered thresholds should be the ones that are currently being502
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used by the oNCS, i.e., 0.21 - 0.3 - 0.24 - 0 - 0.05 - 0 - 0, ordered from the503
highest to the lowest priority.504
To generate a new instance of the dataset, a priority label is first chosen.505
The label is chosen such that the distribution of the generated calls amongst506
the different priority classes reflects the following realistic distribution deter-507
mined by domain experts: 5% - 10% - 25% - 35% - 25% - 0% - 0%, ordered508
from the highest to the lowest priority. Based on this label, the probabilistic509
values for the input attributes are generated. For all the priority classes that510
are checked earlier by the threshold algorithm than the assigned priority, a511
probabilistic value is randomly generated that is smaller than the threshold512
for this priority. For example, if a call with a High priority is being created,513
then the probabilistic value for the Highest priority will be lower than 0.21.514
For the assigned priority, a random probabilistic value is generated, which515
is higher than its threshold. Finally, for the remaining priority classes, a516
random probabilistic value is generated. The thresholds for these priorities517
are thus not taken into account.518
To introduce noise in the generated datasets, the priority labels of some519
generated instances are changed. This means that they receive a different520
label from the one which would be assigned by the threshold algorithm and521
which was used to generate these instances. For a noise percentage of x, each522
generated instance has x% chance of being assigned a priority label that is523
one level higher or one level lower than the correct priority label. Some524
generated instances are shown in Table 2. The labels indicated in italics525
represent noise.526
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5.2. Generating the dataset to discover the probabilities for the priorities527
The dataset generated for this scenario contains two input attributes,528
i.e., the type of the call and the risk group of the patient who made it, and529
the assigned priority as label. To create a new instance, a risk group is530
randomly assigned based on the following distribution: 20%, 50% and 30%531
chance of being a High, Medium or Low Risk patient respectively. Moreover,532
the instance has 60%, 30% and 10% chance of being a Normal, Sanitary and533
Service call respectively. These distributions were determined based on input534
from domain experts. Using the parameters already defined in the oNCs and535
visualized in Table 1, the probabilistic assignment of this generated call to536
the various priority categories is determined. For example, if an instance537
is generated with the input attributes Normal type of call and High Risk538
patient, then it has 20%, 60% and 20% chance of receiving the High, Above539
Normal and Normal priorities respectively. Based on this distribution, a540
priority is randomly chosen as label.541
Similar to that in the previous scenario, noise is introduced by changing542
the label of an instance to a priority that is one lever higher or lower than543
the assigned one. Some generated instances are shown in Table 3. The labels544
indicated in italics represent noise.545
6. Results and discussion546
6.1. Correctness of the discovered thresholds547
To assess the correctness, the relative error of the discovered thresholds548
is calculated. The relative error expresses how much the learned threshold549
deviates from the threshold on which the dataset generation was based. For550
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Figure 8: The relative errors (%) of the thresholds discovered for the different
priority categories as a function of the size of the dataset
example, a relative error of 5% for the threshold of the Above Normal priority551
indicates that the discovered threshold deviates at most 5% from 0.24. The552
oNCS employs a threshold of 0 for the Normal, Low and Lowest priority553
categories to ensure that the default priority assigned to calls is the Normal554
priority. The Low and Lowest priorities are generally reserved for particular555
types of calls, e.g., technical assistance calls. Because of the way the dataset556
generation algorithm takes these zero thresholds into account to generate the557
instances, these thresholds are always discovered. Therefore, only the other,558
non-zero, thresholds are discussed.559
Figure 8 depicts the relative error of the discovered thresholds as a func-560
tion of the dataset size. It can be derived that very accurate thresholds are561
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obtained, even when datasets with a small amount of instances are used.562
When the dataset contains at least 500 instances, the relative error stays563
smaller than 0.5% for all the thresholds. As mentioned previously, on av-564
erage five calls are launched per patient in a department with on average565
30 patients. Consequently, four days after deployment of the oNCS enough566
data would be collected to accurately adjust the thresholds to the behavior567
of the caregivers. Note that for small datasets, more accurate results are568
obtained for the thresholds of higher priority classes. A separate decision569
tree is built for each priority class, based on a subset of the total dataset.570
In these subsets the instances are removed, which received as label a higher571
priority class than the one that the decision tree is currently being built for.572
Consequently, the decision trees for lower priorities are trained on less data573
than the decision trees for higher priorities. As a result, these lower priorities574
exhibit a higher relative error for small datasets.575
Figure 9 visualizes the relative errors for the discovered thresholds as576
a function of the amount of noise in a realistically sized dataset of 1,050577
instances. It is clear that the Learning Pipeline is insensitive to a noise578
rate of less than 20%, as they result in relative errors for the thresholds579
of less than 5%. If the amount of noise increases beyond this point, the580
relative errors quickly rise to 10% and higher. The relative error of the581
threshold of the Below Normal priority is higher than the ones of the Normal582
and High priority because it is trained on smaller datasets, as explained in583
the previous paragraph. The relative error of the threshold of the Highest584
priority is much higher than the others. This is the first threshold that needs585
to be determined. Consequently, it is trained on a dataset with a very high586
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Figure 9: The relative errors (%) of the thresholds discovered for the different
priority categories as a function of the amount of noise in the dataset
amount of instances labeled as “Other”. This skewed dataset, containing587
more negative than positive examples, results in a higher relative error for588
this priority.589
6.2. Correctness of the discovered probabilities590
The dataset for this scenario consists of two input attributes, namely the591
risk group of the patient and the type of the call, each of which can have three592
possible values. The priority label can have seven possible values. Conse-593
quently the Bayesian network needs to determine 63 probability parameters.594
It is difficult to give a clear overview of all the calculated parameter values595
for all the different dataset sizes and noise ratios. Therefore, Table 5 visual-596
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Relative error
Risk Type of Above Below
group call Highest High normal Normal normal Low Lowest
High
Normal 1 3 1
Sanitary 6 2 5
Service 4 4 16
Medium
Normal 0 4 2
Sanitary 4 4 1
Service 2 5 14
Low
Normal 6 3 3
Sanitary 1 2 2
Service 3 2 12
Table 5: Relative error (%) for the discovered probability parameters for a
dataset with 1,050 instances
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izes only the relative errors for the discovered probabilities for a dataset of597
realistic size, i.e., 1,050 instances, without noise. Despite the large number598
of parameter values that need to be deduced from a relatively small dataset,599
the relative errors are quite small. Three discovered probabilities have a rel-600
ative error bigger than 10%. These errors are indicated in italics in Table 5.601
However, all the other derived parameter values deviate only on average 3%602
and maximum 6% from the correct value. It can also be noted that higher603
relative errors correspond to situations that do not occur often in reality. As604
the dataset is generated based on realistic distributions, these situations are605
represented by less instances in the dataset. This makes it more difficult for606
the Bayesian network to obtain a correct parameter value for these situa-607
tions. For example, as explained in Section 5.2, an instance only has 10%608
chance to receive the type Service and 20% chance of being launched by a609
High Risk patient. Consequently, there’s only 2% chance that an instance is610
generated that fulfills both of these criteria. As a result, the relative error611
for this probabilistic value is 0.16%.612
6.3. Execution time of the threshold Learning Pipeline613
The execution time as a function of the size of the dataset is depicted614
in Figure 10. The execution times of the Threshold Extractor, Counter Re-615
liability Algorithm and Threshold Filter Algorithm are negligible compared616
to the execution times of the visualized components. The execution time of617
the Priority Threshold Integration Component depends heavily on the com-618
plexity and the amount of data in the ontology as this component checks the619
consistency of the ontology after the parameters are adjusted. As the ontol-620
ogy was not initialized with a realistic data set, e.g., representing a realistic621
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Figure 10: Execution time as a function of the dataset size for the different
components of the threshold Learning Pipeline
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amount of staff members and patients, the execution time of this module is622
not shown. The processing of the data by the Iterative Tree Miner can be623
split up into three parts. The Mining Overhead denotes the time needed to624
pre-process the dataset such that the different decision trees can be built as625
explained in Section 4.2.1. The Weka Initialization step consists of trans-626
forming the ARFF format to Java Objects, while J4.8 algorithm builds the627
actual decision tree using WEKA. The execution times of these three steps628
are visualized separately.629
It can be derived from Figure 10a that the execution time is exponential as630
a function of the size of the dataset. Figure 10b shows that this is caused by631
the exponentially increasing execution time of the Mining Overhead. The ex-632
ecution times of the other components are linear as a function of the amount633
of instances. The complexity of the J4.8 algorithm is O(m∗n2) for a dataset634
with m instances and n attributes [27]. The number of attributes is con-635
stant in this scenario, i.e., one input attribute and one label per decision636
tree built for a particular priority. Consequently, the complexity reduces to637
O(m) and thus becomes linear in the number of instances. The ARFF Input638
Convertor, ARFF Convertor and ARFF Deconvertor are also linear in the639
size of the dataset, as they need to (de)convert all the instances one by one.640
It can also be noted that the ARFF Input Convertor consumes more time641
than the ARFF Convertor. The first translates a String-based representa-642
tion of the dataset, while the second receives the instances expressed in the643
internal data format as input. This second, structured representation can be644
processed more easily.645
Figure 11 analyzes the execution time of the Mining Overhead in more646
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Figure 11: Execution time as a function of the dataset size for the different
steps of the Mining Overhead
detail. As explained in Section 4.2.1, a dataset is constructed for each priority647
by removing the input attributes related to the other priority classes, remov-648
ing all the instances labeled with a higher priority and renaming all the lower649
priority labels as “Other”. Figure 11 indicates that most of the execution650
time is consumed by removing the instances. A possible solution is removing651
the instances before the dataset is translated to the ARFF format. The com-652
plexity of removing instances from the dataset, represented in the internal653
data format, is linear in the size of the dataset. However, this solution also654
requires that each separate dataset is translated by the ARFF Convertor.655
This also increases the execution time as there is significant overlap between656
the datasets and thus more instances need to be converted. Figure 12 com-657
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plementation
pares the execution time of the current implementation for removing the658
instances with the additional execution time, which is needed to (de)convert659
the separate datasets for the alternative solution. The additional execution660
time of the alternative implementation is linear in the amount of instances.661
However, it only achieves a better performance for bigger datasets with at662
least 15,000 instances. As 1,050 instances were deemed to be a realistic size663
of the dataset, the current implementation is preferred.664
Figure 13a depicts the execution time as a function of the amount of665
noise for the realistic dataset containing 1,050 instances. As the measured666
execution times are quite small, i.e., lower than 25 ms, the graphs are quite667
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Figure 13: Execution time as a function of the amount of noise in the dataset
for the different components of the threshold Learning Pipeline
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erratic and unpredictable. To get a clear view on the underlying trends, the668
performance tests were repeated for a dataset consisting of 5,000 instances.669
The resulting graph is visualized in Figure 13b. It can be derived that the670
influence of the amount of noise on the execution time is negligible. The671
dataset for each decision tree consists of only one input attribute and a label,672
which can only assume two values. Consequently, increasing the amount of673
noise will not have a large impact on the complexity of the constructed674
decision tree.675
It can be concluded that a dataset with a realistic size of 1,050 instances676
can be processed in less than 100 ms, irrespective of the amount of noise.677
6.4. Execution time of the probabilities Learning Pipeline678
The execution time as a function of the size of the dataset is depicted679
in Figure 14. The execution times of the Probability Calculator, Fluctuation680
Reliability Algorithm, Threshold Filter Algorithms and Priority Probability681
Integration Component are not shown for the same reasons as in the pre-682
vious section. The Bayes Net Miner consists of only two steps, namely683
initializing Weka and building the model using the BayesNet algorithm of684
Weka. The execution times for these two steps are visualized separately. It685
can be noted that the execution time is linear as a function of the size of686
the dataset. Figure 14b illustrates that the execution time of each of the687
individual components is also linear as a function of the size of the dataset.688
The execution times are also very small. The input conversion and initial-689
ization of Weka consume most of the execution time. Building the Bayesian690
network only requires a small amount of time, namely at most 20 ms for a691
dataset of 30,000 instances. The complexity of the Bayesian network is the692
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same as the J4.8 algorithm, namely O(m∗n2) for a dataset with m instances693
and n attributes [28]. As the amount of attributes does not change in this694
scenario, this complexity also reduces to O(m) and thus becomes linear in695
the number of instances. The difference in execution time between the ARFF696
Input Convertor and ARFF convertor was already explained in the previous697
section.698
Figure 15a depicts the execution time as a function of the amount of noise699
for the realistic dataset containing 1,050 instances. Again, these execution700
times are too small, i.e., lower than 7 ms, to perceive a clear trend and the701
tests were repeated for a dataset of 5,000 instances, as shown in Figure 15b.702
Similar to the previous section, it can be concluded that the influence of the703
amount of noise on the execution time is negligible.704
For this scenario, it can also be concluded that, irrespective of the amount705
of noise, the execution time is very good and negligible for datasets of a706
realistic size of 1,050 instances, i.e., less than 20 ms.707
6.5. Memory usage708
Figure 16 illustrates the memory usage of the Learning Pipeline for both709
scenarios as a function of the size of the dataset. The fluctuating pattern710
of the graphs can be explained by the memory that is consumed by the711
Garbage Collector in Java. However, trend lines can clearly be discerned. It712
can be noted that the memory usage is linear as a function of the amount of713
instances. Moreover, the total amount of consumed memory stays quite low,714
i.e., at most about 120 MB for the threshold Learning Pipeline and 25 MB715
for the probabilities scenario. For the realistic dataset of 1,050 instances, the716
memory usage is negligible for both scenarios, namely lower than 5 MB for717
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Figure 15: Execution time as a function of the amount of noise in the dataset
for the different components of the probabilities Learning Pipeline
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the probabilities Learning Pipeline and 20 MB for the threshold scenario.718
The memory usage for the threshold scenario is significantly higher. This719
can be explained by the different datasets that need to be created and stored720
to build the decision trees for each of the priorities.721
7. Conclusion722
This paper describes our experiences with extending the oNCS with self-723
learning components such that it can automatically adjust its parameters.724
This ensures that the application is tuned towards the needs and require-725
ments of the caregivers and increases its adoption. Moreover, caregivers are726
no longer burdened with trying to define accurate parameter values for the727
application at development time or tweak its configuration at run-time.728
The self-learning extension consists of the following steps. First, Mon-729
itoring Algorithms are used to monitor how the application is used with a730
certain context. These algorithms gather and store data. When enough data731
has been collected the Data Collection Component and Input Convertor re-732
trieve the data and transform it to the internal data format used by the733
self-learning components. Second, the Pre-Processor cleans the data. Data734
Mining techniques and a Post-Processor are used to discover the new pa-735
rameter values. The Decision Component associates probabilities with these736
learned parameter values to express their reliability. Values with a too low737
probability are filtered. Finally, the Integration Component integrates the738
new parameter values and their associated reliability in the oNCS.739
The oNCS contains two types of parameters, namely thresholds and prob-740
abilities. An extensive evaluation was performed to assess the applicability,741
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correctness and performance of the self-learning components for both sce-742
narios. For the thresholds, it was shown that correct results with a relative743
error of less than 5% are obtained when the dataset contains at least 500 in-744
stances, i.e., calls, and the noise ratio is less than 20%. For the probabilities,745
it was deduced that for a realistic dataset of 1,050 instances correct results746
were obtained. Both the threshold and probability parameters are learned747
very efficiently as the components require at most 100 ms execution time and748
20 MB memory for a realistic dataset of 1,050 instances, irrespective of the749
amount of noise in this dataset.750
Future work will mainly focus on evaluating a prototype of the self-751
learning oNCS in a real-life setting.752
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