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ABSTRACT.
In the present work, we show an alternative to the verification of the intervention effect
in time series to which the ARIMA model has been applied. This alternative is based on the
consideration of significant differences in the parameters of ARIMA models, taking into
account only the base line and also taking into account the complete series – base line and
intervention phase. In order to be able to determine when the differences between parameters
are significant, an investigation is carried out by means of the Montecarlo method so that
different significance levels are defined statistically.
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1. Introducción.
La aplicación de los modelos ARIMA a los diseños de series temporales interrumpidas
es una de las aproximaciones más novedosa y prometedora en el campo de la Psicología y de
la Educación. A la hora de comprobar si el tratamiento aplicado ha sido relevante, es decir,
si ha habido efecto intervención se vienen aplicando, fundamentalmente, dos aproximaciones:
a) Los modelos de función de transferencia, como son conocidos en ingeniería, modelos
econométricos dinámicos en economía o regresión dinámica (Peña 1985), que permiten medir
como se transmiten los efectos entre variables.
Esta aproximación ha sido desarrollada por Box y Tiao (1965, 1975), Tiao y Box
(1983) y Tiao (1985).
b) La aproximación de Glass, Gotman y Wilson (1975). Los datos originales son
transformados en series independientes con el fin de que cumplan el modelo lineal general.
En las ciencias del comportamiento la serie temporal procede de la toma de medidas
repetidas (respuestas de un sujeto) a intervalos regulares de tiempo, ya sea en condiciones en
que no se ha aplicado ningún tratamiento (línea base) o bajo la acción de éste (fase de
intervención).
Si la aplicación del tratamiento no tuviese ningún efecto relevante sobre la conducta
(respuestas del sujeto), el modelo ARIMA desde el que se supone han sido generadas las
respuestas debería ser el mismo, ya se tenga en cuenta, únicamente, la línea base o la serie
completa, mientras que si el tratamiento tuviese efecto el modelo ARIMA debería ser distinto.
Entendemos por modelos diferentes, no sólo aquellos que tengan distinto número y tipo de
parámetros, sino también aquellos en los que teniendo el mismo número y tipo de parámetros,
hay diferencias significativas en la magnitud de los mismos.
Una prueba alternativa del efecto intervención podría derivarse del estudio de los modelos
ARIMA que siguen la línea base y la serie temporal completa, o línea base y fase de
intervención. Pero ¿cuándo dos modelos ARIMA pueden considerarse significativamente
distintos? 
 2.- Método.
Mediante este experimento se pretende elaborar una serie de tablas en las que aparezca
recogida la distribución de las estimaciones de los parámetros de los principales modelos
ARIMA utilizados en las ciencias socio-comportamentales.
Para construir dichas tablas se han manipulado tres tipos de variables: tamaño de las
series, tipo de modelo ARIMA y valor de los parámetros. Por lo que respecta a la primera
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variable, los tamaños muestrales manipulados oscilaban entre treinta y quinientos datos, con
incrementos de diez en diez, desde treinta hasta cien datos y con incrementos de cincuenta en
cincuenta, desde cien hasta quinientos datos. En cuanto a la segunda variable utilizada, se han
seleccionado los siguientes modelos de series temporales: AR (1), AR (2), MA (1) y MA (2).
Estos modelos son los que con más frecuencia pueden encontrarse en Psicología y Ciencias
Sociales (Gottman y Glass, 1978; Judd y Kenny, 1981; Glass, Willson y Gottman, 1975).
También se ha utilizado el modelo ARMA (1,1), a pesar de que aparece con menor frecuencia
en el citado ámbito.
A su vez, por lo que respecta a la tercera variable, conviene destacar que los valores
de los parámetros de los modelos AR(1) y MA(1) se han seleccionado de forma que se ajusten
a las condiciones de estacionariedad e invertibilidad de cada uno de los modelos, mientras que
los valores de los parámetros de los modelos AR (2), MA (2) y ARMA (1,1) se escogieron de
manera que quedasen representadas cada una de las seis regiones de estacionariedad e
invertibilidad de acuerdo con las delimitaciones gráficas elaboradas por Stralkowski, Wu y
Devor (1970, 1974), que se muestran a continuación.
Gráfica 1:Regiones de estacionariedad para los procesos AR(2). (Según Stralkowsky, Wu y Devor, 1970).
Gráfica 2:Regiones de invertibilidad para los procesos MA(2). (Según Stralkowsky, Wu y Devor, 1970).
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Gráfica 3:Regiones de estacionariedad e invertibilidad para los procesos ARMA(1,1). (Según Stralkowsky, Wu
y Devor, 1970).
En los modelos AR(1) y MA(1) se establecieron dieciocho condiciones comprendidas
entre -0,9 y 0,9,ambas inclusive, con incrementos de 0,1 excluido el 0.
Por último, para cada una de las condiciones experimentales se generaron mil series,
especificándose que el término aleatorio siga una distribución normal N(0,1). Para evitar
efectos artefactuales de los valores iniciales, los primeros quinientos datos de cada simulación
fueron suprimidos. Asimismo, se eliminaron treinta datos entre series consecutivas para mitigar
la dependencia entre series, calculándose a continuación la media y la desviación típica de las
estimaciones de los parámetros.
Los cálculos se realizaron con el programa informático MATLAB versión 5.1 de 1997.
Se programaron las operaciones para cada uno de los distintos modelos que aparecen en las
tablas. Por ejemplo, el programa que sigue:
for
k = 1:9
f=-0.1*k
for
j=1:7
g=20+10*j;
for
i=1:1000
model1=poly2th([1 f],[],[]);
e=randn(g,1);
y=idsim([e],model1);
th=arx(y,1);
coef(i,1)=th(3,1);
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end
media(k,j)=mean(coef);
desviacion(k,j)=std(coef);
end
end
genera mil series que siguen un modelo AR (1), estima el coeficiente y halla su desviación
estándar, para un tamaño del parámetro desde -0,1 hasta -0,9 con un incremento de -0,1, y
para tamaño de muestra desde treinta datos hasta noventa con un incremento de diez.
3.- Resultados.
Tabla 1:Modelo AR(1) (coeficiente positivo)
Tabla 2:Modelo AR(1) (coeficiente negativo)
68
Tabla 3:Desviación típica de la estimación de parámetros AR2 en función del número de datos y de la región de
estacionariedad
Tabla 4:Modelo MA(1) (coeficiente positivo)
4.- Discusión.
En los procesos AR(1), como podemos observar en las tablas, la varianza de las
estimaciones del parámetro es una función del tamaño de la muestra empleada, pero también
es función del tamaño del parámetro, disminuyendo a medida que aumenta el tamaño del
parámetro que se va a estimar. Las siguientes figuras ayudan a verificar rápidamente lo dicho.
En la tercera figura se ofrece la representación tridimensional de la desviación típica
considerando el número de datos y la magnitud del coeficiente como variables independientes.
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Gráfica 4: Desviación típica de la estimación del parámetro de un AR(1) (coeficiente positivo)
Gráfica 5: Desviación típica de la estimación del parámetro de un AR(1) (coeficiente positivo)
Gráfica 6: Superficie de variación de la desviación típica estimada en procesos AR(1) (coeficiente positivo)
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La varianza de las estimaciones de los parámetros de procesos MA(1), al igual que los
procesos autorregresivos de orden uno, también es función del número de datos de la muestra
y del tamaño del parámetro que se trata de estimar. En las siguientes figuras, se representa la
varianza en función del número de datos y del tamaño del parámetro positivo. En el caso de
ser negativo, también sigue una función parecida.
Gráfica 7: Desviación típica de la estimación del parámetro de un MA(1) (coeficiente positivo)
Gráfica 8: Desviación típica de la estimación del parámetro de un MA(1) (coeficiente positivo)
Gráfica 9: Desviación típica de la estimación del parámetro de un MA(1) (coeficiente positivo)
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Gráfica 10: Desviación típica de la estimación del parámetro de un MA(1) (coeficiente positivo)
Las gráficas de la varianza en función del número de datos son totalmente semejantes
en los procesos AR(1) y MA(1). Por lo que respecta a las gráficas de la varianza en función
del tamaño del parámetro, resalta que si bien son parecidas desde el punto de vista cualitativo,
no lo son desde el punto de vista cuantitativo, pues la varianza disminuye más y más
rápidamente en el caso de los procesos AR(1) que en el de los procesos MA(1).
En los procesos AR(2), MA(2) y ARMA(1,1) la varianza disminuye en función del
número de datos al igual que en los casos precedentes; sin embargo, la variabilidad en función
de las distintas regiones de estacionariedad e invertibilidad, así como del tamaño de los
parámetros, es mucho menor que en los anteriores casos.
Las diferencias observadas en la estimación de los parámetros en los procesos AR(1)
y MA(1) queda explicada al considerar una variable subyacente a ambas, la estructura
correlacional de las series. La varianza de las estimaciones disminuye a medida que es más
fuerte la estructura correlacional. En este sentido, el primer coeficiente de autocorrelación de
un proceso AR(1) coincide con el valor del parámetro f, mientras que en un proceso MA(1)
el coeficiente de autocorrelación se obtiene según la expresión: . En la siguienteρ θθ1 21=
−
+
tabla puede verse la relación de los primeros coeficientes de autocorrelación de procesos AR(1)
y MA(1) de acuerdo con el valor del parámetro.
Tabla 5:Autocorrelación de retardo uno para procesos AR(1) y MA(1)
Si se observan las gráficas de las varianzas correspondientes a ambos procesos, se
comprueba que cuando los tamaños de los parámetros son pequeños, estos resultan
prácticamente iguales; sin embargo, a medida que el tamaño del parámetro aumenta, en los
procesos AR disminuye la varianza, mientras que en el caso de los procesos MA, esta tiende
a estabilizarse, al igual que su coeficiente de correlación.
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El resto de los procesos AR(2), MA(2) y ARMA(1,1) tienen estructuras correlacionales
más altas que los AR(1) y MA(1), en general, por lo que la variabilidad se modifica en menor
cantidad al considerarla en función del tamaño de los parámetros y de las distintas regiones de
estacionariedad e invertibilidad.
Los resultados mostrados en las tablas anteriores ponen de manifiesto el carácter
insesgado de los parámetros con independencia del tipo de variable manipulada, valor muestral
y estructura correlacional, lo que no hace más que corroborar los resultados obtenidos por
otros investigadores anteriores (Vallejo,1994; Harrop y Velicer, 1995; Vallejo et al. 1992).
5.- Procedimiento a seguir para la comprobación del efecto de la intervención.
1º. Identificación y estimación del modelo ARIMA que sigue la serie completa.
2º. Identificación y estimación del modelo que sigue la serie en la línea base.
3º. Comprobar si en ambos casos los datos se ajustan al modelo estimado. Si los datos
se ajustan se pasará a comprobar si la diferencia en la magnitud de los parámetros es
significativa.
4º. Para comprobar si la diferencia entre dos parámetros es significativa se toma el
parámetro estimado con la línea base y con la desviación típica obtenida en las tablas, expuestas
con anterioridad, para la misma magnitud del parámetro y el mismo tamaño de muestra. A
continuación se construye un intervalo de confianza donde podría encontrarse el parámetro.
Si el parámetro estimado con la serie completa se encuentra fuera de este intervalo,
deduciremos la significatividad de la diferencia de los parámetros con un determinado nivel de
confianza, y por tanto la significatividad del tratamiento. El intervalo de confianza se será
, en el caso de parámetros autorregresivos, y , para los MA.$φ σαi iz± $θ σαi iz±
5º. Si el tamaño de muestra no se encuentra en las tablas, puede hallarse por
interpolación obteniéndose una aproximación razonable.
Los modelos que siguen la línea base y la serie temporal completa pueden diferenciarse,
no sólo en el tamaño de los parámetros, sino en el número de los mismos o en el tipo de
parámetros (cambio de AR a MA, por ejemplo). Para determinar cuando se presenta este caso,
si esas diferencias no se producen por azar, se han generado 20 series de cada uno de tres
modelos AR (1), tres modelos MA (1), seis modelos AR (2), seis modelos MA (2) y seis
modelos ARMA (1,1), (de los tres últimos, uno por cada una de las regiones de
estacionariedad e invertibilidad) y tamaños de muestras 30, 50, 75, 100, 200 y 500 datos y
analizadas una a una estudiando la FAC y la FACP mediante el paquete estadístico BMDP.
Como conclusiones de este estudio se han obtenido las siguientes:
A) La confusión más frecuente entre modelos ocurre entre ruido blanco y el resto de
modelos cuando el número de datos es pequeño y coeficientes de autocorrelación pequeños.
B) El cambio de tipo de parámetro solamente se produce entre AR 1 y MA 1 con pocos
datos, y la incertidumbre desaparece al analizar los residuos del modelo.
C) En muchas ocasiones, la confusión se presenta en el número de parámetros del
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modelo. En todos los casos, cuando cambiaba el número de parámetros sugeridos del modelo,
las estructuras correlacionales no eran muy claras. Por ejemplo, si se pasaba de un AR 2 a un
AR 1, el segundo coeficiente de la FACP significativo se hallaba alrededor el límite de
significación, y en muchos casos, el análisis de los residuos confirmaba el modelo con el que
las series habían sido generadas.
En consecuencia, cuando los modelos estimados de la línea base y la serie temporal
completa son diferentes, si las estructuras de la FAC y la FACP son claras y diferentes entre
sí, aceptaríamos la signficatividad del tratamiento. En el resto de los casos se realizaría el
proceso antes descrito.
5.1.- Características del procedimiento propuesto.
1) En otros enfoques, el modelo ARIMA identificado se usa para filtrar la serie y
eliminar la autocorrelación. En el enfoque alternativo se utilizan los datos registrados
directamente en la investigación y se evita la posible eliminación de información significativa.
2) Uno de los principales problemas en la utilización de la metodología ARIMA es la
dificultad de identificar el modelo que sigue una determinada serie con escaso número de datos.
Este problema se reduce, al menos parcialmente, en el Enfoque Alternativo ya que se analiza
la serie completa, que a su vez puede servir de guía para la identificación del modelo que sigue
la línea base. Si no se pudiese ajustar al mismo modelo, quedaría probada la efectividad del
tratamiento.
3) En un estudio de comparación con otros dos procedimientos de evaluación del
impacto (Enfoque de la Transformación General, AR(5), y Modelo Correctamente
Identificado), el Enfoque Alternativo se muestra como una prueba conservadora. En el nivel
del 0,05 presenta una tasa de error Tipo I que es aproximadamente la mitad de la tasa de error
de los otros dos procedimientos utilizados en la investigación, y en el nivel del 0,01 presenta
una tasa de error despreciable y mucho menor que los otros dos.
4) Los bajos niveles empíricos a obtenidos con el Enfoque Alternativo se traducen en
una ligera pérdida de eficacia, menor potencia de prueba, que los otros dos procedimientos
cuando el efecto intervención es abrupto y permanente.
5) En los procesos ARMA con efecto intervención gradual y permanente, los niveles
empíricos a se mantienen al mismo nivel que con efecto intervención abrupto y constante
mientras que no se observa una disminución en la eficacia, potencia de prueba. 
6.- Aplicación a una serie simulada.
Se genera una serie de 100 datos según modelo autorregresivo (AR (1)) con
intervención a partir del dato 51. La serie generada se muestra en la gráfica 11.
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Gráfica 11. Serie generada con 100 datos.
Análisis de la serie completa.
Una vez analizado las funciones de autocorrelación y autocorrelación parcial, se llega
a la conclusión previa de que se trata de un proceso AR (1). Estimado el parámetro, obtenemos
f=0,91. El modelo quedaría:
Xt = 0,91Xt-1 + gt
Analizando los residuales, observamos que tanto en la FAC como en la FACP no hay
ningún coeficiente de correlación que salga fuera de las bandas de significación, lo que nos
indica la bondad del ajuste.
Análisis de la línea base.
Considerando que la línea base sigue un proceso AR (1) se estima el parámetro y se
obtiene f = 0,61. El modelo quedaría:
Xt = 0,61Xt-1 + gt
Analizando los residuales del modelo, se observa que los coeficientes de correlación
de la FAC y de la FACP no son significativos, excepto uno de la función de autocorrelación
parcial, que es permitido por las hipótesis del modelo, lo que nos indica la bondad del ajuste.
Comprobación del efecto intervención.
Como se apuntaba más arriba el intervalo de confianza lo construiremos a partir del
parámetro estimado en la línea base mediante la expresión (Ni - 1,96Fi, Ni + 1,96Fi). En este
caso mirando en la tabla de procesos AR(1) con coeficiente positivo y valor f = 0,60 y para
un tamaño de muestra de 50 datos, se obtiene la varianza que en este caso es: s= 0,1118, y
por tanto el intervalo de confianza será (0'39, 0'83). Como el segundo parámetro se encuentra
fuera del intervalo de confianza, se acepta la significatividad de la diferencia en magnitud de
los parámetros.
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