Abstract. We consider a three-component reaction-diffusion system with two inhibitors and one activator. We analyze the existence of the radially symmetric solutions and the occurrence of Hopf bifurcation in the interfacial problem as the bifurcation parameters vary. Classifications: 35R35, 35B32, 35B25, 35K55, 35K57, 58J55 
Introduction
A three-component reaction-diffusion system with one activator and two inhibitors is proposed as an extension of a phenomenological model of the planar dc gas-discharge system with semiconductor electrode [1, 3, 15, 13] .
We consider a three-component reaction-diffusion system with one activator u and two inhibitors v and w ( [7] ):
with a(w) = 1 2 1 + tanh(αw + a 0 ) , (2) where ε, σ, μ, b, d, s 0 , α and a 0 are positive constants.
A free boundary problem of (1) with (2) for the case ε = 0 will be studied in this paper. Suppose that there is only one (n − 1)-dimensional hypersurface η(t) which is a single closed curve given in the domain in such a way that R n = Ω 1 (t) ∪ η(t) ∪ Ω 0 (t), where Ω 1 (t) = {x ∈ R n : u(x, t) > a(w)} and Ω 0 (t) = {x ∈ R n : u(x, t) < a(w)}. The velocity of an interface η(t) is given by (see [9, 11] ):
where ν is the outward normal vector on η(t), v i is the value of v on the interface η(t), and the velocity of the interface C is a continuously differentiable function defined on an interval I := (−a(w), 1 − a(w)) and the velocity of the interface can be normalized by ( [2, 8, 9] )
C(v; a(w)) = 1 − 2v − 2a(w) (v + a(w))(1 − a(w) − v)
.
An analysis of the dynamics of this process has been shown (see for example [2, 10, 12] ) to lead a free boundary problem consisting of the initial-boundary value problem ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
and
We note that if the limits b → 0 and d → ∞, then w is a time-dependent but spatially independence variables, given by
where |Ω 1 (t)| is a measure of Ω 1 (t). Then the system (1) with (2) is reduced to the following with a global inhibitory coupling term (6) :
Letting ε = 0 in (7), then the free boundary problem is given by
The Hopf bifurcation of (8) is investigated in [5] .
The organization of the paper is as follows. In section 2, a change of variables is given which regularizes problem (4) and (5) in such a way that results from the theory of nonlinear evolution equations can be applied. In this way, we obtain enough regularity of the solution for an analysis of the bifurcation. In section 3, we show the existence of radially symmetric localized equilibrium solutions for (4 ) and (5) and obtain the linearization of problem (4) and (5) . In the last section we show the existence of the periodic solutions and the bifurcation of the interface problem as the parameter σ varies in two and three dimensions.
The Regularized system
We look for an existence problem of radially symmetric equilibrium solutions of (4) and (5) with |x| = r, where the center and the interface are located at the origin and r = η, respectively. The problem is given by :
where Ω 1 (t) = {r : 0 < r < η(t)} and Ω 0 (t) = {r : η(t) < r < ∞}. Let q(r, t) = w(r, t) + s 0 . As a first step we obtain more regularity for the solution by semigroup methods, considering A := − 
+ 1 as densely defined operators
∂q ∂r (0, t) = 0, lim r→∞ q(r, t) = 0} and X := L 2 ((0, ∞)) with norm · 2 . The abstract evolution system of (9) is given by :
We define g :
Here G : [0, ∞) 2 → R is a Green's function of A satisfying the boundary conditions :
where I 0 and K 0 are modified Bessel functions and
, z < r (n = 3).
satisfying the boundary conditions (10):
Applying the transformation u(t)(r) = v(r, t) − g(r, η(t)) and z(t)(r) = q(r, t) −ĝ(r, η(t)),
we obtain an equivalent abstract evolution equation of (9) :
where A is a 3 × 3 matrix defined on
The nonlinear forcing term F defined on the set S :
where
continuously differentiable with derivatives given by
,
The well posedness of solutions was shown in [5] applying the semigroup theory using domains of fractional powers θ ∈ (3/4, 1] of A and A ( [6] ). Moreover, they obtained that
Radially symmetric equilibrium solutions and Linearization
The steady states are solutions of the following problem : 
Then the stationary problem of (11) has the only stationary solution (u * , z * , η * ) for all σ = 0 with u
The triple (0, 0, η * ) corresponds to a unique steady state (v * , w * , η * ) of (9) for σ = 0 with v * (r) = g(r, η * ) and w * (r) =ĝ(r, η * ) − s 0 .
Proof: From the system (13), η * and w * are solutions of the following equations
We only check the existence of η * of (12) and (14) and thus we let
andγ(∞) = 
We then define (0, 0, η * ) to be a Hopf point for (11) if there exists an 0 > 0 and a C 1 -curve
(Y C denotes the complexification of the real space Y ) of eigendata for − A + τB such that
where τ = 4/σ.
Hopf bifurcation analysis
We shall show that there is a Hopf bifurcation from the curve σ → (0, 0, η * ) of radially symmetric stationary solution. The linearized eigenvalue problem of (11) is
where I 3 is an 3 by 3 identity matrix. This is equivalent to
Our main theorem is stated as below: 
The equation E(u, z, λ, τ ) = 0 is equivalent to λ being an eigenvalue of − A + τB with eigenfunction (u, z, 1). By (15), we have E(ψ 0 , z 0 , iβ, τ * ) = 0, which is equivalent to
To apply the implicit function theorem to E, we have to check that E is in C 1 and that
In addition, the mapping
is a compact perturbation of the mapping
which is invertible. In order to verify (17), it suffices to show that the system
necessarily implies thatû = 0 ,ẑ = 0 andλ = 0. We define φ := ψ 0 + μG(·, η * ) and ξ = z 0 +Ĝ(·, η * ) then the first equation of (18) is given by (15), φ is a solution to the equation
We multiply (22) by r n−1 φ and (23) by μa (γ(η * ) − s 0 ) r n−1 ξ and integrate the resulting equation to obtain
The imaginary part of the above equation is given by
and so,
where ||r (n−1)/2 φ|| 2 = r n−1 φ φ dr. We multiply (19) by r n−1 φ and (20) by μa (γ(η * ) − s 0 ) r n−1 ξ and integrate the resulting equation to obtain
Applying (21) and (26), we have
We multiply (19) by r n−1ū and (20) by μa (γ(η * ) − s 0 ) r n−1ẑ and integrate the resulting equation to obtain
Applying (27) and then the real and the imaginary parts of the resulting equation is
From the second equation, we have (11) .
This means that the functionũ :
By letting φ := ψ 0 + μ G(·, η * ) and ξ := z 0 +Ĝ(·, η * ), we have
Multiplying (29) by r n−1φ and (30) by μa (γ(η * )−s 0 ) r n−1ξ and integrating the resulting equation, we obtain
Applying (31) Since a is an increasing function, Reλ (τ * ) > 0 for β > 0 and thus by the Hopf-bifurcation theorem in [4] , there exists a family of periodic solutions which bifurcates from the stationary solution as τ passes τ * . The next theorem shows a critical Hopf point τ * exists uniquely. 
