









































































































































































































































































AIM      Advanced Image Management 
ANSI      American National Standards Institute 
ASM      Automatic Storage Management 
ATA      Advanced Technology Attachment 
ATAPI      Advanced Technology Attachment with Packet Interface 
ATM      Asynchronous Transfer Mode 
CIFS      Common Internet File System 
CNA      Converged Network Adapter 
DAS      Direct Attached Storage 
DC      Data Center 
DCB      Data Center Bridging 
DRS      Distributed Resource Scheduler 
eSATA     external Serial ATA 
EVA      Enterprise Virtual Array 
FATA      Fibre Channel attached ATA 
FC      Fibre Channel 
FC‐AL      Fibre Channel – Arbitrated Loop 
FC‐SW     Fibre Channel – Switched Fabric 
FCoE      Fibre Channel over Ethernet 
FCoEE      Fibre Channel over Enhanced Ethernet 
FCP      Fibre Channel Protocol 
Ges.m.b.H.    Gesellschaft mit beschränkter Haftung 
GUI      Graphical User Interface 
HA      High Availability 
HBA      Host Bus Adapter 
IDE      Integrated Device Electronics     
IETF      Internet Engineering Task Force 
ILM      Information Lifecycle Management 
iLO      integrated Lights‐Out 
I/O      Input/Output 
IP      Internet Protocol 
IT      Informationstechnologie 
KIS      Krankenhaus Informations System 
LAN      Local Area Network 
LUN      Logical Unit Number 
LWL      Lichtwellenleiter 
NAS      Network Attached Storage 
NIC      Network Interface Card 






NSS      Network Storage Server 
OSI      Open System Interconnection 
PACS      Picture Archiving and Communication System 
PCI      Peripheral Component Interconnect 
RAID      Redundant Array of Independent Disks 
RAM      Random Access Memory 
RAC      Real Application Cluster 
RFC      Request for Comments 
RMAN     Recovery Manager 
RPM      RedHat Packet Manager 
SAN      Storage Area Network 
SATA      Serial ATA 
SAS      Serial Attached SCSI 
SCSI      Small Computer System Interface 
iSCSI      internet Small Computer System Interface 
SOA      Service Oriented Architecture 
SMB      Server Message Block 
SNIA      Storage Networking Industry Association 
SSD      Solid State Disk 
STONITH    Shoot the other Node in the Head 
SVC      SAN Volume Controller 
TCP      Transmission Control Protocol 
TILAK      Tiroler Landeskrankenanstalten 
TSM      Tivoli Storage Manager 
USB      Universal Serial Bus 





































































































































































































































Jahr  5,25″  3,5″  2,5″  Typ/Modell mit hoher Kapazität 
              
1956  5 MB (24“ Größe)        IBM 350 Disk Storage Unit
1962  ca. 25/28 MB (24“ Größe)        IBM Ramac 1301
1981  10 MB        Seagate ST‐412 (Aus dem IBM PC XT)
1987  300 MB        Maxtor mit 300MB (5,25″)
1988  360 MB  20 MB  Maxtor XT‐4380E (5,25″) 
1990  676 MB  106 MB  Maxtor XT‐8760E (5,25″)
1992  2 GB  426 MB  120 MB Seagate ST1480A (3,5″)
1993  1,06 GB  Digital RZ26 (3,5″)
1994  2,1 GB  Digital RZ28 (3,5″)
1995  9,1 GB  1,6 GB  422 MB Conner CFL420A (2,5″)
1997  12 GB  16,8 GB  4,8 GB  IBM Deskstar 16GP (3,5″)
1998  47 GB  Seagate ST446452W (47 GB, 5,25″)
2001  180 GB  40 GB  Seagate Barracuda 180 (ST1181677LW)
2002  320 GB  60 GB  Maxtor MaXLine‐Plus‐II (320 GB, 3,5″)
2005  500 GB  120 GB Hitachi Deskstar 7K500 (500 GB, 3,5″)
2006  750 GB  200 GB Western Digital WD7500KS
2007  1 TB  320 GB Hitachi Deskstar 7K1000 (1000 GB, 3,5″)
2008  1,5 TB  500 GB Samsung Spinpoint M6 HM500LI (500 GB, 2,5″
2009  2 TB  1 TB  Western Digital Caviar Green WD20EADS (2000 GB, 3,5″)




















Kategorie  Jahr  Modell  Größe  Drehzahl  Datenrate  Zugriffszeit
                   
Desktop   1989  Seagate ST296N   80 MB  3.600 min−1   0,5 MB/s  40 ms 
Desktop   1998  Seagate Medalist 2510–10240  2,5–10 GB  5.400 min−1    ?  16,3 ms 
Server   1993  IBM 0662   1 GB  5.400 min−1   ca. 5 MB/s  15,4 ms 
Desktop   1993  Seagate Marathon 235   64–210 MB  3.450 min−1    ?  24 ms 
Notebook   1998  Hitachi DK238A   3,2–4,3 GB  4.200 min−1   8,7–13,5 MB/s  19,3 ms 
Desktop   2000  IBM Deskstar 75GXP   20–40 GB  5.400 min−1   32 MB/s  15,3 ms 
Server   2002  Seagate Cheetah X15 36LP   18–36 GB  15.000 min−1   52–68 MB/s  5,8 ms 
Server   2007  Seagate Cheetah 15k.6   146–450 GB  15.000 min−1  
112–171 
MB/s  5,6 ms 
Notebook   2008  Seagate Momentus 5400.6   120–500 GB  5.400 min−1   39–83 MB/s  18 ms 















































ATA/ATAPI    Übertragungsraten bis 133 MByte/s    
SATA      Übertragungsraten bis 6 Gbit/s 






SCSI      Übertragungsraten bis 320 MByte/s 





























































































































































































































































                    
SCSI‐1  8 Bit  5 MByte/s  50pol. Std. Flachband (f)  DB25  6m 
8 (7 + 
Controller) 
SCSI‐2  8 Bit  5 MByte/s  50pol. Std. Flachband (f)  DB25  3m 
8 (7 + 
Controller) 





























U160  16 Bit  160 MByte/s  68pol. HD 68‐pin (m)  HD 68‐pin  12m (LVD) 
16 (15 + 
Controller) 

























































































































Fibre Channel Link Services

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Server Infrastruktur:    6 x   HP BladeSystem c7000 Enclosure  
          redundante Stromversorgung 



















31    x   1 TB   FATA   Festplatten    31 TB      28,19 TB 
54    x   500 GB FATA   Festplatten    27 TB      24,56 TB 
24   x  450 GB FC  Festplatten    10,8 TB    9,82 TB 
121   x  300 GB FC   Festplatten    36,3 TB    33,01 TB 
10   x  146 GB FC  Festplatten    1,46 TB    1,33 TB 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐‐‐ 








31    x   1 TB   FATA   Festplatten    31 TB      28,19 TB 
54    x   500 GB FATA   Festplatten    27 TB      24,56 TB 
24   x  450 GB FC  Festplatten    10,8 TB    9,82 TB 
121   x  300 GB FC   Festplatten    36,3 TB    33,01 TB 
10   x  146 GB FC  Festplatten    1,46 TB    1,33 TB 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐‐‐ 


























































Server Infrastruktur:     4 x   HP BladeSystem c7000 Enclosure  
         redundante Stromversorgung 
























75    x   450 GB SAS   Festplatten    32,95 TB    25,5 TB 
180    x   1      TB SATA   Festplatten    180 TB     137,6 TB 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐‐‐ 










180    x   450 GB SAS   Festplatten    81 TB      71,9 TB 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐‐‐ 




Server Infrastruktur:     10 x   HP BladeSystem c7000 Enclosure , redundante    















Storage System       Festplattenanzahl        brutto Kapazität    netto Kapazität 
IBM DS8300           320             96 TB        63,83 TB          
HP EVA8100‐SR1‐1         240             106,56 TB      96,91 TB      
HP EVA8100‐SR1‐2         224             224 TB       203,73 TB 
HITACHI AMS2500‐SR1‐1       255             212,95 TB      163,1 TB 
HITACHI AMS2500‐SR1‐2       180             81 TB        71,9 TB 
HP EVA8100‐SR2‐1         240             106,56 TB      96,91 TB 
HITACHI AMS2500‐SR2‐1       255             212,95 TB      163,1 TB 
HITACHI AMS2500‐SR2‐2       180             81 TB        71,9 TB 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐      ‐‐‐‐‐‐‐    ‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐      ‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































       ‐ Virtual Disks  





































































































































































































































































































































































































































































































































































































































































































































































      ‐ Speicherpools als Archiv Speicher 
      ‐ Quorum Disk für die Cluster Konfiguration 











































































HP EVA8100‐SR1‐1        Hitachi AMS2500‐SR1‐1 gespiegelt mittels 
            FalconStor NSS auf Hitachi AMS2500‐SR2‐1 
SAMBA Share 
HP EVA8100‐SR1‐1        Hitachi AMS2500‐SR1‐1 gespiegelt mittels 
            FalconStor NSS auf Hitachi AMS2500‐SR2‐1  
Speicherpools: 
primary:   IBM DS8300      Hitachi AMS2500‐SR1‐1 gespiegelt mittels 
            FalconStor NSS auf Hitachi AMS2500‐SR2‐1  


























































































































































































































































































































































































































































































































































































































































































































































GE_ASM_Data02  150  Vraid5  DG_300 
GE_ASM_Data03  150  Vraid5  DG_300 
GE_ASM_Data04  150  Vraid5  DG_300 
GE_ASM_Flash01  100  Vraid5  DG_300 
GE_ASM_Flash02  100  Vraid5  DG_300 
GE_ASM_Flash03  100  Vraid5  DG_300 
GE_ASM_Flash04  100  Vraid5  DG_300 
GE_CRS_CR_Disk  1  VRaid1  DG_300 
GE_CRS_V_Disk  1  VRaid1  DG_300 





VD_DHCP__QUORUM2  1  VRaid1  DG_MS_300  





VD_MS__EVAULT_DATEN  1000  VRaid1  DG_500 
VD_MS__EVAULT_INDEX  300  VRaid1  DG_MS_300  
VD_MS__EVAULT_MQ  25  VRaid1  DG_MS_300  
VD_MS__EVAULT_QUORUM1  1  VRaid1  DG_MS_300  





VD_EX_DB_DATA2  2000  Vraid5  DG_EX_450 
VD_EX_HUBDB  40  VRaid1  DG_EX_146 
VD_EX_HUBLOB  10  VRaid1  DG_EX_146 
VD_EX_LOG1  149  VRaid1  DG_EX_146 
VD_EX_LOG2  149  VRaid1  DG_EX_146 





VD_CL03_DATEN101  750  Vraid5  DG_MS_300  
VD_CL03_DATEN102  750  Vraid5  DG_MS_300  
VD_CL03_DATEN103  750  Vraid5  DG_MS_300  
VD_CL03_DATEN201  750  Vraid5  DG_MS_300  
VD_CL03_DATEN202  750  Vraid5  DG_MS_300  
VD_CL03_DATEN203  750  Vraid5  DG_MS_300  
VD_CL03_DATEN03  750  Vraid5  DG_MS_300  
VD_CL03_DFS  1  VRaid1  DG_MS_300  
VD_CL03_QUORUM1  1  VRaid1  DG_MS_300  
VD_CL03_QUORUM2  1  VRaid1  DG_MS_300  
VD_CL03_USER  750  Vraid5  DG_500 
VD_CL04_DATEN01  750  Vraid5  DG_MS_300  
VD_CL04_DFS  1  VRaid1  DG_MS_300  
VD_CL04_QUORUM1  1  VRaid1  DG_MS_300  
VD_CL04_QUORUM2  1  VRaid1  DG_MS_300  
VD_CL04_USER01  1000  Vraid5  DG_1000 
VD_CL04_USER02  1000  Vraid5  DG_1000 
VD_CL04_USER03  1000  Vraid5  DG_1000 
VD_CL04_USER04  1000  Vraid5  DG_1000 
VD_CL04_USER05  1000  Vraid5  DG_1000 
VD_CL04_USER06  1000  Vraid5  DG_1000 










VD_CL04_USER09  1000  Vraid5  DG_1000 
VD_CL04_USER10  1000  Vraid5  DG_1000 
VD_CL04_USER11  1000  Vraid5  DG_1000 
VD_CL04_USER12  1000  Vraid5  DG_1000 
VD_CL04_USER13  1000  Vraid5  DG_1000 
VD_CL04_USER14  1000  Vraid5  DG_1000 





VD_MS_SQL_DATA02  100  Vraid5  DG_MS_300  
VD_MS_SQL_DATA03  80  Vraid5  DG_MS_300  
VD_MS_SQL_LOG01  20  VRaid1  DG_MS_300  
VD_MS_SQL_LOG02  30  VRaid1  DG_MS_300  
VD_MS_SQL_QUORUM1  1  VRaid1  DG_MS_300  
VD_MS_SQL_QUORUM2  1  VRaid1  DG_MS_300  
MICROSOFT VMWARE  VD_MS_VM_STORAGE01  500  Vraid5 
1000 
DG_MS_300  
VD_MS_VM_STORAGE02  500  Vraid5  DG_MS_300  
MOLIS  VD_MOLPROD1_BACKUP01  200  Vraid5 
700 
DG_500 
VD_MOLPROD1_DATA01  500  Vraid5  DG_500 
PGS  VD_PGS_BBS  75  Vraid5 
175 
DG_300 





VD_SRVAPHMO01_RAW_DR  1000  Vraid5  DG_500 
VD_SRVFSLNX01_RAW_DR  600  Vraid5  DG_500 
VD_STORAGE01_DR  450  Vraid5  DG_500 
VD_STORAGE02_DR  500  Vraid5  DG_500 
VD_STORAGE03_DR  500  Vraid5  DG_500 
VD_STORAGE04_DR  500  Vraid5  DG_500 
VD_STORAGE05_DR  500  Vraid5  DG_500 
VD_STORAGE06_DR  500  Vraid5  DG_500 
VD_STORAGE07_DR  500  Vraid5  DG_500 
VD_STORAGE08_DR  500  Vraid5  DG_500 
VD_STORAGE09_DR  500  Vraid5  DG_500 
VD_STORAGE10_DR  500  Vraid5  DG_500 
VD_STORAGE11_DR  500  Vraid5  DG_500 
VD_STORAGE12_DR  500  Vraid5  DG_500 
VD_STORAGE13_DR  500  Vraid5  DG_500 
VD_TEMPLATES01_DR  500  Vraid5  DG_300 
VD_TTKARDIO_RAW_DR  500  Vraid5  DG_300 
VD_TTKINDER_RAW_DR  500  Vraid5  DG_300 





VD_CL10_LOG1_DR  50  Vraid5  DG_300 
VD_CL10_QUORUM_DR  2  Vraid5  DG_300 
VD_CL13_DATA1_DR  700  Vraid5  DG_500 
VD_CL13_DTC_DR  2  Vraid5  DG_500 
VD_CL13_QUORUM_DR  2  Vraid5  DG_300 
VD_CL13_SQLDATA_DR  100  Vraid5  DG_300 





Clover_B  50  Vraid5  DG_300 




























VMWARE_SAS_L000  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L001  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L002  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L003  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L024  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L025  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L026  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_L027_TESTCL  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_RAW_azwmoodle1  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_RAW_PHIONMC1  512 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_RAW_srvapaimh1_DATA01  349 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SAS_RAW_srvapaimh1_DATA02  349 RAID5 (8D+1P)  SAS     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvapbrain  984 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvaphpac1_DATA01  2.000 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvaphpac2_DATA01  1.024.000 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvdbhris1_DATA1  102.400 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvdbhris1_DATA2  102.400 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvdbhris1_DATA3  102.400 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvdbhris1_DATA4  102.400 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
VMWARE_SATA_RAW_srvdbhris1_DATA5  102.400 RAID6 (16D+2P) SATA  1.508,60 AMS2500‐SR1‐1  AMS2500‐SR2‐1
RAC_ASM_DATA01  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_DATA02  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_DATA03  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_DATA04  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_DATA05  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_FLASH01  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_ASM_FLASH02  1.024.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_BACKUP01  6.291.456 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1    
RAC_BACKUP02  2.097.152 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1    
RAC_BACKUP03  2.097.152 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1    
RAC_BACKUP04  2.097.152 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1    
RAC_IMPORT_EXPORT_01  2.097.152 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_OCR_VOTE_01  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_OCR_VOTE_02  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
RAC_OCR_VOTE_03  1.024 RAID5 (8D+1P)  SAS  21.339,00 AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP01T_01_FATA  716.800 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP01T_02_FATA  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP01T_03_FATA  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1






PACSAP_APP  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA01  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA02  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA03  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA04  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA05  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA06  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA07  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA08  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA09  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA10  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA11  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA12  2.096.128 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA13  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA14  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA15  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA16  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA17  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA18  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA19  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA20  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA21  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA22  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA23  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA24  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_DATA25  2.048.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_QUORUM  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSAP_TELRAD  819.200 RAID6 (16D+2P) SATA  51.465,00 AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL13_FS_DATA1  700.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL13_SQL_DATA1  100.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL13_SQL_LOG1  100.000 RAID5 (8D+1P)  SAS  878,91 AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL14_DB1_Data1  300.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL14_DB1_Log1  100.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL14_DB2_Data1  200.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL14_DB2_Log1  100.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1





SRVCL16_Data_005  5.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_005  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_007  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_008  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_009  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_010  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_011  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_012  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_013  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_014  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_Data_015  2.000.000 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_SQL_Bak_004  200.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_SQL_Data1_002  200.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16_SQL_Log1_003  100.000 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16N01_DATA_001  99.282 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16N01_OSBak  467.831 RAID6 (16D+2P) SATA     AMS2500‐SR1‐1  AMS2500‐SR2‐1
SRVCL16N02_DATA_001  99.274 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVCL16N02_OSBak  461.989 RAID6 (16D+2P) SATA  26.004,27 AMS2500‐SR2‐1  AMS2500‐SR1‐1
SRVDBSQLT1_DATA1  307.200 RAID6 (16D+2P) SATA  300,00 AMS2500‐SR1‐1  AMS2500‐SR2‐1
GE_ASM_Data01  153.600 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Data02  153.600 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Data03  153.600 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Data04  153.600 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Flash01  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Flash02  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Flash03  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_ASM_Flash04  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_CRS_CR_Disk  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_CRS_V_Disk  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
GE_RAC_Backup  1.536.000 RAID6 (16D+2P) SATA  2.502,00 AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_DATA01  204.800 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_DATA02  204.800 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_DATA03  204.800 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_DATA04  204.800 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_DATA05  204.800 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_FLASH1  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_FLASH2  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_FLASH3  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_ASM_FLASH4  102.400 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
PACSDB_CRS_CR_DISK  1.024 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1






AIM_Cluster_Quorum  1.024 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_0201  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_1001  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_1801  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_2501  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_3001  1.888.256 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_3101  1.888.256 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_3501  1.619.968 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_3601  1.888.256 RAID6 (16D+2P) SATA     AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIM_DATA_DS8300_3701  1.888.256 RAID6 (16D+2P) SATA  15.287,00 AMS2500‐SR2‐1  AMS2500‐SR1‐1
AIMTEST_L001  1.103.843 RAID6 (16D+2P) SATA  1.077,97 AMS2500‐SR2‐1  AMS2500‐SR1‐1
CLOVER_A_DATA01  51.200 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
CLOVER_B_DATA01  51.200 RAID5 (8D+1P)  SAS     AMS2500‐SR2‐1  AMS2500‐SR1‐1
CLOVER_QUORUM  1.024 RAID5 (8D+1P)  SAS  101,00 AMS2500‐SR2‐1  AMS2500‐SR1‐1
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Vorarbeiten : 
Zonen anlegen damit die vsanapp`s die Clients iconode01‐SR1 ‐ iconode06‐SR2 sehen : 
 
FabricA : 
ICONODE01‐SR1_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE01‐SR1]  [fcA‐SR2‐21 fc1/20, fcA‐SR1‐03bc bay8] 
ICONODE01‐SR1_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE01‐SR1]  [fcA‐SR2‐21 fc1/22, fcA‐SR1‐03bc bay8] 
ICONODE02‐SR2_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE02‐SR2]  [fcA‐SR2‐21 fc1/20, fcA‐SR2‐23bc bay8] 
ICONODE02‐SR2_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE02‐SR2]  [fcA‐SR2‐21 fc1/22, fcA‐SR2‐23bc bay8] 
ICONODE03‐SR1_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE03‐SR1]  [fcA‐SR2‐21 fc1/20, fcA‐SR1‐03bc bay15] 
ICONODE03‐SR1_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE03‐SR1]  [fcA‐SR2‐21 fc1/22, fcA‐SR1‐03bc bay15] 
ICONODE04‐SR1_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE04‐SR1]  [fcA‐SR2‐21 fc1/20, fcA‐SR1‐03bc bay16] 
ICONODE04‐SR1_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE04‐SR1]  [fcA‐SR2‐21 fc1/22, fcA‐SR1‐03bc bay16] 
ICONODE05‐SR2_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE05‐SR2]  [fcA‐SR2‐21 fc1/20, fcA‐SR2‐23bc bay15] 
ICONODE05‐SR2_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE05‐SR2]  [fcA‐SR2‐21 fc1/22, fcA‐SR2‐23bc bay15] 
ICONODE06‐SR2_VSANAPP2_T_102 [VSANAPP2_T_102, ICONODE06‐SR2]  [fcA‐SR2‐21 fc1/20, fcA‐SR2‐23bc bay16] 
ICONODE06‐SR2_VSANAPP2_T_104 [VSANAPP2_T_104, ICONODE06‐SR2]  [fcA‐SR2‐21 fc1/22, fcA‐SR2‐23bc bay16] 
FabricB : 
ICONODE01‐SR1_VSANAPP2_T_103 [ICONODE01‐SR1, VSANAPP2_T_103]  [fcB‐SR1‐04bc bay8, fcB‐SR2‐22 fc1/20] 
ICONODE01‐SR1_VSANAPP2_T_105 [ICONODE01‐SR1, VSANAPP2_T_105]  [fcB‐SR1‐04bc bay8, fcB‐SR2‐22 fc1/22] 
ICONODE02‐SR2_VSANAPP2_T_103 [ICONODE02‐SR2, VSANAPP2_T_103]  [fcB‐SR2‐24bc bay8, fcB‐SR2‐22 fc1/20] 
ICONODE02‐SR2_VSANAPP2_T_105 [ICONODE02‐SR2, VSANAPP2_T_105]  [fcB‐SR2‐24bc bay8, fcB‐SR2‐22 fc1/22] 
ICONODE03‐SR1_VSANAPP2_T_103 [ICONODE03‐SR1, VSANAPP2_T_103]  [fcB‐SR1‐04bc bay15, fcB‐SR2‐22 fc1/20] 
ICONODE03‐SR1_VSANAPP2_T_105 [ICONODE03‐SR1, VSANAPP2_T_105]  [fcB‐SR1‐04bc bay15, fcB‐SR2‐22 fc1/22] 
ICONODE04‐SR1_VSANAPP2_T_103 [ICONODE04‐SR1, VSANAPP2_T_103]  [fcB‐SR1‐04bc bay16, fcB‐SR2‐22 fc1/20] 
ICONODE04‐SR1_VSANAPP2_T_105 [ICONODE04‐SR1, VSANAPP2_T_105]  [fcB‐SR1‐04bc bay16, fcB‐SR2‐22 fc1/22] 
ICONODE05‐SR2_VSANAPP2_T_103 [ICONODE05‐SR2, VSANAPP2_T_103]  [fcB‐SR2‐24bc bay15, fcB‐SR2‐22 fc1/20] 
ICONODE05‐SR2_VSANAPP2_T_105 [ICONODE05‐SR2, VSANAPP2_T_105]  [fcB‐SR2‐24bc bay15, fcB‐SR2‐22 fc1/22] 
ICONODE06‐SR2_VSANAPP2_T_103 [ICONODE06‐SR2, VSANAPP2_T_103]  [fcB‐SR2‐24bc bay16, fcB‐SR2‐22 fc1/20] 
ICONODE06‐SR2_VSANAPP2_T_105 [ICONODE06‐SR2, VSANAPP2_T_105]  [fcB‐SR2‐24bc bay16, fcB‐SR2‐22 fc1/22] 
 
San Clients anlegen im IPStor auf vsanapp2 : 
FileSysteme identifizieren, die im AIM System auf den Noden gemountet werden : IBM DS8300 : 
dscli> lshostconnect 
Date/Time: December 16, 2010 10:09:33 AM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
Name                  ID   WWPN             HostType  Profile              portgrp volgrpID ESSIOport 
======================================================================================================= 
AIM_iconode01_cl_FabB 003F 500143800222AD92 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode01_cl_FabA 0040 500143800222AD90 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
AIM_iconode02_cl_FabB 0041 500143800222B5A6 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode02_cl_FabA 0042 500143800222B5A4 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
AIM_iconode03_cl_FabB 0043 500143800222B2DE LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode03_cl_FabA 0044 500143800222B2DC LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
AIM_iconode04_cl_FabB 0045 500143800222B5B2 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode04_cl_FabA 0046 500143800222B5B0 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
AIM_iconode05_cl_FabB 0047 500143800222ADCA LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode05_cl_FabA 0048 500143800222ADC8 LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
AIM_iconode06_cl_FabB 0049 500143800222B2CE LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0232,I0302 
AIM_iconode06_cl_FabA 004A 500143800222B2CC LinuxRHEL Intel ‐ Linux RHEL         0 V13      I0230,I0300 
 
dscli> showvolgrp ‐lunmap V13 
Date/Time: December 16, 2010 10:09:55 AM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
Name AIM_Cl_u_Data 
ID   V13 
Type SCSI Map 256 
Vols 1506 2304 0201 1001 1801 2501 3001 3101 3501 3601 3701 
==============LUN Mapping=============== 
vol  lun 
======== 
1506 00  2304 01  0201 02  1001 03  1801 04  2501 05  3001 06  3101 07  3501 08  3601 09  3701 0A  
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dscli> lsfbvol           
Date/Time: December 16, 2010 10:11:23 AM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
Name             ID   accstate datastate configstate deviceMTM datatype extpool cap (2^30B) cap (10^9B) cap (blocks) 
=================================================================================================== 
AIM_Quorum        1506 Online   Normal    Normal      2107‐900  FB 512   P15           1.0                ‐      2097152 
AIM_Cl_opt           2304 Online   Normal    Normal      2107‐900  FB 512   P23           42.0              ‐     88080384 
AIM_Data_0201    0201 Online   Normal    Normal      2107‐900  FB 512   P2            1582.0           ‐   3317694464 
AIM_Data_1001    1001 Online   Normal    Normal      2107‐900  FB 512   P10          1582.0           ‐   3317694464 
AIM_Data_1801    1801 Online   Normal    Normal      2107‐900  FB 512   P18          1582.0           ‐   3317694464 
AIM_Data_2501    2501 Online   Normal    Normal      2107‐900  FB 512   P25          1582.0           ‐   3317694464 
AIM_Data_3001    3001 Online   Normal    Normal      2107‐900  FB 512   P30          1844.0           ‐   3867148288 
AIM_Data_3101    3101 Online   Normal    Normal      2107‐900  FB 512   P31          1844.0           ‐   3867148288 
AIM_Data_3501    3501 Online   Normal    Normal      2107‐900  FB 512   P35          1582.0           ‐   3317694464 
AIM_Data_3601    3601 Online   Normal    Normal      2107‐900  FB 512   P36          1844.0           ‐   3867148288 
AIM_Data_3701    3701 Online   Normal    Normal      2107‐900  FB 512   P37          1844.0           ‐   3867148288 
 
Aufteilung der LUN's auf die Noden : 
AIM_Quorum   : 1506 auf allen Noden vorhanden, RHEL Cluster Quorum 
AIM_Cl_opt  : 2304 frühere GFS /opt LUN, wird nicht mehr benötigt 
AIM_Data_0201  : icondoe02‐sr1:/ds8300/data01 
AIM_Data_1001  : icondoe02‐sr1:/ds8300/data02 
AIM_Data_1801  : icondoe02‐sr1:/ds8300/data03 
AIM_Data_2501  : icondoe02‐sr1:/ds8300/data04 
AIM_Data_3001  : iconode01‐sr1:/ds8300/data05 
AIM_Data_3101  : iconode01‐sr1:/ds8300/data06 
AIM_Data_3501  : iconode01‐sr1:/ds8300/data07 
AIM_Data_3601  : iconode01‐sr1:/ds8300/data08 
AIM_Data_3701  : iconode01‐sr1:/ds8300/data09 
 
HP EVA8100‐SR1‐2 
DG01_DATA01 ‐ DG01_DATA18  18 LUN's 
DG02_DATA01 ‐ DG02_DATA18  18 LUN's   
DG03_DATA01 ‐ DG03_DATA18  18 LUN's 
DG04_DATA01 ‐ DG04_DATA18  18 LUN's 
  ‐‐‐‐‐‐‐‐ 
insgesamt :  72 LUN's 
DG01_DATA01  : iconode01‐sr1:/eva8100‐sr1/data01 
DG01_DATA02  : iconode01‐sr1:/eva8100‐sr1/data02 
           . 
           .   
DG04_DATA16  : icondoe02‐sr2:/eva8100‐sr1/data67 
DG04_DATA17  : icondoe02‐sr2:/eva8100‐sr1/data68 
DG04_DATA18  : nicht gemountet 
 
Auf der DS8300 die FBVolumes der Volumgruppe der vsanapp`s (V14) präsentieren : 
 
dscli> chvolgrp ‐action add ‐volume 1506 V14 
Date/Time: December 16, 2010 12:08:55 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00031I chvolgrp: Volume group V14 successfully modified. 
dscli> chvolgrp ‐action add ‐volume 0201 V14 
Date/Time: December 16, 2010 12:12:05 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00031I chvolgrp: Volume group V14 successfully modified. 
   . 
   . 
dscli> chvolgrp ‐action add ‐volume 3701 V14 
Date/Time: December 16, 2010 12:14:42 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00031I chvolgrp: Volume group V14 successfully modified. 
 
 
 
Diplomarbeit – KI09WiA                   Anlagen E – Migrationsprotokoll AIM System Applikationsserver    
 
 
Autor: Ing. Christoph Pirchl                                                                                                                             XIII 
dscli> showvolgrp ‐lunmap V14 
Date/Time: December 16, 2010 12:18:40 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
Name VSANAPP 
ID   V14 
Type SCSI Map 256 
Vols 1101 1901 2606 2607 2608 2802 2803 3301 3401 0004 0104 0402 0403 0404 0405 0406 1201 1703 1704  
1705 1706 1506 0201 1001 1801 2501 3001 3101 3501 3601 3701 
==============LUN Mapping=============== 
vol  lun 
======== 
1101 00  1901 01  2606 02  2607 03  2608 04  2802 05  2803 06  3301 07  3401 08  0004 09  0104 0A  0402 0B  0403 0C  0404 0D 
0405 0E  0406 0F  1201 10  1703 11  1704 12  1705 13  1706 14  1506 15  0201 16  1001 17  1801 18  2501 19  3001 1A  3101 1B 
3501 1C  3601 1D  3701 1E 
 
Resacan auf vsanapp1 (bei Physical Resources)  ‐‐> Lun`s IBM DS8300 vorhanden 
Resacan auf vsanapp2 (bei Physical Resources)  ‐‐> Lun`s IBM DS8300 vorhanden 
umbenennen der  Fibre Channel Devices (unter Physical Resources ‐‐> Physical Devices ‐‐>  
Fibre Channel Devices) wie LUN's auf der IBM DS8300 
Disk Preparation (ein Service enabled Device aus dem Fibre Channel Device erzeugen) 
Fibre Channel Device ‐‐> Properties ‐‐> Disk Preparation ‐‐> Device Category ‐‐>  Reserved for Service enabled Device 
alle Disks IBM DS8300 die für das AIM System benötigt werden sind nun Service enabled Devices. 
 
SAN Resource erstellen : 
Unter Logical Resources ‐‐> SAN Resources Disk's im Batchmodus anlegen. 
Umbenennen von 
AIM_10118 ‐‐> AIM_Cluster_Quorum  AIM_10119 ‐‐> AIM_Data_DS8300_2501  AIM_10120 ‐‐> AIM_Data_DS8300_3601   
AIM_10121 ‐‐> AIM_Data_DS8300_1001  AIM_10122 ‐‐> AIM_Data_DS8300_3101  AIM_10123 ‐‐> AIM_Data_DS8300_0201 
AIM_10124 ‐‐> AIM_Data_DS8300_3001  AIM_10125 ‐‐> AIM_Data_DS8300_3701  AIM_10126 ‐‐> AIM_Data_DS8300_1801 
AIM_10127 ‐‐> AIM_Data_DS8300_3501 
 
Multipath.conf anpassen 
aus Logical Ressources ‐‐> SAN Resources unter General GUID einern Teil der wwid auslesen 
AIM_Cluster_Quorum  GUID = 0a100b3d‐0000‐b288‐3400‐97858ab078a4 ‐‐> wwid = 36000d77d0000b288340097858ab078a4 
AIM_Data_DS8300_2501  GUID = 0a100b3d‐0000‐b1de‐3400‐97858adba7ca ‐‐> wwid = 36000d77d0000b1de340097858adba7ca 
AIM_Data_DS8300_3601  GUID = 0a100b3d‐0000‐b45a‐3400‐97858b011a82 ‐‐> wwid = 36000d77d0000b45a340097858b011a82 
AIM_Data_DS8300_1001  GUID = 0a100b3d‐0000‐aef5‐3400‐97858b264d00 ‐‐> wwid = 36000d77d0000aef5340097858b264d00 
AIM_Data_DS8300_3101  GUID = 0a100b3d‐0000‐ae87‐3400‐97858b4a5624 ‐‐> wwid = 36000d77d0000ae87340097858b4a5624 
AIM_Data_DS8300_0201  GUID = 0a100b3d‐0000‐b0d9‐3400‐97858b717568 ‐‐> wwid = 36000d77d0000b0d9340097858b717568 
AIM_Data_DS8300_3001  GUID = 0a100b3d‐0000‐b02a‐3400‐97858b96a7e9 ‐‐> wwid = 36000d77d0000b02a340097858b96a7e9 
AIM_Data_DS8300_3701  GUID = 0a100b3d‐0000‐aad9‐3400‐97858bc88347 ‐‐> wwid = 36000d77d0000aad9340097858bc88347 
AIM_Data_DS8300_1801  GUID = 0a100b3d‐0000‐aa40‐3400‐97858bef281a ‐‐> wwid = 36000d77d0000aa40340097858bef281a 
AIM_Data_DS8300_3501  GUID = 0a100b3d‐0000‐ac8e‐3400‐97858c123969 ‐‐> wwid = 36000d77d0000ac8e340097858c123969 
 
multipath.conf.falconstor auf die iconoden verteilen 
[root@iconode01‐sr1 backup]# scp /etc/multipath.conf.falsconstor iconode02‐sr2:/etc/  multipath.conf.falsconstor                                                   
100%   14KB  13.9KB/s   00:00     
[root@iconode01‐sr1 backup]# scp /etc/multipath.conf.falsconstor iconode03‐sr1:/etc/ 
multipath.conf.falsconstor                                                         100%   14KB  13.9KB/s   00:00     
[root@iconode01‐sr1 backup]# scp /etc/multipath.conf.falsconstor iconode04‐sr1:/etc/ 
multipath.conf.falsconstor                                                         100%   14KB  13.9KB/s   00:00     
[root@iconode01‐sr1 backup]# scp /etc/multipath.conf.falsconstor iconode05‐sr2:/etc/ 
multipath.conf.falsconstor                                                         100%   14KB  13.9KB/s   00:00     
[root@iconode01‐sr1 backup]# scp /etc/multipath.conf.falsconstor iconode06‐sr2:/etc/ 
multipath.conf.falsconstor                                                         100%   14KB  13.9KB/s   00:00     
 
die vsanapp`s den virtualen Disks der EVA präsentieren : 
Zoning anpassen, damit die vsanapp's die HP EVA8100‐SR1‐2 sehen. 
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FabricA: 
VSANAPP1_I_101_EVA8100‐SR1‐2_A_FP1 = EVA8100‐SR1‐2_A_FP1, VSANAPP1_I_101 [50:01:43:80:06:2c:fb:1a] 
VSANAPP1_I_101_EVA8100‐SR1‐2_B_FP1 = EVA8100‐SR1‐2_B_FP1, VSANAPP1_I_101 [50:01:43:80:06:2c:fb:1a] 
VSANAPP1_I_106_EVA8100‐SR1‐2_A_FP1 = EVA8100‐SR1‐2_A_FP1, VSANAPP1_I_106 [50:01:43:80:06:2c:fa:5c] 
VSANAPP1_I_106_EVA8100‐SR1‐2_B_FP1 = EVA8100‐SR1‐2_B_FP1, VSANAPP1_I_106 [50:01:43:80:06:2c:fa:5c] 
VSANAPP2_I_108_EVA8100‐SR1‐2_A_FP1 = EVA8100‐SR1‐2_A_FP1, VSANAPP2_I_108 [50:01:43:80:06:2c:fa:48] 
VSANAPP2_I_108_EVA8100‐SR1‐2_B_FP1 = EVA8100‐SR1‐2_B_FP1, VSANAPP2_I_108 [50:01:43:80:06:2c:fa:48] 
 
FabricB: 
VSANAPP1_I_100_EVA8100‐SR1‐2_A_FP2 = EVA8100‐SR1‐2_A_FP2, VSANAPP1_I_100 [50:01:43:80:06:2c:fb:18] 
VSANAPP1_I_100_EVA8100‐SR1‐2_B_FP2 = EVA8100‐SR1‐2_B_FP2, VSANAPP1_I_100 [50:01:43:80:06:2c:fb:18] 
VSANAPP1_I_107_EVA8100‐SR1‐2_A_FP2 = EVA8100‐SR1‐2_A_FP2, VSANAPP1_I_107 [50:01:43:80:06:2c:fa:5e] 
VSANAPP1_I_107_EVA8100‐SR1‐2_B_FP2 = EVA8100‐SR1‐2_B_FP2, VSANAPP1_I_107 [50:01:43:80:06:2c:fa:5e] 
VSANAPP2_I_109_EVA8100‐SR1‐2_A_FP2 = EVA8100‐SR1‐2_A_FP2, VSANAPP2_I_109 [50:01:43:80:06:2c:fa:4a] 
VSANAPP2_I_109_EVA8100‐SR1‐2_B_FP2 = EVA8100‐SR1‐2_B_FP2, VSANAPP2_I_109 [50:01:43:80:06:2c:fa:4a] 
 
In der Command View Host's anlegen und Presentation zu den VDisks anlegen (72 x 6 = 432 mal klicken) 
Die Host's vsanapp1 und vsanapp2 sind den AIM_DG01 bis AIM_DG04 (72 Lun's) zugewiesen. 
Rescan auf vsanapp1 ‐‐> Physical Resources ‐‐> RESCAN 
Rescan auf vsanapp2 ‐‐> Physical Resources ‐‐> RESCAN 
umbenennen der  Fibre Channel Devices (unter Physical Resources ‐‐> Physical Devices ‐‐>  
Fibre Channel Devices) 
HSV210... ‐‐> EVA8100‐SR1‐2_FATA_DG01_DATA01 
wie virtuelle Disks auf der EVA8100‐SR1‐2 (EVA8100‐SR1‐2_FATA_ voranschreiben) 
Disk Preparation (ein Service enabled Device aus dem Fibre Channel Device erzeugen) 
Fibre Channel Device ‐‐> Properties ‐‐> Disk Preparation ‐‐> Device Category ‐‐> Reserved for Service enabled Device 
alle Disks der EVA8100‐SR1‐2 sind nun Service enabled Devices. 
 
SAN Resource erstellen : 
 
Unter Logical Resources ‐‐> SAN Resources Disk's im Batchmodus anlegen. 
Umbenennen von 
AIM_DG10128 ‐‐> AIM_DG02_DATA17  AIM_DG10129 ‐‐> AIM_DG03_DATA18  AIM_DG10130 ‐‐> AIM_DG01_DATA01 
AIM_DG10131 ‐‐> AIM_DG01_DATA02  AIM_DG10132 ‐‐> AIM_DG01_DATA03  AIM_DG10133 ‐‐> AIM_DG01_DATA04 
    . 
    . 
AIM_DG10194 ‐‐> AIM_DG03_DATA13  AIM_DG10195 ‐‐> AIM_DG03_DATA14  AIM_DG10196 ‐‐> AIM_DG03_DATA15 
AIM_DG10197 ‐‐> AIM_DG03_DATA16  AIM_DG10198 ‐‐> AIM_DG03_DATA17  AIM_DG10199 ‐‐> AIM_DG03_DATA18 
 
multipath.conf anpassen : 
aus Logical Ressources ‐‐> SAN Resources unter General GUID einern Teil der wwid auslesen         
AIM_DG01_DATA01  GUID = 0a100b3d‐0000‐232a‐43ea‐97d555e0a85b ‐‐> wwid = 36000d77d0000232a43ea97d555e0a85b 
AIM_DG01_DATA02  GUID = 0a100b3d‐0000‐2265‐43ea‐97d5560972da ‐‐> wwid = 36000d77d0000226543ea97d5560972da 
   . 
   .     
AIM_DG03_DATA17  GUID = 0a100b3d‐0000‐b762‐396e‐97d5613290db ‐‐> wwid = 36000d77d0000b762396e97d5613290db 
AIM_DG03_DATA18  GUID = 0a100b3d‐0000‐bd60‐396e‐97d56162f5bf ‐‐> wwid = 36000d77d0000bd60396e97d56162f5bf 
  
Vorarbeiten erledigt. 
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Wartungsbeginn 16:00 
Service die auf den Noden laufen : 
[root@iconode01‐sr1 backup]# clustat 
Cluster Status for AIM @ Mon Dec 20 14:07:56 2010 
 
Member Status: Quorate 
 
Member Name                            ID   Status 
 ‐‐‐‐‐‐ ‐‐‐‐                                        ‐‐‐‐ ‐‐‐‐‐‐ 
 iconode01‐sr1.tilak.ibk                1 Online, Local, rgmanager 
 iconode02‐sr2.tilak.ibk                2 Online, rgmanager 
 iconode03‐sr1.tilak.ibk                3 Online, rgmanager 
 iconode04‐sr1.tilak.ibk                4 Online, rgmanager 
 iconode05‐sr2.tilak.ibk                5 Online, rgmanager 
 iconode06‐sr2.tilak.ibk                6 Online, rgmanager 
 /dev/mapper/AIM_Cluster_Quorum         0 Online, Quorum Disk 
 
 Service Name                                 Owner (Last)                          State          
 ‐‐‐‐‐‐‐ ‐‐‐‐                                          ‐‐‐‐‐ ‐‐‐‐‐‐                                 ‐‐‐‐‐          
 service:Dicom_allgemein            iconode05‐sr2.tilak.ibk         started        
 service:HZirl                                   iconode04‐sr1.tilak.ibk         started        
 service:MD                                     iconode06‐sr2.tilak.ibk         started        
 service:Nuk                                    iconode05‐sr2.tilak.ibk         started        
 service:RA                                      iconode04‐sr1.tilak.ibk         started        
 service:RAUN                                iconode03‐sr1.tilak.ibk         started        
 service:appl1                                iconode03‐sr1.tilak.ibk         started        
 service:appl2                                iconode06‐sr2.tilak.ibk         started        
 service:hl7_allgemein                 iconode06‐sr2.tilak.ibk         started        
 service:icoadmin                         iconode05‐sr2.tilak.ibk         started        
 service:nodes01                          iconode01‐sr1.tilak.ibk         started        
 service:nodes02                          iconode02‐sr2.tilak.ibk         started        
 service:omniNames                    iconode03‐sr1.tilak.ibk         started       
 
Start der Wartung ICONODE01‐SR1 : 16:00 
Übernehmen des Service  
service:nodes01 von iconode01‐sr1.tilak.ibk auf iconode02‐sr2.tilak.ibk  
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode01‐SR1. 
Hostconnect remove auf der DS8300 
003f 0040 
dscli> rmhostconnect 003F 
Date/Time: December 20, 2010 4:05:32 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 003F? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 003F successfully deleted. 
dscli> rmhostconnect 0040    
Date/Time: December 20, 2010 4:05:53 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0040? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0040 successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
FAbricA : 
ICONODE01‐SR1_EVA8100‐SR1‐2, ICONODE01‐SR1_DS8300 
FabricB :  
ICONODE01‐SR1_EVA8100‐SR1‐2, ICONODE01‐SR1_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter  
EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE01‐SR1 
einschalten von ICONODE01‐SR1 über HP BladeSystem Onboard Administrator 
bc1‐SR1 / Bay 8 
ICONODE01‐SR1 sollte wieder normal starten ‐‐> o.k.
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Rückübernahme der Services 
Ende der Wartung ICONODE01‐SR1 : 16:25 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Start der Wartung ICONODE02‐SR2 : 16:28 
Services zum übernehemen : 
service:nodes02   iconode02‐sr2.tilak.ibk 
service:nodes02 von iconode02‐sr2.tilak.ibk auf iconode01‐sr1.tilak.ibk  
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode02‐SR2 
Hostconnect remove auf der DS8300 
0041  0042 
dscli> rmhostconnect 0041 
Date/Time: December 20, 2010 4:32:33 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0041? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0041 successfully deleted. 
dscli>  rmhostconnect 0042 
Date/Time: December 20, 2010 4:33:06 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0042? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0042 successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
FAbricA : 
ICONODE02‐SR2_EVA8100‐SR1‐2, ICONODE02‐SR2_DS8300 
FabricB :  
ICONODE02‐SR2_EVA8100‐SR1‐2, ICONODE02‐SR2_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter  
EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE02‐SR2 
einschalten von ICONODE02‐SR2 über HP BladeSystem Onboard Administrator 
bc1‐SR2 / Bay 8 
ICONODE02‐SR2 sollte wieder normal starten ‐‐> o.k. 
Rückübernahme der Services  
Ende der Wartung ICONODE02‐SR2 : 16:45 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Start der Wartung ICONODE03‐SR1 : 16:46 
Services zum übernehemen : 
service:RAUN    iconode03‐sr1.tilak.ibk 
service:appl1    iconode03‐sr1.tilak.ibk  
service:omniNames       iconode03‐sr1.tilak.ibk 
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode03‐SR1 
Hostconnect remove auf der DS8300 
0043  0044 
dscli> rmhostconnect 0044 
Date/Time: December 20, 2010 4:49:51 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0044? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0044 successfully deleted. 
dscli> rmhostconnect 0043   
Date/Time: December 20, 2010 4:50:21 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0043? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0043 successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
FAbricA : 
ICONODE03‐SR1_EVA8100‐SR1‐2, ICONODE03‐SR1_DS8300 
FabricB :  
ICONODE03‐SR1_EVA8100‐SR1‐2, ICONODE03‐SR1_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter 
Diplomarbeit – KI09WiA                   Anlagen E – Migrationsprotokoll AIM System Applikationsserver    
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EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE03‐SR1 
einschalten von ICONODE03‐SR1 über HP BladeSystem Onboard Administrator 
bc1‐SR1 / Bay 15 
ICONODE03‐SR1 sollte wieder normal starten ‐‐> o.k. 
Rückübernahme der Services 
Ende der Wartung ICONODE03‐SR1 : 17:06 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Start der Wartung ICONODE04‐SR1 : 17:17 
Services zum übernehemen : 
service:HZirl    iconode04‐sr1.tilak.ibk 
service:RA    iconode04‐sr1.tilak.ibk 
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode04‐SR1 
Hostconnect remove auf der DS8300 
0045  0046 
dscli> rmhostconnect 0045 
Date/Time: December 20, 2010 5:19:12 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0045? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0045 successfully deleted. 
dscli> rmhostconnect 046 
Date/Time: December 20, 2010 5:19:23 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 046? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0046 successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
FAbricA : 
ICONODE04‐SR1_EVA8100‐SR1‐2, ICONODE04‐SR1_DS8300 
FabricB :  
ICONODE04‐SR1_EVA8100‐SR1‐2, ICONODE04‐SR1_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter  
EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE04‐SR1 
einschalten von ICONODE04‐SR1 über HP BladeSystem Onboard Administrator 
bc1‐SR1 / Bay 16 
ICONODE04‐SR1 sollte wieder normal starten ‐‐> o.k. 
Rückübernahme der Services 
Ende der Wartung ICONODE04‐SR1 : 17:34 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Start der Wartung ICONODE05‐SR2 : 17:35 
Services zum übernehemen : 
service:Dicom_allgemein  iconode05‐sr2.tilak.ibk 
service:Nuk    iconode05‐sr2.tilak.ibk 
service:icoadmin  iconode05‐sr2.tilak.ibk   
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode05‐SR2 
Hostconnect remove auf der DS8300 
0047  0048 
dscli> rmhostconnect 0047 
Date/Time: December 20, 2010 5:53:07 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0047? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0047 successfully deleted. 
dscli> rmhostconnect 0048 
Date/Time: December 20, 2010 5:53:15 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0048? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0048 successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
Diplomarbeit – KI09WiA                   Anlagen E – Migrationsprotokoll AIM System Applikationsserver    
 
 
Autor: Ing. Christoph Pirchl                                                                                                                          XVIII 
FabricA : 
ICONODE05‐SR2_EVA8100‐SR1‐2, ICONODE05‐SR2_DS8300 
FabricB :  
ICONODE05‐SR2_EVA8100‐SR1‐2, ICONODE05‐SR2_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter  
EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE05‐SR2 
einschalten von ICONODE05‐SR2 über HP BladeSystem Onboard Administrator 
bc1‐SR2 / Bay 15 
ICONODE05‐SR2 sollte wieder normal starten ‐‐> o.k. 
Rückübernahme der Services 
Ende der Wartung ICONODE05‐SR2 : 18:06 
‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐ 
Start der Wartung ICONODE06‐SR2 : 18:10 
service:MD    iconode06‐sr2.tilak.ibk 
service:appl2    iconode06‐sr2.tilak.ibk 
service:hl7_allgemein  iconode06‐sr2.tilak.ibk 
kopieren der multipath.conf : 
cp /etc/multipath.conf.falconstor /etc/mutipath.conf 
Shutdown iconode06‐SR2 
Hostconnect remove auf der DS8300 
0049  004A 
dscli> rmhostconnect 0049 
Date/Time: December 20, 2010 6:13:55 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 0049? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 0049 successfully deleted. 
dscli> rmhostconnect 004a 
Date/Time: December 20, 2010 6:14:07 PM CET IBM DSCLI Version: 5.1.730.216 DS: IBM.2107‐75BYAR1 
CMUC00014W rmhostconnect: Are you sure you want to delete host connection 004a? [y/n]:y 
CMUC00015I rmhostconnect: Host connection 004A successfully deleted. 
unpresent der Virtual Disk auf der HP EVA8100‐SR1‐2 
durch löschen der Zonen  
FAbricA : 
ICONODE06‐SR2_EVA8100‐SR1‐2, ICONODE06‐SR2_DS8300 
FabricB :  
ICONODE06‐SR2_EVA8100‐SR1‐2, ICONODE06‐SR2_DS8300 
Zonen im CISCO Fabric Manager löschen (FabricA und FabricB) 
anschließend in der Command View die Hosts unpresenten unter  
EVA8100_SR1‐2 ‐‐> Virtual Disks ‐‐> AIM ‐‐> DG01_DATA01 ‐ DG04_DATA18 ‐‐> Presentation ‐‐> unpresent  
zuweisen der SAN Resources zum SAN Client ICONODE06‐SR2 
einschalten von ICONODE06‐SR2 über HP BladeSystem Onboard Administrator 
bc1‐SR2 / Bay 16 
ICONODE06‐SR2 sollte wieder normal starten 
Rückübernahme der Services 
Ende der Wartung ICONODE06‐SR2 : 18:30 
 
Ende der Wartung 18:45 
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