Introduction
For (smooth) affine schemes X = Spec (A) over algebraically closed fields k and for projective A-modules P , with dim X = d = rank (P ) , N. Mohan Kumar and M. P. Murthy considered top Chern classes C d (P ) ∈ CH d (X), in the Chow Group of zero cycles, as obstruction for P to split off a free direct summand ( [MoM, Mk1, Mk2, Mu, MMu] ). In deed, the results in [Mu, MMu] , were fairly finalistic. For an ideal I, an obstructions class ζ(P, I) ∈ CH d (X) was written down [MMu] . It was established that there is a surjective map P ։ I if and only if ζ(P, I) = 0 and there is a surjective map P ։ I I 2 . Subsequent to that, based on some Homotopy Relations (see Lemma 2.3), Madhav V. Nori (around 1990 ) laid out a set of ideas to deal with the questions of such obstructions in broader contexts, like when X is a regular or a noetherian affine scheme. These were communicated verbally to some in a very informal and open ended manner. Because of the nature of these communications, not everyone heard the same thing and these ideas took the form of some folklores. As a result, versions of this set of ideas available (or not) in the literature (e. g. [M3, MV, MS, BS1, BS2, BS3, BK] ) have been up to the interpretations and adaptations by the recipient of these The best result, up to date, on this Conjecture 1.1 is due to Bhatwadekar and Keshari [BK] . While the Conjecture 1.1 would fail without the regularity hypothesis [BS1, Example 6.4] , existing results (see [M3, BS1, BK] ) indicate that with suitable hypotheses the regularity and/or transversality hypotheses may be spared. In analogy to the obstructions ζ(P, I) ∈ CH d (X) mentioned above ( [MMu] ), the objective of the Homotopy Conjecture 1.1 was to detect, for an ideal I, when a surjective map f : P ։ In this article, we will discuss the Homotopy Program, only in the complete intersections case, that is when P = A n is free, of rank at least 2. To clarify the Homotopy Obstruction set of Nori, in this complete intersection case, let LO(A, n) denote the set of pairs (I, ω), where I is an ideal of A and ω : A n ։ I I 2 is a surjective homomorphism. By substituting T = 0, 1, we obtain two maps LO(A, n)
T =1 / / LO(A, n) . This leads to an equivalence relation on LO(A, n) and a set of all equivalence classes π 0 (LO(A, n)). In the recent past, a similar Homotopy Obstruction set (presheaf), π 0 (Q 2n )(A) was considered in [F] , to serve the same purpose. We clarify (see Lemma 2.3) that π 0 (Q 2n )(A) coincides with π 0 (LO(A, n)). This puts some of the developments [F, M2] in the recent past, in the framework of the Homotopy Program of Nori. In deed, in this article, we mostly investigate the structure of this obstruction set π 0 (LO(A, n)) = π 0 (Q 2n )(A), and defer the question whether the triviality of an orientation (I, ω I ) in π 0 (LO(A, n)) implies that ω I lifts to a surjective map A n ։ I.
First, out of necessity, we prove a quadratic version of Lindel's Theorem (Bass-Quillen Conjecture), on extendibility of projective modules P over polynomial rings R = A[T ], where A is a regular ring containing a field, as follows. Theorem 1.2. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let R = A[T 1 , . . . , T n ] be a polynomial ring. Suppose q is an isotropic quadratic form over k, with rank(q) = r. Suppose (P, ϕ) is a quadratic space over R. Write (P , ϕ) := (P, ϕ) ⊗ structure of an abelian group on π 0 (LO(A, n)) = π 0 (Q 2n )(A). The addition is determined as follows: Suppose x = ζ(K, ω K ), y = ζ(I, ω I ) ∈ π 0 (Q 2n )(A), where ζ : LO(A, n) −→ π 0 (Q 2n )(A) is the natural map and (K, ω K ), (I, ω I ) ∈ LO(A, n)(A, n), such that height(K) ≥ n and K + I = A. Then,
where ω K ⋆ ω I : A n ։ KI (KI) 2 is the unique map defined by ω K and ω I .
In deed, another definition of an the Obstruction group E d (A), where d = dim A, of zero cycles was outlined by Nori, by considering the free abelian group generated by {(m, ω) ∈ LO(A, dim A) : m ∈ max(A)}, and the relations were obtained using homotopy equivalences (see, for example, [BS1, §4, , where it was denoted by E(A)). By some clever imitations and analogies, Bhatwadekar and Sridharan [BS2] defined obstructions group E n (A), for each co-dimension n ≥ 0, where A was assumed to be any noetherian commutative ring. Ever since, relationship between the obstructions π 0 (LO(A, n)) (now a group) and E n (A) remained an open question in the Homotopy Program. Theorem 1.4. Suppose A is a regular ring over a field k, with 1/2 ∈ k, with dim A = d. Assume n is an integer such that n ≥ 2 and 2n ≥ d + 2. Then, there is a surjective homomorphism, E n (A) ։ π 0 (LO(A, n)). Further, this homomorphism is an isomorphism, if for orientations (I, ω I ) ∈ LO(A, n), its triviality in π 0 (LO(A, n)) implies ω I lifts to a surjective map A n ։ I.
Before we close this Introduction, we comment on the methods used and organization of this article. In Section 2, we establish some notations and preliminaries. In Section 3, we prove the quadratic analogue of Lindel's theorem. There is an involution Γ :
A key ingredient in this article is that the involution Γ factors thorough an involutions Γ : π 0 (Q 2n )(A) ∼ −→ π 0 (Q 2n )(A), which we establish in Section 5. In Section 6, we establish the group structure on π 0 (Q 2n )(A), by using the involution Γ, together with the standard Moving Lemmas (2.4) and methods of combining homotopies. In Section 6.1, we establish the surjective homomorphism
In Section A, we give some preliminaries about Euler class groups.
Notations and Preliminaries
First, we recall some notations from [M2] .
Notations 2.1. Throughout, k will denote a field (or a ring), with 1/2 ∈ k and A will denote a commutative noetherian rings. Denotẽ
Accordingly, for a commutative ring A, denote
For v = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A), denote the ideals
Also, Sets will denote the category of sets. The homotopy pre-sheaves are given by the pushout diagrams in Sets:
Further, consider the quadratic form
, and denote
Accordingly,
Now, the action of the Elementary Orthogonal groups EO(A, q 2n+1 ) on Q ′ 2n (A) translates to an action of EO(A, q 2n+1 ) on Q 2n (A) as follows:
The local orientations of an ideal are defined as follows.
Definition 2.2. Suppose A is a commutative ring and I is an ideal in A. For an integer n ≥ 2, a local n-orientation of I is a pair (I, ω), where ω :
is a a surjective homomorphism. Such a local n-orientation is determined by any set of elements f 1 , . . . , f n ∈ I such that I = (f 1 , . . . , f n ) + I
2
. Given such a set of generators f 1 , . . . , f n of I/I 2 , there is an element s ∈ I and g 1 , . . . , g n such that
This association is well defined ( [F, Theorem 2.0.7] ). We refer to ζ(I, ω), as an obstruction class. The set of all n-orientations (I, ω I ) will be denoted by LO(A, n). Therefore, we have a commutative diagram
and
Analogous to the definition of π 0 (Q 2n (A), we define π 0 (O(A, n)), by the pushout diagram
The above homotopy obstruction set π 0 (LO(A, n)) was among the ideas envisioned by Nori (around 1990) . Following lemma establishes that π 0 (Q 2n )(A) is in bijection with π 0 (LO(A, n)). We refer to [M2, §5] for the definitions of Q n (A) and π 0 (Q n )(A), which will be used subsequently.
Lemma 2.3. Suppose A is a commutative noetherian ring, with dim A = d and n ≥ 2 is an integer. Then, the map ζ :
In particular, we have bijections between three sets, as in the diagram:
where the vertical map ϑ and the the diagonal map ̟ are the natural maps.
Since η is on to , so is ζ. The vertical map ϑ is a bijection ([M2, Lemma 5.2]). It is clear, that ̟oϑoζ = 1 is the identity. So, ζ is also one to one. So, ζ is bijective. The proof is complete.
The following "moving lemma argument" is fairly standard. A number of variations of the same (2.4) would be among the frequently used tools for the rest of our discussions.
Lemma 2.4 (Moving Lemma). Suppose A is a commutative noetherian ring with dim A = d and n ≥ 2 is an integer such that 2n ≥ d + 1. Let K ⊆ A be an ideal with height(K) ≥ n and (I, ω I ) ∈ O(A, n). Then, there is an element v = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A) such that η(v) = (I, ω I ).
Further, with J = J(v), we have height(J) ≥ n and J + K = A.
Proof. We use the standard basis e 1 , . . . , e n of A n . Let a 1 , . . . , a n ∈ I be such that ω 0 (e i ) = a i + I 2 . So, I = (a 1 , . . . , a n ) + I 2 . Using Nakayama's Lemma, there is an element t ∈ I, such that t(1 − t) = n i=0 a i b i for some b 1 , . . . , b n ∈ A and I = (a 1 , . . . , a n , t). (Readers are referred to [M1] regarding generalities on Basic Element Theory and generalized dimension functios.) Write
There is a generalized dimension function (see [M1] 
is basic on P. So, there are λ 1 , . . . , λ n ∈ A such that (a 1 + λ 1 t 2 , . . . , a n + λ n t 2 ) ∈ A n is basic on P. For i = 1, . . . , n, denote f i := a n + λ i t 2 . Then, ω I (e i ) = f i + I 2 and hence I = (f 1 , . . . , f n ) + I 2 . Using Nakayama's Lemma, there is an element s ∈ I such that (1 − s)J ⊆ (f 1 , . . . , f n ). Hence, s(1 − s) = n i=1 f i g i for some g 1 , . . . , g n . Now, v = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A) has the desired properties. The proof is complete.
Remark 2.5. In Moving Lemma 2.4, we proved that, given u = (t; a 1 , . . . , a n ;
For the convenience of our discussions, we include some auxiliary notations.
Notations 2.6. Throughout, A will denote a noetherian commutative ring, with dim A = d. 2. Let I 1 , I 2 be two ideals, with I 1 + I 2 = A. For an integer n ≥ 2, for
(I 1 I 2 ) 2 will denote the unique surjective map induced by ω 1 , ω 2 .
3. For integers n ≥ 2, denote 0 := (0; 0, . . . , 0; 0, . . . , 0) ∈ Q 2n (A) and
Either one of them could be a candidate for the base point of Q 2n (A).
For any commutative ring
, generated by the generators given in [CF, F] .
) would be referred to as a homotopy.
6. We caution the readers that notations in this section would be part of our standard notations, throughout this article. In particular, that would include I(v), J(v), ω v , η, ζ 0 , ζ and others.
A Quadratic Version of Lindel's Theorem
For an essentially smooth ring A over a field k, and a polynomial ring [L] settled Bass-Quilled Conjecture, by proving that finitely generated projective R-modules are extended from A. Now, by the Desingularization Theorem of Popescu ([P] , [Sw, Corollary 1.2] ), it follows that the same is true, when A is any regular ring containing a field k (see [Sw, Theorem 2.1]) . In this section, we give a version of the same for Quadratic spaces. For the convenience of the readers, we recall the following definition.
Definition 3.1. Suppose A is a noetherian commutative ring, with 1/2 ∈ A. Then, Quadratic space on A is a pair (P, ϕ), where P is a finitely generated projective A-module and ϕ :
Maps between two quadratic spaces over A, are called orthogonal maps and such isomorphisms are called isometries.
First, we prove the Quadratic analogue of Lindel's theorem for smooth rings A over perfect fields, as follows.
Proposition 3.2. Suppose A is an essentially smooth ring over a prefect field k, with 1/2 ∈ k and dim A = d. Let R = A[T 1 , . . . , T n ] be a polynomial ring. Suppose q is an isotropic quadratic form over k, with rank(q) = r. Sup-
(This hypothesis is referred to as "local triviality property"). Then, P is extended from A.
Proof. We prove by induction on
By hypothesis W ittIndex(P ) ≥ 1. So, the theorem is valid, by the Theorem of Ojanguren [O1] (also see [K, pp.425, Thm 6.2.6] ). So, we assume dim A ≥ 1. We can also assume that A is local (see [K, pp. 419, Thm 5.3.4] ). By hypothesis on local triviality of (P , ϕ), there is an isometry
2. There is an element h ∈ MB such that the inclusion map B ֒→ A is an analytic isomorphism; meaning
is a patching diagram (see [O2, R] regarding such patching diagrams).
We denote
there is a quadratic space (Q, ψ) on A h , and an isometry
Let "overline" denote modulo (T 1 , . . . , T n ). Then σ induces an isometry,
Further, consider the obvious isometry σ 2 : (
Combining, all these, we have commutative diagram of isometries
where σ is defined by composition. Notice σ ⊗
With respect to the patching diagram (6), consider the patching diagram (see [O2, R] )
Here P is obtained by this patching
and P , via σ. Then, P has a structure of a quadratic space ( P , ϕ) [O2, Theorem 8], making the above a patching diagram of quadratic spaces. Since, σ ⊗
. (i.e. local triviality property is preserved). Now, replacing A by B and P by P , we can assume
.
Therefore, (P, ϕ) is extended from A. This completes the proof.
For the convenience of our discussions, we state the following lemma, which can be checked locally.
Lemma 3.3. Let R be a noetherian commutative ring and A ⊆ R be a noetherian subring. Let P, Q be two finitely generated projective A-modules.
Then, the map Hom(P, Q) −→ Hom(P ⊗ R, Q ⊗ R) is injective. Now, we use Popescu's Desingularization Theorem ( [P] , [Sw, Corollary 1.2] ), to remove the perfectness condition in (3.2), as follows (3.4).
Theorem 3.4. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let R = A[T 1 , . . . , T n ] be a polynomial ring. Suppose q is an isotropic quadratic form over k, with rank(q) = r. Suppose (P, ϕ) is a quadratic space over R.
is locally trivial (in the sense clarified in (3.2)). Then, P is extended from A.
Proof. For any matrix M, denote the i
In particular, P is generated by the columns ι (i) of ι. Denote Q = ker(ι). We display two exact sequences and commutative diagrams of maps:
i . The latter diagram shows that P * is generated by the columns of ι * . The quadratic structure on P is given by an isomorphism ϕ : P −→ P * . For σ ∈ End(P, P * ), we extend σ :
So, σ is given by a matrix Σ ∈ M N (R). Then, Σ has the following properties:
the columns of ι * . Then, ε i generates of P * . Now,
Now, let S be the set of all coefficients of entires in ι, Σ, q and of λ ij . Let F be the prime field of k.
We have the commutative diagrams
4. Σ is injective on P 0 . This is because P 0 ⊆ P .
image(Σ
Note, P * 0 is generated by the columns of ι * (i. e. ε i ), as an R 0 -module. By equation (7), since p i ∈ P 0 , we have Σ 0 maps on to P * 0 .
So, Σ 0 defines an isomorphism ϕ 0 :
Now, we will enlarge A 0 to accommodate the local triviality condition. There are s 1 , . . . , s m ∈ A and isometries
. . , e r be the standard basis of A r .
Fix l and work with ψ
The generators of P is given by the columns ι (j) . So,
By the later equation on ι (i) , it follows η i is surjective, and hence an isomorphism. To prove that η i is isometry, we need to check the commutativity of the diagrams
The commutativity follows from Lemma 3.3. This establishes that (P 0 , ϕ 0 ) is locally trivial.
By the Theorem of Popescu [P] , we have the following commutative the diagram of rings and homomorphisms
where A 2 is smooth over F.
This completes the proof.
Homotopy
In this section, we use the Quadratic analogue (3.4) of Lindel's theorem to prove some key homotopy theorems. First, we recall the following standard lemma.
Lemma 4.1. Suppose (A, m) is a commutative noetherian local ring and u ∈ Q 2n (A). Consider the orthogonal complement
Proof. Write v 0 = (1; 0, . . . , 0; 0, . . . , 0) ∈ Q 2n (A). By successive application of the elementary operations in E O(A, q 2n+1 ), there is a σ ∈ E O(A, q 2n+1 ), such that v 0 σ = u. So, we have a diagram of exact sequences
The proof is complete.
Theorem 4.2. Let A be a regular ring over a field k, with 1/2 ∈ k. Suppose
, A, use the following generic notations, to denote the quadratic modules
. With respect to the standard basis, the matrix of B q is given by
These bilinear forms give the following exact sequences:
. By Lemma 4.1, K is locally isometric to (A, q 2n ). By Theorem 3.4, there is an isometry τ :
Now, consider the diagram
of quadratic spaces. In this diagram, the horizontal lines are split exact sequences of quadratic spaces. Hence, there is an isometry
such that the diagram commutes. Therefore H(0)σ(T ) = H(T ). By construction, (alternately, by replacing σ(T ) by σ(0) −1 σ(T )), we have σ(0) = 1. The proof is complete.
The following Corollary would be of some use for our future discussions.
Corollary 4.3. Let A be a regular ring over a field k, with 1/2 ∈ k and n ≥ 2 is an integer. In a slightly more formal language, the above is summarized as follows.
Theorem 4.4. Suppose A is a regular ring over a field k, with 1/2 ∈ k and n ≥ 2 is an integer. For,
Proof. Similar to the proof of (4.3).
Remark 4.5. A version of Theorem 4.4 is embedded in the proof of [F, Theorem 1.0.6], where it was assumed that A essentially smooth over an infinite field k, with 1/2 ∈ k. In [F] , methods of Nisnevich topology was used [AHW] , while our methods are fairly basic.
The Involution
To begin with, we introduce the following key definition, in this article.
Definition 5.1. Suppose A is a commutative ring. For
This association, v → Γ(v), establishes a bijective correspondence
That means, Γ is an involution on Q 2n (A). (This notation Γ will be among the standard notations throughout this article.)
We record the following obvious lemma.
Lemma 5.2. Suppose A is a commutative noetherian ring and n ≥ 2 is an integer. Let Γ : Q 2n (A) ∼ −→ Q 2n (A) be the involution, as in (5.1) and v = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A). Then,
J(v) = I(Γ(v)) and η(Γ(v))
= J(v), ω Γ(v) .
For H(T ) ∈ Q 2n (A[T ]), we have Γ(H(T )) T =t = Γ(H(t)).
4. Therefore, ∀ v, w ∈ Q 2n (S)
We also record the following obvious observation.
Lemma 5.3. Suppose A is a commutative noetherian ring with dim A = d. Suppose n ≥ 2 is an integer. Let 0 ∈ Q 2n (A) be the base point and denote 1 := (Γ(0)) = (1; 0, . . . 0; 0, . . . , 0). Then, ζ 0 (0) = ζ 0 (1).
Proof. For simplicity, we give the proof for n = 2, which we exhibit in the following steps: The proof is complete.
In deed, Γ factors through an involution on π 0 (Q 2n )(A), as follows.
Corollary 5.4. Suppose A is a commutative ring and n ≥ 2 is an integer. Then, the involution Γ : Q 2n (A) ∼ −→ Q 2n (A) induces a bijective map Γ :
, which is also an involution (meaning, Γ 2 = 1 π 0 (Q 2n )(A) ). (The notation Γ will also be among our standard notations throughout this article.)
Proof. It follows from Lemma 5.2, that if H(T ) ∈ Q 2n (A(T )) is a homotopy from v to w, then Γ(H(T )) is a homotopy Γ(v) to Γ(w).
The following commutative diagram of pushout squares,
in Sets, establishes that Γ is well defined. Clearly, Γ 2 = 1. The proof is complete.
Corollary 5.5. Suppose A is a commutative ring and n ≥ 2 is an integer. Suppose (I, ω) ∈ LO(A, n). Assume f 1 , . . . , f n ∈ I induce ω : A n ։ I I 2 and (f 1 , . . . , f n ) = I ∩ J, with I + J = A. Then,
Proof. Pick an element s ∈ I such that 1 − s ∈ J. Then, s(1 − s) ∈ IJ = (f 1 , . . . , f n ). Also, I = (f 1 , . . . , f n , s) and J = (f 1 , . . . , f n , 1 − s). Write
Remark 5.6. We clarify a point that might get lost in the formalisms of (5.4) and (5.5). Suppose (I, ω I ) ∈ LO(A, n) and u, v ∈ Q 2n (A), with η(u) = η(v) = (I, ω I ). We have ζ 0 (u) = ζ 0 (v) = ζ(I, ω I ) (see [F] ). So, there is a sequence of homotopies H 1 (T ), . . . , H m (T ) ∈ Q 2n (A[T ]), such that, with
give a sequence of homotopies, starting from Γ(u) to Γ(v). This means, in the statement of (5.5), ζ(J, ω J ) depends on (I, ω I ) only, and is independent of choice of (J, ω J ).
The following is another version of the Moving Lemma 2.4.
Lemma 5.7 (Moving Representation). Suppose A is a commutative noetherian ring with dim A = d. Suppose n ≥ 2 is an integer such that 2n ≥ d + 1.
there is a local n-orientation (J, ω J ) ∈ LO(A, n) such that x = ζ(J, ω J ), height(J) ≥ n and J + K = A.
Proof. It is proved by two successive applications of Moving Lemma 2.4. First, let x = ζ(I, ω I ). By (2.4), there is u = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) such that η(u) = (I, ω I ).
Now, we apply Moving Lemma 2.4, to (I 0 , ω I 0 ) and K. There is v = (S; F 1 , . . . , F n ; G 1 , . . . , G n ) ∈ Q 2n (A), such that η(v) = (I 0 , ω I 0 ), and with J = J(v), we have height(J) ≥ n and J + K = A. Now, x =Γ(Γ(x)) = Γ(ζ(I 0 , ω I 0 )) = ζ(J, ω J ), where ω J := ω Γ(v) . The proof is complete.
We record the following useful lemma.
Lemma 5.8. Suppose A is a regular ring containing an infinite field k, with 1/2 ∈ k. Assume A is essentially smooth over k or k is perfect. Suppose n ≥ 2 is an integer. Suppose v = (s; f 1 , . . . , f n ; g 1 , g 1 , . . . , g n ) ∈ Q 2n (A).
Proof. By Lemma 5.2 (4), and Lemma 5.3.
As a consequence of the above, we formulate the following Involution version of Subtraction.
Theorem 5.9. Suppose A is a commutative noetherian ring with dim A = d and n ≥ 2 is an integer. Let I, J be two ideals in A such that I + J = A and
Proof. By local checking, it follows that I = (f 1 , . . . , f n ) + I 2 , and J = (f 1 , . . . , f n ) + J 2 .
Since I + J = A, there is an element s ∈ I such that 1 − s ∈ J. So,
Therefore, v := (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A). We have ζ 0 (v) = ζ(I, ω I ) and ζ 0 (Γ(v)) = ζ(J, ω J ). Now, the proof follows from (5.8).
6 The Group Structure on π 0 (Q 2n )(A)
In this section, we establish a group structure on the set π 0 (Q 2n )(A), when 2n ≥ dim A + 2 and A is a regular ring over a infinite perfect field k or A is essentially smooth over a field k, with 1/2 ∈ k. We start with the following basic ingredient of the group structure.
Definition 6.1. Let A be a commutative noetherian ring and n ≥ 2 be an integer. (Refer to notations η, ζ 0 , ζ in diagram 4.) Let (I, ω I ), (J, ω J ) ∈ LO(A, n) be such that I + J = A. Let ω := ω I ⋆ ω J : A n ։ IJ (IJ) 2 be the unique surjective map induced by ω I , ω J . We define a pseudo-sum
Also, for u, v ∈ Q 2n (A) with I(u) + I(v) = A, define pseudo-sum
The rest of this section is devoted to establish that this pseudo sum respects homotopy and extends to π 0 (Q 2n )(A), when A is a regular ring over a field k, with 1/2 ∈ k. The following is an obvious corollary.
Corollary 6.2. Let A be a commutative noetherian ring with dim A = d and n ≥ 2 is an integer, with 2n ≥ d + 3. Suppose (I, ω I ), (J, ω J ) ∈ O(A, n) and I + J = A. Let u = (s; f 1 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A) and v = (S; F 1 , . . . , F n ; G 1 , . . . , G n ) ∈ Q 2n (A) be such that η(u) = (I, ω I ) and η(v) = (J, ω J ). Write η(Γ(u)) = (I 1 , ω I 1 )) and η(Γ(v)) = (J 1 , ω J 1 )). We have I + I 1 = J + J 1 = A, and further assume J + I 1 = I + J 1 = A. (Such choices of u, v would be available, because 2n ≥ d + 1.) Then,
Proof. From addition principle ([BK, Theorem 5.6])
(I 1 J 1 ) 2 be the surjective maps induced by U 1 , . . . , U n . If follows ω = ω I ⋆ ω J and ω ′ = ω I 1 ⋆ ω J 1 . So, by corollary 5.5,
Remark. Note that the involution operations Γ :
Now we define a pseudo-difference in the spirit of (6.1).
Definition 6.3. Suppose A is a commutative ring and n ≥ 2 be an integer.
Let ω J : A n ։ J J 2 be the surjective map induced by f 1 , . . . , f n . Then, define the pseudo-difference
We remark: (1) A priori, the pseudo-difference depends on the choice of J. There is no conditions on height(I), height(J), height (K) ; nor did we assume I + K = A. (2) By Moving Lemma 2.4, such choices u ∈ Q 2n (A) would be available if 2n ≥ dim A + 1 and height(K) ≥ n.
Subsequently, under additional hypotheses, we would first prove that the definition (6.3) of pseudo difference does not depend of the choice of (J, ω J ). Then, we prove that the pseudo difference is homotopy invariant with respect to either coordinate. A key to such proofs would the following lemma that combines (i.e. "adds") homotopies. (For basic element theory and the definition of generalized dimension functions, we refer to [M1] .) Lemma 6.4. Suppose A is a commutative noetherian ring with dim A = d and n ≥ 2 is an integer with 2n ≥ d + 2. Consider a homotopy
Proof.
There is a generalized dimension function δ :
, on P. Therefore, there are polynomials λ 1 , . . . , λ n ∈ A[T ] such that, with ϕ
. Use "overline" to indicate images in M. We intend to repeat the proof of Nakayama's Lemma and we have 
Multiplying by the adjoint matrix and computing the determinant, with
We have
To see this, let
3. Now, T ∈ ℘ implies,
which is impossible.
This is also impossible.
This establishes the claim. So,
Let
The proof is complete. Now we proceed to prove, in several propositions, that the pseudo-difference (6.3) is well defined and homotopy invariant.
Proposition 6.5. Suppose A is a regular ring over a field k, with 1/2 ∈ k, with dim A = d. Let n ≥ 2 be an integer, such that 2n ≥ d + 2. As in (6.3),
, and with
(Recall form (6.3), there is no restriction on height(I), height(J) and, nor did we assume I + K = A.)
By Corollary 4.3, there is a homotopy
such that H(0) = Γ(u), H(1) = Γ(v). By the Homotopy Lemma 6.4 there is a homotopy
Corollary 6.6. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 be an integer, such that 2n
Proof. This is immediate from Proposition 6.5. Now we prove that the pseudo-difference is homotopy invariant, with respect to the the (I, ω I )-coordiante.
Proposition 6.7. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 is an integer, with 2n ≥ d + 2. Let
In other words, pseudo differences (defined in 6.3) are homotopy invariant, with respect to the latter coordinate.
Proof. By Moving Lemma 2.4, we can find u 0 , u 1 ∈ Q 2n (A) such that η(u 0 ) = (I 0 , ω I 0 ), η(u 1 ) = (I 1 , ω I 1 ), and with J 0 = J(u 0 ), J 1 = J(u 1 ),
. By hypothesis, ζ(I 0 , ω I 0 ) = ζ(I 1 , ω I 1 ) and hence
We extend the definition of pseudo difference to π 0 (Q 2n )(A) as follows.
Corollary 6.8. Suppose A is a regular ring over a field k, with 1/2 ∈ k,
and height(K) ≥ n. Then, there is a well defined set theoretic map
Proof. Immediate from Proposition 6.7. Now, we extend the pseudo-difference to π 0 (Q 2n )(A) × π 0 (Q 2n )(A).
Theorem 6.9. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 is an integer, with 2n ≥ d + 2. Then, there is a set theoretic map
such that, for (K, ω K ) ∈ LO(A, n), with height(K) ≥ n, and (I, ω I ) ∈ LO(A, n),
Proof. Suppose x ∈ π 0 (Q 2n )(A). By the Moving Lemma 5.7, we can write x = ζ(K, ω K ), with height(K) ≥ n. Therefore, if well defined, the Equation 9 applies to all (x, y) ∈ π 0 (Q 2n )(A) × π 0 (Q 2n )(A).
Let x, y ∈ π 0 (Q 2n )(A). We can write x = ζ(K, ω K ), with height(K) ≥ n and y = ζ(I, ω I ). Define,
We need to prove that, if
Again, by Moving Lemma 2.4, there is u = (s; f 1 , f 2 , . . . , f n ; g 1 , . . . , g n ) ∈ Q 2n (A) such that η(u) = (I, ω I ), and with η(Γ(u)) = (J, ω J ), we have
Therefore, by definition,
Finally, we are ready to define the group structure on π 0 (Q 2n )(A).
Definition 6.10. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 is an integer, with 2n ≥ d + 2. Then, for
x, y ∈ π 0 (Q 2n )(A), the association
is a well defined binary operation on π 0 (Q 2n )(A), where Θ is as in (6.9).
This operation is well defined because so are Θ and Γ (see Ccorollary 5.4).
This binary operation will be referred to an addition.
With the help of the Moving Lemma 2.4, the addition operation on π 0 (Q 2n )(A) can be described in a more directly, as follows.
Lemma 6.11. Suppose A is a regular ring over afield k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 is an integer, with 2n ≥ d + 2. Let x, y ∈ π 0 (Q 2n )(A).
By the Moving Lemma 2.4, x = ζ(K, ω K ) and y = ζ(I, ω I ), for some
Then,
as in Definition (6.1).
Proof. Let u ∈ Q 2n (A) be such that η(u) = (I, ω I ) and write η(u) = (J, ω J ). Then, Γ(ζ(I, ω I )) = ζ(J, ω J ). By Definition 6.10,
The following is a final statement on the group structure on π 0 (Q 2n )(A).
Theorem 6.12. Suppose A is a regular ring over a field k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 is an integer, with 2n ≥ d + 2. Then, the addition operation on π 0 (Q 2n )(A), defined in (6.10), endows a structure of an abelian group on π 0 (Q 2n )(A).
Proof. First, 0 = ζ(A, ω A ) = ζ 0 (0; 0, . . . , 0; 0, . . . , 0) = ζ 0 (1; 0, . . . , 0; 0, . . . , 0) acts as the additive identity of this addition. Given x, y, z ∈ π 0 (Q 2n )(A), by applications of the Moving Lemma 2.4, we can write
and height(K) ≥ n, height(I) ≥ n, height(J) ≥ n. By Lemma 6.11, we have the following.
(x + y) + z = ((K, ω K )+(I, ω I ))+(J, ω J ) = x + (y + z).
So, the associativity holds. Further,
x + y = (K, ω K )+(I, ω I ) = (I, ω I )+(K, ω K ) = y + x.
So, the commutativity holds. Also,
x + Γ(x) = Θ(x, x) = 0.
So, x has an additive inverse. This completes the proof.
The Euler Class Groups
In this subsection we compare the Euler class groups E n (A) and π 0 (Q 2n )(A). Refer to Section A for the definition of Euler class groups and some notations used in this section. First, we define a map ρ : E n (A) −→ π 0 (Q 2n )(A), as follows.
Definition 6.13. Suppose A is a regular ring over a filed k, with 1/2 ∈ k and dim A = d. Let n ≥ 2 be an integer, with 2n ≥ d + 2. Then, the restriction of the map ζ : LO(A, n) −→ π 0 (Q 2n )(A) to LO c (A, n) defines a set theocratic map LO c (A, n) −→ π 0 (Q 2n )(A). Since π 0 (Q 2n )(A) has the structure of an abelian group (6.11), this extends to a group homomorphism ρ 0 : Z (LO c (A, n)) −→ π 0 (Q 2n )(A). Then, ρ 0 induces a surjective homomorphism ρ : E n (A) ։ π 0 (Q 2n )(A).
Proof. That ρ 0 factors through a homomorphism ρ : E n (A) ։ π 0 (Q 2n )(A) is obvious. For x ∈ π 0 (Q 2n )(A), by Moving Lemma 2.4, x = ζ(I, ω I ) for some (I, ω I ) ∈ LO(A, n), with height(I) ≥ n. It follows, by (6.12), x = ρ(ε(I, ω I )). This completes the proof.
Remark 6.14. It follows from [BS2, Theorem 4.2] , if ρ in (6.13) is an isomorphism and 2n ≥ d + 3, then for (I, ω I ) ∈ LO(A, n), with height(I) ≥ n, ζ(I, ω I ) = 0 implies ω I lifts to a surjective map A n ։ I.
Conversely, the homomorphism ρ in (6.13) is clearly an isomorphism, if for (I, ω I ) ∈ LO(A, n), and height(I) ≥ n, ζ(I, ω I ) = 0 implies ω I lifts to a surjective map A n ։ I. This would be case, in the following case.
Theorem 6.15. Suppose k is an infinite perfect field, with 1/2 ∈ k and A is an essentially smooth ring over k, with dim A = d. Let n ≥ 2 be an integer, with 2n ≥ d + 3. Then, the homomorphism ρ in (6.13) is an isomorphism.
Proof. We only need to prove that ρ is injective. Let ρ(x) = 0 for some x ∈ E n (A). We can write x = ε(I, ω I ), for some (I, ω I ) ∈ LO(A, n), with height(I) ≥ n. Let u ∈ Q 2n (A) be such that η(u) = (I, ω I ). By (4.3), there is a homotopy H(T ) ∈ Q 2n (A[T ]) such that H(0) = 1 and H(1) = u. Write H(T ) = (Z; f 1 , . . . , f n ; g 1 , . . . , g n ). By Moving Lemma, we can modify f 1 , . . . , f n by multiples of T (1 − T )Z n ։ I. Specializing at T = 1, we have ϕ(1) : A n ։ I(0) = I is a lift of ω I . Therefore ε(I, ω I ) = 0 ∈ E n (A). This completes the proof.
A Preliminaries on Euler Class Groups
For a regular ring A with dim A = d, Nori outlined a definition of an alternate obstruction group E d (A), of codimension d-cycles, which was expected to coincide with π 0 (Q 2d )(A). Generators of the groups were S = {(m, ω m ) ∈ LO(A, d) : m ∈ max(A)}. By analogies, for each co-dimension n ≥ 0, Bhatwadekar and Sridharan [BS2] defined an obstructions group, where A was assumed to be any noetherian commutative ring. These groups have come to be known as Euler Class Groups. In this section we modify the definition in [BS2] , to avoid some superfluous elements. (In the sequel, for a set S, the free abelian group generated by S will be denoted by Z(S)).
Definition A.1. Suppose A is a noetherian commutative ring, with dim A = d and n ≥ 0 be an integer. Let LO c (A, n) = {(I, ω I ) ∈ LO(A, n) : V (I) is connected and height(I) ≥ n}.
Suppose (I, ω I ) ∈ LO(A, n) and I = ∩ m i=1 I i be a decomposition, where V (I i ) ⊆ Spec (A) are connected. For i = 1, . . . , m, the orientation (I, ω I ) x = ε(I, ω I ) ∈ E n (A), for some (I, ω I ) ∈ LO(A, n), with height(I) ≥ n. It follows, ε 0 (I, ω I ) = 0 ∈ E n (A). By [BS2, Theorem 4.2] , it follows ω I lifts to a surjective map A n ։ I. Therefore, x = ε(I, ω I ) = 0. Hence, Φ n is an isomorphism.
