ABSTRACT In this paper, the approximate dynamic programming (ADP) technique is used to resolve the cooperative control problem for the completely model-free linear multi-agent systems in both continuoustime and discrete-time cases. To ensure the consensus achieved at a specified consensus speed, the modified LQR design technique is used. The sufficient condition for the consensus is derived. However, in actual applications, the precise models of the multi-agent systems cannot be easily obtained, and the nominal mathematical models are even unavailable. To overcome this difficulty, ADP-based model-free algorithms are developed to obtain the distributed protocols based on the proposed consensus design method. Moreover, the specified consensus speed can be guaranteed. Compared with the existing work, the superiority of the developed methods ensures that all the following agents synchronize to the leader with the error converging to zero instead of a bounded residual error. Two numerical examples are provided to show the effectiveness of the developed approaches.
I. INTRODUCTION
In recent decades, the distributed cooperative control of multi-agent systems has been considered a important research subject because of its wide applications in the military and civilian fields. Each agent can communicate with its neighbors, exchanging information and using the data to construct distributed protocols to drive all agents to an identical value. Fruitful results have been obtained; see [1] - [10] . Recently, a massive amount of existing work aimed at finding a distributed strategy subject to certain constraints, particularly on the specified consensus speed [10] , and the cases of system models are available [11] - [13] .
The consensus speed determines how fast the consensus will be reached, which is apparently desirable for consideration [10] . The available literature has paid more attention to the single-or double-integrator systems. For the singleintegrator kinematic systems, the consensus speed is determined by the nonzero eigenvalues of the Laplacian matrix [2] , so the consensus speed can be maximized by selecting the optimal weights [14] , [15] . For the identical continuoustime linear multi-agent system (LMAS), it is proven that the prescribed synchronizing speed can be achieved [16] , [17] . In [17] , the authors have proven that all closed-loop eigenvalues' real parts of the LMAS can be placed in the specified region.
In actual applications, the precise models of the MASs cannot be easily obtained. Moreover, nominal mathematical models of the MASs are even unavailable. Many researchers employed the adaptive technique to address this challenging issue. In [18] and [19] , the neural networks and the fuzzy approximation methods were used to solve the uncertain dynamical multi-agent systems, which provides a novel design perspective in handling such problems. Besides, the ADP technique has shown its power in optimal design problems for such uncertain systems [20] - [26] . For the identical LMAS, the LQR design method has been used to construct the distributed protocols using ADP technique without the system knowledge [25] . Nevertheless, the proposed LQR design approach [21] , [27] - [29] have faced difficulties in solving the consensus speed problems when the system knowledge is unavailable for the LMAS. Motivated by these facts, a new design method must be proposed to address this practical issue.
In this paper, the ADP algorithm is used to solve the distributed cooperative control problem for the completely model-free LMAS with a specified consensus speed in both continuous-time and discrete-time cases. First, a new MLQR optimal technique is developed, which ensures the prescribed consensus speed for the LMAS. Sufficient conditions for the consensus are derived. Two completely model-free algorithms are proposed via the ADP technology. The distributed protocols can be obtained. Compared to the existing work [11] - [13] , [18] - [20] , the superiority of the developed methods ensure that the follower agents can synchronize to the leader agent with the synchronization error not only within a bounded residual error but also converging to zero. This paper is organized as follows. In Section II, we briefly introduce graph theory, which will be used in the later development. The main results will be shown in Section III, in which the distributed consensus problem is solved by the MLQR with the prescribed convergence speed for the MAS for the continuous-time and discrete-time cases. Then, completely model-free algorithms are proposed via the ADP technology. Finally, Section IV provides two simulation examples to show the validity of the developed model-free algorithms.
Notations: A > 0 (< 0) denotes that matrix A is positive (negative) definite, and A ≥ 0 (≤ 0) denotes that matrix A is positive (negative) semi-definite. ⊗ denotes the Kronecker product. R means the set of real numbers. I n denotes the n dimensional identity matrix in R n×n . 1 n ∈ R n is the vector with all its elements 1. rank(A) denotes the rank of matrix A.
II. PRELIMINARIES A. GRAPH THEORY
For a given weighted directed graph (or digraph) G = (V, E, A) with N nodes V = {v 1 , v 2 , . . . , v N }, the edge set E ⊂ V ×V and A = [a ij ] ∈ R N ×N is its associated adjacency matrix. The edge (v j , v i ) denotes the information flows from node j to i. If (v j , v i ) ∈ E, then the weight a ij of edge (v j , v i ) satisfies a ij > 0; otherwise, a ij = 0. All neighbor nodes of i are denoted by
Obviously, L1 N = 0. A digraph is said to have a spanning tree if there is a directed path from a certain node i r to every other node. Moreover, its zero eigenvalue is simple. The graph is strongly connected, i.e., any two vertices of the digraph can be joined by a directed path.
B. LEADER FOLLOWING CONSENSUS PROBLEM
Consider the following identical LMAS:
in which the state x s (t) ∈ R n , the input u s (t) ∈ R m and ∇x(t) = ẋ(t), a continuous − time case,
We can derive the global form of (1) as follows:
where the state
The leader node is described as
where x 0 (t) ∈ R n is the state. The pinning matrix is given by G = diag{g 1 , . . . , g N }, where g s > 0 means node s can observe information from the leader node s r .
Assumption 1:
The digraph G has a spanning tree and the information of the leader node can be observed by root node s r .
Remark 1: Assumption 1 means the real part of all eigenvalues of L + G is positive [30] .
Consider the local neighborhood error
the global neighborhood tracking error can be given by
The distributed consensus protocol can be designed in the following linear form:
where c > 0 is the coupling gain and K is the control gain matrix. The global distributed consensus protocol can be collected as
in which G = diag{g 1 , . . . , g N } is the pinning matrix. Using (7), the global closed-loop error system can be written as
Assumption 2:
The system matrix A is unstable. For the continuous-time case, at least one eigenvalue of A locates in the right half complex plane; for the discrete-time case, at least one eigenvalue of A locates out of the unit circle.
III. MODEL-FREE DISTRIBUTED COOPERATIVE DESIGN A. CONTINUOUS-TIME CASE
For the continuous-time LMAS, the well-known synchronization condition is stated as follows.
Lemma 1 [1] : Denote all eigenvalues of L + G as λ i (i ∈ N ). For (8) , under Assumption 1, the synchronization is reached if and only if
are all Hurwitz stable. Apparently, the closed-loop eigenvalues of (8) determine the convergence speed of the LMAS. To obtain the desired convergence speed, one must appropriately design c and K such that the real parts of all eigenvalues of (9) lie more left than the specified stability degree −α, α > 0. To achieve this purpose, we introduce a modified LQR optimal design method. The resulting control gain K ensures that the corresponding linear closed-loop system asymptotically stabilizes to the origin with a prescribed degree of stability.
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1) SOLUTION OF MLQR WITH A SPECIFIED DEGREE OF STABILITY
Consider the following modified LQR problem:
where α is a nonnegative constant. Obviously, if α = 0, then the optimal problem reduces to the standard LQR problem. Here, we take Q = I n and R = I m for simplicity. Letû
theṅ
and the performance function (10b) is written as
Obviously, the controllability of (A, B) indicates the controllability of (A + αI , B). Hence, the optimal solution with respect to (13) can be obtained from an original LQR problem [31] . Then, the optimal controller iŝ
whereP satisfies the continuous-time algebra Riccati equation (CARE)
Note that the closed-loop systeṁ
using the optimal control (14) must be asymptotically stable, which implies that the real parts of all eigenvalues of A−BK * are less than −α. Then, x(t) approaches zero at least as e −αt when t → ∞, which indicates that the nonnegative constant α is the minimum stability degree of the following closedloop system:ẋ
Moreover, the control
is optimal for the MLQR problem (10). Remark 2: Since α can be any nonnegative constant, there is always K such that the real parts of all eigenvalues of (17) are as negative as possible.
2) COOPERATIVE DESIGN USING MLQR
Using the MLQR theory in the previous section, we have the following theorem.
Theorem 1: For (8), under Assumption 1, the distributed protocols (7) using the control K are formed as (14) and c ≥ 1 2 min i∈N {Re λ i } (19) so that the synchronization is achieved with at least convergence speed α. Proof: Note that the real part of all eigenvalues of L + G is positive. Let λ i = α i + β i j ∀i ∈ N , where α i > 0, β i ∈ R, and j 2 = −1. Set K = R −1 B TP , where K is the solution of the following CARE:
Let V (z) = z TP z. Taking the derivative along the statė z = (A + αI − cλ i BK )z, we havė
Therefore, A + αI − cλ i BK ∀i ∈ N are Hurwitz if c satisfies (19) ; then, the real parts of all eigenvalues of A − cλ i BK are less than −α, so the synchronization is achieved with the smallest convergence speed of α.
3) MODEL-FREE DISTRIBUTED COOPERATIVE DESIGN VIA ADP
In the above subsection, the feedback gain can be obtained by solving the CARE (20) or, equivalently, finding the optimal control of the MLQR problem (10) . With the well-developed ADP algorithm [25] , [26] , we will develop a completely model-free online learning scheme to obtain the feedback gain K , which guarantees a specified stability degree of the closed-loop system (17) . Then, we will use the scheme to construct the consensus protocols. Lemma 2 [32] : Let K 0 ∈ R n×m be any stabilizing feedback gain matrix andP i be the SPD solution of Lyapunov equation
where K i , with i = 1, 2, 3, . . . , are recursively defined by
Then, the following properties hold: We assume that a stabilizing K 0 is known. For each i ∈ Z + , we attempt to solve a symmetric positive definite solutionP i that satisfies (21) ; then, we obtain a feedback gain matrix K i+1 ∈ R n×m using K i+1 = B TP i . To this end, we rewrite the closed-loop system aṡ
Then, from the solution of (23) by (21) and (22), we obtainx
Equation (24) shows that (24) containsP i and K i+1 , which can be solved from (21) and (22) . In addition, (24) does not contain the system knowledge (A, B). Then one can solvê P i and K i+1 in (24) without using (A, B).P i and K i+1 has n(n + 1)/2 and mn unknown parameters respectively, K i+1 will be obtained from the one-dimensional equation (24) . Therefore, the least-square (LS) method can be used for (24) to obtainP i and K i+1 . Using the Kronecker product property, it holdsx
whereP i is with elements {p 11 , 2p 12 , . . . , 2p 1,n−1 , p 1n , p 22 , 2p 23 , . . . , 2p n−1,n , p nn },
andx(t) is with elements
{x s (t)x r (t)} s=1,n;r=s,n = {e 2αt x s (t)x r (t)} s=1,n;r=s,n .
In addition, we obtain
and
where
We substitute (25)- (27) into (24); then, (24) can be written as
Note that X i and Y i are both evaluated N (≥ mn + n(n + 1)/2) times using different N points x j (t) at the ith iteration, which are selected from the state space at the time period δt, by denoting these values by X j i and Y j i at points x j (t) (1 ≤ j ≤ N ), it holds that
. Note that N (≥ mn + n(n + 1)/2) is needed to satisfy the excitation condition.
Algorithm 1
1) Given an initial control policyû(t) = K 0x (t) + φ, where K 0 is the given stabilizing gain and φ is a selected exploration noise. 2) ObtainP i and K i+1 from (32). 3) Set i ← i + 1; run Step 2 until P i+1 −P i < ξ holds, where ξ > 0 is the specified threshold. 4) Chooseû(t) = K ix (t) to be the optimal policy.
B. DISCRETE-TIME CASE
For the discrete-time case, the MLQR design method is introduced as follows.
1) SOLUTION OF MLQR WITH A SPECIFIED DEGREE OF STABILITY
For a given discrete-time linear system
define the quadratic performance function as
where α ≥ 1 is a specified constant. Obviously, if α = 1, then the optimal problem reduces to the standard discretetime LQR problem. Letû
then, one haŝ
and the performance function (34) is given by
The controllability of (A, B) indicates the controllability of (αA, αB). Similarly, the optimal control of (33) with respect to (37) can be obtained by solving the original LQR problem [31] . The optimal controller has the form of
whereP is the symmetric positive definite (SPD) solution of the following discrete-time algebra Riccati equation (DARE):
The following closed-loop system
using the optimal control (38) must be asymptotically stable, which implies that ρ[α(A − BK * )] < 1. Thus, the state trajectory x(t) approaches zero as fast as α −t at least, so α determines the minimum stability degree of system (40). Moreover, (38) is optimal for the modified discrete-time LQR problem (33) and (34).
2) COOPERATIVE DESIGN USING MLQR
For the discrete-time LMAS, we assume that A is unstable, i.e., the spectral radius ρ(A) > 1. The well-known synchronization condition is stated as follows. Lemma 3 [33] : Let λ s (s ∈ N ) be the eigenvalues of L + G. For system (8) , under Assumption 1, the synchronization is reached if and only if
(41) Accordingly, to obtain the desired convergence speed, one must design c and K such that all eigenvalues of (41) 
(43) Proof: From (39), we obtain
Therefore, if
then I n − θ 2 > 0. The Lemma is proven.
Theorem 2:
The distribute protocols (6) using the control gain
solve the consensus problem with at least a stability of α −1 if
where θ is given by (45). Proof: Using Lemma 4, we obtain
The proof is completed.
3) MODEL-FREE DISTRIBUTED COOPERATIVE DESIGN VIA ADP
In this subsection, the RL algorithm [34] is used to solve the MLQR problem, where the value function and control law are updated by recursive iterations online using data measured along the system trajectories. For an arbitrary stabilizing K i , the DARE becomes
Instead of directly solving the DARE, a Q-learning algorithm is developed, which solves the DARE online without using any system knowledge. Define the Q-function as
Note that the kernel function is H = H T . The optimal necessary condition for (50) yieldŝ
uu H ux x(t).
(51) VOLUME 6, 2018 From the definition of the Q-function, one can introduce the Q-learning algorithm to solve (39) online without knowing (A, B) .
Note that the Q-function must satisfy the Bellman equation, so it holds that
Then, the Bellman equation (52) is transformed into
As follows, the policy iteration (PI) will be used to obtain the optimal control.
Algorithm 2 1) With the control policy u(t)
4) Set i ← i + 1; run Step 2 and 3 until H j+1 − H j < ξ , where ξ > 0 is the specified threshold. 5) Chooseû(t) = K jx (t) to be the optimal policy. Note that
Then, ω max can be estimated based on the maximum eigenvalue of H xu H −1 uu H ux . Remark 3: The convergence of Algorithm 2 can be proven as shown in [34] . By using the Q-function, the PI algorithm can be performed online without the system knowledge based on least squares (LS) using the data tuple of H j , H j+1 and ρ j , which is measured along the system trajectories with
Remark 4: Policy-iteration-based adaptive optimal control schemes require a persistent excitation condition (PE) [34] , [35] to ensure that the state space is sufficiently explored. If the state almost converges to the desired position and becomes stationary, the PE is no longer satisfied. An exploratory signal consisting of sinusoids of varying frequencies can be added to the control input to qualitatively ensure the PE. 
IV. SIMULATION
In this section, two simulation examples are provided to demonstrate the effectiveness of the developed procedures.
Example 1: Continuous-time case: Let's consider the following continuous-time LMAS with 6 nodes:
The considered communication topology is described in Fig. 1 . The minimum eigenvalue of L+G is λ min = 2. Choose the coupling gain c = 2/λ min = 1. We select Q = I 3 and R = I 2 . By setting α = 2 and solving Riccati equation ( The consensus is provided in Fig. 2 , where the consensus is reached in 3 s. When the system knowledge is unavailable, we apply Algorithm 1 to the LMAS. The initial stabilizing gain to (A + 2I 3 , B) is selected as K 0 = −4 0 −4 0 1 0 . To determinê P i and K i+1 , 500 sample points are collected. The PI convergence is obtained after 6 iterations until P i −P i−1 < 10 −6 ; then, we obtain The convergence process of P i toP is shown in Fig. 3 . The state trajectories of the MAS are shown in Fig. 4 , and the convergence process of K i to K MLQR is shown in Fig. 5 . As observed, the developed model-free algorithm can obtain the optimal feedback control without using the system knowledge.
Example 2: Discrete-time case: Consider the following discrete-time identical LMAS with four nodes:
The eigenvalues of A are 1.2071 and −0.2071, so the uncontrolled systems are unstable. The components of the After a simple computation, we choose the coupling gain c = 1. The consensus of the MAS is shown in Fig. 7 . If the system knowledge is unavailable, Algorithm 2 is performed for the MAS. The initial stable gain is selected as K 0 = [0. 
Since H = H T , it is shown the convergence process of the upper triangular components of H in Fig. 8 . The error between the ideal H and the iterative H j is shown in Fig. 9 . The state trajectories of the agent system are illustrated in Fig. 10 .
V. CONCLUSION
This paper has resolved the cooperative control problem for completely model-free linear multi-agent systems using ADP algorithms. The MLQR optimal design method has been used to ensure that the consensus is achieved at a specified consensus speed. Sufficient conditions for consensus have been derived. Then, ADP-based model-free algorithms have been developed to obtain the distributed protocols based on the proposed consensus design method. Moreover, the specified consensus speed can be guaranteed. Two simulation examples have been given to demonstrate the validity of the proposed algorithms.
