Abstract. We consider an "enhanced symmetric space", which is a prehomogeneous vector space. This vector space is intimately related to a double flag variety studied in [8] . On a distinguished open orbit called "enhanced positive cone", we consider a zeta integral with two complex variables, which is analytically continued to meromorphic family of tempered distributions. One of the main results of this paper is to establish a precise formula for the meromorphic continuation which clarifies the location of poles (and may be useful to obtain residues). We also compute the Fourier transform of the zeta distribution and obtain a functional equation with explicit gamma factors.
Introduction
Zeta distributions or zeta integrals are studied extensively by many authors. Most classical one is the Tate's zeta integral: for a Schwarz function ϕ ∈ S (R),
The integral converges for Re s > −1 and admits a meromorphic continuation to all the complex plane. A generalization is the Godement-Jacquet zeta integral:
ϕ(z)|det z| s dz, with obvious notations. Also we can consider zeta integrals over the space of symmetric matrices Sym n (R). In this case, we will consider the integral over the set of matrices with a fixed signature: Ω(p, q) = {z ∈ Sym n (R) | sgn(z) = (p, q)} (p + q = n). These zeta integrals are important in number theory since they produce zeta functions for lattices. Around 1970's, by T. Shintani and M. Sato ([15] ), these zeta integrals are generalized to those for prehomogeneous vector spaces. Let G C be a reductive algebraic group and assume that it linearly acts on a vector space V C with an open orbit O. In other words, the pair (G C , V C ) is a prehomogeneous vector space, which is abbreviated to PV. For the properties of PV, readers may refer to [6] or [15, 16] . To proceed further, we assume that S = V C \ O is an irreducible hypersurface which implies the existence of a unique fundamental relative invariant P (z) ∈ C[V C ] and S is defined by P (v) = 0.
Let V R be a real form of V C on which G R acts. Then V R \ {z ∈ V R | P (z) = 0} breaks up into several open G R orbits:
On each O i , we define a zeta integral
regarded as a tempered distribution. For these zeta integrals, Sato and Shintani proved a fundamental theorem which states (1) existence of a meromorphic continuation of the distribution in the parameter s ∈ C; (2) duality with respect to the Fourier transform, which is called functional equations. This theorem is very powerful and investigated by many authors, but in practice, it needs a serious work to determine the meromorphic continuation (e.g., to locate poles or to obtain residues) and to deduce explicit functional equations. It is out of the authors' scope to list all the relevant works which study explicit forms of zeta integrals and their properties. However, among many of them, we would like to mention [17, 19, 18, 9, 7, 4, 1, 2, 13, 14, 3] and references therein. Later, Fumihiro Sato generalized the fundamental theorem to several complex variables ( [10, 12, 11] ).
In this note, we will study the above two problems for a prehomogeneous vector space called an "enhanced symmetric space" associated with a double flag variety (see [8] ). In this case, there are two fundamental relative invariants so that we consider a zeta integral in two complex variables s = (s 1 , s 2 ). We get an explicit meromorphic continuation (or gamma factors) indicating poles (Theorem 2.2) and also explicit functional equations in the case of "enhanced positive cone" (Theorems 3.4 and 5.2). To state the results more precisely, we need to prepare the notations and settings.
Enhanced zeta integral and its meromorphic continuation
Let V = Sym n (R) be the space of real symmetric matrices. Then V inherits a structure of Euclidean Jordan algebra (see [5] ). Let us denote E = M n,d (R), a representation space of V , where z ∈ V acts on E by the left multiplication and as a consequence it admits a natural action of L = Str (V ) = GL n (R), the structure group of the Jordan algebra V . On the other hand, E can be regarded as a direct sum of d-copies of the natural representation R n of V . This allows an action of H = GL d (R) on E by the right multiplication. Consider a direct sum
If we extend the base field R to C, the space
is a prehomogeneous vector space with the action of G C and it has only finitely many G C orbits.
In the theory of prehomogeneous vector spaces, relative invariants and their b-functions play important roles. If d ≤ n, the fundamental relative invariants in C[W C ] (the space of regular functions, or polynomials over W C ) are given by
where P 1 (respectively P 2 ) is associated with the character
is regular we can rewrite
and this is the reason why we put (−1) d in the definition of P 2 . If z is a positive definite (real) symmetric matrix and y is also a real matrix, P i (z, y) (i = 1, 2) are both positive. Any relative invariants are of the form P with m 1 , m 2 ∈ Z ≥0 . If d > n, the relative invariant P 2 (z, y) above vanishes identically, and only P 1 survives. In fact, in this case, any relative invariants are some powers of P 1 . Thus, throughout this paper, we always assume the inequality d ≤ n.
For the fundamental relative invariants P 1 and P 2 , let us describe b-functions in two variables. We denote by P * i (∂ z,y ) a constant coefficient differential operator which is defined by
Tr zw+Tr t y x (z, w ∈ V, y, x ∈ E, i = 1, 2).
Proposition 2.1 ([20, Propositions 6 & 7]).
Let s = (s 1 , s 2 ) ∈ C 2 be a pair of complex variables. We put
Then the following Bernstein-Sato identity holds:
The polynomials
Let us return back to the base field R. There is a unique open orbit over C, but it breaks up into several open orbits over R. It is not difficult to parametrize all of them (see Lemma 3.1 below), and among them, there is a distinguished open orbit denoted as
where Ω = Sym + n (R) is the space of real positive symmetric matrices (a homogeneous symmetric cone contained in V in the terminology of [5] ) and M
• n,d (R) is the set of full rank matrices in E = M n,d (R). We call Ω an enhanced positive symmetric cone.
We are interested in the following integral on Ω, which is called an enhanced zeta integral (or distribution).
Here s = (s 1 , s 2 ) are complex parameters and ϕ(z, y) ∈ S (W ) is a rapidly decreasing function (Schwarz function). The measures dz and dy are (restriction of) Lebesgue measures. The integral converges if Re s 1 , Re s 2 ≫ 0 are sufficiently large, and for the rest of s, we will consider analytic continuation as a tempered distribution. For this, we need some more notation. For a non-negative integer k ≥ 0 and α ∈ C, we put
and for our enhanced positive cone Ω, define
Then the standard arguments of the meromorphic continuation using b-functions together with Proposition 2.1 prove the following theorem.
Theorem 2.2 (Meromorphic Continuation). The zeta integral normalized by the gamma factor
is extended to an entire function in s = (s 1 , s 2 ) ∈ C 2 for any ϕ ∈ S (W ). In other words, Z Ω (ϕ, s) can be extended to a meromorphic function with possible poles specified by the gamma factor Γ Ω (s).
Fourier transform and a functional equation
The enhanced positive cone Ω is one of them. restricted to [y] . Note that there is a natural condition on the signature which is induced from z −1 (or z). See § 5.1 for details.
Our zeta integral Z Ω (ϕ, s) is considered to be a tempered distribution supported in the closure of Ω. Let us calculate the Fourier transform of the distribution.
Write z = (z, y) and we denote the integral kernel by
We define a positive definite inner product on 2) and the Euclidean Fourier transform F ϕ = ϕ is defined as usual:
Note that the Fourier inversion becomes
because of the normalization of the inner product.
To state the result, we need a definition of the boundary value distribution of an analytic function, i.e., a hyperfunction. We do not need a general theory, so we just put Ξ s ( w) = P 1 (+0 + 2πiw, x)
where v ∈ Ω = Sym + n (R) moves to 0 in the positive cone. This is a well defined distribution supported in the whole W interpreted as
for a test function ϕ ∈ S (W ) (at least for Re s 1 , Re s 2 ≥ 0, and then apply an analytic continuation). Notice that if Re s 1 ≥ 0 and Re s 2 ≥ 0, then we can take a limit v ↓ 0 inside the integral, and we get Ξ s ( w) = (2πi)
with an appropriate choice of the branch of exponents. In particular, we get
(delta distribution supported in the origin). 1
, where c(s) = (2π)
and Γ k (α) is given in (2.1). In particular, K + s has a pole at s = − 1 2
(d + 1, n) and there the first residue is a constant multiple of the delta distribution:
Corollary 3.5. If ϕ ∈ S (W ) is supported in the closure of the enhanced positive cone Ω, we get a functional equation:
(−2πi)
Remark 3.6. For d = 1, Suzuki [19] proved the analytic continuation (Theorem 2.2) and the formula for Fourier transform (Theorem 3.4) above.
In a general theory of zeta integrals for several variables, in an abstract way, these formulas are already established by F. Sato ([10, 12, 11]) as we mentioned above, but determining explicit gamma factors/constants or residues with the location of poles are different issues. Recently the authors were informed that F. Sato has obtained explicit formulas in the present case, or rather, its "partial dual" (unpublished). We thank Professor F. Sato for sending us a draft on this subject.
Proof of the formula of the Fourier transform
Let us explain how to prove Theorem 3.4. For that purpose, we suppose a test function is a product of functions in separate variables so that ϕ( z) = ϕ 1 (z)ϕ 2 (y). By the definition of the Fourier transform of a distribution, we have
4.1. Fourier transform of the determinant of quadratic maps. Let us denote the first integral in (4.1) over y ∈ E by I 1 (z). Now write z = t g g for some g ∈ L. Since z is a positive definite symmetric matrix, this is certainly possible and even g can be taken from the lower triangular Borel subgroup. Then, after replacing y by t g y, we get
It is easy to check that ϕ 2 (
is the left translation. Thus, if we put ψ(x) = L g ϕ 2 (x) temporarily,
which is the Fourier transform of the complex power of the determinant of the quadratic map Q(y) = t y y associated to the representation of the Jordan algebra V d = Sym d (R). Do not confuse this with our Jordan algebra V = Sym n (R). For this, we have the following Lemma 4.1 ([4, Theorem 2]; see also [16] ). Under the setting above and a complex variable α ∈ C, we have
Remark 4.2. Note that our normalization of the Fourier transform is different from Clerc's. Also we emphasize that Q(y) = t y y is the quadratic map associated to the Jordan algebra
The formula in the above lemma is the zeta integral of PV (GL n (C), M n,d (C)), and in this sense, M. Sato gave it as an 'exercise' (or an example of such formulas) in his fundamental paper [16] on the theory of PV. On the other hand, Clerc [4] studied representations of Euclidean Jordan algebras in general, and he established a formula for Fourier transform of the determinant of quadratic maps associated to the representations in a broader context. From this lemma, we continue
Then the formula (4.1) becomes
4.2. Laplace transform over the positive cone and the gamma constants. To compute the integral in (4.2) with respect to z, we put a convergence factor e − Tr zv 2 (v ∈ Ω) and then take limit v ↓ 0. Thus, we consider an integral below (α := s 1 + s 2 + d/2, β := −s 2 − n/2).
Since the last integral over z is analytic in the variable v 2 + 2πiw ∈ Ω + iV ⊂ V C , we first calculate it when w = 0, then make an analytic continuation. Thus we are to consider
Substituting t v zv by z, we obtain
The following lemma is easy to derive.
Therefore from the lemma, we get
We call γ(α, β) := Φ(I d ) gamma constant. Since det(
which can be expressed in terms of Gindikin's gamma function. 
]). The gamma constant is given by
Now, summing up all the relevant information, we get
and
After substituting α = s 1 + s 2 + d/2, β = −s 2 − n/2 and comparing with (4.2), we get Theorem 3.4. The proof is completed.
Functional equation for the positive cone
Here we will rewrite Theorem 3.4 to express the Fourier transform as a linear sum of distributions supported in open orbits. 
the set of all z = (z, y) ∈ W with sgn z = (p, q) and sgn( t y z −1 y) = (p ′ , q ′ ) make up an open orbit, which we will denote by O ρ . Note that sgn( t y z −1 y) is the same as that of z −1
[y] . In § 3 we introduced the boundary value distribution Ξ s (z, y) which is real analytic in z = (z, y) and meromorphic in s = (s 1 , s 2 ). On the other hand, we have a tempered distribution supported in each open orbit O ρ :
By analytic continuation, the equation is valid for any s ∈ C 2 if both sides are interpreted as meromorphic functions.
Proof. The proof is straightforward, but we give it shortly for the convenience of the readers. 
Notice that det g t g = |det z| and det h t h = |det t y z −1 y|. Since by the assumption Re s 1 , Re s 2 > 0 holds and we can take the limit v ↓ 0 in any way. So we choose v 0 = t1 n (t > 0) as a scalar matrix and take the limit t ↓ 0. 
