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We show that the gravitational wave source counts distribution can test how gravitational ra-
diation propagates on cosmological scales. This test does not require obtaining redshifts for the
sources. If the signal-to-noise ratio (SNR, ρ) from a gravitational wave source is proportional to
the strain then it falls as R−1, thus we expect the source counts to follow dN/dρ ∝ ρ−4. How-
ever, if gravitational waves decay as they propagate or propagate into other dimensions, then there
can be deviations from this generic prediction. We consider the possibility that the strain falls as
R−γ , where γ = 1 recovers the expected predictions in a Euclidean uniformly-filled universe, and
forecast the sensitivity of future observations to deviations from standard General Relativity. We
first consider the case of few objects, 7 sources, with a signal-to-noise from 8 to 24, and impose a
lower limit on γ, finding γ > 0.33 at 95% confidence level. The distribution of our simulated sample
is very consistent with the distribution of the trigger events reported by Advanced LIGO. Future
measurements will improve these constraints: with 100 events, we estimate that γ can be measured
with an uncertainty of 15%. We generalize the formalism to account for a range of chirp masses and
the possibility that the signal falls as exp(−R/R0)/Rγ .
I. INTRODUCTION
Advanced LIGO’s detection of gravitational waves
(GW) has opened a new window into the universe.
This breakthrough detection will enable novel in-
sights into the astrophysics of black holes, stellar
evolution and fundamental physics.
Gravitational waves from supermassive black hole
binary inspirals are powerful ”standard sirens” with
well defined luminosity distances [1]. If we can iden-
tify astrophysical counterparts to the gravitational
wave events, then the combination of redshift mea-
surements and luminosity distances can be a power-
ful probe of cosmology and the nature of gravity [2–
4].
What if we can not identify the astronomical coun-
terparts to gravitational wave events? This paper
will emphasize that we can use the predicted source
counts distribution as a probe of gravitational wave
propagation. If the sources were at cosmological dis-
tances, then their statistical properties could be used
as a probe of the geometry of the universe [5]. How-
ever, even gravitational wave sources in the nearby
universe can provide an important test of how grav-
itational waves propagate over large distances. At
z << 1, we expect that the source counts should go
as dN/dρ ∼ ρ−4 where ρ is the source strength or
alternatively the signal-to-noise ratio (SNR) of the
event. However, if the gravitational wave signal de-
cays or loses energy while travelling, perhaps due to
propagation effects in the bulk [6, 7], or if the gravi-
ton can decay into composite particles [8], then this
∗ erminiac@astro.princeton.edu
will alter the source counts distribution. Thus, even
without identifying counterparts, we can use GW
sources to constrain gravitational wave physics.
The paper is organized as follows. In Sec. II we
summarize the gravitational wave definitions and ob-
servations useful for our work. We derive in Sec. III
a model for the GW source counts that we will use in
Sec. IV to constrain the propagation of the gravita-
tional signal with simulations of future observations.
We conclude and discuss our findings in Sec. V.
II. GRAVITATIONAL WAVE DETECTION
Gravitational wave signals can be split into three
broad groups: (i) transient signals with a duration
between a millisecond and several hours (e.g., emit-
ted by compact binary coalescences of two neutron
stars (NS-NS), or a neutron star and a black hole
(NS-BH), or two black holes (BH-BH)); (ii) long-
duration signals continuously emitted (from e.g.,
spinning neutron stars); and (iii) stochastic back-
grounds (arising from either cosmic inflation, cos-
mic strings, or from the superposition of unresolved
sources).
A signal is characterized by a dimensionless am-
plitude, strain or waveform, h, which will generate a
fractional change in length across an interferometer.
The detection of a GW signal is obtained by
comparing the data with some waveform templates
(when available). Searching for a small GW sig-
nal in a noisy environment will then depend on the
strength of the signal as well as on how accurately
the emission can be modelled, i.e., how accurately
templates can be built. The gravitational waveform
h depends on the GW energy, ΩGW, emitted by the
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2source; its Fourier transform as function of frequency
f is [9]:
|h˜(f)|2 = H20ΩGW(f)
3
8pi2
f−4 , (1)
where H0 is the Hubble constant. ΩGW(f) is pro-
portional to the energy spectrum, dE(f)/df , carried
off from the source by the gravitational waves. High-
significance detections will then be possible only for
very loud sources or for emitters with well under-
stood physics and accurate predictions for dE(f)/df .
In the case of very uncertain theoretical waveform
models (and weak signals), multi-messenger meth-
ods (e.g., measuring other associated emissions) will
be the only way to pin down the GW signal.
The theoretical prediction for dE(f)/df are known
with high accuracy (and depend on very few param-
eters) only for compact binary coalescences, making
these objects the most promising sources of grav-
itational waves, with tens of events per year ex-
pected [10, 11]. The GW emission will happen dur-
ing three evolutionary phases of such binary sys-
tems: the two component objects will have an in-
spiral regime (where the gravitational radiation is
produced by loss of energy and angular momentum)
that will continue until a stable orbit is reached; the
objects will then start a merging phase leading to a
plunge into a single component (single black hole or
hypermassive neutron star); at last the final object
will settle into a Kerr stationary quiescent state af-
ter undergoing a ringdown phase. The chirp mass
(a non-linear combination of the masses of the two
initial objects) of the system is the main parame-
ter determining amplitude and frequency evolution
of the gravitational wave signal.
The main method used to detect GW emission
from binary systems is to built an optimally match-
filtered signal-to-noise ratio (SNR) by integrating
the data against theoretical waveforms divided by
the spectral noise density Sn(f) of the detectors.
The average SNR over an ensemble of noise realiza-
tion at fixed incident waveform is given by [12–14]:
SNR2 = 4
∫ ∞
0
|h˜(f)|2
Sn(f)
df . (2)
For its current analysis, the LIGO team is requir-
ing that detections must have SNR above a certain
cut defined by a small probability of false events, in
both of its detectors. A minimum value, SNRmin,
will set a threshold for trigger events. As the gravi-
tational wave experiments grow in number and sen-
sitivity, this threshold will likely evolve.
The signal-to-noise from a source will however de-
pend on the distance to the source and its chirp
mass. The detector noise will in fact determine
the strength of the weakest signals that can be de-
tected, and thus the distance to which a given type
of source can be seen. In the case of the advanced
detectors currently at work, NS-NS, NS-BH, BH-BH
systems, with typical black hole masses up to a few
tens of solar masses will be visible out to hundreds
of Mpc [15].
Assuming that the source population is local, the
GW signal-to-noise ratio scales inversely with the
luminosity distance and follows a universal distribu-
tion function of the detection threshold [16, 17]. If
the source distribution covers a wide range of red-
shift, then both cosmology and source evolution will
alter the events distribution.
A. Observations from Advanced LIGO
Advanced LIGO [18] is one of the ground-based
experiments contributing to a world-wide network
of detectors (including LIGO [18], Virgo [19] and
GEO600 [20] currently operating, and with KA-
GRA [21] and Ligo-India [22] joining in the next few
years) designed to capture the gravitational wave
signal. To extend the success of the initial and En-
hanced LIGO science runs (see e.g., [23–32]), Ad-
vanced LIGO will gradually lower the sensitivity by
approximately a factor of ten relative to LIGO, cor-
responding to a detection volume a factor of about
a thousand bigger. Moreover, the improved sensi-
tivity will open a new window for detection at low
frequencies, extending the low end of the band from
40 Hz to 10 Hz.
Advanced LIGO had a first four months observing
run from September 2015. The improvement in sen-
sitivity successfully resulted in the high-significance
detection (SNR ∼ 24) of a merging BH-BH system,
GW150914, followed during the full evolution from
the inspiral to the ringdown from both the Han-
ford and Livingston detectors [33]. Other 6 trig-
ger events were also observed at lower significance
(8 < SNR < 10), with one other event marginally
detected above background [34]. The detections are
reported from matched-filter analyses for systems
with low false rate probability and above a threshold
for triggers of SNRmin= 8.
III. SOURCE COUNTS AS A TEST OF
GRAVITATIONAL WAVE PHYSICS
General Relativity (GR) has been extremely suc-
cessful in describing an enormous number of grav-
ity processes over a wide range of scales and many
cosmic epochs (see [35] for a review). Gravita-
tional waves contribute to testing gravity by access-
3ing the most extreme gravitational regimes as well
as non-luminous mysterious objects, with the ad-
ditional advantage of travelling from the source to
the observer without interference or attenuation (in
standard models of gravity) [4]. We derive here a
parametrization offering a new method to test GW
theory by probing the propagation of the gravita-
tional wave signals in the local universe.
A. Source counts scaling predictions
In the standard theory of gravity, in a uniformly-
filled universe, the signal-to-noise associated to a
low-redshift GW source (z << 1) at a distance R
scales as:
ρ ∝ 1/R , (3)
so that:
R(ρ) ∝ 1
ρ
, (4)
dR ∝ − 1
ρ2
dρ . (5)
The radial distribution of the sources should be
Euclidean and follow:
dN
dR
∝ R2 . (6)
We can now write the expected source counts us-
ing the chain rule:
dN
dρ
=
dN
dR
dR
dρ
= Aρ−4 , (7)
where A is a constant. A encodes the dependence
on the source population that we have integrated
out here because it does not affect the slope of the
distribution.
In the case of departures from the standard prop-
agation of the signal, let’s assume that the signal-to-
noise scales with a γ power:
ρ ∝ 1/Rγ , (8)
R(ρ) ∝ 1
ρ1/γ
, (9)
dR ∝ − 1
γ
ρ−1/γ−1dρ . (10)
The differential number counts will now be:
dN
dρ
= A(γ)ρ−3/γ−1 , (11)
where the normalization constant is now degenerate
with the γ slope of the function.
Finally, we choose to renormalize the counts and
work with:
dN
dρ
|norm = C dN
dρ
/
dN
dρmin
= C
( ρ
ρmin
)−3/γ−1
, (12)
where C is a constant depending on the number of
sources observed and their distribution (C ∼ 3/γ ×
Nobjects). ρmin is the minimum signal-to-noise ratio
with which the data will be reported. We will refer
to dN/dρ|norm as dN/dx with x = ρ/ρmin.
With this method we can pin down possible depar-
tures from the standard GW theory if in the mod-
ified theory of gravity the gravitational wave signal
gets modified while travelling and the power law in-
dex deviates from the prediction of γ = 1.
This derivation breaks down if the source sam-
ple extends to intermediate-to-high redshifts: in that
case evolution in the source distribution, and in the
cosmology, will modify how the SNR scales with dis-
tance. Departures from γ = 1 could indicate either
non standard propagation of gravity or evidence for
redshift evolution. With current knowledge we can-
not derive accurate predictions for the source evo-
lution and hence in this paper we will restrict the
source sample to objects at z << 1 so that the as-
sumption of uniform distribution is a good approxi-
mation. However, even in the case of future observa-
tions extending to higher redshift, one might choose
only low chirp mass events to select local sources and
work with this simplified derivation.
B. Generalized derivation including
dependence on chirp mass and signal cut-off
The source distribution might show deviations
from the standard power law predictions also if a sig-
nal cut-off is present. We now generalize the deriva-
tion of the previous section to include the depen-
dence on the chirp mass of the binary system and a
possible exponential cut-off in signal from a source.
As we noted above, for sources at low redshift,
their radial distribution should be Euclidean (from
Eq. 6) and their distribution of chirp masses should
be independent of R:
dN
dMc
∝ g(Mc) , (13)
where g(Mc) is some unknown function that de-
scribes the chirp mass. The signal also depends on
other properties of the inspiral - we could generalize
this derivation by replacing Mc with a vector that
contains all of the physical parameters that deter-
mine the signal-to-noise of the event. For each chirp
4mass Mc, we can define a maximum radius out to
which a signal can be detected over the threshold,
Rmax(Mc), so that the SNR can be written as:
ρ =
Rmax(Mc)
R
. (14)
Following the formalism introduced before, in a
non-standard GW theory, the above equation be-
comes:
ρ =
Rmax(Mc)
Rγ
. (15)
The source counts can now be written as:
d2N
dMcdρ
=
dN
dMc
dN
dR
dR
dρ
=
αg(Mc)Rmax(Mc)
3/γ
ρ3/γ+1
, (16)
where α is a constant.
Integrating over Mc we get again Eq. 11:
dN
dρ
= Bρ−3/γ−1 , (17)
where B is a constant. Non-standard gravity cor-
rections to Rmax are absorbed by the normalization
constant and do not impact the slope.
We now generalize further this derivation to ac-
count for an exponential cut-off in the signal. We
consider an exponential attenuation in the signal
with a characteristic decaying length-scale R0 and
derive the source distribution:
ρ =
Rmax(Mc)
R
exp(−R/R0) . (18)
This now yields an equation for R(ρ,Mc). Noting
that:
dR
dρ
= −1
ρ
RR0
R+R0
, (19)
the source counts distribution can be written as:
d2N
dMcdρ
=
αg(Mc)
ρ
R(Mc, ρ)
3R0
R(Mc, ρ) +R0
. (20)
We can now introduce again non-standard GW
propagation and write:
ρ =
Rmax(Mc)
Rγ
exp(−R/R0) , (21)
with:
dR
dρ
= −1
ρ
RR0
R+ γR0
, (22)
and the source counts distribution becomes:
d2N
dMcdρ
=
αg(Mc)
ρ
R(Mc, ρ, γ)
3R0
R(Mc, ρ, γ) + γR0
. (23)
This extended derivation will allow us to look for
both non-standard GW propagation and a possible
signal cut-off affecting the source distribution. How-
ever, the integral over Mc now can not be done an-
alytically so we would need to evaluate the likeli-
hood for each event as a function of Mc and SNR.
This will be possible only once Advanced LIGO has
provided the maximum detection distance as a func-
tion of black hole binary parameters. Non-standard
gravity corrections should be then consistently prop-
agated to the derivation of Rmax.
IV. ANALYSIS
We simulate observations of differential number
counts from the cumulative distribution of sources
detected at a given SNR above a threshold SNRmin.
We choose SNRmin= 8 based on the minimum SNR
for triggers in Advanced LIGO searches. The mini-
mum SNR value does not affect our results and when
real data of many detections will be available we will
work with the reported SNR and threshold of the
detections. We estimate the power law scaling of
the source distribution by comparing the simulated
source counts with the theory prediction of Eq. 12.
A. Likelihood and Sampling
Source counts follow Poisson statistics and are de-
scribed by a probability distribution:
P (di|λi) = e−λi λ
di
i
di!
, (24)
where, after dividing the data in Nb bins, di is the
number of objects in a bin i and λi is the mean value
of dN/dx in the bin.
The log-likelihood function describing our sample
is then [36]:
lnL = ln
Nb∏
i=1
P (di|λi) (25)
=
Nb∑
i=1
(diln(λi)− λi) . (26)
We ignore corrections to the likelihood due to cos-
mic variance, considering its contribution negligible
within the volume covered by our sample.
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FIG. 1. Differential source counts as function of normal-
ized SNR. The blue datapoints are 7 simulated observa-
tions with 8 < SNR < 24. The red curve is the model
best-fitting the data. We normalize both the data and
the model to have dN/dx = 1 at x = 1 and 0 at x→∞.
By tuning the size of the bins such that each bin
contains only one object, we calculate the lnL func-
tion per single object. This avoids the compression
of information into bins which is sub-optimal for pa-
rameter estimation.
We use emcee [37] to sample the lnL function and
to map out the posterior distribution of the parame-
ters of our model, C and γ. We then extract from the
chain marginalized distributions for each parameter.
In particular, we are only interested in constraining
the model by measuring the slope of the distribution
(and hence the gravity scaling) and C is not an in-
formative parameter. The exact value of C will vary
with the sample and we simply marginalize over it.
We impose a flat prior on both parameters with C
in the range [0,500] and γ varying in [0,5]. The lower
bounds of our ranges are motivated by physical as-
sumptions - we do not allow for negative counts and
for inverted gravity - while the upper bounds are
values that allow to sample the parameters space
without biasing the results, i.e., covering all of the
correlated region. We have however checked that
our results are robust and are unchanged if we leave
more freedom in the MCMC excursion.
B. Results
1. Few detections
We first consider the case of only few objects de-
tected. We use the GW event with SNR ∼ 24 re-
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FIG. 2. 1-dimensional posterior distributions and 2-
dimensional contours showing the 68% and 95% confi-
dence levels for the amplitude C and the slope parame-
ter γ from 7 sources. The vertical dashed line shows the
expected prediction for standard GW propagation.
ported by Advanced LIGO to predict the number
of other events at lower significance expected in the
standard scenario. Given Eq. 2, we expect:
< ρmax >= A(ρmax)
−4 exp
(
−1
3
A(ρmax)
−3
)
. (27)
We estimate the rate N0 by setting the mean of
the distribution < ρmax >= Γ(2/3)N
1/3
0 /3
1/3. Thus
we expect dN/dρ ∼ 1.2ρ3max/ρ4 and ∼ 10 events
above a SNRmin= 8 threshold. We then choose to
run our pipeline on a first case of only 7 objects
observed with 8 < SNR < 24. This simulation is
very consistent with the distribution of the trigger
events observed by Advanced LIGO.
The observed counts with the model best-fitting
the data are reported in Fig. 1. Here, we choose
to normalize both the data and the model to
have dN/dx = 1 at x = 1 and 0 at x → ∞.
The 1-dimensional posterior distributions and 2-
dimensional contours showing the 68% and 95% con-
fidence levels for the parameters of our model are
reported in Fig. 2. The resulting distributions show
that the low number of sources prevents a definitive
measurement of both the slope and the amplitude, a
higher amplitude is possible at the expenses of a tilt
in slope of the model. With only 7 objects one can,
however, already impose a lower bound on γ finding
a marginalized value of γ > 0.33 at 95% confidence
level, in agreement with the expectation of γ = 1.
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FIG. 3. Same as Fig. 2 but for a simulated sample of
100 objects spanning 8 < SNR <∞.
2. Many detections over a wide SNR range
To forecast the improvement in the constraints
achievable with the detections of many more sources,
as we expect from future data from LIGO and
VIRGO, we simulate 100 observations for standard
GW propagation (γ = 1) spanning a wider SNR
range, 8 < SNR < ∞ (1 < x < ∞), and re-run our
pipeline. With a factor of ∼ 10 more in the number
of detected sources and with the data extending to
larger SNR (then probing the slope of the curve over
a wider range) the standard scaling is recovered and
constrained with σ(γ) ∼ 0.15 (see Fig. 3). In this
case the data are also able to break the degeneracy
between the amplitude and the slope and measure
clearly both parameters at the same time.
It is important to notice that there are two main
factors improving the γ constraint: both the number
of objets and the extended range in SNR contribute
to the better measurement. We show this in Fig. 4
where the impact on the constraint from increasing
the number of objects in a wide, arbitrary chosen,
range of SNR is summarized. This can be explained
by thinking of a more numerous sample over a large
x range as a way to anchor the model and leave less
freedom for a tilt. However, the model is going to
0 at high x and detections with very high signal-to-
noise contribute very little to the measurement, fur-
ther additional information can be added by having
more objects and better sampling at intermediate
scales.
To push the constraint even further and reach a
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γ
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FIG. 4. Measurement of γ as function of the number of
objects detected. Curves from lighter to darker (distri-
butions from wider to narrower) show the improvement
achieved by increasing the number of sources.
percent level measurement of γ will require ∼10000
objects, which, according to current event rate es-
timates, will be possible only extending the source
sample to intermediate redshifts.
V. CONCLUSION
Advanced LIGO detectors have opened a new
window on the universe and provided a new probe
of fundamental physics. After the first high-
significance observation of GW from two black holes
merging and other possible candidates during the
first observing run in September 2015 of only 16
days, we expect hundreds of events per year once
the design sensitivity has been reached.
In this paper we have introduced a new method
that uses the distribution of many gravitational wave
sources (as we expect from future observations) in
the nearby universe as a probe of the propagation
of the gravitational wave signal. We test for the
first time the way gravity propagates by bounding
the power law scaling of the differential GW source
counts, dN/dρ ∝ ρ−3/γ−1, with γ = 1 recovering the
expected standard physics predictions. The model
does not require any information on the astronom-
ical counterpart to the gravitational wave events.
With future insight into the source population dis-
tribution and evolution this method can also be ex-
7tended to intermediate-to-high redshifts.
We first consider the case of few objects, 7 sources
with a signal-to-noise from 8 to 24, as expected for
lower-significance detections from Advanced LIGO.
We find that, with only 7 gravitational wave sources
in a narrow range of SNR, we can already impose
a lower bound on γ, finding γ > 0.33 at 95% con-
fidence level. We note that the distribution of our
simulated sample is very consistent with the distri-
bution of the trigger events observed by Advanced
LIGO. We then simulate more observations to fore-
cast the power of future data in constraining GW
physics using this method. We find that we can
achieve a sensitivity of σ(γ) ∼ 0.15 with 100 sources
over 8 < SNR <∞. We highlight how the constraint
on γ depends on the number of observed objects cov-
ering a wide SNR range.
This sensitivity will rule out, for example, rela-
tivistic MOND-like theories that would predict γ ∼
0.5.
We have extended our derivation to include in-
formation on the chirp mass of the sources or on
the possibility of a gravitational wave signal decay-
ing with a characteristic scale. Once the Advanced
LIGO team has provided the maximum detection
distance as a function of black hole binary parame-
ters, the formalism in this paper can also be used to
constrain this length scale.
ACKNOWLEDGMENTS
EC and NB are supported by Lyman Spitzer Fel-
lowships. We thank Neil Cornish, David Alonso and
Vera Gluscevic for useful comments on the initial
version of the paper posted, and Frans Pretorius for
enlightening discussions.
[1] D. E. Holz and S. A. Hughes, Astrophys. J. 629, 15
(2005), astro-ph/0504616.
[2] B. F. Schutz, Nature (London) 323, 310 (1986).
[3] C. Deffayet and K. Menou, Astrophys. J. L. 668,
L143 (2007), arXiv:0709.0003.
[4] The LIGO Scientific Collaboration and the
Virgo Collaboration, ArXiv e-prints (2016),
arXiv:1602.03841 [gr-qc].
[5] Y. Wang and E. L. Turner, Phys. Rev. D 56, 724
(1997), astro-ph/9603034.
[6] R. Caldwell and D. Langlois, Physics Letters B 511,
129 (2001), gr-qc/0103070.
[7] R. Maartens and K. Koyama, Living Reviews
in Relativity 13 (2010), 10.12942/lrr-2010-5,
arXiv:1004.3962 [hep-th].
[8] S. A. Hughes, S. Marka, P. L. Bender, and C. J.
Hogan, ArXiv Astrophysics e-prints (2001), astro-
ph/0110349.
[9] C. J. Moore, R. H. Cole, and C. P. L. Berry,
Classical and Quantum Gravity 32, 015014 (2015),
arXiv:1408.0740 [gr-qc].
[10] J. Abadie, B. P. Abbott, R. Abbott, M. Abernathy,
T. Accadia, F. Acernese, C. Adams, R. Adhikari,
P. Ajith, B. Allen, and et al., Classical and Quan-
tum Gravity 27, 173001 (2010), arXiv:1003.2480
[astro-ph.HE].
[11] B. P. Abbott, R. Abbott, T. D. Abbott, M. R.
Abernathy, F. Acernese, K. Ackley, C. Adams,
T. Adams, P. Addesso, R. X. Adhikari, and et al.,
ArXiv e-prints (2016), arXiv:1602.03842 [astro-
ph.HE].
[12] L. A. Wainstein and V. D. Zubakov, Prentice-Hall,
Englewood Cliffs, NJ (1962).
[13] C. Cutler and E´. E. Flanagan, Phys. Rev. D 49,
2658 (1994), gr-qc/9402014.
[14] E´. E´. Flanagan and S. A. Hughes, Phys. Rev. D 57,
4535 (1998), gr-qc/9701039.
[15] J. Miller, L. Barsotti, S. Vitale, P. Fritschel,
M. Evans, and D. Sigg, Phys. Rev. D 91, 062005
(2015), arXiv:1410.5882 [gr-qc].
[16] B. F. Schutz, Classical and Quantum Gravity 28,
125023 (2011), arXiv:1102.5421 [astro-ph.IM].
[17] H.-Y. Chen and D. E. Holz, ArXiv e-prints (2014),
arXiv:1409.0522 [gr-qc].
[18] LIGO Scientific Collaboration, J. Aasi, B. P. Ab-
bott, R. Abbott, T. Abbott, M. R. Abernathy,
K. Ackley, C. Adams, T. Adams, P. Addesso, and
et al., Classical and Quantum Gravity 32, 074001
(2015), arXiv:1411.4547 [gr-qc].
[19] F. Acernese, M. Agathos, K. Agatsuma, D. Aisa,
N. Allemandou, A. Allocca, J. Amarni, P. As-
tone, G. Balestri, G. Ballardin, and et al., Clas-
sical and Quantum Gravity 32, 024001 (2015),
arXiv:1408.3978 [gr-qc].
[20] H. Lu¨ck, C. Affeldt, J. Degallaix, A. Freise,
H. Grote, M. Hewitson, S. Hild, J. Leong, M. Pri-
jatelj, K. A. Strain, B. Willke, H. Wittel, and
K. Danzmann, Journal of Physics Conference Series
228, 012012 (2010), arXiv:1004.0339 [gr-qc].
[21] K. Somiya, Classical and Quantum Gravity 29,
124007 (2012), arXiv:1111.7185 [gr-qc].
[22] B. Iyer et al., LIGO-India Tech. Rep. (2011).
[23] B. P. Abbott, R. Abbott, F. Acernese, R. Adhikari,
P. Ajith, B. Allen, G. Allen, M. Alshourbagy, R. S.
Amin, S. B. Anderson, and et al., Nature (London)
460, 990 (2009), arXiv:0910.5772 [astro-ph.CO].
[24] J. Abadie, B. P. Abbott, R. Abbott, T. Acca-
dia, F. Acernese, R. Adhikari, P. Ajith, B. Allen,
G. Allen, E. Amador Ceron, and et al., Astrophys.
J. 715, 1453 (2010), arXiv:1001.0165 [astro-ph.HE].
[25] J. Abadie, B. P. Abbott, R. Abbott, M. Abernathy,
T. Accadia, F. Acernese, C. Adams, R. Adhikari,
8P. Ajith, B. Allen, and et al., Phys. Rev. D 82,
102001 (2010), arXiv:1005.4655 [gr-qc].
[26] J. Abadie, B. P. Abbott, R. Abbott, M. Abernathy,
T. Accadia, F. Acernese, C. Adams, R. Adhikari,
P. Ajith, B. Allen, and et al., Physical Review
Letters 107, 271102 (2011), arXiv:1109.1809 [astro-
ph.CO].
[27] J. Abadie, B. P. Abbott, R. Abbott, T. D. Abbott,
M. Abernathy, T. Accadia, F. Acernese, C. Adams,
R. Adhikari, C. Affeldt, and et al., Phys. Rev. D
85, 022001 (2012), arXiv:1110.0208 [gr-qc].
[28] J. Abadie, B. P. Abbott, R. Abbott, T. D. Abbott,
M. Abernathy, T. Accadia, F. Acernese, C. Adams,
R. Adhikari, C. Affeldt, and et al., Phys. Rev. D
85, 122007 (2012), arXiv:1202.2788 [gr-qc].
[29] J. Abadie, B. P. Abbott, R. Abbott, T. D. Abbott,
M. Abernathy, T. Accadia, F. Acernese, C. Adams,
R. X. Adhikari, C. Affeldt, and et al., Astrophys.
J. 760, 12 (2012), arXiv:1205.2216 [astro-ph.HE].
[30] J. Aasi, J. Abadie, B. P. Abbott, R. Abbott, T. D.
Abbott, M. Abernathy, T. Accadia, F. Acernese,
C. Adams, T. Adams, and et al., Phys. Rev. D 87,
022002 (2013), arXiv:1209.6533 [gr-qc].
[31] J. Aasi, J. Abadie, B. P. Abbott, R. Abbott, T. Ab-
bott, M. R. Abernathy, T. Accadia, F. Acernese,
C. Adams, T. Adams, and et al., Physical Review
Letters 112, 131101 (2014), arXiv:1310.2384 [gr-qc].
[32] J. Aasi, B. P. Abbott, R. Abbott, T. Abbott, M. R.
Abernathy, T. Accadia, F. Acernese, K. Ackley,
C. Adams, T. Adams, and et al., Physical Review
Letters 113, 231101 (2014), arXiv:1406.4556 [gr-qc].
[33] The LIGO Scientific Collaboration and the
Virgo Collaboration, ArXiv e-prints (2016),
arXiv:1602.03837 [gr-qc].
[34] The LIGO Scientific Collaboration and the
Virgo Collaboration, ArXiv e-prints (2016),
arXiv:1602.03839 [gr-qc].
[35] T. Baker, D. Psaltis, and C. Skordis, Astrophys. J.
802, 63 (2015), arXiv:1412.3455.
[36] W. Cash, Astrophys. J. 228, 939 (1979).
[37] D. Foreman-Mackey, D. W. Hogg, D. Lang, and
J. Goodman, Publications of the Astronomical So-
ciety of the Pacific 125, 306 (2013), arXiv:1202.3665
[astro-ph.IM].
