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Kapitel 1
Einleitung
In den letzten Jahren hat das Internet ein enormes Wachstum erlebt und
sich in ku¨rzester Zeit zu einem festen Bestandteil der Infrastruktur unse-
rer Gesellschaft entwickelt. Das Wachstum und die Dynamik des Internet
sind bislang ungebrochen — immer mehr Menschen und Firmen suchen Zu-
gang zum Internet und wickeln immer gro¨ßere Teile ihrer Gescha¨fte daru¨ber
ab. Gleichzeitig etablieren sich immer mehr Anbieter auf dem Markt, die
Kunden auf verschiedenste Art und Weise Zugang zum Internet bieten —
mit den verschiedensten Zugangstechniken und mindestens genauso vielfa¨lti-
gen Vertrags- und Gescha¨ftsmodellen. Aufgrund dieses raschen Wachstums
und Wandels, dessen Entwicklung kaum u¨berschaubar ist, besteht Bedarf
an Verfahren, die Leistungsfa¨higkeit von Internet-Zugangspunkten objektiv
und vergleichbar zu bestimmen.
So ist neben der Frage der verwendeten Zugangstechnik, also der Verbin-
dung zwischen Kunden und Anbieter, auch die Einbindung in das weltweite
Internet fu¨r die Leistungsfa¨higkeit eines Zugangspunktes von entscheiden-
der Bedeutung. Die Qualita¨t der Dienste verschiedener Anbieter kann sich
dabei sehr unterscheiden. Betreibt ein Anbieter leistungsfa¨hige und ausge-
wogene Verbindungen zu den anderen Teilen des Internet, so hat er dadurch
in der Regel zusa¨tzliche Aufwendungen gegenu¨ber einem Anbieter, der al-
lein auf niedrige Kosten achtet. Es kann fu¨r einen Benutzer aber durchaus
von Vorteil sein, bei einem vermeintlich ”teureren“ Anbieter Kunde zu wer-
den, wenn dort das Preis-/Leistungsverha¨ltnis fu¨r seinen spezifischen Bedarf
besser ist oder wenn bestimmte Anwendungen erst durch eine hochwertige
Internet-Anbindung mo¨glich werden.
Dies wurde auch außerhalb der engeren Fachwelt bereits als Problem
erkannt [52, 53]. Allerdings gibt es fu¨r die Leistungsfa¨higkeit der Internet-
Anbindung bislang kein allgemein anerkanntes Maß, das einen direkten Ver-
gleich der Gesamtleistung verschiedener Zugangspunkte erlauben wu¨rde und
u¨ber das Testen einiger willku¨rlich ausgewa¨hlter Internet-Verbindungen hin-
ausgeht.
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1.1 Ziel der Arbeit
Ziel der vorliegenden Arbeit ist es, Maße und Methoden zu entwickeln und
zu untersuchen, mit denen die Einbindung eines Internet-Zugangspunktes in
das Internet leistungsma¨ßig bewertet werden kann.
Dazu sollen geeignete Gro¨ßen definiert und praktikable Messmethoden
entwickelt und untersucht werden. Um die praktische Bedeutung dieser Gro¨-
ßen fu¨r den Endbenutzer sinnvoll einscha¨tzen zu ko¨nnen, sollen die Auswir-
kungen der messbaren Gro¨ßen auf die Performance von typischen Internet-
Anwendungen untersucht werden.
Wichtige Kriterien fu¨r das zu entwickelnde Instrumentarium sollen sein:
Objektivita¨t, das heißt Unabha¨ngigkeit von willku¨rlich ausgewa¨hlten Mess-
strecken, statistische Aussagekraft der Ergebnisse, sowie die praktische An-
wendbarkeit.
1.2 Begriffsbestimmungen und Modelle
In diesem Kapitel werden zuna¨chst einige Begriffe definiert und erla¨utert
sowie einige Modelle vorgestellt, die von grundlegender Bedeutung fu¨r die
vorliegende Arbeit sind und die im folgenden ha¨ufiger verwendet werden.
Mit dem Pfeil ↑ gekennzeichnete Begriffe werden an anderer Stelle in diesem
Kapitel definiert oder erla¨utert, gegebenenfalls weiter unten.
Protokoll Ein Protokoll (”protocol“) ist eine Menge von Regeln, die den
Informationsfluss in Kommunikationssystemen steuern [30].
Host Unter einem Host wird im folgenden eine elektronische Datenver-
arbeitungsanlage verstanden, die von ihrer Ausstattung her dazu geeignet
ist, mit anderen Hosts unter Verwendung der ↑TCP/IP-Protokolle Daten
auszutauschen. Beispiele sind Computer im Sinne von Arbeitsplatzrechnern
oder auch Servern, aber auch bestimmte Drucker und andere Peripheriege-
ra¨te sowie ↑Router.
Netz Ein Netz (”net“, ”network“) ist eine Menge von Punkten, die u¨ber
Kommunikationsleitungen miteinander verbunden sind [19]. Dies ist eine
sehr allgemeine Definition. Sie la¨sst sich von Fall zu Fall konkretisieren,
indem das Netz beispielsweise auf die Verwendung einer bestimmten Technik
beschra¨nkt wird. So ist ein Ethernet-Netz eine Menge von Gera¨ten, die
mittels Ethernet-Technik [33] verbunden sind.
Ein IP-Netz ist eine Menge von Hosts, die so miteinander verbunden
sind, dass sie unter Verwendung des Protokolls ↑IP Daten austauschen ko¨n-
nen. Es la¨sst sich in erster Na¨herung gut durch einen zusammenha¨ngenden
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Graphen mit vielen Knoten und beliebigen Kanten zwischen den Knoten dar-
stellen. Jeder Knoten steht dabei fu¨r einen Host, jede Kante fu¨r eine Kommu-
nikationsleitung. In IP-Netzen unterscheidet man verschiedene Klassen von
Hosts und verwendet in Abha¨ngigkeit der Klasse bestimmte Bezeichnungen.
Das Hauptkriterium dafu¨r ist die Zahl n der Kanten eines Knotens:
n = 0 Dies ist ein isolierter Host ohne Verbindung zu anderen Hosts.
n = 1 Ein einfacher Host hat genau einen Anschluss an ein IP-Netz. Bei-
spiele sind normale Arbeitsplatzrechner, PC oder auch Server-Rechner.
n > 1 Hier muss man zwei Fa¨lle unterscheiden und zwar in Abha¨ngigkeit
davon, ob auf dem Host ↑Routing betrieben wird. Ist dies der Fall,
so wird der Host Router genannt, andernfalls spricht man von einem
Multi-Homed Host.
Als Router la¨sst sich normalerweise jeder Computer mit vollsta¨ndigem
↑IP-Protokoll und mehreren Netz-Interfaces einsetzen. In der Regel
verwendet man dafu¨r jedoch spezielle Gera¨te, die von Ihrer Hardware
und von ihrem Betriebssystem her auf diese Aufgabe spezialisiert sind.
Ein Multi-Homed Host ist in der Regel ein Server- oder Arbeitsplatz-
rechner mit besonderen Anforderungen, etwa mit großem Bedarf an
Bandbreite oder Zuverla¨ssigkeit, der von einem Netz-Interface allei-
ne nicht gedeckt werden kann; oder mit der Anforderung, von einem
Rechner aus auf verschiedene ↑Internet-Zugangspunkte zugreifen zu
ko¨nnen.
Internet Das Internet ist ein weltweiter Zusammenschluss von ↑IP-
Netzen. Die Organisation IETF (Internet Engineering Task Force [35])
entwickelt, beschreibt und definiert die im Internet verwendeten Protokolle
und die Organisation ICANN (Internet Corporation for Assigned Names
and Numbers [26]) organisiert die eindeutige Vergabe von ↑Adressen, Namen
und Protokollbezeichnern im Internet.
Die IETF vero¨ffentlicht die Internet-Protokolle sowie grundlegende Re-
geln zum Betrieb des Internet in einer Dokumenten-Reihe mit dem Namen
RFC (”Request For Comments“). Jedes Dokument dieser Reihe bekommt
eine eindeutige, fortlaufende Nummer, ist o¨ffentlich und steht auf den Ser-
vern der IETF jedermann kostenlos zu Verfu¨gung. Ein einmal vero¨ffentlich-
tes RFC-Dokument kann nachtra¨glich nicht mehr vera¨ndert werden. Es kann
aber in bestimmten Fa¨llen von neueren RFC-Dokumenten erga¨nzt oder ab-
gelo¨st werden.
Die Gesamtheit der im Internet eingesetzten Protokolle wird oft kurz als
TCP/IP bezeichnet, da ↑IP und ↑TCP die wichtigsten und bekanntesten
Protokolle des Internet sind.
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Dienst Ein Dienst (”service“) ist eine Menge an Funktionen, die eine
Schicht (”layer“) einem Benutzer (”client“) anbietet [30].
Paket Ein Paket ist eine Menge von Bit, einschließlich solcher fu¨r Daten-
und fu¨r Protokollinformationen, die in einem Verbund u¨ber ein Paket-
orientiertes Netz u¨bertragen wird [30].
Adresse Eine Adresse ist ein eindeutiger Bezeichner fu¨r den Ort be-
stimmter Daten oder fu¨r ein intelligentes Gera¨t [30].
Eine IP-Adresse ist nach der heute u¨blichen Version 4 des IP-Protokolls
eine 32 Bit umfassende Zahl, die eindeutig einen Host kennzeichnet. Die
eindeutige Vergabe von IP-Adressen wird von der ICANN beziehungsweise
von von ihr beauftragten Institutionen geregelt. Die u¨bliche Schreibweise
fu¨r IP-Adressen sieht vor, die vier Byte der 32-Bit-Zahl einzeln dezimal
auszuschreiben und mit Punkten zu trennen. Beispiel: 134.95.129.25
Schichtenmodell Dem Internet liegt ein dem ISO/OSI-Referenzmodell
[72] a¨hnliches, aus mehreren Schichten bestehendes Modell zu Grunde. Da-
bei liegen verschiedene Schichten u¨bereinander, denen jeweils bestimmte
Funktionen zugeordnet sind, die mit Hilfe geeigneter Protokolle erbracht
werden. Jede Schicht nutzt Dienste der na¨chst tieferen Schicht, um mit ei-
nem bestimmten Mehrwert ihrerseits Dienste fu¨r die na¨chst ho¨here Schicht
zu erbringen.
Wa¨hrend das ISO/OSI-Referenzmodell sieben Schichten definiert, unter-
scheidet man in IP-Netzen im wesentlichen vier Schichten, siehe Abbildung
1.1 [77].
Anwendung
(Application)
Transport
(Transport)
Netz
(Network)
Verbindung
(Link)
Abbildung 1.1: Die vier Schichten des TCP/IP-Protokollstapels.
• Die Verbindungsschicht (”link layer“, ”data-link layer“ oder auch
”network interface layer“) sorgt fu¨r die U¨bertragung von Daten zwi-
schen Hosts, die an ein gemeinsames U¨bertragungsmedium angeschlos-
sen sind. Ihr Endpunkt ist typischerweise ein Gera¨tetreiber des Be-
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triebssystems. Beispiele fu¨r Protokolle dieser Schicht sind Ethernet
[33], FDDI [6, 30] oder auch PPP [76].
• Die Netzschicht (”network layer“ oder ”internet layer“) hat das
Weiterleiten und Verteilen von Paketen im Netz zur Aufgabe, auch
↑Routing genannt. Die Protokolle IP (Internet Protocol [65]), ICMP
(Internet Control Message Protocol [66]) und IGMP (Internet Group
Management Protocol [20]) sind in dieser Schicht zugeordnet.
Die Netzschicht hat in IP-Netzen lediglich die Aufgabe, Pakete von
einem Host A zu einem Host B zu leiten. Sie stellt nicht sicher, dass
ein Paket tatsa¨chlich am Ziel ankommt, oder dass es innerhalb einer
bestimmten Zeit ankommt. Das ist gegebenenfalls die Aufgabe ho¨herer
Schichten.
• Die Transportschicht stellt einen kontrollierten Datenfluss zwischen
zwei Hosts im Internet zu Verfu¨gung. Im Internet kommen im wesentli-
chen zwei Transport-Protokolle zum Einsatz, die sich grundlegend un-
terscheiden: ↑TCP zum gesicherten Transport beliebiger Datenstro¨me
und ↑UDP zum einfach, ungesicherten Transport einzelner Datensa¨tze.
• Die Anwendungsschicht beinhaltet alle Einzelheiten der Anwendun-
gen. Es gibt im Internet eine unu¨berschaubare Vielfalt an Diensten
und Anwendungen und ta¨glich kommen neue hinzu. Allerdings gibt es
immer bestimmte Protokolle, auf denen die am ha¨ufigsten eingesetz-
ten Anwendungen basieren, zum Beispiel HTTP (HyperText Transfer
Protocol [10]) fu¨r das WWW (World Wide Web), FTP (File Trans-
fer Protocol) fu¨r die U¨bertragung von Dateien, SMTP (Simple Mail
Transfer Protocol, [68]) fu¨r den Austausch von E-Mail, NNTP (Net
News Transfer Protocol [68]) fu¨r die U¨bertragung von Net-News, etc.
Anders als im ISO/OSI-Referenzmodell ist die Zuordnung verschiede-
ner Protokolle und Funktionen zu den verschiedenen Schichten im Inter-
net nicht ganz konsequent durchgefu¨hrt. So sind etwa das ICMP- und das
IGMP-Protokoll zwischen der Netz- und der Transportschicht einzuordnen.
Sie liegen u¨ber IP, erbringen aber Dienste sowohl fu¨r die Transportschicht
(etwa fu¨r UDP), als auch fu¨r die Netzschicht selber. Des weiteren gibt es
Anwendungen mit besonderen Anforderungen an die Transportschicht, die
weder von ↑TCP noch von ↑UDP erfu¨llt werden. So gibt es zum Beispiel
RTP (Real-Time Transport Protocol [74]), das u¨blicherweise in der Ap-
plikation selber implementiert wird und auf UDP aufbaut, eigentlich aber
Aufgaben der Transportschicht erfu¨llt.
Routing Sowohl der Zusammenschluss von lokalen Netzen wie Ethernet-
oder FDDI-Netzen zu IP-Netzen, als auch der Zusammenschluss von vielen
IP-Netzen zum weltweiten Internet wird dadurch ermo¨glicht, dass Router
12 KAPITEL 1. EINLEITUNG
IP-Pakete, die sie auf einem Anschluss empfangen, u¨ber einen anderen An-
schluss wieder ausgegeben und dabei ihrem Ziel na¨her bringen. Dies wird
Routing oder auch IP-forwarding genannt.
Um diese Aufgabe erfu¨llen zu ko¨nnen, hat ein Router eine sogenann-
te Routing-Tabelle, die ihm anhand der Ziel-IP-Adresse1 sagt, an wel-
chen Nachbarn er ein IP-Paket weiterleiten muss. Routing-Tabellen werden
entweder fu¨r jeden Router statisch festgelegt oder von speziellen Routing-
Protokollen automatisch angelegt und aktualisiert. Ein Router kann mit
diesem Verfahrens zustandslos arbeiten und ohne zusa¨tzliche Informationen
u¨ber bestehende ↑IP-Verbindungen jedes einzelne IP-Paket in die richtige
Richtung weiterleiten.
TCP Das Protokoll TCP (Transmission Control Protocol [67]) stellt die
gesicherte U¨bertragung eines Datenstroms zwischen zwei Anwendungen auf
IP-Hosts zu Verfu¨gung. Damit ko¨nnen beliebig viele Daten vom Sender
zum Empfa¨nger u¨bertragen werden und TCP sorgt dafu¨r, dass die Da-
ten fehlerfrei und in der richtigen Reihenfolge ankommen. Mit Hilfe einer
↑Portnummer werden verschiedene Anwendungen auf einem Host unter-
schieden.
Eine herausragende Eigenschaft von TCP ist es, einerseits den Daten-
durchsatz laufend zu optimieren und andererseits U¨berlastungserscheinun-
gen im Netz zu erkennen und den Durchsatz jeder einzelnen U¨bertragung so
zu verringern, dass das Netz als ganzes nicht zusammenbricht, sondern wei-
terhin so gut wie mo¨glich arbeitet. Die dafu¨r eingesetzten Verfahren werden
in Kapitel 7.3 kurz beschrieben.
UDP Das Protokoll UDP (User Datagram Protocol [64]) auf der ande-
ren Seite stellt einen wesentlich einfacheren Dienst zu Verfu¨gung. Es werden
nur einzelne Datensa¨tze u¨bertragen, die eine bestimmte Gro¨ße nicht u¨ber-
schreiten du¨rfen. Wie auf der IP-Ebene wird auch hier nicht garantiert, dass
ein Paket u¨berhaupt beim Empfa¨nger ankommt oder dass mehrere Pakete
in der richtigen Reihenfolge ankommen. Der Mehrwert von UDP als Trans-
portprotokoll beschra¨nkt sich darauf,
• mittels einer einfachen Pru¨fsumme die Integrita¨t der Datensa¨tze zu
sichern und
• mittels einer ↑Portnummer mehrere Anwendungen auf einem Host zu
unterschieden.
1Die Ziel-IP-Adresse ist Bestandteil der Protokollinformationen jeden IP-Pakets. An-
dere Bestandteile sind beispielsweise die IP-Adresse des Absenders und die Bezeichnung
des Transportprotokolls.
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Portnummer Die Transportprotokolle TCP und UDP verwenden eine so-
genannte Portnummer, um sowohl auf dem Sende- als auch Empfangshost
mehrere Anwendungen unterscheiden zu ko¨nnen. Dabei handelt es sich um
ganze Zahlen von 1 bis 65535, die in jedem TCP- und UDP-Paket enthal-
ten sind. Sie haben entweder einen festen, typischerweise von der ICANN
[26] definierten Wert, oder einen dynamisch vom jeweiligen Betriebssystem
vergebenen Wert. Weitere Erla¨uterungen dazu finden sich in Kapitel 4.3.2.
Netzmodell des Internet Wie bereits angedeutet lassen sich ↑IP-Netze
als Graph modellieren. Wie den fu¨r Hosts stehenden Knoten lassen sich auch
den fu¨r Kommunikationsleitungen stehenden Kanten dieses Modells cha-
rakteristische Eigenschaften zuordnen. Beispiele sind die ↑Bandbreite und
↑Paketlaufzeit. In bestimmten Fa¨llen werden u¨ber ein U¨bertragungsmedium
mehr als zwei Hosts miteinander verbunden, man spricht dann von einem
”shared medium“. Ein typisches Beispiel dafu¨r ist Ethernet. Im Modell kann
dies beru¨cksichtigt werden, indem das Ethernet durch viele Kanten darge-
stellt wird, die eine Vollvermaschung aller Knoten bilden, die fu¨r die am
Medium angeschlossenen Hosts stehen. Die genauen Eigenschaften der Kan-
ten sind dann allerdings nicht mehr unabha¨ngig voneinander. Das Modell
ist also keineswegs perfekt und nicht unbedingt geeignet, alle Details des
Internets zu beschreiben. Abgesehen davon, dass ein perfektes Modell des
Internet sowieso illusorisch ist [63], genu¨gt das einfache Modell aber fu¨r die
Betrachtungen dieser Arbeit.
Bandbreite Die Bandbreite einer Kommunikationsleitung ist ihre mo¨g-
liche Datenu¨bertragungsrate, gemessen in Bit pro Sekunde.
Eine Kommunikationsleitung ist dann schmalbandig, wenn ihre Band-
breite ”klein“ ist. Eine konkretere Definition der Schmalbandigkeit ist
nicht allgemein mo¨glich, da sie vom Betrachter und vom Bedarf abha¨ngt
und da sich die Vorstellungen ”normaler“ Bandbreite im Laufe der Zeit
a¨ndern. Fu¨r die Internet-Zugangsleitung einer Privatperson wu¨rde man
Schmalbandigkeit heutzutage etwa bei maximal 128 Kbit/s annehmen.
Modem- und ISDN-Zuga¨ngen wa¨ren demnach schmalbandig, xDSL- und
Kabelnetz-Zuga¨nge breitbandig. Fu¨r Universita¨ten und Großforschungs-
einrichtungen zog der DFN-Verein die Grenze bei 2 Mbit/s, als er mit
dem ”Breitband-Wissenschaftsnetz“ erstmalig Internet-Zugangsleitungen
mit mehr als 2 Mbit/s anbot.
Eine Anwendung ist schmalbandig, wenn die von Ihr beanspruchte Band-
breite klein ist im Vergleich zur Bandbreite der zu Verfu¨gung stehenden
Internet-Zugangsleitung.
Paketlaufzeit Die Paketlaufzeit (”delay“) ist die Zeit, die ein Paket be-
no¨tigt, um von einem Punkt eines Netzes zu einem anderen zu gelangen.
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Genaue Definitionen fu¨r Paketlaufzeiten im Internet finden sich in Kapitel
3.2. Fu¨r das hier betrachtete Netzmodell soll gelten, dass eine Kommunika-
tionsleitung immer genau ein Bit zu einer Zeit u¨bertra¨gt und alle Bit eines
Pakets hintereinander. Wenn τS die ↑Sendezeit des Pakets auf der Leitung
und τA die ↑Ausbreitungszeit der Leitung ist, dann gilt fu¨r die Paketlaufzeit
einer Leitung τL:
τL = τS + τA (1.1)
Die Sendezeit τS eines Pakets auf einer Leitung ist die Zeit, die beno¨tigt
wird, das Paket auf die Leitung zu senden, also vom Beginn des Sendens des
ersten Bit bis zum Ende des Sendens des letzten Bit des Pakets. Ist B die
Bandbreite einer Leitung und L die La¨nge eines Pakets, dann gilt:
τS = L/B (1.2)
Die Ausbreitungszeit τA einer Leitung ist die Zeit, die ein Bit zum
Durchlaufen der Leitung vom einen bis zum anderen Ende braucht, also
die Zeit vom Absenden eines Bit am Sender bis zum Empfang des Bit am
Empfa¨nger. Ist l die physikalische La¨nge einer Leitung und c ihre Signalaus-
breitungsgeschwindigkeit, so gilt:
τA = l/c (1.3)
Mit 1.2 und 1.3 la¨sst sich 1.1 auch schreiben als:
τL = L/B + l/c (1.4)
Routermodell Ein einfaches Modell fu¨r die Vorga¨nge in einem Router2 ist
in Abbildung 1.2 dargestellt. Jeder Verbindung (oder Kante im Netzmodell)
entsprechen dabei ein Eingang und ein Ausgang. U¨ber die Einga¨nge gelan-
gen Pakete aus beliebigen Richtungen in den Router. Dann entscheidet ein
zentraler Prozessor fu¨r jedes IP-Paket in Abha¨ngigkeit der Ziel-IP-Adresse,
in welche Richtung, also zu welchem Ausgang, es weitergeleitet werden muss.
Vor dem Ausgang muss das Paket gegebenenfalls noch in einer Warteschlan-
ge zwischengepuffert werden.
Nun kann es leicht passieren, dass durch mehrere Einga¨nge mehr Pakete
fu¨r einen bestimmten Ausgang in den Router gelangen, als dieser Ausgang
entsprechend seiner Bandbreite weiterleiten kann. Dadurch fu¨llt sich zu-
na¨chst die Warteschlange des betroffenen Ausgangs. Ha¨lt die U¨berlastung
2Reale Router, vor allem Hochleistungsrouter, sind deutlich komplexer aufgebaut als
in diesem einfachen Modell dargestellt. Sie besitzen auch Eingangs-Puffer und bestehen
oft aus mehreren Prozessoren, die auf der Basis von Distributed-Memory-Architekturen
Multi-Processing betreiben und u¨ber interne Hochgeschwindigkeitsbusse verbunden sind.
Fu¨r eine allgemeine Betrachtung, wie sie hier beno¨tigt wird, reicht aber das vorgestellte,
einfache Modell, da es die wesentlichen Eigenschaften gut beschreibt.
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Abbildung 1.2: Warteschlangen in einem Internet-Router.
des Ausgangs an, so ist nach einer gewissen Zeit der Pufferspeicher erscho¨pft
und es mu¨ssen Pakete verworfen werden.
Das Puffern geschieht in der Regel nach dem First-In-First-Out-Prinzip
(FIFO), bei dem die Pakete die Warteschlange in der gleichen Reihenfol-
ge verlassen, wie sie sie betreten haben. Alternativen zu diesem Prinzip
werden seit einiger Zeit diskutiert und sollen bei gleicher Infrastruktur ein-
zelnen Diensten eine bessere Dienstgu¨te bieten oder auch die Fairness bei
der Aufteilung der verfu¨gbaren Bandbreite auf mehrere Anwendungen ver-
bessern [34, 81]. Diese Verfahren sind allerdings noch nicht fu¨r die Internet-
Kernnetze mit ihrem stark aggregierten Verkehr geeignet und werden derzeit
nur in einzelnen Teilbereichen eingesetzt. Generell bleibt festzuhalten, dass
eine starke Auslastung einer Leitung durch die notwendige Pufferung zu
la¨ngeren Paketlaufzeiten fu¨hrt.
Das Verwerfen der Pakete wird klassischerweise nach dem Tail-Drop-
Prinzip durchgefu¨hrt: wenn der verfu¨gbare Pufferspeicher voll ist, werden
neu hinzukommende Pakete verworfen. Auch hier kommen bereits Alter-
nativen zum Einsatz [23], die das Verhalten der Transport- und Anwen-
dungsschicht in U¨berlastsituationen optimieren sollen. Unabha¨ngig von der
speziellen Taktik ist das Verwerfen von Paketen in Routern aufgrund tempo-
ra¨r (oder dauerhaft) u¨berlasteter Leitungen fu¨r den u¨berwiegenden Teil aller
Paketverluste im Internet verantwortlich. Alle anderen Ursachen fu¨r mo¨g-
liche Paketverluste, beispielsweise Bitfehler bei der U¨bertragung, kommen
um Gro¨ßenordnungen seltener vor.
Die Paketlaufzeit eines Routers τR ergibt sich im wesentlichen aus der
Bearbeitungszeit τB, die der Routing-Prozessor zum Bearbeiten eines Pakets
braucht, und der Wartezeit τW , die ein Paket in der Warteschlange verbringt:
τR = τB + τW (1.5)
Wa¨hrend τR in typischen Routern praktisch konstant und kleiner als eine
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Millisekunde ist, schwankt τW sehr stark in Abha¨ngigkeit von der momenta-
nen Auslastung der Ausgangsleitungen und kann durchaus im Bereich von
einigen zehn oder hundert Millisekunden liegen.
Verbindungen Von seinem Prinzip her ist das Internet verbindungslos —
jedes Paket wird unabha¨ngig von anderen Paketen und allein aufgrund der
in ihm selbst enthaltenen Informationen weitergeleitet. Damit unterscheidet
es sich wesentlich von verbindungsorientierten Netzen wie dem Telefonnetz
oder auf ATM [27, 29] basierenden Netzen, in denen das Netz selbst fu¨r
jede Anwendung eine Verbindung von einem Endpunkt zu einem anderen
Endpunkt einrichtet und unterha¨lt. Auch fu¨r Internet-Anwendungen gibt
es das Konzept von Verbindungen, allerdings werden diese allein von der
Transportschicht der jeweiligen Endpunkte eingerichtet und unterhalten.
Pfad Ein Pfad ist im Netz-Modell eine Menge zusammenha¨ngender Kno-
ten und Kanten, die den genauen Weg bezeichnet, den ein Paket vom Sender
zum Empfa¨nger durch das Netz nimmt. Im Internet muss nicht jedes Paket
mit gleichem Sender und Empfa¨nger den gleichen Pfad nehmen: Zum einen
ko¨nnen Pfade im Laufe der Zeit wechseln und zum anderen kann es auch
zum selben Zeitpunkt mehrere gleichwertige Pfade zwischen einem Sender
und Empfa¨nger geben. In den meisten Fa¨llen geht man aber davon aus, dass
ein Pfad oder zumindest der gro¨ßte Teil eines Pfads sich u¨ber einen la¨ngeren
Zeitraum hinweg nicht a¨ndert.
Die Paketlaufzeit eines Pfades τP ergibt sich aus der Summe der Paket-
laufzeiten der Leitungen und Router des Pfades, also
τP =
n∑
i=1
τL,i +
n−1∑
i=1
τR,i (1.6)
=
n∑
i=1
(L/Bi + li/ci) +
n−1∑
i=1
(τB,i + τW,i) (1.7)
wenn der Pfad zwischen Sender und Empfa¨nger aus n Leitungen und (n− 1)
Routern besteht; τL,i, Bi, li und ci die Paketlaufzeit, Bandbreite, La¨nge
und Signalausbreitungsgeschwindigkeit der i-ten Leitung sind und τR,i, τB,i
und τW,i Paketlaufzeit, Bearbeitungszeit und Wartezeit des i-ten Routers
sind. Dabei sind Sendezeit, Ausbreitungszeit und Bearbeitungszeit weitge-
hend konstante Summanden, die rein der Netztopologie abha¨ngen, wa¨hrend
die Wartezeit dynamisch ist und von der Verkehrslast abha¨ngt. Auch die
Paketverluste sind dynamisch und ha¨ngen von der Verkehrslast ab.
Fu¨r die Charakterisierung eines Pfades la¨sst sich auch seine Bandbrei-
te bestimmen. Sie entspricht der kleinsten Bandbreite aller Leitungen des
Pfades. In der Praxis haben die Kernnetze des Internet meist durchweg
große Bandbreiten und fu¨hren stark aggregierten Verkehr, so dass selten die
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Bandbreite, sondern meist Paketlaufzeit und Paketverluste die interessanten
Gro¨ßen eines Pfades sind.
Provider Ein Provider ist eine Instanz, die einen Dienst erbringt. Im
Zusammenhang mit dem Internet wird ”Provider“ oft als Abku¨rzung von
Internet Service Provider (ISP) verwendet, so auch in der vorliegenden
Arbeit. Ein ISP ist ein Anbieter, typischerweise eine regional oder u¨berre-
gional arbeitende Firma, der Endkunden Zugang zum Internet bietet. Dazu
geho¨rt neben viele mo¨glichen Zusatzleistungen in der Regel eine Zugangslei-
tung, vor allem aber auch ein ↑Transitabkommen.
Internet-Zugangspunkt Ein Internet-Zugangspunkt ist ein Punkt,
an dem ein Internet Service Provider einem Kunden Zugang zum Internet
gewa¨hrt. Im hier verwendeten Netzmodell kann das jeder Knoten sein.
Struktur des Internet Will man das Internet mit einem einzigen Satz
beschreiben, so sieht dieser meist wie folgt aus:
”Das Internet ist das Netz der Netze“
Dieser Satz gilt auf mehr als nur einer Ebene. Beispielsweise kann eine
Organisation oder Firma als Internet-Endkunde ein eigenes IP-Netz betrei-
ben, das aus mehreren Ethernet-Netzen besteht. Ihr Provider betreibt in der
Regel wiederum ein eigenes Netz, u¨ber das er seine Konnektivita¨t an mehre-
re Kunden verteilt. Und er wendet sich selber an einen anderen, u¨bergeord-
neten Provider, einen Provider-Provider, der ein eigenes Backbone-Netz
betreibt und mehrere kleinere Provider versorgt. Das kann unter Umsta¨n-
den noch u¨ber weitere Stufen laufen bis hin zu großen Netzbetreibern mit
kontinentalen oder globalen Backbone-Netzen.
Auf allen Ebenen kann es sowohl Kunden-Provider- als auch Provider-
Provider-Beziehungen geben. Dabei verwendet man unter anderem soge-
nannte Transitabkommen, bei denen ein (kleinerer) Netzbetreiber bei ei-
nem anderen (gro¨ßeren) Netzbetreiber die Verbindung zu allen weltweiten
Netzen einkauft. Peering-Abkommen werden vornehmlich zwischen etwa
gleich großen Netzbetreibern abgeschlossen, die sich u¨ber eine gemeinsam
betriebene Verbindungsleitung nur gegenseitigen Zugriff auf das eigene Netz
bieten, aber daru¨ber keine Daten des einen Partners an andere Partner wei-
terleiten. Schließlich gibt es Exchange-Points (”GIX“, ”CIX“, etc): Orte,
an denen viele Netzbetreiber mit einer Außenstelle pra¨sent sind und alle
miteinander Peering- oder Transit-Abkommen treffen.
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1.3 Voru¨berlegungen
Im Folgenden werden einige U¨berlegungen vorgestellt, die der vorliegenden
Arbeit vorangegangen waren und die zur gewa¨hlten Vorgehensweise gefu¨hrt
haben.
1.3.1 Wahl der zu betrachtenden Schicht
Netzbetreiber und Internet-Service-Provider bieten ihre Dienste zuna¨chst
einmal auf der Netzschicht an. Sie transportieren fu¨r ihre Kunden IP-Pakete
von und zu anderen Benutzern oder leiten sie an andere Netzbetreiber weiter.
Weitere Dienste wie etwa DNS-, WWW-Cache-, NetNews- und Mail-Dienste
[10, 32, 42, 68] geho¨ren zwar typischerweise auch zum Angebot eines Provi-
ders, sind aber heute keineswegs selbstversta¨ndlich und fehlen teilweise bei
Call-by-Call-Angeboten fu¨r den Internetzugang. Es handelt sich dabei auf
jeden Fall um gesondert zu betrachtende Zusatzleistungen.
Den Benutzer interessiert letztlich die Performance der genutzten An-
wendungen. Diese ergibt sich aus dem Zusammenwirken aller Komponenten
aller beteiligten Schichten, schließt also nicht zuletzt auch die Performance
des jeweiligen Servers mit ein. Dieser kann in einem lokalen Netz des Provi-
ders stehen, oder auch irgendwo im Internet. Je nach Last, Art und Lage des
benutzten Servers kann die Performance der Anwendung beschra¨nkt werden
durch:
1. die Performance des Server,
2. die Leistungsfa¨higkeit (Bandbreite) der Zugangsleitung zum ISP oder
3. die Qualita¨t der Netzverbindung zwischen ISP und den weltweit ver-
teilten Servern.
Fu¨r jeden dieser Punkte hat der Provider die Mo¨glichkeit, durch ge-
schickte Planung und Konfiguration und/oder durch zusa¨tzliche Investitio-
nen seine Leistungsfa¨higkeit zu verbessern.
Seine Server kann ein Provider leistungssta¨rker machen, indem er in
bessere oder zusa¨tzliche Hardware investiert, oder mo¨glicherweise indem er
leistungsfa¨higere Software einsetzt.
Er kann seinen Kunden einen besseren Zugang ermo¨glichen, indem er
mehr Einwahlmo¨glichkeiten zu Verfu¨gung stellt oder leistungsfa¨higere Tech-
niken anbietet (ISDN, xDSL, Kabelmodems, Standleitungen unterschiedli-
cher U¨bertragungskapazita¨ten etc.).
Seine weltweite Internet-Anbindung kann er verbessern, indem er lei-
stungsfa¨higere Standleitungen zu seinem Provider-Provider anmietet, weite-
re Transitabkommen mit Netzbetreibern abschließt oder zusa¨tzliche Peering-
Verbindungen zu anderen Netzbetreibern einrichtet.
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Die Performance der ersten beiden Punkte ist teilweise trivial und in
anderen Fa¨llen bereits Gegenstand laufender Untersuchungen, beispielsweise
bei der Bewertung von HTTP-Servern [8, 83]. Der Gegenstand dieser Arbeit
soll daher der dritte Punkt, die Leistungsfa¨higkeit der Netzschicht sein.
1.3.2 Typische Anwendungen
Bei der Vielzahl der Anwendungen im Internet und der Mo¨glichkeiten ihres
speziellen Einsatzes ist es unrealistisch, alle einzeln zu untersuchen. Es ist je-
doch mo¨glich, einige Klassen typischer Anwendungen zu beschreiben und zu
untersuchen, in die sich meisten Internet-Anwendungen mit gute Na¨herung
einordnen lassen:
Dateiu¨bertragung Hier werden vergleichsweise große Datenmengen in ei-
nem Stu¨ck mittels TCP u¨bertragen. Charakteristisch ist, dass der
Aufwand fu¨r den Verbindungsaufbau sehr klein ist im Vergleich
zum Aufwand fu¨r die eigentliche Datenu¨bertragung und dass das
Einschwingverhalten der TCP-Regelungsmechanismen vernachla¨ssigt
werden kann. Hierfu¨r sind kurze Paketlaufzeit und mo¨glichst niedrige
Paketverluste wichtig. Typische Beispiele sind die U¨bertragung gro¨-
ßerer Dateien mittels FTP oder HTTP oder das Verschieben großer
Datenmengen mittels ttcp.
Einzelverbindungs-Transaktion Auch hier kommt TCP als Transport-
protokoll zum Einsatz. Allerdings werden nur kleine bis mittelgroße
Dateien am Stu¨ck u¨bertragen und es wird fu¨r jede U¨bertragung eine
neue TCP-Verbindung aufgebaut. Der Aufwand fu¨r den Verbindungs-
aufbau kann dabei genauso wenig vernachla¨ssigt werden wie die TCP-
Regelungsmechanismen fu¨r neue Verbindungen. Auch hier sind Paket-
laufzeit und Paketverlustrate die entscheidenden Netzgro¨ßen, wirken
sich aber etwas anders aus. Das wichtigste Beispiel hierfu¨r ist der Abruf
kurzer WWW-Seiten mittels HTTP. Aber auch das Versenden kurzer
E-Mail u¨ber SMTP verha¨lt sich a¨hnlich.
Echtzeitanwendung Hier kommt nicht TCP zum Einsatz, sondern bei-
spielsweise UDP mit RTP. Die Anwendung hat dabei besondere An-
forderungen an die Einhaltung einer bestimmten Ho¨chstlaufzeit aller
Pakete. Dafu¨r ko¨nnen Paketverluste im begrenzten Maße gegebenen-
falls toleriert werden. Beispiele sind Online-Konferenzen mit Audio
und/oder Video-U¨bertragung.
In Kapitel 7 wird na¨her untersucht, welchen Anteil am Internet-Verkehr
diese Anwendungsklassen tatsa¨chlich haben.
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1.3.3 Einzelmessungen
Im Internet existiert bereits eine Reihe von Werkzeugen zur Messung ver-
schiedener Leistungsmerkmale von IP-Netzen. Beispielsweise tracerou-
te [38] zum Erkunden des konkreten Pfads von IP-Paketen auf dem Weg
von einem Host im Internet zu einem anderen, ttcp [56], netperf [18]
und treno [45] zum Ermitteln des mo¨glichen Durchsatzes und ping3 zum
Testen der Erreichbarkeit eines entfernten Hosts im Internet. Aktuelle Ar-
beiten [17, 54] geben eine umfassende U¨bersicht u¨ber aktuelle Methoden
und Werkzeuge. Nichtsdestoweniger bringen intensive Untersuchungen der
tatsa¨chlichen Performance im Internet immer wieder neue Erkenntnisse u¨ber
u¨berraschende Pha¨nomene [61, 62, 73].
Viele der bekannten Messmethoden wie zum Beispiel ttcp, netperf,
und treno ermitteln den mo¨glichen Durchsatz einer Verbindung, indem sie
einfach selber so viele Daten u¨bertragen wie mo¨glich. Diese Strategie hat
erhebliche Nachteile [59]: Die von diesen Messungen erzeugte Netzlast ver-
a¨ndert aktiv die Situation im Netz und kann so unter Umsta¨nden selbst erst
die U¨berlast erzeugen, die dann zu ungewo¨hnlichen Performanceverlusten
fu¨hrt. Außerdem stellt diese Netzlast einen Kostenfaktor dar, der ha¨ufige
und regelma¨ßige Messungen vieler Einzelverbindungen praktisch verbietet.
Andere Strategien wie etwa die von ping kommen mit sehr wenig aktiver
Netzlast aus und sind so fu¨r umfangreichere Messungen viel eher geeignet.
Dafu¨r sind sie auch weniger genau: sowohl in bezug auf die Stichprobengro¨ße
einer statistischen Auswertung, als auch in der Frage, welche Bedeutung ihre
Ergebnisse quantitativ fu¨r die Performance der Anwendungsschicht hat.
1.3.4 Objektivita¨t
In den meisten Untersuchungen, die eine Bewertung der generellen Internet-
Performance zum Ziel haben, wird gezielt eine kleine Zahl Server ausgewa¨hlt,
die weltweit verteilt sind und dann das ganze Internet repra¨sentieren sollen.
Das ist zum Beispiel eine Reihe von FTP-Servern [89] oder eine Reihe von
WWW-Servern [52, 53].
Dieses Vorgehen ist bei Benchmarks in der Anwendungsschicht (FTP
beziehungsweise HTTP in den oben genannten Untersuchungen) praktisch
die einzige Mo¨glichkeit und liefert fu¨r eine erste Na¨herung gute Ergebnisse.
Um aber ein allgemeingu¨ltiges Maß fu¨r Internet-Performance zu definieren,
muss dieses objektiv, also frei von einer willku¨rlichen Auswahl sein. Anson-
sten wa¨re es ein leichtes, das Gesamtergebnis einer Messung allein durch
eine geschickte Auswahl der Messstrecken zu manipulieren.
Schmalbandige Messungen nach Kapitel 1.3.3 bieten die Mo¨glichkeit, ei-
ne große Anzahl verschiedener Verbindungen zu testen. Selbstversta¨ndlich
3ping ist ein Standardprogramm, das praktisch jeder TCP/IP-Implementierung bei-
liegt. Eine na¨here Beschreibung findet sich in Kapitel 5.
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wird es auch damit nicht mo¨glich sein, das ganze Internet auszumessen.
Wenn man aber nur die Internet-Hosts betrachtet, die fu¨r eine gegebene
Benutzergruppe die gro¨ßte Bedeutung haben und mit denen die Benutzer-
gruppe den u¨berwiegenden Teil ihre gesamten Internet-Verkehrs abwickelt,
dann kann es ausreichen, die Verbindungen zu einer großen aber realisti-
schen Anzahl Hosts zu untersuchen. Das Ergebnis ist eine Stichprobe, die
speziell fu¨r den Bedarf einer gegebenen Benutzergruppe mit guter Na¨herung
das ganze Internet repra¨sentiert.
Eine objektive Methode zur Bestimmung einer repra¨sentativen Liste von
Internet-Hosts besteht also etwa darin, den tatsa¨chlichen Internet-Verkehr
einen bestimmten Benutzergruppe eine Zeit lang zu beobachten und aus
den Beobachtungen eine Liste der Internet-Hosts zu ermitteln, mit denen
die Benutzergruppe den meisten Verkehr austauscht.
1.3.5 Praktische Anwendbarkeit
Ein wichtiges Merkmal fu¨r die praktische Anwendbarkeit von Messmethoden
ist die in 1.3.3 geforderte Schmalbandigkeit, damit die Kosten in Grenzen
gehalten werden ko¨nnen.
Eine Reihe von Messwerkzeugen haben bestimmte Anforderungen an
das Netz beziehungsweise an die Gegenstelle. So ko¨nnen beispielsweise ttcp
und netperf nur eingesetzt werden, wenn gleichzeitig am anderen Ende der
Verbindung das gleiche Programm gestartet wird (ttcp) oder zumindest ein
passender Service installiert wurde (netperf). Fu¨r einen breiten Einsatz im
ganzen Internet sind jedoch nur Methoden wie treno und ping geeignet,
die auf normalem Verhalten von Routern oder Standard-Diensten beruhen.
Der Verzicht auf eine spezielle Kooperation der Gegenstelle schra¨nkt leider
die Mo¨glichkeiten der Messungen ein und bringt ha¨ufig unerwu¨nschte und
unberechenbare Nebenwirkungen mit sich. So kommt es durchaus vor, dass
ICMP-Pakete im Netz mit anderer Priorita¨t weitergeleitet werden als TCP-
oder UDP-Pakete [21, 73].
Hier kommt es also darauf an, Messmethoden zu finden, die zum einem
nur auf weit verbreiteten Features beruhen und bei denen sich zum anderen
der Messverkehr mo¨glichst wenig von normalem Verkehr unterscheidet.
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1.4 Lo¨sungsansatz
Aufgrund der genannten U¨berlegungen wurde ein Lo¨sungsansatz gewa¨hlt,
der aus folgenden drei Teilaufgaben besteht:
1. Es sollen Methoden entwickelt werden, mit denen aufgrund von Beob-
achtungen des Internet-Verkehrs gegebener Benutzergruppen automa-
tisiert geeignete Listen der wichtigsten Internet-Hosts erstellt werden
ko¨nnen.
2. Es sollen Messverfahren entwickelt und auf ihre Brauchbarkeit und
Genauigkeit hin untersucht werden, die Messungen der grundlegenden
Performance-Gro¨ßen der Netzschicht auf eine Art und Weise ermo¨gli-
chen, die auch bei Messungen zu vielen, weltweit verteilten Internet-
Hosts hin effizient ist und keine spezielle Kooperation der Gegenseite
erfordert.
3. Es soll untersucht werden, welche Bedeutung die gemessenen Gro¨ßen
der Netzschicht fu¨r die Performance typischer Klassen von Internet-
Anwendungen haben; wie sich also anhand der Netzschicht-Performance
konkrete, fu¨r den Endbenutzer versta¨ndliche Aussagen u¨ber die Per-
formance der Anwendungsschicht machen lassen.
In Kapitel 2 wird zuna¨chst untersucht, welche anderen Arbeiten es welt-
weit gibt, die eine a¨hnliche Zielsetzung wie die vorliegende Arbeit haben,
und welche Ergebnisse sich daraus gegebenenfalls verwenden lassen. Ka-
pitel 3 dient zur Definition der zu messenden Gro¨ßen der Netzschicht. In
Kapitel 4 werden Mo¨glichkeiten zur Beobachtung des Internet-Verkehrs ei-
ner gegebenen Benutzergruppe ero¨rtert und es wird eine Implementierung
zur Erstellung einer Liste der am meisten verwendeten Internet-Server vor-
gestellt. Außerdem wird auf Probleme eingegangen, die sich bei groß ange-
legten Messungen in der Praxis ergeben haben, und es wird dargestellt, wie
sie mit geeigneten Maßnahmen im Rahmen der Hostlisten-Erstellung gelo¨st
oder zumindest gemildert werden ko¨nnen. In den Kapiteln 5 und 6 werden
die im Rahmen der Arbeit implementierten Messverfahren vorgestellt und
untersucht. Es wurden zwei verschiedene, mit unterschiedlichen Pakettypen
arbeitenden Verfahren entwickelt und jedes wurde schrittweise aufgrund ge-
sammelter Erfahrungen verbessert. Kapitel 7 schließlich behandelt die Frage,
wie sich mit den Messergebnissen Aussagen u¨ber die Performance der An-
wendungsschicht machen lassen. Dazu werden im wesentlichen Modelle aus
der ju¨ngeren Literatur herangezogen. Zur Validierung des gesamten Ansat-
zes wird in Kapitel 8 die aufgrund der Messungen nach Kapitel 6 und der
Modelle nach Kapitel 7 gescha¨tzte Performance der Anwendungsschicht mit
real gemessener Anwendungsperformance verglichen. Kapitel 9 fasst schließ-
lich die Arbeit noch einmal zusammen und nennt mo¨gliche Felder fu¨r weitere
Forschungsaktivita¨ten.
Kapitel 2
Andere Arbeiten
Es gibt weltweit einige andere Arbeiten, die sich mit a¨hnlichen Zielen be-
scha¨ftigen wie die vorliegende Arbeit:
2.1 Network Performance Index
Vor einigen Jahren wurde ein Network Performance Index fu¨r das Euro-
pean Academic and Research Network (EARN) entwickelt [12, 13]. Analog
zu dem in der Finanzwelt u¨blichen ”Index“ fu¨r Bo¨rsenkurse werden dabei
verschiedene Leistungswerte mehrerer Verbindungen in einem Wert zusam-
mengefasst, um den Zustand und die Leistungsfa¨higkeit des Netzes kurz und
pra¨gnant zu dokumentieren. Dieser ”Network Performance Index“ wurde re-
gelma¨ßig erstellt und u¨ber la¨ngere Zeitra¨ume protokolliert.
Fu¨r das Internet fehlt ein derartiger Index. Allerdings ist das Internet
im Vergleich zum EARN viel umfangreicher, komplexer und dynamischer.
Es ist topologisch nie vollsta¨ndig zu erfassen, geschweige denn auszumessen.
Außerdem fehlt bei der Heterogenita¨t der Infrastruktur und der Vielfalt
der Anwendungen jegliche Vorstellung davon, was ein solcher Index fu¨r das
Internet u¨berhaupt aussagen sollte.
2.2 Internet Weather Report
Die Matrix Information and Directory Services Inc. (MIDS) in Texas, USA,
gibt einen regelma¨ßigen ”Wetterbericht“ [69] heraus, der die aktuelle Ge-
samtsituation des Internets darstellt. Dazu werden in regelma¨ßigen Absta¨n-
den ICMP-Echo-Request-Pakete (”ping-Pakete“) an viele, weltweit verteil-
te Rechner des Internets geschickt. Genau sechs mal pro Tag wird so die
Verbindung in alle Teile der Welt u¨berpru¨ft. Die Ergebnisse werden in geo-
graphischen Karten dargestellt — ganz analog zu einem meteorologischen
Wetterbericht. Bild 2.1 zeigt ein Beispiel einer solchen ”Internet-Wetterkar-
te“. Jede Messung wird durch einen Kreis dargestellt, wobei der Durchmes-
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ser die gemessene Paketlaufzeit wiedergibt: Je gro¨ßer der Kreis, desto la¨nger
hat das ping-Paket gebraucht, desto schlechter ist also die Verbindung dort-
hin. Mehrere Messungen mit gleichen Ergebnis am gleichen geographischen
Ort werden durch verschiedene Farben der Kreise dargestellt. In Analogie
zu meteorologischen Schlechtwettergebieten gibt es Ha¨ufungen von großen
Kreisen, die Gegenden mit besonders schlechter Internet-Konnektivita¨t an-
zeigen.
Abbildung 2.1: Internet Weather Report fu¨r Europa am 2.5.2000 um 15:00.
Der Internet Weather Report veranschaulicht auch Tagesverla¨ufe des
”Internet-Wetters“. Dazu werden die Plots verschiedener Uhrzeiten eines Ta-
ges in einer Animation zusammengestellt.
Interessant ist die Frage, wie die Rechner ausgewa¨hlt wurden, die im
Internet Weather Report auf ihre Erreichbarkeit hin getestet werden. Da-
zu wurde eine Liste aller nennenswerten Domains des Internet herangezo-
gen [43] und der Mail-Exchanger fu¨r jede Domain ermittelt. So wird sicherge-
stellt, dass man eine Liste von wirklich weltweit verteilten Rechnern hat und
dass aus jeder administrativen Einheit des Internet zumindest ein Rechner
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getestet wird. Damit ist allerdings nicht gewa¨hrleistet, dass dieser Rechner
in seiner Internet-Konnektivita¨t wirklich typisch fu¨r die Domain ist, die er
vertritt. Ein Mail-Exchanger kann topologisch ganz anders im Internet an-
geordnet sein als die anderen Rechner der Domain, fu¨r die er steht. In den
meisten Fa¨llen wird er aber recht ”nahe“ bei Ihnen liegen.
Die geographische Darstellung ist mit Sicherheit eine sehr interessante
Art der Visualisierung. Sie ist aber nicht besonders geeignet, die Unterschie-
de verschiedener Internet Service Provider aufzuzeigen, da sich die Beta¨ti-
gungsbereiche vieler Provider geographisch stark u¨berlappen.
Außerdem macht die geographische Darstellung nicht unbedingt klar,
welche Bedeutung bestimmte Ergebnisse fu¨r welchen Benutzer haben. In
vielen Fa¨llen weiß der Benutzer na¨mlich wenig daru¨ber, in welcher geographi-
schen Region die Internet-Server liegen, die er ha¨ufig benutzt. Selbst wenn,
kann er aus den ”Wetterkarten“ oft nicht ablesen, welche Kreise in der Region
fu¨r seinen Server stehen.
Genauso wenig wird ero¨rtert, welche Bedeutung bestimmte Paketlauf-
zeiten fu¨r den Benutzer haben – sie werden einfach roh und unkommentiert
angegeben. Dies ist insofern gar nicht verkehrt, als eine genaue Interpreta-
tion der Bedeutung von Paketlaufzeiten ohnehin sehr schwierig, wenn nicht
unmo¨glich ist. Davon unabha¨ngig wird leider nicht dokumentiert, ob und,
falls ja, wie Paketverluste in der Darstellung beru¨cksichtigt werden.
2.3 Lachesis
Von der gleichen Motivation wie diese Arbeit getrieben, entstand in der
Firma Intel das Projekt Lachesis [75], das es sich zur Aufgabe gemacht
hat, einen Benchmark fu¨r Internet Service Provider zu entwickeln. Er soll
große Internet-Kunden – wie Intel – in die Lage versetzen, die Qualita¨t
verschiedener ISP direkt miteinander vergleichen zu ko¨nnen.
Anders als viele andere Untersuchungen konzentriert sich Lachesis dar-
auf, Paketlaufzeiten (auch RTT, Round Trip Time) und Paketverluste zu
untersuchen. Durchsatzzahlen sind hingegen kein prima¨res Ziel, da sie nur
bedingt und nur in bestimmten Fa¨llen ein vorrangiges Gu¨tekriterium fu¨r die
verschiedenen Internet-Anwendungen sind.
Ein weiteres interessantes Konzept von Lachesis ist das der ”Landmarks“.
Bei Lachesis’ Landmarks handelt es sich um eine Liste von Rechnern im
Internet, zu denen die Konnektivita¨t gemessen wird. Dabei gibt es sowohl
eine Default-Liste als auch die Mo¨glichkeit, diese Liste an den Bedarf des
jeweiligen Benutzers anzupassen. Die Default-Liste besteht aus wichtigen
Servern: den root-Nameservern sowie ha¨ufig benutzten FTP- und WWW-
Servern.
Die Messungen ko¨nnen sowohl am POP des zu messenden Service Pro-
viders durchgefu¨hrt werden als auch auf der Seite des Kunden. Zusammen
26 KAPITEL 2. ANDERE ARBEITEN
mit der Anpassbarkeit der Landmark-Liste erlaubt das den Benutzern, je-
derzeit nach Belieben eigene Benchmarks durchzufu¨hren und die Ergebnisse
mit ihrem Bedarf zu parametrisieren. Leider wird kein Hilfsmittel mitge-
liefert und keine Methode vorgeschlagen, wie der Benutzer seinen ”Bedarf“
genauer ermitteln und geeignet formulieren ko¨nnte.
Zur Ermittlung von Paketlaufzeit und Paketverlust benutzt Lachesis ein
Programm namens FPING, das u¨bliche ICMP-Echo-Requests verschickt.
Genau wie fu¨r den Internet Weather Report bedeutet das, dass die Mes-
sergebnisse sehr leicht verfa¨lscht werden ko¨nnen, da große Netzbetreiber
ICMP-Pakete ha¨ufig anders als andere Pakete behandeln [21].
Auch finden sich hier keine Aussagen u¨ber die eigentliche Bedeutung der
Ergebnisse fu¨r die Paketlaufzeit und Paketverluste. Es fehlt an Methoden,
aus beiden Werten sinnvolle Aussagen u¨ber die Performance der Anwen-
dungsschicht abzuleiten.
2.4 PingER
Am Stanford Linear Accelerator Center (SLAC), einem staatlichen For-
schungslabor der USA an der Stanford University, wird das Projekt pin-
gER betrieben, das fu¨r die internationale Gemeinschaft der Hochenergie-
Physik (High Energy Nuclear and Particle Physics) die vorhandene Internet-
Infrastruktur untersucht [49]. Seit 1995 werden in diesem Rahmen laufend
die Internet-Verbindungen zwischen den beteiligten Universita¨ten und Insti-
tuten untersucht. Dazu werden auch hier mit Hilfe von ping Paketlaufzeit
und Paketverluste gemessen.
Im Rahmen dieses Projekts wurden bereits schlechte Erfahrungen mit
dem Einsatz von ICMP als Pakettyp gemacht. Als bestimmte Netzbetrei-
ber als Maßnahme gegen Denial-of-Service-Angriffe eine Drosselung dieses
Pakettyps einfu¨hrten, stiegen die von pingER gemessenen Paketverluste zu
bestimmten Einrichtungen stark an, ohne dass die Netzverbindung wirklich
schlechter wurde. Auf dieses Problem wurde und wird mit zwei Maßnahmen
reagiert:
• Man versucht, von solchen Drosselungs-Maßnahmen betroffene Internet-
Pfade von Hand ausfindig zu machen und sie von allgemeinen Bewer-
tungen der Netzqualita¨t auszunehmen.
• Fu¨r die Zukunft plant man, die Messungen nicht mehr oder nicht nur
mit ICMP-Paketen, sondern auch mit TCP-Syn-Paketen durchzufu¨h-
ren. Dies wurde aber bislang noch nicht umgesetzt.
Der grundlegende Unterschied zwischen dem Projekt pingER und der
vorliegenden Arbeit ist, dass sich pingER auf eine feste, vorgegebene Benut-
zergruppe bezieht und nur zwischen bestimmten Einrichtungen Messungen
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durchfu¨hrt, wa¨hrend die vorliegende Arbeit auf Methoden zielt, die sich je-
derzeit auf beliebige Benutzergruppen anwenden lassen. Des weiteren ist
die vorliegende Arbeit fortschrittlicher in Bezug auf die Messtechnik, da
Probleme mit ICMP von Anfang an vermieden wurden und da die IETF-
Empfehlungen fu¨r aktive Messungen durchgehend befolgt werden, was bei
pingER nicht der Fall ist.
Ein besonders scho¨ner Aspekt von pingER ist, dass mittlerweile fu¨r viele
Jahre Ergebnisse von gleich bleibenden Messungen vorliegen, so dass die
langfristige Entwicklung (und Verbesserung) der Qualita¨t der weltweiten
Internet-Verbindungen gut dargestellt werden kann.
2.5 IETF-Arbeitsgruppe IP Performance Metrics
In Rahmen der Internet Engineering Task Force (IETF) [35] gibt es eine Ar-
beitsgruppe zum Thema ”Internet Performance and IP Provider Metrics“
(IPPM) [36]. Sie war fru¨her der ”Benchmarking Methodology Working
Group“ (bmwg) [11] untergeordnet, ist aber seit November 1997 eine eigen-
sta¨ndige Arbeitsgruppe. Dieser Wechsel hat sich als sinnvoll erwiesen, weil
die Zusammenha¨nge zwischen Performance-Maßen der Netz-Schicht (IP) ei-
nerseits und Protokollen der daru¨berliegenden Transport-Schicht (TCP) an-
dererseits immer gro¨ßere Beachtung finden und weil sich mit den u¨brigen
Arbeiten der Gruppe BMWG, die sich mehr mit der Verbindungsschicht be-
scha¨ftigt, vergleichsweise wenig Gemeinsamkeiten finden ließen. Neben der
offiziellen WWW-Seite der Arbeitsgruppe bieten einige beteiligte Wissen-
schaftler weitere Informationen zum Thema [1, 44].
Die IPPM-Gruppe hat es sich zur Aufgabe gemacht, Werkzeuge zur
Ermittlung genauer, quantitativer Leistungs-Daten von Internet-Pfaden zu
liefern. Dafu¨r sollen sowohl ga¨ngige Begriffe und Gro¨ßen, sowie ihre Bezie-
hung zu bekannten Messmethoden genau definiert werden und es sollen neue
Gro¨ßen und Messmethoden entwickelt werden. Die Ergebnisse sind bereits
zum großen Teil als RFC-Dokumente vero¨ffentlicht worden. So wird in RFC
2330 [59] ein Modell des Internet beschrieben, es werden Anforderungen an
sinnvolle Gro¨ßen definiert und es werden verschiedene Arten von Messme-
thoden unterschieden. Des weiteren gibt es Dokumente u¨ber Konnektivita¨t
(connectivity), Paketverluste (packet loss) und Paketlaufzeiten (packet de-
lay).
Die Dokumente der IPPM-Gruppe bieten eine gute Grundlage fu¨r die in
dieser Arbeit verwendeten Gro¨ßen. Teilweise kann auf von der IPPM-Gruppe
definierte Gro¨ßen zuru¨ckgegriffen werden, teilweise mu¨ssen aber auch neue
oder erweiterte Gro¨ßen eingefu¨hrt werden.
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2.6 Implementierungen von IPPM-Maßen
Fu¨r jedes von der IETF verabschiedete Protokoll gilt, dass es anfangs den
Status eines zeitlich begrenzten ”Proposed Standard“ hat. Werden zwei un-
abha¨ngige Implementierungen vorgelegt und kann die reibungslose Zusam-
menarbeit dieser Implementierungen gezeigt werden, kann es zum immer
noch zeitlich begrenzten ”Draft Standard“ erhoben werden. Erst danach kann
es zum eigentlichen ”Standard“ werden und damit eine unbegrenzte Lebens-
dauer erhalten. Fu¨r die IPPM-Maße strebt man ein analoges Verfahren an,
bei dem zwei unabha¨ngige Implementierungen von Messmethoden bei glei-
chen Parametern die gleichen Ergebnisse liefern sollen. So trifft es sich gut,
dass sich tatsa¨chlich zwei unabha¨ngige Projekte mit der Implementierung
solcher Messmethoden bescha¨ftigen:
Surveyor Die Advanced Network & Services Inc. und die Common So-
lutions Group, eine Gruppe amerikanischer Universita¨ten, betreiben
das Projekt Surveyor, das Messmethoden fu¨r die in der IPPM-Gruppe
definierten Gro¨ßen unidirektionaler Paketlaufzeit und -Verluste imple-
mentiert und sie fortwa¨hrend zwischen den Standorten der Teilnehmer
misst [80].
RIPE Test Traffic Project Die Organisation ”Re´seaux IP Europe´ens“
(RIPE) [71] betreibt das ”Test Traffic Project“ [85].
Beide Projekte haben jeweils ein Modell einer Messstation oder ”Test-
box“ entwickelt — ein Host, der eine u¨ber einen GPS-Empfa¨nger genau
synchronisierte Uhr besitzt, Messungen durchfu¨hrt und die Ergebnisse fu¨r
eine zentrale Sammelstation zu Verfu¨gung stellt. Jedes Projekt betreibt eine
Reihe solcher Messstationen, die weltweit bei kooperierenden Partnern auf-
gestellt sind und regelma¨ßig Testpakete zu den anderen Messstationen des
gleichen Projekts senden. Die Messergebnisse werden jeweils zentral gesam-
melt und ausgewertet. Ein Vergleich zwischen diesen beiden unabha¨ngigen
Implementierungen von Messverfahren wurde mittlerweile mit positivem Er-
gebnis durchgefu¨hrt [84].
Beide Projekte haben eine a¨hnliche Intention wie die vorliegende Arbeit
und zielen auf die gleichen Gro¨ßen, unterscheiden sich jedoch in einem fu¨r
die Praxis sehr relevantem Punkt: Sie setzen voraus, dass an beiden Enden
eines zu untersuchenden Pfads kooperierende Messstationen existieren. Die
hier vorliegende Arbeit setzt es sich jedoch zum Ziel, von einem Punkt aus zu
anderen Teilen des Internet die Verbindungsqualita¨t untersuchen zu ko¨nnen,
ohne eine spezielle Kooperation der Gegenstelle zu fordern.
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2.7 Application Response Measurement
Als ein Beispiel eines grundlegend anderen Ansatzes fu¨r Performance-
Messungen im Internet sei hier der von der Computer Measurement
Group (CMG) definierte Standard Application Response Measure-
ment erwa¨hnt [28]. Hier interessieren sich Anbieter von Internet-Diensten
dafu¨r, welche Internet-Performance ihre potenziellen Kunden wahrnehmen.
Erreicht werden soll dies, indem die Anbieter auf ihren WWW-Seiten be-
stimmte aktive Inhalte einbinden, die dann von jedem Client-Rechner aus
die Zeitdauer bestimmter Vorga¨nge der Anwendungsprotokolle bestimmen
und dem Server mitteilen.
Abgesehen davon, dass hier die Initiative vom Anbieter von Internet-
Diensten ausgeht und nicht vom Benutzer, liegt der grundsa¨tzliche Unter-
schied dieses Projekts zur vorliegenden Arbeit darin, dass hier rein in der
Anwendungsschicht statt in der Netzschicht gemessen wird. Dass dabei nicht
nur die Performance des Netzes sondern auch des jeweiligen Servers und der
Anwendung beru¨cksichtigt wird, ist in diesem Fall auch durchaus erwu¨nscht.
Auch beno¨tigt dieser Ansatz eine Kooperation der Gegenseite: ein Benutzer
muss dem Installieren eines Java-Applets oder eines Active-X-Agenten in
seinem WWW-Browser zustimmen.
Kapitel 3
Performance-Maße
Um die im Rahmen der vorliegenden Arbeit durchzufu¨hrenden Messungen
sinnvoll planen und auswerten zu ko¨nnen, mu¨ssen zuna¨chst einmal die zu
betrachtenden Gro¨ßen festgelegt werden. Die IPPM-Gruppe hat mehrere
Anforderungen zusammengestellt, denen ihre Gro¨ßen genu¨gen sollen, zum
Beispiel:
• Die Gro¨ßen sollen klar definiert sein und eine konkrete Bedeutung
haben.
• Eine Meßmethode fu¨r eine Gro¨ße soll wiederholbar sein, das heißt,
wenn dieselbe Methode mehrmals unter denselben Bedingungen ein-
gesetzt wird, sollen die Messungen jedes Mal dasselbe Ergebnis haben.
• Die Gro¨ßen sollen Benutzern und Providern helfen, die Performance
zu verstehen, die sie erhalten beziehungsweise liefern.
• Die Gro¨ßen sollen den Aufbau ku¨nstlicher Performance-Ziele vermei-
den.
Es werden nun durchaus Gro¨ßen definiert, fu¨r die keine offensichtliche
Mo¨glichkeit zur Messung besteht. Wa¨hrend dies akzeptiert wird, wird aber
gleichzeitig gefordert, dass eine Gro¨ße immer eine konkrete Bedeutung hat
und eindeutig definiert wird. In anderen Worten: Schwierigkeiten und Unge-
nauigkeiten beim tatsa¨chlichen Messen einer Gro¨ße werden hingenommen,
nicht jedoch Uneindeutigkeiten bei der Definition und Bedeutung einer Gro¨-
ße.
3.1 Konnektivita¨t
Konnektivita¨t ist die Grundlage des Internet u¨berhaupt. Eine Gro¨ße, die aus-
sagt, ob zwei Hosts im Internet sich gegenseitig u¨berhaupt erreichen ko¨nnen,
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ist daher der naheliegende Ausgangspunkt fu¨r eine Sammlung von Internet-
Performance-Maßen. Im folgenden werden mehrere Gro¨ßen definiert, von
denen einige hauptsa¨chlich zur Definition anderer verwendet werden. Sie
entsprechen den in RFC 2678 [60] definierten Konnektivita¨ts-Maßen.
Unmittelbare unidirektionale Konnektivita¨t
Name: Unmittelbare unidirektionale Typ-P-Konnektivita¨t
(”Type-P-Instantaneous-Unidirectional-Connectivity“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
P : ein Pakettyp
Maßeinheit: Boolean.
Definition: A1 hat unmittelbare unidirektionale Typ-P-Konnektivita¨t zu
A2 zur Zeit T , wenn ein Paket vom Typ P , das von A1 zum Zeitpunkt T zu
A2 abgeschickt wird, irgendwann bei A2 ankommt.
Diskussion: Diese Gro¨ße ist nicht unmittelbar nu¨tzlich, weil sie sich auf
einen einzigen Zeitpunkt bezieht und unidirektional ist. Die meisten An-
wendungen beno¨tigen Konnektivita¨t in beiden Richtungen, so etwa jede
TCP-Verbindung. Außerdem wird meistens Konnektivita¨t u¨ber einen la¨n-
geren Zeitraum beno¨tigt. Schließlich kann es gut sein, dass man zu einem
bestimmten Zeitpunkt keine Konnektivita¨t hat, obwohl die Konnektivita¨t
kurz vor und kurz nach diesen Zeitpunkt sehr wohl besteht. Das kann etwa
der Fall sein, wenn die Warteschlange eines Routers gerade u¨berfu¨llt ist und
der Router voru¨bergehend Pakete verwirft.
Ein wichtiger Punkt ist auch, dass nichts daru¨ber ausgesagt wird, wann
das Paket am Ziel ankommt. Rein theoretisch kann entsprechend RFC 791
([65]) zwar wegen der Gro¨ße des TTL-Feldes ein IP-Paket maximal 255 Se-
kunden existieren. In der Praxis ist das TTL-Feld aber ein reiner Za¨hler der
Verbindungen [9], wobei zum Durchlaufen der meisten Verbindungen weit
weniger als eine Sekunde beno¨tigt wird. Des weiteren bestehen Internet-
Pfade in der Praxis meist aus wesentlich weniger Verbindungen (typischer-
weise unter 20), so dass ein Paket selten auch nur anna¨hernd eine Lebens-
dauer von 255 Sekunden erreicht. Trotzdem ist es denkbar, dass ein Paket
auch la¨nger als 255 Sekunden von seiner Quelle zu seinem Ziel unterwegs sein
kann. Diese U¨berlegungen sollten beru¨cksichtigt werden, wenn Messungen
dieser Gro¨ße unternommen werden.
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Unmittelbare bidirektionale Konnektivita¨t
Name: Unmittelbare bidirektionale Typ-P-Konnektivita¨t
(”Type-P-Instantaneous-Bidirectional-Connectivity“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
P : ein Pakettyp
Maßeinheit: Boolean.
Definition: A1 undA2 haben unmittelbare bidirektionale Typ-P-Konnektivita¨t
zur Zeit T , wenn A1 unmittelbare unidirektionale Typ-P-Konnektivita¨t zu
A2 hat und A2 unmittelbare unidirektionale Typ-P-Konnektivita¨t zu A1
hat.
Diskussion: Alternativ ko¨nnte man auch definieren, dass A1 und A2 ge-
nau dann bidirektionale Konnektivita¨t haben, wenn A1 zur Zeit T unmittel-
bare unidirektionale Typ-P-Konnektivita¨t zu A2 hat und A2 zur Zeit T+∆T
unmittelbare unidirektionale Typ-P-Konnektivita¨t zu A1 hat, wobei T+∆T
der Zeitpunkt ist, zu dem ein Paket von A1 bei A2 ankommt. Das wa¨re fu¨r
Messungen besser geeignet, weil man eine Antwort von A2 auf A1 verwenden
ko¨nnte, um die Konnektivita¨t zu messen. Andererseits bra¨che es die Sym-
metrie der obigen Definition und wu¨rde bedeuten, dass die Paketlaufzeit von
A1 zu A2 beru¨cksichtigt werden muss.
Unidirektionale Intervall-Konnektivita¨t
Name: Unidirektionale Typ-P-Intervall-Konnektivita¨t
(”Type-P-Interval-Unidirectional-Connectivity“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
∆T : eine Zeitdauer
P : ein Pakettyp
Maßeinheit: Boolean.
Definition: A1 hat im Zeitintervall [T, T + ∆T ] unidirektionale Typ-P-
Intervall-Konnektivita¨t zu A2 genau dann, wenn es einen Zeitpunkt T ′ ∈
[T, T + ∆T ] so gibt, dass A1 zur Zeit T ′ unmittelbare unidirektionale Typ-
P-Konnektivita¨t zu A2 hat.
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Bidirektionale Intervall-Konnektivita¨t
Name: Bidirektionale Typ-P-Intervall-Konnektivita¨t
(”Type-P-Interval-Bidirectional-Connectivity“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
∆T : eine Zeitdauer
P : ein Pakettyp
Maßeinheit: Boolean.
Definition: A1 und A2 haben im Zeitintervall [T, T + ∆T ] bidirektionale
Typ-P-Intervall-Konnektivita¨t genau dann, wenn in diesem Zeitintervall A1
unidirektionale Typ-P-Intervall-Konnektivita¨t zu A2 hat und A2 unidirek-
tionale Typ-P-Intervall-Konnektivita¨t zu A1 hat.
Diskussion: Diese Gro¨ße hat noch keinen praktischen Wert. In der Praxis
wird na¨mlich meist verlangt, dass ein Paket von A1 zu A2 eine Antwort
auslo¨sen kann, die dann in einem Paket von A2 zu A1 transportiert werden
kann. Mit der vorliegenden Definition wa¨re es durchaus mo¨glich, dass A1
und A2 ”volle Konnektivita¨t“ haben, aber beispielsweise nur zur einer Zeit
T ′ die so fru¨h im Intervall [T, T + ∆T ] liegt, dass keine Antworten mehr
mo¨glich sind. Aus diesem Manko ru¨hrt die Motivation fu¨r die folgende und
letzte Konnektivita¨tsdefinition her.
Bidirektionale Normalkonnektivita¨t
Name: Bidirektionale Typ-P1-P2-Intervall-Normalkonnektivita¨t
(”Type-P1-P2-Interval-Temporal-Connectivity“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
∆T : eine Zeitdauer
P1: ein Pakettyp
P2: ein Pakettyp
Maßeinheit: Boolean.
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Definition: A1 hat im Zeitintervall [T, T + ∆T ] bidirektionale Typ-P1-P2-
Intervall-Normalkonnektivita¨t zu A2 genau dann, wenn Zeitpunkte T1 und
T2 sowie die Zeitdauern ∆T1 und ∆T2 so existieren, dass gilt:
• T1, T1 + ∆T1, T2, T2 + ∆T2 ∈ [T, T + ∆T ]
• T1 + ∆T1 ≤ T2
• Zur Zeit T1 hat A1 unmittelbare unidirektionale Typ-P1-Konnektivita¨t
zu A2.
• Zur Zeit T2 hat A2 unmittelbare unidirektionale Typ-P2-Konnektivita¨t
zu A1.
• ∆T1 ist die Zeit, die ein Typ-P1-Paket zur Zeit T1 von A1 nach A2
braucht.
• ∆T2 ist die Zeit, die ein Typ-P2-Paket zur Zeit T2 von A2 nach A1
braucht.
Diskussion: Dies ist nun endlich die Definition einer praktisch brauchba-
ren Gro¨ße: Ein Internet-Host kann eine Anfrage an einen anderen stellen und
dieser kann seine Antwort erfolgreich u¨bermitteln. Es wurden bewusst unter-
schiedliche Pakettypen fu¨r Hin- und Ru¨ckweg vorgesehen, weil es bei vielen
Anwendungen tatsa¨chlich vorkommen kann, dass Frage- und Antwortpakete
unterschiedliche Typen haben.
3.2 Paketlaufzeit
Die Laufzeit eines Pakets durch das Internet von einem Sender zu einem
Empfa¨nger ist eine bedeutsame Gro¨ße fu¨r die Qualita¨t der betroffenen Ver-
bindung:
• Viele Anwendungen arbeiten schlecht oder gar nicht, wenn die Paket-
laufzeit einen bestimmten Schwellwert u¨berschreitet.
• Fu¨r viele Transportprotokolle ist die Paketlaufzeit von unmittelbarer
Bedeutung fu¨r ihre Performance: je ku¨rzer die Paketlaufzeit, desto ho¨-
her der erzielbare Durchsatz.
• Das Minimum der Paketlaufzeit gibt einen Anhaltspunkt fu¨r den An-
teil der Sende- und Ausbreitungszeit.
• Werte u¨ber dem Minimum ergeben sich typischerweise aus der War-
tezeit in Routern und sind ein Anzeichen fu¨r eine ho¨here Auslastung
von Ressourcen irgendwo im betroffenen Pfad.
So finden sich unter den Ergebnissen der IPPM-Gruppe gleich zwei RFC-
Dokumente, die sich speziell mit der Paketlaufzeit befassen.
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Unidirektionale Paketlaufzeit
RFC 2679 [3] definiert eine Gro¨ße fu¨r unidirektionale Paketlaufzeit:
Name: Unidirektionale Typ-P-Laufzeit (”Type-P-One-way-Delay“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
P : ein Pakettyp
Maßeinheit: Eine positive, reelle Zahl von Sekunden, oder undefiniert,
dargestellt als Unendlich, ∞.
Definition: Die Zeitspanne ∆T ist die unidirektionale Typ-P-Laufzeit von
A1 nach A2 zum Zeitpunkt T genau dann, wenn ein Paket vom Typ P , das
von A1 zum Zeitpunkt T abgesendet wird, zum Zeitpunkt T + ∆T bei A2
ankommt. Dabei za¨hlt beim Absenden genau der Zeitpunkt der U¨bertragung
des ersten Bit und beim Empfangen genau der Zeitpunkt des Empfangs des
letzten Bit des Pakets.
Die unidirektionale Typ-P-Laufzeit von A1 nach A2 zum Zeitpunkt T ist
undefiniert genau dann, wenn ein Paket vom Typ P zum Zeitpunkt T von
A1 nach A2 gesendet wird aber zu keinem Zeitpunkt dort ankommt.
Diskussion: Die Messung von unidirektionaler Paketlaufzeit hat gegen-
u¨ber der bidirektionalen Paketlaufzeit einige Vorteile:
• Pfade sind im Internet ha¨ufig asymmetrisch und ko¨nnen je nach Rich-
tung u¨ber vollkommen verschiedene Service Provider laufen. Die un-
terschiedlichen Eigenschaften beider Richtungen werden nur deutlich,
wenn man sie auch getrennt untersucht.
• Selbst wenn ein Pfad symmetrisch ist, ko¨nnen beide Richtungen auf-
grund unterschiedlicher Auslastung eine unterschiedliche Dienstgu¨te
liefern.
• Auch im Zusammenhang mit der Einfu¨hrung von Mechanismen fu¨r
differenzierte Dienstgu¨te [34] ko¨nnen richtungsabha¨ngige Effekte auf-
treten.
Diesen Vorteilen stehen allerdings auch Nachteile gegenu¨ber:
• Die beiden an einer Messung beteiligten Hosts mu¨ssen speziell mitein-
ander zusammenarbeiten, sich zur richtigen Zeit auf das Senden bezie-
hungsweise Empfangen des gewu¨nschten Pakets vorbereiten und die
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Zeitpunkte bestimmen. Nach der Messungen mu¨ssen diese Ergebnis-
se zusammengetragen werden, um aus den verschiedenen Zeitpunkten
auf die Paketlaufzeit schließen zu ko¨nnen.
• Um die Paketlaufzeit mit brauchbarer Genauigkeit bestimmen zu ko¨n-
nen, mu¨ssen die Uhren der beiden Hosts hinreichend genau mitein-
ander synchronisiert werden, und zwar durch ein anderes Medium als
das untersuchte Netz. Die Dokumente der IPPM-Gruppe widmen sich
ausfu¨hrlich dem Problem dieser Synchronisation.
Des weiteren wird eine zusammengesetzte Gro¨ße definiert:
Name: Poisson-Sequenz unidirektionaler Typ-P-Laufzeit (”Type-P-One-
way-Delay-Poisson-Stream“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T0: ein Zeitpunkt
Tf : ein Zeitpunkt
λ: eine Senderate in s−1
P : ein Pakettyp
Maßeinheit: Eine Sequenz von Paaren, wobei sich ein Paar zusammen-
setzt aus T , einem Zeitpunkt, und ∆T , einer positiven, reellen Zahl von
Sekunden, oder undefiniert.
Die Werte von T sind in der Sequenz monoton steigend. Bei jedem
Paar ist T ein Parameter und ∆T ein Ergebnis der unidirektionalen Typ-P-
Laufzeit.
Definition: Es wird ein (Pseudo-)Zufalls-Prozess erzeugt, der im Intervall
[T0, Tf ] mit der Rate λ Poisson-verteilt Werte fu¨r T erzeugt. Fu¨r jedes T
wird die unidirektionale Typ-P-Laufzeit bestimmt und bildet mit diesem T
ein Paar aus der Ergebnis-Sequenz.
Diskussion: Diese Sequenz bildet einen Messreihe, mit der sich die im
Internet allgegenwa¨rtigen Schwankungen gemessener Gro¨ßen erfassen lassen.
Auf dieser Sequenz aufbauend werden eine Reihe statistischer Gro¨ßen be-
schrieben, im wesentlichen das Perzentil (siehe Kapitel 3.4) der ∆T -Werte
und das inverse Perzentil, sowie die Spezialfa¨lle Median und Minimum. Bei
der Bestimmung des Perzentil werden dabei Paketverluste insofern beru¨ck-
sichtigt, dass verlorene Pakete mit einer unendlich langen Laufzeit geza¨hlt
werden. Daher ist es mo¨glich, dass auch ein Perzentil undefiniert sein kann.
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Bidirektionale Paketlaufzeit
Analog zur unidirektionalen Typ-P-Laufzeit aus RFC 2679 beschreibt RFC
2681 [5] eine bidirektionale Typ-P-Laufzeit (”Type-P-Round-trip-Delay“) in-
klusive einer Poisson-Sequenz bidirektionaler Typ-P-Laufzeit etc.
Im folgenden werden nur die Unterschiede der bidirektionalen zur unidi-
rektionalen Paketlaufzeit beschrieben und diskutiert:
• Der empfangende Host A2 sendet sofort nach dem Empfang des er-
sten Pakets seinerseits ein Paket zu A1. Das Ergebnis ist die Differenz
zwischen dem Zeitpunktes des Empfangs dieses zweiten Pakets bei A1
und des Absendens des ersten Pakets von A1.
• Es wird zwischen der bidirektionalen Paketlaufzeit von A1 nach A2
und der bidirektionalen Paketlaufzeit von A2 nach A1 unterschieden.
Zusa¨tzlich wird die Formulierung bidirektionale Paketlaufzeit zwischen
A1 und A2 zugelassen. Sie unterscheidet die Richtung nicht und kann
einen der beiden erstgenannten Begriffe meinen. Diese Mehrdeutigkeit
kann bewusst in Kauf genommen werden, weil der Unterschied in der
Praxis meist geringfu¨gig ist und weil dadurch gegebenenfalls eine zu-
sa¨tzliche Messung eingespart werden kann.
Gegenu¨ber der unidirektionalen Paketlaufzeit hat die bidirektionalen Pa-
ketlaufzeit unter anderem folgende Vorteile:
• Fu¨r die meisten Transportprotokolle spielt nur die bidirektionale Pa-
ketlaufzeit eine Rolle. Diese direkt zu messen ist unter Umsta¨nden
genauer, als sie aus den fu¨r beide Richtungen getrennt gemessenen
unidirektionalen Paketlaufzeiten abzuleiten.
• Da die Zeitnahme nur bei Host A1 erfolgt, entfa¨llt die aufwa¨ndige Syn-
chronisation der Uhren beider Hosts. Es muss lediglich sichergestellt
werden, dass die Uhr von Host A1 den Parameter T genau genug ein-
ha¨lt und dass die Uhr nicht wa¨hrend einer laufenden Messung neu
gestellt wird, oder dass einer Verstellung der Uhr Rechnung getragen
wird.
• Die einzige Anforderung an Host A2 ist, dass ein eingehendes Paket
umgehend beantwortet wird durch ein Paket, das an den Absender des
ersten Pakets geschickt wird. Es gibt unter den Internet-Protokollen
eine Reihe Standard-Anwendungen und -Funktionen, die diese Anfor-
derung gegebenenfalls erfu¨llen, ohne dass dort spezielle Software in-
stalliert werden mu¨sste, ja sogar ohne dass der Verwalter dieses Hosts
u¨berhaupt etwas von den Messungen wissen mu¨sste.
Vor allem aus den beiden letztgenannten Gru¨nden wird im Rahmen der
vorliegenden Arbeit allein die bidirektionale Paketlaufzeit untersucht. Un-
tersuchungen der unidirektionalen Paketlaufzeit, die mit dem Aufbau eines
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recht umfangreichen Instrumentariums auf vielen Hosts verbunden sind, wer-
den derzeit von anderen Gruppen durchgefu¨hrt, siehe Kapitel 2.6.
Varianz der Paketlaufzeit
Da viele Anwendungen im Internet empfindlich auf eine große Varianz der
Paketlaufzeit reagieren, mo¨chte man auch diese quantitativ erfassen. Inner-
halb der IPPM-Gruppe gibt es daher Bestrebungen, auch eine Gro¨ße fu¨r die
Varianz der Paketlaufzeit zu definieren. Dieses Vorhaben ist noch nicht ab-
geschlossen und hat bislang noch nicht zu einem offiziellen RFC-Dokument
gefu¨hrt, es zeichnet sich aber ab, dass Definitionen im folgenden Sinne als
sinnvoll erachtet werden.
Name: Varianz der Unidirektionalen Typ-P-Laufzeit (”Type-P-One-way-
ipdv“, IP delay variation).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T1: ein Zeitpunkt
T2: ein Zeitpunkt
P : ein Pakettyp
Maßeinheit: Eine reelle Zahl von Sekunden (positiv, negativ oder Null),
oder undefiniert.
Definition: Die reelle Zahl ∆∆T ist die Varianz der unidirektionalen Typ-
P-Laufzeit von A1 nach A2 zum Zeitpunkt T1 und T2 genau dann, wenn ∆T1
die unidirektionale Typ-P-Laufzeit von A1 nach A2 zum Zeitpunkt T1 und
∆T2 die unidirektionale Typ-P-Laufzeit von A1 nach A2 zum Zeitpunkt T2
und ∆∆T = ∆T2 −∆T1.
∆∆T ist undefiniert, wenn mindestens eins von ∆T1 oder ∆T2 undefiniert
ist.
Diskussion: Die unidirektionale Varianz der Paketlaufzeit hat gegenu¨ber
der Paketlaufzeit wegen der Differenzbildung den Vorteil, dass sie keine ex-
akte Synchronisation der beteiligten Hosts beno¨tigt. Die Ganggenauigkeit
der Uhren beider Hosts ist jedoch auch hier essenziell.
Auch hier wird eine zusammengesetzte Gro¨ße definiert:
Name: Varianz einer Poisson-Sequenz unidirektionaler Typ-P-Laufzeit
(”Type-P-One-way-ipdv-Poisson-Stream“).
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Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T0: ein Zeitpunkt
Tf : ein Zeitpunkt
λ: eine Senderate in s−1
P : ein Pakettyp
Maßeinheit: Eine Sequenz von Tripeln, wobei sich ein Tripel zusammen-
setzt aus T , einen Zeitpunkt, TI, einem Zeitintervall, und ∆∆T , einer reellen
Zahl von Sekunden oder undefiniert.
Die Sequenz von T ist monoton steigend. Bei jedem Paar sind T und
T + TI mo¨gliche Parameter und ∆∆T ein mo¨gliches Ergebnis der Varianz
der unidirektionalen Typ-P-Laufzeit.
Definition: Es wird ein (Pseudo-)Zufalls-Prozess erzeugt, der im Intervall
[T0, Tf ] Poisson-verteilt Werte fu¨r T erzeugt. Sie werden als Ti mit i = 1 . . . n
bezeichnet, wenn n die Anzahl der im Intervall liegenden Werte ist. Fu¨r
jedes Ti mit i = 1 . . . n − 1 wird die Varianz der unidirektionalen Typ-P-
Laufzeit, ∆∆Ti, bestimmt und bildet mit Ti und TI = Ti+1 − Ti ein Tripel
der Ergebnis-Sequenz.
Diskussion: Auf der Basis diese Messreihe lassen sich wieder sinnvol-
le Statistische Gro¨ßen aufbauen, wie zum Beispiel das inverse Perzentil
(”Type-P-One-way-ipdv-inverse-percentile“), das beschreibt, welcher Anteil
aller Varianz-Werte einer Messreihe einen bestimmten Schwellwert nicht
u¨berschreitet (im Falle eines positiven Schwellwerts) beziehungsweise nicht
unterschreitet (im Falle eines negativen Schwellwerts).
Der Absolutwert der Varianzwerte |∆∆T | wird auch als Jitter (”Type-
P-One-way-ipdv-jitter“) bezeichnet.
3.3 Paketverlust
Paketverluste sind im Internet eine normale, allta¨gliche Erscheinung. Das
Netzschicht-Protokoll IP u¨bernimmt definitionsgema¨ß keine Garantie, dass
ein Paket am Ziel-Host ankommt. Trotzdem oder gerade deswegen ist die
Ha¨ufigkeit von Paketverlusten ein grundlegender Bestandteil der Qualita¨t
einer Internet-Verbindung:
• Viele Anwendungen arbeiten schlecht oder gar nicht, wenn die Paket-
verlustrate einen bestimmten Schwellwert u¨berschreitet.
• Fu¨r viele Transportprotokolle ist die Paketverlustrate von unmittelba-
rer Bedeutung fu¨r ihre Performance: je kleiner die Paketverlustrate,
desto besser der erzielbare Durchsatz.
40 KAPITEL 3. PERFORMANCE-MASSE
• In der Regel sind Paketverluste ein Zeichen von U¨berlastungen irgend-
wo im betroffenen Pfad.
Die IPPM-Gruppe beschreibt in RFC 2680 [4] einige Definitionen fu¨r Maße
des unidirektionalen Paketverlusts.
Unidirektionaler Paketverlust
Name: Unidirektionaler Typ-P-Paketverlust (”Type-P-One-way-Packet-
Loss“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T : ein Zeitpunkt
P : ein Pakettyp
Maßeinheit: Boolean, dargestellt als 1 (Paketverlust) oder 0 (kein Paket-
verlust).
Definition: Der unidirektionale Typ-P-Paketverlust von Host A1 zu Host
A2 zur Zeit T ist 0, wenn Host A1 zum Zeitpunkt T ein Paket zu Host
A2 abschickt und dieses Paket irgendwann fehlerfrei dort ankommt. Falls
das Paket nicht oder nicht fehlerfrei ankommt, ist der Paketverlust 1. Dabei
za¨hlt beim Absenden genau der Zeitpunkt der U¨bertragung des ersten Bit
des Pakets.
Diskussion: Der Typ-P-Paketverlust ist immer dann 1, wenn die zuge-
ho¨rige Typ-P-Laufzeit undefiniert ist, und 0, wenn die zugeho¨rige Typ-P-
Laufzeit einen endlichen, definierten Wert hat.
Die Frage, ob die Ankunft von fehlerhaften Paketen bei Host A2 als
Paketverlust gewertet werden soll oder nicht, ist diskussionsfa¨hig. Die Pro-
bleme der richtigen Zuordnung von fehlerbehafteten Paketen sind jedoch so
schwerwiegend, dass die oben genannte Definition gewa¨hlt wurde. Außerdem
sind wenige oder keine Internet-Anwendungen bekannt, die aus einem feh-
lerhaft empfangenen Paket Gewinn scho¨pfen ko¨nnen und es anders bewerten
wu¨rden als einen Paketverlust.
Fu¨r eine Messung dieser Gro¨ße muss eine sinnvolle Obergrenze fu¨r die
Laufzeit des Pakets gefunden werden. Wie bereits in Kapitel 3.1 beschrie-
ben ko¨nnten dafu¨r zwar theoretische Obergrenzen gefunden werden, in der
Praxis wird man jedoch auf empirische Erfahrungen aufbauen mu¨ssen. Tat-
sa¨chlich ist fu¨r die meisten Anwendungen und Transportprotokolle ein Paket
mit einer Laufzeit u¨ber einem bestimmten Wert gleichwertig mit einem Pa-
ketverlust.
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Name: Poisson-Sequenz unidirektionaler Typ-P-Paketverluste (”Type-P-
One-way-Packet-Loss-Poisson-Stream“).
Parameter: A1: ein Host, dargestellt durch eine IP-Adresse
A2: ein Host, dargestellt durch eine IP-Adresse
T0: ein Zeitpunkt
Tf : ein Zeitpunkt
λ: eine Senderate in s−1
P : ein Pakettyp
Maßeinheit: Eine Sequenz von Paaren, wobei sich ein Paar zusammen-
setzt aus T , einen Zeitpunkt, und L, einem durch 0 oder 1 dargestellten
Boolean-Wert.
Definition: Es wird ein (Pseudo-)Zufalls-Prozess erzeugt, der im Intervall
[T0, Tf ] mit der Rate λ Poisson-verteilt Werte fu¨r T erzeugt. Fu¨r jedes T wird
der unidirektionale Typ-P-Paketverlust L bestimmt und bildet mit diesem
T ein Paar aus der Ergebnis-Sequenz.
Diskussion: Es ist anzumerken, dass die so bestimmten Paketverluste
durch die Poisson-Verteilung gut gegen Selbst-Beeinflussung geschu¨tzt ist im
Gegensatz zu den von Transport-Protokollen beobachteten Paketverlusten.
Beispielsweise treten TCP-Pakete meist gebu¨ndelt auf, was zu einer ho¨he-
ren Paketverlustrate wa¨hrend der U¨bertragung fu¨hren kann. Andererseits
versucht TCP, U¨berlastsituationen zu erkennen und sich daran anzupassen,
was wiederum zu niedrigeren Paketverlusten fu¨hrt.
Name: Mittlerer unidirektionaler Typ-P-Paketverlust (”Type-P-One-way-
Packet-Loss-Average“).
Maßeinheit: Eine Reelle Zahl von 0 bis 1.
Definition: Basierend auf einer Poisson-Sequenz unidirektionaler Typ-
P-Paketverluste wird der mittlere unidirektionale Typ-P-Paketverlust als
arithmetisches Mittel der als Zahl aufgefassten L-Werte gebildet.
Diskussion: RFC 2680 weist darauf hin, dass in einer guten Internet-
Verbindung die Paketverluste unter 1 % liegen. Wenn man Paketverluste
von unter 1 % auflo¨sen mo¨chte bei gleichzeitig guter Auflo¨sung von T , dann
muss man einen Wert fu¨r λ wa¨hlen, der gro¨ßer ist, als es aus anderen Gru¨n-
den wu¨nschenswert wa¨re (etwa wegen der Kosten fu¨r den Messverkehr oder
die Gefahr, die Netzsituation durch den Messverkehr selber nennenswert zu
beeinflussen).
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Der mittlere unidirektionale Typ-P-Paketverlust dient im folgenden als
Scha¨tzwert fu¨r die unidirektionale Paketverlustrate pu.
Bidirektionaler Paketverlust
Bislang hat die IPPM-Gruppe keine Definitionen fu¨r bidirektionale Paket-
verluste getroffen. Zu den unidirektionalen Gro¨ßen analoge Definitionen fu¨r
den bidirektionalen Typ-P-Paketverlust von Host A1 zu Host A2 zur Zeit T
und die Poisson-Sequenz unidirektionaler Typ-P-Paketverluste liegen jedoch
nahe. Wie schon bei der Paketlaufzeit werden diese Definitionen hier nicht
mehr ausfu¨hrlich dargestellt sondern als analog durchgefu¨hrt angenommen.
Diskussion: Auch hier gilt wieder, dass der Typ-P-Paketverlust immer
dann 1 ist, wenn die zugeho¨rige Typ-P-Laufzeit undefiniert ist, und 0, wenn
die zugeho¨rige Typ-P-Laufzeit einen endlichen, definierten Wert hat.
Die Durchfu¨hrung von Messungen bidirektionaler Paketverluste ist wie-
der in dem Sinne einfacher als die unidirektionaler Paketverluste, dass keine
spezielle Kooperation bei Host A2 erforderlich ist, sondern dass unter Um-
sta¨nden das Standardverhalten beliebiger Hosts genutzt werden kann.
Der mittlere bidirektionale Typ-P-Paketverlust dient im folgenden als
Scha¨tzwert fu¨r die bidirektionale Paketverlustrate pb.
Dabei ist die Formulierung ”bidirektionale Paketverlustrate zwischen
Host A1 und Host A2“ zula¨ssig und gibt an, dass man die unidirektionalen
Paketverlustraten fu¨r einen gewissen Zeitraum als konstant annimmt, so
dass die genaue Reihenfolge der Untersuchung beider Richtungen vernach-
la¨ssigt werden kann.
Relationen zwischen unidirektionaler und bidirektionaler Paket-
verlustrate
Die bidirektionale Paketverlustrate la¨sst sich aus den unidirektionalen Pa-
ketverlustraten herleiten:
pb = 1− (1− pu1) (1− pu2) (3.1)
= pu1 + pu2 − pu1 pu2 (3.2)
mit
pb : bidirektionale Paketverlustrate zwischen A1 und A2
pu1 : unidirektionale Paketverlustrate zwischen von A1 nach A2
pu2 : unidirektionale Paketverlustrate zwischen von A2 nach A1
Umgekehrt lassen sich die unidirektionalen Paketverlustraten nicht ohne
weiteres aus der bidirektionalen Paketverlustrate herleiten. In zwei Sonder-
fa¨llen ist dies dennoch mo¨glich:
3.4. STATISTISCHE GRO¨SSEN 43
Falls Paketverluste nur in einer Richtung auftreten und in der anderen
Richtung gar nicht, also etwa pu1 = 0, dann gilt
pu2 = pb (3.3)
Falls die Paketverluste genau symmetrisch verteilt sind und in beiden
Richtungen gleich ha¨ufig auftreten, also wenn pu1 = pu2, dann la¨sst sich die
einheitliche unidirektionale Paketverlustrate pu wie folgt schreiben:
pu = pu1 = pu2 = 1−
√
1− pb (3.4)
Die Annahme pu1 = pu2 mag fu¨r den Normfall naheliegend sein, ist
aber mit großer Vorsicht zu genießen. Wie viele der in der Praxis relevanten
Internet-Pfade sich mit guter Na¨herung so beschrieben lassen und wie viele
eindeutige Asymmetrien aufweisen, la¨sst sich nur schwer sagen und wird sich
von Fall zu Fall deutlich unterscheiden.
3.4 Statistische Gro¨ßen
Um kleinere mo¨gliche Unstimmigkeiten zu vermeiden, definiert RFC 2330
ein paar grundlegende statistische Gro¨ßen, die bei der Auswertung von Mes-
sergebnissen ha¨ufig verwendet werden.
Name: Empirische Verteilungsfunktion (”empirical distribution functi-
on“).
Parameter: Eine Messreihe einer skalaren Gro¨ße x.
Definition: Die Funktion F (x) ist die empirische Verteilungsfunktion
einer gegebenen Messreihe von x, wenn F (x) fu¨r jedes x angibt, welcher
Anteil der gemessenen Werte kleiner oder gleich x ist. Ist x kleiner als jeder
gemessene Wert, so ist F (x) = 0, ist x gro¨ßer als jeder gemessenen Wert,
dann ist F (x) = 1.
Diskussion: Die empirische Verteilungsfunktion wird im folgenden oft
auch kurz Verteilungsfunktion genannt in dem Sinne, dass die empirische
Verteilungsfunktion als Scha¨tzwert fu¨r die tatsa¨chliche Verteilungsfunktion
verwendet wird.
Name: Perzentil (”percentile“).
Parameter: Eine Messreihe einer skalaren Gro¨ße x.
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Definition: Das i-te Perzentil einer gegebenen Messreihe ist der kleinste
beobachtete Messwert x fu¨r den gilt F (x) ≥ i/100.
Diskussion: Bei der Angabe eines Perzentil als Ergebnis einer Messung ist
es stets wichtig, auch den Umfang N der Messreihe anzugeben, da sonst bei-
spielsweise durch die Angabe unsinnig vieler Nachkommastellen ein falscher
Eindruck der Genauigkeit erweckt werden kann.
Name: Median (”median“).
Parameter: Eine Messreihe einer skalaren Gro¨ße x.
Definition: In der Stochastik bezeichnet der Median genau den Punkt
x, fu¨r den die Wahrscheinlichkeiten, eine Beobachtung gro¨ßer oder kleiner
x zu machen, genau gleich groß sind. Der Scha¨tzwert fu¨r den Median, der
im folgenden auch kurz Median genannt wird, wird in Abha¨ngigkeit des
Umfangs N der Messreihe definiert:
Falls N gerade ist, ist der Median das 50-ste Perzentil gema¨ß obiger
Definition.
Falls n ungerade ist, ist der Median das arithmetische Mittel der beiden
zentralen Beobachtungen; mit N = 2 k also das arithmetische Mittel der k-t
kleinsten und k-t gro¨ßten Beobachtung.
Kapitel 4
Auswahl der zu
untersuchenden Hosts
4.1 Motivation
Das heutige Internet hat eine Gro¨ße und Dynamik, bei der es unmo¨glich ist,
eine Liste aller beteiligte Hosts zu erstellen oder sie auch nur abzuza¨hlen.
Jeder einzelne Benutzer mag sich in seinem Verhalten auf die Kommunika-
tion mit einer u¨berschaubaren Anzahl Hosts im Internet beschra¨nken, aber
sobald der Verkehr einer Gruppe von Benutzern gebu¨ndelt wird, steigt die
Zahl der angesprochenen Hosts schnell an. Wenn nun die Verbindungsquali-
ta¨t zum ”gesamten Internet“ untersucht werden soll, dann kann man dafu¨r
nur eine beschra¨nkte Zahl Hosts nehmen, die repra¨sentativ fu¨r das gesamte
Internet stehen. Diese Anna¨herung ist um so eher gerechtfertigt, je gro¨ßer
die Zahl dieser Hosts ist. Kapitel 4.2 untersucht am Beispiel der Gruppe
der Internet-Benutzer der Universita¨t zu Ko¨ln, auf wie viele verschiedene
Internet-Hosts sich der Verkehr verteilt, und, in welcher Gro¨ßenordnung ei-
ne repra¨sentative Auswahl von Internet-Hosts demnach liegen sollte.
Des weiteren spielt die Art der Auswahl der Hosts eine Rolle: wenn die
Auswahl objektiv erfolgen soll, muss sie nach klar definierten Regeln erfol-
gen, mithin also automatisierbar sein. Nur eine automatisierte Erstellung
dieser Hostliste bietet Schutz vor absichtlicher oder unabsichtlicher Beein-
flussung der Ergebnisse. Als einzig sinnvoller Anhaltspunkt fu¨r die Auswahl
von Hosts bietet sich eine Analyse des tatsa¨chlichen Internet-Verkehrs ei-
ner gegebenen Benutzergruppe an: die Hosts, mit denen die Benutzer am
meisten Daten austauschen, spielen die gro¨ßte Rolle und sollten somit als
erste in diese Liste aufgenommen werden. Neben dem Zugangspunkt, von
dem aus die Internet-Konnektivita¨t gemessen werden soll, ist also die Be-
nutzergruppe, nach deren Vorlieben und Maßsta¨ben beurteilt werden soll,
ein weiterer Parameter der Messungen. Kapitel 4.3 beschreibt mehrere Mo¨g-
lichkeiten, das Benutzerverhalten in geeigneter Weise zu untersuchen, sowie
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die durchgefu¨hrte Implementierung mit Hilfe von NetFlow-Accounting. In
Kapitel 4.4 wird schließlich auf Probleme eingegangen, die sich bei groß an-
gelegten Messungen in der Praxis ergeben haben, und es wird dargestellt,
wie sie mit geeigneten Maßnahmen gelo¨st oder zumindest gemildert werden
ko¨nnen.
4.2 Verteilung des Verkehrsaufkommens auf Hosts
Um zu wissen, wie viele Hosts man u¨berhaupt untersuchen muss um eine
Datenbasis zu erhalten, die fu¨r das ganze Internet repra¨sentative Aussagen
erlaubt, wird im folgenden die Verteilung des Internet-Verkehrsaufkommens
auf die wichtigsten Hosts untersucht.
Die folgenden Daten beziehen sich auf den im gesamten Monat Mai 1997
an der Universita¨t zu Ko¨ln gemessenen Internet-Verkehr. Dabei wurde ge-
za¨hlt, wie viele Bytes mit Server-Rechnern außerhalb der Universita¨t ausge-
tauscht wurden.
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Abbildung 4.1: Verkehrsverteilung.
Aus Abbildung 4.1 la¨sst sich ablesen, welchen Anteil y die x wichtigsten
Hosts am Gesamtverkehr haben. So ergibt sich beispielsweise, dass die ersten
132 Hosts 50 % des Gesamtverkehrs ausmachen. Um 90 % des Gesamtver-
kehrs zu erschließen, muss man allerdings schon 7113 Hosts untersuchen.
Wie man sieht, gibt es einen weiten Bereich, indem die Kurve gut durch
eine Gerade angena¨hert werden kann. Wegen des logarithmischen Maßstabs
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bedeutet das, dass der erfasste Anteil der Verkehrsaufkommens logarith-
misch mit der Zahl der erfassten Hosts steigt. Eine Regressionsanalyse der
Verteilung fu¨r die ersten 10000 Hosts ergibt folgende Na¨herung:
F (x) ≈ 0.024997 + 0.09799 ln(x) (4.1)
Oder in anderen Worten: eine Verzehnfachung der Zahl der untersuchten
Hosts steigert den erfassten Verkehrsanteil um etwa 22.5 %. Mit ungefa¨hr
20000 Hosts wa¨re demnach der gesamte Verkehr erfasst. In der Praxis ist es
aber so, dass sich die letzten 10 % des Verkehrsaufkommens auf sehr viele
Hosts verteilen, die jeweils nur einen sehr kleinen Anteil haben.
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Abbildung 4.2: Verteilungsdichte des Verkehrsaufkommens.
Dazu zeigt Abbildung 4.2 noch einmal den Beitrag (in Megabytes pro
Host und Monat), den die verschiedenen Hosts zum Gesamtverkehr liefern.
4.3 Implementierung
4.3.1 Werkzeuge zur Verkehrsanalyse
Im einfachsten Fall verwenden alle Teilnehmer der zu untersuchenden Grup-
pe ein geteiltes Netzmedium wie zum Beispiel Ethernet, FastEthernet oder
FDDI. Dann ist es mo¨glich, auf einem Host mit Programmen wie tcpdump
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[51] oder snoop1 alle Datenpakete aller Teilnehmer zu untersuchen und Sta-
tistiken daru¨ber zu erstellen, welcher Internet-Host wie oft angesprochen
wird. Falls beispielsweise durch die Verwendung von Ethernet-Switching ein
exklusives Netzmedium zum Einsatz kommt, ist dieser Ansatz immer noch
mo¨glich, falls der Ethernet-Switch einen sogenannten Span-Port zu Verfu¨-
gung stellt, der Kopien aller Pakete zu einem bestimmten Ausgang schickt.
Schwieriger wird es, wenn die Benutzergruppe u¨ber mehrere auch logisch
getrennte Netze verteilt ist. Beispielsweise hat das Datennetz der Universita¨t
zu Ko¨ln (ohne Verwaltung und medizinische Einrichtungen) gegen Ende 1999
u¨ber 170 sogenannte Subnetze. Dann muss in jedem Netz ein solcher Host
installiert werden, der dort den Verkehr beobachtet. Die Daten mu¨ssen zu-
sammengefu¨hrt und addiert werden, ohne allerdings solche Pakete, die durch
mehrere Subnetze laufen, mehrfach zu za¨hlen. In einem solchen Fall hilft die
inzwischen abgeschlossene Arbeit der IETF-Arbeitsgruppe Realtime-Traffic-
Flow-Measurement (RTFM) [15], die eine Architektur von verteilten ”Me-
ter“, ”Meter Reader“ und eines zentralen ”Manager“ definiert. Dazu gibt es
mit NeTraMet [16] bereits eine frei verfu¨gbare Implementierung.
Wenn die Benutzergruppe u¨ber Subnetze verteilt ist, aber eine gemeinsa-
me, breitbandige Verbindung zum Internet verwendet, dann lassen auch dort
die beno¨tigten Daten gewinnen. So verwendet das Projekt OCxmon [7] halb-
durchla¨ssige Spiegel, mit denen aus einer Glasfaserleitung ein kleiner Teil des
Lichts ausgekoppelt wird, um mit umgebauter, handelsu¨blicher Hardware
den Datenverkehr zu untersuchen.
Eine andere Mo¨glichkeit, die Messungen zu vereinfachen, ergibt sich,
wenn die Router selber in der Lage sind, die relevanten Daten zu erfas-
sen. Dazu kann man in der Regel in einem Router das sogenannte IP-
Accounting aktivieren. Der Router pflegt dann in einer Matrix-artigen
Datenstruktur fu¨r jede beobachtete Kombination aus Absende- und Ziel-
IP-Adresse einen Za¨hler fu¨r die Zahl der Pakete und Byte. Diese Za¨hler
ko¨nnen dann von Zeit zu Zeit ausgelesen und zuru¨ckgesetzt werden. Aus
dem IP-Accounting wird zwar deutlich, mit welchen Internet-Hosts der mei-
sten Verkehr abgewickelt wird, es hat aber zwei wesentliche Nachteile:
• Die gesammelten Daten beinhalten keinerlei Informationen u¨ber die
in den geza¨hlten Paketen verwendeten Protokolle (TCP, UDP, ...) und
Dienste (gegeben durch UDP- oder TCP-Portnummer). Diese Infor-
mationen sind aber beispielsweise fu¨r das in Kapitel 6 vorgestellte
Messverfahren wichtig.
• Die Pflege von Za¨hlern von jeder Kombination aus Absende- und Ziel-
IP-Adresse verbraucht viel Ressourcen im Router, vor allem Haupt-
speicher. Zudem ist sie abha¨ngig von der Art der Benutzung, so dass ei-
1snoop ist ein Bestandteil des Unix-Betriebssystems Solaris der Firma SUN Microsy-
stems.
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ne ungewo¨hnliche Benutzung diesen Ressourcenverbrauch ungewo¨hn-
lich stark anschwellen lassen kann, so dass sogar Router, die normaler-
weise gut fu¨r IP-Accouting geru¨stet sind, u¨berfordert werden. So kam
es beispielsweise schon vor, dass große Teile des vom DFN e.V. betrie-
benen deutschen Wissenschaftsnetzes ausfielen, weil einzelne Benutzer
sogenannte Hostscans und Portscans durchgefu¨hrt hatten — Ver-
fahren, bei denen ungewo¨hnlich viele verschiedene IP-Adressen bezie-
hungsweise Portnummern angesprochen werden und die typischerwei-
se bei den Vorbereitungen elektronischer Angriffe zum Identifizieren
mo¨glicher Opfer und vorhandener Schwachstellen dienen.
Vor allem aus dem letztgenannten Grund aktiviert man IP-Accounting nicht
gerne in Routern, die stark aggregierten Verkehr fu¨hren.
Eine interessante Alternative zum IP-Accounting ist das NetFlow-
Accouting [82], bei dem nicht nur Absende- und Ziel-IP-Adressen, sondern
auch Protokoll und gegebenenfalls TCP/UDP-Portnummer unterschieden
werden. Im Rahmen von sogenannten Flows werden dabei die Zahl der Pa-
kete und Byte aufsummiert und zu einem Rechner u¨bertragen, der daraus
beliebige Statistiken erzeugen kann.
Mittlerweile la¨sst sich NetFlow-Accouting mit NeTraMet kombinieren, so
dass sich auch bei komplexeren Strukturen mit mehreren verteilten Routern
effizient die beno¨tigten Daten gewinnen lassen.
4.3.2 Implementierung der Verkehrsanalyse mittels NetFlow-
Accounting
An der Universita¨t zu Ko¨ln gibt es einen zentralen Router, an dem praktisch
alle Verbindungen der Universita¨t mit dem Internet konzentriert sind. Auf
diesem Router ist NetFlow-Accouting aktiviert, so dass sich daraus bereits
alle gewu¨nschten Statistiken gewinnen lassen.
Auswahlregel
Zuna¨chst muss eine klare Regel festgelegt werden, aus welchen Hosts in die
Liste zusammengesetzt werden soll. Sie wurde wie folgt gewa¨hlt:
Es werden die 1000 Server-Hosts außerhalb der Universita¨t
bestimmt, mit denen die Benutzer der Universita¨t die meisten
Daten austauschen.
Die Zahl von 1000 Hosts wurde gewa¨hlt, weil damit gema¨ß Abbildung 4.1
immerhin zwei Drittel des gesamten Verkehrsaufkommens repra¨sentiert wer-
den ko¨nnen und weil sich damit die Messungen noch im machbaren Rahmen
halten.
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Des weiteren wird hier auf das Client/Server-Prinzip (siehe Kapitel 6.2)
bezug genommen. Indem hier nach Server -Hosts gesucht wird, wird vor al-
lem die aus Client-Sicht interessante Konnektivita¨t zum Internet betrachtet.
Das ist deshalb sinnvoll, weil die Internet-Benutzer der Universita¨t u¨berwie-
gend Client-seitig auf Angebote im Internet zugreifen. Aus Sicht eines reinen
Dienst-Anbieters wu¨rde man diese Regel eventuell anders aufstellen.
Allerdings ha¨tte die Untersuchung reiner Clients im Internet zusa¨tzliche
Probleme: anders als Server haben Clients nicht immer statische IP-Adressen
und selbst dann werden sie oft nach Benutzung ausgeschaltet, so dass sie nur
sehr eingeschra¨nkt zu Verfu¨gung stu¨nden. Daru¨ber hinaus werden im Inter-
net zunehmend Schutzmechanismen (”Firewall“, ”Screening Router“) einge-
setzt, die Client-Hosts ga¨nzlich vor aktiven Zugriffen von außen schu¨tzen2. In
anderen Worten: wa¨hrend Server generell fu¨r Messungen von außen zu Ver-
fu¨gung stehen, gilt dies in zunehmendem Maße fu¨r Clients nicht mehr. Fu¨r
eine Server-Sicht auf das Internet wa¨ren Verfahren zu entwickeln, bei denen
Clients im Internet geza¨hlt werden, fu¨r die Messungen aber beispielsweise
ersatzweise jeweils solche Server angesprochen werden, die den entsprechen-
den Clients topologisch mo¨glichst nahe liegen. Oder man begnu¨gt sich mit
einem Ansatz wie dem in Kapitel 2.7 dargestellten.
Bestimmung von Server-Ports
Typischerweise unterscheidet sich bei UDP und TCP die Server- von der
Client-Seite dadurch, dass die Server-Seite eine feste Portnummer verwen-
det (zum Beispiel TCP-Port 80 fu¨r HTTP, TCP-Port 23 fu¨r telnet und
UDP-Port 53 fu¨r DNS; genaueres in Kapitel 6.2). Die Client-Seite hingegen
verwendet fu¨r jede neue Verbindung eine andere Portnummer, die vom jewei-
ligen Betriebssystem zufa¨llig oder nach einem bestimmten Muster vergeben
wird.
Im ersten Ansatz wurden alle bekannten Server-Portnummer als Server-
Ports und alle anderen als Client-Ports gewertet. Dabei zeigte sich allerdings,
dass neben den offiziell dokumentierten Server-Ports [26] auch viele weitere
Portnummer fu¨r Server verwendet werden. Der Versuch, auch diese zu erken-
nen, scheiterte daran, dass viele Dienste unter verschiedenen Portnummern
angeboten werden (beispielsweise HTTP und IRC) und dass immer wieder
neue Dienste unter neuen Portnummern entstehen.
Außerdem kommt es vor, dass bestimmte Portnummern sowohl auf
Server-Seite, als auch recht ha¨ufig auf Client-Seite eingesetzt werden. Da-
durch kann es zu Uneindeutigkeiten bei der Bestimmung der Server-Seite
einer Verbindung kommen.
Als Ausweg wurde ein automatisiertes Verfahren enwickelt, das UDP-
und TCP-Portnummern in ihrer relativen Bedeutung als Server-Port bewer-
tet. Diese Bewertung wird ta¨glich neu durchgefu¨hrt, so dass das Aufkommen
2Die Universita¨t zu Ko¨ln betreibt einen solchen Mechanismus seit 1999 [41].
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neuer Dienste genauso beru¨cksichtigt wird wie das Zuru¨ckgehen fru¨herer
Dienste. Anhand dieser relativen Bedeutung als Server-Port ko¨nnen dann in
TCP- und UDP-Verbindungen Client- und Server-Seite zugeordnet werden.
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Die relative Bedeutung als Server-Port ergibt sich aus Menge Flows, die
eine Portnummern auf sich zieht. Ein Flow wird dabei definiert als ein Tupel
(Asrc, Adst, prot, portsrc, portdst, Npkt, Noct) mit
Asrc : IP-Adresse des absendenden Hosts,
Adst : IP-Adresse des Ziel-Hosts,
prot : Nummer des Transportprotokolls (TCP, UDP, ICMP, . . . ),
portsrc : Portnummer des Transportprotokolls auf Sender-Seite,
portdst : Portnummer des Transportprotokolls auf Empfa¨nger-Seite,
Npkt : Zahl der Pakete in diesem Flow und
Noct : Zahl der Byte (Oktette) in diesem Flow.
Dabei sind portsrc und portdst nur definiert, wenn das Transportprotokoll
TCP oder UDP ist. Nur fu¨r diese Protokolle werden Server-Ports untersucht.
Zur Bestimmung der relativen Bedeutung als Server-Port werden symme-
trische MatrizenB aufgebaut, deren ElementeBportsrc,portdst = Bportdst,portsrc
die Summe aller beobachteter Flows zwischen zwei Ports enthalten. Die
U¨bertragungsrichtung wird dabei nicht unterschieden. Es wird eine Matrix
BTCP fu¨r den TCP- und eine Matrix BUDP fu¨r den UDP-Verkehr aufge-
baut. Ihre Elemente werden auf 0 initialisiert und anschließend kommt der
in Abbildung 4.3 dargestellte Algorithmus zum Einsatz. Sport ist dabei die
relative Bedeutung als Server-Port fu¨r den Port port.
• Fu¨r jeden Flow (Asrc, Adst, prot, portsrc, portdst, Npkt, Noct):
– Falls prot = TCP:
∗ BTCP portsrc,portdst ← BTCP portsrc,portdst + 1
∗ BTCP portdst,portsrc ← BTCP portsrc,portdst
– Falls prot = UDP:
∗ BUDP portsrc,portdst ← BUDP portsrc,portdst + 1
∗ BUDP portdst,portsrc ← BUDP portsrc,portdst
• Fu¨r B = BTCP , BUDP :
– z ← Zmax
– Solange B noch Spalten und Zeilen hat und z > 0:
∗ Bestimme m so, dass Sm = ∑iBm,i maximal wird.
∗ Ausgabe von (m,Sm).
∗ Entferne die m-te Spalte und Zeile aus B.
∗ z ← z − 1
Abbildung 4.3: Algorithmus zur Bestimmung der relativen Bedeutung als
Server-Port.
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Die Vorgabe eines Maximalwerts Zmax fu¨r die Zahl der ermittelten
Server-Ports ist notwendig, weil das Verfahren sonst eine starke Abha¨n-
gigkeit vom Benutzerverhalten ha¨tte: die gleichen Portscans, die dem IP-
Accounting in Routern zu schaffen machen, wu¨rden auch dieses Verfahren
u¨berfordern. Zmax wurde fu¨r die laufenden Messungen zu 2000 gewa¨hlt.
Dies ist ausreichend, weil ohnehin nicht mehr als 2000 verschiedene Server
untersucht werden sollen.
Das Verfahren wurde in der Programmiersprache Perl [87] implementiert.
Die Matrizen B ko¨nnen im Prinzip sehr groß werden, weil Portnummern
beliebig im Bereich von 1 . . . (216 − 1) liegen ko¨nnen. Durch eine Implemen-
tierung mit Hilfe von Hash-Tabellen ließ sich dieses Problem lo¨sen. Die wie-
derholte Neuberechnung aller mo¨glicher Summen Sm =
∑
iBm,i wa¨re sehr
aufwa¨ndig; um das Verfahren effizient zu halten, wurden Hilfsza¨hler imple-
mentiert, die am Anfang aufgebaut und mit jeder Entfernung von Spalten
und Reihen dekrementiert werden.
Die Ausgabe des Programms sieht dann so aus (stark geku¨rztes Beispiel,
hier die ersten 20 Ports fu¨r das Protokoll TCP):
80 8845459
25 322549
21 250593
113 143071
9004 109771
20 88380
443 81877
110 60266
8080 41668
23 32044
53 29805
119 26936
8084 13221
6667 7944
9065 7741
3333 6709
22 6706
81 6459
6207 6278
8000 6068
In der erste Spalte findet die TCP-Portnummer und in der zweiten die
zugeho¨rige relative Bedeutung, die Anzahl der beobachteten Flows.
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Bestimmung der Server-Hosts
Die Bestimmung der Server-Hosts erfolgt nach dem Algorithmus in Abbil-
dung 4.4. UK sei dabei die Menge der IP-Adressen der Universita¨t zu Ko¨ln
und CTCP,A,port beziehungsweise CUDP,A,port ein Za¨hler fu¨r die Datenmenge,
die der Server mit der IP-Adresse A auf seinem Port port fu¨r die Universita¨t
zu Ko¨ln verarbeitet hat.
• Fu¨r jeden Flow (Asrc, Adst, prot, portsrc, portdst, Npkt, Noct):
– Falls Asrc ∈ UK ∧Adst /∈ UK ∧ Sportsrc ≤ Sportdst :
∗ Cprot,Adst,portdst ← Cprot,Adst,portdst +Noct
– Falls Asrc /∈ UK ∧Adst ∈ UK ∧ Sportsrc ≥ Sportdst :
∗ Cprot,Asrc,portsrc ← Cprot,Asrc,portsrc +Noct
• Fu¨r prot = TCP,UDP :
– Fu¨r alle A mit
∑
portCprot,A,port > 0,
sortiert nach ebendieser Summe:
∗ Bestimme m so, dass CA,m maximal wird.
∗ Ausgabe von
(
A,m,
∑
portCprot,A,port
)
.
Abbildung 4.4: Algorithmus zur Bestimmung der Server-Hosts.
Auch dieses Programm wurde in Perl implementiert. Seine Ausgabe sieht
wie folgt aus (stark geku¨rztes Beispiel):
207.87.19.48 80 6068254 6904550891 38761
128.176.107.90 20 1955724 1790272535 849
207.204.214.71 80 1317292 1055572985 1356
193.174.144.182 20 520322 778733872 661
209.1.224.15 80 749520 636346679 12764
209.1.224.12 80 745316 571050751 20673
134.93.196.106 6000 1907796 565154372 552
137.226.144.2 8080 459636 462509276 11087
209.1.224.14 80 595543 436404349 10893
130.75.178.41 20 425332 392580172 521
Zur Information wird hier in jeder Zeile neben der IP-Adresse des Hosts
und der Portnummer auch die Anzahl der geza¨hlten Pakete, Byte und Flows
ausgegeben.
Um regelma¨ßige Schwankungen in der Nachfrage der Benutzer auszu-
gleichen und um beispielsweise nicht immer nur montags diejenigen Server
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zu untersuchen, die speziell an Wochenenden beliebt sind, wird diese Li-
ste zwar ta¨glich erzeugt, es werden aber immer die Listen der vergangenen
sieben Tage zusammengefasst.
4.4 Ausnahmeregelungen
4.4.1 Motivation
Bei der Auswahl der zu untersuchenden Hosts wird neben den oben genann-
tem Verfahren noch eine Ausnahmeliste beru¨cksichtigt: eine Liste von Hosts,
zu denen auf keinen Fall Messungen durchgefu¨hrt werden sollen.
In diese Ausnahmeliste werden Hosts aus einem der beiden folgenden
Gru¨nde eingetragen:
• Der Host ist durch Schutzmechanismen wie einer sogenannten Firewall
oder einem Screening Router gegen unerwu¨nschte Zugriffe geschu¨tzt
und dabei werden auch die verwendeten Messpakete geblockt. Der Host
ist damit fu¨r die Messungen unbrauchbar.
In vielen Fa¨llen gibt sich ein solcher Mechanismus zu erkennen, indem
er an den Absender der Messpakete einzelne ICMP-Pakete vom Typ
”communication administratively prohibited“ schickt. Diese ICMP-
Pakete werden in den laufenden Messungen mittlerweile erkannt und
setzen den betroffenen Ziel-Host automatisch auf die Ausnahmeliste.
• Eine solche Firewall erkennt die Messpakete als unerwu¨nschten Ver-
kehr, verschickt aber keine ICMP-Pakete an deren Absender, sondern
protokolliert die Messpakete stillschweigend – oftmals mit dem Kom-
mentar ”potenzieller Angriff“. Ein so alarmierter Administrator wendet
sich nun perso¨nlich an den Absender der Messpakete und verlangt das
Abstellen der Messungen.
Die in den Kapitel 5 und 6 vorgestellten Messverfahren sind durchweg
so konzipiert, dass kein tatsa¨chlicher Angriff stattfindet und dass Sicher-
heit und Leistungsfa¨higkeit der betroffenen Ziel-Hosts nicht eingeschra¨nkt
werden; aber die recht einfachen Regeln von Firewall-Systemen ko¨nnen die
Messpakete oft nicht von mo¨glichen echten Angriffen unterscheiden.
4.4.2 Beschwerdemo¨glichkeiten
Im Zeitraum von 1998 bis Januar 2000 wurden 25 Beschwerden u¨ber die
laufenden Messungen empfangen. Dabei haben die Adminstratoren sehr un-
terschiedliche Mo¨glichkeiten verwendet, ihre Beschwerde an den Absender
der Pakete zu adressieren:
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• Das Domain-Name-System (DNS) ordnet IP-Adressen verschiedene
Attribute zu, im wesentlichen Namen fu¨r Hosts und Netze. Unter an-
deren wird dabei auch jedem Bereich von IP-Adressen ein sogenannter
”Start-of-Authority (SOA) Record“ zugewiesen, der verbindlich eine
E-Mail-Adresse fu¨r die Kontaktperson des Adressbereichs entha¨lt.
Im Fall der Universita¨t zu Ko¨ln fu¨hrt diese E-Mail-Adresse u¨ber eine
Mailingliste im Regelfall direkt zum Verursacher der Messungen und
hat im Falle seiner Abwesenheit eine geordnete Vertreterregelung.
• Oft wird der Unix-Standard-Account root auf dem die Messpakete
versendendem Host adressiert. Dies gelangt im Fall der Universita¨t zu
Ko¨ln auf dem Umweg u¨ber informierte Kollegen zum Ziel.
• RIPE [71] betreibt eine o¨ffentlich zuga¨ngliche Datenbank, in der unter
anderem technische und administrative Kontaktpersonen fu¨r jeden IP-
Bereich angegeben werden.
Im Fall der Universita¨t zu Ko¨ln sind alle technischen Kontaktperso-
nen u¨ber die Natur der Messungen informiert und konnten schnell
weiterhelfen. Die administrative Kontaktperson ist der gescha¨ftsfu¨h-
rende Direktor des Rechenzentrums; an diese Kontaktperson adres-
sierte Beschwerden belasteten fu¨r ihre Bearbeitung also zusa¨tzlich das
Direktorium des Rechenzentrums.
• In einem bislang einzigen Fall wurde auf die Konsultierung jeglicher
technischer Netz-Datenbanken verzichtet und eine Beschwerde direkt
an den Rektor der Universita¨t adressiert. Diese Beschwerde belastete
das Rektorat der Universita¨t, das Direktorium des Rechenzentrums
und musste dementsprechend mit noch gro¨ßerem Aufwand bearbeitet
werden.
• In einem anderen Einzelfall wurde die erkla¨rende WWW-Seite (siehe
Abbildung 4.5) zwar gefunden, aber so gru¨ndlich missverstanden, dass
die IETF-Arbeitsgruppe IPPM fa¨lschlicherweise fu¨r den Verursacher
der Messungen gehalten wurde und eine Beschwerde zusa¨tzlich an die
Leiter der Arbeitsgruppe sowie an den Direktor der ”Transport Area“
gerichtet wurde.
In allen Fa¨llen wurden die erhobenen Vorwu¨rfe nach einer kurzen Erkla¨-
rung der Messungen zuru¨ckgenommen. In einigen Fa¨llen wurden die Messun-
gen dann explizit erlaubt, in anderen Fa¨llen wurde wegen Schwierigkeiten
mit der Protokollierung eine Einstellung der Messungen erbeten.
4.4.3 Maßnahmen
Um bei Beschwerden den Aufwand fu¨r beide Seiten mo¨glichst gering zu
halten, wurden im Laufe der Zeit mehrere Vorkehrungen getroffen:
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Abbildung 4.5: WWW-Seite zur Erla¨uterung der Messungen.
• Es wurde eine WWW-Seite eingerichtet, die die Messungen kurz er-
la¨utert, Administratoren auf die gu¨nstigste Kontaktadresse hinweist
und nebenbei aktuelle Statistiken anzeigt, siehe Abbildung 4.5. Die
reine Existenz dieser WWW-Seite nu¨tzt natu¨rlich noch nichts, wenn
ein Betroffener nicht auf sie hingewiesen wird.
• Fu¨r die UDP-basierten Messungen wurde daher der Datenteil der er-
zeugten Pakete fu¨r einen solchen Hinweis genutzt. Allerdings scheinen
die wenigsten Administratoren verda¨chtige Pakete so genau zu unter-
suchen: nach mehreren Jahren fortwa¨hrender Messungen gab es genau
eine E-Mail, aus der zu schließen war, dass ein Administrator diesen
Hinweis u¨berhaupt entdeckt hatte.
• Im DNS wurde fu¨r den Mess-Host ein Record vom Typ TXT angelegt,
der explizit auf diese WWW-Seite hinweist. Dies hatte praktisch gar
keinen Effekt. Offenbar sucht bei der Analyse eines verda¨chtigen Hosts
niemand nach DNS-Eintra¨gen diesen Typs.
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• Fu¨r die Messungen wurde exklusiv eine IP-Adresse festgelegt, der ein
Name zugeordnet wurde, der eindeutig auf den Charakter der Messun-
gen hinweist: measurement-for-thesis.rrz.uni-koeln.de.
• Unter dieser Adresse wurde ein HTTP-Server eingerichtet, der direkt
auf die oben genannte WWW-Seite verweist.
Vor allem die beiden letztgenannten Maßnahmen haben schließlich da-
zu gefu¨hrt, dass die Beschwerden in mehr als der Ha¨lfte aller Fa¨lle an die
gewu¨nschte Kontaktadresse gerichtet wurden und an Scha¨rfe verloren.
In diesem Zusammenhang wird gelegentlich gefordert, vor der Durchfu¨h-
rung der Messungen das Einversta¨ndnis der Gegenseite einzuholen. Auf der
einen Seite wa¨re dies wu¨nschenswert, auf der anderen Seite la¨uft aber das
individuelle Einholen solcher Einversta¨ndnisse der beabsichtigen Objektivita¨t
bei der Auswahl der Hosts zuwider. Außerdem ist die Notwendigkeit eines
solchen Einversta¨ndnisses nicht wirklich gegeben, da nur o¨ffentlich dokumen-
tierte Protokolle verwendet werden und keineswegs tatsa¨chlich Angriffe auf
die Sicherheit oder Leistungsfa¨higkeit anderer Systeme durchgefu¨hrt werden.
Daru¨ber hinaus wu¨rde das bloße Versenden einer E-Mail an jeden betroffe-
nen Ziel-Host wegen der großen Zahl der zu untersuchenden Hosts auf beiden
Seiten mehr Arbeit und damit Schaden verursachen, als die Beantwortung
vergleichsweise seltener Beschwerden oder Ru¨ckfragen.
4.4.4 Analyse – Anteil erreichbarer Hosts
In der Zeit von Juni 1998 bis Januar 2000 wurden kontinuierlich stu¨ndliche
Messungen zu 1000 bis 2000 verschiedenen Hosts durchgefu¨hrt. Wa¨hrend des
gesamten Zeitraums wurden UDP-basierte Messungen durchgefu¨hrt (siehe
Kapitel 5); im Sommer 1998 sowie seit Juli 1999 zusa¨tzlich TCP-Syn-basierte
Messungen (siehe Kapitel 6). Wa¨hrend dieser Zeit gingen auf den verschiede-
nen Wegen insgesamt 25 Beschwerden ein. Von diesen Beschwerden bezogen
sich 21 auf die UDP-basierten Messungen und 4 auf die TCP-Syn-basierten.
Anzahl Hosts Verkehrsanteil [%]
Verboten 431 0.284
Gefiltert 70 0.839
Erreichbar 3988 67.824
Tabelle 4.1: Anteil verfu¨gbarer/nicht-verfu¨gbarer Hosts
Auf Grundlage des Internetverkehrs der Universita¨t zu Ko¨ln in der Wo-
che vom 4. bis 10.12.1999 zeigt Tabelle 4.1 die Anzahl der Hosts, die fu¨r die
laufenden Messungen zu Verfu¨gung standen beziehungsweise nach den lang-
fristig aufgebauten Ausnahmelisten nicht zu Verfu¨gung standen. Außerdem
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wird aufgefu¨hrt, welchen Anteil diese Hosts am gesamten Internetverkehrs
der Universita¨t haben. Als ”verboten“ werden die Hosts bezeichnet, die auf-
grund einer Beschwerde in die Ausnahmeliste aufgenommen wurden. Da
sich einige Beschwerden auf ganze Netze und nicht nur auf einzelne Hosts
bezogen, ist die Zahl der verbotenen Hosts gro¨ßer als die der Beschwerden.
Als ”gefiltert“ werden solche Hosts bezeichnet, die wegen eines Paketfilters
nicht erreichbar waren und bei deren Untersuchung entsprechende ICMP-
Unreachable-Pakete empfangen wurden. Die Zahl der insgesamt in der Wo-
che erreichten Hosts ist gro¨ßer als die der jede Stunde untersuchten Hosts,
da die Hostliste entsprechend der genannten Verfahren dynamisch erzeugt
wird und gewisse Schwankungen aufweist.
Mit 1.123 % Verkehrsaufkommen ist der Anteil der aus administrativen
Gru¨nden nicht verwendbaren Hosts recht gering. Und mehr als 67 % des
Verkehrsaufkommens werden von den in der Woche erreichten Hosts abge-
deckt.
Kapitel 5
Messungen mit
UDP-Echo-Paketen
5.1 Motivation
Der erste, naheliegendste Ansatz, Konnektivita¨t, Paketlaufzeit und -verluste
zu messen, ist in der Regel die Verwendung von ping, einem Standardpro-
gramm jedes IP-fa¨higen Betriebssystems. Die in den Kapiteln 2.2, 2.3 und
2.4 vorgestellten Projekte gehen so vor.
Im Prinzip ist ping eine Implementierung zur Messung der von der
IPPM-Gruppe definierten Maße in den bidirektionalen Varianten. Als ”Typ
P“ kommt dabei ICMP-Echo-Request/ICMP-Echo-Reply zum Einsatz. Al-
lerdings verwendet das Programm konstante Zeitabsta¨nde zwischen dem
Durchfu¨hren mehrere Einzelmessungen und nicht die von der IPPM-Gruppe
geforderte Poisson-Verteilung. Des weiteren sind in diesem Programm keine
Vorkehrungen getroffen, zu mehr als einem Host Messungen durchzufu¨hren.
Da im Rahmen der vorliegenden Arbeit sowohl Messungen zu Tausenden
von Hosts effizient ermo¨glich werden sollen als auch eine korrekte Durch-
fu¨hrung von Messungen fu¨r die IPPM-Poisson-Sequenzen, musste auf jeden
Fall eine Neuimplementierung durchgefu¨hrt werden.
Eine weitere Frage ist, ob die Pakettypen ICMP-Echo-Request/ICMP-
Echo-Reply gut fu¨r die Bestimmung von Performance-Maßen fu¨r normalen
Verkehr geeignet ist. Wie aus der Literatur [73] und Aussagen von Netzbe-
treibern [21] hervorgeht, wird ICMP heutzutage im Internet ha¨ufig anders
behandelt als andere Pakettypen. Daher sollten Messungen mo¨glichst mit
dem Pakettypen UDP oder TCP arbeiten.
5.2 Erster Ansatz: Implementierung im User-Level
Im folgenden werden einige Untersuchungen vorgestellt, die die allerersten
Erfahrungen mit groß angelegten Messungen darstellen. Die in Kapitel 4
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beschriebenen Erkenntnisse und Methoden existierten zu dieser Zeit noch
nicht.
Im ersten Ansatz wurden die Funktionen ga¨ngiger Programmierschnitt-
stellen verwendet, um mit Hilfe des UDP-Echo-Dienstes schmalbandige Mes-
sungen von Paketlaufzeiten und Paketverlusten in der Netzschicht durch-
zufu¨hren. Die Verwendung des UDP-Echo-Ports bietet sich zum einen we-
gen der einfachen Implementierung an. Zum anderen werden so unauffa¨llige
Internet-Pakete generiert, die von Netzbetreibern mit u¨blicher Priorita¨t wei-
tergereicht werden.
5.2.1 Implementierung
Zur Durchfu¨hrung der Messungen und Untersuchung der Meßmethode wur-
de das Tool jping entwickelt. Wegen der guten Unterstu¨tzung von Multi-
threading wurde die Implementierung in der Programmiersprache Java vor-
genommen.
Die Paketlaufzeit und Paketverlustrate werden ermittelt, indem UDP-
Pakete an andere Rechner im Internet verschickt werden. Dabei wird der
Echo-Port (Nr. 7, siehe [70]) angesprochen, was die Gegenstelle dazu ver-
anlasst, den Datenteil des Pakets unmittelbar an den Absender zuru¨ckzu-
schicken [64]. Im Vergleich zu Benchmarks auf Anwendungsebene geschieht
das mit minimaler Verzo¨gerung, da der UDP-Echo-Dienst in der Regel di-
rekt vom Prozess inetd erbracht wird und keine Rechner-interne Kommu-
nikation mit anderen User-Level-Prozessen beno¨tigt. Die Bestimmung der
Paketlaufzeit erfolgt mit dem in Abbildung 5.1 gezeigten Java-Codezeilen.
DatagramPacket p = new DatagramPacket(buf,len,dest,port);
socket.send(p);
long send_time = System.currentTimeMillis();
...
socket.receive(p);
long recv_time = System.currentTimeMillis();
long rtt = recv_time - send_time;
Abbildung 5.1: Java-Code zur RTT -Bestimmung.
Im Datenteil der verschickten UDP-Pakete wird eine fortlaufende Seri-
ennummer abgelegt, die bei zuru¨ckkommenden UDP-Paketen dazu benutzt
wird, das zugeho¨rige abgeschickte Paket zu identifizieren. Dadurch kann die
Absendezeit des abgeschickten Pakets mit der Ankunftszeit des ankommen-
den Paketes verglichen und so die Echo-Laufzeit ermittelt werden. Des wei-
62 KAPITEL 5. MESSUNGEN MIT UDP-ECHO-PAKETEN
teren ko¨nnen im Datenteil der UDP-Pakete noch beliebige Inhalte unterge-
bracht werden. Dies wird fu¨r den in Kapitel 4.4.3 erwa¨hnten Hinweis auf den
Hintergrund der Messungen genutzt.
jping kann beliebig viele Verbindungen gleichzeitig untersuchen. Dabei
werden reihum an alle angegebenen Internet-Rechner Test-Pakete verschickt,
erst das erste Paket an alle Rechner, dann das zweite an alle, und so fort.
Um die angebbare maximale Paketrate fu¨r die Summe aller Messungen ein-
zuhalten, wird zwischen dem Verschicken zweier Pakete eine entsprechend
kalkulierte, konstante Zeit gewartet. Außerdem wird diese Zeitspanne so be-
rechnet, dass zwei Test-Pakete an den gleichen Ziel-Rechner mindestens eine
Sekunde Abstand haben.
5.2.2 Durchfu¨hrung der Messungen
Die hier vorliegenden Ergebnisse resultieren aus Messungen, die vom 25. bis
29. November 1996 (fu¨nf Werktage) durchgefu¨hrt wurden. Wa¨hrend dieser
Zeit wurden zu jeder Stunde 10 Test-Pakete an jeden der ausgewa¨hlten Rech-
ner gesendet. Es handelte sich dabei um 250 weltweit verteilte Rechner, die
wie folgt ausgewa¨hlt wurden: aus den Logfiles des Proxy-Servers wurden die
500 am ha¨ufigsten angesprochenen WWW-Server ermittelt. Aus dieser Liste
von diejenigen Adressen ausgefiltert, die keinen DNS-Eintrag (mehr) hatten.
Dann wurde untersucht, an welchen dieser Adressen ein UDP-Echo-Port ak-
tiv war. In ca. 40 % der Fa¨lle war das nicht der Fall, weil der UDP-Echo-
Dienst unterbunden wurde – vermutlich im Rahmen u¨blicher Sicherheits-
maßnahmen. Es blieben aber gut 250 Rechner u¨brig, die fu¨r die folgenden
regelma¨ßigen Messungen in Frage kamen.
Fu¨r die im folgenden vorgestellten Ergebnisse wurden die ermittelten
Paketlaufzeiten und Verlustraten u¨ber alle Werktage gleichma¨ßig gemittelt.
Dabei wurde allerdings die Tageszeit unterschieden, da die Verbindungsqua-
lita¨t u¨blicherweise einem typischen ta¨glichen Rhythmus schwankt.
5.2.3 Vergleich mit HTTP-Datentransferraten
Um einen Eindruck von der Bedeutung der gemessenen Werte zu bekommen,
werden sie mit bekannten Leistungsparametern ga¨ngiger Dienste verglichen.
Dazu wird im folgenden die Datentransferrate fu¨r das U¨bertragen von Doku-
menten im WWW verwendet. Dies empfiehlt sich vor allem deshalb, weil 1)
das WWW derzeit der am meisten benutzte Internet-Dienst ist und 2) weil
auf dem Proxy-Server der Universita¨t zu Ko¨ln eine große Zahl Verbindungen
protokolliert wird. Die Daten sind also schon vorhanden, die Transaktionen
wurden unabha¨ngig von irgendwelchen Untersuchungen durchgefu¨hrt und
die Notwendigkeit zu zusa¨tzlichen Testmessungen entfa¨llt.
Fu¨r die im folgenden verwendeten Werte wurden die Logfiles des Proxy-
Servers fu¨r den 25. bis 29. November 1996 ausgewertet. Die U¨bertragungsra-
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Abbildung 5.2: HTTP-Datentransferrate in Abha¨ngigkeit der Verlustrate.
ten aller Transaktionen mit einem bestimmten WWW-Server wurden u¨ber
die fu¨nf genannten Tage gemittelt, allerdings wurde wiederum stundenweise
die Tageszeit unterschieden.
Bild 5.2 zeigt fu¨r jede gemessene Kombination aus WWW-Server und
Tageszeit die HTTP-Datentransferrate (in KB/s) auf der y-Achse in Abha¨n-
gigkeit von der Paketverlustrate auf der x-Achse. Außerdem wird fu¨r gleich-
ma¨ßige Intervalle auf der x-Achse der Median, das 25. und das 75. Perzentil
aufgetragen. Man sieht deutlich, dass die U¨bertragungsrate mit steigender
Paketverlustrate abnimmt.
Bild 5.3 zeigt in analoger Weise die Abha¨ngigkeit der Datentransferrate
von der Paketlaufzeit. Dabei wurden bei der Bestimmung der gemittelten
Paketlaufzeit nur tatsa¨chlich empfangene Pakete beru¨cksichtigt. Verlorene
Pakete wurden ignoriert. Man kann ahnen, dass einen la¨ngere Paketlaufzeit
eine niedrigere Datentransferrate bewirkt, aber dieser Zusammenhang ist
nicht in allen Bereichen deutlich.
Wesentlich deutlicher wird er, wenn man wie in Bild 5.4 auch Pakete-
verluste beru¨cksichtigt. Hier wurde ein Paketverlust so geza¨hlt, als wa¨re das
Paket mit der maximalen Verzo¨gerung zuru¨ckgekommen.
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Abbildung 5.3: HTTP-Datentransferrate in Abha¨ngigkeit der Paketlaufzeit,
Paketverluste unberu¨cksichtigt.
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Abbildung 5.4: HTTP-Datentransferrate in Abha¨ngigkeit der Paketlaufzeit,
Paketverluste za¨hlen wie maximale Paketlaufzeit.
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5.3 Analyse des ersten Ansatzes
5.3.1 Genauigkeit der Zeitmessung
Problem Das Programm jping hat bei der Messung der Paketlaufzeit das
Problem, nicht vo¨llig exakt die Zeit ermitteln zu ko¨nnen, in der ein Paket
tatsa¨chlich den Rechner verla¨sst, beziehungsweise zu der es ankommt. Die
einzige Mo¨glichkeit ist die, unmittelbar nach dem Systemaufruf zum Ab-
senden beziehungsweise Empfangen eines Pakets die Systemzeit abzufragen,
siehe Abbildung 5.1. Diese hat allerdings in Java nur eine Auflo¨sung von
ganzen Millisekunden. Außerdem kommt fu¨r die Messungen u¨blicherweise
kein Echtzeit-Betriebssystem zum Einsatz, so dass diese Art der Zeitmes-
sung generell unexakt ist – zwischen dem Systemaufruf zum Absenden be-
ziehungsweise Empfangen des Pakets und dem zum Abfragen der Systemzeit
kann theoretisch beliebig viel Zeit vergehen.
Lo¨sungsansatz Wenn der fu¨r die Messungen verwendete Rechner nicht
u¨berlastet ist, kann man jedoch erwarten, dass keine unerwarteten großen
Wartezeiten auftreten und diese Art der Zeitmessung trotz kleinerer Unge-
nauigkeiten brauchbar ist.
Daru¨ber hinaus bieten ga¨ngige Unix-Systeme einen Paketfilter-Mecha-
nismus an, der es erlaubt, beliebige von einem bestimmten Netz-Interface
verarbeitete Pakete direkt zu u¨berwachen (wie zum Beispiel mit tcpdump).
Der Kernel liefert bei dieser Schnittstelle eine Zeitangabe fu¨r jedes gefilter-
te Paket mit. Diese hat zum einen eine deutlich bessere Auslo¨sung als die
in Java abfragbare Systemzeit, und zwar bis herunter zu Nanosekunden.
Zum anderen wird sie direkt vom Kernel erzeugt und ha¨ngt somit nicht
von der Rechenzeit eines User-Level-Prozesses ab. In 5.5.1 wird die durch
den Paketfilter-Mechanismus verbesserte Zeiterfassung durch Messungen im
lokalen Netz untersucht und mit der alten Methode verglichen.
5.3.2 Nicht unterstu¨tzter UDP-Echo-Dienst
Problem Wie schon angedeutet antworten nicht alle Rechner im Internet
auf Pakete, die an ihren UDP-Echo-Port gerichtet werden. Ein erheblicher
Teil hat diesen Dienst, der zwar u¨blich aber nicht notwendig ist, gezielt
abgestellt. Auch wenn man eine Liste von Gegenstellen im Internet zusam-
menstellt, bei denen der UDP-Port normal bedient wird, so kommt es doch
immer wieder vor, dass im Laufe der Zeit bei immer mehr Rechnern dieser
Liste der UDP-Echo-Port doch gesperrt wird. Die so abgewiesenen Test-
Pakete gehen dann als ”Verluste“ in die Statistik ein und verfa¨lschen das
Ergebnis, indem sie eine schlechtere Konnektivita¨t anzeigen, obwohl nur an
einigen Stellen eine restriktivere Administration eingefu¨hrt wurde.
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Lo¨sungsansatz Wenn ein Host im Internet ein Paket fu¨r den UDP-Echo-
Port empfa¨ngt, diesen Dienst aber nicht anbietet, dann antwortet er mit ei-
nem ICMP-Paket vom Typ ”port unreachable“ [77]. Wenn man diese ICMP-
Pakete ebenso wie die im Normalfall zuru¨ckgeschickten UDP-Pakete als er-
folgreiche Antwort wertet, kann man praktisch jeden Internet-Rechner mit
korrekt implementiertem UDP-Protokoll fu¨r die Messungen verwenden.
Genauso wie die beschriebene genauere Zeitmessung la¨sst sich dies etwa
mit Hilfe des Tools tcpdump erreichen. Damit ist es na¨mlich mo¨glich, ICMP-
Pakete genauso zu empfangen wie UDP-Pakete.
Dazu wurde das Tool pingspy entwickelt (siehe 5.4), das in der Lage ist,
tcpdump in geeigneter Weise zu starten und seiner Ausgabe so zu verarbeiten,
dass die entsprechende Art ICMP-Pakete ausgewertet werden kann.
5.3.3 Zuordnung der Echo-Pakete ohne Seriennummer
Problem Ein Problem ergibt sich leider aus der Tatsache, dass das Pro-
tokoll ICMP nur vorsieht, dass der 8 Bytes lange Header des UDP-Pakets
im ICMP-Paket zuru¨ckgeschickt werden soll [66]. Die eigentlichen Daten des
abgewiesenen UDP-Pakets ko¨nnen, mu¨ssen aber nicht mitgeschickt werden
[77].
Falls die Daten des UDP-Pakets nicht mitgeschickt werden, fehlt die
Seriennummer, die von jping beno¨tigt wird, um die empfangenen Pakete
den vorher abgesendeten zuzuordnen.
Lo¨sungsansatz Man kann nun eine Zuordnung anhand der IP-Adresse
der Gegenstelle vornehmen. D.h., man untersucht bei jedem ankommendem
ICMP-Paket, ob noch eine Antwort auf ein Test-Paket zur IP-Adresse des
zuru¨ckgeschickten UDP-Pakets aussteht, und ordnet es diesem Test-Paket
zu.
5.3.4 Unterscheidung mehrerer ausstehender Echo-Pakete
Problem Damit gibt es allerdings Probleme, wenn mehrere Antworten fu¨r
Pakete zu ein- und demselben Rechner ausstehen. Das ist beispielsweise dann
der Fall, wenn weil die Paketlaufzeit gro¨ßer ist als der Zeitabstand zwischen
zwei Proben, oder wenn das vorhergehende Paket verloren gegangen war,
etc. Dann ist die Zuordnung anhand der IP-Adresse nicht mehr eindeutig
mo¨glich.
Lo¨sungsansatz Im 8 Bytes langen UDP-Header gibt es nun noch genau
ein Feld, das sich vom Messprogramm aus zumindest teilweise beeinflussen
la¨sst und in dem die zur Lo¨sung des Problems notwendigen Informationen
untergebracht werden ko¨nnen: die Portnummer des Absenders.
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Man kann im Testprogramm mehrere verschiedene Verbindungsendpunk-
te1 einrichten und fu¨r jedes Test-Paket zu einem bestimmten Host jeweils
einen anderen Verbindungsendpunkt verwenden. Dann la¨sst sich mit Hilfe
der Kombination aus IP-Adresse und Portnummer wieder eine eindeutige
Zuordnung des ICMP-Pakets zum abgesendeten UDP-Paket herstellen. Zu
diesem Zweck merkt sich pingspy auch die Quellportnummern der ausge-
sendeten Test-Pakete und zieht diese mit zur Zuordnung zuru¨ckkommender
Echo-Pakete heran.
5.3.5 Multihomed-Rechner
Problem Weitere Probleme gibt es mit ”multihomed“ Rechnern im In-
ternet, also solchen, die mehrere Netzinterfaces mit unterschiedlichen IP-
Adressen haben. Damit ist es na¨mlich mo¨glich, dass UDP-Echo-Pakete den
Rechner u¨ber ein bestimmtes Interface erreichen, dass sie aber auf einem an-
deren Interface beantwortet werden. Dann hat das zuru¨ckkommende ICMP-
Paket eine IP-Adresse als Absender, die gar nicht mehr zugeordnet werden
kann. Erste Untersuchungen zeigen, dass diese Art des asymmetrischen Rou-
tings durchaus recht ha¨ufig vorkommt (siehe auch 5.5.5).
Lo¨sungsansatz Dieses Problem kann gelo¨st werden, indem nicht die
Quell-Adresse des ICMP-Headers, sondern die Ziel-Adresse des im ICMP-
Paket zuru¨ckgeschickten UDP-Headers ausgewertet wird. Der zuru¨ckge-
schickte UDP-Header darf na¨mlich nicht vera¨ndert werden und entha¨lt
somit genau die IP-Adresse, die beim Versenden des Test-Pakets verwendet
wurde. Auch dieses Vorgehen wurde in pingspy implementiert.
5.3.6 Verhindern ungewollter Synchronisation
Aus der klassischen Physik (und vielen anderen Fachbereichen) ist bekannt,
dass lose gekoppelte schwingende Systeme ha¨ufig dazu neigen, sich fru¨her
oder spa¨ter zu synchronisieren.
Dies gilt prinzipiell auch fu¨r periodische Vorga¨nge im Internet, da sich
durch Zugriffsmechanismen, durch Warteschlangen in Routern etc. leicht
eine kleine gegenseitige Beeinflussung, also eine ”lose Koppelung“, ergeben
kann. Floyd und Van Jacobson haben sich ausfu¨hrlich mit dieser Proble-
matik bescha¨ftigt [24, 25]. Sie stellen eine Reihe von Beispielen vor, in de-
nen Protokolle ohne die Befu¨rchtung ”zufa¨lliger“ Synchronisation spezifiziert
wurden, diese dann aber u¨berraschend ha¨ufig doch eintritt und zu starker
Netzbelastung und Performanceeinbußen fu¨hrt. So wird die zyklische Ver-
gro¨ßerung und Verkleinerung der Window-Size genannt, wenn sich mehrere
TCP-Verbindungen Ressourcen auf einem Router an einem gemeinsamen
Flaschenhals teilen. Oder Client/Server-Modelle, in denen mehrere Clients
1sogenannte Sockets mit jeweils einer eindeutigen Portnummer
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auf einen gemeinsamen Server warten und periodisch immer wieder die glei-
che Anfrage abschicken. Und es wird auf Routing-Protokolle eingegangen,
die in regelma¨ßigen Absta¨nden Informationen austauschen und dann die
Router fu¨r eine gewisse Zeit stark mit der Verarbeitung der neuen Routen
belasten. Allen Beispielen gemein ist, dass periodisch irgendwelche Netzak-
tivita¨ten stattfinden und dass man nicht von vornherein Maßnahmen gegen
unbeabsichtigte Synchronisation verschiedener Instanzen getroffen hat. Statt
dessen war man nachher im praktischen Einsatz u¨berrascht, dass so etwas
u¨berhaupt mo¨glich ist.
Wenn man nun aktive Netz-Messungen in regelma¨ßigen Absta¨nden
durchfu¨hrt, kann nicht ausgeschlossen werden, dass fru¨her oder spa¨ter
a¨hnliche Probleme auftauchen. Außerdem haben Messungen mit genau
festgelegter Periode den Nachteil, dass sich schon beim reinen Beobachten
anderer periodischer Vorga¨nge Interferenzerscheinungen ergeben ko¨nnen,
die die Ergebnisse verfa¨lschen.
Als Konsequenz dieser Problematik fordert das Rahmenwerk der IPPM-
Gruppe [59], dass jede Art regelma¨ßiger aktiver Messungen im Internet ein
gewisses Maß an Zufall bei der Wahl der Messzeitpunkte verwenden soll.
Wenn Tn der Zeitpunkt der Aussendens des n-ten Testpakets an ein be-
stimmtes Ziel ist und gn = Tn+1−Tn der Abstand zwischen zwei Messungen,
dann soll gn keine Konstante, sondern ein Zufallswert sein. Am besten sollte
gn genau Poisson-verteilt sein. Dies ist genau dann der Fall, wenn gn durch
eine Zufallsgro¨ße G mit der folgenden Verteilungsfunktion beschrieben wird:
G(t) = 1− e−λ t (5.1)
mit λ: Senderate (in Paketen pro Sekunde)
Dann ist die Messung geschu¨tzt gegen die Erzeugung ungewollter Syn-
chronisation, gegen interferenzartige Verfa¨lschung der Messung periodischer
Vorga¨nge und die Messzeitpunkte sind unvorhersagbar und somit gegen Ma-
nipulation geschu¨tzt.
Fu¨r eine Implementierung ist interessant, wie sich eine negativ-expo-
nentiell verteilte Wartezeit gn aus einer gleichfo¨rmig verteilten Pseudo-
Zufallszahl un bilden la¨sst:
un = 1− e−λ gn
⇔ gn = − ln(1−un)λ
(5.2)
Leider ist es praktisch unmo¨glich, den Zeitpunkt des Aussendens eines
Pakets genau festzulegen. Daher implementiert jping die folgende Na¨he-
rung: Nach dem Aussenden eines Testpakets wird eine zufa¨llig ausgewa¨hlte,
negativ-exponentiell verteilte Zeitspanne gn gewartet und dann das na¨chste
Paket zum gleichen Ziel gesendet. Der Unterschied zum optimalen Verfah-
ren besteht dann nur in einer mehr oder weniger konstanten Gro¨ße cn, die
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zu jeder Wartezeit hinzuaddiert wird. Die tatsa¨chlichen Sendezeitpunkte T ′n
ergeben sich dann wie folgt:
T ′n+1 = T
′
n + gn + cn (5.3)
RFC 2330 [59] beschreibt noch zwei andere mo¨gliche Implementierungen,
die dem theoretischen Ideal unter Umsta¨nden na¨herkommen. Es sagt aber
auch, dass der Aufwand dafu¨r gegebenenfalls erheblich gro¨ßer ist, dass kein
Anhaltspunkt dafu¨r besteht, dass die erreichbare Genauigkeit der Messzeit-
punkte fu¨r die Ergebnisse u¨berhaupt relevant ist und dass die aufwa¨ndigeren
Implementierungen im Falle gleichzeitig stattfindender paralleler Messungen
unter Umsta¨nden sogar schlechter sind. Da jping aber tatsa¨chlich mehre-
re Messungen quasi parallel ausfu¨hrt, wird von diesen Alternativen Abstand
genommen. Solange die mittlere Wartezeit g¯ deutlich gro¨ßer ist als die fu¨r die
Messung beno¨tigte Rechenzeit c¯, bleiben die gewu¨nschten Eigenschaften im
wesentlichen erhalten. So verlangen Floyd und Van Jacobson beispielsweise
nur, dass g¯ doppelt so groß sein soll wie c¯, um ungewollter Synchronisation
vorzubeugen [24, 25].
5.4 Verbesserter Ansatz: Implementierung von
pingspy
jping 
interface
pingspy
tcpdump
interface
Host A Host B
shared medium (Ethernet, FDDI, ..)
Internet
Abbildung 5.5: Struktur von pingspy beim Einsatz eines geteilten Netzme-
diums.
Implementiert wurde das verfeinerte Verfahren in dem Perl-Programm
pingspy.pl, das tcpdump mit einer geeigneten Filterbedingung startet und
parallel zum bekannten Java-Programm jping la¨uft. Das Java-Programm
generiert wie gehabt die Test-Pakete und das Perl-Programm registriert die
Test-Pakete, alle UDP- und ICMP-Antworten und erzeugt am Ende geeig-
nete Logfiles.
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Bei dieser Aufgabenteilung ist es mo¨glich, beide Programm auf verschie-
denen Rechnern laufen zu lassen, wenn diese u¨ber ein gemeinsames shared
medium untereinander und mit dem Internet verbunden sind (wie zum Bei-
spiel konventionelles Ethernet oder FDDI). Dies ergibt den Aufbau, wie er
in Abbildung 5.5 gezeigt wird. Er hat gegenu¨ber der anderen Variante den
Vorteil, dass die Zeit, zu der die ausgesendeten Pakete tatsa¨chlich den ersten
Rechner verlassen, am genauesten bestimmt werden kann.
Internet
jping 
pingspy
tcpdump
interface
exclusive medium
Host A
(ATM, switched Ethernet, ..)
Abbildung 5.6: Struktur von pingspy beim Einsatz eines exklusiven Medi-
ums.
Wenn kein zusa¨tzlicher Rechner zum Mitho¨ren der Pakete zu Verfu¨gung
steht oder wenn ein exklusiver Netzanschluss (etwa ATM oder geswitchtes
Ethernet) zu Einsatz kommt, dann ko¨nnen beide Programme auch auf dem
gleichen Rechner laufen, wie in Abbildung 5.6 dargestellt.
Das Java-Programm jping wurde u¨berarbeitet, um den Anforderungen
aus 5.3.4 und 5.3.6 gerecht zu werden.
So werden nun bis zu 50 unterschiedliche lokale Portnummern verwendet
(entsprechend 50 geo¨ffneten Sockets), um eine Zuordnung von zuru¨ckkehren-
den UDP-Headern auch ohne deren Datenteil zu ermo¨glichen (siehe 5.3.4).
Des weiteren werden mehrere parallel laufende Threads eingerichtet, von
denen einer zu einer Zeit nur zum Absenden der Testpakete an ein bestimm-
tes Ziel zusta¨ndig ist. Dabei wird die Wartezeit gema¨ß 5.3.6 berechnet und
mo¨glichst genau eingehalten.
Ein weiterer Thread dient zum Empfangen ankommender Pakete und
la¨uft mit erho¨hter Priorita¨t, damit er die Bestimmung der Ankunftszeit
mo¨glichst genau vornehmen kann. Schließlich la¨uft ein Thread mit niedriger
Priorita¨t im Hintergrund, um laufend die Auswertung der angekommenen
Pakete vorzunehmen, ohne die anderen Threads in den kritischen Momenten
zu beeintra¨chtigen.
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5.5 Analyse des verbesserten Ansatzes
5.5.1 Genauigkeit der Zeitmessung
Zuna¨chst sollte untersucht werden, wie sehr die Genauigkeit der Zeitmes-
sung durch die Verwendung eines Paketfilter nun tatsa¨chlich verbessert wer-
den konnte, beziehungsweise wie stark die einfache Zeitmessung des Java-
Programms die tatsa¨chlichen Werte verfa¨lscht.
Die Auflo¨sung der Java-Systemzeit kann man fu¨r Abweichungen von ma-
ximal einer Millisekunde verantwortlich machen. Daru¨ber hinaus liegt eine
Fehlerquelle in der Programmlaufzeit vom Systemaufruf zum Absenden be-
ziehungsweise Empfangen des Pakets bis zur Abfrage des Systemzeit. So-
lange man kein Echtzeit-Betriebssystem verwendet, kann diese Zeit nicht a
priori abgescha¨tzt werden. Wenn das Test-Programm auf einem nur wenig
belasteten Rechner la¨uft, kann man immerhin erwarten, dass diese Zeit nicht
u¨berma¨ßig lang sein wird und auf modernen Computern den Bereich weniger
Millisekunden normalerweise nicht u¨bersteigt.
Paketlaufzeiten im WAN-Bereich liegen hingegen ha¨ufig im Bereich meh-
rerer hundert Millisekunden, so dass Messungen im WAN alleine keine guten
Ru¨ckschlu¨sse auf die Genauigkeit der Zeitmessung erlauben. Deshalb wurden
speziell zu diesem Zweck einige Messungen im lokalen Netz durchgefu¨hrt.
Name Typ / Betriebssystem Netzanbindung Last
axp1 DEC-7000 (Alpha) FDDI, ein Router hoch
Digital UNIX V3.2 (Batch-Betrieb)
fs2 SPARCstation 20 FDDI, ein Router mittel
Solaris 2.4 (Fileserver)
pelican DEC (Alpha) direkt (Ethernet) keine
Digital UNIX V4.0
rs1 IBM RS/6000 FDDI, ein Router teilw. sehr hoch
AIX 3.2.5 (div. Server)
starfire SUN Ultra E10000 direkt (ATM-622) mittel
Solaris 2.5.1 (Batch-Betrieb)
trex SUN Ultra 2 direkt (ATM-155) niedrig
Solaris 2.5.1 (WWW-Cache)
Tabelle 5.1: Im lokalen Test verwendete Ziel-Systeme.
Als Test-Rechner wurde eine SUN-Workstation vom Typ Ultra 2 ver-
wendet, die mit zwei Prozessoren und einem 622-Mbps-ATM-Netzinterface
ausgestattet war. Zum Zeitpunkt der Untersuchung stellte diese Ausstat-
tung den Stand der Technik dar und ermo¨glichte eine optimale Messung.
Als Ziel der Messungen wurden verschiedene Workstations und Server mit
unterschiedlicher Architektur und Betriebssystemen ausgewa¨hlt. Tabelle 5.1
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zeigt die fu¨r die lokale Messungen verwendeten Systeme.
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Abbildung 5.7: Genauigkeit der RTT-Messung im Java-Programm und mit-
tels Paketfilter im lokalen Test.
Abbildung 5.7 zeigt die Ergebnisse einer Messung mit dem UDP-Echo-
Port der Zielsystemen. Von 850 ausgesendeten Test-Paketen kamen 848 zu-
ru¨ck, was einem Paketverlust von 0.2 % entspricht. Die Test-Pakete wurden
in Serien zu je 50 Stu¨ck ausgesendet, wobei die Pakete innerhalb einer Se-
rie jeweils im Abstand von einer Sekunde gesendet wurden. Die x-Achse
zeigt fu¨r jedes Paket die Zeit des Absendens gemessen seit Beginn der Serie
und die y-Achse zeigt die Zeit, die das Paket bis zu seiner Ru¨ckkehr unter-
wegs war (Round-Trip-Time, RTT). Fu¨r jedes Paket wird sowohl die vom
Java-Programm, als auch die vom Paketfilter gemessene Zeit eingetragen.
Man kann schon erkennen, dass die vom Java-Programm gemessenen Werte
i.d.R. deutlich ho¨her liegen.
Um diese Abweichung genauer zu quantifizieren, zeigt Abbildung 5.8 die
relative Verteilungsdichte der gemessenen RTT-Werte. Da die verschiedenen
Zielsysteme jeweils eigene charakteristische Maxima haben, ergeben sich in
der Summe Kurven mit mehreren Maxima.
Aussagekra¨ftige Zahlen lassen sich am besten aus der Verteilungsfunkti-
on gewinnen, wie sie in Abbildung 5.9 dargestellt werden. Außerdem wird
fu¨r jede Kurve der Median eingetragen. Wa¨hrend die (grobe) Messung des
Java-Programms einen Median von sechs Sekunden ergibt, liefert die ge-
nauere Messung mittels Paketfilter einen Median von 1.42. Im Mittel liefert
das Java-Programm also Werte, die etwa fu¨nf Sekunden zu hoch liegen.
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Abbildung 5.8: Verteilungsdichte der gemessenen RTT-Werte.
5.5.2 Einfluss der Bearbeitungszeit
Des weiteren stellt sich die Frage, inwieweit bei der Beantwortung von UDP-
Echo-Paketen im Fall von UDP- und ICMP-Antworten unterschiedliche Be-
arbeitungszeiten auftreten und ob sie eine Rolle fu¨r die Bestimmung der
Paketlaufzeit spielen. Da ICMP-Antworten typischerweise direkt vom Ker-
nel generiert werden, eine normale Bedienung des UDP-Echo-Ports aber im
inetd-Prozess stattfindet, kann man erwarten, dass ICMP-Antworten etwas
schneller sind. Es entfa¨llt na¨mlich der Aufwand fu¨r die Kommunikation mit
dem inetd-Prozess und es werden mindestens zwei Kontextwechsel vermie-
den.
Um dies na¨her zu untersuchen, wurden die gleichen Messungen wie in
Kapitel 5.5.1 auch mit anderen UDP-Ports durchgefu¨hrt, die von den Ziel-
Rechnern nicht bedient werden. Das heißt, es wurden in jedem Fall nur
ICMP-Antworten erzeugt. Bei dieser Messungen wurden 900 Test-Pakete
verschickt und 881 ICMP-Antworten geza¨hlt, was einen Verlustrate von etwa
2 % entspricht (siehe auch Kapitel 5.5.6).
Die gemessenen Verteilungen sind in den Abbildungen 5.8 und 5.9 be-
reits eingetragen. Sie zeigen deutlich ein noch etwas schnelleres Antwort-
verhalten. Der Median der ICMP-Antworten liegt bei 0.80 (statt 1.42 fu¨r
UDP-Antworten). Dieser Unterschied von weniger als einer Millisekunde ist
allerdings vernachla¨ssigbar klein im Vergleich zu den Paketlaufzeiten, die
typischerweise bei WAN-Verbindungen auftreten.
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Abbildung 5.9: Median und Verteilung der gemessenen RTT-Werte.
5.5.3 First-Packet-Effekte
Besonderes Augenmerk gebu¨hrt jeweils dem ersten Paket in einer Serie. Im
Internet gibt es viele Stellen, an denen die Bearbeitung des ersten Pakets
einer Serie potenziell aufwa¨ndiger ist, als fu¨r zeitlich kurz darauffolgende
”¨ahnliche“ Pakete.
• Das kann beispielsweise eine Firewall sein, die die Absender-Adresse
aller Pakete u¨berpru¨ft und dafu¨r eine DNS-Anfrage ta¨tigen muss. Diese
ist beim ersten mal deutlich aufwa¨ndiger, als wenn die Antwort schon
in ihrem Cache liegt.
• Praktisch alle ga¨ngigen Router an zentralen Stellen verwenden heut-
zutage irgendeine Art Caching, um Routing-Entscheidungen effizienter
zu machen. Diese Entscheidungen ko¨nnen je nach Konfiguration des
Router recht aufwa¨ndig sein, mu¨ssen aber dank Caching nur fu¨r das
erste Paket einer Serie neu getroffen werden.
• Auch fu¨r Dienste wie den UDP-Echo-Dienst kann es Initialisierungs-
und Caching-Vorga¨nge geben, die zu einer langsameren Bearbeitung
speziell des ersten Pakets fu¨hren. Zum Beispiel ist es denkbar, dass
der Code fu¨r den UDP-Echo-Dienst auf einem stark belasteten Unix-
System nicht immer im realem Hauptspeicher gehalten wird, sondern
per demand paging auf Festplatte ausgelagert wurde. Nur das erste
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Abbildung 5.10: Verzo¨gerung des ersten Pakets bei Verwendung des UDP-
Echo-Ports.
Paket aus einer Serie muss dann warten, bis die no¨tigen Pages geladen
wurden.
Abbildung 5.10 zeigt den Verlauf der ersten Serie fu¨r die verschiedenen
Systeme. In praktisch allen Fa¨llen braucht das erste Paket deutlich la¨nger
als die folgenden. Der Unterschied liegt je nach System und Last des Systems
im Bereich von unter einer bis u¨ber 50 Millisekunden.
Abbildung 5.11 zeigt das gleiche fu¨r die erste Serie der Messung mit
ICMP-Antworten. Hier la¨sst sich kein ”first-packet“–Effekt beobachten.
Auch dies la¨sst sich damit erkla¨ren, dass die ICMP-Antworten im Kernel
erzeugt werden und damit nicht dem demand paging unterliegen wie der
inetd-Prozess.
Eine der im Rahmen der beschriebenen Tests durchgefu¨hrten Messungen
fiel vollkommen aus dem Rahmen. Sie ist in Abbildung 5.12 dargestellt: Die
ersten Pakete kommen erst nach u¨ber 27 Sekunden zuru¨ck! Diese ungewo¨hn-
lich lange Antwortzeit normalisiert sich im Laufe von ca. 30 Sekunden. Die
Maschine, zu der in diesem Fall gemessen wurde, ist bekannt dafu¨r, dass
sie ha¨ufig sehr hohe Lastspitzen hat. Offenbar fu¨hrte eine solche Lastspitze
dazu, dass der Prozess inetd fu¨r u¨ber 27 Sekunden nicht laufen konnte und
dann eine Reihe angestauter Pakete ”am Stu¨ck“ abgearbeitet hat.
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Abbildung 5.11: Verzo¨gerung des ersten Pakets bei ICMP-Antworten.
5.5.4 First-Packet-Effekte im Weitbereichsverkehr
Auch im Weitbereichsverkehr gibt es messbare First-Packet-Effekte, die al-
lerdings etwas andere Hauptursachen haben als die in lokalen Netzen. Wa¨h-
rend die in Kapitel 5.5.3 gemessenen Erstpaketverzo¨gerungen hauptsa¨chlich
auf Mechanismen im antwortenden System zuru¨ckgefu¨hrt werden konnten,
treten bei den la¨ngeren Paketlaufzeiten im Weitbereichsverkehr andere Ef-
fekte in den Vordergrund. Anders als in lokalen Netzen betreffen weitere
Verbindungen im Internet meist viele zwischengeschaltete Router, so dass
sich deren Erstpaketverzo¨gerungen addieren. Außerdem gibt es unter den
Routern im Internet eine große Vielfalt unterschiedlicher Produkte, die teil-
weise sehr starke First-Packet-Effekte aufweisen.
So kommt es, dass schon dann eine deutliche Erstpaketverzo¨gerung sicht-
bar wird, wenn u¨ber viele untersuchte Verbindungen gemittelt wird und die
normale durchschnittliche Paketlaufzeit recht hoch ist. Abbildung 5.13 zeigt
u¨ber ca. 1000 Verbindungen gemittelt den Verlauf der Paketlaufzeit2. Dabei
werden die erhaltenen UDP-Echo- und ICMP-Antworten getrennt vonein-
ander in zwei Kurven dargestellt.
Um beim Messen der Paketlaufzeiten besser reproduzierbare und ver-
gleichbare Ergebnisse zu erhalten, sollte man vorhersehbare First-Packet-
Effekte mo¨glichst ausschalten. Dies kann geschehen, indem man die ersten
2Die hier zugrunde liegenden Daten wurden vom 20. bis 31.8.1997 an der Universita¨t
zu Ko¨ln gemessen.
5.5. ANALYSE DES VERBESSERTEN ANSATZES 77
1
10
100
1000
10000
100000
0 5 10 15 20 25 30 35 40 45 50
rtt
 [m
s]
 
time [s]
pathological UDP response
rs1
Abbildung 5.12: U¨berlange UDP-Antwortzeiten bei u¨berlastetem Server.
k Pakete einer Serie verwirft und nur die Messergebnisse der folgenden Pa-
kete beru¨cksichtigt. Solange die Absta¨nde zwischen den einzelnen Pakete
nicht zu groß werden, stehen die Routing-Entscheidungen nach dem ersten
Paket bei allen betroffenen Routern im Cache und haben dann eine gerin-
gere Auswirkung auf die Paketlaufzeit der folgenden Pakete. Die Frage ist,
wie viele Pakete am Anfang jeder Serie ignoriert werden mu¨ssen, damit die
gewu¨nschte Stabilita¨t eintritt.
Um dies genauer untersuchen zu ko¨nnen, wird die relative Erstpa-
ketverzo¨gerung RID einer Serie als Verha¨ltnis der Erstpaketlaufzeit zur
mittleren Laufzeit der restlichen Pakete definiert, wobei die k ersten Pakete
ganz ignoriert werden:
RID =
τk+1
1
n−k−1
∑n
i=k+2 τi
(5.4)
mit
RID : relative Erstpaketverzo¨gerung (Relative Initial Delay),
τi : Laufzeit des i-ten Pakets einer Serie,
n : Anzahl der Pakete einer Serie,
k : Anzahl der zu ignorierenden Pakete.
Wird dieser Wert nun fu¨r jede Messserie berechnet, so sollte ein Wert
von RID = 1 fu¨r den Fall stehen, dass die Paketlaufzeit fu¨r alle Pakete
gleichverteilt ist. Liegt der Wert deutlich u¨ber 1, so deutet dies auf eine
starke zusa¨tzliche Verzo¨gerung des ersten Pakets hin.
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Abbildung 5.13: Paketverzo¨gerungen im Weitbereichsverkehr.
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Abbildung 5.14: Relative Erstpaketverzo¨gerung von ICMP-Antworten bei
Nichtberu¨cksichtigung der ersten k Pakete einer Serie.
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Abbildung 5.14 zeigt die Verteilungsfunktion der relative Erstpaketver-
zo¨gerung fu¨r verschiedene Werte von k. Man kann sehen, dass der Median
fu¨r k = 0 deutlich u¨ber 1 liegt und sich fu¨r gro¨ßere Werte von k an 1 anna¨-
hert. Ein Wert von k = 1, also die Verwendung eines einzelnen Pakets zur
Initialisierung der Internet-Verbindung, reicht allerdings noch nicht aus, um
First-Packet-Effekte gut auszuschalten.
Statt nun generell einen ho¨heren Wert fu¨r k zu wa¨hlen, kann man k auch
fu¨r jede Serie so anpassen, dass alle Pakete, die eine Zeit ∆T nach dem ersten
Paket abgeschickt werden, ignoriert werden. Anders gesagt: man wa¨hlt k so,
dass gilt
Ti < T1 + ∆T fu¨r alle i < k und
Ti ≥ T1 + ∆T fu¨r alle i ≥ k (5.5)
mit
Ti : Sendezeitpunkt des i-ten Pakets einer Serie,
∆T : Dauer der zu ignorierenden Anfangsphase einer Serie.
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Abbildung 5.15: Relative Erstpaketverzo¨gerung von ICMP-Antworten bei
Nichtberu¨cksichtigung der ersten Sekunden einer Serie.
Abbildung 5.15 zeigt wieder die Verteilung der relativen Erstpaketverzo¨-
gerung, allerdings bei vorgegebenem ∆T , das im Bereich weniger Sekunden
variiert wird. Man kann sehen, dass bereits das U¨berspringen der ersten Se-
kunde einer Serie vollkommen ausreicht, um First-Packet-Effekte praktisch
ganz auszuschließen.
80 KAPITEL 5. MESSUNGEN MIT UDP-ECHO-PAKETEN
5.5.5 Antwortverhalten von Hosts im Internet
Die Hosts im Internet, die von jping angesprochen werden, ko¨nnen im we-
sentlichen auf fu¨nf verschiedene Arten antworten, die im folgen unterschieden
werden:
echo Das UDP-Paket an den Echo-Port des Zielsystems wird mit einem
UDP-Paket beantwortet. Dies ist der Normalfall; der UDP-Echo-
Dienst ist verfu¨gbar und wurde nicht speziell abgestellt.
Fu¨r die gewu¨nschten Messungen ist diese Reaktion gut geeignet, wenn-
gleich unbekannte Verzo¨gerungen durch Kontextwechsel und demand
paging auf der Zielmaschine die Messung der RTT etwas verfa¨lschen
ko¨nnen (Kapitel 5.5.2, 5.5.3).
ICMP (no data) Der UDP-Echo-Port wird vom Zielsystem zwar nicht
bedient, aber es antwortet mit einer korrekten ICMP-Fehlermeldung
vom Typ ”port unreachable“ [77]. Dabei schickt der Host entsprechend
[66] mit der Fehlermeldung nur den Header der urspru¨nglichen UDP-
Pakets, nicht aber den Applikationsdaten-Teil zuru¨ck. Auch Antwor-
ten dieses Typs lassen sich von jping auswerten (5.3.4, 5.4) und sind
somit fu¨r die Messungen geeignet. Wie angedeutet ist die erreichbare
Messgenauigkeit fu¨r sogar etwas besser als bei einfachen UDP-Echo-
Antworten.
ICMP (data) Auch hier antwortet das Zielsystem mit einer ICMP-Fehler-
meldung vom Typ ”port unreachable“, schickt hier allerdings noch ei-
nige Applikations-Daten aus dem UDP-Paket mit.
Dies ist an und fu¨r sich durchaus wu¨nschenswert, da es das Zuordnen
der Antworten zu den Test-Paketen erleichtert (siehe Kapitel 5.3.3)
und sonst alle Vorteile der ICMP-Antworten aufweist (siehe oben).
Leider zeigt sich in der Praxis jedoch, dass die meisten Systeme, die auf
diese Art antworten, andere Nachteile haben, die ihre Brauchbarkeit
fu¨r die gewu¨nschten Messungen deutlich einschra¨nken. Dies wird in
Kapitel 5.5.6 na¨her ero¨rtert.
error Schließlich gibt es eine Reihe weiterer ICMP-Fehlermeldungen, die
auf Probleme der Vermittlung des IP-Pakets hindeuten. Sie werden
nicht vom Ziel-System, sondern von einem auf dem Weg dorthin liegen-
den Router erzeugt und lassen sich daher nicht sinnvoll fu¨r die Messung
auswerten. In der Praxis kommen folgende ICMP-Fehlermeldungen am
ha¨ufigsten vor:
communication administratively prohibited Das Zielsystem be-
findet sich in einer Firewall-Umgebung und hat keinen freien Zu-
gang zum Internet. Ein Router mit Paketfilter la¨sst vielmehr nur
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sehr gezielt ausgewa¨hlte Pakete zum Zielsystem durch, beispiels-
weise solche, die zur Erbringung eines bestimmten Dienstes die-
nen. Alle anderen IP-Pakete werden mit einer Fehlermeldung die-
ser Art abgewiesen.
host unreachable Es existiert keine Route zum Zielsystem. Der er-
ste Router, der dies feststellt, erzeugt diese Fehlermeldung. Dies
tritt typischerweise nur voru¨bergehend auf, etwa wenn eine nicht-
redundante Verbindung ausfa¨llt.
time-to-live exceeded in transit Das TTL-Feld ist vor Erreichen
des Zielsystems abgelaufen. Das passiert normalerweise nur, wenn
es wegen Routing-Fehlern zur Schleifenbildung kommt und Paket
im Kreis herumgeschickt werden. Solche Situationen kommen ge-
legentlich vor, sind typischerweise aber nur von kurzer Dauer.
keine Antwort Schließlich kann es auch passieren, dass auf ein Test-Paket
gar keine Antwort erfolgt. Das kann zu einem an einem Paketverluste
liegen, entweder des Testpakets auf dem Hinweg oder der Antwort auf
dem Ru¨ckweg. Zum anderen kommt es auch vor, dass ein Host generell
nicht antwortet, etwas weil er außer Betrieb genommen wurde und gar
nicht mehr im Internet existiert, oder weil er durch eine sehr restriktive
Firewall abgeschirmt wird, die die Testpakete kommentarlos verwirft.
Bei der Ermittlung der Paketverlustrate stellt sich nun die Frage, was
mit den nicht verwertbaren und den fehlenden Antworten zu tun ist. Wertet
man alle nicht brauchbaren Antworten als Paketverlust, so tut man dem
zugrundeliegenden Netz unrecht. Durch diejenigen Hosts, die sowieso keine
brauchbaren Antworten liefern, erha¨lt man stark verfa¨lschte Mittelwerte fu¨r
die Paketverlustrate. Die einzige Lo¨sung ist es daher, die Hosts auf ihr typi-
sches Antwortverhalten hin zu untersuchen und zu klassifizieren und dann
fu¨r die Berechnung von netzweiten Mittelwerten nur die Hosts aus brauch-
baren Klassen heranzuziehen.
Abbildung 5.16 zeigt fu¨r jeden von 1000 untersuchten Hosts den An-
teil der beobachteten Antworten auf die Testpakete. Dabei gibt die unterste
Kurve den Anteil der echo–Antworten an, die na¨chste gibt daru¨ber den An-
teil der icmp (no data)–Antworten an, etc. Die Hosts sind auf der x-Achse
so sortiert, dass Hosts mit u¨berwiegend gleichem Antwortverhalten benach-
bart und mit zunehmenden Paketverlustrate dargestellt werden. Dadurch
wird deutlich, wie sich die Hosts in verschiedene Klassen aufteilen lassen.
Tabelle 5.2 zeigt die Anteile der Hosts an den verschiedenen Klassen.
Innerhalb der brauchbaren Klassen echo und icmp (no data) la¨sst
sich in Abbildung 5.16 eine charakteristische Verteilung der Paketverlustrate
erkennen. Daraus, dass der Verlauf in beiden Klassen gleichartig ist, kann
man schon sehen, dass die so gemessene Paketverlustrate eine Eigenschaft
des Netzes und unabha¨ngig von der Art der Antwort ist.
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Abbildung 5.16: Verteilung der mo¨glichen Antworten.
In den beiden Klassen der unbrauchbaren Antworten, icmp (data) und
error sieht der Kurvenverlauf ganz anders aus. Insbesondere fa¨llt die in
weiten Bereichen scheinbar massive Verlustrate der Klasse icmp (data)
auf. Dies wird in Kapitel 5.5.6 erkla¨rt.
Es ist auch ein guter Grund, tatsa¨chlich weiterhin den UDP-Echo-Port
fu¨r die Testpakete zu verwenden. Nach den Erkenntnissen aus Kapitel 5.5.2
ko¨nnte man sonst zuna¨chst folgern, dass die Verwendung eines unbekannten
Ziel-Ports sinnvoller ist, weil dann immer ICMP-Antworten erzeugt werden
und die Messgenauigkeit der Paketlaufzeit steigt. Allerdings wu¨rde damit
auch der Anteil der Hosts steigen, die sich nicht zur Bestimmung der Pa-
ketverlustrate eignen. Um eine mo¨glichst große Datenbasis zu haben, wird
Antwort-Klasse Anzahl Hosts %
pro Klasse summiert pro Klasse summiert
echo 412 412 41.4 41.4
icmp (no data) 239 651 24.0 65.5
icmp (data) 151 802 15.2 80.6
error 150 952 15.1 95.8
(keine Antwort) 42 994 4.2 100.0
Tabelle 5.2: Anteile der verschiedenen Hostklassen.
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deswegen weiterhin der UDP-Echo-Port angesprochen. Mit den echo- und
icmp (no data)-Antworten zusammen erreicht man immerhin ca. 65 % der
Hosts.
5.5.6 Probleme der ICMP-Generierung unter Solaris
Das Betriebssystem Solaris, das gerade fu¨r Internet-Server nicht selten ein-
gesetzt wird, zeichnet sich durch einige Besonderheiten in seiner Implemen-
tierung von TCP/IP aus. Vom allem in Bezug auf die Generierung von
ICMP-Paketen sind die Abweichungen vom Standard sind fu¨r die Messun-
gen durchaus relevant. Auch andere Werkzeuge wie traceroute [38] oder
pathchar [37] werden davon beeinflusst.
Zum einen erlaubt Solaris, eine als Kernelparameter einstellbare Zahl von
zusa¨tzlichen Datenbytes mit einer ICMP-Fehlermeldung zuru¨ckzuschicken.
Eine nette Idee, die in der Praxis allerdings keine großen Vor- oder Nachteile
mit sich bringt.
Zum anderen beschra¨nkt Solaris die Zahl der generierten ICMP-Pakete
auf zwei pro Sekunde. Treten in einer Sekunde mehr als zwei Ereignisse ein,
die Anlass zur Erzeugung eines ICMP-Pakets bieten, so werden alle bis auf
die ersten beiden ignoriert! Da dies auch noch unabha¨ngig von der betrof-
fenen Gegenstelle gilt, kann man sich bei einem Solaris-System nie darauf
verlassen, dass jedes UDP-Paket an einen nicht bedienten Port mit einer
ICMP-Meldung beantwortet wird. Man kann nicht einmal die Rate bestim-
men, mit der solche Pakete ignoriert werden, solange man nicht sa¨mtlichen
Verkehr kennt, den das Solaris-System empfa¨ngt. Damit eignen sich solche
Solaris-Maschinen definitiv nicht zur Bestimmung von Paketverlustraten,
falls nicht der UDP-Echo-Port aktiviert ist.
Man kann davon ausgehen, dass die in Kapitel 5.5.5 als icmp (data)
bezeichnete Klasse u¨berwiegend aus Hosts mit dem Betriebssystem Solaris
und deaktivierten UDP-Echo-Port besteht.
Kapitel 6
Messungen mit
TCP-Syn-Paketen
6.1 Motivation
Ein nicht lo¨sbares Problem der Messungen mit UDP-Echo-Paketen liegt
darin, dass im Rahmen des gestiegenen Sicherheitsbedu¨rfnisses heutzuta-
ge nicht nur viele Internet-Hosts den UDP-Echo-Dienst eingestellt haben,
sondern dass entsprechende Pakete schon vor Erreichen des Hosts ausge-
filtert werden. So kommt es, dass ein immer gro¨ßer werdender Anteil aller
Internet-Hosts fu¨r Messungen mit UDP-Echo-Paketen nicht mehr geeignet
ist.
Das Ausfiltern der UDP-Echo-Pakete geschieht u¨blicherweise mit soge-
nannten ”Screening Routern“ oder mit ”Firewalls“. Ein Screening Router ist
ha¨ufig ein handelsu¨blicher Router, auf dem allerdings bestimmte Features,
sogenannte ”Access-Control-Lists“ (ACL oder auch ”Access-List“) aktiviert
wurden. Diese betrachten jedes hereinkommende Paket und entscheiden an-
hand von relativ einfachen Regeln, die beispielsweise Adressen, Port- und
Protokoll-Nummern auf bestimmte Werte pru¨fen, ob das Paket normal wei-
tergeleitet werden soll oder nicht. Eine Firewall hingegen ist ein spezielles
Gera¨t, meist auf Basis eines Multi-Homed Host, das nicht nur einzelne Pa-
kete u¨berpru¨ft, sondern ganze Verbindungen nachvollzieht und dabei nur
bestimmte Verbindungen zula¨sst. Dabei dient technisch gesehen die Firewall
selber als Verbindungsendpunkt und leitet die Daten auf der Ebene einzel-
ner Anwendungsprotokolle an die eigentlichen Server-Hosts weiter. Firewalls
werden auch sehr ha¨ufig in Kombination mit Screening Routern eingesetzt,
um die Sicherheitswirkung noch einmal zu erho¨hen.
Beide Gera¨tetypen dienen letztlich dazu, aus dem Internet nur ganz be-
stimmte, erwu¨nschte Daten zu einem Host durchzulassen. Da UDP-Echo-
Pakete meist nicht zum ”erwu¨nschten“ Verkehr geho¨ren, werden sie dann
typischerweise ausgefiltert. Beim Ausfiltern wird ha¨ufig eine Fehlermeldung
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in Form eines ICMP-Pakets vom Typ ”communication prohibited“ erzeugt
und an den Absendern geschickt. Leider sind diese Fehlermeldungen nicht
zuverla¨ssig, so dass sie in den Messungen nicht als vollwertiger Ersatz fu¨r
UDP-Echo- oder ICMP-Port-Unreachable-Antworten zu gebrauchen sind.
Dieses Problem war Anlass, nach alternativen Meßmethoden zu suchen,
die nicht auf bestimmte, ”unu¨bliche“ Dienste angewiesen sind und mit ga¨n-
gigen Firewalls und Access-Lists umgehen ko¨nnen.
Das im Internet heutzutage mit Abstand am ha¨ufigsten eingesetzte
Transportprotokoll ist TCP. Die allermeisten der u¨blichen Internet-Dienste
werden mit Hilfe von TCP erbracht. Die Kapitel 6.2 und 6.3 zeigen, wie der
normale TCP-Verbindungsaufbau aussieht und wie man ihn sich fu¨r Mes-
sungen zunutze machen kann. Auf diese Art kann man einen beliebigen Host
im Internet, der irgendeinen auf TCP basierenden Dienst anbietet, anspre-
chen und fu¨r Messungen verwenden. Solange man nur die TCP-Portnummer
des angebotenen Dienstes verwendet, kann kein Screening Router und keine
Firewall diese Messungen von einem normalen, erwu¨nschten Verbindungs-
aufbau unterscheiden. Eine Firewall wird zwar den Verbindungsaufbau
selber vornehmen, so dass man effektiv nur die Verbindung zur Firewall und
nicht zum dahinterliegenden Host misst, aber da Firewalls u¨blicherweise
wirklich in netztopologischer und ra¨umlicher Na¨he zu den zu schu¨tzenden
Hosts aufgestellt werden, ist dies keine ernste Einschra¨nkung.
Ein weiterer Vorteil der Messung mit TCP-Syn-Paketen ist in der sich
abzeichnenden Tendenz zu Quality of Service (QoS) oder Classes of
Service (CoS) im Internet zu sehen. In der Arbeitsgruppe DiffServ [34] der
IETF werden zur Zeit Methoden entwickelt, mit denen ku¨nftig in Internet-
Backbone verschiedene Dienstgu¨teklassen unterschieden werden ko¨nnen.
Verschiedenen Klassen von IP-Paketen werden dabei in Backbone-Routern
mit einem unterschiedlichen sogenannten ”Per-Hop-Behaviour“ (PHB) be-
handelt, so dass je nach Klasse andere Ergebnisse fu¨r Paketverlustrate und
Paketlaufzeit erzielt werden. Wa¨hrend das ganze Rahmenwerk noch in der
Entwicklung ist, beherrschen bereits viele u¨bliche Router einen Grundstock
der notwendigen Features [81]. Wenngleich es noch nicht ga¨ngige Praxis
ist, so bescha¨ftigen sich doch viele Internet-Netzbetreiber schon mit dem
Gedanken, mit Hilfe der DiffServ-Mechanismen UDP- und TCP-Verkehr
in ihren Netzen getrennt voneinander zu behandeln. Messungen mit UDP-
Paketen ha¨tten dann nur eine eingeschra¨nkte Aussagekraft fu¨r Dienste, die
auf der Basis von TCP angeboten werden.
Kapitel 6.4 beschreibt die Implementierung eines Tools, das Messungen
nach dem vorgeschlagenen Verfahren durchfu¨hren kann. Kapitel 6.5 bescha¨f-
tigt sich mit einem speziellen Problem bei der Auswertung dieser Messungen,
stellt eine Lo¨sungsmo¨glichkeit vor und analysiert diese. Kapitel 6.6 schließ-
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6.2 Aufbau einer TCP-Verbindung
TCP verwendet beim Verbindungsaufbau ein Client/Server-Prinzip. Der
Server ist dabei ein Host, der typischerweise einen oder mehrere Dienste
anbietet. Er wartet ”passiv“ auf Anforderungen zum Verbindungsaufbau.
Der Client hingegen ist der Host, der ”aktiv“ zu einem vom ihm gewa¨hlten
Zeitpunkt eine Verbindung initiiert. Der Aufbau einer TCP-Verbindung ge-
schieht dabei u¨ber den sogenannten three-way handshake [77]. Der Name
ru¨hrt daher, dass im Normalfall der Austausch von drei Paketen no¨tig ist,
um eine TCP-Verbindung vollsta¨ndig aufzubauen. Danach ko¨nnen in beiden
Richtungen unabha¨ngig voneinander Daten ausgetauscht werden. Der Ab-
bau der Verbindung kann von einer beliebigen Seite eingeleitet werden und
beno¨tigt insgesamt weitere 3 bis 4 Pakete.
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P(n), fin
P(n+1), ac
k
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P(n+3), ack
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P1, syn
P2, syn−
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P3, ack
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client
Abbildung 6.1: Ordnungsgema¨ßer Auf- und Abbau einer TCP-Verbindung.
Abbildung 6.1 zeigt den typischen Verlauf des Auf- und Abbaus einer
TCP-Verbindung. Auf von oben nach unten verlaufenden Zeitachsen sind
links die Ereignisse des Client-Hosts und rechts die des Server-Hosts darge-
stellt. Dazwischen sind die u¨bertragenen Pakete angedeutet. Die Zeitpunkte
der Ereignisse werden mit T1, T2, ...Tn bezeichnet. Die Pakete werden durch
Angabe der wichtigsten im TCP-Header gesetzten Flags gekennzeichnet, al-
so etwa Syn, Ack, Fin.
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Da fu¨r die vorzustellenden Messverfahren der Verbindungs-Aufbau von
besonderem Interesse ist, wird er hier ausfu¨hrlicher dargestellt:
T1 Der Client initiiert die Verbindung, indem er ein Syn-Paket P1 (ein
TCP-Paket mit gesetztem ”syn“-Flag) zum Server schickt.
T2 Das Syn-Paket kommt beim Server an.
T3 Unter der Voraussetzung, dass der angesprochene Dienst verfu¨gbar
ist, das heißt, dass ein Dienstprogramm auf eingehende Verbindungen
wartet, wird mit einem Syn-Ack-Paket P2 geantwortet. Dadurch wird
das Syn-Paket des Client besta¨tigt und die O¨ffnung der Gegenrichtung
der Verbindung wird eingeleitet.
T4 Das Syn-Ack-Paket P2 wird vom Client empfangen.
T5 Der Client antwortet umgehend mit einem Ack-PaketP3, das das Syn-
Ack-Paket P2 besta¨tigt. Aus Sicht des Client ist die Verbindung damit
vollsta¨ndig geo¨ffnet und es ko¨nnen beliebige Daten in weiteren Paketen
gesendet werden.
T6 Der Server erha¨lt das Ack-Paket P3. Damit ist auch aus Sicht des
Server die Verbindung geo¨ffnet werden und auch der Server kann nun
Daten senden.
Tn..Tn+5 In diesem Beispiel leitet der Client den Abbau der Verbindung mit ei-
nem Fin-Paket ein, der Server besta¨tigt und baut seinerseits die andere
Richtung der Verbindung ab, was schließlich vom Client noch einmal
besta¨tigt wird. Je nach Implementierung ko¨nnen Pn+1 und Pn+2 zu
einem Paket zusammengefasst werden; der hier dargestellte Ablauf ist
aber auf jeden Fall u¨blich und typisch.
Die Vorga¨nge von T1 bis T6 finden typischerweise im Kernel des Be-
triebssystems des jeweiligen Hosts statt. Erst bei T5 beziehungsweise bei T6
wird eine Systemfunktion beendet. Fu¨r diese Vorga¨nge innerhalb des Ker-
nels brauchen Hosts in aller Regel sehr wenig Zeit im Vergleich zu Paket-
laufzeiten im Weitverkehrsbereich, so dass die Bearbeitungszeit im Server
TP,Server = T3− T2 sowie die Bearbeitungszeit im Client TP,Client = T5− T4
vernachla¨ssigbar sind. Daher werden im folgenden T2 und T3 sowie T4 und
T5 jeweils zu einem Zeitpunkt zusammengefasst.
6.3 Messungen
Bereits der Austausch der Pakete P1 und P2 reicht aus, um (bidirektionale)
Paketlaufzeit und Paketverlustrate zu messen. Unter Vernachla¨ssigung von
TP,Server gilt
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T4 = T1 +RTT + TP,Server (6.1)
TP,ServerRTT⇒ RTT ≈ T4 − T1 (6.2)
Da sowohl T4 als auch T1 auf der Seite des Client messbar sind, kann da-
mit die Paketlaufzeit bestimmt werden. Die bidirektionale Paketverlustrate
la¨sst sich durch die Beobachtung bestimmen, wie ha¨ufig nach dem Aussen-
den eines geeigneten P1 ein P2 empfangen wird.
Zur Zeit T4 liegen also alle fu¨r die Messung erforderlichen Informatio-
nen vor. Allerdings besteht zu der Zeit eine halb geo¨ffnete Verbindung auf
der Seite des Server. Wu¨rde man eine Reihe solcher Messungen zu einem
bestimmten Host durchfu¨hren, so wu¨rden sich an diesem Host halboffene
Verbindungen ansammeln, immer mehr Ressourcen belegen und mo¨glicher-
weise den Server blockieren. Dies entspra¨che einem sogenannten Denial-
of-Service-Attack, also einem Angriff, der auf das Behindern oder Aus-
schalten eines Dienstes abzielt. Ein auf vielen isolierten TCP-Syn-Paketen
beruhender Denial-of-Service-Attack wird speziell als TCP-Syn-Flooding
bezeichnet. Um zu verhindern, unbeabsichtigt einen solchen Angriff durch-
zufu¨hren, muss darauf geachtet werden, dass jegliche Ressourcen auf Seiten
des Server umgehend wieder freigegeben werden ko¨nnen. Dazu muss die
halb aufgebaute Verbindung wieder abgebaut werden. Dies ko¨nnte gesche-
hen, indem die TCP-Verbindung vollsta¨ndig auf- und dann ordnungsgema¨ß
abgebaut wird. Wie aus Abbildung 6.1 deutlich wird, wu¨rde das allerdings
vergleichsweise viel Netzverkehr erzeugen. Statt dessen reicht es auch, ein ge-
eignetes TCP-Paket mit gesetzten ”RST“-Flag (fu¨r ”Reset“) zu senden. Ein
solches TCP-RST-Paket dient generell dazu, eine TCP-Verbindung aus jeg-
lichem Zustand herauszufu¨hren und abzubauen. Unter der Voraussetzung,
dass der Server mit einem dort angebotenen Dienst angesprochen wird, hat
eine Messung daher den in Abbildung 6.2 dargestellten Verlauf.
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Abbildung 6.2: Messung durch unvollsta¨ndigen Aufbau einer TCP-
Verbindung.
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Falls der Server mit einem nicht angebotenen Dienst angesprochen wird,
so sendet er seinerseits umgehend ein TCP-Rst-Paket, mit dem die Nicht-
Verfu¨gbarkeit des angesprochenen Dienstes signalisiert wird [77]. Auch dieser
Vorgang findet im Kernel statt, so dass die Bearbeitungszeit vernachla¨ssigt
werden kann. Das TCP-Rst-Paket kann fu¨r Messungen genauso gut ver-
wendet werden, wie ein Syn-Ack-Paket. Es hat sogar den Vorteil, dass kein
drittes Paket gesendet werden muss, da vom Server gar kein Verbindungs-
aufbau begonnen wurde, der abgebrochen werden mu¨sste. Die Messung sieht
dann aus wie in Abbildung 6.3 dargestellt.
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Abbildung 6.3: Messung durch Ansprechen einen nicht angebotenen TCP-
Dienstes.
In beiden Fa¨llen (der Dienst wird angeboten oder nicht, Abb. 6.2 und
6.3) gilt
RTT = T3 − T1 (6.3)
(unter Beru¨cksichtigung der in Kapitel 6.2 gemachten Vereinfachung).
6.4 Implementierung
Fu¨r die Implementierung der TCP-Syn-basierten Messmethode wurde ei-
ne a¨hnliche Struktur gewa¨hlt, wie bei der verbesserten Methode der UDP-
Messungen (siehe Kapitel 5.4). Sie zerfa¨llt in zwei Komponenten: eine aktive,
die die gewu¨nschten Messpakete erzeugt und versendet, und eine passive, die
die versendeten und ankommenden Pakete beobachtet, einander zuordnet
und die relevanten Zeitpunkte notiert.
Analog zu den UDP-Messungen ist es auch hier mo¨glich, beim Einsatz
eines geteilten Netzmediums aktive und passive Komponente auf verschie-
dene Hosts zu verteilen. Oder man kann beide Komponenten in einem Host
vereinigen, was dann auch den Einsatz eines exklusiven Mediums erlaubt.
Abbildung 6.4 zeigt die Struktur der TCP-Syn-basierten Messungen beim
Einsatz eines exklusiven Mediums.
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Abbildung 6.4: Struktur von tping und pingspy beim Einsatz eines exklu-
siven Mediums.
6.4.1 Sender
Die aktive Komponente, der Sender, wurde tping genannt. Sie erha¨lt die
fu¨r die Messungen beno¨tigten Parameter (IP-Adressen A1 und A2, Sendera-
te λ), berechnet (pseudo-)zufa¨llige Startzeiten und erzeugt geeignete TCP-
Syn-Pakete. Dabei wird ein Feld des TCP-Header, die Sequenz-Nummer,
so generiert, dass der passiven Komponente eine eindeutige Zuordnung der
mo¨glichen Antworten erleichtert wird.
Um derartige Pakete erzeugen zu ko¨nnen, muss unter Unix ein sogenann-
ter Raw-Socket verwendet werden [79]. Unter Java ist die Verwendung von
Raw-Sockets ohne weiteres nicht mo¨glich. Daher wurde fu¨r die Implemen-
tierung des Programms tping die Programmiersprache ANSI-C gewa¨hlt.
Die Kommandozeile, u¨ber die die beno¨tigten Parameter u¨bergeben wer-
den, sieht wie folgt aus:
usage: tping [ options ] { hosts }
options: -f file read hosts from file
-p port specify port to send to
-n num number of probes to each host
-r lambda set rate (for each host)
-t num number of hosts to process in parallel
-T ttl IP TTL to use
-l ip local ip address
Die IP-Adressen der Hosts, zu denen Messpakete geschickt werden sollen,
ko¨nnen sowohl direkt in der Kommandozeile angegeben werden, als auch aus
einer Datei gelesen werden. In beiden Fa¨llen kann der TCP-Port des Ziel-
Hosts angegeben werden. Als weitere Bestandteile der zu erzeugen TCP-
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Syn-Pakete lassen sich die TTL angeben und die IP-Adresse des absenden-
den Hosts (”local ip address“). Außerdem kann angegeben werden, wie viele
Pakete zu jedem Host gesendet werden sollen und mit welcher Rate. Falls
nichts anderes angegeben wird, werden pro Host 10 Pakete mit einer Rate
von einem Paket pro Sekunde verschickt. Als IP-Adresse des absendenden
Hosts wird dann die erste gefundene tatsa¨chliche Adresse des lokalen Sy-
stems verwendet.
Die Angabe der ”local ip address“ erlaubt es in dem Fall, dass ein Multi-
Homed-Host fu¨r die Messungen verwendet wird, eine bestimmte der eigenen
IP-Adressen fu¨r die Messungen zu verwenden. Dies erleichtert es, eine IP-
Adressen speziell den Messungen zu widmen und die in Kapitel 4.4 erwa¨hn-
ten Maßnahmen durchzufu¨hren.
Technisch wa¨re es auch mo¨glich, hier eine ganz andere IP-Adresse an-
zugeben, etwa eine, unter der gar kein Host existiert. In diesem Fall wu¨rde
allerdings genau der in Kapitel 6.3 beschriebene Denial-Of-Service-Angriff
TCP-Syn-Flooding stattfinden. Nur dadurch, dass die Syn-Ack-Pakete nor-
malerweise im TCP-Protokoll des Mess-Rechners ankommen, dort aber nicht
mit einer ordentlichen TCP-Verbindung in Bezug gebracht werden ko¨nnen,
wird ein TCP-RST-Paket erzeugt, das schließlich im Ziel-Host die halb auf-
gebaute TCP-Verbindung wieder abbaut.
Das Programm tping dient nur zum Versenden von Paketen und unter-
nimmt seinerseits keinerlei Versuch, Pakete zu empfangen oder auszuwerten.
Daher erzeugt es im Normalfall keine Ausgabe.
6.4.2 Empfa¨nger
Die passive Komponente, der Empfa¨nger, behielt ihren Namen pingspy,
wurde allerdings komplett neu implementiert. Von der fru¨heren Methode,
das Programm tcpdump als Schnittstelle zum Datennetz zu verwenden, wur-
de Abstand genommen. Zum einen mu¨ssen zur Zuordnung der TCP-Pakete
viele Daten-Felder der Pakete angesehen werden, bei denen tcpdump kei-
ne große Hilfe ist, und zum anderen erwies sich die Implementierung von
pingspy in der Programmiersprache Perl schon bei den UDP-Messungen
als nennenswerter Verbraucher von CPU-Zeit, was vor allem auf das um-
sta¨ndliche Auswerten der Ausgabe von tcpdump zuru¨ckzufu¨hren ist.
Die Neuimplementierung wurde objektorientiert in der Programmier-
sprache C++ vorgenommen, wobei Datenstrukturen der Standard Tem-
plate Library [55] zum Einsatz kamen. Als Interface zum Netz diente die
Bibliothek libpcap [50], die direkt auf Betriebssystem-spezifische Schnitt-
stellen zum Netz-Interface zugreift, ihrerseits aber eine Betriebssystem-
unabha¨ngige Schnittstelle zum Lesen beliebiger Pakete anbietet.
Die Kommandozeile sieht wie folgt aus:
usage: ./pingspy [d] [c<cmd>] [i<interface>] [l<local ip>]
[n<num probes>] [q<quit time>]
92 KAPITEL 6. MESSUNGEN MIT TCP-SYN-PAKETEN
Mit ”d“ kann ein Debug-Modus aktiviert werden. Durch die Angabe von
”cmd“ und ”interface“ ko¨nnen eingebaut Voreinstellungen zur Ansteuerung
der libpcap gea¨ndert werden: mit ”cmd“ kann in der libpcap-eigenen Syn-
tax genauer spezifiziert werden, welche Pakete schon in unteren Schichten
gefiltert werden, und mit ”interface“ kann angegeben werden, welches Netz-
Interface zur Beobachtung der Verkehrs verwendet werden soll, falls mehrere
Netz-Interfaces zu Verfu¨gung stehen. Mit ”local ip“ kann festgelegt werden,
welche IP-Adressen als lokal angesehen werden. Dabei kann neben einer
IP-Adresse auch eine Netzmaske angegeben werden, so dass ein ganzer Be-
reich von IP-Adressen verwendet wird. Alle anderen IP-Adressen werden als
potenzielle Ziel-Hosts gewertet; jedes TCP-Syn-Paket mit einem lokalen Ab-
sender und einem nicht-lokalen Ziel wird als potenzielles Messpaket gewertet.
Die Angabe von ”num probes“ sagt dem Programm, wie viele Messpakete
pro Ziel-Host mindestens beobachtet werden mu¨ssen, damit die Ausgabe ei-
ner Messreihe sinnvoll ist. Mit ”quit time“ schließlich kann die Laufzeit des
Programm begrenzt werden. Dies ist deswegen sinnvoll, weil bei der typi-
schen Verwendung das Programm pingspy im Hintergrund gestartet wird,
um gleichzeitig im Vordergrund die aktiven Messungen mit dem Programm
tping zu initiieren. Die Angabe der ”quit time“ stellt dann das Beenden des
Hintergrund-Prozesses zur richtigen Zeit sicher.
Bei Beendigung erzeugt pingspy schließlich eine Ausgabe der folgenden
Art (stark geku¨rztes Beispiel):
# icmp type 3, code 1 from 205.160.25.4 to 134.95.129.25 concerning 205.160.26.44
# icmp type 3, code 1 from 205.160.25.4 to 134.95.129.25 concerning 205.160.26.44
# icmp type 3, code 1 from 205.160.25.4 to 134.95.129.25 concerning 205.160.26.44
# icmp type 11, code 0 from 145.253.1.184 to 134.95.129.25 concerning 145.253.94.123
206.132.234.101: 0 109.6 A 27701.4 117.1 A 130126 111 A 137097 114.3 A 297734 111.2 A
206.132.234.218: 0 112.1 A 24661.2 0 L 49392.6 109.5 A 67913.3 110.6 A 111545 0 L
206.165.251.235: 0 159.3 R 22851.3 159.1 R 61003.1 162.2 R 74923.8 158.9 R 107895 160.3 R
205.160.26.44: 0 110 ? 9850.6 110.5 ? 80164.1 112.3 ? 86564.3 109.7 ? 94754.7 108.8 ?
145.253.94.123: 0 161.7 R 14550.6 233 R 89304.1 159.8 R 99984.6 210.1 ? 131026 130.2 R
Zuna¨chst werden alle empfangenen ICMP-Pakete dokumentiert. Dann
erfolgt fu¨r jeden Ziel-Host die Ausgabe der Messreihe mit Angabe der IP-
Adresse des Host und einem Tripel fu¨r jede einzelne Messung:
• Die Startzeit relativ zum Beginn der Messreihe.
• Die bidirektionale Paketlaufzeit, oder 0 im Falle eines Paketverlusts.
• Die Art der Antwort: A fu¨r ein TCP-Syn-Ack-Paket, R fu¨r ein TCP-
RST-Paket, ? fu¨r ein ICMP-Paket und L fu¨r einen Paketverlust (keine
Antwort wa¨hrend der Programmlaufzeit). Falls mehr als eine Antwort
pro Messpaket eingeht, wird allen anderen Antworten als der ersten
ein d (fu¨r Doppelu¨bertragung) vorangestellt.
Alle Zeitangaben verstehen sich in Millisekunden mit einer Auflo¨sung von
Zehntel-Millisekunden.
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6.4.3 Rein passive Messungen
Die Implementierung von pingspy erlaubt auch rein passive Messungen oh-
ne den Einsatz von tping: ”local ip“ muss so gewa¨hlt werden, dass solche
Hosts als lokal betrachtet werden, die ha¨ufig genug TCP-Verbindungen auf-
bauen, und es muss sichergestellt werden, dass dieser Verkehr von pingspy
beobachtet werden kann, etwa durch den Einsatz eines geteilten Netzme-
diums oder indem pingspy direkt auf einem Host la¨uft, der viele Verbin-
dungen aufbaut. Fu¨r jede ohnehin aufgebaute TCP-Verbindung ergibt sich
fu¨r pingspy dann eine Messung. Aus den im Rahmen einer bestehenden
TCP-Verbindung u¨bertragenen Daten kann pingspy allerdings keine weite-
ren Messwerte gewinnen.
Auch mit diesem Ansatz wurden Tests durchgefu¨hrt. Zum Einsatz kam
dabei der zentrale WWW-Proxy-Server der Universita¨t zu Ko¨ln, der na-
turgema¨ß viel Benutzer-Verkehr bu¨ndelt und der viele TCP-Verbindungen
aufbaut, die meist nur von kurzer Dauer sind.
Bei rein passiven Messungen ist man auf das Verhalten der Benutzer
angewiesen und dies hat, wie sich schnell zeigte, eine ungu¨nstige Verteilung:
zu bestimmten Tageszeiten werden relativ wenige Server sehr ha¨ufig ange-
sprochen und andere nur selten. Zu anderen Tageszeiten werden die gleichen
Server dann wiederum kaum noch angesprochen, so dass sich schlecht aussa-
gekra¨ftige Vergleiche mit einer kontrollierten List von Internet-Hosts durch-
fu¨hren lassen. Daru¨ber hinaus bedeutet der Einsatz eines Paketfilters immer
auch eine potenzielle Einschra¨nkung der Leistungsfa¨higkeit eines Computer-
Systems und da der betroffene WWW-Proxy-Server mittlerweile kaum mehr
u¨ber ungenutzte Leistungsreserven verfu¨gt, wurde von dieser Methode nach
kurzen Tests wieder Abstand genommen.
6.5 Eliminierung von TCP-Neuu¨bertragungen
6.5.1 Entstehung der TCP-Neuu¨bertragung
Als zuverla¨ssiges U¨bertragungsprotokoll beinhaltet TCP Methoden, Paket-
verluste auszugleichen. Dafu¨r werden unter anderem sogenannte Retrans-
mission Timer verwendet, die fu¨r die Neuu¨bertragung eines Pakets sorgen,
falls innerhalb eines bestimmtes Zeitintervalls keine Besta¨tigung fu¨r ein ge-
sendetes Paket empfangen wurde. In diesem Fall wird exakt das gleiche Paket
nach Ablauf des zusta¨ndigen Retransmission Timers neu gesendet. Diesen
Vorgang wird als Neuu¨bertragung oder Retransmission bezeichnet.
Dieser Mechanismus kommt bereits beim Aufbau einer TCP-Verbindung
zum Einsatz (siehe Kapitel 6.2). Paket P1 wird vom Messprogramm erzeugt
und unterliegt daher nicht dem Neuu¨bertragungsverfahren von TCP. Wenn
P1 auf dem Weg zum Ziel verloren geht, kann dort keinerlei Aktion veranlasst
werden und da auch das Messprogramm keine Neuu¨bertragung durchfu¨hrt,
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kann durch das Ausbleiben jeglicher Reaktion zuverla¨ssig auf einen Paket-
verlust geschlossen werden.
Paket P2 jedoch wird von der TCP-Implementierung des angesproche-
nen Host generiert und bei Bedarf neu u¨bertragen. Abbildung 6.5 zeigt den
Ablauf fu¨r den Fall, dass der erste Versuch, P2 zu u¨bertragen, fehlschla¨gt:
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Abbildung 6.5: Verlust und Neuu¨bertragung des 2. Pakets.
T1 Der Client sendet das verbindungsero¨ffnende Syn-Paket.
T2 Der Server besta¨tigt den Verbindungsaufbau mit einem Syn-Ack-
Paket. Dieses Paket geht auf dem Weg zum Client verloren.
T3 Der Server wartet fu¨r ein bestimmtes Zeitintervall, genannt RTO (”Re-
transmission Timeout“), auf eine Besta¨tigung des Verbindungsaufbaus
oder auf einen Abbruch der Verbindung. Zur Zeit T3 = T2 +RTO hat
er weder das eine noch das andere empfangen und sendet Paket P2
erneut. Dies wird als P ′2 bezeichnet.
T4 Nun kommt Paket P ′2 beim Client an. Es wird ein Rst-Paket verschickt,
um die halb aufgebaute Verbindung beim Server wieder abzubauen.
T5 Der Server empfa¨ngt das rst-Paket und baut die Verbindung ab.
Dementsprechend werden im folgenden auch keine weiteren Neuu¨ber-
tragungen von P2 mehr unternommen.
Das Problem liegt nun darin, dass P2 und P ′2 aus genau der gleichen Bit-
folge bestehen und daher fu¨r den Client nicht unterscheidbar sind. Zur Zeit
T4 kann er daher nicht erkennen, dass es sich bei P ′2 um eine Neuu¨bertragung
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handelt. Eigentlich sollte ein Paketverlust gemeldet werden, da ja P2 verlo-
ren gegangen war. Statt dessen wird eine erfolgreiche U¨bertragung gemeldet
und als Paketlaufzeit wird fa¨lschlicherweise RTT ′ = T4−T1 = RTT +RTO
angenommen! RTO ist nun keinesfalls klein gegenu¨ber RTT , sondern nor-
malerweise deutlich gro¨ßer (s.u.), so dass diese Neuu¨bertragung sowohl die
Messung der Paketverlustrate, als auch die der Paketlaufzeit deutlich ver-
fa¨lscht.
6.5.2 Berechnung des Retransmission Timeout
Das TCP-RFC [67] besagt, dass RTO dynamisch bestimmt wird und schla¨gt
ein Formel vor, nach der das geschehen kann. Dabei wird in einer TCP-
Verbindung durch den Datenfluss permanent die Paketlaufzeit gemessen, ge-
gla¨ttet und ein Vielfaches davon (das Doppelte) als Ausgangswert fu¨r RTO
verwendet. Ziel ist es, RTO so zu bestimmen, dass es deutlich u¨ber der zu
erwartenden Paketlaufzeit liegt, um nicht unno¨tige Neuu¨bertragungen zu
beginnen, die sich mit nennenswerter Wahrscheinlichkeit mit der Ankunft
ausstehender Besta¨tigungen u¨berschneiden. Erfahrungen im wachsenden In-
ternet haben gezeigt, dass der urspru¨ngliche Vorschlag noch nicht ausrei-
chend ist [39]. Statt dessen wurde eine neuen Formel empfohlen, die neben
der gegla¨tteten gemessenen Paketlaufzeit auch ein Vielfaches der ebenfalls
gegla¨tteten gemessenen Varianz der Paketlaufzeit beinhaltet:
RTO = A+ 4D (6.4)
wobei A die gegla¨ttete gemessene Paketlaufzeit und D die gegla¨ttete
gemessene Varianz der Paketlaufzeit ist. Das ”Host Requirements RFC“ [14]
schreibt die Verwendung dieser Formel verbindlich fu¨r alle Internet-Hosts
vor.
Ebenso schreibt es die Verwendung des sogenannten ”exponential back-
off“ fu¨r wiederholte Neuu¨bertragungen vor. Dies wird so implementiert, dass
das Zeitintervall zwischen zwei Neuu¨bertragungen mit jeder Wiederholung
verdoppelt wird. Wenn Ti der Zeitpunkt fu¨r den i-ten Versuch der U¨bertra-
gung eines bestimmten Pakets ist, dann soll also fu¨r jedes k ∈ N gelten
Tk+1 − Tk = 2 (Tk − Tk−1) (6.5)
In der Praxis wird allerdings implementationsabha¨ngig meist eine obe-
re Grenze fu¨r das Zeitintervall zwischen zwei Neuu¨bertragungen festgelegt,
beispielsweise 64 Sekunden [77]. Ebenso gibt es eine implementationsabha¨n-
gige Obergrenze fu¨r die Zahl der Versuche. Ist sie u¨berschritten, so wird die
TCP-Verbindung abgebrochen.
Dem Host Requirements RFC zufolge gelten fu¨r die Syn-Pakete des TCP-
Verbindungsaufbaus die gleichen Regeln wie fu¨r die Neuu¨bertragung von
Datenpaketen. Allerdings kommt beim Verbindungsaufbau zum Tragen, dass
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Abbildung 6.6: Verlust der Antwort des Client und Neuu¨bertragung des 2.
Pakets.
TCP noch keinen gemessenen Wert fu¨r die Paketlaufzeit A (und die Varianz
D) vorliegen hat. Daher werden A und D zu Beginn einer Verbindung mit
festen, implementationsabha¨ngigen Werten belegt. Das RFC empfiehlt dafu¨r
den Wert Ainitial = 3 s und Dinitial = 0.
6.5.3 Charakterisierung von Hosts
Zur Erforschung der Retransmission Timer kann man sich die Tatsache zu
Nutze machen, dass Neuu¨bertragungen nicht nur stattfinden, wenn das Syn-
Ack-Paket des Server verloren geht, wie in Abbildung 6.5, sondern auch
dann, wenn das darauf folgende Ack- oder Rst-Paket des Client verloren
geht. Abbildung 6.6 zeigt diesen Fall. Der Client hat hier mit Paket P2 eine
gu¨ltige Antwort bekommen. Da der Server aber das rst-Paket nicht erha¨lt,
u¨bertra¨gt er das Paket neu. Der Client kann P ′2 nun als Neuu¨bertragung
erkennen und relativ genau den Wert RTO des Server bestimmen: RTO =
T4 − T2 ≈ T5 − T3.
Um zu sehen, wie sich Hosts im Internet heutzutage tatsa¨chlich ver-
halten, wurde die Verteilung der Paketlaufzeit bei umfangreichen Messun-
gen untersucht. Abbildung 6.7 zeigt die Verteilung der Paketlaufzeit bei
einer Messung mit UDP-Echo-Paketen im Vergleich zu einer Messung mit
TCP-Syn-Paketen. Bei den TCP-Syn-Paketen wurden die erkennbaren Neu-
u¨bertragungen und die nicht als Neuu¨bertragung erkannten Antworten un-
terschieden und getrennt aufgezeichnet. Grundlage dieser Abbildung sind
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Abbildung 6.7: Verteilung der Paketlaufzeit bei Messung mit UDP-Echo-
und TCP-Syn-Paketen.
Messungen, die in der 28. Kalenderwoche 1999 zu 250 weltweit verteilten
Internet-Hosts durchgefu¨hrt wurden. Dabei wurde 7 Tage lang zu jedem
Host stu¨ndlich eine Messung mit 20 Testpaketen durchgefu¨hrt.
Die Untersuchung zeigt, dass sich der gro¨ßte Teil aller Hosts an die Emp-
fehlung Ainitial = 3 s des Host Requirements RFC ha¨lt, dass einige jedoch
andere Werte verwenden. Abbildung 6.8 gibt einen noch genaueren Blick auf
die Verteilung der Art der Hosts. Sie zeigt die Verteilung der Hosts nach der
schnellsten fu¨r jeden Host gemessenen Neuu¨bertragung. Ein nennenswerter
Anteil sendet Neuu¨bertragungen mit einer Verzo¨gerung von ca. 2.5 bis 3
Sekunden. Das deutet durchaus auch auf einen Wert von Ainitial = 3 s hin,
wobei allerdings ein grober Timer mit einer Auflo¨sung von 500 Millisekunden
verwendet und nach unten abrundet wird, wie er fu¨r eine bestimmte TCP-
Implementierung u¨blich ist (der ”slow timer“ von BSD-Unix [88]). Einige
Hosts verwenden schließlich Werte, die wie zufa¨llig aussehen und teilweise
sehr klein sind. Hier liegt die Vermutung nahe, dass diese Hosts von der Mo¨g-
lichkeit Gebrauch machen, die Messwerte fu¨r A und D außerhalb einzelner
TCP-Verbindungen systemweit zusammen mit Routing-Tabellen abzulegen,
um bei neuaufzubauenden Verbindungen auf die Messwerte fru¨herer Verbin-
dungen zuru¨ckzugreifen [77].
98 KAPITEL 6. MESSUNGEN MIT TCP-SYN-PAKETEN
0
0.2
0.4
0.6
0.8
1
0 1000 2000 3000 4000 5000 6000 7000 8000
F(
x)
 
RTT [ms]
RTT distribution
min. dupe per host
Abbildung 6.8: Verteilung der fru¨hesten beobachteten Neuu¨bertragungen.
6.5.4 Korrektur der RTT -Verteilung
Das in Kapitel 6.5.1 angesprochene Problem, dass der Client nicht zwischen
Erst- und Neuu¨bertragung des TCP-Syn-Ack-Pakets unterscheiden kann,
la¨sst sich nun in den Griff bekommen, wenn man annimmt, dass jeder Host
einen charakteristischen Wert fu¨r Ainitial implementiert, diesen Wert fu¨r alle
zu untersuchenden Hosts bestimmt und alle gemessenen Paketlaufzeiten, die
Ainitial u¨berschreiten, verwirft.
Das funktioniert solange zufriedenstellend, wie Ainitial tatsa¨chlich deut-
lich gro¨ßer als RTT ist. In Abbildung 6.7 ist neben den Ergebnissen der
TCP-Syn-Messungen auch eine Kurve fu¨r die Ergebnisse der UDP-Echo-
Messungen eingetragen. Sie dient hier als Maßstab fu¨r die nicht durch TCP-
Neuu¨bertragungen verfa¨lschte Verteilung von Paketlaufzeiten im Internet:
mehr als 99 % aller beobachteten Paketlaufzeiten liegt unter zwei Sekunden
und 98 % liegen unter einer Sekunde. Was so schon einigermaßen brauch-
bar aussieht, verbessert sich weiter, wenn man nicht die Summe vieler Hosts
sondern einzelne Hosts fu¨r sich genommen betrachtet. Viele Hosts, die einen
kleinen Wert fu¨r Ainitial verwenden, haben auch sehr kurze Paketlaufzei-
ten, so dass die RTT -Verteilung hier ha¨ufig schon ohne Verluste bei einer
Sekunden abgeschnitten werden kann. Nur bei wenigen Hosts geht die Ha¨u-
fung der offensichtlichen Erstu¨bertragung in die der Neuu¨bertragungen u¨ber.
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Diese Hosts mu¨ssen allerdings erkannt und von den Messungen ausgeschlos-
sen werden, um keine nennenswerte Verfa¨lschung des Gesamtergebnisses zu
riskieren!
6.5.5 Heuristische Ermittlung des Retransmission-Timeout
Ein weiteres Problem taucht auf, wenn man Ainitial fu¨r die Gesamtheit aller
zu untersuchenden Hosts ermitteln will: ein Teil der Hosts offenbart sein Ver-
halten in Bezug auf Ainitial durch erkennbare Neuu¨bertragungen, der andere
Teil tut dies nicht. Dass der letztgenannte Teil leider nicht vernachla¨ssigbar
klein ist, liegt daran, dass die Pfade im Internet ha¨ufig asymmetrisch sind
[62] und dass sich das auch auf die Paketverluste auswirkt. Wenn die unidi-
rektionale Paketverlustrate auf dem Hinweg zu einem Host sehr niedrig, auf
dem Ru¨ckweg aber sehr hoch ist, dann treten die Paketverluste praktisch
nur nach dem Muster von Abbildung 6.5 auf und nicht nach dem Muster
von Abbildung 6.6. Es fehlen dann die erkennbaren Neuu¨bertragungen, die
Ru¨ckschlu¨sse auf Ainitial zulassen.
Um dieses Problem zu lo¨sen, wurde ein heuristischer Algorithmus ent-
wickelt, der die RTT -Verteilung eines Hosts analysiert und eine Abscha¨tzung
fu¨r Ainitial so bestimmt, dass die Ha¨ufung der echten Erstu¨bertragungen von
der Ha¨ufung der Neuu¨bertragungen getrennt wird.
Ausgangspunkt fu¨r die Heuristik ist ein einfaches analytisches Modell der
RTT -Verteilung. Die Parameter dieses Modells werden an die beobachtete
RTT -Verteilung angepasst und schließlich wird das so parametrisierte Mo-
dell mit einem Histogramm der gemessenen Werte verglichen, um auf diesem
Vergleich aufbauend die Neuu¨bertragungen als deutliche Abweichung gut er-
kennen zu ko¨nnen.
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Abbildung 6.9: Negativ-exponentielle Verteilung.
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Als Modell wurde die negativ-exponentielle Verteilung gewa¨hlt. Sie ist
in der Warteschlangentheorie wegen vieler gutmu¨tiger Eigenschaften sehr
beliebt. Die Realita¨t der meisten Internet-Gro¨ßen beschreibt sie nur unvoll-
sta¨ndig, ist hier als grobe Na¨herung aber absolut ausreichend. Sie ist durch
die folgende Funktion gegeben:
f(x) =
{
0 fu¨r x < c
a e
c−x
b fu¨r x ≥ c (6.6)
Dabei steht x fu¨r die Paketlaufzeit, f(x) beschreibt die Wahrscheinlich-
keitsdichte in Abha¨ngigkeit von RTT = x und a, b und c sind die Parameter
des Modells. Abbildung 6.9 zeigt den Graph der Funktion. Ihre Parameter
kann man wie folgt deuten:
a ist das Maximum der Wahrscheinlichkeitsdichte.
b beeinflusst die Fla¨che H unter der Kurve:
H =
∫ ∞
x=0
f(x) dx =
∫ ∞
x=0
a e
−x
b dx = a b (6.7)
Im diskretisierten Fall entspricht H der Zahl der Messungen.
c ist der Abstand der y-Achse vom Maximum. Netztechnisch la¨sst sich c
als minimale Paketlaufzeit betrachten, die durch die Ausbreitungsge-
schwindigkeit der Signale und notwendige Sende- und Bearbeitungs-
zeiten gegeben ist. Jede Erho¨hung dieser Paketlaufzeit kommt durch
Wartezeiten in Routern zustande.
Der heuristische Algorithmus hat die Aufgabe, fu¨r jeden Host anhand
der gemessenen Paketlaufzeiten eine maximale Paketlaufzeit RTTmax so zu
bestimmen, dass RTTmax mo¨glichst groß ist, aber eindeutig die Erstu¨bertra-
gungen von den Neuu¨bertragungen trennt. Alle Messungen mit einer Paket-
laufzeit RTT ≥ RTTmax werden dann bei der Auswertung als Paketverlust
gewertet, alle Messungen mit einer Paketlaufzeit RTT < RTTmax hingegen
werden als gu¨ltig betrachtet. RTTmax soll nicht gro¨ßer als 3 Sekunden wer-
den, da nach dieser Zeit gema¨ß Host Requirements RFC [14] auf jeden Fall
Neuu¨bertragungen zu erwarten sind.
Der Algorithmus erzeugt zuna¨chst ein Histogramm der gemessenen Pa-
ketlaufzeiten. Entsprechend der drei Parameter von f(x) mu¨ssen dann genau
drei unabha¨ngige Gro¨ßen gewonnen werden, um die Funktion zu parametri-
sieren. Die Verwendung der Zahl der Messwerte im Histogramm H und der
ku¨rzesten beobachteten Paketlaufzeit RTTmin ist naheliegend. Allerdings
wird nicht etwa ein direkter Scha¨tzwert fu¨r a als dritte Gro¨ße verwendet,
sondern der Median RTTmed. Die Auflo¨sung Ihist des Histogramms darf
na¨mlich nicht zu fein gewa¨hlt werden, weil der Algorithmus sonst bei einer
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kleineren bis mittleren Anzahl Messwerte zu fehleranfa¨llig ist. Und durch
die grobe Wahl fu¨r Ihist wird ein direkter Scha¨tzwert fu¨r a stark verfa¨lscht.
Außerdem stimmt gerade an dieser Stelle das Modell ha¨ufig nicht besonders
gut mit der Wirklichkeit u¨berein. Der Median hingegen stellt sich als we-
sentlich robusteres Maß dar und liefert gute Ergebnisse. Der Algorithmus
arbeitet nun wie folgt:
• Bestimme RTTmin und setze c← RTTmin.
• Erzeuge ein Histogramm H0,H1, . . . Hn−1 der gemessenen Paketlauf-
zeiten. Dabei ist Hi die Zahl aller Messungen, deren RTT im Intervall
[i · Ihist, (i+ 1) · Ihist) liegt. Ihist wird zu Ihist = 100 ms und n, die
Zahl der im Histogramm betrachteten Intervalle, zu n = 3 sIhist gewa¨hlt.
• Bestimme die Zahl der Messwerte im Histogramm
H =
n−1∑
i=0
Hi (6.8)
• Bestimme den Median RTTmed der Paketlaufzeiten. Um den Wert aus
dem Histogramm zu ermitteln, wird eine ganze Zahl m so bestimmt,
dass gilt
m−1∑
i=0
Hi <
1
2
H ∧
m∑
i=0
Hi ≥ 12 H (6.9)
Dann kann der Median abgescha¨tzt werden durch
RTTmed ≈ (m− 1/2) Ihist (6.10)
• Wegen 6.7 und
1
2
H =
1
2
a b =
∫ RTTmed
c
a e
c−x
b dx (6.11)
⇔ b = RTTmed − c
ln 2
(6.12)
setze b← RTTmed−cln 2 .
• Setze a← Hb .
• Schleife: beginne mit i← m.
– Vergleiche f(x = i Ihist) mit Hi.
∗ Falls der Wert des Histogramms den des Modells deutlich
unterschreitet (f(x = i Ihist) < 0.1Hi), vermerke diese Tat-
sache.
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∗ Falls der Wert des Histogramms den des Modells deutlich
u¨berschreitet (f(x = i Ihist) > 1.4Hi) und der Wert vorher
schon einmal deutlich unterschritten wurde (s.o.), dann brich
die Schleife ab und verwende RTTmax = 0.9 i Ihist.
– Erho¨he i um eins und fahre mit der Schleife fort.
Dieser Algorithmus verwendet gewissermaßen eine Hysterese um das Mo-
dell, die einmal unter- und dann u¨berschritten werden muss, damit eine
Ha¨ufung von Messwerten als Neuu¨bertragung erkannt wird. Fu¨r die Brei-
te der Hysterese wurden empirisch sinnvolle Werte ermittelt. RTTmax wird
zur Sicherheit um 10 % unter dem eigentlich ermittelten Wert angesetzt,
weil bei Messungen von kleinerem oder mittlerem Umfang ha¨ufig nur we-
nige Neuu¨bertragungen beobachtetet werden und sonst durch statistische
Ungenauigkeiten leicht zu hohe Werte fu¨r RTTmax verwendet wu¨rden.
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Abbildung 6.10: Beispiel fu¨r die Bestimmung der maximal zula¨ssigen Paket-
laufzeit mittels Heuristik.
Abbildung 6.10 veranschaulicht die Vorgehensweise des Algorithmus am
Beispiel eines Hosts. Grundlage sind die Messungen eines Tages fu¨r diesen
Host, in diesem Fall 24 · 20 = 480 Messwerte. Fu¨r die eingetragene Ver-
teilungsfunktion F (x) gilt die linke y-Skala, fu¨r das Histogramm Hi mit
i = b xIhist c und das Modell f(x) die rechte y-Skala. Des weiteren ist durch
vertikale Linien markiert, welchen Wert der Algorithmus als RTTmax ge-
wa¨hlt hat und im Vergleich dazu die ku¨rzeste als Neuu¨bertragung erkann-
te Paketlaufzeit (”min dupe“). Man sieht hier deutlich, dass die bloße Be-
trachtung der erkennbaren Neuu¨bertragungen nicht ausreicht, um eine gute
Trennung zwischen Erst- und Neuu¨bertragungen zu ermo¨glichen. Der heu-
ristische Algorithmus hingegen funktioniert erfahrungsgema¨ß gut. Der hier
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als Beispiel ausgewa¨hlte Host zeichnet sich durch eine relativ große Vari-
anz der Paketlaufzeit aus – die meisten anderen Hosts haben eine erheblich
kleinere Varianz, was zu kompakteren Ha¨ufungen im Histogramm fu¨hrt und
vom vorgestellten Algorithmus noch leichter zu erkennen ist.
6.6 Analyse
6.6.1 Anteil der verwendbaren Hosts
Zur Beurteilung des heuristischen Algorithmus wurden die Messergebnis-
se fu¨r u¨ber 1000 weltweit verteilte Hosts ausgewertet. Die einzigen Fa¨lle, in
denen der Algorithmus kein brauchbares Ergebnis lieferte, sind praktisch sol-
che, in denen die Neuu¨bertragungen deutlich fru¨her als nach einer Sekunde
kamen, oder, in denen der angesprochene Host unsinnige und widerspru¨ch-
liche Reaktionen lieferte, etwa erst ein TCP-Rst-Paket und kurz danach ein
TCP-Ack-Paket. Tabelle 6.1 zeigt die Ha¨ufigkeit, mit der Hosts aufgrund be-
stimmter Umsta¨nde unbrauchbar waren. Da bei einem Host mehrere Gru¨n-
de gleichzeitig zutreffen ko¨nnen, ist die Summe aller Positionen gro¨ßer, als
die tatsa¨chliche Zahl der unbrauchbaren Hosts. In elf Fa¨llen hat die Heuri-
stik RTTmax großzu¨giger bestimmt, als es den erkennbare Neuu¨bertragun-
gen zufolge richtig ist. In diesen Fa¨llen ist die Paketverlustrate auf dem
Hinweg gro¨ßer als auf dem Ru¨ckweg, so dass tatsa¨chlich mehr erkennba-
re als nicht-erkennbare Neuu¨bertragungen vorlagen. In einzelnen Fa¨llen hat
die Heuristik RTTmax kleiner als 1 Sekunde gewa¨hlt, ohne dass erkennba-
re Neuu¨bertragungen vorlagen. In diesen Fa¨llen war die RTT -Verteilung so
unregelma¨ßig, dass auch bei manueller Untersuchung nicht zu ermessen war,
ob nicht-erkennbare Neuu¨bertragungen vorlagen oder nicht. Auch hier liegt
man also nur durch Verwerfen des Hosts auf der sicheren Seite. Immerhin
sind nach dieser Untersuchung 1006 von 1064 Hosts brauchbar, also knapp
95 %.
Erst eine Rst- dann eine Ack-Antwort 9
Erst eine Ack- dann eine Rst-Antwort 24
Eine erkennbare Neuu¨bertragung nach weniger als einer Sekunde 9
Die Heuristik liefert ein RTTmax kleiner als eine Sekunde 15
Eine erkennbare Neuu¨bertragung ist kleiner als RTTmax 11
Keine Daten (nur Paketverluste) 9
Unbrauchbare Hosts insgesamt 58
Zahl der untersuchten Hosts 1064
Tabelle 6.1: Analyse der Host-Reaktionen und Ergebnisse der Heuristik.
Kapitel 7
Performance der
Anwendungsschicht
7.1 Motivation
Fu¨r den Benutzer sind die Performance-Maße der Netzebene wie Paketlauf-
zeit und Paketverlustrate abstrakte Gro¨ßen, die fu¨r ihn keine konkrete Be-
deutung haben, auch wenn sie noch so grundlegend und klar definiert sind.
Er interessiert sich statt dessen fu¨r die Performance seiner Anwendung, also
die der zwei Stufen ho¨her liegenden Schicht (siehe Kapitel 1.2). Da die Zahl
der Anwendungen und Anwendungs-Protokolle im Internet unu¨berschaubar
ist, werden hier einige, wenige Klassen von Anwendungen betrachtet (siehe
Kapitel 1.3.2). Dass sich auf die vorgestellten Anwendungs-Klassen tatsa¨ch-
lich der gro¨ßte Teil des heutigen Internet-Verkehrs verteilt, wird anhand
aktueller Verkehrsbeobachtungen deutlich gemacht.
Bei den folgenden Betrachtungen kommt dem Verhalten des eingesetz-
ten Transportprotokolls große Bedeutung zu, da es im Protokollstapel genau
zwischen Netz- und Anwendungsschicht steht. Das Transport-Protokoll setzt
die durch bestimmte Maße beschreibbare Performance der Netzschicht um
in die Performance der Transportschicht, die sich ihrerseits durch Maße be-
schrieben la¨ßt, die je nach Anwendungs-Klasse direkt fu¨r die Performance
der Anwendung maßgeblich sind.
7.2 Verteilung des Internet-Verkehrs
Tabelle 7.1 zeigt die typische Verteilung des heutigen Internet-Verkehrs auf
die ga¨ngigen Transport-Protokolle. Die Tabelle basiert auf den Daten, die
im Internet-Verkehr der Universita¨t zu Ko¨ln fu¨r das Jahr 1998 gemessen
wurden. Es wird der Anteil am Datenvolumen angegeben. Na¨here Angaben
finden sich im Jahresbericht des Rechenzentrum der Universita¨t [86]. Mit
u¨ber 90 % hat TCP klar den gro¨ßten Anteil am Datenverkehr.
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TCP 92.87 %
UDP 5.91 %
andere 1.22 %
(GRE, ICMP, IGMP)
Tabelle 7.1: Aufteilung des Internet-Verkehrs auf Transportprotokolle.
Wie sich der TCP-Verkehr auf Anwendungsprotokolle verteilt, ist in Ta-
belle 7.2 dargestellt. Grundlage ist wieder der Internet-Verkehr der Univer-
sita¨t zu Ko¨ln im Jahr 1998. Mit Abstand den gro¨ßten Anteil haben die
Protokolle HTTP und NNTP, gefolgt von FTP. Mit dem FTP-Protokoll
werden typischerweise gro¨ßere Dateien in eine Richtung u¨bertragen, so dass
dieser Dienst von relativ wenigen, aber langen TCP-Verbindungen gekenn-
zeichnet ist. Noch extremer ist das Verha¨ltnis bei NNTP: eine Einrichtung
betreibt meist einen zentralen NetNews-Server, der einige, wenige Verbin-
dungen zu Servern anderer Einrichtungen betreibt und diese Verbindungen
oft stunden- oder tagelang aufrechterha¨lt und sehr große Datenmengen u¨ber-
tra¨gt. Dabei finden sowohl lang andauernde U¨bertragungen in beide Rich-
tungen statt, als auch ein gewisser Dialog zwischen den Servern. Wenn der
sogenannte ”Streaming Mode“ verwendet wird, werden die lang andauern-
den U¨bertragungen praktisch gar nicht unterbrochen. Die Verteilung auf die
Endbenutzer findet typischerweise nur innerhalb der Einrichtung statt. An-
ders verha¨lt sich HTTP. Dabei baut jeder einzelne Benutzer viele einzelne
Verbindungen zu vielen, weit verteilten Servern auf, wobei pro Verbindung
meist nur vergleichsweise kleine Datenmengen u¨bertragen werden. In einigen
Fa¨llen allerdings wird auch HTTP a¨hnlich wie FTP zum Transport großer
Dateien verwendet.
HTTP (WWW) 32.24 %
NNTP (NetNews) 32.21 %
FTP 12.59 %
X11 (remote GUI) 1.76 %
SMTP (E-Mail) 1.67 %
HTTPS (WWW, verschlu¨sselt) 0.21 %
telnet (remote console) 0.16 %
Rest 19.16 %
Tabelle 7.2: Aufteilung des TCP-Verkehrs auf Anwendungsprotokolle.
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7.3 TCP-basierte Dateiu¨bertragung
Eine der wichtigsten Anwendungen von TCP ist es, im Internet große Da-
teien von einem Host zu einem anderen zu u¨bertragen. Die Performance der
Anwendung besteht dann im wesentlichen aus der Datenu¨bertragungsrate,
gemessen etwa in Byte pro Sekunde.
Obwohl die urspru¨ngliche Spezifikation des Protokolls TCP [67] mit ih-
ren 85 Seiten schon eine gewissen Komplexita¨t hat, sind im Laufe der ver-
gangenen Jahre weitere Anforderungen hinzugekommen [40, 78, 46, 2], die
die Komplexita¨t weiter versta¨rken. Ein wesentlichen Teil dieser Komplexita¨t
dient dabei der Verfeinerung einer der herausragendsten Eigenschaften von
TCP: solange der Sender schnell genug Daten liefern und der Empfa¨nger
sie verarbeiten kann, versucht TCP besta¨ndig, die Datenu¨bertragungsrate
auf das gro¨ßtmo¨gliche Niveau zu bringen, das das zugrundeliegende Netz
bieten kann, ohne jedoch das Netz durch das Zusammenwirken vieler TCP-
Verbindungen zusammenbrechen zu lassen. Dabei kommen eine Reihe von
Mechanismen zum Einsatz:
Slow Start sorgt dafu¨r, dass eine neue TCP-Verbindung mit niedriger Da-
tenu¨bertragungsrate beginnt, diese dann aber rasch erho¨ht, um das
netztechnisch machbare Maximum zu erreichen.
Congestion Avoidance erkennt Anzeichen von Netzu¨berlastungen — ty-
pischerweise Paketverluste — und reduziert daraufhin die Datenu¨ber-
tragungsrate des Senders, damit die Netzu¨berlastung abgebaut werden
kann. Anschließend wird die Datenu¨bertragungsrate vorsichtig wieder
erho¨ht, um sich auf eine mo¨glicherweise wieder verbesserte Netzsitua-
tionen einzustellen.
Fast Retransmit verbessert das Verhalten bei starken Paketverlusten und
erlaubt es dem Sender, sich schneller wieder auf normale Datenu¨ber-
tragungsraten einzustellen.
Die Spezifikationen lassen einen gewissen Spielraum bei der Implemen-
tierung zu und es werden sta¨ndig weitere Verbesserungen vorgeschlagen,
so dass sich das Verhalten der ga¨ngigen TCP-Implementierungen immer
wieder voneinander unterscheidet. Welche Implementierung nun unter be-
stimmten Gesichtspunkten Vorteile gegenu¨ber anderen hat und welche wei-
teren Protokoll-Erga¨nzungen die Performance von TCP weiter verbessern
ko¨nnten, ist Gegenstand laufender Untersuchungen [22, 48].
Vor diesem Hintergrund erscheint es nicht mo¨glich oder sinnvoll, eine
exakte, analytische Beschreibung der Performance von TCP im allgemeinen
oder einer speziellen Implementierung zu finden. Verschiedenen Forscher-
gruppen ist es jedoch mittlerweile gelungen, mit Hilfe von vereinfachenden
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Modellen eine analytische Beschreibung der TCP-Performance in Abha¨n-
gigkeit der Netz-Performance zu finden, die zumindest unter bestimmten
Bedingungen zutrifft und eine gute Na¨herung an die tatsa¨chlich messbare
Performance bietet.
7.3.1 Primitives Modell
Fu¨r sehr niedrige Paketverlustraten p la¨sst sich leicht ein einfaches Modell
finden: man ignoriert die Paketverluste vo¨llig, p = 0. Dann wird TCP nach
dem Slow Start bald bei der maximalen Fenstergro¨ße Wmax ankommen.
Das ”Fenster“ gibt bei TCP vor, wie viele Daten, deren Empfang noch nicht
besta¨tigt wurde, der Sender maximal ins Netz abgeben darf. Die effekti-
ve Fenstergro¨ße ist daher direkt maßgeblich fu¨r die Datenu¨bertragungsrate,
wird allerdings durch die erwa¨hnten Mechanismen laufend dynamisch be-
grenzt. Bei einem festen Fenster von Wmax wu¨rde man einen gleichma¨ßigen
Durchsatz erhalten:
λTCP =
Wmax
RTT
(7.1)
mit
λTCP : TCP-Datenu¨bertragungsrate
RTT : Paketlaufzeit (Round Trip Time)
Dieses Modell beru¨cksichtigt keinen der genannten Mechanismen, mit
denen TCP seine Datenu¨bertragungsrate reguliert. Daher ist es praktisch
nur zu gebrauchen, um eine obere Schranke fu¨r die unter bestimmten Be-
dingungen maximal mo¨gliche Datenu¨bertragungsrate zu bestimmen.
7.3.2 Modell nach Mathis et al.
Ein erstes interessantes Ergebnis brachte die Arbeit von Mathis et al. [47].
Anhand eines einfachen Modells entwickeln sie folgende Formel fu¨r die TCP-
Datenu¨bertragungsrate im ”stationa¨ren Fall“:
λTCP ≤
(
MSS
RTT
)
1√
p
(7.2)
mit
MSS : Paketgro¨ße (Maximum Segment Size)
p : Paketverlustrate
Das zugrundliegende Modell hat allerdings einige Einschra¨nkungen:
• Es beru¨cksichtigt unter den verschiedenen Mechanismen zur Regu-
lierung der Datenu¨bertragungsrate nur Congestion Avoidance, nicht
aber Slow Start. Generell bleiben alle Vorga¨nge zu Beginn einer TCP-
Verbindung unberu¨cksichtigt, so dass das Modell nur sehr lange TCP-
Verbindungen sinnvoll beschreiben kann, bei denen Verbindungsauf-
bau und Slow Start vernachla¨ssigt werden k¨
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• Des weiteren werden keine Timeouts beru¨cksichtigt. Zu einem Timeout
kommt es, wenn alle innerhalb eines Fensters vom Sender zum Emp-
fa¨nger geschickten Pakete verloren gehen. Der Empfa¨nger hat dann
keine Informationen daru¨ber, dass senderseitig noch Pakete ausste-
hen, und liefert dementsprechend keine Ru¨ckmeldung. Daher kann
der Sender auch nicht sofort auf den Paketverlust reagieren, sondern
erst, wenn er nach dem Ablauf eine bestimmten Zeitspanne (dem
Retransmit-Timer) noch keine Antwort vom Empfa¨nger bekommen
hat. Timeouts treten vor allem dann auf, wenn die Paketverlustra-
te p groß ist. Das Modell liefert dann zu optimistische Werte fu¨r die
TCP-Datenu¨bertragungsrate.
• Außerdem geht das Modell von einem beliebig großen TCP-Fenster
aus. Aus protokolltechnischen und praktischen Gru¨nden gibt es jedoch
immer auch eine statische Obergrenze fu¨r das Fenster, nicht zuletzt
weil ein Betriebssystem fu¨r jede TCP-Verbindung Speicher in dieser
Gro¨ße reservieren muss. Da das Modell diese Grenze ignoriert, gibt es
auch fu¨r kleine Paketverlustraten p zu optimistische Werte an. Geht
p gegen Null, so gehen Fenstergro¨ße und die Datenu¨bertragungsrate
gegen Unendlich.
Trotz dieser Einschra¨nkungen war dieses Modell ein Fortschritt, weil es
fu¨r lange TCP-Verbindungen bei mittleren Paketverlustraten erstmalig Aus-
sagen u¨ber die zu erwartende Datenu¨bertragungsrate machen konnte. In der
gleichen Arbeit wird Gleichung 7.2 noch um empirisch ermittelte Korrek-
turparameter erweitert und erreicht dadurch eine bessere Anna¨herung an
gemessene Ergebnisse.
7.3.3 Modell nach Padhye et al.
Ein feineres Modell, das auch Timeouts und die maximale Fenstergro¨ße be-
ru¨cksichtigt, wurde von Padhye et al. vorgestellt [58]. Auch dieses Modell
macht einige Abstraktionen und vereinfachende Annahmen. Beispielsweise
wird eine TCP-Verbindung willku¨rlich in ”Runden“ aufgeteilt, was keine Ent-
sprechung in der Realita¨t hat. Und es wird angenommen, dass Paketverluste
innerhalb einer Runde stark, daru¨ber hinaus aber gar nicht korreliert sind.
Tatsa¨chlich zeigen Untersuchungen, dass die Verlustwahrscheinlichkeit von
aufeinanderfolgenden Paket sehr viel sta¨rker korreliert ist, als die zeitlich
weiter auseinanderliegender Pakete [62, 61]. Trotzdem ist obige Annahme
natu¨rlich eine starke Vereinfachung der Realita¨t.
In einer neueren Arbeit [57] wird das Modell weiter verfeinert und als
Markov-Kette dargestellt. Allerdings wird dabei nur vergleichsweise wenig
Genauigkeit hinzugewonnen und das Markov-Modell hat den Nachteil, sich
nur numerisch, nicht aber analytisch lo¨sen zu lassen.
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In der gleichen Arbeit unterscheiden Padhye et al. drei verschiedene De-
finitionen der Datenu¨bertragungsrate:
Send Rate beschreibt die Rate, mit der der Sender Daten ins Netz abgibt.
Throughput bezieht sich nur auf die beim Empfa¨nger ankommenden Da-
ten. Throughput unterscheidet sich von Send Rate also durch die Pa-
ketverluste im Netz.
Goodput schließlich beschra¨nkt sich auf die nicht-doppelt beim Empfa¨n-
ger ankommenden Daten. Goodput unterscheidet sich von Throughput
durch Doppelu¨bertragungen, die bei TCP nie vollsta¨ndig vermieden
werden ko¨nnen.
Wurde in der urspru¨nglichen Arbeit nur die Send Rate bestimmt, so
wird mit der neueren Arbeit eine analytische Berechnung fu¨r Throughput
TP nachgeliefert:
TP =

MSS
(
1−p
p
+1/2w(p)+Q(p,w(p))
)
RTT (w(p)+1)+
Q(p,w(p))G(p)T0
1−p
falls w(p) < wmax
MSS
(
1−p
p
+1/2wmax+Q(p,wmax)
)
RTT
(
wmax
4
+ 1−p
pwmax
+2
)
+
Q(p,wmax)G(p)T0
1−p
sonst
(7.3)
mit
wmax = Wmax/MSS
w(p) = 2/3 + 2/3
√
3 1−pp + 1
Q(p, w) = min
(
1, (1−(1−p)
3)(1+(1−p)3(1−(1−p)w−3))
1−(1−p)w
)
G(p) = 1 + p+ 2 p2 + 4 p3 + 8 p4 + 16 p5 + 32 p6
T0 : Retransmission Timer
(7.4)
Den Anwender interessiert aber eigentlich nur Goodput, weil das letztlich
die von der Transportschicht an die Anwendungsschicht abgegebene Daten-
u¨bertragungsrate beschreibt. Da eine analytische Beschreibung fu¨r Goodput
bislang nicht gefunden wurde, kann man die fu¨r Throughput als Na¨herung
verwenden. Die Untersuchungen von Padhye et al. zeigen, dass bereits Send
Rate und Throughput in weiten Bereichen in a¨hnlichen Gro¨ßenordnungen
liegen. Da normalerweise Doppelu¨bertragungen im Internet weit seltener
sind als Paketverluste, ist die hier getroffene Na¨herung durchaus akzepta-
bel.
Ein paar Schwa¨chen bleiben bei diesem Modell:
• Slow Start wird nicht beru¨cksichtigt, die Na¨herung gilt also auch nur
fu¨r lange TCP-Verbindungen.
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• Es lassen sich nur Throughput und Send Rate berechnen, nicht aber
Goodput. Throughput als Na¨herung fu¨r Goodput liefert tendenziell zu
optimistische Ergebnisse.
• Der Mechanismus Fast Retransmit bleibt unberu¨cksichtigt. Das liefert
tendenziell zu pessimistische Ergebnisse.
• Die Paketverlustrate p wird mit einer Rate an ”Congestion Indication“
gleichgesetzt. Es ist unklar, ob das in der Praxis eher der bidirektio-
nalen oder unidirektionaler Paketverlustrate entspricht1.
Gleichung 7.3 liefert fu¨r den gesamten praxisrelevanten Bereich von Pa-
ketverlustrate und Paketlaufzeit eine gute Na¨herung der TCP-Performance.
7.3.4 Vergleich der Modelle
Abbildung 7.1 vergleicht die drei Modelle. Dargestellt ist die Abha¨ngigkeit
der TCP-Performance nach dem jeweiligen Modell in Abha¨ngigkeit von der
Paketverlustrate p. Fu¨r die u¨brigen Parameter wurden solche Werte gewa¨hlt,
die in der Praxis u¨blich sind oder ha¨ufig auftreten: RTT = 150 ms, MSS =
1460 Byte, Wmax = 8760 Byte, T0 = 3 s.
Man kann das primitive Modell (”simple“) und das nach Mathis et al. als
Na¨herungen an das genauere Modell nach Padhye et al. verstehen, die in
unterschiedlichen Bereichen von p gu¨ltig sind. Eine Kombination aus diesen
Modellen wurde daher auch in eine fru¨heren Vero¨ffentlichung [31] verwendet,
um die TCP-Performance u¨ber einen gro¨ßeren Bereich von p zu bestimmen.
Fu¨r p = 0 ist Gleichung 7.3 nicht definiert. Sie na¨hert sich dann aber Glei-
chung 7.1 asymptotisch.
7.3.5 Beispiel
Ein Beispiel, wie sich mit Hilfe der vorgestellten Messungen und Modelle
konkrete und sinnvolle Fragen aus Sicht der Benutzer beantworten lassen,
zeigt Abbildung 7.2: Die dargestellten Verteilungsfunktionen geben an, zu
einem wie großen Anteil des weltweiten Internet TCP-U¨bertragungen mit ei-
ner bestimmten U¨bertragungsrate durchgefu¨hrt werden ko¨nnen. Dabei wer-
den zwei verschiedene Internet-Provider sowie zwei verschiedene Tageszeiten
unterschieden.
Die hier zugrundeliegenden Messungen wurden an den 5 Werktagen der
Woche 37 des Jahres 1999 durchgefu¨hrt, und zwar stu¨ndlich mit je 20 TCP-
SYN-Paketen zu 1000 Hosts. Zwei Tageszeiten wurden exemplarisch her-
ausgegriffen und alle Messungen der Woche, die in der genannten Stunde
stattfanden, wurden zusammengefasst.
1Sowohl empirische Untersuchungen als auch aus der Literatur ableitbare Vermutungen
weisen darauf hin, dass hier die unidirektionle Paketverlustrate anzuwenden ist, siehe
Kapitel 8.2.
7.3. TCP-BASIERTE DATEIU¨BERTRAGUNG 111
0.1
1
10
100
1000
0.001 0.01 0.1 1
tra
ns
fe
r r
at
e 
[K
B/
s]
loss rate
simple
Mathis
Padhye
Abbildung 7.1: TCP-Datenu¨bertragungsrate nach verschiedenen Modellen.
Provider 1 kann zu einen gewissen Teil der Internet besonders hohe U¨ber-
tragungsraten bieten und u¨bertrifft damit Provider 2.
Bei beiden Providern erkennt man, dass die Netz-Leistung am Tage,
wenn viele Benutzer aktiv sind und das Netz sta¨rker ausgelastet ist, deut-
lich zuru¨ckgeht. Wa¨hrend dieser Vorgang bei Provider 2 sehr ma¨ßig und
ausgeglichen auftritt, so ist er bei Provider 1 fu¨r große Teile des Internet
dramatisch. U¨ber Provider 1 kann man die Ha¨lft des Internet nur mit 2.6
KB/Sekunde oder weniger erreichen.
Fu¨r den Benutzer lassen sich nun je nach Anforderung konkrete Aussagen
ableiten:
Fallbeispiel 1 Der Benutzer hat eine besonders anspruchsvolle Anwen-
dung, bei der er mit bestimmten Partnern im Internet bei sehr hoher
U¨bertragungsrate Daten austauschen muss. Unter der Annahme, dass
Provider 1 gerade zu diesen Partner die erwa¨hnte besonders gute
Konnektivita¨t hat, ist fu¨r diesen Benutzer Provider 1 zu empfehlen.
Fallbeispiel 2 Der Benutzer muss tagsu¨ber in vielen verschiedenen Teilen
des Internet recherchieren. Er benutzt einen Wa¨hlzugang mit ISDN,
der die U¨bertragungsrate seinerseits auf knapp 8 Kbyte/Sekunde be-
grenzt. Da der Wa¨hlzugang nach Online-Zeit abgerechnet wird, soll die
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Abbildung 7.2: Verteilung der TCP-Datenu¨bertragungsraten bei verschiede-
nen Providern und zu verschiedenen Tageszeiten.
so begrenzte U¨bertragungsrate so oft wie mo¨glich auch erreicht wer-
den. Provider 1 wa¨re hier sehr schlecht geeignet, da zu u¨ber 60 % des
Internet diese U¨bertragungsrate nicht erreicht werden kann. Provider
2 ha¨tte bei weniger als 18 % des Internet solche Einschra¨nkungen und
stellt sich somit wesentlich besser dar.
7.4 Echtzeitanwendungen
Echtzeitanwendungen wie IP-Telefonie, Musik- und Video-U¨bertragungen,
Sprach- und Video-Konferenzen machen zur Zeit noch einen relativ kleinen
Teil des Internet-Verkehrs aus — sie bestehen bei der in Tabelle 7.1 darge-
stellten Verkehrsverteilung aus einem Teil des UDP-Verkehrs und aus dem
GRE-Verkehr (MBone-Tunnel). Allerdings werden ihnen fu¨r die Zukunft
besonders hohe Wachstumsraten nachgesagt, so dass sich die Verha¨ltnisse
durchaus a¨ndern ko¨nnen.
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7.4.1 Modell
Die Anforderungen der derzeit bekannten Echtzeitanwendungen an die Per-
formance der Netzschicht lassen sich in etwa so ausdru¨cken:
• Eine gewisse Paketverlustrate p wird akzeptiert, aber sie darf einen
bestimmten Wert pmax nicht u¨berschreiten, sonst wird beispielsweise
die Sprachu¨bertragung unversta¨ndlich.
p
!
< pmax (7.5)
• Die Varianz der Paketlaufzeit σRTT darf ein bestimmtes Maß
σRTT,max nicht u¨berschreiten, weil sonst typische Decoder in ih-
rer Pufferfa¨higkeit u¨berfordert werden und die ”Echtzeit“ nicht mehr
gegeben ist.
σRTT
!
< σRTT,max (7.6)
• Wenn die Anwendung interaktiv ist wie bei Telefonaten oder Konferen-
zen, dann darf die Paketlaufzeit RTT selber einen bestimmten Wert
RTTmax nicht u¨berschreiten, weil sonst die Interaktivita¨t erheblich
gesto¨rt wird. Ist die netzbedingte Verzo¨gerung in der Gro¨ßenordnung
normaler Sprechpausen oder daru¨ber, so fallen sich Kommunikations-
partner ohne spezielle U¨bung immer wieder gegenseitig ins Wort.
RTT
!
< RTTmax (7.7)
Dabei sind die genannten Grenzen meist nicht scharf definiert sondern
weich und lassen sich nicht allgemeingu¨ltig festlegen. Sie unterscheiden sich
von Codec zu Codec und sind immer auch von der subjektiven Wahrneh-
mung der Benutzer abha¨ngig.
7.4.2 Beispiel
Ein Beispiel fu¨r eine Auswertung der Messungen mit Blick auf Echtzeit-
anwendungen zeigt Abbildung 7.3. Hier wird dargestellt, welcher Anteil des
Internet fu¨r eine Echtzeitanwendung geeignet ist und wie er sich im Tagesver-
lauf verha¨lt. Es liegen die gleichen Messungen zugrunde wie in Kapitel 7.3.5.
Fu¨r pmax wurde 5 % gewa¨hlt und fu¨r σRTT,max 200 ms. Dies entspricht
in etwa den Anforderungen an eine Echtzeit-U¨bertragung des Sprachkanals
einer Vorlesung oder eines Vortrags.
Es werden wieder zwei Provider im Vergleich dargestellt. Wa¨hrend u¨ber
Provider 1 tagsu¨ber wieder nur ein gewisser Teil des Internet mit brauchbarer
Qualita¨t erreicht wird, weniger als 50 %, kann u¨ber Provider 2 tagsu¨ber ein
deutlich gro¨ßerer Teil der Internet fu¨r eine solche Echtzeitanwendung genutzt
werden.
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Abbildung 7.3: Tagesverlauf der Benutzbarkeit fu¨r Echtzeitanwendungen.
7.5 Konnektivita¨t
Eine Gro¨ße der Netzschicht, die unmittelbare Bedeutung fu¨r die Anwen-
dungsschicht hat und einem Anwender direkt versta¨ndlich ist, ist die Kon-
nektivita¨t. Mittelt man die Konnektivita¨t u¨ber alle untersuchten Hosts, so
erha¨lt man eine Aussage daru¨ber, welcher Anteil des Internet u¨ber einen
bestimmten Provider zu einer bestimmten Zeit erreichbar war und welcher
nicht.
Abbildung 7.4 zeigt die TCP-Syn-Intervall-Normalkonnektivita¨t fu¨r zwei
verschiedene Provider und die UDP-Echo-Intervall-Normalkonnektivita¨t fu¨r
den ersten Provider im Laufe einer Woche. Grundlage sind die stu¨ndlichen
Messungen nach Kapitel 5 und 6 zu je 1000 Hosts. Die UDP-Echo-basierte
Konnektivita¨t ist hier viel niedriger als die TCP-Syn-basierte, weil viele
Hosts auf die UDP-Echo-Pakete u¨berhaupt nicht antworten und dieser Um-
stand hier nicht kompensiert wurde.
In der Abbildung lassen sich zwei Einbru¨che in der Konnektivita¨t von
Provider 1 erkennen und zwar am Sonntag und am Montag Vormittag. Diese
Konnektivita¨ts-Einbru¨che werden sowohl nach den UDP-Echo-basierten als
auch nach den TCP-Syn-basierten Messungen deutlich. Sie zeigen kurzzeiti-
ge Sto¨rungen des weltweiten Routings dieses Providers an — vermutlich eine
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Folge einer grundlegenden Topologiea¨nderung im Netz dieses Providers, die
genau in der Vorwoche stattgefunden hatte. Des weiteren ist ab Donnerstag
Vormittag ein leichter Einbruch der Konnektivita¨t von Provider 2 erkennen.
Dieser Einbruch dauerte mehrere Tage, bis sich die Konnektivita¨t wieder
normalisierte. Als Ursache la¨sst sich eine Sto¨rung des Routings dieses Pro-
viders zu einem relativ kleinen Teil des weltweiten Internets vermuten, die
nicht schwerwiegend genug war, um das Personal des Providers sofort zu
alarmieren, so dass das Problem erst nach einigen Tagen erkannt und beho-
ben wurde.
Obgleich es sich nur um ein Nebenprodukt der vorliegenden Arbeit han-
delt, hat sich eine derartige Darstellung der Messergebnisse im Netzbetrieb
des Regionalen Rechenzentrum der Universita¨t zu Ko¨ln bereits mehr als ein-
mal als sehr nu¨tzlich erwiesen, als es um das Erkennen von Fehlfunktionen
im internationalen Routing ging und um die Abscha¨tzung ihrer Dauer.
Kapitel 8
Empirische Validierung
8.1 Motivation
In Kapitel 1 wird ein allgemeines Modell des Internet vorgestellt und in
1.3.1 begru¨ndet, warum quantitative Messungen der Internet-Konnektivita¨t
am sinnvollsten in der Netzschicht stattfinden. In Kapitel 4 wird gezeigt, wie
man eine Liste vieler Hosts im Internet gewinnen kann, die das ganze Internet
repra¨sentieren ko¨nnen. In Kapitel 5 und 6 werden Verfahren vorgestellt,
die in Kapitel 3 vorgestellten Performance-Maße der Netzschicht effektiv
zu messen. Kapitel 7 schließlich zeigt, wie man von der Performance der
Netzschicht auf die Performance von Internet-Anwendungen schließen kann
und nennt Beispiele fu¨r konkreten Fragen der Benutzer, die sich mit den
vorgestellten Methoden beantworten lassen.
Im folgenden Kapitel soll nun u¨berpru¨ft werden, ob die aus abstrakten
Performance-Werten und analytischen Formeln hergeleitete Performance der
Anwendungsschicht mit tatsa¨chlich beobachtbaren Anwendungen u¨berein-
stimmt, ob also die in den vorangegangenen Kapiteln gemachten Annahmen,
Abstraktionen und Vereinfachungen hinreichend realistisch sind.
8.2 TCP-basierte Dateiu¨bertragung
Die Anwendungsklasse ”TCP-basierte Dateiu¨bertragung“ wird in Kapitel
7.3 beschrieben. Gleichung 7.3 beschreibt anhand eines guten analytischen
Modells (nach Padhye et al.) die TCP-Datenu¨bertragungsrate in Abha¨ngig-
keit von den Performance-Werten der Netzschicht. Basierend auf Messungen
entsprechend der Auswahl- und Messverfahren nach Kapitel 4 und 6 la¨sst
sich damit die zu erwartende TCP-Datenu¨bertragungsrate abscha¨tzen. Die-
se wird im folgenden als gescha¨tzte (”estimated“) Datenu¨bertragungsrate
bezeichnet.
Die gescha¨tzte Datenu¨bertragungsrate sollte sich nun mit solchen Daten-
u¨bertragungsraten vergleichen lassen, die von konkreten Anwendungen in
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der Praxis erzielt werden, im folgenden als beobachtete (”observed“) Da-
tenu¨bertragungsrate bezeichnet. Dabei sind allerdings folgende Einschra¨n-
kungen zu beachten:
• Die Anwendung selber kann die Datenu¨bertragungsrate beschra¨nken,
zum Beispiel indem der Sender nicht immer sofort Daten liefert oder
der Empfa¨nger sie nicht immer sofort abnimmt. Geeignet fu¨r einen
Vergleich sind daher nur Anwendungen, bei denen davon ausgegangen
werden kann, dass der Sender immer Daten liefert und der Empfa¨n-
ger sie umgehend abnimmt. Nicht geeignet sind daher beispielswei-
se NNTP-Verbindungen, bei denen die Sende-Richtung wa¨hrend einer
TCP-Verbindung gelegentlich wechselt und in der sich Datenu¨bertra-
gungsphasen immer wieder mit Dialog-Phasen abwechseln. Gut geeig-
net sind hingegen Dateiu¨bertragungen mit FTP oder HTTP, da hier in
einer Verbindung genau eine Datei kontinuierlich gesendet und emp-
fangen wird.
• Die Leistungsfa¨higkeit des Senders oder des Empfa¨ngers kann unter
der des Netzes liegen und dadurch die U¨bertragungsrate begrenzen.
Das kann beispielsweise bei stark ausgelasteten Servern der Fall sein,
die viele Clients bedienen mu¨ssen. Oder bei Clients, deren Hardware
(etwa CPU oder Massenspeicher) nur eine geringe Leistungsfa¨higkeit
hat.
• Es ko¨nnen Engpa¨sse in solchen Teilen des Netzes auftreten, die ei-
gentlich nicht untersucht werden sollen. Zum Beispiel dann, wenn die
Konnektivita¨t eines Providers untersucht werden soll, die Clients aber
nur u¨ber langsame Wa¨hlverbindungen mit dem Provider verbunden
sind.
Zur Beobachtung einer gro¨ßeren Menge TCP-Datenu¨bertragungen wur-
de der zentrale Proxy-Server der Universita¨t zu Ko¨ln herangezogen. Er wird
von einer großen Zahl Benutzer aus der ganzen Universita¨t fu¨r HTTP- und
FTP-Verbindungen benutzt, weil er einen Zwischenspeicher fu¨r ha¨ufig an-
gefragte Antworten bietet und dadurch in vielen Fa¨llen die Zugriffszeit ver-
ku¨rzt und insgesamt Netz-Bandbreite spart. Man spricht dabei von einem
Caching Proxy. In seinen Protokoll-Dateien wird fu¨r jede Verbindung ver-
merkt, wie groß die U¨bertragung in Byte war, wie lang sie in Millisekunden
gedauert hat, in welchem Bereich der Universita¨t der Client liegt und ob die
Verbindung direkt ins Internet aufgebaut wurde oder aus dem Zwischenspei-
cher (”Cache“) bedient werden konnte.
Fu¨r den folgenden Vergleich wurden alle Verbindungen aus den Proxy-
Protokoll-Dateien herausgesucht, die folgende Kriterien erfu¨llen:
• Es wurden mehr als 50 KB Daten u¨bertragen. Diese Bedingung schließt
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Abbildung 8.1: Abha¨ngigkeit der TCP-Transferrate von der Paketverlustrate
im Modell (p = pb) und nach Messungen.
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Abbildung 8.2: Abha¨ngigkeit der TCP-Transferrate von der Paketverlustrate
im Modell (p = pu) und nach Messungen.
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zu kurze Verbindungen aus, bei denen das verwendete Modell nicht
mehr zutrifft, weil der Verbindungsaufbau zu sehr ins Gewicht fa¨llt.
• Die Verbindung wurde ins Internet aufgebaut.
• Der Client liegt in einem Subnetz, von dem bekannt ist, dass darin
keine Wa¨hlzugange oder besonders langsame Client-Maschinen liegen.
Die Verbindungen stammen aus dem gleichen Zeitraum wie die Messun-
gen fu¨r die Scha¨tzungen: die 5 Werktage der Woche 37 des Jahres 1999. Die
Messungen wurden zu der Zeit stu¨ndlich mit je 20 TCP-SYN-Paketen zu
1000 Hosts durchgefu¨hrt. Es wurden grob drei Tageszeiten unterschieden,
die erfahrungsgema¨ß in sich eine relativ gleichma¨ßige, zu den anderen aber
unterschiedliche Netzsituation aufweisen: 0:00 bis 8:00 (”Nacht“), 8:00 bis
16:00 (”Bu¨ro-Arbeit“) und 16:00 bis 24:00 (”studentische Heim-Arbeit“).
Abbildungen 8.1 und 8.2 zeigen die Abha¨ngigkeit der TCP-Datenu¨bertragungsrate
des Modells und der beobachteten Verbindungen in Abha¨ngigkeit von der
gemessenen Paketverlustrate. In Kapitel 7.3.3 konnte nicht gekla¨rt werden,
ob als Paketverlustrate die unidirektionale oder bidirektionale Paketverlu-
strate eingesetzt werden muss. Abbildung 8.1 zeigt daher eine Darstellung
mit bidirektionaler und Abbildung 8.2 eine mit unidirektionaler Paketverlu-
strate. Das Modell ist fu¨r vier Werte von RTT eingetragen, die beobachteten
U¨bertragungsraten fu¨r die zwei angegebenen Bereiche der gemessenen Pa-
ketlaufzeit.
Mit den vorgestellten Messungen la¨sst sich leider nur die bidirektionale
Paketverlustrate pb messen. In der Annahme, dass die unidirektionale Paket-
verlustrate pu symmetrisch, also in Hin- und Ru¨ckrichtung gleich ist, la¨sst
sie sich wie folgt berechnen:
pu = 1 −
√
1− pb (8.1)
Die Annahme symmetrischer Paketverlustraten mag fu¨r den ”typischen“
Fall zutreffen, wird in der Praxis aber oft widerlegt [62]. Wie oft und wie
gut diese Annahme zutrifft, ist zuna¨chst einmal also offen.
Einen direkter Vergleich zwischen gescha¨tzter und beobachteter U¨bertra-
gungsrate ist in den Abbildungen 8.5 und 8.6 dargestellt. Auf der x-Achse
ist die gescha¨tzte und auf der y-Achse die beobachtete U¨bertragungsrate
aufgetragen. Zusa¨tzlich ist die Gerade x = y eingetragen, die den Idealfall
darstellt: wenn gescha¨tzte und beobachtete U¨bertragungsrate genau u¨ber-
einstimmen, wird die entsprechende Verbindung durch einen Punkt genau
auf dieser Geraden gekennzeichnet. In den Fa¨llen, in denen mehrere be-
obachtete Verbindungen zum gleichen Host und zur gleichen ”Tageszeit“
vorliegen, wird ein Fehlerbalken eingetragen, in dem die niedrigste, mittle-
re und ho¨chste beobachtete U¨bertragungsrate markiert ist. An den langen
Fehlerbalken la¨sst sich erkennen, dass die zu beobachtende U¨bertragungs-
rate stark schwankt: Zur gleichen Tageszeit liefert der gleiche Internet-Host
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Abbildung 8.3: Vergleich der beobachteten TCP-Transferrate mit der gema¨ß
Messung und Modell (p = pb) gescha¨tzten.
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mal deutlich bessere und mal deutlich schlechtere U¨bertragungsraten. Diese
verbessert sich auch dann nicht oder nur unwesentlich, wenn man die Tages-
zeit mit feinerer Granularita¨t auflo¨st, beispielsweise auf die Stunde genau.
Außerdem fu¨hrt eine feinere Auflo¨sung der Tageszeit dazu, dass pro Host
weniger Messwerte vorliegen, so dass die Ergebnisse fu¨r p und RTT wesent-
lich gro¨ber werden. Trotz dieser Einschra¨nkungen und Schwankungen la¨sst
sich durchaus ein Zusammenhang zwischen gescha¨tzter und beobachteter
U¨bertragungsrate erkennen.
Um diesen Zusammenhang noch klarer darzustellen, wurde fu¨r jede beob-
achtete Verbindung der Quotient aus beobachteter und gescha¨tzter Daten-
u¨bertragungsrate berechnet. Die Verteilungsfunktion der Ergebnisse ist in
Abbildung 8.5 und 8.6 dargestellt. Idealerweise wu¨rde man hier eine Stufen-
funktion mit einer Stufe bei x = 1 sehen. Um einen Eindruck zu bekommen,
was realistischerweise erwartet werden kann, wird zum Vergleich die gleiche
Verteilungsfunktionen fu¨r zwei andere Scha¨tzmethoden eingetragen:
Measurement Die fu¨r eine bestimmte Tageszeit und einen bestimmten
Host beobachtete U¨bertragungsrate wird selbst als Scha¨tzung verwen-
det. Die sich ergebende Verteilungsfunktion stellt gewissermaßen den
gu¨nstigsten Fall dar. Abweichungen von der Stufenfunktion ergeben
sich nur aus den unvermeidlichen Schwankungen von Verbindung zu
Verbindung.
Global Average Hier wird ”globale“ der Mittelwert u¨ber alle beteiligten
Hosts und alle Tageszeiten als triviale Scha¨tzung verwendet. Daraus
resultiert der ungu¨nstigste Fall, der keinerlei Unterschiede zwischen
den weit verteilten Hosts im Internet und den unterschiedlichen Netz-
situationen zu verschiedenen Tageszeiten macht.
Die Abbildungen zeigen, dass sich die auf Messungen beruhende Scha¨t-
zung deutlich von der trivialen Scha¨tzung abhebt. Fu¨r p = pu wird eine sehr
gute Anna¨herung an den gu¨nstigsten Fall erreicht, fu¨r p = pb weicht der
Median jedoch deutlich vom Erwartungswert ab. Daraus kann la¨sst sich nun
eine Antwort auf die in Kapitel 7.3.3 offen gebliebene Frage ableiten: das
Modell basiert im wesentlichen auf der unidirektionalen Paketverlustrate.
Dies deckt sich mit anderen Beobachtungen [61], die fu¨r TCP eine deut-
lich sta¨rkere Abha¨ngigkeit von der Paketverlustrate im Hin- als im Ru¨ckweg
ausmachen.
Tabelle 8.1 fu¨hrt noch einmal auf, wie viele Verbindungen mit einer ge-
wissen Toleranz im nach den verschiedenen Methoden gescha¨tzten Bereich
liegen. Auch hier wird ein gutes Abschneiden der Messungen mit dem auf
p = pu basierenden Modell deutlich: In 49.8 % der Fa¨lle liegt darauf aufbau-
ende Scha¨tzung um weniger als den Faktor 2 daneben und in 93.1% der Fa¨lle
trifft sie die Gro¨ßenordnung mit dem Faktor 10. Auch die ideale Scha¨tzung
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Abbildung 8.5: Verteilungsfunktion des Quotienten beobachtete / gescha¨tzte
TCP-Transferrate (p = pb).
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Abbildung 8.6: Verteilungsfunktion des Quotienten beobachtete / gescha¨tzte
TCP-Transferrate (p = pu).
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Scha¨tzmethode Median Anteil Anteil
To/Te
1
2 < To/Te < 2
1
10 < To/Te < 10
Modell mit p = pb 1.854 34.0 % 92.8 %
Modell mit p = pu 0.892 49.8 % 93.1 %
Beobachtung, pro Host gemittelt 0.978 72.9 % 97.7 %
Beobachtung, global gemittelt 0.924 38.3 % 77.0 %
Tabelle 8.1: Genauigkeit verschiedener Scha¨tzmethoden.
(pro Host gemittelte Beobachtung) trifft diese Bereich nur in 72.9 bezie-
hungsweise in 97.7 % aller Fa¨lle. Die Abweichungen, die vor allem in der
Na¨he des Median auftreten, lassen sich zum großen Teil dadurch erkla¨ren,
dass die Abscha¨tzung der unidirektionalen aus der bidirektionalen Paketver-
lustrate mit Gleichung 8.1 aufgrund der im Netz u¨blichen Asymmetrien nur
bedingt mo¨glich ist.
8.3 Echtzeitanwendungen
Die quantitative Bewertung der Performance von Echtzeitanwendungen
sto¨ßt leider auf eine Reihe von Schwierigkeiten:
• Echtzeitanwendungen im Internet sind noch relativ neu und sie haben,
wie schon in Kapitel 7.4 dargestellt, derzeit nur einen kleinen Anteil
am Internet-Verkehr. Daher stehen fu¨r sie nicht in gleichem Maße Er-
fahrungen und Performance-Beobachtungen zu Verfu¨gung wie fu¨r die
TCP-basierte Dateiu¨bertragung.
• Es gibt bei Echtzeitanwendungen keine Entsprechung zu dem Proxy-
Server der HTTP- und FTP-Verbindungen, bei dem an zentraler Stel-
le Daten fu¨r durchgefu¨hrte Echtzeitanwendungen gesammelt werden.
Dies erschwert die Sammlung von Daten fu¨r die beobachtete Perfor-
mance erheblich.
• Ein großer Teil der Echtzeitanwendungen verwendet Multicast-Routing,
das derzeit nur im Multicast-Backbone (Mbone) des Internet mo¨g-
lich ist. Auch wenn eine Angleichung der Multicast-Topologie an
die Unicast-Topologie angestrebt wird, so handelt es sich zur Zeit
doch noch um sehr unterschiedliche Strukturen, so dass Messungen
mit Unicast-Paketen keine relevanten Aussagen fu¨r die Multicast-
Topologie zulassen.
• Andere Echtzeitanwendungen verwenden in der Regel proprieta¨re,
nicht-o¨ffentliche Protokolle, was eine passive Beobachtung und Ana-
lyse des Verkehrs verhindert.
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• Und schließlich bleibt das Problem, dass die ”Performance“ von
Echtzeitanwendungen vor allem subjektiv empfunden wird und sich
schlecht quantifizieren la¨sst.
Ein Vergleich von echter, beobachteter Leistungsfa¨higkeit des Netzes fu¨r
Echtzeitanwendungen mit den aus Messungen gewonnen Aussagen ist da-
her leider auf absehbare Zeit nicht mo¨glich. Falls sich aber die Multicast-
Topologie tatsa¨chlich weiter der Unicast-Topologie angleicht und Multicast-
Routing allta¨glich wird und falls sich zunehmend solche Echtzeitanwendun-
gen durchsetzen, die mittels der im RTP-Protokoll vorgesehenen Mechanis-
men ihre beobachtete Dienstgu¨te-Parameter mitteilen, dann ist ein solcher
Vergleich in der Zukunft denkbar und ko¨nnte mit guter Effizienz durchge-
fu¨hrt werden.
Kapitel 9
Zusammenfassung und
Ausblick
Im Rahmen der vorliegenden Arbeit wurde untersucht, wie die Qualita¨t
der Einbindung eines Internet-Zugangspunktes in das weltweite Internet mit
wissenschaftlichen Methoden objektiv bewertet werden kann.
Aufgrund der in Kapitel 1 dargestellten Modelle und U¨berlegungen wur-
de diese Aufgabe in drei Teile unterteilt:
1. Objektives Erstellen einer Liste vieler Internet-Hosts die – bezogen auf
die Anforderungen einer gegebenen Benutzergruppe – im wesentlichen
das gesamte Internet repra¨sentieren.
2. Messen von Performance-Gro¨ßen der Netzschicht zu allen Hosts dieser
Liste.
3. Ermitteln der Performance von Internet-Anwendungen anhand der ge-
messenen Performance der Netzschicht.
Eine Implementierung der ersten Teilaufgabe sowie mo¨gliche Varianten
werden in Kapitel 4 vorgestellt. Anhand durchgefu¨hrter Messungen wird
untersucht, wie effektiv diese Methode ist: wie viele Hosts letztlich erreicht
werden und welcher Anteil des Internet-Verkehrs einer typischen Benutzer-
gruppe von ihnen repra¨sentiert wird.
Das Lo¨sen der zweiten Teilaufgabe stellte sich als die gro¨ßte Herausfor-
derung dar. Zwar gibt es eine Reihe von Werkzeugen und Projekten, die
sich mit Messungen in der Netzschicht befassen, aber keins wurde bisher
der Anforderung gerecht, regelma¨ßige Messungen zu vielen Internet-Hosts
zu erlauben, ohne u¨berma¨ßig Bandbreite zu beanspruchen und ohne eine
spezielle Kooperation bei allen diesen Hosts vorauszusetzen.
Fu¨r diese Teilaufgabe wurden zwei Messmethoden entwickelt, die mit un-
terschiedlichen Pakettypen arbeiten. Mit der ersten Messmethode, die mit
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UDP-Paketen arbeitet, wurden erste Erfahrungen mit groß angelegten Mes-
sungen gesammelt und die Meßmethode wurde schrittweise verbessert, siehe
Kapitel 5. Als unu¨berwindbarer Hauptnachteil dieser Methode zeigte sich,
dass zwar ein nennenswerter Teil aller Internet-Hosts fu¨r die Messungen
geeignet ist, dass dieser Anteil aber stetig sinkt und fu¨r eine typische Benut-
zergruppe nicht einmal die Ha¨lfte des Internets repra¨sentieren kann.
Die zweite Messmethode verwendet TCP-Pakete und erzielt deutliche
Verbesserungen in der Erreichbarkeit von Internet-Hosts. Theoretisch ist
damit eine vollsta¨ndige Erreichbarkeit aller Internet-Hosts garantiert, die
TCP-basierte Dienste anbieten. Es zeigte sich allerdings, dass durch ver-
schiedene Eigenheiten in der Implementierung des TCP-Protokolls bei eini-
gen Hosts Verfa¨lschungen der Messergebnisse fu¨r Paketverlust und Paket-
laufzeit auftreten ko¨nnen. Diese Verfa¨lschungen ko¨nnen mit einer Heuristik
eliminiert werden, fu¨hren aber dazu, dass auch mit dieser Methode nicht
alle interessanten Hosts erreicht werden ko¨nnen. Glu¨cklicherweise bleiben
hier die unbrauchbaren Hosts aber eine kleine Minderheit. Eine Implemen-
tierung dieser Messmethode einschließlich der Heuristik wird in Kapitel 6
beschrieben und untersucht.
Kapitel 7 bescha¨ftigt sich mit der dritten Teilaufgabe, der Ermittlung
der Performance der Anwendungsschicht aus den Performance-Daten der
Netzschicht. Zu diesem Zweck werden die vielfa¨ltigen Internet-Anwendungen
in wenige Klassen eingeteilt, die dann getrennt untersucht werden. In der
Literatur gibt es mittlerweile sehr leistungsfa¨hige Modelle fu¨r das im Internet
u¨berwiegende Transportprotokoll TCP. Diese Modelle werden untersucht
und es werden Beispiele gezeigt, wie sich mit Hilfe dieser Modelle und den
durchgefu¨hrten Messungen konkrete Fragen aus Anwendersicht beantworten
lassen.
In Kapitel 8 werden schließlich die auf den Messungen und Modellen be-
ruhenden Abscha¨tzungen der Anwendungsperformance verglichen mit rea-
ler, beobachteter Anwendungsperformance, um den Erfolg des gesamten An-
satzes zu u¨berpru¨fen. Trotz großer Schwankungen und vieler Unwa¨gbarkei-
ten bei der Bestimmung der Anwendungsperformance wird dabei eine sehr
gute U¨bereinstimmung gefunden.
Abschließend la¨sst sich also festhalten, dass der gewa¨hlte Ansatz erfolg-
reich ist und dass eine Kombination der entwickelten Methoden und der vor-
gestellten Modelle eine gute und aussagekra¨ftige Bewertung der Qualita¨t von
Internet-Zugangspunkten ermo¨glicht. Allerdings setzen einige der notwendi-
gen Maßnahmen eine gewisse Infrastruktur voraus, zum Beispiel statische
und dedizierte IP-Adressen, WWW-Server, Kontrolle der DNS- und RIPE-
Datenbanken und eine hinreichend große Benutzergruppe, deren Verkehr in
geeigneter Weise beobachtet werden kann. Daher werden die vorgestellten
Methoden nie fu¨r den einzelnen Endanwender praktikabel sein, sondern nur
fu¨r vergleichsweise große Internet-Kunden oder fu¨r Internet-Provider selber.
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Im Rahmen weiterer Forschung ko¨nnen einzelne Methoden verbessert
und verfeinert werden. Dies gilt beispielsweise fu¨r die im Rahmen der TCP-
basierten Messungen angewandten Heuristik, deren Genauigkeit sich mo¨gli-
cherweise durch aufwa¨ndigere Verfahren noch steigern ließe.
Ferner ließen sich noch weitere Klassen von Internet-Anwendungen de-
finieren, die zu anderen Modellen und Formeln bei der Errechnung der An-
wendungsperformance aus der Netzperformance fu¨hren. Ein Beispiel dafu¨r
wa¨re die in Kapitel 1.3.2 schon erwa¨hnte Klasse der Einzelverbindungs-
Transaktionen. Mit geeigneten Vereinfachungen sollte sich hier ein relativ
einfaches Modell finden lassen, das sowohl analytisch lo¨sbar ist, als auch
einen Großteil der praxisrelevanten Internet-Verbindungen realita¨tsnah be-
schreibt.
Schließlich bleibt die Frage interessant, ob sich Echtzeit-Anwendungen
weiter entwickeln, ob sie an Bedeutung gewinnen und ob sich das Multicast-
Backbone der Unicast-Topologie des Internet angleicht, so dass gegebenen-
falls die Anforderungen der Echtzeit-Anwendungen an die Netzperforman-
ce konkretisiert werden ko¨nnen und dass mo¨glicherweise auch fu¨r Echtzeit-
Anwendungen ein Vergleich von gescha¨tzter mit echter, beobachteter An-
wendungsperformance durchgefu¨hrt werden kann.
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