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した処理により，スケーラビリティが低下する．これに対して本研究では，1) Batch Malloc, 2) Pseudo 











第 1 章 はじめに ............................................................................................................................ 1 
第 2 章 メモリアロケータ ................................................................................................................ 3 
2.1 概要 ................................................................................................................................ 3 
2.2 メモリアロケータ関連用語 .............................................................................................. 3 
2.2.1 メモリチャンク .......................................................................................................... 4 
2.2.2 グローバルヒープ・ローカルヒープ ......................................................................... 4 
2.2.3 メモリフラグメンテーション ...................................................................................... 5 
2.2.4 Memory Blowup ..................................................................................................... 5 
2.3 標準 C ライブラリ関数 .................................................................................................... 6 
2.3.1 malloc(3) ................................................................................................................. 6 
2.3.2 free(3) ...................................................................................................................... 6 
2.4 システムコール ............................................................................................................... 7 
2.4.1 mmap(2) .................................................................................................................. 7 
2.4.2 munmap(2) .............................................................................................................. 7 
2.4.3 madvise(2) ............................................................................................................... 7 
2.5 データ同期手法 ............................................................................................................. 8 
2.5.1 futex(2) .................................................................................................................... 8 
2.5.2 CAS ......................................................................................................................... 8 
第 3 章 予備実験........................................................................................................................... 9 
3.1 概要 ................................................................................................................................ 9 
3.2 実験結果・考察 ............................................................................................................ 10 
第 4 章 関連研究......................................................................................................................... 12 
4.1 メニーコア・共有マシン上のメモリアロケータに関する問題 ....................................... 12 
4.1.1 データ構造や同期処理の問題 ............................................................................ 12 
4.1.2 カーネル空間上の問題 ........................................................................................ 13 
4.1.3 キャッシュミスに関する問題 ................................................................................. 14 
4.2 既存の問題に関する各メモリアロケータの解決策 ..................................................... 14 
4.2.1 データ構造や同期処理の問題に対する解決策 ................................................. 14 
4.2.2 カーネル空間上の問題に対する解決策 ............................................................. 15 
4.2.3 キャッシュミスに関する問題に対する解決策 ....................................................... 16 
4.3 既存の未解決問題に関する議論 ............................................................................... 16 
4.3.1 データ構造や同期処理の問題に対する議論 ..................................................... 16 
iii 
 
4.3.2 カーネル空間上の問題に対する議論 ................................................................. 16 
4.3.3 キャッシュミスに関する問題に対する議論 ........................................................... 17 
4.4 まとめ ............................................................................................................................ 17 
第 5 章 メニーコア・共有マシンにおけるスケーラブルなメモリロケータの提案 ........................ 19 
5.1 概要 .............................................................................................................................. 19 
5.2 Batch Malloc ............................................................................................................... 19 
5.3 Pseudo Free ................................................................................................................. 20 
5.4 Fine-grained Data-locking with Double Linked Array List ................................... 21 
第 6 章 評価実験......................................................................................................................... 23 
6.1 実験環境・実験対象 .................................................................................................... 23 
6.1.1 Apriori over FHE アプリケーション ..................................................................... 23 
6.1.2 malloc(3) アプリケーション .................................................................................. 24 
6.1.3 C++ STL std::map アプリケーション .................................................................... 25 
6.2 実験方法 ...................................................................................................................... 25 
6.2.1 比較対象のメモリアロケータ ................................................................................. 25 
6.2.2 提案手法の組み合わせ方 ................................................................................... 26 
6.3 実験結果・考察 ............................................................................................................ 26 
6.3.1 Apriori over FHE アプリケーション ..................................................................... 26 
6.3.1.1 スケーラビリティに関する実験結果・考察 ........................................................ 27 
6.3.1.2 CPU 使用率に関する実験結果・考察 ............................................................. 27 
6.3.1.3 メモリ使用量に関する実験結果・考察 ............................................................. 28 
6.3.1.4 パフォーマンスカウンタに関する実験結果・考察 ............................................ 29 
6.3.1.5 各提案手法の貢献度に関する実験結果・考察 .............................................. 29 
6.3.2 malloc(3) アプリケーション .................................................................................. 31 
6.3.3 C++ STL std::map アプリケーション .................................................................... 31 
6.3.4 まとめ ..................................................................................................................... 32 






サイズは 2 年ごとに 2 倍になり，2020 年には 44ZB のデータになると予測されている1．そ
の膨大なデータをインメモリで処理する際にはメニーコアマシンが利用される2．そして，












問題に対して，1) Batch Malloc, 2) Pseudo Free, 3) Fine-grained Data-locking with Double Linked 

















4 本論文では，対象アプリケーションのすべてのスレッドにおいて，1 回あたりの malloc(3)の処理時間が増加し始める














本論文は以下の構成をとる．まず，第 2 章でメモリアロケータ，第 3 章で予備実験，第 4 章で関
連研究について述べる．次に，第 5 章で提案手法を説明し，第 6 章で評価実験の結果を示し，考
察する．最後に第 7 章でまとめる. 




6 指定範囲を 0 埋めすることであり，今回は MADV_DONTNEED を指定して madvise(2)を呼び出す際の zero-fill を指す． 
  http://man7.org/linux/man-pages/man2/madvise.2.html 
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第2章	 メモリアロケータ  
本章では，メモリアロケータについて説明する．まず，2.1 節にて概要を述べる．2.2 節にてメモリ































図 2-2 メモリチャンクの概要 
2.2.2 グローバルヒープ・ローカルヒープ 
グローバルヒープは図 2-3 に示すようにプロセスに対して 1 つだけ存在するヒープである．一方，
ローカルヒープはスレッドごとに管理されるメモリ領域である．このローカルヒープは基本的にはスレ






















図 2-4 メモリフラグメンテーションの概要 




列プログラミングで有名な producer-consumer pattern を具体例として，malloc(3)を呼ぶスレッドとそ
の同一のメモリチャンクに対して free(3) を呼ぶスレッドが異なる場合を説明する．Producer スレッド
で malloc(3)，consumer スレッドで free(3)を呼び，明らかに異なるスレッドのローカルヒープを用い
る．このとき，producer スレッドではメモリプールの容量が減り続け，consumer スレッドではメモリプ
ールの容量が増え続けるため，例えばグローバルヒープを経由してこれらのローカルプールの容










図 2-5 memory blowup の概要 
2.3 標準 C ライブラリ関数 
メモリアロケータの要件として実装するべき C ライブラリ関数について説明する．その中でも特に




























































































（𝑛𝐿𝑜𝑜𝑝𝑠）を 200 回，スレッド数（𝑛𝑇ℎ𝑟𝑒𝑎𝑑𝑠）を 72 個，1 回のビジーウェイトの待機時間（𝑤𝑎𝑖𝑡𝑇𝑖𝑚𝑒）
を 1us から 100ms の間，メモリチャンクサイズ（𝑠𝑖𝑧𝑒）を 4KB から 2MB の間で変化させる． 
 
表 3-1 実験環境 
名称 値 
CPU モデル Intel® Xeon® CPUE7-8880 v3 @ 2.30GHz 
CPU 数 4 
コア数 72 (18x4) 
メモリサイズ 1TB 
L1, L2, L3 キャッシュサイズ 32KB, 256KB, 45MB 
OS CentOS 6.9 (64-bit) 
Linux Version 2.6.32-504.30.3 
g++ version 4.9.2 





実験結果を図 3-1 と図 3-2 に示す．図 3-1 の x 軸をビジーウェイトの待機時間（𝑤𝑎𝑖𝑡𝑇𝑖𝑚𝑒），y 軸
を 1 秒間あたりの malloc(3)呼び出し回数（𝑛𝑀𝑎𝑙𝑙𝑜𝑐𝑃𝑒𝑟𝑆𝑒𝑐）とする．図 3-2 の x 軸を 1 秒間あたり
の malloc(3)の呼び出し回数（𝑛𝑀𝑎𝑙𝑙𝑜𝑐𝑃𝑒𝑟𝑆𝑒𝑐），y 軸を malloc(3)の呼び出しと確保したメモリへの
アクセスを行う時間の 1 回あたりの処理時間（𝑜𝑛𝑒𝑀𝑎𝑙𝑙𝑜𝑐𝑇𝑖𝑚𝑒）とする．なお，付録 A-1 に図 3-1 と
図 3-2 の詳細な値を示す． 
図 3-1 において，ビジーウェイトの待機時間に対する 1 秒間あたりの malloc(3)の呼び出し回数
は基本的に一定値まで上昇した後に，下降する．例えば，メモリチャンクサイズが 16KB や 64KB
の場合，ビジーウェイトの待機時間が 1000us のときに 1 秒間あたりの malloc(3)の呼び出し回数が
ピークとなるが，メモリチャンクサイズが 4KB の場合は例外である．メモリチャンクサイズが 4KB の
場合にビジーウェイトの時間が長くなると 1 秒間あたりの malloc(3)の呼び出し回数が減少する理由
は，malloc(3)の呼び出し頻度とマルチスレッドでの呼び出しによるロック競合と関係がある．ビジー
ウェイトの待機時間が短い場合には malloc(3)の呼び出し頻度が高くなり，ロック競合で消費する時




図 3-2 において，ビジーウェイトの待機時間が短い場合，メモリチャンクサイズが 256KB 以上の
最終的な 1 秒間あたりの malloc(3)の呼び出し回数は約 2,500 から 4,000 回の値である．ビジーウ
ェイトの待機時間が長い場合，1 回あたりの malloc(3)の処理時間が最も短い値と比較して，それぞ
れ約 2 から 4 倍以上の時間を要している．また，1 秒間あたりの malloc(3)の呼び出し回数が約
3,000 までは，基本的に 1 回あたりの malloc(3)の処理時間がだんだん短くなっている．この理由と
して，まずロック競合が少ないためと考えられる．次に，malloc(3)の呼び出し頻度が適度に増加す
Algorithm 1 preliminary experiment of malloc-intensive
Input: waitT ime: busy wait time[us], nLoops: # of loops, nThreads: # of threads, size: memory chunk size
Output: nMallocPerSec: # of malloc(3) per second, oneMallocT ime: elapsed time of one malloc(3) call
1: startT ime← GetTime()
2: for i← 0; i < nThreads; i← i+ 1 do
3: threads[i](
4: for j ← 0; j < nLoops; j ← j + 1 do
5: busyWait(waitT ime)









15: elapsedT ime← endTime− startT ime
16: baseT ime← nLoops ∗ waitT ime
17: mallocT ime← elapsedT ime− baseT ime
18: nTotalMalloc← nLoop ∗ nThreads
19: nMallocPerSec← nTotalMalloc/elapsedTime






あたりの malloc(3)の処理時間が長くなる．  
まとめとして，対象アプリケーションのすべてのスレッドにおいて，1 回あたりの malloc(3)の処理
時間が増加し始める頻度で malloc(3)を呼び出すことを malloc-intensive と定義する．その
malloc(3)の呼び出し頻度は，要求するメモリチャンクサイズに依存する． 
 
図 3-1 ビジーウェイトの待機時間と秒間 malloc(3)呼び出し回数 
 


















































































o オンデマンドページングによる first touch コスト 
o madvise(2)による zero-fill コスト 
o munmap(2)や madvise(2)による TLB shootdown13コスト 
・	 キャッシュミスに関する問題 
o メモリの下位アドレスの偏りから生じるキャッシュミス 










                                                        
13 メモリマッピング情報が変化した際に，メモリマッピングを同期するために各 CPU の TLB のコヒーレンシを保つ機
















zero-fill，munmap(2)や madvise(2)による TLB shootdown の順に述べる． 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合 
mmap(2)，munmap(2)，madvise(2)の内部処理のロック競合について説明する．malloc(3)は









オンデマンドページングによる first touch コスト 




めてアクセスする度に first touch が発生するため，無視できない処理時間となる． 
madvise(2)による zero-fill コスト 







munmap(2)や madvise(2)による TLB shootdown コスト 
munmap(2)や madvise(2)による TLB shootdown はメモリマッピング情報が変化した際に，そのメ










一であり，n-way セットアソシアティブ方式14のキャッシュでは，最大で n 個分のキャッシュのみしか
有効に活用することができず，n 個よりも多くのデータを扱う場合に，キャッシュミスを引き起こす． 
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミス 
futex(2)や CAS によるキャッシュフラッシュから生じるキャッシュミスについて述べる．データの同











役割を持つヒープを CPU ごとに保有し，それらのヒープが CPU ごとの各コアを管理する構造にな
                                                        





ができるが blowup fragmentation problem を引き起こすという指摘がある[5]．例えば，SFMalloc[6]
はこの blowup fragmentation problem について，あるスレッドで malloc(3)されたメモリチャンクを異
なるスレッドで free(3)する際に，ロックフリーなスタック構造で一時的に保持することで，スケーラビリ
ティを向上させている． 















オンデマンドページングによる first touch コスト・madvise(2)による zero-fill コスト・munmap(2)や
madvise(2)による TLB shootdown コスト 
オンデマンドページングによる first touch，madvise(2)による zero-fill，munmap(2)や madvise(2)
による TLB shootdown などの処理がカーネル空間上の余計な処理を引き起こす問題に対する解
決策について述べる．これらの処理はメモリアロケータに必要不可欠であり，根本的な解決は困難
であるが，TCMalloc（2.2rc 未満）[2]は物理メモリを解放しないことで，これらの問題へ対応している．
具体的には，オンデマンドページングによる first touch は繰り返し発生することなく，初回のみとな
り，munmap(2)や madvise(2)を呼ばないため，zero-fill や TLB shootdown が起こらない．しかし，
TCMalloc（2.2rc 以上）はこれらの動作を修正し，物理メモリを解放する挙動となっている．したがっ




































オンデマンドページングによる first touch コスト・madvise(2)による zero-fill コスト・munmap(2)や
madvise(2)による TLB shootdown コスト 
メモリアロケータに必要不可欠な処理がカーネル空間上の処理を引き起こす問題，オンデマンド














最後に，表 4-1 を用いてまとめる．なお，従来手法との比較のため第 5 章で提案する MCMalloc
を含めて記載している． 
TCMalloc（2.2rc 未満）[2]と MCMalloc は物理メモリや仮想メモリの解放を行わない．一方，他の
関連研究では，他のアプリケーションの動作を妨げないようにメモリ消費を抑える必要があるため，
free(3) が 呼 ば れ る 度 に 物 理 メ モ リ を 解 放 す る 必 要 が あ る ． し た が っ て ， glibc malloc[13] ，
Streamflow[3]，TBBMalloc[4]，SFMalloc[6]は munmap(2)で仮想メモリと物理メモリの両方のメモリ
を解放し，zero-fill は起こらないが，first touch が繰り返し起こる．そして，TCMalloc（2.2rc 以上）[2]，
JEmalloc[1]，SuperMalloc[5]，scalloc[8]，SSMalloc[7]は madvise(2)で物理メモリのみを解放し，





























glibc malloc [13] -    ✔ 双方向連結リスト futex(2) 
TCMalloc （2.2rc 未満） [2] - ✔ ✔ ✔ ✔ 片方向連結リスト futex(2) 
TCMalloc （2.2rc 以上） [2] - ✔    片方向連結リスト futex(2) 
JEmalloc [1] 2006 ✔    赤黒木 futex(2) 
SuperMalloc [5] 2015 ✔    テーブル futex(2)・CAS 
scalloc [8] 2015 ✔    片方向連結リスト CAS 
SSMalloc [7] 2012 ✔    双方向連結リスト CAS 
Streamflow [3] 2006    ✔ 双方向連結リスト CAS 
TBBMalloc [4] 2007    ✔ 双方向連結リスト futex(2)・CAS 
SFMalloc [6] 2011    ✔ 片方向・双方向連結リスト CAS 







ションを高速に動作させるメモリアロケータである MCMalloc を提案する．まず，5.1 節で提案手法
の概要を述べる．次に，提案手法の主要部分である 3 手法，5.2 節で Batch Malloc，5.3 節で
Pseudo Free，5.4 節で Fine-grained Data-locking with Double Linked Array List について説明する． 
5.1 概要 
本論文で提案する MCMalloc は 1) Batch Malloc，2) Pseudo Free，3) Fine-grained Data-locking 
with Double Linked Array List の 3 手法から成り立つ．Batch Malloc はメモリの確保，Pseudo Free




5.2 Batch Malloc 
Batch Malloc は malloc(3)呼び出し時に要求サイズ以上のメモリ領域を mmap(2)でバッチサイズ
分まとめて確保することである．図 5-1 に Batch Malloc の例を示す．例えば，4 個のメモリチャンク
に対して，図 5-1(b)の従来の malloc(3)では 4 回の mmap(2)呼び出しで，その都度メモリ確保を行
っていたが，図 5-1(a)の Batch Malloc では 1 回の mmap(2)呼び出しで完了する．マルチスレッドで




図 5-1 Batch Malloc の例 
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5.3 Pseudo Free 
Pseudo Free は free(3)が呼ばれた際に，実際には仮想メモリも物理メモリも解放しない処理であ
る．図 5-2 に Pseudo Free の概要を示す．図 5-2(b)の従来の free(3)では，カーネル空間へ移動し
て，メモリの解放しているが，図 5-2(a)の Pseudo Free ではカーネル空間へ移動することなく，ユー
ザ空間で処理が完結する．Pseudo Free による利点を次に示す． 
・	 first touch を繰り返し行わないため，ページフォルトの回数が削減される． 






Pseudo Free のアルゴリズムを Algorithm 3 に示す．まず，メモリチャンクのポインタからメモリチャ
ンクのサイズを取得し，そのサイズに応じた ID を得る．次に，ローカルヒープまたはグローバルプー
ルにメモリチャンクを格納する． 
Algorithm 2 Batch Malloc
Input: size: memory chunk size requested by malloc(3)
Output: valid memory chunk pointer
1: id← SizeToID(size)
2: if localPool.Empty(id) then
3: if globalPool.Empty(id) then
4: localPool.Extend(id,max(min(size,maxBatchSize), size))
5: else






図 5-2 Pseudo Free の概要 
 
 
5.4 Fine-grained Data-locking with Double Linked Array List 
本手法は配列を要素とした双方向連結リストによって，メモリチャンクを適度な粒度のデータのロ






れは blowup fragmentation problem に対処するためである．グローバルメモリプールとローカルメモ
リプールメモリチャンクのやりとりはロックをしつつ，要素ごとではなく配列ごとで行う．これはロック操
作の回数を減らすためである．例えば，図 5-3 では，ローカルメモリプール 1 がグローバルメモリプ








Algorithm 3 Pseudo Free
Input: ptr: memory chunk pointer requested by free(3)
1: size← PtrToSize(ptr)
2: id← SizeToID(size)
3: if localPool.Full(id) then






出メモリプールは 2 のべき乗ごとの範囲のサイズである． 
 
 
















本章では，6.1 節にて実験環境と実験対象となる 3 種類のアプリケーション，6.2 節にて実験方法
を説明する．6.3 節にて実験結果を示し，考察する． 
6.1 実験環境・実験対象 
本実験の環境は第 3 章の予備実験で用いた表 3-1 と同一であり，実験対象は次に挙げる 3 種
類のアプリケーションである．まず，6.1.1 にて，Apriori over FHE アプリケーションの実験を行い，
その後に 6.1.2，6.1.3 にて，一般的なアプリケーションであると考えられる malloc(3) アプリケーショ
ン，C++ STL std::map アプリケーションの実験をそれぞれ行う． 
6.1.1 Apriori over FHE アプリケーション 









テム数を𝑁DEFG，トランザクション数を𝑁EHIJKとする．また，クエリの頻出パターン候補のアイテム長を𝐿DEFG とすると，そのアイテム集合は𝐼 = 𝑖M, … , 𝑖PQRST となる．このとき，トランザクション ID をt，アイ
テム ID をiとした暗号文を𝐶E_Dとすると，サポート値計算は次の式で表される． 
 𝐶E_DY・𝐶E_DZ・… ・𝐶E_D[QRST\R]^_`EaM  (1) 
同一トランザクション毎に暗号文同士の乗算を行った後に，それらの結果をすべて加算する．ま
た，クエリは頻出アイテムの数と頻出パターン候補のアイテム長の組み合わせの回数分生成される
ため，合計で 𝐶PQRST\QRST ・(𝐿DEFG − 1)・𝑁EHIJK回の乗算処理を行うことになる．さらに，FHE では𝑁KcdE個の暗号文を 1 つのベクトルとして扱うパッキング手法[17][18]により，最終的に行う乗算処理




の回数𝑁Gecは𝑁KcdEで除算した 𝐶PQRST\QRST ・(𝐿DEFG − 1)・𝑁EHIJK/	𝑁KcdE 回となる． 
FHE 上で構築した Apriori アルゴリズムでは，クライアントとサーバ間で暗号化したデータの送受
信を何度も繰り返す[14]．しかし，本論文において，その通信処理自体は本質ではないため，サー
バのみの環境で実験を行う．  
HElib および Apriori アルゴリズムに関するパラメータをそれぞれ表 6-1，表 6-2 に示す．なお，
表 6-1 の括弧内の値は HElib におけるデフォルトの値である．𝑁EHIJK < 𝑝Hとなるように p と r の値
を設定し，l は複数回の乗算が可能となる値を設定した．本実験において，トランザクションデータ
の具体的な値は評価実験に影響を与えないため，glibc の random(3)の疑似乱数を用いて生成し
た 0 または 1 の値を用いた． 
表 6-1 HElib に関するパラメータ 
パラメータ 値 説明 
pr 117 平文空間 
k (80) セキュリティパラメータ 
l 8 FHE の回路の深さ(レベル) 
c (3) キースイッチ行列の行数 
w (64) 秘密鍵に用いるハミング距離 
Nslot 915 スロット数 
 
表 6-2 Apriori アルゴリズムに関するパラメータ 
パラメータ 値 説明 
Nitem 18 アイテム数 
Ntrans 1,943,424 トランザクション数 
Litem 2 頻出パターン候補のアイテム長 
Nmul 324,972 乗算処理の回数 






呼び出し率が変数となる．なお，720,000 回の malloc(3)呼び出しを 72 スレッドで行う． 
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6.1.3 C++ STL std::map アプリケーション 









実験の比較対象のメモリアロケータを表 6-3 に示す．TCMalloc はバージョン 2.2rc を境に free(3)
処理の挙動が変化するため，2 種類のバージョンを実験対象としている．また，実験環境の都合に
より SuperMalloc [5]のソースコードにおいて，madvise(2)の一部の機能が使用できないため，ソー
スコードを変更した．このとき， madvise(2)は基本的に MADV_DONTNEED 以外の機能ではア
プリケーションの動作そのものには影響しないことが保証されている． 
表 6-3 比較対象のメモリアロケータ  
名称 バージョン 













MCMalloc では 3 手法を提案しているため，それぞれの提案によるスケーラビリティへの貢献度
を評価する．このときに実験を行う組み合わせ方を表 6-4 に示す．Batch Malloc，Pseudo Free， 
Fine-grained Data-locking with Double Linked Array List の 3 手法すべてを適用した提案手法の
他に，2 手法のみを適用した 3 種類の場合について評価を行う． 
表 6-4 提案手法の組み合わせ方 
名称 説明 
MCMalloc 提案手法 
MCMalloc w/o Batch Malloc Batch Malloc を用いない提案手法 
MCMalloc w/o Pseudo Free Pseudo Free を用いない提案手法 
MCMalloc w/o Arrays Fine-grained Data-locking with Double Linked Array List を用いない提案手法 
6.3 実験結果・考察 
本節では 3 種類のアプリケーションの実験結果と考察について説明する．  
6.3.1 Apriori over FHE アプリケーション 
表 6-5 に実験の比較対象のメモリアロケータの終了ステータスを示す．glibc malloc，TCMalloc，
JEmalloc と提案手法である MCMalloc は正常に終了している．一方，SuperMalloc，TBBMalloc，
Streamflow，SFMalloc は正常に終了せず，正常に動作可能な範囲において，scalloc や SSMalloc
の時間超過状態と大差がなかった．これらのメモリアロケータが正常に終了しない原因は CAS を
用いる際の理論的もしくは実装上の問題に関連すると考えられ，その理由はこれらのメモリアロケ
ータは CAS，正常に終了したメモリアロケータは futex(2)を用いた実装であるためである． 
表 6-5 各メモリアロケータの終了ステータス 
メモリアロケータ 終了状態 原因 
glibc malloc [13], TCMalloc [2], JEmalloc [1] 成功 − 
scalloc [8], SSMalloc [7] 時間超過 ロック競合 
SuperMalloc [5] assertion failed 不明 
TBBMalloc [4] OOM Killer による停止 memory blowup [5] 
Streamflow17 [3], SFMalloc [6] segmentation fault 不明 





図 6-1 に実験対象の主要部分のループフェーズ（32 ループ）における各メモリアロケータのスケ
ーラビリティを示す．x 軸はスレッド数，y 軸はスレッド数 1 の場合の処理に対する速度向上率（スケ
ーラビリティ）である．なお，付録 A-2 に詳細な値を示す．どのメモリアロケータもスレッド数 8 までは
ある程度のスケーラビリティを達成しているが，それ以降ではスケーラビリティの向上が課題である
ことがわかる．提案手法である MCMalloc は最も高いスケーラビリティを示し，JEmalloc は次に良い
結果である． 
  
図 6-1 各メモリアロケータのスケーラビリティ 
6.3.1.2 CPU 使用率に関する実験結果・考察 
6.3.1.1 において，提案手法の MCMalloc に続いて，JEmalloc の結果が良かったため，この 2 種
類のメモリアロケータを詳しく比較する．実験の処理全体の CPU 使用率に関するグラフを図 6-2 に
示す．図 6-2 においてマシン内のコア全部の使用率を平均した結果を CPU 使用率としている．緑，
赤，灰色で塗りつぶされた領域はそれぞれ，ユーザ空間，カーネル空間，アイドル状態での CPU
消費を示す． 
図 6-2 より，CPU 使用率について実験結果を考察する．MCMalloc は JEmalloc と比較して，実
験対象の主要部分のループフェーズでは 4.72 倍の高速化を達成した．また，参考として，OS 標準
のメモリアロケータである glibc malloc に対しては 16.2 倍高速化している． 
ループフェーズの計算処理に要する時間について考察する．ループフェーズの 1 回目では，
MCMalloc のユーザ空間での CPU 消費時間の割合は約 40〜60%であるが，JEmalloc は約 30%
である．これは Batch Malloc によって，カーネル空間での処理が抑制され，実行空間の移動が抑
制されたためであると考えられる．ループフェーズの 2 回目以降では，MCMalloc のユーザ空間で
の CPU 消費時間の割合は約 95%であり，JEmalloc では約 30%であることから，MCMalloc の方が
アプリケーション自体の処理に CPU を使用していることがわかる．また，MCMalloc のカーネル空




































Pseudo Free によって，カーネル空間での処理が抑制されていると考えられる． 
次に，ループフェーズの計算結果のメモリを解放する処理時間について考察する．MCMalloc
はグラフからは正確に読み取ることはできないが，約 0.2 秒以下であり，JEmalloc は緑色のユーザ
空間での実行を示す領域の谷の部分に該当し，約 3 秒である．これは free(3)の処理に秒単位の
時間を要していることを示し，いわゆる 3s pause problem [5]と呼ばれる問題である．この問題は，ガ
ベージコレクションにおいて起こり得る一時停止問題[19]と同様な現象であるが，MCMalloc は
Pseudo Free によってこの問題を解決している． 
 
 
図 6-2 MCMalloc と JEmalloc の CPU 使用率(スレッド数=72) 
6.3.1.3 メモリ使用量に関する実験結果・考察 
6.3.1.1 において，提案手法の MCMalloc に続いて，JEmalloc の結果が良かったため，この 2 種
類のメモリアロケータを詳しく比較する．メモリ使用量に関するグラフを図 6-3 に示す．図 6-3 の
VIRT と RES はそれぞれのプロセスの仮想メモリと物理メモリの使用量を表す． 
図 6-3 より，メモリ使用量について考察する．MCMalloc は JEmalloc と比較して，最大メモリ使用
量は仮想メモリ，物理メモリともに 3%程の増加にもかかわらず，4.72 倍の高速化を達成している．


























































の回数と，ページフォルトの回数は first touch の回数と相関がある．また，Fine-grained Data-locking 
with Double Linked Array List，Batch Malloc，Pseudo Free によって，それぞれ futex(2), mmap(2), 
munmap(2)とページフォルトの回数を削減したと考えられる．また，これらのシステムコールの回数
の削減により，コンテキストスイッチの回数も削減したと考えられる． 












glibc malloc [13] 30.7 33.6 33.6  245.7 486.5 
TCMalloc 2.0 [2] 83.4 51.7 51.4  116.1 473.1 
TCMalloc 2.5 [2] 86.4 95.4 94.8 1865.6 762.2 
JEmalloc [1] 14.5 12.9 12.8 1383.4  20.0 
MCMalloc(提案手法) 10.0 3.9 3.8    4.8  8.8 
6.3.1.5 各提案手法の貢献度に関する実験結果・考察  
提案手法の組み合わせ方による各手法の貢献度に関して図 6-4 を用いて考察する．図 6-4 の
点線はループフェーズの 1 回目の処理時間を，実践は平均処理時間を示す．なお，付録 A-3 に
図 6-4 の詳細な値を示す．また，表 6-7 にベースラインとなる JEmalloc との処理時間の比較結果を
示す． 
図 6-4 より，Pseudo Free を適用しない提案手法は 1 回目の処理時間と平均処理時間の差がな
い．その理由は Pseudo Free は毎回物理メモリを解放するため，1 回目と 2 回目以降の処理を行う
状況に差が生じないためである．一方，Pseudo Free を適用している他の場合では，平均処理時間
は 1 回目の処理時間よりも高速である．また，1 回目の処理においては，Batch Malloc や Fine-
grained Data-locking with Double Linked Array List を適用しないと，約 15 秒の時間を余計に要す
る．一方，2 回目以降の処理においては，差異が見られない． 
表 6-7 より，提案した 3 手法を組み合わせた MCMalloc は各スレッド数において，1 回目の処理
時間と平均処理時間ともに JEmalloc よりも高速である．一方，Pseudo Free を適用しない，すなわち
Batch Malloc と Fine-grained Data-locking with Double Linked Array List のみを適用した場合，
JEmalloc よりも平均処理時間が遅くなっている．この理由は，MCMalloc は Pseudo Free を適用す
                                                        
18 パフォーマンスカウンタの統計値を取得するコマンドである． 





はないため，単純に Pseudo Free を適用しない場合，少しずつメモリリークが発生してしまうからであ
ると考えられる．また，1 回目の処理，2 回目以降の処理を問わず，MCMalloc w/o Batch Malloc，
MCMalloc w/o Arrays，MCMalloc w/o Pseudo Free の順に，処理速度が低下している．したがって，
提案した 3 手法の貢献度の大小は明らかである． 
結果をまとめると，Batch Malloc と Fine-grained Data-locking with Double Linked Array List は 1
回目の処理，Pseudo Free は毎回の処理の高速化に貢献している．さらに，その貢献度を大きい順
に並べると Pseudo Free，Fine-grained Data-locking with Double Linked Array List，Batch Malloc と
なる． 
 
図 6-4 提案手法の組み合わせ方による各手法の貢献度 




1 2 4 8 16 24 32 40 48 56 64 72 
MCMalloc （1 回目） 123 130 139 148 159 182 210 217 231 226 217 199 
MCMalloc w/o Batch Malloc（1 回目） 108 114 118 117 78 74 86 77 71 70 75 75 
MCMalloc w/o Pseudo Free（1 回目） 79 77 72 63 48 45 43 37 36 31 30 28 
MCMalloc w/o Arrays（1 回目） 106 113 102 98 62 65 66 64 60 64 64 66 
MCMalloc（平均） 131 146 155 166 185 234 306 335 381 409 440 472 
MCMalloc w/o Batch Malloc（平均） 132 143 152 161 171 209 271 284 308 326 357 393 
MCMalloc w/o Pseudo Free（平均） 76 71 64 54 39 36 35 32 32 31 30 31 


























MCMalloc w/o Batch Malloc(1st)
MCMalloc w/o Pseudo Free(1st)
MCMalloc w/o Arrays(1st)
MCMalloc(ave.)
MCMalloc w/o Batch Malloc(ave.)
MCMalloc w/o Pseudo Free(ave.)
MCMalloc w/o Arrays (ave.)
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6.3.2 malloc(3) アプリケーション 
6.3.1 と同じ種類のメモリアロケータとの比較実験の結果を図 6-5 に示す．なお，付録 A-4 に図 6-
5 の詳細な値を示す．ラージメモリチャンク確保の割合が高いほど malloc-intensive なアプリケーシ
ョンとなる．すべてのメモリアロケータはラージメモリチャンク確保の割合とその処理時間が比例して




図 6-5 ラージメモリチャンク確保の割合ごとの処理時間（72 スレッド） 
6.3.3 C++ STL std::map アプリケーション 
6.3.1 と同じ種類のメモリアロケータとの比較実験の結果を図 6-6 に示す．なお，付録 A-5 に図 6-
6 の詳細な値を示す．std::map への新規挿入率が高いほど malloc-intensive なアプリケーションと
なる．特に，glibc malloc は新規挿入率と処理時間が比例して上昇しているが，他のメモリアロケー






























図 6-6 std::map への新規挿入率ごとの処理時間（72 スレッド） 
6.3.4 まとめ 
3 種類のアプリケーションの実験結果をまとめる．提案手法である MCMalloc は malloc-intensive
なアプリケーションであるほど高速化を達成することができ，そうでないアプリケーションに対しては，
既存のメモリアロケータと同等の速度である．また，MCMalloc で用いた 3 手法について，Batch 






























ケーションを高速に動作させるメモリアロケータである MCMalloc を提案した．これは 1) Batch 
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付録 A： 実験結果の詳細データ 
図 3-1 の秒間 malloc(3)呼び出し回数と 1 回あたりの処理時間の詳細な実験結果を表 A-1 に示
す． 




秒間 malloc(3)呼び出し回数（左）・1 回あたりの処理時間[us]（右） 
4KB 16KB 64KB 256KB 1MB 2MB 
100,000 714 107 712 110 709 115 708 118 696 141 684 167 
75,000 946 86 941 92 943 89 937 96 920 116 899 142 
50,000 1,405 65 1,399 68 1,399 68 1,400 67 1,348 95 1,303 121 
40,000 1,764 49 1,746 55 1,743 56 1,731 60 1,665 83 1,590 111 
30,000 2,317 43 2,302 46 2,289 49 2,264 54 2,156 76 2,048 100 
25,000 2,776 37 2,741 41 2,726 43 2,686 49 2,533 71 2,382 96 
22,500 3,080 34 3,036 38 3,015 41 2,959 47 2,755 72 2,588 95 
20,000 3,443 32 3,410 34 3,361 39 3,287 45 3,050 69 2,846 93 
17,500 3,897 30 3,841 34 3,790 37 3,714 43 3,422 66 3,099 96 
15,000 4,349 36 4,399 33 4,353 36 4,234 42 3,836 67 3,490 92 
12,500 5,106 34 5,192 31 5,070 36 4,962 40 4,355 68 3,734 106 
10,000 6,557 23 6,321 29 6,068 35 5,818 43 4,963 72 3,324 171 
9,000 7,362 19 7,020 26 6,626 34 6,408 40 4,868 89 3,210 195 
8,000 8,004 21 7,543 29 7,142 37 6,956 40 5,013 96 3,108 218 
7,500 8,411 22 7,864 30 7,377 39 6,980 46 4,958 105 3,199 216 
5,000 11,557 22 10,698 29 9,869 37 9,062 46 4,140 177 3,129 255 
2,500 18,297 22 16,608 28 15,652 32 10,746 61 3,985 219 3,054 295 
1,000 25,945 26 25,622 26 24,000 29 7,704 117 3,744 254 2,962 325 
100 39,669 24 24,242 40 10,147 97 4,974 200 3,262 305 3,177 313 
75 42,478 23 24,040 41 8,977 110 3,778 264 3,308 301 3,153 316 
50 41,261 24 23,076 43 9,022 110 4,010 249 2,490 401 2,925 341 
10 43,114 23 23,645 42 8,971 111 3,525 283 2,583 387 2,996 334 
5 44,037 23 23,188 43 9,011 111 3,559 281 2,483 403 2,930 341 





図 6-1 の各メモリアロケータのスケーラビリティの詳細な実験結果を表 A-2 に示す． 
表 A-2 各メモリアロケータのスケーラビリティ  
メモリアロケータ 
スレッド数 
1 2 4 8 16 24 32 40 48 56 64 72 
glibc malloc [13] 1.0 2.1 3.9 5.2 5.1 4.0 3.7 2.8 3.0 2.6 3.2 2.5 
TCMalloc 2.0 [2] 1.0 2.0 3.8 6.4 8.3 10.5 12.0 6.9 5.7 4.7 2.8 2.6 
TCMalloc 2.5 [2] 1.0 1.9 3.5 5.5 4.9 5.2 6.9 6.9 6.7 6.4 5.0 3.9 
JEmalloc [1] 1.0 1.9 3.7 7.0 11.9 13.3 13.0 14.5 14.5 14.9 15.0 14.8 
MCMalloc (提案手法) 1.0 2.0 3.8 7.3 13.7 20.0 26.2 31.8 36.7 41.5 45.2 45.9 
 
図 6-4 の提案手法の組み合わせ方による各手法の貢献度の詳細な実験結果を表 A-3 に示す． 




1 2 4 8 16 24 32 40 48 56 64 72 
MCMalloc 
（1 回目） 
209.725 106.657 54.185 27.907 15.464 11.781 10.331 9.179 8.685 8.679 9.176 10.657 
MCMalloc w/o Batch Malloc
（1 回目） 
238.693 121.02 63.922 35.13 31.251 28.98 25.075 25.816 28.112 27.924 26.575 28.118 
MCMalloc w/o Pseudo Free
（1 回目） 
326.992 179.912 103.434 65.022 50.396 47.736 50.265 53.143 55.298 62.021 65.65 73.918 
MCMalloc w/o Arrays 
（1 回目） 
242.381 122.737 73.858 42.094 39.278 32.879 32.786 31.082 33.236 30.507 31.011 31.876 
MCMalloc 
（平均） 
197.488 94.446 48.617 24.86 13.259 9.156 7.098 5.95 5.277 4.801 4.538 4.515 
MCMalloc w/o Batch Malloc
（平均） 
195.121 96.52 49.488 25.59 14.341 10.262 8.017 7.01 6.515 6.028 5.59 5.419 
MCMalloc w/o Pseudo Free
（平均） 
336.884 193.47 116.231 75.833 62.537 58.206 60.722 61.815 61.155 63.208 64.565 67.128 
MCMalloc w/o Arrays 
（平均） 






図 6-5 のラージメモリチャンク確保の割合ごとの処理時間（72 スレッド）の詳細な実験結果を表
A-3 に示す． 




0 10 20 30 40 50 60 70 80 90 100 
glibc malloc [13] 14.935 58.069 94.692 123.105 147.855 175.008 192.725 218.271 244.521 254.193 274.920 
JEmalloc [1] 1.492 14.253 15.657 23.818 31.137 38.320 47.663 54.854 62.404 68.782 76.276 
TCMalloc 2.0 [2] 1.388 9.317 17.102 26.815 22.370 26.902 38.985 43.737 56.774 64.103 67.746 
TCMalloc 2.5 [2] 2.658 13.923 23.907 34.420 44.673 56.831 65.651 106.607 111.336 121.288 133.438 
MCMalloc (提案手法) 0.665 4.243 7.865 10.075 13.198 16.946 19.561 25.405 33.325 28.796 42.603 
 
図 6-6 の std::map への新規挿入率ごとの処理時間（72 スレッド）の詳細な実験結果を表 A-3 に
示す． 




0 10 20 30 40 50 60 70 80 90 100 
glibc malloc [13] 10.165 53.528 84.104 116.500 144.772 170.279 197.994 222.388 244.859 268.962 291.265 
JEmalloc [1] 6.582 11.298 12.463 12.408 12.211 11.644 10.385 9.315 7.992 8.761 8.865 
TCMalloc 2.0 [2] 6.391 11.262 13.611 15.012 14.749 14.717 13.531 14.902 17.167 21.230 25.432 
TCMalloc 2.5 [2] 6.161 14.695 20.272 25.716 30.909 36.179 40.044 46.964 53.626 63.797 74.525 







付録 B： 本研究で用いたソースコード 
本研究で用いたソースコードを添付の DVD に収録し，ファイルの詳細は README.md に記した． 
