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Abstract
Recent work in image captioning and scene-segmentation has shown
significant results in the context of scene-understanding. However,
most of these developments have not been extrapolated to research
areas such as robotics. In this work we review the current state-of-
the-art models, datasets and metrics in image captioning and scene-
segmentation. We introduce an anomaly detection dataset for the pur-
pose of robotic applications, and we present a deep learning architec-
ture that describes and classifies anomalous situations. We report a
METEOR score of 16.2 and a classification accuracy of 97 %.
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1 Introduction
During the last five years the current number of robots used in industrial
and service applications has increased by more than 25% [1]. Domestic and
social robots are currently being employed in a wide range of applications
such as, nurse assistants, warehouse patrols, household services and personal
intelligent assistants. Therefore, modern robot applications require a high-
level of human interaction along with the ability to interact in a set of very
diverse circumstances; these requirements have led to an extensive amount
of research on human-robot interaction, and general-purpose artificial intel-
ligence [42]. Unfortunately, the current robot generation is unable to attend
these demands since in most applications the robot’s intelligence is devel-
oped for a very limited scope. We argue that in order to create the next
successful generation of robot applications, it is important to investigate fur-
ther on algorithms that widen the robot’s ability to interact humanly and to
understand human behaviour in more general situations. Making a machine
understand and communicate using natural language is one of the hardest
open problems in artificial intelligence (AI). However, a recently developed
set of feature learning algorithms has been able to overcome long lasting
problems in AI and machine learning (ML). These algorithms are called
deep learning algorithms, and they have been successfully applied to the
problem of understanding a scene; either through scene-segmentation or im-
age captioning. Therefore, the research herein focuses on investigating the
state-of-the-art algorithms for scene-understanding, while pondering their
further development for robotic platforms. For this latter task, we propose
a potential robot functionality, in which the agent has to classify and de-
scribe anomalous situations. Thus, our main objectives can be summarized
as: create a comprehensible review and evaluation of the state-of-the-art
algorithms for scene understanding, and ultimately, generate a new robot
ability in the context of anomaly detection, such that it communicates po-
tentially dangerous situations using natural language, a constrained amount
of sensor data; and most importantly, by not relying on in any predefined
hand-crafted model.
This work is divided into three sections: the first section contains the
theoretical background and it consist of three parts, the first part gives an
overall review on artificial neural networks and introduces the reader to
the notation used in subsequent sections. The next part gives a rigorous
description of convolutional neural networks (CNNs) since they form the
basis of scene-understanding algorithms. The final part of this section re-
views recurrent neural networks (RNNs); more specifically long short-term
memory networks (LSTMs). The second section contains the review of the
state-of-the art algorithms in scene understanding; more specifically, image
captioning and image segmentation. Finally, the last section describes our
neural network architecture used for captioning anomalous images, along
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with the dataset created for this purpose, and the hardware and software
considerations made to include our model in robot platforms.
2 Artificial neural networks
Artificial neural networks (ANNs) are biologically inspired architectures for
approximating real-valued functions [34]. The main idea behind ANNs is
that there exists connections between single-processing units that we call
neurons; these connections are often referred to as weights and are essentially
the free parameters of the model. Then, the output of a single neuron is non-
linear scalar function applied to a linear combination of the incoming inputs
to the neuron. This output can be later used by another set of neurons as
its input. There exist many ANN architectures that account for different
ways in which the connections between neurons are imposed; however, on
this section we will only refers to feed-forward neural networks.
In order to approximate a function the weights if the ANN are changed
by an optimization algorithm which minimizes the error between a target
function and the function which is calculated by the ANN. One of the most
used optimization algorithms is stochastic gradient descent (SGD) [34]. SGD
has proven to be superior for ANNs since the cost function to minimize is
usually a high-dimensional manifold, with a high number of local minima
and saddle points [4]; consequently, calculating an approximated gradient
often aids to escape these critical points [34].
2.1 Multi-layer perceptron architecture
One of the most successful ANN architectures for supervised learning is
the multi-layer perceptron (MLP) [34]. The MLP is a feed-forward ANN,
and its architecture consists of an input layer, one or several hidden layers
and one output layer. The input layer is often a vector of features, and the
output layer gives the approximated target values calculated by the network
for a given input. Each of the hidden layers and the output layer, consists
of several units called perceptrons; also named neurons. Each neuron in
these layers is connected to several input values from previous layers, and
it outputs a single value which is connected to neurons in the next layer.
In a typical MLP architecture, a single neuron is connected too all values
from the previous layer, and it sends its output to all neurons in the next
layer; therefore, this architecture is also called fully connected network, or
dense network. An MLP architecture with one hidden layer can be observed
in figure 1. We will later see that restricting the network connections; and
consequently having less parameters, will lead to a better performance on
more specialized input values, such as images or time series [4]; however,
for the remaining parts of this section, we will only describe fully-connected
networks.
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Figure 1: [21] MLP architecture
The operation made on each neuron consists on multiplying each input
value from previous layers with a corresponding weight, summing up all
of these values, and finally applying a non-linear differentiable function to
this sum. Some of the most typical non-linear activation functions used in
MLPs can be observed in figure 2. This non-linear differentiable function σ
would remain undefined since it is chosen based on the application at hand;
however, one of the most common functions used for σ is the point-wise
sigmoid function
σ(x) =
1
1 + exp−x
(1)
Figure 2: [21] Typical activation functions used in ANNs
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Another common function used in modern architectures, is the point-
wise rectified linear unit (ReLU) function.
Figure 3: [4] ReLU activation function.
Even though this function is not differentiable at zero, it has proven
in practice that this does not hurt the optimization algorithm, it promotes
sparsity in the model, and that it has achieved better performance on several
datasets when compared with other activation functions [20]. The ReLU
equation can be observed below, as well as the plot of the function in figure
3
σ(x) = max(0, x) (2)
We will now define all the architecture values and connections more
precisely. We refer to the input values of each neuron in layer l as xl−1i , note
that the input values come from neurons in the previous layer; therefore, we
refer to them as being in the layer l−1. Also, the index i runs for each neuron
in that previous layer. The weights for each neuron j in layer l connected
to the neuron i in the layer l − 1 is defined as wlji. Note that the weights
are taken as being defined in the current layer l. The multiplication and
then sum of the input values and its corresponding weights will be defined
as netlj
netlj =
∑
i
wljix
l−1
i (3)
Finally, we will refer to the output of each neuron j in layer l as zlj .
Therefore, every neuron j in the hidden layer l will perform the following
operation:
zlj(w
l
ji) ≡ σ
l
j(net
l
j(w
l
ji)) = σ
l
j(
∑
i
wljix
l−1
i ) (4)
One important remark is that the neuron also contain a bias term. This
bias can be considered as a weight that does not depend on previous input
9
values; therefore, it can be naturally included in every weights first param-
eter, by defining that its corresponding input value will always be equal to
one.
If we consider a MLP architecture of a single hidden layer, the network
output would have following form
z3j = σ
3
j (net
3
j ) (5)
Here the layer 3 correspond to the output layer, and consequently layer
2 is the hidden layer and layer 1 the input layer. Substituting the value of
net3j into the equation above, we obtain the following result
z3j = σ
3
j (
∑
i
w3jix
2
i ) (6)
From the equation above we can observe that the input values x2i are
actually the output values of that same layer z2i ; therefore, we will then have
the following
z3j = σ
3
j (
∑
i
w3jiz
2
i ) (7)
Substituting the output values of the hidden layer
z3j = σ
3
j (
∑
i
w3jiσ
2
i (
∑
m
w2imx
1
m)) (8)
Here the values x1m correspond the actual input values that come from
the feature vector, and the values z3j would be the output vector of the
whole network. This last equation describes what we call forward propaga-
tion, since we propagate the values from the feature vector sequentially in
the network until we reach the output layer. Two final remarks should be
considered: first, we can generalize the network by including more hidden
layers. This is easily done by substituting again the input values xlm, for the
output values of the previous layer zli, and continue substituting accordingly
with its already defined operations. The second remark is that the output
of the network has solely the weights as its free parameters. This weights
are typically represented as knobs that can be turned to change the model’s
output. Therefore, the learning task consists of finding the set of weights
that better approximate the target function, this step will be addressed on
the next section.
2.2 Back-propagation algorithm for MLP
On the previous section we derived the forward propagation of a MLP archi-
tecture. This architecture has as free parameters a set of weights in every
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layer. Now we will consider a solution to the problem of finding a set of
weights that better approximate the target function. If we consider a super-
vised learning problem, we have a set of d input and target values, which we
will denote as {(x11, t1), ..., (x
1
d, td)} respectively. Naturally, the input values
correspond to the input layer and take the superscripts of the first layer.
Since we are considering a supervised learning problem, we should define
a cost function that measures the error between the output of our network
zLk and the target values (ground-truth values) tk. A natural option is a
variant of the mean squared error (MSE). Other cost functions are used de-
pending on the application at hand; for example, a categorical cross-entropy
is often used in classification problems. For the rest of this section we will
continue to use the following MSE variant as the cost function; however, any
generalization of the back-propagation algorithm can be easily obtained by
substituting this cost function and its further derivatives.
Similarly to Mitchell [34] We define our cost function as
C =
1
2
∑
k∈outputs
(tk − z
L
k )
2 (9)
We would like to numerically minimize this equation with respect to
all its weights. In other words we would like to minimize the error that
we associated to the training examples with respect to all its independent
variables. One of the most successful algorithms for ANNs for doing so,
is the stochastic gradient descent (SGD) algorithm [34]. SGD takes the
predictions of a single or multiple training examples, computes the cost
function, calculates the gradient of this cost with respect to its weights and
updates the weights using the following first order approximation [34]
wlji ← w
l
ji +∆w
l
ji (10)
In more detail, we update the previous weight with the term ∆wlji, which
corresponds to an approximated direction of the steepest descent. We know
that the steepest descent is obtained by calculating the negative gradient of
the function; however, it is common practice to reduce the step taken, by
multiplying the gradient with learning factor η.
∆wlji = −η∇wlji
C(wji) (11)
Therefore, our task gets reduced to calculating the gradient with respect
to all the weights wlji in all the layers l. The SGD algorithm is able escape
poor local minima, and has proven to converge to a good local minimum in
many practical applications [34]. It is important to understand that we often
don’t wish to converge to the global minimum, since the global minimum is
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likely to represent an over-fitted function of our specific training dataset [4].
We will start computing the gradient of the last layer weights wLji. Note
that we could have started at any layer, but going from the last one to the
first one would prove to be efficient when calculating the derivatives. This
efficiency is the main idea behind the back-propagation algorithm. The cost
function dependency with respect to the set of weights in its last layer,
can be written explicitly by composing the already defined functions of the
network
C(wLji) = C(z
L
j (σ
L
j (net
L
j (w
L
ji)))) (12)
Now if we would like to calculate the gradient of the cost function with
respect to these weights, we would simply apply the chain-rule to C(wLji).
∇wLji
C(wLji) =
∂C
∂zLj
∂zLj
∂σLj
∂σLj
∂netLj
∂netLj
∂wLji
(13)
By calculating the first partial derivative, we obtain the following equa-
tion
∂C
∂zLj
=
∂
∂zLj
1
2
∑
k∈outputs
(tk − z
L
k )
2 (14)
Looking closely at the equation above, we do not have to expand the sum
for every index j since all except one of those k values will be the actual
variable for which we are taking the derivative of. More specifically, we can
drop all indices for which j 6= k since for all these cases, the derivative will
be zero. Consequently, all the values left are those where j = k.
∂C
∂zLj
=
∂
∂zLj
1
2
∑
j
(tj − z
L
j )
2 = −(tj − z
L
j ) (15)
The second partial derivative is equal to one since the function zLj = σ
L
j .
In a MLP architecture the zLj takes this trivial form, and one can think of
it as naming differently the output of the activation function and the actual
output of that layer.
The next partial derivative corresponds to the derivative of the activa-
tion function. Since this function definition depends on the corresponding
application, we will define its derivative implicitly as:
∂σLj
∂netLj
=
∂
∂netLj
σLj (net
L
j ) = σ
′L
j (16)
The last partial derivative gives us:
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∂netLj
∂wLij
=
∂
∂wLij
∑
i
wLjix
L−1
i = x
L−1
i (17)
Therefore the gradient of the cost function with respect to the last set
of weights is equal to
∇wLji
C = −(tj − z
L
j )σ
′L
j x
L−1
i (18)
Until now, the gradient was only derived with respect to the weights of
the last layer; however, in order to optimize the weights of previous layers
we would have to calculate the gradient with respect to these previous sets
of weights. By previous we mean weights in layers L − 1, L − 2, ..., 1. To
do so, we will follow the same procedure and start by defining explicitly the
dependency of cost function with respect to this previous set of weights. We
will see that in order to calculate this gradient, we can use the previously
calculated derivatives; therefore, making the computation more efficient.
This result eventually leads us to a recurrence relation that lets us calculate
the derivative of any set of weights at any layer by only using an error
associated to its upper layer [34].
The cost function dependency on the weights of a previous layer can be
written as
C(wL−1im ) = C(z
L
j (σ
L
j (net
L
j (z
L−1
i (σ
L−1
i (net
L−1
i (w
L−1
im ))))) (19)
The explicit output of this network would then be:
C(wL−1im ) =
1
2
∑
j
(tj − z
L
j (σ
L
j (
∑
i
wLjiσ
L−1
i (
∑
m
wL−1im x
L−2
m )))))
2 (20)
Then the gradient with respect to the weights wL−1im would have the
following form
∇
wL−1im
C(wL−1im ) =
∂C
∂zLj
∂zLj
∂σLj
∂σLj
∂netLj
∂netLj
∂zL−1i
∂zL−1i
∂σL−1i
∂σL−1i
∂netL−1i
∂netL−1i
∂wL−1im
(21)
We can observe that the first three partial derivatives were already cal-
culated when calculating the gradient for the weights wLji. We can also
conclude that if we want to optimize the weights on previous layers we will
always have to calculate this first three derivatives; therefore, it is conve-
nient to define them as the error associated with each neuron j on the last
layer L [34].
δLj =
∂C
∂zLj
∂zLj
∂σLj
∂σLj
∂netLj
= −(tj − z
L
j )σ
′L
j (22)
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We continue by calculating the fourth partial derivative
∂netLj
∂zLi
=
∂
∂zLi
∑
i
wLjiz
L
i = w
L
ji (23)
If we stop to think how the gradient is forming with these first four
partial derivatives, we can observe that the gradient; and consequently the
error that will get added to each weight, is the multiplication of the error
associated to each output neuron (δLj ) times the weight that connects that
neuron j to the previous unit i. This is shown on the figure 4
Figure 4: [23] Partial formation of the associated error given to a neuron
The last three derivatives are easily calculated and will result again on:
a one, the derivative of the activation function, and the set of input values
xmi correspondingly. Putting together all the partial derivatives, we have
the following equation for the gradient
∇
wL−1im
C = (
∑
j
δLj wji)σ
′L−1
i x
L−2
m (24)
Now we are in position to generalize our results and calculate the gra-
dient in respect to any set of weights at any layer, only by taking into
consideration that the composition of functions continues as defined for a
typical MLP architecture. Therefore, it would be convenient to also define
an error to the hidden neurons. This error is different compared to the error
of the output neurons δLj , since the partial derivatives are also different. We
then proceed to define δL−1i as the error associated to the neurons located
in the hidden layer:
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δL−1i = (
∑
j
δLj w
L
ji)σ
′L−1
i (25)
We can generalize these results for all previous layers, by repeating this
process and associating an error to each neuron similar to the one defined
for the neurons i in the layer L − 1 (δL−1i ) but now running on any layer l
behind the output layer.
δl−1m = (
∑
n
δlnw
l
nm)σ
′l−1[23] (26)
Notice that we also dropped the summation index m on the σ′l−1, since
typical MLPs consider applying the same activation function for every neu-
ron on the same layer; consequently, also its derivative is the same for every
element m. Finally, the equation above can also be defined more gener-
ally by not providing the explicit calculation of the partial derivatives, but
assuming some composition of functions between hidden layers:
δl−1m =
∑
n
δln
∂netlj
∂netl−1i
(27)
Using the equations above, we can now calculate the complete gradient
for any set of weights by calculating the neurons error times its input values
of the layer below (its last partial derivative). We can repeat this process,
and calculate each neuron’s update until the input layer. This holds true,
since the network architecture before the output layer is constituted of the
same composition of functions as described for the error δL−1i . This proce-
dure of calculating efficiently the gradient of the cost function by starting
from the last layer L weights, and then calculating for each layer behind it,
is what we call the back-propagation algorithm [4].
3 Convolutional neural networks
Convolutional neural networks (CNNs/ConvNets) are artificial neural net-
works, that impose constraints on the weights in order to account for a more
specialized input data [4]. These constraints lead to a convolution opera-
tion instead of the usual matrix multiplication used before the activation
function. They are specialized to process data that has a grid-like topology,
such as images or time-series. In a very general form, a CNN would receive
this grid-like input data, and its task would be to learn a set of weights that
get convolved in order to produce an output that contains a set of salient
features. For example, if we take as input an image, the task of a CNN
would be to learn kernel weights, in order to obtain features; such as, edges,
circles, and eventually more abstract shapes.
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As described in [49] [4] CNNs have four key ideas: local connectivity,
parameter sharing, equivariant representation and the use of a hierarchical
representation. By local connectivity we mean that the input of each neu-
ron comes from a neighborhood of spatially located values; consequently,
giving importance only to local connections. Parameter sharing; or sparse
weights, means that the number of parameters that need to be stored is
small in comparison to the input space. This property is also called tied
weights, since each kernel is used at every position of the input; therefore,
instead of learning a set of parameters for every location, they learn one set
for all locations. This property translates in the case of CNNs applied to
image processing, as being able to detect salient features using only tens of
weight values in the kernels, while having input images of millions of pixels.
Local connectivity and parameter sharing causes a layer to be equivariant
to translations; therefore translations on the input data also give a trans-
lated output. Finally, the use of several convolutional layers with non-linear
activations makes CNNs a deep learning method, since it builds abstract
representations of the data from raw input values, in a hierachical manner.
One important remark about CNNs is that they are not invariant to
transformations, such as translation, rotations, change of scale, or more
generally to affine transformations. Consequently, other types of mecha-
nisms are needed in order to handle such transformations and invariances of
the input space. [25]
CNN-based models hold the sate-of-the-art performance in several com-
puter vision tasks, such as image classification [30][44], image-segmentation
[33][50], object detection [18][39], and image captioning [46] [27][48][31][28][15].
CNNs-based vision systems are currently being used by the major techno-
logical companies such as, Google, IBM, Microsoft, Facebook, Twitter and
Adobe. This success is attributed to the research on new activation func-
tions such as ReLUs [19], new regularization methods like dropout [41] and
the efficient use of GPUs, which allow us to train current models of 10-30
layers with million of weights 10-20x faster [9]
3.1 Convolution and cross-correlation
Since the convolutional operation represents a fundamental operation in
CNNs, it’s important to have an intuition behind it. Thus, we will briefly
expose several properties of the convolutional operation, and the closely
related cross-correlation operation. However, none of the results presented
here are theoretically rigorous, and we constrain our results to only show
those that are relevant for the construction of CNN architectures. Further
details on convolutions can be obtained from more specialized literature on
functional analysis.
Following [5], we define convolution and cross-correlation correspond-
ingly as:
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(K ∗ I)(t) ≡
∫
∞
−∞
K(τ)I(t− τ)dτ (28)
(K ⊛ I)(t) ≡
∫
∞
−∞
K∗(τ)I(t+ τ)dτ (29)
One algebraic distinction between these two operations is that the con-
volution operation holds commutativity and associativity, while the cross-
correlation does not [5]. This distinction does not seem to be relevant for
the implementation of CNNs [4]; therefore, the CNN research community
and most machine learning libraries, often call both operations a convolu-
tion, and perform either of these in their architectures. An example of this
naming convention can be better understood by looking at the API docu-
mentation in theano, in which theano.tensor.nnet.conv2d function takes as
argument the filter flip flag, which results in using the same function name
for both the correlation and the convolution operations.
In order to gain intuition about the convolution operation used in CNNs,
we will begin by giving an example of a discrete one-dimensional cross-
correlation, followed by an example of discrete one-dimensional convolution.
We will observe that one can think of a convolution on real-valued functions,
as a cross-correlation with a flipped kernel.
As in [24] we define the discrete 1D correlation as:
(K ⊛ I)(i) ≡
N∑
n=−N
K(n)I(i+ n) (30)
This definition takes into consideration that the arguments of the kernel
function K begin with negative integers, while the arguments of the function
I start from 0 and end at m. Any argument taken below or above the original
dimensions of I would have to be defined.
In the specific case in which K is a three dimensional real-valued vec-
tor, then by the definition given, the arguments of K must be {−1, 0, 1};
this means that K(−1),K(0) and K(1) are the components of the vector
K which hold real-valued numbers. Now we consider I as a m-dimensional
vector where every component could be interpreted as the value of a time
series at every time step. As mentioned before, in order to be consistent
with the definition, the arguments i of the vector I start at 0 and end at m.
Taking into account all these considerations, we can now apply the corre-
lation operator by running the indices n = {−1, 0, 1} and i = {0, 1, ...,m}.
This gives us the following equations:
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Figure 5: [24] Example of a discrete 1D cross-correlation.
(K ⊛ I)(0) = K(−1) ∗ I(−1) +K(0) ∗ I(0) +K(1) ∗ I(1)
(K ⊛ I)(1) = K(−1) ∗ I(0) +K(0) ∗ I(1) +K(1) ∗ I(2)
...
(K ⊛ I)(m) = K(−1) ∗ I(m− 1) +K(0) ∗ I(m) +K(1) ∗ I(m+ 1)
(31)
We observe that we have not defined the value of I(−1) in the first
equation and the value of I(m + 1) in the last equation. Often in discrete
convolutions and cross-correlations this values are taken as zeros, this pro-
cess is called zero-padding. We can also define for any outside value of I,
the value of its closest border, e.g. I(−1) = I(0) and I(m + 1) = I(m).
Note that we can also run the indices i from 1 to m-1; therefore, alleviating
us from defining any values outside of I; however, by doing this we would
have an output vector which would be smaller than I. When constructing
large CNNs, we often leave any dimensionality reduction to a set pooling
layers [4] [16], which will be later described in detail. Finally, we could also
skip s indices in i; consequently, performing the convolution at every s step.
The parameter s is called stride number, and by defining it greater than
1, we would also obtain an output smaller than I. Typical CNNs take a
stride number of 1 or 2 [16]. Finally, we can observe that cross-correlation
performs at every component of I, a weighted sum of the nearby elements
of I, using as weights the values K(n) [24]. This operation is often used for
measuring similarity between functions [24].
Now we will observe how the convolution operation works for the same
parameters. From [4] a discrete 1D convolution is defined as
(K ∗ I)(i) ≡
N∑
n=−N
K(n)I(i− n) (32)
By using the same dimensions as in the cross-correlation example, and
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running the same indices, we obtain the following equations:
(K ∗ I)(0) = K(−1) ∗ I(1) +K(0) ∗ I(0) +K(1) ∗ I(−1)
(K ∗ I)(1) = K(−1) ∗ I(2) +K(0) ∗ I(1) +K(1) ∗ I(0)
...
(K ∗ I)(m) = K(−1) ∗ I(m+ 1) +K(0) ∗ I(m) +K(1) ∗ I(m− 1)
(33)
We can observe from these equations, that the multiplications between
the values of K and I are crossed when compared with the ones in the cross-
correlation. For example, by taking the second equation; (K ∗I)(1), the last
value of K; K(1), is multiplied by the first value of I; I(0), and the first
value of K; K(-1), is multiplied with the last value of I, I(2). Which is the
reverse order in which it was multiplied with a cross-correlation. Therefore,
if we flip the values of the kernel and perform a cross-correlation operation,
it would be same as performing a convolution [24]. Subsequently, one can
think of a convolution as a weighted sum of the nearby elements of I, us-
ing as weights the values of K(−n), making both operations identical if the
kernels are invariant to this flipping.
The 2D discrete convolution operation is homologous to the one-dimensional
case, as seen in the equation below. Also figure 6 shows the explicit calcula-
tion without flipping the values of the kernel, and figure 7 shows the actual
output of applying a convolution operation to an image.
(K ∗ I)(i, j) =
M∑
m=−M
N∑
n=−N
K(m,n)I(i−m, j − n) (34)
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Figure 6: [4] As mentioned before, the kernel usually has a much lower
dimension than the input.
Figure 7: From left to right, the input image, the kernel parameters
(weights), and the output after applying the 2d discrete convolutions.
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3.2 Architecture
In this section we describe each of the elements that compose a CNN archi-
tecture. Since most CNNs process its input sequentially; like a normal MLP
architecture, the composition of its elements are also considered to be layers
that work in a feed-forward manner. Hence, each layer takes the value of the
previous layer, modifies it accordingly to its defined operation, and outputs
what is going to be the input for the next layer.
The most typical layers used in a CNN are: convolutional, activation,
pooling, dropout and dense layers. We will explain all of them in detail, and
conclude with general considerations that one should take into consideration
while constructing CNN architectures.
3.2.1 Convolutional layer
So far we have understood how the convolution operation works on 1D and
2D discrete functions. Now we will explain how the convolution operation
is incorporated in a CNN architecture meant for image processing. A CNN
architecture for the purpose of image processing will be operating with a
4th-order tensor, in which the dimensions correspond to the batch number,
the depth (or activation volume, or number of kernels), the width and the
height. The batch number, holds a group of input examples and is used for
the optimization algorithm, i.e. stochastic gradient descent (SGD). We will
omit this dimension for now, and refer only to the other three.
A typical input to a CNN is an RGB image. An RGB image consists of
three stacked matrices, every matrix of dimension W1 × H1 holds discrete
pixel values between 0-255, and every matrix corresponds to one of the three
color channels. Therefore the input to our CNN could be represented by a
3-th order tensor of the form [3,W1,H1]. In a CNN the convolution is per-
formed by convolving every image channel with a sliced kernel that originally
has the same depth as the input tensor at that layer. In other words, for our
example of the input image, we will have one kernel of dimensions [3,F ,F ]
( F × F represents the kernel size and is a hyper-parameter also called re-
ceptive field), and for each i-th dimension in the input tensor [i,W1,H1], we
will perform a convolution using the kernel [i,F ,F ] with the input tensor.
Once we have calculated the output of all these three convolutions (three
2nd-order tensors), these tensors will get summed; as defined in a typical
matrix sum; therefore, resulting in an output of dimension [W2,H2]. Fi-
nally, we will sum to every element of this tensor a constant value called
bias. The output after performing all this operations is called feature map.
This whole operation has as an output a single feature map; however, we can
have multiple feature maps by repeating the same procedure using different
[3,F ,F ] dimensional kernels. The number of kernels used, and consequently
the number of feature maps wanted, is another hyper-parameter which we
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will denote by d (depth or activation volume). By taking into account all
hyper-parameters, the final output of a convolutional layer is a tensor with
the following dimensions [d,W2,H2].
The original width and height get modified to [W2,H2] according to the
hyper-parameters values: kernel size (F), zero-padding and stride number
(S). As give in [16] the equation that relates the output dimensions with the
hyper-parameters is
W2 =
(W1−F )
S
+ 1
H2 =
(H1−F )
S
+ 1
(35)
As we have explained before, we want like to transform our raw input
data by performing a set of transformations which work in a hierarchical or-
der. Therefore, we can have to extend our definition of a convolutional layer,
and instead of working only with the input values of dimensions [3,W1,H1]
we need to define them for any set of dimensions [d,W1,H1] in which the di-
mension of d could hold higher dimensional input data, or a set of d feature
maps outputted by a previous convolutional layer. This is done by defining
kernels of dimensions [d,F ,F ] for our input tensor of dimensions [d,W1,H1],
and performing the same operations. Therefore, for an input of the form
[d1,W1,H1] we will have a predefined number of kernels (d2 kernels) and each
of them will have a dimensions [d1,F ,F ]. Each kernel will perform a convo-
lution using its i-th dimension [i,F ,F ] with the i-th dimension in the input
tensor [i,W1,H1], then all d1 convolutions will get summed using normal
matrix summation. Finally we will sum to all the elements of the 2nd-order
tensor a constant value (the bias). By repeating this procedure for all d2
kernels we will have an output tensor of dimensions [d2,W2,H2]. Figure 8
explains visually our previous discussion on how convolutional layers operate
in CNNs.
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Figure 8: [16] An example of a CNN with three input dimensions, a single
zero padding frame, and two feature maps, kernel size 3 × 3 and stride
number of two.
As mentioned in the introduction, there are four ideas behind CNNs: lo-
cal connectivity, parameter sharing, equivariant representation and the use
of a hierarchical representation. We are now in a position to explain this
properties in detail, and also extend the terminology used for artificial neural
networks in the context CNNs. In order to explain these properties more we
will consider a concrete example of an input image of dimensions [3,32,32],
and define an architecture using a naive neural network approach. In this
case we can start by multiplying each of these 3072 input values with its
unique corresponding weight, then summing all multiplications (this is typ-
ically expressed as a dot product dot between an input vector of dimension
3072 and another weight vector of the same dimension), and finally applying
a non-linear function to the sum; this process can be repeated for a set of
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neurons in the given layer. However, one can make the assumption that
image features are more correlated between small neighborhoods of pixels;
a pixel in one corner may not be as highly correlated with a pixel in the
middle. Therefore, instead of processing the whole input space with each
neuron, we can divide it into several patches and process each patch with
a separate neuron. Using our example, this mean that a neuron only takes
a fraction of the 3072 input vector, e.g. a vector of spatially close values
of size 3x3, and that we can have a neuron for every possible patch; taking
into consideration that the patches can overlap each other. One can then
naturally arrange the architecture as a 3D set of neurons, one neuron for
every overlapping patch and for every dimension i-th of our input [i,32,32].
Thus, local connectivity is making the assumption that neighboring pixels
are highly correlated and modifies the neural network architecture to ac-
count only for connections between neighboring values. Now that we have
a set of neurons arranged in a three dimensional form; each with its own set
of weights, we will make another assumption [16] : If an extracted feature
is useful for some spatial position in the image, then it could also be useful
at another position in the image. This means that we can try to extract
the same feature by setting all the neurons weights with the same values.
This is what we will refer to as parameter sharing (sparse connectivity) [4].
By considering both assumptions, we arrived to the same definition of the
convolution operation applied to 3D discrete inputs, which was previously
defined without any intuition for a CNN architecture.
By considering parameter sharing, local connectivity we obtain a sparse
interaction, which means that for any given input of dimensions [d1,W1,H1]
we can only have to store weights equal to the number of entries in all the
kernels ((F ×F )×d1×d2) (kernel size × depth of each kernel × the number
of kernels).
3.2.2 Activation layer
The activation layer follows the same concept as the activation functions
used in MLPs. Therefore, it applies a non-linear, often differentiable func-
tion to the sum of the weighted inputs. Since the weighted inputs are located
in the feature maps, the activation can be seen as a point-wise application
of this function to the feature maps. Typical activation functions used for
CNNs are the ones also used for MLPs: sigmoid function, hyperbolic tangent
and rectified linear units ReLUs.
3.2.3 Pooling layer
Pooling layers make a statistical summary of spatially connected neighbor-
hoods located at the same depth [4]. One of the most common operations
performed in a pooling layer is max-pooling. Max-pooling consists of retain-
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ing only the maximum values from mutually exclusive neighborhoods in the
feature maps, as seen in figure 9.
Figure 9: [16] Max pooling operation applied to a single depth slice of a
feature map.
This operation on mutually exclusive neighborhoods on the same depth,
is mainly used for three reasons; the first one being convenience, since it’s
easier to control the down-sampling of the feature maps by sampling certain
values, rather than modifying the stride, the zero padding and kernel size on
the convolution layer. An example of how the initial feature maps are down-
sampled can be seen in figure 10. The second reason is spatial invariance.
We would like to have a neural network model that is invariant to cer-
tain transformations, such as translations, rotations or even any other affine
transformation. Max-pooling layers gives a small translation invariance to
the network, since we are operating with a translation-invariant statistical
summary on feature maps [4]. The last reason is that max-pooling only
keeps this summary and discards the rest of the values; therefore, it acts as
a statistical down-sampler that represents the data more concisely, and con-
sequently more computationally efficient [4]. Other pooling functions used
in practice are the mean of the neighborhood, and weighted average based
on the euclidean distance from the central value of the neighborhood.
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Figure 10: [16] We can observe how a pooling layer downsamples the initial
input.
3.2.4 Dense layer
A dense layer is simply a normal MLP architecture, with or without a hidden
layer. Therefore, it adds a layer of fully connected perceptrons. Dense layers
connect with feature maps inputs by flattening them; this means that the
whole set of feature maps will be converted into a single vector equal to
d × W × H, where W and H refer to the width and height of the last
feature maps, and d to the number of features maps. Dense layers are
used to combine in non-linear manner the features learned by the previous
layers in the convolution network. Therefore, they are used at the end of
the architecture, and consists of an input layer that takes as the input the
flattened features maps, followed by a hidden layer and finally and output
layer. In the case of a classification problem, the output layer has the same
number of neurons as categories and it uses a softmax function as the last
activation. The purpose of using a softmax as activation function in the last
layer is to set all values within a range of (0,1) that add all up to 1. Thus
they represent the probabilities of the input value of the CNN, being in one
or more categories.
3.2.5 Dropout layer
Dropout is a regularization technique that is relatively easy to implement
in large-scale neural networks, and since its introduction, it has improved
the performance of several neural networks models for different supervised
learning tasks [41]. Therefore, it has proven to be an important technique
even tough its use is complementary.
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Figure 11: [41] Left: A standard MLP architecture with two hidden layers.
Right: A thinned version of the left MLP network by applying the dropout
method.
The main idea behind dropout is to randomly turn-off (dropout) units
and their outgoing connections for every sample during its training phase,
and then use the whole architecture with smaller weights in test phase [41].
This can be exemplified in the figure 11. Different weights are turned off
for every sample in the training phase. It can also be tough as training
thinned versions of the original neural network architecture, and test using
the original unthinned network; however, the original unthinned weights get
multiplied by the probability for which they were set to be active. This is
shown in figure 12.
Figure 12: [41] Left: In the training phase the neuron is set to be active;
therefore, connected with neurons in the subsequent layer with a given prob-
ability p. Right: In the test phase the neuron is always present but the
weigths connected to that neuron are multiplied by the given probability at
the training phase p.
The dropout technique prevents complicated co-adaption between neu-
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rons, and it was inspired by the success of sexual reproduction over asexual
reproduction [41]. Sexual reproduction combines genes from two individu-
als and then applies a small random mutation, while asexual reproduction
creates an offspring by only doing mutation in its own genes. One might be
inclined to think that natural selection prioritize individual fitness; however,
it seems that better fitness comes from the ability of genes to work better
with another set of random genes; which eventually makes them more indi-
vidually robust. Srivastava in [41] explain their motivation by stating the
following: “Similarly, each hidden unit in a neural network trained with
dropout must learn to work with a randomly chosen sample of other units.
This should make each hidden unit more robust and drive it towards cre-
ating useful features on its own without relying on other hidden units to
correct its mistakes. However, the hidden units within a layer will still learn
to do different things from each other”
3.2.6 Architecture composition
So far we have mentioned the operational details of several layers, but we
have not explained how to combine them to create a successful CNN model.
Here, we will only refer to general CNN architectures applied to a classifi-
cation task. The typical composition of layers include several convolutions
layers; between 1 to 3 layers, followed by an activation layer, then a pooling
layer, and optionally a drop-out layer. This composition of layers is repeated
several times depending on the application. We then proceed by flattening
the feature maps and use 1 to 2 dense layers. The final dense layer should
have the same amount of neurons as categories in the classification, and it
should use softmax as its activation function. Typical kernel sizes are [3 ×
3], [5 × 5] or [7 × 7] pixels. Most of the current architectures use ReLus as
their activation function. Usually, the max-pooling layers operate on pixel
neighborhoods of sizes [2 × 2] or [4 × 4]. Dropout layers can be included
after activation layers, and as mentioned in [41] a good starting value for
their activation probability is .5. Currently most of these hyper-parameters
are obtained empirically through cross-validation.
3.3 Back-propagation for CNNs
The final result of the back-propagation algorithm applied to MLPs showed
that we can optimize the weights in layer l by propagating the error from
the last layer L backwards into previous layers until we arrive to layer l.
Since we can transform any MLP into CNN by taking into consideration
assumptions that only modify the number of weights and their connections,
then the back-propagation algorithm should be calculated similarly as for a
MLP architecture. This is visualized in figure 13.
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Figure 13: [23] Following the assumption of local connectivity and parameter
sharing, we created a specialized architecture for grid-like topologies such as
images. A visualization of this assumptions being realized, and consequently
transforming a MLP into a CNN can be here observed. First we can observe
that the kernel weights are flipped in both spatial directions as defined in
the convolution operation. The blue rectangles in the left side of the image
are represented in a flattened manner in the right side of the image. This
flattening version exhibits the two constrains: first, not all neurons in the
first layer are connected with the next layer. In fact the neurons in the
orange hidden layer always receive four inputs which correspond the local
patches in the blue rectangle. The second property is that these local weights
are shared; in other words, we do not use different weights for every local
patch. We can visualize this result by identifying that the weights; which
are represented with colors, are repeated.
Using the same image above we can now visualize the back-propagation
algorithm by assigning an error to the hidden layers. As defined in previous
sections, the backward pass will weight this errors by multiplying them
with the weight that connects them. Figure 14 hints into a more elegant
arrangement of the back-propagated errors. We will later demonstrate that
the error of each neuron can be easily calculated by convolving the errors
from top layers with spatially flipped kernels.
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Figure 14: [23] As in MLPs the error associated to the first blue layer only
depend on errors and weights that connected them in the forward pass with
higher layers. However, by imposing local connectivity and weight sharing
the amount of connections and therefore errors dropped considerably.
Following [23] we will now formalize the back-propagation algorithm for
CNN architectures with a single feature map; however, this can be easily
generalized by summing the gradients over all feature maps.
We defined in the ANN section the output of each neuron j in layer l as
zlj , and it takes the following known form
zlj = σ
l
j(net
l
j) (36)
The local connectivity and parameter sharing assumptions transform the
dot product in net into a convolution. Also, since we are dealing with a set
of neurons that got converted into a 2D structure, we change the indices
from netj to netx,y. Consequently, we end up having the following equation:
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netlx,y = (w
l ∗ xl−1)(x, y) + blx,y =
M∑
m=−M
N∑
n=−N
wlm,nx
l−1
x−m,y−n + b
l
x,y (37)
One important aspect that should be mentioned is that we can no longer
“hide” the bias term in the weight’s first parameter, and now we show it
explicitly.
As previously did in the ANN back-propagation, we now substitute the
input values coming from the previous layer xl−1x−m,y−n with the explicit value
calculated at the previous layer
netlx′,y′ = (w
l∗σl−1(netl−1))(x′, y′)+blx′,y′ =
M∑
m=−M
N∑
n=−N
wlm,nσ
l−1(netl−1x−m,y−n)+b
l
x′,y′
(38)
CNNs follow the same composition of functions as a typical MLP; there-
fore, the partial derivatives follow the same order, but obviously its calcu-
lation differ since we are introducing the convolution operator. This lets us
calculate the gradient of the cost function as we did previously for the MLP
architecture, and consequently define on the same manner the neuron’s error
for intermediate layers. We refer only to the intermediate errors in the lay-
ers, since most of the common CNN architectures locate the convolutional
layer in the middle, as explained in the previous section.
Therefore, we define the neuron’s error at intermediate layers in a CNN with
a single feature map as:
δl−1x,y =
∑
x′
∑
y′
δlx′,y′
∂netlx′,y′
∂netl−1x,y
(39)
Substituting the value of netlx′,y′ for its actual convolution we obtain the
following
δl−1x,y =
∑
x′
∑
y′
δlx′,y′
∂(
∑M
m=−M
∑N
n=−N w
l
m,nσ
l−1(netl−1x′−m,y′−n) + b
l
x′,y′)
∂netl−1x,y
(40)
As explained in the back-propagation section of MLPs, we notice that all
partial derivatives are equal to zero except when x = x′−m and y = y′−n.
δl−1x,y =
∑
x′
∑
y′
δlx′,y′w
l
m,nσ
′l−1(netl−1x,y ) (41)
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Looking closely at the equation above, there are restrictions regarding
the indices m,n, x, y, x′, y′. Those restrictions are the ones given by the
values for which the derivatives are not zero x = x′ − m and y = y − n.
We can incorporate those restrictions by substituting two indices since two
restrictions were incorporated, and we do so by taking m = x′ − x and
n = y′ − y. This substitution leads to the following result
δl−1x,y =
∑
x′
∑
y′
(δlx′,y′w
l
x′−x,y′−y)σ
′l−1(netl−1x,y ) (42)
This last expression can also be interpreted as a convolution of spa-
tially flipped kernels. This results comes from the fact that we can change
wlx′−x,y′−y into w
l
−(x−x′),−(y−y′) in order to satisfy the convolution operator
definition, this lead us to the following equation
δl−1x,y = (δ
l
x,y ∗ w−x,−y)σ
′l−1(netl−1x,y ) (43)
With this equation we can calculate the errors made between neurons in
convolutional layers. However, in order to calculate the complete gradient
of the cost function with respect to these set of weights we are missing
the calculation of the last partial derivative, since the neuron’s errors were
defined from the first partial derivative to the penultimate one. The form
of this last partial derivative changes since we also changed the definition of
net.
From previous sections we know that the last partial derivative is taken
with respect to the weights we want to calculate the update for. For CNN
we have to calculate the following
∂netl−1x,y
∂wlm,n
=
∂(
∑
m′
∑
n′ w
l
m′,n′σ
l−1(netl−1x−m′,y−n′) + b
l
x,y)
∂wlm,n
(44)
We again observe that all the derivatives are zero except when m = m′
and n = n′
∂netl−1x,y
∂wlm,n
= σl−1(netl−1x−m,y−n) (45)
By putting all partial derivatives together; and therefore completing the
gradient of the cost function, we can obtain the update value for each neuron
∆wlx,y = δ
l−1
x,y σ
l−1(netl−1x−m,y−n) (46)
This result can also be seen as a convolution using flipped values for net.
Finally we arrive to the update equation for the back-propagation algorithm
using CNN architecture
∆wlx,y = δ
l−1
x,y ∗ σ
l−1(netl−1
−x,−y) (47)
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Now we can just substitute the equations for the neuron’s error and the
weight update calculate here for a CNN, instead of the ones used in the
MLP, and use exactly same back-propagation algorithm presented in ANN
section,in order to minimize the cost function.
4 LSTM architecture
The long short-term memory (LSTM) architecture is a recurrent neural
network that incorporates in every neuron operations that mimic memory
chips [21]. Such operations are write, read, and reset, and are represented
in the LSTM as differentiable gates that control the output, input, and the
feedback of previous sates in the neuron. In other words, one can think of
an LSTM as a differentiable memory chip used in digital computers [21].
Figure 15: [21] Single LSTM neuron with a single cell. The peephole con-
nections are represented by the dashed lines.
We will now proceed by reviewing the operations inside a single neuron,
such as the one visualized in figure 15. For now we will omit mentioning
all incoming connections to the input, forget and output gates. These con-
nections will be later described when we review a whole LSTM architecture
with more neurons.
As in typical ANNs the input values are connected to the lower part of the
neuron. These inputs are multiplied by their corresponding weights; then,
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the weighted inputs get summed and an activation function g is applied to
them. This input value is then controlled by the input gate, which dictates
how much influence this input value will have in the neuron. The input
gate controls the input by multiplying it with a value between zero and one.
The value of the input gate is obtained by summing up all its incoming
weighted connections, and then applying a sigmoid function to them. This
controlled input is then passed to the cells inside the neuron. In the figure
above we are only depicting a single cell; however, other architectures may
include more cells inside each neuron. The cell inside the neuron is connected
to the output of the input gate and with a recurrent connection that is
controlled by the forget gate. The forget gate also takes its incoming inputs,
multiplies them with a set of weights and finally applies a sigmoid function.
Consequently, the forget gate controls how much influence will previous cell
states have on this result. The sum of the controlled input and the controlled
recurrent values of previous states, is what call the current cell state. We
then apply a function h to the current cell state. Finally the output of the
neuron is controlled by the output gate. Naturally, this output gate is again
formed by applying a sigmoid function to the weighted sum of its inputs.
One can think of the output gate as controlling the amount of information
that gets written.
Figure 16: [21] LSTM architecture. Not all the connections are displayed.
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We will now discuss the structure of a complete LSTM network as dis-
played in figure number 16. Also, we will define all the input connections
to the neuron and to its gates. As seen in the LSTM network in figure 16,
each LSTM neuron has four inputs but a single output. These four inputs
are: the neuron’s normal input, the input gate, the forget gate and output
gate. The single output of each neuron is the only result that gets prop-
agated to the rest of the network [21]. Before we proceed any further we
will clarify some of the terminology that we will be using to describe the
forward and backwards pass. This terminology will be mostly based on [21].
As in previous chapters, wji will be the connections from units i to units j.
We will use the subscripts ι, φ and ω to refer to the input gate, forget gate
and output gate respectively. The subscript c will be used to refer to the
cells inside the LSTM. With this terminology, wιc, wφc and wωc refer to the
weights that connect each cell in the LSTM with the input gate, output get
and forget gate respectively. This connections are called peephole weights
since they allow the gates to look inside the neurons state [17]. The state of
each cell c at time t will be referred as stc. As mentioned before, the state of
each cell is just the sum of the controlled input and the controlled previous
state. Finally, we will define I, K, H and C respectively as the number of
input values, output values, hidden neurons, and cells inside each neuron.
We will describe now the forward pass of single LSTM neuron. The
input gate receives the following inputs:
nettι =
I∑
i=1
wιix
t
i +
H∑
h=1
wιhz
t−1
h +
C∑
c=1
wιcs
t−1
c (48)
The summations on the right side of the equation correspond from left
to right to the input values, the output values from other LSTM neurons in
the hidden layer, and the peephole connections. The connection from both
the hidden neurons and peepholes are calculated from the previous temporal
state t−1. As mentioned before, the activation function used after summing
up the inputs for the input gate is a sigmoid function; consequently, we
describe the actual value of the input gate as:
ztι = σ(net
t
ι) (49)
The forget gate follows a similar calculation as in the input gate. It takes
as input the weighted values from the inputs, all hidden neurons and the
peephole connections.
nettφ =
I∑
i=1
wφix
t
i +
H∑
h=1
wφhz
t−1
h +
C∑
c=1
wφcs
t−1
c (50)
Again, the sigmoid function is applied to this sum
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ztφ = σ(net
t
φ) (51)
As mentioned before the state of the cell equals to the sum of the final
outputs of the forgot gate and the input gate. Fist we calculate the actual
input to the LSTM, which corresponds to the weighted sum of the input
values xi and the output of all previous LSTM neurons in the hidden layer
zt−1h .
nettc =
I∑
i=1
wcix
t
i +
H∑
h=1
wchz
t−1
h (52)
We then multiply it by the value of the already calculated input gate that
passes through a non-linear activation g, and we sum it with the controlled
previous temporal state of the cells st−1c .
stc = z
t
φs
t−1
c + z
t
ιg(net
t
c) (53)
Similarly to the input gate we calculate the values of the output gate as:
nettω =
I∑
i=1
wωix
t
i +
H∑
h=1
wωhz
t−1
h +
C∑
c=1
wωcs
t−1
c (54)
ztω = σ(net
t
ω) (55)
Finally, the output of each neuron with respecto to the cells in the LSTM
layer are:
ztc = z
t
ωh(s
t
c) (56)
Where the function h is usually a non-linear activation function such as
an hyperbolic tangent.
4.1 LSTM back-propagation
Back-propagation in a RNNs is usually done through the algorithm back-
propagation through time (BPTT). The main idea of BPTT is to unfold
the recurrent graph and interpret it in a sequential manner [21]. A unfolded
graph is depicted in figure 17. Consequently, the unfolded graph will not
contain any recurrent cycles. This let us apply the forward pass as defined
previously, and also calculate the backward pass by using normal back-
propagation.
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Figure 17: [21] Unfolded recurrent graph
5 Image captioning
In this section we will review the state-of-the-art approaches for image cap-
tioning, and evaluate their performance according to the standard metrics
used for this natural language processing (NLP) tasks. First, we will pro-
ceed by conceptualizing the general problem, and then by dwelling into the
specific details of all different approaches here reviewed.
5.1 Introduction
Describing the content of an image through grammatically correct sentences
represents one of the most challenging problems in artificial intelligence.
This problem merges two of the most fundamental areas in AI; computer
vision, and natural language processing, and it has raised interest in the
research community since the released of two large datasets, MS-COCO [32]
and Flickr30k [38].
The main idea behind image captioning consists of encoding an image
using a pre-trained CNN, and then decoding this extracted features into
word representations using a RNN. Hence, the actual input to the network
is an image, and its output is a sequence of one-hot representations of words
in a vocabulary. We will start by reviewing the most typical convolutional
neural network encoders used in image captioning. Then we will proceed by
explaining the state-of-the-art model used for image captioning, as well as
other important variations.
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5.2 Convolutional feature maps
5.2.1 VGG networks
The VGG networks secured first and second places in the localisation and
classification tasks respectively, for the ImageNet-2014 competition [40].
The ImageNet-2014 classification task consisted of classifying 1.2 million
images over 1000 categories, for which an ensemble of 3 VGG networks
obtained a 7.32% Top-5 error [12]. Also, the VGG networks were among
the first CNNs that successfully implemented bigger depths; with 16 and
19 layers corresponding to the networks VGG16 and VGG19. The input
of these networks is a fixed-size 224 × 224 RGB images, and the only pre-
preprocessing done to the images is a subtraction of the mean RGB value
computed over the training set. They provided a roadmap for construct-
ing successful CNN architecture, by reducing the kernel size; consequently
reducing the number of weights, incorporating dropout as a regularization
technique, and using ReLUs as activation functions. The training was car-
ried using a multinomial logistic loss function with mini-batch gradient de-
scent with momentum. The batch size was of 256 samples and they used a
momentum of 0.9. The training used a L2 regularization penalty of 5×10−4,
and the dropout ratio was set to 0.5. A concrete clarification of all its layers
is depicted on figure 18.
Figure 18: [10] VGG16 CNN. Note that the 16 layers do not take into
account max-pooling layers; however, they do count the last three fully
connected layers. The main difference between VGG16 and VGG19 is that
VGG19 adds one more convolution layer to each of the last three convolution
layers of VGG16.
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5.2.2 GoogLeNet
Another commonly used CNN image encoding is GoogLeNet. GoogLeNet
won the 2014 ImageNet classification task with a 6.65% Top-5 error [44].
Similarly as the VGG networks, GoogLeNet takes as input a RGB image
with zero mean. This network uses 12 times less parameters than the win-
ning architecture of Krizhevksy from 2012 (AlexNet [30]) while being consid-
erably more accurate [44]. The design of the architecture is partly inspired
from the practical intuition that visual information is naturally processed
with different scales and then merged; hence, the next stage in the network
would be able to process features with different scales simultaneously and
consequently in a more efficient manner [44]. This novel construction re-
ceives the name of Inception-module and it can be visualized in figure 19.
The Inception-module uses 1 × 1 convolution filters before computing the
expensive 5 × 5 and 3 × 3 convolutions. This idea is based on dimension-
ality reduction techniques, which state that low dimensional embeddings
can contain relevant information of its high-dimensional counterparts [44].
Therefore, they reduced the previous number of feature maps with the one-
dimensional convolutions before applying the convolutions with bigger ker-
nels.
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Figure 19: [44] Inception modules. One important aspect about the incep-
tion modules is that in order to concatenate all the feature maps outputted
from the convolutions and the max pooling operations, the convolutions were
performed with a stride number that made the width and the height of the
feature maps match the downsampled feature maps from the max-pooling
operation.
Their final network consisted of 27 layers including pooling layers. As
mentioned by the authors of [44], given the large depth of the network, prop-
agating the gradients back to the initial layers was a concern. Considering
that shallower networks also produce strong performances on a classification
task, they added auxiliary classifiers on intermediate layers. This helped to
combat the vanishing gradient problem, and to provide a regularization to
the network [44]. These classifiers were smaller convolutions, that were dis-
carded during the exploitation phase of the network.
GoogLeNet was trained with stochastic gradient descent with 0.9 mo-
mentum, and by decreasing the learning rate by 4% every 8 epochs [44]. The
authors also mentioned that GoogLeNet could be trained using few high-
end GPUs withing a week. Their final submission to ImageNet-2014 was an
ensemble of 6 GoogLeNets.
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5.3 Datasets
One of the most used datasets for image captioning is COCO ( common
objects in context) [32]. This dataset was introduced with the purpose of
addressing new challenges: non-iconic image descriptions and classification
as well as exact 2D localization [32]. The difference between iconic and non-
iconic images is displayed in figure 20. COCO was specifically designed for
image segmentation and captioning. An important remark of this dataset
is that it provides individual segmentation between classes as observed in
figure 21.
Figure 20: [32] Current computer vision tasks have performed well on iconic
images; however, real-world situations are rarely iconic and do not present
a single clear object.
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Figure 21: [32] Images (a),(b) and (c) represent typical challenges in datasets
such as ImageNet [12] (d) The COCO dataset extends the difficulty by
providing individual segmentations even withing the same class.
The COCO dataset contains 91 object categories, 2.5 million labeled
instances and 328,000 images. One important aspect about this dataset is
that it contains more object instances in every image; ImageNet contains 3
objects per image while COCO contains 7.7. COCO also contains a training
set of 413,915 captions for 82,783 images, a validation set of 202,520 captions
with 40,504 images and a test set of 379,249 captions for 40,775 images [6].
Almost all of the images contain at least 5 captions and they were collected
and captioned using Flickr images and Amazon’s mechanical turk.
The COCO dataset used 70,000 worker hours, which were predominately
distributed on Amazon’s mechanical turk service [32].
5.4 Metrics
The standard metrics used in image captioning are BLEU [37] and ME-
TEOR [2]. However, there has been criticism regarding BLEU since it has
shown that it correlates poorly with human judgment in comparison to ME-
TEOR [2] [45] [48] [27]. METEOR calculates its score by using 3 matching
components which are processed in the following order: exact, stem and
synonym [2]. These components make an injective mapping between both
strings. The exact component maps unigrams that are identical, the stem
component maps unigram that have the same word-stem; also called root
form, and the synonym component maps two unigrams if they are synonyms.
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Since mappings are not unique METEOR always tries to maximize the num-
ber of matches. In the case in which two mappings have the same number
of matches, METEOR selects the one that has the least amount of crosses.
Crosses can be intuitively understood by aligning reference sentence and the
machine generated sentence one above the other one, and drawing straight
lines between the matched words. The number of crosses will then be the
number of intersections between the matching connections [2]. After run-
ning the matching modules we calculate the unigram precision (P): ratio
between the number of unigrams matched in the machine generated sen-
tence and the total number of unigrams in the machine generated sentence.
Also, the unigram recall (R) is calculated: ratio between the number of un-
igrams matched in the machine generated sentence and the total number of
unigrams in the reference sentence. Then, we calculated a weighted F-score
that puts more weight on the recall. In [2] they propose using the harmonic
mean of 9R and P .
Fscore =
10PR
R+ 9P
(57)
METEOR also calculates a penalty value:
Penalty = 0.5 ∗
( chunks
unigrams matched
)3
(58)
Where chunks refers to the number of adjacent positions in the machine
generated sentence that are mapped also to adjacent positions in the refer-
ence sentence. In the extreme case where the computer generated sentence
is the same as the reference frame we will have only one chunk. The penalty
value increases when the number of chunks increases up to a maximum of
0.5. The penalty lower bound is dictated by the number of unigram matches
[2]. The METEOR score is then calculated as follows:
Score = F-score ∗ (1− Penalty) (59)
5.5 State-of-the-art model for image captioning
The current state-of-the-art model for image captioning was originally pro-
posed in [46] and later modified by the same authors on [47]. One of its main
advantages over previous models is that this architecture is a single end-to-
end trainable architecture; consequently, it alleviates slow performances and
complicated pipelines.
The basic idea of this approach is that given an image I, they train a
probabilistic language model p; with parameters θ, so that it maximizes the
likelihood p(S|I; θ), where S is a sequence of words S = {S1, S2, ...}. This
is expressed in mathematical terms as:
θ∗ = argmax
θ
∑
I,S
logp(S|I; θ) (60)
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As mentioned by authors in [46], this model was inspired on the current
state-of-the-art approaches for machine translation. Those models train a
probabilistic model that maximizes the likelihood of producing a sequence of
words T , written in a target language, given a sequence of words S in a source
language. However, maximizing the likelihood for finding the parameters of
a model that best fit the data is not they key concept behind the recent
advances on machine translation. They main idea was to propose a RNN as
a probabilistic model, and use the weights as the parameters for which we
would like to maximize the likelihood [43]. The RNN model uses a LSTM
network to encode the sentence S and uses another LSTM network to decode
it into a sentence T . Extrapolating these ideas for image captioning, they
propose a CNN to encode the image and a LSTM to decode it into a sentence.
They named this joint model neural image caption (NIC).
We know that given a log joint probability distribution logp(S|I; θ)
we can apply the chain rule of joint probabilities over the words S =
{S0, ..., SN}, assuming that this sentence contains N words. This results
on following equation
logp(S|I; θ) =
N∑
t=0
logp(St|I, S0, ..., St−1; θ) (61)
In the equation above the product between the probabilities turns into a
sum since we are taking the logarithm of the likelihood. Therefore, our
optimization task gets reduced to maximize the sum of these log probabilities
given in the equation above [46].
A LSTM network fits naturally to this approach since we can encode
information from a variable number of previous given words into the hidden
state of the network [46]. The LSTM neuron proposed for this model is
similar to the one presented in the LSTM section; however, it only contains
a single cell C and they do not account for any peephole weights between
the gates and the cell.
Now that we have obtained an overview of the general model proposed,
we can review all the technical details. The image encoding was done using
GoogLeNet without its last classification layer. This penultimate layer out-
puts a vector of 2048 dimensions which corresponds to relevant features of
the image. Each word is represented using a vector of dimensions equal to
the vocabulary size using a one-hot-encoding. Thus, every word is a vector
which has zero in all its components except for one for which its value equals
one. Now that we have a numerical representation of words and images, the
authors proceeded by embedding words and images into a vector space of
the same dimensions. They do this by adding a fully connected layer that
takes as input the encoded image and maps it into a smaller dimension D.
Similarly, they construct another fully connected layer that transforms every
one hot encoding into a vector of the same dimension D. Finally, a LSTM
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networks is initialized with the embedded image features and a special word-
token that indicates the beginning of the sentence. This LSTM network
calculates at every time step using a softmax activation function, a vector
which dimension equals the number of words in the vocabulary. Therefore,
this last vector assigns probability to each word at every time-step of the
LSTM. The equations that describe this transformation are written below.
x−1 = WICNN(I) (62)
xt = WeSt, t ∈ {0, ..., N − 1} (63)
pt+1 = LSTM(xt), t ∈ {0, ..., N − 1} (64)
The matrices WI and WS represent the fully connected layers with a linear
activation function. In this setup the image I is only taken as input once.
The authors had empirically tested that giving the image as input at every
time step yields worse results. The LSTM network was trained to predict
the next word in a sentence, given the image and the previous hidden state.
Consequently the model is better expressed by unrolling the LSTM network;
thus, making a copy for every word in the sentence. This visualization is
displayed in figure 22.
Figure 22: [46] Image captioning model used in show and tell. The matrix
WI is implicitly given inside the CNN.
An instantiated example of figure 22 is displayed on figure 23. Figure 23
shows an important characteristics of the LSTM model, which is that the
sentences are padded with special word-tokens that indicate the beginning
(BOS) and end of the sentence (EOS).
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Figure 23: [28] This image shows us explicitly how could we sample from
our trained model. In this specific example, we initialize our LSTM with
the image features from the CNN, we then give as first word the BOS token;
in this case START, we then run the model a single step and obtain the
most probable word, we take this word and use it as input for the next step.
We repeat this process until the model outputs the special word-token EOS
(END in this case).
The authors also mention that the loss function is given directly by the
equation 61 as:
L(I, S) = −
N∑
t=1
logpt(St) (65)
Where pt is probability of the correct word. However, when investigating
the source code directly they use the categorical cross-entropy loss which is
defined in [35] as:
L(I, S) = −
N∑
t=1
p(St)log((q(St))) (66)
This loss is minimized with respect to all the weights in the LSTM,
and the matrices WI and WS . One final remark of the model is that they
used a beam-search with beam size of 20. Therefore, instead of sampling
the most probable word as explained in figure 23, they considered the best
20 sentences at every time-step, and at the end they only display the best
constructed sentence. They trained the model using a stochastic gradient
descent, with no momentum and with a fixed learning rate [46]. The di-
mensions used for the word embeddings were of 512 dimensions. Also, the
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number of hidden neurons in the LSTM architecture were 512. Finally, the
authors mention that they used basic tokenisation, and that they removed
all words that had frequency less than five in the training set. Several results
from their model are displayed in figure 24.
Figure 24: [46] Results grouped by human ratings.
Another important feature that can be studied from the architecture
is the word embeddings learned by the model. Since the image features
correlate between objects, the authors hypothesize that in the extreme case
when a word is rarely used (e.g. unicorn) the model can interpret this object
similarly as to its closest embedding classes (e.g. horse). This provides more
information that would have been lost by a traditional method such as a bag-
of-word approach [46]. Examples of several word embeddings from [46] are
shown in fig 25.
Figure 25: [46] Some examples of the nearest neighbors learned by the model.
The authors from the architecture here presented scored first place in the
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COCO 2015 image captioning challenge. They made slight modifications to
their original model which were published in the follow-up paper [47]. The
two most significant improvements were obtained by using a newer version
of GoogLeNet (GoogLeNetv3) and reducing the beam search size from 20
to 3.
The two metrics used in the challenge were: (M1) the percentage of cap-
tions that are considered better or equal as the reference human captions,
and the second criteria (M2) is the percentage of computer generated cap-
tions that passed the Turing Test. They obtained a score of .273 and .317
for M1 and M2 respectively, whereas human captions obtained the ratios of
.638 for M1 and .675 for M2. Finally they also reported highest METEOR
score with a value of .254.
5.6 Additional models for image captioning
5.6.1 From captions to visual concepts and back
One of the first papers that proposed a CNN as an image encoder was the
model proposed by Fang [15]. This approach proposes several of the most
important ideas to construct what it is now the state-of-the-art model for im-
age captioning. Their approach consisted on first identifying the 1000 most
frequent words in the COCO training dataset. Then they trained a model
to extract words from the image. This word extraction model consisted
on modifying a pre-trained CNN; either AlexNet or VGG16, by converting
the fully connected layers into convolutional layers. They located on top
of it a modified version of Viola-Jones cascade detectors in order to out-
put a probability for all 1000 words in every image. Once they trained a
model to acquire a set of words from every image, they proceeded by train-
ing a language model that takes as input words and constructs a sentence.
The proposed language model is a maximum entropy (ML) language model,
which estimates the probability of a word given a previous set of words in
the sentence. After generating a set of sentences by using a beam-search
on the language model, they proceeded to re-rank the sentences using an-
other pre-trained model that they called deep multimodal similarity model
(DMSM). The main idea behind this model is to learn two neural network
embeddings such that one neural network maps images to a vector space, and
the other neural network learns to map sentences into to a vector space of
the same dimension. Once images and sentences are embedded on the same
space they measure their resemblance using cosine similarity. An overview
of the general pipeline can be observed in image 26. One disadvantage of
this architecture is that it consists of several models that have to be trained
separately and then merged.
48
Figure 26: [15] General pipeline used by Fang [15].
5.6.2 Show, attend and tell
Xu [48] presented a modified version of [46] that incorporates visual atten-
tion. Visual attention lets the model focus on certain aspects of the image
at every time step. Therefore the attention module provides a clear visu-
alization of what the model is focusing on. This single aspect could help
us understand the errors made by the model. An overview of the model is
displayed in figure 27.
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Figure 27: [48] This model is very similar to NIC presented in [46]; however,
with the inclusion of the attention mechanism it learns to focus at different
locations at every time-step.
This model extracts image features from a pre-trained CNN (VGG16);
however, instead of using one of the last layers of a CNN like in [47], they
extract the feature maps from the initial layers. The attention modules
take as input these feature maps along with the previous hidden state of
the LSTM and transform it into a single feature map for which the sum of
all its values equals one. This transformation is done using a dense layer
using a softmax activation function. This single feature map is what we
refer to as the attention feature map. We can use the attention feature map
to obtain the relevant sections of the image by multiplying every feature
map from the original extracted features with the attention feature map.
We will refer to the result of this multiplication as the feature map context
since it incorporates a weighted information of the image. Since all of these
operations are differentiable we can use any gradient descent method for
training; moreover, the model was trained end-to-end using Titan Black
GPU and it took less than 72 hours [48]. The METEOR score calculated
for the COCO dataset using the same data splits from [28] was of 23.90.
The attention model lets us visualize where was the model focusing on in
the image when it displays as incorrect word, this behaviour is observed
in figure 28. A compete visualization for every word in a sentence can be
observed in figure 29.
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Figure 28: [48] Using the attention context we can observe at which part of
the image the model is focusing on when it outputs an incorrect word. The
attention of the underlined word is displayed with the white blobs in the
image.
Figure 29: [48] The attention model at every time step for the sentence
“A dog is standing on a hardwood floor”. An important remark is how the
attention learns to focus on the dog when the model outputs the word “dog”,
and also how it learns to take the complement of the dog when it outputs
the second “a” which carries is calculated by also taking into consideration
the hidden state crated by the previous sequence “A dog is standing on”
.
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6 Image segmentation
Modern advances in computer vision tasks include image classification and
accurate bounding box detection. A natural step towards a more challenging
task is image segmentation. Image segmentation makes classification at
pixel-level; therefore, provides a finer localization of the objects than the
ones presented by bounding boxes. In this section we proceed to review the
current state-of-the-art architecture for image segmentation.
6.1 Fully convolutional networks
Similarly to image captioning, image segmentation uses a pre-trained CNN
as an image encoder. The current state-of-the-art model [33] used VGG16
to encode the image and an upsampling technique called transposed con-
volution to decode the image into its original shape. The decoded image
has the same width and height of the original image; however, it contains N
feature maps that correspond to the N classes plus background. Thus, every
feature map encodes the probability that a certain class or background is
located in the image. Transposed convolutions were introduced used in [51]
as a visualization technique in order to project the feature maps into the
original image dimension.
Figure 30: [33] Fully convolutional network proposed for image segmenta-
tion. The encoding section corresponds to a modified VGG16 that changes
the fully connected layers for convolutional layers.
Another important aspect of this architecture is that it does not con-
tain any fully connected layers; consequently, it’s referred to as a fully-
convolutional network (FCN). We can observe an FCN network on figure
30.
Contrary to normal CNNs, FCNs can operate using as input any image
size by slicing the network across the image [33]. After convolving, they
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apply the transposed convolution operator to return to the original image
dimensions. In order to convert the fully connected layers into convolutional
layers, the authors undo the flattening operations by rearranging the dense
layers back into kernels. Then they use in the last convolution, a convolution
of 1000 feature maps with a kernel size of 1× 1. The authors from [33] refer
to this operation as convolutionalization, this operation can be visualized in
figure 31.
Figure 31: [33] Transformation from a CNN into FCN by rearranging the
dense layer into kernels. As seen in the top image, classification takes a
pre-defined section of the image and classifies it; meanwhile, a FCN network
performs a convolution around the complete image and is able to display
heatmap for every class.
After passing the image through the FCN and obtaining a heatmap, the
authors perform a transposed convolution. A single transposed convolution
is performed in their model. The transposed convolution operation can
be visualized in figure 32. As mentioned in [33] a transposed convolution
upsamples the image by a factor f, by incorporating strides between the
values of the heatmaps, this can be visualized in figure 33.
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Figure 32: [13] Transposed convolution with zero stride and zero padding.
The square in blue represents the previous feature map, the squares in gray
represent the kernels and the green squares the outputted feature map. Con-
sequently, the gray squares move sequentially around the zero padded feature
map performing a convolutional operation. We can observe that the feature
map yielded by the transposed convolution is bigger than the original feature
map.
Figure 33: [13] Transposed convolution with zero padding and a stride of
two.
Another important aspect of the network is that the authors applied a
transposed convolution not only on the last feature map, but along distinct
feature maps on the architecture. The authors up-sampled the feature maps
at three distinct parts of the network; specifically in the pool3 and pool4
layers of the VGG16 network as seen in figure 34. They call this technique
deep-jet. The results of using the deep-jet method are visualized in figure
35.
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Figure 34: [33] This image presents the three possible outputs from the pro-
posed deep-jet model. These outputs are presented at the right of the image
with the names FCN-32s, FCN-16 and FCN-8s. FCN-32s only uses the last
convolutional layer to upsample using a 32 stride transposed convolution.
FCN-16s combines both the feature maps from pool4 and the one from the
last convolutional layer by upsampling two transposed convolutions from the
last feature maps and summing it up with the feature map of pool4 passed
through a convolution with a kernel size 1 × 1. Finally this feature maps
are upsampled to the original image size. They perform a similar operation
with the FCN-8s which combines the feature maps from the last layer, pool4
and pool3.
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Figure 35: [33] This image shows how the segmentation gets finer by up-
sampling at different locations of the FCN. As described in figure 34 FCN-
32s only uses the last feature maps, and FCN-16 and FCN-8s incorporates
information from intermediate sections of the FCN.
This architecture was trained using SGD with momentum. The batch
size was set up to 20 and a fixed learning rate of 10−4 while using VGG16.
Momentum was set to .9. They obtained state-of-the-art results on PASCAL
VOC 2011 and 2012 datasets, scoring a mean intersection over union (IU)
of 62.7 on VOC2011 and a mean IU of 62.2 on VOC12. This results are 20%
better that the previously scored results [33] which obtained 52.6 and 51.6
IU in VOC2011 and VOC2012 respectively.
7 Image captioning for robotics
In this section we discuss in detail our implementation of the image cap-
tioning model for the purpose of robot platforms and anomaly detection.
First, we will present a technical comparison between the most common
CNN architectures used in image captioning and scene segmentation. We
then proceed by summarizing all details of our image captioning imple-
mentation. Next, we discuss the details used to create our 2016 anomaly
detection dataset (ADD 2016), as well as our final architecture used for clas-
sification and captioning of these anomalies. We conclude by examining our
results and proposing several modifications to the original image captioning
architecture.
7.1 CNN benchmarks
Currently, there are four major open source frameworks for deep learning:
Caffe, Tensorflow, Theano and Torch. All these frameworks support GPU
programming trough NVIDIA’s CUDA platform as well as NVIDIA’s deep
neural networks library (cuDNN). Also, all of these except for torch are
developed or have a wrapper in python. Torch works on top of the pro-
gramming language Lua. One obvious disadvantage related to the amount
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of frameworks in the field, is that the current research community is divided
between them. Consequently, improvements in one area such as image cap-
tioning are initially programmed in Tensorflow while state-of-the-art results
for scene segmentation were obtained in Caffe. While there are tools for
transforming pre-trained models between frameworks, it is still complicated
to replicate and improve implementations between them.
In previous sections we discussed the current state-of-the-art implemen-
tations of image captioning and scene segmentation. Both of these methods
used a pre-trained CNN in order to extract a vector of features from raw
input images. Since our final goal is to implement a scene-understanding al-
gorithm in a robot platform, we proceeded to further investigate the time it
takes for different CNN architectures to process an input. All of the results
from table 1 to table 5 were obtained by Johnson in [26] using CNNs with
different GPUs under the Torch framework. The GPUs in which the tests
were conducted can be seen in table 1.
GPU Memory Architecture CUDA Cores Release Date
Pascal Titan X 12GB Pascal 3584 August 2016
GTX 1080 8GB Pascal 2560 May 2016
Maxwell Titan X 12GB Maxwell 3072 March 2015
Table 1: GPUs used to evaluate the CNNS.
We now display the results for the following architectures: AlexNet [30],
VGG16[40] and GoogLeNet [44]. All of these results were calculated us-
ing cuDNN version 5.1.05 on a machine with 64GB RAM running Ubuntu
14.04. Also, the results were calculated for a minibatch of 16 images of
sizes 224 × 224 [26]. The experiments were performed using 10 trials. An
overview of all networks is displayed on table 2, and the specific details of
AlexNet, GoogLeNet v1 and VGG16 results are presented in tables 3, 4 and
5 respectively.
Network Layers Top-5 error Total speed (ms)
AlexNet 8 19.80 14.56
GoogLeNet V1 22 10.07 39.14
VGG16 16 8.80 128.62
Table 2: CNN overview. Total speed represents the sum of the backward
pass and forward pass of a single minibatch using as GPU a Titan X pascal
with cuDNN 5.1.
GPU Forward (ms) Backward (ms) Total (ms)
Pascal Titan X 5.04 9.52 14.56
GTX 1080 7.00 13.74 20.74
Maxwell Titan X 7.09 14.76 21.85
Table 3: AlexNet evaluation.
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GPU Forward (ms) Backward (ms) Total (ms)
Pascal Titan X 12.06 27.08 39.14
GTX 1080 16.08 40.08 56.16
Maxwell Titan X 19.29 42.69 61.98
Table 4: GoogLeNet V1 evaluation.
GPU Forward (ms) Backward (ms) Total (ms)
Pascal Titan X 41.59 87.03 128.62
GTX 1080 59.37 123.42 182.79
Maxwell Titan X 62.30 130.48 192.78
Table 5: VGG16 evaluation.
7.2 Captioning anomalies
Anomaly detection is one possible application of image captioning in robotics.
A robot could classify anomalies such as broken windows, injured people or
car accidents. However, instead of making a simple classification between
having an anomaly or not, the robot would now be able to communicate
with another human being; using a complete natural sentence, the anomaly
that it perceives. A complete sentence brings more information about the
situation than the classes detected on the image. For example, an image
that was classified as an anomaly but only reports the class “people” brings
little information about the subject to attend; however, a system that clas-
sifies the situation as an anomaly but also communicates “Five people are
fighting.” could prove more beneficial in order to address such situation. A
robot with this ability could be deployed in hospitals, houses, supermarkets
as either a mobile or a static platform.
7.2.1 Results of the anomaly detection dataset
We created a dataset that contains 1008 captioned images which only corre-
spond to anomalies (AD dataset). We consider that an image is an anomaly
if it contains one of the following classes: broken windows, injured peo-
ple, fights, car accidents, fire accidents , guns or domestic violence. These
classes were specifically selected in order to develop robot activities such
as: patrolling or domestic-services. To the best of this author’s knowledge,
there exist a limited amount of datasets that contain these anomalies. How-
ever, those that exist suffer from some deficiencies regarding our application,
mainly: none of them are captioned, they only provide a limited amount of
the desired classes and some of them are not easily accessible. Specifically,
the authors from [36] presented a dataset that only contain fights between
hockey players, and the authors from [11] created a dataset which is made on
violent scenes from movies; however, this dataset can’t be easily distributed
due to copyright infringement. All images from our dataset were selected
from flickr using all creative commons license which allow us distribute the
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dataset under certain conditions such as: attributing the original authors
and a non-commercial agreement. All the images were captioned by 20 dif-
ferent persons, who were asked to follow the next set of instructions in order
to caption an image:
• Write a single English sentence for each image.
• The sentences have to be in present or present continuous tense. Present
continuous tense: Present tense of the verb ”to be” plus the present
participle (-ing form) of a verb i.e. ”a man is laying on the ground,
while two paramedics are assisting him”.
• Write primarily about the accident/incident/anomaly in the image.
• When possible be explicit with the number of persons in the image.
• The sentence should not contain any digits (i.e. 1 2 3 ... 9).
• Use written numbers instead of digits (i.e. ’one’ ’two’ ... ’nine’).
• When appropriate be explicit with the gender (man, woman).
• There is no limitation in the length of the sentence. However, it is
advised to use between 7 to 18 words per sentence.
Some examples of the images presented in our dataset can be seen in
figure 36.
Figure 36: Images from our anomaly detection dataset. The captions used
for these images are: a) two policemen carry rifles on the street, while one
of them is aiming at something b) a woman with an injured leg is sitting
on the side of the road next to her bicycle c) two men kicking violently the
windshield of a car d) there is something burning in front of a shop.
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7.3 Technical details of our image captioning model
In order to validate our model we trained on the COCO training dataset
and the IAPR 2012 dataset [22]. The IAPR 2012 dataset consists of 20,000
captioned images. Two of the main characteristics of this dataset are: first
it is free of any copyright restrictions; therefore it can be distributed easily,
and second, the dataset is very diverse. For example, the dataset contains
images that describe human activities such as pushing, drinking, celebrating,
but also contains examples of wildlife, city pictures and landscapes. This
dataset has also being used by [14] in order to validate their implementation
and create a multi-lingual image captioning model. An important consider-
ation that we would like to pinpoint in both dataset is the bias they could
have in regards to certain specific words. Specifically we found that in the
COCO dataset the word “man” is the ninth most repeated word with 51222
instances; however, the word “woman” is used less than half with respect
to the word “man” and holds the position nineteenth with 23994 instances.
These sort of unbalances can cause the model to predict a word more than
another in a real world scenario, in this specific case to predict more the
word “man” instead of “woman” when it detects any person.
We preprocessed our data similarly to the image captioning models de-
scribed in previous sections [46] [28]. Therefore, the pre-processing step
consisted on removing all non-alphanumeric symbols, converting all sen-
tences to lowercase and removing all words which had a frequency less than
3 for both datasets. We then created a one-hot encoding representation of
every word. Therefore the dimension of the one-hot encoding represents our
vocabulary size. The vocabulary size for COCO was of 9413 words, while in
IAPR was of 1078. One main difference in our preprocessing step is that we
discarded all captions that were longer than 16 for COCO and 14 for IAPR.
This was done since we are only interested in developing sentences that are
able to describe anomalous situations in a concise manner.
After preprocessing all the target sentences we proceeded to process all
the images. This step consisted of passing all images through a beheaded
CNN. For this purpose we used as CNN Inception-V3, which corresponds
to the third incarnation of GoogLeNet network. Since this network was not
tested in the benchmarks provided by [26], we decided to provide a test of 30
forward passes using 4 popular CNNs available in Tensorflow. These results
are displayed in figure 37.
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Figure 37: Results for 30 forward passes using VGG16, VGG19, Resnet50
and InceptionV3. All models were tested using a single image as a mini-
batch, a GTX1070, Tensorflow, and CUDA 8.0 with cuDNN v5.1.
This particular trained Inception V3 network obtains top-5 error of 7.3
% on ImageNet [7]. The current implementations of image captioning mod-
els use a beam search in order to refine their sentences. This step could
prove computationally expensive for any real-time implementation; there-
fore, we chose to use Inception-V3 since it has the lowest top-5 error on Im-
ageNet when compared to the other pre-trained networks found in our deep
learning framework [7]. Passing all the COCO images trough the beheaded
Inception-V3 took approximately 1.5 hours using the same computational
set up described in figure 37. The original input to the CNN (299 × 299
pixels) got encoded in a feature vector of 2048 dimensions. Every feature
vector was saved in a hdf5 dictionary. The COCO training dataset con-
tains 415715 captions from 82783 images [32]. This corresponds on 13 GB
of data. Loading all these images in memory proves infeasible; however,
we only need to load a mini-batch since we are training using a variation
of stochastic gradient descent. The appropriate programming paradigms in
the python language that let us yield a section of our dataset per training
step are called generators. Our final architecture used 512 LSTM neurons
and we used as in the state-of-the-art a word and image embedding of 512
dimensions. We split both datasets in the same manner: 80 % of all images
were reserved for training and validation, and the 20 % left as a test set. We
created two generators one for disposing training data, and another for val-
idation data. We trained the both COCO and IAPR datasets for 50 epochs
using ADAM as our optimizer [29] Every epoch goes through all captions.
Going through the 50 epochs took approximately 9.5 hours for the COCO
dataset and 4.5 minutes for IAPR data.
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8 Results
In order to validate our pre-trained models we use the metric METEOR
implemented in [8]. However, one important remark that we would like
to emphasize; and which has not been thoroughly discussed in any of the
papers here reviewed, is the correlation between the loss function and ME-
TEOR. We have found empirically, that in all of our tested trained models,
we obtained better results not when the validation loss or accuracy was
at its minimum, but several epochs after it. We argue that the existence of
this discrepancy between the loss function and the METEOR score, is due to
the way in which the target variables are represented in all image captioning
models. The target values are one-hot encodings; consequently, they locate
all probability mass in a single word. This could also be considered as rep-
resenting our target values as a hard-evidence [3]. However, the METEOR
metric uses also a synonym matching module. Therefore, there is an under-
lying symmetry between words, which makes the METEOR metric invari-
ant under specific switching between the one-hot encoding representations.
This leads us to think that we can relax the hard-evidence constraint and
use instead a soft representation of the targets. This could be done by dis-
tributing uniformly the probability of every single word along its synonyms,
or by considering any pre-trained word embedding model and distributing
the probability using a Gaussian distribution centered on the original word.
Testing these hypothesis goes beyond the scope of this research and we leave
this for future work.
8.0.1 COCO results
After 50 epochs the METEOR score obtained for the COCO dataset is
14.2; this score is 7 points below the-state-of-the-art. However, we are not
performing any beam-search before predicting our captions. We display
some of the results in figures 38 and 39.
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(a) a man is doing a trick on a skate-
board
(b) a train traveling down train tracks
next to a lush green field
(c) a group of people flying kites in a
field
(d) a pizza with cheese and herbs on a
table
(e) a desk with a laptop and a monitor
(f) a man on a surfboard riding a wave
in the ocean
Figure 38: A selection of correct captions performed by our model in the
COCO dataset.
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(a) a woman sitting on a bed with a
laptop computer
(b) a dirty toilet in a small room with
a wooden floor
(c) a cat sitting on a car seat with a
concerned look (d) a cup of coffee and a cup of coffee
(e) a man is eating a sandwich and
drinking beer
(f) a man and woman are holding wine
glasses
Figure 39: A selection of incorrect captions performed by our model in the
COCO dataset.
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We can observe in figure 38 some of the correct captions displayed by our
model. Sub-figure (a) of the same figure 38, shows that our model is able to
localize small objects such as a “skateboard”. Another important remark is
the presence of non-iconic images. For example in sub-figures (a), (c) and
(e) there is not a salient object that should be described; instead, the objects
in the figures are often cluttered or hardly visible due to the background.
Sub-figure (c) indicates that the model is able to recognize and describe
objects that occur several times in the images, e.g. “a group of people”
and “kites”. However, we will later comment on how our current model is
unable to count. Sub-figure (e) describes correctly a cluttered environment,
indicating two of the most significant objects in the scene such as “laptop”
and “monitor”. Sub-figures (b), (d) and (f) display iconic images which are
correctly captioned.
We can observe in figure 39 several errors made by our model when
trained on the COCO dataset. Typical errors include misclassification of
objects and scenes along with the inability to count. For example in (a)
of the same figure, a woman is sitting on a bed; however, it does not have
a “laptop” but a pillow. Sub-figure (b) is described as a “small room”;
however it is clearly located outside. It also describes “a wooden floor”
which could be a reference to the wooden fence located behind the toilet.
Sub-figure (c) located the cat in a “car seat”. This sub-figure is a misclassi-
fication of the scene. Another interesting point regarding this image is the
word “concerned”. Looking further on the training dataset we found that
there were multiple cases in which the captions described animals using this
word. Sub-figure (d) shows an interesting behaviour of our model, which is
the inability to count. This behavior is repeated several times in different
results (sub-figure (f) of the same image). Even tough the caption is seman-
tically correct, it is not grammatically optimal. Sub-figure (e) displays two
misclassification “sandwich” and “beer”. Sub-figure (f) also displays two
misclassifications “woman”, “wine glasses” along with the inability to count
the number of persons in the image. Overall our model is able to recognize
the general aspects of the scenes: Sub-figure (a) “woman sitting on a bed”,
sub-figure (b) “a dirty toilet”, (c) “cat”, “car” (d) “a cup of coffee”, (e) “a
man eating” and (f) “a man ... holding”.
Finally we would like to mention that all our trained models didn’t have
any prior knowledge of the language or grammar. And putting aside the
description of the image, it learned how to construct complete English sen-
tences.
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8.0.2 IAPR results
We obtained a METEOR score of 16.6 in the IAPR dataset. This score
is better than the reported best for this dataset [14] (15.4). However we
emphasize that we only used captions that were at most 14 words long.
Figure 40 displayed below shows a selection of these results.
(a) a city with cars and people in the
foreground
(b) portrait of a black girl with black
hair and a white tee-shirt
(c) two tennis players on a green hard
court
(d) a paved road in the middle of a flat
dry desert
(e) a sea lion at a sandy beach
(f) fireworks in the harbour of a city at
night
Figure 40: A selection of correct captions performed by our model trained
on the IAPR dataset
66
(a) three men are sitting in front of a
white bus on a wooden
(b) view of a river with a river in the
middle of the jungle
(c) two men are standing in front of a
grey van
(d) a pink tower with three blue win-
dows
(e) people on a somewhat red square
with many trees
(f) three men are playing volleyball on
a brown sandy beach in the
Figure 41: A selection of incorrect captions performed by our model trained
on the IAPR dataset
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Figure 40 displays correct captions performed by our mode when trained
on the IAPR dataset. Similarly to the COCO dataset, our model learned
to caption images which are cluttered. For example sub-figure (a) of the
same figure 40, displays a very complicated scene surrounded by cars and
houses. However, it was able to describe the most import objects along
with a grammatically correct sentence. Sub-figure (b) shows the ability of
the model to distinguish between colors located in the same image “black
girl”, “black hair”, “white tee-shirt”. Sub-figure (c) also displays the ability
to distinguish colors “green”. Sub-figure (d) shows an interesting result since
it displays how our model described an image which consists of objects only
located as a part of the background: “paved road” and “dry desert”. This
shows us that the model is able to describe not only salient objects but
also general scenes. Sub-figure (e) show us an iconic-image of a sea lion
along with the background. Sub-figure (f) displays a hardly visible scene.
However, the generated caption is able to make references to objects in the
image such as: “city”, “harbour”, “fireworks”, and also make a temporal
reference “at night”.
Figure 41 displays incorrect captions performed by our model trained on
the IAPR dataset. One important remark that we observed in these captions
is that even when the model is trained on different datasets, it still displays
similar errors. Mostly, misclassification of objects and the inability to count.
However, by training on a smaller dataset (IAPR) we obtained captions that
are not always complete. For example, we can observe in sub-figure (a) of
the same figure 41, that the sentence ends without describing the final object
“on a wooden”. It also misclassifies the object by saying “in front of a white
bus”. One hypothesis is that the model believes that the “white bus” is
composed of the white background along with the windows displayed at
the end. Sub-figure (b) show a similar behavior displayed in model trained
in COCO. Specifically, it repeats object names; however, in this particular
case there is only a single river. Sub-figure (c) shows a misclassification
regarding “a grey van”. It also counts incorrectly the number of persons
located in the image. Sub-figure (d) displays an interesting result regarding
colors. Two questions that we leave for further research are: when does
the model starts changing the classification of the colors? And whether
or not we can embedded a more diverse color palette? One possible test
could be done by training along input data that consists of an image of a
single color, and a caption of one or two words which describes the color
name. Sub-figure (e) supports the hypothesis that the color palette of the
model should be developed further. Finally sub-figure (f) misclassified the
activity “playing volleyball”; however, it indicated correctly the foreground
“on a brown sandy beach”. Similarly to sub-figure (a) it ended the sentence
incorrectly.
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8.0.3 IAPR-ADD results
After 50 epochs our model trained on the IAPR and AD datasets obtains a
METEOR score of 16.2. In figure 42 we display only the results from the
images that correspond to the anomaly detection dataset.
(a) a man is holding a gun (b) a house is burning
(c) a car is crashed in a snow covered
street
(d) there is a woman with blood on the
floor
(e) a man is choking another man
(f) a firefighter is trying to put out a
fire
Figure 42: A selection of correct captions generated by our model when
trained on the IAPR dataset and the anomaly detection dataset.
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(a) people with red helmets are sitting
and cars on a
(b) there is a broken window laying on
the ground
(c) a man is showing his injured shoul-
der
(d) a man showing his right arm in
which he has severe injury
(e) a man is being held by the police
(f) a man is dancing with a woman on
the dancefloor
Figure 43: A selection of incorrect captions generated by our model when
trained on the IAPR dataset and the anomaly detection dataset.
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Figure 42 shows correct captions performed by our model when trained
on the IAPR and the AD dataset. The images here selected, display possible
robotic applications which consists of detecting and describing accidents,
fires and car crashes. In the sub-figure (a) of the same figure 42, the model
correctly describes the anomaly by referring to a “gun”. Sub-figure (b)
correctly displays the situation of a house burning. We can also notice how
concise the descriptions are, since it described the image correctly by using
only 4 words. Sub-figure (c) made a reference to a car accident “a car
is crashed” but also to the background “snow covered street”. Sub-figure
(d) also displays in a very concise manner a possible accident by making
reference to “woman” “blood” “floor”. Sub-figure (e) shows an example
of how our model can be superior to a classification model in regards of
anomaly detection. Using a simple classification algorithm we could have
only detected “man”. However, our model not only detects two men but also
detects the their activity by stating “is choking”. These two words bring
more information about image which could prove beneficial when addressing
such situation. Sub-figure (f) is an important results since it was able to
communicate the existence of a possible fire but also the contribution of a
“firefighter” in the scene “trying to put out a fire”.
Figure 43 displays the incorrect captions performed in the IAPR and
AD dataset. Since the AD dataset was trained along the IAPR dataset, it
suffers from the same problems. Mostly, misclassifications. Sub-figure (a)
from the same image 43 displays an incorrect classification of “helmets” and
“cars”. It also finished the sentence abruptly. Sub-figure (b) misclassified
the word “bike”.
Sub-figure (d) shows a complicated image in which the leg of man is mis-
classified as an “arm”. This sort of classifications are difficult to any CNN
since they are not intrinsically invariant to rotations. Sub-figure (e) misclas-
sified the referees by “police” officers. And finally sub-figure (f) misclassified
the scene and the activity using “dancing” and “dancefloor”.
We added to our existing CNN model a multi-layer perceptron with two
hidden layers in order to provide a binary classification between normal sit-
uations and anomalies. We categorize as positive an image that is not an
anomaly, and as negative an image that corresponds to an anomaly. We re-
port an accuracy of 97 %. The confusion matrix with the number of images
is displayed in table 6 and the confusion matrix with ratios is displayed in
table 7.
Prediction label
Positive Negative Total
True label
Positive TP = 1170 FN = 20 1190
Negative FP = 12 TN = 117 129
Total 1182 137 1319
Table 6: Confusion matrix of the CNN model trained with the IAPR-AD
71
dataset.
Prediction label
Positive Negative Total
True label
Positive TP = .887 FN = .015 .902
Negative FP = .009 TN = .088 0.097
Total .896 .103 1
Table 7: Confusion matrix of ratios for our CNN model trained with the
IAPR-AD dataset.
9 Conclusions
In this work we reviewed the state-of-the-art models for image captioning
and scene segmentation. Both of these architectures used specialized CNNs;
consequently, in order to create a detailed explanation of the models, we
provided a theoretical review of CNNs as well as LSTMs. The theoretical
background explains the forward pass and backward pass of ANNs, CNNs
and LSTMs. We proceeded by reviewing GoogLeNet, the VGG networks,
the METEOR metric, the COCO Microsoft dataset, as well as recent varia-
tions of the image captioning model. Next, we investigated relevant techni-
cal details behind the most used CNNs in scene-understanding algorithms.
Some of these included the top-5 error on ImageNet, the number of layers,
as well as the forward-pass and backward-pass speeds using different GPUs.
We then created an image-captioning model that considers robot-platforms
for anomaly detection. In order to validate our model we trained it on the
COCO and IAPR datasets, obtaining significant results on both datasets.
Finally, we created an anomaly detection dataset consisting of 1008 images
and captions, which we used along the IAPR dataset in order to create an
architecture that predicts and communicates anomalies in natural language.
We obtained an accuracy of 97 % and a METEOR score of 16.2.
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