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Abstract
Spoken word recognition consists of two major component processes. First, at the prelexical stage, an abstract
description of the utterance is generated from the information in the speech signal. Second, at the lexical stage, this
description is used to activate all the words stored in the mental lexicon which match the input. These multiple can-
didate words then compete with each other. We review evidence which suggests that positive (match) and negative
(mismatch) information of both a segmental and a suprasegmental nature is used to constrain this activation and
competition process. We then ask whether, in addition to the necessary inﬂuence of the prelexical stage on the lexical
stage, there is also feedback from the lexicon to the prelexical level. In two phonetic categorization experiments, Dutch
listeners were asked to label both syllable-initial and syllable-ﬁnal ambiguous fricatives (e.g., sounds ranging from [f] to
[s]) in the word–nonword series maf–mas, and the nonword–word series jaf–jas. They tended to label the sounds in a
lexically consistent manner (i.e., consistent with the word endpoints of the series). These lexical eﬀects became smaller in
listeners slower responses, even when the listeners were put under pressure to respond as fast as possible. Our results
challenge models of spoken word recognition in which feedback modulates the prelexical analysis of the component
sounds of a word whenever that word is heard.
 2002 Elsevier Science B.V. All rights reserved.
Zusammenfassung
Das Erkennen gesprochener W€orter besteht aus zwei Hauptverarbeitungskomponenten. Auf der pr€alexikalischen
Ebene wird die Information im Sprachsignal genutzt, um eine abstrakte Beschreibung der €Außerung zu generieren,
welche dann verwendet wird, um auf gespeicherte lexikalische Information zuzugreifen. Die lexikalische Ebene ist zum
einen gekennzeichnet durch die vielf€altige Aktivierung von Wort-Kandidaten, die mit dem Sprachinput €ubereinstim-
men, und zum anderen durch den Wettbewerb dieser Kandidaten untereinander. Wir werden zun€achst Belege re-
zensieren, die nahe legen, dass sowohl positive (€ubereinstimmende) als auch negative (nicht €ubereinstimmende)
Information––sowohl segmentaler wie suprasegmentaler Natur––genutzt wird, um den Aktivierungs- und Wett-
bewerbsprozess zu steuern. Danach besch€aftigen wir uns mit der Frage, ob zus€atzlich zum notwendigen Einﬂuss der
pr€alexikalischen auf die lexikalische Ebene, ebenfalls Feedback vom Lexikon zum pr€alexikalischen Level stattﬁndet. In
zwei phonetischen Kategorisierungsexperimenten sollten niederl€andische H€orer silben-initiale und silben-ﬁnale ambige
Frikative (z.B., Laute zwischen [f] und [s]) in der Wort–Nichtwort Reihe maf–mas und der Nichtwort–Wort Reihe
qA preliminary report of these experiments was presented at the 137th meeting of the Acoustical Society of America in Berlin,
Germany, in March 1999.
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jaf–jas benennen. Sie neigten dazu, diese Laute so zu benennen dass sie lexikalisch konsistent waren (d.h., konsistent
mit dem jeweiligen Wort-Endpunkt der beiden Kontinua). Dieser lexikalische Eﬀekt wurde in den langsameren
Reaktionszeiten geringer, auch wenn die H€orer unter Druck gesetzt wurden, so schnell wie m€oglich zu antworten.
Unsere Ergebnisse stellen Sprachverarbeitungsmodelle in Frage, in denen Feedback bei jedem H€oren eines Wortes die
pr€alexikalische Analyse einzelner Laute dieses Wortes beeinﬂußt.
 2002 Elsevier Science B.V. All rights reserved.
Resume
La reconnaissance dun mot parle consiste en deux etapes principales. Lors de letape pre-lexicale, linformation
presente dans le signal de parole est analysee, et la representation abstraite de lenonce ainsi generee est utilisee lors de
lacces au lexique mental. Letape lexicale se caracterise par lactivation simultanee des candidats lexicaux qui sont
consistents avec linformation sensorielle, et ces candidats rentrent en competition. Cet article presente des donnees
indiquant que les informations segmentales et suprasegmentales presentes dans le signal de parole peuvent jouer un ro^le
positif ou negatif lors de ce processus de competition selon que ces informations sont compatibles ou incompatibles
avec la representation lexicale des candidats. De plus, nous discutons lexistence dun ‘‘feedback’’ du lexique vers le
niveau pre-lexicale qui sajouterait ainsi au ﬂux dinformation necessaire entre le niveau pre-lexicale et le lexique. Lors
de deux experiences de categorisation phonetique, conduites en neerlandais, les auditeurs avaient pour ta^che de decider
de lidentite dune fricative ambigu€e presente au debut ou a la ﬁn dune sequence qui correspondait, selon lidentite
attribuee a cette fricative, soit a un mot, soit ou un nonmot (e.g., une fricative ambigu€e entre [f] et [s] placee dans une
sequence mot–nonmot, maf–mas, ou dans une sequence nonmot–mot, jaf–jas). Un biais lexical etait observe. Ce biais
lexical etait, cependant, plus faible lorsque les temps de reaction lors de la categorisation etaient lents, me^me lorsque les
auditeurs etaient encourages a repondre le plus vite possible. Ces resultats sont problematiques pour les modeles dans
lesquels lanalyse pre-lexicale du signal sonore est modulee par un ‘‘feedback’’ operant systematiquement, toutes les fois
ou un mot est percu.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Most models of spoken word recognition, in-
cluding TRACE (McClelland and Elman, 1986),
Shortlist (Norris, 1994), the distributed cohort
model (DCM; Gaskell and Marslen-Wilson, 1997)
and PARSYN (Luce et al., 2000), make the as-
sumption that word recognition is fundamentally a
two-stage process. First, there is a prelexical stage,
where an abstract description of a given utter-
ance is generated. There is no agreement about
the form of this description (features and then, at a
second stage, phonemes in TRACE; phonemes in
Shortlist; features in the DCM; allophones in
PARSYN), but broad agreement that there are
processes of abstraction and normalization which
mediate between the speech signal and the mental
lexicon. The second, lexical component of the
recognition process involves the activation of
many candidate words (those which match the
prelexical representation of the input to some ex-
tent), and competition among those words. The
words which win the competition are recognized.
Again, while there are many disagreements about
the details of the activation–competition pro-
cess, TRACE, Shortlist, the DCM and PARSYN
all assume activation and competition in some
form.
In the ﬁrst part of this paper we discuss recent
results which bear on two disputed aspects of the
activation–competition process, namely, whether
both positive and negative information can be
used to constrain the set of candidate words, and
whether the competition process entails direct in-
hibition between candidate words. These results
also put important constraints on the kind of in-
formation that is represented at both the prelexical
and lexical levels of processing. In the second part
of the paper we discuss whether there is feedback
from the lexical to the prelexical level.
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In Shortlist, but not TRACE for example, infor-
mation at the prelexical level inﬂuences lexical acti-
vation both positively (a match between the
information in the signal and stored phonological
knowledge facilitates lexical activation) and nega-
tively (mismatch between the signal and the lexicon
inhibits activation). Furthermore, in Shortlist, but
not in the DCM, for example, there is direct
competition between candidate words. There are
therefore two mechanisms in Shortlist by which er-
roneous candidates can be rejected: bottom-up in-
hibition and lexical competition. While there are
many demonstrations that multiple candidates
which match the signal either temporarily or par-
tially are activated, and that they compete with each
other (see Frauenfelder and Floccia, 1998, for a
review), it is not yet clear what the relative contri-
butions of bottom-up inhibition and lexical compe-
tition are to the resolution of the recognition process.
Recent results suggest that bottom-up mismatch can
be strongly inhibitory (Frauenfelder et al., 2001);
other results suggest that lexical competition resolves
very soon after disambiguating information be-
comes available (McQueen et al., 1999).
Soto-Faraco et al. (2001) have recently exam-
ined this issue. They also considered an additional
variable: the relative roles of segmental and su-
prasegmental information in lexical access (i.e., the
relative contributions to a words activation of its
component phonemes and of its lexical stress
pattern). Spanish listeners heard Spanish sentences
which ended with word fragments, and then made
lexical decisions on visual target words (and non-
words) which were presented at the oﬀset of the
fragments. When the target words matched the
fragments, responses were facilitated (relative to
when they followed phonologically unrelated
control fragments). When the target words mis-
matched the fragments, responses were inhibited
relative to control. The amount of inhibition was
equivalent across a range of diﬀerent mismatch
conditions: lexical stress mismatch (e.g., prinCI-,
the beginning of prinCIpio, followed by the target
PRINCIPE, which is stressed on the ﬁrst syllable,
PRINcipe); vowel mismatch (e.g., abun-, from
abundancia, followed by ABANDONO); and
consonant mismatch (e.g., pati-, from patilla, fol-
lowed by PAPILLA).
These inhibition eﬀects suggest the following:
both of the words are activated by the spoken in-
put (e.g., abundancia and abandono given abun-),
the matching word is favored and the mismatching
word is disfavored (by bottom-up inhibition), and
lexical competition further penalizes the mis-
matching candidate, producing relatively slow re-
sponses to visual versions of that mismatching
word. Although inhibition can of course arise by
bottom-up mismatch alone, the added contribu-
tion of competition between words to the inhibi-
tion observed by Soto-Faraco et al. (2001) can be
seen by comparing their results with those of
Cutler and Donselaar (2001), who conducted a
similar fragment-priming study in Dutch. In that
study, no inhibition eﬀects were observed. Listen-
ers were faster to decide, for example, that MU-
SEUM was a word after hearing the matching
fragment muZEE- than after hearing a control
fragment. They were also faster after the fragment
MUzee (stress mismatch) than in the control con-
dition, though the facilitation here was weaker
than in the matching condition; crucially, however,
there was no diﬀerence between control and seg-
mental mismatch conditions (e.g., luZEE-).
While the diﬀerence between the segmental and
suprasegmental mismatch conditions in Dutch
contrasts with equivalent eﬀects for these condi-
tions in Spanish, and may reﬂect the relative role
of suprasegmental information in lexical access in
these two languages (see Cutler and Donselaar,
2001; Soto-Faraco et al., 2001, for discussion), the
most important diﬀerence between the two studies
is that inhibition was observed in the mismatch
conditions in Spanish but not in Dutch. The rea-
son for this diﬀerence is that there were rival words
activated by the stimuli in the Spanish study but
not in the Dutch study (prinCI- is the beginning of
prinCIpio, and abun- is the beginning of abundan-
cia, but neither MUzee- nor luZEE- is the begin-
ning of any Dutch word). The inhibition in
Spanish therefore appears to reﬂect the added
contribution of lexical competition between the
representation of the rival word (consistent with
the spoken input in the mismatch condition) and
the representation of the target word.
Taken together, the results of Soto-Faraco et al.
(2001) and Cutler and Donselaar (2001) suggest
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that both bottom-up and lexical competition are
involved in the word recognition process. They
therefore support the assumptions about infor-
mation ﬂow built into the Shortlist model. They
also suggest, however, that Shortlist (and indeed
all other current models of spoken word recogni-
tion) should be revised such that suprasegmental
information can be represented at both the lexical
and the prelexical levels, at least where it is of
value in constraining lexical access in a particular
language. Note that studies in English, such as that
of Cutler (1986), have so far failed to reveal su-
prasegmental eﬀects on lexical access; this may be
because suprasegmental information has low value
in constraining lexical access in English (Cutler
et al., 1997).
In addition to these issues about the bottom-up
and lateral ﬂow of information in the spoken word
recognition system, a further important question
needs to be answered: Does information also ﬂow
top-down? That is, is there feedback from the
lexical level back down to the prelexical level of
analysis? This question has exercised psycholin-
guists for more than two decades. There have been
many demonstrations of lexical eﬀects in tasks
which require listeners to make explicit decisions
about speech sounds. Thus, in phoneme monitor-
ing, listeners can be faster to decide that they have
heard a target sound, such as /b/, in a real word
like bid than in a nonword like bip (Cutler et al.,
1987; Rubin et al., 1976). Lexical eﬀects have also
been observed in the phoneme restoration illu-
sion. Listeners are worse at determining whether a
phoneme has been replaced by noise or had noise
added to it in a real word than in a nonword
(Samuel, 1981, 1996). One way to explain such
eﬀects is to assume that decisions about speech
sounds are made at the prelexical level, and thus
that the eﬀects reﬂect feedback of lexical infor-
mation to that level. This assumption is built into
the TRACE model, where word representations
are activated bottom-up when their constituent
phonemes become activated, and in which word
activation in turn modulates the activation of
those phoneme representations via top-down
connections.
Lexical eﬀects can however be explained with-
out postulating feedback. In the Merge model
(McQueen et al., 1999; Norris et al., 2000), acti-
vation of representations at both the prelexical and
lexical levels is continuously integrated at dedi-
cated phonemic decision units. Merge shares with
Shortlist all architectural assumptions about the
word recognition process, but it is a model of
phonemic decision-making rather than of word
recognition (Norris et al., 2000). Lexical eﬀects in
words arise in Merge because activation at the
lexical level increases the activation of the con-
stituent phonemes of those words at the decision
stage. Lexical eﬀects in nonwords are rarer, but are
nonetheless now well documented (Connine et al.,
1997; Marslen-Wilson and Warren, 1994; McQu-
een et al., 1999; Newman et al., 1997). These eﬀects
arise because words which sound similar to those
nonwords will be activated and again can bias the
activation of the decision units. The simple dem-
onstration of lexical involvement in phonemic de-
cision-making therefore cannot be taken as prima
facie support for feedback.
It is clear that an answer to the question about
feedback will only be forthcoming if more detailed
predictions of the available models are tested. An
important ﬁrst step, however, is to distinguish
between diﬀerent forms of feedback. Psycholin-
guists have been almost exclusively concerned with
the question of whether feedback from a speciﬁc
lexical item can aﬀect the perceptual analysis of the
prelexical units currently providing the input to
that word. The eﬀects of this feedback are transi-
tory, and have no consequences for the later pro-
cessing of that word or any other word. This is the
nature of the feedback embodied in TRACE; we
will refer to it as perceptual feedback. Another
form of feedback, which we will refer to as atten-
tional feedback, is generalised top-down atten-
tional control over prelexical processing. For
example, listeners could devote more or less at-
tention to prelexical processing. Proponents of
modular, bottom-up theories of perception (e.g.,
Norris et al., 2000; Pylyshyn, 1999) readily ac-
knowledge that attentional factors can modulate
the operation of early perceptual processes. There
is no disagreement about the existence of this
particular type of feedback. There is, however, a
third form of feedback that has received little
discussion in the word recognition literature: feed-
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back for learning. Lexical knowledge could inﬂu-
ence the way in which we learn perceptual cate-
gories. That is, lexical feedback need not have the
immediate and speciﬁc eﬀect on prelexical pro-
cessing it does in TRACE, but might have the
longer-term and more general eﬀect of retuning
prelexical processing. We will return to the issue of
perceptual learning later in the paper. In the ex-
periments reported here, we examined the predic-
tions that follow from the perceptual feedback in
TRACE. The way feedback is implemented in
TRACE makes predictions about the time-course
of lexical involvement in phonetic categorization.
Lexical information inﬂuences the categoriza-
tion of ambiguous speech sounds in syllable-initial
position (e.g., stops between [t] and [d] in the
word–nonword (W–NW) series type–dype tend to
be heard as [t]; Ganong, 1980; Connine and Clif-
ton, 1987) and in syllable-ﬁnal position (e.g., fric-
atives between [s] and [ ] in kiss–kish tend to be
heard as [s]; McQueen, 1991). In the categorization
of syllable-initial sounds, lexical eﬀects get stron-
ger in slower responses (Fox, 1984; Miller and
Dexter, 1988; Pitt, 1995; Pitt and Samuel, 1993). In
the categorization of syllable-ﬁnal sounds, how-
ever, lexical inﬂuences get weaker in slower re-
sponses (McQueen, 1991; Pitt and Samuel, 1993).
TRACE predicts that lexical involvement in both
positions should build up over time because, in
this model, feedback increases over time. TRACE
is therefore challenged by the syllable-ﬁnal results.
In the present study, categorization of both
initial and ﬁnal fricatives was tested. In most pre-
vious studies only one target position was tested;
where both positions have been examined, posi-
tion has tended to be a between-subjects factor
(e.g., Pitt and Samuel, 1993). We therefore asked
the same subjects to categorize both syllable-ini-
tial and syllable-ﬁnal sounds, and examined the
time course of their categorization performance.
TRACE predicts that there should be lexical ef-
fects both initially and ﬁnally. Listeners should
tend to label sounds in a W–NW series consistent
with the word endpoint, but consistent with the
other endpoint in the matched nonword–word
(NW–W) series. Crucially, TRACE also predicts
that lexical eﬀects should build up over time.
Simulations of this prediction in syllable-initial
and syllable-ﬁnal position are given, respectively,
in (McClelland and Elman, 1986; McClelland,
1987). To examine this time-course prediction, we
split listeners responses into fast, medium and
slow reaction time (RT) ranges (Fox, 1984;
McQueen, 1991; Miller and Dexter, 1988; New-




Twenty-four student volunteers were paid to
take part. All listeners were native speakers of
Dutch, with no known hearing disorders.
2.1.2. Materials
There were two sets of monosyllabic items. In
one set, the initial consonant was a fricative
varying in place of articulation from [f] to [s]. The
other set used an acoustically diﬀerent syllable-
ﬁnal [f]–[s] series. Each set consisted of a W–NW
series, in which the [f] endpoint was a Dutch word
and the [s] endpoint was not a Dutch word, and a
NW–W series, where only the [s] endpoint was a
word. Thus, for the initial-position set, the series
were ﬂauw (dull) – slauw and ﬂaap – slaap (sleep),
and for the ﬁnal-position set they were maf (silly) –
mas and jaf – jas (coat).
The initial [f]–[s] endpoints were based on nat-
ural tokens of ﬂaap and slaap, recorded by a native
speaker of Dutch in a sound-attenuated booth,
and then digitized at 16 kHz. The two frication
noises were extracted and adjusted to be of equal
length (180 ms, by removal of some steady-state
noise in the longer original). A 15-step series was
made by adding the amplitudes of the two wave-
forms sample by sample in diﬀerent proportions
(McQueen, 1991). The proportions were equally
spaced in 15 steps from 0 to 1.0 and were added
pair-wise so as to sum to 1.0. The steps were then
spliced onto the contexts laap (458 ms) and lauw
(448 ms), taken from utterances of the nonwords
thlaap and thlauw. The other set was made in the
same way, based on [s] from mas and [f] from maf.
The 15 steps of this series (all 252 ms) were spliced
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onto the contexts ma (264 ms) and ja (277 ms),
taken from utterances of math and jath.
A preliminary version of this experiment was
run using these materials (otherwise it was the
same as the experiment described here). No lexical
biases were found for either the syllable-initial or
the syllable-ﬁnal fricatives. In both target posi-
tions, lexical eﬀects tend to be stronger when the
speech materials are degraded (Burton et al., 1989;
McQueen, 1991; Pitt and Samuel, 1993). Listen-
ers tend to rely on the speech signal in phonetic
categorization, rather than stored knowledge, un-
less the signal is impoverished. The stimuli were
therefore degraded by low-pass ﬁltering at 3 kHz,
following the procedure that has been used to
degrade an English [s]–[  ] series (McQueen, 1991).
The ﬁlter cut-oﬀ of 3 kHz was chosen so as to
degrade the stimuli severely, in order to increase
listeners reliance on lexical knowledge. Although
most of the frication noise for both [f] and [s] was
removed, spectral analysis showed that some low-
frequency noise remained for all members of both
the syllable-initial and the syllable-ﬁnal series.
Eight steps from each series were then selected on
the basis of pilot listening tests for use in the main
experiment: the two endpoints plus original steps
2, 5, 7, 8, 10 and 14 from both series. Hereaf-
ter, these will be referred to as steps 1–8 in both
positions.
2.1.3. Procedure
Each of the eight steps in each of the four series
was presented 16 times, in two lists, one consisting
of the 256 initial-fricative items, the other of the
256 ﬁnal-fricative items. Each list was pseudo-
randomly ordered so that all items were spread
evenly throughout the lists. Half of the subjects
heard the initial items ﬁrst; half heard the ﬁnal
items ﬁrst. Subjects were tested in groups of up to
three in separate carrels in a quiet room. The
stimuli were presented once every 2 s at a com-
fortable level over headphones. Subjects were
asked to decide whether the initial (or ﬁnal) sound
of each token was [f] or [s] and to press one of
two labeled buttons ‘‘F’’ or ‘‘S’’. They were asked
to respond on every trial, as fast and as accu-
rately as possible. RTs were measured from item
onset.
2.2. Results and discussion
Five subjects failed to distinguish between the
endpoints of at least one of the series (the cate-
gorization functions were ﬂat). This suggests that
there was not suﬃcient information remaining in
the low-pass ﬁltered frication noises for all listen-
ers to be able to distinguish between them. Only
the data from the remaining 19 subjects were an-
alyzed. Analyses of variance (ANOVAs) were
performed on the overall proportion of [f] re-
sponses per subject in each series, collapsing over
all eight steps. The mean proportions of [f] re-
sponses are plotted for each series and for each
position in Fig. 1.
There were strong lexical eﬀects spread over
the series: listeners tended to identify the fricatives
in a lexically-consistent manner (more [f] responses
to the ﬂauw–slauw and maf–mas series than to the
ﬂaap–slaap and jaf–jas series, respectively). These
lexical eﬀects were reliable (F ð1; 18Þ ¼ 26:9, p <
0:001). In neither analysis was there an eﬀect of
position (initial versus ﬁnal) nor an interaction of
position with the lexical eﬀect. The tendency to
identify the fricatives in a way that was consistent
with the word endpoints was equally strong for
initial and ﬁnal fricatives.
2.2.1. Reaction time analyses
The mean and standard deviation for each
subjects responses to each stimulus step (sepa-
rately for initial and ﬁnal fricatives) were com-
puted, and then each individual RT within each of
these subsets was translated into a z score (New-
man et al., 1997). Scores of 0.43 and )0.43 divide
the z-score distribution into three equal portions.
Responses with z scores<)0.43 were fast and
those with z scores> 0.43 were slow; the remainder
were medium. Mean RTs in each RT range were:
fast, 741 ms; medium, 922 ms; and slow, 1210 ms.
The mean proportions of [f] responses are plotted
for each series in each RT range for each position
in Fig. 2.
In ANOVAs based on the overall proportion of
[f] responses per subject in each series in each RT
range, there was a signiﬁcant interaction of the
lexical eﬀect with RT range (F ð2; 36Þ ¼ 41:2,
p < 0:001): The lexical eﬀect was signiﬁcant in the
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fast range (F ð1; 18Þ ¼ 57:8, p < 0:001) and the
medium range (F ð1; 18Þ ¼ 4:9, p < 0:05), but not in
the slow range (F < 1). There were no statistically
signiﬁcant diﬀerences between initial and ﬁnal po-
sition in any of these analyses. In both cases, lexical
eﬀects became smaller in the slower responses (ini-
tial fricatives: fast, F ð1; 18Þ ¼ 24:6, p < 0:001; me-
dium, F ð1; 18Þ ¼ 2:3, p > 0:05; slow, F < 1; ﬁnal
fricatives: fast, F ð1; 18Þ ¼ 31:8, p < 0:001; medium,
F ð1; 18Þ ¼ 3:5, p > 0:05; slow, F < 1).
These results contradict the TRACE prediction
that lexical eﬀects should build up over time. While
the results for syllable-ﬁnal categorization are
consistent with earlier ﬁndings, those for syllable-
initial categorization are inconsistent with previ-
ous studies which have shown a build-up of lexical
eﬀects in slower responses. It is possible, however,
that the listeners in Experiment 1 might have re-
sponded relatively slowly to the degraded fric-
atives. This could explain why lexical eﬀects were
found even for the fastest responses to the initial-
position sounds. In Experiment 2, therefore, lis-
teners were put under severe time-pressure (they
had to try to respond within 500 ms of fricative
oﬀset). We predicted that these conditions would
be more likely to yield very fast nonlexical re-
sponses, particularly to the syllable-initial items.
We reasoned that if our failure in Experiment 1 to
observe the build-up of lexical eﬀects over time
predicted by TRACE was because that build-up
had occurred prior to responses being made even
in the fastest RT range, it ought to be possible to
Fig. 1. Mean proportion of [f] responses to the W–NW and NW–W series, for syllable-initial (upper panels) and syllable-ﬁnal cate-
gorization (lower panels). The data for Experiment 1 are given in the left panels; those for Experiment 2 in the right panels.
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observe that build-up if listeners are put under




Twenty-four student volunteers were paid to
take part. All listeners were native speakers of
Dutch, with no known hearing disorders. None
had taken part in Experiment 1.
3.1.2. Materials and procedure
The materials were the same as those used in
Experiment 1. The procedure was also identical,
except that a tone (1 kHz, 100 ms) was presented
500 ms after oﬀset of the to-be-categorized frica-
tive (whether it was initial or ﬁnal). Subjects were
asked to try on every trial to respond before they
heard the tone.
Fig. 2. Experiment 1: mean proportion of [f] responses to the W–NW and NW–W series, in the fast (upper panels), medium (middle
panels) and slow RT ranges (lower panels), for syllable-initial (left panels) and syllable-ﬁnal categorization (right panels).
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3.2. Results and discussion
The data from 11 subjects were excluded be-
cause the extreme time pressure led them either to
respond with considerable variability or to fail
systematically to distinguish even between the end-
point tokens; only those subjects who were able to
identify the endpoints with reasonable accuracy
were included in the analysis. The time-pressure
manipulation worked for these 13 subjects: mean
RT was reduced from 958 (in Experiment 1) to 737
ms. The mean proportions of [f] responses are
plotted for each series and for each position in
Fig. 1.
There were again strong and reliable lexical ef-
fects across the series (F ð1; 12Þ ¼ 29:9, p < 0:001).
Although there was no main eﬀect of position,
there was an interaction (F ð1; 12Þ ¼ 11:6, p <
0:001): lexical eﬀects were stronger for the ﬁnal
fricatives. Separate ANOVAs by position in both
types of analysis conﬁrmed however that the lexi-
cal eﬀect was reliable in both positions (initial:
F ð1; 12Þ ¼ 17:8, p < 0:005; ﬁnal: F ð1; 12Þ ¼ 21:2,
p < 0:001).
3.2.1. Reaction time analyses
The data were split into RT ranges in the same
way as in Experiment 1. Mean RTs after this split
were: fast, 594 ms; medium, 721 ms; and slow, 895
ms. The mean proportions of [f] responses are
plotted for each series in each RT range for each
position in Fig. 3.
There was again a signiﬁcant interaction of the
lexical eﬀect with RT range (overall proportion,
F ð2; 24Þ ¼ 17:7, p < 0:001). The lexical eﬀect was
signiﬁcant in the fast range (F ð1; 12Þ ¼ 52:6,
p < 0:001), and, although the eﬀect was statisti-
cally larger in the ﬁnal fricatives than in the initial
fricatives (F ð1; 12Þ ¼ 16:9, p < 0:005), it was sig-
niﬁcant in both subanalyses by position (initial:
F ð1; 12Þ ¼ 13:3, p < 0:005; ﬁnal: F ð1; 12Þ ¼ 38:5,
p < 0:001). The lexical eﬀect was also signiﬁcant in
the medium range (F ð1; 12Þ ¼ 8:8, p < 0:05), but,
although the interaction with position was not
signiﬁcant, the eﬀect was signiﬁcant only in the
ﬁnal-position subanalysis (initial: F ð1; 12Þ ¼ 3:8,
p > 0:05; ﬁnal: F ð1; 12Þ ¼ 7:4, p < 0:05). There
were no reliable lexical eﬀects in the slow range
(overall: F < 1; initial: F < 1; ﬁnal: F ð1; 12Þ ¼ 1:6,
p > 0:05). As in Experiment 1, lexical eﬀects di-
minished in listeners slower responses. Even under
strong time pressure, the fastest responses to both
initial and ﬁnal fricatives were inﬂuenced by lexical
information, but, contrary to TRACEs prediction,
this eﬀect died away rather than built up over time.
4. General discussion
In two categorization experiments with Dutch
materials and Dutch listeners, in one of which
listeners were placed under severe time pressure,
signiﬁcant lexical eﬀects were observed for both
initial and ﬁnal fricatives: Throughout the series
there were more [f] responses in the W–NW than
in the NW–W series. Lexical involvement was
strongest in the listeners fastest responses but
tended to disappear in their slowest responses.
The results with ﬁnal fricatives mirror those
found in previous studies (McQueen, 1991; Pitt and
Samuel, 1993). It appears that even with degraded
word-ﬁnal fricatives, lexical knowledge is used in
phonemic decision-making only within a limited
time frame. These results challenge TRACE, which
predicts that lexical eﬀects should build up over
time; as word activation rises, the amount of top-
down facilitation from word to phoneme nodes
should increase, and so too should the lexical bias
in the categorization responses. One might argue
that for word-ﬁnal sounds, lexical activation may
have already reached asymptote even in the fastest
RT range, and thus perhaps that feedback may also
have peaked soon after word oﬀset. But the
TRACE simulations reported in (McClelland,
1987) show that the activation levels of phoneme
nodes continue to diverge well after word oﬀset. It
takes time in the model for lexical feedback to in-
ﬂuence the activation of the phonemes nodes,
gradually increasing the activation of the lexically-
consistent interpretation of the ambiguous sound,
and gradually decreasing the activation of the lex-
ically-inconsistent alternative.
The initial fricative results contradict earlier
ﬁndings (Fox, 1984; Miller and Dexter, 1988; Pitt,
1995; Pitt and Samuel, 1993). In the earlier studies,
the strongest lexical eﬀects appeared in this target
J.M. McQueen et al. / Speech Communication 41 (2003) 257–270 265
position in the slowest responses. The explanation
for this pattern was that very fast responses to
initial segments can be initiated before the word is
strongly activated and hence before word activa-
tion can inﬂuence decisions. In our study, the low-
pass ﬁltered initial fricative series appears to have
been suﬃciently degraded to prevent such rapid
nonlexical responses being made. Even under se-
vere time pressure, listeners appear to have waited
until they had enough information to identify the
context; lexical biases were thus seen in the fastest
responses. Interestingly, although listeners could
not ignore lexical information in their fastest re-
sponses to the initial fricatives, they tended not to
use it in their slower responses. These results again
challenge the TRACE prediction that lexical ef-
fects should build up over time.
The results are, however, consistent with the
view, incorporated in the Merge model, that there
is no feedback from the lexicon to prelexical levels.
Fig. 3. Experiment 2: mean proportion of [f] responses to the W–NW and NW–W series, in the fast (upper panels), medium (middle
panels) and slow RT ranges (lower panels), for syllable-initial (left panels) and syllable-ﬁnal categorization (right panels).
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One might argue that since Merge is an activation-
based model, like TRACE, it too should predict
that lexical eﬀects should increase over time. This
is not true. Let us assume that even in Experiment
2, the fastest responses reﬂect a stage of processing
after any initial build-up of lexical activation. If we
grant this to the Merge model, then we should
grant it to TRACE. As we have already seen,
however, TRACE predicts that the eﬀects of
feedback will continue to build up until well after
stimulus oﬀset. The reason for this is the feedback
loop itself: as a word becomes more activated,
there will be stronger top-down feedback to its
constituent phonemes, they in turn will activate
the word more, and the feedback will continue to
strengthen. Positive feedback thus generates a
stronger lexical bias on slower phoneme decisions
than on faster decisions.
In contrast, Merge has no such feedback loop.
Since the model only has feedforward connections,
a decision node can not enter into a positive re-
inforcement loop with the prelexical and lexical
representations with which it is connected. Nor
can a word node enter into such a loop with its
constituent phonemes at the prelexical level. This
means that once a word representation has
reached as strong a level of activation as it can
given the available input (through a combination
of bottom-up support, bottom-up inhibition and
competition with other activated words) it can
then increase in activation no more through the
operation of positive feedback. This in turn means
that the lexical bias (the inﬂuence of the words
activation on the decision nodes) will also reach
asymptote. Merge thus does not predict that lexi-
cal eﬀects should gradually increase in magnitude.
Our data are therefore problematic for models
like TRACE which have perceptual feedback, that
is, feedback from any given activated lexical rep-
resentation which modulates the prelexical analy-
sis of the component sounds of that word. Another
problem with perceptual feedback is that it acts to
distort information in the speech signal (Massaro,
1989; Norris et al., 2000). As the lexicon boosts the
activation of a lexically-consistent phoneme node
in TRACE, and the activation of the lexically-
inconsistent node is being penalized by competition
between the phoneme nodes, the representation of
what was actually present in the input is being
overwritten. It is thus hard to see how the ambi-
guity can, as it were, re-assert itself in slower re-
sponses, even if feedback is then switched oﬀ. In
contrast, in Merge, if ﬂow of information from the
lexicon to the decision nodes is switched oﬀ later in
processing, the ambiguity that was present in the
signal can re-assert itself at the decision stage be-
cause it remains represented at the prelexical level
(since the activation of the prelexical nodes does
not die away immediately after stimulus oﬀset,
they act as a kind of memory buﬀer for the speech
which has just been heard). A slow decision in
Merge can thus be based on an accurate descrip-
tion of the signal, even though a lexically-biased
response could have been made to the same stim-
ulus if that response had been initiated earlier.
The tendency of perceptual feedback to distort
the representation of the perceptual world is one
strong argument against this kind of feedback, and
thus against TRACE. A second theoretical argu-
ment against perceptual feedback is that it cannot
beneﬁt word recognition, and therefore has no
function to serve in normal listening (Norris et al.,
2000). Feedback can never improve recognition
of a given word at the time that word is heard
(if the prelexical level operates optimally, the same
word will be recognized whether there is feed-
back or not). The perceptual feedback in TRACE
is also challenged by data on compensation for
coarticulation between fricatives and stops (Pitt
and McQueen, 1998). If feedback is biasing the
activation of fricative nodes in TRACE, it should
in turn bias the interpretation of following stops
through the operation of the mechanism in TRACE
which compensates for fricative-stop coarticula-
tion (Elman and McClelland, 1986, 1988). Pitt and
McQueen, however, observed a dissociation: there
was lexical involvement in fricative identiﬁcation
but not in stop identiﬁcation.
The present data, those of Pitt and McQueen
(1998), and the two theoretical arguments against
feedback mentioned above challenge the view that
there is perceptual feedback in the speech recog-
nition system. They do not, however, challenge the
other two types of feedback which we deﬁned in the
introduction: attentional feedback (where higher-
level processing directs attention to particular
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features of the input) and feedback for learn-
ing (where higher-level knowledge is used to re-
tune perceptual categories). Our recent research
(McQueen et al., 2001) suggests that listeners do
indeed use lexical knowledge in retuning their
phonetic categories. Dutch listeners tended to label
an ambiguous fricative (midway between normal
[f] and normal [s]) as [f] if they had been exposed to
that sound in lexical contexts which were predic-
tive of [f] (e.g., [kara?], based on the Dutch word
karaf, carafe, where [karas] is not a Dutch word).
Other listeners, who were exposed to the ambigu-
ous fricative in [s]-biased lexical contexts (e.g.,
[karka?], based on karkas, carcase, where [karkaf]
is a nonword), tended to label the same ambiguous
sound as [s].
While further research is required to tie down
the exact nature of this perceptual learning eﬀect
(e.g., whether it has an attentional component), it
appears that listeners can use lexical knowledge
to adjust their prelexical representations when they
encounter speech which mismatches with nor-
mal perceptual categories. Interestingly, recent evi-
dence which has been proposed to oﬀer support
for perceptual feedback (Samuel, 1997, 2001) has
come from studies which had a learning compo-
nent (selective adaptation experiments). The cur-
rent weight of evidence thus suggests that while
there is feedback for learning in spoken word rec-
ognition, there is no perceptual feedback.
A critical diﬀerence between feedback for
learning and perceptual feedback is that only the
former can beneﬁt word recognition. While per-
ceptual feedback can not improve recognition of a
given word at the time that word is heard, longer-
term learning can help the recognition system ad-
just to unusual speech (e.g., the speech of someone
with an unfamiliar dialect). Adjustments to an
unusual fricative, for example, would generalize to
other words, in the sense that, after exposure to
one set of words, recognition of other words con-
taining the same fricative sound would improve.
Perceptual feedback cannot beneﬁt word recogni-
tion without a learning mechanism which allows
generalization to the processing of other words.
Another diﬀerence between these two types of
feedback concerns when they act. The perceptual
feedback in TRACE operates all the time, as every
word is heard, and irrespective of the goodness of
ﬁt between the current speech signal and percep-
tual categories. In contrast, it seems likely that
lexical retuning of phonetic categories will only
occur when there is a consistent mismatch between
the signal and stored knowledge.
One argument that has been made in favor of
perceptual feedback is that there are widespread
eﬀerent neural connections in the brain (see the
commentaries on Norris et al., 2000). The exis-
tence of these backprojections, however, does not
mean that there is always feedback from each
word to each of its constituent phonemes. It is
essential to establish what function these connec-
tions serve, and that demands careful deﬁnition of
the term ‘‘feedback’’. Our current, speculative
position is that the backprojections play a role in
perceptual learning, and that they may also play a
role in attentional control, but that they do not
operate such that the lexicon exerts an obligatory
and immediate inﬂuence on the interpretation of
every segment in speech.
In this article, we have discussed the informa-
tion-processing architecture of the spoken word
recognition system. We have argued that infor-
mation in the speech signal is used at a prelexical
level to generate abstract descriptions of spoken
utterances. These descriptions are not purely seg-
mental: In languages where lexical stress infor-
mation can proﬁtably be used to constrain lexical
access, suprasegmental information is also ex-
tracted at the prelexical level. Information then
ﬂows up to the lexical level, where candidate words
which are consistent with the input are activated.
The computation of goodness of ﬁt of these can-
didate words appears to use both bottom-up fa-
cilitation and bottom-up inhibition. Any incoming
quantum of information increases activation of
matching words, and decreases activation of words
it mismatches. Information then ﬂows laterally, as
candidate words compete directly with each other
via inhibitory connections. The presence of a more
highly activated competitor further inhibits a word
already inhibited by bottom-up mismatch. We
have also argued that top-down ﬂow of informa-
tion from the lexical level back to the prelexical
level during word recognition may only occur
when it can facilitate perceptual learning, that is,
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when it could improve word recognition on sub-
sequent encounters with the same kind of speech.
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