We study the difficulty of computing topological entropy of subshifts subjected to mixing restrictions. This problem is well-studied for multidimensional subshifts of finite type : there exists a threshold in the irreducibility rate where the difficulty jumps from computable to uncomputable, but its location is an open problem. In this paper, we establish the location of this threshold for a more general class, subshifts with decidable languages, in any dimension.
Introduction
Topological entropy is a real parameter widely used in the study of dynamical systems as a conjugacy invariant and a measure of dynamical complexity. The problem of effectively computing topological entropy -that is to say, given a description of a dynamical system and ε > 0, computing its topological entropy with a maximum error of ε -has been considered for many systems. These efforts, leading to positive as well as negative answers, have been documented by Milnor in 2002 [11] . For instance, the entropy is not computable in general for cellular automata [7] , Turing machines [2] , iterated piecewise affine maps on the interval [0, 1] [9] , smooth mappings in dimension ≥ 2 and smooth diffeomorphisms in dimension ≥ 3 [13] . . . However, entropy is computable for positively expansive cellular automata [1] , one-tape Turing machines [8] and piecewise monotonic maps of the interval in some circumstances [12] . More examples can be found in [11] . In many cases, these works characterized the class of real numbers that can appear as the entropy of a system in the studied class (see e.g. [6, 5, 3] ).
The case of one dimensional subshifts of finite type (SFT) is well understood. Entropy is known to be computable through a simple method based on computing the largest eigenvalue of a graph associated with the subshift. Furthermore this method characterizes the numbers which are entropy of such a system by an algebraic condition : namely, they are exactly the non-negative rational multiples of logarithms of Perron numbers [10] .
The case of higher-dimensional SFT was solved much later in the seminal work of [6] , where the authors proved that the entropy of a multidimensional SFT is not computable in general, and that numbers realizable as the entropy of a multidimensional SFT are characterized by a computability condition : all real numbers that are Π 1 -computable (i.e. computable from above).
In both settings, various authors studied the effect of dynamical restrictions, particularly mixing properties, on the difficulty of computing entropy. While the situation for mixing one dimensional SFT is unchanged [10] , the entropy becomes computable for higher-dimensional SFT with strong mixing properties [6] . For the particular case of two-dimensional SFT, Pavlov and Schraudner proved that the entropy is even exptime-computable under a different type of mixing condition (block-gluing) [14] , with a partial characterization. It seems natural in this context to introduce a notion of irreducibility rate that corresponds to the strength of the mixing restriction. We prove that the entropy is computable when the irreducibility rate is below a certain level, but we are unable to locate the threshold marking the difficulty jump between computable and uncomputable cases.
In this article, we consider subshifts that are not necessarily of finite type but that can be described by an algorithm in some sense (decidable subshifts), hoping that results on this class will provide insights for the finite type case. In general the entropy of these subshifts is not computable [16] and all Π 1 computable numbers can be realised as entropy [4] , but the entropy becomes computable under strong mixing conditions [17] . This is very similar to the situation for multidimensional SFT.
In this more general context, we are able to characterize precisely the location of the threshold in the irreducibility rate marking the difficulty jump between the computable and uncomputable cases. More precisely, our new results are the following :
Theorem 1 (Proposition 6 and Theorem 9).
n 2 converges at a computable rate (this includes all O n log 1+α functions for any α > 0). There exists an algorithm that computes the entropy of f -irreducible decidable subshifts. 2. Let f : N → N be a function such that f (n + 1) − f (n) ∈ {0, 1} for all n, and such that n f (n) n 2 = +∞. Possible entropies for decidable f -irreducible subshifts are exactly the Π 1 -computable numbers. In particular there exists no algorithm that computes the entropy of these systems.
These can be generalized to any dimension, althought we only provide detailed proofs for the one-dimensional case. These past and new results are summed up in Table 1 .
Results in this paper are of two forms. First, providing an explicit algorithm that computes or semi-computes from above the entropy of the systems in the considered class of systems: this gives an upper bound on the difficulty of computing the entropy. Second, proving that all (non-negative) real numbers with a certain computational complexity appear as entropies of some system in the considered class, which provide a corresponding lower bound.
Definitions

Subshifts
Let A be a finite alphabet. A pattern on A is some element of A U for some finite subset U ⊂ Z. Denote A * the set of these patterns, and A 
A subshift Σ is any closed (for the discrete product topology) subset of A
under all shift actions. The language L(Σ) of a the subshift is defined as follows :
In particular, we denote
Notice that since Σ is invariant under all shifts, the choice of the position 0 in the definition is indifferent.
Equivalently, a subshift can be defined by a set of forbidden patterns F Σ , in the sense that:
For example, one can choose F Σ = L(Σ) c , but this choice is not unique. A subshift is finite type when it can be defined by a finite set of forbidden patterns.
A pattern w is globally admissible for Σ when w ∈ L(Σ) and locally admissible for Σ if it contains no pattern of F Σ , in a context where a set F Σ is fixed.
In the whole paper, we denote d the Chebyshev distance on
Entropy
Topological entropy is a central notion in the study of dynamical systems, as a measure of its complexity and of the difficulty to predict its future behaviour. We can see a subshift Σ as a dynamical system (Σ, σ), and various concepts from dynamical systems theory, such as entropy, can be restated as properties of its language.
Then the (topological) entropy of Σ (with respect to the action of σ) can be defined as:
where we hold log = log 2 to be the binary logarithm.
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Irreducibility
then u is compatible with v in the sense that:
Notice that if a subshift is f -irreducible, and g ≥ f , then the subshift is also g-irreducible.
For a sequence (u n ) n of positive real numbers, we say that
This definition is a refinement of other standard notions: Σ is strongly irreducible, also called the (strong) specification property, if and only if it is O(1)-irreducible; Σ is topologically mixing if and only if it is f -irreducible for some function f . Block-gluing is another related notion where the mixing condition only applies for cubic patterns.
Computability
To define a notion of computability on various objects, we first choose a model of computation to formalize the concept of algorithm: Turing machines.
Turing machines consist in a head with an internal state able to move, read and write on a bi-infinite tape containing symbols, and to change its internal state depending on what it reads. The input corresponds to the initial content of the tape, and the output to the contents of the tape after the machine enters a special internal state called halting state marking the end of the computation. A formal definition of Turing machines can be found in [15] .
Intuitively, an object is computable (or effective, or decidable) if it can be described by a Turing machine in a certain sense. We provide formal definition for subshifts and real numbers, as needed in this article.
Real numbers:
A function ϕ : N → Q is said to be computable if there exists a Turing machine that, taking as input the binary representation of n ∈ N, eventually stops and returns ϕ(n) (given as two integers in binary). A real number α is computable if there exists a computable function ϕ α : N → Q such that:
It is Π 1 -computable (or upper-semi-computable, or right-recursively enumerable) if there exists a computable function ϕ α : N → Q such that:
In this last definition we can assume without loss of generality that ϕ α is non-increasing by taking ϕ α (n) = inf k≤n ϕ α (k).
Computable numbers are in particular Π 1 -computable but not all Π 1 -computable numbers are computable : for instance, the number +∞ k=0 ε k 2 −k , with ε k = 0 if the kth Turing machine stops on the empty input and ε k = 1 otherwise.
Subshifts:
There are various reasons why considering the computability of the entropy of general subshifts does not make sense. First, general subshifts do not have a finite description that could be given as input to an algorithm. Second, computing the function n → #L n (Σ) may be arbitrarily hard, so it seems unreasonable to obtain any kind of computability restriction on h top (Σ). For these reasons, we consider decidable subshifts, which have a finite description given by an algorithm.
A language L ⊂ A * is decidable if there exists a Turing machine M L that, given as input a finite pattern u ∈ A * 1 , eventually stops and returns δ u∈L (1 if u ∈ L, 0 otherwise). A decidable subshift is a subshift whose language is decidable.
Irreducibility and decidability for subshifts of finite type
It is a well-known fact that multidimensional SFT (d ≥ 2) are not decidable in general; this is sometimes referred to as the undecidability of the extension problem. However, SFT with strong enough mixing properties are decidable, including irreducibility rates near or under the threshold. The proof is essentially the same as Corollary 3.5 from [6] , althought it is only stated for O(1)-irreducible subshifts there.
Proposition 2. Any o(n)-irreducible SFT is decidable.
Proof. Let Σ be a SFT defined by a set of forbidden patterns F of maximum diameter r. Define:
First notice that by compacity, u ∈ A Cn is not globally admissible if and only if any locally admissible pattern of C N does not contain u at the center for all N large enough. Now fix some u ∈ A Cn . For any m > n, C n and D m have diameter at most 2m + 2r and are at distance m − n. Therefore, for m large enough, any globally admissible pattern v ∈ L Dm (Σ) is compatible with u in the sense that there exists w ∈ L Cm+r (Σ) such that w| Cn = u and w| Dm = v. Using the same argument as above, any non globally admissible pattern v ∈ L Dm (Σ) will not appear at the center any locally admissible pattern of C N for N large enough.
Therefore, given a pattern u ∈ A Cn , we can decide whether u ∈ L(Σ) by listing all locally admissible patterns of A C N by increasing N , and: if u appears at the center of no such pattern, then u / ∈ L(Σ); if, for some m > n, any pattern v ∈ A Dm appearing in some listed patterns also appears with u at the center, then u ∈ L(Σ). We proved above that the algorithm stops, i.e. that one of these situations occurs for N large enough. To see why the second condition implies u ∈ L(Σ), take any x ∈ Σ, replace x| Cm by the pattern compatible with x| Dm that was found, and check that we cannot create a forbidden pattern this way.
Irreducibility rates near or under the threshold that we introduce below are o(n), so that SFT can essentially be considered as a subclass of decidable subshifts in the context of our paper.
1 For a d-dimensional subshift, the input pattern is given through any reasonable enconding A 
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Computability of the entropy of subshifts
From now on we consider the difficulty of computing the entropy for decidable subshifts subjected to mixing properties of various strengths.
Subshifts with no mixing properties
In this section, we consider the entropies of non-irreducible decidable subshifts. The first result is well-known.
Proposition 3.
There exists an algorithm that semi-computes the entropy of decidable subshifts from above.
More precisely, given as input an algorithm Alg : A * → {0, 1} that decides L(Σ) and an integer n, it outputs a rational number pn qn such that
In particular, the entropy of a decidable subshift must be a Π 1 -computable real number.
Proof. The entropy is given by the following equation:
Define an algorithm that runs on input n as follows: first, using Alg, list all patterns of L n (Σ); second, compute an integer approximation p n of log(N n (Σ Fn )) with an error at most 1 by using the Taylor decomposition of log; last, output pn n .
This proposition remains true for SFT, althought the proof is less straightforward. This result is tight in the following sense:
Proposition 4 ([4], Theorem 22).
Let α be a Π 1 -computable number. Then there exists a decidable subshift Σ such that h top (Σ) = α.
In particular, there cannot exist an algorithm that computes the entropy of decidable subshifts, i.e. an algorithm that takes as input an algorithm Alg Σ : A * → {0, 1} and an integer n and returns a rational number pn qn such that
where L(Σ) is the language decided by Alg Σ .
Indeed, if such an algorithm existed, entropies of decidable subshifts would always be computable real numbers, which is in contradiction with the previous proposition.
This proposition can also be obtained as a corollary of Theorem 9. These results describe completely the algorithmic difficulty of computing the entropy of effective subshifts, and characterize the possible values that the entropy can take. In the following sections, we provide similar results when the subshifts are subjects to irreducibility restrictions.
Subshifts with strong mixing properties
Entropy of decidable subshifts is not computable in general; in this section, we prove that it becomes computable for decidable subshifts with strong mixing properties, i.e. when the irreducibility rate is low enough. This phenomenon was already observed in [17] (Theorem 6.11) and [6] for O(1)-irreducible subshifts (equivalent in this context to the so-called specification property or strong irreducibility).
Definition 5.
A series a n converges at a computable rate when the sequence ( n≥N a n ) N can be bounded from above by a computable function that tends towards 0.
Proposition 6. Let f be such that n∈N f (n)
n 2 converges at a computable rate. Then there is an algorithm that computes the entropy of f -irreducible decidable subshifts.
In other words, there exists an algorithm that takes as input an algorithm Alg Σ : A * → {0, 1} and an integer n and returns a rational pn qn such that:
where L(Σ) is the set decided by Alg Σ .
Corollary 7. The entropy of a decidable subshift whose irreducibility rate f is such that
n 2 converges at a computable rate is a computable real number.
By Proposition 2 these results apply to irreducible SFT as well.
Proof. We do the proof for one-dimensional subshifts. For any two words u, v ∈ L n (Σ), there exists a word w ∈ A f (n) such that uwv ∈ L 2n+f (n) (Σ). Therefore:
The previous statement being true from any n, we apply it inductively. Using the fact that log #Ln(Σ) n h top (Σ) (for the second inequality),
But since f is nondecreasing, we have by a Cauchy condensation argument:
2 k+1 converges at a computable rate. This means that there is a computable subsequence n(t) such that
To conclude, the algorithm to approximate h top (Σ) up to a precision 2 −t runs as follows: first compute n(t), then count all words of L n(t) (Σ) (Σ being decidable), then compute a C V I T 2 0 1 6
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up to a precision 2 −t−1 , which is in turn a rational approximation of h top (Σ) up to precision 2 −t . We conclude that the entropy h top (Σ) is computable.
This result can be generalised in any dimension, by (progressively) grouping 2 d arbitrary patterns of L n (Σ) into a pattern of side length close to 2n. We omit the technical details for space concerns.
Example 8. For any ε > 0, there exists an algorithm that computes the entropy of n/(log(n)) 1+ -irreducible decidable subshifts.
Proof. Let ε > 0 and f : n → n/(log(n)) 1+ . We assume without loss of generality that ε is rational, by taking it smaller if necessary. We prove that the series k f (k)
have a computable convergence rate. Indeed:
For t ≥ 0, we can choose n(t) = exp 
Subshifts with weak mixing properties
In this section, we consider decidable subshifts whose irreducibility rate is above the threshold. This result is proved at the end of this section; first, we introduce frequency subshifts that are used in the proof and prove some of their properties.
Definition 10 (Frequency subshift).
Let p = (p n ) n∈N be a sequence of integers. The subshift Σ p ⊂ {0, 1}
Z is defined by the following set of forbidden words:
Notice that for any p and n > 1,
In particular, any frequency subshift can be obtained through a sequence p such that for any n, p n − p n−1 ∈ {0, 1}. We extend this definition to a finite sequence p = (p n ) n≤N by defining tacitly p n = p n−1 + 1 for n > N .
Examples.
1. The frequency subshift defined by the sequence (p n ) = (1, 1, 2, 3, 4 , ...) is the Golden mean SFT defined by the set of forbidden words F = {11}. The entropy of this subshift is given by log
2 . Equivalently, this subshift can be defined by the sequence (1, 1, 2, 2, 3, 3, 4, 4, . ..). This shows that different sequences of integers can correspond to the same frequency subshift, even when p n − p n−1 ∈ {0, 1} for all n.
2.
For n ∈ N, define Σ n the frequency subshift associated to the sequence p defined as follows: if the n-th Turing machine starting on an empty input stops before computing k steps, then p k = p k−1 ; otherwise, p k = p k−1 + 1. If the n-th Turing machine never stops on the empty input, then p n = n for all n and Σ n = {0, 1}
Z the full shift, with entropy 1. On the other hand, if the n-th Turing machine stops in k steps, then p n is ultimately constant and Σ n is a sofic subshift with entropy zero. Since these subshifts are decidable (see Proposition 11 below), this is an alternative proof by reduction to the halting problem that the entropy of decidable subshifts is uncomputable.
Proposition 11.
If p is nondecreasing and computable, then Σ p is decidable.
Proof. If p is nondecreasing, every locally admissible pattern of Σ p is globally admissible: we can always extend it with zeroes into a configuration of Σ p . Hence the algorithm to decide if an input word w ∈ {0, 1} is in L(Σ p ) runs as follows:
compute the value of p k for all k ≤ ; compute the set of forbidden patterns of length ≤ ; check that none of these patterns appear in w.
Proof. The left-hand side comes from
Then define f N (w) by f N (w) ij = 0 for all j and f N (w) n = w n for all other index n.
We
Since f N only turns ones into zeroes, we obviously have f N (w) ∈ L kN (Σ p ). We only have to check that for any 1 ≤ i ≤ |w|, # 1 f N (w) i,...,i+N ≤ p N , which corresponds to the set of forbidden patterns added to the set of forbidden patterns defining Σ p to obtain Σ p . Let be such that i ≤ · N ≤ i + N . We distinguish two cases:
2. otherwise, we have in particular w i+N = 0, so
and the result follows.
We now construct the one-dimensional subshift used to prove Theorem 9. First we assume without loss of generality that f (1) = 1 (f (1) = k ≥ 1 impose no constraint on the subshift) and that f (n + 1) − f (n) ∈ {0, 1} for all n, because for all n, if a length n word is in the language of the subshift it has no more than f (n) times a 1 symbol, then a length n + 1 word has no more than f (n) + 1 times the 1 symbol, so the constraints corresponding to f (n + 1) = f (n) + k, for k ≥ 1 are equivalent.
Let α be a Π 1 -computable real and α n a nonincreasing rational sequence such that α n α. We define an algorithm that generates a sequence (p n ) n∈N such that the associated frequency subshift Σ p satisfies h top (Σ p ) = α.
The result in dimension 1 now follows from Proposition 11 and Lemmas 13 and 14. To obtain the same result in higher dimension, notice that for any one-dimensional subshift Σ, the subshift
has the same entropy, mixing and decidability properties as Σ.
Conclusion
Our main result is the proof of a jump in the difficulty of computing entropy of decidable subshifts when a measure of mixing strength, the irreducibility rate, passes a certain threshold.
We leave some open questions:
We do not have a characterisation of real numbers that can be reached as entropies of decidable subshifts whose irreducibility rate is under the threshold. We conjecture that all computable real numbers can be reached in this way. More generally, we do not have examples of an effective -or even general -subshift with a irreducibility rate under the threashold and whose entropy has an uncomputable value. The main question, and the initial motivation of this work, is whether the same threshold marks the jump between computable and uncomputable entropy for subshifts of finite type of higher dimension. We do not understand the effect of transitivity -a property weaker than mixing -on the difficulty of computing entropy. As an example, does there exist a O(1)-transitive decidable subshift with uncomputable entropy?
