For many time series in empirical macro and finance, it is assumed that the logarithms of the series is a unit root processes. This assumption implies that the level of such a time series is the exponential of a unit root process. Therefore, it is of interest to investigate the behavior of such time series prior to taking their logarithms. This paper shows that the sum of the exponential of a random walk with drift converges in distribution, after rescaling by the exponential of the maximum value of the random walk process.
Introduction
This paper concerns the behavior of the exponential of a random walk process with drift. Since the logarithms of time series such as GDP, money supply, consumption, unemployment rate, and interest rate have been modeled in the literature as unti root processes, it is of considerable interest to investigate the level behavior of such time series. This paper shows the convergence in distribution of statistics of the form
where S t , t = 1, . . . , n is a random walk with drift, S 0 = 0, and M n = max 1≤t≤n S t . Note that the notation conventions used in this paper follow those of the probability literature, in order to preserve notation compatibility with the references from this literature that are referred to in this paper.
When S t is a random walk without drift, the result of convergence in distribution of R n was shown in de Jong (2010) . He considered a more generalized situation where the increments of the unit root process were assumed to be linear processes. With i.i.d increments Davies and Krämer (2003) showed the property sup n≥1 ER n < ∞ under regularity conditions. Earlier, Park and Phillips (1999) established that under these conditions,
see also Davies and Krämer (2003, p.867) 1 . When S t is a random walk with drift, we need the assumption of i.i.d increments to split n t=1 exp(S t −M n ) into two independent parts and then show the convergence of each part to get the convergence in distribution of R n . The assumption of i.i.d. ∆S t is much stronger than the linear process assumption made in de Jong (2010) ." However, we do not need the assumption of continuity of the innovation distribution that is made in de Jong (2010). Below, we will use a Laplace transform argument and show that lim n→∞ E exp(−r n t=1 exp(S t − M n )) exists for all r ≥ 0; and from that result, it is then easy to prove the convergence in distribution of R n .
In the econometrics literature, papers such as Granger and Hallmann (1991), Ermini and Granger (1993) , Corradi (1995) , and Ermini and Hendry (2008) attempt to define the I(1) property (loosely defined here as the property that a series displays some type of fading memory property after differencing) in such a way that under some transformations the property is preserved. A related literature seeks to find unit root tests whose null distribution is robust to monotonic transformations. Borodin and Ibragimov (1995) and Park and Phillips (1999) seek to characterize the limit behavior (after rescaling) of sums of the form n t=1 f (S t ).
For functions f (·) that are "asymptotically homogeneous" the limit behavior of the rescaled statistic can be derived because it is asymptotically equivalent to a sum of a function of S t / √ T , and at that point an appeal to the functional central limit theorem can be used to derive the limit distribution.For integrable functions f (·), the convergence in distribution of n −1/2 n t=1 f (S t ) has been derived in Borodin and Ibragimov (1995) and Park and Phillips 1 In their paper, M n = max(0, max 1≤t≤n S t ).
(1999). de Jong (2010) adds the exponential function to the set of functions for which the behavior of statistics such as n t=1 f (S t ) is well understood. This paper extends the exponential function to the case of random walk with drift. Such a result has potential applications to situations where it is unknown whether the level of a series or its exponential can be viewed as a random walk with drift.
The results of this paper immediately extend to statistics of the type
where S 0 is an arbitrary random variable, and furthermore it can be extend to statistics like
where
is continuous, increasing in x and |f (x)| ≤ C|x + 1| −2−ε for all x ≤ 0 and some ε > 0. The conditions are set to make sure the expectation of these statistics is bounded.
Main result
The random walk with drift S t is assumed to satisfy the following:
To understand the development of the result, define T n as the first index at which the maximum of S t is attained. We can write
where u 0 = v 0 = 1, and for 1 ≤ k ≤ n,
The third equality follows because the two parts are independent. The fourth equality follows because
Now we can show the following results:
Lemma 2. Under Assumption 1, when α > 0, u n and n k=1 v n−k convergence as n → ∞.
Using lemma 1 and 2, the following result now follows:
Then by symmetry the following corollary is trivial:
Corollary 1. Under Assumption 1, when α < 0, R n converges in distribution.
While the above results shows the convergence in distribution, the limit distribution in general depends on the distribution on X t . Therefore, the limit is not distribution-free; if the above limit distribution result is to be used for testing, the limit distribution will need to be obtained through some resampling method.
In the proof we need the i.i.d assumption of X t to separate E exp(−r n t=1 exp(S t − M n )) into two parts, u k−1 and v n−k . By showing the convergence of each part respectively we can prove the convergence in distribution of R n . However, we conject that the result will continue to hold for linear processes. This indicates that in the case of a random walk with drift, we also have thatρ converges in distribution, implying that the Dickey-Fuller test should indicate stationarity. It would be an interesting and important topic for future research.
Simulations
The above theorem is easily illustrated with a simple simulation for the positive drift case. While Theorem 1 holds for any value of drift α and any value of the scaling parameter c = EX 2 t , we should expect that the approximation will be poor for relatively low values of |α| and c. In that case after all, S t − M n will be relatively small as well, and
and a large value for n will be needed in such a situation in order to achieve a good approximation to the limit distribution. As |α| and c increase, the approximation will be fine even for moderate values of n. A Matlab simulation program (available from the author upon request) was used to generate simulation results for
for various values of n, c, α, and various distributions for i.i.d.X t that has a variance of 1.
In order to observe the convergence in distribution from the simulation, 10, 000 replications were used everywhere to obtain the results. For n we used the values of 50, 100, 500, 1000, 5000 and 10,000 in all situations. For c, we chose 1, 2, and 5. For the distribution of X t , we used a standard normal, a uniform[− √ 3, √ 3], and a Rademacher distribution (i.e., P (X t = −1) = P (X t = 1) = 0.5). Finally for the drift, we chose α =0.04, 0.1, and 0.5.
Simulation results can be found in the tables of Appendix 2. For α = 0.04, c = 1, the convergence in distribution appears to be relatively slow, especiallly for the uniform distribution case. For higher values of c and α, the convergence in distribution appears to be rapid, with a good approximation to the limit distribution being reached for n = 1000 to n = 5000. From the simulations it is clear that the limit distribution depends on the distribution of X t . Also it seems that the standard normal converges a little faster than uniform and Rademacher distribution. 58, 369-384. Feller, W. (1968) , An introduction to probability theory and its application, Volume 2. New York: Wiley. 
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Appendix 1: Mathematical proofs
Proof of Lemma 1: Similarly to Davies and Krämer's argument of page 868 2 , after applying integration by parts to the Rieman-Stieltjes integral (Theorem 7.6 in Apostol, p.144), we have
where F tn (·)denotes the distribution function of M n − S t . F tn (y) = 0 if y < 0 and for y ≥ 0 we now have
2 Davies and Krämer seem to add a term to this formula. Now if y ≤ αt/2, by the Markov inequality,
The first inequality follows Burkholder inequality, the last inequality follows Jensen's inequality, Y p = (E |Y | p ) 1/p and here p = 2 + δ. Therefore, the proof is now complete by noting that
Proof of Lemma 2: Note that u k is decreasing and bounded from below by 0 because
Similarly,
v k is increasing in n and bounded from above because
and from the proof of Lemma 1, P ( max
Proof of Theorem 1: First we need to show the convergence of E exp(−rR n ), i.e. the con-vergence of n k=1 u k−1 v n−k . This follows by the convergence of u n and n k=1 v n−k as n → ∞:
By making n approach infinity first and then making M approach infinity, it now follows that lim exp(S t − M n ) because 1 − exp(−|x|) ≤ |x| and sup n≥1 E n t=1 exp(S t − M n ) < ∞ as was shown in Lemma 1, it follows that the limit distribution is not defective. 
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