for further discussion of the details of the project.
In this project, a numerical thermal model will be developed and experimentally validated. The model will be integrated with the mechanistic model to consider the thermomechanical interaction of the process. The terminal objective of this work is to optimize the drilling process to avoid thermal and mechanical damage of the part, while achieving the maximum material removal rate.
The student will be working at the NRC laboratory in Montreal, interacting with leading researchers and exposed to industrial applications.
3-Experimental determination of coefficient of heat transfer in cryogenic machining
For the design and optimization of machining processes, there is a need to model the thermal aspect of the process using Finite Element Method. This requires defining the thermal boundary conditions and the distribution of the coefficient of heat transfer at the surface of the tool or workpiece when cryogenic or MQL (minimum quantity lubrication) jet is applied. The project will be a continuation of the first phase of this work that has been completed at the NRC. The modelling and experimental validation will be carried out the NRC laboratory and in collaboration with an international industrial partner.
Introduction
Cryogenic machining (CM) is a promising technology that gained wide spread due to its environmental and economic benefits. It has emerged as a sustainable process, offering new opportunities for producing functionally superior products [1] . The most commonly used cryogens in machining are nitrogen (N 2 ) and carbon dioxide (CO 2 ). Nitrogen is abundant in nature, which constitutes 79% of air [2] . Also, it is lighter than air and disperses into air after application, which reduces postmachining cleaning and disposal. In addition, it is clean, nontoxic, unharmful to the operator health [3] , and has no environmental contamination issues, which makes it the most widely employed in cryogenic machining.
The effect of cryogenic cooling on machining performance, such as cutting forces, cutting temperatures, tool wear, friction, and surface integrity has been extensively studied for various work materials. Many of the published work focused on hard-tocut materials due to severe tool wear, such as Ti-6Al-4V. The low thermal conductivity of Ti-6Al-4V results in that the majority of the heat generated during the cutting process is transferred to the cutting tool edge, rake, and flank faces rather than to the chips or the workpiece. It has been reported that 80% of the cutting heat dissipated to the tool when cutting titanium alloys, as compared to 50% when cutting steel [4] . This leads to a very high temperature at tool-chip-workpiece interfaces, which creates a high chemical reactivity and adhesion with the tool materials. This significantly affects the tool performance leading to rapid tool wear. Klocke et al. [5] have reported that the use of liquid nitrogen (LN2) has a significant positive effect on the tool life when machining of Ti-6Al-4V, as compared to conventional cooling. Venugopal et al. [6] reported that the major tool wear mechanisms in turning of Ti-6Al-4V alloy with uncoated carbide are adhesion-dissolution-diffusion wear at the crater along with abrasive and chemical attrition wear at the flank surface. It was found that cryogenic machining offered almost a 100% increase in tool life. In term of the effect cryogenic cooling on cutting forces, two opposite conclusions were reported in the literature. Hong et al. [7] reported that, during the machining of Ti-6Al-4V alloy with uncoated carbide inserts, cryogenic cooling produced higher cutting forces compared to dry machining, due to the increase of the workpiece hardness/strength at low temperature. Dhananchezian et al. [8] also reported that the application of liquid nitrogen on the rake face in the machining of titanium alloys increased the cutting forces by 10-15%. On the other hand, studies carried out by Bermingham et al. [9] , Ke et al. [10] , and Strano et al. [11] showed that the cutting forces during cryogenic machining of Ti-6Al-4V were reduced, compared to dry machining.
To clarify contradictory findings, and to optimize the CM process, a reliable model is needed. This model should account for the effects and interactions of the cryogenic jet parameters and the cutting conditions. In this study, a hybrid approach based on computational fluid dynamics (CFD) and finite element method (FEM) analyses is presented to simulate cryogenic machining of Ti-6Al-4V alloy. The CFD analysis is used to characterize the fluid flow and heat transfer process of LN2 jet and to determine the coefficient of heat transfer (CHT) between the LN2 and cutting tool/ insert. The latter is used in a finite element (FE) model to define the thermal boundary condition on the exposed surfaces on the tool, chip, and workpiece in the cutting region. A three-dimensional (3D) FE model was developed to simulate the cryogenic machining process. It was validated by comparing cutting forces and chip temperature with experimental measurements. A two-dimensional (2D) FE model was also developed for steady-state thermal analysis of cryogenic and dry machining, in order to evaluate the LN2 cooling effect on tool temperature and tool wear.
Basic Governing Equations in Computational Fluid Dynamics Analysis
Jet flow in cryogenic machining has typically turbulence features, which greatly affects the heat and mass transfer rates. The turbulent flow is governed by the conservation equations of mass, momentum, and energy. The solution of these equations provides the spatial distributions of the flow velocity u, pressure p, and temperature T. The general form of the mass conservation equation is given by [12] 
where q is the fluid mass density, and u i is the velocity component, which can be decomposed into the mean (time-averaged) u i and fluctuating components u 0 i (i ¼ 1; 2; 3)
For cryogenic machining, the q of the fluid is considered as a constant, thus, Eq. (1) is simplified as
The conservation of momentum is expressed by
where the stress tensor r ij due to molecular viscosity and the subgrid-scale stress s ij are defined by [12] 
where l is the turbulent viscosity, and d ij is the Kronecker delta. The heat transfer process is governed by the energy conservation equation
where c p is the specific heat of fluid; Pr is the Prandtl number, which is the ratio of fluid thermal diffusivity over fluid viscosity.
Equations (3) and (4) are time-averaged equations of motion for fluid flow, namely Reynolds-averaged Navier-Stokes equations, which are widely used to describe continuous flow in CFD analysis. These governing nonlinear partial differential equations are coupled, and hence are very difficult to solve analytically. However, numerical solutions can be obtained using CFD method. Knowing the velocity vector at each point in the flow region, the streamlines representing the paths traced out by massless particles moving with the flow (and tangent to the velocity vector field) can be visualized, as shown in Sec. 3. The streamline passes through the stagnation point, where the velocity magnitude is zero, divides the flow without deflection. At this stagnation point of an impinging jet, the pressure attains its highest value in the flow field, and the zone around it is characterized by an extremely thin thermal boundary layer, which results in a very large local heat transfer coefficient. However, this thin thermal boundary layer also sensitizes the cooling efficiency to geometric features of the target surface, i.e., the tool insert. To simulate the effects of turbulence, the turbulence kinetic energy (TKE) model is commonly used [13] . It is a measure of the mean kinetic energy per unit mass associated with eddies in turbulent flow and is characterized by the meansquare velocity fluctuations. The void fraction, which is the fraction of the flow cross-sectional area occupied by the Ni gas phase, has been determined in the two-phase flow region using multiphase cavitation modeling approach. A basic two-phase cavitation model consists of using the standard viscous flow equations governing the transport of mixture or phases, and a conventional turbulence model [12] .
In the FE simulation of the CM process, the heat transfer between the LN2 and the hot cutting insert is presented by boundary condition h, which is the CHT, expressed by the following equation:
where q is the heat flux w/m 2 , and DT is the temperature difference between the hot surface temperature T s and the fluid bulk (LN2) temperature T 0 , which is DT ¼ T s À T 0 . The heat flux is calculated by q ¼ k Á dT=dx, where, k is the thermal conductivity of the hot target in w/mK and dT=dx is the temperature gradient inside the hot target.
Characterization of Jet Impingement Using Computational Fluid Dynamics Analysis

Computational Fluid Dynamics Model
Description. An overview of the CFD model representing the operation is shown in Fig. 1 . The characterization of the jet was performed in terms of the jet velocity, turbulence, evaporation of LN2, as well as the thermal aspect of the cooling process defined by the temperature fields, temperature gradients, and CHT. A 2D axisymmetric model is used to simulate the cooling process, in which LN2 jet, considered as the primary phase, is supplied from a nozzle of diameter D into the cutting area until it hits a hot target that represents the tool as shown in Fig. 1(b) . The model is based on solving the governing equations of the thermal-hydraulic problem, described in Sec. 2, by including the heat transfer between the fluid (LN2) and the hot target (tool). The LN2 jet conditions at the nozzle inlet (i.e., the inputs of the CFD analysis) were determined through a prior CFD analysis of the LN2 jet from the delivery tank up to the nozzle. The model assumes that the environment initially contains gas nitrogen (the secondary phase) since 79% of the atmosphere is nitrogen [2] . Table 1 lists the different parameters used in the model. A pressure-based transient analysis was carried out using ANSYS FLUENT [12] . In the analysis, the k-epsilon model with standard wall functions was applied to simulate the interaction 021021-2 / Vol. 141, FEBRUARY 2019
Transactions of the ASME between the flow and the wall, which has been most widely used in industrial flows [12] . Figure 2 (a) shows the simulation results of the velocity streamline of the LN2 jet in the fluid domain, which extends from the nozzle outlet with a velocity of 20 m/s till it reaches the hot target (tool). Then the LN2 jet decelerates and loses its axial velocity while it deflects along the target wall and the velocity reduces to 10-17 m/s. A high static pressure, as shown in Fig. 2(c) , is built due to the creation of a stagnation region at the contact between the jet and the target. The emerging jet from the nozzle, far away from the impingement surface, behaves as a free jet with the maximum velocity in the free jet core and decrease in the magnitude along the jet sides. This is demonstrated that the developed flow has the general features of an impinging jet [1] . Simulation results of the turbulence kinetic energy of LN2 jet is also shown in Fig. 2(b) . It can be seen that unfavorable turbulence along the edges of the main jet leads to accelerated evaporation of LN2 (zone 1). This is mainly due to the circulation of flow and eddies formed at the edges of the main jet that was represented in the velocity streamline. On the other hand, favorable turbulence (zone 2) was found along the target wall. This leads to an increase in the heat transfer between the target and the LN2 jet along the target wall, which can play a crucial role in decreasing the cutting temperature of the tool.
Computational Fluid Dynamics Analysis Results.
The predicted temperature fields around the LN2 jet and at the target, as well as the corresponding liquid volume fraction of the jet are shown in Figs. 3(a) and 3(b). It is evident that the LN2 jet creates a cold region within the surrounding gas environment, with the coldest temperature corresponding to core jet. Once the LN2 jet hits the hot target, the temperature decreases with a steep temperature gradient within few millimeters inside the target. This can be demonstrated by the predicted temperature curve within the hot target as shown in Fig. 3(c) . The surface temperature of the target is minimum at centerline of the LN2, which corresponds to the maximum heat transfer between the jet and the tool (the stagnation point). It was also found by examining the liquid volume fraction of the jet, where more liquid nitrogen is sustained in the jet core. At the jet edges, LN2 evaporates into gas and can be considered as a submerged impinging jet, where the jet fluid is similar to the ambient fluid. As the distance between the nozzle and target increases, less liquid fraction of the LN2 jet is reaching the target.
The CFD analysis showed that the CHT along the target wall ranged from 2.4 Â 10 4 to 5 Â 10 4 W/m 2 K. This is in agreement with the values reported in Refs. [14] and [15] . As expected, the CHT had a maximum value at center of the jet, and decreases while moving away from the jet center along the target wall (increase of r/D). Transactions of the ASME 3D FEM package [16] . The model duplicates the real cutting experiment presented in Sec. 4.2, as shown in Fig. 4 . The workpiece material is Ti-6Al-4V. A Sandvik carbide insert (CNGP 120408) with chemical vapor deposition coating was used in the simulation. Its 3D geometry was provided by Sandvik. The corner radius is 0.79 mm, and the cutting edge is assumed to be sharp in the simulation. The tool holder provides a negative rake angle of À6 deg. The thermal conductivity and heat capacity of the insert are 59 W/(m K) and 1.5 Â 10 7 J/(m 3 K), respectively. The cutting parameters used in the simulation are, cutting speed V ¼ 120 m/ min, depth of cut a p ¼ 0.6 mm, and feed rate f ¼ 0.2 mm/rev. A LN2 nozzle is placed in front of the tool pointing to the tool tip, as shown in Fig. 4 . In this simulation, a heat exchange window having a cylindrical shape was used to model the heat transfer process between the LN2 jet, the insert, the workpiece, and the chip. In the cutting tests discussed in Sec. 4.2, the diameter of the nozzle is 1.0 mm. When it reached the insert and workpiece, the covering range of the LN2 jet on the tool/workpiece was estimated to be around 8.0 mm in diameter, which was used as the diameter of the heat exchange window shown in Fig. 4 . Based on the CFD analysis results given in Sec. 3, the average temperature of the LN2 jet is À196 C (76 K). This temperature was used to define the temperature inside the window in order to simulate the LN2 media. Only the objects within the cylindrical window have heat exchange with the LN2. The average value of the heat transfer coefficient between the LN2 and the insert/workpiece is obtained from the CFD analysis, h ¼ 3.2 Â 10 4 W/m 2 K. Outside of the window, the heat transfer coefficient is set as 20 W/m 2 K to simulate free air convection. The Coulomb friction model [17, 18] was used in the 3D FE model. The coefficient of friction at the tool-chip interface was calculated using the machining forces that were measured in the cutting test (Sec. 4.3). The value of the frictional coefficient is 0.28, which is close to that reported in the literature [1] for cryogenic machining of Ti-6Al-4V. The temperaturedependence of the thermal properties of the workpiece material that is provided in DEFORM database was accounted for in this analysis.
The material constitutive law should be carefully considered in modeling of CM, because the temperature level is lower than room temperature T 0 . In this case, the commonly used
Johnson-Cook material model [19] is no longer applicable. As shown in Eq. (9) , when (T À T 0 ) <0 and m < 1, the term
where r, e, _ e , and T are the material effective stress, effective strain, effective strain rate, and temperature, respectively; A, B, n, C, and m are the material constants; _ e 0 is the reference strain rate, T 0 and T melt are room and melting temperatures, respectively. In this study, a new material constitutive law for Ti-6Al-4V is proposed for simulation of CM. It is given in Eq. (10), referred as Voce power law. In this material model, the temperature unit is in Kelvin. This ensures that the term T/T 0 is always a positive number
where _ e 0 ¼10 À3 s À1 and T 0 ¼ 293 K. These material constants were identified using the methodology proposed by Shi et al. [20] [21] [22] 
Experimental Setup.
Turning tests were performed to validate the 3D FE model of LN2 cooling in machining of Ti-6Al-4V and to evaluate the machining performance of cryogenic cooling technology. The machining tests were performed on a six-axis Boehringer NG200 CNC turning center. Figure 5 shows (a) the setup used in the turning tests with the cryogenic jet delivered externally to the cutting edge and (b) a view of the infrared temperature measurement during the operation. The turning test was performed at speed 120 m/min with feed 0.2 mm/min and radial depth of cut 0.6 mm, and repeated twice. A Sandvik insert CNGP 120408 and the tool holder DCLNL 2525M12 were used. The cutting forces were measured using a three-component Kistler 9121 dynamometer. Thermovision A20 IR camera was used to measure the temperature field near the cutting zone during cryogenic machining tests. An emissivity study was carried out to determine the emissivity of the workpiece and the insert material for accurate temperature measurement. The emissivity of the workpiece material was 0.396 for the tested range of temperature. ICEFLY-200 cryogenic machining system was used to supply the LN2 to the cutting zone at a flow rate of 1 ml/min using an external nozzle with a 1.0 mm diameter. Vacuum jacketed hose was used to ensure the insulation of LN2 to avoid any evaporation prior to the cryogenic delivery, which can affect the jet efficiency.
Comparison of the Finite Element Method Results
With Experimental Measurements. Figure 6 shows the predicted temperature fields on (a) the insert and (b) workpiece/chip. The high temperature region is located at the tool-chip contact zone, where the LN2 jet cannot penetrate due to the high contact pressure in the zone (up to 1000 MPa). To validate the thermal prediction of the 3D FE model, the temperature field in the chip was selected for the comparison with the experimental measurements. This is because that the chip has much less mass compared to the insert or workpiece, and its temperature field can reach a thermal steady-state very fast. The FE simulation results also confirmed that the maximum chip temperature can reach a nearly constant value within the 10 mm cutting length that was used in the model. However, within this short cutting length the temperatures on the insert and the workpiece increased continuously, which is far away from the thermal steady-state. The temperature field is targeted on the chip close to the cutting area for validation, as shown in Fig. 6 (b). The figure shows that the average temperature in the area is 300 C. For validation purpose, the temperature at the same location on the chip was measured using IR camera during the turning process while applying the LN2 jet, as indicated in Fig. 5(b) . The measured temperature is around 280 C. The results indicate that the FEM was able to predict temperature within 7% variation from the measured temperature.
To further evaluate the validity of the 3D FE model, the predicted machining forces are compared with the experimental measurements. Figure 7 (a) plots the predicted cutting force, which is in good agreement with the experimental average cutting force (dashed line). The comparison of the three components of the average machining forces (cutting, thrust, and axial) is given in Fig. 7(b) . It shows that the FEM can predict the cutting force within a variation of 10% from the measured average value. The predicted thrust and axial forces were under estimated by 24-18%, respectively. The large discrepancy in thrust force was also reported in the literature [18] . This common problem in FE simulations of cutting may be due to the fact that measured thrust forces contain not only the thrust force by chip formation but also the force that presses the tool against the workpiece in feed direction. This feed movement is not included in the simulation. Other reason could be attributed to the inproper friction model used in the FEM or worn tools in the experiments. The above results show the accuracy of CFD and FEM in modeling the mechanics of the cutting operation while correctly simulating the thermal aspect associated with the application of cryogenic cutting fluid.
Steady-State Thermal Analysis of the Insert Using Two-Dimensional Finite Element Simulation
Since the tool wear is strongly related to the temperature, it is necessary to obtain the temperature field in steady-state in FE simulation. However, it is very difficult to achieve the thermal steady-state in 3D simulations due to the numerical convergence issue and expensive computational cost. Hence, a 2D FE model was developed to investigate the LN2 cooling effect on the cutting tool. In the 2D FE model, the same magnitude of the real insert dimension was used. The cutting speed is 120 m/min, which is the same as that used in the 3D simulation. The depth of cut is 0.2 mm, which is equivalent to the feed used in the 3D FE model. A frictional coefficient of 0.5 was used for dry cutting and 0.21 for cryogenic machining [14] . A heat exchange window, shown in Fig. 8 , is defined between the rake face of the insert and the chip to simulate the LN2 jet cooling. The window is located right above tool-chip contact region. The window temperature is T ¼ À196 C and the coefficient of heat transfer h ¼ 3.2 Â 10 4 W/m 2 K; the same as those used in the 3D FE model. Figure 9 is the simulation results of the steady-state temperature fields under dry and LN2 cooling conditions. The maximum temperature of the insert in dry cutting is T ¼ 1230 C, which is much higher than T ¼ 840 C predicted in CM with LN2 jet. The high temperature region is around the tool tip. By applying LN2 in this region, the hot area becomes much smaller compared to dry cutting. The cooling effect of LN2 jet on the insert can also be illustrated by Fig. 10 . The temperature in the tool-chip contact region (rake face) is reduced by 30-80% when using LN2, as shown in Fig. 10(a) . The temperature in the LN2 applied zone is reduced by Transactions of the ASME up to 80%. The maximum temperature on the flank face is also reduced by 30%, from 970 C (dry) to 660 C (LN2), as shown in Fig. 10(b) . This significant reduction in temperature drastically affects tool wear on both rake and flank faces.
It was observed that Ti-6Al-4V alloy leads to intense adhesion during cutting, especially in high speed cutting [23] . The Usui's model [24] [25] [26] is commonly used to evaluate adhesive wear rate _ w, expressed as a function of contact pressure r n , sliding velocity V s , and surface temperature T, as described in the following equation:
where P and Q are wear constants, which are material dependent. For WC/Ti-6Al-4V turning tribosystem, P ¼ 7.8 Â 10 4 MPa
À1
and Q ¼ 2500 K [27] . The average values of r n and V s in the tool-chip contact region were obtained from the 2D FE simulation results, r n ¼ 850 MPa and V s ¼ 96.24 m/min. By substituting these parameters into Eq. (11), the predicted dependence of the tool wear rate on the surface temperature is plotted in Fig. 11 . As shown in the figure, the predicted tool wear rate at the maximum temperate T ¼ 1230 C in dry cutting is 80 lm/min, which is greater than 50 lm/min at the maximum temperate T ¼ 840 C under LN2 cooling. This indicates that by applying LN2 jet in machining of Ti-6Al-4V the tool life can be improved up to 40%. It should be noted that only one of the dominant wear (adhesion) was investigated in this analysis. If the diffusive wear is also considered, the improvement of the total life should be greater than 40%. Based on the preliminary experimental results, it is expected that a greater enhancement of tool life can be achieved when the LN2 jet parameters are optimized.
The simulation results also showed that by applying LN2 cooling in cutting, the shear angle increases from 29.5 deg (dry) to 32 deg (LN2). The larger shear angle results in that the cutting and thrust forces under LN2 cooling are reduced by 22% and 37%, respectively.
Conclusions
A hybrid approach based on CFD and FEM analyses was proposed to investigate the cryogenic machining of Ti-6Al-4V alloy. Cryogenic machining tests were carried to validate the CFD and FE models. The key results of this work are summarized as follows:
(a) The CFD simulation results show that the emerging jet from the nozzle, far away from the impingement surface, behaves as a free jet with the maximum velocity in the free jet core and decrease in the magnitude along the jet sides. Unfavorable turbulence along the edges of the main jet was observed, leading to accelerated evaporation of LN2. On the other hand, favorable turbulence was found along the target wall. This leads to an increase in the heat transfer between the target and the LN2 jet along the target wall, which can play a crucial role in decreasing the cutting temperature of the tool and tool wear. (b) It was found that the CHT between the LN2 jet and the target was ranged from 2. 
Introduction
Predicting the time varying forces and temperatures in drilling of fibre reinforced polymers (FRPs) requires accurate modelling of the interaction between the complex tool geometry and the anisotropic laminar FRP structure. Several attempts have been made for developing a force model for drilling of FRPs, based on empirical, fundamental mechanics and numerical approaches [1, 2] . Such models could not provide a feasible and reliable predictive capability for process and tool design and optimization. Analytical (mechanistic) modelling of cutting forces has shown to be a promising approach for such complex process [1, 3] . However, the few available mechanistic models for drilling multidirectional FRPs are not designed to predict the fluctuating force values and their spatial distributions due to the time-varying uncut chip properties and geometry. Such features are essential for further prediction of the cutting energy, which can be used for temperature and thermal damage predictions. This research is focused on developing a new analytical model that can accurately predict the force and torque variations due to the material anisotropy in the steady state and transient stages of the drilling of multidirectional FRPs. The predicted forces are used for delamination prediction, using critical force criteria, which are based on linear elastic fracture mechanics. The output of the analytical force model is also used to determine the cutting energy, which is input to a finite element (FE) model for temperature and thermal damage predictions. Such predictive capabilities have not been achieved by available models.
Generalized hybrid model
Force prediction model
The adopted modelling approach is based on experimentally defining the axial force 'F' and torque 'T' cutting pressures ('K F,p ', 'K T,p ') and ('K F,c ', 'K T,c ') for the primary and chisel edges, respectively. The cutting pressures are functions of the cutting velocity 'v', the uncut chip thickness 'd', the normal rake angle of the cutting edge 'a' and the effective fibre orientation angle 'u e ', which is defined as the clockwise angle between the cutting direction and the fibre. The angle 'u e ' controls the mechanism of chip formation and significantly affects the force and torque fluctuations during drilling. The proposed generalized model is formulated to deal with any laminate architecture. Therefore, the calibration tests for determining the cutting pressures have to address two challenges. First, since the primary and chisel edges behave differently during cutting, their cutting pressures should be identified separately. Second, one should ensure that the cutting edges are engaged with the FRP material with the same effective fibre angle 'u e ' at any instant. These requirements can be met by drilling a unidirectional FRP material using a 2-flute symmetric drilling tool, to cover the full range of 'u e ' in one revolution of the cutting tool. In addition, cutting lip conforming cones were predrilled at the hole entrance to avoid primary edge transients during calibration tests. Pilot holes slightly larger than the chisel edge diameter were predrilled through the first half of the steady state drilling depth to measure the time varying axial force and torque of the primary cutting edges and the full cutting lip separately.
The process parameters, tool geometry and laminate layup configuration are the main inputs of the force prediction model. cutting edges and the layers of the laminate are determined from the process kinematics according to a global coordinate system. Fig. 1 shows the basic module that describes the engagement of a given FRP configuration with the primary and chisel edge segments of complex tool geometries; e.g., multi-facet or W-point drills, by adjusting the position of point 'p' and the secondary angle e 2 . The axial position 'Z f,i ' of the interface of layer 'i' with the cutting edge is determined with respect to the top layer reference position 'Z f,0 '. The primary cutting edge is divided into 'N p ' elements corresponding to the number of the FRP engaged layers. At time 't', the length 'L p,i (t)' of an element of a radius 'r i ' on the primary cutting edge is determined from the corresponding vertical engagement length 'H v,i ' and the point angle 'e'.
The kinematics module of the proposed model produces intermediate parameters ('v', 'd', 'u e ' and 'a') of each of the active cutting edge elements at every time step 't' of the simulation. Such parameters are used to determine the corresponding time-varying cutting pressures using the calibration database. The effect of the deflection of the material layers under the tool on the uncut chip thickness is computed at each time step. The remaining material deflection is modelled using the beam theory, for a clamped plate. Modified uncut chip thicknesses 'd p,i (t)' and 'd c,j (t)' on the elements 'i' and 'j' of the primary and chisel edges, respectively, are determined from the difference between the nominal uncut chip thickness and the predicted deflection.
The 'u e,p,i ' values of the active primary edge elements are calculated from the engaged layer fibre orientation 'u i ' and the angular edge position 'c p '. Similarly, the 'u e,c,j ' values are obtained for the elements of the chisel edge length 'L c '. An empirical model was developed based on the experimental findings in [4] to incorporate the distribution of the cutting pressures according to the rake angle profile along the primary cutting edge, which is essential for accurate predictions of the cutting energy distribution required for further thermal and mechanical damage predictions. For the standard point drill (tool 'T1 0 ) used in the present experimental work, 'a' varies along the primary cutting edge from 58 to 258. This profile was obtained via 3D surface scanning of the flank and rake faces of the primary edge.
The total drilling axial forces and torques on each of the primary and chisel cutting edges of multidirectional laminates are computed from the summation of the elemental forces of the cutting edges 'k', as shown below: 
The frictional torque 'T f (t)' is also calculated at each instant of time from the ratio of the lateral area of the tool in contact with the hole wall 'A' L (t)' to the maximum lateral tool area 'A L (t)'. The value of the maximum frictional torque 'T f,m ' is determined from the calibration drilling tests. The total instantaneous axial force and torque are obtained from the summation of the axial and torque components on the chisel and the primary edges:
Temperature prediction model
Heat conduction in FRPs with anisotropic thermal properties is a complex process that requires special considerations. Since this process does not lend itself to a closed form solution, the analysis has to be carried out using FEM. The drilling process is simulated by continuously removing layers of CFRP material, as shown in Fig.  2 . The geometry of the removed layer is determined by the profile and the location of the drill tip. The thermal load, calculated from the force and torque distributions predicted by the analytical force model, is then applied on the top surface of each removed layer. In this analysis, all the energy consumed in drilling is assumed to be converted into heat, which is dissipated to the tool and the workpiece. The percentage of the cutting energy that flows into the workpiece is defined by the heat partition ratio 'h' [5] :
where 'v' is the angular velocity of the drill; 'v a ' is the axial velocity of the drill, and 'A' is the swept area of the cutting edges in one revolution. In drilling of CFRPs, 'h' is in the range of 20-50% [6] .
Damage criteria
In this study, two types of damage are predicted; delamination and thermal damage. Delamination describes the separation of two laminated plies at their matrix interface. This takes place when the axial force exceeds the interlaminar strength of the laminate. This critical axial force is used to predict the onset of delamination. Two types of drills are investigated in this study, twist and multi-facet drills. The axial force for these types of drill can be considered as a concentrated central load. The critical axial force 'F A ' of exit delamination for the two types of drills is represented by [7] :
where 'G Ic ' is the interlaminar fracture toughness of mode I, 'E' is the tensile modulus of elasticity, 'n' is Poisson's ratio, 'l' is the number of uncut plies and 'h t ' is the thickness of a single ply. As a conservative solution, the critical axial force for entrance delamination can also be determined using Eq. (8) for practical applications, where 'l' is the number of cut plies at entrance [8] .
The thermal damage usually appears on the hole wall when the temperature of the wall approaches the matrix deterioration temperature range. Thermogravimetric analysis of the material used in this research showed that matrix deterioration could start at around 180 8C. Therefore, this temperature is used in this study for predicting the occurrence of thermal damage.
Experimental validation
Experimental setup
Drilling tests for model calibration and validation were performed on a 5-axis DMU-100P duo BLOCK 1 CNC Machining centre. Fig. 3(a) shows the setup used for drilling of CFRP laminates. The drilling force signals were recorded using a Kistler 9272 4-component piezoelectric dynamometer (1) . The error of the force measurement system was estimated to be AE7%.
The extra mass of the setup results in a drop in the natural frequency of the force measurement system to an acceptable level; three times higher than the maximum edge passing frequency of the tested conditions. An infrared FLIR SC8303 IR camera (2) was used to measure the temperature at the instant of the tool (3) exit from the hole using an IR reflective mirror arrangement (4). A K-type thermocouple was used to calibrate the tool and workpiece emissivities within the measured temperature range; e t = 0.34, and e wp = 0.92, respectively. The error in the IR temperature measurement was estimated to be AE5%. The material used for the calibration of the force model was a unidirectional [0 42 ] laminate comprising 42 plies of graphite epoxy. The cured laminate thickness (5) is 8.6 AE 0.02 mm. The material used for the validation tests was a cross-ply [(0,90) 21 ] laminate. The validation tests were performed using two types of 2-flute 6 mm diameter WC drilling tools, shown in Fig. 3 (b): T1; conventional point drill (e 1 = e 2 = 598), and T2; 8-facet drill (e 1 = 598, e 2 = 458), All the calibration tests were performed using tool type T1 only. The produced hole quality at the entry and exit planes was investigated using a Winslow 560 video analyser. The drilling conditions used for model calibration were n = 6000, 8000, 10,000 and 12,000 rpm, and f 0 = 0.05, 0.1, 0.15 and 0.2 mm/rev. A minimum of 2 replicates were performed for each test. Fig. 4 shows the results of a representative case (n = 10,000 rpm, and f = 0.18 mm/rev) to illustrate the details of the predicted force and torque in the steady state and transient stages for drilling of multidirectional CFRP laminates using 'T1 0 and 'T2 0 tool geometries. The figure demonstrates the capability of the model to accurately predict the time varying magnitudes of the force and torque, mainly due to the consideration of the effective fibre angle 'u e ' and the uncut chip thickness throughout the entire drilling process. The figure shows also that the model accurately predicts the force reduction associated with 'T2 0 due to the smaller chisel edge and the reduced point angle of the second primary edges.
Validation of the drilling force predictions
The main three drilling stages are identified on the axial force signal plotted in Fig. 4 (a) . The chisel breakthrough (point 'B') in the exit transient stage is the most critical instant of the process because the remaining material thickness is susceptible to more damage under excessive forces. Unlike the case of a perfectly rigid workpiece material and fixture, the last layers of the FRP laminate experience some level of deflection, which causes a gradual chisel edge breakthrough, as predicted by the model and shown in the exit transient stage in Fig. 4 . After the chisel edge exits the hole, a significant drop in the axial force level takes place before it starts approaching zero as a result of the final exit of the primary cutting edges. The torque signal experiences a similar drop after the exit of the chisel edge. However, the torque value remains fluctuating and does not reach zero because of the remaining frictional torque on the lateral surface of the tool.
Validation tests were performed for 24 different cutting conditions for the tool geometries T1 and T2. The prediction errors in the entrance, steady and exit stages were found to be À5% to +15%, and À15% to +20% with a confidence interval of 95% for the axial force and torque, respectively. Such ranges are adequate for the optimization of the hole quality and tool design.
Validation of the temperature and thermal damage predictions
A numerical study was performed to determine the heat partition ratio 'h' as a function of the tool diameter 'D', coating, rotational speed 'n' and material properties. It was found that for 'n' between 6000 and 12,000 rpm 'h' is around 40% for D = 6.0 mm, and 30% for D = 12.0 mm. Therefore, h = 40% was used in the present analysis. A sensitivity analysis was also carried out to assess the effect of the uncertainty in defining the thermal conductivities k 11 , k 22 , and k 33 of the fibre, transverse and thickness directions, respectively. The analysis showed that the change of thermal conductivities within the ranges reported in the literature (3.0 < k 11 < 6.0, and 0.1 < k 22 , k 33 < 0.5 W/m/K) caused less than 5 8C temperature difference at the exit hole wall.
To validate the FE model for temperature and thermal damage predictions, a number of experimental cases were considered. In case 1, a test was conducted, for n = 8000 rpm and f = 0.1 mm/rev, using tool T1 and [(0, 90) 21 ] laminate with thermal conductivities k 11 = 5.0, k 22 = 0.42, and k 33 = 0.42 W/m/K. Fig. 5(a) shows the comparison between the measured and predicted temperature fields when the drill tip just exited the plate. Fig. 5(b) shows the temperature distributions along a defined path measured from the experiment and predicted from the model. The figure confirms the accurate temperature prediction of the model.
In case 2, reported in [9] , n = 3000 rpm and f = 0.0083 mm/rev, the tool diameter D = 10 mm and its point angle = 1188. The workpiece material is T300/AG80 unidirectional composite with k 11 = 4.6 (W/m/K), k 22 = 0.42 (W/m/K), k 33 = 0.1 (W/m/K). Fig. 6(a) shows the comparison of the predicted temperature field with the infrared measurement on the exit plane as the drill tip exits the plate. The figure shows that the model can accurately capture the effect of faster heat conduction in the fibre direction, compared to the matrix direction, as demonstrated by the oval isothermal lines. Fig. 6(b) also confirms that the model can accurately predict the transient thermal response of the point at the hole centre at exit. For the nine cases described in Table 1 , thermal damage was predicted and observed experimentally only for the case which corresponds to the highest rotational speed and lowest feed (n = 12,000 rpm, f = 0.050 mm/rev), using tool T2. Fig. 7(a) shows that the thermally damaged (blackened) areas on the hole edge at exit are along the fibre direction, where the higher conductivity of the fibres allows less resistance to heat flow. This strongly agrees with the locations where the predicted temperature reaches 180 8C, as shown in Fig. 7(b) .
Validation of delamination predictions
The nine cases defined in Table 1 for model validation were used to compare the delamination damage predictions with experimental measurements. Considering the uncertainty of the interlaminar fracture toughness, a G Ic range was taken as 350 AE 50 J/m 2 [10] . Based on Eq. (8), the critical axial force reaches its minimum value at the last ply (exit) and the first ply (entrance) and its range is F A (1) = 95-110 N, shown in Fig. 8 with red dotted lines. Fig. 8(a) shows a typical axial force signal predicted by the analytical model (for n = 9000 rpm and f = 0.15 mm/rev). The two red rectangle regions represent the range of F A at entrance (Ply 1) and exit (Ply 42). As shown in the figure, with this high feed, the force signal on Ply 42 is above the red rectangle region, predicting the occurrence of exit delamination. The microscopic image in Fig.  8(b) validates this prediction. Table 1 shows the good agreement between the predictions and the experimental results for the entrance and exit delamination, and confirms the validity of the delamination criteria.
Conclusions
A generalized hybrid analytical-numerical model was developed to predict the time variation of the distributions of the cutting pressures and cutting energy along the tool cutting edges. By considering the interaction between the complex tool geometry and the multi-layered FRPs, and the effect of the deflection of the uncut layers under the tool, the entry/exit delamination and thermal damage can then be predicted. Validation tests for different tool geometries confirmed the model capability to capture the features of the transient and steady state cutting forces, and the temperature field at and around the hole. Accurate prediction of the onset of the entry/exit delamination and thermal damage were experimentally validated. The proposed model provides reliable predictive capability for process and tool optimization and design, which is not available in existing models. The heat transfer from rotating workpieces in dry and laserassisted machining turning operations has significant effect on the part temperature field and consequently the cutting forces, microstructure evolution and the thermoelastic behaviour of the workpiece. Process modelling and simulation require knowing the convective coefficient of heat transfer 'h' . The determination of 'h' is, however, difficult because the need for measuring the position-and time-dependent temperature field in a rotating part. In this study, a method for determining h is presented, where the measurement of the temperature gradient at the surface is replaced by contactless measurement of the surface temperature. This avoids the insertion of thermocouples into the rotating workpiece and the need for a slip ring. In this approach, 'h' is also related to a physically meaningful parameter, which is characterised by its universality, as it can be calculated or measured for parts of various geometric forms, and its insensitivity to the initial conditions. Using the FE method, the design of the experiment, in terms of the part aspect ratio (lengthto-diameter) and the thermal end effect, was established. The effect of the temperature dependence of the material thermal properties and surface radiation on the accuracy of determining 'h' has been assessed. The accuracy of the method has been validated using reliable experimental data.
Introduction
Metal removal is a key technology in the aerospace and automotive manufacturing sectors, where the demand for high productivity and high accuracy is steadily increasing. Along with the increasing attention to the impact on the environment (human health, resources and the quality of the ecosystem), the combination of high speed and dry machining of difficult-to-cut aerospace materials, such as nickel and titanium alloys, is strongly required. A number of emerging technologies were introduced in recent years to assist achieving these goals, e.g. laser-assisted machining. For process development and optimisation and prediction of the quality of the produced parts, e.g. machining-induced residual stresses and thermal deformation, there is a need to model the part-tool-machine system. [1] [2] [3] Among others, the thermal boundary conditions, including the convective coefficient of heat transfer around rotating workpieces and tools, need to be accurately determined to achieve this objective. Heat transfer around a rotating object is a phenomenon that has numerous other engineering and industrial applications ranging from the space vehicle technology to the cooling of turbine rotors on aircrafts, and rotating machinery. The convective heat transfer coefficient 'h' has been studied experimentally by several investigators, e.g. [4] [5] [6] [7] [8] . In these types of experiments, the determination of 'h' requires the measurement of the surface temperature of the rotating body and the heat flux or the temperature gradient in the solid at its surface. The surface heat flux can be estimated by circulating water within the solid body [7] and measuring the water inlet and outlet. Other arrangements included the use of electric heaters with slip rings. Separately heated end sections are usually needed to minimise end losses. [4] In their experiments, Kops and Anderson [9, 10] drilled holes to insert large number of thermocouples into the workpiece. The cylinder was heated using a flexible heating tape wound around its entire length, and then removed before the rotation. The temperature measurements made during the cooling cycle were then compared to data generated from FE analysis for a given 'h' . The 'h' value was then iterated until the best match with the FE results is obtained. As can be seen in Section 3.1, this approach deals with an inverse heat conduction problem (IHCP) which is characterised by its instability and non-uniqueness.
The main objective of the present investigation is to propose a method that relies on measuring the temperature at a single location on the surface for determining 'h' through the solution of a direct heat conduction problem (DHCP). The main advantage of this approach is obtaining 'h' through a closed-form solution.
Theoretical considerations of the proposed method
Heat balance at the surface of heated (or cooled) solid is governed by the following relationship:
is the temperature gradient in the body at, and normal to, the surface at any moment τ, k s is the thermal conductivity of the solid, h is the coefficient of heat transfer at the surface, t s is the surface temperature and t a is the ambient temperature. Equation 1 is graphically presented in Figure 1 . It is important to notice that at any point of time during the transient heating (or cooling) of the body, the extension of the tangent to the temperature gradient in the solid at the surface passes always through point 'G' , located at a distance k s /h from the surface, provided that k s is temperature-independent. When this distance is combined with the characteristic dimension 'L' of the body, which is defined as the ratio between the volume V and surface area A s of the body, one obtains the well-known dimensionless Biot number; Bi = hL/k s . It can easily be seen that Bi represents the ratio between the conductive and convective thermal resistances to heat flow through the solid wall and by convection at its surface. At the limit, when Bi → 0, point G moves away from On the other hand, as Bi → ∞, point G becomes attached to the surface and t s → t a . This promotes the highest degree of non-uniformity of the temperature distribution across the wall. The body, in this case, is considered to be 'thermally thick' . These two limiting cases are practically achieved when Bi < 0.1 and Bi > 100, respectively [11] . According to Kondratiev's regular regime theory, [11, 12] the general solution of the transient temperature field in cooled (or heated) solids has the same mathematical structure. This is true regardless of the shape of the body or its initial condition. When the cooling (or heating) process takes place by convection at its boundary, the general solution can be constructed for three-dimensional body (i = 3) by applying the 'product solution' principle, using the fundamental one-dimensional solutions of infinite bodies [11-13]: where θ is the difference between the temperature t at any point X i during the transient cooling (or heating) process and t a is the ambient temperature; θ = t-t a . The function A n,i depends neither on the position x i nor on time τ; it only depends on the initial temperature distribution and the geometry of the solid body. The function Φ(μ n,i , X i ) accounts for the change of temperature along the coordinates X i (i = I, 2 or 3), while the time dependence of the temperature field is accounted for through the dimensionless Fourier number, Fo v = In the case of a finite cylinder of length L and radius R, which is relevant to this study, the general solution is the product of the solutions of the fundamental problems of an infinite cylinder (with radius R) and an infinite plate (with thickness L). For this specific case, the Equation 2 indicates that the solution for the temperature difference θ is the sum of an infinite series, 1 < n < ∞. At the beginning of the thermal process, the temperature field depends strongly on the initial condition, which is presented by the function A n,i . With the increase in time above some instant τ cr , the initial condition no longer dominates and the contributions of the subsequent terms (n > 1) rapidly decrease, by virtue of the inequality expressed by Equation 3. As a result, the temperature field can accurately be described by only the first term of the series:
Taking the logarithm of Equation 4 yields the following:
This relation indicates that the logarithm of the temperature difference changes linearly with time Fo v for all points within the body, as shown in Figure 2 for the case of finite cylinder for Bi = 10. This stage is referred to as the regular regime stage and hence the name. Equation 5 shows that the slope 'm' in three-dimensional transient heat conduction processes (i = 3) is expressed as follows:
The practical significance of Equation 6 can be realised through the following observations. First, the slope 'm' is the same at all locations within the body and remains unchanged over a period of time before reaching the steady state stage (Figure 2 ). This means that measurements taken on the surface are adequate to characterise the entire process, without the need to measure the temperatures inside the rotating. Second, the coefficient of convective heat transfer 'h' can be directly obtained from the measurement of the slope 'm' , if the body geometry 'L' and the material thermal conductivity 'k s ' and specific heat c p are known. The only problem in using Equation 6 is not knowing the eigenvalue μ 1,i . This problem can be solved by considering the heat balance between the change in the stored energy inside the solid and the heat transfer to the surrounding medium by convection:
which is reduced to where c p is the material specific heat, ρ is its density, while V and s are the average excess temperatures of the body and its surface, respectively, above the ambient temperature. The ratio = s ∕ V can be considered as a measure of the degree of the uniformity of the temperature distribution in the cooled (or heated) body. As indicated above, uniform temperature distribution corresponding to lim Bi→0 ( = 1). At the other extreme, the highest degree of uniformity corresponds to lim Bi→∞ ( = 0), since s = 0. Practically, when Bi < 0.1, the variation in the temperature field in the solid, at any instant, is <5% [11] . Differentiation of both sides of Equation 5 with respect to time yields the following relation for the average temperature V :
From Equations 7 and 8, Equation 9 provides a basis for the functional relationship between the slope 'm' of the (ln θ) − τ linear relationship during the regular regime stage and the process variables, namely the body geometry, the material properties and the intensity of convective heat transfer at its surface. The correlation between the ratio ψ and Biot number was established by Yaryshev, [11] which was found to be insensitive to the body shape:
This correlation, shown in Figure 3 , reflects the argument mentioned above that as Bi approaches 0 or ∞, the ratio ψ approaches 1 or 0, respectively. 
Problem non-linearity
The formulation of Kondratiev's theory is based on the assumption that the conduction heat transfer problem is linear. For the application being addressed, there are two sources of non-linearity (material and boundary condition) that need to be accounted for. This means that in reality, Biot number cannot be defined since its magnitude changes in the course of the transient process due to the temperature dependence of the material thermal properties. As a result, point G ( Figure 1) shifts with time to the right or to the left, depending on whether k s increase or decreases with the increase in temperature. Moreover, the relationship between 'm' and the convective coefficient of heat transfer 'h' (Equation 9) is contaminated by the contribution of the radiation heat transfer at the surface.
The material non-linearity, due to the dependence of the thermal properties on temperature, can be removed by following the optimal linearisation concept suggested by Baclic [19] in which the properties are determined at some optimal reference temperature which minimises the difference between the linearised and exact solutions, over the spatial and time domains. Improvement to the known Kirchhoff transformation [11, 13] in which the temperature is substituted by the integrated conductivity as the dependent variable was proposed by Dixmier [20] to remove the non-linear boundary condition due to radiation. Other schemes for linearising the heat conduction differential equation and radiative boundary condition are described in [21] [22] [23] .
Equation 4 resembles the thermal response of a 'lumped body' with uniform temperature distribution at any instant during the transient cooling (or heating) process. This condition simplifies greatly the treatment of the material non-linearity; if the temperature dependence of k s is approximated by a linear relationship, k s (t) = k 1 + k 2 t. Alhama et al. [24] established a universal limit for Bi that ensures that the variation in the temperature field in the solid, at any instant, is <5%. This limit depends on the kind of the process (cooling or heating), the type of temperature dependence (k 2 is positive or negative) and the following dimensionless number κ: where k m is the mean value of the thermal conductivity over the operating temperature range, t min < t m < t max . The temperature dependence of the specific heat c p has no influence on this Biot limits. For transient cooling processes, the dependence of Bi lim on κ is expressed by the following as simple polynomial equations [24] :
The significance of Equations 12 and 13 in designing the test conditions is to use a material with a positive temperature-dependent coefficient k 2 > 0 (i.e. k s increases with temperature) in order to increase Bi lim and improve the accuracy of the 'h' prediction. In this analysis, Biot number is defined at k m . The radiation heat flow rate q r is described by the following relation [25] :
where σ and ε are the Stefan-Bolzmann constant and the surface emissivity, respectively. The symbols T s and T a are the absolute surface and ambient temperatures, respectively. By expressing Equation 14 in the conventional form for heat convection, the following definition for radiative surface heat transfer h r can be obtained:
As far as radiation is concerned, air is non-absorbing medium, and therefore, one can treat convection and radiation as independent, simultaneous heat transfer processes. The combined convective and radiative coefficient of heat transfer h cr is defined as follows [25] :
Thus, by determining h cr experimentally and estimating the average value of h r from Equation 15 , one can find the convective coefficient of heat transfer h.
Design of experimental set-up through finite element simulation
Challenges and proposed solutions
For typical dry turning of cylindrical parts with up to 100 mm diameter and rotational speed of up to 10,000 rpm, the values of the coefficient of heat transfer h [4] [5] [6] [7] correspond to Bi < 0.1. As mentioned above, the common approach for measuring the convective coefficient of heat transfer h requires inserting a number of thermocouples into the solid to establish the temperature gradient t n | | |s, [9, 10] . This approach, shown schematically in Figure 4 (a), is associated with a number of drawbacks:
(1) The low level of Bi number makes the temperature variation across the cross section only <2-3°. [10] This is comparable to the measurement error of thermocouples with special limits of error of ±1 °C. The reliability of the temperature measurement is further deteriorated by the thermocouple spatial positioning uncertainty and the errors associated with the distortion of the temperature field when the thermocouples are inserted into the solid [14] [15] [16] . Additionally, there is a need for special arrangement of slip ring(s) to measure the temperature at number of locations inside the rotating body. (2) The solution of inverse heat conduction problem (IHCP), for identifying the surface heat flux from the measurement of temperatures inside the body, is ill-posed. This is due to the nature of the input function (the measured temperatures), which is discrete in time, lagged, damped and contains random errors. As a result, the solution of the IHCP is characterised by its instability and non-uniqueness [17, 18] . In addition, the solution of IHCP is also sensitive to the initial temperature distribution in the body.
The proposed method takes advantage of the low level of Bi, to convert a complex 3D problem into a simple lumped model, in which the surface temperature at a single location is sufficient to directly determine 'h' . From the time history of the surface temperature t s (τ), the slope 'm' of 'ln (t s − t a )' vs. time (Figure 2(b) ) is obtained and the average value of 'h' is determined from Equations 9 and 10. This approach renders the problem under consideration a direct heat conduction problem (DHCP), surmounting all IHCP limitations. In addition, the problems related to the temperature dependence of the thermal properties are efficiently dealt (Equations 12 and 13) without resorting to an iterative algorithm. The contributions of the convection and radiation modes of heat transfer can also be separated (Equations 15 and 16). It is worth noting that for the typical range of rotational speeds and part sizes in turning operations, the value of Reynolds number is high enough to produce concentric streamlines around the rotating body [8] . This indicates that the coefficient of heat transfer 'h' is nearly uniform around the surface, and therefore, the determination of the average value of 'h' is justifiable.
Following the approach adopted in [9] , the part is first heated and then the surface temperature 't s ' is continuously monitored during the cooling cycle of the rotating part. The initial heating of the part can be accomplished using a flexible, removable electric tape heater while the part is stationary, as in [9, 10] , or using a laser beam while the part is rotating. The laser beam can simultaneously travel along the axis of the part, or kept stationary to produce a ring-heated zone with a width equals to the beam spot size (~3-4 mm), as shown schematically in Figure 4 (b). Further simplification can be achieved using contactless infrared temperature sensors. Alternatively, if a single surface temperature thermocouple with a slip ring is used, then special considerations should be made for the thermometric design of the temperature sensor to compensate for the local distortion in the temperature field [26] .
Effect of process variables -sensitivity analysis
Numerical simulation, using ANSYS FE software [27] , was used to validate the proposed method and to investigate the individual and combined effects of the process variables. The accuracy of determining 'h' is also assessed by comparing the value of the coefficient of heat transfer h est estimated from the virtual measurement of (ln θ) of a point on surface, at the mid-section, to the value h act input into the simulation. The latter is considered as the actual value, in the context of virtual experimentation. In this simulation, the random temperature measurement error is also considered. Through sensitivity analysis, the following effects are investigated: the insensitivity to initial conditions (i.e. initial temperature field), the part aspect ratio (L/D), the thermal end effect, the material non-linearity and surface radiation.
The FE mesh idealisation of the axisymmetric model of a rotating cylinder is shown in Figure 5 . The number of the elements (type Plane 55; axisymmetric) is 25,000. The element size is 1 mm. A rotating cylinder of length 500 mm and diameter 100 mm (L/D = 5) was used in most of the simulations, except for those cases that modelled the effect of varied cylinder geometry. During the heating cycle, a heat flux of 21 kW/m 2 was applied on the cylindrical surface and convective heat transfer coefficient of 15 W/m 2 K was applied on flat ends to simulate free convection. During the cooling cycle, the heat flux was removed and the cylinder was rotated at 5,000 rpm. Other rotational speeds (1,000 < N < 5,000) were tested using the corresponding coefficient of heat transfer h [4] . At 5,000 rpm h 1 = 105 W/m 2 K. Alloy steel AISI 4040 was chosen as the part material.
Insensitivity to initial condition
The strength of the proposed method lies in its insensitivity to the initial condition, i.e. the temperature field at the beginning of the cooling cycle, t (x, y, z) at τ = 0. For evaluating the effect of different initial conditions on the slope m, the surface temperature was kept at 300 °C during the heating phase. The cooling phase was then started by stopping the heating process at different times (τ = 1.6, 20.7, 100.7 s) to obtain different initial conditions. Figure 6 (a) shows the initial temperature field at τ = 1.6 and 100.7 s. The change in ln (θ) with time during the cooling phase is shown in Figure 6 (b) for the three initial conditions. It can be seen that the variation in 'm' , and consequently 'h' , is practically nil (<1%).
Optimum part aspect ratio (L/D)
The 'm' values of cylindrical parts with different L/D ratios were compared to establish the effect of the part geometry on the 'h' prediction error. The diameters were kept constant, and the length was varied. Parts with L/D = 1, 3, 5, 10 and 20 were tested. The ratio L/D = 20 is considered as an infinite cylinder; L/D = ∞. The uncertainty in the distribution of 'h' near and over the two end surfaces, where the surface velocity approaches zero at the centre, can be eliminated by insulating these surfaces (Figure 4(b) ). Analysis of the simulation results showed that with 1 < L/D < 5 and the ends insulated, the prediction error of <±5%. 
Effect of the process non-linearity
The analyses presented above were based on the assumption that the thermal conductivity k s and specific heat c p of alloy steel AISI 4040 were constant. When the change in these properties with temperature was allowed in the FE simulation, the results showed that negligible change in 'm' , and consequently, 'h' was produced. This could be attributed to the fact that the material thermal conductivity changes by only −6.5% when the temperature changes from 20 to 300 °C. Therefore, additional severe test cases were analysed, by forcing k s and c p to linearly change by ±50 and +10%, respectively, as the temperature increases from 20 to 300 °C. The results confirmed the negligible effect on the slope 'm' and consequently on 'h' . The effect of surface radiation on 'm' was also tested through the FE simulation by allowing the modes of heat convection and surface radiation (Equation 15) to operate simultaneously. From the analysis of the results, it was concluded that disregarding the contribution of radiation, the maximum surface temperature t s = 350 °C would generate an error between 0.5 and 4.3%, when the emissivity ε is varied from 0.05 to 0.75, respectively.
Effect of temperature measurement error
To assess the effect of temperature measurement errors on the robustness of the proposed method, random errors were generated and superimposed on the surface temperature obtained from the FE simulation during the cooling phase. The errors were assumed to follow a normal distribution curve, with standard deviation σ = 0.75, to produce measurement errors of ±2 °C, as shown in the inset in Figure 7 . This is again a severe test, since temperature sensors with accuracy of ±1 °C are commercially available. Analysis of the results showed that this level of measurement error would introduce only 0.5% error in the prediction of 'm' and 'h' .
Additional FE simulation tests were carried out for a material with high thermal conductivity; AL 7075 (k s = 130 W/mK) and for different coefficients of heat transfer; 50 < h < 200 W/m 2 K. It was shown that the prediction errors were still within ±5%. 
Implementation of localised heating by a laser beam
The FE simulations presented above were based on uniform heating over the cylindrical surface of the part, which can be obtained when flexible tape heaters are used. As an alternative method, a moving or stationary laser beam could be used while the cylindrical part rotates around its axis. The latter case produced a ring-heated area whose width is equal to the beam spot size. Such a system has been implemented at the Aerospace Structures, Materials and Manufacturing Laboratory, National Research Council Canada, Figure 8 (a), using a high-power laser beam, generated by a 5200W IPG PHOTONICS YLR 5000 fibre laser, with a wavelength of 1.0 μm. The figure shows also the air-cooled high-speed slip ring, installed on the rotating workpiece to connect the thermocouple extension wires to a data acquisition system. The Thermo Vision A20M infrared (IR) camera that is used to monitor the temperature field in the surface area of interest is also shown. Figure 8(b) shows the FE-simulated temperature field during the cooling phase after laser preheating over a small band of 4 mm. The time variation of the surface temperature t s at locations T 1 to T 5 is identified. When the average of the temperatures at T 3 and T 4 was used to establish the slope of the straight line portion of the θ(τ) relation, the value of 'h' was accurately predicted with error <5%. This method of laser heating is an attractive alternative in such applications as laser-assisted machining and laser surface heat treatment [28] .
Recommended experimental set-up for determining 'h'
From the above analysis, the following experiment arrangement is recommended:
(1) The material of the rotating part should have a large thermal conductivity, with zero or positive value of κ (Equation 11 ), e.g. aluminium alloy 1100. This selection ensures a small Biot modulus and high Bi lim (Equations 12 and 13), in order to minimise the error in determining the coefficient of convective heat transfer 'h' . The aspect ratio should be in the range 3 < L/D < 5. (2) Reduce the surface emissivity, to minimise the effect of thermal radiation. This would simplify the analysis and eliminate the need to compensate for this effect 
Experimental validation
The method for determining the coefficient of convective heat transfer 'h' around rotating bodies was validated using experimental results reported in [9, 10] . The schematic of the experimental set-up is shown in Figure 4 (a). The rotating cylinder was made of steel and has a diameter D = 75 mm and length L = 300 mm. The temperature measurements recorded at 9 different locations on the surface and inside the rotating part were analysed and presented in the form of 'ln (t s −t a )' vs. time in Figure 9 . Using the temperature measurement from the thermocouple closest to the surface, the 'h' value was estimated to be 16.1 W/m 2 K, compared to 16.8 W/m 2 K reported in [9, 10] . This confirms the validity and accuracy of the proposed method and demonstrates the major simplification in conducting such an experiment.
Conclusions
A method for determining the convective coefficient of heat transfer 'h' around rotating bodies is presented. The method, which is based on Kondratiev's regular regime theory, is characterised by its universality and its constancy, as it is both position-and time-independent over a period of the transient process. An approximate closed-form solution for the relationship between 'h' and the process variables is presented. The method is capable of dealing with the process non-linearities that arise from the temperature dependence of the material thermal properties and radiative heat transfer. Through sensitivity analysis and FE simulation, recommendations regarding experimental set-up were made, the part material, its aspect ratio (L/D) and the methods of heat application and surface temperature measurement. The accuracy of the proposed method was validated using reliable experimental data. Figure 9 . representation of the temperature measurements reported in [10] at various locations inside a rotating part in the form of 'ln (t s −t a )' vs. time.
Bin Shi Integrated Process of Laser-Assisted Machining and Laser Surface Heat Treatment
A process is proposed for integrating the laser-assisted machining (LAM) and laser surface heat treatment (LSHT) in a single operation. Experimental and numerical investigations were carried out. LSHT tests were performed to investigate the effect of the process parameters on the microstructure evolution and hardenability. A methodology and an empirical model for prediction of hardened depth were proposed. A two-dimensional finite element (2D-FE) model was developed to predict the phase transformation during the LAM and LSHT processes. The optimization of the LAM process was also investigated using the developed finite element model. 
Introduction
With the development of new laser sources with small wave length and high absorptivity for metallic material, laser offers a profitable and reliable alternative in different manufacturing processes, such as machining, surface treatment, and welding. The success of this approach depends on the optimal combination of the laser power density and beam interaction time.
LAM is a hybrid process that uses a high power laser beam to locally heat the workpiece prior to cutting. By softening the material with a laser heat source, it was found the cutting forces were reduced by 20-40% for turning of Inconel 718 [1] , by 30-50% for Ti6Al4V [2] , and by 10-40% for steel 100 Cr6 [2] . The tool life was increased by 180% for laser-assisted turning of the titanium metal matrix composites [3] , and the material removal rate was increased by 30% for Inconel 718 [4] . It was also observed that LAM improved surface finish and surface integrity for Inconel 718 [5] . A good surface finish less than 0.3 lm was produced in LAM of transmission shafts of AISI 4130 [6] . Since it is controllable, economic, and environmentally friendly, LAM was considered as a replacement of the currently used hard turning and grinding operations [6] .
LSHT is a process that is used to obtain hard and wear resistant surface layers with a typical thickness of 0.5-1.5 mm [7] . In the LSHT process, a laser beam travel across a workpiece, causing the surface layer to be heated rapidly. The bulk material acts as an efficient heat sink, resulting in quenching phase transformations. Therefore, a hard surface layer is produced, while desirable bulk properties, such as toughness and ductility, remain unaffected [7] . Compared to other localized hardening processes, such as flame hardening, induction hardening, and electron beam hardening, LSHT has the advantage of minimal part distortion, high repeatability, and reliability, with well controlled depth and width of the hardened layers. There is also no need for quenchant, and the requirement for final machining of the part by grinding could be eliminated [8] . LSHT is also highly suitable for automation and treatment of the parts with complex shapes using CNC programs.
In this study, a methodology is proposed to explore the potential of integrating LAM and LSHT in a single operation using the same laser source with different laser heating parameters. This integration is well suited for the production of crankshafts, gears, bearing rings, etc., which require surface heat treatment after machining. Detailed experimental setups of LAM and LSHT of carbon steel AISI 1536 are presented in this paper. LAM tests were first carried out, followed by LSHT tests under different laser heating parameters, including laser powers and scanning speeds. The effect of the process parameters on the hardenability were investigated in the LSHT. An empirical model for the prediction of the depth of hardened layers was proposed. For numerical investigation, a 2D-FE model was developed to simulate the LAM and LSHT processes. The FE model couples phase transformation with mechanical and thermal analyses to predict cutting forces, temperature fields, and microstructure evolution. Experimental results were generated for validation of the FE model for LAM. The optimization of LAM process was numerically investigated. The thickness of hardened zone (HZ) and hardness profiles in LSHT were also predicted and compared with the experimental measurements to validate the developed FE model.
Proposed Process and Approach
Two thermal cycles; heating and cooling, take place during LAM and LSHT of steels. In the heating cycle, if the temperature rises above the austenitization start temperature T As , the ferritic and pearlitic phase structure (a þ Fe3C) of the bulk material starts to transform into an austenitic c-phase, where the carbon is dissolved in the steel [9] . Above the austenitization end temperature T Ae , a complete austenized structure is developed. In the cooling cycle, if the steel is cooled slowly, the austenite reverts to ferrite and pearlite, typically in a few minutes [10] . However, in the case of LAM and LSHT, the cooling rate is extremely high, greater than 1000 C/s [11] , by the conduction of heat into the bulk material. Therefore, a diffusionless phase transformation is dominated in the cooling cycle of the processes [11] . This quench rate is fast enough to produce martensitic structure without the need of a coolant such as water/oil spray. This LSHT martensite phase increases the material hardness on the surface, while desirable bulk properties of toughness and ductility remain unaffected. However, in the LAM process, the high preheating temperature associated with large plastic deformation may promote undesirable microstructural change on machined surfaces, such as the formation of a white layer [12] . Therefore, the preheating temperature in LAM must be well controlled below the austenitization start temperature T As in order to avoid workpiece subsurface damage, and at the same time to achieve the maximum benefits of reduced cutting force F c , reduced tool wear and good surface finish [13] . The preheating temperature in LSHT, on the other hand, must be within the austenitization zone, but lower than the melting temperature, to allow for carbon diffusion. A short beam interaction time and high temperature (HT) gradients are also required to prevent heating of the bulk material [14] . The hardened depth can be controlled in LSHT by adjusting the laser power density and the beam interaction time. Based on the above analysis, a flow chart was proposed for integrating LAM and LSHT processes into one operation using a single setup and laser source, as shown in Fig. 1 . The study is focused on the optimization of the preheating parameters in order to minimize the cutting force and eliminate the phase transformation on the machined surface in LAM, and to obtain the maximum hardened depth without surface melting in LSHT. Tool wear and surface finish were not considered in this investigation.
Experimental Investigation
In the integrated process, the LAM is followed by LSHT, using the same setup but with different laser heating parameters. To evaluate the effect of laser heating on the machining and surface heat treatment processes, two series of experiments were carried out; orthogonal cutting and surface heat treatment on a flat surface. The workpiece material used in this investigation is carbon steel AISI 1536. Although in the integrated LAM-LSHT process is intended for turning operations, the LSHT tests were conducted here on flat surfaces. Thermally, a plane wall can accurately represents a cylindrical wall, if the wall thickness-to-outer diameter ratio of the cylinder is <0.1, as it is the case in our experimental set up. The difference in the thermal resistances of the cylindrical and equivalent plane elements to heat conduction, under this condition, is <1%. Another reason for choosing flat surfaces in LSHT is to reduce the effort and cost of preparing specimens for microstructure analysis, considering that approximately 50 specimens were examined. In addition, both processes are modeled by 2D simulation, as will be discussed in Sec. 4. The methodology proposed in this study, for integrating LAM and LSHT processes, will be further extended to real turning applications involving complex profiles.
LAM Process
3.1.1 Experimental Setup of the LAM. A schematic and a picture of the LAM experimental setup are shown in Fig. 2 . The cutting tests were carried out on a Boehringer NG200 turning center. The workpiece was prepared in the form of a cylindrical tube for orthogonal turning. The outside diameter of the tube is 50.0 mm. The tube thickness is 4.0 mm. A new carbide insert, H13A, with a zero rake angle and sharp edge ($20 lm) was used for each cutting condition. No coolant was applied during the tests. The machining forces were measured using a Kistler dynamometer 9121 mounted on the turret of the turning center. The average force over a few revolutions under steady state conditions were used in the analysis. A high power laser beam was generated by a 5200 W IPG PHOTONICS YLR 5000 fiber laser, with a wavelength of 1.0 lm. The center of the laser beam was placed approximately 4 mm ahead of the cutting edge to preheat the workpiece. The surface temperature of the workpiece was measured using K-type thermocouples (0.25 mm wire diameter) that were spotwelded on the outside surface of the tube. The preheating temperature T p was recorded before the thermocouple hot junction was cut, as the cutting edge passed it. Since the workpiece was rotating, an air-cooled high-speed slip ring was installed on the rotating workpiece to connect the thermocouple extension wires to a data acquisition system. A Thermo vision A20M infrared (IR) camera was also used to monitor the temperature field near the cutting zone. During the LAM tests, a high pressure air was applied through a nozzle in front of the laser lens to protect it from the chips.
Experimental Conditions and Results.
To investigate the effect of LAM on the cutting force, orthogonal finish cutting tests were carried out under conventional and laser-assisted machining conditions. The test conditions and the force measurements are summarized in Table 1 . In the LAM experiments, a beam size of 4.0 mm was used and the laser power was adjusted to produce a preheating temperature T p of 415 C. The temperature T p reported in Table 1 is the maximum workpiece preheating temperature, which is obtained at the center of the laser heating spot; always at 4 mm from the tool edge. The results show that the cutting forces were reduced by around 20% when using LAM. Under these cutting conditions, all formed chips were continuous. These cases will be used for the validation of the FE model in Sec. 4. A numerical investigation will also be conducted in Sec. 4 to further Transactions of the ASME optimize the laser power in order to minimize the cutting force without changing the microstructure of the machined surface.
LSHT Process
Experimental Setup of the LSHT.
The experimental setup of the LSHT is shown in Fig. 3(a) . The workpiece was prepared in the form of a disk with a diameter of 80.0 mm and a thickness of 10.0 mm, which was fixed on the spindle of the Boehringer NG200 turning center without rotating. The top flat surface of the disk was heat-treated by the laser beam along given paths. Five scanning paths were placed on each disk, as shown in Fig. 3(b) . The distance between each path is 12.5 mm. The scanning length is 40.0 mm. K-type thermocouples were spot-welded in the middle of each path to measure the surface temperature. The Thermo vision A20M IR camera was also used to monitor the temperature field.
Experimental Conditions and Results.
The scanning speed V s was varied between 2.0 and 30.0 mm/s, and the laser power P was varied between 500 and 1000 W. The beam size was fixed at a diameter of D l ¼ 5.0 mm in all of the LSHT tests. Table  2 lists the process parameters and the results of the hardened depth. The hardness profiles along the depth were also measured for each case, which will be presented and compared with FE predictions in Sec. 4 .
A typical microstructure evolution after the LSHT is shown in Fig. 4 . In this case, the laser power and scanning speed were P ¼ 500 W and V s ¼ 3.0 mm/s, respectively. Under these conditions, which correspond to case 5 in Table 2 , a hardened depth of h ¼ 0.95 mm was achieved. As shown in Fig. 4 , the top portion of the surface layer is the HZ, where the needle-shaped martensite was formed. The middle portion is the transition zone (TZ), where some martensite remains but mixed with the white spots of ferrite. At the bottom, the bulk material is a mix of around 20% ferrite and 80% pearlite. The pearlite is the darker portion in the microstructure diagram and the ferrite is again the white portion.
Hardenability in LSHT.
The effect of the process parameters (P and V s ) on the hardened depth h is illustrated in a process diagram, shown in Fig. 5 . High hardenability with a large hardened depth can be obtained using a low laser power and a low scanning speed. However, low scanning speeds and high powers tend to produce surface melting, which should be avoided in production. The conditions led to surface melting are identified by the circle in Fig. 5 . This process diagram can be used as practical tool to define the processing parameters to obtain the required hardened depth. The process diagram clearly shows that the maximum hardened depth of 1.05 mm is obtained at P ¼ 600 W and V s ¼ 4.0 mm/s, without surface melting.
Based on the large number of LSHT tests conducted with different powers and scanning speeds (listed in Table 2 ), an empirical model was developed to describe the dependency of the hardened depth h on the process parameters of P and V s . It was found that h is proportional to lnðP= ffiffiffiffiffiffi ffi V s Þ p . This conclusion is in agreement with that reported in Ref. [15] . The empirical model for the class of steel investigated in this study is represented by
where, h is in mm, P in W, and V s in mm/s. As shown in Fig. 6 , the empirical model fit well the experimental data.
4 Numerical Modeling and Simulations 4.1 Modeling Approach. A 2D FE-based thermomechanical model was developed to simulate the LAM and LSHT process using DEFORM 2D [16] . A microstructure evolution model is proposed and incorporated in the FE model. The latter has the capability of simulating the surface laser heating through a moving heat source window, which was developed earlier by the authors in Ref. [1] . The proposed model considers the interaction of the mechanical and thermal processes with the phase transformation, as shown in Fig. 7 . During the process, the phase change due to the thermal effect results in further release of latent heat and transformation plasticity, which in turn affect the material flow stress. In the FE analysis, the phase volume fractions are calculated at each time step, based on the temperature level. The updated properties are then used for the deformation and temperature predictions at the next step. The final simulation results, therefore, combine the effects of the mechanical and thermal process with the phase transformation.
Microstructure Evolution
Model. Phase transformation of carbon steels is defined by two types of kinetics models; diffusion and diffusionless transformations. Generally, the microstructure changes from austenite to ferrite and pearlite, and vice versa, are governed by the diffusion type transformation, depending on the temperature, stress history, and carbon content. The phase transformation from the austenite to martensite is governed by the diffusionless process [16] .
In the heating cycle, the following Avrami equation is used to calculate the volume fraction of austenite n A for carbon steels at each time step [16] 
where T is the instantaneous temperature; T As and T Ae are the starting and ending temperatures of the transformation to austenite, respectively. These temperatures are depended on the cooling rates; the higher the cooling rate, the high the transformation Transactions of the ASME temperatures. In the simulation, T As and T Ae are simplified as constants; T As ¼ 800 C and T Ae ¼ 850 C [17] . In the cooling cycle, the phase transformation from austenite to ferrite, pearlite and bainite is driven by the continuous cooling transformation diagrams, as shown in Fig. 8 [18] . The final microstructure depends on the cooling rate and the regions that the cooling rate curve passes. As can be seen in Fig. 8 , when the cooling rate is much larger than 100 C/s, only martensite is formed. This typically happens in the HZ.
The diffusionless transformation from austenite to martensite is governed by Magee's equation [19] . The dependency of the volume fraction of martensite n M on the stress and carbon content is neglected in this study. The Magee's equation is then simplified and represented by [16] 
where the material constants w 1 ¼ 0.196 and w 2 ¼ À6.43 are identified from the martensite start temperature of 328 C and 90% martensite-formed temperature of 210 C, given in Fig. 8 . The hardness H is determined by the following mixture law [16] :
where n i and H i are the volume fraction and the hardness of ith phase, respectively. The average values of the hardness for the bulk material and the martensite phase were measured to be 60 HRC and 28 HRC, respectively. The harnesses of the austenite and the banite phases are 20 HRC and 50 HRC, respectively, as reported in Ref. [16] .
4.3 FE Model Description. Figure 9 depicts the FE model of LAM and LSHT. The workpiece was defined as an elastoplastic body. The carbide cutting tool with a sharp edge was modeled as a rigid body. It has a rake angle of 0 deg and a clearance angle of 6 deg. Only continuous chip formation was considered in the simulations. This FE model was also used for the LSHT simulation by setting the tool speed equal to zero.
To simulate the laser heating source in DEFORM 2D, a heat exchange window is defined to heat a local area, as shown in Fig. 9 . The width of the window, through which a uniform heat flux is applied, is equal to diameter of the laser beam. In the LAM simulation, the heat exchange window moves at the same speed as the tool. By adjusting the heat flux, different preheating surface temperatures can be attained, which are based on an experimentally determined relationship between the laser power and the surface temperature under machining conditions. The calibration of the heat flux is presented in Sec. 4.4.
The material constitutive law was identified using the methodology developed by the authors [20, 21] . The constitutive data (stresses, strains, strain rates, and temperatures) were generated from quasi-static (QS) tests, and orthogonal cutting tests at room temperature (RT) and HT in conjunction with the distributed primary zone deformation model [20] . The QS tests provided the constitutive data at very low strain rates and strains. The RT cutting tests were used to generate the constitutive data at high strain rates and strains, while the HT cutting tests were employed to capture the material properties at high temperatures. In this case, the cutting region was preheated using the fiber laser shown in Fig. 2 . The cutting started immediately once the preheating temperature reached a required value through adjusting the laser power. Therefore, the material constitutive law identified from the cutting test data, especially the HT cutting test data, is able to describe the plastic deformation processes in the primary and secondary shear zones during LAM and during LSHT. The Johnson-Cook constitutive law is used, which is identified in this study to be r ¼ 685 þ 144 e 0:38
where r (MPa) is the flow stress; e is the effective plastic strain; _ e is the effective plastic strain rate; _ e 0 ¼ 10 À3 s À1 is the reference plastic strain rate; T ( C) is the instantaneous temperature; and T 0 ¼ 20 C and T melt ¼ 1530 C are the room and melting temperatures of the workpiece material, respectively. Figure 10 shows the dependence of the flow stress on the temperature and strain at a typical strain rate level of 5 Â 10 4 s À1 encountered in machining. The thermal softening effect is clearly shown in the figure, especially when T is larger than 400 C. The shear friction model, in which the frictional stress s s is proportional to the shear yield stress of the chip material k chip , s s ¼ m f k chip , was used. It was found that the shear friction coefficient m f ¼ 0.9 can match well with the experimental results. The cutting force was obtained when it reached a steady state. The comparison of predicted cutting force with the experimental measurements is presented in Sec. 4.5. Since both orthogonal cutting and surface heat treatment on a flat surface can be modeled using a 2D simulation (Fig. 9) , the heat source model incorporated in the FE simulations was calibrated using the experimental measurements from the LSHT only, for different laser powers and scanning speeds. Figure 11 shows a typical temperature history of a fixed spot on the workpiece surface when a laser beam passes it. In this case, the laser power is P ¼ 600 W and the scanning speed is V s ¼ 25.0 mm/s. The solid line represents measured temperature using a thermocouple spot welded on the surface. The dashed line is the FE simulation prediction, using the calibrated heat flux. The result shows good agreement between the experiment and simulation. The overestimated temperature of around 50
C by the FE model in the cooling process may be attributed to the simplified two-dimensional geometry in the model. Since this overestimation only happens at the low temperature level of less than 250 C, its effect on the phase transformation is insignificant. The figure also shows that the heating rate is of the order of 3500 C/s in the range from 20 to 630 C and the cooling rates is 1900 C/s from 630 to 200 C, respectively.
Prediction of Cutting Forces in LAM.
The conventional and laser-assisted cutting cases listed in Table 1 were simulated using the FE model. The comparison of the predicted cutting forces with the experimental results is shown in Fig. 12 . The prediction error between the simulations and experiments is within 10%, which is acceptable as it is comparable to errors in force measurements. The validated FE model will be used to investigate the effects of the preheating parameters on the cutting force and temperature on the machined surface in Sec. 4.6.
Numerical Investigation for Optimization of the Laser
Power in LAM. The thermal softening effect of metals implies that lager applied laser power results in less cutting force. However, high laser power generates high temperature that may interact with the large plastic deformation that takes place during the cutting process, altering the microstructures of the machined surface. To find the limits of the acceptable laser power, a numerical approach is proposed to optimize the LAM process, in order to achieve the minimum cutting force without inducing microstructural changes or surface melting. The simulated cutting conditions of V ¼ 180 m/min and f ¼ 0.1 mm/rev were selected as an example in this investigation. Net laser powers ranged from 150 to 1200 W were applied in the simulations. The beam size is selected as 2.0 mm, and its center is 3.0 mm away from the cutting tip. Table  3 lists the values of the power used in the simulations and the predicted cutting forces F c , the preheating temperatures T p and the maximum temperatures on the machined surface T sur . The predicted temperature field is shown in Fig. 13 , for the case of net power P ¼ 1050 W. The maximum preheating temperature T p ¼ 1300 C is obtained at the center of the laser heating spot. This preheating temperature is selected to be lower than the material melting temperature of 1530 C. The temperature on the machined surface T sur is obtained at the contact of the tool tip with the machined surface, as shown in Fig. 13 .
The effect of the laser power on the cutting force and the machined surface temperature is shown in Fig. 14 . As can be seen in the figure, with the increase of the power, the cutting force decreases and the machined surface temperature increases. The figure clearly indicates that the net laser power of P ¼ 1050 W results in the machined surface temperature of T sur ¼ 800 C, Table 3 Predicted cutting forces and temperatures with different laser powers Machined surface temperature T surf ( C) which is the austenitization start temperature of the material. Above this temperature, the microstructure on the machined surface will be changed. Therefore, the net power of P ¼ 1050 W is the maximum power that should be used to achieve the minimum F c without changing the microstructure of the machined surface. As shown in Table 3 , the cutting force can be reduced by 40%, relative to conventional machining (at P ¼ 0), when using the optimized laser power. The shaded area in Fig. 14 represents the undesirable operating conditions, where microstructural change is expected.
Prediction of Microstructures in LSHT.
Following the laser-assisted machining, laser surface heat treatment is carried out using the same setup but with different laser powers, spot sizes, and scanning speeds. Figure 15(a) shows a typical distribution of the predicted martensitic volume fraction after LSHT. This simulation results correspond to case 5, listed in Table 2 . Three phase transformation zones are clearly observed in this figure. At the top, a complete martensitic structure is developed, which is the HZ. In the analysis, the thickness of the hardened zone is defined based on 80% volume fraction of martensite. A hardened depth of 0.99 mm was achieved in this case, which is in good agreement with the experimental measurement of 0.95 mm shown in Fig. 4 . The temperature profile shown in Fig. 15(b) shows that the temperature in the hardened zone is above the austenitization end temperature T Ae ¼ 850 C, indicating the microstructure in this zone was completely austenized in the heating cycle and then transform into martensite in the cooling cycle. In the TZ, the temperature is between the T As and T Ae levels, where the structure was partly austenized in the heating cycle, and some martensite remains in the cooling cycle. In the bulk material zone, no transformation occurred since the temperature level is lower than T As .
To further validate the FE model, six cases at the different power levels of P ¼ 500, 700, 800, 900, 1000 W and the scanning speed levels of V s ¼ 3.0, 4.0, 8.5, 9.0, 10.0, 15.0 mm/s, which correspond to cases 4, 5, 17, 23, 30, 33 in Table 2 , were simulated. Figure 16 shows the simulation results of the hardened depth, as well as the comparison with experimental measurements. The prediction errors are within 15%. The results show that the developed FE model has good capability of predicting the phase transformation in LSHT.
Hardness Predictions in LSHT.
The hardness profiles for the six cases presented in Fig. 16 were also predicted, using Eq. (4) . Comparison of the model predictions with the experimental measurements is shown in Fig. 17 . The results show that the predicted hardness profiles are generally in good agreement with the experimental measurements. Since the martensite is the hardest structure in these phases, the hardness follows the same profile as the martensitic volume fraction, as can be seen in Fig.  15(b) and Fig. 17(b) for the same case of P ¼ 500 W, V s ¼ 3.0 mm/s.
Conclusions
A process and a methodology were proposal for integrating LAM and LSHT into a single operation. Experimental work and numerical simulations were carried out to investigate the effects of cutting and preheating parameters on the LAM and LSHT processes of certain class of carbon steel. The LAM test results show that the cutting force was reduced by 20% compared to the conventional cutting when using the preheating temperatures of 415 C. A total of 34 LSHT tests with different laser powers and scanning speeds were carried out. A process diagram was developed to describe the effect of the process parameters (P and V s ) on the hardened depth h. The diagram shows that high hardenability with a deep hardened layer can be obtained using relatively low laser powers and low scanning speeds. The limits of the parameters, above which surface melting may occur, were also indicated in the process diagram. It was found that the maximum hardened depth of 1.05 mm can be achieved without surface melting when using the laser power of P ¼ 600 W and the scanning speed of V s ¼ 4 mm/s with the beam diameter of D l ¼ 5 mm.
A two-dimensional FE model was developed to simulate LAM and LSHT processes. In the simulations, a proposed phase transformation model was incorporated with mechanical and thermal analyses to predict microstructure evolution during these processes. The material constitutive law was identified using the constitutive data obtained from the room and high temperature cutting tests using laser surface heating. The predicted cutting forces in LAM are in good agreement with the experimental results; with errors less than 10%. The LAM simulation results show that preheating temperatures lower than 1300 C can avoid microstructure changes in the machined surface in LAM of AISI 1536. Using this preheating temperature, the cutting force is reduced by 40%, compared to the conventional cutting. The phase change and the temperature variation in LSHT were accurately predicted using the model. The error of the predicted hardened depth is within 15%, compared to the experimental results. The predicted hardness profiles are also in good agreement with the experimental measurements. The results show that the developed FE model has good capability to predict the cutting force, temperature field, and phase transformation in the LAM and LSHT processes.
The validated FE model can be treated as virtual experiments to guide the configuration of the process parameters in production, and to optimize the LAM and LSHT processes. For example, through the LAM simulations, the laser power and the beam size Transactions of the ASME can be optimized to ensure that no microstructure change takes place in the machined subsurface layer. From the LSHT simulations, the laser power, the beam size, and the scanning speed can also be determined to obtain the optimum hardened depth and desired microstructure structure.
