Data security and privacy issues are magnified by the volume, the variety, and the velocity of Big Data and by the lack, up to now, of a reference data model and related data manipulation languages. In this paper, we focus on one of the key data security services, that is, access control, by highlighting the differences with traditional data management systems and describing a set of requirements that any access control solution for Big Data platforms may fulfill. We then describe the state of the art and discuss open research issues.
Introduction
The term Big Data refers to a phenomenon characterized by "5 V". By analysing huge Volumes of data with a high Variety of formats, Big Data analytic platforms allow making predictions with high Velocity, thus, in a timely manner, low Veracity, therefore with low uncertainties, and with a high Value, namely, with an expected significant gain (Jin et al. 2015) . As a matter of fact, business strategies are more and more driven by the integrated analysis of huge volumes of heterogeneous data, coming from different sources (e.g., social media, IoT devices).
This phenomenon has been pushed by numerous technological advancements. The most significant include the birth of NoSQL datastores (Cattell 2011) , and distributed computational paradigms, like MapReduce (Dean and Ghemawat 2004) , which have jointly opened the way to the management and systematic analysis of huge volumes of semi-structured data (e.g., transactions, electronic documents and emails).
Overall, the support provided by Big Data platforms for the storage and analysis of huge and heterogeneous datasets cannot find a counterpart within traditional data management systems. In addition, the advantages of these new systems are not only related to the outstanding flexibility and efficacy of the analysis services, as Big *Correspondence: elena.ferrari@uninsubria.it DiSTA, University of Insubria, Via Mazzini 5, 21100 Varese, Italy Data platforms outperform traditional systems even with respect to performance and scalability.
However, BigData systems do not show the same level of excellence with data protection features (Colombo and Ferrari 2015b) . For instance, while a variety of data protection frameworks have been proposed for traditional systems (see e.g., Agrawal et al. (2002) ; Byun and Li (2008) ; Colombo and Ferrari (2014a; 2014b; 2015a); Ferrari (2010) ), the majority of Big Data platforms integrate quite basic access control enforcement mechanisms (Colombo and Ferrari 2015b) . As a result, the unconstrained access to high volume of data from multiple data sources, the sensitive and private contents of some data resources, and the advanced analysis and prediction capabilities of Big Data analytic platforms, might represent a serious threat. For instance, the analysis capabilities can be exploited to derive correlations between sensitive and personal data. As an example, let us consider the domain of fitness apps which nowadays are more and more deployed on mobile and wearable devices and gym equipment. The joint analysis of movement data, hearth beats, and weight might allow profiling users life style and inferring users inclination to pathologies. As a consequence, although the potential benefits of Big Data analytics are indisputable, the lack of standard data protection tools open these services to potential attackers.
The definition of proper data protection tools tailored for Big Data platforms is as a very ambitious research challenge. State of the art enforcement techniques proposed for traditional systems cannot be used as they are, or straightforwardly adapted to the Big Data context. This is mainly due to the required support for semi structured and unstructured data (Variety), the quantity of data to be protected (Volume), and the very strict performance requirements (Velocity) affecting these systems. Therefore, the challenge is protecting privacy and confidentiality while not hindering data analytics and information sharing. Additional aspects contribute to raise the complexity of this goal, such as the variety of data models and data analysis and manipulation languages which are used by Big Data platforms. Indeed, different from RDBMSs, Big Data platforms are characterized by various data models (Cattell 2011) , the most notable being the key-value, wide column, and document oriented ones.
In this paper, we focus on access control, by first identifying a set of requirements that any access control solution for Big Data platforms should address (cfr. "Requirements" section). Then, we classify and analyze the related literature ("State of the art", "Platform specific approaches", "Platform independent approaches" and "Domain specific Big Data approaches" sections), and discuss key research challenges ("Research issues" section). Finally, we conclude the paper in "Conclusions" section.
This paper is an invited extended version of a paper published in the proceedings of the 23 rd ACM Symposium on Access Control Models and Technologies (SACMAT'18) 1 . Current version differs from the original conference paper for a wider and updated analysis of state of the art access control solutions for Big Data systems, which also takes into consideration domain specific platforms, and the related open research challenges.
Requirements
In this section, we provide an overview of the key requirements behind the definition of an access control mechanism for Big Data platforms.
• Fine-grained access control. In terms of features the access control mechanism should support, fine grained access control (FGAC) has been widely recognized as one of the fundamental component for an effective protection of personal and sensitive data (e.g., see Agrawal et al. (2002) ; Rizvi et al. (2004) ). Since data processed by Big Data analytics platforms often refer user personal characteristics, it is important that access control rules can be bound to data at the finest granularity levels. However, the related enforcement mechanisms need to be invented from scratch, as those proposed for traditional systems rely on data referring to known schema, while in the context of Big Data, data are heterogeneous and schemaless.
• Context management. Another key aspect that should be considered is the support for context based access constraints, as these allow highly customized access control forms. For instance, they can be used to constrain access to specific time periods or geographical locations. In case contexts are used to derive access control decisions, access authorizations are granted when conditions referring to properties of the environment within which an access request has been issued are satisfied.
• Efficiency of access control. The characteristics of the Big Data scenario, such as the distributed nature of the considered platforms, the complexity of the queries, and the focus on performance, require access control enforcement strategies that do not compromise the usability of the hosting analytic frameworks. Indeed, based on the considered queries, the number of checks to be executed during access control enforcement can match or be even greater than the number of data records, and, in the Big Data scenario, data sets can include up to hundreds of millions of such records. This requires efficient policy compliance mechanisms. FGAC has been enforced in traditional relational DBMSs according to two main approaches. The first is the view-based one, where users are only allowed to access a view of the target dataset that satisfies the specified access control restrictions, whereas the second one is based on query rewriting. Under such an approach instead of pre-computing the authorized views, the query is modified at run-time by injecting restrictions imposed by the specified access control rules. It is therefore important to determine to what extent these approaches are suitable for the Big Data scenario and how they can be possibly customized or extended.
As it should be clear from the previous discussion, one of the main difficulties in developing an access control solution for Big Data platforms is the lack of a standard model and related manipulation languages to which access control rules and the related enforcement monitor can be bound.
State of the art
In the literature various proposals exist which address the issue of access control for Big Data platforms and satisfy some of the requirements illustrated in "Requirements" section. These proposals can be classified into three main categories:
• Platform specific approaches. Access control solutions under this category are designed for one system only (e.g., MongoDB, Hadoop), and possibly leverage on native access control features of the protected platform. The main advantage of this approach is that the devised access control solution can be optimized for the target system, however, its usability and interoperability are greatly limited.
• Platform independent approaches. The approaches falling under this category propose access control solutions which do not target a specific platform only. Platform independent approaches have the advantage of being more general than platform specific solutions, however they cannot compete with them in terms of efficiency. Existing proposals in this category mainly leverage on recent research efforts that aim at defining a unifying query language for NoSQL datastores (e.g., JSONiq (Florescu and Fourny 2013) and SQL++ (Ong et al. 2014) ).
• Domain specific Big Data approaches. This complementary category includes platform specific and platform independent approaches that target domain specific Big Data systems, designed to fulfill specific requirements related to data management needs of a target scenario. As a matter of fact, a variety of Big Data systems have been designed to handle specific application scenarios, and the literature has shown that in these cases the integration of access control mechanisms has mainly been driven by intrinsic features of these systems. In particular, among the various scenarios that can benefit from Big Data systems, we focus on two of the most relevant ones, namely, data stream analysis and Internet of Things applications, by analyzing related access control enforcement techniques.
In what follows, we analyze the related literature in view of this classification, then we discuss related research challenges.
Platform specific approaches
The great majority of access control frameworks targeting Big Data platforms propose enforcement approaches designed on the basis of platform specific features and which can only be used with the platform for which they have been defined.
In the remainder of this section, we analyze platform specific approaches defined for MapReduce-based analytics platforms 2 , and NoSQL datastores, which together cover the majority of existing Big Data systems.
MapReduce systems
MapReduce is a distributed computational paradigm that allows analyzing very large data sets (Dean and Ghemawat 2004) . Within MapReduce systems, data resources are partitioned into multiple chunks of data and distributed in a cluster of commodity hardware nodes. Data are analyzed in parallel by means of MapReduce tasks, characterized by users defined Map and Reduce functions. These tasks operate by first extracting and then manipulating flows of key-value pairs, each modeling a portion of the target data resource. The considered computation paradigm allows processing unstructured and semi-structured data resources.
In Ulusoy et al. (2015) , a framework denoted GuardMR has been proposed, to enforce fine grained Role-based Access Control (RBAC) (Ferraiolo et al. 2001) within Hadoop 3 , a very popular Big Data analytics platform built on top of MapReduce. GuardMR enforces data protection by filtering, and possibly altering, the key-value pairs derived from a target data resource by a MapReduce task, which are then provided as input to the Map function.
Filters are used to generate views of the analyzed resources which are authorized for the subject who requires the execution of the MapReduce task. The views are generated in such a way that any unauthorized content included in the analyzed resource is removed or obfuscated. More precisely, filters specify: i) preconditions to the processing of any key-value pair p extracted from a target resource under analysis, as well as ii) the rationale for deriving from p a new pair p', which models the authorized content of p. The use of filters had previously been considered in Vigiles (Ulusoy et al. 2014 ), a fine grained access control framework for Hadoop. In Ulusoy et al. (2014) , authorization filters are handled by means of per-user assignment lists, and filters are coded in Java by security administrators. In contrast, in GuardMR filters are assigned to subjects on the basis of the covered roles, and a formal specification approach to the definition of filters is proposed, which allows specifying selection and modification criteria at a very high level of abstraction using the Object Constraint Language (OCL) 4 (Warmer and Kleppe 1998; Clark and Warmer 2002) . GuardMR relies on automatic tools 5 to generate Java bytecode from OCL-based filter specifications, as well as to integrate the generated bytecode into the bytecode of the MapReduce task to be executed. GuardMR has been used with MapReduce tasks targeting both textual and binary resources (Ulusoy et al. 2015) , showing the flexibility of the approach. GuardMR and Vigiles do not require Hadoop source code customization, however, they rely on platform specific features, such as the Hadoop APIs and the Hadoop control flow for regulating the execution of a MapReduce task. A reasonably low enforcement overhead has been observed with both Vigiles and GuardMR. Neither Vigiles nor GuardMR provide support for context aware access control policies.
A recent work targeting access control enforcement within MapReduce systems is described in Gupta et al. (2017) . More precisely, Gupta et al. (2017) introduces the foundations of an access control model, called HeAC, which formalizes the authorization model of Apache Ranger 6 and Apache Sentry 7 , as well as the native access control features of Hadoop. Apache Ranger and Apache Sentry represent state of the art technologies for the enforcement of fine grained access control in Hadoop ecosystems. Authorization assignments are specified for operations and objects, possibly on the basis of object tags, namely attributes specifying properties, like sensitivity, content, or expiration date. Moreover, Gupta et al. (2017) introduces the foundation of Object Tagged RBAC, an RBAC model which, while preserving RBAC role based permission assignments, introduces support for object attributes. A prototypical implementation of the model has been defined by introducing role support into Apache Ranger. The proposed enforcement approach is again platform specific as it has been designed on top of Hadoop specific features. No support is given to context related properties, and no performance evaluation is presented.
NoSQL datastores
NoSQL datastores represent highly flexible, scalable, and efficient data management systems for Big Data, based on different data models. Cattell 2011 classifies NoSQL systems into three classes, on the basis of the adopted data model, namely key value, wide column, and documentoriented datastores, each suited to specific application scenarios. Key-value datastores (e.g., Redis 8 ) can be seen as big hash tables with persistent storage services. Data are modeled by means of key-value pairs, where values of primitive or complex type are directly addressed by means of a key. Key value datastores are suited to application scenarios where efficient look-up operations are required. For instance, they are used to manage web session information and users profile data. Wide column stores (e.g., Cassandra 9 ) model data as records with variable structures, which are then grouped into tables with flexible schema. Wide column stores are a good fit for the data management requirements of blogging platforms and content management systems. Document-oriented datastores (e.g., MongoDB 10 ) model data as hierarchical records, denoted documents, whose fields either specify a primitive value, or are in turn records composed of multiple fields. Documents are partitioned into collections, which in turn are grouped in a database. Typical applications of document oriented datastores include event logging systems and content management systems.
Fine grained access control within NoSQL datastore management systems is still in the very early stage, and only few access control frameworks have been proposed so far for wide column and document oriented datastores.
K-VAC (Kulkarni 2013 ) is among the earliest fine grained access control frameworks targeting wide-column NoSQL datastores which have been proposed in the literature. K-VAC supports the enforcement of contentbased, and context-based access control policies possibly specified at different levels of the data model hierarchy (e.g., for a column or for a row). Two prototypical versions of K-VAC have been released. One has been specifically designed as an internal module of Cassandra, a popular wide-column datastore whose source code has been modified to host K-VAC's enforcement monitor. In contrast, the latter version has been released as an external library, with the aim to enforce access control on multiple datastores. However, the use of the proposed library still requires ad-hoc implementation of binding criteria, which so far have been only defined for Cassandra and HBase 11 . Overall the integration of K-VAC requires deep customizations of the hosting platform. Empirical performance evaluations show the efficiency of both the proposed prototypes, with a lower overhead measured with the customized version of Cassandra.
Another work targeting Cassandra has been proposed in Shalabi and Gudes (2017) , where an approach to the cryptographic enforcement of RBAC policies has been defined. Predicate (Katz et al. 2013 ) and second level encryption (Nabeel and Bertino 2014) are used for the definition of an efficient scheme for RBAC enforcement which operates within Cassandra distributed architecture. The proposed approach is an example of platform specific solution designed on top of specific features, such as the distributed architecture of Cassandra. Also in this case no support is given for context-aware policies, and, unfortunately, the enforcement overhead is not discussed.
As far as document-oriented datastores, efficient solutions to the integration of fine-grained purpose-based access control into MongoDB have been proposed in (2017a) . In Colombo and Ferrari (2017a) the RBAC model natively integrated in MongoDB has been enhanced with the support for the specification and enforcement of purpose-based policies (Byun and Li 2008) regulating the access up to document level. The proposed approach refines the granularity level at which the native MongoDB RBAC model operates. An enforcement monitor, called Mem (MongoDB enforcement monitor), has been designed, which monitors and possibly manipulates the flow of messages exchanged by MongoDB clients and the MongoDB server, thus acting like a proxy. Once Mem intercepts a message m issued by a MongoDB client on behalf of a subject s, it forwards m to the server, or it temporary blocks m, and issues additional messages finalized at profiling s. If m models a query q, Mem rewrites m as m' in such a way that m' encodes a query q' that only accesses those documents accessed by q which result authorized by the applicable access control policies. Mem's proxy based architecture allows the straightforward integration of the enforcement monitor into existing MongoDB deployments with basic configuration tasks. Experimental evaluations show the efficiency of the proposed approach, however also in this case no support is given for context-aware policies.
In Colombo and Ferrari (2016) , the framework presented in Colombo and Ferrari (2017a) has been significantly extended, introducing the support for access control policies regulating the access up to field level, and providing support to specification and enforcement of content and context based policies. The proposed enforcement monitor, denoted ConfinedMem, applies the same logic as Mem, but it operates according to a twostep process, which consists of: 1) the derivation of the authorized views of all documents to be accessed by a submitted query q included in a message m requiring the access to data resources, 2) the rewriting of m as m' in such a way that m' specifies a query q' which can only access the authorized views of the documents to be accessed by q. Different implementation techniques have been considered for queries specifying different operations (e.g., selection and aggregations) with the aim to minimize the overhead. Experimental evaluations show that, overall, the enforcement overhead which has been observed with access control policies specified at field level is significantly higher than the one measured for document level policies.
Platform independent approaches
The great majority of the research contributions in the field of access control for Big Data analytics platforms propose a platform specific solution.
The lack of a reference standard query language and data model has caused the birth of a variety of proprietary solutions. As a matter of fact, numerous NoSQL datastores exist, most of which operate with a platform specific query language (e.g., the query language of MongoDB can only be used with that platform), and adopt a different data model. Even different datastores that nominally refer to the same data model can use different data organization and terminology. For instance, both MongoDB and CouchDB 12 use the document oriented data model, however the concept of collection is not supported by CouchDB, whereas collections are basic data organization features of MongoDB. The great heterogeneity of the scenario has significantly raised the complexity of devising enforcement solutions that can work with multiple platforms. Overall, the definition of a general access control enforcement approach represents a very ambitious task.
In the recent years, academia and industry started collaborating to the definition of unifying query languages for NoSQL datastores. To the best of our knowledge, JSONiq (Florescu and Fourny 2013) and SQL++ (Ong et al. 2014) represent the most relevant results that have been so far achieved towards the fulfillment of this goal. JSONiq is an Xquery (Chamberlin 2003) based language that has been defined with the aim to analyze data handled by NoSQL datastores adopting a JSON-based data model. Unfortunately, at present JSONiq is only supported by Zorba 13 , and Sparksoniq 14 , which allow processing data serialized in JSON format, and by a platform denoted 28msec 15 , which supports the execution of JSONiq queries on MongoDB databases.
SQL++ (Ong et al. 2014 ) is a recent proposal of unifying query language that allows analysing semi-structured data handled by NoSQL datastores as well as structured data of traditional DBMSs. SQL++ has been recently adopted by Couchbase 16 and AsterixDB 17 (Alsubaiee et al. 2014) , whereas Apache Drill 18 , is in the process of aligning with SQL++. The diffusion of this language is thus growing, and the adopted SQL based syntax and the backward compatibility with relational DBMSs promise to further increase its popularity and diffusion.
In Colombo and Ferrari (2017b) an SQL++ based Attribute-based Access Control (ABAC) framework for NoSQL datastores has been proposed. The choice to base the framework on SQL++ allows protecting any NoSQL datastore which provides support to this language. Therefore, the proposal distinguishes from all other work introduced in "Platform specific approaches" section for higher generality and applicability, which may even grow with a future potential wider diffusion of SQL++. The framework operates at a very fine grained level, in that it allows regulating the access up to single data fields. The supported granularity is thus equivalent to cell level within relational DBMSs. Enforcement is based on query rewriting and operates with heterogeneous data with no assumption on data schema, thus overcoming state of the art query rewriting techniques proposed for RDBMSs (Rizvi et al. 2004; LeFevre et al. 2004) .
Query rewriting techniques finalized at enforcing celllevel access control within traditional DBMSs operate by projecting or nullifying the value of each cell to be accessed by a query q on the basis of the compliance of the access performed by q with the applicable access control policies (LeFevre et al. 2004 ). More precisely, a query q submitted for execution is rewritten in such a way to: i) include a subquery s for each table t accessed by q, which, cell by cell, generates an authorized view of t, and ii) perform the same analysis tasks as q on the result set of s. The subquery s specifies projection criteria conditioned by the compliance of the accesses operated by q with the cell level access control policies that have been specified for t's cells. A similar approach can only be used if the scheme of any accessed table is a priori known, as the projection criteria of the subqueries need to refer to table columns. The schemaless and highly heterogeneous nature of the data within Big Data platforms does not allow to use similar techniques.
In Colombo and Ferrari (2017a) this issue has been handled by means of SQL++ operators that allow achieving the projection without knowing in advance the accessed fields. The approach operates by visiting, field by field, the data unit 19 du of an analyzed resource, and adding a visited field f to the authorized view du' of du only if the access to f complies with the ABAC policies specified for f. The proposed approach allows deriving in-memory authorized views of the data resources to be analyzed, and executing the analysis tasks of the original queries on such derived views. The ABAC framework proposed in Colombo and Ferrari (2017a) supports the specification and enforcement of context-aware access control policies. Empirical performance assessments show an enforcement overhead that varies with the characteristics of the specified policies and the number of fields of the analyzed documents. The overhead is high when field level policies cover high percentage of data units fields.
Another language-based ABAC approach has been proposed in Longstaff and Noble (2016) , with the goal to be usable with traditional data management systems, Mapreduce systems, as well as NoSQL datastores. The work proposes a query rewriting approach that targets user transactions specified with an SQL-like language. Unfortunately, a detailed description of the adopted query language and data model is missing, which makes unclear how the approach could be used with different platforms, and how the heterogeneity of schemaless data can be handled by means of an SQL-like language.
A summary of the access control frameworks discussed so far along with the supported access control requirements (cfr. "Requirements" section) is shown in Table 1 .
Domain specific Big Data approaches
In this section, we focus on the state of the art approaches to the integration of access control into Big Data systems designed for specific application domains. In particular, we first analyze approaches that target Big Data platforms supporting data stream analytics, and then we focus on those for Internet of Things ecosystems.
Big Data streaming analytics
In recent years, the number of Big Data platforms that provide support to data stream management is growing. Apache Spark 20 is probably the most popular open source framework which supports the analysis of continuous streams of data. Apache Storm 21 is another open source distributed real-time computation system which can also be used for real-time analytics and continuous computation. In addition, several commercial solutions exist, such as, for instance, Amazon Kinesis 22 , which is a service for real-time processing of streaming data on the cloud, and IBM Streaming analytics 23 , a platform supporting risk analysis and decision making in real-time. (2015)).
In Nehme et al. (2010) , a framework, called FENCE, has been proposed, which supports continuous access control enforcement. Data and query security restrictions are modeled as meta-data, denoted security punctuations, which are embedded into the data streams. Different enforcement mechanisms have been proposed, which operate by analyzing security punctuations, such as special physical operators which are integrated within query execution plans with the aim to filter the tuples which can be analyzed, and rewriting mechanisms targeting continuous queries.
The framework in Carminati et al. (2010) assumes that data analysis within DSMSs is achieved by continuous queries, and enforces access control by means of query (Cugola and Margara 2015) represent the evolution of DSMSs (Cugola and Margara 2012) , and are nowadays used for many different applications, such as Internet of Things applications and Smart Cyber-physical systems (Dayarathna and Perera 2018) .
CEPs support the processing of heterogeneous streams from multiple sources, as well as advanced forms of reasoning over such data streams. On the basis of the experience with DSMSs in Carminati et al. (2010) , a novel access control model for CEP platforms has been proposed in Carminati et al. (2016) . The model assumes an application scenario where users generating continuous flows of data, specify how their data can be processed and what cannot be inferred from the data. The compliance of the access performed by a query with the specified user preferences is checked by verifying that each operator in the submitted query complies with the user preferences specified for the accessed attributes of the analyzed data streams. In Migliavacca et al. (2010) , a system, called DEFCON, has been presented to enforce decentralised event flow control. The system, which has been designed targeting the financial trading scenario, applies information flow control principles and leverages on security labels assigned to event messages. Event flow control is achieved through a lightweight approach that makes use of application-level virtualisation to separate processing units.
Internet of Things
Internet of Things (IoT) ecosystems are representative cases of Big Data applications. IoT applications are rapidly getting popularity in a variety of domains for the indisputable improvements of people life style they bring. Nowadays a growing number of users cannot do without wereable devices that track their movements, sport activities and health conditions, and a variety of devices and apps exist for this purpose. IoT applications are used to control the safety of the environments where people live, as well as to improve their life style. As a matter of fact, the diffusion of home automation services and smart devices like smart locks, smart meters, and smart lights is growing.
Due to the personal and sensitive nature of the handled information, security and privacy of these systems have become a major concern. Therefore, in the recent years, several research efforts have been devoted to security and privacy of IoT applications, and a variety of access control models have been proposed (see, for instance, Ouaddah et al. (2017) for a compendium).
For instance, Gusmeroli et al. (2013) and Hernández-Ramos et al. (2013) propose the use of the Capability based access control model (CapBAC) within IoT ecosystems.
CapBAC distinguishes from other models in the literature as it allows externalizing and distributing the management of access authorizations. However, it does not take context awareness into account, and for this reason it has been criticized (Ouaddah et al. 2015) .
RBAC (Ferraiolo et al. 2001 ) and ABAC have also been proposed to regulate the access within IoT ecosystems.
For instance, in Zhang and Tian (2010) , with the aim to fit IoT dinamicity, an extended version of RBAC supporting contextual constraints has been introduced. However, the resulting enhanced model has been criticized (e.g., see Rajpoot et al. (2015) ) as it is affected by shortcomings, like role explosion, which also characterize RBAC. A few approaches have been based on the ABAC model. For instance, Kaiwen and Lihua (2014) propose an ABAC model that extends RBAC with the dynamic assignment of roles to users. However, the proposed model only partially exploits ABAC features, as it only supports subject attributes. Another ABAC model operating with a predefined set of attributes has been proposed in Hemdi and Deters (2016) . The proposed enforcement monitor has been designed for IoT ecosystems that use CoAP 24 as communication protocol. Unfortunately, the focus of Hemdi and Deters (2016) is on implementation aspects, and neither the enforcement mechanism nor the supported access control policies are formally specified.
In Marra et al. (2017) , La Marra et al. (2018) and 2017 a framework is proposed, supporting the enforcement of Usage Control (UCON) within IoT ecosystems. The approach is illustrated discussing the policy enforcement mechanism within a Smart Home environment. However, the generality of the proposed mechanism is limited by constraining assumptions, such as the use of ad-hoc defined brokers.
A general enforcement mechanism has been proposed in Colombo and Ferrari (2018) , which allows enforcing policies of different access control models within MQTTbased IoT ecosystems. The proposed framework provides a monitor that enforces access control by regulating the flow of the exchanged MQTT control packets. The framework is illustrated using ABAC, but other models are also supported.
A recent research line targets the study of access control enforcement for cloud-enabled IoT (see e.g., Alshehri and Sandhu (2016; ; Bhatt et al. (2017; ; Ahmad et al. (2018) ). Alshehri and Sandhu propose an access control oriented (ACO) architecture (Alshehri and Sandhu 2016; , which supports the definition of access control models for cloud-based IoT services. ACO has been used to define enforcement mechanisms tailored for specific IoT platforms (Bhatt et al. 2017) , and applications (Bhatt et al. 2018) .
Access control enforcement for cloud-enabled IoT systems has also been investigated by Ahmad et al. (2018) , who, starting from a case study related to a smart home environment, have identified a set of key requirements for the enforcement of access control within IoT ecosystems. The authors have also proposed an approach to handle access control as a service, outsourcing policy management to a trusted third party, while relying on the native mechanisms of state of the art IoT platforms for policy enforcement. The feasibility of the approach has been assessed wrt the satisfiability of the identified requirements.
Finally, some proposals target of intelligent transportation systems. Recent research efforts in this field have been devoted to enable advanced communication forms among vehicles, road infrastructures, drivers, as well as intra-vehicle devices. The envisaged services rely on a variety of technologies, which range from dedicated hardware and software components, to the enabling communication infrastructures, possibly cloud or fog based. In this complex scenario vehicular security represents a major concern, and the US Department of Transportation has already outlined the strategic goals of an Intelligent Transportation System Program (Barbaresso and et al. 2014) . Initial research results in this field have been described in Gupta and Sandhu (2018) , where an extended version of the ACO architecture presented in Alshehri and Sandhu (2016) is discussed, called E-ACO. The paper also discusses enforcement mechanisms tailored for various E-ACO layers, however the topic remains an open research field, with room for investigations in manifold directions (see Gupta and Sandhu (2018) ).
Research issues
In what follows, we discuss some open research issues in the field of Big Data access control.
Unifying access control models and mechanisms
State of the art review done in "Platform specific approaches", and "Platform independent approaches" sections has highlighted that, although research in the area of access control for Big Data platforms is progressing, no solution has been proposed so far for a unifying access control framework which can combine generality and efficiency of access control. The heterogeneous schemaless nature of the managed data significantly complicates the definition of this framework, and so far this has lead mainly to ad-hoc platform specific solutions (see "Platform specific approaches" section). In contrast, language centric approaches still suffer of limited applicability (see "Platform independent approaches" section). For instance, although the popularity of the SQL++ (Ong et al. 2014) initiative is growing, the support provided to this language is still limited to a small number of platforms.
One key element that may be instrumental to fill this void is the definition of a unifying data model capable of representing data resources of the different data models currently adopted by Big Data platforms. The ability to represent data resources is a fundamental requirement for binding access control policies to the protected data, as well as for the specification of policies regulating the access on the basis of the protected objects' attributes. Indeed, in the literature on access control, multiple models allow enforcing content-based access constraints (e.g., Kulkarni (2013) ; Colombo and Ferrari (2016) ), as well as access control rules that refer to various security metadata related to the protected data resources (e.g., Colombo and Ferrari (2015a) ).
The key-value, wide column, and document-oriented models adopt different data modeling criteria, however, in all these models data are hierarchically organized as tree structures, where nodes at different height of the tree represent resources at different granularity levels of the related data model (e.g., database, table, row, and cell). Data models differ among them for the height of the tree with which data resources can be represented. This may range from 2, within key-value datastores (since all key-value pairs -leaf nodes, belong to a key-spaceroot node.) to a height of variable length n (n >2) for document-oriented datastores, where a database (root node), groups a variable number of collections (level 2 nodes), which in turn include a variable number of documents (level 3 nodes), each composed of a variable number of fields, which in turn are possibly hierarchically organized into a tree structure (level 4 to n). A data resource of a data model corresponds to a node n of the tree representing all the resources handled by a platform, and it can be accessed traversing the path from the root of the tree to n. Therefore, we believe that a unifying representation of data resources of multiple data models should take into account the identification of proper modeling strategies for the nodes of the above mentioned resource tree. In particular, nodes should be specified in such a way to keep track of: i) any structural property related to the modeled resource, ii) hierarchical relations with other nodes (e.g., a parent of relationship), iii) possible meta-data, and iv) access control policies specified for the modeled resource. The considered policies may refer to different access control models, specifying context aware access control rules as well as content-based constraints.
Going one step further, the specified unifying model could also be used for enforcement purposes. For instance, enforcement mechanisms can be achieved by means of bidirectional mappings between resources represented with a platform specific native data model and the unifying data model. Overall, the analysis of related work has revealed that fine grained access control with schemaless data is usually enforced executing the submitted analysis tasks on authorized views of the accessed resources (e.g., see Colombo and Ferrari (2017b) ). Therefore, a platform independent strategy to handle fine grained access control enforcement may consist of a pipeline of operations supported by any platform, which, by means of the unifying data model, handle the generation of authorized views. The generated view can then be analyzed by the originally submitted query without additional platform specific rewriting activities. The above mentioned pipeline is illustrated in Fig. 1 . For each accessed resource rs, represented as a tree characterized by different nodes n i , the process: i) derives a unifying model-based representation urs of rs, ii) derives the authorized view urs' of urs, where the unauthorized contents have been removed, and, finally, iii) maps back the authorized view urs' to the native data model, so that the generated view rs' can be analyzed by the originally submitted analysis task. In order to support such approach within multiple platforms, the above mentioned mapping and view generation mechanisms should be defined in such a way that any platform, independently from the supported query language and data model, could handle the execution of this process. To the best of our knowledge, the majority of today Big Data platforms provide support for MapReduce computational paradigm, independently from the adopted data model and query language. Therefore, a promising approach could be that of specifying mapping and view generation mechanisms by means of MapReduce operations.
The enforcement overhead of the above discussed technique is expected to depend on the platform hosting the data to be protected, as different behaviors are expected to be observed. For instance, Apache Spark 25 , integrates a highly efficient computation engines, which promises to be significantly faster than Hadoop 3 (up to 100 times faster 26 .) The overhead is expected to be reasonably contained in all those platforms supporting in-memory MapReduce computations, as well as data streams.
Policy analysis tools
The availability of a unifying data model on which access control policies can be specified would also allow to support policy analysis and reasoning at an abstract layer independent from any specific platform. As a matter of fact, the variety of data models, access control models, and related configuration options, such as policy propagation and conflict resolution criteria, adopted by Big Data platforms, can make really hard for security administrators to understand the effect of a set of access control policies on the data resources which are managed by their systems, as well as assessing the quality of the specified policies. Most of the research efforts in this field have been devoted to correctness verification, detection of inconsistencies and redundancies, as well as reasoning on policy sets completeness. A variety of approaches have been adopted to achieve the analysis, which range from the use of formal methods, to machine learning and data mining techniques. For instance, Datalog-based approaches have been proposed in Pasarella and Lobo (2017) and Tsankov et al. (2014) , which respectively target Relationship-based Access Control (ReBAC) policies, and decentralized composite access control systems. Approaches based on Answer Set Programming (ASP), such as the ones proposed in Ahn et al. (2010) and Kencana Ramli et al. (2013) , allow the derivation of ASP programs from XACML 27 policies, and the analysis on the specified policies by means of ASP solvers. Model checking approaches have been proposed in Guelev et al. (2004) and , whereas SAT solvers and MultiTerminal Binary Decision Diagrams based techniques in Fig. 1 The pipeline of operations at the basis of an enforcement mechanism leveraging on the unifying data model Lin et al. (2010) as a basis for reasoning on the permissions granted by access control policies. Graph-based analysis approaches for category based access control policies have been proposed in Alves and Fernández (2015) , with the aim to ease verification tasks of security administrators. Finally, data mining techniques have been primarily used for the detecting policy anomalies (e.g., ).
In Bertino et al. (2017) provenance techniques have been proposed to check the quality of the specified access control policies for a scenario where collaborations are carried out by autonomous cognitive devices. However, to the best of our knowledge, so far no proposal has yet targeted Big Data platforms. The model centric approach previously discussed may be exploited as a basis for the definition of such policy analysis framework. For instance, it may be used to generate views of the protected resources that show the authorized and unauthorized contents when different policies and configuration options are used, as well as to quantify policy coverage for a requesting subject with respect to an execution context.
The definition of a policy reasoning tool is also instrumental to fulfill the new EU General Data Protection Regulation, (GDPR) 28 which is intended to strengthen data protection for all individuals within the European Union. GDPR applies regardless of where a company is located, provided that the company manages data of EU residents. GDPR introduces a set of very important principles for Big Data management, such as privacy by-design and by-default. The new regulation also emphasizes accountability for data controllers to demonstrate compliance to GDPR, whereas article 35 requires controllers to carry out Data Protection Impact Assessments in case of potentially high-risk processing activities. All such principles require tools to clearly assess the effect of access control policies on the managed data.
Finally, a policy analysis framework is also required for community centered collaborative systems, such as online social networks and collaborative editing platforms, which may be seen as federated applications that handle Big Data. Recent surveys pointed out that these systems typically provide rudimentary forms of access control (Paci et al. 2018) . A key requirement for access control models tailored for collaborative systems is to allow users to understand collaborative decisions, as well as to inspect users access preferences, and to evaluate their effects (Paci et al. 2018) . Paci et al. (2018) claim that, although a few work exist which explain the effect of access decisions , and the reasons for which certain decisions have been taken (den Hartog and Zannone 2016), the above mentioned requirements are still largely understudied. Therefore, the definition of a reasoning framework capable of operating within such federated environments with multiparty access control models appears as a research challenge of paramount importance.
Overall, so far research on policy analysis has primarily focused on different properties of policy sets abstracting from the effects of policy enforcement on the protected resources. In contrast, we believe that frameworks capable of evaluating the effect of policy sets on resource accessibility within different Big Data platforms are required, which may provide support to multiple access control models and configuration options.
Issues related to domain specific Big Data systems
Let us now consider open challenges related to access control enforcement within domain specific Big Data systems. A selection of approaches targeting the enforcement of access control policies within traditional DSMSs and CEP platforms have been shortly presented in "Big Data streaming analytics" section. A possible strategy to integrate similar enforcement approaches into Big Data analytics platforms may consist in designing the mechanism on top of one of the existing streaming framework. However, similar to the platform specific approaches presented in "Platform specific approaches" section, such a solution would suffer from a limited applicability. Moreover, existing solutions (e.g., Nehme et al. (2010) ) operate at tuple level and scheme level (e.g., Carminati et al. (2016) ), whereas cell/field level granularity may be necessary in the Big Data scenario (see "Platform specific approaches" and "Platform independent approaches" sections), requiring a data filtering approach that operates at a finer granularity level. The development of an enforcement mechanisms based on language centric approaches seems still impracticable, as no standard continuous query language exists. In contrast, since some of these platforms can implement MapReduce tasks (e.g., Apache Spark, Apache Storm), a model centric approach may be a possible strategy, however, thorough investigations are required to support this intuition.
For what IoT ecosystems are concerned, the initial efforts shortly summarized in "Internet of Things" section have mainly produced models adopting centralized enforcement mechanisms (e.g., see Colombo and Ferrari (2018) ). However, multiple IoT ecosystems may be connected to each other exchanging data, and federated systems where multiple IoT applications cooperate cannot be handled with centralized enforcement mechanisms. Multiparty access control solutions for IoT ecosystems are thus needed, and they must be suited to operate at Big Data scale. To the best of our knowledge, the definition of such access control frameworks still represent a big open research challenge.
Conclusions
Security services for Big Data represent a key feature instrumental to foster trust on how data are managed and analyzed by Big Data platforms. This paper has focused on one of the key security service, that is, access control, by discussing the requirements that an access control solution for Big Data platforms should address, also with reference to specific key application scenarios (i.e., IoT and data streams). Moreover, the paper has provided a review of the state of the art in view of the devised requirements, and it has also discussed future research challenges in the area.
Endnotes
1 Details are omitted due to the blind submission requirements.
2 MapReduce-based analytics platforms are hereafter denoted MapReduce systems for the sake of brevity.
