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Abstract
Optimisation under uncertainty has a long and distinguished history in operations research.
Decision-makers realised early on that the failure to account for uncertainty in optimisation
problems can lead to substantial unexpected losses or even infeasible solutions. Therefore,
approximating the uncertain parameters by their average or nominal values may result in
decisions that perform poorly in scenarios that deviate from the average.
For the last sixty years, scenario tree-based stochastic programming has been the method
of choice for solving optimisation problems affected by parameter uncertainty. This method
approximates the random problem parameters by finite scenarios that can be arranged as a
tree. Unfortunately, this approximation suffers from a curse of dimensionality: the tree needs
to branch whenever new uncertainties are revealed, and thus its size grows exponentially with
the number of decision stages.
It has recently been argued that stochastic programs can quite generally be made tractable
by restricting the space of recourse decisions to those that exhibit a linear data dependence.
An attractive feature of this linear decision rule approximation is that it typically leads to
polynomial-time solution schemes. Unfortunately, the simple structure of linear decision rules
sacrifices optimality in return for scalability. The worst-case performance of linear decision
rules is in fact rather disappointing. When applied to two-stage robust optimisation problems
with m linear constraints, the underlying worst-case approximation ratio has been shown to
be of the order O(√m). Therefore, in this thesis we endeavour to construct efficiently com-
putable instance-wise bounds on the loss of optimality incurred by the linear decision rule
approximation.
The contributions of this thesis are as follows. (i) We develop an efficient algorithm for assessing
the loss of optimality incurred by the linear decision rule approximation. The key idea is to
apply the linear decision rule restriction not only to the primal but also to a dual version of
the stochastic program. Since both problems share a similar structure, both problems can
be solved in polynomial-time. The gap between their optimal values estimates the loss of
optimality incurred by the linear decision rule approximation. (ii) We design an improved
approximation based on non-linear decision rules, which can be useful if the optimality gap of
the linear decision rules is deemed unacceptably high. The idea takes advantage of the fact
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that one can always map a linearly parameterised non-linear function into a higher dimensional
space, where it can be represented as a linear function. This allows us to utilise the machinery
developed for linear decision rules to produce superior quality approximations that can be
obtained in polynomial time. (iii) We assess the performance of the approximations developed
in two operations management problems: a production planning problem and a supply chain
design problem. We show that near-optimal solutions can be found in problem instances with
many stages and random parameters. We additionally compare the quality of the decision rule
approximation with classical approximation techniques. (iv) We develop a systematic approach
to reformulate multi-stage stochastic programs with a large (possibly infinite) number of stages
as static robust optimisation problem that can be solved with a constraint sampling technique.
The method is motivated via an investment planning problem in the electricity industry.
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Chapter 1
Introduction
1.1 Motivation and objectives
Managerial decision making frequently require decisions whose consequences extend well into
the future. Inevitably, the outcomes of such choices are affected by significant uncertainty:
changes in customer taste, technological advances and unforeseen stakeholder actions all have a
bearing on the suitability of these decisions. It is well documented in theory and practise that
disregarding this uncertainty often results in severely suboptimal decisions, which can in turn
lead to the under-performance or complete breakdown of production processes. Yet, researchers
and practitioners frequently neglect uncertainty and instead focus on the expected or most likely
market developments. In this thesis we argue that this is caused by the inherent limitations of
the mainstream approaches to decision-making under uncertainty. While our argument applies
to other methods as well, we will restrict our discussion to stochastic programming and robust
optimisation.
Stochastic programming models the uncertain parameters of a decision problem as a random
vector that follows a known distribution. In the classical two-stage recourse problem, the deci-
sion maker selects a here-and-now decision before the realisations of the uncertain parameters
are known. This decision is complemented by a wait-and-see action that is chosen after the
parameter realisations are observed. The goal is to select here-and-now and wait-and-see de-
cisions that optimise a risk functional, such as the expected value or the variance of a cost
function.
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Example 1.1.1 In order to motivate the stochastic programming approach, we illustrate the
problem of production planning for a pharmaceutical company. The problem can be described
as follows. A factory can produce a range of different drugs and has the capability of producing
up to a certain volume based on its resources. At any point in time the manager needs to
decide the production level for each drug (here-and-now decisions), in anticipation of the future
realisation of the product demands. Subsequently, once the customer demands are observed,
the manager needs to decide the sales volume, while unsatisfied demand is backlogged and the
production surplus is stored in warehouses (wait-and-see decisions). In production planning
there is usually a tradeoff between production volume, and consequently the volume being sold,
and the inventory and backlogging costs. For example, the manager can decide either to use
all the resource in the production of a drug that can be sold at a high price, but at the same
time have high holding and backlogging costs, or instead produce two drugs with low market
value but also with low holding and backlogging costs. Stochastic programming models can be
used to determine an optimal production mix which maximises profit, by maximising expected
sales volume, while minimising the expected inventory holding and backlogging costs. Nominal
models in which the uncertain demand is replaced by its average value can result in suboptimal
decisions that may lead to large costs in demand scenarios that deviate from the average. This is
an example of the notorious fallacy of averages which states that plans based on the assumption
that average conditions prevail are typically wrong.
Two-stage recourse problems find their natural generalisation in multi-stage recourse problems,
where a sequence of uncertain parameters is observed over time. In this setting, the decision
maker chooses a recourse action whenever some of the parameter realisations are observed. For
instance, a multi-stage formulation of our production planning problem could accommodate
a weekly revision of the production schedule to avoid accumulation of backlogging orders or
inventory depletions. Although two-stage and multi-stage recourse problems are very similar,
their computational complexity differs considerably. While the exact solution of linear two-
stage recourse problems is #P-hard [55], approximate solutions can be found quite efficiently
via Monte Carlo sampling techniques [29, 114]. Multi-stage recourse problems, on the other
hand, are believed to be “computationally intractable already when medium-accuracy solutions
are sought” [119].
The classical approximation technique for multi-stage stochastic programs is known as the
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scenario tree approximation [54, 127]. This technique replaces the underlying process of random
parameters by a discrete stochastic process, which is representable as a finite scenario tree.
To capture the dynamic arrival of information, the tree needs to branch at all time points
when new information becomes available. This technique is very popular among stochastic
programming practitioners as it is very intuitive, and can lead to accurate solutions especially
if the scenario trees are very bushy. Unfortunately, the branching structure of scenario tree
leads to an exponential growth with respect to the number of decision stages, thus rendering
the resulting optimisation problems intractable. Sometimes, it is possible to reduce the number
of branches through scenario reduction techniques [76], but this is not always the case. For
example, if we consider a financial portfolio optimisation problem where the random parameters
model the random asset prices, then the number of branches in the scenario tree needs to be
bigger than the number of the assets. Otherwise, the tree will effectively model correlations in
the asset prices which in reality are not there, making the problem unbounded as the model
tries to exploit this arbitrage opportunity. In a scenario tree framework, the exponential growth
of these models cannot be avoided, and it is even hard to find a solution that is feasible (let
alone optimal). For this reason, the majority of recourse problems studied in the literature are
based on two-stage formulations.
Contrary to recourse formulations, chance-constrained problems traditionally only involve here-
and-now decisions. The goal is to optimise a deterministic objective, subject to the requirement
that constraints involving uncertain parameters are satisfied with at least a pre-specified prob-
ability. Going back to our production planning problem, a chance-constrained model could ask
for a minimum cost production plan that satisfies the uncertain demands with a probability of at
least 95%. Unfortunately, apart from some benign special cases, chance-constrained problems
are notoriously difficult to solve [107]. Indeed, verifying the satisfaction of a chance constraint
requires multidimensional integration, which becomes computationally demanding if there are
more than a few uncertain problem parameters. As a result, one typically resorts to sampling
approximations [39, 103] or reformulations using conditional value-at-risk constraints [110].
Classical robust optimisation can be viewed as a limiting case of chance-constrained problems
where the constraints must be satisfied with probability one. Thus, a robust optimisation prob-
lem asks for a here-and-now decision that optimises a deterministic objective and at the same
time satisfies a constraint set for every possibly realisation of the uncertain parameters. In our
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production planning example, a robust formulation may be appropriate if lost sales should be
avoided at all costs, or if the decision maker is unable to assign a probability distribution to
the uncertain customer demands. Robust optimisation has gained wide popularity in recent
years due to its favourable computational complexity. Many classes of optimisation problems,
including linear programs, conic-quadratic programs and mixed-integer linear programs, allow
for robust formulations that can be solved with essentially the same effort as the correspond-
ing deterministic problems [12, 23]. Robust optimisation has been extended to accommodate
chance constraints [41] and various measures of risk [97]. Unfortunately, unlike stochastic pro-
gramming, robust optimisation traditionally only accounts for here-and-now decisions.
The above-mentioned approaches to decision-making under uncertainty have in common that
they either do not account for recourse actions or that they are computationally demanding.
Neglecting recourse possibilities can lead to overly conservative decisions as decision makers
typically have the option to revise plans once new information becomes available. Likewise,
solution techniques must scale gracefully with the size of the problem to be useful for practition-
ers. To date, this dichotomy between tractability and modelling accuracy has proved to be a
major obstacle to the successful application of stochastic programming and robust optimisation
to real-life problems.
Recently, an alternative solution paradigm has emerged which preserves the exact distribution of
the uncertain parameters but restricts the set of feasible adaptive decisions to those possessing a
simple functional form, such as linear, piecewise linear or polynomial decision rules [14, 22, 66].
An attractive feature of these decision rule approaches is that they typically lead to polynomial-
time solution schemes. Even though linear decision rules are known to be optimal for the
linear quadratic regulator problem [3] and some one-dimensional robust control problems [21],
decision rule approximations generically sacrifice a significant amount of optimality in return
for scalability. In fact, the worst-case approximation ratio of linear decision rules when applied
to two-stage robust optimisation problems with m linear constraints is O(√m) [19].
The aim of this thesis is to design and evaluate decision rule approximation to stochastic and
robust optimisation that permit scalability to many state variables and decision stages. The
specific objectives of this thesis are to: (i) create a framework in which one can estimate the loss
of optimality incurred by the decision rule approximation; (ii) identify low-parametric classes
of decision rules over which one can optimise in polynomial time; (iii) validate the decision
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rule approximation techniques in real world application problems; (iv) create a framework for
solving stochastic problems with large numbers of decision stages that are not even amenable
to linear decision rule approximations. More specifically, the objectives of this thesis are to
address the following problems:
1. The linear decision rule approximation is very effective, as the size of the problem grows
only polynomially with respect to the input parameters. But, to quote Shapiro and
Nemirovski [119],
“The only reason for restricting ourselves with affine decision rules stems from
the desire to end up with a computationally tractable problem. We do not pre-
tend that affine decision rules approximate well the optimal ones - whether it
is so or not, it depends on the problem, and we usually have no possibility to
understand how good in this respect is a particular problem we should solve.
The rationale behind restricting to affine decision rules is the belief that in ac-
tual applications it is better to pose a modest and achievable goal rather than
an ambitious goal which we do not know how to achieve.”
Thus, the aim is to construct a scheme that enjoys the same complexity structure as
the linear decision rule approximation, and can give an indication on the incurred loss of
optimality.
2. Construct a new class of decision rule approximations which is based on the linear decision
rule. To quote Shapiro and Nemirovski [119] again,
“To some extent, what is affine and what is not is a matter of how we use words.
Assume, e.g., that one wants to pass from affine decision rules to quadratic
ones. This is exactly the same as to keep the rules affine and to add to the
entries of the random parameter their pairwise products, and similarly for more
complicated families of decision rules.”
They also go on to say that it is important to choose the structure of these non-linear
decision rules such that the approximation remains tractable.
For this reason, we investigate classes of piecewise linear decision rules and identify cases
where the approximation remains tractable. Moreover, we go on to investigate different
tessellation of their domains in order to minimise the associated approximation error.
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3. Evaluate the decision rule approximation in two case studies from operations management.
The aim is to evaluate the method against already established techniques, and establish
a benchmark for the tractability and optimality properties.
4. Create a general framework that addresses problems with many decision stages. We mo-
tivate this problem through an investment planning problem in energy markets, where
hourly decisions need to be modelled over a 30 year time horizon. The aim of the prob-
lem is to minimise operational and investment costs while guaranteeing uninterrupted
service, in the presence of system unpredictability due to high wind penetration. This is
a challenging problem as the operating decisions in the problem need to be feasible un-
der different operating constraints, such as ramping constraints, and possibly high wind
forecast error.
1.2 Contributions and structure of the thesis
In this thesis, we investigate different types of decision rule approximations for stochastic and
robust optimisation problems, and assess their performance in a number of operations manage-
ment problems. In particular, we study how we can quantify the loss of optimality resulting
from the use of the linear decision rule approximation, while maintaining the scalability prop-
erty of the method. Moreover, we extend the framework developed for the linear decision rules
to accommodate for generalised decision rule approximation schemes, and show the tradeoff
between scalability and optimality. In addition to the contributions related to the decision rule
framework, we develop a framework for approximating stochastic programs where the large
number of stages does not permit the use of conventional approximation schemes. This is
presented in the framework of investment planning in the energy market.
Apart from a review of the background theory in Chapter 2 and conclusions in Chapter 7, the
thesis is divided into four chapters, which can be summarised as follows.
In Chapter 3, we construct an efficient method to estimate the approximation error introduced
by the linear decision rule approximation. To this end, we apply the linear decision rule
restriction not only to the primal but also to a dual version of the stochastic program. By
employing techniques that are commonly used in modern robust optimisation, we show that
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both arising approximate problems are equivalent to tractable linear or semi-definite programs
of moderate sizes. The gap between their optimal values estimates the loss of optimality
incurred by the linear decision rule approximation. Our method remains applicable if the
stochastic program has random recourse and multiple decision stages. The scalability benefits
of the method are demonstrated in an inventory problem from the literature. The contents of
this chapter are published in
1. Kuhn, D., Wiesemann, W., and Georghiou, A. Primal and dual linear decision
rules in stochastic and robust optimization. Mathematical Programming 130 (2011),
177–209.
2. Georghiou, A., Wiesemann, W., and Kuhn, D. The Decision Rule Approach to
Optimisation under Uncertainty: Methodology and Applications in Operations Manage-
ment. Submitted for publication, available via Optimization Online , (2011).
In Chapter 4, we extend the framework developed in Chapter 3 to cover a more general class
of decision rule approximations. To this end, we propose a lifting technique that maps a given
stochastic program to an equivalent problem defined on a higher-dimensional probability space.
We prove that solving the lifted problem in primal and dual linear decision rules provides upper
and lower bounds on the the original problem, respectively, whose tightness is controlled by the
design of the lifting. We also show that there is a one-to-one correspondence between linear
decision rules in the lifted problem and certain non-linear decision rules in the original problem.
Thus, solving the lifted stochastic program in linear decision rules is tantamount to solving the
original problem with respect to a class of non-linear decision rules induced by the lifting, which
hopefully offer a superior approximation quality. Finally, we identify structured liftings that
give rise to highly flexible piecewise linear decision rules and assess their performance in the
context of a stylised investment planning problem. The contents of this chapter are published
in
1. Georghiou, A., Wiesemann, W., and Kuhn, D. Generalised decision rule approxi-
mations for stochastic programming via liftings. Submitted for publication, available via
Optimization Online , (2010).
In Chapter 5, we apply the decision rule approximations developed in Chapters 3 and 4 to two
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operations management problems. Namely, we solve a multi-stage production planning prob-
lem which combines inventory control and process scheduling ideas. By applying the flexible
piecewise linear decision rule approximation, we are able to solve problem instances with 52
time stages and 5 random parameters per stage, to a 5% optimality gap. We compare the
decision rule approximation against scenario trees and model predictive control (MPC), and
show that in a number of instances the decision rule approximation can lead to a much better
approximation quality. The second problem comes from the area of supply chain optimisation.
Here, we consider the design of a two stage, multi-echelon supply chains under demand un-
certainty. To study the effect of uncertainty, we assume that customer demands are known,
but the geographical breakdown at each node is uncertain. We show that the decision rule
approximation can result in high quality solutions. The contents of this chapter are published
in
1. Georghiou, A., Wiesemann, W., and Kuhn, D. The Decision Rule Approach to
Optimisation under Uncertainty: Methodology and Applications in Operations Manage-
ment. Submitted for publication, available via Optimization Online , (2011).
In Chapter 6, we aim to identify the most cost-efficient expansion of the UK energy grid, given
a growing future demand for energy and the target to move towards a more sustainable energy
system. We develop a multi-stage stochastic program where the investment and operating
decisions can be taken in hourly time stages over a horizon of 30 years. The resulting problem
contains several thousand time stages and is therefore severely intractable. To this end, we
develop a new problem reformulation, based on the concept of time randomisation, that allows
us to equivalently reformulate the problem as a two-stage stochastic program. By taking
advantage of the simple structure of the decision rule approximation scheme, we can model the
behaviour of different types of generators. These include ramping constraints, dispatch time
and the effect of forecast errors, hydropower plants and smart grids, and investment in multiple
periods. This chapter is the context of the following working paper.
1. Georghiou, A., Wiesemann, W., and Kuhn, D. Wind of Change: Meeting the
UK’s Renewable Energy Targets for 2020. Working paper .
Chapter 2
Background Theory
In the deterministic optimisation framework, we assume that all parameters in the optimisation
problems are precisely known. This condition does not typically apply in real life decision prob-
lems, where almost invariably, we lack information about some of the problem parameters. The
uncertainty may arise due to a number of reasons such as unavailability of data, measurement
errors, numerical inaccuracies or even complete lack of data. This type of decision problems
can be written as the following uncertain program.
minimise f0(x, ξ)
subject to x ∈ Rn
fi(x, ξ) ≤ 0 i = 1, . . . , m
(UP)
Here, x is the decision vector, and ξ ∈ Rk is the vector containing the uncertain problem
parameters. Function f0 : Rn × Rk → R is typically referred to as the objective function, and
the feasible region of the problem is defined by the functions fi : Rn × Rk → R, i = 1, . . . , m.
The aim is to find the value of x that minimises the objective function. In the following, we
restrict our attention to the linear case, i.e., all f0, f1, . . . , fm are assumed to be linear in both
x and ξ.
In general, we can split optimisation under uncertainty into two categories: (i) stochastic pro-
gramming and (ii) robust optimisation. Stochastic programming is typically being used if the
user has full information about the distribution of the random parameters. In contrast, robust
optimisation covers the case where partial or no distributional information is known but the
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user has information about the set of possible realisation of the uncertain parameters. For an
excellent overview of stochastic programming and robust optimisation the reader is referred to
[30, 81, 109, 118] and [12], respectively. There is a vast amount of literature concerned with
the development of approximation schemes for this type of problem, which includes stochastic
dynamic programming [10], approximate dynamic programming [18] and fuzzy mathematical
programming [140]. In the following, we restrict our attention to stochastic and robust approx-
imation schemes.
2.1 Stochastic programming
Stochastic programming has the advantage that it can model the dynamic nature of uncertain
parameters, i.e., some of the uncertain parameters are revealed sequentially as time progresses,
and therefore future decisions can be modelled as functions of the observable data. A subclass
of such decision problems is given by the following 2-stage stochastic program.
minimise c>1 x1 + E
(
c2 (ξ)
> x2 (ξ)
)
subject to x1 ∈ Rn1 , x2 ∈ L2k,n2
A1x1 ≤ b1
A2,1(ξ)x1 + A2,2(ξ)x2 (ξ) ≤ b2 (ξ) P-a.s.
(2SP)
Here, the decision maker chooses decisions x1 before the value of the random vector ξ is revealed.
After the uncertain parameters have been observed, the decision maker takes the second stage
decisions x2(ξ). By construction, the second stage decisions can depend on ξ, in order to
accommodate for the additional information available. The first stage decisions are known as
the here-and-know decisions while the second stage decisions are typically referred to as the
wait-and-see or recourse decisions.
Stochastic programming assumes full knowledge about the distribution of the uncertain pa-
rameters. Therefore, one could potentially compute the multi-dimensional integral in order to
evaluate the expectation in the objective. In order for the expectation to be well defined, we
require that x2 is a square-integrable function
1. Without loss of generality, we assume that the
objective function coefficients and the right hand side vector depend linearly on the uncertain
1This assumption ensures that the expectation remains finite.
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parameters, i.e., we impose that c2(ξ) = C2ξ and b2(ξ) = B2ξ with C2 ∈ Rn2×k and B ∈ Rm2×k,
with c1 ∈ Rn1 and b1 ∈ Rm1 .
The constraints are defined through the matrix A1,1 ∈ Rm1×n1 , and functions A2,1 : Rk →
Rm2×n1 and A2,2 : Rk → Rm2×n2 . Typically, since x2 will be multiplied by a function of ξ in
the constraints, we refer to this problem as a random recourse problem. In contrast, if A2,2(ξ)
is independent of ξ, i.e., A2,2(ξ) = A2,2 ∈ Rm2×n2 , the problem is referred to as a fixed recourse
problem. Problem 2SP has two types of constraints: (i) a set of deterministic constraints and
(ii) a set of constraints that should be satisfied P-a.s. The latter implies that the constraint
should hold for all realisation of ξ in the support of the probability measure P, except possibly
on some sets with zero measure. Therefore, if P has a continuous support this will imply that
the problem has infinite number of constraints.
The infinite set of recourse decisions and the infinite number of constraints makes problem 2SP
extremely hard to solve. In general, even in the case that the problem has finite number of
decision variables, e.g., in the absence of recourse decisions, the problem is very hard to solve.
Indeed, Dyer and Stougie have shown that problem 2SP with fixed recourse is #P-hard [55].
There are three key difficulties in approximating problem 2SP :
1. Approximating the recourse decisions.
2. Computing the expectation in the objective.
3. Ensuring that the constraints are satisfied P-a.s.
It turns out that for problem 2SP , reasonably accurate approximate solutions can be calculated
efficiently via Monte Carlo sampling techniques [119]. This can be done by replacing the
infinite set of possible realisation of ξ by a finite set of scenarios, drawn from the distribution
P, see Figure 2.1. This approximation can tackle efficiently all three difficulties listed above.
Indeed, the infinite dimensional space of recourse decisions is replaced with a finite set of
decisions, corresponding to individual scenarios. As a result, the expectation in the objective
can be replaced by the average objective evaluation. Similarly, the semi-infinite constraints are
replaced with a finite set of linear constraints. The resulting problem is a linear program, whose
size grows polynomially with the number of scenarios and input parameters. It is important
to note that this approximation technique provides a relaxation to 2SP . This is the case as
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Figure 2.1: Scenario tree for a two-stage problem. The infinite set of realisation of
ξ is replaced by a set of finite scenarios ξˆ1, . . . , ξˆ5. The corresponding optimisation
program computes the value of the recourse decision x2 for each individual scenario.
effectively the approximation disregards some of the possible realisations of ξ. Therefore, if the
number of samples is not large enough, the solution of x1 might lead to an infeasible problem
after ξ realises.
Remark 2.1.1 (One-stage stochastic program) The key difficulty in problem 2SP is the
impact of the recourse decisions in the problem. Therefore, for the sake of simplicity, throughout
the thesis we will instead be referring to the one-stage stochastic program as the following
problem, involving only recourse decisions.
minimise E
(
c (ξ)> x (ξ)
)
subject to x ∈ L2k,n
A(ξ)x (ξ) ≤ b (ξ) P-a.s.
(SP)
The theory of two-stage stochastic programs can be extended to cover the multi-stage case.
These dynamic decision problems under uncertainty have the the following general structure.
A decision maker first observes an uncertain parameter ξ1 ∈ Rk1 and then takes a decision
x1(ξ1) ∈ L2k1,n1 . Subsequently, a second uncertain parameter ξ2 ∈ Rk2 is revealed, in response
to which the decision maker takes a second decision x2(ξ1, ξ2) ∈ L2k2,n2 . This sequence of
alternating observations and decisions extends over T stages, where at any stage t = 1, . . . , T
the decision maker observes an uncertain parameter ξt and selects a decision xt(ξ1, . . . , ξt). We
emphasise that a decision taken at stage t depends on the whole history of past observations
ξ1, . . . , ξt, but it may not depend on the future observations ξt+1, . . . , ξT . This feature reflects
the non-anticipative nature of the dynamic decision problem and ensures its causality. Here,
we define the history of observations up to time t as ξt = (ξ1, . . . , ξt) ∈ Rkt , where kt =
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∑t
s=1 ks. Moreover, we let ξ = (ξ1, . . . , ξT ) ∈ Rk denote the vector concatenation of all uncertain
parameters, where k = kT . We will revisit these type of problems throughout the thesis.
To the best of our knowledge, the complexity of the multi-stage problem is unknown even if the
probability distribution is easy to describe [55]. But, Shapiro and Nemirovski argue that ‘multi-
stage stochastic programs generically are computationally intractable already when medium-
accuracy solutions are sought’ [119]. Indeed, if we generalise the scenario tree approximation
presented for the two-stage problem, the number of scenarios, and hence the size of the problem,
grows exponentially with the number of time stages, see Figure 2.2. Sometimes it is possible to
reduce the number of branches of an overly bushy tree via scenario reduction techniques [76].
Frequently, however, the number of branches emanating from each node must be larger than
the number of random parameters observed at that node. Otherwise, arbitrage opportunities
would be built into the tree that render the underlying optimisation model unbounded [82]. In
a scenario tree framework, the exponential growth of these models cannot be avoided, and it is
even hard to find a solution that is feasible (let alone optimal). Once more, approximating a
continuous probability measure support by a finite collection of scenarios provides a relaxation
to the stochastic program in hand. Scenario tree approaches to stochastic programming have
been studied extensively over the past decades; see e.g. the survey paper [54] that accounts
for the developments up to the year 2000. More recent contributions are listed in the official
stochastic programming bibliography [127].
Chance constrained programming is another subclass of stochastic programs. In problem 2SP ,
constraints are required to be satisfied P-a.s. This assumption can be too restrictive in many
problem instances. For example, in a production planning problem, the manager needs to
make sure that almost all the demand is satisfied. If this is modelled as a P-a.s constraint,
then the factory will produce large quantities of the products anticipating the highest demand
scenario. If the realised scenario is lower than anticipated, then the factory will be faced with
unreasonably high inventory holding. Chance constraints take into account the distribution
of the uncertain parameter and ensure that the constraints are instead satisfied with high
probability. For example, the following chance constraint
P
(
A(ξ)x (ξ) ≤ b (ξ)
)
≥ 1− ²
ensures that constraints A(ξ)x (ξ) ≤ b (ξ) are satisfied with probability 1 − ², where ² ∈ (0, 1).
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Figure 2.2: Scenario tree approximation for multi-stage stochastic programs. The
multi-stage structure of the problem implies that the scenarios are represented as
tree. Here, each path from root node to a leaf node constitutes one scenario (left).
The decisions can also be illustrated in terms of a tree (right). By construction, the
decisions at time t can only depend on the corresponding realisation of the scenario
up to time t. This is necessary in order to ensure the non-anticipativity. In this
example, the number of scenarios at stage t is 3t−1, which grows exponentially with
the number of stages.
If ² = 0, then one recovers the P-a.s feasibility. Unfortunately, computing the optimal solution
of a chance constrained program can be a very difficult task. This is due to the fact that it
requires the evaluation of a multidimensional integral, which becomes increasingly difficult as
the dimension of the ξ increases. Moreover, the feasible set of a chance constraint can be non-
convex or even disconnected [106]. In general, chance constrained programs are intractable,
but there are cases where one can reformulate such problems using robust optimisation tech-
niques [86, 141], or under simplifying assumptions about the distribution, e.g., under normal
distribution [2].
2.2 Robust optimisation
Robust optimisation was born from the necessity to deal with uncertainty, in cases where the
user has limited information about the structure of it. Typically, robust optimisation deals
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with static problems, which in their basic form can be written as follows.
minimise max
ξ∈Ξ
(Cξ)>x
subject to x ∈ Rn
ξ>Aμx ≤ b>μ ξ μ = 1, . . . , m, ∀ξ ∈ Ξ
(RO)
Here, the objective and right-hand side coefficients are given by C ∈ Rn×k and bμ ∈ Rk for
μ = 1, . . . , m, respectively. In the terminology of stochastic programming, x models the here-
and-now decisions. The set Ξ contains all possible realisations of the uncertain vector ξ. The
objective optimises over the worst possible realisations of ξ contained in Ξ. In addition, the
constraints are enforced robustly, i.e., for all possible realisations of ξ ∈ Ξ. Problem RO has a
semi-infinite structure as it has finitely many decisions but infinitely many constraints, which
renders the problem intractable [15, 99]. Depending on the structure of the support, the problem
can be reformulated using duality theory. We are going to illustrate this, by considering the
definition of the dual cone.
Definition 2.2.1 (Dual cone) [33, §2.6.1]. Let cone(Ξ) be the cone generated by Ξ. Then,
the set
cone(Ξ)∗ = {z | z>ξ ≥ 0 ∀ξ ∈ cone(Ξ)}
is called the dual cone of cone(Ξ). Note that cone(Ξ)∗ is always convex even if cone(Ξ) is not.
The definition of the dual cone is the key ingredient in reformulating the semi-infinite constraint
in problem RO. Indeed, for each constraint μ, the following holds due to the linearity of ξ, see
also Figure 2.3.
ξ>(bμ − Aμx) ≥ 0 ∀ξ ∈ Ξ ⇐⇒ ξ>(bμ − Aμx) ≥ 0 ∀ξ ∈ cone(Ξ). (2.1)
Thus, by setting z = (bμ−Aμx) in the definition of the dual cone we conclude that this constraint
is equivalent to the requirement that (bμ − Aμx) ∈ cone(Ξ∗). Ben-Tal and Nemirovski [12, 15]
were among the first to observe this phenomenon. They showed that if Ξ has a simple structure,
which can be described in polynomial time, for example by the intersection of finitely many
halfspaces and ellipsoids, problem RO can be reformulated as a finite dimensional optimisation
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Figure 2.3: Visualisation of a linear semi-infinite constraint. The constraint z>ξ ≥
0 should hold for all realisation of ξ ∈ Ξ. Due to the linearity of ξ, the constraint also
holds for all ξ ∈ cone(Ξ). By the definition of the dual cone, z must be an element
of cone(Ξ)∗. The feasible region of z ∈ cone(Ξ)∗ is always convex even if the Ξ is
not, and provided that cone(Ξ)∗ can easily be described, the resulting constraints are
finite.
problem, whose size grows polynomially with respect to the input parameters. This result will
be the key ingredient of the work presented in Chapters 3 and 4.
An alternative approach to approximate robust optimisation problems known as constraint
sampling, see [36, 37, 38], combines the idea of the scenario based approximation and chance
constraints. The main idea is to replace the infinite number of constraints in RO by with a
finite subset of constraints, which are obtained through Monte Carlo sampling of the uncertain
parameters. Similar to the two-stage stochastic optimisation, the approximation can be solved
efficiently. To address the possibility that the solution might not satisfy the original semi-infinite
constraints, the authors have derived bounds on the number of scenarios which are necessary
to ensure that the original constraints are satisfied with high probability. The interesting
observation is that for a fixed violation probability, the number of scenarios needed to satisfy
these chance constraints with high confidence, remains polynomially bounded in the number of
decision variables and random parameters in the problem, see Figure 2.4.
2.3 Decision rule approximations
An alternative approximation technique for stochastic programs is the decision rule approxi-
mation. Instead of approximating the data process by a finite set of realisations, (as is done in
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Figure 2.4: The constraint sampling approximation to robust optimisation problems
is fundamentally the same as the scenario approximation. Here, N samples are drawn
from set Ξ (left), and are used to create a finite set of constraints (right). Since only
a finite number of scenarios is considered, the optimisation problem might violate
some of the original constraints. But, Campi and Garatti [38] have shown that the
number of scenarios needed to satisfy the original constraints with high probability
grows polynomially with respect to the size of the problem.
scenario-based methods), one can alternatively simplify the functional form of the wait-and-see
decisions, see Figure 2.5. For example, the affine decision rules restrict the feasible region of
the decisions to those that can be represented as
x(ξ) = x0 + Xξ
for some x0 ∈ Rn and X ∈ Rn×k. Notice that affine decision rules can be represented as linear
functions, if we ensure that the first component of ξ is degenerate and equal to 1, i.e., ξ1 = 1.
Then, the affine decision rules can be written as x(ξ) = Xξ. For the rest of the thesis, we will
be referring to this approximation as the linear decision rule approximation.
A survey and critical assessment of early results on decision rules in stochastic programming has
been assembled by Garstka and Wets in 1974 [63]. After an extended period of neglect, linear
decision rules experienced a recent revival in the context of robust optimisation. Ben-Tal et al.
use them to derive tractable approximations for multi-stage decision problems affected by non-
stochastic uncertainty [14]. The striking advantage of the linear decision rule approximation is
that it permits scalability to multi-stage models: in a linear decision framework, the problem
size grows only quadratically with the number of decision stages. This min-max approach was
shown to have distinct advantages over dynamic programming when applied to a two-echelon
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Figure 2.5: Comparison of the scenario tree (left) and the decision rule approxima-
tion (right). Scenario trees replace the process ξ1, . . . , ξT of random parameters with a
discrete stochastic process. The decision rule approach retains the original stochastic
process, but it restricts the functional form of the decision rules xt(∙), t = 1, . . . , T .
dynamic supply chain problem [13]. Other promising application areas for linear decision rule-
based robust optimisation include project scheduling [4] and capacity expansion of networks
[102]. To avoid overly risk-averse decisions, Ben-Tal et al. later refined the worst-case approach
in [14] to allow for controlled constraint violations [11].
Linear decision rules have a long history in control problems. Indeed, they have been proven
to optimally solve the linear quadratic regulator problem [18], while piecewise linear decision
rules optimally solve two-stage stochastic programs [63]. More recently, linear decision rules
have been shown to optimally solve a class of one-dimensional robust control problems [21] and
two-stage robust vehicle routing problems [68].
Boosted by their success in robust optimisation, linear decision rules have recently gained
renewed interest from the stochastic programming community. Their potential for complexity
reduction in multi-stage stochastic programming has first been highlighted by Shapiro and
Nemirovski [119], and their suitability for solving chance-constrained stochastic programs has
been investigated by Chen et al. [42]. To reduce the inherent approximation error, Chen et
al. later coined the concepts of deflected and segregated linear decision rules, which are more
flexible than ordinary linear decision rules but retain their favourable scalability properties [43].
A similar approach based on an intelligent re-parametrisation of the uncertain variables was
proposed by Chen and Zhang [44]. In a stochastic programming context, Calafiore recently
applied linear decision rules to solve multi-stage portfolio optimisation problems with many
securities and trading periods [35].
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Unfortunately, the simple structure of linear decision rules sacrifices optimality in return for
scalability. The worst-case performance of linear decision rules is in fact rather disappointing.
When applied to two-stage robust optimisation problems with m linear constraints the under-
lying worst-case approximation ratio is of the order O(√m). Similar results have been derived
for two-stage stochastic programs in [20].
All the decision rule approximations presented so far have the following common feature: they
first restrict the decision rules to be linear functions of the random parameters and then, using
linear programming duality, reformulate the semi-infinite constraints to obtain a finite problem.
The key restriction in reformulating robustly the semi-infinite constraints, is to require the
support of the probability measure to be described by relatively simple structures. This can be
very restrictive in many problem instances.
An alternative to the decision rule approximation, which is not affected by the structure of
the support, has been proposed in [39, 129]. This approximation is referred to as the sample-
based decision rule approximation, and is based on the constraint sampling approach. The
approximation takes advantage of the fact that only a modest number of samples suffices to
satisfy the semi-infinite constraints with high probability. Unlike the scenario-tree approxi-
mation, the anticipativity of the decisions is controlled by the functional form of the decision
rule, and therefore, the size of the resulting problem grows polynomially with respect to the
input parameters. The advantage of such sampling-based approaches is that they allow us to
model more general dependencies between the the random parameters. Unfortunately, since
the semi-infinite constraints are not enforced robustly but rather at a finite set of scenarios, the
resulting formulation constitutes a progressive approximation on the optimal solution of the
decision rule problem. Moreover, to this day, we are not aware of any methods to measure the
optimality gap that we incur with sample-based methods.
Chapter 3
Linear Decision Rule Approximation
Stochastic programming researchers have always felt that dynamic decision problems under
uncertainty are very difficult. Only recently, this common perception has received a theoretical
underpinning. Dyer and Stougie prove that linear two-stage stochastic programming problems
are #P-hard [55]. As pointed out by Shapiro and Nemirovski [119], however, reasonably accu-
rate approximate solutions can be calculated efficiently via Monte Carlo sampling techniques.
In contrast to two-stage models, linear multi-stage stochastic programs are even hard to solve
approximately. Shapiro and Nemirovski argue that ‘multi-stage stochastic programs gener-
ically are computationally intractable already when medium-accuracy solutions are sought’
[119]. Complexity results of this type indicate that stochastic programming problems need to
undergo some (maybe drastic) simplification in order to gain computational tractability. A
suitable approximation is, for instance, to impose a linear structure on the recourse decisions.
This linear decision rule approximation has attracted considerable interest in recent years since
it enables scalability to multi-stage models.
While linear decision rules are very effective at reducing computational complexity, they may
incur a considerable loss of optimality.1 In this chapter we attempt to gain a deeper grasp
of this tradeoff between tractability and optimality. To this end, we apply the linear decision
rule approximation not only to the primal stochastic program (as is done in all of the existing
literature) but also to a dual version of it. Recall that the use of primal linear decision rules leads
to a conservative approximation of the original problem and thus underestimates the decision
1Linear decision rules are known to be optimal in control problems with linear dynamics and quadratic costs
[18]. Even for linear stochastic programming problems, however, they are generically strictly suboptimal [63].
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maker’s flexibility. In contrast, the use of dual linear decision rules results in a progressive
approximation which overestimates the available flexibility. We show in this chapter that both
(primal and dual) linear decision rule approximations lead to problems that (in ‘many’ cases)
have reformulations as tractable conic programs. The main benefits of the outlined approach
are the following.
• The gap between the optimal values of the conservative and progressive approximate
problems estimates the loss of optimality incurred by using linear decision rules. If this
gap is small, there is little room for improvement. In contrast, a large optimality gap
indicates that one could (and maybe should) improve on the linear decision rules, e.g. by
using deflected or segregated linear decision rules as in [43, 44, 64] (see also Chapter 4).
Note that the optimality gap can be computed efficiently as it is based on the solution of
two tractable conic programs of moderate sizes.
• The primal and dual linear decision rule-based approximations permit scalability to multi-
stage models. Moreover, they only require information about the support and the first
two (sometimes the first four) moments of the uncertain problem parameters. This is a
desirable feature since full distributional information is scarcely available in reality.
• Our dual linear decision rule approximation generates semi-infinite type problems with
finitely many expectation constraints and a continuum of non-negative decision variables.
These problems are of interest in their own right. Based on mild assumptions, our anal-
ysis illustrates how they can be reformulated as low-dimensional linear or semi-definite
programs. This implies that they are amenable to efficient numerical solution.
The rest of this chapter develops as follows. In each of the following three sections we elaborate
decision rule-based approximations for a specific class of decision problems under uncertainty.
Sections 3.1 and 3.2 treat linear one-stage stochastic programs with fixed and random recourse,
respectively, while extensions to multi-stage stochastic programs are investigated in Section 3.3.
Emphasis is put on elaborating new progressive (i.e., dual) approximations. In Section 3.4 we
assess the appropriateness of using linear decision rules for solving a multi-stage, multi-factory
inventory problem from the literature [14].
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Notation We model uncertainty by a probability space
(
Rk,B (Rk) ,P) and denote the ele-
ments of the sample space Rk by ξ. The Borel σ-algebra B (Rk) is the set of events that are
assigned probabilities by the probability measure P. The support Ξ of P represents the smallest
closed subset of Rk which has probability 1, and E (∙) denotes the expectation operator with
respect to P. For any k, n ∈ N, we denote by L2k,n := L2(Rk,B(Rk),P;Rn) the space of all
Borel measurable, square-integrable functions from Rk to Rn By slight abuse of notation, the
relations A ≤ B and A ≥ B denote component-wise inequalities for A, B ∈ Rm×n. Moreover,
for C, D ∈ Rn×n, the relation C º D implies that C−D is positive semi-definite. The converse
inequalities A ≤ B and C ¹ D are defined in the obvious way. We also denote by ξ1 the
first component and by ξ−1 the subvector of the k − 1 last components of ξ ∈ Rk, respectively.
Finally, Tr (A) denotes the trace of a square matrix A ∈ Rn×n, while In represents the identity
matrix in Rn×n.
3.1 One-stage stochastic programs with fixed recourse
This section studies decision problems under uncertainty of the following generic type. A
decision maker first observes an element ξ of the sample space Rk. Then, a decision x(ξ) ∈ Rn
is selected subject to the constraints A(ξ)x(ξ) ≤ b(ξ) and at a cost c(ξ)>x(ξ). The goal is to
choose the function x ∈ L2k,n so as to minimise the expected cost. By convention, x is referred
to as a decision rule, strategy, or policy. The decision problem outlined above can be formulated
as the following linear one-stage stochastic program.
minimise E
(
c (ξ)> x (ξ)
)
subject to x ∈ L2k,n
A(ξ)x (ξ) ≤ b (ξ) P-a.s.
(SP)
In order for SP to be well-defined, one needs appropriate assumptions about the underlying
problem data. We first assume that the objective function coefficients and the right hand
side vector depend linearly on the uncertain parameters. Formally speaking, we postulate
that c(ξ) = Cξ for some C ∈ Rn×k and b(ξ) = Bξ for some B ∈ Rm×k. This linearity
assumption is nonrestrictive since we are free to redefine ξ such that it contains c(ξ) and b(ξ)
as subvectors. Moreover, we assume fixed recourse, i.e. the recourse matrix is independent
3.1. One-stage stochastic programs with fixed recourse 43
of ξ, that is, A(ξ) ≡ A ∈ Rm×n. The case of random recourse is more intricate and will be
investigated in Section 3.2. Finally, we assume the support of the probability measure P to be
a nonempty compact polyhedron of the form
Ξ =
{
ξ ∈ Rk : Wξ ≥ h} (3.1a)
for some matrix W ∈ Rl×k and a vector h ∈ Rl. Without loss of generality, we will assume that
W = (e1,−e1, Wˆ>)> and h = (1,−1, 0, . . . , 0︸ ︷︷ ︸
l−2
)>, (3.1b)
where Wˆ ∈ R(l−2)×k is a submatrix of W , and e1 denotes the basis vector in Rk whose first
element is 1 while all the others are 0. This specification guarantees that the first component
of every ξ ∈ Ξ is equal to 1. It is easy to see that every compact convex polyhedron in the
hyperplane {ξ ∈ Rk : e>1 ξ = 1} is representable in the form (3.1). Modelling ξ1 as a degenerate
dummy outcome that is equal to 1 almost surely allows us to represent affine functions of the
non-degenerate outcomes (ξ2, . . . , ξk) in a compact manner as linear functions of ξ = (ξ1, . . . , ξk).
This trick will have distinct notational advantages below. In addition to being compact, we
further require Ξ to span the whole sample space, that is, we assume the linear hull of Ξ to
coincide with Rk. By (3.1), Ξ spans Rk iff it has dimension k − 1 or, equivalently, the system
Wˆ ξ ≥ 0 is strictly feasible. This nonrestrictive extra requirement can always be enforced by
reducing the dimension of ξ, if necessary.
The stipulated regularity conditions and the restriction to square-integrable decision rules imply
that the expectation in the objective of SP is well-defined. For the further argumentation it
proves useful to convert the inequality constraints in SP to equality constraints by introducing
slack variables s ∈ L2k,m.
minimise E
(
c(ξ)>x(ξ)
)
subject to x ∈ L2k,n , s ∈ L2k,m
A(ξ)x(ξ) + s(ξ) = b(ξ)
s(ξ) ≥ 0
 P-a.s.
(3.2)
It is known that finding the optimal value of problem SP or its reformulation (3.2) is #P-hard
even if P is a uniform distribution on the unit cube in Rk, see [55, Theorem 3.2]. Thus, there
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can be no efficient algorithm to solve SP exactly unless P=NP. While reasonably accurate
approximate solutions for SP can be obtained efficiently by using the sample average approx-
imation [119], we will now study an alternative approximation that remains tractable in the
multi-stage case.
3.1.1 Primal approximation
A tractable approximation for problem (3.2) is obtained by restricting the functional form of
the decision rules to be linear, that is, by reducing the space of admissible decision rules to
those which are representable as x(ξ) = Xξ and s(ξ) = Sξ for some X ∈ Rn×k and S ∈ Rm×k,
respectively.2 This radical but effective approach to complexity reduction has been proposed
by Ben-Tal et al. in a robust optimisation context [14] and was later extended to the realm of
stochastic programming by Shapiro and Nemirovski [119] and Chen et al. [43]. The resulting
approximate problem is of semi-infinite type as it involves only a finite number of decision
variables (the matrices X and S) while still exhibiting an infinite number of constraints (m
equality and non-negativity constraints for P-almost every ξ).
minimise E((Cξ)>Xξ)
subject to X ∈ Rn×k, S ∈ Rm×k
AXξ + Sξ = Bξ
Sξ ≥ 0
 P-a.s.
(UB)
Notice that UB provides an upper bound (i.e., a conservative approximation) for SP since it
was obtained by reducing the underlying feasible set. The objective function of UB can be
simplified and re-expressed in terms of the second order moment matrix M := E(ξ ξ>) of the
random parameters. Interchanging summation and expectation and using the cyclicity property
of the trace operator, we obtain
E((Cξ)>Xξ) = E(ξ>C>Xξ)
= E(Tr[ξξ>C>X])
= Tr(MC>X).
2Recall that ξ1 = 1 almost surely, and therefore Xξ and Sξ represent affine functions of the non-degenerate
outcomes (ξ2, . . . , ξk) on the support of P.
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3.1.2 Tractable reformulation of primal approximation
Although UB has only finitely many decision variables, it still seems to be intractable as it
involves infinitely many constraints. By using techniques that are commonly employed in
modern robust optimisation, however, the semi-infinite constraint system can be re-expressed
in terms of a finite number of linear constraints. We first observe that due to their continuity
in ξ, the almost sure constraints in UB hold in fact for all ξ in the support of P, that is, for
all ξ ∈ Ξ. The equality constraints in UB thus imply that the linear hull of Ξ belongs to the
null space of the linear operator AX + S−B. Recall next that the uncertainty set Ξ spans the
whole of Rk, and therefore we may equivalently require AX + S = B in UB. Simplification of
the more intricate semi-infinite inequality constraints relies on the following proposition which
is at the heart of the robust optimisation paradigm due to Ben-Tal and Nemirovski [15, 16].
Proposition 3.1.1 For any z ∈ Rk the following statements are equivalent:
(i) z>ξ ≥ 0 for all ξ ∈ Ξ;
(ii) ∃λ ∈ Rl with λ ≥ 0, W>λ = z, and h>λ ≥ 0
Remark 3.1.2 Proposition 3.1.1 can be viewed as a special case of [16, Theorem 3.1] or [14,
Theorem 3.2].
Proof of Proposition 3.1.1 By using a standard duality argument, we find
z>ξ ≥ 0 for all ξ subject to Wξ ≥ h
⇐⇒ 0 ≤ min
ξ∈Rk
{
z>ξ : Wξ ≥ h}
⇐⇒ 0 ≤ max
λ∈Rl
{
h>λ : W>λ = z, λ ≥ 0}
⇐⇒ ∃λ ∈ Rl with W>λ = z, h>λ ≥ 0, λ ≥ 0
The equivalence in the third line of the above expression follows from strong linear programming
duality, which holds since the primal minimisation problem has a nonempty feasible set. Thus,
the claim follows.
If z>μ denotes the μth row of the matrix S in problem SP , then we can use Proposition 3.1.1 to
replace the semi-infinite inequality constraint z>μ ξ ≥ 0 ∀ξ ∈ Ξ by a finite set of linear constraints
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in (zμ, λμ) for some new decision vector λμ ∈ Rl, μ = 1, . . . , m. Interpreting λ>μ as the μth row
of a matrix Λ ∈ Rm×l, problem UB thus simplifies to the following linear program.
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, Λ ∈ Rm×l
AX + ΛW = B
Λh ≥ 0
Λ ≥ 0
(UB∗)
One can directly verify that the slack variables s(ξ) = Sξ = ΛWξ corresponding to any (X, Λ)
feasible in (UB∗) are indeed non-negative on Ξ, that is,
Sξ = ΛWξ = Λ(Wξ − h) + Λh ≥ 0 whenever Wξ ≥ h .
The striking advantage of using linear decision rules is that the resulting approximate problem
UB can be solved very efficiently as it is equivalent to a linear program whose size is polynomial
in k, l, m, and n, that is, the size of the description of the original problem SP and the
underlying uncertainty set Ξ.
3.1.3 Sub-optimality of the best linear decision rule
The price that we have to pay for the favourable scaling properties of the linear decision
rule approximation is a potential loss of optimality. Indeed, the best linear decision rule can
result in a substantially higher objective value than the best general decision rule (which is
typically nonlinear). The difference Δu = minUB∗ − minSP between the optimal values of
the approximate and the original decision problem can be interpreted as the approximation
error associated with the linear decision rule approximation. As UB∗ is a restriction of the
minimisation problem SP , Δu is necessarily non-negative. Modellers should estimate Δu in
order to assess the appropriateness of the linear decision rule approximation for a particular
problem instance: a small Δu indicates that implementing the solution of UB∗ will incur a
negligible loss of optimality, while a large Δu may prompt us to be more cautious and to try to
improve the approximation quality (e.g. by using more flexible decision rules; see Chapter 4).
Generally speaking, there are two ways to measure the approximation error Δu. We can derive
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generic a priori bounds on the maximum value of Δu that can be incurred over a class of
instances, or we can measure Δu a posteriori for a specific problem instance.
A priori bounds on Δu have a long history. In particular, linear decision rules have been proven
to optimally solve the linear quadratic regulator problem [18], while piecewise linear decision
rules optimally solve two-stage stochastic programs [63]. More recently, linear decision rules
have been shown to optimally solve a class of one-dimensional robust control problems [21] and
two-stage robust vehicle routing problems [68]. On the other hand, the worst-case approxima-
tion ratio for linear decision rules applied to two-stage robust optimisation problems with m
linear constraints has been shown to be of the order O(√m), see [19]. Similar results have been
derived for two-stage stochastic programs in [20].
Given their scarcity and their somewhat limited scope, it seems fair to say that a priori bounds
on Δu are at most indicative of the expressive power of linear and piecewise linear decision
rules. It thus seems natural to consider a posteriori bounds on Δu that exploit the specific
structure of individual instances of the problem SP . Unfortunately, the direct computation of
Δu for a specific instance of SP would require the solution of SP itself, which is intractable. In
this section we demonstrate, however, that an upper bound on Δu can be obtained efficiently
by studying a dual decision problem associated with SP .
3.1.4 Dual approximation
Similar techniques that were used to derive the linear program UB∗ can also be used to find a
computationally tractable lower bound on SP . To this end, we first restrict certain dual decision
rules to be linear functions of ξ. Subsequently, we apply a dual version of Proposition 3.1.1
to convert the resulting problem to a tractable linear program. Before we can embark on this
pathway, we have to introduce a min-max reformulation of problem (3.2) in which the equality
constraints are dualised.
minimise
x∈L2k,n, s∈L2k,m
sup
y∈L2k,m
E
(
c(ξ)>x(ξ) + y(ξ)> [Ax(ξ) + s(ξ)− b(ξ)])
subject to s(ξ) ≥ 0 P-a.s.
(3.3)
Note that the maximisation over the dual decisions y ∈ L2k,m imposes an infinite penalty on every
primal decision (x, s) ∈ L2k,n×L2k,m which violates the equality constraints Ax(ξ) + s(ξ) = b(ξ)
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on a set of strictly positive probability. A formal proof establishing the equivalence of (3.2) and
(3.3) is provided in [137, § 4]. In the following derivation, we use the shorthand notation ‘inf x,s’
to denote the infimum operator over all x ∈ L2k,n and over all s ∈ L2k,m that are almost surely
non-negative. Similarly, ‘supy’ and ‘supY ’ stand for the supremum operators over all y ∈ L2k,m
and Y ∈ Rm×k, respectively. Using the equivalence of (3.2) and (3.3) we obtain
inf SP = inf
x,s
sup
y
E
(
c(ξ)>x(ξ) + y(ξ)> [Ax(ξ) + s(ξ)− b(ξ)])
≥ inf
x,s
sup
Y
E
(
c(ξ)>x(ξ) + ξ>Y > [Ax(ξ) + s(ξ)− b(ξ)])
= inf
x,s
sup
Y
E
(
c(ξ)>x(ξ)
)
+ Tr
[
Y >E
(
[Ax(ξ) + s(ξ)− b(ξ)] ξ>)] .
In the second line of the above expression we require the dual decisions to be representable
as y(ξ) = Y ξ for some Y ∈ Rm×k. Thus, we effectively restrict the dual feasible set to
contain only linear decision rules. The maximisation in the third line can be carried out
explicitly, which implies that the optimal value of SP is bounded below by that of the following
approximate problem.
minimise E
(
c(ξ)>x(ξ)
)
subject to x ∈ L2k,n , s ∈ L2k,m
E
(
[Ax(ξ) + s(ξ)− b(ξ)] ξ>) = 0
s(ξ) ≥ 0
 P-a.s.
(LB)
It is easy to verify directly that LB represents indeed a relaxation of SP . Any (x, s) feasible
in (3.2) satisfies Ax(ξ) + s(ξ) − b(ξ) = 0 for P-almost all ξ and will therefore also satisfy the
less restrictive expectation constraint in LB. This confirms that the optimal value of problem
LB provides a lower bound on the optimal value of SP . Notice that LB involves only finitely
many equality constraints. Thus, it is certainly not harder to solve than SP . However, LB
still appears to be intractable as it involves a continuum of decision variables and inequality
constraints.
3.1.5 Tractable reformulation of dual approximation
We now show that LB has a reformulation as a simple, finite-dimensional linear program when-
ever SP is strictly feasible. The techniques used in this section are developed ad hoc. An
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important ingredient for our reformulation is a dual version of Proposition 3.1.1, see Proposi-
tion 3.1.4 below. For the further argumentation, we need the following technical result about
the second-order moment matrix M .
Proposition 3.1.3 The matrix M is positive definite and invertible.
Proof It is clear that M is positive semi-definite. Assume now that M is not invertible. Thus,
there is a v ∈ Rk, v 6= 0, such that v>Mv = 0. By definition of M , we have v>ξ = 0 with
probability one. Thus, v is orthogonal to each ξ ∈ Ξ, which implies that Ξ cannot span Rk.
This is a contradiction.
A first step towards simplifying problem LB consists in introducing new decision variables
X ∈ Rn×k and S ∈ Rm×k which are completely determined by the original decisions x ∈ L2k,n
and s ∈ L2k,m through the relations
XM = E
(
x(ξ) ξ>
)
and SM = E
(
s(ξ) ξ>
)
, (3.4)
respectively. Note that if x is a linear decision rule, x(ξ) = Xˆξ for some coefficient matrix
Xˆ ∈ Rn×k, then we have X = Xˆ. A similar statement holds for the slack variables. By
using (3.4), the objective function in LB can be reformulated as Tr (MC>X), while the equal-
ity constraint in LB reduces to AXM + SM − BM = 0. Since M is invertible, the latter
restriction is equivalent to AX + S = B. Consequently, LB is equivalent to the following
optimisation problem.
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, S ∈ Rm×k
AX + S = B
∃ x ∈ L2k,n : XM = E
(
x(ξ) ξ>
)
∃ s ∈ L2k,m : SM = E
(
s(ξ) ξ>
)
, s(ξ) ≥ 0 P-a.s.
(3.5)
The penultimate constraint in (3.5) is redundant and may be deleted without affecting the
problem’s feasible set. Indeed, for any X ∈ Rn×k the linear decision rule x(ξ) := Xξ satisfies
the postulated conditions. However, the last constraint looks difficult as it involves the solution
of m moment problems: for a given S ∈ Rm×k we have to verify the existence of m non-negative
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Borel measures whose vectors of zero- and first-order moments coincide with the rows of SM
and which have square-integrable densities with respect to P. This moment feasibility constraint
can be viewed as the dual counterpart of the semi-infinite inequality constraint in UB. We will
now show that it can generically be replaced by a finite number of linear constraints. To this
end, we need a dual version of Proposition 3.1.1.
Proposition 3.1.4 Consider the following two convex cones in Rk:
K := {z ∈ Rk : (W − h e>1 ) z ≥ 0} ,
KP :=
{
z ∈ Rk : ∃ s ∈ L2k,1 with E(s(ξ) ξ) = z and s(ξ) ≥ 0 P-a.s.
}
.
Then, ∅ 6= intK ⊂ KP ⊂ K.
Remark 3.1.5 Note that the last constraint in (3.5) is equivalent to the requirement that every
row of the matrix SM ∈ Rm×k is an element of KP.
Proof of Proposition 3.1.4 Fix an arbitrary z ∈ KP, and let s be a corresponding scalar
function that satisfies the conditions in the definition of KP. Then, we have
(
W − h e>1
)
z = E
[(
W − h e>1
)
ξ s(ξ)
] ≥ 0 .
The inequality follows from the fact that e>1 ξ = 1 while both Wξ−h and s(ξ) are non-negative
on the support of P. As the choice of z ∈ Rk was arbitrary, the postulated inclusion KP ⊂ K
follows.
Denote now by M+ the set of all non-negative finite measures on (Ξ,B(Ξ)) with finite second
moments, and let M+P be the subset of measures in M+ that have a square-integrable density
with respect to P. Note that M+P is dense in M+ with respect to the weak topology since Ξ
constitutes the support of P (see e.g. [28] for a discussion weak topologies in spaces of measures).
Next, define
K˜ :=
{∫
Ξ
ξ μ(dξ) : μ ∈M+
}
and K˜P :=
{∫
Ξ
ξ μ(dξ) : μ ∈M+P
}
,
which represent convex cones in Rk. Since the density of any μ ∈ M+P with respect to P is a
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function in L2k,1, it is clear that K˜P = KP ⊂ K˜. Below, we will argue that ∅ 6= int K˜ ⊂ K˜P, and
K˜ = K. This will establish ∅ 6= intK ⊂ KP.
For each ξ ∈ Ξ, the cone M+ contains the Dirac measure δξ which concentrates unit mass at
the point ξ. Therefore, K˜ is easily seen to coincide with the convex closed cone generated by
Ξ. This cone has nonempty interior since Ξ is assumed to span Rk. As M+P is weakly dense in
M+ and the identity mapping ξ 7→ ξ is continuous, K˜P is dense in K˜. Keeping in mind that
K˜P is also convex, the above findings imply
∅ 6= int K˜ ⊂ K˜P ⊂ K˜ . (3.6)
The geometry of Ξ further implies that each z ∈ K˜, z 6= 0, satisfies e>1 z > 1. By [112,
Theorem 6.20] the convex closed cone K˜ coincides with the intersection of all half-spaces that
contain Ξ and have the origin as a boundary point. Thus, z ∈ K˜ iff
0 ≤ inf
π∈Rk
{
π>z : π>ξ ≥ 0 ∀ ξ ∈ Ξ} .
Proposition 3.1.1 allows us to re-express the semi-infinite constraint in the above minimisation
problem as a simple linear constraint. Hence, z ∈ K˜ iff
0 ≤ inf
π∈Rk,λ∈Rl
{
π>z : π = W>λ, h>λ ≥ 0, λ ≥ 0}
= inf
λ∈Rl
{
λ>Wz : h>λ ≥ 0, λ ≥ 0}
= sup
ψ∈R
{0 : Wz − hψ ≥ 0, ψ ≥ 0} .
Here, the equality in the last line follows from strong linear programming duality, which holds
since λ = 0 is feasible in the primal problem. By the special structure of W and h imposed in
(3.1b), the only feasible dual solution is ψ = e>1 z. Thus, z ∈ K˜ iff
(W − he>1 )z ≥ 0 and e>1 z ≥ 0 .
Note that the constraint e>1 z ≥ 1 is redundant since e>1 z > 1 for all z ∈ K˜ with z 6= 0.
Therefore, we conclude that z ∈ K˜ iff z ∈ K. This implies K˜ = K.
The inclusion (3.6) thus translates to ∅ 6= intK ⊂ KP ⊂ K.
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In the following, we interpret the Cartesian products Km and KmP as cones in the space of
m × k-matrices. Recall that the last constraint in (3.5) is equivalent to SM ∈ KmP , see also
Remark 3.1.5. By removing the (redundant) penultimate constraint in (3.5), re-expressing the
last constraint as SM ∈ Km, and using the definition of K, we obtain the following finite-
dimensional linear program whose size is polynomial in k, l, m, and n.
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, S ∈ Rm×k
AX + S = B(
W − h e>1
)
MS> ≥ 0
(LB∗)
By Proposition 3.1.4 we have KmP ⊂ Km, which implies that LB∗ constitutes a relaxation of
(3.5). Thus, the optimal value of LB∗ provides a lower bound on the optimal value of (3.5)
(as well as on the optimal value of LB). Proposition 3.1.4 further asserts that intKm ⊂ KmP .
Thus, sharpening all inequalities in LB∗ to be strict leads to a problem that is more restrictive
than (3.5). The optimal values of LB∗ and its modification with strict inequalities therefore
bracket the optimal value of (3.5). However, all three optimal values will coincide whenever
the original problem SP satisfies a strict feasibility condition.
Proposition 3.1.6 Suppose that problem SP is strictly feasible, that is, there exists a tolerance
ε > 0 and a pair of decision rules xˉ ∈ L2k,n and sˉ ∈ L2k,m with
Axˉ(ξ) + sˉ(ξ) = b(ξ) and sˉ(ξ) ≥ ε e P-a.s., (3.7)
where e is the vector in Rm all of whose components are equal to 1. Then, the optimal values
of (3.5) and LB∗ coincide.
Proof We first show that the linear program LB∗ inherits strict feasibility from the original
problem SP . To this end, we define Xˉ ∈ Rn×k and Sˉ ∈ Rm×k via
XˉM = E
(
xˉ(ξ)ξ>
)
and SˉM = E
(
sˉ(ξ)ξ>
)
.
By the postulated properties of xˉ and sˉ, it is easy to see that AXˉ + Sˉ = B. As the support of
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P coincides with the convex set Ξ, we must have E(ξ) ∈ int Ξ, which implies
(W − he>1 )MSˉ> = E
(
(W − he>1 )ξ sˉ(ξ)>
) ≥ ε (WE(ξ)− h) e> > 0 .
Thus, (Xˉ, Sˉ) is strictly feasible in LB∗.
Strict feasibility guarantees that for any (X, S) feasible in LB∗ there exist strictly feasible
matrices (Xν , Sν), ν ∈ N, which converge to (X, S). In fact, (Xν , Sν) can be obtained by
taking suitable convex combinations of (Xˉ, Sˉ) and (X, S). By Proposition 3.1.4 we have Sν ∈
intKm ⊂ KmP for each ν ∈ N. Thus, all the (Xν , Sν) are feasible in (3.5). As (X, S) was
chosen freely within the feasible set of LB∗, and since (3.5) and LB∗ share the same continuous
objective function, we conclude that the optimal value of (3.5) is no larger than that of LB∗.
The converse inequality follows immediately from Proposition 3.1.4.
Remark 3.1.7 One can directly verify that LB∗ is less restrictive than the upper bounding
problem UB∗. For any (X, Λ) feasible in UB∗ we set S := ΛW . Then, the objective value
of (X, S) in LB∗ coincides with the objective value of (X, Λ) in UB∗. Moreover, the decision
(X, S) thus constructed is feasible in LB∗. Indeed, the equality AX + S = B follows from the
definition of S and feasibility of (X, Λ) in UB∗. Furthermore, we have
(
W − h e>1
)
MS> = E
[(
W − h e>1
)
ξ ξ>W>Λ>
] ≥ 0 ,
where the inequality holds since Λ ≥ 0 and Λh ≥ 0, while Wξ ≥ h and e>1 ξ = 1 for all ξ in the
support of P.
In analogy to the primal approximation error Δu, the dual approximation error can be defined
as Δl = minSP − minLB∗. As LB∗ is a relaxation of problem SP , Δl is necessarily non-
negative. It quantifies the loss of optimality of the best linear dual decision rule with respect to
the best general dual decision rule. Unfortunately, Δl is usually unknown as its computation
would require the solution of the original problem SP . However, the joint primal and dual
approximation error Δ = min UB∗ −minLB∗ is efficiently computable; it merely requires the
solution of two tractable finite linear programs.
Remark 3.1.8 Different lower bounds can be obtained from alternative min-max reformula-
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tions of problem (3.2). Instead of (3.3), our derivation could start from the min-max problem
minimise
x∈L2k,n, s∈L2k,m
sup
y∈L2k,m
E
(
c(ξ)>x(ξ)
)
+ EQ
(
y(ξ)> [Ax(ξ) + s(ξ)− b(ξ)])
subject to s(ξ) ≥ 0 P-a.s.,
(3.8)
where Q is a probability measure equivalent to P with bounded density function dQ/dP(ξ), while
EQ(∙) denotes expectation with respect to Q. However, restricting the dual decisions in (3.8)
to be linear in ξ yields a relaxation of problem SP whose optimal value is always smaller than
that of LB. The best lower bound is in fact obtained by setting Q = P. Details are omitted for
brevity of exposition.
3.1.6 Lower bound by direct dualisation of SP
An alternative formulation for the lower bounding problem can be obtain by direct dualisation
of SP , in the spirit of of the work presented by Rocha and Kuhn [108]. It is well known
that any primal linear program minx{c>x : Ax ≤ b} has an associated dual linear program
maxy{−b>y : A>y + c = 0, y ≥ 0}, which is based on the same problem data (A, b, c), such
that the following holds: the minimum of the primal is never smaller than the maximum of the
dual (weak duality), and if either the primal or the dual is feasible then the minimum of the
primal coincides with the maximum of the dual (strong duality) [45]. There is a duality theory
for decision problems of the type SP which is strikingly reminiscent of the duality theory for
ordinary linear programs. Following Eisner and Olsen [57], the dual problem corresponding to
SP can be defined as
maximise E
(−b(ξ)>y(ξ))
subject to y ∈ L2k,n
A(ξ)>y(ξ) + c(ξ) = 0
y(ξ)≥ 0
 P-a.s.
(D)
Note that the dual maximisation problem D is stated in terms of the same problem data as the
primal minimisation problem SP . As for ordinary linear programs, dualisation transposes the
constraint matrices and swaps the roles of the objective function and right-hand side coefficients.
As in the case of ordinary linear programming, there exist weak and strong duality results for
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problems SP and D [57]. In particular, the minimum of SP is never smaller than the maximum
of D (weak duality), and if some technical regularity conditions hold3, then the minimum of
SP coincides with the maximum of D (strong duality).
The symmetry between SP and D enables us to solve D with the linear decision rule approach
that was originally designed for SP . Indeed, if we model the dual decision rules y(ξ) as a linear
function of ξ, then they can be expressed as y(ξ) = Y ξ for some matrix Y ∈ Rm×k. Assuming
fixed recourse, the linear decision rule approximation restricts the feasible region of D and thus
provides a lower bound on SP . This results to the following semi-infinite program.
maximise Tr
(−MB>Y )
subject to Y ∈ Rm×k
A>Y ξ + Cξ = 0
Y ξ≥ 0
 P-a.s.
(DLB)
3.1.7 Tractable reformulation of DLB
It is easy to see that problems UB and DLB share the same semi-infinite structure. Thus, one
can reformulate DLB into a linear program, in a similar manner as UB. First notice that the
equality constraint (A>Y + C)ξ = 0 P-a.s, is equivalent to A>Y + C = 0, since Ξ spans the
whole of Rk which implies that linear hull of Ξ belongs to the null space of the linear operator
A>Y + C. Furthermore, Proposition 3.1.1 allows us to reformulate the inequality constraint
into a finite set of constraints. This results to the following linear program.
maximise Tr(−MB>ΦW )
subject to Φ ∈ Rm×l
A>ΦW − C = 0
Φh ≥ 0
Φ ≥ 0
(DLB∗)
Here, Φ are the dual variables resulting from the dualisation of the inequality constraint, see
Proposition 3.1.1. Problem DLB∗ can be solved efficiently as it is equivalent to a linear program
whose size is polynomial in k, l, m, and n, that is, the size of the description of the original
3We require set Ξ to be compact and problem SP to be strictly feasible.
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problem SP and the underlying uncertainty set Ξ.
Proposition 3.1.9 Problems
(i) LB and DLB,
(ii) LB∗ and DLB∗,
are dual to each other.
Proof To show that problem DLB is the dual of LB, we introduce the max-min formulation
of problem problem DLB.
maximise
Y ∈Rm×k
inf
x∈L2k,n, s∈L2k,m
E
(
Tr(−MB>Y ) + (A>Y ξ + Cξ)> x(ξ) + (Y ξ)>s(ξ))
subject to s(ξ) ≥ 0 P-a.s.
(3.9)
Here, x ∈ L2k,n and s ∈ L2k,m are the dual variables corresponding to the equality and inequality
constraints in problem DLB, respectively. Again, we denote by ‘infx,s’ the infimum operator
over all x and over all s that are almost surely non-negative. Similarly, operator supY ’ stand
for the supremum over all Y ∈ Rm×k. Using the equivalence of DLB∗ and (3.9), see [137, § 4],
we obtain
supDLB = sup
Y
inf
x,s
E
(
−ξ>Y >Bξ + (A>Y ξ + Cξ)> x(ξ) + ξ>Y >s(ξ))
= sup
Y
inf
x,s
E
(
ξ>C>x(ξ) + ξ>Y > [Ax(ξ) + s(ξ)− Bξ])
= inf
x,s
sup
Y
E
(
ξ>C>x(ξ)
)
+ Tr
[
Y >E
(
[Ax(ξ) + s(ξ)− Bξ] ξ>)] .
Following the work of Rockafellar and Wets [111], under some technical regularity conditions4,
the third line follows from the interchange of the infimum and supremum operators, thus
effectively dualising problem DLB. The maximisation in the third line can be carried out
explicitly, which under the assumption that c(ξ) = Cξ and b(ξ) = Bξ for some C ∈ Rn×k and
B ∈ Rm×k, the resulting problem can be identified as problem LB. Therefore, problems DLB
and LB are dual to each other.
4We require that the feasible set of x and y to be compact.
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Since problem LB∗ is the reformulation of LB, and DLB∗ is the reformulation of DLB, then
we conclude that LB∗ and DLB∗ are in fact dual to each other.
By establishing that LB∗ and DLB∗ are dual to each other through Proposition 3.1.9, it makes
sense to ask what is the benefit of using one rather than the other, in obtaining a lower bound
for SP . In theory, since both problems are linear programs of similar sizes, in terms of the
number of variables and constraints, they should enjoy the same computation tractability. This,
however, is not the case in practice. It turns out that in general, problem DLB∗ can be solved
much more efficiently than LB∗. The reason is that DLB∗ has sparser constraints than problem
LB∗. Indeed, constraints (W − h e>1 )MS> ≥ 0 in LB∗ can be very dense due to the moment
matrix M , whose entries are usually non-zero. On the other hand, problem DLB∗ can be solved
as efficiently as problem UB∗, since both problems have a very similar structure.
Unfortunately, there are cases where the dual problem D cannot be used to find a lower bound
for SP . Namely, the method is restricted to problem instances that consist solely of continuous
decision variables. In the presence of binary first stage decisions, dualising problem SP induces
a duality gap between problem SP and D. So, even if we could solve problems SP and D
exactly, the gap between the optimal values of the two problems might not be zero. On the
other hand, problem LB, and thus LB∗, can incorporate binary first stage decisions. This is the
case because problem LB is obtained by restricting the dual variables of SP , without actually
dualising the problem. The ability to model decisions as binary variables is crucial in most
practical problems, which makes problem LB∗ extremely useful.
For later reference we pool the central insights of Sections 3.1 and 3.1.3 in the following main
theorem.
Theorem 3.1.10 If P has a polyhedral support of the type (3.1) while SP has fixed recourse
and is strictly feasible, then UB, LB and DLB are equivalent to the linear programs UB∗, LB∗
and DLB∗, respectively. The sizes of these linear programs are polynomial in k, l, m, and n,
implying that they are efficiently solvable.
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3.2 One-stage stochastic programs with random recourse
Consider again the one-stage stochastic program SP with linearly parametrised cost coefficients
c(ξ) = Cξ and right hand side vector b(ξ) = Bξ. In contrast to Section 3.1, we assume here
that the recourse matrix A(ξ) depends also linearly on the uncertain parameters. The μth row
of A(ξ) is thus representable as ξ>Aμ for some matrix Aμ ∈ Rk×n, where μ ranges from 1 to
m. Moreover, as a notational convention, the μth row of the matrix B is denoted by b>μ .
In the following, we denote by S the subspace of symmetric matrices in Rk×k. For technical
reasons, the support of the probability measure P is now assumed to be representable as
Ξ =
{
ξ ∈ Rk : e>1 ξ = 1, ξ>W` ξ ≥ 0, ` = 1, . . . , l
}
(3.10)
for some matrices W` ∈ S. By construction, the first component of every ξ ∈ Ξ is again equal
to 1. As in Section 3.1 we assume Ξ to be nonempty and bounded, while the linear hull of Ξ
is assumed to coincide with Rk. Note that Ξ spans Rk if and only if it has dimension k − 1
or, equivalently, the system ξ>W` ξ ≥ 0, ` = 1, . . . , l, is strictly feasible. The next proposition
shows that the quadratically constrained uncertainty sets of the type (3.10) are indeed more
general than the polyhedral ones considered in Section 3.1.
Proposition 3.2.1 The uncertainty sets of the form (3.10) cover all compact convex polytopes
in the hyperplane {ξ ∈ Rk : e>1 ξ = 1}.
Remark 3.2.2 A similar result is reported in [16, Remark 3.1] in the context of robust opti-
misation.
Proof of Proposition 3.2.1 Remembering that ξ1 = 1, then for any v ∈ Rk, it is easy to see
that any linear constraint of the form v>ξ ≥ 0 is equivalent to
ξ>
 v1 12v>−1
1
2
v−1 0
 ξ ≥ 0.
Therefore, the claim follows.
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Using the terminology of Ben-Tal and Nemirovski [15], we remark that the sets of the type (3.10)
cover not only all polyhedral but also all ∩-ellipsoidal uncertainty sets restricted to the hyper-
plane {ξ ∈ Rk : e>1 ξ = 1}. The proof of this statement is omitted for brevity of exposition.
3.2.1 Primal approximation
It seems clear that by allowing the recourse matrix to depend on ξ and by considering quadrati-
cally constrained uncertainty sets, the computational tractability of problem SP and its equiv-
alent reformulation (3.2) is further reduced. In order to make (3.2) tractable, we again restrict
attention to the subspace of linear decision rules. Thus, we require that x(ξ) = Xξ for some
matrix X ∈ Rn×k. With this simplification, however, the product term A(ξ)x(ξ) becomes a
quadratic function of the uncertain parameters. Since the right hand side vector b(ξ) is linear in
ξ, the equality constraints of the underlying stochastic program are only satisfiable if the slack
variables exhibit a quadratic dependence on ξ. Hence, we must require that sμ(ξ) = ξ
>Sμ ξ
for some (without loss of generality symmetric) matrices Sμ ∈ S, where μ ranges from 1 to m.
With these conventions, problem (3.2) reduces to
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, S = (S1, . . . , Sm) ∈ Sm
ξ>AμXξ + ξ>Sμ ξ = b>μ ξ
ξ>Sμ ξ ≥ 0
 P-a.s., μ = 1, . . . , m .
(UB)
3.2.2 Tractable reformulation of primal approximation
Although the number of decision variables is now finite, the quadratic semi-infinite constraints
in UB look severely intractable. Fortunately, robust optimisation technology can again provide
remedy. The following proposition will allow us to reformulate the equality constraints in UB.
Proposition 3.2.3 For any H ∈ S then,
ξ>Hξ = 0 P-a.s. ⇐⇒ H = 0.
Proof First, notice that equation ξ>Hξ = 0 not only holds on for all ξ ∈ Ξ, but also for all
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ξ ∈ cone(Ξ), that is, the cone generated by Ξ. Hence, the Hessian of the mapping ξ 7→ ξ>H ξ
vanishes on the interior of cone(Ξ). Since the Hessian of the above mapping is given by 2H and
the interior of cone(Ξ) is nonempty (recall that Ξ is assumed to span Rk), we conclude that
H = 0. The reverse implication can be trivially satisfied.
As all constraint functions are continuous in ξ, the μth equality constraint in UB is equivalent
to ξ>Hμξ = 0 P-a.s., where Hμ ∈ S is defined as
Hμ :=
1
2
(
AμX + X
>A>μ − e1b>μ − bμe>1
)
+ Sμ .
Therefore, by applying Proposition 3.2.3, the semi-infinite equality constraints in UB are equiv-
alent to the requirement that Hμ = 0 for all μ = 1, . . . , m.
Next, we show how to approximate the semi-infinite inequality constraints by a system of linear
matrix inequalities (LMI). This approach was first developed in a robust optimisation context
[14, 17] and relies partly on the following important result from matrix analysis, see e.g. [32].
Lemma 3.2.4 (S-lemma) Consider two matrices W, S ∈ S and assume that the inequality
ξ>W ξ ≥ 0 is strictly feasible, that is, ξˉ>W ξˉ > 0 for some ξˉ ∈ Rk. Then, the following
equivalence holds:
[
ξ>W ξ ≥ 0 ⇒ ξ>S ξ ≥ 0
]
⇐⇒ ∃λ ≥ 0 : S º λW .
The S-lemma is a central ingredient for the following proposition, which is inspired by Theo-
rem 4.1 in [14].
Proposition 3.2.5 Consider the following two statements for some fixed S ∈ S:
(i) ∃λ ∈ Rl with λ ≥ 0 and S −∑l`=1 λ` W` º 0;
(ii) ξ>S ξ ≥ 0 P-a.s.
For any l ∈ N, (i) implies (ii). The converse implication holds if l = 1.
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Proof Select any ξ ∈ Ξ. Under the assumptions of statement (i) we have
0 ≤ ξ>
[
S −
l∑
`=1
λ` W`
]
ξ = ξ>S ξ −
l∑
`=1
λ` ξ
>W` ξ ≤ ξ>S ξ ,
where the first inequality follows from positive semi-definiteness of the matrix in square brackets,
and the second inequality holds since λ` ≥ 0 while ξ>W` ξ ≥ 0 for all ξ ∈ Ξ. Since the choice
of ξ ∈ Ξ was arbitrary, statement (ii) follows.
We show now that (ii) implies (i) if l = 1. Since quadratic functions are continuous, statement
(ii) effectively asserts that ξ>S ξ ≥ 0 for all ξ ∈ Ξ. In fact, this inequality readily extends to
the double cone generated by Ξ. As Ξ is assumed to be bounded and nonempty, there exists no
ξ 6= 0 with ξ>W1ξ ≥ 0 and e>1 ξ = 0 (note that a vector with these properties would constitute
a recession direction along which Ξ would be unbounded). Hence, the double cone generated
by Ξ coincides with the feasible set of the inequality ξ>W1ξ ≥ 0. So far we have thus shown
that ξ>W1ξ ≥ 0 implies ξ>S ξ ≥ 0.
As Ξ has nonempty relative interior, the inequality ξ>W1ξ ≥ 0 is strictly feasible. The S-
Lemma then implies that there exists λ1 ≥ 0 such that S − λ1W1 is positive semi-definite.
Remark 3.2.6 It seems unsatisfactory that we failed to re-express the semi-infinite inequality
constraints in problem UB in terms of a tractable constraint system in the case l > 1. If this was
possible, however, we could devise an efficient algorithm for the NP-hard problem of checking
whether a given square matrix is copositive, see [14, Example 3.1].
We can use Proposition 3.2.5 to replace the semi-infinite inequality constraint ξ>Sμ ξ ≥ 0 P-
a.s. by a set of semi-definite constraints in (Sμ, λμ) for some new decision vector λμ ∈ Rl,
μ = 1, . . . , m. Interpreting λ>μ as the μth row of a matrix Λ ∈ Rm×l, problem UB simplifies to
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the following semi-definite program (SDP).
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, S = (S1, . . . , Sm) ∈ Sm, Λ ∈ Rm×l
1
2
(
AμX + X
>A>μ
)
+ Sμ =
1
2
(
e1b
>
μ + bμe
>
1
) ∀μ = 1, . . . , m
Sμ −
∑l
`=1 Λμ` W` º 0 ∀μ = 1, . . . , m
Λ ≥ 0
(UB∗)
Proposition 3.2.5 implies that UB∗ constitutes a conservative approximation for UB whenever
l > 1. Equivalence of UB∗ and UB only holds in the special case l = 1. The benefit of using
linear decision rules lies again in the fact that the size of the SDP UB∗ grows only polynomially
with k, l, m, and n, while SDPs can be solved efficiently by means of modern interior-point
algorithms [139].
3.2.3 Dual approximation
Similar techniques that were used to derive the SDP UB∗ can also be used to find a compu-
tationally tractable lower bound on SP . To this end, we follow the same general strategy as
in Section 3.1.6, i.e. we apply the linear decision rule approximation on the dual problem D.
As before, by requiring that the dual decisions are expressed as y(ξ) = Y ξ for some matrix
Y ∈ Rm×k. Under the assumption that A(ξ) depends linearly on ξ, the product A(ξ)>y(ξ)
becomes a quadratic function of the uncertain parameters. Therefore, the linear decision rule
approximation of problem D is given by
maximise Tr
(−MB>Y )
subject to Y ∈ Rm×k
ξ>A>μ Y ξ + c
>
μ ξ = 0 ∀μ = 1, . . . , m
Y ξ≥ 0
 P-a.s.
(DLB)
3.2.4 Tractable reformulation of dual approximation
Once more, although problem DLB has a finite number of decision, it has an infinite number
of constraints. Fortunately, we can still employ the robust optimisation techniques presented
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in Section 3.2.2 and reformulate the semi-infinite problem DLB into a finite-dimensional conic
program. First, notice that the linear constraints are continuous in ξ, and the μth equality
constraint in DLB is equivalent to ξ>Hμξ = 0 P-a.s., where Hμ ∈ S is defined as
Hμ :=
1
2
(
AμX + X
>A>μ + e1c
>
μ + cμe
>
1
)
.
Therefore, by applying Proposition 3.2.3, the semi-infinite equality constraints in UB are equiv-
alent to the requirement that Hμ = 0 for all μ = 1, . . . , m.
Next, we show how to approximate the linear semi-infinite inequality constraints through the
following corollary of Propositions 3.2.5.
Corollary 3.2.7 Consider the following two statements for some fixed z ∈ Rk:
(i) ∃λ ∈ Rl with λ ≥ 0, and
 z1 12z>−1
1
2
z−1 0
−∑l`=1 λ`W` º 0.
(ii) z>ξ ≥ 0 for all ξ ∈ Ξ;
For any l ∈ N, (i) implies (ii). The converse implication holds if l = 1.
We can use Corollary 3.2.7 to replace the semi-infinite inequality constraint Y ξ ≥ 0 P-a.s. by
a set of semi-definite constraints in (Y, λμ) for some new decision vector λμ ∈ Rl, μ = 1, . . . , m.
Interpreting λ>μ as the μth row of a matrix Λ ∈ Rm×l, problem DLB simplifies to the following
SDP.
maximise Tr
(−MB>Y )
subject to Y ∈ Rm×k, Λ ∈ Rm×l
1
2
(A>μ Y + Y
>Aμ + e1c>μ + cμe
>
1 ) = 0 μ = 1, . . . , m Yμ,1 12Y >μ,−1
1
2
Yμ,−1 0
− l∑
`=1
λμ`W` º 0 μ = 1, . . . , m
Λ ≥ 0
(DLB∗)
Corollary 3.2.7 implies that DLB∗ constitutes a conservative approximation for DLB whenever
l > 1, with two being equivalent if l = 1. Similar to problem UB∗, the benefit of using linear
decision rules lies again in the fact that problem DLB reduces to a SDP, whose size grows only
polynomially with k, l, m, and n.
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Remark 3.2.8 It is worth mentioning that if the support Ξ is constructed from intersections
of convex sets, specifically from intersection of ellipsoids, the robust reformulation of the linear
semi-infinite constrain in DLB is exact. This result follows from Farkas Lemma, see [105].
In fact, it can be shown that the reformulation leads to a second order cone program instead
of an SDP, see [2, 88]. In addition, if Ξ has a polyhedral support, then problem DLB can be
reformulated as a linear program. Indeed, in this case, one can employ Proposition 3.1.1 in the
reformulation of DLB.
A summary of the key results elaborated in Section 3.2 is provided in the following theorem.
Theorem 3.2.9 If P has a quadratically constrained support of the type (3.10), then problems
UB∗ and DLB∗ provide a conservative and a progressive approximation to SP, respectively.
The sizes of these SDPs are polynomial in k, l, m, and n, implying that they are efficiently
solvable. If l = 1 and SP is strictly feasible, then UB and DLB are equivalent to UB∗ and
DLB∗, respectively.
3.3 Multi-stage stochastic programs
The dynamic decision problems to be considered in this section are cast in a similar framework
as the one-stage stochastic programs of Section 3.1. In particular, we continue to work with the
probability space (Rk,B(Rk),P) and assume that P has a polyhedral support Ξ of the type (3.1)
that is nonempty, bounded, and spans Rk. Here, however, we impose a temporal structure:
the elements of the sample space are assumed to be representable as ξ = (ξ1, . . . , ξT ) where the
subvectors ξt ∈ Rkt are observed sequentially at time points indexed by t ∈ T := {1, . . . , T}.
Without loss of generality, we assume that k1 = 1, which implies that ξ1 = 1 for all ξ ∈ Ξ. The
history of observations up to time t is denoted by ξt := (ξ1, . . . , ξt) ∈ Rkt where kt :=
∑t
s=1 ks.
Consistency then requires that ξT = ξ and kT = k. Note that the stage-t constraints are
conditioned on the stage-t observation history ξt, where E(∙|ξt) denotes conditional expectation
with respect to ξ given ξt. Hence, E(∙|ξt) treats ξ1, . . . , ξt as deterministic variables and takes
the expectation only with respect to the future observations ξt+1, . . . , ξT . This implies that the
stage-t constraints are parametrised in ξt in a similar fashion like the stage-t decisions. Indeed,
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every ξt corresponding to some scenario ξ ∈ Ξ gives rise to mt ordinary linear constraints. We
further introduce truncation operators Pt, t ∈ T, which are defined through
Pt : Rk → Rkt , ξ 7→ ξt.
Consider now a sequential decision process in which the decision xt(ξ
t) ∈ Rnt is selected at
time t after the outcome history ξt has been observed but before the future outcomes {ξs}s>t
have been revealed. The objective is to find a sequence of decision rules xt ∈ L2kt,nt , t ∈ T,
which map the available observations to decisions and minimise a linear expected cost function
subject to certain linear constraints. The requirement that xt depends solely on ξ
t reflects the
non-anticipative nature of the dynamic decision problem at hand and essentially ensures its
causality. Decision problems of this type can often be formulated as linear multistage stochastic
programs of the following form.
minimise E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt ∀ t ∈ T
E
(
T∑
s=1
Atsxs(ξ
s)
∣∣ ξt) ≤ bt(ξt) P-a.s. ∀t ∈ T
(MSP)
In order for MSP to be well-defined, we assume that the objective function coefficients and
the right-hand side vectors are non-anticipative linear functions of the random parameters.
Thus, we postulate that ct(ξ
t) = CtPtξ for some Ct ∈ Rnt×kt while bt(ξt) = BtPtξ for some
Bt ∈ Rmt×kt . The constraint matrices Ats ∈ Rmt×ns are assumed to be independent of ξ. By
introducing a sequence of non-anticipative slack variables st ∈ L2kt,mt , t ∈ T, problem MSP
can be brought to the following standard form.
minimise E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt , st ∈ L2kt,mt ∀ t ∈ T
E
(
T∑
s=1
Atsxs(ξ
s)
∣∣ ξt)+ st(ξt) = bt(ξt)
st(ξ
t) ≥ 0
 P-a.s. ∀t ∈ T
(3.11)
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3.3.1 Expressiveness of problem MSP
The problem MSP provides considerable modelling flexibility. Indeed, as we will show in
this section, it encapsulates conventional deterministic and stochastic linear programs, robust
optimisation problems and tight convex approximations of chance-constrained programs as
special cases.
Deterministic linear programs If the uncertainty set contains only one single scenario,
that is, if Ξ = {ξ∗}, then problem MSP reduces to a deterministic linear program. In this case
only the decisions and constraints corresponding to ξ = ξ∗ are relevant, while all (conditional
and unconditional) expectations become redundant and can thus be eliminated. Introducing
the finite problem data
A =

A11 ∙ ∙ ∙ A1T
...
. . .
...
AT1 ∙ ∙ ∙ ATT
 , b =

b1(ξ
1
∗)
...
bT (ξ
T
∗ )
 and c =

c1(ξ
1
∗)
...
cT (ξ
T
∗ )
 ,
we can reformulate MSP as the standard linear program
minimise c>x
subject to Ax ≤ b
(LP)
whose finite-dimensional decision vector can be identified with (x1(ξ
1
∗), . . . , xT (ξ
T
∗ )).
Remark 3.3.1 (Deterministic decisions and constraints) Deterministic decisions and con-
straints can conveniently be incorporated into the general problem MSP since we require that
ξ1 is equal to 1 for all ξ ∈ Ξ. This has the effect that, in the first stage, only the decisions and
constraints corresponding to the scenario ξ1 = 1 have physical relevance.
Stochastic programs Problem MSP can be specialised to a standard linear multi-stage
stochastic program with recourse if we ensure that the stage-t constraints are not affected by
the future decisions xt+1(ξ
t+1), . . . , xT (ξ
T ). This is achieved by setting Ats = 0 for all t < s
and has the effect that the term inside the conditional expectation of the stage-t constraint
becomes independent of ξt+1, . . . , ξT . Since E(∙|ξt) treats ξt as a constant, the conditional
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expectation thus becomes redundant and can be omitted. Therefore, problem MSP reduces
to the following multi-stage standard stochastic program in standard form [29, 81].
minimise E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt ∀ t ∈ T
t∑
s=1
Atsxs(ξ
s) ≤ bt(ξt) P-a.s. ∀t ∈ T
(SSP)
Robust optimisation problems If the distribution governing the uncertainty ξ is unknown
or if the decision maker is very risk-averse, then it is not possible or unreasonable to minimise
expected costs. In these situations a rational decision maker will minimise the worst-case costs,
where the worst case (maximum) is evaluated with respect to all possible scenarios ξ ∈ Ξ;
see e.g. [65, 16, 15, 24, 58] for a formal justification. Such worst-case (robust) optimisation
problems traditionally only involve here-and-now decisions [25, 12]. Problem MSP allows us
to formulate a multi-stage generalisation of robust optimisation problems as follows.
minimise max
ξ∈Ξ
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt ∀ t ∈ T
t∑
s=1
Atsxs(ξ
s) ≤ bt(ξt) P-a.s. ∀t ∈ T
(RO)
In order to see that RO is a special case of MSP , we consider an epigraph reformulation of
the worst-case objective,
max
ξ∈Ξ
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
= min
τ∈R
{
τ : max
ξ∈Ξ
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
≤ τ
}
= min
τ∈R
{
τ :
T∑
t=1
ct(ξ
t)>xt(ξt) ≤ τ P-a.s.
}
, (3.12)
where τ ∈ R represents an auxiliary (deterministic) decision variable. Replacing the worst-case
objective in RO with (3.12) transforms the robust optimisation problem RO into a variant of
MSP with a particularly simple objective function (given by τ).
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Chance-constrained programs Let P be the distribution of ξ. We can then formulate a
multi-stage generalisation of chance-constrained programs as
minimise E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt ∀ t ∈ T
P
(
T∑
t=1
a>itxt(ξ
t) ≤ bi(ξ)
)
≥ 1− ²i ∀i = 1, . . . , I,
(CC)
where ait ∈ Rnt , bi(ξ) ∈ R and ²i ∈ (0, 1]. Here, the ith constraint requires that the inequality∑T
t=1 a
>
itxt(ξ
t) ≤ bi(ξ) should be satisfied with probability at least 1 − ²i. Chance constraints
of this type are useful for modelling risk preferences and safety constraints in engineering
applications. Note that a chance constraint with ²i = 1 reduces to a robust constraint that
must hold for all ξ ∈ Ξ. Therefore, chance constraints with ²i < 1 can be viewed as soft versions
of the corresponding robust constraints.
We now demonstrate that CC has a tight conservative approximation of the form MSP . To this
end, we introduce the loss functions Li(ξ) = bi(ξ)−
∑T
t=1 a
>
itxt(ξ
t). The ith chance constraint is
therefore equivalent to the requirement that the smallest (1−²i)-quantile of the loss distribution,
which we denote by VaR²i(Li(ξ)), is non-positive. To obtain a conservative approximation for
the chance constraint, we introduce the conditional value-at-risk (CVaR) of Li(ξ) at level ²i,
which is defined as CVaR²i(Li(ξ)) = minβi{βi + 1²iE([Li(ξ) − βi]+)}. Due to its favourable
theoretical and computational properties, CVaR has become a popular risk measure in finance.
Rockafellar and Uryasev [110] have shown that the optimal βi which solves the minimisation
problem in the definition of CVaR coincides with VaR²i(Li(ξ)) and that the CVaR al level
²i coincides with the conditional expectation of the right tail of the loss distribution above
VaR²i(Li(ξ)). Thus, the following implication holds; see also Figure 3.1.
CVaR²i(Li(ξ)) ≤ 0 =⇒ VaR²i(Li(ξ)) ≤ 0 ⇐⇒ P(Li(ξ) ≤ 0) ≥ 1− ²i
As pointed out by Nemirovski and Shapiro [100], the CVaR constraint on the left-hand side
represents the tightest convex approximation for the chance constraint on the right-hand side
of the above expression. By linearising the term [Li(ξ) − βi]+ in the definition of CVaR, the
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Li(ξ)
VaR²i(Li(ξ)) ≤ CVaR²i(Li(ξ)) ≤ 0
1− ²i
Figure 3.1: Relationship between VaR²i(Li(ξ)) and CVaR²i(Li(ξ)) for each con-
straint i, at level ²i.
ith CVaR constraint can be re-expressed as the following system of linear inequalities
βi +
1
²i
E(zi(ξ)) ≤ 0, zi(ξ) ≥ bi(ξ)−
T∑
t=1
a>itxt(ξ
t)− βi, zi(ξ) ≥ 0, (3.13)
which involve the deterministic (first stage) variable βi ∈ R and a new stochastic (stage-T )
variable zi(ξ) ∈ R. Replacing each chance constraint in CC with the corresponding system
(3.13) of linear inequalities thus results in a problem of type MSP with expectation constraints.
Therefore, chance-constrained problems of the type CC have tight conservative approximations
within the class of problems MSP . We conclude our discussion by emphasising that the
auxiliary analysis variables zi need to be modelled as wait-and-see decisions, that is, functions
of the uncertain parameters ξ. As pointed out in [67], modeling zi as here-and-now decisions
would lead to a conservative approximation for the term [Li(ξ) − βi]+. Approximating the
wait-and-see decisions zi by linear decision rules also leads to a (more accurate) conservative
approximation. Exact reformulations of constraints that include sums of max functions are
provided in [70]. These reformulations are based on the use of non-linear decision rules and
vertex enumeration techniques.
We remark that the general decision problem MSP is flexible enough to cover also hybrid mod-
els which combine various aspects of deterministic, stochastic, robust and chance-constrained
programs in the same model.
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3.3.2 Primal approximation
Shapiro and Nemirovski argue that MSP is generically computationally intractable even if
‘medium-accuracy’ solutions are sought and even if there are no expectation constraints while
the probability measure P is ‘easy to describe’ [119]. As a drastic but effective means for
complexity reduction they propose the use of linear decision rules. In our notation, this amounts
to setting xt(ξ
t) = XtPt ξ for some Xt ∈ Rnt×kt and st(ξt) = StPt ξ for some St ∈ Rmt×kt , t ∈ T.
To ensure that this approximation will convert (3.11) to a tractable problem, we require E(ξ|ξt)
to be almost surely linear in ξt. This is the case, for instance, if the random variables {ξt}t∈T
are mutually independent.5 Formally speaking, we postulate that for each t ∈ T there exists a
matrix Mt ∈ Rk×kt such that almost surely E(ξ|ξt) = MtPt ξ. Recall also that M := E(ξ ξ>).
With these conventions, (3.11) reduces to
minimise
T∑
t=1
Tr
(
PtMP
>
t C
>
t Xt
)
subject to Xt ∈ Rnt×kt , St ∈ Rmt×kt ∀ t ∈ T
T∑
s=1
AtsXsPsMtPtξ + StPtξ = BtPtξ
StPtξ ≥ 0
 P-a.s. ∀t ∈ T .
(MUB)
This semi-infinite program constitutes a conservative approximation for MSP and has the
same general structure as problem UB in Section 3.1. By using robust optimisation techniques,
it can therefore be reformulated as an equivalent linear program. We only show the final result
of this transformation without repeating the involved manipulations.
minimise
T∑
t=1
Tr
(
PtMP
>
t C
>
t Xt
)
subject to Xt ∈ Rnt×kt , Λt ∈ Rmt×l
T∑
s=1
AtsXsPsMtPt + ΛtW = BtPt
Λth ≥ 0
Λt ≥ 0

∀t ∈ T
(MUB∗)
5Stage-wise independence is a widely used standard assumption in stochastic programming. It implies that
E(ξ|ξt) is constant and thus almost surely equal to a constant multiple of ξ1 for all t < s.
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A major benefit of using linear decision rules is that the size of the approximating linear program
MUB∗ is polynomial in k, l, m := ∑Tt=1 mt, and n := ∑Tt=1 nt. Note that these numbers are
typically linear in T , and hence the size of MUB∗ grows typically only polynomially with the
number of decision stages. This massive reduction of computational complexity necessarily
comes at the cost of reduced accuracy. In order to estimate this loss of accuracy, we next
attempt to find an efficiently computable lower bound on MSP .
3.3.3 Dual approximation
As a first step towards a lower bound, we use a duality scheme by Wright [137, § 4] to re-express
the standardised stochastic program (3.11) as a min-max problem in which the dual variable
corresponding to the tth equality constraint is given by a non-anticipative square-integrable
decision rule yt ∈ L2kt,mt . In an attempt to reduce the problem complexity we then require
these dual decision rules to be representable as yt(ξ
t) = Ytξ
t = YtPt ξ for some Yt ∈ Rmt×kt .
Carrying out the maximisation over the matrices {Yt}t∈T yields
minimise E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ L2kt,nt , st ∈ L2kt,mt ∀ t ∈ T
E
(
T∑
s=1
[
Atsxs(ξ
s) + st(ξ
t)− bt(ξt)
]
[Ptξ]
>
)
= 0
st(ξ
t) ≥ 0
 P-a.s. ∀t ∈ T .
(MLB)
The derivation of problem MLB was intentionally abbreviated since similar arguments were
already employed in Sections 3.1 and 3.2. Moreover, by using the law of iterated conditional ex-
pectations, one can directly verify that any (x, s) feasible in (3.11) is also feasible in MLB with
the same objective value. This confirms that MLB constitutes a progressive approximation
for MSP .
Next, we introduce new decision variables Xt ∈ Rnt×kt and St ∈ Rmt×kt that are related to the
original variables xt ∈ L2kt,nt and st ∈ L2kt,mt through the equations
XtPtM = E
(
xt(ξ
t) ξ>
)
and StPtM = E
(
st(ξ
t) ξ>
)
. (3.14)
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Due to the truncation operators, which are absent in the one-stage case, it is not obvious that
the matrices Xt and St exist and are uniquely determined by (3.14).
Lemma 3.3.2 For any given xt ∈ L2kt,nt and st ∈ L2kt,mt there exist unique matrices Xt ∈
Rnt×kt and St ∈ Rmt×kt satisfying (3.14).
Proof Define Xt ∈ Rnt×kt through
XtPtMP
>
t = E
(
xt(ξ
t) (Ptξ)
>) . (3.15)
Notice that PtMP
>
t is a principal submatrix of M and constitutes an automorphism on Rk
t
.
Thus, Xt is in fact uniquely determined by the above relation. Using the assumption that
E(ξ|ξt) = MtPtξ P-a.s., we find
E
(
xt(ξ
t) ξ>
)
= E
(
xt(ξ
t)E(ξ|ξt)>)
= E
(
xt(ξ
t) (Ptξ)
>)M>t = XtPtMP>t M>t = XtPtM ,
where the last equality follows from
MtPtMP
>
t = E(MtPtξξ>P>t ) = E
(
E(ξ|ξt) (Ptξ)>
)
= E
(
ξ (Ptξ)
>) = MP>t .
Thus, Xt constructed in (3.15) satisfies the first relation in (3.14). It is easy to show that there
is no other matrix in Rnt×kt with this property. The existence and uniqueness of St ∈ Rmt×kt
satisfying the second relation in (3.14) is proved in a similar manner.
As in Section 3.1, we can now eliminate the infinite-dimensional decision variables xt and st
and reformulate problem MLB in terms of the finite-dimensional decision variables Xt and St.
Among other things, this gives rise to the constraints
∃xt ∈ L2kt,mt : E(xt(ξt) ξ>) = XtPtM, (3.16a)
∃st ∈ L2kt,mt : E(st(ξt) ξ>) = StPtM, st(ξt) ≥ 0 P-a.s. (3.16b)
Constraint (3.16a) is redundant. Indeed, for any Xt ∈ Rnt×kt the linear decision rule xt(ξt) =
Xtξ
t = XtPtξ satisfies the postulated condition. Moreover, we can use Proposition 3.1.4 to re-
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formulate (3.16b) in terms of finitely many linear inequalities. Applicability of Proposition 3.1.4
is guaranteed by the following result.
Lemma 3.3.3 For any given St ∈ Rmt×kt constraint (3.16b) is equivalent to
∃s˜t ∈ L2k,mt : E(s˜t(ξ) ξ>) = StPtM, s˜t(ξt) ≥ 0 P-a.s. (3.16c)
Proof It is clear that (3.16b) implies (3.16c). To establish the converse implication, assume
that (3.16c) holds, and define st ∈ L2kt,mt through st(ξt) = E(s˜t(ξ)|ξt). Then,
E
(
st(ξ
t) ξ>
)
= E
(
s˜t(ξ)E(ξ|ξt)>
)
= E
(
s˜t(ξ) ξ
>)P>t M>t = StPtMP>t M>t = StPtM ,
where the last equality follows from the proof of Lemma 3.3.2.
If MSP is strictly feasible, we can now prove that MLB is equivalent to the linear program
minimise
T∑
t=1
Tr
(
PtMP
>
t C
>
t Xt
)
subject to Xt ∈ Rnt×kt , St ∈ Rmt×kt
T∑
s=1
AtsXsPsNtPt + StPt = BtPt(
W − h e>1
)
MP>t S
>
t ≥ 0

∀t ∈ T
(MLB∗)
where Nt := MP
>
t (PtMP
>
t )
−1. The derivation of MLB∗ largely parallels that of LB∗. Only
the equality constraints in MLB∗ require a more detailed description. Substituting (3.14) into
the tth equality constraint in MLB yields
T∑
s=1
AtsXsPsMP
>
t + StPtMP
>
t = BtPtMP
>
t . (3.17)
As PtMP
>
t inherits invertibility from M , we can multiply (3.17) from the right by (PtMP
>
t )
−1Pt
to obtain the postulated equality constraint
T∑
s=1
AtsXsPsNtPt + StPt = BtPt .
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In contrast to the one-stage case, the probability measure P affects the constraints of the ap-
proximating linear programs MUB∗ and MLB∗ not only through its support but also through
its moments. This is not surprising since MSP accommodates expectation constraints. In the
absence of expectation constraints, however, the moment dependence of the equality constraints
in MUB∗ and MLB∗ is lost since Ats = 0 for all s > t while PsMtPt = Ps = PsNtPt for all
s ≤ t. To prove the latter statement, we first use the definition of Mt to deduce the relation
PsMtPt ξ = Ps E(ξ|ξt) = Ps ξ P-a.s. ∀ s ≤ t .
As the support of P is assumed to span Rk, the above statement is equivalent to PsMtPt = Ps
for all s ≤ t. Next, we use the definition of Nt and the fact that Ps = PsP>t Pt for all s ≤ t to
conclude that
PsNtPt = PsP
>
t PtMP
>
t (PtMP
>
t )
−1Pt = PsP>t Pt = Ps ∀ s ≤ t .
Remark 3.3.4 It is easy to show that the multi-stage version of problem D is given by
minimise E
(
−
T∑
t=1
bt(ξ
t)>yt(ξt)
)
subject to xt ∈ L2kt,nt ∀ t ∈ T
E
(∑T
s=1 A
>
stys(ξ
s)
∣∣ ξt)+ ct(ξt) = 0
yt(ξ
t) ≥ 0
 P-a.s. ∀t ∈ T .
(MD)
Under the same assumptions about the linearity of the conditional expectation, cost and right
hand side coefficients, the linear decision rule approximation to problem MDLB can be refor-
mulated by using robust optimisation techniques to the following linear program.
maximise
T∑
t=1
Tr(−PtMP>t B>t Yt)
subject to
T∑
s=1
A>stΨsWPsMtPt + CtPt = 0
Ψth≥ 0
Ψt≥ 0

∀t = 1, . . . , T.
(MDLB∗)
3.4. Numerical example 75
Problem MDLB∗ provides a conservative approximation to MD and as a result this constitutes
a progressive approximation to MSP. As state before, the major benefit of using linear decision
rules is that the size of the approximating linear program MDLB∗ is polynomial in k, l, m :=∑T
t=1 mt, and n :=
∑T
t=1 nt. Note that these numbers are typically linear in T , and hence the
size of MDLB∗ grows typically only polynomially with the number of decision stages.
The principal insights gained in this section are summarised in the following theorem. Its proof
is omitted since it widely parallels the argumentation in Section 3.1.
Theorem 3.3.5 Assume that P has a polyhedral support of the type (3.1), while Et(ξ) = MtPt ξ
almost surely for some Mt ∈ Rk×kt, t ∈ T. If MSP has deterministic constraint matrices and
is strictly feasible, then MUB, MLB and MDLB are equivalent to the linear programs MUB∗,
MLB∗ and MDLB∗, respectively. The sizes of these linear programs are polynomial in k, l,
m :=
∑T
t=1 mt, and n :=
∑T
t=1 nt, implying that they are efficiently solvable.
Remark 3.3.6 (Dual bound for problem RO) It is worthwhile to point out that the calcu-
lation of the dual bounds requires us to specify a distribution over both the stochastic parameters
(e.g. the random parameters in problem MSP) and the ambiguous parameters (i.e. the random
parameters in problem RO). This joint distribution can be chosen freely but must be consistent
with the given marginal distribution of the stochastic parameters. Each choice of the distribu-
tion gives rise to a different dual bound and—in principle—the best (largest) lower bound can
be found by maximising over all admissible distributions. This optimisation problem appears to
be hard since its objective function is non-convex, while the feasible set is convex but generically
lacks a simple representation in terms of conic constraints. We will return to the problem of
choosing an appropriate distribution for the ambiguous parameters in Section 3.4.
3.4 Numerical example
We consider an inventory system proposed by Ben-Tal et al. [14, § 5]. The system consists
of a warehouse and I factories, all of which produce a single good. The aim is to satisfy an
uncertain demand while minimising the worst case production costs over a planning horizon
of T semimonthly periods. ξt represents the demand of the product in period t, while cit
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denotes the unit production cost, xit the production capacity, and xit the actual output of
factory i in period t. The cumulative production capacity of factory i over the total planning
horizon amounts to xtot,i.
6 The factories forward all produced goods to the warehouse, which
has prescribed maximum and minimum inventory levels xwh and xwh, respectively. The initial
inventory level amounts to x0wh. We assume that ξ = (ξ1, . . . , ξT ) can take any value within a
rectangle of the form
Ξ := ×Tt=1[(1− θ) ξ∗ ςt, (1 + θ) ξ∗ ςt] ,
where ξ∗ represents the nominal demand, θ determines the demand variability, and the season-
ality factor
ςt := 1 +
1
2
sin
[
π(t− 1)
12
]
reflects our expectation that demands are highest in spring. In order to minimise the worst-case
cost over all possible demand scenarios, we solve the following robust inventory management
problem.
minimise xobj
subject to xobj ∈ R, xit ∈ L2t,1 ∀i = 1 . . . , I, t ∈ T
T∑
t=1
I∑
i=1
cit xit(ξ
t) ≤ xobj
0 ≤ xit(ξt) ≤ xit ∀i = 1 . . . , I, t ∈ T
T∑
t=1
xit(ξ
t) ≤ xtot,i ∀i = 1, . . . , I
xwh ≤ x0wh +
t∑
s=1
I∑
i=1
xis(ξ
s)−
t∑
s=1
ξs ≤ xwh ∀t ∈ T

P-a.s.
(3.18)
Note that Pmay be chosen freely by the modeller as long as its support is given by Ξ. This choice
does not affect the exact solution of (3.18), but—as manifested by our numerical results below—
may have a substantial impact on the quality of the dual linear decision rule approximation.
6It is assumed that xtot,i is smaller than
∑T
t=1 xit.
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Replacing the first constraint in (3.18) by
E
(
T∑
t=1
I∑
i=1
cit xit(ξ
t)
)
≤ xobj (3.19)
transforms (3.18) to a stochastic inventory management problem that minimises the expected
value of the production costs instead of their worst-case realisation. In this setting, we assume
that P is the uniform distribution on Ξ. Both the robust as well as the stochastic inventory
management problems are readily recognisable as instances of problem MSP in Section 3.3.
For our computational experiments, we use the same parameters as in [14]. We assume that
there are I = 3 factories, while the maximum instantaneous production capacity is set to
xit = 567 units uniformly over all factories and time periods. The cumulative production
capacity amounts to xtot,i = 13, 600 T/24 units for each factory (thus scaling linearly with
T ), and the maximum and minimum inventory levels are set to xwh = 2, 000 and xwh = 500,
respectively. Like the demand, the production costs are subject to seasonal changes, that is,
we set cit = αi ςt, where α1 = 1, α2 = 1.5, and α3 = 2. Finally, we fix ξ
∗ = 1, 000 units and
impose a significant demand uncertainty by setting θ = 20%.
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Figure 3.2: Linear decision rule-based bounds for an inventory problem
In a first test series, we solve the bounding problems MUB and MLB corresponding to the
stochastic inventory problem for planning horizons between 1 and 72 time units (i.e., three
years), see Figure 3.2, left. The relative gap between the bounds is consistently below 5%, which
demonstrates that the linear decision rule approximation achieves a high degree of precision in
this example. CPLEX 11.2 can solve the two largest bounding problems (each with a remarkable
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72 decision stages) within 3,519 seconds on a 2.4 GHz machine. In Table 3.1 we compare
the linear decision rule approximation (LDR) with a sample average approximation (SAA)
that replaces the true demand distribution by a discrete scenario tree obtained via conditional
sampling, see e.g. Shapiro [117] for details. Due to run time restrictions, the branching factor
of the randomised scenario tree is fixed to 2 (SAA2), 3 (SAA3), or 4 (SAA4) branches per
node, while the planning horizon ranges from 1 to 10 decision stages. Each SAA problem is
solved for 50 statistically independent scenario trees. Table 3.1 reports the 10%, 50%, and
90% quantiles of the resulting optimal objective values. Missing entries (n/a) indicate that the
corresponding SAA problems could not be solved since CPLEX ran out of memory (>4GB).
Table 3.1 also lists the lower (lb) and upper (ub) bounds associated with the linear decision
rule approximation. We observe that the SAA approximation is consistent with the linear
decision rule approximation and achieves a similar degree of accuracy—at least for the low
branching factors under consideration. However, the linear decision rule approach exhibits
superior scalability, as manifested by the average run times (see columns labelled ‘CPU’). For
the linear decision rule approximation we report the average run time required to calculate the
upper and lower bounds, and for the SAA approximation we disclose the average run time per
scenario tree. All run times are quoted in seconds on a 2.4 GHz machine using CPLEX 11.2.
Next, we solve the robust inventory problem, which offers some flexibility in choosing the
probability measure P. As neither the objective function nor the constraints of problem (3.18)
contain expectations, the upper bounding problem MUB associated with (3.18) depends on
P only through its support. However, the lower bounding problem MLB is also affected by
the second-order moments of P. Thus, any choice of P may result in a different lower bound.
If one naively sets P to the uniform distribution Puξ on Ξ, the resulting lower bound is weak,
see Figure 3.2, right. We expect to obtain stronger lower bounds by choosing measures that
concentrate probability mass on particularly unfavourable scenarios within Ξ. This reasoning
motivates us to solve the lower bounding problem under a probability measure Pwc that places
unit mass7 on the maximum demand scenario ξwc. This scenario is defined through ξwct :=
(1 + θ)ξ∗ςt, t ∈ T, and may be expected to result in particularly high production costs. It
turns out that the lower bound associated with Pwc collapses with the upper bound (which is
independent of the choice of P), implying that the robust problem (3.18) is solved exactly by
7Note that the support of Pwc is given by {ξwc} instead of Ξ, and thus we are—strictly speaking—not
allowed to set P = Pwc. This technical problem can be circumvented by considering the sequence of measures
{(1− 1ν )Pwc + 1νPu}ν∈N, which converges weakly to Pwc.
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linear decision rules.
This example demonstrates that the choice of Pξ is critical for the quality of the dual bounds
when the underlying decision problem optimises a worst case objective. We emphasise that
finding the worst case scenarios of generic multi-stage robust optimisation problems is NP-
hard [14]. However, a good understanding of a particular decision problem under consideration
will often allow the modeller to guess unfavourable scenarios that can be used to construct
probability measures suitable for the dual bound calculations.
Remark 3.4.1 To implement the linear decision rule approximation, we developed a software
prototype in C++. The aim of the software is to decouple the theoretical and practical aspects of
the approximation by providing the user with a simple interface to formulate and solve stochastic
optimisation problems. A summary of the main features is as follows.
1. The user provides an instance of MSP in text format. This includes a description of
both the decisions and random parameters of the problem. For the decisions, the software
requires the name and the stage in which they appear in, together with their objective
function contribution and constraints of the problem. Similarly, the requirements for the
random parameters are the name and the stage in which they appear in. The support of
the probability measure is defined in terms of a list of linear inequalities. To specify the
distribution of the probability measure, the user has two options. The first option is to
choose from a pre-specified list of elementary distributions, e.g. the uniform distribution.
The second option, in case the distribution cannot be described analytically, is to provide
an extra text file containing realisations of the random parameters.
2. The software processes the input data and constructs the corresponding instances of the
linear programs MUB∗ and MLB∗. Both problems are solved using one of the commercial
software products CPLEX, MOSEK or Gurobi.
3. The solutions of these problems are then processed. The optimal decision rules are provided
to the user in text format, already amenable to be used by mathematical programming
languages such as MATLAB. This is a useful feature as it provides a simple environment
for back-testing the obtained solution.
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The benefit of this software is that the user is not required to be familiar with the technical details
of the decision rule approximation. Therefore, it makes the approximation more accessible, as
the user can apply it to a stochastic program with minimal effort. It is worth pointing out
that the software can also handle the non-linear decision rule approximations described in the
following chapter.
3.5 Summary and conclusions
In this chapter we developed an a posteriori bound for the quality of the linear decision rule
approximation. This was done by applying the linear decision rule approximation both to the
primal and the dual formulation of the stochastic program. Applying linear decision rules to
the primal and dual problems constitutes a conservative and a progressive approximation to
the true optimal solution of the original problem, respectively. The gap between the objective
value of the two approximations gives the decision maker an indication of the loss of optimality
incurred. The advantage of this scheme is that the dual approximation preserves the tractability
properties of the primal approximation, which is particularly useful for approximating multi-
stage stochastic programs. The scalability benefits of this approximation are demonstrated in
a multi-stage inventory control problem, where we were able to solve a problem instance of 72
time stages, attaining an optimality gap of less than 5%.
After the completion of this work, there appeared a number of papers that complement the
idea presented in this chapter. The authors of [73] applied the linear decision rule approxi-
mation to the primal and dual version of a finite horizon linear quadratic control problems,
while the authors of [128] extended this framework to additionally cover infinite horizon linear
quadratic control problems. Moreover, the authors of [74] investigate the quality of the dual
approximation by altering the distribution of the problem and identify discrete points within
the uncertainty set that affect the quality of the lower bound. In addition to this work, the au-
thors of [108] extended the linear decision rule framework to cover convex quadratic, multi-stage
stochastic programs.
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Chapter 4
Generalised Decision Rule
Approximation
Stochastic programming studies models and algorithms for optimal decision making under un-
certainty. A salient feature of many stochastic programming problems is their dynamic nature:
some of the uncertain parameters are revealed sequentially as time progresses, and thus future
decisions must be modelled as functions of the observable data. These adaptive functional de-
cisions are often referred to as decision rules, and their presence severely complicates numerical
solution procedures. Indeed, when exact solutions are sought, already two-stage stochastic pro-
grams whose random parameters obey independent uniform distributions are computationally
intractable [55]. Multistage stochastic programs (with at least two adaptive decision stages)
remain intractable even if one searches only for approximate solutions of medium accuracy [119].
Over the past decades, research has focused on developing solution schemes that discretise the
distribution of the uncertain model parameters [29, 81, 135]. These discretisation approaches
theoretically achieve any desired level of accuracy at the cost of significant computational
overheads. Recently, an alternative solution paradigm has emerged which preserves the exact
distribution of the uncertain parameters but restricts the set of feasible adaptive decisions
to those possessing a simple functional form, such as linear, piecewise linear or polynomial
decision rules [14, 22, 66]. An attractive feature of these decision rule approaches is that
they typically lead to polynomial-time solution schemes. Even though linear decision rules are
known to be optimal for the linear quadratic regulator problem [3] and some one-dimensional
82
83
robust control problems [21], decision rule approximations generically sacrifice a significant
amount of optimality in return for scalability. In fact, the worst-case approximation ratio of
linear decision rules when applied to two-stage robust optimisation problems with m linear
constraints is O(√m) [19].
The goal of this chapter is to develop and analyse decision rules that provide more flexibility
than crude linear decision rules but preserve their favourable scalability properties. The idea
is to map the original stochastic program to an equivalent lifted stochastic program on a
higher-dimensional probability space. The relation between the uncertain parameters in the
original and the lifted problems is determined through a lifting operator which will be defined
axiomatically. We will show that there is a one-to-one correspondence between linear decision
rules in the lifted problem and families of non-linear decision rules in the original problem that
result from linear combinations of the components of the lifting operator. Thus, solving the
lifted stochastic program in linear decision rules, which can be done efficiently, is tantamount
to solving the original problem with respect to a class of non-linear decision rules.
The trade-off between optimality and scalability is controlled by the richness of the lifting
operator, that is, by the number of its component mappings and their structure. In order
to tailor the lifting operator to a given problem instance, it is crucial that the corresponding
approximation quality can be estimated efficiently. In this chapter we will measure the approx-
imation quality of a lifting by solving the primal as well as the dual of the lifted stochastic
program in linear decision rules, thereby obtaining an upper as well as a lower bound on the
(exact) optimal value of the original problem. The difference between these bounds provides
an efficiently computable measure for the approximation quality offered by the lifting at hand.
This primal-dual approach generalises a method that was first used to estimate the degree of
sub-optimality of naive linear decision rules, see Chapter 3 and [73, 84].
Our axiomatic lifting approach provides a unifying framework for several decision rule ap-
proximations proposed in the recent literature. Indeed, piecewise linear [12], segregated lin-
ear [43, 44, 66], as well as algebraic and trigonometric polynomial decision rules [12, 22] can be
seen as special cases of our approach if the lifting operator is suitably defined. To the best of
our knowledge, no efficient a posteriori procedure has yet been reported for measuring the ap-
proximation quality of these decision rules—the label “a posteriori” meaning that the resulting
quality measure is specific for each problem instance.
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The main contributions of this chapter may be summarised as follows.
1. We axiomatically introduce lifting operators that allow us to map a given stochastic
program to an equivalent problem on a higher-dimensional probability space. We prove
that solving the lifted problem in primal and dual linear decision rules results in upper
and lower bounds on the original problem that are tighter than the bounds obtained by
solving the original problem in linear decision rules. Moreover, we demonstrate that there
is a one-to-one relation between linear decision rules in the lifted problem and families of
non-linear decision rules in the original problem that correspond to linear combinations
of the components of the lifting operator.
2. We define a class of separable lifting operators that give rise to piecewise linear continuous
decision rules with an axial segmentation. These are closely related to the segregated
linear decision rules developed in [12, 66]. We prove that the corresponding lifted problems
in primal and dual linear decision rules are generically intractable. We then identify
tractable special cases and construct tractable approximations for the generic case.
3. We propose a class of separable liftings that result in tractable piecewise linear continuous
decision rules with a general segmentation. We show that these highly flexible decision
rules can offer a substantially better approximation quality than the decision rules with
axial segmentation.
The rest of this Chapter is organised as follows. Section 4.1 reviews recent results on primal
and dual linear decision rules, highlighting the conditions needed to ensure tractability of the
resulting optimisation problems. In Section 4.2 we introduce our axiomatic lifting approach
for one-stage stochastic programs. We show that if the convex hull of the support of the lifted
uncertain parameters has a tractable representation (or outer approximation) in terms of linear
inequalities, then the resulting lifted problems can be solved (or approximated) efficiently in pri-
mal and dual linear decision rules. Two versatile classes of piecewise linear liftings that ensure
this tractability condition are discussed in Section 4.3. Section 4.4 generalises the proposed lift-
ing techniques to the multi-stage case, and Section 4.5 assesses the performance of the new non-
linear primal and dual decision rules in the context of a stylised investment planning problem.
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Notation We model uncertainty by a probability space
(
Rk,B (Rk) ,Pξ) and denote the
elements of the sample space Rk by ξ. The Borel σ-algebra B (Rk) is the set of events that
are assigned probabilities by the probability measure Pξ. The support Ξ of Pξ represents the
smallest closed subset of Rk which has probability 1, and Eξ (∙) denotes the expectation operator
with respect to Pξ. For any m, n ∈ N, we let Lm,n be the space of all measurable functions from
Rm to Rn that are bounded on compact sets. As usual, Tr (A) denotes the trace of a square
matrix A ∈ Rn×n, while In represents the identity matrix in Rn×n. By slight abuse of notation,
the relations A ≤ B and A ≥ B denote component-wise inequalities for A, B ∈ Rm×n. Finally,
we denote by ek the kth canonical basis vector, while e denotes the vector whose components
are all ones. In both cases, the dimension will usually be clear from the context.
4.1 Primal and dual linear decision rules
In the first part of the chapter we study one-stage stochastic programs of the following type. A
decision maker first observes an element ξ of the sample space Rk and then selects a decision
x(ξ) ∈ Rn subject to the constraints Ax(ξ) ≤ b(ξ) and at a cost c(ξ)>x(ξ). In the framework
of stochastic programming, the aim of the decision maker is to find a function x ∈ Lk,n which
minimises the expected cost. This decision problem can be formalised as the following one-stage
stochastic program.
minimise Eξ
(
c (ξ)> x (ξ)
)
subject to x ∈ Lk,n
Ax (ξ) ≤ b (ξ) Pξ-a.s.
(SP)
Since the matrix A ∈ Rm×n does not depend on the uncertain parameters, we say that SP has
fixed recourse. By convention, the function x is referred to as a decision rule, strategy or policy.
To ensure that SP is well-defined, we always assume that it satisfies the following regularity
conditions.
(S1) Ξ is a compact subset of the hyperplane
{
ξ ∈ Rk : ξ1 = 1
}
, and its linear hull spans Rk.
(S2) The objective function coefficients and the right hand sides in SP depend linearly on
the uncertain parameters, that is, c (ξ) = Cξ and b (ξ) = Bξ for some C ∈ Rn×k and
B ∈ Rm×k.
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(S3) SP is strictly feasible, that is, there exists δ > 0 and a policy x ∈ Lk,n which satisfies the
inequality constraint in SP with b(ξ) replaced by b(ξ)− δe.
Condition (S1) ensures that ξ1 = 1 almost surely with respect to Pξ. This non-restrictive
assumption will simplify notation, as it allows us to represent affine functions of the non-
degenerate uncertain parameters (ξ2, . . . , ξk) in a compact way as linear functions of ξ =
(ξ1, . . . , ξk)
>. The assumption about the linear hull of Ξ ensures that the second order mo-
ment matrix Eξ
(
ξ ξ>
)
of the uncertain parameters is invertible, see [84]. This assumption is
also generic as it can always be enforced by reducing the dimension of ξ if necessary. Condition
(S2) is non-restrictive as we are free to redefine ξ to contain c (ξ) and b (ξ) as subvectors.
Finally, the nonrestrictive condition (S3) is standard in stochastic programming.
SP is #P-hard even if Pξ is the uniform distribution on the unit cube in Rk, see [55]. Hence,
there is no efficient algorithm to determine the optimal value of SP exactly unless P=NP. A
convenient way to obtain a tractable approximation for SP is to restrict the space of feasible
policies to those exhibiting a linear dependency on the uncertain parameters. Thus, we focus
on linear decision rules that satisfy x (ξ) = Xξ for some X ∈ Rn×k. Under this restriction, we
obtain the following approximate problem.
minimise Eξ
(
c (ξ)> Xξ
)
subject to X ∈ Rn×k
AXξ ≤ b (ξ) Pξ-a.s.
(UB)
This problem is of semi-infinite type and provides a conservative approximation for the original
stochastic program because we have reduced the underlying feasible set. Thus, the optimal
value of UB constitutes an upper bound on the optimal value of SP .
We can bound the optimal value of SP from below if we dualise SP and afterwards restrict the
decision rules corresponding to the dual variables to be linear functions of the uncertain data.
For this purpose, it is more convenient to rewrite SP as
minimise Eξ
(
c(ξ)>x(ξ)
)
subject to x ∈ Lk,n , s ∈ Lk,m
Ax (ξ) + s (ξ) = b (ξ)
s (ξ) ≥ 0
 Pξ-a.s.,
(4.1)
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where we have converted the inequality constraints to equality constraints by introducing slack
variables s ∈ Lk,m. We then proceed by establishing a min-max reformulation for problem (4.1).
minimise sup
y∈Lk,m
Eξ
(
c (ξ)> x (ξ) + y (ξ)> [Ax (ξ) + s (ξ)− b (ξ)]
)
subject to x ∈ Lk,n , s ∈ Lk,m
s(ξ) ≥ 0 Pξ-a.s.
(4.2)
Here, we have dualised the equality constraints by multiplying them with dual decisions y ∈
Lk,m and moving them to the objective function. It can be shown that (4.1) and (4.2) are
equivalent, see [137]. Note that the maximisation over the dual decisions in (4.2) imposes an
infinite penalty on all primal decisions (x, s) that violate the equality constraints Ax (ξ)+s (ξ) =
b (ξ) on a set of strictly positive probability.
In the following, we use the shorthand notation ‘inf x,s’ to denote the infimum over all x ∈ Lk,n
and over all s ∈ Lk,m that are almost surely non-negative. Similarly, ‘supy’ and ‘supY ’ represent
the suprema over all y ∈ Lk,m and Y ∈ Rm×k, respectively. Using the equivalence of (4.1) and
(4.2), we obtain
infx SP = infx,s supy Eξ
(
c(ξ)>x(ξ) + y(ξ)> [Ax(ξ) + s(ξ)− b(ξ)])
≥ infx,s supY Eξ
(
c(ξ)>x(ξ) + ξ>Y > [Ax(ξ) + s(ξ)− b(ξ)])
= infx,s supY Eξ
(
c(ξ)>x(ξ)
)
+ Tr
[
Y >Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] ξ>)] .
In the second line of the above derivation we require the dual decisions to be representable as
y(ξ) = Y ξ for some Y ∈ Rm×k. Thus, we effectively restrict the dual feasible set to contain only
linear decision rules. The maximisation in the third line can be carried out explicitly, which
implies that the optimal value of SP is bounded below by that of the following problem.
minimise Eξ
(
c(ξ)>x(ξ)
)
subject to x ∈ Lk,n , s ∈ Lk,m
Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] ξ>) = 0
s(ξ) ≥ 0
 Pξ-a.s.
(LB)
LB represents a relaxation of SP , and therefore its optimal value provides a lower bound
on the optimal value of SP . Note that LB involves only finitely many equality constraints.
However, LB still appears to be intractable as it involves a continuum of decision variables and
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non-negativity constraints.
Although the semi-infinite bounding problems UB and LB look intractable, they can be shown
to be equivalent to tractable linear programs under the following assumption about the convex
hull of Ξ.
(S4) The convex hull of the support Ξ of Pξ is a compact polyhedron of the form
conv Ξ =
{
ξ ∈ Rk : Wξ ≥ h} , (4.3)
where W ∈ Rl×k and h ∈ Rl satisfy W = (e1,−e1, Ŵ>)> and h = (1,−1, 0, . . . , 0)> for
some matrix Ŵ ∈ R(l−2)×k.
Theorem 4.1.1 If SP satisfies the regularity conditions (S1), (S2) and (S4), then UB is
equivalent to
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, Λ ∈ Rm×l
AX + ΛW = B
Λh ≥ 0, Λ ≥ 0.
(UB∗)
If SP additionally satisfies the regularity condition (S3), then LB is equivalent to
minimise Tr
(
MC>X
)
subject to X ∈ Rn×k, S ∈ Rm×k
AX + S = B(
W − h e>1
)
MS> ≥ 0,
(LB∗)
where M := Eξ
(
ξ ξ>
)
denotes the second order moment matrix of the uncertain parameters.
The sizes of the linear programs UB∗ and LB∗ are polynomial in k, l, m and n, implying that
they are tractable.
Proof See [84] and Chapter 3.
Theorem 4.1.1 requires a description of the convex hull of Ξ in terms of linear inequalities, which
may not be available or difficult to obtain. In such situations, it may be possible to construct a
tractable outer approximation Ξ̂ for the convex hull of Ξ which satisfies the following condition.
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(Ŝ4) There is a compact polyhedron Ξ̂ ⊇ conv Ξ of the form Ξ̂ = {ξ ∈ Rk : Wξ ≥ h}, where
W and h are defined as in (S4).
Under the relaxed assumption (Ŝ4), we can still bound the optimal value of SP .
Corollary 4.1.2 If SP satisfies the regularity conditions (S1), (S2) and (Ŝ4), then UB∗
provides a conservative approximation (i.e., a restriction) for UB. If SP additionally satisfies
the regularity condition (S3), then LB∗ provides a progressive approximation (i.e., a relaxation)
for LB.
4.2 Lifted stochastic programs
The bounds provided by Theorem 4.1.1 and Corollary 4.1.2 can be calculated efficiently by
solving tractable linear programs. However, the gap between these bounds can be large if the
optimal primal and dual decision rules for the original problem SP exhibit significant non-
linearities. In this section we elaborate a systematic approach for tightening the bounds that
preserves (to some extent) the desirable scalability of the linear decision rule approximations.
The basic idea is to lift SP to a higher-dimensional space and to then apply the linear decision
rule approximations to the lifted problem. In this section we axiomatically define the concept
of lifting and prove that the application of Theorem 4.1.1 and Corollary 4.1.2 to the lifted
problem leads to improved bounds on the original problem.
To this end, we introduce a generic lifting operator
L : Rk → Rk′ , ξ 7→ ξ′, (4.4a)
as well as a corresponding retraction operator
R : Rk′ → Rk, ξ′ 7→ ξ. (4.4b)
By convention, we will refer to Rk′ as the lifted space. The operators L and R are assumed to
satisfy the following axioms:
(A1) L is continuous and satisfies e>1 L(ξ) = 1 for all ξ ∈ Ξ;
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(A2) R is linear;
(A3) R ◦ L = Ik;
(A4) The component mappings of L are linearly independent, that is, for each v ∈ Rk′ , we
have
L (ξ)> v = 0 Pξ-a.s. =⇒ v = 0.
Axiom (A3) implies that L is an injective operator, which in turn implies that k′ ≥ k.
The following proposition illuminates the relationship between L and R.
Proposition 4.2.1 L ◦R is the projection on the range of L along the null space of R.
Proof By axiom (A3) we have L ◦R ◦L ◦R = L ◦R, which implies that L ◦R is a projection.
Axiom (A3) further implies that L ◦ R ◦ L = L, that is, L ◦ R is the identity on the range of
L. Finally, we have
R (ξ′ − L ◦R (ξ′)) = R (ξ′)− R ◦ L ◦R (ξ′) = 0,
where the first and second identity follow from (A2) and (A3), respectively. Hence, ξ′ − L ◦
R (ξ′) is an element of the null space of R for any ξ′ ∈ Rk′ , which concludes the proof.
We illustrate the axioms (A1)–(A4) and Proposition 4.2.1 with an example.
Example 4.2.2 Assume that the dimensions of the original and the lifted space are k = 2 and
k′ = 3, respectively. We define the lifting L through L((ξ1, ξ2)>) := (ξ1, ξ2, ξ22)
>
. Similarly, the
retraction R is given by R (ξ′1, ξ
′
2, ξ
′
3)
> := (ξ′1, ξ
′
2)
>. One readily verifies that L and R satisfy
the axioms (A1)–(A4). Figure 4.1 illustrates both operators. The lifting L maps ξ̂ to ξ̂′, and
the retraction R maps any point on the dashed line through ξ̂′ to ξ̂. The dashed line is given by
ξ̂′ + kernel(R), where kernel(R) = {(0, 0, α)> : α ∈ R} denotes the null space of R.
We define the probability measure Pξ′ on the lifted space
(
Rk′ ,B(Rk′)) in terms of the proba-
bility measure Pξ on the original space through the relation
Pξ′ (B′) := Pξ
({ξ ∈ Rk : L(ξ) ∈ B′}) ∀B′ ∈ B(Rk′).
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ξ1
11
ξ2
ξ′1
ξ′3
ξ′2
Ξ
Ξ′ = L (Ξ)
L (R2)
L
R
ξ̂
ξ̂′ = L(ξ̂)
Figure 4.1: Illustration of L and R. The left and right diagram show the original
and the lifted space Rk and Rk′ , respectively. The shaded areas and thick solid lines
represent Rk and Ξ in the left diagram and their lifted counterparts L
(
Rk
)
and Ξ′ =
L (Ξ) in the right diagram.
We also introduce the expectation operator Eξ′(∙) and the support Ξ′ := L(Ξ) with respect to the
probability measure Pξ′ . The following proposition explains the relation between expectations
and constraints in the original and lifted space.
Proposition 4.2.3 For two measurable functions f :
(
Rk′ ,B(Rk′)) → (R,B (R)) and g :(
Rk,B (Rk))→ (R,B (R)), we have
(i) Eξ (f (L(ξ))) = Eξ′ (f (ξ′))
(ii) Eξ (g (ξ)) = Eξ′ (g (Rξ′))
(iii) f (L (ξ)) ≤ 0 Pξ-a.s. ⇐⇒ f (ξ′) ≤ 0 Pξ′-a.s.
(iv) g (ξ) ≤ 0 Pξ-a.s. ⇐⇒ g (Rξ′) ≤ 0 Pξ′-a.s.
Proof Statement (i) follows immediately from [5, Theorem 1.6.12]. In view of (ii), we observe
that
Eξ (g (ξ)) = Eξ (g (R ◦ L (ξ))) = Eξ′ (g (Rξ′)) ,
where the first equality follows from (A3) and the second one from statement (i). As for (iii),
we have
f (L (ξ)) ≤ 0 Pξ-a.s. ⇐⇒ Eξ (max{0, f (L (ξ))}) = 0
⇐⇒ Eξ′ (max{0, f (ξ′)}) = 0
⇐⇒ f (ξ′) ≤ 0 Pξ′-a.s.
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Here, the second equivalence follows from statement (i), while the first and the last equivalences
follow from [5, Theorem 1.6.6(b)]. Statement (iv) can be shown in a similar manner.
We now consider a variant of the one-stage stochastic program SP on the lifted probability
space.
minimise Eξ′
(
c (Rξ′)> x(ξ′)
)
subject to x ∈ Lk′,n
Ax(ξ′) ≤ b (Rξ′) Pξ′-a.s.
(LSP)
The following proposition shows that the lifted stochastic program LSP is equivalent to SP .
Proposition 4.2.4 SP and LSP are equivalent in the following sense: both problems have the
same optimal value, and there is a one-to-one mapping between feasible and optimal solutions
in both problems.
Proof We show that any feasible solution in SP corresponds to a feasible solution in LSP
with the same objective value and vice versa. Suppose that x ∈ Lk,n is feasible in SP , and
consider the decision x′ ∈ Lk′,n defined through
x′ (ξ′) := x (Rξ′) ∀ξ′ ∈ Rk′ .
The feasibility of x in SP implies that
Ax (ξ) ≤ b (ξ) Pξ-a.s.
⇐⇒ Ax (Rξ′) ≤ b (Rξ′) Pξ′-a.s.
⇐⇒ Ax′ (ξ′) ≤ b (Rξ′) Pξ′-a.s.
Here, the first and second equivalence follow from Proposition 4.2.3 (iv) and the definition of
x′, respectively. Therefore, x′ is feasible in LSP . Moreover, by Proposition 4.2.3 (ii) we have
Eξ
(
c (ξ)> x (ξ)
)
= Eξ′
(
c (Rξ′)> x (Rξ′)
)
= Eξ′
(
c (Rξ′)> x′ (ξ′)
)
,
which implies that x in SP and x′ in LSP share the same objective value.
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Suppose now that x′ ∈ Lk′,n is feasible in LSP . We define the function x ∈ Lk,n through
x (ξ) := x′ (L (ξ)) ∀ξ ∈ Rk.
The feasibility of x′ in LSP implies that
Ax′ (ξ′) ≤ b (Rξ′) Pξ′-a.s.
⇐⇒ Ax′ (L (ξ)) ≤ b (R ◦ L (ξ)) Pξ-a.s.
⇐⇒ Ax (ξ) ≤ b (ξ) Pξ-a.s.
Here, the first equivalence follows from Proposition 4.2.3 (iii), while the second equivalence is
due to the definition of x and (A3). Hence, x is feasible in SP . Proposition 4.2.3 (i) and (A3)
also imply that
Eξ′
(
c (Rξ′)> x′ (ξ′)
)
= Eξ
(
c (R ◦ L (ξ))> x′ (L (ξ))
)
= Eξ
(
c (ξ)> x (ξ)
)
,
which guarantees that x′ in LSP and x in SP share the same objective value.
Remark 4.2.5 If two pairs of lifting and retraction operators L1 : Rk → Rk′ , R1 : Rk′ → Rk
and L2 : Rk′ → Rk′′ , R2 : Rk′′ → Rk′ satisfy (A1)–(A4), then the combined operators
L := L2 ◦L1, R := R1 ◦R2 also satisfy (A1)–(A4). This means that lifted stochastic programs
can be constructed iteratively, and all of these lifted programs are equivalent to the original
problem SP.
Since SP and LSP are equivalent, an upper (lower) bound on the optimal value of LSP
also constitutes an upper (lower) bound on the optimal value of SP . It is therefore useful to
investigate the lifted upper bound LUB and the lifted lower bound LLB obtained by applying
the primal and dual linear decision rules from the previous section to LSP instead of SP . In
fact, it will turn out that LUB and LLB provide a tighter approximation than UB and LB,
which are obtained by applying the linear decision rule approximations directly to SP .
The linear decision rule approximations LUB and LLB in the lifted space Rk′ correspond to
non-linear decision rule approximations in the original space Rk. To show this, we write the
lifting operator as L = (L1, . . . , Lk′), where Li : Rk → R denotes the ith coordinate mapping.
These coordinate mappings can be viewed as basis functions for constructing non-linear decision
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rules in the original space. To this end, we consider a conservative approximation of SP that
restricts the set of primal decision rules to linear combinations of the coordinate mappings of
L, that is, to x ∈ Lk,n that satisfy x (ξ) = X ′L (ξ) for some X ′ ∈ Rn×k′ . We are thus led to the
following non-linear upper bound on SP .
minimise Eξ
(
c (ξ)> X ′L (ξ)
)
subject to X ′ ∈ Rn×k′
AX ′L (ξ) ≤ b (ξ) Pξ-a.s.
(NUB)
Similarly, we obtain a lower bound on SP by restricting the set of dual decisions y ∈ Lk,m in
Section 2 to those that can be represented as y (ξ) = Y ′L (ξ) for some Y ′ ∈ Rm×k′ . By using
similar arguments as in Section 2, we obtain the following non-linear lower bound on SP .
minimise Eξ
(
c(ξ)>x(ξ)
)
subject to x ∈ Lk,n , s ∈ Lk,m
Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] L (ξ)>
)
= 0
s(ξ) ≥ 0
 Pξ-a.s.
(NLB)
We now show that optimising over the linear decision rules in the lifted space is indeed equivalent
to optimising over those decision rules in the original space that result from linear combinations
of the basis functions L1, . . . , Lk′ .
Proposition 4.2.6 The nonlinear stochastic programs NUB, NLB and the linear lifted stochas-
tic programs LUB, LLB satisfy the following equivalences.
(i) NUB and LUB are equivalent.
(ii) NLB and LLB are equivalent.
Equivalent problems attain the same optimal value, and there is a one-to-one mapping between
feasible and optimal solutions to equivalent problems.
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Proof It follows from Proposition 4.2.3 that NUB is equivalent to
minimise Eξ′
(
c (Rξ′)> X ′ξ′
)
subject to X ′ ∈ Rn×k′
AX ′ξ′ ≤ b (Rξ′) Pξ′-a.s.,
which can readily be identified as LUB. Thus assertion (i) follows. By using similar arguments
as in Proposition 4.2.4, one can further show that NLB is equivalent to
minimise Eξ′
(
c(Rξ′)>x′(ξ′)
)
subject to x′ ∈ Lk′,n , s′ ∈ Lk′,m
Eξ′
(
[Ax′(ξ′) + s′(ξ′)− b(Rξ′)] ξ′>
)
= 0
s′(ξ′) ≥ 0
 Pξ′-a.s.,
which we recognise as LLB. This observation establishes assertion (ii).
Example 4.2.7 In Example 4.2.2, the lifted linear decision rule X ′ξ′ with X ′ = (1, 1, 1) cor-
responds to the nonlinear decision rule x(ξ) = ξ1 + ξ2 + ξ
2
2 in the original space Rk.
We now show that the linear decision rule approximations in the lifted space Rk′ lead to tighter
bounds on the optimal value of SP that the linear decision rule approximations in the original
space Rk.
Theorem 4.2.8 The optimal values of the approximate problems UB, LUB, LB and LLB
satisfy the following chain of inequalities.
inf LB ≤ inf LLB ≤ inf SP = inf LSP ≤ inf LUB ≤ inf UB (4.5)
Proof In Section 4.1 we have already seen that inf LB ≤ inf SP ≤ inf UB. Proposition 4.2.4
implies that inf SP = inf LSP , and from Proposition 4.2.6 we conclude that inf LLB ≤
inf LSP ≤ inf LUB. Thus, it only remains to be shown that inf LUB ≤ inf UB and inf LB ≤
inf LLB.
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As for the first inequality, let X be feasible in UB and set X ′ := XR. Then X ′ is feasible in LUB since
AXξ ≤ b (ξ) Pξ-a.s.
⇐⇒ AXR ◦ L (ξ) ≤ b (R ◦ L (ξ)) Pξ-a.s.
⇐⇒ AX ′L (ξ) ≤ b (R ◦ L (ξ)) Pξ-a.s.
⇐⇒ AX ′ξ′ ≤ b (Rξ′) Pξ′-a.s.,
where the equivalences follow from axiom (A3), the definition of X ′ and Proposition 4.2.3 (iii),
respectively. Moreover, X in UB and X ′ in LUB share the same objective value since
Eξ
(
c (ξ)> Xξ
)
= Eξ
(
c (R ◦ L (ξ))>XR ◦ L (ξ)
)
= Eξ
(
c (R ◦ L (ξ))>X ′L (ξ)
)
= Eξ′
(
c (Rξ′)> X ′ξ′
)
,
where the identities follow from axiom (A3), the definition of X ′ and Proposition 4.2.3 (i),
respectively. On the other hand, for a generic X ′ feasible in LUB there may be no X feasible
in UB with the same objective value. Therefore, we have inf LUB ≤ inf UB.
Next, let (x, s) be feasible in NLB, which is equivalent to LLB due to Proposition 4.2.6 (ii).
Then (x, s) is feasible in LB since
0 = Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] L (ξ)>
)
=⇒ 0 = Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] L (ξ)>
)
R> = Eξ
(
[Ax(ξ) + s(ξ)− b(ξ)] ξ>) .
Here, the identities follow from the feasibility of (x, s) in NLB and axiom (A3). As LB and
NLB have the same objective function, we conclude that inf LB ≤ infNLB = inf LLB.
We have shown that the primal and dual linear decision rule approximations to LSP may
result in improved bounds on SP . We now prove that LSP satisfies the conditions (S1)–(S4),
which are necessary to obtain tractable reformulations for the approximate lifted problems via
Theorem 4.1.1 and Corollary 4.1.2.
Proposition 4.2.9 If SP satisfies (S1)–(S3), then LSP satisfies these conditions as well.
Proof The support Ξ′ of Pξ′ is compact as it is the image of a compact set under the continuous
mapping L, see axiom (A1). Axiom (A1) also guarantees that L maps Ξ to a subset of the
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hyperplane {ξ ∈ Rk′ : ξ′1 = 1}. We now show that Ξ′ spans Rk′ . Assume to the contrary that
Ξ′ does not span Rk′ . Then there is v ∈ Rk′ , v 6= 0, such that
ξ′>v = 0 Pξ′-a.s. ⇐⇒ L (ξ)> v = 0 Pξ-a.s.,
where the equivalence follows from Proposition 4.2.3 (iii). By axiom (A4) we conclude that
v = 0. This is a contradiction, and hence the claim follows. In summary, we have shown that
LSP satisfies (S1).
Axiom (A2) ensures that the retraction operator R is linear. Hence, the objective and right
hand side coefficients of LSP are linear in the uncertain parameter ξ′, and thus LSP satisfies
(S2).
To show that LSP satisfies (S3), we will use a similar argument as in Proposition 4.2.4.
Suppose that x ∈ Lk,n is strictly feasible in SP . We define the function x′ ∈ Lk′,n through
x′ (ξ′) := x (Rξ′) ∀ξ′ ∈ Rk′ .
The strict feasibility of x in SP implies that there exists δ > 0 such that
Ax (ξ) ≤ b (ξ)− δe Pξ-a.s.
⇐⇒ Ax (Rξ′) ≤ b (Rξ′)− δe Pξ′-a.s.
⇐⇒ Ax′ (ξ′) ≤ b (Rξ′)− δe Pξ′-a.s.,
where the equivalences follow from Proposition 4.2.3 (iv) and the definition of x′, respectively.
Therefore, x′ is strictly feasible in LSP , and thus LSP satisfies (S3).
In order to apply Theorem 4.1.1 and Corollary 4.1.2 to LUB and LLB, we also need an exact
representation or an outer approximation of the convex hull of Ξ′ in terms of linear inequalities,
see conditions (S4) and (Ŝ4). In the following sections we will show that these conditions hold
in a number of relevant special cases. We close this section with an explicit description of Ξ ′
in terms of Ξ and L.
Proposition 4.2.10 The support Ξ′ of the probability measure Pξ′ on the lifted space is given
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by
Ξ′ =
{
ξ′ ∈ Rk′ : Rξ′ ∈ Ξ, L ◦R (ξ′) = ξ′
}
.
Proof The support of Pξ′ can be expressed as
Ξ′ = L(Ξ) =
{
ξ′ ∈ Rk′ : ∃ξ ∈ Rk with ξ ∈ Ξ and L (ξ) = ξ′}
=
{
ξ′ ∈ Rk′ : Rξ′ ∈ Ξ, L ◦R (ξ′) = ξ′} ,
where the identity in the second line follows from Proposition 4.2.1.
4.3 Piecewise linear continuous decision rules
In this section we propose a class of supports Ξ and piecewise linear lifting operators L that
satisfy the axioms (A1)–(A4) and that ensure that the convex hull of Ξ′ = L(Ξ) has a tractable
representation or outer approximation. We show that the sizes of the corresponding approxi-
mate problems LUB and LLB are polynomial in the size of the original problem SP as well as
the description of L. We can then invoke Theorem 4.1.1 and Corollary 4.1.2 to conclude that
LUB and LLB can be solved efficiently.
4.3.1 Piecewise linear continuous decision rules with axial segmen-
tation
The first step towards defining our non-linear lifting is to select a set of breakpoints for each
coordinate axis in Rk. These breakpoints will define the structure of the lifted space, and they
are denoted by
zi1 < z
i
2 < . . . < z
i
ri−1 for i = 2, . . . , k,
where ri − 1 denotes the number of breakpoints along the ξi axis. We allow the case ri = 1,
where there are no breakpoints along the ξi axis. Due to the degenerate nature of the first
uncertain parameter ξ1, we always set r1 = 1. Without loss of generality, we assume that all
breakpoints {zij}ri−1j=1 are located in the interior of the marginal support of ξi. In the remainder
of this section we will work with a lifted space whose dimension is given by k′ :=
∑k
i=1 ri. The
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vectors in the lifted space Rk′ can be written as
ξ′ =
(
ξ′11, ξ
′
21, . . . , ξ
′
2r2
, ξ′31, . . . , ξ
′
3r3
, . . . , ξ ′k1, . . . , ξ
′
krk
)>
.
Next, we use the breakpoints to define the lifting operator L = (L11, . . . , Lkrk), where the
coordinate mapping Lij corresponds to the ξ
′
ij axis in the lifted space and is defined through
Lij (ξ) :=

ξi if ri = 1,
min {ξi, zi1} if ri > 1, j = 1,
max
{
min
{
ξi, z
i
j
}− zij−1, 0} if ri > 1, j = 2, . . . , ri − 1,
max
{
ξi − zij−1, 0
}
if ri > 1, j = ri.
(4.6)
By construction, Lij is continuous and piecewise linear with respect to ξi and constant in all
of its other arguments, see Figure 4.2. If ri = 1 for all i = 1, . . . , k, then L reduces to the
identity mapping on Rk. The linear retraction operator corresponding to L is denoted by
R = (R1, . . . , Rk), where the coordinate mapping Ri corresponds to the ξi axis in the original
space and is defined through
Ri (ξ
′) :=
ri∑
j=1
ξ′ij . (4.7)
Figure 4.2: Graph of the coordinate mapping Lij for 1 < i ≤ k and 1 < j < ri.
We now show that L and R satisfy the axioms (A1)–(A4).
Proposition 4.3.1 The operators L and R defined in (4.6) and (4.7) satisfy the axioms (A1)–
(A4).
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Proof The axioms (A1) and (A2) are satisfied by construction. Axiom (A3) is satisfied if
Ri (L (ξ)) =
ri∑
j=1
Lij (ξ) = ξi ∀i = 1, . . . , k.
For ri = 1 this condition is trivially satisfied. For ri > 1 we distinguish the following two cases.
(i) If ξi ≤ zi1, then Li1 (ξ) = ξi and Lij (ξ) = 0 for all j = 2, . . . , ri. Thus,
∑ri
j=1 Lij (ξ) = ξi.
(ii) If ξi > zi1, then set j
∗ := max{j ∈ {1, . . . , ri − 1} : zij ≤ ξi} so that
Lij (ξ) =

zij if j = 1
zij − zij−1 if j = 2, . . . , j∗ − 1
ξi − zij−1 if j = j∗
0 if j > j∗
and thus
ri∑
j=1
Lij (ξ) = z
i
1 +
j∗−1∑
j=2
(
zij − zij−1
)
+ ξi − zij∗−1 = ξi.
The above arguments apply for each i = 1, . . . , k, and thus (A3) follows. Axiom (A4) is
also satisfied since Li1, . . . , Liri are non-constant on disjoint subsets of Rk, each of which has a
non-empty intersection with Ξ.
As in Section 4.2, we use the lifting operator L to define the probability measure Pξ′ on the
lifted space and denote the support of Pξ′ by Ξ′. The lifted problems LSP , LUB and LLB,
as well as the problems NUB and NLB involving non-linear decision rules, are defined in the
usual way. We now give a precise characterisation of the decision rules that can be represented
as linear combinations of the coordinate mappings (4.6) of the lifting L. To this end, we need
the following definition.
Definition 4.3.2 Let FL be the linear space of all continuous functions f : Rk → R which
vanish at the origin and are affine on the hyper-rectangles
k×
i=1
[
ziji−1 − ziji
]
, ∀ji = 1, . . . , ri, i = 1, . . . , k. (4.8)
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Here, we use the convention z10 := −∞ and ziri := +∞. We will refer to FL as the space of all
piecewise linear continuous decision rules induced by L.
Proposition 4.3.3 Without loss of generality, assume that zi1 = 0 for all i = 2, . . . , k. Then
FL coincides with the space of all functions f : Rk → R of the form f (ξ) = v>L (ξ) for some
v ∈ Rk′, that is, all functions that can be represented as linear combinations of the coordinate
mappings corresponding to L.
Proof Choose f ∈ FL. We first show that there exist piecewise constant functions φi : R →
R, i = 1, . . . , k, such that
∂f (ξ)
∂ξi
= φi (ξi) ∀ξi 6∈
{
zi1, . . . , z
i
ri−1
}
, (4.9)
where φi is constant on (z
i
j−1, z
i
j) for all j = 1, . . . , ri. Since f is piecewise linear, ∂f (ξ)/∂ξi is
constant on the interior of each hyper-rectangle in (4.8). It remains to be shown that ∂f (ξ)/∂ξi
is constant in ξ−i := (ξ1, . . . , ξi−1, ξi+1, . . . , ξk). To this end, choose ξi 6∈ {zi1, . . . , ziri−1} and
consider the function
ξ−i 7→ ∂f (ξi, ξ−i)
∂ξi
. (4.10)
Since f is piecewise linear, (4.10) is locally constant at any ξ−i whose components do not
coincide with any breakpoint. Also, (4.10) inherits continuity from f and is therefore globally
constant. This establishes (4.9).
Since f ∈ FL, f vanishes at the origin, and we can recover f from its partial derivatives through
f (ξ) =
k∑
i=1
∫ ξi
0
φi(ξˆi) dξˆi.
Since φi is a piecewise constant function, we conclude that Fi (ξi) :=
∫ ξi
0
φi(ξˆi) dξˆi is continuous
and piecewise linear on the intervals [zij−1, z
i
j ] for all i = 1, . . . , k, j = 1, . . . , ri. Note that
Lij(0) = 0 for all i = 1, . . . , k, j = 1, . . . , ri. Thus, (4.6) implies that there are unique
coefficients vi1, . . . , viri ∈ R such that
Fi (ξi) =
ri∑
j=1
vijLij(ξ) ∀ξ ∈ Rk
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for each i = 1, . . . , k. We therefore have
f (ξ) =
k∑
i=1
Fi (ξi) =
k∑
i=1
ri∑
j=1
vijLij (ξ) .
Thus, f is equivalent to a linear combination of the coordinate mappings corresponding to L.
Conversely, since each coordinate mapping of L is contained in FL, it is clear that v>L ∈ FL
for all v ∈ Rk′ .
Proposition 4.3.3 implies that the approximate problems NUB and NLB optimise over all
piecewise linear continuous decision rules that are induced by L. We now demonstrate that
these problems are generically intractable for liftings of the type (4.6). To this end, we need
the following auxiliary result.
Lemma 4.3.4 The following decision problem is NP-hard:
Instance. A convex polytope Ξ ⊂ Rk of the form (4.3) and τ ∈ R.
Question. Do all ξ ∈ Ξ satisfy ∑ki=1 |ξi| ≤ τ?
Proof See [72, Lemma 3.2].
Theorem 4.3.5 The approximate problems LUB and LLB defined through a lifting operator
L of the type (4.6) are NP-hard even if there is only one breakpoint per coordinate axis.
Proof Let Ξ ⊂ Rk be a convex polytope of the type (4.3) and denote by Pξ the uniform
distribution on Ξ. For a fixed scalar τ ∈ R, we define the following instance of SP .
minimise 0
subject to x ∈ Lk,k
−xi (ξ) ≤ ξi ≤ xi (ξ) , i = 1, . . . , k
k∑
i=1
xi (ξ) ≤ τ
 Pξ-a.s.
(SP ′)
SP ′ is optimised by x∗ ∈ Lk,k defined through x∗i (ξ) := |ξi|, i = 1, . . . , k. We thus have
k∑
i=1
|ξi| ≤ τ ∀ξ ∈ Ξ ⇐⇒ inf SP ′ ≤ 0.
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Hence, Lemma 4.3.4 implies that checking the feasibility of SP ′ is NP-hard. We now set ri := 2
and zi1 := 0 for all i = 2, . . . , k, and we define the lifting operator L : Rk → Rk′ as in (4.6) with
k′ := 2k − 1. By construction, there exists X ′ ∈ Rk×k′ such that x∗ (ξ) = X ′L (ξ), and thus we
have
inf SP ′ = inf NUB′ = inf LUB′.
The above arguments allow us to conclude that
k∑
i=1
|ξi| ≤ τ ∀ξ ∈ Ξ ⇐⇒ inf LUB′ ≤ 0.
By Lemma 4.3.4, LUB′ is thus NP-hard. Hence, generic problems of the type LUB are NP-hard
as well.
To prove NP-hardness of LLB, we consider the following instance of SP .
minimise Eξ
((
τ −
k∑
i=1
ξi
)
x0 (ξ) + 2
k∑
i=1
ξi xi (ξ)
)
subject to x = (x0, . . . , xk) ∈ Lk,k+1, s1 ∈ Lk,k+1, s2 ∈ Lk,k+1
xi (ξ)− s1i (ξ) = 0
x0 (ξ)− xi (ξ)− s2i (ξ) = 0
s1i (ξ) ≥ 0, s2i (ξ) ≥ 0
 i = 0, . . . , k, Pξ-a.s.
(SP ′′)
Note that we used the equivalent reformulation (4.1) of SP to express SP ′′. The problem SP ′′
uses the same measure Pξ and support Ξ as our previous problem SP ′.1 We can now construct
NLB′′ in the usual way by using the same lifting operator L as in the first part of this proof.
minimise Eξ
((
τ −
k∑
i=1
ξi
)
x0 (ξ) + 2
k∑
i=1
ξi xi (ξ)
)
subject to x = (x0, . . . , xk) ∈ Lk,k+1, s1 ∈ Lk,k+1, s2 ∈ Lk,k+1
Eξ ([xi (ξ)− s1i (ξ)] L (ξ)) = 0
Eξ ([x0 (ξ)− xi (ξ)− s2i (ξ)] L (ξ)) = 0
s1i (ξ) ≥ 0, s2i (ξ) ≥ 0
 i = 0, . . . , k, Pξ-a.s.
(NLB′′)
1We remark that SP ′′ can be related to the dual of SP ′. However, this relation is irrelevant for our
argumentation.
104 Chapter 4. Generalised Decision Rule Approximation
The dual of NLB′′ in the sense of [57] is given by
maximise 0
subject to y1i ∈ Rk′ , y2i ∈ Rk′ , i = 0, . . . , k
τ −
k∑
i=1
ξi + y
1>
0 L (ξ) +
k∑
i=1
y2>i L (ξ) = 0
2ξi + y
1>
i L (ξ)− y2>i L (ξ) = 0, i = 1, . . . , k
y1>i L (ξ) ≤ 0, i = 0, . . . , k
y2>i L (ξ) ≤ 0, i = 0, . . . , k

Pξ-a.s.
(4.11)
Proposition 4.1 in [57] implies that strong duality holds. Thus the inequality inf NLB′′ ≥ 0 is
satisfied if and only if (4.11) is feasible. Using the second constraint group in (4.11) to eliminate
the variables y2i , i = 0, . . . , k, the constraints in (4.11) can be equivalently expressed as
τ +
k∑
i=1
ξi +
k∑
i=1
y1>i L (ξ) = −y1>0 L (ξ)
y1>i L (ξ) ≤ min{0,−2ξi}, i = 1, . . . , k
y1>0 L (ξ) ≤ 0

Pξ-a.s.
Next, using the first equation in the above constraint system to eliminate y10, we obtain
τ +
k∑
i=1
ξi +
k∑
i=1
y1>i L (ξ) ≥ 0
y1>i L (ξ) ≤ min{0,−2ξi}, i = 1, . . . , k
 Pξ-a.s.
By setting y1>i L(ξ) = min{0,−2ξi}, which is possible because min{0,−2ξi} is a continuous
piecewise linear function with a breakpoint at 0, we find that this last constraint system is
feasible if and only if
τ −
k∑
i=1
|ξi| ≥ 0 Pξ-a.s.
Proposition 4.2.6 implies that
inf LLB′′ ≥ 0 ⇐⇒ inf NLB′′ ≥ 0 ⇐⇒
k∑
i=1
|ξi| ≤ τ ∀ξ ∈ Ξ.
By Lemma 4.3.4, LLB′′ is thus NP-hard. Hence, generic problems of the type LLB are NP-hard
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as well.
Theorem 4.3.5 implies that we cannot solve LUB and LLB efficiently for generic liftings of
the type (4.6), even though these problems arise from a linear decision rule approximation.
However, Theorem 4.1.1 ensures that LUB and LLB can be solved efficiently if conv Ξ′ has a
tractable representation of the type (4.3). We now show that if Ξ constitutes a hyper-rectangle
within {ξ ∈ Rk : e>1 ξ = 1}, then there exists such a tractable representation for liftings of the
type (4.6). Afterwards, we construct a tractable outer approximation for conv Ξ ′ in generic
situations.
Let Ξ be a hyper-rectangle of the type
Ξ =
{
ξ ∈ Rk : ξ1 = 1, ` ≤ ξ ≤ u
}
. (4.12)
By Proposition 4.2.10, the support Ξ′ of the lifted probability measure Pξ′ induced by L is given
by
Ξ′ =
{
ξ′ ∈ Rk′ : L ◦R (ξ′) = ξ′, ξ′1 = 1, ` ≤ R(ξ′) ≤ u
}
and constitutes a non-convex, connected and compact set, see (4.6). In order to calculate its
convex hull, we exploit a separability property of Ξ′ that originates from the rectangularity of
Ξ. For the further argumentation, we define the partial lifting operators
Li :=
 Rk → Rriξ 7→ ξ′i := (Li1 (ξ) , . . . , Liri (ξ))> (4.13)
for i = 1, . . . , k. Note that due to (4.6) the vector-valued function Li is piecewise affine in ξi
and constant in its other arguments. By the rectangularity of Ξ we conclude that
Ξ′ = L (Ξ) =
k×
i=1
Li (Ξ) =
k×
i=1
Ξ′i, (4.14)
where Ξ′i := Li (Ξ). The marginal supports Ξ
′
i inherit the non-convexity, connectedness and
compactness from Ξ′. Note that (4.14) implies
conv Ξ′ =
k×
i=1
conv Ξ′i,
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and therefore it is sufficient to derive a closed-form representation for the marginal convex hulls
conv Ξ′i. Recall that `i < z
i
1 and z
i
ri−1 < ui for i = 2, . . . , k, that is, all breakpoints along the
ξi-axis in Rk lie in the interior of the marginal support [`i, ui].
Figure 4.3: The left diagram illustrates the range of the partial lifting Li, which
consists of three perpendicular line segments. Here, we assume that there are only
two breakpoints at zi1 and z
i
2 along the ξi direction (i.e., ri = 3). The right diagram
shows the marginal support Ξ′i (thick line) as well as its convex hull, which is given
by a simplex (thick and dashed lines).
Lemma 4.3.6 The convex hull of Ξ′i, i = 2, . . . , k, is given by
conv Ξ′i =
{
ξ′i ∈ Rri : V −1i (1, ξ′>i )> ≥ 0
}
,
where
V −1i :=

zi1
zi1−`i
− 1
zi1−`i
− `i
zi1−`i
1
zi1−`i
− 1
zi2−zi1
1
zi2−zi1
. . .
. . . − 1
ziri−1−z
i
ri−2
1
ziri−1−z
i
ri−2
− 1
ui−ziri−1
1
ui−ziri−1

.
Remark 4.3.7 A similar result is reported in [12, Lemma 14.3.3] in the context of robust
optimisation.
Proof The set Ξ′i is a union of ri connected finite line segments, see Figure 4.3. Its extreme
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points are
v0 =

`i
0
...
...
0

, v1 =

zi1
0
...
...
0

, v2 =

zi1
zi2 − zi1
0
...
0

, ∙ ∙ ∙ , vri =

zi1
zi2 − zi1
...
ziri−1 − ziri−2
ui − ziri−1

.
Since `i < z
i
1 < . . . < z
i
ri−1 < ui, the difference vectors {vj − v0}rij=1 are linearly independent.
The convex hull of Ξ′i is thus given by the non-degenerate simplex with vertices {vj}rij=0, that
is, it coincides with the set of all points representable as
ξ′i =
ri∑
j=0
λjvj ,
ri∑
j=0
λj = 1, λ0, . . . , λri ≥ 0.
Therefore, we have
conv Ξ′i =
{
ξ′i ∈ Rri : ∃λ ∈ Rri+1 with Viλ = (1, ξ′>i )>, λ ≥ 0
}
=
{
ξ′i ∈ Rri : V −1i (1, ξ′>i )> ≥ 0
}
,
where
Vi :=
 1 ∙ ∙ ∙ 1
v0 ∙ ∙ ∙ vri
 ∈ R(ri+1)×(ri+1)
and V −1i is shown in the assertion of this lemma.
Lemma 4.3.6 allows us to write the convex hull of Ξ′ as
conv Ξ′ =
k×
i=1
conv Ξ′i
=
{
ξ′ = (ξ′1, . . . , ξ
′
k) ∈
k×
i=1
Rri : ξ′1 = 1, V −1i (1, ξ′>i )> ≥ 0, i = 2, . . . , k
}
.
(4.15)
Note that conv Ξ′ is of the form (4.3) and therefore satisfies condition (S4). This implies that
Theorem 4.1.1 is applicable, which ensures that LUB and LLB are equivalent to the linear
programs LUB∗ and LLB∗ that result from applying the upper and lower bound formulations
from Section 4.1 to the lifted stochastic program LSP . Moreover, since conv Ξ′ is described
by O(k′) inequalities, the sizes of LUB∗ and LLB∗ are polynomial in k, l, m, n and the total
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number k′ of breakpoints.
Assume now that Ξ is a generic polytope of the type (4.3). Then the convex hull of Ξ ′ has no
tractable representation. However, we can systematically construct a tractable outer approx-
imation for conv Ξ′. To this end, let {ξ ∈ Rk : ` ≤ ξ ≤ u} be the smallest hyper-rectangle
containing Ξ. We have
Ξ =
{
ξ ∈ Rk : Wξ ≥ h}
=
{
ξ ∈ Rk : Wξ ≥ h, ` ≤ ξ ≤ u} , (4.16)
which implies that Ξ′ = Ξ′1 ∩ Ξ′2, where
Ξ′1 :=
{
ξ′ ∈ Rk′ : WRξ′ ≥ h}
Ξ′2 :=
{
ξ′ ∈ Rk′ : L ◦R (ξ′) = ξ′, ` ≤ R(ξ′) ≤ u} .
We thus conclude that
Ξ̂′ :=
{
ξ′ ∈ Rk′ : WRξ′ ≥ h, V −1i (1, ξ′>i )> ≥ 0, i = 2, . . . , k
} ⊇ conv Ξ′ (4.17)
since Ξ̂′ = Ξ′1 ∩ conv Ξ′2 and Ξ′1 = conv Ξ′1, see (4.15). Note that Ξ̂′ is of the form (4.3) and
therefore satisfies condition (Ŝ4). This implies that Corollary 4.1.2 is applicable, which ensures
that LUB is conservatively approximated by LUB∗, while LLB is progressively approximated
by LLB∗. Moreover, since Ξ̂′ has O(l+k′) facets, where l denotes the number of rows in matrix
W , the sizes of LUB∗ and LLB∗ are polynomial in k, l, m, n and the dimension k′ of the lifted
space.
The main results of this subsection can be summarised in the following theorem.
Theorem 4.3.8 Assume that the original problem SP satisfies (S1)–(S4) and consider any
lifting of the type (4.6). Then the following hold.
(i) The lifted problem LSP satisfies (S1)–(S3) and (Ŝ4).
(ii) If Ξ is a hyper-rectangle of the type (4.12), then LSP satisfies the stronger conditions
(S1)–(S4).
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(iii) The sizes of the bounding problems LUB∗ and LLB∗ are polynomial in k, l, m, n and
k′, implying that they are efficiently solvable.
4.3.2 Piecewise linear continuous decision rules with general seg-
mentation
Even though the liftings considered in Section 4.3.1 provide considerable flexibility in tailor-
ing piecewise linear decision rules, all pieces of linearity are rectangular and aligned with the
coordinate axes in Rk. It is easy to construct problems for which such an axial segmentation
results in infeasible or severely sub-optimal decisions.
Example 4.3.9 Consider the stochastic program
minimise
x∈L3,1
Eξ (x (ξ))
subject to x (ξ) ≥ max{|ξ2|, |ξ3|} Pξ-a.s.,
where ξ2 and ξ3 are independent and uniformly distributed on [−1, 1]. The optimal solution
x(ξ) = max{|ξ2|, |ξ3|} is kinked along the main diagonals in the (ξ2, ξ3)-plane, and the cor-
responding optimal value amounts to 2/3. The best piecewise linear decision rule with axial
segmentation (which is also the best affine decision rule) is x(ξ) = 1 and achieves the sub-
optimal objective value 1.
Example 4.3.9 motivates us to investigate piecewise linear decision rules with generic segmen-
tations that are not necessarily aligned with the coordinate axes. Our aim is to construct
piecewise linear decision rules whose kinks are perpendicular to prescribed folding directions.
In the following, we demonstrate that such versatile decision rules can be constructed by gen-
eralising the liftings discussed in Section 4.3.1.
Select finitely many folding directions fi ∈ Rk, i = 1, . . . , kη, which span Rk (thus, we have
kη ≥ k). Moreover, for each folding direction fi select finitely many breakpoints
zi1 < z
i
2 < . . . < z
i
ri−1. (4.18)
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For technical reasons, we always set f1 = e1 and r1 = 1. We now construct piecewise linear
decision rules with kinks along hyperplanes that are perpendicular to fi and at a distance
zij/‖fi‖ from the origin. The general idea is to apply a lifting of the type (4.6) to the augmented
random vector η := Fξ instead of ξ, where F := (f1, . . . , fkη)
> is the rank-k matrix whose rows
correspond to the folding directions.
Define now the piecewise linear lifting operator Lη : Rkη → Rk′η , η 7→ η′, and the corresponding
retraction operator Rη : Rk′η → Rkη , η′ 7→ η, as in (4.6) and (4.7) by using the breakpoints
(4.18). We set k′η :=
∑kη
i=1 ri. In analogy to Proposition 4.3.3, one can show that the k
′
η
component mappings of the combined lifting Lη ◦ F span the space of all piecewise linear
continuous functions in Rk which are non-smooth on the hyperplanes {ξ ∈ Rk : f>i ξ = zij}.
However, Lη◦F is not a valid lifting if kη > k, that is, if the number of folding directions strictly
exceeds the dimension of ξ, since then it violates axiom (A4). Indeed, for kη > k the kernel
of F> is not a singleton. Therefore, there exists η ∈ kernel(F>), η 6= 0, such that by setting
v := (Rη)>η we observe that v 6= 0 since v>Lη(η) = η>η 6= 0 by axiom (A3), see Proposition
4.3.1. Nevertheless, we have
v>Lη ◦ F (ξ) = η>F (ξ) = 0 Pξ-a.s.,
and thus Lη ◦ F fails to satisfy axiom (A4).
To remedy this shortcoming, we define E as the linear hull of Lη ◦ F (Ξ) and let gi ∈ Rk′η , i =
1, . . . , k′, be a basis for E. For technical reasons, we always set g1 = e1. Note that k′ ≤ k′η since
E is a subspace of Rk′η . We now define the lifting L : Rk → Rk′ through
L := G ◦ Lη ◦ F, (4.19)
where G := (g1, . . . , gk′)
> ∈ Rk′×k′η is the rank-k′ matrix whose rows correspond to the basis
vectors of E. The purpose of G in (4.19) is to remove all linear dependencies among the
component mappings of Lη ◦F . The corresponding retraction R : Rk′ → Rk is defined through
R := F+ ◦Rη ◦G+, (4.20)
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where F+ := (F>F )−1F> ∈ Rk×kη and G+ := G>(GG>)−1 ∈ Rk′η×k′ are the left and right
inverses of F and G, respectively.
Proposition 4.3.10 The operators L and R defined in (4.19) and (4.20) satisfy (A1)–(A4).
Proof Axioms (A1) and (A2) are satisfied by construction. Axiom (A3) is satisfied if
R ◦ L = F+ ◦Rη ◦G+ ◦G ◦ Lη ◦ F = Ik. (4.21)
We have F+ ◦ Rη ◦ Lη ◦ F = Ik since F+F = Ik by the definition of the left inverse and since
Lη and Rη satisfy axiom (A3), see Proposition 4.3.1. Thus, (4.21) follows if we can show that
G+G acts as the identity on the range of Lη ◦ F . As the columns of G> constitute a basis for
E, we conclude that for any η′ ∈ E there exists v ∈ Rk′ such that G>v = η′. This implies that
G+Gη′ = G>
(
GG>
)−1
Gη′
= G>
(
GG>
)−1
GG>v
= G>v = η′ ∀η′ ∈ E.
Thus G+G acts as the identity on the range of Lη ◦ F , and therefore (A3) follows from (4.21).
To prove axiom (A4), we first show that the orthogonal complement of E satisfies
E⊥ ⊆ {(Rη)>η : η ∈ kernel(F>)} . (4.22)
This holds if Lη ◦ F (ξ) is orthogonal to (Rη)>η for all ξ ∈ Ξ and η ∈ kernel(F>). Indeed, we
have
η>Rη ◦ Lη ◦ F (ξ) = ξ>(F>η) = 0 ∀ξ ∈ Ξ, η ∈ kernel(F>),
and thus (4.22) follows. Next, choose v ∈ Rk′ , v 6= 0, and observe that G>v ∈ E since the row
space of G coincides with E. This implies that G>v 6∈ E⊥, and thus
∃η′ ∈ E : v>Gη′ 6= 0 =⇒ ∃ξ ∈ Ξ : v>G ◦ Lη ◦ F (ξ) = v>L(ξ) 6= 0.
Since L is continuous, v>L(ξ) cannot vanish Pξ-almost surely. This implies axiom (A4).
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The liftings of type (4.19) provide much flexibility in designing piecewise linear decision rules.
In particular, they cover the class of liftings considered in Section 4.3.1 if we set F and G
to Ik and Ik′η , respectively. This implies that the lifted approximate problems LUB and LLB
are computationally intractable for generic liftings of the type (4.19) even if there is only one
breakpoint per folding direction, see Theorem 4.3.5. As in Section 4.3.1 we need to construct
a tractable representation or outer approximation for the convex hull of Ξ ′ = L(Ξ) in order to
invoke Theorem 4.1.1 or Corollary 4.1.2. In the following, we develop an outer approximation
for the convex hull of hyper-rectangular sets Ξ.
The convex hull of Ξ′ is given by
conv Ξ′ = conv L (Ξ) = conv G ◦ Lη ◦ F (Ξ)
= G (conv Lη ◦ F (Ξ)) ,
where the last equality holds since the linear operator G preserves convexity, see [112, Proposi-
tion 2.21]. Therefore, our problem reduces to finding an outer approximation for conv Lη◦F (Ξ).
To this end, let {η ∈ Rkη : ` ≤ η ≤ u} be the smallest hypercube that encloses Θ := F (Ξ). In
analogy to Proposition 4.2.10, one can show that
Θ = {η ∈ Rkη : ∃ξ ∈ Ξ with Fξ = η}
= {η ∈ Rkη : WF+η ≥ h, FF+η = η}
= {η ∈ Rkη : WF+η ≥ h, FF+η = η, ` ≤ η ≤ u},
where the second equality holds since FF+ is the orthogonal projection onto the range of F
and since ξ = F+η by definition of F+ and η. Note that Θ has the same structure as Ξ in
(4.16) in the sense that it involves a set of generic linear constraints as well as box constraints.
Thus, an outer approximation for the convex hull of Lη(Θ) is given by
Θ̂′ :=
{
η′ := (η′1, . . . , η
′
kη) ∈
kη×
i=1
Rri : WF+ ◦Rη(η′) ≥ h, V −1i (1, η′>i )> ≥ 0
}
,
see (4.17), where the matrices V −1i are defined as in Lemma 4.3.6. Thus the resulting outer
approximation for conv Ξ′ is given by Ξ̂′ := G(Θ̂′). This set represents a polytope that satisfies
condition (Ŝ4). This implies that Corollary 4.1.2 is applicable, which ensures that LUB is
conservatively approximated by LUB∗, while LLB is progressively approximated by LLB∗.
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The insights of this subsection are summarised in the following theorem.
Theorem 4.3.11 Assume that the original problem SP satisfies (S1)–(S4) and consider any
lifting of the type (4.19). Then the following hold.
(i) The lifted problem LSP satisfies (S1)–(S3) and (Ŝ4).
(iii) The sizes of the bounding problems LUB∗ and LLB∗ are polynomial in k, l, m, n and
k′, implying that they are efficiently solvable.
4.4 Multi-stage stochastic programs
In this section we demonstrate that the lifting techniques developed for the single-stage stochas-
tic program SP extend to multistage stochastic programs of the form
minimise Eξ
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
subject to xt ∈ Lkt,nt ∀ t ∈ T
t∑
s=1
Atsxs(ξ
s) ≤ bt(ξt) Pξ-a.s. ∀t ∈ T.
(MSP)
Here it is assumed that ξ is representable as ξ = (ξ1, . . . , ξT ) where the subvectors ξt ∈ Rkt
are observed sequentially at time points indexed by t ∈ T := {1, . . . , T}. Without loss of
generality, we assume that k1 = 1 and ξ1 = 1 Pξ-a.s. The history of observations up to time
t is denoted by ξt := (ξ1, . . . , ξt) ∈ Rkt , where kt :=
∑t
s=1 ks. Consistency then requires that
ξT = ξ and kT = k. The decision xt(ξ
t) ∈ Rnt is selected at time t after the outcome history ξt
has been observed but before the future outcomes {ξs}s>t have been revealed. The objective
is to find a sequence of decision rules xt ∈ Lkt,nt , t ∈ T, which map the available observations
to decisions and minimise a linear expected cost function subject to linear constraints. The
requirement that xt depends solely on ξ
t reflects the non-anticipative nature of the dynamic
decision problem at hand and essentially ensures its causality. We will henceforth assume that
MSP satisfies the following regularity conditions.
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(M1) The support Ξ of the probability measure Pξ of ξ is a compact subset of the hyperplane
{ξ ∈ Rk : ξ1 = 1} and its linear hull spans Rk.
(M2) The objective function coefficients and the right hand sides in MSP depend linearly on
ξ, that is, ct (ξ
t) = Ctξ
t and bt (ξ
t) = Btξ
t for some Ct ∈ Rnt×kt and Bt ∈ Rmt×kt , t ∈ T.
(M3) MSP is strictly feasible.
(M4) The random vectors {ξt}t∈T are mutually independent.
The conditions (M1)–(M3) are the multi-stage equivalents of the conditions (S1)–(S3) for
SP . The additional condition (M4) is a widely used standard assumption in multi-stage
stochastic programming. (M4) is necessary to guarantee tractability of the lifted lower bound
problem to be developed below.
As in the single-stage case, the intractable problem MSP can be bounded above and below
by two semi-infinite problems MUB and MLB, which are obtained by requiring the primal
and dual decisions in MSP to be linear in ξ, respectively [84]. These problems turn out to be
tractable if the convex hull of Ξ is representable by a finite set of linear inequalities, as stated
in the following assumption.
(M5) The convex hull of the support Ξ of Pξ is a compact polyhedron of the form
conv Ξ =
{
ξ ∈ Rk : Wξ ≥ h} ,
where W ∈ Rl×k and h ∈ Rl are defined in condition (S4), see Section 4.1.
Condition (M5) is the multi-stage equivalent of (S4). We can now generalise Theorem 4.1.1
to MSP .
Theorem 4.4.1 If MSP satisfies the conditions (M1), (M2) and (M5), then MUB is
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equivalent to
minimise
T∑
t=1
Tr
(
PtMP
>
t C
>
t Xt
)
subject to Xt ∈ Rnt×kt , Λt ∈ Rmt×l
t∑
s=1
AtsXsPs + ΛtW = BtPt
Λth ≥ 0, Λt ≥ 0

∀t ∈ T,
(MUB∗)
where the truncation operators Pt, t ∈ T, are defined through Pt : Rk → Rkt , ξ 7→ ξt. If MSP
also satisfies the conditions (M3) and (M4), then MLB is equivalent to
minimise
T∑
t=1
Tr
(
PtMP
>
t C
>
t Xt
)
subject to Xt ∈ Rnt×kt , St ∈ Rmt×kt
t∑
s=1
AtsXsPs + StPt = BtPt(
W − h e>1
)
MP>t S
>
t ≥ 0

∀t ∈ T
(MLB∗)
The sizes of the linear programs (MUB∗) and (MLB∗) are polynomial in k := ∑Tt=1 kt, l,
m :=
∑T
t=1 mt, and n :=
∑T
t=1 nt, implying that they are efficiently solvable.
Proof See [84].
If conv Ξ has no tractable representation, it may be possible to construct a tractable outer
approximation Ξ̂ for the convex hull of Ξ which satisfies the following condition.
(M̂5) There is a compact polyhedron Ξ̂ ⊇ conv Ξ of the form Ξ̂ = {ξ ∈ Rk : Wξ ≥ h}, where
W and h are defined in condition (S4), see Section 4.1.
If condition (M̂5) holds, then we can extend Corollary 4.1.2 to MSP as follows.
Corollary 4.4.2 If MSP satisfies the conditions (M1), (M2) and (M̂5), then MUB∗ pro-
vides a conservative approximation (i.e., a restriction) for MUB. If MSP additionally satis-
fies the conditions (M3) and (M4), then MLB∗ provides a progressive approximation (i.e., a
relaxation) for MLB.
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We can use lifting techniques to improve the upper and lower bounds on MSP provided by
MUB and MLB. To this end, we introduce a lifting operator L : Rk → Rk′ , ξ 7→ ξ′, as well
as a retraction operator R : Rk′ → Rk, ξ′ 7→ ξ. We assume that the lifted random vector
ξ′ := (ξ′1, . . . , ξ
′
T ) has a similar temporal structure as ξ, where ξ
′
t ∈ Rk′t , ξ′t := (ξ′1, . . . , ξ ′t) ∈ Rk′t ,
k′t :=
∑t
s=1 k
′
s, ξ
′T = ξ′ and k′T = k′. As in Section 4.2, admissible pairs of lifting and retraction
operators must satisfy the axioms (A1)–(A4). Due to the temporal structure inherent in MSP
we need to impose the following additional axiom.
(A5) The lifting L satisfies L = (L1, . . . , LT ), where Lt : Rkt → Rk′t , ξt 7→ ξ′t, depends only
on the observation of ξ at time t. Likewise, the retraction R satisfies R = (R1, . . . , RT ),
where Rt : Rk
′
t → Rkt , ξ′t 7→ ξt, depends only on the observation of ξ′ at time t.
Intuitively, the new axiom (A5) guarantees that the lifting L preserves the non-anticipative
nature of the decision problem at hand. As before, we use L and R to define the lifted version
of MSP :
minimise Eξ′
(
T∑
t=1
ct(PtRξ
′)>x′t(ξ
′t)
)
subject to x′t ∈ Lk′t,nt ∀ t ∈ T
t∑
s=1
Atsx
′
s(ξ
′s) ≤ bt(PtRξ′) Pξ′-a.s. ∀t ∈ T,
(LMSP)
where Pξ′ and Pt are defined in Section 4.2 and Theorem 4.4.1, respectively.
Proposition 4.4.3 MSP and LMSP are equivalent in the following sense: both problems
attain the same optimal value, and there is a one-to-one mapping between feasible and optimal
solutions in both problems.
Proof The proof of this proposition widely parallels the proof of Proposition 4.2.4. The only
difference is that axiom (A5) is needed to establish a one-to-one correspondence between non-
anticipative policies in MSP and LMSP .
Our goal is to apply Theorem 4.4.1 and Corollary 4.4.2 to the lifted problem LMSP to obtain
tighter bounds on the original problem MSP . However, this is only possible if LMSP satisfies
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(M1)–(M4) and a tractable representation or outer approximation of conv Ξ is given by (M5)
or (M̂5), respectively. In a first step we verify the satisfaction of the conditions (M1)–(M4).
Proposition 4.4.4 If MSP satisfies conditions (M1)–(M4), then LMSP also satisfies
these conditions.
Proof The proof that LMSP satisfies (M1)–(M3) is largely parallel to the proof of Propo-
sition 4.2.9 and is thus omitted. To prove that LMSP satisfies (M4), recall that the random
vectors {ξt}t∈T are mutually independent, which implies via axiom (A5) that {Lt(ξt)}t∈T are
also mutually independent with respect to Pξ. By construction of the probability distribution
Pξ′ of ξ′, the random vectors {ξ′t}t∈T are therefore also mutually independent with respect to
Pξ′ . Hence, LMSP satisfies (M4).
The axioms (A1)–(A5) are not sufficient to guarantee that LMSP satisfies condition (M5) or
(M̂5) wheneverMSP does so. However, if each of the stage-wise liftings Lt : Rkt → Rk′t , t ∈ T,
is constructed like the single-stage liftings in Section 4.3, then it is easy to show that LMSP
satisfies either (M5) or (M̂5) whenever MSP does so. In this situation, we can solve the
approximate linear decision rule problems LMUB∗ and LMLB∗ efficiently.
Remark 4.4.5 If we are only interested in the conservative approximation LMUB and have
no intention to solve LMLB, then the assumptions (M3) and (M4) on the original problem
MSP are not needed. Moreover, axiom (A5) can be amended to allow for history-dependent
liftings of the form
Lt : Rk
t → Rk′t , ξt 7→ ξ′t.
In this generalised setting, the lifted problem LMSP can still be shown to be equivalent to
MSP and to satisfy (M1) and (M2). Moreover, for the piecewise linear liftings discussed in
Section 4.3, LMSP can be shown to satisfy (M5) or (M̂5) whenever MSP does so. Thus,
LMUB∗ provides a tractable conservative approximation for the original problem MSP.
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4.5 Numerical example
We apply the decision rule approximations of Section 4.3 to a stylised version of the capacity ex-
pansion model discussed in [83]. Consider an electricity system comprising a set R = {1, . . . , r}
of regions, where the electricity demand in region r ∈ R is described by the random variable δr.
All demands have to be satisfied by a set N = {1, . . . , n} of power plants, where plant n ∈ N
can produce up to gn units of electricity at uncertain unit costs ζn. Each power plant n ∈ N
is located in one of the regions r ∈ R, and we denote the set of plants located in region r by
N(r) ⊆ N . The regions r ∈ R are connected by a set M = {1, . . . , m} of directed transmission
lines, where line m ∈ M has a capacity of fm units of electricity. We denote by M+(r) ⊆ M the
set of transmission lines that are directed towards region r ∈ R, while M−(r) ⊆ M represents
the set of lines that emanate from region r.
We model the capacity expansion problem as a two-stage stochastic program. In the first stage,
the capacity of plant n ∈ N (line m ∈ M) can be expanded by a fraction un ∈ [0, 1] (vm ∈ [0, 1])
at linear costs cnun (dmvm). Then, the uncertain demands δ = (δr)r∈R and operating costs
ζ = (ζn)n∈N are revealed. In the second stage, the expanded system is put into operation, that
is, the amount of electricity gn produced by plant n ∈ N and the amount of electricity fm
transmitted on line m ∈ M are chosen. If fm ≥ 0, then |fm| units of electricity are transmitted
along the direction of line m ∈ M , whereas fm < 0 means that |fm| units of electricity are
transmitted in the opposite direction. The goal is to minimise the sum of investment costs and
expected operating costs while satisfying all regional demands. The problem can be formulated
as the following instance of MSP .
minimise
∑
n∈N
cnun +
∑
m∈M
dmvm + Eξ
(∑
n∈N
ζngn(ξ)
)
subject to u ∈ Rn, v ∈ Rm, g ∈ L2k,n, f ∈ L2k,m
0 ≤ un ≤ 1 ∀n ∈ N
0 ≤ vm ≤ 1 ∀m ∈ M
0 ≤ gn(ξ) ≤ gn (1 + un) ∀n ∈ N
−fm (1 + vm) ≤ fm(ξ) ≤ fm (1 + vm) ∀m ∈ M∑
n∈N(r)
gn(ξ) +
∑
m∈M+(r)
fm(ξ) ≥
∑
m∈M−(r)
fm(ξ) + δr ∀r ∈ R

Pξ-a.s.
(4.23)
By a slight abuse of notation, we denote the second stage random variables by ξ = (δ, ζ).
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The first two constraints in (4.23) limit the expansion potential. The next pair of constraints
ensures that the capacities of the generators and transmission lines are obeyed. Finally, the last
constraint ensures energy conservation: in any region r ∈ R, the total amount of outflowing
electricity must not exceed the total amount of inflowing electricity.
We can find sub-optimal but feasible solutions by solving (4.23) in linear or piecewise linear
decision rules. To assess the performance of these approximations, we generate random test
instances of problem (4.23) according to the following procedure. For a given number of rˉ re-
gions, we randomly construct a connected electricity network which accommodates, on average,
rˉ/2 power plants and rˉ2/4 transmission lines. The regional demands are modelled as indepen-
dent random variables with uniform distributions, and the initial plant and line capacities are
chosen such that the nominal system demand can be served. The uncertain operating costs of
the plants are modelled as affine functions of two risk factors (e.g., the prices for oil and gas).
We generate upper and lower bounds on the optimal value of (4.23) via linear decision rules,
piecewise linear continuous decision rules with axial segmentation (hereafter ‘axial decision
rules’), and piecewise linear continuous decision rules with general segmentation (‘general de-
cision rules’). In all experiments the breakpoints are placed uniformly within the marginal
supports of the respective random parameters. The axial decision rules are additively separa-
ble with respect to the components of ξ = (δ, ζ), whereas the general decision rules include an
additional term that is piecewise linear in the difference between the two risk factors explain-
ing the operating costs. Intuitively, this extra term allows the system operator to respond to
changes in the fuel price structure. Note that other terms depending e.g. on demand differences
between adjacent regions might also prove beneficial. For the sake of simplicity, we disregard
such extensions.
In the first test series, we solve 100 instances of the bounding problems LMUB∗ and LMLB∗
for a network of 10 regions (rˉ = 10). The aim is to assess the performance of the axial
and general decision rules as their complexity (number of breakpoints) increases, see Figure
4.4, left. We observe that the average relative gap for linear decision rules (zero breakpoints)
amounts to 51%, while as the average relative gap for the axial and general decision rules
with 9 breakpoints amounts to 17% and 3%, respectively. Our results show that the piecewise
linear decision rules outperform the linear decision rules by a significant margin. Moreover, the
example demonstrates that the general decision rules can provide the extra flexibility needed
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for finding a near-optimal solution. Every instance in this test was solved within 2 minutes on
a 2.4 GHz machine using CPLEX 12.1.
We now investigate the scalability of the decision rule approximations. To this end, we solve 100
instances of LMUB∗ and LMLB∗ corresponding to networks of up to 30 regions using linear
as well as axial and general decision rules with 5 breakpoints. We observe that the average
relative gap for all three types of decision rules is constant in the instance size, indicating that
the approximation quality of the decision rules is independent of the problem size. The average
solution time for an instance with 30 regions amounts to 5, 2600 and 2700 seconds for the
linear, axial and general decision rules, respectively.
In the third test series, we examine the approximation quality of the decision rules as the
degree of demand and price uncertainty changes. We solve 100 instances of LMUB∗ and
LMLB∗ corresponding to networks of 20 regions and vary the size of the support of the
random parameters, see Figure 4.4, right. We observe that the approximation quality of the
linear decision rules is highly sensitive to the size of the random parameters’ support, while the
piecewise linear decision rules (with 5 breakpoints) perform more consistently as the support
increases. Again, we observe that the approximation quality of the general decision rules is
significantly better than that of the axial decision rules.
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Figure 4.4: The left diagram illustrates the performance of the piecewise linear de-
cision rules in dependence of the number of breakpoints. The thick lines indicate the
average standardised objective value of LMUB∗, while the thin lines indicate the av-
erage standardised objective value of problem LMLB∗. The right diagram illustrates
the deterioration of the solution quality for the three different types of decision rules
as a function of the size of the random parameters’ support.
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4.6 Summary and conclusions
In this chapter we extended the framework of the linear decision rule approximation developed
in Chapter 3, to the more general framework of non-linear decision rules. The main idea used in
this chapter takes advantage of the fact that one can always map a linearly parameterised non-
linear function into a higher dimensional space, where it can be represented as a linear function.
Therefore, by mapping the original stochastic program to an equivalent lifted stochastic pro-
gram on a higher-dimensional probability space, we show that applying the linear decision rule
approximation to the lifted stochastic program is equivalent to applying the non-linear decision
rule approximation to the original problem. This allows us to employ the theory developed in
Chapter 3 to find non-linear decision rule approximations for the primal and dual versions of
stochastic programs.
The structure of the lifting operator dictates both the quality as well as the scalability of the
approximation. Employing the robust optimisation techniques used in Chapter 3 to reformulate
the semi-infinite constraints induced form the approximation, requires that the convex hull of
the lifted probability measure support can be described by the intersection of polynomially
many half spaces. In this chapter we identify cases where this can be achieved. We identify
a general class of piecewise linear decision rules where the approximated stochastic program
can be reformulated into a linear programs, whose size grows polynomially with the input
parameters and the number of time stages.
It is worth noting that after the completion of this work, the authors of [7] extended the idea
presented in this chapter to cover the case of polynomial decision rule approximations. The
authors use the sums-of-squares approximation to reformulate the semi-infinite constraints for
the primal problem, and develop a dual version of the sums-of-squares approximation based
on the general problem of moments in order to reformulate the lower bounding problem. The
resulting optimisation programs are cast as semi-definite programs.
Chapter 5
Decision Rules in Action: Applications
in Operations Management
Operations managers frequently take decisions whose consequences extend well into the future.
Inevitably, the outcomes of such choices are affected by significant uncertainty: changes in cus-
tomer taste, technological advances and unforeseen stakeholder actions all have a bearing on
the suitability of these decisions. It is well documented in theory and practise that disregarding
this uncertainty often results in severely suboptimal decisions, which can in turn lead to the
under-performance or complete breakdown of production processes. Yet, researchers and prac-
titioners frequently neglect uncertainty and instead focus on the expected or most likely market
developments. We argue in the following that this is caused by the inherent limitations of the
mainstream approaches to decision-making under uncertainty. While our argument applies to
other methods as well, we will restrict our discussion to stochastic programming. The goal of
this chapter advocates the decision rule approach as a promising candidate to remedy some of
these shortcomings.
Stochastic programming techniques have a long history of applications in operations manage-
ment. Recourse problems and chance-constrained problems have been developed for the design
of supply chains [115, 91, 71], the planning of facility layouts [53, 123, 85], production planning
and inventory control [94, 6], production scheduling [104, 130] and project management [49, 77].
There are much fewer applications of robust optimisation techniques to operations management
problems. The paper [26] studies the optimal control of a multi-echelon supply chain that is
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defined on a network. A robust inventory control problem with ambiguous demands is stud-
ied in [116]. Extension to simultaneous inventory control and dynamic pricing, as well as
two-echelon supply chains with flexible commitments contracts, can be found in [13, 1]. The
papers [138, 80] develop robust formulations of well known deterministic production scheduling
problems, and robust project management problems are studied in [46, 136].
In the following, we apply the decision rule approach to two well known operations management
problems: a production planning and a supply chain design problem. The aim is to evaluate
the performance of the decision rule approximations developed in the previous chapters and
compare the method with alternative approaches to account for data uncertainty. All of our
numerical results are obtained using the IBM ILOG CPLEX 12 optimisation package on a
dual-core 2.4GHz machine with 4GB RAM [79].
5.1 Production planning
Our first case study concerns a medium-term production planning problem for a multi-product
plant with uncertain customer demands and backlogging. We assume that the plant consists
of a single processing unit that is capable of manufacturing different products in a continuous
single-stage process. We first elaborate a formulation that disregards changeovers, and we
afterwards extend the model to sequence-dependent changeover times and costs.
We wish to determine a production plan that maximises the expected profit for a set of products
I and a weekly planning horizon T = {1, . . . , T}. To this end, we denote by pti the amount of
product i ∈ I that is produced during week t ∈ T \ {T}. The processing unit can manufacture
ri units of product i per hour, and it has an uptime of R hours per week. At the beginning of
each week t ∈ T , we observe the demand ξti that arises for product i during week t. We assume
that the demands ξ1i in the first week are deterministic, while the other demands ξti, t > 1,
are stochastic. Having observed the demands ξti, we then decide on the quantity sti of product
i that we sell during week t at a unit price Pti. We also determine the orders bti for product
i that we backlog during week t at a unit cost CB ti. We assume that the sales sti in week t
must be served from the stock produced in week t − 1 or before. Once the sales decisions sti
for week t have been made, the inventory level Iti for product i during week t is known. Each
unit of product i held during period t leads to inventory holding costs CI ti, and we require that
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Figure 5.1: Temporal structure of the production planning model. The decisions
with subscript t may depend on all demands realised in weeks 1, . . . , t.
the inventory levels Iti satisfy the lower and upper inventory bounds I ti and I ti, respectively.
Deterministic versions of this problem have been studied in [40, 87]. For literature surveys on
related production planning problems, we refer to [130, 60]. The temporal structure of the
problem is illustrated in Figure 5.1.
We can formulate the production planning problem as follows.
maximise E
[∑
t∈T
∑
i∈I
Ptisti(ξ
t)− CB tibti(ξt)− CI tiIti(ξt)
]
subject to
∑
i∈I
pti(ξ
t)/ri ≤ R
pti(ξ
t) ≥ 0 ∀i ∈ I
 ∀t ∈ T \ {T}
bti(ξ
t) = bt−1,i(ξt−1) + ξti − sti(ξt)
Iti(ξ
t) = It−1,i(ξt−1) + pt−1,i(ξt−1)− sti(ξt)
 ∀t ∈ T \ {1} , ∀i ∈ I
b1i(ξ
t) = b0i + ξ1i − s1i(ξ1), I1i(ξt) = I0i − s1i(ξ1)
bti(ξ
t) ≥ 0, sti(ξt) ≥ 0, I ti ≤ Iti(ξt) ≤ I ti ∀t ∈ T , ∀i ∈ I
We require the constraints to be satisfied for all realisations ξ ∈ Ξ of the uncertain customer
demands. The parameters b0i and I0i specify the initial backlog and inventory, respectively.
One can easily show that the production planning problem is an instance of the problem MSP
studied in Chapters 3 and 4. The same applies to variations of the problem where the prices
and/or costs are uncertain, as well as variations where the product demand is only known at
the end of each week. For the sake of brevity, we disregard these variants here.
So far, our production planning problem does not account for changeovers between consecutively
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manufactured products. Frequent changeovers are undesirable as the involved clean-up, set-
up and start-up activities result in both delays and costs. To incorporate changeovers, we
follow the approach presented in [87] and introduce binary variables ctij , t ∈ T \ {T} and
i, j ∈ I, that indicate whether a changeover from product i to product j occurs in week t.
Likewise, we introduce binary variables c′tij , t ∈ T \ {T} and i, j ∈ I, that indicate whether
a changeover from product i to product j occurs between weeks t − 1 and t. We set ctii =
0, that is, no changeover occurs during the manufacturing of product i, and c′1ij = 0 for
i, j ∈ I, that is, no changeover is required for the first product in the first week. Since ctij
and c′tij are binary, we must choose the changeovers for all weeks as a here-and-now decision
in our production planning model. Note, however, that the actual production amounts pti,
sales decisions sti and backlogged demands bti remain wait-and-see decisions that can adapt
to the realisation of the uncertain customer demands ξt.
Our interpretation of the changeover variables ctij and c
′
tij is enforced as follows.
∑
i∈I
ctij = ytj − ftj∑
i∈I
ctji = ytj − ltj
 ∀j ∈ I, ∀t ∈ T \ {T} ,
∑
i∈I
c′tij = ftj∑
i∈I
c′tji = lt−1,j
 ∀j ∈ I, ∀t ∈ T \ {1, T} ,
∑
i∈I
fti =
∑
i∈I
lti = 1 ∀t ∈ T \ {T} ,
ftj ≤ ytj
ltj ≤ ytj
 ∀j ∈ I, ∀t ∈ T \ {T} ,
otj ≤ M ytj
ftj ≤ otj ≤
∑
i∈I
yti
otj ≥ oti + 1−M(1− ctij) ∀i ∈ I
 ∀j ∈ I, t ∈ T \ {T} .
Here, M denotes a sufficiently large constant. The binary variables ytj , ftj and ltj indicate
whether product j is manufactured, manufactured first and manufactured last in week t, re-
spectively, and the continuous variables otj determine the production order in week t. The
changeover variables and constraints are illustrated in Figure 5.2.
To incorporate changeovers in our model, we replace the objective function with
E
[∑
t∈T
∑
i∈I
Ptisti(ξ
t)− CB tibti(ξt)− CI tiIti(ξt)
]
−
∑
t∈T \{T}
∑
i,j∈I
CC ij
(
ctij + c
′
tij
)
,
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week t− 1 week t week t + 1
product 2 product 3 product 1 product 4product 4
yt3 = 1 yt1 = 1 yt4 = 1
ot3 = 1 ot1 = 2 ot4 = 3
ft3 = 1 lt4 = 1
c′t23 = 1 ct31 = 1 ct14 = 1 c′t+1,44 = 1
0 Rˉ
Figure 5.2: The definition of the changeover variables ctij and c′tij is enforced
through the auxiliary variables ytj, otj and ftj, ltj.
where CC ij represents the costs of a changeover from product i to product j (with CC ii = 0).
Likewise, we replace the first constraint of our production planning model with
∑
i∈I
pti(ξ
t)/ri +
∑
i,j∈I
τij(ctij + c
′
tij) ≤ R ∀t ∈ T \ {T} ,
where τij denotes the duration of a changeover from product i to product j (with τii = 0).
One readily verifies that the production planning problem with changeover constraints is an
instance of the problem MSP with first stage binary variables.
5.1.1 Numerical results
We consider an instance of the production planning problem with 5 products. The nominal
demand %ti for product i in week t follows a cyclical pattern:
%ti =
[
1 +
1
2
sin
(
π(t− 2)
26
)]
di ∀t ∈ T , ∀i ∈ I,
where di denotes the long-term average demand for product i. We model the actual demands
ξti as independent and uniformly distributed random variables supported on the intervals
[(1− θ)%ti, (1 + θ)%ti], where θ denotes the level of uncertainty. We set the weekly uptime
of the processing unit to R = 168h, and we select inventory holding costs CI ti = 3.06 ∙ 10−5
and inventory bounds (I ti, I ti) = (0, 10
6) that are independent of the indices t and i. There are
no initial inventories I0i or backlogs b0i, and the remaining problem parameters are defined in
Tables 5.1 and 5.2. The time horizon T and the uncertainty level θ are kept flexible.
Consider the production planning problem without changeover constraints. Figure 5.3 compares
the decision rule approximation with classical scenario-based stochastic programming. The first
two graphs report the gaps between the primal and dual objective values if we employ linear and
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Product 1 Product 2 Product 3 Product 4 Product 5
di 10,000 25,000 30,000 30,000 30,000
Pti 0.25 0.40 0.65 0.55 0.45
CB ti 0.05 0.08 0.13 0.11 0.09
ri 800 900 1,000 1,000 1,200
Table 5.1: Parameters for the production planning instance. The product prices Pti
and backlogging costs CB ti are assumed to be time-invariant.
(CC ij , τij) Product 1 Product 2 Product 3 Product 4 Product 5
Product 1 (0,0.00) (760,2.00) (760,1.50) (750,1.00) (760,0.75)
Product 2 (745,1.00) (0,0.00) (750,2.00) (770,0.75) (740,0.50)
Product 3 (770,1.00) (760,1.25) (0,0.00) (765,1.50) (765,2.00)
Product 4 (740,0.50) (740,1.00) (745,2.00) (0,0.00) (750,1.75)
Product 5 (740,0.70) (740,1.75) (750,2.00) (750,1.50) (0,0.00)
Table 5.2: Parameters for the production planning instance (continued).
piecewise linear decision rules for various time horizons T . The gap amounts to less than 15%
for linear decision rules, and it can be reduced to about 5% for piecewise linear decision rules
with one breakpoint. The first graph also shows a box-and-whisker plot of the objective values
reported by the scenario-based formulation for 100 statistically independent scenario trees with
a branching factor of two. One can see that the scenario-based formulation underestimates the
achievable profit, which is an artefact of the small branching factor. If we would increase the
branching factor of the scenario tree, then we would expect the estimated objective values to
move between the curves representing the primal and dual decision rule approximations. The
third graph illustrates the runtimes required to solve the linear and piecewise linear decision rule
problems, as well as the runtimes required by the scenario-based formulation with a branching
factor of two, three and four. The figure clearly demonstrates that scenario-based approaches
become computationally intractable for problems with many stages and/or a high branching
factor. We remark, however, that even a branching factor of four is very small for a problem
with five random variables per time stage. Indeed, a branching factor of at least six is required
to avoid perfect correlations among the product demands. The problem formulation using
decision rules, on the other hand, can be solved for planning horizons of 52 weeks and more.
Consider now the production planning problem with changeover constraints. We want to com-
pare our stochastic problem formulation with a deterministic model that replaces the uncertain
customer demands ξti with their expected values %ti. To this end, we consider a time horizon of
52 weeks and solve both models in a rolling horizon implementation over a reduced time horizon
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Figure 5.3: Objective values and runtimes for decision rules and scenario-based
stochastic programming. All graphs are based on the uncertainty level θ = 0.2.
Figure 5.4: Comparison of piecewise linear decision rules (‘stochastic’, using one
breakpoint) with a deterministic production planning model in a back-test.
T = {1, . . . , 4}. At the beginning of each of the 52 weeks, we observe the random demands
ξti. We then solve the deterministic and the stochastic model over four weeks. In both models,
we set the initial backlogs b0i and the initial stocks I0i to the corresponding values at the end
of the previous week, and we adapt the models to account for the initial changeovers c′1ij . We
implement the first-stage decisions of both models and repeat the process for the next set of
demands ξt+1,i. Figure 5.4 shows the average cumulative profit achieved by the deterministic
and the stochastic model over 100 repetitions of this back-test. The deterministic production
planning model performs only slightly worse than the stochastic formulation if the uncertainty
level θ is small. For larger values of θ, however, it becomes essential to properly account for
the random nature of the customer demands.
5.2 Supply chain design
Our second case study investigates the design of multi-echelon supply chains under demand
uncertainty. The supply chain produces a single product, and it consists of one production
facility and multiple warehouses and distribution centres. The product is manufactured at the
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production facility, and it is shipped first to the warehouses and then to the distribution centres.
Customer demands only arise at the distribution centres, and we do not allow direct deliveries
from the production facility to the distribution centres. We assume that the locations of the
production facility and the distribution centres are given, whereas there are multiple candidate
locations for the warehouses. We denote by I and J the index sets of candidate warehouse
locations and distribution centres, respectively. We want to build at most K warehouses,
0 < K < |I|, such that the resulting supply chain minimises the sum of investment and
expected transportation costs.
We consider a steady-state version of the problem that disregards accumulation or depletion
of stocks. This simplification is motivated in [83, 125, 115], and it allows us to formulate the
problem as a two-stage stochastic program. In the first stage of this problem, we determine the
location and the capacities of the warehouses. To this end, we define binary variables xi ∈ {0, 1},
i ∈ I, with the interpretation that xi = 1 if a warehouse is built at candidate location i and
xi = 0 otherwise. Likewise, we denote the capacity of the warehouse at location i ∈ I by ci.
The capacity of each individual warehouse must not exceed c, and the overall capacity of the
warehouses is bounded above by C. We assume that the construction of warehouse i incurs
investment costs CI ici that are proportional to its capacity ci.
At the beginning of the second stage, we observe the customer demands ξj arising at each
distribution centre j ∈ J . Since our stochastic program only consists of two-stages, we nota-
tionally suppress the time stage at which the demands are realised. Once we have observed the
customer demands, we select the shipments fi from the production facility to each warehouse
i ∈ I, as well as the shipments gij from the warehouses i ∈ I to the distribution centres j ∈ J .
We assume that the shipments fi and gij incur linear transportation costs CF ifi and CG ijgij .
Deterministic versions of this supply chain design problem have been studied in [125, 115]. The
vast literature on supply chain design is surveyed, amongst others, in [90, 48, 92, 91]. Figure 5.5
illustrates the structure of the supply chain considered in our problem.
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The resulting stochastic program can be formulated as follows.
minimise
∑
i∈I
CI ici + E
[∑
i∈I
CF ifi(ξ) +
∑
i∈I
∑
j∈J
CG ijgij(ξ)
]
subject to
∑
i∈I
xi ≤ K,
∑
i∈I
ci ≤ C
ci ≤ c xi ∀i ∈ I
fi(ξ) ≤ ci,
∑
j∈J
gij(ξ) ≤ fi(ξ) ∀i ∈ I∑
i∈I
gij(ξ) ≥ ξj ∀j ∈ J
xi ∈ {0, 1} , ci, fi(ξ), gij(ξ) ≥ 0 ∀i ∈ I, ∀j ∈ J
In this problem, we require the constraints to be satisfied for all realisations ξ ∈ Ξ of the uncer-
tain customer demands. The objective function minimises the sum of investment and expected
transportation costs. The first constraint restricts the total number of warehouses that can be
build, as well as the overall capacity of the warehouses. The second constraint ensures that the
individual warehouse capacity restrictions are met, and it imposes zero capacities at candidate
locations without a warehouse. The third constraint guarantees that the product shipments
satisfy flow conservation and the individual warehouse capacities. Finally, the penultimate con-
straint requires that the customer demands are satisfied at each distribution centre. One readily
verifies that our supply chain design problem is an instance of the problem MSP studied in
Chapters 3 and 4.
Figure 5.5: Structure of the supply chain. Shaded nodes represent the existing
production site and distribution centres, and unshaded nodes represent candidate lo-
cations for warehouses.
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5.2.1 Numerical results
We consider an instance of the supply chain design problem where the production facility is in
London, while the distribution centres are located in the capitals of 40 European countries. We
want to build at most K = 5 warehouses in the capitals of the 10 most populous countries, and
the warehouse capacities must not exceed the individual and cumulative bounds c = 40 and
C = 100, respectively. We disregard investment costs (CI i = 0), and we set the transportation
costs CF i and CG ij to 90% and 100% of the geodesic distances between the corresponding
cities.
We assume that the expected demand %j at each distribution centre j ∈ J is given by the quo-
tient of the corresponding country’s population and the overall population of the 40 countries.
The actual demand ξj at distribution centre j is uncertain, and the demand vector ξ follows a
uniform distribution with polyhedral support
Ξ =
{
ξ ∈ R|J |+ : ξ ∈ [(1− θ) ∙ 100%, (1 + θ) ∙ 100%],
∑
j∈J
ξj = 100
}
,
where the parameter 0 ≤ θ ≤ 1 represents the level of uncertainty. Our support definition
expresses the view that the cumulative customer demands are known, but the geographical
breakdown by country is uncertain. In particular, the demand arising at the capital of country
j ∈ J can vary within θ ∙ 100% of the expected demand %j .
Figure 5.6 and Table 5.3 illustrate the optimal supply chains for θ = 0 (deterministic demand),
θ = 0.5 and θ = 1. The figure shows that in the deterministic problem, most of the distribution
centres receive their stock from the closest warehouse in order to minimise transportation
costs. If the geographic breakdown of the demand is uncertain, however, such an assignment
is no longer feasible due to the limited warehouse capacities. Instead, each distribution centre
potentially receives its stock from different warehouses, and the assignment of warehouses to
distribution centres depends on the demand realisation ξ ∈ Ξ. This in turn has a profound
impact on the design of the optimal supply chain. If the customer demands are deterministic
(θ = 0), then the product flows between warehouses and distribution centres are known. In this
case, the optimal supply chain design places the warehouses close to the distribution centres in
order to take advantage of the cheaper transportation costs CF i between the production facility
and the warehouses. If the geographical breakdown of the customer demands is uncertain,
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Location θ = 0 θ = 0.5 θ = 1
Berlin 30.3731 0 0
Ankara 11.3988 5.69941 0
Paris 0 19.7618 20
London 40 40 40
Rome 11.3066 0 0
Kiev 0 0 0
Madrid 6.92146 0 0
Warsaw 0 7.58782 0
Bucharest 0 0 0
Amsterdam 0 26.9509 40
Table 5.3: Installed warehouse capacities for the three uncertainty levels. The cities
are ordered according to their expected product demands.
however, such a decentralised warehouse strategy would suffer from costly detours due to the
limited warehouse capacities. To illustrate this, consider the warehouse built in Ankara (for
θ ∈ {0, 0.5}), which has the second largest expected product demand. If the customer demands
are subject to significant geographical uncertainty (θ = 1), then there is a non-negligible chance
that a large part of the demand is realised in western European countries. Due to the overall
capacity limitation C = 100, some products would have to be shipped to Turkey before they are
delivered to the distribution centres in Western Europe, which would incur high transportation
costs. To avoid such detours, the optimal supply chain design adopts a centralised warehouse
strategy if customer demands are uncertain.
We solved both instances of the stochastic supply chain design problem (θ ∈ {0.5, 1}) within
10 minutes using linear decision rules. The optimality gap was below 5% (θ = 0.5) and 13%
(θ = 1). Better results can be obtained by refining the decision rule approximation. The
deterministic problem was solved within a few seconds.
5.3 Summary and conclusions
In this chapter we evaluate the decision rule approximations developed in Chapters 3 and
4 in two operations management problems: a production planning and a supply chain design
problem. We demonstrate the applying the flexible piecewise linear decision rule approximation,
we are able to solve problem instances with 52 time stages and 5 random parameters per
stage, achieving a 5% optimality gap. The method was shown to outperform the scenario
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tree approximations which do not scale with the number of time stages, and underestimates
the achievable profit. Moreover, the decision rule approximation was shown to outperform
the deterministic problem in a rolling horizon manner, by anticipating all possible demand
realisation and avoiding additional costs. The tradeoff between tractability and optimality
was also demonstrated in the production planning problem, where the solution quality was
substantial improved at the expensive of extra computation time.
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Figure 5.6: Comparison of the supply chain networks for θ = 0 (top chart), θ = 0.5
(middle chart) and θ = 1 (bottom chart). White lines represent the transportation
links between the warehouses and the distribution centres for different realisations of
the uncertain demand.
Chapter 6
Wind of Change: Meeting the UK’s
Renewable Energy Targets
Energy systems around the world are undergoing a fundamental restructuring as the excessive
use of fossil fuels depletes their reserves. At the same time the global warming alarm bells are
going off. While the United Nations are trying to influence climate change through the Kyoto
protocol, the European Union sets its own energy targets as it tries to reduce its dependence
on fossil fuels and to influence its country members to develop a sustainable energy framework
through the use of renewable sources. The European directive known as the 20 20 by 2020
target dictates that 15% of the UK’s total energy consumption, which includes transportation
and heating, needs to come from renewable sources by the year 2020. This necessitates that
around 30% of electricity consumed needs to be produced by renewable sources. The most cost
effective source of renewable energy is wind harvesting, a source of which the UK has virtually
unlimited reserves in the North Sea.
Even though wind energy is a reasonably mature technology, there are drawbacks associated
with its use, mainly due to its intermittent nature. From the investors’ point of view, generating
revenue can be a difficult task as wind power output is not necessarily in phase with the
daily demand patterns and cannot be guaranteed at any point in time [9]. Thus, the energy
generated cannot be sold in a cost effective way, which in turn implies that costs might not
be recovered. Moreover, a high penetration level of wind energy does not necessarily ensure
reduction in fossil fuel consumption, and in turn reduction of CO2 levels. In fact, depending on
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the capacity mix installed in each country, high wind penetration can have the opposite effect
as the unpredictable and volatile nature of wind compromises the use of CO2 free technologies
such as nuclear generation. Moreover, trying to meet the volatile net demand with conventional
generation technologies might actually increase the total production costs even if investment
and operating costs for wind farms are disregarded.
The above drawbacks associated with the use of wind energy can conflict with the UK’s liberal
energy market. This means that the government needs to examine the problem from a social
welfare maximisation point of view. This will provide the starting point for designing the right
legislations, giving investors the correct incentives to implement EU directives in a way that
can be beneficial both to electricity producers and consumers. Therefore, there is the need for
designing a framework in which different targets can be analysed, giving the government a full
picture of the restructuring needed in the energy sector in order to achieve the desired results.
There is a vast body of literature concerned with capacity expansion in the energy sector. The
traditional approach deals with a social welfare maximisation problem and considers the trade-
off between investment and operating costs through the use of screening and load durations
curves [34, 120, 121, 134]. The method provides the basic platform for capacity expansion mod-
els, providing justification for the investment decisions but also for the future electricity prices.
Extensions of the method that account for discrete investment decisions are studied in [27],
while [95] uses the screening curve approach to study imperfect market competition. Invest-
ment planning problems that account for technical characteristics of generators are presented
in [50], while the effects of finite lead times and limited flexibility of conventional generators
are the central focus in [62] and [122], respectively. Moreover, the impact of sequential invest-
ment decisions is studied in [8], with real option capacity expansion models being discussed
in [61]. Uncertainty in capacity expansion models is the main focus of [47], while [56] bridges
the stochastic optimisation programming framework with equilibrium problems. The work
presented in [132] provides an excellent introduction to capacity expansion models under un-
certainty, and [70] provides a comprehensive survey of the impact of high wind penetration
levels form an engineering point of view.
Most of the literature on capacity expansion fails to capture both the dynamic nature of uncer-
tainty and the technical characteristics of generators, due to computational limitations. The
goal of this chapter is to develop a new framework that can address uncertainty in multi-stage
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investment planning problems with a long (possibly infinite) planning horizon. The idea is to
take advantage of the structure of the investment planning problem and reformulate it as a
two-stage stochastic program. This is done using the a new concept of time randomisation.
As the name suggests, the method introduces a random parameter that represents time in the
problem. By allowing functions to depend on all random parameters including time, we are in
a position to rewrite both the objective and constraints of the multi-stage problem in a format
that can be interpreted as a two-stage stochastic program. The problem can then be solved
through a decision rule approximation.
The simple structure of the decision rule approximation, together with the concept of time
randomisation, allows us to address different forms of temporal coupling in the investment
planning model. In particular, this enables us to truthfully model technical characteristics
of generators such as their finite ramping rates, dispatch times and energy storing capabili-
ties. This is done by introducing auxiliary random variables that simplify the time coupling
constraints, thereby allowing us to rewrite these interstage constraints as separated stage-wise
constraints. In addition, the ability to incorporate temporal coupling in the problem allows us
to extend the modelling framework to account for dynamic investment decisions over the whole
planning horizon.
The main contributions of this chapter may be summarised as follows.
1. We develop the new concept of time randomisation that allows us to reformulate sta-
tionary multi-stage stochastic programs as collapsed two-stage stochastic programs. The
method is applied to two versions of capacity expansion models. Tractable approxima-
tions for the collapsed models are obtained by applying decision rule approximations
combined with constraint sampling techniques developed in [129].
2. We describe situations in which the technical characteristics of generators can be captured
through a time coupling constraint. This sort of temporal coupling arises due to ramping
and storage constraints. It also arises when dynamic investments schedules are sought.
By taking advantage of the properties of the decision rules, we are able to reformulate
the time coupling constraint as a separable constraint.
3. We conduct an extensive numerical study where we evaluate the impact of different levels
of wind penetration and technical characteristics of the generation technologies.
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The rest of this chapter is organised as follows. Section 6.1 summarises the use of screening and
load duration curves in traditional investment planning problems and outlines the key draw-
backs associated with this method. In Section 6.2 we formulate two instances of investment
planning problems as multi-stage stochastic programs and show that they can be equivalently
written as two-stage stochastic programs through time randomisation techniques. Tractable
approximations of the two-stage stochastic programs are obtained through the use of a decision
rule approximation. Section 6.3 demonstrates how the method can be extended to cover tem-
poral coupling constraints. Finally, in Section 6.4 we provide an extensive study of the effects
of wind penetration on the capacity mix of conventional generators in the UK energy market.
Notation All random vectors appearing in this chapter are defined on an abstract probability
space (Ω,F ,P), where E(∙) denotes the expectation operator with respect to P. Random vectors
are represented in boldface, while their realisations are represented by the same symbols in
normal face. For any random vector ξ, we let σ(ξ) be the sub-σ-algebra of F generated by ξ,
while L2(ξ) = L2(Ω, σ(ξ),P) denotes the space of all σ(ξ)-measurable square-integrable random
variables. All equalities and inequalities involving random variables are assumed to hold with
probability 1.
6.1 Screening curve analysis
If reliable forecasts for the electricity production costs and the future system demand are
available while flexibility considerations can be disregarded, then the most economical mix of
generation technologies can be determined via the screening curve method, see e.g. [34, § 6.6.1]
or [124, § 1-4]. This method captures the basic tradeoffs between the fixed and variable costs of
different generation technologies and the distribution of electricity demand over the planning
horizon.
We denote by Nc = {1, . . . , Nc} and Nr = {Nc + 1, . . . , Nc + Nr} the sets of all conventional
and renewable energy sources, respectively, and we set N = {1, . . . , N}, where N = Nc + Nr.
Renewable technologies for energy production exploit naturally replenished resources such as
wind, tides and sunlight, while conventional technologies rely on the combustion of fossil or
nuclear fuels. Investment planning seeks to determine the capacity level of each generation
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technology required to serve the system demand over a prescribed planning horizon at lowest
possible cost. The capacity level of technology n ∈ N is denoted by xn. We assume that the
planning horizon T = {1, . . . , T} covers T short operating periods, and we denote the demand
in period t ∈ T by dt. In the remainder of this section we focus on the special case of a yearly
planning horizon subdivided into T = 8, 760 hourly operating periods.
Generation technologies can differ substantially with regard to their costs. The fixed cost cn of
technology n is quoted per unit of capacity installed. It accounts for the capital outlay necessary
to build the underlying generation infrastructure as well as the corresponding fixed operating
and maintenance costs. By convention, cn is expressed as the annual worth [89, § 3.2] of the total
fixed cost of a particular technology over its characteristic lifetime. This convention ensures
the comparability of technologies with different lifetimes and contains the implicit assumption
that all generation units are replaced as soon as they have exhausted their useful life. The
variable operating cost vn of technology n, on the other hand, accounts for fuel costs and any
taxes on the electricity produced and/or pollution released to the environment. It is expressed
per quantity of energy produced at unit capacity over one year. A detailed breakdown of the
fixed and variable costs of typical generation technologies is provided in [34, § 6.1.1].
In this chapter we focus exclusively on those renewable sources that benefit from very low
(or even zero) variable costs while providing an intermittent and largely uncontrollable power
output. The most prominent technologies within this category include wind and solar power.
The amount of energy available from renewable source n ∈ Nr in period t ∈ T and per unit
of capacity installed is denoted by et,n. Thus, for fixed generation capacities we can define
the residual system demand in period t as drest = max{dt −
∑
n∈Nr et,n xn, 0}, that is, the total
demand net of intermittent generation if this difference is non-negative and zero otherwise. Due
to its negligible variable costs, renewable generation is usually given priority in dispatch over
conventional forms of generation. Thus, drest quantifies the demand that needs to be covered by
conventional sources.
The conventional generation technologies are dispatched according to their merit order, that is,
in any period t they are ranked in ascending order of variable operating costs and dispatched one
by one up to their capacity levels until the residual demand drest is exhausted. Without loss of
generality we henceforth assume that the number n ∈ Nc reflects the rank of the corresponding
technology in the merit order. This implies that technology n will be dispatched in all periods
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Figure 6.1: Top chart: The lower envelope of the screening curves traces out the
optimal operating frontier (thick line). Bottom chart: Evaluating the load duration
curve at the breakpoints of the optimal operating frontier yields the optimal capacity
levels of the conventional generation technologies.
t ∈ T with drest ≥
∑n−1
n′=1 xn′ . For fixed capacity levels and under the outlined merit order
dispatch, we can use the load duration curve to determine the capacity factors of the different
technologies. The capacity factor of a technology represents the actual amount of energy
produced with this technology over one year, expressed as a percentage of the maximum amount
of energy that could have been produced if the technology had constantly been dispatched at
full capacity. Moreover, the load duration curve ` : [0, 1] → R assigns each duration δ ∈ [0, 1]
the largest threshold level that is exceeded by the demand at least δ × 100% of the time. It
can be constructed by rearranging the demands {drest }t∈T in decreasing order of magnitude and
rescaling the underlying domain to [0, 1], see Figure 6.1 (bottom). By definition, the inverse
load duration curve thus encodes the distribution of the demand over time, that is, `−1(x)
quantifies the fraction of time in which the demand is smaller or equal to x. Therefore, `−1(x)
is referred to as the duration of x. As technology n ∈ Nc is partially (fully) dispatched whenever
the demand exceeds
∑n−1
n′=1 xn′ (
∑n
n′=1 xn′), we may conclude that the capacity factor κn of this
technology falls within the interval [`−1(
∑n−1
n′=1 xn′), `
−1(
∑n
n′=1 xn′)].
The total cost of technology n ∈ Nc per year and unit of capacity installed can be expressed as
cn +vnκn, where the capacity factor captures the requirement that the variable cost component
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scales with the technology’s utilisation level. The affine dependence of the total cost on the
capacity factor is often visualised as a screening curve with ordinate intercept cn and slope vn,
see Figure 6.1 (top). The lower envelope of all screening curves is referred to as the optimal
operating frontier. It identifies the cheapest source of energy for any given utilisation level.
For instance, baseload technologies characterised by high fixed and low variable costs (such
as nuclear and coal power) are best suited for high capacity factors. Conversely, peaking
technologies with low fixed and high variable costs (such as gas-fired technologies) provide the
cheapest source of energy for low capacity factors.
Next, we outline how the screening curve analysis can be used to find the optimal capacity levels
of the conventional technologies. The key observation is that any demand with a duration δ
should be covered by a technology n(δ) that resides on the optimal operating frontier when
its capacity factor equals δ, that is, n(δ) ∈ arg minn∈Nc{cn + vnδ}. Geometrically, the optimal
capacity levels can therefore be inferred by evaluating the inverse load duration curve at the
breakpoints of the optimal operating frontier, see Figure 6.1 (bottom). Equivalently, we can
write
xn = sup{`(δ) : n(δ) = n} − inf{`(δ) : n(δ) = n}.
The screening curve analysis provides useful information about the relative competitiveness
and the expected utilisation levels of different technologies. However, important phenomena of
flexibility and uncertainty cannot be adequately accounted for in this framework.
• Flexibility:
– Most conventional technologies offer only limited flexibility and cannot adjust the
production to sudden demand changes. This necessitates temporary deviations from
the merit order dispatch, which leads to increased production costs.
– Some technologies require a finite lead time, that is, their production levels must be
chosen ahead of delivery. This requirement compromises the merit order dispatch in
the presence of intermittent energy sources.
– Investments in new generation infrastructure should be spread out over the planning
horizon to respond to demand growth and the gradual decommissioning of old plants.
• Uncertainty:
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– The system demand is subject to economic trends. Thus, the size and shape of the
load duration curve are uncertain and tend to change from year to year.
– The variable operating costs are uncertain as they depend on fuel prices.
– The production levels of renewable technologies are both unpredictable and un-
controllable. The corresponding fluctuations must be compensated by expensive
conventional technologies that are sufficiently flexible.
In the remainder of this chapter we portray a new investment planning model that can truthfully
account for some of the uncertainty and flexibility phenomena that are difficult to reconcile
within the classical screening curve analysis.
6.2 Uncertainty
Most strategic decisions require a careful consideration of uncertainty. A realistic energy invest-
ment planning model should represent the system demand, the variable operating costs of all
technologies n ∈ N and the intermittent production quantities of the renewable energy sources
n ∈ Nr as stochastic processes {dt}t∈T , {vt,n}t∈T and {et,n}t∈T , respectively.
We assume that the planning horizon T = {1, . . . , T} covers T short operating periods (e.g., all
hours within the next 30 years). ξt,n denotes the information basis for the operating decisions
yt,n for technology n at time t. The structure of ξt,n will dictate the behaviour of the corre-
sponding operating decisions, and in principle it can contain any information that is relevant
for the particular technology n at decision time t. This can include the full or a partial history
of the stochastic processes dt, vt,n and et,n, as well as forecasts of some future states of the
stochastic processes. Forecast information can be helpful for generators to plan ahead of time in
order to adapt to the changing conditions of the system. Moreover, ξt,n can contain time related
information such as the time of the day, or season of the year, as well as external stochastic
factors such as the state of climate change or GDP growth. The latter could potentially impact
future demand growth that could influence investment decisions.
In the following we present two variants of the investment planning problem. The objective
of both problems minimise the total investment and expected operating costs. Optimising
6.2. Uncertainty 143
expected costs is justified by the repeated nature of the operating problem over the long planning
horizon. If one tries to safeguard against rare events by using a convex disutility function
or a risk measure such as the conditional value-at-risk, the solution will produce investment
decisions that perform well in these rare events but leave the system exposed to unnecessarily
high operating costs over the majority of the planning horizon.
The first problem formulation is closely related to the screening curve approach described in
Section 6.1. Here, investment decisions xn are assumed to be fixed for all renewable energy
sources Nr. The problem can be formulated as the following multi-stage stochastic optimisation
program, and we will refer to it as the residual problem.
minimise
∑
n∈Nc
cnxn + E
(∑
t∈T
λt
∑
n∈Nc
vt,nyt,n
)
subject to xn ∈ R ∀n ∈ Nc
yt,n ∈ L2(ξt,n) ∀n ∈ Nc
0 ≤ yt,n ≤ xn ∀n ∈ Nc∑
n∈Nc
yt,n = d
res
t
 ∀t ∈ T , P-a.s.
(RP)
The stochastic process {drest }t∈T is defined through drest = max{dt −
∑
n∈Nr et,n xn, 0} and
represents the residual system demand, that is, the total demand net of intermittent generation
if this difference is non-negative and zero otherwise. Note that drest is an exogenous random
variable as xn is assumed to be fixed for all n ∈ Nr. The constant λt denotes the discount factor
for stage t ∈ T . We assume that all variable costs associated with renewable energy sources
are equal to zero. The first two constraints in RP specify the domain of the investment and
generation decisions, respectively, while the third constraint enforces capacity bounds on the
generation decisions. The last constraint ensures energy conservation in the system, i.e., the
energy produced must be equal to the energy consumed by the system at all time points t ∈ T .
Notice that if dt, et,n, and vt,n are deterministic and λt = 1 for all t ∈ T , then the problem
reduces to the screening curve approach. This is the case due to the decoupled structure of the
operating stages, that allows operating decisions in each stage to be taken independently.
The problem formulation RP ensures that all renewable energy is consumed by the system
except when intermittent generation exceeds the system demand. This is a realistic scenario
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for many electricity systems around the world where the use of renewable energy is ensured
through Feed-In-Tariffs1. Unfortunately, RP has also a number of drawbacks. By construction
investment in renewable sources needs to be fixed otherwise we would face a non-linear optimi-
sation problem. Moreover, as we will demonstrate in Sections 6.3 and 6.4, the strict equality
in the energy balance constraint together with the stochasticity of drest can lead to conservative
investment decisions for conventional generators.
An alternative formulation of the investment planning problem is the following.
minimise
∑
n∈N
cnxn + E
(∑
t∈T
λt
∑
n∈N
vt,nyt,n
)
subject to xn ∈ R ∀n ∈ N
yt,n ∈ L2(ξt,n) ∀n ∈ N
0 ≤ yt,n ≤ xn ∀n ∈ Nc
0 ≤ yt,n ≤ et,n xn ∀n ∈ Nr∑
n∈N
yt,n = dt

∀t ∈ T , P-a.s.
(CP)
In contrast to problem RP , this model allows the investment decisions of the renewable sources
to be determined endogenously by the optimisation problem. Moreover, the model allows for
curtailment of renewable generation, that is, the total output yt,n of source n ∈ Nr in period t
may be strictly smaller than the theoretical maximum et,n xn. As renewable energy sources have
vanishing (variable) operating costs, curtailment essentially represents a waste of free energy.
Nevertheless, curtailment can be beneficial when strong winds prevail at times of low demand.
We will refer to this model as the curtailment problem. Note that the feasible region of RP is
included in that of CP .
Although in its basic form the structure of CP is stage wise decoupled, as we will demonstrate in
Sections 6.3 and 6.4, operational curtailment will play a crucial role in the presence of temporal
coupling. As the level of electricity demand varies throughout the day, generators need to adjust
the power output in order to meet the demand at all times. Unfortunately, some thermal
generators cannot ramp up or down instantaneously due to their technical characteristics.
Moreover, the finite lead time of some of the thermal generators can cause overproduction in
1In the UK, in addition to Feed-in-Tariffs, there is another mechanism ensuring that renewable energy
is consumed by the system. This mechanism is referred to as Renewable Obligation and requires suppliers to
procure a specified and annually increasing amount of electricity from renewable sources or to pay a penalty [101].
6.2. Uncertainty 145
the system, possibly due to inaccurate wind and demand forecasts. By controlling the power
output of the renewable sources through curtailment, the system operator can enforce the
energy balance, in the most cost effective way.
6.2.1 Time randomisation
Problems RP and CP are inherently difficult to solve due to the large number of time stages
within the long-term planning horizon. In this subsection we propose a systematic reformu-
lation of these problems through a time randomisation technique. The method collapses the
multi-stage problem to a two-stage problem by taking advantage of the absence of time cou-
pling constraints. The resulting problem can then be easily approximated, unlike the original
problem.
We introduce a discrete random variable θ valued in T such that P(θ = t) = λt/Λ for all t ∈ T ,
where Λ =
∑
t∈T λt is a normalisation constant. θ is assumed to be independent of all elements
of the stochastic process {ξt}t∈T . The following lemma explains how expectation functionals
and constraints pertaining to the multi-stage formulation can be reformulated using θ.
Lemma 6.2.1 Let {ξt}t∈T be a stochastic process valued in RK and let ft : RK → R be a
measurable function for all t ∈ T . Then, the following hold.
(i) E[
∑
t∈T λtft(ξt)] = Λ E[f θ (ξ θ )]
(ii) ft(ξt) ≤ 0 P-a.s. ∀t ∈ T if and only if f θ (ξ θ ) ≤ 0 P-a.s.
Here, ξ θ is a random vector valued in RK . The distribution of ξ θ can be viewed as a mixture
of the distributions comprised of the random vectors {ξt}t∈T , where the distribution of ξt has
weight λt/Λ. Note that, although θ is independent of the stochastic process {ξt}t∈T , θ and the
random vector ξ θ are usually dependent.
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Proof of Lemma 6.2.1 Using the relation P(θ = t) = λt/Λ, we obtain
E
[∑
t∈T
λtft(ξt)
]
= Λ
∑
t∈T
λt
Λ
E[ft(ξt)]
= Λ
∑
t∈T
λt
Λ
E[ft(ξt)|θ = t]
= Λ
∑
t∈T
P (θ = t) E[f θ (ξ θ )|θ = t]
= Λ E[f θ (ξ θ )],
where the equality in the second line holds due to the independence of θ and ξt, while the last
equality exploits the law of total probability. Thus, (i) follows.
As for (ii), we observe that
ft(ξt) ≤ 0 P-a.s. ∀t ∈ T ⇐⇒
∑
t∈T
λt max{0, ft(ξt)} = 0 P-a.s.
⇐⇒ E
[∑
t∈T
λt max{0, ft(ξt)}
]
= 0
⇐⇒ Λ E[max{0, f θ (ξ θ )}] = 0
⇐⇒ f θ (ξ θ ) ≤ 0 P-a.s.
where the third equivalence follows from assertion (i).
The following lemma explains how a stochastic process of adapted operating decisions in the
multi-stage problem can be reduced to a single recourse decision by using θ.
Lemma 6.2.2 Consider a stochastic process {ξt}t∈T valued in RK. Then, the following hold.
(i) If yt ∈ L2(ξt), t ∈ T , and y = y θ , then y ∈ L2(ξ θ , θ).
(ii) If y ∈ L2(ξ θ , θ), then there exist yt ∈ L2(ξt), t ∈ T , such that y = y θ .
Proof As for (i), assume that yt ∈ L2(ξt) for all t ∈ T . By Theorem 6.4.2(c) in [5] there exist
measurable functions ϕt : RK → R such that yt = ϕt(ξt) for all t ∈ T . Therefore, we find
y θ =
∑
t∈T
1{ θ =t}ϕt(ξt) =
∑
t∈T
1{ θ =t}ϕt(ξ θ ) = f(ξ θ , θ),
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where the function f : RK × R→ RN is defined through
f(ξθ, θ) =
∑
t∈T
1{θ=t}ϕt(ξθ).
As f is measurable by construction, Theorem 6.4.2(c) in [5] implies that y = y θ ∈ L2(ξ θ , θ).
Assume now that y ∈ L2(ξ θ , θ). By Theorem 6.4.2(c) in [5] there exists a measurable function
f : RK × R → R such that y = f(ξ θ , θ). Therefore, one can define ϕt : RK → R through
ϕt(ξt) = f(ξt, t) for all t ∈ T . As f(ξt, t) is measurable in (ξt, t), the functions ϕt(ξt) are
measurable in ξt for each t ∈ T ; see e.g. [5, § 2.6]. Theorem 6.4.2(c) in [5] then implies that
yt = ϕt(ξt) ∈ L2(ξt) for all t ∈ T . By construction, we also have y = y θ , and thus (ii)
follows.
Define dres = dresθ , d = d θ , and set vn = Λv θ ,n, en = e θ ,n and ξn = ξ θ ,n for all n ∈ N . This
time-aggregated data gives rise to the following optimisation problem reminiscent of RP
minimise
∑
n∈Nc
cnxn + E
(∑
n∈Nc
vnyn
)
subject to xn ∈ R ∀n ∈ Nc
yn ∈ L2(ξn, θ) ∀n ∈ Nc
0 ≤ yn ≤ xn ∀n ∈ Nc∑
n∈Nc
yn = d
res
 P-a.s.
(6.1)
Similarly, a variant of the multi-stage stochastic program CP is given by the following two-stage
stochastic program.
minimise
∑
n∈N
cnxn + E
(∑
n∈N
vnyn
)
subject to xn ∈ R ∀n ∈ N
yn ∈ L2(ξn, θ) ∀n ∈ N
0 ≤ yn ≤ xn ∀n ∈ Nc
0 ≤ yn ≤ en xn ∀n ∈ Nr∑
n∈N
yn = d

P-a.s.
(6.2)
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Remark 6.2.3 If {dt}t∈T is deterministic and all discounting factors are equal to 1 (that is,
the interest rate is zero for all maturities), then the distribution of d = d θ coincides with the
inverse load duration curve. Indeed, we have
P(d ≤ x) =
∑
t∈T
λt
Λ
1{dt≤x} = |{t ∈ T : dt ≤ x}|/T = `−1(x),
where the second equality exploits that λt = 1 for all t ∈ T and Λ = T , while the third equality
is based on the observation that the inverse load duration curve `−1 quantifies the fraction of
time in which the demand is smaller or equal to x, see Section 6.1.
Theorem 6.2.4 The multi-stage stochastic programs RP and CP are equivalent to the two-
stage stochastic programs (6.1) and (6.2), respectively.
Proof As for problem RP , assume first that (xn) and (yt,n) are feasible in RP , and set
yn = y θ ,n for all n ∈ Nc. By Lemmas 6.2.1(ii) and 6.2.2(i), (xn) and (yn) are thus feasible in
(6.1), while Lemma 6.2.1(i) ensures that the objective value of (xn) and (yt,n) in RP is equal
to the objective value of (xn) and (yn) in (6.1).
Next, assume that (xn) and (yn) are feasible in (6.1). By Lemma 6.2.2(ii) there exist yt,n ∈
L2(ξt,n), (t, n) ∈ T ×Nc, such that yn = y θ ,n for all n ∈ Nc. Lemma 6.2.1(ii) then implies that
(xn) and (yt,n) are feasible in RP . Moreover, 6.2.1(i) ensures that the objective value of (xn)
and (yt,n) in RP coincides with the objective value of (xn) and (yn) in (6.1).
The above arguments show that there is a one-to-one mapping between feasible solutions in RP
and (6.1) that preserves the objective value. Therefore, problems RP and (6.1) are equivalent.
The equivalence between problems CP and (6.2) follows from a similar argument.
6.2.2 Decision rule approximation
We have shown via a time randomisation technique that the multi-stage stochastic programs
RP and CP can be reformulated as two-stage stochastic programs. The complexity of generic
two-stage stochastic programs is known to be #P-hard [55], and thus reasonably accurate ap-
proximations can be obtained via any off-the-shelf approximations techniques [119]. Indeed,
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scenario-based approximation techniques are adequate to address the case at hand where the
operating stages of RP and CP are stage-wise independent. Below, we would like to relax this
stage-wise independence. The introduction of a temporal coupling in Section 6.3 will necessitate
a different approximation technique based on decision rules. The simple functional structure
resulting from this approximation will provide the stepping stone to address temporal coupling
in the problems RP and CP . For the rest of the Sections 6.2 and 6.3 we will concentrate at-
tention to problem CP and its reformulation (6.2). Moreover, all manipulations and arguments
also apply to problem RP .
Let ζn be an Mn-dimensional random vector all of whose components are elements of L2(ξn, θ).
In the following we will replace the aggregated operating decisions yn in (6.2) by linear com-
binations of the components of ζn, respectively. This means that we effectively approximate
L2(ξn, θ) by its finite-dimensional subspace {y>ζn : y ∈ RMn}, whose elements can be viewed
as finitely-parameterised decision rules. This approximation reduces (6.2) to the semi-infinite
linear program
minimise
∑
n∈N
cnxn + q
>
n yn
subject to xn ∈ R, yn ∈ RMn ∀n ∈ N
0 ≤ y>n ζn ≤ xn ∀n ∈ Nc
0 ≤ y>n ζn ≤ en xn ∀n ∈ Nr∑
n∈N
y>n ζn = d
 P-a.s.
(6.3)
where qn = E(vn ζn) represents a generalised moment vector. As all constraints involving
random variables are understood to hold with probability 1, problem (6.3) has a natural inter-
pretation as a (static) robust optimisation problem.
6.2.3 Constraint randomisation
Traditional robust optimisation techniques can be used to reformulate the semi-infinite pro-
gramming problem (6.3) as a tractable conic program provided that the convex hull of the
support of P can be expressed by a polynomial number of conic constraints, see [15, 99]. Unfor-
tunately, the dependencies between the random parameters in (6.3) give rise to a non-convex
support, whose convex hull can typically only be described with exponentially many constraints.
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Alternatively, problem (6.3) can be approximated via constraint sampling [36]. The idea is
to approximate the almost sure constraints in (6.3) by finitely many constraints, obtained
via Monte Carlo sampling. Problem (6.3) can thus be approximated by the following linear
program,
minimise
∑
n∈N
cnxn + q
>
n yn
subject to xn ∈ R, yn ∈ RMn ∀n ∈ N
0 ≤ y>n ζsn ≤ xn ∀n ∈ Nc
0 ≤ y>n ζsn ≤ esn xn ∀n ∈ Nr∑
n∈N
y>n ζ
s
n = d
s
 s = 1, . . . , S,
(6.4)
where S is the number of scenarios used, while ζsn, e
s
n and d
s, s = 1, . . . , S are i.i.d. samples from
ζn, en and d, respectively. Note that the size of problem (6.4) grows linearly with the number
of scenarios. As (6.4) is a relaxation of problem (6.3), its solution might fail to satisfy some
of the constraints of (6.3). However, the probability of constraint violation can be controlled
using the results developed in [38]. Here, the authors determine an exact universal bound on
the number of samples needed to guarantee that the constraints of (6.3) are violated with only
a small probability. The main result of [38] is summarised in the following theorem.
Theorem 6.2.5 Provided that problems (6.3) and (6.4) are solvable, the number of samples
needed such that the optimal solution of problem (6.4) is feasible in (6.3) with probability level
² ∈ (0, 1) and confidence level 1− β ∈ (0, 1), must be greater than or equal to
S(², β) := min
S ∈ N :
N+M−1∑
i=0
S
i
 ²i(1− ²)S−i ≤ β
 ,
where M =
∑
n∈N Mn.
An interesting corollary of Theorem 6.2.5 is that the number of scenarios needed to achieve a
certain level of feasibility with high confidence grows polynomially with respect to the number
of decision variables and uncertain parameters in problem (6.3), see [129].
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6.3 Temporal coupling
The operating decisions of problems RP and CP are stage wise decoupled. This assumption is
not realistic if technical characteristics of conventional generators are truthfully modelled. In
this section we describe phenomena that introduce a temporal coupling and provide a tractable
approximation to the resulting investment problems by taking advantage of some basic prop-
erties of decision rules.
6.3.1 Ramping rates
Conventional generation technologies not only differ in their cost structure but also in their
ability to respond to demand fluctuations and to the intermittency of renewable energy pro-
duction. The operational flexibility of a generation technology is measured by its ramp rate,
that is, the maximum change in output between two successive time periods and per unit of
capacity installed. In the context of model CP , flexibility effects can be modelled through
ramping constraints of the form
|yt,n − yt−1,n| ≤ φn xn ∀t ∈ T , (6.5)
where φn > 0 denotes the ramp rate and y0,n the initial (certain) output level of technology
n ∈ Nc. We emphasise that the dynamic constraints (6.5) differ from the original separable
constraints in CP in that they couple production decisions associated with neighbouring time
periods.
Due to the loss of separability, problem CP no longer admits a reformulation as a two-stage
stochastic program when augmented with ramping constraints. Consequently, it falls beyond
the scope of most of the powerful solution procedures tailored to this problem class. However,
applying a decision rule approximation in the spirit of Section 6.2.2 before collapsing the plan-
ning horizon to two effective decision stages results again in a robust optimisation problem that
is amenable to numerical solution via constraint sampling techniques.
The decision rule approximation consists in restricting the space of all possible operating de-
cisions yt,n ∈ L2(ξt,n) to those representable as yt,n = y>n ζt,n for some constant coefficient
vector yn ∈ RMn and some Mn-dimensional stochastic process {ζt,n}t∈T . We require that each
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component of ζt,n is contained in L2(ξt,n). By construction, the process therefore captures all
dependence on time and the information state. With this approximation the ramping con-
straints (6.5) reduce to
|y>n ζt,n − y>n ζt−1,n| ≤ φn xn ∀t ∈ T ⇐⇒ |y>n ζ−t,n| ≤ φn xn ∀t ∈ T , (6.6)
where the auxiliary difference process {ζ−t,n}t∈T is defined through ζ−t,n := ζt,n− ζt−1,n for t > 1;
and zero otherwise. Note that the decision rule approach enables us to eliminate the explicit
time coupling at the expense of introducing an additional stochastic process for each generation
technology. Randomising time as in Section 6.2.1 and defining ζ−n := ζ
−
θ ,n allows us to rewrite
(6.6) compactly as
|y>n ζ−n | ≤ φn xn ⇐⇒ −φn xn ≤ y>n ζ−n ≤ φn xn. (6.7)
Appending the linearised constraints on the right hand side of (6.7) to problem (6.3) preserves
the structure of this robust optimisation problem. Therefore, (6.3) can still be solved with the
techniques outlined in Section 6.2.3.
6.3.2 Dispatch time and forecast
Conventional generation technologies also differ in their dispatch time. As a result, the oper-
ating decisions of different generation technologies can depend on different information states.
We distinguish the following two cases:
• If the dispatch time is at (or very close to) delivery time, the operating decisions may
depend on perfect information about the state of the system at delivery. Generators, with
this types of online information are referred to as short lead generators;
• If the dispatch needs to take place well ahead of delivery (typically 6-24 hours before
delivery), the operating decisions can only depend on a forecast of the state of the system
at delivery. Generators of this property are referred to as long lead generators.
Modelling finite lead times is another way to account for the limited flexibility of certain tech-
nologies. Long lead generators must commit their production level a substantial amount of
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time before delivery. The requirement that production must equal demand at all time points
implies that thermal generators cannot overproduce, and therefore long lead generators need
to be conservative when setting their output levels based on unreliable forecast of demand
and renewable generation. Typical short lead generators include gas turbine and intermittent
technology generators (peaking technologies), while long lead generators include nuclear and
coal powered generators (base load technologies), see Table 6.1. The tradeoff between the use
of peaking versus base load technologies emphasises the need for reliable forecasts in order to
maximise the utilisation levels of the cost effective base load generators.
In practise, each generator can have its own lead time. This will result in a multi-stage problem,
where the forecasts for the state of the system become better as we approach delivery time.
Without loss of generality, we will restrict attention to problems with two dispatch times.
We denote by Ns and Nl the set of short and long lead generators, respectively, such that
N = Ns ∪Nl. We assume that all renewable energy sources are short lead, i.e., Nr ⊆ Ns.
The lead time of a generation technology n ∈ N is reflected in its information basis ξt,n. Indeed,
the information basis ξt,n for the long lead generators n ∈ Nl contains forecast information
about the system demand, the variable operating costs of all technologies and the intermittent
production quantities of the renewable energy sources at time t. By construction we assume
that at any time point t, L2(ξt,n) ⊆ L2(ξt,n′) for all n ∈ Nl and n′ ∈ Ns. Note that although
we model both short and long lead generation decisions to be taken at the time of delivery,
this is just a matter of bookkeeping as their dispatch time behaviour is determined by their
corresponding information basis.
Through time randomisation, the problem can still be simplified, but now different operating
decisions may have different information bases. The equivalent problem after time randomisa-
tion can now be viewed as a three-stage stochastic program, where the second- and third-stage
decisions are operating decisions of long lead and the short lead generators, respectively.
6.3.3 Energy storage and demand side management
An important feature of some electricity systems is their ability to store limited amounts of
excess energy during low demand hours and to supply it back to the system during peak de-
mand hours. This is traditionally achieved through the use of pumped storage hydropower
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plants. These plants can store energy by pumping water into an elevated reservoir. During
low demand hours, the hydropower plants use cheap energy, generated by base load or renew-
able technologies, to pump water against the gravitational gradient and release it to generate
electricity during peak hours. Although 30% of the energy is dissipated in the pumps and
turbines [59], the use of hydropower plants is very beneficial to both the commercial compa-
nies that operate these plants and to the electricity consumers. The former take advantage of
increased revenues from selling electricity during peak demand hours, while the latter benefit
from reduced electricity prices in peaking hours.
Demand side management and smart grid technologies provide alternative methods of energy
storage. The idea is to shift demand from peak load hours to base load hours, to reduce the
usage of expensive peaking technologies. In its basic form, this idea has been used for decades
for domestic heating, where radiators operate during low demand hours when electricity prices
attain a minimum. In this setting, energy in the form of heat is stored in special heat-retaining
bricks which are designed to release heat slowly throughout the following day. Although ef-
fective, domestic heating alone covers only a small portion of the total demand. Recently, the
use of smart grid technologies has taken a massive leap forward with the involvement of both
domestic and commercial consumers, as the electricity companies try to control the use of the
intermittent technologies and minimise the costs associated with peaking technologies.
Both energy storage and smart grid technologies can be modelled through inventory-type con-
straints of the following form.
0 ≤ y+t,n ≤ xn, 0 ≤ y−t,n ≤ xn, 0 ≤
t∑
s=1
ηny
+
s,n − y−s,n ≤ xn. ∀n ∈ Nm, t ∈ T . (6.8)
Here, the set Nm denotes all energy storage systems under consideration. The constant ηn
and the decision xn model the efficiency and capacity of system n, respectively. The decision
y+t,n = max{yt,n, 0} quantifies the amount of energy fed into the storage system, and ηny+t,n
represents the portion of this energy that is recovered. Similarly, y−t,n = min{yt,n, 0} quantifies
the energy supplied back into the electricity grid.
Similar to ramping constraints, inventory type constraints induce time coupling, and therefore
their reformulation through time randomisation does not display a simple structure which can
be handled with the techniques described above. However, as in the case of the ramping
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constraints, the decision rule approximation can still be used to collapsing the planning horizon
to two effective decision stages.
We treat y+t,n and y
−
t,n as two separate decisions and require that y
+
t,n = y
+>
n ζt,n and y
−
t,n =
y−>n ζt,n, for some constant coefficient vectors y
+
n , y
−
n ∈ RMn and some Mn-dimensional stochastic
process {ζt,n}t∈T . Again, we require that each component of ζt,n is contained in L2(ξt,n). With
this approximation the inventory constraints (6.8) reduce to
0 ≤ y+>n ζt,n ≤ xn, 0 ≤ y−>n ζt,n ≤ xn, 0 ≤
t∑
s=1
ηny
+>
n ζt,n − y−>n ζt,n ≤ xn. ∀t ∈ T , (6.9)
which is equivalent to
0 ≤ y+>n ζt,n ≤ xn, 0 ≤ y−>n ζt,n ≤ xn, 0 ≤ ηny+>n ζ+t,n − y−>n ζ+t,n ≤ xn. ∀t ∈ T . (6.10)
Here, the auxiliary cumulative process {ζ+t,n}t∈T is defined through ζ+t,n :=
∑t
s=1 ζs,n. Thus, the
decision rule approach enables us again to eliminate the explicit time coupling at the expense
of introducing additional stochastic processes. Randomising time and defining ζn := ζ θ ,n and
ζ+n := ζ
+
θ ,n allows us to rewrite (6.10) compactly as
0 ≤ y+>n ζn ≤ xn, 0 ≤ y−>n ζn ≤ xn, 0 ≤ ηny+>n ζ+n − y−>n ζ+n ≤ xn. (6.11)
Similar to (6.7), the constraints (6.11) are amenable to robust optimisation techniques and can
be approximated by constraint sampling techniques.
6.3.4 Dynamic investment schedules
In traditional investment planning problems it is assumed that all investment decisions are
taken at the beginning of the planning horizon. This can be undesirable as the system demand
may change over time. It is very inefficient to build today generators that will only be needed at
the end of the thirty year planning horizon. Alternatively, the investment problem can feature
several pre-specified investment points, for example every 10 years. Additionally, an important
aspect of real electricity systems is the decommissioning of ageing generators. Investment
planning problems need to account for this loss in generation capacity and schedule ahead
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of time for replacing decommissioned generators. Depending of the age of each generator,
decommissioning can take place at any point in time and will affect the investment decisions
throughout the planning horizon. Due to the long planning horizon, conventional models tend to
become intractable in this setting as investment and generation decisions are coupled in time.
A variant of problem CP with dynamic investment decisions is as follows.
minimise E
(∑
t∈T
λt
∑
n∈N
ct,nxt,n + vt,nyt,n
)
subject to xt,n ∈ L2(ξt,n), yt,n ∈ L2(ξt,n) ∀n ∈ N
0 ≤ xt,n ∀n ∈ N
0 ≤ yt,n ≤
t∑
s=1
xs,n − δs,n ∀n ∈ Nc
0 ≤ yt,n ≤ et,n
(
t∑
s=1
xs,n − δs,n
)
∀n ∈ Nr∑
n∈N
yt,n = dt

∀t ∈ T , P-a.s.
(6.12)
Here, the investment costs for each technology n ∈ N follow a stochastic processes {ct,n}t∈T .
Unlike the investment decisions in CP which are modelled as here-and-now decisions, xt,n in
(6.12) are wait-and-see decisions, which are modelled as functions of the random parameters
ξt,n. The deterministic process {δt,n}t∈T describes the decommissioning schedule for the exist-
ing capacity of technology n. By convention, the quantity −δ1,n is the capacity already in place
at the beginning of the planning horizon. The model does not explicitly account for decom-
missioning costs, as δt,n is an exogenous parameter; it is assumed that these costs are already
included in the investment costs. Moreover, the non-negativity constraint 0 ≤ xt,n ensures that
newly installed generation capacity will not be decommissioned during the planning horizon.
The cumulative capacity
∑t
s=1 xs,n − δs,n appearing in the constraints of (6.12) introduce a
temporal coupling of the investment decisions. Fortunately, these capacities have the same
structure as the inventories described in Section 6.3.3. Therefore, we can apply the decision
rule approximation to both the investment and operating decisions. Thus, we set xt,n = x
>
n ζt,n
and yt,n = y
>
n ζt,n for some constant coefficient vectors xn, yn ∈ RMn and some Mn-dimensional
stochastic process {ζt,n}t∈T , where ζt,n ∈ L2(ξt,n). Taking advantage of the linearity of the
decision rules and applying time randomisation, problem (6.12) is approximated by the following
6.3. Temporal coupling 157
semi-infinite optimisation problem.
minimise
∑
n∈N
p>n xn + q
>
n yn
subject to xn ∈ RMn , yn ∈ RMn ∀n ∈ N
0 ≤ x>n ζn ∀n ∈ Nc
0 ≤ y>n ζn ≤ x>n ζ+n − δ+n ∀n ∈ Nc
0 ≤ y>n ζn ≤ en
(
x>n ζ
+
n − δ+n
) ∀n ∈ Nr∑
n∈N
y>n ζn = d

P-a.s.
(6.13)
Here, pn = E(cn ζn) represents a generalised moment vector, with cn = Λc θ ,n. The auxiliary
random vectors ζ+n := ζ
+
θ ,n and δ
+
n := δ
+
θ ,n result from the time randomisation, while the
auxiliary stochastic processes {ζ+t,n}t∈T and {δ+t,n}t∈T are defined through ζ+t,n :=
∑t
s=1 ζs,n and
δ+t,n :=
∑t
s=1 δs,n, respectively. It is important to note that, although {δ+t,n}t∈T is deterministic,
δ+n becomes a random parameter through the time randomisation. This is the case as time
randomisation effectively attaches probability λt/Λ to the deterministic event occurring in
period t, i.e., P(δ+θ ,n = δ
+
t,n) = λt/Λ.
The decision rule approximation and the reformulation of the approximate problem through
time randomisation allows us to employ once more constraint sampling techniques to approxi-
mate the problem.
6.3.5 Renewable energy targets
In 2008 the European Union (EU) has set the 20 20 by 2020 targets for its country members [78].
These targets aim to decrease the green house gas emissions and to increase the production of
electricity through renewable sources. More specifically, the targets require that the greenhouse
gas emissions must be reduced by 20% and that 20% of the EU’s overall energy consumption
must be covered by renewable sources by 2020. Total energy consumption includes energy used
for heating and cooling, electricity generation, and transport [78]. In the following we will focus
on deriving constraints which ensure an increased use of renewable sources. Similar constraints
can be developed for imposing the greenhouse gas emissions targets.
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To address the structural differences between the problems RP and CP , we consider two types
of energy target constraints. In problem RP the investment decision xn is assumed to be fixed
for all renewable sources. Therefore, in order to examine the behaviour of the system under
different renewable penetration levels, we need to ensure satisfaction of the targets a priori.
The aim is to find capacity levels xn for the renewable sources that satisfy the identity
E
(
(1− α)
∑
t∈T2020
dt
)
= E
( ∑
t∈T2020
drest
)
. (6.14)
Here, the set T2020 contains all time points in year 2020, and the constant α ∈ [0, 1] denotes
the prescribed percentage of total energy consumption that must be covered through renewable
sources. Remembering that the residual demand is defined as drest = max{dt−
∑
n∈Nr et,n xn, 0},
equilibrium (6.14) helps us to determine investment decisions xn for n ∈ Nr such that, in
expectation, a fraction α of the demand will be covered by renewable sources in the year 2020.
In model CP , the capacity levels xn of the renewable sources are endogenous optimisation
variables. Therefore, one can directly include the following constraint into the optimisation
problem.
E
(
α
∑
t∈T2020
dt
)
≤ E
( ∑
t∈T2020
∑
n∈Nr
yt,n
)
(6.15)
This constraint ensures that the energy supplied from renewable sources over the year 2020
covers, in expectation, at least a fraction α of the demand. Similar to the time coupling
constraint presented Sections 6.3.3 and 6.3.4, the constraint (6.15) simplifies substantially after
imposing the decision rule approximation. We start again by setting yt,n = y
>
n ζt,n for some
constant coefficient vector yn ∈ RMn and some Mn-dimensional stochastic process {ζt,n}t∈T
with ζt,n ∈ L2(ξt,n). Using this approximation, the target constraint (6.15) reduces to
E
(
α
∑
t∈T2020
dt
)
≤ E
( ∑
t∈T2020
∑
n∈Nr
y>n ζt,n
)
⇐⇒ αE(d2020) ≤
∑
n∈Nr
y>n E(ζ2020n ), (6.16)
where the aggregated quantities d2020 and ζ2020n are defined through d
2020 :=
∑
t∈T2020 dt and
ζ2020n :=
∑
t∈T2020 ζt,n, respectively. The right hand side of (6.16) represents a linear inequality
that can be directly included into the optimisation problem without any further reformulation.
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6.4 Case studies
In the following we apply the decision rule approximation to problems RP and CP under the
different forms of temporal coupling discussed in Section 6.3. The aim of this section is to
distil insides that will be potentially useful in shaping future legislation regarding how the UK
energy system is operated. We also aim at obtaining guidelines on future investments in the
energy sector.
The types of generators used in this study are summarised in Table 6.1. This choice was
motivated by the Mott MacDonald predictions [93], which outline the suggested technologies
as the main technologies for the near future. The rest of the data used for the case studies are
long lead short lead φn
wind generators 0
Fully flexible
OCGT 0
CCGT 0
CCGT with CCS 0
Coal with CCS 0.3
IGCC with CCS 0.3
Coal 0.15
IGCC 0.15
Inflexible Nuclear 0.06
Table 6.1: Technical characteristics of generators: flexibility and dispatch time.
The acronyms used are as follows: Open Cycle Gas Turbine(OCGT), Combined Cy-
cle Gas Turbine(CCGT), Carbon Capture and Storage(CCS), Integrated Gasification
Combined Cycle(IGCC).
the following. The investment and operating costs for each generation technology are taken
from Mott MacDonald [93], see Table 6.4, with the fossil fuel and carbon price projections taken
from the UK Department of Energy and Climate Change (DECC) [52, 51], see Tables 6.5 and
6.6. Note that Mott MacDonald uses DECC’s projections for their own evaluation. Therefore,
data from the two sources are compatible. We emphasise that the investment costs used
in problems RP and CP are adjusted to account for a 30 year horizon, that is, they are
computed as the present value of the cash flow stream of investment costs as in [89, § 3.2].
Ramp rates for the inflexible technologies were deduced from actual generation data provided
by the US Environmental Protection Agency [126]. Hourly demand series data (2004-2010)
are taken from National Grid [98], and hourly wind series data (2004-2010) are taken from
Weather Underground [133]. In order to fill missing data over the whole planning horizon, the
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demand and wind time series were cyclically repeated. We also note that Weather Underground
reports wind speed measurements from airfields throughout the UK. In order to estimate the
wind speeds at offshore wind farms, the onshore wind speeds were adjusted using a procedure
described in [69]. The primary input to our model is wind power output which is calculated
from wind speeds via the power curve of Vestas wind generator V80-2MW [131]. Throughout
the rest of this chapter, we will work with wind power output.
In the following, we consider a 30 year planning horizon with an annual real interest rate of 1%.
Unless stated otherwise, we assume that there is no external increase in the average demand
level over the planning horizon. Moreover, we assume that the demand and wind time series
are ergodic. The Ergodic Theorem [75, § 2] implies that all moment information of a stochastic
process can be deduced from an infinitely long sample path. Therefore, we may assume that
the given large set of historical data is sufficient to describe the joint probability distribution
of the demand, wind, fuel and carbon prices.
In all numerical experiments we use decision rules that depend linearly on the stochastic data
processes modulated by binary patterns reflecting daytime (8am-12pm), nighttime (12pm-8am),
weekdays and weekends. Moreover, each modulated data process is segregated uniformly into
ten equal pieces. In the following, we refer to the decision rule-based solutions of problems
(6.1) and (6.2) as the stochastic solutions of problems RP and CP , respectively. All results
reported below constitute averages over 100 instances with independently sampled constraints
with constraint violation probability level ² = 0.05 and confidence level β = 0.999.
6.4.1 Effect of ramping
We first investigate the effects of the ramping constraints in problems RP and CP . As a
starting point, we assume that there is no capacity installed in the system, and our aim is to
analyse the capacity mix as a function of the wind penetration level. Wind penetration targets
between 0% and 50% are enforced through the constraints presented in Section 6.3.5. The
information basis for the two problems is summarised in Table 6.2.
To assess the accuracy of our method we first solve RP and CP without ramping constraints
and compare the resulting stochastic solutions with the solutions of corresponding nominal de-
terministic problems based on the empirical data. The nominal problems can be solved exactly
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RP Residual demand
Fuel & carbon costs
CP
Demand
Wind
Residual demand
Fuel & carbon costs
Table 6.2: Information basis ξt,n for problems RP and CP with ramping constraints.
This information basis is the same across all generators n ∈ N . The residual demand
in problem CP is based on the renewable capacity levels assumed in RP.
and provide a lower bound on the stochastic problems as they assume perfect foresight. Com-
paring the stochastic solution against the nominal solution will therefore give us an indication
of the quality of the decision rule approximation. The results are presented in Figure 6.2. We
observe that the stochastic solutions of problems RP and CP are the same, and virtually iden-
tical to the nominal solutions. The difference in optimal values of the stochastic and nominal
problems is less than 1% for all wind penetration levels. This can be explained by the absence
of temporal coupling, which means that the operating decisions are independent of time, and
therefore by the ergodicity of the stochastic processes, the stochastic and nominal problems
essentially coincide.
Figure 6.2: Left: Investment decisions for stochastic models RP and CP. Centre:
Investment decisions for the corresponding nominal problems based on the empirical
data. Right: Objective value of the stochastic and nominal solution.
The optimal energy mix consists of three types of thermal generators, namely OCGT, CCGT
and nuclear plants, which define the optimal operating frontier (Figure 6.3, top). The main
effect of wind penetration on the capacity mix is a substantial decrease in the nuclear capacity,
which is replaced by OCGT. This result can be explained by looking at the load duration curves
of the residual demand (Figure 6.3, bottom). As we increase the levels of wind penetration,
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the base load of the demand decreases, leading to a decrease in the need for base load capacity.
On the other hand, an increase in capacity of the intermittent sources increases the need for
peak load generators. This is illustrated by the very steep slope of the load duration curve for
short durations. These short durations correspond to peaking hours during cold winters , which
are the result of a high pressure system in the atmosphere. This leads to a high demand for
electricity, but at the same time the wind speeds are very low due to the high pressure system,
resulting in low generation from wind farms.
Figure 6.3: Top: Screening curves of the optimal OCGT, CCGT and nuclear gen-
eration technologies. Bottom: The load duration curve for different levels of wind
penetration. As the wind penetration increases, the total demand decreases. The
lines represent the residual demand with 0%(blue line), 10%, 20%, 30%, 40% and
50% wind penetration (red lines).
In the presence of ramping constraints, the solutions of the stochastic programs RP and CP are
no longer identical, see Figures 6.4 and 6.6. We first observe that the solutions of the stochastic
problemRP now also includes coal with CCS in the optimal capacity mix. Ramping constraints
restrict the ability of nuclear generator to adapt to the fluctuations of the residual demand.
Therefore, there is a need for another type of base load generation that is more flexible than
nuclear generation but remains cost effective. Note that coal with CCS does not reside on the
optimal operating frontier (Figure 6.5, left). However, the screening curve analysis disregards
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finite ramping rates. Coal with CCS nevertheless enters the optimal energy mix as it can
compensate - at least partly - the inflexibility of nuclear generation. Notice that coal with CCS
has also limited flexibility, but it is much more flexible than nuclear generation, as indicated
by the larger flexibility coefficient φn in Table 6.1. Intuitively, one can also adopt a dual
view on limited flexibility. Imagine that violations of the ramping constraints are penalised in
the objective function. This means that the investment and operating costs of the inflexible
generators increase, which causes the screening curves to shift upwards, thereby changing the
portfolio of technologies on the optimal operating frontier. The effects of finite ramping rates
are amplified as the level of wind penetration increases. Since the total generation must equal
the system demand and overproduction is not allowed, the volatility of the residual demand
reduces the nuclear capacity and replaces it with more expensive but also more flexible types
of generators.
Figure 6.4: Optimal energy mix for the stochastic model RP with ramping con-
straints (left), and the corresponding nominal problem (centre) under different levels
of wind penetration. The difference between the optimal value of the two problems is
always less than 10% (right).
Comparison of the stochastic and nominal solutions shows that the objective value of the
nominal problem constitutes a lower bound on that of the stochastic program. This is the case
as the nominal problem has perfect foresight, which allows it to adapt to the fluctuations of
the residual demand in an anticipative manner. This implies that the solution of the nominal
problem is potentially infeasible or highly suboptimal in reality when the demand and wind
output fluctuate randomly. We note that the relative gap between the stochastic and nominal
solution is around 10% for the problem instance with 50% wind penetration.
The solution of the stochastic problem CP differs substantially from the solution of RP , see
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Figure 6.5: Left: Screening curves on the technologies in the optimal energy mix for
the stochastic program of RP with ramping constraints. Right: Distribution of the
difference process for the residual demand in problem RP and (demand minus wind
production) in CP, in problem instances with 50% wind penetration.
Figure 6.6. The main reason is that model CP allows for curtailment of wind power. Recall that
in model RP all the wind production has to be used, while model CP has the option to build
more wind capacity than the minimum required to achieve the energy target, thus allowing to
smooth the effective demand by curtailing wind energy. Therefore, inflexible nuclear generators
can be utilised more aggressively, which eliminates the need for coal with CCS technologies.
A visualisation of this result is shown in Figure 6.5 (right), where the distributions of the
difference processes of the residual demand in problem RP and (demand minus wind production
process) in CP are superimposed. The ramping constraints depend on these difference processes
introduced in Section 6.3.1, both of which follow a unimodal distribution with zero mean.
However, the volatility of the difference process in model RP is larger that that for model CP .
Therefore, controlling the wind power output creates a smoother residual demand, and thus
inflexible generators are penalised less in CP than in RP .
6.4.2 Effect of forecast errors
The House of Lords estimated that in order for the UK to achieve the 20 20 by 2020 targets,
around 30% of its electricity demand must be covered by wind energy [78]. Unfortunately,
the difficulty in predicting the level of the wind power output has a great impact on the
investments in thermal generation. In the following series of experiments we evaluate the effect
of the forecast quality on the investment decisions within the models RP and CP . Note that
any forecast errors effectively reduce the flexibility of generators with a finite lead time. In all
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Figure 6.6: Optimal energy mix for the stochastic model CP with ramping constraints
(left), and the corresponding nominal model CP (centre), under different levels of wind
penetration. The optimal value of problem CP never exceeds that of problem RP as
the feasible region of RP is included in that of CP (right).
problem instances presented, we assume that 30% of the demand is met from wind. The lead
times of the different generators under consideration are listed in Table 6.1.
In practice, with the exception of wind generation, all uncertain quantities affecting the invest-
ment planning models can be accurately forecasted several hours before delivery. Therefore,
we assume that the information basis for the long lead generators contains only forecast in-
formation about the wind generation, but real-time information about the demand, fuel and
carbon costs at the time of delivery. The short lead information basis, on the other hand,
contains both forecast and real-time information about all random parameter in the model, see
Table 6.3. Wind forecasts are construct be perturbing the empirical wind series with a mean
reverting error process. Here, we interpret the empirical wind series as the time varying mean
and fix the rate of mean reversion to 0.9. By varying the volatility of the error process we can
model different levels of forecast quality.
The solutions of the stochastic and nominal problems RP , without ramping constraints, are
presented in Figure 6.7. The optimal energy mix of the stochastic solution consists of four
types of thermal generators, namely OCGT, CCGT, CCGT with CCS and nuclear generators.
As the forecast quality deteriorates, the nuclear and OCGT capacity decreases and is replaced
by CCGT and CCGT with CCS technologies. The result can be explained in view of the
screening curves (Figure 6.8, left). We observe that CCGT with CCS is beyond the optimal
operating frontier. Nevertheless, the technology enters the optimal energy mix as a result of the
penalty imposed on long lead generators due to the overproduction avoidance necessitated by
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long lead short lead
Residual demand - forecast Residual demand - real-time
RP Fuel & carbon costs - real-time Residual demand - forecast
Fuel & carbon costs - real-time
CP
Wind - forecast Wind - real-time
Residual demand - forecast Wind - forecast
Demand - real-time Demand - real-time
Fuel & carbon costs - real-time Residual demand - forecast
Residual demand - real-time
Fuel & carbon costs - real-time
Table 6.3: Information basis ξt,n for long and short lead generators in models RP
and CP. Random parameters with the label real-time indicate that the parameters are
revealed at delivery time, while random parameters with the label forecast, indicate
that parameters are revealed 24 hours prior to delivery time.
unreliable wind forecasts. Notice that although coal with CCS is the second most cost effective
technology for base load demand, its long lead behaviour prevents it from entering the optimal
energy mix. Therefore, the need for short lead, base load technologies necessitates substantial
investments in CCCT with CCS technologies. Comparing the nominal solution of RP is less
Figure 6.7: Optimal energy mix for the stochastic model RP with long and short lead
information bases and no ramping constraints (left), and the corresponding nominal
model RP (centre), under different levels of forecast quality. The objective values of
the two problems are visualised in the right diagram.
useful than in the previous section. Here, the perfect foresight of the nominal model completely
erases any difference between short and long lead information. Therefore, the nominal solution
is independent of the wind forecast quality.
In contrast to the stochastic solution of RP , the stochastic solution of CP does not include
CCGT with CCS in its optimal energy mix (Figure 6.9, left). As forecast quality deteriorates,
there is a marginal increase in the wind capacity installed, and we observe a less dramatic
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Figure 6.8: Left: Screening curves for the technologies in the optimal energy mix for
the stochastic solution of RP with long and short lead information bases and no ramp-
ing constraints. Center and right: Load duration curves that include demand, residual
demand and nuclear operating decisions for models RP(center) and CP(right). We
assume a 30% wind penetration and wind forecast errors with a variance of 0.2.
decrease in nuclear capacity than in model RP . This result has intuitive appeal. Problem
CP chooses to build more wind capacity than the minimum required to satisfy the 30% wind
penetration target. Unlike problem RP , which needs to satisfy the load balance constraint as
an equality, model CP has the ability to control the wind power output. This allows the long
lead generators to aggressively overestimate the realised wind power output and to operate at
a much higher capacity factor without risking a penalty. Therefore, there is no need for the
relatively more expensive CCGT with CCS technology to enter in the optimal energy mix. The
difference in the behaviour between models RP and CP is illustrated in Figure 6.8 (centre and
right diagrams), where we superimpose the operating decisions for nuclear generators and the
residual demand. Figure 6.8(right) clearly demonstrates that the base load nuclear generation
in CP can be utilised almost at its full capacity as a result of the ability to control the wind
power output. In contrast, model RP (Figure 6.8, centre) cannot utilise the nuclear generators
at their maximum capacity as all wind energy available must be consumed, and exact load
balancing must be maintained.
It is interesting to see that the amount of extra wind capacity invested by model CP in order to
achieve the 30% wind penetration target is almost negligible compared to the total invested ca-
pacity. Nevertheless, the cost reduction with respect to model RP is substantial, see Figure 6.9
(right). Indeed, for the problem instance with maximum forecast error, model CP achieves a
cost reduction of about 23% more than model RP . The nominal solution to problem CP is
again independent of the forecast error, which renders the nominal model somewhat nonsensical
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Figure 6.9: Optimal energy mix for the stochastic model CP with long and short lead
information bases and no ramping constraints (left) and the corresponding nominal
model CP(centre) under different levels of forecast quality. The objective values for
the stochastic models RP, CP and the nominal problem CP are presented in the right
diagram.
in the presence of multiple information bases.
We conclude this subsection by comparing the stochastic solutions for models RP and CP , with
long and short lead information bases and ramping constraints, see Figure 6.10. In general,
the solutions of the two models elucidate the drawbacks of ramping constraints and forecast
errors. As expected, the effects are more pronounced in model RP , where we see the long lead
and inflexible generators to be heavily penalised in favour of the short lead and flexible gas
turbines. It is interesting to notice that CP achieves costs reductions of about 30% compared
to RP in the worst wind forecast scenario.
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Figure 6.10: Optimal energy mix for the stochastic model RP with long and short
lead information bases and ramping constraints (left) and the corresponding stochastic
model CP (centre) under different levels of forecast quality. The objective values of
the two problems are visualised in the right diagram.
6.4.3 Effect of energy management systems
The drawbacks of ramping constraints and unreliable wind forecasts could be alleviated if
energy was storable. In the absence of storage facilities thermal generators are not allowed
to overproduced and thus flexible short lead generators are needed to smooth out demand
and wind spikes. In Sections 6.4.2 and 6.4.1 we have seen that the ability of model CP to
curtail wind energy results in more cost effective solutions than in model RP . In the next
series of experiments we assess the behaviour of model RP in the presence of active energy
management systems.
We consider two types of energy management systems: a pumped storage hydropower plant
and an array of batteries distributed throughout the system, which mimic the behaviour of a
smart grid. We assume that both have short lead times and are fully flexible. The fundamental
difference between the two systems is the time frame in which they operate. Pumped storage
plants can store energy over long periods, and therefore they have the capability to possible
transfer energy even between different seasons of the year. On the other hand, smart grid
appliances only postpone demand and have limited storage capacity. Therefore, they can only
even out daily seasonalities. This behaviour can be modelled through constraints that control
the operating cycles of the respective energy management systems. For example, one can
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impose the following constraints.
t∑
s=1
ηny
+
s,n − y−s,n ≤ 0
t+τ∑
s=1
ηny
+
s,n − y−s,n ≥ 0
 ∀t ∈ T
′ (6.17)
These constraints ensure that the underlying energy management system is reset at time points
t ∈ T ′. The constant τ represents a small time lag, typically 24 hours, during which the cycle
can be restarted. In the following experiments, we assume that pumped storage powerplants
have yearly cycles, while smart grid systems have weekly cycles. Moreover, we set the stor-
age efficiency parameter ηn equal to 0.7 and 1 for pumped storage and smart grid systems,
respectively. We also assume an installed capacity of 1 × 106 MWh and an initial filling level
of 0.5× 106 MWh.
Figure 6.11: Optimal energy mix for the stochastic model RP with ramping con-
straints, in the presence of pumped storage powerplants (left) and smart grid facilities
(centre) under different levels of wind penetration. The objective values of the two
problems are presented in the right diagram together with the optimal value of model
RP without an energy management system.
The effect of pumped storage and smart grid systems in the presence of ramping constraints is
visualised in Figure 6.11. The main observation is that in the presence of energy management
systems the total installed capacity drops significantly. This is due to the better utilisation of
base load generators, which are allowed to temporarily overproduce. This has two desirable
side effects: (i) the effect of ramping is marginalised as base load generators can now produce at
nearly constant levels, (ii) energy management systems are not affected by ramping constraints
and therefore base load generation can indirectly provide energy for peak hours as well. In
6.4. Case studies 171
fact, if we set the storage efficiency parameter ηn to 1 and remove constraints (6.17), the model
will choose to install only nuclear plants. Indeed, nuclear generators will always operate at
full capacity, and the energy management system will transfer any overproduction from low
demand to peak demand hours, see Figure 6.12.
Figure 6.12: The chart visualises the operating decisions of model RP in the ab-
sence of ramping and operating cycle constraints. The capacity and constant output
level of the nuclear generators are chosen such that the cumulative over- and under-
production are exactly matched.
The length of the operating cycles dictates the operational flexibility of an energy management
system. This is evident from the comparison of the pumped storage and smart grid solutions
presented in Figure 6.11. The yearly cycle of pumped storage powerplants allows for large
investments in nuclear technology even under high wind penetration. In contrast, smart grid
systems allow demand transfers only within a week, and therefore, in order to achieve feasibility,
a substantial percentage of peaking technologies in needed. This effect is amplified under high
wind penetration as the buffering effect of the energy system can no longer accommodate the
volatile residual demand. As a result, coal with CCS technologies are introduced to counteract
the ramping behaviour of nuclear generation. The demand smoothing capabilities of the two
systems are also evident when comparing the corresponding objective values (Figure 6.11,
right). As expected, both systems achieve cost reductions for all wind penetration levels with
respect to the standard RP model with ramping constraints. In particular, pumped storage
technologies achieve savings of around 20% under 50% wind penetration, while the smart grid
system is more effective in the presence of lower wind penetration levels, where demand is less
volatile.
Energy management systems are particularly effective in the absence of reliable wind forecast.
The effect of pumped storage and smart grid systems on model RP with deteriorating forecast
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quality and no ramping constraints are visualised in Figure 6.13. These results are subject
to a wind penetration level of 30%. Here, energy management systems almost completely
eradicate the detrimental effects of wind forecast errors. Indeed, investment decisions are
almost independent of the forecast quality. This is intuitively clear as storage facilities act
as buffers, filtering energy production from long lead nuclear generators and transforming it
to short lead generation. Similar effects are observed in the presence of smart grid systems.
Unfortunately, under high forecast error, its short operating cycle forces the model to invest in
the mid-merit CCGT technologies as base load generation cannot be operated in an optimal
way. Nevertheless, when compared to the standard RP model, smart grid systems achieve a
cost reduction of up to 38%, with pumped storage achieving reductions of up to 41%.
Figure 6.13: Optimal energy mix for the stochastic model RP with long and short
lead information bases and no ramping constraints, in the presence of pumped storage
powerplants (left) and smart grid systems (centre) under different levels of forecast
quality. The objective values of the two problems are visualised in the right diagram
together with the optimal value model RP without an energy management system.
6.5 Summary and conclusions
In this chapter we studied a capacity expansion model in the energy market from a social wel-
fare maximisation point of view. The aim is to identify the most effective mix of generation
technologies in a high wind penetration environment. We developed a new framework that can
address uncertainty in multi-stage stochastic problems with a large number of time stages. This
was achieved through the concept of time randomisation, which takes advantage of a temporal
decomposability of the problem and allows us to rewrite the problem as a two-stage stochastic
6.5. Summary and conclusions 173
program. The latter was then solved using decision rule and constraint sampling approxima-
tions. By exploiting the structure of the decision rule approximation and the concept of time
randomisation we were able to incorporate temporal coupling constraints into the problem.
This enables us to model effects such as ramping constraints and finite lead times.
The main insights we can distill from the numerical results conducted are that operational
flexibility is key in achieving an environment where wind generation can be utilised in a ben-
eficial way. This was demonstrated through the solutions of models RP and CP under the
different assumptions about the technical characteristics of the available generation technolo-
gies. Demand side measures based on wind curtailment or energy management systems such as
pumped hydro powerplants and smart grid systems, are proven to be useful tools in overcoming
the drawbacks associated with the ramping and lead time constraints of conventional thermal
generators. These ideas will allow a better utilisation of cost effective thermal generators, which
will result in an overall decrease in production costs and thus a decrease in electricity prices
for the end consumer.
The concept of time randomization proves to be useful also beyond energy investment planning.
For example, it has already been adopted in [113] in the framework of pricing monopolistic cloud
computing services.
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(Gas(p/therm), Coal($/barrel), Carbon(£/tonne))
Year Low scenario Central scenario High scenario
2012 (48,124,7) (69,130,14) (79,137,18)
2013 (32,117,9) (74,130,16) (81,143,20)
2014 (33,112,10) (80,127,17) (83,144,21)
2015 (33,106,12) (81,124,19) (85,146,24)
2016 (33,101,14) (81,121,21) (87,147,27)
2017 (34,96,15) (76,119,22) (89,148,28)
2018 (34,91,16) (70,116,24) (91,149,31)
2019 (35,85,17) (70,113,26) (93,151,33)
2020 (36,80,19) (70,110,29) (95,152,35)
2021 (37,80,21) (70,110,33) (97,153,43)
2022 (38,80,23) (70,110,38) (100,153,51)
2023 (39,80,25) (70,110,42) (100,154,58)
2024 (40,80,26) (70,110,47) (100,154,66)
2025 (41,80,28) (70,110,51) (100,155,73)
2026 (42,80,30) (70,110,56) (100,155,81)
2027 (43,80,32) (70,110,61) (100,155,89)
2028 (44,80,34) (70,110,65) (100,155,96)
2029 (44,80,35) (70,110,70) (100,155,104)
2030 (45,80,37) (70,110,74) (100,155,111)
2031 (46,80,41) (70,110,81) (100,155,122)
2032 (47,80,44) (70,110,88) (100,155,132)
2033 (47,80,47) (70,110,95) (100,155,142)
2034 (48,80,51) (70,110,102) (100,155,153)
2035 (49,80,54) (70,110,109) (100,155,163)
2036 (50,80,58) (70,110,116) (100,155,173)
2037 (50,80,61) (70,110,122) (100,155,184)
2038 (51,80,65) (70,110,129) (100,155,194)
2039 (52,80,68) (70,110,136) (100,155,204)
2040 (53,80,72) (70,110,143) (100,155,215)
2041 (54,80,75) (70,110,150) (100,155,225)
2042 (54,80,78) (70,110,157) (100,155,235)
Table 6.6: Projections for fuel and carbon prices. This table compliments Table 6.5.
The three scenarios presented correspond to the evolution of prices of the three com-
modities. A uniform distribution is assumed between the three scenarios.
Chapter 7
Conclusions
The linear decision rule approximation is proven to be a versatile framework for solving op-
timisation problems under uncertainty. Although crude, their simple structure allows for the
approximation to scale polynomially with the input parameters and the number of stages. Un-
fortunately, the theoretical a priori results for the worst-case performance of linear decision rules
is rather disappointing. Therefore, the aim of this thesis was to construct efficiently computable
instance-wise bounds on the loss of optimality incurred by the linear decision rule approxima-
tion, improve the approximation quality by designing more flexible decision rules, and evaluate
their performance through real world applications. In particular the main achievements of this
thesis are summarised below.
• We developed an efficient algorithm for assessing the loss of optimality incurred by the
linear decision rule approximation. The key idea is to apply the linear decision rule
restriction not only to the primal but also to a dual version of the stochastic program.
Since both problems share a similar structure, both problems can be solved in polynomial-
time. The gap between their optimal values estimates the loss of optimality incurred by
the linear decision rule approximation.
• We designed an improved approximation based on non-linear decision rules, which can
be useful if the optimality gap of the linear decision rules is deemed unacceptably high.
The idea takes advantage of the fact that one can always map a linearly parameterised
non-linear function into a higher dimensional space, where it can be represented as a
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linear function. This allows us to utilise the machinery developed for linear decision rules
to produce superior quality approximations that can be obtained in polynomial time.
• We assessed the performance of the approximations developed in two operations manage-
ment problems: a production planning problem and a supply chain design problem. We
show that near-optimal solutions can be found in problem instances with many stages
and random parameters. We additionally compare the quality of the decision rule ap-
proximation with classical approximation techniques.
• We developed a systematic approach to reformulate multi-stage stochastic programs with
a large number of stages as static robust optimisation problem that can be solved with
a constraint sampling technique. The method is motivated via an investment planning
problem in the electricity industry.
During our research, we identified several interesting avenues for future work. In the following
we outline some natural extensions of the work presented in this thesis.
Alternative description of the uncertainty set: Throughout the thesis, we operated un-
der the assumption that all distributional information for the uncertain parameters are
precisely known. This is far from realistic in most real-world applications. This type of
problems is addressed in an increasing amount of literature under the general framework
of distributionally robust optimisation, were moment information is assumed to lay within
given sets. A possible alternative approach in tackling this problem, is to consider a
different description of the uncertainty set. Instead of restricting moment information,
one could potentially restrict the probability mass that will lay within a given set. This
will allow to incorporate different information available for the random parameters. For
example, in the investment planning framework, one could potentially use the prices of
financial derivatives in modelling the uncertainty associated with the corresponding stock.
Polynomial decision rules in a robust environment: Polynomial decision rules have a
natural interpretation in a number of problem instances. This approximation is par-
ticularly effective in reducing complexity in cases where the semi-infinite structure of the
constraints can be approximated through robust optimisation techniques. Indeed, the
authors of [7] followed a similar idea to the one described in Chapter 4, and used the
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sums-of-squares approximation to reformulate the semi-infinite constraints, resulting to
a semi-definite program. Although semi-definite program solvers have made a massive
leap forward, there not nearly as powerful as linear or second-order cone solvers. An
alternative approach in describing the outer approximation enclosing the convex hull of
the probability measure support, is through second-order conic constraints. This type
of approximation will not be as tight as the one resulting from the sums-of-squares, but
the resulting problem can be formulated as a second-order conic program. This could
potentially provide a computationally effective way to incorporate polynomial informa-
tion in decision rules, without the computational burden associated with semi-definite
programming.
Energy procurement strategies: An interesting application that could potentially compli-
ment the work of Chapter 6, is to study energy procurement strategies in the presence of
high wind penetration. This will involve the study of the energy market dynamics, which
has similar characteristics to the models presented in Chapter 6. There is an increasing
amount of literature concerned with this problem, e.g., [96, 31]. Most of this work is
presented through newsvendor type models, disregarding the technical characteristics of
generators that are modelled through temporal coupling constraints. To this end, one
could potentially employ similar techniques to the ones presented in Chapter 6 to cap-
sure both the dynamic nature of energy procurement and address the complexities incur
through the use of inflexible generators.
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