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DISCRETIZATION ERROR OF STOCHASTIC ITERATED
INTEGRALS
YUPING SONG AND HANCHAO WANG
Abstract. In this paper, the weak convergence about the discretization er-
ror of stochastic iterated integrals in the Skorohod sense are studied, while the
integrands and integrators of iterated integrals are supposed to be semimartin-
gales with jumps. We explored the rate of convergence of its approximation
based on the asymptotic behaviors of the associated normalized error and ob-
tained that the rate is 1/n when the driving process is semimartingale with
a nonvanishing continuous martingale component. As an application, we also
studied the discretization of the Dole´ans-Dade exponential.
1. Introduction
Let (Ω,F , (Ft)t∈[0,1],P) be a stochastic basis. The present paper studies the
weak convergence of a sequence of stochastic processes Xn = {Xnt }t∈[0,1] defined
as
(1.1) Xnt =
[nt]∑
i=1
∫ i
n
i−1
n
∫ s−
i−1
n
(Yr− − Y i−1
n
)dYrdYs
in the Skorohod space D[0, 1], where Y = {Yt}t∈[0,1] is semimartingales with jumps
on (Ω,F , (Ft)t∈[0,1],P). The stochastic iterated integral
∫ t
0
∫ s−
0
Yr−dYrdYs is usu-
ally defined as a limit of Riemann sums via discretization of Y . We are interested in
the asymptotic error distributions of X , i.e. the weak convergence of X in Skorohod
space D[0, 1].
Solving the problem can be seen as an extension of previous works on the dis-
cretization error of
(1.2) Υnt =
[nt]∑
i=1
∫ i
n
i−1
n
(Ss− − S i−1
n
)dYs.
Rootze´n [14] studied the the weak convergence of Υ, when Y is a Brownian motion.
Jacod and Protter [9] obtained the weak convergence of Υ and asymptotic error
distributions of Euler scheme for stochastic differential equation, when S = Y are
semimartingale. Jacod [8] extended [9] to the pure jump Le´vy processes. Wang [16]
extended Jacod’s work to pure jump semimartingales. In [9], the rate of convergence
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is 1/
√
n when the driving process is semimartingale with a nonvanishing continuous
martingale component. The rates of convergence in [8] and [16] depended on the
concentration of Le´vy measure of underlying processes. Hayashi and Mykland
[3] discussed this problem in the financial content for hedging error when Y is
continuous local martingale. Tankov and Voltchkova [15] obtained the asymptotic
distribution of hedging error when Y is semimartingale with jumps. On the other
hand, some authors recently consider the random discretization scheme for (1.2), see
[2], [4], [18] and so on, these papers on random discretization scheme are confined
to the case that Y is continuous local martingales.
So far, the convergence of Xn in (1.1) is rarely studied. Yan [17] studied this
problem when Y is continuous semimartingale, derived the asymptotic error dis-
tribution of Milstein scheme for stochastic differential equation, obtained that the
rate of convergence is 1/n when the driving process is continuous semimartingale
with a nonvanishing martingale component. In present work, we focus on the case
of Y is semimartingale with jump.
As an application, we studied the discretization error of Dole´ans-Dade expo-
nential. Dole´ans-Dade exponential plays an important role in the study of weak
convergence for semimartingales and has explicit computation of density process.
It can be defined through
(1.3) dXt = Xt−dYt,
X is called the Dole´ans-Dade exponential of Y . If Y is a semimartingale with
jumps, then
Xt =: E(Y )t = exp{Yt − Y0 − 1
2
< Y c >t}
∏
s≤t
(1 + ∆Ys)e
−∆Ys
where Y c is continuous local martingale part of Y , < Y c > stands for its predictable
quadratic variation. If we conduct a Milstein type scheme for (1.3), we obtain its
asymptotic error distribution . It can be held as asymptotic error distribution of
the Dole´ans-Dade exponential.
This paper is organized as follows. We express the main result in Section 2. In
Section 3, some technical lemmas and the proof of main result are presented. The
application and discuss will be collected in Section 4.
2. Main result
A semimartingaleM is an Itoˆ semimartingale on some filtered space (Ω,F , (Ft)t≥0,P)
if its characteristics (BM , CM , νM ) are absolutely continuous with respect to Lebesgue
measure. In other words, the characteristics of M have the form
(2.1) BMt =
∫ t
0
bMs ds, C
M
t =
∫ t
0
cMs ds, ν
M (dt, dx) = dtFMt (dx).
Here bM and cM are optional processes, with cM ≥ 0, and FM is an optional random
measure on R. The triple (bMt , c
M
t , F
M
t ) constitutes the spot characteristics of M .
The details of these concepts and notions can be found in Jacod and Shiryaev [11].
Assumption 1. We assume that Y in (1.1) is stochastic integral driven by a Le´vy
process, that is
Yt =
∫ t
0
σs−dZs
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where
(a) Z is Le´vy process with characteristics (b, c, F ), where b ∈ R, c > 0 and F is
a positive measure on R with F ({0}) = 0, F (R) <∞ and∫ (x2 ∧ 1)F (dx) <∞.
(b) The process σ is an Itoˆ semimartingale with spot characteristics (bσt , c
σ
t , F
σ
t ),
which are such that the processes bσt , c
σ
t and
∫
(x2 ∧ 1)F σt (dx) are locally bounded.
In fact, if we denote by µ the jump random measure of Z, and set ν(dt, dx) =
dt× F (dx), Z has the form (see [11])
Zt = bt+ Z
c
t + x1{|x|≤1} ∗ (µ− ν)t + x1{|x|>1} ∗ µ.
The limiting process in our main results is described in the following.
Set
1. M is standard Brownian motion;
2. (N ′n)n≥1 and (N
′′
n )n≥1 are two sequences of standard normal variables;
3. (K ′n)n≥1 and (K
′′
n)n≥1 are two sequences of identical distributed random vari-
ables, and Kn has same distribution with N
2
n − 1;
4. (ξn)n≥1 is a sequence of uniform variables on (0, 1).
M , (N ′n)n≥1, (N
′′
n )n≥1, (K
′
n)n≥1, (K
′′
n)n≥1 and (ξn)n≥1 are independent from
each other and all other random elements.
Let us denote by (Tn)n≥1 arbitrary ordering of all jump times of Z, consisting
of stopping times taking value in (0, 1].
Now, we present our main results.
Theorem 2.1. Under Assumption 1, we have the following:
(a) If c = 0, nXn weakly converge to 0.
(b) If c > 0, nXn weakly converge to X, where
Xs =
√
6c3
6
∫ s
0
σ3t−dMt − c
∑
n:Tn≤t
[
√
ξnK
′
n +
√
c(1− ξn)ξnN ′nN ′′n +
√
1− ξnK ′′n)]σ3Tn−∆ZTn
3. Preliminaries and the proof of Theorem 2.1
3.1. Localization. We first reduce the problem to a situation where Y satisfies
some strengthened versions of our assumptions, which are as follows.
Assumption 2. We have Assumption 1, and moreover
(a) we have |∆Zt| and |σt| are bounded for all t ∈ [0, 1];
(b)the processes |bσt |, cσt and
∫
(x2 ∧ 1)F σt (dx)are bounded.
Lemma 3.1. In Theorem 2.1, one can replace Assumption 1 with Assumption 2 .
Proof. We suppose Theorem 2.1 holds under the Assumptions 2, we need to prove
that Theorem 2.1 still holds under Assumption 1.
Consider the new Le´vy process Z(p)t = Zt −
∑
s≤t∆Zs1{|∆Zs|≥p}. Association
with Z(p) the same term as Z , write Y (p), X(p) instead of Y,Xn, respectively.
By hypothesis, we have a sequence of stopping times (τp)p≥1, and a sequence of
non-random time (tp)p≥1, with τp ≤ tp, and τp ↑ ∞ as p→∞ such that
|bσt | ≤ p, cσt ≤ p, |σt| ≤ p,
∫
(x2 ∧ 1)F σt (dx) ≤ p, |∆Z| ≤ p
when t ≤ τp.
Thus, set σ(p)t = σt∧τp , Y (p)t =
∫ t
0 σ(p)s−dZ(p)s. We easily obtain
t ≤ τp ⇒ σ(p)t = σ, Z(p)t = Z, Y (p) = Y.
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Our hypothesis now implied nXn(p) converges in law to X(p) with σ(p) instead of
σ. We see the restriction of X to [0, τp) is a version of the restriction of X(p) to
[0, τp).
For any continuous bounded function Φt on the Skorokhod space D([0, 1],R)
which depends on the sample path only up to time t, we have
|E(Φt(nXn))− E(Φt(nXn(p)))| ≤ 2||Φt||P(τp ≤ t),
|E(Φt(X))− E(Φt(X(p)))| ≤ 2||Φt||P(τp ≤ t).
Since P(τp ≤ t)→ 0 and
E(Φt(nX
n(p)))→ E(Φt(X(p)))
for every t as p→∞, we obtain this lemma. 
3.2. Preliminaries. In this paper, we will be dealing with the weak convergence of
stochastic integral in the Skorohod topology. We denote by⇒ the weak convergence
for this topology.
We first recall some facts on convergence of stochastic integrals, which are from
Kurtz and Protter [12].
First recall that, for every δ > 0, any semimartingale can be written as
Xt = X0 +AX(δ)t +MX(δ)t +
∑
s≤t
∆Xs1{|∆Xs|>δ}
where AX(δ) is a predictable process with finite variation, null at 0, MX(δ) is a
local martingale null at 0, and ∆M(δ)t ≤ δ.
Theorem 3.2. (Kurtz and Protter [12].) Let Xn be a sequence of semimartingales,
Hn a sequenrce of predictable processes. If there exist a predictable process H, and
semimartingale X such that
(3.1) sup
t∈[0,1]
|Hnt −Ht| P→ 0,
(3.2) Xn ⇒ X,
and
< MXn(δ),MXn(δ) >1 +
∫ 1
0
|dAXn(δ)s|+
∑
0≤s≤1
Xns 1{|∆Xns |>δ}
is tight for some δ > 0. Then we have
(Xn, Hn− ·Xn)⇒ (X,H− ·X).
Next, we will recall some facts about the stable convergence. Firstly, we will
mention the definition of the stable convergence in law and its property, secondly, we
will present limit theorem for partial sums of triangular arrays of random variables,
one can refer to Jacod [5] [6] [7] or Jacod and Shiryaev [11] for more details.
1) Stable convergence in law.
This notation was firstly introduced by Re´nyi [13], which is exposited by Aldous
and Eagleson [1].
A sequence of random variables Zn defined on the probability space (Ω,F ,P),
taking their values in the state space (E, E), assumed to be Polish. We say that
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Zn stably converges in law if there is a probability measure η on the product
(Ω× E,F × E), such that η(A× E) = P(A) for all A ∈ F and
(3.3) E(Y f(Zn)) −→
∫
Y (ω)f(x)η(dω, dx)
for all bounded continuous functions f on E and bounded random variables Y on
(Ω,F).
Take Ω˜ = Ω× E, F˜ = F × E and endow (Ω˜, F˜) with the probability η, and put
Z(ω, x) = x, on the extension (Ω˜, F˜ , P˜) of (Ω,F ,P) with the expectation E˜ we have
(3.4) E(Y f(Zn)) −→ E˜(Y f(Z)),
then we say that Zn converges stably to Z, denoted by
stably⇒ .
The stable convergence implies the following crucial property, which is funda-
mental for the proof of lemma 3.5.
Proposition 3.3. if Zn
stably⇒ Z and if Yn and Y are variables defined on (Ω,F ,P)
and with values in the same Polish space F, then
(3.5) Yn
P−→ Y ⇒ (Yn, Zn) stably⇒ (Y, Z),
which implies that Yn + Zn
stably⇒ Y + Z through the continuous function g(x, y) =
x+ y.
2) Convergence of triangular arrays.
In this part, we give the available convergence criteria for stable convergence of
partial sums of triangular arrays.
Theorem 3.4. (Jacod’s stable convergence theorem [7].) A sequence of R−valued
variables (ζn,i : i ≥ 1) defined on the filtered probability space (Ω,F , (F)t≥0,P) is
Fi∆n−measurable for all n, i. Assume there exists a continuous adapted R−valued
process of finite variation Bt and a continuous adapted and increasing process Ct,
for any t > 0, we have
(3.6) sup
0≤s≤t
∣∣ [s/∆n]∑
i=1
E
[
ζn,i|F(i−1)∆n
]−Bs∣∣ P−→ 0,
(3.7)
[t/∆n]∑
i=1
(
E
[
ζ2n,i|F(i−1)∆n
] − E2[ζn,i|F(i−1)∆n])− Ct P−→ 0,
(3.8)
[t/∆n]∑
i=1
E
[
ζ4n,i|F(i−1)∆n
]
P−→ 0.
Assume also
(3.9)
[t/∆n]∑
i=1
E
[
ζn,i∆
i
nH |F(i−1)∆n
]
P−→ 0,
where either H is one of the components of Wiener process W or is any bounded
martingale orthogonal (in the martingale sense) toW and ∆inH = Hi∆n−H(i−1)∆n .
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Then the processes
[t/∆n]∑
i=1
ζn,i
stably⇒ Bt +Mt,
where Mt is a continuous process defined on an extension
(
Ω˜, F˜ , P˜) of the filtered
probability space
(
Ω,F ,P) and which, conditionally on the the σ−filter F , is a
centered Gaussian R−valued process with E˜[M2t |F] = Ct.
3.3. Asymptotic properties on Le´vy process. In this section, we study as-
ymptotic properties of
Snt :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zr− − Z(i−1)/n)dZrdZs.
For ε > 0, we set
M ε = x1{|x|≤ε} ∗ (µ− ν), Nε = x1{|x|≥ε} ∗ (µ− ν),
Aε = x1{|x|≥ε} ∗ µ, bε = b−
∫
ε<|x|≤1
xF (dx).
Obviously,
Zt = Z
c
t +M
ε
t +A
ε
t + bεt
From now on, we fix ε > 0, and denote by 0 < T1 < T2 < · · · < Tn < · · · the
successive jump times of Z with size bigger than ε. We define
T+(n, i) = inf{k
n
: k ≥ 1, k
n
≥ Ti}, T−(n, i) = T+(n, i)− 1
n
;
Set
αnj = n∆ZTj (Z
c
Tj − ZcT−(n,j))(ZcT+(n,j) − ZcTj ),
βnj = n∆ZTj [
1
2
(ZcTj − ZcT−(n,j))2 −
1
2
(Tj − T−(n, j))],
γnj = n∆ZTj [
1
2
(ZcT+(n,j) − ZcTj )2 −
1
2
(T+(n, j)− Tj)].
Lemma 3.5. If we denote Wt = Z
c
t + bεt := Lt + Ft,
Mn,εt =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Wr− −W(i−1)/n)dWrdWs.
We have
nMn,ε ⇒M
where M are continuous local martingales, which are independent of Zc.
Proof.
Mn,εt =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Wr −W(i−1)/n)dWrdWs
=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLs +
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdFs
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=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dFrdWs +
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Fr − F(i−1)/n)dLrdWs
=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Fr − F(i−1)/n)dFrdWs
:= Mn,ε1,t +M
n,ε
2,t +M
n,ε
3,t +M
n,ε
4,t +M
n,ε
5,t .
The results of
nMn,ε2,t
L2→ 0, nMn,ε3,t L
2
→ 0, nMn,ε4,t L
2
→ 0, nMn,ε5,t L
2
→ 0
are easily obtained according to lemma 7.7 in Yan [17], so we get
nMn,ε2,t
P→ 0, nMn,ε3,t P→ 0, nMn,ε4,t P→ 0, nMn,ε5,t P→ 0.
Next, we will employ Theorem 3.4 to the part nMn,ε1,t .
nMn,ε1,t = n
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLs :=
[nt]∑
i=1
qi,
where qi = n
∫ i/n
(i−1)/n
∫ s
(i−1)/n(Lr − L(i−1)/n)dLrdLs.
(1)
∑[nt]
i=1 Ei−1[qi] ≡ 0 by the martingale property of stochastic integral.
(2) Since Lt is a Brownian motion, we have
[nt]∑
i=1
Ei−1[q
2
i ] = n
2
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLs
]2
= c · n2
[nt]∑
i=1
Ei−1
∫ i/n
(i−1)/n
[∫ s
(i−1)/n
(Lr − L(i−1)/n)dLr
]2
ds
= c · n2
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
[∫ s
(i−1)/n
(Lr − L(i−1)/n)dLr
]2
ds
= c2 · n2
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
Ei−1
[
Lr − L(i−1)/n
]2
drds
= c3 · n2
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
[r − (i − 1)/n] drds
=
c3
6
t,
by Fubini’s Theorem in the third equation.
(3) Using BDG and Ho¨lder inequality, we have
[nt]∑
i=1
Ei−1[q
4
i ] = n
4
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLs
]4
≤ n4
[nt]∑
i=1
Ei−1
∫ i/n
(i−1)/n
(∫ s
(i−1)/n
(Lr − L(i−1)/n)dLr
)2
csds
2
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≤ n4
[nt]∑
i=1
Ei−1
∫ i/n
(i−1)/n
(∫ s
(i−1)/n
(Lr − L(i−1)/n)dLr
)4
ds
∫ i/n
(i−1)/n
c2sds
≤ Kn3
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(Lr − L(i−1)/n)2crdr
)2
ds
≤ Kn3
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(Lr − L(i−1)/n)4dr
∫ s
(i−1)/n
c2rdr
)
ds
≤ K2n2
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
Ei−1(Lr − L(i−1)/n)4drds
= O
(
1
n
)
→ 0.
(4) If H is orthogonal to W , we have
[nt]∑
i=1
Ei−1[qi∆iH ] ≡ 0.
If H =W, then by the integration by parts formula,
[nt]∑
i=1
Ei−1[qi∆iH ] = n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLs
∫ i/n
(i−1)/n
dWs
]
= n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
∫ s
(i−1)/n
(Lr − L(i−1)/n)dLrdLsdWt
]
+n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
Wsds
∫ t
(i−1)/n
(Lr − L(i−1)/n)dLrdLt
]
+n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
(Lr − L(i−1)/n)dLr
√
cdt
]
= 0,
by the Fubini’s Theorem for the third part and the martingale property of stochastic
integral.
Based on Proposition 3.3 and the above calculations, we get
nMn,ε
stably⇒ M
where M are continuous local martingales, which are independent of Zc. 
Lemma 3.6. We have
(W,αn, βn, γn)
stably⇒ (W,α, β, γ),
where W is a Browinian motion, αn = (αnj )j≥1, β
n = (βnj )j≥1, γ
n = (γnj )j≥1,
α = (αj)j≥1, β = (βj)j≥1, γ = (γj)j≥1,
αj =
√
c(1− ξj)ξjN ′jN ′′j ∆ZTj ,
βj =
1
2
√
cξjK
′
j∆ZTj , γj =
1
2
√
c(1 − ξj)K ′′j∆ZTj ,
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ηj =
√
cξj(N
′
j)
2∆ZTj , κj =
√
c(1− ξj)N ′′j (∆ZTj )2.
Proof. In order to prove the result, we need to show that
E(h(Z)g(W,αn, βn, γn))→ E(h(Z)g(W,α, β, γ))
for all bounded functions h and uniformly continuous bounded functions g. By
the density argument from Jacod and Protter [9], it is enough to prove this when
h(Z) = u(Z ′)v(Zc)w(Aε), where Z ′ = Z − Zc − Aε. By the similar argument of
Lemma 6.2 in Jacod and Protter [9], it remains to prove that
E(u(Z ′)v(Zc)w(Tj ,∆ZTj )1≤j≤kg(W,α
n
j , β
n
j , γ
n
j )1≤j≤k1Ωn)
→ E(u(Z ′)v(Zc)w(Tj ,∆ZTj )1≤j≤kg(W,αj , βj , γj)1≤j≤k)
where the set Ωn on which each interval ((i− 1)/n, i/n] contains at most one Tj
tends to Ω.
Since the independence and stationary of the increments of the Le´vy process, it
is enough to study the limit of
E(u(Z ′)v(Zc)w(Tj ,∆ZTj )1≤j≤kg(W,
√
c(1− ξnj )ξnj N ′jN ′′j ∆ZTj ,
1
2
√
cξnj K
′
j∆ZTj ,
1
2
√
c(1− ξnj )K ′′j∆ZTj )1≤j≤k1Ωn).
If Fk and Gk denote the distribution of (∆ZTj )1≤j≤k and (Tj)1≤j≤k, the previous
expression becomes∫
Fk(dx1, · · · , dxk)Gk(dt1, · · · , dtk)1⋂
1≤i≤k{[nti]≤[nti+1]}
×E(u(Z ′)v(Zc)w(tj , xj)1≤j≤kg(W,
√
c(1− ξnj )ξnj N ′jN ′′j xj ,
1
2
√
cξnj K
′
jxj ,
1
2
√
c(1− ξnj )K ′′j xj)1≤j≤k1Ωn),
where ξnj = n(Tj − T−(n, j)). Since T1, T2, · · · , Tk is independent of Z, from the
Jacod and Protter [9], we have (ξnj )1≤j≤k
stably⇒ (ξj)1≤j≤k , we complete this proof.

Lemma 3.7. If we denote
Fn,ε,1t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zcr− − Zc(i−1)/n)dAεrdZcs ,
Fn,ε,2t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zcr− − Zc(i−1)/n)dZcrdAεs,
Fn,ε,3t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Aεr− −Aε(i−1)/n)dZcrdZcs ,
Fn,ε,4t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Aεr− −Aε(i−1)/n)dZcrdAεs,
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Fn,ε,5t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Aεr− −Aε(i−1)/n)dAεrdZcs ,
Fn,ε,6t =
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zcr− − Zc(i−1)/n)dAεrdAεs,
Fn,ε =
6∑
i=1
Fn,ε,i,
we have
nFn,ε ⇒ F ε,
where
F ε =
∑
j≥1
(
√
c(1− ξj)ξjN ′jN ′′j ∆ZTj+
1
2
√
cξjK
′
j∆ZTj+
1
2
√
c(1− ξj)K ′′j∆ZTj )1[Tj ,1](t).
Proof. By the definition of Itoˆ type stochastic integral for Le´vy processes, we can
obtain ∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zcr− − Zc(i−1)/n)dAεrdZcs = αni ,∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zcr− − Zc(i−1)/n)dZcrdAεs = βni ,∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Aεr− −Aε(i−1)/n)dZcrdZcs = γni
Fn,ε,4 = Fn,ε,5 = Fn,ε,6 = 0
on Ωn, on which each interval ((i − 1)/n, i/n] contains at most one Tj tends to Ω.
By Lemma 3.6, this lemma is proved. 
Lemma 3.8. If we denote
Kn,εt = S
n −Mn,εt − Fn,εt ,
we have
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nKn,εt | > ρ) = 0,
for every ρ > 0.
Proof. We first consider Kn,εt . In fact, K
n,ε
t can be divided into the following parts:
(3.10) Jn,ε,1 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zr− − Z(i−1)/n)dZrdM εs ,
(3.11) Jn,ε,2 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(M εr− −M ε(i−1)/n)dWrdWs,
(3.12) Jn,ε,3 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(M εr− −M ε(i−1)/n)dAεrdWs,
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(3.13) Jn,ε,4 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zr− − Z(i−1)/n)dM εr dWs,
(3.14) Jn,ε,5 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(M εr− −M ε(i−1)/n)dWrdAεs,
(3.15) Jn,ε,6 :=
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Zr− − Z(i−1)/n)dM εr dAεs.
For (3.10), since < M ε >t=
∫
|x|≤ε
x2F (dx)t, using Doob’s inequality,
lim
ε→0
lim sup
n
E < nJn,ε,1 >= 0.
Then
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nJn,ε,1t | > ρ) = 0.
For (3.11),
E(
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(M εr− −M ε(i−1)/n)dWrdWs)2
≤
∫ i/n
(i−1)/n
E(
∫ i/n
(i−1)/n
(M εr− −M ε(i−1)/n)dWr)2ds
≤
∫ i/n
(i−1)/n
∫ i/n
(i−1)/n
E(M εr− −M ε(i−1)/n)2drds
As ε→ 0, E(M εr− −M ε(i−1)/n)2 → 0, thus
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nJn,ε,2t | > ρ) = 0.
For (3.12) and (3.13), both of these two integrals are driven by W , similar to
(3.11), we have
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nJn,ε,3t + nJn,ε,4t | > ρ) = 0.
For (3.14), due to Lemma 3.1, by the boundedness of the jumps of A and sta-
tionary independent increments of A, we have < Aε >t≤ Ct, where C is a constant.
and
E(
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(M εr− −M ε(i−1)/n)dWrdAεs)2
≤ C
∫ i/n
(i−1)/n
E(
∫ i/n
(i−1)/n
(M εr− −M ε(i−1)/n)dWr)2ds
≤ C
∫ i/n
(i−1)/n
∫ i/n
(i−1)/n
E(M εr− −M ε(i−1)/n)2drds.
Following the similar argument for (3.15), we have
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nJn,ε,5t + nJn,ε,6t | > ρ) = 0.
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Thus,
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nKn,εt | > ρ) = 0.

3.4. The proof of Theorem 2.1. By the lemmas in the previous subsection, we
can obtain the following theorem.
Theorem 3.9. Under Assumption 1 and σs ≡ 1 for any s ≥ 0, we have the
following:
(a) If c = 0, nXn weakly converge to 0.
(b) If c > 0, nXn weakly converge to X, where
Xs =
√
6c3
6
Ms − c
∑
n:Tn≤t
[
√
ξnK
′
n +
√
c(1− ξj)ξjN ′jN ′′j +
√
1− ξnK ′′n)]∆ZTn
In this subsection, we extend Theorem 3.9 to Theorem 2.1.
We can construct the processes M˜n,εt , F˜
n,ε
t , K˜
n,ε
t through replacing Z by Y .
By Assumption 2 and Lemma 3.1, we can easily obtain we have
lim
ε→0
lim sup
n
P( sup
t∈[0,1]
|nK˜n,εt | > ρ) = 0,
for every ρ > 0.
For M˜n,εt , similar to Lemma 3.5, we replace Z
c
t by
∫ t
0
σs−dZs in Lt, replace bεt by
bε
∫ t
0 σs−ds in Ft, we denote these by L˜t and F˜t. For q˜i = n
∫ i/n
(i−1)/n
∫ s
(i−1)/n(L˜r −
L˜(i−1)/n)dL˜rdL˜s. If we denote c · σ2s = cs,
we have
[nt]∑
i=1
Ei−1[q˜
2
i ] = n
2
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rdL˜s
]2
= n2
[nt]∑
i=1
Ei−1
∫ i/n
(i−1)/n
[∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
]2
cs−ds
= n2
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
)2
cs−
 ds
= n2
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜
)2
c(i−1)/n
 ds
+n2
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
)2
(cs− − c(i−1)/n)
 ds
= n2
[nt]∑
i=1
c(i−1)/n
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
)2 ds+ ǫ1,n
= n2
[nt]∑
i=1
c(i−1)/n
∫ i/n
(i−1)/n
Ei−1
∫ s
(i−1)/n
[(L˜r − L˜(i−1)/n)2cs−]drds + ǫ1,n
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= n2
[nt]∑
i=1
c(i−1)/n
∫ i/n
(i−1)/n
Ei−1
∫ s
(i−1)/n
[(L˜r − L˜(i−1)/n)2c(i−1)/n]drds+ ǫ1,n + ǫ2,n
= n2
[nt]∑
i=1
c2(i−1)/n
∫ i/n
(i−1)/n
∫ s
(i−1)/n
Ei−1(L˜r − L˜(i−1)/n)2drds + ǫ1,n + ǫ2,n
= n2
[nt]∑
i=1
c2(i−1)/n
∫ i/n
(i−1)/n
∫ s
(i−1)/n
Ei−1
(∫ r
(i−1)/n
cmdm
)
drds + ǫ1,n + ǫ2,n
= n2
[nt]∑
i=1
c2(i−1)/n
∫ i/n
(i−1)/n
∫ s
(i−1)/n
Ei−1
(∫ r
(i−1)/n
c(i−1)/ndm
)
drds+ ǫ1,n + ǫ2,n + ǫ3,n
= n2
[nt]∑
i=1
c3(i−1)/n
∫ i/n
(i−1)/n
∫ s
(i−1)/n
∫ r
(i−1)/n
dmdrds + ǫ1,n + ǫ2,n + ǫ3,n
= n2
[nt]∑
i=1
c3(i−1)/n
1
6
1
n3
+ ǫ1,n + ǫ2,n + ǫ3,n
=
1
6
∫ t
0
c3sds+ ǫ1,n + ǫ2,n + ǫ3,n.
ǫ1,n
P→ 0, ǫ2,n P→ 0 and ǫ3,n P→ 0 are dealt with in the similar manner, here we only
deal with ǫ1,n.
Under Assumption 1, σ is an Itoˆ semimartingale, By Lemma 2.1.5 and Lemma
2.1.7 in Jacod and Protter [10],
(3.16) E[ sup
(i−1)/n≤s≤i/n
|cs− − c(i−1)/n|p] ≤
K
n
when p ≥ 2. Then
E[|ǫ1,n|] = E

∣∣∣∣∣∣n2
[nt]∑
i=1
∫ i/n
(i−1)/n
Ei−1
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dLr
)2
(cs− − c(i−1)/n)
 ds
∣∣∣∣∣∣

≤ n2
[nt]∑
i=1
∫ i/n
(i−1)/n
E
(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dLr
)2
∗ |cs− − c(i−1)/n|
 ds
≤ n2
[nt]∑
i=1
∫ i/n
(i−1)/n
E(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
)4
1
2
∗ [E|cs− − c(i−1)/n|2] 12 ds
≤ K 1√
n
· n2
[nt]∑
i=1
∫ i/n
(i−1)/n
E(∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)2crdr
)2
1
2
ds
≤ K 1√
n
· n2
[nt]∑
i=1
∫ i/n
(i−1)/n
[
E
∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)4dr
∫ s
(i−1)/n
c2r−dr
] 1
2
ds
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≤ K 1
n
· n2
[nt]∑
i=1
∫ i/n
(i−1)/n
[
E
∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)4dr
] 1
2
ds
≤ K 1
n
· n2
[nt]∑
i=1
∫ i/n
(i−1)/n
∫ s
(i−1)/n
E
(∫ r
(i−1)/n
c2rdt
)2
dr

1
2
ds
≤ K 1
n
n2
[nt]∑
i=1
1
n5/2
= K
1√
n
t→ 0
where K denotes a constant.
Furthermore, if H =W, then
[nt]∑
i=1
Ei−1[q˜i∆iH ] = n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rdL˜s
∫ i/n
(i−1)/n
dWs
]
= n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
∫ s
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rdL˜sdWt
]
+n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
Wsds
∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rdL˜t
]
+n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rσs−dt
]
= n
[nt]∑
i=1
Ei−1
[∫ i/n
(i−1)/n
∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜rσ(i−1)/ndt
]
+ ǫ4,n
= ǫ4,n,
by the Fubini’s Theorem for the third part and the martingale property of stochastic
integral.
Finally, we prove that ǫ4,n
P→ 0.
E[|ǫ4,n|]
≤ n
[nt]∑
i=1
E
[∫ i/n
(i−1)/n
|
∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)dLr||σs− − σ(i−1)/n|dt
]
≤ n
[nt]∑
i=1
∫ i/n
(i−1)/n
E(∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)dL˜r
)2
1
2 [
E(σs− − σ(i−1)/n)2
] 1
2 dt
=
1√
n
· n
[nt]∑
i=1
∫ i/n
(i−1)/n
[
E
∫ t
(i−1)/n
(L˜r − L˜(i−1)/n)2cr−dr
] 1
2
dt
≤ K 1√
n
· n
[nt]∑
i=1
∫ i/n
(i−1)/n
[∫ t
(i−1)/n
(r − (i − 1)/n)dr
] 1
2
dt
≤ K 1√
n
t→ 0,
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by Cauchy-Schwarz inequality and (3.16) where K denotes a constant.
For F˜n,ε part, it can be obtained the similar procedure and Theorem 3.2. We
omit it.
4. Application and discussions
4.1. Application. Now, we discuss the approximation of Dole´ans-Dade exponen-
tial. We present numerical method to solve
dXt = Xt−dYt.
We introduce the Milstein type method:
Xnt = X
n
n(t) +X
n
n(t)(Yt − Yn(t))
+Xnn(t)
∫ t
n(t)
(Ys− − Yn(s))dYs.
where n(t) = k/n, if k/n < t ≤ (k+1)/n. We want to study the weak convergence
of Un, where
Unt = X
n
[nt] −X[nt].
We have the following theorem.
Theorem 4.1. Under Assumption 1, we have the following:
(a) If c = 0, nUn weakly converge to 0.
(b) If c > 0, nUn weakly converge to U , where U is the unique solution of the
following linear equation:
Ut =
∫ t
0
Us−dYs −
√
6c3
6
∫ t
0
Xs−σ
3
s−dMs
−c
∑
n:Tn≤t
[
√
ξnK
′
n(XTn−)
2 + (
√
c(1− ξn)ξnN ′nN ′′n +
√
1− ξnK ′′n)(XTn−)2]σ3Tn−∆ZTn .
Before proving this theorem, we need the following theorem, which can help us
to make connection Theorem 2.1 and 4.1.
Consider
Xnt = J
n
t +
∫ t
0
Xns−H
n
s dYs
where Y is a given semimartingale, (Jn)n≥1 is a sequence of adapted ca´dla´g pro-
cesses and (Hn)n≥1 is a sequence of predictable processes.
Theorem 4.2. (Jacod and Protter [9].) Let V nt =
∫ t
0
Hns dYs . Suppose sups∈[0,1] |Hns |
is tight, and
(Jn, V n, ρn)
stably⇒ (J, V, ρ)
on some extension of the space. Then V is a semimartingale on the extension, and
(Jn, V n, Xn, ρn)
stably⇒ (J, V,X, ρ)
where X is the unique solution of
Xt = Jt +
∫ t
0
Xs−dVs.
.
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Proof. In fact,
Unt =
[nt]∑
i=1
∫ i/n
(i−1)/n
Xn(i−1)/ndYs
+
[nt]∑
i=1
Xn(i−1)/n
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs −
[nt]∑
i=1
∫ i/n
(i−1)/n
Xs−dYs
=
[nt]∑
i=1
∫ i/n
(i−1)/n
[Xns− −Xs−]dYs −
[nt]∑
i=1
∫ i/n
(i−1)/n
[Xns− −Xn(i−1)/n]dYs
+
[nt]∑
i=1
Xn(i−1)/n
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs
and
[nt]∑
i=1
Xn(i−1)/n
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs −
[nt]∑
i=1
∫ i/n
(i−1)/n
(Xns− −Xn(i−1)/n)dYs
= −
[nt]∑
i=1
Xn(i−1)/n
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Yr− − Y(i−1)/n)dYrdYs.
Thus
Unt =
[nt]∑
i=1
∫ i/n
(i−1)/n
[Xns− −Xs−]dYs
−
[nt]∑
i=1
Xn(i−1)/n
∫ i/n
(i−1)/n
∫ s−
(i−1)/n
(Yr− − Y(i−1)/n)dYrdYs.
Set
Rn,εt =
∫ t
0
Xsd(M
n,ε + Fn,ε)s,
Introduce the following equation,
dV n,εs = V
n,ε
s− dZs − dRn,εs .
By Lemma 2.4 in Jacod and Protter [9],
P( sup
0≤t≤1
|V n,εt − V nt | > ρ) ≤ ρ′ + P( sup
0≤t≤1
|Xt| > A1)
+P( sup
0≤t≤1
|Rn,εt | > A2) + P( sup
0≤t≤1
|Rnt −Rn,εt | > ω1) +
ω1
ρ
KA1,ρ′ .
By Lemma 3.5, 3.7, 3.8, we can obtain
lim
ε→0
lim sup
n
P( sup
0≤t≤1
|V n,εt − V nt | > ρ) = 0.
By the weak convergence of stochastic integral and stability of stochastic differential
equations, the limiting processes of V n,ε is the solution of
Vt =
∫ t
0
Vs−dZs −
√
6c3
6
∫ t
0
Xs−dMs
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−c
∑
n:Tn≤t
[
√
ξnK
′
nXTn− + (
√
c(1− ξj)ξjN ′jN ′′j +
√
1− ξnK ′′n)X2Tn− ]∆ZTn
where M is standard Brownian motion, which are independent from Zc, The final
version of Theorem 2.1 can be extended from V n,ε and V via the discretization and
weak convergence of stochastic integrals.

4.2. Discussion. When we consider a general stochastic differential equation (SDE)
with the form:
(4.1) Xt = x0 +
∫ t
0
f(Xs)dYs,
where f denotes a C3 (three times differentiable) function, and Y is semimartingale.
We solve this SDE numerically by means of the Milstein method,
Xnt = X
n
n(t) + f(X
n
n(t))(Yt − Yn(t))
+f(Xnn(t))f
′(Xnn(t))
∫ t
n(t)
(Ys− − Yn(s))dYs.
We want to study the weak convergence of
Unt = X
n
[nt] −X[nt].
Similar to the previous study,
Unt =
[nt]∑
i=1
∫ i/n
(i−1)/n
f(Xn(i−1)/n)dYs
+
[nt]∑
i=1
f ′(Xn(i−1)/n)f(X
n
(i−1)/n)
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs
−
[nt]∑
i=1
∫ i/n
(i−1)/n
f(Xs−)dYs
=
[nt]∑
i=1
∫ i/n
(i−1)/n
[f(Xns−)− f(Xs−)]dYs −
[nt]∑
i=1
∫ i/n
(i−1)/n
[f(Xns−)− f(Xn(i−1)/n)]dYs
+
[nt]∑
i=1
f ′(Xn(i−1)/n)f(X
n
(i−1)/n)
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs
=
[nt]∑
i=1
∫ i/n
(i−1)/n
[f(Xns−)− f(Xs−)]dYs
+
[nt]∑
i=1
f ′(Xn(i−1)/n)f(X
n
(i−1)/n)
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)dYs
−
[nt]∑
i=1
∫ i/n
(i−1)/n
f ′(Xn(i−1)/n)(X
n
s− −Xn(i−1)/n)dYs
−1
2
[nt]∑
i=1
∫ i/n
(i−1)/n
f ′′(X˜n(i−1)/n)(X
n
s− −Xn(i−1)/n)2dYs
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where X˜n(i−1)/n is random variable between X
n
(i−1)/n and X
n
s . When f
′′(x) 6= 0, we
need to study the asymptotic properties of
[nt]∑
i=1
∫ i/n
(i−1)/n
f ′′(X˜n(i−1)/n)(X
n
s− −Xn(i−1)/n)2dYs
=
[nt]∑
i=1
f ′′(X˜n(i−1)/n)(f(X
n
(i−1)/n))
2
∫ i/n
(i−1)/n
(Ys− − Y(i−1)/n)2dYs
+
[nt]∑
i=1
f ′′(X˜n(i−1)/n)(f(X
n
(i−1)/n)f
′(Xn(i−1)/n))
2
∫ i/n
(i−1)/n
(
∫ s−
(i−1)/n
(Yr− − Y(i−1)/n)dYr)2dYs.
Similar to the previous discussion, the weak convergence of
n
[nt]∑
i=1
∫ i/n
(i−1)/n
(Zs− − Z(i−1)/n)2dZs,
is important. it has to discuss the weak convergence of∑
Tj≤t
n(∆ZTj )
2(ZcT+(n,j) − ZcTj ).
Unfortunately, when the normalized rate is n, this term does not converges weakly.
In the future, we will study the rate of convergence of this term.
References
1. Aldous, D., and G. K. Eagleson On mixing and stability of limit theorems. Annals of
Probability, (1978), 6, 325-331.
2. Fukasawa, M Discretization error of stochastic integrals. The Annals of Applied Probability,
(2011), 21, 1436-1465.
3. Hayashi, T. and Mykland, P. Evaluating hedging errors: An asymptotic approach. Math.
Finance, (2005), 15, 309-343.
4. Lindberg, C. and Rootze´n, H. Error distributions for random grid approximations of mul-
tidimensional stochastic integrals. The Annals of Applied Probability, (2013), 23, 834-857.
5. Jacod, J. On continuous conditional Gaussian martingales and stable convergence in law.
Se´minaire de Probabilite´s, (1997), XXXI, 232-246.
6. Jacod, J. On processes with conditional independent increments and stable convergence in
law. Se´minaire de Probabilite´s, (2003), XXXVI, 383-401.
7. Jacod, J. Statistics and high-frequency data. In: Statistical Methods for Stochastic Differen-
tial Equations, CRC Boca Raton-London-New York, 191-310, (2012).
8. Jacod, J. The Euler scheme for Le´vy driven stochastic differential equations: limit theorems.
Ann. Probab, (2004), 32, 1830-1872.
9. Jacod, J. and Protter, P. Asymptotic error distributions for the Euler methods for sto-
chastic differential equations. Ann. Probab., (1998), 26, 267-307.
10. Jacod, J. and Protter, P. Discretization of Processes. Springer, Heidelberg, (2012).
11. Jacod, J. and Shiryaev, A. Limit Theorems for Stochastic Processes, 2nd eds. Grundlehren
der Mathematischen Wissenschaften 288. Springer, Berlin-Heidelberg-New York-Hong Kong-
London-Milan-Paris-Tokyo, (2003).
12. Kurtz, T. and Protter, P. Weak limit theorems for stochastic integrals and stochastic
differential equations. The Annals of Probability, (1991), 19, 1035-1070.
13. Re´nyi, A On stable sequence of events. Sankya¯, Ser. A, (1963), 25, 293-302.
14. Rootze´n, H The economic and statistical role of jumps to interest rates. Ann. Probab., (1980),
8, 241-251.
15. Tankov, P. and Voltchkova. E. Asymptotic analysis of hedging errors in models with
jumps.Stochastic Process. Appl., (2009), 119, 2004-2027.
DISCRETIZATION ERROR OF STOCHASTIC ITERATED INTEGRALS 19
16. Wang, H The Euler scheme for a stochastic differential equation driven by pure jump semi-
martingale. Journal of Applied Probability, (2015), 52, 149-166.
17. Yan, L. Asymptotic error for the Milstein scheme for SDEs driven by continuous semimartin-
gales. The Annals of Applied Probability, (2005), 15, 2706-2738.
18. Zhou, L. and Su, Z. Discretization error of irregular sampling approximations of stochastic
integrals.Applied Mathematics-A Journal of Chinese Universities., (2016), 31, 96-106.
Department of Mathematics, Zhejiang University, Hangzhou, PRC.
E-mail address: songyuping@shnu.edu.cn
Zhongtai Securities Institute for Financial Studies, Shandong University, Jinan,
250100, PRC.
E-mail address: wanghanchao@sdu.edu.cn
