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Abstract
The phenomenon of hydrogen embrittlement in steel has been known for over 150 years.
Hydrogen-resistant alloys have been developed to mitigate this effect and three types of
alloys with optimised structures have been enhanced over the years: nickel alloys, stainless
steels, and quenched and tempered martensitic low alloy steels. Nevertheless, those alloys
are limited in terms of strength and ductility.
The aim of the work presented in this thesis was to design bainitic alloys with hydro-
gen embrittlement resistance, and with a better combination of strength and ductility than
conventional alloys.
In the novel alloys, two microstructural features were produced to mitigate the damaging
effects of hydrogen:
1. A percolating austenite structure, in which hydrogen diffusion is orders of magnitude
lower than in bainitic ferrite. This feature was introduced to impede the ingress of
hydrogen through the structure.
2. Iron carbide traps, which can form at the bainite transformation temperature. This
feature was introduced to trap diffusible hydrogen and prevent it from causing damage.
The alloys, designed with the aid of computer models and phase transformation theory,
contained a volume fraction of retained austenite above its percolation threshold, theorised
as 0.1, which was proven to form an efficient barrier to hydrogen ingress. The effective
diffusivity of hydrogen, measured using an electrochemical permeation technique, was shown
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to decrease with increasing austenite fraction up to the percolation threshold. It was seen to
plateau for austenite fractions comprised between 0.1 and 0.18, and to decrease further for
fractions above 0.18.
The compositions of the alloys were precisely selected to allow for iron carbides to precipi-
tate during the bainitic transformation reaction. Until the present work, only alloy carbides
V4C3, TiC and NbC had been reported to strongly trap hydrogen. The literature was very
inconsistent regarding the trapping ability of cementite, with reported trap binding energies
ranging from 11 to 66 kJ mol−1. The carbides produced in the alloys were identified as
cementite. The cementite fraction was measured to be 0.001± 0.0001 for one of the designed
alloys, which is the lowest ever reported carbide fraction in steel measured using a simple
X-ray diffraction technique. Experimental thermal desorption spectroscopy data were used
to determine the binding energy of hydrogen to cementite to be 37.5 kJ mol−1, suggesting
that cementite is not a strong hydrogen trap. Further tests performed after room temperature
hydrogen degassing displayed insignificant amount of trapped hydrogen, thus confirming the
reversible nature of cementite traps. The comparison of two successive transients using the
electrochemical permeation technique confirmed that result.
The influence of the heat treatments on the microstructures and on the mechanical properties
of the designed alloys was extensively studied. The novel alloys met all the set requirements,
and successfully outperformed conventional alloys in terms of strength and ductility. They
did not meet the NACE TM0316-2016 standard requirement for operation in hydrogen-rich
environments, likely owing to the inadequate trapping ability of cementite. Future work
should focus on exploring the possible use of alternative carbides for hydrogen trapping in
bainitic structures.
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composition are equal, when the stored strain energy is accounted for
tb Breakthrough time
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Vαb Volume fraction bainite
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CCT Continuous cooling transformation
EDX Energy-dispersive X-ray spectroscopy
SEM Scanning electron microscopy
SSC Sulphide stress cracking
TDS Thermal desorption spectroscopy
TEM Transmission electron microscopy
TRIP Transformation-induced plasticity
TTT Time-temperature-transformation
UTS Ultimate tensile strength
XRD X-ray diffraction
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Introduction
After the discovery of hydrogen embrittlement, its causes and effects were extensively ex-
plored. The deeper understanding of the mechanisms governing hydrogen embrittlement led
to the development of three types of hydrogen resistant alloys: nickel alloys, stainless steels,
and low alloy steels. The mechanical properties of those alloys have been progressively
improved and optimised in order to meet the industrial needs for increasingly stronger alloys,
while preserving their hydrogen resistance in operating conditions that were becoming more
extreme. Recently, the strength of those alloys has reached values close to the inherent limit
imposed by the crystal structures of their matrix phases.
Duplex and austenitic stainless steels and nickel alloys have large fractions of austenite,
which has a face-centred cubic structure, and is more ductile but has an innate lower strength
than ferritic phases. Martensitic stainless steels and low alloy steels have a tempered marten-
sitic structure. Martensite is formed through a diffusionless, displacive transformation and
acquires a body-centred tetragonal crystal structure. It is due to the inability of carbon
to diffuse out of the carbon-supersaturated martensitic phase formed, preventing it from
reaching the equilibrium body-centred cubic ferritic phase. The tempering step is therefore
needed to increase the ductility of this strong and brittle phase, but causes a decrease in
strength.
In order to circumvent those inherent strength limitations, the ability of other alloys, such
as titanium or bainitic alloys, to resist hydrogen embrittlement was recently explored. It is
known that fully austenitic alloys are good for preventing hydrogen embrittlement because
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of the slow hydrogen diffusivity in that phase. Some carbides are also known to strongly
trap hydrogen, thus preventing it from causing embrittlement. The present work describes
the design of a new alloy containing slender plates of carbide-containing bainitic ferrite
dispersed in a matrix of carbon-enriched retained austenite, that could be produced in a single
isothermal phase transformation. This alloy could theoretically benefit from the advantages
procured by the austenitic phase, and from the presence of carbides. One aspect of the work
presented in this thesis was to clarify the efficacy of iron carbides as hydrogen traps, because
of the many contradictory results presented in the literature. The bainitic transformation
differs from the martensitic one in that it occurs at higher temperature and permits the
diffusion of carbon out of the supersaturated ferritic phase, either enriching the neighbouring
austenite phase, or precipitating as carbides. The presence of both untempered phases in the
final microstructure leads bainite to exhibit simultaneously high strengths and high ductility.
A general introduction to the behaviour of hydrogen in steels is first presented, in Chapter 1,
as well as a description of commercial hydrogen-resistant alloys and of iron carbides that can
form in steels. Using this knowledge, and with the aid of computer models, an alloy design
is proposed in Chapter 2. A set of characterisation techniques is defined as the most suited
for this project and described in Chapter 3. The characterisation of laboratory scale alloys is
presented in Chapter 4, and optimised compositions are suggested for large-scale alloys. The
work presented in Chapters 5, 6 and 7 focuses on characterising the two large-scale alloys,
with special focus on microstructural characterisation, hydrogen behaviour and mechanical
properties respectively. The main results are summarised in Chapter 8 and suggestions for
future work are presented.
Chapter 1
Literature review
1.1 Introduction
The aim of the work presented in this chapter is to show that novel steels can be used for
mitigating the hydrogen embrittlement effect and its damaging consequences. This research
is designed to explore new opportunities for hydrogen resistance in bainitic steels, using
both the austenite phase to provide a barrier to hydrogen ingress and iron carbides to trap
hydrogen. The literature review is composed of four sections:
• The first section explores the current knowledge about the problematic hydrogen
embrittlement of steels.
• The second one examines the transport of hydrogen in steel and shows what methods
have been reported for measuring it. Simultaneously, it investigates how microstructural
features in steels, called hydrogen traps, can be used to prevent diffusible hydrogen
from causing embrittlement.
• The third one describes commercial hydrogen-resistant alloys and illustrates the oppor-
tunity offered by bainitic alloys to become a new class of hydrogen-resistant alloys.
• The final section describes structure of iron carbides, a type of hydrogen traps, and
their growth in bainitic alloys.
2 Literature review
1.2 Hydrogen Embrittlement
1.2.1 First observation
Hydrogen embrittlement commonly refers to the deterioration of toughness, elongation and
strength as a result of hydrogen ingress into metallic alloys. This effect in steels has been
known for more than 150 years. It was initially investigated in an experiment by Johnson,
where iron samples were dipped into hydrochloric or sulphuric acid for several minutes
and displayed a dramatic deterioration of their toughness and strain to failure [1]. Johnson
reported that this degradation in mechanical properties was only temporary and could be
recovered with time. Hydrogen was suggested to be responsible for the observed behaviour
because there was no significant change in the mechanical properties of the samples when
iron was dipped into acids that wouldn’t cause hydrogen evolution on the surface of the
samples.
This discovery had serious consequences for the steel industry, since the mere presence
of hydrogen or hydrogen generating sources in a given environment could prove potentially
devastating, by causing steels to fail unexpectedly, much below their uncontaminated yield
points. A great effort has therefore been put into trying to understand hydrogen embrittlement
in as much detail as possible. Yet, the specific mechanisms are not fully agreed upon [2]. This
is partly due to the very small scale over which mechanisms happen, and the very high speed
at which hydrogen can diffuse rendering experimental work complex [3]. There is currently
no experimental design which allows analysis of the atomic-scale behaviour of embrittlement
at the crack tip at the extremely fast speed at which it occurs, and no atomistic or larger scale
simulation can be accurate enough to give insights into specific mechanisms [4]. Additionally,
experiments are usually run on complex systems, in complex environments, because those
are more relevant for engineering applications. As a result, the very nature of the processes
cannot be investigated in depth and a fundamental understanding of hydrogen embrittlement
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remains challenging. In order to understand the mechanisms of hydrogen embrittlement,
three important characteristics of hydrogen in metals have been identified:
1. It is atomic hydrogen that is present in the metallic lattice and not dihydrogen gas. The
gaseous phase can be present in steels, but only in specific cases where, for example,
many hydrogen atoms have gathered at a void and recombined into a gas [5].
2. There are two different “states” in which hydrogen can be found in metals; either
trapped at a specific site in the structure and thus immobile, or mobile through the alloy,
in which case it is referred to as diffusible hydrogen. Only diffusible hydrogen causes
embrittlement through mechanisms that are explained in detail in Section 1.2.2 [2].
The state of a given hydrogen atom at a given point can be assessed using several
methods, which are described in Section 1.3.
3. The effect of embrittlement can be observed even if hydrogen is present in concentra-
tions as low as one part per million in weight [3].
Unique behaviour of the hydrogen atom
The reason why hydrogen embrittles metals in a unique way lies in its very nature. Being the
first element of the periodic table, composed of a single proton and a single electron, it can
diffuse in ferrite from an interstitial site to another extremely quickly and can also display
quantum mechanical tunnelling [3]. Slater calculated that its atomic radius is significantly
smaller than that of other interstitials, and Table 1.1 shows that, as a consequence, its diffu-
sivity is many orders of magnitude higher than that of other interstitials at room temperature.
Hydrogen is the only element whose diffusivity is not very sensitive to temperature change
compared to other interstitials [6–9]. This ability to diffuse through the ferrite lattice much
faster than other interstitial atoms means thermodynamic equilibrium is reached very quickly,
even at room temperature. It also occupies interstitial vacancy sites differently than other
interstitial atoms: instead of bonding with the atoms on either side of the vacancy, and being
located close to the centre of it, hydrogen atoms tend to preferentially sit at the edge of the
vacancy, thus only binding with one metallic atom [10]. This non-bridging bonding is very
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detrimental to the mechanical properties and is a cause of failure in some embrittlement
mechanisms reported in the literature [11]. Both behaviours make hydrogen embrittlement
of great concern while no other element in the periodic table causes any similar issues.
1.2.2 Embrittlement mechanisms
Many mechanisms have been suggested in order to explain the nature of the embrittlement
generated by the presence of hydrogen. Depending on the conditions, different mechanisms
are at play. Only the most widely accepted mechanisms are reported here.
1. Pfeil observed in 1926 a decrease in cleavage strength when iron was stressed in tension
perpendicular to the cleavage planes and in the presence of hydrogen. He concluded
that hydrogen lowers the cohesion strength along cleavage planes, whereas hydrogen
has close to no effect on slip. This is known as hydrogen enhanced decohesion
(HEDE) [11]. He also noticed that grain boundaries were the regions most vulnerable
to hydrogen embrittlement, because such areas have more many interstitial sites
hydrogen can occupy due to incoherency between adjacent grains. As a result, iron
samples with large grains, and thus few heavily weakened boundaries, were a lot more
susceptible to hydrogen embrittlement than those with small grains, where the many
boundaries were each less affected. This was observed as a tendency for samples to
display intragranular fracture when grains were small and intergranular fracture when
grains were large.
Table 1.1: Comparison of the room temperature diffusivity of four interstitial elements found in ferrite.
The diffusivity of hydrogen is many orders of magnitude higher than that of other interstitials. The
atomic radii reported were calculated by Slater, and can help explain the unique behaviour [12].
Element atomic radius / Å Diffusivity at room temperature / m2 s−1 Reference
Hydrogen 0.25 10−8 [6]
Boron 0.85 10−22 [7]
Carbon 0.70 10−20 [8]
Nitrogen 0.65 10−20 [9]
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2. The second mechanism involves the formation of brittle hydrides (HYFO, for hydride
formation) as a way to lower the free energy of alloys containing hydrogen and transi-
tion metals from the 4th and 5th group of the periodic table, such as niobium, vanadium
or zirconium. These hydrides tend to form preferentially at stress-concentration areas
such as crack tips, and eventually crack under applied stress because of their brittle
nature. The process of hydride formation and fracture is repeated as cracks grow
and causes macroscopic failure of the alloys [13]. This process is not of concern in
this project since the alloying elements that form hydrides do not provide enough
advantages to be added to the steel designed.
3. Beachem demonstrated in 1972 that hydrogen can lead to local plastic deformation be-
low the macroscopic yield stress through a process called hydrogen enhanced localised
plasticity (HELP) [14]. This has later on been confirmed by in-situ TEM fracture
analysis in iron, in which it was proven that hydrogen enhanced motion and emission
of screw, edge and mixed dislocations [15, 16]. In this case, hydrogen atmospheres
accumulate near stress fields, such as dislocations. They in turn lower the stress field’s
interaction with neighbouring stress fields from point defects for example, meaning that
the thermal activation energy for slip of the dislocation is lowered. As the dislocation
travels through the lattice, the hydrogen atmosphere, attracted to its stress field, tends
to follow it, and continue providing the enhanced plasticity effect. Consequently, this
mechanism only occurs close to room temperature. Hydrogen atmospheres are usually
not observed at high temperatures and cannot have a significant effect on slip. This
mechanism leads to slip band fracture surfaces.
4. Whereas all the previously described mechanisms rely on hydrogen dissolved inside
the alloy, this mechanism relies on the hydrogen that is adsorbed on the surfaces of the
cracks. The surface here refers to the three first layers of atoms, as they have been re-
ported to be able to accommodate a lot more hydrogen than could otherwise be present
in the bulk of the alloy. Adsorbed hydrogen presence is seen to facilitate dislocation
emission from the crack tip by breaking the interatomic iron bonds, therefore allowing
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the crack to grow as a direct result from dislocation emission. The process is referred
to as adsorption-induced dislocation emission (AIDE). This is seen as an intergranular
dimple fracture surface [17].
5. Conversely, Song and Curtin described, using molecular dynamics simulations, that
absorbed hydrogen could also prevent dislocation emission at the crack tip [18]. In
this mechanism, the hydrogen presence is seen to cause a phase transformation at
the crack tip, thus impeding the slip mechanism and preventing dislocation emission
from the crack tip. Brittle failure then occurs because of the lack of plasticity. This
mechanism has the advantage of quantitatively predicting the threshold for hydrogen
embrittlement in ferritic steels, based on the diffusivity of hydrogen to the crack tip
region, the average hydrogen concentration in the alloy and the mechanical loading.
The model has been proven to agree well with experimental data [18–20].
6. Finally, it has been demonstrated that hydrogen presence stabilises vacancies in ferritic
iron [5]. As a result, voids within the strain field ahead of crack tips have been observed
to coalesce with vacancies and neighbouring voids before the crack propagation itself,
thus accelerating propagation of crack once it started growing. This is called hydrogen-
enhanced stress-induced vacancy mechanism (HESIV). The hydrogen in this case
has a very high solubility on the surfaces of the voids, can recombine into molecular
hydrogen, and can cause significant stress at high pressures of hydrogen gas. Nagumo
observed such behaviour in TEM, by showing a defect rich, amorphous region of iron
just beneath the crack [5]. This mechanism can explain the observed behaviour that,
in a few specific cases, the mechanical properties cannot be recovered after hydrogen
degassing, even though it is the case when other mechanisms are dominating.
It is complicated to differentiate between the mechanisms at play in practice, and it is likely
that combinations of the described mechanisms would be taking place simultaneously.
Hydrogen embrittlement in industrial applications
Hydrogen embrittlement is a problem in many engineering applications. The fundamental
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investigation presented in this thesis describes the development of bainitic alloys with me-
chanical properties specified for use as structural materials in environments containing H2S.
Due to the versatility of the bainitic structure, they could be adapted to other applications
where hydrogen embrittlement is an issue. Failure in H2S environments is usually referred to
as sulphide stress cracking (SSC), in which H2S reacts with metallic atoms to form hydrogen
and other corrosion by-products. Sulphur is a hydrogen recombination poison, which means
it prevents atomic hydrogen adsorbed on the steel surface from recombining as a gas and
escaping into the environment. Consequently, the concentration of atomic hydrogen on
the surface of the steel increases and drives diffusion into the alloy. Additionally, it also
encourages the iron dissolution rate. Once the hydrogen is present in a large quantity in the
alloy, the mechanisms described previously lead to the embrittlement [21].
It has long been reported that high strength steels are more susceptible to hydrogen embrit-
tlement than softer steels, although the precise reasons for this are not clear [22]. Some
studies suggest that the higher resistance to plastic flow in such alloys mean that stress
cannot be relieved as easily as in other alloys and consequently crack growth leading to
brittle fractures is more likely to dominate. This is worsened by the fact that hydrogen em-
brittlement also affects body-centred cubic structures more than face-centred cubic phases [6].
After the damaging effects of hydrogen having been reviewed, three approaches to mit-
igating hydrogen embrittlement could be identified:
1. Reducing iron corrosion rates that generate the hydrogen at the surface of the steel.
For this, either chemical inhibitors or coatings can be used, both of which are outside
the scope of this Ph.D., and are not discussed further.
2. Preventing ingress of hydrogen into the structure. Two effective ways of achieving
this goal are the use of coatings, and the design of alloys that possess an optimised,
tortuous austenite structure.
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3. Neutralising diffusible hydrogen present in the steel. For this, hydrogen traps have
been suggested. Section 1.3 focused on assessing diffusion and trapping of hydrogen
in complex microstructures.
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1.3 Hydrogen transport and trapping
Since hydrogen embrittlement is a significant problem in the steel industry, a great amount
of work has attempted to describe the kinetics of hydrogen transport and thermodynamics
of hydrogen trapping. The concepts of trap and binding energy were clarified, as some
confusion exists in the literature. The different thermodynamic and kinetic based models for
characterising traps were reviewed with their advantages and drawbacks. Eventually, a com-
prehensive table of all the values suggested for trap binding energies of usual microstructural
features that are used for trapping was produced.
1.3.1 Physical definition of hydrogen trapping
A simple way to visualise traps is to imagine the potential energy trace of the microstructure
in which the hydrogen atom can fit. Fig. 1.1, inspired from Oriani, shows a simplified
schematic potential trace of a trap in one dimension, in which the different activation energies
can be visualised [23]. The minima correspond to sites that can be occupied by a single
hydrogen atom. Q is the lattice diffusion activation energy, EB is the trap binding energy and
Q+EB is the detrapping activation energy.
In the simplest case, that of a single crystal with no defects, the potential energy is composed
of an array of dips and saddles, all with the same energy barrier, corresponding to the
activation energy for lattice diffusion. The more defects are present in the structure, the
more this basic potential trace changes. The presence of a vacancy would cause a dip in the
potential, because this feature is the most basic trap that can be encountered in a structure.
Dislocations have a similar effect, but because of the strain field generated by the dislocation,
not only is the potential lower at the location of the dislocation, but it is also modified in the
vicinity of the dislocation. Consequently, as hydrogen atoms approach the dislocation, the
lattice diffusion becomes gradually easy to overcome. With more complex structures, such as
grain boundaries, the traces are more complicated, but with the same concept that there are a
combination of dips in potential energy and as such, traps for hydrogen to occupy. Fig. 1.2,
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Fig. 1.1: Physical representation of hydrogen traps as potential energy minima, inspired by Oriani [23].
reproduced from Kirchheim illustrates this relation between microstructural features and trap
potential trace [3].
Attractive and physical traps
Traps like dislocations are called attractive traps, because the energy barrier is progressively
lowered as hydrogen approaches the trap. This attractive nature can be generated in two
ways:
1. Electronically, in which case an electron vacancy due to a defect in the structure, such
as impurity elements, can attract the electron from an hydrogen atom.
2. From stress fields, in which case lattice stress field induces this effect, as is the case
for dislocations, grain boundaries or coherent precipitates.
Alternatively, some traps are purely physical and do not display a progressive change in
potential energy. Such traps are, for example, high angle grain boundaries, or incoherent
particles. The nature of the trap has a very important impact on the efficacy with which it
can prevent diffusible hydrogen from causing embrittlement in the structure. The process of
trapping is statistical and depends on the jump frequency of the hydrogen atoms from site to
site, and it is important to realise that the frequency at which the atom can jump towards a
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Fig. 1.2: Representation of the potential trace of some hydrogen traps in metals, from Kirchheim [3].
trap is the same as the frequency that would make it leave the trap.
The advantage of attractive traps is the ease with which hydrogen can enter them. The
main drawback is that hydrogen can also leave the traps easily, and such traps can sometimes
become hydrogen sources that end up worsening embrittlement [24]. Physical traps do
not allow hydrogen to escape easily, but the probability that hydrogen atoms enter them is
low, since atoms have to randomly fall into the traps. In practice, most traps tend to have
components of attractive and physical traps. Intuitively, it is possible to conceive that ideal
hydrogen traps would display both attractive and physical characteristics. Indeed, a slow
initial decrease in potential energy followed by a very deep trap, as displayed schematically
in Fig. 1.3, would enable such mixed trap to gather hydrogen from a wide region and trap
it strongly to its core. It has been revealed that some carbides, such as V4C3, behave as
described, first by attracting hydrogen with the coherent strain field from their interface
with the matrix, and then by providing a strong trap within the carbide itself due to carbon
vacancies [25]. Additionally, the traps would need to be homogeneously dispersed and rela-
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tively close together in order to be able to trap the largest amount of hydrogen possible [26].
The best option to achieve this, through the use of carbides, was investigated deeper in
Section 1.3.4.
Internal and external hydrogen
When designing hydrogen traps, a factor to consider is the amount of hydrogen that can
be generated from the manufacturing processes, called internal hydrogen, and the amount
that can ingress during the lifetime of the part in the field, called external hydrogen. A lot
of processes like electroplating of protective coatings have been reported to generate large
amounts of internal hydrogen, of the order of 1-5 part per million per weight (ppmw), that
cannot be removed fully by heat treating the sample since the coating applied forms a barrier
to hydrogen egress [19]. In such alloys, weak carbide traps M2C, where M is a metallic
alloying element, have been reported to actually act as a source for diffusible hydrogen, and
therefore to cause embrittlement, because they trap internal hydrogen and release it during
operation. In this project, the manufacturing process only involve either continuous cooling
from austenitising temperature or cooling with isothermal holding at a bainitic transformation
temperature. As a result, internal hydrogen is not an issue for the current project.
1.3.2 Experimental methods for trap characterisation
Many methods have been reported for assessing the trapping of hydrogen in steels. A list of
the most widely reported in the literature, along with their advantages and disadvantages, is
reported. First, destructive methods are reviewed [3]:
• Hot extraction – Melting of samples in vacuum or in an inert atmosphere, combined
with gas mass spectrometry can give very accurate information on low levels of
hydrogen present, and is therefore a technique very applicable to steels. It gives
very accurate values for the total hydrogen concentration in the steel. Yet, specific
local concentrations of hydrogen at trap sites cannot be measured precisely with this
technique because it is destructive on a too large scale.
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Fig. 1.3: Schematic representation of an ideal hydrogen trap: a slow progressive decrease in lattice
potential energy, combined with a large trap binding energy at the core of the trap.
• Secondary ion mass spectrometry (SIMS) – Sputtering of samples and mass spectrome-
try can give qualitative information on hydrogen content in the structure, but is usually
not quantifiable. On top of that, a problem that has been reported during the sputtering
process is that the newly created surface attracts hydrogen present in the layers below it
very strongly, thus complicating the differentiation between hydrogen trapped by real
features and hydrogen seemingly trapped because of this effect. Gemma has proven it
can be mitigated by incorporating a specific set of parameters to the data analysis [27].
This technique is particularly used for investigation of thin films and multilayers.
• Atom probe tomography – With this technique, a small region, of the order of 100 nm,
at the tip of a sharp needle is field evaporated, or laser pulse evaporated in the case of
non-conductive samples like oxides, and the mass-to-charge ratio is obtained through
time of flight, thus revealing a precise elemental distribution in the sample. This
technique has been reported to have a lateral resolution of about 1 nm and a depth reso-
lution of the size of an atom. Very precise quantitative elemental maps can therefore be
obtained, as depicted in Fig. 1.4. As for SIMS, hydrogen diffusion to the newly created
surface is an issue and has to be mitigated. In order to prevent quantum tunnelling
between interstitial sites, and to differentiate trapped hydrogen from contamination,
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deuterium is used instead of hydrogen during the charging step. Performing the analy-
sis at cryogenic temperatures also prevents deuterium diffusion. Additional parameters
have to be used to account for the difference in melting temperatures of the different
phases, for example carbides compared to the matrix in steels. In that case, the matrix
is removed more easily, leading the carbides to only be evaporated later and appear
deeper in the sample than they actually are, and therefore display inaccurate deuterium
localisation. This technique was not used in this project because it is clear from the
literature that hydrogen can be effectively trapped at carbides and other point defects
on a small scale [25, 28, 29]. This project is trying to use this behaviour and obtain
quantitative data on trapping on a larger scale. Additionally, this technique is expensive
and not readily available.
Thermodynamic approach
A precise way to assess hydrogen presence in metals is through thermal desorption spec-
troscopy (TDS), which was used extensively in this project. This technique involves heating
a sample in an inert carrier gas towards a gas chromatography detector, where the hydrogen
detected is monitored. There are two schools of thoughts regarding the use and effectiveness
of this technique. It is sometimes the case that TDS is used for surface analysis where several
different traps are present, in which case several distinct peaks can be observed depending
on the trapping energy of the different defects [3]. The more common application, which
was performed in this project, is to have a thicker sample, of about 1 or 2 mm in thickness,
in which a single or several broad peaks can be observed [6, 30]. The major advantage of
this technique is that it accurately measures the amount of hydrogen present and trap binding
energy can be deduced from a variety of TDS data. Other parameters that can be obtained are
the trap density, and the ratio of filled to unfilled traps. The main disadvantage that is usually
overlooked, is that no other information can be obtained, and therefore the microstructure
has to be known extremely well in order to attempt to explain results from TDS. It is not
uncommon in the literature that TDS is used and hydrogen trapping contribution arbitrar-
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Fig. 1.4: Atom probe tomography results presented by Takahashi [28]. TiC are visible as clusters of
Ti and C atoms. Deuterium is visibly more present in the vicinity of such carbides than in the matrix.
The black arrow indicates the scan direction.
ily attributed to the phase of interest, without attempting to consider other microstructural
features [31–33].
Kinetic approach
Electrochemical permeation is a method complimentary to TDS. The setup was first de-
scribed by Devanathan and Stachurski in 1962 for study of hydrogen in palladium [34]. For
this macroscale technique, a sample of approximately 1 mm thick is placed between two
electrolytes and hydrogen is evolved on the cathode. Through application of a potential,
hydrogen is forced to travel through the cell to reach the anode, at which point a rise in
current is detected. As it is the case for TDS, permeation gives a macroscopic average
and it is not trivial to obtain trapping information for specific features. The trap binding
energy can be deduced from the slope of the rise of the current detected at the anode with
time. This method was used in this project. Similarly to TDS analyses, the literature has
examples of trap binding energy calculations without taking into account the complexity of
the microstructures investigated [35–37].
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Experimental challenges
The main parameters that are used to characterise traps are the trap binding energy and the
number density of traps. From those, it is theoretically possible to predict the ability of a
structure to trap hydrogen, since the trap occupancy can be estimated from the concentration
of hydrogen in the structure. The main experimental challenge to find such parameters is the
measurement of the concentration of hydrogen sub-surface, C0, and of the lattice diffusivity
DL, both of which must be known before the models can be used to interpret any data. The
way data have been analysed in the literature is usually inaccurate because there always are
non-unique solutions to all the permeation or TDS curve fitting [23, 38]. In other words,
there are too many unknowns to obtain any single reliable value for any of the parameters
investigated. In the past, DL has been estimated in iron in several experiments and those
values tend to be used for estimating C0 to analyse the data, using JSS = DC0/L, where JSS is
the permeation steady-state current and L the thickness of the sample [39–43].
A parameter that often is reported is the effective diffusivity of hydrogen in the material,
DE f f , as it gives an indication on how fast hydrogen diffusion is in a structure, although it
is not a material parameter but depends upon the experimental conditions. For example, a
change in the charging current affects the hydrogen concentration sub-surface of the sample,
which in turns affects DE f f , as displayed in Fig. 1.12 [43].
1.3.3 Quantification of results
Four major models have been reported in order to quantify the TDS and permeation results.
1. The first method is based on Kissinger’s differential thermal analysis (DTA) experiment
in 1956 and 1957 [44, 45]. In this case, the reaction is investigated at different heating
rates, and a sample’s behaviour is compared with an inert reference. The nature of the
reaction investigated is solid→ solid + gas. The difference between the two behaviours
is attributed to the differences in structures of the materials studied. Using the fact that
the maximum deflection from the reference, i.e. the summit of the DTA peak, occurs
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when the reaction rate is maximum, and by running the experiment at different rates,
Kissinger deduced the thermal activation energy for specific reaction. His model only
takes into account thermal activation for the rate of reaction:
d(ln φT 2m )
d( 1Tm )
=
−(EB +Q)
R
(1.1)
where Tm is the temperature at which the DTA peak is maximum, φ is the heating rate,
R is the gas constant and the sum EB +Q is the detrapping activation energy.
It is possible to see a few ways in which this model fails to represent the scenario
investigated in TDS. First, it is assumed that all the material that undergoes the reaction
solid → solid + gas stays as a gas, which holds for his experiments, but is not the
case here, as it is well known that hydrogen can be reabsorbed by a trap directly after
having escaped it. Secondly, with this technique, only one thermally activated process
can be calculated at a time. In order for that to hold, the microstructure investigated
should be extremely simple, such as a single crystal and a single type of trap, be it
dislocation, vacancies or others. This model is used extensively in the literature and
many values of trapping activation energies are reported, but it is very hard to estimate
how far off the real values are. Additionally, sample geometry is not accounted for,
and it has been shown computationally that for equivalent microstructures, an increase
in sample thickness would lead to a decrease in calculated trap binding energy when
Kissinger’s model is used [46]. Furthermore, Du showed that at low trap density,
Kissinger’s model leads to an underestimate of the trap binding energy because traps
are not homogeneously filled and therefore hydrogen evolution does not reflect well
the trap occupancy [47].
2. Consequently, McNabb and Foster investigated a novel method for assessing the
specific case of hydrogen desorption behaviour in steels [38]. They theorised that hy-
drogen in steel could not simply be solved by an application of Fick’s laws of diffusion
because of inconsistencies in the literature when that was done. Darken and Smith
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observed in 1948 that samples charged with hydrogen using fixed boundary conditions
in which the hydrogen concentration was kept at 0 and an arbitrary C0 value on both
ends of the sample, did not display a linear change in the hydrogen concentration from
C0 to 0 as would be expected from Fick’s law [48]. Additionally, if the concentration
of hydrogen at both ends of the sample was kept at C0, in other words that at the steady
state, saturation is achieved, the ratio between the total amount of hydrogen between
the first and second case should be 0.5. Instead experimental measurements showed
that it was actually close to 0.8, meaning the concentration of hydrogen did not obey
Fick’s law. The hydrogen concentration in samples is schematically represented in
Fig. 1.5. A and B show the concentration of hydrogen obeying Fick’s law, where the
boundary conditions are C = 0 and C =C0 on the samples surfaces in A and C =C0
on both surfaces in B. It is clear that the ratio of hydrogen concentrations between A
and B is 0.5. C and D show the actual hydrogen distribution, with the same boundary
conditions, hence a ratio closer to 0.8.
They based their model on the existence of two different types of lattice sites, normal
sites and traps, which slow down the normal diffusion process. They deduced this
behaviour from another result by Darken and Smith, who observed that it was faster for
hydrogen to ingress a sample than it was for it to egress it, under the same boundary
condition. They derived a set of partial differential equations to represent the problem,
assuming a random walk type mechanism; one to assess the diffusion, equation (1.2)
and one for the trapping and detrapping local equilibrium, equation (1.3).
∂C
∂ t
+NT
∂n
∂ t
= div(DgradC) (1.2)
where C is the total hydrogen concentration, i.e. the density of diffusing atoms per unit
volume, t is time, NT is trap density, n is the fraction of traps occupied and D is the
hydrogen diffusion constant in the alloy.
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∂n
∂ t
= kC(1−n)− pn (1.3)
where k is the trapping probability per second and p is the detrapping probability per
second.
3. The problem with that model is its complex mathematical aspect, which renders it
complicated to apply to experimental data. In 1970, Oriani proposed a simpler model,
solely based on equilibrium between trapped and diffusible hydrogen [23]. He showed
that, when traps are not close to saturation, the diffusivity of mobile hydrogen can be
deduced from the trap density and the trap binding energy. This is only true when the
time required for the trap equilibrium to be reached, as described by equation (1.4),
happens faster than the concentration of hydrogen at the trap location can change
through diffusion. In practice, this depends on the hydrogen attempt jump frequency,
which typically is of the order of 1013 s−1, and this assumption is valid up to values of
approximately 400◦C [38].
θT
θL(1−θT ) = exp
(−EB
RT
)
(1.4)
where θT and θL are the fraction of occupied trap and lattice sites respectively, EB is
the trap binding energy, R is the gas constant and T is the temperature.
4. An additional model was therefore developed recently by Song, in which finite element
modelling of the process of hydrogen desorption is used [49]. This model is based on
the kinetic equations of McNabb Foster and the local equilibrium of Oriani’s models.
All models initially describe two types of sites, normal lattice sites and trap sites.
All the trap sites are assumed to be equivalent, so they are referred to as “one kind
of trap” and can be thought of as traps from a unique microstructural feature like
dislocations [3]. Conversely, Song’s model was designed for use in ferritic steels,
and allows for several traps with different binding energies and trap densities to be
modelled simultaneously, reflecting the complex structures of steels. Additionally, it is
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Fig. 1.5: Concentration of hydrogen in a sample as predicted by Fick’s law (A and B), and as observed
experimentally (C and D). For samples A and C, the hydrogen concentration is kept at C0 on the left
side and at 0 on the right side. For sample B and D the hydrogen concentration is kept at C0 on both
sides.
valid regardless of the fraction of occupied traps. Since TDS was used with saturated
samples, it was imperative to use a model that was valid in such conditions. For all
those reasons, this model was used to quantify the TDS data obtained. This model was
only designed to be used for analysis of TDS data and hence cannot be applied without
modification to electrochemical permeation data.
Limitations
All the described models have been designed to study single phase systems, and the diffusion
laws they are based on are only valid for such systems. As a result, trying to interpret data for
steels with two significantly different phases such as austenite and ferrite is very challenging.
Turnbull and Hutchings suggested that the best way to deal with this case is to multiply
the diffusion constant of the phase in which diffusion is the fastest (in steels, ferrite rather
than austenite) by a moderating factor that has to be estimated experimentally [50]. It is
not clear how to determine this factor and depending on its value, the trap characteristic at
the austenite/ferrite will be affected, but the general trends of the parameters should stay
consistent. This method was used when fitting the TDS data.
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Special case of austenite
Austenite is sometimes reported as a trap in the literature. This concerns only blocky austen-
ite, since the interface between bainitic ferrite and thin retained austenite is reported as a trap
of interfacial nature. There are two factors that lead to austenite being considered a trap in
bainitic structures: the comparatively very low hydrogen diffusivity and very high solubility
of hydrogen in austenite compared to ferrite. Fig. 1.6 illustrates the measured values for
diffusion constants of hydrogen in austenite and ferrite in function of temperature [2].
Those differences arise from the crystal structures of those phases. Ferrite is body-centred cu-
bic hence pseudo close-packed, while austenite is face-centred cubic, which is close-packed.
The higher solubility in austenite can be explained conceptually by calculating the size and
number of interstitial sites in both structures. The addition of an interstitial atom to a host
lattice induces strain which causes an increase in the total free energy of the system [52].
Calculating the ratio of the radius of interstitial to host atoms for both tetrahedral and octa-
hedral interstitial sites in austenite and ferrite, assuming atoms as hard spheres, indicates
the size of each interstitial site. The values calculated for all four sites are summarised in
Table 1.2, as well as the number of interstitial sites available. Fig. 1.7 illustrates the location
of those sites. It appears that the octahedral site in austenite is bigger than the other three
interstitial sites, and is therefore more likely to be occupied than any other site. This was
confirmed by calculating the dissolution energy of hydrogen in the octahedral and tetrahedral
interstices for both ferrite and austenite from first principles, as displayed in Table 1.3 [53].
The dissolution energy of hydrogen in the octahedral site in austenite is only 0.07 eV, while
it is 0.19 eV in the tetrahedral site in ferrite, which is the most likely site to be occupied in
ferrite. Both results explain why hydrogen has a higher solubility in austenite. The number
of sites available is not directly relevant since the fraction of occupied sites compared to
available sites is low.
Hydrogen diffusivity on the other hand is lower in austenite by several orders of mag-
nitude compared to ferrite, at room temperature. This is because there is no diffusion path in
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Fig. 1.6: Hydrogen diffusivity in austenite, ferrite, and ferrite in which traps are present [51]. At
room temperature (T−1 = 0.0034), the diffusivity of hydrogen is many orders of magnitude lower in
austenite compared to ferrite.
austenite that allows hydrogen to always occupy octahedral sites. Those sites are at the centre
of the unit cell, as displayed in Fig. 1.7, and in order for hydrogen atoms to diffuse through
austenite, they temporarily need to occupy tetrahedral sites before reaching neighbouring
octahedral sites. Because of the high hydrogen dissolution energy of 0.51 eV at such sites,
hydrogen diffusivity in austenite is slow. Conversely, for ferrite, there are six tetrahedral
interstitial sites that can be occupied by hydrogen per iron atom, as opposed to a single
octahedral site in austenite, as a result, hydrogen atoms can always occupy such sites as they
diffuse through ferrite.
Table 1.2: Calculated octahedral and tetrahedral interstitial size in austenite (face-centred) and ferrite
(body-centred). The site size is calculated as the ratio between the radius of the interstitial and the
lattice atom, and is therefore unitless. The octahedral site in austenite is significantly larger than other
sites, which is consistent with the higher solubility of hydrogen in austenite than in ferrite [51].
Ferrite Austenite
Octahedral site size 0.155 0.414
Tetrahedral site size 0.291 0.225
Number of octahedral sites per iron atom 3 1
Number of tetrahedral sites per iron atom 6 2
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Fig. 1.7: Locations of octahedral and tetrahedral interstitial sites in face-centred and body-centred
crystals [52]. Lattice sites, where Fe atoms sit, are white, and interstitial sites, where hydrogen atoms
can sit, are black.
Table 1.3: Dissolution energy of hydrogen in the octahedral and tetrahedral interstitial sites in austenite
and ferrite calculated by Song [53]. This explains the higher solubility of hydrogen in austenite than
in ferrite.
Ferrite Austenite
Octahedral site dissolution energy / eV 0.34 0.07
Tetrahedral site dissolution energy / eV 0.19 0.51
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Need for simple microstructures
Since those models are more reliable when they assess one trap type, it is essential that
experiments that hope to obtain precise values for trap binding energies should be as simple
as possible and make use of models that hold true under the conditions investigated. For
example, systems of single crystals with precisely measured dislocation density should be
used to investigate dislocation as a trap site. Systems with equiaxed grains containing as
few defects as possible should be used to investigate grain boundaries as a trap, and so forth.
It is worth noting that point defects, such as impurity atoms or vacancies have also been
reported to act as traps [6]. Since their characterisation is extremely hard, and the chance of
a hydrogen atom encountering such defect compared to other larger traps like carbides or
dislocations is low, it was assumed in this study that their contribution to the overall trapping
effect is negligible, and they were not reviewed in depth. Additionally, surfaces have also
been reported to be strong traps, but since their number density compared to the bulk material
is insignificant, their trapping potential was not investigated further [3].
Importance of vacancies
Vacancies are one of the most basic and smallest of defects in crystal structures. They
are extremely complicated to characterise or to quantify. Recent work by Nazarov, from
first principles, has revealed that vacancies are responsible for the trapping behaviour in
carbides, in the case of nickel in particular [54]. It was shown that in perfect structures, it
was highly unfavourable for hydrogen atoms to be added to either the interface or the core
of many types of carbides. On the contrary, if vacancies existed in carbides, the drop in
free energy for adding hydrogen atoms would decrease in carbides to extents much greater
than for vacancies present in the lattice. The same behaviour was subsequently confirmed
by Kawakami for the specific case of TiC and V4C3 carbides. It was shown from ab-initio
calculations that a hydrogen atom occupying an interstitial site in TiC and V4C3 would
actually lead to a significant increase in the free energy of the system, of about 60 kJ mol−1
in TiC and 100 kJ mol−1 in V4C3, and that it is only favourable for hydrogen to occupy
carbon vacancies in the structure, or the interface between the matrix and the carbides [55].
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1.3.4 Trap binding energies reported in the literature
Table 1.4 has been created with two aims: first, to give an overview of the current knowledge
in terms of trapping characterisation of different structures and how consistent or inconsistent
the values reported are, and second, to be able to identify an opportunity in using novel
nanostructured bainite with retained austenite and carbides as a way of combing as many
traps as possible and achieving strong hydrogen trapping. This is the most complex structure
ever investigated with the standard methods described earlier. Many inclusions such as
MnS or Al2O3 have been reported to trap hydrogen, but in order to make the table as clear,
concise and relevant to the current project as possible, they were not reviewed [30, 56].
Consequently, only features that can be present in the steel designed and the carbides that
display strongest trapping and can offer insight into the mechanisms behind trapping were
reviewed. TiC and V4C3 cannot be formed with the proposed heat treatment in this project
but were reviewed due to their excellent trapping behaviour, in the hope that mechanisms
that make them efficient can be applied to other carbides.
Dislocations
The trapping ability of dislocations has been studied extensively, and it has been suggested
that the stress field around dislocations can act as an attractive trap, and that the hydrogen
atoms can then bind to the core of the dislocations. The most rigorous work was performed
by Foster and McNabb, and they obtained values for the trap binding energy of 25 kJ mol−1
in a steel with 0.23 wt% C [23]. As shown in Table 1.4, many more experiments were
performed in order to confirm this result. Choo and Lee’s work is usually taken as a reference
because they assessed dislocations in pure iron with changing grain size, so that they could
distinguish between grain boundary and dislocation contributions [57]. They ensured the
samples all had the same density, as a proof that the microvoid contribution should also be
consistent between samples. They interpreted their result using Kissinger and therefore the
binding energies obtained are not precise. Hagi’s work is not rigorous in the sense that a
few arbitrary values were selected for the tentative trap binding energy while ignoring the
effect of grain boundaries [35]. The number of trap sites from the arbitrarily chosen trap
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Table 1.4: Summary of the trap binding energies associated with dislocations, grain boundaries,
microvoids, interfaces, and selected carbides reported in steels. A detailed description and analysis of
those results is provided in the text. The compositions are expressed in weight percent. EB is the trap
binding energy.
Trap Alloy Method EB / kJ mol−1 Reference
Dislocation Fe TDS, Kissinger 19 Hagi [35]
Dislocation Fe Permeation, Oriani 27 Choo, Lee [57]
Dislocation Fe Permeation, McNabb 55 Kumnick [36]
Dislocation Fe Modelling 26 and 38 Ramasubramaniam [58]
Dislocation 0.16C TDS, Oriani 18-25 Johnson, Hill [23]
Dislocation 0.16C TDS, Oriani 36-40 Johnson, Hill [23]
Dislocation 0.23C Immersion in water, McNabb 25 Foster [23]
Grain boundary Fe TDS, Kissinger 10 Choo, Lee [57]
Grain boundary 0.15Ti Tensile strength 30 Bernstein [59]
Microvoid Fe TDS, Kissinger 28 Choo, Lee [57]
Microvoid Fe Permeation, McNabb 55 Kumnick [36]
α/γ interface Duplex, 44% austenite Permeation, McNabb 52 Turnbull [50]
α/γ interface 0.063C TDS, Kissinger 55 Park [31]
TiC (coherent) 0.42C-0.3Ti TDS, Kissinger 45-60 Wei [60]
TiC (incoherent) 0.42C-0.3Ti TDS, Kissinger 70-115 Wei [60]
TiC (incoherent) 0.05C-0.22Ti-2Ni TDS, Kissinger 85 Wei [60]
TiC 0.15Ti, carburised Permeation, Mc Nabb 95 Pressouyre [61]
TiC 0.63Ti, carburised Permeation, Mc Nabb 95 Pressouyre [61]
TiC 1.5Ti, carburised Permeation, Mc Nabb 95 Pressouyre [61]
TiC Fe Modelling 48 and 125 Kawakami [55]
V4C3 0.25C-0.3V TDS + permeation, Kissinger 33 Asahi [32]
V4C3 0.25C-1V TDS + permeation, Kissinger 33 Asahi [32]
V4C3 Fe Modelling 116 Kawakami [55]
Fe3C 0.49C, pearlite Permeation, McNabb 11 Hong [62]
Fe3C 0.82C, martensite TDS, Kissinger 18 Kim [33]
Fe3C 0.82C, pearlite TDS, Kissinger 66 Kim [33]
Fe3C 0.84C, bainite TDS, Kissinger 23 Takai [63]
Fe3C 0.84C, cold-worked TDS, Kissinger 65 Takai [63]
Fe3C 0.43C, coarse cementite Permeation, McNabb 36 Robertson [37]
Fe3C 0.43C, pearlite Permeation, McNabb 18 Robertson [37]
Fe3C Fe Modelling 41 and 47 Kawakami [64]
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binding energy was then deduced so that the model fits as best as possible the data observed
for the effective diffusivity of hydrogen. Understandably, many fits can exist and little
information is gained from such experiment. Johnson’s work was carried out rigorously but
they calculated an increase in the trap binding energy of dislocations as their number density
increased, due to higher cold-work deformation [23]. Simultaneously, they calculated a
decrease in trap density by about an order of magnitude, although this does not make physical
sense. This leaves some doubt over the reliability of their analysis. Kumnick suggests a
binding energy of 55 kJ mol−1, several times the values obtained in other work, but this
is dubious [36]. Indeed, in their results, the trapping behaviour is very similar between
annealed samples and cold-worked samples, indicating that either grain boundaries or mi-
crovoid effects dominate, although they were both completely ignored. Ramasubramaniam
proposes binding energies of 26 and 38 kJ mol−1 for screw and edge dislocations respectively,
from density functional theory (DFT) modelling [58]. This work seems reliable, although
it is only a model and some imperfection effects might lead to different effects in real samples.
The dislocation trapping depends on the carbon concentration in the steel. It is well known
that carbon in steel tends to segregate to the dislocation core, and it has been pointed out that
the carbon presence lowers the binding energy of hydrogen at the dislocations [65]. For this
reason, the trap binding energy is expected to decrease as the carbon concentration increases.
This is consistent with Ramasubramaniam’s DFT simulation for pure iron, that dislocations
have a stronger binding energy than in Foster’s result.
Grain boundaries
The only work in pure iron with grain boundaries being the only parameter varied has been
performed by Choo, and is analysed using Kissinger: it therefore is not reliable. Additionally,
only relatively large grain sizes are investigated, from 180 to 16 µm in diameter. Fig. 1.8
displays features of a typical TDS curve. In this specific case, the first peak is due to grain
boundaries and the second peak is due to dislocations. For grain size of 180 µm, a negligible
contribution to trapping is visible. The binding energy is reported by Choo as 10 kJ mol−1.
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Ono demonstrated that varying grain size from 450 to 130 µm had little effect on trapping
behaviour [66]. Consistently with Choo, it is noticeable that as the grain size diminishes,
more hydrogen can be trapped. Conversely, where Choo noted insignificant trapping for
grain size of 180 µm, Ono found that in all the polycrystalline samples analysed, irrespective
of grain size, three times more hydrogen was trapped compared to single crystal samples.
Beck presented a result somewhat consistent with Choo, that the hydrogen diffusivity be-
tween pure single crystal iron and polycrystal iron were very close, with values of 6.25 and
8.25×10−9 m2 s−1 at room temperature for single and polycrystal respectively [40]. No
information is given on the grain size, it is therefore impossible to try and assess the grain
boundary behaviour in this work, since no quantitative analysis was performed. Wei’s results
also tend to outline the weak effect of grain boundaries as a trap. TDS was performed using
many quenched and tempered martensitic samples, with tempering temperatures varied from
300 to 700◦C. Their results show that at 700◦C, above recovery temperature, there is a clear
decrease in trapping. Between 300 and 650◦C, there are competing effects of dislocation
annihilation, recrystallization and recovery that are at play, and it is not simple to differentiate
between them since no information is available on either the grain structure or the dislocation
density.
Bernstein suggests a grain boundary-hydrogen interaction energy of 30 kJ mol−1, although
this is achieved through mechanical assessment [59]. Samples with varying grain sizes
were subjected to a tensile stress with and without hydrogen, and by using the Hall-Petch
relationship, described in equation (1.5), and literature values for grain boundary-carbon
interactions, the interaction energy for grain boundary-hydrogen could be calculated.
σA = σO +Kd−1/2 (1.5)
where σA is the applied stress, σO is the lattice frictional stress, K is the Hall-Petch slope and
d the average grain diameter.
It is not entirely clear if this is reliable or can be applied in terms of trapping in non-
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Fig. 1.8: TDS analysis of pure iron samples with varying grain sizes, as presented by Choo [57]. The
peaks in the spectra correspond to hydrogen evolved from the sample, and can be fitted to determine
a specific trap binding energy and trap density. In the current example, the peak at 100◦C is due to
the hydrogen trapped at grain boundaries being released and the peak at 210◦C is due to hydrogen
trapped at dislocations being released.
stressed samples since mechanisms that could dominate trapping under stress could be
different without stress. In light of all those results, the binding energy for grain boundaries
was considered to be within the range 10-30 kJ mol−1.
Austenite phase
Turnbull proposed that in the case of duplex steels, the solubility and diffusivity of hydrogen in
the austenite phase were not directly relevant to the observed diffusivity [50]. A duplex steel
with composition 0.06C-21.6Cr-6.3Ni-2.51Mo-0.87-Si wt% was tempered and quenched in
order to achieve different austenite contents. Five different values were investigated: 0%, 5%,
14%, 33% and 44% austenite. In such alloys, the austenite is visibly not percolating through
the structure. Yet, Turnbull was able to see a decrease in the effective diffusivity from the
sample with 44% and 0% austenite by a factor of 400. As a result, it was indicated that
only the interface between the phases could be leading to such results, with binding energy
calculated to be 52 ± 5 kJ mol−1. As mentioned previously, the McNabb and Foster model
was designed for single phase alloys, and therefore Turnbull had to add a factor to correct for it
in the analysis. This is why little work has been reported in the literature on dual-phase alloys.
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Park also reports large binding energy for the austenitic phase, although in this case, the
hydrogen is only observed in TDS at temperatures above which the austenite decomposes, it
is therefore not strictly speaking a trap binding energy that is estimated, it is simply hydrogen
dissolved in austenite that becomes diffusible after the austenite decomposition [31].
TiC
Titanium carbides were the first carbides reported to have excellent trapping ability. Pres-
souyre estimated a binding energy of 95 kJ mol−1 by analysing the differences between first
and subsequent permeation transients for three steels with Ti content 0.15, 0.63 and 1.5 wt%
and with carburised surface to produce carbides [61]. The trap binding energy calculated was
consistent in all three cases. Other defects like dislocations and grain boundaries that provide
weaker traps were also taken into account in this work. Wei and Tsuzaki investigated the
impact of size on the trapping ability of TiC, and noted that there was a significant increase
in trapping as the carbide size increased from few nanometres to 100s nm in length. Due
to the carbides being coherent with the matrix at very small scales, they deduced that the
strain field of the carbide with the matrix would lead to trapping initially, and as the carbides
grew larger and lost coherency, the carbide-matrix interface or carbon vacancy inside the
carbide would lead to much stronger trapping [60]. The quantitative results in their work are
based on Kissinger and are therefore inaccurate, but still consistent with Pressouyre. They
calculate a trap binding energy of 70-115 kJ mol−1 for incoherent larger carbides, depending
on tempering conditions. Kawakami simulated interactions from ab-initio calculations and
calculated an interfacial energy of 48 kJ mol−1 when the matrix and precipitate are coher-
ent, which is applicable for precipitate sizes approximately up to 8 nm in length [65], and
125 kJ mol−1 for carbon vacancies within the precipitate [55]. It is not common in such
carbides to have a significant carbon vacancy population, and interfacial effects are expected
to dominate. This was confirmed by Asaoka [67]. Interstitial sites in TiC were found to have
an energy of -58 kJ mol−1 and being therefore very unfavourable sites for H to occupy.
V4C3
Kawakami also investigated the trapping behaviour of vanadium carbides based on first
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principles. The interstitial site energy was calculated to be -106 kJ mol−1, the coherent
interface energy -6 kJ mol−1 and the carbon vacancy energy 116 kJ mol−1 [55]. This is
of significant importance in this case, since V4C3 has a NaCl type structure, but in order
to keep the stoichiometry of the phase correct, there has to be approximately 25% carbon
vacancies. As a result, vanadium carbides are excellent for trapping. Similarly as for TiC,
it was observed using atom probe tomography that for very small, coherent carbides, the
trapping effect was negligible [25]. Both results are very consistent together. At larger scales,
atom-probe studies showed very clear attraction of deuterium to the carbides. Atom probe
showed that dislocation cores at the incoherent precipitate-matrix interface were significant
for the overall trapping behaviour, as well as carbon vacancies within the carbides. Yokota
also showed strong trapping using TDS; vanadium carbides peaks appeared between 500 and
600◦C although the binding energies were not quantified in that study [68]. Asahi quantified
the binding energies of V4C3 using permeation and TDS but using Kissinger and found trap
binding energies of 33 and 44 kJ mol−1. Additionally, the TDS was only performed until
400◦C, although it has been seen that peaks from deep traps in such carbides can appear
beyond 500◦C so it is expected that much of the real nature of trapping for those carbides
may not have been revealed during this study.
Fe3C
Out of all the traps investigated here, the literature is most inconsistent with trapping due
to cementite. A large number of binding energies have been reported, with values ranging
from 11 to 66 kJ mol−1. Kawakami calculated from first principles binding energies of 41
and 47 kJ mol−1 for the octahedral interstitial site in cementite, the largest and most likely to
be occupied site, and the ferrite-cementite interface respectively [64]. The interface is once
again assumed coherent for the purpose of the calculation so that value obtained might not
be meaningful. Robertson’s work here seems to be the most experimentally rigorous. Values
of trap binding energies were found in a low alloy steel with 0.43 wt% C [37]. A pearlitic
and a tempered martensitic structure were investigated through means of permeation, and
interpreted with McNabb Foster. The binding energies were found to be 18 and 36 kJ mol−1
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in the pearlitic structure and in the tempered martensite respectively. Cementite appeared
as coarse spheroidised precipitates in the tempered martensite as opposed to 1 µm thick
lamellae in pearlite. The difference between both values is not clear. This analysis was
performed using only one type of trap, although it is probable that in such complex structures
this is incorrect. Kim did a similar comparison between tempered martensite and pearlitic
structures in a 0.82 wt% C alloy. In that case, TDS was used and results were quantified using
Kissinger. They found binding energies of 18 and 66 kJ mol−1 for the cementite precipitated
in martensite and pearlite respectively [33], which is inconsistent with the results presented by
Robertson, in which case the cementite binding energy in pearlite is lower than in tempered
martensite. The cementite lamellae in the work presented by Kim were about 20 nm thick.
One possible explanation for such a difference might be related to the very high number of
interfaces between cementite and ferrite, and to the tortuosity of the structure, which would
affect the diffusion of hydrogen, and be perceived as a higher trap binding energy than it
actually is. Hong reported that the binding energy for the cementite-ferrite interface in a
0.49 wt% C pearlitic structure was 11 kJ mol−1 [62]. This value was found by assuming
that the number of cementite and ferrite interfaces in a 0.12 wt% C and a 0.49 wt% C alloy
was identical, which has to be rejected since it is visible from micrographs of those alloys,
that this is very inaccurate. Finally, Takai reported that cementite precipitated within bainitic
ferrite laths had trapping energy of 23 kJ mol−1, using Kissinger to interpret TDS data [63].
When identical samples were cold worked up to 85% reduction in area and re-heated to
200◦C to remove the dislocation contribution to trapping, a 65 kJ mol−1 trapping site at the
interface between ferrite and cementite was observed. The trend observed is interesting as it
should indicate that the cementite ferrite interface can indeed provide significant trapping,
although it is not clear why that should not be the case when the cementite is present within
the ferrite. Part of the problem relates to the inability, using Kissinger, to differentiate the
impact of trap sites density and trap binding energy, which could have a significant impact in
structures with very high amount of cementite-ferrite interfaces, as this leads to a significant
increase in trap density.
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Epsilon carbide (Fe2.4C, transition iron carbide)
Other transition iron carbides, such as epsilon carbide, have been suggested as potential
carbides for trapping hydrogen. Very little quantitative work has been performed for those
carbides. Zhu noted that in a Fe–0.22C–1.40Si–1.80Mn wt% alloy, epsilon carbide contribu-
tion to trapping was seen as a TDS peak around 400◦C, as seen in Fig. 1.9 [29]. The trap
binding energy wasn’t quantified, but the total trapping capacity was quite low, probably due
to the low carbon content. The total quantity of trapped hydrogen seems almost insignificant,
as can be seen by their mechanical results: samples charged with hydrogen for 1 minute
showed an improvement in the total elongation to failure compared to samples without
epsilon-carbide charged, but for any longer charging time, both samples behaved similarly.
All epsilon carbide traps could be saturated in that time. Zhu also showed the potential
efficacy of epsilon-carbide in trapping hydrogen using atom probe measurements [29]. Al-
together, the lack of consistency and reproducible quantitative analyses for iron carbides
means there is potential for further investigation. Furthermore, formation of iron carbides
have the advantage of only relying on the diffusion of carbon, and silicon for cementite, and
can therefore precipitate at much lower temperatures than other carbides.
Fig. 1.9: TDS spectra showing a peak at 400◦C, attributed to epsilon carbides [29].
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Consequences for industrial applications
Creating a base fundamental knowledge of trap binding energies is important but is not
directly useful to engineering applications. A quantitative understanding of the effect of trap
binding energy and number density on the retardation of hydrogen embrittlement in such
alloys in the operating conditions is needed. Two factors limiting this understanding have
been identified:
1. Knowledge of hydrogen generation rate and equilibrium concentration of hydrogen
at the subsurface of the alloy in use is required in order to predict the rate of ingress
of hydrogen in the alloy. The lack of accessible data renders those characteristics
extremely hard to investigate.
2. The extent to which the traps can be allowed to be filled before the equilibrium
between trapped and diffusible hydrogen can cause embrittlement is unclear. In many
experimental assessment of traps, hydrogen is inserted into alloys with concentrations
much beyond any realistic case, and show failure mechanisms without assessing the
real advantage offered by the traps.
Knowledge of such data would allow a prediction of the additional expected lifetime alloys
would gain by possessing traps.
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1.4 Hydrogen-resistant structural alloys used in hydrogen
sulphide environments
1.4.1 Introduction
This section introduces the typical types of alloys used in industry, to help identify the chal-
lenges faced by such alloys in H2S-containing environments, called sour environments, which
are typical in the petroleum industry [69]. It was suggested that bainitic ferrite, although
never investigated, could be a potential successful alternative to the currently used alloys.
There have been two major approaches used in order to mitigate the corrosion problems in
sour environments. On one hand, corrosion-resistant alloys have been developed, although
with limited yield and ultimate tensile strength. Additionally, those alloys are expensive due
to the use of large concentrations of nickel and chromium. In contrast, high-strength low alloy
steels have also been developed. They are a lot cheaper since they possess fewer alloying
elements, and can reach higher strengths, providing careful heat treatment is performed.
However, they lack inherent corrosion resistance, it is therefore necessary to use corrosion
inhibitors, or use coatings to prevent corrosion. In order to assess the impact of H2S on
hydrogen embrittlement, “sour service” domain maps, which categorise the severity of an
environment based on pH and partial pressure of H2S, are used. Fig. 1.10 is an example
of such a map [70]. All circles represent in-situ four-point bend tests, with black circles
indicating failure and white ones that no fracture occurred. All tests need to be run according
to the NACE TM0316-2016 standard in order to obtain consistent sour domain maps [71].
The corrosion mechanism in such environments is called sulphide stress cracking (SSC) and
is a form of hydrogen embrittlement that occurs below the yield strength of the material. In
this case, the alloy tested, P-110, can be used safely, for conditions that would be located in
the top left corner of the domain map. The partial pressure of H2S is a critical factor when
determining the suitability of an alloy to be used in the field. Not only it generates H+, that
can penetrate and embrittle the alloys, but it is also a poison that prevents H+ recombination
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into H2, which cannot penetrate into alloy microstructures. The pH is a less important factor,
because buffers such as COOH/COO− can be used to stabilise it [72]. There is no consistent
way of anticipating how the materials behave at varying partial pressures of H2S and varying
pH, and every single alloy designed has to pass tests in all the different domains to have an
idea of their suitability for use in the field.
1.4.2 Corrosion resistant alloys
Four main types of microstructures have been investigated. Two of those are nickel-based
alloys, while two others are stainless steels. The compositions of those alloys have been
summarised in Table 1.5. For the Ni-based alloys, the matrix phase has a yield strength
of approximately 450 MPa and is strengthened through either cold-working or precipitate
hardening. In the latter case, the addition of Ti, Al and Nb has been proven to form Ni3M
precipitates, where M is any of those solutes, that dramatically improve the mechanical
properties, and can also be beneficial for mitigating hydrogen embrittlement as long as
their morphology and homogeneity in size and dispersion in the parent matrix is controlled
accordingly [70]. For instance, if the heat treatment performed or the composition leads to a
nucleation of those precipitates at the grain boundary, it has been observed that they become
preferential sites for crack initiation due to their brittle nature. Subsequently, intergranular
cracking is observed [73].
For the stainless steels, the structure can either be duplex, with reported optimal mechanical
performance when the alloys contain close to 50% of each of the ferritic and austenitic phase,
Table 1.5: Compositions in wt% of four common structural corrosion-resistant alloys used in H2S
environments [70].
Alloy C Fe Cr Ni Mo Nb
Cold-worked Ni-based C-276 0.01 6 16 56 16 -
Precipitation-hardened Ni-based 718 0.02 19 19 52 3 5
Duplex stainless steel 22 Cr 0.02 Bal. 22 5.5 3 -
Martensitic stainless steel AISI 410 0.15 Bal. 13 - - -
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Fig. 1.10: Example of a sour domain map, for low alloy steel P-110. Each circle represents an in-situ
four-point bend test. White circles indicate the samples passed the test, black ones indicate failure
during the test. Failure occurs through a hydrogen embrittlement mechanism that is referred to as
sulphide-stress cracking [70].
or tempered martensitic. The austenitic phase in both cases has been reported to provide a
significant sink for hydrogen because of its very high solubility in that phase. For martensitic
steels, the addition of nickel is used to stabilise the austenite fraction above 0.1, with accompa-
nying increase in the sulphide stress corrosion resistance of those alloys [74, 75]. It is believed
that above that threshold, the austenite percolates the structure, and forms a definitive barrier
to hydrogen penetration in the steel, as well as providing trapping sites [76]. Chromium in
alloys with carbon contents higher than 0.05 wt% promotes the formation of many different
carbides at the grain boundaries, including bulky M23C6 carbides, in which M represents
metal atoms such as Cr, Fe or other alloying elements. The formation of large carbides lowers
the Cr content in neighbouring regions, thus preventing passivation [77]. A way to mitigate
this effect is the addition of Ti or Nb, which are strong carbide formers and produce small
homogeneously dispersed TiC and NbC, and prevent the formation of M23C6. This applies
particularly to welded steels, in which the heat-affected zone is most sensitive to this process,
but also to quenched and tempered martensitic steels, which is why their carbon contents are
always kept very low. Forming such carbides is therefore not of concern in the current project.
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The most important challenge for those alloys is localised corrosion such as crevice corrosion
or pitting, which can occur after mechanical erosion of the surface of those alloys. It is
important to ensure that such alloys are able to achieve repassivation before corrosion can
take place. In all four types of alloys, Mo increases the breakdown potential, Epit , shown in
Fig. 1.11, almost linearly with concentration [78]. The higher the breakdown potential, the
more resistant to pitting the alloy is, so alloy selection can be determined by the Mo content
depending on the pitting risk in a specific environment.
Use of effective diffusivity
In this field, the measurement of effective diffusivity of hydrogen DE f f is used as a practical
and simple approach to estimate the potential of an alloy for hydrogen embrittlement resis-
tance. It is suggested that alloys with faster hydrogen effective diffusivity tend to be more
susceptible to embrittlement [70]. Measurement can be performed through simple permeation
experiments. It does not assess trapping as described in the previous section, and therefore
can only be indicative, as emphasised by Turnbull [79]. It nevertheless is used because it is
simple to measure, and other standardised specialised mechanical in-situ tests are required
in order to explore the sour domains maps. The typical effective diffusivities reported for
the four alloys presented in Table 1.5 are displayed in Table 1.6 [70]. They highlight the
much faster diffusivity of hydrogen in martensitic alloys compared to austenitic alloys. The
diffusivity of three low-alloy steels are also presented, in Fig. 1.12, for comparative purposes.
Their compositions are described in Section 1.4.3 [43].
Table 1.6: Values of effective diffusivity of four common structural corrosion-resistant alloys used in
H2S environments [70].
Alloy DE f f / m2 s−1
Cold-worked Ni-based C-276 2×10−15
Precipitation-hardened Ni-based 718 4×10−15
Duplex stainless steel 22Cr 3×10−15
Martensitic stainless steel AISI 410 1×10−11
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Fig. 1.11: Example of a polarization curve of corrosion-resistant alloys in solution containing Cl− and
H2S. This curve shows the change in current density i with applied voltage E. Samples are passivated
when the current density is constant. Active corrosion takes place when it increases. HEC, SSC and
SCC stand for hydrogen embrittlement, sulphide stress and stress corrosion cracking respectively, and
are all failure mechanisms due to hydrogen embrittlement [72].
Fig. 1.12: Effect of the hydrogen concentration sub-surface C0 on the effective diffusivity in three low
alloy steels. The values of diffusivity in such alloys are several orders of magnitude lower than in
corrosion-resistant alloys with austenitic structures, such as Ni-based or duplex stainless steels [43].
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1.4.3 Low-alloy steels
The compositions of the most commonly used and highest-strength low-alloy steels have
been summarised in Table 1.7. All low-alloy steels have the similar quenched and tempered
martensitic microstructure. As a result, many of the problems observed in martensitic stain-
less steels also apply here. Asahi reported that the carbon weight percent should be kept
between 0.15 and 0.3 wt% to ensure good hardenability but prevent cracking during the
initial quenching [80]. Lower carbon contents would not have good enough hardenability
and higher carbon contents would be prone to cracking. Boron can also be added in small
quantities up to 20 ppm to improve hardenability. It is reported that 10ppm B has a similar
hardenability effect as 1 wt% Mn [80]. It segregates at austenite grain boundaries but this has
not proved detrimental to the mechanical properties because of the very low weight fraction
present. The relation between alloy microstructures and susceptibility to sulphide stress
cracking (SSC) are well established. It is seen that the most common factor for SSC failure
in low-alloy steels is the formation of carbides at the prior austenite grain boundaries during
the tempering step, as described by Eschaniz or Watkins [81, 82]. These brittle precipitates
favour crack propagation along the grain boundaries, seen as intergranular fractures observed
by Asahi and Omura [80, 83]. Samples with higher Mn content than 1.5 wt% tend to have less
homogeneous compositions at the grain boundary and seen to have a diminished resistance to
SSC. Craig observed embrittlement from impurity P at the grain boundary and demonstrated
the efficacy of using Mo to combat it [84]. The addition of Mo was observed to improve
the resistance to SSC by reducing the mobility of diffusing substitutional atoms to the grain
boundaries and therefore limiting the local carbide nucleation or growth. The same behaviour
was revealed by Omura using vanadium [85]. In this case, the chromium content had to
be lowered to 0.5 wt% to prevent the formation of M23C6 brittle carbides. It was shown
that the addition of vanadium led to much more homogeneous dispersion of carbides, and
no preferential nucleation at the grain boundary. Torii also indicates, in the specific cases
of alloy L80 and C80, the possibility of adding Ti and Nb to form TiC and NbC carbides,
described in the previous chapter [86]. The use of such carbides can be applied to other
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alloys. The results are consistent with previously mentioned trapping ability of such carbides,
and the SSC resistance is improved significantly as Ti and Nb are added to alloys and small
homogeneously dispersed carbides are nucleated.
Table 1.7 shows compositions very close to one another, indicating a mature field in which
compositional changes leading to improved mechanical properties are difficult to realise.
Consequently this Ph.D. project aimed at developing a new type of low alloy steel with a
unique novel bainitic structure in order to improve significantly those mechanical proper-
ties, without hindering the SSC resistance. Using a bainitic structure permits using carbon
concentration is excess of 0.3 wt%, because bainite is not susceptible to cracking during
cooling. Consequently, higher strength can be achieved easily in bainitic alloys compared to
martensitic ones [87].
The most critical challenge for low alloy steels is the formation of hydrogen through reduc-
tion of the hydrogen ions present in the acidic solution at the surface of the steel and the
subsequent ingress of atomic hydrogen in the alloys, that leads to hydrogen embrittlement. It
is therefore necessary to try and limit hydrogen ingress in the structure and attempt to trap
hydrogen at specific site to lessen the damaging effect of diffusible hydrogen.
Table 1.7: Compositions in wt% of common structural low alloy steels used in H2S environments,
with Fe balance. For alloys named by a combination of a letter and a number, the latter indicates the
yield strength of the material in ksi (80 ksi is 550 MPa and 125 ksi is 860 MPa).
Alloy C Si Mn Cr Ni Mo Reference
BS 4360 50D 0.17 0.35 1.35 0.10 0.10 - [88]
Ni-Cr-Mo-V 0.25 - - 1.70 3.70 0.40 [89]
AISI 4340 0.42 0.28 0.70 0.79 1.83 0.24 [41]
L-80 0.1-0.4 0.1-0.4 0.75-1.5 - - 0.1-0.4 [90]
P-110 0.24 0.26 1.44 0.82 - 0.10 [91]
C-110 0.32 0.23 0.46 1.00 - 0.85 [92]
C-125 0.27 0.29 0.49 0.52 - 0.69 Private
Q-125 0.20 0.24 1.58 1.03 - - [72]
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1.4.4 Bainite as an alternative to tempered martensite in low-alloy steels
Bainitic steels have never been used in this field because the strength of the alloys selected
originally was satisfactory. Additionally, alloys are only selected for use after in-depth
investigation of their properties and observed successful performance of similar alloys in the
field over many years. As the maturity of the quenched and tempered steels is preventing
any significant improvement in mechanical properties, it is important to consider alternatives.
Bainite is a common phase in steel, and was not be reviewed, since a very comprehensive
and detailed book concerning bainite in steels has been written by Bhadeshia, and can be
consulted [93]. Bainitic steels have three major advantages over martensitic steels:
1. They are produced by air-cooling, or by isothermal holding during cooling. In other
words, there is no necessary tempering step that adds to the manufacturing cost and
also lowers the maximum strength achievable by coarsening the microstructure.
2. Bainitic transformation allows diffusion of carbon, unlike the martensitic transforma-
tion. It follows that the bainitic ferrite becomes depleted of carbon. Subsequently, the
neighbouring austenite becomes enriched in carbon and stabilised by it. Ultimately,
when the bainitic reaction stops, retained austenite with high carbon content is present
in the final structure. This means the bainitic phase is not only less brittle than the
martensitic phase due to lower residual stress from carbon, but the presence of thin
retained austenite regions provide toughness to the whole structure. In this case, the
transformation-induced plasticity (TRIP) effect is at play; under loading, the austenite
phase can transform to martensite to relive the stress.
3. Carbides can be nucleated within the bainitic ferrite laths during the isothermal or
air cooling treatment and can provide trapping without compromising the structural
integrity of the steel, since they do not nucleate preferentially at grain boundaries.
Gomez designed, produced and characterised in 2009 the first carbide-free bainitic steel with
similar mechanical properties as low-alloy steels used in sour environments, which could be
manufactured by air-cooling. Its composition is displayed in Table 1.8 [94]. This alloy was
1.4 Hydrogen-resistant structural alloys used in hydrogen sulphide environments 43
not designed to be corrosion-resistant, but to prove the concept of a simpler manufacturing
method. The purpose of each of the alloying elements is as follows:
• Carbon – It determines the martensite and bainite start temperatures as well as the
scale of the structure, hence the strength of the alloy. Higher carbon contents allow
the martensite start temperature to be suppressed to lower temperatures, which in turn
allow finer microstructure.
• Silicon – The purpose of silicon is to prevent the brittle cementite phase formation.
Silicon solubility in cementite being extremely low, it has to diffuse away from carbides
for cementite to be able to form. In continuous cooling, the temperatures are too low
for silicon to diffuse enough to allow cementite formation.
• Manganese – The Mn content is kept as low as possible because it is known to segregate
within the bainitic structure upon cooling. As a result, Mn-rich regions tend to retard
the bainitic transformation and can lead to martensite formation during continuous
cooling.
• Chromium – The chromium content is kept low in order to have more control over the
retained austenite fraction depending on cooling rate.
• Nickel – Nickel improves the hardenability of the steel. It also contributes to an
improvement of the toughness of the ferritic phase.
• Molybdenum – As reported before, the main role of Mo is to prevent the grain boundary
embrittlement caused by the presence of impurity P.
Table 1.8: Composition of the bainitic steel designed by Gomez [94].
Fe C Si Mn Cr Ni Mo
Bal. 0.30 1.40 0.10 1.00 3.60 0.25
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1.5 Carbide structure and growth in bainite
1.5.1 Introduction
After having revealed the opportunity provided by developing a bainitic structure as opposed
to a martensitic structure, and after having identified the possible benefits of forming iron
carbides and cementite at a small scale and within the bainite laths, this section of the
literature review ties both ends together by investigating the thermodynamics and kinetics of
iron carbide precipitation in bainite.
Transition metal carbides like TiC or V4C3 have the best hydrogen trapping ability and
have been used in the design of hydrogen resistant quenched and tempered steels. Their
precipitation can be precisely controlled because they form at temperatures of approximately
600◦C, and rely on the diffusion of the substitutional metal atoms. This way, annealing heat
treatments can be used to achieve a well defined dispersity and size of precipitates [95]. In
this project, high temperature treatment is not an option, and carbides have to be formed
during the isothermal holding step or during continuous cooling. The literature was investi-
gated in order to identify relevant compositions and transformation temperatures to obtain a
bainitic structure with carbides present in it.
Advantage of lower bainite over upper bainite
The structure of bainite is differentiated between upper and lower bainite [93]. The structure
obtained depends on the composition, and most importantly factors that affect the bainite start
and martensite start temperatures, such as carbon composition. The main structural difference
between those two structures is that in upper bainite, which forms at higher temperatures, the
carbon present in the ferrite phase can diffuse out into the austenite faster than it is able to
form carbides within the ferrite laths. As a result, upper bainitic structures have carbon-rich
austenite that offers many heterogeneous nucleation sites for cementite along the interface
between austenite and ferrite. Consequently, cementite is observed to grow as films along
those boundaries and is very detrimental to the toughness. Conversely, in lower bainite, the
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mechanisms of carbon diffusion out of the ferrite and the carbide formations are occurring
simultaneously, because of the lower carbon mobility at lower temperature. Carbides are
therefore generated within the ferrite, tend to be much finer and have not been reported to
impact the toughness or strength of the alloys [93].
Carbides in lower bainite tend to have complicated structures because of the lack of iron
mobility and the need to observe specific orientation relationships. Thus, many different
carbide phases have been observed in lower bainite, as summarised by Bhadeshia, and shown
in Table 1.9 [93]. This review focuses on the two most commonly observed phases, epsilon
carbide, a metastable transition carbide and cementite, the most stable carbide in steels. Eta, c
and chi carbides were all observed in high-silicon steels (approximately 2 wt%) as transition
phases before the more stable cementite, but their presence has not been consistently observed
in bainitic steels [96, 97]. Kappa carbide has been observed to form in a few high-carbon
steels from the austenitic phase before transforming to cementite [93].
1.5.2 Carbide structures
Epsilon carbide has an hexagonal close-packed structure, with the carbon atom occupying
some of the octahedral interstitial sites. There are the same number of octahedral interstices
and lattice sites in hexagonal lattices and as a result at least half of those sites should be empty
so that the observed stoichiometry of the carbide, which varies between Fe2C and Fe3C, can
be achieved [98]. Fig. 1.13 is a schematic representation of this structure, in which the small
spheres are iron atoms and the larger spheres carbon atoms. The dotted spheres represent
sites that can be occupied by carbon atoms in order to reach the correct stoichiometry. It
was suggested by Nagakura that the carbide has a P6322 space group, and carbon atoms
can therefore be speculatively placed in the structure according to the symmetry elements
required by that space group [99]. Cementite has an orthorhombic crystal structure in which
the iron atoms are almost close-packed, and where the carbon atoms have been observed to
be coordinated by the six neighbouring iron atoms with a triangular prism geometry [98]. It
has been confirmed to have the Pnma space group using both X-ray and neutron diffraction of
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Table 1.9: Summary of all iron carbides observed and characterised in lower bainitic structures [93].
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pure single crystals. Fig. 1.15 and 1.16 show the cementite structure schematically looking
at the b and c directions. The smaller ellipsoids are iron atoms and the larger ones carbon
atoms. The 6-coordination of carbon atoms as a triangular prism is possible to visualise
looking down the b axis.
Carbide lattice parameters have been observed to vary from those ideal cases when precipi-
tated in steels for two main reasons, described by Yakel [98]:
1. The crystal sizes are extremely small, of the order of a few nm to a few 100 nm,
and need to accommodate the strains at the interface with the matrix, thus increas-
ing or decreasing the lattice parameter in the structure depending on the orientation
relationship.
2. Other transition metals present in the steel can be substitutional metal atoms in the
carbides and because of the change in the metallic bond length the overall lattice
parameters of the carbides are modified.
Ferrite-carbide orientation relationships
It has been observed that carbides in a single lower bainitic lath form in a unique crystal
orientation [93]. It has been reported to be approximately 60 degrees away from the bainite
growth direction, and differs from martensite, in which many orientations of the carbides are
visible within a single bainite lath. Those orientation relationships between the parent and
carbide phases have been studied extensively, and can be used to identify with certainty the
nature of the carbides observed experimentally. The following orientation relationship has
been characterised by Jack between epsilon carbide and ferrite [101]:
(101)α ∥ (101¯1)ε
(21¯1)α ∥ (101¯0)ε
(011)α ∥ (0001)ε
(1¯1¯1)α ∥ (12¯10)ε
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Fig. 1.13: Structure of epsilon carbide. The larger spheres are carbon atoms and the smaller ones
are iron atoms. The dotted spheres can be occupied by carbon or vacant depending on the specific
stoichiometry [98].
Fig. 1.14: Projected representation of the structure of epsilon carbide. The larger spheres are iron
atoms and the smaller ones are carbon atoms [100].
Fig. 1.15: Structure of cementite. Large ellipsoids are carbon atoms and the smaller ones are iron
atoms [98].
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Fig. 1.16: Structure of cementite, with the b axis pointing towards the viewer. Large ellipsoids are
carbon atoms and the smaller ones are iron atoms. This is a more conventional way of representing
cementite, but does not allow an easy comparison with the structure of epsilon carbide [98].
Between ferrite and cementite, several orientation relationships have been characterised in
tempered martensite [93]:
{211}α ∥ {001}θ
< 01¯1 >α∥< 100 >θ
{2¯1¯5}α ∥ {001}θ
< 31¯1 >α within 2.6◦ of < 100 >θ
< 131 >α within 2.6◦ of < 010 >θ
The Isaichev orientation relationship was the main relationship reported in bainite [102]:
{101}α ∥ {103}θ
< 11¯1¯ >α∥< 010 >θ
Fig. 1.17 shows those results as a stereogram [103]. Those relations are observed consistently
because they induce the lowest energy state possible for the carbide/ferrite interface, and are
summarised from several sources [101, 103–105].
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Fig. 1.17: Orientation relationships between ε-carbide, cementite and ferrite seen as a stereographic
projection [103].
Carbide morphology for hydrogen trapping
As mentioned in Section 1.3, carbon vacancies in carbides are excellent trap locations. Their
presence in cementite and epsilon-carbide was investigated. Non-stoichiometric cementite
has indeed been reported many times in the literature, but it is always focusing on pearlitic
structures [106]. Since cementite in eutectoid pearlitic steels occupies a significant volume
in the structure many experiments assessing the modification of the stoichiometry of the
cementite phase through mechanical deformation have been reported. Reports show that
the cementite stoichiometry can even be reduced in the most extreme cases from 25 at% to
16 at% [107]. Other methods of introducing carbon vacancies in cementite include very fast
cooling. It is demonstrated that annealing above 200◦C causes the cementite to return to a
stoichiometric chemical composition [108]. As a result, those processes are not realisable in
the bainitic structure designed here, where long isothermal holds at higher temperatures are
needed as part of the manufacturing process.
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For the case of epsilon carbide transforming into cementite, as the particles become semi-
coherent, a steady-state of vacancy supersaturation is generated at the interface due to the
addition of low-angle boundaries to accommodate the increasing lattice strain between the
precipitate and the matrix [109]. It would therefore be ideal to obtain a structure that pos-
sesses both epsilon carbides and cementite, with as many semi-coherent carbides as possible.
Craig suggests that this phase change should be avoided to optimise trapping, claiming that,
when coherency is lost, the strain field attraction of hydrogen to the trap is lost too. This is
true but using the interface strain fields for trapping would imply the carbides would only
be weak reversible traps, no stronger than dislocations. In this project, a stronger trapping
ability is sought out for those carbides, and therefore the coherency loss should be required,
and be compensated by a homogeneous dispersity of the carbides within the bainite laths.
Additionally, it has been reported once in the literature, from a source not published in a peer-
reviewed journal, and not accessible apart from the secondary reference from Craig [109],
that hydrogen forms the compound Fe2HC in epsilon carbide, suggesting epsilon carbides
may be strong traps, although this has not been confirmed anywhere else.
Epsilon carbide alone forms until about 200◦C in steels with C content above 0.2 wt%
and it is seen to transform to cementite at temperatures up to 400◦C, depending on silicon
content [109]. The cementite initially grows as needles, and gradually becomes incoherent
with the matrix as it grows. When temperatures reach above 400◦C, the cementite is seen
to coarsen and spheroidise, meaning the number density of carbides and the interfacial area
between ferrite and the carbides decrease dramatically [37]. This is exactly the opposite of
what should be done to optimise trapping. As a result, the isothermal holding steps were not
performed above 350◦C in the large scale alloys.
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1.5.3 Carbide growth in bainite
Steel compositions for ε-carbide formation
Numerous reports of ε-carbide formation in lower bainite have been summarised by Bhadeshia
and are shown in table 1.10 [93]. This should provide an idea of the composition a new
alloy should aim to approach, in order to ensure formation of the desired phases. Most of
these alloys are high-carbon steels, which are not suitable for the application in this thesis.
The only two compositions of interest here are from Lai and Miihkinen, with carbon weight
percent of 0.4 wt% [110, 111]. It has been suggested that at such low carbon contents, carbon
should be able to partition in the austenite faster than the carbides can form, and this has
been proven true for a lot of cases. The presence of nickel is the reason why carbides are
observed regardless in those alloys. Nickel is a rather weak carbide former but reports have
nevertheless shown that epsilon can be formed in tempered martensitic structures with carbon
contents as low as 0.27 wt%, but with 5 wt% Ni [112].
Effect of Si
In order to control the epsilon carbide to cementite phase change, the use of silicon is
key. Indeed, Silicon is soluble in epsilon carbide, but extremely insoluble in cementite,
consequently, it needs to diffuse out of the originally formed epsilon carbides in order for the
cementite to be able to grow. At the low temperatures investigated, the diffusion of silicon
is extremely low and the overall effect is a significant reduction in the driving force for
cementite growth. At high weight percent such as 2% and above, it is usually the case that
either no carbide forms at all, or that only epsilon carbide can be formed. Sandvik indicated
that epsilon carbide only was formed during transformation of a 0.74C-2.4Si wt% at 380◦C
for 30 min or at 320◦C for 3 h to 5 days [113]. Matas observed similar results in a steel
with composition 0.6C-2Si wt% transformed at 260◦C or 315◦C for up to 50 hours [114].
Yet, Bhadeshia and Edmonds presented contradictory results [115]. In fact an alloy with
composition 0.43C-3Mn-2.12Si wt% only contained cementite after transforming at 250◦C
or even for a few minutes at 300◦C. A possible explanation for this unexpected behaviour is
1.5 Carbide structure and growth in bainite 53
Table 1.10: Compositions in wt% of steels in which epsilon carbide has been observed and charac-
terised, with Fe balance [93].
the high weight fraction of Mn, which is a strong cementite former [116]. In order to ensure
the possible formation of cementite, the silicon content needs to be kept below 2 wt%.
Kinetics of reaction
Despite the large amount of work in the literature, the kinetics of carbide precipitation
in bainite are still impossible to predict [98]. This is because the phase changes do not
occur at equilibrium, and are extremely dependant on alloy composition, and transformation
temperature and time. Another factor affecting this is the dislocation density. It has been
proven that carbon segregates at dislocation cores in bainitic ferrite, and therefore, carbide
precipitation can effectively be hindered given the dislocation density is high enough and
the carbon content low enough. This effect does not seem to be taking place in alloys with
carbon content above 0.2 wt%, but it might be occurring locally [106].
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1.6 Conclusions
The review of the literature first summarised the phenomenon of hydrogen embrittlement
in steels. It then identified the opportunity for bainitic steels to be used as an alternative to
martensitic low-alloy steels for structural applications where hydrogen embrittlement is a
problem. The bainitic alloys would be cheaper to manufacture, and could easily outperform
the martensitic alloys in terms of ductility and strength. They would also possess a fraction
of austenitic phase that could be used as a barrier to hydrogen ingress. The inconsistencies of
the reported cementite binding energy indicated the need for rigorous investigation, which
was pursued in order to assess whether cementite could be used within bainitic ferrite as a
hydrogen trap. The review demonstrated that the thermal desorption spectroscopy technique
interpreted quantitatively using the model developed by Song was the most accurate way to
identify the cementite binding energy precisely.
Chapter 2
Alloy design
2.1 Introduction
Having identified the opportunity for the use of bainitic steels in applications where hydrogen
embrittlement is a problem, the process of alloy design is described in this chapter. First, a list
of mechanical properties outperforming the current strongest hydrogen-resistant structural
alloys used in sour environments is established. Several modelling methods are then described
and their suitability to this project is assessed. Subsequently, the most suited method is used
in order to demonstrate how the chemical composition of the designed alloy may achieve
the desired properties. Initially, two 50 g laboratory scale alloys were manufactured and
subjected to elementary tests in order to confirm some expectations. From their behaviour,
two 100 kg industrial scale alloys were manufactured. In this section, only the effect of
alloying elements is investigated, leading to the suggestion of two laboratory scale alloys.
The characterisation of those alloys is detailed in Chapter 4 of this thesis.
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2.2 Alloy property requirements
The following attributes are necessary for the successful design of the novel alloy and need
to be simultaneously taken into account when determining its composition:
• As mentioned in Section 1.4, the current best performing alloys in the field have a
yield strength of approximately 860 MPa. It is therefore necessary to design an alloy
that can easily be heat treated to achieve higher yield strengths.
• The alloy also needs to have a high toughness and elongation to failure, in order to
prevent catastrophic failure in operating conditions. Requirements were set for the
elongation to failure to be larger than 15 % and for the fracture Charpy energy to be
larger than 25 J at room temperature.
• The alloy must have an austenite fraction higher than 0.1, because this has been ob-
served to be the percolation threshold [76, 117]. Percolation of this phase is necessary
to resist hydrogen ingress.
• The alloy must have a high fraction of bainitic ferrite to limit the size of residual
regions of retained austenite, called blocky austenite. This relatively coarse form is
responsible for reduced toughness and because it is less stable than films of austenite
that have higher carbon contents. It is prone to deform to brittle martensite through
stress-induced transformation [93, 116, 118, 119]. In order to minimise the amount
of austenite but ensure that the volume fraction exceeds the percolation threshold, the
objective is to obtain a volume fraction of austenite in the range of 0.1 to 0.2.
• Carbides must not be present between the bainitic ferrite laths, since their brittle nature
would compromise the mechanical properties of the alloy [84, 120, 121]. Instead they
should precipitate within the bainitic ferrite laths, where they are known not to cause
any change to the mechanical properties due to a more coherent interface with the
parent matrix [93, 112, 122].
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Strength of designed alloy
In order to ensure a high enough strength is achieved, the isothermal transformation tem-
perature is a key factor. Indeed, the relation between composition, isothermal temperature
transformation and strength is well established [93]. In general, transformations are slower
at lower temperatures, which means the microstructure is finer and the strength achieved is
greater. Alloying elements that increase hardenability, through lowering of the free energy
change for the austenite to ferrite phase transformation, such as carbon, nickel or manganese
can be used to lower the temperatures at which bainite and martensite can start forming,
called BS and MS, and in turn allow isothermal transformation at low temperatures. Alloying
elements like cobalt or aluminium have the opposite effect, and are known to cause a coars-
ening of the structure.
Fig. 2.1 was used to find the usual relationship between yield strength (YS) and ultimate
tensile strength (UTS) for bainitic steels [93]. In bainitic low alloy steels, a value of the ratio
of YS to UTS close to 0.7 has been reported, meaning the minimum UTS requirement for the
alloy is 1230 MPa [94]. In order to find the relationship between UTS and transformation
temperature, the literature was reviewed and Fig. 2.2 was produced [93, 120, 123–125].
Using this, it was estimated that transformation at 380◦C or less should satisfy the strength
requirement.
Toughness of designed alloy
The relationship between strength and toughness in steels usually is inversely proportional.
This is understandable because strength arises from prevention of deformation through
mechanisms such as precipitate strengthening and grain size refinement leading to inhibition
of dislocation movement. Conversely, toughness arises from the ability of a phase to deform
plastically in order to absorb energy during crack growth, and is achieved by having large
regions of easily deformable, hence low yield strength material ahead of a crack tip [116]. In
bainitic alloys, this relationship is less pronounced, due to the presence of retained austenite,
which has a lower yield strength than ferrite, and effectively improves the toughness to
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Fig. 2.1: Observed relationship between yield strength (YS) and ultimate tensile strength (UTS) in
bainitic steels, from Bhadeshia [93].
Fig. 2.2: Observed relationship between ultimate tensile strength and isothermal transformation
temperature in bainitic steels. Using a polynomial fit of all the values reported, the target minimum
UTS was used to find an indicative maximum transformation temperature. The data were collected
from [93, 120, 123–125].
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the alloy. Fig. 2.3 shows how superior bainitic steels are in terms of toughness, shown as
elongation to failure, and in strength compared to standard tempered martensitic steels. The
austenite fraction requirement of the designed alloy is expected to be sufficient to achieve
the requirement in terms of toughness. It has been shown that the austenite stability is
critical in ensuring transformation to martensite only occurs under high stress, and that
this stability can come from an increase in the carbon concentration in the austenite [126].
Additionally, toughness in bainitic alloys can be improved by austenite grain refinement
during the austenitising of the alloys, through methods described by Hulme-Smith, and can
therefore be improved independently of composition [116].
Retained austenite volume fraction
In order to predict the volume fraction of retained austenite that will be present in an alloy,
thermodynamic simulations can be used. Because of the nature of the austenite to bainite
phase transformation, the equilibrium interpretation of the phase transformation does not
apply. Instead, a diffusionless, displacive austenite to ferrite transformation occurs initially,
followed by the diffusion of carbon out of the bainitic ferrite phase in which its solubility
is very low, into the neighbouring austenite. When the free energy of the austenite and the
ferrite phase becomes equal, due to this carbon enrichment of the austenite, the reaction
stops. This is known as the incomplete reaction phenomenon, and this carbon concentration
in austenite is displayed schematically as an additional line, T0, in the Fe-C phase diagram,
as shown in Fig. 2.4 [93]. Additionally, the shape change resulting from the transformation
of austenite to bainite introduces a strain energy. For this reason, the T0 line can be adjusted
so that those internal strains are taken into account, and this is represented as the T ′0 line.
From it, the fraction of both phases at the end of the reaction can be estimated using the lever
rule, as displayed in Fig. 2.5 [127]. In practice, such calculations are not precise. The lack
of precision arises from the very nature of the bainite phase. Where it was long believed
that bainite was a cubic phase in steel like ferrite, recent work has shown repeatedly that
the structure of bainite is actually tetragonal [128–130]. This has significant implications
regarding the solubility of carbon in bainite and therefore the equilibrium concentration of
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Fig. 2.3: Elongation to failure versus ultimate tensile strength for different types of steels. A
combination of higher toughness and strength can be achieved with bainitic compared to martensitic
steels [116].
carbon in bainite after partitioning. Assuming a cubic structure, the carbon solubility is close
to 0 at temperatures below 400◦C, but taking into account the tetragonal nature of the phase,
the solubility of carbon can reach up to 0.42 wt% C at 400◦C, as seen in Fig. 2.6 [131].
Jang calculated the carbon solubility in cubic ferrite, α , and in tetragonal ferrite (martensite,
for example), α ′, in pure Fe-C steel were calculated from first principles. In practice, The
very small difference in lattice parameters between cubic and tetragonal bainite should not
lead to such a large solubility difference, but this result highlights the uncertainty of carbon
solubility in bainite and therefore the inaccuracy in predicting austenite phase fractions.
Carbide precipitation
Carbide precipitation has been extensively covered in the literature review and is hard to
predict. Since no predictive model has been suggested to assess iron carbide precipitation in
bainite, the dependence of carbides on composition was used to try and achieve the correct
structure. More details were given in Section 2.4, dedicated to the composition determination
of the novel alloy.
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Fig. 2.4: Schematic representation of the T0 and T ′0 lines in the Fe-C phase diagram. They indicate the
point at which there is no driving force for the austenite (γ) to ferrite (α) phase change, and therefore
when the reaction stops. This point occurs when the carbon concentration in austenite reaches the T ′0
line. Ae1 is defined as the temperature below which only ferrite can exist at equilibrium, while Ae3 is
the temperature above which only austenite can exist at equilibrium [93].
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Fig. 2.5: Lever rule used to estimate the volume fraction of bainite, Vαb , formed during isothermal
bainitic transformation. xT ′0 is the concentration of carbon in austenite when the transformation finishes,
x is the average carbon concentration of the alloy and xα is the equilibrium carbon concentration in
ferrite, after partitioning into the austenite [93].
Fig. 2.6: Phase diagrams showing significant differences in the calculated carbon solubility in cubic
ferrite, α and tetragonal ferrite, α ′ [131]. They lead to uncertainties when using the lever rule to
calculate the expected volume fraction of bainite formed isothermally.
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2.3 Suitability of available modelling programs
Several programs are commonly used when designing novel alloys. Their suitability in this
project was assessed, and ultimately only one, MUCG, was used.
Neural networks and genetic algorithms
Such models are non-linear regression models that act as a set of artificial neurones, each
representing the input data, and interacting non-linearly onto intermediary undefined nodes in
order to obtain the desired output. The weight of each input onto the final output is this way
allowed to vary and to be optimised [132]. The most significant advantage of such models
is that they allow predictions to be made accurately in extremely complex systems where
normal modelling is inapplicable either because the scale would be too small for the model to
predict any macro-scale behaviour, or the models would have to be over simplified in order to
predict macro-scale behaviour but would not be representative of the atomic scale behaviour.
By training a program to determine correlations between input and output, neural networks
can bridge the gap between atomic interactions and macro-scale properties, while avoiding
the need for understanding and modelling the mechanisms at play [133]. The model will
iteratively find the best possible fit, using training data. The last advantage is that, by extrapo-
lation, neural networks can predict behaviours away from the region of the training data, and
this has enabled the successful design novel steels [123]. The main drawback of those models
is the need for an appropriately large training and testing database that is not always available.
If a neural network were to be used in this project, the input would be the following parame-
ters: composition and heat treatment. The desired output would be the following: volume
fraction austenite, toughness, strength and carbide precipitate morphology. It is already
possible to notice an imbalance between inputs and outputs. When investigating the available
literature in order to generate a training database, the lack of data becomes obvious. Much
work on bainitic alloys either focus exclusively on mechanical properties or on carbide
morphology but virtually no work has combined both aspects in depth. Consequently, it
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was impossible to generate a dataset to train or test a neural network and this route was not
pursued for the design of the alloy.
MatCalc - kinetic assessment of carbide growth
MatCalc relies on equilibrium thermodynamic data to estimate the kinetics of nucleation
and growth of precipitates. It assumes the validity of standard nucleation theory for all
estimations of precipitate growth and is used extensively for steels alloyed with transition
metals, which form carbides during tempering steps. In that case, the standard nucleation
theory applies and the tempering temperatures and diffusivity of elements are well established
and accurate predictions of precipitate morphology can be made [134, 135]. In this project,
the standard theory does not apply since there are two simultaneous competing processes
at play; the partitioning of excess carbon from the bainitic ferrite into the austenite and the
precipitation of carbides within the ferrite. In paraequilibrium conditions, the diffusivity of
substitutional atoms cannot be used to make predictions and instead the diffusion of carbon
is the rate-determining factor for the precipitate growth. The competing nucleation and
partitioning of carbon are significantly affected by the presence of alloying elements that
affect the chemical potential of carbon in both ferrite ans austenite, such as silicon, nickel or
manganese. Because their effect cannot be computed using MatCalc, it cannot effectively
predict the carbide morphology and was not used [93].
MTDATA - thermodynamic assessment of structure
MTDATA is a program that relies exclusively on interaction parameters between species
present in the phases of interest. Large databases are available and can be used to calculate
the equilibrium phase fraction which minimises the overall Gibbs free energy of a system
defined by the user, with respect to temperature [136]. The advantage of this program is that
it can allow a large number of phases to co-exist simultaneously. In this project, the phase
transformation to bainite and the precipitation of carbides do not take place at equilibrium,
so this software cannot be used in that respect.
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MUCG - kinetic prediction of microstructure
MUCG is a program written by Bhadeshia, and contains a thermodynamic database and
algorithms that can predict the phase transformation kinetics for the austenite to ferrite phase
transformation as well as the equilibrium carbon composition in the austenite [137]. It relies
on the classical nucleation theory, in which the free energy change for the phase transition is
maximised using the parallel tangents construct depicted in Fig. 2.7, which in turn determines
the carbon composition of the newly formed phase [137]. The model then predicts the time
required for this nucleation to start as a function of temperature using polynomial expressions
derived from previous experimental data, representing the displacive and reconstructive
transformations. This is not perfect because the classical nucleation theory does not describe
accurately the bainitic transformation. For example, there is no information on the coherency
between the new and the parent phase, while this information is required in the nucleation
theory. Still, this program has proven many times to predict with a satisfactory level of
accuracy the kinetics of phase transformation in steels [116, 137, 138]. Fig. 2.8 illustrates the
close fit between experimental data and calculated time-temperature-transformation (TTT)
diagram using MUCG, from Bhadeshia [137]. The fit is not perfect for the reasons stated
previously but the accuracy in the temperatures when martensite and bainite start forming
is satisfactory. The strength of this program is that it relies solely on the average alloy
composition as the input. Because the database is included in the program, it limits the range
of compositions that can be investigated, but it is satisfactory for this project.
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Fig. 2.7: Illustration of the process of austenite to ferrite driving force maximisation performed in
MUCG. ∆Fm is the maximised free energy change in the case of ferrite (α) nucleating in the austenite
(γ) phase, without a significant austenite composition change. xm is the carbon concentration in bainite
nucleated according to the maximisation of the free energy, x is the average carbon concentration of
the alloy, xαγα is the carbon concentration in ferrite at equilibrium with austenite and x
γα
γ is the carbon
concentration in austenite at equilibrium with ferrite. ∆Fγ−γ1+α shows the smaller free energy change
resulting from austenite transforming into a mixture of austenite and ferrite at equilibrium [137].
Fig. 2.8: Comparison between a time-temperature-transformation (TTT) diagram calculated using
MUCG, and experimental data. The regions where martensite, bainite and ferrite form are indi-
cated [137].
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2.4 Chemical composition determination of the novel alloy
After having reviewed the applicability of programs for the design of the novel alloy, the
chemical composition of the alloy was selected. The composition of the steel developed by
Gomez and presented in Section 1.4.4 was used as a starting point, and modified to reach the
final alloy composition [94].
Using the MUCG program, the influence of the most common alloying elements, C, Si,
Mn, Cr and Ni was investigated by Hulme-Smith and Bhadeshia [116, 139]. The results
presented by Hulme-Smith, displayed in Fig. 2.9, reveal that carbon is the element that has
the strongest effect on the change in bainite and martensite start temperatures, BS and MS,
per weight fraction. Mn, Cr and Ni follow in that order. Bhadeshia indicates that in the case
of nickel, one of the most useful alloying elements, the increase in weight fraction leads to a
faster drop in BS compared to MS, as shown in Fig. 2.10. The opposite behaviour is observed
with carbon, especially above 0.5 wt%. A large temperature gap between both should be
observed in the final alloy since that allows transformation at a wider range of temperatures,
and can be used to determine optimal transformation temperatures. Fig. 2.9 shows that many
different compositions of C, Mn, Cr and Ni can be used in order to design an alloy with
BS close to 380◦C. The individual advantages of alloying elements is presented in the next
paragraph and from them, the final composition was selected to be Fe-0.4C-2Si-0.1Mn-3Ni-
0.25Mo-1Cr wt%. This final composition is used as the base alloy when presenting the effect
of varying the weight fraction of alloying elements.
Alloying elements for hardenability - V, Mn, Mo, Cr, Ni
All those substitutional elements lower BS and MS, as well as the T ′0 line. In order to keep the
alloy composition as simple as possible, as few elements as possible were used. Vanadium
is an expensive element and is used to form vanadium carbides during tempering at high
temperatures [140]. Because it does not provide advantages compared to cheaper alloying
elements, there is no use for V in this alloy.
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Fig. 2.9: MUCG calculated BS and MS temperatures for a 1C-1.25Mn-2.5Si-1Al-0.1V wt% alloy. The
effect of varying the content of individual alloying elements on BS and MS can be visualised. The
effect is most pronounced for carbon and insignificant for silicon [116].
Fig. 2.10: MUCG calculated BS and MS temperatures for a 0.1C-2Mn wt% alloy as a function of nickel
weight percent, and for a 2Ni-2Mn wt% alloy as a function of carbon weight percent. Nickel reduces
the difference between BS and MS while carbon increases it, when present in excess of 0.5 wt% [139].
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Manganese has the most important hardenability effect [141], but has two major draw-
backs that mean it has to be kept to a minimum. First, it is more soluble in cementite than in
ferrite [142–144], and it has been seen to favour the formation of cementite instead of epsilon
carbide in high-Mn steels transformed for very short times or at low temperatures [145].
Second, it has been reported to segregate within the microstructure, and to prevent austenite
to transform to bainite in those regions [94]. As a result, unexpectedly large blocky austenite
regions can be generated. However, Mn has been reported to fix impurity sulphur present in
alloys from the manufacturing processes, and a composition of 0.1 wt% Mn was reported to
be the lowest composition that can prevent sulphur embrittlement [116]. This is therefore the
composition selected for Mn for this alloy.
Molybdenum also has a strong hardenability effect. It is used to bind to the impurity
phosphorus that is present in steels from manufacturing processes and embrittles grain
boundaries. In order to combat this P embrittlement, a composition of 0.25 wt% has proven
optimal [146]. At higher concentration, Mo can cause too large regions of blocky austenite
to be present because it lowers the T ′0 line significantly [147]. 0.25 wt% Mo was chosen for
this alloy.
Chromium is very soluble in carbides [148], and is known for causing sensitisation-induced
corrosion in the form of brittle carbides formation at grain boundaries, where chromium is
more mobile [77]. Even though this is only true at high temperatures, and is not a significant
issue in this project, the fact that chromium can favour the formation of cementite at the
interlath boundary is a real threat and has to be minimised. In order to achieve a good
level of hardenability while limiting the ability for cementite to form, Gomez reported a
composition of 1 wt%, to provide strength and hardenability, while not affecting the T ′0 line
significantly [149]. This composition was used in this design.
Nickel is undoubtedly the most useful of all elements that improve hardenability. It has been
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reported to favour the formation of ε-carbide in tempered martensite, in steels with as low as
0.22 wt% C [29]. In bainite, no ε-carbide presence has been reported in alloys with carbon
composition inferior than 0.4 wt%, in which case, the nickel content was 4 wt% Ni [111]. In
alloys without nickel, the alloy with the lowest carbon weight percent in which ε-carbide
has been identified, had 0.54 wt% C [102]. When present in solid solution, nickel is also
known to increase the toughness of the ferritic phase [122, 150]. It is also known to stabilise
the austenite while not lowering the T ′0 line to undesired levels [116]. All those factors make
nickel the most important alloying element for this design. Using MUCG, the weight percent
of nickel was allowed to change between 1 and 3.5 wt% and TTT diagrams were drawn. The
results are presented in Fig. 2.11. Since the target isothermal transformation should be up to
380◦C, the bainite start temperature should be just above this value and the martensite start
temperature should be as low as possible. With 1 and 2 wt% Ni, the bainite start temperature
is too high. 3 wt% Ni and 3.5 wt% Ni seem to be ideal, with possible isothermal transforma-
tion temperature ranging from 305 to 420◦C and 290 to 375◦C respectively. Consequently,
the two laboratory scale alloys manufactured had those Ni compositions.
Alloying elements for ε-carbide precipitation - Al, Si
Both aluminium and silicon have been reported to favour the precipitation of ε-carbide over
cementite, although the mechanisms behind both effects are different. Hoon calculated from
first principles that the substitution of an iron atom by an aluminium atom in cementite
and ε-carbide lowered the enthalpy of formation of both carbides by 14 and 21 kJ mol−1
respectively, indicating aluminium favours both transformations thermodynamically [144].
Additionally, aluminium is a ferrite stabiliser, which means it increases the driving force for
the austenite to ferrite phase transformation, leading to coarser microstructures because of
faster reaction kinetics [117, 151]. It raises BS and MS, which is the opposite effect of what
was achieved through addition of nickel [147]. It is also known to oxidise during casting,
generating some dross in the cast that has to be discarded [116]. For the many reasons
enumerated, aluminium was not used in the alloys designed.
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Fig. 2.11: MUCG calculated TTT diagrams for a 0.4C-2Si-0.1Mn-0.25Mo-1Cr steel with varying
nickel composition. The Ni compositions of the preliminary alloys were chosen to be 3 and 3.5 wt%
respectively.
Silicon on another hand retards kinetically the formation of both carbides, especially when
precipitating from austenite, enabling the precipitation of carbides within the bainite and
preventing it at the interlath. Owen describes this mechanism as the rejection of silicon from
the carbide during precipitation, thus enriching the neighbouring ferrite and increasing the
chemical potential of carbon in it [152]. The net effect is the reduction of carbon diffusion
towards the carbide because diffusion occurs down chemical potential gradient of the dif-
fusing species. Caballero proved using atom probe tomography that Si is actually present
in the carbides when they precipitate and only slowly diffuses out of them with time [153].
Furthermore, Jang calculated from first principles that silicon raises the enthalpy of formation
of cementite by 37 or 52 kJ mol−1 depending on which iron atom is substituted by a silicon
atom [154]. Hoon showed that silicon raises the enthalpy of formation of ε-carbide by 48
or 130 kJ mol−1, which seem to indicate that silicon should effectively thermodynamically
favour the formation of cementite over ε-carbide [144]. Experimentally, there are many
reports of high-Si alloys containing in which only ε-carbide is present [113, 114], and this is
explained because ε-carbide is a transition carbide that forms before cementite because it
has a better coherency with the bainitic ferrite phase. Additionally, Si modifies the lattice
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parameter of ε-carbide so that it further improves its coherency with the matrix. Fig. 2.12
depicts the small impact the silicon weight fraction has on the transformation kinetics of the
alloy, as calculated using MUCG. In order to find the effect of silicon on carbide morphology
the silicon contents selected for the two preliminary alloys were 1 and 2 wt%. 2 wt% was
chosen as the maximum since it has been reported that at this composition, bainitic alloys
sometimes do not have the ability to form cementite at all [113, 114].
Alloying element for strength and carbide precipitation - Carbon
Last but not least, carbon is naturally the most important alloying element in steel, and in
the large scale alloy manufacturing two different carbon compositions were investigated.
At the laboratory scale, the effect of Ni and Si are already investigated, and as a result, a
consistent carbon content is necessary so there are not too many simultaneous composition
variables. Carbon strongly affects the BS and MS, and the kinetics of the paraequilibrium
phase transformation. This in turn determines the scale of the structure and the strength of
the alloy. Higher carbon contents lead to finer scales because carbon partitioning is slower
and limited by the faster enriched retained austenite phase, and therefore lead to higher
strengths [87, 124, 155]. Carbon also determines the maximum volume fraction of bainite
formed using the T ′0 line. Carbon is known to stabilise the austenitic phase [126]. Using
MUCG, the effect of varying the carbon weight percent was investigated and is presented in
Fig. 2.13. As for nickel, the carbon concentration that permits isothermal transformation at
and below 380◦C is selected, in this case, 0.4 wt% C.
The final compositions of the two laboratory scale alloys are summarised in Table 2.1.
Table 2.1: Nominal compositions in wt% of the two laboratory scale novel bainitic steels designed.
Alloy C Si Mn Ni Mo Cr
Alloy 1 0.4 2 0.1 3 0.25 1
Alloy 2 0.4 1 0.1 3.5 0.25 1
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Fig. 2.12: MUCG calculated TTT diagrams for a 0.4C-0.1Mn-3Ni-0.25Mo-1Cr wt% steel with
varying silicon composition. The Si compositions of the preliminary alloys were chosen to be 1 and
2 wt% respectively.
Fig. 2.13: MUCG calculated TTT diagrams for a 2Si-0.1Mn-3Ni-0.25Mo-1Cr wt% steel with varying
carbon composition. The C composition of the preliminary alloys was chosen to be 0.4 wt%.
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Retained austenite estimation
The volume fraction of retained austenite that can be expected in the two designed alloys was
investigated using MUCG, and as described earlier, the accuracy of such measurement makes
the calculations unreliable. Still, the results for Alloy 1 are presented in Fig. 2.14. Because no
information is available on the solubility of carbon in the bainitic phase formed in this alloy,
the lever rule can give completely different results depending on what value is attributed to
it. Here, the two most extreme cases are presented, in which the solubility is expected to be
either 0 wt%, as would be the case in cubic ferrite, or is as defined by Jang [131]. At 420◦C,
the solubility of carbon defined by Jang is higher than the average carbon content in Alloy 1,
therefore the average carbon content was used as the solubility limit. The volume fraction
bainite at 420◦C is calculated to vary between a420/b420 = 1 and a420/(b420 + c420) = 0.22.
The volume fraction bainite at 305◦C is calculated to vary between a305/b305 = 0.92 and
a305/(b305 + c305) = 0.52. Additionally, the particular tetragonality changes and ultimately
tends towards a cubic structure. The numerical values calculated are not able to assist in the
prediction of the volume of retained austenite, but from the amount of austenite-stabilising
alloying elements present in the alloy, a volume fraction of austenite higher than 0.1 is
expected. The trend that can nevertheless be confirmed from those calculations is that the
volume fraction bainite can be maximised by transforming the alloys at lower temperatures.
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Fig. 2.14: MUCG calculated TTT diagrams for Alloy 1. The maximum and minimum volume
fractions of bainite at 305 and 420◦C were calculated using the lever rule, described in Fig. 2.5. Those
are the lowest and the highest temperatures at which bainite is expected to form in Alloy 1, as shown
in Fig. 2.13, in which the 0.4 C curve represents the TTT diagram for Alloy 1.

Chapter 3
Experimental methods
3.1 Introduction
In order to assess the property requirements set in Chapter 2, several characterisation tech-
niques are described, indicating the specific relevant data that can be acquired from each.
1. Bainite structure – dilatometry and scanning electron microscopy (SEM) were used
for characterisation of the structure, and of the bainite lath thickness.
2. Austenite fraction – X-ray diffraction (XRD) using Reitveld refinement was used to
quantify the austenite phase fraction to a precision of approximately ± 1%.
3. Carbides – XRD was used to identify and quantify the phase fractions of carbides.
Transmission electron microscopy (TEM) was used to identify the carbides when the
XRD signal did not permit carbide identification, and it was also used to determine the
carbide morphology.
4. Strength and toughness – for laboratory scale alloys, standardised mechanical tests
could not be performed because the alloys were not produced in sufficient quantity.
Instead, the Vickers hardness was measured and the ultimate tensile strength was esti-
mated to be approximately 3.3 times the Vickers hardness, since this linear relationship
has been observed empirically in bainitic and martensitic steels [127, 156, 157].
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The results obtained from those techniques are presented in the four subsequent chapters, as
summarised in Table 3.1. Other specialised techniques were also used, and are described in
the relevant chapters.
Table 3.1: Summary of the characterisation techniques used in this thesis.
Chapter Dilatometry Hardness SEM TEM XRD
4 - Characterisation of laboratory scale novel alloys x x x x x
5 - Characterisation of large scale novel alloys x - x x x
6 - Hydrogen behaviour in large scale novel alloys - - - x x
7 - Mechanical properties of novel alloys - - - - x
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3.2 Dilatometry
A thermomechanical simulator, the Thermecmastor Z, was used for dilatometry experiments.
Cylindrical samples of 8 mm in diameter and 12 mm in length were prepared by electric
discharge machining. R-type thermocouples were spot welded onto the sample, which
was then induction heated in vacuum. The change in dimension of the sample during
heating and cooling was measured by a laser with a precision of ± 5 µm. Initial continuous
cooling runs were performed using He as coolant, in order to determine the martensite
and bainite start temperatures. Once this information was obtained, bainitic isothermal
transformations were performed after austenitising, and the time and strain associated with
a complete transformation were recorded. Comparing the strain due to transformation at
several temperatures gave an indication of the extent of bainite transformation achieved in
each case. Additionally, slow heating runs were used to detect the Ae1 and Ae3 temperatures,
which indicate the start and the finish austenite transformation temperatures. This knowledge
provided a guidance for subsequent austenitising heat treatments, to limit grain coarsening.
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3.3 Hardness
Samples were first cut with a Brilliant 220 machine using a SiC rotating wheel at a controlled
speed of 0.03 mms−1. They were then hot mounted on bakelite and ground gradually
using P600, P1200 and P2500 grit SiC paper. They were polished using a 6 µm diamond
paste followed by a 1 µm diamond paste. The Vickers hardness was then measured on a
Q60 microhardness machine. It is established that cutting as well as grinding can cause
stress-induced transformation of the austenitic phase into martensite [158], but this effect
was not problematic in the hardness measurements, and reproducible results were always
achieved.The macroscopic hardness of the laboratory scale alloys was determined from ten
measurements using a 30 kg load, and an equivalent strength was suggested based on the
empirical relationship between hardness and strength described by Bhadeshia [159].
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3.4 Scanning electron microscopy (SEM)
Identical sample preparation as for hardness was performed for SEM, ensuring conductive
bakelite was used. The only difference was a final etching step, performed to reveal the
microstructure, using a solution of 2% nitric acid in alcohol (2% nital). A FEI Nova
NanoSEM FEG and a Philips XL30 FEGSEM were used. Three data collection modes were
used:
• Backscattered electron imaging – backscattered electrons are electrons from the pri-
mary beam that are scattered through the sample and emitted from the sample. The
scattering processes depend on the elements and phases present in the sample, hence
backscattered electron imaging was used for low-resolution phase imaging.
• Secondary electron imaging – the primary beam also knocks off electrons from atoms
in the sample, which are called secondary electrons. They have lower energies than
backscattered electrons and a biased metallic mesh is used to attract them to the detector.
As a result, secondary electrons are better for topographic imaging. Secondary electron
imaging was used for high resolution imaging, since the etching process creates a clear
topographic difference between ferrite and austenite by preferentially etching ferrite.
• Energy dispersive X-ray spectroscopy – as a consequence of electrons being knocked
off their shells by the primary beam, other electrons fill those shells, emitting quantised
X-rays specific to the elements present in the alloy in the process. This technique was
used to determine the local composition in regions where segregation was visible.
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3.5 Transmission electron microscopy (TEM)
Samples were initially cut as 150 µm thin sheets using a Brilliant 220 machine. 3 mm disc
samples were punched out of them. The disc samples were then ground using P2500 grit
SiC paper, using a rubber as support, until they reached a thickness of 50 µm. Samples were
then electropolished in a Struers TenuPol-5 machine. The temperature was kept at 10◦C
and a 5% perchloric acid, 25% glycerol and 70% ethanol solution was used. The optimal
operating voltage and flow rate were determined for each setup. A JEOL 4000EX-II TEM,
with an accelerating voltage of 400 kV, was used for high resolution imaging, and the FEI
Tecnai F20 FEG TEM, FEI Tecnai F30 FEG TEM and FEI Tecnai Osiris FEG TEM, which
all have accelerating voltages of 200 kV, were used for carbide identification. Reflections
due to carbides were identified in the diffraction pattern, and the morphology of the carbides
was revealed with dark field imaging, which consists of imaging using only the reflection
from the carbides. The crystal structure was then determined using the Crystal program,
written by Bhadeshia at the University of Cambridge [160], the ImageJ software [161],
and the CrystalMaker SingleCrystal v2.3 software. The Crystal program was used to index
reflections in the diffraction pattern using the distance and angle between them measured with
ImageJ. The SingleCrystal software was then used to calculate an identical ideal diffraction
pattern, which was compared to the original data. The orientation relationship between ferrite
and the carbide phases was compared to that described in the literature.
3.6 X-ray diffraction (XRD) 83
3.6 X-ray diffraction (XRD)
A Bruker AXS D8 diffractometer equipped with a Lynxeye XE position sensitive detector
was used. It possesses good energy resolution, which permits signal filtering, thus eliminating
fluorescence contribution to the final signal and prevents the need for a monochromator to be
used, which would otherwise lower significantly the intensity detected. A divergent beam
with fixed illumination length of the size of the sample was used in order to maximise signal
to noise ratio. Cu Kα1 radiation, a 40 kV voltage and 40 mA current were used. The Cu Kα1
radiation is not optimised for work on steels due to its high absorption by iron, as well as
leading to fluorescence. Cobalt radiation is known to penetrate steels deeper and cause much
less fluorescence [162]. Only Cu sources were available in the department of materials in
Cambridge, and no Co source was found to be readily available, as a result Cu sources were
used. Samples were first cut with a Brilliant 220 machine using a SiC rotating wheel at a
controlled speed of 0.03 mms−1. They were ground gradually using P600, P1200 and P2500
grit SiC paper. They were polished using a 6 µm diamond paste followed by a 1 µm diamond
paste. In order to limit the impact of austenite stress-induced transformation during sample
preparation on the final results, samples were etched lightly in 2% nital, and polished gently
with a 0.25 µm diamond paste [163]. The austenite to ferrite ratio was initially calculated at
every step, and this method was chosen for the reproducible results obtained from it. Samples
were mounted on Si wafer to keep background noise to a minimum. The sample stage was
rotated 30 revolutions per minute and the step size was chosen to be 5 to 10 times smaller
than the width of the smallest peak expected in the data, in order to optimise software analysis
and data collection time.
The surface treatment is critical for XRD because the Cu Kα1 radiation used does not
penetrate steel samples deeply. Fig. 3.1 schematically shows the relation between X-ray
path length and penetration depth in a sample. Using the Lambert Beer law (3.1) for X-ray
absorption in samples, the penetration depth was estimated [162]:
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Fig. 3.1: Schematic penetration depth and path length in XRD.
I = I0 e−µ p (3.1)
where I is the intensity of the signal at depth t, I0 is the total intensity, p is the path length in
the sample and µ is the linear absorption coefficient.
Rearranging (3.1), the path length becomes:
p =
− ln(I/I0)
µ
The linear absorption coefficient of Cu Kα1 in iron is the product of the mass absorption
coefficient of Cu Kα1 in iron and the density of iron. Both values were reported in Cullity:
µ = 304.4 × 7.87 = 2396 m−1 [162]. The slight alloying of the alloys designed have a
negligible effect on this parameter. From geometry, the penetration depth can be deduced:
t =
psinθ
2
⇔ t = − ln(I/I0)sinθ
2µ
At the smallest and largest angles of the XRD scans, 25 and 125 degrees, the penetration
depth of 90% of the signal, for which I/I0 = 0.1, meaning that 10% of the signal detected
penetrated deeper into the sample, was calculated to be approximately 1 and 4.3 µm respec-
tively. The value of 90% was chosen arbitrarily, to give a numerical approximation of the
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penetration depth of most of the XRD signal.
XRD was used to obtain the following information:
1. Austenite to ferrite volume fraction – using a 35-125◦ range, 0.05◦ step, 0.5 second
dwell time, and a 0.012 Ni filter. The main focus during experimental preparation was
on repeating the grinding/polishing and etching processes to ensure an undeformed
surface was analysed, as described by Garcia-Mateo [161].
2. Unit cell parameters – using the same setup. The carbon content in austenite was
calculated from it using the empirical formula suggested by Dyson [164].
3. Carbide crystal structure and volume fraction – using a 25-70◦ range since carbides
have stronger peaks at lower angles, 0.03◦ step, 20 second dwell time and a 0.02 Ni
filter. The ICSD, ICDD and CrystMet databases were used for phase identification.
4. Dislocation density – using using a 35-125◦ range, 0.05◦ step, 0.5 second dwell time,
and a 0.012 Ni filter and the Williamson-Hall method [165].
For the three first results, the Reitveld refinement method was used to interpret the data,
using the Highscore + software, based on Wiles and Young [166]. It is a least square analysis
method, in which the sum of the squared difference between the model and the data is
minimised at every step of the refinement process [167]. The simulated data are calculated
using crystallography and setup information, as well as fitting the experimental data by
refining the following parameters in this order:
• Background.
• Lattice parameter, or peak position.
• Scale, or weight fraction of the phases present.
• Peak shape, in which three parameters describe the pseudo-Voigt peak shape fit, which
has been proven to be the best fit for ferrite and austenite XRD peaks [168, 169].
• Preferred orientation.

Chapter 4
Characterisation of laboratory scale
novel alloys
4.1 Introduction
The purpose of the work presented in this chapter is to confirm experimentally some of the
behaviour expected from both of the experimental alloys with compositions described in
Chapter 2 and to optimise their compositions for large scale manufacture. First, dilatometry
was used to determine the martensite-start and bainite-start temperatures, and isothermal
heat treatments were performed in order to form lower bainite. The microstructure was then
characterised using SEM, and XRD was used to determine the fractions of austenite and
ferrite. Vickers hardness was measured in order to be able to estimate the ultimate tensile
strength. Both TEM and XRD were used to identify the carbides present in the alloys, and
XRD was used to quantify their volume fractions. Thermal desorption spectroscopy (TDS)
was performed in order to assess the hydrogen trapping ability of both alloys.
Alloy manufacture
Both alloys were produced as 50 g elliptic cylindrical casts by vacuum arc remelting of a
mixture of pure elements in powder form, using a Edmund Bühler GmbH arc melter AM.
This method is known to cause significant solute segregation [116]. In order to remove the
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initial dendritic structure and to homogenise the carbon content, both alloys were vacuum
sealed in an argon environment and annealed at 1200◦C for 48 h. Their actual compositions
were determined using optical emission spectroscopy, with the carbon content determined
by combustion analysis. The measured compositions together with those intended are
summarised in Table 4.1. The substitutional solute compositions are close to the design
values, but there is a significant discrepancy between the intended and actual carbon content.
Time-temperature-transformation (TTT) diagram prediction
Using the compositions in Table 4.1, TTT diagrams were calculated using the MUCG
program, described in Chapter 2. They are displayed in Fig. 4.1, and suggest that both alloys
could be transformed isothermally in the range of 350 to 450◦C. This range corresponds
exactly to the target transformation temperature proposed in Chapter 2.
Table 4.1: Nominal and actual compositions in wt% of the two laboratory scale novel bainitic steels
designed.
Alloy C Si Mn Cr Ni Mo
Alloy 1 - nominal 0.4 2 0.1 1 3 0.25
Alloy 1 - actual 0.36 1.88 0.14 0.99 3.01 0.25
Alloy 2 - nominal 0.4 1 0.1 1 3.5 0.25
Alloy 2 - actual 0.31 1.03 0.11 0.99 3.57 0.22
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(a) Alloy 1
(b) Alloy 2
Fig. 4.1: MUCG calculated TTT diagrams for Alloy 1 and 2.
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4.2 Dilatometry
4.2.1 Continuous cooling transformation diagram determination
Dilatometry was initially used to obtain experimental continuous cooling transformation
(CCT) diagrams, which were used to verify the accuracy of the TTT diagrams calculated with
MUCG. Five cylindrical samples of both alloys were austenitised at 850◦C and subsequently
cooled at different constant rates: 30, 10, 1, 0.1 and 0.05◦Cs−1. The austenitising tempera-
ture was chosen after heating at 10◦Cs−1 revealed that austenisation was complete above
approximately 840◦C, as illustrated in Fig. 4.2. The continuous cooling curves obtained
for Alloy 1 at 10 and 0.1◦Cs−1 are illustrated in Fig. 4.3. The phase change from austenite
to ferrite during cooling causes an expansion of the sample because the ferrite has a lower
density than austenite. Using the offset method, which is analogous to the method used
for identifying the proof strength for samples that yield continuously during tensile tests,
the temperature at which the phase change occurs could be identified [170]. This process
was repeated for each cooling rate. At faster cooling rates, the strain change was due to
the austenite to martensite transformation, whereas at slower cooling rates, it was due to
the austenite to bainite transformation. The changes in strain due to martensite and bainite
formation were different in three ways: the temperature at which they occurred, their absolute
value, and their shape, all visible in Fig. 4.3. After having identified the martensite-start and
bainite-start temperatures, MS and BS, they were plotted versus the time at which they occur,
for each of the five continuous cooling experiments in order to obtain a CCT diagram for
each alloy. Those experimental CCT diagrams show the initiation of reactions, and were
compared to the TTT diagrams predicted using MUCG, Fig. 4.4 and 4.5. Only the MS and
BS should be consistent between the two different types of graphs because TTT diagrams
show the equilibrium start of the phase transformation and CCT diagrams show the moment
at which the phase transformation causes a noticeable macroscopic strain difference.
There was an unexpectedly large difference in the measured MS between Alloy 1 and
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2, which could not be exclusively due to the small difference in carbon between the alloys.
The large difference between the predicted and actual MS in Alloy 2 could be due to the
presence of large prior austenite grains in its microstructure. Several mechanisms relating the
refinement of the prior austenite grain size to the lowering of the MS have been demonstrated
experimentally in low alloy steels [171]. The fact that MS and BS are higher for Alloy 2 is
consistent with the MUCG prediction. Despite being predicted for both alloys, the start of
a reconstructive phase transformation is only visible experimentally in the slowest cooling
traces in Alloy 2, due to its lower carbon content. The values of both BS were accurately pre-
dicted by MUCG. The overall consistency between the predicted and experimental diagrams
was satisfactory. In order to obtain the desired microstructure, an isothermal transformation
was required, within the temperature ranges identified as 300-450◦C and 410-480◦C for
Alloy 1 and 2 respectively.
4.2.2 Isothermal transformations
In order to comply with the strength requirements, the isothermal transformation temperatures
were chosen as 400◦C and 430◦C for Alloy 1 and 2 respectively. The heat treatments realised
for the alloys are illustrated in Fig. 4.6. The isothermal transformation time was chosen to
ensure the bainite reaction would have sufficient time to cease. With the low carbon contents
and high transformation temperatures, the reactions were not expected to last more than an
hour, but longer transformation times are not expected to affect the bainitic structure formed,
once the reaction ceases [93]. The strain change during the isothermal transformations was
recorded with respect to time and is shown in Fig. 4.7. A typical S-shape curve was observed
for Alloy 1, whereas the transformation started too rapidly in Alloy 2. Both transformations
ceased within 20 minutes. The volume fraction of bainite can be calculated from the strain
change from this transformation and from the coefficient of thermal expansion of austenite
and ferrite [172]. In practice, the results obtained from those calculations are inconsistent
with data from XRD [169]. In this project, only XRD was used to determine the volume of
bainite and austenite present, since this technique is more accurate and reliable [169].
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Fig. 4.2: Continuous heating trace at 10◦Cs−1 for Alloy 1. The phase change from ferrite to austenite
was seen to terminate at 840◦C.
Fig. 4.3: Continuous cooling traces at 10 and 0.1◦Cs−1 for Alloy 1. The phase change from austenite
to martensite and to bainitic ferrite occurred at the MS and BS respectively.
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Fig. 4.4: Experimental CCT diagram compared with the calculated TTT diagram for Alloy 1.
Fig. 4.5: Experimental CCT diagram compared with the calculated TTT diagram for Alloy 2.
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(a) Alloy 1 (b) Alloy 2
Fig. 4.6: Isothermal heat treatments that Alloy 1 and 2 were subjected to. The long holding times are
not critical, and were selected to ensure the bainitic transformation would cease and the time required
for it could be recorded.
(a) Alloy 1 - transformation at 400◦C (b) Alloy 2 - transformation at 430◦C
Fig. 4.7: Strain change with respect to time during the isothermal heat treatment.
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4.3 Scanning electron microscopy
Scanning electron microscopy was then used to investigate the microstructure generated.
All the figures presented in this section were obtained using secondary electrons, since
they permit higher resolution imaging. The contrast in SEM micrographs arises due to
the difference in packing efficiency of the austenitic and the ferritic phase. The bainitic
ferrite, body-centred cubic, is less closely packed than the austenite, face-centred cubic, and
therefore more of it is etched away, leading to a darker contrast in secondary electron imaging.
At high magnification, this effect is clearer and the austenite phase appears to protrude from
the sample surface. Fig. 4.8 exhibits the structure of Alloy 1. A typical bainitic structure is
visible, with thin bainitic ferrite laths present, separated by thin films of retained austenite.
Bainitic ferrite uniformity
In Alloy 1, the structure is regular and rather uniform over large areas, as depicted in Fig. 4.9,
showing medium and high magnification. It is also visible at low magnification. This is not
the case for Alloy 2, which had a significantly more heterogeneous structure, as displayed
in Fig. 4.10. Different scales of bainitic ferrite can be seen in each micrograph. Since the
bainite laths are randomly oriented within the prior austenite grains, a part of this effect
originates from the angle at which the surface of the sample, the viewing plane, intersects the
bainite structure. This is shown schematically in Fig. 4.11. The smallest observable bainite
thickness is therefore likely to be closer to the actual value of the bainite lath thickness. The
visibly largest laths could be of a similar size but seen at a smaller angle between the viewing
plane and the lath. The other effect that could be taking place simultaneously is the presence,
at a single transformation temperature, a range of bainitic ferrite lath thickness, although it is
unclear how to assess both effects separately. At higher magnification, at a grain boundary,
the same trend is clear, and very pronounced in Alloy 2, as visible in Fig. 4.12. The average
bainite plate thickness was measured for both alloys using the method proposed by Chang:
the mean intercept perpendicular to the long axis of the bainitic ferrite plates is measured
and multiplied by a factor of 2/π to find the actual plate thickness [173]. They were found to
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Fig. 4.8: Bainitic structure obtained in Alloy 1. The darker regions are bainitic ferrite, αb, and the
lighter regions are thin films of retained austenite, γr.
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be: 175 ± 25 nm and 215 ± 30 nm for Alloy 1 and 2 respectively. These values for both
alloys are slightly inferior to that anticipated from the relationship between transformation
temperature and average plate thickness shown by Bhadeshia [117]. The sub-unit thickness
was not measured because they were hard to distinguish.
Blocky austenite presence
The prior austenite grain boundaries remained untransformed in most of the samples. Some
regions of blocky austenite are also visible in both alloys, and are much larger in Alloy
2. In order to quantify the size of those regions, the standard ASTM austenite grain size
determination could not be used because of the presence of ferrite as the main phase in the
microstructure [174]. Instead, the area of the largest visible austenite blocks, delimited by
neighbouring ferrite or prior austenite grain boundary, were measured. Due to sectioning
effect, they are not quantitatively representative of the actual volume of blocky austenite,
because those regions are visibly not equiaxed, as visible in Fig. 4.12. Those values are
therefore indicative of a general trend. The largest visible block of austenite and the average
block size are presented in Table 4.2, alongside the measured bainite lath thickness. The
retained austenite blocks were seen to be visibly larger in Alloy 2.
Table 4.2: Differences in the bainite lath thickness and blocky austenite size between Alloy 1 and
Alloy 2.
Alloy 1 Alloy 2
Bainite lath thickness / nm 175 ± 25 215 ± 30
Largest blocky austenite area / µm2 150 ± 10 430 ± 15
Average blocky austenite area / µm2 60 ± 55 280 ± 70
98 Characterisation of laboratory scale novel alloys
(a) Alloy 1, medium magnification (b) Alloy 1, high magnification
Fig. 4.9: Micrographs displaying the regularity of the bainitic structure in Alloy 1 at medium and high
magnification.
(a) Alloy 1 (b) Alloy 2
Fig. 4.10: Bainitic structure obtained in Alloy 1 and 2. The bainitic structure appeared more
homogeneous in Alloy 1 than in Alloy 2.
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Fig. 4.11: Examples of observation planes intersection with bainite ferrite laths. The first example
shows the minimum observable thickness corresponds to the actual lath thickness, while the second
examples depicts an arbitrary intersection, showing a larger visible lath thickness. Figure inspired
from Chang [173].
(a) Alloy 1 (b) Alloy 2
Fig. 4.12: Bainitic structures at prior austenite grain boundaries for Alloy 1 and 2. Large regions of
blocky retained austenite were visible in Alloy 2. The lath thickness appeared different in neighbouring
prior austenite grains, indicating growth of bainite in different orientations.
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Austenite decomposition
The decomposition of the large regions of blocky austenite into martensite in Alloy 1, and into
a mixture of bainite and martensite in Alloy 2, during cooling after the isothermal transforma-
tion ceased, was also revealed by SEM. This decomposition is a common feature of bainite,
and is described in the literature [51]. In Alloy 2, this is visible at any magnification since the
large regions of blocky austenite can be seen to have consistently transformed. In Alloy 1, the
characteristic lenticular shape of the martensite is displayed in Fig. 4.13, alongside examples
of areas in the microstructure where austenite decomposition was observed. In alloy 2, small
retained austenite regions were seen to decompose into martensite exclusively, while larger
regions would transform predominantly to bainitic ferrite. This bainitic ferrite obtained
from austenite decomposition was observed to have a significantly smaller lath size than the
bainitic ferrite formed during the isothermal transformation. Several regions in Alloy 2 were
imaged, showing examples of austenite decomposition into only martensite, and gradually
into mostly bainitic ferrite, presented in Fig. 4.14. In (a), only martensite is present. In (b), it
is not clear what phase is forming, but it has characteristics of both martensite and bainite. In
(c) and (d), bainite laths appeared in the austenite, and in (e) and (f), the largest regions of
austenite had decomposed principally to bainite.
In order to prove this transformation only occurs during cooling in Alloy 1 and 2, the strain
with respect to temperature was measured during cooling after the isothermal transformation,
and Fig. 4.15 shows that the otherwise expected linear contraction was not observed, but
instead, the strain plateaued despite the temperature drop. This demonstrates the formation of
a ferritic phase from austenite upon cooling. The final structure of Alloy 2 resembles bainitic
alloys with bimodal distribution of the bainitic ferrite lath thickness that can be obtained by
two successive isothermal heat treatments, as described by Bhadeshia [93]. In those steels,
the first, higher temperature, transformation step forms the coarser structure, and the second
step produces a much finer structure.
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Fig. 4.13: Micrographs displaying the austenite decomposition into martensite (α ′) in Alloy 1, at
varying magnifications.
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(a) (b)
(c) (d)
(e) (f)
Fig. 4.14: Micrographs displaying the austenite decomposition into martensite (α ′) and bainite (αb)
in Alloy 2, at varying magnifications. The blocky austenite size influenced the nature of the phase it
decomposed into.
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Fig. 4.15: Dilatometry measurement of the strain with respect to temperature upon cooling from
430◦C, following the isothermal heat treatment of Alloy 2. The strain did not decrease linearly with
temperature, but plateaued, indicating the decomposition of some austenite into a ferritic phase,
martensite or bainite.
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4.4 X-ray diffraction
In order to quantify the fraction of ferrite and austenite, XRD scans were obtained using
the Cu Kα1 for both alloys between 40 and 125
◦ 2θ. This allowed five ferrite peaks and six
austenite peaks to appear, and ensured a reliable quantification of the phase fraction. Fig. 4.16
depicts the XRD pattern obtained for Alloy 1. Only a few peaks have been indexed for clarity.
All peaks in the pattern were fitted using Rietveld refinement, described in Chapter 3, and
as specified by McCusker [167]. Using the Highscore Plus software, an accuracy of ± 0.01
in the estimated phase fraction has been reported in steels when quantifying the austenite
to ferrite ratio [163, 169, 175]. In order to confirm this error, the data obtained were fitted,
and the fits were allowed to vary, until it was no longer accurate. This corresponded to a
variation in phase fraction of approximately 0.01. The austenite fraction was estimated to be
0.11 ± 0.01 and 0.17 ± 0.01 for Alloy 1 and 2 respectively.
Fig. 4.16: XRD spectrum for Alloy 1. The austenite and ferrite peaks were fitted to determine the
phase fraction of austenite, which was estimated to be 0.11 ± 0.01.
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4.5 Hardness
The macroscopic Vickers hardness was measured using a 30 kg load. This ensured the
heterogeneity of the structure on a large scale did not affect the measurements, but an average
and reproducible value was obtained. Ten measurements were performed for each alloy. The
measured values of hardness were 390 ± 8 HV30 and 355 ± 5 HV30 for Alloy 1 and 2
respectively. Those values correspond to the usual hardness of bainitic ferrite transformed at
those temperatures [117]. The relatively close values between Alloy 1 and 2 can be explained
from the significant austenite decomposition into fine bainite and martensite in Alloy 2. This
means that despite having a significantly larger average bainite plate thickness, which would
cause a lower hardness, the hardness is still close to that of Alloy 1. Indeed, the bainitic
ferrite lath thickness is related directly to the strength of the alloys because the dislocation
glide path is limited by the thickness of the lath [176]. The values of Vickers hardness using a
30 kg load were multiplied by 3.3 in order to estimate the equivalent ultimate tensile strength,
because this relation has repeatedly been observed empirically [127, 156]. The values of
strength were estimated to be 1290 MPa and 1170 MPa for Alloy 1 and 2 respectively, the
former of which satisfies the desired target value of 1230 MPa. Table 4.3 summarises those
results.
Table 4.3: Hardness and estimated yield strength (YS) and ultimate tensile strength (UTS) for both
alloys. The ratio between hardness and UTS was estimated to be approximately 3.3 and the ratio
between YS and UTS was estimated to be close to 0.7, as graphically presented in Fig. 2.1.
Alloy Vickers hardness / HV30 Estimated YS / MPa Estimated UTS / MPa
Requirements 370 860 1230
Alloy 1 390 ± 8 900 1290
Alloy 2 355 ± 5 820 1170
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4.6 Carbide characterisation
4.6.1 SEM
SEM is not usually used for carbide characterisation, since it only provides qualitative
information on the carbide morphology. Neither the crystal structure nor the phase fraction
of carbides can be determined with SEM when the volume fractions involved are small.
It was nevertheless used for Alloy 2 because TEM sample preparation was challenging.
Carbides could only be identified with certitude in the regions of retained austenite that had
decomposed to bainite during cooling after the isothermal heat treatment. Fig. 4.17 illustrates
an example of the structure in such regions. Many carbides can be seen, growing at an
angle of approximately 60◦ from the long axis of the bainitic ferrite, as is typical of carbides
growing within bainite laths [93]. The apparent length of those carbides is measured to vary
between 20 and 250 nm, although sectioning effects induce this observation. Their volume
fraction was estimated using XRD. The higher carbon content in retained austenite compared
to the average composition of the alloy is suggested as the reason why carbides were growing
in larger numbers in those regions.
4.6.2 XRD
Cementite identification
For carbide identification, the scan range was 25 to 70◦ 2θ because the strongest carbide
reflections are observed in that range. In the light of the small volume fraction expected,
a long dwell time of 20 s was used in order to maximise the signal to noise ratio. The
data were processed using Rietveld refinement in order to quantify the ferrite and austenite
phases and provide an initial calculated pattern to fit the data. The additional peaks that did
not fit this pattern were indexed by comparing the peak location of carbide phases in the
different databases used. Only one or two peaks were detected in XRD, and they could only
be attributed to cementite. It is common to use more peaks to identify phases with XRD, but
the same cementite file, from Shimura [177], in the ICDD database, was fitted using more
4.6 Carbide characterisation 107
Fig. 4.17: Micrograph showing the presence of carbides within the bainitic ferrite, in a region of
retained austenite that had decomposed to a mixture of bainite and carbides during cooling to room
temperature, in Alloy 2.
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peaks in larger scale alloys, with results presented in Chapter 6. Those results confirmed
unequivocally the presence of cementite. Fig. 4.18 presents the indexed XRD scans realised
for both alloys. The peak at 28.6◦ 2θ is probably due to contamination, but the source could
not be identified. The peaks at 40.1◦ and 58.1◦ 2θ were both due to the Cu Kβ X-rays
satisfying the Bragg condition for the (110) and (200) ferrite planes respectively. Despite
using the thickest available nickel filter, they were not fully removed. The identified cementite
unit cell was orthorhombic with lattice parameters: a = 4.50 Å, b = 5.15 Å, c = 6.75 Å.
Phase fraction determination
The presence of a single sharp cementite peak, indexed as (111), signifies the presence of
rather large diffracting crystals [162], which is consistent with the carbides of approximately
250 nm in length observed with SEM. The fact that only one or two peaks were observed
was unexpected. In fact, calculating ideal XRD diffraction patterns from the cementite phase
indicated that other peaks should be visible too, as shown in Fig. 4.19. When the (111)
cementite peak was fitted, in the dashed line pattern, it appeared that the (200) and (121)
reflections should also be visible. For clarity, the calculated scans were displayed until
45◦ 2θ only. Several other peaks also appeared in the calculated pattern, with the same
interpretation applying. There can be two explanations for those reflections being absent
from the experimental data:
1. Cementite crystals tend to align in a specific direction that make the set of (111) planes
satisfy the Bragg condition rather than other planes. Since the cementite crystals were
present in a randomly oriented bainitic ferrite matrix, texturing is not expected to be
detectable with X-rays.
2. The cementite crystals are longer in the [111] direction, leading to more (111) planes
satisfying the Bragg condition. It is not clear why this should be the case, but this
behaviour was suggested as the cause of the presence of the sharp (111) peaks presence.
In order to quantify the fraction of cementite, an ideal XRD diffraction pattern was simulated,
ensuring that no other peak than the (111) would be distinguishable from the background,
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(a) Alloy 1 (b) Alloy 2
Fig. 4.18: XRD spectra used for carbide identification. Only one or two cementite (θ) peaks could be
indexed in Alloy 1 and 2. The results presented in Chapter 6 confirmed the presence of cementite
using additional indexed peaks.
shown as the dashed line in Fig. 4.19. In this case, the calculated (111) reflection was
weaker than that in the experimental data. The cementite volume percent in both patterns
was calculated as 1.73% and 0.26% for the pattern in which the (111) peak was fitted and
the one in which it wasn’t respectively. This gave the upper and lower limits of the actual
cementite phase percent present in the alloy, since in the first case, many peaks are missing
in the experimental data compared to the simulation and in the second case, the (111) peak
is not fitted to the experimental data but no other peaks are visible, as is the case for the
experimental pattern. The same process was realised for Alloy 2, in which case the cementite
percent was estimated as 0.36-1.20%. Realistically, the amount of cementite is likely to be
higher in Alloy 1 since two peaks are visible and the (111) peak appears more strongly.
4.6.3 TEM
Carbides characterisation
TEM was used to exhibit the carbides morphology using dark field imaging, and to confirm
the crystal structure of the carbides identified as cementite using diffraction patterns. Two
regions of interest were imaged in Alloy 1, Fig. 4.20 and 4.21. It was not possible to
obtain satisfactory TEM samples from Alloy 2. The carbides appeared rod-shaped, and
always present within the bainitic ferrite laths. No carbide was visible at the austenite ferrite
boundary, where it could favour brittle fracture in hydrogen environments, indicating that
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Fig. 4.19: XRD spectrum for Alloy 1 presented with the maximum and minimum fits. The maximum
fit was calculated by fitting the experimental (111)θ peak. The minimum fit was calculated by allowing
the (111)θ to be the only peak distinguishable from the background signal.
the silicon content was sufficient to prevent cementite precipitation from austenite. Indeed,
Materkowski reported the interlath carbides as crack initiation sites in tempered martensitic
steels with 0.30 wt% C, during Charpy impact tests [178]. Cementite was the only carbide
that fitted the diffraction patterns retrieved from TEM. The calculated d-spacings from the
diffraction pattern correspond to those of cementite, and the ferrite (101) type reflections
and the cementite (103) type reflections are close in the diffraction patterns, which agrees
with the Bagaryatskii and Isaichev orientation relationships [103]. Those are the common
orientation relationships between ferrite and cementite growing within the bainite laths [93].
Consistency with XRD results
Both techniques led to the identification of the carbides as cementite. To confirm this result,
d-spacings of the visible cementite reflections in the TEM diffraction patterns were calculated
and compared to those d-spacings calculated using the unit cell lattice parameters identified
by XRD. The results were consistent, and are presented in Table 4.4. Despite many peaks
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missing from the XRD data, cementite could still be formally identified, using TEM as a
complimentary technique.
Table 4.4: Comparison of the d-spacings obtained from diffraction patterns in TEM and from the
cementite unit cell characterised by XRD. The errors in the TEM measurement were due to the size
of the reflection spots.
Cementite diffracting planes TEM measured d-spacing XRD calculated d-spacing
(210) 2.07 ± 0.025 2.060
(103) 2.03 ± 0.03 2.010
(310) 1.43 ± 0.015 1.442
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(a) Bright field (b) Dark field
(c) Diffraction pattern
Fig. 4.20: TEM characterisation of cementite within the bainitic ferrite in Alloy 1, in the first region
of interest. The diffraction pattern was obtained using a selected area aperture that encompassed the
region of interest. The dark field image was formed using the indexed (210) cementite reflection.
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(a) Bright field (b) Dark field
(c) Diffraction pattern
Fig. 4.21: TEM characterisation of cementite within the bainitic ferrite in Alloy 1, in the second region
of interest. The diffraction pattern was obtained using a selected area aperture that encompassed the
region of interest. The dark field image was formed using the indexed (103) cementite reflection. The
objective aperture used was too large to allow only the carbide reflection to be used to form the final
image, and a neighbouring austenite reflection was also partially visible.
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4.7 Thermal Desorption Spectroscopy
The results presented in this section are only qualitative because only few samples of the
laboratory scale alloys were available, and they all had significantly different geometries.
4.7.1 Experimental method
Aqueous hydrogen charging
First, the samples were ground gradually using P600, P1200 and P2500 grit SiC paper in order
to reveal a fresh surface. An individual sample was then spot-welded onto a thin steel rod,
and both the steel rod and the sample were covered in insulating paint, except for the charging
area. For cylindrical samples, this area excluded the top and bottom faces. For sheet samples,
this area excluded the thin edges. A 3.5 wt% NaCl and 0.3 wt% NH4SCN (ammonium
thiocyanate) charging solution was prepared. Ammonium thiocyanate serves as a hydrogen
recombination poison, meaning the ability of atomic hydrogen formed electrochemically
at the surface of the steel to form H2 is hindered. This in turns favours ingress into the
steel. The sample was then immersed in the solution, with a spiral-shaped platinum electrode
previously placed along the edges of the container. Immediately, a Gamry Interface 1000
potentiostat in galvanostat mode was used to generate a current of −1 mAcm−2 between the
platinum counter electrode and the sample, the working electrode. This lead to the reduction
of hydrogen ions in solution into atomic hydrogen at the surface of the steel. The solution
was constantly stirred magnetically. The charging was performed for 48 hours. Only one
sample was charged at a time, since practical experience showed that the differences in spot
welding could lead to hydrogen charging discrepancies between identical samples charged in
identical conditions.
Thermal desorption apparatus
Fig. 4.22 shows the TDS setup schematically. First, the gas chromatography detector was
calibrated using a standard helium and hydrogen gas mixture with a 60 parts per million
hydrogen. The helium carrier gas was then passed through the gas chromatograph in order to
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quantify the hydrogen impurity level present in it. Two types of experiment were performed
in order to assess the hydrogen trapping of the designed alloys. In both cases, samples were
ground before being placed in the TDS furnace so that any oxide on the surface could be
removed. In the first type of experiment, alloys were left in air after charging, so that all
the diffusible hydrogen would escape the samples and only the strongly trapped hydrogen
would be detected. In the second case, the TDS was performed directly after charging so that
as much as possible of the hydrogen present in the steel at the end of the charging process
could be detected. In that case, the furnace chamber was purged for twelve minutes before
the signal could start being acquired because the oxygen and nitrogen present in air prevent
the hydrogen from being detected. For both, the samples were heated at a rate of 100◦C per
hour, from room temperature until 300◦C. Above that temperature, the gas chromatography
consistently detected the presence of hydrogen, even in tests without samples. This could be
due to oxidation reactions from impurities, water, or other substances in the tube. The cause
could not be identified and runs could not be performed above this temperature, although
strong traps might only show above it. A solution to this problem is presented in Chapter 6,
through the use of the complementary electrochemical permeation technique, in which strong
traps can be detected.
4.7.2 Results
TDS after room temperature desorption
Initially, both alloys were tested after room temperature desorption, as this is a simple way to
detect strong traps [95]. Removing diffusible hydrogen at room temperature before TDS can
only show trends, since the trap binding energies can only be determined from the TDS peak
temperature. Interpretation of the signal is easier since there is no diffusible hydrogen present
in the samples, therefore all hydrogen evolved in this case is due to traps. Samples for this
first experiment were cylindrical with a diameter of 8 mm and heights varying between 5
and 12 mm. Those dimensions are not ideal since in 48 hours, hydrogen saturation cannot be
achieved in samples with this thickness. Yet, trapping behaviours could still be qualitatively
investigated. No signal could be detected in Alloy 2. A weak signal was detected for Alloy 1,
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Fig. 4.22: Schematic of the TDS setup. A mass flow controller was used to ensure a constant flow of
carrier gas. A pure He carrier gas was sent through the furnace where the sample was heated up and
released previously charged hydrogen. The hydrogen and helium mixture was then sent to an Agilent
technologies 7890B gas chromatography (GC) column that measured the quantity of hydrogen present
compared to a standard reference. Diagram reproduced from Ryu [179].
which was quantified as 0.036 ppm of hydrogen. This showed the presence of weak traps,
with trapping ability much below the most efficient strong traps known, such as vanadium
carbides, that can trap up to a few ppm of hydrogen [95]. Two additional isothermal heat
treatments were then performed for Alloy 1: 25 minutes and 1 hour at 400◦C. The first time
was chosen as it is close to the minimum required time for the full bainitic transformation to
cease, and the second is somewhere between that and the initial 10 hour hold. Comparing the
trapping ability of Alloy 1 following three different heat treatments could indicate whether
the transformation time has a significant effect on trapping or not. Fig. 4.23 illustrates the
TDS curves for all three samples. Trapping is seen to increase with increasing hold time.
No hydrogen could be detected for the sample transformed for the shortest time. The TDS
peak position on the temperature axis is strongly correlated to the trap binding energy [180].
The peak location for the sample transformed for 1 hour is approximately 165◦C, while it
is 115◦C for the sample transformed for 10 hours. The trapped hydrogen quantity for the
former was calculated to be 0.013 ppm. Those results suggest that stronger traps are present
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in the sample transformed 1 hour but a significantly lower concentration is trapped. This
indicates that the traps are fewer in number.
TDS directly after charging
Since the trapping was small for both alloys after room temperature degassing, TDS was
performed directly after charging. In that case flat samples were used, with varying dimen-
sions. The contribution of austenite to the overall behaviour of hydrogen in the alloys was
investigated by comparing the TDS traces of samples with and without austenite. As part
of the heating process, the furnace was set to reach 500◦C, at which point it was seen from
dilatometry that all the austenite should have decomposed. This way, the only microstructural
difference between the two TDS experiments would be the presence of austenite during the
first test, and the absence of it in the second one. XRD was used to confirm that the austenite
fraction had decreased close to 0 after the initial TDS run. Fig. 4.24 and 4.25 illustrate those
differences. The quantity of evolved hydrogen for the four samples was: A1 - 0.9 ppm with
austenite, 1.0 ppm without austenite; A2 - 4.1 ppm with austenite, 2.3 ppm without austenite.
Those values could not be used to draw any conclusions because different sample geometries
were used due to the limited availability of laboratory-scale alloys, and because samples
were not saturated with hydrogen. Nevertheless, two constant trends could be observed for
both alloys:
1. The TDS peak temperature was higher when austenite was present. This indicates
that the austenite and ferrite interface plays a significant part in the overall trapping
behaviour, as described by Turnbull [50].
2. At temperatures above the peak temperature, there was always more hydrogen evolved
in the sample with austenite, visible as the TDS curve of the sample with austenite
being above the other curve at any given temperature above the peak temperature. This
behaviour confirms that austenite can oppose the egress of hydrogen from the steel. It
therefore implies that it must prevent the ingress of hydrogen into the steel.
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Fig. 4.23: TDS curves obtained after room temperature hydrogen desorption for samples of Alloy 1
isothermally transformed at 400◦C for either 25 minutes, 1 hour or 10 hours. The amount of hydrogen
released increased with transformation time. The values were all small and this trapping was not
predicted to have a significant impact on a large scale.
Fig. 4.24: TDS curves obtained directly after charging for Alloy 1. The difference between the
TDS traces when austenite was present or absent confirmed the proposed hindrance of austenite to
hydrogen diffusion.
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Fig. 4.25: TDS curves obtained directly after charging for Alloy 2. The difference between the
TDS traces when austenite was present or absent confirmed the proposed hindrance of austenite to
hydrogen diffusion.
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4.8 Conclusions and determination of the composition of
large scale alloys
Many characterisation techniques were used to investigate the structure and properties of
the novel alloys. Table 4.5 summarises all the parameters and properties characterised for
Alloy 1 and 2. They successfully met most of the required expectations: the hardness of
Alloy 1 was satisfactory, both alloys possessed an austenite fraction comprised between 0.1
and 0.2, and cementite was shown to be only present within the bainite laths using TEM,
although its phase fraction could not be characterised precisely. The austenite fraction above
0.1, measured with XRD, was shown using TDS to provide an effective barrier to hydrogen
ingress. Still, a few modifications were made to the compositions of Alloy 1 and 2 for the
manufacturing of large scale alloys, based on the results presented in this chapter.
Increase in carbon content
Alloy 2 displayed a microstructure composed of large areas of austenite that had decomposed
to martensite and bainite. This structure was a direct cause of a carbon concentration too
low, which forced a too high transformation temperature. This makes the structure hard to
control by simple heat treatments. Additionally, the hardness of that alloy did not meet the
set requirement. Conversely, the structure of Alloy 1 was considerably more homogeneous,
and its hardness was satisfactory. Consequently, the lowest carbon concentration of the two
large scale alloys was set to 0.35 wt%, close to that of Alloy 1. The highest one was selected
as 0.45 wt%. This serves two purposes:
1. Two similar alloys can be empirically compared and the alloy with the most promising
mechanical properties can be assessed and selected.
2. Since neither alloy displayed hydrogen trapping as desired, increasing the carbon
content is expected to favour the formation of carbides and improve trapping ability.
Decrease in nickel and silicon content
Because of the unintended carbon content differences between both laboratory scale alloys,
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the effect of a difference in nickel content was not clear. The composition was kept at 3 wt%
to limit the alloy costs. Silicon at 1 wt% was enough to prevent the formation of cementite at
the austenite ferrite interface. Since no ε-carbide could be characterised in either alloy, and
in order to optimise carbide formation within the bainitic ferrite laths, the silicon content was
lowered to 1 wt% for both alloys. The suggested compositions for the two large scale alloys
are presented in Table 4.6.
Table 4.5: Characteristics of Alloy 1 and Alloy 2.
Parameters and properties Alloy 1 Alloy 2
Carbon content / wt% 0.36 0.31
Bainitic reaction range / ◦C 300-460 410-480
Selected transformation temperature / ◦C 400 430
Retained austenite fraction 0.11 ± 0.01 0.17 ± 0.01
Bainitic ferrite lath thickness / nm 175 ± 25 215 ± 30
Vickers hardness / HV30 390 ± 8 355 ± 5
Estimated yield strength / MPa 900 820
Estimated ultimate tensile strength / MPa 1290 1170
Identified carbide cementite cementite
Calculated carbide volume percent 0.263-1.73% 0.363-1.2%
Table 4.6: Nominal compositions in wt% of the two large scale novel bainitic steels designed,
compared to the actual compositions of Alloy 1 and Alloy 2.
Name C Si Mn Cr Ni Mo
Alloy 1 - actual 0.36 1.88 0.14 0.99 3.01 0.25
Alloy 2 - actual 0.31 1.03 0.11 0.99 3.57 0.22
Alloy 3 0.35 1 0.1 1 3 0.25
Alloy 4 0.45 1 0.1 1 3 0.25

Chapter 5
Characterisation of large scale novel
alloys
5.1 Introduction
The purpose of the work presented in this chapter is to characterise the microstructure of
the novel alloys produced as 100 kg melts. Several heat treatments were performed for each
alloy. The aim was to achieve a mixture of satisfactory mechanical properties and hydro-
gen trapping abilities, and to assess the effect of heat treatments on those. The hydrogen
behaviour and mechanical properties of both alloys are presented in Chapter 6 and 7 of this
thesis respectively.
First, dilatometry was used to determine experimentally continuous cooling transforma-
tion diagrams for both alloys. Dilatometry was subsequently used to compare the extent of
bainitic transformation at different isothermal transformation temperatures, seen as three
different values of strain due to the phase transformation. The phase fractions were confirmed
using X-ray diffraction, and the austenite carbon content was estimated using measured
lattice parameters and a knowledge of the effect of dissolved carbon on these parameters.
The consistency between those values and the expected retained austenite carbon content
predicted using the MUCG program, was evaluated. The differences within the structures
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were then assessed using SEM and energy dispersive X-ray spectroscopy. TEM was used to
show typical structures.
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5.2 Alloy manufacture
Both alloys were manufactured in Belgium, by OCAS NV, a company that has produced
good quality alloys for other projects in the department of materials in Cambridge. The
two improved alloys were cast in a vacuum induction furnace as 100 kg ingots. The cast
head, which was approximately 45 kg, was removed and the ingots were cut into four
equivalent blocks, with length and width of 125 mm and height of 95 mm. They were
subsequently heated to 1100◦C and hot rolled to a final thickness of 12 mm in eight passes of
gradually decreasing operating temperature, the final pass taking place at 900◦C. The plates
were then transferred to coiling furnaces, where they were held at constant temperature for
15 hours. The holding temperatures were determined using the MUCG program, for which
the time-temperature-transformation diagrams were predicted from the nominal composi-
tions, illustrated in Fig. 5.1. The MUCG program estimates the bainite-start temperatures
depending on whether the phase transformation is growth or nucleation-limited. Since the
nucleation-limited temperature is the lowest of both [137], it was used as BS, to ensure the
bainite formation range predicted would not be larger than the actual range, in the case that
the transformation is nucleation-limited. The isothermal transformation temperatures were
selected as 15◦C above the predicted MS, in order to allow for inaccuracies in the compo-
sitions of the produced alloys that could raise the MS value, while keeping the temperature
as low as possible to prevent large blocks of retained austenite from being present in the
structure, since they are larger at higher temperatures [173]. A fifteen hour hold ensured
the reaction ceased before the samples were cooled down to room temperature, since the
laboratory scale alloys with similar compositions were observed to reach that point within
20 minutes at temperatures of the order of 400◦C.
The carbon content of the two alloys were determined by combustion and the other alloying
elements compositions were determined by inductively coupled plasma optical emission
spectrometry. The nominal and actual compositions are summarised in Table 5.1, and the
alloys names were changed to reflect their carbon contents.
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(a) Alloy 3 (b) Alloy 4
Fig. 5.1: MUCG predicted TTT diagrams for the nominal compositions of Alloy 3 and 4. In order to
form bainite, Alloy 3 was transformed at 330◦C and Alloy 4 was transformed at 290◦C, as depicted
by arrows above the martensite-start temperatures, indicating bainitic structures should be formed.
The calculated bainite-start temperature shown was nucleation-limited.
Table 5.1: Nominal and actual compositions in wt% of the two large scale novel bainitic steels
designed. Alloy 3 was renamed F34 and Alloy 4 was renamed F49, to reflect their respective carbon
contents.
Alloy C Si Mn Cr Ni Mo
Alloy 3 - nominal 0.35 1 0.1 1 3 0.25
F34 0.34 1.04 0.15 1.31 3.09 0.23
Alloy 4 - nominal 0.45 1 0.1 1 3 0.25
F49 0.49 1.18 0.15 1.22 3.57 0.26
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5.3 Dilatometry
5.3.1 Continuous cooling transformation diagram determination
This method, described in Chapter 3, was used to generate the continuous cooling trans-
formation diagrams for F34 and F49. The results are presented in Fig. 5.2, compared
with the MUCG predicted time-temperature-transformation diagrams, adjusted to the actual
composition of both alloys. They indicated that the values of 290◦C and 330◦C satisfied
the conditions for bainitic structures formation for F49 and F34 respectively. In order to
explore the impact of heat treatment on mechanical properties and to assess the change in
diffusivity of hydrogen as a function of austenite volume fraction, two other isothermal
transformations were performed for samples of each alloy after another austenitising step.
The lowest transformation temperature was selected to be as close to MS as possible to obtain
the highest strength and smallest austenite fraction. The highest temperature was selected to
be slightly higher than the transformation temperature during manufacturing, and so that the
three temperatures are separated by similar temperature ranges. For each alloy, the difference
between the lowest and highest temperatures was 45◦C. The transformation temperatures
were: 305◦C, 330◦C and 350◦C for F34 and 260◦C, 290◦C and 305◦C for F49. Additionally,
samples of both alloys were transformed by air-cooling after austenitising, since air-cooled
bainitic alloys have recently been identified as having satisfactory combination of properties,
and can simplify the manufacturing process [149]. In that case, microstructures of plates
16 mm thick were reported to have appropriate microstructures when transformed between
2◦Cs−1 and 0.1◦Cs−1 [94], which indicated that similar structures could be achieved for F34,
since bainite was observed to form in that alloy at cooling rates below 0.5◦Cs−1, as showed
in Fig. 5.2 (a). The F34 and F49 plates manufactured were 12 mm in thickness. For each
alloy, two plates were attached together using steel wires and a thermocouple reader was
placed between both plates. This resulted in an apparent plate thickness of 24 mm for the
air-cooling treatment, which ensured slower cooling, and a temperature reading correspond-
ing to the middle of the apparent 24 mm plate. The plates were austenitised to 850◦C and
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left to cool in air. Fig. 5.3 shows the cooling curves obtained this way. F49 transformed to
a fully martensitic structure, which was confirmed by SEM, as displayed in Fig. 5.4. F34
on the contrary started transforming in the bainitic region, and finished transforming in a
martensitic region. The sample subjected to this heat treatment was therefore also included in
the characterisation, as F34-AC, indicating it was air cooled, along with the six isothermally
transformed samples.
(a) F34 (b) F49
Fig. 5.2: Comparison between predicted TTT and experimental CCT diagrams for F34 and F49. Since
the composition of both alloys were similar except for the carbon content, it was the main factor
responsible for the differences in MS, BS and in the time required for the reaction to start. Only the
initiation of reaction is shown.
(a) F34 (b) F49
Fig. 5.3: Cooling traces for both alloys, with respect to the experimentally determined CCT diagrams.
F34 could be seen to transform in the bainitic region while F49 transformed in the martensitic region.
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Fig. 5.4: Fully martensitic structure of an F49 air cooled sample. A fully martensitic structure is not
suited for this project and air cooling of F49 was not a useful heat treatment.
5.3.2 Isothermal transformations
The strain changes form the austenite to bainitic ferrite phase transformation at the three
transformation temperatures for each alloy are presented in Fig. 5.5. Opposite behaviours
are visible, with the strain change increasing with transformation temperature in F34, and
decreasing in F49. The strain change is proportional to the amount of bainite phase formed,
meaning that higher strain indicates larger transformed bainite fractions [172]. A larger
fraction of bainite forming at lower temperatures is consistent with the T ′0 carbon content
being higher at lower temperatures, thus indicating that the austenite can be enriched to higher
carbon contents before the reaction should cease [93]. The behaviour in F49 is consistent
with this theory. This is not the case for F34, although the strain difference between the
transformation at 330◦C and 350◦C is rather small. The strain due to the transformation
at 305◦C appeared small. All curves exhibit a typical s-shape, except for the isothermal
transformations of F34 at 305◦C and F49 at 260◦C, the lowest isothermal transformation
temperatures for each alloy. In those two cases, the transformations started as soon as the
transformation temperatures were reached. Table 5.2 summarises the strain measured and
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the time required for the reaction to cease for each of the six isothermal transformations.
The transformation temperature affected the transformation time strongly in F49 only. The
transformation temperature affected the strain to similar extents in both alloys.
(a) F34 (b) F49
Fig. 5.5: Strain change due to the bainitic transformation at the three determined isothermal transfor-
mation temperatures for each alloy.
Table 5.2: Summary of the transformation time and strain due to the bainitic transformation at the
three determined isothermal transformation temperatures for each alloy.
Alloy Strain Transformation time
F34-305C 0.0051 6500 s (1 h 45 min)
F34-330C 0.0065 5000 s (1 h 30 min)
F34-350C 0.0070 4800 s (1 h 20 min)
F49-260C 0.0071 22000 s (6 h 5 min)
F49-290C 0.0062 18000 s (5 h 0 min)
F49-305C 0.0053 16000 s (4 h 25 min)
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5.4 X-ray diffraction
5.4.1 Austenite phase fraction
XRD was used to quantify the amount of austenite present in the seven described samples,
using the method described in Chapter 3. Fig. 5.6 displays an example of an acquired and
fitted XRD pattern, as well as a plot of the difference between the measured and calculated
X-ray intensity. The quality of the fit provides evidence for the accuracy of the values of
the austenite volume fraction and lattice parameter calculated. The (200)α peak was not
fitted as well as the other peaks because of the presence of martensite in the samples. In
martensite, the (200) peak is the most significantly affected by the longer c-axis, and is seen
in practice as a broadening of the peak to lower angles. The austenite lattice parameter was
deduced from the XRD peak locations and an equivalent carbon content was suggested,
using Dyson and Holmes [164]. All results are summarised in Table 5.3. The error on the
austenite fraction is of the order of ± 0.01, as is standard when using Rietveld refinement
in steels [163, 169, 175], and the error in the austenite lattice parameter is of the order of
0.0004 Å, as given by the highscore plus software used for analysis. The phase fraction error
was verified after fitting data, and allowing the fit to vary until it became inaccurate, which
corresponded indeed to a phase fraction difference of approximately 0.01. The XRD analysis
confirmed the trend observed in dilatometry for F49 that the fraction austenite increases
with increasing transformation temperature. F34-330C and F34-350C have similar austenite
fractions, which is consistent with the dilatometry results, despite not agreeing with the
theory that suggests the austenite fraction should increase with increasing transformation
temperature. This indicates the transformation reaction might have started before the trans-
formation temperature had been reached. The fraction austenite in F34-305C was found to be
the smallest despite the dilatometry results showing the smallest isothermal transformation
strain. The low austenite fraction in F34-305C agrees with the theory that suggests the
austenite fraction should decrease with decreasing transformation temperatures [93]. In order
to assess whether austenite decomposed significantly more to martensite for that sample, the
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strain change upon cooling from the isothermal transformation temperature was compared
to that in F34-330C, illustrated in Fig. 5.7. Both samples displayed a similar strain change
upon cooling, indicating that a similar amount of austenite decomposition into martensite.
(a) XRD spectrum (solid line) and fit (dashed line)
(b) Difference between the acquired and simulated spectra
Fig. 5.6: Example of a fitted XRD spectrum, for F34-330C. The quality of the fit can be assessed by
plotting the difference between both spectra. A good fit ensures the the austenite fraction estimated is
accurate.
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5.4.2 Austenite carbon content
XRD was used to determine the carbon content present in the retained austenite, using the
empirical relationship by Dyson and Holmes:
aγ = 3.578 + 0.033 C + 0.00095 Mn - 0.0002 Ni + 0.0006 Cr +0.0031 Mo, where aγ is
the austenite lattice parameter in Å and the composition of alloying elements is expressed
in wt% [164]. The results for F49 were consistent with the dilatometry and austenite
fraction data, with the austenite lattice parameter increasing with decreasing transformation
temperature, and thus indicating a larger carbon content, representative of the higher value
of the T0 line at lower temperature. These results are displayed in Fig. 5.8, where they are
compared to the predicted T0 carbon content using MUCG. In the case of F34, only at the
lowest transformation temperature did the carbon content match the MUCG prediction. The
carbon content deduced for F34-330C, the middle transformation temperature, was higher
than for both other F34 samples, and despite not agreeing with the T0 curve predicted, was
nevertheless consistent with the higher austenite content detected in that alloy compared to
the other two F34 samples.
Table 5.3: Summary of the measured austenite fractions, lattice parameters and calculated carbon
contents for both novel alloys, using XRD.
Alloy Austenite fraction Lattice parameter / Å C content / wt%
F34-305C 0.08 ± 0.01 3.6138 1.05
F34-330C 0.14 ± 0.01 3.6180 1.18
F34-350C 0.12 ± 0.01 3.6140 1.06
F34-AC 0.17 ± 0.01 3.6187 1.20
F49-260C 0.12 ± 0.01 3.6184 1.19
F49-290C 0.18 ± 0.01 3.6175 1.17
F49-305C 0.19 ± 0.01 3.6144 1.07
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Fig. 5.7: Comparison between the strain change upon cooling after isothermal transformation at
330◦C and 305◦C for F34. The measured strains in both cases were similar.
Fig. 5.8: Comparison between the MUCG calculated austenite carbon concentration as a function of
temperature, given by the T0 line, and the experimental data deduced from the measured austenite
lattice parameter obtained from XRD.
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5.5 Scanning electron microscopy
SEM was used to assess the differences in scale of the bainitic structure and blocky retained
austenite at different transformation temperatures, to characterise the structure of the air
cooled F34 sample and to identify regions of alloying element segregation in the plates due
to the manufacturing process.
5.5.1 Structural characterisation
Retained austenite characterisation
The structures of the six isothermally transformed samples were typical bainitic structures,
with bainite laths separated by films of retained austenite. An example of such microstructure,
for F49-290C, is presented at high magnification in Fig. 5.9. In all plates, it was possible to
see regions of blocky austenite decomposing into martensite. This behaviour is common in
bainitic steels [145]. Fig. 5.10 displays examples of such decomposition for F49-290C and
F34-330C. Based on the T0 line presented in Fig. 5.8, it was predicted that, for each alloy, a
decrease in transformation temperature would lead to more austenite transforming to bainite,
and therefore a higher carbon content in austenite when the bainitic transformation finishes.
This would also result in smaller regions of blocky austenite to remain untransformed, as
bainite packets would grow and converge together [116]. Additionally because of slower
kinetics, the bainite laths would be smaller at lower transformation temperatures [93]. The
size of the largest blocks of retained austenite and the average size of retained austenite were
calculated for all seven samples, as well as the bainite lath thickness and results are presented
in Table 5.4. The results were almost all in agreement with the predictions. The effect of
transformation temperature has a strong impact in F49, where the average retained austenite
size increases from about 1.6 µm to 27.4 µm for an increase in temperature of 45◦C. In F34,
the blocky austenite size was more consistent, varying only between 4.6 µm and 14.3 µm for
an equivalent temperature difference.
Fig. 5.11 depicts the strong visible change in blocky retained austenite size for F49, while
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Fig. 5.12 shows more consistent structures, for F34. Those micrographs also revealed the
presence of banded regions, described by Bhadeshia, which are regions with segregation of
alloying elements cause by the hot rolling process [93]. Those regions are especially visible
in the Fig. 5.11 (b) and (c) micrographs, as long dark and light stripes respectively. Both
micrographs showed that blocky austenite was more present in such regions compared to the
rest of the microstructure. This suggests banded regions could be rich in austenite-stabilising
elements compared to other regions. Energy dispersive X-ray spectroscopy was used to
identify the segregation. Fig. 5.13 showed the same result more clearly, at higher magnifica-
tion, and in regions of banding. The air-cooled sample had a significantly different structure
compared to the other six samples. The martensitic phase was consistently present in the
banded regions, since the cooling rate was too fast to permit the bainitic transformation to
finish.
Bainite lath thickness characterisation
Figs. 5.14 and 5.15 illustrate the lath thickness results presented in Table 5.4. All micrographs
were taken of representative areas of the samples. The bainite lath thickness was considerably
more affected by the transformation temperature in F49 compared to F34, with an increase
from 81 µm to 130 µm between the two extreme transformation temperatures. For F34, there
was little difference in the bainite lath thickness, with values within the error range of each
other. F34-AC displayed the largest overall bainite lath thickness along with small austenite
areas, due to the significant presence of martensite in the austenite-rich regions. It could be
concluded that alloys with lower carbon content led to more consistent structures, irrespective
of transformation temperature. Finally, when comparing the as-received F34 and F49 alloys,
the difference in carbon content and transformation temperature led to a large difference in
scale, as seen in Fig. 5.16.
5.5.2 Energy-dispersive X-ray spectroscopy (EDX)
EDX point analyses were performed to investigate the differences in composition between
banded regions and other regions. Carbon was not investigated since EDX is not a reliable
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Fig. 5.9: F49-290C micrograph displaying a fine bainitic structure with intercalated thin sheets of
retained austenite.
(a) F34-330C (b) F49-290C
Fig. 5.10: Examples of regions of retained austenite that has decomposed into martensite, in F34-
330C and F49-290C. In F49-290C, differences between decomposed austenite and retained austenite
appeared clearly.
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(a) F49-260C (b) F49-290C
(c) F49-305C
Fig. 5.11: Micrographs showing larger retained blocky austenite areas present in F49 samples
transformed at higher temperatures.
Table 5.4: Differences in the bainite lath thickness and blocky austenite area between the seven samples
characterised. The bainite lath thickness was similar in all the F34 samples, but it varied significantly in
the F49 samples. The blocky austenite size was also more affected by the transformation temperature
in F49 than in F34.
F49 F34
F49-260C F49-290C F49-305C F34-305C F34-330C F34-350C F34-AC
Bainite lath thickness / nm 81 ± 15 113 ± 23 130 ± 22 153 ± 25 166 ± 29 164 ± 22 176 ± 27
Largest blocky austenite area / µm2 3 19 50 10 61 27 10
Average blocky austenite area / µm2 1.6 ± 0.7 7.6 ± 4.8 27.4 ± 10.6 4.6 ± 1.8 11.8 ± 3.7 14.3 ± 6.0 5.6 ± 2.2
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(a) F34-305C (b) F34-330C
(c) F34-350C (d) F34-AC
Fig. 5.12: Micrographs showing little difference in the retained blocky austenite size in F34 samples,
irrespective of the transformation temperature.
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(a) F49-260C (b) F49-290C
(c) F49-305C
(d) F34-330C (e) F34-AC
Fig. 5.13: Higher magnification micrographs showing the same effect in all F34 and F49 samples.
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(a) F49-260C (b) F49-290C
(c) F49-305C
Fig. 5.14: Micrographs showing a finer bainite lath thickness with decreasing transformation tempera-
tures in F49.
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(a) F34-305C (b) F34-330C
(c) F34-350C (d) F34-AC
Fig. 5.15: Micrographs showing the bainite lath thickness was not significantly affected by the
transformation temperature in F34.
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(a) F49-290C (b) F34-330C
Fig. 5.16: Micrographs showing the difference in scale between F34-330C and F49-290C, the two
alloys in their as-received conditions.
technique to identify carbon contents due to contamination [181]. Iron was also detected and
was the balance in the the compositions reported in Table 5.5. The points were separated by
2.5 to 3 µm, since EDX resolution is reported as approximately 1 µm [181]. As displayed in
Fig. 5.17, points 1, 6 and 7 assess the bulk composition and points 2, 3, 4 and 5 the banded
region, with point 4 being most representative, since it is in the centre of the banded region.
EDX revealed that in the banded region, the silicon, manganese and chromium contents were
approximately double that of the bulk. The nickel content was of the same order. The most
notable difference was in the molybdenum content, which was up to 8 times higher in the
banded region compared to the bulk. These results are surprising because Ni and Mn, which
are strong austenite stabilisers [116], are present in slightly larger concentrations, while Mo,
which reduces all transformation temperatures [168], is present in a much larger quantity,
yet the banded regions were mainly austenitic. The reason for this effect must therefore
be kinetic rather than thermodynamic. In other words, the excess alloying elements in the
banded regions cause austenite to transform to bainite slower, so the neighbouring austenite
transforms first, enriching the banded regions in carbon. Once the carbon content reaches the
T ′0 line in the banded regions, those regions cannot transform to bainite.
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Fig. 5.17: F34-330C micrograph displaying the points at which EDX spectra were collected.
Table 5.5: EDX spectra showing the alloying element composition in a banded region of F34-330C,
displayed in Fig. 5.17. Significant solute inhomogeneity was revealed, in particular for Mo, which
was present in much larger quantities in those regions compared to the rest of the sample. The centre
of the banded region corresponded to Point 4, which showed the highest alloying element disparity
with the bulk.
Spectrum point Si / wt% Mn / wt% Cr / wt% Ni / wt% Mo / wt%
Bulk 1.04 0.15 1.31 3.09 0.23
1 1.63 ± 0.04 0.16 ± 0.06 1.55 ± 0.05 3.87 ± 0.12 0.43 ± 0.10
2 2.00 ± 0.04 0.28 ± 0.06 1.75 ± 0.05 3.91 ± 0.12 1.03 ± 0.11
3 2.12 ± 0.04 0.23 ± 0.06 2.15 ± 0.06 3.74 ± 0.12 1.46 ± 0.11
4 2.08 ± 0.04 0.35 ± 0.06 2.36 ± 0.05 3.78 ± 0.12 1.87 ± 0.11
5 1.63 ± 0.04 0.18 ± 0.06 1.56 ± 0.05 3.59 ± 0.12 0.80 ± 0.10
6 1.28 ± 0.04 0 1.26 ± 0.05 3.36 ± 0.12 0.20 ± 0.09
7 1.15 ± 0.04 0 1.20 ± 0.05 3.30 ± 0.12 0.35 ± 0.10
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5.6 Transmission electron microscopy
The results presented in this section do not include the alloys carbide characterisation, which
is presented in Chapter 6 of this thesis, but permitted the structures presented in Section 5.5
to be viewed in a different light.
Fig. 5.18 visibly confirmed the scale difference of the bainitic laths between the two al-
loys. The bright field images show also dark stripes within the bainite laths in F49-290C,
while in F34-330C, the bainite laths are more uniform in colour, indicating that the electron
beam was not as strongly diffracted. This was due to a greater presence of dislocations in
F49-290C, which was quantified in Section 6.3.3.
Fig. 5.19 displays large fully bainitic regions in the F34-AC sample, as well as the presence
of twinned martensite, on a smaller scale.
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(a) F49-290C (b) F34-330C
Fig. 5.18: Bright field micrographs showing the difference in bainite lath thickness between F34-330C
and F49-290C.
(a) F34-AC bainitic structure (b) F34-AC martensitic twinned structure
Fig. 5.19: Bright field micrographs showing the presence of bainite and martensite in F34-AC samples.
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5.7 Conclusions
After having performed an in-depth structural characterisation of the novel alloys, it was
observed that the higher carbon alloy, F49, had a finer structure that was more sensitive to
the isothermal transformation temperature. It was observed that the bainite lath thickness
as well as the blocky austenite size changed dramatically over a temperature range of
45◦C, whereas little difference was observed in the bainite thickness in F34 over the same
range. The lower carbon alloy, F34, had a coarser structure, but was less affected by a
change in the transformation temperature. It was found that F34 could simply be air-cooled
from austenisation temperature in order to form a new structure that contained bainite, and
martensite in banded regions, which were austenite-rich. The same was not possible for F49.
Almost all samples achieved an austenite fraction in excess of 0.1, with F34-305C being the
only exception, with an austenite fraction of 0.08. Chapter 6 and 7 present the hydrogen
behaviour in, and mechanical properties of the novel alloys respectively, as a consequence of
the differences in their microstructures.

Chapter 6
Hydrogen behaviour in large-scale novel
alloys
6.1 Introduction
The work presented in this chapter provides an insight into the behaviour of atomic hydrogen
in the two alloys and seven samples subjected to different heat treatments characterised
in-depth, as described in Chapter 5. An electrochemical permeation experiment was first
employed to determine and compare the effective diffusivity of hydrogen in those samples,
as a function of their retained austenite fraction. The contribution to trapping from reversible
and irreversible traps was then estimated [182]. Most samples displayed similar effective dif-
fusivity values, and for this reason only three of them were used for further characterisation:
F34-330C, F34-AC and F49-290C, which are the two as-received alloys, and the air-cooled
F34 sample, since its structure was significantly different from those of all other samples.
Based on the literature review and on the microstructural characterisation, three hydrogen
traps were identified in the three samples:
1. Dislocations, for which the density was estimated using XRD and the Williamson-Hall
method [165].
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2. Iron carbides, characterised as cementite using TEM and XRD and for which a phase
fraction was estimated by Rietveld analysis of XRD patterns.
3. The austenite/ferrite interface, the contribution of which was estimated by fitting the
thermal desorption spectroscopy (TDS) spectra.
There were no microvoids in the current microstructures since no cold-work had been
performed. There were indeed some grain boundaries, but they have been omitted as an
independent trap, since it was observed with SEM that most grain boundaries were retained
austenite, as shown extensively in Chapter 5, and thus were already taken into account as
ferrite/austenite interfaces. Additionally, grain boundaries have been reported to have low
binding energies and would not make a significant to the analysis presented [57].
The deeper characterisation of those three samples was used to predict a number density of
corresponding hydrogen traps, that was then fitted to the TDS data using the model developed
by Song in order to determine the cementite binding energy in the bainitic alloys and the
interfacial trap density [49].
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6.2 Electrochemical Permeation
The results presented in this section were obtained through a collaboration with Gaurav Joshi,
at the University of Manchester, where all the permeation work was undertaken.
6.2.1 Experimental method
Cell description
The use of an electrochemical cell to measure the diffusivity of atomic hydrogen in palladium
was first reported by Devanathan [34]. The setup used in this project relies on a similar
cell, referred to as a Devanathan-Stachurski cell, composed of two electrochemical cells
joined together where the specimen sits. Fig. 6.1, adapted from Turnbull, displays the setup
used [183]. A current is applied on the reduction cell, on the left-hand side, in order to reduce
hydrogen cations in solution to atomic hydrogen on the sample’s surface. The hydrogen can
then penetrate the steel. Atomic hydrogen travels through the sample to reach the oxidation
cell, on the right-hand side, where it is oxidised back to ionic hydrogen in solution. The
electrons generated in the process are monitored and the current output measured is then
used to identify the hydrogen diffusivity in the sample. The following equations summarise
this process:
Reduction cell : H++ e−→ H(atomic) (6.1)
Oxidation cell : H(atomic)→ H++ e− (6.2)
A voltage is applied between the counter electrode and the working electrode, the sample, on
the oxidation cell. This ensures the sample is passivated, and results in a spike in the detected
oxidation current, which subsequently decays to a stable background value [183]. When it is
reached, galvanostatic charging of the reduction cell begins, which means a constant current
is used to drive the reduction of ionic hydrogen into atomic hydrogen on the reduction side
of the cell. This leads to a constant absorbed hydrogen concentration sub-surface, hence to a
152 Hydrogen behaviour in large-scale novel alloys
Fig. 6.1: Schematic of the Devanathan-Stachurski permeation cell used, modified from Turnbull [183].
Sin and Sout show the solution flow in and out of the cell into a larger external container. CE represents
the counter electrodes, while RER and REO are the reference electrodes on the reduction and oxidation
side of the cell respectively. The sample was the working electrode for both sides of the cell. The
whole setup was immersed in a deionized water bath at 30◦C.
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constant diffusion rate through the sample [183]. When hydrogen atoms start reaching the
oxidation side of the cell, they are first detected as an increase in the oxidation current, until
it plateaus, when a steady-state of hydrogen diffusion through the sample is achieved [182].
This particular oxidation current is called the “permeation transient”.
Experimental setup
The samples were prepared by electromechanical discharge machining as samples of 70×
40×1 mm, with the length along rolling direction, from 10 mm thick plates. The samples
were ground up to a 2500 SiC grit paper finish. The areas of the sample exposed to the
solution were discs of 6.6 cm2, meaning the radius of the discs were 14.5 mm. This sat-
isfied the requirement that the ratio between radius and thickness should be at least 10:1 [182].
Many combinations of electrodes, solutions, applied potential and current, and sample
thickness can be used, but they should meet the standard requirements set by Turnbull to
ensure the validity of data acquired [183]. All parameters used are summarised in Table 6.1.
The following targets had to be met:
• Avoiding crevice corrosion and pitting on the oxidation side of the sample. It is usually
caused by ions, especially Cl- [182]. Hence the reference electrode used on that side
of the cell was Hg | HgO.
• Ensuring the oxidation of hydrogen atoms is transport limited and represents the
diffusion of hydrogen through the sample, rather than surface reactions. For this,
Turnbull indicated a potential of +300 mV above the open-circuit potential measured
using a saturated calomel electrode as satisfactory for most metals to meet this transport
requirement [183]. This reference electrode contains Cl− ions, and could not be used,
as described previously. Since Hg | HgO was used instead, its equivalent potential was
set to +650 mV above the open-circuit potential.
• Minimising undesired surface reactions on the sample. Raising the pH of the reduction
solution to 8.5 was proposed by Turnbull to mitigate surface reaction often observed in
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NaCl [183]. A solution of 0.1 M NaOH was also reported to passivate the oxidation
side when a potential of +650 mV above the open-circuit potential measured with
Hg | HgO electrode [183].
• Minimising the reduction cell solution chemistry changes. Any changes in the solution
will affect the reduction reaction, which will in turn modify the sub-surface hydrogen
concentration and the diffusion kinetics measured [183]. In order to achieve this, the
reduction cell was linked to a large container, and the solution was cycled through the
cell and the container continuously throughout the experiment. Additionally, glass
cells have been reported to release ions in solution, and polytetrafluoroethylene (PTFE)
was selected as the cell material, with deionized water to avoid this problem [183].
Similarly, deaerated solutions with N2 have been reported to be less prompt to chemistry
changes and were used.
• Minimising other factors that could impact the oxidation current readings. The change
in room temperature depending on the time of day has been shown to affect those
readings, and the cell was submerged in a 30◦C de-ionized water bath to maintain the
temperature constant throughout the experiment [183].
Data quality verification
Before analysis, several steps were performed to ensure the validity of the collected data.
The reduction cell charging current and oxidation cell hydrogen recombination rates need to
be constant for the experiment to be valid [183]. Using galvanostatic charging ensured the
first requirement was satisfied, and the recombination rate was assessed by monitoring the
potential change on the reduction side over the time of the experiment. If confirmed to be
small, the reduction is of constant surface conditions. A large potential change would indicate
solution or surface changes on the electrode, and therefore invalidate the data [183]. The
oxidation current change with time was normalised and compared to the current predicted by
solving Fick’s second law of diffusion, equation (6.3), which governs concentration changes
time, in this case simplified to one dimension:
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Table 6.1: Summary of the experimental setup used for electrochemical permeation.
Sample dimensions 70×40×1 mm
Cell temperature 30◦C
Cell material Polytetrafluoroethylene
Reduction solution 3.5 wt% NaCl at pH 8.5 in deionized water
Reduction solution volume 1.5 L
Oxidation solution 0.1 M NaOH in deionized water
Oxidation solution volume 300 mL
Minimum solutions deaeration time 5 h
Counter electrodes (CE) Platinum
Reduction reference electrode (RER) Saturated calomel electrode, Hg | Hg2Cl2
Oxidation reference electrode (REO) Mercury-mercury oxide, Hg | HgO
Oxidation cell applied potential +650 mV with respect to open-circuit current
Reduction cell charging current density −1 mAcm−2
∂C
t
=
D∂ 2C
∂x2
(6.3)
where C is the concentration of hydrogen atoms, D is the hydrogen diffusivity in the sample,
t is time and x is the distance along the sample thickness.
The data should always have a steeper gradient than predicted by Fick’s law, showing
defects in the structure affecting the diffusion process. A shallow gradient would show that
surface reactions dominate, and the hydrogen oxidation is not transport limited [182].
Data analysis
Two methods have been advanced by Devanathan to calculate the effective diffusivity, the
breakthrough and time-lag methods [34]. Consistency between the values of diffusivity
deduced using both methods is essential to prove well implemented experiments.
1. Breakthrough method. The time between the start of the galvanostatic charging of the
reduction cell and the time when the initial rise in the oxidation current is observed is
measured and the diffusivity is obtained using:
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DE f f =
L2
15.3× tb (6.4)
where DE f f is the hydrogen effective diffusivity, L is the sample thickness, and tb is
the breakthrough time.
2. Time-lag method. The time between the start of the galvanostatic charging of the
reduction cell and that at which the oxidation current has reached 63% of the steady-
state current value, background excluded, is measured and the diffusivity is obtained
using:
DE f f =
L2
6× tlag (6.5)
where DE f f is the hydrogen effective diffusivity, L is the sample thickness, and tlag is
the time-lag time.
The change in gradient between two successive runs can indicate qualitatively the presence
of deep irreversible traps. During the first permeation experiment, both reversible and irre-
versible traps hinder the diffusion of hydrogen through the lattice. After the first experiment,
the reversible traps release the trapped hydrogen while irreversible traps retain it. During the
second experiment, only reversible traps participate in the retardation of hydrogen transport,
which is seen as a less steep permeation transient, that also occurs earlier [182].
6.2.2 Results
Effective diffusivity
Due to time constraints, one of the seven samples could not be investigated. It was chosen
to be F34-350C, since it was observed that its austenite fraction, bainite lath thickness and
blocky austenite size were close to that of F34-330C and would likely give similar per-
meation results. Table 6.2 summarises all the values of DE f f calculated from permeation
using the breakthrough and time-lag methods, and compares those values to the retained
austenite fraction (Vγ ) presented in Fig. 5.3 for each sample. For all samples, the consistency
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between DE f f calculated using the time-lag and breakthrough methods indicate that the
permeation experiments were performed well. For F34-305C, the only sample with Vγ below
the percolation limit of 0.1, the diffusivity was significantly faster than for all other samples.
Interestingly, despite the many microstructural differences between all the samples, the values
of DE f f calculated were all close, comprised between 0.9 and 1.1 m2 s−1, with the exception
of F49-305C, for which it was 0.8 m2 s−1.
All breakthrough data were then plotted against austenite fraction, in order to compare them
with the data from Fielding and Kazum, which are the only two published results of hydrogen
diffusivity in nanostructured bainitic steels containing retained austenite [76, 184]. The
reported charging current densities used were: −0.1 mAcm−2 for Fielding and −2 mAcm−2
for Kazum. Since those values are close to the ones used for this project, the resulting
values of effective diffusivity are expected to be consistent together. Fielding was the first
to ever report a decrease in DE f f with increasing austenite fraction, especially above the
austenite percolation limit. Due to the inconsistencies between the time-lag and breakthrough
values presented by Fielding, only the breakthrough diffusivity values could be trusted, since
shorter times are required to acquire such data, over which surface reactions are less likely to
occur and affect the results. All data were plotted as diffusivity versus Vγ , in Fig. 6.2. The
data collected followed the trend observed by Fielding and were also consistent with the
work presented by Kazum. Fig. 6.2 reveals that after the initial drop in diffusivity when Vγ
increases from 0 to 0.1, the values of DE f f plateau, for austenite fractions comprised between
approximately 0.1 and 0.18, before decreasing again over 0.19. Below a volume fraction of
0.1, any increase in Vγ can be conceptualised as a significant increase in the hydrogen path
tortuosity, thus observed as a decrease in DE f f . At Vγ = 0.1, the hydrogen path has to cross
at least 1 austenite barrier. It is possible that up to 0.18 Vγ , there is no significant increase in
the tortuosity of the hydrogen path with increasing Vγ , because many other paths that involve
crossing one austenite barrier become available. Above 0.18 Vγ , it may be that the hydrogen
path needs to cross more than one austenite barrier, thus decreasing DE f f further. In order to
test that hypothesis, additional permeation tests are needed to be run with samples possessing
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a bainitic structure with intercalated austenite, and with Vγ in excess of 0.2.
Because of the similar diffusivity values found, it was expected that most samples would dis-
play similar TDS curves. Only three samples were analysed further using TDS, to determine
the cementite binding energy in bainite, and to determine the hydrogen trapping ability of
the samples. Those were the two as received alloys, F34-330C and F49-290C, as well as
F34-AC, for which the microstructure was unique compared to all other heat treated samples.
Deep trapping investigation
This was investigated by performing two successive permeation experiments and observing
the differences in permeation transient slope and start time. Because this process is only
qualitative, it was only performed on a few samples, which all displayed very similar
behaviours, shown in Fig. 6.3 for F34-305C. The transient that would occur following
Fick’s second law was also plotted using the data provided in the British standard ISO
17081 [182]. Both transients are steeper than the one that fits Fick’s law, which verified the
transport-limited hydrogen oxidation and certified the quality of the data. It also confirmed
the presence of traps in the alloy, without which the sample transients would superimpose
onto the transient obtained from Fick’s second law. The first transient rose slightly later than
the second one, with a slightly steeper slope, indicating a low deep trap presence [182]. The
three selected samples were tested with TDS after room temperature hydrogen degassing in
order to quantify those deep traps, with results presented in Section 6.5.2.
Table 6.2: Summary of all effective diffusivity (DE f f ) values obtained from permeation together with
the XRD measured austenite fractions for the samples investigated. The potential changes measured
were small enough to ensure the validity of the data collected, as could be confirmed by the close
agreement of the values calculated using the time-lag and the breakthrough methods.
Alloy Austenite fraction Time-lag DE f f / m2 s−1 Breakthrough DE f f / m2 s−1 Potential change / mV
F34-305C 0.08 1.41 ×10−11 1.43 ×10−11 30
F34-330C 0.14 1.11 ×10−11 0.97 ×10−11 40
F34-AC 0.17 0.89 ×10−11 0.95 ×10−11 80
F49-260C 0.12 1.02 ×10−11 1.03 ×10−11 20
F49-290C 0.18 0.91 ×10−11 0.99 ×10−11 15
F49-305C 0.19 0.79 ×10−11 0.82 ×10−11 15
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Fig. 6.2: Comparison of all breakthrough data with the work of Fielding and Kazum [76, 184]. The
new data fit well in the trend reported for bainitic alloys, and provided evidence for the presence of a
plateauing of DE f f when Vγ was comprised between 0.1 and 0.18.
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Fig. 6.3: Experimental F34-305C successive transients compared to Fick’s law, plotted using data
provided in the British standard ISO 17081 [182]. The small but noticeable change in the transient
gradient and start time indicate a small density of strong traps. The normalised flux was obtained
by dividing the hydrogen flux by the steady-state flux and the normalised time was obtained by
multiplying the time measured from the start of the galvanostatic charging by DE f f and divided by
the thickness of the sample squared. Both are therefore unitless.
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6.3 Dislocation density characterisation
6.3.1 Introduction
The dislocation contribution to trapping in the three selected samples could be predicted from
the dislocation density, which determines the number density of hydrogen traps at the core of
dislocations [23]. Combining this information with the dislocation binding energy reported
in the literature permitted the TDS data to be fitted. Several methods have been proposed
for assessing dislocation density, including dilatometry [185], XRD [186], TEM [186] or an
empirically derived formula by Bhadeshia [93]. It is commonly accepted that XRD is the
simplest method for this analysis [93, 186], and it was performed exclusively.
With XRD, the peak broadening is used to determine dislocation density. As explained
by Cullity, there are in total three contributions to peak broadening, one from the instrument,
and two from the sample [162]:
1. The instrument contribution, which has to be first estimated using a standard sample,
presently LaB6.
2. The contribution from small crystallite size, which occurs at length below 100 nm and
are due to small diffracting lattices.
3. The contribution from internal strains, which can be uniform or not, and modify the
d-spacing of the lattice in the vicinity of the strains. Fig. 6.4 represents those effects
schematically. Dislocations cause non-uniform strains in samples and cause a peak
broadening.
6.3.2 Data Analysis
In order to subtract the instrument contribution from the peak broadening, the peak profile
had to be known. In practice the XRD peaks are neither purely Gaussian or Lorentzian, but a
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Fig. 6.4: Schematic representation of the effect of internal stresses on XRD peaks, from Cullity [162].
In the case of dislocations, non-uniform strains are present around the dislocation core, which modify
the d-spacings of neighbouring planes of atoms unevenly, and are seen as a peak broadening in the
XRD spectra.
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linear mixture of both, called pseudo-Voigt. For purely Lorentzian and Gaussian profiles,
the instrument contribution to broadening is expressed according to equations (6.6) and (6.7)
respectively [162]:
Lorentzian profile: Btotal = Binstrument +Bsample (6.6)
Gaussian profile: B2total = B
2
instrument +B
2
sample (6.7)
where Btotal is the total peak breadth, Binstrument is the instrument contribution, and Bsample is
the sample contribution.
There is no accurate formula for pseudo-Voigt profiles, but it is possible to realise that
the instrument contribution can be removed in the two extreme cases, for purely Lorentzian
and Gaussian peak profiles, and state the real case scenario would be within both cases [168].
Fig. 6.5 and Fig. 6.6 show an XRD pattern fitted assuming purely Gaussian or purely
Lorentzian peaks respectively. The peaks can be seen to be almost purely Gaussian, and the
squared stripping of the instrument contribution was performed according to equation (6.7).
The sample crystallite size and microstrain contributions to broadening had to be separated.
The Williamson-Hall plot, which displays peak breadth versus peak diffraction angle was
used for this effect, as it enabled calculation of the strain within the sample as the slope of
the graph, and crystal size as the offset [165]. In the present work, the four first ferrite peak
breadths were plotted versus the tangent of half the diffraction angle at which they occur,
which lead to a slope equivalent to four times the strain in the sample, using equation (6.8)
derived by Stokes [187]:
Bsample = 4ε× tanθ (6.8)
where Bsample is the sample broadening, ε is the microstrain and θ is half the diffraction angle.
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(a) XRD spectrum (solid line) and fit (dashed line) assuming purely Gaussian peaks
(b) Difference between the acquired and simulated spectra
Fig. 6.5: Example of XRD pattern fitted assuming purely Gaussian peaks, for F34-330C. The fit is
good and close to the fit obtained using Pseudo-Voigt peaks, presented in Fig. 5.6, indicating the
peaks were almost purely Gaussian.
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(a) XRD spectrum (solid line) and fit (dashed line) assuming purely Lorentzian peaks
(b) Difference between the acquired and simulated spectra
Fig. 6.6: Example of XRD pattern fitted assuming purely Lorentzian peaks, for F34-330C. The fit is
not good, indicating the peaks were not Lorentzian.
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The dislocation density was then deduced using equation (6.9) derived by Williamson,
for body-centred cubic phases [188]:
ρ = 14.4
ε2
√
3a
2
2 (6.9)
where ρ is dislocation density in m−2, ε is the microstrain, a is the lattice parameter, and
√
3a
2 is the Burgers vector of dislocations in body-centred cubic phases.
6.3.3 Results
First, the instrument broadening was measured using a standard LaB6 powder, with the
same apparatus setup that was also used for the dislocation density measurements. The
receiving slit was 0.1 mm and the divergence slit was variable, with a fixed illumination
length of 10 mm. A 0.012 mm Ni filter was used, and the 35 to 105 degrees range was
covered, with a dwell time of 0.5 s and a step of 0.05 degrees for samples and 0.01 degrees
for the standard LaB6 powder. The peak breadth versus diffraction angle was plotted for
the standard, and a second degree polynomial equation was fitted. This way, the instrument
contribution could be estimated at the ferrite peak positions in the samples. The XRD scans
were then performed on the three samples. The integral breadth, which represents the width
of a rectangle of same height and area as the peak investigated, was used as a measure of the
peak breadth because of the necessity to use this value with equation (6.7) [162]. Fig. 6.7
shows the Williamson-Hall graph obtained for F34-330C. All three graphs were similar, with
the second data point, which corresponds to the (200) ferrite peak always inconsistent with
the rest of the data. This is due to the presence of martensite in all three samples, which
has a longer c axis than bainitic ferrite. Consequently, the (002) martensite peak appeared
at a lower 2θ diffraction angle compared to the (200) ferrite peak. Because of the small
difference in the c axis value between martensite and ferrite, both peaks cannot be resolved,
but appeared as a broader peak than if only ferrite had been present. This second data point
was ignored when fitting the data points, and the slope of the best fit line was used to find the
microstrain. Equation (6.9) was then used to find the dislocation density, using the lattice
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parameter determined by XRD. The values of dislocation density were also compared to the
empirical equation proposed by Bhadeshia, equation (6.10) which estimates the dislocation
density of a bainitic alloy solely based on its isothermal transformation temperature [93]:
logρ = 9.2848+
6880
T
− 1780360
T 2
(6.10)
where ρ is the dislocation density in m−2 and T is the isothermal transformation temperature
in Kelvin.
All the calculated dislocation densities are summarised in Table 6.3. All values are close,
and agree reasonably well with the simple relation provided by Bhadeshia. The dislocation
densities are also consistent with those reported by Fondekar, where 0.34 wt% C alloys were
transformed to bainitic structures at 300 and 360◦C and for which the dislocation densities
obtained using XRD were 6.3 and 4.7 ×1015 m−2 respectively [189]. Since the dislocation
densities are of similar orders, it is expected that dislocation in all three samples should
contribute to hydrogen trapping in a similar fashion.
Table 6.3: Dislocation densities ρ calculated using XRD and estimated from the empirical relation
provided by Bhadeshia [93].
Alloy XRD calculated ρ / m−2 Estimated ρ using [93] / m−2
F34-330C 4.5 ± 1.5 ×1015 6.3 ×1015
F34-AC 5.0 ± 2.7 ×1015 N/A
F49-290C 5.8 ± 2.3 ×1015 7.7 ×1015
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Fig. 6.7: Williamson-Hall plot for F34-330C. The (200)α point was not aligned with all other points
because the martensite present in the sample caused a significant broadening of this peak due to its
shorter c parameter compared to bainitic ferrite. The slope was equal to four times the microstrain
present in the sample [187].
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6.4 Carbide characterisation
Carbides were first imaged and characterised using TEM. XRD was then used to quantify
the phase fraction of carbides in the samples. The very low fraction of carbide present in the
samples made it challenging to quantify, and it was only possible to do so with F49-290C, for
which a phase fraction of cementite of 0.001 ± 0.0001 was quantified. This value is smaller
than ever reported in the literature for similar alloys, using XRD.
6.4.1 TEM
The experimental details described in Chapter 3 were used in order to obtain the data
presented in this subsection. From the carbide reflection spots in the diffraction patterns,
cementite could always be identified undoubtedly. Figs. 6.8, 6.9 and 6.10 show the different
morphology that cementite was observed to possess within the different samples. At the
highest transformation temperature, in F34-330C, the cementite particles were significantly
coarser and longer than in the other two allows. In F49-290C, the cementite particles were
substantially finer and more dispersed within the ferrite laths. For the air-cooled sample,
F34-AC, the cementite morphology was within the two other cases. This is consistent with
the observation by Bush that cementite is coarser at higher transformation temperatures in
bainitic structures [190].
6.4.2 XRD
Experimental method
Determining the initial setup parameters was complicated because of the low cementite con-
tent present in the samples investigated, as well as the presence of iron oxides in the samples
and the inability to remove completely the Cu Kβ radiation. This beta radiation generated
peaks due to diffraction with the highest intensity (110) ferrite and (111) austenite peaks, at
the exact location where cementite peaks are usually present and therefore completely hide
those peaks, which renders the phase quantification more complicated [177]. After many
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(a) Bright field (b) Dark field
(c) Diffraction pattern
Fig. 6.8: TEM characterisation of cementite (θ) within the bainitic ferrite in F34-330C. The diffraction
pattern was obtained using a selected area aperture that encompassed the region of interest. The dark
field image was formed using the indexed (312) cementite reflection.
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(a) Bright field (b) Dark field
(c) Diffraction pattern
Fig. 6.9: TEM characterisation of cementite within the bainitic ferrite in F34-AC. The diffraction
pattern was obtained using a selected area aperture that encompassed the region of interest. The dark
field image was formed using the indexed (1¯1¯3) cementite reflection.
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(a) Bright field (b) Dark field
(c) Diffraction pattern
Fig. 6.10: TEM characterisation of cementite within the bainitic ferrite in F49-290C. The diffraction
pattern was obtained using a selected area aperture that encompassed the region of interest. The dark
field image was formed using the indexed (113) cementite reflection.
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attempts, the following parameters were chosen for carbide detection optimisation: 0.1 mm
receiving slit, variable divergence slit with 10 mm fixed illuminated length, 0.02 mm Ni filter,
25-70 degrees range, with a dwell time of 22.5 s and a step of 0.015 degrees. The nickel filter
was kept because many other parasitic radiations caused additional peaks to appear when
it was removed, which prevented the cementite peaks from being visible. Cementite was
only detected and therefore quantified accurately in F49-290C. For the other two samples,
the maximum cementite fraction was determined by simulating the point at which the phase
fraction of cementite would be large enough for it to become visible in the diffraction pattern.
Data analysis
In order to ensure only cementite was present, the following steps were always taken to index
all peaks present in the acquired patterns:
1. All beta peaks were identified and ignored for the analysis.
2. All oxide peaks were identified and ignored for the analysis. Both Fe2O3 and Fe3O4
were detected.
3. The last unindexed peaks were fitted with all possible iron carbide data files present
in the ICDD, ICSD and crystalmet databases. Only cementite was found to fit the
experimental data, with the best fit being using the cementite file from Shimura [177].
One peak remained unidentifiable, it fitted some SiO2 patterns, but not in a unequivocal
manner.
Results
The final XRD scan for F49-290C is presented in Fig. 6.11. Most of the scan contained peaks
from oxides and beta radiation that could not be used for cementite quantification. At angles
between 25 and 40 degrees, Fig. 6.12, the (111) cementite peak was clearly visible. By
fitting this peak, it appeared that two other cementite peaks, (020) and (112) were also just
discernible from the background. This pattern was fitted using the cementite file by Shimura
to simulate an ideal pattern from this phase [177]. The unit cell was found to be: a = 4.50 Å,
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b = 5.15 Å, c = 6.75 Å. The fit and the experimental data are both shown in Fig. 6.12. After
initially fitting and quantifying the ferrite and austenite phases, the cementite phase was also
quantified as 0.1% using Rietveld analysis [167]. The error on that phase quantification was
estimated by allowing the fraction of cementite to vary and observe the effect on a simulated
ideal pattern. Fig. 6.13 shows the slight variations in simulated pattern when changing the
volume percent of cementite by 0.01%. Despite this low number, it is still possible to see in
the pattern that above 0.11% cementite, all visible simulated peaks have too high intensities,
while below 0.09% cementite, the (111) simulated peak has a too low intensity, although the
(020) peak is still reasonably fitted.
When fitting the diffraction patterns for F34-330C and F34-AC, the visibility limit of cemen-
tite was found to be 0.01% and 0.02% respectively, signifying the cementite phase percent
must be inferior to that. It is not clear why the quantity of cementite was observed to be
much larger in the laboratory scale alloys, where they were of the order of 0.2-1.7%. One
reason could be due to the higher heterogeneity of laboratory manufactured alloys compared
to large scale produced ones. A summary of the amount of cementite contained in the three
samples is presented in Table 6.4.
Table 6.4: Cementite phase fraction characterised using XRD for the three samples.
Alloy cementite phase fraction
F34-330C < 0.0001
F34-AC < 0.0002
F49-290C 0.001 ± 0.0001
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Fig. 6.11: XRD spectrum for F49-290C displaying the presence of oxides, cementite, and β reflections
from iron.
Fig. 6.12: Dashed portion of Fig. 6.11. In this portion of the scan, the (111)θ, (020)θ and (112)θ peaks
used for quantifying the amount of cementite can be seen, along with a simulated pattern, obtained
using the cementite file from Shimura [177].
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Fig. 6.13: The same pattern was used to determine the error in the quantification. The (111) and (020)
peaks were fitted to extremes, where the fits became inaccurate. Those extremes corresponded to 0.09
and 0.11% cementite.
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6.5 Thermal Desorption Spectroscopy
Experimental setup
The experimental method described in Section 4.7.1 was used to acquire and treat the thermal
desorption spectroscopy (TDS) spectra. In the current chapter, the sample dimensions were
60 × 10 × 2 mm, with the thickness along the rolling direction, which is most representative
of the microstructure [191]. The heating rate was 50◦C h−1 for all samples except for the
tempered F49-290C sample, for which it was 100◦C h−1. Since the effective diffusivity of
the three investigated samples was comprised between 0.9 and 1.1 ×10−11 m2 s−1, the time
required to penetrate 2 mm into the samples was obtained from diffusion theory as L2/DE f f ,
that is between 101 and 123 hours [183]. Since charging occurred from both sides of the
samples simultaneously, the ingress may actually need to cover only 1 mm, which would
equate to charging times of 25 to 31 hours. In order to ensure saturation, even if one side
of the sample had oxidised, the charging time was selected as 100 hours. This charging
time appeared to be too high and sometimes led to oxidation of samples, which meant the
experiments had to be restarted.
6.5.1 Parameters used to fit experimental data
The local equilibrium computer model developed by Song was used to fit the experimental
data in order to assess the binding energy of cementite and the number density of the three
traps investigated: dislocations, cementite, and the ferrite/austenite interface. In order to
fit experimental data, several parameters are needed. All parameters were estimated from
the literature, with the exception of the trap densities, which were estimated experimentally.
A list of all those parameters, along with their physical significance and estimated value is
presented:
• Q - hydrogen lattice activation energy. It has been reported in pure iron to be of the
order of 7.5 kJ mol−1 [35, 39, 42]. This value was used.
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• D0 - hydrogen lattice diffusion pre-exponential factor. In pure iron, it has been reported
as 10−7 m2 s−1 [35, 42, 192]. The model used for fitting was developed using Oriani
theory of local equilibrium, in single phase alloys [49]. To reflect the presence of
two phases with different hydrogen diffusivity in the samples investigated, D0 was
lowered, as suggested previously by Turnbull in other duplex alloys [50]. The value of
D0 selected for fitting was 1.25×10−8 m2 s−1.
• C0 - initial sample hydrogen concentration sub-surface. The value of the solubility of
hydrogen in ferrite at room temperature, presented by San-Martin, is approximately
0.025 ppm [193]. Since C0 is dependant on experimental setup, 0.025 ppm was chosen
as the ideal maximum value. For F49-290C, this value was lowered to 0.0125 ppm to
match the experimental data behaviour.
• NL - hydrogen lattice site density. Those are the twelve tetrahedral interstitial sites per
unit cell. Song reported a value of 5.2×1029 m−1 in fully bainitic alloys [49]. Since
the samples analysed had significant austenite fractions, this number was multiplied by
the phase fraction of bainitic ferrite.
• EBD - Dislocation binding energy. As presented in Chapter 1, the value of 25 kJ mol
−1
reported by Oriani [23], and confirmed by Ramasubramaniam and Choo, as 26 and
27 kJ mol−1 respectively, was used [57, 58].
• EBC - Cementite binding energy. The model fitting was used to obtain this value.
• EBI - Ferrite/austenite interface binding energy. As presented in Chapter 1, the value
of 52 kJ mol−1 reported by Turnbull was used [50].
• NTD Dislocation trap density. It was calculated as described by Oriani [23]. One atom
of hydrogen was assumed to sit per dislocation line per atomic plane. Dividing the
dislocation density, which is a dislocation length per unit volume, by the number
of planes perpendicular to that line, in other word by the Burgers vector of the the
dislocation led to the trap density. The Burgers vector for all three samples was
b =
√
3
2 a with a = 2.87 Å, giving a value of b = 2.49 Å.
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• NTC Cementite trap density. Zhu demonstrated using atom-probe tomography that
hydrogen atoms are present within epsilon-carbides, rather than exclusively at the
interface, as displayed in Fig. 6.14 [29]. Because of the similar structures between
epsilon-carbide and cementite reported in Section 1.5.2, it was assumed that both
structures would trap hydrogen in similar fashion. In other words, the assumption
used for the calculation of NTC is that hydrogen is trapped at the cementite interstitial
sites rather than at the interface with ferrite. There are four equivalent, most stable,
octahedral interstices that hydrogen can occupy in cementite [64]. The cementite trap
density was therefore calculated as four times the carbide volume fraction in the sample
divided by the volume of the cementite cell, both presented in Section 6.4.2.
• NTI Ferrite/austenite interface trap density. The model fitting was used to obtain this
value. Since F49-290C has the smallest bainite lath size and the highest austenite
fraction, it was expected that it would have the highest value of NTI out of the three
samples. F34-330C and F34-AC both have similar bainite lath thickness but F34-330C
has a lower austenite fraction, therefore it was expected to have the smallest value of
NTI out of the three samples.
The values of those input parameters are summarised in Table 6.5.
6.5.2 Results
TDS curves obtained after hydrogen room temperature degassing
After room temperature hydrogen degassing, no hydrogen could be detected in any of the
three samples. This is typical of microstructures that do not contain deep traps. The reversibly
trapped hydrogen is allowed to escape with the diffusible hydrogen, and no hydrogen stays
trapped in the sample. This is consistent with the permeation experiments during which
only little irreversible trapping could be detected. Nevertheless, one example of degassing
experiment is presented in Fig. 6.15, for F49-290C. The total amount of hydrogen present
in the sample was calculated to be 3.0 parts per million (ppm) and it took approximately
2800 minutes, or 47 hours for all the hydrogen to escape the sample.
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Fig. 6.14: Atom-probe tomography showing hydrogen trapped within epsilon-carbide, rather than
exclusively at its interface with ferrite. The diagram was from Bhadeshia, adapted from Zhu [2, 29].
Table 6.5: Summary of all parameters used as an input for the TDS curve fitting. The dislocation and
cementite trap densities were determined experimentally and all other parameters were obtained from
the literature. The cementite binding energy and α/γ interface trap density were investigated using
the fitting procedure.
Parameter Alloy Value
Q / kJ mol−1 All 7.5
D0 / m2 s−1 All 1.25×10−8
EBD / kJ mol
−1 All 25
EBC / kJ mol
−1 All -
EBI / kJ mol
−1 All 52
C0 / ppm F34-330C 0.025
C0 / ppm F34-AC 0.025
C0 / ppm F49-290C 0.0125
NL /m−3 F34-330C 4.472×1029
NL /m−3 F34-AC 4.316×1029
NL /m−3 F49-290C 4.264×1029
NTD / m
−3 F34-330C 18×1024
NTD / m
−3 F34-AC 20×1024
NTD / m
−3 F49-290C 23×1024
NTC / m
−3 F34-330C <3×1024
NTC / m
−3 F34-AC <5×1024
NTC / m
−3 F49-290C 25×1024
NTI / m
−3 All -
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Fig. 6.15: Example of room temperature degassing for F49-290C.
TDS curves obtained directly after hydrogen charging
Fig. 6.16 displays the TDS traces collected for all three samples. The three traps contribution
cannot be resolved into separate peaks, but a trend in TDS peak position is nevertheless
noticeable between the three samples. In fact the peak position for F49-290C, which was
predicted to have the highest cementite trap density, is seen to be at a higher temperature
than the other two samples, agreeing with that prediction. The density of traps at the
ferrite/austenite interface could also be higher in this sample due to a finer bainite lath
thickness and higher overall austenite content, and be the reason for this peak shape. The
peak position for F34-330C, which was predicted to have the lowest trap density from
dislocations and cementite was observed to be the lowest of all three samples, also being
consistent with that prediction. The calculated total amount of hydrogen present in the
samples were 1.7, 1.9 and 1.9 ppm for F34-330C, F34-AC and F49-290C respectively. The
difference in the quantity of evolved hydrogen between the two F49-290C samples (3 and
1.9 ppm respectively) are due to the experimental charging step, which was not always
reproducible due to occasional sample oxidation.
Determination of the cementite binding energy
It was not possible to fit the three TDS curves while conserving the predicted cementite trap
182 Hydrogen behaviour in large-scale novel alloys
density. The cementite trap density predicted for F49-290C was used as a starting point for
fitting, because cementite was characterised with little error by XRD for that sample only.
The cementite binding energy and interface trap density were obtained by optimising the
quality of the fit between the data and the model. Keeping the same cementite binding energy,
the experimental data for F34-330C and F34-AC were then fitted. In the fit optimisation step,
it became apparent that a higher cementite binding energy than initially attempted led to better
fits. This refinement process was repeated several times until a good agreement between the
experimental data and the simulations was obtained for all three samples. The final values of
the cementite binding energy and of the dislocation, cementite and interface trap densities are
presented in Table 6.6, and the three fitted TDS curves are shown in Fig. 6.17. As predicted,
both the cementite and the interface trap density were highest for F49-290C and lowest for
F34-330C. The cementite trap density was significantly different from that predicted for
F34-330C and F34-AC. Because of the extremely low fraction of cementite and the limited
penetration of X-rays in steel, it is possible that sampling error led to the inconsistencies
between the predicted and modelled cementite trap densities. The cementite binding energy
was found to be 37.5 kJ mol−1. This value is consistent with the work of Robertson, which
was described as the most experimentally rigorous cementite binding energy assessment in
Section 1.3.4, in which it was found to be 36 kJ mol−1 [37]. It is also close to the cementite
octahedral site trapping energy calculated from first principles by Kawakami, who proposed
a value of 41 kJ mol−1 [64].
Table 6.6: List of parameters that produced a good match between the experimental data and the
simulated fits.
Parameter F34-330C F34-AC F49-290C
EBC – Cementite binding energy / kJ mol
−1 37.5 37.5 37.5
NTD – Dislocation trap density / m
−3 18×1024 20×1024 23×1024
NTC – Cementite trap density / m
−3 18×1024 19×1024 26.5×1024
NTI – α/γ interface trap density / m−3 0.6×1024 0.9×1024 1.4×1024
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Fig. 6.16: TDS curves obtained directly after charging the all three samples.
Investigation of austenite decomposition effect on hydrogen trapping
A F49-290C sample was tempered at 500◦C for 30 minutes to decompose the austenite into
a mixture of ferrite and carbides, after it was confirmed using MTDATA that, at equilibrium,
there should be 1% austenite in that sample at 400◦C and 0% at 500◦C. As explained by
Bhadeshia, the dislocation density should remained unchanged while transforming at 500◦C
in times shorter than 1 hour [93]. Indeed, during bainitic transformation, recovery is seen to
occur simultaneously as the reaction proceeds, and further recovery usually occurs at higher
temperatures or when samples are tempered for longer times.
The dislocation density and carbide quantification characterisation steps previously described
were repeated in order to find the new dislocation and cementite trap densities. As predicted,
the dislocation density had not changed, although the Williamson-Hall plot revealed another
feature, visible in Fig. 6.18. Unlike it was the case in untempered samples, the (200) peak
breadth was this time consistent with other peaks, indicating that the martensite present in
the sample had transformed to ferrite during the tempering step. The cementite fraction
was calculated to have increased from 0.001 to 0.0035±0.0020, and the austenite fraction
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Fig. 6.17: Comparison between the experimental TDS data (circles) and simulations (lines) obtained
using the computer model developed by Song [49].
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was observed to have decreased from 0.18 to 0.09. Since the film retained austenite is more
enriched in carbon than bulky austenite due to the surrounding ferrite rejecting into it its
own excess carbon, this austenite is less thermally stable than its bulky counterpart, in other
words, the driving force for decomposition into ferrite and cementite is larger [93, 116, 194].
If half the austenite has decomposed it is possible that most of the austenite that contributed
to the interfacial trap has decomposed and only bulky austenite is left in the structure.
The fitted data are displayed in Fig. 6.19, and the fitting parameters are compared to those
of F49-290C in Table 6.7. The fitting parameters for both samples were surprisingly close,
the only difference being a slight increase in the cementite trap density, from 26.5×1024 to
28.5×1024 m−3. Those results suggest a substantially smaller increase in cementite fraction
than expected. The XRD sampling error was again suggested as a potential reason for the
inconsistencies between predicted and fitted values of cementite trap density. The austenite
trap density did not change between both samples. It is possible that the tempering time was
too short to cause a significant change in the microstructure. The total evolved hydrogen
from this sample was 2.0 ppm, which is only a slight increase from the 1.9 ppm observed in
the untempered F49-290C sample.
Table 6.7: Comparison of the fitting parameters used for F49-290C before and after tempering.
Parameter F49-290C F49-290C tempered
EBC – Cementite binding energy / kJ mol
−1 37.5 37.5
NTD – Dislocation trap density / m
−3 23×1024 23×1024
NTC – Cementite trap density / m
−3 26.5×1024 28.5×1024
NTI – α/γ interface trap density / m−3 1.4×1024 1.4×1024
C0 – Initial hydrogen concentration sub-surface / ppm 0.0125 0.0125
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Fig. 6.18: Williamson-Hall plot for the tempered F49-290C sample, displaying the (200)α point
aligned with other points, indicating the removal of martensite from the microstructure.
Fig. 6.19: Comparison between the experimental TDS curve (circles) and the fit (line) obtained for
the tempered F49-290C sample.
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6.6 Conclusions
It has been shown that the six samples investigated displayed similar behaviour of hydrogen
diffusion through their lattice. The effective diffusivities calculated using electrochemical
permeation were all comprised in the range of 0.8-1.4 ×10−11 m2 s−1. It was shown that
the values of effective diffusivity plateau between austenite fractions of 0.1 to 0.18. Little
irreversible trapping was observed when performing successive permeation transients. This
lack of deep traps was confirmed in TDS when almost no hydrogen could be detected after
room temperature degassing of the samples over two days. Both results suggest cementite
was not a strong trap. The binding energy of cementite was found to be 37.5 kJ mol−1
in bainitic ferrite, by fitting several TDS spectra. Tempering of bainite for 30 minutes at
500◦C was shown to remove the martensite from the sample, but had little impact on the
overall microstructure and on the hydrogen behaviour of the sample. XRD has been used to
quantify the lowest levels of cementite ever reported in steels, of a value of 0.1 ± 0.01 %
cementite, for F49-290C. The dislocation density was characterised in all samples using
Williamson-Hall plots, the maximum cementite fraction was also suggested for all samples
and the trap densities from both traps was predicted.

Chapter 7
Mechanical properties of novel alloys
7.1 Introduction
The work presented in this chapter reports the mechanical properties of the designed alloys in
relation to their microstructures. Both alloys had to achieve a yield strength above 860 MPa,
an elongation to failure of at least 15% and a Charpy fracture energy in excess of 25 J at
room temperature. Tensile and Charpy tests were performed to confirm that both alloys
met those requirements. Additionally, the stability of austenite and its role towards ductility
were explored by cryogenic cooling and by performing tensile tests at constant temperature,
ranging from 20 to 300◦C. Finally, the susceptibility of F34-330C to sulphide stress cracking,
the most common form of hydrogen embrittlement in sour environments, was investigated
using an in-situ four-point bend test.
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7.2 Tensile tests
7.2.1 Experimental method
The tensile tests were run in accordance to the E8/E8M standard [195]. In tensile tests, sam-
ples are fixed on a machine that pulls both ends at a constant rate until the sample fractures.
The initial response of the material is elastic, it transitions into plastic deformation past the
yield point, and deforms until fracture. Flat specimens were initially tested, but produced very
unreproducible results, indicating that the alloys were sensitive to the presence of surface
notches. The dimensions of the samples used are displayed in Fig. 7.1. Those dimensions
were chosen because they were the largest possible machinable cylindrical samples that could
be obtained from the rolled plates of both alloys F34 and F49, thus representative of the effect
of the microstructural heterogeneity of the alloys on the outcome of the tensile tests. The
samples were tested in a machine with threaded grips, and the elongation was measured with
extensometers. The six different isothermally transformed microstructures were tested in
three orientations: at 0, 45 and 90◦ relative to the rolling direction. This way it was possible to
detect any anisotropy in the tensile strength. Each test condition was performed in duplicate,
with two different cross-head speeds of 0.01 and 0.001 mms−1. The tests were all run at room
temperature. Additionally one sample of F34-AC was tested at room temperature, the other
samples of F34-AC were used for higher temperature tests in order to assess austenite stability.
Fig. 7.1: Tensile test specimen dimensions described in the E8/E8M standard [195]. The samples
used were cylindrical, with the gauge length being five times longer than the diameter.
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7.2.2 Results
Fig. 7.2 displays an example of a tensile curve obtained, for F34-305C. The 0.2% yield
strength (0.2% YS) was obtained by drawing a line parallel to the initial stress-strain curve
response, corresponding to the elastic deformation of the sample, from the point with coordi-
nates ( 0.2 , 0 ). The yield strength was measured at the point of intersection between this line
and the stress-strain curve. The ultimate tensile strength (UTS) corresponds to the maximum
strength value of the stress-strain curve. The elongation was obtained by drawing a line
parallel to the initial stress-strain curve response, from the point of fracture. The elongation
was measured at the point of intersection between this line and the x-axis. Table 7.1 shows
all the tensile test results for F34 and F49. The strain rate or orientation of samples did not
cause a significant change in the properties of the samples, indicating that the properties are
isotropic. All F34 samples achieved the strength and elongation to failure goals, and only
F49-260C did not for F49. For this sample, the elongation to failure was not satisfactory, but
it had the highest ultimate tensile strength compared to all samples, and its yield strength
greatly exceeded the set requirement.
Fig. 7.2: Stress-strain curve for F34-305C, tested along the rolling direction, at 0.01 mms−1. The
locations where the values of the 0.2% yield strength (0.2% YS), ultimate tensile strength (UTS) and
elongation can be measured are indicated.
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Table 7.1: Tensile test results for F34 and F49 presented with the bainite thickness and austenite
fraction (Vγ ). There was little dependence of mechanical properties on orientation or strain rate. The
ultimate tensile strength is abbreviated to UTS and the yield stress to YS.
Alloy Orientation / ◦ Crosshead rate / mms−1 YS / MPa UTS / MPa Elongation / % Bainite thickness / nm Vγ
Requirements - - 860 1230 15 - -
F34-305C 0 0.01 951 1224 17 153 ± 25 0.08 ± 0.01
F34-305C 0 0.001 846 1232 18 153 ± 25 0.08 ± 0.01
F34-305C 45 0.01 952 1225 17 153 ± 25 0.08 ± 0.01
F34-305C 45 0.001 983 1234 18 153 ± 25 0.08 ± 0.01
F34-305C 90 0.01 969 1241 18 153 ± 25 0.08 ± 0.01
F34-305C 90 0.001 902 1233 17 153 ± 25 0.08 ± 0.01
F34-330C 0 0.01 949 1281 19 166 ± 29 0.14 ± 0.01
F34-330C 0 0.001 822 1268 19 166 ± 29 0.14 ± 0.01
F34-330C 45 0.01 949 1279 20 166 ± 29 0.14 ± 0.01
F34-330C 45 0.001 887 1279 20 166 ± 29 0.14 ± 0.01
F34-330C 90 0.01 986 1314 18 166 ± 29 0.14 ± 0.01
F34-330C 90 0.001 928 1309 17 166 ± 29 0.14 ± 0.01
F34-350C 0 0.01 857 1367 18 164 ± 22 0.12 ± 0.01
F34-350C 0 0.001 868 1358 18 164 ± 22 0.12 ± 0.01
F34-350C 45 0.01 870 1327 17 164 ± 22 0.12 ± 0.01
F34-350C 45 0.001 820 1335 18 164 ± 22 0.12 ± 0.01
F34-350C 90 0.01 879 1363 18 164 ± 22 0.12 ± 0.01
F34-350C 90 0.001 878 1394 18 164 ± 22 0.12 ± 0.01
F34-AC 0 0.01 920 1412 24 175 ± 27 0.17 ± 0.01
F49-260C 0 0.01 1344 1762 12 81 ± 15 0.12 ± 0.01
F49-260C 0 0.001 1211 1739 12 81 ± 15 0.12 ± 0.01
F49-260C 45 0.01 1229 1706 13 81 ± 15 0.12 ± 0.01
F49-260C 45 0.001 1270 1704 11 81 ± 15 0.12 ± 0.01
F49-260C 90 0.01 1308 1742 13 81 ± 15 0.12 ± 0.01
F49-260C 90 0.001 1403 1731 13 81 ± 15 0.12 ± 0.01
F49-290C 0 0.01 1006 1427 20 113 ± 23 0.18 ± 0.01
F49-290C 0 0.001 1045 1441 21 113 ± 23 0.18 ± 0.01
F49-290C 45 0.01 1058 1468 18 113 ± 23 0.18 ± 0.01
F49-290C 45 0.001 988 1448 21 113 ± 23 0.18 ± 0.01
F49-290C 90 0.01 999 1424 22 113 ± 23 0.18 ± 0.01
F49-290C 90 0.001 928 1413 29 113 ± 23 0.18 ± 0.01
F49-305C 0 0.01 1149 1561 15 130 ± 22 0.19 ± 0.01
F49-305C 0 0.001 1005 1579 14 130 ± 22 0.19 ± 0.01
F49-305C 45 0.01 1101 1530 15 130 ± 22 0.19 ± 0.01
F49-305C 45 0.001 1220 1530 15 130 ± 22 0.19 ± 0.01
F49-305C 90 0.01 1258 1565 16 130 ± 22 0.19 ± 0.01
F49-305C 90 0.001 1168 1574 15 130 ± 22 0.19 ± 0.01
7.2 Tensile tests 193
Strength
Fig. 7.3 shows the elongation versus ultimate tensile strength relationship for both alloys.
While F34 data are seen as a cluster, F49 data display a more typical behaviour for tensile
tests results, with elongation decreasing with increasing tensile strength [51]. In steels,
strength arises from features in the microstructure that hinder the flow of dislocations, such
as interstitials or grain boundaries [51]. The average bainite lath thickness was presented
alongside the tensile results in Table 7.1 to show the general trend that strength increases
with decreasing bainite lath thickness, hence with impeded dislocation motion. In the case of
bainite, the lath size is fine and the strength has been reported to be proportional to the inverse
of the bainite lath thickness [93]. Fig. 7.4 confirmed this trend graphically. For F34, the
values of strength had a large spread, possibly due to the impact of martensite from austenite
decomposition in isothermally transformed samples. The martensite present in F34-AC also
contributed to strength in that sample and is not accounted for in Fig. 7.4.
Ductility
In two-phase steels, it usually is the case that the ferritic phase provides strength while the
austenitic one provides ductility [51]. Sandvik suggested that the elongation achieved in
tensile tests is a function of the austenite fraction in the alloys [196]. That relation was plotted
in Fig. 7.5, and the general trend was confirmed for the different microstructures of each alloy.
In fact, F34-305C, which has a fraction of austenite of 0.08, has a higher elongation to failure
than all the F49-260C and F49-305C samples, which have higher austenite fractions. Fig. 7.5
also shows that despite the presence of untempered martensite in F34-AC, this sample has a
higher elongation to failure than most other F34 samples. This demonstrates the efficacy of
using a bainitic structure with retained austenite to achieve both the required strength and
ductility. In F49, the total elongation is significantly lower after transformation at 305◦C
compared to 290◦C, although the austenite fraction is higher in F49-305C. The likely cause
of this effect is the presence of large regions of blocky austenite, as shown in Fig. 5.11 (c).
After transformation to martensite in the initial stages of the tensile test, through the TRIP
effect, large areas of brittle martensite would be present [51]. They could become propitious
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Fig. 7.3: Elongation to failure plotted against UTS for all samples. F34 samples displayed similar
properties, irrespective of heat treatment, while F49 samples exhibited a wider range of properties.
Fig. 7.4: UTS plotted against the inverse of the bainite lath thickness for all samples. The general
trend that strength increases with decreasing lath thickness was observed.
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areas for crack nucleation and growth, and lead to a lower total elongation. This interpretation
also agrees with the observed higher strength of F49-305C compared to F49-290C, although
the respective bainite thicknesses of 130 and 113 nm would suggest the opposite.
Comparison to published data
The elongation versus ultimate tensile strength data have also been plotted alongside the data
for many commercial steels, in Fig. 7.6. The published data were provided by Bhadeshia [51].
The novel alloys appear to have the highest combination of strength and elongation, omit-
ting nanostructured steels, which have high carbon contents, of approximately 1 wt% C,
and would not meet the target fracture toughness set for this project. For isothermally
transformed samples, the strength versus transformation temperature was also plotted in
comparison with data from the literature, in Fig. 7.7. Again, the new alloys fit previous
data behaviour well. Finally, the new data were plotted as ultimate tensile strength versus
transformation time and transformation temperature versus transformation time. In both
cases, the transformation time used is the time determined from dilatometry for the bainitic
reaction to cease. In both graphs, Bhadeshia identified regions of existence using a neural
network, and it was confirmed, in Fig. 7.8 that the new data fit the predicted values accurately.
Fig. 7.5: Elongation to failure plotted against Vγ for all samples. Both F34 and F49 alloys individually
showed an increase in elongation with increasing Vγ , except for F49-305C.
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Fig. 7.6: Plot of elongation to failure versus UTS for both novel alloys and compared to common
commercial steels. The data were provided by Bhadeshia [51].
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Fig. 7.7: UTS plotted against transformation temperature for the novel alloys and compared to the data
used for the alloy design, presented in Fig. 2.2. The published data were collected from [93, 120, 123–
125].
(a) (b)
Fig. 7.8: Neural network predicted region of existence of data for (a) UTS versus transformation time
and (b) transformation temperature versus transformation time, formulated by Bhadeshia [51]. The
transformation times were presented in Table 5.2. The current data fit the predicted range precisely,
with only two data points sitting outside it.
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7.3 Charpy impact tests
7.3.1 Experimental method
The Charpy impact tests were run in accordance to the European Standard - EN 10 045-
1 [197]. In Charpy tests, a sample is notched and placed on the route of a heavy swinging
pendulum, with the pendulum hitting the un-notched side of the specimen, in the alignment
of the notch. When the pendulum hits the sample, the sample fractures and absorbs some
of the energy of the pendulum. This is recorded as the fracture toughness, or Charpy en-
ergy of the specimen. The sample dimensions were as defined by the standard, and shown
schematically in Fig. 7.9, reproduced from Hulme-Smith [116]. All tests were performed at
room temperature except one, for each of F34-330C and F49-290C, which was performed at
-40◦C. This was to observe any difference in behaviour at low temperatures. Since the typical
applications for the present alloys does not include low temperature operation, the ductile to
brittle transition temperature was not investigated thoroughly. The samples were cut from
the parent plates in three orientations: at 0, 45 and 90◦ from the rolling direction, to assess
the isotropy of the fracture toughness. Each test condition was performed once.
Fig. 7.9: Charpy impact test specimen dimensions, as defined by the European Standard - EN 10 045-
1 [197]. The schematic was reproduced from Hulme-Smith [116].
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7.3.2 Numerical results
Table 7.2 displays all the results of the Charpy impact tests, as well as the values of ultimate
tensile strength, tested at 0.01 mms−1. The bainite thickness and austenite fraction are
also included for reference. Excluding F34-350C, the fracture toughness of F34 samples
are significantly higher than those of F49. The difference in carbon content is the main
explanation for this difference, as described by Irvine in upper and lower bainite [198]. Higher
carbon alloys tend to suffer from the presence of carbides that have high strengths and are
brittle, and can cause crack initiation, hence decreasing the observed fracture toughness [93].
This negative effect is mitigated by having the carbides present within the bainitic ferrite
laths, as shown in Fig. 6.6, 6.7 and 6.8, where the crack propagation is limited [84]. In the
current study, the lower Charpy energy of F49-290C can be linked to the cementite fraction
being at least one order of magnitude larger than in F34-330C, as characterised in Chapter 6,
thus having many more locations for crack initiation. It is not clear why F34-350C displays
poor fracture toughness, and the result could not be explained from the microstructural
characterisation. The fracture toughness appeared to be isotropic for all samples. Brozzo
claims that the toughness in bainitic alloys with carbon weight percent below 0.5 is controlled
by the bainite lath size [199], but this is not consistent with the data presented here, as
illustrated in Fig. 7.10. The Charpy energy versus ultimate tensile strength was plotted in
Fig. 7.11 and reveals the F34-305C and F34-330C have the best combination of properties.
The values of Charpy energy for F34-330C and F49-290C at -40◦C were similar to those
at room temperature, indicating that the ductile to brittle transition temperature was below
-40◦C.
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Table 7.2: Charpy test results for F34 and F49 presented with the bainite thickness and austenite
fraction (Vγ ). The value of ultimate tensile strength (UTS) for the crosshead rate of 0.01 mms−1 is
indicated for reference.
Alloy Orientation / ◦ Charpy energy / J UTS / MPa Bainite thickness / nm Vγ
Requirements - 25 1230 - -
F34-305C 0 58 1224 153 ± 25 0.08 ± 0.01
F34-305C 45 61 1225 153 ± 25 0.08 ± 0.01
F34-305C 90 71 1241 153 ± 25 0.08 ± 0.01
F34-330C 0 65 1281 166 ± 29 0.14 ± 0.01
F34-330C 45 62 1279 166 ± 29 0.14 ± 0.01
F34-330C 90 66 1314 166 ± 29 0.14 ± 0.01
F34-330C at -40◦C 0 61 - 166 ± 29 0.14 ± 0.01
F34-350C 0 34 1367 164 ± 22 0.12 ± 0.01
F34-350C 45 28 1327 164 ± 22 0.12 ± 0.01
F34-350C 90 34 1363 164 ± 22 0.12 ± 0.01
F34-AC 0 41 1412 175 ± 27 0.17 ± 0.01
F34-AC 45 41 - 175 ± 27 0.17 ± 0.01
F34-AC 90 33 - 175 ± 27 0.17 ± 0.01
F49-260C 0 31 1762 81 ± 15 0.12 ± 0.01
F49-260C 45 27 1706 81 ± 15 0.12 ± 0.01
F49-260C 90 27 1742 81 ± 15 0.12 ± 0.01
F49-290C 0 45 1427 113 ± 23 0.18 ± 0.01
F49-290C 45 29 1468 113 ± 23 0.18 ± 0.01
F49-290C 90 41 1424 113 ± 23 0.18 ± 0.01
F49-290C at -40◦C 0 31 - 113 ± 23 0.18 ± 0.01
F49-305C 0 33 1561 130 ± 22 0.19 ± 0.01
F49-305C 45 27 1530 130 ± 22 0.19 ± 0.01
F49-305C 90 28 1565 130 ± 22 0.19 ± 0.01
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Fig. 7.10: Charpy energy plotted against the bainite lath thickness. No correlation was apparent.
Fig. 7.11: Charpy energy plotted against UTS. F34-305C and F34-330C appeared to have the best
combination of properties.
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7.3.3 Fracture analysis
Fracture surfaces
The fracture surface analysis was performed using scanning electron microscopy with
secondary electron imaging. It did not reveal any significant differences between the various
samples. A comparison between the fracture surfaces of F34-330 and F49-290C is presented
in Fig. 7.12. The central regions of the Charpy samples displayed characteristics of both
brittle and ductile fracture modes, while the edges were fully ductile. The dimple size in the
fully ductile regions appear smaller in F49-290C compared to F34-330C. Both regions, as
well as the transition region, were imaged at the same resolution for F34-330C, and presented
in Fig. 7.13. All three regions contain small dimples but the mixed region displays large
regions without dimples. Those dimples form characteristically at non-metallic inclusions
like sulphides or silicates or at carbides [51], although those inclusions are not visible in
Fig. 7.13. In the central region, void coalescence could have played a significant role in
fracture, indicated by the presence of large regions without dimples. The transition region
between fully ductile fracture and mixed fracture displayed dimples as well as large smooth
fracture surfaces.
Sub-surface secondary cracks
Fractured Charpy specimens were cut in half, perpendicular to the v-notch, as illustrated
in Fig. 7.14, and etched in 2% nital in order to reveal the microstructure. The sub-surface
crack path was imaged using backscattered electrons, which show a difference in contrast
between the austenite and the ferrite phase. The sub-surface crack path can be seen not to
follow prior austenite grain boundaries in Fig. 7.15. In (b) and (c) particularly, the crack path
appears tortuous. In (a) and (d), the crack path is linear with sharp angles, and still appears to
cut through prior austenite grains. The transgranular nature of the secondary cracks as well
as the tortuous paths indicate the crack paths are complex and result in alloys that are not
brittle. Fig. 7.16 illustrates examples of sub-cracks in F34-AC. In (a), the crack path can be
seen to be going through the martensite phase specifically, indicating that this brittle phase
contributes to crack nucleation or growth. (b) shows that large cracks do not necessarily go
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(a) F34-330C - fully ductile region (b) F49-290C - fully ductile region
(c) F34-330C - mixed region (d) F49-290C - mixed region
(e) F34-330C - mixed region (f) F49-290C - mixed region
Fig. 7.12: Micrographs showing the fracture surfaces of F34-330C and F49-290C. The dimple size in
the fully ductile regions appeared smaller in F49-290C compared to F34-330C. In other regions, both
alloy fractures appeared similar.
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(a) Mixed region (b) Fully ductile region
(c) Transition region
Fig. 7.13: Micrographs exposing the differences in fracture surfaces at identical magnification in
F34-330C.
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through the martensitic phase, thus reinforcing the numerical results that the presence of
martensite is not significantly detrimental to the fracture toughness of F34-AC. At higher
magnifications, it was possible to observe the crack path ramification to be almost exclusively
in the ferritic phase, as displayed in Fig. 7.17. This suggests that cracks are initiated in that
phase and grow through it before progressing to and through the austenitic phase.
Fig. 7.14: Schematic representation of the area of interest for imaging secondary cracks.
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(a) F34-330C (b) F49-290C
(c) F49-290C (d) F49-290C
Fig. 7.15: Micrographs showing that the secondary cracks did not seem to follow prior austenite grain
boundaries in either F34-330C or F49-290C.
(a) F34-AC (b) F34-AC
Fig. 7.16: Micrographs showing that the secondary cracks could grow in the martensite regions of
F34-AC but were also present in bainitic regions close to martensite.
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(a) F49-290 (b) F49-290
(c) F49-290
Fig. 7.17: Micrographs showing that the secondary cracks were preferentially growing in ferrite
compared to austenite in F49-290C.
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7.4 Austenite stability
The austenite phase was demonstrated to provide toughness and ductility in bainitic alloys, it
is therefore essential to have a stable austenite phase that does not transform to martensite
due to small external stimuli [93]. Conversely, the austenite should not be stable to the
extent that the transformation-induced plasticity (TRIP) effect does not occur. At this point,
the austenite would not either fulfil its designed role. The austenite stability was therefore
assessed over a wide temperature range and under stress.
7.4.1 Low temperature austenite stability
The austenite stability at cryogenic temperatures was investigated. F34-330C, F34-AC and
F49-290C samples were submerged in liquid nitrogen, of temperature -196◦C, for 168 hours
(one week), and their austenite fractions were compared before and after this heat treatment.
The fraction of austenite was measured as reported in Chapter 5, using XRD. The austenite
fractions measured are presented in Table 7.3. Little difference in the austenite content
before and after submersion in liquid nitrogen was observed, indicating a good stability at
low temperatures. This compared positively to high carbon martensitic alloys with retained
austenite. Two examples in the literature reported microstructures obtained by air-cooling
that contained 0.17 and 0.25 retained austenite for which the austenite decomposed fully to
martensite after leaving samples in liquid nitrogen for 36 hours [200, 201].
Table 7.3: Austenite fractions measured using XRD, before and after submerging samples in liquid
nitrogen for 168 hours. The small differences indicated a stable austenitic phase in all samples.
Alloy Prior austenite fraction Final austenite fraction
F34-330C 0.14 ± 0.01 0.13± 0.01
F34-AC 0.17 ± 0.01 0.16± 0.01
F49-290C 0.18 ± 0.01 0.18 ± 0.01
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7.4.2 High temperature austenite stability under stress
The austenite stability was investigated by performing four tensile tests at temperatures
20, 100, 200 and 300◦C for F34-AC. The sample dimensions were as described in Sec-
tion 7.2.1. and the only difference in test machine is the presence of a 3 zone split furnace
that samples were placed in. The fraction austenite remaining after the tensile tests was
measured using XRD below the fracture surface, as close to it as possible, schematically
illustrated in Fig. 7.18. The four stress-strain curves obtained are compared in Fig. 7.19
and all the numerical results are presented in Table 7.4. The ultimate tensile strength values
were similar but there were significant differences in the elongation to failure values. The
two lower temperature tests, 20 and 100◦C, displayed lower plasticity than the other two
tests. The fracture surfaces of the four broken samples are displayed in Fig. 7.20. The
fracture surfaces confirm the similarity in fracture behaviour for the tests performed at 20
and 100◦C. They both display ductile areas around the edges of the specimen, that appear
as small dimples at high magnification, and a central region that has components of ductile
and brittle fracture. The 200◦C sample displayed only ductile regions, although appeared
irregular macroscopically. The 300◦C sample was also fully ductile, and had the typical cup
and cone fracture mode [202]. A significant reduction in sample diameter was also visible
for that sample compared to all others.
Fig. 7.18: Schematic location of the area exposed to XRD for measuring the austenite content after
tensile testing. Broken tensile specimens were cut as close to the fracture surface as possible. The
schematic was adapted from [203].
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Fig. 7.19: Stress-strain curves for F34-AC. The tensile tests were performed at constant temperatures
of 20, 100, 200 and 300◦C.
Table 7.4: Comparison of the mechanical properties and austenite fraction below the fracture surface
of F34-AC samples in tensile tests performed at varying temperatures.
Test temperature / ◦C UTS / MPa Elongation / % Prior austenite fraction Final austenite fraction
20 1412 24 0.17 ± 0.01 0.09 ± 0.01
100 1397 22 0.17 ± 0.01 0.09 ± 0.01
200 1446 31 0.17 ± 0.01 0.01 ± 0.01
300 1420 28 0.17 ± 0.01 0.00 ± 0.01
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(a) 20◦C (b) 100◦C
(c) 200◦C (d) 300◦C
Fig. 7.20: Fracture surfaces of the four broken F34-AC tensile specimens. The two lower temperature
specimens exhibited a mixture of ductile and brittle fractures while the two higher temperature ones
had fully ductile fractures.
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Significance of austenite percolation
The data presented in Table 7.4 confirmed the theory hypothesised by Bhadeshia that the
fraction retained austenite should be superior to 0.10 in order for it to percolate the mi-
crostructure, and therefore for the austenite properties to be effective microscopically [204].
Fig. 7.21 illustrates those results graphically. The fracture in specimens tested at 20 and
100◦C occurred when the austenite fraction descended below 0.10, indicating that the austen-
ite could not provide ductility after losing percolation. This behaviour was not observed at
higher temperatures. A possible explanation for that difference is the ability of the ferrite
phase to soften due to facilitated, thermally activated, dislocation motion. This way, cracks
did not initiate in the ferritic phase as they would at lower temperatures, and the austenite
could fulfil its role even below the percolation threshold, and result in specimens that broke
after their austenite fractions had reached 0.01 or 0. Consequently, those specimens reached
larger elongations to failure.
Comparison to transformation-induced plasticity (TRIP) steels
No example of such analysis in bainite containing retained austenite has been reported in
the literature. Chatterjee presented similar analyses done for a δ -TRIP steel, which also
contains a mixture of a ferritic phase (δ -ferrite) and retained austenite [123]. For that steel,
the stability of austenite was seen to increase dramatically between 20 and 100◦C, resulting
in a significant loss of ductility, as depicted in Fig. 7.22. The austenite was so stable, the
final and initial austenite volume fractions were identical, and the austenitic phase could not
provide ductility in the alloy. The novel alloys did not display that diminution in ductility and
lack of austenite transformation at higher transformation temperatures, indicating a potential
advantage of bainitic alloys for operating at high temperatures.
Sherif used TRIP steel data to create a model predicting the stability of austenite under
plastic deformation, at any temperatures [205]. Those steels have typical compositions of
0.15 wt% C, 1.5 wt% Si and 1.5 wt% Mn, and usually contain about 70% allotriomorphic
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Fig. 7.21: Austenite fraction (circles) of F34-AC samples after fracture plotted against test temperature.
At lower temperatures, the final austenite fraction was just beneath the austenite percolation limit,
while at higher temperatures, it was close to 0. The elongation to failure (squares) is shown for
reference.
Fig. 7.22: Austenite fraction (circles) of a δ -TRIP steel after fracture, plotted against test temperature,
from [123]. In this δ -TRIP steel, there was a significantly higher austenite stability at 100◦C, which
was detrimental to the ductility of the alloy. The elongation to failure (squares) is shown for reference.
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ferrite, 20% bainite and 10% retained austenite. The relation between initial and final
austenite contents was obtained from rearranging Equation (3) presented by Sherif [205]:
Vγ = exp(lnV 0γ −0.00446∆Gα
′γε) (7.1)
where Vγ is the final austenite fraction, V 0γ is the initial austenite fraction, ∆Gα
′γ is the free
energy change between the austenite and the martensite phase in Jmol−1, and ε is the strain.
The factor 0.00446 was found by Sherif empirically.
In the current study, the free energy change from austenite to martensite was calculated
using the MTDATA software [136], with the NPL-plus database, to reproduce consistently
all steps performed by Sherif. The austenite carbon composition was calculated from X-ray
diffraction and presented in Table 5.3 and the alloying elements composition was measured
using energy-dispersive X-ray spectroscopy, presented in Table 5.5, using point 4, which
was most representative of the austenite region. The composition used for the simulation
was: Fe-1.20C-2.08Si-0.35Mn-2.36Cr-3.78Ni-1.87Mo in wt%. The predicted final austenite
fraction was plotted against strain in Fig. 7.23. By locating the total elongation achieved in the
tensile tests on the x-axis, the model should indicate the final austenite fraction. The model
only predicted accurately the final austenite fraction for the test run at 200◦C, while all other
results were significantly off their predicted values. The difference in chemical compositions
between TRIP steels and the current alloys is not expected to cause inconsistencies between
the predictions and the results presented in this subsection because the free energy difference
term in Eq. (7.1) takes into account the chemical composition of the alloys for predicting
the austenite stability. It is possible that the model can not describe accurately the austenite
stability in bainitic microstructures. It is believed that the model failed to predict accurately
the austenite fraction because the TRIP steels investigated by Sherif commonly had austenite
fractions below or close to the percolation limit [206, 207], which could cause them to behave
differently to the current alloys that have austenite fractions above it. For the current alloys,
at 20 and 100◦C, reaching the austenite percolation limit was significant for the overall test
performance.
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Fig. 7.23: Predicted austenite fraction depending on tensile strain, at varying temperatures for
F34-AC, using the model developed by Sherif, and the MTDATA software with the NPL-plus
database [136, 205]. The prediction at 200◦C fitted the experimental datum. All other predictions
were significantly off the experimental results.
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7.5 In-situ four-point bend test
After having proved the novel alloys had matched the mechanical requirements imposed, their
susceptibility to sulphide stress cracking, the main form of hydrogen embrittlement in sour
environments, was assessed using a four-point bend test. Only F34-330C was tested because
of its better suitability for industrial use compared to other alloys developed in this project; it
achieved a great combination of toughness, ductility and strength, while having consistent
properties for many different heat treatments. It also showed a reasonable hydrogen trapping
ability. Four-point bend tests are used to validate or invalidate alloys before operation in sour
environments. In the presence of hydrogen, microstructural inhomogeneity such as M23C6
and M3C carbides, where M is a combination of alloying elements, have been reported to be
crack initiation sites [83]. This effect is dramatic when such carbides are present at the grain
boundaries. The microstructure investigated did not possess microstructural inhomogeneity
that could be definitely anticipated to cause sulphide stress cracking.
7.5.1 Experimental method
The four-point bend test was performed in accordance to the International Standard NACE
TM0316-2016/ 21404 [71]. The sample size and apparatus are described in Fig. 7.24. The
sample sits in an environment designed to replicate the sour environment that the alloy should
be exposed to. The sour domain map presented in the literature review was used to select the
partial pressure of H2S and the pH of the solution to be used [208]. The test condition was
picked to be moderate sour conditions, in domain 1 of Fig 7.25, with a pH of 5.5 and a partial
pressure of H2S of 1 kPa, with CO2 balance. The NACE TM0177 solution C was used, and
kept at constant pH using 5 gl−1 CH3COOH in deionised water. The solution contained no
Cl− ions. The test involved applying a stress equal to 100% of the yield strength of the alloy,
945 MPa, for 30 days. Two samples were investigated simultaneously. Tests are considered
passed if no sub-surface crack longer than 50 µm can be seen at the end of the test.
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Fig. 7.24: Schematic representation of the four-point bend test setup and sample dimensions, adapted
from [71]. The sample was placed in a closed environment containing a solution simulating sour
operating conditions.
Fig. 7.25: Sour domain map defined in the International Standard ANSI/NACE MR0175/ ISO 15156-
2 [208]. The domains are labelled 0 to 3, with 0 representing non-sour conditions and 3 extremely
sour conditions. The T box represents the test condition used. pH2S is the partial pressure of hydrogen
sulphide.
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7.5.2 Results
Both samples fractured in half, indicating they failed the test. Subsequent metallographic
analysis revealed the samples fractured due to pitting, as shown in Fig. 7.26. It is common
that pitting initiates at inclusions in high stress steels, and subsequently propagates due to
brittle carbides along grain boundaries or hydrogen atmosphere around dislocations, which
prevent normal plasticity [83]. Since F34-330C does not possess interlath carbides, the
second mechanism was suggested as the crack propagation mechanism. The four-point
bend test did not appear to be a good test to assess carbide trapping, because the quantity of
hydrogen inserted in the steel from this method amounted to 56 ppm, which is considerably
larger than the hydrogen trapping ability described in Chapter 6. Additionally, tensile tests
revealed that F34-330C samples were susceptible to fracture due to surface notches, and the
four-point bend test is very likely to create some notches at the four points of contact. High
strength steels have been reported to be very susceptible to sulphide stress cracking. The
highest strength carbon steel ever produced that did not suffer sulphide stress cracking in
domain 2 of the sour domain map, had a yield strength of 860 MPa, and was designed after
decades of improvements [83]. It is possible that the significantly higher yield strength of the
novel alloy, 945 MPa, made it unsuited for this particular test.
(a) F34-330C - sample 1 (b) F34-330C - sample 2
Fig. 7.26: SEM images of the fracture surfaces of the four-point bend test specimens, displaying the
presence of corrosion pits at the crack initiation sites.
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7.6 Conclusions
The mechanical properties of the novel alloys met the set requirements. F34 samples had
very consistent strength and ductility, independent of heat treatment, whereas F49 samples
properties were very dependent on heat treatment. F49 samples displayed lower fracture
toughness than F34 samples. Both results indicated that F34 was more suited for industrial
application. The austenite stability in both alloys was excellent at low temperatures, and
was not inhibiting the transformation induced plasticity mechanism in F34-AC at high
temperature and under stress. It was observed that the austenite lost its role as a ductile phase
below the percolation limit of 10% below 100◦C, but not above 200◦C. In sour environment,
F34-330C displayed sulphide stress cracking.

Chapter 8
General conclusions and future work
8.1 General conclusions
This thesis presented the design of novel bainitic alloys for hydrogen embrittlement resis-
tance. It described the structural characterisation of four alloys, two produced at a laboratory
scale and two produced at a large scale, and outlined the differences between them. The
bainite lath thickness and retained austenite area were investigated as a function of isothermal
transformation temperatures, and revealed that only the alloy with 0.49 wt% C, was sensitive
to them. The austenite decomposition mechanism was investigated. All alloys displayed a
decomposition of austenite to martensite, except for the alloy with 0.31 wt% C, transformed
at 430◦C, where it decomposed to a mixture of bainite and martensite.
The hydrogen behaviour in large scale alloys was presented using the data acquired from
electrochemical permeation and thermal desorption spectroscopy. The electrochemical per-
meation data revealed the change in effective diffusivity of hydrogen with respect to volume
fraction austenite. Up to 0.1 Vγ , a linear decrease is observed, which plateaus until 0.18 Vγ , be-
fore decreasing again. This demonstrated the theorised austenite percolation limit suggested
as 0.1 Vγ . Thermal desorption spectroscopy indicated that the binding energy of cementite
was 37.5 kJ mol−1, when present with the bainitic ferrite laths. Both techniques were used
to prove that cementite is not a strong hydrogen trap. The suggested use of austenite as a
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barrier to hydrogen ingress was also demonstrated using thermal desorption spectroscopy,
by observing a shift in peak temperature to lower temperatures in samples where austenite
was absent. Tempering of the novel alloys for short times did not appear to have a significant
influence on the hydrogen behaviour.
This thesis described the optimisation of the X-ray diffraction technique for quantifying
carbides. A volume fraction of cementite of 0.001, the lowest ever reported in steels using
this technique, could be quantified.
The mechanical properties of the designed alloys were observed to meet all the set re-
quirements. The alloy with 0.34 wt% C was identified as better suited for industrial used
because it had consistent strength and ductility regardless of the heat treatment it was sub-
jected to. Its strength was always inferior to that of the alloy with 0.49 wt% C, which
indicated a lower susceptibility to hydrogen embrittlement. Despite the alloy not displaying
any known microstructure that are prone to hydrogen embrittlement, it did not pass the stan-
dard test qualifying alloys for use in sour environments, owing to its high strength compared
to commercially available martensitic steels.
The high-temperature stability of austenite tests provided another demonstration of the
theorised austenite percolation limit. Vγ was observed to be 0.1 at the fracture locations of
tensile tests below 100◦C. The ferrite phase was also shown to be less brittle above 200◦C,
as demonstrated by Vγ reaching 0, indicating that the ductility provided by the austenite was
still effective below the percolation threshold.
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8.2 Future work
Many conceptual advantages of bainite over martensite were confirmed in this thesis. It
would therefore be valuable to pursue further work in developing bainitic alloys so they
become a viable alternative to martensitic ones in hydrogen-containing environments.
• It is suggested that lower strength alloys should be used. It was probably overly
ambitious to try and develop a hydrogen-resistant alloy with strength much in excess of
the current best performing alloys. Since high strength is a crucial factor in hydrogen
susceptibility, lower strength alloys should be tested first.
• Since it was shown that cementite cannot be used for effective hydrogen trapping, other
carbides should be investigated for that purpose. Transition iron carbides could be
investigated, although they are unstable and have a tendency to transform to cementite.
It would therefore be essential to prevent this transformation.
• Another strategy would be to use carbides that have already been characterised as
strong hydrogen traps, such as vanadium, niobium or titanium carbides. This strategy
would require a tempering step to be added in the alloy manufacturing, to permit
carbide precipitation. In order to benefit from the advantages of the bainitic structure,
the composition would have to be adapted so that the austenite does not decompose
during the tempering step. Both aspects would cause an increase in the cost of the
novel alloys, since more energy would be needed for production and expensive alloying
elements such as nickel would be present in large quantities to stabilise the austenite.
• The effect of austenite on effective diffusivity can be investigated further. The current
work characterised their correlation up to 0.2 Vγ , but it would be interesting to assess
how this behaviour changes beyond that volume fraction. It may be that the number of
austenite barriers needed to be crossed increase significantly with austenite fraction
above that point, which would mean the alloys would experience a significantly slower
hydrogen ingress rate. The austenitic phase configuration should be as presented in
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this thesis, thin films intercalated between bainite laths. Large bulky areas of austenite
would not be useful in the microstructure, even at high Vγ .
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