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ПОСТАНОВКА ЗАДАЧI ПОБУДОВИ ПОШУКОВОЇ
СИСТЕМИ З СЕМАНТИЧНИМ АНАЛIЗАТОРОМНА
ОСНОВI НЕЙРОННИХ СIТОК
Вступ
Завдяки глобалiзацiї та розширенню системи Internet, iнформацiйних
ресурсiв, можливих для використання при вирiшеннi рiзнорiдних задач
управлiння пiдприємством чи органiзацiєю, стає з кожним днем все бiль-
ше i бiльше. Для вирiшення конкретної задачi користувач шукає необ-
хiдну йому iнформацiю. Тут ключове слово “необхiдну”. Тому, по-перше,
слiд формалiзувати поняття “необхiдної” iнформацiї для користувача, а
по-друге – запропонувати структуру вiдповiдної пошукової системи (ПС).
Перш за все, при формалiзацiї поняття “необхiдної” iнформацiї кори-
стувач повинен сам розумiти, що вiн намагається знайти. По-друге, не-
обхiдно створити структурований природно-мовний запит для отрима-
ння належної iнформацiї. Структура та параметри запиту повиннi вiд-
повiдати визначеним критерiям. В якостi критерiїв, як правило, обира-
ють релевантнiсть та пертинентнiсть отриманої вiд пошукової системи
iнформацiї (документiв). При формуваннi природно-мовного запиту ко-
ристувач повинен розумiти рiзницю мiж основним (ключовим) словом
або словосполученням та описовим чи допомiжним. Користувачу необ-
хiдно ознайомитись з можливими засобами та параметрами пошуку, що
надає пошукова система, та ефективно їх використати, а пошукова си-
стема повинна адекватно iнтерпретувати отриманий запит, реалiзувати
семантичний пошук та видати бажану iнформацiю. Тобто, знайдена iн-
формацiя повинна вiдповiдати потребам користувача, бути точною та
повною.
Постановка задачi
На основi аналiзу можливостей сучасних найпоширенiших пошуко-
вих систем визначити складовi природно-мовного запиту, якi слiд вра-
ховувати при семантичному пошуку, а також запропонувати структуру
пошукової системи з семантичним аналiзатором.
Рiшення
У таблицi 1 наведенi результати аналiзу прийомiв, якi використову-
ють сучаснi пошуковi системи, та пiдходiв, якi повиннi бути реалiзованi
в пошукових системах з семантичним пошуком.
В таблицi 2 наведенi результати аналiз поширених пошукових систем
у виглядi коротких описiв їх функцiональних можливостей та недоско-
налостей з точки зору отримання користувачем релевантної iнформацiї.
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Таблиця 1
Сучаснi ПС ПС з семантичним пошуком
1 Пошук наявних слiв запиту
у текстi, їх взаємне розташу-
вання, що використовується
лише для тих слiв, якi кори-
стувач ввiв у пошуковий ря-
док.
Необхiдне використання методiв iн-
дексування iнформацiї, орiєнтова-
них на семантичний пошук.
2 Орiєнтацiя на кiлькiсть поси-
лань з та на даний сайт, iнде-
кси цитування використову-
ються лише для найпопуляр-
нiших тем, але дана характе-
ристика не є ознакою змiстов-
ностi даних.
Необхiдне використання антиспамо-
вих алгоритмiв пошуку iнформацiї.
3 Використання форматуван-
ня сторiнки (кiлькостi абза-
цiв, кiлькостi та види заго-
ловкiв та iн.) як значущий
критерiй вiдбору iнформацiї.
Необхiдне включення тематично-
го фiльтру запитiв користувача (на
основi множини термiнiв онтологiї
предметної областi) для подальшо-
го пошуку в потрiбних предметних
областях.
4 Пiсля синтаксичного та морфологi-
чного аналiзу необхiдне проведення
реляцiйно-ситуацiйного аналiзу для
виявлення значень слiв та словоспо-
лучень (синтаксем) та семантичних
зв’язкiв мiж ними.
5 Для зменшення зашумленостi ре-
зультату пошуку необхiдно викори-
стовувати метаданi знайденого по-
шуковою системою ресурсу. До мета-
даних можна вiднести як додатковi
термiни вiд користувача з вiдповiд-
ною вагою, так i метаописи iнформа-
цiї розробниками сайтiв.
6 На кожному етапi пошукова систе-
ма повинна використовувати спецi-
альнi словники: перелiк iменникiв,
зв’язки словосполучень за змiстом,
метаданi категорiй тощо.
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Таблиця 2
ПС Короткий опис
Google Найпоширенiша система. Особливостi пошуку: за запитом “si-
te:<адреса сайту>”, вiдповiдь буде шукатися саме за даною
адресою; за даною адресою; якщо фраза задана у лапках, то
вона повинна зустрiтися на сторiнцi повнiстю; використовую-
ться багато iнших службових символiв. Функцiя “cache” є, з
однiєї сторони, зручною, оскiльки з певної причини користу-
вач не має змоги звернутися до серверу сторiнки або до її самої,
з iншої сторони, користувач одразу розумiє, що пошук по тiль-
ки що вiдображенiй iнформацiї на iнших Internet-сторiнках
в даному випадку вестися не буде. Система дозволяє шука-
ти файли певних форматiв, але пошук все одно не вiдповiдає
потребам користувача у точностi вiдповiдi.
Yahoo Система реалiзує пошук сторiнок лише по їх назвам та опису
– не має повнотекстового iндексу. Також iснує проблема з сто-
рiнками, що мiстять текст на мовi з слов’янської групи мов,
оскiльки в Yahoo Inc. їх не перевiряють.
Rambler Функцiя «Перев’язка» є кроком вперед з точки зору семантики,
оскiльки дозволяє шукати сторiнки не лише за словами запи-
ту, але й за їх синонiмами. Але пошук все одно не гарантує
чiтку необхiдну вiдповiдь та не вирiшена задача «вiдсiюван-
ня» реклами.
Апорт Система має механiзм перекладу запитiв на iншi мови та має
механiзм реконструкцiї всiх проiндексованих сторiнок зi своєї
бази, через що користувач може потрапити на вже неiснуючу
iнформацiю не усвiдомлюючи цього.
Yandex В системi використанi деякi, вiдмiннi вiд стандартних, при-
йоми: символ & ставиться мiж тими словами у запитi, якi
повиннi бути у вiдповiдi в одному реченнi; символ «–» викори-
стовується перед словом, який потрiбно вилучити з вiдповiдi
на запит; знак «!» - для пошуку слова у вказанiй у запитi фор-
мi. Взагалi, ця система характеризується як одна iз кращих
щодо якостi пошуку та технiчною ефективнiстю порiвняно з
iншими iснуючими на даний момент системами. Але аналiз,
що проводиться цiєю системою, все ж таки не вирiшує задачу
отримання релевантної вiдповiдi на запит.
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Проблема вiдповiдностi отриманих результатiв запиту є головною про-
блемою серед сучасних пошукових систем. Звичайно, системи використо-
вують спецiальний синтаксис, логiчнi оператори, розбиття iнформацiї на
декiлька категорiй, використання зарезервованих слiв, але цього недо-
статньо для належного опрацювання природно-мовного запиту.
Одним з крокiв до вирiшення цiєї проблеми - створення вузько направ-
лених ПС, якi орiєнтованi на пошук конкретного сегменту iнформацiї.
Наприклад: FindSounds.com - спецiалiзується у сферi пошуку рiзноманi-
тних звукiв та музики у рiзних форматах; AllDll.net – представляє собою
пошукову систему по найбiльш популярним бiблiотекам dll.
Але навiть, якщо запит заданий по всiм можливим правилам вiд-
повiдної пошукової системи, остання не гарантує однозначно-необхiдну
користувачевi вiдповiдь. Звичайно, це залежить вiд популярностi обра-
ної користувачем теми у середовищi, де вiдбувається пошук, а також вiд
правильностi написання запиту самим користувачем. Але, все ж таки,
пошуковi системи не реалiзують потреби користувачiв i пертинентнiсть
залишається набагато меншою за очiкувану. Релевантнiсть у сучасних
пошукових систем присутня, але лише формально. Наприклад, вiдбува-
ється знаходження тих сторiнок сайтiв, на яких кiлькiсть слiв, що запи-
санi у запитi, бiльша, так як вони бiльш популярнi у середовищi пошуку
та, можливо, за iншими критерiями, якi дозволяють ранжувати сторiн-
ки з точки зору синтаксису. Тому релевантнiсть за змiстом вiдповiдає
потребам користувача лише при популярних запитах простої форми.
Можна приблизно представити формулу релевантностi (1), яку вико-
ристовують сучаснi пошуковi системи:
Релевантнiсть = TF ∗ IDF, (1)
де TF = ni(ni + k1 + k2 ∗DocLength) – пряма частота входження слова в
документ,де
ni – кiлькiсть згадувань слова у документi,
k1, k2 – постiйнi числовi коефiцiєнти,
DocLength – довжина документу в словах;
IDF = log(|D| / |(di ⊃ ti)|) – обернена частота документу вiдносно за-
питу, де
|D| – загальна кiлькiсть документiв в базi ПС,
|(di ⊃ ti|
– кiлькiсть документiв в базi, якi мiстять дане слово ti.
Таким чином, бачимо, що сучаснi ПС здiйснюють пошук синтаксично,
а не семантично.
Для вирiшення даної проблеми, для якiсного аналiзу запиту i надалi
знаходження й представлення користувачу релевантної iнформацiї, про-
понується включення до програмного забезпечення пошукової системи
семантичного аналiзатору, який би враховував всi пiдтипи семантично-
го розбору мовних конструкцiй.
При реалiзацiї семантичного аналiзатора повиннi враховуватись осо-
бливостi природної мови. Для цього необхiдно передбачити наступне:
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1. Морфологiя. Пошукова система повинна мати змогу видiляти у вiд-
повiдних словах вiдмiнки, дiєвiдмiнювання, визначати рiд (чоловiчий,
жiночий, однину чи множину та iн. Деякi сучаснi пошуковi системи вже
намагаються реалiзувати цю функцiю, але, використовуючи лише син-
таксичний аналiз, вони не дають бажанi результати.
2. Омонiми. Пошукова система повинна не лише “розумiти”, що дане
слово має декiлька рiзнобiчних значень, а й, аналiзуючи iншi слова у
запитi, визначати, яке саме значення використовується.
3. Синонiми. Пошукова система повинна не лише “зрозумiти” значе-
ння заданого, а й визначити, якi з його синонiмiв пiдходять до даного
контексту, та у такому ж обсязi виконувати пошук i по ним. Сучаснi по-
шуковi системи намагаються використовувати синонiми, але лише тодi,
коли по ключовим словам запиту майже нiчого не знайдено. Це не вiрний
пiдхiд, оскiльки часто буває, що сторiнка зi словами-синонiмами бiльше
пiдходить за змiстом, а нiж тi, що були на перших позицiях у результатах
за синтаксичним пошуком.
4.Онтологiя. Дозволяє формалiзувати знання як користувача, так i
пошукової машини в конкретних областях знань. Пошукова система по-
винна “розумiти” ключовi слова або термiни, якi задав користувач при
пошуку в конкретнiй предметнiй областi.
5. Семантичний аналiз як такий. Тут мається на увазi обробка запиту
не по словам, а за змiстом. Наприклад, якщо шукається назва певного
твору, то користувач повинен або вводити “назва твору”, при чому пошу-
кова система видасть в результат тi сторiнки, де є саме словосполучення
“назва твору” присутнє, i не видасть тi, де це слово вiдсутнє, хоча сама
назва твору присутня. Або ж користувач не вводить це слово, а лише
саму назву твору, яку пошукова система звичайно ж не iдентифiкує так,
як потрiбно, а проводить синтаксичний пошук по словам запиту.
Таким чином, пошукова система повинна використовувати метаданi
(такi як “назва твору”), якими користувач мiг би уточнювати свiй запит,
надавати системi додаткову iнформацiю, яка б дозволяла проводити по-
шук саме за значенням запиту.
В якостi таких допомiжних метаданих пропонується використовувати
поняття “Асоцiативнiсть”, яке включатиме в себе i поняття “iєрархiчнi-
сть”, i “категорiйнiсть”. Їх використання носить лише допомiжний ха-
рактер. Користувач, в свою чергу, повинен усвiдомлювати рiзний рiвень
значення слiв та словосполучень, їх приналежнiсть до тої чи iншої обла-
стi знань. Користувач мiг би вибирати зi словникiв (або вводити окремо)
категорiю чи асоцiативне поняття, до яких вiдноситься запит, а також, за
необхiднiстю, поряд вказувати уточнююче поняття або описову iнформа-
цiю. Чим бiльше буде лаконiчних, необхiдних та правильних уточнень
метаданих, тим краще пошукова система “зрозумiє” сферу пошуку кори-
стувача та сам предмет пошуку, що надасть можливiсть системi влучно
використовувати синонiми для пошуку вiдповiдi саме з цiєї областi знать.
Отриманий запит пошукова система повинна оброблювати за допо-
могою семантичного аналiзатору. Для цього пропонується використання
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нейронних сiток, якi здатнi налаштовуватися та навчатися за задани-
ми критерiями. В даному випадку такими критерiями будуть слугувати
ступенi зв’язностi конкретних слiв – нейронiв сiтки. Слова-нейрони по-
виннi бути зв’язанi декiлькома способами: синонiмiчно, категорiйно, iє-
рархiчно. Можливi також зв’язки мiж словами-антонiмами. Цi зв’язки
повиннi бути множинами з нечiткою логiкою, якi б вказували вагу даної
зв’язки. Причина, за якою запропонована така структура сiтки, в тому,
що за допомогою даних зв’язок нейронна сiтка налаштовується семанти-
чно. Пiсля того, як сiтка навчиться (за допомогою вчителя-користувача,
або за допомогою експертiв), можна буде за запитом очiкувати дiйсно ре-
левантну вiдповiдь системи. Релевантнiсть буде досягатися через те, що
для кожного зi слiв запиту в нейроннiй сiтцi будуть активiзуватися не
лише вiдповiднi слова-нейрони, а й тi, з яким данi слова тiсно пов’яза-
нi будь-яким зi способiв. Тодi формулу (1) можна переписати наступним
чином:
Релевантнiсть = TFA ∗ IDFA, (2)
де TFA = f{k1 ∗ TF (ti); k2 ∗ TF (Si); k3 ∗ TF (Hi); k4 ∗ TF (Ci); k5 ∗ TF (Ai)},
IDFA = log(|D| /f(k6 |(di ⊃ ti)| ; k7 |(di ⊃ Si)| ; k8 |(di ⊃ Hi)| ; k9 |(di ⊃ Ci)|))
де S – синонiми слова у запитi,
H – слова, що пов’язанi iєрархiчно з словом у запитi,
C – слова, що тiсно пов’язанi зi словом у запитi за категорiєю
A – антонiм слова у запитi.
k1, k2, k3, k4, k5, k6, k7, k8, k9 – постiйнi числовi коефiцiєнти.
Згiдно даної формули змiнюється й пiдхiд до моделi роботи системи
пошуку. На рисунку 1 представлена узагальнена модель пошукової си-
стеми з використанням нейросiток для семантичного пошуку.
Висновки
Пiдсумовуючи, можна зазначити, що розглянутi сучаснi пошуковi си-
стеми у багатьох випадках не вiдповiдають необхiдним точностi та пов-
нотi отриманої iнформацiї у вiдповiдi на запит. В основi роботи цих систем
лежить синтаксичний пошук та зачатки морфологiчного пошуку. Хоча
користувачу потрiбне виконання наступної задачi: при завданi будь-якої
фрази, речення, словосполучення чи просто слова, пошукова система по-
винна надавати перелiк вiдповiдей – незначний, але якiсний та точний,
своєчасний, саме той, що вiдповiдає його бажанню. Тому постає задача
створення нової структури пошукової системи, яка б реалiзовувала як
синтаксичний, так i семантичний аналiз. Для цього, як один iз варi-
антiв, запропоновано реалiзувати пошукову систему з використанням
нейросiтки для збереження слiв як нейронiв. Ваги зв’язкiв мiж слова-
ми iнтерпретуються як коефiцiєнти зв’язкiв мiж нейронами. Релевантна
вiдповiдь буде та, яка на перетинi запиту користувача (разом з синонi-
мами та iншими мета-даними запиту) та документу дасть найбiльшу
кiлькiсть спiльних слiв-нейронiв.
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Рис. 1 – Узагальнена модель пошукової системи.
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