Abstract. The last decade has seen the integration of audio, video, and 3D graphics into existing workloads as well as the emergence of new workloads dominated by the processing of these forms of media. Unfortunately, widely accepted benchmarks which capture these new workloads in a realistic way have not emerged. The goal of this paper is to present the Berkeley multimedia workload, which was developed to facilitate our own studies on architectural support for multimedia. Here we present a survey of existing multimedia benchmarking methods, a description of the Berkeley multimedia workload, as well as a full workload characterization. We also extract a set of computationally important multimedia kernels for future study.
Introduction
Benchmark performance is important for justifying proposed architectural features to be included in next generation processors. Many current microprocessor features (branch prediction, large caches, 32-bit and 64-bit data paths) have resulted from emphasis on integer benchmarks such as SPECint92 and SPECint95 [9] . The lack of a standard, realistic multimedia workload has forced multimedia performance studies to focus either on existing digital signal processing kernels or on MPEG video playback [16, 18, 35] . Only recently have multimedia application benchmarks begun to emerge [13, 20] .
Perhaps the most difficult task facing any multimedia researcher is determining what applications constitute a multimedia workload. The goal of this work is to present the Berkeley multimedia workload, which was developed to facilitate our own studies on architectural support for multimedia [30, 31, 32] . We first survey what other researchers in multimedia have used for benchmarks in Sect. 2. We then present the Berkeley multimedia workload in Sect. 3, outlining the component applications and data sets. Section 4 studies the runtime characteristics of our workload and extracts a set of computationally important kernels for future study.
Multimedia workloads
The simplest types of benchmarks are toy benchmarks (algorithmic problems such as Towers of Hanoi or Nine Queens), and synthetic benchmarks (small programs especially constructed for benchmarking, which do not perform any useful computation in themselves, but are intended to statistically represent the average characteristics of a target workload) [8] . Thus far, no studies of multimedia have employed either of these types of benchmarks. Instead, kernel benchmarks (code fragments extracted from real programs which are believed to represent a significant portion of the execution time of the original application), and sometimes application benchmarks (full applications performing a particular task with real input data sets) have been used. Application benchmarks are usually preferred to kernel benchmarks because they perform the actual task of interest in the same manner as the actual workload. Kernel benchmarks can be appropriate depending on the scope of the study, whether or not they are justifiably important within the workload they are intended to represent, and whether they capture what is needed; for example, kernels may suffice for pipeline analysis but not for cache behavior studies.
Media libraries
Several studies have recoded digital signal processor (DSP) and multimedia algorithm kernels with various multimedia instruction set extensions to measure their performance benefits. Nguyen and John [23] recoded a set of DSP and multimedia algorithms in Motorola's AltiVec extension and measured the speedup over C. Bhargava et al. [3] analyzed Intel's MMX extension on a set of DSP kernels and applications taken from Intel's signal processing, recognition primitives and image processing libraries. Rice [26] quantified the performance of the VIS extension to Sun's UltraSPARC architecture on a set of image processing algorithms from Sun's XIL imaging foundation library. Sun's VIS extension was also examined in [22] for a different set of imaging kernels. Unfortunately, this approach simply shifts the responsibility of kernel selection from the multimedia researcher to the library's author, who may or may not have relied upon an extensive and representative performance analysis of multimedia applications. The inclusion of a given function within a library intended for multimedia is not sufficient to conclude that the function is of actual performance importance, as the application and workload it is derived from are in most cases left a mystery.
Digital signal processor benchmarks
Early attempts at integrating multimedia processing with desktop computers enhanced a general-purpose processor with a DSP as a media coprocessor [19] . From this, it was a small jump from borrowing DSP hardware technology for desktop multimedia processing to borrowing DSP benchmarks to measure desktop media processing performance. DSP benchmarks are still being used (and in some cases created) for measuring desktop multimedia performance [3, 34] . An example of a typical DSP specific benchmark, the BDTi benchmark, is given in Table 1 [2] . Although these kernels have been widely studied for DSP and are justifiably important in low power portable devices, it is not clear that they have the same importance in desktop multimedia applications. DSPs and general purpose processors are significantly different in their architectures and design tradeoffs, presumably in order to support widely different workloads. DSPs typically do not support virtual memory and may not include data or instruction caches. DSPs have specialized addressing modes and pipelined multiply-accumulate operations. DSPs are often also designed for applications where power consumption and cost, rather than performance, are the design driving guidelines.
Multimedia benchmarks

MPEG
MPEG-1 and MPEG-2 video encodings are hybrid coding techniques utilizing a discrete cosine transform (DCT) scheme for intra-frame compression and block based motion compensation to exploit temporal redundancies for interframe compression. At the time of the introduction of the MPEG-1 standard, no one seriously considered anything but a dedicated hardware solution for MPEG video decoding, although much of the original MPEG standard consists of C based pseudocode. It was not long after the introduction of MPEG-1 that it was found that real time playback could be performed entirely in software on high-end workstations [28] . Software based decoding is now a widespread solution to DVD viewing on personal computers; DVD video employs a subset of the MPEG-2 coding standard. The original work on software MPEG decoding also first used frames per second of SIF format (352 × 240 resolution) video decoding as a metric for measuring multimedia performance. Many architectural studies of multimedia have employed this metric. It is simple to understand and measure, and the underlying MPEG coding application is motivating because of the broad appeal of applications such as DVD and HDTV that it facilitates.
Software based MPEG decoding is a hard problem and not efficiently supported by traditional width (32-or 64-bit) data paths, so it is fundamentally interesting. In addition, improvements to software MPEG decoding are not limited to MPEG alone. Many other video coding algorithms rely on the same building blocks as MPEG. For example, the H.261 and H.263 teleconferencing standards are both algorithmically quite similar to MPEG video coding. Their main differences are their intended applications: H.261 and H.263 are much more computationally symmetric algorithms than MPEG, which is an asymmetric encode once, decode many application [1] . In addition, JPEG still image compression is algorithmically identical to the I frame format of MPEG.
Despite the clear importance of MPEG video, it is certainly not the only multimedia application worth studying. Usable movie playback requires the concurrent decoding of a sound track of two or more channels, making it important not to ignore broadband audio coding (broadband audio is a term used to differentiate sound signals which contain the full 20-20 000 Hz range of human hearing on the one hand, from speech specific signals which are limited to the approximately 3.2 kHz wide band necessary for intelligible speech on the other). Other important industry driving media types include 3D graphics, and speech recognition and synthesis. Video games, which rely heavily on real time 3D graphics as well as other media types, drive technological change in the PC industry.
Intel Media Benchmark
Intel's Media Benchmark was released around the time of the introduction of the first Pentium processors containing the MMX single instruction, multiple data (SIMD) multimedia extensions (the P55). A multimedia benchmark was presumably seen as useful in order to demonstrate the performance advantage of the MMX enhanced P55 processor prior to the existence of MMX enhanced applications. The development of Intel's Media Benchmark was also motivated by the lack of an adequate industry standard multimedia benchmark to measure multimedia performance. Clearly targeted at the x86 (IA-32) based Wintel platform, since no source code for the benchmark is publicly distributed, it is of little practical use for comparing Intel's MMX with extensions designed by other vendors. What is interesting are the applications that Intel included, as well as the weighting each section of their benchmark suite is given (Table 2 ). An Intel Media Benchmark score is computed by calculating the weighted geometric mean of the time of each of the component benchmarks. The weightings are based on feedback from leading multimedia software vendors [13] .
The Intel Media Benchmark was innovative because large parts of it consist of real multimedia applications with actual multimedia data sets. As the benchmark is run, the results of the component applications are presented. For example, in the case of audio mixing, the resulting mixed audio is played through the test PC's sound card and speakers. This sets it apart from many benchmarks, in that it is possible to verify the result computed, rather than just time how long it took to execute. Distributing the benchmark only as an x86 executable is this benchmark's greatest shortcoming, limiting it to being used for comparisons among x86 instruction set compatible processors. Although the Intel Media Benchmark source code is not publicly available, we did have access to it through an agreement with Intel. After examining the benchmark's contents, we chose not to modify or expand it for our work for several reasons. First, because the Microsoft Windows operating system is only available for x86 based machines (and to a limited extent on DEC Alpha machines), it would require a large effort to port the existing Windows oriented Intel Media Benchmark code to the other (mostly UNIX based) hardware platforms that we desired to study. Most importantly, basing our work on the Intel Media Benchmark would likely have bound the resulting workload with the same closed distribution format, precluding independent verification of our applications and data sets.
UCLA MediaBench
UCLA's MediaBench is a suite of multimedia applications and data sets designed to represent the workload of emerging multimedia and communications systems [20] . The applications included in the UCLA MediaBench suite (Table 3) were selected through intuition and market driven selection on the part of its authors to represent what they considered the workload of emerging multimedia and communications systems. All of the component applications are open source, and the complete set of applications and data sets are distributed via the World Wide Web.
The MediaBench workload represents a large portion of the types of applications that might be run on a desktop workstation or PC. The already discussed problems with DSP benchmarks and library kernels were avoided by instead using full applications and data sets. UCLA MediaBench includes image compression (JPEG, EPIC), video compression (MPEG-2), speech and audio coding (GSM, G.721, and AD-PCM), speech recognition (Rasta) as well as cryptography (PGP, Pegwit). It also tests one document rendering application (Ghostscript) and a popular 3D rendering API (Mesa). The runtime behavior of the UCLA MediaBench is characterized in [4] .
UCLA MediaBench correctly gives application and data set selection equal importance. The benchmark is freely distributed in source code form along with the corresponding data sets. This open source approach facilitates confidence in the benchmark by providing a means for critiquing the benchmark's contents. In addition, direct cross architecture comparisons are possible for any platform capable of running UNIX or a similar operating system.
Berkeley multimedia workload
We believe that the approach of MediaBench with full applications and well specified data sets is correct. Designing a useful application level benchmark consists of selecting the applications to be included, and the data sets on which those applications will operate. We opted not to simply use UCLA MediaBench for our study because several key multimedia applications have emerged since its inception (most notably MP3 audio). Also, many of its data sets have aged such that they are unrealistically small compared to contemporary workloads. Fritts et al. [11] address the first issue by extending UCLA MediaBench with a few other applications (H.263 video teleconferencing and MPEG-4), and note the data set size problem. Small code sizes and undemanding data sets make coding easy and verification straightforward, but are not appropriate for performance analysis. For these reasons, we used UCLA MediaBench as a starting point for constructing our own workload.
Unlike the x86/Windows specific Intel Media Benchmark, we utilize open source UNIX multimedia applications. This minimizes the porting effort and leaves the final product open source. Every hardware platform is capable of running some flavor of UNIX, but not necessarily Microsoft Windows, making a UNIX based benchmark much more attractive. Of course, this does not mean that our benchmark is completely platform agnostic. Program behavior and performance necessarily vary due to differences in operating system characteristics such as file system and virtual memory implementations.
The main driving force behind application selection was to strive for completeness in covering as many types of me- dia processing as possible. Open source software was used both for its portability (allowing for cross platform comparisons) and the fact that we could analyze the source code directly. We first surveyed and collected a broad sample of multimedia applications, which was distilled into a list of fundamental multimedia tasks: (1) MPEG video, (2) MPEG audio, (3) video games (including real time 3D graphics and music synthesis), (4) ray tracing (high quality static 3D rendering), (5) speech recognition and synthesis, (6) telephony (video and speech compression), and (7) electronic document viewing and rendering (e.g., PostScript and HTML documents, digital photographs).
For each task, a small subset of applications were chosen based on several factors including apparent popularity (based on personal experience and user discussions on the World Wide Web), code quality (robustness, performance) and level of code maintenance. In most cases, there was a single application that was clearly superior to its competitors based on these metrics. Our reference data sets have characteristics which we considered to be "typical" in their parameters (resolution, sampling rate, etc.) of contemporary uses of these applications. Although many of these design decisions are necessarily subjective or "intuitive" in nature, it is our hope that by creating a fully open and freely available workload, the process of peer review can serve to draw attention to any deficiencies in this workload. It is also not our contention that this workload is ideal for every study of multimedia. The greatest advantage of making the Berkeley multimedia workload completely open is that anyone is free to take our workload and modify it to suit their needs.
The applications which make up the Berkeley multimedia workload are presented in Table 4 , and include image compression (DjVu, JPEG), 3D graphics (Mesa, POVray), document rendering (Ghostscript), music synthesis (Timidity), audio compression (ADPCM, LAME, mpg123), speech synthesis (Rsynth), speech compression (GSM), speech recognition (Rasta) and video game (Doom) applications. Three MPEG-2 data sets are included to cover DVD and HDTV (720P, 1080I) resolutions. A detailed description of each component application and data set can be found in [29] .
Workload characterization
Although we have defined the Berkeley multimedia workload, we have not yet discussed its behavior or runtime characteristics. In this section we characterize the Berkeley multimedia workload by analyzing its runtime behavior, particularly in comparison to the SPEC95 benchmark suite, a well understood and widely used workload. Our specific goal for developing the Berkeley multimedia workload was to use it in our studies of SIMD hardware architectures for supporting multimedia. Thus, we focus on those characteristics which correspond to architectural design parameters for general purpose superscalar microprocessors. The benchmark characteristics we look at include dynamic instruction mix (number of functional units), data width requirements (a rough estimate of the amount of data parallelism present), potential for extracting instruction level parallelism (how well the workload can be accelerated by a superscalar design) as well as measuring data locality (cache behavior). Table 5 summarizes the basic characteristics of the Berkeley multimedia workload.
The component applications for both the multimedia workload and SPEC95 were compiled with Compaq C v6.1-011 or GCC v2.8.1 on Compaq Tru64 UNIX V5.0 (Rev. 910) with the compiler flags -O2 -g3 -non shared. These parameters turn on only those optimizations which are not architecture specific -those which eliminate redundancies in the code at the assembly level (common subexpression elimination, constant propagation), rather than more sophisticated optimization methods (loop unrolling, procedure inlining, global scheduling) which can potentially affect the workload in an architecture specific way [11] . All of the component application codes were originally distributed with optimization levels less than or equal to this, making the codes in our study at least as well optimized as the binaries that are in wide use. All of the compiled binaries were instrumented with our tools using ATOM and run on a Compaq model DS20 workstation (dual 500 MHz Alpha 21264 processors, 1 GB RAM). ATOM allows for the construction of customized instrumentation and profiling tools, and includes a variety of standard prepackaged tools such as gprof and pixie [10] .
Most modern PCs incorporate 3D graphics accelerator cards. Currently, the operations accelerated vary significantly between accelerator card vendors and models, although typically they include 3D rendering pipelines (e.g., geometry and rasterization stages) and sometimes video decoding and encoding functions (e.g., color space conversion). We do not include the effects of accelerator cards in our charac- terization because past architectural trends suggest that their functionality will eventually be folded into the main processor, at such time as there is adequate silicon (and perhaps pins) to devote to it.
Operation mix
The balance of functional resources utilized by a workload determines the optimal distribution of functional units (adders, multipliers, load/store units) as well as buffer lengths and other important architectural parameters. The number of functional units available determines how instructions are scheduled, and is limited by available die area as well as limitations due to added wire length and cycle time. Having too few of the needed functional units lengthens the execution time of a program due to the limited ability to extract parallelism, while at the other extreme, implementing too many functional units results in underutilized resources which consume additional area, reduce yield and increase wire length and cycle time [11] . Table 6 compares the relative mix of a variety of instruction types for the Berkeley multimedia workload, UCLA MediaBench+ [11] and the SPEC95 benchmark suite as well as the instruction mix for each component application in both workloads. Note that this data reflects standard compilers, and does not include any specialized multimedia instructions. From this table it would appear that although there are overall similarities between the workloads, SPECfp95 obviously has a greater emphasis on floating point operations, while SPECint95 executes significantly more branch instructions. Both multimedia workloads emphasize shift/logical operations to a greater degree than the SPEC benchmarks. Individual applications exhibit even more distinctive differences (see Fig. 1 -full instruction mix counts are given in [29] ).
Data width
Specialized instructions have been introduced by microprocessor vendors to support the unique computational demands of multimedia applications. The mismatch between wide data paths and the relatively short data types found in multimedia applications has led the industry to embrace SIMD style processing. Unlike traditional forms of SIMD computing in which multiple individual processors execute the same instruction, multimedia instructions are executed by a single processor, and pack multiple short data elements into a single wide (64-or 128-bit) register, with all of the sub-elements being operated on in parallel.
To examine the effectiveness of the SIMD approach for multimedia relative to a more traditional workload, we measured the data widths of instruction operands and results for each of the instructions dynamically executed in the SPEC95 (integer and floating point application suites) and Berkeley multimedia (audio, speech, document, video and 3D domains) workloads. Data width was determined by counting the number of leading binary zeros in the absolute value of an operand or result value for integer arithmetic operations and then subtracting that count from the operation width. The correct calculation and interpretation of both of these quantities was inferred from the specific integer instruction involved. No attempt was made to distinguish operations on pointers from operations on program data. Only integer arithmetic instructions were measured; bitwise logical and floating point operations were excluded. Figure 2 graphs the cumulative distribution of the data width metric for all of the dynamic instructions executed in each workload. The results were categorized according to the type of application. In the case of SPEC95, these were the integer and floating point application suites, while the Berkeley multimedia workload was divided into audio, speech, document, video and 3D graphics application domains. This data should be taken as a rough approximation due to the way in which the number of required bits was computed. Compared to the SPEC95 workload, the curves for multimedia application domains have more pronounced "knees", beyond which the curves flatten out until sufficient bits for pointer arithmetic (around 32 bits) are reached. Video applications utilize around 12 bits of precision, speech and audio around 16 bits, while the remaining domains of document and 3D graphics applications do not demonstrate such clear boundaries.
Our later work in [32] is based on the Berkeley multimedia workload and further fleshes out the rough picture painted by Fig. 2 . There we find that image and video data is typically stored as packed unsigned 8-bit values, but intermediate processing usually requires precision greater than 8 bits. The signed 16-bit data type is the most heavily used because it is both the native data type for audio and speech data, as well as the typical intermediate data type for video and imaging. On the wide end of the spectrum, 32- a Berkeley multimedia workload b SPEC95 Fig. 2 . Bits to represent integer data -number of bits computed by subtracting the number of leading zeros in the absolute value of an operand or result from the register width (64 bits) based on dynamic instruction counts addition and subtraction (for accumulation), width promotion and demotion (for converting to a narrower output data type) and shifts (for data alignment). Single precision floating point plays an important role in many multimedia kernels such as the geometry stage of 3D rendering (the clipping and transform kernels) and the fast Fourier transform (FFT), where the wide dynamic range of floating point is required. Double precision data types are uncommon in multimedia processing programs.
Potential for extracting instruction level parallelism
A basic block is a sequence of instructions uninterrupted by a branch or jump instruction, which must therefore execute sequentially. The average basic block size is of interest in determining the amount of instruction level parallelism (ILP) available, with the average size of a basic block defining the maximum amount of local parallelism which might be extracted through superscalar techniques such as register renaming and out of order execution. (As noted below, additional parallelism may be obtained by speculating on the branch outcome.) Although typically the amount of ILP actually extracted is 25-35% of this maximum, the larger the basic block, the greater the gain [11] . The ATOM pixie tool reports the average executed basic block size, which for the Berkeley multimedia workload was measured to be 14 DEC Alpha instructions, while for SPECint95 it was 7 instructions and for SPECfp95 it was 80 instructions. To extract ILP beyond the basic block it is necessary to employ speculative execution, whereby an operation residing on the expected path of control flow (beyond a branch) executes as soon as its source operands become available, rather than waiting for the branch operation to complete. Many modern microprocessors have very long pipelines in order to achieve high clock speeds; for example, the AMD Athlon has a 14-stage pipeline. On such machines, a mispredicted branch can stall the processor for a considerable number of cycles while the pipeline drains. It is for these Table 7 . Dynamic branch characteristics -dynamic reports the fraction of total dynamic instructions which were branch instructions, cond the fraction of branch instructions which were conditional branches, cond taken the fraction of dynamic branches which were taken, and taken the fraction of all dynamic branches (both conditional and unconditional) which were taken. Measurements not reported are denoted with a dash (-) [24] 0.201 -0.634 0.678 FP (MIPS) [24] 0.102 -0.595 0.699 Sparc (Sparc) [24] 0.219 -0.442 0.593 VAX (VAX) [24] 0.272 -0.611 0.708 68k (68k) [24] 0.231 -0.566 0.695 CPL (IBM) [17] 0.317 --0.640 Bus (IBM) [17] 0.189 --0.657 Sci (IBM) [17] 0.105 --0.704 Sup (IBM) [17] 0.376 --0.540 PDP11 (DEC) [17] 0.388 --0.738 CDC (6400) [17] 0.079 --0.778
reasons that branch prediction is extremely critical to performance. Table 7 compares the average dynamic branch characteristics of the multimedia and SPEC95 workloads to the results presented in [17, 24] for other workloads. For most branches, there are long sequences of either taken or not taken decisions; it is less common to see alternation [17] . A sequence of identical branch behavior is termed a run, so the sequence "NNTTTTNNTTT" consists of the run lengths 2, 4, 2, 3 where the token "T" indicates a taken branch and "N" represents a not taken branch. Figure 3 shows the distribution of run lengths for conditional branches in both the SPEC95 and Berkeley multimedia workloads while Fig. 4 graphs the probability of a given run length for the multimedia and SPEC95 workloads as well as the results obtained by Lee and Smith [17] for their own workload. We can see that the multimedia workload exhibits somewhat more predictable branch behavior than SPEC95 in that the proportion of shorter run lengths is greater for SPEC95. In Fig. 4 . Branch run length probability -distribution of the number of times that a conditional branch has the same result for the Berkeley multimedia workload, SPEC95 and Lee and Smith [17] addition, we see spikes at the significant lengths of 7 and 15, which correspond well to the loop lengths in video and imaging algorithms (e.g., 8×8 MPEG subblock, and 16×16 MPEG macroblock). Note that this seems to be in disagreement with Bishop et al. [4] and their study of the original UCLA MediaBench workload, for which branch prediction accuracy was found to be poor due to unpredictable data dependent branching. It is not our belief that this indicates any detectable trend in multimedia application behavior, but is instead due to the large differences in component applications between the two workloads. For example, UCLA MediaBench contains two data encryption algorithms (Pegwit and PGP), while the Berkeley multimedia workload includes none. Encryption was not included in our workload because although it is clearly important, it is much less obvious how it fits the definition of a multimedia application. Unlike multimedia applications which process data to be presented aurally or visually, encryption is necessarily media agnostic. 
Locality
The locality of memory references is an important program property because it has a fundamental impact on memory hierarchy (e.g., cache) design and system performance [14] . In order to characterize the memory locality of the Berkeley multimedia workload, we briefly examine how miss ratio varies with cache capacity. Figures 5, 6 , and 7 show how unified, instruction and data cache miss ratios are respectively affected by cache capacity for the Berkeley multimedia workload in comparison to several other standard workloads; these figures have been extracted from our more detailed study of multimedia cache behavior [30] , where we cite the source for each curve. Note that "DTMR" are Smith's design target miss ratios, and "470" refers to measured miss ratios for Amdahl 470V computers.
The most significant result of Figs 5, 6 , and 7 is that far from multimedia applications exhibiting degenerate cache behavior in comparison to more traditional workloads, our results demonstrate that they actually perform better for nearly all cache configurations. We believe that this is attributable to several factors. First, most of the compari- son workloads are for timeshared machines on which task switching between users occurred very frequently; task or context switching was also simulated for the Berkeley multimedia workload [30] . Further, the comparison studies are of architectures with much lower clock speeds than modern processors, and so exhibit higher miss ratios due to shorter context switch intervals based on real time periods. Even so, the uniprogrammed SPEC92 and SPEC95 benchmarks still demonstrate higher miss ratios than our multimedia workload. We believe that this is because many multimedia algorithm building blocks (such as DCT and FFT) internally reference the same data locations repeatedly. In the case of streaming multimedia applications, data is typically copied into a fixed region of memory (buffer) from a source file or network interface device. Even algorithms which simply traverse enormous arrays of data without re-referencing (such as color space conversion or subsampling) typically do so in linear memory order, and so benefit greatly from the "prefetching" effect of long cache lines. In addition, multimedia data types are typically small (8 bits for video and speech, 16 bits for audio, single precision (32-bit) floating point for 3D geometry calculations). This means that in comparison to the other workloads which utilize full 32-bit integers or 64-bit (double precision) floating point, more multimedia data elements fit in a single cache line, thus improving the relative hit ratio. Although it might be expected that current scalar compilers would place multiple short values into a register and then extract them with register to register operations in order to minimize memory access overhead, we found that this was not the case for the two compilers available on our DEC Alpha test platform. Instead, multiple independent short loads were issued. Because of this, the use of SIMD instruction set extensions for multimedia will result in higher cache miss ratios, since the total number of memory references would decrease due to the folding of several scalar load operations into a single parallel operation for sub-word data types which are adjacent in memory. Note that programs employing multimedia (SIMD) instruction sets are likely to be hand-coded, thereby affecting their memory behavior. Fig. 8 . Source line CPU time coverage comparison -each column is the stacked contribution to total execution time of the 100 most expensive source lines (in terms of CPU time). For example, Mesa Gears appears to be a good candidate for optimization, while POVray3's execution is distributed over a large portion of its source code
Multimedia kernels
It is usually neither time nor resource efficient to handoptimize every line of code in an application. Instead, optimization should focus on execution hot spots or computational kernels, thereby limiting the recoding effort to those portions of the code which have the most potential to improve overall performance. Every application is able to benefit from this strategy to differing degrees. For most applications, there are typically only few source lines that are responsible for a large portion of execution time. To see how this varies between applications, we measured the amount of CPU time spent in each line of source code for the Berkeley multimedia workload. The 100 most expensive lines of each application (in terms of CPU time) were then ranked from highest to lowest in contribution, and graphed in Fig. 8 from bottom to top. Each source line is represented as a rectangle of a height proportional to its cost in CPU time; all of the rectangles for a particular application are stacked vertically. From this graph it is possible to see how quickly a large percentage of CPU time is covered; if relatively few lines need to be accelerated, the application is a good candidate for optimization. Many small contributions indicate that the load is distributed more evenly over a large section of the source code. Note that all of the CPU cycles for a given application may not be accounted for in Fig. 8 because only the 100 most expensive lines are considered. Kernels were established based on dynamic line references, CPU cycle coverage, and dynamic instruction coverage. Only cycles are listed in Tables 8-12 . In [29] we discuss the nature of the underlying algorithms for each kernel in detail.
To optimize a computational kernel so that it is as fast as possible, but still correct, it is first necessary to understand the basis of the algorithm behind it. In [29] we give an overview of the algorithms which dominated processing time in the Berkeley multimedia workload suite. The C 
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source code for each kernel, as originally extracted from the Berkeley multimedia workload applications, is listed. Note that these kernels do not necessarily correspond to single procedures within the source application. Instead, we have listed semantically different tasks as the kernels rather than source procedures. This is due to the fact that the programmers of each application divided the algorithmic tasks into an arbitrary number of procedures or functions. More experimental applications, not concerned with speed, tend to be split into very small granularity tasks for ease of understanding and debugging. Applications that are more highly optimized tend to use very large procedures to reduce the amount of overhead.
Conclusions
The Berkeley multimedia workload is a freely available, open source desktop multimedia workload which can be used as a framework for studies of multimedia applications. Source code and the full results of our analysis are available on the World Wide Web at http://www.cs.berkeley.edu/ ∼ slingn/research/. Please contact the authors by email if the URL becomes obsolete.
Although it incorporates several improvements from its predecessor, the UCLA MediaBench benchmark, in the breadth of applications as well as the size of component data sets, it has aged even in the time that we have used it for our studies of multimedia cache behavior [30] and SIMD instruction set performance [32] . Because multimedia workloads are relatively immature, they are constantly evolving. For this reason, it is important that multimedia workload analysis be an ongoing process. As an example, the Mesa 3D applications contained within the Berkeley multimedia workload have become increasingly inadequate to represent the massive textures and intricate 3D models that are common in contemporary video games and other virtual environments. New multimedia standards such as MPEG-4 and JPEG 2000 [12] will also need to be reflected in future benchmarking workloads, if and when these standards are widely adopted (see [5, 6] for discussions of where multimedia is headed). Future studies should extend the Berkeley multimedia workload in those directions which actual workloads are evolving. The open source nature of this workload means that anyone can update it to suit their needs and cover their application set of interest. 
