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Abstract. In this work we construct certain general bundles <M, ρ,X > and < B, η,X >
of Hausdorff locally convex spaces associated with a given Banach bundle < E, π,X >.
Then we present conditions ensuring the existence of bounded sections U ∈ Γx∞ (ρ) and
P ∈ Γx∞ (η) both continuous at a point x∞ ∈ X, such that U(x) is a C0−semigroup of
contractions on Ex and P(x) is a spectral projector of the infinitesimal generator of the
semigroup U(x), for every x ∈ X.
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CHAPTER 1
Main Structures and statement of the problem
Introduction
This work consists of three parts of which the present represents the first one. We
construct certain general bundles 〈M, ρ,X〉 and 〈B, η,X〉 of Hausdorff locally convex
spaces associated with a given Banach bundle 〈E, π,X〉. Then we present conditions
ensuring the existence of bounded sections U ∈ Γx∞(ρ) and P ∈ Γx∞(η) both continuous
at a point x∞ ∈ X, such that U(x) is a C0−semigroup of contractions on Ex and P(x) is a
spectral projector of the infinitesimal generator of the semigroup U(x), for every x ∈ X.
Here W ≔
〈
M, ρ,X
〉
and
〈
B, η,X
〉
are special kind of bundles of Hausdorff locally
convex spaces (bundle ofΩ−spaces [12]) whileV ≔ 〈E, π,X〉 is a suitable Banach bundle
such that the common base space X is a completely regular topological space and the
filter of neighbourhoods of x∞ admits a countable basis
1. Moreover for all x ∈ X the stalk
Mx ≔
−1
ρ (x) is a topological subspace of the space Cc
(
R+,LSx(Ex)
)
with the topology of
compact convergence, of all continuous maps defined onR+ and with values in LSx(Ex),
and the stalk Bx ≔
−1
η (x) is a topological subspace of LSx(Ex). Here Ex ≔
−1
π(x), while
LSx(Ex), is the space, of all linear bounded maps on Ex with the topology of uniform
convergence over the subsets of Sx ⊂ Bounded(Ex) which depends, for all x ∈ X, on the
same subspace E ⊆ Γ(π). Here ρ : M→ X, η : B→ X, and π : E→ X are the projection
maps of the respecive bundles, Γx∞(ρ) is the set of all bounded sections ofW continuous
at x∞ with respect to the topology on the bundle space M and Γ(π) is the set of all
bounded continuous sections of V.
An essential factor is that the continuity at x∞ of U and P derives by a sort of continuity at
the same point of the section T of the graphs of the infinitesimal generators of the semigroups in
the range of U, where the sort of continuity has to be understood in the following sense.
For every x ∈ X let T(x) be the graph of the infinitesimal generator Tx of the semigroup
U(x), then
(1.0.1)

T(x∞) = {φ(x∞) |φ ∈ Φ}
Φ ⊆ Γx∞(πE⊕)
(∀x ∈ X)(∀φ ∈ Φ)(φ(x) ∈ T(x)),
where Γx∞(πE⊕) is the set of all bounded sections of the direct sum of bundles V ⊕ V
which are continuous at x∞.
1in particular X a metric space and x∞ any point of X.
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Hence for any v ∈ Dom(Tx∞) there exists a bounded section φ of V ⊕V such that
(1.0.2)
{
(v,Tx∞v) = limx→x∞(φ1(x), φ2(x))
(φ1(x), φ2(x)) ∈ Graph(Tx),∀x ∈ X − {x∞},
where the limit is with respect to the topology on the bundle space of V ⊕V2.
The main strategy for obtaining the continuity at x∞ of U and P, it is to correlate the
topologies onM and B, with the topology on E. Thus it is clear that the construction of the
right structures has a prominent role.
It is well-known the relative freedom of choice of the topology on the bundle space
of any bundle ofΩ−spaces. More exactly fixed a suitable linear space say G of bounded
sections there exists always a topology on the bundle space such that all the maps in
G are continuous. Moreover if X is compact one can find a topology such that G is the
whole space of bounded continuous sections [12, Thm. 5.9]. This freedom of choice
allows the construction of examples of the above-mentioned correlations of topologies.
From the following simple result Cor. 1.2.3 and without entering in the definition
of the topology of a bundle of Ω−space, we can recognize the power of determining
the right set Γ(ζ) of continuous sections of a general bundle 〈Q, ζ,X〉 of Ω−space. Let
f ∈
∏b
x∈XQx be any bounded section and x∞ ∈ X such that there exists a section σ ∈ Γ(ζ)
such that σ(x∞) = f (x∞). Then
(1.0.3) f ∈ Γx∞(ζ)⇔ (∀ j ∈ J)( lim
z→x∞
νzj( f (z) − σ(z)) = 0),
where J is a set such that {νz
j
| j ∈ J} is a directed fundamental set of seminorms of the
locally convex space Qz ≔
−1
ζ (z) for all z ∈ X. About the problem of establishing if there
are continuous bounded sections intersecting f in x∞, we can use an important result
of the theory of Banach bundles, stating that any Banach bundle over a locally compact
base space is full, namely for any point of the bundle space there exists a section passing
on it. While for more general bundles of Ω−spaces we can use the above described
freedom.
The criterium we used for determining the correlations betweenM (resp.B) and E is that of
extending to a general bundle ofΩ−spaces two properties of the topology of the spaceCc (Y,Ls(Z)).
Here Z is a normed space, S is a set of bounded subsets of Z, Ls(Z) is the space of
all linear continuous maps on Z with the pointwise topology, finally Cc (Y,Ls(Z)) is the
space of all continuous maps on a topological space Y with values in Ls(Z) with the
topology of uniform convergence over the compact subsets of Y.
In order to simplify the notation we here shall consider Z as a Banach space and
take LS(Z) = Bs(Z), i.e. the space of all bounded linear operators on Z with the strong
operator topology.
2 Later we shall see that the topology on the bundle space of V⊕Vwill be constructed in order to ensure
that the limit in (1.0.2) is equivalent to say that v = limx→x∞ φ1(x) and Tx∞v = limx→x∞ φ2(x), both limits
with respect to the topology on the bundle space E.
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Let X be a compact space
M ≔{F ∈ Cb (X,Cc (Y,Bs(Z))) | (∀K ∈ Comp(Y))
(C(F,K) ≔ sup
(x,s)∈X×K
‖F(x)(s)‖B(Z) < ∞)}
Mx ≔ {F(x) | F ∈M}
Let V ≔ 〈E, π,X〉 denote the trivial bundle with constant stalk Z so Γ(π) ≃ Cb (X,Z), set
(1.0.4)

Ax ≔ {µ
K
(v,x)
|K ∈ Comp(Y), v ∈ Γ(π)},
µK
(v,x)
: Mx ∋ G 7→ sups∈K ‖G(s)v(x)‖,
M ≔ {〈Mx,Ax〉}x∈X.
Then by using Lemma 1.4.13 and [12, Thm. 5.9] we can construct a bundle of Ω−spaces
say V(M,M) whose stalk at x is the locally convex space 〈Mx,Ax〉 and whose space of
bounded continuous sections Γ(πM) is such that Γ(πM) ≃ M.
Let f ∈
∏
x∈ X Mx be such that (∀K ∈ Comp(Y))(sup(x,s)∈X×K ‖ f (x)(s)‖B(Z) < ∞) then
according to Thm. 1.4.15we obtain that (1)⇔ (2)⇔ (3) with
(1) (∀K ∈ Comp(Y))(∀v ∈ Γ(π))
( lim
x→x∞
sup
s∈K
‖ f (x)(s)v(x) − f (x∞)(s)v(x)‖ = 0);
(2) f ∈ Γx∞(πM);
(3) f : X → Cc (Y,Bs(Z)) continuous at x∞.
Moreover if Y is locally compact for all t ∈ Y
(1.0.5) Γ(πM)t • Γ(π) ⊆ Γ(π).
Therefore we constructed two bundlesV andV(M,M) whose topologies are (I) stalkwise related
by {Ax}x∈X in (1.0.4) and for which hold (1) ⇔ (2) and (II) globally related by (1.0.5). Finally
Γx∞(πM) coincides with the subset of all maps f : X → Cc (Y,Bs(Z)) continuous at x∞ such that
(∀K ∈ Comp(Y))(sup(x,s)∈X×K ‖ f (x)(s)‖B(Z) < ∞). The extension at general bundles of the
property (I) leads to the concept of (Θ,E)−structure, provided in Def. 1.4.8 see Lemma
1.4.11, while the generalization of the property (II) leads to the concept of compatible
(Θ,E)−structure, given in Def. 1.4.8.
A similar and more important global correlation between M and E, this time for
the case in which the topology on each stalk Mx is that of the pointwise convergence
instead of the compact convergence, is that encoded in (3.3.12) in the definition of
invariant
(
Θ,E, µ
)
−structures provided in Def. 3.3.7. This closes the discussion about
the relationship between the topologies on M and E, in particular between those on B
and E 3
Briefly we recall what here has to be understood as a classical stability problem in
order to understand how to generalize it through the language of bundles. The classical
stability problem could be so described. Fixed a Banach space Z find a sequence {Sn :
3 Indeed it is sufficient to take Y = {pt} i.e. one point space.
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Dn ⊆ Z → Z} of possibly unbounded linear operators in Z and a sequence {Pn} ⊂ B(Z)
where Pn is a spectral projector of Sn for n ∈N, such that
(A): whenever there exists an operator S : D ⊂ Z → Z such that S = limn→∞ Sn
with respect to a suitable topology or in any other generalized sense,
(B): then there exists a spectral projector P ∈ B(Z) of S such that P = limn→∞ Pn
with respect to the strong operator topology.
Here a spectral projector of an operator S in a Banach space is a continuous projector
associated with a closed S−invariant subspace Z0 such that σ(S ↾ Z0) ⊂ σ(S), where σ(T)
is the spectrum of the operator T.
In [13, Ch IV] one finds many stability theorems in which the limit in (A) has to
be understood with respect to the metric induced by the so called gap between the
corresponding closed graphs.
Additional stability theorems, even for operators defined in different spaces, are
available. They have been obtained by using the concept of Transition Operators intro-
duced by Victor I. Burenkov, see for expample [6], [7] and [8]. Instead to their stability
theorems Massimo Lanza de Cristoforis and Pier Domenico Lamberti employed func-
tional analytic approaches, see for examples [15], [16], [17].
If we try to generalize the classical stability problem to the case inwhich Z is replaced
by any sequence {Zn} of Banach spaces and Sn is defined in Zn for all n, then we would
face the following difficulty. How can we adapt the definition of the gap given by Kato
to the case of a sequence of different spaces? More in general in which sense has to be
understood the convergence of operators defined in different spaces.
A first step toward the generalization to the case of different spaces of the classical
stability problem is the following result Thomas G. Kurtz [14].
Theorem 1.0.1 (2.1. of [14]). For each n, let Un(t) be a strongly continuous contraction
semigroup defined on Ln with the infinitesimal operator An. Let A = ex − limn→∞An. Then
there exists a strongly continuous semigroup U(t) on L such that limn→∞Un(t)Qn f = U(t) f for
all f ∈ L and t ∈ R+ if and only if the domain D(A) is dense and the range R(λ0 − A) of λ0 − A
is dense in L for some λ0 > 0. If the above conditions hold A is the infinitesimal generator of U
and we have
(1.0.6) lim
n→∞
sup
0≤s≤t
‖Un(s)Qn f −QnU(s) f ‖n = 0,
for every f ∈ L and t ∈ R+.
Here 〈L, ‖ · ‖〉 is a Banach space, {〈Ln, ‖ · ‖n〉}n∈N is a sequence of Banach spaces, {Qn ∈
B(L, Ln)}n∈N such that limn→∞ ‖Qn f ‖n = ‖ f ‖ for all f ∈ L. Let f ∈ L and { fn}n∈N such that
fn ∈ Ln for every n ∈N, thus he set
4
(1.0.7) f = lim
n→∞
fn ⇔ lim
n→∞
‖ fn −Qn f ‖n = 0.
4 Notice the strong similarity of (1.0.7) with (1.0.3).
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Moreover if An : Dom(An) ⊆ Ln → Ln he defined
(Gr)

Graph(ex − limn→∞An) ≔ {limn∈N s0(n) | s0 ∈ Φ0}
Φ0 ≔ {( fn,An fn)n∈N ∈ (Z × Z)
N |
(∀n ∈N)( fn ∈ Dom(An)) ∧ (∃ lim
n∈N
( fn,An fn))},
where ( f , g) = limn∈N( fn,An fn)) iff f = limn∈N fn and g = limn∈NAn fn and all these limits
are those defined in (1.0.7). WheneverGraph(ex−limn→∞An) is a graph in LKurtz denoted
by ex − limn→∞An the corresponding operator in L.
The Kurtz’s approach did not make use of the bundle theory, and, except when im-
posing stronger assumptions, it cannot be implemented in terms of bundles ofΩ−spaces.
What follows results fundamental for understanding the strategy behind this work.
(1.0.3) essentially generalizes (1.0.7). More importantly if the topology on M and that on
E are related by a (Θ,E)−structure (for a very simple model see (1.0.9)) then the convergence
(1.0.3) essentially generalizes the convergence (1.0.6) of the sequence of semigroups {Un}n∈N to
the semigroup U.5
We used the word “essentially” due to the difficulty to build a couple of Kurtz’
bundles, namely two bundles of Ω−spaces 〈E, π,X〉 and
〈
M, ρ,X
〉
such that X is the
5 Indeed if we set assume that there exists for every n ∈ N Sn ∈ B(Ln, L) such that SnQn = Id then (1.0.6)
would become
(1.0.8) (∀t ∈ R+)(∀ f ∈ L)( lim
n→∞
sup
0≤s≤t
‖(Un(s) −QnU(s)Sn)Qn f ‖n = 0).
Moreover let
〈
M, ρ,X
〉
and 〈E, π,X〉 be set as in the beginning and assume that {νz
(K,v)
| (K, v) ∈ Comp(Y), v ∈
E} is a fundamental set of seminorms onMz for every z ∈ X, where E ⊆ Γ(π). Finally assume that for all
K ∈ Comp(Y), v ∈ E and for all z ∈ X and f z ∈Mz
(1.0.9) νz(K,v)( f
z) ≔ sup
s∈K
‖ f z(s)v(z)‖z.
Thus (1.0.3) would read: if there exists σ ∈ Γ(ρ) such that σ(x∞) = F(x∞) then
(1.0.10) F ∈ Γx∞ (ρ)⇔ (∀K ∈ Comp(Y))(∀v ∈ E)( lim
z→x∞
sup
s∈K
‖(F(z) − σ(z))v(z)‖z = 0).
Therefore by setting X the Alexandroff compactification ofN, x∞ = ∞ and for all n ∈N
(1.0.11)

En ≔ Ln, E∞ ≔ L
Mn ≔ Cc (R
+,Bs(Ln))
M∞ ≔ Cc (R
+,Bs(L))
E ≔
{
Qf | f ∈ L
}
,
if there exist conditions under which we can obtain that
(1.0.12)

{
Qf | f ∈ L
}
⊆ Γ(π)
{QVS |V ∈ U(L)} ⊆ Γ(ρ),
where (Qf )(n) ≔ Qn f , (Qf )(∞) ≔ f , while (QVS)(n) ≔ QnVSn, (QVS)(∞) ≔ V, for all n ∈ N and U(L), is
the set of all C0−semigroup on L, then by (1.0.10) and (1.0.8) follows that
U ∈ Γ∞(ρ),
where U(n) ≔ Un and U(∞) ≔ U.
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Alexandroff compactification of N and (1.0.11), (1.0.12) hold. In any case it is possible
under strong assumptions, see Section 3.4. Despite the difficulty of constructing Kurtz’s
bundles, since the above remark we opted to investigate to which extent the Kurtz’s
Thm. 1.0.1 can be extended in the framework of bundles of Ω−spaces, by using the
concept of (Θ,E)−structure.
It is now clear that, in the way of extending the Kurtz’s Theorem, we replace the
sequence of Banach spaces {Ln}n∈N∪{∞} where L∞ ≔ L, with a Banach bundle E, while we
replace the sequence {Cc
(
R+,Bs(Ln)
)
}n∈N∪{∞} by the bundle of Ω−spaces M. Hence the
Kurtz’ convergences (1.0.6) and (1.0.7) will be replaced by the convergences of sections on
the bundles spaces M and E respectively. In this view definition (Gr) has to be replaced
by that of Pre-Graph section Def. 1.5.2 (essentially (1.0.1)), while the case in which
Graph(ex− limn→∞An) is a graph in Lwith that of Graph section Def. 1.5.1. Hence it arises
as a natural question which topology has to be selected for the bundle space of V ⊕V.
An essential tool used in the definition of Graph(ex − limn→∞An) in (Gr) is that of
convergence of a sequence ( fn,An fn) in the direct sum of the spaces Ln ⊕ Ln, given by
construction as the convergence of both the sequences in Ln in the meaning of (1.0.7).
It is exactly this factorization the property whichwewant to preserve when selecting
the right topology on the bundle space of V ⊕V.
It is a well-known result the solution of this problem in the special case of Banach
bundles. We generalize this result for a finite direct sum of general bundles ofΩ−spaces,
by constructing in Thm. 1.3.1 a directed family of seminorms on the direct sum of
Hausdorff locally convex spaces that generates the product topology.
This result along with Lemma 1.3.4 allow to define the direct sum of (full) bundles
of Ω−spaces as given in Def. 1.3.5
The result that the topology on each stalk is the product topology, encoded in (1.3.6), the
choice provided in (1.3.7) of a set that will become a subset of bounded continuous sections of
the direct sum of bundles and the general convergence criterium in (1.0.3), allow to show the
claimed factorization property in Cor. 1.3.7. Namely any continuous map from X at values in
the direct sum
⊕n
i=1
Ei of bundles is continuous at a point if and only if all its n components are
continuous at the same point.
In Thm. 2.1.16 we resolve the claim of extending the Kurtz’s result to the setting of
bundles ofΩ−spaces. More exacly we construct an element of the set∆Θ 〈V,W,E,X,R
+〉
Def. 1.5.6. Roughly and limited to singletons we have that the singleton {〈T, x∞,Φ〉}
belongs to ∆Θ 〈V,W,E,X,R
+〉 iff T(x) is the graph of the infinitesimal generator Tx of a
C0−semigroup U(x) on Ex, for all x ∈ X, (1.0.1) holds true and
(1.0.13) U ∈ Γx∞(ρ).
Thus, according to the discussedwayof extending theKurtz’ theorem, to find an element
in the set ∆Θ 〈V,W,E,X,R
+〉means to find an extension of Thm. 1.0.1.
Finally let us outline how the main result of the entire work Thm. 3.3.21 extends
the classical stability problem at operators defined in different spaces. It provides the
existence of an element 〈T,Φ, x∞〉 whose singleton belongs to the intersection of the set
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∆Θ 〈V,W,E,X,R
+〉 with the set ∆ 〈V,D,Θ,E〉 which ammounts to what follows. There
exists U satisfying (1.0.13) and there exists a section
(1.0.14) P ∈ Γx∞(η),
satisfying (1.0.15) with Tx the infinitesimal generator of the C0−semigroup U(x) for all
x ∈ X. Actually the result is stronger since it establishes that P(x) is a spectral projector of
Tx for all x ∈ X.
Roughly speaking and limited to singletons we have what follows, seeDef. 1.5.4 for
the precise and general definition. Given a (Θ,E)−structure
〈
V,D,X, {pt}
〉
and denoted
D ≔
〈
B, η,X
〉
, we have that the singleton of 〈T,Φ, x∞〉 belongs to ∆ 〈V,D,Θ,E〉 iff for all
x ∈ X the set T(x) is a graph in Ex, (1.0.1) holds true and there exists P ∈ Γ
x∞(η) such that
P(x) is a projector on Ex for all x ∈ X and
(1.0.15) P(x)Tx ⊆ TxP(x),
where Tx is the operator in Ex whose graph is T(x).
In others words 〈T,Φ, x∞〉 ∈ ∆ 〈V,D,Θ,E〉 iff T is a section of graphs in E continuous
at x∞ in the sense of (1.0.2) and such that there exists a section P of projectors on E
continuous at x∞ such that P commutes with T in the meaning of (1.0.15).
Notice that (1.0.15) is satisfied by any element of the resolution of the identity of a
spectral operator [10, Def. 18.2.1]. Moreover whenever Tx is the infinitesimal generator
of a C0−semigroupWT(x) of contractions on Ex, the most important case in this work, it
results that (1.0.15) is the property satisfied by all the spectral projectors of the form
P(x) ≔ −
1
2πi
∫
Γ
R(−Tx; ζ) dζ,
where R(−Tx; ζ) is the resolvent map of the operator −Tx and Γ is a suitable closed
curve on the complex plane. Hence we can consider the commutation in (1.0.15) as the
defining property of what we here consider as the interesting bundle P of projectors
associated with T. Therefore as (1.0.13) represents the extension of the Kurtz’s theorem so
(1.0.14) realizes our initial claim to extend in the framework of bundles ofΩ−spaces the classical
stability problem. Moreover the two solutions U and P are correlated since P(x) is a spectral
projector of the infinitesimal generator Tx of the semigroup U(x) for all x ∈ X, in particular
(1.0.15) holds true.
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The main results of this work are the following ones
(1) Construction of a suitable directed fundamental set of seminorms of the topo-
logical direct sum of a finite family of Hausdorff locally convex spaces, and
construction of E⊕ satisfying FM(3) − FM(4) with respect to E⊕ (Thm. 1.3.1 and
Lemma 1.3.4);
(2) Factorization property of the convergence in any direct sum of bundles of
Ω−spaces (Cor. 1.3.7);
(3) Characterization of sections of W continuous at a point when 〈V,W,X,Y〉 is a
(Θ,E)−structure, (Lemma 1.4.11);
(4) Construction of a (Θ,E)−structure 〈V,W,X,Y〉 and characterization of a subset
of Γx∞(ρ) when V is trivial, (Thm. 1.4.15);
(5) Construction of an element in the set∆Θ 〈V,W,E,X,R
+〉, (Thm. 2.1.16, Cor. 2.2.1
(6) Conditions yielding the bounded equicontinuity of which in hypothesis (ii) of
Thm. 2.1.16 (Cor. 2.2.1);
(7) Conditions yielding the (2.1.14) (Prp.2.3.2);
(8) The technical Lemma 2.3.25 and Thm. 2.3.23;
(9) Thm. 2.3.27 Cor. 2.3.29 and Cor. 2.3.30;
(10) K−Uniform Convergence Thm. 2.3.35;
(11) Consequence of being an
〈
ν, η,E,Z,T
〉
invariant set V with respect to F (Prp.
3.1.4);
(12) Construction of a set ∆Θ 〈V,D,W,E,X,R
+〉 by using an
〈
ν, η,G,K(Γ),R+
〉
invari-
ant set V with respect to {FT} (Cor. 3.2.6);
(13) A bundle version of the Lebesgue theorem for a µ−related couple 〈V,Z〉 (Thm.
3.3.6);
(14) Technical Lemma 3.3.12 and Lemma 3.3.15;
(15) Cor. 3.3.14;
(16) Construction of a section of spectral projectors continuous at a point, given a
section of semigroups continuous at the same point (Cor. 3.3.17);
(17) The Main result of the entire work namely the construction of an element in the
set ∆ 〈V,D,Θ,E〉 (Thm. 3.3.21).
The main structures defined in this work are the following ones
(1) Direct sum of full bundles of Ω−spaces (Def. 1.3.5);
(2) (Invariant) (Θ,E)−structure 〈V,W,X,Y〉, (Def. 1.4.8);
(3) Graph section 〈T, x∞,Φ〉, (Def. 1.5.1);
(4) ∆ 〈V,D,Θ,E〉, (Def. 1.5.4);
(5) ∆Θ 〈V,W,E,X,R
+〉, (Def. 1.5.6);
(6) ∆Θ 〈V,D,W,E,X,R
+〉; (Def. 1.5.9);
(7) 〈V,W,X,R+〉 with the Laplace duality property, (Def. 2.1.9);
(8) U−Spaces (Def. 2.3.6);
(9) The locally convex space G (Def. 2.3.12);
(10)
〈
ν, η,E,Z,T
〉
invariant set V with respect to F (Def. 3.1.3);
(11) µ−related couple 〈V,Z〉 (Def. 3.3.5);
1.1. NOTATION 13
(12) (Invariant)
(
Θ,E, µ
)
− structure 〈V,Q,X,Y〉 (Def. 3.3.7);
(13) (Θ,E)− structure 〈V,V(M, Γ(ξ)),X,Y〉 underlying a (Θ,E, µ)− structure
〈V,Q,X,Y〉 (Def. 3.3.9).
1.1. Notation
For any two setsX,Ywe letYX denote the set ofmaps defined onX and at values inY.
LetGraph(X×Y) denote the set of subsets ofX×Ywhich are graphs, while for anymap f
let Graph( f ) denote its graph. If B is a base of a filter on X, we let FX
B
denote the filter on
X generated by the base B. If S is any set then Pω(S) denotes the set of all finite subsets
of S. If τ is any topology on X and x ∈ X, then Iτx denotes the filter of neighbourhoods
of x of the topological space 〈X, τ〉. Let u.s.c. mean upper semicontinuous. All vector
spaces are assumed to be over K ∈ {R,C}, Hlcs stands for Hausdorff locally convex
spaces. We say that V ≔ {〈Vx,Ax〉}x∈X is a nice family of Hlcs if {Vx}x∈X is a family of
Hlcs and there exists a set J for which ∀x ∈ X the set Ax ≔ {µ
x
j
} j∈J is a directed
6 family
of seminorms on Vx generating the locally convex topology on it. For any family of
seminorms K on a vector space V we call the directed family of seminorms associated
with K the set {sup F | F ∈ Pω(Γ)} with the order relation of pointwise order on R
V. fss
stands for “fundamental set of seminorms”. Given two locally convex spaces (lcs) E
and Fwe denote by L(E, F) the linear space of all linear and continuous maps on Ewith
values in F, and set L(E) ≔ L(E,E), moreover let Pr(E) ≔ {P ∈ L(E)|P ◦P = P} denote the
set of all continuous projectors on E. Let S be a set of bounded subsets of a lcs E, thus
LS(E) denotes the lcs whose underlining linear space is L(E) and whose locally convex
topology is that of uniform convergence over the subsets in S. When E is a normed space
and S is the set of all finite parts of E, then LS(E) will be denoted by Bs(E), while B(E)
denotes L(E) with the usual norm topology. Let {Ei}i∈I a family of lcs. Then we denote
by τ0, τb, τl, τl the topology on
⊕
i∈I
Ei induced by the product topology on
∏
i∈I Ei, that
induced by the box topology on
∏
i∈I Ei (see [19]), the direct sum topology, Ch. 4, §3 of
[19] and the lc-direct sum topology Ch. 6, §6 of [19] respectively.
Let X,Y be two topological spaces then Comp(X) is the set of all compact subsets
of X, while C (X,Y) is the set of all continuous maps on X valued in Y, while Cc (X,Y)
is the topological space of all continuous maps on X valued in Y with the topology of
uniform convergence over the compact subsets ofY. IfY is a uniform space then Cb(X,Y)
is the space of all bounded maps in C (X,Y), while Cbc(X,Y) = Cc (X,Y) ∩ C
b(X,Y). If E
is a lcs then Cc (X,E) is a lcs, while if E is a Hlcs and Comp(X) is a covering of X, for
example ifX is a locally compact space, then Cc (X,E) is aHlcs. LetY be a locally compact
space, µ ∈ Radon(Y) and E ∈ Hlcs, then L1(Y,E, µ) denotes the linear space of all scalarly
essentially µ−integrable maps f : Y → E such that its integral belongs to E, see [4, Ch.
6], while Meas(Y,E, µ) denotes the linear space of all µ−measurable maps f : Y → E.
Let E be a topological vector space, and 〈L(E), τ〉 the topological vector space whose
underlying linear space is L(E) provided by the topology τ. Thus U(〈L(E), τ〉) is the
6 I.e. (∀ j1, j2 ∈ J)(∃ j ∈ J)(µ
x
j1
, µx
j1
≤ µx
j
) with the order relation of pointwise order on RVx .
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set of all continuous semigroup morphisms defined on R+ and with values in 〈L(E), τ〉.
Moreover if ‖ · ‖ is any seminorm on L(E) (not necessarly continuous with respect to
τ) we set U‖·‖(〈L(E), τ〉) as the subset of all U ∈ U(〈L(E), τ〉) such that ‖U(s)‖ ≤ 1, for all
s ∈ R+. Let Uis(〈L(E), τ〉) be the subset of all U ∈ U(〈L(E), τ〉) such that there exists a
fundamental set of seminorms K on E such that U(s) is an isometry with respect to any
element in K, for all s ∈ R+. We use throughout this work the notation of [12] and often
when referring to Banach bundles those of [11]. In particular
〈
〈E, τ〉 , p,X,N
〉
or simply〈
E, p,X
〉
, whenever τ and N are known, is a bundle of Ω−spaces (1.5. of [12]), where we
denote by τ the topology on E while with N ≔ {ν j | j ∈ J} the directed set of seminorms
on E (1.3. of [12]). Thus we set Nx ≔ {ν
x
j
| j ∈ J} with νx
j
≔ ν j ↾ Ex and Ex ≔
−1
p (x), for all
x ∈ X and j ∈ J. Moreover for anyU ⊆ X we call ΓU(p) the space of bounded continuous
sections of
〈
〈E, τ〉 , p,X,N
〉
on U defined by
ΓU(p) ≔ C (U,E)
⋂ b∏
x∈U
〈Ex,Nx〉
where
b∏
x∈U
〈Ex,Nx〉 ≔
{
σ ∈
∏
x∈U
Ex | (∀ j ∈ J)(sup
x∈U
νxj (σ(x)) < ∞)
}
.
Let U ⊆ X and x ∈ U set
Γ
x
U(p) ≔
{
f ∈
b∏
x∈U
〈Ex,Nx〉 | f is continuous at x
}
.
So ΓU(p) =
⋂
x∈U Γ
x
U
(p). We set Γ(p) ≔ ΓX(p) and Γ
x(p) ≔ Γx
X
(p) for any x ∈ X. The
definition of trivial bundle of Ω−spaces is given in 1.8. of [12]. Whenever we mention
the properties FM(3), FM(4) we always mean those provided in [12, §5] and recalled in
Def. 1.5.12. If A ≔ 〈〈B, τ〉 , ξ,X,N〉 is a bundle of Ω−spaces, x ∈ X and Q, S are subsets
of
∏
z∈XBz, we set
(1.1.1)
QxS ≔ {H ∈ Q | (∃ F ∈ S)(H(x) = F(x))},
Qx⋄ ≔ Q
x
Γ(ξ),
Γ
x
S(ξ) ≔ (Γ
x(ξ))xS,
Γ
x
⋄(ξ) ≔ (Γ
x(ξ))x⋄.
1.2. Continuous sections of bundles of Ω−spaces
In this section we provide simple but helpful results concerning convergence in
bundles ofΩ−spaces andmore specifically characterizations of the continuity of sections
at a certain point.
Proposition 1.2.1. LetV = 〈〈E, τ〉 , π,X,N〉 be a bundle ofΩ−spaceswhereN≔ {ν j | j ∈ J}.
Moreover let b ∈ E and {bα}α∈D a net in E. Then (1)⇐ (2)⇐ (3)⇔ (4) where
(1) limα∈D bα = b;
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(2) (∃U ∈ Op(X) |U ∋ π(b))(∃ σ ∈ ΓU(π))(σ ◦ π(b) = b) such that limα∈D π(bα) = π(b)
and (∀ j ∈ J)(limα∈D ν j(bα − σ(π(bα))) = 0);
(3) (∃U′ ∈ Op(X) |U′ ∋ π(b))(∃ σ′ ∈ ΓU(π) | σ
′ ◦ π(b) = b) and (∀U ∈ Op(X) |U ∋
π(b))(∀σ ∈ ΓU(π) | σ ◦ π(b) = b) we have limα∈D π(bα) = π(b) and (∀ j ∈
J)(limα∈D ν j(bα − σ(π(bα))) = 0);
(4) (∃U′ ∈ Op(X) |U′ ∋ π(b))(∃ σ′ ∈ ΓU(π))(σ
′ ◦ π(b) = b) and limα∈D bα = b.
Moreover if V is locally full then (1)⇔ (4).
Proof. Clearly (3) ⇒ (2). (2) is equivalent to say that (∃U ∈ Op(X) |U ∋ π(b))(∃ σ ∈
ΓU(π))(σ◦π(b) = b) such that (∀V ∈ Op(X) |π(b) ∈ V ⊆ U)(∃α(V) ∈ D)(∀α ≥ α(V))(π(bα) ∈
V) and (∀ j ∈ J)(∀ε > 0)(∃α(V) ∈ D)(∀α ≥ α( j, ε))(ν j(bα − σ(π(bα))) < ε). Set α(V, j, ε) ∈ D
such that α(V, j, ε) ≥ α(V), α( j, ε) which there existsD being directed, thus we have (∀V ∈
Op(X) |π(b) ∈ V ⊆ U)(∀ j ∈ J)(∀ε > 0)(∃α(V, j, ε) ∈ D) such that (∀α ≥ α(V, j, ε))(ν j(bα −
σ(π(bα))) < ε) and π(bα) ∈ V. Thus (1) follows by applying 1.5.VII of [12]. Finally
by applying 1.5.VII of [12] (4) (respectively (1) if V is locally full) is equivalent to
(∃U′ ∈ Op(X) |U′ ∋ π(b))(∃ σ′ ∈ ΓU(π))(σ
′ ◦ π(b) = b) and (∀σ ∈ ΓU(π) | σ ◦ π(b) = b)(∀ j ∈
J)(∀ε > 0)(∀V ∈ Op(X) |π(b) ∈ V ⊆ U)(∃α ∈ D)(∀α ≥ α) we have π(bα) ∈ V and
ν j(bα − σ(π(bα))) < εwhich is (3). 
Theorem 1.2.2. Let V = 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces, W ⊆ X and indicate
N = {ν j | j ∈ J}. Moreover let f ∈ E
W, x∞ ∈ W. Then (1) ⇐ (2) ⇔ (3) ⇐ (4) ⇔ (5) ⇔ (6)
where
(1) f is continuous in x∞;
(2) (∃U ∈ Op(X) |U ∋ x∞)(∃ σ ∈ ΓU(π))(σ(x∞) = f (x∞)) such that ν j ◦ ( f − σ ◦ π ◦ f ) :
W ∩U → R and π ◦ f : W → X are continuous in x∞ for all j ∈ J;
(3) π◦ f : W → X is continuous in x∞ and (∃U ∈ Op(X) |U ∋ x∞)(∃ σ ∈ ΓU(π))(σ(x∞) =
f (x∞)) such that
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ ◦ π ◦ f (y)) = 0);
(4) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈ ΓU(π))(σ
′(x∞) = f (x∞)) and (∀U ∈ Op(X) |U ∋
x∞)(∀σ ∈ ΓU(π) | σ(x∞) = f (x∞))we have ν j◦( f −σ) : W∩U → R andπ◦ f : W → X
are continuous in x∞ for all j ∈ J;
(5) π ◦ f : W → X is continuous in x∞ and (∃U
′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈
ΓU(π))(σ
′(x∞) = f (x∞)) and (∀U ∈ Op(X) |U ∋ x∞)(∀σ ∈ ΓU(π) | σ(x∞) = f (x∞))
we have
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ ◦ π ◦ f (y)) = 0);
(6) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈ ΓU(π))(σ
′(x∞) = f (x∞)) and f is continuous at x∞.
Moreover if V is locally full then (1)⇔ (6) and if it is full we can choose U = X and U′ = X.
Proof. (1) is equivalent to say that for each net {xα}α∈D ⊂ W such that limα∈D xα = x∞
in W, we have limα∈D f (xα) = f (x∞) in E. Similarly (2) is equivalent to say that for each
net {xα}α∈D ⊂ W such that limα∈D xα = x∞ in W, we have limα∈D π ◦ f (xα) = π ◦ f (x∞)
and (∀ j ∈ J)(limα∈D ν j ◦ ( f − σ ◦ π ◦ f )(xα) = ν j ◦ ( f − σ ◦ π ◦ f )(x∞)). Thus (1) ⇐ (2)
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follows by the corresponding one in Prp. 1.2.1 with the positions (∀α ∈ D)(bα ≔ f (xα))
and b ≔ f (x∞). Similarly (1) ⇐ (5) follows by (1) ⇐ (3) of Prp. 1.2.1. Finally (5) ⇒ (6)
follows by (5) ⇒ (1), while if (6) is true then π ◦ f is continuous at x∞ indeed π is
continuous, then (5) follows by the implication (4)⇒ (3) of Prp. 1.2.1 with the positions
(∀α ∈ D)(bα ≔ f (xα)) and b ≔ f (x∞). 
Corollary 1.2.3. Let V = 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces, W ⊆ X and indicate
N = {ν j | j ∈ J}. Moreover let f ∈
∏
x∈W Ex and x∞ ∈ W. Then (1) ⇐ (2) ⇔ (3) ⇐ (4) ⇔
(5)⇔ (6) where
(1) f is continuous in x∞;
(2) (∃U ∈ Op(X) |U ∋ x∞)(∃ σ ∈ ΓU(π))(σ(x∞) = f (x∞)) such that ν j◦( f −σ) : W∩U →
R is continuous in x∞ for all j ∈ J;
(3) (∃U ∈ Op(X) |U ∋ x∞)(∃ σ ∈ ΓU(π))(σ(x∞) = f (x∞)) such that
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ(y)) = 0);
(4) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈ ΓU(π))(σ
′(x∞) = f (x∞)) and (∀U ∈ Op(X) |U ∋
x∞)(∀σ ∈ ΓU(π) | σ(x∞) = f (x∞)) we have that ν j ◦ ( f −σ) : W∩U → R is continuous
in x∞ for all j ∈ J;
(5) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈ ΓU(π))(σ
′(x∞) = f (x∞)) and (∀U ∈ Op(X) |U ∋
x∞)(∀σ ∈ ΓU(π) | σ(x∞) = f (x∞)) we have
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ(y)) = 0).
(6) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ σ
′ ∈ ΓU(π))(σ
′(x∞) = f (x∞)) and f is continuous at x∞
If V is locally full then (1)⇔ (6) and if it is full we can choose U = X and U′ = X.
Proof. By Thm. 1.2.2 and π ◦ f = Id. 
Proposition 1.2.4. Let V be full and such that there exists a linear space E such that for all
x ∈ X there exists a linear subspace Ex ⊆ E such that Ex = {x} × Ex, and that
7
{tv : X ∋ x 7→ (x, v) ∈ Ex | v ∈
⋂
x∈X
Ex} ⊂ Γ(π),
If f0 ∈
∏
x∈X Ex and f ∈
∏
x∈X Ex such that f (x) = (x, f0(x)) for all x ∈ X and f0(x∞) ∈
⋂
x∈X Ex,
then (1)⇔ (2)⇔ (3), where
(1) f is continuous at x∞
(2) (∃U ∈ Op(X) |U ∋ x∞)(∃ σ ∈ Cb (U,E))(σ(x∞) = f (x∞)) such that for all j ∈ J
lim
z→x∞ ,z∈W∩U
νzj( f (z) − σ(z)) = 0;
(3) for all j ∈ J
lim
z→x∞ ,z∈W∩U
νzj((z, f0(z)) − (z, f (x∞))) = 0.
7 An example is when V is the trivial bundle.
1.2. CONTINUOUS SECTIONS OF BUNDLES OF Ω−SPACES 17
Proof. By Cor. 1.2.3 (1) ⇔ (2). Let (3) hold then (2) is true by setting σ = t f (x∞) ↾ U.
Let (2) hold then νz
j
((z, f0(z))− (z, f (x∞))) ≤ ν
z
j
((z, f0(z))− σ(z))+ ν
z
j
(σ(z)− t f (x∞)(z)), thus (3)
follows by (2) and by Cor. 1.2.3 applied to the continuous map t f (x∞) ↾ U. 
Corollary 1.2.5. Let V ≔ 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces, W ⊆ X and indicate
N = {ν j | j ∈ J}. Moreover let f , g ∈
∏
x∈W Ex and x∞ ∈ W. Then if V locally full or ν j is
continuous ∀ j ∈ J, then (1)→ (2) where
(1) f (x∞) = g(x∞) and f and g are continuous in x∞;
(2) (∃U ∈ Op(X) | x∞ ∈ U) such that
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − g(y)) = 0).
Moreover if V is full we can choose U = X.
Proof. The statement is trivial in the case of continuiuty of all the ν j. Whereas ifV is
locally full by (1)→ (5) of Cor. 1.2.3 we have (∃U ∈ Op(X))(∃ σ ∈ ΓU(π))(σ(x∞) = f (x∞) =
g(x∞)) such that
(∀ j ∈ J)( lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ(y)) = lim
y→x∞ ,y∈W∩U
ν j(g(y) − σ(y)) = 0).
Therefore
lim
y→x∞ ,y∈W∩U
ν j( f (y) − g(y)) ≤ lim
y→x∞ ,y∈W∩U
ν j( f (y) − σ(y)) + lim
y→x∞ ,y∈W∩U
ν j(g(y) − σ(y)) = 0.

Corollary 1.2.6. Let 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces, W ∈ Op(X) and indicate
N = {ν j | j ∈ J}. Moreover let f ∈
∏b
x∈W Ex. Then (1)⇐ (2)⇔ (3)⇐ (4)⇔ (5) where
(1) f ∈ ΓW(π);
(2)
(∀x ∈ W)(∃Ux ∈ Op(X) |Ux ∋ x)(∃ σx ∈ ΓUx(π))(σx(x) = f (x))
such that ν j ◦ ( f − σx) is continuous in x, ∀ j ∈ J;
(3)
(∀x ∈ W)(∃Ux ∈ Op(X) |Ux ∋ x)(∃ σx ∈ ΓUx(π))(σx(x) = f (x))
such that (∀ j ∈ J)(limy→x,y∈W∩Ux ν j( f (y) − σx(y)) = 0);
(4)
(∀x ∈ W)(∃U′x ∈ Op(X) |U
′
x ∋ x)(∃ σ
′
x ∈ ΓUx(π))(σ
′
x(x) = f (x))
and
(∀Ux ∈ Op(X) |Ux ∋ x)(∀σx ∈ ΓUx(π) | σx(x) = f (x))
we have that ν j ◦ ( f − σx) is continuous in x for all x ∈W and j ∈ J;
(5)
(∀x ∈ W)(∃U′x ∈ Op(X) |U
′
x ∋ x)(∃ σ
′
x ∈ ΓUx(π))(σ
′
x(x) = f (x))
and
(∀x ∈ W)(∀Ux ∈ Op(X) |Ux ∋ x)(∀σx ∈ ΓUx(π) | σx(x) = f (x))
we have (∀ j ∈ J)(limy→x,y∈W∩Ux ν j( f (y) − σx(y)) = 0).
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Proof. By Cor. 1.2.3. 
1.3. Direct Sum of Bundles of Ω−spaces
The aim of this section is to extend in Def. 1.3.5 the standard construction of direct
sum of Banach bundles to bundles of Ω−spaces. In order to do this in Thm. 1.3.1 we
find a suitable directed set of seminorms inducing the product topology on the direct
sum of a finite family of locally convex spaces. Then since Lemma 1.3.4 we can apply
the general construction given in Def. 1.5.14 to the objects defined in Def. 1.3.3. Finally
the factorization property of the convergence in any direct sum of bundles of Ω−spaces
presented in Cor. 1.3.7, shows that our definition extends the product topology and
more in general it extends the usual definition of direct sum of Banach bundles.
Theorem 1.3.1. Let {〈Ei, νi〉i=1}
n be a family of lcs where νi = {νi,li | li ∈ Li} is a fundamental
directed set of seminorms of Ei. Let us set for all i = 1, ..., n, li ∈ Li and ρ ∈
∏n
i=1 Li{
νˆi,li ≔ νi,li ◦ Pri
µˆρ ≔
∑n
k=1 νˆk,ρk ,
where Pri :
∏n
k=1 Ek ∋ x 7→ xi ∈ Ei.
Then µˆ ≔ {µˆρ | ρ ∈
∏n
i=1 Li} is a directed set of seminorms on
⊕n
i=1
Ei. Moreover by setting{
B(0) ≔ {W
ρ
ε | ε, ρ ∈
∏n
i=1 Li}
W
ρ
ε ≔ {x ∈
⊕n
i=1
Ei | µˆρ(x) < ε},
we have that B(0) is a base of the filter of the neighbourhoods of 0 with respect to the unique
locally convex topology τ on
⊕n
i=1
Ei generated by µˆ. In other words
F
⊕n
i=1 Ei
B(0)
= Iτ0.
Finally we have τ = τ0 = τb = τl = τl.
Proof. Only in this proof we set I ≔ {1, ..., n}, L ≔
∏
i∈I Li and E
⊕ ≔
⊕n
i=1
Ei. Due to
the fact that n < ∞we know that
∏n
i=1 Ei = E
⊕ so by [19] §4.3. the set {
∏n
i=1Ui |Ui ∈ Ui} is
a 0−basis for the box topology on E⊕ if Ui is a 0−basis for the topology on Ei. Moreover
νi is directed so by II.3 of [3] we can choose
(1.3.1)
Ui = {V(νi,li , ε) | ε > 0, li ∈ Li},
V(νi,li , ε) ≔ {xi ∈ Ei | νi,li(xi) < ε}.
Thus if we set
(1.3.2)
{
B1(0) ≔ {U
ρ
η | η ∈ (R
+
0 )
n, ρ ∈ L},
U
ρ
η ≔ {x ∈ E
⊕ | (∀i ∈ I)(νˆi,ρi(x) < ηi)};
then B1(0) is a 0−basis for the topology τ0. Moreover U
ρ
ε =
⋂n
i=1 V(νˆi,ρiηi) so if we set
G(0) ≔
{⋂
s∈M
V(νˆsεM(s)) |M ∈ Pω
(⋃
i∈I
{i} × Li
)
, εM : M→ R
+
0
}
,
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then by (1.3.2) B1(0) ⊆ G(0). Moreover by applying II.3 of [3], G(0) is a basis of a filter
thus
FE
⊕
B1(0)
⊆ FE
⊕
G(0).
Now for allM ∈ Pω (
⋃
i∈I{i} × Li) we haveM =
⋃
i∈I Mi withMi ≔ M ∩ ({i} × Li) = {i} ×Qi
for some Qi ∈ Pω(Li). Hence ∀M ∈ Pω (
⋃
i∈I{i} × Li) and ∀εM : M→ R
+
0
T ≔
⋂
s∈M
V(νˆs, εM(s)) =
⋂
i∈I
⋂
s∈Mi
V(νˆs, εM(s))
=
⋂
i∈I
⋂
li∈Qi
{x ∈ E⊕ | xi ∈ V(νi,li , εM(i, li))
=
⋂
i∈I
{
x ∈ E⊕ | xi ∈
⋂
li∈Qi
V(νi,li , εM(i, li))
}
.
Moreover we know that Ui is a basis of a filter on Ei thus for any i ∈ I there exists λi > 0
and ki ∈ Li such that
V(νi,ki , λi) ⊆
⋂
li∈Qi
V(νi,li , εM(i, li)),
hence
G(0) ∋ T ⊇
⋂
i∈I
{x ∈ E⊕ | xi ∈ V(νi,ki , λi)}
=
⋂
i∈I
V(νˆi,ki , λi) ∈ B1(0).
Therefore by a well-known property of filters FE
⊕
G(0)
⊆ FE
⊕
B1(0)
then
(1.3.3) FE
⊕
G(0) = F
E⊕
B1(0)
.
By applying II.3 of [3] we know that FE
⊕
G(0)
is the 0−neighbourhood’s filter with respect
to the locally convex topology generated by the family of seminorms {νs | s ∈
⋃
i∈I{i} × Li}
thus by (1.3.2) and (1.3.3)
(1.3.4)
{
νs | s ∈
⋃
i∈I
{i} × Li
}
is a fss for τ0.
Now µˆ is a set of seminorms on E⊕. Let ρ1, ρ2 ∈ L then by the hypothesis that νi is
directed, for all i ∈ I there exists ρi ∈ Li such that ρi ≥ ρ
1, ρ2 thus µˆρ ≥ µˆρ1 , µˆρ2, hence µˆ is
directed. Therefore setting {
B(0) ≔ {W
ρ
ε | ε > 0, ρ ∈ L}
W
ρ
ε ≔ {x ∈ E
⊕ | µˆρ(x) < ε}
by applying II.3 of [3]
(1.3.5) B(0) is the 0−basis for the topology generated by µˆ.
Now (∀(k, lk) ∈
⋃
i∈I{i} × Li)(∃ ρ ∈ L)(νˆk,lk ≤ aµˆρ) indeed keep any ρ s.t. ρ(k) = lk. While
(∀ρ ∈ I)(m ∈ N)(∃ s1, ..., sm ∈
⋃
i∈I{i} × Li)(∃ a > 0)(µˆρ ≤ a supr νˆsr) indeed it is sufficient to
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setm = n, a = n and si = (i, ρi) for all i ∈ I. Therefore by applying Cor. 1 II.7 of [3] and by
(1.3.5) and (1.3.4) we have that µˆ is a directed fss for the topology τ0 hence the part of the
statement concerning τ0 follows. By Prop. 2, §3, Ch 4 of [19] we know that τ0 = τb = τl.
Finally τl = τl by the fact that τl is the finest locally convex topology among those which
are coarser than τl, §6, Ch 6 of [19], and the just now shown fact that τl is locally convex
being equal to τ0 which is generated by µˆ. 
Notation 1.3.2. In the remaining of the present section 1.3 we let {Vi}
n
i=1
be a family
of full bundles of Ω−spaces. Here Vi = 〈〈Ei, τi〉 , πi,X,Ni〉, Ni = {νi,li | li ∈ Li} moreover
Nx
i
≔ {νx
i,li
| li ∈ Li}, with ν
x
i,li
≔ νi,li ↾ (Ei)x and (Ei)x ≔
−1
πi(x) for all i = 1, ..., n and x ∈ X.
Definition 1.3.3. Define
(1) E⊕x ≔
⊕n
i=1
(Ei)x;
(2) n⊕x ≔ {µˆ
x
ρ | ρ ∈
∏n
i=1 Li}, where
(1.3.6) µˆxρ =
n∑
i=1
νˆxi,ρi;
(3) E⊕ ≔ {〈E⊕x , n⊕x 〉}x∈X;
(4) E⊕ is the linear subspace of
∏
x∈X E⊕x generated by the following set
(1.3.7)
n⋃
i=1
Γ˜(πi).
Here Prxi : E⊕x ∋ x 7→ x(i) ∈ (Ei)x while νˆxi,ρi = ν
x
i,ρi
◦ Prxi and I
x
i
: (Ei)x → E⊕x is the canonical
inclusion, i.e. Prxj ◦I
x
i
= δi, j Id
x, finally Γ˜(πi) ≔ { f˜ | f ∈ Γ(πi)}, with f˜ (x) ≔ I
x
i
( f (x)).
Notice that {
〈
(Ei)x ,N
x
i
〉
}n
i=1
for all x ∈ X is a family of Hlcs where Nx
i
is a directed
family of seminorms defining the topology on (Ei)x, for all i = 1, . . . , n.
Lemma 1.3.4. E⊕ satisfies FM(3) − FM(4) with respect to E⊕.
Proof. Ix
i
is a bijective map onto its range whose inverse is Prxi ↾ Range(I
x
i
). Moreover
by definition of the product topology Prxi is continuous with respect to the topology τ
i
0
on Range(Ix
i
) induced by τ0 [2, Ch.1], while I
x
i
is continuous with respect to τi
0
by [19, §
4.3 Pr.1] and the definition of τl. Hence by Thm. 1.3.1 I
x
i
is an isomorphism of the tvs’s〈
(Ei)x ,N
x
i
〉
and Ix
i
((Ei)x) as subspace of
〈E⊕x , n⊕x 〉. Since [12, 1.5.III] and [12, 1.6.viii]8 we
deduce that {σ(x) | σ ∈ Γ(πi)} is dense in
〈
(Ei)x ,N
x
i
〉
. Therefore ∀i = 1, ..., n and ∀x ∈ X
(1.3.8) {Ixi (σ(x)) | σ ∈ Γ(πi)} is dense in I
x
i ((Ei)x).
8 which ensures that the locally convex topology on (Ei)x generated by the set of seminorms N
x
i
is exactly
the topology induced on it by the topology τi on Ei, for all i and x ∈ X.
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where Ix
i
((Ei)x) has to be intended as topological vector subspace of
〈E⊕x , n⊕x 〉. So by the
continuity of the sum on
〈E⊕x , n⊕x 〉 and the fact that E⊕x is generated as linear space by the
set
⋃n
i=1 I
x
i
((Ei)x) we can state ∀x ∈ X that
(1.3.9) {F(x) | F ∈ E⊕} is dense in
〈
E⊕x , n⊕x
〉
.
Namely by (1.3.8)
(∀v ∈ E⊕)(∀i = 1, ..., n)(∃ {σαi}αi∈Di net ⊂ Γ(πi))
such that
v =
n∑
i=1
Ixi (
x
Pr
i
(v)) =
n∑
i=1
lim
αi∈Di
Ixi (σαi(x))
=
n∑
i=1
lim
α∈D
wiα(x) = lim
α∈D
n∑
i=1
wiα(x)
= lim
α∈D
n∑
i=1
Ixi (σα(i)(x)),
where D ≔
∏n
i=1Di while w
i
α(x) ≔ I
x
i
(σα(i)(x)) for all α ∈ D. Moreover ∀α ∈ D
(
X ∋ x 7→
n∑
i=1
Ixi (σα(i)(x))
)
∈ E⊕
then (1.3.9) and FM(3) follow.
Finally FM(4) follows by [12, 1.6.iii] applied to any σi ∈ Γ(πi) for all i = 1, ..., n indeed
∀σi ∈ Γ(πi)
ˆνx
i,ρi
(σ˜i(x)) = ν
x
i,ρi
◦
x
Pr
i
◦Ixi ◦ σi(x) = ν
x
i,ρi
◦ σi(x).

Now we are able to extend to bundles of Ω−spaces, the standard construction of
direct sum of Banach bundles. Namely by Thm. 1.3.1 we know that n⊕x is a directed set
of seminorms on E⊕x inducing on E⊕x the product topology, thus since Lemma 1.3.4 we
can apply Def. 1.5.14 and set the following
Definition 1.3.5. We call bundle direct sum of the family {Vi}
n
i=1
the following bundle of
Ω−spaces
n⊕
i=1
Vi ≔ V(E⊕,E⊕).
Remark 1.3.6. By Def. 1.5.14 and Def. 1.3.5
n⊕
i=1
Vi =
〈〈
E(E⊕), τ(E⊕,E⊕)〉 , πE⊕ ,X, n⊕〉
where
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(1) E(E⊕) ≔
⋃
x∈X{x} × E⊕x , πE⊕ : E(E⊕) ∋ (x, v) 7→ x ∈ X.
(2) n⊕ = {µˆρ : | ρ ∈
∏n
i=1 Li}, with µˆρ : E(E⊕) ∋ (x, v) 7→ µˆxρ(v);
(3) τ(E⊕,E⊕) is the topology on E(E⊕) such that for all (x, v) ∈ E(E⊕)
I
E(E⊕)
(x,v)
≔ F
E(E⊕)
B⊕((x,v))
.
Here we recall that FE(E
⊕)
B⊕((x,v))
is the filter on E(E⊕) generated by the following base
of filters
B⊕((x, v)) ≔
{
TE⊕(U, σ, ε, ρ) |U ∈ Open(X), σ ∈ E
⊕, ε > 0, ρ ∈
n∏
i=1
Li
| x ∈ U, µˆxρ(v − σ(x)) < ε
}
,
where
TE⊕(U, σ, ε, ρ)≔
{
(y,w) ∈ E(E⊕) | y ∈ U, µˆyρ(w − σ(y)) < ε
}
.
In what follows we state the factorization property of convergence which proves that
our construction of bundle direct sum of a family of bundles of Ω−spaces, extends the
standard definition provided in the Banach bundle case.
Corollary 1.3.7. Let f : X → E(E⊕) and x ∈ X. Thus f is continuous in x if and only if
f i0 : X → Ei is continuous in x for all i = 1, ..., n, where f0 : X →
⋃
z∈X E⊕z such that ∀z ∈ X
f (z) = (z, f0(z)) and
f i0(z) ≔
πE⊕ ( f (z))
Pr
i
◦ f0(z).
In particular f ∈ Γ(πE⊕) if and only if
(
X ∋ z 7→ Przi ◦ f0(z) ∈ (Ei)z
)
∈ Γ(πi), for all i = 1, ..., n.
Proof. Since the definition of E⊕, the request that all the bundles in the family {Vi}
n
i=1
are full and the fact that E⊕ is linearly isomorphic to a subspace of Γ(πE⊕) we obtain that,
when applied to the bundle direct sum of the family {Vi}
n
i=1
, the first part of (6) in Thm.
1.2.2 is satisfied by global sections belonging to E⊕. Therefore the statement follows
since (5)⇔ (6) in Thm. 1.2.2. 
Convention 1.3.8. By construction we have that Γ(πE⊕) ⊂
∏
x∈X{x} × E⊕x . In what
follows, except contrary mention, we convein to consider with abuse of language in the
obvious manner
Γ(πE⊕) ⊂
∏
x∈X
n⊕
i=1
(Ei)x .
Similarly for Γx(πE⊕) for any x ∈ X. Moreover in the case in which for any i = 1, ..., nwe
have Vi = V(Ei,E), with obvious meaning of the symbols we consider
Γ(πE⊕) ⊂
∏
x∈X
n⊕
i=1
(Ei)x .
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1.4. (Θ,E)−structure
In Def. 1.4.8 we define the concept of (Θ,E)−structure. In Lemma 1.4.11 and Cor.
1.4.12 we characterize basic properties of this structure. In Thm. 1.4.15 we construct
the (Θ,E)−structure described in Introduction and provide a set of continuous sections
which serves as amodel to build the general definition. Finally in Prp. 1.4.17we provide
a characterization of continuous sections related to a suitable (Θ,E)−structure. In order
to construct the structure provided in Def. 1.4.8 we need a sequence of steps starting
with the following
Definition 1.4.1. 〈X,E, S〉 is a map system if
(1) X is a set;
(2) E = {〈Ex,Nx〉}x∈X is a nice family of Hlcs with Nx ≔ {νxj | j ∈ J} for all x ∈ X;
(3) (∃L , ∅)(S = {Sx}x∈X) where Sx ≔ {B
x
l
| l ∈ L} ⊆ Bounded(Ex) and
⋃
l∈L B
x
l
is total in
Ex for all x ∈ X.
Definition 1.4.2. We say that M is a map pre-bundle relative to 〈X,Y,E, S〉 if
(1) 〈X,E, S〉 is a map system;
(2) M = {〈Mx,Rx〉}x∈X is a nice family of Hlcs;
(3) Y is a Hausdorff topological space and ∀x ∈ X
Mx ⊆ C
(
Y,LSx(Ex)
)
;
Rx =
{
sup
(K, j,l)∈O
qx(K, j,l) ↾ Mx |O ∈ Pω
(
Comp(Y) × J × L
)}
.
Here we recall that Pω(A) is the set of all finite parts of the set A, LSx(Ex), for all x ∈ X, is the
lcs of all continuous linear maps L(Ex) on Ex with the topology of uniform convergence over the
sets in Sx, hence its topology is generated by the following set of seminorms
(1.4.1)
{
pxj,l : L(Ex) ∋ φ 7→ sup
v∈Bx
l
νxj (φ(v)) | l ∈ L, j ∈ J
}
.
Thus by the totality hypothesis and by [3, Prop. 3, III.15] LSx(Ex) is Hausdorff. Finally for all
(K, j, l) ∈ Comp(Y) × J × L we set
(1.4.2) qx(K, j,l) : Cc
(
Y,LSx(Ex)
)
∋ f 7→ sup
t∈K
pxj,l( f (t)).
Remark 1.4.3. By the fact that {t} is compact for all t ∈ Ywe have that
⋃
K∈Comp(Y) K = Y
thus by the shown fact that LSx(Ex) is Hausdorff we deduce by [2, Prp. (1), §1.2, Ch 10]
that Cc
(
Y,LSx(Ex)
)
is Hausdorff. Moreover by [2, Def. (1), §1.1, Ch 10] and by the fact that
(1.4.1) is a fss on LSx(Ex), we can deduce that
{
sup(K, j,l)∈O q
x
(K, j,l)
|O ∈ Pω
(
Comp(Y) × J × L
)}
is a directed fss on Cc
(
Y,LSx(Ex)
)
. Hence 〈Mx,Rx〉 is a topological vector subspace of
Cc
(
Y,LSx(Ex)
)
so it is Hausdorff, hence by the construction of Rx we can state that
{〈Mx,Rx〉}x∈X is a nice family of Hlcs in agreement with request (2) in Def. 1.4.2.
Next we provide the explicit form of V(M,M).
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Remark 1.4.4. Let M = {〈Mx,Rx〉}x∈X be a map pre-bundle relative to
〈X,Y,E = 〈Ex,Nx〉x∈X , S〉, moreover let M satisfy FM(3) − FM(4) with respect to M. Let
us denote Nx = {ν
x
j
| j ∈ J} for all x ∈ X and use the notation in Def. 1.4.2. Thus for the
bundle V(M,M) generated by the couple 〈M,M〉we have
(1) V(M,M) = 〈〈E(M), τ(M,M)〉 , πM,X,R〉;
(2) E(M) ≔
⋃
x∈X{x} × Mx, πM : E(M) ∋ (x, f ) 7→ x ∈ X;
(3) R =
{
sup(K, j,l)∈O q(K, j,l) |O ∈ Pω
(
Comp(Y) × J × L
)}
, with q(K, j,l) : E(M) ∋ (x, f ) 7→
qx
(K, j,l)
( f );
(4) τ(M,M) is the topology on E(M) such that for all (x, f ) ∈ E(M)
I
E(M)
(x, f )
≔ F
E(M)
BM((x, f ))
is the neighbourhood’s filter of (x, f ) with respect to it. Here FE(M)
BM((x, f ))
is the filter
on E(M) generated by the following filter’s base
BM((x, f )) ≔ {TM (U, σ, ε,O) |U ∈ Open(X), σ ∈ M, ε > 0,
O ∈ Pω
(
Comp(Y) × J × L
)
| x ∈ U, sup
(K, j,l)∈O
qx(K, j,l)( f − σ(x)) < ε},
where ∀U ∈ Open(X), σ ∈ M, ε > 0 and ∀O ∈ Pω
(
Comp(Y) × J × L
)
TM (U, σ, ε,O)≔
{
(y, g) ∈ E(M) | y ∈ U, sup
(K, j,l)∈O
q
y
(K, j,l)
(g − σ(y)) < ε
}
.
Remark 1.4.5. Let M = {〈Mx,Rx〉}x∈X be a map pre-bundle relative to
〈X,Y,E = 〈Ex,Nx〉x∈X , S〉, moreover letM satisfy FM(3) − FM(4) with respect to M. Thus
by Rmk. 1.5.16 ∀U ∈ Open(X), σ ∈ M, ε > 0 and ∀O ∈ Pω
(
Comp(Y) × J × L
)
TM(U, σ, ε,O) =
⋃
y∈U
BMy ,O,ε(σ(y))
where for all s ∈ My
BMy,O,ε(s) ≔
{
(y, f ) ∈ E(M)y | sup
(K, j,l)∈O
q
y
(K, j,l)
(
f − s
)
< ε
}
.
By applying Rmk. 1.5.15 we have the following
Remark 1.4.6. Let M be a map pre-bundle relative to 〈X,Y,E, S〉, moreover let M
satisfy FM(3) − FM(4) with respect to M. Thus
(1) V(M,M) is a bundle of Ω−spaces;
(2) with the notation of Def. 1.4.4 V(M,M) is such that
(a) 〈E(M)x, τ(M,M)〉 as topological vector space is isomorphic to 〈Mx,Rx〉 for all
x ∈ X;
(b) M is canonically isomorphic to a linear subspace of Γ(πM) and ifX is compact
andM is a function module, thenM ≃ Γ(πM).
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In Def. 1.4.8 we generalize the topology of uniform convergence to bundles
〈
M, ρ,X
〉
ofΩ−spaces, where {Mx}x∈X is a map pre-bundle relative to 〈X,Y, {Ex}x∈X, S〉 and 〈E, π,X〉
is a bundle of Ω−spaces. The aim is to correlate the topology on M with that on E in
order to extend the correlation established in the introduction for the trivial bundle case.
Definition 1.4.7.
(•) :
∏
x∈X
(Ex)
Ex ×
∏
x∈X
Ex →
∏
x∈X
Ex
such that for all F ∈
∏
x∈X(Ex)
Ex , v ∈
∏
x∈X Ex we have
(F • w)(x) ≔ F(x)(w(x)).
Definition 1.4.8 ( (Θ,E)−structures). We say that 〈V,W,X,Y〉 is a (Θ,E)−structure if
(1) V ≔ 〈〈E, τ〉 , π,X,N〉 is a bundle of Ω−spaces;
(2) E ⊆ Γ(π);
(3) Θ ⊆
∏
x∈X Bounded(Ex);
(4) ∀B ∈ Θ
(a) D(B,E) , ∅;
(b)
⋃
B∈ΘB
x
B
is total in Ex for all x ∈ X;
(5) W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
is a bundle of Ω−spaces such that {〈Mx,Rx〉}x∈X is a map
pre-bundle relative to 〈X,Y, {〈Ex,Nx〉}x∈X, S〉.
Here S ≔ {Sx}x∈X and (∀B ∈ Θ)(∀x ∈ X)
(1.4.3)

D(B,E) ≔ E ∩ (
∏
x∈X Bx)
Bx
B
≔ {v(x) | v ∈ D(B,E)}}
Sx ≔ {B
x
B |B ∈ Θ}.
Moreover 〈V,W,X,Y〉 is an invariant (Θ,E)−structure if it is a (Θ,E)−structure such that
(1.4.4)
{
F ∈
b∏
z∈X
Mz | (∀t ∈ Y)(Ft • E(Θ) ⊆ Γ(π))
}
= Γ(ρ).
Finally 〈V,W,X,Y〉 is a compatible (Θ,E)−structure if it is a (Θ,E)−structure such that for
all t ∈ Y
(1.4.5) Γ(ρ)t • E(Θ) ⊆ Γ(π).
Here
E(Θ) ≔
⋃
B∈Θ
D(B,E),
and St ≔ {Ft | F ∈ S} and Ft ∈
∏
x∈X L(Ex) such that Ft(x) ≔ F(x)(t), for all S ⊆
∏
x∈X L(Ex)
Y
t ∈ Y, and F ∈ S.
Remark 1.4.9. Let 〈V,W,X,Y〉 be a (Θ,E)−structure. Then for all x ∈ X
(1.4.6) Rx = { sup
(K, j,B)∈O
qx(K, j,B) ↾Mx |O ∈ Pω(Comp(Y) × J ×Θ)}
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where by using the notation of Def. 1.4.8we setN = {νx
j
| j ∈ J} and for allK ∈ Comp(Y), j ∈
J, B ∈ Θ
(1.4.7) qx(K, j,B) : Cc
(
Y,LSx(Ex)
)
∋ fx 7→ sup
t∈K
sup
v∈D(B,E)
νxj
(
fx(t)v(x)
)
.
Remark 1.4.10. Let V ≔ 〈〈E, τ〉 , π,X,N〉 be a bundle, M = {〈Mx,Rx〉}x∈X a map pre-
bundle relative to 〈X,Y, {〈Ex,Nx〉}x∈X, S〉 and M satisfy FM(3) − FM(4) with respect to M.
Then Rmk. 1.4.4 allows us to constructW satisfying the condition (5) in Def. 1.4.8.
The following characterization of U ∈ Γx∞
U
(ρ) will be basic in the sequel.
Lemma 1.4.11. Let 〈V,W,X,Y〉 be a (Θ,E)−structure, x∞ ∈ W ⊆ X and U ∈
∏b
x∈WMx.
By using the notation in Def. 1.4.8 we have (1)⇐ (2)⇐ (3)⇔ (4) moreover ifW is locally full
(1) ⇔ (2) ⇔ (3) ⇔ (4), finally ifW is full we can choose U = X in (2) and U′ = X in (3) and
(4). Here
(1) U ∈ Γx∞
W
(ρ);
(2) (∃U ∈ Op(X) |U ∋ x∞)(∃ F ∈ ΓU(ρ))(F(x∞) = U(x∞)) such that (∀ j ∈ J)(∀K ∈
Comp(Y))(∀B ∈ Θ)
(1.4.8) lim
z→x∞ ,z∈W∩U
sup
t∈K
sup
v∈D(B,E)
ν j (U(z)(t)v(z) − F(z)(t)v(z)) = 0;
(3) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ F ∈ ΓU′(ρ))(F(x∞) = U(x∞)) and (∀U ∈ Op(X) |U ∋
x∞)(∀ F ∈ ΓU(ρ) | F(x∞) = U(x∞)) we have (1.4.8) (∀ j ∈ J)(∀K ∈ Comp(Y))(∀B ∈ Θ);
(4) (∃U′ ∈ Op(X) |U′ ∋ x∞)(∃ F ∈ ΓU′(ρ))(F(x∞) = U(x∞)) and U ∈ Γ
x∞
W
(ρ).
Proof. Since Cor. 1.2.3 and Def. 1.4.2. 
Corollary 1.4.12. Let us assume the hypotheses of Lemma 1.4.11 and that W is full.
Moreover let B ∈ Θ and v ∈ D(B,E). Then (1)⇒ (2), where
(1) U ∈ Γx∞
W
(ρ) and ∃ F ∈ Γ(ρ) such that F(x∞) = U(x∞) and (∀t ∈ Y)(F(·)(t) • v ∈ Γ(π));
(2) (∀t ∈ X)(U(·)(t) • v ∈ Γx∞
W
(π)).
Proof. By the position (1) and by the implication (1) ⇒ (3) of Lemma 1.4.11 and by
the fact that the union of all compact subsets of Y is Y, being locally compact, we deduce
that (∃ F ∈ Γ(ρ))(F(x∞) = U(x∞)) such that (∀ j ∈ J)(∀t ∈ Y)(∀B ∈ Θ) and ∀v ∈ D(B,E){
limz→x∞ ,z∈W ν j (U(z)(t)v(z) − F(z)(t)v(z)) = 0,
F(·)(t) • v ∈ Γ(π).
Thus the statement follows by implication (3)⇒ (1) of Cor. 1.2.3. 
Let us conclude this section with two results constructing a (Θ,E)−structure and
describing Γx∞(ρ) when V is trivial.
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Lemma 1.4.13. Let Z be a normed space X,Y be two topological spaces. Set for all x ∈ X and
v ∈ Cb (X,Z) 
M ≔{F ∈ Cb (X,Cc (Y,Ls(Z))) | (∀K ∈ Comp(Y))
(C(F,K) ≔ sup
(x,s)∈X×K
‖F(x)(s)‖B(Z) < ∞)},
Mx ≔ {F(x) | F ∈ M},
µK
(v,x)
: Mx ∋ G 7→ sups∈K ‖G(s)v(x)‖,
Ax ≔ {µ
K
(w,x)
|K ∈ Comp(Y),w ∈ Cb (X,Z)},
M ≔ {〈Mx,Ax〉}x∈X.
closure in Cc (Y,Bs(Z)). ThenM satisfies FM3 − FM4 with respect to M
Proof. FM(3) is true by construction, let v ∈ Cb (X,Z), K ∈ Comp(Y), F ∈ M, then
sup
x∈X
µK(v,x)(F(x)) ≤ sup
(x,s)∈X×K
‖F(x)(s)‖B(Z) sup
x∈X
‖v(x)‖ < ∞.
For all x, x0 ∈ X
(1.4.9) µK(v,x)(F(x)) ≤ C‖v(x) − v(x0)‖ + sup
s∈K
‖F(x)(s)v(x0)‖,
where C ≔ sup(x,s)∈X×K ‖F(x)(s)‖B(Z). Moreover the map Cc (Y,Bs(Z)) ∋ f 7→
sups∈K ‖ f (s)w‖ ∈ R
+, for all w ∈ Z is a continuous seminorm, hence by the continu-
ity of F also the map X ∋ x 7→ sups∈K ‖F(x)(s)w‖ ∈ R
+ is continuous. So by (1.4.9)
limx→x0 µ
K
(v,x)
(F(x)) ≤ sups∈K ‖F(x0)(s)v(x0)‖ = µ
K
(v,x0)
(F(x0)), and by [2, (15), §5.6] we have
lim
x→x0
µK(v,x)(F(x)) = µ
K
(v,x0)
(F(x0)).
Therefore by [2, (13), §5.6], [2, Prp. 3, §6.2], and the fact that any map g is u.s.c. at a point
iff −g is l.s.c., we can state that X ∋ x 7→ µK
(v,x)
(F(x)) is u.s.c. at x0 for all x0 ∈ X, hence it is
u.s.c., which is the FM(4) condition. 
Remark 1.4.14. Let V ≔ 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces and E ⊆
∏
x∈X Ex.
Set for all v ∈
∏
x∈X Ex {
Bv : X ∋ x 7→ {v(x)},
Θ ≔ {Bw |w ∈ E}
Thus Θ ⊂
∏
x∈X Bounded(Ex) and ∀v ∈ E
E ∩
∏
x∈X
Bv(x) = {v}.
Therefore for all v ∈ E, and for all x ∈ X with the notation of Def. 1.4.8
D(Bv,E) = {v},
BxBv
= {v(x)},
Sx = {{w(x)} |w ∈ E},
E(Θ) = E.
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By Lemma 1.4.13 and Def. 1.5.14 we can construct the bundleV(M,M) generated by
the couple 〈M,M〉. In the following result we construct a (Θ,E)−structure and describe
a subset of Γx∞(ρ).
Theorem 1.4.15. Let us assume the notation and hypotheses of Lemma 1.4.13, let V be the
trivial Banach bundle with constant stalk Z and set Θ ≔ {Bv | v ∈ Cb (X,Z)}. Then
(1) 〈V,V(M,M),X,Y〉 is a (Θ,Cb (X,Z))− structure, moreover if X is compact and Y is
locally compact then it is compatible;
(2) Let f ∈
∏
x∈ X Mx be such that sup(x,s)∈X×K ‖ f (x)(s)‖B(Z) < ∞ for all K ∈ Comp(Y) then
(a)⇔ (b)⇔ (c)⇔ (d), where
(a) f ∈ Γx∞(πM);
(b) (∀K ∈ Comp(Y))(∀v ∈ Cb (X,Z))
lim
x→x∞
sup
s∈K
‖ f (x)(s)v(x) − f (x∞)(s)v(x)‖ = 0
(c) f : X → Cc (Y,Bs(Z)) continuous at x∞;
(d) (∀K ∈ Comp(Y))(∀w ∈ Z)
lim
x→x∞
sup
s∈K
‖ f (x)(s)w − f (x∞)(s)w‖ = 0.
Proof. By Rmk. 1.4.10 and Lemma 1.4.13 we have that (5) of Def. 1.4.8 follows.
Γ(π) ≃ Cb (X,Z) hence by Rmk. 1.4.14 the other requests of Def. 1.4.8 follow. Thus
the first sentence of statement (1). If X is compact by Lemma 1.4.13 and Rmk. 1.5.15
follows that M ≃ Γ(πM), moreover by Rmk. 1.4.14 we have E(Θ) = E and finally
E  Γ(π) ≃ Cb (X,Z). Hence the second sentence of statement (1) follows if we show that
Mt • Cb (X,Z) ⊆ Cb (X,Z). To this end fix v ∈ Cb (X,Z), F ∈ M, s ∈ Y and Ks a compact
neighbourhood of s, which there exists by the hypothesis that Y is locally compact. Then
we have for all x, x0 ∈ X
(1.4.10)
‖F(x)(s)v(x) − F(x∞)(s)v(x0)‖ ≤
C(F,Ks)‖v(x) − v(x0)‖ + ‖ (F(x)(s) − F(x0)(s)) v(x0)‖
By considering that F ∈ Cb (X,Cc (Y,Bs(Z))) and that s ∈ Ks we have that limx→x0 ‖(F(x)(s)−
F(x0)(s))v(x0)‖ = 0. Hence by (1.4.10) we deduce that Fs • v is continuous at x0, so
continuous on X, in particular X being compact it is also ‖ · ‖Z−bounded. Thus Fs • v ∈
Cb (X,Z) and the second sentence of the statement follows.
Fix f ∈
∏
x∈ X Mx such that (∀K ∈ Comp(Y))(C( f ,K) ≔ sup(x,s)∈X×K ‖ f (x)(s)‖B(Z) < ∞).
(a) ⇔ (b) follows by Lemma 1.4.11, the fact that M ⊆ Γ(πM) by Rmk. 1.5.15, and by
(H : X ∋ x 7→ f (x∞) ∈ Cc (Y,Bs(Z))) ∈ M, indeed H it is bounded and continuous
being constant, moreover sup(x,s)∈X×K ‖H(x)(s)‖B(Z) = sups∈K ‖ f (x∞)(s)‖B(Z) < ∞, for all
K ∈ Comp(Y). (b)⇒ (d) follows by the fact that (X ∋ x 7→ w ∈ Z) ∈ Cb (X,Z), and (c)⇔ (d)
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is trivial. For all K ∈ Comp(Y), x ∈ X and s ∈ K
‖( f (x)(s) − f (x∞)(s))v(x)‖ ≤
‖ f (x)(s)v(x) − f (x∞)(s)v(x∞)‖ + ‖ f (x∞)(s)v(x∞) − f (x∞)(s)v(x)‖ ≤
‖ f (x)(s)(v(x) − v(x∞))‖ + ‖( f (x)(s) − f (x∞)(s))v(x∞)‖ + ‖ f (x∞)(s)(v(x∞) − v(x))‖ ≤(
‖ f (x)(s)‖ + ‖ f (x∞)(s)‖
)
‖v(x∞) − v(x)‖ + ‖( f (x)(s) − f (x∞)(s))v(x∞)‖ ≤
2C( f ,K)‖v(x∞) − v(x)‖ + ‖( f (x)(s) − f (x∞)(s))v(x∞)‖.
Hence (d) implies (b). 
Definition 1.4.16. Let 〈V,W,X,Y〉 be a (Θ,E)−structure, Y0 ⊂ Y and V ∈
∏
x∈XMx. We
say that V is equicontinuous on Y0 iff (∀ j ∈ J)(∃a > 0)(∃ j1 ∈ J)(∀z ∈ X)(∀vz ∈ Ez)
(1.4.11) sup
t∈Y0
ν j (V(z)(t)vz) ≤ aν j1(vz).
V is equicontinuous iff it is equicontinuous on Y. V is pointwise equicontinuous iff it is
equicontinuous on every point of Y and compactly equicontinuous iff it is equicontinuous on
every compact of Y.
Note that in case V is trivial with costant stalk E then V is equicontinuous on Y0
if and only if it is equicontinuous in the standard sense9 the following set of maps
{V0(z)(t) ∈ L(E) | (z, t) ∈ X × Y0}, where V0 ∈
(
L(E)Y
)X
such that V(z) = (z,V0(z)) for all
z ∈ X.
Proposition 1.4.17. Let V be trivial with costant stalk E, A0 ∈ Bounded(E), x∞ ∈ X and
(1.4.12)

E0 ⊆ Cb (X,E)
E0 equicontinuous set at x∞
{(X ∋ x 7→ a ∈ E) | a ∈ A0} ⊂ E0.
Moreover let 〈V,W,X,Y〉 be a (Θ,E)−structure such that for all x ∈ X
Mx = Cc
(
Y,LSx({x} × E)
)
.
and {
E =
∏
x∈X{x} × E0
Θ = {BA0}
where BA0(x) ≔ {x} × A
0, then
(1.4.13)

Sx = {x} × A
0,∀x ∈ X
Mx ≃ {x} × Cc (Y,LA0(E)) .
M =
⋃
x∈XMx ≃
⋃
x∈X{x} × Cc (Y,LA0(E))∏
x∈XMx ≃
∏
x∈X{x} × Cc (Y,LA0(E)) ≃ Cc (Y,LA0(E))
X .
9See for instance [2, Def 1, §2.1, Ch. 10].
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IfW is full and
{X ∋ x 7→ t f (x) = (x, f ) ∈Mx | f ∈ Cc (Y,LA0(E))} ⊂ Γ(ρ),
then for all V ∈
∏b
x∈XMx, (1)⇒ (2) and (3)⇔ (4), where
(1) V ∈ Γx∞(ρ)
(2) V0 ∈ C (X,Cc (Y,LA0(E))),
(3) V is compactly equicontinuous and V ∈ Γx∞(ρ)
(4) V is compactly equicontinuous and V0 ∈ C (X,Cc (Y,LA0(E))).
Here in (2) − (4) we consider the isomorphism
∏
x∈XMx ≃ Cc (Y,LA0(E))
X, and set V0 ∈
Cc (Y,LA0(E))
X such that V(x) = (x,V0(x)) for all x ∈ X.
Proof. For all x ∈ X by (1.4.3) BxBA0
= {(x, v0(x)) | v0 ∈ E0, v0(X) ⊆ A
0} so BxBA0
⊆ A0.
Moreover by construction (X ∋ x 7→ a ∈ E) ∈ E0 for all a ∈ A
0, thus BxBA0
= A0. Thus the
first equality in (1.4.13) follows, the others are trivial. By Prp. 1.2.4
(1.4.14) (1)⇔ lim
z→x∞
sup
t∈K
sup
v0∈E0∩BA0
ν j ((V0(z)(t) − V0(x∞)(t))v0(z)) = 0.
Moreover by construction we deduce that {(X ∋ x 7→ a ∈ E) | a ∈ A0} ⊂ E0 ∩ BA0 , so (2)
follows by (1) and (1.4.14). Let v0 ∈ E0 then for all z ∈ X and t ∈ Y
(V(z)(t) − V(x∞)(t))v0(z) = V(z)(t)(v0(z) − v0(x∞))+
(V(z)(t) − V(x∞)(t))v0(x∞) + V(x∞)(t)(v0(z) − v0(x∞)).(1.4.15)
Moreover by the hypothesis of equicontinuity at x∞ of the set E0, for all j ∈ J
(1.4.16) lim
z→x∞
sup
v0∈E0
ν j(v0(z) − v0(x∞)) = 0.
By (1.4.15) and (1.4.11) for all j ∈ J there exists j1 ∈ J and a > 0 such that for all z ∈ X
sup
t∈K
sup
v0∈E0∩BA0
ν j ((V0(z)(t) − V0(x∞)(t))v0(z)) ≤
2a sup
v0∈E0∩BA0
ν j1 (v0(z) − v0(x∞))+
sup
t∈K
sup
v0∈E0∩BA0
ν j (V(z)(t) − V(x∞)(t)) v0(x∞).(1.4.17)
Therefore by (1.4.17), (1.4.16) and by (4) follows
lim
z→x∞
sup
t∈K
sup
v0∈E0∩BA0
ν j ((V0(z)(t) − V0(x∞)(t))v0(z)) = 0.
Hence (1) follows by (1.4.14). 
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1.5. Main Claim
In this section we state in a precise way the claims outlined in Introduction. The
main Claim 1.5.5 which essentially establishes the existence of T and P satisfying (1.0.1),
(1.0.14) and (1.0.15). The auxiliary Claim 1.5.7 which provides U satisfying (1.0.13) and
then Claim 1.5.10. Prp. 1.5.11 provides the main properties of those realizations of the
main claim obtained combining realizations of the two auxiliary ones. We anticipate
that Thm. 3.3.21 resolves the main claim in this fashion. In what follows when dealing
with bundle direct sums we use the notation provided in Rmk. 1.3.6.
Definition 1.5.1. LetVi ≔ 〈〈Ei, τi〉 , πi,X,Ni〉 be a full bundle ofΩ−spaces for any i = 1, 2.
Then we call set of graph sections relative to V1 and V2 the set Gr(V1,V2) of the elements
〈T, x∞,Φ〉 such that
(1) T ∈
∏
x∈X Graph((E1)x × (E2)x);
(2) x∞ ∈ X;
(3) Φ is a linear subspace of Γx∞(πE⊕);
(4) (∀x ∈ X)(∀φ ∈ Φ)(φ(x) ∈ T(x))
(5) Asymptotic Graph
(1.5.1)
{
φ(x∞) |φ ∈ Φ
}
= T(x∞).
Definition 1.5.2. LetVi ≔ 〈〈Ei, τi〉 , πi,X,Ni〉 be a full bundle ofΩ−spaces for any i = 1, 2.
Then we call set of pregraph sections relative to V1 and V2 the set Pregraph (V1,V2) of the
elements 〈T0, x∞,Φ〉 such that
(1) x∞ ∈ X;
(2) T0 ∈
∏
x∈X−{x∞}
Graph((E1)x × (E2)x);
(3) Φ is a linear subspace of Γx∞(πE⊕);
(4) (∀x ∈ X − {x∞})(∀φ ∈ Φ)(φ(x) ∈ T0(x)).
We shall see in Lemma 2.1.3 that it is possible to construct from any suitable pregraph
section 〈T0, x∞,Φ〉 a corresponding graph section 〈T, x∞,Φ〉 such that T extends T0, while
T(x∞) is defined by (1.5.1). To this end it is sufficient to show that T(x∞) ∈ Graph((E1)x∞ ×
(E2)x∞).
Remark 1.5.3. The request that any φ ∈ Φ is a section continuous in x∞ implies that
{
limz→x∞ φ(z) |φ ∈ Φ
}
= T(x∞) ∈ Graph((E1)x∞ × (E2)x∞)
with
φ(z) ∈ T(z) ∈ Graph((E1)z × (E2)z), ∀z ∈ X − {x∞},
which justifies the name of asymptotic graph given to (1.5.1). Moreover by setting
X ∋ z 7→ φi(z) ≔ Pr
z
i (φ(z)) we have by Cor. 1.3.7 for all i = 1, 2
(1.5.2)

{
limz→x∞ φi(z) |φ ∈ Φ
}
= Prx∞
i
(T(x∞))
with
φ(z) ∈ T(z) ∈ Graph((E1)z × (E2)z), ∀z ∈ X − {x∞}.
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Finally for i = 1, 2 by Cor. 1.3.7 and Cor. 1.2.3 we have (1i)⇔ (2i)
(1i): (∃ σ ∈ Γ(π))(σ(x∞) = φi(x∞)) such that
(∀ j ∈ J)( lim
z→x∞
ν j(φi(z) − σ(z)) = 0);
(2i): (∀σ ∈ Γ(π) | σ(x∞) = φi(x∞)) we have
(∀ j ∈ J)( lim
z→x∞
ν j(φi(z) − σ(z)) = 0).
Definition 1.5.4. Let
〈
V,D,X, {pt}
〉
be a (Θ,E)−structure such that V is full and let us
denote D ≔
〈〈
B, γ
〉
, η,X,L
〉
. Thus Ω ∈ ∆ 〈V,D,Θ,E〉 if
(1) Ω ⊆ Gr(V,V);
(2) Section of projectors associated with 〈T, x∞,Φ〉: ∀ 〈T, x∞,Φ〉 ∈ Ω
(1.5.3) (∃P ∈ Γx∞(η) ∩
∏
x∈X
Pr(Ex)) (∀x ∈ X) (P(x)Tx ⊆ TxP(x)) .
Here Tx : Dx ⊆ Ex → Ex is the map such that T(x) = Graph(Tx), for all x ∈ X.
Claim 1.5.5 (MAIN). Under the assumptions in Def. 1.5.4, possibly with〈
V,D,X, {pt}
〉
invariant, find elements in the set
∆ 〈V,D,Θ,E〉 .
Definition 1.5.6. Let 〈V,W,X,R+〉 be a (Θ,E)−structure. Let us denote V ≔
〈〈E, τ〉 , π,X,N〉 and W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
. We require that V is full, {Ex}x∈X is a family of
sequentially complete Hlcs and U(LSx(Ex)) ⊂ Mx for all x ∈ X. Then Ω ∈ ∆Θ 〈V,W,E,X,R+〉
iff
(1) Ω ⊆ Gr(V,V);
(2) Section of semigroups associated with 〈T, x∞,Φ〉: ∀ 〈T, x∞,Φ〉 ∈ Ω
∃U〈T,x∞,Φ〉 ∈ Γ
x∞(ρ)
such that ∀x ∈ X
(a) U〈T,x∞,Φ〉(x) is an equicontinuous (C0)−semigroup on Ex;
(b) (∀x ∈ X)(T(x) = Graph(Rx)).
Here Rx is the infinitesimal generator of the semigroup U〈T,x∞,Φ〉(x) ∈ Cc
(
R+,LSx(Ex)
)
.
Claim 1.5.7 (S). Under the assumptions in Def. 1.5.6, possibly with 〈V,W,X,R+〉
compatible, find elements in the set
∆Θ
〈
V,W,E,X,R+
〉
.
Remark 1.5.8. Notice that ∀ 〈T, x∞,Φ〉 ∈ Ω there exists only one semigroup section
associatedwith it. MoreoverU〈T,x∞,Φ〉 is characterized by any of the equivalent conditions
in Lemma 1.4.11 with U = X and Y = R+.
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Definition 1.5.9. Let 〈V,W,X,R+〉 be a (Θ,E)−structure and
〈
V,D,X, {pt}
〉
be a
(Θ,E)−structure. Let us denote V ≔ 〈〈E, τ〉 , π,X,N〉, D ≔
〈〈
B, γ
〉
, η,X,L
〉
and W ≔〈〈
M, γ
〉
, ρ,X,R
〉
. We require that V is full, {Ex}x∈X is a family of sequentially complete Hlcs
and U(LSx(Ex)) ⊂Mx for all x ∈ X. ThenΨ ∈ ∆Θ 〈V,D,W,E,X,R+〉 iff
(1) Ψ ⊆
⋃
z∈X Γ
z(ρ);
(2) (∀U ∈ Ψ)(∀x ∈ X) (U(x) is an equicontinuous (C0)−semigroup on Ex);
(3) Section of projectors associated with U: (∀z ∈ X)(∀U ∈ Ψ ∩ Γz(ρ))
(1.5.4) (∃P ∈ Γz(η) ∩
∏
y∈X
Pr(Ey))(∀x ∈ X)(P(x)Hx ⊆ HxP(x)).
Here Hx is the infinitesimal generator of the semigroup U(x) ∈ Cc
(
R+,LSx(Ex)
)
for all x ∈ X.
Claim 1.5.10 (S-P). Under the assumptions in Def. 1.5.9, possibly with 〈V,W,X,R+〉
compatible and
〈
V,D,X, {pt}
〉
invariant, find elements in the set ∆Θ 〈V,D,W,E,X,R
+〉 .
Claims 1.5.7 and 1.5.10 can be used to solve the main claim 1.5.5 indeed
Proposition 1.5.11. Under the notation and request in Def. 1.5.9 assume that
(1) Ω ∈ ∆Θ 〈V,W,E,X,R
+〉;
(2) Ψ ∈ ∆Θ 〈V,D,W,E,X,R
+〉;
(3) (∀ 〈T, x∞,Φ〉 ∈ Ω)(U〈T,x∞,Φ〉 ∈ Ψ).
Thus Ω ∈ ∆ 〈V,D,Θ,E〉, namely Ω satisfies the claim 1.5.5. Moreover
(∀ 〈T, x∞,Φ〉 ∈ Ω)
(
∃P ∈ Γx∞(η)
) (
∃U ∈ Γx∞(ρ)
)
(1) U(x) is an equicontinuous (C0)−semigroup on Ex, for all x ∈ X;
(2) (∀x ∈ X) (P(x) ∈ Pr(Ex));
(3) (∀x ∈ X)(T(x) = Graph(Rx));
(4) ∀x ∈ X
P(x)Rx ⊆ RxP(x).
Here Rx is the infinitesimal generator of the semigroup U(x) ∈ Cc
(
R+,LSx(Ex)
)
, for all x ∈ X.
We conclude this chapter by anticipating that Thm. 2.1.16 resolves Claim 1.5.7 while
Thm. 3.3.21 resolves Claims 1.5.5 and 1.5.10.
Appendix
Excluding Def. 1.5.13 which is ours, in this appendix we provide some of those
definitions essentially present in [12] we need in the work and some simple results
concerning them. In this section X is a topological space.
Definition 1.5.12 (FM(3) − FM(4) in §5 of [12]). Let V ≔ {〈Vx,Ax〉}x∈X be a nice family
of Hlcs with Ax ≔ {µ
x
j
} j∈J for all x ∈ X. We say that G satisfies FM(3) − FM(4) with respect to
V if G is a linear subspace of
∏b
x∈X 〈Vx,Ax〉 and
FM(3): { f (x) | f ∈ G} is dense in Vx for all x ∈ X;
FM(4): X ∋ x 7→ µx
j
( f (x)) is u.s.c. ∀ j ∈ J and ∀ f ∈ G.
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We introduce a stronger condition namelywe say that G satisfies FM(3∗)−FM(4) with
respect to V if FM(3∗) and FM(4) hold where
FM(3∗) (∀x ∈ X)({ f (x) | f ∈ G} = Vx).
Definition 1.5.13. Let V′ ≔ {〈Vx,A′x〉}x∈X be a family of Hlcs where A′x ≔ {µxjx} jx∈Jx is a
directed family of seminorms on Vx generating the locally convex topology on it, for all x ∈ X.
Then we set 
J ≔
∏
x∈X Jx;
µx
j
≔ µx
j(x)
, ∀x ∈ X, j ∈ J;
Ax ≔ {µ
x
j
} j∈J, ∀x ∈ X.
Clearly the range of Ax equals that of A
′
x and Ax is directed. Thus V ≔ {〈Vx,Ax〉}x∈X
is a nice family of Hlcs, called the nice family of Hlcs associated with V′.
Definition 1.5.14 (Essentially §5.2, §5.3 and Prp. 5.8 of [12]). Let E = {〈Ex,Nx〉}x∈X be
a nice family of Hlcs with Nx ≔ {ν
x
j
| j ∈ J} for all x ∈ X. Moreover let E satisfy FM(3) − FM(4)
with respect to E. Since [12, Prp. 5.8] we can define
V(E,E)
to be the bundle generated by 〈E,E〉, if
(1) V(E,E) = 〈〈E(E), τ(E,E)〉 , πE,X,N〉;
(2) E(E) ≔
⋃
x∈X{x} × Ex, πE : E(E) ∋ (x, v) 7→ x ∈ X.
(3) N = {ν j | j ∈ J}, with ν j : E(E) ∋ (x, v) 7→ νxj (v);
(4) τ(E,E) is the topology on E(E)10 such that for all (x, v) ∈ E(E)
I
τ(E,E)
(x,v)
≔ F
E(E)
BE((x,v))
.
Here we recall that Iτ(E,E)
(x,v)
is the filter of neighbourhoods of (x, v) with respect to the
topology τ(E,E), while FE(E)
B((x,v))
is the filter on E(E) generated by the following base of
filters
BE((x, v)) ≔ {TE(U, σ, ε, j) |U ∈ Open(X), σ ∈ E, ε > 0, j ∈ J,
U ∋ x, νxj (v − σ(x)) < ε},
where
(1.5.5) TE(U, σ, ε, j)≔
{
(y,w) ∈ E(E) | y ∈ U, νy
j
(w − σ(y)) < ε
}
.
E is canonically isomorphic to a linear subspace of Γ(πE) indeed
Remark 1.5.15. Let E = {〈Ex,Nx〉}x∈X be a nice family of Hlcs with Nx ≔ {νxj | j ∈ J} for
all x ∈ X. Moreover let E satisfy FM(3) − FM(4) with respect to E, and V(E,E) be the
bundle generated by the couple 〈E,E〉. Thus according to [12, Prps. 5.8, 5.9] we have
that
10 By applying [12, §5.3.] and [2, Ch.1] we know that this topology exists.
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(1) V(E,E) is a bundle of Ω−spaces;
(2) V(E,E) is such that
(a) 〈E(E)x, τ(E,E)〉 as topological vector space is isomorphic to 〈Ex,Nx〉 for all
x ∈ X;
(b) E is canonically isomorphic 11 to a linear subspace of Γ(πE) and if X is
compact and E is a function module see [12, § 5.1], then E ≃ Γ(πE).
Remark 1.5.16. Let E be a nice family of Hlcs and let E satisfy FM(3− 4) with respect
to E. Thus for all U ∈ Open(X), σ ∈ E, ε > 0, j ∈ J
TE(U, σ, ε, j) =
⋃
y∈U
BEy, j,ε(σ(y))
where for all s ∈ Ey
BEy, j,ε(s) ≔
{
(y,w) ∈ E(E)y | νyj (w − s) < ε
}
.
Definition 1.5.17 (Essentially §1.5(II) and §1.5(vii) of [12]). Let P ≔
〈
〈E, τ〉 , p,X,N
〉
be a locally full bundle of Ω−spaces, and let us denote N ≔ {ν j | j ∈ J}. Set{
Kloc ≔
∏
α∈EK
loc
α
Klocα ≔
{
(U, σU) |U ∈ Op(X), σU ∈ ΓU(p) | p(α) ∈ U, σU(p(α)) = α
}
.
Moreover ∀α ∈ E and ∀l ∈ Kloc set
Bloc
l
(α) ≔
{
Tloc(V, l2(α), ε, j) |V ∈ Op(X), ε > 0, j ∈ J | p(α) ∈ V ⊆ l1(α)
}
,
Tloc(U, σU, ε, j) ≔
{
β ∈ E | p(β) ∈ U, ν j(β − σU(p(β))) < ε
}
,
(∀U ∈ Op(X))(∀ j ∈ J)(∀ε > 0)(∀σU ∈ ΓU(p)).
If P is a full bundle then we can set{
K ≔
∏
α∈EKα
Kα ≔
{
(U, σ) |U ∈ Op(X), σ ∈ Γ(p) | p(α) ∈ U, σ(p(α)) = α
}
.
Moreover ∀α ∈ E and ∀l ∈ K set{
Bl(α) ≔
{
T(V, l2(α), ε, j) |V ∈ Op(X), ε > 0, j ∈ J | p(α) ∈ V ⊆ l1(α)
}
,
T(U, σ, ε, j)≔ Tloc(U, σ ↾ U, ε, j),
(∀U ∈ Op(X))(∀ j ∈ J)(∀ε > 0)(∀σ ∈ Γ(p)). Any set Tloc(U, σ ↾ U, ε, j) for a fixed ε > 0 is called
ε−tube.
Remark 1.5.18. Notice that (∀U ∈ Op(X))(∀ j ∈ J)(∀ε > 0)(∀σU ∈ ΓU(p))
Tloc(U, σU, ε, j) =
⋃
y∈U
BEy, j,ε(σU(y))
11 I.e. σ↔ f iff σ(x) = (x, f (x))
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where for all γ ∈ Ey
BEy, j,ε(γ) ≔
{
β ∈ Ey | ν
y
j
(
β − γ
)
< ε
}
.
Corollary 1.5.19 ( Neighbourhood’s filter Iτα ). LetP ≔
〈
〈E, τ〉 , p,X,N
〉
be a bundle of
Ω−spaces
(1) if P is locally full ∀α ∈ E and ∀l ∈ Kloc the set Bloc
l
(α) is a basis of a filter moreover
FE
Bloc
l
(α)
= Iτα;
(2) if P is full or locally full over a completely regular space then ∀α ∈ E and ∀l ∈ K the
set Bl(α) is a basis of a filter moreover
FE
Bl(α)
= Iτα.
Here Iτα is the neighbourhood’s filter of α in the topological space 〈E, τ〉.
Proof. Statement (1) follows by applying [12, §1.5.(vii)], while statement (2) follows
by statement (1) and the fact that for allU ∈ Op(X) andσ ∈ Γ(p)wehaveσ ↾ U ∈ ΓU(p). 
In what follows let E ≔ {〈Ex,Nx〉}x∈X be a nice family of Hlcs with Nx ≔ {νxj } j∈J for all
x ∈ X. Let E satisfy FM(3∗) − FM(4) with respect to E.
Definition 1.5.20. Set
KE ≔
∏
(x,v)∈EK
E
(x,v)
KE
(x,v)
≔
{
(U, f ) |U ∈ Op(X), f ∈ E | x ∈ U, f (x) = v
}
.
Moreover ∀(x, v) ∈ E(E) and ∀l ∈ KE define
(1.5.6) BEl ((x, v)) =
{
TE(V, l2((x, v)), ε, j) | ε > 0, j ∈ J,V ∈ Op(X), x ∈ V ⊆ l1((x, v))
}
.
Corollary 1.5.21 ( Neighbourhood’s filter Iτ(E,E)
(x,v)
). Then V(E,E) is a full bundle of
Ω−spaces and ∀(x, v) ∈ E(E)
F
E(E)
BE
l
((x,v))
= I
τ(E,E)
(x,v)
.
Proof. By Thm. 5.9. of [12] E and Γ(p1) are canonically isomorphic as linear spaces, so
V(E,E) is full by FM(3∗). The statement hence follows by statement (2) of Cor. 1.5.19. 
The following corollaries provide conditions under which the topologies over two
bundle spaces are equal.
Corollary 1.5.22. Let
〈
〈E, τk〉 , pk,X,Nk
〉
be a full bundle of Ω−spaces or a locally full
bundle over a completely regular space X, for k = 1, 2. If p1 = p2 and Γ(p1) = Γ(p2) then τ1 = τ2.
Proof. By statement (2) of Cor. 1.5.19. 
Corollary 1.5.23. LetP2 ≔
〈
〈E, τ2〉 , p2,X,N2
〉
be a bundle ofΩ−spaces such thatπE = p2.
Thus if the following conditions are satisfied
(1) X is compact,
(2) E and Γ(p2) are canonically isomorphic as linear spaces,
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then τ(E,E) = τ2.
Proof. By Thm. 5.9. of [12] E and Γ(πE) are canonically isomorphic as linear spaces
if X is compact, so Γ(πE) = Γ(p2). Moreover FM(3
∗) and the shown fact that E and Γ(πE)
are canonically isomorphic ensure that V(E,E) is a full bundle, thus it is so P2 by the
equality Γ(πE) = Γ(p2). Hence the statement follows by Cor. 1.5.22. 

CHAPTER 2
Semigroup Approximation
Introduction
The present part of the work is dedicated to establish Thm. 2.1.16 and its corollaries.
This result resolves the claim of extending the Kurtz’s result to the setting of bundles of
Ω−spaces. More exacly we construct an element of the set ∆Θ 〈V,W,E,X,R
+〉. Roughly
〈T, x∞,Φ〉 ∈ ∆Θ 〈V,W,E,X,R
+〉 iff T(x) is the graph of the infinitesimal generator Tx of a
C0−semigroup U(x) on Ex, for all x ∈ X, (1.0.1) holds true and
(2.0.7) U ∈ Γx∞(ρ).
Thus, according to the way of extending the Kurtz’ theorem which we intend to per-
form in this work and outlined in the Introduction of Chapter 1, to find an element in
∆Θ 〈V,W,E,X,R
+〉means to find an extension of Thm. 1.0.1.
There are two strong hypothesis to be satisfied in Thm. 2.1.16. In constructing a
model for hypothesis (ii) one obtains Cor. 2.2.1, while we establish Cor. 2.3.32 and Thm.
2.3.35 as an application of the stategy developped to ensure hypothesis (i). Among the
two hypothesis, (i) is the most difficult one to realize. It is the assumption that the
(Θ,E)−structure 〈V,W,X,R+〉 has the Laplace duality property defined in Def. 2.1.9.
Roughly speaking the full Laplace duality property means that the natural action
of
∏
x∈X L(Ex) over
∏
x∈X Ex, induces, by restriction, an action over Γ(π) of the Laplace
trasform of Γ(ρ). More exactly
(LD) (∀λ > 0) (L(Γ(ρ))(·)(λ) • Γ(π) ⊆ Γ(π)) ,
where
L(F)(x)(λ) ≔
∫ ∞
0
e−λsF(x)(s) ds 
∫
R+
F(x)(s) dµλ(s).
The implicit assumption is that for all x ∈ X and λ > 0
Mx ⊆ L1(R
+,LSx(Ex), µλ),
where µλ is the Laplace measure associated with λ and L1(R
+,LSx(Ex), µλ) is the space
of all µλ−integrable maps with values in the locally convex space LSx(Ex). We provide
reasonable conditions ensuring the above inclusion in Prop. 2.3.2.
In section 2.3 we investigate a strategy for constructing sets having the full Laplace
duality property, result achieved in Cor. 2.3.30. Although in section 2.3 we worked in a
wide generality, here we present the applications of interest for the present introduction.
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Firstly we note that by construction
Γ(π) ⊂
∏
x∈X
Ex,
hence the natural duality action to consider over Γ(π) is the restriction on it of the
standard action1 of
L
(∏
x∈X
Ex
)
.
Secondly we note that the Laplace duality property is described in terms of the action
restricted over Γ(π) of a subspace of
∏
x∈X L1(R
+,LSx(Ex);µλ).
Therefore the idea is to construct what we call in Def. 2.3.6 a U−Space, which is
essentially a couple formed by a locally convex space G and a linear mapΨ such that
(2.0.8)
G ⊂ L

∏
x∈X
Ex
 as linear spaces
Ψ(L1(R
+,G, µλ)) ⊆
∏
x∈X
L1(R
+,LSx(Ex);µλ),
andmost importantly such that the following relation between the two actions holds for
all F ∈ L1(R
+,G, µλ), x ∈ X, λ > 0 and v ∈ Γ(π)
(2.0.9)
〈∫
Ψ(F)(x)(s) dµλ(s), v(x)
〉
x
=
〈∫
F(s) dµλ(s), v
〉
(x).
HereL1(R
+,G, µλ) is the space of allµλ−integrablemaps onR
+ and at values in the locally
convex space G, while for any linear space E we denote by 〈·, ·〉 : End(E) × E → E the
standard duality. InCor. 2.3.29we prove the existence of a U−Space whose topology we
assemble inDef. 2.3.12 as the final one with respect to a suitable set of linear continuous
maps.
Precisely because of (2.0.9) we can interpret (LD) as a duality problem. More exactly if
∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨ(F) = Γ(ρ) then
(2.0.10) LD ⇔ (∀λ > 0)(〈Aλ, Γ(π)〉 ⊆ Γ(π)),
where for all λ > 0
(2.0.11) Aλ ≔
{∫
F(s) dµλ(s) | F ∈ F
}
⊂ L
(∏
x∈X
Ex
)
.
There are two advantage of decoding the problem of finding the full Laplace duality property
into the problem of invariance (2.0.10). Firstly (2.0.10) is an example of a classical problem
of invariance of a subspace of a linear topological space for the standard action of a subspace
of the space of all linear continuous operators on it. Secondly the relatively simple space
L1(R
+,G, µλ) appears in (2.0.10) through Aλ while the subspace Γ(ρ) of the much more in-
volved space
∏
x∈X
⋂
λ>0 L1(R
+,LSx(Ex);µλ) appears in (LD).
1 namely (B, v) 7→ B(v).
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The crucial idea behind the construction of the space G performed in Def. 2.3.12 is
the use of the concept of locally convex final topology. Indeed the defining characteristic
of this topology allows in Lemma 2.3.25, to ensure that for all v ∈ Γ(π) the evaluation
map
(2.0.12) G ∋ A 7→ Av ∈
∏
x∈X
Ex is continuous.
And (2.0.9) is essentially a consequence of (2.0.12) attained through the two steps Thm.
2.3.26 and Thm. 2.3.27. Although we are mainly interested to the equality (2.0.9), there
is an important result strictly determined by the locally convex final topology on G.
Namely Thm. 2.3.23 ensures that holds the second inclusion in (2.0.8) and that for all
F ∈ L1(R
+,G, µλ) ∫
Pr
x
(Ψ(F))(s) dµλ(s) = Pr
x
◦
(∫
F(s) dµλ(s)
)
◦ ıx.
2.1. General Approximation Theorem I
This section is devoted to the proof of the main Thm. 2.1.16.
Notation 2.1.1. We assume the notation in section 1.1 and that all the vector spaces
are over C. Moreover we let lcp stand for the set of locally compact spaces.2 For any set
Awe let P(A) be the set of all subsets of A. If Y is a topological space and Z is topological
vector spaces we let Ccs (Y,Z) denote the linear space of all continuous maps f : Y → Z
with compact support. For any V ≔ 〈〈E, τ〉 , π,X,N〉 full bundle of Ω−spaces and any
〈T0, x∞,Φ〉 ∈ Pregraph ((V,V)), set X0 ≔ X − {x∞}, and for any φ ∈ Φ φi(x) ≔ Pr
x
i (φ(x))
for all x ∈ X and i = 1, 2. Moreover let us denote by Tx the operator in Ex such that
Graph(Tx) = T0(x), for all x ∈ X0, while T ∈
∏
x∈X Graph(Ex × Ex) so that{
T ↾ X − {x∞} ≔ T0
T(x∞) ≔ {φ(x∞) |φ ∈ Φ},
in addition set
D(Tx∞) ≔
x∞
Pr
1
(T(x∞)) = {φ1(x∞) |φ ∈ Φ}.
Finally for any map F : A→ B set R(F) ≔ F(A) the range of F.
Remark 2.1.2. LetV ≔ 〈〈E, τ〉 , π,X,N〉 be a full bundle ofΩ−spaces and 〈T0, x∞,Φ〉 ∈
Pregraph ((V,V)). By Cor. 1.3.7 ∀φ ∈ Φ
(2.1.1)
{
φi ∈ Γ
x∞(π), i = 1, 2
(∀x ∈ X0)(φ2(x) = Txφ1(x)).
2We implicitly consider all the sets involved in this work as elements of a fixed Universe say V. So the
set of all the models of a given structure say S, has to be understood as the subset of those elements of V
satisfying the request defining S.
42 2. SEMIGROUP APPROXIMATION
Lemma 2.1.3. LetV ≔ 〈〈E, τ〉 , π,X,N〉 be a full bundle ofΩ−spaces, whereN ≔ {ν j | j ∈ J}.
Moreover 〈T0, x∞,Φ〉 ∈ Pregraph ((V,V)). If for all x ∈ X0, vx ∈ Dom(Tx), λ > 0 and j ∈ J we
have ν j((λ − Tx)vx) ≥ λν j(vx) and D(Tx∞) is dense in Ex∞ , then
〈T, x∞,Φ〉 ∈ Gr(V,V)
Moreover the following
(2.1.2) Tx∞ : D(Tx∞) ∋ φ1(x∞) 7→ φ2(x∞)
is a well-defined linear operator in Ex∞ such that Graph(Tx∞) = T(x∞) and ∀vx∞ ∈ Dom(Tx∞),
∀λ > 0 and ∀ j ∈ J we have
ν j((λ − Tx∞)vx∞) ≥ λν j(vx∞).
Proof. Clearly T(x∞) ∈ Graph(Ex∞ × Ex∞) if and only if φ1(x∞) = 0x∞ implies φ2(x∞) =
0x∞ , ∀φ ∈ Φ, moreover denoting by Tx∞ the corresponding operator we have that Tx∞ :
D(Tx∞) → Ex∞ is a linear operator. Any real map F defined on a topological space is
l.s.c. at a point iff −F is u.s.c. at the same point, see [2, §6.2. Ch.4], thus by [2, Prop.
3 §6.2. Ch.4] and [2, (13),§5.6. Ch.4] F : X → R is u.s.c. in a ∈ X iff limx→a F(x) = F(a).
Moreover by [2, §6.2. Ch.4] we know that F : X → R is l.s.c. at a iff F is continuous at a
providing R with the following topology {∅, [−∞,∞], ]a,∞[ | a ∈ R}. Thus for any map
σ : Y → X continuous at b such that σ(b) = a we have that F ◦ σ is l.s.c. at a. Hence
because (−F) ◦ σ = −(F ◦ σ) we can state that if F : X → R is u.s.c. at a then for any map
σ : Y → X continuous at b such that σ(b) = a we have that F ◦ σ is u.s.c. at a. Therefore
by using [12, 1.6.(ii)] we have ∀σ ∈ Γx∞(π) and ∀ j ∈ J
(2.1.3) ν j(σ(x∞)) = lim
x→x∞
ν j(σ(x)).
Let ψ ∈ Φ such that ψ1(x∞) = 0x∞ thus ∀φ ∈ Φ, ∀λ > 0, ∀x ∈ X0 and ∀ j ∈ J we have by
(2.1.3) and (2.1.1)
ν j
(
λφ1(x∞) − φ2(x∞) − λψ2(x∞)
)
=
lim
x→x∞
ν j
(
(λ − Tx)(φ1(x) + λψ1(x))
)
≥
lim
x→x∞
λν j
(
φ1(x) + λψ1(x))
)
= λν j(φ1(x∞)),(2.1.4)
where, the inequality comes by [2, Prop. 11 §5.6. Ch.4]) and by the hypothesis
ν j
(
(λ − Tx)(φ1(x) + λψ1(x))
)
≥ λν j
(
(φ1(x) + λψ1(x))
)
for all x ∈ X0. Now limλ→∞ v/λ = 0x∞
for any v ∈ Ex∞ , hence by the fact that ν
x∞
j
≔ ν j ↾ Ex∞ is a continuous seminorm and by
(2.1.4) (∀ j ∈ J)(∀φ ∈ Φ)
(2.1.5) ν j
(
φ1(x∞) − ψ2(x∞)
)
= lim
λ→∞
ν j
(
λφ1(x∞) − φ2(x∞) − λψ2(x∞)
)
λ
≥ ν j(φ1(x∞)).
By hypothesis D(Tx∞) = {φ1(x∞) |φ ∈ T(x∞)} is dense in Ex∞ thus ν j(ψ2(x∞)) = 0 for all
j ∈ J. Indeed let j ∈ J and v ∈ Ex∞ thus ∃ {φ
α}α∈D net in Φ such that limα∈D φ
α
1
(x∞) = v in
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Ex∞ . So by the continuity of ν
x∞
j
and by (2.1.5) we have ∀v ∈ Ex∞
ν j
(
v − ψ2(x∞)
)
= lim
α∈D
ν j
(
φα1 (x∞) − ψ2(x∞)
)
≥ lim
α∈D
ν j
(
φα1 (x∞))
)
= ν j(v).
True in particular for v = 3ψ2(x∞), which implies ν j
(
ψ2(x∞)
)
= 0. Hence ψ2(x∞) = 0x∞
because of Ex∞ is a Hausdorff lcs for which {ν
x∞
j
} j∈J is a generating set of seminorms of its
topology. ThusTx∞ is awell-defined (necessarly linear) operator inEx∞ and consequently
〈T, x∞,Φ〉 ∈ Gr(V,V). Finally (∀ j ∈ J)(∀φ ∈ Φ)(∀λ > 0)
ν j((λ − Tx∞)φ1(x∞)) =
ν j(λφ1(x∞) − φ2(x∞)) = by (2.1.1), (2.1.3)
lim
x→x∞
ν j(λφ1(x) − φ2(x)) = by (2.1.1)
lim
x→x∞
ν j((λ − Tx)φ1(x)) ≥ by hypoth. and [2, Prop. 11 §5.6. Ch.4])
lim
x→x∞
ν j(λφ1(x)) = ν j(λφ1(x∞)).

Lemma 2.1.4. In addition to the hypotheses and notation of Lemma 2.1.3 assume that
(∀x ∈ X0)(∀λ ∈ R)(∀ j ∈ J)(∀vx ∈ Dom(Tx))
(2.1.6) ν j((1 − λTx)vx) ≥ ν j(vx).
Thus (∀λ ∈ R)(∀ j ∈ J)(∀vx∞ ∈ Dom(Tx∞))
(2.1.7) ν j((1 − λTx∞)vx∞) ≥ ν j(vx∞).
Moreover ∀λ ∈ R
(2.1.8)
{
∃ (1 − λTx∞)
−1 ∈ L(R(1 − λTx∞),Ex∞),
(∀w ∈ R(1 − λTx∞))(∀ j ∈ J)ν j((1 − λTx∞)
−1w) ≤ ν j(w).
Finally
(2.1.9) R(1 − λTx∞) is closed in Ex∞ .
Proof. (∀ j ∈ J)(∀φ ∈ Φ)(∀λ ∈ R)
ν j((1 − λTx∞)φ1(x∞)) =
ν j(φ1(x∞) − λφ2(x∞)) = by (2.1.1), (2.1.3)
lim
x→x∞
ν j(φ1(x) − λφ2(x)) = by (2.1.1)
lim
x→x∞
ν j((1 − λTx)φ1(x)) ≥ by (2.1.6) and [2, Prop. 11 §5.6. Ch.4])
lim
x→x∞
ν j(φ1(x)) = ν j(φ1(x∞)).
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thus (2.1.7) follows. Let λ ∈ R, by (2.1.7) we obtain (2.1.8), indeed ∀ f , g ∈ Dom(Tx∞) such
that (1 − λTx∞) f = (1 − λTx∞)g we have ∀ j ∈ J
0 = ν j((1 − λTx∞)( f − g)) ≥ ν j( f − g),
so f = g because of by construction Ex∞ is Hausdorff. Thus the following is a well-set
map
(1 − λTx∞)
−1 : R(1 − λTx∞) ∋ (1 − λTx∞) f 7→ f ∈ Ex∞ ,
moreover by (2.1.7) we obtain the second sentence of (2.1.8), hence the first one follows
by the fact that the inverse map of any linear operator is linear. By (2.1.8), [2, Prop. 3
§3.1. Ch.3] and [2, Prop. 11 §3.6. Ch.2] we deduce that
(2.1.10) (∃ !B ∈ L
(
R(1 − λTx∞),Ex∞
)
)(B ↾ R(1 − λTx∞) = (1 − λTx∞)
−1).
Let w ∈ R(1 − λTx∞) thus ∃ { fα}α∈D net in Dom(Tx∞) such that
(2.1.11) w = lim
α∈D
(1 − λTx∞) fα,
therefore by (2.1.10)
(2.1.12) Bw = lim
α∈D
fα,
while by (2.1.11) and (2.1.12)
w − Bw = lim
α∈D
(
( fα − λTx∞ fα) − fα
)
= lim
α∈D
−λTx∞ fα.
So
(2.1.13) Bw − w = lim
α∈D
λTx∞ fα.
By (2.1.12), (2.1.13) and the fact that λTx∞ is closed, we obtain{
Bw ∈ Dom(Tx∞),
λTx∞(Bw) = Bw − w,
which means w = (1 − λTx∞)Bw, so w ∈ R(1 − λTx∞) and (2.1.9) follows. 
Lemma 2.1.5. Let us assume the hypotheses of Lemma 2.1.4, moreover let λ ∈ R − {0},
{λn}n∈N ⊂ R − {0} such that limn∈N λn = λ. Thus⋂
n∈N
R(1 − λnTx∞) ⊆ R(1 − λTx∞).
Proof. Set only in this proof T ≔ Tx∞ . Let n ∈ N, by (2.1.8) ∃ (1 − λnT)
−1 : R(1 −
λnTx∞)→ Dom(t) moreover {
1 − λT = λ(λ−1 − T),
(1 − λnT)
−1 = λ−1n (λ
−1
n − T)
−1.
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Let g ∈
⋂
n∈NR(1 − λnTx∞) thus
(1 − λT)(1 − λnT)
−1g − g =
λ
λn
(λ−1 − T)(λ−1n − T)
−1g − g
=
λ
λn
(
λ−1(λ−1n − T)
−1g − λ−1n (λ
−1
n − T)
−1g
)
=
λ
λn
(λ−1 − λ−1n )(λ
−1
n − T)
−1g,
where in the second equality we considered that −T(λ−1n − T)
−1g − g = −λ−1n (λ
−1
n − T)
−1g
obtained by (λ−1n − T)(λ
−1
n − T)
−1g = g. Thus ∀ j ∈ J by (2.1.8)
ν j
(
(1 − λT)(1 − λnT)
−1g − g
)
≤
∣∣∣∣∣ λλn
∣∣∣∣∣ |λ−1 − λ−1n |ν j(g).
But limn∈N |λ
−1 − λ−1n | = 1 and limn∈N |λ
−1 − λ−1n | = 0 so ν j
(
(1 − λT)(1 − λnT)
−1g − g
)
= 0,
for all j ∈ J. Therefore
lim
n∈N
(1 − λT)(1 − λnT)
−1g = g,
and the statement follows by (2.1.9). 
Lemma 2.1.6. Under the hypotheses and notation of Lemma 2.1.3 we have that 1 − λTx∞ is
a closed operator.
Proof. Let (a, b) ∈ Graph(1 − λTx∞) closure in the space Ex∞ × Ex∞ with the product
topology. Thus (∀ε > 0)(∀ j ∈ J)(∃ v(ε, j) ∈ Dom(Tx∞)){
ν j(a − v(ε, j)) <
ε
2
,
ν j(b − (1 − λTx∞)v(ε, j)) <
ε
2
,
so
ν j((b − a) + λTx∞v(ε, j)) ≤ ν j(b − (1 − λTx∞)v(ε, j)) + ν j(a − v(ε, j)) ≤ ε.
Therefore (∀ε > 0)(∀ j ∈ J)(∃ v(ε, j) ∈ Dom(Tx∞))
ν j(a − v(ε, j)) < ε,
ν j
(
(b − a) − (−λTx∞v(ε, j))
)
,
which means (a, (b − a)) ∈ Graph(−λTx∞). Moreover −λTx∞ is a closed operator thus
b − a = −λTx∞a or equivalently (a, b) ∈ Graph(1 − λTx∞). 
Remark 2.1.7. By (2.1.1) we have ∀φ ∈ Φ that φ1(x∞) = limz→x∞ φ1(z) and φ2(x∞) =
limz→x∞ φ2(z) = limz→x∞ Txφ1(z), hence{
φ1(x∞) = limz→x∞ φ1(z)
Tx∞φ1(x∞) = limz→x∞ Tzφ1(z).
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Definition 2.1.8. Let λ ∈ R+ set
µλ : Ccs (R
+,R) ∋ f 7→
∫
R+
e−sλ f (s) ds,
where the integral is with respect to the Lebesgue measure on R+.
Definition 2.1.9. Let W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
and 〈V,W,X,R+〉 be a (Θ,E)−structure
such that
(2.1.14) Mx ⊆
⋂
λ>0
L1(R
+,LSx(Ex);µλ), ∀x ∈ X.
About Sx and Ex see Def. 1.4.8. Let x ∈ X,O ⊆ Γ(ρ). andD ⊆ Γ(π). By recalling the notation in
(1.1.1), we say that 〈V,W,X,R+〉 has the Laplace duality property on O andD at x, shortly
LDx(O,D) if
(∀λ > 0)(L(Γx
O
(ρ))λ • Γ
x
D
(π) ⊆ Γx(π)).
Moreover we say that 〈V,W,X,R+〉 has the full Laplace duality property onO andD, shortly
LD(O,D) if
(∀λ > 0)(L(O)λ •D ⊆ Γ(π)).
Finally LD is for LD(Γ(ρ), Γ(π)). Here L :
∏
x∈XMx →
∏
x∈X LSx(Ex)
R
+
such that (∀x ∈
X)(∀λ ∈ R+)
L(F)(x)(λ) ≔
∫ ∞
0
e−λsF(x)(s) ds,
where we recall that the integration is with respect to the Lebesgue measure on R+ and with
respect to the locally convex topology on LSx(Ex). Finally we used the notation in (1.1.1).
Remark 2.1.10. Under the notation of Def. 2.1.9 and by letting n be the Lebesgue
measure on R+, (2.1.14) follows if the following holds
Mx ⊆ L1(R
+,LSx(Ex); n), ∀x ∈ X.
Moreover under assumptions of Def. 2.1.9 we have{
L(Γx
O
(ρ)) ⊆ Γx
O
(ρ)
(∀t > 0)(Γx
O
(ρ)t • Γ
x
D
(π) ⊆ Γx(π))
⇒
〈
V,W,X,R+
〉
has the LDx(O,D).
Similarly {
L(O) ⊆ O
(∀t > 0)(Ot •D ⊆ Γ(π))
⇒
〈
V,W,X,R+
〉
has the LD(O,D).
A useful property is the following one
Proposition 2.1.11. Let 〈V,W,X,R+〉 be a (Θ,E)−structure satisfying (2.1.14), x∞ ∈ X.
Set Sz = {B
z
l
| l ∈ L}, then ∀z ∈ X, ∀G ∈ L1(R
+,LSz(Ez);µλ) and ∀wz ∈
⋃
l∈L B
z
l
(2.1.15)
(∫ ∞
0
e−λsG(s) ds
)
wz =
∫ ∞
0
e−λsG(s)wz ds.
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Here in the second member the integration is with respect to the locally convex topology on Ez,
while in the first member the integration is with respect to the locally convex topology onLSz(Ez).
Proof. Let z ∈ X and v ∈
⋃
l∈L B
z
l
= Ez then map LSz(Ez) ∋ A 7→ Av ∈ Ez
is linear and continuous. Indeed let l(v) ∈ L such that v ∈ Bz
l(v)
, thus we have
νz
j
(Av) ≤ supw∈Bz
l(v)
νz
j
(Aw)  pz
j,l(v)
(A). Hence by a well-known result in vector valued
integration we have (2.1.15). 
Remark 2.1.12. Let V ≔ 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces and E ⊆
∏
x∈X Ex.
Set for all v ∈
∏
x∈X Ex
(2.1.16)

Bv : X ∋ x 7→ {v(x)},
Θ ≔
{
Bw |w ∈ E
}
Thus Θ ⊂
∏
x∈X Bounded(Ex) and ∀v ∈ E
(2.1.17) E ∩
∏
x∈X
Bv(x) = {v}.
Therefore for all v ∈ E, and for all x ∈ X with the notation of Def. 1.4.8
D(Bv,E) = {v},
Bx
Bv
= {v(x)},
Sx = {{w(x)} |w ∈ E},
E(Θ) = E.
Recall that since the Dupre’ Thm. any Banach bundle over a completely regular
topological space is full.
Definition 2.1.13. Let V ≔ 〈〈E, τ〉 , π,X, ‖ · ‖〉 be a full Banach bundle. Let x∞ ∈ X and
U0 ∈
∏
x∈X0
C (R+,Bs(Ex)) be such that U0(x) is a (C0)−semigroup of contractions (respectively
of isometries) on Ex for all x ∈ X0. Moreover let us denote by Tx the infinitesimal generator of
the semigroup U0(x) for any x ∈ X0 and set
(2.1.18)

T0(x) ≔ Graph(Tx), x ∈ X0
Φ ≔ {φ ∈ Γx∞(πE⊕) | (∀x ∈ X0)(φ(x) ∈ T0(x))}
E ≔ {v ∈ Γ(π) | (∃φ ∈ Φ)(v(x∞) = φ1(x∞))}
Θ ≔
{
Bw |w ∈ E
}
,
where 〈〈E(E⊕), τ(E⊕,E⊕)〉 , πE⊕ ,X, n⊕〉 is the bundle direct sum of the family {V,V}.
The following is a direct generalization to our context of the definition given in [14,
Lm. 2.11]
Definition 2.1.14. Let V ≔ 〈〈E, τ〉 , π,X,N〉 be a bundle of Ω−spaces, where N ≔ {ν j | j ∈
J}. Moreover let Y be a topological space, s0 ∈ Y, f ∈
∏
x∈X E
Y
x and {zn}n∈N ⊂ X. Then
we say that { f (zn)}n∈N is bounded if sup(n,s)∈N×Y ν j( f (zn)(s)) < ∞ for all j ∈ J. { f (zn)}n∈N
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is equicontinuous at s0 if for all j ∈ J and for all ε > 0 there exists a neighbourhood U of
s0 such that for all s ∈ U we have supn∈N ν j( f (zn)(s) − f (zn)(s0)) ≤ ε. Finally { f (zn)}n∈N is
equicontinuous if { f (zn)}n∈N is equicontinuous at s for every s ∈ Y.
Proposition 2.1.15. Let us assume the notation of Def. 2.1.13. Thus {v(x∞) | v ∈ E} =
{φ1(x∞) |φ ∈ Φ}.
Proof. By definition follows the inclusion ⊆. V being full we have (∀φ ∈ Φ)(∃ v ∈
Γ(π))(v(x∞) = φ1(x∞)). Thus (∀φ ∈ Φ)(∃ v ∈ E)(v(x∞) = φ1(x∞)) hence the inclusion ⊇. 
Theorem 2.1.16 (MAIN1). Let V ≔ 〈〈E, τ〉 , π,X, ‖ · ‖〉 be a Banach bundle where X is a
completely regular space for which there exists x∞ ∈ X such that its filter of neighbourhoods
admits a countable basis. Let U0 ∈
∏
x∈X0
C (R+,Bs(Ex)) be such that U0(x) is a (C0)−semigroup
of contractions (respectively of isometries) on Ex for all x ∈ X0.
If D(Tx∞) is dense in Ex∞ and ∃λ0 > 0 (respectively ∃λ0 > 0, λ1 < 0) such that the range
R(λ0 − Tx∞) is dense in Ex∞ , (respectively the ranges R(λ0 − Tx∞) and R(λ1 − Tx∞) are dense in
Ex∞), then
〈T, x∞,Φ〉 ∈ Gr(V,V),
and Tx∞ in (2.1.2) is the generator of a C0−semigroup of contractions (respectively of isometries)
on Ex∞ .
Moreover assume that {v(x) | v ∈ E} is dense in Ex for all x ∈ X0, by taking the notation
in (2.1.18), let W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
and 〈V,W,X,R+〉 be a (Θ,E)−structure 3 such that
(2.1.14) holds. Assume U‖·‖B(Ez)(LSz(Ez)) ⊆ Mz (respectively Uis(LSz(Ez)) ⊆ Mz) for all z ∈ X
4
and that there exists F ∈ Γ(ρ) such that F(x∞) = U(x∞) and
i: 〈V,W,X,R+〉 has the LDx∞({F},E); or it has the LD({F},E);
ii: (∀v ∈ E)(∃φ ∈ Φ) s.t. φ1(x∞) = v(x∞) and (∀{zn}n∈N ⊂ X | limn∈N zn = x∞) we have
that {U(zn)(·)φ1(zn) − F(zn)(·)v(zn)}n∈N is a bounded equicontinuous sequence.
Then (∀v ∈ E)(∀K ∈ Comp(R+))
(2.1.19) lim
z→x∞
sup
s∈K
∥∥∥U(z)(s)v(z) − F(z)(s)v(z)∥∥∥ = 0,
and
(2.1.20) U ∈ Γx∞(ρ).
In particular
(2.1.21) {〈T, x∞,Φ〉} ∈ ∆Θ
〈
V,W,E,X,R+
〉
.
Here T and D(Tx∞) are defined as in Notation 2.1.1 with T0 and Φ given in (2.1.18), while
U ∈
∏
x∈XMx such that U ↾ X0 ≔ U0 and U(x∞) is the semigroup on Ex∞ generated by Tx∞ .
3 Well set indeed by Prop. 2.1.15, the density assumptions and Rem. 2.1.12 we have that Sx is dense in Ex
for all x ∈ X.
4 See Prp. 2.3.2 for models ofM satisfying (2.1.14) and U‖·‖B(Ez )(LSz (Ez)) ⊆Mz.
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Proof. Since the Dupre’ Thm., see for example [12, Cor. 2.10], we obtain thatV is full.
By Lemma 2.1.3, [14, Lms.(2.8) − (2.9)], and the Hille-Yosida theorem, see [14, Th.(1.2)],
we have the first sentence of the statement for the case of semigroup of contractions. By
[5, Cor. 3.1.19.] applied to Tx, for any x ∈ X0, and by (2.1.7) we have (∀λ ∈ R)(∀vx∞ ∈
Dom(Tx∞))
(2.1.22) ‖(1 − λTx∞)vx∞)‖x∞ ≥ ‖vx∞‖x∞ .
Hence by [5, Cor. 3.1.19.], Tx∞ will be a generator of a strongly continuous semigroup of
isometries if we show that ∀λ ∈ R − {0}
(2.1.23) R(1 − λTx∞) = Ex∞ .
Let us set
ρ0(Tx∞) ≔ {λ ∈ R − {0} |R(1 − λT) = Ex}.
By (2.1.8) ρ0(Tx∞) = ρ(Tx∞) ∩ (R − {0}), where ρ(Tx∞) is the resolvent set of Tx. By [10,
Lemma 7.3.2] ρ(Tx∞) is open inC so ρ0(Tx∞) is open inR−{0}with respect to the topology
on R − {0} induced by that on C. By Lemma 2.1.5 we deduce that ρ0(Tx∞) is also closed
in R − {0}, therefore ρ0(Tx∞) = R − {0} and (2.1.23) follows as well that Tx∞ is a generator
of a strongly continuous semigroup of isometries.
Now we shall apply Lemma 1.4.11 in order to show the remaining part of the state-
ment. Let v ∈ E be fixed then by (2.1.18), (∃φ ∈ Φ)(v(x∞) = φ1(x∞)) thus by (2.1.1) and
Cor. 1.2.3
(2.1.24) lim
z→x∞
‖v(z) − φ1(z)‖ = 0.
Now let F ∈ Γ(ρ) of which in hypothesis so in particular
(2.1.25) F(x∞) = U(x∞),
moreover ∀s ∈ R+ and z ∈ X
‖U(z)(s)v(z) − F(z)(s)v(z)‖ ≤
‖U(z)(s)v(z) − U(z)(s)φ1(z)‖ + ‖U(z)(s)φ1(z) − F(z)(s)v(z)‖ ≤
‖v(z) − φ1(z)‖ + ‖U(z)(s)φ1(z) − F(z)(s)v(z)‖.(2.1.26)
For any λ > 0 let us set
gλ∞ ≔ (λ − Tx∞)
−1φ1(x∞)
thus gλ∞ ∈ Dom(Tx∞) hence by Rmk. 2.1.7 and the construction of Tx∞ ∃ψ
λ ∈ Φ such that
(2.1.27)
{
gλ∞ = ψ
λ
1
(x∞) = limz∈x∞ ψ
λ
1
(z)
Tx∞g
λ
∞ = limz→x∞ Tzψ
λ
1
(z).
By (2.1.15) and (2.1.17) for all z ∈ X and for all wz ∈
⋃
v∈E v(z)
(2.1.28)
(∫ ∞
0
e−λsF(z)(s) ds
)
wz =
∫ ∞
0
e−λsF(z)(s)wz ds.
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Moreover by the fact that V is full we have that for all φ ∈ Φ there exists a v ∈ Γ(π) such
that v(x∞) = φ1(x∞), thus by construction of E
(2.1.29) (∀φ ∈ Φ)(∃ v ∈ E)(v(x∞) = φ1(x∞)).
Hence by (2.1.28), (2.1.29) and (2.1.25) for all φ ∈ Φ
(2.1.30)
(∫ ∞
0
e−λsF(x∞)(s) ds
)
φ1(x∞) =
∫ ∞
0
e−λsU(x∞)(s)φ1(x∞) ds.
Now set
ξ ≔ L(F),
thus by hypothesis (i) we have for all λ > 0
(2.1.31) ξ(·)(λ)v(·) ∈ Γx∞(π).
Moreover
ξ(x∞)(λ)v(x∞) = ξ(x∞)(λ)φ1(x∞)
=
∫ ∞
0
e−λsU(x∞)(s)φ1(x∞) ds by (2.1.30)
= (λ − Tx∞)
−1φ1(x∞) by [14, (1.3)]
 gλ∞ = ψ
λ
1 (x∞) by (2.1.27).(2.1.32)
By the fact that V is full, by (2.1.31), the fact that ψλ
1
∈ Γx∞(π) by (2.1.1), by (2.1.32) and
by Cor. 1.2.5 we have ∀λ > 0
(2.1.33) lim
z→x∞
‖ψλ1 (z) − ξ(z)(λ)v(z))‖ = 0.
Now (∀λ > 0)(∀z ∈ X) set
wλ(z) ≔ (λ1 − Tz)ψ
λ
1 (z),
thus ∥∥∥
∫ ∞
0
e−λs
(
U(z)(s)φ1(z) − F(z)(s)v(z)
)
ds
∥∥∥ ≤
∥∥∥
∫ ∞
0
e−λsU(z)(s)(φ1(z) − w
λ(z)) ds
∥∥∥ + ∥∥∥
∫ ∞
0
e−λs
(
U(z)(s)wλ(z) − F(z)(s)v(z)
)
ds
∥∥∥ ≤
1
λ
‖φ1(z) − w
λ(z)‖ + ‖ψλ1 (z) − ξ(z)(λ)v(z))‖.(2.1.34)
Here we consider that by hypothesis and by the first part of the statemet ‖U(z)‖ ≤ 1 for
all z ∈ X, moreover we applied the Hille-Yosida formula [14, (1.3)]. Now
‖φ1(z) − w
λ(z)‖ =(2.1.35)
‖φ1(z) − (λ1 − Tz)ψ
λ
1 (z)‖ ≤
‖φ1(z) − v(z)‖ + ‖v(z) − λξ(z)(λ)v(z) + λξ(z)(λ)v(z) − (λ1 − Tz)ψ
λ
1 (z)‖ ≤
‖φ1(z) − v(z)‖ + λ‖ξ(z)(λ)v(z) − ψ
λ
1 (z)‖ + ‖Tzψ
λ
1 (z) − (λξ(z)(λ)v(z) − v(z))‖.
2.1. GENERAL APPROXIMATION THEOREM I 51
By (2.1.27) Tx∞ψ
λ
1
(x∞) = Tx∞g
λ
∞ moreover
Tx∞g
λ
∞ = −(λ − Tx∞)g
λ
∞ + λg
λ
∞
= −(λ − Tx∞)(λ − Tx∞)
−1φ1(x∞) + λg
λ
∞
= λgλ∞ − φ1(x∞) = λξ(x∞)(λ)v(x∞) − v(x∞),(2.1.36)
where in the last equality we used (2.1.32) and the construction of φ. By (2.1.27) we have
that (X ∋ z 7→ Tzψ
λ
1
(z)) ∈ Γx∞(π), hence by (2.1.36), the fact that λξ(·)(λ)v(·) − v ∈ Γx∞(π)
by (2.1.31), we deduce by the fact that V is full and by Cor. 1.2.5 that ∀λ > 0
(2.1.37) lim
z→x∞
‖Tzψ
λ
1 (z) − (λξ(z)(λ)v(z) − v(z))‖ = 0.
Therefore by (2.1.35), (2.1.24), (2.1.33) and (2.1.37)
lim
z→x∞
‖φ1(z) − w
λ(z)‖ = 0.
By this one along with (2.1.33) we can state by using (2.1.34) that ∀λ > 0
lim
z→x∞
∥∥∥
∫ ∞
0
e−λs
(
U(z)(s)φ1(z) − F(z)(s)v(z)
)
ds
∥∥∥ = 0.
Therefore ∀λ > 0 and (∀{zn}n∈N ⊂ X | limn∈N zn = x∞)
(2.1.38) lim
n∈N
∥∥∥
∫ ∞
0
e−λs
(
U(zn)(s)φ1(zn) − F(zn)(s)v(zn)
)
ds
∥∥∥ = 0.
By (2.1.38), hypothesis (ii) and [14, Lemma (2.11)]we have (∀{zn}n∈N ⊂ X | limn∈N zn = x∞)
and ∀K ∈ Comp(R+)
lim
n∈N
sup
s∈K
∥∥∥U(zn)(s)φ1(zn) − F(zn)(s)v(zn)∥∥∥ = 0.
Therefore since the hypothesis on x∞ we obtain ∀K ∈ Comp(R
+)
(2.1.39) lim
z→x∞
sup
s∈K
∥∥∥U(z)(s)φ1(z) − F(z)(s)v(z)∥∥∥ = 0.
In conclusion by (2.1.39), (2.1.24) and (2.1.26) we obtain ∀K ∈ Comp(R+)
(2.1.40) lim
z→x∞
sup
s∈K
∥∥∥U(z)(s)v(z) − F(z)(s)v(z)∥∥∥ = 0,
hence (2.1.19). By (2.1.17) and (2.1.40) we obtain (1.4.8). Thus (2.1.20) and (2.1.21) follow
by Lemma 1.4.11, by (2.1.17) and by the following one ∀K ∈ Comp(R+) and ∀v ∈ E
sup
z∈X
sup
s∈K
∥∥∥U(z)(s)v(z)∥∥∥ ≤ sup
z∈X
‖v(z)‖ < ∞.
where we considered that by construction
∥∥∥U(z)(s)∥∥∥ ≤ 1, for all s ∈ R+ and z ∈ X and that
v ∈ Γ(π). 
Remark 2.1.17. IfW is full (∃ F ∈ Γ(ρ))(F(x∞) = U(x∞)), so hypotheses reduce.
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2.2. Corollary I. Construction of equicontinuous sequences
Byproviding conditions ensuring the bounded equicontinuity ofwhich inhypothesis
(ii) of Thm. 2.1.16 we obtain the following
Corollary 2.2.1. Let us assume the hypotheses of Thm. 2.1.16 except (ii) replaced by the
following one
(∃G ∈
∏
z∈X
L1
(
R
+,LSx(Ex)
)
(∃H ∈
b∏
z∈X
L(Ez))(∃ F ∈ Γ(ρ))
such that F(x∞) = U(x∞) and ∀s > 0
(2.2.1)

supx∈X sups>0 ‖F(x)(s)‖ < ∞
(∀s1 > 0)(∃ a > 0)(supu∈[s1 ,s] supz∈X ‖G(z)(u)‖ ≤ a|s − s1|)
(∀z ∈ X)(F(z)(s) = H(z) +
∫ s
0
G(z)(u) du),
where the integration is with respect to the Lebesgue measure on [0, s] and with respect to the
locally convex topology on LSz(Ez). Then holds the statement of Thm. 2.1.16.
Proof. Let v ∈ E thus (∃φ ∈ Φ)(v(x∞) = φ1(x∞)) so (∀{zn}n∈N ⊂ X | limn∈N zn = x∞) we
have
sup
n∈N
sup
s>0
‖U(zn)(s)φ1(zn) − F(zn)(s)v(zn)‖ ≤ sup
n∈N
‖φ1(zn)‖ +M sup
n∈N
‖v(zn)‖ < ∞.
Here in the first inequality we used ‖U(z)(s)‖ ≤ 1 for all z ∈ X and s > 0 by construction,
and M ≔ supz∈X sups>0 ‖F(z)(s)‖ < ∞ by hypothesis, while in the second inequality we
used the fact that v ∈
∏b
x∈X Ex, by construction and that supn∈N ‖φ1(zn)‖ < ∞ because of
∃ limn∈N ‖φ1(zn)‖ ∈ R by Rmk. 2.1.7 and by construction ‖ · ‖ is u.s.c. Moreover by [14,
(1.4)], (2.2.1) and Sx = {{w(x)} |w ∈ E} for all x ∈ X we have
U(zn)(s)φ1(zn) − F(zn)(s)v(zn) =
∫ s
0
(
U(zn)(u)Tznφ1(zn) −G(zn)(u)v(zn)
)
du+
+ φ1(zn) −H(zn)v(zn).
Thus for any s1, s2 ∈ R
+
sup
n∈N
‖(U(zn)(s1)φ1(zn) − F(zn)(s1)v(zn)) − (U(zn)(s2)φ1(zn) − F(zn)(s2)v(zn))‖ ≤
|s1 − s2| sup
n∈N
sup
u∈[s1 ,s2]
‖U(zn)(u)Tznφ1(zn) − G(zn)(u)v(zn)‖ ≤
|s1 − s2| sup
n∈N
(‖Tznφ1(zn)‖ − a‖v(zn)‖) ≤ J|s1 − s2|.
Here in the second inequality we used ‖U(z)(u)‖ ≤ 1 by construction and the hypothesis,
in the third one the fact that supn∈N ‖Tznφ1(zn)‖ < ∞ as well supn∈N ‖v(zn)‖ < ∞, because
of ∃ limn∈N ‖Tznφ1(zn)‖ ∈ R and ∃ limn∈N ‖v(zn)‖ ∈ R due to the fact that ‖ · ‖ is u.s.c. by
construction and Rmk. 2.1.7 for the first limit and the continuity of v for the second one.
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Therefore hypothesis (ii) of Thm. 2.1.16 is satisfied, hence the statement follows by Thm.
2.1.16. 
2.3. Corollaries II. Construction of 〈V,W,X,R+〉 with the LD
In section 2.3.1 we develop a general strategy to establish the Laplace duality prop-
erties. When this procedure is applied to fulfill hypothesis (i) of Thm. 2.1.16, we obtain
Cor. 2.3.32 and Thm. 2.3.35. Let us start with the following simple result about the
relation among full and Laplace duality property.
Proposition 2.3.1. Let W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
and 〈V,W,X,R+〉 be a (Θ,E)−structure
such that V is a Banach bundle and x∞ ∈ X. Assume that
(1) V andW are full;
(2) E = Γ(π) and Θ is given in (2.1.16);
(3) (∀F ∈ Γx∞(ρ))(M(F) ≔ supx∈X sups∈R+ ‖F(x)(s)‖ < ∞);
(4) (∀σ ∈ Γ(ρ))(supx∈X sups∈R+ ‖σ(x)(s)‖ < ∞);
(5) the filter of neighbourhoods of x∞ admits a countable basis.
If 〈V,W,X,R+〉 has the LD then it has the LDx∞ .
Proof. Let F ∈ Γx∞(ρ) and w ∈ Γx∞(π) thus by hypothesis (2) and Cor. 1.2.3 there exist
σ ∈ Γ(ρ) and v ∈ Γ(π) such that σ(x∞) = F(x∞), v(x∞) = w(x∞), and ∀K ∈ Comp(R
+), ∀v ∈ E
(2.3.1)
{
limz→x∞ ‖w(z) − v(z)‖ = 0
limz→x∞ sups∈K ‖(F(x)(s) − σ(x)(s))v(x)‖ = 0.
Moreover ∀λ > 0 ∥∥∥
∫ ∞
0
eλsF(z)(s)w(z) ds −
∫ ∞
0
eλsσ(z)(s)v(z) ds
∥∥∥ ≤
∥∥∥
∫ ∞
0
eλsF(z)(s)(w(z) − v(z)) ds
∥∥∥ + ∥∥∥
∫ ∞
0
eλs(F(z)(s) − σ(z)(s))v(z) ds
∥∥∥ ≤
1
λ
M(F)‖v(z) −w(z)‖ +
∫ ∞
0
eλs
∥∥∥(F(z)(s) − σ(z)(s))v(z)∥∥∥ ds.(2.3.2)
By the hypotheses (3 − 4) supz∈X sups∈R+
∥∥∥(F(z)(s) − σ(z)(s))v(z)∥∥∥ < ∞ hence ∀{zn}n∈N ⊂ X
such that limn∈N zn = x∞ we have by (2.3.1), (2.3.2) and a well-known theorem on
convergence of sequences of integrals that ∀λ > 0
lim
n∈N
∥∥∥
∫ ∞
0
eλsF(zn)(s)w(zn) ds −
∫ ∞
0
eλsσ(zn)(s)v(zn) ds
∥∥∥ = 0.
Thus ∀λ > 0 by hypothesis (5)
lim
z→x∞
∥∥∥
∫ ∞
0
eλsF(z)(s)w(z) ds −
∫ ∞
0
eλsσ(z)(s)v(z) ds
∥∥∥ = 0,
hence the statement by Cor. 1.2.3. 
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Now we shall see that in the case of a bundle of normed space we can choose for all
x a simple spaceMx satisfying (2.1.14).
Proposition 2.3.2. Let W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
and 〈V,W,X,R+〉 be a (Θ,E)−structure
such that for all x ∈ X, Ex is a reflexive Banach space, Sx ⊆ Pω(Ex) and
Mx ⊆
{
F ∈ C
(
R
+,LSx(Ex)
)
| (∀λ > 0)
(∫ ∗
R+
e−λs‖F(s)‖B(Ex) ds < ∞
)}
.
Thus
(2.3.3) Mx ⊂
⋂
λ>0
L1(R
+,LSx(Ex);µλ).
In particular (2.3.3), and U‖·‖B(Ex)(LSx(Ex)) ⊆Mx hold if for any x ∈ X
Mx =
{
F ∈ Cc
(
R
+,LSx(Ex)
)
| sup
s∈R+
‖F(s)‖B(Ex) < ∞
}
.
Proof. The first sentence follows by [22, Cor. 2.6.], while the second sentence comes
by the first one. 
2.3.1. U−Spaces. Aim of this section is to establish a procedure ensuring the full
Laplace duality property, result achieved in Cor. 2.3.30. The core concept is that of
U−Space provided in Def. 2.3.6, whose existence is established in Cor. 2.3.29 by mean
of a special locally convex final topology constructed in Def. 2.3.12. Thm. 2.3.23, Thm.
2.3.26 and Thm. 2.3.27 represent the steps to obtain Cor. 2.3.29.
Let us recall and introduce some notation. For any W,Z topological vector spaces
over K ∈ {R,C} we denote by L(W,Z) the K−linear space of all continuous linear map
onW and with values in Z and set L(Z) ≔ L(Z,Z) and Z∗ ≔ L(Z,K). If Y is a topological
space we let Ccs (Y,Z) denote the linear space of all continuous maps f : Y → Z with
compact support. If Z ∈ Hlcs and Y is locally compact we denote by L1(Y,Z, µ) the linear
space of all maps on Y and with values in Z which are essentially µ−integrable in the
sense described in [4, Ch. 6]. Moreover for any family {Zx}x∈X of linear spaces and for
all x ∈ X set Prx :
∏
y∈X Zy ∋ f 7→ f (x) ∈ Zx and ıx : Zx →
∏
y∈X Zy such that for all x , y
and zx ∈ Zx Pry ◦ıx(zx) = 0y, while Prx ◦ıx = Idx. Let us set
〈·, ·〉 : End(H) ×H ∋ (A, v) 7→ A(v) ∈ H,
and for all x ∈ X
〈·, ·〉x : End (Ex) × Ex ∋ (A, v) 7→ A(v) ∈ Ex.
Definition 2.3.3. We call Q a consistent class of data if Q =〈
X,Y, µ, {Ex}x∈X, {τx}x∈X, {Nx}x∈X, {Qx}x∈X, 〈H,T〉
〉
where
(1) X is a set, Y is a locally compact space and µ is a Radon measure on Y;
(2) {Ex}x∈X is a family of Hlcs;
(3) {τx}x∈X is a family of topologies such that 〈L(Ex), τx〉 ∈ Hlcs, ∀x ∈ X;
(4) {Nx}x∈X is a family such that Nx ≔ {ν
x
jx
| jx ∈ Jx} is a fundamental set of seminorms of
Ex, ∀x ∈ X;
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(5) {Qx}x∈X is a family such that Qx ≔ {q
x
αx
|αx ∈ Ax} is a fundamental set of seminorms of
〈L(Ex), τx〉, ∀x ∈ X;
(6) 〈H,T〉 ∈ Hlcs such that
• H ⊆
∏
x∈X Ex as linear spaces;
• ıx(Ex) ⊂ H, for all x ∈ X;
• Prx ∈ L (〈H,T〉 ,Ex) and ıx ∈ L (Ex, 〈H,T〉), for all x ∈ X;
• ∃A ⊆
∏
x∈X L(Ex) linear space such that
(a) θ(A) ↾ H ⊆ L(〈H,T〉),
(b) ıx(L(Ex)) ⊆ A for all x ∈ X;
where θ is defined in Def. 2.3.9. We call X the base ofQ, Y the locally compact space ofQ and µ
the Radon measure of Q. Moreover we call {Ex}x∈X the primary family underlying Q, while we
call {τx}x∈X the secondary family underlying Q. We call Q entire ifH =
∏
x∈X Ex.
In the present section let Q =
〈
X,Y, µ, {Ex}x∈X, {τx}x∈X, {Nx}x∈X, {Qx}x∈X, 〈H,T〉
〉
be a
fixed consistent class of data.
Definition 2.3.4. Let W ≔
〈〈
M, γ
〉
, ρ,X,R
〉
be a bundle of Ω−spaces such that for all
x ∈ X
Mx ⊆ L1(Y, 〈L(Ex), τx〉 ;µ).
Set
(2.3.4)

µ :
∏
x∈X L1(Y, 〈L(Ex), τx〉 ;µ) ×
∏
x∈X Ex →
∏
x∈X Ex
µ(H, v)(x) ≔
〈∫
R+
H(x)(s) dµ(s), v(x)
〉
x
∈ Ex.
Remark 2.3.5. Let 〈V,W,X,R+〉 be a (Θ,E)−structure satisfying (2.1.14) andO ⊆ Γ(ρ),
D ⊆ Γ(π). Then
(2.3.5) LD(O,D)⇔ (∀λ > 0)
(
µλ (O,D) ⊆ Γ(π)
)
.
Similarly for all x ∈ X
(2.3.6) LDx(O,D)⇔ (∀λ > 0)
(
µλ
(
Γ
x
O
(ρ), Γx
D
(π)
)
⊆ Γx(π)
)
.
Definition 2.3.6 ( U−Spaces ). G is a U−space with respect to {〈L(Ex), τx〉}x∈X, T and D
iff
(1) G ∈ Hlcs;
(2) G ⊂ L (〈H,T〉) as linear spaces;
(3) D ⊆ H;
(4) (∀T ∈ lcp)
(
∃ΨT ∈ End
(
End(H)T,
∏
x∈X End(Ex)
Y
))
(∀ν ∈ Radon(T))
ΨT
(
L1(T,G, ν)
)
⊆
∏
x∈X
L1 (T, 〈L(Ex), τx〉 ; ν) ,
and ∀F ∈ L1(T,G, ν), ∀v ∈ D. ∀x ∈ X
(2.3.7)
〈∫
ΨT(F)(x)(s) dν(s), v(x)
〉
x
=
〈∫
F(s) dν(s), v
〉
(x)
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The reason of introducing the concept of U−spaces will be clarified by the following
Proposition 2.3.7. Let 〈V,W,X,R+〉 be a (Θ,E)−structure satisfying (2.1.14), and let G
be a U−space with respect to {LSx(Ex)}x∈X, T and D. Then ∀λ > 0, F ∈ L1(R+,G, µλ), v ∈ D
(2.3.8) µλ(ΨR+(F), v) =
〈∫
F(s) dµλ(s), v
〉
.
Moreover if ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨR+(F) = O then
(2.3.9) LD(O,D)⇔ (∀λ > 0)(〈Bλ,D〉 ⊆ Γ(π)).
Here
Bλ ≔
{∫
F(s) dµλ(s) | F ∈ F
}
.
Proof. (2.3.8) follows by (2.3.7), while (2.3.9) follows by (2.3.8) and Rmk. 2.3.5. 
Remark 2.3.8. In particular if ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨR+(F) = O then
〈G,D〉 ⊆ Γ(π) ⇒ LD(O,D).
More in general if ∃G0 complete subspace of G and ∃F ⊂
{
F ∈⋂
λ>0 L1(R
+,G, µλ) | F(R
+) ⊆ G0
}
such thatΨR+(F) = O then
〈G0,D〉 ⊆ Γ(π) ⇒ LD(O,D).
Thus the U property expressed by (2.3.7) is an important tool for ensuring the satis-
faction of the LD. For this reason the remaining of the present section will be dedicated
to the construction of a space G, Def. (2.3.12), which is a U−space, see Thm. 2.3.27 and
Cor. 2.3.30 for the LD(O,D).
Definition 2.3.9. Set
χH : End(H) →
∏
x∈X End(Ex),
(∀x ∈ X)(∀w ∈ End(H))((Prx ◦χH)(w) = Prx ◦w ◦ ıx),
χ ≔ χ∏
x∈X Ex
.
Well defined indeed by construction ıx(Ex) ⊂ H, for all x ∈ X. Finally set
θ :
∏
x∈X End(Ex)→ End (
∏
x∈X Ex) ,
(∀x ∈ X)(∀u ∈
∏
x∈X End(Ex))(Prx ◦θ(u) = Prx(u) ◦ Prx),
θH : Im(χH) ∋ u 7→ θ(u) ↾ H.
Well-posed by applying [1, Prop. 4, n◦5, §1,Ch. 2].
Remark 2.3.10. (∀x ∈ X)(∀u ∈
∏
x∈X End(Ex)) we have (Prx ◦θ(u) ◦ ıx = Prx(u)).
Proposition 2.3.11. The space
∏
x∈X Ex with the product topology satisfies the request for
the space 〈H,T〉 in Def. 2.3.3 with the choice A =
∏
x∈X L(Ex).
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Proof. Prx ∈ L
(∏
y∈X Ey,Ex
)
by definition of the product topology, moreover ıx ∈
L
(
Ex,
∏
y∈X Ey
)
. Indeed ıx is clearly linear and by considering that for any net { f
α}α∈D
and any f in
∏
y∈X Ey, limα∈D f
α = f if and only if limα∈D f
α(y) = f (y) for all y ∈ X,
we deduce that for any net { f αx }α∈D and any fx in Ex such that limα∈D f
α
x = fx we have
limα∈D ıx( f
α
x ) = ıx( fx), so ıx is continuous. Let x ∈ X and u ∈
∏
x∈X L(Ex) so Prx(u) ◦ Prx ∈
L
(∏
y∈X Ey,Ex
)
, so (6a) follows by the definition of θ and [2, Prp. 4,No3, §2]. Finally (6b)
is trivial. 
The following is the main structure of the present section. For the definition and
properties of locally convex final topologies see [3, No4, §4].
Definition 2.3.12. Set for all x ∈ X
G ≔ θ(A) ↾ H,
gx : L(Ex) ∋ fx 7→ ıx ◦ fx ◦ Prx ∈ End
(∏
y∈X Ey
)
hx : L(Ex) ∋ fx 7→ gx( fx) ↾ H.
We shall denote by G and call the locally convex space relative to the consistent class of data Q,
the lcs G provided with the locally convex final topology of the family of topologies {τx}x∈X of the
family {L(Ex)}x∈X, for the family of linear mappings {hx}x∈X.
Definition 2.3.13. Set in
∏
x∈X End(Ex) the following binary operation ◦. For all x ∈ X we
set Prx( f ◦ h) ≔ f (x) ◦ h(x).
It is easy to verify that
〈∏
x∈X End(Ex),+, ◦
〉
is an algebra over K as well as〈∏
x∈X L(Ex),+, ◦
〉
.
Lemma 2.3.14. G ⊂ L (〈H,T〉), moreover θ is a morphism of algebras. Finally if A is a
subalgebra of
∏
x∈X L(Ex) then G is a subalgebra of L (〈H,T〉).
Proof. The first sentence is immediate by (6a) in Def. 2.3.3. Let u, v ∈
∏
x∈X L(Ex)
thus for all x ∈ X
Pr
x
◦θ(u ◦ v) = (u(x) ◦ v(x)) ◦ Pr
x
= u(x) ◦ Pr
x
◦θ(v)
= Pr
x
◦θ(u) ◦ θ(v),
so θ(u ◦ v) = θ(u) ◦ θ(v), similarly we can show that θ is linear by the linearity of Prx for
all x ∈ X. Thus θ is a morphism of algebras, so the last sentence of the statement follows
by the first one and the fact that A is an algebra. 
Proposition 2.3.15. θH ◦ χH(w) = w ◦ ıx ◦ Prx ↾ H for all w ∈ End(H), Moreover
θH(Im(χH)) ⊂ Dom(χH) and χH ◦ θH = Id ↾ Im(χH).
Proof. Letw ∈ End(H) thus for all x ∈ Xwehave (Prx ◦θH◦χH)(w) = Prx(χH(w))◦Prx ↾
H = Prx ◦w ◦ ıx ◦ Prx ↾ H and the first sentence of the statement follows. By the first
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sentence and the assumption that ıx(Ex) ⊂ H we have θ(Im(χH)) ↾ H ⊂ End(H) so
χH ◦ θH is well set. Moreover for all x ∈ X and u ∈ Im(χH) we have Prx (χH (θ(u) ↾ H)) =
Prx ◦θ(u) ◦ ıx = Prx(u) ◦ Prx ◦ıx = Prx(u). 
Proposition 2.3.16. Let x ∈ X, then
(1) gx = θ ◦ ıx so Im(hx) ⊆ G;
(2) hx ∈ End(L(Ex),G);
(3) ∃ h−1x : Im(hx)→ L(Ex) and
{
h−1x = Prx ◦χH ↾ Im(hx),
Im(hx) = {θ(ıx( fx)) ↾ H | fx ∈ L(Ex)}.
Proof. ∀y ∈ X we have
Pry ◦ θ(ıx( fx)) = Pr
y
(ıx( fx)) ◦ Pr
y
=
{
0y, x , y
fx ◦ Prx, x = y.
Moreover
Pry ◦ gx( fx) = Pr
y
◦ıx ◦ fx ◦ Pr
x
=
{
0y, x , y
fx ◦ Prx, x = y.
So the first sentence of statement (1) follows. Thus hx (L(Ex)) = gx (L(Ex)) ↾ H =
θ (ıx (L(Ex))) ↾ H so by (6b) of Def. 2.3.3 the second sentence of statement (1) follows.
Statement (2) follows by the trivial linearity of gx and by the second sentence of statement
(1). Let fx ∈ L(Ex) and w = ıx ◦ fx ◦ Prx ↾ H. Then by the assumption (6) we have that
w ∈ End(H), and χH(w) = ıx( fx), indeed Prx(χH(w)) = Prx ◦ıx ◦ fx ◦Prx ◦ıx = fx = Prx(ı( fx)).
Thus ıx( fx) ∈ Im(χH) so byPr. 2.3.15θ(ıx( fx)) ↾ H ∈ Dom(χH) and h−1x iswell set. Moreover
(Pr
x
◦χH) ◦ hx( fx) = Pr
x
◦χH ◦ θH(ıx( fx))
= Pr
x
(ıx( fx)) = fx,
where the first equality comes by stat. (1) and by ıx( fx) ∈ Im(χH), while the second by
Prop. 2.3.15. Finally
gx ◦ Pr
x
◦χH(θ(ıx( fx))) = gx ◦ Pr
x
(ıx( fx))
= gx( fx) = θ(ıx( fx)).
Thus stat. (3) follows. 
Lemma 2.3.17. If 〈L(Ex), τx〉 is a topological algebra for all x ∈ X and A is an algebra then
G is a topological algebra.
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Proof. Let us set for all F ∈ G LF : G ∋ H 7→ F ◦ H ∈ G, well set G being an algebra
by Lemma 2.3.14. Thus for all x ∈ X, f ∈ A and lx ∈ L(Ex)
(Lθ( f ) ◦ hx)lx = Lθ( f )(θ(ıx(lx)) ↾ H) = θ( f ◦ ıx(lx)) ↾ H
=
(
θ ◦ ıx( f (x) ◦ lx)
)
↾ H =
(
gx( f (x) ◦ lx)
)
↾ H
= hx( f (x) ◦ lx) = (hx ◦ L f (x))lx,
whereL fx : L(Ex) ∋ sx 7→ fx◦sx ∈ L(Ex) for all fx ∈ L(Ex). Here the first and fourth equality
follow by Prop. 2.3.16, the second one by Lemma 2.3.14. Moreover by hypothesis L f (x) is
continuous, while hx is continuous by [3, Prop.5, No4, §4 Ch 2], so Lθ( f ) ◦ hx is linear and
continuous. Therefore Lθ( f ) is linear and continous by [3, Prop. 5,No4, §4Ch 2]. Similarly
RF is linear and continuous, where RF : G ∋ H 7→ H ◦ F ∈ G, thus the statement. 
Definition 2.3.18. Set{
ΨH
Y
: End(H)Y →
∏
x∈X End(Ex)
Y,
(Prx ◦Ψ
H
Y
)(F)(s) = (Prx ◦χH)(F(s)).
Moreover set {
Λ :
∏
x∈X End(Ex)
Y → (End (
∏
x∈X Ex))
Y ,
Λ(F)(s) = θ(F(·)(s)).
∀F ∈ End(H)Y, ∀F ∈
∏
x∈X End(Ex)
Y, ∀x ∈ X and ∀s ∈ Y, where F(·)(s) ∈
∏
y∈X End(Ex) such
that Prx(F(·)(s)) = F(x)(s).
Finally set
Λ
Y
A
≔ Λ ↾
{
F ∈
∏
x∈X
L(Ex)
Y | (∀s ∈ Y)(F(·)(s) ∈ A)
}
.
Proposition 2.3.19. Let x ∈ X and s ∈ Y, then for all F ∈ End(H)Y
(1) (Prx ◦Ψ
H
Y
)(F)(s) = Prx ◦F(s) ◦ ıx;
(2) ΨH
Y
◦ΛY
A
= Id;
(3) Im(ΛY
A
) ⊂ GY.
Proof. Stats. (1) and (3) are trivial. Let F ∈ Dom(ΛY
A
) so
(Pr
x
◦ΨHY ◦ Λ
Y
A
)(F)(s) = (Pr
x
◦χH)(Λ
Y
A
(F)(s)) = Pr
x
◦ΛY
A
(F)(s) ◦ ıx
= Pr
x
◦θ(F(·)(s)) ◦ ıx = Pr
x
(F(·)(s)) ◦ Pr
x
◦ıx
= F(x)(s) = Pr
x
(F)(s),
and stat. (2) follows. 
Proposition 2.3.20. (∀x ∈ X)(∀s ∈ Y)(∀F ∈ GY) we have
(Pr
x
◦ΨHY )(F)(s) ◦ Prx
= Pr
x
◦(F(s))
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Proof. LetF ∈ GY thus∃U ∈ AY such thatF(s) = θ(U(s)) ↾ H, hence for all x ∈ X, s ∈ Y
(Pr
x
◦ΨHY )(F)(s) ◦ Prx
= Pr
x
(ΨHY (F))(s) ◦ Prx
= Pr
x
◦F(s) ◦ ıx ◦ Pr
x
, by Prop. 2.3.19
= (Pr
x
◦θ(U(s))) ↾ H ◦ ıx ◦ Pr
x
 (Pr
x
(U(s)) ◦ Pr
x
) ↾ H ◦ ıx ◦ Pr
x
= Pr
x
(U(s)) ◦ Pr
x
↾ H
 Pr
x
◦θ(U(s)) ↾ H
= Pr
x
◦(F(s)).

Definition 2.3.21. Let x ∈ X
Ix : Hom(L(Ex),K)→ Hom
(∏
y∈X L(Ey),K
)
,
Ix(tx) ≔ tx ◦ Prx .
Lemma 2.3.22. Let x ∈ X thus
(1) (∀tx ∈ Hom(L(Ex),K))(∀y ∈ X) we have{
Ix(tx) ◦ χH ◦ hy = tx, x = y
Ix(tx) ◦ χH ◦ hy = 0, x , y;
(2) (∀tx ∈ 〈L(Ex), τx〉
∗)(Ix(tx) ◦ χH ↾ G ∈ G∗)
Proof. Let x ∈ X and tx ∈ Hom(L(Ex),K) thus for all y ∈ X and fy ∈ L(Ey) we have
Ix(tx) ◦ χH ◦ hy( fy) = tx ◦ Pr
x
◦χH(ıy ◦ fy ◦ Pr
y
↾ H)
= tx ◦ (Pr
x
◦ıy ◦ fy ◦ Pr
y
◦ıx),
and stat. (1) follows. Stat. (2) follows by stat. (1) and [3, Prop. 5, No4, §4 Ch 2]. 
The following is the first main result of this section.
Theorem 2.3.23. We have
(1) ΨH
Y
∈ Hom(L1(Y,G, µ),
∏
x∈X L1(Y, 〈L(Ex), τx〉 , µ));
(2) (∀x ∈ X)(∀s ∈ Y)(∀F ∈ L1(Y,G, µ))∫
Pr
x
(ΨHY (F))(s) dµ(s) = Prx
◦
(∫
F(s) dµ(s)
)
◦ ıx.
Proof. Let x ∈ X, set
∆x : G ∋ f 7→ Pr
x
◦ f ◦ ıx ∈ L(Ex).
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∆x is well-defined by Lemma 2.3.14. By applying [3, Prop. 5, No3, §4 Ch 2] ∆x ∈
L(G, 〈L(Ex), τx〉) if and only if (∀y ∈ X)(∆x ◦ hy ∈ L(
〈
L(Ey), τy
〉
, 〈L(Ex), τx〉)). Moreover
∀y ∈ X and ∀ fy ∈ L(Ey) we have
(∆x ◦ hy)( fy) = Pr
x
◦ıy ◦ fy ◦ Pr
y
◦ıx,
so {
∆x ◦ hy = Id, x = y
∆x ◦ hy = 0, x , y.
In any case ∆x ◦ hy ∈ L(
〈
L(Ey), τy
〉
, 〈L(Ex), τx〉), thus
∆x ∈ L(G, 〈L(Ex), τx〉)
hence
(2.3.10) (∀tx ∈ 〈L(Ex), τx〉
∗)(tx ◦ ∆x ∈ G
∗).
Therefore
tx
(
Pr
x
◦
(∫
F(s) dµ(s)
)
◦ ıx
)
= (tx ◦ ∆)
(∫
F(s) dµ(s)
)
=
∫
(tx ◦ ∆)(F(s)) dµ(s)
=
∫
tx
(
Pr
x
◦F(s) ◦ ıx
)
dµ(s)
=
∫
tx
(
(Pr
x
◦ΨHY )(F)(s)
)
dµ(s),
where the second equality comes by (2.3.10) and [4, Prop.1, No1, §1, Ch. 6], while the
last one comes by Prp. 2.3.19. 
Definition 2.3.24. Let Z be a topological vector space set{
evZ ∈ Hom(Z,Hom(L(Z),Z),
(∀v ∈ Z)(∀ f ∈ L(Z))(evZ(v)( f )) ≔ f (v)).
Moreover set η ≔ evH and ∀x ∈ X set εx ≔ evEx .
Lemma 2.3.25. Let D ⊆ H thus (A)⇒ (B), where
(A): (∀x ∈ X)(∀vx ∈ Prx(D))(εx(vx) ∈ L(〈L(Ex), τx〉 ,Ex));
(B): (∀v ∈ D)(η(v) ∈ L(G, 〈H,T〉)).
Proof. Let y ∈ X thus for all v ∈ H
η(v) ◦ hy = ıy ◦ εy(Pr
y
(v)).
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Hence by (A) and the fact that by construction ıy is continuous with respect to the
topology T we have for all v ∈ D
η(v) ◦ gy ∈ L
(〈
L(Ey), τy
〉
, 〈H,T〉
)
.
Thus (B) follows by the universal property of any locally final topology, cf. [3, (ii) of
Prop. 5, N 4, §4 Ch 2]. 
The following is the second main result of the section
Theorem 2.3.26. Let D ⊆ H and assume (A) of Lemma 2.3.25. Then (∀F ∈
L1(Y,G, µ))(∀x ∈ X)(∀v ∈ D)
(2.3.11)
∫ 〈
Pr
x
(ΨHY (F))(s), v(x)
〉
x
dµ(s) =
〈∫
F(s) dµ(s), v
〉
(x).
Here the integral in the left-side is with respect to the µ and the locally convex topology on Ex,
while the integral in the right-side is with respect to the µ and the locally convex topology on G.
Proof. (∀F ∈ L1(Y,G, µ))(∀x ∈ X)(∀v ∈ D) we have
Pr
x
◦
(∫
F(s) dµ(s)
)
(v) = (Pr
x
◦η(v))
(∫
F(s) dµ(s)
)
=
∫
(Pr
x
◦η(v))(F(s)) dµ(s)
=
∫
(Pr
x
◦F(s))(v) dµ(s)
=
∫
Pr
x
(ΨHY (F))(s)(v(x)) dµ(s).
Here in the second equality we applied [4, Prop.1, No1, §1, Ch. 6] and the fact that
Prx ◦η(v) ∈ L(G,Ex) because of Lemma 2.3.25 and the linearity and continuity of Prx
with respect to the topology T. Finally in the last equality we used Prop. 2.3.20. 
The following is the main result of this section
Theorem 2.3.27. Let D ⊆ H and assume (A) of Lemma 2.3.25. Then (∀F ∈
L1(Y,G, µ))(∀x ∈ X)(∀v ∈ D)
(2.3.12)
〈∫
Pr
x
(ΨHY (F))(s) dµ(s), v(x)
〉
x
=
〈∫
F(s) dµ(s), v
〉
(x).
Equivalently G is a U−space with respect to {〈L(Ex), τx〉}x∈X, T and D. Here the integral in the
left-side is with respect to the µ and the locally convex topology on 〈L(Ex), τx〉.
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Proof. By (A) of Lemma 2.3.25, stat.(1) of Th. 2.3.23 and [4, Prop.1, No1, §1, Ch. 6]
we have (∀F ∈ L1(Y,G, µ))(∀x ∈ X)(∀v ∈ D)∫ 〈
Pr
x
(ΨHY (F))(s), v(x)
〉
x
dµ(s) =
〈∫
Pr
x
(ΨHY (F))(s) dµ(s), v(x)
〉
x
,
hence the statement follows by Thm. 2.3.26. 
Remark 2.3.28. By (2.3.12) and stat.(2) of Th. 2.3.23 (∀F ∈ L1(Y,G, µ))(∀x ∈ X)(∀v ∈ D)〈∫
F(s) dµ(s), v
〉
(x) =
〈∫
F(s) dµ(s), ıx(v(x))
〉
(x).
Thus for all v,w ∈ D and x ∈ X
v(x) = w(x)⇒
〈∫
F(s) dµ(s), v
〉
(x) =
〈∫
F(s) dµ(s),w
〉
(x).
Corollary 2.3.29. Let S ∈
∏
x∈X P(Bounded(Ex)) and D such that
(2.3.13)
N(x) ≔
⋃
lx∈Lx
Bx
lx
is total in Ex,∀x ∈ X,
D ⊆ H ∩
∏
x∈X N(x),
where S(x) = {Bx
lx
| lx ∈ Lx}. Assume that for all x ∈ X the topology τx is generated by the set of
seminorms {px
(lx , jx)
| (lx, jx) ∈ Lx × Jx}, where
5
(2.3.14) px(lx, jx) : L(Ex) ∋ fx 7→ sup
w∈Bx
lx
νxjx( fxw) ∈ R
+.
Then
(1) (A) of Lemma 2.3.25 for D = D;
(2) (2.3.11) holds and G is a U−space with respect to {LS(x)(Ex)}x∈X, T and D.
Proof. By request (2.3.13) we have that the lcs 〈L(Ex), τx〉 is Hausdorff so the position
iswell-set. By construction (∀x ∈ X)(∀vx ∈ D(x))(∃ lx ∈ Lx)(vx ∈ B
x
lx
), so (∀ fx ∈ L(Ex))(∀ jx ∈
Jx)
νxjx(εx(vx) fx) = ν
x
jx
( fx(vx))
≤ px
(lx, jx)
( fx),
hence statement (1) by [3, Prop. 5,No4, §1 Ch 2]. Statement (2) follows by statement (1),
Thm. 2.3.26 and Thm. 2.3.27 respectively. 
Corollary 2.3.30 (LD(O,D)). Let 〈V,W,X,R+〉 be a (Θ,E)−structure satisfying (2.1.14)
and Γ(π) ∩H ∩
∏
x∈X B
x
B
, ∅. Set
(2.3.15)
{
O ⊆ Γ(ρ)
D ⊆ Γ(π) ∩H ∩
∏
x∈X B
x
B
5In others words 〈L(Ex), τx〉 = LSx(Ex), see Notation 1.1 and Def. 1.4.2.
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If ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨ
H
R+
(F) = O then (2.3.9) holds.
In particular if ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨ
H
R+
(F) = O then
〈G,D〉 ⊆ Γ(π) ⇒ LD(O,D).
Here Bx
B
, for all x ∈ X, is defined in (1.4.3).
Proof. By statement (2) of Cor. 2.3.29, Pr. 2.3.7 and Rm. 2.3.8. 
Remark 2.3.31. Note that if E ⊂ Θ, as for example for the positions taken in Rmk.
2.1.12, we have E ⊂
∏
x∈X B
x
B. Hence if E ⊆ H we have E ⊆ Γ(π) ∩H ∩
∏
x∈X B
x
B.
Corollary 2.3.32. Let us assume the hypotheses of Thm. 2.1.16 made exception for the (i)
replaced by the following one: E ⊆ H and ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such that Ψ
H
R+
(F) = Γ(ρ)
and
〈G,E〉 ⊆ Γ(π).
Then all the statements of Thm. 2.1.16 hold true.
Proof. Since Rmk. 2.3.31, Cor. 2.3.30 and Thm. 2.1.16. 
2.3.2. Uniform Convergence over K ∈ Comp(〈H,T〉). In this section we assume
given the following data
(1) a Banach bundleV, a (Θ,E)−structure 〈V,M,X,Y〉whereΘ is defined in (2.1.16),
where we denoteW ≔
〈〈
M, γ
〉
, ρ,X,R
〉
and V ≔ 〈〈E, τ〉 , π,X, {‖ · ‖}〉;
(2) a Banach space 〈H, ‖ · ‖H〉 such that 〈H,T〉 satisfies (6) of Def. 2.3.3, where T is
the topology induced by the norm ‖ · ‖H and τx is such that 〈L(Ex), τx〉 = LSx(Ex)
for every x ∈ X;
(3) A as in (6) of Def. 2.3.3;
(4) G,ΨH
Y
and ΛY
A
as defined in Def. 2.3.12 and Def. 2.3.18 respectively.
The proof of the following Lemma is an adaptation to the present framework of the
proof of [9, Prop. 5.13].
Lemma 2.3.33. Let U ∈
∏
x∈XMx and x∞ ∈ X moreover assume that
(1) E ⊆ H ⊆
∏b
x∈X Ex such that (∃ a > 0)(∀ f ∈ H)(‖ f ‖sup ≤ a‖ f ‖H), where ‖ f ‖sup ≔
supx∈X ‖ f (x)‖x;
(2) ∃ F ∈ Γ(ρ) such that F(x∞) = U(x∞) and {F(·)(s) | s ∈ Y} ⊆ A
(3) {U(·)(s) | s ∈ Y} ⊆ A;
(4) {F(s) | s ∈ Y} and {U(s) | s ∈ Y} are equicontinuous as subsets of L(〈H, ‖ · ‖H〉), where
U ≔ ΛY
A
(U). and F ≔ ΛY
A
(F).
Then (A)⇔ (B) where
(A): U ∈ Γx∞(ρ);
(B): For all K ∈ Comp(H) such that K ⊆ E and for all K ∈ Comp(Y)
lim
z→x∞
sup
s∈K
sup
v∈K
∥∥∥U(z)(s)v(z) − F(z)(s)v(z)∥∥∥ = 0.
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Proof. We shall prove only (A) ⇒ (B), indeed the other implication follows by
(3) ⇒ (4) of Lemma 1.4.11. So assume (A) to be true. In this proof let us set B(H) ≔
L(〈H, ‖ · ‖H〉), moreover Ψ ≔ Ψ
H
Y
and Λ ≔ ΛY
A
, moreover set F ≔ ΛY
A
(F) for every
F ∈ Γ(ρ); thus by stat. (2) of Pr. 2.3.19 Ψ(F) = F and Ψ(U) = U. Hence by Pr. 2.3.20 for
all v ∈ E F ∈ Γ(ρ), z ∈ X and s ∈ Y
(2.3.16) U(z)(s)v(z) = (Uv)(z), F(z)(s)v(z) = (Fv)(z).
By (A) and implication (4)⇒ (3) of Lemma 1.4.11 we have for all K ∈ Comp(Y) and v ∈ E
(2.3.17) lim
z→x∞
sup
s∈K
∥∥∥U(z)(s)v(z) − F(z)(s)v(z)∥∥∥ = 0.
Fix K ∈ Comp(H) such that K ⊆ E, f ∈ K and ε > 0, thus by (2.3.17) and (2.3.16) there
exists U neighbourhood of x∞ such that
(2.3.18) sup
s∈K
sup
z∈U
∥∥∥((U(s) − F(s)) f )(z)∥∥∥ ≤ ε/2.
Define 
M ≔ max{sups∈Y ‖F(s)‖B(H), sups∈Y ‖U(s)‖B(H)}
η ≔ ε/4aM
U( f ) ≔ {g ∈ K | ‖ f − g‖H < η}.
Thus for all g ∈ U( f )
sup
z∈U
sup
s∈K
∥∥∥U(z)(s)g(z) − F(z)(s)g(z)∥∥∥ =
sup
s∈K
sup
z∈U
∥∥∥((U(s) − F(s))g)(z)∥∥∥ ≤
sup
s∈K
sup
z∈U
∥∥∥((U(s) − F(s)) f )(z)∥∥∥ + sup
s∈K
sup
z∈U
∥∥∥U(s)(g − f )(z)∥∥∥ + sup
s∈K
sup
z∈U
∥∥∥F(s)(g − f )(z)∥∥∥ ≤
ε/2 + a sup
s∈K
∥∥∥U(s)(g − f )∥∥∥
H
+ a sup
s∈K
∥∥∥F(s)(g − f )∥∥∥
H
≤
ε/2 + 2aM
∥∥∥g − f∥∥∥
H
< ε.
Therefore (B) follows by considering that {U( f ) | f ∈ K} is an open cover of the compact
K. Indeed let for example {U( fi) | i = 1, ..., n} a finite subcover of K thus by setting
W ≔
⋂n
i=1Un with obvious meaning of Ui, we have
sup
z∈W
sup
s∈K
sup
g∈K
∥∥∥U(z)(s)g(z) − F(z)(s)g(z)∥∥∥ < ε.

Remark 2.3.34. We can setH =
∏b
x∈X Ex with the usual norm ‖ · ‖sup.
Theorem 2.3.35 (K−Uniform Convergence). Let V ≔ 〈〈E, τ〉 , π,X, ‖ · ‖〉 be a Banach
bundle. Let x∞ ∈ X and U0 ∈
∏
x∈X0
C (R+,Bs(Ex)) be such that U0(x) is a (C0)−semigroup of
contractions (respectively of isometries) on Ex for all x ∈ X0. Assume that
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(1) D(Tx∞) is dense in Ex∞ ;
(2) V andW satisfy (2.1.18);
(3) ∃λ0 > 0 (respectively ∃λ0 > 0, λ1 < 0) such that the rangeR(λ0−Tx∞) is dense in Ex∞ ,
(respectively the ranges R(λ0 − Tx∞) and R(λ1 − Tx∞) are dense in Ex∞);
(4) U‖·‖B(Ez)(LSz(Ez)) ⊆Mz (respectively Uis(LSz(Ez)) ⊆Mz) for all z ∈ X;
(5) E ⊆ H ⊆
∏b
x∈X Ex
(6) X is completely regular and the filter of neighbourhoods of x∞ admits a countable basis;
(7) ∃F ⊂
⋂
λ>0 L1(R
+,G, µλ) such thatΨ
H
R+
(F) = Γ(ρ);
(8) (∃ F ∈ Γ(ρ))(F(x∞) = U(x∞)) such that
(a)
〈∫
F(s) dµλ(s),E
〉
⊆ Γ(π), for all λ > 0;
(b) (∀v ∈ E)(∃φ ∈ Φ) s.t. φ1(x∞) = v(x∞) and (∀{zn}n∈N ⊂ X | limn∈N zn = x∞) we
have that {U(zn)(·)φ1(zn)−F(zn)(·)v(zn)}n∈N is a bounded equicontinuous sequence.
Then
(2.3.19) U ∈ Γx∞(ρ).
Furthermore if
(1) (∃ a > 0)(∀ f ∈ H)(‖ f ‖sup ≤ a‖ f ‖H),
(2) {F(·)(s) | s ∈ R+} ⊆ A and {U(·)(s) | s ∈ R+} ⊆ A;
(3) {F(s) | s ∈ R+} and {U(s) | s ∈ R+} are equicontinuous as subsets of L(〈H, ‖ · ‖H〉).
Then for all K ∈ Comp(H) such that K ⊆ E and for all K ∈ Comp(R+)
(2.3.20) lim
z→x∞
sup
s∈K
sup
v∈K
∥∥∥U(z)(s)v(z) − F(z)(s)v(z)∥∥∥ = 0.
Here D(Tx∞) is defined as in Notation 2.1.1 with T0 andΦ given in (2.1.18). WhileU ∈
∏
x∈XMx
such that U ↾ X0 ≔ U0 and U(x∞) is the semigroup on Ex∞ generated by Tx∞ operator defined in
(2.1.2). Moreover ‖ f ‖sup ≔ supx∈X ‖ f (x)‖x, while U ≔ Λ
Y
A
(U) and F ≔ ΛY
A
(F).
Proof. By hyp. (7) and st. (1) of Th. 2.3.23, (2.1.14) follows. Moreover (2.3.15)
follows by hyp. (5), and Rm. 2.3.31. Hence by hyps. (7 − 8a), and Cor. 2.3.30 follows
the LD({F},E). Then (2.3.19) follows by Th. 2.1.16. (2.3.20) follows by (2.3.19) and Lm.
2.3.33. 
Remark 2.3.36. By st.(2) of Pr. 2.3.19 hyp. (7) is equivalent to the following one
ΛR
+
A
(Γ(ρ)) ⊆
⋂
λ>0 L1(R
+,G, µλ). In any case the form in hyp. (7) has the advantage to be
considered as a tool for constructing Γ(ρ). Finally note that
〈G,E〉 ⊆ Γ(π) ⇒ (8a).
2.3.3. 〈H,T〉 as Direct Integral of a Continuous Field of left-Hilbert and associated
left-von Neumann Algebras. Assume that V = 〈〈E, τ〉 , π,X,N〉 is a continuous field of
left-Hilbert algebras on X. Let H be the direct integral of V with respect to some finite
Radon measure on X and B ⊂ H a linear space, set
A(B) ≔
{
X ∋ x 7→ La(x) | a ∈ B
}
,
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where Lax ∈ B(Ex) for any ax ∈ Ex, is the left multiplication on the left-Hilbert algebra Ex.
ThenH and A(B) satisfies the requirements in Def. 2.3.3, moreover
(2.3.21) G(B) ≔ θ(A(B)) ↾ H = LB
where La ∈ B(H) for any a ∈ H, is the left multiplication on the left-Hilbert algebraH. If
every Ex is unital thenH is unital, thus L(·) is an injective (isometric) map ofH into B(H).
Therefore under this additional requirement we can take the following identification
G(B) ≃ B as linear spaces.
Let H ≔ {Hi ∈
∏
x∈X Ex}
2
i=0
such that H0x is a left Hilbert subalgebra of Ex, while Hkx is a
linear subspace of H0x, for all k = 1, 2 and x ∈ X. Set
(2.3.22)

Γ(π,H) ≔
{
σ ∈ H | (∀x ∈ X)(σ(x) ∈ H0x)
}
DH ≔
{
σ ∈ H | (∀x ∈ X)(σ(x) ∈ H1x)
}
BH ≔
{
σ ∈ H | (∀x ∈ X)(σ(x) ∈ H2x)
}
.
Thus Γ(π,H) is a left Hilbert subalgebra ofH and BH,DH are linear subspaces of Γ(π,H),
so
(2.3.23) LBH(DH) ⊆ Γ(π,H).
By (2.3.23) and (2.3.21) follows that for all σ ∈ BH, η ∈ DH and y ∈ X
(2.3.24)

〈G(BH),DH〉 ⊆ Γ(π,H),〈
θ
(
x 7→ Lσ(x)
)
, η
〉
(y) = σ(y)η(y).
Let us consider now the continuous field of left-von Neumann algebras associated with
the fixed field of Hilbert algebras, and by abusing of language, let us denote it with the
same symbol V = 〈〈E, τ〉 , π,X,N〉, as well asHwill denote the associated direct integral
with respect to some finite Radon measure on X. Let ∆x be the modular operator
associated with the Hilbert algebra Ex and σx the corresponding modular group. Thus
we can set 
A∆ ≔ {St : X ∋ x 7→ σx(t) ∈ Aut(Ex) | t ∈ R}
G∆ ≔ θ(A∆) ↾ H
Σt ≔ θ(St) ↾ H, t ∈ R.
Note that for every t ∈ R, v ∈ H and x ∈ X
Σt(v)(x) = σx(t)(v(x)).
Now if we set
Γ(π) ≔ H
for any linear subspace D ofH we have
〈G∆,D〉 ⊆ Γ(π).
Finally note that to A∆ we can associate the following map
Σ : R+ ∋ t 7→ Σt ∈ G∆,
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for which we have for all x ∈ X
Ψ
H
R
(Σ)(x) = σx.
In the previous example we consider the extreme case in which Γ(π) = H. In order to
have a model where Γ(π) ⊂ H we have to get a more detailed structure, namely the
half-side modular inclusion. So for any x ∈ X let 〈Nx ⊂ Ex,Ωx〉 be a hsmi
+ and Vx the
Wiesbrock one-parameter semigroup of unitarities associated with it so Vx ∈ Hstr(Ex)
+
such that Nx = Ad(Vx(1))Ex. Therefore what we are interested in is that for all t ∈ R
+
(2.3.25)
{
Ad(Vx(t))(Ex) ⊆ Ex,
Ad(Vx(t))(Nx) ⊆ Nx.
By using the first inclusion in (2.3.25) we can set
AV ≔ {Vt : X ∋ x 7→ Ad(Vx(t)) ↾ Ex ∈ Aut(Ex) | t ∈ R}
GV ≔ θ(AV) ↾ H
Vt ≔ θ(Vt) ↾ H, t ∈ R.
Hence for all x ∈ X and t ∈ R Vt(v)(x) = Ad(Vx(t))v(x)ΨH
R
(V)(x)(t) = Ad(Vx(t))
Therefore if we setD and Γ(π) such that
D ⊆ Γ(π) ≔
∫ ⊕
Nx dµ(x) ⊂ H
then by using the second inclusion in (2.3.25) we have
〈GV,D〉 ⊆ Γ(π).
For any semi-finite von Neumann algebra N and any φ ∈ NN faithful we have that the
Tomita-Takesaki modular group σ
φ
N
is inner (see [24, Thm. 8.3.14]) i.e. it is implemented
by a strongly continuous group morphism V : R→ U(N), where U(N) ≔ {U ∈ N |U−1 =
U∗}, so in particular
(2.3.26) V(R) ⊂ N.
Now let
〈
Hφ, πφ,Ωφ
〉
be a cyclic representation associatedwith φ andNφ ≔ π(Nφ) which
is a von Neumann algebra φ being normal, then by (2.3.26) immediatedly we have
(2.3.27) πφ(V(R)) ⊂ Nφ.
By the invariance φ = φ ◦ σ
φ
N
, and the cited unitary implementation we obtain that there
existsWφ unitary action on Hφ such that
(2.3.28)

Ad(Wφ(t)) ◦ πφ = Ad(πφ(V(t))) ◦ πφ,
Wφ(t) = ∆
it
φ
,
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where the second sentence comes by [24, Thm. 8.1.2], with ∆φ the modular operator
associated with
〈
Nφ,Ωφ
〉
.

CHAPTER 3
Sections of Projectors
Introduction
In this final part of the work we accomplish in Thm. 3.3.21 the claim of extending the
classical stability problem to the framework of bundles of Ω−spaces and consequently
to obtain stability results for operators acting in different Banach spaces. Let us describe
the principal steps required for this result.
(Θ,E)−structures are central in constructing in Thm. 2.1.16 the section of
C0−semigroups U continuous at x∞. However the presence in their definition of the
uniform convergence over compact subsets of a topological space Y rather than the
pointwise convergence, drastically restricts in general the fulfillment of the property
(3.0.30) (with Γ(ξ) replaced by Γ(ρ)) characterizing invariant structures. Possible excep-
tions are those where the base space X is compact and under suitable hypothesis the
above property is used to determine Γ(ρ), see Rmk. 1.5.15.
Now first of all the property (3.0.30) is basic to establish in Cor. 3.3.17 the essential
step (3.0.31) toward the main result (3.0.34). Here P is a suitable section of spectral
projectors of the infinitesimal generators of the semigroups {U(x)}x∈X. For instance for
obtaining (3.3.37) we apply Lemma 3.3.15. Secondly in order to prove (3.0.31) we need
the concept of µ−relatedness provided in Def. 3.3.5 requiring µ−integrable Hlcs valued
maps. Indeed see the technical Cor. 3.3.14 resulting by the bundle type generalization
of the Lebesgue Theorem we establish in Thm. 3.3.6 and by Lemma 3.3.12, remarkable
results by themself. Finally for defining P(x) we apply to U(x) the well-known integral
formula (3.2.1) for any x ∈ X.
Therefore it appears natural in the present context to replace (Θ,E)−structures based
on function spaces of continuous maps provided with the topology of compact conver-
gence, with those based on function spaces, provided with the topology of pointwise
convergence, of Hausdorff locally convex space valued integrable maps defined on a
locally compact space provided with a Radon measure.
To this end we introduce for any Radon measure µ on a locally compact space Y
the concept of
(
Θ,E, µ
)
−structure Def. 3.3.7. Roughly a
(
Θ,E, µ
)
−structure 〈V,Q,X,Y〉
where Q =
〈〈
H, γ
〉
, ξ,X,Y
〉
and V = 〈〈E, τ〉 , π,X,N〉, is defined in the same way as a
(Θ,E)−structure except that
(3.0.29)
{
Hx ⊆ L1
(
Y,LSx(Ex), µ
)
,
Yx induces the topology on Hx of pointwise convergence on Y.
71
72 3. SECTIONS OF PROJECTORS
Here for any x ∈ X we recall that LSx(Ex) is the Hlcs of continuous linear maps on
Ex provided with the topology of uniform convergence over the sets belonging to Sx.
〈V,Q,X,Y〉 is invariant if in addition
(3.0.30)
F ∈
b∏
z∈X
Hz | (∀t ∈ Y)(Ft • E(Θ) ⊆ Γ(π))
 = Γ(ξ).
The main reason behind the intoduction of this concept is represented by the fol-
lowing result. Let V be a Banach bundle, T be a suitable section of closed densely
defined linear operators satisfying the property of separation of the spectrum, Γ be a
curve associated with T and (K,A, φ) be a triplet associated with Γ, a straight extension
to the bundle case of the separation of the spectrum introduced by Kato (Def. 3.2.2). If
〈V,Q,X,R+〉 is an invariant (Θ,E, q)−structure for all q ∈ {νφ, η
φ
s | s ∈ K} (Def. 3.2.4) and
〈V,Z,H〉 is q−related such that Hz = Hz for all z ∈ X, then under additional hypothesis
Cor. 3.3.17
(3.0.31) WT ∈ Γ
x∞(ξ)⇒ P • Γx∞
E(Θ)
(π) ⊆ Γx∞(π).
As we describe below, by letting n be the Lebesgue measure on R+ we shall apply this
result to a n−related set and to the (Θ,E, n)−structure underlying the (Θ,E)−structure
used in Thm. 2.1.16.
Now central in proving (3.0.31) is the fact that the global relation (3.0.30) implies the
pointwise one. More exactly for any invariant
(
Θ,E, µ
)
−structure 〈V,D,X,Y〉 with a
suitable Θ, by denoting D =
〈〈
B, γ3
〉
, η,X,L
〉
, we have Lemma 3.3.15
(3.0.32)
H ∈


b∏
z∈X
Bz

x∞
⋄

peq
| (∀t ∈ Y)(Ht • E(Θ) ⊆ Γ
x∞(π))
 ⊆ Γ
x∞
⋄ (η).
Toderive (3.0.31)we use this inclusion for the caseY = R+ andmultiple timesCor. 3.3.14.
(3.0.32) can be extended to invariant (Θ,E)−structures whenever Comp(Y) = Pω(Y), we
shall use this remark in the case Y = {pt}.
Now if E(Θ) ⊆ Γ(π) and if we show that
(3.0.33) P • Γx∞
E(Θ)
(π) ⊆ Γx∞(π),
then
(3.0.34) P ∈ Γx∞(η),
follows by (3.0.32) for the special case Y = {pt}. It is worthwhile remarking that (3.0.33)
represents a satisfactory result for all practical purposes concerning the stability of P.
However in order to interpret P satisfying (3.0.33) as a bounded section continuous at
x∞ we need to employ (3.0.32).
Next let Y = R+. To prove (3.0.33) we apply (3.0.31) to the section of contrac-
tions U continuous at x∞ obtained in Thm. 2.1.16 and to the (Θ,E, n)−structure un-
derlying the (Θ,E)−structure used in Thm. 2.1.16. More exactly given a suitable
(Θ,E)−structure 〈V,W,X,Y〉which in general is not a
(
Θ,E, µ
)
− structure and by letting
3.1.
〈
ν, η,E,Z,T
〉
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W =
〈〈
M, γ
〉
, ρ,X,R
〉
, Thm. 2.1.16 states the existence of a section T of closed operators
such that U = WT ∈ Γ
x∞(ρ). So under the additional hypothesis that there exists an
F ∈ Γ(ρ) such that F(x∞) = U(x∞) we obtain
(3.0.35) U ∈ Γx∞⋄ (ρ).
In order to apply (3.0.31) we need a procedure to extract from the initial (Θ,E)−structure
a structure 〈V,Q,X,Y〉 which is a (Θ,E, q)−structure for all q ∈ {νφ, η
φ
s | s ∈ K} and such
that
(3.0.36) Γx∞⋄ (ρ) ⊆ Γ
x∞(ξ).
This is performed by applying a general construction called the
(
Θ,E, µ
)
−structure〈
V,V(Mµ, Γ(ρ)),X,Y〉 underlying 〈V,W,X,Y〉 and defined inDef. 3.3.9.
In view of the property (3.0.36) we have to maintain the vicinity of the initial and the
underlying structure. This is performed by applying the by now usual general result
[12, Thm. 5.8] for constructing bundles with a given subspace of bounded continuous
sections. Thus the choice we perform in Def. 3.3.9 for the stalks Mµx is essentially the
weakest one in order to satisfy (3.0.29) and to allow the spaceΓ(ρ) of bounded continuous
sections ofW to be a subspace of the space Γ(πMµ) of bounded continuous sections of the
underlying bundle V(Mµ, Γ(ρ)).
Prp. 3.3.19 shows that our choice is the right one indeed
(3.0.37) Γx∞⋄ (ρ) ⊆ Γ
x∞(πMµ).
It remains only to select the right measure µ in order to satisfy the hypothesis of
Cor. 3.3.17 in particular such that the
(
Θ,E, µ
)
−structure underlying 〈V,W,X,Y〉 is a
(Θ,E, q)−structure for all q ∈ {νφ, η
φ
s | s ∈ K}. To this end let us say that (W,Z) satisfies the
n−hypothesis, if the (Θ,E, n)−structure underlying 〈V,W,X,Y〉 is invariant, 〈V,Z,Mn〉
is n−related and L∞(Y, n) ◮ Γ(ζ) ⊆ Γ(ζ) (where Γ(ζ) is the space of bounded continuous
sections of Z and ◮ is defined in Def. 3.3.3). Now it is possible to show that if (W,Z)
satisfies the n−hypothesis, then
〈
V,V(Mn, Γ(ρ)),X,Y〉 is an invariant (Θ,E, q)−structure
and 〈V,Z,Mn〉 is q−related for all q ∈ {νφ, ηφs | s ∈ K}. In other words the hypothesis in
Cor. 3.3.17 for obtaining (3.0.31) holds true with the position Q = V(Mn, Γ(ρ)).
Finally provided that (W,Z) satisfies the n−hypothesis we conclude that (3.0.33) and
consequently (3.0.34), follow by (3.0.35), (3.0.37) with the position µ = n and (3.0.31).
Except when explicitly stated, we assume all the notations set in Ch. 1 and Ch. 2, in
particular all the vector spaces are over C.
3.1.
〈
ν, η,E,Z,T
〉
invariant set with respect to F
In the present section 3.1 let us fix a consistent class of data O (Def. 2.3.3) and let G
denote the locally convex space relative to O (Def. 2.3.12).
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Definition 3.1.1. Let Z,T be two locally compact spaces, E ∈ Hlcs, ν ∈ Radon(Z) and
η ∈ Radon(T)Z. Set
L(1,1)(T,E, η, ν)≔
F ∈
⋂
λ∈Z
L1(T,E, ηλ) |
(
Z ∋ λ 7→
∫
F(s)dηλ(s) ∈ E
)
∈ L1(Z,E, ν)

Corollary 3.1.2. Let Z be a locally compact space, ν ∈ Radon(Z), η ∈ Radon(Y)Z, D ∈∏
x∈X P(Ex), D =
∏
x∈XDx and assume (A) of Lemma 2.3.25. Thus (∀F ∈ L(1,1)(Y,G, η, ν))(∀x ∈
X)(∀v ∈ D)
Pr
x
◦
[∫ (∫
F(s) dηλ(s)
)
dν(λ)
]
(v) =
[∫ (∫
Pr
x
(Ψ(F))(s)v(x) dηλ(s)
)
dν(λ)
]
.
Proof. Let F ∈ L(1,1)(Y,G, η, ν), x ∈ X and v ∈ D. By Thm. 2.3.26
Pr
x
◦
[∫ (∫
F(s) dηλ(s)
)
dν(λ)
]
(v) =
∫
Pr
x
◦Ψ
(∫
F(s) dη(·)(s)
)
(λ)(v(x)) dν(λ).
Moreover ∀λ ∈ Z
Pr
x
◦Ψ
(∫
F(s) dη(·)(s)
)
(λ)(v(x)) = Pr
x
◦
(∫
F(s) dηλ(s)
)
◦ ıx(v(x))
=
∫
Pr
x
(Ψ(F))(s) ◦ Pr
x
◦ıx(v(x)) dηλ(s)
=
∫
Pr
x
(Ψ(F))(s)v(x) dηλ(s),
where in the first equality we used Prop. 2.3.19, while in the second one Thm. 2.3.26.
Then the statement follows. 
Definition 3.1.3. V is a
〈
ν, η,E,Z,T
〉
invariant set with respect to F if
(1) T,Z are two locally compact spaces;
(2) E ∈ Hlcs
(3) there exists M ∈ Hlcs and b : E ×M→M bilinear;
(4) V ⊆M linear subspace;
(5) ν ∈ Radon(Z) and η ∈ Radon(T)Z;
(6) F ⊆ L(1,1)(T,E, η, ν)
(7) ∀F ∈ F [∫ (∫
F(s) dηλ(s)
)
dν(λ)
]
V ⊆ V,
where we denote b(e,m) by em, for any e ∈ E and m ∈M.
Proposition 3.1.4. Let us assume the hypotheses of Cor. 3.1.2 and V be a
〈
ν, η,G,Z,Y
〉
invariant set with respect to F such that V ∩D , ∅. Then ∀v ∈ V ∩D and ∀F ∈ F(
X ∋ x 7→
[∫ (∫
Pr
x
(Ψ(F))(s)v(x) dηλ(s)
)
dν(λ)
]
∈ Ex
)
∈ V.
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Proof. By Cor. 3.1.2. 
3.2. Construction of sets in ∆Θ 〈V,D,W,E,X,R
+〉 through invariant sets
In the present section 3.2 let us fix an entire consistent class of data O (Def. 2.3.3)
such that R+ is its locally compact space, ν defined in Def. 3.2.4 is its Radon measure,
the primary family E ≔ {Ex}x∈X underlyingO is a family of Banach spaces and such that
for any x ∈ X the corresponding element of the secondary family underlying O is the
strong operator topology on L(Ex). Let G denote the locally convex space relative to
O (Def. 2.3.12). For any Banach space C let Cld(C) denote, the set of all closed linear
operators densely defined in C and at values in C. For any T ∈ Cld(C) let P(T) denote the
resolvent set of T and Σ(T) be the spectrum of T. Let R(T; ·) : P(T) ∋ ζ 7→ (T − ζ)−1 ∈ B(C)
be the resolvent map of T. In the next definition we adapt to our framework a definition
provided in [13, Ch. 9, §1, n◦4].
Definition 3.2.1. Let M > 1 and β ∈ R. Let G(M, β,E) be the set of all T ∈
∏
x∈X Cld(Ex)
such that ]β,∞[⊆ P(−T(x)) and (∀ξ > β)(∀k ∈N)(∀x ∈ X)
‖(T(x) + ξ)−k‖B(Ex) ≤ M(ξ − β)
−k.
Moreover let us denote by {e−tT(x)}t∈R+ the strongly continuous semigroup generated by −T(x).
In the following definition we adapt to our framework the definition of separation
of the spectrum for a closed operator provided in [13, n◦4,§6, Ch. 3].
Definition 3.2.2. Let M > 1 and β ∈ R. We say that T ∈ G(M, β,E) satisfies the property
of separation of the spectrum if (∃ Γ)(∀x ∈ X)(∃Σ′
T(x)
⊆ Σ(T(x)))(∃AT(x) ∈ Op(C)) such that Γ
is a regular closed curve in C, Σ′
T(x)
is bounded and
Σ
′
T(x) ⊂ AT(x) ⊂ Oi(Γ), Σ
′′
T(x) ⊂ Oe(Γ).
HereOi(Γ) is the interior of Γ, namely the compact set ofCwhose frontier is Γ,Oe(Γ) ≔ ∁Oi(Γ) is
the exterior of Γ, finally Σ′′
T(x)
≔ Σ(T(x))∩∁Σ′
T(x)
. We call any curve Γ with the above property a
curve associated with T, while we call (K,A, φ) a triplet associated with Γ iff K ⊂ R+ is compact,
A is an open neighbourhood of K and φ : A→ C is such that φ ∈ C1(A,R
2)1 and φ(K) = Γ.
Let T ∈ G(M, β,E) satisfy the property of separation of the spectrum and Γ a curve associated
with T, then ∀x ∈ X we set
(3.2.1) P(x) ≔ −
1
2πi
∫
Γ
R(T(x); ζ) dζ ∈ B(Ex),
where the integration is with respect to the norm topology on B(Ex). Moreover for any triplet
(K,A, φ) associated with Γ set R
φ
T
∈
∏
x∈X L(Ex)
R
+
such that R
φ
T
(x)(s) ≔ R(T(x);φ(s)), for all
x ∈ X and s ∈ K, while R
φ
T
(x)(s) ≔ 0, if s ∈ R+ − K.
1By identifying C with R2, so φ is derivable with contiuous derivative
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Remark 3.2.3. Let M > 1, β ∈ R, T ∈ G(M, β,E) satisfy the property of separation of
the spectrum and Γ a curve associated with T. Then for all x ∈ X by [13, Th. 6.17., Ch.
3], P(x) ∈ Pr(Ex) and Ex = M
′
x ⊕M
′′
x direct sum of two closed subspaces of Ex, where
M′x = P(x)Ex andM
′′
x = (1x−P(x))Ex. Moreover T(x) decomposes according the previous
decomposition, namely T(x) ↾ M′x ∈ B(M
′
x) such that Σ(Tx ↾ M
′
x) = Σ
′
Tx
and Tx ↾ M′′x is a
closed operator inM′′x such that Σ(Tx ↾M
′′
x ) = Σ
′′
Tx
.
Definition 3.2.4. Let K ⊂ R+ be a compact set, A an open neighbourhood of K and
φ : A → C be such that φ ∈ C1(A,R
2) and φ(K) = Γ. For any s ∈ K define η
φ
s ∈ Radon(R
+)
such that
η
φ
s : Ccs (R
+) ∋ f 7→
∫
R+
eφ(s)t f (t) dt.
Moreover let νφ ∈ Radon(R+) be the 0−extension of ν
φ
0
∈ Radon(K) such that
ν
φ
0
: Ccs (K) ∋ g 7→
∫
K
−g(s)
2πi
dφ
ds
(s) ds.
Finally let M > 1, β ∈ R and T ∈ G(M, β,E), then we set WT ∈
∏
x∈X U(Bs(Ex)) such that
(∀x ∈ X)(∀t ∈ R+) {
WT(x)(t) ≔ e
−T(x)t,
FT ≔ Λ(WT),
where Λ has been defined in Def. 2.3.18.
Lemma 3.2.5. Let M > 1, β ∈ R and T ∈ G(M, β,E) satisfy the property of separation of the
spectrum. Assume that there exists a curve Γ associated with T such that
(3.2.2) Re(Γ) ⊆ R−.
Then for any triple (K,A, φ) associated with Γ we have that ∀x ∈ X and ∀vx ∈ Ex
(3.2.3) P(x)vx = −
1
2πi
∫
K
dφ
ds
(s)R(T(x);φ(s))vx ds,
and ∀s ∈ K,
(3.2.4) R(T(x), φ(s))vx =
∫ ∞
0
eφ(s)te−tT(x)vx dt =
∫
R+
WT(x)(t)vx dη
φ
s (t).
Here the integration is with respect to the norm topology on Ex. If FT ∈ L(1,1)(R
+,G, ηφ, νφ) and
V is a
〈
νφ, ηφ,G,K,R+
〉
invariant set with respect to {FT}, then
(3.2.5) P • V ⊆ V.
Proof. By (3.2.1), [4, IV.35 Th. 1], and by the norm continuity of the map B(Ex) ∋
A 7→ Aw ∈ Ex for any w ∈ Ex, we have (3.2.3). Moreover by (3.2.2) we can apply [13, eq.
3.3. CONSTRUCTION OF SETS IN ∆ 〈V,D,Θ,E〉 77
1.28, n◦3, §1, Ch. 9] and (3.2.4) follows by Def. 3.2.4. Fix v ∈ V so ∀x ∈ X
P(x)v(x) = −
1
2πi
∫
K
dφ
ds
(s)R(T(x);φ(s))v(x) ds
= −
1
2πi
∫
K
dφ
ds
(s)
(∫
R+
WT(x)(t)v(x) dη
φ
s (t)
)
ds
=
∫
K
(∫
R+
Pr
x
(
Ψ(FT)
)
(t)v(x) dη
φ
s (t)
)
dνφ(s).(3.2.6)
Here the first equality comes by (3.2.3), the second one by (3.2.4) and the third one by
Prp. 2.3.19 and Def. 3.2.4. Next with the notation in Cor. 2.3.29 we choose (∀x ∈ X)(Sx =
Pω(Ex)), and sinceO is entire we can selectD(x) = Ex, for all x ∈ X, in other words p
x
lx , jx
is
the strong operator topology on L(Ex). Thus (A) of Lemma 2.3.25 is satisfied since Cor.
2.3.29, so the statement follows by (3.2.6) and Prp. 3.1.4. 
Corollary 3.2.6. Under the hypothesis of Thm. 2.1.16 let the primary family E of O be the
family of stalks of the Banach Bundle V of which in Thm. 2.1.16. Assume that the hypothesis
of Lemma 3.2.5 are satisfied, where T is such that −T(x) is the infinitesimal generator of U(x)
for all x ∈ X, where U is the section of semigroups construcuted in Thm. 2.1.16. Moreover let〈
V,D,X, {pt}
〉
be an invariant (Θ,E)−structure such that E(Θ) ⊂ Γ(π) and let (K,A, φ) be a
triplet associated with a curve associated with T. If E(Θ) is a
〈
νφ, ηφ,G,K,R+
〉
invariant set
with respect to {FT} and FT ∈ L(1,1)(R
+,G, ηφ, νφ), then {U} ∈ ∆Θ 〈V,D,W,E,X,R
+〉.
Proof. Since (3.2.5) and the definition of invariant (Θ,E)−structures. 
3.3. Construction of sets in ∆ 〈V,D,Θ,E〉
Assumptions 3.3.1. In this sectionX is a topological space, Y is a locally compact space
µ is a Radon measure on Y. Let L∞(Y, µ) denote the linear space of all complex valued
maps defined on Y which are µ−measurable and bounded in measure for the measure
µ. LetV = 〈〈E, τ〉 , π,X,N〉 be a bundle ofΩ−spaces, we indicate with N ≔ {ν j | j ∈ J} the
directed set of seminorms on E.
Definition 3.3.2. Let Z ∈ Hlcs and {ψi | i ∈ I} a fundamental set of seminorms on Z. We
denote by (
ZY
)
s
the Hlcs whose underlying linear space is ZY and whose locally convex topology is generated by
the following set of seminorms
(3.3.1)
{
{qis | s ∈ Y, i ∈ I},
qis : Z
Y ∋ f 7→ ψi( f (s)).
Moreover for any B ⊆ ZY we shall denote by Bs the Hlc subspace of
(
ZY
)
s
. Notice that this
definition is well-set being independent by the choice of the fundamental set of seminorms, indeed
the topology is that of uniform convergence over the finite subsets of Y.
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Definition 3.3.3. Set 
µ
 :
∏
x∈X L1(Y,Ex, µ)→
∏
x∈X Ex,
µ
(H)(x) ≔
∫
H(x)(s) dµ(s) ∈ Ex,
for all H ∈
∏
x∈X L1(Y,Ex, µ) and for all x ∈ X. Moreover define
◮: CY ×
∏
x∈X
(Ex)
Y →
∏
x∈X
(Ex)
Y,
( f ◮ H)(x)(s) ≔ f (s)H(x)(s),
∀ f ∈ CY,H ∈
∏
x∈X
(Ex)
Y, x ∈ X, s ∈ Y.
Notice that
L∞(Y, µ) ◮
∏
x∈X
L1(Y,Ex, µ) ⊆
∏
x∈X
L1(Y,Ex, µ).
Definition 3.3.4. Set{
⋆ :
∏
x∈X L(Ex)
Y ×
∏
x∈X Ex →
∏
x∈X E
Y
x ,
(∀x ∈ X)(∀s ∈ Y)(F⋆v)(x)(s) ≔ F(x)(s)(v(x)).
Definition 3.3.5. 〈V,Z〉 are µ−related if
(1) Z ≔
〈〈
T, γ
〉
, ζ,X,K
〉
ia a bundle of Ω−spaces;
(2) for all x ∈ X 2
(3.3.2)

Tx ⊆Meas(Y,Ex, µ)
⋂
L1(Y,Ex, µ),
Kx =
{
sup(s, j)∈O q
x
(s, j)
|O ∈ Pω(Y × J)
}
,
qx
(s, j)
: Tx ∋ fx 7→ ν j( fx(s)),∀s ∈ Y, j ∈ J;
(3) Γ(ζ) ⊂
[∏b
x∈X Tx
]
ui
;
(4)
µ
(Γ(ζ)) ⊆ Γ(π).
Here we set for all A ⊆
∏b
x∈X Tx
(3.3.3) [A]ui ≔
{
H ∈ A | (∀ j ∈ J)
(∫ •
Y
sup
x∈X
ν j(H(x)(s)) d|µ|(s) < ∞
)}
Finally 〈V,Z,H〉 are µ−related if
(1) H = {Hx}x∈X such that Hx ⊆ L(Ex)Y for all x ∈ X,
(2) 〈V,Z〉 are µ−related
(3)
(3.3.4)

∏
x∈X
Hx
⋆

∏
x∈X
Ex
 ⊆
∏
x∈X
Tx.
2 In case Ex is a Banach spaceMeas(Y,Ex, µ)
⋂
L1(Y,Ex, µ) = L1(Y,Ex, µ).
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Theorem 3.3.6 (GLT). Let 〈V,Z〉 be µ−related and let x ∈ X such that its filter of neigh-
bourhoods admits a countable basis. Thus
µ

([
Γ
x
⋄(ζ)
]
ui
)
⊆ Γx⋄(π).
Proof. Let x ∈ X and F ∈
[
Γx⋄(ζ)
]
ui thus by Cor. 1.2.3 there exists η ∈ Γ(ζ) such that for
all j ∈ J, s ∈ Y
(3.3.5)
{
F(x) = η(x)
limz→x ν j(F(z)(s) − η(z)(s)) = 0.
Fix j ∈ J thus by [4, Prop.6, No2, §1, Ch. 6] for all z ∈ X
(3.3.6) ν j
(∫
(F(z)(s) − η(z)(s)) dµ(s)
)
≤
∫ •
ν j(F(z)(s) − η(z)(s)) d|µ|(s)
Moreover νz
j
is continuous by definition of bundles ofΩ−spaces, while F(z) and η(z) are
by construction µ−measurable, hence by [4, Thm. 1; Cor. 3, n◦3, § 5,Ch. 4] the map
Y ∋ s 7→ ν j(F(z)(s) − η(z)(s)) is µ−measurable thus |µ|−measurable. Moreover by the
hypothesis on F and by Def. 3.3.5(3)
(3.3.7)
∫ •
ν j(F(z)(s) − η(z)(s)) d|µ|(s) ≤
∫ • (
sup
x∈X
ν j(F(x)(s)) + sup
x∈X
ν j(η(x)(s))
)
d|µ|(s) < ∞.
Therefore by [4, Prp..9, No3, §1, Ch. 5] the map Y ∋ s 7→ ν j(F(z)(s) − η(z)(s)) is |µ|−
essentially integrable hence by the fact that
∫ •
Y
f d|µ| =
∫
Y
f d|µ| for all |µ|−essentially
integrable map f , we have by (3.3.6)
(3.3.8) ν j
(∫
(F(z)(s) − η(z)(s)) dµ(s)
)
≤
∫
ν j(F(z)(s) − η(z)(s)) d|µ|(s).
Let {zn}n ⊂ X be such that limn∈N zn = x thus by (3.3.5)
(3.3.9) lim
n∈N
ν j(F(zn)(s) − η(zn)(s)) = 0.
For all s ∈ Y
ν j(F(z)(s) − η(z)(s)) ≤ sup
x∈X
ν j(F(x)(s)) + sup
x∈X
ν j(η(x)(s))
thus by the hypothesis on F, by Def. 3.3.5(3), by the fact that
∫ •
Y
≤
∫ ∗
Y
, by (3.3.9), and by
the Lebesgue Theorem [4, Th.6, No7, §3, Ch. 4] we have
(3.3.10) lim
n∈N
∫
ν j(F(zn)(s) − η(zn)(s)) d|µ|(s) = 0.
Finally by (3.3.8), (3.3.10) and the hypothesis on xwe obtain
lim
z→x
ν j
(∫
F(z)(s) dµ(s) −
∫
η(z)(s) dµ(s)
)
= 0,
thus the statement follows by Def. 3.3.5(4) and Cor. 1.2.3. 
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Definition 3.3.7 (
(
Θ,E, µ
)
−structure). We say that 〈V,Q,X,Y〉 is a
(
Θ,E, µ
)
− structure
if
(1) E ⊆ Γ(π);
(2) Θ ⊆
∏
x∈X Bounded(Ex);
(3) ∀B ∈ Θ
(a) D(B,E) , ∅;
(b)
⋃
B∈ΘB
x
B
is total in Ex for all x ∈ X;
(4) Q = 〈〈H, δ〉 , ξ,X,Y〉 is a bundle of Ω−spaces such that for all x ∈ X
(3.3.11)

Hx ⊆ L1
(
Y,LSx(Ex), µ
)
,
Yx =
{
sup(t, j,B)∈O P
x
(t, j,B)
↾ Hx |O ∈ Pω (Y × J ×Θ)
}
Px
(t, j,B)
: L1
(
Y,LSx(Ex), µ
)
∋ F 7→ supv∈D(B,E) ν j(F(t)v(x)), ∀t ∈ Y,B ∈ Θ, j ∈ J.
Here Sx,B
x
B andD(B,E) are defined in (1.4.3). Moreover 〈V,Q,X,Y〉 is an invariant
(
Θ,E, µ
)
−
structure if it is a
(
Θ,E, µ
)
− structure such that
(3.3.12)
F ∈
b∏
z∈X
Hz | (∀t ∈ Y)(Ft • E(Θ) ⊆ Γ(π))
 = Γ(ξ).
Definition 3.3.8. Let µλ for all λ > 0 be defined as in Def. 2.1.8, let 〈V,Q,X,R
+〉 be
a
(
Θ,E, µ
)
− structure and denote Q = 〈〈H, δ〉 , ξ,X,S〉, moreover let x ∈ X, O ⊆ Γ(ξ) and
D ⊆ Γ(π). Set
Lap(V)(x) ≔
⋂
λ>0
L1(R
+,LSx(Ex);µλ).
Assume that
(3.3.13) Γx
O
(ξ)
⋂
Lap(V)(x) , ∅
We say that 〈V,Q,X,R+〉 has the weak-Laplace duality property on O and D at x, shortly
w − LDx(O,D) if ∀λ > 0
µλ
(
Γ
x
O
(ξ)
⋂
Lap(V)(x), Γx
D
(π)
)
⊆ Γx(π).
Definition 3.3.9. Let 〈V,W,X,Y〉 be a (Θ,E)−structure and denote W =〈〈
M, γ
〉
, ρ,X,R
〉
. Assume that for all x ∈ X
(3.3.14) Mx ⊆ L1
(
Y,LSx(Ex), µ
)
.
Set Mµ ≔
{〈
Mµx ,Yx
〉}
x∈X
where for all x ∈ X
Mµx ≔
{
σ(x) | σ ∈ Γ(ρ)
}
closure in the space L1
(
Y,LSx(Ex), µ
)
s;
Yx ≔ { sup
(t, j,B)∈O
Px(t, j,B) ↾ M
µ
x |O ∈ Pω(Y × J ×Θ)}.
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Notice thatMµ is a nice family of Hlcs, and that Γ(ρ) satisfies by construction FM(3)with respect
to Mµ. Moreover by (1.4.7) and the fact that {t} ∈ Comp(Y) for all t ∈ Y
(3.3.15) Px(t, j,B) = q
x
({t}, j,B).
By [12, Cor.1.6.(iii)]we deduce that Γ(ρ) satisfies FM(4)with respect to {〈Mx,Rx〉}x∈X. Therefore
we obtain by (1.4.6) and (3.3.15) that for all t ∈ Y, j ∈ J, B ∈ Θ and for all σ ∈ Γ(ρ)
X ∋ x 7→ Px(t, j,B)(σ(x)) is u.s.c.
Moreover the upper envelope of a finite set of u.s.c. maps is an u.s.c. map, see [2,
Thm.4,§6.2.,Ch.4], therefore for all O ∈ Pω(Y × J ×Θ)
(3.3.16) X ∋ x 7→ sup
(t, j,B)∈O
Px(t, j,B)(σ(x)) is u.s.c.
Hence Γ(ρ) satisfies FM(4) with respect to Mµ. Finally by the boundedness of Γ(ρ) by definition
and by (3.3.15) we have also that for all σ ∈ Γ(ρ) and O ∈ Pω(Comp(Y) × J ×Θ)
sup
x∈X
sup
(t, j,B)∈O
Px(t, j,B)(σ(x)) < ∞.
Therefore we can construct the bundle generated by the couple
〈Mµ, Γ(ρ)〉 (Def. 1.5.14)
V(Mµ, Γ(ρ)).
Clearly
〈
V,V(Mµ, Γ(ρ)),X,Y〉 is a (Θ,E, µ)−structure that we call the (Θ,E, µ)−structure
underlying 〈V,W,X,Y〉.
Definition 3.3.10. Let 〈V,Q,X,Y〉 be a
(
Θ,E, µ
)
− structure and A ⊂
∏
x∈X Hx. Define
Apeq as the set of all pointwise equicontinuous elements in A, and Aceq as the set of all compactly
equicontinuous elements in A, see Def. 1.4.16.
Remark 3.3.11. Lemma 1.4.11 holds by replacing a (Θ,E)−structure 〈V,W,X,Y〉with
a
(
Θ,E, µ
)
− structure 〈V,Q,X,Y〉 and K ∈ Comp(Y) with t ∈ Y. In what follows when
referring to Lemma 1.4.11 for a
(
Θ,E, µ
)
− structure we shall mean the corresponding
result with the replacements described here.
Lemma 3.3.12. Let 〈V,Q,X,Y〉 be a
(
Θ,E, µ
)
− structure and 〈V,Z,H〉 be µ−related, where
Q ≔
〈〈
H, γ
〉
, ξ,X,Y
〉
and Hx ≔ Hx for all x ∈ X. Thus
Γ(ξ)⋆E(Θ) ⊆ Γ(ζ) ⇒ (∀x ∈ X)
(
Γ
x
⋄(ξ)peq⋆Γ
x
E(Θ)(π) ⊆ Γ
x
⋄(ζ)
)
.
Proof. Let j ∈ J, x ∈ X and w ∈ Γx
E(Θ)
(π), so there exists v ∈ E(Θ) such that v(x) = w(x)
then by Cor. 1.2.3
(3.3.17) lim
z→x
ν j(w(z) − v(z)) = 0.
Moreover let F ∈ Γx⋄(ξ), so by Lemma 1.4.11 ∃ σ ∈ Γ(ξ) such that F(x) = σ(x) and for all
t ∈ Y
(3.3.18) lim
z→x
ν j (F(z)(t)v(z) − σ(z)(t)v(z)) = 0.
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Moreover (∀t ∈ Y)(∃M(t, j) > 0)(∃ j1 ∈ J)(∀z ∈ X)
ν j ((F⋆w)(z)(t) − (σ⋆v)(z)(t)) = ν j (F(z)(t)w(z) − σ(z)(t)v(z))
≤ ν j (F(z)(t)(w(z) − v(z))) + ν j (F(z)(t)v(z) − σ(z)(t)v(z))
≤M(t, j)ν j1(w(z) − v(z)) + ν j (F(z)(t)v(z) − σ(z)(t)v(z)) .
Therefore by (3.3.17) and (3.3.18) for all t ∈ Y
lim
z→x
ν j ((F⋆w)(z)(t) − (σ⋆v)(z)(t)) = 0.
Moreover (∀t ∈ Y)(∃M(t, j) > 0)(∃ j1 ∈ J)
(3.3.19) sup
z∈X
ν j((F⋆w)(z)(t)) ≤ M(t, j) sup
z∈X
ν j1(w(z)) < ∞.
By the antecedent of the implication of the statement we deduce that σ⋆v ∈ Γ(ζ) hence
the statement follows by Cor. 1.2.3, (3.3.2), by the fact that by (3.3.4) F⋆w ∈
∏
x∈X Tx and
by (3.3.19). 
Proposition 3.3.13. Let 〈V,W,X,Y〉 be a compatible (Θ,E)−structure. Then for all x ∈ X
(3.3.20) (Γx⋄(ρ)peq)t • Γ
x
E(Θ)(π) ⊆ Γ
x
⋄(π)
Proof. Notice that (F⋆v)(t) = Ft • v, thus if we set Y = {pt} the statement follows by
Lemma 3.3.12. 
Corollary 3.3.14. Let 〈V,Q,X,Y〉 be a
(
Θ,E, µ
)
− structure and 〈V,Z,H〉 be µ−related.
If x ∈ X is such that its filter of neighbourhoods admits a countable basis, then
Γ(ξ)⋆E(Θ) ⊆ Γ(ζ) ⇒
µ

([
Γ
x
⋄(ξ)peq⋆Γ
x
E(Θ)(π)
]
ui
)
⊆ Γx⋄(π).
Here Q ≔
〈〈
H, γ
〉
, ξ,X,Y
〉
, Z ≔ 〈〈T, δ〉 , ζ,X,K〉 and Hx ≔ Hx for all x ∈ X.
Proof. By Thm. 3.3.6 and Lemma 3.3.12. 
Lemma 3.3.15. Let 〈V,Q,X,Y〉 be an invariant
(
Θ,E, µ
)
− structure where Θ defined in
(2.1.16). Then for all x ∈ X
(3.3.21)
H ∈


b∏
z∈X
Hz

x
⋄

peq
| (∀t ∈ Y)(Ht • E(Θ) ⊆ Γ
x(π))
 ⊆ Γ
x
⋄(ξ).
Proof. Let v ∈ E(Θ), t ∈ Y and H belong to the set in the left side of (3.3.21). Thus by
(3.3.12) ∃ F ∈ Γ(ξ) such that Ft • v ∈ Γ(π), F(x) = H(x) and Ht • v ∈ Γ
x(π) by construction.
Then by Cor. 1.2.3 we obtain for all j ∈ J
lim
z→x
ν j(H(z)(t)v(z) − F(z)(t)v(z)) = 0.
Therefore the statement follows by Lemma 1.4.11 and (2.1.17). 
Remark 3.3.16. Notice that Lemma 3.3.15 holds if we replace invariant
(
Θ,E, µ
)
−
structure with invariant (Θ,E)− structure, see Def. 1.4.8, and assume that Comp(Y) =
Pω(Y).
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By recalling Def. 3.2.4 and Def. 3.2.2 we can state the following significant
Corollary 3.3.17. Let V be a Banach bundle and set E ≔ {Ez}z∈X. Let M > 1, β ∈ R and
let T ∈ G(M, β,E) satisfy the property of separation of the spectrum. Let x ∈ X admitting a
countable basis of its filter of neighbourhoods. Let Γ be a curve associated with T and (K,A, φ)
be a triplet associated with Γ (Def. 3.2.2) such that
(3.3.22)
{
Re(Γ) ⊆ R−,
β > 0⇒ −β < Re(Γ).
Moreover let Q =
〈〈
H, γ1
〉
, ξ,X,R
〉
and Z =
〈〈
T, γ2
〉
, ζ,X,K
〉
be such that
(1) 〈V,Q,X,R+〉 is an invariant
(
Θ,E, µ
)
−structure for all µ ∈ {νφ, η
φ
s | s ∈ K}, with Θ
determined by E by (2.1.16);
(2) 〈V,Z,H〉 is µ−related for all µ ∈ {νφ, ηφs | s ∈ K}, moreover Hz ≔ Hz, for all z ∈ X;
(3) there exist F,G ∈ Γ(ξ) such that F(x) =WT(x) and G(x) = R
φ(x);
(4) for all z ∈ X
(3.3.23) Ccs
(
R
+,LSz(Ez)
)
⊆ Hz;
(5) Γ(ξ)⋆E(Θ) ⊆ Γ(ζ).
Thus
(3.3.24) WT ∈ Γ
x(ξ)⇒ P • Γx
E(Θ)(π) ⊆ Γ
x(π).
Moreover let D =
〈〈
B, γ3
〉
, η,X,L
〉
be such that
〈
V,D,X, {pt}
〉
is an invariant
(Θ,E)−structure. If Pr (Ez) ⊂ Bz for all z ∈ X and there exists N ∈ Γ(η) such that N(x) = P(x),
then
(3.3.25) WT ∈ Γ
x(ξ)⇒ P ∈ Γx(η).
Proof. In this proof we denote R
φ
T
simply by Rφ. Rφ is K−supported by construction,
moreover the resolventmapRφ(z) being analytic is ‖·‖B(Ez)− continuous hence continuous
as a map valued in LSz(Ez) for any z ∈ X. So
Rφ ∈
∏
z∈X
Ccs
(
R
+,LSz(Ez)
)
,
hence by (3.3.23) follows
(3.3.26) Rφ ∈
∏
z∈X
Hz.
By (3.2.4) for all s ∈ K, z ∈ X and ∀vz ∈ Ez
(3.3.27)
‖R(T(z), φ(s))vz‖ ≤
∫ ∗
R+
e−|Re(φ(s))|t‖e−tT(z)vz‖dt
≤ M‖vz‖
∫ ∗
R+
e(β−|Re(φ(s))|)tdt =
M‖vz‖
β − |Re(φ(s))|
,
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where
∫ ∗
R+
is the upper integral on R+ with respect to the Lebesgue measure. We
considered in the first inequality [4, Prop. 6, n◦, §1, Ch. 6], in the second one the
inequality [13, (1.37),n◦4,§1, Ch. 9], finally in the equality the Laplace transform of the
map exp(βt). Therefore by (3.3.26) and (3.3.27)
Rφ ∈

∏
z∈X
Hz

peq
.
Thus by (3.3.27), (2.1.16) and (3.3.11)
(3.3.28) Rφ ∈

b∏
z∈X
Hz

peq
.
By (3.3.26) and (3.3.4) we have that Rφ⋆v ∈
∏
z∈X Tz for all v ∈
∏b
z∈X Ez. By hypothesis
(3.3.22) we deduce that 1
β−|Re(φ(s))|
is defined on K, hence continuous and integrable in it,
thus by (3.3.27)
(3.3.29) Rφ⋆v ∈

∏
z∈X
Tz

ui
.
By the continuity of 1
β−|Re(φ(s))|
on K we deduce that the map
|
dφ
ds (s)|
β−|Re(φ(s))|
is integrable in K.
Hence by (3.3.27) and (3.2.3)
(3.3.30) sup
z∈X
‖P(z)‖B(Ez) ≤ D ≔
1
2πi
∫
K
M
∣∣∣∣dφds (s)
∣∣∣∣
β − |Re(φ(s))|
ds.
Therefore for all v ∈ E by considering that E ⊂
∏b
z∈X Ez
sup
z∈X
‖P(z)v(z)‖B(Ez) ≤ D sup
z∈X
‖v(z)‖Ez < ∞.
Thus
(3.3.31) P ∈
b∏
z∈X
Bz.
Let z ∈ X and v ∈ Γz
E(Θ)
(π). By (3.2.4) for all s ∈ K
(3.3.32) (Rφ⋆v)(z)(s) =
η
φ
s
(WT⋆v)(z).
Moreover by (3.2.3)
(3.3.33) P • v =
νφ
(Rφ⋆v).
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Notice that (Rφ⋆v)(z)(s) =
(
Rφ(·)(s) • v
)
(z) so by (3.3.32) for all s ∈ K
(3.3.34) Rφ(·)(s) • v =
η
φ
s
(WT⋆v).
If WT ∈ Γ
x(ξ) then by [13, Ch. 9, §1, n◦4,(1.37)] and hypothesis (3) follows that WT ∈
Γx⋄(ξ)peq. Therefore for all w ∈ Γ
x
E(Θ)
(π) by using [13, Ch. 9, §1, n◦4,(1.37)] we can apply
Cor. 3.3.14 toWT⋆w and then since (3.3.34) we obtain for all s ∈ K
(3.3.35) Rφ(·)(s) • w ∈ Γx(π).
By construction E(Θ) ⊆ Γ(π) so E(Θ) ⊆ Γx
E(Θ)
(π), hence
(3.3.36) Rφ(·)(s) • E(Θ) ⊆ Γx(π).
Moreover by (3.3.28) and hypothesis (3) follows that
Rφ ∈


b∏
z∈X
Hz

x
⋄

peq
.
Hence by Lemma 3.3.15 and (3.3.36)
(3.3.37) Rφ ∈ Γx⋄(ξ)peq.
Finally (3.3.24) follows by (3.3.37), (3.3.33), (3.3.29) and Cor. 3.3.14. Next since (3.3.31),
(3.3.30) and the hypothesis that there exists N ∈ Γ(η) such that N(x) = P(x), we obtain
that
P ∈


b∏
z∈X
Bz

x
⋄

peq
.
Thus (3.3.25) follows by (3.3.24), Rmk. 3.3.16 and by E(Θ) ⊆ Γx
E(Θ)
(π). 
Remark 3.3.18. Prp. 2.3.2 can be used in order to verify part in hypothesis (1) of Cor.
3.3.17.
The following general result shall permit to apply Cor. 3.3.17 to Thm. 2.1.16.
Proposition 3.3.19. Let 〈V,W,X,Y〉 be a (Θ,E)−structure and let us denote W =〈
〈M, δ〉 , ρ,X,R
〉
. Assume that (3.3.14) holds for all x ∈ X and let
〈
V,V(Mµ, Γ(ρ)),X,Y〉
be the
(
Θ,E, µ
)
− structure underlying 〈V,W,X,Y〉. Then for all x ∈ X
(3.3.38) Γx⋄(ρ) ⊆ Γ
x
Γ(ρ)(πMµ),
inclusion to be considered modulo canonical isomorphism.
Proof. By construction it results that Γ(ρ) ⊆ Γ(πMµ) modulo the canonical isomor-
phism, thus the statement follows since Lemma 1.4.11 and (3.3.15). 
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Definition 3.3.20. We call X = 〈V, x∞,U0〉 a quasi-appropriate set of contractions (isome-
tries) if the following holds. V = 〈〈E, τ〉 , π,X, ‖ · ‖〉 is a Banach bundle where X is a completely
regular space, x∞ ∈ X such that its filter of neighbourhoods admits a countable basis and
U0 ∈
∏
x∈X0
C (R+,Bs(Ex)) such that U0(x) is a C0−semigroup of contractions (isometries) on
Ex for all x ∈ X0 ≔ X − {x∞}. Moreover let Tx be the infinitesimal generator of the semigroup
U0(x) for any x ∈ X0, let 〈〈E(E⊕), τ(E⊕,E⊕)〉 , πE⊕ ,X, n⊕〉 be the bundle direct sum of the family
{V,V}3 and set
(3.3.39)

T0 is the map on X0 such that
T0(x) ≔ Graph(Tx), x ∈ X0,
Φ ≔ {φ ∈ Γx∞(πE⊕) | (∀x ∈ X0)(φ(x) ∈ T0(x))},
E ≔ {v ∈ Γ(π) | (∃φ ∈ Φ)(v(x∞) = φ1(x∞))},
Bv : X ∋ x 7→ {v(x)}, ∀v ∈
∏
x∈X Ex,
Θ ≔ {Bw |w ∈ E} ,
T is the map on X extending T0 and such that
T(x∞) ≔ {φ(x∞) |φ ∈ Φ},
D(Tx∞) ≔ Pr
x∞
1
(T(x∞)) = {φ1(x∞) |φ ∈ Φ}.
We call X = 〈V, x∞,U0〉 an appropriate set of contractions (isometries) if it is a quasi-appropriate
set of contractions (isometries) and all the following holds.
(1) D(Tx∞) is dense in Ex∞ ,
(2) {v(x) | v ∈ E} is dense in Ex for all x ∈ X0;
hence according to Thm. 2.1.16 what follows
Tx∞ : D(Tx∞) ∋ φ1(x∞) 7→ φ2(x∞),
defines a linear operator. We require that ∃λ0 > 0 (∃λ0 > 0, λ1 < 0) such that the range
R(λ0 − Tx∞) is dense in Ex∞ , (the ranges R(λ0 − Tx∞) and R(λ1 − Tx∞) are dense in Ex∞). Thus
according to Thm. 2.1.16 Tx∞ is the infinitesimal generator of a C0−semigroup of contractions
(isometries) on Ex∞ . Therefore we can define section of semigroups associated with X the
following map
U ∈
∏
x∈X
U‖·‖B(Ex)(LSx(Ex)),
(U ∈
∏
x∈X Uis(LSx(Ex))) such that U(x) is the C0−semigroup of contractions (isometries) on Ex
whose infinitesimal generator is Tx for all x ∈ X. Finally set
T : X ∋ x 7→ −Tx ∈ Cld(Ex).
We require that T satisfies the property of separation of the spectrum and that there exists a curve
Γ associated with T such that
Re(Γ) ⊆ R−.
3well-set since B is full by the Dupre’ Thm.
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We call T section of generators associated with X. Finally for any curve Γ associated with
T such that Re(Γ) ⊆ R− we define section of projectors associated with X and Γ the map
P ∈
∏
x∈X Pr(Ex) such that for all x ∈ X
P(x) ≔ −
1
2πi
∫
Γ
R(−Tx; ζ) dζ ∈ B(Ex).
Here we recall that R(−Tx; ·) : P(−Tx) ∋ ζ 7→ (−Tx − ζ)
−1 ∈ B(Ex) is the resolvent map of −Tx
and P(−Tx) is its resolvent set, while the integration is with respect to the norm topology on
B(Ex).
Theorem 3.3.21 (MAIN2). Let X = 〈V, x∞,U0〉 be a quasi-appropriate set of contractions
(isometries), let us denote V = 〈〈E, τ〉 , π,X, ‖ · ‖〉 and use the notation in (3.3.39). Assume that
{v(x∞) | v ∈ E} is dense in Ex∞ . Then Dom(Tx∞) is dense in Ex∞ . Next assume that X satisfies all
the remaining requests in order to be an appropriate set of contractions (isometries). Let U be the
section of semigroups associated with X, Γ be a curve associated with the section of generators
associated with X such that Re(Γ) ⊆ R−, (K,A,φ) be a triplet associated with Γ and P be the
section of projectors associated with X and Γ. Let n denote the Lebesgue measure on R+. We
assume that there exist W =
〈
〈M, δ〉 , ρ,X,R
〉
and Z =
〈〈
T, γ2
〉
, ζ,X,K
〉
with the following
properties.
(1) 〈V,W,X,R+〉 is a (Θ,E)−structure;
(2) for all x ∈ X
Ccs
(
R
+,LSx(Ex)
)
⊆Mx ⊆ L1(R
+,LSx(Ex), n);
(3)
〈
V,V(Mn, Γ(ρ)),X,R+〉4 is invariant and 〈V,Z,Mn〉 is n−related such that
L∞(R+, n) ◮ Γ(ζ) ⊆ Γ(ζ);
(4) Γ(ρ)⋆E(Θ) ⊆ Γ(ζ);
(5) U‖·‖B(Ex)(LSx(Ex)) ⊆Mx (Uis(LSx(Ex)) ⊆Mx), for all x ∈ X;
(6) ∃ F ∈ Γ(ρ) such that F(x∞) = U(x∞) and
i: 〈V,W,X,R+〉 has the LDx∞({F},E) or it has the LD({F},E);
ii: for any v ∈ E there exists φ ∈ Φ such that v(x∞) = φ1(x∞) and (∀{zn}n∈N ⊂
X | limn∈N zn = x∞) we have that {U(zn)(·)φ1(zn) − F(zn)(·)v(zn)}n∈N is a bounded
equicontinuous sequence.
Thus we can state what follows.
(1) If ∃G ∈ Γ(ρ) such that G(x∞) = R
φ(x∞), then P • Γ
x∞
E(Θ)
(π) ⊆ Γx∞(π).
(2) LetD =
〈〈
B, γ3
〉
, η,X,L
〉
be such that
〈
V,D,X, {pt}
〉
is an invariant (Θ,E)−structure.
If Pr (Ex) ⊂ Bx for all x ∈ X and if there exists N ∈ Γ(η) such that N(x∞) = P(x∞),
then
(3.3.40) P ∈ Γx∞(η),
4Def. 3.3.9
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and
(3.3.41) {〈T, x∞,Φ〉} ∈ ∆ 〈V,D,Θ,E〉 .
Proof. V is full since the Dupre’ Thm. [12, Cor. 2.10]. So by Prop. 2.1.15 and the
density assumption follows thatDom(Tx∞) is dense in Ex∞ . Since [12, 2.2] we deduce that
the set of all bounded continuous sections of any bundle ofΩ−spaces over a completely
regular space satisfies the property FM(3). Therefore Mx ⊂ Mnx for all x ∈ X, since the
immersion 〈Mx,Rx〉 →֒ L1
(
Y,LSx(Ex), n
)
s is continuous. Thus
(3.3.42) Ccs
(
R
+,LSx(Ex)
)
⊂ Mnx.
Now since Re(Γ) ⊆ R− and since dφ/ds is continuous and then bounded on K, we deduce
by hypothesis (3) that
(3.3.43)
〈
V,V(Mn, Γ(ρ)),X,R+〉 is an invariant (Θ,E, µ)−structure and
〈V,Z,Mn〉 is µ−related,∀µ ∈ {νφ, ηφs | s ∈ K}.
In particular (2.1.14) holds, so we can apply Thm. 2.1.16 to obtain U ∈ Γx∞(ρ) and in
virtue of hypothesis (6) that U ∈ Γx∞⋄ (ρ). Thus by Prp. 3.3.19 we have
(3.3.44) U ∈ Γx∞⋄ (πMn).
Nowfor the positionQ = V(Mn, Γ(ρ)) the hypotheses (1) and (2) ofCor. 3.3.17 are satisfied
since (3.3.43). Moreover F,G ∈ Γ(πMn) indeed Γ(ρ) ⊆ Γ(πMn) modulo the canonical
isomorphism, so hypothesis (3) of Cor. 3.3.17 is satisfied. Hence statement (1) follows
by (3.3.44) and (3.3.24), while (3.3.40) follows by (3.3.44) and (3.3.25). Next 〈T, x∞,Φ〉 ∈
Gr(V,V) since Thm. 2.1.16, whileP(x)Tx ⊆ TxP(x) for all x ∈ X since the resolvent map of
any operator commutes with its operator see for example [13, § 6.1. Ch. 3], thus (3.3.41)
follows by (3.3.40). 
Remark 3.3.22. By (1.4.8) follows that (3.3.40) is equivalent to say that for all v ∈ E
lim
z→x∞
‖(P(z) −N(z)) v(z)‖ = 0.
3.4. Kurtz Bundle Construction
In this section we construct a special bundle E of Banach space such that for it the
Main Thm. 2.1.16 reduces to the [14, Th. 2.1.] showing in this way that (a particular
case) of the construction of Kurtz falls into the general setting of bundle of Ω−spaces.
Notation 3.4.1. In this section we shall use the notation of [14] with the additional
specification of denotingwith ‖·‖n the norm in the Banach space Ln. Moreover we denote
by X the Alexandrov (one-point) compactification of the locally compact spaceN with
the discrete topology. Here we recall some definitions given in [14]. 〈L, ‖ · ‖〉 is a Banach
space and {〈Ln, ‖ · ‖n〉}n∈N is a sequence of Banach spaces, moreover {Pn ∈ B(L, Ln)}n∈N is
a sequence of bounded linear operators such that ∀ f ∈ L
(3.4.1) lim
n→∞
‖Pn f ‖n = ‖ f ‖.
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Given an element f ∈ L and a sequence { fn}n∈N such that fn ∈ Ln for all n ∈Nwe set
(3.4.2) lim
n→∞
fn
K
= f
de f
⇔ lim
n→∞
‖ fn − Pn f ‖n = 0.
In addition to the requirements of [14] we assume also that
(3.4.3) (∀n ∈N)(Pn(L) = Ln)
We shall set here L∞ ≔ L, ‖ · ‖ ≔ ‖ · ‖∞, where ‖ · ‖ is the norm on L. Finally for all Z we
recall that Bs(Z) is the locally convex space of all linear bounded operators on Zwith the
strong operator topology.
Lemma 3.4.2. Let f , g ∈ L and { fn}n∈N such that fn ∈ Ln for all n ∈ N. Then (limn→∞ fn
K
=
f ) ∧ (limn→∞ fn
K
= g)⇒ f = g
Proof. Let (limn→∞ fn
K
= f ) and (limn→∞ fn
K
= g) thus
lim
n∈N
‖Pn( f − g)‖ ≤ lim
n∈N
‖Pn f − fn‖ + lim
n∈N
‖Png − fn‖ = 0,
so the statement follows by (3.4.1). 
Definition 3.4.3. Set {
L ≔ {〈Lx, ‖ · ‖x〉}x∈X,
E(L) ≔ {σ f | f ∈ L},
where σ f ∈
∏
x∈X Lx such that σ
f (n) ≔ Pn f for all n ∈N and σ
f (∞) ≔ f .
Definition 3.4.4. By (3.4.1) the sequence {‖Pn f ‖n}n∈N is bounded for all f ∈ L so σ
f ∈∏b
x∈X Lx. Moreover by (3.4.1) E(L) satisfies FM(4), finally by the request (3.4.3) it satisfies also
FM(3). Therefore we can define the Kurtz bundle the following bundle
V(L,E(L))
generated by the couple 〈L,E(L)〉, see in Def. 1.5.14.
Remark 3.4.5. By Rmk. 1.5.15 we have that
(3.4.4) E(L) ⊆ Γ(πL) modulo the canonical isomorphism.
Finally by applying the principle of uniform boundedness, [13, Th. 1.29,No3, Ch.3], we
deduce that the sequence {‖Pn‖B(L,Ln)}n∈N is bounded.
Definition 3.4.6. Fix U0 ∈
∏
n∈N C (R
+,Bs(Ln)) such that U0(x) is a (C0)−semigroup of
isometries on Ln for all n ∈N. Denote by Tn the infinitesimal generator of the semigroup U0(n)
for any n ∈ N. Let us take the positions (2.1.18), where 〈〈E(E⊕), τ(E⊕,E⊕)〉 , πE⊕ ,X, n⊕〉 is the
bundle direct sum of the family {V(L,E(L)),V(L,E(L))}. In addition we maintain the Notation
2.1.1 whereV has to be considered the Kurtz bundle and x∞ ≔ ∞, thus T ∈
∏
x∈X Graph(Lx×Lx)
so that T ↾ X − {∞} ≔ T0 and
T(∞) ≔ {φ(∞) |φ ∈ Φ},
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and D(T∞) ≔ Pr
∞
1 (T(∞)) = {φ1(∞) |φ ∈ Φ}. Finally S ≔ {Sx}x∈X where (∀B ∈ Θ)(∀x ∈ X)
(3.4.5)

D(B,E) ≔ E ∩ (
∏
x∈X Bx)
BxB ≔ {v(x) | v ∈ D(B,E)}}
Sx ≔ {B
x
B
|B ∈ Θ}.
Proposition 3.4.7. Let f ∈
∏
x∈X Lx Thus
lim
n→∞
f (n)
K
= f (∞) ⇔ f ∈ Γ∞(πL).
Proof. By (3.4.4) and implication (3) ⇒ (1) of Cor. 1.2.3 we have that limn→∞ f (n)
K
=
f (∞) implies that
f is continuous at∞,
indeed σ f (∞) ∈ Γ(πL) modulo isomorphism. By the upper semicontinuity of ‖·‖ : E→ R
+,
due to the construction of the bundle V(L,E(L)) and to [14, 1.6.(ii)], and by the fact that
the composition of any u.s.c. map with any continuous one at a point is an u.s.c. map in
the same point, we deduce that ‖ · ‖ ◦ f is u.s.c. at∞. Thus supx∈X ‖ f (x)‖x < ∞, indeedwe
applied to the u.s.c. map ‖ · ‖ ◦ f the fact that X is compact (so quasi compact), −‖ · ‖ ◦ f
is l.s.c, the [2, Th. 3, §6.2., Ch. 4] and [2, form.(2), §5.4., Ch. 4]. Therefore
f ∈
b∏
x∈X
Lx.
Then f ∈ Γ∞(πL). The remaining implication follows by Cor. 1.2.3 and by the fact that
V(L,E(L)) is full since X is compact so completely regular and since the Dupre’ theorem
see for example [12, Cor. 2.10]. 
Proposition 3.4.8. We have
Γ
∞(πL⊕) =
σ1 ⊕ σ2 | σi ∈
∏
x∈X
Lx, lim
n→∞
σi(n)
K
= σ(∞), i = 1, 2
 .
Here, we used the Convention 1.3.8 and set (σ1 ⊕ σ2)(x) ≔ σ1(x) ⊕ σ2(x).
Proof. By Convention 1.3.8 and Cor. 1.3.7 σ1 ⊕ σ2 is continuous at∞ if and only if σi
is continuous at∞ for all i = 1, 2. Thus the statement by Prp. 3.4.7. 
Proposition 3.4.9. Let U0 ∈
∏
n∈N C (R
+,Bs(Ln)) be such that U0(x) is a (C0)−semigroup
of contractions on Ln for all n ∈ N. Moreover let us denote by Tn the infinitesimal generator
of the semigroup U0(n) for any n ∈ N. Thus with the positions (2.1.18) where V is the Kurtz
bundle we have
(3.4.6)

Φ =
{
σ1 ⊕ σ2 | (∀i ∈ {1, 2})(σi ∈
∏
x∈X Lx)(1 − 2)
}
(1) limn→∞ σi(n)
K
= σi(∞)
(2)(∀n ∈N)(σ1(n), σ2(n)) ∈ Graph(Tn),
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and
(3.4.7)

E =
{
σσ1(∞) | σ1 ∈
∏
x∈X Lx(1 − 2 − 3)
}
(1) limn→∞ σ1(n)
K
= σ1(∞)
(2)(∀n ∈N)(σ1(n) ∈ Dom(Tn))
(3)(∃ f ∈ L∞)(limn→∞ Tnσ1(n)
K
= f ).
Moreover ∃ ! f satisfying (3) in (3.4.7) and (∀σ1 ∈ E)((σ1, σ2) ∈ Φ), where σ2 ∈
∏
x∈X Lx such
that (∀n ∈N)(σ2(n) ≔ Tnσ1(n)) and σ2(∞) ≔ f .
Proof. The first sentence follows by Prp. 3.4.8, while the second comes by the first
one and Lemma 3.4.2. 
Assumptions 3.4.10. We assume ∃ {In ∈ B(Ln, L)}n∈N such that
(3.4.8)
{
supn∈N ‖In‖B(Ln,L) < ∞,
(∀ f ∈ L)(∀n ∈N)(In ◦ Pn = Id).
Moreover we assume that
(3.4.9) lim
n→∞
‖Pn‖ ≤ 1.
In addition we assume that (∀g ∈ L)(∃ σ1 ∈
∏
x∈X Lx) such that
(3.4.10)

(1) limn→∞ σ1(n)
K
= σ1(∞)
(2)(∀n ∈N)(σ1(n) ∈ Dom(Tn))
(3)(∃ f ∈ L∞)(limn→∞ Tnσ1(n)
K
= f )
(4)g = σ1(∞).
Set
(3.4.11) U ≔
{
F ∈ C (R+,Bs(L)) | (∀s ∈ R
+)(∀v ∈ L)(‖F(s)v‖ = ‖v‖)
}
.
In the following definition we shall give the data for constructing a bundleW such
that 〈V(L,E(L)),W,X,R+〉 would be a (Θ,E)−structure.
Definition 3.4.11. Set P∞ ≔ I∞ ≔ Id : L → L, moreover ∀U ∈ U set FU ∈∏
x∈X Cc
(
R+,LSx(Lx)
)
such that ∀x ∈ X{
FU(x) ≔ Px ◦U(·) ◦ Ix,
Px ◦U(·) ◦ Ix : R
+ ∋ s 7→ Px ◦U(s) ◦ Ix ∈ B(Lx).
Now we can define ∀x ∈ X
Mx ≔ span {FU(x) |U ∈ U} .
Mx has to be considered as Hlcswith the topology induced by that onCc
(
R
+,LSx(Lx)
)
. 5 Moreover
set
M ≔ span {FU |U ∈ U} .
5
Cc
(
R+,LSx(Lx)
)
is Hausdorff for all x ∈ X by the fact that
⋃
B∈ΘB
x
B
= Lx, see later Prop. 3.4.15.
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Theorem 3.4.12. Mx as Hlcs is well-defined for any x ∈ X, moreover M ⊂
∏b
x∈X Mx and
Mx = {F(x) | F ∈ M}. FinallyM satisfies FM(3) − FM(4) with respect to M.
Proof. By Rmk. 2.1.12 we have that Cc (R
+,Bs(Lx)) ⊂ Cc
(
R
+,LSx(Lx)
)
hence for the
first sentence of the statement it is sufficient to show that Px ◦ U(·) ◦ Ix ∈ Cc (R
+,Bs(Lx))
for any U ∈ U. For x = ∞ is trivial so let n ∈N and fn ∈ Ln thus for all s ∈ R
+ and all net
{sα}α∈D in R
+ converging at s we have
lim
α∈D
‖Pn ◦U(sα) ◦ In( fn) − Pn ◦U(s) ◦ In( fn)‖n = lim
α∈D
‖Pn(U(sα) −U(s))In fn‖n = 0,
where we used the fact that U is strongly continuous and Pn is norm continuous by
construction. Thus the first sentence of the statement follows. Let v ∈ E and U ∈ U thus
∀K ∈ Comp(R+)
sup
n∈N
sup
s∈K
‖PnU(s)Inv(n)‖n ≤ M sup
n∈N
sup
s∈K
‖U(s)Inv(n)‖∞
= M sup
n∈N
‖Inv(n)‖∞
≤ M sup
n∈N
‖In‖ sup
n∈N
‖v(n)‖∞ < ∞.
HereM ≔ supn∈N ‖Pn‖, in the second one the hypothesis that U(s) is an isometry for all
s ∈ R+, in the final inequality we considered (3.4.8), E ⊂
∏b
x∈X Lx and that M < ∞ by
Rmk. 3.4.5. Therefore by Rmk. 2.1.12 M ⊂
∏b
x∈X Mx. The equality Mx = {F(x) | F ∈ M}
comes by construction, in particularM satisfies the FM(3) with respect to the M. ∀v ∈ E
lim
n→∞
sup
s∈K
‖PnU(s)Inv(n)‖n ≤ lim
n→∞
(
‖Pn‖ sup
s∈K
‖U(s)Inv(n)‖n
)
, [2, Prop. 11, §5.6. Ch. 4]
≤ lim
n→∞
‖Pn‖ lim
n→∞
sup
s∈K
‖U(s)Inv(n)‖n,[2, Prop. 13, §5.7. Ch. 4]
≤ lim
n→∞
‖Inv(n)‖∞, (3.4.9), (3.4.11)
= lim
n→∞
‖InPn f ‖∞, v ∈ E ⊂ Γ(π) ≃ E(L)
= ‖ f ‖∞, (3.4.8)
= ‖v(∞)‖∞.
Thus by considering that U is a map of isometries we have
lim
n→∞
sup
s∈K
‖PnU(s)Inv(n)‖n ≤ sup
s∈K
‖P∞U(s)I∞v(∞)‖∞.
Hence by [2, Prop. 3, §7.1. Ch. 4] and [2, (13), §5.6. Ch. 4] we deduce that
X ∋ x 7→ sup
s∈K
‖PxU(s)Ixv(x)‖x is u.s.c. at∞,
therefore it is u.s.c. on X because of it is continuous in each point in N due to the fact
that the topology induced onN by that on X is the discrete topology. SoM satisfies the
FM(4) with respect to the M. 
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Definition 3.4.13. Thm. 3.4.12 allows us to construct a bundle of Ω−space namely the
bundle V(M,M) generated by the couple 〈M,M〉, see Def 1.5.14.
Remark 3.4.14. By Rmk. 1.5.15 we have
(3.4.12) M ⊆ Γ(πM) modulo the canonical isomorphism.
Hence by Mx = {F(x) | F ∈ M}we have that V(M,M) is full.
Proposition 3.4.15. We have that
⋃
B∈ΘB
x
B
= Lx for all x ∈ X moreover
〈V(L,E(L)),V(M,M),X,R+〉 is a (Θ,E)−structure.
Proof. By assumptions (3.4.10), (3.4.3), Prp. 3.4.9 and Rmk. 2.1.12 we obtain that⋃
B∈ΘB
x
B
= Lx for all x ∈ X. The remaining requests for the second sentence of the
statement come by the construction of M and M. 
Corollary 3.4.16. If D(Tx∞) is dense in Ex∞ , and ∃λ0 > 0, λ1 < 0 such that the ranges
R(λ0−Tx∞) and R(λ1−Tx∞) are dense in Ex∞), then 〈T,∞,Φ〉 ∈ Gr(V(L,E(L)),V(L,E(L))) and
the following
T∞ : D(T∞) ∋ φ1(∞) 7→ φ2(∞)
is a well-defined operator which is the generator of a C0−semigroup of isometries on E∞.
Proof. By Prp.s 3.4.15 and 3.4.19 we have that the first part of hypotheses of Thm.
2.1.16 is satisfied so the statement by thefirst sentence of the statement of Thm. 2.1.16. 
Definition 3.4.17. Let us denote by U∞ the C0−semigroup of isometries on L∞. Moreover
set U ∈
∏
x∈X Uis(Bs(Lx)) such that U ↾N = U0 and U(∞) = U∞.
Theorem 3.4.18. (∃ F ∈ Γ(πM))(F(∞) = U(∞)) such that (∀v ∈ E)(∃φ ∈ Φ) s.t. φ1(x∞) =
v(x∞) and (∀{zn}n∈N ⊂ X | limn∈N zn = x∞) we have that {U(zn)(·)φ1(zn)− F(zn)(·)v(zn)}n∈N is a
bounded equicontinuous sequence. Moreover we can choose F such that F = FU∞ .
Proof. By Prop. 3.4.9 and (3.4.12) the statement is equivalent to show that ∀σ1 ∈∏
x∈X Lx satisfying (1 − 2 − 3) of (3.4.7) and (∀{zn}n∈N ⊂ X | limn∈N zn = ∞) we have that
(3.4.13) {U(zn)(·)σ1(zn) − FU∞(zn)(·)σ
σ1(∞)(zn)}n∈N
is a bounded equicontinuous sequence. Moreover by the second assumption (3.4.8) and
(3.4.13)
(3.4.14) {U(zn)(·)σ1(zn) − PznU∞(zn)(·)σ1(∞)}n∈N
is a bounded equicontinuous sequence. Set σ2 ∈
∏
x∈X Lx such that σ2(x) ≔ Txσ1(x), for
all x ∈ X, thus
σi ∈ Γ
∞(πL),
for all i = 1, 2, indeed for i = 1 follows by (1) of (3.4.7) and Prop. 3.4.7, while for i = 2
follows by construction of of T∞, the second sentence of Prop. 3.4.9, the fact that by
construction Φ ⊆ Γ(πE⊕), see (2.1.18), and finally by Cor. 1.3.7. Therefore in particular
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σi is continuous at ∞. Thus by considering that σ
σi(∞) ∈ Γ(πL) modulo isomorphism by
(3.4.4) and that V(L,E(L)) is full we deduce by Prop. 1.2.1
lim
n∈N
‖σi(zn) − σ
σi(∞)(π ◦ σi(zn))‖π◦σi(zn) = 0.
Then by considering that π ◦ σi = Id because of σi is a section, we have
(3.4.15) lim
n∈N
‖σi(zn) − Pznσi(∞)‖zn = 0.
The statement now follows by (3.4.15), (3.4.14) and by using the same argumentation
used in proof of [14, Th. 1.2] for proving a similar result. 
Proposition 3.4.19. With the notation of Def. 2.1.8 we have that
Mx ⊂
⋂
λ>0
L1(R
+,LSx(Lx);µλ),
and (2.1.14) holds.
Proof. By Prp. 2.3.2. 
Theorem 3.4.20. 〈V(L,E(L)),V(M,M),X,R+〉 has the full Laplace duality property, more-
over ∀U ∈ U1,‖·‖(Bs(L)), ∀λ > 0 and ∀ f ∈ L we have that
L(FU)(·)(λ)σ
f (·) = σ(λ−TU)
−1 f .
Here TU is the infinitesimal generator of the semigroup U.
Proof. Let f ∈ L and U ∈ U thus for all x ∈ X and λ > 0 we have∫ ∞
0
e−λsPxU(s)Ixσ
f (x) ds =
∫ ∞
0
e−λsPxU(s) f ds
= Px
∫ ∞
0
e−λsU(s) f ds,(3.4.16)
where the first equality follows by the second assumption 3.4.8, while the second one
by the linearity and continuity of Px and by [4, Prop.1, No1, §1, Ch. 6]. Thus the first
sentence of the statement by (3.4.4) and (3.4.12). The second sentence of the statement
folllows by the (3.4.16) and by Hille-Yosida Thm. , see [14, Th. 1.2.]. 
Corollary 3.4.21. Let us assume the hypotheses of Cor. 3.4.16. Then (∀g ∈ L)(∀K ∈
Comp(R+))
(3.4.17) lim
z→∞
sup
s∈K
∥∥∥(U(z)(s) ◦ Pz − Pz ◦ U∞(s)) g∥∥∥ = 0.
Moreover
(3.4.18) U ∈ Γ∞(ρ).
In particular
(3.4.19) {〈T,∞,Φ〉} ∈ ∆Θ
〈
V(L,E),V(M,M),E,X,R+〉 .
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Proof. By Prp. 3.4.19 follows (2.1.14), hypothesis (i) of Thm. 2.1.16 follows by Thm.
3.4.20, (ii) by Thm. (3.4.18), finally (iii) follows by [2, Coroll. of Prop.16, §2.9, Ch. 9] and
by the fact that {{n} | n ∈ N} is a base for the topology on N. Thus by Thm. 2.1.16 we
obtain (3.4.18), (3.4.19) and (∀v ∈ E)(∀K ∈ Comp(R+))
(3.4.20) lim
z→∞
sup
s∈K
‖U(z)(s)v(z) − F(z)(s)v(z)‖ = 0,
where F is any map of which in Thm. 3.4.18. Now by Thm. 3.4.18 we can take in the
previous equation F = FU∞ , moreover by (3.4.7) and assumption (3.4.10) we have
E = {σg | g ∈ L},
therefore by (3.4.8) ∀s ∈ R+, ∀z ∈ X and ∀g ∈ L
FU∞(z)σ
g(z) = (Pz ◦ U∞(s))g.
Hence by (3.4.20) follows (3.4.17). 
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