Due to the growing popularity of High Dynamic Range (HDR) images and HDR displays, a large amount of existing Low Dynamic Range (LDR) images are required to be converted to HDR format to benefit HDR advantages, which give rise to some LDR to HDR algorithms. Most of these algorithms especially tackle overexposed areas during expanding, which is the potential to make the image quality worse than that before processing and introduces artifacts. To dispel these problems, we present a new LDR to HDR approach, unlike the existing techniques, it focuses on avoiding sophisticated treatment to overexposed areas in dynamic range expansion step. Based on a separating principle, firstly, according to the familiar types of overexposure, the overexposed areas are classified into two categories which are removed and corrected respectively by two kinds of techniques. Secondly, for maintaining color consistency, color recovery is carried out to the preprocessed images. Finally, the LDR image is expanded to HDR. Experiments show that the proposed approach performs well and produced images become more favorable and suitable for applications. The image quality metric also illustrates that we can reveal more details without causing artifacts introduced by other algorithms. key words: HDR, overexposed area, highlight removal, principal component analysis, image quality metric
Introduction
In recent years, HDR images and monitors have gained significant interest in industry. Because of their superexcellent performance, they will be the development trend in the future. Lately, researchers have focused on HDR image processing, including capturing, coding, compression, displaying and so on [1] , [2] . HDR monitors are capable of displaying simultaneously bright highlights and dark shadows, image or video displayed on them looks more close to what human eyes see in real world. Furthermore, HDR displays have greatly extended the limited dynamic range of conventional cathode ray tube (CRT), liquid crystal display (LCD), and projector-based displays [3] . The developments in HDR hardware and display technique indicate that HDR display technology is now getting ready for the consumer market in most fields, from entertainment to scientific visualization. The availability of HDR displays and a large base of LDR images necessitate the generation of HDR images from LDR Manuscript received September 3, 2012. Manuscript revised January 19, 2013 . † The author is with the School of Communication and Information Engineering, University of Electronic Science and Technology of China, Chengdu City, Sichuan Province, 611731 China.
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images, which not only makes it possible to re-use the existing legacy contents on HDR displays, but also solves the problem of capturing difficulty for HDR images [4] . This need to expand the range of LDR image to create HDR depiction which matches real-world luminance values as faithfully as possible.
In general, professionals (photographers, moviemakers) always try to avoid excessive overexposure at image acquiring moments. Because overexposure distracts and obscures surface detail, makes image segmentation, object recognition and stereo matching difficult. However, overexposed area presence in image is hackneyed and unavoidable for some applications. Thus, it is necessary to develop a method to cope with overexposure during dynamic range expansion. Most of existing LDR to HDR algorithms perform sophisticated process to overexposed areas using the way different from that to the non-overexposed areas during dynamic range expanding. Meanwhile, most of them make a general assumption that highly saturated pixels need to be expanded much more than the rest. As a result, bright image areas are largely boosted. However, the sophisticated treatment to overexposed areas makes the dynamic range expansion complicated and is the potential to make the image quality worse than that before processing, through the introduction of objectionable artifacts; the large boosting to the bright image areas results in contouring artifacts for bright object sometimes.
To dispel these problems, we propose a new LDR to HDR approach. Unlike the existing techniques, our approach classifies and preprocesses the overexposure before expansion instead of treating them especially in dynamic range expanding step. It mainly consists in two novelties: the first one is the separation of overexposed area processing and dynamic range expansion steps; the second one is the classification of the overexposure and the utilization of different methods for different overexposure types. The first novelty escapes special treatment to overexposed areas during expanding and facilitates the dynamic range expansion step. This avoids the formation of the artifacts introduced by the dynamic range expansion step. The second novelty ensures the effect of overexposure processing. The preprocessing to overexposure is the foundation and key factor for the quality of HDR image. Both novelties make contributions to the high quality HDR images. In our approach, according to the types of overexposure, highlight removal technique or Principal Component Analysis (PCA) is used to remove or correct the overexposure. Moreover, in order to maintain color consistency, we carry out color recovery to the preprocessed image.
The remainder of the paper is organized as follows: we summarize the related works in Sect. 2, followed by the proposed approach description in Sect. 3. Section 4 discusses the implementation details and experiment results. Conclusions and perspectives are given in the last section.
Related Works
In the last few years, several of LDR to HDR algorithms have been proposed (reader can see review in Banterle et al. [5] ). Daly and Feng addressed the problem of dynamic range expansion by bit-depth extension technique and decontouring method [6] , [7] . They were among the first researchers to concern this issue, although the specifics of HDR displays were not taken into account. Using a global method, Akyuz and colleagues performed two experiments [8] which revealed that in many circumstances a linear contrast scaling works surprisingly well for mapping LDR content onto HDR screens, based on the hypothesis that the input LDR image has high quality without compression artifacts. Masia et al. presented a simple expansion method based on γ transformation [9] . It first computes γ according to the key value of image, then boosts image using γ as exponential.
The global algorithms expand all pixels using the same function. Considering the different particularity of pixels in overexposed and non-overexposed areas, Banterle et al. proposed a general framework to expand LDR content with overexposure for HDR monitors [10] , [11] . They first use the iTMO (inverse Tone Mapping Operator) for initial expansion, and then compute an expand-map to reconstruct lost luminance profiles in overexposed areas and attenuate quantization or compression artifacts that can be enhanced during expansion. In almost concurrent work, Meylan et al. transformed the problem to a simple highlight detection by luminance thresholding, applying a piece-wise linear mapping function that allocates more range to those highlights [12] , [13] . Masia et al. proposed a classification expansion method which divides image into interesting objects and background, not into overexposed component and nonoverexposed component [14] . User chooses linear functions with different slopes to expand the objects and background. EI-Mahdy et al. presented a LDR to HDR algorithm based on camera sensor response curve [15] . It first uses the inverse of response curve to perform inverse tone mapping, then performs the dodge or burn operation to selectively increase or decrease the luminance values of pixels.
Rempel et al. gave a video expansion technique [16] , in which, the image frame is first filtered to remove artifacts due to the compression algorithms of the media; then the intensity is linearized and a binary mask is created by thresholding the saturated pixels; Finally, they compute a brightness enhancement map in real time as a blurred version of the binary mask, combined with an edge stopping function to retain contrast of prominent edges. The contrast of the LDR image is scaled according to the enhancement map. Kovaleski and Oliveira presented a similar method [17] to Rempel et al.'s, which substitutes a bilateral filter for the combination of a Gaussian blur and an edge stopping function used by Rempel. Banterle and colleagues extended their original framework to process video by designing a temporally-coherent version of the expand-map [18] . Didyk and colleagues advanced another expansion technique for video [19] . They classified a scene into three components: diffuse, reflections, and light sources, enhanced only reflections and light sources. This method is suitable for high quality video enhancement thanks to the temporal coherence of the segmentation and the expansion function. It is also interactive, which rely on user assistance to guide the process.
Most of the LDR to HDR algorithms described above deal with the overexposed areas during expanding by intricate methods. In contrast with these algorithms, based on the fact that human vision is more sensitive to image content distortion than luminance distortion, we facilitate the dynamic range expansion as far as possible to averting image content distortion. We devote to excluding mazy measure during dynamic range expanding by overexposed area preprocessing; eliminating the influence of overexposure before expanding. This separated approach makes the expanding forthright and improves the image to be more pleasant and maneuverable for consumer in amusement and security surveillance applications.
LDR to HDR Approach Description
In this section, we propose a new LDR to HDR approach. Figure 1 shows our framework, which mainly contains three stages: overexposed areas classification, overexposed areas preprocessing and dynamic range expansion. 
Overexposed Areas Classification
In practice, there are usually two types of overexposure in image: one is induced by Specular Reflection of object surface which we called SR overexposure; another one is induced by Light Source in the image such as sun or candle which we called LS overexposure. These two types of overexposure will be preprocessed respectively by two different adequate techniques. So, we first classify the image according to the type of overexposed areas. The classification procedure is performed by a method similar to Didyk et al.'s method [19] . A Support Vector Machine (SVM) with kernel as Eq. (1) makes an initial classification.
where z are overexposed area features including 1st-and 2nd-order image statistics (mean, median), geometric features (size, shape) and neighborhood characteristics (contrast, smoothness of neighboring pixels). These features are designed based on the statistics of 1600 manually classified overexposed areas. In order to correct potential errors of the classification procedure, after the initial classification step, any misclassified images will be corrected by user. So, the classification is semi-automatic. The proposed approach chooses overexposed area preprocessing method in function of the classification results. The SR overexposure is performed by the highlight removal technique. For the LS overexposure, our experiments show that the highlight removal technique cannot obtain satisfied results in certain cases. So, for this kind of overexposure, we will use PCA technique to correct it. In the following subsection, we will introduce these two kinds of techniques.
Overexposed Areas Preprocessing

SR Overexposed Area Processing
The SR overexposure is called highlight, and the highlight removal technique [20] , [21] is an essential subject in the field of computer vision. Most of these techniques [22] , [23] depend on the Dichromatic Reflection Model (DRM) introduced by Shafer [24] . They are capable of removing the specular reflection of object surface and recovering the surface information.
According to the DRM model, the radiance spectrum at each pixel position is the mixed spectrum as a linear combination of the diffuse component and the specular component: 
where
is maximum diffuse chromaticity. The diffuse chromaticity is defined as:
Since object surface materials may vary from point to point, Λ i changes from pixel to pixel. Estimating Λ i for every pixel from a single image is a non-trivial problem. So, a bilateral filter is used to approximate Λ max .
In this method, we firstly define the chromaticity of original image as:
Then, the maximal chromaticity σ max = max(σ r , σ g , σ b ) of original image I is bilateral filtered. The bigger one between the original σ max and its filtered version σ F max is used as an approximation of Λ max to compute the diffuse image. Figure 2 shows the SR overexposed areas removal results.
LS Overexposed Area Processing
The proposed approach correct the LS overexposed area by PCA technique, which includes two stages: overexposed area detection and overexposed area processing.
A. Overexposed area detection
In this stage, the overexposed areas in image are detected based on the difference between the original image and the Modified Specular Free (MSF) image [25] , [26] . The MSF image is obtained by adding the mean of the minimum of RGB color value of original image to the Specular Free (SF) image as shown in Eq. (6) . The SF image is calculated by subtracting the minimum of RGB color value in each pixel level (see Eq. (7)).
where: i ∈ {r, g, b}, I i (x, y) is the value of ith color channel at (x, y) pixel position of original image I, I min is the mean of I min (x, y) for all the pixels in the image.
Then, the difference between the original image and the MSF image is used to detect overexposed areas. If the differences in three color channels of a pixel are all bigger than the threshold, the pixel is overexposed; otherwise, the pixel is non-overexposed. The threshold value is set to I min . Figure 3 shows some LS overexposed areas detection results.
B. Overexposed area processing
After detecting the LS overexposed areas, we correct them by PCA technique. Figure 4 shows the LS overexposed area processing flowchart.
Since there are three color channels, RGB image can be represented by three principal components weighted by three eigenvectors:
where I is RGB value of image, V i and P i are principal component vectors and corresponding principal components respectively. It has been proved by experiments that in most cases, the second principal component corresponding to the second largest eigenvalue contains the part or whole of the overexposure component [25] . Sometimes it is not true, so a threshold value should be set to detect whether the second largest principal component contains overexposure component. Before this, the fidelity ratio f i need to be defined as:
where σ i is the ith eigenvalue. If f 2 < threshold value, the second principal component was detected as overexposure component, it will not be used in image reconstruction. The threshold value is set to 2 [25] . In experiments, it was found that the first principal component still contains part of overexposure. To eliminating this overexposure, histogram equalization was applied to the first principal component. The reconstructed image can be expressed as:
where P h is histogram equalized principal component and I Rec is the reconstructed image. The second item of the right side is included or removed in reconstruction according to fidelity ratio of second largest eigenvector. Through plenty of examinations, we found that the color of the reconstructed image I Rec is shifted. The original color of the image without overexposure is obtained by second order polynomial transformation. The main problem is to find the weight function for polynomial transformation. This weight function is calculated using transformation between detected non-overexposed part of original image and corresponding part of reconstructed image as:
The weight function W can be obtained by using least square pseudo inverse matrix calculation as: are the inverse and the transpose of matrix respectively. We apply the weight function to the second order polynomial extension M of reconstructed image I Rec to achieve the overexposure corrected image I Diff of the original image I:
Although the overexposed areas have been processed till now, we noted that in some cases the color in nonoverexposed areas of image I Diff is not exactly the same as the original image I, and sometimes the difference is visible. Furthermore, there are noise and artifacts in image I Diff . So, we combine the luminance of the original image and I Diff to obtain the final overexposure corrected image I D :
(x, y) over exposed area I Diff (x, y) (x, y) ∈ over exposed area (14) where, L and L Diff are the luminance information of original image and image I Diff respectively. Figure 5 shows the original image I, images I Diff and I D . From the figure, we can notice that the color in nonoverexposed areas of image I D is the same as that of original image I; but the color of image I Diff has apparent difference to original image I. From the images in right column, we also can find that image I Diff without combination has noise and artifacts.
Dynamic Range Expansion
After overexposed area preprocessing, the image is more suitable for expanding and more close to the normal exposure image. Akyuz et al. [8] got a result by two exper- iments: LDR image does not necessarily require sophisticated treatment to produce a compelling HDR experience; simply boosting the range of an LDR image linearly to fit the HDR monitor can equal or even surpass the appearance of a true HDR image. However, this result is obtained based on the assumption that LDR image has high quality. If the image contains overexposed area, the result is not always true.
Since overexposed areas in images are removed and corrected using our approach, according to the results obtained by Akyuz et al., we use simple linear expansion method to expand the image. This will bring forth two advantages: the first one is that the expanding method is global and linear, which makes the LDR to HDR algorithm alleviated; the second one is that the straightforwardness of the expanding method avoids causing artifacts in incorrectly exposed areas. The linear expansion calculation is given in Eq. (15): (15) where L l is the luminance of the pixel being scaled, L min and L max are the minimum and maximum luminance of the input image. I h is the maximum input intensity of the HDR monitor, L h is the luminance of the scaled pixels. This operation was applied to all pixels individually.
Experiments and Results
We implemented the proposed algorithm with Matlab2011b on Intel Core i5-2520M CPU @ 2.5 GHz, 4.00 GB RAM, win32 system. The maximum illumination of HDR monitor is set to 3000 cd/m 2 , according to Brightside's 37" HDR monitor. We used a set of images to test our approach; they represent a wide range of lighting conditions from very dark to very bright, including overexposed and underexposed scenes. Figure 6 shows a subset of the tested images.
In order to validate the proposed scheme, we operated on the test images and compared to other three algorithms: Banterle et al.'s operator [10] , Meylan et al.'s function [12] and LDR2HDR [16] (all the three algorithms perform sophisticated treatment to overexposed areas during expanding). The comparison is performed mainly by tone mapped [12] , LDR2HDR [16] , and our proposed approach.
version of the generated HDR images and the image quality metric results.
Tone Mapped Results
Because of limitations of the print medium, we cannot present the generated HDR images here directly, which are supplied as additional materials. We mapped them to LDR with Reinhard et al.'s photographic tone mapping operator [27] and showed a part of these LDR images in Fig. 7 . From the tone mapped versions, we observe that the proposed approach works well without inducing distortion or losing fidelity. Moreover, our method can reveal details which are invisible in the original LDR image, as (a) (c) (d) (e) in Fig. 7 . Furthermore, the proposed algorithm can totally eliminate the SR overexposure, as (a) (b) (c) (e) in Fig. 7 ; it can make the glaring LS overexposure more soft and comfortable, especially in Figs. 7(f) and 7(g), the tone mapped version of our HDR image is the most pleasing one of the four images. In brief, the results show that the proposed approach can make the images containing overexposed areas more popular and proper for entertainment and surveillance applications.
Image Quality Metric Results
In order to further validate the performance of the proposed method, we choose a novel image quality metric introduced by Aydin et al. [28] to assess the quality of generated HDR images (the original LDR images as reference images). This metric identifies distortions between two images, independently of their respective dynamic ranges. The metric uses a model of the human visual system, and classifies visible changes between a reference and a compared image. The result image generated by the metric is a summary image with red, green and blue pixels. The authors identify that red pixels mean reversal of visible contrast (when contrast polarity is reversed in the compared image with respect to the reference image); green pixels imply loss of visible contrast (when visible contrast in the reference image becomes invisible in the compared image); blue pixels denote amplification of invisible contrast (when invisible contrast in the reference image becomes visible in the compared image). In our test, the original LDR images are reference images, the generated HDR images are compared images. The metric parameters are set to the default values: Typical LCD, viewing distance of 0.5 m, pixel per visual degree 30, peak contrast 0.0025.
We compared the original LDR images (reference image) with HDR images generated by four algorithms considered in the comparison. A part of result images are showed in Fig. 8 . These images show that the metric result of our approach has more blue pixels and little red and green pixels. According to the authors of the metric, the larger blue value means that the LDR to HDR method can reveal more image details; the larger red and green value imply that the method introduced more contrast reversal and contrast loss. Thus, we can declare that our approach reveals more details and induces little contrast loss and reversal. This will be proved by the numerical results in Table 1 . In addition, from the last image of each row, we can note that between the HDR image generated by our method and the original LDR image, there is no loss, amplification or reversal of contrast in the overexposed areas. Table 1 gives the red, green and blue pixel percentages (the ratio of the red/green/blue pixel number to the total image pixel number) of result images obtained by Aydin et al.'s HDR metric. The data in Table 1 also shows that our method obtains more blue pixels and little red, green pixels. These data similarly imply that the proposed approach can arouse more image visibility and induce little contrast loss and reversal in average. We also tested and validated our overexposed area processing methods with Aydin et al.'s image quality metric. We compared the original LDR image (reference image) with LDR image after preprocessed. Referring to the original images in Fig. 6 , the results in Fig. 9 indicate that the overexposed area preprocessing techniques indeed and just process the overexposed areas. Figure 9 (b) infers that the highlight removal technique can eliminate the specular reflection and recover the surface information (the information of overexposed area is visible after processing, it is colored blue). Both techniques induce slight detail loss and contrast reversal; however, these are negligible (2.17% green percentage and 3.62% red percentage per pixel for Church; 0.39% green percentage and 0.43% red percentage per pixel for Pear).
These good performances owe to the separation method and the appropriate techniques for different overexposure. The separation method eliminates the special treatment to the overexposed areas, which facilitates the dynamic range expanding and avoids image distortion. The proper techniques for overexposures guarantee the effect of the image preprocessing, which favors the high quality of the generated HDR images.
Conclusions and Perspectives
In this paper, we have presented a new LDR to HDR approach for dynamic range expansion of legacy, low dynamic range images. Unlike some existing algorithms, we separate the overexposed area treatment from the dynamic range expanding step. This separated scheme dispels the potential to make the image appear worse than before processing and prevents the objectionable artifacts in significant area of image. Moreover, our approach process the overexposed area by different techniques according to their types, which makes it sophisticated and proper for the most familiar kinds of overexposure in practice.
The experiments demonstrate that the proposed approach can make result images more favorable and natural, facilitating the applications such as image segmentation, object recognition, film, television, video surveillance etc. The image quality metric indicates that our approach works well in comparison to the algorithms using mazy treatment to overexposed areas in expansion. Furthermore, it should be noted that despite we describe this study focusing on image with overexposure, our approach also gets pleasing results for underexposed areas in images (see Figs. 7(a), 7(d) and 7(e)).
The results obtained by the metric also conclude that the overexposed area preprocessing methods perform well; it allows initiating more details in the most significant areas of images and leading little negligible detail loss and contrast reversal.
In the actual framework, the overexposed area classification is not automatic; we would like to study some automatic classification method. Moreover, we will explore other high efficiency overexposure removal techniques to improve performance of the approach. In the future, we also want to optimize our algorithms and implement them on hardware embedded system. 
