Introduction.-In the derivation of necessary conditions for various optimization problems one should distinguish two basic elements: the first element is common to all problems and deals with optimization in itself, whereas the second element is an exercise in ordinary differential equations, difference equations, or partial differential equations, according to the particular nature of the problem under consideration. The present paper is a contribution to the first of these elements: we give a very general maximum principle for a mathematical programing problem over an arbitrary set. Although nonlinear optimal control problems have been our original motivation, we shall show, by an example, that the results of this paper include the standard Kuhn-Tucker necessary conditions and generalize them from
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The reader will find in Dubovitskiy and Milyutin,2 Gamkrelidze,4' Halkin,6 7 and Neustadt9' 10 a suitable background for the present paper. =O for i = -M', ...,-1, and soi(zo) < Ofor i = -,A ....,-a'-1. We can repeat the preceding arguments with ,u replaced by .t'. The only change that need be made is to choose 6* C D sufficiently small (when achieving the contradiction) so that (io D(x) < O for x C S and for i = -it, .. ., -g' -1 as well as for i = -1 (it is easily seen that this can be done on the basis of our assumption). We then arrive at relations (a), (fi), and (y), but with ,u replaced by is'. Setting aj = 0 for i < -.', we obtain the desired relations (a), (d3), ("y), and (6) . 1i2(y) < h12(y) for all y E Hi2. Successively repeating the above construction we arrive at relations (e) and (v).
If 8 is a topological linear space, 0 is an interior point of Hf, and hi is continuous at 0 (for some i C J), it follows from (X7) that li(y) < If we set M = L -zo and Hi = 8 for each i, and let h4(y) = so,(y + z) -oi(zo) for each i < 0 in case (I), then it is straightforward to verify that 8, M, the Hi,and, the hi satisfy the assumption described in §2-both in cases (I) and (II). Indeed it is only necessary to choose D = (0,1) and 0(y,6) = zo + by (independent of A) in (iv). To apply our theorem to nonlinear optimal control problems, it is necessary to consider sets L (in suitable linear spaces), which are not necessarily convex, but which possess "first-order, convex approximations," near zo. For details, the reader is referred to references 9 and 10.
