We present the approaches for the four video-tolanguage tasks of LSMDC 2016, including movie description, fill-in-the-blank, multiple-choice test, and movie retrieval. Our key idea is to adopt the semantic attention mechanism; we first build a set of attribute words that are consistently discovered on video frames, and then selectively fuse them with input words for more semantic representation and with output words for more accurate prediction. We show that our implementation of semantic attention indeed improves the performance of multiple video-tolanguage tasks. Specifically, the presented approaches participated in all the four tasks of the LSMDC 2016, and have won three of them, including fill-in-the-blank, multiplechoice test, and movie retrieval.
Introduction
We present the approaches for the four video-tolanguage tasks of LSMDC 2016 [16] . The LSMDC (Large Scale Movie Description Challenge) has been one of the most active and successful challenge series to boost up the progress of video and language research. Its second workshop will be held in Amsterdam in conjunction with ECCV 2016. The challenge defines four interesting tasks on the LSMDC dataset that combines two previous datasets: MPII Movie description dataset (MPII-MD) [15] and Montreal Video Annotation Dataset (M-VAD) [20] . The tasks include (i) Movie description: generating a single descriptive sentence for a given open-domain movie clip, (ii) Fill-in-theblank: given a video and a sentence with a single blank, filling in the blank by finding a suitable word from the whole vocabulary set, (iii) Multi-choice test: given a video query and five descriptive sentences, choosing the most correct one out of them, and (iv) Movie retrieval: ranking 1,000 movie clips for a given natural language query.
We design a different base model for each of LSMDC tasks, based on the state-of-the-art models ranging from bidirectional LSTM networks [5, 18] to Multimodal Compact Bilinear model [2] . We then adopt the semantic attention mechanism, which has been shown to improve the performance of image captioning [23] , although it has not been applied to video captioning. In order to apply this idea to video domain, we first obtain a set of attribute words by selecting the most consistent words discovered by the DenseCap algorithm [7] that is applied to the frames of a video. Then the attention mechanism selectively focuses on the attribute words and fuse them with input words to better represent the hidden states of encoders, and with output words to generate more accurate word prediction.
We summarize the contributions of this paper as follows.
1. We propose using semantic attention mechanism for four different video-to-language tasks, inspired by its recent success in image captioning [23] . We build a set of attribute words that are consistently discovered by DenseCap [7] on video frames, and then selectively fuse them with input words for more semantic representation and with output words for more accurate prediction. We show that our implementation of semantic attention indeed improves the performance of multiple video-to-language tasks.
2. Our models participated in all the four tasks of the LSMDC 2016, and have won three of them, including fill-in-the-blank, multiple-choice test, and movie retrieval. The exact ranking of our model for the other task, movie description, has not been released, since only winners are announced as of October 10th, 2016.
LSMDC Dataset and Tasks
We here summarize the LSMDC dataset and four tasks of LSMDC 2016, whose details can be found in [16] and the challenge homepage 1 .
and Montreal Video Annotation Dataset (M-VAD) [20] . The key characteristic of the LSMDC dataset is that it takes advantage of Audio Description (AD) and Descriptive Video Service (DVS) resources of movies to obtain linguistic descriptions of the scenes, which are originally provided for blind or visually impaired people. Since they are aligned well to the videos, and transcribe key visual content of the clips by professionals, they can be valuable sources for vision and language research. The dataset also exploits the scripts obtained from the web for some movies. In total, the dataset contains a parallel corpus of 118,114 sentences and 118,081 video clips of about 5 seconds long sampled from 202 movies.
LSMDC 2016 Tasks
The LSMDC 2016 consists of four video-to-language tasks in three different tracks for movie understanding and captioning as follows.
Movie Description
This task is related to video captioning; given a short video clip, the goal is to generate a single descriptive sentence that is as close to the groundtruth as possible. The challenge provides a subset of the LSMDC dataset named LSMDC16, consisting of short (4-5 seconds) movie clips and associated sentence descriptions. It is divided into training, validation, public test, and blind test set, whose sizes are 91,941, 6,542, 10,053, and 9,578, respectively. The challenge winner is determined by the performance on the blind test set via both automatic and human evaluation. BLEU-1,2,3,4 [14] , ME-TEOR [10] , ROGUE-L [12] and CIDEr [21] , with more focus on the METEOR score. The human evaluation is performed by asking human judges over AMT to rank sentences for how helpful they would be for a blind person to understand what is happening in the movie.
Movie Annotation and Retrieval
This track measures the video retrieval performance of algorithms. The track is further divided into two tasks below.
(1) Multiple-Choice Test: Given a video query and five candidate captions, the goal is to find the correct one for the query out of five possible choices. The correct answer is the groundtruth caption and four other distractors are randomly chosen from the other captions that have different activity-phrase labels from the correct answer. The evaluation metric is the percentage of correctly answered test questions from 10,053 multiple-choice public-test data.
(2) Movie Retrieval: The test set of this task consists of 1,000 video/activity phrase pairs sampled from the LSMDC16 public-test data. Then, the objective is, given a short query activity-phrase (e.g. answering phone), to find its corresponding video out of 1,000 candidate videos.
The evaluation metrics include Recall@1, Recall@5, Recall@10, and Median Rank (MedR). The Recall@k means the percentage of groundtruth videos in the first k retrieved videos, and the MedR indicates the median rank of groundtruth videos. The winner is determined by the metric of Recall@10. Each algorithm predicts 1, 000 × 1, 000 pairwise rank scores between phrases and videos, from which all the evaluation metrics are calculated.
Movie Fill-in-the-Blank
This track is related to visual question answering. The task is, given a video clip and a sentence with a blank in it, to predict a single correct word to fill in the blank. The test set includes 30,000 examples from 10,000 clips (i.e. about 3 blanks per sentence). The evaluation metric is the prediction accuracy (i.e. the percentage of predicted words that match with the groundtruths).
Preprocessing
We explain the pre-processing steps for representation of words and video frames.
Dictionary and Word Embedding
We define a vocabulary dictionary by collecting the words that occur more than three times in the training set. The dictionary size is about V = 12, 486, from which our models sequentially select words as output.
We train the word2vec skip-gram embedding [13] to obtain the word embedding matrix E ∈ R d×V where d is the word embedding dimension and V is the dictionary size. We set d = 300 in our implementation.
Video Representation
We first equidistantly sample one per ten frames from a video, to reduce the frame redundancy and memory consumption while minimizing loss of information. We denote the number of video frames by N . We limit the maximum number of frames to be N max = 40; if a video is too long, we use a wider interval for uniform sampling.
Visual Feature. We employ a convolutional neural network (CNN) to encode visual input. Specifically, we extract the 2,048-dimensional representation of each frame from the conv5b layer (i.e. R 7×7×2,048 ) of ResNet [4] pretrained on ImageNet dataset [17] . We denote the visual features of frames by
. Video Attribute Detection. In order to define a set of attribute words for a video, we obtain spatially-located sentences using the DenseCap 2 model [7] pretrained on VisualGenome dataset [9] . Among the language descriptions that DenseCap discovers, we select top K(= 20) words that occur most continuously and frequently. That is, we prune the words that occur only in a short period of time or in a small region. We use the K words as the video attribute set for a video. Once we represent each word as a V -dimensional one-hot vector, we multiply it by E described in (3.1); Finally, the attribute word set is denoted by
Approach
We design a different model for each of four tasks of LSMDC 2016. We below present the details of the models.
A Model for Description
Our proposed captioning model relies on two types of attention, which are temporal attention and semantic attention. The temporal attention on frames have been one of the most dominant approaches in video captioning literature [22, 24] . The semantic attention on the attributes has been shown to be effective in image captioning [23] , although it has not been applied in the video domain yet. . The model comprises video encoding and captioning decoding LSTMs, one temporal attention component, and two semantic attention models. The two LSTM networks have two layers in depth, with layer normalization [1] and dropout [19] with a rate of 0.2.
Video Encoder. The video encoding LSTM encodes a video into a sequence of hidden states {s n } N n=1 ∈ R D , where the dimension of hidden states is D = 500.
Temporal Attention. The temporal attention vector l t ∈ R D at each output step t is obtained by
where α t,n is a temporal attention weight at t with n α t,n = 1, p t−1 ∈ R D is an output word vector in previous step t − 1, and W n ∈ R D×D is a parameter to learn. Finally, l t is batch-normalized [6] before being used in other parts of the model.
Caption Decoder. The caption decoding LSTM is a normal LSTM layer as follows:
where the input x t to the LSTM is an intermediate representation of t-th word input with semantic attention applied, as will be described below. We initialize the hidden state at t = 0 by the last hidden state of video encoder: [23] , our model in Fig.1 uses the semantic attention in two different parts, which are called as input and output semantic attention, respectively.
The input semantic attention φ computes attention weights γ t,i , which is assigned to each attribute word a i . It helps the caption decoding LSTM focus on attribute words differently at each step. The attention weight γ t,i ∈ R K and input vector x t ∈ R D to the LSTM are obtained by
Since the previous word y t−1 is V -dimensional, we multiply it by the word embedding matrix E to make it Ddimensional. The parameters to learn include
The output semantic attention guides how to weight the attribute words {a i } when generating an output word y t at each step. We first concatenate the temporal attention vector l t and the hidden state h t of caption decoding LSTM, and feed it into the fully-connected layer to obtain o t , which acts as a query of the attribute attention function ϕ. We then compute p t ∈ R D by attending the attribute set {a i } with the weight β t,i :
where σ is the hyperbolic tangent, and parameters include
Finally, the probability of output word is obtained via softmax on p t as
where W y ∈ R V ×D and b y ∈ R V . This procedure loops until y t corresponds to the <EOS> token.
Training. To learn the parameters of the model, we define a loss function as the total negative log-likelihood of all the words with regularization terms on attention weights {α t,i }, {β t,i }, and {γ t,i } [23] : where g is regularization function with setting hyperparameters to p = 2, q = 0.5 as Figure 2 shows the proposed model for the fill-in-theblank task. It is based on Bidirectional LSTM network (BLSTM) [18, 5] , which is useful in predicting a blank word from an imperfect sentence, since it considers the sequence in both forward and backward direction. Our key idea is that we employ the semantic attention mechanism on both input and output of the BLSTM, to strengthen the meaning of input and output words with the attribute words. We use the similar semantic attention modules to those of the captioning model in Figure 1 .
A Model for Fill-in-the-Blank
The model takes word representation {c t } T t=1 and attribute words {a i } K i=1 as input. Each c t ∈ R d is obtained by multiplying the one-hot word vector of a word by E. Suppose that the t-th text input is a blank word for which we use a special token <blank>. Then, we add the word prediction module only to the t-th output o t of the BLSTM.
Semantic Attention. The input and output semantic attention of this model is almost identical to those of the captioning model in section 4.1. The input semantic attention is represented as follows:
which are similar to Eq.(5)-(6), only except that this model takes word representation c t ∈ R d as input at each time step, instead of the previous word vector y t−1 . Then the attention weighted word representation {x 1 , x 2 · · · , x T } is fed into the BLSTM.
The output semantic attention is also similar to that of the captioning model in section 4.1, only except that we apply the attention only once at t-th step. We input o t , which is the output of BLSTM, into the output attention function ϕ. It generates p ∈ R D by attending the attribute set {a i } with the weight β t,i .
where all the parameters are identical to those of Eq. (8)- (9) in section 4.1. Bidirectional LSTM. The input video is represented by the video encoding LSTM in Figure 1 , and then the hidden state of the final video frame s N is used to initialize are forward and backward hidden states of BLSTM, respectively. The BLSTM is represented as follows:
where parameters include W h ∈ R D×2D and b h ∈ R D . We also use the layer normalization [1] .
Finally, the output word probability y given a blank sentence {c t } T t=1 is obtained via softmax on p of Eq. (16) as
where W y ∈ R V ×D and b y ∈ R V . During training, we learn the parameters by minimizing loss function L as
where g is the same regularization function of Eq.(12). Figure 3 (a) illustrates the model for the multiple-choice test. It takes a video and five choice sentences among which only one is the correct answer. Hence, our model computes the compatibility scores between the query video and five sentences, and selects the one with the highest score.
A Model for Multiple-Choice Test
The multiple-choice model shares much resemblance to the model for fill-in-the-blank in Figure 2 . First, it is based on the LSTM network, although it is not bi-directional. Second, it inputs the query video into the video encoding LSTM, and use its last hidden state s N to initialize the LSTM model. Third, the model uses the same word representation {c t } T t=1 for each candidate sentence. Finally, it exploits the same input semantic attention of Eq. (13)- (14), although it does not apply the output semantic attention because output is not a word but a score in this task.
We obtain a joint embedding of a pair of a single video and a sentence using the LSTM network:
where x t is obtained via the input semantic attention of Eq. (13)- (14), from the input sentence representation
. We also initialize the hidden state h 0 = s N by the final hidden state of video representation. Once the sentence is fed into the LSTM, we obtain a multimodal embedding of a video-sentence pair as the final hidden state h T of the LSTM.
Alignment Objective. The objective of the multiplechoice model is to assign high scores for the correctly matched video-sentence pairs but low scores for incorrect pairs. We measure a similarity score S kl between a movie clip k and a sentence l as follows:
where W a ∈ R D×D , b a ∈ R D and W s ∈ R D . We train the model using a max-margin structured loss objective:
where l * denotes the answer sentence among the five candidates. This objective encourages a positive video-sentence pair to have a higher score than a misaligned negative pair by a margin ∆. We use ∆ = 1 in our experiments. At test, for a query video k, we compute five scores {S k,l } 5 l=1 of the candidate sentences, and select the one with maximum score S k,l as the answer. Figure 3 (b)-(c) illustrate our models for movie retrieval. First of all, our models are based on the Multimodal Compact Bilinear (MCB) model [2] , mainly due to its state-ofthe-art performance for image question and answering. The key updates of our model are two-fold. First, we transform it as a ranking model, and thus we replace the final softmax layer for classification by the score computation layer used in the multiple-choice model in section 4.3. Second, we test two variants as the input to the MCB layer, which originally learns a joint representation between images and questions. While fixing the query sentence as one input, we test the other input of the compact bilinear pooling with the video embedding and the semantic attribute embedding as shown in Figure 3(b)-(c) . Finally, we compute the ranking output as the averaged score of an ensemble of these two models.
Models for Retrieval
For the video encoding, we use the final hidden state s N of the video encoding LSTM as done in our aforementioned models. We apply the similar idea to represent a query sentence; we use the final hidden state of query encoding LSTM q N as question encoding.
To measure a similarity score S k,l between a movie k and a sentence l as follows (see Figure 3 (c)):
The function notation ν means MCB layer [2] , which captures the interactions between different modalities better than simple concatenation. That is, we learn the multimodal space for common features between video encoding LSTM and query encoding LSTM. The joint representation extracted from the MCB layer is multiplied by W p ∈ R 8,000×1,500 in Eq.(25), and further processed by a consequent maxout layer [3] , which yields non-sparse activations while mitigating overfitting. Finally, we obtain the score by multiplying the output by W s ∈ R 1500×1 . To further enhance the retrieval performance, we also compute the ranking score using the set of semantic words Figure 3(b) . It enables to obtain the joint embedding between the query sentence and each attribute word:
where we use the same set of parameters with Eq. (25)- (27). The final ranking score corresponds to the averaged score of an ensemble of models in Figure 3 (b)-(c).
We use the same max-margin structured loss objective with the multiple-choice model:
which encourages a positive video-sentence pair to have a higher score than a misaligned pair by a margin ∆ (e.g. ∆ = 3 in our experiments). At test, for a query sentence k, we compute scores {S k,l }
1,000
l=1 with 1,000 videos in the test set. From the scores, we can rank the videos for the query.
Experiments
We discuss implementation details, and then report the experimental results of the proposed models for the tasks of LSMDC 2016.
Implementation Details
Optimization. We train all of our models using the Adam optimizer [8] to minimize the loss, with an initial learning rate in the range of 10 −4 to 10 −5 . We adopt the data augmentation of image mirroring. We also use batch shuffling in every training epoch.
Movie Description. The split of LSMDC16 dataset is provided by the challenge organizers: (training, validation, test, blind test set) = (101079, 9578, 10053, 7409) videosentence pairs respectively. We train our model using the training set of this split and Para-Phrase AD sentences that are additionally provided by the challenge organizers 3 . Fill-in-the-blank. The LSMDC16 dataset for the fillin-the-blank is split into (training, validation, test set) = (296961, 98483, 30350). We also use officially provided training set only. To improve prediction accuracy, we use an ensemble of models; the answer word is obtained by averaging the output word probabilities of three identical models trained with different initializations.
Multiple-choice test. During training, we initialize all the parameters using a pretrained model for movie description, and then fine-tune using the multiple-choice training dataset only. The two new parameters (i.e. W s and W a ) are initialized with random Gaussians. With a single model, we achieve the accuracy ∼ 63% with the hidden unit size D = 1, 000. As final submission, we use the averaged score S k,l of an ensemble of three randomly and independently trained models with D ranging from 500 to 1000, which achieves the best accuracy ∼ 65%.
Movie Retrieval. Our video encoding LSTM and query encoding LSTM use the same parameter setting with the LSTM networks for movie description. We use the dropout [19] before the maxout layer with the rate of 0.5. The video-sentence similarity matrix M ∈ R 1,000×1,000 is obtained with an ensemble of three different types of models. First, we train six retrieval models with different parameter setting. Second, we obtain the similarity matrix using the multi-choice model because it can also generate a similarity score for a video-sentence pair. Third, we also use the movie description model to generate a sentence for a video and then compute the METEOR score with its query sentence as a similarity between a movie and a sentence. To build an ensemble model, we average the eight similarity matrices into the final similarity matrix. We also test additional TGIF [11] dataset for training our model, but it leads little performance improvement.
Quantitative Results
We report the quantitative results by referring to the statistics in the official evaluation server of LSMDC 2016 as of the submission deadline (i.e. September 25th, 2016 UTC 23:59). We summarize the results of movie description 4 in Table 1 , movie fill-in-the-blank 5 in Table 2 , movie multiple choice 6 in Table 3 , and movie retrieval 7 in Table 4 .
Results of Movie Description
In Table 1 , the performance of algorithms is compared with four different language similarity metrics, BLEU [14] , METEOR [10] , ROGUE [12] and CIDEr [21] . Our approach ranks (4, 3, 3, 6)-th in BLEU-1,2,3,4 metrics, 3rd in METEOR, 5th in ROGUE, and 6th in CIDEr. Figure 4 shows some examples of our movie description. We present groundtruth (GT), our predicted sentence (Ours), and used attribute words in each set. As shown in the examples, our predicted sentences are often related to the content of clips well, but they are not always correctly matched with the GTs. For instance, the generated sentence for Figure 4 (c) is someone is wearing a hat, which is relevant to the clip where a man indeed wears a hat, although its GT sentence is the man glaces around. Table 2 clearly shows that our approach outperforms all the participants with large margins for the fill-in-the-blank test. For example, our method is better than the runner-up (amirmazaheri) by 6.5%p. hints that sometimes a given sentence itself may be sufficient to predict the word in the blank correctly. The subject vehicle and the last word off can make the model easy to predict the correct word speed.
Results of Movie Fill-in-the-Blank

Results of Movie Multiple-Choice Test
For the multiple-choice test, our approach also ranks the first as shown in Table 3 . As in the fill-in-the-blank, the multiple-choice task also benefits from the average prediction by an ensemble of the models that are trained independently (e.g. accuracy improvement from 63.10% to 65.70%). Figure 6 shows two examples of correct and wrong answers in (a) and (b), respectively. Figure 6(b) is an example of very challenging questions in the dataset, because it requires to correctly understand the eye movement that is only shown in a small region of a short period of the clip. Table 4 compares Recall@k (R@k) and Median Rank (MedR) metrics between different algorithms on 1,000 video/sentence test pairs. Since the LSMDC uses R@10 as the main metric to rank the algorithm performance, our approach is chosen as the winner for this challenge. Figure 7 displays the correct, near-miss, and wrong retrieval examples of our algorithm. In Figure 7 (a), our model focus on dance and together to retrieve clips. Figure 7( objects like gun. The first and firth retrieved clips indeed include the gun. Figure 7 (c) is a near-miss example in which our method nearly fails to catch the meaning of shoreline and mountain beyond. Nonetheless, our first ranked video shows a wide-shot on a mountain-like scene (e.g. sky, grass field and trees). Figure 7 (d) illustrates a misunderstanding of cross the driveway, although our model can retrieve the scene of cars, houses, and road.
Results of Movie Retrieval
Conclusion
We proposed multiple video-to-language models to participate into four tasks of LSMDC 2016. All the proposed models share one key idea that adopts the semantic attention mechanism on a set of descriptive attribute words consistently discovered on video frames. We showed that our implementation of semantic attention indeed improves the performance of captioning, retrieval, and question and answering; specifically, we won three tasks in LSMDC 2016, including fill-in-the-blank, multiple-choice test, and movie retrieval. Figure 7 . Examples of the movie retrieval task: (a)-(b) correct, (c) near-miss, and (d) wrong retrieval. In (c) and (d), we also show our retrieval ranks of the GT clips, 13th and 129th, respectively.
Candidate Sentences
