We apply cross-spectral methods, dynamic correlation index of comovements and a VAR model to study the cyclical components of GDP and tourism income of Switzerland with annual data for the period 1980 -2007. We find evidence of 4 dominant cycles for GDP and an average duration between 9 and 11 years. Tourism income is characterized by more cycles, giving an average cycle of about 8 years. There are also common cycles both in the typical business cycle and in the longer-run frequency bands. Lead / lag analysis shows that the two cyclical components are roughly synchronized. Simulations via a VAR model show that the maximum effect of 1% GDP shock on tourism income is higher than the maximum effect of 1% tourism income shock on GDP. The effects of these shocks last for about 12-14 years, although the major part of the shocks is absorbed within 5-6 years.
Introduction
The tourism sector is one of the most significant sectors in the modern world economy. However, despite its significance, the economics of tourism has not been given much attention, at least when compared with more core economics areas such as macroeconomics or econometric theory and methods, (Papatheodorou, 1999) . Furthermore, within the economics of tourism literature, econometric tools are rather limited in comparison to those applied in macroeconomics, for example. However, in recent years, the number of papers using econometric methods and tools in tourism research has increased significantly. Several authors already employ standard econometric tools such as ARIMA modelling, Cointegration and Error Correction Mechanisms for forecasting purposes and to measure the long-run relationship between tourism and GDP, and when data are not available or are of low quality, Computable General Equilibrium models are implemented to assess the impact of tourism on other sectors. See, inter alia, Ballaguer and Catavella-Jorda (2002) , Dritsakis (2004) , Durbarry (2004) , Papatheodorou and Song (2005) , Narayan (2004) , Sugiyarto et al (2003) , Wyer et al (2004) . Reviewing the relevant literature one can realize that the vast majority of econometric research in tourism is conducted almost exclusively in the time domain while frequency-domain (spectral and cross-spectral) methods are rather the exception. For example, out of 121 studies referring to modeling and forecasting of the tourism demand, only one (Coshall, 2000) apart from seasonality modeling, applied frequency-domain analysis, as it is evident from a review made by Song and Li (2008) of post 2000 research papers on the issue. In his research, Coshall (op.cit.) found that cycles of passenger flows from UK to France, Belgium and the Netherlands depend on cycles in exchange rates, not on the GDP cycle.
It is also interesting to note that frequency-domain methods studying the relationship between macroeconomy and tourism, to our knowledge, are not met in the literature for Switzerland. Frequency-domain methods are valuable in that they allow the decomposition of an economic time series into several periodic components with different weights, providing, thereby, a clearer picture within a particular frequency band, which otherwise would not be visible had classical time-domain methods been employed.
In this paper we would like to contribute to tourism research by studying the relationship between GDP and tourism income in Switzerland in the business cycle frequency and longer-run bands (i.e. cycles of 1.5 -10, or even more, years) by means of classical spectral methods and the recently introduced dynamic correlation analysis, as well as of classical time-domain methods with Vector Autoregressive (VAR) models. Dynamic correlation, developed by Croux et al, (2001) , is an index of comovement within the cross-spectral methods and measures the percentage of shared variance between two time series at a particular frequency band of interest. In particular, we seek to identify which individual cycles in both GDP and tourism income are important in terms of duration within the business cycle band. Further, we ask which of these individual cycles are more intensively correlated with each other and study the lead / lag relationships between these two cycles. Finally, since frequency-domain and time-domain methods are considered two alternative representations of the same stochastic process, highlighting different aspects of the process in question, we are also experimenting with a VAR model to investigate the interaction of GDP with tourism income by means of impulse response functions, in terms of magnitude, trajectory path and time required for the system to return to the long-run equilibrium. Our findings are: First, average cycles of 9 or 11 years (depending on the method of computation) for GDP, of 8 years for tourism income, and common cycles positively correlated in the business cycle and in the longer-run frequency bands. The dominant cycles of both variables are roughly synchronized. Second, the maximum effect of 1% GDP shock on tourism income is higher than the maximum effect of 1% tourism income shock on GDP. The effects of these shocks last for about 12-14 years, although the major parts of the shocks are absorbed within 5-6 years.
The remainder of the paper is organized as follows: In Section 2 we present a short description of the Swiss tourism sector. Section 3 deals with the statistical methodology (spectral analysis and VAR models) and in Section 4 we perform a series of preliminary tests and present the spectral estimates. Section 5 refers to the estimates of the VAR model, simulation of policy scenarios and the corresponding transmission mechanisms. Section 6 concludes the paper. Tables and Figures are given in Appendix A and a brief exposition of spectral methods and VAR models is given in Appendix B.
A Short Description of the Swiss Tourism Sector
Tourism is an important sector for Switzerland. It accounts for 5%-6% of the GDP of the Confederation and employs a workforce corresponding to 335000 full time employees, accounting for 10% of total employment. At some cantons the importance of tourism is very high. For example, in the canton of Grison, tourism accounts for 30% of the cantonal GDP and 30% of the employment. In the canton of Valais, the figures are 25% and 27% for the cantonal GDP and the employment, respectively (Swiss Tourism in Figures, 2008) . The multiplier effect of tourism in the total economy is particularly high in Switzerland. This can be ascribed to the fact that the country has specialized in tourism for more than a century, leading to high productivity per employee. Indeed, in Switzerland there are many natural beauties (e.g. the Alps and the lakes) along with high quality resort centers, and, probably, in these areas not many alternatives for development, beyond tourism, exist. At the word level, Switzerland still holds one of the top positions on the basis of many of indices of tourism. According to a new index compiled by the World Economic Forum, Switzerland has been recognised as the most competitive travel and tourism sector in the world. As an example, in the World Economic Forum's first Travel and Tourism Competitiveness Index (TTCI), and according to the Travel & Tourism Competitiveness Report 2007, Switzerland outranked 124 other countries based on its safety record and high quality staff in the tourism sector (World Economic Forum website). This is a very positive evaluation for the tourism sector of the country despite the fact that Swiss tourism has lost much of the dominant position it had enjoyed in its heyday of the "belle époque" in the 19th century. Due to the importance of the tourism sector for the country, the Swiss government and parliament again decided to consider tourism as a strategic sector of the economy during the parliament's summer session in June 2000 (OECD, 2000) .
Methodology: Spectral Analysis and VAR Models
Spectral analysis has not been very frequently met in economic literature as in other disciplines, such as engineering or physics. However, spectral analysis is the subject of growing interest among economists during the last decades. See, for example, Granger and Hatanaka (1964) , Granger and Watson (1984) , Granger (1966) , Baxter and King (1995) , Levy and Dezhbakhsh (2001) , Iacobucci (2005) . On the other hand, VAR models both in their 'atheoretical' form (e.g. see Sims, 1980) and in their connection to economic theory (e.g. the cointegration variants, see inter alia, Johansen (1988) and Johansen and Juselius (1990 , 1992 , 1994 ), have been employed for a long time in economics and are now considered standard tools in economic analysis. Appendix B presents some basics of spectral analysis and VAR models that are relevant to the present paper. (Hodrick and Prescott, 1997) with smoothing parameter 100 λ = . Since the HP filter has been applied in the logarithms of the series t y (the actual series), the difference actual data -estimated trend expresses, approximately, the percentage change of each observation at time t from the estimated trend (extracted by the HP filter) at time t . The long-run developments of the variables are presented in Figure 1 and the cyclical components in Figure 2 . It seems from Figures 1 and 2 that the HP filter captures quite well all the recessions of the past decades since 1980. In general, the Swiss business cycle follows the same path as the European cycle. See Parnisari (2000) for the recessions in Switzerland and their connections with the European business cycle.
Data

Descriptive Statistics
Descriptive statistics of these series are presented in Table 1 . From these statistics we observe that the volatility (measured by the standard deviation) of the tourism income cycle is almost double that of the volatility of GDP cycle. This reflects the higher uncertainty tourism income exhibits, relative to GDP, and it is a wellestablished fact in the literature. Further, the minimum points (the troughs) of the cycles also differ: tourism income cycle has reached even 5.6% below the trend line whereas GDP cycle has reached at 2.9% below the trend line. Both cycles follow the normal distribution, as this is evident from the Jarque -Bera (JB) statistics which indicate that the null hypothesis of normality cannot be rejected at any conventional significance level (1%, 5%, 10%). The mean of both series is zero, since the cycles have been constructed as deviations from the flexible HP trend line. Last, but not least, cross-correlation coefficients, displayed in Table 2 , show that the maximum correlation 0.65 occurs at zero lag / lead, while the correlations at other leads and lags are quite lower. On the basis of the cross-correlation coefficients, this is an indication that the tourism income cycle is mainly procyclical.
Stationarity Tests
The above tests are meaningful only if both cycles are stationary. Although we expect them to be stationary on theoretical grounds, statistical tests are required to verify the stationarity properties of the variables. We initially employ the ADF test (Dickey and Fuller, 1979) and the SIC, i.e. the Schwarz information criterion (Schwarz, 1978) for the determination of the integration order of these two series. However, since we use a VAR model for the study of the transmission mechanism of the stochastic shocks, we also employ the Johansen (op.cit.) cointegration test to determine the integration order of the series. Table 3 and Tables 4(a) and 4(b) display the ADF test and the Johansen (op.cit.) cointegration test (with trace and maximum eigenvalues statistics), for which the lag length has been determined according to SIC, shown in Table 5 . Finally, as a further indication of the integration order, we provide in Table 6 the roots of the inverse characteristic polynomial of the VAR model. From the ADF test we conclude that the null hypothesis of a unit root process is rejected for both series at 5% and 10% significance levels. Hence, on the basis of this test, both series are stationary. Tables 4(a) and 4(b) present the Johansen (op.cit.) cointegration test with a constant in the cointegration space and no trend in the data. Both trace and maximum eigenvalue statistics confirm that the cointegrating rank equals 2, implying that the VAR model is stationary. Table 5 presents several information criteria for the determination of the optimal lag length. According to Likelihood Ratio (LR), Final Prediction Error (FPE) (see Patterson, 2000) , and SIC criteria, the optimal lag length is 2, whereas according to AIC (Akaike, 1974) , and HQ (Hannan and Quinn, 1979) , the optimal lag length is 8. Given the small sample (28 observations), we decided to consider that optimal lag length is 2 and not 8, in order to save valuable degrees of freedom, required for better statistical properties of the estimators. The selection of 2 lags still ensures the statistical adequacy of the VAR model, see Table 11 and Figures 9 and 10. The stationarity of the VAR can also be confirmed from the inverse roots of the characteristic polynomial of the VAR, shown in Table 6 and Figure 3 , where all roots are inside the unit circle of the complex plane. All inverse roots are complex and have modulus less than 1, a fact that verifies the stationarity of the VAR.
From all these tests concerning the integration order of our processes, we conclude that both processes are of zero integration order, that is, they are stationary. Therefore, the information concerning the descriptive measures, displayed in Tables  1 and 2 , is statistically valid and meaningful from an economic point of view.
Stationarity is also required for meaningful spectral estimates, given in the following Section 4.4.
Spectral Estimates and Reconstruction of the Cycles 4.4.1 Univariate Spectral Analysis
We now proceed to spectral estimates. Figure 5 shows the univariate spectral densities of GDP and tourism income. Table 7 (a) and Table 7 (b) display the amplitudes of cosine and sine terms, the periodogram values and the spectral density both for GDP and tourism income, respectively. The spectral window used here, which acts as a filter in the periodogram in order to produce consistent estimates of the power intensities, is the one suggested by Bartlett (Oppenheim and Schafer, 1999) , whose 11 M = weights and shape are given in Figure 4 . The number of weights M has been determined as
, where T is the number of observations in the sample, (Chatfield, 1989) . From these cycles, 4 have been identified as the most significant ones, accounting for about 85% of the total variance of the GDP cycle. They are cycles of 9.3 years (45%), 14 years (24%), 5.6 years (9.8%) and 7 years (5.3%). The relative importance of each of these cycles has been calculated on the basis of the periodogram values but the picture is roughly the same with the spectral density values instead of the periodogram. See Table 7 (a) and Figure 5 . Despite that the dominant cycle being 9.3 years, all 4 cycles are required to reconstruct the original GDP cycle in such a way that the simulated and the original cycles are in phase as much as possible. From these estimates, the average cycle is about 9 years (from the periodogram), and about 11 years from the spectral density.
Using the same reasoning above, we identify the cycles of tourist income. Here we have many cycles of almost equal importance, in contrast with the GDP cycle. We reconstruct the cycle of the tourism income by cycles of 7, 9.3, 14, 5.6, 4.7, 4, 3.5 and 3.1 years, all having equal importance about 10%, with the exception of one having importance approximately 4%. Overall, these cycles account for about 74% of the total variance (on the basis of the spectral density estimates). The average cycle is about 8 years. The relevant information is given in Table 7 (b) and Figure 5 .
On the basis of these cycles and their relative importance, the GDP and income cycles are reconstructed in Figure 8 . Both simulated cycles capture fairly well the troughs and the peaks of the actual cycles in most of the cases. In some other cases (GDP cycle in 1996 (GDP cycle in , 2003 and the tourism income in 1982 and 1987) the simulated peaks or troughs deviate about 1 year from the actual peaks or troughs.
Cross-Spectral Analysis and Dynamic Correlation
The next step is to identify the relationship between GDP and tourism income in business cycle frequencies. Cross-spectral analysis reveals some interesting characteristics of the relationship of two variables in the frequency domain. In particular, Figure 6 displays the cross-spectral densities and the squared coherency estimates, while Figure 7 presents the phase spectrum and the dynamic correlation estimates. In addition, Tables 8(a) and 8(b) show the same plus other relevant information in numerical form. According to these estimates, cycles existing in the band of 5.6 up to 14 years are common in both cycles. This is evident from the fact that squared coherency, Figure 8 (b), takes the highest values in this frequency band. The common cycles account for about 72% of the common variance (estimated as the sum of the cross-spectral density percentages in the corresponding frequencies). These estimates offer support for the view that GDP and tourism income cycles are linked together both in the typical business cycle frequencies (cycles of 5.6 -9.3 years) and in the longer-run (the cycle of 14 years). Knowing the phase spectrum, we can also find the lead / lag relationship between GDP and tourism income. The time of lead or lag (in months) for a particular period is computed as
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Phase Period π × × . If phase is negative, then GDP leads tourism income and if it is positive then GDP lags the tourism income. Thus, the cycles of 9.3 and 14 years have negative phase, meaning that GDP cycles at these frequencies lead the tourism income cycles by 1.9 and 2.7 months, respectively. On the contrary, the cycles of 5.6 and 7 years have positive phase, implying that GDP lags tourism income by 1.2 and 0.3 months, respectively. Therefore, on average, the lead / lag effect is small and GDP and tourism income can be considered rather synchronized at these frequencies, which account for the major part of the common variance (72%). This also verifies the evidence provided by the cross-correlation coefficient at zero lead / lags (0.65) that tourism income is procyclical.
The dynamic correlation sheds light on the relationship between two variables for individual frequencies or for frequency bands and serves as an index of comovement. Figure 8 (b) presents the dynamic correlation which, in all frequencies, is between 0.65 and 0.79. Especially, in the frequency band of 5.6 -14 years (the frequency of interest in this paper) dynamic correlations take values from 0.69 -0.77 and this is an indication that the two series are correlated in a high degree both in the business cycle and the longer-run frequency bands.
VAR Model and Transmission Mechanisms 5.1 Estimates and Diagnostics
The estimated VAR model and some diagnostics are given in Tables 9 and 10 . The estimates are meaningful only if the model is statistically adequate. Indeed, a wellspecified model must be free of residual autocorrelation, ARCH effects (Engle, 1982) , non-normality and must exhibit stability in its estimated parameters. Table 11 shows the diagnostics for autocorrelation, ARCH effects and normality. Figures 9 and 10 present two sorts of stability tests: the Cusum and the Cusum of Squares Test (Brown et al, 1975 ), both at 5% significance level, and the recursive coefficients tests. The autocorrelation tests (Portmanteau test and Lagrange Multiplier test) cannot reject the no-autocorrelation null hypothesis at any conventional significance level. The same applies to ARCH effects and the normality tests: the null hypothesis cannot be rejected at the conventional significance levels. Also, stability analysis, based on the Cusum and the Cusum of Squares test shows no evidence of structural instability within the sample. Given this picture, we hold that the VAR model is suitable for policy scenarios and simulations.
Policy Scenarios and Simulations
We now examine the transmission of stochastic shocks generated in GDP and tourism income. We simulate two policy scenarios and we trace the trajectory path of the transmission by impulse response functions. In particular, Scenario 1 generates a positive stochastic structural shock in the GDP equation of 1% in magnitude for one period (one year) and no shock to tourism income equation. However, due to the interdependence of the two variables, both variables will be affected by the GDP shock. The trajectory path of GDP is the Transmission Mechanism 1 (TM1) and the trajectory path of tourism income is the Transmission Mechanism 2. Scenario 2 generates a positive stochastic structural shock in the tourism equation of 1% in magnitude for one period (one year) and no shock to GDP equation. The trajectory path of GDP is the Transmission Mechanism 3 (TM3) and the trajectory path of tourism income is the Transmission Mechanism 4 (TM4). Again, due to the interdependence of the variables in the VAR system, both variables will be affected by the tourism shock. Table 12 presents the scenarios and the 4 corresponding transmission mechanisms and Figure 11 shows the trajectory path that each variable follows under the 4 transmission mechanisms. All trajectories have an oscillating pattern due to the complex roots in the inverse characteristic polynomial of the VAR.
TM1 shows that the effect of the GDP shock to itself has a maximum 1% and lasts about 13-14 years, but the major part of the shock is absorbed within the first 4 years.
TM2 and TM3 are interesting since they capture the effects of two shocks, from GDP to tourism income and from tourism income to GDP, respectively. TM2 shows a maximum response of 0.62%, the duration of the cycle is about 12-13 years and the major part of the shock is absorbed within the first 5 years.
TM3 shows that the response of GDP cycle to tourism income shock is zero for the first two years and it reaches a maximum response of 0.15% on the fourth year. From that year onwards the effect on GDP declines, it reaches a minimum of -0.05% on the seventh year and the whole cycle decays within 13-14 years. The major part of the shock is absorbed within the first 6 years.
Lastly, TM4 shows that the effect of the tourism income to itself has a maximum of 1%, it lasts about 6 years and the major part of the shock is absorbed within the first 3 years. It is interesting to note that the maximum effect of the GDP shock on tourism income is higher (0.62%) than the effect of the tourism income shock on GDP (0.15%).
Concluding Remarks
In this paper we have studied the spectral properties of the cyclical components of the Swiss GDP and tourism income and their interaction by means of a VAR model during the period 1980 -2007. We found that the Swiss GDP is dominated by 4 cycles, listed in descending order of significance, of 9.3 years, 14 years, 5.6 years and 7 years. These cycles account for about 85% of the total variation of the cyclical component of the GDP. The average GDP cycle is 9 or 11 years (according to the periodogram or the spectral density, respectively).
The tourism income is dominated by 7 cycles of 7, 9.3, 14, 5.6, 4.7, 4, 3.5 and 3.1 years, all having equal importance about 10%, with the exception of one having importance approximately 4%. The average duration of the tourism income cycle is about 8 years. Overall, these cycles account for about 74% of the total variance (on the basis of the spectral density estimates). The average tourism cycle is about 8 years.
Cycles existing in the band of 5.6 up to 14 years are common in both GDP and tourism income cyclical components and the comovements of these (and all of the remaining) cycles are strong, on the basis of both squared coherency and dynamic correlation indices. The common cycles account for about 72% of the common variance. For the common cycles of 9.3 and 14 years, it has been shown that GDP leads the tourism income by 1.9 and 2.7 months, respectively, whereas for the common cycles of 5.6 and 7 years, the GDP lags the tourism income by 1.2 and 0.3 months, respectively. Thus, on average, the lead lag effect is small and the two cycles are synchronized in the sense that their simulated peaks and troughs do not deviate very much from the original ones.
Further, and as the VAR analysis shows, all trajectory paths are oscillatory. This is due to the complex roots of the inverse characteristic polynomial of the VAR.
The findings of the TM2 and TM3 are interesting from a tourism policy point of view. The implications are that a negative GDP shock affects the tourism income negatively and vice-versa. In a hypothesized (though not tested) symmetry of shocks, the implication of TM2 is that 1% negative GDP shock will result in 0.62% (at maximum) negative growth in tourism income and this lasts for a period of about 13-14 years, although the major part of the negative shock is absorbed within the first 5 years. Further, and according to the findings of TM3, a negative 1% shock in tourism income results in 0.15% (at maximum) negative growth in GDP, lasting 12-13 years, but the major part of the negative shock will be absorbed within the first 6 years.
Our estimates are based on a set of assumptions that are implicitly built into the methods used (the HP filter, the sinusoid basis functions of Fourier transform / spectral analysis, and the identification scheme of the VAR model). It is probable that different filtering procedures, different identification schemes especially in case of VAR models of higher dimension and different basis functions for spectral estimates (e.g. in a wavelet analysis context) may produce different findings. In this sense, our conclusion should be considered as indicative and tentative. 
Cusum Test Cusum of Square Test
Note: Both tests verify the structural stability of the model within the sample. The external lines define a 95% confidence interval. Note: Transmission Mechanisms (TMs): TM1 refers to the response of GDP to its own stochastic shock. TM2 refers to the response of tourism income to the GDP shock. TM3 refers to the response of GDP to the tourism income shock. TM4 refers to the response of tourism income to its own stochastic shock. The dominant frequency of 0.107 cycles (9.3 years), the corresponding periodogram values and the spectral density are displayed in bold. The average cycle is 9 years, from the periodogram, and 11 years from the spectral density. The dominant frequency of 0.143 cycles (7 years), the corresponding periodogram values and the spectral density are displayed in bold. The average cycle is 8 years (on the basis of the spectral density). Note: Transmission Mechanisms (TMs): TM1 refers to the response of GDP to its own stochastic shock. TM2 refers to the response of tourism income to the GDP shock. TM3 refers to the response of GDP to the tourism income shock. TM4 refers to the response of tourism income to its own stochastic shock. Duration is estimated approximately on visual inspection. 
APPENDIX B: Spectral Analysis and VAR Models
Spectral Analysis Important characteristics of the cyclical components of our series can be revealed by means of spectral analysis. The basic premise of spectral analysis, in its univariate version, is the decomposition of a stationary and ergodic time series in different frequencies and the estimation of amplitudes and phase shifts in individual time series. This decomposition allows for a more insightful view of the cyclical behaviour of series in comparison to the traditional time-domain analysis. An extension of the univariate spectral analysis, the bivariate cross-spectral analysis, employed in the present paper, attempts to find correlations at different frequencies. For example, the decomposition of the GDP in various frequencies might reveal that a periodic component of this series at some particular frequency (or frequencies) is correlated with a periodic component of the tourism income at the same frequency (or frequencies), a fact that traditional correlation analysis cannot show because it assigns equal weights at all frequencies. has the advantages that it is real, it takes values between -1 and 1 and depends on the shift in the time process. Therefore, it can be interpreted as a meaningful index of comovement between two processes.
We can also extend the definition of the dynamic correlation from a particular frequency ω to a frequency band, (e.g. the typical business cycle frequency band).
Define the following bands: 
VAR Models
The transmission mechanism of stochastic shocks is discussed by means of a VAR A m m × coefficient matrices, t u a 1 m × vector of stochastic disturbances, assumed to be white noise processes.
In our paper 2 m = . After suitable rearrangements (see Favero, 2001; Enders, 1995) in order to achieve stationarity we end up with Johansen (op.cit.) and they depend on the number of the non-stationary components under the null and on the specification of the deterministic component of the VAR, both in the data and the cointegration space. Given that, in the present analysis, we employ the cyclical components of GDP and tourism income, it is expected that the VAR system is of full rank 2 k = , i.e. it is stationary. Once VAR is estimated, the transmission of stochastic shocks to the system can be simulated by reparameterizing the VAR into a moving average representation, i.e. constants, coefficients and shocks, respectively. To achieve identification of the VAR system (a one-to-one mapping between the structural and the reduced-form parameters), we apply the Cholesky decomposition of the variance -covariance residual matrix, with the GDP cyclical component to be ordered first. This implies that structural shocks in GDP depend on the structural shocks of tourism income but not vice-versa.
