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CLASSIFICATION OF CONNECTED HOPF ALGEBRAS OF
DIMENSION p3 I
VAN C. NGUYEN, LINHONG WANG, AND XINGTING WANG*
Abstract. Let p be a prime, and k be an algebraically closed field of character-
istic p. In this paper, we provide the classification of connected Hopf algebras of
dimension p3, except for the case when the primitive space of the Hopf algebra is
a two-dimensional abelian restricted Lie algebra. Each isomorphism class is pre-
sented by generators x, y, z with relations and Hopf algebra structures. Let µ be
the multiplicative group of (p2+ p− 1)-th roots of unity. When the primitive space
is one-dimensional and p is odd, there is an infinite family of isomorphism classes,
which is naturally parameterized by A1k/µ.
1. Introduction
The classification of finite-dimensional Hopf algebras over C has been done for cer-
tain dimensions; see [1, 2, 4, 5, 6, 10]. Let p be a prime. In particular, pointed Hopf
algebras over C of dimension p3 are classified independently by Andruskiewitsch and
Schneider [3], Caenepeel and Dascalescu[9], Stefan and Van Oystaeyen [18]. Finite-
dimensional connected Hopf algebras only appear over fields of positive characteristic.
Throughout, we assume that the base field is algebraically closed and of character-
istic p. The third author of this paper, in [23], classified connected Hopf algebras of
dimension p2 using the theories of restricted Lie algebras and Hochschild cohomol-
ogy of coalgebras. Pointed Hopf algebras of dimension p2 are classified in [22]. In
particular, graded, cocommutative, connected Hopf algebras of dimension p2 and p3
are classified by Henderson [13] using Singer’s theory [17] of extensions of connected
Hopf algebras.
In this paper, following the method in [23], we classify connected Hopf algebras
of dimension p3, except for the case when the primitive space of the Hopf algebra
is a two-dimensional abelian restricted Lie algebra. Our result shows that there is
an infinite family of isomorphism classes which is parameterized by A1
k
/µ, where µ
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is the multiplicative group of (p2 + p − 1)-th roots of unity. Moreover, one nonco-
commutative isomorphism class occurs when the primitive space is nonabelian and
two-dimensional.
Preliminary. Throughout the paper, we work over a base field k, algebraically
closed of prime characteristic p > 0. We use the standard notation (H, m, u, ∆, ε, S)
as in [16] to denote a Hopf algebra H . The primitive space of H is the set P (H) =
{x ∈ H | ∆(x) = x ⊗ 1 + 1 ⊗ x}. In characteristic p, the primitive space P (H) is a
restricted Lie algebra, where the restricted map is given by the pth map in H . For
the notation regarding restricted Lie algebras, we follow [14]. The coradical H0 of H
is the sum of all simple subcoalgebras of H . The Hopf algebra H is connected if H0
is one-dimensional. For each n ≥ 1, set
Hn = ∆
−1(H ⊗Hn−1 +H0 ⊗H).
The chain of subcoalgebras H0 ⊆ H1 ⊆ . . . ⊆ Hn−1 ⊆ Hn ⊆ . . . is the coradical
filtration of H ; see [16, §5.2]. Any finite-dimensional connected Hopf algebra must
have dimension pn for some integer n ≥ 0 (see, e.g., [23, Proposition 2.2 (7)]).
Our settings and main results are described as follows and proofs are provided in
Sections 3, 4 and 5. In Section 2, we include related results that are used in our
proofs. A further discussion on a special type in our classification results is provided
in Section 6.
Classification results. Let H be a connected Hopf algebra of dimension p3, and
K be the Hopf subalgebra of H generated by its primitive space. By [20, Proposition
13.2.3], K ∼= u(P (H)), the restricted universal enveloping algebra of P (H). Hence,
dimK = p, p2, p3. Our main results are divided into three cases: dimK = p (The-
orem 1.1), dimK = p2 and K is noncommutative (Theorem 1.3), and dimK = p3
(Theorem 1.4). Hopf algebras in isomorphism classes of H are always presented in
the form of
k〈x, y, z〉/I,
where I is an ideal generated by relations. And the comultiplication is given by
∆(x) = x⊗ 1 + 1⊗ x,
∆(y) = y ⊗ 1 + 1⊗ y + Y,
∆(z) = z ⊗ 1 + 1⊗ z + Z,
for some elements Y and Z in (k〈x, y, z〉/I)⊗ (k〈x, y, z〉/I). In Theorems 1.1, 1.3,
and 1.4, the defining relations in I and the elements Y and Z are given explicitly. In
order to express Y and Z, we need the convention
ω(t) =
p−1∑
i=1
(p− 1)!
i!(p− i)!
ti ⊗ tp−i.
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When K is p-dimensional, by Proposition 2.4, there is a series of normal Hopf
subalgebras K ⊂ F ⊂ H , where dimF = p2. Then K is generated by x, and F
is generated by x, y. By Theorem 2.10, Y can be chosen as ω(x). Moreover, by
applying Theorem 2.8, we can find Z by computing the basis of H2(k, F ). Other
algebraic relations are found correspondingly.
Theorem 1.1. Suppose that dimK = p. If p = 2 then there are five isomorphism
classes. Otherwise, there are four isomorphism classes and one infinite family.
(A1) k[x, y, z]/(xp − x, yp − y, zp − z)
with Y = ω(x) and Z = ω(x)[y ⊗ 1 + 1⊗ y + ω(x)]p−1 + ω(y),
(A2) k[x, y, z]/(xp, yp − x, zp − y),
(A3) k[x, y, z]/(xp, yp, zp),
(A4) k[x, y, z]/(xp, yp, zp − x),
(A5)
p = 2, k〈x, y, z〉/(x2, y2, [x, y], [x, z], [y, z]− x, z2 + xy),
p > 2, A(β) := k〈x, y, z〉/(xp, yp, [x, y], [x, z], [y, z]− x, zp + xp−1y − βx),
for some β ∈ k with Y = ω(x) and Z = ω(x)(y ⊗ 1 + 1⊗ y)p−1 + ω(y).
Any two Hopf algebras A(β) and A(β ′) are isomorphic if and only if β ′ = γβ for
some (p2 + p− 1)-th root of unity γ.
Remark 1.2. The infinite family A(β) is naturally parameterized by A1
k
/µ, where
µ is the multiplicative group of (p2 + p− 1)-th roots of unity.
When K is p2-dimensional and noncommutative, the structure of K is given by
Theorem 2.10 (5). Moreover, H is generated by K and some nonprimitive element
z ∈ H \ K. The element Z can be found by applying Theorem 2.9. Then the
classification result follows by direct computation for each case in Lemma 4.2.
Theorem 1.3. When K is p2-dimensional and noncommutative and the element
Y = 0, then there are three isomorphism classes.
(B1) k〈x, y, z〉/([x, y]− y, [x, z], [y, z], xp − x, yp, zp) with Z = ω(y),
(B2) k〈x, y, z〉/([x, y]− y, [x, z], [y, z]− yf(x), xp− x, yp, zp − z) with Z = ω(x)
and f(x) =
∑p−1
i=1 (−1)
i−1(p− i)−1xi,
(B3) k〈x, y, z〉/([x, y]− y, [x, z]− z, [y, z]− y2, xp−x, yp, zp) with Z = −2x⊗ y,
for p > 2.
When K is p3-dimensional (i.e., H is primitively generated), it is sufficient to
classify restricted Lie algebras of dimension three.
Theorem 1.4. When dimK = p3 and the elements Y = Z = 0, then there are fifteen
isomorphism classes and one finite parametric family.
(C1) k[x, y, z]/(xp − x, yp − y, zp − z),
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(C2) k[x, y, z]/(xp − y, yp − z, zp),
(C3) k[x, y, z]/(xp, yp − z, zp),
(C4) k[x, y, z]/(xp, yp, zp),
(C5) k〈x, y, z〉/([x, y]− z, [x, z], [y, z], xp, yp, zp),
(C6) k〈x, y, z〉/([x, y]− z, [x, z], [y, z], xp − z, yp, zp), for p > 2,
(C7) k[x, y, z]/(xp, yp, zp − z),
(C8) k[x, y, z]/(xp − y, yp, zp − z),
(C9) k[x, y, z]/(xp, yp − y, zp − z),
(C10) k〈x, y, z〉/([x, y]− z, [x, z], [y, z], xp, yp, zp − z),
(C11) k〈x, y, z〉/([x, y]− y, [x, z], [y, z], xp − x, yp, zp),
(C12) k〈x, y, z〉/([x, y]− y, [x, z], [y, z], xp − x, yp − z, zp),
(C13) k〈x, y, z〉/([x, y]− y, [x, z], [y, z], xp − x, yp, zp − z),
(C14) k〈x, y, z〉/([x, y]− y, [x, z], [y, z], xp − x, yp − z, zp − z).
(C15) k〈x, y, z〉/([x, y]− z, [x, z] − x, [y, z] + y, xp, yp, zp − z), for p > 2,
(C16) The parametric family
C(λ, δ) := k〈x, y, z〉/([x, y], [x, z]− λx, [y, z]− λ−1y, xp, yp, zp − δz),
for some λ ∈ k× such that δ := λp−1 = ±1.
In type (C16), two Hopf algebras C(λ1, δ1) and C(λ2, δ2) are isomorphic if and only
if δ1 = δ2 and λ1 = λ2 or λ1 · λ2 = 1.
Remark 1.5. In the above classification results, Hopf algebras of types (A1)-(A5),
(B1), (B2), and (C1)-(C16) are all co-commutative. The Hopf algebra of type (B3)
is a new example of non-cocommutative and non-commutative Hopf algebra over
a field of positive characteristic. Regarding p3-dimensional graded co-commutative
connected Hopf algebras, our classification overlaps some of the types found in The-
orem 3.3 and Theorem 3.6 of [13]. The detailed correspondence is given as follows:
(A3)-(h-3), (C2)-(f), (C3)-(g-1), (C4)-(h-1) in [13, Theorem 3.3] and (C5)-(j) in [13,
Theorem 3.6].
The only remaining case is when K is p2-dimensional and commutative. This
case will be treated in another paper. Our approach will be based on [25], where
the author classifies all the connected Hopf algebras having large abelian primitive
space by constructing a group action on a cohomological type of group. It is shown
that the isomorphism classes are in one-to-one correspondence with the group orbits
in this cohomological type of group; see [25, Theorem B]. For the remaining case,
we expect more parametric families in the classification of connected p3-dimensional
Hopf algebras.
At last, we point out a fact that shows a difference between finite-dimensional
connected Hopf algebras over characteristic p with large primitive space and infinite-
dimensional connected Hopf algebras over characteristic 0 with large primitive space.
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According to [8, 12, 21, 26] with respect to algebra structures, up to GK-dimension
4, affine connected Hopf algebras are all isomorphic to universal enveloping algebras.
Moreover, D.-G. Wang, J.J. Zhang, and G. Zhuang in [21] studied the algebra struc-
tures of connected Hopf algebras over an algebraically closed field of characteristic 0.
Under the assumption that when the GK-dimension equals the dimension of the prim-
itive space plus one, it is proved that the algebra structure of Hopf algebra is always
isomorphic to some universal enveloping algebra; see [21, Theorem 0.5 or Theorem
2.7]. For finite-dimensional connected Hopf algebras in positive characteristic, we do
not expect the similar algebraic property when we replace the universal enveloping
algebra by its restricted version. According to [23, Theorems 7.1&7.4], any connected
Hopf algebra of dimension less than p3 is isomorphic to some restricted enveloping
algebra with respect to algebra structures. But when we move to dimension p3, the
(B2) type in Theorem 1.3 gives us a counterexample. This is proved in Section 6.
2. Background for finite-dimensional connected Hopf algebras
In this section, we list some results from [23]. These are general results for finite-
dimensional connected Hopf algebras over a field of positive characteristic, which will
be used frequently in our proofs.
Definition 2.1. [23, Definition 2.2] Let H be a Hopf algebra with antipode S. If
(1) H =
⊕∞
n=0H(n) is a graded algebra,
(2) H =
⊕∞
n=0H(n) is a graded coalgebra,
(3) S(H(n)) ⊆ H(n) for any n ≥ 0,
then H is called a graded Hopf algebra. If in addition,
(4) H =
⊕∞
n=0H(n) is a coradically graded coalgebra,
then H is called a coradically graded Hopf algebra. Also, the associated graded Hopf
algebra of H is defined by grH =
⊕
n≥0Hn/Hn−1 (H−1 = 0) with respect to its
coradical filtration.
Definition 2.2. [23, Definition 2.3] Consider an inclusion of finite-dimensional con-
nected Hopf algebras K ⊆ H .
(1) If dimK = pm and dimH = pn, then the p-index of K in H is defined to be
n−m.
(2) The first order of the inclusion is defined to be the minimal integer n such
that Kn ( Hn. And we say it is infinity if K = H .
(3) The inclusion is said to be level-one if H is generated by Hn as an algebra,
where n is the first order of the inclusion.
(4) The inclusion is said to be normal if K is a normal Hopf subalgebra of H .
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Proposition 2.3. [23, Lemma 4.1] Suppose the inclusion of finite-dimensional con-
nected Hopf algebras K ⊆ H has first order n. Then the p-index of K in H is greater
or equal to dim(Hn/Kn).
Proposition 2.4. [23, Corollary 5.3] Let H be a finite-dimensional connected Hopf
algebra with dimP (H) = 1. Then H has an increasing sequence of normal Hopf
subalgebras:
k = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ Nn = H,
where N1 is generated by P (H) and each Ni has p-index one in Ni+1.
Theorem 2.5. Let H be finite-dimensional cocommutative connected Hopf algebra.
Denote by K the Hopf subalgebra generated by P (H). Then the following are equiv-
alent:
(1) H is local.
(2) K is local.
(3) All the primitive elements of H are nilpotent.
Proof. See [23, Theorem 5.4] or [24, Corollary 7.2]. 
We will also use the second term of the Hochschild cohomology H2(k, H) of H with
coefficients in the trivial H-bicomodule k. It can be computed as the homology of
the following complex [18, Lemma 1.1]:
k
0
// H
d1
// H ⊗H
d2
// H ⊗H ⊗H // · · · ,
where the differentials d1 and d2 are defined as, for any h, g ∈ H ,
d1(h) = 1⊗ h−∆(h) + h⊗ 1,
d2(h⊗ g) = 1⊗ h⊗ g −∆(h)⊗ g + h⊗∆(g)− h⊗ g ⊗ 1.
Then
H2(k, H) := Ker d2/Im d1.
Proposition 2.6. [23, Lemma 6.1] Let H be a finite-dimensional Hopf algebra. Thus
H2 (k, H) ∼= H2 (H∗,k) ∼= Ext2H∗ (k,k) .
Proposition 2.7. [23, Proposition 6.2] Let g be a restricted Lie algebra with basis
{x1, x2, · · · , xn}. Then the image of
{ω(xi), xj ⊗ xk | 1 ≤ i ≤ n, 1 ≤ j < k ≤ n}
is a basis in H2 (k, u(g)).
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Theorem 2.8. [23, Theorem 6.6] Let K ⊆ H be an inclusion of connected Hopf
algebras with first order n ≥ 2. Then the differential d1 induces an injective restricted
g-module map
Hn/Kn


// H2(k, K),
where g = P (H).
Theorem 2.9. [23, Theorem 6.7] Let g be a restricted Lie algebra with basis
{x1, x2, · · · , xn}.
Suppose u(g) ( H is an inclusion of connected Hopf algebras. Then there exists some
x ∈ H \ u(g) such that
∆(x) = x⊗ 1 + 1⊗ x+ ω
(∑
i
αixi
)
+
∑
j<k
αjkxj ⊗ xk
with coefficients αi, αjk ∈ k. Moreover, the first order for the inclusion can only be
1, 2 or p.
Stated in the next theorem is the classification of connected Hopf algebras over
characteristic p > 0 of dimension p2.
Theorem 2.10. [23, Theorem 7.4] Let H be a connected Hopf algebra of dimension
p2. When dimP (H) = 2, it is isomorphic to one of the following:
(1) k [x, y] / (xp, yp),
(2) k [x, y] / (xp − x, yp),
(3) k [x, y] / (xp − y, yp),
(4) k [x, y] / (xp − x, yp − y),
(5) k〈x, y〉/ ([x, y]− y, xp − x, yp),
where x, y are primitive. When dimP (H) = 1, it is isomorphic to one of the follow-
ing:
(6) k [x, y] /(xp, yp),
(7) k [x, y] /(xp, yp − x),
(8) k [x, y] /(xp − x, yp − y),
where ∆(x) = x⊗ 1 + 1⊗ x and ∆(y) = y ⊗ 1 + 1⊗ y + ω(x).
Theorem 2.11. [23, Theorem 7.7] Let H be a finite-dimensional connected Hopf
algebra with dimP (H) = 1. Then the center of H contains P (H).
Again, for the notation regarding restricted Lie algebras, we follow [14]. For in-
stance, the adjoint mapping determined by an element a in a restricted Lie algebra
g is denoted by ad a. We have x(ad a) = [x, a] for any x ∈ g. Moreover, the ad-
joint notation is extended from P (H) to H . That is, for any x, y ∈ H , we have
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x(ad y) = [x, y] = xy − yx. Also, the following proposition is used frequently in our
proofs.
Proposition 2.12. [14, P. 186-187] For any associative k-algebra A, we have
(x+ y)p = xp + yp +
p−1∑
i=1
si (x, y)
where isi(x, y) is the coefficient of λ
i−1 in x(ad (λx+ y))p−1 and
[xp, y] = (ad x)p(y)
for any x, y ∈ A.
3. K is p-dimensional
In this section, we suppose that dimK = p, or equivalently dimP (H) = 1. It
is clear that K is generated by a primitive element, which will be denoted by x.
Since dimP (H) = 1, it follows from Theorem 2.11 that x is in the center of H . By
Proposition 2.4, H is always cocommutative and contains a chain of normal Hopf
subalgebras K ⊂ F ⊂ H , where dimF = p2. In particular, dimP (F ) = 1. Following
the classification of connected Hopf algebras of dimension p2 with one-dimensional
primitive space provided in Theorem 2.10, we can write F as one of the following:
k[x, y]/(xp − x, yp − y),(3a)
k[x, y]/(xp, yp − x),
k[x, y]/(xp, yp),
with
∆(x) = x⊗ 1 + 1⊗ x, ∆(y) = y ⊗ 1 + 1⊗ y + ω(x),
ǫ(x) = ǫ(y) = 0, S(x) = −x, S(y) = −y.
Next, we will obtain the comultiplication of the third generator of H . By Propo-
sition 2.6, dimH2(k, F ) = dimH2(F ∗,k). Direct computation shows that F ∗ ∼=
k[x]/(xp
2
) as algebras. Then dimH2(k, F ) = dimH2(F ∗,k) = 1. Suppose H2(k, F )
is spanned by the image of a cocycle u ∈ F ⊗ F . Let m be the first order of the
inclusion F ⊂ H . Note that the p-index of F in H is one. Then dimHm/Fm = 1
by Proposition 2.3. Furthermore, by Theorem 2.8, d1 induces a k-vector space iso-
morphism from Hm/Fm to H
2(k, F ). Therefore, there is some z ∈ H \ F such that
d1(z) = 1 ⊗ z − ∆(z) + z ⊗ 1 = −u. That is, ∆(z) = z ⊗ 1 + 1 ⊗ z + u. Note that
the comultiplication for F in the three cases of (3a) are the same. One can compute
u directly by using the Hopf algebra structures of F in (3a).
CLASSIFICATION OF CONNECTED HOPF ALGEBRAS OF DIMENSION p3 I 9
In fact, a similar computation has been done by Henderson in [13] to classify
low-dimensional connected graded Hopf algebras over fields of characteristic p. In
[13, Theorem 3.3, type h-3], the connected graded Hopf algebra of dimension p3 is
generated by x1, y1, z1 with
ψ¯(y1) =
∑
r,s>0, r+s=p
1
r!s!
xr1 ⊗ x
s
1
and
ψ¯(z1) =
∑
r,s>0, r+s=p
1
r!s!
yr1 ⊗ y
s
1 − ψ¯(y1)(∆(y1))
p−1,
where ψ¯ is the same as −d1 in our notation (i.e., ψ¯(y1) = ∆(y1) − y1 ⊗ 1 − 1 ⊗ y1).
Note that the expression ∑
r,s>0, r+s=p
1
r!s!
xr1 ⊗ x
s
1
is the same as −ω(x1), since (p− 1)! ≡ −1(mod p). Thus,
−d1(z1) = ψ¯(z1) = −ω(y1) + ω(x1)[∆(y1)]
p−1.
The Hopf subalgebra F1 generated by x1, y1 in [13, Theorem 3.3 type h-3] is isomor-
phic to F as coalgebras via φ : x1 → x, y1 → −y. Moreover, [x1, y1] = [x, y] = 0.
Then, ψ¯(z1), associated with the coalgebra structure, represents a basis in H
2(k, F1).
Hence, back to our setting F and z ∈ H \ F , we can choose u as
(φ⊗ φ)(−d1(z1)) =(φ⊗ φ)(−ω(y1) + ω(x1)[∆(y1)]
p−1)
=− ω(φ(y1)) + ω(φ(x1))[∆(φ(y1))]
p−1
=ω(y) + ω(x)[∆(y)]p−1.
Note that F and z generate a Hopf subalgebra of H . Since z ∈ H \ F and F has
p-index one in H , then H is generated by x, y, z. Moreover, we can assume
∆(z) = z ⊗ 1 + 1⊗ z + ω(x)[y ⊗ 1 + 1⊗ y + ω(x)]p−1 + ω(y)
for all the three cases in (3a).
Lemma 3.1. Let x, y, F and z be as above and further assume that xp = 0. Then
i) u = ω(x)(y ⊗ 1 + 1⊗ y)p−1 + ω(y),
ii) [y, z] = γx for some γ ∈ k, and
∆(zp + γp−1xp−1y) = (zp + γp−1xp−1y)⊗ 1 + 1⊗ (zp + γp−1xp−1y) + ω(yp).
Proof. i) First, we rewrite u = ω(x)[y ⊗ 1 + 1⊗ y + ω(x)]p−1 + ω(y) as
ω(x)(y ⊗ 1 + 1⊗ y)p−1 +
p−1∑
i=1
(
p−1
i
)
ω(x)i+1(y ⊗ 1 + 1⊗ y)p−1−i + ω(y).
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Since xp = 0, it is easy to see that ω(x)n = 0 for n ≥ 2, and so
u = ω(x)(y ⊗ 1 + 1⊗ y)p−1 + ω(y).
ii) Note that x is in the center of H . Then, we have
∆([y, z]) = [∆(y),∆(z)] = [y, z]⊗ 1 + 1⊗ [y, z].
Hence, [y, z] is primitive in H . So we can write [y, z] = γx for some γ ∈ k. For
positive integers m and n, it follows by direct computation that
(ym)(ad z)n =
{
m!
(m−n)!
γnxnym−n m ≥ n,
0 m < n.
(3b)
By Proposition 2.12,
∆(zp) = ∆(z)p = (u+ z ⊗ 1 + 1⊗ z)p
= up + (z ⊗ 1 + 1⊗ z)p +
p−1∑
i=1
si,
where isi is the coefficient of λ
i−1 in u(ad (λu + z ⊗ 1 + 1 ⊗ z))p−1. Since [x, z] = 0
and [y, z] = γx, we have u(ad (λu + z ⊗ 1 + 1 ⊗ z))i ∈ (F ⊗ F )[λ] for any integer
i ≥ 0. Moreover, F is commutative. Hence, for any f ∈ F ⊗ F , we have
f(ad (λu+ z ⊗ 1 + 1⊗ z)) = f(ad z ⊗ 1 + 1⊗ ad z).
Thus,
u(ad (λu+ z ⊗ 1 + 1⊗ z))p−1 = u(ad z ⊗ 1 + 1⊗ ad z)p−1.
By i), up = [ω(x)(y ⊗ 1 + 1⊗ y)p−1 + ω(y)]p = ω(y)p = ω(yp). Therefore,
∆(zp) = zp ⊗ 1 + 1⊗ zp + ω(yp) + u(ad z ⊗ 1 + 1⊗ ad z)p−1.
The last term of ∆(zp) is the sum of [ω(x)(y⊗ 1 + 1⊗ y)p−1](ad z ⊗ 1+ 1⊗ ad z)p−1
and ω(y)(ad z ⊗ 1 + 1⊗ ad z)p−1, which we will refer to as I1 and I2, respectively.
First of all, I1 = ω(x)[(y ⊗ 1 + 1⊗ y)
p−1(ad z ⊗ 1 + 1⊗ ad z)p−1], since x is in the
center of H . After binomial expansion,
I1 = ω(x)
p−1∑
i,j=0
(
p−1
i
)(
p−1
j
)
yi(ad z)j ⊗ yp−1−i(ad z)p−1−j .
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By (3b), the terms for i 6= j in the above summation all vanish. Hence,
I1 = ω(x)
p−1∑
i=0
(
p−1
i
)(
p−1
i
)
yi(ad z)i ⊗ yp−1−i(ad z)p−1−i
= ω(x)
p−1∑
i=0
(p− 1)!2
i!(p− 1− i)!
γp−1 xi ⊗ xp−1−i.
Note that (p− 1)! = −1 (mod p). Then
I1 = −γ
p−1 ω(x) (x⊗ 1 + 1⊗ x)p−1 = −γp−1 ω(x)∆(x)p−1.
For I2, we follow a similar argument. By direct expansion,
I2 =
p−1∑
i=1
p−1∑
j=0
t(i, j),
where
t(i, j) =
(p− 1)!
i!(p− i)!
(
p−1
j
)
yi(ad z)j ⊗ yp−i(ad z)p−1−j .
Again by (3b), the terms for i 6= j or i 6= j + 1 all vanish. Then, we have
I2 =t(1, 0) + t(p− 1, p− 1) +
p−2∑
j=1
[t(j, j) + t(j + 1, j)]
=− γp−1y ⊗ xp−1 − γp−1xp−1 ⊗ y − γp−1
p−2∑
j=1
[(p−1
j
)
xj ⊗ xp−1−jy +
(p−1
j
)
xjy ⊗ xp−1−j
]
=− γp−1[(x⊗ 1 + 1⊗ x)p−1(y ⊗ 1 + 1⊗ y)− xp−1y ⊗ 1− 1⊗ xp−1y].
Thus,
∆(zp) = zp ⊗ 1 + 1⊗ zp + ω(yp) + I1 + I2
= zp ⊗ 1 + 1⊗ zp + ω(yp)−∆(γp−1xp−1y) + (γp−1xp−1y ⊗ 1 + 1⊗ γp−1xp−1y).
The second assertion of ii) follows immediately. 
Theorem 3.2. Suppose that x and y are described in (3a), that is,
∆(x) = x⊗ 1 + 1⊗ x, ∆(y) = y ⊗ 1 + 1⊗ y + ω(x),
ǫ(x) = ǫ(y) = 0, S(x) = −x, S(y) = −y.
Then H is isomorphic to
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(A1) k[x, y, z]/(xp − x, yp − y, zp − z) with
∆(z) = z ⊗ 1 + 1⊗ z + ω(x)[y ⊗ 1 + 1⊗ y + ω(x)]p−1 + ω(y),
ǫ(z) = 0, S(z) = −z,
or one of the following
(A2) H(α) := k[x, y, z]/(xp, yp − x, zp − y − αx),
(A3) k[x, y, z]/(xp, yp, zp),
(A4) k[x, y, z]/(xp, yp, zp − x),
(A5) A(β) := k〈x, y, z〉/(xp, yp, [x, y], [x, z], [y, z]− x, zp + xp−1y − βx),
where α, β ∈ k and
∆(z) = z ⊗ 1 + 1⊗ z + ω(x)(y ⊗ 1 + 1⊗ y)p−1 + ω(y),
ǫ(z) = 0, S(z) = −z.
Proof. Retain the information on x, y, F , and z obtained prior to Lemma 3.1. Then
H is generated by F and z. There are three cases according to (3a).
Case 1. Suppose that F = k[x, y]/(xp − x, yp − y). Note that P (H) is a torus
in the sense of [15]. Then by [15, Theorem 0.1], H is commutative and semisimple.
In particular, [y, z] = 0. Consider up = {ω(x)[y ⊗ 1 + 1 ⊗ y + ω(x)]p−1 + ω(y)}p. It
follows from [x, y] = 0, xp = x, yp = y, and chark = p that up = u. Hence
∆(zp − z) = ∆(z)p −∆(z) = (zp − z)⊗ 1 + 1⊗ (zp − z).
That is, zp−z is primitive. There is some λ ∈ k such that zp−z = λx. Now consider
the shifting z′ = z+αx for some α ∈ k. It is clear that ∆(z′) = z′⊗ 1+1⊗ z′+u. If
the scalar α satisfies λ+ αp− α = 0, then we have z′p − z′ = zp − z + (αp− α)x = 0.
In other words, we can assume, up to isomorphism, that zp = z. This gives (A1).
Case 2. Suppose F = k[x, y]/(xp, yp−x). Note that xp = yp−x = 0. By Lemma
3.1 (ii), we can write [y, z] = γx for some γ ∈ k and
∆(zp + γp−1xp−1y) = (zp + γp−1xp−1y)⊗ 1 + 1⊗ (zp + γp−1xp−1y) + ω(x).
Moreover, ∆(y) = y ⊗ 1 + 1 ⊗ y + ω(x). Hence zp + γp−1xp−1y − y is primitive.
Thus, zp + γp−1xp−1y = y + αx for some α ∈ k. Note that [zp + γp−1xp−1y, z] =
γp−1xp−1[y, z] = γpxp = 0 and that [y+αx, z] = [y, z] = γx. Thus, γ = 0, [y, z] = 0,
and so zp = y + αx. This gives (A2).
Case 3. Suppose F = k[x, y]/(xp, yp). By Lemma 3.1 ii), we can write [y, z] = γx
for some γ ∈ k and zp + γp−1xp−1y is primitive, since ω(yp) = 0. So we can write
zp + γp−1xp−1y = αx for some α ∈ k.
When γ = 0 and α = 0, it follows that [y, z] = 0 and zp = 0. This gives (A3).
When γ = 0 and α 6= 0, consider the rescaling x′ = ax, y′ = apy, z′ = ap
2
z of
the variables x, y, z, where a ∈ k×. One can check that the rescaling preserves
the comultiplication on the generators, that is, ∆(x′) = x′ ⊗ 1 + 1 ⊗ x′, ∆(y′) =
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y′⊗ 1+ 1⊗ y′+ ω(x′), and ∆(z′) = z′ ⊗ 1 + 1⊗ z′ + ω(x′)[y′⊗ 1+ 1⊗ y′]p−1 + ω(y′).
It is clear that x′p = 0, y′p = 0, and [y′, z′] = 0. Let a = α−p
3+1. Then z′p = ap
3
zp =
ap
3
αx = ap
3−1αx′ = x′. Therefore, we can assume, up to isomorphism, that zp = x.
This gives (A4).
When γ 6= 0, consider again the rescaling x′ = ax, y′ = apy, z′ = ap
2
z of the
variables x, y, z, for some a ∈ k×. It is clear that x′p = 0, y′p = 0. Let a =
γ−1/(p
2+p−1). Then [y′, z′] = ap
2+p[y, z] = ap+p
2
γx = ap
2+p−1γx′ = x′. Hence, up to
isomorphism, we can assume that γ = 1. This gives (A5). 
Remark 3.3. The Hopf algebra in Theorem 3.2 (A1), namely, H = k[x, y, z]/(xp−
x, yp − y, zp − z), is semisimple and isomorphic to (kCp3)
∗, where Cp3 is the cyclic
group of order p3.
Notice that the Hopf algebras in Theorem 3.2 (A2) and (A5) are subject to param-
eters α and β, respectively. Next, we discuss the isomorphism classes with respect to
the choices of the parameters.
Proposition 3.4. Let A(β) and A(β ′) be Hopf algebras described in Theorem 3.2
(A5), H(α) and H(α′) be Hopf algebras described in Theorem 3.2 (A2). Then
(i) When p = 2, A(β) ∼= A(β ′) for any β and β ′ in k. When p > 2, A(β) ∼= A(β ′)
if and only if there exists a (p2 + p− 1)-th root of unity γ such that β ′ = γβ.
(ii) H(α) ∼= H(α′) for any α and α′ in k.
Proof. (i) Denote the generators of A(β ′) andA(β) by x′, y′, z′ and x, y, z, respectively.
Suppose A(β ′) and A(β) are isomorphic as Hopf algebras via φ : A(β ′)→ A(β). We
first study the properties of such φ as a Hopf algebra isomorphism.
To start, φ induces an isomorphism φgr : grA(β
′) → grA(β), where grA(β ′) and
grA(β) are associated graded Hopf algebras with respect to the coradical filtration;
see Definition 2.1. It is clear that
grA(β) = k〈x¯, y¯, z¯〉/(x¯p, y¯p, z¯p)
with comultiplication given by
∆(x¯) = x¯⊗ 1 + 1⊗ x¯,
∆(y¯) = y¯ ⊗ 1 + 1⊗ y¯ + ω(x¯),
∆(z¯) = z¯ ⊗ 1 + 1⊗ z¯ + ω(x¯)(y¯ ⊗ 1 + 1⊗ y¯)p−1 + ω(y¯).
Hence, there exists some scalar γ ∈ k× such that
φgr(x¯′) = γx¯, φgr(y¯′) = γ
py¯, φgr(z¯′) = γ
p2 z¯.
Now, back to the map φ : A(β ′)→ A(β). Since the first order of the inclusion K ⊂ F
is p, we have φ(y′) = γpy + A for some A ∈ Fp−1 = Kp−1 ⊂ K. Similarly, we have
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φ(z′) = γp
2
z + B for some B ∈ F . That is,
φ(x′) = γx, φ(y′) = γpy + A, φ(z′) = γp
2
z +B,
where A ∈ K and B ∈ F .
Next, since φ is a coalgebra map, (φ⊗ φ)∆(y′) = ∆(φ(y′)). Then, it can be shown
that ∆(A) = A⊗ 1 + 1⊗ A. Hence, we can write A = ax for some a ∈ k. Similarly,
it follows from (φ⊗ φ)∆(z′) = ∆(φ(z′)) that
∆(B)− B ⊗ 1− 1⊗ B(3c)
=γpω(x)[γp(y ⊗ 1 + 1⊗ y) + a(x⊗ 1 + 1⊗ x)]p−1 + ω(γpy + ax)
− γp
2
ω(x)(y ⊗ 1 + 1⊗ y)p−1 − γp
2
ω(y).
Direct computation shows that the element
p−1∑
i=1
(p− 1)!
i!(p− i)!
(γpy)i(ax)p−i + apy
satisfies the above equation (3c) in B. (The computation is tedious and omitted
here.) If B1 and B2 are both solutions to the equation (3c), then d
1(B1 − B2) = 0,
and so B1 and B2 differ by a primitive element. Thus, we can write
B = M + apy + bx, where b ∈ k and M :=
p−1∑
i=1
(p− 1)!
i!(p− i)!
(γpy)i(ax)p−i.
It follows immediately that M ∈ F and Mp = 0. In summary, the isomorphism φ
can be written as: 

φ(x′) = γx,
φ(y′) = γpy + ax,
φ(z′) = γp
2
z +M + apy + bx,
(3d)
for some a, b ∈ k and γ ∈ k×.
Finally, we consider the fact that φ is also an algebra map. In particular,
φ([y′, z′]− x′) = 0,
φ
(
(z′)p + (x′)p−1y′ − β ′x′
)
= 0.
We claim that
φ(z′)p =
{
γp
3
zp for p > 2,
γ8z2 + γ4a2x for p = 2.
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Since [x, y] = [x, z] = xp = yp = 0, we have
φ(z′)p = (γp
2
z +M + apy + bx)p
= (γp
2
z +M + apy)p
= (γp
2
z +M)p + S,
where S =
∑p−1
i=1 si with isi being the coefficient of λ
i−1 in
(apy)(ad (λapy + γp
2
z +M))p−1.
Note that
[apy, λapy + γp
2
z +M ] = γp
2
apx.
Then, since x is in the center of A(β), we have S = 0 for p > 2. When p = 2, we
have S = γ4a2x. By (3b) and the fact that xp = 0, one can check that
(yixp−i)(ad z)p−1 = xp−i[yi(ad z)p−1] = 0.
Hence M(ad (γp
2
z))p−1 = 0, and so
(γp
2
z +M)p = γp
3
zp.
This proves the claim. On the other hand, the condition φ([y′, z′] − x′) = 0 implies
that [
γpy + ax, γp
2
z +M + apy + bx
]
= γx.
In view of the algebraic relations in A(β), this yields
γp
2+p−1 = 1.
Moreover, φ
(
(z′)p+(x′)p−1y′−β ′x′
)
= 0 implies that φ(z′)p+γ2p−1xp−1y−β ′γx = 0.
Combining with the relation zp + xp−1y − βx = 0, we have
φ(z′)p − γ2p−1zp + (βγ2p−1 − β ′γ)x = 0.
In summary, we see that any isomorphism from A(β ′)→ A(β) must be in the form
of (3d) for some a, b ∈ k, γ ∈ k×,
M =
p−1∑
i=1
(p− 1)!
i!(p− i)!
(γpy)i(ax)p−i,
and satisfy the following condition:{
γp
2+p−1 = 1,
φ(z′)p − γ2p−1zp + (βγ2p−1 − β ′γ)x = 0,
(3e)
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where
φ(z′)p =
{
γp
3
zp for p > 2,
γ8z2 + γ4a2x for p = 2.
We can check that any k-linear map from A(β ′) → A(β) as described above for
some a, b ∈ k, γ ∈ k× preserves the algebra and coalgebra structure and so is a bialge-
bra map. By [11, Proposition 4.2.5], any bialgebra map is always a Hopf algebra map.
Moreover, any such a map induces an isomorphism between the associated graded
algebra of A(β ′) and A(β) with respect to the coradical filtration, and then becomes
a Hopf algebra isomorphism. Therefore, any map given in (3d) is an isomorphism
from A(β ′) to A(β) if and only if (3e) also holds.
When p > 2, it follows from (3e) that
γp
3−2p+1 = 1 and β ′ = βγ2p−2.
Note that p2 + p− 1 divides p3 − 2p+ 1 and that (p2 + p− 1, 2p− 2) = 1 for p > 2.
Therefore, A(β ′) ∼= A(β) if and only if there is a map φ : A(β ′)→ A(β) in the form
of (3d) for some a, b ∈ k and a (p2 + p− 1)-th root of unity γ such that β ′ = γβ.
When p = 2, it follows from (3e) that
γ8z2 + γ4a2x− γ3z2 + βγ3 − β ′γ = 0.
Hence, A(β ′) ∼= A(β) if and only if there is a map φ : A(β ′) → A(β) in the form of
(3d) with γ5 = 1 and a2 = β ′γ−3 − βγ−1. In other words, when p = 2, A(β ′) ∼= A(β)
for any β, β ′ ∈ k.
(ii) Denote the generators of H(α′) and H(α) by x′, y′, z′ and x, y, z, respectively.
Similar computation used in (i) shows that the following map ψ is an isomorphism
from H(α′) to H(α)

ψ(x′) = x,
ψ(y′) = y + ax,
ψ(z′) = z +
p−1∑
i=1
(p− 1)!
i!(p− i)!
yi(ax)p−i + apy,
where a ∈ k such that a2−a = α′−α. Therefore, H(α′) ∼= H(α) for any α, α′ ∈ k. 
Proof of Theorem 1.1. In Theorem 3.2, the type (A5) is the only one with non-
commutative algebra structure. It is clear that (A1) to (A4) are not isomorphic to
each other as commutative algebras. Moreover, in Proposition 3.4, let β = 0 when
p = 2 in (A5) and α = 0 in (A2). Then the theorem follows by combining Theorem
3.2 and Proposition 3.4.
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4. K is p2-dimensional and noncommutative
In this section, suppose dimK = p2 and K is noncommutative. By Theorem 2.10
(5), we can write
K = k〈x, y〉
/
([x, y]− y, xp − x, yp),
where x and y are primitive elements with ǫ(x) = ǫ(y) = 0, S(x) = −x, and S(y) =
−y. The following lemma contains some computational results needed later. We also
use the convention
f(x) =
p−1∑
i=1
(−1)i−1
(p− i)
xi.
Lemma 4.1. Let x, y and K as above. Then we have
i) [x⊗ 1 + 1⊗ x, ω(y)] = 0,
ii) [y ⊗ 1 + 1⊗ y, ω(x)] = ∆(yf(x))− yf(x)⊗ 1− 1⊗ yf(x).
iii) If e ∈ H is primitive such that [x, e] = [y, e] = 0, then e = 0.
Proof. i) Note that xy = yx + y. Then, by induction, [x, yi] = iyi for any positive
integer i. Hence
[x⊗1+1⊗x, yi⊗yp−i] = [x, yi]⊗yp−i+yi⊗ [x, yp−i] = iyi⊗yp−i+yi⊗(p−i)yp−i = 0.
Therefore,
[x⊗ 1 + 1⊗ x, ω(y)] =
p−1∑
i=1
(p− 1)!
i!(p− i)!
[x⊗ 1 + 1⊗ x, yi ⊗ yp−i] = 0.
ii) Again by xy = yx+ y, one can show inductively that
[y, xi] = −[xi, y] = −
i−1∑
j=0
(
i
j
)
yxj
for all i ≥ 1. Note that the index i and p− i are symmetric in ω(x). Hence,
[y ⊗ 1 + 1⊗ y, ω(x)] =
p−1∑
i=1
(p− 1)!
i!(p− i)!
(
[y, xp−i]⊗ xi + xi ⊗ [y, xp−i]
)
= −
p−1∑
i=1
(p− 1)!
i!(p− i)!
p−i−1∑
j=0
(
p−i
j
)(
yxj ⊗ xi + xi ⊗ yxj
)
.
Moreover, since chark = p, we have
(p− 1)!
(p− 1− i− j)!
= (−1)i+j(i+ j)!.
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It follows by direct computation that for any indices i, j the coefficient (p−1)!
i!(p−i)!
(
p−i
j
)
can be rewritten as (−1)
i+j
p−i−j
(
i+j
i
)
. Hence
[y ⊗ 1 + 1⊗ y, ω(x)] =
p−1∑
i=1
p−i−1∑
j=0
(−1)i+j+1
p− i− j
(
i+j
i
)(
yxj ⊗ xi + xi ⊗ yxj
)
.
To find ∆(yf(x)), we first define
Al = (y ⊗ 1 + 1⊗ y)
[
(x⊗ 1 + 1⊗ x)l − xl ⊗ 1− 1⊗ xl
]
,
for positive integer l, which can be rewritten as
(y ⊗ 1 + 1⊗ y)
l−1∑
m=1
(
l
m
)
xl−m ⊗ xm =
l−1∑
m=1
(
l
m
)(
yxl−m ⊗ xm + xl−m ⊗ yxm
)
=
l−1∑
m=1
(
l
m
)(
yxl−m ⊗ xm + xm ⊗ yxl−m
)
.
Then we obtain
∆(yf(x)) = ∆(y)f(∆(x)) = (y ⊗ 1 + 1⊗ y)
[ p−1∑
l=1
(−1)l−1
p− l
(x⊗ 1 + 1⊗ x)l
]
=
p−1∑
l=1
(−1)l−1
p− l
[
(y ⊗ 1 + 1⊗ y)
(
xl ⊗ 1 + 1⊗ xl
)
+ Al
]
=
p−1∑
l=1
(−1)l−1
p− l
[
yxl ⊗ 1 + 1⊗ yxl +
l∑
m=1
(
l
m
)(
yxl−m ⊗ xm + xm ⊗ yxl−m
)]
= yf(x)⊗ 1 + 1⊗ yf(x) +
p−1∑
l=1
l∑
m=1
(−1)l−1
p− l
(
l
m
)[
yxl−m ⊗ xm + xm ⊗ yxl−m
]
.
Changing the order of the double summation
∑p−1
l=1
∑l
m=1 and replacing l −m by j
and m by i, we have
∆(yf(x))− yf(x)⊗ 1− 1⊗ yf(x) =
p−1∑
i=1
p−1−i∑
j=0
(−1)i+j−1
p− i− j
(
i+j
i
)[
yxj ⊗ xi + xi ⊗ yxj
]
,
which is the same as [y ⊗ 1 + 1⊗ y, ω(x)].
iii) Let e ∈ H be a primitive element. Since K = u(P (H)), we can write e =
ux + vy for some u, v ∈ k. Thus [x, e] = vy and [y, e] = −uy. Hence e = 0 if
[x, e] = [y, e] = 0. 
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Lemma 4.2. There exists some z ∈ H \ K such that H is generated by K and z,
and the comultipilication of z, up to isomorphism, is one of the following
(1) ∆(z) = z ⊗ 1 + 1⊗ z + ω(y),
(2) ∆(z) = z ⊗ 1 + 1⊗ z + ω(x),
(3) ∆(z) = z ⊗ 1 + 1⊗ z − 2x⊗ y for p > 2.
Moreover, the comultiplication of z remains the same if it is shifted by any primitive
element.
Proof. Suppose that H is cocommutative. By Theorem 2.9, there exists some u ∈
H \K such that
∆(u) = u⊗ 1 + 1⊗ u+ ω(αx+ βy),
where α, β ∈ k, not all zero. If α = 0, then β 6= 0. Letting z = β−pu, we have
∆(z) = z ⊗ 1 + 1 ⊗ z + ω(y). This gives (1). If α 6= 0, let z = α−pu. Then ∆(z) =
z ⊗ 1 + 1⊗ z + ω(x+my) with m = βα−1. Note that (ad (λmy + x))p−1(my) = my
for any λ ∈ k. Then, we have (x +my)p = xp + (my)p +my = x +my. It is clear
that [x +my, y] = y. Thus, we can assume that ∆(z) = z ⊗ 1 + 1 ⊗ z + ω(x) by a
shifting x−my of x. This gives (2).
Now suppose thatH is noncocommutative. By Proposition 2.7, {ω(x), ω(y), x⊗y}
is a basis of H2(k, K). Then by Theorem 2.9, there exists some u ∈ H \K such that
∆(u) = u⊗ 1 + 1⊗ u+ αω(x) + βω(y) + γx⊗ y,
where α, β, γ ∈ k and γ 6= 0. It is clear that [∆(x), αω(x)] = 0. By Lemma 4.1 i),
[∆(x), βω(y)] = 0. Thus,
∆([x, u]) = [∆(x),∆(u)]
= [x, u]⊗ 1 + 1⊗ [x, u] + [∆(x), γ x⊗ y]
= [x, u]⊗ 1 + 1⊗ [x, u] + γx⊗ y.
We will show that p 6= 2 by contradiction. Suppose p = 2 and consider dim(H2/K2).
First, we have dim
(
H2/K2
)
≤ 1 by Proposition 2.3 and the fact that K has p-index
one in H . Direct computation shows that
∆([y, u]) = [y, u]⊗ 1 + 1⊗ [y, u] + α(x⊗ y + y ⊗ x) + γy ⊗ y.
Apply d1 to the elements [x, u] and [y, u] + αxy of H2, that is,
d1([x, u]) = γx⊗ y and d1([y, u] + αxy) = γy ⊗ y.
By Proposition 2.7, x ⊗ y and y ⊗ y are linearly independent in H2(k, K). More-
over, by Theorem 2.8, d1 induces an injection from H2/K2 to H
2(k, K). Hence,
dim
(
H2/K2
)
≥ 2, a contradiction. Therefore, p > 2. Let z = −2[x, u]/γ. Then
∆(z) = z ⊗ 1 + 1⊗ z − 2x⊗ y, which gives (3).
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In all the cases, z /∈ K by direct computation using PBW Theorem. Note that the
p-index of K in H is one. Hence H is generated by K and z. The last statement of
the lemma is obvious. 
Proof of Theorem 1.3. Now we assume that H is generated by K and some
z ∈ H \K with the three types of comultiplication of z described in the preceding
lemma.
Case 1. Suppose ∆(z) = z ⊗ 1 + 1 ⊗ z + ω(y). It is clear that [∆(y), ω(y)] = 0.
By Lemma 4.1 i), [∆(x), ω(y)] = 0. Hence both [x, z] and [y, z] are primitive and we
can assume that
[x, z] = ax+ by, [y, z] = cx+ dy for some a, b, c, d ∈ k.
Since chark = p and [x, y] = y, we have [xp, z] = (ad x)p(z) = by. Then [x, z] = [xp, z]
implies that a = 0. Replacing z with z + dx − by, the commutator relations can be
reduced to
[x, y] = y, [x, z] = 0, [y, z] = cx for some c ∈ k.
Applying these relations, it follows that
(xy)z = zyx+ zy + cx2 + cx and x(yz) = zyx+ zy + cx2.
Then, by associativity, we have c = 0 or [y, z] = 0. Since chark = p and [y, z] = 0,
we have
∆(zp) = ∆(z)p = zp ⊗ 1 + 1⊗ zp + ω(yp) = zp ⊗ 1 + 1⊗ zp.
Hence zp is primitive. But [x, z] = [y, z] = 0 implies [x, zp] = [y, zp] = 0, and so
zp = 0 by Lemma 4.1 iii). This gives (B1).
Case 2. Suppose ∆(z) = z ⊗ 1 + 1 ⊗ z + ω(x). It is easy to see that [x, z] is
primitive. By Lemma 4.1 ii), we have
∆
(
[y, z]− yf(x)
)
= [∆(y),∆(z)]−∆(yf(x))
= [y, z]⊗ 1 + 1⊗ [y, z] + [y ⊗ 1 + 1⊗ y, ω(x)]−∆(yf(x))
= ([y, z]− yf(x))⊗ 1 + 1⊗ ([y, z]− yf(x)).
Hence [y, z]− yf(x) is also primitive. Then we can assume that
[x, z] = ax+ by, [y, z] = yf(x) + cx+ dy for some a, b, c, d ∈ k.
Similar arguments involving [x, z] = [xp, z] and the replacement of z with z+ dx− by
show that the above commutator relations can be reduced to
[x, y] = y, [x, z] = 0, [y, z] = yf(x) + cx for some c ∈ k.
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Applying these relations, we have
(xy)z = zyx+ zy + yf(x)(x+ 1) + cx2 + cx,
x(yz) = zyx+ zy + yf(x)(x+ 1) + cx.
Hence by associativity, c = 0 and [y, z] = yf(x). It remains to determine zp. Again
since char k = p, we have
∆(zp) = ∆(z)p = zp ⊗ 1 + 1⊗ zp + ω(xp) = zp ⊗ 1 + 1⊗ zp + ω(x).
Thus zp − z is primitive. Note that
[x, zp − z] = (x)(ad z)p − [x, z] = 0,
[y, zp − z] = (y)(ad z)p − yf(x) = yf(x)p − yf(x) = 0.
Hence zp = z by Lemma 4.1 iii). This gives (B2).
Case 3. Suppose p > 2 and ∆(z) = z ⊗ 1 + 1⊗ z − 2x⊗ y. Then we have
∆([x, z]) = [x, z]⊗ 1 + 1⊗ [x, z]− 2x⊗ y.
Hence [x, z]−z can be written as ax+by for some a, b ∈ k. That is, [x, z] = z+ax+by.
It follows that [xp, z] = (ad x)p(z) = z + ax + pby = z + ax. On the other hand,
[xp, z] = [x, z] = z + ax + by. Thus, b = 0 and [x, z] = z + ax. By a shifting z + ax
of z, we can assume that [x, z] = z. To determine [y, z], we consider [y, z] − y2. It
follows from [x, y] = y and ∆(z) = z ⊗ 1 + 1⊗ z − 2x⊗ y that
∆([y, z]− y2) =
(
[y, z]− y2
)
⊗ 1 + 1⊗
(
[y, z]− y2
)
.
Then we can write [y, z] = y2 + cx + dy for some c, d ∈ k. Applying the three
commutators [x, y] = y, [x, z] = z and [y, z] = y2 + cx+ dy, we have
x(yz) = zyx+ zy + y2x+ 2y2 + cx2 + dyx+ dy,
(xy)z = zyx+ zy + y2x+ 2y2 + cx2 + dyx+ 2cx+ 2dy.
By associativity, c = d = 0, that is, [y, z] = y2.
Next, we determine zp. Note that yp = 0. By Proposition 2.12 we have
∆(zp) =
(
z ⊗ 1 + 1⊗ z − 2x⊗ y
)p
= zp ⊗ 1 + 1⊗ zp +
p−1∑
i=1
si,
where isi is the coefficient of λ
i−1 in (−2x ⊗ y)(ad (−2λx ⊗ y + z ⊗ 1 + 1 ⊗ z))p−1.
Set A0 = −2x⊗ y. For n = 1, 2, . . ., denote
An = [An−1, −2λx⊗ y + z ⊗ 1 + 1⊗ z].
Then isi is the coefficient of λ
i−1 in Ap−1. Note that
A1 = [−2x⊗ y, −2λx⊗ y + z ⊗ 1 + 1⊗ z] = −2z ⊗ y − 2x⊗ y
2.
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We make the inductive assumption An = anz ⊗ y
n + bnx⊗ y
n+1 where an, bn ∈ k[λ],
the polynomial ring in λ over k. Then
An+1 =
[
anz ⊗ y
n + bnx⊗ y
n+1, −2λx⊗ y + z ⊗ 1 + 1⊗ z
]
=− 2λan[z, x]⊗ y
n+1 + anz ⊗ [y
n, z] + bn[x, z]⊗ y
n+1 + bnx⊗ [y
n+1, z].
Note that [yn, z] = nyn+1 by [y, z] = y2. Hence
An+1 = (2λ+ nan + bn)z ⊗ y
n+1 + (n+ 1)bnx⊗ y
n+2.
That is, an+1 = 2λ+nan+ bn and bn+1 = (n+1)bn. Then, combining with the initial
condition a1 = b1 = −2, we have
ap−1 =
p−1∑
i=1
ci−1λ
i−1 for some ci−1 ∈ k,
and
Ap−1 = ap−1z ⊗ y
p−1 =
p−1∑
i=1
ci−1 z ⊗ y
p−1λi−1.
Therefore,
∆(zp) = zp ⊗ 1 + 1⊗ zp +
p−1∑
i=1
si = z
p ⊗ 1 + 1⊗ zp +
p−1∑
i=1
ci−1
i
z ⊗ yp−1.
Next, we denote a =
∑p−1
i=1 ci−1/i and show a = 0 by coassociativity. Consider
(∆⊗ Id)∆ (zp) = (∆⊗ Id) (zp ⊗ 1 + 1⊗ zp + az ⊗ yp−1)
=∆(zp)⊗ 1 + 1⊗ 1⊗ zp + a∆(z)⊗ yp−1
=∆(zp)⊗ 1 + 1⊗ 1⊗ zp + a(z ⊗ 1⊗ yp−1 + 1⊗ z ⊗ yp−1 − 2x⊗ y ⊗ yp−1),
(Id⊗∆)∆ (zp) = (Id⊗∆) (zp ⊗ 1 + 1⊗ zp + az ⊗ yp−1)
=zp ⊗ 1⊗ 1 + 1⊗∆(zp) + az ⊗∆(yp−1).
Note that neither 1⊗∆(zp) nor z ⊗∆(yp−1) contains a term in x⊗ y ⊗ yp−1. Then
a = 0 by coassociativity. Hence ∆(zp) = zp⊗1+1⊗zp and zp is primitive. Moreover,
[x, zp] = x(ad z)p = 0 and [y, zp] = y(ad z)p = p!yp+1 = 0. Thus zp = 0 by Lemma
4.1 iii). This gives (B3).
5. When K is p3-dimensional
In this section, assume dimK = p3, that is, H is primitively generated. It is
sufficient to classify all restricted Lie algebras of dimension three.
Let g be a Lie algebra of dimension three (not necessarily restricted), spanned by
x, y, z. The classification of such g is well known (see, for example, [19, §3]):
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Lemma 5.1. The Lie structure of a three-dimensional Lie algebra over k, spanned
by x, y, z, is one of the following, up to isomorphism.
1) [x, y] = [x, z] = [y, z] = 0,
2) [x, y] = z, [x, z] = [y, z] = 0,
3) [x, y] = z, [x, z] = x, [y, z] = −y,
4) [x, y] = y, [x, z] = [y, z] = 0,
5) [x, y] = 0, [x, z] = λx, [y, z] = λ−1y, for some λ ∈ k×.
Moreover, type 1) is abelian, type 2) is Heisenberg, type 4) and type 5) are both
non-semisimple and non-nilpotent, and type 3) is the only simple one.
For the purpose of this section, we are only interested in the restricted Lie algebras
of such types. It then remains to determine the p-map structure of g (if it exists).
The next lemma follows directly from Corollary A.3.
Lemma 5.2. When g is abelian, the p-map structure of g is one of the following, up
to isomorphism.
(1) xp = y, yp = z, zp = 0,
(2) xp = 0, yp = z, zp = 0,
(3) xp = 0, yp = 0, zp = 0,
(4) xp = 0, yp = 0, zp = z,
(5) xp = y, yp = 0, zp = z,
(6) xp = 0, yp = y, zp = z,
(7) xp = x, yp = y, zp = z.
Next, we classify nonabelian restricted Lie algebras of dimension three. In Lemma
5.3 and Lemma 5.5, to obtain the most simplified p-map structure of g, we will rescale
the generators x, y, z when it is necessary. That is, we will take x = ax˜, y = by˜, and
z = cz˜ for some a, b, c ∈ k× so that x˜, y˜ and z˜ are satisfying the same Lie bracket
defining relations of x, y, z. Moreover, some shifting (e.g., x′ = x + uy, x′ = x + vz
for some u, v ∈ k) might be necessary too. Once the p-map of g is simplified, the
restricted Lie algebra g will still be represented using x, y, and z, after rescaling or
shifting.
Lemma 5.3. If g is Heisenberg, then the p-map of g is one of the following:
(1) xp = 0, yp = 0, zp = 0,
(2) xp = 0, yp = 0, zp = z,
(3) xp = z, yp = 0, zp = 0.
If p = 2, then the p-maps in (1) and (3) are isomorphic. If p 6= 2, then there are
three different isomorphism classes.
Proof. As in Lemma 5.1 2), the Lie structure of g is given by [x, y] = z, [x, z] =
[y, z] = 0. It is straight forward to verify that (ad x)p, (ad y)p, (ad z)p vanish on g.
24 VAN C. NGUYEN, LINHONG WANG, AND XINGTING WANG*
Then xp, yp, zp are all in the center of g. Hence, xp = αz, yp = βz and zp = γz for
some α, β, γ ∈ k. The case (1) is obvious if α = β = γ = 0.
When α = β = 0 and γ 6= 0, we can assume γ = 1 by rescaling with the scalars
ab = c and cp−1 = γ. This gives (2).
When α 6= 0 and β = γ = 0, we can assume that α = 1 by rescaling with ab = c
and ap = αc. This leads to (3). Due to the symmetry of x and y, the case when
β 6= 0 and α = γ = 0 gives a restricted Lie algebra isomorphic to the one with the
p-map in (3).
When α 6= 0, β = 0 and γ 6= 0 (or symmetrically α = 0, β 6= 0 and γ 6= 0), we can
assume that α = 1, β = 0 and γ = 1 by rescaling with cp−1 = γ, ap = αc, and ab = c.
That is, xp = z, yp = 0, zp = z. Now set x′ = x − z. Then (x′)p = (x − z)p = 0,
[x′, y] = z, and [x′, z] = 0. Therefore, these cases also give (2).
The remaining case is when both α and β are nonzero. Set x′ = x + uy for some
u ∈ k. Then
(x′)p = (x+ uy)p = xp + upyp +
p−1∑
i=1
si,
where isi is the coefficient of λ
i−1 in x(ad (λx + uy))p−1. If p > 2, then (x′)p =
xp + (uy)p = (α + upβ)z, since [x, z] = [y, z] = 0. We can choose u such that
(x′)p = 0. If p = 2, then (x′)2 = x2 + u2y2 + [x, x+ uy] = (α+ u+ u2β)z. Again, we
can choose u properly such that (x′)p = 0. Note that [x′, y] = z and [x′, z] = 0. This
case reduces to one of the previous cases and does not give any new isomorphism
classes with different p-maps.
Lastly, it is clear that the p-map in (2) produces a non-p-nilpotent restricted Lie
algebra and so gives a distinct isomorphism class. When p > 2, the p-map in (1) is
trivial, i.e., any linear combination of x, y, z maps to zero under the p-map. Hence
the p-maps in (1) and (3) give distinct isomorphism classes of g for p > 2. When
p = 2, the p-map in (1) is not trivial, since (x + y)2 = z. Then in this case the
p-maps in (1) and (3) are isomorphic via the mapping x 7→ x + y, y 7→ y, z 7→ z.
This completes the proof. 
Lemma 5.4. Assume g is simple. If p = 2, then the p-map does not exist. If p > 2,
then the p-map is given by xp = yp = 0, zp = z, up to isomorphism.
Proof. By Lemma 5.1 3), [x, y] = z, [x, z] = x, [y, z] = −y. For any α, β, γ ∈ k, it
holds that [αx + βy + γz, y] = αz + γy. But [x2, y] = (ad x)2(y) = [x, [x, y]] =
[x, z] = x. Hence there is no restricted map when p = 2. Now assume that p > 2.
Since (ad x)p and (ad y)p vanish on g, we have xp = yp = 0. Moreover, it follows
from [x, zp] = x and [y, zp] = −y that zp = z. This completes the proof. 
Lemma 5.5. If g has the Lie structure [x, y] = y, [x, z] = [y, z] = 0 as in Lemma
5.1, 4), then the p-map of g is one of the following, up to isomorphism.
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(1) xp = x, yp = 0, zp = 0,
(2) xp = x, yp = z, zp = z,
(3) xp = x, yp = z, zp = 0,
(4) xp = x, yp = 0, zp = z.
Proof. Let w = k1x+ k2y + k3z be an element of g for k1, k2, k3 ∈ k. Then [w, x] =
−k2y, [w, y] = k1y, and [w, z] = 0. In particular, the center of g is kz. Note that
[xp, x] = [xp, z] = 0, [xp, y] = y, and yp, zp are in the center of g. Then, xp = x+αz,
yp = βz, and zp = γz for some α, β, γ ∈ k. Consider the shifting x + vz, where v
is a scalar such that α + vpγ = v. Then, (x + vz)p = x + vz, [x + vz, y] = y, and
[x+ vz, z] = 0. Thus, we can assume that α = 0, i.e., xp = x.
Obviously, β = γ = 0 gives (1). If both β and γ are nonzero, we can assume
β = γ = 1 by rescaling with cp = γc and bp = βc. This gives (2). For the remaining
two cases, we can assume β = 1, γ = 0 or β = 0, γ = 1 by rescaling with bp = βc or
cp = γc, and so obtain (3) and (4), respectively.
It can be shown as follows that the four p-maps give four distinct isomorphism
classes of g. Note that [g, g] = ky. Then [g, g]p = 0 for (1) and (4) while [g, g]p = kz
for (2) and (3). Next, dim gp = 1 for (1) but dim gp = 2 for (4). Lastly, (2) produces
a restricted Lie algebra with p-nilpotent center but (3) does not. 
Lemma 5.6. Suppose g has the Lie structure [x, y] = 0, [x, z] = λx, [y, z] = λ−1y, for
some λ ∈ k× as in Lemma 5.1, 5). If g is a restricted Lie algebra, then λp−1 = ±1,
and the p-map of g is, up to isomorphism,
xp = 0, yp = 0, zp = λp−1z.
When p > 2, there are p + 1 isomorphism classes of such restricted Lie algebras.
When p = 2, there is only one such restricted Lie algebra.
Proof. One can check that the center of g is trivial. It is also clear that xp and
yp are both in the center of g. Hence, xp = yp = 0. It follows from the given
Lie bracket relation that [x, zp] = λpx, [y, zp] = λ−py, [zp, z] = 0. Suppose that
zp = αx + βy + γz for some α, β, γ ∈ k. Then [x, zp] = λγx, [y, zp] = λ−1γy, and
[z, zp] = −λαx − λ−1βy. Hence, α = β = 0, λp−1 = γ = λ−(p−1), which further
implies that γ = ±1.
When p > 2, distinguished by the roots of 1 or the roots of −1, there are two types
of p-maps producing two classes of restricted Lie algebras. Denote them by g1(λ) and
g−1(µ), respectively, where λ
p−1 = 1 and µp−1 = −1. It is clear that g1(λ) ≇ g−1(µ)
for any λ and µ. Due to the symmetry of x and y, we have g1(λ) ∼= g1(λ
′) if and only
if λ′ = λ−1 or λ′ = λ. The same holds for g−1(µ). Then, for any fixed p > 2, there
are p+1 isomorphism classes for restricted Lie algebras with the given Lie structure.
The result for p = 2 is clear. 
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Proof of Theorem 1.4. The theorem follows from Lemmas 5.2-5.6.
Remark 5.7. The isomorphism classes in Theorem 1.4 are grouped by semisimple,
local, and neither. By [16, Theorem 2.3.3] and Corollary A.3, type (C1) is the only
semisimple one. By Theorem 2.5, finite-dimensional primitively generated connected
Hopf algebras are local if and only if all primitives are nilpotent. It is clear that
types (C2)-(C6) are the only ones with x, y, z all nilpotent. The remaining types
(C7)-(C16) are neither semisimple nor local.
6. Algebra structure of (B2)
In this section, we want to compare the algebra structure of (B2) type in Theorem
1.3 with restricted enveloping algebras. The motivation comes from the result by
D.-G. Wang, J.J. Zhang, and G. Zhuang [21] on connected affine Hopf algebras in
characteristic zero described in the Introduction. Note that restricted enveloping
algebras of dimension p3 are classified in Theorem 1.4 as Hopf algebras of type C. For
convenience, we denote by A the algebra described as (B2), namely A is the quotient
of the free algebra generated by three variables x, y, z by the ideal generated by:
[x, y]− y, [x, z], [y, z]− yf(x), xp − x, yp, and zp − z,(6a)
where f(x) :=
∑p−1
i=1 (−1)
i−1(p − i)−1xi. For the sake of the notation, we will some-
times simply write f for the element f(x).
Lemma 6.1. The center of the algebra A is trivial.
Proof. As stated before, A is the quotient of the free algebra generated by three
variables x, y, z by the ideal generated by (6a). Therefore, by Diamond Lemma [7], A
has a basis {ziyjxk | 0 ≤ i, j, k ≤ p−1}. Moreover, we use the lexicographical order on
the index set I = {(i, j, k) | 0 ≤ i, j, k ≤ p−1} defined as (α1, α2, α3) <lex (β1, β2, β3)
if and only if
(α1 < β1), (α1 = β1, α2 < β2), or (α1 = β1, α2 = β2, α3 < β3).
Suppose, the element C =
∑
α∈I aαz
α1yα2xα3 belongs to the center of A. We can
check directly the following identities in A inductively:
[x, yn] = nyn,(6.1a)
[y, xn] = −y
(
(x+ 1)n − xn
)
,(6.1b)
[y, zn] =
(
n
1
)
zn−1yf +
(
n
2
)
zn−2yf 2 + · · ·+
(
n
0
)
yfn,(6.1c)
for any integer n ≥ 1. By using the condition [x, C] = 0 and (6.1a), we have∑
α∈I
α2aαz
α1yα2xα3 = 0.
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Then α2 = 0 whenever aα 6= 0. So we can assume that C =
∑
α∈J aαz
α1xα3 where
J is the index subset of I with the zero middle index. Furthermore the condition
[y, C] = 0 combining (6.1b) and (6.1c) implies that
[y, C] =
∑
α∈J
aα[y, z
α1]xα3 +
∑
α∈J
aαz
α1 [y, xα3 ](6.1d)
=
∑
α∈J
aα
[(
α1
1
)
zα1−1yf +
(
α1
2
)
zα1−2yf 2 + · · ·+
(
α1
0
)
yfα1
]
xα3
−
∑
α∈J
aαz
α1
[(
α3
1
)
xα3−1 +
(
α3
2
)
xα3−2 + · · ·+
(
α3
0
)]
=0.
Choose the leading term of C under the lexicographical order and denote it by azmxn
where a 6= 0. From (6.1d), it is clear that the leading term of [y, C] is −nazmxn−1.
Hence we have n = 0. Suppose m ≥ 1. Then we can rewrite C as
azm + bzm−1g(x) + δ,
where b ∈ k, g(x) is an element of A only in terms of x and δ is the tail term satisfying
δ <lex z
m−1. By using (6.1d) again, we see the leading term of [y, C] now becomes
amzm−1yf + bzm−1[y, g(x)] = amzm−1yf − bzm−1y[g(x+ 1)− g(x)].
Since am 6= 0, we have
f(x) = (b/am)[g(x+ 1)− g(x)](6.1e)
in the subalgebra S of A generated by x. It is easy to see that S = k[x]/(xp − x).
We fix a basis {1, x, x2, · · · , xp−1} for S and write
g(x) = ap−1x
p−1 + ap−2x
p−2 + · · ·+ a1x+ a0,
for some coefficients ai ∈ k. Then by the definition of f(x) in relations (6a), we see
that (6.1e) is impossible since g(x+ 1) − g(x) does not have the leading term xp−1.
We have a contradiction. Then m must be zero and we can further assume that
C = g(x). Suppose g(x) is not a constant. Since k is algebraically closed, g(x) has
at least one root α ∈ k. By (6.1b) again, we know [y, g(x)] = −y[g(x + 1) − g(x)].
So g(x + 1) = g(x) and g(x) has p-distinct roots α, α + 1, · · · , α + p− 1. It is a
contradiction since g(x) has degree less than p. So C ∈ k and the center of A is
trivial. 
In the following, we point out the Jacobson radical of A and the corresponding
associated graded ring, which are easy to check.
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Proposition 6.2. The Jacobson radical JA of A is generated by y and A/JA ∼=
k × k × · · · × k︸ ︷︷ ︸
2p
. Moreover for the associated graded ring of A with respect to JA-adic
filtration, we have
grJAA
∼= A, for deg x = deg z = 0, deg y = 1.
Lemma 6.3. Let g be a finite-dimensional restricted Lie algebra over k. If every
irreducible restricted representation of g is one-dimensional, then [g, g] is p-nilpotent
in g.
Proof. Denote by u(g) the restricted universal enveloping algebra of g. By its con-
struction, irreducible restricted representations of g are in one-to-one correspondence
with simple modules over u(g). Let M be any simple module over u(g), which is
one-dimensional by assumption. Then every element of g acts on M by a scalar.
Hence [g, g]M = 0, which implies that the commutator [g, g] annihilates all the sim-
ple modules over u(g). So [g, g] lies inside the Jacobson radical of u(g) by definition.
Since u(g) is finite-dimensional, the Jacobson radical of u(g) is nilpotent. Thus we
have [g, g] is p-nilpotent after we translate everything back into g. 
We are now ready to show that there exists a finite-dimensional connected Hopf
algebra in positive characteristic, which as an algebra is not isomorphic to any re-
stricted universal enveloping algebras.
Proposition 6.4. Let k be an algebraically closed field of characteristic p > 0. As an
algebra over k, the (B2) type is not isomorphic to any restricted universal enveloping
algebras.
Proof. From the classification of restricted universal enveloping algebras in Theorem
1.4, it is clear to see that (C1)-(C14) all have non-trivial center. Then by Lemma 6.1,
it suffices to compare (B2) with (C15) and (C16). Every irreducible representation
of (B2) is one-dimensional by Proposition 6.2. But in (C15), we see that z ∈ [g, g],
which is not p-nilpotent. Hence (B2) and (C15) cannot be isomorphic as algebras
by Lemma 6.3. For (C16), its Jacobson radical is generated by x, y, whose quotient
algebra is isomorphic to k × k × · · · × k︸ ︷︷ ︸
p
. Again by Proposition 6.2, we know (B2)
and (C16) cannot be isomorphic. This completes the proof. 
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Appendix A. Abelian restricted Lie algebras
The following result about finite-dimensional abelian restricted Lie algebras can
be easily derived from the discussion in [14, Chapter V, §8].
Proposition A.1. [14, Chapter V, §8] Let g be an abelian restricted Lie algebra of
dimension m < ∞. Then there exists a set of elements {x1, . . . , xd, y1, . . . , ys} ⊂ g,
such that
g =
(
⊕di=1 (kxi ⊕ kx
p
i ⊕ . . .⊕ kx
pni−1
i )
)
⊕
(
⊕sj=1 kyj
)
where 0 ≤ d, s ≤ m are integers, xp
ni
i = 0, y
p
j = yj, for all i and j, and
∑d
i=1 ni+s =
m.
Proof. Following [14, P.192], we consider the noncommutative polynomial ring
Φ = {α0 + α1t+ · · ·+ αnt
n | αi ∈ k}.
The indeterminate t satisfies tα = αpt for any α ∈ k, and so t can be viewed as the
restricted p-map on g. Note that Φ is a principal ideal domain. By [14, Ex. 19], g
has a p-invariant decomposition g = n⊕ s, where sp = s and np
n
= 0 for some integer
n sufficiently large.
When n 6= 0, as a module over Φ, it is a direct sum of torsion cyclic modules. That
is, n ∼= ⊕iΦ/(t
ni) with
∑
ni = dim n. For each 1 ≤ i ≤ d, let xi be the image of the
generator of Φ/(tni) in n. Then
d⋃
i=1
{
xi, x
p
i , . . . , x
pni−1
i | x
pni
i = 0
}
is a basis for n. When s 6= 0, let s = dim s. By [14, Chapter V, §8, Theorem 13],
a basis for s is y1, y2, . . . , ys with y
p
i = yi. The proof is completed by combining the
bases of s and n together. 
Remark A.2. By [16, Theorem 2.3.3], u(s) is semisimple. Then, by [16, Corollary
2.3.5] and the fact that k is algebraically closed, we have
u(s) ∼= (k(Zp)
s)∗ ∼= k[y]
/
(yp
s
− y),
where s = dim s. Denote the image of y in s by x. Then {x, xp, . . . , xp
s−1
} with
xp
s
= x is another basis of s.
Now the classification of finite-dimensional primitively generated commutative
Hopf algebras follows immediately.
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Corollary A.3. Any pm-dimensional primitively generated commutative Hopf alge-
bra over k is isomorphic to a Hopf algebra in the form of
k[x1, . . . , xd, y1, . . . , ys]/(x
pn1
1 , . . . , x
pnd
d , y
p
1 − y1, . . . , y
p
s − ys),
where all xi’s and yj’s are primitive elements, ni’s, d, and s are integers such that∑d
i ni+s = m. In particular, such a Hopf algebra is semisimple if and only if s = m.
Remark A.4. From Proposition A.1 and Corollary A.3, we see that the number
N(m) of isomorphism classes of m-dimensional abelian restricted Lie algebra (resp.,
pm-dimensional primitively generated commutative Hopf algebras) is just the partial
sums of partition functions of positive integers, that is, N(m) =
∑m
n=0 P (n), where
P (n) is the number of ways to write n as a sum of non-negative integers, regardless
the order of summands.
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