ABSTRACT Predicting the next-day power demand has been one of the most important research areas in the electricity industry for the past decade. A successful and more accurate prediction can help both the policy-makers and consumers to plan their bidding strategies. Self-organizing maps (SOM) and K-means are the two classical algorithms among many clustering ones. In this paper, they were used to predict the electric demand with the combination of the least-square support vector machine (LSSVM). The purpose of this paper is to analyze the capacity of the SOM-LSSVM by comparing it with the K-means-LSSVM and a single LSSVM for one-day-ahead electric demand forecasting. A new parallel-grid search algorithm for LSSVM is also proposed to improve orecasting speed. The empirical testing shows that all of the three models provide good prediction results, but the results of the mean absolute percentage error obtained with the SOM-LSSVM method can achieve better prediction accuracy compared with the K-means-LSSVM and a single LSSVM models.
I. INTRODUCTION
Following the rapid development of the economical society in industrialized countries, the demand for electric power has increased dramatically in this decade. Since the fluctuation of electric demand, demand forecasting has already become a critical problem concerned by power system operators and academic researchers in energy markets. Accurate electric demand forecasting can boost the security and stability of power system, decreasing unnecessary spinning reserves, reducing the cost of generating electricity efficiently and improving the efficiency of economy and society. Nowadays, the level of electric demand forecasting is one of the most important marks of measuring the modernization of power system management. In order to meet the growth of power requirements constantly, the accurate prediction of electric demand has become more and more significant. In fact, there exist many stochastic factors affecting the electric demand
The associate editor coordinating the review of this manuscript and approving it for publication was Ziyan Wu. series such as temperature, price of electricity and population. As the electric demand changed over time, electric demand forecasting can be treated as a special time series prediction which shows a highly nonlinear characteristic.
In recent years, various kinds of approaches have been widely used for short-term electric demand forecasting [1] - [5] , [33] , [34] . However, the major parts of forecasting models are only a kind of the linear model, it has been approved that these methods are inefficient for the nonlinear part of electric demand series forecasting. In order to remedy the shortcoming of the linear model, numerous artificial techniques have already been put forward to increase the forecasting accuracy [6] - [13] , [35] , [36] . The artificial neural network (ANN) has got extensive attention as a powerful and effective method on dealing with complex nonlinear problem. Although the neural network has widely and successfully used in engineering area, the traditional neural network which has the weakness of slow convergence and easy trapped in local optimization can degrade the forecasting performance. To address this, the support vector machine (SVM) method, which was developed by Vapnik and his team in 1995 has been widely used [14] . The SVM based on the statistical learning theory is a new machine learning method. SVM has advantages of simple structure and strong generalization ability, which makes it successful in the field of machine learning [15] , [16] . A new SVM method based on Recursive Feature Elimination (RFE) is used to select the gene by Isabelle Guyon et al in 2002, the simulation results indicate that this method can get better linear classification performance compared with other strategies [17] . However, solving the very large quadratic programming optimization problem is a vital weakness of SVM. In 1999, Suykens and his colleagues developed the least square support vector machine (LSSVM) method which is a kind of extension of SVM [18] . The LSSVM method has high prediction accuracy and strong generalization ability. At the same time, it can get a satisfying result if the kernel function and parameters are correctly selected. Therefore, we introduce a parallel grid search algorithm to optimize the regularization parameter and kernel parameter of LSSVM which can get minimum mean absolute percentage error in this study.
A single model may easily occur over-fitting and underfitting, thus, hybrid models such as PC-based electricity management system [19] , [20] , EMD-SA-ARIMA [21] and WT-CLSSVM-EGARCH [22] have been widely used for electric demand forecasting. There are various kinds of literatures show that the precision of combination forecasting model is higher than individual forecasting model [23] - [28] , [37] , [38] , such as an Intelligent Approach to Demand Forecasting [39] - [41] , Ensemble Methodology for Demand ForecastingForecasting [42] - [44] , Hybrid methodology for short-term load forecasting [45] , [46] , However, there is no cluster analysis and LSSVM method have been discovered and used for electric demand forecasting, this article has a try to fill this blank. The major goal for this paper is investigating the capability of electric demand forecasting by contrast with SOM-LSSVM, K-means-LSSVM and a single LSSVM. The electric demand data of New South Wales in Australia which collected from http://www.aemo.com.au/ were used in our research.
This text structure is organized as follows: Section 2 describes the LSSVM, K-means, SOM and hybrid models, the experimental results and theoretical analysis are displayed in Section 3. Finally, Section 4 concludes this paper with our major contribution to the literature.
II. METHODOLOGY A. LEAST SQUARE SUPPORT VECTOR MACHINE
The LSSVM was chosen because it is a modification of the SVM algorithm, and it can achieve the global solution more easily, the quadratic programming problem can be reduced to a set of algebraic linear equations. In 2002, the LSSVM regression algorithm was proposed and LSSVM toolbox has been provided at http://www.esat. kuleuven.be/sista/lssvmlab/.
Consider a given training set S = {(x i , y i ), x i ∈ R n , y i ∈ R} l i=1 with input data x i , output data y i and the number of samples l. The regression function f (x) can be defined as:
In Eq. (1), w and b represent the weight vector and bias term respectively. ϕ(x) is the input vectors into higher-dimension feature space.
Based on the principle of minimizing a structural risk, regression problems corresponding to the following optimization problem:
Subject to
In Eq. (2), γ represents the penalty parameter and e i represents the approximation error. We use the Lagrange method to solve the optimization problem:
In Eq. (4), α i is the Lagrange multiplier. From the K-K-T conditions, Eq. (5) must be satisfied:
The following matrix solution can be obtained by eliminating w and e i :
Therefore, the output of LSSVM regression can be described as:
In Eq. (7) K (x, x i ) is the kernel function. The radial basis function (RBF) is applied as the kernel function in LSSVM. An important advantage of the RBF kernel function is its high-performance to cope with the nonlinear regression problem. The RBF with two additional tuning parameters δ and γ can be defined as:
For the LSSVM model, there seems no ideal way to determine the parameters γ and δ 2 .Thus, we propose a parallel grid search algorithm. It is a global optimal search algorithm which can get the global optimization result in a shorter period of time. The MATLAB parallel working principle can be seen in Fig.1 .The main parallel grid search algorithm steps are as follows:
Step 1: Set the initial range of grid search parameters α and δ 2 .
Step 2: Construct the two-dimensional plane with γ and δ 2 (the step size is set at 10), i.e. get the parameters [γ , δ 2 ].
Step 3: Select the best combination of γ and δ 2 base on the prediction accuracy of MAPE. If there are multiple optimal combinations, the one which has the minimal value of γ will be selected.
Step 4: According to the preliminary solution, reset the range of search parameters to construct the two-dimensional plane (the left interval minus 10, right interval value plus 10. If the left interval is negative, we set left interval at 1, the step size is set at 0.1).
Step 5: Repeat step 3.
Step 6:
Output the final optimal parameters.
B. CLUSTER ANALYSIS
Cluster analysis is a branch of multivariate analysis which purpose is to make the difference between the objects of different clusters as large as possible, but just reversed at the same clusters. Cluster analysis has been divided into five broad groups: Partitioning, Hierarchical, Density-based, Grid-based and Model-based. Partitioning method is based on the strategy of minimizing the objective function which can divide the object of data set into the specified clusters. Modelbased clustering methods first assume a model for each cluster, and then find the data which are in better agreement with the model. The data is often generated in accordance with the intrinsic probability distribution. Such algorithms try to optimize the fitting degree between a given data set and some other mathematical model.
1) K-MEANS CLUSTERING
K-means algorithm is based on average values of the data in the cluster, it is a widely used partitioning method supposed by Macqueen [30] . The basic steps of K-means classification algorithm can be summarized as follows:
Randomly select k points (m j (I ) j = 1, 2, . . . , k, I = 1) as the initial centers of the k clusters.
Step 2:
Step 3: According to the clustering results, recalculate the new cluster center.
Step 4:
Step 2 else stop.
Step 5: Output the result. Euclidean distance is commonly used to measure distance in K-means algorithm, in the n-dimensional space, it can be defined as:
2) SELF-ORGANIZING MAPS
The SOM network proposed by Kohonen [31] can simulate the brain's function of self-organizing feature map. It is an unsupervised and competitive learning algorithm which has good ability of adaptation and robustness. The SOM network has two-layer architecture which consisted of an input layer and a competitive layer (also called the output map). The competitive layer is composed by a series of nodes which generally organized as a two-dimensional mesh. Fig.2 shows the typical structure of SOM neural network. 
3) INTEGRATING THE CLUSTER ANALYSIS AND LEAST SQUARE SUPPORT VECTOR MACHINE
The algorithm which is applied in short-term demand forecasting largely depends on how to select the trained samples and input variables, as it has great relation with the convergence, calculation speed and precision. To address these issues, a short-term electric demand prediction method based on cluster analysis and LSSVM is presented. We can provide a better pattern classification results for short-term demand forecasting by clustering analysis, by doing so, the consistency of the training data can be guaranteed, so that the finite sample information can be fully utilized. First of all, the experimental data set is classified into different clusters by the K-means or SOM network, and each of them contains similar objects. When the clustering process has been completed, the LSSVM regression algorithm for each cluster is constructed. We select the training clusters which have the same objects with the clusters include the forecasting day (test clusters) as the LSSVM training sets. If such a cluster does not exist, the clusters with more objects will finally be chosen and the number of objects needs to be readjusted simultaneously. The basic flow chart of the hybrid model is shown in Fig.3. 
4) CLUSTER ANALYSIS BASED ON SAMPLING
The sample size of random sampling is important and should not be too small. It needs to be representative enough that small samples can still represent the overall data distribution. If you end up dividing into many clusters, be very careful because small samples may not represent very small clusters Profiling technique is used for some sales forecasting in the clustering analysis [47] . In the fusion process, we should pay attention to whether the clustering results on samples are stable and whether the randomness is too large. Special attention should be paid to whether the cluster labels on different samples are uniform and how to prove that the cluster results on different samples are consistent. When the data volume is very large, k-means clustering can be given priority to try and get the preliminary results. If the effect is not good, more small samples will be constructed by random sampling method, and the clustering results will be improved by manual fusion model to further optimize the model. In this article, we will not discuss sampling algorithms too much.
III. EXPERIMENT AND RESULT

A. DATA DESCRIPTION AND PREPROCESS
The NSW electric demand data are got from Australian national electricity market. These data are collected on subjects at 30-minute intervals for the year 2006, namely, every day has 48 data points. It is obvious that there are four seasons in Australia. We focus on 1-day electric demand forecasting for each season. The hybrid model only employs the first three months historical demand data to forecast the day of which demand is to be predicted. For example, Fig. 4 shows both the historical and forecasting day demand curves in spring, the other seasons have been omitted for the purpose of conciseness.
Short-term demand forecasting method is mainly dependent on the historical demand data. Its essence is based on the load forecasting similarity principle, an effective way to improve the prediction accuracy is to select the similar days scientifically. In order to choose the similar days by clustering analysis, first we need to determine the input variables of the model which can significantly affect the electric demand. In this paper, we add the weeks and seasonal type into the daily demand data to build the characteristic mapping library. Thus, the input variable of the daily demand is a 50-dimensional vector. Mapping values are shown in Table 1 . Since the historical data dimensionless are inconsistent, we did data normalized for the original data:
Y (t) denotes original serial, Y (t) denotes normalized serial.
B. TESTING THE DATA 1) SINGLE LSSVM IMPLEMENTATION
The LS-SVMlab toolbox was proposed by Kris De Brabanter et al in 201149. In this paper, the toolbox 1.8 for MATLAB 2010a is used to build the individual LSSVM model. In our experiment, the numbers of input data of the [52] . In order to get a better performance, we choose the RBF kernel where γ is the regularization parameter and δ 2 is the bandwidth. We set γ ∈ [10, 100], δ 2 ∈ [1, 6000] to get the preliminary solution. Table 2 shows the final optimal parameters for each season. MAPE not only considered the error between the predicted value and the true value, but also considered the ratio between the error and the true value. In this paper, we adopted MAPE. From Table 3 , it is not hard to see that the parallel grid search algorithm (PGS) can significantly reduce the search time compared to the traditional grid search (TGS) method. In addition, the forecasting accuracy of PGS is reliable.
2) K-MEANS IMPLEMENTATION
The K-means clustering results are mainly influenced by two factors: one is the initial cluster centers, the other one is the value of clusters k. It can be evaluated by the term cluster validity (external criteria, internal criteria and relative criteria) [32] . The number of cluster k values is often determined by people's prior knowledge. The clustering results can be evaluated in many ways, e.g., internal measures or external measures. These measures sometimes are called ''cluster validation''. By using these measures, one may properly determine the optimal k values. In this study, we use PASW Statistics 18.0 software to build the K-means model, In this paper, the initial clustering center of K-means is a random choice. In determining the accuracy, the values of clusters k and maximum iteration are set at 20 and 100, respectively. The convergence criterion is 0.
3) SOM IMPLEMENTATION
For the SOM model, it is important to choose a suitable topology at first. The other one is distance function which can be used to compute the distance between neurons. In our case, the topology function and distance function are set at hextop and linkdist. The max training cycle set as 1000 and map size is set at 4 × 5 units. Finally, MATLAB 2010a with SOM toolbox is used for all the simulation experiment in this paper. Fig.5 shows the cluster result by SOM. See [33] to obtain a better understanding of the SOM networks.
C. ANALYSIS AND DISCUSSION
1) FORECASTING EVALUATION METHODS
Three common criteria can be used to evaluate the prediction performance including the mean absolute error (MAE), VOLUME 7, 2019 the mean absolute percentage error (MAPE) and the root mean square error (RMSE). They are expressed as follows: where x t means original electric demand, x t means prediction electric demand and T is the total number of forecasting objects. Obviously, the smaller these loss functions are, the higher the forecasting accuracy is.
2) THE COMPARISONS OF FORECASTING PERFORMANCE ON SPRING
We consider the empirical analysis on the last day of spring. Table 4 lists the predicted and actual electric demand VOLUME 7, 2019 values. Comparing the three models integrally, the above error criteria are shown in Fig.6 and Fig.7 . Fig.6 also shows the absolute errors, between 4:30AM and 17:00PM, the absolute errors obtained from the single LSSVM are obviously higher than SOM-LSSVM model and K-means-LSSVM model. In addition, it can be observed clearly that absolute errors using K-means-LSSVM are higher than SOM-LSSVM model between 12:00AM and 17:00PM, the red curve predicted by SOM-LSSVM almost coincides with the actual data curve, which indicates good fitting results. From Fig.7 , we have observed that using the K-means-LSSVM can get better results than a single LSSVM model based on MAE and RMSE, the prediction accuracy obtained from SOM-LSSVM is higher than the K-means-LSSVM model. In other words, the SOM-LSSVM model outperforms the other two models. Also, it has been shown that using the hybrid model lead to VOLUME 7, 2019 FIGURE 7. Comparing the prediction errors (RMSE and MAE) of three models. 29.0750%, 49.5243% reductions in total RMSE, 27.5151%, 45.8908% reductions in total MAE respectively in comparison with a single LSSVM.
3) THE VALIDITY TEST OF THE THREE METHODS ON OTHER SEASONS
In order to illustrate the effectiveness and practicality of the three models, we have tested these models on other three seasons. The performances can be seen in Table 8 , Fig.8 , Fig.9 and Fig.10 . LSSVM model is slightly higher than K-means-LSSVM model on the average values for the whole seasons. The K-means-LSSVM has reduced MAPE by 13.7992% and MAE by 15.4789% on average. SOM-LSSVM has a little higher MAE and RMSE than K-means-LSSVM on summer days, and slightly higher RMSE in winter. However, SOM-LSSVM can achieve better performance than K-means-LSSVM on the whole.
d: IN ALL SEASONS
According to these three criteria on average, K-means-LSSVM has worse forecasting performance than SOM-LSSVM model. SOM-LSSVM has reduced MAPE by 23.6559% on average compared with the K-means-LSSVM.
To sum up, among these three models (SOM-LSSVM, K-means-LSSVM and single LSSVM), Table 8 , Fig.8 , Fig.9 and Fig.10 demonstrate that these three models can get good forecasting result, there predicted curves almost coincide with the actual data curves, and the SOM-LSSVM model significantly outperforms the other two models. Detailed numerical comparisons can be seen in Table 5 , Table 6 and Table 7 .
IV. CONCLUSIONS
Forecasting the electric power demand is of great importance for the countries, enterprises and individuals. During the past few decades, various methods have been developed and successfully implemented for electric demand forecasting. A hybrid forecasting model based on the cluster analysis and least square support vector machine is used in this paper, and a single LSSVM is selected to compare with hybrid model using the NSW electric demand data.
The results of experiment show that the new hybrid method has several advantages: At first, as the traditional artificial experience-based similar days selecting methods certainly do not have the best forecast effect, the SOM or K-means algorithm is used to select the similar days in our hybrid method. Choosing the similar days is an effective way to enhance the forecast results of the electric demand forecast synthesis system. After this, the LSSVM model which has optimized by a new parallel grid search algorithm is proposed to improve the prediction precision. Based on the experiment, we have observed that the hybrid can get higher accuracy than a single LSSVM model. Finally, it is also demonstrated that SOM-LSSVM performs better than K-means-LSSVM.
The contributions of this research are two-fold. Firstly, due to most of the single models show poor accuracy for the demand forecasting, the hybrid model (cluster analysis and LSSVM) can easily overcome this shortcoming. Secondly, the SOM-LSSVM model is a very promising technology in electric demand forecasting based on our experimental results. For the purpose of improving the generality and reliability of power system, further research and optimization are in the process.
