In this paper, according to a certain criterion, we divide the exponential distribution class into some subclasses. One of them is closely related to the regular-variation-tailed distribution class, so it is called the semi-regular-variation-tailed distribution class. In the new class, although all distributions are not convolution equivalent, there still have some good properties.
Introduction
The theory and applications of the class of subexponential distributions has been studied intensively, see, for example, Chistyakov (1964) , Embrechts et al. (1997) and Foss et al. (2013) . These distributions have a number of attractive properties. Among others they obey the principle of a single jump, that is the tail of the distribution of the sum of independent and identically distributed (i.i.d.) random variables (r.v.'s) is asymptotically equal to the tail of the largest value of the summands. The distribution of the sum of independent r.v.'s is called convolution, and the distribution of their product is called product convolution. In probability theory, the tailed analysis of the convolution and product convolution is an important topic, which have important applications in various fields such as finance, insurance, queuing systems and so on. Since the product of positive r.v.'s can be transformed to a sum of r.v.'s (by taking logarithms), the convolution of r.v.'s and subexponential distribution, as well as more general convolution equivalent distributions are especially important.
In practice, many distributions are not convolution equivalent. Even in the common exponential distribution class, which contains the convolution equivalent distribution class, there are many such distributions, we refer to Pitman (1979) , Embrechts and Goldie (1980) , Murphree (1989) , Leslie (1989) , Lin and Wang (2012) , Wang et al. (2016) , among others. In the present paper, we also provide some examples.
In this way, some interesting questions arise naturally: Problem A. Is there a precise asymptotic expression for the tail of convolution of distributions except for the convolution equivalent distributions?
Problem B. Can we remove the restriction that these corresponding r.v.'s are identically distributed?
Problem C. What are the relationship and the difference between the such distributions and other distributions?
In the conclusion of the paper, we should reply on these questions. We restrict our objects of study to the exponential distribution class. In this class, except for the convolution equivalent distribution, we expect to find some distributions with such good properties. It is well known that the tail of a distribution belonging to the class is asymptotically equivalent to a function e −αx f (x) for some non-negative constant α, where the function f • ln is slowly varying, for example, see (1.1) of Klüppelberg (1989) . In this paper we consider some different assumptions about f . According to the criterion, we divide the class into two mutually disjoint subclasses, see Subsection 1.1 below. We are mainly concerned with one of these subclasses. Although these distributions in the new subclass are not convolution equivalent, they still have other good properties. We obtain precise tail asymptotic expressions for convolution of these distributions and prove that the subclass is closed under convolution. In addition, we do not require that the underlying r.v.'s are identically distributed.
In the following, we introduce the research objects and the main results of this paper, respectively.
Concepts of some functions and distributions
Firstly, we give some notations and conventions around the regular-variation function. Without further comment, all limits are as x → ∞. Let u and v be two eventually positive functions.
A measurable function u supported on R is said to be regularly varying at ∞ with parameter α ∈ R, denoted by u ∈ R α , if u(x) is eventually positive and for all t ∈ R + ,
If α = 0, the function is called slowly varying.
We say that a function u belongs to the exponential function class L α for some α ∈ R + ∪ {0}, if the compound function u • ln ∈ R −α , or equivalently, if for all t ∈ R,
In particular, the class L 0 is called the long-tailed function class. According to the uniform convergence theorem, see Theorem 1.5.2 of Bingham et al. (1987) , we know that, if the function u ∈ L α , then
The property is used in different situations, see for example Corollary 2.5 of Cline and Samorodnitsky (1994) and Proposition 2 and Proposition 6 of Asmussen et al. (2003) .
We say that a function u belongs to the function class S α for some
where
for two positive functions u and v on R. In particular, the class S 0 is called the subexponential function class. In this paper, let U be a proper distribution supported on R. If its tail U = 1 − U ∈ R −α for some α ∈ R + ∪ {0}, then we say that the distribution belongs to the regular-variation-tailed distribution class, denoted by U ∈ R(α).
We say that a distribution U belongs to the exponential distribution class L(α) for some
We say that a distribution U belongs to the convolution equivalent distribution class S(α)
where U * V is the convolution of two distributions U and V , and U * 2 = U * U . Similarly, we denote the class S(0) by S, which is called the subexponential distribution class. Now, we try to find a criterion for the classification of the class L(α) for some α ∈ R + . Let X be a r.v. with the distribution V belonging to the class L(α) for some α ∈ R + ∪ {0} and let Y = e X with a distribution F on R + . Then we know that F ∈ R(α), so that there exist a function l ∈ R 0 on R + such that, for all x ∈ R,
Clearly, the function f (=l • exp) on R or equivalently, the function l, is locally bounded, i.e. for any
The class L(α) can be divided into two disjoint subclasses as follows:
and
In this paper, we focus on a subset of the class L 1 (α) that
From the definition of the subclass L 11 (α), we can see the close relation between the subclass and the regular-variation-tailed function class R γ . So, we might as well call the former the semiregular-variation-tailed distribution class.
In Subsection 4.1, we give some specific examples to show that the classes L 11 (α) and L 1 (α) \ L 11 (α) contain many distributions with natural shapes.
If a distribution V ∈ L 1 (α) for some α ∈ R + , then ∞ 0 f (y)dy = ∞ if and only if M (V, α) = ∞. In fact, for any two constants 0 < c < s large enough, using integration by parts, we have 
Correspondingly, for a parameter α ∈ R + , the class R(α) can also be divided into two disjoint subclasses. To this end, let Y be a r.v. with the distribution F 0 ∈ R(α). We denote its positive part by Y + = Y 1(Y > 0) with the distribution F on R + , then for all x ∈ R,
thus F ∈ R(α). Further, let r.v. X = ln Y + , then its distribution V = F • exp belongs to the class L(α). For 1 ≤ i ≤ 2, we define the following classes:
The two classes do not intersect each other,
and V ∈ L i (α) if and only if F ∈ R i (α) for i = 1, 2. Among them,
which is called strongly regular-variation-tailed distribution class introduced by Definition 2.1 of Li and Tang (2015) . In the above-mentioned definitions and properties of the class L(α), when α ∈ R + and the distribution U is lattice, all variables and constants should be restricted to values of the lattice span in the distribution U and the function f , see Bertoin and Doney (1996) . For example, let U be a lattice distribution on N. We say that U ∈ L(α), if for all i ∈ N,
In the above sense, we still call the function f belongs to the class L 0 or the class R α . Now we return to the class L(α) for some α ∈ R + . Since the introduction of exponential distribution class by Chover et al. (1973a,b) , the tail asymptotics of convolution and the closure under convolution or convolution roots for convolution equivalents distribution have been thoroughly studied, see, for example, Embrechts and Goldie (1982) , Klüppelberg (1989) , Pakes (2004) , Foss and Korshunov (2007) and Watanabe (2008) . However, there are few corresponding results on other exponential distributions. We are mainly concerned with the class L 1 (α) and its subclass L 11 (α). We have not found a study of the former. In the research related to the latter, Hashova and Li (2013) give the tail asymptotic expression of convolution of some special distributions in the subclass. And then, Hashova and Li (2014) obtained an asymptotic expression for the finite time ruin probability in a discrete time risk model with both insurance risks and financial risks, natural logarithms of which also follow some special distributions in the subclass, see Theorem A and Remark 3.1 below. On the other hand, Omey et al. (2017) systematically studied properties of some r.v.'s, which are called semi-heavy tailed, from the two angles of the probability density for an absolutely continuous distribution and the probability sequence for a lattice distribution, respectively. For example, the paper considered such probability density w(x) = e −αx f (x) for some positive constant α and regular-variation function f . If f is a tail distribution, then w also is a special semi-regular-variation-tailed distribution, because the function f must be non-increasing and tend to zero.
Inspired by the three papers above, in a different way, we try to study the tail asymptotic properties of convolution with a unified form for the distributions in the class L 1 (α) and its subclass L 11 (α).
Main results
We first give a general result for the class L 1 (α) with some parameter α ∈ R + . Then, based on this, we give another precise result for the class L 11 (α). We assume that all lattice distributions in this paper are supported on N. Theorem 1.1. For some integer n ≥ 1 and all
where a = α, when the distributions V i , 1 ≤ i ≤ n + 1 are non-lattice; a = e α − 1, when they are lattice; a = (e α − 1) m/(n−1) α (n−m−1)/(n−1) , when n ≥ 2 and there is an integer 1 ≤ m ≤ n − 1 such that the distribution V i is lattice for 1 ≤ i ≤ m and the distribution V j is non-lattice for m + 1 ≤ j ≤ n. And for any 1 ≤ j ≤ n + 1,
It is easy to see that for α > 0, the classes L 1 (α) and L 11 (α) are closed under convolution, that is if V 1 and V 2 belong to the class, then V 1 * V 2 still belongs to the same one and has a heavier tail than V i for i = 1, 2. However, it is well known that, the class S(α) does not have the property. This is an essential distinction between the two.
ii) For some n ≥ 2 and all 1 ≤ i ≤ n, we know that, if V i = V ∈ S(α) with some α ∈ R + ∪{0}, then
(1.5)
In the case that α = 0, these distributions or the corresponding r.v.'s obey the principle of "a single big jump" or "Max-Sum equivalence". And the second result of the theorem shows (1.5) does not hold for the distribution V ∈ L 1 (α) for some α ∈ R + . This is another essential difference. However, there still exists another precise equivalent relation for convolution of distributions in the class L 1 (α), as the first expression in (1.3).
In the following, denotes Γ(·) the Gamma-function such that Γ(x) = ∞ 0 y x−1 e −y dy and
We know that, if f ∈ L 0 , then by Proposition 1.5.9a of Bingham et al. (1987) ,
Further, if f ∈ R γ for some γ ≥ −1, then by Proposition 1.5.9a and Theorem 1. Under the conditions of Theorem 1.1, we further assume that the distribution V i ∈ L 11 (α) for any n ≥ 1 and all 1 ≤ i ≤ n + 1. Then V 1 * · · · * V n+1 ∈ L 11 (α) and the following results hold:
iii) If there is some integer 1 ≤ m ≤ n such that f i ∈ R −1 for 1 ≤ i ≤ m, and f i ∈ R γ i with some
(1.10) Remark 1.2. i) In the above two theorems, we only require that all distributions belong to the class L 1 (α) or L 11 (α) for some common parameter α ∈ R + , because we do not need to consider other situations. In fact, for example, if V i ∈ L 11 (α i ) with some α i ∈ R + for i = 1, 2, where The rest of this paper consists of three sections. In Section 2, we give the proofs of Theorem 1.1 and Theorem 1.2. Further, we apply the obtained results to a discrete time risk model with stochastic returns, thus get the asymptotic estimation of the finite time ruin probability in Section 3. Finally, in Section 4, we give some specific distributions with normal shapes and good properties in the classes L 11 (α) and
2 Proofs of the main results
Proof of Theorem 1.1
In order to prove Theorem 1.1, we first give a lemma.
ii) For i = 1, 2, let X i be a r.v. with distribution V i on R, and they are independent of each other. Further, if V i ∈ L 1 (α) for some α ∈ R + , then for any c ∈ R,
The first result in i) is a minor generalization of Theorem 3 (b) of Embrechts and Goldie (1980) for α = 0 and Proposition 5 of Asmussen et al. (2003) , where f i is a tail distribution for the former or a density for the latter, i = 1, 2.
Proof. i) Firstly, we prove the first conclusion. For any constant t, since f i ∈ L 0 for i = 1, 2, there is a function h such that, 2h ∈ H(f 1 , 0) H(f 2 , 0), and when x is large enough,
Because f 1 ∈ L 0 , both of h and h 1 belong to H(f 1 , 0) H(f 2 , 0), where h 1 (x) = h(x) + t,
And by (1.6), we have
Therefore,
Further, for any constant
Since x 0 is arbitrary and 
For any c ∈ R and 1 ≤ i ≤ 2, because
2) follows from (2.3). ✷ Now, we prove Theorem 1.1. By ∞ 0 f 1 (y)dy = ∞ and (2.1),
To prove (1.3), for a distribution U , we denote
and by Karamata theorem,
We first deal with the case n = 2 and assume that V i is continuous for i = 1, 2. Since V 1 , V 2 and V 1 * V 2 belong to L(α), there exists a function h ∈ H(V 1 , α)∩ H(V 2 , α)∩ H(V 1 * V 2 , α). Using this function h, (2.2) with c = 0 and partial integration, for x large enough we have
(2.5)
We first deal with I 1 (x) + I 3 (x). Using (2.4) for U = V 1 and integration by parts again, and note that V 2 is a continuous function such that d dy (V 2 ) I = V 2 (y) for all y ∈ R + , we have
Because f 2 is locally bounded, there exists a constant C > 0 such that f 2 (x) ≤ Ce αx V 2 (x) for all x ∈ R + ∪ {0}. Further, by (2.4) and (1.6), we find that
By (2.6), (2.7) and (2.4),
For each fixed integer n ≥ 1, since
for all x ≥ x n . Without loss of generality, we set nx n ≤ x n+1 for all n ≥ 1. Let h 1 be a positive function on R + ∪ {0} such that
By (2.8) and (2.9), we have
In a similar way, we conclude that
Hence, by (2.5), (2.10) and (2.11), it holds that
Now, for i = 1, 2, we deal with the situation that V i doesn't have to be continuous. Let Z i be a random variable with a uniform distribution supported on (0, ε) for some positive constant ε, where, when V i is lattice, ε is the step size 1. We denote the distribution of Y i + Z i by G i . Assume that Y i , Z i , i = 1, 2 are independent of each other. Clearly, G i is absolutely continuous, and
It follows that G i has a density g i given by
In the following, we first consider the situation that V i is non-lattice for i = 1, 2. By V i ∈ L(α) for some α > 0, we have
Thus g i ∈ L α and
Further, as the proof of (2.10) and (2.11), there is a function
Then by (2.13), it is easy to verify that
Second, for i = 1, 2, we consider the situation that V i on R is lattice with step 1. Then
where f i ∈ L 0 on N. We linearly extend the function to R as follows:
Because f * i is a linear function, f * i ∈ L 0 and
Thus, for k large enough and k ≤ x < k + 1,
Therefore, there is a continuous distribution G i ∈ L(α) on R such that
By the above proof for continuous distributions and (2.14), we have
For the lattice case,
Then by (2.2) with c = 0 and the method of proof in (2.10) and (2.11), we know that
Further, by (2.15)-(2.18), we have
that is the first asymptotic formula in (1.3) holds for n = 2. Third, let X 1 be a r.v. with a lattice distribution V 1 ∈ L 1 (α). Then there is a non-lattice distribution G 1 ∈ L 1 (α) with the corresponding function f 1 such that
And let X 2 be a r.v. with a non-lattice distribution V 2 ∈ L 1 (α) and the corresponding function f 2 . Using (2.2) and the method of proof in (2.10) and (2.11), we have
Finally, using induction, we can prove that (1.3) hold for all n. Then by Lemma 2.1, (1.4) also follows.
Proof of Theorem 1.2
To prove Theorem 1.2, we also need the following two lemmas. The first lemma is the function analogue of Omey et al. (2017) . So we omit its proof.
For convenience, we write g n = f 1 ⊗ · · · ⊗ f n for each integer n ≥ 1.
Lemma 2.3. For any fixed integer
Proof. We will prove the conclusion by induction. For n = 2, since f i ∈ R −1 , then f I i ∈ R 0 for i = 1, 2. Hence, by ii) of Lemma 2.2, we obtain that
On the other hand, it holds that
Thus,
Now, we assume (2.19) holds for n = k, so g I k ∈ R 0 . And we continue to prove that it holds for n = k + 1. By the same method as the case n = 2 and induction hypothesis, we have
Similarly, we can prove the last equation in (2.19) . Therefore, the lemma is proved. ✷ Based on the above two lemmas, we prove Theorem 1.2. i) By induction, (1.8) follows from Theorem 1.1 and Lemma 2.2 i). ii) In order to prove (1.9), we also use induction method. For n = 2, by Theorem 1.1 and Lemma 2.2 ii), we get
Assume (1.9) holds for n = k. Then g k = f 1 ⊗ · · · ⊗ f k ∈ R −1 . For n = k + 1, by Lemma 2.2 ii) and Lemma 2.3, we can get that
Therefore, (1.9) holds for n = k + 1.
iii) By Theorem 1.1 and Lemma 2.2 iii), we have
So the result follows from induction and Lemma 2.3. Finally, the conclusion that V 1 * · · · * V n+1 ∈ L 11 (α) is follows from the fact that f i and f I i for 1 ≤ i ≤ n + 1 are regular varying.
Applications to risk
In this section, we first introduce a discrete time risk model with stochastic returns, or with both insurance risk and financial risk. Then, based on the results in the previous section, we respectively give some asymptotic estimates of the aggregate net loss and the ruin probability in the finite time period.
Model and results
For every i ≥ 1, let r.v. X i be an insurer's net loss (the total amount of claims less premiums) within time period (i − 1, i] with distribution F i on R. And let r.v. Y i be the stochastic discount factor (the reciprocal of the stochastic accumulation factor) over the same time period with a distribution G i on R + . Usually, for i ≥ 1, X i and Y i are known as the insurance risk and financial risk, respectively. Further, assume that r.v.'s X i , Y i , i ≥ 1 are mutually independent. Then, at each time n ≥ 1, the stochastic present values of aggregate net losses and their maxima respectively are specified as
We call P (M n > x) the finite time ruin probability at time n denoted by ψ(x, n), where x ∈ R + ∪ {0} is the initial capital of the insurer.
For the discrete time model, some basic theoretical issues, especially, the closure under product convolution (that is the distribution of the product of independent r.v.'s) for the subexponeantial class, have been studied, see Cline and Samorodnitsky (1994), Tang (2006) , Tang (2008) and Xu et al. (2018) . Based on these results, some asymptotic formulas for the ruin probability are obtained, see, for example, Tsitsiashvili (2003, 2004) . Further, Chen (2011), Yang and Wang (2013), etc. discuss the ruin probability in the model with some dependent insurance risks and financial risks. Most of the existing works assume that the insurance risk and the financial risk respectively follow the same distribution F and G, and that the financial risk is dominated by the insurance risk with a subexponeantial distribution, or more general convolution equivalent distribution, namely G(x) = o F (x) and F ∈ S(α) for some α ∈ R + ∪ {0}. In Li and Tang (2015) , the dominating relationship between financial risk and insurance risk is not required, however, the distributions of every convex combination of F and G are required to belong to the class R * (α) ⊂ R 2 (α). In order to remove the restrictions on the dominated relationship and enlarge the range of the corresponding distribution class, Hashorva and Li (2014) give the following result.
Theorem A. In the above model, if, for every i ≥ 1,
for some positive constants α, γ * and γ i , and some slowly varying functions l * i (·) and l i (·), then, for every n ≥ 1, letting γ n = γ * + n i=1 γ i , we have
where Γ(·) is the Gamma-function.
Remark 3.1. In the proof of the theorem, for some n ≥ 1 and 1 ≤ i ≤ n, one of the key objects of study is
. Clearly, for some α > 0, V i ∈ L 11 (α) and F i ∈ R 11 (α) with the same parameter γ * − 1 > −1. In addition, if γ * < γ j for some 1 ≤ j ≤ n, then F i (x) = o G j (x) for all 1 ≤ i ≤ n, in other words, the financial risk cannot be dominated by the insurance risk.
The above remark shows that Theorem A is of great value. However, there are some interesting issues. For example, can the index γ * − 1 take different values here for different insurance risks? And can the γ * take zero? Clearly, in the complex insurance business, it is a more reasonable decision that, the insurance risk and the financial risk follow the different distributions and they all have the bigger scope to be chosen. In this section, based on Theorem 1.1 and Theorem 1.2 of the present paper, we use a method different from Hashova and Li (2014) to positively answer these questions.
As in Theorem A, we assume that all distributions are non-lattice. Thus, this means a = α.
Theorem 3.1. In the above model, for any n ≥ 1 and all 1 ≤ i ≤ n, assume that F i and G i belong to the class R 11 (α) for some α > 0. More specifically, A more precise result than Theorem 3.1 is as follows. 
Remark 3.2. i) According to the second asymptotic expression in (1.3), if γ i = γ * − 1 for 1 ≤ i ≤ n, then by Lemma 2.2 i), Lemma 3.1 and Remark 3.1, the above two conditions (3.1) and (3.3) are automatically satisfied. Therefore, the result of Theorem A is properly included in i) of Theorem 3.2.
ii) Of course, we can consider a more complex case that,
where integers 1 ≤ m 1 < n 1 < m 2 < n for some n ≥ 4. We omit its details.
Proofs of the results
To prove the Theorem 3.1, we need the following lemma.
Proof. It is not difficult to find that there is a function h ∈
Thus, the lemma is proved. ✷ Proof of Theorem 3.1. We first prove (3.2) with induction. For n = 1, it follows from Theorem 1.1 that
Now we assume by induction that (3.2) holds for n = k. Let S
j=2 Y j , then by induction hypothesis, we have
which means the distribution of S
k belongs to the class R(α). By (3.1), it is holds that
Hence,
Further, by Theorem 1.1 and (1.2), we have
Now we assume by induction that (3.5) holds for n = k. Let S
which means the distribution of S (2) k belongs to R(α). Then by (3.1), we find that
Further, by Theorem 1.2, the assertion holds for n = k + 1. For M n , we only need to prove
Similarly, the rest of the theorem can be obtained. We omit its proof. ✷
Examples
In this section, we respectively give some specific distributions in the classes L 11 (α) and L 1 (α) \ L 11 (α) for some α ∈ R with normal shapes and good properties. According to Theorem 1.3.1 of Bingham et al. (1987) , the function l ∈ R 0 if and only if it may be written in the form
where constant a 0 > 1, function c 0 is measurable and c 0 (x) → c 0 ∈ R + , and ε 0 (x) → 0. Thus,
where a = ln a 0 > 0, c(x) = c 0 (e x ) → c 0 , and ε(x) = ε 0 (e x ).
On the class L 11 (α)
We show that the class L 11 (α) for some α ∈ R + is a large class of distributions. For example, in (1.1), we may respectively take l(x) = 1, (ln ln x) γ or (ln x) γ , then f (x) = l(e x ) = 1, x γ or (ln x) γ for some γ ≥ −1, and correspondingly, V (x) ∼ e −αx f (x) = e −αx , e −αx (ln x) γ or e −αx x γ .
Clearly, V ∈ L 11 (α).
On the class
We respectively provide two distributions belonging to the class L 1 (α) \ L 11 (α) for some α ∈ R + and results corresponding to Theorem 1.2.
Example 4.1. In (4.1), we take a 0 = e and ε 0 (x) = 1/ 2(ln x) 1/2 . Clearly, ε 0 (x) → 0, thus l ∈ R 0 . Further, by (4.2), we have f (x) = l(e x ) = c 0 (e x ) exp Thus, l ∈ R 0 and f is not regularly varying. Therefore, in (1.1), the corresponding distribution V belongs to the class L 1 (α) \ L 11 (α) for each α ∈ R + .
For this kind of distribution, we have the following conclusion without the proof which is similar to (1.8) of Theorem 1.2. γ k + j, γ j+1 + 1 a n e −αx x
where a is given as Theorem 1.1.
According to Proposition 4.1 and Proposition 4.2, we can also obtain some results corresponding to Theorem 3.1 and Theorem 3.2 for some distributions in the class L 1 (α) \ L 11 (α).
