from the time series, then using wavelet denoising of the log spectra.
MTSA leads to a power spectrum estimate with reduced variance and better leakage properties than the conventional periodogram.
Under the assumption of stationarity and mild regularity conditions, the log multitaper spectrum has a statistical distribution that is approximately Gaussian, so wavelet denoising is asymptotically an optimal method to reduce the noise in tile estimated spectra. We find that a single rn-v spectrum benefits greatly from MTSA followed by wavelet denoising, and that wavelet denoising by itself can be used to improve m-averaged spectra.
We compare estimates using two different 5-taper estimates (Slepian and sine tapers) and the periodogram estimate, for GONG time series at selected angular degrees g. We compare those three spectra with and without wavelet-denoising, both visually, and in terms of the mode parameters estimated from the pre-processed spectra using the GONG peak-fitting algorithm.
The two multitaper estimates give equivalent results. Tile number of modes fitted well by the GONG algorithm is 20% to 60% larger (depending on e and the temporal frequency) when applied to the multitaper estimates than when applied to the periodogram. The estimated mode parameters (frequency, amplitude and width) are comparable for the three power spectrum estimates, except for modes with very small mode widths (a few frequency bins), where the multitaper spectra broaden the modes compared with the periodogram.
At frequencies below 3 mHz, wavelet denoising of the log multitaper power spectra tends to increase the number of modes for which the GONG peak fitting algorithm converges well. Close to 3 mHz, where all modes are resolved, wavelet denoising makes little difference. At higher frequencies close to the acoustic cut-off frequency, where modes are blended into ridges, wavelet denoising the multitaper spectra reduces the numbe_ of good fits.
We tested the influence of the number of tapers used and found that narrow modes at low n values are broadened to the extent that they can no longer be fit if the number of tapers is too large. For helioseismic time series of this length and temporal resolution, the optimal number of tapers is less than 10.
Subject headings:
Sun: oscillations --Techniques: time series analysis --Techniques: INTRODUCTION
The primary data products of helioseismology are the mode frequencies of acoustic oscillations, which are used to infer the structure and kinematics of the solar interior.
With the excellent data available now from instruments such as GONG and SOHO-SOI/MDI, greater accuracy and reliability of the data processing is required to make substantial progress in the understanding of the solar interior (for example, the existence of a polar jet, as discussed by Howe et al. 1998 ).
In addition, other mode parameters such as amplitude, asymmetry, and width are increasingly interesting.
We address the step of converting the observed time series to frequency spectra, and study tile potential benefits of modern time series analysis techniques. We apply Multitaper Spectral Analysis (MTSA) to the observed time series to derive power spectrum estimates, and then apply wavelet denoising to the log spectra to further improve the signal-to-noise ratio of the modes, h,ITSA has better bias and variance properties than the conventional periodogram and, tinder the assumption of stationarity and mikl regularity, the log multitaper spectrum has approximately Gaussian statistics, so wavelet denoising is an asymptotically optimal method to reduce the noise level in the calculated spectra (cf. Walden, McCoy, & Percival 1995) . Other wavelet-based methods to reduce noise in astronomical data exist, such as Murtagh, Starck, _z Bijaoui (1995) and Fligge g¢ Solanki (1997) . We note that we use 'standard' multitaper techniques without special treatment of data gaps. This seems reasonable for GONG or SOHO-SOI/MDI data which have better than 85% duty ratio, and the gaps are short and more or less randomly distributed. Additional work (Fodor & Stark 1998) includes the gap structure and constructs optimal tapers for time series with known gaps. We have put together a 'pipeline' to calculate a multitaper spectral estimate from a given time series, apply wavelet denoising to the log spectra andthen derivemodeparameters usingthe GONG peak-fittingalgorithmof Anderson, Duvall, Jr., & Jefferies(1990) .This pipelinewasfirst appliedto a setof simpleartificial data to checkfor systematicerrorsandconsistency, andthen appliedto observed time seriesof differentlengths (daily,monthly,etc.).
Wedescribethe methodin detail andcompare quantitativelythreepowerspectrumestimates (5-taperestimatesusingSlepianor sinetapers,and the periodogram) usingGONG month 16 timesseriesfor threedifferentvaluesof angulardegreeg. Wealsocomparedeachof the three spectrumestimateswith the corresponding wavelet denoised spectrum.Multitapering helpsquite generally,andwaveletdenoisinggivesadditionalbenefitsat somefrequencies. The newmethods arenot biasedsystematically comparedwith eachother. The singlebest thing to improvemode fitting is to usea multitaperspectrumestimate.Wavelet denoising canfurther improvemultitaper spectrumestimatesfor modefrequencies belowabout3 mHz.
MULTITAPER SPECTRAL ANALYSIS
MTSA is an extensionof single taper spectralanalysiswherethe time seriesis multiplied/apodizedwith a singlewindowfunction or data taper beforecalculatingthe powerspectrum(Thomson1982).Compared with the periodogram, a powerspectrumestimate that usesa smoothwindowfunction,suchas a Hanningwindow,can reducespectralleakage (not to be confused with spatial leakage). The windowfunctionsthat minimizeleakage give less weightto the endsof the time series.The multitaperapproach usesa varietyof orthogonal tapers, someof which givemoreweightto the endsof the time series, trading off biasand variance.A multitaper estimatethat useswell selected taperscangain fromthe bias-variance tradeoff,giving an estimatethat hassmall biascomparedwith a singletaper estimate,but substantiallylower variance.MTSA is describedand motivatedclearlyandin detail by Percival& Walden(1993 "t t,k/k=0 • l(3(mt) gf "_'tl<-I The multitaper spectrum estimate is the average estimates of the power spectrum, t _ t JJk=0 • of these K power spectrum estimates:
t=O The tapers {ht,k} are normalized so that _N__l h 2 = 1, and At is the sampling interval.
t,k
The tapers are chosen to be concentrated in the frequency domain, so that ttleir broad baz)d -4-biasis assmallas possible. If the data tapersarepairwiseothogonal, i.e., it gives more weight to the center of the time series than to its ends. Tapers for larger k give increasingly more weight to the ends of the time series. The right column shows the taper energy, which is the sum of the squared tapers, normalized by the number of tapers, K. It is evident that the portion of the time series that receives large weight increases as the number of tapers increases.
To ensure good leakage/bias properties, the tapers should be concentrated in the frequency domain.
One way to define a family of 'optimal' tapers is as follows: (1 (Slepian 1978 (Slepian , 1983 
with i = 0, ..., N -1. The multiplieative constant makes the tapers orthonormal. 
where N is the signal length and aj is the noise level in the observations at scale j. In level-independent shrinkage, crj is estimated by the median absolute deviation (MAD) of the wavelet coefficients at the finest scale (J), normalized by 0.6745 to correspond to the standard deviation of a Gaussian distribution:
In level-dependent shrinkage, the standard deviation of the noise level at scale j is estimated by the median absolute deviation of the coefficients at scale j; because the coefficients at broad scales tend to have nontrivial components of the signal, this can over-estimate the noise level at those scales, resulting in too much shrinkage, attenuating the real signal. In tests on artificial and real helioseismic data, we found that level-dependent shrinkage distorted the modes unacceptably.
This agrees with Walden, McCoy, & Percival (1995) who found that with the exception of white noise, scale-independent thresholding leads to better results than scale-dependent thresholding.
Therefore, we use level-independent shrinkage throughout this work.
Hard thresholding recovers the signal well in mean squared error, but tends not to suppress some noise spikes (spikes do not make a large contribution to mean squared error). Soft thresholding leaves fewer noise spikes, but tends to attenuate the signal because even the largest wavelet coefficients are shrunk towards zero. Gao & Bruce (1995) introduced semisoft thresholding (kill, shrink, or keep) as a compromise between hard and soft thresholding. The two thresholds defining three ranges bracket 0 as defined in Equation (5) and are given as a function of N in Table 1 of their paper.
In tests using artificial and real data, we found that a modified semisoft or "semihard" thresholding scheme worked best for helioseismic data.
The threshold function is shown in Figure 3 . The lower threshold is 0 as defined in Equation (5), and the upper semisoft threshold is that of Gao & Bruce (1995) . The semihard thresholding scheme reduces the visual roughness of the estimate more than the semisoft scheme without distorting the signal structure. Hard thresholding also preserves the mode structure, but gives estimates that are visually too rough, while soft thresholding gives the smoothest estimates, but broadens the modes unacceptably. We use the semihard threshold below.
Out" ultimate wavelet shrinkage procedure is the following: we wavelet-transforln the log power spectrum, scale the wavelet coefficients by the estimated deviation, £ra, of the coefficients at the finestscale, apply the "semi-hard"thresholdto the coefficients, rescale the coefficients, and inversewavelet-transform themto obtain the "denoised" estimateof the logpowerspectrum.
This denoisingscheme canintroducea smallsystematic frequencyshift dueto the lack of translationinvarianceof the waveletbasis.To eliminatethis effect,we usedtranslation-invariant waveletdenoising(Coifman& Donoho1995)whichefficientlyshifts the signaloverall positions andaverages the denoised shiftedsignals(aftershiftingthem back). This procedurealsoreduces the influenceof the specificwaveletbasischosen. Wetried Haar,Daubechies, Coiflet,andSymmlet bases.Wefound that for our data, Symmletsof order8 producedestimatesthat werevisually preferable, andtook the leasttime to compute.
The denoisingprocedure canbe restrictedto a rangeof scales from the smallestto an upper limit. It mightnot benecessary to denoise thelargestscales, because they tendto containprimarily large-scale trendsin the signaland not noise.A valueof jmin = 4 or jmin = int(x/2 log(N)) is a good choice for signals of length N = 2048 or less, while a larger value of jmi, ___7 is more appropriate for long helioseismic data sets, where N is typically about N = 216 or larger.
IMPLEMENTATION
To calculate multitaper spectrum estimates from helioseismic time series, we used 37r Slepian tapers to ensure that the widths of p-modes are not broadened by the resolution bandwidth of the tapers. We averaged over K = 5 singly tapered spectrum estimates. We also calculated multitaper spectrum estimates using the first five sine tapers. For MTSA with Slepian tapers, we used subroutines written in C by Lees & Park (1995) . To create the multitaper spectrum estimates, we averaged the singly tapered spectrum estimates weighted according to their respective eigenvalues.
To wavelet denoise the log-spectra, we used the WaveLab package by Buckheit et al. (1995) We appliedthe procedures to artificial data to checkfor systematicfrequencyshifts. To test multitaper spectralanalysis,wecreateda set of time serieswith a knownlimit spectrum, followingSchou& Brown (1992)to modelindividual modesas stochasticallyexciteddamped oscillators.We assume that the modelifetimeis smallcomparedto the lengthof the wholetime seriesbut largecompared to the time cadence of observation. The modeis randomlyexcitedmany times overthe wholetime interval ¢¢ith the time interval between two 'kicks' small compared to the mode lifetime.
To simplify the modeling, we excite the mode only at temporal grid points.
Two or more kicks at the same time grid point are considered to be one kick. We compensate for overlapping kicks by adjusting the sample size of uniformly distributed random numbers. To evaluate wavelet denoising, we created artificial spectra that contained a single mode plus realization noise for four different signal-to-noise ratios (S/N = 50, 20, 10, and 5). We modeled the modes as Lorentzian profiles using a subroutine written by E. Anderson. For each signal-to-noise ratio, we created 1,000 artificial spectra with a spectral pixel size of 0.2 #Hz and a mode frequency of v = 3045.9 #Hz, which is close to but slightly different from the n = 10, C = 50 mode. We applied single wavelet denoising and translation-invariant (TI) denoising to the spectra, using semihard thresholding.
For large signal-to-noise ratio (S/N=50), we find that the average mode frequency differs by -6 nIh with a standard deviation of 212 nHz (original),
-5 + 214 nHz (denoised), and -8 + 212 nHz (TI denoised) from the input mode frequency. The rms difference between the denoised and original spectra is 13 nHz, compared with only 3 nHz for TI denoised and original spectra. For small signal-to-noise ratio (S/N=10), the average difference is -65 4-306 nHz for the simple denoising scheme, while it is -10 4-303 nHz for the TI-denoised spectra and -12 + 283 nHz for the original spectra. The rms differences between the denoised and original spectra increase to 107 nHz (denoised) and to 46 nHz (TI denoised). Simple wavelet denoisingcan introducea small,systematic shift in frequency, while TI denoisingdoesnot show this systematicshift. Therefore, weuseTI wavelet denoisinghenceforth in this study. The right column in Figure 4 shows that wavelet denoising cleans the periodogram, but it reduces tile mode amplitude drastically. The 'click' at about 3000 #Itz in tile upper right i)anel is a typical artifact of noise in one wavelet coefficient exceeding the threshold, and thus remaining unattenuated in the denoised reconstruction. Wavelet denoising works well for the two multitaper spectra, leaving tile principal mode and leaks clearly distinguishable, and smoothing tile mode structure without broadening it.
RESULTS

5.1.
Quantitative Comparison
We compared the number of primary modes the GONG peak-fitting algorithm fits successfully for the different spectrum estimates. Wavelet denoising further increases the number of good fits at frequencies below about 2000 #Hz, while it tends to reduce the number of good fits at frequencies above about 4000 #Hz, where modes blend into ridges. In the frequency range of well-resolved modes around 3000 #Hz, wavelet denoising increases the number of good fits at some n values and reduces it at others, leading to a small net gain.
Figures 7 and 8 show tile same for g = 65 and t7 = 100. As in Figure 6 , each bin contains all modes of a single n value ranging from n = 1 to n = 19 for _e= 65, and from n = 0 to n = 15 for /? = 100. Figure 7 shows that for £ = 65, multitapering greatly improves the number of good fits at all frequencies compared to the periodogram, but especially between about 2000 and 4000 #Hz, where ahnost all possible (2_ + 1) modes can be fitted well to the multitaper spectrum estimates.
Wavelet denoising improves the fits at low n values (below about 2000 #Hz). The fit of the n = 1 mode is good only for the denoised spectrum estimate. Denoising makes no difference in the range of well-resolved modes, where multitapering leads already to good fits at all modes, while at high frequencies denoising reduces the number of good fits. In Figure 8 , the _ = 100 spectra spectrum estimates show a similar behavior. Table 1 shows the total number of fitted modes and the number of good fits for angular degrees C = 30, 65, and 100 (cf. Figures 6 to 8 ). The numbers of good fits are separated into three frequency ranges:
(1) u < 2.5mHz, low signal-to-noise modes; (2) 2.5mHz< v < 3.5mHz,
-11-well-resolved modes;and (3) _, >_ 3.5mHz, blended modes. Not surprisingly, the total number of primary modes is about the same for all three estimates (cf. dotted line in Figures 6 to 8) .
However, the number of good fits increases by about 60% when a multitaper spectrum estimate is fitted instead of the periodogram. As a function of frequency, the smallest increase is in the frequency range (2), where the modes are well-resolved (_ 12% at g = 65), since there the number of good fits does not depend strongly on the method used. The largest increase is in the low frequency range (1) (_ 100% at e = 65), where the modes have a low signal-to-noise ratio, while the increase is average in the high frequency range (3) (_ 30% at g = 65), where the modes are blended into ridges. Table 1 , while at high frequencies, the number of good fits increases by 4% for g = 30 and decreases by 25% at g = 100.
Figure 9 compares three mode parameter estimates (frequency, full-width at half maximum, and amplitude) of all good fits common to the three power spectrum estimates for C = 65, between 2.5 mHz and 3.5 mHz. At this e value and frequency range, almost every mode is fitted in all three spectral estimates (cf. To quantify this correlation, we calculated a linear regression between the l)arameters of any two spectrum estimates for each of the three mode parameters taking into account the errors in both data sets. The regression is included in Figure 9 as solid line. The regression parameters are tabulated in Table 3 . For the mode frequency, the regression slope is very close to one and the intercept is below 10 nHz, determined from all 1285 good fits common to the three spectra.
As a function of frequency, this is also true for modes below 3.SmHz. For modes above 3.5 mHz, the slope is about 0.84 and the intercept is as large as 32 nHz between multitaper spectra and periodgram.
For mode width, the slope of the regression line for the multitaper spectra is close to one, independent of frequency, and between the periodogram and any of the two multitaper spectra in the range of well-resolved modes (2.5 mHz < u < 3.5 mHz). The intercept is relatively small in thesecasesandconsistentwith zero. For the low-and high-frequency ranges,regressing multitaperspectraagainstthe periodogram leadsto a slopeof about0.8 anda positiveintercept. At frequencies above3.5 mHz, the modesare rather broad,and with increasingwidth, the scatterincreases to the point that the width estimatedfrom the periodogram is no longerlinearly associated with the width estimatedfrom a multitaper spectrum,makinga linear regression meaningless. If the regression is limited to modeswherethe modewidth is smallerthan half the distanceto the nearest g leak (-_t > 2F), the slope increases to 0.88 between estimates from periodogram and from the two multitaper spectrum estimates; the intercept is reduced by a factor of three. In addition, the corresponding regression slope between the frequencies increases from 0.84 to 0.99 and the intercept is reduced by 10 nHz. The widths of the modes below 2.5 mHz are less than 1.60 #Hz (about six frequency bins), which means that they are comparable in size to the width of the central lobe of the combined tapers (cf. Section 2). Thus, these narrow modes are slightly broadened by the multitapering.
For the mode amplitude, the regression does not show a frequency dependence. The slope is close to one between every pair of power spectrum estimates, and the intercept is zero compared to the mode amplitudes. The background amplitude and the background slope, not shown here,
give regression results similar to those of the mode amplitude. It is known that the formal error is an unreliable estimate of the true uncertainty and reproducibility of the parameter estimates. As in Figure 9 , the left column shows periodogram versus Slepian spectrum, the middle column shows periodogram versus sine spectrum, and the right shows Slepian versus sine spectrum. The frequency and width errors are in #Hz. The average frequency error is about 0.2 #Hz for modes below 3.5 mHz, comparable to but slightly smaller than a single frequency bin in the spectra, and 0.9 t_Hz for modes above 3.5 mItz. As with the mode parameters, the mode errors are positively correlated, with a slope close to one and a small, nearly zero, intercept. The different spectral estimates lead essentially to tile same formal fit errors.
The peak-fitting algorithm converges in fewer iterations for the multitaper spectrum estimates than for tile periodogram. The average number of iterations is 75.1 -t-20.8 for the periodogram, 57.0-t-11.9 for the Slepian and 56.7 d= 11.8 for the sine multitaper spectrum. This is a reduction of 24%.
We calculated the difference between parameters from any two power spectrum estimates and scaled them by the formal error estimate provided by the peak-fitting algorithm, which is another way to check for systematic offsets. Figure 11 for all three mode parameters. The same is true for modes at lower and higher frequencies except for the mode width between periodogram and multitaper spectrum (cf . Table 3) , where the offset is about 20% of the error.
Wavelet denoised spectrum estimates show the same general behavior. A scatterplot of estimated mode parameters of all good fits common to the periodogram and either of the two denoised multitaper spectra looks very similar to those shown in Figure 9 . We performed a regression of the parameters estimated for every pair of spectrum estimates.
In Table 4 , the regression slopes and intercepts show the same behavior as in Table 3 , with regression slopes close to one and intercepts close to zero. We repeated this analysis for g = 30 and g = 100 and found tile same result as for _ = 65.
Number of Tapers
As discussed in Section 2, there is a trade-off between bias and variance in choosing the number of tapers to use in MTSA. If the number of tapers is too large, detail in the spectrum estimates is lost, while if it is too small, the variance remains unnecessarily large. Resolving modes of a given width sets an upper limit for the number of tapers (see mode width for u _< 2.5 mHz in Table 3 ). To estimate this limit, we calculated multitaper spectrum estimates using up to 50 tapers for g = 65. Figure 12 shows that the modes broaden with increasing number of tapers. As a consequence, the number of good fits decreases when more than 10 tapers are used, to about 28%
for K = 50. The decrease is frequency-dependent; modes with small widths are most sensitive to the broadening. When the number of tapers increases, modes at increasingly higher frequencies can no longer be fit. For example, all modes at the lowest n value present in the data (n = 1) disappeared when the number of tapers increased from 5 to 10 and for 50 tapers only modes of n = 10 and higher can be fit. This test suggests that for helioseismic time series of this length, frequency resolution, and gap structure, the optimal number of tapers is below 10.
To study in more detail the influence of the number of tapers on the quality of estimated mode parameters, we repeated the analysis using 4 to 10 tapers and calculated the number of good fits as a function of n averaged over all m values. For n = 3 to 13, the number of tapers had a negligible effect on the number of good fits: all spectra led on average to 98% + 2% good fits of the (2g + 1) possible modes. For n = 14 to 18, the number of good fits varies with the number of tapers, and generally increases with the number of tapers. Itowever, this is the frequency range where modes are blended into ridges (_e < 2p) and the current GONG peakfinding algorithm should not be applied. For n = 1 and 2, the number of good fits decreases with increasing number of tapers; using 9 and 10 tapers leads to substantially smaller numbers of good fits. This suggests -14-that the numberof goodfits is nearlyconstantfor k = 4 to 7. Using a small number of tapers leaves the computations inexpensive and avoids excessive broadening of modes present for small n.
CONCLUSION
(1) Multitapering and wavelet denoising allow the GONG peak-fitting algorithm to fit more mode parameters successfully, a:s defined by the error flags in the GONG fitting procedure (cf. Tables 1 and 2 ). The improvement depends on the angular degree g, the temporal frequency, and details of the time series. For the time series used in this work, multitapering increases the number of modes fitted well by 20% to 60% at frequencies below 3.5 mHz. Wavelet denoising adds about 5% more. We have also analyzed multitaper spectra covering g = 0 to 150 of a 3-month GONG time series and found that the improvement is 10% on average over all g values and frequencies from 1 to 5 mHz with the largest improvement for g _< 70 (cf. Komm et al. 1998 ).
(2) Multitapering and wavelet denoising do not lead to smaller formal error bars as computed by the peak-fitting algorithm (cf. Figure 10 ). Both methods reduce the variance or noise in the spectrum, making it easier to fit the modes in the spectrum (the peak-fitting algorithm takes fewer iterations (4) The benefit of multitapering occurs for a small number of tapers. The number of tapers has to be small ill ordcr not to broaden narrow modes at low frequencies excessively. For well-resoh, ed modes at higher frequencies, the number of good fits does not depend strongly on the number of tapers (see Section 5.3). The 'optimal' number of tapers depends on the length of tile time series. For example, for a 3-month GONG time series, we found that using 7 tapers leads to the largest number of good mode fits, but increases tile mode widths only slightly (by, 2.9% -t-1.8% on average for g = 65, n = 3-13).
(5) Considering both techniques discussed here, the largest improvement at the smallest computational cost results from using multitaper spectrum estimates with sine tapers. Both multitapering and wavelet denoising improve mode fitting, but the larger improvement results from multitapering, which requires less computational effort. Because tile difference between spectrum estimates using Slepian tapers and sine tapers is negligible for these data, it is adequate to use the more easily and inexpensively computed sine tapers. This is also the case for generalized sine tapers that take the gap structure into account (Fodor &: Stark 1998 ).
-15-Werecommend usingmultitaperspectrumestimatesat all frequencies andapplyingwavelet denoisingto multitaperspectraat frequencies below3.0 mHz. This work wassupportedby NASA/SOHO/SOI/Stanford andby NSFGrant AST-9504410, NASA Grant NAG5-5035, andNASAGrant NAG5-3941. This work utilizesdataobtainedby the GlobalOscillationNetworkGroup(GONG)project,managed by the NationalSolarObservatory, a Divisionof the NationalOptical AstronomyObservatories, which is operatedby AURA, Inc. undera cooperativeagreement with the NationalScience Foundation.The data wereacquiredby instrumentsoperatedby the Big BearSolarObservatory, High Altitude Obseratory, Learmonth SolarObservatory, UdaipurSolarObservatory, Instituto de Astroffsicode Canarias, and Cerro TololoInteramericanObservatory. To calculatemultitaperspectra, we usedsubroutines written in C by Lees& Park (1995) andfor the waveletanalysiswe usedWaveLabby Buckheitet al. (1995) translatedto IDL by Graps(1995 -19-Table1: Numberof modes fitted in threepower spectrumestimates of theGONGmonth16velocity time seriesof g = 30, 65, and 100. Tile table shows the total number of modes and tile number of good fits. The numbers of good fits are separated into three frequency ranges: (1) u <_ 2.5 mHz, low S/N modes; (2) 2.5 mHz < u < 3.5 mHz, well-resolved modes; (3) u >_ 3.5 mHz, blended modes. Figure 9) for N = 1285 good fits common to all three power spectra of _ = 65 determined for all frequencies and separately for three frequency ranges:
(1) u _< 2.5 mHz, low S/N modes (N = 203); (2) 2.5 mHz < u < 3.5 mHz, well-resolved modes between the periodogram and the two denoised multitaper spectra (cf. Figure 10) for N = 1226 good fits (bad=0 and ±err=0) common to all three power spectra of g --65 determined for all frequencies and separately for three frequency ranges: (1) _ < 2.hmHz, low S/N modes (N --202); (2) 2.5 mHz < _, < 3.hmHz, well-resolved modes (g --587); (3) , > 3. 
