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Resumo
Neste trabalho, analisamos o problema de busca aleato´ria e suas propriedades estat´ısticas
no contexto de otimizac¸a˜o. Em particular, na situac¸a˜o de baixas densidades de alvos,
investigamos a emergeˆncia de transic¸o˜es de fase. Muitas sa˜o as a´reas onde tal tipo de
dinaˆmica e´ importante. Em especial citamos buscas em biologia, conhecidas como for-
rageamento. De fato, constantemente organismos interagem uns com os outros, com os
mais variados propo´sitos: alimentac¸a˜o, busca por parceiros para reproduc¸a˜o, defesa do
territo´rio, etc. Desta forma, a otimizac¸a˜o da busca torna-se uma necessidade real, espe-
cialmente na situac¸a˜o de baixas densidades de alvos, quando eventualmente organismos
e ate´ espe´cies inteiras podem ser levadas a` extinc¸a˜o. Para modelar o problema, primeiro
consideramos um sistema unidimensional no qual os alvos (objetos de busca) podem se
mover num determinado ambiente de busca. Um buscador (agente de busca), sem pre´via
informac¸a˜o sobre a localizac¸a˜o dos alvos, se movimenta pelo ambiente e captura um alvo
cada vez que o mesmo entra em um raio de visa˜o rv do buscador. Tanto os alvos quanto
o buscador sa˜o caminhantes aleato´rios, cujos passos sa˜o determinados por uma lei de
poteˆncia P (`) ∼ `−µ e as direc¸o˜es escolhidas de forma aleato´ria. Para 1 < µ < 3 temos
a situac¸a˜o de caminhadas superdifusivas e µ ≥ 3 caracteriza caminhadas brownianas.
Variando µ temos diferentes estrate´gias de buscas, que sa˜o enta˜o estudadas para difer-
entes cena´rios. Ha´ um custo energe´tico ao buscador durante sua movimentac¸a˜o e um
ganho de energia cada vez que captura um alvo. O balanc¸o entre estes dois fatores deter-
mina quando a busca e´ ou na˜o eficiente. Fazendo-se me´dias sobre populac¸o˜es, podemos
determinar uma taxa de sobreviveˆncia de buscadores, em particular nos casos onde ha´
escassez de alvos, no limiar da extinc¸a˜o. Verificamos que quando as condic¸o˜es sa˜o escas-
sas (baixa densidade de alvos, ou alto custo energe´tico da dinaˆmica), e´ necessa´rio que
os buscadores se tornem superdifusivos para a taxa de sobreviveˆncia na˜o tender a zero.
Na verdade, mostramos que esta taxa e´ um bom paraˆmetro de ordem para caracterizar
a busca aleato´ria como um fenoˆmeno cr´ıtico. Assim, transic¸o˜es de fase cont´ınuas surgem
naturalmente no limiar de condic¸o˜es de sobreviveˆncia ou extinc¸a˜o dos buscadores. Inves-
tigamos os expoentes cr´ıticos das transic¸o˜es e mostramos que os mesmos na˜o dependem
(dentro de erros nume´ricos aceita´veis) dos expoentes µs e µt, respectivamente adotados
pelo buscador e alvo em suas estrate´gias de locomoc¸a˜o. Pore´m, notamos que os expoentes
cr´ıticos podem depender dos valores dos paraˆmetros energe´ticos do problema, tais como
energia inicial ξ0, custo por locomoc¸a˜o α, e ganho com a detecc¸a˜o de alvo g. Por fim, os
resultados iniciais e explorato´rios indicam a presenc¸a de transic¸o˜es de fase tambe´m em
espac¸os bidimensionais, pore´m com um maior (menor) grau de sensibilidade a`s variac¸o˜es
de densidade de alvos (a`s estrage´gias de buscas adotadas). Neste trabalho mostramos
vi
enta˜o que uma apropriada caracterizac¸a˜o de transic¸o˜es de fase e´ um ponto fundamental
para a compreensa˜o de processos dinaˆmicos de buscas aleato´rias na borda da extinc¸a˜o.
Palavras-chave: Dinaˆmica de Busca, Voos de Le´vy, Caminhada Aleato´ria, Transic¸o˜es
de Fase.
Abstract
In this paper, we analyze the problem of random search and its statistical properties in
the context of optimization. In particular, in the situation of low densities of targets,
we investigate the emergence phase transitions. There are many areas where this type of
dynamic is important. Especially we cite searches in biology, known as foraging. Indeed,
organisms constantly interact with each others, with the most varied purposes: food,
search partners for reproduction, territorial defense, etc. Thus, Optimization of the search
becomes a real need, especially in situation low densities of targets, when eventually
organisms and even entire species could be driven to extinction. For model the problem,
first consider a one-dimensional system in which the targets (objects search) can move
a given search environment. A searcher (agent search), without prior Information about
the location of targets, moving the environment and capturing a target each time it
enters a vision radius rv the searcher. Targets and searcher are random walkers, whose
steps are determined by a power law P (`) ∼ `−µ and directions chosen so random. For
1 < µ < 3 we have the situation of superdiffusive walks and µ ≥ 3 characterizes Brownian
walks. Varying µ have different search strategies, which are then studied for different
scenarios. There is an energy cost to searcher during its movements and a gain of energy
when it captures a target. The balance between these two factors determines when the
search is efficient or not. Making up averages about populations, we can determine a
survival rate searches, particularly in cases where there is scarce of targets, on the edge of
extinction. We found that when conditions are scarce (low density targets or high energy
cost of dynamic) show that it is necessary that the searchers become superdifusivos for
survival rate not tend to zero. Indeed, we show that this rate is a good order parameter
to characterize search random as a critical phenomenon. Thus, phase transitions arise
naturally in the continuous threshold conditions for survival or in the extinction of the
searchers. We investigate the critical exponents of transitions phase and show that they
are not dependent (within the error acceptable numerical) of the exponents µs and µt
respectively adopted by the searcher and target their strategies for locomotion. However,
we note that the critical exponents may depend on the values energy parameters of the
problem, such as initial energy ξ0, locomotion cost by α, and gain of energy on the
detection of target g. Finally, exploratory and preliminary results indicates the presence
of phase transitions in two-dimensional spaces as well, but with a higher (lower) level
of sensitivity to variations in density targets (to the search strategy adopted). We show
then that a proper characterization of phase transitions is a point fundamental to the
understanding of dynamic processes search random on the edge of extinction.
Keywords: Search Dynamics, Le´vy Flights, Random Walk, Phase Transitions.
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Capı´tulo 1
Introduc¸a˜o
1.1 O Problema da Busca Aleato´ria e o Contexto de
Forrageamento Ecolo´gico
O problema da busca aleato´ria basicamente se resume em responder a seguinte per-
gunta: Qual e´ a estrate´gia mais eficiente para encontrar objetos distribu´ıdos aleatoria-
mente num dado ambiente onde suas posic¸o˜es a priori na˜o sa˜o conhecidas? Este problema
tem sido extensivamente estudado desde meados do se´culo XX ate´ o presente momento
e suas motivac¸o˜es se estendem em diversas linhas de pesquisa, dentro dos mais variados
contextos cient´ıficos e tecnolo´gicos. Por exemplo, no n´ıvel molecular, podemos citar o
caso em que prote´ınas “buscam” por seus respectivos s´ıtios (localizac¸a˜o) por meio de uma
difusa˜o unidimensional ao longo de uma cadeia de DNA [1, 2]. No contexto social, pode-
mos citar a dinaˆmica de pessoas buscando por objetos perdidos [3] ou ate´ mesmo uma
operac¸a˜o policial em busca de criminosos ou terroristas [4]. Do ponto de vista econoˆmico,
podemos citar a busca por novos poc¸os de petro´leo [5] e buscas por informac¸a˜o na internet
[6, 7]. No entanto, apesar de existirem inu´meras aplicac¸o˜es em processos de busca, nesta
tese iremos focar o problema no contexto ecolo´gico, em particular na f´ısica do problema
de foraging [4] (em portugueˆs, a palavra usada e´ forrageamento). Neste caso, queremos
entender e caracterizar a dinaˆmica do forrageador (em ingleˆs, forager : “aquele que vai a
algum lugar procurar por algo, especificamente por comida”, Cambridge Dictionary). Tal
tipo de estudo tem despertado o interesse de f´ısicos, pois abrange to´picos relevantes em
algumas linhas de pesquisa em F´ısica, como Teoria de Caminhada Aleato´ria [8], Processos
Estoca´sticos, Difusa˜o Anoˆmala, Fenoˆmenos Cr´ıticos, Sistemas Complexos, etc.
Em ecologia, a dinaˆmica de forrageamento e´ importante porque os animais, em geral,
precisam se mover para encontrar comida, parceiros sexuais ou escapar de seus predadores.
1
2Embora a estrate´gia de locomoc¸a˜o dependa de fatores naturais tais como o clima, tempera-
tura, relevo e vegetac¸a˜o, a tentativa de otimizar o processo e´ estimulada pela necessidade
de maximizar o encontro com outros organismos, levando a dinaˆmica de busca como
fator principal que garante a sobreviveˆncia do animal (pois facilmente, no caso ideal,
encontra alimentos, parceiros para reproduc¸a˜o, abrigo, etc) e consequentemente a evoluc¸a˜o
da espe´cie.
Nesse sentido, um grande nu´mero de questo˜es ainda na˜o bem entendidas naturalmente
surgem quando tentamos compreender os fatores que direcionam o processo de busca, uma
vez que esses fatores dependem de espec´ıficas atividades dos organismos num dado per´ıodo
de tempo e habitat. Por outro lado, houve um considera´vel progresso cient´ıfico [9, 10]
quanto ao entendimento espec´ıfico sobre padro˜es de movimento de organismos, ou seja, o
porqueˆ de determinadas trajeto´rias de busca serem adotadas.
E´ justamente nesse ponto onde esta tese se concentra, visando entender os efeitos das
estrate´gias de buscas adotadas por organismos buscadores (‘ ‘foragers”) em ambientes com
baixa concentrac¸a˜o de alvos (fontes de interesse, comida, etc), onde o balanc¸o de energia
metabo´lica do organismo buscador (necessa´ria para manter a busca) e´ considerada durante
o processo. Especificamente, consideramos que o balanc¸o energe´tico negativo conduz o
sistema para um estado absorvente irrevers´ıvel (“morte”), por meio de uma transic¸a˜o de
fase. Vamos mostrar que para determinadas condic¸o˜es dos paraˆmetros energe´ticos, assim
como na concentrac¸a˜o de alvos dispon´ıveis no ambiente de busca, os organismos bus-
cadores evoluem para uma fase de sobreviveˆncia ou para uma fase de extinc¸a˜o. Por outro
lado, certas condic¸o˜es levam o sistema para uma situac¸a˜o cr´ıtica, justamente na transic¸a˜o
entre as fases de sobreviveˆncia e extinc¸a˜o. Esses resultados nos ajudam a entender como
os processos de buscas aleato´rias se comportam quando os recursos energe´ticos sa˜o levados
em conta, possibilitando assim uma melhor interpretac¸a˜o e compreensa˜o de estrate´gias de
forrageio ecolo´gico em ambientes naturais.
1.2 Contexto Histo´rico e Motivac¸o˜es do Modelo
Usado
O termo Caminhada Aleato´ria (em ingleˆs“Random Walk”), foi originalmente proposto
pelo ingleˆs Karl Pearson em 1905 [11, 12] atrave´s de uma carta enviada a` revista cient´ıfica
Nature. Na ocasia˜o, Pearson apresentou um modelo simples que descrevia a dinaˆmica de
mosquitos numa floresta. O objetivo de Pearson era entender a distribuic¸a˜o de mosquitos
apo´s a execuc¸a˜o de um grande nu´mero de voos de cada um. A carta foi respondida por
Lord Rayleigh, atrave´s de um problema mais geral que o mesmo resolveu em 1880 e que
3tratava de Ondas de som em meios heterogeˆneos. Curiosamente nesse mesmo ano em que
Pearson propoˆs o termo Caminhada Aleato´ria, Albert Einstein publicou um artigo que
se intitulava Sobre o movimento de part´ıculas suspensas em um fluido em repouso, que
descrevia uma ana´lise matema´tica rigorosa da dinaˆmica de part´ıculas imersas num fluido
na˜o muito viscoso, e que apresentavam movimentos irregulares e aleato´rios. Como esse
tipo de movimento foi primeiramente observado em 1827 pelo botaˆnico escoceˆs Robert
Brown (atrave´s de part´ıculas de po´len imersas num meio fluido), enta˜o essa dinaˆmica ficou
conhecida como Movimento Browniano [13].
Logo apo´s o artigo de Einstein ter sido publicado, Lotka [14](1910) e Volterra [15](1927),
de forma independente, deram significativos avanc¸os nos modelos determin´ısticos de di-
naˆmica populacional, motivados principalmente pelo entendimento de equac¸o˜es que go-
vernam um modelo simples da dinaˆmica predador-presa.
No entanto, o problema de otimizac¸a˜o por busca de alimentos (foraging), que pode
ser caracterizado como um tipo de dinaˆmica de populac¸a˜o, teve seus primeiros estudos
(sob uma perspectiva na˜o-determin´ıstica) apenas por volta de 1966, atrave´s dos trabalhos
de MacArthur et al [16] e Emlen [17], e por volta de 1974 com Hassell e May [18]. Ja´
em 1986 Marc Mangel e Collin Clark estabeleram uma teoria de forrageamento o´timo
(Optimal Foraging Theory - OFT [19]), que considera o processo de busca por regio˜es
com alta concentrac¸a˜o de recursos (Patches) em relac¸a˜o a` me´dia de recursos distribu´ıdos
num dado ambiente (mais detalhes em [20]). Tal processo de busca descrito pela OFT
na˜o sera´ discutida nesta tese por se tratar de um modelo diferente em relac¸a˜o ao qual
iremos propor.
A partir de enta˜o, o problema da busca aleato´ria tornou-se cada vez mais estudado,
fazendo com que a de´cada de 1990 seja considerada um dos principais per´ıodos para o
seu desenvolvimento. Nesse contexto, diversas variac¸o˜es dos modelos de buscas aleato´rias
surgiram, tais como:
1. Caminhadas Aleato´rias Correlacionadas (Correlated Random Walks - CRWs), que
se caracterizam pela existeˆncia de correlac¸o˜es entre os passos efetuados durante o
processo de busca [21–23];
2. Caminhadas Intermitentes (Intermittent Walks - IWs), que se caracterizam pela
mudanc¸a de comportamento na distribuic¸a˜o do tamanho dos passos realizados du-
rante o processo de busca, considerando que distintas fases ou condic¸o˜es do ambiente
podem emergir durante tal processo [3, 24–27];
3. Caminhadas Brownianas Compostas (Composite Brownian Walks - CBWs), que se
assemelham a`s caminhadas intermitentes, diferenciando-se apenas pelo fato de terem
escalas caracter´ısticas para as distribuic¸o˜es de tamanhos de passos em quaisquer
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(que sera´ discutido no pro´ximo cap´ıtulo) [28–30];
4. Caminhadas de Le´vy (Le´vy Walks - LW ) e Voos de Le´vy (Le´vy Flights - LFs), que,
ao contra´rio das caminhadas intermitentes, sa˜o descritas por uma distribuic¸a˜o de
tamanho de passos dominada por um u´nico paraˆmetro, conhecido como ı´ndice de
Le´vy µ 1. [9, 10, 31–43].
Dentre as variac¸o˜es dos modelos de busca supracitados, as caminhadas e voos de Le´vy
teˆm se destacado por serem modelos que apresentam maior conformidade com dados
emp´ıricos extra´ıdos de diversas espe´cies em situac¸o˜es reais de busca por alimentos [4]. Tais
evideˆncias emp´ıricas sa˜o particularmente convincentes quando consideramos um dos mais
extensos trabalhos sobre processo de predac¸a˜o e buscas [37], envolvendo o rastreamento
de movimento de 55 indiv´ıduos, pertencentes a 14 espe´cies distintas de predadores ma-
rinhos (tubara˜o-azul, tubara˜o-baleia, marlin azul etc), durante 5.700 dias (∼ 15,5 anos),
mostrando que tais espe´cies utilizam as distribuic¸o˜es de Le´vy sob condic¸o˜es escassas de
alimentos. Ale´m desse trabalho, um experimento mais recente [44] mostrou que certas
espe´cies de albatrozes (Diomedia Exulans e Thalassarche melanophris), monitorados via
tecnologia GPS (“Global Positioning System”) durante um certo per´ıodo de ana´lise, apre-
sentam o comportamento de voos de Le´vy durante o processo de busca por presas. Na
refereˆncia [4] ha´ uma extensiva listagem de dados emp´ıricos mostrando diferentes animais
que tambe´m executam forrageio atrave´s de caminhadas de Le´vy.
Esses resultados experimentais (somados a` flexibilidade e generalidade dos modelos),
sugerem que a escolha pela estrate´gia de Le´vy e´ condizente com um processo evolutivo
de otimizac¸a˜o e sobreviveˆncia, uma vez que maximiza a taxa de encontros com alvos em
momentos de escassez. Assim, a “hipo´tese de voos de Le´vy em buscas por alimentos”
(Le´vy Flight Foraging Hypothesis [10]) apresenta significativa vantagem sobre os demais
modelos de busca e por isso a adotaremos nesta tese.
1.3 Problema Abordado e Organizac¸a˜o da Tese
Dentre as diferentes direc¸o˜es de ana´lise e trabalhos realizados sobre processos de bus-
cas aleato´rias, um to´pico muito importante mas pouco estudado e´ o balanc¸o energe´tico
(energia ganha com a busca subtra´ıda da energia gasta no processo). Quando o fator
energia e´ considerado, e´ necessa´rio que o organismo buscador adote estrate´gias eficientes,
evitando ficar longos per´ıodos sem encontrar por alvos, o que acarretaria na entrada em
1Mais detalhes sobre as caminhadas e voos de le´vy, sobre as distribuic¸o˜es associadas e sobre o expoente
µ, sera˜o abordados na Fundamentac¸a˜o Teo´rica no pro´ximo cap´ıtulo.
5um estado f´ısico irrevers´ıvel, que nesse caso seria a “morte”. Dessa maneira, a inclusa˜o
energe´tica na dinaˆmica do sistema de busca, permite estabelecer condic¸o˜es mı´nimas de
eficieˆncia, para as quais organismos buscadores seguem para um estado de sobreviveˆncia
limı´trofe (perto da extinc¸a˜o).
Nesse contexto, emerge uma importante a´rea de estudo da Mecaˆnica Estat´ıstica - as
Transic¸o˜es de Fase - com a qual e´ poss´ıvel tentar entender os mecanismos que governam
as transic¸o˜es entre os estados de sobreviveˆncia e a extinc¸a˜o de uma espe´cie em busca por
alimentos. Uma vez entendidos tais mecanismos, pode-se tentar comparar o problema
da busca aleato´ria com outros sistemas f´ısicos onde existem processos de transic¸o˜es de
fase. Assim um melhor entendimento sobre processos de extinc¸a˜o ou evoluc¸a˜o de certas
espe´cies pode ser associado a um fenoˆmeno comum na natureza, a criticalidade (em linhas
gerais, processos cr´ıticos ocorrem quando partes de um dado sistema afastam-se do estado
de equil´ıbrio, onde as ac¸o˜es de cada parte individual do sistema sa˜o dominadas pelas
interac¸o˜es com as demais partes [82]).
Esta tese, portanto, esta´ organizada da seguinte maneira: no cap´ıtulo 2 sera˜o apre-
sentados os principais fundamentos teo´ricos usados na formulac¸a˜o do problema de busca
aleato´ria. Tambe´m revisaremos brevemente a f´ısica das transic¸o˜es de fase. Esses funda-
mentos sera˜o importantes para os cap´ıtulos subsequentes, permitindo um melhor entendi-
mento dos me´todos que usaremos nesta tese, como por exemplo: o que e´ um voo ou uma
caminhada de Le´vy, como se comporta uma distribuic¸a˜o normal ou de Le´vy, quais o tipos
e caracter´ısticas das transic¸o˜es de fase, o que vem a ser uma Classe de Universalidade,
etc.
No cap´ıtulo 3 sera˜o apresentados aspectos relacionados a` dinaˆmica de busca em re-
des unidimensionais discretas e cont´ınuas. Obviamente que tais modelos sa˜o uma grande
simplificac¸a˜o do processo biolo´gico concreto. Entretanto apresentam va´rias caracter´ısticas
que sa˜o similares ao caso real. Ale´m disso, sa˜o relativamente simples, portanto possibi-
litando um estudo mais complexo de suas dinaˆmicas e transic¸o˜es de fase. Observamos
que resultados iniciais deste cap´ıtulo foram publicados em 2007 [45] e basicamente apre-
sentam a evoluc¸a˜o energe´tica do organismo buscador para diferentes estrate´gias adotadas
na dinaˆmica de busca. O cap´ıtulo 4 trata da ana´lise das transic¸o˜es de fase ao proble-
ma. Neste sentido, a escolha apropriada do paraˆmetro de ordem e´ fundamental. Assim,
identificamos a Taxa de Sobreviveˆncia como a quantidade correta para tal ana´lise. Os
expoentes cr´ıticos que caracterizam as transic¸o˜es de fase sa˜o determinados, permitindo a
comparac¸a˜o com outros sistemas f´ısicos, em particular com a Percolac¸a˜o Direcionada. Re-
sultados desse estudo recentemente foram publicados [46] mostrando justamente os efeitos
de tais transic¸o˜es. Ale´m disso, nossos resultados nume´ricos motivaram o estudo anal´ıtico
de transic¸o˜es de fase em modelos de buscas 1D, sob certas considerac¸o˜es simplificadoras e
6num espac¸o de busca discreta [47], pore´m tais resultados na˜o sa˜o apresentados na presente
tese.
No cap´ıtulo 5, o efeito da variac¸a˜o dos paraˆmetros energe´ticos envolvidos no sistema
(energia inicial, custo de locomoc¸a˜o e energia ganha a cada alvo encontrado) sa˜o analisa-
dos. O objetivo maior nesse cap´ıtulo e´ verificar como os processos de transic¸o˜es de fase
sa˜o alterados (qualitativamente e quantitativamente) quando variamos os paraˆmetros de
energia no modelo de buscas.
Por fim, no cap´ıtulo 6 apresentamos um estudo inicial do processo de busca aleato´ria
num ambiente bidimensional, considerando tambe´m os fatores energe´ticos na busca. O
caso 2D e´ muito mais complexo do ponto de vista computacional. Assim, uma funda-
mentac¸a˜o do modelo e´ apresentado e os primeiros resultados sa˜o obtidos. No cap´ıtulo
7 tecemos as considerac¸o˜es finais sobre a dinaˆmica do modelo, bem como apresentando
algumas perspectivas de trabalhos e estudos futuros. Alguns to´picos relevantes para uma
melhor compreensa˜o dos resultados esta˜o apresentados nos Apeˆndices.
Capı´tulo 2
Fundamentos Teo´ricos
Neste cap´ıtulo iremos tratar de alguns to´picos essenciais para o entendimento do
modelo a ser proposto, bem como das ana´lises a serem desenvolvidas. Basicamente o
cap´ıtulo esta´ dividido em duas a´reas: aspectos estat´ısticos de caminhadas aleato´rias e
fenoˆmenos cr´ıticos. Na primeira parte, veremos os principais conceitos a` respeito das
distribuic¸o˜es estat´ısticas que governam processos estoca´sticos, tambe´m veremos o Teorema
Central do Limite, que contextualiza a origem de tais distribuic¸o˜es e, por fim, abordaremos
algumas caracter´ısticas de voos e caminhadas de Le´vy. Na segunda parte, em fenoˆmenos
cr´ıticos, veremos alguns conceitos associados a sistemas complexos, transic¸o˜es de fase,
teoria de leis de escala de tamanho finito e classes de universalidade. Tais conceitos sera˜o
fundamentais para as ana´lises nos cap´ıtulos subsequentes.
2.1 Distribuic¸a˜o Normal
A Distribuic¸a˜o Normal, tambe´m conhecida como Distribuic¸a˜o Gaussiana, e´ uma das
mais conhecidas e utilizadas na cieˆncia moderna e contemporaˆnea, uma vez que um grande
nu´mero de medidas obtidas em diversos processos aleato´rios, em va´rios cena´rios da na-
tureza, conduzem seus resultados para uma distribuic¸a˜o normal [48, 49]. Nesse sentido,
dentre os va´rios sistemas que esta˜o relacionados com a distribuic¸a˜o normal, destaca-se o
Movimento Browniano, que nada mais e´ do que um passeio ou uma simples caminhada
aleato´ria como discutido no cap´ıtulo introduto´rio. Para uma melhor compreensa˜o da re-
lac¸a˜o entre movimento browniano e distribuic¸a˜o normal, consideremos uma caminhada
aleato´ria simples como sendo constitu´ıda de um caminhante que, a partir de um tempo e
posic¸a˜o inicial, se movimenta aleatoriamente para a direita com probabilidade p ou para
a esquerda com probabilidade q = 1 − p. Uma importante observac¸a˜o e´ que ao con-
siderarmos que o sentido do passo atual independe do sentido do passo anterior ou dos
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8demais passos anteriores, ou seja, quando independe de toda a caminhada ja´ realizada,
enta˜o temos um caso especial da caminhada aleato´ria a qual e´ conhecida como Caminha-
da Markoviana. Caso contra´rio, se existir alguma dependeˆncia na configurac¸a˜o (direc¸a˜o
e sentido) do passo atual com o(s) passo(s) anterior(es), enta˜o teremos uma Caminhada
na˜o-Markoviana. Considerando uma caminhada aleato´ria Markoviana, no limite em que
o tempo entre passos tende a zero para tamanho de passos finitos e pequenos, temos
justamente um movimento que se assemelha ao movimento de part´ıculas suspensas num
fluido viscoso observado por Robert Brown (a figura 2.1 ilustra uma caminhada aleato´ria
markoviana para o caso bidimensional). Assim, supondo que essa part´ıcula (ou um ca-
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Figura 2.1: Um exemplo da caminhada aleato´ria browniana, markoviana e bidimensional, con-
tendo um conjunto de N = 10.000 passos unita´rios realizados. Os eixos no sistema de coorde-
nadas representam as respectivas posic¸o˜es em x e y
minhante aleato´rio) efetua N passos independentes de comprimento ` ao longo de uma
rede 1D, ao final de N passos realizados, a part´ıcula estara´ na posic¸a˜o Sx = k`, onde k e´
um nu´mero inteiro no intervalo [−N,N ]. Sendo r o nu´mero de passos realizados para a
direita, l o nu´mero de passos realizados para a esquerda, p a probabilidade de um passo
ser para a direita e q = 1 − p a probabilidade de um passo ser para a esquerda, enta˜o a
probabilidade PN(r) de obtermos r passos para a direita e l = N−r passos para esquerda,
para qualquer combinac¸a˜o de passos, e´ dada por:
PN(r) =
N !
r!(N − r)!p
rqN−r. (2.1)
Essa func¸a˜o de probabilidade e´ geralmente conhecida como Distribuic¸a˜o Binomial. Se
analisarmos esse tipo de caminhada para um nu´mero de passos N muito grande, enta˜o e´
fa´cil verificar que a func¸a˜o de probabilidade binomial tendera´ a um valor ma´ximo para
algum valor r = r˜. Se o nu´mero de passos e´ muito grande, enta˜o na regia˜o muito pro´xima
do ma´ximo da func¸a˜o de probabilidade P , temos |P (r+1)−P (r)|  P (r). Dessa forma,
9no limite em que N e´ grande, podemos considerar a func¸a˜o PN(r) como sendo cont´ınua
na varia´vel r. Portanto, para localizar o ma´ximo de P basta calcular dP
dr
∣∣∣
r=r˜
= 0 ou
equivalentemente d lnP
dr
∣∣∣
r=r˜
= 0. Para investigar o comportamento de P (r) pro´ximo de
seu valor ma´ximo, e´ conveniente definir r ≡ r˜ + η e assim expandir a func¸a˜o lnP (r) em
torno de r˜, visto que a func¸a˜o lnP varia muito mais lentamente do que a func¸a˜o P . Dessa
forma, a expansa˜o em se´rie da func¸a˜o lnP permite uma convergeˆncia mais ra´pida do que
para a expansa˜o da func¸a˜o de P . Logo:
lnP (r) = lnP (r˜) +
d lnP
dr
∣∣∣
r=r˜
η +
1
2
d2 lnP
dr2
∣∣∣
r=r˜
η2 +
1
6
d3 lnP
dr3
∣∣∣
r=r˜
η3 + .... (2.2)
Quando η e´ suficientemente pequeno, os termos de ordem superior podem ser desprezados
e sabendo que d ln P
dr
∣∣∣
r=r˜
= 0, enta˜o para a primeira aproximac¸a˜o da expansa˜o em se´rie,
temos
P (r) = P˜ e
1
2
B2η2 , (2.3)
onde B2 ≡ d2 lnPdr2
∣∣∣
r=r˜
. Para encontrarmos o valor de B2, basta analisar a expansa˜o da
equac¸a˜o 2.1. Para isso, temos:
lnP (r) = lnN !− ln r!− ln(N − r)! + r ln p+ (N − r) ln q, (2.4)
lembrando que para um certo nu´mero y, inteiro, tal que y  1, ln y! pode ser considerada
como uma func¸a˜o quase cont´ınua tal que:
d ln y!
d y
≈ ln(y + 1)!− ln y!
1
= ln
(y + 1)!
y!
= ln(y + 1). (2.5)
Portanto, no caso em que y  1, temos d ln y!
d y
≈ ln y. Derivando a equac¸a˜o 2.4, obtemos:
d lnP
dr
= − ln r + ln(N − r) + ln p− ln q. (2.6)
Sabendo que d lnP
d r
∣∣∣
r=r˜
= 0, logo ln
[
(N−r˜)p
r˜q
]
= 0 e assim r˜ = Np. Derivando a equac¸a˜o 2.6
para r = r˜, considerando que r˜ = Np e que p+ q = 1, concluimos que
B2 = − 1
Npq
. (2.7)
Uma vez determinado B2, precisamos agora obter o valor de P˜ . Para isso, basta uti-
lizarmos a condic¸a˜o de normalizac¸a˜o
N∑
r=0
P (r) = 1. Considerando P e r como quantidades
10
aproximadamente cont´ınuas,
N∑
r=0
P (r) = 1 ≈
∫
P (r)dr =
∫ +∞
−∞
P (r˜ + η)dη = 1. (2.8)
Notemos que o integrando sobre η e´ uma aproximac¸a˜o razoa´vel visto que para valores
de η cada vez maiores, a integral gera valores desprez´ıveis diante de η pequeno. Assim,
substituindo a equac¸a˜o 2.3 nesta u´ltima, temos:
P˜
∫ +∞
−∞
e−
1
2Npq
η2dη = P˜
√
2piNpq = 1. (2.9)
Uma vez que
∫∞
0
xne−αx
2
dx = 1
2
Γ
(
n+1
2
)
α−(n+1)/2 (teorema de cauchy [50]), finalmente
obtemos a distribuic¸a˜o normal 2.10 que, neste caso, e´ a probabilidade de tomar r passos
para a direita depois de N passos realizados.
P (r) =
1√
2piNpq
e−
(r−Np)2
2Npq . (2.10)
Por meio desse simples exemplo, notamos a conexa˜o entre a caminhada aleato´ria
browniana com a distribuic¸a˜o normal, a qual apresenta algumas propriedades bastante
particulares, tais como: presenc¸a de simetria, curva em forma de sino, variac¸a˜o de −∞ a
+∞, caracterizada por uma me´dia µ e por um desvio padra˜o σ (na Eq. 2.10, µ = Np e
σ2 = Npq). Um exemplo de tal distribuic¸a˜o pode ser observado na figura 2.2.
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Figura 2.2: Exemplo de uma distribuic¸a˜o normal para diferentes valores de me´dia µ e variaˆncia
σ2.
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Ainda sobre as distribuic¸o˜es gaussianas, vale salientar treˆs observac¸o˜es importantes:
1. E´ uma distribuic¸a˜o teo´rica, ou seja, dados experimentais na˜o teriam todas as pro-
priedades acima descritas, apenas confirmariam a descric¸a˜o de normalidade. Um
exemplo desse ponto esta´ no fato de que dados experimentais sa˜o finitos, fazendo
com que a distribuic¸a˜o na˜o pertenc¸a ao intervalo [−∞,∞] [49].
2. Toda distribuic¸a˜o normal e´ numericamente u´nica. Assim, por exemplo, a dis-
tribuic¸a˜o normal da altura dos homens de uma determinada regia˜o e´ diferente da
distribuic¸a˜o normal da massa corpo´rea de mulheres da mesma regia˜o. Pore´m, embo-
ra os valores das me´dias e desvios padro˜es sejam diferentes, tais distribuic¸o˜es ainda
conservam sua forma sinuosa (de sino) e sime´trica [49].
3. A distribuic¸a˜o normal geralmente pode ser usada como uma aproximac¸a˜o de outros
tipos de distribuic¸o˜es, tais como a de Poisson e a Binomial [48].
2.2 Teorema Central do Limite
Uma parcela considera´vel da abrangeˆncia do uso da distribuic¸a˜o normal se deve ao
trabalho do matema´tico franceˆs Pierre-Simon Laplace (1749-1827) [51] que, no in´ıcio do
se´culo XIX, revelou uma intrigante propriedade das varia´veis aleato´rias que as conectavam
a` distribuic¸a˜o normal de uma forma bastante inusitada. Segundo Laplace,
“A soma de n varia´veis aleato´rias X1 + X2 + ... + Xn, tendo,
cada uma, a mesma distribuic¸a˜o de probabilidade, com me´dia
µ e desvio padra˜o finito σ, se aproxima de uma distribuic¸a˜o
normal com me´dia n× µ e desvio padra˜o σ ×
√
(n), a` medida
que n aumenta”
Esta observac¸a˜o estat´ıstica chamou a atenc¸a˜o de muitos f´ısicos e matema´ticos da e´poca,
uma vez que essa propriedade fornecia respostas para diversos problemas envolvendo va-
ria´veis ou eventos aleato´rios. Tal propriedade ficou conhecida como Teorema Central do
Limite (TCL) (termo adotado por Po´lya [52] em 1920). Apo´s Laplace, o matema´tico
e f´ısico Aleksandr Lyapounov[1857-1918], no ano de 1901, apresentou a primeira prova
rigorosa desse teorema [53], embora ainda sob algumas condic¸o˜es particulares. Posteri-
ormente, na de´cada de 1920, Jarl Lindeberg[1876-1932] e Paul Le´vy[1886-1971] fizeram
significativas contribuic¸o˜es para o entendimento do TCL, per´ıodo que publicaram diversos
artigos a` respeito [54–58]. Mas foi somente em 1935 que Feller [59] e Le´vy [60], de forma
independente, estruturaram rigorosamente a demonstrac¸a˜o do teorema, finalizando um
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per´ıodo de aproximadamente dois se´culos onde o grande problema teo´rico das probabili-
dades esteve centrado no estudo desse teorema (e por isso ele foi denotado como teorema
“central” do limite). Uma das formas do Teorema diz que:
Teorema 1 (TCL). Se {Xn} e´ um conjunto de N varia´veis aleato´rias independentes
e identicamente distribu´ıdas, tendo cada varia´vel um valor esperado µ e uma variaˆncia
positiva finita σ2, enta˜o:
X1 +X2 + ...+Xn − nµ
σ
√
n
=
√
n
(
X¯n − µ
σ
)
d
=⇒ N(0, 1) (2.11)
ou seja, uma soma centrada e normalizada de n varia´veis aleato´rias independentes e
identicamente distribu´ıdas, converge para uma distribuic¸a˜o normal quando n→∞1.
Em linhas gerais, o teorema diz que a soma de um grande nu´mero de varia´veis
aleato´rias independentes N se aproxima de uma distribuic¸a˜o normal a` medida que N →
∞. Com isso, o teorema na˜o somente fornece um me´todo simples para o ca´lculo de pro-
babilidades aproximadas de somas de varia´veis aleato´rias e independentes, como tambe´m
ajuda a explicar o fato de que frequeˆncias emp´ıricas de muitas populac¸o˜es em sistemas
naturais, exibem curvas que seguem uma distribuic¸a˜o normal. Existem na literatura
va´rias apresentac¸o˜es da demonstrac¸a˜o do TLC [61–68]. Aqui a demonstrac¸a˜o do teorema
se guiara´ a partir da func¸a˜o caracter´ıstica associada a uma varia´vel aleato´ria X e de sua
func¸a˜o densidade de probabilidade PX .
Demonstrac¸a˜o: Considere uma varia´vel aleato´ria −∞ < X < ∞. A probabilidade de
obter X num pequeno intervalo (x, x + dx) e´ denotada como PX(x)dx, onde P (x) e´
chamada de func¸a˜o densidade de probabilidade (probability density function - PDF). Para
que PX(x) possa ser utilizada como uma medida probabil´ıstica, e´ necessa´rio que PX(x) ≥ 0
e que sua condic¸a˜o de normalizac¸a˜o seja va´lida, ou seja:
∫ ∞
−∞
PX(x)dx = 1 (2.12)
onde o n-e´simo momento da varia´vel aleato´ria X e´ definido por:
〈xn〉 =
∫ ∞
−∞
xnPX(x)dx, (2.13)
e sua variaˆncia:
σ2 = 〈x2〉 − 〈x〉2 (2.14)
1N(0, 1) indica uma distribuic¸a˜o normal com me´dia 0 e variaˆncia 1. O s´ımbolo
d
=⇒ significa con-
vergeˆncia para uma dada distribuic¸a˜o.
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Uma vez que tais condic¸o˜es sa˜o estabelecidas, podemos calcular sua respectiva func¸a˜o
caracter´ıstica P˜X(k), tambe´m conhecida como transformada de Fourier de PX(x). Assim:
P˜X(k) =
∫ ∞
−∞
e−2piikxPX(x)dx, (2.15)
e sua correspondente transformada inversa e´:
=−1k [PX(k)](x) ≡
∫ ∞
−∞
e2piikXP (X)dX. (2.16)
E´ a partir da equac¸a˜o 2.16 que se inicia a demonstrac¸a˜o2. Ora, sabendo que a expansa˜o
em se´rie de Taylor da func¸a˜o f(x) = ex e´ da forma:
f(x) = ex =
∞∑
n=0
fn(0)xn
n!
=
∞∑
n=0
xn
n!
, (2.17)
enta˜o,
=−1k [PX(k)](x) =
∫ ∞
−∞
∞∑
n=0
(2piikX)n
n!
P (X)dX
=
∞∑
n=0
(2piik)n
n!
∫ ∞
−∞
XnP (X)dX,
que, de acordo com a equac¸a˜o 2.13, resulta em:
=−1k [PX(k)](x) =
∞∑
n=0
(2piik)n
n!
〈Xn〉. (2.18)
Como
〈Xn〉 = 〈N−n(x1 + x2 + ...+ xN)n〉 (2.19)
=
∫ ∞
−∞
N−n(x1 + x2 + ...+ xN)
nP (x1)P (x2)...P (xN)dx1dx2...dxN , (2.20)
logo,
=−1k [PX(k)](x) =
∞∑
n=0
(2piik)n
n!
∫ ∞
−∞
N−n(x1 + x2 + ...+ xN)
nP (x1)...P (xN)dx1...dxN
=
∫ ∞
−∞
∞∑
n=0
[
2piik(x1 + ...+ xN)
N
]n
1
n!
P (x1)...P (xN)dx1...dxN
2Maiores detalhes quanto ao rigor matema´tico, pode ser encontrado em Foundations of Modern Pro-
bability, Kallenberg, O. [61]
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=−1k [PX(k)](x) =
∫ ∞
−∞
e2piik(x1+...xN )/NP (x1)...P (xN)dx1...dxN
=
∫ ∞
−∞
e2piikx1/NP (x1)dx1 × ...×
∫ ∞
−∞
e2piikxN/NP (xN)dxN .
As varia´veis aleato´rias sa˜o identicamente distribu´ıdas, assim:
=−1k [PX(k)](x) =
[∫ ∞
−∞
e2piikx/NP (x)dx
]N
=
{∫ ∞
−∞
[
1 +
(
2piik
N
)
x+
1
2
(
2piik
N
)2
x2 + ...
]
P (x)dx
}N
=
[
1 +
2piik
N
〈x〉 − (2pik)
2
2N2
〈x2〉+O
(
1
N3
)]N
= exp
{
N ln
[
1 +
2piik
N
〈x〉 − (2pik)
2
2N2
〈x2〉+O
(
1
N3
)]}
.
Para N suficientemente grande, temos uma expressa˜o do tipo ln(1 + x) que pode ser
expandida em se´ries de Taylor 3 em torno de x = 0. Dessa maneira, temos:
=−1k [PX(k)](x) ≈ exp
{
N
[
2piik
N
〈x〉 − (2pik)
2
2N2
〈x2〉+ 1
2
(2piik)2
N2
〈x〉2 +O
(
1
N3
)]}
= exp
[
2piik〈x〉 − (2pik)
2 (〈x2〉 − 〈x〉2)
2N
+O
(
1
N2
)]
≈ exp
[
2piikµx − (2pik)
2σ2x
2N
]
,
onde µx ≡ 〈x〉 (me´dia e primeiro momento da distribuic¸a˜o) e σ2x ≡ 〈x2〉−〈x〉2 (variaˆncia e
segundo momento da distribuic¸a˜o). Uma vez que a propriedade injetiva das transformadas
de Fourier garante que
PX(k) ≡
∫ ∞
−∞
e2piikx=−1[PX(k)]dk,
enta˜o:
PX(k) =
∫ ∞
−∞
exp
[
2piik(µx − x)− (2pik)
2σ2x
2N
]
dk. (2.21)
Definindo a ≡ 2pi(µx − x) e b ≡ (2piσx)2/2N , a integral da equac¸a˜o 2.21 torna-se:
PX(k) =
∫ ∞
−∞
eiak−bk
2
dk, (2.22)
3ln(1 + x) = 1− 1
2
x2 + 1
3
x3 + ...
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que representa a transformada de Fourier de uma func¸a˜o gaussiana. Aplicando o Teorema
de Cauchy [50] para solucionar a integral da Eq. 2.22, chegamos no resultado tal que:
PX(x) =
√
N
σx
√
2pi
e(µx−x)
2N/2σ2x . (2.23)
Como a variaˆncia da soma das varia´veis aleato´rias na˜o-correlacionadas e´ igual a soma de
suas variaˆncias, conforme mostra a fo´rmula de Bienayme´ [62], ou seja, que σX = σx/
√
N
e µX = µx, enta˜o concluimos que:
PX =
1
σX
√
2pi
e−(µX−x)
2/2σ2X . (2.24)
A equac¸a˜o 2.24 retrata justamente uma distribuic¸a˜o normal, como quer´ıamos de-
monstrar. Esse teorema e´ de central importaˆncia na˜o apenas em teoria de probabilidades
e mecaˆnica estat´ıstica, como tambe´m em diversos outros contextos, visto que mesmo
as PDF’s que possuem varia´veis aleato´rias xi’s que na˜o necessariamente seguem uma
gaussiana, ainda assim a soma de tais varia´veis seguira´ para a distribuic¸a˜o normal. Por
esse motivo, a gaussiana e´ dita como um atrator estat´ıstico de tais PDF’s, no limite em
que N → ∞ e cujos momentos sa˜o finitos. Ha´ uma vasta literatura sobre o teorema
central do limite, no sentido de que existem demonstrac¸o˜es e formulac¸o˜es mais refinadas
[58, 61, 62] a` respeito de detalhes sobre esse teorema, como por exemplo, qua˜o ra´pida e´ a
convergeˆncia de PX para a gaussiana. Ou, quando podemos afirmar que tal convergeˆncia
foi alcanc¸ada, ou seja, em que momento N e´ grande o suficiente para o teorema ser
va´lido. Em particular, podemos nos perguntar se o teorema se sustenta no limite em
que os primeiros momentos divergem para uma certa func¸a˜o densidade de probabilidade.
A resposta dessa pergunta esta´ conectada a` generalizac¸a˜o do teorema central do limite,
como veremos a seguir.
2.2.1 A Generalizac¸a˜o do Teorema e as Distribuic¸o˜es α-Esta´veis
de Le´vy
A generalizac¸a˜o do teorema central do limite surge da necessidade de obter o atrator
estat´ıstico de distribuic¸o˜es que possuem os primeiros momentos divergentes. Como vi-
mos, o TCL “tradicional” se limita a` condic¸a˜o de que a variaˆncia das varia´veis aleato´rias
seja finita. Para a situac¸a˜o onde o conjunto de varia´veis aleato´rias independentes e iden-
ticamente distribu´ıdas possuem variaˆncia infinita, e´ necessa´rio utilizar modelos de dis-
tribuic¸o˜es esta´veis, permitindo assim que o teorema central do limite seja generalizado.
Essa classe de distribuic¸o˜es foi caracterizada por Paul Le´vy em 1925 [69] e tem como
fundamento os conceitos de estabilidade das distribuic¸o˜es e suas varia´veis. A partir dessa
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caracterizac¸a˜o, a generalizac¸a˜o do teorema central do limite (GTCL) pode ser demons-
trado. Em suma:
Teorema 2 (GTCL). Seja X1, X2, ... sendo uma sequeˆncia de varia´veis aleato´rias inde-
pendentes e identicamente distribu´ıdas (i.i.d.). Existe uma constante an tal que, quando
n→∞, a soma
an(X1 +X2 + ...)
d−→ Z
se, e somente se, Z e´ uma varia´vel aleato´ria esta´vel com algum 0 < α ≤ 2.
No teorema, Z pode ser interpretada como uma famı´lia de distribuic¸o˜es esta´veis caracteri-
zadas pelo paraˆmetro α. Por esse motivo, essas distribuic¸o˜es comumente sa˜o chamadas de
Distribuic¸o˜es α-esta´veis de Le´vy. Um detalhe e´ que para α = 2, tal distribuic¸a˜o segue uma
gaussiana, fazendo com que o tradicional teorema central do limite seja incorporado pelo
teorema central do limite generalizado. Enfim, para entender melhor essa generalizac¸a˜o,
se faz necessa´rio compreender alguns conceitos sobre estabilidade.
Definic¸a˜o 1. Uma varia´vel aleato´ria X segue uma distribuic¸a˜o esta´vel se, para quaisquer
nu´meros positivos A e B, ha´ um nu´mero positivo C e um nu´mero real D tal que:
AX1 + BX2
d
= CX +D, (2.25)
onde X1 e X2 sa˜o co´pias independentes de X e “
d
=” denota a igualdade em distribuic¸o˜es.
Teorema 3. Para qualquer varia´vel aleato´ria X, ha´ um nu´mero α ∈ (0, 2], tal que o
nu´mero C (conforme definic¸a˜o acima) satisfaz:
Cα = Aα + Bα, (2.26)
onde α e´ chamado de ı´ndice de estabilidade ou expoente caracter´ıstico e a varia´vel X
(com ı´ndice α) e´ chamada de varia´vel α-esta´vel4.
Notemos, por exemplo, que se X e´ uma varia´vel aleato´ria gaussiana com me´dia µ e
variaˆncia σ2, ou seja, (X ∼ N(µ, σ2)), enta˜o X e´ esta´vel com α = 2, pois
AX1 + BX2 ∼ N((A+B)µ, (A2 + B2)σ2), (2.27)
onde, da definic¸a˜o 1, C = (A2 + B2)
1/2
e D = (A+ B − C)µ.
Uma outra definic¸a˜o importante para a generalizac¸a˜o do TCL (equivalente a` definic¸a˜o
1) e´ a seguinte:
4A demonstrac¸a˜o deste teorema pode ser encontrado em [66]
17
Definic¸a˜o 2. Uma varia´vel aleato´ria X segue uma distribuic¸a˜o esta´vel se para qualquer
n ≥ 2, ha´ um nu´mero positivo Cn e um nu´mero real Dn tais que:
X1 +X2 + ...+Xn
d
= CnX +Dn, (2.28)
onde X1, X2, ..., Xn sa˜o co´pias ideˆnticas de X.
Ou seja, se X e´ esta´vel de acordo com a definic¸a˜o 1, enta˜o, por induc¸a˜o, tambe´m e´ esta´vel
conforme a definic¸a˜o 2. Partindo desse pressuposto, e´ poss´ıvel concluir que5
Cn = n
1/α, (2.29)
para algum 0 < α ≤ 2.
Assim, de uma forma geral, esses sa˜o os mecanismos de caracterizar todas as dis-
tribuic¸o˜es esta´veis. No entanto, com relac¸a˜o a`s varia´veis aleato´rias esta´veis, uma forma
bastante pra´tica de fazer a sua caracterizac¸a˜o, e´ atrave´s de sua func¸a˜o caracter´ıstica,
definida como:
φ(w) = E[ejwX ] =
∫ ∞
−∞
ejwxf(x)dX, (2.30)
onde f(x) e´ a func¸a˜o densidade de probabilidade das varia´veis aleato´rias e E denota o
valor esperado da ejwX . Entretanto, se estamos interessados em distribuic¸o˜es sime´tricas
α-esta´veis, denotadas por SαS, a func¸a˜o caracter´ıstica relacionada e´ da forma:
Definic¸a˜o 3 (Func¸o˜es Caracter´ısticas de Distribuic¸o˜es SαS). Uma varia´vel aleato´ria X
e´ simetricamente esta´vel se, e somente se, X
d
= AZ +B, onde 0 < α ≤ 2, A ≥ 0, B ∈ <
e Z = Z(α) e´ uma varia´vel aleato´ria com func¸a˜o caracter´ıstica
φ(w) = e−γ
α|w|α , (2.31)
onde γ > 0 e´ o paraˆmetro de dispersa˜o relacionada a` escala da distribuic¸a˜o. Podemos
notar que α continua relacionado com o ı´ndice de estabilidade da distribuic¸a˜o e restrito
a` condic¸a˜o de estar no intervalo (0, 2]. Na pra´tica, α esta´ relacionado com a curtose6 da
distribuic¸a˜o. Esta estabilidade na simetria das distribuic¸o˜es mante´m muitas das carac-
ter´ısticas da distribuic¸a˜o gaussiana, como por exemplo: a suavidade da curva, presenc¸a
de um u´nico pico, aspecto de sino, simetria com relac¸a˜o ao pico da distribuic¸a˜o etc. A
figura 2.3 retrata tal semelhanc¸a.
Definic¸a˜o 4 (Func¸a˜o Caracter´ıstica de uma Varia´vel Aleato´ria Esta´vel). Uma varia´vel
aleato´ria X e´ esta´vel (sime´trica ou assime´trica) com expoente caracter´ıstico α, dispersa˜o
5As constantes de normalizac¸a˜o sa˜o da forma Cn = n
1/α com 0 < α ≤ 2, onde α e´ denotado como
expoente caracter´ıstico, Feller 1971, Teorema VI.1.1 [66].
6Grau de achatamento, ou seja, como se comporta a“cauda”da curva func¸a˜o densidade de distribuic¸a˜o.
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Figura 2.3: Func¸a˜o densidade das distribuic¸o˜es esta´veis e sime´tricas SαS para diferentes valores
de α.
γ, localizac¸a˜o β e uma medida de assimetria δ, se X tem uma func¸a˜o caracter´ıstica da
forma:
φ(x) =
{
exp
(−γα|w|α [1− jδ(tanpiα
2
)(sgn w)
]
+ jβw
)
α 6= 1
exp
(−γ|w| [1 + jδ 2
pi
(sgn w)ln|w|]+ jβw) α = 1
}
(2.32)
onde a func¸a˜o sinal e´ definida como:
sgn w =
−1, u < 0
0 , u = 0
1 , u > 0
(2.33)
Dessa maneira encontramos diversas possibilidades de distribuic¸o˜es. Para garantirmos
que tais distribuic¸o˜es sejam esta´veis, e´ necessa´rio que 0 < α ≤ 2, γ > 0, −1 ≤ δ ≤ 1
e β podendo ser qualquer nu´mero real. O paraˆmetro δ esta´ relacionado com o grau de
assimetria em torno da me´dia, de forma que qualquer distribuic¸a˜o sime´trica tem δ = 0.
O paraˆmetro γ esta´ relacionado com o paraˆmetro de escala (ou paraˆmetro de dispersa˜o),
ou seja, mostra o comportamento da largura da distribuic¸a˜o. Finalmente, o paraˆmetro β
nos fornece a me´dia de centralidade da distribuic¸a˜o.
Poucas sa˜o as opc¸o˜es em que encontramos uma expressa˜o anal´ıtica fechada para
a func¸a˜o densidade de probabilidade, mas sa˜o justamente essas que resultam nas dis-
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tribuic¸o˜es mais importantes e utilizadas no meio cient´ıfico. Por exemplo, as Distribuic¸o˜es
Gaussianas (como ja´ mencionadas), teˆm γ = σ2 e β = µ como paraˆmetros varia´veis e
α = 2 e δ = 0 como paraˆmetros fixos. Ja´ as Distribuic¸o˜es de Cauchy , apresentam γ e β
como paraˆmetros varia´veis, α = 1 e δ = 0 como paraˆmetros fixos. Por fim as Distribuic¸o˜es
de Le´vy , cuja func¸a˜o densidade de probabilidade se configura como:
ϕ(x) =
√
γ
2pi
1
(x− β)3/2 exp
(
− γ
2(x− β)
)
, β < x <∞ (2.34)
e que tem como paraˆmetros fixos α = 1
2
e δ = 1, sendo portanto uma distribuic¸a˜o
assime´trica, conforme figura exemplo 2.4.
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Figura 2.4: Distribuic¸a˜o de Le´vy para distindos valores da dispersa˜o γ e da localizac¸a˜o β.
Fica claro, portanto, que as distribuic¸o˜es α-esta´veis de Le´vy compo˜em o grande atra-
tor estat´ıstico das PDF’s com momentos finitos ou infinitos. A partir desses conceitos,
a demonstrac¸a˜o formal da generalizac¸a˜o do teorema, se baseia na func¸a˜o caracter´ıstica
de tais distribuic¸o˜es esta´veis e segue de forma semelhante ao caso na˜o-generalizado do
teorema7.
2.3 Voos e Caminhadas de Le´vy
Conforme descrito no cap´ıtulo introduto´rio, existe uma grande motivac¸a˜o para o es-
tudo de caminhadas de Le´vy devido a sua presenc¸a em diversos contextos na natureza.
7O rigor matema´tico, assim como as diveras definic¸o˜es, proposic¸o˜es e teoremas vinculados a` demons-
trac¸a˜o, podem ser encontrados na literatura relacionada ao tema [61–63, 65–69].
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Tais caminhadas, por sua vez, exibem distribuic¸o˜es com probabilidades estat´ısticas rela-
cionadas ao teorema central do limite generalizado, onde as distribuic¸o˜es α-esta´veis de
Le´vy formam esse grande atrator estat´ıstico. Nesse contexto, podemos presumir que o
comprimento dos passos (varia´veis) gerado de forma aleato´ria durante uma caminhada,
segue uma distribuic¸a˜o do tipo lei de poteˆncia na forma:
P (`) ∼ `−µ (2.35)
onde tais varia´veis convergem para distribuic¸o˜es esta´veis de Le´vy, com ı´ndice de estabi-
lidade α = µ − 1. O argumento que defende o uso dessa distribuic¸a˜o, se baseia no fato
de que distribuic¸o˜es hiperbo´licas ou inversas de lei de poteˆncia (equac¸a˜o 2.36), garantem
a divergeˆncia na dispersa˜o da distribuic¸a˜o, tornando-a uma distribuic¸a˜o na˜o-gaussiana
e, portanto, fazendo uso do teorema central do limite generalizado e das distribuic¸o˜es
esta´veis de Le´vy.
p(x) =
c
|x|α+1 , 0 < α < 2, (2.36)
(onde c e´ uma constante de normalizac¸a˜o). Sua func¸a˜o caracter´ıstica, ou seja, a transfor-
mada de Fourier da func¸a˜o densidade de probabilidade, corresponde a uma distribuic¸a˜o
fractal [70, 71] e pode ser determinada ao utilizar o teorema Tauberiano [72]:
p˜ ∼= 1− c|k|α ∼= e−c|k|α , (2.37)
para pequenos valores de k. Com alguns passos alge´bricos, a func¸a˜o densidade de proba-
bilidade da equac¸a˜o 2.36 e´:
PL(y, t) =
1
2pi
∫ ∞
−∞
eikye−γt|k|
α
dk, 0 < α ≤ 2 (2.38)
que e´ a expressa˜o para a distribuic¸a˜o de Le´vy simetricamente esta´vel em 1D. No limite
assinto´tico, a equac¸a˜o 2.38 se aproxima de uma distribuic¸a˜o em forma de poteˆncia inversa,
tambe´m conhecida como distribuic¸a˜o de Pareto [73].
PL(y, t) ≈ 1|y|α+1 , 0 < α < 2 (2.39)
que tem a mesma forma da equac¸a˜o 2.36. Assim podemos gerar caminhadas de Le´vy
atrave´s de 2.35, onde o ı´ndice de Le´vy no intervalo 1 < µ < 3 leva a distribuic¸o˜es esta´veis
de Le´vy, e para µ ≥ 3 converge para uma distribuic¸a˜o normal. O caso em que µ ≤ 1 na˜o
corresponde a uma distribuic¸a˜o normalizada.
Na pra´tica, para sortear o comprimento dos passos, basta utilizar a equac¸a˜o 2.40,
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obtida a partir do me´todo de inversa˜o 8 aplicado a` equac¸a˜o 2.35.
` = `0x
1/(1−µ), (2.40)
onde x e´ uma varia´vel aleato´ria distribu´ıda uniformemente no intervalo (0, 1), `0 e´ o com-
primento de passo mı´nimo e µ e´ o expoente da lei de poteˆncia (´ındice de Le´vy). Portanto,
variar µ nos permite obter diferentes tipos de caminhada, indo desde a difusa˜o normal
(retratada pelo movimento browniano µ ≥ 3) ate´ a` dinaˆmica superdifusiva (retratada por
um movimento bal´ıstico µ→ 1+).
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Figura 2.5: Diferentes caminhadas de Le´vy, variando conforme µ. Quando µ −→ 1+, a cam-
inhada torna-se mais superdifusiva, tendendo a um movimento bal´ıstico. Por Outro lado, para
µ ≥ 3 a caminhada tende a um movimento Browniano.
A aplicabilidade da dinaˆmica de movimento de Le´vy, basicamente envolve dois mo-
delos: Caminhadas de Le´vy (Le´vy Walks) e Voos de Le´vy (Le´vy Flights). A principal
diferenc¸a entre ambas esta´ relacionada com a velocidade do movimento. Nos voos de
8Me´todo baseado nas transformac¸o˜es fundamentais das leis de probabilidade. Por ser uma importante
equac¸a˜o para a dinaˆmica de buscas aleato´rias, a demonstrac¸a˜o do me´todo encontra-se no Apeˆndice A.
22
Le´vy, a caminhada e´ instantaˆnea, ou seja, independente do comprimento do passo a ser
realizado, o caminhante “pula” entre a posic¸a˜o inicial e final instantaneamente. Enquanto
que nas caminhadas de Le´vy, o trajeto entre a posic¸a˜o inicial e final, a partir de um dado
comprimento de passo, se faz de maneira “caminhada”, ou seja, com uma velocidade que
assumimos constante e linear no tempo. A depender do problema que se deseja estu-
dar e dos processos estoca´sticos envolvidos, usa-se um ou outro modelo. A figura 2.5
ilustra alguns exemplos de caminhadas de Le´vy para uma melhor compreensa˜o. Anal-
isando tais figuras, torna-se fa´cil perceber que a caminhada fica mais difusiva a` medida
que µ −→ 1+. Uma segunda e importante observac¸a˜o esta´ relacionada com uma das
principais caracter´ısticas das caminhadas de Le´vy: muitos e pequenos passos intercalando
com poucos e grandes passos, como podemos ver ainda na figura 2.5, para o caso µ = 2, 0,
por exemplo. Esse comportamento e´ um retrato das caminhadas de Le´vy, sendo uma
consequeˆncia direta da divergeˆncia da variaˆncia nessa distribuic¸a˜o.
2.4 Caracterizac¸a˜o dos Alvos e Dimensionalidade
Uma das riquezas que envolve o problema da busca aleato´ria esta´ relacionada justa-
mente com a falta de conhecimento da localizac¸a˜o dos alvos distribu´ıdos aleatoriamente
[74] num determinado ambiente de busca. Essa falta de informac¸a˜o na˜o necessariamente
leva a uma maior complexidade. Podemos supor, por exemplo, que a localizac¸a˜o de to-
dos os alvos e´ conhecida, enta˜o poder´ıamos nos perguntar qual seria a ordem de visita
aos alvos que reduziria o custo energe´tico durante a locomoc¸a˜o nesse processo (exemplo
conhecido como “Problema do vendedor viajante” [75]). Este exemplo, portanto, pode
ser ta˜o complexo quanto o caso onde na˜o se conhece a localizac¸a˜o dos alvos, que e´ uma
caracter´ıstica essencial no contexto da busca aleato´ria.
De uma forma geral, o problema de forrageamento pode ser analisado nos casos onde
os alvos sa˜o fixos ou dinaˆmicos. Independente do caso escolhido, a busca pode ser carac-
terizada como destrutiva (no encontro, o alvo e´ eliminado) ou na˜o-destrutiva (apo´s um
certo tempo τ , o alvo reaparece na localizac¸a˜o onde foi encontrado). Ambas as situac¸o˜es
teˆm motivac¸a˜o para estudo. Podemos imaginar alvos fixos como um sistema onde ani-
mais herb´ıvoros procuram por espec´ıficas plantas para sua alimentac¸a˜o. Por outro lado,
podemos pensar na situac¸a˜o onde animais carn´ıvoros procuram por outros animais, num
sistema predador-presa, onde os alvos sa˜o mo´veis. Nesse contexto, muitos estudos foram
realizados no fim do se´culo XX e comec¸o do se´culo XXI a` respeito de processos de buscas
para alvos fixos, situac¸a˜o que torna mais simples a ana´lise nume´rica e anal´ıtica do proble-
ma [10, 33, 34, 76, 77]. No entanto, alguns poucos estudos foram realizados para o caso
de alvos dinaˆmicos [45], devido a` natureza complexa do estudo, tanto no aspecto com-
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putacional quanto no anal´ıtico. Tal complexidade pode ser percebida, por exemplo, por
meio de uma simulac¸a˜o computacional, onde na˜o somente o buscador esta´ em movimento
(fazendo a busca), como tambe´m todos os demais alvos, assim formando um conjunto de
caminhantes que passeiam de forma aleato´ria, simultaˆnea e independente uns dos outros9.
Uma vez que temos o espac¸o de busca contendo buscador e alvo, logo surgem algumas
questo˜es importantes. Por exemplo: como o buscador se movimenta e qual o padra˜o de
difusa˜o gerado por essa locomoc¸a˜o? Como a taxa de encontros buscador-alvo depende dos
paraˆmetros da busca? Essas perguntas podem ser respondidas a partir do conhecimento
de um dos principais paraˆmetros relacionados a` busca aleato´ria: a densidade de alvos. E´
fato que uma densidade alta proporciona um grande nu´mero de encontros. Nessa situac¸a˜o,
a escolha por uma estrate´gia que otimize a taxa de encontros e´ irrelevante. Por outro lado,
em baixas densidades, raros sa˜o os momentos em que ha´ encontros entre buscador e alvo,
o que implica dizer que a estrate´gia de busca adotada e´ extremamente relevante e se
justifica no fato de que em processos de buscas reais, o ato de caminhar exige um custo
energe´tico. Portanto, se o buscador na˜o adota uma estrate´gia de busca eficiente, o mesmo
(ou toda a sua espe´cie) pode ser levado a` extinc¸a˜o. Assim, a densidade de alvos na rede
sugere ser um bom paraˆmetro de controle para a ana´lise da otimizac¸a˜o da estrate´gia de
busca.
Embora as aplicac¸o˜es do estudo de busca aleato´ria sejam diversas, como ja´ comentado,
a ferramenta f´ısica e matema´tica por tra´s deste estudo e´ similar em qualquer que seja a
aplicac¸a˜o, ou seja, localizar alvos (objetos de busca) quando as suas posic¸o˜es a priori
na˜o sa˜o conhecidas. A complexidade inerente deste problema, assim como a abundaˆn-
cia de ideias e me´todos que tornam poss´ıveis a concretizac¸a˜o desse objetivo, permite o
crescimento da interdisciplinaridade deste problema em muitas das a´reas da F´ısica. Em
particular, os conceitos e me´todos da mecaˆnica estat´ıstica sa˜o u´teis no estudo de bus-
cas aleato´rias [74]. O motivo de tal particularidade se justifica na especificidade dessa
mecaˆnica: tratar de sistemas que envolvem muitas entidades constituintes a partir do
comportamento delas, que podem ser a´tomos, mole´culas, ı´ons ou, em nosso caso espec´ı-
fico, um sistema composto de buscadores e alvos. Neste tratamento e´ poss´ıvel obter
informac¸o˜es das propriedades macrosco´picas do sistema atrave´s das varia´veis de interesse
pra´tico.
Neste contexto, a dimensionalidade do sistema de interesse passa a ser um quesito
importante nessa ana´lise. Em baixas dimenso˜es (1D e 2D) os efeitos das flutuac¸o˜es sa˜o
nota´veis e a interac¸a˜o entre as part´ıculas se faz presente na ana´lise do problema. Ja´
para altas dimenso˜es (d ≥ 3) os efeitos de campo me´dio passam a ser predominantes. A
importaˆncia dos efeitos de flutuac¸o˜es (devido a necessidade de considerar as caracter´ısticas
9E´ justamente esse caso que sera´ estudado nesta tese, tanto no caso unidimensional como no bidimen-
sional.
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de cada caminhante, posic¸a˜o e velocidade, por exemplo) e a simplicidade de trabalhar em
dimenso˜es menores (pois diminui consideravelmente o tempo de simulac¸a˜o computacional
[78]), permite que a dinaˆmica seja geralmente tratada em ambientes uni ou bidimensionais.
Em princ´ıpio, buscas aleato´rias em ambientes 1D podem parecer na˜o observa´veis
na natureza. No entanto, e´ poss´ıvel que alguns processos de buscas sejam realizados
em ambientes aproximadamente unidimensionais. Por exemplo, peixes de determinadas
espe´cies buscam por alimentos em rios ou em costas litoraˆneas, assim como certas espe´cies
de animais que buscam por alimentos nas interfaces de florestas. Em ambos os processos
podemos imaginar que a busca ocorre ao longo de uma linha, ou seja, num espac¸o 1D. Ja´
para o caso de buscas bidimensionais, diversos sa˜o os exemplos existentes na natureza.
2.5 Sistemas Complexos
Sistemas complexos e´ um to´pico da f´ısica contemporaˆnea presente em va´rios cena´rios
da natureza, como na econof´ısica, biof´ısica, medicina, f´ısico-qu´ımica, cristais l´ıquidos,
clima terrestre, redes neurais, processos de busca etc. De uma forma geral, quando se
une um grande nu´mero de sistemas, as propriedades macrosco´picas ou coletivas na˜o esta˜o
relacionadas diretamente com as propriedades dos seus constituintes individuais e, nesse
caso, o sistema composto e´ chamado de Sistema Complexo [79]. Tambe´m pode ser enten-
dido como um composto de muitos elementos e/ou subsistemas diferentes, que interagem
espacialmente e temporalmente de forma na˜o linear, gerando padro˜es emergentes que sa˜o
observa´veis apenas em escalas maiores quando comparados a` escala de seus subsistemas
[80]. Essa definic¸a˜o, portanto, permite que muitos sistemas se enquadrem como com-
plexos. Ale´m dos exemplos citados acima, podemos destacar alguns sistemas complexos
que sa˜o relevantes para a compreensa˜o cient´ıfica de poss´ıveis aplicac¸o˜es no contexto social,
tal como vemos no estudo de turbuleˆncias, doenc¸as em geral, processos epideˆmicos, pro-
cessos de extinc¸o˜es, traˆnsito em metro´poles, evoluc¸a˜o de inceˆndio em florestas, etc. Em
particular, podemos citar o mecanismo de busca aleato´ria (foraging), que e´ o foco desta
tese e que tambe´m se configura como um sistema complexo.
Dentre esses sistemas, existem aqueles que sa˜o Cao´ticos, cuja principal caracter´ıstica e´
a sensibilidade a`s condic¸o˜es iniciais, e aqueles que sa˜o Adaptativos ou Auto-Organiza´veis,
ou seja, capazes de aprender e se adaptar com as experieˆncias a`s quais esta˜o relacionados,
por exemplo, coloˆnias de insetos, o ce´rebro de uma forma geral, ecossistemas e sistemas
sociais. Tambe´m existem sistemas que sa˜o Na˜o-Lineares, sistemas que na˜o obedecem ao
princ´ıpio de superposic¸a˜o, isto e´, quando a soma do comportamento das partes do sistema
na˜o resulta no comportamento do sistema como um todo.
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Uma das propriedades inerentes aos sistemas complexos e´ a invariaˆncia de escala. Na
pra´tica, essa propriedade e´ caracterizada por conservar propriedades f´ısicas e matema´ticas
ao mudarmos a sua escala espacial. Em geral, denotamos essa caracter´ıstica como sistemas
auto-similares. Fractais, por exemplo, sa˜o interessantes classes de objetos que apresentam
tal propriedade. Matematicamente, a invariaˆncia de func¸o˜es ou curvas pode ser obtida ao
considerarmos a func¸a˜o f(x) = axβ, pois dilatando (ou comprimindo) a escala da func¸a˜o
por um fator h, teremos:
f(hx) = a(hx)β = hβaxβ = hβf(x) ∝ f(x) (2.41)
Isso implica dizer que a curva na˜o foi descaracterizada a menos do fator hβ multiplicada
pela func¸a˜o, sendo h definido como o comprimento de escala. Generalizando, o requisito
para que uma func¸a˜o f(x) seja invariante sob todo processo de escala e´ usualmente tomado
como sendo:
f(x) = λ−αf(λx) (2.42)
onde α e´ o expoente caracter´ıstico da func¸a˜o f(x) para qualquer λ quando mudamos sua
escala.
Nesse contexto surgem as Leis de Poteˆncia (Power Laws), que sa˜o relac¸o˜es polinomiais
que exibem propriedades de invariaˆncia de escala. Tais leis de poteˆncia ocorrem em
diversos fenoˆmenos na natureza, como na lei de Coulomb, lei da gravitac¸a˜o universal etc,
e tem um considera´vel respaldo cient´ıfico uma vez que elas podem especificar e caracterizar
o mecanismo da dinaˆmica dos sistemas complexos, assim entender o fenoˆmeno natural sob
investigac¸a˜o. Observemos que a func¸a˜o densidade de probabilidade do tamanho do passo
numa caminhada de Le´vy, P (`) ∼ `−µ, segue um comportamento tipo lei de poteˆncia,
tendo portanto uma invariaˆncia de escala.
As leis de poteˆncia sa˜o geralmente consideradas como uma “assinatura” do sistema
complexo em questa˜o. Essa assinatura geralmente e´ observada quando representamos
sua func¸a˜o na escala log− log, onde log f(x) = α log x evidencia a linearidade da func¸a˜o
f nesta escala. Assim, uma forma pra´tica e segura da verificac¸a˜o de existeˆncia de lei
de poteˆncia para uma dada func¸a˜o, e´ graficar um dado conjunto de pontos na escala
logar´ıtmica.
2.6 Fenoˆmenos Cr´ıticos e as Transic¸o˜es de Fase
Uma outra caracter´ıstica importante dos sistemas complexos e´ a presenc¸a de eventos
cr´ıticos em determinadas condic¸o˜es na dinaˆmica do sistema. Em geral, a f´ısica de tais
eventos ou pontos cr´ıticos e´ chamada de Fenoˆmenos Cr´ıticos. Apesar da palavra “cr´ıtico”
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ser usada na f´ısica com va´rios sentidos, aqui consideraremos o caso em que tal comporta-
mento esteja relacionado a` f´ısica estat´ıstica das transic¸o˜es de fase [81]. Esses fenoˆmenos
ocorrem, por exemplo, em sistemas que se encontram longe do equil´ıbrio, em proces-
sos no qual a histo´ria da dinaˆmica do sistema e´ importante [82]. Ale´m disso, eles esta˜o
relacionados com a f´ısica dos pontos cr´ıticos, geralmente vistos em sistemas que apresen-
tam transic¸o˜es de fase. Assim, a regia˜o em que tais sistemas apresentam uma mudanc¸a
de comportamento (quando o sistema vai de uma fase “ordenada” para outra “desorde-
nada”, por exemplo), e´ justamente aquela em que temos os pontos cr´ıticos, governados
por expoentes cr´ıticos associados a` divergeˆncia de certas quantidades f´ısicas envolvidas na
transic¸a˜o, como por exemplo, o comprimento de correlac¸a˜o, calor espec´ıfico, susceptibili-
dade, etc. Um exemplo cla´ssico e´ a transic¸a˜o de fase ordem-desordem no modelo de Ising
bidimensional, que apresenta no limite termodinaˆmico a susceptibilidade magne´tica e o
comprimento de correlac¸a˜o entre spins divergindo a` medida que a temperatura se apro-
xima de um valor cr´ıtico e finito [83]. Outro sistema bastante conhecido onde ocorrem
transic¸o˜es de fase, e´ o modelo de percolac¸a˜o direcionada (directed percolation - DP) [84].
Nesse sistema, a transic¸a˜o ocorre de uma fase ativa para um estado absorvente, ou seja,
um estado irrevers´ıvel [85] em que uma vez alcanc¸ado, jamais o sistema escapa dele. No
caso da percolac¸a˜o direcionada, o estado absorvente e´ aquele em que na˜o ha´ nenhum s´ıtio
ativo num dado instante de tempo [84].
As teorias cla´ssicas dos fenoˆmenos cr´ıticos passaram por um processo mais rigoroso de
ana´lise a partir de 1960, quando foram desenvolvidas te´cnicas para a realizac¸a˜o de experi-
mentos na vizinhanc¸a dos pontos cr´ıticos [82]. Os resultados das experieˆncias, bem como
diversos outros resultados teo´ricos, apontavam para a existeˆncia de classes de universa-
lidade [86, 87], definidas por alguns poucos expoentes cr´ıticos diferentes dos expoentes
cla´ssicos [88]. Em geral, o estudo de transic¸o˜es de fase representa uma boa forma de
entender o comportamento desses pontos cr´ıticos, assim como o fenoˆmeno cr´ıtico associado
ao sistema. Nesse sentido, ha´ dois tipos importantes de transic¸o˜es de fase: as transic¸o˜es
de primeira ordem (transic¸o˜es descont´ınuas) e transic¸o˜es de segunda ordem (transic¸o˜es
cont´ınuas).
Uma transic¸a˜o de fase de primeira ordem e´ caracterizada por descontinuidades na
primeira derivada da energia livre de Gibbs, implicando em transic¸o˜es abruptas das quan-
tidades observa´veis, ale´m da presenc¸a de calor latente [89]. Como exemplo, temos a
condensac¸a˜o da a´gua ou o derretimento do gelo, na qual a passagem de um estado para
outro ocorre numa dada temperatura com coexisteˆncia de fases. Ja´ as transic¸o˜es de fase
de segunda ordem, de uma forma geral, ocorrem na mudanc¸a de uma fase a outra de
forma cont´ınua, ou seja, na˜o-abrupta. Elas se identificam com os fenoˆmenos cr´ıticos, onde
os valores das varia´veis macrosco´picas que especificam as condic¸o˜es nas quais a transic¸a˜o
ocorreu, sa˜o conhecidos como pontos cr´ıticos [86]. Nesse tipo de transic¸a˜o, portanto, na˜o
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temos coexisteˆncia de fases. Ale´m disso, e´ necessa´rio que a primeira derivada da energia
livre seja cont´ınua e, no mı´nimo, que a segunda derivada da energia livre seja descon-
t´ınua [90]. Para alguns sistemas, ha´ transic¸o˜es cont´ınuas para certas condic¸o˜es e tran-
sic¸o˜es descont´ınuas para outras. Por exemplo, a condensac¸a˜o de gases e´ uma transic¸a˜o de
fase descont´ınua a baixas temperaturas e apresenta transic¸a˜o cont´ınua distante de baixas
presso˜es, no ponto cr´ıtico. Outro exemplo conhecido e´ o sistema para-ferromagne´tico, em
que a magnetizac¸a˜o do sistema sofre uma transic¸a˜o de segunda ordem quando e´ variada
a temperatura do sistema [91].
Na ana´lise de transic¸o˜es de fase, e´ bastante u´til a definic¸a˜o de uma quantidade que des-
creva esse processo de transic¸a˜o. Tal quantidade geralmente e´ conhecida como paraˆmetro
de ordem, que esta´ em func¸a˜o de outra quantidade, chamada de paraˆmetro de controle.
Assim, variando o paraˆmetro de controle, podemos analisar a evoluc¸a˜o do paraˆmetro de
ordem e estudar a transic¸a˜o do sistema. Este paraˆmetro comumente e´ definido de tal
forma que seja identicamente zero na fase desordenada - maior entropia, definida como a
fase apo´s o paraˆmetro de controle cr´ıtico - e maior que zero (ou finito) na fase ordenada -
menor entropia e definida antes do paraˆmetro de controle cr´ıtico. Escolher esse paraˆmetro
para um dado sistema, geralmente na˜o e´ uma tarefa trivial e esta´ associada a` ordem de
longo alcance do sistema no limite termodinaˆmico [92]. Existem casos nos quais se faz
necessa´rio um maior rigor para tal escolha, mas a grosso modo podemos fazer de acordo
com as condic¸o˜es supracitadas. Por exemplo, no sistema de percolac¸a˜o direcionada, o
paraˆmetro de ordem e´ a densidade ρ de s´ıtios ativos na rede, e o paraˆmetro de controle
e´ a probabilidade p de conexa˜o entre os s´ıtios vizinhos. Dessa maneira, na vizinhanc¸a do
ponto cr´ıtico, a relac¸a˜o entre tais quantidades se da´ na forma:
ρ ∼ |p− pc|β
P ∼ |p− pc|β′
ξ⊥ ∼ |p− pc|−ν⊥
ξ‖ ∼ |p− pc|−ν‖
(2.43)
onde P denota a probabilidade de sobreviveˆncia de um s´ıtio ativo (que tambe´m pode ser
escolhido como o paraˆmetro de ordem do sistema), pc e´ a probabilidade cr´ıtica de conexa˜o,
ξ⊥ e´ o comprimento de correlac¸a˜o espacial e ξ‖ e´ o comprimento de correlac¸a˜o temporal
[84].
A figura 2.6 apresenta um exemplo onde ha´ uma transic¸a˜o de segunda (a) e primeira
(b) ordem entre o estado magnetizado (fase ordenada) e o estado desmagnetizado (fase
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desordenada) para materiais magnetocalo´ricos10 [93] sujeitos a` variac¸a˜o de temperatura. A
transic¸a˜o de segunda ordem e´ claramente um processo cont´ınuo, ao contra´rio da transic¸a˜o
de primeira ordem. De uma forma geral, uma transic¸a˜o de fase pode ser apresentada
conforme mostra o esquema na figura 2.7 e a tarefa de estudo, como ja´ mencionado, se
resume em identificar um paraˆmetro de ordem que evolui com a variac¸a˜o de um paraˆmetro
de controle e que muda de fase num determinado ponto cr´ıtico. Veremos na pro´xima sessa˜o
como estimar esse ponto cr´ıtico, bem como calcular os expoentes que governam uma dada
transic¸a˜o de fase.
Figura 2.6: Em (a) temos a magnetizac¸a˜o M indo continuamente para a fase desordenada
(desmagnetizada). Ja´ em (b), a magnetizac¸a˜o M sofre uma transic¸a˜o descont´ınua para a fase
desordenda no ponto cr´ıtico Tc [93]
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Figura 2.7: Esquema que mostra as quantidades e condic¸o˜es elementrares para analisar uma
transic¸a˜o de fase.
10Materiais Magnetocalo´ricos sa˜o definidos como materiais que sofrem aumento de temperatura quando
sujeitos a um campo magne´tico. O estudo e caracterizac¸a˜o desses materiais tem ganhado importaˆncia
devido a enorme aplicabilidade tecnolo´gica.
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2.6.1 Leis de Escala de Tamanho Finito e a Renormalizac¸a˜o
Nume´rica Fenomenolo´gica
Em alguns sistemas na natureza, determinados fenoˆmenos emergem simplesmente
devido a`s suas limitac¸o˜es geome´tricas. Nesse sentido, o comportamento de va´rias quan-
tidades no limiar das transic¸o˜es de fase, que caracterizam o surgimento de um dado
fenoˆmeno, pode ser descrito por leis de escala no regime de sistemas grandes e finitos.
Considerando P como uma quantidade a ser medida (digamos que seja o paraˆmetro de
ordem do sistema) e que depende de outras quantidade (em particular, digamos que de-
penda de um paraˆmetro de controle p), quando a dependeˆncia de P em func¸a˜o de p e´
na˜o-linear, enta˜o dizemos que P segue uma lei de escala (ou lei de poteˆncia - power law)
dada por:
P (p) = h× pα, (2.44)
onde h e´ uma constante e α e´ um fator de escalonamento. No entanto, quando a de-
pendeˆncia de P (p) na˜o esta´ condicionada a todo o espac¸o, ou seja, quando varia conforme
o tamanho do sistema L onde P (p) e´ medida, enta˜o dizemos que ha´ uma lei de escala de
tamanho finito (tambe´m conhecida como Finite Size Scaling). No limite em que p segue
para algum ponto cr´ıtico p −→ pc (limite assinto´tico), fazendo emergir algum fenoˆmeno
relacionado a` P (uma transic¸a˜o de fase, por exemplo), o comportamento passa a ser regido
por uma lei de poteˆncia, onde α e´ chamado de Expoente de Fisher, sendo definido para
grandes valores de L [94, 95].
PL(pc) ∝ L−α. (2.45)
Neste contexto, nas de´cadas de 1970 e 1980, muitos cientistas se interessaram pelo
estudo de leis de escala no intuito de compreender alguns sistemas de tamanho finito que
apresentavam transic¸o˜es de fase. Assim, alguns me´todos foram desenvolvidos para analisar
tais transic¸o˜es. Dentre eles, destaca-se o que foi desenvolvido por Michael E. Fisher em
1971 [94, 96], sendo bastante utilizado nos mais variados sistemas f´ısicos, matema´ticos ou
biolo´gicos. De acordo com a teoria de Fisher, qualquer variac¸a˜o de uma quantidade PL
de um sistema linear de tamanho L, pode ser escrita como:
P (p, L) ∼ L−Af(u), (2.46)
para valores arbitra´rios de L, onde f(u) e´ uma func¸a˜o anal´ıtica de argumento u =
LB(p − pc). Para diversos sistemas conhecidos, como processos de percolac¸a˜o, proces-
sos de contato, dinaˆmica de epidemias etc, o expoente A = β/ν e B = 1/ν. Dessa
forma:
P (p, L) ∼ L−β/νf [(p− pc)L1/ν ]. (2.47)
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No limite em que L −→∞, P∞ segue uma lei de poteˆncia tal que o expoente β/ν define o
comportamento cr´ıtico da quantidade P e corresponde a` dimensa˜o de escala da quantidade
avaliada [97]. Uma vez que o objetivo do problema e´ analisar o comportamento de sistemas
de tamanhos finito L, o me´todo propriamente dito busca escalar P com um novo fator de
escala L0, tal que:
P (p, L0) ∼ L−β/ν0 f [(p− pc)L1/ν0 ]. (2.48)
Dividindo a equac¸a˜o 2.47 por 2.48, temos:
P (p, L)
P (p, L0)
∼
(
L
L0
)−β/ν
f [(p− pc)L1/ν ]
f ′ [(p− pc)L1/ν0 ]
. (2.49)
Enta˜o, no caso onde o paraˆmetro de ordem evolui para a regia˜o p −→ pc, o comporta-
mento da quantidade P tem uma dimensa˜o de escala β/ν, e este expoente e´ o mesmo
independente dos pares de L e L0 que possamos obter no ca´lculo da equac¸a˜o 2.49. Por-
tanto, o comportamento da quantidade P e´ tipo uma lei de poteˆncia na vizinhanc¸a do
ponto cr´ıtico e o “expoente caracter´ıstico da transic¸a˜o” e´ denominado de expoente cr´ıtico.
O ca´lculo do expoente 1/ν e´ semelhante ao realizado para β/ν, bastando aplicar o me´todo
para a func¸a˜o derivada de P (p, L) ou para a func¸a˜o derivada do logaritmo de P (p, L).
Este me´todo e´ bastante utilizado em diversos sistemas e modelos envolvendo escalas
de tamanho finito e que apresentam algum tipo de transic¸a˜o de fase em sua dinaˆmica.
Portanto, pela confianc¸a e aplicabilidade desse me´todo, o mesmo sera´ utilizado nesta tese
para analisar as transic¸o˜es de fase presentes em processos de buscas, de acordo com o
exposto nos pro´ximos cap´ıtulos.
2.6.2 Classes de Universalidade
A ideia de comportamento “universal” de certos sistemas foi desenvolvida por L. P.
Kadanoff [98] por volta da de´cada de 1970. A ideia original tratava da compreensa˜o dos
fenoˆmenos f´ısicos em torno dos pontos cr´ıticos, onde o comprimento de correlac¸a˜o e´ muito
maior do que qualquer outro comprimento que afeta ou caracteriza o comportamento do
sistema. Sobretudo, somente uma descric¸a˜o apropriada do sistema em comprimentos de
escala da ordem do comprimento de correlac¸a˜o, seria importante para a caracterizac¸a˜o
do sistema em torno do ponto cr´ıtico. Nesse sentido, uma quantidade indispensa´vel,
criada para tal descric¸a˜o, e´ o paraˆmetro de ordem. Esse paraˆmetro e outras varia´veis
termodinaˆmicas variam conforme o sistema se aproxima do ponto cr´ıtico da transic¸a˜o de
fase de um certo sistema, caracterizada pelos expoentes cr´ıticos associados. Estes, por sua
vez, teˆm uma caracter´ıstica bastante peculiar: sa˜o insens´ıveis a detalhes macrosco´picos
e dependem somente de caracter´ısticas mais gerais do sistema, como a dimensionalidade
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espacial (1D, 2D,...) e a dimensa˜o de seu paraˆmetro de ordem (nu´mero de componentes
do paraˆmetro - graus de liberdade). Alguns sistemas com mesma dimensionalidade e
diferentes quanto a` estrutura e mecanismo microsco´pico possuem os mesmos expoentes
cr´ıticos e com isso formam o que e´ denomidado de Classe de Universalidade [86]. O sistema
ferromagne´tico uniaxial (que pode ser descrito pelo modelo de Ising [99]), e´ um simples
sistema de duas misturas l´ıquidas que pertencem a` classe de universalidade de Ising . Ja´ o
sistema L´ıquido 4He e o modelo-XY sa˜o membros da mesma classe de universalidade XY
[99] e o sistema ferromagne´tico isotro´pico, descrito pelo modelo de Heisenberg, pertence
a` classe de universalidade de Heisenberg [99].
Em particular, um exemplo de classe de universalidade bem consolidada e abrangente,
e´ aquela que e´ formada pelos expoentes cr´ıticos que governam as transic¸o˜es de fase nos
processos de percolac¸a˜o direcionada11. E´ uma classe abrangente porque gera mesmos
expoentes universais quando obtidos por outros sistemas dinaˆmicos, tal como processos
epideˆmicos, processos de contato, sistemas de pol´ımeros ramificados dentre outros va´rios
sistemas, inclusive com estados absorventes [87]. Um desses sistemas trata-se justamente
do processo de buscas aleato´rias, cujas transic¸o˜es entre as fases de sobreviveˆncia e extinc¸a˜o
(apresentadas e discutidas nesta tese) indicam apresentar expoentes cr´ıticos pertencentes
a` essa classe de universalidade.
De posse de alguns fundamentos teo´ricos relacionados com a f´ısica de buscas aleato´rias,
torna-se poss´ıvel compreender o modelo de busca, a dinaˆmica energe´tica associada ao
sistema, as transic¸o˜es de fase a serem apresentadas, entre outros aspectos estat´ısticos
relacionados ao problema, conforme os cap´ıtulos a seguir.
11Mais detalhes sobre a teoria de percolac¸a˜o direcionada encontram-se no Apeˆndice C.1
Capı´tulo 3
Dinaˆmica de Busca em Redes
Unidimensionais
3.1 O Problema
E´ fato reconhecer que uma grande parte do tempo de vida de diversos animais e´
dedicada a` busca por alimentos. Essa dedicac¸a˜o, obviamente, e´ para dar continuidade
ao processo metabo´lico do organismo, garantindo assim a sua sobreviveˆncia. Uma outra
parte do tempo de vida e´ dedicada a` procura por companheiros(as) sexuais com o interesse
na reproduc¸a˜o e evoluc¸a˜o da espe´cie. Nesse contexto, um alvo a ser encontrado pode estar
em movimento ou em repouso em relac¸a˜o ao organismo buscador e sua localizac¸a˜o a priori
na˜o e´ conhecida, como ja´ discutido anteriormente. Assim, e´ fundamental para o buscador
realizar uma caminhada aleato´ria que seja eficiente, minimizando o tempo e a energia
necessa´ria na procura por alvos.
No comec¸o da de´cada de 70, Hassell e May [18] descobriram que trajeto´rias bal´ısticas
formam uma estrate´gia de busca de alguns animais predadores [18]. Tambe´m foi constata-
do que algumas espe´cies de peixes (tubaro˜es [100]), de mamı´feros (macacos-aranhas [101])
e de aves-mar´ıtimas (albatrozes [9]), apresentam processos de busca bal´ısticas, oriundas
das caminhadas de le´vy. Ja´ algumas outras espe´cies de peixes e insetos intensificam o
processo de busca em per´ıodos de escassez de comida [4, 45] - baixa densidade de alvos
- aumentando a difusa˜o de seus movimentos quando comparados a`s condic¸o˜es normais.
Todos esses fatos sa˜o motivac¸o˜es para o estudo da evoluc¸a˜o energe´tica durante uma busca
por alvos, no sentido de entender como a mudanc¸a na dinaˆmica do sistema favorece (ou
na˜o) a` sobreviveˆncia em ambientes de baixas densidades de alvos.
De uma forma geral, nosso problema se resume em compreender de que forma um
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processo dinaˆmico consegue alcanc¸ar um determinado estado estaciona´rio de vida apenas
atrave´s de recursos obtidos do pro´prio processo, ou seja, como a busca aleato´ria propor-
ciona o estado de sobreviveˆncia de um organismo buscador sem que seja necessa´rio fornecer
energia extra. Relacionado a esta questa˜o, conceitos como criticalidade auto-organizada
sa˜o considerados importantes para entender sistemas que se auto-ajustam durante o pro-
cesso dinaˆmico. Temos, portanto, um problema de processos reac¸a˜o-difusa˜o, que apresenta
uma vasta aplicac¸a˜o em f´ısica, qu´ımica, biologia, ecologia, dentre outras a´reas.
Em particular, alguns estudos mostraram que a natureza na dinaˆmica de difusa˜o
(caminhadas aleato´rias brownianas versus caminhadas de Le´vy) tornam-se relevantes em
baixas dimenso˜es [39, 40]. Nesse sentido, trabalhos recentes abordam alguns fenoˆmenos
usando caminhadas aleato´rias para descrever o movimento de animais em busca, assim
como tambe´m compreender a taxa de encontro entre animais e alvos num modelo deno-
tado por sistema predador-presa. Em nosso problema de estudo, vamos considerar um
caminhante buscador realizando uma caminhada aleato´ria a procura por alvos que tam-
be´m se movimentam aleatoriamente e que podem somente ser detectados dentro de um
raio ma´ximo de visa˜o rv do buscador. Como va´rios aspectos de busca (optimizac¸a˜o, por
exemplo) na˜o dependem fortemente da dimensa˜o do espac¸o [10], abordaremos enta˜o a
situac¸a˜o mais simples, ou seja, 1D.
O problema da busca aleato´ria [4, 10, 46, 76, 77], em particular no contexto ecolo´gico,
nos mostra como otimizar a eficieˆncia de busca partindo de uma distribuic¸a˜o de lei de
poteˆncia dos comprimentos dos passos sorteados ` realizados pelo buscador:
P (`) ∼ `−µ (3.1)
com 1 < µ ≤ 3 e ` > rv. Para µ ≥ 3 temos caminhadas brownianas e para 1 < µ < 3
caminhadas de Le´vy. Para µ ≤ 1, a distribuic¸a˜o na˜o e´ normalizada. Alguns estudos
mostram que no limite de baixas densidades de alvos, o valor µopt = 2 e´ o expoente que
optimiza a busca quando os alvos fixos podem ser encontrados va´rias vezes depois de
um tempo τ entre tais encontros, portanto caracterizando um processo de busca na˜o-
destrutiva. Por outro lado, µopt −→ 1+ quando os alvos podem ser encontrados apenas
uma u´nica vez, que corresponde ao caso de buscas destrutivas [31–33].
3.2 Modelo de Busca
No´s simulamos dois caminhantes aleato´rios - buscador e alvo - com velocidades es-
calares constantes e ideˆnticas, numa rede perio´dica 1D, cujo comprimento dos passos e´
calculado atrave´s do me´todo da inversa˜o (Apeˆndice A) obtido a partir da distribuic¸a˜o
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dada pela equac¸a˜o 3.1 [102], tal que:
`j ∼ u1/(1−µ)j (3.2)
onde uj e´ uma varia´vel aleato´ria distribu´ıda uniformemente no intervalo (0,1). Variando o
paraˆmetro µ, podemos estudar a melhor estrate´gia de busca que permite a sobreviveˆncia
do buscador no limite de baixas densidades de alvos. Trataremos do caso particular de
alvos destrut´ıveis, ou seja, imediatamente apo´s o processo de encontro o alvo e´ destru´ıdo,
enta˜o um novo alvo surge numa posic¸a˜o aleato´ria da rede. O mecanismo de movimentos
dos caminhantes segue as regras:
1. O buscador e o alvo iniciam numa posic¸a˜o aleato´ria de uma rede de tamanho z;
2. De forma aleato´ria, o buscador e o alvo escolhem um sentido de movimento com
probabilidade 1/2 de ir para a direita ou para esquerda, logo caracterizando uma
caminhada tipo markoviana (sem memo´ria). Tambe´m escolhem um tamanho de
caminhada `j (obedecendo a condic¸a˜o rv < `j ≤ z/2) e movem-se com velocidade
constante. Essa condic¸a˜o e´ imposta porque, a` medida que µ −→ 1+, maiores sa˜o
os comprimentos de `j sorteados, como podemos ver na figura 2.5. Assim, os ca-
minhantes sorteiam um novo comprimento de caminhada sempre que `j ≥ z/2.
Caso na˜o existesse essa condic¸a˜o, poder´ıamos ter `j ta˜o grande que o buscador ou o
alvo percorreriam todo o espac¸o de busca (rede finita com condic¸o˜es perio´dicas de
contorno) num u´nico salto, o que na˜o caracteriza um processo de forrageio;
3. Uma energia ξ e´ associada a` dinaˆmica do buscador, possibilitando analisar o custo
energe´tico de locomoc¸a˜o durante o processo de busca. Inicialmente temos ξ = ξ0 e
a cada caminhada j executada, o buscador perde uma energia αj. Aqui assumimos
que αj = α`j , onde α e´ uma constante, ou seja, o custo energe´tico e´ diretamente
proporcional ao quanto se locomove;
4. O buscador, a cada passo durante a caminhada, verifica se o alvo esta´ em seu raio
de visa˜o, ou seja, se |xb− xa| ≤ rv, onde xb e xa representam a posic¸a˜o do buscador
e do alvo, respectivamente. Se nenhum alvo for detectado depois de `j, enta˜o o
buscador retorna ao passo 2;
5. Se o alvo e´ detectado, enta˜o ele e´ eliminado e o buscador ganha uma energia cons-
tante que denotamos como g. Em seguida um novo alvo e´ criado numa posic¸a˜o
aleato´ria da rede (caracterizando um processo de busca destrutiva) e a dinaˆmica
continua partindo da regra 2.
Tais regras podem ser ilustradas de acordo com a figura 3.1, onde apresentamos um caso
hipote´tico dessa dinaˆmica de movimento do sistema buscador-alvo.
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Figura 3.1: Um exemplo da dinaˆmica do modelo numa rede discreta: (a) o buscador, caracteri-
zado pela cor azul, comec¸a a caminhar na posic¸a˜o xj (as bolas na rede representam as poss´ıveis
posic¸o˜es a serem ocupadas pelos caminhantes). Escolhido um sentido de deslocamento e com-
primento de caminhada (`j = 2 para a direita) ele vai ate´ a posic¸a˜o xj+2 verificando em cada
s´ıtio se ha´ um alvo em seu raio de visa˜o rv. Como nenhum alvo e´ encontrado, ele escolhe uma
nova configurac¸a˜o de voo (`j+1 = 1 para a esquerda) e continua a dinaˆmica de busca. Por outro
lado e de maneira simultaˆnea, o alvo (simbolizado pela cor vermelha) comec¸a na posic¸a˜o xi e
escolhe uma configurac¸a˜o de caminhada (`i = 3 para a direita) indo ate´ a posic¸a˜o xi+3, passo
a passo. Notemos que t = 3, isto e´, 3 passos ocorreram durante essa parte da simulac¸a˜o. (b)
A dinaˆmica obedece a uma condic¸a˜o perio´dica de contorno. Em (c) temos os casos poss´ıveis de
encontro, onde |xj − xi| ≤ rv. Nesta situac¸a˜o o alvo e´ capturado e um novo surge numa posic¸a˜o
aleto´ria da rede, dando continuidade a` dinaˆmica.
Podemos observar que o esboc¸o da figura 3.1 representa uma busca do tipo “discreta”.
Em outras palavras, a posic¸a˜o dos caminhantes bem como o tamanho dos voos, assumem
valores inteiros, pois uma vez sorteadas as distaˆncias `, a distaˆncia efetiva percorrida e´
dada por hrv sendo h a parte inteira de `/rv. Esse tipo de caminhada e´ interessante pois
simplifica as simulac¸o˜es. Ale´m disso, do ponto de vista f´ısico, notamos que muitos sistemas
apresentam uma dinaˆmica no espac¸o discreto (como percolac¸a˜o direcionada, modelos de
queimadas em florestas, processos de contato etc). Por outro lado, do ponto de vista
biolo´gico, e´ mais real´ıstico se as posic¸o˜es e comprimentos de voos sorteados tomarem
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quaisquer valores no espac¸o real, uma vez que o ambiente de busca na natureza equivale a
um espac¸o cont´ınuo. Nas pro´ximas sesso˜es, apresentaremos alguns resultados comparando
estes dois espac¸os de busca, mas daremos eˆnfase ao longo dos pro´ximos cap´ıtulos para a
busca no espac¸o discreto, justamente por possibilitar uma conexa˜o com outros sistemas
f´ısicos bem estudados e compreendidos na literatura associada.
Assim, o modelo aqui apresentado permite analisar a quantidade de energia acumu-
lada depois de N passos realizados (ou t tempos de busca) ξ(t), assim como a taxa de
sobreviveˆncia de uma espe´cie de M buscadores simulados. Se por um lado a energia
acumulada ξ(z, t) mostra a evoluc¸a˜o energe´tica do estado de sobreviveˆncia de um dado
buscador, permitindo avaliar em quais tipos de caminhada1 a energia l´ıquida e´ positiva
com o tempo (ξ(t) − ξ(t0) ≥ 0), por outro a taxa de sobreviveˆncia possibilita analisar a
frac¸a˜o de buscadores Γ(t, z) que conseguem sobreviver ate´ um dado tempo e configurac¸a˜o
de rede. Desta forma, podemos analisar o comportamento da curva Γ(t, z) ∈ [0, 1] a` me-
dida que e´ variada a densidade de alvos no sistema. Tais resultados sa˜o apresentados nas
pro´ximas sesso˜es.
3.3 Efeitos de Discretizac¸a˜o do Espac¸o de Busca
Omodelo de busca discutido na sessa˜o anterior origina duas possibilidades de dinaˆmica:
caminhar discretamente ou continuamente. A caminhada discreta implica na formac¸a˜o
de um espac¸o de busca onde as poss´ıveis posic¸o˜es se encontram em “s´ıtios” na rede. Se a
distaˆncia entre esses s´ıtios e´ uma constante γ, enta˜o o comprimento dos saltos a serem re-
alizados tambe´m devem ser mu´ltiplos dessa constante. Por simplicidade, definindo γ = 1
e considerando uma rede finita de tamanho z, obtemos um espac¸o formado por z s´ıtios
ou poss´ıveis estados de localizac¸a˜o e z/2 valores poss´ıveis para a escolha do tamanho da
caminhada, conforme o condic¸a˜o de truncamento apresentada no modelo de busca. Em
contrapartida, a caminhada cont´ınua abrange todo o espac¸o real no limite do tamanho
da rede (0, z], gerando infinitos estados de localizac¸a˜o na rede e comprimentos de voos
sorteados. Portanto, surge a seguinte pergunta: a limitac¸a˜o dos estados de posic¸a˜o no
espac¸o discreto gera alguma mudanc¸a qualitativa ou quantitativa na distribuic¸a˜o de pas-
sos sorteados pelos caminhantes? Responder tal pergunta e´ importante para a devida
interpretac¸a˜o das quantidades dinaˆmicas a serem calculadas. Se as distribuic¸o˜es forem
diferentes, enta˜o o modelo de busca devera´ ter duas variantes, uma aplicada ao caso dis-
creto, outra ao cont´ınuo. Caso contra´rio, o modelo podera´ ser generalizado para qualquer
espac¸o de busca e particularizado apenas nos pontos em que a dinaˆmica apresentar al-
guma especificidade com relac¸a˜o ao espac¸o (densidade cr´ıtica, por exemplo). Assim, um
1µs (µt) e´ paraˆmetro de caminhada do Buscador - “Searcher” (Alvo - “Target”).
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aspecto a ser comparado sa˜o as distribuic¸o˜es do tamanho das caminhadas sorteadas para
diferentes paraˆmetros de difusa˜o µ e comprimentos de rede.
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Figura 3.2: As figuras representam as frequeˆncias do tamanho dos saltos escolhidos (e seus
respectivos histogramas) para espac¸os de buscas discretas e cont´ınuas, tomando como base treˆs
paraˆmetros de difusa˜o (µ = 3, 0, µ = 2, 0 e µ = 1, 1) e dois valores de rede: z = 116 (fig. acima)
e z = 54 (fig. abaixo). A concordaˆncia quantitativa da distribuic¸a˜o de voos, leva a` similaridade
dinaˆmica do modelo, independente das caracter´ısticas do espac¸o de busca.
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A primeira observac¸a˜o na figura 3.2, e´ que µ = 3, 0 produz resultados similares para
pequenas ou grandes redes, como esperado devido a`s caracter´ısticas de um movimento
browniano. Contudo, esse comportamento na˜o ocorre a` medida que µ −→ 1+, como
tambe´m esperado, uma vez que as chances de sorteios para maiores saltos crescem nesse
limite de µ. De fato, uma boa parte dos saltos se encontram pro´ximos de `max = 58 para
rede z = 116 e `max = 27 para rede z = 54. Nesse contexto, as distribuic¸o˜es de voos esta˜o
de acordo com o esperado pela dinaˆmica. Uma segunda e importante observac¸a˜o e´ que
as distribuic¸o˜es no espac¸o discreto sa˜o similares quantitativamente ao espac¸o cont´ınuo,
permitindo que a medida das quantidades f´ısicas de interesse nesse problema possam
ser interpretadas de forma equivalente para buscas no espac¸o discreto ou cont´ınuo. No
entando, como veremos no cap´ıtulo 5, algumas variac¸o˜es dos paraˆmetros energe´ticos (ξ0,
α e g) interferem no comportamento da transic¸a˜o da fase de sobreviveˆncia para a extinc¸a˜o
de acordo com o espac¸o adotado (discreto ou cont´ınuo). Portanto, a evoluc¸a˜o de algumas
quantidades na regia˜o dos pontos de transic¸a˜o de fase (vizinhanc¸a dos pontos cr´ıticos),
podem ser afetadas pela discretizac¸a˜o no espac¸o de busca. Fora desse regime, a dinaˆmica
mostra ser equivalente.
3.4 Evoluc¸a˜o Energe´tica
A energia e´ uma quantidade fundamental para o in´ıcio e evoluc¸a˜o no processo de
busca. No contexo de movimento ecolo´gico, como principal motivac¸a˜o, as condic¸o˜es de
gasto e obtenc¸a˜o de energia determinam a dinaˆmica de movimento. Isso reflete, como
ja´ mencionado, a grande importaˆncia de otimizar o encontro de alimentos como sendo
um fator primordial para a sobreviveˆncia de um dado animal ou organismo em condic¸o˜es
de escassez. Portanto, torna-se importante analisar como a func¸a˜o energia de um dado
buscador evolui com o tempo e com a densidade de alvos. Observa-se que o modelo engloba
apenas 1 buscador e 1 alvo durante uma simulac¸a˜o. Assim, variando o comprimento
de rede z, equivale variar a densidade de alvos, ou seja, quanto menor o comprimento
da rede, maiores chances tem o buscador de encontrar o alvo, caracterizando uma alta
densidade. E quanto maior o comprimento da rede, menores as chances de encontro, logo
uma densidade baixa de alvos. A equac¸a˜o dinaˆmica que governa o ganho energe´tico l´ıquido
ξ(z, t) basicamente depende de treˆs paraˆmetros: a energia inicial ξ0, o custo energe´tico de
locomoc¸a˜o por passo α e o ganho de energia g caso ocorra algum encontro. Assim:
ξt = ξ0 +
t∑
i=1
(gδi − αi), (3.3)
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onde o tempo t e´ proporcional a um nu´mero de passos N . Se houver (na˜o houver) encontro
entre os organismos, δi = 1 (δi = 0). Realizando va´rias simulac¸o˜es de acordo com o modelo
descrito na sessa˜o anterior, mostramos na figura 3.3 como a energia l´ıquida (ξt − ξ0)/t se
comporta em func¸a˜o da densidade de alvos para diferentes valores dos expoentes µs do
buscador e µt do alvo.
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Figura 3.3: (a) O ganho energe´tico em func¸a˜o da densidade efetiva normalizada ρ = g/z para
va´rias combinac¸o˜es de µ. (b) Comportamento do ganho energe´tico pro´ximo a` extinc¸a˜o. (c)
Ganho energe´tico na escala mono-log, ajudando a evidenciar a regia˜o de densidade cr´ıtica [45].
A figura 3.3 representa uma me´dia sobre 1000 amostras. Para cada realizac¸a˜o o
buscador, a princ´ıpio, percorre um total de t = 104 passos (ele pode morrer antes de
chegar em tmax). Se durante uma simulac¸a˜o a energia do buscador vai para zero (isto
e´, entra no estado absorvedor - “morte”) antes de completar t passos, enta˜o a simulac¸a˜o
e´ abortada e esse buscador contribui com energia nula para o ca´lculo da energia me´dia.
Este procedimento de ca´lculo e´ uma forma simples de introduzirmos flutuac¸o˜es estat´ısticas
no processo de busca. O conjunto de paraˆmetros adotados nas simulac¸o˜es corresponde a`
ξ0 = 100, g = 100, α = 1, rν = 1 e velocidades unita´rias. E´ fa´cil entender que a situac¸a˜o
onde (ξ(ρ, t) − ξ0) > 0 representa evoluc¸a˜o ou sobreviveˆncia apo´s um certo per´ıodo de
tempo t. Entretanto, para (ξ(ρ, t) − ξ0) < 0 temos uma perda energe´tica apo´s t passos,
levando o buscador para o estado de morte ou extinc¸a˜o. A situac¸a˜o cr´ıtica se configura
quando (ξ(ρ, t) − ξ0) ≈ 0, ou seja, quando na˜o ha´ variac¸a˜o energe´tica significativa em
relac¸a˜o ao estado inicial, e qualquer pequena variac¸a˜o na densidade de alvos pode levar
ao estado de sobreviveˆncia ou morte. Quando isto acontece (limiar da extinc¸a˜o) temos
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que ρ ≈ ρc. Logo, para todo ρ < ρc a busca e´ ineficiente e leva o buscador a` extinc¸a˜o.
Para ρ > ρc a busca e´ eficiente e a energia do buscador evolui ao longo do tempo. E
para ρ ≈ ρc representa o limiar entre as fases de sobreviveˆncia e morte do buscador. Para
ilustrar quantitativamente estes resultados, podemos graficar a energia versus tempo para
va´rias densidades de alvos, conforme mostrado na figura 3.4, onde tomamos ξ0 = 10
4 para
melhorar a vizualizac¸a˜o da queda energe´tica em baixas densidades. Podemos verificar
enta˜o que ρc nos fornece um valor densidade de alvo que esta´ na transic¸a˜o entre a fases
que evoluem para a sobreviveˆncia e morte. Assim, a figura 3.4 e´ um primeiro forte ind´ıcio
que existe transic¸a˜o de fase controlada pela densidade de alvos na rede.
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Figura 3.4: Evoluc¸a˜o energe´tica ao longo do tempo para treˆs pares de difusa˜o (µs, µt) (as demais
combinac¸o˜es de µ apresentam o mesmo comportamento qualitativo e na˜o sa˜o mostradas aqui
para na˜o sobrecarregar a figura). A linha vermelha retrata o valor de ρ onde na˜o ha´ evoluc¸a˜o da
energia (independente do tempo de busca), caracterizando, portanto, a quantidade ρc. Notamos
que para ρ < ρc (curvas abaixo da linha vermelha) a dinaˆmica segue para extinc¸a˜o. Para ρ > ρc
(curvas acima da linha vermelha) a dinaˆmica segue para a sobreviveˆncia do buscador.
Ao analisar os valores em que ρ −→ ρc como func¸a˜o de µ, constatamos que a maior
eficieˆncia de busca ocorre quando a estrate´gia adotada foge da difusa˜o browniana, ou seja,
quando temos valores de µ −→ 1+ (estrate´gia de busca bal´ıstica). Notamos tambe´m que
alvos superdifusivos favorecem a` sobreviveˆncia do buscador. Com isso, podemos compilar
todos os valores de ρc e construir uma tabela que mostre as estrate´gias de caminhadas
que sa˜o mais eficientes em baixas densidades de alvos (Tab. 3.1). Vale ressaltar que para
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um determinado par de caminhadas µs = x e µt = y (onde x e y ∈ (1, 3]) temos
ρc
∣∣
µs=x,µt=y
≈ ρc
∣∣
µs=y,µt=x
(3.4)
ou seja, a dinaˆmica de busca depende essencialmente do nu´mero de encontros entre or-
ganismos, tornando-se indeferente quando trocamos os valores de µs  µt durante a
caminhada, como tambe´m observado na tabela 3.1
Com base nestes resultados, podemos concluir que a sobreviveˆncia de um organismo
em momentos de escassez de alvos depende claramente do tipo de caminhada escolhida
para a busca. Embora a diferenc¸a entre as estrate´gias na˜o sejam significativas em altas
densidades de alvos, uma vez que alta concentrac¸a˜o diminui a importaˆncia de otimizac¸a˜o
de busca, a dinaˆmica espec´ıfica e´ de suma importaˆncia nos limites cr´ıticos de densidade
de alvos. Ale´m disso, considerando um ecossistema dinaˆmico real (com va´rios predadores
e presas), podemos dizer que nosso modelo fornece uma avaliac¸a˜o me´dia quanto ao ganho
energe´tico, bastando assumir que cada indiv´ıduo de uma determinada espe´cie tem uma
energia calo´rica pro´xima a um dado valor me´dio. Enta˜o podemos esperar que uma espe´cie
entrara´ inteiramente em extinc¸a˜o se a densidade de alvos per capita cair significantemente
abaixo de um valor mı´nimo.
µs µt Densidade cr´ıtica de sobreviveˆncia ρc λc ≡ ρ−1c
3,0 3,0 1,852 0,54
3,0 2,0 1,409 0,72
3,0 1,1 1,042 0,96
2,0 3,0 1,389 0,72
2,0 2,0 1,163 0,86
2,0 1,1 0,962 1,04
1,1 3,0 1,021 0,96
1,1 2,0 0,961 1,04
1,1 1,1 0,869 1,15
Tabela 3.1: Densidades cr´ıticas conforme conjuntos de paraˆmetros µs e µt [45]. Nota-se a
eficieˆncia na estrate´gia de busca bal´ıstica µs,t −→ 1+ sobre as demais combinac¸o˜es de µs,t. A
otimizac¸a˜o, portanto, foge do comportamento browniano.
3.5 Taxa de Sobreviveˆncia
A Taxa ou Frac¸a˜o de Sobreviventes - Γ(ρ, t) surge como uma candidata de investi-
gac¸a˜o (um“bom”paraˆmetro de ordem) para uma transic¸a˜o de fase na dinaˆmica de busca,
conforme os resultados da figura 3.4 apontam. O crite´rio utilizado para escolher essa
quantidade se baseou no fato de que Γ(ρ, t), por caracterizar uma Probabilidade de So-
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breviveˆncia, e´ uma func¸a˜o que varia no intervalo [0, 1] e se relaciona com ξ(ρ, t) da forma:
se Γ(ρ, t) = 0, enta˜o todas as amostras de buscadores simulados morreram (ξ(t) = 0).
Isso acontece sempre que ρ < ρc, em baixas densidades de alvos quando t −→ ∞. Por
outro lado, 0 < Γ(ρ, t) < 1 diz que alguns buscadores conseguiram sobreviver, portanto
representando a sobreviveˆncia da espe´cie. Em outras palavras, Γ(ρ, t) caracteriza duas
fases distintas: a fase onde todos ou alguns buscadores sobrevivem e a fase onde todos os
buscadores morrem. Tais fatores indicam que a quantidade Γ(ρ, t) e´ uma boa candidata
a caracterizar a ordem na dinaˆmica de busca quando o sistema varia de baixas a altas
densidades. Ja´ o paraˆmetro de controle, como comentado anteriormente, e´ a densidade de
alvos, que depende do tamanho z da rede. E´ importante notar que usualmente a variac¸a˜o
positiva de um paraˆmetro de ordem ocorre no sentindo onde os valores sa˜o positivos (“fase
ordenada”) para os valores nulos (“fase desordenada”), conforme visto na sessa˜o 2.6. As-
sim, e´ conveniente adotar λ = 1/ρ como paraˆmetro de controle, ao inve´s de ρ, uma vez que
altas densidades implica em menores valores de λ e maiores valores de Γ(λ, t). Tambe´m
notamos que a taxa de sobreviventes depende do tempo de busca, de maneira que quando
t −→ ∞, Γ(λ) −→ cte para λ < λc e Γ(λ) −→ 0 se λ > λc. Essas constatac¸o˜es sera˜o
confirmadas logo a seguir.
Na pra´tica, para obter a taxa de sobreviveˆncia de buscadores, realizamos simulac¸o˜es
sobre um conjunto de 104 buscadores, considerando a dinaˆmica de busca com um dado
valor de λ e t. Apo´s todas as realizac¸o˜es, encontramos o percentual ou frac¸a˜o dos bus-
cadores que sobreviveram ao final de t, gerando assim um valor de Γ(λ, t). Visando ter
boas me´dias estat´ısticas dessa quantidade, repetimos este procedimento R = 100 vezes,
o qual nos fornece um valor final 〈Γ(λ, t)〉. Tomando como paraˆmetros ξ0 = 100, α = 1,
g = 100 e rv = 1, buscamos analisar como evolui Γ(λ, t) quando variamos as estrate´gias
de buscas µs e µt, conforme figura abaixo. Podemos perceber que Γ(λ, t) sofre uma tran-
sic¸a˜o tipicamente cont´ınua quando e´ variado λ, de modo que λc caracteriza o ponto de
transic¸a˜o no limite de tempos grandes. O interessante e´ que esse ponto cr´ıtico (no caso
de µs = 2, 0 e µt = 2, 0) corresponde ao mesmo valor apresentado na tabela 3.1. Para
as demais combinac¸o˜es de difusa˜o µ’s, os pontos cr´ıticos tambe´m correspondem aos da
tabela citada, conforme figura 3.6. Tais confirmac¸o˜es indicam que λc de fato e´ um ponto
cr´ıtico, separando duas fases do sistema: uma na qual existe alguma sobreviveˆncia dos
buscadores (0 < Γ ≤ 1) e outra na qual todos os buscadores morrem (Γ = 0). Estas obser-
vac¸o˜es sugerem, portanto, uma transic¸a˜o de fase de segunda ordem na borda da extinc¸a˜o.
Um paralelo importante que se faz presente neste modelo, e´ que o tempo tem o mesmo
papel que o tamanho do sistema, como tambe´m visto em diversos outros modelos onde
ha´ transic¸o˜es cont´ınuas, como no Modelo de Ising, por exemplo [83]. Tal correspondeˆn-
cia e´ interessante porque o tempo no modelo de buscas aleato´rias equivale ao nu´mero de
passos efetuado pelo buscador. Nesse sentido, aumentar o tempo pode ser interpretado
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Figura 3.5: Comportamento estat´ıstico de Γ(λ, t) versus λ para diferentes valores de t, onde
µs = 2, 0 e µt = 2, 0. A func¸a˜o Γ(λ, t) demonstra ser cont´ınua a` medida que λ −→ λc e
t −→ tmax.
como o aumento do “espac¸o” de busca. Por esse motivo, quando t −→ ∞ as curvas de
Γ(λ) tendem a se colapsar no limite em que define a fase de sobreviveˆncia e extinc¸a˜o,
da mesma forma que ocorre em outros sistemas com transic¸o˜es cont´ınuas. Contudo, vale
salientar que em termodinaˆmica, usualmente consideramos sistemas infinitos para discutir
suas propriedades gerais. Ja´ em dinaˆmica de buscas (principalmente em biologia), na˜o
ha´ sentido em considerar tempo infinito, visto que processos de buscas sa˜o caracterizados
por tempos longos, mas finitos. Nesse sentido, nosso modelo efetivamente deve considerar
um tempo t finito, mas grande o suficiente para caracterizar um processo real de busca.
Conforme a teoria de transic¸o˜es de fase, as flutuac¸o˜es tendem a aumentar quando o
paraˆmetro de controle se aproxima do ponto cr´ıtico [103]. Esse aspecto pode ser visto na
figura 3.6 para o caso µs = µt = 2, 0 (como exemplo), onde o comportamento da dispersa˜o
de Γ(λ) tende a se aproximar de λc. Enfim, atrave´s da taxa de sobreviveˆncia, podemos
concluir que mecanismos de buscas aleato´rias de fato apresentam processos de transic¸o˜es
de fase. Assim, torna-se interessante investigar os expoentes cr´ıticos que governam tais
transic¸o˜es e verificar qual relac¸a˜o existe entre as variadas formas de caminhar (variando o
paraˆmetro µ) durante a procura por alvos, questa˜o a qual sera´ vista no pro´ximo cap´ıtulo.
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Figura 3.6: A Taxa de Sobreviveˆncia como func¸a˜o de λ para outros pares de difusa˜o buscador-
alvo em treˆs tempos distintos. Para µs = µt = 2, 0 e t = 51.200, mostramos como se comporta
a curva de Γ(λ) e sua correspondente variaˆncia normalizada (curva pontilhada).
Capı´tulo 4
Dinaˆmica das Transic¸o˜es de Fase em Buscas
1D
4.1 Expoentes Cr´ıticos Dinaˆmicos
No Cap´ıtulo 2 discutimos a metodologia que Fisher [96] e colaboradores elaboraram
visando caracterizar as transic¸o˜es de fase em sistemas de tamanho finito. O objetivo destes
estudos foi fornecer uma descric¸a˜o do sistema nas proximidades dos pontos cr´ıticos onde as
propriedades dinaˆmicas sa˜o invariantes sob certas transformac¸o˜es de escala. Por exemplo,
o comprimento de correlac¸a˜o espacial em modelos de percolac¸a˜o direcionada (definido
como a distaˆncia me´dia entre dois s´ıtios que pertencem a um mesmo cluster [124]) ou
nos modelos de sistemas magne´ticos (definido como a distaˆncia em que e´ detectada uma
flutuac¸a˜o no spin de um dado s´ıtio [83]) diverge a` medida que o sistema se aproxima
do ponto cr´ıtico. No contexto de buscas aleato´rias, podemos imaginar um comprimento
de correlac¸a˜o como sendo a “distaˆncia” temporal em que as flutuac¸o˜es na energia do
buscador sa˜o sentidas, ou seja, pequenas flutuac¸o˜es energe´ticas nas vizinhanc¸as do ponto
cr´ıtico num dado instante, podem ter um efeito relevante num tempo bem posterior,
levando o buscador para um estado absorvente irrevers´ıvel (morte) ou para um estado
de sobreviveˆncia. Como a taxa de sobreviveˆncia depende do comportamento energe´tico
ao longo da dinaˆmica, ale´m de ser a quantidade escolhida como paraˆmetro de ordem do
sistema, e´ o caso aplicar os conceitos de teoria de escala e renormalizac¸a˜o nume´rica para
descrever o comportamento de Γ(λ, t) em torno dos pontos cr´ıticos.
Com a finalidade de caracterizar o fenoˆmeno cr´ıtico num sistema de tamanho finito
(aqui sendo interpretado como ao tamanho temporal do sistema) e considerando a te´cnica
de grupo de renormalizac¸a˜o nume´rica fenomenolo´gica1 [95, 96], assumimos a relac¸a˜o de
1Utilizada para calcular os expoentes cr´ıticos de sistemas de tamanho finito
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escala [94]:
Γ(λ, t) = t−β/ν‖f
[
t1/ν‖(λ− λc)
]
(4.1)
onde f e´ uma func¸a˜o anal´ıtica. De uma forma geral, podemos escrever a equac¸a˜o acima
para um tempo qualquer t0, tal que:
Γ(λ, t0) = t
−β/ν‖
0 f
[
t
1/ν‖
0 (λ− λc)
]
(4.2)
Dividindo a equac¸a˜o 4.1 por 4.2, temos:
Γ(λ, t)
Γ(λ, t0)
=
(
t
t0
)−β/ν‖ f [t1/ν‖(λ− λc)]
f
[
t
1/ν‖
0 (λ− λc)
] (4.3)
Definindo a func¸a˜o k(t, t0, λ) como:
k(t, t0, λ) =
log [Γ(λ, t)/Γ(λ, t0)]
log(t/t0)
(4.4)
no limite em que λ −→ λc, k(t, t0, λ) −→ −β/ν‖ para quaisquer pares de tempo t e t0,
onde β e ν‖ sa˜o os expoentes cr´ıticos associados a` Γ(λ, t) na equac¸a˜o 4.1. A figura a seguir
mostra esse me´todo de renormalizac¸a˜o para va´rios pares de µs e µt, fixado t0 = 100 e
considerando os paraˆmetros energe´ticos ξ0 = 100, α = 1 e g = 100. Conforme temos na
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Figura 4.1: A func¸a˜o k(t, t0, λ) versus λ. Os valores de λc dependem de µs e µt, mas na˜o dos
pares t e t0
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figura, β/ν‖ ≈ 0, 424 e´ o valor aproximado para qualquer que seja o par de difusa˜o dos
organismos, ou seja, para qualquer que seja a caminhada de busca escolhida. Em outras
palavras, no limiar da extinc¸a˜o o comportamento cr´ıtico e´ o mesmo. A diferenc¸a entre
as estrate´gias esta´ justamente no ponto em que tais transic¸o˜es ocorrem - as densidades
cr´ıticas. Assim usaremos a equac¸a˜o 4.1 para obter os valores dos expoentes dinaˆmicos que
caracterizam tais transic¸o˜es.
4.1.1 O Expoente β/ν‖
A figura 4.2 e´ um exemplo de como podemos determinar o primeiro expoente cr´ıtico
β/ν‖, onde foi usado o par µs = µt = 2, 0 para ilustrar a figura maior. As demais
combinac¸o˜es de buscas comportam-se de forma similiar e tambe´m sa˜o apresentadas.
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Figura 4.2: Escala log-log de Γ(t)/Γ(t0) vs. (t/t0) para va´rios valores de λ, sendo t0 = 100. Em
(a) temos o caso µs = µt = 2, 0 onde a linha vermelha mostra um“fitting”na regia˜o onde λ ∼ λc,
mostrando a presenc¸a de uma lei de poteˆncia com expoente dado justamente por β/ν‖ ≈ 0, 425.
As figuras menores mostram os valores dos expoentes para as demais combinac¸o˜es de busca.
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A figura 4.2 mostra situac¸o˜es de densidades altas, baixas e em torno do ponto cr´ıtico.
Conforme a equac¸a˜o 4.3, no ponto cr´ıtico deve existir uma dependeˆncia tipo lei de poteˆn-
cia tal que uma reta seja formada no limite em que λ −→ λc. E´ exatamente isso que
observamos na figura, onde o coeficiente angular da reta na escala log-log fornece o valor
de β/ν‖ ≈ 0, 424. O valor aproximado desse expoente para algumas estrate´gias adotadas,
pode ser visto na tabela 4.1. Outro resultado importante e´ o gra´fico que mostra o com-
portamento da densidade cr´ıtica em func¸a˜o de µs quando µt e´ variado, conforme figura
4.3. Percebemos que para um dado valor µt, λ aumenta a` medida que µs −→ 1+, ou seja,
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Figura 4.3: Relac¸a˜o aproximadamente linear µs vs. λ para diferentes valores de µt.
torna-se mais eficiente, tendo um ma´ximo no caso µs = µt = 1, 1 (otimizac¸a˜o da busca
foge do regime browniano e tende ao bal´ıstico). O interessante e´ que λc varia aproximada-
mente de forma linear com µs (µt) quando mantido fixo µt (µs). Assim, torna-se poss´ıvel
estimar (extrapolar) as densidades cr´ıticas, ou seja, os pontos cr´ıticos para quaisquer
outras combinac¸o˜es de caminhada no intervalo µs,t ∈ (1, 3] (uma vez que os coeficientes
angulares sa˜o obtidos numericamente). Ale´m disso, do ponto de vista ecolo´gico, podemos
pensar que uma maneira da espe´cie-alvo aumentar sua sobreviveˆncia devido a` interac¸a˜o
com uma espe´cie-buscador, e´ justamente escolher uma estrate´gia de busca que diminua a
taxa de encontros com os predadores, que nesse caso seria a escolha por um movimento
browniano. De fato, para a combinac¸a˜o µs = 1, 1 e µt = 3, 0 temos λc menor quando
comparado ao caso µs = 1, 1 e µt = 1, 1. No entanto, a espe´cie-alvo pode ser considerada
como uma espe´cie-predador em relac¸a˜o a uma outra classe de animais ou organismos, con-
forme rege a cadeia alimentar na natureza. Assim, o alvo precisaria de menores valores de
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µ para otimizar o processo de busca por seus alvos e sobreviver nos momentos de escassez
alimentar, gerando um sistema de adaptac¸a˜o ambiental altamente complexo para que a
sobreviveˆncia seja garantida. Observamos que usar teoria de jogos para tentar encontrar
um balanc¸o o´timo entre estas duas tendeˆncias opostas e´ uma interessante possibilidade
de trabalho futuro.
4.1.2 Os Expoentes ν‖ e ν⊥
Voltando para a equac¸a˜o 4.1 a fim de obter o segundo expoente 1/ν‖, utilizamos a
mesma metodolgia aplicada ao primeiro expoente, pore´m com a func¸a˜o derivada de Γ(λ, t)
em relac¸a˜o a` λ, ou seja:
∂Γ(λ, t)
∂λ
= t(1−β)/ν‖f ′
[
t1/ν‖(λ− λc)
]
(4.5)
e para λ = λc, temos a relac¸a˜o de escala:
log
[
∂Γ(λ, t)/∂λ
∂Γ(λ, t0)/∂λ
]
=
1− β
ν‖
log
[
t
t0
]
(4.6)
O que implica dizer que na figura de
[
∂Γ(λ,t)/∂λ
∂Γ(λ,t0)/∂λ
]
vs.
[
t
t0
]
na escala log-log, teremos
(1 − β)/ν‖ como o coeficiente angular da reta no limiar de λ ≈ λc. Por outro lado,
podemos tambe´m trabalhar com a func¸a˜o ln[Γ(λ, t)], uma vez que sua derivada tem um
comportamento mais suave, de tal forma que:
∂
∂λ
ln[Γ(λ, t)] =
1
Γ(λ, t)
∂Γ(λ, t)
∂λ
=
t(1−β)/ν‖f ′
[
t1/ν‖(λ− λc)
]
t−β/ν‖f
[
t1/ν‖(λ− λc)
] = t1/ν‖ f ′
[
t1/ν‖(λ− λc)
]
f
[
t1/ν‖(λ− λc)
]
(4.7)
Quando λ −→ λc, definimos uma func¸a˜o h(t, t0, λ) para a relac¸a˜o de escala entre tempos
diferentes, de forma que:
h(t, t0, λ) =
∂ln[Γ(λ, t)]/∂λ
∂ln[Γ(λ, t0)]/∂λ
=
(
t
t0
)1/ν‖
(4.8)
Portanto, na escala logar´ıtmica de h(t, t0, λ) vs. t/t0, devemos ter uma reta com coeficiente
angular igual a 1/ν‖ no regime λ −→ λc. Aqui mostramos o caso onde µs = µt = 2, 0
e t0 = 100, conforme mostrado na figura 4.4 onde temos 1/ν‖ ≈ 0, 572. Esse valor e´
praticamente igual para as demais combinac¸o˜es de µ’s, como tambe´m podemos notar
nessa figura e atrave´s da tabela 4.1.
Um terceiro expoente dinaˆmico ν⊥ surge da distaˆncia me´dia viajada pelo buscador, ou
seja, de L(λ, t). A t´ıtulo de exemplo, podemos observar a figura 4.5 para analisar algumas
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Figura 4.4: Em (a) temos a func¸a˜o h(t, t0, λ) em func¸a˜o de t/t0 para va´rias valores de λ. A`
medida que λ −→ λc, mais as curvas tendem a uma reta. No instante em que λ ≈ λc (b), o
fitting dos pontos gera uma reta com coeficente angular igual a 1/ν‖. Esse t´ıpico caso retrata a
situac¸a˜o onde µs = µt = 2, 0 e t0 = 100. Para as demais combinac¸o˜es, valores similares de 1/ν‖
sa˜o obtidos, conforme visto acima.
propriedades importantes dessa quantidade, justificando-a como uma boa candidata para
gerar o expoente ν⊥. Na figura, 〈L〉 varia com λ para va´rios valores de tempo de busca
no caso µs = µt = 3, 0. Observamos que os valores de λ < λc permitem o aumento de
〈L〉 conforme o tempo evolui, de fato caracterizando uma densidade alta de alvos. Por
outro lado, λ > λc leva 〈L〉 a uma constante, retratando a entrada do sistema no estado
absorvente ou morte do buscador, em baixas densidades. Dessa forma, podemos associar
essa distaˆncia como sendo um comprimento de correlac¸a˜o espacial ξ⊥, que e´ justamente
uma quantidade que permite avaliar a sensibilidade espacial do sistema. Assim, na regia˜o
cr´ıtica λ ∼ λc qualquer pequena variac¸a˜o leva a comportamentos distintos quando t −→
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∞, caracterizando portanto a divergeˆncia do comprimento de correlac¸a˜o nesse limite.
Tambe´m podemos notar que a` medida que o tempo aumenta, o ponto de inflexa˜o da curva
de L(λ, t) se aproxima cada vez mais do ponto cr´ıtico, sendo ∂2L/∂λ2 ≈ 0 a condic¸a˜o de
separac¸a˜o de fases. Para confirmar essa hipo´tese, basta verificar o comportamento de 〈L〉
em func¸a˜o do tempo. A figura 4.6 mostra essa situac¸a˜o, na qual 〈L〉 cresce na regia˜o onde
λ < λc e tende a um valor limite se λ > λc. Ainda na mesma figura, mostramos como a
energia varia em func¸a˜o do tempo e em func¸a˜o de 〈L〉 para alguns valores de λ.
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Figura 4.5: (a) Um exemplo de como se relaciona a distaˆncia percorrida 〈L〉 e a densidade de
alvos λ para va´rios valores de t’s e µs = µt = 3, 0. Em (b) temos o comportamento da derivada
segunda de 〈L〉, cujo valor nulo se aproxima de λc quando t −→∞
Considerando que a distaˆncia percorrida 〈L(λ, t)〉 possa ser interpretada como um
comprimento de correlac¸a˜o espacial ξ⊥, o qual escala com λ da forma [84, 111],
ξ⊥ ∼ |λ− λc|−ν⊥ (4.9)
enta˜o obtemos a relac¸a˜o de escala,
L(λ, t) = tν⊥/ν‖f
[
(λ− λc)t1/ν‖
]
(4.10)
que resulta em,
L
L0
=
(
t
t0
)ν⊥/ν‖
(4.11)
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Figura 4.6: (a) A evoluc¸a˜o da distaˆncia percorrida conforme a densidade de alvos para a µs = 2, 0
e µt = 2, 0. As figuras (b) e (c) apresentam um paralelo da dinaˆmica energe´tica variando com o
tempo e com a distaˆncia. No ponto cr´ıtico, a energia tende a na˜o evoluir.
no limite em que λ −→ λc, de forma ana´loga ao me´todo utilizado para obter os dois
primeiros expoentes. Fixando um valor L0 e t0, no ponto cr´ıtico devemos ter na escala
logar´ıtimica uma reta com expoente ν⊥/ν‖ conforme e´ variado L e t. Como ja´ obtive-
mos os valores de ν‖, torna-se poss´ıvel determinar ν⊥. A figura 4.8 representa algumas
combinac¸o˜es de busca quando λ −→ λc e seus respectivos expoentes ν⊥/ν‖.
Assim como nos demais expoentes, tambe´m temos uma relativa consisteˆncia de ν⊥/ν‖
com relac¸a˜o a todas as estrate´gias de caminhada. Os resultados obtidos nas figuras 4.2,
4.4 e 4.8 podem ser organizados de forma a apresentar os expoentes dinaˆmicos β, ν‖ e ν⊥
que governam as transic¸o˜es de fase cont´ınuas para cada par de valores µs e µt.
Tabela 4.1: Valores cr´ıticos conforme estrate´gias de busca.
µs µt λc β ν‖ ν⊥
3,0 3,0 0,54 0,696 1,710 1,067
3,0 2,0 0,72 0,729 1,715 1,089
3,0 1,1 0,96 0,745 1,724 1,083
2,0 2,0 0,86 0,743 1,748 1,075
2,0 1,1 1,04 0,728 1,745 1,094
1,1 1,1 1,15 0,767 1,736 1,059
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Figura 4.7: (a) Escalando L(t)/L(t0) vs. t/t0 para diferentes densidades ate´ o limite λ −→ λc
para µs = µt = 2, 0. Em λ ≈ λc dermina-se o expoente ν⊥/ν‖ como sendo o coeficiente angular
da reta que fita os pontos em (b).
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Figura 4.8: Obtendo ν⊥ para as demais combinac¸o˜es de caminhada.
4.2 Discusso˜es Sobre os Resultados Obtidos
Os valores de densidades cr´ıticas vistos na tabela 4.1 refletem o porqueˆ de algumas
espe´cies mudarem seu comportamento de busca em per´ıodos escassos de alimentos, visto
que a otimizac¸a˜o da taxa de encontros, que equivale ao aumento da probabilidade de so-
breviveˆncia, ocorre nesses regimes superdifusivos (o limite extremo sendo o caso bal´ıstico,
no qual µ −→ 1+). O interessante, entretanto, e´ que os expoentes que caracterizam a
transic¸a˜o entre as fases de sobreviveˆncia e extinc¸a˜o sa˜o bastante similiares para qualquer
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que seja o par µs e µt adotado, fixado os paraˆmetros energe´ticos ξ0, α e g. As diferenc¸as
percentuais que existem entre os dois valores mais distantes giram em torno de 9,25%
para o expoente β, 2,2% para ν‖ e 3,1% para ν⊥.
Uma poss´ıvel explicac¸a˜o que justifique esses nu´meros percentuais, principamente para
o expoente β, se baseia no fato de que os ca´lculos nume´ricos sa˜o limitados a um tempo
ou nu´mero ma´ximo de passos tmax = 51.200. Esse limite temporal, inerente a sistemas
finitos e restric¸o˜es computacionais, pode gerar pequenas diferenc¸as na curva de Γ(λ, t) na
regia˜o pro´xima ao ponto cr´ıtico. A maneira como Γ vai para λc caracteriza o expoente
β e, portanto, tende a ser um processo mais sens´ıvel a` medida que o tempo de busca
decresce. Para que os expoentes se aproximem ainda mais de um dado valor, dentre
as diferentes estrate´gias de busca, e´ necessa´rio analisar as curvas e escalas da taxa de
sobreviveˆncia para tempos grandes, no mı´nimo dez vezes maior do que o utilizado nos re-
sultados apresentados. Todavia, existe um grande limite de processamento computacional
para a realizac¸a˜o dessa tarefa, visto que cada tamanho de rede z, sa˜o realizados t passos
para 104 buscadores sob 100 realizac¸o˜es para a estat´ıstica de Γ. A depender do tamanho
da rede, o tempo estimado de simulac¸a˜o para t ∼ 50.000 passos e´ de aproximadamente
120 horas ja´ utilizando um processo simples de paralelizac¸a˜o na simulac¸a˜o. Esse elevado
tempo se justifica pelas constantes interac¸o˜es entre buscador-alvo em altas densidades,
pelas constantes verificac¸o˜es (s´ıtio-a-s´ıtio) da existeˆncia de alvos e, sobretudo, pela simul-
taneidade dinaˆmica entre os organismos. Portanto, se aumentarmos esse tmax em 10 vezes,
visando melhorar a estat´ıstica dos expoentes cr´ıticos, torna-se um tempo computacional
muito longo. Em suma, essa e´ uma das dificuldades inerentes ao problema em questa˜o.
Trabalhos futuros, por exemplo, poderiam tentar melhorar os algor´ıtmos para possibilitar
simulac¸o˜es com maiores tempos de busca, assim melhorando a concordaˆncia dos expoentes
cr´ıticos.
Contudo, e´ razoa´vel considerar que no “limite termodinaˆmico”, onde t −→ ∞, cada
expoente para um dado par de combinac¸a˜o µs e µt, tenderiam para um valor β, ν‖ e ν⊥ pro´-
ximos a` um valor me´dio dos expoentes aqui obtidos, tal que 〈β〉 = 0, 7346, 〈ν‖〉 = 1, 7296 e
〈ν⊥〉 = 1.0778. Um primeiro fato que justifica essa suposic¸a˜o e´ devido a` alta similaridade
entre as curvas de taxa de sobreviveˆncia (figura 3.6) e renormalizac¸a˜o nume´rica (figura
4.1) mesmo em tempos finitos. Partindo desse pressuposto, surge a pergunta: os expoentes
obtidos da transic¸a˜o de fase cont´ınua e irrevers´ıvel (sistema absorvente) nos processos de
buscas aleato´rias pertencem a` alguma classe de universalidade conhecida? Curiosamente,
a classe de percolac¸a˜o direcionada com parede2 abrange uma se´rie de sistemas e modelos
que apresentam transic¸o˜es de fase governadas pelos expoentes β ≈ 0.7338, ν‖ ≈ 1.7338
e ν⊥ ≈ 1.0969 [109], ou seja, os valores dos expoentes cr´ıticos obtidos nos processos
2Para mais informac¸o˜es, o Apeˆndice C detalha a Teoria de Percolac¸a˜o, assim como a percolac¸a˜o
direcionada usual e com parede.
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de buscas aleato´rias esta˜o muito pro´ximos da classe de universalidade DP com parede
(Directed Percolation with Wall). Esse fato, portanto, sugere que as transic¸o˜es de fase
ate´ aqui apresentadas pertencem a` classe DP. Motivados nessa hipo´tese, uma proposta
de mapeamento busca aleato´ria ←→ percolac¸a˜o direcionada e´ apresenta no Apeˆndice C,
visando estabelecer a conexa˜o entre as quantidades de ambos os modelos, bem como
compreender os motivos pelos quais pertencem a` mesma classe de universalidade. Pore´m,
ressaltamos que esta ana´lise precisa de uma verificac¸a˜o nume´rica mais detalhada, que foge
do escopo da presente tese.
Um segundo fato que justifica o mesmo comportamento cr´ıtico independente do par
µs,t adotado, surge da ana´lise do nu´mero de alvos encontrados Ne versus o tempo de
busca. E´ interessante observar que na regia˜o cr´ıtica surge um comportamento tipo lei de
poteˆncia com expoentes muitos pro´ximos quando comparados aos va´rios comportamentos
de difusa˜o µs,t, como podemos ver na figura 4.9. Dessa maneira, concluimos que em
λ ≈ λc, Ne escala com o tempo na forma:
Ne ∼ t0,571, λ −→ λc (4.12)
onde αne ≈ 0, 571 e´ o expoente que domina a lei de poteˆncia. E´ importante lembrar que
λc e´ diferente para cada estrate´gia de busca. Por exemplo, se λ = 0, 54, enta˜o estamos no
ponto cr´ıtico para a situac¸a˜o µs,t = 3, 0, mas em altas densidades para µs,t = 1, 1. Nesse
sentido, o objetivo e´ comparar a dinaˆmica de busca para va´rias condic¸o˜es das caminhadas,
mas que na condic¸a˜o cr´ıtica acabam por apresentar va´rias similaridades.
Encontramos que algumas quantidades nestes processos de buscas esta˜o fortemente
conectadas. A taxa de sobreviveˆncia Γ(λ, t), por exemplo, depende da evoluc¸a˜o energe´tica
ξ(λ, t) apo´s um certo tempo t, que por sua vez depende do nu´mero de encontros Ne(λ, t).
Como Ne apresenta uma invariaˆncia de escala no ponto cr´ıtico, enta˜o Γ(λc, t) possivel-
mente apresenta propriedades que estejam relacionadas com essa invariaˆncia de Ne. De
fato, a variaˆncia da taxa de sobreviveˆncia proporcional ao tempo de busca, ou seja:
σ2Γ × t =
(〈Γ2〉 − 〈Γ〉2) t, (4.13)
diverge a` medida que o tempo cresce, como mostra a figura 4.10.
Como podemos ver, as flutuac¸o˜es na taxa de sobreviveˆncia crescem com o tempo, de
fato caracterizando uma das propriedades do paraˆmetro de ordem nas proximidades dos
pontos cr´ıticos. Esse comportamento e´ mais um ind´ıcio de que a dinaˆmica esta´ sujeita
a uma transic¸a˜o de fase de segunda ordem sendo a quantidade tempo o “tamanho” do
sistema.
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Figura 4.9: Ne(λ) vs. t para va´rios valores de λ nos casos (a) µs = µt = 3, 0, (b) µs = µt = 2, 0
e (c) µs = µt = 1, 1. Em todos os gra´ficos, que esta˜o numa mesma escala, quando λ ≈ λc, o
comportamento de Ne e´ praticamente o mesmo, seguindo uma lei de poteˆncia nesse limiar.
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Figura 4.10: Um exemplo de como a variaˆncia da taxa de sobreviveˆncia se comporta quando
λ −→ λc para alguns tempos de busca na situac¸a˜o µs = µt = 3, 0.
Uma ilustrac¸a˜o interessante dessa transic¸a˜o pode ser vista por meio do seguinte
me´todo: considere uma rede retangular, formada por n s´ıtios em uma das bases da rede,
sendo cada s´ıtio representado por um buscador. Para a primeira linha da rede (Linha
0 - alta densidade), que representa a simulac¸a˜o de busca dos n buscadores nessa linha
para um tamanho de rede z muito pequeno, muito provavelmente todos os buscadores
ira˜o sobreviver apo´s um tempo t, logo muitos s´ıtios estara˜o ativados (“vivo”). Conforme
z aumenta (isto e´, z + 1 = Linha 1, z + 2 = Linha 2, ...), a dinaˆmica de busca tende a
diminuir a probabilidade de sobreviveˆncia, possibilitando a inatividade (“morte”) de um
dado s´ıtio em sua respectiva linha. No limite de baix´ıssimas densidades (Linha n, por
exemplo), muitos ou todos os s´ıtios esta˜o inativos (espe´cie indo a` extinc¸a˜o). Um esquema
desta dinaˆmica e´ ilustrada na figura 4.11.
Portanto, conforme o tempo evolui, as fases onde ha´ sobreviveˆncia e extinc¸a˜o passam a
ficar mais n´ıtidas. Em t −→ ∞, a linha que divide tais fases torna-se cada vez mais
estreita em torno de λ ∼ λc. A figura 4.12 mostra esse comportamento para diferentes
valores de t.
Todos esses resultados levam a` evideˆncia de que processos de buscas aleato´rias sa˜o
fenoˆmenos cr´ıticos caracterizados por transic¸o˜es de fase cont´ınua, cujos expoentes per-
tencem a` classe de universalidade DP. Essa conclusa˜o, entretanto, esta´ sujeita a` pergunta:
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Figura 4.11: Uma alternativa de visualizac¸a˜o da Taxa de Sobreviveˆncia
Tais transic¸o˜es ainda existem ou possuem os mesmos expoentes cr´ıticos caso os paraˆ-
metros energe´ticos da dinaˆmica sejam alterados3? Pela teoria de fenoˆmenos cr´ıticos e
classes de universalidade [89, 91, 103], a mudanc¸a de detalhes no sistema (com excec¸a˜o
da dimensa˜o espacial e do paraˆmetro de ordem) na˜o alteram os expoentes cr´ıticos caso
pertenc¸am a uma mesma classe de universalidade. Todavia, alguns sistemas apresentam
expoentes que pertencem a` classes diferentes. Por exemplo, na percolac¸a˜o direcionada
usual por ligac¸a˜o e sem parede, β = 0, 2765. Ja´ na percolac¸a˜o direcionada com parede,
β = 0, 7338. De maneira ana´loga, e´ poss´ıvel que os paraˆmetros energe´ticos influenciam de
alguma maneira em tais expoentes. Desta forma, podemos falar em classe de universali-
dade com relac¸a˜o a alguns paraˆmetros, e classe de classes de universalidade com relac¸a˜o
a outros paraˆmetros. Esse sera´ o tema de interesse no pro´ximo cap´ıtulo, cujos resultados
geram um entendimento mais completo das transic¸o˜es de fase para o problema da busca
aleato´ria.
4.3 A Dinaˆmica de Busca para Alvos Esta´ticos
Os resultados nume´ricos obtidos ate´ agora, nos remete a perguntar se os mesmos tam-
be´m sa˜o va´lidos caso os alvos tenham um comportamento esta´tico, ou seja, sem movimento
e presos em um determinado s´ıtio ou localizac¸a˜o da rede. Analisar essa situac¸a˜o torna-
se tambe´m interessante porque existem muitos estudos teo´ricos e resultados anal´ıticos a`
respeito desse tema [34, 35, 78]. Por exemplo, o ca´lculo da distaˆncia me´dia percorrida
ate´ o encontro do primeiro s´ıtio-alvo (ou seja, 〈L〉(x0)), por um buscador que iniciou sua
dinaˆmica na posic¸a˜o rv < x0 < z − rv, e´ uma quantidade que pode ser analiticamente
3Lembremos que os resultados ate´ aqui apresentados usam como paraˆmetros a energia inicial ξ0 = 100,
custo por locomoc¸a˜o α = 1 e ganho por alvo encontrado g = 100.
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Figura 4.12: A evoluc¸a˜o temporal da taxa de sobreviveˆncia do ponto de vista de uma grade de
s´ıtios (cada figura representa um tempo espec´ıfico de ana´lise). O exemplo mostra 500 buscadores
analisado para cada densidade λ. Os pontos pretos indicam a sobreviveˆncia do buscador j apo´s
t. Conforme a rede aumenta, menos sa˜o os s´ıtios ativos ate´ o limite em que nenhum buscador
sobreviver - baix´ıssimas densidades.
calculada atrave´s de uma aproximac¸a˜o similar a campo me´dio. Analogamente, tambe´m e´
poss´ıvel calcular a energia l´ıquida apo´s um certo tempo de busca t. O mesmo na˜o pode
ser feito para alvos dinaˆmicos, foco desta tese, uma vez que a complexidade do sistema e´
muito maior quando comparado a esse caso de s´ıtios-alvo fixos.
4.3.1 O Ca´lculo de 〈L〉 e ξ(t)
E´ intuitivo afirmar que o comprimento total percorrido apo´s n passos realizados pelo
buscador e´ dado pela equac¸a˜o
Ln =
n∑
i=1
|`i|, (4.14)
onde o valor |`i| corresponde ao comprimento do i-e´simo passo. Podemos considerar que
no n-e´simo passo um dos s´ıtios-alvo seja encontrado em x = 0 ou em x = z. Assim, o
comprimento total da caminhada ate´ esse s´ıtio-alvo pode ser visto como uma func¸a˜o da
posic¸a˜o inicial do buscador, ou seja, Ln ≡ Ln(x0). Considerando a me´dia sobre todas as
possibilidades de caminhadas que visam encontrar um s´ıtio-alvo no n-e´simo passo, temos
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que:
〈Ln〉 =
n∑
i=1
〈|`i|〉, (4.15)
onde n pode variar no intervalo [1,∞], ou seja, o s´ıtio-alvo pode ser encontrado no primeiro
passo em n = 1 ou depois de um grande nu´mero de passos. A questa˜o chave, portanto,
e´ definir Pn como a probabilidade de encontrar o s´ıtio-alvo apo´s n passos, probabilidade
essa que na˜o e´ uniforme e depende de n. Portanto, ao efetuarmos a me´dia sobre todas as
caminhadas poss´ıveis, iniciando em x0 e que encontram um dos s´ıtios-alvo ao seu final,
torna-se necessa´rio considerar o peso estat´ıstico associado aos encontros realizados apo´s
distintos valores de n, tal que:
〈L〉 =
n∑
i=1
Pn〈Ln〉, (4.16)
onde e´ assegurado o v´ınculo de normalizac¸a˜o
∑∞
n=1 Pn = 1 que reflete o encontro com um
s´ıtio-alvo em x = 0 ou em x = z no final da caminhada. Para determinar Pn e´ necessa´rio
definir uma func¸a˜o densidade de probabilidade ρn(xn) de encontrar o buscador entre as
posic¸o˜es xn e xn + dxn apo´s um nu´mero n de passos realizados. Logo, a probabilidade do
buscador na˜o ter encontrado um s´ıtio-alvo apo´s n passos e´:
P˜n =
∫ z−rv
rv
ρn(xn)dxn, (4.17)
e a probabilidade (complementar) de encontrar algum s´ıtio-alvo em algum passo n′ ≥ n+1
equivale a`:
Pn′≥n+1 = 1− P˜n, (4.18)
de modo que a probabilidade de um s´ıtio-alvo ser encontrado apo´s n passos e´
Pn =
∣∣Pn′≥n+1 − Pn′≥n∣∣ = ∣∣P˜n − P˜n−1∣∣, (4.19)
onde a Eq. (4.17) passa a ser escrita como:
Pn =
∫ z−rv
rv
[ρn−1(x)− ρn(x)]dx. (4.20)
Dessa forma Pn da Eq. (4.20) pode ser inserida na Eq. (4.16) e apo´s manipulac¸o˜es
matema´ticas relativamente complexas (desenvolvidas por Buldyrev et al. [106, 107]),
torna-se poss´ıvel obter essa distaˆncia me´dia viajada ate´ o encontro de um s´ıtio-alvo n
(aqui na˜o iremos apresentar todo o desenvolvimento, que pode ser visto nas refereˆncias
originais).
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O Ca´lculo de ξ(t)
Uma outra quantidade que pode ser aproximada analiticamente para a situac¸a˜o de
alvos fixos, e´ justamente a energia l´ıquida apo´s um tempo t de busca. Ora, uma vez que
a Eq. (3.3) tambe´m pode ser escrita da forma:
ξn = ξ0 +
n∑
i=1
(gδi − α|`i|) =⇒ ξNf = ξ0 +Nfg − αLNf (4.21)
onde Nf =
∑n
i=1 δi e LNf =
∑n
i=1 `i sa˜o, respectivamente, o nu´mero de alvos encontrados e
o comprimento total da caminhada apo´s n passos. Assim, podemos assumir que o nu´mero
Nf de alvos encontrados apo´s n passos e´ dado pela raza˜o entre n e o nu´mero me´dio de
passos entre dois encontros consecutivos, a qual denotamos por 〈N2〉, ou seja:
Nf ≈ n〈N2〉 (4.22)
Essa e´ uma equac¸a˜o na˜o exata, e sim aproximada, porque a cada encontro que ha´ entre
buscador e alvo, surge um novo alvo numa posic¸a˜o aleato´ria da rede diferente da posic¸a˜o
inicial do alvo anterior que foi capturado. Como o comportamento assinto´tico de 〈N2〉 no
regime de escassez de alvos (z  rv) e´ dado por [10]:
〈N2〉 '
(
z
rv
)µ−1
(4.23)
Enta˜o,
L =
∑
i
`i ≈ Nf〈`〉t + (n−Nf )〈`〉nt (4.24)
em que 〈`〉t (〈`〉nt) representa o comprimento me´dio de um passo simples truncado (na˜o-
truncado) ao encontrar (na˜o encontrar) um alvo. Com alguns passos alge´bricos [45],
encontramos:
(ξN − ξ0)/L ≈ g〈`〉t + (〈N2〉 − 1)〈`〉nt − α (4.25)
Entretanto ainda falta incluir os efeitos de flutuac¸o˜es na sobreviveˆncia das caminhadas
com energia pro´xima a zero. Nesse caso, definimos um termo multiplicativo ℵ(z, µ) de
forma a considerar tais flutuac¸o˜es. Assim:
(ξN − ξ0)/L ≈
[
g
〈`〉t + (〈N2〉 − 1)〈`〉nt − α
]
ℵ(z, µ) (4.26)
onde
ℵ(z, µ) = C
(
z
rv
)µ−3
, µ ≤ 3 e C = constante (4.27)
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Em que a dependeˆncia do fator multiplicativo com expoente µ − 3 implica que tais flu-
tuac¸o˜es na˜o sa˜o relevantes no regime browniano de passos curtos (quando µ −→ 3).
Considerando que z/2 e´ um limite superior de truncamento, conforme o modelo de busca,
enta˜o:
〈`〉t ≈ z
2
, (4.28)
de forma que numa aproximac¸a˜o a` campo me´dio de acordo com Viswanathan [10], temos:
〈`〉nt ≈
∫ z
rv
`p(`)d`∫ z
rv
d`p(`)
(4.29)
=
rv(µ− 1)
(
z
rv
)2−µ
− 1
µ− 2
(
z
rv
)1−µ
− 1
(4.30)
Com todos esses ingredientes, obtemos uma aproximac¸a˜o anal´ıtica da energia l´ıquida para
alvos fixos cujo resultado e´ comparado com os dados nume´ricos de acordo com as figuras
4.13 e 4.14 a seguir, mostrando um aspecto qualitativamente compat´ıvel.
Figura 4.13: Aproximac¸a˜o anal´ıtica para a energia l´ıquida considerando alvos fixos. O paraˆmetro
de difusa˜o µ e´ referente ao buscador e vai do regime browniando (µ = 3, 0) ate´ o bal´ıstico
(µ −→ 1+). Aqui, d = z (comprimento da rede) e N = L = t (tempo de busca ou distaˆncia
viajada). Figura retirada de [45].
De posse dos valores energe´ticos evolu´ıdos no tempo e de acordo com a estrate´gia
de caminhada do buscador, apo´s um certo tempo t e densidade de alvos λ, e´ poss´ıvel
obter a taxa de sobreviveˆncia na condic¸a˜o onde os alvos esta˜o fixos. O objetivo, com
isso, e´ verificar a localizac¸a˜o da regia˜o cr´ıtica para comparar com o modelo de alvos
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Figura 4.14: A evoluc¸a˜o de energia do buscador ξt para o caso onde os alvos sa˜o esta´ticos e
para diferentes estrate´gias de caminhada do buscador. Em (a) temos ξ(t) versus o paraˆmetro
de controle das transic¸o˜es, λ. Em (b) ξ(t) versus ρ, permitindo a comparac¸a˜o com a figura 3.3
(alvos dinaˆmicos) e com a figura 4.13 (aproximac¸a˜o anal´ıtica para alvos fixos).
dinaˆmicos. Uma vez estabelecida uma curva de taxa de sobreviveˆncia, torna-se poss´ıvel
estimar os valores dos expoentes cr´ıticos, em particular, averiguar o comportamento do
expoente β/ν‖ presente na relac¸a˜o de escala (Eq. 4.1) e determinado pela Eq. (4.4),
conforme vemos na figura 4.15. Como podemos notar, as regio˜es cr´ıticas mudam, visto
que a dinaˆmica do alvo na˜o mais existe e, portanto, todo o “esforc¸o” de encontro oriunda
apenas do buscador, forc¸ando-o dessa maneira a caminhar por mais tempo (dar mais
passos) e consumir mais energia para a detecc¸a˜o de um alvo. Entretanto e curiosamente,
as curvas de renormalizac¸a˜o mostram que as curvas respectivas de cada estrate´gia de busca
µ, cruzam numa mesma localizac¸a˜o em k(t, t0, λ), ou seja, independente da estrate´gia de
busca, o expoente β/ν‖ e´ o mesmo. Ale´m disso, esse valor tambe´m gira em torno de β/ν‖ ≈
0, 42, o que significa dizer que para esse conjunto de paraˆmetros energe´ticos adotado, a
classe de universalidade dos expoentes obtidos nesse modelo, na˜o apenas independe das
estrate´gias de caminhada do buscador e alvo, como tambe´m independe se os alvos sa˜o
esta´ticos ou dinaˆmicos, reforc¸ando ainda mais a ideia de universalidade dos expoentes
cr´ıticos das transic¸o˜es de fase em modelos de buscas aleato´rias.
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Figura 4.15: Em (a) temos a taxa de sobreviveˆncia Γ(λ, t) versus a densidade de alvos λ na
rede para o modelo de alvos fixos, variando o paraˆmetro de busca µ do buscador durante um
tempo t. Claramente notamos a eficieˆncia da busca bal´ıstica sobre a browniana, apesar dos
pontos cr´ıticos estarem em regio˜es de menor valor λc quando comparados ao caso dinaˆmico. A
func¸a˜o k(t, t0, λ) em (b), representa a renormalizac¸a˜o nume´rica de forma ana´loga ao abordado
para alvos dinaˆmicos. As curvas para cada valor de µ cruzam muito aproximadamente num
mesmo ponto, indicando tambe´m uma universalidade dos expontes. Ale´m disso, tais valores sa˜o
os mesmo se comparados ao modelo de alvos dinaˆmicos, sugerindo que os expoentes de transic¸a˜o
independem da dinaˆmica ou estaticidade dos alvos.
Capı´tulo 5
Efeitos Estat´ısticos da Variac¸a˜o dos
Paraˆmetros Energe´ticos
Como visto no cap´ıtulo anterior, modelos de busca 1D com uma dinaˆmica de movi-
mento de buscadores e alvos, produzem uma transic¸a˜o de fase cont´ınua entre os esta´gios
de sobreviveˆncia e extinc¸a˜o (“vida” ou “morte”) analisadas atrave´s de um apropriado
paraˆmetro de ordem - A Taxa de Sobreviveˆncia - e para diferentes estrate´gias de cami-
nhada adotadas µs e µt. Resultados para distintos valores de µs e µt revelam um conjunto
comum de expoentes cr´ıticos β, ν‖ e ν⊥, sugerindo a existeˆncia de uma classe de uni-
versalidade. Pore´m, algumas questo˜es fundamentais precisam ser respondidas para uma
melhor compreensa˜o das transic¸o˜es nesse modelo, tais como:
1. Como a dinaˆmica depende de distintos valores de paraˆmetros energe´ticos do sis-
tema?
2. A ordem da transic¸a˜o de fase pode variar conforme alguns conjuntos de paraˆmetros?
3. Variando esses paraˆmetros, os expoentes cr´ıticos tornam-se u´nicos ou apresentam
diferentes classes de universalidade?
O objetivo desse cap´ıtulo e´ analisar a dinaˆmica de dois organismos (buscador e presa)
caminhando numa rede 1D quando sa˜o variados alguns paraˆmetros energe´ticos de inte-
resse para o sistema. Os resultados que veremos nas pro´ximas sesso˜es mostram que o
sistema produz uma transic¸a˜o de fase de segunda ordem com um conjunto em comum
de expoentes cr´ıticos independentes das estrate´gias de caminhada, bem como da variac¸a˜o
dos paraˆmetros ξ0 (energia inicial), α (custo energe´tico por passo realizado) e g (ganho
energe´tico por encontro a cada alvo), se estes variam proporcionalmente. Contudo, para
algumas combinac¸o˜es espec´ıficas entre esses treˆs paraˆmetros, o sistema segue para uma
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cont´ınua mudanc¸a nos expoentes cr´ıticos. Com a finalidade de analisar esse comporta-
mento, associado ao paraˆmetro de ordem Γ(z, t) e para alguns conjuntos de paraˆmetros
energe´ticos, vamos analisar apenas os valores de β e ν‖.
O modelo de busca segue as mesmas regras estabelecidas no Cap´ıtulo 3 desta tese e o
balanc¸o enege´tico de busca e´ governado pela equac¸a˜o:
ξ(z, t) = ξ0 +
t∑
i=1
(gδi − αi) (5.1)
onde δt = 1(0) de acordo com o encontro (ou na˜o) com um alvo no tempo t. Neste cap´ıtulo,
por questo˜es de simplicidade nas futuras ana´lises, deixaremos de utilizar λ = ρ−1 = z/g
e passaremos a adotar como paraˆmetro de controle a quantidade z. Essa mudanc¸a e´ con-
veniente na interpretac¸a˜o dos efeitos de tamanho da rede no sistema. Antes de iniciar
as ana´lises de cada paraˆmetro energe´tico, torna-se importante definir uma quantidade
oriunda da relac¸a˜o entre ξ0 e α. Para tanto, a figura 5.1 ajuda a compreender o com-
portamento da energia ξ(t) quando mantido α e g, variando ξ0 para alguns valores. Tal
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Figura 5.1: Evoluc¸a˜o energe´tica vs. tempo de busca para alguns valores da energia inicial ξ0
(fixados α = 1 e g = 100) num t´ıpico caso µs = µt = 2, 0. Um mesmo comportamento qualitativo
e´ observado para outras combinac¸o˜es de caminhada.
como ja´ sabemos, a energia aumenta quando o sistema e´ denso (alta densidade de alvos -
menores valores de z) e decresce caso contra´rio (altos valores de z). Em particular, para
um dado valor limite z ∼ 86 (esse valor depende do par de difusa˜o dos caminhantes, no
presente contexto µs = µt = 2, 0) o ganho energe´tico pela captura de alvo e´ balanceado
(compensado) pelo custo de locomoc¸a˜o α, portanto estabilizando ξ(t) em torno do seu
valor inicial ξ0 para t finito (invariavelmente, no ponto cr´ıtico o sistema vai para extinc¸a˜o
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quando t −→∞). Notamos tambe´m que, qualitativamente, o comportamento de ξ como
func¸a˜o de z e t na˜o muda se aumentarmos ξ0. Pore´m, observe que para um tempo τ ≡ ξ0/α
temos a garantia que o buscador na˜o ira´ morrer, pois mesmo sem encontrar alvos, a ener-
gia inicial e´ capaz de manter o processo de busca . A quantidade τ , portanto, atua como
um Tempo de Autonomia Inicial de Caminhada. Maior τ implica que mais tempo ira´ se
passar ate´ que a dinaˆmica normal de busca estabelec¸a a condic¸a˜o de balanc¸o energe´tico
me´dio do sistema. Uma vez que t > τ , enta˜o o sistema busca o estado estaciona´rio no
qual a dinaˆmica na˜o mais depende de ξ0 e passa a ser guiado pelos valores de z, assim
como de α e g. Entretanto, e´ poss´ıvel que haja um nu´mero diferente de alvos detectados
durante o tempo de autonomia inicial τ de maneira a interferir na taxa de sobreviventes
apo´s um tempo t. Como a taxa Γ(z, t) e´ a quantidade escolhida para atuar como um
paraˆmetro de ordem na transic¸a˜o, passa a ser importante analisar os efeitos causados por
ξ0 em Γ(z, t), assunto tratado na sessa˜o a seguir.
5.1 O Efeito da Energia Inicial ξ0
No contexto de buscas em ambientes reais na natureza, a energia inicial ξ0 e´ uma
quantidade importante no sentido de garantir a sobreviveˆncia por um per´ıodo de tempo
τ caso nenhum alvo seja encontrado. Nesse sentido, e´ fato que muitos animais possuem
um metabolismo adaptado a armazenar uma considera´vel quantidade de energia prin-
cipalmente em per´ıodos de escassez, onde situac¸o˜es cr´ıticas emergem. Assim, estudar
a influeˆncia de ξ0 na taxa de sobreviveˆncia de uma dada espe´cie de buscadores, surge
como uma ana´lise interessante e importante do ponto de vista de transic¸o˜es de fase em
buscas aleato´rias e suas consequeˆncias para processos concretos de comportamento de
forrageamento.
Com este objetivo, vamos analisar Γ(z, t) vs. z para alguns valores de ξ0 e tempos t,
conforme mostra a figura 5.2. Na fase ativa (sobreviveˆncia), maiores valores de ξ0 implicam
em aumentar o tempo de sobreviveˆncia uma vez que os buscadores podem procurar alvos
por um per´ıodo maior. Entretanto, em baixas densidades e tempos longos, os encontros
entre o buscador e o alvo sa˜o raros de modo que a influeˆncia de ξ0 sobre a dinaˆmica e´
reduzida, visto que os buscadores sempre morrem. Embora o ponto de transic¸a˜o na˜o seja
alterado (zc na˜o depende de ξ0), a energia inicial ξ0 fornece um comportamento importante
para Γ(z, t) pro´ximo ao ponto cr´ıtico zc (justamente onde as flutuac¸o˜es sa˜o mais intensas),
de maneira que o aumento de ξ0 proporciona um decaimento mais forte para Γ(z, t), como
pode ser visto em (b) da figura 5.2. Como notamos, aumentar ξ0 e manter o custo de
locomoc¸a˜o constante (no caso α = 1) faz com que em densidades z < zc o buscador
seja menos sens´ıvel a mortes por flutuac¸o˜es estat´ısticas, visto que em τ ocorrem muitos
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encontros de modo a minimizar os efeitos de α. Entretanto, independente do valor ξ0, no
regime z > zc o nu´mero de encontros (Ne) sa˜o poucos e a sobreviveˆncia na˜o e´ garantida
apo´s um longo tempo (conforme visto no cap´ıtulo anterior, a quantidade Ne carrega
informac¸o˜es a` respeito do comportamento da taxa de sobreviveˆncia na regia˜o cr´ıtica).
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Figura 5.2: O paraˆmetro de ordem Γ(z, t) vs. o comprimento de rede z para (a) dois espec´ıficos
valores da energia inicial e alguns tempos de busca. Em (b) temos o comportamento de Γ para
alguns valores de ξ0 no limite de longos tempos. Todas as situac¸o˜es foram simuladas para o caso
µs = µt = 2, 0, tomados constantes os paraˆmetros α = 1 e g = 100.
O nu´mero de encontros na figura 5.3 resulta no comportamento da taxa de sobreviveˆn-
cia na figura 5.2, ou seja, aumentar ξ0 eleva a taxa de sobreviveˆncia nas proximidades
da regia˜o cr´ıtica (note que quanto maior ξ0 mais tempo leva para Ne tender a um plato
constante). Tambe´m observamos na figura 5.2 uma diferenc¸a significativa de Γ × z para
diferentes ξ0 mesmo para t grande, o que acarreta um certo problema ao fazer as ana´lises
de escala na regia˜o cr´ıtica. Para contornar esse empecilho, torna-se necessa´rio fazer um
fitting dos pontos, isto e´, uma regressa˜o polinomial da ordem que se ajuste a` curva na
regia˜o cr´ıtica. Obviamente que tal problema te´cnico na˜o ocorre num modelo de busca no
espac¸o cont´ınuo. As duas soluc¸o˜es sa˜o aproximadamente equivalentes, gerando mesmos
expoentes cr´ıticos. Como exemplo, o conjunto de figuras 5.4 mostra a renormalizac¸a˜o
nume´rica de acordo com o modelo de buscas discretas (o qual vem sendo utilizado ate´ o
momento) sem o ajuste das curvas (a) e com o ajuste (b) para a situac¸a˜o onde ξ0 = 400,
α = 1 e g = 100. Percebemos em (a) que o intervalo entre os pontos e´ grande o sufi-
ciente para fazer com que um ponto cr´ıtico efetivo parec¸a na˜o estar localizado num ponto
espec´ıfico da rede. Isso significa que a variac¸a˜o de ξ0 aumenta a sensibilidade nume´rica
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de Γ(z, t) com t (para tempos longos), tornando dif´ıcil encontrar os pontos cr´ıticos que
efetivamente possam variar dentro do intervalo entre z e z + 1. Obviamente que isto leva
a uma complicac¸a˜o ainda maior quando queremos calcular os expoentes cr´ıticos. Entre-
tanto, ajustando os pontos nas curvas em (a), torna-se poss´ıvel calcular tais expoentes,
gerando os mesmo da tabela 4.1 (Uma forma alternativa de ca´lculo, como ja´ comentado,
e´ simular a dinaˆmica no espac¸o real cont´ınuo, produzindo expoentes tambe´m de acordo
com a tabela referida). Por u´ltimo, devemos salientar um ponto importante: aumentar
ξ0 significa aumentar o tempo de autonomia inicial de busca τ . Assim ξ0 alto leva a um
segundo problema de ana´lise, no qual os regimes assinto´ticos exigiriam tempos computa-
cionais ainda maiores. Nosso procedimento acima descreve uma maneira de burlar estes
procedimentos nume´ricos.
0 50000 1e+05 1,5e+05 2e+05 2,5e+05 3e+05
t
0
100
200
300
400
500
N
e( 
t )
100 1000 10000 1e+05 1e+06
1
10
100
1000
ξ0 = 400  g = 100  α = 1
ξ0 = 100  g = 100  α = 1
ξ0 = 200  g = 100  α = 1
µS = 3,0  µT = 3,0    (zc = 54)
µS = 2,0  µT = 2,0    (zc = 86)
µS = 1,1  µT = 1,1    (zc = 115)
Figura 5.3: O nu´mero de encontros Ne variando com o tempo para algumas combinac¸o˜es de µs,t
em seus respectivos valores cr´ıticos. A variac¸a˜o das cores indica a mudanc¸a de ξ mantidos α e
g constantes.
Para ilustrar o fato mencionado acima, a figura 5.6 apresenta uma situac¸a˜o extrema
de um valor inicial ξ0 muito grande e tempo de busca t. Nestas configurac¸o˜es, qual-
quer variac¸a˜o do paraˆmetro de controle z (em 1 unidade), o sistema parece ir para uma
fase ou outra de forma abrupta, consequeˆncia da sensibilidade nume´rica mencionada nas
proximidades da regia˜o cr´ıtica. Por outro lado, a variac¸a˜o na˜o discretizada de z possi-
bilita a caracterizac¸a˜o da transic¸a˜o que divide as duas fases (sobreviveˆncia e extinc¸a˜o)
mesmo em situac¸o˜es extremas. Entretanto, este comportamento para o caso discreto e´
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Figura 5.4: Aumentando a energia inicial para ξ0 = 400 e mantendo fixo α = 1 e g = 100 (aqui
µs = 3, 0 e µt = 3, 0), ou seja, aumentando o tempo de autonomia inicial da busca, vemos que
a regia˜o de localizac¸a˜o do ponto cr´ıtico zc na˜o coincide com um ponto da rede no modelo de
buscas discretas (a), podendo ocupar valores intermedia´rios num comprimento z < zc < z + 1.
Pore´m no modelo de buscas cont´ınuas (c), a localizac¸a˜o de zc torna-se muito mais precisa. Em
(b) temos uma soluc¸a˜o que fornece uma estimativa do valor zc em redes discretas, onde a curva
original passou por um processo de regressa˜o polinomial de ordem a se ajustar com os dados.
Tais resultados sa˜o similares para as demais combinac¸o˜es µs e µt.
uma consequeˆncia dos valores dos paraˆmetros e na˜o resulta na mudanc¸a da ordem da
transic¸a˜o. Basicamente, a condic¸a˜o para que o modelo de buscas discretas possam carac-
terizar fenoˆmenos cr´ıticos, se resume em fazer tmax  τ e que o comportamento dinaˆmico
do paraˆmetro de ordem na˜o sofra significativas variac¸o˜es entre os comprimento de rede.
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Figura 5.5: Similar a` figura 5.4, pore´m considerando µs = 2, 0 e µt = 2, 0. Em (d) o modelo
discreto e em (e) o modelo discreto ajustado (fitting).
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Figura 5.6: No limite em que ξ0 = 25.600 e para um tempo de simulac¸a˜o 10
7, o modelo de
busca discreta perde informac¸o˜es sobre as quantidades medidas em torno de ponto cr´ıtico. O
mesmo na˜o ocorre para o modelo cont´ınuo, onde a redes de comprimento fraciona´rio garantem
a caracterizac¸a˜o do ponto cr´ıtico que divide as fases do sistema. Aqui, α = 1, g = 100, µs = 2, 0
e µt = 2, 0.
As discusso˜es acima indicam que o aumento de τ naturalmente cria dificuldades para
se encontrar o ponto cr´ıtico. Tal dificuldade e´ maior quando z e´ variado discretamente ao
inve´s de continuamente (como podemos ver na figura 5.6). A partir destas observac¸o˜es,
podemos nos perguntar: O modelo de buscas aleato´rias no espac¸o cont´ınuo e´ mais adequa-
do para a caracterizac¸a˜o de transic¸o˜es de fases? Podemos responder dizendo que espac¸os
discretos podem se aproximar de espac¸os cont´ınuos conforme as escalas, ou seja, a` medida
que o tamanho total da rede pelo paraˆmetro de rede cresce. Neste caso, o comportamento
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sera´ similar tanto no aspecto qualitativo quanto no quantitativo. Portanto, o fator que
dita se redes discretas podem ser usadas para simular o caso real cont´ınuo de busca
por alimentos e´ o conjunto espec´ıfico de valores dos paraˆmetros utilizados. Na situac¸a˜o
onde a energia inicial ξ0 e´ grande comparada ao custo energe´tico α, ou seja, elevado
valor de τ , ou no caso onde o custo energe´tico por passo cresce no limite que o ganho g
permanece constante (como veremos a seguir), o modelo cont´ınuo mostra ser melhor para
identificac¸a˜o e caracterizac¸a˜o dos pontos cr´ıticos. Assim, a ana´lise de transic¸a˜o de fase e´
melhor caracterizada em modelos de buscas no espac¸o cont´ınuo. Entretanto, nesta tese
optamos pelo estudo (em 1D) de redes discretas, por sua simplicidade de implementac¸a˜o.
Ale´m disso, em um certo sentido, fenoˆmenos cr´ıticos no caso discreto apresentam uma
riqueza ate´ maior do que o caso cont´ınuo.
5.2 A Variac¸a˜o Proporcional dos Paraˆmetros Energe´ti-
cos
Aqui no´s apresentamos o caso em que a variac¸a˜o dos paraˆmetros energe´ticos se faz
de forma proporcional, ou seja, os paraˆmetros variam de forma a permanecer constante o
tempo de autonomia inicial da caminhada τ = ξ0/α, bem como a raza˜o entre o ganho de
energia por alvo e o custo energe´tico por passo g/α. Para analisar os efeitos deste tipo de
variac¸a˜o de paraˆmetros de energia, simulamos o comportamento energe´tico para um dado
buscador (em uma u´nica realizac¸a˜o) nas regio˜es de densidade cr´ıtica (figura 5.7) e de alta
densidade (figura 5.8). Apenas para esta u´nica realizac¸a˜o, supomos 3 cena´rios diferentes
de balanc¸o energe´tico em cada evento de encontro.
Conforme vemos nas figuras 5.7 e 5.8, a variac¸a˜o proporcional dos paraˆmetros ener-
ge´ticos translada proporcionalmente a evoluc¸a˜o de energia ξ(t). Desta maneira, quanto
maior for a variac¸a˜o positiva dos paraˆmetros ξ0, g e α, mais altos sa˜o os estados de
energia ocupados pelo buscador. Basicamente a diferenc¸a entre um conjunto e outro e´
a velocidade de perda energe´tica por passo e o ganho energe´tico por alvo capturado, de
forma que o comportamento qualitativo na˜o e´ alterado (isto e´ mostrado de forma clara na
figura 5.9, onde o nu´mero de encontros com alvos praticamente na˜o e´ alterado se mudarmos
proporcionalmente os paraˆmetros). Quantitativamente apenas ha´ mudanc¸a nos estados de
energia do sistema (devido justamente a` variac¸a˜o em tais paraˆmetros). Como os pontos
cr´ıticos esta˜o localizados na regia˜o onde na˜o ha´ crescimento ou decaimento da energia
me´dia de busca ao logo de um tempo t, enta˜o ξ(t) tende a permanecer uma constante em
torno de ξ0 na regia˜o cr´ıtica (como podemos ver na figura 5.10). Ale´m disso, a distribuic¸a˜o
de energia na regia˜o cr´ıtica (figura 5.11) apenas reescala quando variamos os paraˆmetros
energe´ticos, de modo que o direcionamento do sistema a` fase de extinc¸a˜o ou sobreviveˆncia
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Figura 5.7: A evoluc¸a˜o da energia com o tempo para um dado buscador. As treˆs curvas sa˜o para
uma mesma dinaˆmica de busca, apenas supondo que em cada evento de encontro o ganho e´ de
g = 100, g = 200 e g = 400 unidades de energia. Tambe´m temos respectivamente (ξ0 = 100,
α = 1), (ξ0 = 200, α = 2) e (ξ0 = 400, α = 4). Aqui z ≈ zc e µs = µt = 2, 0.
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Figura 5.8: Mesmas condic¸o˜es que a figura 5.7 mas em altas densidades.
e´ preservado, portanto mantendo as caracter´ıstica gerais do paraˆmetro de ordem Γ(z, t),
da localizac¸a˜o do ponto cr´ıtico zc e, consequentemente, da transic¸a˜o de fase.
Estes resultados indicam que o comportamento de transic¸a˜o de fase na˜o e´ alterado
quando variamos proporcionalmente os paraˆmetros energe´ticos. De fato, os expoentes
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Figura 5.9: O nu´mero de alvos encontrado Ne(t) em func¸a˜o do tempo de busca para algumas
variac¸o˜es proporcionais dos paraˆmetros energe´ticos na regia˜o cr´ıtica, com µs = µt = 2, 0. O
comportamento de Ne e´ muito similar para qualquer variac¸a˜o proporcional adotada.
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Figura 5.10: A energia me´dia evoluindo com o tempo t. O mesmo comportamento qualitativo
num espec´ıfico tamanho de rede zc mostra que a localizac¸a˜o dos pontos cr´ıticos e´ a mesma,
independente do par µs e µt adotados. O aumento dos paraˆmetros energe´ticos apenas translada
a curva de energia, mantendo as demais caracter´ıstics do sistema. Aqui temos µs = µt = 2, 0.
calculados para alguns conjuntos de paraˆmetros (conforme vemos na tabela 5.1) confirmam
a robustez da universalidade dos expoentes cr´ıticos (β/ν‖ ≈ 0, 42 e 1/ν‖ ≈ 0, 57) para
va´rias estrate´gias de buscas e para as condic¸o˜es de variac¸o˜es de paraˆmetros energe´ticos
discutidas nesta sec¸a˜o.
5.3 O Efeito do Custo Energe´tico α
Como visto anteriormente, variac¸o˜es proporcionais de todos os paraˆmetros energe´ticos
na˜o alteram as caracter´ısticas das transic¸o˜es de fase. Pore´m, como vamos discutir a partir
de agora, mudanc¸as em separado dos mesmos, acarretam mudanc¸as qualitativas impor-
75
0 10000 20000 30000 40000 50000
ξ
0
5
10
15
20
P(
ξ)
ξ0 = 100 , α = 1 , g = 100 , t = 10
5
ξ0 = 200 , α = 2 , g = 200 , t = 10
5
ξ0 = 400 , α = 4 , g = 400 , t = 10
5
0 1000 2000 3000 4000
ξ
0
1000
2000
3000
4000
P(
ξ ,
 τ)
 
t = τ
( a )
( b )
z ≈ z
c
Figura 5.11: Em (a) temos as distribuic¸o˜es de energia na densidade cr´ıtica depois de um tempo
longo de busca 105 para alguns conjuntos de paraˆmetros energe´ticos variados proporcionalmente.
Ja´ em (b) temos tais distribuic¸o˜es no final do tempo de autonomia τ . Nesta figura, µs = µt = 2, 0.
Resultados similares sa˜o obtidos para as demais combinac¸o˜es de caminhada.
µS µT zc β ν‖
ξ0 = 100, α = 1, g = 100
3,0 3,0 54 0,6961 1,7104
3,0 2,0 72 0,7292 1,7152
2,0 2,0 86 0,7454 1,7243
3,0 1,1 96 0,7431 1,7481
2,0 1,1 104 0,7282 1,7450
1,1 1,1 115 0,7675 1,7363
µS µT zc β ν‖
ξ0 = 200, α = 2, g = 200
3,0 3,0 54 0,7197 1,7663
3,0 2,0 72 0,7448 1,7592
2,0 2,0 86 0,7422 1,7640
3,0 1,1 96 0,7563 1,7551
2,0 1,1 104 0,7391 1,7650
1,1 1,1 116 0,7724 1,7506
µS µT zc β ν‖
ξ0 = 400, α = 4, g = 400
3,0 3,0 54 0,7213 1,7769
3,0 2,0 72 0,7455 1,7548
2,0 2,0 87 0,7417 1,7609
3,0 1,1 97 0,7585 1,7532
2,0 1,1 105 0,7349 1,7631
1,1 1,1 116 0,7715 1,7481
Tabela 5.1: O efeito da variac¸a˜o proporcional dos paraˆmetros energe´ticos nos expoentes cr´ıticos.
Nesse caso, nenhuma mudanc¸a significativa e´ observada nos expoentes, independente do conjunto
de paraˆmetros ou das estrate´gias de busca.
tantes. A maneira pela qual a energia e´ consumida ao longo do tempo ou da dinaˆmica
de movimento, tambe´m representa um fator importante e determinante para a sobre-
viveˆncia em determinadas condic¸o˜es. O ideal para diferentes espe´cies animais e´ seguir
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comportamentos com gastos menores (α pequeno) e ganhos maiores (g grande). Fixados
os paraˆmetros energe´ticos de ganho e o tamanho da rede, temos que as caracter´ısticas
de α tornam-se relevantes para o direcionamento do sistema a` sobreviveˆncia ou extinc¸a˜o.
Para analisar este efeito, vamos manter o tempo inicial de autonomia τ , ou seja, fazer ξ0
mudar proporcionalmente com α, e fixar o ganho por alvo g (uma vez que esse paraˆmetro
na˜o esta´ sendo analisado aqui). Este procedimento garante que os resultados sera˜o pouco
afetados por τ e por g.
Em primeiro lugar esperamos que maiores valores de α influenciem significativamente
os tamanhos cr´ıticos zc, visto que mais energia esta´ sendo consumida a cada passo re-
alizado, de maneira a diminuir as chances de encontro conforme α aumenta num dado
tamanho fixo de rede. Entretanto o efeito de discretizac¸a˜o da rede torna-se mais relevante
a` medida que α aumenta, assim levando a` um zc efetivo que na˜o coincide com os pontos
da rede, como podemos ver nas figuras 5.12 e 5.13.
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Figura 5.12: O aumento de α (a partir do caso t´ıpico ξ0 = 100, α = 1 e g = 100), para o conjunto
ξ0 = 200, α = 2 e g = 100, onde foram mantidos constantes τ e g. O ponto cr´ıtico zc na˜o esta´
localizado num tamanho inteiro da rede quando α = 2. Aqui, µs = µt = 2, 0. Ou seja, na˜o ha´
um z inteiro para o qual 〈ξ(t)〉 coincide com a linha tracejada esquema´tica.
Uma consequeˆncia deste efeito de discretizac¸a˜o em torno do ponto cr´ıtico e´ observada
na curva do paraˆmetro de ordem (figura 5.14). A passagem de uma fase a outra do sistema
torna-se mais sens´ıvel com o tamanho de rede z conforme α vai aumentando. Note que a
quantidade de pontos na regia˜o de ra´pida queda de Γ (cada ponto correspondendo a um
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Figura 5.13: O aumento de α (a partir do caso t´ıpico ξ0 = 100, α = 1 e g = 100), para o conjunto
ξ0 = 400, α = 4 e g = 100, tambe´m mantidos constantes τ e g (µs = µt = 2, 0). A` media que α
aumenta, mais improva´vel e´ de obter zc num dado tamanho inteiro z. A figura menor confirma
que a energia me´dia em z = 28 na˜o permanece em torno de ξ0 = 400, portanto na˜o sendo o
tamanho de rede cr´ıtico.
valor inteiro de z) decresce com o aumento de α. De fato, na curva de renormalizac¸a˜o
(figura 5.15), a regia˜o cr´ıtica e´ bem determinada para o conjunto (ξ0 = 100, α = 1,
g = 100) mas na˜o e´ precisa para outros conjuntos de paraˆmetros onde α aumenta, ou
seja, na˜o apresenta o ponto de cruzamento entre as curvas num determinado tamanho de
rede z simulado. Para contornar esse problema e´ necessa´rio fazer uma regressa˜o polinomial
que se ajuste a`s curvas de renormalizac¸a˜o na regia˜o de transic¸a˜o, ou produzir um processo
de busca no espac¸o cont´ınuo, tambe´m em torno da regia˜o cr´ıtica, assim possibilitando o
ca´lculo mais preciso dos expoentes cr´ıticos que governam as respectivas transic¸o˜es de fase
para cada conjunto de paraˆmetros. Este e´ um dos to´picos de trabalho futuro para a
presente tese.
5.4 O Efeito do Ganho Energe´tico g
Assim como os demais paraˆmetros ja´ analisados, espera-se que o efeito do ganho
energe´tico por alvo encontrado tenha um papel de interesse na dinaˆmica do sistema. In-
tuitivamente podemos imaginar que esse ganho por encontro (mantidos α e ξ0 constantes)
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Figura 5.14: A taxa de sobreviveˆncia Γ(z, t) vs. o comprimento de rede z, mantidas constantes
as quantidades g e τ (µs = µt = 2, 0). Variando α observamos a mudanc¸a no ponto cr´ıtico das
transic¸o˜es.
leva a` regia˜o cr´ıtica para altos valores de z, visto que para cada encontro uma quantidade
de energia extra e´ fornecida ao buscador, assim permitindo-o caminhar por mais tempo
durante o processo de busca.
Comec¸amos enta˜o lembrando que para alguns valores de tempo pequeno as curvas
apresentam a mesma taxa de sobreviveˆncia. Este fato se da´ porque se ha´ um encontro no
tempo t > 0 e t menor que o valor nume´rico de g (lembrando que todos os paraˆmetros
sa˜o adimensionais), enta˜o ha´ garantia de sobreviveˆncia, no mı´nimo, ate´ t = g. Assim:
ξ(z, t = 100)
∣∣
g=100
= ξ(z, t = 200)
∣∣
g=200
= ξ(z, t = 400)
∣∣
g=400
= ... (5.2)
Portanto torna-se necessa´rio simular tempos maiores de busca a` medida que g cresce,
como podemos ver na figura 5.16, onde Γ(z) esta´ em func¸a˜o de z e de um tempo ma´ximo
de simulac¸a˜o.
Observamos na figura 5.16 que a` medida que g cresce (mantido constante α e ξ0),
os pontos cr´ıticos tambe´m aumentam, como esperado. Entretanto tambe´m temos que a
maneira como o paraˆmetro de ordem se comporta na regia˜o cr´ıtica (mantidas as escalas das
figuras para tal observac¸a˜o), e´ distinto para cada conjunto de paraˆmetros. Isto sugere,
portanto, que os expoentes cr´ıticos tem caracter´ısticas diferentes somente quando g e´
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Figura 5.15: A renormalizac¸a˜o nume´rica k(t, t0, z) para alguns conjuntos de paraˆmetros em
func¸a˜o de z (µs = µt = 2, 0). Notamos que o aumento de α provoca o cruzamento entre as
curvas num ponto que na˜o corresponde a um valor de tamanho de rede z simulado (exceto para
a situac¸a˜o t´ıpica ξ0 = 100, α = 1 e g = 100).
variado. Para averiguar esta hipo´tese, e´ necessa´rio calcular os expoentes cr´ıticos atrave´s
do me´todo de ana´lise de escala e renormalizac¸a˜o nume´rica, conforme visto nos cap´ıtulos
anteriores. Assim, a figura 5.17 mostra a func¸a˜o k(t, t0, z) para diferentes valores de z.
Na regia˜o de cruzamento das curvas, temos justamente o valor de β/ν‖, que sa˜o diferentes
para os 3 g’s considerados. Pore´m notamos que cada conjunto de paraˆmetros energe´ticos
apresenta valores similares independente da escolha de µs e µt (ver tabela 5.2).
Desta forma, os expoentes mudam significantemente entre um conjunto e outro de
paraˆmetro, indicando que a classe de universalidade dos expoentes cr´ıticos (u´nica quando
consideramos as estrate´gias de caminhada adotadas) variam conforme as escolha dos
paraˆmetros energe´ticos de ganho. Uma justificativa para essa mudanc¸a de classe de univer-
salidade se baseia na hipo´tese de que tais paraˆmetros causam um forte efeito na dinaˆmica
do sistema, uma vez que ir para a fase de sobrevieˆncia ou morte apo´s um tempo t depende
da quantidade de energia absorvida a cada encontro. Tal efeito pode ser observado na
func¸a˜o de distribuic¸a˜o energe´tica depois de um longo per´ıodo de tempo na regia˜o cr´ıtica
de cada conjunto de paraˆmetros (figura 5.18). Conforme esta figura, a distribuic¸a˜o de
energia (na˜o so´ na altura dos picos, como tambe´m no deslocamento do mesmo) e´ diferente
para cada conjunto de paraˆmetros (com aumento de g) tanto em tempos longos (t ∼ 105)
quanto em t = τ . Nesse caso, distribuic¸o˜es energe´ticas diferentes implicam em distintas
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Figura 5.16: Em (a) temos o efeito do ganho por encontro no paraˆmetro de ordem do sistema
Γ(z, t). Para cada conjunto de paraˆmetros energe´ticos, a regia˜o cr´ıtica zc aumenta conforme e´ o
aumento de g. Entretanto, como mostrado em (b), (c) e (d), a maneira como Γ(z) se comporta
nas proximidades da regia˜o cr´ıtica (mantidas as escalas para ana´lise), difere para cada conjunto
de paraˆmetros. Isto sugere que os expoentes cr´ıticos que caracterizam a transic¸a˜o sa˜o diferentes.
Aqui µs = µt = 2, 0 e tais ana´lises para os demais pares de caminhada sa˜o similares.
configurac¸o˜es (ou “ensembles”) iniciais de busca, acarretando na diferente configurac¸a˜o
do nu´mero de alvos encontrados (figura 5.19) ao longo do tempo, portanto mudando a
dinaˆmica de busca do sistema. Assim, o paraˆmetro de ordem comporta-se diferentemente
para cada conjunto de paraˆmetros, produzindo distintos comportamentos de transic¸o˜es
de fase, ou seja, alterando os expoentes cr´ıticos que governam tais transic¸o˜es. Contudo,
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Figura 5.17: Renormalizac¸a˜o nume´rica para treˆs conjuntos de paraˆmetros energe´ticos onde e´
variada a energia g de ganho por alvo e µs = µt = 2, 0. Note que o cruzamento na˜o se da´ no
mesmo valor de k para cada valor de g.
ainda ha´ certa similaridade entre os expoentes (dentro de um mesmo conjunto de paraˆme-
tros) para diferentes estrate´gias de caminhadas (ver tabela 5.2). Isso sugere que poss´ıveis
classes de classes de universalidade sejam formadas a depender dos paraˆmetros adotados,
ou seja, das distribuic¸o˜es de energia do sistema.
Tais resultados nos levam a supor que, no contexto biolo´gico, cada espe´cie animal
esta´ associada a sua pro´pria classe de universalidade, ou seja, a velocidade de ida para a
extinc¸a˜o ou sobreviveˆncia depende do conjunto de paraˆmetros energe´ticos de cada espe´cie.
Por esta raza˜o que a escassez de alimentos (alvos) num dado ambiente, por exemplo, leva
as espe´cies para a extinc¸a˜o em diferentes tempos e/ou formas. Talvez isto explique o
porqueˆ de alguns animais terem sobrevividos em situac¸o˜es catastro´ficas (enquanto outras
na˜o), como e´ o caso da tartaruga marinha, espe´cie a qual existe desde o tempo jura´ssico
e creta´ceo (∼ 110 milho˜es de anos atra´s) [112].
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Figura 5.18: Distribuic¸a˜o de energia para diferentes conjuntos de paraˆmetros (mantendo ξ0 e α
fixos e variando apenas g para µs = µt = 2, 0) na regia˜o cr´ıtica de cada conjunto. Os resultados
mostram que esse tipo de variac¸a˜o energe´tica gera distribuic¸o˜es diferentes para cada conjunto
analisado, indicando que a dinaˆmica possui comportamentos distintos na regia˜o cr´ıtica, portanto
alterando os valores dos expoentes cr´ıticos.
5.5 Tempo de Autonomia Inicial (τ) e Efeitos Estat´ıs-
ticos
Como ja´ comentado, τ = ξ0/α e´ o tempo que garante a sobreviveˆncia do buscador caso
nenhum alvo seja encontrado. Uma forma pela qual tambe´m podemos analisar os efeitos
dessa quantidade e´ fixar um valor de energia inicial (ξ0 = 100, por exemplo) e aumentar
proporcionalmente o custo α e ganho g energe´tico. Dessa maneira, os efeitos de ganho sa˜o
compensados pelos efeitos de custo energe´tico, de modo que a dinaˆmica e´ afetada apenas
pela variac¸a˜o de τ . Analisando a figura 5.20, diminuir τ implica em baixar a probabilidade
de sobreviveˆncia para um dado tempo e densidade de alvos na regia˜o onde z < zc. Esse
comportamento existe porque elevar o valor de α diminui o quanto um buscador pode
andar sem encontrar alvos. Como consequeˆncia, nos tempos iniciais muitos buscadores
morrem e apenas aqueles que encontraram ao menos um alvo (justamente quando o papel
dinaˆmico de g comec¸a a se fazer presente) e´ que conseguem sobreviver. De modo ana´logo
a` sessa˜o 5.1, aqui tambe´m na˜o ha´ mudanc¸as nos valores cr´ıticos zc, logo podemos concluir
que os pontos cr´ıticos sa˜o determinados a` partir da frac¸a˜o g/α, ou seja, e´ a raza˜o entre o
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µs µt zc β ν‖
α = 1, ξ0 = 100, g = 100
3,0 3,0 54 0,6961 1,7104
3,0 2,0 72 0,7292 1,7152
2,0 2,0 86 0,7454 1,7243
3,0 1,1 96 0,7431 1,7481
2,0 1,1 104 0,7282 1,7450
1,1 1,1 115 0,7675 1,7363
µs µt zc β ν‖
α = 1, ξ0 = 100, g = 200
3,0 3,0 84 0,8892 1,7557
3,0 2,0 124 0,8610 1,7981
2,0 2,0 156 0,8671 1,8300
3,0 1,1 184 0,8961 1,8030
2,0 1,1 202 0,9002 1,8085
1,1 1,1 227 0,9114 1,8426
µs µt zc β ν‖
α = 1, ξ0 = 100, g = 400
3,0 3,0 128 0,9011 1,7376
3,0 2,0 215 0,9320 1,8212
2,0 2,0 285 0,9575 1,8421
3,0 1,1 356 0,9760 1,8956
2,0 1,1 393 0,9814 1,8699
1,1 1,1 450 0,9586 1,8583
Tabela 5.2: Variando a energia ganha por encontro g e mantendo ξ0 e α constantes. Os efeitos
sobre os expoentes cr´ıticos indicam diferentes classes de universalidade, entretanto mantendo
uma similaridade entre os expoentes dentro de cada conjunto, para diferentes estrate´gias de
busca.
quanto se ganha por alvo e o quanto se gasta por passo que nos fornece a localizac¸a˜o dos
pontos cr´ıticos para seus respectivos pares µs e µt. Isto e´ fa´cil de ver, a partir da equac¸a˜o
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Figura 5.20: Um t´ıpico caso (µs = µt = 2, 0) onde os efeitos do tempo de autonomia inicial sa˜o
observados. O decaimento de τ altera a forma de Γ(z, t) nas proximidades do ponto cr´ıtico se
t/τ na˜o e´ grande o suficiente. Pore´m, a densidade cr´ıtica e´ mantida haja visto que a raza˜o g/α
permanece constante
3.3, que pode ser reescrita como:
ξt − ξ0
α
=
t∑
i=1
( g
α
δi − `i
)
(5.3)
Notamos enta˜o que na situac¸a˜o cr´ıtica, o lado esquerdo da equac¸a˜o 5.3 se anula. Assim
o lado direito (que define zc) fica apenas em func¸a˜o da raza˜o g/α e z (implicitamente).
Logo, para g/α constante, z = zc tem que ser o mesmo.
Outra observac¸a˜o importante e´ que o comportamento durante o tempo τ afeta de
maneira significativa a forma como a taxa de sobreviveˆncia Γ(z, t) evolui com o tempo
quando t/τ > 1 na˜o e´ muito grande (como mostra a figura 5.20). Tal fato ocorre devido
a`s distintas distribuic¸a˜o de energia geradas ate´ τ e, consequentemente, apo´s um valor t
grande mas na˜o assinto´ticamente grande, tal memo´ria ainda estara´ presente em Γ (como
mostra a figura 5.21).
A consequeˆncia desse fato e´ que os expoentes cr´ıticos β e ν‖ tambe´m sa˜o alterados
quando comparados dois ou mais conjuntos de paraˆmetros energe´ticos, mas sa˜o similares
(dentro de cada conjunto) para diferentes estrate´gias de busca µs e µt, conforme mostra a
tabela 5.3. Assim, levando em conta os problemas nume´ricos mencionados para calcular
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Figura 5.21: Distribuic¸o˜es de energia diferentes conforme varia τ , mantido constante α e g
(µs = µt = 2, 0). Portanto dinaˆmicas diferentes sa˜o geradas (como visto em (i) e (ii)), onde tais
conjuntos de paraˆmetros apresentam distribuic¸o˜es de energia distintas mesmo apo´s um longo
tempo t.
os expoentes na rede discreta, aqui temos uma indicac¸a˜o que para α e g fixos (variando
ξ0), os paraˆmetros de estrage´gia de busca na˜o influenciam os expoentes cr´ıticos. Este
resultado e´ importante porque indica a universalidade dos expoentes com relac¸a˜o aos µ’s,
dada uma configurac¸a˜o de paraˆmetros energe´ticos.
Outra constatac¸a˜o interessante e´ que buscadores brownianos rapidamente morrem
quando comparados a buscadores bal´ısticos. Ainda de acordo com a tabela 5.3, a diferenc¸a
nume´rica entre a situac¸a˜o µs = µt = 3, 0 e µs = µt = 1, 1, no conjunto ξ0 = 100, g = 100
e α = 1, e´ bem menor do que no conjunto ξ0 = 100, g = 400 e α = 4. Isso retrata um
pouco de sensibilidade da universalidade com relac¸a˜o a` difusividade do buscador. Assim,
aumentar g e α (mesmo que proporcionalmente) pode gerar muita flutuac¸a˜o local no
processo de balanc¸o energe´tico de encontro por cada alvo. Nesse sentido, µs = µt = 3, 0
significa um movimento similar ao browniano, logo pouco eficiente em baixas densidades
e assim pass´ıvel de fugir a um comportamento menos sens´ıvel a variac¸o˜es locais, a que se
da´ quando a dinaˆmica e´ superdifusiva (µs e µt menores).
A figura 5.22 mostra o comportamento de β/ν‖ e 1/ν‖ para o caso µs = µt = 2, 0
e para dois conjuntos de paraˆmetros energe´ticos na regia˜o cr´ıtica. Como podemos ver,
tanto o expoente β como o expoente ν‖ sa˜o diferentes quando comparados aos conjuntos
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de paraˆmetros energe´ticos onde apenas τ e´ variado. Ja´ a figura 5.23 apresenta o aumento
da dispersa˜o nos valores dos expoentes (analisados para va´rias estrate´gias de caminhada)
a` medida que τ aumenta. Tal dispersa˜o e´ divido ao aumento de flutuac¸a˜o local quando
α e g aumental proporcionalmente, acarretando numa maior sensibilidade na dinaˆmica (e
no balanc¸o energe´tico) quando as estrate´gias seguem para um limite menos superdifusivo.
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Figura 5.22: Os expoentes β e ν‖ no caso µs = µt = 2, 0. Tais resultados indicam que os
expoentes cr´ıticos sa˜o distintos (com relac¸a˜o aos seus respectivos conjuntos de paraˆmetros)
porque a dinaˆmica de busca possui distribuic¸o˜es de energia diferentes. Nesta figura, a ana´lise de
escala e´ feita para t0 = 100.
No contexto biolo´gico, essas classes de classes de universalidade (ou mais resumida-
mente, “janelas de universalidade”) referentes a` cada conjunto de paraˆmetros energe´ticos,
podem ser justificadas pelo tipo de metabolismo energe´tico de cada espe´cie, assim como
pelas caracter´ısticas comportamentais de distintos organismos sob uma condic¸a˜o cr´ıtica.
Isto novamente sugere que diferentes espe´cies em momentos cr´ıticos, apresentam distintos
mecanismos que levam a` extinc¸a˜o. Por exemplo, por volta de 65 milho˜es de anos atra´s,
alguns mamı´feros conseguiram sobreviver sob dra´sticas condic¸o˜es ambientais oriundas da
queda de um meteorito de aproximadamente 10 Km de diaˆmetro que atingiu a pen´ısula do
Yucata´n (sudeste do Me´xico). Essa sobreviveˆncia pode ter ocorrido devido a` mudanc¸a de
estrate´gia para obtenc¸a˜o de alimento, assim como alterac¸o˜es nos paraˆmetros energe´ticos
relacionados aos processos de busca, de forma a otimizar as condic¸o˜es de sobreviveˆncia.
No entanto (e como hipo´tese), algumas outras espe´cies (como os dinossauros, por exemplo)
por alguma raza˜o na˜o conseguiram realizar uma apropriada mudanc¸a de comportamento
de estrate´gia ou de energia ao qual estavam habituados, conduzindo-os a` extinc¸a˜o.
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Figura 5.23: Em (a) temos a dispersa˜o dos expoentes β/ν‖ (dento de um dado conjunto de
paraˆmetros) para va´rias estrate´gia de caminhada µs e µt. Em (b) a dispersa˜o e´ observada para
o expoente 1/ν‖. Em ambas as figuras, e´ usado t0 = 100 para a devida ana´lise de escala.
µs µt zc β ν‖
ξ0 = 100, α = 1, g = 100
3,0 3,0 54 0,6961 1,7104
3,0 2,0 72 0,7292 1,7152
2,0 2,0 86 0,7454 1,7243
3,0 1,1 96 0,7431 1,7481
2,0 1,1 104 0,7282 1,7450
1,1 1,1 115 0,7675 1,7363
µs µt zc β ν‖
ξ0 = 100, α = 2, g = 200
3,0 3,0 54 0,7536 1,7646
3,0 2,0 72 0,8143 1,8434
2,0 2,0 86 0,8038 1,8378
3,0 1,1 96 0,8285 1,8327
2,0 1,1 104 0,8921 1,8133
1,1 1,1 116 0,8969 1,8309
µs µt zc β ν‖
ξ0 = 100, α = 3, g = 300
3,0 3,0 54 0,7821 1,8151
3,0 2,0 72 0,8233 1,8407
2,0 2,0 87 0,9357 1,8046
3,0 1,1 96 0,8546 1,8723
2,0 1,1 105 0,9304 1,8671
1,1 1,1 116 0,9174 1,8509
µs µt zc β ν‖
ξ0 = 100, α = 4, g = 400
3,0 3,0 54 0,7934 1,8292
3,0 2,0 72 0,8454 1,8738
2,0 2,0 87 0,9458 1,8183
3,0 1,1 97 0,9699 1,8327
2,0 1,1 105 0,9310 1,8855
1,1 1,1 116 0,9369 1,8878
Tabela 5.3: Expoentes cr´ıticos para diferentes paraˆmetros de busca quando o tempo de autono-
mia inicial τ e´ variado. Assim como na sec¸a˜o anterior, os resultados sugerem a existeˆncia de
classes de classes de universalidade, como uma consequeˆncia de diferentes dinaˆmicas de buscas
(ou “ensembles” de energia) para determinados tipos de variac¸o˜es dos paraˆmetros.
Capı´tulo 6
Dinaˆmica de Busca no Espac¸o Bidimensional:
Formulac¸a˜o do Problema e Resultados
Iniciais
A formulac¸a˜o do problema da busca aleato´ria bidimensional e´ basicamente a mesma
que a do caso unidimensional. Apesar de ter como motivac¸a˜o o fato de existirem na na-
tureza va´rios sistemas nos quais o processo de busca se faz num ambiente 2D, espera-se
que nesse caso as flutuac¸o˜es decorrentes das quantidades de interesse, tais como a ener-
gia, taxa de sobreviveˆncia ou nu´mero de encontros com alvos, sejam menos impactantes
quando comparadas ao caso unidimensional, visto que o aumento de dimenso˜es num dado
sistema f´ısico leva a comportamentos mais pro´ximos de campo me´dio. De uma forma
geral, o interesse continua voltado ao entendimento do porqueˆ determinadas espe´cies mu-
dam a dinaˆmica de busca (difusiva −→ superdifusiva) numa situac¸a˜o onde o ambiente de
busca se torna escasso de alvos (objetos de interesse: comida, a´gua, abrigo etc).
Nos cap´ıtulos anteriores, foi mostrado que essa mudanc¸a de comportamento ocorre
justamente por permitir que a sobreviveˆncia do organismo buscador seja garantida em
menores densidades de alvos, onde a transic¸a˜o cont´ınua do estado de sobreviveˆncia para
o estado de extinc¸a˜o e´ caracterizada pelo paraˆmetro de ordem Taxa de Sobreviveˆncia
Γ(λ, t) e por um paraˆmetro de controle λ. Dando continuidade desta abordagem, o ob-
jetivo desse cap´ıtulo e´ apresentar alguns resultados preliminares do comportamento de
buscas em ambientes onde buscadores e alvos teˆm mobilidade num ambiente 2D. Pore´m,
em duas dimenso˜es va´rias dificuldades surgem da complexidade computacional da imple-
mentac¸a˜o dinaˆmica do modelo de busca, principalmente decorrente da simultaneidade e
independeˆncia das regras de caminhada. Basicamente apresentaremos duas possibilidades
de ana´lise dos processos de buscas 2D, que sa˜o os modelos ou crite´rios de caminhada,
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e analisaremos as quantidades de interesse tal como feito nos cap´ıtulos anteriores. Vale
ressaltar que de forma ana´loga ao caso 1D, todas as ana´lises foram feitas tomando como
base resultados nume´ricos, e na˜o anal´ıticos, uma vez que ate´ o presente momento na˜o ha´
uma descric¸a˜o matema´tica que caracterize tais sistemas dinaˆmicos por meio de equac¸o˜es
de movimento na˜o acopladas (independeˆncia de movimentos buscador-alvo) e com cons-
tantes mudanc¸as de paraˆmetros (sentido e tamanho da caminhada, condic¸o˜es energe´ticas
etc) e que leve em conta os aspectos estoca´sticos da busca e detecc¸a˜o. Por fim, salientamos
que observadas as propriedades vistas num modelo de rede discreta em 1D, aqui faremos
todo o desenvolvimento do modelo para ambientes cont´ınuos.
6.1 O Modelo
Nesta sec¸a˜o trataremos de dois modelos espec´ıficos: o Modelo de Tamanho de Ambi-
ente Varia´vel e o Modelo de Nu´mero de Alvos Varia´veis. O primeiro caso e´ um modelo
similar ao caso 1D, conforme cap´ıtulos anteriores, ou seja, fixamos apenas 2 organismos
caminhando (Buscador e Alvo) e variamos o tamanho do ambiente onde a busca e´ real-
izada. Essa variac¸a˜o fornece a caracterizac¸a˜o de densidade de alvos. Assim, em ambientes
grandes o buscador encontra o alvo com menos frequeˆncia, portanto sendo um sistema
similar ao caso de baixas densidades de alvos. Ja´ para ambientes pequenos, o buscador
encontra o alvo com muita frequeˆncia e assim o sistema e´ ana´logo a` situac¸a˜o de altas
densidades. Por outro lado, o Modelo de Alvos Varia´veis retrata um caso onde fixamos
um espac¸o onde ha´ o processo de busca, isto e´, definimos o tamanho do ambiente de
caminhada como z× z (a´rea quadrada), e variamos o nu´mero de alvos no mesmo. Assim,
a medida que o nu´mero de alvos aumenta, a densidade de alvos no ambiente tambe´m
aumenta e portanto mais prova´veis sa˜o os encontros entre buscador e alvos. Ambos os
modelos, na pra´tica, apresentam diversas aplicac¸o˜es, e nosso objetivo maior e´ verificar se
os dois modelos geram a mesma dinaˆmica de busca, ou seja, se apresentam os mesmos
resultados qualitativos/quantitativos, e quando diferirem, quais as razo˜es para tal.
6.1.1 Variac¸a˜o no Tamanho do Ambiente
Assim como no caso 1D, aqui tambe´m consideramos a caminhada aleato´ria de um
Buscador e um Alvo, ambos com velocidades constantes e unita´rias. No entanto, o ambi-
ente de busca se da´ numa a´rea quadrada z×z, onde as bordas dessa regia˜o sa˜o levadas em
considerac¸a˜o com o objetivo de dar limites ao espac¸o de busca dos organismos, assim como
ocorre em va´rios sistemas na natureza. O comprimento de caminhada dos organismos e´
governado pela distribuic¸a˜o de Le´vy P (`) ∼ `−µ, onde µ caracteriza o tipo de caminhada.
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Tambe´m consideramos o caso onde o alvo e´ destrut´ıvel, ou seja, apo´s ser detectado um
outro alvo surge numa posic¸a˜o aleato´ria do ambiente. Em suma, a dinaˆmica de movimento
tem as seguintes caracter´ısticas:
1. O buscador e o alvo iniciam em posic¸o˜es aleato´rias da a´rea quadrada z × z.
2. Aleatoriamente, o buscador e o alvo escolhem um sentido de movimento (podendo
ser qualquer valor no intervalo [0, 2pi] e um tamanho do voo `j.
3. A cada voo j executado, o buscador perde uma energia αj proporcional a` distaˆncia
viajada.
4. O buscador, durante o voo, verifica se o alvo esta´ em seu raio de visa˜o rv. Se nenhum
alvo for detectado depois de `j, enta˜o o buscador retorna ao passo 2.
5. Entretanto, se o alvo for detectado enta˜o ele e´ eliminado, o buscador ganha uma
energia constante g e retorna ao passo 2. Um novo alvo e´ criado (obedecendo ao
passo 2) numa posic¸a˜o aleato´ria do ambiente - processo de busca destrutiva.
6. Se o buscador ou o alvo, durante a caminhada, intercepta alguma borda ou ve´rtice
nos limites da a´rea quadrada, enta˜o o voo e´ truncado, ou seja, o organismo pa´ra e
volta a escolher um novo sentido de voo (na˜o podendo escolher um sentido de voo
que viole o espac¸o de busca) e um novo comprimento de caminhada.
Alguns aspectos importantes a` respeito desse modelo:
• A densidade de alvos e´ caracterizada quando variamos o tamanho da rede quadrada.
Assim, quanto menor for a a´rea de busca, maiores sa˜o as chances de detectar um
alvo, caracterizando um ambiente de alta densidade. Por outro lado, quanto maior
for a a´rea de busca, mais dif´ıcil torna-se a localizac¸a˜o do alvo, caracterizando um
ambiente de baixa densidade. Em outras palavras, a variac¸a˜o da densidade de alvos
esta´ associada a` variac¸a˜o da a´rea de busca da rede.
• Os efeitos de borda atuam somente na truncagem dos voos. Tais efeitos sa˜o impor-
tantes porque em diversos sistemas naturais, o ambiente de busca e´ limitado, visto
que o espac¸o e´ finito. Assim, de certa forma os limites do ambiente formam paredes
que refletem o buscador de volta para o interior da regia˜o de busca.
• Ao contra´rio do caso 1D, o algoritmo/co´digo computacional para o caso 2D e´ muito
mais complexo, principalmente pelo fato de existir a dinaˆmica de dois organismos ao
mesmo tempo, de forma independente e que esta˜o em direc¸o˜es arbitra´rias, ao inve´s
de esquerda-direita do caso 1D.
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• Para otimizar o tempo de processamento das simulac¸o˜es nume´ricas, foi elaborado
um co´digo de busca otimizado, baseado nas equac¸o˜es de movimento dos organismos,
cujos detalhes encontram-se no Apeˆndice B.
6.1.2 Variac¸a˜o no Nu´mero de Alvos
Aqui consideramos a caminhada aleato´ria de um buscador e va´rios alvos, todos com
velocidades constantes e unita´rias. O ambiente de busca ocorre numa a´rea quadrada
z × z, onde o nu´mero de alvos simulados (definido como nA) esta´ confinado no intervalo
de tal regia˜o. Assim como no modelo de tamanho de ambiente varia´vel, as bordas sa˜o
levadas em considerac¸a˜o para limitar o espac¸o de busca dos organismos. O comprimento
de caminhada do buscador e do alvo tambe´m e´ governado pela distribuic¸a˜o de Le´vy
P (`) ∼ `−µ, onde µ caracteriza o tipo de caminhada. Os alvo sa˜o destrut´ıveis e a dinaˆmica
de movimento tem as seguintes caracter´ısticas:
1. O buscador e os alvos iniciam em posic¸o˜es aleato´rias da uma a´rea quadrada z × z.
2. Aleatoriamente, o buscador e os alvos escolhem um sentido de movimento (podendo
ser qualquer valor no intervalo [0, 2pi]) e um tamanho do voo `j.
3. A cada voo j executado, o buscador perde uma energia αj proporcional a` distaˆncia
viajada.
4. O buscador, durante o voo, verifica se ha´ alvos em seu raio de visa˜o rν . Se nenhum
alvo for detectado depois de `j, enta˜o o buscador retorna ao passo 2.
5. Se um ou mais alvos sa˜o detectados, o buscador captura o alvo mais pro´ximo a ele
e ganha a energia constante g desse alvo, retornando ao passo 2. Um novo alvo
e´ criado numa posic¸a˜o aleato´ria da rede, mantendo assim a densidade de alvos e
caracterizando o caso de alvos destrut´ıveis.
6. Se o buscador ou algum alvo, durante a caminhada, intercepta alguma borda ou
ve´rtice da a´rea de busca, enta˜o o voo e´ truncado, ou seja, o organismo pa´ra e volta a
escolher um novo sentido e comprimento de voo (na˜o podendo escolher um sentido
de voo que viole o espac¸o de busca).
Algumas aspectos adicionais:
• A densidade de alvos e´ caracterizada quando variamos o nu´mero de alvos na rede,
ou seja, ρ = nA/z
2. Assim, para nA −→ 1, o nu´mero de encontros sa˜o remotos
(baixa densidade), e para nA −→ z2 o nu´mero de encontros sa˜o frequentes (alta
densidade).
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• Os efeitos de borda atuam somente na truncagem dos voos, dando sentido ao limite
f´ısico de busca.
• O algoritmo/co´digo computacional para o caso 2D - alvos varia´veis, e´ ainda mais
complexo que no modelo de redes fixas, pois teremos a dinaˆmica de nA + 1 organis-
mos, ao mesmo tempo e de forma independente. Notamos que esse modelo e´ similar
a` dinaˆmica molecular, se diferenciando apenas no fato de que os alvos na˜o interagem
entre si, mas apenas com o buscador. Para tanto, quanto maior o nu´mero de alvos,
maior e´ o tempo de simulac¸a˜o, haja visto que o nu´mero de condic¸o˜es e possibilidades
de caminhada com o aumento do nu´mero de alvos, aumenta significantemente.
6.2 Evoluc¸a˜o Energe´tica
Como ja´ sabemos, a energia do buscador apo´s N passos (ou t tempo de busca) e´
governada pela equac¸a˜o 3.3, onde ξt = ξ0 +
∑t
i=1(gδi − αi). De acordo com o modelo,
fizemos as simulac¸o˜es onde variamos o paraˆmetro de difusa˜o µs e µt em va´rias combinac¸o˜es.
Os paraˆmetros das simulac¸o˜e permaneceram os mesmos do caso t´ıpico adotado no cap´ıtulo
4, ou seja, energia inicial ξ0 = 100, energia ganha g = 100, energia gasta por passo α = 1,
rv = 1 e velocidades unita´rias. As ana´lises estat´ısticas foram feitas considerando um total
de 1000 amostras, onde para cada amostra o buscador caminha no ma´ximo t = 104 passos.
TAMANHOS DE AMBIENTES
Nesse modelo, o comportamento energe´tico e´ muito similar ao observado para o caso
1D (ver figura 3.3). Pore´m, a energia decresce rapidamente a` medida que a rede cresce.
Esse fato retrata explicitamente o efeito da dimensa˜o do sistema (mesmo que as densidades
sejam iguais em 1D e 2D, a proliferac¸a˜o dos caminhos a seguir em 2D faz com que haja
maior nu´mero de passos sem encontrar alvos e a eficieˆncia global do processo naturalmente
decresce).
Definindo ρ = g/z2 como a densidade efetiva de alvos e ρc como sendo a densidade na
qual na˜o ha´ ganho nem perda de energia, enta˜o:
1. Se ∆ξ > 0, enta˜o houve eficieˆncia na busca e portanto ela ocorreu em densidades
que permitiram a sobreviveˆncia do buscador, ou seja, em ρ > ρc;
2. Se ∆ξ < 0, enta˜o na˜o houve eficieˆncia na busca, ocorrendo em densidades que
levaram o buscador a` morte, em valores de ρ < ρc;
93
0 1 2 3 4
ρ = g / z2
0
2
4
6
8
( ξ
N
 
-
 
ξ 0 
) /
 t
3,0     3,0
2,5     2,5
2,0     2,0
1,5     1,5
1,1     1,1
0 0,2 0,4 0,6 0,8
-0,2
0
0,2
0,4
0,6
µS µT
Figura 6.1: Ganho energe´tico como func¸a˜o da densidade efetiva de alvos g/z2. Na figura menor, o
comportamento das curvas que representam alguns conjuntos de combinac¸o˜es de difusa˜o pro´ximo
a` extinc¸a˜o.
3. Se ∆ξ ≈ 0, a energia l´ıquida ganha foi nula, de forma que a busca ocorreu numa
densidade cr´ıtica ρc, onde pequenas flutuac¸o˜es no sistema levam o buscador para o
estado de sobreviveˆncia (por um certo tempo) ou morte.
Na figura 6.1 podemos observar o comportamento do ganho energe´tico para algumas
combinac¸o˜es de µs e µt (como podemos notar, o comportamento das curvas sa˜o similares a`s
apresentadas na figura 3.3). Na magnificac¸a˜o desta figura (em detalhe), fica fa´cil perceber
que a busca superdifusiva e´ a melhor estrate´gia a ser tomada quando o ambiente possui
uma baixa densidade de alvos. Esse fato tambe´m pode ser analisado de acordo com a
tabela 6.1, onde apresentamos os valores de ρc para va´rias combinac¸o˜es de difusa˜o.
Podemos notar na tabela 6.1 que para diversas combinac¸o˜es, a densidade cr´ıtica e´
ρc = 0, 591. Curiosamente, esse valor e´ aproximadamente igual (para redes quadradas) a`
concentrac¸a˜o cr´ıtica para um sistema que apresenta uma difusa˜o frontal [110, 113, 114]. A
figura 6.2 retrata como se comporta a densidade cr´ıtica a medida que variamos os valores
de µ dos organismos.
Para o caso 1D, fixado um valor de µt, a densidade ρc depende de forma linear com
µs (figura 4.3). Ja´ Na figura 6.2, observamos a grande incideˆncia do valor ρc = 0, 591
para diversas combinac¸o˜es de µ’s. Dessa forma, para o caso 2D, a densidade cr´ıtica de
sobreviveˆncia depende mais fracamente com o par µs e µt, variando do valor de ρc = 0, 694
(Browniano-Browniano) ate´ o valor ρc = 0, 510 (Bal´ıstico-Bal´ıstico), sendo ρc = 0, 591
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Tabela 6.1: Densidades cr´ıticas para va´rios conjuntos de µs e µt
µt µs ρc µt µs ρc µs µt ρc
3,0 3,0 0,694 2,5 3,0 0,694 2,0 3,0 0,591
3,0 2,5 0,694 2,5 2,5 0,591 2,0 2,5 0,591
3,0 2,0 0,591 2,5 2,0 0,591 2,0 2,0 0,591
3,0 1,5 0,591 2,5 1,5 0,591 2,0 1,5 0,591
3,0 1,1 0,591 2,5 1,1 0,591 2,0 1,1 0,510
µt µs ρc µt µs ρc
1,51 3,0 0,591 1,1 3,0 0,591
1,5 2,5 0,591 1,1 2,5 0,591
1,5 2,0 0,591 1,1 2,0 0,510
1,5 1,5 0,510 1,1 1,5 0,510
1,5 1,1 0,510 1,1 1,1 0,510
para va´rias outras combinac¸o˜es. Este comportamento eventualmente e´ um efeito de campo
me´dio. Assim, mais ana´lises sa˜o necessa´rias para comprovar tal afirmac¸a˜o.
NU´MERO DE ALVOS VARIA´VEIS
Aqui temos o caso onde fixamos a a´rea de busca (128×128) e variamos a quantidade de
alvos em rede, onde nA ∈ [1, 32] (regime de interesse, baixas densidades para a rede 128×
128). Para cada nA, simulamos um total de t = 10
4 passos e verificamos o comportamento
energe´tico para 3 combinac¸o˜es de µs e µt, conforme figura 6.3. Vale mencionar que o
trabalho computacional neste caso e´ enorme, portanto as simulac¸o˜es realizadas apenas
foram feitas para um nu´mero relativamente pequeno de alvos.
O que podemos perceber nesse limite extremo de baixas densidades e´ o fato da busca
superdifusiva µ −→ 1+ ter uma significante vantagem para a sobreviveˆncia do organismo
buscador, conforme mostrado na figura 6.3: para todas as densidades, quando µs = µt =
3, 0 e µs = µt = 2, 0, o buscador possui ξN−ξ0 < 0, ou seja, a busca e´ ineficiente levando o
buscador a` morte. Por outro lado, para µs = µt = 1, 1 o buscador permanece com energia
l´ıquida positiva apo´s o tempo de simulac¸a˜o t = 10.000 e nA ≥ 32, ou seja, ξN − ξ0 > 0.
Assim, para o caso onde buscador e alvos possuem caminhadas bal´ısticas, o nu´mero cr´ıtico
de alvos que leva o estado de sobreviveˆncia ao estado de extinc¸a˜o, esta´ justamente na regia˜o
onde nA,c ≈ 32 (com os outros paraˆmetros fixos). Essa eficieˆncia superdifusiva se explica
pelo buscador poder varrer uma a´rea maior na rede quando µs = 1, 1, uma vez que os voos
sa˜o longos, caracter´ısticos de um processo bal´ıstico. Portanto, se o buscador faz a busca
em muitas regio˜es da rede, enta˜o ele tem uma maior probabilidade de encontrar alvos que
eventualmente estejam localizados longe dele. Para retratar esse efeito de varredura, a
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Figura 6.2: O comportamento da densidade cr´ıtica de sobreviveˆncia para diversas combinac¸o˜es
de µs e µt
figura 6.4 mostra o caso de uma caminhada bidimensional do buscador para alguns valores
de µ, com o tempo de caminhada sendo de t = 5.000 e considerando os efeitos de bordas,
portanto truncando os voos.
Os resultados para o comportamento de busca em altas densidade (nA −→ z2) ale´m
de na˜o serem triviais do ponto de vista f´ısico e biolo´gico, uma vez que esperamos uma ele-
vada taxa de encontros, portanto diminuindo os efeitos relativos a`s caminhadas adotadas,
aumentam significantemente o tempo das simulac¸o˜es nume´ricas, visto que o nu´mero de in-
terac¸o˜es ou possibilidades de contato aumenta conforme o nu´mero de alvos cresce na rede.
Entretanto, para a situac¸a˜o aqui apresentada de baixas densidades, ja´ podemos constatar
o crescimento na efecieˆncia energe´tica para buscas superdifusivas quando comparadas a
buscas brownianas.
6.3 Taxa de Sobreviveˆncia
Aqui tambe´m apresentamos simulac¸o˜es para determinar como a Taxa de Sobreviveˆncia
Γ(z2, t) do organismo buscador evolui com a dimensa˜o (a´rea) de busca z× z. Para tanto,
foram feitas simulac¸o˜es com 1000 buscadores. Para cada buscador, ao final do tempo de
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Figura 6.3: Variac¸a˜o energe´tica para o modelo de alvos varia´veis. O comportamento bal´ıstico
µs = µt = 1, 1 mostra ser mais eficiente quando comparado a` dinaˆmica browniana µs = µt = 3, 0.
As curvas de energia foram geradas para uma rede 128 × 128 para baixas densidades de alvos,
nA ∈ [1, 32]
busca t, e´ verificado se sobreviveu ou na˜o, ou seja, se ξ(t) > 0. Apo´s as simulac¸o˜es dos
1000 buscadores, e´ determinada a taxa de sobreviveˆncia. Esse procedimento e´ repetido
200 vezes para considerar os efeitos estat´ısticos de Γ(z2, t). Tal metodologia e´ ideˆntica ao
feito no caso 1D, e os paraˆmetros sa˜o os mesmos adotados para uma t´ıpica situac¸a˜o de
ξ0 = 100, g = 100 e α = 1. Para algumas combinac¸o˜es de µs e µt, a figura 6.5 mostra o
comportamento da taxa de sobreviveˆncia.
Analogamente visto na figura 6.1 (com respeito a` energia ganha), na figura 6.5 ha´
pouca diferenc¸a entre as curvas obtidas da taxa de sobreviveˆncia para cada combinac¸a˜o
de µ’s. O diferencial esta´ justamente na situac¸a˜o onde ha´ baix´ıssimas densidades de
alvos, onde o caso superdifusivo consegue garantir a sobreviveˆncia de alguns buscadores,
ou seja, levando Γ(z2, t) > 0. Nesse sentido, o comportamento qualitativo da taxa de
sobreviveˆncia indica que tambe´m ha´ uma transic¸a˜o de fase em torno de um ponto cr´ıtico,
onde os valores de ρc para va´rias combinac¸o˜es µs e µt, giram em torno de ρ ≈ 0, 591.
Esses resultados iniciais indicam que transic¸o˜es de fase tambe´m podem emergir em
ambientes bidimensionais, possibilitando a caracterizac¸a˜o dos expoentes cr´ıticos assim
como foi realizado para buscas unidimensionais. Uma vez que o comportamento da taxa de
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Figura 6.4: Caminhada 2D para os casos µ = 3, 0, µ = 2, 0 e µ = 1, 1 considerando uma rede
quadrada 128 × 128. Nota-se que o caso bal´ıstico visita muito mais regio˜es na rede quando
comparado ao caso browniadno.
sobreviveˆncia e a localizac¸a˜o dos pontos cr´ıticos sa˜o semelhantes para diferentes estrate´gias
de caminhada, espera-se que tais poss´ıveis transic¸o˜es dependam ainda menos dos valores
µs e µt adotados, e sejam ainda menos sens´ıveis aos paraˆmetros energe´ticos do sistema,
tal como a energia inicial, o custo por passo realizado e o ganho de energia por alvo
encontrado. Ale´m disso e sobretudo, e´ muito prova´vel que o raio de visa˜o de buscador
passe a ser uma quantidade bastante interessante a ser analisada, visto que ela pode
compensar a sensibilidade da dimensa˜o do espac¸o de busca.
6.4 A F´ısica de Movimentos Ecolo´gicos: Considera-
c¸o˜es Finais
A conexa˜o entre o modelo de buscas aleato´ria apresentado neste e nos cap´ıtulos anteri-
ores com os processos de movimento ecolo´gico propriamente dito e presentes na natureza,
se faz atrave´s da quantidade Taxa de Sobreviveˆncia que fornece uma apropriada descric¸a˜o
de tais fenoˆmenos cr´ıticos nas proximidades da transic¸a˜o, sendo governada essencialmente
pela estrate´gia de busca adotada para a procura por alimentos, conforme defende a Teo-
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Figura 6.5: Taxa de sobreviveˆncia vs. a´rea de busca para alguns valores de µs e µt. Cada
conjunto de curva aborda treˆs tempos de simulac¸a˜o: t = 100, t = 400 e t = 51.200.
ria Unificada do Problema de Foraging [19]. Numa visa˜o simplista poderia-se acreditar
que a soluc¸a˜o para o problema de busca em ambientes escassos e´ resolvido seguindo-se
unicamente os resultados obtidos, ou seja, adotar o crite´rio de busca superdifusiva, (con-
forme alguns insetos demonstram fazer [115]), bastando basicamente diminuir o valor do
paraˆmetro de difusa˜o µ. Contudo, no mundo real dos ecossistemas, existem diversas limi-
tac¸o˜es f´ısicas [116] as quais impossibilitam o simples decre´scimo de µ, levando assim uma
dada espe´cie a` extinc¸a˜o se a mesma estiver sob situac¸o˜es cr´ıticas de sobreviveˆncia. Ainda
que as limitac¸o˜es sejam impostas, e´ poss´ıvel que alguns organismos buscadores sobrevivam
numa situac¸a˜o cr´ıtica durante um certo tempo te devido aos efeitos de flutuac¸o˜es ineren-
tes a fenoˆmenos f´ısicos. Evidentemente, se te −→ ∞ a espe´cie como um todo ira´ para a
extinc¸a˜o. Todavia, o tempo no qual um sistema permanece em estado cr´ıtico e´ em geral
finito, resultado de combinac¸o˜es naturais das condic¸o˜es do meio que envolvem o sistema
(por exemplo, condic¸o˜es de escassez apenas em determinados per´ıodos do ano, ciclos de
eras glaciais etc). Ainda que te seja grande, processos de selec¸a˜o natural (adaptac¸a˜o na
escolha de µ) ou eventos naturais como regenerac¸a˜o de recursos alvos ou mecanismos de
reproduc¸a˜o, podem fazer com que uma determinada espe´cie escape das regio˜es cr´ıticas se
o tempo de recuperac¸a˜o tc e´ curto o suficiente. De forma geral, esperamos que a raza˜o
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entre o tempo de sobreviveˆncia em momentos cr´ıticos te com o tempo de durac¸a˜o da
situac¸a˜o adversa tc, passa a ser um importante indicador de decaimento ou crescimento
populacional em condic¸o˜es extremas no processo de buscas por alimento [46]. Em linhas
gerais, te/tc torna-se um elemento chave na manutenc¸a˜o (ou na˜o) da espe´cie, onde fatores
biolo´gicos, clima´ticos etc (determinando tc) confrontam-se com aspectos estoca´sticos (de-
terminando te) [117]. Tais mecanismos devem ser levados em conta quando consideramos
processos de selec¸a˜o natural.
Alguns estudos teˆm argumentado que ale´m dos mecanismos relacionados a` reproduc¸a˜o
e crescimento populacional, as buscas por alimento sa˜o geradoras de pequenas pertur-
bac¸o˜es em ecossistemas variados e complexos [118]. Esse processo de busca e´ justamente
o que trata o modelo nesta tese. Entretanto, apesar de termos um modelo bastante simpli-
ficado por na˜o considerar fatores biolo´gicos fundamentais como reproduc¸a˜o, crescimento,
adaptac¸a˜o, entre outros, nenhum outro modelo ate´ enta˜o tem sido suficientemente com-
pleto ao ponto de descrever tais dinaˆmicas do ponto de vista realista. No mı´nimo, temos
um modelo que descreve alguns importantes resultados de processos de buscas aleato´rias
de Le´vy, tal como a determinac¸a˜o da melhor estrate´gia de busca em func¸a˜o da densidade
de alvos e da confirmac¸a˜o de transic¸o˜es de fase decorrentes de fenoˆmenos cr´ıticos oriundos
da limitac¸a˜o de recursos. Embora bastante simplificado, nossos resultados apontam para
a importaˆncia de flutuac¸o˜es estat´ısticas em processos biolo´gicos e suas consequeˆncias para
a manutenc¸a˜o de biodiversidade.
Capı´tulo 7
Conclusa˜o e Perspectivas
Neste trabalho apresentamos inicialmente o problema e as motivac¸o˜es de estudos em
torno do problema da busca aleato´ria (foraging problems), dando eˆnfase ao fato de que
poucos estudos ate´ enta˜o foram feitos considerando a dinaˆmica do alvo concomitantemente
a` dinaˆmica do buscador. Antes de iniciar as discusso˜es sobre os resultados obtidos nesta
tese, fizemos uma breve revisa˜o da literatura espec´ıfica que envolve a f´ısica de buscas
aleato´rias, ressaltando a importaˆncia do teorema central do limite, as caracter´ısticas de
fenoˆmenos cr´ıticos e as transic¸o˜es de fase em geral. Esses conceitos foram importantes para
a devida compreensa˜o e ana´lise dos resultados obtidos atrave´s das simulac¸o˜es nume´ricas
em torno do problema.
Uma vez que o modelo de buscas em redes unidimensionais foi apresentado, tornou-se
poss´ıvel constatar que a distribuic¸a˜o do comprimento das caminhadas a serem realizadas
sa˜o equivalentes para redes discretas e cont´ınuas, assim podendo generalizar os resultados
para uma situac¸a˜o t´ıpica dos paraˆmetros energe´ticos (energia inicial ξ0 = 100, ganho por
encontro g = 100 e custo por passo α = 1). Com isso, verificamos que o comportamento
bal´ıstico µs = µt = 1, 1 fornece uma vantagem na energia l´ıquida em regime de baixas
densidades de alvos, possibilitando afirmar que buscas superdifusivas sa˜o mais eficientes
do que buscas brownianas no limite de ambientes escassos de recursos quando estes sa˜o
destrut´ıveis. Tambe´m foi apresentada a quantidade taxa de sobreviveˆncia Γ, como uma
candidata a descrever e caracterizar as transic¸o˜es de fase que surgem no processo de buscas
aleato´rias, portanto sendo caracterizada como o paraˆmetro de ordem da transic¸a˜o.
Constatamos que tais transic¸o˜es de fase apresentam um comportamento cont´ınuo na
passagem de uma fase (sobreviveˆncia) para outra (extinc¸a˜o). Para uma apropriada carac-
terizac¸a˜o dessas transic¸o˜es, foi feita uma ana´lise de escala junto a` teoria de renormalizac¸a˜o
nume´rica fenomenolo´gica, objetivando calcular os valores dos expoentes cr´ıticos associa-
dos a` transic¸a˜o. Nesse sentido, os expoentes β ≈ 0, 42 e ν‖ ≈ 0, 57 foram obtidos para
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va´rias estrate´gias ou combinac¸o˜es de caminhada µs e µt (fixado os paraˆmetros energe´ticos
ξ0 = 100, α = 1 e g = 100) apresentando aproximadamente os mesmos valores indepen-
dente dos pares de difusa˜o adotados na busca. Um terceiro expoente foi sugerido como
sendo a distaˆncia me´dia percorrida apo´s um tempo t, motivado e se fazendo ana´logo a
um comprimento de correlac¸a˜o na regia˜o cr´ıtica das transic¸o˜es, cujo expoente ν⊥ ≈ 1, 096
foi obtido para va´rias estrate´gias de busca e seu valor foi aproximadamente igual para
qualquer combinac¸a˜o de µs,t. Como consequeˆncia direta, foi sugerido que os conjuntos
de expoentes cr´ıticos β, ν‖ e ν⊥ formam uma classe de universalidade, por independer
do tipo de caminhada adotada pelo buscador ou alvo nas regio˜es cr´ıticas. Constatou-se
que tais expoentes se assemelham aos expoentes da classe de universalidade de percolac¸a˜o
direcionada com parede, indicando que buscas aleato´rias e percolac¸a˜o direcionada esta˜o
de certa forma relacionadas. Nesse contexto, uma proposta de mapeamento foi apresen-
tada com vista no objetivo de interligar as quantidades e resultados de ambos os modelos
(random walk - RW e directed percolation with wall), explorada no apeˆndice C desta tese.
Tambe´m foi apresentado um caso particular da dinaˆmica de busca, aplicada a alvos esta´ti-
cos, cujo paraˆmetro de ordem e expoentes cr´ıticos mostraram um comportamento similar
ao caso de alvos dinaˆmicos, assim direcionando esse caso particular tambe´m para a mesma
classe de universalidade DP.
Visando compreender os limites comportamentais das transic¸o˜es de fase, foi variado
o conjunto de paraˆmetros energe´ticos no sistema. Constatou-se que a variac¸a˜o da energia
inicial (fixados α e g) tem o papel de aumentar ou diminuir o tempo de autonomia inicial
de caminhada (τ). A depender do conjunto de paraˆmetros, verificou-se que o modelo de
buscas cont´ınuas pode melhorar os valores calculados para os expoentes cr´ıticos. Tambe´m
foi observado que o aumento do custo energe´tico diminui significantemente os valores de
densidades cr´ıticas, cujas regio˜es sa˜o sens´ıveis a`s variac¸o˜es do ambiente de busca (tamanho
da rede). Interpretac¸a˜o similar tambe´m e´ va´lida para o caso onde a energia inicial cresce,
mantidos fixos α e g. A partir da´ı, tanto para o efeito do ganho energe´tico g, quanto
para a variac¸a˜o do tempo de autonomia inicial da dinaˆmica de busca, foram calculados
os expoentes cr´ıticos β e ν‖ das transic¸o˜es. Nesse sentido, os resultados indicam que os
expoentes cr´ıticos dependem do tipo de conjunto de paraˆmetros energe´ticos adotados, e
permanecem inalterados caso a variac¸a˜o de tais paraˆmetros ocorra de forma proporcional.
Quanto a`s densidades cr´ıticas, foi visto que elas dependem apenas da raza˜o g/α, ou seja,
do quanto se ganha pelo quanto se perde de energia. Com estas ana´lises, torna-se poss´ıvel
sugerir que os paraˆmetros energe´ticos teˆm pape´is relevantes na dinaˆmica do sistema (ou
seja, nas transic¸o˜es de fase), podendo influenciar nos valores cr´ıticos, consequentemente
na classe de universalidade do modelo a` partir dos paraˆmetros t´ıpicos adotados, levando
ao surgimento de classes de classes de universalidade.
Por fim, mostramos alguns resultados iniciais de buscas em ambientes 2D, nos quais o
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comportamento da energia e da taxa de sobreviveˆncia indicam fortemente a existeˆncia de
transic¸o˜es de fase tambe´m nessa dimensa˜o de busca. Os resultados tambe´m mostraram
que o processo de busca e´ menos sens´ıvel a`s mudanc¸as em µs e µt, uma vez que as regio˜es
cr´ıticas, em muitos dos pares de caminhada adotados, apresentam as mesmas densidades
cr´ıticas.
Em suma, destaca-se que as transic¸o˜es de fase em buscas aleato´rias fornecem uma nova
abordagem importante a` compreensa˜o de fenoˆmenos cr´ıticos associados ao mecanismo de
busca em condic¸o˜es escassas de recursos de interesse, onde as caracter´ısticas dinaˆmicas
dos paraˆmetros energe´ticos inerentes ao sistema, bem como as estrate´gias que guiam as
buscas, sa˜o fatores fundamentais para a garantia de sucesso e sobreviveˆncia de uma dada
espe´cie.
Os estudos abordados nesta tese sugerem va´rias perspectivas de trabalhos futuros,
tais como:
1. Fazer a associac¸a˜o entre processos de buscas aleato´rias e Teoria de Jogos, com o
objetivo de analisar o comportamento da dinaˆmica quando uma terceira espe´cie e´
inserida no sistema. Tais estudos seriam direcionados para a resposta da pergunta:
qual e´ a estrate´gia de caminhada mais eficiente que garante a sobreviveˆncia quando
e´ necessa´rio capturar um tipo de alvo A e escapar de um predador B?
2. Otimizar o algoritmo de busca de forma que seja poss´ıvel fazer simulac¸o˜es para
maiores valores de tempo de caminhada t, gerando um menor tempo de processa-
mento computacional, buscando melhorar os valores calculados dos expoentes cr´ıti-
cos;
3. Explorar os resultados oriundos do modelo de buscas no espac¸o cont´ınuo, visando
calcular os expoentes cr´ıticos mesmo nas situac¸o˜es onde a regia˜o cr´ıtica e´ sens´ıvel
a` variac¸a˜o dos comprimentos de rede simulados. Dessa forma sera´ poss´ıvel cal-
cular os expoentes cr´ıticos para quaisquer combinac¸o˜es de paraˆmetros energe´ticos,
associando tais expoentes as suas respectivas classes de universalidade;
4. Analisar os efeitos de velocidade de locomoc¸a˜o e do raio de visa˜o na dinaˆmica de
busca, motivado no fato de que muitas espe´cies de animais apresentam diferentes
velocidades de captura, bem como distintos raios de visa˜o no qual o alvo e´ detectado;
5. Calcular os expoentes cr´ıticos para o processo de busca 2D, comparando tais ex-
poentes para diferentes condic¸o˜es de contorno;
6. Caracterizar as quantidades oriundas do processo de percolac¸a˜o no contexto de
buscas aleato´rias, assim calculando os expoentes cr´ıticos associados a`s configurac¸o˜es
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dos clusters formados na rede, possibilitando a comparac¸a˜o de tais expoentes com os
obtidos nesta tese. Assim o mapeamento Percolac¸a˜o Direcionada - Busca Aleato´ria
podera´ ser finalizado.
Apeˆndice A
O Me´todo de Inversa˜o
O me´todo da inversa˜o1 tem como finalidade dar o suporte matema´tico para correta-
mente gerar o comprimento dos passos sorteados pelo buscador e alvos durante a dinaˆmica
de busca. Ele tem como base as conceitos fundamentais das leis de probabilidade, dentre os
quais encontramos aquele que da´ a ferramenta matema´tica para gerar valores aleato´rios
a partir de uma distribuic¸a˜o arbitra´ria de interesse que os governam. Basicamente o
me´todo trabalha com as transformac¸o˜es inversas de func¸o˜es ou distribuic¸o˜es. Para tanto,
e´ necessa´rio lembrar alguns conceitos elementares de transformac¸o˜es inversas, tal como
vemos a seguir.
Duas func¸o˜es f e g sa˜o inversas uma da outra se, e somente se, f(g(x)) = x e g(f(x)) =
x. Nesse caso, denotamos g como f−1 como sendo a inversa de f . E´ importante salientar
que nem toda func¸a˜o f tem sua respectiva inversa f−1. Mas uma vez provado que a func¸a˜o
inversa de y = f(x) existe, podemos determina´-la simplesmente fazendo x em func¸a˜o de
y. Por exemplo, para y = f(x) = ax+ b, enta˜o x = (y− b)/a e f−1(y) = (y− b)/a. Como
x e´ uma varia´vel independente, enta˜o a func¸a˜o inversa de f(x) e´ f−1(x) = (x− b)/a para
todo a 6= 0. Compreendido o conceito de func¸a˜o inversa, seguimos para o me´todo.
Seja uma func¸a˜o distribuic¸a˜o de probabilidade uniforme p(x) tal que:
p(x)dx =
{
dx, se 0 < x < 1
0, se x ≤ 0 ou x ≥ 1 (A.1)
∫ ∞
−∞
p(x)dx = 1 (A.2)
O objetivo e´ transformar p(x) numa distribuic¸a˜o de probabilidade na˜o-uniforme p(y).
As leis que governam sistemas probabil´ısticos [66] nos garante que tal transformac¸a˜o e´
1O me´todo aqui apresentado foi baseado na literatura correspondente, bem como no trabalho de
Bartumeus, F. [102].
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estabelecida se
|p(y)dy| = |p(x)dx| −→ p(y) = p(x)
∣∣∣∣dxdy
∣∣∣∣ (A.3)
Para que essa distribuic¸a˜o p(y) seja dada por uma func¸a˜o f(y), enta˜o:
f(y) = p(y) = p(x)
∣∣∣∣dxdy
∣∣∣∣ (A.4)
Portanto e´ poss´ıvel relacionar uma varia´vel aleato´ria x de uma func¸a˜o distribuic¸a˜o p(x)
com uma varia´vel aleato´ria y da func¸a˜o de distribuic¸a˜o p(y). Considerando que x e´ uma
varia´vel distribu´ıda de forma uniforme no intervalo [0, 1] e p(x) e´ uma constante, enta˜o:
f(y) =
dx
dy
(A.5)
que tem como soluc¸a˜o
x = F (y) =
∫ y
−∞
f(z)d(z) (A.6)
A equac¸a˜o acima nos diz que: dada uma varia´vel aleato´ria x, enta˜o obtemos uma outra
varia´vel aleato´ria y. Assim, se x = F (y) enta˜o precisamos apenas calcular a sua inversa
F−1 para obtermos y em func¸a˜o de x, ou seja:
y(x) = F−1(x) (A.7)
que existira´ se conseguirmos calcular a integral em A.6 e a func¸a˜o inversa em A.7. Em
suma, o me´todo da inversa˜o para gerar varia´veis aleato´rias a partir de uma dada dis-
tribuic¸a˜o de probabilidade p(x), e´ baseado nos passos:
1. Calcular a func¸a˜o distribuic¸a˜o normalizada de p(x):
F (x) =
∫ ∞
−∞
f(x)d(x) = 1 (A.8)
2. Calcular a func¸a˜o cumulativa para uma certa varia´vel x:
u(x) =
∫ x
xmin
p(y)dy (A.9)
onde xmin ≤ y < x e 0 ≤ u(x) ≤ 1.
3. Por fim, obter a inversa de u(x), x = F−1(u)
Aplicando o me´todo para a nossa func¸a˜o distribuic¸a˜o de interesse p(`) = `−µ (que nesse
caso e´ uma func¸a˜o tipo lei de poteˆncia com expoente −µ), poderemos gerar comprimentos
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de passos ` aleato´rios conforme a distribuic¸a˜o p(`). Para essa caso, e´ importante notar
que a func¸a˜o distribuic¸a˜o tem um limite inferior em ` = 1, visto que para todo ` < 1, a
func¸a˜o diverge de tal forma que a impossibilita de ser normalizada. Assim,
∫ ∞
1
β`−µd` = 1 (A.10)
onde β e´ uma constante que torna p(`) normalizada (conforme o passo 1 do me´todo).
Resolvendo, temos:
β
`−µ+1
−µ+ 1
∣∣∣∞
1
= 1
β
[
lim
`→∞
(
`−µ+1
−µ+ 1 −
1
−µ+ 1
)]
= 1
β
−µ+ 1
[
lim
`→∞
`−µ+1 − 1
]
= 1
(A.11)
O limite na equac¸a˜o acima existe somente se µ > 1. Nesse caso,
β
−µ+ 1[0− 1] = 1
β = µ− 1
(A.12)
Dessa forma obtemos a F (`). Logo,
F (`) =
∫ `
1
(µ− 1)`−µd` = (µ− 1)
∫ `
1
`−µd`
= (µ− 1)
[
`1−µ
1− µ
]`
1
=
−(1− µ)
1− µ
[
`1−µ − 1]
= 1− `1−µ
(A.13)
Assim,
u(`) = F (`) = 1− `1−µ (A.14)
onde u(`) acima tem o mesmo comportamento estat´ıstico para
u(`) = `1−µ (A.15)
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e finalmente,
` = u(`)1/(1−µ), para µ > 1 (A.16)
onde u(`) e´ justamente uma varia´vel aleato´ria distribu´ıda no intervalo [0, 1].
Na pra´tica, essa e´ a equac¸a˜o usada para gerar os passos aleato´rios dos caminhantes,
cujo comportamento de difusa˜o vai depender do expoente µ adotado. Importante observar
a necessidade de µ > 1 para que a distribuic¸a˜o de passos seja normalizada, ale´m da
simplicidade e elegaˆncia que a equac¸a˜o 2.35 tem para gerar caminhadas que va˜o desde o
comportamento browniano µ ≥ 3 ate´ o movimento bal´ıstico µ→ 1+.
Apeˆndice B
O Algoritmo de Busca
Os algoritmos de buscas sa˜o fundamentalmente guiados pela dinaˆmica do modelo de
caminhada do buscador e do alvo. Entretanto, a correta implementac¸a˜o de tal modelo na
forma de co´digos computacionais, exige um cuidado em relac¸a˜o a` lo´gica que governa as
equac¸o˜es de movimento, tal que todas as possibilidade de caminhadas tanto do buscador
quanto do alvo, devem ser levadas em considerac¸a˜o. No caso unidimensional, tais relac¸o˜es
e possibilidades tornam-se um pouco mais simples porque o movimento se faz ao longo de
uma linha reta, e portanto as equac¸o˜es de movimento (tomando velocidades constantes,
conforme o modelo) sa˜o lineares e a func¸a˜o distaˆncia entre os organismos depende linear-
mente do tempo. Ja´ no caso 2D, apesar de tambe´m existir uma equac¸a˜o de movimento
linear com o tempo, a func¸a˜o distaˆncia entre os organismos na˜o dependem mais liner-
mente com t, e sim parabolicamente. Isso induz numa maior complexidade de ana´lises de
encontros, principalmente quando as condic¸o˜es de contorno sa˜o levadas em considerac¸a˜o.
Afim de apresentar as principais observac¸o˜es a` respeito desses processos de buscas, as
sesso˜es a seguir abordam algumas dessas condic¸o˜es efetivas de forma que a dinaˆmica siga
fielmente o modelo proposto.
B.1 Dinaˆmica 1D
Antes de iniciar a construc¸a˜o algor´ıtmica na situac¸a˜o 1D, vale relembrar as regras de
movimento para esse caso:
1. Simulac¸a˜o considerando dois caminhantes aleato´rios - buscador e alvo - com ve-
locidades escalares constantes e ideˆnticas vb = va = 1, sob condic¸o˜es perio´dicas de
contorno, cujo comprimento dos passos e´ calculado atrave´s da equac¸a˜o,
`j ∼ u1/(1−µ)j (B.1)
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onde uj e´ uma varia´vel aleato´ria distribu´ıda no intervalo (0,1) e µ e´ o paraˆmetro
de difusa˜o que caracteriza o tipo de caminhada dos organismos, indo desde caso
browniano µ ≥ 3 ate´ o caso bal´ıstico µ −→ 1+;
2. Assim, o buscador e o alvo iniciam numa posic¸a˜o aleato´ria xbi e x
a
i de uma rede de
tamanho z;
3. De forma aleato´ria, o buscador e o alvo escolhem um sentido de movimento com
probabilidade 1/2 de ir para a direita va,b+ ou para esquerda va,b−. E´ escolhido
um tamanho de caminhada para o buscador e para o alvo (τb e τa respectivamente),
obedecendo a condic¸a˜o rv < τa,b ≤ z/2;
4. Uma energia ξ e´ associada a` dinaˆmica do buscador, possibilitando analisar o custo
energe´tico de locomoc¸a˜o durante o processo de busca. Iniciamente temos ξ = ξ0 e
a cada caminhada j executada, o buscador perde uma energia αj. Aqui assumimos
que αj = α`j , onde α e´ uma constante, ou seja, o custo energe´tico e´ diretamente
proporcional ao quanto se locomove;
5. O buscador verifica a possibilidade de encontro com alvo durante o seu deslocamento
ate´ chegar em xbf , estipulado por τb. Na˜o ocorrendo encontro, a etapa de escolha de
direc¸a˜o e comprimento de caminhadas e´ reiniciada;
6. Caso ocorra um encontro, enta˜o uma energia g e´ somada a ξ(t), uma nova configura-
c¸a˜o de movimento e´ escolhida e um novo alvo surge numa posic¸a˜o aleato´ria da rede,
tal que xai 6∈ [xbi − rv, xbi + rv], para que na˜o ocorra absorc¸a˜o energe´tica do buscador
sem ao mı´nimo ter uma dinaˆmica de movimento de 1 passo no sistema, fornecendo
portanto dinamicidade ao modelo.
Estabelecidas as regras de movimento, em t0 teremos x
b
i , x
a
i , τb e τa de maneira que,
xb = xbi + vbt (B.2)
xa = xai + vat (B.3)
sa˜o as esquac¸o˜es de movimento de buscador e do alvo. vb,a = +1 se o movimento e´ para
a direita e vb,a = −1 para esquerda. E,
xbf = x
b
i + vbτb (B.4)
xaf = x
a
i + vaτa (B.5)
sa˜o as posic¸o˜es finais respectivamente do buscador e do alvo. A partir dessas equac¸o˜es, a
dinaˆmica e´ iniciada.
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Para que sejam analisados os processos de encontros via equac¸a˜o de movimento, e´
necessa´rio considerar o menor dos tempos τb ou τa para que as equac¸o˜es de movimento
possam ser analisadas. Definiremos esse menor dos tempos como sendo t˜. Um detalhe
importante e´ que depois de um certo tempo t de simulac¸a˜o, ao entrar na rotina de condic¸a˜o
de contato, e´ necessa´rio verificar se t+ t˜ e´ maior do que o tmax estipulado para a simulac¸a˜o.
Se assim ocorrer, t˜ e´ automaticamente reconfigurado como sendo t˜ = tmax− t. Observado
esse detalhe, o pro´ximo passo e´ analisar o sentido do movimento dos caminhantes. Assim,
as possibilidades sa˜o:
1. Se (vb+, va+) ou (vb−, va−), enta˜o na˜o ha´ encontro porque ambos esta˜o caminhando
num mesmo sentido;
2. Se (vb−, va+ e xbi > xai , enta˜o e´ poss´ıvel ter encontro. Utilizando as equac¸o˜es de
movimento, tal encontro ira´ acontecer se
(xb − xa) = rv (B.6)
Ou seja:
t =
(xbi − xai )− rv
2
(B.7)
Logo, se t ≤ t˜, enta˜o ocorrera´ encontro entre buscador e alvo.
3. Se (vb+, va−) e xbi > xai , tambe´m e´ poss´ıvel ocorrer encontro devido a`s condic¸o˜es
perio´dicas da rede. O tempo de encontro sera´ na condic¸a˜o
xb − xa = z − rv (B.8)
que resulta em:
t =
z − (xbi − xai )− rv
2
(B.9)
De forma ana´loga ao item anterior, se t ≤ t˜, enta˜o ocorrera´ encontro entre buscador
e alvo.
4. Se (vb+, va−) e xai > xbi , ou, (vb−, va+) e xai > xbi , casos de poss´ıvel encontro, onde
t e´ analisado conforme itens anteriores.
Para os casos onde ha´ encontro, novas direc¸o˜es e tamanhos de caminhada τ sa˜o sortea-
dos. Caso na˜o existam os encontros, enta˜o uma nova configurac¸a˜o caminhada e´ fornecida
para o organismo que gerou t˜, enquanto que o outro organismo continua com sua confi-
gurac¸a˜o de movimento descontado o tempo t˜ do seu respectivo tempo total.
Com uma certa frequeˆncia de tempos k, a simulac¸a˜o e´ “congelada” para averiguac¸a˜o
da energia do buscador em k, ou seja, ξ(k). Ao final de um tmax, um conjunto de valores
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ξ(k) e´ formado, fazendo sentido a` evoluc¸a˜o energe´tica do buscador. Esse procedimento e´
realizado para cada tamanho de rede no intervalo de altas ate´ baixas densidades, gerando
conjuntos ξ(k, z). Para que haja uma ana´lise estat´ıstica dos dados energe´ticos ou para
determinar uma taxa de sobreviveˆncia dos buscadores, e´ necessa´rio realizar o procecimento
paraM processos de busca, assim gerando as quantidades 〈ξ(z, t)〉 e Γ(z, t). Por sua vez, a
estat´ıstica de Γ(z, t) e´ obtida apo´s a realizac¸a˜o de R repetic¸o˜es de todo esse procedimento.
Nos resultados obtidos nessa tese, assumimos tmax = 51200, M = 10
4 e R = 102.
B.2 Dinaˆmica 2D
Semelhante ao caso 1D, consideramos a caminhada aleato´ria de um buscador e um
alvo, ambos com velocidades constantes e unita´rias. O ambiente de busca ocorre numa
rede quadrada z × z, onde as bordas da rede sa˜o levadas em considerac¸a˜o. O valor
sorteado do tamanho das caminhadas tambe´m e´ obtido atrave´s da distribuic¸a˜o de Le´vy
`j ∼ u1/(1−µ)j . A dinaˆmica de caminhada nessa dimensa˜o seguem as regras:
1. Buscador e alvo iniciando em posic¸o˜es (xbi , y
b
i ) e (x
a
i , y
a
i ) aleato´rias da rede quadrada
z × z;
2. Aleatoriamente, o buscador e o alvo escolhem um sentido de movimento (podendo
ser qualquer valor no intervalo [0, 2pi] e um tamanho do voo τb e τa;
3. A cada voo j executado, o buscador perde uma energia αj proporcional a` distaˆncia
viajada.
4. O buscador, durante o voo, verifica se o alvo esta´ em seu raio de visa˜o rv. Se nenhum
alvo for detectado depois de τb, enta˜o o buscador retorna ao passo 2;
5. Se o alvo for detectado, enta˜o ele e´ eliminado e o buscador ganha uma energia
constante g e retorna ao passo 2. A partir da´ı um novo alvo e´ criado na rede, de forma
que (xai , y
a
i ) na˜o pertenc¸a a` regia˜o circular rv do buscador, ou seja, x
2,b
i + y
2,b
i = r
2
v;
6. Se o buscador ou o alvo, durante a caminhada, intercepta alguma borda ou ve´rtice
da rede, enta˜o a caminhada e´ truncada. Uma nova configurac¸a˜o de movimento e´
estabelecida, de forma a na˜o ter movimentos fora da rede.
Assim, inicialmente temos:
Buscador - localizac¸a˜o (xbi , y
b
i ), comprimento τb, velocidade vb e direc¸a˜o de movimento θ
b
Alvo - localizac¸a˜o (xai , y
a
i ), comprimento τa, velocidade va e direc¸a˜o de movimento θ
a
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E as posic¸o˜es finais:
Buscador:
{
xbf = x
b
i + τbcosθ
b
ybf = y
b
i + τbsenθ
b
}
(B.10)
Alvo:
{
xaf = x
a
i + τacosθ
a
yaf = y
a
i + τasenθ
a
}
(B.11)
E as equac¸o˜es de movimento:
Buscador:
{
xb = xbi + vbcos(θ
b)t
yb = ybi + vbsen(θ
b)t
}
(B.12)
Alvo:
{
xa = xai + vacos(θ
a)t
ya = yai + vasen(θ
a)t
}
(B.13)
Ana´logo ao caso 1D, para fazer as ana´lises de encontro e´ necessa´rio tomar o menor
tempo entre τb e τa., ou seja, t˜. Nesse tempo, cada organismo tera´ um deslocamento
linear na rede e proporcional ao tempo, de modo que a distaˆncia entre ambos em func¸a˜o
do tempo e´ dada por:
db,a(t) =
{[
xb(t)− xa(t)]2 + [yb(t)− ya(t)]2}1/2 (B.14)
Logo, a distaˆncia entre buscador e alvo pode ser definida da forma f(t) ≡ d2b,a(t) tal que:
f(t) = at2 + bt+ c (B.15)
onde a, b e c sa˜o constantes obtidas a partir da Eq. B.14. Enta˜o precisamos responder
a` pergunta: a distaˆncia entre o alvo e o buscador pode ser igual ou menor que rv no
intervalo de tempo [0, t˜]? Se esse tempo existir, o definiremos como t∗. Definindo γ ≡ r2v
o problema matema´tico passa a ser:
=⇒ Seja a func¸a˜o f(t) = at2 + bt+ c no limite de t ∈ [0, t˜]. Assumindo γ ≥ 0, existe
um t = t∗ tal que f(t∗) ≤ γ com 0 ≤ t∗ ≤ t˜?
A soluc¸a˜o desse problema baseia-se nas propriedades elementares de func¸o˜es quadra´ti-
cas, onde f(t) e´ uma para´bola. Logo, para algumas ana´lises das constantes a, b e c, e´
poss´ıvel saber as condic¸o˜es onde ha´ ou na˜o ha´ soluc¸a˜o para o problema. De posse de
tais condic¸o˜es, o co´digo computacional e´ constru´ıdo. Algumas informac¸a˜o, contudo, sa˜o
importantes:
113
• Para cada direc¸a˜o e comprimento de voo escolhido, e´ necessa´rio saber se a posic¸a˜o
final do caminhante esta´ para ale´m dos limites da rede. Nesse caso, se faz necessa´rio
limitar a trajeto´ria ate´ a borda da rede, portanto truncando a caminhada nesse
limite;
• A descric¸a˜o do algoritmo ate´ aqui abordou apenas 1 buscador e 1 alvo. Entretanto
e´ poss´ıvel realizar esse mesmo mecanismo com 1 buscador e va´rios alvos, com o
cuidado de guardar as informac¸o˜es de estado de cada organismo dinaˆmico na rede.
Nesse caso, o procedimento a ser tomado e´:
– Dentre todos os organismos que esta˜o caminhando, definir t˜ como a menor
distaˆncia viajada por um dos organismos.
– No intervalor de tempo 0 ≤ t ≤ t˜, para cada alvo n determinar se ha´ contato
com o buscador.
– Caso positivo, determinar os valores t∗ e fazer a captura do alvo que apresenar
o menor t∗, ou seja, capturar o que se encontra mais pro´ximo.
– Ao passo que um alvo e´ capturado, os demais alvos continuam a caminhar na
rede.
– Executar este procedimento ate´ que um tempo ma´ximo seja estabelecido, gerando
de tempos em tempos as quantidades de interesse.
Em resumo sa˜o esses os algoritmos associados ao modelo de busca. A implementac¸a˜o
dos mesmos, atrave´s da linguagem computacional FORTRAN ou C, por exemplo, origina
a edic¸a˜o de algumas centenas de linhas de co´digos, decorrentes das va´rias combinac¸o˜es e
condic¸o˜es poss´ıveis de movimento dos organismos na rede. Apesar da complexidade de
implementac¸a˜o, os algoritmos supracitados possibilitam gerar variantes de movimento no
modelo de busca, tal como variar os paraˆmetros energe´ticos (cap´ıtulo 6) ou, como perspec-
tiva de trabalho, variar o raio de visa˜o como uma lei de poteˆncia e modelar caminhadas
na˜o-markovianas.
Apeˆndice C
Uma Proposta de Mapeamento:
Busca Aleato´ria 
 Percolac¸a˜o Direcionada
C.1 Um Breve Resumo da Teoria de Percolac¸a˜o
A teoria de percolac¸a˜o, ale´m de ser uma importante a´rea em fenoˆmenos cr´ıticos e tran-
sic¸o˜es de fase, tem como base apenas argumentos probabil´ısticos. Inicialmente, entender
como um “fluido” se desloca ao longo de um “meio” [119], tornou-se uma das grandes mo-
tivac¸o˜es consequentes dessa teoria. Exemplos mais pra´ticos esta˜o relacionados ao estudo
da propagac¸a˜o da a´gua deslocando o´leo em rochas porosas, ou da propagac¸a˜o e inter-
conexa˜o de fissuras e rupturas em rochas e materias de engenharia. Dentro dessa linha
de aplicac¸o˜es, um ramo bastante estudado da teoria e´ a Percolac¸a˜o Direcionada (Directed
Percolation - DP), onde o sentido de propagac¸a˜o se faz numa determinada direc¸a˜o, ou
seja, uma variante anisotro´pica da teoria de percolac¸a˜o usual. Muitas sa˜o as aplicac¸o˜es
nesse caso, tal como processos epideˆmicos [120], colapsos em pol´ımeros ramificados [121],
evoluc¸a˜o gala´tica [122] etc.
Basicamente a definic¸a˜o de percolac¸a˜o e´ da seguinte forma: seja uma rede n-dimensional
composta por s´ıtios que podem estar no estado ativo (“ocupado”) ou no estado inativo
(“vazio”). A probabilidade de cada s´ıtio estar ativo chamamos de p (probabilidade de
ocupac¸a˜o) e independe do estado dos s´ıtios vizinhos. Dessa forma, o conjunto de s´ıtios
vizinhos ocupados denomina-se como um cluster, ou seja, uma regia˜o composta por s´ıtios
ativos. Nos casos extremos, podemos esperar que para p → 0 (p 6= 0), praticamente so´
temos s´ıtios ativos que esta˜o isolados e, portanto, na˜o formam clusters. Se p→ 1 (p 6= 1),
observa-se muitos s´ıtios ocupados, formando clusters que se estendem (ou seja, que perco-
lam) por toda a rede. A figura C.1 ilustra dois exemplos onde ocorre (ou na˜o) a percolac¸a˜o.
Se p varia no intervalo [0, pc) podera´ haver formac¸a˜o de clusters mas na˜o o suficiente para
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Figura C.1: Nesta figura podemos ver o caso onde na˜o ha´ percolac¸a˜o (figura a` esquerda) e onde
ha´ percolac¸a˜o (figura a` direita) em uma rede quadrada finita 8×8. Em ambas as figuras existem
mais de 1 cluster. Mas e´ apenas o cluster em vermelho (formado por s´ıtios ativos, onde cada
s´ıtio apresenta ao menos 1 s´ıtio vizinho ativo) que consegue atravessar a rede de um lado a outro,
portanto percolando.
ter uma percolac¸a˜o. Por outro lado, se p ∈ [pc, 1] ha´ formac¸a˜o de clusters que atravessam
a rede. Ao variar continuamente p, verifica-se que e´ justamente em pc (probabilidade
cr´ıtica de ativac¸a˜o dos s´ıtios) em que ao menos 1 cluster percola. A transic¸a˜o entre as
fases de percolar e na˜o-percolar, e´ uma transic¸a˜o geome´trica onde o paraˆmetro pc e´ bem
definido no limite termodinaˆmico, ou seja, considerando redes infinitas. Para o caso de
redes finitas, e´ necessa´rio se apropriar da teoria de escala e me´todos de renormalizac¸a˜o
nume´rica para estimar o valor pc.
Existem dois tipos ba´sicos de percolac¸a˜o: a percolac¸a˜o por s´ıtio (Site Percolation) e
a percolac¸a˜o por ligac¸a˜o (Bond Percolation). A percolac¸a˜o por s´ıtio e´ definida conforme
discutido anteriormente (ver figura C.1, em que cada s´ıtio da rede e´ ativo aleatoriamente
com probabilidade p ou inativo com prababilidade q = 1 − p e os clusters sa˜o grupos
de s´ıtios vizinhos ativos). Ja´ na percolac¸a˜o por ligac¸a˜o, a linha que conecta dois s´ıtios
vizinhos e´ definida como uma ligac¸a˜o entre s´ıtios na rede. Assim, cada linha pode ser
uma ligac¸a˜o aberta (ou simplesmente existindo a ligac¸a˜o) ou uma linha fechada (quando
na˜o ha´ ligac¸a˜o). Na figura C.2, ilustramos esse caso.
Com a definic¸a˜o ba´sica estabelecida, torna-se necessa´rio definir algumas quantidades
para entender melhor a f´ısica/matema´tica envolvidas em tais sistemas. As principais sa˜o
as seguintes:
• Nu´mero me´dio de s-cluster por s´ıtio (ns): um determinado cluster tem seu tamanho
determinado pelo nu´mero s de s´ıtios ativos. A raza˜o entre o nu´mero de clusters de
tamanho s (que e´ chamado de s-clusters) e o nu´mero total de s´ıtios na rede, e´
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Figura C.2: Um exemplo de uma percolac¸a˜o por ligac¸a˜o - bond percolation. A percolac¸a˜o existe
uma vez que a rede foi conectada de um extremo ao outro por ligac¸o˜es entre s´ıtios, denotado
pela linha em vermelho.
chamado de cluster nu´mero ns que, obviamente, depende da probabilidade p de
ocupac¸a˜o (ou ligac¸a˜o) dos s´ıtios.
• Probabilidade de percolac¸a˜o (P ): e´ a probabilidade de que um s´ıtio arbitra´rio (ativo
ou na˜o) pertenc¸a ao cluster que percola pela rede, ou seja, corresponde a` frac¸a˜o de
s´ıtios ativos (perante ao total de s´ıtios ativos) que pertencem a tal cluster. Assim,
espera-se que P = 0 para p < pc. Enta˜o, a frac¸a˜o P0 dos s´ıtios ocupados que
pertencem ao cluster que percola, e´ P0 = P/p. Uma vez que cada s´ıtio pode estar
em treˆs distintos estados, inativo com probabilidade q = 1− p, ativo e pertencer ao
cluster que percola com probabilidade P ou pertencer a qualquer outro cluster com
probabilidade p−P , e definindo sns como a probabilidade de qualquer s´ıtio pertencer
a um s-cluster, enta˜o
∑
s sns, s = 1, 2, ... equivale justamente a` p − P . Tendo
informac¸a˜o de ns(p), e´ poss´ıvel calcular P (p) atrave´s de simulac¸o˜es computacionais
utilizando o me´todo de Monte Carlo [123]. O resultado qualitativo e´ representado
pela figura C.3.
• Tamanho me´dio do cluster S: que pode ser obtido por
S =
∑
s
wss =
∑
s s
2ns∑
s sns
(C.1)
onde ws = sns/
∑
s sns corresponde a` probabilidade de que um cluster contenha
exatamente s s´ıtios.
• Func¸a˜o de correlac¸a˜o g(r): e´ a probabilidade de que um s´ıtio, a uma distaˆncia r de
um s´ıtio ocupado num cluster, esteja tambe´m ocupado e pertenc¸a ao mesmo cluster.
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• Comprimento de correlac¸a˜o ξ: que e´ definido como a distaˆncia me´dia entre dois
s´ıtios pertencentes a um mesmo cluster, dada por ξ2 =
∑
r r
2g(r)/
∑
r g(r).
0
1
p
P(p)
c
p
Figura C.3: Aspecto qualitativo da probabilidade de percolac¸a˜o P em func¸a˜o da probabilidade
de ativac¸a˜o dos s´ıtios p.
Algumas dessas quantidades esta˜o relacionadas com o paraˆmetro p atrave´s de leis de
escala, que sa˜o utilizadas em sistemas de tamanho finito (fora do limite termodinaˆmico),
conforme equac¸o˜es 2.43 e sessa˜o 2.6.11. Dessa maneira, torna-se poss´ıvel estimar as proba-
bilidades cr´ıticas pc em que o sistema comec¸a a percolar e os expoentes cr´ıticos associados
a`s transic¸o˜es de fase para uma determinada geometria ou dimensa˜o de rede. Como exem-
plo, as tabelas a seguir mostram alguns desses valores [109, 124]:
Probabilidades Cr´ıticas pc
Percolac¸a˜o Usual Percolac¸a˜o Direcionada
Rede site bond site bond
quadrada 0,59275 0,5000 0,705489 0,644701
triangular 0,5000 0,34729 0,595646 0,478018
cu´bica (SC) 0,31117 0,2492 0,435 0,383
Percolac¸a˜o Usual
Expoentes d = 2 d = 3
α −2/3 -0,6
β 5/36 0,4
γ 43/18 1,8
Percolac¸a˜o Direcionada
Expoentes d = 2 d = 2 Absorvente d = 3
β 0,2764 0,7338 0,59
ν‖ 1,7338 1,7339
ν⊥ 1,0969 1,0969
Tabela C.1: Probabilidades cr´ıticas para algumas geometrias de rede e expoentes cr´ıticos para
d = 2 e d = 3 obtidos na percolac¸a˜o usual e direcionada.
1Para mais detalhes, ver Introduction to Percolation Theory, Stauffer D., 1985 [124].
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C.2 Percolac¸a˜o numa Rede Quadrada com Estado
Absorvedor
Na percolac¸a˜o direcionada, a ligac¸a˜o entre dois s´ıtios vizinhos quaisquer permite um
u´nico sentido de percurso entre ambos, sendo este direcionamento representado por uma
seta. Esse sentido de direcionamento pode ser imaginado por porc¸o˜es de um certo flu-
ido que, devido ao efeito gravitacional, por exemplo, fluem num meio poroso no sentido
de cima para baixo. Considerando uma rede quadrada, onde tal “fluido” inicialmente
encontra-se num s´ıtio ativo arbitra´rio da rede em t = 0, dizemos que no tempo t+1 existe
uma probabilidade p do s´ıtio vizinho se conectar com esse s´ıtio ativo. Neste contexto,
e´ conveniente desenhar a rede quadrada na forma diagonal, com a origem em um dos
ve´rtices. Essa e´ uma maneira fa´cil de visualizar a percolac¸a˜o direcionada por ligac¸o˜es
numa rede quadrada. Assim, construimos linhas imagina´rias, sendo a linha 0 passando
pela origem da rede (u´nico s´ıtio, por definic¸a˜o ativo), a linha 1 passando pelos pro´ximos
dois s´ıtios vizinhos, e assim sucessivamente ate´ a N-e´sima linha que conte´m N + 1 s´ıtios
na base, conforme ilustrac¸a˜o a seguir.
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linha 1
linha 2
linha 3
linha 4
linha 5
linha 0
INATIVO
ATIVO
(a)
(b)
D
ireção Percolação
LIGAÇÃO ABERTA
Figura C.4: Rede quadrada no forma diagonal. Um s´ıtio na linha l apenas sera´ ativado se
houver, no mı´nimo, 1 s´ıtio na linha l− 1 ativado. Em (a) temos o caso onde a probabilidade de
conexa˜o e´ ma´xima p = 1, portanto todas as ligac¸o˜es sa˜o abertas, formando assim um u´nico e
grande cluster. Em (b), um exemplo onde 0 < p < 1, onde nem todas as ligac¸o˜es esta˜o abertas.
Nesses casos, todos os clusters formados necessariamente esta˜o conectado a` fonte/origem. A
percolac¸a˜o existe quando ha´ ao menos 1 cluster que vai do s´ıtio/fonte na linha 0 ate´ algum s´ıtio
ativo na N-e´sima linha e extremo da rede.
Nesse tipo de sistema, a direc¸a˜o de percolac¸a˜o muitas vezes e´ considerada como a
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dimensa˜o temporal, enquanto que as demais direc¸o˜es compo˜em as dimenso˜es espaciais.
Aqui vamos considerar um sistema de dimensa˜o(1+1) [125, 126]. Nestes termos, a rede
quadrada pode ser descrita por pontos no plano t − x com coordenadas inteiras tal que
t ≥ 0 e (t = 0, x = 0) corresponde ao ponto origem na linha 0 da figura C.4. Na linha 1
teremos 2 s´ıtios com coordenadas (t+ 1, x± 1), linha 2 teremos 3 s´ıtios com coordenadas
(t+2, x±2) mais o ponto (t+2, 0) e assim sucessivamente. Observa-se que na n-e´sima linha
teremos n+ 1 s´ıtios, cuja localizac¸a˜o dos pontos extremos encontram-se em [t+ n, x± n]
e a distaˆncia entre os demais s´ıtios vizinhos na mesma linha sendo igual a 2 unidades
de comprimento. A partir do s´ıtio ativo no ve´rtice origem (0,0), todas as ligac¸o˜es teˆm
probabilidade p de serem abertas. Nas demais linhas, a probabilidade p de uma ligac¸a˜o
estar aberta para um dado s´ıtio so´ existe se um dos s´ıtios vizinhos na linha anterior
estiver ativo. Essas regras, portanto, permite uma determinada configurac¸a˜o de estados
ligados entre s´ıtios numa rede quadrada diagonalizada com paraˆmetro de conectividade
p, conforme ilustrado em (b) da figura C.4.
Uma variante dos sistemas percolativos direcionados, ocorre quando ha´ algum pro-
cesso absorvente na dinaˆmica do sistema. Por exemplo, podemos imaginar que um fluido
percolando num dado meio, pode ser absorvido por uma impureza presente na rede, mesmo
que as ligac¸o˜es estejam abertas para os s´ıtios vizinhos. De forma ana´loga, podemos ver
uma dinaˆmica similar em processos de reac¸a˜o e cata´lise [127, 128] e intermiteˆncia espac¸o-
temporal [129, 130] nos quais ha´ mecanismos absorventes com determinadas condic¸o˜es
que impedem a ligac¸a˜o (percolac¸a˜o) entre s´ıtios vizinhos. Uma maneira conhecida de
considerar estes estados absorventes, e´ inserir uma “parede” no plano t− x de forma que
a ligac¸a˜o entre s´ıtios e´ fechada para todo x < 0. Assim, todos os s´ıtios presentes nessa
parede, tera˜o conectividade nula com os demais s´ıtios, em outros palavras, a “fluidez” e´
interrompida na parede. A figura C.5 ilustra essa situac¸a˜o.
O interessante e´ que a presenc¸a da parede absorvente na dinaˆmica na˜o muda a proba-
bilidade cr´ıtica pc, que nesse caso tem um valor aproximado de 0, 644701 [109]. No entanto,
alguns expoentes cr´ıticos mudam de um caso para outro. Por exemplo, o expoente β, que
caracteriza a maneira como a qual o paraˆmetro de ordem se comporta nas proximidades
do ponto cr´ıtico, apresenta o valor de 0, 27647 para a dinaˆmica sem parede (bulk bond
percolation) e 0, 7338 para a dinaˆmica com parede (with wall bond percolation) [109].
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Figura C.5: Em (a) temos o mecanismo cla´ssico da percolac¸a˜o direcionada para uma certo valor
p. Em (b) foi colocado o efeito de parede absorvente no mesmo esboc¸o de (a). Notamos que a
parede absorve todas as ligac¸o˜es abertas dos s´ıtios localizados em x = −1, onde (t = 0, x = 0)
representa as coordenadas do primeiro s´ıtio na origem.
C.3 O Mapeamento
A motivac¸a˜o que justifica o interesse pelo mapeamento entre os modelos de percolac¸a˜o
direcionada e processos de buscas se origina no fato de que ambos os modelos apresentam
bastante similaridade quanto aos valores dos expoentes cr´ıticos. Por esse motivo, acredita-
mos que mecanismos de buscas aleato´rias com estados absorventes apresentam transic¸o˜es
de fase governados por expoentes cr´ıticos pertencentes a` classe de universalidade DP - Di-
rected Percolation, classe que e´ considerada como bastante robusta por abranger diversos
outros modelos e sistemas. Essa proposta de mapeamento e´ uma tentativa de estabelecer
as relac¸o˜es entre as quantidades f´ısicas em ambos os modelos e gerar um processo de
percolac¸a˜o direcionada interpretado como um mecanismo de busca aleato´ria.
Consideremos o caso onde um nu´mero M de buscadores realiza a busca por alvos
numa rede 1D com condic¸o˜es perio´dicas de contorno. Tomando como paraˆmetros de
busca a energia inicial ξ0 = 100, o custo energe´tico por passo α = 1 e o ganho energe´tico
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por encontro com alvo g = 100, e obedecendo as regras de movimento como colocadas no
cap´ıtulo 3, podemos esperar as seguintes consequeˆncias apo´s o in´ıcio da dinaˆmica de cada
buscador para uma determinada densidade de alvos λ (ou comprimento de rede z):
• No tempo inicial de autonomia de caminhada 2 τ havera´ duas possibilidades para
esse buscador: ou tera´ sobrevivido com ξ(τ) ≥ 100, resultado do encontro de 1 ou
mais alvos, ou tera´ morrido, consequeˆncia do na˜o encontro com nenhum alvo.
• A frac¸a˜o de sobreviventes em τ sera´ aquela que permitira´ que os buscadores con-
tinuem na busca para ale´m do seu valor energe´tico inicial. Em outras palavras,
podemos pensar que os buscadores iniciam de fato a busca pela sobreviveˆncia apo´s
esse tempo de autonomia inicial de caminhada, uma vez que estara˜o sobrevivendo em
tempo maiores em comparac¸a˜o ao tempo de sobreviveˆncia inicial pre´-estabelecido
τ .
• Se a densidade de alvos na rede e´ alta, certamente muitos buscadores ira˜o sobre-
viver apo´s um longo tempo de caminhada (busca). Caso contra´rio, em baixas den-
sidades de alvos, muitos buscadores ira˜o morrer logo apo´s os primeiros tempos de
busca e aqueles que eventualmente sobreviverem num tempo maior, muito provavel-
mente ira˜o morrer num tempo muito grande. Numa determinada densidade cr´ıtica,
espera-se a situac¸a˜o em que muitos buscadores morreram mas alguns poucos ainda
conseguem sobreviver (mesmo para t muito grande) portanto garantindo a sobre-
viveˆncia (ou evoluc¸a˜o) da espe´cie. Assim, 0 < λ ≤ λc −→ evoluc¸a˜o da espe´cie
(sobreviveˆncia de alguns ou todos os buscadores) quando t → ∞, e λ > λc −→
extinc¸a˜o da espe´cie (morte de todos os buscadores).
Todas essas expectativas supracitadas sa˜o baseadas nos resultados computacionais
apresentados nesta tese. Com isso, podemos tomar a seguintes regras que mostram a
sobreviveˆncia ou morte de um dado buscador do ponto de vista de um processo percolativo:
1. Todos os buscadores iniciam a dinaˆmica numa rede de densidade λ de alvos a partir
de uma mesma configurac¸a˜o de estado (os paraˆmetros energe´ticos de busca). A esse
estado definimos como sendo a origem do sistema em que todos os buscadores esta˜o
vivos. De forma ana´loga a` percolac¸a˜o direcionada, esse estado representa o s´ıtio
(ativo) inicial da rede, representado por • na linha 0, conforme figura C.4.
2. Assumimos uma rede quadrada na forma diagonal onde a direc¸a˜o de percolac¸a˜o
representa a evoluc¸a˜o temporal do sistema, onde cada s´ıtio ativo numa dada linha
2Como colocado nos cap´ıtulos 3, o tempo de autonomia inicial de caminhada e´ o tempo ma´ximo
que o buscador pode caminhar e sobreviver sem que nenhum alvo seja encontrado. Portanto tal tempo
basicamente depende do custo energe´tico por passo e da energia inicial do buscador, assim sendo definido
como τ = ξ0/α.
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da rede representa poss´ıveis estados de sobreviveˆncia (poss´ıveis valores de energia
positiva). Como o ganho energe´tico e´ g = 100 e o custo e´ α = 1, enta˜o uma poss´ıvel
morte ocorrera´ apenas em tempos mu´ltiplos de 100. Isso permite compactar a rede
em linhas de forma que a linha 1 ⇔ t = 100 ⇔ t = 1, linha 2 ⇔ t = 200 ⇔ t = 2,
..., linha n⇔ t = n× 100⇔ t = n.
3. Se a energia num dado tempo permanecer constante ou aumentar com relac¸a˜o ao
tempo anterior, ou seja, ξ(t) ≥ ξ(t − 1), enta˜o uma ligac¸a˜o e´ aberta com o vizinho
a direita ↘ e representa uma sobreviveˆncia positiva.
4. Se 0 < ξ(t) < ξ(t−1), enta˜o uma ligac¸a˜o e´ aberta com o s´ıtio vizinho da esquerda↙
e representa uma sobreviveˆncia negativa, uma vez que tal buscador esta´ vivo mais
perdeu energia com o tempo.
5. Se 0 = ξ(t) < ξ(t− 1) enta˜o a percolac¸a˜o e´ interrompida (morte do buscador). Essa
condic¸a˜o pode ser interpretada como a presenc¸a de uma parede na rede que absorve
todas as ligac¸o˜es dos s´ıtios ativos com energia nula.
A execuc¸a˜o dessa regra para os M buscadores simulados, forma uma rede com s´ıtios
ativos e inativos que percola se, apo´s um tempo ma´ximo tmax, ao menos 1 buscador sobre-
viver. Percolar, portanto, significa que a espe´cie composta por M buscadores conseguiu
evoluir devido a` sobreviveˆncia de 1 ou mais buscadores. Por outro lado, na˜o percolar
implica na extinc¸a˜o da espe´cie. Portanto, ao variar a densidade de alvos λ, espera-se a
formac¸a˜o de clusters que ira´ percolar caso λ ≤ λc. Um detalhe importante e´ que cada
s´ıtio ativo pode representar mais de um estado energe´tico. Por exemplo, podemos dizer
que o s´ıtio ativo (sobreviveˆncia positiva) na linha 1 pode assumir estados de energia
ξ(x = 1, t = 1) = 100, 200, ... a depender do nu´mero de encontros com alvos de cada
buscador durante tempo τ , ou seja, durante os 100 primeiros passos. Outro detalhe e´ que
o s´ıtio ativo em (x = −1, t = 1) representa todos os buscadores que morreram devido
ao na˜o encontro com alvos durante tempo τ . Uma consequeˆncia direta e´ que esse s´ıtio,
mesmo que ativo, na˜o formara´ ligac¸o˜es com nenhum dos seus vizinhos, uma vez que todos
os buscadores nessa posic¸a˜o foram mortos (ou seja, absorvidos pela parede).
Em suma, os clusters sa˜o formados pela colec¸a˜o de estados energe´ticos resultante
da caminhada dos buscadores, que tambe´m podemos chamar de ensemble estat´ıstico de
sobreviveˆncia. A disposic¸a˜o das ligac¸o˜es na rede, nesse caso, representa o comportamento
da taxa de sobreviveˆncia no modelo de buscas aleato´rias. O paraˆmetro de controle das
ligac¸a˜o entre os s´ıtios pode ser interpretado como a probabilidade de encontrar alvos no
intervalo de tempo (t, t + 1), que por sua vez esta´ relacionado com a densidade de alvos
no modelo de buscas aleato´rias. A seguir temos algumas figuras provenientes dessa regra
de percolac¸a˜o.
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Figura C.6: O conjunto de figuras esta´ relacionado a` formac¸a˜o de clusters para diferentes den-
sidades de rede nos casos µs = 2, 0 e µt = 2, 0. (a) Em altas densidades de alvos um nu´mero
maior de clusters conseguem percolar em relac¸a˜o a baixas densidades (d). As figuras (b) e (c)
representam situac¸a˜o cr´ıticas, no limiar da transic¸a˜o entre as fase que percolam e que na˜o per-
colam. Os pontos em vermelho indicam os pontos onde houve absorc¸a˜o (“presenc¸a da parede”)
e os pontos em verde indicam os clusters que conseguiram percolar.
Na figura C.6, temos os casos onde µs = 2, 0 e µt = 2, 0 em 4 situac¸o˜es de interesse:
os regimes de altas densidades (a), baixas densidades (d), cr´ıtico (b) e logo apo´s o cr´ıtico
(c). O regime de alta densidade implica que quase sempre ξ(t) ≥ ξ(t − 1), levando os
buscadores para a sobreviveˆnca e, portanto, formando clusters que percolam. No zoom da
figura (a) podemos observar os poucos buscadores que morreram e que foram absorvidos
pela “parede” da rede nos pontos em vermelho. Os pontos da rede que indicam a efetiva
percolac¸a˜o esta˜o representados pelos pontos em verde. Em baixas densidades temos a
situac¸a˜o em que muitos buscadores morrem logo nos primeiros tempos de busca, como
visto em (d). Os pontos em vermelho novamente indicam a absorc¸a˜o de ligac¸a˜o com
s´ıtios vizinhos, que representa a quebra de dinaˆmica devido a morte de um buscador. A
situac¸a˜o cr´ıtica (b), λc = 0, 86 representa o primeiro valor (no sentido de baixas densidades
−→ altas densidades) que o sistema comec¸a a percolar. Assim, abaixo desse valor o
sistema sempre percola (redes pequenas - altas densidades) e logo acima desse valor (como
mostrado em (c)) em diante, o sistema nunca percola (redes grandes, baixas densidades).
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Figura C.7: Conjunto de figuras para (µs = 1, 1 , µt = 1, 1) e (µs = 3, 0 , µt = 3, 0) nos limites
de altas densidade (a), baixas densidades (d) e cr´ıticos (b) e (c). Comportamentos similares sa˜o
observados independente do tipo de difusa˜o adotado pelos buscadores e alvos.
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Podemos tambe´m observar que quanto maior for a densidade de alvos, mais distante
esta˜o os clusters em relac¸a˜o a reta paralela ao sentido de percolac¸a˜o (tempo) e que passa
pelo origem do sistema (estado inicial), indicando uma maior velocidade ou eficieˆncia de
sobreviveˆncia. Todas essas caracter´ısticas foram observadas tambe´m nos demais tipos de
difusa˜o dos buscadores e alvos, como observado nas figuras C.7.
Um dado bastante curioso em relac¸a˜o a` frac¸a˜o de sobreviventes no modelo de bus-
cas aleato´rias e´ que tal probabilidade em τ tem valor em torno de Γ(τ) ≈ 0, 64 para
quaisquer que sejam os pares de difusa˜o adotados pelos buscadores e alvos. Esse valor
corresponde justamente a` probabilidade cr´ıtica que faz percolar as ligac¸o˜es entre s´ıtios
numa rede quadrada com ou sem parede [109]. A figura C.8, ale´m de expressar a in-
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Figura C.8: Taxa de sobreviveˆncia em func¸a˜o do tempo Γ(t, λc) vs. t na rede cr´ıtica para
algumas combinac¸o˜es de µs e µt dos caminhantes
variaˆncia de escala de Γ(t, λc) como caracter´ıstica da lei de poteˆncia presente em pontos
cr´ıticos, provavelmente esteja informando que a frac¸a˜o mı´nima de sobreviventes em τ ,
do ponto de vista de um processo percolativo, deve ser aquele que possibilite a perco-
lac¸a˜o na rede. Assim, Γ(τ, λc) ≈ 0, 644 e´ um limite cr´ıtico onde acima o sistema leva a`
fase de sobreviveˆncia e abaixo a` fase de extinc¸a˜o. Em outras palavras, Γ(τ) representa
a probabilidade de que o sistema possa evoluir, ou percolar. Essa possibilidade apenas
existe se ao menos 1 alvo for encontrado pelo buscador, garantindo sua sobreviveˆncia por
mais tempo de busca. Todas essas informac¸o˜es oriundas deste processo de mapeamento
podera˜o ser confirmadas caso a configurac¸a˜o da rede e clusters formados no regime cr´ıtico
(bem como o apropriado ca´lculo das quantidades associadas aos processos percolativos)
levem aos expoentes cr´ıticos observados no sistema de percolac¸a˜o direcionada com parede.
Essa e´ uma das perspectivas de trabalho futuro desta tese.
Apeˆndice D
Publicac¸o˜es
1.
126
127
2.
3. A` publicar:
Refereˆncias Bibliogra´ficas
[1] Mirny, L.; Slutsky, M.; Wunderlich, Z.; Tafvizi, A.; Leith, J.; Kosmrlj, A. How a
protein searches for its site on DNA: the mechanims of facilitated diffusion. Journal
of Physics A: Mathematical and Theoritical, v. 42, n. 43, p. 43013, 2009. 1
[2] Buldyrev, S. V.; Goldberger, A. L.; Havlin, S.; Peng, C. k.; Simons, M.; Stanley, H.
E. Generalised Le´vy-walk model for DNA nucleatide sequences. Physics Review
E, vol. 47, p. 4514, 1993. 1
[3] Be´nichou, O.; Loverdo, C.; Moreau, M.; Voituriez, R. Intermittent search strategies.
Rev. Mod. Phy., vol. 83, p. 81-129, 2011. 1, 3
[4] Viswanathan, G. M.; da Luz, M. G. E.; Raposo, E. P.; Stanley, H. E. The Physics
of Foragin. Cambridge University Press, 2011. 1, 4, 32, 33
[5] Stephens, D.; Krebs, J. Foraging Behavior. Plenum Press, New York, 1987. 1
[6] Pirolli, P.; Card, S. Human Factors in Computing Systems ACM. ACM Press,
1995 1
[7] Adamic, L. A.; Lukose, R. M.; Puniyani, A. R.; Huberman, B. A. Search in Power-
Law Networks. Phys. Rev. E, vol. 64, p. 046135, 2001. 1
[8] Rudnick, J.; Gasparil, G. Elements of the Random Walk. An Introduction
for Advanced Students and Researchers. Cambridge University Press, 2004. 1
[9] Viswanathan, G. M.; Afanasyev, V.; Buldyrev, S. V.; Murphy, E. J.; Prince, P. A.;
Stanley, H. E. Le´vy flight search patterns of wandering albatrosses. Nature, vol.
381, p. 413-415, 1996. 2, 4, 32
[10] Viswanathan, G. M.; Buldyrev, S. V.; Havlin, S.; da Luz, M. G. E.; Raposo, E. P.;
Stanley, H. E. Optimizing the success of random searches. Nature, vol. 401, p.
911-914, 1999. 2, 4, 22, 33, 61, 62
128
Refereˆncias Bibliogra´ficas 129
[11] Hughes, B. D. RandomWalks and Random Environments: Volume 1. Oxford
University Press, 1995. 2
[12] Rycroft, C. H.; Bazant, M. Z. Lecture 1: Introduction to Random Walks and
Diffusion. Thecnical Report, Department of Mathematics - MIT, 2005. 2
[13] Salinas, S. R. A. O atomismo e a teoria do movimento browniano. F´ısica na Escola,
vol. 6, n. 1, p. 23-26, 2005. 3
[14] Lotka, A. J. Contribution to the Theory of Periodic Reaction. J. Phys. Chem.,
vol. 14, n. 3, p. 271-274, 1910. 3
[15] Volterra, V. Variazioni e fluttuazioni del numero d’individui in specie ani-
mali conviventi. Mem. Acad. Lincei Roma, vol. 2, p. 31-113, 1926. 3
[16] MacArthur, R. H.; Pianka, E. R. On Optimal use of a patchy environment. The
American Naturalist, vol. 100, n. 916, p. 603-609, 1966. 3
[17] Emlen, J. M. The role of time and energy in fook preference. The American
Naturalist, vol. 100, n. 916, p. 611-617, 1966. 3
[18] Hassell, M. P.; May, R. M. Journal Animal Ecology, vol. 43, n. 567, 1974. 3, 32
[19] Mangel, M.; Clark, C. W. Towards a unified foraging theory. Ecology, vol. 67, n. 5,
p. 1127-1138, 1986. 3, 98
[20] Bartumeus, F.; Catalan, J. Optimal search behavior and classic foraging theory. J.
Phys. A., vol. 42, n. 434002, 2009. 3
[21] Bartumeus, F.; Catalan, J.; Viswanathan, G. M.; Raposo, E. P.; da Luz, M. G.
E. The influence of turning angles on the success of non-oriented animal searches.
Journal of Theorical Biology, vol. 252, vol. 1, p. 43-55, 2008. 3
[22] Zollner, P. A.; Lima, S. L. Extreme events in population dynamics with functional
carrying capacity. he european Physical Journal - Special Topics, vol. 205, p.
313-354, 2012 3
[23] Turchin, P. Quantitative analysis of movement: measuring and modelling
population redistribution in animal and plants. 1998. 3
[24] Reynolds, A. M. On the intermitent behavior of foraging animals. Europhysics
Lett., vol. 75, p. 517-520, 2006. 3
[25] Be´nichou, O.; Coppey, M.; Moreau, M.; Suet, P-H.;, Voituriez, R. A stochastic model
for intermittent search strategies. J. Phys. Cond. Matter, vol. 17, p. S4275-S4286,
2005. 3
Refereˆncias Bibliogra´ficas 130
[26] Lomholt, M. A.; Tal, K.; Metzler, R. Le´vy strategies in intermittent search processes
are advantageous. Proc. Natl, Acad. Sci. USA, vol. 105, n. 32, p. 11055-11059,
2008. 3
[27] Plank, M. J.; James, A. Optimal foraging: Levy pattern or process? J. R. Soc.
Interface, vol. 5, p. 1077-1086, 2008. 3
[28] Bartumeus, F. A random walk approach to teh bak - sneppen evolution model.
Fractals, vol. 15, p. 151-162, 2007. 4
[29] Reynolds, A. Balancing the competing demands of harvesting and safety from pre-
dation: Le´vy walk searches outperform composite brownian walk searches but only
when foraging under the risk of predation. Physica A - Statistical Mechanics
and its Applications, vol. 389, p. 4740-4746, 2010. 4
[30] Viswanathan, G. M.; Raposo, E. P.; Bartumeus, F.; Catalan, J.; da Luz, M. G.
E. Necessary criterion for distinguishing true superdiffusion from correlated random
walk processes. Phys. Rev. E, vol. 72, p. 011111, 2005. 4
[31] Shlesinger, M. F.; Klafter, J. Le´vy walks versus Le´vy flights. On Growth and
Form: Fractal and Non-Fractal Patterns in Physics, p. 279, 1986. 4, 33
[32] Frisch, U.; Shlesinger, M. F.; Zaslavsky, G. Le´vy Flights and Related Topics in
PHysics. Springer, Berlin, 1995. 4, 33
[33] Raposo, E. P.; Bartumeus, F, da Luz, M. G. E.; Viswanathan, G. M.; Stanley, H.
E. Le´vy flights and random searches. Journal of Physics A: Mathematical and
Theoretical, vol. 42, n. 43, 2009. 4, 22, 33
[34] Viswanathan, G. M.; Raposo, E. P.; da Luz, M. G. E. Le´vy flights and superdiffusion
in random search: the biological encounters context. Phys. Life Rev., vol. 5, p.
133-162, 2008. 4, 22, 58
[35] Bartumeus, F.; Catalan, J. Optimal search behavior and classic foraging theory.
Journal of Physics A: Mathematical and Theoretical, vol. 42, n. 43, 2009. 4,
58
[36] Sims, D. W.; Southall, E. J.; Humphries, N. E.; Hays, G. C.; Bradshaw, C. J. A.;
Pitchford, J. W.; James, A.; Ahmed, M. Z.; Brierley, A. S.; Hindell, M. A.; Morritt,
D.; Musyl, M. K.; Righhton, D.; Shepard, E. L. C.; Wearmouth, V. J.; Wilson, R.
P.; Witt, M. J.; Metcalfe, J. D. Scaling laws of marine predator search behaviour.
Nature, vol. 451, n. 7182, p. 1098-1102, 2008. 4
Refereˆncias Bibliogra´ficas 131
[37] Humpphries, N. E.; Queiroz, N.; Dyer, J. R. M.; Pade, N. G.; Musyl, M. K.; Schaefer,
K. M.; Fuller, D. W.; Brunnschweiler, J. M.; Doyle, T. K.; Houghton, J. D. R.; Hays,
G. C.; Jones, C. S.; Noble, L. R.; Wearmouth, V. J.; Souhall, E. J.; Sims, D. W.
Environmental context explains Le´vy and Brownian movement patterns of marine
predators. Nature, vol. 465, n. 7301, p. 1066-1069, 2010. 4
[38] Shlesinger, M. F. Search Research. Nature, vol. 443, p. 281-282, 2006. 4
[39] Albano, E. V. Branching annihilating Le´vy flights: Irreversible phase transitions
with long-range exchanges. Europhysics Letters, vol. 34, p. 97-102, 1996. 4, 33
[40] Albano, E. V. Irreversible phase transitions in contact processes with Le´vy exchanges
and long-range interactions. Physical Review E, vol. 54, p. 3436-3441, 1996. 4, 33
[41] da Luz, M. G. E.; Buldyrev, S. V.; Havlin, S.; Raposo, E. P.; Stanley, H. E.;
Viswanathan, G. M.; Improvements in the statistical approach to random le´vy flight
searches. Physica A, vol. 295, p. 89-92, 2001. 4
[42] Edwards, A. M.; Phillips, R. A.; Watkins, N. W.; Freeman, M. P.; et al. Revisiting
Le´vy flight search patterns of wandering albatrosses, bumblebees and deer. Nature,
vol. 449, p. 1044-1048, 2007. 4
[43] Bartumeus, F. Behavioral intermittence, le´vy patterns, and randomness in animal
movement. Oikos, vol. 118, 2009. 4
[44] Humphries, N. E.; Weimerskirch, H.; Queiroz, N.; Southall, E. J.; Sims, D. W.
Foraging sucess of biological le´vy flights recorded in situ. Proceedings of the
National Academy of Sciences - PNAS, vol. 109, n. 19, p. 7169-7174, 2012. 4
[45] Faustino, C. L.; da Silva, L. R.; da Luz, M. G. E.; Raposo, E. P.; Viswanathan, G. M.
Search dynamics at the edge of extinction: anamalous diffusion as a critical survival
state. Europhysics Letters, vol. 77, p. 30002, 2007. xiii, xiv, xx, 5, 22, 32, 39, 41,
61, 62
[46] Faustino, C. L.; Lyra, M. L.; Raposo, E. P.; Viswanathan, G. M.; da Luz, M. G. E.
The universality class of random searches in critically scarce environments. Euro-
physics Letters, vol. 97, p. 50005, 2012. 5, 33, 99
[47] Ribeiro-Neto, P. J.; Raposo, E. P.; Arau´jo, H. A.; Faustino. C. L.; da Luz, M. G.
E.; Viswanathan, G. M. Dissipative le´vy random searches: universal behavior at low
target density. Physical Review E, vol. 86, p. 061102, 2012. 6
[48] Kazmier, L. J. Schaum’s Outline of Business Statistics. Schaum, 2003. 7, 11
Refereˆncias Bibliogra´ficas 132
[49] Jones, D. Pharmaceutical Statistics. Pharmaceutical Press, 2001. 7, 11
[50] Dennery, P.; Krzwichi, A. Mathematics for physicists Dover, 1996. 10, 15
[51] Laplace, P. S. The´orie Analytique des Probabilite´s. Gauthier-Villars, Paris,
1812. 11
[52] Po´lya, G. U¨ber den zentralen Grenzwertsatz der Wahrscheinlichkeitsrechnung und
das Momentenproblem. Math. Z., vol. 8, p. 171-181, 1935. 11
[53] Lyapounov, A. M. Nouvelle forme du the´ore`me sur la limite des probabilite´s. Mem.
Acad. Sci. St. Petersbourg, vol 12, p. 1-24, 1901. 11
[54] Lindeberg, J. W. Eine neue Herleitung des exponentialgesetzes in der wahrschein-
lichkeitsrechnung. Math. Zeitsch., vol. 15, p. 211-225, 1922. 11
[55] Lindeberg, J. W. Sur la loi de Gauss. C. R. Acad. Sci. Paris, vol. 174, p. 1400-1402,
1922. 11
[56] Le´vy, P. Sur le roˆle de la loi de Gauss dans la theories des erreurs. C. R. Acad.
Sci. Paris, vol. 174, p. 855-857, p. 1682-1684, 1922. 11
[57] Le´vy, P. Sur la de´termination des lois de probabilite´ par leurs functions caracte´ris-
tiques. C. R. Acad. Sci. Paris, vol. 175, p. 854-856, 1922. 11
[58] Le´vy, P. The´orie de l’Addition des variables ale´atories. Gauthier-Villarrs,
1927. 11, 15
[59] Feller, W.; Orey, S. A renewal theorem. J. Math. Mech., vol 10, p. 619-624, 1961.
11
[60] Le´vy, P. Propriete´s asymptotiques des sommes de variables ale´atoires inde´pendants
ou enchaine´es. J. Math. Pures Appl., vol. 14, n. 8, p. 347-402, 1935. 11
[61] Kallenber, O. Foundations of Modern Probability. New York, Springer, 1997.
12, 13, 15, 19
[62] Heyde, C. C.; Seneta, E. I. J. Bienayme´: statistical theory anticipated. New
York, Springer-Verlag, 1977. 12, 15, 19
[63] Bercovice, H.; Pata, V.; Biane, P. Stable laws and domains of attraction in free
probability theory. The Annals of Mathematics, vol. 149, n. 3, p. 1023-1060,
1999. 12, 19
[64] Nolan, J. P. Stable Distribution: Models for Heavy Tailed Data. American
University, 2008. 12
Refereˆncias Bibliogra´ficas 133
[65] Fisher, H. A History of the Central Limit Theorem: From Classical to
Modern Probability Theory. Springer, New York, 2011. 12, 19
[66] Feller, W. An Introduction to Probability Theory and Its Applications. A
John Wiley & Songs Inc, New York, vol. 1 e 2, ed. 3, 1968. 12, 16, 17, 19, 104
[67] Arce, G. R. Nonlinear Signal Processing: A Statistical Approuach. A John
Wiley & Songs Inc, New Jersey, 2005. 12, 19
[68] Samorodnitsky, G.; Taqqu, M. S. Non-Gaussian Random Processes. Chapman
& Hall/CRC, New York, 1994. 12, 19
[69] Le´vy, P. Calcul des probabilite´s. Gauthier-Villars, Paris, 1925. 15, 19
[70] Klages, R.; Radons, G.; Sokolov, I. M. Anomalous Transport: Fundations and
Applications. Wiley, 2008. 20
[71] ben-Avrahan, D.; Havlin, S. Diffusion and Reactions in Fractals and Disor-
dered Systems. Cambridge Printer University, 2004. 20
[72] Yakimiv, A, L. Probabilistic Applications of Tauberian Theorems Leiden-
Boston VSP, 2005. 20
[73] Coles, S. An Introduction to Statistical Modeling of Extreme Values
Springer, 2001. 20
[74] da Luz, M. G. E.; Grosberg, A.; Raposo, E. P.; Viswanathan, G. M. The Random
Search Problem: Trends and Perspectives. Journal Of Physica A - Mathematical
and Theoretical, vol. 42, p. 430301, 2009. 22, 23
[75] Cormen, T. H.; Leiserson, C. E.; Rivest, R. L.; Stein, C. Introduction to Algo-
rithms. MIT Press and McGraw-Hill, p. 979-983, 2001. 22
[76] Raposo, E. P.; Buldyrev, S. V.; Da Luz, M. G. E.; Santos, M. C.; Stanley, H.
E.; Viswanathan, G. M. Dynamical robustness of le´vy search strategies. Phisical
Review Letters, vol. 91, n. 24, p. 1-4, 2003. 22, 33
[77] Santos, M. C.; Raposo, E. P.; Viswanathan, G. M.; Da Luz, M. G. E. Optimal random
searches of revisitable targets: crossover from superdiffusive to ballistic random walks.
Europhysics Letters, vol. 67, n.734, 2004. 22, 33
[78] Bartumeus, F.; Catalan, J.; Fulco, U. L.; Lyra, M. L.; Viswanathan, G. M. Optimiz-
ing the encounter rate in biological interactions: Le´vy versus Brownian strategies.
Phys. Rev. Lett., vol. 88, p. 097901, 2002. (Erratum): vol. 89, p. 109902, 2002. 24,
58
Refereˆncias Bibliogra´ficas 134
[79] Dila˜o, R. A cieˆncia do sistema somplexo. Te´cnica, vol. 1, p. 5-18, 1995. 24
[80] Souza, G. M.; Buckeridge, M. S. Sistemas complexos: novas formas de ver a botaˆnica.
Revista Brasil Bota´nica, vol. 27, n. 3, p. 407-419, 2004. 24
[81] Sornette, D. Critical Phenomena in Natural Sciences. Springer, 2004. 26
[82] Gle´ria, I. M.; Matsushita, R.; da Silva, S. Sistemas complexos, criticalidade e leis de
poteˆncia. Revista Brasileira de Ensino de F´ısica, vol. 26, n. 2, p. 99-108, 2004.
5, 26
[83] McCoy, B. M. The two-dimensional Ising model. Harvard University Press,
1973. 26, 42, 45
[84] Hinrichse, H. Non-equilibrium phase transitions Physica A: Sattistical Mechan-
ics and its Applications, vol. 369, n. 1, p. 1-28, 2006. 26, 27, 51
[85] Callen, H. B.; Welton, T. A. Irreversibility and generalized noise. Physics Review,
vol. 83, p. 34-40, 1951. 26
[86] Auyang, S. Y. Foundations of Complex-System Theories in Economics, Evo-
lutionary Biology and Statistica. Cambribge - USA, 1999. 26, 31
[87] O´dor, G. Universality class in nonequilibrium lattice systems. Reviews of Modern
Physics, vol. 76, 2004. 26, 31
[88] Salinas, S. R. A. Introduc¸a˜o a` F´ısica Estat´ıstica. Edusp, 1998. 26
[89] Huang, K. Statistical Mechanics. Jonh Wiley & Sons, Ed. 2, 1987. 26, 58
[90] Mortimer, R. G. Physical Chemistry. Academic Press, 2008. 27
[91] Uzunov, D. I. Introduction to the Theory of Critical Phenomena. World
Scientific Publishing, Singapure, 1993. 27, 58
[92] Brankov, L.; Danchev, D. M.; Tonchev, N. S.; Brankov, J. G. Theory of Critical
Phenomena in Finite-Size Systems: Scaling and Quantum Effects. World
Scientific Publishing Company, 2000. 27
[93] Nordblad, P. Magnetocaloric materials: strained relations. Nature Materials, vol.
12, pag. 11-12, 2013. xii, 28
[94] Fisher, M. E. Summer School Erico Fermi. M.S. Green - Academic Press, New
York, 1971. 29, 46
Refereˆncias Bibliogra´ficas 135
[95] Cardy, J. Scaling and Renormalization in Statistical Physics. Cambridge
University Press, 1996. 29, 45
[96] Fisher, M. E. Scaling, Universality and Renormalization Group Theory.
Lectures Notes, Advanced Course on Critical Phenomena, South Africa, 1982. 29, 45
[97] Plascak, J. A.; da Silva, J. K. L. On the equivalence of finite size scaling renormaliza-
tion group and phenomenological renormalization. Physica A, vol. 233, p. 551-559,
1996. 30
[98] Kadanoff, L. P.; Gotze, W.; Hamblen, D.; Hecht, R.; Lewis, E. A. S.; Palciauskas,
V. V.; Rayl, M.; Swift, J.; Aspnes, D.; Kane, J. W. Static phenomena near critical
points: theory and experiments. Rev. Mod. Phys., vol, 39, n. 395, 1967. 30
[99] Michael, K. The Casimir Effect in Critical Systems. World Scientific Publishing
Company, 1994. 31
[100] Sims, D. W.; Witt, M. J.; Richardson, A. J.; Southall, E. J.; Metcalfe, J. D. Proc.
R. Soc. London. Ser. B, vol. 273, n. 1195, 2006. 32
[101] Boyer, D.; Miramonts, O.; Ramos-Fernandez, G.; Mateos, J. L.; Cocho, G. Behav.
Ecol. Sociobiol. Physica A, vol. 342, n. 329, 2004. 32
[102] Bartumeus, F. F. Le´vy Processes in Animal Movement and Dispersal. Uni-
versitat de Barcelona - UB, 2005. 34, 104
[103] Yeomans, J. M. Statistical Mechanics of Phase Transitions. Oxford University
Press, Oxford, 1992. 43, 58
[104] Ben-Avrham, D. Diffusion and Reactions in Fractals and Disordered. Cam-
bridge - USA, 2000.
[105] Shlesinger, M. F. Random searching. J. Phys. A, vol. 42, 2009.
[106] Buldyrev, S. V.; Havlin, S.; Kasakov, A. Ya.; da Luz, M. G. E.; Raposo, E. P.;
Stanley, H. E.; Viswanathan, G. M. Average time spent by le´vy flights and walks on
an interval with absorbing boundaries. Phys. Rev. E, vol. 64, n. 041108, 2001. 60
[107] Buldyrev, S. V.; Gitterman, M.; Havlin, S.; Kazakov, A., da Luz, M.; Raposo, E.;
Stanley, H.; Viswanathan, G. Properties of le´vy flights on an interval with absorbing
bondaries. Physica A: Statistical Mechanics and its Applications, vol. 302,
p. 1-4, 2001. 60
Refereˆncias Bibliogra´ficas 136
[108] Variation of polarisation towards the Curie point in differently ordered
systems. DoITPoMS Teaching and Learning Packages - University of Cambridge.
http://www.doitpoms.ac.uk/tlplib/pyroelectricity/behaviourcuriepoint.php.
[109] Essam, J. W.; Guttmann, A. J.; Jensen, I.; TanlaKishani, D. Directed percolation
near a wall. J. Phys. A, vol. 29, p. 1619-1628, 1996. 54, 117, 119, 125
[110] Sapoval, B.; Rosso, M.; Gouyet, J. F. The fractal nature of a diffusion front and
the relation to percolation. J. Physique Letters, vol. 46, p. 149-156, 1985. 93
[111] Henkel, M.; Hinrichsen, H.; Lubeck, S. Non-Equilibrium Phase Transition.
Springer - Dordrecht, vol. 1, 2008. 51
[112] Spotila, J. R. Sea Turtles: A Complete Guide to Their Biology, Behavior,
and Conservations. Johns Hopkins University Press, 2004. 81
[113] Djordjevic, W.; Fulde, P; Peschel, I; J. Phys. A, vol. 15, p. 405, 1982. 93
[114] Stauffer, D. Phys. Rep, vol. 54, p. 1, 1979. 93
[115] Samways, M. J.; Lu, S. Key traits in a threstened butterfly and its common sibling:
implications for conservations. Biodiversity and Conservation, vol. 16, p. 4095-
4107, 2007. 98
[116] Newton, I. Can conditions experienced during migration limit the population levels
of birds? Journal of Ornithology, vol. 147, p. 146-166, 2006. 98
[117] Lescroel, A.; Ballard, G.; Toniolo, V.; Barton, K. J.; Wilson, P. R.; Lyver, P.;
Ainley, G. Working less to gain more: when breeding quality relates to foraging
efficiency. Ecology, vol. 91, n. 7, p. 2044-2055, 2010. 99
[118] Alroy, J. Dynamics of origination and extinction in the marine fossil record. Pro-
ceedings of the National Academy of Siences, vol. 105, p. 11536-11542, 2008.
99
[119] Broadbent, S. R.; Hammersley, J. M. Proc. Camb. Phil. Soc., vol. 53, p. 629,
1957. 114
[120] Grassberger, P. J. Phys. A: Math. Gen., vol. 18, p. 215, 1985. 114
[121] Dhar, D. J. Phys. A: Math. Gen., vol. 20, p. 847, 1987. 114
[122] Schulman, L. S.; Seiden, P. E. J. Stat. Phys., vol 27, p. 83, 1982. 114
[123] Fishman, G. Monte Carlo: Concepts, Algorithms and Applications.
Springer, 2011. 116
Refereˆncias Bibliogra´ficas 137
[124] Stauffer, D. Introduction to Percolation Theory. Taylor and Francis, Londres,
1985. 45, 117
[125] Lauritsen, K. B.; Sneppen, K.; Markosova´, M.; Jensen, M. H. Directed percolation
with an absorbing boundary. Physica A, vol. 247, p. 1-9, 1997. 119
[126] Essam, J. W.; Guttmann, A. J.; Jensen, I.; Tanlakishami, D. J. Phys. A, vol. 29,
p. 1619, 1996. 119
[127] Schologl, F. Z. Phys., vol. 253, p. 147, 1972. 119
[128] Grassberger, P.; de la Torre, A. Ann. phys., vol. 122, p. 373, 1979. 119
[129] Pomeau, Y. Physica D, vol. 23, p. 3, 1986. 119
[130] Chate´, H.; Manneville, P. Phys. Rev. Lett., vol. 58, p. 112, 1987. 119
I´ndice Remissivo
Albert Einstein, 3
Albratroz, 4
Alvos, 2
Balanc¸o energe´tico, 66, 85
Busca aleato´ria, 33, 67
Busca destrutiva, 22, 33, 34, 90, 91
Busca na˜o destrutiva, 22, 33
Buscadores, 2, 4
Buscas aleato´rias, 1–6, 24
Caminhada aleato´ria, 1–3, 10, 33
Caminhada bal´ıstica, 32, 40
Caminhada browniana, 40
Caminhada de le´vy, 4, 5, 25, 32, 33
Caminhadas aleato´rias correlacionadas, 3
Caminhadas brownianas compostas, 3
Caminhadas intermitentes, 3
Classe de universalidade, 5, 65, 79, 81, 83,
86, 120
Clusters, 114
Collin Clark, 3
Comprimento de correlac¸a˜o, 117
Condic¸o˜es perio´dicas de contorno, 108
Criticalidade, 33
Custo de locomoc¸a˜o, 6
Densidade cr´ıtica, 121
Densidade de alvos, 32–34, 39, 41, 82, 121,
125
Desvio padra˜o, 10, 11
Difusa˜o anoˆmala, 1
Dimensa˜o temporal, 119
Dimensionalidade, 23
Dinaˆmica de busca, 2, 5, 104
Dinaˆmica Populacional, 3
Distribuic¸a˜o binomial, 8, 11
Distribuic¸a˜o de cauchy, 19
Distribuic¸a˜o de energia, 72, 75, 79
Distribuic¸a˜o de le´vy, 4, 5, 19
Distribuic¸a˜o de probabilidade, 104
Distribuic¸a˜o gaussiana, 7, 19
Distribuic¸a˜o normal, 5, 7, 10, 11
Distribuic¸o˜es esta´veis, 17, 18
DNA, 1
Efeito de discretizac¸a˜o, 76
Eficieˆncia de busca, 33
Emlen, 3
Energia inicial, 6
Equac¸o˜es de movimento, 108
Espe´cie, 32
Estado estaciona´rio, 67
Estado irrevers´ıvel, 5
Estrate´gia, 4
Estrate´gia de busca, 1, 2, 32, 34, 42
Estrate´gias, 5
Evoluc¸a˜o, 2, 5
Expoente cr´ıtico, 26, 30, 31, 43, 46, 65, 68,
138
I´ndice Remissivo 139
74, 84, 87, 117, 119
Extinc¸a˜o, 2, 5, 41, 69, 86, 121, 125
Fenoˆmenos cr´ıticos, 1, 26, 70, 114
Fisher, 45
Fluido, 3
Flutuac¸a˜o, 39
Foraging, 1, 3
Forrageamento, 67
Func¸a˜o caracter´ıstica, 17
Func¸a˜o de correlac¸a˜o, 116
Func¸a˜o de probabilidade, 8
Func¸a˜o densidade de probabilidade, 12, 17
Func¸a˜o distribuic¸a˜o, 106
Func¸a˜o inversa, 104
Func¸o˜es quadra´ticas, 112
Hassell, 3
Internet, 1
Invariaˆncia de escala, 25
Karl Pearson, 2
Laplace, 11
Lei de poteˆncia, 25, 30, 33, 47, 105, 125
Leis de escala, 117
Leis de probabilidade, 104
Limite termodinaˆmico, 115, 117
Linguagem computacional, 113
Lord Rayleigh, 2
Lotka, 3
Lyapounov, 11
Me´todo de inversa˜o, 104
Me´todo de Monte Carlo, 116
MacArthur, 3
Mapeamento, 120, 125
Marc Mangel, 3
May, 3
Mecaˆnica estat´ıstica, 15
Mecanismos de busca, 24
Modelo, 108
Modelo de busca, 113
Modelo de Ising, 42
Movimento browniano, 3, 38, 107
Nu´mero de encontros, 83
Paraˆmetro de controle, 27, 122
Paraˆmetro de dispersa˜o, 17
Paraˆmetro de ordem, 5, 27, 30, 31, 65, 67,
76, 80
Paraˆmetros energe´ticos, 2, 6, 72, 121
Part´ıculas, 3
Paul le´vy, 11
Percolac¸a˜o direcionada, 35, 114, 118
Percolac¸a˜o por ligac¸a˜o, 115
Percolac¸a˜o por s´ıtio, 115
Petro´leo, 1
Ponto cr´ıtico, 26, 27, 72, 73
Predador, 1, 3, 4
Probabilidade binomial, 8
Probabilidade cr´ıtica, 115, 117
Probabilidade de ocupac¸a˜o, 114
Probabilidade de percolac¸a˜o, 116
Processos aleato´rios, 7
Processos de busca, 2, 3, 32, 39
Processos de contato, 35
Processos estoca´sticos, 1
Raio de visa˜o, 33, 34, 90, 91, 111
Random walk, 2
Rastreamento, 4
Reac¸a˜o-difusa˜o, 33
Regressa˜o polinomial, 68, 70, 77
Renormalizac¸a˜o nume´rica, 79, 115
Robert Brown, 3
Simetria, 10
Simulac¸a˜o, 110
Sistema de tamanho finito, 117
Sistema para-ferromagne´tico, 31
I´ndice Remissivo 140
Sistemas complexos, 1, 24, 25
Sobreviveˆncia, 2, 5, 32, 34, 41
Taxa de encontros, 4, 33
Taxa de sobreviveˆncia, 41, 42, 65, 67, 68,
84, 122
Tempo de autonomia, 67, 72, 76
Teorema central do limite, 4, 11, 15
Teorema de Cauchy, 15
Teoria da percolac¸a˜o, 114
Teoria de escala, 115
Tese, 2
Trajeto´ria bal´ıstica, 32
Trajeto´rias, 2
Transformac¸o˜es inversas, 104
Transic¸a˜o de fase, 41
Transic¸a˜o de fase de primeira ordem, 26
Transic¸a˜o de fase de segunda ordem, 26
Transic¸a˜o geome´trica, 115
Transic¸o˜es de fase, 5, 26, 27, 65, 67, 114,
117
Universalidade, 26, 31
Variaˆncia de escala, 125
Volterra, 3
Voos de le´vy, 4, 5
