Composite equations have been discussed in [2; 4; 7; 8]2 and in [3, pp. 31-32]. The appearance of third order composite equations in hydrodynamics is mentioned briefly in [2]. More important, in [6, it is desired to study solutions of a fourth order equation of hydrodynamics [6, equation (3.5) ] in the limiting case when the coefficients of the fourth order terms become zero. One is thus led to inquire into the relationship between solutions of this fourth order equation, and those of the resulting equation of the third order obtained by deleting the fourth order terms. This, in turn, suggests the investigation of problems such as that of the present paper. (Discussion of problems of the "reduction of order" type, using separation of variables and ordinary differential equations, is given in [6] and in the works of Wasow [for example, 10]. More recent work along these lines is found in [9] and in some unpublished results of R. C.
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DiPrima and C. C. Lin.)
In the present paper, we prove an existence theorem for a certain boundary value problem, for the differential equation
Note that equation (1) is composite, with the lines y = constant for characteristics.
Theorem. Let y2^yi = 0, and let Si denote the segment of the y-axis -yi^y^yi, S2 denoting the longer segment -y2^y^y2. Let A be a curve lying in the half-plane Ogx, extending from Pi(0, -y) tô 2(0, y), and having continuous curvature. We suppose that at Pi and P2 the first and second derivatives dy/dx, d2y/dx2, for the curve A, are zero. However, we suppose that A intersects the lines ' Numbers in brackets refer to the bibliography at the end of the paper.
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We suppose that A is such that the region R is convex, with every characteristic of equation (1) in R intersecting A in exactly one point.
Let
gi(x, y) = E an(x)yn and g2(y) = E a*y > n-l n=l where we assume that, for \y\ Sy2, \x\ ^y2, we have gi<EC2 in x, with gi, g2, and all derivatives of gi up to the second order being analytic functions of y. Let M be a constant such that
for |x| ^y2. Making M large enough, also, to dominate the coefficients in the series expansions of the other initial values given below in equation (7) (that is, for the functions y, dgi/dy, h(y) -d2gi/dy2(0, y), etc.), in this same way, we require that the curve A be such that, for all (x, y)^R\JA, (2) \y+ llMx\ < y2.
We assume, finally, that the values prescribed for ux at Pi and P2 are consistent, that is, dgi -= g2 at Pi and also at P2. dx
Conclusion:
Then there exists a unique function of u such that:
(ii) u <= C on R W Si U A: ux £ C on R W Si.
(iii) u satisfies equation (1) in R.
(iv) u = gi(x, y) on A U Si.
Remark. It is actually sufficient to hypothesize analytic boundary values on S2 only, with twice-differentiable boundary values on A. To do so, however, considerably complicates the notation and details of proof.
Proof of theorem.
We begin by proving that the solvability of the boundary value problem described by equations (3), which we refer to as Problem I, is equivalent to the solvability of the following boundary value problem: Problem II.
(i) u* G C3 in R.
(ii) u* £C on RVJSi^J A; u? EC on RKJ Si.
(iii) -(Au*) = 0. (4) dx (iv) u* = g* on A (g* is defined below, in equation (8)).
(v) u* = 0 on Si.
(vi) u * = 0 on Si.
(The more specialized boundary values of Problem II are essential to our subsequent use of symmetry.)
Equivalence of Problems I and II: We define h(y) as the linear function of y which takes, at Pi and at P2, the values h(±y) = Agi(0, ±y).
We now solve an initial value problem, for the unknown function v(x, y), prescribed by equations (5):
Problem III. = 0.
These properties of g*(s) are also essential to our subsequent use of symmetry.
Reduction to Sjostrand's problem. We now reduce Problem II to a problem of the type considered by Sjostrand [7; 8] . To do this we construct a symmetric region R, as follows. Let R consist of the region R, plus its mirror image in the y-axis, plus a certain segment of the y-axis; precisely, R shall consist of all (x, y) such that either (x, y) ER, or else (-x, y)ER, plus the segment of the y-axis: -yi<y <yi. We extend all functions by the symmetry rule that, for x<0,/(x, y) =/( -x, y); these extended functions are denoted by a tilde, the same notational device being used also for arcs, regions, etc. Thus, g*(s) is the extension to A of the function g*(s) defined on A.
Notice that the boundary values for ti* are now prescribed around the entire boundary^ of the simply-connected region R, while values for u* and dii*/dx are prescribed along a curve lying within R (namely, the segment of the y-axis contained in R). We relax, temporarily, the prescription of du*/dx along Si. The remaining boundary values, together with the equation A(ux) = 0, constitute precisely the form of boundary value problem considered by Sjostrand. Moreover, Sjostrand's hypothesis is satisfied, since A has continuous curvature and g*(s)EC2 on A, including at the points P,-.
We know, consequently, that w* exists and is unique. From symmetry, moreover, one shows easily that u* satisfies also the requirement that du*/8x = 0 on Si.
The existence and uniqueness of u follows from that of ii*. This, then, completes the proof of the theorem.
