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Abstract
We propose a novel value-based algorithm for cooperative multi-agent reinforce-
ment learning, under the paradigm of centralized training with decentralized execu-
tion. The proposed algorithm, coined QOPT, is based on the “optimistic” training
scheme using two action-value estimators with separate roles: (i) true action-value
estimation and (ii) decentralization of optimal action. By construction, our frame-
work allows the latter action-value estimator to achieve (ii) while representing
a richer class of joint action-value estimators than that of the state-of-the-art al-
gorithm, i.e., QMIX. Our experiments demonstrate that QOPT newly achieves
state-of-the-art performance in the StarCraft Multi-Agent Challenge environment.
In particular, ours significantly outperform the baselines for the case where non-
cooperative behaviors are penalized more aggressively.
1 Introduction
Recent advances in reinforcement learning (RL) have integrated deep learning techniques successfully;
deep RL has already been applied to various tasks such as Atari games [1], robotic control [2], and Go
[3, 4]. However, most of these successes are focused on controlling a single agent. The progress of
multi-agent reinforcement learning (MARL) has been arguably slow despite its importance in many
applications such as controlling robot swarms [5], packet routing [6], and autonomous driving [7].
One reason is that single-agent RL algorithms perform poorly when naïvely applied to multi-agent
scenarios, e.g., training agents using independent Q-learning [8–10]. The main challenge comes from
the non-stationarity problem, where a small change on one agent’s policy may cause another agent’s
policy to be sub-optimal.
Centralized training with decentralized execution (CTDE) has emerged as a popular approach to
tackle this issue. It still considers the decentralization of the individual agents during execution
but reasonably assumes them to be trained under a centralized scheme. To train agents under the
CTDE paradigm, both policy-based [11–15] and value-based methods [16–20] have been proposed
in the literature. Standard examples of policy-based methods are MADDPG [12] and COMA [11].
MADDPG learns individual policies in a centralized manner on both cooperative and competitive
games with continuous action spaces. COMA trains individual policies with a joint critic and solves
the credit assignment problem by estimating a counterfactual baseline.
On the other hand, value-based methods train a centralized joint action-value estimator which can be
factorized into individual agent-wise utility functions. Value decomposition network (VDN) [16]
represents the joint action-value estimator as a summation of the utility functions. QMIX [17] extends
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VDN by employing a mixing network to express a non-linear monotonic relationship among the
utility functions. The monotonic relationship allows the agents to jointly perform the optimal action
while using only their locally optimal action. However, the assumption of monotonicity limits the
representation complexity of QMIX, which may restrict the learning of optimal policies. QTRAN
[18] has been proposed recently to eliminate the monotonic assumption in QMIX by using additional
linear constraints between the utility functions and the joint action-value estimator. They prove that
these linear constraints allow QTRAN to represent a richer class of joint action-value estimators than
QMIX, while enabling computationally tractable maximization of the joint action-value estimator.
Comparing the methods on value function factorization in MARL, the class of joint action-value
estimators that they can represent strictly increases, in the order of VDN, QMIX, and QTRAN.
Intriguingly, however, several works have empirically shown that QTRAN actually performs worse
than QMIX in complex MARL environments like the StarCraft Multi-Agent Challenge (SMAC)
environment [20, 21]. This is unexpected since the monotonic relationship assumed by QMIX limits
the space of action-value estimators able to be approximated without errors, while QTRAN is free of
such an assumption. Our diagnosis tells us that the joint action-value estimator and loss functions of
QTRAN are not scalable as the number of agents and the size of the action space increase. Moreover,
there still exist rooms for (a) identifying the type of environments where QMIX underperforms and
(b) developing an algorithm that can perform well in those environments.
Contribution. In this paper, we propose QOPT, a novel value-based MARL algorithm that achieves
state-of-the-art performance, while being guaranteed to represent the largest class of decentralizable
joint action-value estimators. We break down the problem of decentralized action-value estimation
into two parts: (1) centralized action-value estimation and (2) decentralization of optimal action.
To this end, we train two action-value networks to fulfill the role of each part. The role of the first
network, referred to as true action-value estimator, is to estimate the action-value as accurately as
possible with standard DQN training. The second network, which we call optimistic action-value
estimator, is trained for the role of decentralizing the optimal action using an optimistic loss function
under the monotonic constraint towards the true action-value estimator. In particular, we train the
optimistic action-value estimator with an optimistic training scheme to bridge the gap between the
true and the decentralized action-value estimators with tight relaxation. By splitting the roles of
action-value estimation and action decentralization in two joint action-value estimators, we solve
the structural limitations of QMIX while maintaining its tractable and efficient maximization. We
demonstrate the performance of QOPT by comparing it against QMIX and QTRAN in the SMAC
environment [21] which provides a variety of complex scenarios with partial observability.
In summary, the major contributions of this paper are as follows:
• We propose QOPT that handles a richer class of MARL tasks than the state-of-the art algorithm,
i.e., QMIX under the CTDE paradigm.
• We prove that our method can achieve decentralization of optimal actions for any decentralizable
tasks, by introducing the true and the optimistic action-value estimators and training them using
an “optimistic” loss function.
• Our experiments demonstrate that QOPT outperforms prior works in the SMAC environment. In
particular, our approach significantly outperforms the baselines on tasks with negative rewards for
receiving damage.
2 QOPT: Optimistic Value Function Decentralization
2.1 Problem statement
In this paper, we consider a decentralized partially observable Markov decision process [22] repre-
sented by a tuple G = 〈S,U , P, r, O,N, γ〉. We let s ∈ S denote the true state of the environment.
At each time step, an agent i ∈ N := {1, ..., N} selects an action ui ∈ U as an element of the joint
action vector u := [u1, · · · , uN ]. It then goes through a stochastic transition dynamics described by
the probability P (s′|s,u). All agents share the same reward r(s,u) which is discounted by the factor
of γ. Each agent is associated with an individual partial observation O(s, i) and an action-observation
history τi. Finally, the concatenation of the individual action-observation histories is the overall
action-observation history τ .
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Figure 1: Architecture of QOPT
We aim to train agents individually under the paradigm of centralized training with decentralized
execution, i.e., we require that the information of the overall action-observation history is fully
accessible during training, but we train the agents such that they can operate distributedly during
execution. To this end, decentralization of the joint action-value estimator Qjt is the key challenge.
To be specific, we say that the joint action-value estimator Qjt is decentralized into agent-wise utility
functions q1, . . . , qN when the following condition is satisfied:
arg max
u
Qjt(s,u) =
[
arg max
u1
q1(τ1, u1), . . . , arg max
uN
qN (τn, uN )
]
. (1)
In other words, once the optimal action that maximizes the joint action-value estimator is decentralized,
the agents are able to get the optimal action-value during execution by simultaneously maximizing
the agent-wise value functions without communicating with each other.
2.2 Overview of QOPT
In the rest of this section, we introduce our framework, coined QOPT, for the decentralization of
the joint action-value estimator. Our approach is based on the idea of “optimistically” training
two action-value estimators, parameterized by separate neural networks, with different roles: (i)
true action-value estimation and (ii) decentralization of optimal action. We coin the first network
as the true action-value estimator Qjt to reflect how it is trained under the standard single-agent
reinforcement learning algorithms without any compromise for achieving decentralization. Since the
true action-value estimator is unrestricted, it can represent the widest class of functions possible for
neural networks. The second network, coined optimistic action-value estimator Q′jt, plays the role of
being decentralized for training the individual utility functions.
The optimistic action-value estimator is trained to match its greedy action to that of the true action-
value estimator so that it can predict the optimal action as accurately as possible. The challenge
is that the optimistic action-value estimator with monotonic constraints has a limited capacity for
following the true action-value estimator. Therefore, we propose an “optimistic” training objective
that softly follows the true action-value estimator when the action-value of the optimistic action-value
estimator is lower than a certain threshold. This allows the optimistic action-value estimator to follow
the optimal action accurately while avoiding the waste of capacity for estimating the non-optimal
action-values.
2.3 True and optimistic action-value estimators
We parameterize the true action-value estimator Qjt and the optimistic action-value estimator Q′jt
using mixing networks fmix(·;w), i.e., a feed-forward network with parameter w that takes the
individual utility functions q1, . . . , qN as inputs. Following Ha et al. [23] and Rashid et al. [17], we
further introduce hypernetworks ψhyp and ψ′hyp to generate the weights for the mixing networks
corresponding to Qjt and Q′jt, respectively. Overall, the action-value estimators are expressed as
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Algorithm 1 QOPT
1: Initialize replay memory B ← ∅ and target parameters θ− ← θ
2: for episode = 1 to M do
3: Observe initial state s0 and observation o0 = [O(s0, i)]Ni=1 for each agent i
4: for t = 1 to T do
5: With probability , select an action uti
6: Otherwise, set uti = arg maxuti qi(τ
t
i , u
t
i) for each agent i
7: Take action ut, and retrieve next state and reward (st+1, rt)
8: Store transition (st,ut, rt, st+1) in B
9: Sample a transition (s,u, r, s′) from B
10: Update θ by minimizing the losses Ltd and Lopt from Equation (2) and (3), respectively:
L(s,u, r, s′;θ) = Ltd(s,u, r, s′;θ) + λoptLopt(s,u, r, s′;θ)
11: Update target network parameters θ− ← θ with period I
12: end for
13: end for
follows:
Qjt(τ ,u) = fmix(q1(τ1, u1), . . . , qN (τN , uN );ψhyp(s))
Q′jt(τ ,u) = fmix(q1(τ1, u1), . . . , qN (τN , uN ); |ψ′hyp(s)|),
where ψhyp(s) and |ψ′hyp(s)| are weights of the mixing network for Qjt and Q′jt, respectively. Note
that the weights of the mixing network for Q′jt are constrained to be non-negative to satisfy the
following monotonicity condition:
∂Q′jt(s,u)
∂qi(τi, ui)
≥ 0, ∀i ∈ N .
Such a monotonicity condition allows the optimistic action-value estimator to be decentralized into
utility functions [17]. The individual utility functions q1, . . . , qN are each represented by a deep
recurrent Q-network (DRQN) [24]. At each step, agents receive their local observations as inputs and
compute the individual utility values. We provide an illustration of the architecture in Figure 1.
2.4 Optimistic loss function
In QOPT, we set two goals for training. The first goal is to train the true action-value estimator to
approximate the true action-value with standard temporal difference learning. The second one is to
train the optimistic action-value estimator such that the optimistic and true action-value estimators
have similar optimal actions. Following existing works, we use a replay buffer B to store and recycle
the samples observed during training.
To be specific, we first update the true action-value estimator by using the following loss function:
Ltd(s,u, r, s
′;θ) =
(
Qjt(s,u)− ydqn(r, s′;θ−)
)2
,
ydqn(r, s
′;θ−) = r + γQjt(s′, u¯′;θ−),
(2)
where u¯′ = [arg maxui qi(τ
′
i , ui;θ
−)]i∈N is the set of local optimal actions with respect to the
individual utility functions, and θ− is the target network parameter periodically being updated by θ,
as done by Mnih et al. [1].
Next, for training the optimistic action-value estimator Q′jt, we use the following objective function:
Lopt(s,u, r, s
′;θ) =
{
(Qjt(s,u)−Q′jt(s,u))2, Qjt(s,u) ≥ Qjt(s, u¯),
(Qclip(s,u)−Q′jt(s,u))2, Qjt(s,u) < Qjt(s, u¯),
Qclip(s,u) = clip(Q
′
jt(s,u), Qjt(s, u¯), Qjt(s,u)),
(3)
where local optimal actions u¯ = [arg maxui qi(τi, ui;θ)]i∈N and the function clip(·, `1, `2) bounds
the output of the optimistic action-value estimator to be within the interval [`1, `2].
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Conceptually, the optimistic action-value estimator only follows the true action-value estimator
exactly when the joint action-value of the true action-value estimator is larger than the threshold
Qjt(s, u¯). Since small joint action-values are softly ignored, problems with limited representation
complexity in the monotonic network are alleviated while allowing the tractable maximization of
the optimistic action-value estimator. This is similar to an optimistic agent proposed by Lauer
and Riedmiller [9] that ignores the low target action-value when learning the optimal action with
independent action-value estimators, which have representational limitations in a fully distributed
setting. Now, we formally prove how minimization of the above losses leads to decentralization.
Theorem 1. There exists a set of utility functions {qi}i∈N decentralizing the action-value estimator
Qjt(s,u) if and only if there exists a function Q′jt(s,u) satisfying the following conditions:
Qjt(s, u¯) = Q
′
jt(s, u¯), Qjt(s, u¯) ≥ Q′jt(s,u) ≥ Qjt(s,u),
∂Qjt(s,u)
∂qi(τi, ui)
≥ 0, ∀i ∈ N , u¯ = [arg max
ui
qi(τi, ui;θ)]i∈N .
We provide proof of Theorem 1 in Appendix A . Theorem 1 shows that our method can decentralize
the optimal action of the true action-value estimator for any decentralizable tasks, assuming the
estimators are powerful enough. Core of the proof for each sufficient and necessary condition is as
follows: (i) We prove that the local optimal actions u¯ also maximize the true action-value estimator
by utilizing the optimistic action-value estimator as the upper bound of the true action-value estimator.
(ii) We define the parameterized monotonic function Q′jt of the individual utility functions and prove
there always exists parameters that satisfy the conditions for all decentralizable tasks.
Combining the two loss functions, we obtain the following objective, which is minimized in an
end-to-end manner to train the true action-value estimator and the optimistic action-value estimator:
L(s,u, r, s′;θ) = Ltd(s,u, r, s′;θ) + λoptLopt(s,u, r, s′;θ)
where r is the reward for action u at the state s transitioning to s′, and λopt > 0 is hyperparameter
controlling the importance of each loss function. We present the overall scheme in Algorithm 1.
3 Comparison to prior works: VDN, QMIX, and QTRAN
A considerable amount of works has been proposed to achieve the decentralization of the joint
action-value estimator. In this section, we describe them one by one. We also provide a summary of
the discussed frameworks, i.e., VDN, QMIX, and QTRAN, and our QOPT in Table 1. For a more
detailed description that includes a comparison to other related works, see Appendix B.
VDN. Sunehag et al. [16] decomposes the joint action-value estimator into the summation of
individual utility functions, i.e.,
Qjt(τ ,u) =
∑
i∈N
qi(τi).
Such a decomposition achieves the decentralization of the joint action-value estimator in the most
straightforward way. However, VDN relies on the strong assumption that the joint action-value
estimator is accurately approximated by the summation, leading to sub-optimal results.
QMIX. Following VDN, Rashid et al. [17] proposed QMIX which approximates the joint action-
value estimator using an approximation monotonic with respect to the individual utility functions,
expressed as follows:
∂Qjt(s,u)
∂qi(τi, ui)
≥ 0, ∀i ∈ N .
Once the monotonic relationship between the joint action-value estimator and the individual utility
functions is satisfied, one can show that the decentralization of the joint action-value estimator is
indeed achieved. QMIX learns a mixing network fmix with non-negative weights from hypernetworks
ψhyp [23] to satisfy the monotonocity condition. The hypernetworks allow the utilization of additional
state information which is only observed during training.
QTRAN. Finally, Son et al. [18] looks at the value function factorization problem from a different
angle. Instead of directly decomposing the joint action-value estimator into utility functions, QTRAN
proposes a training objective which enforces the decentralization of the joint action-value estimator
into the summation of individual utility functions as in Equation (1).
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Table 1: Comparison with previous works with respect to the choice of parameterization on the
true action-value estimation, optimal action decentralization, and loss functions. Here, qi denotes
the utility functions, f denotes an unconstrained neural network, fmix(q1, . . . , qN ;ψhyp) denotes a
mixing network with parameters generated from hypernetworks ψhyp, Ltd denotes the loss function
for the TD-error, and Lqtran, Lopt denote the action decentralization loss of QTRAN and QOPT,
respectively.
Method True action-value estimation Optimal action decentralization Loss functions
VDN
∑
i qi
∑
i qi Ltd
QMIX fmix(q1, . . . , qN ; |ψhyp|) fmix(q1, . . . , qN ; |ψhyp|) Ltd
QTRAN f
∑
i qi Ltd + λLqtran
QOPT fmix(q1, . . . , qN ;ψhyp) fmix(q1, . . . , qN ; |ψ′hyp|) Ltd + λLopt
Among the existing works, QTRAN is arguably the most similar to ours since both frameworks
attempt to propose a training objective for enforcing the decentralization of the joint action-value
estimator instead of limiting the class of games that the joint action-value estimator can represent,
as in VDN and QMIX. However, our QOPT further improves on QTRAN in several aspects. First,
QOPT attempts to decentralize the joint action-value estimator into a mixing network consisting of
individual utility functions, which is far more expressive than the summation of individual utility
functions (as used in QTRAN). Second, our optimistic training scheme allows more stable training
compared to that of QTRAN. Finally, we prove a refined version of the theorem for stating the
necessary and sufficient condition for decentralizability of the joint action-value estimator.
4 Experiments
4.1 Experimental setup
To show the performance of QOPT, we use the StarCraft Multi-Agent Challenge (SMAC) environment
[21] as our testbed. SMAC is a complex multi-agent environment used in many recent works, e.g.,
Rashid et al. [17], Mahajan et al. [20] for evaluating state-of-the-art MARL methods. In this
environment, multiple agents have their local observation and do not communicate in the execution
phase. They are trained to solve combat scenarios against built-in scripted AI. The individual local
observation contains distance, relative location, health, shield, and unit type of other allied and enemy
units within their sight range, and there is a global state which is only available during the training
phase. The global state vector contains the information on all agents in the map and the centralized
trainer can use it during the centralized training.
Reward settings. For the reward, existing works run their algorithm on environments with only
positive rewards that are based on the hit-point damage dealt. In our setting, we additionally test
algorithms with a configured reward setting based on both hit-point damages dealt and received by
agents. This makes the problem more challenging and practical than in original settings since each
agent should learn more complex strategies to maximize the damage dealt while minimizing the
damage received. We experimented with two negative reward scale P settings, where P = 0, 0.5.
P = 0 produces a reward based only on the damage dealt to enemy units. When P = 0.5, a reward
for the damage received from the opponents is added to the existing reward in a weighted manner.
We represent the case of P = 0.5 by putting _neg in the map name. Appendix C contains additional
experimental details.
We compare QOPT, QTRAN, and QMIX on several SMAC maps with 6 different scenarios which
include easy, hard, and super hard levels classified by SMAC. Our evaluation procedure is also similar
to SMAC. For every 10,000 time steps, we paused the training and run 32 test episodes without
exploration for evaluation. After the evaluation, the percentage of episodes where the agents defeat all
enemy units is referred to as the test win rate. All the results are averaged over at least 3 independent
runs. Results are presented with median performance with shaded 25-75% confidence intervals.
Ablation setup. In order to show the contributions of our double mixing networks and loss func-
tions, we consider two ablation studies. First, we consider a comparison with an optimistic action-
value estimator with a VDN-factored structure, which we call QOPT-VDN. It is designed to investigate
whether the more expressive architecture is responsible for the performance. Next, we analyze the
influence of optimistic training by comparing against QOPT-NOPT, which modifies QOPT by ensur-
6
QOPT
QMIX
QTRAN
W
in 
Ra
te
0
0.5
1.0
Training step
0 1×106 2×106
(a) 3s_vs_5z_neg
QOPT
QMIX
QTRAN
W
in 
Ra
te
0
0.5
1.0
Training step
0 1×106 2×106
(b) 5m_vs_6m_neg
QOPT
QMIX
QTRAN
W
in 
Ra
te
0
0.5
1.0
Training step
0 1×106 2×106
(c) 2s_vs_1sc_neg
QOPT
QOPT-NOPT
QOPT-VDN
W
in 
Ra
te
0
0.5
1.0
Training step
0 1×106 2×106
(d) MMM2_neg
QOPT
QMIX
QTRAN
W
in 
Ra
te
0
0.1
0.2
Training step
0 1×106 2×106
(e) 3s5z_vs_3s6z_neg
QOPT
QMIX
QTRAN
W
in 
Ra
te
0
0.2
0.4
Training step
0 1×106 2×106
(f) 2c_vs_64zg_neg
Figure 2: Average win rate with 25%-75% percentile for QOPT, QMIX, and QTRAN, where P = 0.5
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Figure 3: Average win rate with 25%-75% percentile for QOPT, QMIX, and QTRAN, where P = 0
ing the optimistic action-value estimators to accurately follow the true action-value estimators for all
cases in Equation (3).
4.2 Results
Comparison with QMIX and QTRAN. Overall, QOPT achieves the highest win rate during
training as shown in Figure 2 and Figure 3. First, when negative rewards exist, QOPT shows
considerable gains on the tasks. Figure 2b shows QTRAN achieving higher performance than QOPT
in the early stages of learning, but in the latter part, QOPT shows the best performance during training.
In Figure 2d and 2e, QOPT shows significant performance improvements on the scenarios MMM2_neg
and 2c_vs_64zg_neg. However, one concern is that, in the case of MMM2_neg, depending on the
initial coincidence, the agents may not learn meaningful policies at all. Especially in the most difficult
scenario 3s5z_vs_3s6z_neg, only QOPT learns meaningful policies. As shown in Figure 2a, QOPT
shows the same performance as QMIX in the relatively easy scenario 3s_vs_5z_neg. In Figure 2c, our
algorithm has relatively poor performance. This is because the scenario 2s_vs_1sc_neg has a hard
exploration problem and the variance of the results is large.
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Figure 4: Average win rate with 25%-75% percentile for QOPT, QMIX, and QTRAN
Compared to other baseline algorithms, QOPT shows fast learning speed and high performance, even
if only positive rewards exist. Figure 3b, 3c, and 3d show that QOPT offers slightly faster learning
than QMIX on the scenarios 5m_vs_6m, 2s_vs_1sc and MMM2. When learning difficulty increases,
as shown in Figure 3f, only QOPT achieves a high win rate, and Figure 3e also shows that only QOPT
achieves a non-zero win rate. On the other hand, QTRAN, which shows theoretical guarantees such
as QOPT, shows that it does not learn meaningful policies for some scenarios such as 3s_vs_5z and
MMM2. These results show the gap in the process of converting theoretical proofs to loss functions
of the neural networks.
Another interesting result is that negative rewards can help improve win rates. For example, as shown
in Fig 2a and 3a, the presence of negative rewards can speed up learning. Furthermore, Figure 2b
and 3b show QOPT learns a new kind of policy that has not been found in previous studies. This is
because scenarios with negative rewards create more dense and direct rewards than conventional ones.
However, negative rewards have the disadvantage of creating a new local optimal policy. If there
are only positive rewards, the agents would have benefited from unconditionally fighting against the
enemy. However, if there are negative rewards, running away without fighting might be an alternative
way to maximize the rewards. The presence of these local alternative policies is likely to reduce
performance by not satisfying the monotonic condition for QMIX, but our algorithm QOPT can solve
these shortcomings of QMIX.
Ablation study. As shown in Figure 4, experiments in the three scenarios show how each element
of QOPT affects its performance. First, Figure 4a shows that QOPT-QPT and QOPT have similar
performance. Since MMM2 scenario only has positive rewards, QOPT-NOPT can learn optimal
policies even though it is assuming a monotonic condition. The performance of QOPT-VDN, on
the other hand, shows the importance of using the mixing network in the optimistic action-value
estimators.
In contrast, Figure 4b and 4c show the need for the optimistic training due to the performance
degradation of QOPT-NOPT where P = 0.5. As shown in Figure 4b, one interesting thing is that
QOPT-NOPT performs better than QMIX, although it performs lower than QOPT. This is because
the optimistic action-value estimator of QOPT-NOPT follows the centralized action-value estimator,
which solves the overestimation problem. QMIX tends to overestimate the maximum Q-value for
tasks that do not satisfy the monotonicity condition and the overestimation bias is accumulated during
training. On the other hand, QOPT-NOPT has a limited representation complexity, such as QMIX,
but there is no overestimation problem because it targets the centralized action-value estimator.
5 Conclusion
In this paper, we present QOPT, a novel value-based method for cooperative multi-agent reinforcement
learning under the centralized training with decentralized execution paradigm. Unlike previous value
function factorization methods, QOPT optimistically trains two separate action-value estimators, one
for the role of true action-value estimation and the other for the role of optimal action decentralization.
We theoretically and empirically demonstrate that our method handles a richer class of multi-agent
reinforcement learning tasks.
To evaluate QOPT and other baselines, we use the StarCraft Multi-Agent Challenge (SMAC) envi-
ronment, a standard benchmark for cooperative multi-agent reinforcement learning. Our results on
SMAC show that our method performs well on most maps, and ablation studies demonstrate that
both algorithmic and architectural advances of QOPT are crucial to its performance.
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Broader Impact
It has been demonstrated that cooperative multi-agent reinforcement learning is an efficient framework
for training agents to learn cooperative policies in multi-agent systems. As our algorithm falls under
this framework, it can also be used by those who study these problems. In particular, it can be used
in scenarios which cannot be solved by previous methods because our algorithm considers a wider
range of practical cases.
Cooperative multi-agent reinforcement learning has mostly been tested on simulated environments.
We have similarly demonstrated the strengths of our algorithm through simulations only. But when
using these algorithms for real-world applications, such as network system optimization [6] and
autonomous driving [7], it is more important to consider their robustness and safety than their
capability to always maximize returns. An in-depth analysis on the safety and uncertainty of our
algorithm must be additionally done before it can be applied to solve real-world problems.
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A Proofs
Theorem 1. There exists a set of utility functions {qi}i∈N decentralizing the action-value estimator
Qjt(s,u) if and only if there exists a function Q′jt(s,u) satisfying the following conditions:
Qjt(s, u¯) = Q
′
jt(s, u¯),
Qjt(s, u¯) ≥ Q′jt(s,u) ≥ Qjt(s,u),
∂Q′jt(s,u)
∂qi(τi, ui)
≥ 0, ∀i ∈ N ,
u¯ = [arg max
ui
qi(τi, ui;θ)]i∈N .
(4)
(5)
(6)
(7)
Proof. ⇐= We prove first the sufficiency of the theorem by showing that if the conditions hold, then
qi(τi, ui) satisfies optimal decentralization arg maxuQjt(s,u) = u¯.
Qjt(s, u¯) = Q
′
jt(s, u¯) (From (4))
≥ Q′jt(s,u) (From Monotonicity of Q′jt(s,u))
≥ Qjt(s,u). (From (5))
It means that the set of local optimal actions u¯ maximizes Qjt, showing that qi satisfies decentraliz-
ability.
=⇒We turn now to the necessity. First, we define Q′jt(s, u¯) =
∑N
i=1 αi(qi(τi, ui)− qi(τi, u¯i)) +
Qjt(s, u¯), which satisfies condition (6), where constant αi ≥ 0. By definition, (4) and the upper
bound condition of (5) naturally hold, and proof for lower bound condition of (5) follows from the
fact that there exists [αi] small enough such that
Q′jt(s,u)−Qjt(s,u) =
N∑
i=1
αi(qi(τi, ui)− qi(τi, u¯i))− (Qjt(s,u)−Qjt(s, u¯)) ≥ 0,
since (qi(τi, ui)− qi(τi, u¯i)), (Qjt(s,u)−Qjt(s, u¯)) < 0 if u 6= u¯.
B Related Work
Centralized training with decentralized execution (CTDE) has emerged as a popular paradigm under
the multi-agent reinforcement learning framework. It assumes the complete state information to be
fully accessible during training, while individual policies allow decentralization during execution. To
train agents under the CTDE paradigm, both policy-based [11–15] and value-based methods [16–19]
have been proposed. At a high-level, the policy-based methods rely on the actor-critic framework with
independent actors to achieve decentralized execution. On the other hand, the value-based methods
attempt to learn a joint action-value estimator which can be cleverly decomposed into individual
agent-wise utility functions.
For examples of the policy-based methods, COMA [11] trains individual policies with a joint critic and
solves the credit assignment problem by estimating a counterfactual baseline. MADDPG [12] extends
the DDPG [2] algorithm to learn individual policies in a centralized manner on both cooperative and
competitive games. MAAC [14] includes an attention mechanism in critics to improve scalability.
LIIR [13] introduces a meta-gradient algorithm to learn individual intrinsic rewards to solve the credit
assignment problem. Recently, ROMA [15] proposes a role-oriented framework to learn roles via
deep RL with regularizers and role-conditioned policies.
Among the value-based methods, value decomposition network (VDN) [16] learns a centralized, yet
factored joint action-value estimator by representing the joint action-value estimator as a sum of
individual agent-wise utility functions. QMIX [17] extends VDN by employing a mixing network to
express a non-linear monotonic relationship among individual agent-wise utility functions in the joint
action-value estimator. Qatten [19] introduces a multi-head attention mechanism for approximating
the decomposition of the joint action-value estimator, which is based on theoretical findings. MAVEN
[20] proposes a committed exploration algorithm to address the limitations of QMIX with regards to
exploration.
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QTRAN. Finally, QTRAN [18] has been proposed recently to eliminate the monotonic assumption
on the joint action-value estimator in QMIX. Instead of directly decomposing the joint action-
value estimator into utility functions, QTRAN proposes a training objective which enforces the
decentralization of the joint action-value estimator into the summation of individual utility functions
as in Equation (1).
Namely, they propose to minimize the combination of the following loss functions:
Ltd(s,u, r, s
′;θ) =
(
Qjt(τ ,u)− ydqn(r, τ ′;θ−)
)2
,
Lopt(s,u, r, s
′; θ) =
(
Q′jt(τ , u¯)− Qˆjt(τ , u¯) + Vjt(τ )
)2
,
Lnopt(s,u, r, s
′; θ) =
(
min[Q′jt(τ ,u)− Qˆjt(τ ,u) + Vjt(τ ), 0]
)2
,
Vjt(τ ) = max
u
Qjt(τ ,u)−
∑
i∈N
qi(τi, u¯i).
Here, the value Vjt(τ ) corrects for the discrepancy between the centralized joint action-value function
Qjt and the sum of individual joint action-value functions [Qi]. There are some differences between
the loss functions of QTRAN and QOPT. QTRAN uses separate loss functions to learn the optimal
actions and the non-optimal actions. For the non-optimal actions, Q′jt is only learned through a lower
bound condition that Q′jt should be greater than the true action-value estimator Qjt. Furthermore, it
only follows Qjt exactly for the optimal actions. However, with our loss functions, the optimistic
action-value estimator learns to follow the true action-value estimator equally, even for non-optimal
actions, if its values are greater than a certain threshold. In addition, our optimistic loss function has
both lower bound and upper bound conditions for non-optimal actions, which is a tighter condition
making learning more efficient. In the QTRAN paper, a new algorithm called QTRAN-alt is proposed
to solve the problem that occurs when only the lower bound condition of the QTRAN algorithm
exists. However, this QTRAN-alt algorithm has high computational complexity because it requires
counterfactual action-value estimation when other actions are selected. In addition, Mahajan et al.
[20] experimentally shows that QTRAN-alt does not work as well as QTRAN-base in SMAC [21]
environments. We effectively solve this problem with an upper bound condition that does not require
the counterfactual action-value estimation.
C Experimental details
The hyperparameters of training and testing configurations are the same as in the GitHub code
of SMAC [21]. The architecture of all agents’ policy networks is a DRQN consisting of two 64-
dimensional fully connected layers and 64-dimensional GRU. The mixing networks consist of a
single hidden layer with 32 hidden widths and ELU activation functions. Hypernetworks consist of
two layers with 64 hidden widths and ReLU activation functions.
All neural networks are trained using the RMSProp optimizer with 0.0005 learning rates, and we use
-greedy action selection with decreasing  from 1 to 0.05 over 50000 time steps for exploration. For
the discount factor, we set γ = 0.99. The replay buffer size is 5000 episodes and the minibatch size
is 32. Using Nvidia Titan Xp graphic cards, the training time is about 8 hours to 24 hours, depending
on the scenario.
We use the double Q-learning algorithm for practical implementation, following the SMAC paper,
and our method additionally applies this idea with an optimistic loss. We redefine it as local optimal
actions u¯ = [arg maxui qi(τi, ui;θ
−)]i∈N with target network that parameterized by θ−, and we
see that it practically increases stability for training. As another idea, we configure the true action-
value estimator as the summation of two mixing networks, where one mixing network is monotonic
and the other is non-monotonic. This true action-value estimator accelerates training for tasks that
satisfy the monotonic assumption while still having the full representation complexity through the
non-monotonic mixing network.
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