Abstract. We suggest an elementary quantitative unique continuation argument for harmonic functions that can be adapted to the discrete case of harmonic functions on the lattice. The analog of the three balls theorem for discrete harmonic functions that we obtain contains an additional term that depends on the mesh size of the lattice and goes to zero when the mesh size goes to zero. We also show that any discrete harmonic function on a cube can be extended to the whole lattice by a discrete harmonic polynomial.
Introduction
Quantitative unique continuation is an important tool in the study of solutions of elliptic and parabolic problems. It has many applications, including stability estimates for the Cauchy problem, see [2] . The simplest quantitative unique continuation statement is the three balls theorem. For classical harmonic functions it follows from logarithmic convexity of the L 2 -norms, that in turn is obtained using the rotational symmetry and ellipticity of the Laplace operator and can be proved by expansions in eigenfunctions of the Laplace-Beltrami operator on the sphere [13] . However, the logarithmic convexity can be generalized to general elliptic equations and it has been successfully used in unique continuation problems, [1, 7] .
Situation with unique continuation changes drastically when one considers discrete models for elliptic equations. It is easy to construct a discrete harmonic function (even a discrete harmonic polynomial, see the last section of this note) on the lattice Z n that vanishes on a large cube of the lattice without being zero identically. On the other hand some version of unique continuation should hold at least when we fix the domains and let the mesh size of the lattice go to zero, since discrete harmonic functions then approximate continuous ones. One of the obstacles for an elementary estimate similar to logarithmic convexity for continuous harmonic functions is that discrete Laplacian is not rotationally symmetric.
Recently quantitative uniqueness (from Cauchy data) for discrete models of elliptic PDEs were obtained by Carleman type inequalities, we refer the reader to [3, 5] for motivation and interesting results; we mention also an earlier work [12] that contains discrete Carleman estimates. It is known that the mesh size of the discretization appears in propagation of smallness inequalities obtained by this method. The Carleman inequality is the most common tool for quantitative unique continuation due to its flexibility. It can be adjusted to quite general setting. However even for the simplest case of the five-point discrete Laplacian on Z 2 the quantitative uniqueness by Carleman estimates is very technical. We suggest another approach that is based on the analyticity of the Poisson kernel and thus can be applied only for the case of good equations but is simple and gives direct constructive estimates for discrete harmonic functions on n-dimensional lattices. We consider the standard lattice (hZ) n in n-dimensional space R n , we always assume that
where {e j } n j=1 is the standard orthonormal basis for R n . Different logarithmic convexity estimates for the norms of discrete harmonic functions, with norms taken over parallel segments or parallel lines, can be found in [6, 15, 8, 10] .
In this note we obtain an analog of the three balls theorem for discrete harmonic functions. We define by
n . More generally for any set E ⊂ R n we denote E h = E ∩ (hZ) n . Then our main result is the following Theorem 1. Suppose that r < R < 1. There exist positive constants C, N 0 , δ, α that depend on r, R with α, δ < 1 such that for any
The text is organized in the following way. In the next section we give a new proof of the three sphere theorem for continuous harmonic functions that can be adjusted to the discrete case. The adjustment is done in Section 3, where we prove the main result. For the case R < 2r < 2 −2n−3 we suggest relatively simple formulas for α and δ, for the general case one has to iterate the estimate in a standard way. In the last Section we prove that any discrete harmonic function on a cube can be extended to the whole lattice by a discrete harmonic polynomial.
Continuous case
The proposition below is the three balls theorem for harmonic functions. It is well known, the standard approach is to prove logarithmic convexity for L 2 -norms and then use elliptic estimates to obtain L ∞ estimates, see [13] for the details. We give another elementary proof that will be extended to discrete situation in the next section. We work in n-dimensional Euclidean space R n and fix n, so our constants may depend on the dimension. Proposition 1. Let 0 < r < R < 1/4. There exist constants C > 0 and α ∈ (0, 1) such that for any harmonic function u in the unit ball with
the following inequality holds
Proof. We have
where P (x, y) = γ n (1 − |x| 2 )(|x − y|) −n is the standard Poisson kernel for the unit ball. We fix a point x 0 such that |x 0 | ≤ R. The idea of the proof is to approximate P (x 0 , y) by a linear combination of the form m k=1 c k P (x k , y) with |x k | ≤ r. We will need two estimates, one for the error r m (x 0 , y) of the approximation and another for the sum of the absolute values of the coefficients of the approximating linear combination.
We choose points x k on the segment [0, rR
, and consider the standard Lagrange interpolation of the function f (t) = P (trR
Now we choose t 1 , ..., t m to be the Chebyshev nodes, 
In order to estimate the error of the approximation, we use an analytic extension of the function f (t) = P (trR −1 x 0 , y) to the disk of radius 1/2r centered at the origin on the complex plane, see for example [4, Chapter 4] for the residue method in the interpolation error estimate. We have
, this extension is bounded by a constant A n . We consider the function
which is meromorphic in {|z| < 1/2r} and has simple poles at the points R/r and t 1 , ..., t m . Then by the residue theorem, we get (see also [4, Theorem 4 
Thus we have the following two estimates
for some B, a, q such that q < 1. Then
To minimize the sum we choose m = (log M − log ε) (log B − log q) −1 + 1, where
[t] is the largest integer less than or equal to t, and obtain the required inequality (1) with
The Chebyshev nodes is the standard choice in the interpolation problems, when we want to have a good control over the coefficients. More generally the Fekete points of a given compact set K ⊂ R can be chosen. They appear also in the quantitative propagation of smallness from the sets of positive capacity, see [14] .
Discrete case
We start by the following discrete version of the Poisson integral representation
where for each y ∈ ∂Q h 1 , the function P h (x, y) is h-discrete harmonic in the variable x in Q h 1 , and satisfies the boundary conditions P h (y, y) = 1 and P h (z, y) = 0 for any z ∈ ∂Q h 1 \ {y}. We will write down an analytic expression for P h (x, y). Note that since we consider discrete function with finitely many values, its analytic extension is not unique. Without loss of generality, we assume that y = (y 1 , ..., y n−1 , 1). For each
we define a h K to be the only positive solution of the equation
is h-discrete harmonic and vanishes on all sides of the cube except the one where y lies. It is easy to check that
where summation is taken over K ∈ 1, 2N − 1 n−1 . This function is h-discrete harmonic in Q (x 1 , . ., x j−1 , x j+1 , ..., x n ) ∈ [−1/2, 1/2] n−1 , j = 1, ..., n, the function f (t) = P h (x 1 , ..., x j−1 , t, x j+1 , ..., x n , y) has a holomorphic extension to the domain Ω = {z : −1/2 ≤ ℜz ≤ 1/2, −1/16 ≤ ℑz ≤ 1/16} ⊂ C that satisfies |f (z)| ≤ CN 1−n for any z ∈ Ω.
Proof. The holomorphic extension is given by the formula above. We need to prove the estimate. First, we note that either ha
Thus either a
We consider two cases j = n and j = n. First, if j = n then, since |ℜz| ≤ 1/2, we have
Otherwise, if j = n, and taking into account that |ℑz| ≤ 1/16, we obtain
We also need a discrete version of Chebyshev's nodes.
Proof. Let t k = cos((2k −1)π/2m) be the classical Chebyshev nodes, an elementary estimate shows that
We have |H
Combining the statements above and repeating the argument from the previous section, we obtain the following Lemma 2. Suppose that r < R < 2r < 2 −2n−3 . There exist constants A, B, q that depend on r, R with q < 1 such that for any h-discrete harmonic function u in [− 1, 1] n and any m < √ rh −1 we have
Proof. We may assume that r, R ∈ hZ. We consider the following chain of rect-
We want to prolongate the estimate from R j to R j+1 . Let x = (x 1 , ..., x j , ..., x n ) ∈ ∂R j \ R j−1 , then r < |x j | ≤ R. For each y ∈ ∂Q h 1 we consider the Poisson kernel P h (x, y) as a function of x j . More precisely, we fix y ∈ ∂Q h 1 and define f (t) = P h (x 1 , ..., tx j |x j | −1 r, ..., x n , y).
Further, by Proposition 2, f can be extended to a holomorphic function in the domain D = {z ∈ C : |ℜz| ≤ (2r)
We let M = N r and choose s 1 , ..., s m as in Lemma 1. Applying the Lagrange interpolation with nodes s j we approximate f (R/r) by k c k f (s k ), where
The error of the approximation is
Thus, we have
where q 1 = 16(R + r) and B 1 = 2 + 2Rr −1 . Iterating this estimate n − 1 times we obtain the desired estimate with B = B (B 1 − 1) . We have to check that q < 1, indeed,
Finally, we prove Theorem 1 for the case R < 2r < 2 −2n−3 . We choose m 0 = (log M − log ǫ)(log B − log q) −1 + 1. If m 0 < √ rh −1 then applying Lemma 2 with m = m 0 , we obtain max
If m 0 ≥ √ rh −1 then we apply the Lemma with m = [
A standard argument with a chain of squares and iteration of the estimate gives the following.
Corollary 1.
Let Ω be a connected domain in R n , O be an open subset of Ω, and K ⊂ Ω be a compact set. Then there exists C, α and δ < 1 and N 0 large enough such that for any N ∈ Z, N > N 0 , h = N −1 and any h-harmonic function u on Ω h we have
Concluding remarks
It is clear that a zero function on a cube can be extended non-trivially to a harmonic function on Z n . For example from a square [−M, M ] 2 one may extend the function to a strip [−M, M ]×Z with arbitrary values at the points (±M, y) with |y| > M on the sides of the strip, then lay-wise the function is uniquely extended to a discrete harmonic function on Z 2 . The same argument works in higher dimensions. We may also construct a discrete harmonic polynomial continuation for any discrete harmonic function on the cube, see proposition below. Therefore a discrete version of three balls (or three cubes) theorem should have an error term that depend on the mesh-size of the lattice. It could be also reformulated in the following way. Given [10] ). Thus the error term d(N ) can not go to zero faster than q N for some q < 1. It would be interesting to find the correct asymptotic behavior of d(N ).
We finish this note by an elementary argument that shows how any discrete harmonic function on a cube can be extended to the lattice by a discrete harmonic polynomial. Note also that there are some discrete sets (like non-convex domains) for which extension of a harmonic function could be impossible, see [11] . Let us define
N for simplicity. We will prove the following
N then there exists a discrete harmonic polynomial P on Z n such that deg P ≤ 6N (n − 1) + 1 and f = P on K (n) N . In dimension 2 this proposition was proved in [11] , where the estimate for the degree is precise, the details can be found in [9] . In higher dimensions we suggest a different argument, now the degree of the polynomial is not optimal.
We first claim that there exists a function g discrete harmonic in K × {0, 1}. Further we can find two polynomials G 0 and G 1 of n − 1 variables such that g(x, 0) = G 0 (x) and g(x, 1) = G 1 (x) when x ∈ Z n−1 (this is standard multivariate polynomial interpolation on a grid), G 0 , G 1 can be chosen of degree less than or equal to 6N (n − 1). For the details we refer the reader to [4, Chapter 4 ]. So we have reduced the Theorem to the following statement Lemma 3. Let G 0 and G 1 be polynomials of n − 1 variables with degree less than or equal to M . There exists a discrete harmonic polynomial P on Z n such that P (x, 0) = G 0 (x) and P (x, 1) = G 1 (x) for x ∈ K (n−1) 3N and the degree of P is less than or equal to M + 1.
Proof. We first find polynomials of one variable q j (t) = c j,j t j +c j,j−1 t j−1 +...+c j,1 t for j ≥ 2 that satisfy
q j (0) = 0 and q j (1) = 0. We also let q 0 = 1 and q 1 = t. Now we look for P (x, x n ) in the form
and the conditions become ∆ d P (x, x n ) = 0, P (x, 0) = Q 0 (x) = G 0 (x), and P (x, 1) = Q 0 (x) + Q 1 (x) = G 1 (x). We have
Now Q 0 and Q 1 are given polynomials of degree less than or equal to M , it is sufficient to find sequence of polynomials Q 2 , ..., Q M+1 such that the degree of Q j is less than or equal to M − j + 1 and Now, by comparing coefficients we treat the equations as a linear system. Each polynomial Q j gives us unknowns (coefficients) and the total number of unknowns we get is
The number of equations is exactly the same. The right-hand sides for this linear system come from given polynomials Q 0 and Q 1 . To show that there is a solution, we have to show that Q 0 = Q 1 = 0 gives only trivial solution Q 2 = ... = Q M+1 = 0. If there exists a non-trivial solution, we choose polynomial Q l , l ≥ 2 that has the highest degree. We have
that leads to a contradiction since the degree of the polynomial on the left-hand side is greater than the degree of the one on the right-hand side.
