Latent variable models are common in the social sciences -to measure ideal points of U.S. Senators, countries' "level of democracy" or the relationships between latent attitudes and values across countries, for instance. Because differences in measurement parameters can be confounded with substantively interesting differences, measurement invariance or "equivalence" is a prerequisite for cross-group comparisons of parameters of interest. The practice of "invariance testing" attempts to rule out confounding by testing equality-constrained models. However, some tests may be rejected due to R code and data for the examples discussed in this article are provided in the electronic appendix.
R code and data for the examples discussed in this article are provided in the electronic appendix.
INTRODUCTION
Latent variable models are a common tool across the social sciences to model unobserved traits (Lord and Novick, 1968; Bollen, 1989; Bartholomew, Knott and Moustaki, 2011) . In political science, for example, Jackman (2001) and Clinton, Jackman and Rivers (2004) applied ideal point models to roll calls in the U.S. Supreme Court, Senate, and House; Treier and Jackman (2008) and Armstrong (2011) discussed measurement models for the level of democracy based on the Polity and Freedom House indicators;
and Davidov (2009) studied the measurement of national identity and constructive pa-triotism in the cross-national ISSP survey. The final goal of such analyses is often a comparison of estimated levels of the latent variable across groups; for instance, time series analyses of the level of democracy (Armstrong, 2011) , a regression of risk of civil war on the level of democracy (Treier and Jackman, 2008) , or a comparison across 34 countries of patriotism and nationalism (Davidov, 2009) . Comparing relationships between latent variables may also be of interest - Davidov et al. (2008) , for example, compared the regression coefficients between "human values" (Schwartz and Bilsky, 1987) and latent anti-immigration attitudes across 19 European countries.
Comparisons of latent variable means, relationships, or other parameters of interest are only valid, however, when the measurement parameters are equal across the groups to be compared (e.g. Steenkamp and Baumgartner, 1998) . Otherwise, betweengroup differences in the parameters of interest may be confounded with differences in the measurement parameters (Oberski, 2012) . In the literature on structural equation modeling (SEM), this observation is known as the requirement of "measurement equivalence" or "invariance" (Meredith, 1993) ; psychometricians use the terms "item bias", also known as "differential item functioning" or DIF (Mellenbergh, 1989) ; and in the measurement error literature the corresponding term is "differential measurement error" (Carroll et al., 2006) . We focus on structural equation modeling -a general class of linear latent variable models that has given rise to a large literature on measurement invariance testing (for reviews, see Millsap and Everson, 1993; Vandenberg and Lance, 2000; Schmitt and Kuljanin, 2008) .
Invariance testing in SEM proceeds by comparing a model with cross-group equality restrictions on the measurement parameters to a model in which some or all of the measurement parameters are allowed to vary over groups. This comparison may take the form of a chi-square difference test (Steenkamp and Baumgartner, 1998; French and Finch, 2006) , of a test of "close fit" involving SEM fit measures such as CFI and RMSEA (Cheung and Rensvold, 2002; Chen, 2007) , or of the examination of expected parameter changes (EPC) and modification indices (MI) (Byrne, Shavelson and Muthén, 1989; Yoon and Millsap, 2007) . A commonly recognized problem is that the chi-square difference test may be very sensitive to "small" differences in measurement parameters that do not substantially change the parameters of interest. Indeed this has been one of the driving arguments behind the development of "close fit" measures such as CFI and RMSEA (Hu and Bentler, 1998) . The converse possibility also exists, however: both the chi-square difference test and (differences in) fit measures such as CFI and RMSEA may indicate a good model fit even though the "closely" fitting between-group differences in measurement parameters produce large biases in the parameters of interest (Kolenikov, 2009; Saris, Satorra and Van der Veld, 2009) . As a partial solution, Saris, Satorra and Van der Veld (2009) suggested examining the MI, EPC, and power of the MI test. However, unless the power is high and no modification indices statistically significant, similar problems occur with this procedure: the MI and EPC may indicate a "substantial misspecification", i.e. between-group differences in measurement parameters, even though this difference does not produce any substantial bias in the parameters of interest -and vice versa. Therefore, when invariance testing indicates violations of invariance, such violations do not necessarily lead to substantial biases in the parameters of interest. Moreover, even when fit measures indicate that measurement invariance restrictions yield a "close fit", there may still be substantial bias in the parameters of interest such as differences in latent factor means and relationships, threatening the validity of the comparison.
In this article, we supplement the investigation of invariance testing in SEM with a sensitivity analysis. We suggest using the "EPC-interest" for this purpose: a measure of the expected change in the parameter of interest when freeing a particular equality restriction (Satorra, 1989; Bentler and Chou, 1992) . Given parameters of interest to be compared across groups, the EPC-interest allows the researcher to establish more directly whether such a comparison is valid.
The EPC-interest is similar to the existing EPC measures in SEM in that it can be applied to models involving equality restrictions, and also estimates the expected change in a parameter after freeing each restriction. However, the EPC estimates change in the restricted measurement parameter itself, while the EPC-interest estimates change in the parameter(s) of interest. In this sense, it evaluates the sensitivity of the substantive model of interest to the invariance restrictions, and is similar in spirit to the approach for causal inference discussed by Imai and Yamamoto (2010, pp. 552-3) . The EPC-interest approach differs somewhat from the purely derivative-oriented approach to sensitivity analysis common in econometrics (Magnus and Vasnev, 2007, p. 168 ) and applied to SEM by Yuan, Marshall and Bentler (2003) : both direction and magnitude of the misspecification are combined into the same measure here. A contingent hypothesis test of no change in the parameters of interest is, however, equivalent to classic econometric specification tests (Yuan, Marshall and Bentler, 2003; Hausman, 1978) . Changes in parameters of interest for specific combinations of measurement and structural models were derived by Millsap (1997) , Kwok (2004), Millsap (2007) , and Meuleman (2012) . The EPC-interest can be seen as a general method of obtaining such results applicable to all structural equation models with equalityconstrained measurement parameters.
The following section defines the EPC-interest for structural equation models with equality constraints. Subsequently, a simulation study evaluates the finite sample performance of the EPC-interest as an estimate of the shift in parameters of interest when freeing misspecified equality restrictions, as well as its robustness to misspecification in the alternative model. Sections 4 and 5 demonstrate the use of the EPC-interest on two latent variable analyses from the literature where comparisons across groups were of interest (see the digital appendix for R code and data). The final section summarizes the findings and discusses some limitations and future work on the use of the EPC-interest for evaluating invariance hypotheses.
ASSESSING THE EFFECT OF MISSPECIFIED INVARIANCE RESTRICTIONS ON SEM PARAMETERS OF INTEREST
A structural equation model is any model Σ(θ), µ(θ) that imposes a structure on the population covariance matrix Σ and mean vector µ of observed variables y as a function of a vector θ of unknown model parameters (Bollen, 1989) . A common parameterization of SEM is the LISREL "all-y" model for group g,
where η g is a vector of latent variables, and g and ζ g are observed and latent variable residuals. The "measurement model" consists of the first equation involving as parameters the vector of intercepts ν g , the loading matrix Λ g , and the residual variance matrix Var(y g |η g ) = Var( g ) := Ψ g . The second equation is the "structural" part of the model with latent intercepts (or means) α g , latent variable regression coefficients B g , and the (residual) variance matrix Var(ζ g ) := Φ g as group-specific parameters.
Assuming η, , and ζ are mutually uncorrelated, this model produces as moment structure implications
for the covariances and
for the means, where for notational convenience the group-specific parameters have been stacked to obtain the block-diagonal covariance matrix over all groups.
Estimation of the parameters
then proceeds by minimizing a nonnegative fitting function F (S, m; Σ(θ), µ(θ)) so thatθ = arg min θ F (S, m; Σ(θ), µ(θ)) (e.g. Satorra, 1989) . A common choice of fitting function is that corresponding to maximum likelihood estimation under the assumption that y is independently and identically distributed as multivariate normal (Bollen, 1989) . Under the model, however, such distributional assumptions do not affect consistency of the parameter estimates (Satorra, 1989) .
Models freely estimating all parameters in a are generally not identifiable. Therefore, restrictions a = a(θ) are imposed, such as setting certain loadings to zero, restricting the residual variance matrices to be diagonal, or allowing only recursive latent variable regression coefficients. Any subset of a may play the role of the parameter interest; attention may focus on differences in the latent means α g over groups g, for instance, or on differences in latent variable regressions B g . Although there is in principle no restriction on what may defined as a parameter of interest, the structural parameters are more usually of direct interest than the measurement parameters.
To identify differences over groups in structural parameters pertaining to latent variables, however, it is necessary to impose cross-group equality restrictions on the measurement parameters: the measurement invariance restrictions. Even when no explicit restrictions are made, but, for instance, one loading is set to unity in each group to identify regression coefficients in each group, the assumption of invariance of such reference loadings is implicit (Hancock, Stapleton and Arnold-Berkovits, 2009 ).
For identifiability of the comparison of interest, then, it is necessary to include in the restrictions a = a 0 (θ) equality restrictions on the measurement model. In general, equality of loadings Λ g = Λ g ∀g = g ("metric invariance") is required for identification of parameters pertaining to the covariance matrix of the latent variables such as B g , while for identification of latent mean differences in α g , equality of both loadings and intercepts Λ g = Λ g ; ν g = ν g ∀g = g ("scalar invariance") is required. Of course, such restrictions may be misspecified, and the misspecifications may cause bias in the parameters of interest (Yuan, Marshall and Bentler, 2003; Millsap, 2007; Kolenikov, 2009 ). It is not necessary that the full measurement parameter vectors be equal however: partial invariance of at least two indicators per latent concept suffices for identification of the parameters of interest (Byrne, Shavelson and Muthén, 1989) .
This suggests that after estimation of a fully invariant model with restrictions a 0 (θ), a partially invariant alternative model a a (θ) can be considered which frees one equality restriction. Alternatively, a 0 (θ) may itself be a partially invariant model, assuming that it and the alternative model remain identifiable.
The EPC-interest of an equality-constrained measurement parameter with respect to a parameter of interest in the a 0 model is defined as a consistent estimate of the expected change in the parameter of interest if the equality constraint were freed in the a a model. Let the parameters of interest π be defined as π = Pθ. Typically P is a selection matrix, but P may also produce a linear combination or contrast of free model parameters, for example the cross-group differences in regression coefficients.
Let A a = ∂a a /∂θ . Then A a is a logical (0/1) matrix corresponding to the alternative model including the possible misspecification under consideration as though it were a free parameter. As shown in the appendix,
where g(θ) and J(θ) are consistent estimates of respectively the gradient and the hessian of the fitting function with respect to the unrestricted parameter vector (a), evaluated at the sample parameter estimates under the a 0 model (Satorra, 1989; Bentler and Chou, 1992) . For the LISREL all-y model, Neudecker and Satorra (1991) provided g and J as a function of the parameter estimates: the EPC-interest depends only on the parameter estimates from the restricted a 0 model.
A key assumption in deriving the EPC-interest is that the hessian J is approximately constant between the null and alternative model population parameter values (Satorra, 1989) . This implies that the alternative model a a should not itself be strongly misspecified. Some degree of misspecification in the alternative model is allowed for; in this case the EPC-interest becomes an approximation to the shift in the parameter of interest if the equality restriction were freed. The following section will study the influence of alternative model misspecification on the EPC-interest statistic in an example, and suggests that the approximation may be rather robust to this assumption.
The EPC-interest (equation 5) allows the researcher to fit the invariance model and obtain consistent estimates of the effect of various restrictions on the parameters of interest. Thus, it is similar to the more familiar EPC (Saris, Satorra and Sörbom, 1987) in the sense that it gives an estimated shift in a parameter when freeing a restriction, the difference being that this shift is not in the restricted parameter itself but in the parameter(s) of interest 1 . To avoid confusion with the EPC, we will denote that measure as the "EPC-self" and its standardized version (Kaplan, 1989; Chou and Bentler, 1993) as the "SEPC-self". Since partial invariance testing is done precisely because differences in measurement parameters may affect the parameters of interest, the EPC-interest should prove useful when evaluating whether particular equality restrictions should be maintained or not.
ACCURACY OF THE EPC-interest: MONTE CARLO SIMULATION AND POPULATION ROBUSTNESS
A small simulation study evaluates the performance of the EPC-interest in small samples as an estimate of the shift in a parameter of interest when freeing a measurement parameter. In this simulation, a two-group, one-factor model with three indicators was formulated. The parameter of interest was taken to be the latent mean difference between the two groups, which was set to 0.2. The unstandardized factor loadings were chosen to equal 1 for all indicators and in both groups, the latent variables were chosen to have variance equal to 1 in both groups, and the error variances of the three indicators were set to 0.5. Two indicators' intercepts were set to zero in both groups, but the third indicator's intercept violated scalar invariance.
The cross-group difference in the intercept (misspecification) was varied across simulation conditions (∆τ 1 ∈ {0.1, 0.3, 0.8}). The conditions also varied the number of observations for each of the two groups (n g ∈ {50, 100, 500}). For each of the nine resulting conditions, 200 samples were drawn from multivariate normal distributions based on the population model. In each sample, the misspecified full scalar invariance model was fit to the data. The EPC-self was then calculated for the misspecified parameter, as well as the EPC-interest of the misspecified parameter with respect to the latent mean difference. Table 1 shows the results of this simulation for each of the nine conditions. Table 1 shows that the bias in the latent mean difference, ∆κ, is affected differently in the different conditions. As one would expect, the bias is larger in conditions with larger misspecifications. The EPC-interest statistic is meant to estimate this bias as This means that the EPC-interest gives a close estimate of the shift in latent mean difference estimate if the misspecified τ 1 parameter were freed. The estimate is close to the true bias even for the small sample size condition in which each group contains only 50 observations. The EPC-self appears to be uniformly underestimated.
The Monte Carlo simulation shows that the finite-sample estimate of EPC-interest is close to the population shift in the parameter of interest, even for small samples.
However, the quality of the population approximation is affected by the degree of misspecification in the alternative model. If the alternative model is strongly misspecified, the EPC-interest becomes only an approximation to the actual population shift in the parameter of interest. Asymptotic robustness to the effect of misspecification in the alternative model can be studied by first calculating the population implied covariance matrix and then adding some amount of random variation to these population covariances to reflect the effect of misspecification. The scalar invariance model is then fitted to this shifted population covariance matrix and mean vector, and the EPC-interest calculated on it. Table 2 shows the asymptotic robustness of the EPC-interest approximation to misspecification in the alternative model for increasing degrees of misspecification.
Again the two-group, single factor three indicator model was used, with a difference in Table 2 shows the mean, standard deviation, and quartiles over the 200 perturbations of the difference between EPC-interest and the bias in the latent mean difference.
It can be seen from the increase in standard deviation that this difference can increase with the amount of misspecification in the alternative model. However, the error in the approximation of the EPC-interest is in general small compared to the latent mean difference bias, which ranged between -0.30 and +0.05. This shows that even though the quality of the approximation in principle depends on the closeness of the alternative model to the true model, at least in the example studied this effect is minimal and the EPC-interest appears asymptotically robust to this assumption.
EXAMPLE 1: MEAN LEVELS OF DEMOCRACY FACTORS
Armstrong (2011) Table 3 .
The authors allowed for differences over time in the loadings and intercepts. If intercepts and loadings are not equal over time, latent mean differences over time would not be identifiable (Steenkamp and Baumgartner, 1998) . Therefore invariance testing is performed by estimating a model constraining both intercepts and loadings to be equal over time: the so-called "scalar invariance" model. Measurement invariance testing then consists of comparing the scalar invariance model fit with the fit for a model in which intercepts are allowed to vary over time, but loadings are constrained to be equal ("metric invariance"), and the model in which both loadings and intercepts are freed. None of the chi-square difference tests between these models are statistically significant (∆χ 2 = 6.21, df = 30), differences in CFI and RMSEA are below the cutoffs recommended by Chen (2007) , and the overall model fit, shown in Table 3 , would be judged adequate.
The differences over time in the latent means of Political Rights and Civil Liberties may be of interest. These changes are plotted in Figure 1 based on the scalar invariance model. In Figure 1 , the year 2006 is taken as the reference group by setting its estimate to zero. Figure 1 shows that, assuming measurement invariance over time, no changes in either of the factors are observed in this period. The EPC-interest can now be applied to assess the sensitivity of these changes to the scalar invariance assumption.
All the |EPC-interest| < 0.008. This means that none of the estimates of change in the latent mean differences over time would change by more than 0.008 in absolute value if a scalar invariance restriction on loadings or intercepts were freed. The EPC-interest therefore yields much the same conclusion as the measurement invariance tests. It also provides a reasoning behind selecting the scalar invariance model: under the scalar invariance model, the parameters plotted in Figure 1 are identifiable and any effects of misspecification in the scalar invariance restrictions is too slight to substantially change This indicates that the scalar and metric invariance restrictions fit badly, suggesting that, strictly speaking, the regression of the Civil Liberties and Political Rights scores on Freedom of the Press is not valid, since the comparison over press freedom groups is possibly confounded with measurement differences. Figure 2 plots the latent mean estimates ignoring the lack of model fit of the scalar invariance model which allows for identification of these differences. Invariance testing has indicated that Figure 2 may not provide a valid comparison, because it is based on a misspecified measurement invariance model. The EPC-interest allows us to investigate whether these misspecifications are capable of changing the substantive conclusion of interest shown in Figure 2 , namely that there appears to be a nonlinear relationship between freedom of the press and the level of democracy. Figure 2 shows that an EPC-interest in the "partly free" group of at least 2, and an EPC-interest in the "free" group of at least 1 in absolute value would be required to change the substantive conclusion 2 . Table 4 shows both columns of EPC-interest values that involve a EPC-interest of at least 1 in absolute value. Although the EPC-interest values are much larger than those found for the scalar invariance model with respect to time, none of the EPC-interest values are large enough to change the substantive conclusions of interest. In spite of the obvious model misspecification, therefore, the comparison between groups representing different levels of press freedom does not appear to be threatened by differences in measurement parameters.
EXAMPLE 2: REGRESSION COEFFICIENTS IN 19 COUNTRIES
While the comparison of latent means requires scalar invariance, the cross-group comparison of regression coefficients among latent variables calls for metric invariance (e.g. Steenkamp and Baumgartner, 1998) . A study by Davidov et al. (2008) way (2,036), Poland (2,110), Portugal (1,510), Slovenia (1,519), Spain (1,729), Sweden
(1,999), and Switzerland (2,037). For the original data, precise wording of the questions, and further information on data collection procedures, we refer to the ESS website 3 . The left-hand side of Table 5 presents descriptive statistics for the 17 observed variables. The within-country and between-country standard deviations call attention to the considerable between-country variation in the means, which could reflect substantive differences between the 19 countries, but could also originate in cross-country loading (or intercept) differences. invariance constraints for some items." Based on the MI and (S)EPC-self, the author's final model frees four out of the possible 323 loading equalities in three different countries, namely "Conservation → ipmodst" in Portugal, "Conservation → ipstrgv"
in Ireland, and "SelfTranscendence → iplylfr" in Portugal and Denmark 4 .
The EPC-interest statistic provides an alternative way to assess whether a loading equality restriction is substantively important or not. Saris, Satorra and Van der Veld A disadvantage of the univariate EPC-interest measure used is that the measurement parameters in latent variable models are often dependent, meaning that the EPC-interest suffers from similar problems of stepwise model improvement and possible capitalization on chance as the EPC-self and MI (MacCallum, Roznowski and Necowitz, 1992) . Though this problem is not specific to the EPC-interest, it remains a concern. A possible extended method is to evaluate the effect of freeing several restrictions at a time, i.e., a multivariate version of the EPC-interest. It is not known,
however, to what degree such a statistic continues to perform well both asymptotically and in finite samples. More work is therefore needed to evaluate the performance of the EPC-interest, EPC-self, MI statistics, and possibly their multivariate versions for the particular purpose of partial invariance testing.
Interesting avenues for future study include extensions to Bayesian analysis (Fox and Glas, 2005; Muthén and Asparouhov, 2012) , and to other types of conclusions of interest such as ranking groups; the investigation of configural invariance (cross-loadings and error covariances); and an investigation of the robustness of the EPC-interest to misspecification of the alternative model under a wider set of conditions than could be studied here. These issues fall beyond the scope of this paper.
In the sensitivity analysis approach, partial measurement invariance is no longer a property of a measurement model, but becomes a property holding only with respect to a particular analysis of interest. Use of the EPC-interest for measurement invariance evaluation requires more substantive knowledge and input from the researcher.
Whether this is a drawback or an advantage is up for debate: arguably, invariance is a requirement in comparative research because of its substantive implications, so substantive implications should guide decisions on whether or not equality restrictions are warranted. As demonstrated by the second example, invariance tests do not guarantee that "closely fitting" but misspecified restrictions are inconsequential for parameters of interest, nor that "badly fitting" equality restrictions are substantively relevant. The EPC-interest thus represents a trade-off between higher analysis complexity and a greater degree of confidence that the groups are comparable for the purposes at hand. 
because the likelihood depends only on the free parameters. Now, to investigate what would happen if a set of restrictions in a 0 were freed, we find the solution to the equation ∂F/∂a a = 0, that is, g(θ)A a + A a J(θ)A a (θ −θ) = 0.
Therefore,
and, since the parameters of interest are defined as π := Pθ, EPC-interest := π −π ≈ −P(A a J(θ)A a ) −1 g(θ)A a .
A test can also be constructed of the null hypothesis that the total change in the parameter(s) of interest equals zero. From equation 9, under the null hypothesis the EPC-interest will have variance avar(EPC-interest) = P(A a J(θ)A a ) −1 P (Satorra, 1989, eq. 26, p. 143) . Under the null hypothesis, then, the statistic T a := (EPC-interest) avar(EPC-interest) −1 (EPC-interest)
will be distributed as central chi-square with rk(P) degrees of freedom.
As also noted by Yuan, Marshall and Bentler (2003, 253) , the T a statistic is a generalization of the test developed by Hausman (1978) . Indeed, when the hypothesis of invariance holds together with the likelihood specification, the alternative model estimates are consistent but inefficient, while the restricted model estimates will be consistent and most efficient. Lemma 2.1 of Hausman (1978 Hausman ( , 1253 will then be directly applicable toθ 0 andθ a . Thus, the T a and EPC-interest statistics fall under the general principle of sensitivity analysis in econometrics.
The power of the T a test can also be estimated, as follows from Satorra (1989, theorem 5.3) and an extension of the argument in Saris, Satorra and Van der Veld (2009, 570-1) . Letting the hypothetical vector of minimum differences in the parameters of interest to be detected equalδ, the noncentrality parameter (ncp) then equals ncp =δ avar(EPC-interest) −1δ ,
and the power of the T a test to detect combined differences in the parameters of interest as large as or larger thanδ can be calculated by referring to the noncentral chisquare distribution:
Pr(χ 2 (rk(P ), ncp) > c α ),
where c α is the critical value of the central chi-square distribution with rk(P ) degrees of freedom corresponding to a given α. For example, for α = 0.05, c a ≈ 3.84 for a one-degree of freedom test. This result allows one to investigate whether the procedure suggested here provides enough power to detect differences in the parameters of interest.
The statistic EPC-interest can also be used to obtain an estimate of the values the model parameters would take on if the restriction under investigation were freed.
Without fitting the alternative model, the estimate of the parameters of interest under the alternative model can be approximated bŷ π a =π + EPC-interest (Bentler and Dijkstra, 1984) . These "new" parameter estimates can also be obtained for the other parameters of the model.
