Abstract
Introduction
A software architecture for a program or computing system consists of the structure or structures of that system, which comprise elements, the externally visible properties of those elements, and the relationships among them [17] . Like this definition implies, the software architecture of a system does not consist of a single structure but is represented using more than one architectural view. An architectural view is a representation of a set of system elements and relations associated with them to support a particular concern [17] . The fundamental reason for modeling different views of the architecture is that current software systems are too complex to represent all the concerns in one model. Having multiple views helps to separate the concerns and as such support the modeling, understanding, communication and analysis of the software architecture for different stakeholders.
Architectural views conform to viewpoints that represent the conventions for constructing and using a view [14] . * This work has been carried out as part of the TRADER project under the responsibility of the Embedded Systems Institute. This project is partially supported by the Netherlands Ministry of Economic Affairs under the Bsik program.
In the literature initially some authors have prescribed a fixed set of views to document the architecture. For example, the Rational's Unified Process [12] , which is based on Kruchten's 4+1 view approach [11] utilizes the logical view, development view, process view and physical view. Another example is the Siemens Four Views model [8] that uses conceptual view, module view, execution view and code view to document the architecture. Because of the different concerns that need to be addressed for different systems, the current trend recognizes that the set of views should not be fixed but multiple viewpoints might be introduced instead. For this reason, the IEEE 1471 standard [14] does not commit to any view although it takes a multi-view approach for architectural description. IEEE 1471 indicates in an abstract sense that an architecture description consists of a set of views, each of which conforms to a viewpoint [14] realizing the various concerns of the stakeholders. The Views and Beyond (V&B) approach as proposed by Clements et al. is another multi-view approach [17] that appears to be more specific with respect to the viewpoints. To bring order to the proposed views in the literature the V&B approach holds that a system can be generally viewed from so-called three different viewtypes: module viewtype, component & connector viewtype and allocation viewtype. Each viewtype can be further specialized or constrained in so-called architectural styles. An architectural style is a specialization of architectural element types and relationship types, along with any constraints. The notion of styles makes the V&B approach adaptable since the architect may in principle define any style needed.
Certainly, existing multi-view approaches are important for representing the structure and functionality of the system and are necessary to document the architecture systematically. Yet, an analysis of the existing multi-view approaches reveals that they still appear to be incomplete when considering quality properties. The IEEE 1471 standard is intentionally not specific with respect to concerns that can be addressed by views. Thus, quality properties can be seen as separate concerns. In the V&B approach quality concerns appear to be implicit in the different views but no specific style has been proposed for this yet. One could argue that for addressing quality properties software architecture analysis approaches have been introduced. The difficulty here is that these approaches usually apply a separate quality model, such as queuing networks or process algebra, to analyze the quality properties. Although these models represent often precise calculations they do not depict the decomposition of the architecture and an additional translation from the evaluation of the quality model needs to be performed. To solve the problem preferably an architectural view is required to model the decomposition of the architecture based on the required quality concern.
The context of this research is in the TRADER (Television Related Architecture and Design to Enhance Reliability) project [19] , which is carried out together with NXP Semiconductors and several other academic and industrial partners. One of the key objectives in the project is to develop techniques for analyzing recovery at the architecture design level. Hereby modules in a TV can be composed in various ways and each alternative decomposition might lead to different recovery properties. To represent the functionality of the system we have developed different architectural views including module view, component and connector view and deployment view. None of these views however directly shows the decomposition of the architecture based on recovery concern. On the other hand using separate quality models such as fault trees helps to provide a thorough analysis but is separate from the architectural decomposition. A practical and easy-to-use approach coherent with the existing multi-view approach was required to understand the system from a recovery point of view.
Based on these industrial experiences we introduce the recovery style as an explicit style for depicting the architecture from the recovery viewpoint. The recovery style is a specialization of the module viewtype in the V&B approach. Similar to the module viewtype, component view type and allocation viewtype, which define units of decomposition of the architecture, the recovery style also provides a view of the architecture. Unlike conventional analysis techniques that require different models, recovery views directly represent the decomposition of the architecture and as such help to understand the structure of the system related to the recovery concern. The recovery style considers recoverable units as first class elements, which represent the units of isolation, error containment and recovery control. The style defines basic relations for coordination and application of recovery actions. As a further specialization of the recovery style, the local recovery style is provided, which is supported with a framework for introducing local recovery to a system. The usage of the recovery style is illustrated by introducing local recovery to the open-source software, MPlayer [16] .
The remainder of this paper is organized as follows. Section 2 provides background information on fault tolerance and recovery. Section 3 illustrates the problem in the context of a case study, which is also used to illustrate the usage of the recovery style. In Section 4, we introduce the recovery and the local recovery styles, related definitions, notations and properties. In Section 5, we utilize the recovery style for the refactored MPlayer software. In Section 6, we provide a generic method to realize local recovery for a system. In Section 7, related previous studies are summarized. Finally, in section 8 we discuss some future work issues and provide the conclusions.
Fault Tolerance and Recovery
Reliability is the ability of a system to perform its required functions under stated conditions for a specified period of time [1] . That is the ability of the system to function without a failure, which is as a deviation of the delivered service of a system from the a correct service [1] . A correct service is delivered when the service implements the required system function. An error is defined as the system state that is liable to lead to a failure and the cause of an error is called a fault [1] . The following figure depicts the fundamental chain of these concepts that leads to a failure.
Fault
Error Failure activation propagation In fact, the chain of threats can include multiple errors. An error can propagate to other errors and finally lead to a failure. In order to prevent a failure, this chain must be broken. This is possible through 1) preventing occurrence of faults, 2) removing existing faults, or 3) preventing errors and their propagation [1] .
The last approach is called fault tolerance in which it is accepted that faults exist and they might get activated but their consequences (i.e. errors) are taken care of, if possible before they lead to a failure. Error detection is the first necessary step for fault tolerance. As another essential step, detected errors must be recovered. If the recovery affects the whole system, then the system becomes unavailable during the recovery time. For example, in case of a deadlock, restarting the whole system makes it completely unavailable until the system is again in its normal operational mode. This problem can be overcome by applying recovery only to the erroneous parts of the system when possible. To recover from a deadlock, for instance, only the components that are involved in the deadlock need to be restarted, while the other parts can remain available. Moreover, applying recovery to a subset of the system components rather than the whole system decreases the mean time to recover [6] . Hence, for better availability and faster recovery, it is necessary to reduce the granularity of the parts in the system that can be recovered and as such realize local recovery. However, application of local recovery introduces additional requirements for the system. First of all, cause(s) of errors must be localized (i.e. diagnosis). In addition, to prevent the propagation of errors, the system should be separated into a set of units with clear boundaries and isolation between them. Isolation is usually supported by either the operating system (e.g. process isolation [5] ) or a middleware (e.g. encapsulation of Enterprise Java Bean objects [6] ). The connection and communication between the isolated units must be managed by a third entity. Recovery actions take place, while the system is operational. Consequently, there is interference between the recovery mechanism and the core system functions. This requires the coordination of recovery actions. As the case with the communication control, coordination can be realized in different ways ranging from completely distributed to completely centralized solutions.
Problem Statement

Case Study: MPlayer
MPlayer [16] is a media player, which supports many input formats, codecs and output drivers. It embodies approximately 700K lines of code and it is available under the GNU General Public License. In our case study, we have used version v1.0rc1 of this software that is complied on Linux Platform (Ubuntu version 7.04). Figure 2 presents a simplified module view [17] of the MPlayer software architecture with basic implementation units and direct dependencies among them. In the following, we briefly explain the important modules that are shown in this view.
Stream reads the input media by bytes, or blocks and provides buffering, seek and skip functions. Demuxer demultiplexes (separates) the input to audio and video channels, and reads them from buffered packages. Mplayer connects all the other modules, and maintains the synchronization of audio and video. Libmpcodecs embodies the set of available codecs. Libvo displays video frames. Libao controls the playing of audio. Gui provides the graphical user interface of MPlayer.
We have introduced a local recovery mechanism to MPlayer, which can recover from transient faults. As one of the requirements of local recovery, the system had to be splitted into several units that are isolated from each other. We have utilized operating system processes [5] for isolation. The communication between multiple processes had to be controlled and recovery actions had to be coordinated so that the processes can be restarted independently, while the other processes are operational. Note that the splitting of the system for local recovery is not necessarily, and in general will not be, aligned one-to-one with the functional decomposition of the system. Multiple modules can be wrapped and recovered together.
Problems
Designing a system with recovery or refactoring it to introduce recovery requires the consideration of several design choices related to; the types of errors that will be recovered, error containment boundaries, the way that the information regarding error detection and diagnosis is conveyed, mechanisms for error detection, diagnosis, the control of the communication during recovery and the coordination of recovery actions, architectural elements that embody these mechanisms and the way that they interact with the rest of the system. These design choices should take part in the architecture description of the system to be communicated. Effective communication is one of the fundamental purposes of an architectural description that comprise several views. However, viewpoints that capture functional aspects of the system are limited for representing recovery mechanisms and it is inappropriate for understandability to populate these views with elements and complex relations related to recovery.
Architecture description should also enable analysis of recovery design alternatives. For example, splitting the system for local recovery on one hand increases availability of the system during recovery but on the other hand, it leads to a performance overhead due to isolation. This leads to a trade-off analysis. Architecture description of the system should comprise information not only regarding the functional decomposition but also decomposition for isolation to support such analysis.
Realizing a recovery mechanism usually requires dedicated architectural elements and relations that have systemwide impact. Architectural description related to recovery is required also for providing a roadmap for the implementation and supporting the detailed design.
In short, we need a architectural view for recovery to 1) communicate recovery design decisions 2) analyze design alternatives 3) support the detailed design. For this purpose, we introduce the recovery and the local recovery styles.
Recovery Style
In this section, we present the recovery style, by means of which we can represent the architectural properties and concepts related to recovery. We derived these concepts and common properties from the literature on recovery [1, 13] and previously introduced systems that employ fault tolerance mechanisms [9] and local recovery [6, 10] . The recovery style is a specialization of the module viewtype [17] . First, the properties and elements of the style are introduced with related definitions and a visual notation. Then, we introduce the local recovery style, which is a specialization of the recovery style.
Basic Definitions and Properties
The key elements and relations of the recovery style are listed below. A visual notation based on UML [18] is shown in Figure 3 that can be used to document a recovery view.
• Elements: recoverable unit (RU), non-recoverable unit (NRU)
• Relations: applies-recovery-action-to, conveysinformation-to
• Properties of elements: Properties of RU: set of system modules together with their functional importance and reliability, types of errors that can be detected, supported recovery actions, type of isolation (process, exception handling, etc.). Properties of NRU: types of errors that can be detected (i.e. monitoring capabilities).
• • Topology: The target of a applies-recovery-action-to relation can only be a RU.
The recovery style introduces two types of elements; RU and NRU. A RU is a unit of recovery in the system, which wraps a set of modules and isolates them from the rest of the system. It provides interfaces for conveying information about detected errors and responding to triggered recovery actions. A RU has the ability to recover independently from other RU and NRUs it is connected to. A NRU, on the other hand, can not be recovered independent from other RU and NRUs. It can only be recovered together with all other connected elements. This can happen in the case of global recovery or a recovery mechanism at a higher level in the case of a hierarchic decomposition.
conveys-information-to relation is about communication between elements for guiding and coordinating the recovery actions. Conveyed information can be related to detected errors, diagnosis results or a chosen recovery strategy. applies-recovery-action-to relation is about the control imposed to a RU and it affects the functioning of the target RU (suspend, kill, restart, roll-back, etc.)
Local Recovery Style
In the following, we introduce the local recovery style, in which the elements and relations of the recovery style are further specialized. Figure 4 provides a notation for specialized elements and relations based on UML.
• Elements: RU, recovery manager, communication manager
• Relations: restarts, kills, notifies-error-to, providesdiagnosis-to, sends-queued message-to, providessynch. info-to • Properties of elements: Each RU has a name property in addition to those defined in the recovery style.
• Properties of relations: notifies-error-to relation has a type property to indicate the error type if multiple types of errors can be detected.
• Topology: restarts and kills relations can be only from a recovery manager to a RU. sends-queued message-to can be between a RU and a communication manager.
Communication manager connects RUs together, routes messages and informs connected elements about the availability of another connected element. Recovery manager applies recovery actions on RUs. 
Utilization of the Recovery Style
Our aim is to utilize the recovery style for MPlayer (Section 3.1) to choose and realize a recovery design among several design alternatives. One such alternative is to introduce a local recovery mechanism comprising 3 RUs; 1) RU AU-DIO, which provides the functionality of Libao 2) RU GUI, which encapsulates the Gui functionality and 3) RU MP-CORE which comprises the rest of the system. Figure 6 depicts the boundaries of these RUs, which are overlayed on the module view of the MPlayer software architecture. In Figure 7 (b) the recovery design corresponding to this RU selection is shown. Here, we can also see two new architectural elements that are not recoverable; a communication manager that mediates and controls the communication between the RUs and a recovery manager that applies the recovery actions on RUs.
Note that Figure 7 (b) shows just one possible design for the recovery mechanism to be introduced to the MPlayer. We could consider many other design alternatives. One alternative would be to have a global recovery (See Figure 7(a) ). We could also have more than 3 recoverable units (See Figure 7(c) ). On the other hand, there could be more than one element that controls the recovery actions and communication (e.g. distributed or hierarchical control). These elements could be recoverable units as well. 
Analysis based on the Recovery Style
In principle, each style supports a set of analysis. In this section, we present analysis alternatives that can be performed based on the recovery style. As mentioned previously, there are several design choices for a recovery mechanism. The impact of these choices can be analyzed to evaluate design alternatives and do the selection accordingly. As one of the most important design decisions, if not the most important one, it has been decided to split MPlayer into three RUs. There are several other alternatives for the selection of RUs. At one extreme, we could have only 1 RU, which means we do not do any splitting and apply global recovery (See Figure 7(a) ). At the other extreme, we could decide to split each and every module of the system and encapsulate them in separate RUs (See Figure 7(c) ).
These alternatives have both pros and cons. The more we split the MPlayer and decrease the granularity of recovery, the more we gain with respect to the availability of the system. The probability that all RUs fail at the same time decreases by increasing the number of RUs. Thus, some functionality will always be available to the user during recovery of the system. On the other hand, all function calls that pass the boundaries of RUs are captured and directed through Inter-Process Communication (IPC) calls. This results in a performance overhead depending on the amount of interactions between the chosen RU boundaries. As a result, availability during recovery time and performance during operational time turns out to be conflicting factors leading to a trade-off. Performance overhead: To measure the performance overhead we run the original MPlayer software with a profiler (GNU gprof ) to derive the function control flow together with information regarding the frequency of function calls. We have developed an analysis tool, Module Dependency Graph (MDG) Analyzer, which parses the output of gprof and nm (a GNU tool that lists the symbols -including function names -defined in object files). Based on the parsed data, MDG Analyzer creates a MDG, which comprises a module control flow graph (each module is an object file). This information is stored in a database so that interactions between a set of modules with the rest of the system can be queried. We queried this information for the modules that are part of the chosen RUs. We calculate the performance overhead with the following metric.
In Equation 1, F r denotes the set of functions provided in RU r and F S denotes the set of functions in the whole system. Thus, r∈RU F r = F S . In the denominator of Equation 1 we sum up for all function pairs in the system, the number of times a function is called by another function multiplied by the average time (in ms) spent in that function. In the nominator we sum up for all RUs and for all function calls to a RU from outside the boundaries of that RU, the number of calls to a function multiplied by the interprocess communication overhead (t IP C ). We multiply the result with 100 to obtain the percentage. Based on our measurements we fixed t IP C to a worst case value (100ms). P O for three alternatives can be seen at the first row of Table 1. Here, we see that P O for global recovery is 0% since we do not do any splitting. Local recovery with 3 RUs and 7 RUs lead to P O of 0, 8% and 4, 8%, respectively.
Availability: As the other trade-off factor, availability is traditionally measured as the percentage of time that the system is available. System up-time is considered as a binary property (The system is either up or down). Degraded system states and partial availability introduced by local recovery is not taken into account by this metric. Our aim is to analyze the degree of availability of the system during its recovery. We want this degree at least to be greater than 0 meaning that some parts of the system will always be available even if the system is being recovered. That means that not all RUs of the system should fail at the same time. This can be calculated as the probability of system failure as follows.
In Equation 3 above the assumption is that RUs encapsulate a set of type of errors to provide isolation and therefore their failures are independent events. For that reason, the probability of system failure, P F S , is equal to the multiplication of probabilities of failure for each RU (P F RU ). Failure of a RU, on the other hand, is a result of joint probability of failures of modules (P F m ) comprised by the RU (See Equation 2). n r denotes the number of modules comprised by RU r. In this paper, we assume equal failure probabilities for modules and fix P F m to (0.1). Based on these assumptions, approximate P F S values for three alternatives can be seen at the second row of Table 1 . Here, we see that the probability that the whole system will be unavailable, P F S is 0, 63 for global recovery. It decreases to 0, 2 with 3 RUs and approximately 0 for local recovery with 7 RUs.
Realization of the Local Recovery
We have decided to realize the recovery design presented in Figure 7 (b) for MPlayer. Figure 8 depicts a more detailed design based on the local recovery style notation (See Figure 4) . Here, we can see the communication manager, the recovery manager and the three RUs, MPCORE, GUI and AUDIO. MPCORE provides information to GUI for synchronization after GUI is restarted. Each RU can detect deadlock errors. The recovery manager can detect fatal errors. All error notifications are send to the communication manager, which comprises the diagnosis facility. Diagnosis information is conveyed to the recovery manager, which kills a set of RUs and/or restarts a dead RU. Messages that are sent from RUs to the communication manager are stored (i.e. queued) by RUs in case the destination RU is not available and they are forwarded when the RU becomes operational again.
We have implemented a reusable fault tolerance library for local recovery (Libftl), which comprises IPC communication utilities, serialization/deserialization primitives, error detection and diagnosis mechanisms, a RU wrapper template, a recovery manager and a communication manager. The library is developed in C language for Linux platform and it is used for realizing the recovery view presented in Figure 8 . Libftl currently supports the detection of two error types: 1) Fatal error: The recovery manager detects if a process is dead 1 2) Deadlock: A RU wrapper detects if an expected response to a message is not received within a period of time (The timeout period can be configured). The detected errors are reported to the communication manager, which employs the diagnosis facility.
Each RU is wrapped with a template as shown in Figure 9 so that it runs on a separate process at run-time. A set of state variables can be declared and they can be preserved after recovery. If needed, cleanup specific to the RU (i.e. allocated resources) can be specified.
Each RU provides an interface, through which it accepts serialized function calls together with its arguments. On reception of these calls, the corresponding functions are called and then the results are returned (See Figure 9) . In all other RUs where this function is declared, function calls are redirected through IPC to the corresponding interface with C MACRO definitions (See Figure 10) .
In Figure 10 a code section is shown from one of the modules of RU MPCORE, where all calls to the function guiInit are redirected to the function mpcore_gui_guiInit, which activates the corresponding interface (IN T ERF ACE_GU I) instead of performing the function call. 
A Method for the Realization of the Local Recovery Style
In the previous section, we have showed the utilization of the local recovery style to document, analyze and realize a local recovery design. To refactor an existing system to make it support local recovery involves several steps. In this section, we introduce a generic method, which is supported by the analysis tool (MDG Analyzer) and the reusable library (Libftl) introduced before. Figure 11 shows the fundamental steps of the method.
The first step is Analysis where the basic design choices are made. The information required as an input to this phase includes; modules of the system, their interdependencies, relative reliability of modules, an error model and functional importance of modules. Modules that are important in terms of the functionality they provide should be isolated from the rest of the system. On the other hand, modules that are not reliable should be isolated as well. For instance, 3rd party software can be isolated to prevent its undesired effects on the core system functions. Types of errors that Figure 11 . The basic steps of the method for realizing the local recovery style are considered for recovery are also important and guide the decomposition for recovery. Performance overhead of the decomposition should also be analyzed, for which tools can be utilized like the MDG Analyzer as introduced in Section 5.1.
At the end of the Analysis step, boundaries of recoverable units, error types and related recovery strategies should be known, which are provided as an input for the Refactoring step. In this step, the architecture is decomposed according to the boundaries chosen for recoverable units. Communication control and recovery coordination mechanisms are included based on the error types and recovery strategies to be applied. At this step. related architectural elements and wrappers can be re-used by configuring them to the application-specific needs, error types and recovery actions. For this purpose, a library like Libftl can be utilized as introduced in Section 5.2.
The final step is Integration, where RUs, communication manager(s) and recovery manager(s) are integrated. This requires the consideration of basic connections, the synchronization between RUs and combination of error detection and diagnosis mechanisms with the recovery mechanism. As a result, the system has the local recovery abilities for chosen error types and recoverable unit boundaries.
Related Work
In this paper we have extended the module viewtype to represent a recovery style. In the V&B approach a distinction is made between viewtypes, styles and views [17] . Hereby, styles can be considered as specialized viewtypes, and views are considered as instances of these styles. The IEEE 1471 standard [14] , on the other hand, describes viewpoints and views, and does not describe the concept of style. Here viewpoint represents the language to represent views. In the parlance of the IEEE 1471 standard, the recovery style that we have introduced can be considered as a viewpoint as well because it represents a language to define recovery views. Yet, in this paper we have focused on representing recovery views for units of implementation which is made explicit in the V&B approach through the module viewtype. To clarify this focus we adopted the term style instead of the more general term viewpoint.
Although we have focused on defining a recovery view for implementation units, we could also derive a recovery style for the component & connector viewtype or the allocation viewtype [17] to represent recovery views of run-time or deployment elements. This would provide a broader view on recovery and we consider this as a possible extension of our work.
Perspectives [20] guide an architect to modify a set of existing views to document and analyze quality properties. Our work addresses the same problem for recovery by introducing the recovery style, which is instantiated as a view. One of the motivations for using perspectives instead of creating a quality-based view is to avoid the duplicated information. This was less an issue in our project context, where we needed an explicit view for recovery to depict the related decomposition, dedicated architectural elements with complex interactions among them (e.g. Figure 8 ).
Architectural tactics [2] aim at identifying architectural decisions related to a quality attribute requirement and composing these into an architecture design. The recovery style is used for representing and analyzing architectural tactics for recovery. It provides a view of the system, by means of which the recovery design of a system can be captured.
Idealized fault tolerant element [3] makes exception handling capabilities explicit at the architectural level. This approach is a way to reason about and analyze recovery properties of a system based on its architecture design.
Other than the solution proposed in this paper, there are several works that apply local recovery in different contexts. They can be represented with the local recovery style as well. For example, in [10] device drivers are executed on separate processes, where microreboot [6] is applied to increase the failure resilience of operating systems. They provide a view of the architecture of the operating system, where the architectural elements related to failure resilience and corresponding relations (recovery actions and error notifications) are shown. According to this view Process Manager, which restarts the processes, is a non-recoverable unit that coordinates the recovery actions. Reincarnation Server monitors the system to facilitate error detection and diagnosis and it guides the recovery procedure. Data Store, which is a name server for interconnected components, mediates and controls communication.
A generic run time adaptation framework is presented in [7] together with its specialization and realization for performance adaptation. According to the concepts in this framework, our monitoring mechanisms are error detectors. Diagnosis facilities can be considered as gauges, which interpret monitored low-level events, and recovery actions can be considered as architectural repairs. As a difference from the approach presented in [7] , we propose a style specific for fault tolerance and reliability.
Several software architecture analysis approaches have been introduced for addressing quality properties. They usually perform either static analysis of formal architectural models [15] or they apply a set of scenario-based architecture analysis methods as described in [4] . The goal of these approaches is to assess whether or not a given architecture design satisfies desired quality requirements. The main aim of the recovery style, on the other hand, is to communicate and support the design of recovery. Analysis is a complementary work to make trade-off decisions, tune and select recovery design alternatives.
Conclusion and Future Work
We have observed that designing a system with recovery imposes requirements at the architectural level and it results in several new elements, complex interactions and even a particular decomposition for error containment. Existing viewpoints mostly capture functional aspects of a system and they are limited for explicitly representing elements, interactions and design choices related to recovery.
In this paper, we introduced the recovery style to document and analyze recovery properties of a software architecture. The recovery style is a specialization of the module viewtype as defined in the V&B approach [17] . We also introduced a local recovery style and illustrated its application on the open source software, MPlayer. Further, a generic method is presented for introducing local recovery to an existing system. Recovery views of MPlayer based on the recovery style have been used within our project to communicate the design of the Libftl and its application to MPlayer. These views have formed the basis for analysis and support for the detailed design of the recovery mechanisms. Using the views and analysis we could derive the design that is most feasible with respect to recovery.
As a future work, we will enhance our analysis metrics and develop additional analysis tools to analyze several properties related to recovery based on a recovery view.
