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a b s t r a c t
In this article we study the representations of general linear groups which arise from
their action on flag spaces. These representations can be decomposed into irreducibles by
proving that the associated Hecke algebra is cellular. We give a geometric interpretation
of a cellular basis of such Hecke algebras which was introduced by Murphy in the case of
finite fields. We apply these results to decompose representations which arise from the
space of submodules of a free module over principal ideal local rings of length two with a
finite residue field.
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1. Introduction
1.1. Flags of vector spaces
Let k be a finite field and let n be a fixed positive integer. Let G = GLn(k) be the group of n-by-n invertible matrices over
k and let Λn stand for the set of partitions of n. For λ = (λi) ∈ Λn, written in a non-increasing order, let l(λ) denote its
length, namely the number of non-zero parts. The set Λn is a lattice under the opposite dominance partial order, defined
by: λ ≤ µ if∑ij=1 λj ≥∑ij=1 µj for all i ∈ N. Let∨ and∧ denote the operations of join and meet, respectively, in the lattice
Λn. We call a chain of k-vector spaces kn = xl(λ) ⊃ xl(λ)−1 ⊃ · · · ⊃ x0 = (0) a λ-flag if dimk(xl(λ)−i+1/xl(λ)−i) = λi for all
1 ≤ i ≤ l(λ). Let
Xλ = {(xl(λ)−1, . . . , x1) | kn = xl(λ) ⊃ · · · ⊃ x0 = (0) is a λ-flag},
be the set of all λ-flags in kn. Let Fλ be the permutation representation of G that arises from its action on Xλ (λ ∈ Λn).
Specifically, Fλ = Q(Xλ) is the vector space of Q-valued functions on Xλ endowed with the natural G-action:
ρλ : G → AutQ(Fλ)
g → [ρλ(g)f ](x) = f (g−1x).
Let Hλ = EndG(Fλ) be the Hecke algebra associated to Fλ. The algebra Hλ captures the numbers and multiplicities of
the irreducible constituents in Fλ. The notion of Cellular Algebra, to be described in Section 2, was defined by Graham and
Lehrer in [5]. Proving that the algebraHλ is cellular gives, in particular, a classification of the irreducible representations of
Hλ and hence also gives the decomposition of Fλ into irreducible constituents. Murphy [8,9] gave a beautiful description of
a cellular basis of the Hecke algebras of type An denotedHR,q(Sn); cf. [7]. For q = |k| one hasH(1,...,1) ≃ HQ,q(Sn). Dipper
and James [4] (see also [7]) generalized this basis and constructed cellular bases for the Hecke algebrasHλ. The first result
in this paper is a new construction of this basis which is of geometric nature. More precisely, the characteristic functions
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of the orbits of the diagonal G-action on Xλ × Xµ gives a basis of the Hecke modules Nµλ = HomG(Fλ,Fµ). For µ ≤ λ we
allocate a subset of these orbits denoted Cµλ such that going over all the compositions C
op
µλ ◦ Cµλ and all µ ≤ λ gives the
desired basis. The benefit of this description turns out to be an application in the following setting.
1.2. Flags of o-modules
Let o be a complete discrete valuation ring. Let p be the unique maximal ideal of o and π be a fixed uniformizer of p.
Assume that the residue field k = o/p is finite. The typical examples of such rings are Zp (the ring of p-adic integers) and
Fq[[t]] (the ring of formal power series with coefficients over a finite field). We denote by oℓ the reduction of o modulo pℓ,
i.e., oℓ = o/pℓ. Since o is a principal ideal domainwith a uniquemaximal ideal p, every finite o-module is of the form⊕ji=1oλi ,
where λi’s can be arranged so that λ = (λ1, . . . , λj) ∈ Λ = ∪Λn. Let GLn(oℓ) denote the group of n-by-n invertible matrices
over oℓ. We are interested in the following generalization of the discussion in Section 1.1. Let
L(r) = L(r)(ℓn) = {(xr , . . . , x1) | onℓ ⊃ xr ⊃ · · · ⊃ x0 = (0), xi are o-modules}
be the space of flags of length r of submodules in onℓ . Let Ξ ⊂ L(r) denote an orbit of the GLn(oℓ)-action on L(r). Let
FΞ = Q(Ξ) be the corresponding permutation representation of GLn(oℓ). One is naturally led to the following related
problems:
Problem A. Decompose FΞ to irreducible representations.
Problem B. Find a cellular basis for the algebraHΞ = EndGLn(oℓ)(FΞ ).
A few other cases, beside the field case (ℓ = 1) which is our motivating object, were treated in the literature. The
Grassmannian of free oℓ-modules, i.e., the case r = 1 and x1 ≃ omℓ is treated fully in [1,2]. The methods therein are
foundational to the present paper. Another case which at present admits a very partial solution is the case of complete
free flags in o3ℓ; cf. [3]. In this paper we treat the first case which is not free but we restrict ourselves to level 2, that is, we
look at the Grassmannian of arbitrary o2-modules of type (2a1b) in on2. To solve this problemwe are naturally led to consider
certain spaces of 2-flags of o2-modules as well. We give a complete solution to Problems A and B in these cases.
2. Preliminaries
2.1. Hecke algebras and Hecke modules
For λ,µ ∈ Λn, we let Nλµ = HomG(Fµ,Fλ) denote theHλ–Hµ-bimodule of intertwining G-maps from Fµ to Fλ. The
modulesNλµ, and in particular the algebrasHλ, have a natural ‘geometric basis’ indexed by Xλ×G Xµ, the space of G-orbits
in Xλ × Xµ with respect to the diagonal G-action. Specifically, forΩ ∈ Xλ ×G Xµ, let
gΩ f (x) =
−
y:(x,y)∈Ω
f (y), f ∈ Fµ, x ∈ Xλ. (2.1)
Then {gΩ | Ω ∈ Xλ×G Xµ} is a basis ofNλµ. LetMλµ be the set of l(λ)-by-l(µ)matrices having non-negative integer entries
with column sum equal to µ and row sum equal to λ, namely
Mλµ =

(aij) | aij ∈ Z≥0,
l(λ)−
i=1
aij = µj,
l(µ)−
j=1
aij = λi

. (2.2)
Geometrically, the orbits in Xλ×GXµ characterize the relative positions of λ-flags andµ-flags in kn and hence are in bijective
correspondence with the setMλµ. The bijection
Xλ ×G Xµ ←→Mλµ, (2.3)
is obtained by mapping the pair (x, y) ∈ Xλ × Xµ to its intersection matrix (aij) ∈Mλµ, defined by
aij = dimk

xi ∩ yj
xi ∩ yj−1 + xi−1 ∩ yj

. (2.4)
2.2. The RSK correspondence
A Young diagram of a partition µ ∈ Λn is the set [µ] = {(i, j) | 1 ≤ j ≤ µi and 1 ≤ i ≤ l(µ)} ⊂ N × N. One usually
represents it by an array of boxes in the plane, e.g. if µ = (3, 2) then [µ] = . A µ-tableau Θ is a labeling of the
boxes of [µ] by natural numbers. The partition µ is called the shape ofΘ and denoted Shape(Θ). A Young tableau is called
semistandard if its entries are increasing in rows from left to right and are strictly increasing in columns from top to bottom.
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A semistandard tableau of shapeµwith
∑
µi = n is called standard if its entries are integers from the set {1, 2, . . . , n}, each
appearing exactly once and strictly increasing from left to right as well. Given partitions ν and µ, a tableau Θ is called of
‘shape ν and typeµ’ if it is of shape ν and each natural number i occurs exactlyµi times in its labeling. We denote by std(ν)
and sstd(νµ) the set of all standard ν-tableaux and set of semistandard ν-tableaux of type µ, respectively. We remark that
the set sstd(νµ) is nonempty if and only if ν ≤ µ.
The RSK correspondence is an algorithm which explicitly defines a bijection
Mλµ ←→

ν≤λ∧µ
sstd(νλ)× sstd(νµ),
where λ ∧ µ is the meet of λ and µ. For more details on this see [6].
Definition 2.1. We say that a ν-flag y is embedded in a µ-flag x, denoted y ↩→ x, if l(ν) ≤ l(µ) and yl(ν)−i ⊂ xl(µ)−i for all
1 ≤ i ≤ l(ν). The intersectionmatrix of each embedding of ν-flag intoµ-flag determines a ν-tableau of typeµ as follows: for
any intersection matrix E = (aij) ∈Mνλ, construct the Young tableau with aij many i’s in its jth row. We call an embedding
of ν-flag into aµ-flag permissible if the ν-tableau obtained is semistandard. The setM◦νλ denotes the subset ofMνλ consisting
of intersection matrices that corresponds to permissible embeddings.
The following gives a reformulation of the RSK correspondence purely in terms of intersection matrices:
Mλµ ←→

ν≤λ∧µ
M◦νλ ×M◦νµ. (2.5)
For partitions ν ≤ λ of n we let (Xν × Xλ)◦ denote the subset of Xν × Xλ which consists of pairs (z, x) such that z
is permissibly embedded in x. The orbits (Xν ×G Xλ)◦ are therefore parameterized byM◦νλ. This gives a purely geometric
reformulation of the RSK correspondence:
Xλ ×G Xµ ˜−→

ν≤λ∧µ
(Xν ×G Xλ)◦ ×

Xν ×G Xµ
◦
. (2.6)
The gist of (2.6) is that both sides have geometric interpretations.We remark that the above bijection is an important reason
behind the cellularity of MDJ basis (see Section 3.1).
2.3. Cellular algebras
Cellular algebraswere defined byGrahamand Lehrer in [5].Weuse the following equivalent formulation fromMathas [7].
Definition 2.2. Let K be a field and let A be an associative unital K -algebra. Suppose that (ζ ,≤) is a finite poset and that for
each τ ∈ ζ there exists a finite set T (τ ) and elements cτst ∈ A for all s, t ∈ T (τ ) such thatC = {cτst | τ ∈ ζ and s, t ∈ T (τ )}
is a basis of A. For each τ ∈ ζ let A˜τ = SpanK {cωuv | ω ∈ ζ , ω < τ and u, v ∈ T (ω)}. The pair (C, ζ ) is a cellular basis of A
if
(1) The K -linear map ⋆ : A → A determined by cτ⋆st = cτts (τ ∈ ζ , s, t ∈ T (τ )) is an algebra anti-homomorphism of A; and,
(2) for any τ ∈ ζ , t ∈ T (τ ) and a ∈ A there exists {αv ∈ K | v ∈ T (τ )} such that for all s ∈ T (τ )
a · cτst =
−
v∈T (τ )
αvcτvt mod A˜
τ . (2.7)
If A has a cellular basis then A is called a cellular algebra.
The result about semisimple cellular algebras which we shall need is the following. Let A be a semisimple cellular algebra
with a fixed cellular basis (C = {cτst}, ζ ). For τ ∈ ζ let Aτ be the K -vector space with basis {cµuv | µ ∈ ζ , µ ≤ τ and u, v ∈
T (µ)}. Thus A˜τ ⊂ Aτ and Aτ/A˜τ has basis cτst + A˜τ where s, t ∈ T (τ ). It is easy to prove that Aτ and A˜τ are two-sided ideals
of A. Further if s, t ∈ T (τ ), then there exists an element αst ∈ K such that for any u, v ∈ T (τ )
cτusc
τ
tv = αstcτuv mod A˜τ .
For each τ ∈ ζ the cell module Cτ is defined as the left A-module with K -basis {bτt | t ∈ T (τ )} and with the left A action:
a · bτt =
−
v∈T (λ)
αvbτv,
for all a ∈ A and αv are as given in the Definition 2.2. Furthermore, dual to Cτ there exists a right A-module Cτ∗ which has
the same dimension over K as Cτ , such that the A-modules Cτ ⊗K Cτ∗ and Aτ/A˜τ are canonically isomorphic.
Theorem 2.3. [2, Lemma 2.2 and Theorem 3.8] Suppose ζ is finite. Then {Cτ | τ ∈ ζ and Cτ ≠ 0} is a complete set of pairwise
inequivalent irreducible A-modules. Let ζ+ be the set of elements τ ∈ ζ such that Cτ ≠ 0. Then A ∼= ⊕τ∈ζ+Cτ ⊗K Cτ∗.
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3. Another description of Murphy–Dipper–James bases
3.1. MDJ bases
For a positive integer n, let Sn be the symmetric group of {1, 2, . . . , n}. Let S be the subset of Sn consisting of the
transpositions (i, i+ 1). Let R be a commutative integral domain and let q be an arbitrary element of R. The Iwahori–Hecke
algebraHR,q(Sn) is the free R-module generated by {Tω | ω ∈ Sn}with multiplication given by
TwTs =

Tws if ℓ(ws) > ℓ(w),
qTws + (q− 1)Tw otherwise,
where ℓ(w) denotes the length of w ∈ Sn. Also let ⋆ : HR,q(Sn) → HR,q(Sn) denotes an algebra anti-involution
defined by T ⋆ω = Tω−1 . For a partition µ, let Sµ be the subset of Sn consisting of all permutations leaving the sets
{∑j−1i=1 µi + 1, . . . .,∑ji=1 µi} invariant for all 1 ≤ j ≤ l(µ) and let mµ = ∑ω∈Sµ Tω . Let N qλµ denote the free R-module
mλHR,q(Sn)mµ.
For each partition ν of n, let φν be the unique ν-standard tableau in which the integers {1, 2, . . . , n} are entered in
increasing order from left to right along the rows of [ν]. For each ν-standard tableau θ define the permutation matrix d(θ)
by θ = φνd(θ). For any standard ν-tableau θ and partition µ of n such that ν ≤ µ, we obtain a semistandard ν-tableau
of type µ, denoted µ(θ), by replacing each entry i in θ by r if i appears in row r of φµ. For given partitions µ and ν, let
Θ1 ∈ sstd(ν, λ) andΘ2 ∈ sstd(ν, µ), define
mΘ1Θ2 =
−
θ1,θ2
mθ1θ2 ,
where mθ1θ2 = T ⋆d(θ1)mνTd(θ2) and the sum is over all pairs (θ1, θ2) of standard ν-tableau such that λ(θ1) = Θ1 and
µ(θ2) = Θ2. Let
Mµλ = {mΘ1Θ2 | Θ1 ∈ sstd(ν, λ),Θ2 ∈ sstd(ν, µ), ν ≤ λ ∧ µ},
and for any partition µ ∈ Λn, letΛµ = {ν ∈ Λn | ν ≤ µ}. Then
Theorem 3.1 (Murphy, Dipper–James). The set (Mµλ,Λλ∧µ) is an R-basis of the Hecke moduleN qλµ.
Proof. See Mathas [7, Theorem 4.10, Corollary 4.12]. 
Remark 3.2. The following observation from the proof is important for us. For any semistandard ν-tableau Θ , let first(Θ)
be the unique row standard ν-tableau such that λ(first(Θ)) = Θ . ForΘ ∈ sstd(ν, λ), let
GΘ :=
−
θ∈std(ν),
λ(θ)=Θ
m⋆νTd(θ) =
−
ω∈Sνσ Sλ
Tω, (3.1)
where σ ∈ Sn is the unique permutation matrix satisfying σ = d(first(Θ)) (see also the Remark 3.4).
Any partition δ = (δi) associates l(δ) many δ-row (δ-column) submatrices with a given n × n matrix A by taking its rows
(columns) from
∑j
i=0 λi + 1 to
∑j
i=0 λi+1 for all 0 ≤ j ≤ l(δ)− 1.
Definition 3.3 (λµ-Echelon Form). A matrix A is called in λµ-Echelon form if its associated λ-row and µ-column sub-
matrices are in row reduced and column reduced Echelon form respectively.
Remark 3.4. The matrices σ1 and σ2 appearing in the proof of Theorem 3.1 and Remark 3.2 are in λν and µν Echelon form
respectively.
3.2. Geometric interpretation of the MDJ Bases
Recall that the RSK correspondence is an algorithm that explicitly defines the correspondence:
Mλµ o /O


ν∈Λλ∧µ
(Xν ×G Xλ)◦ × (Xν ×G Xµ)◦
O

ν∈Λλ∧µ
M◦νλ ×M◦νµ o /

ν∈Λλ∧µ
sstd(ν, λ)× sstd(ν, µ),
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where the upper left corner consists of intersection matrices, the upper right corner consists of orbits of permissible
embeddings, the lower left corner consists of intersection matrices of permissible embedding and the lower right of
semistandard tableaux. For ν ∈ Λλ∧µ and orbitsΩ1 ∈ (Xν ×G Xλ)◦,Ω2 ∈

Xν ×G Xµ
◦ define
cνΩ1Ω2 := gΩop1 ◦ gΩ2 ,
where [(x, y)]op = [(y, x)]. Clearly, cνΩ1Ω2 ∈ Nλµ. For any partition ν, let Pν be the stabilizer of standard ν-flag in G and B be
the Borel subgroup of G, that is the subgroup consisting of all invertible upper triangular matrices. Let Cµλ = {cνΩ1Ω2 | ν ∈
Λλ∧µ, Ω1 ∈ (Xν ×G Xλ)◦ ,Ω2 ∈ (Xν ×G Xµ)◦}.
Theorem 3.5. The set (Cµλ,Λλ∧µ) is a Q-basis ofNλµ.
Proof. We prove this by proving that if q is the cardinality of field k then the set (Cµλ,Λλ∧µ) coincides with MDJ basis of
N
q
λµ up to a scalar. That is, if the orbitsΩ1 andΩ2 correspond to semistandard tableauΘ1 andΘ2 by RSK, then
cνΩ1Ω2 =
|Pν |
|B| mΘ1Θ2 .
By definition ofmΘ1Θ2 and (3.1),
mΘ1Θ2 =
−
θ1,θ2
mθ1θ2 =
−
θ1,θ2
T ⋆d(θ1)mνTd(θ2). (3.2)
By using the observations:
(1) m⋆ν = mν ,m2ν =
∑
w∈Sν q
l(w)mν .
(2)
∑
w∈Sν q
l(w) = |Pν ||B| .
We obtain
mΘ1Θ2 =
|B|
|Pν |G
⋆
Θ1
GΘ2 .
We claim that if the semistandard tableau Θi corresponds to the orbit Ωi by RSK then GΘi = gΩi . We argue for i = 1. We
have an isomorphism
HQ,q(Sn) ∼= Q[B\G/B],
such that a basis element Tω in theHecke algebraHQ,q(Sn) corresponds to the function 1BwB ∈ Q[B\G/B]. The commutativity
of the following diagram implies that the sum
∑
w∈Sνσ1Sλ Tw corresponds to 1Pνσ1Pλ .
B\G/B ↔ Sn
↓ ↓
Pν\G/Pλ ↔ Sν\Sn/Sλ.
Therefore GΘ1 belongs to HomG(Fλ,Fν). Let Ω1 be the orbit corresponding to the matrix m = (mij) ∈ M◦νλ by the RSK
correspondence. Then by its definition, matrix σ1 is the unique matrix in λµ-Echelon form such that when viewed as a
block matrix having (i, j)th block of size λi × νj for 1 ≤ i ≤ l(λ) and 1 ≤ j ≤ l(ν) thenmij = sum of entries of (i, j)th block
of σ1. This implies that if (y, x) ∈ Ω1, then there exist full flags y¯ and x¯ that extend the flags y and x respectively such that
the intersection matrix of y¯ and x¯ is σ1. Therefore,
gΩ1 = 1Pνσ1Pλ = GΘ1 .
Furthermore, the anti-automorphism ⋆ on Hecke algebraHQ,q(Sn) coincides with ‘op’ on Xλ ×G Xλ, hence the result. 
For µ ∈ Λ, letHµλ = SpanQ{cνΩ1Ω2 | ν ≤ µ} andHµ−λ = SpanQ{cνΩ1Ω2 | ν < µ}.
Proposition 3.6. (a) Let f ∈ HomG(Fλ,Fµ) and h ∈ HomG(Fµ,Fλ) then h ◦ f ∈ Hµλ .
(b) The spacesHµλ andH
µ−
λ are two-sided ideals ofHλ.
Proof. (a) We prove this by induction on the partially ordered set Λλ. If δ = (n), the partition with only one part, then Fδ
is the trivial representation, and it is easily seen that Nλδ and Nδλ are one-dimensional. It follows thatH δλ = Nλδ ◦ Nδλ is
one-dimensional and spanned by cδ[(x,0)],[(0,x)]. This establishes the basis for the induction. Now assume the assertion is true
for any ν ∈ λλ such that ν < µ. We prove the result for µ. Let pi for 1 ≤ i ≤ r be all the permissible embeddings of µ-
flags into λ-flags and let Ωpi ∈ (Xµ ×G Xλ)◦ be the orbits corresponding to these embeddings. The orbit corresponding
to the identity mapping of µ-flag into itself is denoted by Ωid. Let N ′λµ be the subspace of Nλµ generated by the set{cνΩ1Ω2 | ν < µ,Ω1 ∈ (Xν ×G Xλ)◦,Ω2 ∈ (Xν ×G Xµ)◦}. It follows that any h ∈ HomG(Fµ,Fλ) can be written as linear
combination
∑r
i=1 αic
µ
ΩidΩpi
mod N ′λµ. Therefore, it is enough to prove that c
µ
ΩpiΩid
f ∈ Hµλ for all 1 ≤ i ≤ r . Arguing
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similarly for f it suffices to prove that cµΩpiΩidc
µ
ΩidΩpj
∈ Hµλ for all 1 ≤ i, j ≤ r . But since cµΩpiΩidc
µ
ΩidΩpj
= cµΩpiΩpj , the result
follows.
(b) The fact thatHµλ is a two-sided ideal follows immediately from (a) and the fact that {cµΩ2Ω1 | µ ≤ λ,Ω1,Ω2} is a basis
by observing that compositions of basis elements of the form cν
Ω ′1Ω ′2
cµΩ1Ω2
Fλ
gΩ2
AA
A
 A
AA
Fλ
g
Ω′2
AAA
 A
AA
Fλ
Fµ
g
Ω
op
1}}}
>}}}
Fν
g
Ω′1
op
}}}
>}}}
lie inHµ∧νλ . Finally, asH
µ−
λ =
∑
ν<µH
ν
λ , the latter is an ideal as well. 
Theorem 3.7. The Hecke algebraHλ is cellular with respect to (Cλλ,Λλ).
Proof. We have a natural anti-automorphism of the Hecke algebrasHλ defined by
(cµΩ1Ω2)
⋆ = cµΩ2Ω1 .
Proposition 3.6 implies that the criterion (2.7) for cellularity is fulfilled as well. 
Corollary 3.8. There exists a collection {Uλ | λ ∈ Λn} of inequivalent irreducible representations of GLn(k) such that
(1) Fλ = ⊕ν≤λU|M
◦
νλ|
ν ;
(2) For every µ, ν ≤ λ, one has dimQ HomG

Uν,Fµ
 = |M◦νµ|. That is, the multiplicity of Uν in Fµ is the number of non-
equivalent permissible embeddings of a ν-flag in a µ-flag. In particularUν appears in Fν with multiplicity one and does not
appear in Fµ unless ν ≤ µ.
We remark that part (2) of Corollary 3.8 gives a characterization of the irreducible representationsUλ, that is, for each
λ ∈ Λn, the representation Uλ is the unique irreducible representation which occurs in Fλ and does not occur in Fµ for
µ  λ.
3.3. General flags
In this section we extend our results from the previous section to flags which are not necessarily associated with
partitions. A tuple c = (ci) of positive integers such that∑ ci = n is called composition of n. The length of c , denoted
l(c) is the the number of its nonzero parts. By reordering parts of a composition in a non-increasing order we obtain the
unique partition associated with it. We shall use bar to denote the associated partition. For example if c = (2, 1, 2),
then c¯ = (2, 2, 1). A chain of k-vector spaces x = (kn = xl(c) ⊃ xl(c)−1 ⊃ · · · ⊃ x1 ⊃ x0 = (0)) is a c-flag if
dimk(xl(c)−i+1/xl(c)−i) = ci for all 1 ≤ i ≤ l(c). Let Xc be the space of all c-flags and Fc = Q(Xc). By the representation
theory of symmetric groups and Bruhat decomposition, it follows that for any compositions c1 and c2, the Hecke modules
HomG(Fc1 ,Fc2) and HomG(Fc¯1 ,Fc¯2) are isomorphic. By composing this isomorphism with the cellular basis of the Hecke
algebra Hc¯ , one obtains the cellular basis of the Hecke algebras Hc . This implies that irreducible components of Fc are
parameterized by the set of partitions λ ∈ Λ such that λ ≤ c¯. In particular this gives the following bijection
Xc1 ×G Xc2 ←→

ν∈Λ,ν≤c¯
(Xν ×G Xc1)◦ × (Xν ×G Xc2)◦
for certain subsets (Xν ×G Xc1)◦ and (Xν ×G Xc2)◦ of Xν ×G Xc1 and Xν ×G Xc2 respectively. Whenever [(x, y)] ∈ (Xν ×G Xc1)◦,
we say that x has a permissible embedding in y. Whenever we deal with compositions in later section, by cellular basis and
permissible embedding we shall mean the general notions defined in this section.
4. The module case
In this section o denotes a complete discrete valuation ring with maximal ideal p and fixed uniformizer π . Assume that
the residue field k = o/p is finite. We denote by oℓ the reduction of o modulo pℓ, i.e., oℓ = o/pℓ. Since o is a principal ideal
domain with a unique maximal ideal p, every finite o-module is of the form⊕ji=1oλi , where the λi’s can be arranged so that
λ = (λi) ∈ Λ = ∪Λn. The rank of an o-module is defined to be the length of the associated partition. Note that in this
section we use arbitrary partitions rather than partitions of a fixed integer and parameterize different objects than in the
previous sections: types of o-modules rather than types of flags of k-vector spaces. Let τ be the type map which maps each
o-module to its associated partition. Let GLn(oℓ) denote the group of invertible matrices of order n over the ring oℓ. Let
L(r) = L(r)(ℓn) = {(xr , . . . , x1) | onℓ ⊃ xr ⊃ · · · ⊃ x0 = (0), xi are o-modules}
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be the space of flags of modules of length r in onℓ . There is a natural partial ordering on L
(r) defined by η = (yr , . . . , y1) ≤
(xr , . . . , x1) = ξ if there exist embeddings φ1, . . . , φr such that the diagram
xr ⊃ xr−1 ⊃ · · · ⊃ x1
↑φr ↑φr−1 · · · ↑φ1
yr ⊃ yr−1 ⊃ · · · ⊃ y1
is commutative. Two flags ξ and η are called equivalent, denoted ξ ∼ η, if the φi’s in the diagram are isomorphisms. For any
equivalence class Ξ = [ξ ] let FΞ = Q(Ξ) denote the space of rational valued functions on Ξ endowed with the natural
GLn(oℓ)-action. We use the letterΞ to denote a set of flags as well as the type of the flags in this set.
En route to developing the language and tools for decomposing the representations FΞ into irreducible representations
we treat here the special case ℓ = 2 and give a complete spectral decomposition for the GLn(o2)-representations FΞ with
Ξ ⊂ L(1)(2n). Recall Ξ ∈ L(1)(2n) consists of all submodules x ⊂ on2 with a fixed type λ. We shall also assume that
n ≥ 2(Rank(x)) and Rank(x) ≥ 2(Rank(πx)). We have a map ι : L(1) → L(2) given by y → (y, πy) which allows us
to identify any module with a (canonically defined) pair of modules. We will see that to find and separate the irreducible
constituents of Fλ with λ ⊂ L(1) we need to use a specific set of representations Fη with η ∈ L(2) such that η ≤ ι(λ). A
similar phenomenon has been observed also in [2]. We remark that for the groups GLn(o2), it is known that the dimensions
of complex irreducible representations and their numbers in each dimension depend only on the cardinality of residue field
of o, see [11]. For the current setting we shall prove that the numbers and multiplicities of the irreducible constituents of
Fλ with λ ⊂ L(1) are independent of the residue field as well, though this is not true in general, see [10,3]. In this section
we shall use the notation G to denote the group GLn(o2), and the group of invertible matrices of order n over the field k is
denoted by GLn(k).
4.1. Parameterizing set
Let Sι(λ) ⊂ L(2) be the set of tuples (x2, x1) satisfying
(1) The module x1 has a unique embedding in x2 (up to automorphism).
(2) (x2, x1) ≤ ι(y), τ(y) = λ.
(3) Rank(x1) ≤ Rank(x2/x1).
Let Pι(λ) = Sι(λ)/∼ be the set of equivalence classes in Sι(λ). The uniqueness of embedding implies that (x2, x1), (y2, y1) ∈
Sι(λ) are equivalent if and only if τ(x2) = τ(y2) and τ(x1) = τ(y1). Therefore, ξ = [(x2, x1)] ∈ Pι(λ) may be identified with
the pair µ(2) ⊃ µ(1) where µ(2) = τ(x2) and µ(1) = τ(x1). Further, if (x2, x1) ∈ Sι(λ) is such that τ(x2) = λ and x1 = πx2,
then the equivalence class of (x2, x1) in Pι(λ) is also denoted by ι(λ). For ξ ∈ Pι(λ), let
Yξ = {x ∈ Sι(λ) | [x] = ξ}.
ThenSι(λ) = ⊔ξ∈Pι(λ)Yξ . Let Fξ = Q(Yξ ) be the space of rational valued functions on Yξ . As discussed earlier, the spaceFι(λ)
coincides with Fλ. We shall prove thatPι(λ) parameterizes the irreducible representations of the space Fλ and in particular
satisfies a relation similar to (2.6) (See Proposition 4.2).
4.2. An analogue of the RSK correspondence
For a ∈ o and an o-module x, let x[a] and ax denote the kernel and the image, respectively, of the endomorphism of
x obtained by multiplication by a. For any x = (x2, x1) ∈ Sι(λ), the flag of π-torsion points of x, denoted xπ , is the flag
kn ⊇ x2[π ] ⊃ x1 ⊃ πx2. In general this flag may not be associated with a partition but rather a composition. If x, y ∈ Sι(λ)
are such that [x] = [y] then the compositions associated with the flags xπ and yπ are equal. Hence if [x] = ξ , then the
composition associated with xπ is denoted by c(ξ).
Lemma 4.1. There exists a canonical bijection between the sets
{[(x2, x1), (y2, y1)] ∈ Yι(λ) ×G Yξ | x2 ∩ y2 ∼= kt , t ∈ N} ↔ Xc(ι(λ)) ×GLn(k) Xc(ξ)
obtained by mapping [(x2, x1), (y2, y1)] to [(x2, x1)π , (y2, y1)π ].
Proof. Since all the pairwise intersections obtained from the modules x2, x1, y2 and y1 are k-vector spaces, by taking the
flags of the π-torsion points we obtain a well-defined map from Yι(λ) ×G Yξ to Xc(ι(λ)) ×GLn(k) Xc(ξ).
We first prove that this map is injective. Let (x, y), (x′, y′) ∈ Yι(λ) × Yξ be such that xπ = x′π and yπ = y′π . Assume that[(xπ , yπ )] = [(x′π , y′π )]. This means that there exists an isomorphism h : πon2 → πon2 such that h(xπ ) = x′π and h(yπ ) = y′π .
We need to extend h to a map h˜ : on2 → on2 such that h˜(x) = x′ and h˜(y) = y′. The elements x and y are tuples of the form
(x2, x1) and (y2, y1), respectively. We choose maximal free o2-submodules x3, x′3, y3, y
′
3 of x2, x
′
2, y2, y
′
2, respectively. Since
n ≥ 2(l(λ)), we can extend the map h to maps (x3 + πon2) → (x′3 + πon2) and (y3 + πon2) → (y′3 + πon2) in a compatible
manner such that these two extensions glue to a well-defined map (x3 + y3 + πon2)→ (x′3 + y′3 + πon2). The latter can now
be extended to an isomorphism h˜ : on2 → on2 with the desired properties.
To prove surjectivity we need to find a pair (x, y) ∈ Yι(λ) × Yξ which maps to a given pair (u, v) ∈ Xc(ι(λ)) × Xc(ξ). This
follows at once from the assumption n ≥ 2(l(λ)). 
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Let x = (kn = xt ⊃ · · · ⊃ x1 ⊃ x0 = (0)) be a flag of k-vector spaces and v be a k-vector space such that xi ⊃ v for all i,
then xmodulo v, denoted as x/v is the flag x/v = (kn/v = xt/v ⊃ · · · ⊃ x1/v ⊃ (0)). Let x = (x2, x1), y = (y2, y1) ∈ Sι(λ)
be such that x ≥ y. Flags of our primal interest are xπ/πy2 and yπ/πy2. Observe that although the flag yπ/πy2 is associated
with a partition, the flag xπ/πy2 may only be associated to a composition. We say that y embeds into x permissibly if y ≤ x
and yπ/πy2 embeds permissibly into xπ/πy2 (see Section 3.3). For η ≤ ξ , let (Yη ×G Yξ )◦ denote the set of equivalence
classes [(y, x)] ∈ Yη ×G Yξ such that y embeds permissibly in x.
Proposition 4.2. There exists a bijection between the following sets
Yι(λ) ×G Yξ ←→

η∈Pι(λ),η≤ξ
(Yη ×G Yι(λ))◦ × (Yη ×G Yξ )◦.
Proof. Let (x2, x1) ∈ Yι(λ) and (y2, y1) ∈ Yξ be elements such that x2 ∩ y2 = z2 ⊕ z1, z2 ∼= os2, z1 ∼= ot1, and denote
Ω = [(x2, x1), (y2, y1)]. Let x′2 = x2/z2, y′2 = y2/z2, x′1 = x1/πz2 and y′1 = y1/πz2 then x′2 ∩ y′2 ∼= ot1. By Lemma 4.1 and the
RSK correspondence, we obtain that the double coset [(x′2, x′1), (y′2, y′1)] corresponds to a δ-flag (z ′2, z ′1) for some partition δ
of n− swith its permissible embeddings p1 and p2 into the flags (x′2, x′1)π/π(z ′2) and (y′2, y′1)π/π(z ′2) respectively. By adding
to it with (os2, πo
s
2), we obtain (u2, u1) = (os2 ⊕ z2, πos2 ⊕ z1) ∈ Sι(λ) with permissible embeddings p1 and p2 in (x2, x1)
and (y2, y1) respectively. The converse implication follows by combining the RSK correspondence with the definition of
permissible embedding. 
Remark 4.3. Observe that ifΩ = [(x2, x1), (y2, y1)] ∈ Y(ι(λ))×G Yξ corresponds to permissible embeddings p1, p2 of (z2, z1)
in (x2, x1) and (y2, y1), respectively, then π(z2) ∼= π(x2 ∩ y2). If [(z2, z1)] = (ν(2), ν(1)), we shall use the notation Ωπν
instead ofΩ to specify this information.
4.3. Geometric bases of modules
The modules HomG(Fξ ,Fι(λ)) for ξ ∈ Pι(λ), and in particular the Hecke algebras Hι(λ) = EndG(Fι(λ)), have natural
geometric bases indexed by Yι(λ)×GYξ , the space of G-orbits in Yι(λ)×Yξ with respect to the diagonal action of G. Specifically,
let
gΩ f (x) =
−
y:(x,y)∈Ω
f (y), f ∈ Fξ , x ∈ Yι(λ). (4.1)
Then {gΩ | Ω ∈ Yι(λ) ×G Yξ } is a basis of HomG(Fι(λ),Fξ ).
4.4. Cellular basis of the Hecke algebras
In this section we determine the cellular basis of the Hecke algebrasHι(λ). LetR be a refinement of the partial order on
Sι(λ) given by: for any (x2, x1), (y2, y1) ∈ Sι(λ), (x2, x1) ≥R (y2, y1) if either (x2, x1) ≥ (y2, y1) or πx2 > πy2. The set Pι(λ)
inherits this partial order as well and is denoted by PRι(λ) when considered as a partially ordered set underR. For η ∈ Pι(λ)
and orbitsΩ1 ∈ (Yη ×G Yξ )◦,Ω2 ∈ (Yη ×G Yι(λ))◦ define
cηΩ1Ω2 := gΩop1 gΩ2 .
Then cηΩ1Ω2 ∈ HomG(Fι(λ),Fξ ). Let
Cι(λ)ξ = {cηΩ1Ω2 | η ∈ Pι(λ), η ≤ ξ,Ω1 ∈ (Yη ×G Yι(λ))◦,Ω2 ∈ (Yη ×G Yξ )◦}.
Proposition 4.4. The set Cι(λ)ξ is a Q-basis of the Hecke module HomG(Fι(λ),Fξ ).
Proof. We shall prove this proposition by proving that the transition matrix between the set Cι(λ)ξ and the geometric basis
{gΩ} is an upper block diagonal matrix with invertible blocks on the diagonal. Wherever required we also use the notation
Ωπν in place ofΩ (see Remark 4.3). We claim that
cηΩ1Ω2 =
−
{∆πχ∈Yι(λ)×GYξ | χ≥Rη}
a∆πχ g∆πχ . (4.2)
Let [(x, y)] = [(x2, x1), (y2, y1)] = ∆πχ . Indeed, from the definition of cηΩ1Ω2 and g∆πχ , it is clear that the coefficient a∆πχ is
given by
a∆πχ = |{z ′ ∈ Sι(λ) | [z ′] = η, [(z ′, x)] = Ω1, [(z ′, y)] = Ω2}|.
Note that if (z2, z1) ∈ Sι(λ) has permissible embedding in (x2, x1) and (y2, y1) then πz2 embeds into π(x2 ∩ y2). For the case
πz2 ∼= π(x2∩y2), we claim that the coefficients a∆πχ are nonzero only ifχ ≥ η. Let zπ/πz2 be a δ-flag and Ω¯1, Ω¯2 correspond
to permissible embeddings of zπ/πz2 in xπ/πz2 and yπ/πz2, respectively. Assume that xπ/πz2 is a c1-flag and yπ/πz2 is
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a c2-flag for some compositions c1 and c2. If ∆¯χ = [(xπ/πz2, yπ/πz2)], then the coefficient of g∆¯πχ in the expression of
cγ
Ω¯1Ω¯2
∈ Cc2c1 is given by
a¯∆πχ = |{z ′ ∈ Fγ | [(z ′, xπ/πz2)] = Ω¯1, [(z ′, yπ/πz2)] = Ω¯2}|.
Since by definition a∆πχ = a¯∆πχ , the coefficient a∆πχ is non-zero only if χ ≥ η. This implies that χ ≥R η and completes
the proof of (4.2).
By the discussion above we also obtain that by arranging the elements cηΩ1Ω2 and g∆η for η ∈ Pι(λ) in the relationR, the
obtained transition matrix between the set
{cηΩ1Ω2 | η ∈ Pι(λ),Ω1 ∈ (Yη ×G Yξ )◦,Ω2 ∈ (Yη ×G Yι(λ))◦}
and {gΩ | Ω ∈ Yι(λ) ×G Yξ } is an upper block diagonal matrix with invertible diagonal blocks. Observe that the diagonal
blocks are obtained as the transition matrix of certain cellular basis of Hecke algebras corresponding to the space of flags of
k-vector spaces to the corresponding geometric basis. This implies that the set Cι(λ)ξ is a Q-basis of HomG(Fι(λ),Fξ ). 
The operation (cηΩ1Ω2)
⋆ = cηΩ2Ω1 induces an anti-automorphism ofHι(λ). The Q-basis of the modules HomG(Fξ ,Fι(λ)) and
HomG(Fι(λ),Fξ ) is given by Proposition 4.4. This, combined with the arguments given in the proof of Theorem 3.7 proves
Theorem 4.5. The set (Cι(λ)ι(λ),PRι(λ)) is a cellular basis of the Hecke algebraHι(λ).
Corollary 4.6. There exists a collection {Vη | η ∈ Pι(λ)} of inequivalent irreducible representations of GLn(o2) such that
Fι(λ) = ⊕η∈Pι(λ)Vmηη ,
where mη = |(Yη ×G Yι(λ))◦| is the multiplicity of Vη .
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