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INVESTIGATION ON THE INFLUENCE OF PARAMETER UNCERTAINTIES IN THE POSITION 
TRACKING OF ROBOT MANIPULATORS 
 
Habib GHANBARPOUR ASL, Kerim Youde HAN 
 
 
Abstract: This paper presents a novel trajectory tracking method for robot arms with uncertainties in parameters. The new controller applies the robust output feedback linearization 
method and is designed so that it is robust to the variation of parameters. Robustness of the algorithm is evaluated when the parameters of the system are floating over 10 percent 
up and down. An Unscented Kalman Filter (UKF) is applied for state and parameter estimation purposes. As the considered system has 8 unknown parameters while only 5 of 
them are independent parameters, UKF is applied only to the augmented system with independent parameters. Three types of simulations are applied depending on sensor 
groups – first with both position and joint sensors, second with only position sensors and third with only joint sensors. The observation of parameters in these groups is discussed. 
Simulation results show that when both position sensors and joint sensors are used, all the parameters and states are observable and good tracking performances are obtained. 
When only position sensors are used, the accuracy of the estimated parameters is reduced, and low tracking performances are revealed. Finally, when only joint sensors are 
applied, the lengths of robot arms are unobservable, but other parameters related to the dynamic system are observable, and poor tracking performances are given. 
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1 INTRODUCTION  
 
The robot arm (also called Robot manipulator) is a type 
of mechanical device which is usually programmable, and it 
usually has similar functions to a human arm. Traditionally, 
many Proportional-Derivative (PD) or Proportional-Integral-
Derivative (PID) controllers were designed for controlling 
robot arms. Takegaki et al. [1] and Arimoto [2] designed 
simple PI and PID feedback controllers. A PD controller with 
stability robustness in the presence of parameter uncertainty 
in the gravitational torques vector was presented by Hsia in 
[3]. However, these controllers are difficult to use in 
determining the appropriate PID gains in the cases of 
nonlinear and unknown controlled plants. The fixed PID 
parameters in these controllers may often deteriorate control 
performances, and while these controllers are enough for the 
general control, they usually result in weak robustness and 
poor performances due to the nonlinearity characteristics of 
robot arms. Research works on nonlinear PD or PID 
controllers of robot arms such as [4-6] were proposed for 
these purposes. Huang et al. [6] proposed a nonlinear PD 
controller with gravity compensation that is globally 
asymptotically stable in position control and a comparison 
was made between their proposed controller and the 
conventional PD controller, which showed that a faster 
response velocity and higher position accuracy were obtained 
by the former. Davoud et al. [7] proposed fractional order 
PID controllers by applying evolutionary algorithms (particle 
swarm optimization (PSO), the genetic algorithm and 
estimations of the distribution algorithm) and better tracking 
results were obtained compared to the normal PID 
controllers. Nevertheless, the nonlinearity of the kinematics 
and the dynamics of robot arms is inherited in the robot itself, 
which means that even if a well precisely calibrated model-
based controller may give good tracking performance for a 
given robot model [8], the difficulty of having an exact model 
of a robot arm makes the calibrated controllers unable to 
adapt to any changes and uncertainties in its model and 
environment. Under these circumstances, every time the 
robot arm picks up some tools of different dimensions, 
unknown orientations or gripping points, the overall 
kinematics and dynamics of the robot arm will also change, 
which requires the derivation of a new robot arm model, as 
well as the designing of a controller. It is also not possible for 
the robot arm to grip the tool at the same grasping point and 
orientation site, even if the same tool is used again. To solve 
these problems, many controllers with stronger robustness 
have been developed, such as back-stepping control [9], 
neural network control [10-12], fuzzy logic control [13], 
adaptive control [14, 15], sliding mode control [16, 17] and 
robust control [18, 19]. These controllers can achieve more 
accurate trajectory tracking results with faster convergent 
speed even under presence of various disturbances. Among 
these controllers, the focus of this paper will be concentrated 
on the adaptive and robust controller design of the robot arm. 
An important point in adaptive control is that the tracking 
error will converge regardless of whether the trajectory 
persistently exists or not [20, 21]. Many adaptive controllers 
[22-25] were designed for robot arms. However, these 
adaptive controllers all assumed that the kinematics of the 
robot arm was known in advance, and no uncertainties in 
kinematics and dynamics of robot arms were considered. To 
deal with uncertainty issues, Cheah et al. [26] developed an 
adaptive controller that can give concurrent adaptation to 
both kinematics and dynamic uncertainties of the robot arm 
by measuring its end-effector position, joint angles and joint 
velocities. Torres et al. [27] developed a controller that added 
an adaptive scheme to the standard robust controller in order 
to improve its performance, especially when unknown 
parameters or unknown variable loading exist. Yin et al. [28] 
applied the dynamic linearization technique and designed a 
controller that used only the input/output data of robotic 
manipulator systems. This paper will present a new adaptive 
control-based tracking method of a robot arm when there are 
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uncertainties in robot arm parameters. The output 
linearization method will also be applied so that the proposed 
controller will be robust to the variation of the parameters. In 
order to estimate the states and parameters, UKF is applied. 
The standard UKF was introduced in [29], and the 
implementation of this filter was proposed numerically with 
robustness in [30, 31]. Different combinations of sensors are 
to be used for validating the effectiveness of the proposed 
adaptive and robust controller. The rest of this paper is 
organized as follows: in Section 2, the problem is defined and 
the adaptive robust inverse controller is designed. UKF is 
used in Section 3 to estimate the states and parameters of the 
robot arm. Section 4 gives a numerical example to validate 
the effectiveness of the proposed controller. Conclusions and 
future research are given in Section 5. 
 
2 PROBLEM DEFINITION AND CONTROLLER DESIGN 
 
 In general, the dynamics of a robot manipulator is given 
in the form as follows: 
 
𝑀𝑀(𝜃𝜃)?̈?𝜃 + 𝐶𝐶�𝜃𝜃, ?̇?𝜃� + 𝐺𝐺(𝜃𝜃) = 𝑢𝑢          (1)    
 
Where 𝜃𝜃𝜃𝜃ℛ𝑛𝑛 denotes the set of configuration variables 
of the robot arm, 𝑢𝑢𝜃𝜃ℛ𝑛𝑛 is the torques applied at the joints. 
𝑀𝑀(𝜃𝜃) is the moment of the inertia matrix, 𝐶𝐶(𝜃𝜃, ?̇?𝜃) is the 
Coriolis/centripetal vector, and 𝐺𝐺(𝜃𝜃) is the gravity vector. 
The objective of the design problem here is to develop a 
suitable controller so that the robot arm can track the desired 
trajectory as close as possible. 
As a starting point, we apply the input-output 
linearization method, where the model of the system is 
summarized in its state space representation form as follows 
[32]: 
 
?̇?𝜃 = 𝜔𝜔 
?̇?𝜔 = 𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)            (2) 
𝑧𝑧 = 𝑔𝑔(𝜃𝜃) 
 
where 𝑓𝑓 = 𝐶𝐶�𝜃𝜃, ?̇?𝜃� + 𝐺𝐺(𝜃𝜃) is the summation of 
Coriolis/centrifugal and gravity effect, and 𝑧𝑧 is the output of 
the system representing the position of the end-effector 
(forward kinematic). By taking the derivative of the output 




?̇?𝜃 = 𝐽𝐽?̇?𝜃            (3) 
 
Here, J is the Jacobian matrix of the robot arm. Substitute 
?̇?𝜃 in the Eq. (2) into Eq. (3) and take the derivative of ?̇?𝑧 in 
terms of time t again, which results in the following 
representation: 
 
?̈?𝑧 = 𝐽𝐽?̇̇?𝜃 + 𝐽𝐽?̈?𝜃 = 𝐽𝐽?̇?𝜔 + 𝐽𝐽𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)                                    (4) 
 
Meanwhile, let us define the output error dynamics as: 
?̇?𝑒 = 𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑧𝑧                                                                  (5) 
 
where 𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟 is the desired reference path that is to be tracked. 
By doing so, the output error will include an integrator, which 
will increase the type of the system and let the error converge 
to zero in a steady state condition. Differentiate (5) twice and 
substitute (3) into (5), which will lead to 
 
𝑒𝑒 = ?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽?̇?𝜔 − 𝐽𝐽𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)                                      (6) 
 
Let us suppose that the desired error dynamic equation is 
given by  
 
𝑒𝑒 + 𝐾𝐾2?̈?𝑒 + 𝐾𝐾1?̇?𝑒 + 𝐾𝐾0𝑒𝑒 = 0𝑛𝑛×𝑛𝑛          (7)  
 
Here, 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2 are assumed to be 𝑛𝑛 × 𝑛𝑛 matrices, so the 
characteristic equation is 𝐼𝐼𝑠𝑠3 + 𝐾𝐾2𝑠𝑠2 + 𝐾𝐾1𝑠𝑠 + 𝐾𝐾0 = 0,  
where 𝐼𝐼 is a 𝑛𝑛 × 𝑛𝑛 unit matrix. Substitute (6) into (7), it 
results in 
 
𝑢𝑢 = 𝑀𝑀𝐽𝐽−1�?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽?̇?𝜔 + 𝐾𝐾2?̈?𝑒 + 𝐾𝐾1?̇?𝑒 + 𝐾𝐾0𝑒𝑒� + 𝑓𝑓           (8) 
 
By selecting proper values for 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2, the error 
dynamics become stable, and the controller can be defined in 
terms of (8). In real situations, however, the error dynamics 
will not be of the form of (7) due to parameter and state 
errors. Thus, input function can be defined as: 
 
𝑢𝑢 = 𝑀𝑀�𝐽𝐽−1 �?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽?̇?𝜔� + 𝐾𝐾2?̈̃?𝑒 + 𝐾𝐾1?̇̃?𝑒 + 𝐾𝐾0?̃?𝑒� + 𝑓𝑓           (9) 
 
Where 𝑀𝑀�  , 𝐽𝐽, 𝐽𝐽,̇ and 𝑓𝑓 are the approximated or estimated 
values of 𝑀𝑀, 𝐽𝐽, 𝐽𝐽 ̇and 𝑓𝑓, and ?̃?𝑒 = 𝑒𝑒 + ∆𝑒𝑒, 𝜔𝜔� = 𝜔𝜔 + ∆𝜔𝜔, ∆𝑒𝑒 
and ∆𝜔𝜔 are the errors of the output and angular velocity 
estimation. Next, substitute (9) into (6), it results in 
 
𝑒𝑒 = ?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽?̇?𝜔 − 𝐽𝐽𝑀𝑀−1 �𝑀𝑀�𝐽𝐽−1 �?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽?̇?𝜔� + 𝐾𝐾2?̈̃?𝑒 + 𝐾𝐾1?̇̃?𝑒 + 𝐾𝐾0?̃?𝑒� + 𝑓𝑓 − 𝑓𝑓�   (10)    
     
Rearranging (10) results in 
 
𝑒𝑒 + 𝐼𝐼𝐾𝐾2?̈̃?𝑒 + 𝐼𝐼𝐾𝐾1?̇̃?𝑒 + 𝐼𝐼𝐾𝐾0?̃?𝑒 = ∆𝑢𝑢                 
∆𝑢𝑢 = (𝐼𝐼 − 𝐼𝐼)?̈?𝑧𝑟𝑟𝑟𝑟𝑟𝑟 + �𝐼𝐼𝐽𝐽̇ − 𝐽𝐽�̇ 𝜔𝜔 + 𝐼𝐼 �
𝐽𝐽∆̇𝜔𝜔 − 𝐾𝐾2∆?̈?𝑒
+𝐾𝐾1∆?̇?𝑒 + 𝐾𝐾0∆𝑒𝑒
� − 𝐽𝐽𝑀𝑀−1�𝑓𝑓 − 𝑓𝑓�        (11)
          
where 𝐼𝐼 = 𝐽𝐽𝑀𝑀−1𝑀𝑀�𝐽𝐽−1. If there is not any error in the 
parameters or states of the system, the matrix 𝐼𝐼 should be a 
unit matrix 𝐼𝐼, and ∆𝑢𝑢 will be zero. The stability of error 
dynamics is affected only by the matrix 𝐼𝐼. When errors 
appear in the parameters and states, the input of error 
equation will be ∆𝑢𝑢 (non-zero function). Therefore, for the 
robustness of the proposed controller Eq. (9), we need an 
estimator to estimate the parameters and states of the system 
so that the tracking error will go to zero. 
The values of 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2 can be selected for system 
stability when parameters are varied in the range. By doing 
so, we have a stable control system, and errors will arise in 
the steady state due to an unknown input error. In order to 
reduce the steady state errors, in Section 3, an unscented 
Kalman filter will be applied to estimate the states and 
parameters of the robot arm system. 
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At this stage, for calculating the controller gains that are 
represented in the Eq. (7), first we convert that equation in 






























�       (13) 
 
The matrix 𝐴𝐴, does not have uncertainty, but the matrix 𝐵𝐵 is 
an uncertain matrix. The matrix B can be written as: 
 
𝐵𝐵 = 𝐵𝐵0  + ∆𝐵𝐵,  ∆𝐵𝐵 = 𝐷𝐷𝐷𝐷𝐷𝐷,   𝐷𝐷𝑇𝑇𝐷𝐷 ≤ 𝐼𝐼     (14) 
 
Here, the matrices 𝐷𝐷,𝐷𝐷 and 𝐷𝐷 are the known matrices. 
One can determine the gain K through the solution of the 
linear matrix inequality equation represented in (15) [34]. 
 
�(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵) + (𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵)
𝑇𝑇 + 𝜀𝜀𝐷𝐷𝐷𝐷𝑇𝑇 (𝐷𝐷𝐵𝐵)𝑇𝑇
𝐷𝐷𝐵𝐵 −𝜀𝜀𝐼𝐼
� < 0  (15) 
 
If the Eq. (15) has a feasible solution, in terms of 
variables (𝜀𝜀 > 0, 𝐴𝐴,𝐵𝐵), then the state feedback law 
represented by (13) is robustly stabilizing the system (12) 
with gain 
 
𝐾𝐾 = [𝐾𝐾2 𝐾𝐾1 𝐾𝐾0] = 𝐵𝐵𝐴𝐴−1        (16) 
 
Consequently, the beefcake (9) can guarantee the 
stability of the system (1), but the system will have a steady 
state error. For reducing steady state errors, we need to 
estimate the parameters of the system. 
 
3  STATE AND PARAMETER ESTIMATION 
 
In this section, a two degree of freedom robot arm is 
taken into consideration, the schematic diagram of which is 
given in Fig. 1. The manipulator has 8 unknown constant 
parameters, which are 𝐿𝐿1, 𝐿𝐿2,𝑚𝑚1,𝑚𝑚2, 𝑟𝑟1, 𝑟𝑟2, 𝐼𝐼1 and 𝐼𝐼2, 
representing lengths, masses, radius and the moment of 
inertia of the first and second link, respectively. 𝑟𝑟1 and 𝑟𝑟2 are 
the positions of the center of mass, 𝑚𝑚1 and 𝑚𝑚2 are the masses 
of links. The kinetic and potential energy equations are given 





𝛼𝛼 + 2𝛽𝛽𝑐𝑐2 𝛿𝛿 + 𝛽𝛽𝑐𝑐2
𝛿𝛿 + 𝛽𝛽𝑐𝑐2 𝛿𝛿
� �?̇?𝜃1
?̇?𝜃2
�, 𝑉𝑉 = 0, 𝐿𝐿 = 𝑇𝑇 − 𝑉𝑉      (17)  
 
𝑇𝑇,𝑉𝑉 and 𝐿𝐿 represent the kinetic energy, potential energy and 
Lagrangian of the manipulator, and  𝑐𝑐𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑖𝑖 , 𝑖𝑖 = 1.2. For 
simplicity, in this paper, time-based parameters will only be 
written with the parameters themselves, but omitting time 𝑡𝑡 
in notation. For instance, 𝜃𝜃𝑖𝑖 = 𝜃𝜃𝑖𝑖(𝑡𝑡). Meanwhile, 𝛼𝛼,𝛽𝛽 and 𝛿𝛿 
are represented by [33]: 
 
𝛼𝛼 = 𝐼𝐼1 + 𝐼𝐼2 + 𝑚𝑚1𝑟𝑟12 + 𝑚𝑚2(𝐿𝐿12 + 𝑟𝑟22) 
𝛽𝛽 = 𝑚𝑚2𝐿𝐿1𝑟𝑟2            (18) 
𝛿𝛿 = 𝐼𝐼2 + 𝑚𝑚2𝑟𝑟22 
 
 
Figure 1 Robot arm parameters 
 
By substituting the Lagrangian 𝐿𝐿 = 𝑇𝑇 into Lagrange’s 
equations, matrices 𝑀𝑀,𝐶𝐶 and 𝐺𝐺 will become the function of 
𝑝𝑝𝑠𝑠  =  [𝛼𝛼  𝛽𝛽  𝛿𝛿]𝑇𝑇. By discretizing the dynamic Eq. (2) by the 
4th order of the Runga Kutta method, the system equation is 
then given as 
 
𝜃𝜃𝑘𝑘  =  𝑓𝑓(𝜃𝜃𝑘𝑘−1,𝑢𝑢𝑘𝑘−1,𝑝𝑝𝑘𝑘−1𝑠𝑠 ),𝑝𝑝𝑘𝑘𝑠𝑠 = 𝑝𝑝𝑘𝑘−1𝑠𝑠               (19) 
 
Let us suppose that 𝑥𝑥𝑘𝑘  =  [𝜃𝜃𝑘𝑘𝑇𝑇    (𝑝𝑝𝑘𝑘𝑠𝑠)𝑇𝑇]𝑇𝑇 is the state of the 
augmented system. The model of the augmented system (14) 
is then considered as: 
 
 𝑥𝑥𝑘𝑘 = 𝒇𝒇(𝑥𝑥𝑘𝑘−1,𝑢𝑢𝑘𝑘−1)                           (20) 
 
For identification and control purposes, two types of 
sensors are considered. One of them is the joint sensor and 
the other one is the position sensor. The modeling of these 
sensors is as follows: 
 





� = ℎ(𝑥𝑥𝑘𝑘 ,𝑝𝑝𝑚𝑚)                       (21-2) 
 
where 𝑐𝑐𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃𝑖𝑖 , 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃𝑖𝑖 , 𝑐𝑐12 = cos (𝜃𝜃1 + 𝜃𝜃2) and 𝑠𝑠12 =
sin (𝜃𝜃1 + 𝜃𝜃2).  𝑧𝑧𝑘𝑘 and 𝑦𝑦𝑘𝑘 are the output of joint sensors and 
position sensors respectively; 𝑝𝑝𝑚𝑚 = [𝐿𝐿1 𝐿𝐿2]𝑇𝑇  is the 
unknown parameter that appears in the position sensor 
output. 
If only two sensors are used for measuring the angles of 
links, (20) will be the system equation and (21-1) will be the 
measurement equation. Therefore, in the best condition, 𝑝𝑝𝑠𝑠 
will be identifiable (when the inputs are suitable) and 𝑝𝑝𝑚𝑚 will 
not appear in any measurement of the system equation. 
Consequently, it remains unidentifiable.  As a result, tracking 
errors will arise in the position control of the end-effector due 
to the errors which arise from 𝐿𝐿1 and 𝐿𝐿2, and that makes it 
impossible to get zero tracking errors without applying 
external sensors or measuring the end-effector’s position. 
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When the position sensor is available, (20) acts as a 
system dynamic and (21-1) and (21-2) are the measurement 
equations, in which case both 𝑝𝑝𝑠𝑠 and 𝑝𝑝𝑚𝑚 will be active, and 
they can both be identified in the best condition. 
Consequently, when both the joint and position sensors are 
available, tracking errors will be reduced. Let us put two 
unknown parameter vectors of 𝑝𝑝𝑠𝑠 and 𝑝𝑝𝑚𝑚 into a vector form 
𝑝𝑝 = [(𝑝𝑝𝑠𝑠)𝑇𝑇 (𝑝𝑝𝑚𝑚)𝑇𝑇]𝑇𝑇, and consider a random walk model 
[31] for the unknown parameter vector. Then the augmented 
system model is 
 
𝜃𝜃𝑘𝑘  =  𝒇𝒇(𝜃𝜃𝑘𝑘−1,𝑢𝑢𝑘𝑘−1,𝑝𝑝𝑘𝑘−1)
𝑝𝑝𝑘𝑘 = 𝑝𝑝𝑘𝑘−1 + 𝑤𝑤𝑘𝑘
𝑧𝑧𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘) + 𝑣𝑣𝑘𝑘
𝑦𝑦𝑘𝑘 = ℎ(𝑥𝑥𝑘𝑘 ,𝑝𝑝) + 𝓋𝓋𝑘𝑘
            (22) 
 
Where 𝑤𝑤𝑘𝑘 and 𝑣𝑣𝑘𝑘 and 𝓋𝓋𝑘𝑘 are zero mean white noise 
signals with the covariances of 𝐷𝐷[𝑤𝑤𝑘𝑘(𝑤𝑤𝑘𝑘)𝑇𝑇] = 𝑄𝑄𝑘𝑘, 
𝐷𝐷[𝑣𝑣𝑘𝑘(𝑣𝑣𝑘𝑘)𝑇𝑇]  =  𝑅𝑅𝑣𝑣 and 𝐷𝐷[𝓋𝓋𝑘𝑘(𝓋𝓋𝑘𝑘)𝑇𝑇]  =  𝑅𝑅𝓋𝓋, respectively. 
𝑋𝑋𝑘𝑘 = [𝜃𝜃𝑘𝑘𝑇𝑇 𝑝𝑝𝑘𝑘𝑇𝑇]𝑇𝑇, as an augmented state space 
representation of the system in (22), can be 
re-written as: 
 
𝑋𝑋𝑘𝑘  =  𝐷𝐷(𝑋𝑋𝑘𝑘−1,𝑢𝑢𝑘𝑘−1) + 𝐺𝐺𝑤𝑤𝑘𝑘
𝑧𝑧𝑘𝑘 = 𝐻𝐻𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘
𝑦𝑦𝑘𝑘 = ℎ(𝑋𝑋𝑘𝑘) + 𝓋𝓋𝑘𝑘
       (23) 
 
where 𝐻𝐻 = [𝐼𝐼2×2 02×7], and 𝐺𝐺 = �
04×5
𝐼𝐼5×5
�. Due to the fact 
that the filter falls off reducing the covariance of the system, 
some noises are added here for holding the robustness of the 
system, which will increase the covariance of unknown 
parameters. 
The following method will provide an augmented UKF 
method for parameter and state estimation. 
 
Table 1 Unscented Kalman Filter 
 
• Initialization: 
𝑋𝑋�0 = 𝐷𝐷(𝑋𝑋0),𝑃𝑃0 = 𝐷𝐷[(𝑋𝑋 − 𝑋𝑋0)(𝑋𝑋 − 𝑋𝑋0)𝑇𝑇] 
 
• for 𝑘𝑘 = 1 …∞ 
• set 𝑡𝑡 = 𝑘𝑘 − 1 
• calculate sigma points 
𝓍𝓍𝑡𝑡 = [𝑋𝑋�𝑡𝑡 𝑋𝑋�𝑡𝑡 + 𝛾𝛾𝐴𝐴𝑡𝑡 𝑋𝑋�𝑡𝑡 − 𝛾𝛾𝐴𝐴𝑡𝑡] 
• time update equations 
𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 = 𝐷𝐷�𝓍𝓍𝑖𝑖,𝑡𝑡 ,𝑢𝑢𝑘𝑘−1� 
𝑋𝑋�𝑘𝑘− = 𝑤𝑤𝑖𝑖𝑚𝑚𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 




𝑇𝑇 + 𝐺𝐺𝑄𝑄𝑘𝑘𝐺𝐺𝑇𝑇 
𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡 = ℎ(𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡) 





• When position sensor data is available: 
𝑃𝑃𝑦𝑦�𝑘𝑘𝑦𝑦�𝑘𝑘 = � 𝑤𝑤𝑖𝑖




𝑃𝑃𝑋𝑋�𝑘𝑘𝑦𝑦�𝑘𝑘 = � 𝑤𝑤𝑖𝑖







𝑋𝑋�𝑘𝑘 = 𝑋𝑋�𝑘𝑘− + (𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑘𝑘−) 
 𝑃𝑃𝑘𝑘 = 𝑃𝑃𝑘𝑘− − 𝐾𝐾𝑘𝑘𝑃𝑃𝑦𝑦�𝑘𝑘𝑦𝑦�𝑘𝑘𝐾𝐾𝑘𝑘
𝑇𝑇 
𝑋𝑋�𝑘𝑘− = 𝑋𝑋�𝑘𝑘, 𝑃𝑃𝑘𝑘− =  𝑃𝑃𝑘𝑘 
 
• When joint sensor data is available: 
𝑃𝑃?̂?𝑧𝑘𝑘?̂?𝑧𝑘𝑘 = 𝐻𝐻𝑃𝑃𝑘𝑘
−𝐻𝐻𝑇𝑇 + 𝑅𝑅𝑣𝑣 
𝐾𝐾𝑘𝑘 = 𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇(𝐻𝐻𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇 + 𝑅𝑅𝑣𝑣)−1 
𝑋𝑋�𝑘𝑘 = 𝑋𝑋�𝑘𝑘− + �𝑧𝑧𝑘𝑘 − 𝐻𝐻𝑋𝑋�𝑘𝑘−� 




Where 𝑙𝑙 is the summation of the lengths of states and 








+ �1 − 𝛼𝛼�2 + 𝛽𝛽��              (24-1) 
 
𝑤𝑤𝑖𝑖𝑚𝑚 = 𝑤𝑤𝑖𝑖𝑐𝑐 =
𝜆𝜆
2(𝜆𝜆+𝑙𝑙)
 ,    𝑖𝑖 = 1, … ,2𝑙𝑙         (24-1) 
 
where 𝜆𝜆 = 𝑙𝑙(𝛼𝛼�2 − 1) and 𝛾𝛾 = √𝑙𝑙 + 𝜆𝜆 are the scaling 
parameters. The constant 𝛼𝛼� determines the spread of the 
sigma points around the estimated state and is usually set to 
10−4 ≤ 𝛼𝛼� ≤ 1 , 𝛽𝛽� is used to add prior knowledge of the 
distribution of the state (for Gaussian distribution, 𝛽𝛽� = 2 is 
optimal). 𝐴𝐴 is the square root matrix of 𝑃𝑃 (Choleski factor of 
𝑃𝑃). 
 
4  EXAMPLE APPLICATION 
 
In this section, the MATLAB simulation will be used to 
demonstrate the effectiveness of the proposed controller. We 
will start with a two-link robot arm whose system model is 
given by (25). 
 










𝑢𝑢2�         (25) 
  
Let us consider the parameters of this robot arm that are given 
by the values in the Tab. 2. 
 
Table 2 Robot arm parameters 
Parameter Unit Value 
𝐿𝐿1 𝑚𝑚 0.5 
𝐿𝐿2 𝑚𝑚 0.5 
𝑟𝑟1 𝑚𝑚 0.2 
𝑟𝑟2 𝑚𝑚 0.25 
𝑚𝑚1 𝑘𝑘𝑔𝑔 1.5 
𝑚𝑚2 𝑘𝑘𝑔𝑔 1 
𝐼𝐼1 𝑘𝑘𝑔𝑔 −𝑚𝑚2 0.15 
𝐼𝐼2 𝑘𝑘𝑔𝑔 −𝑚𝑚2 0.1 
 
The initial conditions of the system are given in Tab. 3. 
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Table 3 State parameters without errors 
Parameter Unit Value 
𝜃𝜃1 𝑟𝑟𝑟𝑟𝑟𝑟 0 
𝜃𝜃2 𝑟𝑟𝑟𝑟𝑟𝑟 0.5𝜋𝜋 
𝜔𝜔1 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑒𝑒𝑐𝑐 0 
𝜔𝜔2 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑒𝑒𝑐𝑐 0 
 
The independet parameters that are calculated from Tab. 
2, through (18), are represented in the Tab. 4. 
 
Table 4 States as calculated parameters without errors 
Calculated Parameters Unit Value 
𝛼𝛼 𝑘𝑘𝑔𝑔 −𝑚𝑚2 0.6225 
𝛽𝛽 𝑘𝑘𝑔𝑔 −𝑚𝑚2 0.125 
𝛿𝛿 𝑘𝑘𝑔𝑔 −𝑚𝑚2 0.1625 
 
From the basic 8 parameters given in Tab. 2, three 
independent parameters of 𝛼𝛼, 𝛽𝛽 and 𝛿𝛿 that are defined in (18) 
will be calculated as 0.6225, 0.1250 and 0.1625 respectively 
as given in Tab. 4. Let us suppose that all independent 
parameters have their own uncertainties, and let us suppose 
that the estimation of parameters and states are shown in the 
Tab. 5. 
 
Table 5 Estimated parameters of the robot arm 




𝐿𝐿�1 𝑚𝑚 ±0.05 0.45 
𝐿𝐿�2 𝑚𝑚 ±0.05 0.55 
𝛼𝛼� 𝑘𝑘𝑔𝑔 −𝑚𝑚2 ±0.06 0.6845 
?̂?𝛽 𝑘𝑘𝑔𝑔 −𝑚𝑚2 ±0.01 0.1375 
𝛿𝛿 𝑘𝑘𝑔𝑔 −𝑚𝑚2 ±0.01 0.1463 
𝜃𝜃�2 𝑟𝑟𝑟𝑟𝑟𝑟 0.01 0.001 
𝜃𝜃�2 𝑟𝑟𝑟𝑟𝑟𝑟 0.01 0.5𝜋𝜋 + 0.003 
𝜔𝜔�1 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑒𝑒𝑐𝑐 0.01 0.02 
𝜔𝜔�2 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑒𝑒𝑐𝑐 0.01 0.03 
 
The Standard Deviation (STD) of the sensors’ noises 
used in this simulation example is also given in Tab. 6. 
 
Table 6 Standard deviation of sensors 
Joint sensors Joint 1 0.01 rad Joint2 0.01 rad 
Position sensors x-axis 0.05 m y-axis 0.05 m 
 
To design the controller’s gain,  here we apply the Monte 
Carlo simulation method. For this purpose, we generate 10 
thousand time parameters of the system with uniform 
distribution within the range given in Tab. 5 for determining 
the structured uncertain model represented by (14),  and then 
the controller gain is calculated as 
 
𝐾𝐾 = � −3.7156  − 0.0000    − 2.3804  − 0.0000  − 0.4145   − 0.0000−0.0000   − 3.7156    0.0000   − 2.3804    0.0000   − 0.4145 � 
 
In order to test the robustness of the controller, by generating 
the above-mentioned data, and by calculating 𝑀𝑀�  and 𝐽𝐽, we 
can find the poles of random selected systems. The poles of 
this system are shown in Fig. 2. 
 
Figure 2 Poles of the uncertain system 
 
It is seen that the nominal poles of a closed-loop system 
are two repeated poles at −2.9575, −0.4154 and −0.3235. The 
slowest pole is −0.29, the fastest pole is −4.8 and the 
minimum damping of the system is 0.95 for an uncertain 
closed-loop system.  These conditions are acceptable. 
It is worth mentioning that, when the filter identifies all 
parameters after some time, the poles of the system will 
approach the nominal poles. Hence, the best way for the robot 
arm to give small tracking errors is to give more time to the 
filter for identifying the parameters of system. When the error 
estimations of 𝛼𝛼, 𝛽𝛽 and 𝛿𝛿 approach zero, the roots of the 
closed-loop system approach the nominal poles. Meanwhile, 
when the parameter errors of 𝐿𝐿1 and 𝐿𝐿2 approach zero, the 
tracking error will decrease. 
 
 
 Figure 3 Trajectory Tracking of Robot Arm 
 
Furthermore, to evaluate the power of the system in path 
tracking, a desired path is generated for tracking purposes. 
The equation of the desired path is in its polar coordinated 
form, which is characterized by = 0.5 + 0.3𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃 ,  𝑟𝑟 =
 0.5 + 0.3𝑠𝑠𝑖𝑖𝑛𝑛𝜃𝜃, 𝜃𝜃 =  𝜃𝜃0 + 𝜔𝜔𝑡𝑡, 𝜔𝜔 =  𝜔𝜔0  +  ?̇?𝜔𝑐𝑐𝑐𝑐𝑠𝑠(0.01𝑡𝑡), 
𝜔𝜔0  =  0.1𝑟𝑟𝑟𝑟𝑟𝑟, ?̇?𝜔  = 0.01𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑒𝑒𝑐𝑐, 𝜃𝜃0 =  0.7854. When all 
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parameters of the robot are known, and the measurements are 
perfect, performances of the controller are presented in 
Figure 3. The desired and tracked path of the robot is given 
in Figure 3.a. Figure 3.b also shows that the first arm is 
rotated more than one time, but the second arm is oscillated 
between 1.28 − 2.74𝑟𝑟𝑟𝑟𝑟𝑟. Figures 3.c and 3.d show that the 
applied torques  and tracking errors of the robot are always 
lower than 0.3 𝑁𝑁 −𝑚𝑚 and 0.02𝑚𝑚 respectively. In all graphs, 
the blue and red colors represent the first and second 
parameters respectively.  
The first analysis will be made when both joint angles 
and position sensors are applied. The position tracking error 
and position estimating error is represented in Fig. 4.a and 
Fig. 4.b respectively. Here, the minimum position error is 
0.025𝑚𝑚 and finally, it reduces to a very small value that is 
lower than 1 × 10−3 𝑚𝑚. The joint angles and angular 
velocities and those 3δ bounds are shown in Fig. 5. Errors are 
in 3δ bounds, which is why the filter   
worked well. Fig. 6 represents the estimation of unknown 
parameters, the STD of parameters, errors of 𝛼𝛼,𝛽𝛽,𝛿𝛿 and 
errors of 𝐿𝐿1 and 𝐿𝐿2. It is shown that all parameters of the 
system are estimated correctly and the standard deviation of 
all parameters is close to zero. Therefore, in this case, good 
estimation and tracking are obtained. 
 
 
Figure 4 Errors of Position and Estimated Position 
 
The second simulation is done when there is only a 
position sensor, so the robot arm cannot find two solutions of 
inverse dynamics (elbow up and down) without using the 
historical data of the position sensor. Furthermore, it needs to 
have small errors in the initial condition of the robot arm 
angles. The position errors and position estimation errors are 
shown in Fig. 7. Their maximum position error is near 0.02m. 
The joint angles errors and its 3𝛿𝛿 bounds and angular 
velocities of joint angles and its 3𝛿𝛿 bounds are represented in 
Fig. 8. The errors of joint angles and angular velocities are 
higher than in the previous case. Nevertheless, all estimations 
are in the 3𝛿𝛿 bounds. In Fig.9, the estimated parameters, STD 
of parameters, estimation error of 𝛼𝛼,𝛽𝛽,𝛿𝛿 and estimation error 
of 𝐿𝐿1 and 𝐿𝐿2 are shown. The results show that the estimation 
errors of parameters are larger than of the previous case, but 
all errors are finally bounded, which indicates that tracking 
only with position sensors results in bounded errors. 
 
 
Figure 5 Joint Angle and Joint Angle Rates 
 
 
Figure 6 Estimated Parameters and Errors 
 
 
Figure 7 Errors of Position and the Estimated Position 
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Figure 8 Joint Angle and Joint Angle Rates 
 
 
Figure 9 Estimated Parameters and Errors 
 
 
Figure 10 Errors of Position and the Estimated Position 
 
In the third case, only joint sensors are used. The results 
of position tracking and estimation are shown in Fig. 10. The 
joint angle and angular velocities and those 3𝛿𝛿 bounds are 
represented in Fig. 11. The estimated parameters and those 
3𝛿𝛿 bounds are shown is Fig. 12. The results show that 
position tracking errors are large, but the errors of joint 
angles and joint velocities are very small and in 3δ bounds. 
In addition to that, the parameter errors, standard deviation 
of errors, estimation errors of 𝛼𝛼,𝛽𝛽, 𝛿𝛿 and estimation errors of 
𝐿𝐿1 and 𝐿𝐿2 are represented in Fig. 12. It shows that errors of 
𝛼𝛼,𝛽𝛽, 𝛿𝛿 are small, but the filter is not able to estimate the value 
of 𝐿𝐿1 and 𝐿𝐿2. Therefore, large position tracking errors will 
always appear due to the errors of 𝐿𝐿1 and 𝐿𝐿2, and then these 
parameters are not identifiable. 
 
  
Figure 11 Joint Angle and Joint Angler Rates 
 
 
Figure 12 Estimated Parameters and Errors 
 
4  CONCLUSIONS 
 
In this paper, a new adaptive robust inverse control 
algorithm is developed for the position tracking of the end-
effector of a 2 DOF robot arm. Analyses were done on this 
controller under uncertain conditions. It has been shown that 
the stability of the controller depends only on the 
independent parameters of the system, and under the 
considered range of parameters, the proposed controller is 
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parameters need to be identified. An augmented UKF is used 
for state and parameter estimation purposes. This filter is able 
to identify all parameters and states when joint sensors, as 
well as an external position sensor, are used to measure the 
position of the end-effector, which is how the best tracking 
performance is achieved. When only the external position 
sensor is available, all states are observable, but parameters 
have large errors. Nonetheless, tracking errors are getting 
very close to zero. Finally, when only joints sensors are 
present, but without any external sensors, states become 
observable but 𝐿𝐿1 and 𝐿𝐿2 are not observable and poor 
tracking results are obtained due to the error which arises 
from estimating the position of the end-effector. It is 
worthwhile to mention that when only a position sensor is 
present, errors of the initial condition will be important 
because two solutions will appear in this case. These two 
solutions are of the link up and down.  When the initial 
condition does not have large errors, the algorithm will 
converge to the true condition. Future work can be carried 
out to apply the proposed analyzing method to robot  
manipulators with a higher DOF to finalize the role of 
position sensors in robot manipulator position tracking 
problems. 
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