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Abstract
Singlet fission (SF) process, where a singlet exciton decays into a pair of spin one exciton states
which are in the total spin singlet state, is one of the possible channels for multiple exciton gen-
eration (MEG). In chiral single-wall carbon nanotubes (SWCNTs) efficient SF is present within
the solar spectrum energy range which is shown by the many-body perturbation theory (MBPT)
calculations based on the density functional theory (DFT) simulations. We calculate SF exciton-
to-biexction decay rates R1→2 and biexciton-to-exction rates R2→1 in the (6,2), (6,5), (10,5) SWC-
NTs, and in (6,2) SWCNT functionalized with Cl atoms. Within the solar energy range, we predict
R1→2 ∼ 1014−1015 s−1, while biexciton-to-exction recombination is weak with R2→1/R1→2 ≤ 10−2.
SF MEG strength in pristine SWCNTs varies strongly with the excitation energy, which is due to
highly non-uniform density of states at low energy. However, our results for (6,2) SWCNT with
chlorine atoms adsorbed to the surface suggest that MEG in the chiral SWCNTs can be enhanced
by altering the low-energy electronic states via surface functionalization.
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I. INTRODUCTION
Increasing the efficiency of photon-to-electron energy conversion in nanomaterials has
been under active investigation in recent years. For instance, one hopes that efficiency of
the nanomaterial-based solar cells can be increased due to carrier multiplication, or multiple
exciton generation (MEG) process, where absorption of a single energetic photon results in
the generation of several excitons [1–3]. In the course of MEG the excess photon energy
is channeled into creating additional charge carriers instead of generating vibrations of the
nuclei [3]. Indeed, phonon-mediated electron relaxation is a major time evolution channel
competing with the MEG. The conclusion about MEG efficiency in a nanoparticle can
only be made by simultaneously including MEG, phonon-mediated carrier relaxation, and,
possibly, other processes, such as charge and energy transfer [4, 5].
In the bulk semiconductor materials MEG in the solar photon energy range is inefficient
[6–8]. In contrast, in nanomaterials MEG is expected to be enhanced by spatial confinement,
which increases electrostatic interactions between electrons [3, 9–12]. A potent measure of
MEG efficiency is the average number of excitons generated from an absorbed photon – the
internal quantum efficiency (QE) – which can be measured in experiments [13].
MEG has been observed in single-wall carbon nanotubes (SWCNTs) using transient ab-
sorption spectroscopy [14] and the photocurrent spectroscopy [15]; QE = 1.3 at the photon
energy ~ω = 3Eg, where Eg is the electronic gap, was found in the (6,5) SWCNT. Theoreti-
cally, MEG in SWCNTs has been studied using tight-binding approximation with QE up to
1.5 predicted in (17,0) zigzag SWNT [16, 17]. It has been demonstrated that in semiconduc-
tor nanostructures MEG is dominated by the impact ionization process [18, 19]. Therefore,
MEG QE requires calculations of the exciton-to-biexciton decay rate (R1→2) and of the
biexciton-to-exciton recombination rate (R2→1), the direct Auger process, and, of course,
inclusion of carrier phonon relaxation. In SWCNTs accurate description of these processes
requires inclusion of the electron-hole bound state effects – excitons [20].
Recently, Density Functional Theory (DFT) combined with the many-body perturbation
theory (MBPT) techniques has been used to calculate R1→2 and R2→1 rates, and the photon-
to-bi-exciton, R2, and photon-to-exciton, R1, rates in two chiral (6,2) and (10,5) SWCNT
with different diameters including exciton effects [21]. QE was then estimated as QE =
(R1 + 2R2)/(R1 + R2). The results suggested that efficient MEG in chiral SWCNTs might
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be present within the solar spectrum range with R1→2 ∼ 1014 s−1, while R2→1/R1→2 ≤ 10−2;
it was found that QE ≃ 1.2 − 1.6. However, MEG strength in these SWCNTs was found
to vary strongly with the excitation energy due to highly non-uniform density of states.
It was suggested that MEG efficiency in these systems could be enhanced by altering the
low-energy electronic spectrum via surface functionalization, or simply by mixing SWCNTs
of different chiralities.
Another aspect of MEG dynamics has to do with the spin structure of the final bi-
exciton state. So far, mostly the simplest possibility of a high-energy spin singlet exciton
decaying into two spin-zero excitons has been considered in the literature. However, in
recent years another possibility for the bi-exciton state where a singlet exciton decays into
a pair of spin-one exciton states which are in the total spin singlet state – the singlet fission
(SF) – has received considerable attention. (See [22, 23] for reviews.) This is because
triplet excitons tend to have lower energies compared to the singlets and have much longer
radiative recombination lifetimes, which may be beneficial for energy conversion applications
[24]. Also, it has been observed that in some organic molecular crystals, such as various
acene and rubrene configurations, there is resonant energy level alignment between singlet
and the double triplet exciton states which enhances SF [25].
Properties and dynamics of triplet excitons in SWCNTs have been studied, both experi-
mentally and theoretically [16, 24, 26]. But, to the best of our knowledge, investigation of
SF in SWCNTs using DFT-based MBPT has not been attempted. In this work we develop
and apply a DFT-based MBPT technique to explore the possibility of SF in chiral SWCNTs.
We calculate R1→2 and R2→1 rates for SF for the (6,2), (6,5), (10,5) SWCNTs, and, also,
in (6,2) SWCNT functionalized with Cl atoms. This work aims to provide further insights
into the elementary processes contributing to MEG in SWCNTs and its dependence on the
chirality, excitation energy, and its sensitivity to the surface functionalization.
The paper is organized as follows. Section II contains description of the methods and
approximations employed in this work. Section III contains description of the atomistic
models studied in this work and of DFT simulation details. Section IV contains discussion
of the results obtained. Conclusions and Outlook are presented in Section V.
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II. THEORETICAL METHODS AND APPROXIMATIONS
A. Electron Hamiltonian in the KS basis
The electron field operator ψα(x) is related to the annihilation operator of the i
th KS
state, aiα, as
ψα(x) =
∑
i
φiα(x)aiα, (1)
where φiα(x) is the i
th KS orbital, and α is the electron spin index [27, 28]. Here we only
consider spin non-polarzed states with φi↑ = φi↓ ≡ φi; also {aiα, a†jβ} = δijδαβ , {aiα, ajβ} =
0.
In the Kohn-Sham (KS) state representation the Hamiltonian of electrons in a CNT is
(see, e.g., [21, 29])
H =
∑
iα
ǫia
†
iαaiα +HC − HV +He−exciton. (2)
where ǫi↑ = ǫi↓ ≡ ǫi is the ith KS energy eigenvalue. Typically, in a periodic structure
i = {n,k}, where n is the band number, k is the lattice wavevector. However, for reasons
explained in Section III here KS states are labeled by just integers. The second term is the
(microscopic) Coulomb interaction operator
HC =
1
2
∑
ijkl α,β
Vijkla
†
iαa
†
jβakβalα, Vijkl =
∫
dxdy φ∗i (x)φ
∗
j (y)
e2
|x− y|φk(y)φl(x). (3)
The HV term is the compensating potential which prevents double-counting of electron
interactions
HV =
∑
ij
a†iα
(∫
dxdy φ∗i (x)VKS(x,y)φj(y)
)
ajα, (4)
where VKS(x,y) is the KS potential consisting of the Hartree and exchange-correlation terms
(see, e.g., [30, 31]). Photon and electron-photon coupling terms are not directly relevant to
this work and, so, are not shown, for brevity.
Before discussing He−exciton, the last term in the Hamiltonian (2), let us recall that in the
Tamm-Dancoff approximation a spin zero exciton state can be represented as [32, 33]
|α〉0 = Bα†|g.s.〉 =
∑
eh
∑
σ=↑,↓
1√
2
Ψαeha
†
eσahσ|g.s.〉, (5)
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where Ψαeh is the spin-zero exciton wavefunction, B
α† is the αth singlet exciton state creation
operator; the index ranges are e > HO, h ≤ HO, where HO is the highest occupied KS
level, LU = HO + 1 is the lowest unoccupied KS level. For a spin one exciton we have
|α〉1M = Bα†M |g.s.〉 =
∑
eh
∑
µ,ν
Φαeha
†
eµahνF
µν
M |g.s.〉, µ, ν =↑, ↓, (6)
where Fµν1 = δµ↑δν↓, F
µν
0 = −(σ3)µν/
√
2, Fµν−1 = −δµ↓δν↑; σi, i = 1, 2, 3, is a Pauli matrix;
Φαeh is the spin-one exciton wavefunction, B
α†
M is the triplet exciton creation operator for the
state α with spin label M, M = −1, 0, 1. Then
He−exciton =
∑
ehα
∑
σ
1√
2
(
[ǫeh −Eα] Ψαehahσa†eσ(Bα + Bα†) + h.c.
)
+
∑
ehα
∑
µν
∑
M=−1,0,1
(
[ǫeh − Eα] Φαehahνa†eµFµνM (BαM + Bα†M ) + h.c.
)
+
+
∑
α
(
EαBα†Bα + Eα
[ ∑
M=−1,0,1
Bα†MB
α
M
])
, ǫeh = ǫe − ǫh, (7)
where Bα†, Eα and Bα†M , Eα are the singlet and triplet exciton creation operators and en-
ergies, respectively. The He−exciton term can be seen as the result of, e.g., re-summation of
perturbative corrections to the electron-hole correlation function (see, e.g., [34, 35]); it de-
scribes coupling of excitons, both singlets and triplets, to electrons and holes, which allows
systematic inclusion of excitons in the perturbative calculations [35–38]. To avoid double-
counting one chooses the appropriate degrees of freedom, i.e., a, a† or B, B†, which depends
on the quantity of interest.
To determine exciton wave functions and energies one solves the Bethe-Salpeter equation
(BSE) [32, 33]. In the static screening approximation commonly used for semiconductor
nanostructures (see, e.g., [39–41]) the BSE is [40]
([ǫe − ǫh]− Eα) Ψαeh +
∑
e
′
h
′
(cKCoul +Kdir)(e, h; e
′
, h
′
)Ψα
e
′
,h
′ = 0,
KCoul =
∑
q 6=0
8πe2ρeh(q)ρ
∗
e
′
h
′ (q)
V |q|2 , Kdir = −
1
V
∑
q 6=0
4πe2ρee′ (q)ρ
∗
hh
′ (q)
|q|2 − Π(0,−q,q) , (8)
where
ρji(p) =
∑
k
φ∗j(k− p)φi(k), (9)
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Ψ
= +
FIG. 1: Feynman diagrams representing BSE. Thin solid lines represent KS state propagators,
thick solid lines are excitons, zigzag lines – Coulomb potential; Π is the polarization insertion,
Eq. (10).
is the transitional density, and
Π(ω,k,p) =
8πe2
V ~
∑
ij
ρij(k)ρji(p)
(
θ−jθi
ω − ωij + iγ −
θjθ−i
ω − ωij − iγ
)
,
∑
i
θi =
∑
i>HO
,
∑
i
θ−i =
∑
i≤HO
, (10)
is the RPA polarization insertion (see, e.g., [27]). Additional screening approximation used
in the Kdir term will be discussed in Section II. B. For the triplet excitons only the direct
term contributes, so c = 0 in Eq. (8) [42]. BSE in terms of the Feynman diagrams is shown
in Fig. 1.
In our DFT simulations we have used hybrid Heyd-Scuseria-Ernzerhof (HSE06) exchange
correlation functional [43, 44], which has been successful in reproducing electronic gaps in
various semiconductor nanostructures (e.g., [31, 45]). (See, however, [46].) So, here using
the HSE06 functional is to substitute for GW corrections to the KS energies, i.e., for the
first step in the standard three-step procedure [32, 47]. Therefore, single-particle energy
levels and wave functions are approximated by the KS ǫi and φi(x) from the HSE06 DFT
output. While GW technique would improve accuracy of our calculations, it is unlikely to
alter our results and conclusions qualitatively.
Now one is to apply standard perturbative many-body quantum mechanics techniques
(e.g., [27, 48]) to compute the SF decay rates, i.e., exciton-to-bi-exciton, bi-exciton-to-
exciton rates with the two triplet excitons in the total spin-zero state, working to the second
order in the screened Coulomb interaction.
As noted above, phonon-meditated electron energy relaxation is an important process
competing with MEG. A suitable approach to describe time-evolution of a photo-excited
nanosystem is the Boltzmann transport equation which includes phonon emission/absorption
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terms together with the terms describing exciton-to-bi-exciton decay and recombination,
along with the charge and energy transfer contributions, etc. This challenging task is work
in progress. In this work electron-phonon interaction effects are only included by adding
small imaginary parts to the KS energies ǫi → ǫi − iγi, which results in the non-zero line-
widths in the expressions below. In this work all γ will be set to 0.025 eV corresponding to
room temperature.
The KS orbital Fourier transformation conventions used in this work are
φi(k) =
1√
V
∫
V
dx φi(x)e
−ik·x, φi(x) =
1√
V
∑
k
φi(k)e
ik·x,
k = 2π
(
nx
Lx
,
ny
Ly
,
nz
Lz
)
, nx, ny, nz = 0,±1,±2, ... (11)
with V = LxLyLz being the simulation cell volume.
B. Medium Screening Approximation
For completeness, let us outline the main idea of the simplified treatment of medium
screening used in this work [21, 49]. The standard random phase approximation (RPA)
Coulomb potential is
W(ω,k,p) =
4πe2
V
[
k2δk,−p − Π(ω,k,p)
]−1
. (12)
In the static limit Π(ω,k,p) ≃ Π(ω = 0,k,p). Evaluating W(0,k,p) requires matrix
inversion which can severely limit applicability of the MBPT techniques [41, 50]. (See
[45] for recent advances.) In order to be able to simulate nanosystems of interest one
is forced to sacrifice some accuracy. With this in mind, a significant technical simplifi-
cation is to retain only the diagonal matrix elements in Π(0,k,p), i.e., to approximate
Π(0,k,p) ≃ Π(0,−k,k)δk,−p as implemented in Eqs. (8,17). In the position space this
corresponds to Π(0,x,x
′
) ≃ Π(0,x − x′), i.e., to approximating the system as a uniform
medium. One rationale for this approximation is that in quasi one-dimensional systems,
such as CNTs, one can expect Π(x,x
′
) ≃ Π(z − z′), where z, z′ are the axial positions.
Previously, we have checked quality of our computational approach including this screen-
ing approximation for chiral SWCNTs [21]. We have computed low-energy absorption spec-
tra for (6,2) and (10,5) SWCNTs and found that our predictions for E11 and E22 – the
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energies of the first two absorption peaks corresponding to transitions between the van
Hove peaks in the CNT density of states – reproduce results of Weisman and Bachillo
[51] within 5 - 13 % error. Additionally, we have simulated SWCNT (6,5) and found
E11 = 1.1 eV, E22 = 2.05 eV vs. E11 = 1.27 eV eV, E22 = 2.19 eV from [51]. This
suggests that our approach is adequate for the semi-quantitative description of these sys-
tems. Accuracy could be improved by using full interaction W(0,k,p), or W(ω,k,p), and
GW, which would be much more computationally expensive. However, it would not change
the overall conclusions of this work.
C. Expressions for the Rates
Within our approximations exciton-to-bi-exciton decay rate from the impact ionization
process is given by
R1→2 = −2ImΣγ(ωγ), (13)
where Σγ(ω) are the exciton-to-bi-exciton decay contributions to the self-energy function of
the exciton state γ with energy Eγ = ~ωγ. The relevant self-energy Feynman diagrams are
shown in Fig. 2.
For completeness, let us quote the expressions for the all-singlet exciton-to-bi-exciton
rates [21]
R1→2(ωγ) = R
p +Rh + R˜p + R˜h,
Rp(ωγ) = 2
2π
~2
∑
αβ
δ(ωγ − ωα − ωβ)
∣∣∣∣∣
∑
ijkln
Wjlnkθlθ−n(Ψ
β
ln)
∗θiθ−jθ−kΨ
γ
ij (Ψ
α
ik)
∗
∣∣∣∣∣
2
,
Rh(ωγ) = 2
2π
~2
∑
αβ
δ(ωγ − ωα − ωβ)
∣∣∣∣∣
∑
ijkln
Wjlnkθ−lθnΨ
β
nlθ−iθjθk(Ψ
γ
ji)
∗Ψαki
∣∣∣∣∣
2
. (14)
The expressions for R˜h and R˜p are the same as the ones for Rh, Rp with Wjlnk replaced by
Wjlkn and divided by 2.
A spin-singlet state composed of two noninteracting spin-one excitons is (cf. Eq. 5 of
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[52])
|αβ〉TT ;0 = 1√
3
(
Bα†1 B
β†
−1 − Bα†0 Bβ†0 + Bα†−1Bβ†1
)
|g.s.〉 =
=
∑
e,h,e
′
,h
′
∑
µ,ν,λ,σ
TµνλσΦαehΦ
β
e
′
h
′a
†
eµahνa
†
e
′
λ
ah′σ|g.s.〉,
Tµνλσ = − 1√
3
(
δµσδνλ − 1
2
δµνδλσ
)
. (15)
The expressions for the singlet fission rate, i.e., the rate for the singlet-to-two-triplets
process, are
RSF1→2(ωγ) = R
p + Rh,
Rp(ωγ) =
2π
~2
3
2
∑
αβ
δ(ωγ − ω1,α − ω1,β)
∣∣∣∣∣
∑
ijkln
Wjlknθlθ−n(Φ
β
ln)
∗θiθ−jθ−kΨ
γ
ij (Φ
α
ik)
∗
∣∣∣∣∣
2
,
Rh(ωγ) =
2π
~2
3
2
∑
αβ
δ(ωγ − ω1,α − ω1,β)
∣∣∣∣∣
∑
ijkln
Wjlknθ−lθnΦ
β
nlθ−iθjθk(Ψ
γ
ji)
∗Φαki
∣∣∣∣∣
2
, (16)
where Eγ = ~ω1,γ. In the above
Wjlnk =
∑
q 6=0
4πe2
V
ρ∗kj(q)ρln(q)
(q2 −Π(0,−q,q)) (17)
is the (approximate) screened Coulomb matrix element, and
δ(x) =
1
π
γ
x2 + γ2
, (18)
the Lorentzian representation of the δ-function. Only the direct channel diagram (Fig. 2,
on the right) contributes to SF.
In the above expressions only the terms leading in the ratio of the typical exciton binding
energy to the HO-LU gap ǫbinding/Eg < 1 are shown, for brevity.
The rate as a function of energy is given by averaging over the initial exciton states within
given energy range with the γ = 0.025 eV resolution, i.e.,
R(ǫ) =
1
N(ǫ)
∑
α
R(Eα), (19)
where the sum is over the exciton states within the (ǫ, ǫ + γ) energy range, N(ǫ) is the
number of such states.
The above expressions have the overall structure of the Fermi Golden Rule. The bi-
exciton-to-exciton rate expressions are given by similar expressions with the initial and final
states reversed.
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FIG. 2: Exciton self-energy Feynman diagrams for the exciton→bi-exciton process. Thin solid
lines stand for the KS state propagators, thick solid lines depict excitons, zigzag lines – screened
Coulomb potential. The diagrams on the left and the right correspond to the exchange and direct
channels, respectively. Not shown for brevity are the similar diagrams with all the Fermion arrows
reversed. Only the direct channel diagram contributes to SF. For SF final bi-exciton state is
understood to be the singlet.
III. COMPUTATIONAL DETAILS
The optimized geometries and KS orbitals and KS energy eigenvalues of the chiral SWC-
NTs studied here have been obtained using the ab initio total energy and molecular dynam-
ics program VASP (Vienna ab initio simulation program) with the hybrid Heyd-Scuseria-
Ernzerhof (HSE06) exchange correlation functional [43, 44] using the projector augmented-
wave (PAW) pseudopotentials [53, 54]. Using conjugated gradient method for ion position
relaxation the structures were relaxed until residual forces on the ions were no greater than
0.05 eV/A˚. The momentum cutoff defined by
~
2k2
2m
≤ Emax, (20)
where m is the electron mass, was set to Emax = 400 eV. The number of KS orbitals
included in the simulations which regulated energy cutoff were chosen so that ǫimax − ǫHO ≃
ǫLU − ǫimin ≥ 3 eV, where imax, imin are the highest and the lowest KS labels included in
simulations.
SWCNT atomistic models were placed in various finite volume simulation boxes with
periodic boundary conditions where in the axial direction the length of the box has been
chosen to accommodate an integer number of unit cells, while in the other two directions
the SWCNTs have been kept separated by about 1 nm of vacuum surface-to-surface thus
excluding spurious interactions between their periodic images.
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FIG. 3: Atomistic models of chiral SWCNTs. Shown in a) is (6,2) with two chlorine atoms adsorbed
to the surface in a para configuration. In order to keep the doping concentration low three unit
cells have been included in the simulations. In b) is SWCNT (6,5). Only one unit cell is included
due to computational cost restrictions. In c) is (10,5) with three unit cells.
Previously, we have found reasonably small (about 10%) variation in the single particle
energies over the Brillouin zone when three unit cells were included in the DFT simulations
[21]. So, simulations have been done including three unit cells of (6,2) and (10,5) SWCNTs
at the Γ point. So, in our approximation lattice momenta of the KS states, which are
suppressed by the reduced Brillouin zone size, have been neglected. For (6,5) SWCNT
due to high computational cost only one unit cell was included. But as mentioned above,
simulation based on this size-reduced model reproduced the absorption spectrum features
with the same accuracy as other SWCNTs. (See Table I.)
The rationale for including more unit cells instead of standard sampling of the Brillouin
zone by including more K-points in the DFT simulations is that surfaces of these SWCNTs
are to be functionalized. Inclusion of several unit cells allows us to keep the concentration
of surface dopants reasonably low. So, here we have simulated (6,2) SWCNT doped with
chlorine, where two Cl atoms are attached to the same carbon ring in the para configuration,
which has been found to be the preferred arrangement [58]
The atomistic models of the optimized nanotubes are shown in Fig. (3). In this work
all the DFT simulations have been done in a vacuum which should be adequate to describe
properties of these SWCNTs dispersed in a non-polar solvent.
11
(a) (b)
(c) (d)
R1→2 singlet to 2 singlets
R1→2 singlet to 2 triplets
CNT (10,5)
1.5 2.0 2.5 3.0
0
5
10
15
20
25
30
Eexciton, eV
R
1
→
2
,
1
0
1
4
s
-
1
(e)
s=0 exciton DOS
s=1 bi-exciton DOS
CNT (6,5)
0.5 1.0 1.5 2.0 2.5 3.0 3.5
0
1
2
3
4
E, eV
L
o
g
1
0
D
O
S
(f)
R1→2 singlet to 2 singlets
R1→2 singlet to 2 triplets
CNT (6,5)
2.0 2.5 3.0
0
5
10
15
Eexciton, eV
R
1
→
2
,
1
0
1
4
s
-
1
FIG. 4: Singlet exciton and triplet biexciton densities of states (DOS) and the MEG R1→2 rates,
all-singlet and SF, for the (6,2) ((a) and (b)), (10,5) ((c) and (d)) and (6,5) ((e) and (f)) CNTs.
The rates for (6,2) and (10,5) are from [21] and shown here for comparison. (Color on-line only.)
IV. RESULTS AND DISCUSSION
The main results are shown in Table I and in Figs. (4), (5). We have found (see Table
I) that in all cases the lowest triplet exciton energy is red-shifted compared to the singlet,
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(6, 2) (6, 2) + Cl2 (6, 5) (10, 5)
Eg, eV 1.33 0.96 1.22 0.91
EBSEg s = 0, eV 0.98 0.74 1.09 0.835
EBSEg s = 1, eV 0.73 0.27 0.86 0.71
TABLE I: Eg ≡ ǫLU − ǫHO, is the HO-LU gap, EBSEg is the minimal exciton energy from BSE for
the singlets (s = 0) and triplets (s = 1).
which is as expected since the repulsive exchange contribution to the BSE kernel is absent
for the triplets [24]. As a result, the energy threshold for SF is somewhat lower compared to
the all-singlet MEG. The SF and all-singlet MEG rates for pristine (6,2), (10,5) and (6,5)
SWCNTs are shown in Fig. (4). Shown here for comparison are the all-singlet rates for
(6,2) and (10,5) are from [21]. Our calculations predict that efficient MEG both in the
SF and all-singlet channels is present in chiral SWCNTs within the solar spectrum range
but its strength varies strongly with the excitation energy. This is clearly due to the highly
non-uniform low-energy electronic spectrum in SWCNTs (see Fig. 4, (a), (c), (e)). The
R1→2 MEG rates reach 10
14 − 1015 1/s (see Fig. 4, (b), (d), (f)). The recombination rates
R2→1 are suppressed for all energies with R2→1/R1→2 ≤ 10−2 [21]; they are not shown.
In (6,2) the all-singlet MEG starts at the energy threshold 2 × Eg = 1.95 eV, the SF –
at 2.3 × Etg = 1.7 eV, where Etg is the minimal triplet exciton energy, but in (10,5) the
all-singlet MEG becomes appreciable at about 2.4 × Eg = 2.0 eV ; the threshold for SF is
2.75 × Etg = 1.95 eV. In (6,5) the all-singlet MEG starts at 2.1 × Eg = 2.25 eV, SF – at
2.2×Etg = 1.9 eV,
Shown in Fig. 5 are results for the (6,2) SWCNT with chlorine atoms attached to the
surface as described in Section IIC. Complete discussion of the influence of this surface
defect on the system’s optoelectronic properties will be presented elsewhere. As far as the
MEG-related properties are concerned, we predict that doping significantly red-shifts exciton
energy spectra, both singlet (Fig. 5, (a)) and triplet (Fig. 5, (b)). DOS for the initial and
final MEG states are shown in Fig. 5, (c). In this case, SF MEG is energetically allowed even
for the lowest singlet exciton. Shown in Fig. 5, (d) are the MEG rates for the Cl-decorated
(6,2) SWCNT. The all-singlet MEG threshold is at about 2Eg = 1.5 eV ; the threshold for
SF is 0.75 eV, which is the lowest singlet exciton energy. Importantly, both the all-singlet
13
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FIG. 5: Exciton DOS and MEG rates for the pristine and doped (6,2) SWCNT. Shown in (a)
are the singlet exciton DOSs for the pristine and Cl doped (6,2) SWCNT; in (b) – the triplet
exciton DOSs for the pristine and doped (6,2) SWCNT. Shown in (c) are the singlet exciton and
triplet biexciton DOSs for the doped (6,2) SWCNT. In (d) are the MEG rates for the Cl doped
(6,2) SWCNT: dashed (red) line depicts the all-singlet exciton-to-biexciton rate R1→2, solid (blue)
line – the SF exciton-to-biexciton rate. The (green) dotted line corresponds to the biexciton-to-
exciton rate R2→1 of the Cl doped (6,2) SWCNT. R2→1 has been multiplied by 10 for better
presentation . This recombination rate is the greatest of all the cases considered here. (Color
on-line only.)
and SF MEG rates R1→2 are much less oscillatory as a function of the exciton energy than
the pristine case rates (cf. Fig. 4, (b) and 5, (d)). The recombination rate R2→1 – which is
the greatest of all the cases considered – is shown in Fig. 5, (d). Note that it is multiplied
by 10 for better presentation.
In all cases we find that SF rates are greater in magnitude than the all-singlet rates.
This is likely due to the aforementioned overall red-shift of the triplet biexciton spectrum
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compared to the singlet exciton energies. While the Coulomb interaction matrix elements
between the electron/hole and trion states are similar in magnitude in both cases, for the
same energy there are simply more available bi-exciton final states for the SF than for the
all-singlet channel.
V. CONCLUSIONS AND OUTLOOK
Working to the second order in the screened Coulomb interaction and including electron-
hole bound state effects we have developed a DFT-based MBPT technique for SF which
allows one to compute the exciton-to-bi-exciton and the inverse bi-exciton-to-exciton rates
when the initial state is a high-energy singlet while the final state is a pair of non-interacting
triplet excitons in spin-correlated state with the total spin zero. Then, this method was used
to calculate MEG in the chiral SWCNTs, using (6,2), (6,5) and (10,5) as examples. Also,
we have simulated (6,2) SWCNT with chlorine atoms adsorbed to the surface.
Our calculations suggest that chiral SWCNTs have efficient MEG within the solar spec-
trum range both for the all-singlet channel and SF with R1→2 ∼ 1014−1015 s−1 and with the
recombination rates suppressed as R2→1/R1→2 ∼ 10−2. In the pristine SWCNTs the MEG
rates vary strongly with the excitation energy. In contrast, our results for the Cl-decorated
(6,2) SWCNT suggest that surface functionalization significantly alters low-energy spectrum
in a SWCNT. As is typical for doping, the defect creates additional shallow electronic states,
which improves MEG efficiency. In the doped case, R1→2 is not only greater in magnitude,
but also is a much smoother function of the excitation energy. An alternative way to increase
efficiency of carrier multiplication is to use SWCNT mixtures of different chiralities.
As noted above, an investigation of MEG efficiency in a nanosystem should be com-
prehensive, i.e., carrier multiplication and biexciton recombination should be allowed to
“compete” with other processes, such as phonon-mediated carrier relaxation, energy and
charge transfer, etc. [5]. The Kadanoff-Baym-Keldysh, or NEGF, technique is a suitable
formalism to achieve this goal [55–57]. Bi-exciton creation and recombination, both in the
all-singlet and SF channels, phonon emission, recombination, energy and charge transfer
and other effects are to be included in the transport equation describing time evolution of a
weakly non-equilibrium photoexcited state.
As described above (see Section II), our calculations had to utilize several simplifying
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approximations. However, we have verified that our results for the absorption spectra are in
reasonable agreement with experimental data with the error less then 13% for E11 and E22
excitonic bands for the (6,2), (6,5) and (10,5) nanotubes. This suggests overall applicability
of our technique for these systems at least at the semi-quantitative level. Accuracy of our
methods can be further improved in several ways. One natural improvement is to calculate
GW single particle energy corrections, which then can be easily incorporated in the rate
expressions. It is likely to blue-shift the rate curves by a fraction of eV without significant
changes to the shape. Another step is to use full RPA interaction W(0,k,p) rather than
W(0,−k,k). Also, in the impact ionization process the typical energy exchange exceeds the
gap and, so, role of dynamical screening needs to be investigated. Going beyond second order
in the screened Coulomb interaction would require keeping the wave function renormalization
factor (see, e.g., [27]) in the exciton decay rate expressions in Eqs. (13), (16). However,
none of these corrections are likely to change the main results of this work, while drastically
increasing computational cost.
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