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Abstract: Sensors are an essential component in the control systems of air handling units 9 
(AHUs). A biased sensor reading could result in inappropriate control and thereby increased 10 
energy consumption or unsatisfied indoor thermal comfort. This paper presents an 11 
unsupervised learning based strategy using cluster analysis for AHU sensor fault detection. 12 
The historical data recorded from sensors is first pre-processed to reduce the dimensions 13 
using principal component analysis (PCA). The clustering algorithm Ordering Points to 14 
Identify the Clustering Structure (OPTICS) is then employed to identify the spatial separated 15 
data groups (i.e. clusters), which possibly indicate the occurrence of sensor faults. The data 16 
points in different clusters are then checked for temporal separation in order to confirm the 17 
occurrence of sensor faults. The proposed sensor fault detection strategy is tested and 18 
evaluated with the data collected from a simulation system. The results showed that this 19 
strategy can detect single and non-simultaneously occurred multiple sensor faults in AHUs. 20 
The fault detection results were not strongly affected by the selection of the user defined input 21 
parameters required in OPTICS.  22 
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Eps a user defined radius 
IQR interquartile range 
k the kth nearest data point 
m number of the sample data 
MinPts minimum number of data points 
n number of the variables 
NEps a set of data points within the Eps of a given point 
















1. Introduction  38 
In commercial buildings, approximately 50% of energy is consumed by heating, 39 
ventilation and air conditioning (HVAC) systems in order to maintain satisfied indoor thermal 40 
comfort [1]. However, it was found that up to 15% of energy used in buildings is wasted due 41 
to improper selection of building systems and components, lack of appropriate maintenance, 42 
and the occurrence of various faults including control faults, sensor faults and component 43 
performance degradation, among which a significant proportion was  attributed to HVAC 44 
systems [2, 3]. Energy efficiency in buildings can be improved if faults in HVAC systems can 45 
be timely detected, isolated and corrected with appropriate methods. 46 
Over the last several decades, many efforts have been made on the development and 47 
application of various fault detection and diagnosis (FDD) strategies for individual 48 
components of HVAC systems [4-7]. FDD methods can be generally categorized into three 49 
groups, including physical model-based methods, rule-based methods, and data-driven 50 
methods [8]. Data-driven methods have attracted increasing attention due to the availability of 51 
abundant operational data from building management systems (BMSs) [8-14]. Data-driven 52 
methods do not require the high-level physical knowledge of the system and the 53 
computational costs are generally manageable [4]. However, they are only reliable for the 54 
operating conditions within the range covered by the training data, and extrapolation outside 55 
this range may lead to significant errors  [4, 15].  56 
An air handling unit (AHU) is one of the key components of HVAC systems and different 57 
data-driven methods have been developed and used to detect the AHU’s sensor bias, control 58 
valve fault, coil fouling and inappropriate control [8, 11, 16-18]. Du et al. [8], for instance, 59 
developed a sensor fault detection strategy for AHUs, in which a basic neural network and an 60 
auxiliary neural network were used to detect the measuring biases of the sensors in the AHU 61 
supply air temperature control loop. Wang and Xiao [11] employed a principal component 62 
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analysis (PCA) model for AHU sensor FDD and concluded that the PCA-based method 63 
required less training data and was easier to be built as compared to artificial neural networks 64 
(ANN)-based methods. The proposed method successfully identified a biased outdoor air 65 
temperature sensor and a completely failed outdoor air humidity sensor based on the data 66 
collected from an AHU installed in a high-rise commercial building.  Fan et al. [16] presented 67 
a hybrid FDD strategy for AHUs by using ANNs, in which wavelet analysis was used as a 68 
noise and outlier filter. Li and Wen [17] coupled a pattern matching method with PCA for 69 
AHU fault detection. The proposed pattern matching method was able to match the real-time 70 
operating condition with the historical data recorded under similar operating conditions. An 71 
Autoregressive Exogenous (ARX) model was utilized by Yoshida and Kumar [18] for offline 72 
detection of AHU faults. It was found that the ARX model is robust and capable of detecting 73 
most faults tested. Mulumba et al. [19] proposed an FDD strategy for AHU based on an ARX 74 
model and the support vector machine (SVM) method. The performance of this strategy was 75 
validated using the data collected from a real AHU system. Bruton et al. [20] developed a 76 
cloud-based system for AHU FDD, which can automatically retrieve data from BMS, run 77 
FDD application and present the results graphically. The developed system was tested with 78 
several AHU systems and successfully identified different faults and achieved €104,000 79 
annual energy savings in total.  80 
Data mining based methods have also been used for fault detection in buildings. Data 81 
mining based FDD methods extract the useful information directly from the whole data set 82 
and generally do not require a detailed training process as no any physical model is required. 83 
Yu et al. [21] proposed an association rule mining (ARM) based method for detecting the 84 
system faults and inefficient operation strategies. In the study carried out by Capozzoli et al. 85 
[22], a supervised learning method called Classification and Regression Tree (CART) was 86 
used to detect abnormal lighting energy usage patterns. The result was compared with that 87 
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using the k-means and Density-Based Spatial Clustering of Applications with Noise 88 
(DBSCAN) methods. It was concluded that CART is a more appropriate method for detecting 89 
abnormalities related to the use of lights and DBSCAN is useful for detecting outliers. 90 
However, DBSCAN can only identify the clusters with very similar densities and the fault 91 
detection results heavily rely on the user defined input parameters [22]. Fan et al. [23] 92 
proposed a generic framework to extract information from massive BMS data by using cluster 93 
analysis based data mining techniques to identify the typical operation patterns while the 94 
quantitative ARM method was used to extract the information of the system’s faults and 95 
inefficient operation. 96 
Cluster analysis is a data mining method that is able to directly extract the useful 97 
information from a given data set. It categorises the data into groups (i.e. clusters) that share 98 
common characteristics [24]. The use of cluster analysis methods for fault detection has been 99 
studied and reported in several research areas. Yiakopoulos et al. [25], for instance, 100 
demonstrated the benefits of using traditional k-means clustering for fault detection of rolling 101 
element bearing. A fuzzy c-means clustering based method was applied for sensor fault 102 
detection in nuclear steam turbines and mobile robots [26, 27]. However, fault detection 103 
methods based on cluster analysis have not been widely applied to HVAC systems mostly 104 
because it is often difficult to define the required input parameters in some cluster analysis 105 
methods such as DBSCAN and k-means [22, 24, 25]. 106 
Based on the above review, it can be seen that the research on fault detection of AHUs 107 
using data mining technologies is still not significantly progressed. In this study, a fault 108 
detection strategy using cluster analysis is developed to detect the possible faults in AHU 109 
sensors. The proposed method couples the clustering algorithm from Ordering Points to 110 
Identify the Clustering Structure (OPTICS) [28] with a PCA method to identify normal and 111 
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faulty operation data from the raw data set. The proposed sensor fault detection method was 112 
validated in a virtual environment through computer simulations.  113 
2. Development of a cluster analysis based fault detection strategy 114 
2.1 Outline of the fault detection strategy for air handling units 115 
The proposed sensor fault detection strategy for AHUs is outlined in Fig. 1. It mainly 116 
consists of three steps; data pre-processing, data clustering and result evaluation. As sensor 117 
faulty data and normal data have different characteristics, the strategy is developed based on 118 
the assumption that the faulty data will be spatially and temporally separated from the normal 119 
data. The separation between the faulty data and normal data is detected using cluster analysis. 120 
In this fault detection strategy, a set of fault-free data is required as the reference to facilitate 121 
the fault detection, which can be generally obtained after a thorough commissioning of the 122 
HVAC system.  123 
Based on the data retrieved from BMS and the recorded historical fault-free data, data 124 
categorization is first performed to separate the data into different subsets according to the 125 
operation modes of the HVAC systems (e.g. on/off status, heating operation, cooling 126 
operation, natural ventilation) because the data in different operation modes may result in the 127 
existence of different clusters. In this study, the data set with the HVAC mechanical cooling 128 
operation is used for subsequent analysis to demonstrate the effectiveness of the proposed 129 
fault detection strategy. The cooling energy required by the AHU is calculated using the 130 
measurements of the AHU chilled water supply and return temperatures and the water flow 131 
rate. The operation data with the calculated cooling energy within the interquartile range 132 
(IQR), which represents the range with the most concentrated observations, is then used for 133 
fault detection. The overall aim of this step is to filter out the data with strong dynamics and 134 
the data that is recorded under the extreme operational conditions. If the required 135 
measurements for cooling energy calculation are not available, other sensor measurements or 136 
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control signals such as the opening of cooling/heating coil control valves can be used for this 137 
purpose. However, if a significant sensor fault occurred and only a relatively short period (i.e. 138 
one or two days) of faulty operation data is in the data set used for fault detection, the whole 139 
faulty observations may be filtered out. To avoid missing any fault, the temporal distribution 140 
of the filtered data should be checked. If a period of the observations is missed, it can be 141 
concluded that a fault occurred and the fault detection is then terminated. Otherwise, PCA is 142 
used to reduce the dimensions of the raw data as the irrelevant dimensions may prevent the 143 
discovery of real clusters and the data will become sparse with the increasing dimensions, 144 
which could also result in the similarity measures (i.e. Euclidean distance) being meaningless 145 
[29].  146 
Once the data pre-processing is completed, cluster analysis based on the OPTICS 147 
algorithm is then used for data analysis. How to use OPTICS for fault detection is described 148 
in Section 2.2. Through OPTICS analysis, the observations which meet the cluster criteria 149 
will be grouped into clusters while the rest of the data in less-dense areas will be grouped into 150 
a cluster and labelled as cluster 0, which is considered as noise and will be neglected in the 151 
later stages of the fault detection process.  152 
Based on the results of the cluster analysis, the temporal distribution of the identified 153 
clusters with more than a minimum number of data points (MinPts, which will be introduced 154 
in Section 2.2) can be plotted using the box plot. The box plot is a commonly used statistical 155 
plotting method [30] and, in this strategy, is used to check whether the valid clusters exist 156 
within the identified clusters. An example of a box plot is illustrated in  Fig. 2, in which the 157 
range between the first quartile (Q1) and the third quartile (Q3) is plotted as a box (also 158 
named as IQR), while the whiskers are extended from Q1 and Q3 to the minimum and 159 
maximum data points within Q1-1.5×IQR and Q3+1.5×IQR ranges, respectively. The data 160 
points fall outside this range is considered as outliers. Valid clusters are the clusters that are 161 
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temporally separated, which means that the temporal distribution of the observations in a 162 
cluster is not overlapped by the temporal distribution of at least another cluster. If the 163 
temporal distribution of the box and the whisker part of two clusters are overlapped and both 164 
clusters are temporally separated from another cluster, the cluster with fewer data points in the 165 
two overlapped clusters will be neglected in later analysis. However, for clusters with the box 166 
parts separated but the whisker parts overlapped, fault occurrence is also possible and such 167 
clusters are considered as valid clusters in this strategy. This is because the spatial separation 168 
may not be sufficiently good to detect the insignificant bias. If valid clusters are identified, the 169 
total fault number can be determined, which is the number of valid clusters minus 1. 170 
Otherwise, there is no sensor fault occurred in the AHU. It should be noted that outliers 171 
identified by the box plot are neglected in the analysis.  172 
In order to facilitate the proposed fault detection process, an interface was developed to 173 
help users to select the required parameters and easily check the fault detection results by 174 
looking at the graph automatically generated, which will be introduced in Section 2.3. 175 
The above fault detection strategy was implemented in Rapidminer 6.0 [31]. The OPTICS 176 
algorithm was programmed in R [32] and linked with Rapidminer using R-extension. The 177 
figures with the analysis results were generated using the R package ggplot2 [33]. 178 
2.2 OPTICS cluster analysis 179 
OPTICS is a density-based clustering method and is an extension of the DBSCAN 180 
algorithm. Generally, density-based clustering methods search for the connected dense spaces 181 
that are separated by low dense spaces[24]. Compared to some partitioning based algorithms 182 
like k-means, density-based methods can identify arbitrarily shaped clusters, are robust to 183 
noise, and do not require pre-determined cluster numbers [24]. The basic idea of the density-184 
based clustering is that for each data point in a cluster the neighbourhood of a given radius 185 
(Eps) must contain at least a minimum number of data points (MinPts) [28]. 186 
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In general, there is no generic way to determine MinPts [24, 34]. The low density regions 187 
with a small number of noise points will be labelled as clusters if a too small value was 188 
assigned to MinPts. In contrast, the meaningful clusters with the number of the data points 189 
fewer than MinPts are likely to be neglected if MinPts is too large. The results from Ankerst 190 
et al. [28] showed that MinPts in the range of 10-20 can mostly result in good clustering 191 
outcomes. In this study, MinPts was chosen as 15. For a given MinPts, Eps can be determined 192 
based on the k-distance graph, as suggested by Ester et al. [34]. The k-distance means the 193 
distance from a given point to its kth nearest neighbour point, where k equals to MinPts. As 194 
shown in Fig. 3, k-distance graph plots the sorted k-distance of all data points of concern. The 195 
value of Eps can then be determined at the place where the k-distance starts to change 196 
dramatically. OPTICS is not sensitive to the Eps and MinPts selected, and this will be 197 
demonstrated in Section 5.  198 
If a point p is directly density-reachable from another point q, it must satisfy the below 199 
criteria [34].  200 
       p∈𝑁𝐸𝑝𝑠(𝑞) & |NEps(q)|≥MinPts                                                                             (1)                                                                                               201 
where, NEps(q) is the set of the data points within the Eps of the point q.  202 
Unlike most other clustering algorithms that directly group the data points into clusters, 203 
the output from OPTICS algorithm is a list of the ordered data points with respect to the 204 
reachability-distance that allows for visualising and cluster identification. The reachability-205 
distance of a point p with respect to another point o is defined in Eq. (2), in which the core-206 
distance of the point p is defined  in Eq. (3) [28]. Fig. 4 graphically demonstrated how the 207 
concepts are defined. 208 
          reachability-distance= {
UNDEFINED, if |NEps(o)|<MinPts 
max(core-distance(o),distance(o,p)) , otherwise
                    (2) 209 
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         core-distance= {
UNDEFINED,  if |NEps(𝑝)|<MinPts
MinPts-distance(p), otherwise
                                                    (3)                                  210 
The OPTICS algorithm starts with a random point and expands the visiting to its directly 211 
density-connected neighbours, followed by sorting the points with the reachability-distance 212 
visited so far in an ascending order and then expanding again from the first unexpanded point 213 
in the order list. This process virtually walks through the Minimum Spanning Tree [35]. Fig. 5 214 
presents an example of the OPTICS outputs, which are a cluster-order of the data points and 215 
the corresponding reachability-distance. In order to group the data into different clusters, a 216 
user defined reachability-distance threshold is required which can be intuitively selected 217 
based on the graph. It is worthwhile to note this cluster-order of the data points in Fig. 5 is 218 
sorted based on the sequence of the walking through the Minimum Spanning Tree, which is 219 
different from the order of the data points presented in Fig. 3.  220 
The valleys under the threshold separated by the intersection of the threshold and the 221 
reachability-distance indicate the existence of clusters. For fault detection purposes, clusters 222 
that include a large amount of data points should be first investigated. Therefore, the 223 
reachability-distance threshold can be first set to 1.3 for this example as this threshold forms 224 
two distinct clusters. If the threshold is set as 0.52 (Fig. 5), three clusters can be identified 225 
indicating multiple faults may occur. The possibility of the existence of multiple faults should 226 
be confirmed by the temporal distribution of the identified clusters as mentioned previously. 227 
Details on OPTICS can be found in [28, 34]. 228 
2.3 User interface for Eps value and threshold selection 229 
A user interface for assisting the selection of the k-distance (Eps) value, the reachability-230 
distance threshold, and for visualization of the temporal separation of clusters was developed 231 
using Shiny [36]. The interface incorporates two slide bars for selecting the two values, as 232 
illustrated in Fig. 6.  For Eps value selection, by dragging the slide bar, the selected Eps value 233 
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will be updated in the k-distance diagram and the reachability-distance graph will be updated 234 
as well based on the selected Eps value. Similarly, by dragging the reachability-distance 235 
threshold slide bar, the corresponding threshold line and the temporal distribution plot will be 236 
updated. With this user interface, the process of selecting the Eps value and the threshold for 237 
reachability-distanceis streamlined.  238 
2.4 PCA based dimensionality reduction 239 
The raw data is often in high dimensions including several variables. Reducing the 240 
dimensions of the raw data will result in a better clustering result. Performing clustering on 241 
reduced dimensionality can also save computational cost [37]. 242 
 There are two types of dimension reduction methods, i.e. feature selection and feature 243 
extraction. Feature selection based methods generate a subset of the raw data set through 244 
selecting the dimensions or features that contain irrelevant information (e.g. noise), while 245 
feature extraction based methods reduce the dimensions by extracting the major information 246 
from the raw data and representing it with the low dimensional data [38]. In this study, a 247 
PCA-based feature extraction method is used for the dimension reduction. 248 
PCA is a multivariable data analysis method that is widely used for reducing high 249 
dimensions in the data sets with a large number of interrelated variables by transforming the 250 
existing data set into a new set of variables called principal components (PCs). For an n-251 
dimensional data set, there are n corresponding PCs. For most cases, the first few PCs are 252 
enough to represent the most significant variations of the data set [39]. Mathematically, the 253 
PCs of a data set X ∈ ℜ𝑚×𝑛, where m is the number of the sample data and n is the number of 254 
the variables, can be determined by calculating the eigenvectors and eigenvalues of its 255 
covariance matrix as defined in Eq. (4) [17].  256 
                        Cov(X) =  
𝑋𝑇𝑋
(𝑚−1)
                                                                                           (4) 257 
12 
 
The resulted first PC is the eigenvector associated with the largest eigenvalue, and the 258 
second PC is the eigenvector with the second largest eigenvalue and so on. A number of 259 
different methods can be used to determine the minimum number of PCs that should be 260 
retained. In this study, the intuitive scree diagram method as described by Wang and Xiao [11] 261 
was used. Once the number of PCs is determined, the original data will then be projected on 262 
the new PC space to get a new data set with fewer dimensions but retaining the most 263 
significant variations of the original data. It should be noted that as sensor readings are in 264 
different units and ranges, all variables should be standardised to zero mean and unit variance 265 
before conducting PCA. It is worthwhile to mention that unlike other PCA based fault 266 
detection strategies where PCA was used for both dimension reduction and residual prediction 267 
[11, 17, 40], the PCA is only used for dimension reduction in this proposed strategy. By doing 268 
this, the predictive model training and validation process required in PCA-based methods can 269 
be avoided. It is also to note that the threshold used in this study is different from the 270 
threshold used in PCA based FDD methods. 271 
3. Simulation of AHU and sensor faults 272 
In this study, the effectiveness of the proposed sensor fault detection strategy was 273 
validated through simulations using TRNSYS [41]. The AHUs simulated were installed in the 274 
Sustainable Buildings Research Centre at the University of Wollongong, Australia. There are 275 
two AHUs, named as AHU1 and AHU2, used to provide the heating and cooling to the 276 
ground floor and the first floor of the building, respectively. In this study, only AHU2 under 277 
the cooling operation was considered for the sensor fault detection. The HVAC plant operated 278 
from 7:00am to 6:00pm during the weekdays and the data sampling interval was 10 minutes. 279 
In the simulation, the cooling coil was simulated using TRNSYS component model Type 52b. 280 
An air cooled chiller modelled using Type 655 was used to supply the chilled water at 7.0oC. 281 
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The supply air temperature was maintained at 14.0oC through controlling the opening of the 282 
control value to regulate the required chilled water flow rate. 283 
As shown in Fig. 7, the major measurement instruments related to the operation of AHUs 284 
include the supply air temperature sensor, supply and return chilled water temperature sensors, 285 
supply air flow rate meter and supply water flow rate meter. Any fault in these sensors may 286 
result in inefficient operation of the HVAC system or poor indoor thermal comfort. As certain 287 
types of correlations exist among these measured variables, the readings from a biased sensor 288 
may not comply with the existing correlations and the fault can then be detected by 289 
identifying the variations of the correlations among the measurements. In the simulation, a 290 
sensor reading bias generator was used to introduce different sensor biases into the sensor 291 
measurements.  292 
The simulation was carried out for three months from January to March (i.e. 293 
approximately 2100 hours) under Sydney weather conditions. The international weather for 294 
energy calculation (IWEC) weather file was used in the simulation.  295 
Table 1 summarises different test cases used to validate the effectiveness of the proposed 296 
fault detection strategy. The first test case was mainly used to demonstrate how to detect 297 
AHU sensor faults using cluster analysis and the outputs from each step of the proposed 298 
strategy. The test cases 2-7 and test cases 8-10 were used to validate the performance of the 299 
proposed fault detection strategy with single sensor fault and multiple sensor faults in the 300 
AHU, respectively. If the measurement of an AHU sensor is used for system control, the bias 301 
introduced will influence the system energy consumption. For instance, supply air 302 
temperature is often used to control the opening of the control valves to regulate the chilled 303 
water flow rate. A negative bias in the supply air temperature sensor will result in a larger 304 
chilled water flow rate than that of normal condition (i.e. no bias), which will increase the 305 
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power consumption of the water pumps. The minimum fault severity introduced in these cases 306 
are in line with the severity tested in previous studies [8, 11, 16].  307 
4. Performance test and evaluation of the fault detection strategy 308 
4.1 Demonstration of the fault detection process of the proposed strategy 309 
In test case 1, a -2.0K bias was introduced to the AHU supply air temperature sensor at the 310 
1421st hour. The operation data was first categorized according to the on-off status and only 311 
the cooling operation data was used for fault detection. The cooling operation data that was 312 
not within the IQR in terms of the cooling energy required by the AHU was filtered out. Fig. 313 
8 presents the temporal spread of the post-filtered observations within the IQR as histogram 314 
and the density profile of the remaining data points, where each bin in Fig. 8(a) represents the 315 
total number of the data points remained in each test day. It can be seen that the post-filtered 316 
observations distributed over the whole test period without significant skewness, which 317 
demonstrates that the post-filtered observations can represent the observations in the whole 318 
test period. It is worthwhile to note that, in some test days, no data points remained due to the 319 
small cooling energy required by the AHU and the data points in these test days were 320 
therefore filtered out. The next step determined the number of PCs based on the scree diagram 321 
and 4 PCs were selected. 322 
Once the PC number has been determined, the next step is to determine the input 323 
parameter Eps for OPTICS by using the k-distance diagram. Fig. 9 illustrates the k-distance of 324 
all data points remained for fault detection. As the k-distance started to change dramatically 325 
when Eps was 1.2, this value was therefore selected for Eps in OPTICS analysis.  326 
Fig. 10 shows the reachability-distance of the cluster-order of the data points. It can be 327 
observed that there were two distinct valleys when Threshold 1 was used. The two distinct 328 
valleys resulted in two significant clusters, indicating that a sensor fault could have occurred. 329 
However, the occurrence of the sensor fault needs to be further verified by analysing the 330 
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temporal distribution of the clusters as illustrated in Fig. 11, in which the number in the box 331 
indicated the total number of the data points in a cluster. As Fig. 11(a) shows, there were three 332 
clusters formed under Threshold 1, among which the two major clusters (i.e. clusters 1 and 2) 333 
were completely temporally separated while the cluster 3 was overlapped with the cluster 1. 334 
This confirms that a sensor fault occurred during the test period. The data points in the cluster 335 
2 started at the 1421.17 hour, which shows that the fault was detected at this time.  336 
Less significant clusters should also be checked to confirm whether more faults occurred 337 
during the test period. As shown in Fig. 10, there were five clusters if, for example, the 338 
Threshold 2 is chosen. However, from Fig. 11(b), it can be observed that clusters 1-3 are 339 
overlapped with each other but separated from the overlapped clusters 4 and 5, indicating that 340 
there were only two valid clusters and one fault occurred during the whole test period. The 341 
fault was detected at the 1423.17 hour.  342 
The above results demonstrated that the fault can be detected by using the proposed 343 
method. Different thresholds for the reachability-distance may result in different numbers of 344 
clusters. However, the proposed strategy is capable of determining whether the identified 345 
clusters can represent the occurrence of the sensor fault.  346 
4.2 Validation of the proposed strategy for single sensor fault detection 347 
In this section, the performance of the proposed fault detection strategy was tested and 348 
evaluated with no AHU sensor fault (Case 2) and single sensor fault in different sensors 349 
(Cases 3-7). Fig. 12 shows the reachability-distance of the cluster-order of the data points 350 
when the AHU operated under the fault-free conditions. Ideally, there will be only one cluster 351 
during the whole test period since there was no fault introduced to the sensors. However, Fig. 352 
12 shows that there were two distinct clusters together with another three insignificant 353 
clusters that can be observed when a small threshold of 0.34 for the reachability-distance was 354 
used. As the data points in the two insignificant clusters were fewer than the MinPts and both 355 
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clusters were therefore not further considered. Fig. 13 shows the temporal distribution of the 356 
data points in the identified clusters. It is clearly illustrated that the three clusters identified 357 
were temporally overlapped, which means that there was no fault occurred in the AHU 358 
sensors.  359 
Fig. 14 shows the fault detection results in terms of the temporal distribution of the data 360 
points in the clusters when different sensor faults were introduced individually. When a -0.5K 361 
supply air temperature sensor bias was introduced (Case 3), three clusters were identified, 362 
among which only the clusters 2 and 3 were valid clusters as the cluster 1 was overlapped 363 
with both clusters 2 and 3. This indicates that one sensor fault was detected and the fault was 364 
detected at the 726.5 hour, which was close to the actual time when the fault was introduced. 365 
When a -0.5K return water temperature sensor bias was introduced at the 271 hour (Case 4), 366 
three clusters were also identified. Similar to Case 3, there were only two valid clusters (i.e. 367 
clusters 1 and 2). The fault was detected at the 271.17 hour.  368 
In the test cases 5 and 7, there were only two clusters and both of them were temporally 369 
separated. Therefore, only one fault was identified in each case. The fault was detected at the 370 
1421.67 hour for the case 5 and the 896.33 hour for the case 7. For the test case 6, the 371 
insignificant cluster 3 was overlapped with the significant cluster 1. Therefore, the cluster 3 372 
was not further considered. The two significant clusters 1 and 2 had the box parts separated 373 
but the whisker parts partially overlapped. As mentioned in Section 2, both clusters were 374 
considered as the valid clusters, which means that a fault has occurred.  The fault detected 375 
time can be considered as the starting time of the cluster 2, i.e. the 1302.33 hour, which was 376 
slightly different from the actual time when the fault was introduced.  377 
The above results showed that the proposed fault detection strategy is capable of detecting 378 
single AHU sensor fault and can relatively reliably determine the fault occurring time.  379 
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4.3 Validation of the proposed strategy for multiple sensor faults detection  380 
The performance of the proposed strategy was also validated for multiple AHU sensor 381 
faults. Three different cases were tested. In the test case 8, a -0.5K bias was introduced to the 382 
supply air temperature sensor and return water temperature sensor at the 568 and 1615 hour, 383 
respectively. Fig. 15 shows the OPTICS clustering output. It can be seen that there were three 384 
significant clusters formed together with two small clusters if the threshold was set to 0.4. 385 
However, the temporal distribution of the identified clusters indicated that only two valid 386 
clusters existed out of the five identified clusters (see Fig. 16). The second valid cluster 387 
started at the 1641.33 hour, which was close to the return water temperature sensor fault 388 
occurring time. It was also tested that new valid clusters cannot be formed if the reachability-389 
distance threshold is further reduced. Therefore, only the return water temperature sensor fault 390 
was identified in this test case.  391 
To further test whether the proposed strategy can detect the multiple sensor faults if the 392 
severity of the fault increases, a -1.0K bias was introduced to the supply air temperature 393 
sensor and return water temperature sensor at the 568 and 1615 hour, respectively. The 394 
reachability-distance of the cluster-order of the data points for this case is shown in Fig. 17. It 395 
can be seen that there were two distinct clusters formed under the Threshold 1. The resulted 396 
temporal distribution of the data points in the clusters are shown in Fig. 18(a). It is clearly 397 
shown that there were two valid clusters, indicating the existence of a sensor fault, which was 398 
detected at the 1618.83 hour. If further decreasing the threshold (i.e. Threshold 2), 10 clusters 399 
were formed. It should be noted that only the clusters with the data points more than the 400 
MinPts were illustrated in Fig. 18 (b). From the temporal distribution of the data points in the 401 
clusters shown in Fig. 18 (b), it is found that there were three valid clusters among the 10 402 
identified clusters. The three valid clusters mean the existence of two sensor faults and the 403 
faults were detected at the 610.83 and 1783.83 hour. The second fault detected at the 1783.83 404 
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hour represents the same fault as detected with the Threshold 1. The fault detected time by 405 
using the Threshold 1 was closer to the actual time when the fault was introduced. Therefore, 406 
when determining the fault occurring time in multiple sensor faults scenarios and the same 407 
fault is detected with different thresholds, the fault detected time with the larger threshold 408 
should be used. 409 
In order to further evaluate the performance of the proposed strategy, a test case was 410 
prepared with three sensor faults, including the return water temperature sensor fault, water 411 
flow rate meter fault and supply air temperature sensor fault.  The above three faults were 412 
introduced at the 584, 774 and 1810 hour, respectively. The fault severities for the three 413 
sensors were -1.0K, -0.254 L/s and -1.0K, respectively. Fig. 19 shows the reachability-414 
distance of the cluster-order of the data points when the three different faults were introduced. 415 
When the Threshold 1 was applied, two valid clusters were formed and a sensor fault was 416 
detected at the 774.33 hour (see Fig. 20(a)). Three valid clusters were formed when the 417 
Threshold 2 was used (see Fig. 20(b)) and two sensor faults were detected at the 587.17 hour 418 
and 774.33 hour, respectively. The detected fault occurring time matched well with the time 419 
when the actual faults were introduced. Furthermore, a new valid cluster was identified if the 420 
Threshold 3 was employed, as shown in Fig. 20(c) where only the valid clusters were plotted. 421 
A new fault was detected at the 1784 hour and it is associated with the -1.0K biased supply air 422 
temperature sensor fault. This demonstrates that the spatial separation formed due to the -423 
1.0K biased supply air temperature sensor fault was less significant when comparing to the 424 
spatial separation formed by the other two faults as detecting this sensor fault requires a small 425 
threshold of the reachability-distance. 426 
The above results showed that the proposed strategy is able to detect multiple sensor faults 427 
of AHUs. However, the detection of different types of sensor faults may require different 428 
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thresholds. It is essential to check smaller valleys in the reachability-distance of the cluster 429 
order of the data points to avoid failing to detect all possible faults.  430 
5. Sensitivity analysis of OPTICS user defined parameters on the fault detection results 431 
As mentioned earlier, there are two user defined parameters in OPTICS algorithm (i.e. Eps 432 
and MinPts). A sensitivity analysis for the selection of the two parameters on the overall fault 433 
detection results is therefore undertaken in this section. The analysis was carried out based on 434 
the conditions specified in Case 1 with a -2.0K supply air temperature sensor bias. The Eps 435 
and MinPts varied from the default settings determined in Section 4.1 (i.e. Eps = 1.2 and 436 
MinPts = 15) by ±0.5 and ±5, respectively. Fig. 21 shows the reachability-distance of the 437 
cluster-order of the data points and the temporal distributions of the data points in the 438 
identified clusters when different values of Eps and MinPts were used. It can be seen that two 439 
distinct clusters can be successfully identified from the reachability-distance diagrams under 440 
different combinations of Eps and MinPts values. The temporal distribution of the data points 441 
in the identified clusters also showed that there were only two valid clusters and the fault 442 
detected time was at the actual time when the fault was introduced. The result is also 443 
summarized in Table 2. This demonstrates that the OPTICS based fault detection strategy is 444 
not sensitive to the user defined input parameters.  445 
6. Conclusions 446 
This paper presented an offline sensor fault detection strategy for air handling units 447 
(AHUs) using clustering algorithm Ordering Points to Identify the Clustering Structure 448 
(OPTICS). The fault(s) can be detected through identifying the spatial and temporal 449 
separation of the monitored data. The effectiveness of the proposed strategy was tested and 450 
evaluated through computer simulations. The results showed that the overall sensor fault 451 
detection results were not sensitive to the selection of the user defined parameters (i.e. the 452 
given radius Eps and the minimum number of data points MinPts) in OPTICS. The proposed 453 
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strategy is capable of detecting single sensor fault and multiple sensor faults in AHUs. In 454 
practice, the proposed method can be used as a standalone strategy for AHU sensor fault 455 
detection by analysing the raw data collected from building management systems and the 456 
results can be used to support the commissioning of AHU sensors.  457 
It is worthwhile to mention that the threshold of the reachability-distance to identify the 458 
clusters in the proposed strategy should be carefully selected. If the threshold is not 459 
appropriately selected, some faults might not be detected. To make sure all possible faults can 460 
be detected, small valleys in the reachability-distance of the cluster order of the data points 461 
should be checked. The proposed sensor fault detection strategy might not be able to detect 462 
insignificant sensor faults if multiple faults occur in AHUs. The effect of mechanical faults on 463 
the effectiveness of the proposed strategy for AHU sensor fault detection was not considered, 464 
and this should be a topic of interest in future studies. It is also worthwhile to mention that a 465 
method which can automatically select the reachability-distance threshold and determine the 466 
valid clusters is desired, which can allow the proposed strategy to be used for online 467 
applications. 468 
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Table 1 Summary of different test cases 592 
     * The fault was randomly introduced. 593 
  ** The percentages indicate the proportion of the bias to the typical measured values (14oC, 7oC and 12oC for 594 
supply air temperature, supply chilled water temperature and return chilled water temperature, respectively) 595 
***The percentages indicate the proportion of the bias to the maximum flow rate during the simulated period.  596 
 597 
 598 
Table 2 Summary of the sensitivity analysis results  599 




Original 1.2 15 1421.17 
a 1.7 15 1421.33 
b 0.7 15 1421.17 
c 1.2 10 1421.17 
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Figure Captions 603 
Fig. 1 Outline of the proposed fault detection strategy 604 
Fig. 2 An illustration of a box plot. 605 
Fig. 3 Illustration of the order of the data points in the k-distance graph 606 
Fig. 4 Illustration of how the three types of distances are defined. c-d and r-d are 607 
abbreviations core-distance and reachability-distance. The point p3 is directly density 608 
reachable from the point o [28].  609 
Fig. 5 Illustration of the OPTICS outputs and how clusters are identified with the user-defined 610 
threshold 611 
Fig. 6 User interface for the two thresholds selection. Fig. 7 Illustration of the measurement 612 
instruments of AHUs 613 
Fig. 8 Temporal spread of the post-filtered observations (the system started to operate at the 614 
53 hour) – Case 1 615 
Fig. 9 k-distance of the data points remained for fault detection – Case 1 616 
Fig. 10 The reachability-distance of the cluster-order of the data point - Case 1 617 
Fig. 11 Temporal distribution of the data points in clusters in Case 1 under (a) Threshold 1; (b) 618 
Threshold 2 619 
Fig. 12 The reachability-distance of the cluster-order of the data point – Case 2 with fault-free 620 
operation 621 
Fig. 13 Temporal distribution of the data points in the identified clusters – Case 2 622 
Fig. 14 Temporal distribution of the data points in the identified clusters with single sensor 623 
fault – Cases 3-7 624 
Fig. 15 The reachability-distance of the cluster-order of the data points - Case 8 625 
Fig. 16 Temporal distribution of the data points in clusters – Case 8 626 
Fig. 17 The reachability-distance of the cluster-order of the data points - Case 9 627 
Fig. 18 The temporal distribution of the data points in the identified clusters - Case 9 628 
Fig. 19 The reachability-distance of the cluster-order of the data points – Case 10 629 
Fig. 20 Temporal distribution of the data points in the identified clusters - Case 10. 630 
Fig. 21 The reachability-distance of the cluster-order of the data points of different input 631 
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Fig. 1 Outline of the proposed fault detection strategy. 636 
 637 




Fig. 3 Illustration of the order of the data points in the k-distance graph.  640 
 641 
 642 
Fig. 4 Illustration of how the three types of distances are defined, where c-d and r-d are 643 
abbreviations of core-distance and reachability-distance. The point p3 is directly density 644 
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T1: Supply chilled water temperature
T2: Return chilled water temperature
T3: Supply air temperature
F1: Chilled water flow rate
F2: Air flow rate  655 
Fig. 7 Illustration of the measurement instruments of AHUs. 656 
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(b) Density profile of the remaining data points 661 
Fig. 8 Temporal spread of the post-filtered observations (the system started to operate at the 662 




Fig. 9 k-distance of the data points remained for fault detection – Case 1. 665 
 666 
Fig. 10 The reachability-distance of the cluster-order of the data point - Case 1.  667 
 668 
Fig. 11 Temporal distribution of the data points in clusters in Case 1 under (a) Threshold 1; (b) 669 




Fig. 12 The reachability-distance of the cluster-order of the data point – Case 2 with fault-free 672 
operation. 673 
 674 




Fig. 14 Temporal distribution of the data points in the identified clusters with single sensor 677 





Fig. 15 The reachability-distance of the cluster-order of the data points - Case 8.  681 
 682 





Fig. 17 The reachability-distance of the cluster-order of the data points - Case 9. 686 
 687 




Fig. 19 The reachability-distance of the cluster-order of the data points – Case 10 690 
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Fig. 21 The reachability-distance of the cluster-order of the data points of different input 695 
parameter combinations and the corresponding temporal distribution of the identified clusters. 696 
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