Abstract Principal component analysis (PCA) is a well-established dimensionality reduction method commonly used to denoise and visualise data. A classical PCA model is the fixed effect model in which data are generated as a fixed structure of low rank corrupted by noise. Under this model, PCA does not provide the best recovery of the underlying signal in terms of mean squared error. Following the same principle as in ridge regression, we suggest a regularised version of PCA that essentially selects a certain number of dimensions and shrinks the corresponding singular values. Each singular value is multiplied by a term which can be seen as the ratio of the signal variance over the total variance of the M. Verbanck Applied mathematics department, Agrocampus Ouest
Introduction
In many applications (Mazumder et al, 2010; Candès et al, 2012) , we can consider that data are generated as a structure having a low rank representation corrupted by noise. Thus, the associated model for any data matrix X (assumed without loss of generality to be centered) composed of n individuals and p variables can be written as:
(1)
where d s is the s th eigenvalue of the matrix X X (n times the true covariance matrix), r s = {r 1s , ..., r js , ..., r ps } is the associated eigenvector and q s = {q 1s , ..., q is , ..., q ns } is the s th eigenvector of the matrixXX (n times the true inner-product matrix). Such a model is also known as the fixed effect model (Caussinus, 1986) in principal component analysis (PCA) .
PCA is a well-established dimensionality reduction method. It allows the data X to be described using a small number (S) of uncorrelated variables (the principal components) while retaining as much information as possible. PCA is often used as an exploratory method to summarise and visualise data. PCA is also often considered as a way of separating the signal from the noise where the first S principal components are taken as the signal while the remaining ones as the noise. Therefore, PCA can be used as a denoising method to analyse images for instance or to preprocess data before applying other methods such as clustering. Indeed, clustering is expected to be more stable when applied to noise-free data sets.
PCA provides a subspace which best represents the data, that is, which minimises the distances between individuals and their projection on the subspace. Formally, this corresponds to finding a matrixX n×p , of low rank S, which minimises X −X 2 with • the Frobenius norm. The solution is given by the singular value decomposition (SVD) of X:
where λ s is the s th eigenvalue of X X, u s = {u 1s , ..., u is , ..., u ns } the s th left singular vector and v s = {v 1s , ..., v js , ..., v ps } the s th right singular vector. This least squares estimator corresponds to the maximum likelihood solution of model (1).
It is established, for instance in regression, that the maximum likelihood estimators are not necessarily the best for minimising mean squared error (MSE). However, shrinkage estimators, although biased, have smaller variance which may reduce the MSE. We follow this approach and propose a regularised version of PCA in order to get a better estimate of the underlying structureX. In addition, this approach allows graphical representations which are as close as possible to the representations that would be obtained from the signal only. As we will show later, our approach essentially shrinks the first S singular values with a different amount of shrinkage for each singular value. The shrinkage terms will be analytically derived.
In the literature, a popular strategy to recover a low rank signal from noisy data is to use a soft thresholding strategy. More precisely, each singular value is thresholded with a constant amount of shrinkage usually found by cross-validation. However, recently, Candès et al (2012) suggested determining the threshold level without resorting to a computational method by minimising an estimate of the risk, namely a Stein's unbiased risk estimate (SURE). We will compare our approach to this SURE method.
In this paper, we derive the shrinkage terms by minimising the mean squared error and define regularised PCA (rPCA) in Section 2. We also show that rPCA can be derived from a Bayesian treatment of the fixed effect model (1). Section 3 shows the efficiency of regularisation through a simulation study in which rPCA is compared to classical PCA and the SURE method. The performance of rPCA is illustrated through the recovery of the signal and the graphical outputs (individual and variable representations). Finally, rPCA is performed on a real microarray data set and on images in Section 4.
2 Regularised PCA 2.1 MSE point of view 2.1.1 Minimising the MSE PCA provides an estimatorX which is as close as possible to X in the least squares sense. However, assuming model (1), the objective is to get an estimator as close as possible to the unknown signalX. To achieve such a goal, the same principle as in ridge regression is followed. We look for a shrinkage version of the maximum likelihood estimator which is as close as possible to the true structure. More precisely, we look for shrinkage terms Φ = (φ s ) s=1,...,min(n−1,p) that minimise:
First, we separate the terms of the MSE corresponding to the first S dimensions from the remaining ones:
Then, according to equation (1), for all s ≥ S+ 1,x (s) ij = 0. Therefore, the MSE is minimised for φ S+1 = ... = φ min(n−1,p) = 0. Thus, the MSE can be written as:
Using the orthogonality constraints, for all s = s , i u is u is = j v js v js = 0, the MSE can be simplified as follows:
Finally, equation (3) is differentiated with respect to φ s to get:
Then, to simplify this quantity, we adapt results coming from the setup of analysis of variance with two factors to the PCA framework. More precisely, we use the results of Denis and Pázman (1999) and Denis and Gower (1996) who studied nonlinear regression models with constraints and focused on bilinear models called biadditive models. Such models are defined as follow:
where y ij is the response for the category i of the first factor and the category j of the second factor, µ is the grand mean, (α i ) i=1,...,I and (β j ) j=1,...,J correspond to the main effect parameters and S s=1 γ is δ js i=1,...,I;j=1,...,J model the interaction. The least squares estimates of the multiplicative terms are given by the singular value decomposition of the residual matrix of the model without interaction. From a computational point of view, this model is similar to the PCA one, the main difference being that the linear part only includes the grand mean and column main effect in PCA.
Using the Jacobians and the Hessians of the response defined by Denis and Gower (1994) and recently in Papadopoulo and Lourakis (2000) , Denis and Gower (1996) derived the asymptotic bias of the response of model (4) and showed that the response estimator is approximately unbiased. Transposed to the PCA framework, it leads to conclude that the PCA estimator is asymptotically unbiased E (x ij ) =x ij and for each dimension s, E x (s) ij =x (s) ij . In addition, the variance ofx ij can be approximated by the noise variance. Therefore, we estimate V x (s) ij by the average variance, that
Consequently φ s can be approximated by:
Since for all s = s , the dimensions s and s of X are orthogonal, thus φ s can be written as:
Based on equation (1), the quantity i,j (x
is equal to d s the variance of the s th dimension of the signal. φ s is then equal to:
The form of the shrinkage term is appealing since it corresponds to the ratio of the variance of the signal over the total variance (signal plus noise) for the s th dimension.
Remark: Models such as model (4) are also known as additive main effects and multiplicative interaction (AMMI) models. They are often used to analyse genotype-environment data in plant breading framework. Considering a random version of such models, Cornelius and Crossa (1999) . Regularised PCA (rPCA) is thus defined by multiplying the maximum likelihood solution by the shrinkage terms which leads to:
Using matrix notations, with U being the matrix of the first S left singular vectors of X, V being the matrix of the first S right singular vectors of X and Λ being the diagonal matrix with the associated eigenvalues, the fitted matrix by rPCA is:
rPCA essentially shrinks the first S singular values. It can be interpreted as a compromise between hard and soft thresholding. Hard thresholding consists in selecting a certain number of dimensions S which corresponds to classical PCA (equation 2) whereas soft thresholding consists in thresholding all singular values with the same amount of shrinkage (and without prespecifying the number of dimensions). In rPCA, the s th singular value is less shrunk than the (s + 1) th one. This can be interpreted as granting a greater weight to the first dimensions. This behaviour seems desirable. Indeed, the first dimensions can be considered as more stable and trustworthy than the last ones. The regularisation procedure relies more heavily on the less variable dimensions. Whenσ 2 is small,φ s is close to 1 and rPCA reduces to standard PCA. Whenσ 2 is high,φ s is close to 0 and the values ofX rPCA are close to 0 which corresponds to the average of the variables (in the centered case). From a geometrical point of view, rPCA leads to bring the individuals closer to the centre of gravity.
The regularisation procedure requires estimation of the residual variance σ 2 . As the maximum likelihood estimator is biased, another estimator corresponds to the ratio of the residual sum of squares divided by the number of observations minus the number of independent parameters. The latter are equal to − S for the orthonormal right singular vectors. This number of parameters can also be calculated as the trace of the projection matrix involved in PCA (Candès and Tao, 2009; Josse and Husson, 2011) . Therefore, the residual variance is estimated as:
Contrary to many methods, this classical estimator, namely the residual sum of squares divided by the number of observations minus the number of independent parameters, is still biased. This can be explained by the non-linear form of the model or by the fact that the projection matrix (Josse and Husson, 2011) depends on the data.
Bayesian points of view
Regularised PCA has been presented and defined via the minimisation of the MSE in section 2.1. However, it is possible to define the method without any reference to MSE, instead using Bayesian considerations. It is well known, in linear regression for instance, that there is equivalence between ridge regression and a Bayesian treatment of the regression model. More precisely, the maximum a posteriori of the regression parameters assuming a Gaussian prior for these parameters corresponds to the ridge estimators (Hastie et al, 2009, p. 64) .
Following the same rationale, we suggest in this section a Bayesian treatment of the fixed effect model (1). First, several comments can be made on this model. It is called a "fixed effect" model since the structure is considered fixed. Individuals have different expectations and randomness is only due to the error term. This model is most justified in situations where PCA is performed on data in which the individuals themselves are of interest and are not a random sample drawn from a population of individuals. Such situations frequently arise in practice. For instance, in sensory analysis, individuals can be products, such as chocolates, and variables can be sensory descriptors, such as bitterness, sweetness, etc. The aim is to study these specific products and not others (they are not interchangeable). It thus makes sense to estimate the individual parameters (q s ) and to study the graphical representation of the individuals as well as the representation of the variables. In addition, let us point out that the inferential framework associated with this model is not usual. Indeed the number of parameters increases when the number of individuals increases. Consequently, in this model, asymptotic results are obtained by considering that the noise variance tend to 0.
To suggest a Bayesian treatment of the fixed effect model, we first recall the principle of probabilistic PCA (Roweis, 1998; Tipping and Bishop, 1999) which will be interpreted as a Bayesian treatment of this model.
Probabilistic PCA model
The probabilistic PCA (pPCA) model is a particular case of a factor analysis model (Bartholomew, 1987) with an isotropic noise. The idea behind these models is to summarise the relationships between variables using a small number of latent variables. More precisely, denoting x i a row of the matrix X, the pPCA model is written as follows:
with B p×S being the matrix of unknown coefficients, z i being the latent variables and I S and I p being the identity matrices of size S and p. This model induces a Gaussian distribution on the individuals (which are independent and identically distributed) with a specific structure of variance-covariance:
There is an explicit solution for the maximum likelihood estimators:
with V and Λ defined as in equation (7), that is, as the matrix of the first S left singular vectors of X and as the diagonal matrix of the eigenvalues, R S×S a rotation matrix (usually equal to I S ) and σ 2 estimated as the mean of the last eigenvalues.
In contrast to the fixed effect model (1), the pPCA model can be seen as a random effect model since the structure is random because of the Gaussian distribution on the latent variables. Consequently, this model seems more appropriate when PCA is performed on sample data such as survey data. In such cases, the individuals are not themselves of interest but only considered for the information they provide on the links between variables. Consequently, in such studies, at first, it does not make sense to consider "estimates" of the "individual parameters" since no parameter is associated with the individuals, only random variables (z i ). However, estimators of the "individual parameters" are usually calculated as the expectation of the latent variables given the observed variables E(z i |x i ). The calculation is detailed in Tipping and Bishop (1999) and results in:
We can note that such estimators are often called BLUP estimators (Robinson, 1991) in the framework of mixed effect models where it is also customary to give estimates of the random effects. Thus, using the maximum likelihood estimator of B (equation 9) and equation (10), it is possible to build a fitted matrix as:
Therefore, considering the pPCA model leads to a fitted matrix of the same form asX rPCA defined in equation (7) with the same shrunk singular values Λ − σ 2 I S Λ −1/2 . However, the main difference between the two approaches is that the pPCA model considers individuals as random, whereas they are fixed in model (1) used to define rPCA. Nevertheless, from a conceptual point of view, the random effect model can be considered as a Bayesian treatment of the fixed effect model with a prior distribution on the left singular vectors. Thus, we can consider the pPCA model as the fixed effect model on which we assume a distribution on z i , considered as the "individual parameters". It is a way to define constraints on the individuals. Remark: Even if a maximum likelihood solution is available (equation 9) in pPCA, it is possible to use an EM algorithm (Rubin and Thayer, 1982) to estimate the parameters. The two steps correspond to the following two multiple ridge regressions:
Step E:Ẑ = XB(B B +σ 2 I S )
Step
Thus, the link between pPCA and the regularised version of PCA is also apparent in these equations. That is, introducing two ridge terms in the two linear multiple regressions which lead to the usual PCA solution (the EM algorithm associated with model (1) in PCA is also known as the alternative least squares algorithm):
Step E:
Step M:
An empirical Bayesian approach
Another Bayesian interpretation of the regularized PCA can be given considering directly an empirical Bayesian treatment of the fixed effect model with a prior distribution on each cell of the data matrix per dimension:
2 ). The posterior distribution is obtained by combining the likelihood and the priors:
The expectation of the posterior distribution is:
This expectation depends on unknown quantities. They are estimated by maximising the likelihood of x (s) ij i=1,...,n;j=1,...,p as a function of τ 2 s to obtain: and also corresponds to the regularisation term (6) defined in Section 2.1.1.
Thus, regularised PCA can be seen as a Bayesian treatment of the fixed effect model with a prior on each dimension. The variance of the prior is specific to each dimension s and is estimated as the signal variance of the dimension in question (λ s − 1 min(n−1;p)σ 2 ).
Remark: Hoff (2007) also proposed a Bayesian treatment of SVD-related models with a primary goal of estimating the number of underlying dimensions. Roughly, his proposition consists in putting prior distributions on U, Λ, and V. More precisely, he uses von Mises uniform (Hoff, 2009 ) prior for orthonormal matrices (on the Steifeld manifold Chikuse (2003)) for U and V and normal priors for the singular values, forming a prior distribution for the structureX. Then he builds a Gibbs sampler to get draws from the posterior distributions. The posterior expectation ofX can be used as a punctual estimate. It can also be seen as a regularised version of the maximum likelihood estimate. However, contrary to the previously described approach, there is no closed form expression for the regularisation.
Bias-variance trade-off
The rationale behind rPCA can be illustrated on graphical representations. Usually, different types of graphical representations are associated with PCA (Greenacre, 2010) depending on whether the left and right singular vectors are represented as normed to 1 or to their associated singular value. In our practice (Husson et al, 2010), we represent the individual coordinates by UΛ 1 2 and the variable coordinates by VΛ 1 2 . Therefore, the global shape of the individual cloud represents the variance. Similarly, in the variable representation, the cosine of the angle between two variables can be interpreted as the covariance. Since rPCA ultimately modifies the singular values, it will affect both the representation of the individuals and of the variables. We focus here on the individuals representation.
Data are generated according to model (1) with an underlying signalX 5×15 composed of 5 individuals and 15 variables in two dimensions. Then, 300 matrices are generated with the same underlying structure: X sim =X 5×15 + ε sim with sim = 1, ..., 300. On each data matrix, PCA and rPCA are performed. In figure 1, the configurations of the 5 individuals obtained after each PCA appear on the left, whereas the configurations obtained after each rPCA appear on the right. The average configurations over the 300 simulations are represented by triangles and the true individual configuration obtained fromX is represented by large dots. Representing several sets of coordinates from different PCAs can suffer from translation, reflection, dilatation or rotation ambiguities. Thus, all configurations are superimposed using Procustes rotations (Gower and Dijksterhuis, 2004) by taking as the reference the true individuals configuration.
Compared to PCA, rPCA provides a more biased representation because the coordinates of the average points (triangles) are systematically inferior to the coordinates of the true points (large dots). This is expected because the regularisation term shrinks the individual coordinates towards the origin. In addition, as it is clear for individual number 4 (dark blue), the representation is less variable. Figure 1 thus gives a rough idea of the bias-variance trade-off. Note that even the PCA representation is biased, but this is also expected since E(X) =X only asymptotically as detailed in section 2.1.1.
Simulation study
To assess rPCA, a simulation study was conducted and rPCA is compared to classical PCA as well as to the SURE method proposed by Candès et al (2012) . As explained in the introduction, the SURE method relies on a soft thresholding strategy:
The threshold parameter λ is automatically selected by minimising Stein's unbiased risk estimate (SURE). As a tuning parameter, the SURE method does not require the number of underlying dimensions of the signal, but it does require estimation of the noise variance σ 2 to determine λ.
Recovery of the signal
Data are simulated according to model (1). The structure is simulated by varying several parameters:
-the number of individuals n and the number of variables p based on 3 different combinations: (n = 100 and p = 20; n = 50 and p = 50; n = 20 and p = 100) -the number of underlying dimensions S (2; 4) -the ratio of the first eigenvalue to the second eigenvalue (d 1 /d 2 ) ofX (4; 1). When the number of underlying dimensions is higher than 2, the subsequent eigenvalues are roughly of the same order of magnitude.
More precisely,X is simulated as follows: Then, to generate the matrix X, a Gaussian isotropic noise is added to the structure. Different levels of variance σ 2 are considered to obtain three signal-to-noise ratios (Mazumder et al, 2010) equal to 4, 1 and 0.8. A high signalto-noise ratio (SNR) implies that the variables of X are very correlated, whereas a low SNR implies that the data are very noisy. For each combination of the parameters, 500 data sets are generated.
To assess the recovery of the signal, the MSE is calculated between the fitted matrix X obtained from each method and the true underlying signalX. The fitted matrices from PCA and rPCA are obtained considering the true number of underlying dimensions as known. The SURE method is performed with the true noise variance as in Candès et al (2012) . Results of the simulation study are gathered in Table 1 .
First, rPCA outperforms both PCA and the SURE method in almost all situations. As expected, the MSE obtained by PCA and rPCA are roughly of the same order of magnitude when the SNR is high (SNR = 4), as illustrated in rows number 1 or 13, whereas rPCA outperforms PCA when data are noisy (SNR = 0.8) as in rows number 11 or 23. The differences between rPCA and PCA are also more critical when the ratio (d 1 /d 2 ) is high than when the eigenvalues are equal. When (d 1 /d 2 ) is large, the signal is concentrated on the first dimension whereas it is scattered in more dimensions when the ratio is smaller. Consequently, the same amount of noise has a greater impact on the second dimension in the first case. This may increase the advantage of rPCA which tends to reduce the impact of noise.
The main characteristic of the SURE method observed in all simulations is that it gives particularly good results when the data are very noisy. Consequently, the results are satisfactory when SNR = 0.8, particularly when the number of underlying dimensions is high (rows number 11, 23 and 35 for instance). This behaviour can be explained by the fact that the same amount of signal is more impacted by the noise if the signal is scattered on many dimensions than if it is concentrated on few dimensions. This remark highlights the fact that the SNR is not necessarily a good measure of the level of noise in a data set. In addition, the results of the SURE method are quite poor when the SNR is high. This can be explained by the fact that the SURE method takes into account too many dimensions (since all the singular values which are higher than the threshold λ are kept) in the estimation ofX SURE . For example, with n = 100, p = 20, S = 2, SN R = 4 and (d 1 /d 2 ) = 4 (first row), the SURE method considers between 9 and 13 dimensions to estimateX SURE .
Finally, the behaviour regarding the ratio (n/p) is worth noting of. The MSEs are in the same order of magnitude for (n/p) = 0.2 and (n/p) = 5 and are much smaller for (n/p) = 1 for all the methods. The issue of dimensionality does not occur only when the number of variables is much larger than the number individuals. Rather, difficulties arise when one mode (n or p) is larger than the other one, which can be explained by the bilinear form of the model.
Simulations from Candès et al (2012)
Regularised PCA is also assessed using the simulations from Candès et al (2012) . Simulated matrices of size 200 × 500 were drawn with 4 SNR (0.5, 1, 2 and 4) and 2 numbers of underlying dimensions (10, 100).
Results for the SURE method (Table 2 ) are in agreement with the results obtained by Candès et al (2012) . As in the first simulation study (section 3.1), rPCA outperforms both PCA and the SURE method in almost all cases. However, the SURE method provides better results than rPCA when the number of underlying dimensions S is high (S = 100) and the SNR is small (SNR = 1, 0.5). This is in agreement with the previous comments highlighting the ability of the SURE method to handle noisy situations. Nevertheless, we note that when the SNR is equal to 0.5, rPCA is performed with the "true" number of underlying dimensions (100). However, if we estimate the number of underlying dimensions on these data with one of the available methods in the literature (Jolliffe, 2002) , all the methods select 0 dimensions. Indeed, the data are so noisy that the signal is nearly lost. Results obtained with rPCA, using 0 dimensions results in estimating all the values ofX rPCA by 0 which corresponds to an MSE equal to 1. In this case, considering 0 dimensions in rPCA leads to a lower MSE than taking into account 100 dimensions (MSE = 1.48), but it is still higher than the MSE of the SURE method (0.85).
The R (R Core Team, 2012) code to perform all the simulations is available on request.
Recovery of the graphical outputs
Because rPCA better recovers the signal, it produces graphical outputs (individual and variable representations) closer to the outputs obtained fromX. We illustrate this point on a simple data set with 100 individuals, 20 variables, 2 underlying dimensions, (d 1 /d 2 ) = 4 and a SNR equal to 0.8 (row 5 of Table 1 ). Figure 2 provides the true individuals representation obtained fromX (top left) as well as the representations obtained by PCA (top right), rPCA (bottom left) and the SURE method (bottom right). The cloud associated with PCA has a higher variability than the cloud associated with rPCA which is tightened around the origin. The effect of regularisation is stronger on the second axis than on the first one, which is expected because of the regularisation term. For instance, the individuals 82 and 59, which have small coordinates on the second axis in PCA are brought closer to the origin in the representation obtained by rPCA which is more in agreement with the true configuration. The cloud associated with the SURE method is tightened around the origin on the first axis and even more so on the second one, which is also expected because of the regularisation term. However the global variance of the SURE representation, which is reflected by the variability, is clearly lower than the variance of the true signal. Therefore, the global shape of the cloud of rPCA is the closest to the true one and thus rPCA successfully recovers the distances between individuals. Figure 3 provides the corresponding representations for the variables. The link between the variables which have high coordinates on the first and the second axis of the PCA of X is reinforced in rPCA. This is consistent with the representation ofX. For instance, variables 9 and 7 which are correlated to 1 inX are not very linked in the PCA representation (correlation equal to 0.68) whereas their correlation equals 0.81 in the rPCA representation and 0.82 in the SURE representation. On the contrary, variables 20 and 7, orthogonal inX, have rather high coordinates, in absolute value, on the second axis in the PCA representation (correlation equal to -0.60). Their link is slightly weakened in the rPCA representation (correlation equal to -0.53) and in the SURE representation (correlation equal to -0.51). In addition, all the variables are generated with a variance equal to 1. The variances are over-estimated in the PCA representation and under-estimated in the SURE represen- Table 2 : Mean Squared Error (and its standard deviation) betweenX andX for PCA, regularised PCA (rPCA) and SURE method over 100 simulations. Results are given for n = 200 individuals, p = 500 variables, different numbers of underlying dimensions (S) and signal-to-noise ratios (SNR). tation, particularly for the variables which are highly linked to the second axis. The best compromise for the variances is provided by rPCA. Therefore, rPCA successfully recovers the variances and the covariances of the variables. This example shows that rPCA is a good method to recover the distances between individuals as well as the links between variables. This property of preserving distances is crucial in clustering for instance, as we will show in the applications (section 4).
Applications

Transcriptome profiling
Regularised PCA is applied to a real data set (Désert et al, 2008) which consists of a collection of 12664 gene expressions in 27 chickens submitted to 4 nutritional statuses: continuously fed (N), fasting for 16 hours (F16), fasting for 16 hours then refed for 5 hours (F16R5), fasting for 16 hours then refed for 16 hours (F16R16).
Since there are 4 nutritional statuses, 3 dimensions are considered. We expect the first three principal components to represent the between-class variability, whereas the following components represent the within-class variability which is less of interest. Figure 4 shows the individual representations obtained by PCA (top left), rPCA (top right) and the SURE method (bottom left). To better highlight the effect of regularisation, dimensions 1 and 3 are presented. The first dimension of PCA, rPCA and the SURE method order the nutritional statuses from the continuously fed chickens (on the left) to the fasting chickens (on the right). Chickens N.4 and F16R5.1, which have high coordinates in absolute value on the third axis of PCA, are brought closer to the other chickens submitted to the same status in the rPCA representation and in the SURE representation. In addition, chickens N.1 and F16.4, which have high coordinates on the first axis are brought closer to the origin in the SURE representation. Despite these differences, the impact of the regularisation on the graphical outputs appears to be small.
The representation obtained after a sparse PCA (sPCA) method (Witten et al, 2009 ) implemented in the R package PMA (Witten et al, 2011) is also provided (bottom right). Indeed, it is very common to use sparse methods on this kind of data (Zou et al, 2006) . The basic assumptions for the development of sPCA is that PCA provides principal components that are linear combinations of the original variables which may lead to difficulties during the interpretation especially when the number of variables is very large. Loadings obtained via sPCA are indeed sparse, meaning they contain many 0 elements and therefore select only a few variables. The representation stemming It is customary to complement principal components methods with double clustering in order to simultaneously cluster the chickens and the genes and to represent the results using heatmaps (Eisen et al, 1998) . The heatmap clustering is applied to the matricesX obtained by the different methods ( Figure 5 ). Because rPCA modifies the distances between chickens as well as the covariances between genes, the rPCA heatmap will differ from the PCA heatmap. The rPCA heatmap (Figure 5b ) is much more appropriate than the PCA heatmap ( Figure  5a ). Indeed, the chickens undergoing 16 hours of fasting are separated into two sub-clusters in the PCA heatmap separated by the chickens F16R5.1, F16R16.3 and F16R16.4, whereas they are well-clustered in the rPCA heatmap. Similarly chickens F16R5 are agglomerated in the PCA heatmap except for chickens F16R5.1 and F16R5.3, whereas they are well-clustered in the rPCA heatmap. Finally, the F16R16 chickens are more scattered in both representations.
However in rPCA, this can be interpreted as some of the chickens, having fully recovered from the fasting period, are mixed with continuously fed chickens, and some having not fully recovered are mixed with F16R5 chickens: the large majority of F16R16 chickens are agglomerated and mixed with N.6 and N.7, and chicken F16R16.1 is mixed with F16R5 chickens. It is not the case for PCA, where the F16R16 chickens are mixed with chickens submitted to all the other nutritional statuses. The conclusions concerning the SURE heatmap (Figure 5c ) are similar to the conclusions drawn from rPCA. The 4 clusters corresponding to the 4 nutritional statuses are welldefined. However, chicken F16R5.3 is clustered with the N chickens. In addition, the global contrasts are weaker in the SURE heatmap than in the rPCA heatmap. The heatmap stemming from sPCA ( Figure 5d ) seems to be easier to interpret since there are more contrasts. This is due to the drastic selection of the genes (43 genes were selected among the 12664 genes of the data set). However none of the chicken clusters is clearly defined.
We will not dwell on the interpretation of the gene expressions in the heatmap; however, if the chicken clustering is coherent, the gene clustering is expected to be more coherent as well.
In this example, the impact of regularisation on the graphical representations is not obvious, but the effect of regularisation is crucial to the results of the clustering. This can be explained by the ability of rPCA to denoise data. Such a denoising property can also be useful when dealing with images as illustrated in the next section.
Image denoising
We consider the PINCAT numerical Phantom data from Sharif and Bresler (2007) analysed in Candès et al (2012) In addition, Figure 6 presents a comparison on one simulation of PCA, rPCA and the SURE method. Similarly to Candès et al (2012) , we present 3 frames from the PINCAT data (early, middle and late times) for the true image data, the noisy image data, and the image data resulting from denoising by PCA, rPCA and SURE. All three methods are clearly efficient to reduce the noise; however, the SURE method and rPCA provide images with more contrast than the images provided by PCA. Since rPCA has lower MSE it provides images with a higher degree of noise reduction.
In addition, we can consider the worst-case absolute error through time (Figure 7) , which is the highest residual error for each pixel at any time. The SURE method has a particularly high residual error in the area near the myocardium which is an area of high motion. The residual error is globally lower for rPCA than for SURE, and it is overall lower in the myocardium area.
Therefore, rPCA is a very promising method to denoise image data.
Conclusion
When data can be seen as a true signal corrupted by error, PCA does not provide the best recovery of the underlying signal. Shrinking the singular values improves the estimation of the underlying structure especially when data are noisy. Soft thresholding is one of the most popular strategies and consists in linearly shrinking the singular values. The regularised PCA suggested in this paper applies a nonlinear transformation of the singular values associated with a hard thresholding rule. The regularised term is analytically derived from the MSE using asymptotic results from nonlinear regression models or using Bayesian considerations. In the simulations, rPCA outperforms the SURE method in most situations. We showed in particular that rPCA can be used beneficially prior to clustering (of individuals and/or variables) or in image denoising. In addition, rPCA allows improvement on the graphical representations in an exploratory framework. In this framework, it is worth quoting the work of Takane and Hwang (2006) and Hwang et al (2009) who suggested a regularised version of multiple correspondence analysis, which also improves the graphical representations.
Regularised PCA requires a tuning parameter which is the number of underlying dimensions. Many methods (Jolliffe, 2002) are available in the literature to select this parameter. However, it is still a difficult problem and an active research area. A classical statement is the following: if the selected number of dimensions is smaller than the rank S of the signal, some of the relevant information is lost and, in our situation, this results in overestimating the noise variance. On the contrary, selecting more than S dimensions appears preferable because all the signal is taken into account even if the noise variance is underestimated. However, in case of very noisy data, the signal is overwhelmed by the noise and is nearly lost. In such a case, it is better to select a number of dimensions smaller than S. This strat- Fig. 6 : Representation of frames from the PINCAT data at 3 times (early, middle and late) of the true images, the noisy images and the image estimations resulting from PCA, rPCA and SURE. egy is a way to regularise more which is acceptable when data are very noisy. In practice, we use a cross-validation strategy (Josse and Husson, 2011) which behaves desirably in our simulations (that is, to find the true number of dimensions when the signal-to-noise ratio is large, and to find a smaller number when the signal-to-noise ratio is small).
