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PURPOSE 
 
This paper examines a placement test given at a private university in Japan and includes 
statistical descriptions of the results, item analysis, and a brief discussion of the test’s validity. 
The examination was conducted as part of a test development project undertaken by the 
assessments committee of the school and concludes with recommendations on how to improve 
the test. Finally, one important goal of this paper is to encourage future faculty members to 
continue the test development process; this paper itself replicates come of the analysis made by 
Malloy (2004), but uses simpler methods which can be performed by most any teacher. 
 
TEST HISTORY 
 
Asia University’s Freshman English Placement Test, or FEPT, was written by two teachers at the 
school, Douglas E. Forster and Michael Kearney, in 1997 in response to the need for a new 
placement test. It was edited in 1999 by Paul Ridge who pared the test down from a 100-item 
exam to be given in one hour to a 75-item exam requiring 45 minutes. A study of the 2003 
administration of the test was conducted by Hugh P. L. Malloy who concluded that the test was 
not reliable enough to be used as the only placement measure and should be followed up with an 
oral placement interview (Malloy 2004, 76-8.) For 2004, it was reprinted with new pictures taken 
by Chris Koelbleitner, Phil Barkman and David Jeffrey, but was otherwise unchanged. New 
listening tapes were made in 2005 and again in 2006. 
 
TEST SPECIFICATIONS 
 
Forster and Kearney (1997) describe the construction of the test, but its specifications are worth 
reviewing here. As the name implies, the FEPT is used to place incoming students into the 
school’s Freshman English program. It is given to all first year students at the beginning of the 
academic year before classes begin. Based on the results of the test, the students of each faculty 
are divided into classes of about 20 to 25 students each. These classes are grouped into five 
levels that differ in the textbook used: advanced, intermediate, pre-intermediate, false-beginner, 
and beginner. 
 
The textbooks all follow the communicative approach to language teaching and although they 
have a variety of exercise types including reading, writing and grammar awareness, there is a 
clear emphasis on listening and speaking. Furthermore, all the classes are taught by native 
English speaking teachers four or five days a week. Since the curriculum stresses oral 
communication, the exam should divide students up based on their ability to use English for this 
purpose. 
 
Description of the Test 
 
The test is apparently based on a concept of language proficiency since there is no obvious 
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connection between question types and content found in the textbooks currently used. Rather, it 
is tempting to make comparisons between the FEPT and tests of communicative proficiency such 
as the TOEIC since some of the question types seem to have come from that exam, for example a 
picture identification section, short “monologs” and an error recognition section. 
 
Not surprisingly, there are more questions aimed at assessing listening ability (54 questions) than 
reading and grammar (21 questions.) The listening section begins with several pages of pictures 
labeled A), B) C), D), and E) which the students must match to a set of words they hear. This 
section is followed by more pictures, which students must match to one of several sentences they 
hear much like on the TOEIC, and then there are sets of even more pictures that students must 
match to short dialogs. 
 
The remainder of the test is very much like the TOEIC in that there are dialogs and monologs 
followed by written questions, a grammar fill-in-the-blank section, an error recognition section 
and a reading section. On the other hand, unlike the TOEIC which is covers mostly business 
English, the questions on the FEPT range from understanding weather reports to following the 
instructions on a box of cold medicine and includes classroom English and other registers 
commonly found in a general English course for university students.  
 
ANALYSIS 
 
For this study, the test was analyzed using Microsoft’s Excel program. After the mark sheets are 
scanned, the results are conveniently transferred to an Excel file, which can then be used to 
perform simple statistical analyses and create visual representations of the results. The analysis 
can then be used to make decisions about further test development, in particular, which questions 
to keep and which to replace. 
 
Descriptive Analysis 
 
Excel will provide many different kinds of statistics in the form of numbers, the most important 
for this test being average score and standard deviation. The average score on the 2005 
administration of the test was about 42 points with a standard deviation of 8.4. The average score 
on the 2006 test was about 41 points with a standard deviation of 8.3. Both administrations show 
a very slight (-.02) negative skew. The numbers suggest that in general the test is about the right 
difficulty for these students but that there is not a great deal of variation among them. 
 
To show this information more clearly, a visual representation of the distributions of scores for 
the two administrations of the test was made using Excel. 
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The graph shows that almost all of the scores are between 20 and 60 points, but the distributions 
seem normal enough; therefore further analysis such as for reliability can be made without too 
much concern. The table below gives the usual statistics for measuring a test’s dependability 
such as the Kuder-Richardson estimates of reliability (KR 20 and 21) and the Standard Error of 
Measurement. 
 
Reliability 2006 (2005) [2003] 
 KR-20 KR-21 SEM 
Total Test 0.80 (0.80) [0.83] 0.74 (0.74) [0.78] 3.70 (3.74) [3.74] 
Listening 0.71 (0.77) 0.63 (0.68) 3.17 (2.96) 
Reading/Grammar 0.66 (0.59) 0.61 (0.53) 2.04 (2.05) 
n=1702 (1504) [1475] 
 
These figures differ slightly from those found by Malloy (2004, 74) and show a test that is even 
less reliable. The differences may be due to changes made to the test in 2003. Differences in the 
reliability of the listening section between the 2005 and 2006 administrations of the exam may 
be the result of differences in the listening tape. In 2006 five extra minutes were given for the 
reading/grammar section which also may have affected reliability. 
 
In addition to these statistical calculations, a more direct comparison was made using 
pretest/posttest scores. The graph of the results looks like this:  
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n=791 
 
Because the second administration of the test is done more casually than the first, scores from 
only 791 students, roughly half of those who sat the test in April, could be used. The results show 
what at first seems to be an alarmingly dismal .65 correlation1 making the above reliability 
statistics seem optimistic indeed. However, since the posttest was given to students in January 
after they had a year of tuition, the results may simply reflect the different rates at which students 
learned. 
 
On the other hand, although the graph gives the impression that students improved relative to the 
FEPT, it would be irresponsible to use this exam as an achievement test since the FEPT is based 
on language proficiency and not on the curriculum. Moreover, given the nearly 4 point standard 
error of measurement calculated for this test, it is difficult to say that students really did improve. 
Rather, given that the test is not based on the curriculum but like the TOEIC on a general idea of 
language proficiency, the second administration of the exam should be used to see how 
consistently the test would have divided students into classes. Again, the difficulty with this is 
the time between administrations of the test. 
 
All the same, students were ranked by their 2005 FEPT scores and by their January 2006 post-
test scores. The rankings were then correlated. The table below shows the results for the three 
faculties present for the test along with a comparison of classes formed by both sets of results. 
 
April 2005/January 2006 Law Economics Business 
Correlation of Pre-post Ranking r= 0.05 r= 0.01 r = 0.01 
Pre-post Class Overlap  17%  21%  20%  
 
                                                        
1 The analysis of 2006 test-posttest scores for the International Relations students returned similar results: a .67 
correlation coefficient. These students were tested after one semester of Freshman English before being tested again.    
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Despite the difficulty in using these results for measuring either reliability or achievement, this 
exercise shows that the rankings produced by the test are not very consistent on an individual 
basis. 
 
Even on a class-by-class basis, the test does not perform very consistently and there is very little 
overlap between classes formed by the test and the posttest. As the chart shows, students were 
sorted into groups of 25 using the results of both tests, and then the groups were compared. For 
the Law course, the groups were only 17% similar. A glance at the two lists showed that 
anywhere from only 1 to 14 students would have been assigned to the same class by both tests. 
In other words, only between 1 and 14 students appeared on both lists for any given class, and as 
may be expected, the classes in the middle had the fewest students on both lists as compared to 
the classes at either extreme. 
 
Another way of looking at this is that teachers may start out with classes that are theoretically the 
same level according to the FEPT, but by the end of the year, the groups are, according to the 
same test, quite mixed. The graph below shows this most clearly. It shows posttest scores for 
students who scored 41, 42 and 43 points on the FEPT. There is a much broader distribution of 
scores on the posttest with a number of students, 14 from the group that scored 41, scoring lower 
on the posttest. 
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In fact, nearly a quarter of students, 194, scored lower on the posttest which may help to account 
for their absence in the classes formed above. Furthermore, although these students scored within 
three points of each other on the FEPT, from 41 to 43 points, their scores on the posttest have a 
37 point spread, from 19 to 55 points and over half of them, 409, would have been placed in a 
 27
different textbook.2 
 
This exercise, however, is only suggestive and cannot be taken as proof that classes formed by 
the FEPT are merely random. In order to make the pretest/posttest results truly meaningful, the 
second administration of the FEPT should be given again within the first few weeks of the school 
year and not at the end. Instead, the second testing at the end of the school year should be used to 
try out new test questions to help in test development.3 
 
Item Analysis 
 
It is important to determine how well test items are performing their task, which as the above 
exercises demonstrate is to discriminate between students of different ability and place them into 
the proper class. Some simple measurements that can be made quickly and easily with Excel are 
the difficulty of each question and an item discrimination index. The graph below shows 
question difficulty for 2005 and 2006. 
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The number of students who answered a question correctly determines difficulty; a higher 
number means an easier question. The average difficulty for 2005 was 56% and for 2006 it was 
55%, indicating that the difficulty of the test matches the students fairly well. The level of 
difficulty is also quite consistent between the two years with a few notable exceptions. 
 
The difficulty data is then used to find the item discrimination index for each question, which is 
shown in the next graph. 
 
                                                        
2 Interestingly, the average FEPT score of students who improved 4 points or more was only 38.5. The average score 
for the 25 students who improved most was 31 points, and the two who improved most scored 10 and 14 on the 
FEPT but 23 and 39 respectively on the posttest. On the other hand, those who scored 41 or more on the FEPT only 
improved 1 point on average, the top 25 students scores decreased by 1 point on average and the best student’s score 
remained the same. 
3 And individual achievement tests should be made based on the textbooks used. 
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Question difficulty and item discrimination indicate how well a test is working. Alderson, 
Clapham and Wall point out (1995, 83) that “items of medium difficulty provide more scope for 
discrimination.” Therefore, the test needs to match the level of students to begin with. 
Fortunately, most students chose a university that is appropriate for their level based on the 
university’s reputation. The entrance exam will further help to level students, and it is unlikely 
that there will be major swings in student level from year to year. Although average difficulty for 
the test is about 55%, a look back at the graph shows that the range of difficulty is quite broad 
and here is one area where the test can be improved. Questions that are either too easy or too 
difficult should be culled and replaced by appropriate ones. 
 
The test also discriminates rather consistently from year to year, but the average, +.24 for 2005 
and +.25 for 2006, could definitely be improved upon. The desired discrimination index, 
according to Alderson, Clapham and Wall (1995, 82) is +.4 or higher. Like questions that are too 
difficult or too easy, questions that do not discriminate well should be replaced. 
 
This line of analysis can be taken one step further, and item difficulty used to adjust scores as 
well. The graph below shows how students would have performed had their responses been 
weighted according to the relative difficulty of the question and points subtracted for an incorrect 
answer. 
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Of course, for this kind of analysis to be truly valid, each item’s difficulty must be more 
accurately measured and carefully monitored. For example, question 28 mentioned above tested 
more difficult one year than the other. One advantage of figuring scores like this is that it better 
discriminates between students of differing ability who may have otherwise scored the same on 
the FEPT. Similarly, it can be used to show the variation of student ability in the classes, an issue 
which is closely tied to the test’s validity. 
 
VALIDITY 
 
As stated above, the purpose of the FEPT is to divide students into classes based on their English 
ability. However, a survey of teachers found that student ability varies despite the test. The 
following experiment explains why this might happen. This first graph shows how the FEPT 
divided six groups of 25 students from the Business Course based on their raw scores. The 386 
Business Course students who sat the exam were ranked according to their FEPT score. The 
range of scores for these 150 students is from 38 to 47 points—straddling the average for the 
course which is 42.5. 
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Class averages differ by only one or two points, roughly 39, 41, 42, 43, 44, and 46 respectively. 
The graph shows that there is some overlap between adjacent classes, which is to be expected 
with such a narrow range of scores. Take the standard error of measurement into consideration 
here, which according to the calculation above is about three points, and one or two points 
between classes becomes meaningless. In fact, it cannot be said that there is any difference 
between the students of these six classes based on the FEPT. 
 
Moreover, if question difficulty is taken into consideration, the mixed ability of classes becomes 
even more apparent. The graph below shows the same classes but this time showing their 
weighted scores. Based on this analysis, the groups are very mixed.  
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Although two students may have both scored the same on the FEPT, some may have answered 
more difficult questions correctly and thus scored better according to this analysis. The good test 
takers, those who know to answer the easy questions and ignore the difficult ones, usually do 
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better on exams unless scores are weighted and points subtracted for incorrect answers. For the 
same reason, it is important to limit the number of easy questions which will skew the results. 
 
The next graph shows how well FEPT scores correlate with scores weighted by difficulty. 
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Both FEPT scores and difficulty scores for the 100 Law Course students who scored lowest on 
the test, one being the lowest, were plotted against each other. Where the FEPT score is a smooth 
line that rises as expected, the scores based on difficulty are a very jagged line. Nonetheless, the 
difficulty scores do show a similar trend as the FEPT score and overall correlation between the 
two scores is actually very good, r=0.90. However, problems arise when the graph is broken into 
smaller pieces and classes are formed as shown in the graph “classes grouped by weighted 
scores.” Looking at the comparison of 100 scores graph, the student who ranked 100th scored 
lower than the student ranked 41st when considering the scores based on difficulty. 
 
Another problem is that not all of the questions correlate equally well with the final score. The 
following graph compares item difficulty, item discrimination and the point biserial correlation 
of each student’s item score to the student’s total score. 
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The point biserial curve nearly matches the item discrimination curve, and in fact, when this test 
was made with the 2005 score, the two curves matched up very well. However, in 2006, there is 
a noticeable discrepancy between the curves for the first 10 or so items.4 One problem with these 
items is that there are two to three questions for each set of five pictures, so they may be 
correlating better than they discriminate because students who get one wrong are likely to get the 
others wrong as well. The graph also shows that the most difficult questions do not correlate well 
with final scores. Item difficulty is clearly something that must be controlled, something done 
best by an in-house test, if the test is to be a valid instrument for placing students. 
 
The solution to these problems, of course, is to introduce an oral placement interview following 
the exam and to use the FEPT as a starting point. Despite the apparent problems with the FEPT, 
this system works well. In the survey of teachers regarding the placement process, most teachers 
(13 out of 17 who responded) were satisfied with the placement process and only one was 
dissatisfied with how students were placed. More importantly, 14 of the teachers who responded 
felt that most of the students placed into their classes by the FEPT were at the same level and one 
teacher felt that ALL students were at the same level. Correlations between ACTFL ratings and 
FEPT total scores (r=.76) backs up these survey results. The following graphs show the 
correlation between component FEPT scores and the ACTFL ratings made during the oral 
placement interviews. 
 
                                                        
4  Yet the average point biserial correlation for the 2006 test, r=0.26 is nearly the same as the average item 
discrimination of 0.25. 
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The scatter plot gives a visual representation of the correlation between ACTFL ratings and 
students FEPT listening scores (r=.76.) While this correlation is not outstanding, it is a good 
starting point and could easily be improved with a bit of test development. 
 
In contrast, the ACTFL ratings compare poorly to reading scores from the test (r=.50.) The 
following graph shows this quite clearly. 
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The relatively poor correlation between ACTFL ratings and reading scores can be expected and 
in fact even less correlation between these measures may be desirable. A high correlation 
suggests that the test does not really discriminate well between students who are better at 
speaking and listening and those who are better at reading and grammar. Indeed, curriculum 
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changes may require that the test do even more to differentiate these students suggesting another 
direction for test development. 
 
For the sake of complete comparison, the chart below shows how well each section of the test 
correlates with the other. 
 
 Listening Reading Total ACTFL 
Listening 1 0.511831 0.937539 0.764712
Reading  1 0.778721 0.504863
Total   1 0.762892
ACTFL   1
NB: The correlations reported above are uncorrected for attenuation because no accurate 
measure of reliability is available for the ACTFL scores. 
 
One major concern with the FEPT is that it is not appropriate for the school’s curriculum because 
it is based on a concept language proficiency apparently borrowed from other sources. This 
problem would become even greater with commercially available “off-the-shelf” tests such as 
the TOEIC, unless, of course, the school adopts that test as its curriculum. For example, if a more 
balanced curriculum of reading and oral communication were to be implemented, the test would 
have to change to reflect this by adding more reading questions. Here is where an in-house test 
such as the FEPT has an advantage over other tests: it can be easily modified to suit the school’s 
needs incorporating appropriate content and at little cost by teachers with even modest expertise 
in testing. 
 
So, to answer the question, is the FEPT a valid test? For the purpose of dividing students up into 
classes based on English ability, the test by itself is adequate as long as fine distinctions are not 
expected; the test can probably divide students into four or five broad levels with a bit of overlap 
between groups. On the other hand, it is indispensable when taking the oral placement interview 
into consideration. The task of dividing up 1,700 students into classes of 20 to 25 would be 
impossible with out some kind of screening device such as the FEPT. On the other hand, tests 
such as the TOEIC are designed for the general population and are not appropriate for the level 
of students at Asia University (see the discussion of item difficulty above.) 
 
Moreover, despite the problems with the test, there are many advantages to creating and 
maintaining an in-house placement test. Clearly, however, the test is in need of some 
development, and to the credit of the original test writers, Forster and Kearney (1997, p. 157), 
they recognized the need to review and update the FEPT. 
 
The FEPT, like the ELERI curriculum, must remain dynamic in nature. That is, it must 
be reviewed every year for its effectiveness in placing students in the appropriate levels 
(advanced, intermediate and beginning) in FE. 
 
What follows are recommendations for improving the FEPT. 
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RECOMMENDATIONS 
 
The pictures take up quite a bit of space and require a lot of page turning on the part of the test 
takers causing them to potentially lose their place. Another weakness is the reading burden of the 
other listening questions, which confounds the results. Malloy (2004) in fact concluded that it is 
unlikely that the exam actually does test different aspect of language ability, reading and 
listening in particular. In order to do well on all of the listening questions, students must also be 
good readers thus failing one of the apparent criteria of the test, to test communicative listening 
and speaking ability. 
 
The pictures create other problems as well besides taking up a lot of space for very little in return, 
really, in terms of discriminating between test takers. First, some of the pictures turn out to be 
quite confusing, actually, since they represent different things to different people. What may 
seem like a clear example to the test writers of, for example, a government office building may 
look like an apartment building to others. The student may know the words “apartment building” 
and “office building”, but not see any difference in the pictures and thereby miss the correct 
answer. Furthermore, the questions were reduced to fit five on a page and maybe too small. 
Finally, three vocabulary words are tested with one set of five pictures rather than one word for 
each set. The effect of writing questions this way is discussed in Alderson, Clapham, and Wall 
(1995, 47). In any case, devoting six pages to test vocabulary seems quite wasteful indeed. 
 
Wasted pages are also the result of the word processing software used. The pages with pictures—
14 pages of the exam—could not have Japanese script on them, which meant four extra pages for 
a few lines of instructions. 
 
In addition, the audiotape created for the exam and the lack of thorough proofreading of the 
exam booklet has caused other difficulties for both the test constructors and the test takers, but 
those issues will not be discussed here. 
 
On the other hand, the grammar and reading sections are quite good possibly because they follow 
standard patterns—fill in the blanks, error recognition, and reading comprehension. This part of 
the test is also much more compact taking up only six pages. 
 
As for commercially available tests, the best are computerized test such as the CASEC 
(Computerized Assessment System for English Communication) developed by the Japan Institute 
for Educational Measurement. It automatically adjusts questions to suit the student’s level as he 
or she takes the test. Adaptive tests are more accurate and provide a more reliable result because 
they eliminate many of the problems associated with guessing since it adjusts to the test taker can 
be. A trial run of the CASEC test was made with three average classes of students. When these 
students are divided into classes of 17 students each using the CASEC measurement, the classes 
appear much more cohesive and with less overlap than they do when using the FEPT. 
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n=51, average=436, stdev=78  
 
Other Recommendations 
 
If the school is to use an in-house test, it must be properly maintained. Part of this is performing 
statistical analysis on the results and replacing poorly performing questions. This can be done 
very easily if a question bank is created. 
 
If the in-house test is to be abandoned, one of the commercially available tests such as Oxfords 
University Press’s Quick Placement Test, the placement/evaluation package that comes with 
textbooks such as Cambridge’s Interchange textbook series or the above mentioned CASEC test 
should be adopted. 
 
Retain the oral placement interviews. The OPIs are a necessary step in placement regardless of 
the test used and give the teacher and student a chance to introduce themselves individually. 
Better testing, however, will make the interviews easier. 
 
Finally, although the TOEIC has name value, using it as a placement test should be avoided. It 
simply is not an appropriate instrument for this school since its scale is far too broad. An in-
house test, besides being so much cheaper, gives the school more control over the tests content 
which is ultimately tied to curriculum choices.  
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