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Abstract--ln this paper, a uniform estimate is obtained for the rate of convergence in the central 
limit theorem for the weighted sum of random variables related by a homogeneous Markov chain, 
without assuming that the transition probability function has a finite third absolute moment. Some 
consequences are also proved. 
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1. INTRODUCTION 
Let X1,X2,. . .  be a homogeneous Markov process, with an arbitrary set of possible states X, 
defined by the transition probability function P(x, A) of x E X and A E Fx (a-algebra of subsets 
of X) and the initial distribution 
P(Xl  e A) = ~r(A), A e Fx. 
Suppose that P(. ,  .) satisfy the following condition of uniform ergodicity: 
sup [P(x,A) - P(y,A)[ = p < 1. (1.1) 
x,yEX, AEF= 
It is well known (see [1,2]) that if condition (1.1) is satisfied, then the stationary distribution 
P(A), A e Fx, exists. 
Let (an,k}~ be a sequence of real numbers that satisfy the following condition: 
oo  
a 2 (1.2) E n, k=l '  7n=sup[an,k[ ,0, asn- - -*cc.  
k=l k 
Set 
oO 
5n = Ean,kf(Xk), A n = sup IWn(x) - <I)(x)l , 
k=l xEX 
Oo 
~r 2 = Ep ( f2 (x l ) )  -{- 2 E Ep( f (x l )  f(Xk+l)), 
k=l 
and 
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where f(.) is a real Fz-measurable function defined on X, Wn(x) = P(Sn < x), ¢(x) is the 
standard normal distribution function, and Ep means that the expectation is taken by the dis- 
tribution P(-). 
In [3], the analogy of Berry-Essen inequality for the quantity An is obtained, under the condi- 
tion of the existence of the third absolute moment 
m3 = sup [ [f(y)[3 P(x, dy). 
xEX J 
X 
In the present work, a universal estimate is obtained for A n without assuming the finiteness 
of m3. This result represents a generalization f the corresponding results of [3] and [4]. Also, it 
can be used to obtain estimates for some special cases [5]. 
We introduce the following truncated moments: 
X 7~,~ R,. X 
= f If(x)l (dx), ml l  
x~ 
where X,, = {x : If(z)l __% ~x},  2~ = x/x.,  and IS(. ,A)[ is the complete variation of the 
measure  
O0 
S(. ,A) = E (p(k)(. ,A ) -  P(A)) , A E Fx. 
k=l 
(p(k)(., .) is the transition probability function after k _> 1 steps.) 
This measure xists in accordance with condition (1.1). 
2. MAIN RESULTS 
THEOREM 1. The following inequality holds: 
) An ~_ C1 "Ynpn-~-6n q"O2ml l  ~n. (2.1) 
Here, and in what follows, Co, C1, C2,.. .  are absolute positive constants, not necessarily the 
same.  
As shown in [6-8], the expression ~n pn( = Pn/v~, in the case of an unweighted sum) character- 
ized the corresponding result in the case of independent identically distributed random variables, 
while the term 6n characterizes the dependence of the random variables 
f(xl) ,  f(x2),... (2.2) 
(6n = 0, in the case of independent identically distributed random variables). 
If r(.) = P(.), then the sequence (2.2) forms a stationary sequence of random variables and, 
in this case, Theorem 1 has the following simple form. 
THEOREM 2. The following inequality holds: 
Co 
an < ( 'y. ; .  
- (1  
This result follows immediately from Theorem 1by applying the condition lr(.) = P(.). Theorem 2
generalizes [3, Theorem 2, p. 105] and also the results of [9]. 
As it is shown in [1], it is sufficient for the validity of the central limit theorem, for the 
considered sequence of random variables (2.2), to consider the case ~r(.) = P(.), since the general 
case reduces to this particular one [1]. This fact makes it possible to prove the following theorem. 
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THEOREM 3. If m2 = supxEx f f2(y) P(x, dy) < o¢, then An ~ O, as n --* 0o. 
X 
The proof of this theorem is easily obtained by repeating word-by-word the arguments of the 
proof of Theorem 1.3.3 in [3]. 
, 
Introduce the '%runcated" function 
and let 
AUXIL IARY RESULTS 
f(.), if If(')l - ~'n 1, 
/( ') = O, if If(')l > ~1,  
OO 
~. = ~ a.,k/(xk). (3.1) 
k=l 
The series (3.1) (and that defining Sn) is convergent with probability one. (The proof is easily 
obtained by repeating the argument of the proof of [1, Theorem 2.3, p. 108]. Through this, 
[10, Relation (2.88), p. 63] is used.) 
Let M, be the Banach space of all bounded complex valued Fx-measurable functions g(x), 
x E X, with norm 
IIg(x)ll = sup Ig(x)l, 
=EX 
and let M* be the Banach space of all complex valued complete additive set functions #(A), 
A E F= with norm I1~11 = I~l(x), where I~1(') is the complete variation of #(.). 
Define the linear operator P(t) in M by: 
P(t) g(.) = / e it](~) g(y) P(., dy), 
X 
for g e M and # E M*; denote by (g,#) the functional fg(y)#(dy). Also for any arbitrary 
z 
distribution function ~r(.), put 
~r(t, A) = f e it/(y) ~r(dy), 
i ]  
A 
Since for any m > 1 and for Aj E Fz, j = 1, 2,..., m, 
P(xl E Al, x2 E A2,...,xm E Am) = f ~r(dyl) / P(yl,dy2)... f P(Ym_l,dym), 
A1 A2 A,~ 
then it can be shown that the characteristic function qln(t) of "~n is given by 
k~n(t) = P(an,k t) ¢, 7r(an, lt) , (3.2) 
where ¢ -= 1. 
Let R(Z) and R(Z, t) be, respectively, the resolvant operators corresponding to P(0) = P and 
P(t), and the projective operators 
P~(t)= ~ R(z,t)a~, 
J1 
NtL a-5-~ 
,/ P2(t) = ~ R(z,t)dz, 
J2 
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where J1 and ./2 are, respectively, the circles with centers at the points 1 and 0 and radii 
Pl = (1 -p ) /3  and P2 = (1 + 2p)/3. By Lemma 1.1 in [2], for [t I < 1/(2M2(p)ml), relation (3.2) 
can be written as 
qJn(t) = H A(an,kt) (Pl (an,kt) ¢, ~r(an,lt)) + P(an,kt) P2(an,kt) ¢, 7r(an,lt) , 
k=l k=l  
(3.3) 
where 
)~(t) = (P(t) Pl(t) ¢, p) 
(P l ( t )¢ ,p)  ' 
M(p) = (6 (1 + 2p) + 3) (i-p) , and 
m I = sup  / I](Y)I P(x, dy). 
xEX 
X 
LEMMA 3.1. For Itl < (5ua~.) -1, 
n)~(a . ,~t )  - e -t2/2 <_ C '(, --'p)3 7nPn -{-6n max(Itl, Itl3)e -t2/6, 
where 
~/3 = (36 MS(p) + 9M2(p) + 1) rh3 
~3 = sup f I](y)l 3 p(~,dy). 
xEX 
X 
and 
PROOF. The proof of this lemma is similar to the proof of Lemma 2.1 in [4]. 
LEMMA 3.2.  
PROOF. We have [8, p. 113] 
Now,  
IP(S. < x) - P (Sn < x) l -< %Pn. 
co 
IP(S. < x) - P (Sn < x)l _< P (IS(=k)l > ~ff l) .  
k=l  
P (fY(xk)[ > ~/~1) =/p(k -1)  (x,f(n) ~r(dx) <- xexSUp p(k-,) (x,f(n) <_ xexSUp P (x,f~n) 
x 1/ 
_< [an,klS ~ [f(y)12p(x, dy) 
R. 
< a~,k % P,. 
| 
(3.4) 
From (1.2), (3.4), and (3.5), we get the required result. | 
We have 
Homogeneous Markov Chains 
4. PROOF OF  THEOREM 1 
93 
An _< An + sup IP(Sn < x) - P(Sn < x) I , (4.1) xEX 
where /~n = supxex IP(Sn < x) - ¢~(x)l. 
In accordance with Lemma 3.2, we have to estimate An. We are going to show that 
(1 ) 
/~n --< C1 (1 -- p) 3 7n Pn -t- ~n -I- 6'2 7n ran .  (4.2) 
Now, from (3.3), we have 
~J~lln(~)--e-t2/2 ~-- ~=lJ(an'k~)--e-t'/2 -t- (rI)~(an'k~)) '(Pl(an'kt)~' 
+ <k=filP(a,,kt) P2(an,kt)¢,~r(an,lt)> (4.3) 
Since PI(0) ¢ = 1, then it is easy to see that 
](Pl(an,kt)¢, (an,it)> - -  1[ _< ~/, It I f [](x)[ 7r(dx) + I[Pl(an,kt) - PI(0)[[. 
X 
But, from the definition of the operator Pl(t), we have 
Ilel(t) - PI(0)I I < ~ IlR(z, t) - R(z)H dz. 
J1 
Also [4, p. 72], 
M2(p) liP(t) - PH 
IlR(z,t) - R(z)l I <_ l _-2---~(~ --(t~-_--pll, and 
l i P ( t )  - Nil < ml Itl. 
Then, for Itl < (2M2(p)ml ~n) -1, 
[(Pl(an,kt) ¢, It(an,it)) - 11 < (2M2(p) ml + ran)  %~ ]t[. (4.4) 
On the other hand, for any t, 
II <Pl(an,kt) 4, 7r(an, lt)) II < 2. (4.5) 
Now, following the same argument given in [4, p. 75], we obtain that 
< f i  P(an,kt) P2(an,kt) ¢, ~r(an,lt) <- (2ml M2(p) + mll) 7"[t'" (4.6) 
Therefore, from (4.3)-(4.6), applying Lemma (3.1), we get that 
(1 ) kOn(t) - -  e -t2/2 <_ C1 (1 -- p)a ~'~ P" + ~" max (tl, Itl 3) e - t ' /6  
( 1 ) ( 1 ) 
+ C2 '(1 - p)q p" +mn 7n Itl e -e /2  + Ca (1 -- p) 3 p" + rai l  "y. Itl. 
(4.7) 
Here, we used the inequality m2/(1 - p) > ~ (where ~ is an absolute constant [4, p. 74]. Hence, 
from the well-known Essen theorem (see, for example, [11]) we get (4.2) by applying (4.7). Finally, 
the assertion of the theorem follows from (4.1), (4.2), and Lemma (3.2). 
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