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Abstract
For any subdivision scheme, we define its de Rham transform, which generalizes the de Rham and
Chaikin corner cutting. The main property of the de Rham transform is that it preserves a sum rule.
This allows comparison of the Ho¨lder regularity of a given subdivision scheme with that of its de Rham
transform. A graphical comparison is made for three different families of subdivision schemes, the last one
being the generalized four-point scheme.
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1. Introduction
A subdivision matrix is a matrix S = (s(i, j) : i, j ∈ Z) for which there exists an interval
I such that s(i, j) = 0 if i − 2 j ∉ I . A subdivision matrix generates a subdivision scheme S .
The initial state of the scheme is f0 : Z → R. The sequence of refinements of the scheme,
fn : Z→ R, n ≥ 0, is recursively defined by
fn+1(i) =
−
j∈Z
s(i, j) fn( j), i ∈ Z, n ≥ 0.
A sequence of refinements fn : Z→ R of a subdivision scheme S has a limit φ if the sequence
of polygonal lines {(i/2n, fn(i)) : i ∈ Z} converges uniformly on any finite interval to the graph
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Fig. 1. Mid-point refinements and corner cuttings.
of φ. S is Cm if every sequence of refinements has a limit φ which is a Cm function. If moreover
φ(m) is Ho¨lder continuous of exponent α ∈ (0, 1], then S is Ho¨lder regular of order m + α.
We begin by making the connection between two simple subdivision schemes and by
comparing their Ho¨lder regularity. Let yi for i ∈ Z be a sequence of control values; we set
f0(i) = g0(i) = yi for all i ∈ Z. The sequence of refinements fn of the first subdivision scheme,
the mid-point subdivision scheme, follows the rules
fn+1(2i) = fn(i), fn+1(2i + 1) = fn(i)/2+ fn(i + 1)/2
for all i ∈ Z and n ≥ 0. If φ(x) is the piecewise linear function such that φ(i) = f0(i), then φ is
obviously the limit function of the refinements fn . The sequence of refinements gn of the second
subdivision scheme, the corner cutting, is recursively defined:
gn+1(2i) = 3gn(i)/4+ gn(i + 1)/4, gn+1(2i + 1) = gn(i)/4+ 3gn(i + 1)/4
for all i ∈ Z and n ≥ 0. As will be shown later, gn has the limit ψ where
ψ(i + t) = (yi + yi+1)(1− t)/2+ (yi+1 + yi+2)t/2−∆2 yi t (1− t)/2 (1)
for i ∈ Z, t ∈ [0, 1].
In Fig. 1, we compare the first refinements fn and gn , for n = 0, 1, 2, 3, by looking at
the polygonal lines {(i/2n, fn(i)) : i ∈ Z} and {(xn(i), gn(i)) : i ∈ Z} where xn(i) =
1/2 + (2i − 1)/2n+1. The function φ is piecewise linear, but not C1 in general. The function
ψ is C1 and its derivative is piecewise linear. The main benefit of the corner cutting is that ψ is
Ho¨lder regular of order 2 while φ is only Ho¨lder regular of order 1.
The main link between the two subdivision schemes is that g1(i) = f2(2i + 1) for all i .
Indeed f2(4i) = yi , f2(4i + 1) = 3yi/4 + yi+1/4, f2(4i + 2) = yi/2 + yi+1/2, f2(4i + 3)
= yi/4 + 3yi+1/4 and g1(2i) = 3yi/4 + yi+1/4, g1(2i + 1) = yi/4 + 3yi+1/4. The function
gn is made up of the elements of S2gn of odd order; elements of even order have been
discarded. More generally, if S is the subdivision matrix of the mid-point subdivision scheme,
then gn+1(i) = S2gn(2i + 1) for all i ∈ Z and for all n ≥ 0.
Motivated by this observation, we define the de Rham transform. For a subdivision scheme S
whose subdivision matrix is S = (s(i, j) : i, j ∈ Z), its de Rham transform is a new subdivision
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scheme S˜ whose subdivision matrix is S˜ = (s2(2i + 1, j) : i, j ∈ Z) where s2(i, j) are the
entries of S2. In this way, we generalize the de Rham and Chaikin corner cutting [3,6].
The main purpose of this paper is to compare the properties of various subdivision schemes
and of their de Rham transforms. In Section 2, we discuss the essentials of corner cutting. In
Section 3, we define the sum rule of order m > 0 for a subdivision matrix S. If S satisfies
the sum rule of order m, then its de Rham transform has the same property. In Section 4, we
characterize the Ho¨lder regularity of any limit function of a given periodic subdivision scheme.
This index is minus the base 2 logarithm of the generalized spectral radius of two block matrices
taken from a difference subdivision matrix of order d with d large enough. In Sections 5–7,
we apply the de Rham transform to three families of interpolatory subdivision schemes, S2(p)
(two-point schemes), S3(β) (symmetric three-point schemes), and S4(ω) (generalized four-point
schemes). We compute a difference subdivision matrix of suitable order for each family and its
de Rham transforms. We may then compare the Ho¨lder regularity of any limit function of Sk and
of S˜k for k = 2, 3, 4. In the conclusion, we ask a few questions, especially about the extension
to higher dimension of the de Rham transform.
2. Corner cutting and Ho¨lder regularity
First, we define some notation used throughout this paper. The forward difference operator
∆ is defined as ∆ f (i) = f (i + 1) − f (i) where f is a function from Z → R. The backward
difference operator ∇ is defined as ∇ f (i) = f (i) − f (i − 1). If f (i, j) is a function on Z2,
then we define the partial difference operators ∆1 f (i, j) = f (i + 1, j)− f (i, j), ∆2 f (i, j) =
f (i, j + 1)− f (i, j), ∇1 f (i, j) = f (i, j)− f (i − 1, j) and ∇2 f (i, j) = f (i, j)− f (i, j − 1).
In this section, we will recall that the simplest corner cutting is Ho¨lder regular of order 2.
Let y0, y1, y2 be three real numbers; we define the sequence of functions gn : [0, 2n+1]∩Z→
R as follows: g0(i) = yi and for n ≥ 0,
gn+1(2i) = 34 gn(i)+
1
4
gn(i + 1), gn+1(2i + 1) = 14 gn(i)+
3
4
gn(i + 1).
Then the sequence of polygonal lines (i/2n, gn(i)) converges to the parabolic arc {(x, ψ(x)) :
x ∈ [0, 1]} where
ψ(x) = y0 + y1
2
(1− x)+ y1 + y2
2
x − y2 − 2y1 + y0
2
x(1− x). (2)
In particular ψ(0) = (y0 + y1)/2, ψ ′(0) = y1 − y0, ψ(1) = (y1 + y2)/2 and ψ ′(1) = y2 − y1.
Although the preceding result could be achieved by using arguments taken from [6] or
from [17], we choose to provide a direct proof. We show by induction on n that∆2gn(i) = c/4n
where c = y2 − 2y1 + y0 for all i ∈ [0, 2n − 1]. This is obviously the case for n = 0. Let
n ≥ 0; we assume that ∆2gn(i) = c/4n for all i ∈ [0, 2n − 1]. A simple computation shows
that
∆2gn+1(2i) = ∆2gn+1(2i + 1) = 14∆
2gn(i) = c/4n+1
for all i ∈ [0, 2n − 1].
We note that ∆gn+1(0) = ∆gn(0)/2 and gn+1(0) + gn+1(1) = gn(0) + gn(1). Hence,
∆gn(0) = (y1−y0)/2n , gn(0)+gn(1) = y0+y1 and un = gn(0) = (y0+y1)/2−(y1−y0)/2n+1.
Similarly, we obtain vn = gn(2n + 1) = (y1 + y2)/2+ (y2 − y1)/2n+1.
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Since all the finite differences of order 2 of gn are the same, we get gn(i) = pn(i/2n), where
pn(x) = Ln(x)−(y2−2y1+ y0)x(bn− x)/2 and Ln is the linear function such that Ln(0) = un ,
bn = 1+ 1/2n and Ln(bn) = vn .
If ψn is the piecewise linear function such that ψn(i/2n) = gn(i) for i = 0, 1, . . . , 2n + 1,
then
pn(x)− ψn(x) = −(y2 − 2y1 + y0)(x − i/2n)((i + 1)/2n − x)/2
if x ∈ [i/2n, (i + 1)/2n]. It follows that ‖pn − ψn‖∞ = |y2 − 2y1 + y0|/2n+3.
The sequence ψn converges to ψ = limn pn as given in (2). After computation, ψ(0) =
(y0 + y1)/2, ψ ′(0) = y1 − y0, ψ(1) = (y1 + y2)/2 and ψ ′(1) = y2 − y1.
Obviously, Formula (1) follows from (2).
3. Difference subdivision matrices
In this section, we define the notion of the difference subdivision matrix of order m > 0 where
possible. If the difference subdivision matrix of order m > 0 of S exists, then we show that the
difference subdivision matrix of order m of the de Rham transform of S exists.
A subdivision matrix S has constant row sums if there exists c such that−
j∈Z
s(i, j) = c for all i ∈ Z. (3)
Theorem 1. Let S be a subdivision matrix with [σ, σ ′] as support. If T is a subdivision matrix
such that T∆ = ∆S, then T is unique, all the row sums of S are the same and the commutation
formula T n∆ = ∆Sn holds for any n > 1. If all the row sums of S are the same, and if T is the
matrix whose entries are
t (i, j) = −
j−
k=−∞
[s(i + 1, k)− s(i, k)] =
∞−
k= j+1
[s(i + 1, k)− s(i, k)], (4)
then T is a subdivision matrix whose support is [σ + 1, σ ′] and for which T∆ = ∆S.
Proof. First part. Let T be a subdivision matrix such that T∆ = ∆S, i.e. for any function
f : Z→ R, T∆ f = ∆S f . We first show that T is unique. If T ′ is any subdivision matrix such
that T ′∆ = ∆S, then the matrix U = T − T ′ is a subdivision matrix such that U∆ = 0. Let
g : Z → R; there exists a function f : Z → R such that g = ∆ f . Thus Ug = U∆ f = 0 for
any g and T = T ′.
We now take as function f the constant function f (i) = 1. For all i ∈ Z, we get ∆S f (i) =∑
j [s(i + 1, j) − s(i, j)] and T∆ f (i) = 0. It follows that all row sums
∑
j s(i, j), i ∈ Z, are
the same.
We assume by induction that T n∆ = ∆Sn . Then
T n+1∆ = T (T n∆) = T (∆Sn) = (T∆)Sn = (∆S)Sn = ∆Sn+1.
The commutation formula T n∆ = ∆Sn holds for any n > 1.
Second part. We assume that all the row sums of S are the same. We define the entries of T
with (4). It is obvious that t (i, j) = 0 if i − 2 j > σ ′. Moreover if i − 2 j < σ + 1 and k ≥ j + 1,
then i + 1− 2k < σ , s(i + 1, k) = s(i, k) = 0 and t (i, j) = −∑ jk=−∞[s(i + 1, k)− s(i, k)] =−∑∞k=−∞[s(i + 1, k) − s(i, k)]. Since all the row sums of S are the same, the last series is 0.
We deduce that [σ + 1, σ ′] is a support for T .
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Now we show that T∆ = ∆S. Let f : Z→ R and i ∈ Z; we get
T (∆ f (i)) =
−
j∈Z
t (i, j)[ f ( j + 1)− f ( j)],
=
−
j∈Z
[t (i, j − 1)− t (i, j)] f ( j),
=
−
j∈Z
[s(i + 1, j)− s(i, j)] f ( j) = ∆(S f )(i).
This means that T∆ = ∆S. 
The last theorem is an extension of formulas (3.6), (3.7) and (3.8) of [2]. See also Proposition
10 of [5] and Theorem 2 of [8]. The matrix T given by (4) will be called the difference subdivision
matrix of S and denoted as Dif(S). If S is the subdivision scheme whose subdivision matrix is S,
then the subdivision scheme whose subdivision matrix is T is called the difference subdivision
scheme and denoted as ∆S.
If all the row sums of T = Dif(S) are the same, we may define the difference subdivision
matrix of order 2 of S as the matrix Dif2(S) = Dif(T ). In general, the difference subdivision
matrix of order m + 1 of S is recursively defined: if all the row sums of Difm(S) are the same,
then Difm+1(S) = Dif(Difm(S)).
Lemma 2. Let A = (a(i, j)), B = (b(i, j)) be two subdivision matrices; then∆A = B∆ if and
only if ∆1a = −∇2b.
Proof. We assume that ∆A = B∆. Let j ∈ Z; we consider the function f (i) = δi j . We have
∆A f (i) = a(i + 1, j) − a(i, j) and B∆ f (i) = b(i, j − 1) − b(i, j). Since ∆A f = B∆ f for
all f : Z→ R, then ∆1a = −∆2b.
Conversely, if ∆1a = −∇2b, by linearity we get ∆A = B∆. 
Theorem 3. Let S, S˜ be a subdivision matrix and its de Rham transform. We assume that T is
the difference subdivision matrix of order m > 0, Difm(S); then the subdivision matrix T˜ =
(t˜(i, j)) = Difm(S˜) exists and
t˜(i, j) =
m−
k=0
m
k

t2(2i + 1+ k, j)
where T 2 = (t2(i, j)). If all the row sums of T are equal to c, then all the row sums of T˜ are
equal to 2mc2.
Proof. We prove the first part of the theorem by induction on m. We begin with the case
m = 1. Let us assume that T is a subdivision matrix such that T∆ = ∆S. From Theorem 1,
∆S2 = T 2∆. From Lemma 2, ∆1s2(i, j) = −∇2t2(i, j). We set T˜ = (t˜(i, j)) where
t˜(i, j) = t2(2i + 1, j)+ t2(2i + 2, j) for all i, j ∈ Z. We get
∆1s˜(i, j) = s2(2i + 3, j)− s2(2i + 2, j)+ s2(2i + 2, j)− s2(2i + 1, j)
= t2(2i + 2, j − 1)− t2(2i + 2, j)+ t2(2i + 1, j − 1)− t2(2i + 1, j)
= −∇2 t˜(i, j).
From Lemma 2, ∆S˜ = T˜∆ and T˜ = Dif(S˜).
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Let m be a given integer > 1; we assume that the following subdivision matrices exist:
T = Difm(S), T˜ = Difm(S˜) and U = Difm+1(S). By definition of U , we have ∆T = U∆.
From Theorem 1, ∆T 2 = U 2∆. From Lemma 2, ∆1t2(i, j) = −∇2u2(i, j). We set
U˜ = (u˜(i, j)) where
u˜(i, j) =
m+1−
k=0

m + 1
k

u2(2i + 1+ k, j)
for all i, j ∈ Z. We have
∆1 t˜(i, j) =
m−
k=0
m
k

∆1t2(2i + 1+ k, j)
=
m−
k=0
m
k

[t2(2i + 3, j)− t2(2i + 2, j)+ t2(2i + 2, j)− t2(2i + 1, j)]
=
m−
k=0
m
k

[−∇2u2(2i + 2, j)−∇2u2(2i + 1, j)]
= −
m+1−
k=0

m + 1
k

∇2u2(2i + 1, j)
= −∇2u˜(i, j).
From Lemma 2, ∆T˜ = U˜∆. By replacing S by Difm(S˜) and T by U˜ in Theorem 1, we obtain
U˜ = Dif(T˜ ) = Difm+1(S˜).
The second part of the theorem follows easily from the observation that all the row sums of
T 2 are equal to c2 if all the row sums of T are equal to c. 
Warning. The matrix T˜ in the previous theorem is not the de Rham transform of T even if the
row sums of T are all the same.
4. Ho¨lder regularity of subdivision schemes
A subdivision matrix S is affine if S1 = 1, i.e. for all i ∈ Z, ∑ j s(i, j) = 1. If S
is affine, its de Rham transform is affine. A subdivision matrix S is periodic of period p if
s(i + 2p, j + p) = s(i, j) for all i, j ∈ Z. A subdivision matrix S is uniform if it is periodic of
period 1. A subdivision scheme is affine, periodic, or uniform if the corresponding subdivision
matrix is also affine, periodic, or uniform, respectively. In this section, given a subdivision
scheme S, we attempt to characterize the Ho¨lder regularity of any limit function of S. For
periodic subdivision schemes, this index has a strong link with the generalized spectral radius
of two block matrices taken from the subdivision matrix of ∆d+1S with d as large as possible.
First we recall the definitions of the joint spectral radius of [18] and of the generalized spectral
radius of [4, p. 235]. Let A be a finite set of square matrices of the same order; the joint spectral
radius is defined as
ρˆ(A) = inf
n≥1 max{‖A1 A2, . . . , An‖
1/n : Ai ∈ A, i = 1, 2, . . . , n}
where ‖ · ‖ is a submultiplicative matrix norm.
The generalized spectral radius is defined as
ρ¯(A) = sup
n≥1
max{ρ1/n(A1 A2, . . . , An) : Ai ∈ A, i = 1, 2, . . . , n}.
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The equality
ρˆ(A) = ρ¯(A) (5)
has been shown by Berger and Wang [1] and Elsner [13].
For computational purposes, we will need the nth approximation of the spectral radii
ρˆn(A, ‖ · ‖) = max{‖(A1 A2, . . . , An)‖1/n : Ai ∈ A, i = 1, 2, . . . , n},
ρ¯n(A) = max{ρ1/n(A1 A2, . . . , An) : Ai ∈ A, i = 1, 2, . . . , n}.
The usefulness of these quantities comes from Lagarias and Daubechies, Lemma 3.1 [4]. For any
set A of matrices of the same order, any n ≥ 1, n′ ≥ 1, and any submultiplicative matrix norm
‖ · ‖,
ρ¯n(A) ≤ ρ¯(A) ≤ ρˆ(A) ≤ ρˆn′(A, ‖ · ‖). (6)
We recall Lemma 11 of the author [10].
Lemma 4. Let S be a periodic subdivision matrix S of period p and let sn(i, j) be the entries of
the matrix Sn for n > 0; then for all i, j ∈ Z, sn(i + p2n, j + p) = sn(i, j).
Theorem 5. Let S be an affine subdivision scheme, and let T = (t (i, j)) be the subdivision
matrix of the difference subdivision scheme ∆S. We assume that there exists n ∈ N such that
‖T n‖∞ < 1; then S is C0 convergent. Moreover, on any finite interval I , every limit function φ
of S is Ho¨lder continuous with exponent α = − log2 ‖T n‖1/n∞ : there exists C such that for all
x, y ∈ I ,
|φ(x)− φ(y)| ≤ C |x − y|α.
For uniform subdivision schemes, the previous theorem has been proved by Dyn and Levin
(see Theorem 3.2 and Corollary 3.3 of [12]). For arbitrary subdivision schemes, see Theorems 3
and 9 of [10]. We still need many other lemmas and another theorem before the main result. We
recall Lemma 15 of the author [10].
Lemma 6. Let S be a periodic subdivision matrix of support [σ, σ ′] and of period p. Let
N = σ ′ − σ + p − 1 > 0; define two N × N matrices
Ar = (s(i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 1]), r = 0, 1.
Then for n = 1, 2, . . . for r = 0, 1, . . . , 2n ,
(sn(i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 1]) = Ab1 Ab2 . . . Abn
where
∑n
k=1 bk2k−1 is the binary expansion of r .
Lemma 7. Let S be a periodic subdivision matrix of period p and of support [σ, σ ′]with σ ′ > σ .
Let N = σ ′ − σ + p − 1; define two N × N matrices
Ar = (s(i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 1]), r = 0, 1.
Then ‖Sn‖∞ = max{‖Ab1 Ab2 . . . Abn‖∞ : bi = 0, 1, i = 1, 2, . . . , n}. Thus, the spectral radius
of S is equal to the joint spectral radius of {A0, A1}.
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Proof. Let S be a periodic subdivision matrix of period p and let sn(i, j) be the entries of the
matrix Sn for n > 0. Taking into account the periodicity sn(i + p2n, j + 1) = sn(i, j) (see
Lemma 4), we obtain that
‖Sn‖∞ = max
−
j∈Z
|sn(i, j)| : i ∈ [−σ ′ + 1,−σ + p2n − 1]

since the cardinality of [−σ ′ + 1,−σ + p2n − 1] is p2n + σ ′ − σ − 1 ≥ p2n (by assumption,
σ ′ > σ ).
According to Lemma 14 of [10], if i ∈ [−σ ′+1,−σ+ p2n−1] and j ∉ [−σ ′+1,−σ+ p−1],
then sn(i, j) = 0. From that, we obtain that ‖Sn‖∞ is the L∞-norm of the block matrix
(sn(i, j) : i ∈ [−σ ′ + 1,−σ + p2n − 1], j ∈ [−σ ′ + 1,−σ + p − 1]).
Let r ∈ [0, 2n); from Lemma 15 of [10], the N × N matrix (sn(i + pr, j) : i, j ∈
[−σ ′ + 1,−σ + p − 1]) is equal to Ab1 Ab2 . . . Abn where
∑n
k=1 bk2k−1 is the binary expansion
of r . We obtain that ‖Sn‖∞ = max{‖Ab1 Ab2 . . . Abn‖∞ : bi = 0, 1, i = 1, 2, . . . , n}.
Since ρ(S) = infn>0 ‖Sn‖1/n∞ (see Theorem (2.V) of [16, p. 165,]), we obtain ρ(S) =
infn ρˆn(A0, A1). 
Lemma 8. Let S be a periodic subdivision matrix of support [σ, σ ′] with σ ′ > σ . We assume
that all the row sums of S are equal to c and that T = Dif(S). Define the matrices Ar , Br ,
r = 0, 1:
Ar = (s(i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 1]),
Br = (t (i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 2]).
Let b1, b2, . . . , bn be a finite sequence of bits. Then the spectrum of Ab1 Ab2 , . . . , Abn is the union
of the spectrum of Bb1 Bb2 , . . . , Bbn with the set {c}.
Proof. Let b1, b2, . . . , bn be a finite sequence of bits; we define the two matrices A =
Ab1 Ab2 . . . Abn and B = Bb1 Bb2 . . . Bbn . We set I = [−σ ′ + 1,−σ + p − 1] ∩ Z, J =[−σ ′+1,−σ+ p−2]∩Z and r =∑nk=1 bk2k−1. From Lemma 6, A = (sn(i+ pr, j) : i, j ∈ I )
and B = (tn(i + pr, j) : i, j ∈ J ), sn(i, j) and tn(i, j) being the entries of Sn and T n ,
respectively. By definition of T , the commutation rule∆S = T∆ holds. If f : I → C, we define
the function from J to C: g = P f = ∆ f . P may be viewed as an (N − 1) × N matrix where
N is the cardinality of I . From the commutation rule, we have P A0 = B0 P and P A1 = B1 P .
Consequently P A = B P .
Let λ be an eigenvalue of A different from c. There exists a column eigenvector, i.e. there
exists a nonzero function f : I → C such that ∑ j∈I a(i, j) f ( j) = λ f (i) for all i ∈ I . We set
g = P f ; from the relation P A = B P , we get that g is a column eigenvector for B. The function
g cannot be the zero function since it is not a constant function.
Let λ be an eigenvalue of B. We use a duality argument. There exists a row eigenvector,
i.e. there exists a nonzero function ν : J → C such that ∑ j∈J ν(i)tn(i, j) = λν( j) for all
j ∈ J . From Lemma 2 of [10], a simple computation shows that i ∈ J , and tn(i, j) ≠ 0 implies
that j ∈ J . It follows that ∑i∈Z ν(i)tn(i, j) = λν( j) for all j ∈ Z if we extend ν : Z→ C by
setting ν(i ′) = 0 for all i ′ ∉ J . Let µ = ∆∗ν. A simple computation shows that the dual operator
of ∆ is −∇, where ∇ is the backward difference operator, ∇ν(i) = ν(i)− ν(i − 1); this means
that µ = −∇ν. By duality, ∆∗T ∗ = S∗∆∗ and S∗µ = λµ, i.e. ∑i∈Z µ(i)sn(i, j) = λµ( j) for
all j ∈ Z.
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We check that the restriction to I of the function µ is not the zero function. Let us assume
that ∇ν(i) = 0 for all i ∈ I ; then ν(i) is a constant function on I . By construction, ν vanishes
on I \ J , and the cardinality of I \ J is 1, so ν vanishes on I , which is impossible since the
restriction of ν to I is nonzero.
The vector (µ(i) : i ∈ I ) is a row eigenvector of A for the eigenvalue λ, since from Lemma 2
of [10], sn(i, j) = 0 whenever i ∈ I and j ∉ I . 
Theorem 9. Let S be a periodic subdivision matrix whose row sums are all equal to c, and let
T = Dif(S); then ρ(S) = max(ρ(T ), |c|).
Proof. Let [σ, σ ′] be the support of S. We distinguish two cases: σ ′−σ ≤ 1 and σ ′−σ > 1. First
of all, we consider the case σ ′−σ ≤ 1. In this case, we may assume that c ≠ 0 (otherwise, since
S ≠ 0, there would be two nonzero entries on the same row and this would give σ ′ − σ > 1).
From that, on every row, there is one and only one entry equal to c; the other entries on the
same row are = 0. Since there exist j and j ′ such that s(0, j) = c and s(1, j ′) = c, the
support of S contains an even number and an odd number. Thus σ ′ = σ + 1. It follows that
s(σ, 0) = s(σ + 1, 0) = c and s(i, 0) = 0 if i ≠ σ, i ≠ σ + 1 and, moreover, for all k ∈ Z,
s(σ + 2k, k) = s(σ + 1 + 2k, k) = c and s(i + 2k, k) = 0 if i ≠ σ, i ≠ σ + 1. This means
that S is periodic of period 1. The structure of Sn = (sn(i, j)), n > 1 is simple: for all k ∈ Z,
sn(σ + 2nk + r, k) = cn for r ∈ [0, 2n) and sn(i + 2nk, k) = 0 if i ∉ [σ, σ + 2n). From that
‖Sn‖∞ = |c|n and ρ(S) = |c|.
Let T = Dif(S) and T n = (tn(i, j)); we replace in Theorem 1 S by Sn and T by T n . From
(4), for all k ∈ Z, tn(σ + 2n − 1+ 2nk, k) = cn and tn(i + 2nk, k) = 0 if i ≠ σ + 2n − 1. From
that, ‖T n‖∞ = |c|n and ρ(T ) = |c|. In this case, the conclusion ρ(S) = max(ρ(T ), |c|) holds.
Now we consider the case σ ′− σ > 1. Let p be the period of S and [σ, σ ′] be its support. We
again use the matrices Ar , Br , r = 0, 1:
Ar = (s(i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 1]),
Br = (t (i + pr, j) : i, j ∈ [−σ ′ + 1,−σ + p − 2]).
From Lemma 8, for any sequence of bits b1, b2, . . . , bn , ρ(Ab1 Ab2 . . . Abn ) = max(ρ(Bb1 Bb2 . . .
Bbn ), |c|). From that, ρ¯(A0, A1) = max(ρ¯(B0, B1), |c|). From (5), ρˆ(A0, A1) = max(ρˆ(B0,
B1), |c|). From Lemma 7, ρ(S) = ρˆ(A0.A1) and ρ(T ) = ρˆ(B0, B1). Again the conclusion
ρ(S) = max(ρ(T ), |c|) holds. 
A subdivision matrix satisfies the sum rule of order m > 0 if S is affine and if all the row
sums of Difk(S) are equal to 1/2k , for k = 1, . . . ,m. If S satisfies the sum rule of order m > 0,
its de Rham transform has the same property.
Theorem 10. Let S be a subdivision scheme which satisfies the sum rule of order d + 1 and
which is periodic of period p; let T be the subdivision matrix of ∆d+1S with support [τ, τ ′]. Let
N = τ ′ − τ + p − 1; define two N × N matrices:
Br = (t (i + pr, j) : i, j ∈ [−τ ′ + 1,−τ + p − 1]), r = 0, 1.
Let m ∈ Z be such that 1/2m+1 ≤ ρ¯(B0, B1) < 1/2m .
(a) If m < 0 then S is not C0.
(b) If m ∈ [0, d], then S is Cm . Moreover, the mth derivative of every limit function of S is
Ho¨lder continuous of exponent α if m + α < − log2 ρ¯(B0, B1).
(c) If m > d, then every sequence fn of refinements of S converges to a polynomial of degree d.
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Proof. From (5), ρˆ(B0, B1) = ρ¯(B0, B1). Let m ∈ Z be such that 1/2m+1 ≤ ρ¯(B0, B1) < 1/2m .
We distinguish three cases.
Case 1: m < 0. In this case, we have ρˆ(B0, B1) ≥ 1. From Lemma 7, ρ(T ) ≥ 1. We apply The-
orem 9 d times by replacing in it S by Difk(S) for k = 1, 2, . . . , d. We obtain that Difk(S) > 1
for k ∈ [1, d]. Given that ρ(Dif(S)) > 1, S does not converge (Theorem 3.3 of [2]).
Case 2: m ∈ [0, d]. From Lemma 7, 1/2m+1 ≤ ρ(T ) < 1/2m . Let U = (u(i, j)) be the sub-
division matrix of ∆m+1S . From the sum rule, for k ∈ [m, d], all the row sums of Difk(S) are
≤ ρ(T ). By replacing S by Difk(S) in Theorem 9 for k ∈ [m, d], we get that ρ(U ) = ρ(T ) < 2m .
Let Sm be the subdivision scheme whose subdivision scheme is 2mDifm(S); from Theorem 5,
Sm is C0 convergent and its limit functions are Ho¨lder continuous with exponent α for every
α < − log2 ρ(T )− m.
Let Sk be the subdivision scheme whose subdivision scheme is 2kDifk(S), for k ∈ [0,m − 1].
By replacing S by Difk(S) in Theorem 9 for k ∈ [0,m − 1], we get that ρ(Difk+1(S)) = 1/2k .
From Theorem 5, Sk is C0 convergent for k ∈ [0,m − 1].
Let fn be a sequence of refinements of S; then for every k ∈ [0,m], the sequence of refine-
ments 2kn∆k fn has a limit φk . A simple computation shows that
 x
0 φk+1(t)dt = φk(x)− φk(0)
for all x ∈ R and for k ∈ [0,m−1] (see the argument of Dubuc and Merrien [9] for their Lemma
11). From that, the mth derivative of φ0 is φm . The mth derivative of every limit function of S is
Ho¨lder continuous of exponent α if m + α < − log2 ρ¯(B0, B1).
Case 3: m < d. We assume that ρ(T ) < 1/2d+1. Let Sd be the subdivision scheme whose sub-
division scheme is 2dDifd(S); from Theorem 5, there exists an exponent α > 1 for which on
any interval, every limit function φd of Sd is Ho¨lder continuous with exponent α. Thus φ′d ≡ 0,
which means that φd is a constant function. By repeating the arguments of Case 2, φd is the dth
derivative of the Cd -function φ. Consequently every limit function φ of S is a polynomial of
degree ≤ d . 
5. Two-point subdivision schemes
We come back to the de Rham transform. In this section, we show that the de Rham transform
of any periodic subdivision matrix is always periodic. Then we study a first family of subdivision
schemes, which is obtained by a two-point rule. We compare the Ho¨lder regularity of these
schemes with that of their de Rham transforms by applying Theorem 10.
Lemma 11. Let S be a periodic subdivision matrix S of period p; then its de Rham transform S˜
is periodic of period p.
Proof. Let S be a periodic subdivision matrix S of period p and let s2(i, j) be the entries of the
matrix S2. From Lemma 4 with n = 2, we get s˜(i + 2p, j + p) = s2(2i + 4p + 1, j + p) =
s2(2i + 1, j) = s˜(i, j). 
Let S2(p) be the subdivision scheme of parameter p ∈ [0, 1] whose subdivision matrix is
S =

· · · · · · · · · · · ·
· · · 1 0 · · ·
· · · q p · · ·
· · · · · · · · · · · ·
 where q = 1− p. (7)
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Fig. 2. The Hellinger function with p = 1/4 and its de Rham transform.
The entry s(i, j) in bold corresponds to the rank i = 0 and the column j = 0. If i ∈ {0, 1}
and j ∉ {0, 1}, then s(i, j) = 0. For all i, j ∈ Z, s(i + 2, j + 1) = s(i, j). S is periodic of
period 1.
Here and elsewhere, we will put in bold the entry of any matrix corresponding to the rank
i = 0 and the column j = 0. We note that S2(1/2) is the mid-point subdivision scheme which is
shown on the left-hand side of Fig. 1.
The matrix S2 is equal to
· · · · · · · · · · · ·
· · · 1 0 · · ·
· · · q + pq p2 · · ·
· · · q p · · ·
· · · q2 p + pq · · ·
· · · · · · · · · · · ·
 .
The de Rham transform of S is
S˜ =

· · · · · · · · · · · ·
· · · q+ pq p2 · · ·
· · · q2 p + pq · · ·
· · · · · · · · · · · ·
 . (8)
This matrix is affine and periodic of period 1 like S (Lemma 11).
Let φ be the limit function of the sequence of refinements fn of the subdivision scheme S2(p)
where f0(i) = 1 if i > 0 and f0(i) = 0 if i ≤ 0. Incidentally, φ is the Hellinger function [15,
p. 33]. It is the distribution function of a random variable: if Xn is a sequence of independent
Bernoulli trials with Pr[Xn = 0] = p, Pr[Xn = 1] = 1 − p, then φ(x) = Pr[∑∞n=1 Xn/2n ≤ x]
for every x ∈ R.
Let gn be the sequence of refinements of the subdivision scheme S˜2(p) where g0 = f0 and
let ψ be its limit. In Fig. 2, we compare φ and ψ when p = 1/4. Visually, the function ψ seems
to be smoother than φ. This is corroborated by the values of the Ho¨lder exponents, α = 0.4150
for φ and α˜ = 0.83 . . . for ψ , obtained by numerical computation.
In order to confirm the continuity of the limit functions and of their de Rham transforms for
any p ∈ (0, 1), we need to verify that the spectral radii of T = Dif(S) and T˜ = Dif(S˜) are
both < 1. The respective subdivision matrices of the difference subdivision schemes ∆S2(p)
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Fig. 3. Comparison of the Ho¨lder exponents of two schemes: the two-point scheme of parameter p and its de Rham
transform.
and ∆S˜2(p) are
T =

· · · · · · · · ·
· · · p · · ·
· · · q · · ·
· · · · · · · · ·
 and T˜ =

· · · · · · · · · · · ·
· · · 2pq 0 · · ·
· · · q2 p2 · · ·
· · · · · · · · · · · ·
 . (9)
T and T˜ are periodic of period 1. The spectral radius ρ(T ) is equal to max(p, q). This
is a result of the very simple structure of T n = (tn(i, j)). If i ∈ [0, 2n), tn(i, j) = 0 if
j ≠ 0 and tn(i, 0) = pkqn−k where k is the number of zeros in the binary expansion of i .
Hence, ‖T n‖1/n∞ = max(p, q) and ρ(T ) = infn>0 ‖T n‖1/n∞ = max(p, q). Any nonconstant
limit function φ of the subdivision scheme S2(p) satisfies the Ho¨lder condition of order α with
α = f (p) = − log2 max(p, q).
We now compute ρ(T˜ ). The support of T˜ is [τ, τ ′] = [−1, 1] and the matrices (t˜(i + r, j) :
i, j ∈ [−τ ′ + 1,−τ ]), r = 0, 1 are
B0 =

2pq 0
q2 p2

, B1 =

q2 p2
0 2pq

.
From Theorem 10, the Ho¨lder exponent of any nonconstant limit function of S˜2(p) does not
exceed g(p) = − log2 ρ¯(B0, B1). The functions f and g are compared in Fig. 3. The function
g is computed by applying Daubechies and Lagarias inequalities (6) with n = 12, n′ = 24 and
‖·‖ = ‖·‖∞: g is approximated by− log2 ρ¯n(B0, B1)with n = 12, the error in the approximation
being not greater than 0.0173 (since numerical computations show that
| log2 ρ¯12(B0, B1)− log2 ρˆ24(B0, B1, ‖ · ‖∞)| ≤ 0.0173
for all p ∈ [0, 1]). As may be seen, for every p ∈ (0, 1) other than 1/2, g(p) > f (p).
6. Symmetric three-point subdivision schemes
We consider the subdivision scheme S3(β) of parameter β, periodic of period 2, whose
subdivision matrix is
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S =

· · · · · · · · · · · · · · ·
· · · 3/4− β/2 β 1/4− β/2 · · ·
· · · 0 1 0 · · ·
· · · 1/4− β/2 β 3/4− β/2 · · ·
· · · 0 0 1 · · ·
· · · · · · · · · · · · · · ·
 . (10)
We have shown the rows of indices i = −1, 0, 1, 2. If i ∈ {−1, 0, 1, 2} and j ∉ {−1, 0, 1},
then s(i, j) = 0. For all i, j ∈ Z, s(i + 4, j + 2) = s(i, j). S is periodic of period 2. We note
that S3(1/2) is also the mid-point subdivision scheme. Another interesting value for β is 3/4;
the refinements of S3(3/4) are given by quadratic interpolation centered around even integers:
for n = 0, 1, 2, . . . and k ∈ Z, the rules of refinements are
fn+1(4k + i) = p(2k + i/2), i = 0,±1,±2
if p is the quadratic polynomial such that p(2k + i) = fn(2k + i), i = 0,±1.
In order to compute the de Rham transform S˜ for an arbitrary β, we note that S is symmetric
with respect to 0: for all i, j ∈ Z, s(−i,− j) = s(i, j). It follows that S2 is symmetric
with respect to 0. Since s˜(−2, j) = s(−3, j), s˜(−1, j) = s(−1, j), s˜(0, j) = s(1, j) and
s˜(1, j) = s(3, j), we get the de Rham transform of S:
S˜ =

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · d3 d2 d1 d0 d−1 d−2 d−3 · · ·
· · · c3 c2 c1 c0 c−1 c−2 c−3 · · ·
· · · c−3 c−2 c−1 c0 c1 c2 c3 · · ·
· · · d−3 d−2 d−1 d0 d1 d2 d3 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
 (11)
where c j = s˜(0, j) = s2(1, j) and d j = s˜(1, j) = s2(3, j) for all j ∈ Z.
Since s2(1, j) =∑1k=−1 s(1, k)s(k, j), the row vector (c j : j ∈ Z) is the right multiplication
of the row vector (s(1, k) : k ∈ Z) = (. . . , 1/4− β/2,β, 3/4− β/2, . . .) by the matrix
(s(k, j) : k ∈ [−1, 1], j ∈ Z) =
· · · 3/4− β/2 β 1/4− β/2 · · ·· · · 0 1 0 · · ·
· · · 1/4− β/2 β 3/4− β/2 · · ·
 .
From that, we get c−1 = 3/8 − β + β2/2, c0 = 2β − β2, c1 = 5/8 − β + β2/2, and c j = 0 if
j ∉ {−1, 0, 1}.
Since s2(3, j) = ∑3k=1 s(1, k)s(k, j), the row vector (d j : j ∈ Z) is the right multiplication
of the row vector (s(3, k) : k ∈ Z) = (. . . , 3/4 − β/2, β, 1/4 − β/2, . . .) by the matrix
(s(k, j) : k ∈ [1, 3], j ∈ Z):· · · 1/4− β/2 β 3/4− β/2 0 0 · · ·· · · 0 0 1 0 0 · · ·
· · · 0 0 3/4− β/2 β 1/4− β/2 · · ·
 .
From that, we get d−1 = 3/16 − β/2 + β2/4, d0 = 3β/4 − β2/2, d1 = 3/4 − β/4 + β2/2,
d2 = β/4− β2/2, d3 = 1/16− β/4+ β2/4, and d j = 0 if j ∉ {−1, 0, 1, 2, 3}.
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The matrices C0,C1,C2 such that S˜ = C0 + βC1 + β2C2 are
C0 = 116

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · 1 0 12 0 3 0 0 · · ·
· · · 0 0 10 0 6 0 0 · · ·
· · · 0 0 6 0 10 0 0 · · ·
· · · 0 0 3 0 12 0 1 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
 ,
C1 = 14

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · −1 1 −1 3 −2 0 0 · · ·
· · · 0 0 −4 8 −4 0 0 · · ·
· · · 0 0 −4 8 −4 0 0 · · ·
· · · 0 0 −2 3 −1 1 −1 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
 ,
C2 = 14

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · 1 −2 2 −2 1 0 0 · · ·
· · · 0 0 2 −4 2 0 0 · · ·
· · · 0 0 2 −4 2 0 0 · · ·
· · · 0 0 1 −2 2 −2 1 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
 .
Let φ0, φ1 be the limit functions of the sequence of refinements fn of the subdivision scheme
S3(β) where f0(i) = δi0 for φ0 and f0(i) = δi1 for φ1. Similarly, for k = 0, 1, let ψk
be the limit of the sequence of refinements gn of the subdivision scheme S˜3(β) where g0 =
f0.
In Fig. 4, we compare φ0 with ψ0 and φ1 with ψ1 when β = 3/4. For k = 0, 1, the function
ψ ′k seems to be smoother than φ′k . After computation, the Ho¨lder regularity values of S3(3/4)
and of S˜3(3/4) are found to be r = 1.41 . . . and r˜ ∈ [2.11, 2.18] respectively. S3(3/4) is C1 but
not C2; S˜3(3/4) is C2.
In order to compare the Ho¨lder regularity of S3(β) with that of S˜3(β) for an arbitrary β, we
investigate their difference subdivision matrices of order at least equal to 2.
Since S is affine, the difference subdivision matrix Dif(S) is well defined:
· · · · · · · · · · · · · · · · · ·
· · · 3/4− β/2 −1/4+ β/2 0 0 · · ·
· · · −1/4+ β/2 3/4− β/2 0 0 · · ·
· · · 1/4− β/2 1/4+ β/2 0 0 · · ·
· · · 0 0 1/4+ β/2 1/4− β/2 · · ·
· · · · · · · · · · · · · · · · · ·
 .
The sum of the entries of every row is equal to 1/2. The difference subdivision matrix of order
2 is
T = Dif2(S) =

· · · · · · · · · · · · · · ·
· · · 1− β 0 0 · · ·
· · · −1/2+ β 0 0 · · ·
· · · 1/4− β/2 1/2 1/4− β/2 · · ·
· · · 0 0 −1/2+ β · · ·
· · · · · · · · · · · · · · ·
 . (12)
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Fig. 4. Comparison of the basic functions φ0, φ1 and their de Rham transforms ψ0, ψ1 for the three-point scheme with
β = 3/4: plots of φ′0 (top left), ψ ′0 (top right), φ′1 (bottom left), ψ ′1 (bottom right).
T is periodic of period 2. The support of T is [−1, 3]. From Theorem 10, the Ho¨lder
regularity of S3(β) is characterized by the generalized spectral radius of two matrices of order
5, B0(β), B1(β), which are respectively the first and the last five rows of the block matrix
(t (i, j) : i ∈ [−2, 4], j ∈ [−2, 2]):
0 −1/2+ β 0 0 0
0 1− β 0 0 0
0 −1/2+ β 0 0 0
0 1/4− β/2 1/2 1/4− β/2 0
0 0 0 −1/2+ β 0
0 0 0 1− β 0
0 0 0 −1/2+ β 0

. (13)
From Theorem 3, the matrix Dif2(S˜) exists and is equal to Dif2(C0) + β Dif2(C1) +
β2Dif2(C2). The rows of index i = −2,−1, 0, 1 of each matrix Dif2(C0), Dif2(C1) and Dif2(C2)
are respectively
Dif2(C0) = 116

· · · 1 2 1 0 0 · · ·
· · · 0 0 1 2 1 · · ·
· · · 0 0 1 2 1 · · ·
· · · 0 0 1 2 1 · · ·
 ,
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Dif2(C1) = 14

· · · −1 −1 2 0 0 · · ·
· · · 0 0 2 −1 −1 · · ·
· · · 0 0 −1 1 0 · · ·
· · · 0 0 0 1 −1 · · ·
 ,
Dif2(C2) = 14

· · · 1 0 −1 0 0 · · ·
· · · 0 0 −1 0 1 · · ·
· · · 0 0 1 0 −1 · · ·
· · · 0 0 −1 0 1 · · ·
 .
An unexpected situation arises: all the row sums of Dif2(C0) are equal to 1/4 and all the
row sums of matrices Dif2(C1),Dif2(C2) are equal to 0. We may compute Dif3(Ci ), i = 0,
1, 2:
Dif3(C0) = 116

· · · 1 3 3 1 · · ·
· · · 0 0 0 0 · · ·
· · · 0 0 0 0 · · ·
· · · 0 0 0 0 · · ·
 ,
Dif3(C1) = 14

· · · −1 −2 −2 −1 · · ·
· · · 0 0 3 1 · · ·
· · · 0 0 −1 −1 · · ·
· · · 0 0 1 3 · · ·
 ,
Dif3(C2) = 14

· · · 1 1 1 1 · · ·
· · · 0 0 −2 −2 · · ·
· · · 0 0 2 2 · · ·
· · · 0 0 −2 −2 · · ·
 .
The matrix T˜ = Dif3(C0)+ β Dif3(C1)+ β2 Dif(C2) is periodic of period 2:
T˜ = Dif3 S˜ =

· · · · · · · · · · · · · · · · · ·
· · · p1 p2 p2 p1 · · ·
· · · 0 0 p3 p4 · · ·
· · · 0 0 −p4 −p4 · · ·
· · · 0 0 p4 p3 · · ·
· · · · · · · · · · · · · · · · · ·

(14)
where p1(β) = 1/16 − β/4 + β2/4, p2(β) = 3/16 − β/2 + β2/4, p3(β) = 3β/4 − β2/2 and
p4(β) = β/4− β2/2.
The support of T˜ is [−2, 4]. From Theorem 10, the Ho¨lder regularity of S3(β) is characterized
by the generalized spectral radius of two matrices of order 7, B˜0(β), B˜1(β), which are
respectively the first and the last seven rows of the 9 × 7-matrix (t˜(i, j) : i ∈ [−3, 5], j ∈
[−3, 3]):
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Fig. 5. Comparison of the Ho¨lder regularity of the three-point symmetric scheme and that of its de Rham transform.

p4 p3 0 0 0 0 0
p1 p2 p2 p1 0 0 0
0 0 p3 p4 0 0 0
0 0 −p4 −p4 0 0 0
0 0 p4 p3 0 0 0
0 0 p1 p2 p2 p1 0
0 0 0 0 p3 p4 0
0 0 0 0 −p4 −p4 0
0 0 0 0 p4 p3 0

. (15)
The Ho¨lder regularity values of S3(β) and that of S˜3(β) are respectively
f (β) = − log2 ρ¯(B0(β), B1(β)), g(β) = − log2 ρ¯(B˜0(β), B˜1(β)).
The two functions f and g of β are compared in Fig. 5. Both are computed by applying
Inequalities (6) with n = 12, n′ = 24 and ‖ · ‖ = ‖ · ‖∞: f and g are approximated by
− log2 ρ¯n(B0, B1) and − log2 ρ¯n(B˜0, B˜1) with n = 12. The error in the approximation is not
greater than 0.0481 for f and 0.0826 for g (since numerical computations show that
| log2 ρ¯12(B0, B1)− log2 ρˆ24(B0, B1, ‖ · ‖∞)| ≤ 0.0481
| log2 ρ¯12(B˜0, B˜1)− log2 ρˆ24(B˜0, B˜1, ‖ · ‖∞)| ≤ 0.0826
for all β ∈ [0, 1.5]).
We see that f (β) < g˜(β) for all β ∈ [0, 3/2]. This figure deserves further comment. First, for
any β ∈ (0.72, 0.84), the Ho¨lder regularity of S3(β) is < 2, and that of S˜3(β) is > 2. Second,
for any β ∈ (0, 1/2), the basic functions φ1 and φ2 of S3(β) are C0 without being C1, but their
de Rham transforms ψ1 and ψ2 are C2. Finally, the subdivision scheme S3(3/2) is not C0 while
S˜3(3/2) is C0.
7. The generalized four-point subdivision scheme
We consider the uniform (periodic of period 1) subdivision scheme S4(ω) of parameter ω
whose subdivision matrix is
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S =

· · · · · · · · · · · · · · · · · ·
· · · 0 1 0 0 · · ·
· · · −ω 1/2+ ω 1/2+ ω −ω · · ·
· · · · · · · · · · · · · · · · · ·
 . (16)
If i ∈ {0, 1} and j ∉ {−1, 0, 1, 2}, then s(i, j) = 0. For all i, j ∈ Z, s(i + 2, j + 1) = s(i, j).
This subdivision scheme, the generalized four-point scheme, has been introduced by Dyn and
Levin [11]. We note that S4(0) is again the mid-point subdivision scheme. The four-point scheme
occurs with ω = 1/16 and was proposed by Dubuc [7].
In order to compute the de Rham transform of S, S˜, we observe that S is symmetric with
respect to 0: for all i, j ∈ Z, s(−i,− j) = s(i, j). It follows that S2 is symmetric with
respect to 0. Since s˜(−1, j) = s2(−1, j) and s˜(0, j) = s2(1, j), the de Rham transform of S
is
S˜ =

· · · · · · · · · · · · · · · · · · · · ·
· · · c2 c1 c0 c−1 c−2 · · ·
· · · c−2 c−1 c0 c1 c2 · · ·
· · · · · · · · · · · · · · · · · · · · ·
 (17)
where c j = s˜(0, j) = s2(1, j) for all j ∈ Z.
Since s2(1, j) =∑2k=−1 s(1, k)s(k, j), the row vector (c j : j ∈ Z) is the right multiplication
of the row vector (s(1, k) : k ∈ Z) = (. . . ,−2ω, 1/2+ ω, 1/2+ ω,−ω, . . .) by the matrix
(s(k, j) : k ∈ [−1, 2], j ∈ Z)
=

· · · −ω 1/2+ ω 1/2+ ω −ω 0 · · ·
· · · 0 0 1 0 0 · · ·
· · · 0 −ω 1/2+ ω 1/2+ ω −ω · · ·
· · · 0 0 0 1 0 · · ·
 .
From that, we get c−2 = ω2, c−1 = −ω − 2ω2, c0 = 3/4 + 3ω/2, c1 = 1/4 + 2ω2,
c2 = −ω/2− ω2, and c j = 0 if j ∉ [−2, 2].
Let φ be the limit function of the sequence of refinements fn of the subdivision scheme S4(ω)
where f0(i) = δi0. Similarly, let ψ be the limit function of the sequence of refinements gn of the
subdivision scheme S˜4(ω) where g0 = f0. We now compare the Ho¨lder regularity of φ and that
of ψ when ω = 1/16. For this value of ω, it is known that φ is C1, and φ′ is Ho¨lder continuous
of exponent α for any α ∈ (0, 1) (see Theorem 10 of [7]). But the derivative of φ′ at 0 is −∞; φ
is not C2. On applying Theorem 10, specific computations would show that ψ is Ho¨lder regular
of order r˜ ∈ [2.53, 2.63]. In Fig. 6, we plot the functions φ′, ψ ′ and ψ ′′. The function ψ ′ is
smoother than φ′.
Let us ignore the restriction ω = 1/16. In order to confirm the differentiability of the limit
functions and of their de Rham transforms, if applicable, the difference subdivision schemes∆S4
and ∆S˜4 of order at least equal to 2 must be investigated.
Since S is affine, the difference subdivision matrix Dif(S) is well defined:
· · · · · · · · · · · · · · ·
· · · ω 1/2 −ω · · ·
· · · −ω 1/2 ω · · ·
· · · · · · · · · · · · · · ·
 .
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Fig. 6. Comparison of the basic functions φ and ψ of the four-point scheme: plots of three functions: y = φ′(x),
y = ψ ′(x), y = ψ ′′(x).
The sum of the entries of every row is equal to 1/2. The difference subdivision matrix of order
2, Dif2(S), is
T =

· · · · · · · · · · · · · · ·
· · · 2ω 2ω 0 · · ·
· · · −ω 1/2− 2ω −ω · · ·
· · · · · · · · · · · · · · ·
 . (18)
T is periodic of period 1. The support of T is [−1, 3]. From Theorem 10, the Ho¨lder
regularity of S4(ω) is characterized by the generalized spectral radius of two matrices of order 4,
B0(ω), B1(ω), which are respectively the first and the last four rows of the 5× 4-matrix
2ω 2ω 0 0
−ω 1/2− 2ω −ω 0
0 2ω 2ω 0
0 −ω 1/2− 2ω −ω
0 0 2ω 2ω
 . (19)
The matrices 2B0(ω), 2B1(ω) were used by Hechler et al. [14, Eq. (2)] to study the values of ω
for which the limit functions of S(ω) are C1.
From Theorem 3, the matrix Dif2(S˜) exists and is periodic of period 1. In the rows of index
i = −1, 0, the nonzero entries come from the block matrix of columns j = −2,−1, 0, 1:−ω/2− 3ω2 1/4+ ω/2− ω2 3ω2 ω2
ω2 3ω2 1/4+ ω/2− ω2 −ω/2− 3ω2

.
All the row sums of Dif2(S˜) are equal to 1/4. After computation, we obtain T˜ = Dif3(S˜):
T˜ =

· · · · · · · · · · · · · · · · · ·
· · · p1 p2 p1 0 · · ·
· · · p3 p4 p4 p3 · · ·
· · · · · · · · · · · · · · · · · ·
 (20)
where p1 = −ω/2− 4ω2, p2 = 1/4− 8ω2, p3 = ω2, p4 = ω/2+ 7ω2.
T˜ is periodic of period 1, and its support is [−2, 4]. From Theorem 10, the Ho¨lder regularity
of S4(ω) is characterized by the generalized spectral radius of two matrices of order 6,
S. Dubuc / Journal of Approximation Theory 163 (2011) 966–987 985
Fig. 7. Comparison of the Ho¨lder regularity of the generalized four-point scheme and that of its de Rham transform.
B˜0(ω), B˜1(ω), which are respectively the first and the last six rows of the 7× 6-matrix
p1 p2 p1 0 0 0
p3 p4 p4 p3 0 0
0 p1 p2 p1 0 0
0 p3 p4 p4 p3 0
0 0 p1 p2 p1 0
0 0 p3 p4 p4 p3
0 0 0 p1 p2 p1

. (21)
The Ho¨lder regularity values of any limit function of S4(ω) and S˜4(ω) are respectively
f (ω) = − log2 ρ¯(B0(ω), B1(ω)), g(ω) = − log2 ρ¯(B˜0(ω), B˜1(ω)).
The two functions f and g of ω are compared in Fig. 7. Both are computed by applying
inequalities (6) with n = 12, n′ = 24 and ‖ · ‖ = ‖ · ‖∞: f and g are approximated by
− log2 ρ¯12(B0, B1) and − log2 ρ¯12(B˜0, B˜1) respectively. The error in the approximation is not
greater than 0.1935 for f and 0.0968 for g for all ω ∈ [−0.5, 0.5].
The scheme S4(ω) is at least C0 if ω ∈ (−1/2, 1/2). We see that f (ω) < g(ω) for any
ω ∈ [−1/2, 0.24]. Other points are worth noting from this figure. First, we recall Theorem 3.1
of [14]. Let ω∗ = 0.19273 . . . be the only real solution of the equation 32ω3 + 4ω− 1 = 0; then
the interval (0, ω∗) is precisely the set of ω for which S4(ω) is C1 (see Theorem 3.1 of [14]). A
closer look at Fig. 7 reveals that, for any ω ∈ (0, 0.12), any limit function of S4(ω) is C1 but not
C2, and any limit function of S˜4(ω) is C2.
Second, for any ω ∈ (−0.25, 0), the basic function φ of S4(ω) is C0 without being C1, but
its de Rham transform φ˜ is C2. Third, for ω ∈ (0.4, 0.5), the subdivision scheme S4(ω) is C0
while S˜4(ω) is not. This is the first occurrence here of a C0 subdivision scheme whose de Rham
transform is not C0.
8. Conclusion
For any subdivision scheme S, we have defined its de Rham transform which is a new
subdivision scheme. Many properties of the original subdivision scheme are preserved under this
transform. One such property is the row sum rule of the subdivision matrix. In many instances,
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Fig. 8. Comparison of the basic function φ of the two-dimensional mid-point subdivision scheme and that of its de Rham
transform ψ .
the Ho¨lder regularity is increased: if φ is a limit function of S, the Ho¨lder regularity of φ is very
often smaller than that of its de Rham transform φ˜. The only drawback of this transform is that it
does not preserve the interpolatory property: there is no reason why the de Rham transform of an
interpolatory subdivision scheme should also be interpolatory. Nothing is perfect in this world.
We close with two questions. First is it possible to define the de Rham transform of a
multivariate subdivision scheme? The proper definition seems to be the following one: the de
Rham transform of S = (s(i, j) : i, j ∈ Zd) is the matrix
(s2(2i+ 1, j) : i, j ∈ Zd)
where s2(i, j) are the entries of S2 and 1 is the vector of Rd with d components equal to 1. We
provide an example of the de Rham transform in dimension 2. For the mid-point subdivision
scheme in the plane, if f0 : Z2 → R, the sequence of refinements fn : Z2 → R are recursively
defined:
fn+1(2i, 2 j) = zi j ,
fn+1(2i, 2 j + 1) = (zi j + zi, j+1)/2,
fn+1(2i + 1, 2 j) = (zi j + zi+1, j )/2,
fn+1(2i + 1, 2 j + 1) = (zi j + zi, j+1 + zi+1, j + zi+1, j+1)/4
where zkℓ = fn(k, ℓ) for all k, ℓ ∈ Z. The de Rham transform of this subdivision scheme
generates the sequence of refinements
gn+1(2i, 2 j) = (9wi j + 3wi, j+1 + 3wi+1, j + wi+1, j+1)/16,
gn+1(2i, 2 j + 1) = (3wi j + 9wi, j+1 + wi+1, j + 3wi+1, j+1)/16,
gn+1(2i + 1, 2 j) = (3wi j + wi, j+1 + 9wi+1, j + 3wi+1, j+1)/16,
gn+1(2i + 1, 2 j + 1) = (wi j + 3wi, j+1 + 3wi+1, j + 9wi+1, j+1)/16
where wkℓ = gn(k, ℓ) for all k, ℓ ∈ Z. If we set f0(i) = g0(i) = δi0, the limits of the refinements
fn and gn are respectively φ : R2 → R and ψ : R2 → R. In Fig. 8, we sketch the graphs of φ
and ψ .
A reviewer made this comment with respect to the first question: “Surely the tensor product
of two (one-dimensional) schemes has a de Rham transform which is the tensor product of
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the transform of the two schemes?” This would make possible the identification of the two
limits φ and ψ : φ(x, y) = B1(x − 1)B1(y − 1) and ψ(x, y) = B2(x − 2)B2(y − 2) where
B1(x) = max(0,min(x, 2−x)) and B2(x) =
 x
x−1 B1(t) dt . It would be interesting to investigate
much more deeply the de Rham transforms of various two-dimensional subdivision schemes.
The same reviewer makes a second remark: “Is it possible to detect easily that a given scheme
is in fact the de Rham transform of another with a smaller support, and what that smaller scheme
is? If that were possible, then we might have a way of attacking somewhat larger schemes.”
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