This work considers the problem of selecting sensors in a large scale system to minimize error in estimating its states. More specifically, the state estimation mean-square error (MSE) and worst-case error in Kalman filtering and smoothing. Such selection problems are in general NP-hard, i.e., their solution can only be approximated in practice even for moderately large problems. Due to its low complexity and iterative nature, greedy algorithms are often used to obtain these approximations by selecting one sensor at a time choosing at each step the one that minimizes the estimation performance metric. When this metric is supermodular, this solution is guaranteed to be (1 − 1/e)optimal. This is however not the case for the MSE or the worst-case error. This issue is often circumvented by using supermodular surrogates, such as the log det, despite the fact that minimizing the log det is not equivalent to minimizing the MSE.
I. INTRODUCTION
Often, the outputs of a dynamical system can only be partially observed due to a limited sensing budget and/or because the system scale makes instrumenting all outputs impractical. This issue is critical for distributed systems, where power and communication constraints further limit the number of sensors available [2] , [3] , and is found in applications such as target tracking, field monitoring, power allocation, and biological systems analysis [4] - [9] . In these cases, we must choose which outputs to observe in order to best estimate the system internal states.
In general, solving this constrained output selection problem, often known as sensor selection, is NP-hard [10] - [16] . Still, there exist instances for which its solution can be approximated. For instance, when the goal is to find the smallest set of outputs that makes the system observable, greedy sensor selection is near-optimal [17] . When only structural descriptions are available, the problem is also known to be NP-hard, although a variant in which the outputs can be designed freely admits a polynomial time solution [18] - [20] . Nevertheless, observability alone may not guarantee good state estimates because it does not take into account how hard to observe the system modes are. To do so, we turn to measures of the state estimation error. Department of Electrical and Systems Engineering, University of Pennsylvania. e-mail: luizf@seas.upenn.edu, {luizf, pappasg, aribeiro}@seas.upenn.edu. Part of the results in this paper appeared in [1] .
In this setting, natural choices of objectives, especially in Kalman filtering applications, are the state estimation meansquare error (MSE) and the worst-case estimation error. However, approximation guarantees for these problems are scarce. In particular, typical guarantees for greedy search do not apply since these functions are not supermodular-see [13] - [16] for counter-examples in the context of control theory. Moreover, though convex relaxations of this problem have been proposed, they too lack near-optimality certificates [15] , [21] - [26] . In fact, system-independent guarantees cannot be provided for optimizing the state estimation MSE unless P = NP [16] .
A typical way to address this issue is to use surrogate supermodular objectives, such as the log-determinant of the error covariance matrix or some information-theoretic measure relating the selected output set and its complement [10] , [12] , [17] , [23] , [27] , [28] . Though effective, there is no direct relation between the estimation MSE or the worstcase estimation error and these cost functions. As a matter of fact, despite its usefulness in minimizing the volume of the confidence ellipsoid, the log-determinant is a poor proxy for the MSE-see Remark 1. In this work, we take a page out of Tukey's book and try to solve the "right problem" [29] , i.e., selecting sensors so as to directly minimize the estimation MSE or the worst-case estimation error. To make this selection scalable and obtain performance guarantees, we prove that greedy sensor selection is near-optimal for minimizing the estimation MSE and the worst-case estimation error in both filtering and smoothing settings. Our results show that when the measurement noise is large compared to the process noise, a scenario of practical relevance in Kalman filtering, greedy solutions to these problems approach the classical (1 − 1/e)-optimal certificate for supermodular objectives [30] .
To derive these guarantees, we leverage two notions of approximate supermodularity in which limited violations of the diminishing return property are allowed (Section III). In the case of α-supermodular functions, violations are allowed up to a multiplicative factor α, whereas -supermodular functions violate supermodularity up to an additive constant . We prove that these functions can be minimized near-optimally using greedy search and that α and not only quantify how much supermodularity is violated, but also the loss in performance guarantee due to these violations (Theorems 1 and 2). We proceed to show that the estimation MSE is α-supermodular and that the worst-case estimation error-i.e., the spectral norm of the error covariance matrix-is -supermodular (Section IV). Combining these results yields performance guarantees for greedy sensor selection using the MSE and the worst-case error in filtering (Theorem 5) and smoothing (Theorem 6) state estimation problems (Section V). Note that the αsupermodularity and corresponding guarantees for the MSE in filtering and smoothing problems were previously established in [1] . A field monitoring example is provided to illustrate these results (Section VI).
Notation: Lowercase boldface letters represent vectors (x), uppercase boldface letters are matrices (X), and calligraphic letters denote sets (X ). We write |X | for the cardinality of X and let ∅ denote the empty set. To say X is a positive semidefinite (PSD) matrix we write X 0, so that for
0 when X is positive definite. For a square matrix X, we denote its spectral norm ( 2 induced norm) as X and its maximum and minimum eigenvalues as λ max (X) and λ min (X) respectively.
II. PROBLEM FORMULATION
Consider an autonomous dynamical system whose internal states x k ∈ R n evolve as
and a set of sensors O such that the output y u,k ∈ R pu of sensor u ∈ O is given by
where F ∈ R n×n is the state transition matrix and H u ∈ R pu×n are the sensor output matrices. The process noise w k and measurement noises v u,k are zero-mean Gaussian random vectors with arbitrary covariances
0 for all k. We assume {v u1,i , v u2,j , w i , w j } are independent for all i = j and u 1 , u 2 ∈ O. The initial states x 0 ∼ N (x 0 , Π 0 ) is assumed be a Gaussian random vector with meanx 0 and covariance Π 0 0.
We seek to estimate the states x k from the observations {y u,i } u∈X for a sensing set X ⊆ O and i ≤ k. Depending on the observation history used to estimate the states at time k, we define the following estimation problems:
(i) Filtering, where the current state is estimated using past observations, i.e., we seekx
Smoothing, where all states up to time k are estimated based on all observations. Formally, we
As opposed to (i), states are estimated based on both past and future observations. Note that we do not consider the problem of prediction in which the state at time k is estimated based on observations up to j < k, i.e., in which we evaluatex k (X ) = E [x k | {y u,i } u∈X , i≤j<k ]. Although filtering and prediction are different estimation problems, they do not differ from the viewpoint of sensor selection. Indeed, prediction only extrapolate the j-th filtered estimate usingx k = F k−jx j . Since it does not use additional measurements after iteration j, the sensor selection problem for prediction is in fact the same as the one for filtering.
The performance of the estimation problems (i) and (ii) for a given sensing set X ⊆ O is fully characterized by the error covariance matrix of the estimatorsx andx. Explicitly,
Observe that since the estimators depend on the sensing set X , so do their error covariance matrices. In the propositions below, we show that the matrices in (3) can be written in a unified manner as a set function Y k :
where M ∅,k 0 is the a priori error covariance matrix that represents the error in the absence of sensor measurements and M u,k 0 carries the information obtained by using sensor u ∈ O at time k. Proposition 1. The error covariance matrix P k (X ) of the filtered estimatorx from (i) can be written recursively using (4) with
where
This result is obtained directly from the Kalman filter (KF) recursion (see, e.g., [31] ). For ease of reference, we provide a derivation in the appendix. Proposition 2. The error covariance matrix Q k (X ) of the smoothed estimatorx from (ii) can be written as in (4) with
is the block diagonal matrix whose diagonal blocks are X and Y , and
Proof. The proof follows classical stochastic least-squares results (see, e.g., [31] ). For ease of reference, we provide a derivation in the appendix.
Propositions 1 and 2 show how the abstract set function (4) applies to both filtering and smoothing estimation problems. In the sequel, we formulation the sensor selection problem and derive theoretical guarantees directly in terms of the generic (4). Particular results for the estimation problems (i) and (ii) are provided in Section V.
A. Kalman filter sensor selection
Our goal is to study sensor selection problems in which we seek a sensing set X ⊆ O constrained by a budget |X | ≤ s so that the estimation error covariance matrix Y k (X ) in (4) is minimized in some sense over a given time horizon N . Formally:
Problem (Kalman filter sensor selection). Take N ∈ N and let θ k ≥ 0 for k ∈ [0, N − 1] be a set of nonnegative scalar weights and h : S + → R be a real-valued spectral function over the PSD cone. Kalman filter sensor selection can be written as the discrete optimization problem minimize X ⊆O, |X |≤s
] is a constant. It is worth noting that the constant C ∅ is included only so that the objective of (P ) vanishes when no sensor is
This normalization has no effect on the optimization problem, but simplifies the statement of the approximation certificates presented in the following sections. Also observe that Propositions 1 and 2 do not take control inputs into account. Hence, though a sensing set obtained from (P ) can be used to perform state estimation in the presence of control inputs, it need not be optimal for the joint sensing set-controller design problem. This formulation is left for future works.
Different choices of N , θ k , and h in (P ) yield different sensor selection problems. For instance, (P ) becomes a myopic sensor selection problem when N = 1 [27] . When N > 1, we can choose to optimize the final estimation error-corresponding to θ k = 0 for all k < N − 1 and θ N −1 = 1-, the average error-by making θ k = 1 for all k-, or some weighted average error-e.g., a geometric discount using θ k = ρ N −1−k for ρ < 1. Observe that since the smoothing problem (ii) estimates all states up to k, these multi-step versions of (P ) may not be useful in practice. We still consider them for the sake of symmetry.
The scalarization h is necessary because matrix minimization in the PSD cone is not well-posed [32] and its choice affects both the complexity and the practical usefulness of (P ). For instance, (P ) with h(X) = − Tr(X −1 ) is combinatorial but modular and can therefore be solved in linear time [33] , [34] . This objective, however, is of little relevance in practice inasmuch as it has no direct relation to the estimation MSE. In general, three scalarizations are widely agreed to be of practical significance:
i. The trace defined as
in which case the objective represents the estimation MSE.
ii. The spectral norm or the maximum eigenvalue
in which case the objective is a robust version of (PI) as it minimizes the worst-case estimation error. iii. The log-determinant
in which case the objective corresponds to the volume of the confidence ellipsoid [22] , [28] . These formulations are natural because they minimize different estimation error metrics related to the MSE, which is a customary objective in traditional state estimation, i.e., problems that do not consider sensor selection (X = O). Still, problems (PI)-(PIII) are challenging to solve. They are known to be NP-hard [10] , [12] - [15] , [17] , [33] , so their solutions can only be approximated in practice, typically by means of greedy algorithms [15] , [17] .
In the case of problem (PIII), the log-determinant is a monotonically decreasing and supermodular set function [17] , [23] , [27] , [28] , i.e., it displays a "diminishing returns" property that yields near-optimal performance guarantees for its greedy minimization [30] . The MSE and the worst-case estimation error, on the other hand, are not supermodular in general [12] - [15] , [33] . In fact, stringent conditions on the system matrices are needed to make the estimation MSE supermodular [35] , [36] . These facts notwithstanding, greedy sensor selection has been observed to perform well in solving (PI) and (PII) in both control [13] , [15] , [17] and other contexts [37] , [38] . Our goal in the remainder of this paper is to show that in certain noise regimes of interest these objectives are approximately submodular, so that the greedy solutions of (PI) and (PII) come with performance guarantees analogous to those of (PIII), thereby reconciling empirical observations with our theoretical understanding of these problems. To obtain these nearoptimal certificates, the following section develops a theory of approximately supermodular functions, studying operations that preserve approximate supermodularity and showing that these functions can be near-optimally minimized. We then show that the trace and the spectral norm are approximately supermodular scalarizations of Y k so as to finally provide explicit suboptimality bounds for greedy sensor selection for filtering/smoothing. Remark 1. Besides its intrinsic value as a minimizer of the volume of the confidence ellipsoid [22] , [28] , the log det is often put forward as a supermodular surrogate for the MSE. It is important to point out that this figure of merit is not directly related to the MSE or the worst-case error and that, in general, it is not a good surrogate for either. In fact, the log determinant is a good substitute for the MSE only when the problem has some inherent structure that constraints the confidence ellipsoid to be somewhat symmetric. Otherwise, since the volume of an ellipsoid can be reduced by decreasing the length of a single principal axis, using the log det can lead to designs that perform well-in the MSE sense-along a few directions of the parameter space and poorly along all others. Formally, this can be seen by comparing the variation of the log-determinant and trace functions with respect to the eigenvalues of the PSD matrix Y ,
The gradient of the log-determinant is largest in the direction of the smallest eigenvalue of the error covariance matrix. In contrast, the MSE gives equal weight to all directions of the space. The latter yields balanced designs that are similar to the former only if those are forced to be balanced by other problem constraints. Even for random dynamical systems with 10 states and 10 outputs (see Section VI for details), the MSE error achieved by a sensing set (s = 3) selected by minimizing the log det was up to 13% larger than a sensing set selected by minimizing the MSE itself (100 realizations).
III. APPROXIMATELY SUPERMODULAR FUNCTION MINIMIZATION
Supermodularity (submodularity) encodes a "diminishing returns" property of certain set functions that implies nearoptimality bounds on their greedy minimization (maximization). Well-known representatives of this class include the rank or log det of a sum of PSD matrices, the Shannon entropy, and the mutual information [33] , [34] . Still, supermodularity is a stringent condition. In particular, it does not hold for the objectives of (PI) or (PII) [12] - [14] , [33] .
The purpose of approximate supermodularity (submodularity) is to relax the original "diminishing returns" property while controlling the magnitude of the violations. The rationale is that if a function is "almost" supermodular, then it should behave similar to a supermodular function. In what follows, we formalize and quantify these statements.
Consider a set function f : 2 O → R whose value for an arbitrary set X ⊆ O is denoted by f (X ). We say f is
to be the variation in the value of f incurred by adding the element u ∈ O \ X to the set X . Then, a set function f is supermodular if for all sets A ⊆ B ⊆ O and elements u ∈ O \ B it holds that
A function f is submodular if −f is supermodular.
The relevance of supermodular functions in this work is due to the celebrated bound on the suboptimality of their greedy minimization [30] . Specifically, consider the generic cardinality constrained optimization problem
and construct its greedy solution by starting with G 0 = ∅ and incorporating the elements from O one at a time so as to maximize the gain at each step. Explicitly, at step j we do
The recursion in (10) is repeated for s steps to obtain a greedy solution with s elements. If f is monotone decreasing and supermodular [30] , then
The guarantee in (11), however, no longer applies when f is not supermodular. To provide guarantees in these cases, we leverage two measures of approximate supermodularity and derive near-optimality bounds for each of them. It is worth noting that though intuitive, such results are not trivial. In fact, [39] showed that for another measure of proximity, functions δ-close to supermodular cannot be optimized in polynomial time unless δ is small.
We start with a multiplicative relaxation of the supermodular property (9) .
For α ≥ 1, (12) reduces the original definition of supermodularity, in which case we refer to the function simply as supermodular [33] , [34] . On the other hand, when α < 1, f is said to be approximately supermodular. Notice that if f is decreasing, then (12) always holds for α = 0. We are therefore interested in the largest α for which (12) holds, i.e.,
This concept first appeared in the context of auction design [40] , although it has been rediscovered in the context of discrete optimization, estimation, and control [1] , [41] - [43] . It is worth noting that α in Definition 1 is also related to the submodularity ratio γ introduced in [11] . However, the proposed bounds on γ depended on the sparse eigenvalues of a matrix, that are NP-hard to compute. The first explicit (Pcomputable) bounds on α were obtained in [1] , [42] , though the same bounds were more recently derived for γ for a special case of (PI) (m = 1, M ∅ = σ 2 I, and rank-one M u ) [43] . These results were particularized for the problem of controlling linear systems in [44] .
Interestingly, α not only measures how much f violates supermodularity, but it also quantifies the loss in performance guarantee incurred from these violations.
Theorem 1. Let f be a normalized, monotone decreasing, and α-supermodular set function (i.e., f (X ) ≤ 0 for all X ⊆ O). Then, the solution obtained after r steps of the greedy algorithm in (10) obeys
Theorem 1 Figure 1 . Illustration of the near-optimal guarantee from Theorem 1.
Proof. See appendix.
Theorem 1 bounds the suboptimality of the greedy solution from (10) when its objective is α-supermodular. Indeed, since f is a non-positive function, it guarantees that f (G r ) cannot be too far from the optimal value (Figure 1 ). At the same time, it quantifies the effect of relaxing the supermodularity hypothesis typically used to provide performance guarantees in these settings. In fact, if f is supermodular (α = 1) and r = s, we recover the guarantee (11) from [30] . On the other hand, for an approximately supermodular function (ᾱ < 1), the result in (14) shows that the same 63% guarantee is recovered by greedily selecting a set of size s/α. Hence, α not only measures how much f violates supermodularity, but also gives a factor by which a solution set must increase to maintain supermodular-like near-optimality. It is worth noting that, as with the original bound in [30] , (14) is not tight and that better results are typically obtained in practice (see Section VI).
Although α-supermodularity yields a multiplicative approximation factor, finding meaningful bounds on α can be challenging for certain set functions, such as the objective of (PII). It is therefore useful to look at approximate supermodularity from a different perspective, as proposed in [45] .
Again, we say f is supermodular if ≤ 0 and approximately supermodular otherwise. As with α, we want the best that satisfies (15) , which is given by
In contrast to α-supermodularity, we obtain an additive approximation guarantee for the greedy minimization ofsupermodular functions.
Theorem 2. Let f be a normalized, monotone decreasing, and -supermodular set function (i.e., f (X ) ≤ 0 for all X ⊆ O). Then, the solution obtained after r steps of the greedy algorithm in (10) obeys
As before, quantifies the loss in performance guarantee due to relaxing supermodularity. Indeed, (17) reveals thatsupermodular functions have the same guarantees as a supermodular function up to an additive factor of Θ(s ). In fact, if ≤ (es) −1 |f (X )| (recall that f (X ) ≤ 0 due to normalization), then taking r = 3s recovers the supermodular 63% approximation factor. This same factor is obtained for (α ≥ 1/3)-supermodular functions.
Although Theorems 1 and 2 characterize the loss in suboptimality incurred from violating supermodularity, their performance certificates depend on the specific values of α and . However, (13) and (16) reveal that finding α and for a general function is a combinatorial problem. To give actual nearoptimal guarantees for greedy solution of the sensor selection problems (PI) and (PII), the next section bounds the values of α and for different scalarizations of (4) . Notice that we do not need to tackle the objectives of (PI) and (PII) directly thanks to the following lemma.
Then, for θ i ≥ 0 and b ∈ R,
IV. APPROXIMATELY SUPERMODULAR SCALARIZATIONS
Theorems 1 and 2 apply to set functions that are (i) normalized, (ii) monotone decreasing, and (iii) approximately supermodular. By construction, the objective of (P ) is normalized [(i)]. In this section, we obtain properties (ii) and (iii) by leveraging Lemma 1 and focusing only on the scalarizations underlying the objectives of (PI) and (PII), namely the trace
and the spectral norm
for Y k defined as in (4).
To establish that set functions t and e are monotone decreasing [(ii)], we prove that Y k (X ) is a decreasing set function in the PSD cone (Lemma 2). The definition of Loewner order and the monotonicity of the trace [46] imply the desired result. The monotone decreasing property of the objectives of (PI) and (PII) then follows immediately from θ j ≥ 0. (4) is monotonically decreasing with respect to the PSD cone, i.e.,
Proof. The monotone decreasing nature of Y k stems from the fact that matrix inversion is an operator antitone function, i.e., that for X, Y 0, it holds that X Y ⇔ X −1 Y −1 [47] . To see this, write (4) as Y k (X ) = R(X ) −1 , where R(X ) = M ∅,k + u∈X M u,k . Then, notice that since R is a sum of PSD matrices, it holds that R(A) 0 for all A ⊆ O. Moreover, R is a modular (additive) function, i.e., R(A∪B) = R(A) + R(B). Hence, for A ⊆ B ⊆ O, we obtain
It is straightforward to obtain from (20) 
The remainder of this section is dedicated to showing that the trace and the spectral norm are approximately supermodular scalarizations of Y k , starting with the set trace function (18) . In what follows, we omit the dependence of Y , M ∅ , and M u on k for clarity.
Theorem 3. Let t be the set function in (18) .
where 
Theorem 3 then follows readily from this technical lemma.
Proof of Theorem 3. Notice from (8) and (13) that α can be written as
From Lemma 3, we then obtain
To simplify (23), recall from Lemma 2 that Y is monotone decreasing in the PSD cone.
The ordering of the PSD cone (Loewner order) gives us that the second term in (23) is always greater than one, which yields
The lower bound in (21) is readily obtained by observing that the decreasing nature of Y implies that for any set X ⊆ O:
Theorem 3 gives a deceptively simple bound on the αsupermodularity of the set function t in (18) depending on the spectrum of the M ∅ , M i . This bound can be interpreted geometrically in terms of the "range" of the error covariance matrix Y . To see this, define the numerical range of the set function Y as
where A ⊕ B = blkdiag (A, B) is the direct sum of matrices A and B and W (M ) = {x T M x | x 2 = 1} is the classical numerical range [46] . Since the numerical range is a convex set, we can define its relative diameter as
Then, the following holds:
where ∆ is the relative diameter of the numerical range of Y in (25) .
Proof. Since Y 0, the numerical range in (24) is the bounded convex hull of the eigenvalues of Y (X ) for all X ⊆ O [46] . We can therefore simplify (25) using the fact that it is monotonically increasing in µ and decreasing in η. Explicitly,
Using the fact that Y is monotonically decreasing (Lemma 2), this maximum is achieved for
The bound in (21) thus becomes
Hence, (21) bounds how much t deviates from a supermodular function (as quantified by α) in terms of the numerical range of its underlying function Y . The shorter the range of Y , the more supermodular-like (18) will be.
Notice from Lemma 1, that evaluating the αsupermodularity of the objective of (PI) is a straightforward corollary of Theorem 3.
Proceeding, we now bound the -supermodularity of (19), once again temporarily omitting the dependences on k.
Theorem 4. Let e be defined as in (19) . Then, e issupermodular with
Proof. The proof follows a homotopy argument, i.e., we define a continuous map between ∆ u e(A) and ∆ u e(B) and bound its derivative using spectral bounds on the sum of Hermitian matrices. The inequality in (27) then follows from the fundamental theorem of calculus. Start by defining the homotopy, with t ∈ [0, 1],
. Ifḣ AB (t) is the derivative of h AB with respect to t, it therefore holds that
Comparing (29) to the definition of in (16), we obtain
We now proceed by evaluatingḣ. We omit the dependence on A and B for conciseness. First, recall from matrix analysis that for any X 0 we have
where q(t) is the eigenvector relative to the maximum eigenvalue of X(t). To obtain (31), we used the fact that X = λ max (X) for X 0 and d dt λ max [X(t)] = q(t) TẊ (t)q(t). We then used d dt X(t) −1 = −X(t) −1Ẋ (t)X(t) −1 [47] . In view of (28) and (31), we obtaiṅ
where u(t) and w(t) are the eigenvectors relative to the maximum eigenvalues of Z(t) −1 and [Z(t) + M u ] −1 respectively.
We now proceed by finding a bound forḣ in (32) that is independent of t. To do so, observe that R(B) R(A), since A ⊆ B and R is monotone increasing (Lemma 2). By the Loewner ordering, the second term in (32) is therefore non-positive. Thus, using Rayleigh's spectral inequality and the fact w(t) = 1 for all t yieldṡ
Next, we once again use the fact that R(B) R(A) to obtain Z(t) Z(0) = R(A), effectively removing the dependence on t. Using Cauchy-Schwartz then yieldṡ
which can be used in (30) to get
Algorithm 1 Cardinality r greedy set selection for (P )
The inequality in (27) is then obtained using
From Theorem 4 and Lemma 1, we obtain:
In the sequel, we particularize these results for the estimation problems (i) and (ii) in Section II, showing that we we obtain supermodular-like guarantees when a certain measure of signal-to-noise ratio (SNR) is small. We also argue that this is in fact the typical setting in which KFs are useful in practice.
V. NEAR-OPTIMAL SENSOR SELECTION
In this section, we obtain approximation guarantees for the greedy optimization of the MSE and worst-case error in filtering and smoothing problems. More specifically, we provide near-optimal certificates for the solution G r obtained using Algorithm 1 with Y taken from Proposition 1 (filtering) or Proposition 2 (smoothing) and with the trace or spectral norm scalarizations h (as in Section II-A).
A. Greedy sensor selection for filtering is near-optimal
The main result of this section stems from applying Proposition 1 to Corollaries 1 and 2.
Theorem 5. Let Y k (A) = P k (A), the filtering error covariance from Proposition 1, in (PI)-(PII) and denote their solutions as T and S , respectively. Let T g and S g be the r-elements greedy solutions obtained by using Algorithm 1 on (PI) and (PII). Then,
for f T and f S the objectives of (PI) and (PII) respectively, where V u = H T u R −1 v,u H u . Theorem 5 shows that greedy sensor selection for state filtering is near-optimal. In fact, it gives explicit bounds on the suboptimality of greedy sensing sets as a function of parameters of the dynamical system. When we do not allow violations of the cardinality constraint, i.e., for r = s, and (35) is close to one or (36) is close to zero, the guarantees from Theorem 5 approach the (1 − 1/e)-optimality of greedy supermodular minimization.
To see when this occurs specifically, notice that (35) can be rewritten using the Riccati equation (48) aŝ
i.e., as the ratio between the a posteriori error using all sensors and the a priori error. Hence, α j in (35) is large when the a priori and a posteriori error covariance matrices are similar. To get additional insight, consider the particular case in which Π 0 = R w = σ 2 w I and R v = σ 2 v I. Also, suppose that the states are measured directly, i.e., that O = {1, . . . , p} and that H u = e T u , u ∈ O, where e u is the u-th column of a p × p identity matrix. Then, from (47) and (48), the matrices of interest take the form
Notice that for (35) to approach one, it must be that P k (O) ≈ P k|k−1 . Since P k|k−1 depends directly on σ 2 w , it is clear from (37b) that this occurs when σ 2 v σ 2 w . Additionally, we need P k|k−1 to be well-conditioned. When σ 2 w is large, this stems directly from (37a). On the other hand, if σ 2 w F , then P k|k−1 ≈ F P k−1 F T and its condition number depends directly on F , since κ(P k|k−1 ) ≤ κ(P k−1 )κ(F ) 2 , where κ is the condition number with respect to the spectral norm [46] . A similar argument applies to (36) , which in this simplified setting reduces tô
Hence, similar conditions as above also guarantee thatˆ is small. In particular, this occurs when σ 2 v is much larger than σ 2 w and F . Figures 2 and 3 illustrate these observations by showing the values ofα andˆ , averaged over 100 dynamical systems realizations, for different values of σ 2 w /σ 2 v and F (see Section VI for details). Indeed, the guarantees from Theorem 5 are stronger when σ 2 v σ 2 w , σ 2 v F , and when the system has modes with similar rates (κ(F ) ≈ 1). It is important to highlight that this is the scenario in which KFs are most useful: if the process noise dominates the estimation error, the system trajectory is mostly random and the choice of sensing subset has little impact on the estimation performance [31] , [49] . Also notice from Figure 2 that for σ 2 v > 10σ 2 w and F = 0.3, we can obtain supermodular-like guarantees for greedy sensor selection by violating the cardinality constraint by 35%.
Since guarantees for problem (PII) are additive, meaningful performance bounds are obtained on a more narrow range of parameters (Figure 3) .
Remark 3. In [16] , it was shown that it is impossible to obtain a non-trivial universal (system-independent) bound onα unless P = NP. To do so, they provide a reduction from the problem of exact cover by 3-sets (X3C) that relies on a dynamical system with noiseless outputs. Notice that this is in line with the results from Theorem 5 given thatα → 0 as σ 2 v → 0, i.e., the guarantees based on approximate supermodularity become vacuous for noise-free outputs. When this is not the case, however, Theorem 5 provides non-trivial nearoptimal certificates for greedy sensor selection as a function of the dynamical system parameters. 
B. Greedy sensor selection for smoothing is near-optimal
We obtain similar results for smoothing by taking the values of M ∅,k and M u,k from Proposition 2.
, the smoothing error covariance matrix from Proposition 2, in (PI)-(PII) and take T and S to be their respective solutions. Let T g and S g be the r-elements greedy solutions obtained by using Algorithm 1 on (PI) and (PII). Then,
for f T and f S the objectives of (PI) and (PII) respectively,
Theorem 6 shows that greedy sensor selection is also nearoptimal for state smoothing. The suboptimality guarantees, however, vary in strength depending on the parameters of the dynamical system. Nevertheless, as with the filtering case from Section V-A, the certificates improve in typical practical settings. For simplicity, let us again analyze the case where Π 0 = R w = σ 2 w I, R v = σ 2 v I, and H j = e T j , for j ∈ O = {1, . . . , p}. Immediately, max = σ 2 w , C = σ 2 w I, and (40) simplifies tõ
Notice that a noise ratio appears explicitly in the denominator of (42). Hence, as for filtering, it is ready thatα ≈ 1 when σ 2 v σ 2 w . Moreover,α j depends on the system dynamics through the matrix Φ. In fact, this dependence can be made explicit by bounding the norm of Φ in terms of its blocks. Ex-
Hence, stronger guarantees are obtained when σ 2 v F . Once again, similar arguments hold for (41) , which reduces tõ
We illustrate the values ofα and˜ for different values of σ 2 w /σ 2 v and F in Figures 4 and 5 (see Section VI for details). As (42) and (43) suggest, Theorem 6 provides better guarantees when F σ 2 w /σ 2 v 1. In other words, when the measurement noise dominates the process noise and the rate of decay of the dynamical system, a scenario of practical value in KF applications [31] , [49] . Similar to the filtering case, Figure 4 shows that if we violate the cardinality constraints by 35%, we can obtain (1 − 1/e)-optimality for F = 0.3 and σ 2 v > 75σ 2 w . As in the filtering case, good performance guarantees for problem (PII) are obtained for a stricter range of parameters ( Figure 5 ).
VI. NUMERICAL EXAMPLES
We begin by giving details on the simulations in Figures 2-5. We considered dynamical systems with n = p = 100 in which the elements of F were drawn randomly from a standard Gaussian distribution, H u = e T u , where e u ∈ R p is a vector of zeros except for the u-th element, which is one, Π 0 = 10 −2 I, R w = σ 2 w I, and R v = I. The state transition matrix F was normalized so that its spectral norm is in [0.1, 0.9] and the process noise noting, however, that these are worst-case guarantees and that better results are common in practice. To illustrate this point, we evaluate the relative suboptimality of greedily selected sensing sets for both filtering and smoothing over 1000 system realizations. Explicitly, we evaluate
where G and X are the greedy and optimal solutions of (P ), respectively. In all experiments, we take r = s, i.e., we do not consider violations of the cardinality constraint. Since ν depends on the optimal sensing set, we restrict ourselves to small dynamical systems [n = 10 states, p = 10 outputs, and s = 4 in P ]. However, we now randomly draw the elements of both F and H from standard Gaussian distributions and normalize F so that its norm is 0.9. We keep σ 2 w = 10 −2 fixed, but draw the measurement noise variances at each output uniformly at random from [10 −2 , 1]. In Figures 6 and 7 , we show the value of ν for the result of greedily solving problem (PI) for filtering and smoothing. Notice that the values obtained are considerably lower than the guarantee given in Theorems 5 and 6. In fact, they are lower than the 1 − e −1 ≈ 0.63 bound for supermodular functions. For both problem, greedy sensor selection found the optimal sampling set in over 96% of the realizations.
In Figures 8 and 9 , we show results for problem (PII). To make sure the system is observable over the time window selected, we use a smaller system [n = 5 states, p = 10 outputs, and s = 5 in (P )]. Moreover, since the guarantees for the greedy solution of (PII) are additive and therefore not as strong as those for (PI), we take σ 2 w = 10 −3 . For the filtering problem, the results are similar to those observed in Figure 6 for minimizing the MSE. In over 98% of the realizations, greedy sensor selection actually obtained the optimal sensing set. On the other hand, the smoothing problem is more challenging for the worst-case error and the results obtained are poorer. This is especially due to the fact that f ( S ) s ·˜ in (39) for this example, so that the guarantees we obtain are less strict. Still, greedy sensor selection found the optimal sensing set in 77% of the realizations.
A. Application: sensing for the Amazon basin
We conclude these numerical examples by illustrating the use of greedy sensor selection for water monitoring in the Amazon basin. The Amazon drainage basin, showed in green in Figure 10 , covers 7.5 million km 2 and is composed of over 7000 tributaries. In our experiments, we use a simplified network of the basin (blue curve in Figure 10 ) obtained by smoothing the original map [50] .
Using this river network, we construct a weighted directed tree G = (V, E). The set of vertices V is composed of the possible sensor positions shown in Figure 10 and an additional node midway between each sensor (|V| = 127). The set of edges E is composed of ordered pairs from V × V such that (i, j) ∈ E if water flows from node i to node j. We assume all river flow toward the ocean. The adjacency matrix of G is then given by
where z i ∈ R 2 is the position of node i on the map and σ 2 = 10 is a smoothness parameter. We also define its Laplacian as L = D − A, where D is a diagonal matrix whose elements are the sum of the columns of A, and its symmetrized Laplacian as L = D − (A + A T ), where D is a diagonal matrix whose elements are the sum of the columns of A + A T . Using A from (44) and the Laplacians defined above, we construct a dynamical system whose states x k evolve according to (1) with F = 0.9 exp(−L∆t) + 0.099 exp(−L ∆t),
where ∆t = 0.1 is the sampling period. The dynamics in (45) are a combination of two processes: the first term corresponds to the advection process by which water flows to the ocean Figure 10 . and the second term corresponds to a diffusion process. The combination coefficients are chosen so that the system is marginally stable ( F < 1.02). The process noise w k is drawn from a zero-mean Gaussian random variable with covariances R w = σ 2 w I, for σ 2 w = 10 −4 . The true initial state of the system is a spike at the beginning of the Amazon river (the red curve in Figure 10 ), i.e., x 0 is a vector of zeros except at position 51, where it is 10. For the KF, however, we assume the initial state is a zero-mean Gaussian random variable with covariance Π 0 = I.
We greedily select s = 10 sensors (dark circles in Figure 10 ) from a pool of p = 64 sensors whose positions are shown in Figure 10 . The sensors observe a noisy version of their respective states, i.e., y u,k = e T u x k +v u,k for u ∈ O, where e u is a vector of zeros except for the u-th element that is one and v u,k is a zero-mean Gaussian random variable independent of v w, for all w = u or = k with variance σ 2 v = 10 −1 . The state trajectories estimated using Kalman filtering are shown in Figure 11 . We show only the values at 7 unobserved portions along the Amazon river (indicated in Figure 10 ). We compare the performance of a greedy sensing set selected to optimize the average 200-steps MSE and a sensing set containing one randomly selected sensor for each of the first ten levels of the Amazon basin tree. Notice from Figure 11 that by portion C, the results using the greedy sensing set track closely the true states of the system, whereas the random sensing only detects the change in the water on the second half of the river (position E). In terms of error, the average 200steps MSE for a full sensing solution (X = O) is 185.67. The greedy sensing set, which contains only 15% of the possible sensors, achieves a cost of 1005.03, an almost 50% reduction over the 1978.22 obtained by the random set. Since the modes of this system have similar decays (the condition number of F is 1.3), the sensing set obtain by greedily solving (PIII) differs in a single sensor from that obtained using (PI). Thus, they achieve similar MSE performances. As discussed in Remark 1, this is not necessarily the case in general.
VII. CONCLUSION
This work studied the filtering/smoothing sensor selection problems for both the MSE and the worst-case error and provided near-optimal guarantees to their greedy solutions. To do so, it relied on two concepts of approximate supermodularity, αand -supermodularity, and derived approximation bounds for the greedy minimization of these functions. By bounding α and for the MSE and the spectral norm of the error covariance matrix, it showed that filtering/smoothing sensor selection problem can be solved near-optimally. In fact, in typical application scenarios, the guarantees approach the 1−1/e certificate of supermodular functions. These results justify the use of greedy sensor selection without the need for surrogate cost functions, such as the log det. We expect that other cost functions have similar approximate supermodular behavior and that this theory can be used to give approximation certificates for other control problems. Of particular interest is a formulation that takes the controller inputs into account when designing the sensing set. The underlying theory developed here could also potentially be applied to problems involving joint state/input estimation and/or input and state constraints could also benefit from the underlying.
with Z(X , u) = Y (X ) 1/2 Y (X ) +M −1 u −1 Y (X ) 1/2 . Since both matrices in (64) are positive definite, we can use the bound from [52] to get λ min [Y (X )] Tr (Z) ≤ ∆ u t(X ) ≤ λ max [Y (X )] Tr (Z) .
Reversing the manipulations used to obtain (64) yields
The result in (22) is obtained by continuity as → 0. 
