The global IT industry has now matured. As more and more systems grow old and enter into the maintenance stage, software maintenance (SM) is becoming one of the most carried out and challenging tasks. Besides, the industry is also facing a shift in traditional technical environment by way of use of newer tools and approaches of software development, migration from legacy software to current software and dynamic changes in the SM environment. The challenge then lies in accurately modeling and predicting the SM effort, schedule and risk involved, under the above circumstances. This work employs a neural network (NN) approach to model and predict the software maintenance effort based on an available real life dataset of outsourced maintenance projects (Rao and Sarda, 36 projects of 14 drivers). A comparison between results obtained by NN and regression modeling is also presented. It is concluded that NN is able to successfully model the complex, non-linear relationship between a large number of effort drivers and the software maintenance effort, with results closely matching the effort estimated by experts.
INTRODUCTION
Software is typically delivered with undiscovered flaws. As per the IEEE standard for software maintenance (SM) the definition of SM is as follows: "The modification of a software product after delivery, to correct faults, to improve performance or other attributes, or to adapt the product to a modified environment" [1] . SM today is the most expensive and time consuming phase especially in case of legacy, large and complex systems. Due to architectural modifications their original design no longer matches the new business goals and requirements [2] . SM is a dynamic process and its planning involves estimating size, effort, duration, staff and costs. Problems of maintainer"s job switchover, recruitment of experienced maintainers, costing and total project duration while submitting a maintenance bid, optimum resource allocation and vast variety of projects have made accurate estimation of maintenance cost a fairly challenging problem for the maintenance organizations. However, a precise estimation should not only consider the FPs, representing the software size, but should also include different elements of the development environment. Reference [5] proposed a SM project effort estimation model based on function points. It used FPs to calculate the volume of maintenance function. Ten value adjustment factors were considered and grouped into three categories of maintenance characteristics, i.e. the people domain, product domain and the process domain.
LITERATURE REVIEW
Various mathematical and machine learning or artificial intelligence (AI) based techniques like regression analysis, artificial neural networks (ANN), genetic algorithms (GA), fuzzy logic (FL), case based reasoning etc. are being used for accurate prediction and estimation of SM effort ([6]- [8] ). Most of these studies are based on the hard to estimate maintained code size metric "lines of code" (LOC) or the FP metrics. Reference [9] presented a review of studies on estimation of software development effort. The unit effort expended on maintenance of a system was dependent on many external factors and was not a linear relation with respect to time [10] . Reference [11] compared the prediction accuracy of different models using regression, neural networks and pattern recognition approaches. Reference [12] listed the following four groups of factors affecting the outsourced maintenance effort: system baseline, customer attitude, maintenance team and organizational climate; and described how a system dynamics model could be build.
However, till date no single estimation model has been successfully applied across a wide variety of projects. Although, there are many likely benefits of using more than one technique, there is no way to decide beforehand, which techniques can be applied for SM effort estimation. Often, adequate information of real life SM projects regarding size, maintenance history, human and management factors (management focus, client attitude, need for multi-location support teams etc.) is unavailable. This makes the problem of objectively estimating SM effort almost intractable.
Artificial intelligence combines the elements of learning, adaptation and evolution e.g. NN and FL that are able to learn from experimental data, represent highly non-linear and multivariate relationships, and are expertise or rule based. These have been successfully applied to an environment typically present in a modern day SM company ( [13] - [17] ). Many AI based hybrid schemes have also been investigated for SM effort estimation including neuro-GA, grey-GA, neuro-fuzzy, etc. ( [18] - [20] ). Hence, a soft computing approach based on ANN is preferred in the present work.
PROPOSED WORK
The objective of the present work is to develop a multilayer feed forward NN with back-propagation and Bayesian regularization training. The choice of neural networks as the estimation tool was governed by the fact that a properly trained NN gives matching outputs when presented with unseen inputs, as is the case in SM effort estimation. The present work is based on the open literature effort data of 36 outsourced SM projects of 14 effort drivers as shown in Table 1 The organization of rest of the paper is as follows: Section 4 presents the results of statistical analysis and regression modeling. Section 5 deals with the neural network modeling approach adopted in the present work. Section 6 presents the analysis and validation of results obtained while Section 7 presents the concluding remarks.
STATISTICAL ANALYSIS AND REGRESSION MODELING
Before conducting regression analysis we proceed to check if the data was normally distributed. Fig. 1 shows a histogram plot of a normally distributed dataset. From the data of effort drivers as input and estimated effort as output, we ranked the 14 effort drivers based on the Taguchi signal-to-noise ratio concept, for the "smaller-is-better" optimization criterion. A linear regression model (Eq. 1) was obtained using the commercial package Minitab, by conducting S/N ratio based ANOVA (Analysis of Variance), as shown in The parameter N (whether structured programming concepts have been followed in the program) is found to have a considerably dominant effect on the effort and is ranked at no. 1, while the parameter G (consistency and centralization of exceptional handling in programs) has the least significant effect. A high value of 0.944 of the square of correlation coefficient (RSq) shows an excellent agreement between the linear model predicted and experimental values, further indicating the consistency of data. Thereafter the main effect plot (Fig. 2) was drawn to evaluate the change in mean effort at different level settings of each variable. It is evident that almost all the drivers except G and H had an increasing effect on the predicted effort with increased level settings. 
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Data Means However, the same may not be true beyond the present range of parameters and more so when there is a non-linear relationship between the effort drivers and response. Hence, the neural network based approach has also been attempted as an alternate method and a comparison is made between the two approaches.
NEURAL NETWORK MODELING
ANN is a class of flexible non-linear model inspired by the way in which the human brain processes information. Given an appropriate number of hidden layer units, it is well established that ANN can approximate any non-linear function, to a reasonable degree of accuracy [23] . The flexibility and generalization ability of ANN have made them a popular modeling tool across different research areas in recent years. ANN trained using an algorithm learns stagewise, progressing from fairly simple to more complex mapping functions. The mean-square error decreases with an increasing number of iterations during training.
The NN architecture chosen in our case was the 3 layer backpropagation, with 14 inputs, 14 hidden neurons and 1 output (14-11-1), as shown in Figure 3 . The uni-modal sigmoid activation function in hidden layer and output layer was used in the present study. We initially kept only one hidden layer with hidden nodes equal to the inputs i.e. 14. The number of hidden nodes was gradually increased from 14 and the reduction in SSE observed. During trials, the minimum MSE did not change significantly with increased hidden nodes. Hence, a simplified NN architecture with only one hidden layer and minimum number of hidden neurons was finalized. The network was trained using 27 samples (50% of input data set) and rest 25% each were used for validation and testing. In this work, we have used the Matlab NN toolbox functions ( [24] , [25] ). This toolbox provides utility functions for creating and training NNs, and verification and validation of NNs by simulation and visualization. 
ANALYSIS AND VALIDATION OF RESULTS
A comparison of the 14-14-1 NN output with measured experimental values of effort shows the % error varying from +4.32 to -38.56, +18.72 to -5.87 and +6.12 to -2.31 for the training dataset (18 nos.), testing dataset (9 nos.) and validation dataset (9 nos.), respectively. The average % error though is significantly small at -1.93, 2.40 and 0.46, respectively. The next step was to perform analysis of the network response. The results of training of available data with a 14-14-1 architecture are shown in Figure 4 . The obtained trends were as expected since the test set error and the validation set error have similar characteristics and tend to converge very fast (40 epochs). Linear regression analysis between the network outputs and the corresponding targets was performed as shown in Fig 5. The two outliers of smallest effort (9.8) and largest effort (19. 2) show larger errors of -38.56% and 18.72%. Hence, a log transformation (i.e. log(inputs) and log(output effort) has also been attempted, significantly reducing the above errors to -13.98% and 7.28%. For all the above details reference may be made to Appendix 2. A much simplified NN architecture was able to effectively and successfully model the highly non-linear relationship between the 14 variables and a single output parameter, as is evident from the high correlation coefficient "R" value (around 0.9), for multiple runs of the code (Fig. 5) .
The predicted effort (based on uncoded inputs / actual values) using the regression equation (Eq. 1) has been shown in the last column of Appendix 1. It can be inferred from the predicted values that the Taguchi approach based predicted effort models the effort with high accuracy validating the proposed approach.
However, a single model will be insufficient to deal with vastly varying nature of projects.
CONCLUSIONS
In this paper, effectiveness of NN modeling approach of effort estimation for outsourced software maintenance projects was presented. The NN model trained using experimental data was found to have good generalization capabilities and is able to successfully predict the effort closely matching the experimental observations. Since the effect of various cost drivers on effort is often quite complex, ANN can be used as an effective tool to model and predict the SM effort. However, the models should also be evaluated by exploring the model sensitivity and scalability on a variety of historical and unseen input data [26] .
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