




















Variational Principle for Classical-Quantum Systems
M. Grigorescu
Abstract
The evolution of a quantum particle interacting with a classical system is
described by a generalized variational principle. The dynamical variable is
a quantum state vector which includes the classical action as a phase factor,
and the common time is treated as a collective variable. Combined with the
model of bilinear coupling, the variational principle is applied to the prob-
lem of a quantum system in a thermal environment. It is shown that the
statistical ensemble of Brownian state vectors is described by the solution of
a nonlinear quantum Fokker-Planck equation for the density matrix. Exact
solutions of this equation are obtained for the case of a two-level system,
considering both stationary and nonstationary initial states.
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I. Introduction
The time-dependent variational principle (TDVP) provides the equations
of motion for dynamical systems evolving on trajectories which are the crit-
ical points of an action functional, or the geodesics of a suitable metric [1].
In classical mechanics the action is a functional defined on the infinite
dimensional space of the trajectories in the velocity, or momentum phase
space, and locally the dynamics is expressed by the Euler-Lagrange, respec-
tively Hamilton equations. The classical action remains significant also for
the quantum dynamics. For instance, by the Bohr-Sommerfeld integrality
constraints it can provide the exact energies of the stationary states, while in
the Gamow formula it describes the stationary tunneling rates. In general,
the transition amplitudes can be related either to the classical action, in the
path-integrals formalism [2], or to a specific ”quantum action” [3].
The evolution of the state vectors in quantum mechanics is expressed es-
sentially by the time-dependent Schro¨dinger equation (TDSE). This can be
written as a Hamilton system of equations, and therefore it can be derived
by the TDVP with an action functional (the ”TDSE action”) depending on
the trajectories in Hilbert space [4]. The TDVP can be applied to this action
not only to recover TDSE, but also to obtain quasiclassical approximations,
by constraining the variations to suitable manifolds of trial states. For ex-
ample, in the case of a many-fermion system, constrained variations within
the manifold of Slater determinants provide the time-dependent Hartree-
Fock equations [5].
Dynamical systems in which a classical, deterministic part, interacts with
a quantum part, have been a challenge since the early days of the quantum
theory. The presumed strong coupling switched on at the time of a mea-
surement process was described by turning TDSE into an instantaneous
collapse of the wave function. However, TDSE was successfully used to de-
scribe moderate, but continuous couplings, such as in the Born-Oppenheimer
approximation [6]. Also, in the context of the semiclassical theories of grav-
ity, coupled Hamilton-Heisenberg [7], or Hamilton-Schro¨dinger [8] equations
have been derived by TDVP with suitable action functionals. The limits
of this approach when the quantum fluctuations become important are dis-
cussed in ref. [9].
Quantum systems interacting continuously with a non-deterministic, ther-
mal environment, appear in the treatment of the relaxation phenomena. The
methods range from perturbative rate equations for the occupation proba-
bilities [10] to the quantum Fokker-Planck equation [11]. For a quantum
Brownian particle, by analogy with the classical equations of motion have
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been proposed quantum Langevin equations, in the Schro¨dinger [12, 13] or
Heisenberg representations [14].
The analogy with the classical description of the thermalization pro-
cess can be used not only at the level of the equations of motion, phe-
nomenological in essence, but also in the TDVP which provides them. In
[15, 16] classical-quantum equations of motion have been obtained by using
the TDVP. The action functional for the mixed system was defined as the
sum between the classical action and the TDSE action with a Hamiltonian
operator depending on the classical variables. In the case of a classical ther-
mal environment, this approach leads to a nonlinear Schro¨dinger-Langevin
equation [16], and neglecting friction, to the quantum Fokker-Planck equa-
tion [17].
In this work the variational approach to the classical-quantum dynam-
ics is extended in several aspects, concerning both the formalism and its
applications. In Section II the TDVP is expressed in terms of a single ac-
tion functional, the TDSE action, by including the classical action in the
phase factor of the state vectors. To cover also the intermediate situations
when some quantum degrees of freedom are described by coherent states,
the Hilbert space is factorized in a linear subspace and a ”trial manifold”.
In Appendix it is shown that this extension may be used to describe the
time in quantum mechanics as a dynamical variable rather than as a pa-
rameter. The bilinear coupling model is recalled in Section III to derive
the quantum Fokker-Planck equation for the average density matrix, when
both thermal noise and nonlinear friction terms are considered. In Section
IV this equation is solved for a two-state system with stationary and non-
stationary initial conditions. When friction is negligible, the solutions can
be obtained in analytical form, showing explicitly the decoherence effect of
the noise-induced transitions. The nonlinear friction term alone leads to a
form of spontaneous decay, studied at zero temperature. The conclusions
are summarized in Section V.
II. The variational principle for classical-quantum systems
Let us consider a classical system described by the momentum phase-
space coordinates C ≡ (q1, q2, ..., qn, p1, p2, ..., pn) on the symplectic manifold
Mcl, and a quantum system, described by the quantum state vector |ψ〉 of














dt〈ψ|ih¯∂t − Hˆ0|ψ〉 (2)
for the quantum system. A coupling between these systems can be intro-
duced by an interaction term hˆC , which is an operator on H parameterized
by the classical variables C. The resulting classical-quantum system will be




dt〈P|ih¯∂t − Hˆ|P〉 (3)







combines the quantum state vector |ψ〉 and the classical action Stcl[C].
For the complex quantum systems Hˆ0 can be decomposed in a sum
Hˆ0 = Hˆo + HˆI between an ”orbital” term Hˆo and an intrinsic term HˆI .
Therefore, it is useful to decompose H in a direct product H = Ho ⊗ HI
between the corresponding Hilbert spaces. This factorization is important
because each term may require a specific treatment. For instance, a term
Hˆo describing the motion of the center of mass in some external potential
can be treated by the one-body TDSE. However, an intrinsic many-body
Hamiltonian HˆI which contains the interactions responsible for the binding
energy of the system needs some mean-field approximation. Therefore, in
general |ψ〉(t) should be taken of the form
|ψ〉(t) = |ψo〉(t)|χ〉(x˜) , (5)
with |ψo〉(t) a state vector in Ho and |χ〉(x˜) ∈ MI an element of a 2N -
dimensional symplectic trial manifold MI ⊂ HI , parameterized by the real
variables x˜ ≡ (x1, x2, ..., x2N ).
The action functional ST [P] depends in general on three sets of trajec-
tories: Ct on Mcl, x˜t on MI and |ψo〉(t) in Ho. Presuming that there is no
coupling between Ho and HI mediated by hˆC , the TDVP δC,ψo,x˜ST [P] = 0
yields the system of coupled equations
q˙k =
∂(Hcl + 〈ψ|hˆC |ψ〉)
∂pk
, p˙k = −∂(Hcl + 〈ψ|hˆC |ψ〉)
∂qk
, k = 1, n (6)
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ih¯∂t|ψo〉 = (Hˆo + hˆC)|ψo〉 (7)
2N∑
j=1
x˙jωjk = ∂k〈χ|HˆI + hˆC |χ〉 , (8)
where ∂k ≡ ∂/∂xk and
ωjk = 2h¯Im〈∂jχ|∂kχ〉 (9)
are the coefficients of the symplectic form ω =
∑
j<k ωjkdx
j ∧ dxk on MI .
If MI is a homogeneous space which breaks some continuous symmetry
of HˆI generated by Pˆ , ([Pˆ , HˆI ] = 0 but PˆMI 6= 0), then it is convenient
to select a submanifold of states |χ〉(ξ,℘) = eiξPˆ /h¯|χ〉(0,℘), where |χ〉(0,℘) ≡
|χc〉 ∈ MI is a continuous set of critical points (local minima) of HˆI + cPˆ ,
parameterized either by c or by ℘(c) ≡ 〈χc|Pˆ |χc〉. The variables ξ, ℘ can be
used as distinguished components of x˜, because
ωξ℘ = −2Re〈χc|Pˆ ∂℘|χc〉 = −∂℘〈χc|Pˆ |χc〉 = −1 (10)
and
ξ˙ = −∂℘〈χ|HˆI |χ〉 = c , ℘˙ = ∂ξ〈χ|HˆI |χ〉 = 0 . (11)
Thus, the broken symmetry of HˆI is reflected by the conservation of ℘, and
the uniform (inertial) motion of ξ with the velocity c.
It is important to remark that ST [P] in Eq. (3) was defined assum-
ing that the action functionals in Eqs. (1) and (2) are expressed in terms
of the same time parameter t. The emergence of TDSE from the time-
independent Schro¨dinger equation, as a result of the coupling between the
quantum system its classical environment, is discussed in ref. [18]. A kine-
matical treatment of time in quantum mechanics as an observable, rather
than as a parameter, is presented in the Appendix.
III. The nonlinear Fokker-Planck equation
The effects of a classical environment on a quantum system can be stud-
ied by using the model of bilinear coupling. In this model the environment
consists of independent harmonic oscillators continuously distributed in fre-
quency with the density µω. For a quantum system with no intrinsic struc-







where Cω are constants and qω are the time-dependent coordinates of the








, p˙ω = −mωω2qω − Cω〈ψ|xˆ|ψ〉 (13)
The solution qω(t) is a function of Qψ(t) ≡ 〈ψ|xˆ|ψ〉, and once replaced in
Eq. (7), yields the modified TDSE
ih¯∂t|ψ〉 = (Hˆ + Wˆ (t))|ψ〉 (14)
in which Wˆ (t) = −xˆ[ξ(t) + fψ(t) + Qψ(t)Γ(0) − Qψ(0)Γ(t)]. The force



















where J(ω) = πC2ωµω/2ωmω is the spectral density of the environment. The
operator xˆ[Qψ(t)Γ(0)−Qψ(0)Γ(t)] ensures the invariance of Wˆ with respect
to the renormalization of the memory function Γ by an additive constant,
and vanishes when Γ(t) ∼ δ(t) or Qψ(t) = 0.
The modified TDSE of Eq. (14) can be applied to describe the quantum
Brownian motion by considering the initial values (qω(0), pω(0)) to be dis-
tributed within a statistical ensemble E at the temperature T [20, 21]. In
this case
<< ξ(t) >>E= 0 , << ξ(t)ξ(t
′) >>E= kBTΓ(t− t′) (15)
where << ∗ >>E denotes the average over E . In practice, << ∗ >>E
is replaced by the average ≪ ∗ ≫, over an ensemble B of NB Brownian
trajectories {|ψ〉k(t), k = 1, NB ; |ψ〉k(0) = |ψ0〉}, generated from the same
initial condition |ψ0〉. Thus, ≪ ξ(t)≫= 0,
≪ ξ(t)ξ(t′)≫= kBTΓ(t− t′) , (16)
and ξ(t) behaves like a stochastic force with zero mean, related to the mem-
ory function Γ(t) by the fluctuation-dissipation theorem. Assuming that in
this case Qψ(t)Γ(0) − Qψ(0)Γ(t) = 0, then Eq. (14) becomes a stochastic,
nonlinear Schro¨dinger-Langevin equation1 [16, 17]:
ih¯∂t|ψ〉 = [Hˆ − xˆ(ξ(t) + fψ(t))]|ψ〉 . (17)
1Despite the similar name, this equation is not the same as the one in ref. [12, 13].
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Here −xˆξ(t) describes the noise-induced transitions [16], while −xˆfψ(t) cor-
responds to the phenomenological dissipative term used in ref. [19] to obtain
Ehrenfest equations with friction.
A common example is represented by the Ohmic environment, when
J(ω) = γω, Γ(t) = 2γδ(t), and γ is the friction coefficient. The coupling
term hˆe = −e~p · ~A/mc between a quantum charged particle and the ther-
mal radiation field corresponds to Je(ω) = 2π
2e2ωuω/3kBT , where uω is the
spectral energy density of the field. The memory function Γe(t) vanishes
when T = 0, but at high temperatures it becomes Γe(t) = −4e2δ¨(t)/3c3
[16]. A similar result can be expected also for a quantum particle coupled
to a thermal gravitational field by hˆg = ~p · ~Ag/c, where ~Ag is the gravito-
magnetic vector potential2 [22, 23].
For the quantum system described by Eq. (17), the value of the observ-
able associated to an operator Kˆ should be defined by
≪ 〈ψ|Kˆ |ψ〉 ≫= Tr(ρˆav(t)Kˆ) (18)
where ρˆav ≡≪ ρˆ ≫ is the average density matrix. Along each Brownian
trajectory |ψ〉(t) ∈ B, ρˆ = |ψ〉〈ψ| satisfies the nonlinear Liouville-Langevin
equation
ih¯∂tρˆ = [Hˆ − xˆ(ξ(t) + fρ(t)), ρˆ] , (19)
where fρ(t) = −
∫ t
0 Γ(t − t′)Q˙ρ(t′)dt′, Qρ = Tr(xˆρˆ). To calculate ρav(t)
in principle Eq. (19) should be integrated with the same initial condition
ρˆ(0) = ρˆ0 for an ensemble of trajectories ρˆ(t), and then take the average.
However, this procedure is time-consuming, and unless we need a large num-
ber of observables, it is more convenient to calculate ≪ 〈ψ|Kˆ |ψ〉 ≫ for each
Kˆ of interest while solving Eq. (17). An alternative to the work with ensem-
ble averages requires a single integration of the transport equation satisfied
by ρˆav. To obtain this equation we can start from the expansion







where s is a small time step. The ensemble average







shows that ρˆav(t) is the solution of the equation







≫ s . (22)
2gµν = g
(0)
µν + hµν , g
(0)
µν = diag[1,−1,−1,−1], h00 = 2Φg/c
2, h0i = ( ~Ag)i/c
2
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The coefficients ≪ ∂tρˆ ≫ and ≪ ∂2t ρˆ ≫ can be estimated by using Eq.
(19), and depend on the explicit form of the memory function Γ(t). Let us
consider the case of linear friction, when
fρ = −γTr(xˆ∂tρˆ) = i
h¯
γTr([xˆ, Hˆ0]ρˆ) . (23)
Presuming that the equalities
≪ ξρˆ≫=≪ ξ ≫≪ ρˆ≫ , ≪ ξ2ρˆ≫=≪ ξ2 ≫≪ ρˆ≫ (24)
and
≪ fρρˆ≫=≪ fρ ≫≪ ρˆ≫ (25)
which are satisfied at t = 0 remain valid at any time t, we obtain
ih¯≪ ∂tρˆ≫= [Hˆ0 − ixˆγ
h¯











≪ ξ2 ≫ s (27)
The result lims→0 ≪ ξ2 ≫ s = 2kBTγ can be obtained by considering s as






Replacing now (26) and (27) in Eq. (22) we obtain the transport (Fokker-
Planck) equation
ih¯∂tρˆav = [Hˆ0 − ixˆγ
h¯
T r([xˆ, Hˆ0]ρˆav), ρˆav ]− iγkBT
h¯
[xˆ, [xˆ, ρˆav ]] , (29)
which represents the extension of the equation presented in [17] by the non-
linear friction term.
IV. Applications to the quantum two-state system
Quantum systems having two states, |0〉 and |1〉, interacting with the
environment, can describe spin relaxation, tunneling in double-well poten-
tials, or internal atomic levels involved in optical transitions.
A numerical study of a generic two-state system, based on Eq. (19),
was presented in [16]. However, it is important to compare the numerical
estimates with the exact solutions which can be obtained by using Eq. (29).
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The two states of interest are usually eigenstates of the Hamiltonian Hˆ0,





















1 + P1 P2 − iP3
P2 + iP3 1− P1
]
(31)
parameterized by the polarization vector ~P = (P1, P2, P3), |~P | ≤ 1.
Neglecting friction, in terms of ~P Eq. (29) takes the form of the linear
system
P˙1 = −2λP1
P˙2 = −ω0P3 − 2λP2 (32)
P˙3 = ω0P2
with λ = 2γQ2kBT/h¯
2.
Let us assume that λ < ω0 and initially the system is prepared in a pure
state |ψ0〉 = cos θ|1〉 + i sin θ|0〉, corresponding to the polarization vector
(cos 2θ, 0, sin 2θ). If θ = π/2 or 0 then |ψ0〉 is one of the eigenstates, |ψ0〉 =
(−i)σ−1|σ〉, σ = 0, 1, and Eqs. (32) have the solution
~Pσ(t) = e
−2λt((−1)σ+1, 0, 0) . (33)
For the nonstationary superposition |ψ0〉 = (|1〉 + i|0〉)/
√
2, (θ = π/4), the
solution becomes








ω20 − λ2. In both cases, asymptotically |~P | → 0, and the initial
state evolves into an incoherent mixture between |0〉 and |1〉.
At zero temperature the thermal noise vanishes (λ = 0) and the coupling
to the classical environment can produce only a dissipative dynamics of
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Figure 1. P1 as a function of time when |ψ0〉 = cos θ|1〉 + i sin θ|0〉, for
θ = π/4 (solid), π/12 (dash) and π/50 (*).
ρˆav ≡ ρˆ. According to Eq. (29), in this case the polarization vector ~P (t) is
the solution of the nonlinear system
P˙1 = −A0P 22
P˙2 = −ω0P3 +A0P1P2 (35)
P˙3 = ω0P2
where A0 = 2γQ
2ω0/h¯. It is easy to see that ~Pσ(t) = ((−1)σ+1, 0, 0), σ = 0, 1
are both constant solutions of Eqs. (35), showing that the system may stay
on a stationary level an indefinite time. However, between the two only |0〉
is stable, because any admixture of |0〉 to |1〉, no matter how small, will
induce its irreversible decay. The short-time behaviour of the component
P1(t) when A0 = 1, ω0 = 5, h¯ = 1, is illustrated in Figure 1.
For any initial condition |ψ0〉 6= |0〉, |1〉, in the asymptotic region t≫ ta,
defined by the moment ta when P1(ta) ≈ −1, P2(ta) = 0, and P3(ta) = a 6= 0,
the system approaches the ground state according to
P1(t) = −1 + a2e−A0(t−ta)1− cosϕ cos(2ω(t− ta) + ϕ)
2 sin2 ϕ
(36)










ω20 −A20/4 and sinϕ = ω/ω0. Therefore, after a transitory re-
gime the energy ω0P1/2 decreases exponentially due to the factor e
−A0t, the
same as in the spontaneous decay found when the environment is quantized.
V. Summary and conclusions
The time-dependent variational principle provides a general framework
to derive dynamical equations in classical and quantum mechanics. In Sec-
tion II it was shown that the evolution of a dynamical system composed of
interacting classical, quasiclassical and quantum degrees of freedom can be
described by a time-dependent variational principle for the TDSE action.
The classical variables appear both in the phase-factor of the state vectors,
and in the Hamiltonian operator of the quantum system. The separation of
a quasiclassical sector in the Hilbert space is usually part of an approxima-
tion, but it can also have a fundamental relevance in the treatment of time
as a dynamical variable. This aspect is discussed in Appendix, assuming
that the state vectors of time are coherent states.
A bilinear coupling between a system of classical oscillators (environ-
ment) and a quantum particle leads to an effective Hamiltonian operator
containing an external force term, and the retarded backreaction of the en-
vironment. If the oscillators belong to an ensemble in thermal equilibrium,
these terms correspond to the noise, respectively friction, and modify the
TDSE into a nonlinear Schro¨dinger-Langevin equation. The calculation of
the observables for a quantum Brownian particle described by this equation
is discussed in Section III. Numerical values can be extracted either from the
statistical average over an ensemble of quantum expectation values, or from
the single expectation value calculated with the statistical average of the
density matrix. It is shown that this matrix can be obtained by integrating
a nonlinear quantum Fokker-Planck equation.
Applications of the formalism to the case of a generic two-state system
are presented in Section IV, considering both stationary and nonstationary
initial states. It is shown that without friction, the average density matrix
is close to the one obtained numerically in [16], and therefore the factoriza-
tions presumed in Eq. (24) are reliable. At zero temperature the classical
environment produces an irreversible, spontaneous decay. This is caused by
the nonlinear friction term, but only if the initial state is, even to a small
degree, nonstationary. The results agree with the previous numerical esti-
mates, and provide explicitly the average density matrix as a function of
time, temperature, and the model parameters.
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Appendix
The phase-space Mcl of a classical system can be extended to M
e
cl =
Mcl × T ∗R by two canonical coordinates q0 = ct, p0 = −E/c associated to
the time and energy variables (t, E) [24]. In this extended phase-space the
trajectories are parameterized by a new variable, u (”universal” time), and








k −Hecl(Ce)] , (39)
where Hecl(Ce) = Hcl(C) + cp0 and du ≡ d/du.
Similarly, the extended Hilbert space He for a scalar quantum particle
described by the space-time coordinates (~R, T ) should be defined by a set of
state vectors ψe integrable over all variables. Thus, He is a direct product
He = Ho ⊗HI between the spaces
Ho = {ψ(~R),
∫
d3R|ψ(~R)|2 = 1} (40)
HI = {χ(T ),
∫
dT |χ(T )|2 = 1} . (41)
In this representation, the coordinate and momentum operators on HI can
be defined by the relations Tˆ = T , Πˆ = −ih¯∂/c∂T .
For a quantum particle interacting with a classical environment we can




du〈Pe|ih¯∂u − Hˆe|Pe〉 (42)
where
Pe(u) = e− ih¯Sue [Ce]ψe(u) (43)
and Hˆe = Hˆ0 + cΠˆ + hˆC . The second term cΠˆ corresponds to cp0 from
the classical extended Hamiltonian. However, it can be seen also as the
symmetry-restoring term required by a physical state ψe localized in time.
Therefore, Hˆe appears as the effective, one-particle term, of a ”mean-field”
approximation for a more fundamental Hamiltonian containing the strong
many-body interaction which confines the particles in time around present.
This localization can be taken into account by a quasiclassical treatment of
time within the manifold MI ⊂ HI of the Gaussian wave-packets χz,
χz = e




parameterized as coherent states, by the real variables x˜ ≡ (τ, ǫ). Here Bˆ, Bˆ†

















is a reference element such that Bˆχ0 = 0. The width ∼ 1/Ω of these wave-
packets can be seen as the time-interval defining the present. For this choice
the coefficients of the symplectic form on MI are ωǫτ = −ωτǫ = 1.
The application of the TDVP δSU [Pe] = 0 for the variations of Ce and
ψe = ψχz in M
e
cl ×Ho ×MI provides the system of coupled equations
duq
k =
∂(Hcl + 〈ψe|hˆC |ψe〉)
∂pk
, dupk = −∂(Hcl + 〈ψ
e|hˆC |ψe〉)
∂qk
, k = 1, n (46)
duq




ih¯∂uψ = (Hˆ0 + hˆC)ψ (48)
duτ = −∂ǫ〈χz|cΠˆ|χz〉 , duǫ = ∂τ 〈ψe|Hˆ0 + hˆC |ψe〉 (49)
In Eq. (49), 〈χz|Πˆ|χz〉 = −ǫ/c yields duτ = 1, similar to duq0 = c from
Eq. (47). Therefore, the centroid τ = 〈χz|Tˆ |χz〉 of the Gaussian χz, and
the classical time coordinate t = q0/c perform uniform translations along
the u-axis with the same speed. By choosing t = τ = u, Eqs. (46) and (48)
become the classical Hamilton equations and TDSE, respectively.
Within this framework, the common time shared by the classical and
quantum systems resembles the collective variables used in the many-body
theory, and might be a result of the correlations induced by a strong inter-
action between the quantum states in the extended Hilbert space.
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