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ABSTRACT
Our goal is to design large time step numerical schemes for a class of Partial Differential
Equations. We propose a preconditioning approximation model ∂tu² = φ,£(²,D)φ = N for
PDEs of the form ∂tu = L(u) + N(u), u(0, x) = u(x), where £ is a linear operator and N is
a nonlinear operator. While applying to linear equations, £ can be chosen based on linear
stability analysis. Nonlinear problem has to rely on certain intrinsic energy principle. In this
paper we will give stability analysis for different types of linear equations and discrete energy
analysis for some nonlinear equations. Also numerical examples together with some error
analysis for both linear and nonlinear equations will be exhibited to illustrate the computational
efficiency of the method.
1CHAPTER 1. Introduction
Recently there has been a rise in research interest in the study of large time-stepping numer-
ical methods for different types of Partial Differential Equations arising in various applications.
Many of the underlying Partial Differential Equations are characterized by time dependence,
high order derivatives and strong nonlinearity. Their solutions are expected to possess special
properties such as pattern formation, something is not easily observed in a short period of
time. Therefore, in solving such PDEs, long time behavior of numerial solutions is a critical
issue.
We consider a class of PDEs of the form
∂tu = L(u) +N(u), (1.1)
where L = L(x, u,Du,D2u, ...) is a linear operator that contains high order spatial deriva-
tives and N = N(x, u,Du,D2u, ...) is a nonlinear operator that may also contain high order
derivatives. The high order derivatives force small time step in explicit time-discretization
according to the CFL condition. Various large time-stepping numerical schemes have been
developed for these type of PDEs. The implicit-explicit scheme is to smartly combine the
implicit and explicit approximation for linear and nonlinear spatial derivative operators. The
stability property can be found in [4]. It has been proposed for reaction-diffusion problems
[30], Navier-Stokes equations [20], and the KdV equation [6, 22]. The integrating factor IF
method has been developed by Trefethen [33], and Cox and Matthews [9]. The idea is to solve
high order linear operator exactly by making change of variables. An extension of implicit-
explicit method which is called fast spectral algorithm has been developed by Fornberg and
Driscoll [12] for purely dispersive equations and has been generalized by Driscoll [11] by using
Runge-Kutta time-stepping. The main idea is to use different numerical scheme for the low,
2medium and high wavenumbers separately. Another scheme is the exponential time differenc-
ing (ETD) scheme which has been developed by Cox and Matthews for stiff systems [9]. The
ETD scheme applies the same integrating factor as in the IF approach, and the difference in
the integration is over a single time step of length h. Later ETD schemes have been improved
to fix the numerical inaccuracy due to cancellation errors, see [21].
1.1 Goals and Main Results
Our goal is to design a class of large time-stepping stable methods for different types of
higher order PDEs. These will be developed gradually as the complexity of equations increases.
Part I: Linear equations(N=0 in (1.1))
Our key idea for design of large time-stepping numerical schemes is based on a precondi-
tioning approximation
∂tu
² = φ, £φ = P (∂x)u, (1.2)
where the preconditioning operator £(²,D) is selected to make L(u) φ share equal regularity
with u. In order for the approximate system to be accurate, we require the following:
(i)Consistency lim²→0£(²,D) = I;
(ii)£(²,D) is a linear operator;
(iii)² > 0 is a parameter proportional to the time step to be determined.
We summarize the choice of £ for three different types of linear operator L in Theorem
(2.1.1).
1) £(², ∂x) = I − ²P (∂x),² = ∆t2 for Re(P (iξ)) = 0, for all ξ ∈ R,
2) £(², ∂x) = I − ²P (∂x) with ∆t2 ≤ ² ≤ ∆t for Re(P (iξ) < 0, for all ξ ∈ R,
3) £(², ∂x) = I − ²(P (∂x)− c) with ∆t2 ≤ ² ≤ ∆t for Re(P (iξ)) ≤ c(c > 0), for all ξ ∈ R.
Where P (iξ) is the Fourier transform of P (∂x). By choosing £ in this way, a semi-discrete
scheme (2.4) is stable in the sense of
||un+1||2 ≤ ec∆t||un||2. (1.3)
3We also discussed the effect of spatial discretization on the stability of the fully discrete
scheme. We use A to denote the matrix that corresponds to the spacial operator P (∂x) after
finite difference discretization. We have the following results:
1) When P (iξ) ≤ 0 for ξ ∈ R and ∆t2 ≤ ² ≤ ∆t, a symmetric negative definite matrix A will
make fully discretized scheme unconditionally stable in the sense of ||un+1|| ≤ ||un||.
2) When P (iξ) is pure imaginary and ² = ∆t2 , a skew-Hermitian matrix A will make fully
discretized scheme unconditionally stable in the sense of ||un+1|| = ||un||.
Where A is the spatial discretization matrix corresponding to linear operator P (∂x).
Our study is mainly focused on stability issues, and we know that for linear equations, as
long as we have a stable scheme it is also a convergent scheme due to the Lax Equivalence
Theorem. Through the study of linear equations, we can build a solid foundation for nonlinear
equations.
Part II: Semi-linear equations. When both N and L exist and the high order deriva-
tives appear on the linear operator and the nonlinear operator is of low order, we regroup the
operators and split the linear and nonlinear parts, applying the result for linear operator L
according to the discussion for linear equations. Then we will deal with the nonlinear term
wisely to get large time-stepping numerical schemes. Different nonlinear operator N should
be treated differently to get a stable numerical scheme. We give three examples of nonlinear
equations of this type, the Korteweg-de Vries, the Swift-Hohenberg equation and the general-
ized Kuramoto-Sivashinsky equation.
The KdV equation
For the KdV equation ut + uux + uxxx = 0, first we apply the operator £ discussed in
part I, then we use the Strang splitting technique, and apply 1/3 dispersive scheme on uux to
4obtain:
u
(1)
j − unj
∆t/2
+D0D+D−
u
(1)
j + u
n
j
2
= 0,
u
(2)
j − u(1)j
∆t
+
1
6∆x
(u∗j+1 + u
∗
j + u
∗
j−1)(u
∗
j+1 − u∗j−1) = 0, u∗j =
u
(2)
j + u
(1)
j
2
,
un+1j − u(2)j
∆t/2
+D0D+D−
un+1j + u
(2)
j
2
= 0, j = 1, 2, ..., N, (1.4)
where N is the grid point value, u(1) and u(2) are N dimensional vectors, ∆t is the time step,
∆x is the length of the partition, and D0D+D−unj =
unj+2−2unj+1+2unj−1−unj−2
2h3
.
The nice feature of this scheme is to preserve both mass and energy at discrete level, i.e.∑
j(u
n+1
j )
2 =
∑
j(u
n
j )
2, and
∑
j(u
n+1
j ) =
∑
j(u
n
j ). Meanwhile it is second order in both time
and space. In a recent work [10], a second order finite volume method was introduced in order
to preserve both mass and energy evolving two equations of both u and u2. The scheme (1.4)
shares the same properties as in [10], and is much easier to implement. Several numerical
tests are performed by scheme (1.4)to show the accuracy, stability and robustness of long-time
simulation.
The Swift-Hohenberg type equations
We consider the Swift-Hohenberg type equation
ut = Lu+
dF
du
, (1.5)
where L = −∆2− 2∆ is linear operator and F is a nonlinear function of u. The equation (1.5)
admits a nonincreasing energy functional
Ψ =
∫
Ω
{1
2
(∆u)2 − |∇u|2 − F (u)}dxdy, (1.6)
subject to the Dirichlet boundary condition
u = ∆u = 0, (x, y) ∈ ∂Ω. (1.7)
5We apply the result in part I on linear operator L and use the divided difference technique
on F to obtain
un+1 − un
∆t
= L
(
θun+1 + (1− θ)un
)
+
F (un+1)− F (un)
un+1 − un . (1.8)
We summarize the result of how to choose θ in semi-discrete scheme (1.8) to make it stable in
the following:
1).If θ = 12 , the scheme (5.6) is stable in the sense of
Ψ[un+1] = Ψ[un]−
∫
Ω
(un+1 − un)2
∆t
dxdy ≤ Ψ[un]. (1.9)
for arbitrary ∆t.
2). If θ > 12 , then the scheme (5.6) is stable in the sense of
Ψ[un+1] ≤ Ψ[un],
for all ∆t ≤ 12θ−1 .
The numerical result is consistent with the theoretical result (5.1.1), and in our numerical
tests we find the Dirichlet boundary condition u = uxx = 0 is essential to capture the pattern
formation for 1-D Swift-Hohenberg equation.
The Kuramoto-Sivashinsky equations
For the generalized Kuramoto-Sivashinsky equation
ut + uux + (a(u)ux)x + (b′(u)(b(u)x)x)x + (c(u)uxx)xx = 0, x ∈ R, (1.10)
where a,b,c are continuous functions of u, we establish the L2 stability of the finite difference
scheme
un+1j − unj
∆t
+
1
6h
(vj+1 + vj + vj−1)(vj+1 − vj−1) +D+(a(vj)D−vj)
+D0(b′(vj)D+D−b(vj)) +D+D−(c(vj)D+D−vj) = 0, (1.11)
6where v = u
n+1+un
2 . Numerical tests for three different types of Kuramoto-Sivashinsky equa-
tions are conducted to show the accuracy and long time stability of this scheme.
Part III: Full nonlinear equations. Next we consider the case both N and L in (1.1)
exist and the high order derivative appears on the nonlinear operator N. There has been
significant research interest in these kinds of equations. In [34], efficient numerical schemes
with particular emphasis on the use of large time steps have been developed for epitaxial growth
models of thin films. In [14], a large time-stepping method for the Cahn-Hilliard equation has
been developed and analyzed.
We consider the model equation
ut = ∆u−∇ · ( ∇u|∇u|), x ∈ Ω ∈ R
2, (1.12)
which is the gradient flow of the functional
I[u] =
1
2
∫
Ω
(|∇u| − 1)2dx. (1.13)
We develope two schemes which are stable for large time steps in the sense of keeping the
energy identity of continuous model (1.12) at the discrete level. The implementation of (7.10)
in one dimension give us the desired solution |∇u| = 1.
1.2 Thesis Organization
This paper is organized as follows: in chapter 2, we will construct operator L for linear
equations, guided by Von Neumann stability analysis, and we will discuss the spatial discretiza-
tion for linear equations. We will also discuss the effect of spatial discretization on the stability
of the fully discrete scheme in this section. In chapter 3, some numerical examples for linear
equations are given. In chapter 4, we develop a second order large time-stepping numerical
scheme for the Korteweg-de Vries equation, preserving both momentum and energy at the dis-
crete level. Both theoretical and numerical results are given in this section. In chapter 5, we
developed a numerical scheme for Swift-Hohenberg equation which preserves the nonincreas-
ing energy functional at the discrete level. The pattern formation for 1−D Swift-Hohenberg
7equation is displayed in the numerical test. In chapter 6, a stable numerical scheme will be
developed for generalized Kuramoto-Sivashinsky equations. In chapter 7, we will develop two
stable numerical schemes for a nonlinear model equation ut = ∆u−∇ · ( ∇u|∇u|).
8CHAPTER 2. Construction of the operator L
2.1 Construction of the operator L
In this chater, we discuss the selection of the smoothing operator for linear PDEs with
constant coefficients. For simplicity, we only consider one-dimensional case. Similar analysis
can be well applied to multidimensional case. We consider the linear problem with constant
coefficients
∂tu = P (∂x)u, u(x, 0) = u0(x), x ∈ R, (2.1)
where P (∂x) =
∑r
l=0Al
∂l
∂xl
, Al are constants.
We assume this problem is well-posed. To be self-contained, we recall the fundamental
definition of well-posedness for problem (2.1), see ([13]).
Definition 2.1.1. The Cauchy problem (2.1) is well posed if , for every u0(x) ∈ C∞(R):
1.There exists a unique solution u(x, t).
2.There are constants c and K, independent of u0(x), such that
||u(·, t)||2 ≤ Kect||u(., 0)||2, (2.2)
where ||.||2 denotes the norm in L2(R) space and C∞(x, t) denotes the infinitely differentiable
function space.
Our interest is to develop a large time step stable scheme to compute the solution of (2.1).
To do so we first propose an approximate model to (2.1), ∂tU = φ,U = e
−ctu,
£φ = (P (∂x)− c)U,
(2.3)
9where £(², ∂x) = I − ²(P (∂x)− c) and the choice of ² depends on the operator P (∂x).
We then discretize (2.3) in time by forward Euler method to obtain
Un+1 − Un
∆t
= φn,£φn = (P (∂x)− c)Un, (2.4)
where Un = Un(x) ≈ U(tn, x).
We now summarize the choice of ² in the following theorem.
Theorem 2.1.1. The scheme (2.4) is stable in the sense of
||un+1||2 ≤ ec∆t||un||2 (2.5)
for any ∆t > 0, if
1) £(², ∂x) = I − ∆t2 P (∂x), c = 0 for Re(P (iξ)) = 0, for all ξ ∈ R,
2) £(², ∂x) = I − ²P (∂x) with ∆t2 ≤ ² ≤ ∆t, c = 0 for Re(P (iξ) < 0, for all ξ ∈ R,
3) £(², ∂x) = I − ²(P (∂x)− c) with ∆t2 ≤ ² ≤ ∆t for Re(P (iξ)) ≤ c(c > 0), for all ξ ∈ R.
Proof. In order to prove (2.5), it suffices to show
||Un+1||2 ≤ ||Un||2.
We apply the Fourier transform on (2.4) to obtain
Uˆn+1(ξ) = Uˆn(ξ) + ∆tφˆn(ξ), £(², iξ)φˆn(ξ) = (P (iξ)− c)Uˆn(ξ), (2.6)
which gives
Uˆn+1 = Q(ξ)Uˆn(ξ), Q(ξ) =
(
1 +
(P (iξ)− c)∆t
£(², iξ)
)
. (2.7)
Here Q(ξ) plays the role of the amplification factor.
By taking £(², ∂x) = 1− ²(P (∂x)− c) in (2.7) we obtain
Q =
1− (²−∆t)(P (iξ)− c)
1− ²(P (iξ)− c) . (2.8)
We now estimate Q for different cases.
10
1) With the choice ² = ∆t2 and c=0,
Q =
1 + ∆t2 P (iξ)
1− ∆t2 P (iξ)
. (2.9)
From (2.9) and Re(P (iξ)) = 0, it follows |Q| = 1, which guarantees the identity ||un+1||2 =
||un||2.
2) From (2.8) together with the conditions Re[P (iξ)] ≤ 0, c=0 and ² ≥ ∆t2 , we have
|Q| =
∣∣∣1− (²−∆t)P (iξ)
1− ²P (iξ)
∣∣∣
=
√(
1− (²−∆t)Re(P (iξ)))2 + (Im(P (iξ)))2√(
1− ²Re(P (iξ)))2 + (Im(P (iξ)))2 ≤ 1,
where Im(P (iξ)) denotes the imaginary part of P (iξ). The fact that |Q| ≤ 1 implies ||un+1|| ≤
||un||.
3)By the assumption c > 0, Re(P (iξ)) ≤ 0 we have Re(P (iξ))− c ≤ 0. We substitute P (iξ)− c
for P (iξ) in 2) to obtain |Q| < 1, which implies
||Un+1|| ≤ ||Un||.
Then we substitute back u = Uect to obtain
||un+1e−c(n+1)∆t|| ≤ ||une−cn∆t||,
||un+1|| ≤ ||un||ec∆t.
We complete the proof of the theorem.
2.2 Spatial Discretization
The semidiscrete scheme discussed in section (2.1) is unconditionally stable for any ∆t > 0,
in this section we discuss the effect of spatial discretization on the stability of the fully discrete
scheme. For simplicity we consider c=0, then (2.4) can be rewritten as
£(², ∂x)
un+1(x)− un(x)
∆t
= P (∂x)un(x), (2.10)
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where £(², ∂x) depends on the spatial operator P (∂x). We discretize the spatial operator P (∂x)
by finite difference operator, we will investigate what additional conditions need to be imposed
in order to keep the fully discrete scheme unconditionally stable.
2.2.1 Dissipative Case
When P (∂x) contains only even order derivatives and P (iξ) ≤ 0 for any ξ ∈ R, the equation
is dissipative, from the discussion in section 2 we choose £ = (I − ²P (∂x)) with ∆t2 ≤ ² ≤ ∆t,
then (2.10) becomes
(I − ²P (∂x))un+1(x) = (I − (²−∆t)P (∂x))un(x). (2.11)
We apply a spatial discretization on (2.11) to obtain
(I − ²A)un+1 = (I − (²−∆t)A)un, (2.12)
where un = (un1 , u
n
2 , · · · , unN ) is an N dimensional vector, N is the number of grid points, A is
a matrix derived from the discretization of P (∂x).
For example for P (∂x) = ∂xxxx we use central difference to approximate the operator ∂xxxx,
∂xxxxui =
ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
∆x4
,
where ui is the ith grid point value. If we use the periodic boundary condition then the matrix
A corresponding to ∂xxxx is
A =

6 −4 1 . . . 0 1 −4 0
−4 6 −4 1 . . . 0 1 0
1 −4 6 −4 1 . . . 0 0
0 1 −4 6 −4 1 0 . . .
. . . . . . . . . . . .
0 1 . . . 0 1 −4 6 −4
0 −4 1 . . . 0 1 −4 6

.
Next we will show that the fully discrete scheme (2.12) remains stable for arbitrary time
step for a class of A.
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Lemma 2.2.1. If A is symmetric and negative definite, and (I−²A) is invertible, then scheme
(2.12) is unconditionally stable in the sense of ||un+1|| ≤ ||un||, provided ∆t2 ≤ ² ≤ ∆t.
Proof. For given A, (I − ²A) is invertible, then
un+1 = (I − ²A)−1(I − (²−∆t)A)un.
Let B = (I−²A)−1(I−(²−∆t)A), and λ be an eigenvalue of B, associated with the eigenvector
x, then
Bx = λx.
That is
(I − ²A)−1(I − (²−∆t)A)x = λx.
This leads to
Ax = − λ− 1
²−∆t− λ²x,
which implies
λ(A) = − λ(B)− 1
²−∆t− λ(B)² .
We know A is symmetric, negative definite, so its eigenvalues are negative.
− λ(B)− 1
²−∆t− λ(B)² < 0,
i.e.
((λ(B)− 1)²+∆t)(λ(B)− 1) < 0.
Hence
−1 ≤ 1− ∆t
²
≤ λ(B) ≤ 1.
Note that 1− ∆t² ≥ −1, because of ² ≥ ∆t2 .
Since A is symmetric, so is B. It follows from linear algebra that B is unitarily equivalent
to a diagonal matrix Λ with each diagonal element λi 5 1, 0 ≤ i ≤ n where n is the dimension
of Λ. Since we can write
un+1 = UTΛUun,
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it follows that
Uun+1 = ΛUun.
Hence
||un+1||22 = ||Uun+1||22 5 ||Uun||22 = ||un||22,
which completes the proof.
2.2.2 Dispersive Case
When P (∂x) contains only odd order derivatives, the equation is dispersive. In this case
£ = (I − ∆t2 P (∂x)), and (2.10) becomes(
I − ∆t
2
P (∂x)
)
un+1(x) =
(
I +
∆t
2
P (∂x)
)
un(x). (2.13)
Assume A is the matrix corresponding to P (∂x) and we discretize (2.13) in space to obtain(
I − ∆t
2
A
)
un+1 =
(
I +
∆t
2
A
)
un. (2.14)
For example P (∂x) = ∂xxx, we use central difference to approximate the operator ∂xxx,
∂xxxui =
ui+2 − 2ui+1 + 2ui−1 − ui−2
2∆x3
,
where ui is the ith grid point value. we use periodic boundary condition, then the matrix A
corresponding to ∂xxx is
A =

0 −2 1 . . . 0 −1 2 0
2 0 −2 1 . . . 0 −1 0
−1 2 0 −2 1 . . . 0 0
0 −1 2 0 −2 1 0 . . .
. . . . . . . . . . . .
0 1 0 . . . −1 2 0 −2
0 −2 1 . . . 0 −1 2 0

,
which is skew-Hermitian. Then we have the following result
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Lemma 2.2.2. If A is skew-Hermitian, i.e.A∗ = −A, and (I − ²A) is invertible, then scheme
(2.14) is unconditionally stable in the sense that ||un+1||L2 = ||un||L2, where ||un||L2 =
√∑N
i=1(u
n
i )2∆x.
Proof. By the assumption that (I − ²A) is invertible, and from (2.14) we have
un+1 = (I − ∆t
2
A)−1(I +
∆t
2
A)un.
Let B = (I − ∆t2 A), so B∗ = (I + ∆t2 A), then we have
||un+1||2L2 = (B−1B∗)∗B−1B∗||un||2L2 .
We notice that
(B−1B∗)∗B−1B∗ = B(B−1)∗B−1B∗ = B(B∗)−1B−1B∗ = B(BB∗)−1B∗.
From the assumption A is skew-Hermitian, we have B is skew-Hermitian, so B is normal.
Then we have
B(BB∗)−1B∗ = B(B∗B)−1B∗ = BB−1(B∗)−1B∗ = I,
i.e. ||un+1||L2 = ||un||L2 .
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CHAPTER 3. Linear Equations
3.1 Diffusion equation
We consider a fourth order diffusion equation
ut + uxxxx = 0. (3.1)
According to our discussion in Section 2, we choose £ = 1− ²P (∂x) with ∆t2 ≤ ² ≤ ∆t, and we
use central difference to approximate the spacial operator uxxxx to obtain
(1 + ²(D+D−)2)un+1j = (1− (1− ²)(D+D−)2)unj ,
where (D+D−)2unj = (u
n
j+2 − 4unj+1 + 6unj − 4unj−1 + unj−2)/(∆x4).
In our numerical test we choose the initial condition to be u(x, 0) = cos(2pix), x ∈ [0, 1],
and the exact solution can be computed as uexact(x, t) = exp(−16pi4t)cos(2pix).
First we perform a large time step test, we take large time steps dt = 0.1, 0.2, 0.3, · · · , 1, and
fix the number of grid points to be 41, the final time tmax = 10. From Figure 3.1 we see
that, even when the time step is large, we still get a reasonable error, which shows that the
scheme is stable for large time steps. Next we perform a test to see how the ratio θ = ²∆t
effects the L2 error. We fix the grid cell number to be 41, from our numerical experiments we
find the number of grid points does not effect the shape of the graph. From Figure 3.2 we
can conclude when ∆t is small, the optimal θ should be close to 1/2, and when ∆t is large,
the optimal θ should be close to 1.
We also perform a convergence test for the same equation. We fix the ending time to
be tmax = 0.01 and take θ = 5/9, and calculate the error and order of convergence by the
16
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Figure 3.1: Large time step test t = 10, 41 cells.
following formulae
Ek,l =
√∑
(uNi − uexact(xi, tN ))2, (3.2)
(r1)k,l =
1
log(2)
log(
Ek,l+1 − Ek,l
Ek,l − Ek,l−1 ), (3.3)
(r2)k,l =
1
log(2)
log(
Ek,l − Ek−1,l
Ek+1,l − Ek,l ). (3.4)
Table 3.1: L2 error by computing equation (3.1)
N ∆t 0.000001 0.000002 0.000004 0.000008
41 0.831E-08 0.851E-08 0.885E-08 0.943E-08
81 0.213E-08 0.23E-08 0.263E-08 0.325E-08
161 0.065E-08 0.081E-08 0.114E-08 0.176E-08
321 0.0291E-08 0.0447E-08 0.077E-08 0.139E-08
These three tables show the numerical scheme has convergence rate order 1 in time direction
and order 2 in space direction.
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Figure 3.2: Small time step test t = 1, 41 cells.
3.2 Dispersive equation
We consider the dispersive equation ut + ux + uxxx = 0, in which P (∂x) = −∂x − ∂xxx.
According to previous discussion we choose £ = I + ∆t2 (∂x + ∂xxx). The corresponding semi-
Table 3.2: order of convergence in the t direction (r1)kl of equation (3.1)
N ∆t 0.000001 0.000002 0.000004 0.000008
41 - 0.9 0.73 -
81 - 0.97 0.9 -
161 - 0.98 0.94 -
321 - 1.06 0.94 -
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Table 3.3: order of convergence in the x direction (r2)k,l of equation (3.1)
N ∆t 0.000001 0.000002 0.000004 0.000008
41 - - - -
81 2.06 2.06 2.06 2.06
161 2.05 2.02 2.02 2.01
321 - - - -
discrete scheme is
(I +
∆t
2
(∂x + ∂xxx))
un+1 − un
∆t
= −ux − uxxx,
(I +
∆t
2
(∂x + ∂xxx))un+1 = (I − ∆t2 (∂x + ∂xxx))u
n.
We use central difference for spatial discretization to obtain the numerical scheme
(1 +
∆t
2
(D0 +D0D+D−))un+1 = (1− ∆t2 (D0 +D0D+D−))u
n. (3.5)
We now carry out numerical test for equation (3.5) with the initial condition
u(x, t = 0) = cos(2pix), x ∈ [0, 1].
The exact solution is
uexact(x, t) = cos(2pix− (2pi − (2pi)3)t).
We display the numerical result at final time tmax = 0.1 in the following tables which show
the scheme is second order in both time and space.
Table 3.4: L2 Errors to compute dispersive equation
N ∆t 0.00001 0.00002 0.00004 0.00008
21 0.4334 0.4334 0.4336 0.4340
41 0.1079 0.1080 0.1081 0.1085
81 0.0268 0.0268 0.0269 0.0274
161 0.0067 0.0067 0.0068 0.0072
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Table 3.5: order of convergence in the t direction of dispersive equation (r1)kl
N ∆t 0.000001 0.000002 0.000004 0.000008
21 - 3.9609 1.5248 -
41 - 2.6141 1.7991 -
81 - 2.2240 1.9205 -
161 - 2.0664 1.9761 -
Table 3.6: order of convergence in the x direction of dispersive equation
N ∆t 0.000001 0.000002 0.000004 0.000008
21 - - - -
41 2.0040 2.0040 2.0039 2.0038
81 2.0113 2.0113 2.0111 2.0109
161 - - - -
These three tables show the scheme is second order in both time and space.
Next we conduct large time step test, with the same initial data and exact solution, we notice
the speed of the traveling wave is 2pi − (2pi)3, so one period is 1/(2pi − (2pi)3). We use large
time step ∆t = 1 compute up to final time t = 1020/(2pi − (2pi)3). We display the numerical
solution and the exact solution in Fig.3.3, which shows the wave is resolved very well.
3.3 Linear KS equation
We consider the linear equation
ut = P (∂x)u. (3.6)
This corresponds to the case
P (∂x) = −∂xx − ∂xxxx,
which is the combination of second and fourth order derivatives.
Fourier analysis shows the problem is well-posed in the sense that
||u(·, t)||L2 ≤ ||u0||L2e
t
4 ,∀t > 0.
According to Case 3 in Theorem 2.1.1 the numerical scheme will be
un+1 = (1 +£−1∆tP (∂x))une
∆t
4 ,
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Figure 3.3: large time step test for dispersive equation
where
£(², ∂x) = I − ²(−∂xx − ∂xxxx − 1/4I),
with ∆t2 ≤ ² ≤ ∆t.
We use central difference to approximate second and fourth order derivative and apply the
periodic boundary condition.
(D+D−)2unj = u
n
j+2 − 4unj+1 + 6unj − 4unj−1 + unj−2,
(D+D−)unj = u
n
j+1 − 2unj + unj−1.
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The corresponding matrix for periodic boundary condition and fourth order derivative is
X1 =

6 −4 1 . . . 0 1 −4 0
−4 6 −4 1 . . . 0 1 0
1 −4 6 −4 1 . . . 0 0
0 1 −4 6 −4 1 0 . . .
. . . . . . . . . . . .
0 1 . . . 0 1 −4 6 −4
0 −4 1 . . . 0 1 −4 6

,
and for the second order derivative is
X2 =

−2 1 0 . . . 0 0 1 0
1 −2 1 0 . . . 0 0 0
0 1 −2 1 0 . . . 0 0
0 0 1 −2 1 0 0 . . .
. . . . . . . . . . . .
0 0 . . . 0 0 1 −2 1
0 1 0 . . . 0 0 1 −2

.
First we perform a convergence test for our scheme, we choose the initial data to be
u(x, 0) = cos(2pix),
and the exact solution is
u(x, t) = exp(−16pi4t+ 4pi2t)cos(2pix).
The L2 error and order of convergence which is computed by formulae (3.2-3.4) are displayed
in the following tables.
From this numerical test we see the scheme have numerical convergence order 1 in time
and order 2 in space.
The combination of second order and fourth order derivative term in the KS equation,
describe a balance between long-wave(small frequency ξ) instability and short wave(large fre-
quency ξ) stability. We notice the frequency ξ =
√
2/2 is an optimal one at which the wave
22
Table 3.7: L2 Errors to compute Equation 3.6 by scheme 3.3
N ∆t 0.000001 0.000002 0.000004 0.000008
51 0.775E-08 0.8E-08 0.849E-08 0.933
101 0.207E-08 0.23E-08 0.276E-08 0.364
151 0.069E-08 0.092E-08 0.137E-08 0.225
201 0.041E-08 0.06E-08 0.103E-08 0.191
Table 3.8: order of convergence in the t direction (r1)kl
N ∆t 0.000001 0.000002 0.000004 0.000008
51 - 0.93 0.81 -
101 - 0.97 0.92 -
151 - 0.99 0.94 -
201 - 1.25 1.05 -
grow fastest. Next we perform a numerical test to see how the frequency ξ and time step effect
the error between numerical result and the exact solution. We take the initial value to be
u(x, 0) = eξix,
and the exact solution is
u(x, t) = e−ξ
4t+ξ2teξix.
We take the ξ to be
√
2
2 , 1, 2pi, 50pi, 100pi separately, and for some mode we perform both large
time step test and small step test. For large time test we choose ∆t =0.0001,0.0003,0.0009,
0.0027,0.0081,0.0243,0.0729,0.2187 and for small step test we use 11000 of the ∆t for large time
test. And the final time we take for large time test is 5, and 0.005 for small time step test, the
numerical result is displayed in Fig.3.4-3.6. From the result we see, there is no big difference
as we change θ and ξ when ξ ≤ 1, whereas the error growth as θ getting closer to 0.5 when
ξ > 1.
Table 3.9: order of convergence in the x direction (r2)k,l
N ∆t 0.000001 0.000002 0.000004 0.000008
51 - - - -
101 2.04 2.04 2.04 2.04
151 2.37 2.13 2.01 2.04
201 - - - -
23
10−4 10−3 10−2 10−1 100
10−20
10−15
10−10
10−5
100
dt
L2
 
e
rr
o
r
large time step test ξ=sqrt(2)/2
theta=0.6
theta=0.7
theta=0.8
theta=0.9
theta=0.5
theta=1
10−4 10−3 10−2 10−1 100
10−20
10−15
10−10
10−5
100
dt
L2
 
e
rr
o
r
large time step test ξ=1
theta=0.6
theta=0.7
theta=0.8
theta=0.9
theta=0.5
theta=1
Figure 3.4: large and small time step error comparison for linear KS equation.
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Figure 3.5: large and small time step error comparison for linear KS equation.
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Figure 3.6: large and small time step error comparison for linear KS equation.
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CHAPTER 4. The KdV equation
4.1 Background
In this chapter we consider the generalized Korteweg-de Vries(KdV) equation of the form
ut + f(u)x + uxxx = 0, (4.1)
Here f(u) is the given flux function, say f = u2/2. This equation describes the evolution
of long one-dimensional waves in many physical settings, in which the dispersion uxxx coun-
terbalances the nonlinear term f(u)x. The KdV equation is well-known to satisfy infinitely
many conservation laws, the most fundamental properties are the preservation of the mass and
energy ∫
R
u(x, t) =
∫
R
u0(x)dx (mass), (4.2)∫
R
u2(x, t)dx =
∫
R
u20(x)dx (energy). (4.3)
where u0(x) is a given initial data decaying at far field. Due to the higher order spatial
derivatives in (4.1) any explicit time discretization would restrict the time step to order of
(∆x)3. This is not suitable for long time simulation. On the other hand it is believed that the
numerical method preserving both mass and energy is more stable and suitable for long-time
integration.
Our goal here is to design a second order finite difference method for (4.1): (i) to preserve
both the mass and energy relations (4.2) and (4.3) respectively, at the discrete level; and (ii)
to be stable for large time step.
We note that, in a recent work [10], a finite volume method was introduced in order to
preserve both mass and energy; but in their method two equations for u and u2 are evolved.
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Our method is more efficient since only one equation is used. For other numerical methods
developed for the KdV equation ranging from finite difference method, finite element methods
to spectral methods, see e.g. [2],[3],[16],[35].
4.2 Strang splitting and time discretization
In (4.1) we take f(u) = (u2/2). The initial value problem (4.1) becomes
ut + uux + uxxx = 0, u(x, 0) = u0(x). (4.4)
First we describe the operator splitting strategy, see [17]. The strategy is alternately to solve
the equation
ut + uux = 0, u(x, 0) = u0(x), (4.5)
and the linear dispersive equation
ut + uxxx = 0, u(x, 0) = u0(x). (4.6)
Let St be the solution operator associated with the conservation law (4.5), we write the unique
weak solution to (4.5) as u(x, t) = Stu0(x). Similarly we denote the solution operator associated
with the linear dispersive equation (4.6) by At. Then we approximate the solution of (4.4) by
u∆t(x, n∆t) = [A∆t ◦ S∆t]nu0(x). (4.7)
When implementing this approach, both At and St must be replaced by numerical methods.
In time direction we use Crank-Nicolson
un+1 − un
∆t
+ un+1/2un+1/2x + u
n+1/2
xxx = 0.
In practice, for each time step evolution we use the Strang splitting method
un+1 = [S∆t
2
◦A∆t ◦ S∆t
2
]un,
to obtain second order accuracy in time direction.
28
4.3 Spacial discretization and Energy preserving scheme
First we define
D0uj =
uj+1 − uj−1
2h
,
D+uj =
uj+1 − uj
h
,
D−uj =
uj − jj−1
h
.
We propose a numerical scheme
un+1j − unj
∆t
+D0D+D−(u
n+1/2
j ) = 0, (4.8)
un+1j − unj
∆t
+
1
6h
(un+1/2j+1 + u
n+1/2
j + u
n+1/2
j−1 )(u
n+1/2
j+1 − un+1/2j−1 ) = 0. (4.9)
In (4.8),4.9 we use D0D+D− to approximate uxxx, and to approximate uux we apply the
semi-discrete scheme
d
dt
un +
1
3
(un+1 + un + un−1)(
uj+1 − uj−1
2h
) = 0,
which is refered to as 1/3 dispersive scheme, and has been studied by Levermore and Liu [24].
Then we have the following result.
Theorem 4.3.1. Assume
∑
j(u
n
j )
2 < ∞ and Σju0j < ∞ for j ∈ Z, then scheme (4.8) and
(4.9) satisfies
∑
j(u
n+1
j )
2 =
∑
j(u
n
j )
2, and
∑
j(u
n+1
j ) =
∑
j(u
n
j ) if we assume the numerical
solution has compact support.
Proof. Multiplying both sides of (4.8) by the factor un+1/2j =
un+1j +u
n
j
2 , we obtain
(un+1j )
2 − (unj )2 + 2∆tun+1/2j D0D+D−un+1/2j = 0.
Summing this over the values of j, j ∈ Z, and omitting the subscript on the norm ||.||2 we
obtain
||un+1||2 − ||un||2 = −2∆tΣj∈Zun+1/2j D0D+D−un+1/2j . (4.10)
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Next we prove the right hand side of (4.10) is 0. For simplicity we omit the superscript for
u
n+1/2
j .
Σj∈ZujD0(D+D−uj)
= Σj∈Z(ujD+D−uj+1 − ujD+D−uj−1)
= Σj∈Z(uj(uj+2 − 2uj+1 + uj)− uj(uj − 2uj−1 + uj−2) (4.11)
= Σj∈Z(ujuj+2 − uj−2uj) + (uj+1uj − ujuj−1) (4.12)
= 0, (4.13)
where we have assumed uj = 0 for |j| large. So, (4.8) conserves the L2 norm at discrete level.
Next we multiply both sides of (4.9) by un+1/2j =
un+1j +u
n
j
2 and summing this over the values
of j to obtain
||un+1||2−||un||2 = −2∆t/(3h)ΣJj=1un+1/2j (un+1/2j+1 +un+1/2j +un+1/2j−1 )(un+1/2j+1 −un+1/2j−1 ). (4.14)
We still omit the superscript to prove the right hand side of (4.14) is 0.
Σj∈Zuj(uj+1 + uj + uj−1)(uj+1 − uj−1)
= Σj∈Z(uj(uj+1)2 − uj(uj−1)2 + (uj)2uj+1 − (uj)2uj−1) (4.15)
= 0. (4.16)
This completes the proof of L2 norm conservation
∑
j(u
n+1
j )
2 =
∑
j(u
n
j )
2.
We can prove the conservation of mass
∑
j u
n+1
j =
∑
j u
n
j in the same way.
4.4 Numerical implementation
First we make a N partition of the computational domain [a, b], so ∆x = b−a∆x .
In order to implement (4.9) each time step we need an internal iteration. We rewrite (4.9)
as
un+1j + u
n
j
2
− unj +
∆t
12h
(un+1/2j+1 + u
n+1/2
j + u
n+1/2
j−1 )(u
n+1/2
j+1 − un+1/2j−1 ) = 0,
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which can be written as
u
n+1/2
j +
∆t
12h
(un+1/2j+1 + u
n+1/2
j + u
n+1/2
j−1 )(u
n+1/2
j+1 − un+1/2j−1 )− unj = 0, (4.17)
where
u
n+1/2
j =
1
2
(un+1j + u
n
j ).
Then (4.17) becomes a system of nonlinear equations when j goes from 1 to N. For simplicity
we use Vj to denote u
n+1/2
j , and λ =
∆t
12h , the system becomes
V1 + λ(V 22 − V 2N−1 + V1(V2 − VN−1))− u1 = 0,
Vj + λ(V 2j+1 − V 2j−1 + Vj(Vj+1 − Vj−1))− uj = 0, j = 2, 3, · · · , n− 1,
VN + λ(V 22 − V 2N−1 + VN (V2 − VN−1))− uN = 0.
In order to solve this system of nonlinear equations F (V ) = 0, where V = (v1, · · · , vN ). We
apply the Newton’s method
J(Vk)sk = −F (Vk),
Vk+1 = Vk + sk,
where J(V) is the Jacobian (matrix) of F(V).
The iterations are conducted until the following criterion is satisfied:
|F (Vk)| < δ, (4.18)
where δ is a pre-given tolerance number.
4.5 Numerical experiments
Example 4.5.1. Consider the one-soliton solution of equation (4.1)with f(u) = u
2
2 and
u0(x, t) = Asech2(kx− wt− x0), (4.19)
where A = 12k2,w = 4k3 We take k = 0.3 and x0 = 0, and take u(x, 0) as the initial condition.
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Table 4.1: Example 5.1, numerical errors and convergence rate of u at t=0.02
N L2 order L∞ order L1 order
50 5.02E-05 - 2.55E-05 - 1.53E-04 -
100 1.31E-05 1.93 6.96E-06 1.9 4.03E-05 1.92
150 3.32E-06 1.98 1.8E-06 1.95 1.02E-05 1.98
200 8.5E-07 1.97 4.73E-07 1.93 2.72E-06 1.91
Table 4.2: Example 5.1, numerical errors and convergence rate of u2 at t=0.02
N L2 order L∞ order L1 order
50 7.9E-05 - 5.21E-05 - 1.52E-04 -
100 2.1E-05 1.91 1.4E-05 1.90 4.03E-05 1.92
150 5.33E-06 1.98 3.61E-06 1.96 1.02E-05 1.98
200 1.34E-06 1.99 9.56E-07 1.91 2.72E-06 1.91
Firstly we check the accuracy and convergence rates of the method. The solution region
is taken to be (-10,10). We assign the boundary conditions with the exact solution to make
the numerical simulation accurate. We take small ∆t = 0.0001, and perform the computation
on the grid of 50,100,150,200 cells, we fix the final time at t = 0.02. The L1, L2, L∞ errors
and the corresponding convergence rates are presented in Table 5.1 and Table 5.2. We can see
from the tables that our method is second-order accurate for both u and u2.
Secondly, we use this solution to test the stability and robustness of the method in long-
time integration. We take the computational domain to be (-10,10), with periodic boundary
conditions. We notice that the soliton has an advection speed of 0.36, so a period of the soliton
is 5009 ≈ 55.5. We thus use this observation to make comparison between the numerical solution
and the exact solution. We take 400 cells ∆t = 0.01, and plot the waves at time 55.5 (1 period),
111 (2 periods) and 166.5 (3 periods) 222 (4 periods), the solutions are displayed in Fig.4.1,
we see this method is very stable in long-time simulation. We notice that the phase error
becomes severe at longer time, because the numerical error accumulates as the computational
time becomes longer, we can reduce the phase error by making finer grid cell or taking smaller
time step ∆t.
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Example 4.5.2. We consider the two-soliton solution of (5.1) with the same f(u)
u(x, t) = 12
(
k21exp(θ1) + k
2
2 exp(θ2) + 2(k1 − k2)2 exp(θ1 + θ2) + a2(k22 exp(θ1))+
k21exp(θ2) exp(θ1 + θ2)
)/(
1 + exp θ1 + exp θ2 + a2 exp θ1 + θ2
)
,
where
k1 = 0.4, k2 = 0.6 , a2 = (
(k1 − k2)2
(k1 + k2)
)2 =
1
25
, (4.20)
θ1 = k1x− k31t+ x1 , θ2 = k2x− k32t+ x2, (4.21)
x1 = 4 , x2 = 15 (4.22)
We set up the computational domain to be (-40,40), and apply the periodic boundary condition.
Initially we have two solitons the tall one is to the left of the short one. Both solitons travel
from left to right and speed of the tall one is bigger than the speed of the short one. So after
some time the tall one catches up the short one. After they goes out from the right end, they
reappears from left due to the periodic boundary condition. Then the tall one will catch up
the short one again, this process will keep going on. To show the stability and robustness of
our scheme in long-time simulation and to display the interactions of solitons, we display the
(x,t)-contour of the solution in the time interval (0,500), see Fig.4.2. In this picture we see the
numerical solution preserve a stable and smooth shape for the solitons
Next we compare the numerical result with the exact solution. The computational domain
is still taken to be (-40,40), and ∆t = 0.1, we plot both the numerical solution and exact
solution at t = 20, 40, 120 in Fig.4.3. The solid line represent the exact solution and the * line
is the numerical solution, we see they agree each other very well. This example has been used
in [9].
Example 4.5.3. Zabusky-Kruskal’s problem [39] Consider the KdV equation
ut + uux + (0.0222)uxxx = 0, (4.23)
with periodic boundary condition. The solution is described by Zabusky and Kruskal in 1965.
t = TB = 1/pi is the breakdown time, and at t = 3.6TB 8 solutions is generated. Using scheme
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(4.8), (4.9), we perform computations for ∆t = 0.01/pi, ∆x = 2400 , and we stop at the critical
time t = 3.6/pi. These three waves displayed in Fig.4.4 agree with the result given by Zabusky
and Kruskal in 1965 see [39].
Next we compare our scheme with the leap frog scheme used by Zabusky and Kruskal
un+1j = u
n−1
j −
∆t
3∆x
(unj+1 + u
n
j + u
n
j−1)(u
n
j+1 − unj−1)− (4.24)
0.0222∆t
∆x3
(uji+2 − 2uji+1 + 2uji−1 − uji−2).
The numerical result by (4.24) with small time step ∆t = 5∗10
−5
pi ,∆x =
2
400 is displayed in
[39]. The waveform will blow up for pit > 21. By comparison we perform the computation by
our scheme (4.8), (4.9) until the final time t = 21/pi, we display the numerical result at time
t = 19.9/pi and t = 21/pi in Fig.4.5. The numerical result at t = 19.9 agree with the waveform
given by the twelve-points scheme see [39], and at the break down time 21/pi the waveform
is still smooth by our scheme. And we notice the time step we use is ∆t = 0.01/pi while in
twelve-point scheme ∆t = 0.005/pi and in leap frog scheme ∆t = 0.00005/pi, our time step is
much larger than the other two schemes.
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Figure 4.1: Example 4.5.1, solution plots at different times.
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Figure 4.2: Example 4.5.2, (x,t)-contour of the solution in (0,500).
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(d)Numerical solution at t=120
Figure 4.3: Example 4.5.2, solution plots at different times.
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Figure 4.4: Waves for Zabusky-Kruskal’s problem.
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Figure 4.5: Waves for Zabusky-Kruskal’s problem.
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CHAPTER 5. The Swift-Hohenberg equation
In this chapter we consider a class of diffusion equations of the form
ut = αu− (1 + ∆)2u+ f(u), x ∈ D ⊆ R2, (5.1)
where
f(u) =
dF (u)
du
.
This equation has been extensively studied in literatures ,see e.g.[8], [7].
One example is the Swift-Hohenberg equation
ut = αu− (1 + ∂xx)2u− u3,
where α is a bifurcation parameter and the potential function
F (u) =
1
2
(α− 1)u2 − u
4
4
,
then
f(u) =
dF (u)
du
= (α− 1)u− u3.
The Swift-Hohenberg equation is first proposed in 1977 by Swift and Hohenberg [31] and
later has been applied to the problem of laser [23] and Taylor-Couette flow [15]. The swift-
Hohenberg equation is interesting in pattern formation; with quadratic and cubic nonlinearities,
it exhibits many stable equilibrium states. The pattern of the equilibrium states depends on
both the parameters and the spatial domain, see [38],[5],[27],[29],[28].
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5.1 Algorithm equation as design and energy analysis
We rewrite 5.1 as
ut = Lu+
dF
du
, (5.2)
where
L = −∆2 − 2∆ = −∂xxxx − ∂yyyy − 2∂xx − 2∂yy − 2∂xxyy.
Let u(x, t) be a smooth solution of (5.2), then subject to the Dirichlet boundary condition
u = ∆u = 0, (x, y) ∈ ∂Ω. (5.3)
The equation (5.2) admits a nonincreasing energy functional
Ψ =
∫
Ω
{1
2
(∆u)2 − (∇u)2 − F (u)}dxdy, (5.4)
dΨ
dt
= −
∫
Ω
(∂u
∂t
)2
dxdy < 0. (5.5)
We expect the numerical scheme preserve (5.5) at discrete level. We discretize (5.2) in time
to obtain
un+1 − un
∆t
= L
(
θun+1 + (1− θ)un
)
+
F (un+1)− F (un)
un+1 − un , (5.6)
where un = u(tn, x, y), tn = n∆t, θ is a parameter in (0, 1]. The use of parameter θ servers to
smoothen the numerical solution un(x). Second term of right hand side is the divided difference
of dFdu in (5.6). We now show that for certain θ, the semi-discrete scheme (5.6) is stable. We
summarize the result in the following:
Theorem 5.1.1. Consider the semi-discrete scheme (5.6) with any given potential function
F(u).
1).If θ = 12 , the scheme (5.6) is stable in the sense of
Ψ[un+1] = Ψ[un]−
∫
Ω
(un+1 − un)2
∆t
dxdy ≤ Ψ[un] (5.7)
for arbitrary ∆t.
2). If θ > 12 , then the scheme (5.6) is stable in the sense of
Ψ[un+1] ≤ Ψ[un]
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for all ∆t ≤ 12θ−1 .
Proof. 1) (5.6) can be rewritten as
un+1 − un
∆t
+
(
∂xxxx+2∂xx+∂yyyy+2∂yy+2∂xxyy
)
(θun+1+(1−θ)un)− F (u
n+1)− F (un)
un+1 − un = 0.
(5.8)
We multiply un+1−un on both sides and integrate over Ω, using integration by parts, together
with the admissible boundary condition u = uxx = 0, u = uyy = 0, to obtain∫
Ω
{(un+1 − un)2
∆t
− 2(θun+1x + (1− θ)unx)(un+1x − unx) + (θun+1xx + (1− θ)unxx)(un+1xx − unxx)
− 2(θun+1y + (1− θ)uny )(un+1y − uny ) + (θun+1yy + (1− θ)unyy)(un+1yy − unyy)
+ 2(θun+1xy + (1− θ)unxy)(un+1xy − unxy)− (F (un+1)− F (un))
}
dxdy = 0.
We regroup the terms to obtain∫
Ω
{(u
n+1 − un)2
∆t
− ((un+1x )2 − (unx)2) +
1
2
((un+1xx )
2 − (unxx)2) + (θ −
1
2
)
(
(un+1xx − unxx)2 − 2(un+1x − unx)2
)
− ((un+1y )2 − (uny )2) +
1
2
((un+1yy )
2 − (unyy)2) + (θ −
1
2
)
(
(un+1yy − unyy)2 − 2(un+1y − uny )2
)
+
(
(un+1xy )
2 − (unxy)2
)
+ 2(θ − 1
2
)(un+1xy − unxy)2 − [F (un+1)− F (un)]}dxdy = 0. (5.9)
By the definition of the energy functional Ψ we have
Ψ[un+1]−Ψ[un] +
∫
Ω
{(un+1 − un)2
∆t
+ (θ − 1
2
)
(
(un+1xx − unxx)2 − 2(un+1x − unx)2
)
+ (θ − 1
2
)
(
(un+1yy − unyy)2 − 2(un+1y − uny )2
)
+ (θ − 1
2
)
(
(un+1xy − unxy)2
}
dxdy = 0. (5.10)
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We see when θ = 1/2 the scheme satisfy the energy identity (5.7) at the discrete level.
2) From (5.10), we have
Ψ[un+1]−Ψ[un] +
∫
Ω
{(un+1 − un)2
∆t
+ (θ − 1
2
)
(
(un+1xx − unxx)2 + 2(un+1xx − unxx)(un+1 − un)
)
+ (θ − 1
2
)
(
(un+1yy − unyy)2 + 2(un+1yy − unyy)(un+1 − un)
)
+ (θ − 1
2
)(un+1xy − unxy)
}
dxdy = 0.
We add and substract 2(θ − 12)(un+1 − un)2 to obtain
Ψ[un+1]−Ψ[un] +
∫
Ω
{
(
1
∆t
− 2θ + 1)(un+1 − un)2
+ (θ − 1
2
)
(
(un+1xx − unxx) + (un+1 − un)
)2
+ (θ − 1
2
)
(
(un+1yy − unyy) + (un+1 − un)
)2
+ (θ − 1
2
)(un+1xy − unxy)2
}
dxdy.
We see when θ > 1/2
Ψ[un+1]−Ψ[un] ≤ (2θ − 1− 1
∆t
)
∫
Ω
(un+1 − un)2dxdy.
Then we can conclude that when ∆t ≤ 12θ−1 , the energy functional Ψ is nonincreasing
i.e.
Ψ[un+1] ≤ Ψ[un].
The proof is now complete.
5.2 Numerical Algorithms
We consider the Swift-Hohenberg equation
ut = αu− (1 + ∂2x)2u− u3, 0 < x < L, t > 0. (5.11)
We take θ = 1/2 as an example. To implement (5.6) in each time step we need to apply an
internal iteration and discretization in space.
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1).Internal iteration
[1 +
∆t
2
(1− α)]un,k+1 + 12∆t∂xxxxun,k+1 +
∆t
4
(u2n,k + un,ku
n + u2n)un,k+1 =
un − ∆t2 ((1− α) + ∂xxxx + 2∂xx)un −
∆t
4
u3n −∆t∂xxun,k, (5.12)
where un,k+1, un,kdenote the numerical solution at k+1 and k iteration step.
2).Spatial discretization
To discretize ∂xx and ∂xxxx we use central difference such that
∂xxxxu
n
i ≈
uni+2 − 4uni+1 + 6uni − 4uni−1 + uni−2
∆x4
,
∂xxu
i ≈ u
n
i+1 − 2uni + uni−1
(∆x)2
.
5.3 Numerical test
We still consider (5.11) with α = 0.3 and u = uxx = 0 at x = 0, x = L.
We use the initial data
u0 = Asin(
pix
L
), A =
1
10
.
Since no exact solution is available, we compare the numerical solution unj with a reference
solution u∗nj , which is obtained by the same scheme taking smaller ∆t = 0.0001. The L2 and
L1 error is evaluated by
||e||L2 =
∑
j
|uj − u∗j |2∆x,
||e||L1 =
∑
j
|uj − u∗j |∆x.
1) Accuracy test. We perform this test for the optimal choice θ = 12 , and the initial function
we choose is
u0 = Asin(
pix
L
), A =
1
10
,
and we take α = 0.3. We take small ∆t = 0.0001 and large grid cell number N = 1600, and
use the corresponding numerical solution as a reference solution. From the table we see this
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Table 5.1: order of convergence of scheme (5.12)
N h L2error order L∞error order L1error order
100 0.03 1.808E-03 - 1.476E-03 - 2.82E-03 -
200 0.015 8.44E-04 1 6.892E-04 0.9999 1.316E-03 1
400 0.0075 3.617E-04 1 2.953E-04 1 5.64E-04 1
800 0.00375 1.205E-04 - 9.845E-05 - 1.88E-04 -
test we see the scheme is first order in space, which shows the numerical convergence of the
scheme.
The second test we do is to show how the change of θ effects the stability of the scheme.
We fix N = 100, tmax = 40 (From numerical test we see that the numerical solution reach
steady state solution from this time). We change θ and ∆t then compare the solution with the
exact solution in L2 norm. We consider θ = 12 ,∆t = 0.01 as the reference solution.
Table 5.2: stability test for scheme (5.12)
∆t = 0.01 ∆t = 0.1 ∆t = 1
θ = 1
6
unstable unstable unstable
θ = 1
3
unstable unstable 8.18E-03
θ = 2
5
unstable unstable 9.177E-03
θ = 1
2
0 4.922E-04 8.329E-03
θ = 2
3
7.485E-05 7.734E-04 9.679E-03
θ = 5
6
1.549E-04 1.313E-03 1.151E-02
θ = 1 2.406E-04 1.594E-03 1.512E-02
This numerical test is consistent with the energy analysis that when θ ≥ 12 the numerical
scheme is stable.
5.4 Pattern formation
In the following numerical experiment we will show how the parameters and the spatial
domain effect the equilibrium states. We consider the 1−D Swift-Hohenberg equation in the
form of
∂tu = αu− (∂xx + a)2u+ βu2 − u3, x ∈ [0, L] (5.13)
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where α, a, β and L are parameters.
We slightly modify (5.12) to obtain the numerical scheme for (5.13) as following
un+1 − un
∆t
= (−∂xxxx + α− a2)
unk+1 + u
n
2
− 2a∂xxu
n
k + u
n
2
+
1
3
β(unk + u
n)unk+1 +
1
3
β(un)2 − 1
4
((unk)
2 + unku
n + (un)2)unk+1 −
1
4
(un)3.
We still use the same initial function
u0 = Asin(
pix
L
), A =
1
10
.
Then we have the following numerical result for one-dimensional Swift-Hohenberg equation
pattern formation.
Case 1:First we fix a > 0, β > 0 and L > 0 and change α. From Fig.5.1 we see when α ≤ 0
a trivial solution appears. For α > 0 the situation is different. When 0 < α < 1.5 a stable
sine-like pattern appears and as α increases the period becomes less. The numerical test tells
us for 0 < α < 0.55, 3.5 periods appear in [0, 20] and for 0.55 < α < 1.5, 2.5 periods appear.
When α > 1.5, the pattern changes as shown in Fig.5.2.
Case 2: Keep other parameter values constant: e.g. α = 1, β = 0, L = 20 and vary smoothly
the constant a. See Fig.5.3 and Fig.5.4. As a grows, sine-like periodic pattern is observed,
which is symmetric and the period becomes smaller as a increases.
Case 3: In this case we take random data as the initial value to perform numerical tests.
We fix α = 1, a = 2, and vary coefficient β to see how the pattern changes, See Fig.5.5 and
Fig.5.6.
1.When 0 < β < 6.155, still sine-like pattern appears, but the symmetric property breaks as β
increases.
2.When 6.155 < β < 6.17, there is no stable pattern for β in this region. For example when
β = 6.158, we observe four different patterns among tests performed starting for random initial
data.
3. When β > 6.18, the pattern retains stable shape, just the amplitude increases as β increases.
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Finally, we fix all the parameters in equation (5.13) to be α = 2, β = 0, a = 2 to see how
the pattern changes when we increase the computational domain L. From Fig5.7, we see when
L is small enough, the solution tends to be trivial solution; When L = 6 the final state is
nontrivial and it does change sign on the interval (0, L); When L become bigger, the solution
tends to trivial solution again, after L = 9 the final profile has the stable sine-like pattern, the
number of periods increases as L grows.
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Figure 5.1: Swift-Hohenberg equation pattern formation 1.
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Figure 5.2: Swift-Hohenberg equation pattern formation 2.
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Figure 5.3: Swift-Hohenberg equation pattern formation 3.
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Figure 5.4: Swift-Hohenberg equation pattern formation 4.
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Figure 5.5: Swift-Hohenberg equation pattern formation 5.
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Figure 5.6: Swift-Hohenberg equation pattern formation 6.
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Figure 5.7: Swift-Hohenberg equation pattern formation 7.
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CHAPTER 6. The Kuramoto-Sivashinsky type equation
6.1 Background
The Kuramoto-Sivashinsky equation
ut + uux + auxx + buxxxx = 0, (6.1)
has attracted considerable attention over the last decades. The well-poseness of equation (6.1)
is proved in [32]. When the coefficients a and b are both positive, its second order term has
a destabilizing effect and the fourth order term has a stabilizing effect, with the nonlinear
term providing a mechanism for energy transfer from low to high wavenumbers. It arises
in various contexts and admits different types of solutions like traveling wave solution, see
[18],[19],[25],[37]. From a dynamical system point of view, it is an interesting PDE that can
exhibit chaotic solutions.
6.2 Numerical scheme for generalized Kuramoto-Sivashinsky equation
We consider the general form of the Kuramoto-Sivashinsky type equation
ut + uux + (a(u)ux)x + (b′(u)(b(u)x)x)x + (c(u)uxx)xx = 0, x ∈ R, (6.2)
with an initial condition
u(x, 0) = u0(x), x ∈ R, (6.3)
where a,b,c are continuous functions of u. We consider the problem on [0,1] with periodic
boundary condition, we multiply both sides of (6.2) by u and integrate by parts over [0,1] to
obtain the identity
1
2
d
dt
∫ 1
0
u2(x, t)dx−
∫ 1
0
a(u)(ux)2dx+
∫ 1
0
c(u)(uxx)2dx = 0. (6.4)
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Next we will give a lemma to show that the identity (6.4) implies the L2 stability of solution
u of (6.2).
Lemma 6.2.1. Assume 0 ≤ a(u) ≤M and c(u) ≥ r ≥ 0. Let u be a smooth periodic solution
to (6.2), then the identity (6.4) implies
||u(·, t)||2 ≤ ||u0||2eM
2
2r , (6.5)
where || · || denotes the L2 norm in L2(0, 1).
Proof. From (6.4), with the lower bound of c(u) and upper bound of a(u), we have
1
2
d
dt
||u||2 =M ||ux||2 − r||uxx||2. (6.6)
For periodic and smooth u we apply the Cauchy’s inequality with ² to obtain
||ux||2 ≤ M4r ||u||
2 +
r
M
||uxx||2.
Thus (6.6) yields
1
2
d
dt
||u||2 ≤ M
2
4r
||u||2,
from which (6.5) follows.
We propose the following scheme in order to preserve (6.4) at discrete level
un+1j − unj
∆t
+
1
6h
(vj+1 + vj + vj−1)(vj+1 − vj−1) +D+(a(vj)D−vj)
+D0(b′(vj)D+D−b(vj)) +D+D−(c(vj)D+D−vj) = 0, (6.7)
where v = u
n+1+un
2 . This scheme for a = 1, b = 0, c = u has been studied in ([1]).
Next we will prove the numerical scheme (6.7) indeed keep the identity (6.4) at discrete
level which also implies the L2 stability of scheme (6.7).
Lemma 6.2.2. Assume uj , j = 1, 2, ..., N is the solution of equation (6.7), and it is periodical,
i.e. vj+N = vj then scheme (6.7) satisfies
1
2
∑
j
((un+1j )
2 − (unj )2)
∆t
=
∑
j
a(vj)(D+vj)2 −
∑
j
c(vj)(D+D−vj)2. (6.8)
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Proof. Multiplying both sides of (6.7) by the factor vj =
un+1j +u
n
j
2 , and sum this over the values
of j we obtain
||un+1||2 − ||un||2 = −2∆t/(3h)
∑
j
vj(vj+1 + vj + vj−1)(vj+1 − vj−1)
+
∑
j
vjD+(a(vj)D−vj) +
∑
j
vjD0(b′(vj)D+D−b(vj))−
∑
j
(vj)D+D−(c(vj)D+D−vj).
First we compute
∑
j
vj(vj+1 + vj + vj−1)(vj+1 − vj−1)
=
∑
j
vj(vj+1)2 − vj(vj−1)2 + (vj)2vj+1 − (vj)2vj−1
= uNu2N+1 − u0u21 + u2NuN+1 − u20u1.
By applying the periodicity of ui, we have u0 = un, u1 = un+1, which give us
uNu
2
N+1 − u0u21 + u2NuN+1 − u20u1 = 0.
And by summation by parts formula [26] and the periodicity assumption we have
∑
j
(vjD+(a(vj)D−vj)) = −
∑
j
a(vj)(D+vj)2,∑
j
vjD+D−c(vj)D+D−vj =
∑
j
c(vj)(D+D−vj)2.
and we notice
ΣjvjD0(b′(vj)D+D−b(vj))
= Σj(−D0vj)b′(vj)D+D−b(vj)
= Σj(−D0b(vj))D+D−b(vj)
= Σj
1
2∆x2
(b(vj+1)− b(vj−1))(b(vj+1)− 2b(vj) + b(vj−1))
= 0.
This completes the proof.
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6.3 Numerical tests
In this section we use Newton iteration to perform several numerical tests for the scheme
(6.7).
Example 1:
Accuracy test.
We compute the Kuramoto-Sivashinsky equation
ut + uux + uxx + uxxxx = 0, (6.9)
with the initial condition
u(x, 0) = c+
15
19
√
11
19
(−9tanh(k(x− x0)) + 11tanh3(k(x− x0))).
The exact solution is
u(x, t) = c+
15
19
√
11
19
(−9tanh(k(x− ct− x0)) + 11tanh3(k(x− ct− x0))).
This numerical example has been used in [36]. From (6.7) we have the numerical scheme for
(6.9)
un+1j − unj
∆t
+
1
6h
(un+1/2j+1 + u
n+1/2
j + u
n+1/2
j−1 )(u
n+1/2
j+1 − un+1/2j−1 ) (6.10)
+D+D−u
n+1/2
j +D+D−D+D−u
n+1/2
j = 0.
Table 6.1: C = 5, k = 1
2
√
11
19
, x0 = −12. Newmann boundary condition. Uniform meshes with N cells at time
t = 1.
N L2 order L∞ order
50 2.69 - 1.45 -
100 6.91E-01 1.96 4.50E-01 1.69
200 1.71E-01 2.02 1.13E-01 2.00
400 4.25E-02 2.01 2.79E-02 2.01
We display the numerical result in Fig.6.1.
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Figure 6.1: Plots of the computational result for the KS equation by scheme 6.9.
From Fig.6.1 we see our numerical scheme successfully captures the traveling wave solution
of the KS equation, and from Table 6.1 we see we have a clean second order scheme in space.
Example 2: Long time simulation
We perform the numerical test for the equation
ut + uux + uxx + σuxxx + uxxxx = 0. (6.11)
The exact solution is
u(x, t) = c+9−15(tanh(k(x−ct−x0))+tanh2(k(x−ct−x0))−tanh3(k(x−ct−x0))), (6.12)
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and initial condition is
u(x, t) = c+ 9− 15(tanh(k(x− x0)) + tanh2(k(x− x0))− tanh3(k(x− x0))), (6.13)
where c = 1, k = 1/2, σ = 4. From (6.7) we have the numerical scheme for (6.11)
un+1j − unj
∆t
+
1
6h
(un+1/2j+1 + u
n+1/2
j + u
n+1/2
j−1 )(u
n+1/2
j+1 − un+1/2j−1 ) +D+D−un+1/2j +
σD0D+D−u
n+1/2
j +D+D−D+D−u
n+1/2
j = 0. (6.14)
Table 6.2: Newmann boundary condition. Uniform meshes with N cells at time t = 0.1.
N L2 order L∞ order
50 5.53E-01 - 3.96E-01 -
100 1.4E-01 1.98 1.17E-01 1.77
200 3.51E-02 2.00 2.89E-02 2.01
400 8.77E-03 2.00 7.26E-03 1.99
We notice the soliton has an advection speed of 1, we take the computational domain to be
[−10, 10], a period of the soliton is 201 = 20, we take 200 cells ∆t = 0.01 and display the soliton
up to 40(2 periods), 100(5 periods) and 200(10 periods) in (6.2). We see the scheme (6.14)
is statble in long-time simulation with large time step. There is also phase error when the
simulation time is long due to the numerical error of the second order scheme, we can reduce
the error by making finer grid cell or taking smaller time step ∆t.
Example 3: Another type K.S. equation
We perform a numerical test for the equation
ut + uux − uxx + uxxxx = 0, (6.15)
with the initial condition
u(x, 0) = c+
15
19
√
19
(−3tanh(k(x− x0)) + tanh3(k(x− x0))). (6.16)
The exact solution
u(x, t) = c+
15
19
√
19
(−3tanh(k(x− ct− x0)) + tanh3(k(x− ct− x0))), (6.17)
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Figure 6.2: Plots of the computational result for KS equation 6.11.
where c = 0.8, k = 1
2
√
19
, x0 = −10. From (6.7) we have the numerical scheme for (6.15)
un+1j − unj
∆t
+
1
6h
(un+1/2j+1 +u
n+1/2
j +u
n+1/2
j−1 )(u
n+1/2
j+1 −un+1/2j−1 )−D+D−un+1/2j +D+D−D+D−un+1/2j = 0.
(6.18)
And we take Newmann boundary condition. The shock profile wave propagation for equation
is displayed in Fig.6.3, we see the moving shock profile is resolved very well.
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Figure 6.3: Plots of the computational result for KS equation 6.15.
6.4 Concluding remarks
In this chapter we established the L2 stability of the finite difference scheme (6.7) for
the generalized Kuramoto-Sivashinsky equation (6.2). We conduct numerical test for three
different types of Kuramoto-Sivashinsky equations to show the accuracy and long time stability
of scheme (6.7).
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CHAPTER 7. Nonlinear model
In this chapter we consider
ut = ∆u−∇ ·
( ∇u
|∇u|
)
, x ∈ Ω ∈ R2, (7.1)
which is the gradient flow of the functional
I[u] =
1
2
∫
Ω
(|∇u| − 1)2dx. (7.2)
First we will derive some energy identities of the continuous model (7.1), then we will propose
two numerical schemes to keep these identities at the discrete level.
7.1 Algorithm design
Consider a rectangular region Ω : x²[0, Lx], y²[0, Ly] with boundary ∂Ω at which different
types of b.c. can be imposed.
Lemma 7.1.1. Let u(x,t) be a solution of (7.1). If one of the following admissible boundary
conditions is imposed:
∇u · n = 0, |∇u| = 1,
then the energy identities
d
dt
I(u) + ||ut||2 = 0, (7.3)
d
dt
||u||2 + I(u) + ||u||L1 = |Ω|, (7.4)
hold, where ||.|| is the standard L2-norm in Ω, || · ||L1 is the standard L1 norm, and
I[u] =
1
2
∫
Ω
(|∇u| − 1)2dx. (7.5)
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Proof of (7.3),(7.4) is useful in deriving their discrete counterparts. It follows from (7.1)
that
〈ut, ut〉 − 〈∆u−∇ · ( ∇u|∇u|), ut〉 = 0,
〈ut, ut〉+ 〈(|∇u| − 1) ∇u|∇u| ,∇ut〉 −
∫
∂Ω
(|∇u| − 1) ∇u|∇u| · nutdS = 0,
where 〈·, ·〉 denotes the standard inner product in the L2 space, n denote the outward normal
direction of ∂Ω. We notice
d
dt
I(u) = 〈(|∇u| − 1) ∇u|∇u| ,∇ut〉, (7.6)
which gives us the identity (7.3). Next we will prove identity (7.4), it follows from (7.1 that
〈ut, u〉 − 〈∆u−∇ · ( ∇u|∇u|), u〉 = 0,
d
dt
||u||2 +
∫
Ω
(|∇u|2 − 2|∇u|+ 1 + |∇u|)dx = 0,
d
dt
||u||2 + I(u) +
∫
Ω
|∇u|dx = |Ω|,
which completes the proof of the lemma.
The original equation satisfies the energy identity, so whatever numerical scheme we use,
we should try to keep this property. We first discretize in time, keeping u to be continuous
function of space variables to obtain a semi-discrete numerical scheme,
un+1 − un
∆t
=
1
2
(∆un+1 +∆un)−∇ ·
( ∇un+1 +∇un
|∇un+1|+ |∇un|
)
, (7.7)
where un = u(x, y, tn).
Lemma 7.1.2. The scheme (7.7) satisfies the energy identity (7.3).
Proof. We define the discrete form of (7.2) to be In =
∫
Ω
1
2
(
(|∇un| − 1)2
)
dx
In+1 − In
=
∫
Ω
1
2
(
(|∇un+1| − 1)2 − (|∇un| − 1)2
)
dx
=
∫
Ω
(1
2
(|∇un+1|2 − |∇un|2)− (|∇un+1| − |∇un|)
)
dx
=
∫
Ω
(|∇un+1| − |∇un|)(1
2
(|∇un+1|+ |∇un|)− 1)dx.
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We notice that
|∇un+1| − |∇un|
=
(|∇un+1|+ |∇un|)(|∇un+1| − |∇un|)
(|∇un+1|+ |∇un|)
=
(∇un+1 +∇un) · (∇un+1 −∇un)
(|∇un+1|+ |∇un|) .
So we have ∫
Ω
(|∇un+1| − |∇un|)(1
2
(|∇un+1|+ |∇un|)− 1)dx
=
∫
Ω
(∇un+1 +∇un) · (∇un+1 −∇un)
(1
2
− 1|∇un+1|+ |∇un|
)
dx. (7.8)
By integration by parts formula, we have
(7.8) = −1
2
∫
Ω
(
∆un+1 +∆un −∇ · ∇u
n+1 +∇un
|∇un+1|+ |∇un|
)
(un+1 − un)dx. (7.9)
Then according to scheme (7.7) we have
In+1 − In + 1
∆t
∫
Ω
(un+1 − un)(un+1 − un)dx = 0.
This is exactly the Energy Identity (7.3) in the discrete form.
However, this scheme is hard to implement because the nonlinear implicit term |∇un+1|
appears in the denominator.
Next we propose a θ scheme which is easier to implement
un+1 − un
∆t
− θ∆un+1 = (1− θ)∆un −∇ · ( ∇u
n
|∇un|). (7.10)
This scheme is consistent with the original equation for 0 < θ ≤ 1. Next we choose the value
of θ to preserve the energy property.
Lemma 7.1.3. If 12 ≤ θ ≤ 1, then the θ scheme preserves the energy decreasing property at
the discrete level, i.e, In+1 ≤ In.
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Proof. Set Φ = un+1 − un. It follows from (7.10) that
1
∆t
〈un+1 − un,Φ〉 − 〈θ∆un+1 + (1− θ)∆un,Φ〉+ 〈∇ · ( ∇un|∇un|),Φ〉 = 0,
1
∆t
||un+1 − un||2 + In+1 − In − (1
2
|||∇un+1| − 1||2 − 1
2
|||∇un| − 1||2)
+〈θ∇un+1 + (1− θ)∇un,∇Φ〉 − 〈 ∇un|∇un| ,∇Φ〉 = 0.
We let a = ∇un+1,b = ∇un, from the previous identity we have
−(1
2
|||∇un+1| − 1||2 − 1
2
|||∇un| − 1||2) + 〈θ∇un+1 + (1− θ)∇un,∇Φ〉 − 〈 ∇un|∇un| ,∇Φ〉
= −1
2
(|a| − 1)2 + 1
2
(|b| − 1)2 + 〈θa+ (1− θ)b, a− b〉 − 〈 b|b| , a− b〉
= −1
2
(|a| − 1)2 + 1
2
(|b| − 1)2 + θ|a|2 − (1− θ)|b|2 − θa · b+ (1− θ)|b|2 − θa · b
+(1− θ)b · a− b|b| · (a− b)
= (θ − 1
2
)|a− b|2 + |a||b| − b · a|b| ≥ 0
According to Cauchy-Schwartz inequality |a||b| ≥ b · a, we only need the first term to be
positive, we see 12 ≤ θ ≤ 1, which finishs the proof.
Remark: Actually (θ − 12)|a − b|2 + |a||b|−b·a|b| is the additional term compared to the con-
tinuous energy identity, So we need to keep θ as small as possible, so we take θ = 12 .
7.2 Numerical Examples
In one dimensional space (7.1) reduces to equation
∂tu = uxx − ∂x( ∂xu|∂xu|). (7.11)
First we discretize (7.11) in time, it follows from (7.10)
(I −∆t∂xx)un+1 = un +∆t(1− θ)∂xxun −∆t∂x( ∂xu
n
|∂xun|) (7.12)
For spatial discretization we use central difference approximation
∂xxuj ≈ 1(∆x)2 (uj+1 − 2uj + uj−1),
∂x(
∂xu
n
|∂xun|) ≈
1
∆x
(
uj+1 − uj
|uj+1 − uj | −
uj − uj−1
|uj − uj−1|).
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We choose the initial function φ0 = 1−x2, and use the Newman boundary condition(constant
extension) which guarantees ∇u = 0 on the boundary. The final steady state solution is dis-
played in figure 7.1.The numerical result shows we have a steady state solution |∇u| = 1, which
is a signed distance function plus a constant.
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Figure 7.1: Plots of the computational result for model equation 7.11.
Further more, we have tried different initial functions φ0 = x2,φ0 = x(1− x2), and always
get the expected solution |∇u| = 1.
7.3 2D Implementation
In order to implement the θ scheme in two-dimensional space we use ADI scheme to split
the operator, it is follows from (7.10)
(I −∆tθ∆)un+1 = un +∆t(1− θ)∆un −∆t∇ · ( ∇u
n
|∇un|), (7.13)
We define
Lx = I − θ∆t∆∂xx, Ly = I − θ∆t∂yy.
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By this definition we have
(I −∆tθ∆) = LxLy − θ2∆t2∂xx∂yy,
then
(LxLy − θ2∆t2∂xx∂yy)un+1 = (I +∆t(1− θ)∆)un −∇ · ( ∆u
n
|∆un|)∆t.
Notice the term θ2∆t2∂xx∂yyis of order O(∆t2), without loss of accuracy we can apply this
term to uninstead of un+1 to abtain
LxLyu
n+1 = (I +∆t(1− θ)∆)un + θ2∆t2∂xx∂yyun −∇ · ( ∇u
n
|∇un|)∆t,
while introducing only high order correction o(∆t3). Substract LxLyunboth sides and define
v = un+1 − unthen
LxLyv = ∆t∆un −∇ · ( ∇u
n
|∇un|)∆t,
with the generated ADI operator-split form
Lxw = ∆t∆un −∇ · (∇u
n)
|∇un|∆t,
Lyv = w,
un+1 = un + v.
Next we discuss the way to discretize ∇ · ( un|un|).
∇ · ( u
n
|un|) =
Ai+1,j −Ai, j
∆x
− Bi,j+1 −Bi,j
∆y
,
Ai,j = Ci− 1
2
,j(ui,j − ui−1,j),
Bi,j = Di,j− 1
2
(ui,j − ui,j−1),
Ci− 1
2
,j =
1√
∆−x ui,j + (
∆0xui,j−1
2 )
2 + (∆
0
xui,j
2 )
2 + δ∆y2
,
D(i, j −
1
2
) =
1√
∆−y ui,j + (
∆0xui,j−1
2 )
2 + ∆
0
xui,j
2 + δ∆y
2
.
7.4 conclusion
In this chapter we have designed two large time step schemes (7.7),(7.10)for the model
equation (7.1), the implementation of (7.10) in one dimension give us the desired solution
66
|∇u| = 1. For two dimensional problem we give the numerical algorithm by applying the
dimension splitting technique.
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