A wireless sensor/actuator network (WSAN) is a group of sensors and actuators that are geographically distributed and interconnected by wireless networks. Sensors gather information about the state of physical world. Actuators react to this information by performing appropriate actions. WSANs thus enable cyber systems to monitor and manipulate the behavior of the physical world. WSANs are growing at a tremendous pace, just like the exploding evolution of Internet. Supporting quality of service (QoS) will be of critical importance for pervasive WSANs that serve as the network infrastructure of diverse applications. To spark new research and development interests in this field, this paper examines and discusses the requirements, critical challenges, and open research issues on QoS management in WSANs. A brief overview of recent progress is given.
Sensor Networks), and DCOSS (IEEE Int. Conf. on Distributed Computing in Sensor Systems), and commercial companies such as Crossbow, Ember, Sentilla, Dust Networks, Microsoft, Intel, and Sun Microsystems, to mention just a few. Numerous special issues of renowned journals on sensor networks have been published and special sessions of leading conferences organized, with more expected to appear in the future. Since its inception, WSN has grown into a hot research area at a tremendous pace. A large number of institutions and researchers around the world have set their feet in this field, and launched various research and development projects. Significant advances have been achieved in almost all aspects, including architecture, hardware, software, system design, supporting tools, standards, applications, etc [3] .
WSNs are designed to gather information about the state of physical world and transmit sensed data to interested users, typically used in applications like habitat monitoring, military surveillance, agriculture and environmental sensing, and health monitoring. In most cases, they are unable to effect on the physical environment. In many applications, however, only observing the state of the physical system is not sufficient; it is also expected to respond to the sensed events/data by performing corresponding actions upon the system. For instance, in a fire handling system, the actuators need to turn on the water sprinklers upon receipt of a report of fire. This need for actuation heralds the emergence of wireless sensor/actuator networks (WSANs) [4] [5] [6] [7] , a substantial extension of sensor networks that feature coexistence of sensors and actuators. WSANs enable the application systems to sense, interact, and change the physical world, e.g., to monitor and manipulate the temperature and lighting in a smart office or the speed and direction of a mobile robot. It is envisioned that WSANs will be one of the most critical technologies for building the network infrastructure of future cyberphysical systems [8] . They will revolutionize the way we interact with the physical world. As shown in Figure 1 , a WSAN is a networked system of geographically distributed sensor and actuator nodes that are interconnected via wireless links. Both sensor and actuator nodes are normally equipped with certain data processing and wireless communication capabilities, as well as power supply. In most situations, sensor nodes are stationary whereas actuator nodes, e.g., mobile robots and unmanned aerial vehicles, are mobile. Sensors gather information about the state of physical world and transmit the collected data to actuators through single-hop or multi-hop communications. Upon receiving the required information, the actuators make the decision about how to react to this information and perform corresponding actions to change the behavior of the physical environment. The base station is principally responsible for monitoring and managing the overall network through communications with sensors and actuators.
It is not until very recently that the area of WSAN has begun to emerge, regardless of one-decade research activities in WSN. Relatively very little work has been conducted on WSAN. In particular, quality of service (QoS) management in WSANs is an area yet to be explored [4] . WSANs are application-oriented, especially when used for cyber-physical computing. Therefore, QoS has to be supported by WSANs in order to achieve end users' satisfaction with the services that the system provides. To a large extent, the performance of future cyber-physical systems will rely on the QoS support in WSANs, just like how we today rely on various services offered by Internet to communicate with one another. This paper gives a brief overview of QoS provisioning in the context of WSANs. Some critical challenges and possible research topics are discussed. Related work is reviewed. The primary aim is to spark new research and development interests in this field.
QoS Requirements
As Moore's law continues, it is envisioned that WSANs will become pervasive in our daily lives, for example, in our homes, offices, and cars. They promise to revolutionize the way we understand and manage the physical world, just as Internet transformed how we interact with one another. Ultimately, they will be connected to the Internet in order to achieve global information sharing [8] . This technical trend is driving WSANs to provide QoS support because they have to satisfy the service requirements of various applications.
From an end user's perspective, real-world WSAN applications have their specific requirements on the QoS of the underlying network infrastructure [4] . For instance, in a fire handling system, sensors need to report the occurrence of a fire to actuators in a timely and reliable fashion; then, the actuators equipped with water sprinklers will react by a certain deadline so that the situation will not become uncontrollable. It is intuitive that different applications may have different QoS requirements. For instance, for a safety-critical control system, large delay in transmitting data from sensors to actuators and packet loss occurring during the course of transmission may not be allowed, while they may be acceptable for an air-conditioning system that maintains the temperature inside an office.
Although QoS is an overused term, there is no common or formal definition of this term. Conceptually, it can be regarded as the capability to provide assurance that the service requirements of applications can be satisfied. Depending on the type of target application, QoS in WSANs can be characterized by reliability, timeliness, robustness, availability, and security, among others. Some QoS parameters may be used to measure the degree of satisfaction of these services, such as throughput, delay, jitter, and packet loss rate. There are many other QoS parameters worth mentioning, but these four are the most fundamental [9] [10] [11] [12] .
Throughput is the effective number of data flow transported within a certain period of time, also specified as bandwidth in some situations. In general, the bigger the throughput of the network, the better the performance of the system is. Those nodes that generate high-speed data streams, such as a camera sensor node used to transmit images for target tracking, often require high throughput. In order to improve the resource efficiency, furthermore, the throughput of WSAN should often be maximized. Delay is the time elapsed from the departure of a data packet from the source node to the arrival at the destination node, including queuing delay, switching delay, propagation delay, etc. Delaysensitive applications usually require WSANs to deliver the data packets in real-time. Notice that real-time does not necessarily mean fast computation or communication [5, 12] . A real-time system is unique in that it needs to execute at a speed that fulfills the timing requirements.
Jitter is generally referred to as variations in delay, despite many other definitions. It is often caused by the difference in queuing delays experienced by consecutive packets. Packet loss rate is the percentage of data packets that are lost during the process of transmission. It can be used to represent the probability of packets being lost. A packet may be lost due to e.g. congestion, bit error, or bad connectivity. This parameter is closely related to the reliability of the network.
Challenges
WSANs cannot be simply regarded as WSNs due to the co-existence of sensors and actuators, as mentioned previously. In this section, some of the major features of WSANs that challenge QoS provisioning will be discussed.
Resource Constraints
As in WSNs, sensor nodes are usually low-cost, low-power, small devices that are equipped with only limited data processing capability, transmission rate, battery energy, and memory. For example, the MICAz mote from Crossbow is based on the Atmel ATmega128L 8-bit microcontroller that provides only up to 8 MHz clock frequency, 128-KB flash program memory and 4-KB EEPROM; the transmit data rate is limited to 250 Kbps. Due to the limitation on transmission power, the available bandwidth and the radio range of the wireless channel are often limited. In particular, energy conservation is critically important for extending the lifetime of the network, because it is often infeasible or undesirable to recharge or replace the batteries attached to sensor nodes once they are deployed. Actuator nodes typically have stronger computation and communication capabilities and more energy budget relative to sensors. Resource constraints apply to both sensors and actuators, notwithstanding.
In the presence of resource constraints, the network QoS may suffer from the unavailability of computing and/or communication resources. For instance, a number of nodes that want to transmit messages over the same WSAN have to compete for the limited bandwidth that the network is able to provide. As a consequence, some data transmissions will possibly experience large delays, resulting in low level of QoS. Due to the limited memory size, data packets may be dropped before the nodes successfully send them to the destination. Therefore, it is of critical importance to use the available resources in WSANs in a very efficient way.
Platform Heterogeneity
Sensors and actuators do not share the same level of resource constraints, as mentioned above.
Possibly designed using different technologies and with different goals, they are different from each other in many aspects such as computing/communication capabilities, functionality, and number. In a large-scale system of systems, the hardware and networking technologies used in the underlying WSANs may differ from one subsystem to another. This is true because of the lack of relevant standards dedicated to WSANs and hence commercially available products often have disparate features. This platform heterogeneity makes it very difficult to make full use of the resources available in the integrated system. Consequently, resource efficiency cannot be maximized in many situations. In addition, the platform heterogeneity also makes it challenging to achieve real-time and reliable communication between different nodes.
Dynamic Network Topology
Unlike WSNs where (sensor) nodes are typically stationary, the actuators in WSANs may be mobile. In fact, node mobility is an intrinsic nature of many applications such as, among others, intelligent transportation, assisted living, urban warfare, planetary exploration, and animal control. During runtime, new sensor/actuator nodes may be added; the state of a node is possibly changed to or from sleeping mode by the employed power management mechanism; some nodes may even die due to exhausted battery energy. All of these factors may potentially cause the network topologies of WSANs to change dynamically.
Dealing with the inherent dynamics of WSANs requires QoS mechanisms to work in dynamic and even unpredictable environments. In this context, QoS adaptation becomes necessary; that is, WSANs must be adaptive and flexible at runtime with respect to changes in available resources. For example, when an intermediate node dies, the network should still be able to guarantee real-time and reliable communication by exploiting appropriate protocols and algorithms.
Mixed Traffic
Diverse applications may need to share the same WSAN, inducing both periodic and aperiodic data. This feature will become increasingly evident as the scale of WSANs grows. Some sensors may be used to create the measurements of certain physical variables in a periodic manner for the purpose of monitoring and/or control. Meanwhile, some others may be deployed to detect critical events. For instance, in a smart home, some sensors are used to sense the temperature and lighting, while some others are responsible for reporting events like the entering or leaving of a person. Furthermore, disparate sensors for different kinds of physical variables, e.g., temperature, humidity, location, and speed, generate traffic flows with different characteristics (e.g. message size and sampling rate). This feature of WSANs necessitates the support of service differentiation in QoS management.
Open Issues
Over the years, in order to meet the requirements of diverse applications on network QoS, significant effort has been made to provide end-to-end QoS support using various algorithms and mechanisms at different network protocol layers. Particularly, Internet QoS has been a focus of enormous research and development activities [9] . Due to the many distinctive characteristics of WSANs, however, existing QoS mechanisms may not be applicable to WSANs [10, 11] . To achieve QoS support in WSAN, the above challenges have to be addressed. In this section, several open research topics of interest will be identified.
Service-Oriented Architecture
The concept of service-oriented architecture (SOA) [6, [13] [14] [15] is by no means new and has been widely used in for example the web services domain. However, many of its elegant potentials have not ever been explored in WSANs, though SOA will undoubtedly have a major impact in many branches of technology [16] . SOA is an architectural style encompassing a set of services for building complex systems of systems. It can be regarded as a model in which a system is decomposed into smaller, distinct units that are able to provide certain functionality. As an architectural evolution and a paradigm shift in systems integration, SOA enables rapid, cost-effective composition of interoperable, scalable systems based on reusable services exposed by these systems. This is particularly useful for QoS provisioning in WSANs that are integrated into large-scale cyber-physical systems in which multiple applications run on diverse technologies and platforms.
Identifying and specifying services are crucial for exploiting SOA in WSANs. A large number of questions need to be answered in this respect. For example, how many categories of services should be classified in the context of WSAN? What are the functionality, interface, and properties of each service? What are its quality levels relevant to performance requirements? In particular, how to deal with the difference between sensors and actuators when specifying services?
QoS-Aware Communication Protocols
In order to efficiently support QoS in WSANs, communication protocols need to be designed with in mind the platform heterogeneity, specifically the heterogeneity between sensors and actuators that are involved in the communication. For this reason, state-of-the-art QoS-aware MAC, routing, and transport protocols devoted to WSNs may not be suitable for WSANs.
As an essential component of QoS, service differentiation should be supported by communication protocols. As mentioned above, WSANs may be used in cyber-physical systems encompassing diverse applications, which may differ significantly in terms of QoS requirements. Obviously, the best-effort service offered by current wireless networking technologies such as Zigbee and Bluetooth cannot provide different QoS to different applications. Therefore, the communication protocols for WSANs should be designed to perceive the service requirement of each type of traffic so that it can be guaranteed a specific service level. From a practice perspective, the best-effort service is likely to be the standard for the foreseeable future [9, 10] . It is therefore necessary for all new QoS mechanisms to be layered on top of the existing networks.
Cross-layer design has proved to be effective in optimizing the network performance and hence may be incorporated in the development of QoS-aware communication protocols for WSANs. Much work can be conducted in this line. For example, the prioritization of traffic at lower layers might be associated with the application performance at the application layer.
Resource Self-Management
Resource management is of paramount importance for QoS provisioning because the corresponding resource budgets need to be guaranteed in order to achieve certain QoS levels. This is particularly true for WSANs where computing, communication and energy resources are inherently limited. Generally speaking, a higher level of QoS corresponds to a need of more resources, e.g. CPU time, memory size, bandwidth and/or energy. Resource management in WSANs is challenging, because of the everincreasing complexity of WSANs, highly dynamic feature of WSANs, and changing and unpredictable environments in which WSANs operate.
To overcome these challenges, self-management technologies [17, 18] are needed. This implies that the system will address resource management issues in an autonomous manner. With respect to changes in resource availability, resource manager will automatically adapt resource usage in a way that the resulting overall QoS is optimized. This has to be performed in an efficient way. Since the resources are limited, the overhead of resource management should be minimized. In order to maintain scalability, distributed mechanisms have to be explored in this context.
A promising way to go is to exploit feedback scheduling [4, [19] [20] [21] . Taking advantage of wellestablished control theory and technology, feedback scheduling offers a promising approach to flexible resource management in dynamic and unpredictable environments. Previous work has showed that feedback scheduling is capable of handling uncertainties in resource availability through automatically adapting to dynamic changes. It is anticipated that this technology can be used in WSANs to realize resource self-management and to provide QoS guarantees. The predictability of the system can be enhanced thanks to the use of control theory. Nevertheless, how to map resource management to control problems is still subject of future research.
QoS-Aware Power Management
Energy conservation is a major concern in both WSNs and WSANs. The lifetime of untethered sensor/actuator nodes is tightly restricted by the available battery energy. Since wireless communication is much more energy-expensive than sensing and computation, the transmission power of nodes has to be properly managed in a way that the energy consumption is minimized in order to prolong the lifetime of the whole network. Due to the increasingly heavy computational burdens, a significant amount of energy will be consumed by the computations in actuator nodes. Therefore, the CPU energy consumption of actuators should also be minimized, e.g. by exploiting the dynamic voltage scaling technology.
However, minimizing energy consumption and maximizing QoS are in most cases two conflicting requirements. For instance, reliability can be improved by increasing the number of maximum allowable retransmissions or using higher transmission power levels; however, more energy will be expended in both cases. Therefore, tradeoffs must be made between energy conservation and QoS optimization. The problem then becomes how to make these tradeoffs at runtime. Is it possible to find an integrated performance metric that accounts for both energy efficiency and QoS, and then optimize it, either online or offline?
Depending on the network topology and the QoS requirements, the power management mechanisms for actuator nodes may be different from those used in sensor nodes. Thus the QoS can be maximized through exploiting the different capabilities of sensors and actuators. In like manner, different transmission power levels may be assigned to the same node with respect to different types of traffic. In-network computation can be exploited to reduce the energy consumption of both sensor and actuator nodes since it reduces traffic load at the cost of slightly increased computation in each involved node. Still, the inherently non-deterministic and open nature of wireless channels poses great challenges for QoS-aware power management.
Supporting Tools
The fundamental role of WSAN is to connect the cyber space and the physical world. Cyberspaces are by nature discrete-time systems, whereas the physical world is composed of continuous-time systems. This hybrid feature of the integrated system challenges the development of simulation and design tools that can be used to evaluate the performance of QoS mechanisms for WSANs. An interesting question is whether or not it is technically feasible to develop such a tool based on a service-oriented architecture. If so, programming technologies for implementing various services need to be developed. In addition, benchmark testbeds and prototypes also deserve extensive research and development effort. Using these supporting tools, guidelines can be further developed that help implement new protocols, mechanisms, and algorithms for QoS management in practice.
Recent Progress
Service-oriented approaches have been used in building WSANs. In [6] , Rezgui and Eltoweissy explored the potential of SOA in building open, efficient, interoperable, scalable, and applicationaware WSANs. A prototype service-oriented WSAN was developed on top of TinyOS. King et al [22] developed a service-oriented WSAN platform called Atlas, which enables self-integrative, programmable pervasive spaces. Kushwaha et al [14] developed a programming framework called OASiS that provides abstractions for object-centric, ambient-aware, service-oriented sensor network applications. OASiS decomposes specified application behavior and generates the appropriate nodelevel code for deployment onto sensor networks. It enables the development of sensor network applications without having to deal with the complexity and unpredictability of low-level system and network issues. Chu and Buyya [15] presented a reusable, scalable, extensible, and interoperable service-oriented sensor web architecture. The architecture conforms to the sensor web enablement standard defined by the OpenGIS consortium (OGC), integrates sensor web with grid computing, and provides middleware support for sensor webs. Golatowski et al [23] proposed a service-oriented software architecture for mobile sensor networks. An adaptive middleware is employed in the architecture that encompasses mechanisms for cooperative data mining, self-organization, networking, and energy optimization to build higher-level service structures.
Some efforts have been made on communication protocols that provide QoS support in WSANs.
Real-time, reliable communication has been addressed in e.g. [24] [25] [26] [27] [28] [29] [30] [31] [32] . Ngai et al [24] designed a realtime communication framework that supports event detection, reporting, and actuator coordination. Shah et al [25] proposed a real-time coordination and routing framework that addresses the coordination of sensors and actuators and respects the delay bound for routing in a distributed manner. Melodia et al [26] presented a distributed protocol for sensor-actor coordination that includes an adaptive mechanism to trade off energy consumption for delay when the data transmission is subject to real-time constraints. Hu et al [27] developed an anycast communication paradigm that can reduce both end-to-end latency and energy consumption. A simple yet effective wireless communication model has been employed in [28] that realizes real-time actuation in autonomous animal control. Boukerche et al [29] proposed a routing protocol with service differentiation for WASNs, which provides low latency and reliable delivery in the presence of failures. Morita et al [30] presented a redundant data transmission protocol that can significantly enhance the reliability of data transmission over lossy WSANs. A general reliability-centric framework for event reporting has been presented in [31] . A low-complexity reliable transmission scheme has been developed in [32] , which is based on local wireless path repair and hop-to-hop retransmissions.
Adaptive sampling approaches have been exploited for dynamic management of resources in WSNs, e.g. [33, 34] . However, these approaches don't take into account the co-existence of sensors and actuators. Few solutions have been devised for resource self-management that facilitates QoS-enabled autonomic WSAN. In [4, 35] , Xia et al applied feedback control technologies to dynamic bandwidth allocation in the context of WSAN, which take advantage of the idea of feedback scheduling. The flexibility and autonomy of the system is enhanced through deadline miss ratio control, leading to improved QoS in terms of reliability.
While QoS-aware power management in general WSNs has been extensively studied, e.g. [36, 37] , there is relatively little work dedicated to QoS-aware power management in WSANs, particularly for actuator nodes. Rozell and Johnson [38] developed an optimal method for power scheduling in WSAN that achieves a desired actuation fidelity. Sanchez et al [39] proposed an energy-efficient multicast routing protocol that was specially designed to minimize the total energy used by the multicast tree. Zhou et al [40] developed a data transport protocol that reduces the energy consumption associated with data transmission while meeting the QoS requirements in timeliness domain. Durresi et al [41] proposed a delay-energy aware routing protocol that enables a flexible range of tradeoffs between the packet delay and the energy use. A power-aware many-to-many routing scheme has been proposed in [42] . A low-energy and delay-sensitive TDMA based MAC protocol has been presented in [43] .
In line of supporting tools development, an interesting attempt is TrueTime [44], a Matlab/Simulink-based simulator developed at Lund University. TrueTime facilitates co-simulation of controller task execution in real-time kernels, network transmissions, and continuous plant dynamics. It was designed primarily for simulating networked and embedded control systems, and has supported sensor network applications. Another notable attempt is the Agent/Plant [45] module developed at Case Western Reserve University. The module extends NS-2 to interface network dynamics with physical behaviors, making it possible to simulate physical systems that are attached to a network.
Conclusion
WSAN is an area still in its infancy, despite some recent progress. It is anticipated that WSANs will evolve rapidly and become pervasive in the near future, much in the same way as the Internet came to the desktop before. Lessons should be taken from Internet that WSANs have to be designed with QoS support in mind. This paper has discussed the requirements and challenges for supporting QoS in WSANs. Some interesting open research topics have been identified, though the spectrum of research in this field can be much broader. The challenges are formidable and extensive research from multiple disciplines is needed before QoS-enabled WSANs become reality.
