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We construct spike layered solutions for the semilinear elliptic
equation −ε2u + V (x)u = K (x)up−1 on a domain Ω ⊂RN which
may be bounded or unbounded. The solutions concentrate simulta-
neously on a ﬁnite number of m-dimensional spheres in Ω . These
spheres accumulate as ε → 0 at a prescribed sphere in Ω whose
location is determined by the potential functions V , K .
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1. Introduction and the main result
In this paper, we continue our work [4,5] on the singularly perturbed elliptic equation{−ε2u + V (x)u = K (x)up−1, u > 0, x ∈ Ω ⊂RN ,
u ∈ H10(Ω).
(1.1)
The concentration behavior of solutions of (1.1) in the semiclassical case ε → 0 has been in the fo-
cus of research since the 1990s. We refer the reader to [3,6,7,9,10,12–16,18–22,24,25] for interesting
results about single or multipeak solutions, i.e. solutions concentrating on one or several points.
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This type of solutions has been discovered only quite recently; see [17,1,2,11,4,5]. In [17,1,2] the
authors consider radially symmetric equations and prove the existence of radial solutions that de-
velop, as ε → 0, a spherical spike layer, that is a solution which is bounded away from 0 on an
(N − 1)-dimensional sphere and decays exponentially to 0 away from the sphere. In [11] the domain
is only partially radial, the equation autonomous (V , K ≡ 1), and the authors obtain solutions that
concentrate on one or several (m− 1)-dimensional spheres, 2m N . The location of the spheres is
determined by the geometry of the domain. In [4,5] we consider domains as in [11] with V , K not
being constant and ﬁnd solutions that concentrate on (m − 1)-dimensional spheres, where now the
location is determined by V and K .
Here we present a new type of solutions. Whereas in the papers mentioned above the spike layers
develop at spatially separated spheres, we ﬁnd solutions with arbitrarily many (m − 1)-dimensional
spherical layers which accumulate at one sphere in RN whose location is again determined by V
and K .
We require the following conditions on Ω , V , K .
(Ω) There are an integer m, 1 < m  N , and a relatively open subset Ω0 ⊂ R+0 × RN−m such that
Ω = {x = (x′, x′′) ∈ Rm ×RN−m = RN : (|x′|, x′′) ∈ Ω0}.
For x = (x′, x′′) ∈ Rm ×RN−m we write x˜ = (|x′|, x′′) ∈ R+0 ×RN−m .
(VK1) There exist functions V0, K0 ∈ C0(Ω0,R) such that V (x) = V0(x˜) and K (x) = K0(x˜) for x ∈ Ω .
(VK2) V , K are bounded and inf V > 0, inf K > 0.
Concerning the nonlinearity we require
2< p < pc :=
{
2(N−m+1)
N−m−1 ifm < N − 1;∞ ifm N − 1.
Observe that the exponent is allowed to be supercritical if m > 1. As in [5] we set
θ = p
p − 2 −
N −m + 1
2
and deﬁne the function Γ :Ω0 → R by
Γ (z0, . . . , zN−m) = zm−10
(
V0(z0, . . . , zN−m)
)θ (
K0(z0, . . . , zN−m)
)−2/(p−2)
. (1.2)
Now we can formulate the conditions which allow to localize the spherical layers.
(VK3) Γ has a strict local maximum at some point Z = (Z0, . . . , ZN−m) ∈ Ω0 with Z0 > 0 and Γ (Z) >
0.
(VK4) V0 and K0 are C1 near Z .
Let U be the unique radial solution of the problem⎧⎨⎩−v + v = v
p−1, v > 0,
v(0) = max v,
v ∈ H1(RN−m+1). (1.3)
For given z ∈ RN−m+1 we set
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(
V0(z)
K0(z)
)1/(p−2)
and β(z) =√V0(z).
We also need the scalar product
(u, v)ε =
∫
Ω
(
ε2∇u∇v + V (x)uv)dx and ‖u‖2ε = (u,u)ε,
with associated norm ‖ .‖ε .
Theorem1.1. Let (Ω) and (VK1)–(VK4) hold, 1<m N, p ∈ (2, pc) if m < N−1, p ∈ (2,+∞) if m N−1.
Then for any positive integer k there exists ε0 > 0 such that for ε ∈ (0, ε0), (1.1) has a solution uε ∈ H10(Ω) of
the form
uε(x) =
k∑
j=1
α(Yε, j)U
(
β(Yε, j)
(
x˜− Yε, j
ε
))
+ wε(x˜),
with
Yε, j ∈ Ω0, |Yε, j − Z | → 0, ‖wε‖2ε = O
(
εN−m+1+θ0
)
, |wε|∞ = O
(
εθ0
)
,
for some C > 0 and θ0 > 0.
Due to the partial symmetry conditions (Ω) and (VK1), in the sequel we will study (1.1) in the
subspace
Hs :=
{
u ∈ H10(Ω): u(x) = u0
(∣∣x′∣∣, x′′)}.
Our arguments are based on a variational approach. The basic idea is to use the least energy solution
of the related limiting equation in RN−m+1 as a building block to construct solutions for (1.1). We
ﬁrst reduce the problem to a ﬁnite-dimensional one by a type of Lyapunov–Schmidt reduction (see
[8] or [23]). Then we apply an energy comparison technique. To obtain the existence result in the
case of a supercritical exponent p > 2N/(N − 2) we will employ a penalty function argument which
needs some truncation. Hence we will use a local approach in the procedure of the ﬁnite-dimensional
reduction. It is essential to ﬁnd a ﬁxed-point in a subset where the functions are L∞ uniformly
bounded. Since the points Zε, j where the solutions concentrate all converge towards Z , rather ﬁne
estimates are needed to control the interaction terms in the functional between the different layers.
Though the approach is analogous to the one from our papers [4,5], the detailed estimates however
are quite different and considerably more complicated than in [4,5] where |Zε, j − Zε,i |  c > 0 for
i = j, i, j = 1, . . . ,k.
The paper is organized as follows. In Section 2 we ﬁrst introduce some notation and explain the
framework of proof, then give some preliminary estimates which play a key role in the rest of the ar-
guments. In Section 3 we reduce the problem to the study of a ﬁnite-dimensional functional. Section 4
contains the proofs of the main results, and Appendix A a technical lemma.
Throughout this paper, we will use C , c and C j , j ∈ N, to denote various positive constants,
and O (t), o(t) to mean |O (t)|  C |t| and o(t)/t → 0 respectively as t → 0. We will omit the coef-
ﬁcient ωm−1 (the measure of Sm−1) when we write integrals in polar coordinates:
∫
Ω
f (|x′|, x′′)dx =∫
Ω
zm−10 f (z)dz.0
T. Bartsch, S. Peng / J. Differential Equations 248 (2010) 2746–2767 27492. Preliminaries
It is well known (cf. [6,8]) that the solution U ∈ H1(RN−m+1) of problem (1.3) has the properties
lim|z|→∞|z|
(N−m)/2e|z|U (z) = αN,m,p > 0 and lim|z|→∞
U ′
U
= −1,
where αN,m,p depends only on N , m and p. U is non-degenerate, so the kernel of the operator w →
−w + w − (p − 1)U p−2w in H1(RN−m+1) is spanned by ∂U/∂zl , l = 1, . . . ,N −m + 1.
We need to recall notation from [5]. For ε > 0 and y ∈ Ω0 ⊂ RN−m+1 we set αy := (V0(y)/
K0(y))1/(p−2) and βy := √V0(y). The function
Uε,y(z) = αyU
(
βy(z − y)
ε
)
satisﬁes
−ε2v(z) + V0(y)v(z) = K0(y)v(z)p−1 in RN−m+1, (2.1)
hence, U˜ε,y(x) = Uε,y(x˜) with x˜ = (|x′|, x′′) as in the introduction, satisﬁes
−ε2U˜ε,y + V0(y)U˜ε,y = K0(y)U˜ p−1ε,y − εβyαy m − 1|x′|
|x′| − y0
|x˜− y| U
′
(
βy(x˜− y)
ε
)
. (2.2)
There exists C > 0 so that ⎧⎪⎨⎪⎩
Uε,y(z) Ce−βy(z−y)/ε,
U ′ε,y(z) Cε−1e−βy(z−y)/ε + e−c/ε,
U ′′ε,y(z) Cε−2e−βy(z−y)/ε + e−c/ε.
(2.3)
We deﬁne κ = dist(Z , ∂D) and ﬁx η ∈ C∞(RN−m+1, [0,1]) with{
η(z) = 1 if z ∈ Ω0, dist(z, ∂Ω0) κ/4,
η(z) = 0 if z /∈ Ω0 or dist(z, ∂Ω0) κ/8.
Setting
Wε,y(x) = η(x˜)U˜ε,y(x) = η(x˜)Uε,y(x˜),
we have {−ε2Wε,y + V0(y)Wε,y = ηK0(y)U˜ p−1ε,y + fε,y(x) in Ω,
Wε,y = 0 on ∂Ω, (2.4)
with
fε,y(x) = −η(x˜)εβyαy m − 1|x′|
|x′| − y0
|x˜− y| U
′
(
βy(x˜− y)
ε
)
− 2εαyβy∇η(x˜)∇U
(
βy(x˜− y)
ε
)
− ε2αyU
(
βy(x˜− y)
ε
)
η(x˜).
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∣∣ fε,y(x)∣∣ CεU(βy(x˜− y)
ε
)
. (2.5)
Then by (VK3) and (VK4) there exists δ > 0 so that Γ (z) < Γ (Z) for all z ∈ Bδ(Z) = {z ∈
R
N−m+1: |z − Z | δ} and that V0 and K0 are C1 in Bδ(Z). We write χδ :RN → [0,1] for the charac-
teristic function of Bδ = {x ∈ RN : x˜ ∈ Bδ(Z)} and set
λ∗ := inf
x∈Bδ
√
V (x) and λ∗ := sup
x∈Bδ
√
V (x).
We modify the problem by replacing the nonlinearity up−1 using a cut-off. For this we deﬁne
g0 :R → R, g0(t) =
{
t p−1+ if t  1;
t if t > 1;
and
g :Ω ×R → R, g(x, t) = χδ(x)t p−1+ +
(
1− χδ(x)
)
g0(t).
Clearly, a solution of
{−ε2u + V (x)u = K (x)g(x,u), u > 0, in Ω,
u ∈ H10(Ω)
(2.6)
satisfying u  1 in Ω \ Bδ is a solution of the original problem (1.1).
The functional associated to problem (2.6) is
Iε(u) = 1
2
∫
Ω
(
ε2|∇u|2 + V (x)u2)dx− ∫
Ω
K (x)G(x,u)dx,
where G(x, t) = ∫ t0 g(x, s)ds. Iε is well deﬁned on Hs because 2< p < 2(N −m + 1)/(N −m − 1) and
because |x′| c > 0 for x ∈ Bδ . It is easy to check that Iε ∈ C1(Hs), and that its positive critical points
are solutions of problem (2.6).
Now we ﬁx k ∈ N and want to ﬁnd solutions of (1.1) having k layered peaks. We deﬁne, for ε, R > 0
to be determined later,
Dε,R :=
{
Y ∈ (Bδ(Z))k: |Yi − Y j|
ε
 R, i = j
}
⊂ Rk(N−m+1), (2.7)
and, for Y ∈ Dε,R ,
Eε,Y =
{
v ∈ Hs:
(
v,
∂Wε,y
∂Y j,l
)
ε
= 0, j = 1, . . . ,k, l = 1, . . . ,N −m + 1
}
.
The solutions we look for will be critical points of Iε of the form
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k∑
j=1
Wε,Y j + wε
with Y j close to Z , wε ∈ Eε,Y , and ‖wε‖2ε = o(εN−m+1).
Consider the k(N −m + 1)-codimensional submanifold
Mε,δ :=
{
(Y ,w): Y ∈ Dε,R , w ∈ Eε,Y
}⊂ Rk(N−m+1) × Hs
and the functional
Jε :Mε,δ → R, Jε(Y ,w) = Iε
(
k∑
j=1
Wε,Y j + w
)
.
Lemma 2.1. There exist δ0 > 0 and ε0 > 0 such that for ε ∈ (0, ε0] and δ ∈ (0, δ0], (Y ,w) is a critical point
of Jε constrained to Mε,δ if and only if
u =
k∑
j=1
Wε,Y j + wε
is a critical point of Iε in Hs.
The proof of Lemma 2.1 proceeds as the one of [5, Lemma 2.1], so we omit it here.
By the Lagrange multiplier rule, (Y ,w) is a critical point of Jε constrained to Mε,δ if and only if
there are scalars A j,l ∈ R, j = 1, . . . ,k, l = 0, . . . ,N −m, such that
∂ Jε
∂Y j,l
(Y ,w) =
N−m∑
n=0
A j,n
(
∂2Wε,Y j
∂Y j,n∂Y j,l
,w
)
ε
(2.8)
and
∂ Jε
∂w
(Y ,w) =
k∑
j=1
N−m∑
l=0
A j,l
∂Wε,Y j
∂Y j,l
. (2.9)
The proof of Theorem 1.1 consists ﬁrst of a ﬁnite-dimensional reduction where we solve (2.9) as a
function of Y , so we obtain a map Y → wε,Y . This will be plugged into (2.8), which in turn will be
solved for small ε.
We start by expanding Jε(Y ,w) near w = 0 as follows
Jε(Y ,w) = Jε(Y ,0) + hε,Y (w) + 1
2
Q ε,Y (w) − Rε,Y (w),
where
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k∑
j=1
∫
Ω
(
ε2∇Wε,Y j∇w + V (x)Wε,Y j w
)− ∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−1
w,
Q ε,Y (w) =
∫
Ω
(
ε2|∇w|2 + V (x)w2)− (p − 1)∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−2
w2,
Rε,Y (w) =
∫
Ω
K (x)G
(
x,
k∑
j=1
Wε,Y j + w
)
− 1
p
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p
−
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−1
w
− p − 1
2
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−2
w2.
Lemma 2.2. There exist constants c,C > 0 such that
∣∣hε,Y (w)∣∣ Cε(N−m+1)/2(ε + e−c/ε +∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
)
‖w‖ε,
where p∗ = min(p,3).
Proof. The proof proceeds as the one of [5, Lemma 2.2] up to estimating the interaction terms
∑
i = j
∫
Ω
W
p−1
2
ε,Y j
W
p−1
2
ε,Yi
|w| if 2 < p < 3,
and
∑
i = j
∫
Ω
W p−2ε,Y j Wε,Yi |w| if p  3.
Here we have for 2< p < 3:
∑
i = j
∫
Ω
W
p−1
2
ε,Y j
W
p−1
2
ε,Yi
|w|
∑
i = j
(∫
Ω
(
W
p−1
2
ε,Y j
W
p−1
2
ε,Yi
) p
p−1
)1− 1p (∫
Ω
|w|p
) 1
p
= O
(∑
i = j
e−
p−1
2
λ∗|Yi−Y j |
ε
)
ε
N−m+1
2 ‖w‖ε
= O
(∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
)
‖w‖ε
and for p  3:
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i = j
∫
Ω
W p−2ε,Y j Wε,Yi |w|
∑
i = j
(∫
Ω
W 2(p−2)ε,Y j W
2
ε,Yi
)1/2
‖w‖ε
= O
(∑
i = j
e−
λ∗|Yi−Y j |
ε
)
ε
N−m+1
2 ‖w‖ε
= O
(∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
)
‖w‖ε.
These estimates account for the additional summand
∑
i = j e−
p∗−1
2
λ∗|Yi−Y j |
ε in the lemma when com-
pared to [5, Lemma 2.2]. 
3. The ﬁnite-dimensional reduction
In this section, we ﬁnd R > 0 so that we can solve (2.9) for any given Y ∈ Dε,R for ε suﬃciently
small. We consider the bounded linear map Lε,Y : Hs → Hs deﬁned by
(Lε,Y w1,w2)ε =
∫
Ω
(
ε2∇w1∇w2 + V (x)w1w2
)− (p − 1)∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−2
w1w2,
for w1,w2 ∈ Hs . It relates to the quadratic form Q ε,Y via Q ε,Y (w) = (Lε,Y w,w). Let P : Hs →
Eε,Y denote the orthogonal projection (with respect to the scalar product (·,·)ε) and set LEε,Y =
P Lε,Y : Eε,Y → Eε,Y given by LEε,Y w = P Lε,Y w .
As in [5, Proposition 3.1] we can prove
Proposition 3.1. The operator LEε,Y is invertible with uniformly bounded inverse for ε small enough and
Y ∈ Dε,R . So there exist constants ε0 > 0 and τ > 0, such that for each ε ∈ (0, ε0] and Y ∈ Dε,R∥∥LEε,Y w∥∥ε  τ‖w‖ε for all w ∈ Eε,Y .
We deﬁne
Fε,Y =
{
w ∈ Hs:
∣∣w(x)∣∣ k∑
j=1
η(x˜)e−ν|x˜−Y j |/ε + C
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + e−σ/ε
}
,
where ν,σ > 0 are small constants to be determined later.
Lemma 3.2. For ε > 0 small and w ∈ Fε,Y , we have∣∣Rε,Y (w)∣∣ CεN−m+1ε−p∗(N−m+1)/2‖w‖p∗ε
+ C
(
e−c/ε +
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w‖2ε, (3.1)
∣∣R ′ε,Y (w)v∣∣ Cε(N−m+1)/2ε−(p∗−1)(N−m+1)/2‖w‖p∗−1ε ‖v‖ε
+ C
(
e−c/ε +
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w‖ε‖v‖ε, (3.2)
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+
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖v1‖ε‖v2‖ε. (3.3)
Proof. For w ∈ Fε,Y , choosing ε suitably small and R suitably large, we have |w|  12 and∑k
j=1 Wε,Y j  12 in Ω \ Bδ . Therefore
∣∣Rε,Y (w)∣∣=
∣∣∣∣∣ 1p
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j + w
)p
+
− 1
p
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p
−
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−1
w − p − 1
2
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p−2
w2
∣∣∣∣∣
 C
∫
Ω
|w|p∗  C
∫
Bδ
|w|p∗ + C |w|p∗−2L∞(Ω\Bδ)
∫
Ω\Bδ
w2
 C
∫
Bδ
|w|p∗ + C
(
e−
c
ε +
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w‖2ε.
We set w˜(z) = w(εz) and Bε,δ = {z: εz ∈ Bδ(ξ)}. From C  |x′| c > 0 for x ∈ Bδ it follows that
∫
Bδ
|w|p∗ dx =
∫
Bδ(ξ)
zm−10 |w|p
∗
dz C
∫
Bδ(ξ)
|w|p∗ dz
= CεN−m+1
∫
Bε,δ
|w˜|p∗ dz CεN−m+1
( ∫
Bε,δ
(|∇ w˜|2 + w˜2)dz)p∗/2
= CεN−m+1
(
ε−(N−m+1)
∫
Bδ(ξ)
(
ε2|∇w|2 + w2)dz)p∗/2
 CεN−m+1
(
ε−p∗(N−m+1)/2‖w‖p∗ε
)
.
Combining the last two estimates, we obtain (3.1). (3.2) and (3.3) can be veriﬁed similarly. 
The main result of this section is the following proposition.
Proposition 3.3. For ε suﬃciently small, there exists a C1-map Dε,R → Hs, Y → wε,Y , such that wε,ρ ∈ Eε,Y
satisﬁes (2.9) for some A j,l ∈ R, j = 1, . . . ,k, l = 0, . . . ,N −m. In addition we have the estimate
‖wε,Y ‖2ε  CεN−m+3 + CεN−m+1
∑
i = j
e−(p∗−1)
λ∗|Yi−Y j |
ε . (3.4)
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hEε,Y ,w
)
ε
= hε,Y (w), for all w ∈ Eε,Y .
Hence, Eq. (2.9) is equivalent to
hEε,Y + LEε,Y w +
(
REε,Y
)′
(w) = 0 w ∈ Eε,Y , (3.5)
with (REε,Y )
′(w) ∈ Eε,Y representing R ′ε,Y (w)|Eε,Y . Observe that Q Eε,Y is invertible by Proposition 3.1,
so we can rewrite (3.5) as
w = −(Q Eε,Y )−1(hEε,Y + (REε,Y )′(w))=: Aε,Y (w).
For ν > 0, 0< σ  ν , and γ > 0 to be determined later, deﬁne
Cε :=
{
w ∈ Eε,Y :
∣∣w(x)∣∣ γ ε k∑
j=1
η(x˜)e−ν|x˜−Y j |/ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e−σ/ε,
‖w‖ε  γ ε(N−m+3)/2 + γ ε(N−m+1)/2
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
}
.
Next we prove that the map Aε,Y is a contraction on the set Cε endowed with the norm ‖ .‖ε ,
provided ε is small. For w1,w2 ∈ Cε , (3.3) implies∥∥Aε,Y (w1) − Aε,Y (w2)∥∥ε  C∥∥(REε,Y )′(w1) − (REε,Y )′(w2)∥∥ε
 C
(
ε−(p∗−2)(N−m+1)/2
∥∥w1 + (1− )w2∥∥p∗−2ε + e−c/ε
+
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w1 − w2‖ε
 Cγ p∗−2
(
εp
∗−2 +
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w1 − w2‖ε,
for some  ∈ [0,1]. Thus Aε,Y is a contraction for ε < ε1(γ ) and R > R1(γ ); γ will be determined
later.
Now we consider w ∈ Cε and calculate∥∥Aε,Y (w)∥∥ε  C‖hε,Y ‖ε + C∥∥(REε,Y )′(w)∥∥ε
 C
(
εε
N−m+1
2 + e− cε + ε N−m+12
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
)
+ Cε N−m+12 ε− (p
∗−1)(N−m+1)
2 ‖w‖p∗−1ε + C
(
e−
c
ε +
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
‖w‖ε
 C0ε
N−m+3
2
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
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(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε .
(3.6)
We claim that Aε,Y (w) ∈ Cε . It suﬃces to ﬁnd γ > 0 with
∣∣Aε(w)(x)∣∣ γ ε k∑
j=1
η(x˜)e−ν|x˜−Y j |/ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e−σ/ε.
Now w1 := Aε,Y (w) satisﬁes
LEε,Y w1 = −hEε,Y −
(
REε,Y
)′
(w),
that is,
Lε,Y w1 + hε,Y + R ′ε,Y (w) =
k∑
j=1
N−m∑
l=0
A j,l
∂Wε,Y j
∂Y j,l
, (3.7)
for some A j,l ∈ R, j = 1, . . . ,k, l = 0, . . . ,N − m; here we identify the bounded linear maps
hε,Y , R ′ε,Y (w) : Hs → R with elements of Hs using the scalar product (·,·)ε .
We claim that there exist R∗ > 0 and ε∗ > 0 such that for R > R∗ and ε < ε∗
|A j,l| C1ε2
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
+ C1ε
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε , (3.8)
for j = 1, . . . ,k, l = 0, . . . ,N −m. In fact, by Lemma A.1 in Appendix A
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Y j
∂Y j,l
)
ε
= CεN−m−1 + O (εN−me− cε ),
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Yi
∂Yi,n
)
ε
= O (εN−m−1e− λ∗|Yi−Y j |ε + εN−m−1e− cε ), i = j,
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Y j
∂Y j,n
)
ε
= O (εN−me− cε ), l = n.
It follows that, taking the scalar product in Hs of (3.7) with
∂Wε,Y j
∂Y j,l
for j = 1, . . . ,k, l = 0, . . . ,N−m,
respectively, we get a quasi-diagonal linear system with A j,l as unknowns. Obviously, there exist
R∗ > 0 and ε∗ > 0, such that if λ∗|Yi−Y j |ε  R∗ and ε < ε∗ , the coeﬃcient matrix of this linear system
is invertible, and consequently
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(‖w1‖ε + ‖hε,Y ‖ε + ∥∥R ′ε,Y (w)∥∥ε)
 C1ε2
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
+ C1ε
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε .
By duality, (3.7) can be written as
−ε2w1 + V (x)w1 − (p − 1)K (x)
(
k∑
j=1
Wε,Y j
)p−2
w1
= −
k∑
j=1
(
ηK0(Y j)U˜
p−1
ε,Y j
+ fε, j
)+ K (x)( k∑
j=1
Wε,Y j
)p−1
+
k∑
j=1
(
V (x) − V0(Y j)
)
Wε,Y j
− K (x)
{
g
(
x,
k∑
j=1
Wε,Y j + w
)
−
(
k∑
j=1
Wε,Y j
)p−1
− (p − 1)
(
k∑
j=1
Wε,Y j
)p−2
w
}
+
k∑
j=1
N−m∑
l=0
A j,l
(
∂qε, j
∂Y j,l
− ∂V0(Y j)
∂Y j,l
Wε,y
)
=: Gε,Y (x),
where
qε, j = ηK0(Y j)U˜ p−1ε,Y j + fε, j.
Observe that |w| 1/2 in Ω \⋃kj=1 B j because w ∈ Cε . This implies
∣∣∣∣∣K (x)g
(
x,
k∑
j=1
Wε,Y j + w
)
− K (x)
(
k∑
j=1
Wε,Y j
)p−1
− (p − 1)K (x)
(
k∑
j=1
Wε,y
)p−2
w
∣∣∣∣∣
 C |w|p∗+1. (3.9)
Now direct calculations lead to:∣∣∣∣∣−
k∑
j=1
(
ηK0(Y j)U˜
p−1
ε,Y j
)+ K (x)( k∑
j=1
Wε,Y j
)p−1∣∣∣∣∣

∣∣∣∣∣−
k∑
j=1
(
K0(Y j)W
p−1
ε,Y j
− K (x)W p−1ε,y
)∣∣∣∣∣
+ K (x)
∣∣∣∣∣
(
k∑
j=1
Wε,Y j
)p−1
−
k∑
j=1
W p−1ε,Y j
∣∣∣∣∣+ O (e−c/ε)
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k∑
j=1
|x˜− Y j|W p−1ε,Y j + O
(
e−c/ε
)+
⎧⎨⎩C
∑
i = j W
(p−1)/2
ε,Y j
W (p−1)/2ε,Yi , 2< p < 3,
C
∑
i = j W
p−2
ε,Y j
Wε,Yi , p  3
 C
k∑
j=1
|x˜− Y j|W p−1ε,Y j + O
(
e−c/ε
)+
⎧⎪⎨⎪⎩
C
∑
i = j e−
p−1
2
λ∗|x˜−Yi |
ε e−
p−1
2
λ∗|x˜−Y j |
ε , 2< p < 3,
C
∑
i = j e−(p−2)
λ∗|x˜−Yi |
ε e−(p−2)
λ∗|x˜−Y j |
ε , p  3
 C
k∑
j=1
|x˜− Y j|W p−1ε,Y j + C
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + O (e−c/ε), (3.10)
and
k∑
j=1
∣∣V (x) − V0(Y j)∣∣Wε,Y j  C k∑
j=1
|x˜− Y j|Wε,Y j + O
(
e−c/ε
)
. (3.11)
Moreover, one easily veriﬁes using the deﬁnitions of Wε,Y j and fε, j that for j = 1, . . . ,k∣∣∣∣∂qε, j∂Y j,l − ∂V0(Y j)∂Y j,l Wε,y
∣∣∣∣ Cε−1U p−1(β j(x˜− Y j)ε
)
+ CU
(
β j(x˜− Y j)
ε
)
. (3.12)
Combining (2.3), (2.5) and (3.8)–(3.12), we therefore obtain
∣∣Gε,Y (x)∣∣ C k∑
j=1
|x˜− Y j|U p−1
(
β j(x˜− Y j)
ε
)
+ C
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
+ C
k∑
j=1
εU p−1
(
β j(x˜− Y j)
ε
)
+ C
k∑
j=1
|x˜− Y j|U
(
β j(x˜− Y j)
ε
)
+ C
k∑
j=1
ε
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
U
(
β j
(x˜− Y j)
ε
)
+ C
k∑
j=1
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)
×
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε U
(
β j
(x˜− Y j)
ε
)
+ Ce−c/ε + C |w|p∗−1
 C
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + C
k∑
j=1
|x˜− Y j|U
(
β j(x˜− Y j)
ε
)
+ C
k∑
j=1
ε
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
U
(
β j
(x˜− Y j)
ε
)
+ C
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
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∗−1)σ
ε + Cγ p∗−1ep∗−1
k∑
j=1
η(x˜)p
∗−1e−
(p∗−1)ν|x˜−Y j |
ε
 C
k∑
j=1
|x˜− Y j|e−
λ∗|x˜−Y j |
ε + Cγ p∗−1ep∗−1
k∑
j=1
η(x˜)p
∗−1e−
(p∗−1)ν|x˜−Y j |
ε
+ C
k∑
j=1
η(x˜)ε
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
e−
λ∗|x˜−Y j |
ε
+ C
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
+ Ce− cε + Cγ p∗+1e− (p
∗−1)σ
ε .
For 0< ν < λ and r  0 one has
re−λr/ε
εe−νr/ε
 e
−1
λ − ν ,
and therefore
∣∣Gε,Y (x)∣∣ C1ε(1+ γ p∗−1εp∗−2 + γ e− cε + γ ∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
) k∑
j=1
η(x˜)e−ν|x˜−Y j |/ε
+ C1
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
+ C1e−c/ε + C1γ p∗−1e− (p
∗−1)σ
ε , (3.13)
where C1, c, ν and σ are independent of γ , 0< ν < λ∗ .
Next we claim that there exists C2 > 0 independent of γ , such that
|w1|  C2ε
(
1+ γ p∗−1εp∗−2 + γ e− cε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
)
+ C2
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− cε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
+ C2γ p∗−1e− (p
∗−1)σ
ε
=: H(Y , γ , ε) (3.14)
in Bδ . In order to see this we set
gε,Y (x,w1) := −V (x)w1 + (p − 1)K (x)
(
k∑
j=1
Wε,Y j
)p−2
w1,
and w˜1(z) := w1(εz), z = x˜ = (|x′|, x′′), so that
2760 T. Bartsch, S. Peng / J. Differential Equations 248 (2010) 2746–2767−w˜1(z) = Gε,Y (εz) + gε(εz, w˜1) in Bε,δ :=
{
z: εz ∈ Bδ(Z)
}
.
Given z¯ ∈ Bε, j we have, using |x′| > c > 0 in Bδ ,∫
B1(z¯)
|w˜1|2 dz ε−(N−m+1)
∫
Bδ(Z)
|w1|2 dz Cε−(N−m+1)‖w1‖2ε
= Cε−(N−m+1)‖Aε,Y w‖2ε.
Now (3.6) and (3.13) imply
|w˜1|L∞(B1(z¯))  C
∣∣gε,Y (εz, w˜1)∣∣L2(B1(z¯)) + C ∣∣Gε,Y (εz)∣∣L∞(B1(z¯))
 C |w˜1|L2(B1(z¯)) + C |Gε,Y |L∞(Ω)
 H(Y , γ , ε).
Our claim follows.
For a smooth function ψ with ψ = 0 in Bδ we deﬁne
aε(x) = K (x)
(
k∑
j=1
Wε,Y j (x)
)p−2
ψ(x).
It is not diﬃcult to see that aε → 0 uniformly in Ω as ε → 0. Then w1 satisﬁes by (3.14)
−ε2w1 +
(
V (x) − (p − 1)aε(x)
)
w1  Gε,Y (x) + H(Y , γ , ε)
(
k∑
j=1
Wε,Y j
)p−2
. (3.15)
Setting
v = γ ε
k∑
j=1
ηe−
ν|x˜−Y j |
ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e− σε
direct computations yield that for ε suﬃciently small, there exists C3 > 0 independent of ε and γ
such that
−ε2v + (V (x) − (p − 1)aε(x))v

(
V (x) − (p − 1)aε(x) − ν2
)(
γ ε
k∑
j=1
η(x˜)e−
ν|x˜−Y j |
ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e− σε
)
+ O
(
ε|∇η| + ε2
N−m∑
l,n=0
∣∣∣∣ ∂2η∂zl∂zn
∣∣∣∣
)(
γ ε
k∑
j=1
e−
ν|x˜−Y j |
ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e− σε
)
 (λ − ν
2)γ
2
(
ε
k∑
j=1
η(x˜)e−
ν|x˜−Y j |
ε +
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + e− σε
)
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(
1+ γ p∗−1εp∗−2 + γ e− σε + γ
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε
) k∑
j=1
η(x˜)e−ν|x˜−Y j |/ε
+ C3
(
1+ γ p∗−1
∑
i = j
e−
(p∗−1)(p∗−2)
2
λ∗|Yi−Y j |
ε + γ e− σε
)∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε
+ C3e− cε + C3γ p∗−1e− (p
∗−1)σ
ε
 Gε,Y (x) + H(Y , γ , ε)
(
k∑
j=1
Wε,Y j
)p−2
,
provided σ > 0 is small, 0 < ν < λ∗ , 0 < ν2 < λ∗ , (λ∗ − ν2)γ /4 C3, ε < ε2(γ ), and λ∗|Yi − Y j |/ε >
R3(γ ).
As a consequence of the comparison principle, we obtain
w1  v = γ ε
k∑
j=1
ηe−
ν|x˜−Y j |
ε + γ
∑
i = j
e−
p∗−1
2
λ∗|Yi−Y j |
ε + γ e− σε .
Choosing γ > max{2C0,4C3/(λ∗ − ν2)} and 0 < σ  ν  λ, then setting R > max{R∗, R1(γ ), R2(γ ),
R3(γ )} and ε min{ε∗, ε1(γ ), ε2(γ ), ε3(γ )}, we obtain w1 ∈ Cε . Consequently, Aε,Y is a contraction
from Cε into itself. By the contraction mapping principle there exists wε,Y ∈ Cε satisfying wε,Y =
Aε,Y (wε,Y ), that is, wε,Y satisﬁes (2.9) for some scalars A j,l , j = 1, . . . ,k, l = 0, . . . ,N −m.
It remains to prove that wε,Y is C1-smooth with respect to Y . Using similar arguments as in [8],
we can deduce that there exists a unique C1-map Dε,R → Hs , Y → wε,Y , which satisﬁes (2.9). As a
consequence of the uniqueness, wε,Y = wε,Y and the claim follows. 
4. Proof of Theorem 1.1
Recall the map Dε,R → Hs , Y → wε,Y given by Proposition 3.3, and set
Fε(Y ) = Jε(Y ,wε,Y ) for Y ∈ Dε,R .
It is suﬃcient to ﬁnd for ε small a critical point Yε of Fε in the interior of Dε,R . Then (Yε,wε,Yε ) is
a critical point of Jε , so we are done by Lemma 2.1. By compactness of Dε,R the problem
max
Y∈Dε,R
Fε(Y ) (4.1)
has a solution Yε . As a consequence of the next proposition Yε lies in the interior of Dε,R .
Proposition 4.1. Suppose that Yε = (Yε,1, . . . , Yε,k) ∈ Dε,R satisﬁes (4.1). Then we have for i, j = 1, . . . ,k,
i = j,
Yε, j → Z , |Yε,i − Yε, j|
ε
 C | lnε|, as ε → 0.
Proof. By (3.1), (3.4), Lemma 2.2 and the deﬁnition of Q ε,Y (w), we have for Y ∈ Dε,R
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2
Q ε,Y (w) + Rε,Y (w)
= Jε(Y ,0) + O
(
εN−m+3 + εN−m+1
∑
i = j
e−(p∗−1)
λ∗|Yi−Y j |
ε
)
+ O
(
εN−m+p∗ + εN−m+1
∑
i = j
e−
p∗(p∗−1)
2
λ∗|Yi−Y j |
ε
)
.
Now we estimate Jε(Y ,0). First,
1
2
∫
Ω
(
ε2
∣∣∣∣∣∇
(
k∑
j=1
Wε,Y j
)∣∣∣∣∣
2
+ V (x)
(
k∑
j=1
Wε,Y j
)2)
dx
= 1
2
k∑
j=1
∫
Ω
(
ε2|∇Wε,Y j |2 + V (Y j)W 2ε,Y j
)
dx
+
∑
i< j
∫
Ω
(
ε2∇Wε,Yi∇Wε,Y j + V (Yi)Wε,YiWε,Y j
)
dx
+ 1
2
k∑
j=1
∫
Ω
(
V (x) − V (Y j)
)
W 2ε,Y j +
∑
i< j
∫
Ω
(
V (x) − V (Yi)
)
Wε,YiWε,Y j dx
= 1
2
k∑
j=1
∫
Ω
(
ηK (Y j)U˜
p−1
ε,Y j
Wε,Y j + fε, jWε,Y j
)
dx
+
∑
i< j
∫
Ω
(
ηK (Yi)U˜
p−1
ε,Yi
Wε,Y j + fε,iWε,Y j
)
dx+ O (εN−m+2)
= 1
2
k∑
j=1
∫
Ω
K (Y j)U˜
p
ε,Y j
dx+
∑
i< j
∫
Ω
K (Yi)U˜
p−1
ε,Yi
U˜ε,Y j dx+ O
(
εN−m+2
)
= 1
2
k∑
j=1
∫
D
zm−10 K (Y j)α
p
i U
p
(
β j(z − Y j)
ε
)
dz +
∑
i< j
∫
Ω
K (Yi)U˜
p−1
ε,Yi
U˜ε,Y j dx
+ O (εN−m+2)
= B
2
k∑
j=1
Γ (Y j) +
∑
i< j
∫
Ω
K (Yi)U˜
p−1
ε,Yi
U˜ε,Y j dx+ O
(
εN−m+2
)
,
where B = ∫
RN−m+1 U
p dz. Using the following elementary inequalities
∣∣|a + b|p − ap − bp − pap−1b − pabp−1∣∣ {C |a||b|p−1 if |b| |a|,
C |a|p−1|b| if |b| > |a|
 C |a| p2 |b| p2
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∣∣|a + b|p − ap − bp − pap−1b − pabp−1∣∣ C(|a|p−2|b|2 + |a|2|b|p−2)
if p > 3, and using (2.3), we deduce
∫
Ω
K (x)
(
k∑
j=1
Wε,Y j
)p
dx
=
k∑
j=1
∫
Ω
K (x)W pε,Y j dx+ p
∫
Ω
K (x)
∑
i< j
W p−1ε,Yi Wε,Y j dx+ p
∫
Ω
K (x)
∑
i< j
Wε,YiW
p−1
ε,Y j
dx
+
⎧⎨⎩C
∑
i = j
∫
Ω
W
p
2
ε,Yi
W
p
2
ε,Y j
dx (if 2< p  3),
C
∑
i = j
∫
Ω
(W p−2ε,Yi W
2
ε,Y j
+ W 2ε,YiW
p−2
ε,Y j
)dx (if p > 3)
=
k∑
j=1
∫
Ω
K (Y j)W
p
ε,Y j
dx+ p
∫
Ω
K (x)
∑
i< j
W p−1ε,Yi Wε,Y j dx+ p
∫
Ω
K (x)
∑
i< j
Wε,YiW
p−1
ε,Y j
dx
+
⎧⎪⎨⎪⎩
∑
i = j O (εN−m+1e−
p
2
λ∗|Yi−Y j |
ε ) (if 2< p  3),∑
i = j O (εN−m+1e−min(p−2,2)
λ∗|Yi−Y j |
ε ) (if p > 3)
+ O (εN−m+2)
= εN−m+1B
k∑
j=1
Γ (Y j) + p
∫
Ω
K (x)
∑
i< j
U˜ p−1ε,Yi U˜ε,Y j dx+ p
∫
Ω
K (x)
∑
i< j
U˜ε,Yi U˜
p−1
ε,Y j
dx
+
⎧⎪⎨⎪⎩
∑
i = j O (εN−m+1e−
p
2
λ∗|Yi−Y j |
ε ) (if 2< p  3),∑
i = j O (εN−m+1e−min(p−2,2)
λ∗|Yi−Y j |
ε ) (if p > 3)
+ O (εN−m+2).
Hence
Jε(Y ,0) =
(
1
2
− 1
p
)
εN−m+1B
k∑
j=1
Γ (Y j) −
∫
Ω
K (x)
∑
i< j
U˜ε,Yi U˜
p−1
ε,Y j
dx
+ O (εN−m+2)+
⎧⎪⎨⎪⎩
∑
i = j O (εN−m+1e−
p
2
λ∗|Yi−Y j |
ε ) (if 2< p  3),∑
i = j O (εN−m+1e−min(p−2,2)
λ∗|Yi−Y j |
ε ) (if p > 3),
and
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(
1
2
− 1
p
)
εN−m+1B
k∑
j=1
Γ (Y j) −
∫
Ω
K (x)
∑
i< j
U˜ε,Yi U˜
p−1
ε,Y j
dx
+
⎧⎪⎨⎪⎩
∑
i = j O (εN−m+1e−
p
2
λ∗|Yi−Y j |
ε ) (if 2 < p  3),∑
i = j O (εN−m+1e−min(p−2,2)
λ∗|Yi−Y j |
ε ) (if p > 3)
+ O
(
εN−m+2 + εN−m+1
∑
i = j
e−(p∗−1)
λ∗|Yi−Y j |
ε
)
. (4.2)
On the other hand∫
Ω
K (x)
∑
i< j
U˜ε,Yi U˜
p−1
ε,Y j
dx
 C
∫
Ω
∑
i< j
U˜ε,Yi U˜
p−1
ε,Y j
dx
 C
∑
i< j
∫
D
zm−10 U
(
βi(z − Yi)
ε
)
U p−1
(
β j(z − Y j)
ε
)
 CεN−m+1
∑
i< j
∫
RN−m+1
∣∣∣∣z − Yi − Y jε
∣∣∣∣−
N−1
2
e−λ∗|z−(Yi−Y j)/ε||z| N−12 e−λ∗(p−1)z dz
 CεN−m+1
∑
i< j
e−
(λ∗+μ)|Yi−Y j |
ε ,
for μ > 0 small. Thus, if we choose δ > 0 small such that{
min
(
p/2, p∗ − 1)λ∗ > λ∗ if 2 < p  3,
min(p − 2,2)λ∗ > λ∗ if p > 3,
then
F (Yε)
(
1
2
− 1
p
)
εN−m+1B
k∑
j=1
Γ (Yε, j) − CεN−m+1
∑
i< j
e−
(λ∗+μ)|Yε,i−Yε, j |
ε . (4.3)
Fixing vectors e1, . . . , ek ∈ RN−m+1 with ei = e j for i = j, and c¯ > 0, we set
Y ε, j := Z + c¯ε| lnε|e j,
so that for i = j
|Y ε,i − Y ε, j|
ε
= c¯|ei − e j|| lnε| → +∞, as ε → 0
which yields that for ε small enough, Y ε ∈ Dε,R . Hence, (4.2) and (VK4) imply for a suitable c¯ > 0
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(
1
2
− 1
p
)
B
k∑
j=1
Γ (Y ε, j) + O
(
εN−m+2
)
 εN−m+1
(
1
2
− 1
p
)
BkΓ (Z) − CεN−m+2| lnε|. (4.4)
Employing (4.3), we deduce that for ε suﬃcient small,
(
1
2
− 1
p
)
εN−m+1B
k∑
j=1
Γ (Yε, j) − CεN−m+1
∑
i< j
e−
(λ∗+μ)|Yε,i−Yε, j |
ε
 εN−m+1
(
1
2
− 1
p
)
BkΓ (Z) − CεN−m+2| lnε|,
hence,
∣∣Γ (Z) − Γ (Yε, j)∣∣< Cε| lnε|, |Yε,i − Yε, j| Cε| lnε|, i = j, i, j = 1, . . . ,k.  (4.5)
Remark 4.2. In our results, the domain Ω may be bounded or unbounded, in particular a ball, an an-
nulus, an exterior domain, RN . Moreover, Theorem 1.1 still holds with Neumann boundary conditions
if the boundary is non-empty and smooth.
Remark 4.3. As in [5], we can also construct solutions concentrating on more complicated manifolds.
Remark 4.4. If Γ has several local maximum points Z1, . . . , Zm , with the above arguments we can
prove that for any given integers k1, . . . ,km , (1.1) has a solution uε of the form
uε =
m∑
l=1
kl∑
j=1
Uε,Y lj,ε
+ wε
for suﬃciently small ε, and as ε → 0, for l = 1, . . . ,m and i, j = 1, . . . ,kl , i = j,
∣∣Γ (Y lj,ε)− Γ (Zl)∣∣ Cε| lnε|, ∣∣Y lj,ε − Y li,ε∣∣ Cε| lnε|, ‖w‖2ε = O (εN−m+1+θ0).
Remark 4.5. As in Theorem 1.2 in [5], the assumption that Γ (z) has a strictly local maximum may be
replaced by the condition that there is a set Λ ⊂ D such that maxΛ Γ (z) >max∂Λ Γ (z).
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Appendix A
Lemma A.1. For i, j = 1, . . . ,k and l,n = 0, . . . ,N −m, we have
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∂Wε,Y j
∂Y j,l
,
∂Wε,Y j
∂Y j,l
)
ε
= CεN−m−1 + O (εN−me− cε ),(
∂Wε,Y j
∂Y j,l
,
∂Wε,Yi
∂Yi,n
)
ε
= O (εN−m−1e− λ∗|Yi−Y j |ε + εN−m−1e− cε ), i = j,(
∂Wε,Y j
∂Y j,l
,
∂Wε,Y j
∂Y j,n
)
ε
= O (εN−me− cε ), l = n,
where c,C > 0 are constants.
Proof. From (2.4) we deduce
−ε2∂Wε,Y j
∂Y j,l
+ V (Y j)
∂Wε,Y j
∂Y j,l
= ηK (Y j)
∂ U˜ p−1ε,Y j
∂Y j,l
+ hε,Y j ,
with
hε,Y j = η
∂K (Y j)
∂Y j,l
U˜ p−1ε,Y j −
∂V (Y j)
∂Y j,l
Wε,Y j +
∂ fε, j
∂Y j,l
.
Since
∂Wε,Yi
∂Yi,n
= 0 on ∂Ω and |hε,Y j | = O (Uε,Y j ) we have by (2.3),
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Yi
∂Yi,n
)
ε
= (p − 1)K (Y j)
∫
Ω
ηU˜ p−2ε,Y j
∂ U˜ε,Y j
∂Y j,l
∂Wε,Yi
∂Yi,n
+
∫
Ω
hε,Y j
∂Wε,Yi
∂Yi,n
+
∫
Ω
(
V (x) − V (Y j)
)∂Wε,Y j
∂Y j,l
∂Wε,Yi
∂Yi,n
= (p − 1)K (Y j)
∫
D
U p−2ε,Y j
∂Uε,Y j
∂Y j,l
∂Uε,Yi
∂Yi,n
+ O
(∫
D
Uε,Y j
∣∣∣∣∂Uε,Yi∂Yi,n
∣∣∣∣)
+ O (ε)
∫
D
∣∣∣∣∂Uε,Y j∂Y j,l ∂Uε,Yi∂Yi,n
∣∣∣∣+ O (εN−m−1e− cε ).
Next we conclude for i = j, using again (2.3),
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Yi
∂Yi,n
)
ε
 Cε−2
∫
D
e−
(p−1)λ∗|z−Y j |
ε e−
λ∗|z−Yi |
ε + O
(
ε−1
∫
D
e−
λ∗|z−Y j |
ε e−
λ∗|z−Yi |
ε
)
 CεN−m−1e−
λ∗|Yi−Y j |
ε + O (εN−m−1e− cε ).
If i = j, by radial symmetry we see
(
∂Wε,Y j
∂Y j,l
,
∂Wε,Yi
∂Yi,n
)
ε
=
{
CεN−m−1 + εN−m−1e− cε , l = n,
O (εN−m−1e− cε ), l = n. 
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