Abstract Traditionally, codon models of evolution have been parametric, meaning that the 61 9 61 substitution rate matrix was derived from only a handful of parameters, typically the equilibrium frequencies, the ratio of nonsynonymous to synonymous substitution rates and the ratio between transition and transversion rates. These parameters are reasonable choices and are based on observations of what aspects of evolution often vary in coding DNA. However, the choices are relatively arbitrary and no systematic empirical search has ever been performed to identify the best parameters for a codon model. Even for the empirical or semi-empirical models that have been presented recently, only the average substitution rates have been estimated from databases of real coding DNA, but the parameters used were essentially the same as before. In this study we attempted to investigate empirically what the most relevant parameters for a codon model are. By performing a principal component analysis (PCA) on 3666 substitution rate matrices estimated from single gene families, the sets of the most co-varying substitution rates were determined. Interestingly, the two most significant principal components (PCs) describe clearly identifiable parameters: the first PC separates synonymous and nonsynonymous substitutions while the second PC distinguishes between substitutions where only one nucleotide changes and substitutions with two or three nucleotide changes. For the third and subsequent PCs no simple descriptions could be found.
Introduction
The evolutionary changes in proteins can be modeled on amino acid or on DNA level. Normally, a rate matrix defining a Markov process is used to generate the substitution probabilities between any two residue states. When the modeling is performed on DNA, there is a further choice of either treating every nucleotide separately (4 states) or by assigning probabilities to the substitutions of nucleotide triplets, the codons (64 states, or 61 if the stop codons are ignored).
The first codon models of evolution were presented in 1994, simultaneously by Goldman and Yang as well as by Muse and Gaut. The two models are stated with different terms and parameters, but in the effect they are very similar. The former (Goldman and Yang 1994) , however, became more widely used, probably due to its implementation in the paml software package (Yang 1997) . Their 61 9 61 substitution rate matrix is derived from the codon frequencies p, the selection coefficient x (the ratio of nonsynonymous to synonymous substitution rates), the ratio j (relative rates of transitions and transversions) as well as a parameter V modeling the influence of the physico-chemical distances between different amino acids. However, the model is normally used in a simplified version without the V parameter, allowing for a more direct interpretation of the x value (Yang 1998) .
These models are often called parametric models since all substitution rates are derived from parameters. This has the advantage that the parameter values can be estimated directly from the data set on which the analysis is performed and thus, the model can incorporate the particularities of the sequences under investigation. The parametric models have been widely used and also improved over the following years, for example by allowing x to vary among sites (Nielsen and Yang 1998) or among lineages (Yang 1998) or both (Yang and Nielsen 2002) . However, they still did not cover all known aspects of coding sequence evolution. In particular, the varying similarities among amino acids are often ignored and the rates of substitutions involving more than one nucleotide change are generally assumed to be zero.
In 2005, the first empirical codon model has been presented , for which all substitution rates have been estimated from a large data set of aligned vertebrate coding sequences and then fixed. This allowed to capture many subtleties of sequence evolution that were not modeled by parametric models. However, the assumption of fixed substitution rates for all coding sequences was too stringent. Therefore, improved models have been developed, that combine the two approaches by taking empirical amino acid (Doron-Faigenboim and Pupko 2007) or codon (Kosiol et al. 2007 ) substitution rates and then adding parameters whose values can be estimated from the sequences under investigation.
The parameters used in these combined models were essentially still the same as in the purely parametric models, namely the codon frequencies p and the selection coefficient x. The j parameter had to be modified since these new models allowed substitutions between codons differing at more than one position so that combinations of two or three transitions or transversions can occur. But the basic assumptions made in 1994 about the necessary parameters in codon models have still not changed nor been challenged. Their choice is certainly reasonable and based on years of experience with single-nucleotide models of evolution. Using likelihood ratio tests and an Akaike information criterion (Akaike 1974) , it was found that the x parameter is very important for codon models, whereas j varies little among genes and thus it is often not justified to reestimate this parameter (Kosiol et al. 2007; Doron-Faigenboim and Pupko 2007) . However, to our knowledge, there is no study that conducted a systematic and unsupervised empirical search for the most suitable parameters of a codon model.
In this analysis we attempt to answer the question of the optimal choice of parameters for a codon model of evolution. With the tremendous growth of genomic data in the last few years, there are now enough sequences from many different species available to allow for an empirical study of the important aspects of codon evolution. As described in more detail in the ''Methods'' section below, we estimated many codon substitution rate matrices from alignments of Mammalian coding DNA and then performed principal component analysis (PCA) to find the most covarying combinations of substitution rates.
Substitution rates that are expected to differ among data sets are modeled with parameters. Such a parameter not only allows for the estimation of certain rates from a specific data set, it also connects substitution rates that are expected to correlate strongly. The x parameter, for example, is multiplied to all nonsynonymous rates, since it is assumed that the relative amount of nonsynonymous substitutions varies across different genes, but that this factor is approximately the same for all substitutions of this type. PCA (Pearson 1901 ) is a procedure to find groups of correlated variables. These sets of correlated variables are called principal components (PCs), and are defined such that no two PCs are correlated with each other. If PCA is applied to the substitution rates of a codon model, the resulting PCs describe sets of rates that co-vary the most and thus correspond to the optimal parameters for a substitution model.
The PCA is based on the covariance matrix C of the variables, which is constructed from many data points. The PCs are the eigenvectors of C and the corresponding eigenvalues indicate how much of the data's inherent variance can be explained by the respective PC. Any of the original data points can be reconstructed as a linear combination of the PCs. By using only a small number of PCs (those with the highest eigenvalues) reasonable approximations of all data points can be found. Thus, the PCA greatly reduces the number of variables needed to describe the distribution of the input data. This technique has been used in molecular sequence analysis before, e.g. Wang et al. (2008) performed PCA to identify recurrent patterns of amino acid frequencies across sites in alignments.
Methods

Alignments
The sequence data were taken from groups of orthologs from the OMA project (Dessimoz et al. 2005) . It is not necessary to use orthologs for this task, but since the search for homologs is time-consuming, it is convenient to use the precomputed orthologs as available from OMA (Schneider et al. 2007 ). The Mammalian data set from 9 June 2009 was used, containing 62,156 groups covering 33 species. Since the alignments for this task should be of good quality and also contain enough data to estimate the many parameters, some filtering on the OMA groups was performed. Coding sequences with more than one percent unknown bases were discarded. If in a group of orthologs more than 20 sequences were available, only the 20 longest were kept, while groups with less than 6 sequences were excluded. The remaining protein sequences of each group were aligned using the Mafft multiple sequence alignment (MSA) program (Katoh et al. 2005 ) and the corresponding coding DNA was then mapped to the aligned proteins. Of the resulting MSAs of DNA, all positions with a gap or where one of the codons contained unknown bases were removed. If after this treatment less than 1000 bases (333 codons) were left, the alignment was excluded from further analysis. Furthermore, if two or more of the remaining sequences were identical, only one of them was kept. This procedure resulted in 3666 MSAs of at least 6 sequences and 333 aligned codons. The guide trees required for the matrix estimation were constructed with the least-squares distance tree method from the Darwin bioinformatics package (Gonnet et al. 2000) using pairwise CodonPAM distance estimates ).
Substitution Rates Estimation
Estimating a 61 9 61 substitution matrix from a single MSA is a difficult task, since many parameters have to be estimated from relatively few observable substitutions. In order to obtain reasonable estimates with variances that are not too excessive, the number of parameters was reduced by assuming the codon frequencies as constant. For a timereversible model, this leaves 1830 parameters, the offdiagonals of the so-called exchangeability matrix. This is a symmetric matrix which together with the equilibrium frequencies of the characters defines the substitution rate matrix (see, for example, Yang 2006).
The codon frequencies as well as an initial substitution matrix were estimated first from all 3666 MSA simultaneously. The initial substitution rate matrix was then used as the starting point for the estimation of the individual matrices from each MSA separately. All matrix estimation was performed with the expectation maximization (EM) method implemented in the XRate program (Klosterman et al. 2006 ) using a custom modification of the codon.eg grammar file to keep the codon frequencies fixed.
In order to verify if XRate was able to reliably estimate substitution rates from a single MSA, the parameter estimates from the 3666 separate matrices were compared to the corresponding parameter estimates from the initial matrix. The initial matrix can be considered as a reliable estimate as it was created using all MSAs simultaneously. For each of the 1830 parameters, the means and standard deviations were computed from the 3666 single-MSA estimates. The difference between the mean of the single-MSA estimates and the corresponding value from the initial matrix gives an indication of how well the parameters can be estimated from the individual MSAs. Figure 1 shows the distribution of these differences divided by the standard deviations. The vast majority of differences are smaller than one standard deviation and only 15 are larger than two standard deviations. This indicates that the parameter estimates from the individual MSAs lie within what can be expected.
Principal Component Analysis
The PCA was performed with the prcomp function of the statistics software R (R Development Core Team 2009) on the 3666 estimated exchangeability matrices that were represented as vectors of length 1830 (the number of parameters). The resulting PCs (also vectors of length 1830) were then sorted by the corresponding eigenvalues and represented again as symmetric matrices, containing both positive and negative values. The visualizeRates.pl script that comes with the XRate program was used to display the PCs, after they were modified with a ruby script in order to allow for the display of negative values. Because the matrix is symmetric, it can be divided into two halves where the positive values are shown in the upper right half of the matrix and the negative values in the lower left half. The diagonal of the matrix can therefore be seen as a separation between two groups of parameters that are correlated with each other but anticorrelated with the parameters in the other half. The size of a circle is proportional to the corresponding parameter value. The larger a value, the higher is its influence on the PC.
Results and Discussion
Analysis of the Eigenvalues
The eigenvalues express how much the corresponding PCs contribute to explain the variance found in the input data set. The variance is made up of two parts: the true differences among the data points (here the different genes analyzed) and the noise in the data. It can be expected that the most important features are stronger than the noise and thus that the PCs with the highest eigenvalues are most likely to describe true features of the input data. Table 1 shows a selection of the eigenvalues of the PCA performed in this study. The table displays the eigenvalue itself, its contribution to the explanation of the total variance as well as the cumulative variance explained by all PCs up to this one. The first PC has an eigenvalue of 46.2 and explains about 2.5% of the variance, which is more than three times that of the second PC. The second eigenvalue is 13.4 and explains only 0.7% of the variance. From there on, the distributions becomes much flatter with eigenvalues of 8.4, 7.5 and 6.5 for the next three PCs. It then takes 27 PCs to explain 10% of the variance and 327 for 50%. This indicates that at least the first two PCs explain real features, but from there on, the influence of the noise becomes stronger. 
Analysis and Interpretation of the Principal Components
The first PC (the PC with the highest corresponding eigenvalue) is shown in Fig. 2 , with the different substitution rates being coloured to indicate if they are synonymous (red and blue) or nonsynonymous (green and yellow). The figure shows an almost perfect separation between substitutions that are synonymous (in the lowerleft half) and those that are nonsynonymous (in the upperright half). There are a few nonsynonymous rates on the lower half, but the values of those parameters are very close to zero, indicating that their influence in the first PC is almost negligible. Interestingly, the only exception in the other direction are the synonymous substitutions within serine between AGC/AGT and TCN (N stands for any of the four bases) that are correlated with the nonsynonymous substitutions. The likely reason is that all of those substitutions require at least two nucleotide changes with the intermediate states encoding different amino acids. Thus, although the direct substitution from one codon to another would be synonymous, it probably often happens via intermediate nonsynonymous substitutions. The second PC is shown in Fig. 3 with the same colourcoding as for the first figure. In this PC, the separation appears to be between substitutions where only one nucleotide differs (red and green) and substitutions with two or three nucleotide differences (yellow and blue). Unlike the close to perfect separation in the first PC, here there are several substitutions that do not follow the described pattern. However, the predominant separation still seems to be the number of nucleotide differences, with the lower left half clearly clustering the multi-difference substitutions independent of them being synonymous (blue) or nonsynonymous (yellow). Although the existence of positive instantaneous rates for multi-nucleotide substitutions are well documented (Averof et al. 2000; Whelan and Goldman 2004; Kosiol et al. 2007) , it is a topic that is still not fully understood and subject to current debate (Anisimova and Kosiol 2009 ). Interestingly, the results from our study suggest that the extent of multi-nucleotide substitutions is one of the most important parameters for codon substitution models. The four next PCs are shown in Fig. 4 . No simple description could be found for any of them, but at least in the third and fourth PCs, a grouping of substitutions involving the same amino acids can be noticed and the separation occurs almost entirely among nonsynonymous substitutions. This could mean that these PCs are caused by some physico-chemical features of the amino acids. But in any case, the lack of an obvious description for these PCs implies more complex parameters, which so far have not been considered in parametric models. Also, there is always the problem of noisy data. Since the basis for this analysis were substitution matrices estimated from single MSAs, considerable amounts of variance must be taken into account. It is difficult to distinguish between true parameters (as the first two PCs clearly were) and the influence of noise that could play a role for the higher PCs.
Conclusions
The PCA of codon substitution matrices estimated from 3666 MSA allowed for an empirical analysis of the important parameters of codon substitution models. That the first two PCs clearly identify previously described features of codon evolution, namely the ratio of nonsynonymous to synonymous substitution rates and the rate of multi-nucleotide substitutions, is a confirmation that substitution matrices estimated from single alignments are reliable enough for this type of analysis.
The almost perfect correspondence of the first PC to the selection coefficient x clearly supports the importance of this parameter, as it is the parameter that varies the most among genes. The only notable exceptions are the intraserine substitutions that require nonsynonymous intermediate changes and that are clustered with the nonsynonymous substitutions. This could indicate that those substitution rates might be better modeled as nonsynonymous rates in parametric models.
Interestingly, the separation of transitions and transversions is not reflected in any of the first six PCs, most likely because there is not much variation among coding sequences in terms of the j parameter. This would imply that this parameter might not be a significant contribution to a codon substitution model and could also be fixed to an average value in order to reduce the number of parameters. Both Kosiol et al. (2007) and Doron-Faigenboim and Pupko (2007) came to similar conclusions concerning this parameter.
It might be surprising that the amount of multi-nucleotide substitutions is the second most important factor. But since this PC is well defined, it appears to be a real signal. The mechanisms of multi-nucleotide substitutions are still not fully understood, but this at least shows their importance. It is also noteworthy that since PCA finds the factors that vary the most within the data set, there could be an evolutionary mechanism that influences the amount of multi-nucleotide substitutions that can get fixed in the evolution of a coding sequence.
Overall, and even though the third and subsequent PCs did not show a clear pattern, this study can contribute to the understanding of the factors involved in DNA evolution. This could lead to better codon models, in particular semi-parametric models with better parameters, such as treating intra-serine substitution as nonsynonymous, fixing the value of the transition/transversion rate ratio or using parameters to model multi-nucleotide substitutions. But it could also lead to a new generation of empirical models where some of the PCs found here or factors found by similar methods are directly integrated into the model.
