Parallels between three-dimensional genome organisation and replication timing suggests the hypothesis of their possible interdependence. However, it remains unknown whether nuclear architecture overall plays an instructive role in the replication-timing program. Here we demonstrate that they are coupled through RIF1, the molecular hub that co-regulates both processes. Both nuclear organisation and replication timing depend upon the interaction between RIF1 and PP1. However, whereas nuclear architecture requires the full complement of RIF1 and its interaction with PP1, replication timing is not sensitive to RIF1 dosage. RIF1's role in replication timing also extends beyond its interaction with PP1. Availing of this separation-of-function approach, we have therefore identified the molecular bases of the co-dependency of the replication-timing program and nuclear architecture.
Introduction
In eukaryotes, origins of DNA replication are not activated all at once. Origin firing follows a celltype specific temporal program known as DNA replication timing. The replication-timing program is mirrored by the spatial distribution in the nucleus of replication foci, which are clusters of about 5 simultaneously activated bidirectional replication forks (Chagin et al., 2016) . Both spatial and temporal replication patterns are re-established every cell cycle in G1, at the timing decision point (TDP) (Dimitrova and Gilbert, 1999) , that coincides with the formation of chromosomal territories (Walter et al., 2003) and the re-establishment of chromatin architecture and interphase-nuclear configuration (Dileep et al., 2015; Nagano et al., 2017) . The spatial organisation of DNA replication is evident at multiple levels. The units of DNA replication timing, replication domains (RD), coincide with one of the basic units of three-dimensional (3D) genome organisation, the topologically associated domains (TADs) (Pope et al., 2014) . Recently, in cis elements (early replicating control elements-ERCEs) that can simultaneously influence chromatin looping and replication timing have also been identified (Sima et al., 2019) . Moreover, the "assignment" of RDs as early or late replicating (the establishment of the replication-timing program), takes place on a chromosome-domain level, prior to the specification of the active origins of replication (Dimitrova and Gilbert, 1999) . On a global scale, the early and late replicating genomes overlap with the A and B spatial compartments identified by Chromosome Conformation Capture methods (HiC) (Moindrot et al., 2012; Ryba et al., 2010; Yaffe et al., 2010) and are segregated in the nuclear interior or the periphery of the nucleus and nucleolus respectively. Finally, a recent study from budding yeast has shown that activation of early origins drives their internalisation (Zhang et al., 2019) . However, no causal link between the temporal and spatial aspects of DNA replication organisation has been established. RIF1 is a key genome-wide regulator of replication timing (Cornacchia et al., 2012; Foti et al., 2016; Hayano et al., 2012; Hiraga et al., 2014; Peace et al., 2014; Seller and O'Farrell, 2018; Yamazaki et al., 2012) . It is also involved in re-establishing spatial chromatin organisation in the nucleus at G1 (Foti et al., 2016) , and in the control of the spatial dynamics of replication foci (Cornacchia et al., 2012) . RIF1 could therefore be a molecular connection between temporal and spatial organisation of DNA replication in mammalian cells. The molecular function of RIF1 is still unclear, although this 266kD protein is involved in a variety of functions such as DNA repair (Buonomo et al., 2009; Chapman et al., 2013; Daley and Sung, 2013; Di Virgilio et al., 2013; Feng et al., 2013; Gupta et al., 2018; Hengeveld et al., 2015; Martina et al., 2014; Mirman et al., 2018; Noordermeer et al., 2018; Silverman et al., 2004; Spies et al., 2019) , telomere length regulation in yeast (Gallardo et al., 2011; Hardy et al., 1992; Mattarocci et al., 2017; Shi et al., 2013; Teixeira et al., 2004) , cytokinesis (Bhowmick et al., 2019) , epigenetic (Daxinger et al., 2013; Li et al., 2017; Tanaka et al., 2016; Toteva et al., 2017; Zofall et al., 2016) and DNA replication-timing control. Mammalian RIF1 interacts with components of the nuclear lamina (Foti et al., 2016; Roux et al., 2012) , behaving as an integral part of this insoluble nuclear scaffold and chromatin organiser. RIF1 associates with the late replicating genome, forming megabase-long domains called RIF1-associated-domains (RADs) (Foti et al., 2016) . It is unknown what directs the association to chromatin, but both the N and C terminus of RIF1 have been shown to be capable of mediating interaction with DNA (Kanoh et al., 2015; Mattarocci et al., 2017; Moriyama et al., 2017; Moriyama et al., 2018; Sukackaite et al., 2014; Xu et al., 2010) . No clear structure-function data are available, but RIF1 has a highly-conserved interaction with Protein Phosphatase 1 (PP1) (Alver et al., 2017; Dave et al., 2014; Fardilha et al., 2011; Guruharsha et al., 2011; Hiraga et al., 2014; Hiraga et al., 2017; Mattarocci et al., 2014; Moorhead et al., 2008; Sreesankar et al., 2015; Sreesankar et al., 2012; Trinkle-Mulcahy et al., 2006) . According to data from yeast and mammalian cells, such interaction is critical to regulate the firing of individual, late origins of replication (Alver et al., 2017; Dave et al., 2014; Hiraga et al., 2014; Hiraga et al., 2017; Mattarocci et al., 2014) . Activation of these origins would be promoted by Rif1 removal in late S-phase, led by the increasing levels of cyclindependent Kinase (CDK) activity (Alver et al., 2017; Dave et al., 2014; Hiraga et al., 2014; Hiraga et al., 2017; Mattarocci et al., 2014; Seller and O'Farrell, 2018) . These studies therefore place the role of the RIF1-PP1 interaction at the stage of execution of the replication-timing program, in S-phase. However, we have identified a role for RIF1 as a chromatin organiser earlier during the cell cycle, in G1 phase, around the time of the establishment of the replication-timing program (Foti et al., 2016) . Rif1 deficiency impacts nuclear architecture, relaxing the constraints that normally limit chromatin interactions between domains with the same replication timing (Foti et al., 2016) . It is unknown if Rif1-dependent chromatin architecture establishment affects the replication-timing program, how RIF1 contributes to nuclear organisation, and if and how the interaction with PP1 plays a role in this function. More generally, the functional relationship between nuclear architecture and replication timing is still unclear.
Here, we tackle this question by interfering with the RIF1-PP1 interaction. Our results show that both replication timing and nuclear organisation depend upon RIF1-PP1 interaction. However, unlike the replication-timing program, we have discovered that nuclear organisation is exquisitely sensitive to RIF1's dosage. Using this separation-of-function approach, we have identified in RIF1 the molecular hub for their co-regulation. In addition, we have shown that the replication-timing program can be established and executed independent of the 3D architecture of chromatin contacts or the spatial distribution of replication foci, as long as there is some RIF1 present.
Results

Mouse embryonic stem cells expressing Rif1 DPP1
RIF1-PP1 interaction promotes the continuous dephosphorylation of MCM4, bound to origins that are "marked" to be activated only during the later part of S-phase (Alver et al., 2017; Dave et al., 2014; Hiraga et al., 2014; Hiraga et al., 2017; Mattarocci et al., 2014) . This suggests that, through RIF1, PP1 contributes to the control of the timing of firing of individual origins of replication. However, the functional significance of RIF1-PP1 interaction in the general context of the establishment and domain-level regulation of the replication-timing program, and in the context of nuclear 3D organisation is unknown. Therefore, mutations that interfere with RIF1-PP1 interaction are potential tools to achieve separation-of-function between nuclear organisation and replication timing. We have recently identified the sites within RIF1 that mediate the physical contacts with PP1 (SILK and RVSF motifs, residues 2128-2131 and 2150-2153). As point mutations of the interface residues reduce the interaction to undetectable levels (RIF1 DPP1 : SILK into SAAA and RVSF into RVSA, Sukackaite et al., 2017) , we sought to express the Rif1 DPP1 mutant in mESCs. However, Rif1 overexpression is toxic and therefore, in order to create a system to expresses Rif1 DPP1 in a physiological context, we have utilised Rif1 FH/flox mESCs. In these cells, one allele of Rif1 contains loxP sites flanking exons 5 to 7 ( (Buonomo et al., 2009) , Rif1 flox ), while the second is a knock-in of a FLAG-HA2 tag (FH) into the Rif1 locus (Rif1 FH ) ( (Cornacchia et al., 2012) , Fig. S1A and B ). We have targeted the FH allele with a mini-gene encoding Rif1 DPP1 . As a control, following the same strategy, we have also knocked-in a Rif1 wild type mini-gene (Rif1 TgWT ). Thus, Cre-mediated deletion of the Rif1 flox allele leaves FH-tagged Rif1 DPP1 , Rif1 TgWT or the parental Rif1 FH alleles as the sole source of RIF1, effectively creating inducible FH-tagged Rif1 hemizygous cells. Upon tamoxifen-mediated Cre recombination, we have therefore studied the consequences of abolishing RIF1-PP1 interaction in Rif1 DPP1/flox (Rif1 DPP1/-, abbreviated Rif1-DPP1) and used as controls Rif1 TgWT/flox and the parental cell line Rif1 FH/flox (Rif1 TgWT/and Rif1 FH/-, abbreviated respectively Rif1-TgWT and Rif1-FH). In agreement with the fact that, upon Cre induction, all the Rif1 FH-tagged alleles are hemizygous, RIF1-DPP1, RIF1-TgWT and RIF1-FH, are expressed at comparable levels (Fig. 1A, B and C). We next checked RIF1 chromatin association in Rif1-DPP1 and Rif1-TgWT cell lines. In Drosophila embryos, it was shown that CDK-dependent phosphorylation of the residues adjacent to the PP1-interacting motif, inhibits RIF1 association to chromatin (Seller and O'Farrell, 2018) . In principle, the level of phosphorylation of these residues could be controlled by RIF1-associated PP1, maintaining them dephosphorylated until late S-phase, when CDK activity is sufficiently high to overcome the action of the phosphatase. Consequently, disrupting the interaction between RIF1 and PP1 could interfere with the dynamics of RIF1 association to the chromatin. However, in both Rif1-DPP1 and Rif1-TgWT cell lines, we found that RIF1 displays a comparable degree of chromatin-association ( Fig. 1D) . These data suggest that the interaction with PP1 is therefore not essential for regulating RIF1 dynamics. RIF1 deficiency in mESCs affects nuclear function at multiple levels. In order to dissect which of RIF1's functions is mediated through PP1, we have compared Rif1-DPP1 to Rif1 -/-(Rif1-KO) mESCs. One of the features of Rif1-KO cells is the doubling of the population in G2, accompanied by a decreased S-phase population (Fig. 1E and (Foti et al., 2016) ). Our data show that Rif1 hemizygosis (Rif1-FH and Rif1-TgWT) results in an altered cell cycle similar to RIF1 deficiency ( Fig. 1E ). Importantly, cell cycle-distribution in both Rif1-DPP1 and Rif1-TgWT cell lines appears comparable to Rif1-FH cells. These results suggest that the defective cell cycle progression of Rif1 null cells is not attributable to altered PP1 function but to insufficient levels of RIF1. Another consequence of loss of Rif1 function in mESCs is the alteration of the gene expression profile (Foti et al., 2016) , including the de-repression of MERVLs (Li et al., 2017) , an effect that RIF1 shares with other epigenetic and DNA replication regulators (Yang et al., 2015) . We therefore compared the level of MERVL RNA in Rif1-WT, Rif1-KO, Rif1-TgWT and Rif1-DPP1 cells. After four days of deletion, MERVLs are upregulated not only in Rif1-DPP1 and Rif1-KO cells, but, surprisingly, also in the hemizygous controls ( Fig. 1F ), suggesting that, as for cell cycle progression, gene expression control is also sensitive to RIF1 dosage.
RIF1-PP1 interaction is important to organise the replication-timing program
The most conserved function of RIF1 is the control of the replication-timing program and Rif1-KO cells show pronounced genome-wide changes of the temporal program of origin firing (Cornacchia et al., 2012; Foti et al., 2016) . As RIF1-PP1 interaction has been shown to be important, at least during the execution of the replication-timing program in S-phase, (Alver et al., 2017; Dave et al., 2014; Hiraga et al., 2014; Hiraga et al., 2017; Mattarocci et al., 2014) , expression of Rif1 DPP1 should affect replication timing to a similar extent to Rif1 deletion. In agreement with this prediction, hierarchical clustering of genome-wide replication timing shows that Rif1-DPP1 and Rif1-KO mESCs cluster together, while Rif1 +/+ (Rif1-WT) and control hemizygous (Rif1-FH and Rif1-TgWT) form a separate cluster ( Fig. 2A) . The replication profiles of both Rif1-DPP1 and Rif1-KO mESCs appear similarly compressed around the zero ( Fig. 2B ), suggesting an analogous loss of temporal control of origin firing. In both cases, a comparable fraction of the genome displays replication timing switches and changes ( Fig. S2A ). Importantly, the replication timing changes induced by the expression of Rif1 DPP1 are not attributable to Rif1 haploinsufficiency. In fact, the replication-timing profiles of Rif1 hemizygous controls (Rif1-FH and Rif1-TgWT), are very similar to the wild type cells (Rif1-WT, Fig.  2B and C). Despite the similarities, however, the impact of loss of RIF1 versus loss of RIF1-PP1 interaction on the replication-timing program is not identical. Rif1 DPP1 expressing cells maintain a better degree of distinction between earlier and later replicating domains than Rif-KO ( Fig. 2B , C and Fig. S2B ). These data suggest that RIF1-dependent control of the replication-timing program is not entirely exerted through PP1 and some other function of RIF1 partially contributes as well.
DNA replication timing is independent of the spatial distribution of replication foci DNA replication takes place in a spatially organised manner (Nakamura et al., 1986; Nakayasu and Berezney, 1989) , with the distribution of replication foci correlated to the time of replication (Fox et al., 1991) . In support of the view that these two features of DNA replication are inter-dependent, we have shown that in mouse primary embryonic fibroblasts (pMEFs), RIF1 deficiency induces changes of both spatial distribution of replication foci and replication timing (Cornacchia et al., 2012) . Unlike Rif1-KO, Rif1-DPP1 cells partially retain the distinction between early and late replicating domains. This difference could be explained if PP1 was not required for the 3D organisation of replication foci. However, Rif1-DPP1 cells show an aberrant distribution of replication foci highly comparable to Rif1 null cells ( Fig. 2D ). Moreover, similarly to what happens in Rif1-KO cells, expression of Rif1 DPP1 does not induce accumulation in early S-phase, as judged from the analysis of DNA content (Fig. S2C) . Therefore, the increase in early-like replication foci patterns is due to a perturbed spatial organisation of the replication foci, that leads to their misclassification. The cells that show an early-like pattern display many replication foci throughout the nucleoplasm (Fig. S3A ). This configuration could be achieved either by an overall increase in the number of replication forks or by their de-clustering, meaning that the number of forks per replication focus could be decreased, especially within the larger, mid-late replication foci. The first hypothesis seems unlikely, as the number of active forks depends on the abundance of limiting factors (Mantiero et al., 2011) . We have therefore employed 3D-SIM to study the effect of Rif1 deficiency or expression of Rif1 DPP1 on the total number of replication forks and their clustering, by matching the total number of replication forks to the number of replication foci. Ideally, we should have analysed separately early, mid and late S-phase, as we would expect that a non-functional RIF1 would preferentially cause de-clustering of mid and late S-phase foci. However, since RIF1 deletion and expression of Rif1 DPP1 induce a loss of equivalence between replication foci distribution and replication timing, this distinction was impossible. Our approach is therefore bound to cause an under-estimation of any effect. As expected, RIF1 deficiency or expression of Rif1 DPP1 do not alter the total number of replication forks per nucleus ( Fig. S3B ). However, they cause a decrease of the number of replication forks per replication focus ( Fig. S3C ), supporting the idea that the apparent increase of early S-phase like pattern is due to a de-clustering of replication foci. In conclusion, the maintenance of a basic degree of distinction between early and late replicating regions in Rif1-DPP1 cannot be explained by a retention of replication foci spatial organisation. Very interestingly, our analysis indicates that Rif1 hemizygosis (Rif1-hem=Rif-FH+Rif1-TgWT) affects the spatial distribution of replication foci too ( Fig. 2D ). As these cells do not have any measurable perturbation of their replication-timing program, these results suggest that spatial distribution of replication foci and the timing of replication can be uncoupled.
RIF1 dosage is important for the compartmentalisation of chromatin contacts
The distribution of replication foci in the nucleus reflects a stable organisation of chromatin that is maintained until metaphase. To gain a more comprehensive understanding of chromatin organisation, we analysed nuclear architecture in Rif1-KO, Rif1-DPP1 and Rif1 hemizygous cells by HiC. We have previously shown by 4C that RIF1 deficiency induces an increase of low-frequency contacts between TADs with different replication timing (Foti et al., 2016) . In agreement with these previous results, our HiC data indicate that Rif1 deletion increases the contacts between TADs in cis (Rif1-WT and Rif1-KO, Fig. 3A ), especially at long range ( Fig. 3B, Fig. S4A , B and C). The contacts gained preferentially involve late-replicating TADs interacting with early-replicating ( Fig. 3C, Fig. 4A , left) and RIF1-enriched gaining contacts with RIF1-poor TADs (Rif1-WT and Rif1-KO, Fig. 4A, right) . These changes cannot be explained by the increased fraction of cells in G2 in Rif1-KO and Rif1-DPP1 cells, as it was shown that chromosome compaction in G2/M favours the establishment of short-range interactions (Nagano et al., 2017) . They suggest instead the possible alteration of the A/B compartmentalisation in mutant cells compared with Rif1-WT ESC's ( Fig. 4B ). In agreement with previous data that have reported a more "open chromatin" (Cornacchia et al., 2012; Foti et al., 2016; Yamazaki et al., 2012) , Rif1's loss of function induces an expansion of the A compartment ( Fig. 4C ). Loss of RIF1-PP1 interaction induces alterations of chromatin organisation comparable to Rif1-KO ( Fig. 4B) , with a similar degree of expansion of the A compartment (Fig. 4C ). The proportion of the genome that shows genomic positions switching compartments is highly comparable between Rif1 null and Rif1-DPP1 cells ( Fig. 4D and Fig. S4D ). This supports the conclusion that PP1 plays a key role in RIF1-dependent control of chromatin organisation. Unexpectedly, chromatin architecture in Rif1 hemizygous cells (Rif1-FH and Rif1-TgWT) shows an intermediate but reproducible degree of change, although not statistically significant. Halving Rif1 dosage, is sufficient to induce a gain of in cis contacts between TADs of opposite replication timing (Fig. 3A , B and C), especially evident in the long-range contacts ( Fig. S4A and B) . Accordingly, the overall A/B compartment organisation in Rif1-TgWT and Rif1-FH cells clusters together with Rif1 null and Rif1-DPP1 cells ( Fig. 4B) , with an expansion of the A compartment that is intermediate between Rif1-WT and Rif1-KO/Rif1-DPP1 cells ( Fig. 4C) . A similar fraction of the Rif1-TgWT population displays comparable compartment changes ( Fig. 4D ). These data indicate that chromatin architecture is exquisitely sensitive to RIF1 dosage, and that decreasing the levels of RIF1 induces a progressive alteration of nuclear organisation. This is in striking contrast with the effect of varying RIF1 levels on the regulation of replication timing.
Discussion
The remarkable coincidence of spatial distribution and replication timing of different portions of the genome, at multiple levels of organisation and throughout evolution, has encouraged the idea of a causal relationship between nuclear architecture and replication timing. At a molecular level, their covariation, for example during cell fate determination and embryonic development, finds a confirmation in their co-dependence on RIF1. In this work, we show that both aspects of nuclear function depend upon the interaction between RIF1 and PP1. However, 3D organisation of chromatin contacts and replication timing show a different degree of dependency on RIF1-PP1 interaction and are differentially influenced by RIF1's dosage. The loss of RIF1-PP1 interaction affects the compartmentalisation of chromatin contacts comparably to a complete loss of RIF1 function, while it only partially recapitulates the effects of Rif1 -/on the control of replication timing. In addition, the former is sensitive to RIF1's dosage, while Rif1's haploinsufficiency does not affect the latter.
RIF1 is known to multimerise (Kobayashi et al., 2019; Moriyama et al., 2018; Xu et al., 2010) and to interact with the nuclear lamina (Foti et al., 2016; Roux et al., 2012) . RIF1 multimers could act as a sub-stochiometric platform, interacting with different regulators of replication timing, in addition to PP1. In this case, the consequences of the complete loss of RIF1 function on the replication-timing program would amount to the sum of perturbation of multiple pathways that control the timing of origin activation. For example, RIF1-DPP1 may only specifically interfere with the PP1-dependent control of DDK activity at origins, while other RIF1 interactors may contribute to the epigenetic control of origin activation. The proteins associated with RIF1 are enriched for chromatin and epigenetic regulators (Sukackaite et al., 2017) , and the contribution of histone modifiers to the control of replication timing has long been recognised (Jorgensen et al., 2007; Li et al., 2005; Takebayashi et al., 2013; Vogelauer et al., 2002; Yokochi et al., 2009; Yoshida et al., 2014) . However, an understanding of the effect of Rif1 deletion on the epigenetic landscape is still missing, leaving this hypothesis currently hard to test (Cornacchia et al., 2012; Dan et al., 2014; Foti et al., 2016; Li et al., 2017) . In the context of chromatin architecture organisation, RIF1 multimers could directly participate in the creation of local scaffolds that restrict chromatin mobility or, alternatively, could regulate other proteins with this role. In either case, a reduction of RIF1 dosage could have structural, quantitative consequences.
Our results identify RIF1 as a molecular link, a point of convergence and co-regulation. We propose that RIF1, specifically, and not generic nuclear architecture, coordinates the replicationtiming program with nuclear 3D organisation. In agreement with this view, recent data show that cohesins and CTCF are not involved in the regulation of replication timing (Oldach and Nieduszynski, 2019; Sima et al., 2019) . Altogether, these data suggest that replication timing and nuclear architecture, or at least 3D organisation of chromatin contacts and spatial distribution of replication foci, are not linked by a causative relationship. Yet, they are coregulated, both during cell cycle and embryonic development, and RIF1 is a point of convergence. Having established this, is an important step to start addressing the fundamental question of why this coordination is important. During embryonic development in different organisms, for example in Drosophila melanogaster, replication timing (Seller and O'Farrell, 2018) and TADs definition both emerge around the time when zygotic transcription starts (Ogiyama et al., 2018) . Could uncoupling these two events have consequences on gene expression? We can alter chromatin organisation, leaving replication timing intact, by halving RIF1 dosage. This affects cell cycle progression and the repression of MERVLs (this work). In a complementary approach, it has been shown that alteration of replication timing by overexpression of limiting replication factors during early Xenopus laevis development, that presumably leaves nuclear architecture intact, affects the onset of zygotic transcription and the transition into gastrulation (Collart et al., 2013) . It is therefore tempting to speculate that the covariation of replication timing and nuclear architecture could be important to coordinate gene expression and the choice of origins of replication.
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Figure Legends
Figure 4. Segregation of A and B nuclear compartments is sensitive to Rif1 dosage.
A. Log2 ratio of the median number of contacts between pair of TADs, for three biological replicates per each indicated genotype, versus three biological replicates for Rif1-WT. On the left, TADs are divided on the basis of their RT, leading to the classification of chromatin contacts within or across RT. On the right, the same was done dividing the TADs on the basis of their association with Rif1 or of lack of thereof. The cut-off used for the fold change is +/-1.5. Color scale has been saturated in order to facilitate the observation. B. Pearson correlation of A/B compartmentalisation z at the resolution of 50Kb and hierarchical cluster analysis (Euclidean distance). A/B compartments calculated from Rif1-WT lines cluster alone, while from all other individual lines group in a single, separate cluster. C. Distribution of genomic regions of 50kb windows between the A and B compartment. Average of three biological replicates is shown, but for the parental line Rif1-FH. D. Percentage of 50kb-windows changing compartment in comparison to Rif1-WT lines, calculated for increasing thresholds (DAB). AtoB= windows changing assignment from the A to the B compartment (from a positive to a negative eigenvector value, passing the zero); towards A= windows within B compartment acquiring an eigenvector value less negative (closer to the zero); BtoA= windows changing assignment from the B to the A compartment (from a negative to a positive eigenvector value, passing the zero); towards B= windows within A compartment acquiring an eigenvector value less positive (closer to the zero).
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START METHODS
Mouse embryonic stem cell derivation
Mouse embryonic stem cell (ESC) cells were derived as described in Foti et al, 2016 , with the addition of 1 μM MEK inhibitor PD0325901 and 3 μM GSK3 inhibitor CH99021 (The University of Dundee, Dept. of Biochemistry, Medical Sciences Institute) in the culture media, from the start of the protocol. Rif1 FH/flox Rosa26 Cre-ERT/+ ESCs were derived by crossing Rif1 flox/+ Rosa26 Cre-ERT/Cre-ERT (Buonomo et al, 2009 ) with Rif1 FH/FH (Cornacchia et al, 2012) mice. The Rif1 FH allele was specifically targeted in the parental line Rif1 FH/flox Rosa26 Cre-ERT/+ (Rif1-FH). Integrants were selected by hygromycin resistance. The targeting vector encodes for a codon-optimized cDNA of RIF1 (exon 8 to exon 36). Hygromycin-resistant colonies were screened for correct targeting of the Rif1 FH allele by Southern blot (EcoRV digest) and using a PCR-amplified probe (primers in Table  1 ).
Cell manipulation
ESCs were grown at 37°C in 7.5% CO2 in Knockout DMEM (Gibco 10829-018), containing 12.5% heat-inactivated fetal bovine serum (Pan-Biotech), 1% non-essential amino acids (Gibco 11140-050), 1% Penicillin/Streptomycin (Gibco 15070063), 0.1 mM 2-Mercaptoethanol (Gibco 31350-010), 1% L-Glutamine (Gibco 25030-081), supplemented with 1 μM PD0325901 and 3 μM CH99021 and 20 ng/ml leukemia inhibitory factor (LIF, EMBL Protein Expression and Purification core facility). Experiments were carried out each time from a frozen vial, at least two passages after thawing. 5.2×10 6 cells for Rif1-WT and 6.5×10 6 for Rif1-KO lines, per 15cm plate (or the equivalent for different size plates) were plated at day zero, when treatment with 200 nM 4hydroxytamoxifen (OHT, Sigma H7904) started. Fresh medium with OHT was added after 48 hours. Cells were collected about 96 hours after starting OHT treatment.
Replication Timing analysis
Cells were pulsed for 2 hours with 10 µM BrdU, collected and fixed in ethanol 70%. Processing as described in (Ryba, Hiratani et al. 2011) . Fastq files were aligned using Bowtie2 version 2.2.6 on mm10 as a reference genome. SAM files were converted into BAM files and sorted using Samtools version: 1.3.1. bamCompare version 3.1.3 was used to create bedgraph files with 50 kb and 1 kb binning of the log2 ratio of the early and late fraction. Duplicated reads were excluded from the computation of the bedgraph files. The two fractions were normalized based on the sequencing depth. XY chromosomes were excluded from the analysis. Plots and data manipulation was carried in R version 3. 
Cell cycle distribution analysis
After four days of OHT treatment, cells were pulsed for 30 minutes with 10 μM EdU (Invitrogen A10044). Cells were then washed with cold DPBS (Thermo Fisher Scientific 14190094), collected, counted and fixed in EtOH 75%. Samples were kept at -20 o C for at least overnight. 7.5×10 5 cells were then processed for click-chemistry detection of EdU. After washing in cold DPBS, cells were permeabilised in DPBS/1% FBS/0.01 % Triton 100X (Sigma93426-250 mL) for 10 minutes on ice. After washing twice, cells were incubated in 900 μl of DPBS with 10 mM Na-Ascorbate (Sigma A7631-25G), 1 μM Alexa647 Azide (Thermo Fisher Scientific A10266) and CuSO4 0.1 M (Sigma C1297) for 30 minutes at room temperature in the dark, rotating. Cells were washed in DPBS/1%FBS/0.5% Tween 20 (Sigma P9416-100ML) for 10 minutes and then twice in cold DPBS/1% FBS. After 1 hour incubation in 300 μl of DPBS/1%FBS /DAPI 2.5 g/ml (Thermo Fisher Scientific D1306), the samples were analyzed using an LSR II FACS (BD). The data acquired have been analysed using Flowjo software and plotted in R 3.5.1.
Intra-cellular FACS staining for HA Rif1
After four days of OHT treatment, cells were collected and counted. 3×10 6 cells were fixed in 400 μl of DPBS (Thermo Fisher Scientific 14190094)/2% Paraformaldehyde (Sigma P-6148) for 10 minutes at room temperature shaking. Paraformaldehyde was then diluted at 0.2% and cells were washed in cold DPBS. After 2 minutes permeabilisation in 200 μl PBS-Triton X-100 0.1%, cells were incubated 5 minutes in saponin solution (COMPONENT E from kit C10424, Thermo Fisher Scientific) at room temperature and anti-HA antibody (Covance monoclonal HA.11 clone 16B12 #MMS-101R, RRID:AB_291262) was added 1:500. After 1 hour at room temperature rotating, cells were washed twice in DPBS/2% FBS, resuspended in 200 μl of saponin solution with anti-mouse ALEXA 647 1:1000 (Thermo Fisher Scientific A-21235, RRID:AB_2535804) and incubated for 1 hour rotating in the dark. After washing twice samples were resuspended in 400 μl of saponin solution with DAPI 2.5 g/ml (Thermo Fisher Scientific D1306) and analyzed on an LSR II FACS (BD). Data were processed on R version 3.5.1.
HiC
After four days of OHT treatment, cells were collected and counted. Cells were washed twice in cold DPBS and resuspended in full media. Samples were crosslinked for 10 minutes rotating at room temperature in 1% formaldehyde (10 6 /ml). Crosslinking was stopped by adding glycine pH 5.0 at the final concentration of 0.2 M for 5 minutes at RT. Samples were washed twice in cold DPBS and pellets were snap frozen. 10 6 cells per sample were lysed in 10 mM Tris-HCl pH 8.0, 10 mM NaCl, 0.2% IGEPAL (Sigma, I3021) supplemented with protease inhibitor (Thermo Scientific, 78430) for 15 minutes on ice. Nuclei were washed twice in cold lysis buffer, resuspended in 50 μl of NEBuffer 3 (NEB, B7203) supplemented with 0.3% SDS and incubated at 62°C for 10 minutes. Diluting and quenching the SDS by adding 57.5 μl of NEBuffer 3 and 12.5 μl of 20% Triton X-100 (Sigma, 93443), samples were incubated at 37°C for 60 minutes. Nuclei were spun and incubated in 250 μl of 1× DpnII buffer with 600 U of DpnII restriction enzyme (NEB, R0543L) overnight at 37°C. Additional 200 U of DpnII were added to each sample the following day and incubated for further 2 hours. After heat inactivation of DpnII, restriction fragments ends were filled by DNA polymerase I, Large (Klenow) Fragment (NEB, M0210), 0.8 U/μl of DNA, in 50 μl of 0.3 mM biotin-14-dATP (Thermo Fisher, 19524016), 0.3 mM dCTP/ dGTP/ dTTP for 1.5 hours at 37°C. 900 μl of ligation master mix were then add to the samples: 1.33x NEB T4 DNA ligase buffer (NEB, B0202), 1.1% Triton X-100, 1.33 mg of Bovine Serum Albumin and 2000 U of T4 DNA Ligase (NEB, M0202). Samples were incubated for 4 hours rotating. Nuclei were spun and resuspended in water and digested with proteinase K 1.2 mg/ml and 0.8% SDS at 55°C for 30 minutes. 130 μl of 5 M NaCl were added and samples were incubated at 65°C overnight. After ethanol precipitation, DNA was resuspended in 500 μl of 10 mM Tris-HCl pH8 and washed trice using the same buffer using Amicon filters (Millipore, UFC503096). Samples were diluted in 50 mM Tris pH 8.0, 0.1% SDS, 10 mM EDTA and sonicated to about 500 bp using a probebased sonicator. Washes were then repeated as in the previous step. Biotinylated DNA was pulled down using 30 µl of 10 mg/ml Dynabeads MyOne Streptavidin T1 beads (Life technologies, 65602) in 10 mM Tris-HCl (pH 7.5); 1 mM EDTA; 2 M NaCl for 15 minutes at room temperature rotating. Beads were washed in TWB: 5 mM Tris-HCl (pH 7.5); 0.5 mM EDTA; 1 M NaCl; 0.05% Tween 20 for 2 minutes at 55°C twice, resupended in 20 µl 1× NEB T4 DNA ligase buffer, transferred to a new tube and incubated for 30 minutes at room temperature with 100 μl of: 1x NEB T4 DNA ligase buffer, 0.5 mM dNTPs, 50 U T4 PNK (NEB, M0201), 12 U T4 DNA polymerase I (NEB, M0203), 5 U DNA polymerase I, Large (Klenow) Fragment. After two washes in TWB at 55°C for 2 minutes, beads were transferred to 1× NEBuffer 2 (NEB, B7202) and moved to a new tube. Beads were then incubated at 37°C for 30 minutes in 100 µl of 0.9X NEBuffer 2, 0.5 mM dATP and 25 U Klenow exo minus (NEB, M0212). Beads were washed again as before and transferred to T4 ligation buffer. DNA was ligated for 2.5 hours with Illumina adaptors in 50 μl of the following reaction mix: 1X T4 ligation buffer, 1.2 µM Illumina adaptors, 1U T4 DNA ligase. Beads were washed once again with TWB as before, to be then resuspended and stored in 50 μl of 10 mM Tris-HCl (pH8). Libraries were amplified in six parallel reactions using Illumina primers and 2 μl of beads per reaction after testing optimal amplification cycles. Size selection was performed on an agarose gel, isolating fragments between 300-800 base pairs (bp), followed by purification with QIAquick Gel Extraction Kit (Qiagen 28704). Each library was sequenced on one lane of Illumina Nex-seq 500 (75 bp paired end reads). FASTQ files were processed with the distiller pipeline (https://github.com/mirnylab/distiller-nf, DOI:10.5281/zenodo.2630563) to obtain .cool files used in downstream analyses. The customized scripts for the downstream analysis are available in the supplementary information. The original names of the cell lines that have been used for these experiments and that are included in the sequencing raw file names are: RFHF14 = Rif1-FH, 14 tgWT A7 = Rif1-TgWT 1, 14 tgWT G10 = Rif1-TgWT 2, 14 tgwt H4 = Rif1-TgWT 3, 14 ΔP F8 = Rif1-ΔPP1 1, 14 ΔP H1 = Rif1-ΔPP1 2, 14 ΔP H2 = Rif1-ΔPP1 3, ESC B = Rif1-WT 1, ESC 5:16 = Rif1-WT 2, ESC 5:3 = Rif1-WT 3, ESC 24 = Rif1-KO 1, ESC 15:10 = Rif1-KO 2, ESC 16:9 = Rif1-KO 3.
Protein extraction
Cells were washed twice in cold DPBS and resuspended in hypotonic buffer: 25 mM Tris-HCl (pH 7.4); 50 mM KCl; 2 mM MgCl2; 1 mM EDTA, proteinase inhibitor (Roche, 5056489001) at the concentration of 20×10 6 cells/ml. Samples were incubated for 20 minutes on ice, washed twice with hypotonic buffer and resuspended in same volume of Benzonase buffer: 50 mM Tris-HCl (pH 8.0); 100 mM NaCl; 1.5 mM MgCl2; 10% Glycerol; proteinase inhibitor (Roche, 5056489001). After 3 cycles of snap freezing and thawing, samples were supplemented with 50 U/ ml of benzonase (Sigma, E1014) and incubated at room temperature for 25 minutes. 0.2% Triton X-100 was added and samples were incubated for 10 minutes at 4°C rotating. After centrifugation, supernatant was collected and quantified by Bradford (Bradford 1976) (Biorad, 5000006) . SDS-Page and Western Blot analysis were performed as in Foti et al. 2016, loading 40 μg of proteins per lane.
RNA extraction and qRT-PCR.
Total RNA was extracted using RNeasy kit (QIAGEN) according to manufacturer's instructions. cDNA synthesis was performed using RevertAid H Minus reverse transcriptase (Thermo Scientific) and qPCR was performed using the SYBR Green reaction mix (Roche) on a LightCycler 96 Instrument. Gene expression data was normalized against GAPDH and the relative RNA expression levels were calculated using the Ct (2^ΔΔCt) method.
3D-SIM and image analysis
Cells were split on a coverslip on the 4 th day of tamoxifen treatment and after 5 hours were pulsed with 10mM BrdU for 15 minutes. After 2x washes in warm PBS, cells were chased for 3 hours in CO2 pre-equilibrated, warm medium. After 2x washes in PBS, cells were fixed for 10 minutes in methanol free 3.7% formaldehyde. For immunostaining, fixed cells were permeabilized for 15 minutes in 0.5% TritonX-100/PBS, blocked for 30 minutes in 0.02% Tween 20/PBS/2% BSA, and stained with anti BrdU antibody (Biomol, Rockland, 600-401-C29, RRID:AB_10893609) for 60 min at 37 °C. Washes were performed in PBS/0.02% Tween. Immunostained cells mounted in Vectashield (Vector Laboratories) were used for super resolution imaging. Samples were acquired on a 3D-SIM Deltavision OMX V3 microscope (General Electric) equipped with a 100 × 1.4 oil immersion objective UPlanSApo (Olympus), 405 nm, 488 nm and 593 nm diode lasers and Cascade II EMCCD cameras (Photometrics). After acquisition, the 3D-SIM raw data were first reconstructed and corrected for colour shifts with the help of the provided software softWoRx 6.0 Beta 19 (unreleased). In a second step, a custom-made macro in Fiji (Schindelin, Arganda-Carreras et al. 2012) 
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