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The solution of linear systems having real, symmetric, diagonally dominant, tridiagonal coefficient matrices with constant diagonals is considered. It is proved that the diagonals of the LU decomposition of the coefficient matrix rapidly converge to full floating-point precision. It is also proved that the computed L U decomposition converges when floating-point arithmetic is used and that the limits of the LU diagonals using floating point are roughly within machine precision of the limits using real arithmetic. This fact is exploited to reduce the number of floating-point operations required to solve a linear system from 8n --7 to 5n -t-2k --3, where k is much less than n, the order of the matrix. If the elements of the subdiagnals and superdiagonals are 1, then only 4n q-2k --3 operations are needed. The entire LU decomposition takes k words of storage, and considerable savings in array subscripting are achieved. Upper and lower bounds on k are obtained in terms of the ratio of the coefficient matrix diagonal constants and parameters of the floating-point number system.
Various generalizations of these results are discussed.
Introduction
We will consider the solution of linear algebraic systems having real symmetric, diagonally dominant, tridiagonal coefficient matrices with constant diagonals. This problem occurs frequently in solving certain kinds of partial differential equations, boundary value problems of ordinary differential equations, and cubic spline interpolation problems.
Consider the coefficient matrix (
Under suitable conditions, to be discussed, the l~ converge and lk = lk+~ ..... l,, = l to machine accuracy. In the computer, one simply computes and stores the values of l~, i = 1, ..., k. The solution vector x can then be computed as follows: 
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We will show that when A is diagonally dominant, the sequences [u~] and [/i] converge. We will also find an estimate of the rate of convergence which can be used to determine a value for k.
It is sufficient to show that the sequence [u~] converges, and for this we assume diagonal dominance, or equivalently, [a I > 2. The following theorem is a special case of a theorem of Parter, 1962 [3] , for band matrices. THEOREM 1. If [a] > 2, then the sequence [ui] converges to u where
PROOF. We will assume that a > 2, since if [u~] is the sequence corresponding to a, then [-u~ PROOF. From (1), u2 --u~ = --(l/a), and Ui+l --ui = (1/uiui_l)(ui --ui_l), i >_ 2. It follows from Lemma 1 that the ui are all positive. Thus by induction, u~+~ -u~ <0.~3 Now, in the limit, u = a --1/u, or u ~ --au + 1 = 0. Equation (3) is the quadratic formula with the sign of the radical chosen to avoid a contradiction with Lemma 1. This completes the proof of Theorem 1.
The following two theorems provide a way to estimate the value of k. Again, we assume that a > 2, but the results are also true for a < 2.
THEOREM 2. If a > 2, then
where 13 is the floating-point radix, t is the number of digits, and [-~ denotes the smallest integer not less than e.
Requiring the right side of (6) to be less than/3 ~-~ provides a sufficient condition on i for the convergence of [ul] to machine precision. Taking logarithms yields the sufficient condition i > (t-1)/2 log~u (7)
Thus k need be no larger than the smallest possible value of i given by (7). THEOREM 3. If a > 2, then
PROOF. Since uu~_l < uul = ua, we have u~ -u = (u,_~ -u)/uu,_~ > (u,_l -u)/uo, > (l/ua) ~-~ (m -u), and
Setting the right side of (9) greater than 13~-t gives a sufficient condition on i for the nonconvergence of [u¢] to machine precision. Thus, a lower bound on k is obtained by taking logarithms. [] If we denote by ~, the upper bound given in Theorem 2, and by _~, the lower bound given in Theorem 3, we have _X <_ k < 3~. In practice, these bounds are very close. Usually _x = k = U~. Table I gives values for ~, ~, and k for various values of a for both single and double precision on the mM 360.
The preceding theorems characterize the convergence of the sequence [u~] in the absence of rounding errors. If the computer arithmetic satisfies certain reasonable rules, then the computed sequence [fi~] also converges monotonically to a limit 0 which is very close to u. We will prove this result for a > 2. A similar argument holds for a < -2. 78  81  35  56  58  30  40  41  27  33  34  25  29  29  23  26  26  18  19  19  14  14  14  12  12  12  11  11  11  10 10 10
Let ~ denote the operation of floating-point division, and e denote the operation of floating-point subtraction. For any floating-point numbers a, b, and c, we will assume the following: Now assume 0k_1 >_ 0k >__ 1. By (ii), 1 > 1 .~ 0k >__ 0k-1. By (iii) and (iv), a e (1/0k_1) >__ a @ (1/0k) >_ aG 1 >_ 1. So, Ok _> 0k+1 >__ 1. By induction, the sequence [0i] is bounded and monotone. Therefore, since there are a finite number of floating-point representations between a and 1, the sequence converges to a limit 0 >_ 1. In the limit, we have 0 = a e (1 ,~ 6). We would like to remark that the algorithm, Section 2, is nothing more than Gaussian elimination, which is known to be very stable for positive definite systems. The condition number of the matrix B is easily calculated to be 
