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ABSTRACT 
Fitting meaningful model parameters to relevant data is a valuable tool for inferring 
microstructural information from rheology. In this work, we focus on the asymptotically-nonlinear 
medium-amplitude oscillatory shear (MAOS) data, the next systematic step after small-amplitude 
oscillatory shear (SAOS). The first part of this research is composed of new methods development 
and improvements in current practices for fitting MAOS. We develop a new, faster and material 
economical technique for MAOS enabling its nontrivial data acquisition much easier. We further 
propose confidence metrics for validating the single measurements of the new MAOS protocol. 
We remind the community that an honest uncertainty quantification of fit parameter estimates 
requires fitting SAOS+MAOS simultaneously. Even then there are subjective choices in fitting, 
particularly for SAOS data. We demonstrate that fitting with data uncertainty weighted least 
squares significantly reduces the effects of subjectivity. As a follow up, we provide a methodology 
for estimating uncertainties in single measurement SAOS data.  
In the second part of the research, we apply the ideas of previous part to fit the data on two 
entangled polyethylene melts: a linear polyethylene melt and its blend with a three-arm symmetric 
star polymer (5 weight % of star by composition). We show that the simplest model for entangled 
polymer melts i.e. the Doi-Edwards reptation model is not able to capture the MAOS data of our 
systems. We then proceed to fit various other sophisticated and mathematically more complex 
models categorizing them as time-strain separable (TSS) versus non-TSS MAOS models with a 
discrete or continuous spectrum parameterization for model parameters. We choose the most 
credible model from among these models using Bayesian information criterion (BIC). The most 
credible model for the linear polyethylene melt comes out to be a TSS MAOS model with a 
fractional Maxwellian continuous spectrum parameterization for SAOS, with a single nonlinear 
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parameter whose fit value indicates: (1) a non-negligible polymer chain stretch compared to chain 
orientation, and (2) that the cross sectional area of the mean field tube around a chain deforms 
affinely with the average macroscopic deformation. Interestingly for the polymer blend, while the 
differences in data compared to pure linear melt are minor, they are sufficient to alter the choice 
of most credible model. For the blend case, the most credible model is still a TSS MAOS model 
with a fit value of nonlinear parameter that gives the same interpretation for chain stretch and tube 
deformation, however, the response for SAOS is now best explained by a lognormal continuous 
spectrum compared to the fractional Maxwell continuous spectrum for the pure linear melt case. 
This approach of selecting the most credible model for a given dataset has the potential to inform 
what physics and its governing mathematics might be missing from the well-accepted models.  
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Chapter 1 
Introduction to the dissertation 
 
The big idea of this dissertation is to make microstructural inferences about a material from its 
macroscopic or bulk rheology data, using the strategy as outlined in Fig. 1.1. As a first step after 
performing bulk rheology, the macroscopic strains and stresses are converted into the language of 
rheological material functions [1] (for example, viscosities, moduli etc.) followed by fitting 
appropriate models to these data. An appropriate model is one which is grounded in physics and 
its model parameters contain direct/indirect information about the microstructure of the material. 
A fit estimate of such model parameters along with an honest and rigorous uncertainty 
quantification elucidates valuable microstructural information about the material being tested. 
 
FIG. 1.1. One way of inferring microstructural features from macroscopic rheology is to fit meaningful 
model parameters to relevant material function(s) data. For confident inferences, a proper uncertainty 
quantification (UQ) of the parameter estimates is also essential. Various aspects of the fitting process 
affect the parameter estimates and their UQ, which will be discussed in this work.    
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By fitting rheology data one can infer, for e.g., the relaxation spectrum of the material [2-8], 
molecular weight distribution for polymer melts [9-15], intrinsic viscosity [16] which can be 
used to infer molecular features such as the hydrodynamic radius of polymer molecules in 
solution [17,18], persistence length and time constants of wormlike micelles (WLMs) [19], 
network mesh size for transiently cross-linked polymer networks [20], number of arms on a 
branched polymer molecule [21,22], dispersion quality index of colloidal dispersions [23], 
average size of emulsified droplets [24] or a droplet size distribution [25] of the dispersed phase 
in polymeric blends based on the Palierne model [26], and Leslie coefficients [27] which 
determine direction and rate of rotation in nematic liquid crystals [28]. Beyond rheology, 
inferring parameter values by fitting experimental observation is fundamental to science and 
new discoveries, such as identifying the mass of the Higgs boson [29] or quantifying 
fundamental physical quantities such as the gravitational constant G [30]. 
 
1.1 Relevant data: Medium-amplitude oscillatory shear (MAOS) 
In this dissertation, we primarily focus on fitting medium-amplitude oscillatory shear (MAOS) 
data which is an asymptotically-nonlinear protocol of rheology [31-36] amenable to analytical 
model predictions [31], and provides more information (i.e. more reported signals) than its linear 
counterpart small-amplitude oscillatory shear (SAOS). Additionally, MAOS is experimentally 
more accessible than and prevents the artifacts associated with fully nonlinear large-amplitude 
oscillatory shear (LAOS) [1,37-43]. The model fit parameters for MAOS are typically 
microstructural in nature [31,44], and hence, it is a very suitable test for microstructural inference 
via model fitting.  
It is convenient to understand MAOS via a traditional strain-sweep for first harmonic moduli, 
for e.g., in Fig. 1.2. MAOS is the next systematic step after the low strain-amplitude region of 
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SAOS. Here, the leading order nonlinearity in the power-series expansion of stress starts to become 
significant compared to the plateaus of SAOS. The upper boundary of MAOS or the beginning of 
LAOS is marked by the non-negligible contributions from the next higher order terms. This 
represents the sweet spot of MAOS at a single angular frequency.    
The sweet spots of MAOS across an angular frequency range are best represented in a Pipkin 
space as shown in Fig. 1.3(a), which represents a regime map for viscoelastic responses of a 
material based on the two input variables: the strain amplitude γ0 and the angular frequency ω 
[45,46]. At a given frequency, the stress response starts to become observably nonlinear after a 
certain strain amplitude, i.e. not scaling linearly with strain amplitude. The locus of these transition 
points (γ0, ω) forms a curve [1,32,46-49] that separates the linear regime of SAOS from its 
nonlinear counterpart LAOS. As mentioned previously, MAOS may be considered as the region 
located between SAOS and LAOS, where the response can be described adequately by the leading 
order deviations from SAOS linearity. Since it is only asymptotically nonlinear, MAOS has a 
manageable low dimensional description. Additionally, fewer experimental artifacts are observed 
while accessing this regime as very high strain amplitudes of LAOS are not required.  
 
 
4 
 
 
FIG. 1.2. A traditional strain-sweep showing the first-harmonic elastic and viscous moduli for a 
PVA-Borax hydrogel at ω = 1 rad/s. MAOS is the next systematic step after SAOS where the 
leading-order deviations from linearity (i.e. the plateaus in this case) become significant. As strain 
amplitude is further increased entering into LAOS regime, additional higher order terms start to 
dominate. So, essentially MAOS is the sweet spot between SAOS and LAOS regions at each angular 
frequency. A typical variation of MAOS sweet spots with angular frequency is shown in Fig. 1.3(a). The 
mathematical description of MAOS and the details of PVA-Borax hydrogel are provided in Chapter 2.     
 
The typical test for extracting MAOS material functions is a strain-amplitude sweep shown as 
a vertical line in Fig. 1.3(a). The generated stress data, for example the third harmonic elastic stress 
3  as shown in Fig. 1.3(b), can be used to identify the MAOS domain (referred to as the “MAOS 
sweet spot” in this work) based on the expected scaling laws for the MAOS region. Fitting 
appropriate functions within the MAOS sweet spot determines various angular frequency 
dependent material functions [32].  
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FIG. 1.3. (a) A generalized Pipkin diagram showing the map of viscoelastic responses of a material as a 
function of strain amplitude γ0 and angular frequency ω in terms of SAOS, MAOS, and LAOS regimes. 
The qualitative boundaries are calculated following the procedure of Ewoldt and Bharadwaj [32] (Their 
Figure 3). The typical protocol for MAOS data acquisition is the strain-amplitude sweep (γ0-sweep) 
shown as the vertical line. (b) An example of MAOS data at a fixed frequency of ω = 1 rad/s for a 
PVA-Borax hydrogel is shown for the third harmonic elastic stress. The third harmonic stress coefficients 
show an expected γ03 scaling within the MAOS sweet spot which can be used for its detection followed 
by the extraction of material functions by fitting data within the MAOS sweet spot.  
 
 
1.2 A key ingredient for fitting: Model selection  
A key ingredient while fitting MAOS data in this dissertation is the exercise of model selection, 
for example, in selecting the most credible number of modes in a multi-mode model or choosing 
the most credible mathematical structure for models. We used a Bayesian Information Criterion 
(BIC) [50,51] which penalizes the number of fit parameters against the goodness of model fits. 
This is a better approach than using just the goodness of fit metric which always favors a model 
with more parameters, even if they are less meaningful, redundant, or empirical in nature. Note 
that BIC is an easily calculable approximation to more rigorous Bayes factors [50] which involve 
assigning relative probabilities to models by integrating over the whole model parameter space 
[52,53]. These integrals can require significant computational effort [52]. In this dissertation, we 
chose the approximate and faster BIC for selecting the optimum model. In Fig. 1.4, we demonstrate 
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the application of this process, where a model with the lowest BIC value is chosen as the most 
credible model. This example is taken from Chapter 5, in which we outline the details of the 
procedure and its mathematics.  
1.3 Organization of this dissertation 
This dissertation is divided into two parts. Part І is based on new methods development and 
improvements to existing practices for data acquisition and model fitting of MAOS data. Chapters 
2-4 are the subject of part І. Part Ⅱ uses the ideas developed in part І in an application to entangled 
polyethylene melts, and consists of Chapters 5-6. Finally, we conclude in Chapter 7 by 
summarizing our findings and potential directions for future research. We briefly describe the 
specifics of the two parts of the dissertation below.      
 
FIG. 1.4. (a) Three different models§ with different mathematical structures and different number of 
parameters fit to one of the five oscillatory shear signals of the linear polyethylene melt of chapter 5. (b) 
The corresponding BIC values for the three models, where model 3 is deemed to be the most credible 
model based on the lowest BIC value. Note that five signals were fit together using data uncertainty 
(obtained from repeat measurements) weighted least squares. We show only one signal for conveniently 
demonstrating the model selection protocol. BIC was calculated using Eq. (5.39).  
                                                            
§ Model 1 is a 5-mode Corotational Maxwell model, Model 2 is a time-strain separable (TSS) MAOS model with 
6-mode Maxwellian SAOS response and a single nonlinearity, and Model 3 is a TSS MAOS model with a Fractional 
Maxwellian SAOS response and a single nonlinearity. Refer to Chapter 5 for details of these models. 
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1.3.1 New methods development & improvements to existing practices for the 
acquisition & model fitting of MAOS data 
In Chapter 2, we present a new method of extracting MAOS material functions in a faster and 
material economical way as compared to the traditional strain-amplitude sweeps at each frequency 
of interest. A major drawback of traditional strain-sweep MAOS is its time and material intensive 
nature, because of which MAOS has largely remained a time consuming and at times inaccessible 
technique especially for samples such as model polymers with well-defined architectures which 
are typically available in very limited quantities [54]. This was also the case with our polyethylene 
blend of Chapter 6 which were available in limited quantities making it extremely difficult to 
generate MAOS signatures in the traditional way. Traditional MAOS requires multiple 
measurements at each angular frequency and typically a new sample loading at each angular 
frequency [32,35,55]. To mitigate this disadvantage, we developed a new frequency-sweep MAOS 
technique which requires at most two measurements at each angular frequency and a maximum of 
only three sample loadings to generate a full SAOS and MAOS dataset. We further developed 
confidence metrics for frequency-sweep MAOS, which can detect bad data (either too noisy or too 
nonlinear) without any lengthy process of data analysis. The idea of confidence metrics was further 
extended to the more common and widely used SAOS measurements in an analogous way.  
In Chapter 3, we focus on how to fit models to overall data (SAOS and MAOS signals), once 
these signals have been obtained via frequency-sweeps as outlined in Chapter 2. Because of the 
typical mathematical structure of analytical MAOS models, two options are possible: (1) Fit SAOS 
first to determine the linear model parameters, fix them at these estimated values in MAOS model 
prediction equations, and then fit the MAOS data to obtain nonlinear parameters (referred to as the 
two-step fit scheme in this dissertation), or (2) fit SOAS and MAOS simultaneously to determine 
linear and nonlinear model parameters together (referred to as the simultaneous fit scheme in this 
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work). We show that option (2), i.e. fitting SAOS and MAOS simultaneously, is the conceptually 
correct and rigorous approach for model parameter uncertainty quantification. Simultaneous fitting 
results in better optimization in terms of overall model fits, however, the fit parameter uncertainties 
are larger. The later might prompt a researcher to choose two-step fit, but we demonstrate that the 
larger uncertainties of simultaneous fit are the honestly estimated uncertainties, reporting which is 
a critical step in uncertainty quantification of rheological model parameter estimates.   
In Chapter 4, we show that the fitting of rheology data, especially oscillatory viscoelastic 
measurements, are marred by issues of subjectivity because of the many different choices for data 
representation (e.g. as moduli, or compliances, or amplitude and phase), and non-unique choices 
for weighting the disagreement of the fit (e.g. the residual in the most commonly used least-squares 
method). We apply theoretical arguments from statistics for rationalizing these choices with 
rheological data. A guiding principle is to weight residual disagreement by the true data uncertainty 
and to represent data in terms of signals with Gaussian noise [56]. We show that the latter is an 
extremely hard condition to fulfill, although fortuitously it is inconsequential if the proper 
weighting of residuals (i.e. by the true data uncertainty) has been performed. True data uncertainty 
can be calculated from the standard deviation from repeat measurements, an already 
well-established standard practice. However, the challenge arises when we have only single-point 
measurements which is an extremely common scenario in rheology due to lack of, for e.g., 
sufficient time and material. To this end, we derive analytical models for estimating uncertainty in 
single-point measurements of SAOS. This includes the derivation, for the first time, of the 
uncertainty in phase difference between stress and strain waveforms.  
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1.3.2 Applications to entangled polyethylene melts 
We applied the ideas developed in Part І to two polyethylene melts: a linear polydisperse melt 
and its blend with a 3-arm symmetric star shaped melt. Frequency-sweeps (repeated three times 
on different loadings) were used to generate the SAOS and MAOS signatures along with the true 
data uncertainty from standard deviations. The SAOS and MAOS data were then simultaneously 
fit using data uncertainty weighting to obtain the model parameter estimates.  
In Chapter 5, we fit the SAOS and MAOS data for the linear polyethylene melt and show that 
the simplest MAOS model for a polymer melt, i.e. the Doi-Edwards reptation model [57,58], is 
inadequate for explaining this dataset. We then proceed to fit several other sophisticated and 
mathematically more complex models, the most credible model among which involves a Fractional 
Maxwellian [57,59,60] response for SAOS and time-strain separability for MAOS [57] with a 
single nonlinear parameter. The numerical value of the nonlinear parameter prefers molecular 
stress function (MSF) models [36,61-63] over Doi-Edwards (DE) models [64-69]. While the 
original DE models [64-69] assumed the stress relaxation to occur solely by chain re-orientation, 
MSF models [36,61-63] also incorporated a strain-dependent chain stretch to account for the fact 
that the applied deformation stretches the tube segments. So, the MSF model preference of the 
nonlinear parameter over DE models suggests that the polymer chain stretch contribution is 
non-negligible (compared to chain re-orientation) for stress relaxation. Within MSF models, two 
categories are possible [36,61-63]. First one is the linear (L-MSF) case where it is assumed that 
the cross sectional area of the mean field tube around a polymer chain deforms affinely with the 
average macroscopic deformation. Second one is the quadratic (Q-MSF) case which assumes that 
the diameter of the tube deforms affinely with the average macroscopic deformation. Here, the 
nonlinear parameter prefers L-MSF over Q-MSF, suggesting that the dominant effect is described 
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by the affine deformation of the cross sectional area of the mean field tube around a polymer with 
the average macroscopic deformation. 
In Chapter 6, we fit the SAOS and MAOS data of a blend formed by adding a small amount 
(5% by weight) of a 3-arm symmetric star (with similar molar mass) to the linear polyethylene of 
Chapter 5. While the differences in data are minor, they are sufficient to alter the choice of the 
most credible model and subsequently, the interpretation of deformation and relaxation 
mechanisms. The most credible model for the blend is one which shows a lognormal [3,70,71] 
relaxation response for SAOS (in contrast to Fractional Maxwellian for the pure linear melt), 
time-strain separability for MAOS (similar to the pure linear melt), and a different value for the 
nonlinear parameter albeit the same interpretation for chain stretch and tube deformation.  
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Chapter 2* 
Frequency-sweep medium-amplitude oscillatory shear (MAOS) 
 
In this chapter, we present a new method of extracting MAOS material functions in a faster and 
material economical way as compared to the traditional way. A major drawback of traditional 
strain-sweep MAOS is its time and material intensive nature, because of which MAOS has 
remained an unattractive technique especially for samples such as model polymers with 
well-defined architectures which are typically available in very limited quantities [2]. This was 
also the case with our polyethylene samples which were available in limited amount making it 
extremely difficult to generate MAOS signatures in the traditional way. Traditional MAOS 
requires multiple measurements at each angular frequency and typically a new sample loading at 
each angular frequency [3-5]. To mitigate this disadvantage, we developed a new 
frequency-sweep MAOS technique which requires at most two measurements at each angular 
frequency and a maximum of only three sample loadings to generate full SAOS and MAOS 
dataset. We further developed confidence metrics for frequency-sweep MAOS, which can detect 
bad data (either too noisy or too nonlinear) without any lengthy process of data analysis. The idea 
of confidence metrics was further extended to the more common and widely used SAOS 
measurements in an analogous way. The proposed method of frequency-sweep MAOS is 
demonstrated for a polyvinyl alcohol-borax hydrogel.  
We provide a thorough explanation of MAOS in the beginning of this chapter. So, this chapter 
is foundational to the understanding of the upcoming chapters as well. 
                                                            
* This Chapter appeared in the following peer-reviewed publication (re-used with permission):                                  
[1] Singh, P. K., Soulages, J. M., and Ewoldt, R. H., ‘‘Frequency-sweep medium-amplitude oscillatory shear 
(MAOS),’’ Journal of Rheology 62, 277-293 (2018). doi.org/10.1122/1.4999795 
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2.1 Introduction and background 
Dynamic oscillatory shear tests are commonly used to probe the viscoelastic response of a material. 
For small input amplitude (stress or strain), the output response scales linearly with input amplitude 
and the test protocol is termed as small amplitude oscillatory shear (SAOS). Its nonlinear 
counterpart at larger input amplitudes is known as large amplitude oscillatory shear (LAOS). 
Whereas the description of the time-periodic output waveforms of SAOS requires only two 
parameters, the linear material functions  G   and  G  , the description of LAOS waveforms 
is more complex. The most common way of describing LAOS waveforms via orthogonal basis 
sets, for example, Fourier [6-8] and Chebyshev [9], results in a higher dimensional space where 
the number of parameters is large and may lack physical meaning [5,7,10-13]. Additionally, LAOS 
is not readily accessible for most materials, as a number of experimental artifacts are observed in 
this regime [14-21].        
To avoid the high dimensionality and experimental artifacts of LAOS, asymptotic deviations 
from SAOS linearity have been considered. The idea of asymptotic nonlinearity, in terms of a 
power series expansion of shear stress, was first considered theoretically by Paul [22] and Onogi 
et al. [23]. Pearson and Rochefort [24] developed the expressions for leading-order asymptotic 
nonlinearities for the Doi-Edwards reptation model [25-27]. One of the first systematic 
measurements for some asymptotic nonlinearities was performed by Davis and Macosko [28] for 
PMMA. Vrentas and coworkers [29] calculated the leading-order asymptotic nonlinearities of 
shear stress and first normal stress difference for a steady shearing flow from finite amplitude 
oscillatory shear data. Recently, researchers have started referring to the regime of leading-order 
asymptotic nonlinearities as medium amplitude oscillatory shear (MAOS) [3,4,30-33].  
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MAOS is an emerging test protocol which on one hand, provides more information than SAOS 
and on the other hand, avoids the higher dimensionality and experimental artifacts of LAOS. 
MAOS has received special attention in the last decade as a characterization tool for identifying 
various polymer topologies and detecting long chain branching (LCB) in polymers [4,33-39] . It 
was found that, in general, MAOS is more sensitive to polymer architecture than the linear 
viscoelastic data. In-fact for some cases, MAOS is more sensitive than other nonlinear rheology 
tests such as stress relaxation after nonlinear step shear [36]. These studies focused on the lumped 
MAOS measures such as the intensity of third harmonic relative to first harmonic I3/1 [7,8], third 
harmonic phase angle 3  [36,40] and more recently an asymptotic measure Q0 [4] (also see 
Appendix of this paper) based on  I3/1.  
When expressed separately [3,9] (also see Section 2.3 of this paper) instead of lumping, the 
various MAOS measures can reveal microstructural insights into the material. For example, in 
nano-filed elastomers, the MAOS measures elucidate the mechanism of rupture and reformation 
of glassy bridges between the neighboring fillers [41]. Since the MAOS measures can be either 
positive or negative and have sign interpretations [3], they reveal more information than the linear 
viscoelastic moduli. Recently, Bharadwaj et al [42] utilized the physical insights derived from 
MAOS measures to propose the deformation mechanisms in a PVA-borax hydrogel. They 
observed that none of the existing models predicted the trend in MAOS measures, especially their 
signs [30]. The sign interpretation led them to propose an elastic stiffening model with a two-fold 
deformation mechanism: strain-stiffening of individual network elements and 
deformation-assisted network structuring. Polymer persistence length was also inferred from the 
MAOS observations. The new model predictions were in close agreement with the previously 
unexplained data. These examples show the tremendous potential of MAOS for microstructural 
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inferences. Moreover, the low-dimensional description of MAOS makes it accessible to analytical 
structure-rheology predictions and fitting meaningful nonlinear model parameters [30,43]. 
Fingerprint matching of both magnitude and sign for MAOS measures is also an effective tool for 
model selection, as illustrated by the PVA-borax case study [42].         
Experimentally, the region of MAOS is best represented in a Pipkin space as shown in Fig. 
2.1(a). The Pipkin space represents a regime map for viscoelastic responses of a material based on 
the two input variables: strain amplitude γ0 and angular frequency ω [44,45]. At a given frequency, 
the stress response starts to become observably nonlinear after a certain strain amplitude, i.e. not 
scaling linearly with strain amplitude. The locus of these transition points (γ0, ω) forms a curve 
[3,6,7,17,45,46] that separates the linear regime of SAOS from its nonlinear counterpart LAOS. 
MAOS may be considered as the region located between SAOS and LAOS, where the response 
can be described adequately by the leading order deviations from SAOS linearity. Since it is only 
asymptotically nonlinear, MAOS has a manageable low dimensional description. Additionally, 
fewer experimental artifacts are observed while accessing this regime as very high strain 
amplitudes of LAOS are not required.  
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FIG. 2.1. True (limit γ0→0 fit) versus 1-point estimates for SAOS and MAOS material functions. (a) A 
generalized Pipkin diagram showing the map of nonlinear rheology as a function of γ0 and ω, where the 
most fundamental oscillatory shear protocol is the strain-amplitude sweep (γ0-sweep) shown as the 
vertical lines. SAOS and MAOS material functions are extracted from a γ0-sweep by fitting equations in 
the limit γ0→0  as shown in (b) and (c) for PVA-borax at 1rad/s. Approximate but much faster 1-point 
estimates for SAOS are obtained from a ω-sweep SAOS test (horizontal gray trajectory in (a)). 
Conceptually similar 1-point estimates for MAOS would require a non-trivial trajectory as shown in (a) 
and have not yet been developed as a practice in the community.    
 
 
Even though MAOS presents the advantages stated above, one of the major drawbacks of 
traditional MAOS is its time and material intensive nature. Frequency-dependent MAOS material 
functions are typically extracted from strain amplitude sweeps at that frequency, fitting equations 
in the limit γ0→0. Strain amplitude sweeps are represented as a vertical line in Pipkin space as 
shown in Fig. 2.1(a). The observed stress response is then fit using MAOS equations to get the 
material functions, for example, as shown in Fig. 2.1(c) for first harmonic elastic stress signal 
(details on MAOS data and material functions extraction are discussed later in Section 2.3). This 
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process of MAOS data acquisition is time intensive because data at multiple strain amplitudes are 
required at each frequency. Additionally, each strain amplitude sweep goes from low to very high 
strain amplitudes, which may result in irreversible changes to the sample microstructure, or non-
ideal edge fracture. Hence, as a cautionary approach, a new sample is loaded for each frequency, 
which leads to significantly more material consumption than, for example, a single frequency-
sweep SAOS test. The objective of this work is to find a reliable way for extracting MAOS material 
functions in a faster and material economical way. (Note that we will use the term “strain-sweep” 
or “γ0-sweep” in lieu of “stain amplitude sweep” for brevity in the rest of the work.)  
Our approach is motivated by the success of 1-point estimates of SAOS material functions 
which are much faster and material economical than strain-sweeps. Note that SAOS properties are 
also defined in the limit γ0→0, yet in practice approximations are reported. Here, instead of fitting 
a plateau at low strain amplitudes as shown in Fig. 2.1(b), a single point value can be used as a 
good approximation of the plateau fit. We refer to these single point values as 1-point estimates. 
Performing 1-point estimates for SAOS at a constant strain amplitude across all frequencies results 
in the traditional frequency-sweep SAOS trajectory shown as the gray horizontal line in Fig. 2.1(a); 
a much faster and material economical way to acquire SAOS than fitting strain-sweep data at each 
frequency. In this same spirit, here we develop a point-estimate technique for MAOS material 
functions. We call this new technique frequency-sweep MAOS in analogy to frequency-sweep 
SAOS.  This new technique provides good approximation to the true MAOS properties defined in 
the limit γ0→0, in a faster and material economical way.  
Another motivation for developing this technique stems from the fact that even though the 
theoretical calculations of leading-order asymptotic nonlinearities date back to the work of Paul 
[22], the first decomposed measurement of all four MAOS nonlinearities was only reported 
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recently [3]. This big gap in timeline of theoretical calculations versus actual measurements seem 
to arise due to the nontrivial nature of material function extraction from strain-sweep MAOS, 
especially the first harmonic MAOS nonlinearities [3]. We will show that our proposed technique 
of frequency-sweep MAOS is much easier to implement, and if properly set-up, the measurement 
of MAOS nonlinearities is as simple as SAOS.  
A key challenge for frequency-sweep MAOS is how to define the test trajectory in the Pipkin 
space. As shown in Fig. 2.1(a) qualitatively (and quantitatively in Fig. A2 for the polyvinyl 
alcohol-borax data; supplementary material in Appendix A), the MAOS domain or herein 
interchangeably referred to as the “MAOS sweet spot” is much narrower and more sensitive to 
frequency compared to the SAOS sweet spot. Because of this reason, a constant strain amplitude 
trajectory for frequency-sweep MAOS is not the best option. In fact, we will show that the best 
trajectory would be something like the one shown in Fig. 2.1(a) which follows the MAOS 
boundary scaling and lies somewhere in between the MAOS sweet spot boundaries. Another key 
challenge for frequency-sweep MAOS is how to validate the data, i.e. verify the chosen γ0 (ω) 
trajectory was well within the MAOS sweet spot for all frequencies. In the absence of strain-sweep 
MAOS data for comparison, validating frequency-sweep MAOS is not straightforward. We will 
show later in this work that the various stress harmonics buried within the stress waveform of 
frequency-sweep MAOS can be cleverly utilized for the purpose of data validation.       
We develop a framework for finding the best frequency-sweep MAOS trajectory for a 
polyvinyl alcohol (PVA)-borax hydrogel in Section 2.3. This is followed by the exact extraction 
procedure for the four nonlinear material functions of MAOS. In Section 2.4, we provide 
quantitative ways of identifying if the frequency-sweep MAOS trajectory gets too close to the 
lower or the upper bound of the sweet spot, which will make the acquired data either too noisy or 
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too nonlinear, respectively. This idea of developing quick validation checks for too noisy or too 
nonlinear data is extended for validating frequency-sweep SAOS as well. Although the results are 
shown here for a PVA-borax hydrogel, the approach is completely general and transferable to all 
material classes with similar guidelines.              
2.2 Material and methods 
2.2.1 PVA-borax hydrogel 
A hydrogel formed by mixing polyvinyl alcohol (PVA) and sodium tetraborate (Borax, chemical 
formula: Na2B4O7) was used as the model material for rheometric measurements. The hydrogel 
forms via a di-diol complexation reaction, where two diol units of a PVA molecule 
thermo-reversibly cross-link with one borate ion [47-50]. This material is simple to prepare, shows 
a single relaxation time behavior in SAOS [3,48] and simultaneously shows nonlinear signatures 
in MAOS [3]. The full MAOS characterization in the range of frequencies 0.1-100 rad/s has been 
done previously [30,42] and hence, it provides a nice reference for checking the accuracy of our 
results. 
  For mixing, 99% hydrolyzed PVA with molecular weight Mw ranging from 85,000-124,000 
was procured in granulated form from Sigma-Aldrich Chemical Company and was dissolved in 
deionized water to form a 4 wt% stock solution. The dissolution was carried out as a two stage 
process: first by dispersing PVA in deionized water while magnetically stirring at 200-300 rpm at 
room temperature and then by continuing the stirring at ~95°C overnight until a homogeneous 
transparent solution was obtained. The container used for stirring was tightly covered with an 
aluminum foil to limit evaporation losses. The borax sample, obtained in a granulated form from 
Sigma-Aldrich Chemical Company was also mixed under similar conditions to form a 4 wt% stock 
solution. For borax, the second stage mixing time was only about 3-4 hours. 
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The two solutions were then cooled to room temperature under ambient conditions and then 
mixed inside a 50 ml centrifuge tube to form a transiently cross-linked hydrogel of PVA/borax 
with 2.75 wt% PVA and 1.25 wt% borax. For mixing, the measured amount of each component 
was transferred to the tube and then shaken thoroughly until a clear transparent gel was obtained. 
The gel was further mixed with a spatula for a few minutes to ensure homogeneous mixing. The 
gel was then allowed to rest for a few hours to let the components fully interact and then 
centrifuged at 3,000 rpm for about 10 minutes inside a CL2 Centrifuge from Thermo Scientific to 
remove trapped air bubbles. The resulting homogeneous and bubble-free gel was used for 
rheometric testing.  
2.2.2 Rheometry methods  
Rheometry measurements were performed on a separated motor-transducer rotational rheometer 
(ARES G-2, TA Instruments) using a 50 mm parallel plate geometry. The parallel plate geometry 
allows for faster material loading compared to a cone-plate setup, although the strain field is not 
spatially homogeneous for the parallel plate setup [17,51] which affects MAOS measurements. To 
account for the spatial inhomogeneity of strain fields, we apply single point corrections of 
Bharadwaj and Ewoldt [52] to our measured MAOS material functions. A large diameter plate was 
chosen here for better torque sensitivity at low strain amplitudes. The experiments were carried 
out at a temperature of 25°C maintained by a Peltier system in the lower plate.  
The prepared sample was poured slowly on the bottom plate to form a round puddle of material. 
The upper geometry was lowered slowly with a maximum normal force of 1 N to prevent residual 
stress build-up in the sample and avoid any damage to the sensitive transducer. After lowering the 
geometry to the desired gap, excess sample was trimmed to ensure proper filling of the material in 
the gap. Mineral oil was then applied to the outer edge, which acts as a barrier to prevent any 
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evaporation losses during the tests. To ensure complete relaxation of material before running tests, 
the axial force of the loaded sample was allowed to relax to a constant value during a zero strain 
stress relaxation for 30 minutes.     
Strain-sweeps from γ0 = 0.1% to γ0 = 100% were carried out for ω = 1, 10 and 100 rad/s, in 
both forward and reverse ordering of strain amplitudes for simultaneously identifying the SAOS 
regime and verifying reversibility (Fig. A1; supplementary material in Appendix A). A strain 
amplitude of γ0 = 2% was used for frequency-sweep SAOS in the frequency range ω = 0.1-100 
rad/s. Frequency-sweeps at non-constant strain amplitudes were also carried out for MAOS. This 
is the main idea of this paper and will become clearer in the following sections. Conventional 
MAOS tests, which are constant frequency strain-sweeps, were carried out from γ0 = 0.1% to γ0 = 
1000% with five points per decade between 0.1 and 1%, ten points per decade between 1% and 
10%, and fifteen points per decade thereafter. This was done to get more data points within the 
MAOS regime, the sweet spot expected from previous work [3]. The sample displayed edge 
fracture for high frequencies at strain amplitudes as low as 400%. In such cases, only the data 
before the start of edge fracture were considered.    
The sinusoidal deformation at each input {γ0, ω} was applied with a delay time ranging from 
5-63 s, before beginning the actual data collection. This was done to ensure that the signal has 
reached a time-periodic response and that the data is not affected by initial transients. Longer delay 
times were applied at low frequencies, with a gradual reduction in delay time at higher frequencies. 
Raw data was then collected in the form of time discretized waveforms of strain and stress signals. 
The raw data was sampled with a density of 128 points/cycle for sampling cycles ranging from 
2-60. Fewer cycles were sampled at low frequencies due to the longer acquisition times. Raw data 
was acquired over multiple cycles to improve the signal-to-noise ratio during post-processing.  
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The sampled stress data were then Fourier transformed using the FT rheology package which 
is in-built into the rheometer data acquisition software. The FT rheology package is similar to an 
earlier data analysis software “MITlaos” [53], useful for analyzing rheological properties in LAOS 
[54]. Here we prefer the FT rheology package as a matter of convenience, since it is in-built into 
the data acquisition software and allows for faster post-processing. The raw stress data was post-
processed using the FT rheology package to extract the integer stress harmonics up to the 10th 
harmonic. Note that the Nyquist frequency (i.e. the highest frequency that can be resolved from a 
discretely sampled signal) for a sampling rate of 128 points/cycle is (128/2)ω = 64ω [55]. 
However, we collect only the first 10 integer harmonics because beyond the first few integer 
harmonics, the rest of the higher stress harmonics quickly fall-off below the instrument resolution 
limit (for example, see a representative case in Fig. 2.7). MAOS material functions are extracted 
from the first and the third-harmonics as discussed in Section 2.3. Additionally, the second and the 
fifth-harmonics are used for developing validation checks for frequency-sweep MAOS as 
discussed in Section 2.4.     
The extraction of MAOS material functions in Section 2.3 frequently requires the identification 
of the low torque limit of the instrument, the minimum stress signal that is resolvable by the torque 
transducer. The ideal instrument stress resolution limit is given by min minF T  [14] where 
 32 /F R   for a parallel plate rheometer geometry of radius R [17] and Tmin is the manufacturer 
specified minimum torque (0.05 µNm for TA instruments, AREG-G2 rheometer). However, in 
actual experiments, the low torque limit is larger than the ideal limit by up-to a multiplicative 
factor of O (102). Additionally, the low torque limit is different for different stress harmonics and 
varies with ω (see Figs. A5.1-A5.16; supplementary material in Appendix A).  
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2.3 MAOS material functions extraction 
Here we only consider the strain controlled protocol of MAOS, i.e. MAOStrain [3]. Any reference 
to MAOS in the rest of the work will imply MAOStrain (rather than stress-control). For MAOS, 
the shear strain input is represented as [10] 
    0 sint t     (2.1) 
where γ0 is the strain amplitude and ω is the angular frequency. This in-turn imposes an 
orthogonal strain rate given by  
    0 cost t      (2.2) 
where γ0ω is the strain-rate amplitude. Using the Chebyshev representation of Ewoldt and 
Bharadwaj [3], the power series expansion of the time domain shear stress in the MAOS regime 
takes the form  
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  (2.3) 
Here we have the two familiar linear viscoelastic material functions G' (ω), G" (ω), and four 
nonlinear material functions [e1] (ω), [v1] (ω), [e3] (ω), [v3] (ω), where “e” represents elastic and 
“v” represents viscous nonlinearity, and the subscript represents the integer harmonic of the input 
frequency at which the nonlinearity occurs.  
All SAOS and MAOS material functions are defined in the limit γ0→0. Thus, at finite strain 
amplitude γ0 ≠ 0, they are, strictly speaking, not directly measurable. Rather, the direct 
measurement involves harmonics of the stress waveform,  
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       0 0 0
 : odd
; , , sin , cos .n n
n
t n t n t               (2.4) 
Here it is assumed that the signal has attained a time-periodic response [11,43], and only the odd 
harmonics are included because of shear symmetry of the material [5].  
The first-harmonic linear and nonlinear MOAS material functions are lumped together through 
the first-harmonic elastic and viscous stress coefficients as: 
         3 51 0 0 0 1 0, G e O           ,  (2.5) 
         3 51 0 0 0 1 0, G O          v .  (2.6) 
The third-harmonic nonlinear MAOS material functions, however, emerge independently at 
sufficiently large strain amplitudes and are related to third-harmonic elastic and viscous stress 
coefficients as: 
       3 53 0 0 3 0, e O         ,  (2.7) 
       3 53 0 0 3 0, O       v .  (2.8) 
As shown in Fig. 2.2, the third harmonic scaling laws of Eqs. (2.7)-(2.8) appear within the MAOS 
sweet spot which is bound between a lower limit in strain amplitude below which the stress signal 
is unresolvable (in this case by the torque transducer as shown in gray, [14]), and an upper limit 
above which higher order terms become non-negligible. This MAOS sweet spot corresponds 
qualitatively to the MAOS domain shown in Fig. 2.1(a). An upper and lower limit for the lumped 
first-harmonic stress signals can also be identified in a similar way, although the lower limit is 
only observed at a few frequencies (especially at the low and high end of frequencies) for the range 
of strain amplitudes tested (see Figs. A5.1-A5.16; supplementary material in Appendix A). Note 
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that in Fig. 2.2, we have identified the MAOS sweet spot only for the third harmonic nonlinearities 
[e3] (ω) and [v3] (ω) which are close but not exactly the same. Identification of the MAOS sweet 
spot for [e1] (ω) and [v1] (ω) is more complicated since these are deviations from a finite first-
harmonic linear response, as we discuss in Section 2.3.1 where we look at the extraction of all six 
material functions from strain-sweep data. 
 
 
FIG. 2.2. Strain-sweep MAOS at a fixed frequency of ω = 1 rad/s for PVA-borax hydrogel. The third 
harmonic stress coefficients show the expected γ03 scaling within a sweet spot sandwiched between too 
noisy (below the instrument torque resolution) and too nonlinear (beyond MAOS) data. For first 
harmonic stress coefficients, only the too nonlinear limit (beyond MAOS) is apparent while the noisy 
limit is not observed for the tested γ0 range at this frequency.  
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2.3.1 Fit estimates from strain-sweep measurements 
As shown in Fig. 2.3, six material functions of SAOS and MAOS (SAOS: G', G" and MAOS: [e1], 
[v1], [e3], [v3]) are conventionally extracted by fitting strain-sweep data within the appropriate 
domains. First harmonic moduli (both linear: G', G", and nonlinear: [e1], [v1]) are extracted from 
first harmonic stresses in Fig. 2.3(a)-(b), using Eqs. (2.5)-(2.6) to fit the data between the lower 
limit of SAOS (below which the signal is not resolvable by the torque transducer) and the upper 
limit of MAOS (beyond which higher order terms start to contribute significantly). 
Similar to G' and G", the four MAOS measures can be visualized as plateaus, in Fig. 2.3(c)-(f), 
by re-arranging Eqs. (2.5)-(2.8) to solve for the material function in terms of suitably normalized 
stress harmonics.  The lower boundary of the MAOS sweet spot for [e1] and [v1] appears when we 
plot this normalized nonlinear part of first harmonic stresses, obtained after removing the linear 
contributions from the overall stress as shown in Fig. 2.3(c)-(d). This leads to the complete 
identification of the MAOS sweet spot for all four nonlinear material functions. (The complete 
MAOS dataset for PVA-borax hydrogel, along with fits for extracting material functions, is shown 
in supplementary material in Appendix A, Figs. A5.1-A5.16). Note that the four nonlinear material 
functions [e1], [v1], [e3], [v3] can be either positive or negative, in contrast to G', G" which are 
always positive.  
Here, we would like to thank Dr. Luca Martinetti for providing an independent strain-sweep 
MAOS analysis using his automated algorithm for cross checking our values. In fact, fit estimates 
of MAOS material functions is non-trivial with many subjective choices, and is a research topic in 
itself [56].  
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This conventional protocol of MAOS which requires strain-sweeps at each angular frequency 
is slower and material expensive which motivates the value of point-estimates. In section 2.3.2, 
we develop the technique of frequency-sweep MAOS, which in analogy with frequency-sweep 
SAOS, gives point estimates for MAOS material functions.      
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FIG. 2.3. Fitting plateaus to the normalized data of Fig. 2.2 for the extraction of MAOS material 
functions.  First harmonics data yields the two linear material functions G′ and G″, and the two nonlinear 
material functions [e1] and [v1] in (a)-(b). In contrast, third harmonics data yields only the two nonlinear 
material functions [e3] and [v3] as shown in (e)-(f). Data representation as in (c) & (d) helps in further 
identifying the noise limit for [e1] and [v1].     
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2.3.2 Point estimates from frequency-sweep measurements 
A key challenge in performing frequency-sweep MAOS is the identification of the 
trajectory γ0 (ω). As shown qualitatively in Fig. 2.1(a) (and quantitatively for the PVA-borax data 
in Fig. A2; supplementary material in Appendix A), a constant γ0 is not the best option because 
unlike SAOS, the sweet spot of MAOS is much narrower and shifts significantly at low 
frequencies. We provide a method to find this trajectory and then extract the material functions in 
Sections 2.3.2.1-2.3.2.3.      
2.3.2.1 Identification of γ0 (ω) trajectory for frequency-sweep MAOS  
Astarita and Jongschaap [57] have shown based on basic concepts of continuum mechanics that 
the departure from linearity is governed by strain rate amplitude at low frequencies, while at high 
frequencies this departure is governed by strain amplitude. This was also confirmed experimentally 
for polyisobutylene solutions [58]. As a result, the MAOS boundaries might be expected to show 
a power law scaling of -1 and 0 at low and high frequencies, respectively. Ewoldt and Bharadwaj 
[3] recently confirmed this scaling behavior quantitatively using a single mode corotational 
Maxwell model [11], based on the first occurrence of a subjective percentage deviation from linear 
viscoelasticity. Here, we propose a frequency-sweep MAOS trajectory which follows the power 
law scaling of -1 at low frequencies, 0 at high frequencies, and is located within the MAOS sweet 
spot for all frequencies; qualitatively shown in Fig. 2.1(a).  
Our goal is to find the frequency-sweep MAOS trajectory γ0 (ω) requiring the least possible 
prior information. We start by identifying the MAOS sweet spots at the smallest and the largest 
frequencies of interest as shown in Fig. 2.4(b) and (c) based on [e3]. We then choose a 
frequency-sweep MAOS trajectory such that it lies within the confines of the two sweet spots, has 
a power-law slope of -1 at low frequencies and 0 at high frequencies, and the transition point is 
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the simple geometrical intersection of these two lines. Following this simple procedure, we obtain 
γ0 (ω) as the solid blue curve shown in Fig. 2.4(a). Note that although only the [e3] sweet spots are 
marked in Fig. 2.4(a), we ensure that the frequency-sweep MAOS trajectory lies within the 
overlapping region of all four sweet spots corresponding to the four nonlinearities: [e1], [v1], [e3], 
[v3]. The transition point for the frequency-sweep MAOS trajectory comes out to be ω = 1.25 rad/s, 
which is quite close to (although not exactly equal to) the cross-over frequency ωx = 1.77 rad/s (i.e. 
G′ = G″ at ωx; see Fig 2.5(a), red points). Thus, in terms of the dimensionless Deborah number 
De = λxω where λx is the crossover timescale, i.e. λx = ωx-1, the two regions of frequency-sweep 
MAOS trajectory are low De (slope -1) and high De (slope 0). 
The frequency-sweep MAOS trajectory of Fig. 2.4(a) is only one of the many possible options. 
Other valid trajectories can be constructed by individually shifting the constant strain rate 
amplitude and constant strain amplitude lines in Fig. 2.4(a) in the vertical direction, while ensuring 
that the end-points are within the respective sweet spots at the boundaries. However such a method 
does not guarantee the placement of the trajectory within the common sweet spot of all four 
nonlinearities at intermediate frequencies. The confidence metrics developed in Section 2.4.3 
provide quantitative validation checks to see if the chosen trajectory goes outside the MOAS sweet 
spots.    
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FIG. 2.4. Identification of γ0 (ω) trajectory for frequency-sweep MAOS in (a) requires at least two pieces 
of information: MAOS sweet spots at minimum and maximum ω as shown in (b) and (c). The gray 
shaded region is below the low torque limit of the instrument. Frequency-sweep MAOS trajectory is 
chosen such that it lies within the confines of the two sweet spots, has a power-law slope of -1 at low ω 
and 0 at high ω, and the transition point is the geometrical intersection of the two lines. One such 
representative curve is as shown in (a), where the transition point is given by
0 0/ 0.5 / 0.4 1.25 rad / s     . A constant strain-amplitude ω-sweep SAOS trajectory is also shown 
for contrast.             
 
2.3.2.2 One-point estimates for third-harmonic material functions 
Single point stress harmonic measurements at a fixed strain amplitude are acquired for each 
frequency along the frequency-sweep MAOS trajectory. Extraction of third-harmonic material 
functions is based on Eqs. (2.7)-(2.8), neglecting the  50O  terms, and solving for apparent MAOS 
material functions:     
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      3 0,13 3app
0,1
,
e
   

    (2.9) 
      3 0,13 3app
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v   (2.10) 
where γ0,1 is the imposed strain amplitude and the subscript “app” indicates apparent material 
functions . Since only the single point stress measurements at a given strain amplitude are 
required for apparent [e3] and [v3], we call these estimates 1-point estimates.    
2.3.2.3 Two-point estimates for first-harmonic nonlinear material functions 
The two first-harmonic stress coefficients combine the effects of four material functions (two 
linear and two nonlinear) as shown in Eqs. (2.5)-(2.6). This results in two equations and four 
unknowns for frequency-sweep MAOS. To generate four equations, we require measurements at 
two strain amplitudes for each frequency. We choose the strains: γ0,1 from the frequency-sweep 
MAOS trajectory and γ0,2 from the smaller amplitude frequency-sweep trajectory (e.g. an existing 
SAOS trajectory) as shown in Fig. 2.4(a). The resulting equations after neglecting the  50O  terms 
for γ0,1 and  30O   terms for γ0,2 are:    
       31 0,1 0,1 0,1 1, G e           (2.11) 
    1 0,2 0,2, G        (2.12) 
       31 0,1 0,1 0,1 1, G         v   (2.13) 
    1 0,2 0,2, G        (2.14) 
Solving Eqs. (2.11)-(2.14) for apparent material functions G', G", [e1], [v1] we get:  
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v   (2.18) 
Since stress measurements at two different strain amplitudes are required for apparent [e1] and 
[v1], we call them 2-point estimates. Note that we are still making 1-point estimates for apparent 
G', G". This completes the section on identification of a frequency-sweep MAOS trajectory and 
point-estimates of all six material functions. We discuss the obtained results next.    
2.4 Results and discussions 
In this section, we first compare the point estimates of both SAOS and MAOS from 
frequency-sweeps against the fundamentally more accurate strain-sweep fits and second, we 
develop confidence metrics for both frequency-sweep SAOS and MAOS data. One of the main 
reasons for developing point estimates is to avoid the long time durations that strain-sweep 
measurements entail. Minimal effort is required to find the γ0 (ω) trajectory (only two strain-
sweeps), resulting in significant reduction in time and material. For our study here,   
frequency-sweep MAOS required only 6 hours and 3 material loadings in contrast to 21 hours and 
16 material loadings for strain-sweep MAOS. The benefit would increase further with a wider 
frequency range or higher point density in frequency space.   However, as an additional step, we 
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require quantitative ways to check the accuracy of point estimates, without making an actual 
comparison with strain-sweep fits. Confidence metrics developed here help in achieving this goal.   
2.4.1 Fit versus point estimates for SAOS 
Fig. 2.5 shows the comparison between the conventional 1-point SAOS with the more accurate 
strain-sweep fit results. Here, strain sweep fitting is done up to the upper limit of MAOS regime 
using Eqs. (2.5)-(2.6) as shown for a particular frequency in Fig. 2.2. As a result, we get fit 
estimates in pairs of G', [e1] and G", [v1] as shown in Figs. A5.1-A5.16 of supplementary material 
in Appendix A. These fit values of G' and G" are used in Fig. 2.5 for the “γ0-sweep” data points. 
1-point estimates come from frequency-sweep SAOS at constant γ0 = 0.02 shown as the gray 
horizontal trajectory in Fig. 2.4(a).  
Fig. 2.5(a) shows a good agreement between the fit values from strain-sweeps and 1-point 
estimates along the frequency-sweep SAOS trajectory as expected. Most of the points have 
deviation less than 5%, although at some points, this deviation goes as high as 13%. It is our 
experience that the typical precision of SAOS is < 5% for well controlled experiments. For our 
PVA-borax hydrogel, the strain-sweep measurements were taken over a period of a few days. As 
this material shows a slow aging effect during this period, the deviation at some points is larger 
than 5%. For such cases, the faster ω-sweep provides an additional big benefit over γ0-sweep by 
avoiding aging of the sample. In-fact for the same reason, faster ω-sweep results may be more 
accurate sometimes than the slower γ0-sweep.    
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FIG. 2.5. True (limit γ0→0 fit) versus 1-point estimates for SAOS of PVA-borax: (a) Dynamic moduli, 
(b)-(c) Absolute % deviations of 1-point SAOS from true γ0-sweep (fit) results.  A constant γ0 = 0.02 
trajectory, shown as the gray line in Fig. 2.4(a), was used for 1-point SAOS estimates. 
 
2.4.2 Fit versus point estimates for MAOS 
Fig. 2.6 shows that point estimates from frequency-sweep MAOS (ⅰ) agree closely with fits from 
strain-sweep MAOS, and (ⅱ) accurately predict the sign change locations for [e3] and [v3]. 
Significant deviations are observed at low frequencies for [e1] including the wrong prediction of 
the sign-change location. These deviations are due to the extremely narrow sweet spot of [e1] at 
these frequencies for this particular material. Deviations in [v1] at low frequencies are also 
observed due to the similar reason of narrow sweet spot, although these are less prominent than 
deviations in [e1]. We will cover this aspect of extremely narrow sweet spot in more detail in 
Section 2.4.4.  
The overall good agreement between the point estimates and fit estimates for MAOS including 
the accurate prediction of sign-change locations (for [e3] and [v3]) shows the effectiveness of the 
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proposed frequency-sweep MAOS technique. The % deviation of point estimates from fit values 
is close to 25% at most points; much higher than SAOS. However, such a level of variation may 
be within acceptable limits as MAOS signals are only a small perturbation to the dominant linear 
signal and as such, they are more prone to instrument noise and also more sensitive to extraction 
details. These points will be covered in an extensive detail in a separate publication.   
The validation of frequency-sweep MAOS in Fig. 2.6 requires the comparison with 
strain-sweep MAOS results. Since our goal is to perform frequency-sweep MAOS instead of 
strain-sweep MAOS for time and material economy, we need a quantifiable way to validate the 
frequency-sweep MAOS data without the knowledge of strain-sweep fit results. The validity of 
the frequency-sweep MAOS data becomes questionable if the chosen trajectory goes outside the 
bounds of MAOS sweet spot, i.e. if the trajectory goes into either the “too noisy” or the 
“too nonlinear” regime. The confidence metrics developed in the Section 2.4.3 quantify the degree 
to which the point estimates are believable, i.e. that the trajectory is within the “sweet spot”.     
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FIG. 2.6. True (limit γ0→0 fit) versus point estimates for MAOS characterization. Insets show absolute 
% difference between the two methods. 2-point estimates in (a)-(b) use ω-sweep SAOS and 
ω-sweep MAOS trajectories, while 1-point estimates in (c)-(d) use only the ω-sweep MAOS trajectory 
of Fig. 2.4(a). γ0-sweep MAOS data and uncertainty bars are the best fit values and standard error in best 
fit values respectively, where fitting is carried out as shown in Figs. A5.1-A5.16 of supplementary 
material in Appendix A.     
 
2.4.3 Confidence metrics for frequency-sweep MAOS  
Stress harmonics of the time varying stress waveform are revealed by Fourier transform (FT) [6-
8] as shown for a representative case in Fig. 2.7. A signal in the MAOS regime shows dominant 
measurable peaks at first and third harmonics (first harmonics being higher in magnitude). The 
next few harmonics (second, fourth and fifth) show small yet measurable values larger than the 
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ideal stress resolution limit of the instrument min minF T  , while the rest of the higher harmonics 
are quite close to this limit.  
 
FIG. 2.7. Stress harmonics in the stress waveform of 1-point MAOS at 0 0.40 and 25.1rad/s   , 
obtained via Fourier transform. The gray shaded region is below the ideal stress resolution limit of the 
instrument. When the input variables 0 ,  lie within the sweet spot of MAOS, σ1 and σ3 are the 
dominant components; while the non-zero components σ2 (indicating noise) and σ5 (indicating strong 
nonlinearity) can be used to construct confidence metrics for point measurements of both MAOS and 
SAOS. This is shown in Fig. 2.8. 
 
We hypothesize (and test) that harmonic ratios can indicate when MAOS (and SAOS) data are 
“too noisy” or “too nonlinear”. For an artifact-free shear-symmetric material, second harmonics 
are just random noise [23,35] and can be compared to third harmonics for a confidence metric for 
“too noisy” MAOS data. “Too noisy” MAOS data can occur if the strain amplitude is too small.  
The “too noisy” MAOS case can then be represented by the inequalities  
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Similarly, a “too nonlinear” criteria for MAOS is constructed, but using the fifth harmonics which 
are the next higher order nonlinearity. “Too nonlinear” MAOS data can occur if the strain 
amplitude is too large. The “too nonlinear” checks are constructed as 
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 
  (2.20) 
Here, κ and ζ are subjective tolerance thresholds for noise effects and nonlinear effects on MAOS 
estimates and reasonable values like 0.1, 0.25 or 0.33 etc. can be prescribed. 
Eqs. (2.19)-(2.20) can be translated into a 2D MAOS validity map as shown in Fig. 2.8(a); 
where we use κ = ζ = 0.1. After excluding the too noisy and the too nonlinear zones, we get a 
region of confident MAOS data represented by the lower left rectangle. When populated by the 
stress harmonic ratios for the frequency-sweep MAOS data of Fig. 2.6, we get the sign-change 
location point of [e3] as a “too noisy” point while the rest of the points fall into the confident 
MAOS data region. The data of Fig. 2.6 is re-plotted in Fig. 2.9 with this low confidence point 
identified for [e3]. This result is not surprising as the magnitude of the third-harmonic elastic stress 
goes through a global minimum at the sign-change location, and hence it is difficult to resolve and 
becomes comparable to the second-harmonic stress. Note that the approach of flagging bad data 
based on ratios constructed from third-harmonic stresses is most confidently applicable to [e3] and 
[v3]. The first harmonic nonlinearities [e1] and [v1] are coupled with G', G" and a simple ratio of 
harmonics may not capture this. 
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FIG. 2.8. Confidence metrics for validating point-estimates of (a) MAOS and (b) SAOS data. MAOS 
plot is shown for the ω-sweep MAOS data of Fig. 2.6 (blue points) and, SAOS plot is shown for the 
ω-sweep SAOS data of Fig. 2.5(a) (red points). The confidence metrics can be used to either (ⅰ) flag less 
confident data and/or (ⅱ) estimate heuristic uncertainty bars for ω-sweep data as shown in Fig. 2.9.   
 
As an alternative to flagging individual low confidence data points, we develop a heuristic 
approach of assigning an uncertainty to MAOS point estimates. The magnitude of uncertainty 
relative to data is inversely proportional to the degree of confidence in the data. We compare the 
second harmonic stress, fifth harmonic stress, and the ideal stress resolution limit of the instrument, 
and then choose the maximum among them as the dominant contributor to the low confidence in 
the data. This maximum stress is then converted to an uncertainty for elastic/viscous MAOS 
nonlinearities by appropriate normalization:         
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Here, FσTmin is the ideal stress resolution limit of the instrument as stated previously. The factor of 
10 accounts for the fact that we are using 0.1 as the MAOS confidence metrics threshold in 
Eqs. (2.19)-(2.20), so the stresses in Eqs. (2.21)-(2.22) are scaled by the inverse of this MAOS 
threshold.    
The largest uncertainty bar relative to point estimate in Fig. 2.9(c)-(d) is observed for the “too 
noisy” data point which is [e3] at 2.51 rad/s. For the rest of the good data in Fig. 2.9(c)-(d), the 
uncertainty bars are relatively small compared to the point estimates. The main idea here is that 
instead of just flagging the individual bad data points, we can put intuitive uncertainty bars on all 
points whose magnitude relative to data are inversely proportional to the degree of confidence in 
the data. Note that this is not an actual uncertainty associated with frequency-sweep MAOS data. 
Rather, this is just used as a qualitative way of interpreting the goodness of MAOS point estimates.  
Similar to stress harmonic ratios, the MAOS data uncertainty formulation of Eqs. (21)-(22) 
based on third harmonics scaling is not strictly valid for [e1] and [v1]. However, it should give 
reasonable estimate for the uncertainty in [e1] and [v1], especially in the terminal regime, where 
the first harmonic and third harmonic nonlinearities are directly proportional to each other  [59]. 
Application of confidence metrics for flagging bad MAOS data is demonstrated for two additional 
trajectories in Figs. A3-A4 of supplementary material in Appendix A. 
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FIG. 2.9. Confidence metrics of Fig. 2.8(a) applied to ω-sweep MAOS data of Fig. 2.6; data outside the 
confidence limits are flagged. A heuristic uncertainty can be assigned using Eqs. (2.21)-(2.22) shown as 
error bars. The size of the assigned error bars relative to point estimate data is inversely proportional to 
the degree of confidence in the data.  
 
The above ideas of confidence metrics can be extended to frequency-sweep SAOS as well. For 
SAOS, the signal of interest is the first harmonic, which can be compared with second harmonic 
for identifying too noisy SAOS and with third harmonic for identifying too nonlinear SAOS.  
Similar to Eqs. (2.19)-(2.20), we get inequalities for “too noisy” and “too nonlinear” SAOS as    
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Eqs. (2.23)-(2.24) can be translated into a 2D SAOS validity map as shown in Fig 2.8(b); here 
we use κ = ζ = 0.01, in contrast to 0.1 used for MAOS. This is because SAOS signal can be 
measured very precisely and with much more confidence than MAOS.  After excluding the too 
noisy and too nonlinear zones, we get a region of confident SAOS data represented by the lower 
left rectangle. When applied to the stress harmonics ratio for the 1-point SAOS data of Fig. 2.5(a), 
all the points fall within the confident SAOS region, even with the tight threshold for ratios used 
here. We expect bad SAOS data to be more readily evident for ultra-soft materials like certain 
biological systems, where  SAOS can potentially become too noisy [14,60], and for  materials like 
semiflexible polymer networks which show a strong strain stiffening [61], where SAOS can 
potentially become too nonlinear.    
2.4.4 Limitation of ω-sweep MAOS: Very narrow sweet spot in either material 
function 
The proposed frequency-sweep MAOS method yields good data if the trajectory lies well within 
the common sweet spots of all four MAOS nonlinearities. This becomes difficult when one or 
more of the sweet spots is very narrow. Fig. 2.10(a) shows that the frequency-sweep MAOS 
trajectory lies comfortably within the [e3] sweet spots at all frequencies. However, at 
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ω = 0.251 rad/s the [e1] sweet spot is much narrower than the [e3] sweet spot and the 
frequency-sweep trajectory lies much farther into the too nonlinear region of [e1] as shown in 
Fig. 2.10(b). Although the material shows subtle (but reproducible) strain softening ([e1] < 0) in 
the asymptotic regime, the frequency-sweep predicts [e1] > 0 as the strain amplitude lies in the 
strain stiffening nonlinear regime. This represents a worst case scenario for frequency-sweep 
MAOS where the wrong sign is predicted, as shown in Fig. 2.6(a) for [e1] at 0.251 rad/s. Similarly, 
a narrow sweet spot also occurs at 0.1 and 0.158 rad/s, and the trajectory lies in the too nonlinear 
region for [e1]. Fortuitously, for 0.1 and 0.158 rad/s, the values of modulus at the given strain 
amplitude of γ0 = 5 and 3.16 respectively, are lower than the G' plateau which gets the sign 
prediction of [e1] correct even if the quantitative values do not match the strain sweep results. 
Similarly, for [v1] at low frequencies (0.1-0.251 rad/s), frequency sweep predicts a stronger viscous 
thickening ([v1] > 0) than the asymptotic regime fits, as the trajectory lies outside the narrow sweet 
spot of [v1] into the too nonlinear regime which shows a stronger viscous thickening. To reduce 
the risk of data affected by narrow sweet spots, we recommend performing a few different 
frequency-sweep MAOS tests by shifting the γ0 (ω) trajectory in the vertical direction. If the value 
of the MAOS material functions change drastically (either in sign or magnitude) by small vertical 
shifts in trajectory, then the data is most likely affected by the presence of narrow sweet spots.    
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FIG. 2.10. Frequency-sweep MAOS trajectory of Fig. 2.4(a) lies comfortably within the actual sweet 
spots of [e3] at all ω as shown in (a). However, at 0.251 rad/s as shown in (b), the [e1] sweet-spot is much 
narrower than [e3] and the ω-sweep MAOS trajectory lies much beyond the upper bound for [e1] sweet-
spot. Due to being in the too nonlinear regime for [e1], the ω-sweep MAOS trajectory predicts a positive 
[e1] instead of the real negative [e1]. This explains the sign discrepancy in [e1] at 0.251 rad/s in Fig. 2.6(a).  
 
2.5 Conclusions 
Strain-sweeps are fundamental oscillatory shear tests, and important material functions strictly 
defined only in the limit γ0→0 are obtained by fitting the data over appropriate ranges of strain 
amplitudes. However, strain-sweeps are inherently both time and material consuming, which 
necessitates point estimates for material functions. This idea is already well accepted for SAOS in 
terms of the traditional frequency-sweep SAOS. However, a point estimate protocol has not 
previously been developed for MAOS. It is important to have a faster and material economical 
point estimate approach for MAOS since it is an experimentally accessible nonlinear test and 
reveals more information than SAOS. It is in this spirit that we develop a point estimate technique 
for MAOS, enabling “frequency-sweep MAOS”. 
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FIG. 2.11. Bad versus good frequency-sweep MAOS case study: Good MAOS matches up well with 
“true” strain-sweep results while bad MAOS data does not. In the absence of strain-sweep MAOS results 
for validation, 2 3  is used for checking the noise effects and 5 3  for checking the nonlinear 
effects in MAOS. Based on a threshold value of 0.1 for both ratios (indicated by the solid horizontal 
lines), the bad MAOS case is too noisy for all frequencies while the good MAOS case has only one noisy 
elastic data point at the sign change location. Here, a constant γ0 = 0.02 was used for bad MAOS case 
while the good MAOS case uses the frequency-sweep MAOS trajectory of Fig. 2.4(a).    
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A Pipkin space reveals that the sweet spot or the domain of validity for MAOS is much 
narrower and shows stronger dependence on frequency compared to SAOS. As a result, a 
frequency sweep at a constant strain amplitude is not a good option for MAOS. A better γ0 (ω) 
trajectory for frequency-sweep MAOS is the one which shows constant strain rate amplitude 
scaling at low frequencies (low De) and constant strain amplitude scaling at high frequencies (high 
De), with the simple geometric intersection taken as the transition point for the power law slope. 
A single frequency sweep across this trajectory is sufficient to characterize the third harmonic 
nonlinear material functions of MAOS: [e3] and [v3]. However, for characterizing the first 
harmonic nonlinear material functions [e1] and [v1], an additional frequency sweep is required, for 
which frequency-sweep SAOS data can be utilized.  
We demonstrated this new approach of frequency-sweep MAOS for a PVA-borax hydrogel, 
whose strain-sweep MAOS characterization was done extensively in prior works [30,42]. Our 
frequency-sweep MAOS results show close agreement with strain-sweep MAOS, demonstrating 
the effectiveness of the new protocol. The approach developed here is general and can be applied 
to any material class. This new, faster, and material economical MAOS approach will be 
particularly beneficial for precious samples such as model polymers with well-defined 
architectures which are typically available in very limited quantities [2].    
We further develop confidence metrics for frequency-sweep MAOS, which can detect bad data 
(either too noisy or too nonlinear) without having to compare with strain-sweep MAOS results. 
We use the ratio of second to third harmonic stresses as a “too noisy” data indicator and the ratio 
of fifth to third harmonic stresses as a “too nonlinear” data indicator for MAOS. Above a certain 
reasonable threshold for either one of these ratios, MAOS data has lower confidence. These 
confidence metrics can be used either to flag individual bad data points, or to calculate a heuristic 
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uncertainty for all data points where the size of uncertainty bars relative to data is inversely 
proportional to the degree of confidence in the data. These confidence metrics are strictly valid for 
third harmonic material functions and not for first harmonics. However, in the terminal regime 
where first harmonic and third harmonic nonlinearities are interrelated, confidence metrics are 
applicable to first harmonic nonlinearities as well. The ideas based on ratios of stress harmonics 
are further extended to develop confidence metrics for frequency-sweep SAOS as well.  
We envision this new technique of frequency-sweep MAOS coupled with confidence metrics 
to provide researchers with a much faster and material economical way to generate MAOS data 
and in parallel a way to check its correctness. This is demonstrated as a case study in Fig. 2.11 
where we compare a bad MAOS case with the good MAOS case of Fig. 2.6. In the absence of true 
strain-sweep MAOS for comparison, it is hard to tell if the generated data is good or bad. Although 
the multiple sign-changes for the bad MAOS case raises suspicion that it is indeed a bad case, this 
is confirmed using the checks based on our proposed confidence metrics. For the bad case in 
Fig. 2.11, the first check shows that the whole dataset is noisy and that the γ0 (ω) trajectory is 
located too low in the Pipkin space. In such a case, the frequency-sweep MAOS trajectory can be 
re-calculated, processed data checked again, and the process continued until most of the generated 
data is confirmed good by the confidence metrics. 
Furthermore, the use of confidence metrics for SAOS will provide a fast way of checking the 
data validity especially for soft materials which might have low signal to noise ratio or for cases 
where the input strain amplitude might be too low/high for any kind of material. A cautionary case 
is shown in Fig. 2.12. For good SAOS with correct input strain amplitude, the data checks out even 
with a tight threshold of 0.01 for confidence metrics. However, for the bad SAOS case, the most 
erroneous points are even outside a conservative threshold of 0.1 for confidence metrics.    
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FIG. 2.12. Bad versus good frequency-sweep SAOS case study: good SAOS agrees with “true” strain-
sweep results at all frequencies with high accuracy (as shown in Fig. 2.5(b)-(c)). This is reflected in the 
ratio of stress harmonics (confidence metrics) being smaller than even a very restrictive limit of 0.01 
(solid horizontal lines). The bad SAOS case, however, clearly shows a number of noise-affected points 
even with a conservative limit of 0.1 (dashed horizontal lines) for the ratio of stress harmonics.  Here, a 
constant γ0 = 0.02 was used for good SAOS case while γ0 = 55 10 was used for the bad SAOS case.    
 
In conclusion, our newly proposed methods will be useful to all SAOS and MAOS frequency 
sweeps as demonstrated by the two case studies of Figs. 2.11-2.12. Admittedly, MAOS frequency 
sweeps are more challenging than SAOS, primarily due to the smaller signals associated with 
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MAOS and the low-torque resolution limits of current instruments. Of course, current low-torque 
limits have the potential to be improved with better transducer technology, making MAOS even 
easier in the future. Yet even now, with our proposed method, frequency-sweep MAOS is feasible 
and much easier to implement than conventional strain-sweep MAOS. This makes MAOS more 
accessible to the research community and we look forward to more MAOS signatures being 
reported in the open literature.    
2.6 Additional information: Lumped MAOS measure, Q0 
Instead of using the four nonlinear MAOS measures separately, some of the previous studies have 
reported a lumped subset of MAOS parameters [4]. For example, a nonlinear coefficient has been 
defined as   20 3/1 0, /Q I   , where I3/1 is the intensity of third harmonic relative to first harmonic. 
In the limit of small strain amplitudes, i.e. the asymptotically nonlinear regime, Q0 is defined as
   
0
0 00
lim ,Q Q   . In terms of the separated MAOS measures, Q0 can be written as [3,5,30]   
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v   (2.25) 
Even though this lumped measure is useful, it omits the first-harmonic nonlinear material functions 
completely, combines the elastic and viscous third-harmonic material functions, and removes the 
sign information.  
A comparison of fit versus point estimates for Q0 is shown in Fig. 2.13. The point estimates 
are in good agreement with fit estimates, with % deviations similar to that of third-harmonic 
material functions (see Fig. 2.6).  
The frequency-sweep estimates of Q0 are essentially 2-point estimates. Although they are 
dependent on only G′, G″, [e3], [v3], which are all 1-point estimates, the linear measures are 
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estimated at a lower strain amplitude while the third-harmonic nonlinear measures are estimated 
at a higher strain amplitude. So, measurements at two different strain amplitudes are required for 
the point estimates of Q0.       
 
FIG. 2.13. True (limit γ0→0 fit) versus point estimates for the lumped MAOS measure Q0. Inset shows 
absolute % deviation of point estimates from the “true” strain sweep fit results.  
 
2.7 Supplementary material 
See supplementary material  in Appendix A for the full strain-sweep MAOS dataset (including 
MAOS fits), two additional frequency-sweep MAOS case studies, comparison of experimentally 
determined SAOS and MAOS sweet-spots, and SAOS regime identification and reversibility 
verification with respect to applied strain amplitude for the PVA-borax hydrogel. 
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Chapter 3* 
Honest parameter uncertainty requires fitting SAOS+MAOS simultaneously 
 
This chapter focusses on how to fit models to overall data (SAOS signals: G′, G″ and MAOS 
signals: [e1], [v1], [e3], [v3]), once these signals have been obtained via frequency-sweeps as 
outlined in Chapter 2 or through other means such as the traditional strain-sweep MAOS. Because 
of the typical mathematical structure of analytical MAOS models, two options are possible: (1) Fit 
SAOS first to determine the linear model parameters, fix them at these estimated values in MAOS 
model prediction equations and then fit the MAOS data to obtain nonlinear parameters (referred 
to as the two-step fit scheme in this work), or (2) fit SOAS and MAOS simultaneously to determine 
linear and nonlinear model parameters simultaneously (referred to as the simultaneous fit scheme 
in this work). Here, we show that option (2), i.e. fitting SAOS and MAOS simultaneously, is the 
conceptually correct and rigorous approach. Simultaneous fitting results in better optimization in 
terms of overall model fits, however, the fit parameter uncertainties are larger. The later might 
prompt a researcher to choose two-step fit, but we will show that the larger uncertainties of 
simultaneous fitting are the honestly estimated uncertainties, reporting which is a critical step in 
uncertainty quantification of rheological model parameter estimates. We demonstrate these ideas 
on the data for a cis-1,4-polyisoprene melt fit using a multi-mode Giesekus model.      
3.1 Introduction 
Fitting of experimental data using constitutive models is ubiquitous in all areas of science and 
engineering. Fitting physically meaningful parameters to the experimental data can elucidate 
                                                            
* A portion of this chapter was presented at the Society of Rheology 87th Annual Meeting:                                       
[1] Singh, P. K. and Ewoldt, R. H., Inferring structure from rheology:Parameter uncertainties in fitting 
asymptotically-nonlinear rheology, Paper No. CR15, in The Society of Rheology 87th Annual Meeting,  Baltimore, 
MD, (2015).   
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valuable information, e.g. the relaxation spectrum of the material [2-8], molecular weight 
distribution for polymer melts [9-15], intrinsic viscosity [16] which can be used to infer molecular 
features such as hydrodynamic radius of polymer molecules in solution [17,18], persistence length 
and time constants of wormlike micelles (WLMs) [19], network mesh size for transiently 
cross-linked polymer networks [20], number of arms on a branched polymer molecule [21,22], 
dispersion quality index of colloidal dispersions [23], average size of emulsified droplets [24] or a 
droplet size distribution [25] of the dispersed phase in polymeric blends based on the Palierne 
model [26], and Leslie coefficients [27] which determine direction and rate of rotation in nematic 
liquid crystals [28]. Beyond rheology, inferring parameter values by fitting experimental 
observation is fundamental to science and new discoveries, such as identifying the mass of the 
Higgs boson [29] or quantifying fundamental physical quantities such as the gravitational constant 
G [30].  
In all cases of fitting a model to data, two key pieces of information are reported: best estimates 
of the model parameters and their associated uncertainty. Conventional wisdom dictates that one 
should aim for reducing the model parameter uncertainty, so that estimates of model parameters 
are more precise. However, from a broader perspective, consideration of the parameter uncertainty 
is dictated by the objective of the fitting exercise. If the objective is data prediction using the 
model, then parameter uncertainty itself may not be very important. This is particularly the case 
with empirical models where after calibrating the fit parameters, the aim is to predict the data based 
on certain input conditions. Thus, parameters with large uncertainty are acceptable as long as the 
model predictions are satisfactory. This is also beneficial for design problems where we have the 
freedom of varying the parameters within a large range to get the same performance. In contrast, 
for models which are grounded in physics, the parameters represent (or are related to) some 
physical features of the system. Such models are likely to predict the data well as long as an 
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accurate estimate of the parameters can be obtained. As such, while fitting the data with these 
models, the final aim is to obtain a precise estimate of the parameters to gain insight into the 
physics of the system. These cases require that an honest and rigorous uncertainty be reported 
along with the parameter estimates, which takes into account various factors such as experimental 
data uncertainty, model form uncertainty, etc. Since the goal of this work is to make 
microstructural inferences based on fit parameters, we will look into the aspect of determining the 
honest uncertainty in model parameters fit to MAOS data.       
In what follows, we will demonstrate how fitting the MAOS (and SAOS) data using the 
conventional protocol used in the rheology community leads to misleading uncertainty in fit 
parameter estimates. This is shown for the MAOS data of a cis-1,4-polyisoprene melt, fit to a 
multi-mode Giesekus model [31-34] using the simple and most widely used least squares method 
[35-38]. A guiding principle [39] to obtain an honest uncertainty in model parameters is to fit 
SAOS and MAOS data simultaneously. In fact, this holds true for any combination of linear and 
nonlinear rheological data, where all data should be fit simultaneously to obtain an honest and 
accurate uncertainty.  
3.2  Motivation 
Rheological constitutive models which can be solved analytically for certain flow conditions 
typically show that linear flow predictions depend upon linear model parameters, whereas 
nonlinear flow predictions depend upon both linear and nonlinear model parameters [40,41]. This 
is also true for models which can be solved analytically for LAOS [42] and MAOS [31], wherein 
SAOS model predictions depend on linear parameters, typically a discrete or continuous relaxation 
spectrum, while MAOS model predictions depend upon the linear parameters and additional 
nonlinear parameters. An example is the multi-mode Giesekus model used in this chapter for 
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demonstration (model details are described in Section 3.3), where the SAOS model fit parameters 
are the relaxation timescales and moduli {τi, Gi}, while MAOS model fit parameters include an 
additional nonlinear parameter αi for each mode, {τi, Gi, αi}. For a library of other constitutive 
models which have analytical solutions for MAOS, see the work by Bharadwaj and Ewoldt [31].   
The mathematical structure of analytical MAOS models then enables two options for fitting as 
shown in Fig. 1. First, which has been widely used in rheology literature, is referred to here as the 
two-step fit [34,43,44]. For this scheme, the linear data is fit first to obtain the linear parameters, 
which are then fixed at their best estimates in the nonlinear data constitutive equations. The 
nonlinear data is then fit to obtain the nonlinear parameters. As an alternative, we have the second 
scheme referred to here as the simultaneous fit [45,46], in which case linear and nonlinear data are 
fit simultaneously to obtain linear and nonlinear parameters. 
Which of the two schemes is better in terms of model fits? Or in terms of an honest uncertainty 
quantification of model parameters? Is there any scientific reasoning for preferring one over the 
other? What specific challenges exist for MAOS data and models, based on their typical features? 
We answer these questions in this chapter. First, we describe the material, the model, and the 
methods (rheometry and fitting), followed by the results of fitting. Finally, we give mathematical 
and statistical arguments to show that simultaneous fitting should be preferred for an honest 
uncertainty quantification of model parameters.              
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FIG. 3.1. Two ways of fitting MAOS data: (a) Two-step fit where the linear data is fit first to obtain the 
linear parameters, which are then fixed at their best estimates in the nonlinear data constitutive equations. 
The nonlinear data is then fit to obtain the nonlinear parameters. (b) As an alternative to two-step fit, we 
have the second scheme referred to as the simultaneous fit, in which case linear and nonlinear data are fit 
simultaneously to obtain linear and nonlinear parameters. 
 
 
3.3 Material, model, methods, and data  
The data used here was provided by Dr. N. Ashwin Bharadwaj, some of which is published 
[47], while the rest of it is reported here for the first time. We describe the material next, then 
summarize the rheometry protocol used for data acquisition followed by the data. The full details 
of rheometry methods can be found out in the published work of Bharadwaj and Ewoldt [47]. 
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3.3.1 Cis-1,4-polyisoprene melt 
The material used for the experiments was a linear and well-entangled 1,4-polyisoprene melt 
(with a high cis content) with a molar mass (weight averaged) of 54,000 g/mol, and a polydispersity 
index (PDI) ~ 1.2, supplied by Kuraray America Corporation under the trade name LIR-50 (where 
LIR stands for liquid isoprene rubber). This material has been previously shown to display an 
extended terminal regime accessible at room temperature, making it a preferable material for 
calibrating phase angles close to 90º [48]. The linear oscillatory shear [49] and nonlinear start-up 
of shear [50] rheology of this material has been characterized for a range of molecular weights. 
Bharadwaj and Ewoldt [47] validated their predictions of the terminal regime scaling and 
interrelations for the nonlinear material functions of medium amplitude oscillatory shear (MAOS) 
with this material, utilizing the extended terminal regime . 
3.3.2 Rheometry methods and data 
Rheometry measurements were performed on a separated motor-transducer rheometer (TA 
Instruments ARES-G2) using a cone and plate geometry with a cone of 50 mm diameter and 2° 
cone angle. A cone and plate geometry ensures approximately homogeneous simple shear 
deformation inside the material [51]. A large diameter was chosen here for better torque sensitivity 
at low frequencies. The experiments were carried out at a temperature of 25ºC maintained by a 
Peltier system in the lower plate. 
The linear viscoelastic response shown in Fig. 3.2(a) is the same as in the published work of 
Bharadwaj and Ewoldt [47] (their Fig. 3). A fixed strain amplitude of γ0 = 1% was used for the 
linear viscoelastic frequency sweep. The two linear viscoelastic moduli are positive throughout 
and show the expected terminal regime scaling behavior of 2~G   and ~G   at low 
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frequencies. The instrument torque resolution limit Tmin sets the minimum measurable modulus as 
[52,53] 
 minmin
0
,F TG    (3.1) 
where  33 2F R   is the stress conversion factor for the cone-plate geometry with radius R 
[51], resulting in the low-torque limit as shown by the horizontal line in Fig. 3.2(a). Here the 
manufacturer specified limit of Tmin = 0.05 μNm was used for calculation. 
The MAOS response is shown in Fig. 3.2(b)-(e). The details of measurement of these 
asymptotic nonlinearities are given in the original publication by Bharadwaj and Ewoldt [47]. 
(Note that the MAOS data shown here was collected using conventional strain-sweep method. This 
is in contrast to the new method of frequency-sweep MAOS developed in the previous chapter. 
The differences between the two methods were elaborated there.) The low frequency data reported 
here is directly taken from their work but the high frequency data (angular frequencies 4.64 rad/s 
and above) has been reported here for the first time. As mentioned before, MAOS material 
functions can change sign over the frequency domain unlike linear viscoelastic moduli which are 
always positive. For this dataset, the only sign change is observed for [v3] from negative at low 
frequencies to positive at high frequencies. The remaining three MAOS material functions retain 
their sign over the whole frequency domain. However, they have different signs: [e1] and [v1] are 
always negative while [e3] is always positive.  
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FIG. 3.2. Oscillatory shear data on a cis-1,4-polyisoprene melt: (a) SAOS, (b)-(e) MAOS material 
functions. The linear viscoelastic response in (a) is the same as in the published work of Bharadwaj and 
Ewoldt [47], and shows terminal regime scaling behavior of 2~G   and ~G   at low frequencies. 
The low-torque limit is calculated using Eq. (3.1). For this dataset, [v3] changes sign from negative at 
low frequencies to positive at high frequencies. The other three MAOS material functions retain their 
sign over the whole frequency domain. However, they have different signs: [e1] and [v1] are always 
negative while [e3] is always positive.         
 
The combination of first- and third-harmonic MAOS material functions have interpretation for 
viscoelastic characteristics of that system [52]. For the MAOS data shown in Fig. 3.2(b)-(e), a 
negative [e1] implies that this material is elastic-softening, which is a typical characteristic of 
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entangled polymer melts, implying that with the application of larger deformations, the material 
softens elastically. A positive [e3] informs that this elastic-softening is driven by large strain-rates 
for this range of angular frequencies. A negative [v1] implies that the material is viscous-thinning, 
which means that with the application of larger deformations, viscosity of the material decreases. 
The sign change in [v3] informs that this viscous-thinning is driven by large strain-rates   for 
ω ≤ 7.5 rad/s, and by large strains   for ω > 7.5 rad/s. 
3.3.3 Multi-mode Giesekus constitutive model 
Our system of interest in this study is an entangled linear polymer melt where the primary 
stress relaxation occurs via reptation for which theoretical frameworks are well established [54-
60]. However, an accurate description requires the consideration of other secondary relaxation 
processes such as contour-length fluctuations, constraint release, and high frequency Rouse 
modes.[54,61-63]. Several sophisticated theoretical frameworks (for a review, see for example 
[54,61]) have been developed for combining these processes, and they have been previously 
applied to polyisoprene melt data as well [50,64]. The proper physics based model to use here is 
Doi’s modification to reptation model for including contour-length fluctuations [54,63,65-69], 
which captures the terminal regime physics of this cis-1,4-polyisoprene melt. We use data on this 
same material system in Chapter 4 and there we provide justifications for arriving at a modified 
reptation model as the best choice of model, as far as capturing the physics of the system is 
concerned.  
For the purpose of this chapter, however, we use a multi-mode Giesekus model instead of 
modified reptation model. This is because of the simple reason that the above mentioned reptation 
models have no nonlinear fit parameters. To develop and demonstrate the ideas on two-step versus 
simultaneous fit, it is more convenient to use a model with nonlinear parameters. The Giesekus 
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model provides the simplicity of having a single nonlinear parameter for each mode, while having 
a sufficiently complex mathematical structure where the nonlinear parameter appears both as a 
front factor and as a convolution with frequency-dependent terms. As a result, the multimode 
Giesekus model is representative of the complexity of a number of analytical MAOS models, and 
hence suitable for demonstration purposes here.    
The Giesekus model was first developed by Giesekus [32,33] to model the nonlinear 
rheological behavior of polymers in solution. Since then, it has been used for other systems 
including wormlike micelles [70] and polymer melts [40]. The single mode Giesekus model is 
represented as a tensorial equation in polymeric stress   as 
 (1) GG
           (3.2) 
where (1)  is the upper convected derivative of stress defined as 
      (1) Tv v vt    
           (3.3) 
where ji j
i
vv v x
    is the velocity gradient tensor. The parameters τ and G are the relaxation 
time and the relaxation modulus of the polymer which are related to the steady shear viscosity as
G  .  
The nonlinear dimensionless parameter, α is known as the mobility factor (or the drag 
anisotropy coupling parameter) and it relates the deformation of the polymer to the drag force. Its 
value varies from 0 1   , where α =0 represents the case when the drag force is independent of 
the configuration of the polymer and for this case, Eq. (3.2) reduces to the upper-convected 
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Maxwell model. The case of α =1 represents maximum coupling between the configuration of the 
polymer and the drag force. Such a case represents a drag force which is anisotropic and is highly 
variable with respect to the configuration of the polymer. The mobility factor has additional 
significance for wormlike micelle solutions where it distinguishes between different nonlinear 
effects. For that particular system, a value of up to 0.5 represents shear thinning while greater 
values represent shear banding and non-monotonic steady shear stress versus strain rate as shown 
in the work of Helgeson et al. [70].  
Eq. (3.2) represents the polymeric stress contribution due to a single mode of deformation 
characterized by the three parameters: τ, G and α. The Giesekus model can be extended to a 
multimode version as done previously in literature [43,44,71]. For such an extension, each mode 
has its own set of the three parameters with the stress contribution governed by  
 
(1)
.ii i i i i i i
i
G
G
             (3.4) 
In case of an M mode representation, each mode will have a separate governing equation for stress 
as shown above and the total stress is given by: 
 
1
M
i
i
 

   (3.5) 
For a sinusoidal deformation input represented as  
 0( ) sinxy t t   ,  (3.6) 
the constitutive equations of MAOS material functions for a single mode Giesekus model were 
derived by Gurnon and Wagner [34], which were then translated into the Chebyshev framework 
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of Ewoldt and Bharadwaj [52] (as used herein) by Bharadwaj and Ewoldt [31] (their Eqs. 34-37). 
These constitutive equations can be generalized to a multimode Giesekus model framework as 
     
2
2
1 1
M
i
i
i i
G G
        (3.7) 
    21 1
M
i
i
i i
G G         (3.8) 
                 
4 2 4 2
1 32 21
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[ ]
4 1 1 4
M i i i i i
i i
i
i i
e G
        
 
   
    

    (3.9) 
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 
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 (3.11) 
                       
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            
  
     
      

  v  
 (3.12) 
      A noteworthy feature of the Giesekus model is that the linear viscoelastic measures G′, G″ are 
identical to those of the multimode Maxwell model. This is justified because the nonlinear term 
involving the product of stresses in Eq. (3.4) goes to zero in the linear limit. The linear viscoelastic 
material functions depend only upon {τi, Gi} i.e. the relaxation spectrum of the material as shown 
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in Eqs. (3.7)-(3.8). In contrast, all four MAOS measures given by Eqs. (3.9)-(3.12) depend upon 
all three parameters of each mode: {τi, Gi, αi}. As previously mentioned, the mobility factor 
appears both as a front factor and in the numerator conflated with angular frequency.  
3.3.4 Fitting methods 
We used the standard least-squares method for fitting which in its most generalized form 
minimizes the sum of squares of weighted residuals also known as the residual sum of squares 
(RSS) [35-38]. For two-step fitting, this required fitting linear data by minimizing Eq. (3.13) first 
to obtain the linear relaxation spectrum {τi, Gi} followed by fitting nonlinear data by minimizing 
Eq. (3.14) to obtain nonlinear parameters {αi}. On the other hand, for simultaneous fitting, linear 
and nonlinear data were fit together by minimizing Eq. (3.15) to obtain linear and nonlinear 
parameters {τi, Gi, αi} together. 
      
   
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The “hat” notation in Eqs. (3.13)-(3.15) represent the model predictions, and N1 = 18 and N2 = 22 
are the number of frequencies at which SAOS and MAOS data were collected respectively. For 
simultaneous fitting, Eq. (3.15) provides the global RSS while for two step-fitting, the global RSS 
is calculated as the sum of linear and nonlinear contributions from Eq. (3.13) and Eq. (3.14) 
respectively. 
Note that the weighting of residuals was done by experimental data. This is the most commonly 
used weighting in the rheology community, mainly because the data typically varies over orders 
of magnitude and weighting by the experimental data gives potentially similar preference to all 
data points in fitting [72,73]. We will, however, show in Chapter 4 that the correct and rigorous 
weighting for least squares method is using the data uncertainty. For the dataset shown here, repeat 
measurement uncertainty was not available for all data points. So, for the purpose of this Chapter, 
we used the most commonly used experimental data weighting to demonstrate two-step versus 
simultaneous fitting. The conclusions drawn out from this chapter will be the same regardless of 
the weighting of residuals in the least squares method. 
The optimization of RSS was implemented using the Levenberg-Marquardt algorithm for 
iteratively adjusting the fit parameters [35,38] within OriginPro 2017 software. The fitting was 
performed with 400 maximum number of iterations until a tolerance of 10-9 was achieved on the 
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RSS. Here, tolerance is defined as the difference between the RSS of the last iteration and the 
current iteration divided by their sum. Usually the fits converged within ten iterations. 
Fit parameter uncertainty calculations require knowledge of experimental data uncertainties. 
However, when using a weighting w with an implied error model e.g. w = S (constant relative error 
model) here, the data uncertainties are known only up to a multiplicative factor i.e. Su c w  . 
Here, to be consistent with the notation of upcoming Chapter 4, we are referring to the 
experimental data as S and its uncertainty as uS. The multiplicative factor for such cases is 
estimated as  
  minRSSc N p    (3.16) 
where N is the total number of data points (= 2N1, 4N2, and 2N1+4N2 in Eqs. (3.13), (3.14), and 
(3.15) respectively) and p is number of model fit parameters (= 2M, M, and 3M in Eqs. (3.13), 
(3.14), and (3.15) respectively, were M is the number of modes used the Giesekus model). This 
quantity is used when error models are assumed in lieu of actual uncertainties [35], and its square 
is commonly known as reduced chi-squared. The rationale behind using this particular value is 
that for good fitting functions, RSS based on data uncertainty weighting should have an 
approximate value = N-p i.e. the number of degrees of freedom for fitting N data points.  
The multiplicative factor c defined by Eq. (3.16) is used via Eqs. (3.17)-(3.19) (which are 
defined later) for model parameter uncertainty calculations.   
3.4 Results and discussions 
3.4.1 Two-step fit versus simultaneous fit: Goodness of model fitting 
We performed two-step and simultaneous fitting on the data of Fig. 3.2 using up to 
M = 5 modes of Giesekus model. The minimized global RSS (i.e. sum of minimum of Eqs. (3.13)
-(3.14) for two-step fit and minimum of Eq. (3.15) for simultaneous fit) versus number of modes 
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is shown in Fig. 3.3. Overall, global RSS decreases with number of modes for both two-step fit 
and simultaneous fit because the increase in the number of fit parameters provides additional 
degrees of freedom for fitting the data. However, the goodness of fit seems to saturate as evident 
by the plateau in global RSS at higher number of modes. 
 
FIG. 3.3. The optimized global RSS versus number of modes for Giesekus model fit to the data of Fig. 3.2, 
using both two-step and simultaneous fit schemes of Fig. 3.1. Optimized global RSS is calculated as the 
sum of minimum of Eqs. (3.13)-(3.14) for two-step fit and minimum of Eq. (3.15) for simultaneous fit.  
 
Overall, simultaneous fitting provides better fits compared to two-step fit. This is clearly 
visible in terms of data fits as demonstrated for a 3-mode Giesekus model in Fig. 3.4. The fitting 
is dominated by the MAOS material functions rather than SAOS material functions because: (1) 
there are 4 MAOS signals as compared to 2 SAOS signals, and (2) MAOS data is non-trivial 
showing various trends and sign-changes while SAOS data shows simple Maxwellian response. 
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Addition of each mode provides only one more parameter for nonlinear data fitting in the two-step 
scheme, while three more parameters are available per mode in simultaneous fitting. As a result, 
simultaneous fitting results in more optimized fits for the same number of modes. 
Based on these results, one must naturally prefer simultaneous fitting over two-step fitting with 
an improved goodness of fit as an end goal. But what about model parameter uncertainty? Does 
simultaneous fitting also provide more precise estimates, i.e. less uncertainty in model parameters? 
We look at this question next.  
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FIG. 3.4. Three-mode Giesekus model fit to the data of Fig. 3.2 for both two-step and simultaneous fit 
schemes of Fig. 3.1. The corresponding fit parameters along with their uncertainties are shown in Fig. 3.5.    
 
3.4.2 Two-step fit versus simultaneous fit: Model parameter uncertainties 
We show the model parameter estimates along with their associated uncertainties for the 
3-mode Giesekus model in Fig. 3.5, the corresponding model fits for which are shown in Fig. 3.4. 
Parameter estimates are not the same for two-step and simultaneous fit because of the different 
choices of RSS for the two schemes. However, general trend of parameters for example, the 
Open symbols are negative 
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variation of Gi with τi are similar. By looking at the uncertainty in model parameter estimates, one 
would be tempted to say that simultaneous fitting gives larger uncertainties, for example, in the 
estimates of G1, G2, α1, α2 here. Does that mean one should prefer two-step fitting for precise 
estimation of microstructural model parameters even if the model fits are less optimum? The 
answer is NO and we describe the reasons next.  
3.4.3 Simultaneous fit gives honest and correct model parameter uncertainty 
The reason why we get larger uncertainties especially in Gi and αi for simultaneous fitting is 
immediately apparent if we look at the model prediction equations for MAOS material functions, 
Eqs. (3.9)-(3.12). There Gi and αi appear as a product (Gi αi ) in the front factor, suggesting a strong 
correlation between the two and hence, larger uncertainties in both. An easy way to understand 
larger uncertainties due to correlation here is to see that a large increase in one parameter can be 
countered by a large decrease in other parameter such that the product remains the same. Hence, 
each parameter can have a large variation for a given confidence interval. In the case of two-step 
fit, Gi’s are fit from linear data and then fixed at those estimates in the equations of MAOS material 
functions. Hence, the strong correlations of αi’s are removed which gives less uncertainty (and 
similarly less uncertainty is observed for Gi’s.) Hence, two-step fit gives only a partial uncertainty 
which is smaller than the correct full uncertainty that accounts for all parameter correlations. 
Keeping a few parameters fixed and then looking at variation of other parameters gives a smaller 
but false uncertainty, an already well-known fact in statistics [39]. We demonstrate this difference 
between partial and full uncertainty using a simple single mode Maxwell model fit to the SAOS 
data (2 model parameters) in Fig. 3.6. 
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The mathematics of the difference between full and partial uncertainties in a model parameter 
can be simply understood as follows. The uncertainty in model parameter pi in an M dimensional 
model parameter space  1 2, ,..., ,....,i Mp p p p p  is given as 
      01full 2 RSSip ii pu        (3.17) 
 
where RSS  is the residual sum of squares based on data uncertainty weighting. For Eqs. 
(3.13)-(3.15) which are based on experimental data weighting, the constant c of Eq. (3.16) has to 
be multiplied to the weights. Here  0p  is the optimum obtained by minimizing RSS and
RSS  is a second order tensor represented in matrix form as 
 
2 2
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1 12
2 2
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  (3.18) 
If all parameter correlations are ignored in Eq. (3.18), i.e. 
2RSS 0 ( )
i j
i j
p p
    , then we get only 
the partial uncertainty 
  
 0
12
2
RSS2 .
ip
i
p
u
p
          partial
  (3.19) 
 
 
81 
 
 
 
FIG. 3.5. Three-mode Giesekus model fit parameters to the data of Fig. 3.2 for (a) two-step, and 
(b) simultaneous fit schemes of Fig. 3.1. The corresponding model fits are shown in Fig. 3.4.    
 
The partial uncertainty of Eq. (3.19) is related to the inverse of diagonal element and is smaller 
than the full uncertainty of Eq. (3.17) which is related to the diagonal element of the inverse of the 
matrix in Eq. (3.18). If only a few correlations are ignored as is the case here, the uncertainty will 
be between the two extreme limits of Eq. (3.17) and Eq. (3.19). 
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Based on the arguments presented above, it is clear that an honest uncertainty in model 
parameters of microstructural significance is obtained by fitting SAOS+MAOS simultaneously. 
Surprisingly, most of the studies in literature have focused on two-step fitting (for e.g. [20,74-76]), 
while to the best of our knowledge only one of the recent study [77] fits SAOS+MAOS 
simultaneously. It seems that the importance of simultaneous fitting in not known to many 
practicing rheologists. One should not be deceived by the smaller uncertainties that are obtained 
in two-step fitting or for that matter, any kind of fitting where correlations are ignored. We will use 
the idea of fitting SAOS and MAOS simultaneously for correct prediction of uncertainties in 
Chapter 5 and 6 for polyethylene melts.     
 
FIG. 3.6. (a) A single-mode Maxwell model fit to the SAOS data (using data weighted least-squares of 
Eq. (3.13)) along with the fit parameter estimates. (b) The fit parameter estimates along with the 68.3% 
confidence ellipse. The full uncertainty in parameters accounts for all correlations. Keeping one parameter 
fixed ignores the correlations and provides only a partial uncertainty which although smaller than the full 
uncertainty, is wrong nonetheless for microstructural inference purposes. 
 
3.5 Conclusions 
A common feature of most analytical models for MAOS is that the SAOS material functions 
G′, G″ depend only upon linear model parameters (typically a relaxation spectrum) while MAOS 
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material functions [e1], [v1], [e3], [v3] depend upon both the linear model parameters and additional 
nonlinear parameters. This provides two options for fitting MAOS data. One scheme is to fit the 
SAOS data first to calibrate the linear parameters which are then fixed at the estimated values, 
followed by the fitting of MAOS material functions to calibrate the nonlinear model parameters: 
the two-step fit. Another way is to fit SAOS and MAOS data simultaneously for calibrating linear 
and nonlinear model parameters together: the simultaneous fit.  
The simultaneous fit provides closer model fits as more degrees of freedom are available for 
fitting the MAOS data, which dominates the overall fitting. This is accompanied by uncertainties 
which account for all parameter correlations. In contrast, the two-step fit ignores parameter 
correlations between the linear and nonlinear model parameters, giving partial uncertainties which 
are smaller than the full uncertainties of a simultaneous fit. A user might be tempted to use the 
two-step fit assuming more precise model parameter estimates because of the smaller uncertainties. 
However, these smaller uncertainties are the result of neglecting parameter correlations, and hence 
they are deceptively wrong for the purposes of microstructural inference where an honest 
uncertainty must be reported.   
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Chapter 4* 
Data fitting: reducing subjectivity & quantifying uncertainty in small 
amplitude oscillatory shear (SAOS) 
 
In this chapter, we show that the fitting of rheology data especially the oscillatory viscoelastic 
measurements are marred by issues of subjectivity because of the many different choices for data 
representation (e.g. as moduli, or compliances, or amplitude and phase), and non-unique choices 
for weighting the disagreement of the fit (e.g. the residual in the most commonly used least-squares 
method). We apply theoretical arguments from statistics for rationalizing these choices with 
rheological data. A guiding principle is to weight residual disagreement by the true data uncertainty 
and to represent data in terms of signals with Gaussian noise. We show that the latter is an 
extremely hard condition to fulfill, although fortuitously it is inconsequential if the proper 
weighting of residuals i.e. by the true data uncertainty has been performed. True data uncertainty 
can we found out by calculating the standard deviation from repeat measurements, an already 
well-established standard practice. However, the challenge arises when we have only single-point 
measurements which is an extremely common scenario in rheology due to lack of, for e.g., 
sufficient time and material. To this end, we derive analytical models for estimating uncertainty in 
single-point measurements of SAOS. This includes the derivation for the first time, of the 
uncertainty in phase difference between stress and strain waveforms.  
 
 
                                                            
* This Chapter is based on a peer-reviewed article accepted for publication (re-used with permission):                      
[1] Singh, P. K., Soulages, J. M., and Ewoldt, R. H., ‘‘On fitting data for parameter estimates: residual weighting 
and data representation,’’ Rheologica Acta, in press (2019). http://dx.doi.org/10.1007/s00397-019-01135-1 
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4.1 Introduction 
A key objective of fitting models to rheological data is to infer structural or molecular 
information about the material. Fitting physically meaningful parameters to the experimental data 
can elucidate valuable information, e.g. the relaxation spectrum of the material [2-8], molecular 
weight distribution for polymer melts [9-15], intrinsic viscosity [16] which can be used to infer 
molecular features such as hydrodynamic radius of polymer molecules in solution [17,18], 
persistence length and time constants of wormlike micelles (WLMs) [19], network mesh size for 
transiently cross-linked polymer networks [20], number of arms on a branched polymer molecule 
[21,22], dispersion quality index of colloidal dispersions [23], average size of emulsified droplets 
[24] or a droplet size distribution [25] of the dispersed phase in polymeric blends based on the 
Palierne model [26], and Leslie coefficients [27] which determine direction and rate of rotation in 
nematic liquid crystals [28]. Beyond rheology, inferring parameter values by fitting experimental 
observation is fundamental to science and new discoveries, such as identifying the mass of the 
Higgs boson [29] or quantifying fundamental physical quantities such as the gravitational constant 
G [30].  
In all these cases of fitting a model to data, two key decisions must be made: how to represent 
the data, and how to quantify the disagreement between model and data [31-33]. These two key 
decisions are subjective, rendering parameter inference highly uncertain and non-unique. We show 
this problem arises even in the common task of fitting linear viscoelastic data from 
small-amplitude oscillatory shear (SAOS), e.g. to determine characteristic timescales and moduli 
which are associated with underlying molecular or structural features. The subjectivity problems 
arise especially in oscillatory viscoelastic measurements because of the many different choices for 
data representation (e.g. as moduli, or compliances, or amplitude and phase), and non-unique 
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choices for weighting the disagreement of the fit (the residual). We apply theoretical arguments 
from statistics for rationalizing these choices with rheological data.  The methods are demonstrated 
by fitting terminal regime SAOS data of a cis-1,4-polyisoprene melt, but the principles apply to 
the broad range of inference problems with rheological data. A guiding principle is to weight 
residual disagreement by the true data uncertainty and to represent data in terms of signals with 
Gaussian noise.  
In the absence of true repeat measurement uncertainty, e.g. insufficient material or time, we 
derive analytical models for estimating uncertainty in single-point measurements of SAOS.  
Typically, the measurement error across all data points is neither constant nor a relative constant, 
and thus the commonly used residual definitions (with no weighting, or with experimental data 
weighting) should not be used.  
4.2 Motivation 
The most common and accessible model fitting approach is the least-squares method, which 
in its most generalized form minimizes the sum of squares of weighted residuals also known as 
the residual sum of squares (RSS) [31-34]. For SAOS data, which involves two signals at each 
frequency (e.g. viscoelastic moduli, or amplitude and phase), RSS has the form   
        
2 2
1, 1, 2, 2,
1 1, 2,
ˆ ˆ, ,RSS
N
i i i i i i i i
i i i
S S p S S p
w w
   

                   

 
  (4.1) 
where 1 2{ , }S S  are the measured signals, 1 2ˆ ˆ{ , }S S  are model predictions, 1 2{ , }w w  are the 
corresponding weights, ω is the angular frequency, p is the set of model parameters, and N is the 
number of measurement points.   
Fitting of SAOS in its most common representation of viscoelastic moduli, 1 2{ , } { , }S S G G   
has been the subject of research for many years. This has been done primarily for inferring a 
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relaxation spectrum [2-8], a polymer molecular weight distribution [9-15], or interfacial and 
morphological properties of immiscible blends [24-26,35-39] from model fit parameters, and a 
number of classical papers have been published on these subjects.  
An obvious source of subjectivity in fitting data using Eq. (4.1) is the choice of weighting 
factors 1 2{ , }w w . From statistical arguments, the most fundamental weighting is Sw u , the actual 
uncertainty (standard deviation) of each measured data point [31,32,34,40]. For such a case, the 
least squares estimate in Eq. (4.1) is equivalent to the more general maximum likelihood estimate 
if the measurements 1 2{ , }S S  have Gaussian errors and are independent of each other [31,32,34,40]. 
Maximum likelihood estimates have the general property of converging to unbiased values, i.e. 
the true parameter values in the asymptotic limit of N→∞ [32,34] in Eq. (4.1). In the absence of 
knowledge of actual data uncertainty, an error model is assumed/implied in any selection of the 
weights 1 2{ , }w w . Two of the commonly used weights (error models) when fitting { , }G G   are 
w= 1 (constant error model) and w = S, i.e. the experimental data at each point (constant relative 
error model) [41] . However, since linear viscoelastic moduli (and rheology data in general) 
typically vary over orders of magnitude, w= 1 artificially weights data with larger absolute values, 
e.g. high frequency elastic moduli more than the low frequency elastic moduli [42]. Hence, w = S 
is typically a more preferred and widely used option [42]. Some unconventional choices like 
w = *G  have also been used in isolated cases [43] and many other creative choices are 
potentially possible. Table 4.1 lists various weighting choices. Note that fitting with the weighting 
choice w = S corresponds to fitting with a constant error w = 1 in a logarithmic data representation 
[42].  
The dramatic effect of different weighting options w = 1 and w = S is known to practicing 
rheologists and shown in Fig. 4.1(a) & (c) for a cis-1,4-polyisoprene melt, where Doi’s 
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modification of the reptation model to include contour-length fluctuations [44-50] is fit to the {G', 
G"} data to obtain the model parameters { 0NG , d  }.The governing equations are as follows, with 
the details of the model formulation given in Section 4.4.2: 
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d
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Z
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Here, eZ M M is the number of entanglements per molecule [51], M is the molecular weight 
and Me is the molecular weight between entanglements based on John Ferry’s definition [52]. Note 
that the notation and definition of Z, and Ferry’s definition of Me is consistent with the latest 
official symbols and nomenclature of The Society of Rheology [51]. These definitions are also 
consistent with what was used in the original model, although the notation N was used instead of 
Z to denote number of entanglements per molecule [44,46]. In this work, we will use the notation 
Z throughout as per the latest convention.  Note that the variable ξ gets integrated out in Eq. (4.3)
. Here, ν is a constant equal to 1.47 determined from variational principle [45,46,48,53].  
What is non-trivial is that the fit parameters and their associated uncertainty in Fig. 4.1(c) are 
non-overlapping because of varying emphasis of data in the fitting for the two schemes. More 
important, and perhaps less obvious, is that even if the same weighting (w = S) is used, the fit 
parameter estimates for two different representations {G', G"} and {G*, tan δ} (Fig. 4.1(b)) do not 
overlap within their 1-σ limits, Fig. 4.1(c). There are countless other representations for linear 
oscillatory data (Table 4.1). Which representation results in the best estimate? Are some 
 
 
95 
 
representations more fundamental than others? And how does weighting influence our 
conclusions? 
FIG. 4.1. Fit parameter estimates change depending on the two subjective decisions for model fitting using 
Eq. (4.1): weighting of the residuals and data representation. This is demonstrated for fits using Doi’s 
modification of the reptation model to include contour-length fluctuations with (a) different weightings, 
and (b) a different data representation with corresponding fit parameters in (c) for a cis-1,4-polyisoprene 
melt, where S refers to experimental data. Even though the model fits for these fittting schemes are in close 
agreement to the experimental data, the fit parameters in (c) do not overlap within their 1-standard deviation 
limits. This leaves an ambiguity as to which estimate should be used for inferring material information.   
   
4.3 Theory 
Figure 4.1 clearly identifies the two sources of subjectivity in fitting with Eq. (4.1): the various 
data representations and the various residual weightings. Table 4.1 summarizes the options 
available. Any combination of a data representation and residual weighting is a possible 
(subjective) choice for fitting.  
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Table 4.1. Various options commonly used/available for the two key decisions for data fitting with 
least squares method: (ⅰ) data representation including transformations such as logarithms etc. and (ⅱ) 
weighting of the residuals. 
Quantitative disagreement between data S and model Sˆ :  
 
       2 21, 1, 2, 2,
1 1, 2,
ˆ ˆ, ,RSS
N
i i i i i i i i
i i i
S S p S S p
w w
   

                   

 
 
 
(ⅰ) Data representation {S1, S2} = 
 
(ⅱ) Residual weighting w = 
{T0, δ}; {G', G"}; {J', J"}; {G*, tan δ}; { η', η"};   
{ ,    }; {η',G'}; {η', J' }; { ,  J  }; …     
{ln (G'), ln (G")}; …   
Or any combination of two signals 
 
Su   repeat measurement data uncertainty; 
Sˆu   propagated data uncertainty; 
1  constant error model; 
S  constant relative error model; … 
Or other dimensionally consistent options 
  
The best choice can be understood in terms of the assumed weighting and the implied error 
model. Indeed, theoretical arguments from statistics show that the representation does not matter 
(under strict assumptions and with a very good model) if the weighting is chosen properly. Chiba 
and Smith [54] did not consider rheology data but gave a general proof that when weighted with 
the true data uncertainty (i.e. Sw u ), least squares solutions under nonlinear data transformations 
are equal. e.g. for our interests {G', G"} → {G*, tan δ} (see Table 4.2), so long as (a) data 
uncertainties transform according to the law of error propagation , (b) the data transformation is 
smooth, and (c) the residual vector (calculated as the difference between data and model) is 
infinitesimally small. Conditions (b) and (c) result in writing the residual vector in transformed 
space as a linear approximation of the original residual vector.  
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To what extent are the three aforementioned conditions satisfied and what are the implications 
if they are not? Condition (a) is valid as long as uncertainties are much smaller than the measured 
data values [31], and is typically satisfied in well-controlled experiments. Condition (b) is also 
satisfied as we deal will smooth transformations shown in Table 4.2.  However, because of 
imperfections in the data and/or model, condition (c) is more difficult to achieve, requiring an 
essentially perfect model, and as a result there will always be some discrepancy in uncertainty 
weighted fits with different data representations, as will be shown in Section 4.6.3. This 
discrepancy reduces as the model becomes better at predicting the data. Note that for linear data 
transformations such as {G', G"} → {η', η"} in Table 4.2, condition (a) is exactly valid and the 
residuals automatically transform linearly. Hence, linear transformations yield the same parameter 
estimates as long as they are weighted by the true data uncertainty. In supplementary material 
(Section B.1 of Appendix B), the derivation from Chiba and Smith [54] is digested and described 
in more detail than the original publication to better outline the underlying assumptions.  
Based on the above arguments, the residuals need to be weighted by data uncertainty, which is 
typically calculated as the standard deviation from repeat measurements. In the absence of repeat 
measurements, a weighting with an implied error model is commonly assumed, for example, the 
most common forms are w = 1 (constant error model) and w = S (constant relative error model). 
Transforming the data changes the corresponding error structure implied by the weighting [42,55]. 
As a result, an assumed weighting might not be valid for the new transformed dataset. Hence, 
different parameter estimates are obtained if the same weighting is used, especially for nonlinear 
transformations such as {G', G"} → {G*, tan δ}, as already seen in Fig. 4.1. For linear 
transformations such as {G', G"} → {η', η"}, the error structure is preserved for certain weightings 
such as w = S leading to the same objective function as shown in Appendix A1, and hence the 
same parameter estimates. For a general case though, different estimates are obtained when using 
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the same weighting for different representations. For this reason, blind assumptions for residual 
weighting are to be discouraged. We need a way of estimating data uncertainties (residual 
weighting) consistent with the data transformation for single measurement SAOS. We demonstrate 
an error propagation approach for such a case in Section 4.6.2.  
Note that strictly speaking, while using data uncertainty for weighting purposes, the 
least-squares method involves using the residual cross-terms as well in Eq. (4.1) [32]. This is 
especially true because at a particular angular frequency, the signals S1 and S2 in Eq. (4.1) are 
correlated.  RSS then has a form conveniently represented in terms of matrix multiplication as 
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 (4.4) 
where
1Su , 2Su are the data uncertainties and 1 2 2S Su  is the data covariance. If the covariances are 
assumed to be zero, we recover the form of RSS given by Eq. (4.1) weighted by data uncertainties.  
The error models w = 1 and w = S inherently assume zero covariances and hence, we used Eq. 
(4.1) for such cases in this work. But for cases where data uncertainties are known either through 
repeat measurements or error propagation, covariances can be calculated as shown in Section 4.6. 
For these two cases, we used the more rigorous Eq. (4.4) for parameter estimation. In Appendix 
A3, we show the effect of ignoring covariances on parameter estimation using Eq. (4.1).    
In what follows, these theoretical principles are demonstrated and discussed with experimental 
measurements on a cis-1,4-polyisoprene melt. We briefly describe the material, the model  and the 
methods (rheometry and fitting) used, and then expand the scope of Fig. 4.1(c) to incorporate fit 
parameter estimates from additional SAOS representations of Table 4.2 with the conventional 
weighting choices, w= 1 and w = S. As expected, these arbitrary (incorrect) weighting choices 
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result in large overall scatter in fit parameters inferred from different representations. We then 
determine the data uncertainty from repeat measurements and show that it is different from the 
commonly assumed constant relative error model for {G', G"}. We then show an error propagation 
approach to calculate these uncertainties for single measurements, and that these calculated 
uncertainties agree in their trend with experimental uncertainties from repeat measurements. 
Finally, we show that both experimental and estimated uncertainty weighted fits reduce the scatter 
in fit parameters significantly, hence reducing the subjectivity due to data representation. 
 
Table 4.2. The many different ways of representing the two output degrees of freedom (DOFs) for SAOS. 
The different representations are related through various linear and nonlinear transformations. 
2 DOFs for SAOS 
output 
 
Transformation relationship Transformation 
type 
T0 , δ (primary DOFs; refer to Fig. 4.5) 
 
 
|G*| , tan δ 0
0
* F TG
F

  
Nonlinear 
(in tan δ) 
G' , G" 0 0
0 0
cos  ,  sinF T F TG G
F F
 
 
      
Nonlinear 
η' , η"  ,  G G  
     Linear 
J' , J" 
2 2 2 2 ,  G GJ JG G G G
         
Nonlinear 
 ,      ,  J J         Linear 
 (logarithmic transformations) Nonlinear 
Any 
combination(s) 
thereof … 
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4.4 Material, model and methods 
4.4.1 Cis-1,4-polyisoprene melt 
We used a linear and well-entangled monodisperse 1,4-polyisoprene melt (with a high cis 
content) with a molar mass (weight averaged) of 54,000 g/mol, and a polydispersity index 
(PDI) ~ 1.2, supplied by Kuraray America Corporation under the trade name LIR-50 (where LIR 
stands for liquid isoprene rubber). This material has been previously shown to display an extended 
terminal regime accessible at room temperature (as evident from Fig. 4.1(a)), making it a 
preferable material for calibrating phase angles close to 90º [56]. The linear oscillatory shear [57] 
and nonlinear start-up of shear [58] rheology of this material has been characterized for a range of 
molecular weights. Bharadwaj and Ewoldt [59] validated their predictions of the terminal regime 
scaling and interrelations for the nonlinear material functions of medium amplitude oscillatory 
shear (MAOS) with this material, utilizing the extended terminal regime . 
4.4.2 Model 
Our system of interest in this study is an entangled linear polymer melt where the primary 
stress relaxation occurs via reptation for which theoretical frameworks are well established 
[48,53,60-64]. However, an accurate description requires the consideration of other secondary 
relaxation processes such as contour-length fluctuations, constraint release and high frequency 
Rouse modes.[47,48,65,66]. Several sophisticated theoretical frameworks (for a review, see for 
example [48,65]) have been developed for combining these processes, and they have been 
previously applied to polyisoprene melt data as well [58,67]. 
Since our objective here is only to demonstrate the effect of subjective choices on fitting and 
ways to mitigate them, we simplify the model used for our data. Here, high frequency Rouse modes 
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are not considered. This can be justified as the longest Rouse time R  is related to the longest 
reptation time in the absence of contour-length fluctuations d   as: R d 6Z    [53,67], where Z is 
the number of entanglements per chain given by M/Me. For cis-polyisoprene, the molecular weight 
between entanglements Me is 3890 [68], and the batch used in this study had molecular weight 
M = 54,000. We will show later (in Fig. 4.7) that our maximum estimate for d   is ~ 69 ms, which 
gives the maximum estimate of R ~ 0.83 ms. This implies that Rouse modes will show significant 
contribution only above an angular frequency  R1  ~1200 rad/s. Since we do not consider data 
at such high frequencies, the contribution due to Rouse modes can be ignored. Furthermore, since 
the polyisoprene used was monodisperse, the effect of constraint release is minor [48,50]. 
Contour-length fluctuations induce corrections of the order 1 Z  to the equilibrium contour chain 
length [44,53] which is of the order ~ 0.27 for this case. Hence, we include contour-length 
fluctuations with reptation to describe the data. 
We used Doi’s modification to reptation model for including contour-length fluctuations [44-
50], which captures the terminal regime physics of the cis-1,4-polyisoprene melt and at the same 
time is simple and convenient enough for the purpose of this paper with only two fit parameters: 
the plateau modulus 0NG  and the relaxation time d  . In terms of a tube coordinate ξ that varies 
from 0 at the end, to 1 at the center of the mean field tube [44,48], the relaxation time of a linear 
chain is divided into two parts: Faster relaxations for portions close to chain ends dominated by 
contour-length fluctuations and slower reptation-dominated relaxation for portions away from 
chain ends. These are described in terms of ξ as given by Eq.(4.2), where eZ M M is the number 
of entanglements per chain and ν is a constant equal to 1.47. The model then predicts the shear 
modulus as [44] 
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from which linear viscoelastic moduli can be obtained via Fourier transform [46] as given by 
Eq. (4.3). Eqs. (4.2)-(4.3) were used for fitting the linear viscoelasticity data in this work. The 
model predictions for other SAOS representations are obtained using Eq. (4.3) and the 
interconversions of Table 4.2.  
Doi’s modified reptation model has received some criticisms in the past regarding its self-
consistency and ability to explain the dependence of zero-shear viscosity on molecular weight 
[50,69,70], and other frameworks which are rather complicated have been proposed since then 
[48,71-74]. Regardless of its limitations, Doi’s modified reptation model has been shown to 
explain the data for monodispersed entangled linear polymers especially in the terminal regime 
[46,47,49,50]. Since the objective of this work is only to show the effects of subjective choices on 
data fitting and the ways to mitigate them, we use this simple model with two model parameters 
to demonstrate the main ideas. We caution the reader and acknowledge the need for choosing the 
best available physical model for a given material system and the given range of data as a precursor 
to the ideas developed herein.    
We used a value of ν = 1.47 for the modified reptation model in Eq. (4.2). Although this value 
of ν was derived by Doi via a rigorous variational principle [45], previous works have mostly used 
either ν =1 [46,47,50] or ν as a fitting parameter [50]. For comparison, we show the analysis with 
ν =1 in supplementary material (Section B.9 of appendix B).  
4.4.3 Rheometry methods 
Rheometry measurements were performed on a separated motor-transducer rheometer (TA 
Instruments ARES-G2) using a 50 mm diameter parallel plate geometry. A large diameter plate 
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was chosen here for better torque sensitivity at low frequencies. The experiments were carried out 
at a temperature of 25ºC maintained by a Peltier system in the lower plate.    
The sample was transferred directly from the jar procured from Kuraray America Corporation 
on to the bottom plate by a spatula. The upper geometry was lowered slowly with a maximum 
normal force of 1 N to prevent any residual stress build-up and avoid any damage to the sensitive 
transducer. This material was very sticky and it was very difficult to get a uniform puddle over the 
lower plate. To achieve a radially uniform loading of sample, we found it helpful to rotate the 
bottom plate with a small angular velocity of 0.5 rad/s while lowering the top plate onto the sample. 
After lowering the geometry to the desired gap, excess sample was trimmed to ensure proper 
filling. To ensure complete relaxation before running tests, the axial force of the loaded sample 
was allowed to relax at zero strain for 5-10 minutes.  
Strain-amplitude sweeps from γ0 = 0.1% to γ0 = 20% were carried out for ω = 0.1, 2.51 and 
100 rad/s for identifying the SAOS regime. Furthermore, both ramp-up and ramp-down 
strain-amplitude sweeps were carried out at ω = 2.51 rad/s, which overlapped verifying 
reversibility of deformation fields (see Fig. B1, supplementary material in Appendix B). A strain 
amplitude of γ0 = 1% was then chosen for frequency-sweep SAOS in the frequency range ω = 0.1-
100 rad/s, with seven points per decade in ω space. The frequency-sweep SAOS data was further 
validated to be in the linear regime and above the noise floor, using the confidence metrics recently 
proposed by Singh et al. [75] based on second- and third-harmonic signals (see Fig. B2, 
supplementary material in Appendix B). Six repeat measurements, one after the other, were carried 
out on the same loading, starting from the largest to the smallest frequency. For ω < 0.517 rad/s, 
G' started to deviate from the terminal regime scaling of ω2, perhaps due to some residual cross-
linking in the material. Since, for the purpose of present study, we needed the range of data for 
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which Doi’s modified reptation model is a good model, we discarded the lowest frequency data 
(ω < 0.517 rad/s) from the rest of the analysis.     
4.4.4 Fitting methods 
Model fitting in this work was implemented in Wolfram Mathematica 11 software using the 
FindMinimum function with optimization algorithm set to Levenberg-Marquardt [31,33]. Starting 
from the model predictions for G′, G″ in terms of fit parameters 0NG  and d  given by Eq. (4.3), 
model predictions for other representations were formulated using the relationships of Table 4.2. 
FindMinimum function was then used to minimize RSS defined using Eq. (4.1) for w= 1 and 
w = S, and Eq. (4.4) for data uncertainty weighting (where covariances are known).  
Fit parameter uncertainty calculations require knowledge of experimental data uncertainties, 
which are known either through repeat measurements (Section 4.6.1) or analytical calculations 
using error propagation (Section 4.6.2). However, when using a weighting w with an implied error 
model e.g. w = 1 and w = S, the data uncertainties are known only up to a multiplicative factor i.e. 
Su c w  . The multiplicative factor for such cases was estimated as  minRSSc N p   where 
N is the total number of data points (= 2× number of measured frequencies) and p is number of 
model fit parameters (p = 2 in this case). This quantity is used when error models are assumed in 
lieu of actual uncertainties [31], and its square is commonly known as reduced chi-squared. The 
rationale behind using this particular value is that for good fitting functions, RSS based on data 
uncertainty weighting should have an approximate value = N-p i.e. the number of degrees of 
freedom for fitting N data points.    
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FIG. 4.2. The many different representations of the same SAOS data for a cis-1,4-polyisoprene melt
at a strain amplitude of γ0 = 1% , based on options given in Table 4.2. The error bars represent standard
deviations from six repeat measurements (on the same sample loading). Lines are fits using reptation
model modified to account for contour-length fluctutations [44-50], for various representations and
weightings (see Table 4.1 for additional details). For part (c), best fits are shown for both {G', G"}
and {ln G', ln G"} representations. Resulting fit parameters are shown in Fig. 4.3 as triangles 
and squares ; associated color coding indicated in legends here.  
 
4.5 Results with various representations and conventional weighting choices 
The SAOS data for the cis-1,4-polyisoprene melt is shown in Fig. 4.2 for various 
representations. We already observed that parameter estimates do not overlap within their 1-σ 
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uncertainties for a few cases in Fig. 4.1(c). Here, we expand the number of cases to several other 
representations with the conventional weighting choices w = 1 and w = S, as shown in Fig. 4.3. 
Clearly, there is a huge scatter in fit parameter estimates for various schemes. As compared to the 
smallest values of 0NG  and d  , the overall variation is by a factor of 1.64 and 1.71 respectively. 
Can we pick a single best estimate among these, e.g. based on the model fits shown in Fig. 4.2? 
No, because the quality of fit is comparable for various schemes. For example, even though the fit 
parameter estimates for {G', G"} and {G*, tan δ} both with w = S do not overlap, the quality of fit 
is similar, for example, in terms of adjusted R-squared which is approximately equal to 0.9 for 
both cases. These results clearly show that there is a significant effect of subjectivity in data 
representation and weighting of residuals on parameter estimation, if the conventional weighting 
choices are used. This further reinforces the need to weight the residuals with the actual uncertainty 
in the data representation. We calculate the uncertainty via repeat measurements and error 
propagation, and the main points are discussed next. 
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FIG. 4.3. Large variability in fit parameter estimates, much greater than 1-standard deviation of individual 
fitting schemes, is observed when fitting the SAOS data of Fig. 4.2 with various representations and the 
most commonly used weightings, w = 1 and w = S (see Table 4.1 for details). Model fits shown in Fig. 4.2 
are in close agreement with the experimental data and it is not obvious which fitting scheme is the best for 
inferring material information, just by looking at model fits. Note that identical parameter estimates are 
obtained with w = S for the representations {G', G"},{η', η"}, and similarly for {J', J"},{ϕ', ϕ"}, because 
of the preservation of the constant relative error model w = S under the linear data tranformation (see 
Additional Information, Section 4.9.1).     
 
4.6 Results using uncertainty weighting (true and estimated) 
4.6.1 True uncertainty via repeat measurements 
We ran six repeat measurements on the same loading of the sample. More repeat measurements 
improve statistics but long measurement times can lead to changes in the sample condition. Once 
the repeat measurements were acquired, frequency dependent uncertainty in each representation 
was calculated as the standard deviation of the data in that particular representation. Furthermore, 
the data covariances were calculated using the expression: 
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where 1S  and 2S are the mean values of the signals for N = 6. We show the main findings in 
Fig. 4.4, specifically the uncertainty in torque amplitude and viscoelastic moduli.  
We observed that the uncertainty in torque amplitude was approximately linear with respect to 
the signal magnitude, i.e. the relative uncertainty in torque amplitude was constant (≈ 10-3). This 
is in contrast to a common assumption of a constant torque amplitude uncertainty proportional to 
the manufacturer specified torque resolution limit, e.g. as used by one of the authors (RHE) 
[76,77]. We have seen a similar trend of constant relative uncertainty in torque amplitude for other 
material systems on our ARES-G2 rheometer, so the result is not unique to the polymer melt of 
our focused study here. The phase angle uncertainty for this case was approximately constant 
(~10-4 rad, see Fig. B3(a) in supplementary material in Appendix B). The terminal regime data has 
a small range of variation in phase angles with frequency (55˚-89˚), so the relative uncertainty is 
also approximately constant (Fig. B3(b), supplementary material in Appendix B).    
More interesting is the trend of uncertainty in the linear viscoelastic moduli. Our observations 
contradict the common assumptions used in fitting such data representations. We do not observe 
equal and constant relative uncertainties in G' and G", an assumption inherent in the weighting 
w = S, the constant relative error model. Even though the relative uncertainty in G" is 
approximately constant in this terminal regime data, for G' it has a continuously decreasing trend 
with frequency. This informs us that the fitting result from w = S weighting will be biased 
compared to fitting with the actual uncertainty from repeat measurements.        
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FIG. 4.4. Experimental uncertainties in T0, G', and G" for cis-1,4-polyisoprene melt obtained as standard 
deviations from six repeat measurements: (a)-(b) Absolute uncertainties, and (c)-(d) relative uncertainties. 
The absolute uncertainties of parts (a)-(b) are also shown as error bars in Fig. 4.2, but are considerably 
smaller than the symbol size there. Torque amplitude uncertainty varies linearly with signal magnitude as 
evident from near constant relative uncertainty, which is in contrast to the constant uncertainty assumption 
of previous works [76,77]. Similarly, the assumption of a constant and equal relative uncertainty in G' and 
G" across all ω, which is inherent in fitting SAOS with experimental data weighting, is not true here. 
   
4.6.2 Estimated uncertainty via error propagation  
Repeat measurements to quantify uncertainty are not always feasible, for example, the 
available sample quantities may be small, or the sample might degrade quickly providing 
insufficient time for running repeat measurements. For such cases, uncertainty can be estimated 
by error propagation from the primary measurement variables. We will demonstrate this approach 
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for {G', G"}, but of course the formulation is general and can be used for any SAOS representation 
or indeed generalized to any other rheological property including MAOS. The equations derived 
here will help explain the form of error seen in experiments, rationalize why the error is neither 
constant nor constant relative, and provide an error model to use when fitting data (or simply 
plotting data!) in the absence of repeat measurements.  
The law of error propagation [31,78] states that the uncertainty (standard deviation) ua in a 
quantity, a, dependent on primary quantities {x, y, …} is given by  
 
22
2 2 2 2..... 2 .....a x y xya a a au u u ux y x y
                              (4.7) 
where  2 2,x yu u  are the variances (or the squares of the uncertainty i.e. standard deviation) in x 
and y, and 2xyu is the covariance between x and y. This equation involves the linearization of a 
with respect to variables {x, y, …} by a first-order Taylor series expansion and hence is only 
valid when the uncertainties are small compared to the value of the variables.   
To calculate the uncertainty in signal representation S1 and S2, we first identify the primary 
variables and their corresponding uncertainties. Any representation S1 and S2 can be represented 
in terms of the five primary variables based on the interrelations in Table 4.2; this includes three 
measured quantities and two geometric factors, as shown in Fig. 4.5.  The three measured variables 
considered are angular displacement amplitude θ0, torque amplitude T0, and phase difference δ 
between torque and displacement. The two geometric variables Fγ and Fσ convert displacement to 
strain and torque to stress, respectively [79]. These depend on geometric factors such as radius and 
gap of the parallel disk geometry. For our analysis here, we neglect the uncertainty of geometric 
factors to focus attention on the uncertainty due to the measured quantities. Moreover, our repeat 
measurements are for a single loading and therefore the uncertainty in geometry is a systematic 
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rather than random uncertainty in our data. With repeat sample loading these uncertainties are 
highly user-dependent, e.g. to set the radial size of the sample without underfill or overfill. In the 
Section B.7 of supplementary material in Appendix B, we provide equations for propagated 
geometric uncertainties which show the sensitivity to variability (uncertainty) in radius, cone angle 
and gap.  
For the measured quantities, we assume that the uncertainty in angular displacement and torque 
amplitudes, 
0u  and 0Tu , are uncorrelated thus covariance 0 0 2 0Tu  . We also assume that error 
propagation is dominated by variance terms [31] and hence contributions of 
0
2u   and 0 2Tu  terms 
can be ignored. With these assumptions, the uncertainties and covariances in S1 and S2 can be 
calculated using the following relationship in terms of matrix multiplication 
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resulting in simplified equations 
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  (4.9) 
 Applying Eq. (4.9)  to the expressions for G' and G" in Table 4.2 and writing the results in terms 
of relative uncertainties gives 
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  (4.10) 
 
 
FIG. 4.5. The primary variables in the calculation of SAOS signals as indicated in Table 4.2 can be 
categorized into a) measured variables (signals): Angular displacement amplitude θ0, torque amplitude T0 
and phase difference δ, and b) geometric variables: Fσ and Fγ which are sample geometry dependent.   
 
Eq. (4.10) corroborates the findings of Section 4.6.1 that the relative uncertainties in G' and 
G" are neither equal to each other, nor constant as a function of frequency.  This is caused by the 
strong dependence on phase angle as tan δ terms in Eq.(4.10), which causes infinite relative 
uncertainty for G" and G', in the limits of δ→0 and δ→90°, respectively. Within these same limits, 
the relative uncertainty of the dominant viscoelastic component can be approximately constant, 
e.g. the relative uncertainty of G" in the terminal regime, as with our data in Fig. 4.4. Eq. (4.10) 
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suggests that the relative uncertainties in G' and G" can be equal but only at tan δ = 1, i.e. the cross 
over point where G' = G". As evident from Fig. 4.2, the crossover frequency ωx is close to 100 
rad/s, and we see the relative uncertainties being equal near this frequency in Fig. 4.4. The 
relationships of Eq. (4.10) are quite informative and agree with the main features of experimental 
uncertainty from repeat measurements shown in Fig. 4.4.    
To use Eq. (4.10) to quantitatively estimate uncertainties, we need estimates of 
0u , 0Tu and u
. We have subjective choices to make, and we will see that the phase angle uncertainty is the most 
difficult to estimate. One option is to use the manufacturer specified resolution limits for the 
uncertainties 
0u and 0Tu . For the TA Instruments ARES-G2 rotational rheometer, these are 0u
= 10-6 rad and
0Tu = 0.05 ×10-6 N-m. However, in actual experiments as shown in Fig. 4.4, we see 
0Tu ≠ constant, but rather the relative torque amplitude uncertainty is constant, 0 30 10Tu T  . We 
used this for our calculations in this work. For 
0u , we observed an experimental variation within 
the range ~10-8-10-7 rad with most points close to 10-7 rad as shown in Fig. B4 of supplementary 
material in Appendix B. Since the manufacturer specified limit of 
0u = 10-6 rad provides a safe 
upper bound in this case, we used this value in our calculations. By using the manufacturer 
specified limits we under-predict the torque amplitude uncertainty (Fig. 4.4(a)) while 
over-predicting the angular displacement amplitude uncertainty (Fig. B4, supplementary material 
in Appendix B). Of course, manufacturer specified limits should not be blindly trusted and it is 
better to do a few control experiments to calibrate these uncertainties for any particular setup.   
Phase angle uncertainty is not specified by the instrument manufacturer. We believe this is 
because phase angle uncertainty is not a constant value for all ranges of measurement, but rather 
depends on the signal-to-noise ratio of both the torque and displacement signals. The phase is a 
relative difference that comes from a cross correlation, lock-in amplifier, or discrete Fourier 
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transform (DFT) of the signals, and depends on signal quality of both signals being compared. 
Based on this assumption, we derive an expression for u  (details in Section 4.9.2 of the 
Appendix) as 
 0 01 1
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 
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  (4.11) 
Thus, the overall measurement uncertainty can be related to assumptions about uncertainty in just 
the torque and displacement amplitudes.  
Using Eq. (4.11) in Eq. (4.10) we get:  
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  (4.12) 
We interpret the estimated u  contribution as an upper bound on the uncertainty. Briefly, this is 
because the uncertainty in Eq. (4.11) was estimated by relating   to the difference in zero-crossing 
locations of torque and angular displacement waveforms. Typically  is measured via cross-
correlation or DFT, which smooth and filter signals, and hence are likely to reduce the uncertainty 
in phase angle compared to the estimate of Eq. (4.11). 
Fig. 4.6 shows the comparison of uncertainty prediction via Eq. (4.12) for 
0u = 10-6 rad and
0
3
0 10Tu T  , with the actual experimental uncertainty from repeat measurements. Our calculations 
overestimate the experimental uncertainty as expected, but get the trend correct. Note that the mean 
value of G' and G", obtained from six repeat measurements, was used in the uncertainty estimate 
using Eq. (4.12). Single measurement uncertainties in other representations of SAOS shown in 
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Table 4.2 were calculated using a similar approach of error propagation by deriving equations 
analogous to Eq. (4.12). Fig. B5 in supplementary material in Appendix B shows the mean G' and 
G" data with estimated uncertainty using Eq. (4.12) as error bars.  
We anticipate that Eq. (4.12), and analogous equations for other SAOS measures, will be useful 
for both experimental and theoretical rheologists as estimates of uncertainty and possible inclusion 
of uncertainty bars even in the absence of repeat measurements. This is particularly important 
when trying to determine how believable the data is near the edge of experimental limits of the 
measurement, and how much weight to give a data point when assessing any particular theory.          
 
 
FIG. 4.6. Comparison between exprimental relative uncertainties (calculated using standard deviations 
from six repeat measurements; shown as points) and estimated relative uncertainties (using Eq.(4.12); 
shown as lines) for linear viscoelastic moduli. Estimated uncertainties provide a conservative upper bound 
to the experimental uncertainties, while getting the general trend correct.    
 
 
 
 
 
 
 
116 
 
4.6.3 Parameter estimates with uncertainty weighting   
Figs. 4.7-4.8 show that parameter estimates are remarkably more consistent when uncertainty 
weighting is used, independent of the data representation. This is true using both measured (repeat 
tests) and estimated (error propagation) uncertainty. For notation we use w = Su  (experimental 
uncertainty from repeat measurements) and w = ˆSu  (estimated uncertainty from error propagation) 
for fitting the data of Fig. 4.2. Recall that we used the more rigorous definition of RSS 
incorporating covariances given by Eq. (4.4) for these two cases. Fit parameters obtained are 
shown along with w = 1 and w = S estimates in Fig. 4.7, and separately in Fig. 4.8. The results 
match our expectation that by weighting with the actual data uncertainty, the discrepancy in fit 
parameters obtained from various SAOS representations is reduced significantly.  
Whereas with w = 1 and w = S, the fit parameters 0NG  and d  vary up to a factor of 1.71, for 
w = Su  and w = ˆSu this factor is reduced to 1.02 and 1.01 respectively. Fit parameters for w = Su  
and w = ˆSu do not overlap, as ˆSu  is a conservative upper bound of Su and these are not in close 
agreement as shown in Fig. 4.6. However, for both these cases, the fit parameter estimates are 
clustered in the same narrower zone (the dashed rectangle shown in Fig. 4.7), as compared to w = 1 
and w = S combined.  
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FIG. 4.7. Significant reduction of scatter in best fit parameter estimates is obtained by weighting the least 
squares with data uncertainty. This holds true both for experimental data uncertainty calculated as standard 
deviation from repeat measurements, i.e. Sw u , and analytical calculations of uncertainty using error 
propagation approach, i.e. ˆSw u . Note that Eq. (4.4) which accounts for covariances was used for 
uncertainty weighted fitting.The most commonly used fitting scheme in the rheology literature i.e. (G',G") 
weighted by the experimental data, w = S, is deceptively wrong for the purpose of inference. A comparison 
of such scatter in fit parameter estimates using a single mode Maxwell model is shown in supplementary 
material in Appendix B, Fig. B6. 
 
   
Fig. 4.7 clearly shows that the most commonly used fitting scheme in the rheology literature is 
deceptively wrong for the purpose of inference. With the {G', G"} representation and w = S 
weighting, the resulting estimate is significantly different from the uncertainty weighted fit values. 
More importantly, the associated error in the estimated parameters, shown by the error bars, does 
not even include the range of the expected parameter values. Clearly, estimates that use weighting 
other than data uncertainty cannot be trusted.    
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Note that the conclusions of Fig. 7 remained unchanged when the alternate definition of Me 
[52] (which is 4/5 of Ferry’s definition used in this work) was used in the model. The only 
prominent difference in that case was the shift of scatter in d  to the range ~33-60 ms, otherwise 
the scatter in 0NG  and the reduction of subjectivity based on data uncertainty weighting remained 
similar.   
4.6.4 The question of data representation   
Although proper residual weighting considerably reduces the effect of subjectivity, parameter 
estimates from different representations still do not overlap in Fig. 4.8. The reason behind this 
small discrepancy is the finite difference between the data and model predictions as mentioned in 
Section 4.3. This raises the question as to which of these representation is best, or if a best 
representation can be identified at all. We discuss this below in the context of selecting 
representations with Gaussian uncertainty distributions. If a best representation is not clear, then 
multiple representations should be used to assess the range of parameter estimates due to the 
various choices of data representation. Note that for better models, the data representation will 
matter even less as the parameter estimates with data uncertainty weighting will converge [54].  
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FIG. 4.8. Zoomed-in data of Fig. 4.7 only showing the parameter estimates from fits weighted by (a) 
experimental data uncertainty Sw u  and (b) estimated data uncertainty ˆSw u . Eq. (4.4) which accounts 
for covariances was used for parameter estimation for these cases. A comparison of such scatter in 
uncertainty weighted fit parameter estimates using a single mode Maxwell model is shown in 
supplementary material in Appendix B, Fig. B7. 
   
 
The best data representation should have uncertainty that is Gaussian, as this is a key 
assumption for obtaining asymptotically unbiased estimates [32,34] while using the least squares 
expression of Eq. (4.1).  However, it may not be clear which representation is Gaussian. If one 
representation is Gaussian, the others may not be. The inter-relation equations of SAOS in Table 
4.2 can involve nonlinearities, and thus the distribution of the uncertainty may be modified for 
different representations. Which representation is most likely to be Gaussian?  
One could argue that the torque amplitude and phase are most likely to be Gaussian, since these 
seem to be the primary measurement variables. If true, then the {T0, δ} could be argued as the best 
representation.  
However, further considerations argue that cross correlation and Fourier transform signal 
processing do not directly compute amplitude and phase, but rather compute coefficients of sine 
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and cosine terms, i.e. the Fourier coefficients [56,79-81]. Such signal processing involves 
summations of many data points [78], which, analogous to the central limit theorem, results in an 
asymptotic Gaussian distribution for the Fourier coefficients [82,83], albeit under restrictive 
regularity conditions. By this token and under the most realistic scenario [80,81,84], the following 
four Fourier coefficients would be Gaussian: 
 1, 0 cosS      (4.13) 
 2, 0 sinS      (4.14) 
 1, 0 cosT TS T    (4.15) 
 2, 0 sinT TS T    (4.16) 
where δθ and δT are the phase shifts of θ and T signals with respect to an arbitrary time t = 0. On 
simplification this gives 
 2 20 1, 2, ,T TT S S    (4.17) 
 2, 2,1 1
1, 1,
tan tan .TT
T
S S
S S



          (4.18) 
Since T0 and δ are nonlinear functions of the Gaussian quantities in Eqs. (4.13)-(4.16), they need 
not be Gaussian. None of the common SAOS representations of Table 4.2 are justified to be 
Gaussian for a very general case based on the same theoretical reasoning. In such a case, the choice 
of any single representation is subjective and there is no answer to the question of the "best" signal 
representation.  
Since there is not one clear choice of data representation, multiple representations may need to 
be considered. For practical purposes, fit parameters from any representation with w = Su  or 
w = ˆSu  weighting could be used as the estimate, with a modified uncertainty that reflects the 
overall scatter due to different representations, i.e. the range shown in Fig. 4.8(a) or (b) (whichever 
 
 
121 
 
case is applicable for the user). Such a modified uncertainty will be asymmetric. For example, 
based on {G', G"} representation of Fig. 4.8(a), the fit parameter estimates are: 0 1.72N 3.47334G   kPa 
and 0.29d 0.0542.2    ms. Our estimated values of 0NG  with uncertainty weighted fits are a factor of 
~2 smaller than 0.58 MPa reported in literature [68]. We attribute this to the lack of data after the 
cross-over point. Again, our goal here is to show that weighting with uncertainties is the best way 
of fitting. The fit values, of course, will depend upon the range of data considered and whether 
other secondary relaxation mechanisms have been incorporated or not. 
Fitting multiple representations might seem cumbersome. However, this might be necessary if 
one wants to use the least squares approach with its imperfect assumptions. More robust 
approaches exist with less restrictive assumptions, such as maximum likelihood estimates or 
Bayesian estimates [40,85,86]. These are mathematically more involved and require the 
knowledge of the data uncertainty distribution. These methods can provide more robust parameter 
estimates and associated uncertainty distributions (for example, maximum likelihood estimates 
converge to unbiased estimates for parameters in the limit that the number of data points→∞, 
regardless of the representation), but they lack the simplicity and ease-of-use of least squares 
estimation. Thus, there is a type of conservation of misery in the trade-off between using least 
squares but fitting to multiple representations or performing a computationally more involved 
statistical analysis.   
4.7 Conclusions  
For inverse problems, parameter calibration, and inference, data uncertainty must be used when 
weighting residuals of a model fit. Estimates that use weighting other than data uncertainty cannot 
be trusted, since other weighting choices are not generally valid (w = 1 or w = S), as shown here 
with linear oscillatory shear measurements as a function of frequency. This calls for change to the 
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typical approach of fitting rheological data for parameter identification. Often, repeat 
measurements are not possible due to material or time limitations. For such cases, we have 
provided guidelines for estimating uncertainty in single-point measurements of SAOS based on 
error propagation. Included is a derivation of an upper bound uncertainty in phase angle δ based 
on the relative uncertainties of amplitudes of the measured oscillatory waveforms.  
The effects of multiple data representations must also be considered; representations with 
Gaussian uncertainty are preferred but their identification is not obvious. In the absence of 
evidence supporting a particular representation, it is practical to report the uncertainty of the 
overall scatter across multiple data representations with data uncertainty weighting. Such an 
uncertainty is typically associated with the finite disagreement between model and data which is 
always present, for which different least squares estimates are obtained under nonlinear data 
transformation. In our opinion, such a way of presenting fit parameter estimates, as shown in 
Section 4.6.4, is the most honest way of reporting uncertainty in any inferred feature.      
Here we have used a simple case study with terminal regime data to most clearly highlight the 
issues present. The principles can be generally applied to more complex scenarios, for example, 
inferring molecular weight distribution for polymer melts from SAOS [9-15], or molecular 
information from MAOS [87-90] which will benefit from the reduction of subjectivity achieved 
by data uncertainty weighting. The frequently performed exercise of estimating a physical 
relaxation spectrum from linear viscoelastic moduli data [2-7] is another area of application. Long 
recognized as an ill-posed problem with multiple possible solutions [4], a number of techniques 
such as regularization [4,5,8], low-dimensional description using well-behaved functions [3,7] etc. 
have been proposed to narrow down the number of possible solutions. The use of data uncertainty 
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(experimental or estimated) weighting will further narrow down the number of possible solutions 
closer toward an unbiased inference with robust parameter uncertainty quantification. 
Even more tangible and pertinent implication of these findings is for cases where the model 
parameters directly represent microstructural features such as persistence length and time constants 
of wormlike micelles (WLMs) [19], network mesh size of transiently cross-linked polymer 
networks [20] and number of arms on a branched polymer molecule [21,22] for studying long-
chain branching. Other rheological data such as MAOS and transient extension are often used for 
such inference, and the general principles described here still apply. Regardless of the nature of 
rheology data, it is essential to weight the residuals with the actual data uncertainty, so that 
subjectivity due to multiple representations is reduced and/or the bias due to an incorrect error 
model is avoided.  Admittedly, this may be difficult in some cases, such as time-temperature 
superposition (TTS) data sets where shift factors themselves contain uncertainty, and this shift 
factor uncertainty must be included in the uncertainty of the data being fit. 
 The "true" model is almost never available, and there will always be uncertainty about the 
model itself. Of course, a user must assess themselves if a model fits so poorly that it is unsuitable. 
This decision will be situation dependent, based on what information is believed to be contained 
in the parameters. This is beyond the scope of our work here, but we note that models that are 
closer to the "true" model will tend to have reduced subjectivity in the choice of data representation 
[54]. 
In all cases of fitting there are subjective choices that influence the estimates. At a minimum, 
these choices must be considered and clearly described when presenting results.  
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4.8 Supplementary material 
See supplementary material  in Appendix B for the full proof of invariance of least-squares solution 
for nonlinear data transformation under data uncertainty weighting, SAOS regime identification 
and reversibility verification, SAOS data validation using confidence metrics, experimental phase 
angle uncertainty, experimental angular displacement uncertainty, LVE data with error bars from 
uncertainty propagation, uncertainty estimation using error propagation including geometric 
variables, fit results using single mode Maxwell model instead of modified Reptation model and, 
fit results using modified Reptation model with ν = 1 . 
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4.10 Additional information 
4.10.1. Least squares estimate under data transformation 
As per the notation of Eq. (4.1), for 1 2, : , ;S S G G w S   , the objective function is given as 
   
 
 
2 2
1
1
ˆ ˆ, , RSS = 1 1
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i i i i
i i i i i
G p G p
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 
  (4.19) 
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Similarly for *1 2, : , tan ;S S G w S  , the objective function is given as   
   
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  (4.20) 
RSS2 can be written in terms of {G', G"} using the nonlinear transformation shown in Table 4.2 as 
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Clearly RSS1 ≠ RSS2 for the same weighting under a nonlinear data transformation. Now we 
consider the 1 2, : , ;S S w S     case for which 
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RSS3 can be written in terms of {G', G"} using the linear data transformation shown in Table 4.2 
as 
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3   (4.23) 
Clearly RSS1 = RSS3 under a linear data transformation where the weighting transforms according 
to the law of error propagation i.e. Eq. (4.7).  
4.10.2. Derivation of phase angle uncertainty 
Here we derive the phase angle uncertainty u given by Eq. (4.11). In particular, we establish an 
upper bound on the phase angle uncertainty u by looking at the signal zero-crossing locations 
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locally, and then quantifying the uncertainty in these locations due to the finite resolution of the 
rheometer. In Fig. 4.9, we show point A as the apparent zero-crossing location for a qualitative 
torque signal when the signal is perfectly sinusoidal. Due to the resolution uncertainty, the actual 
value of torque at point A can lie anywhere on the vertical line BC where the length of BC is 02 Tu
. Assuming that the signal still follows the sinusoidal shape with same frequency, the real zero 
crossing location lies along the line ED. So, the real zero crossing can occur earlier (along the line 
EA) or later (along the line AD) with respect to apparent zero crossing location A. The maximum 
uncertainty in the zero crossing location occurs at points E and D and its magnitude is given by
 0t Tu .   
 
FIG. 4.9. Actual magnitude of torque at apparent zero-crossing location A of a perfectly sinusoidal signal 
(solid line) can lie anywhere along the line BC where the length AB represents the torque resolution 
uncertainty 0Tu of the instrument. As a result, the actual zero-crossing can be delayed and lie along AD 
(signal shown as dashed line); or it can be expedited and lie along AE (signal shown as dash-dot line). The 
maximum uncertainty in the zero crossing location corresponds to either point D or E and has the same 
magnitude given by Eq. (4.25).    
 
The sinusoidal waveform EC in Fig. 4.9 has an angular frequency ω and an amplitude T0. 
Labeling the time as t = 0 at E, the amplitude at C (= 0Tu ) is given by:     
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   0 0sin  ,T o t Tu T u   (4.24) 
which provides an expression for the zero-crossing location uncertainty in torque signal as:  
   0 00 1 0
0
1 sin forT Tt T
u
u u T
T
     
  (4.25) 
Eq. (4.24) is valid when 0Tu  ≤ T0. For a signal smaller than the resolution limit, the waveform 
cannot be resolved by the rheometer. In that case the zero-cross location uncertainty reaches its 
maximum at: 
   00 0for2 Tt Tu u T

    (4.26) 
Similar to Eqs. (4.25)-(4.26), the uncertainty in the angular displacement zero-crossing location 
 0tu  is given by:    
   0 00 1 0
0
1 sin fort
u
u u   
     
  (4.27) 
   00 0for2tu u
     (4.28) 
The zero-crossing location uncertainties in torque and displacement add up if the real 
zero-crossing locations are on opposite sides of their respective apparent zero-crossing locations. 
On the other hand, they subtract if the real zero-crossing locations are on the same side of their 
apparent zero-crossing locations. The upper bound on phase angle uncertainty is given for the first 
case as: 
     0 0  ,t T tu u u     (4.29) 
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which on simplification using Eqs. (4.25)-(4.28) gives 
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  (4.30) 
4.10.3. Uncertainty weighted fits ignoring data covariances 
If covariances are ignored in Eq. (4.4), we get results which are presented in Figs. 4.10-4.11 
(analogous to Figs. 4.7-4.8). Even if covariances are ignored, conclusions do not change and still 
a significant reduction of subjectivity effects in fitting is observed while using data uncertainty 
weighting. When accounting for covariances, the fit parameters 0NG  and d  vary by up to a factor 
of 1.02 and 1.01 respectively for w = Su   and w = ˆSu  (Fig. 4.8); this factor while ignoring 
covariances becomes 1.02 for both cases as shown in Fig. 4.11.    
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FIG. 4.10. Fit parameter estimates when neglecting data covariances for all weightings 
 
 
FIG. 4.11. Zoomed-in data of Fig. 4.10 only showing the parameter estimates from fits weighted by 
(a) experimental data uncertainty Sw u  and (b) estimated data uncertainty ˆSw u .  These have been 
calculated by ignoring covariances in  Eq. (4.4). 
  
 
 
130 
 
4.10.4. Model parameterization using viscosity and characteristic timescale  
Parameter uncertainty may depend on which model parameterization is chosen. For the coupled 
reptation and contour-length fluctuations model used here, rather than  0NG  and d   as the model 
parameters, we can use zero-shear viscosity η0 and d   as the model parameters. The zero-shear 
viscosity η0 is related to 0NG  and d   for this case as [44,46]:  
 
3 3
0
0 N d
1 13 5G Z Z Z
             
  (4.31) 
For the terminal regime dataset considered here, we find the η0 parameterization has smaller 
uncertainty than the 0NG  parameterization, i.e. η0 shows reduced effects of subjective choices of 
data representation and residual weighting compared to 0NG . Fig. 4.12 shows that the fit estimates 
of η0 for all representations and weightings vary by a factor of only 1.04 as compared to 1.64 for 
0
NG . Uncertainty weighted fits (accounting for covariances) further reduce the subjectivity effect 
for η0. As shown in Fig. 4.13, η0 varies by up to a factor of 1.01 for w = Su and almost no change 
is observed for w = ˆSu . 
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FIG. 4.12. Fit parameter estimates for η0 and d  parameterization of reptation model modified to account 
for contour-length fluctutations [44-50], using various data representations and residual weightings. For 
fits weighted by experimental data uncertainty Sw u  and estimated data uncertainty ˆSw u , data 
covariances were accounted for using Eq. (4.4). 
 
This fortuitous reduction in subjectivity for η0 is due to the available experimental data being 
in the terminal regime of a viscoelastic liquid where viscous effects dominate. A different result 
may be expected for a viscoelastic fluid with high frequency experimental data and dominating 
elastic effects. The ultimate choice of parameterization depends on how the information is used, 
e.g. inference of different molecular or microstructural aspects related to either 0NG  or η0.  
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FIG. 4.13. Zoomed-in data of Fig. 4.12 only showing the parameter estimates from fits weighted by (a) 
experimental data uncertainty Sw u  and (b) estimated data uncertainty ˆSw u .  Data covariances were 
accounted for these fits using  Eq. (4.4). 
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Chapter 5*† 
Model fitting and parameter estimation for a polydisperse linear polyethylene 
melt 
 
In this chapter, we apply the lessons learnt from Chapter 2, 3 and 4 i.e., using frequency-sweeps 
for collecting SAOS and MAOS data, and then fitting them simultaneously with data uncertainty 
weighting to a polydisperse polyethylene melt. We fit different classes of analytical models [2] 
such as time-strain separable (TSS) [3] versus non-TSS using discrete and continuous [4] spectra 
parameterization of models, and use the paradigm of selecting the mathematical form of the model 
most consistent with the data i.e. the most credible model from among the chosen models. Model 
credibility is assessed using Bayesian Information Criterion (BIC), which favors good fits but 
penalizes over-parameterization of models. The most plausible inference about the material is then 
made based on the model fit parameter values and underlying assumptions of that model. We find 
that the most credible model for this data is one which shows a Fractional Maxwellian response 
[3,5,6] for SAOS and time-strain separability for MAOS with a single nonlinear parameter whose 
numerical value prefers molecular stress function (MSF) models [7-10] over Doi-Edwards (DE) 
models [11-13], suggesting that polymer chain stretch contribution is non-negligible (compared to 
chain re-orientation) for stress relaxation. Within MSF, it prefers linear (L-MSF) over quadratic 
(Q-MSF), suggesting that it is the cross sectional area of the mean field tube around a polymer 
chain (and not the diameter as in Q-MSF) that deforms affinely with average macroscopic 
deformation [10].       
                                                            
* A portion of this chapter was presented at the Society of Rheology 90th Annual Meeting:                                       
[1] Singh, P. K., Martinetti, L., Price, T. R., Soulages, J. M., and Ewoldt, R. H., Making MAOS faster, better, and 
more insightful, Paper no. ET24, in The Society of Rheology 90th Annual Meeting  Houston, TX, (2018). 
† Acknowledgements critical to this chapter: (a) Material provided by ExxonMobil Research and Engineering, (b) 
Frequency sweep data collected by Ms. Tiffany Price, (c) Strain sweep data collected by Dr. Luca Martinetti. See 
Section 5.7 for details.  
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5.1 Introduction 
Long chain branching (LCB) is highly relevant to industrial polymers like polyethylenes 
because even a small amount of LCB, for example, one long chain branch per 10, 000 C atoms, is 
sufficient to alter the flow behavior and subsequent product development process significantly 
[14]. Conventional spectroscopic and chromatographic techniques fail to detect such low 
concentrations of LCB [15]. Rheology is then potentially the only reliable method to detect and 
quantify the presence of LCB [14]. Even then there are limitations: rheological tests such as SAOS 
are mostly qualitative rather than quantitative in terms of type and amount of branching, and 
extensional rheology fails to distinguish single branch point architectures such as stars from their 
linear counterparts [16].   
MAOS has received special attention in the last decade as a characterization tool for identifying 
various polymer topologies and detecting LCB in polymers [7,17-23] . It was found that, in 
general, MAOS is more sensitive to polymer architecture than the linear viscoelastic data. In fact, 
for some cases, MAOS is more sensitive than other nonlinear rheology tests such as stress 
relaxation after nonlinear step shear [20].  
Even though rheology in general and MAOS in particular have made significant progress in 
qualitative detection and identification of LCB, a rigorous and full-proof strategy to solve the 
inverse problem of quantitative estimation of LCB from rheology is still an unsolved problem. 
One of the big challenges moving ahead in this field is to make flow predictions for highly complex 
LCB structures that are present in industrial polymers such as polyethylenes. Admittedly, this is a 
hard problem but rapid progress is being made especially for predicting the behavior of ideal 
branched architectures [14].  
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In chapters 5 and 6, we study two simple systems: a linear polyethylene melt and its blend with 
a star-shape architecture polyethylene melt (with 5 wt% of star) respectively. We will show what 
inferences can be drawn from the model parameters of the most credible models fit to the data. 
Two interesting conclusions emerge, first even though the model parameters are not directly 
microstructural in nature, they reveal insightful information about the linear relaxation spectrum, 
whether the MAOS behavior is time-strain separable (TSS) or not, and what inferences can be 
made about chain stretch and tube deformation based on the nonlinear parameters. Second, even 
though the data for the linear melt and its blend with star are not significantly different, the most 
credible models for both are different, thus suggesting quantitative identification of molecular 
differences in systems with minute differences in material compositions.   
In what follows, we will demonstrate that the simplest MAOS model for polymer melts is not 
adequate to describe the dataset here. However, by finding the most credible model from among 
certain pre-chosen models, we are able to describe the data well. The most credible model along 
with the values of fit parameters further leads to inferences about this material.  
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FIG. 5.1. Frequency-sweep SAOS data for the linear polyethylene melt. The frequency-dependent input 
strain amplitudes, i.e. the frequency-sweep SAOS trajectory, is as shown in Fig. 5.2. This material shows 
a non-liquid like terminal regime for G′ i.e. it deviates from an expected power-law scaling of 2. We 
speculate that this is due to small amount of cross-linking in the polyethylene [24]. The error bars are 
standard deviations from three repeat measurements. The cartoon of reptating polymer chains is adapted 
from Wikipedia (https://en.wikipedia.org/wiki/Reptation#/media/File:Reptation.svg). This dataset was 
collected by undergraduate assistant Ms.Tiffany Price.   
   
5.2 Material and methods 
5.2.1 Linear polyethylene melt 
We used a linear and well-entangled polyethylene melt with a weight-averaged molar mass of 
112 kg/mol, polydisperse in nature as indicated by a polydispersity index (PDI) ~2. The linear 
polyethylene was directly supplied by ExxonMobil Corporation as discs of 25 mm diameter and 
approximately 1 mm thickness at room temperature. The material was anti-oxidant protected, 
which was added prior to the compression molding for forming discs. This material showed the 
presence of a small amount of residual cross-linking [24] as suggested by a non-liquid like terminal 
regime for G′, i.e. a deviation from an expected power-law scaling of 2 at low frequencies as shown 
in Fig. 5.1. 
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5.2.2 Rheometry methods 
Rheometry measurements were performed on a separated motor-transducer rheometer (TA 
Instruments ARES-G2) using a 25 mm diameter parallel plate geometry. The parallel plate 
geometry allows for faster material loading compared to a cone-plate setup, although the strain 
field is not spatially homogeneous for the parallel plate setup [25,26] which affects MAOS 
measurements. To account for the spatial inhomogeneity of strain fields, we applied single point 
corrections of Bharadwaj and Ewoldt [27] to our measured MAOS material functions. The 
experiments were carried out at a temperature of 190ºC maintained by the forced convection oven 
(FCO) in a N2 gas environment to prevent/delay the oxidation of samples.    
The sample disc was loaded on to the bottom plate, after which the top plate was brought down 
just enough so that it was close to the disc but not touching it. Both the plates and the sample were 
then heated inside the FCO to a temperature of 190ºC in a N2 gas environment. The experiments 
used liquid nitrogen which was transferred from a liquid nitrogen tank to a dewar procured from 
TA Instruments. From the dewar, the liquid nitrogen was boiled off as it was transferred to the 
FCO, where the gaseous nitrogen was then heated up to 190ºC. Once the polyethylene disc reached 
a melt state, the upper plate was lowered slowly in steps ensuring the normal force never exceeded 
15 N to prevent residual stress build-up in the sample and avoid any damage to the sensitive 
transducer. After lowering the geometry to a desired gap where full contact was achieved, excess 
sample was trimmed to ensure proper filling of the material in the gap. To ensure complete 
relaxation before running tests, the sample was equilibrated at zero strain for 5 minutes.  
Frequency-sweep SAOS and MAOS were carried out using the trajectories shown in Fig. 5.2 
with five points per decade in the frequency range ω = 0.1-100 rad/s. For each sample loading, 
frequency-sweep SAOS was run followed by frequency-sweep MAOS, with the sample allowed 
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to equilibrate at zero strain for 120 s between the two tests. The tests were run from highest 
frequency to the lowest frequency. As an additional precaution to avoid any build-up of nonlinear 
deformation history, a 30 s equilibration at zero strain was performed after oscillations at each 
frequency of the MAOS trajectory.  
The sinusoidal deformation at each input {γ0, ω} was applied with a delay time ranging from 
5-63 s, before beginning the actual data collection. This was done to ensure that the signal has 
reached a time-periodic response and that the data is not affected by initial transients. Longer delay 
times were applied at low frequencies, with a gradual reduction in delay time at higher frequencies. 
Raw data was then collected in the form of time discretized waveforms of strain and stress signals. 
The raw data was sampled with a density of 128 points/cycle for sampling cycles ranging from 
1-60. Fewer cycles were sampled at low frequencies due to the longer acquisition times. Raw data 
was acquired over multiple cycles to improve the signal-to-noise ratio during post-processing.  
The sampled stress data were then Fourier transformed using the FT rheology package which 
is in-built into the rheometer data acquisition software. The FT rheology package is similar to an 
earlier data analysis software “MITlaos” [28], useful for analyzing rheological properties in LAOS 
[29]. Here we use the FT rheology package as a matter of convenience, since it is in-built into the 
data acquisition software and allows for faster post-processing. The raw stress data was 
post-processed using the FT rheology package to extract the integer stress harmonics up to the 10th 
harmonic. Note that the Nyquist frequency (i.e. the highest frequency that can be resolved from a 
discretely sampled signal) for a sampling rate of 128 points/cycle is (128/2)ω = 64ω [30]. 
However, we collect only the first 10 integer harmonics because beyond the first few integer 
harmonics, the rest of the higher stress harmonics quickly fall-off below the instrument resolution 
limit (for example, see a representative case in Fig. 2.7 in Chapter 2). SAOS and MAOS material 
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functions were then extracted from the first and the third-harmonics as discussed in Section 2.3.2 
of Chapter 2. 
The experiments were repeated three times on fresh loadings of sample. Mean values from the 
three measurements were used as the data, while the standard deviation was used as the data 
uncertainty.   
5.2.3 Fitting methods 
Model fitting in this work was implemented in Wolfram Mathematica 11 software using the 
FindMinimum function with optimization algorithm set to Levenberg-Marquardt [31,32]. The 
FindMinimum function was used to minimize RSS defined using the experimental data uncertainty 
weighting, i.e using Sw u  as per the notation introduced in Chapter 4.   
SAOS and MAOS data were fit simultaneously to account for all parameter correlations as 
discussed in Chapter 3. The uncertainties in model parameters were calculated by formulating a 
Hessian matrix of RSS, inverting it, and taking the square-root of the diagonal elements as per 
Eq. 3.17 in Chapter 3.   
Note that for this material (and the blend material of Chapter 6) G′, G″, [e1], [e3], [v3] were 
obtained with confidence but not [v1] because the MAOS trajectory was in the “too noisy” regime 
for [v1], see Fig. 5.22. Further increase in strain amplitudes was constrained due to sample fracture 
limitations in this case. As a result only the five signals: G′, G″, [e1], [e3], [v3] were fit together 
using various models. The only exception was the Pom-Pom model, for which model predictions 
of [e1] are not available [33], and hence G′, G″, [e3], [v3] were fit for Pom-Pom model fitting cases.  
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FIG. 5.2. Frequency-sweep SAOS and MAOS trajectories for the linear polyethylene melt used in this
work. SAOS data is as shown in Fig. 5.1, while the MAOS data is as shown in Fig. 5.3. For getting a better
signal-to-noise ratio for SAOS data, a ladder-like trajectory with incresing strain-amplitudes at lower
frequencies was used (as suggested by Dr. Luca Martinetti). The frequency-sweep MAOS trajectory is
non-trivial, unlike for a single timescale Coleman-Noll [3,34,35] simple fluid as was shown in Chapter 2.
The procedure for determining this trajectory is outlined in Section  5.8.1, we thank Dr. Luca Martinetti for
conducting the strain-sweep experiments and performing the analysis that were essential for the
determination of this trajectory.    
 
5.3 Experimental data and inadequate fits using the simplest MAOS model 
All frequency sweep data in this chapter was collected by Ms. Tiffany Price, an undergraduate 
assistant at the time. The SAOS data for the linear polyethylene melt is shown in Fig. 5.1 using the 
frequency-sweep SAOS trajectory of Fig. 5.2. It displays a terminal regime behavior in the 
frequency range 0.1-100 rad/s, however, this material is not a Coleman-Noll simple fluid [3,34,35] 
in that it shows a non-liquid like terminal regime for G′ i.e. it deviates from an expected power-law 
scaling of 2. In other words, instead of a single time scale, it has a distribution of multiple time 
scales. As a result, we needed a non-trivial frequency-sweep MAOS trajectory for this material. 
Note that to the best of our current knowledge, there is unfortunately no easy way to predict the 
γ0 (ω) trajectory for a general material, unlike the Coleman-Noll simple fluid (with a single 
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relaxation time scale) case of Chapter 2. Here, we were fortunate enough to use the strain-sweep 
data (and the resulting data analysis) taken by Dr. Luca Martinetti during his visit to ExxonMobil 
Corporate Strategic Research Center. As shown in the additional information Section 5.8.1, we 
plotted the MAOS sweet-spots and then designed a γ0 (ω) trajectory that passed through the 
sweet-spots, which is shown in Fig. 5.2. 
 
FIG. 5.3. Frequency-sweep MAOS data for the linear polyethylene melt using the trajectory of Fig. 5.2, 
using the procedure as outlined in Chapter 2.  [v1] data could not be obtained using frequency-sweep MAOS 
protocol here because the sweet spots of [v1] did not occur in this range of strain amplitudes. As a result, 
[v1] data from frequency-sweep MAOS calculations is error prone and not used and hence shown as shaded. 
In the rest of the chapter, we will omit [v1] data and show only the other three MAOS signals, for which 
good quality data could be obtained. The error bars are standard deviations from three repeat 
measurements. This dataset was collected by undergraduate assistant Ms.Tiffany Price.     
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Here, we acknowledge that strain-sweep MAOS is the most accurate and one could argue why 
not just use the strain-sweep MAOS data provided by Dr. Luca Martinetti (which was also used 
for Fig. 5.22). Even though we had the strain-sweep MAOS data for the linear polyethylene melt, 
it was not possible to have that data for the blend material of Chapter 6 because of its limited 
availability. There we had to use frequency-sweeps for generating MAOS data. To get a fair 
comparison, we decided to use the frequency-sweep MAOS data for the linear melt as well.  
The first- and the third-harmonic MAOS material functions thus obtained from the 
frequency-sweeps of Fig. 5.2 are shown in Fig. 5.3. Note that for this material (and the blend 
material of Chapter 6) only [e1], [e3], [v3] were obtained with confidence but not [v1] because the 
sweet spots of [v1] did not occur in this range of strain amplitudes, and going to higher strain 
ampltiudes was not feasible as that would have fractured the material. As a result, calculations of 
[v1] give incorrect numbers and hence are shown as shaded. In the rest of the Chapter, we will omit 
[v1] data and show only the other three MAOS signals, for which good quality data could be 
obtained. Fig. 5.4 shows the overall good quality SAOS and MAOS data that can be obtained from 
frequency-sweeps for this material: G′, G″, [e1], [e3], [v3]. Our goal was then to fit models to these 
five signals simultaneously with data uncertainty weighting, and obtain model parameters with a 
quantified uncertainty.  
The combination of first- and third- harmonic MAOS material functions have interpretation 
for viscoelastic characteristics of that system [36]. For the MAOS data shown in Fig. 5.4, a 
negative [e1] implies that this material is elastic-softening, implying that with the application of 
larger deformations, the material softens elastically. The sign change in [e3] informs that this 
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elastic-softening is driven by large strain-rates   for ω ≤ 39 rad/s, and by large strains   for 
ω > 39 rad/s.  
Now coming to the model fitting aspect of the data in Fig. 5.4, the simplest MAOS model 
applicable for entangled linear polymer melts is the Doi-Edwards reptation model. Reptation was 
first proposed by de Gennes [37] as a mechanism by which a linear polymer molecule relaxes its 
stress in an entangled melt. Here, the obstructions on a molecule’s movement due to surrounding 
molecules are represented as a mean field tube around the polymer molecule. Essentially, a 
polymer molecule then relaxes its stress by escaping from this tube by sliding along the tube axis. 
Doi and Edwards developed a rigorous theoretical framework of linear viscoelasticity for the 
reptation process, which is now a well-established and widely accepted theory [11,38-43]. 
However, subsequent comparison with experiments revealed that an accurate description of linear 
viscoelasticity data required the consideration of other secondary relaxation processes such as 
contour-length fluctuations, constraint release, and high frequency Rouse modes [38,44-46]. 
Several sophisticated theoretical frameworks have been developed for combining these processes; 
for a review, see for example [38,44]. Note that the challenge in consideration of the above 
mentioned secondary processes arises due to the fact that MAOS treatment of these secondary 
processes are not available. Analytical solutions for MAOS material functions are only available 
for the original Doi-Edwards reptation model and hence, we consider this is as the most basic 
model for the entangled linear polymer melt.  
Pearson and Rochefort [11] provided the analytical expressions for MAOS material functions 
under reptation in terms of Fourier moduli, which can be converted into Chebyshev space based 
material functions (used in this work for MAOS) using the interrelationships given by Ewoldt and 
Bharadwaj [36]. The original Doi-Edwards reptation model has a discrete spectrum of relaxation 
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times, it is, inherently a multi-mode model. Closed form analytical solutions for SAOS and MAOS 
material functions were provided by Pearson and Rochefort [11], although a typo in Eq. (A11) of 
their original work was recently brought to our attention by Dr. Luca Martinetti [47,48]. Here, we 
show the corrected equations taking care of that typo [47]. 
 
FIG. 5.4. Good quality SAOS and MAOS data for the linear polyethylene melt that can be obtained using  
frequency-sweeps. The only omitted signal is [v1], for reasons mentioned in Fig. 5.3. The five signals shown 
above were fit simultaneously with data uncertainty weighting, where data uncertainty is obtained as 
standard deviation from three repeat measurements shown as error bars above. This dataset was collected 
by undergraduate assistant Ms.Tiffany Price.  
 
In terms of a discrete spectrum of relaxation times, the linear viscoelastic moduli the for 
Doi-Edwards reptation model are given as: 
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where 0NG  and d are the two free parameters of the model. Eqs. (5.1)-(5.2) can be represented in 
terms of closed form expressions [11,47,48] using results of standard numerical series [48] as 
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where 
         
sinh sin1, cosh cos
x y
f x y
x x y
    (5.4) 
 
1/2
d .2
         (5.5) 
Furthermore, the closed form analytical equations for MAOS material functions are [47,48] 
       01 N5[ ] 3 4 , 2, 228e G f f          (5.6) 
         03 N5[ ] 1 3 , 3 2, 2 3, 384e G f f f             (5.7) 
         02 N d3 25[ ] 3 , 3 2, 2 3, 3168 G f f f           v   (5.8) 
       02 N d1 25[ ] 2 , 2, 256 G f f        v   (5.9) 
Since [v1] data is not available here, we used Eqs. (5.3)-(5.8) for fitting the data of Fig. 5.4 
simultaneously with experiemntal data uncertainty weighting to estimate the two model 
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parameters: the plateau modulus 0NG  and the reptation time d . This model is the simplest MAOS 
model also because we do not have any nonlinear parameters here, unlike the Giesekus model as 
shown in Chapter 3.  
 
FIG. 5.5. Data fitting using the Doi-Edwards reptation model i.e. Eqs. (5.3)-(5.9); with fit parameters  0N d,G   shown in (b).  The five signals shown above were fit simultaneously with data uncertainty 
weighting, where data uncertainty is obtained as standard deviation from three repeat measurements shown 
as error bars.  
 
The fit results are shown in Fig. 5.5. The estimated parameters for this case were: 
0
N d145.07 0.86 kPa, 20.90 0.06 msG     . It is clear from the model fits that the reptation 
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model is highly inadequate for this dataset and does not explain the data trend. Especially for [v3]   
data, it predicts a sign change that is too far away from the lowest frequency where it could have 
been speculated with more confidence to occur. Clearly, we need more sophisticated models to 
capture the MAOS data. We describe the different classes of models used for this purpose next.    
5.4 Models for fitting 
We tried a number of models for fitting the data of Fig. 5.4. We categorize the models into 
TSS (time-strain separable) versus non-TSS with discrete or continuous model parameterization 
as shown in Table 5.1. 
Table 5.1. Models used for fitting the data of Fig. 5.4. TSS is the abbreviation for time-strain separable. 
Model Category No. of fit parameters 
Multi-mode Corotational Maxwell 
[2,49] 
TSS [3] with discrete parameterization Two per mode 
Multi-mode Maxwell LVE+ a single 
nonlinear parameter                              
TSS with discrete parameterization Two per mode + 1 
Multi-mode Pom-Pom [33] Non-TSS with discrete parameterization Three per mode 
Multi-mode Giesekus [2,50] Non-TSS with discrete parameterization Three per mode 
Lognormal linear relaxation spectrum 
[3,51,52] + a single nonlinear 
parameter                        
TSS with continuous parameterization Four 
Fractional Maxwell linear relaxation 
spectrum [3,5,6] + a single nonlinear 
parameter                            
TSS with continuous parameterization Five 
Continuous Giesekus with  
a) lognormal linear relaxation spectrum  
b) constant spectrum with hard cut-offs 
for nonlinear parameter 
Non-TSS with continuous 
parameterization [4] 
Six 
 
 
The rationale for trying models with this categorization was the fortuitous discovery that a 
multi-mode Corotational Maxwell model provides a very good fit to the data overall (as shown in 
Fig. 5.6 and discussed later in this chapter). A multi-mode Corotational Maxwell model is a TSS 
MAOS model with no nonlinear parameters. We then further tried other TSS models. To complete 
the comparison, we implemented fitting with some non-TSS models as well. We describe the 
characteristics of these models next. 
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5.4.1 TSS MAOS models 
 In their recent work, Martinetti and Ewoldt [47] derived the analytical expressions for TSS 
MAOS material functions, for which several popular models are a subset. Here, we reproduce only 
the essentials of TSS MAOS models, and for a more detailed and comprehensive description refer 
the readers to their work [47]. They considered Coleman-Noll simple materials, with the shear 
stress  xy t  as a function of any linear memory function  m t t  and a general elastic measure 
 ,E t t  of the shear strain accumulated between times t′ and t given as   
      , .txy t m t t E t t dt

      (5.10) 
For third-order time-strain separability,  ,E t t  can be written in terms of   ,t t    as 
  3 5E A O       (5.11) 
where  ,t t   is the shear strain accumulated between times t′ and t given by 
         , t
t
t t u du t t   

       (5.12)                         
and A is a constant setting the leading-order nonlinearity. The sign of A dictates whether the 
material shows a stiffening (A > 0) or softening (A < 0) response.   
Martinetti and Ewoldt [47] further showed that using Eqs. (5.10)-(5.11), the TSS MAOS 
material functions can be represented as: 
       1 eq3[ ] 4 2 24e A G G G        (5.13) 
      1 23[ ] 2 2
G G
A
   
     
v   (5.14) 
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         3 1[ ] 3 3 2 34e A G G G          (5.15) 
        3 2 33[ ] 24 2 3
G G G
A
     
        
v   (5.16) 
Eqs. (5.13)-(5.16) represent the framework of TSS MAOS material functions. For the cases of 
simple fluids, Geq = 0 in Eq. (5.13), as was the case here. Their frequency-dependent trend and 
sign-change location (if any) are dictated solely by the SAOS material functions, while the 
nonlinearity A just sets the relative magnitude. In fact, various parameterizations of the LVE 
response can be chosen, and accordingly we will get different shapes of the MAOS responses. 
  The Doi-Edwards reptation model [11,47] that was considered in Section 5.3 also belongs to the 
TSS MAOS category, with a LVE response given by Eqs. (5.3)-(5.5) and with a fixed value of 
nonlinearity A = -5/21. Using this particular LVE response, the fixed value of nonlinearity A, and 
Eqs. (5.13)-(5.16), one can arrive at the Eqs. (5.6)-(5.9). 
We now present an overview of various choices of LVE responses in Eqs. (5.13)-(5.16) used 
in this work.  
5.4.1.1 TSS MAOS models with discrete parameterization 
The first model we consider in this category is the Corotational Maxwell Model, for which 
analytical solutions of MAOS material functions have been derived earlier [2,49]. The 
Corotational Maxwell model is a subset of TSS MAOS category with a Maxwellian LVE response 
and a fixed A = -1/6 [47]. Here we use a multi-mode parameterization of the LVE response which 
is essentially a generalized Maxwell model given as: 
     
2
2
1 1
M
i
i
i i
G G
        (5.17) 
    21 1
M
i
i
i i
G G         (5.18) 
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Using A = -1/6 and Eqs. (5.17)-(5.18) in Eqs. (5.13)-(5.16), we get the resulting governing 
equations for MAOS material functions. Note that since A = -1/6 is fixed, the multi-mode 
Corotational Maxwell model has no nonlinear parameters, and the fitting process essentially 
reveals only the discrete relaxation spectrum { , }i iG  . Another piece of the puzzle is the 
determination of the optimum number of modes M. We discuss this aspect later in Section 5.4.3.   
The second model we consider in this category is a generalized Maxwell LVE response with a 
variable nonlinearity A. Here, the model parameter space consists of the relaxation spectrum and 
a single nonlinear parameter: { , , }i iG A .   
5.4.1.2 TSS MAOS models with continuous parameterization 
In the previous category we looked at TSS MAOS models with a discrete parameterization of 
the linear model parameters (specifically the discrete relaxation spectrum). Determination of 
discrete relaxation spectrum by fitting rheology data is a long recognized ill-posed problem [53], 
resulting in large uncertainties in the determination of model parameters. Additionally, nonlinear 
optimization with a large parameter space suffers from mathematical issues such as the solution 
getting stuck in a local minima rather than the global one, and an ill-conditioned Hessian matrix 
of the RSS which results in erroneous determination of parameter uncertainty [31]. A work-around 
then is to use continuous spectrum parameterization using well-defined analytical functions. This 
modifies the SAOS material functions as 
       
2
2
0
;
1
HH pG d
   

  

  (5.19) 
      20
;
1
HH pG d
   

  

  (5.20) 
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where  ; HH p   is a viscosity weighted continuous relaxation spectrum (with units of Pa) for 
SAOS material functions with a model parameter set Hp . Another option is to use modulus 
weighted continuous relaxation time, Q H  , although the former is more frequently used.  Now 
the governing equations are Eqs. (5.13)-(5.16) in conjugation with Eqs. (5.19)-(5.20) with a model 
parameter set  ,Hp A . We use two choices of  ; HH p  in this work: One based on a lognormal 
distribution of relaxation times and a Fractional Maxwell relaxation spectrum. 
The lognormal relaxation spectrum in Q is parameterized as follows [4,51,52]:  
   2max maxlognormal max max ln ln1; , , exp ,2
HQ H      
        
  (5.21) 
resulting in a H given by 
   2maxlognormal max max max ln ln1; , , exp .2H H H
    
        
  (5.22) 
When using TSS MAOS model with a lognormal based spectrum for SAOS and a single 
nonlinearity, the model parameter space is:  max max, , ,H A  . Note that for this case the units of 
max max, ,H     are Pa, s and [-] respectively. A perhaps subtle but very important point regarding 
Eq. (5.22) is that its form is not exactly lognormal but derived from lognormal [4]. It is actually 
the modulus weighted distribution of relaxation times, Q H   in Eq. (5.21) which is lognormal, 
whereas H (i.e. the viscosity weighted distribution of relaxation times) which is more commonly 
used is actually derived from this lognormal form. For the sake of simplicity in this and the next 
chapter, we will call the expression in Eq. (5.22) as lognormal while keeping in mind it is actually 
a derived form.  
The Fractional Maxwell relaxation spectrum is parameterized as follows [5,6,47]: 
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      
  FM 2
sin sin
; , , , .
1 2 cos
V
V GH V G
V V
G G
 

   
  
        


 

       
  (5.23) 
When using a TSS MAOS model with Fractional Maxwell relaxation spectrum for SAOS and a 
single nonlinearity, the model parameter space is:  , , , ,V G A  , with constraints 0 , 1.     
Note that for this case the units of , , ,V G    are Pa-sα, [-], Pa-sβ and [-] respectively.  
5.4.2 Non-TSS MAOS models 
An obvious way to categorize a model as non-TSS is when nonlinear parameters and frequency 
dependent terms occur together. However, Martinetti and Ewoldt [47] recently showed that even 
when nonlinear parameters only occur as front-factors as shown in Eqs. (5.13)-(5.16), the model 
could possibly be non-TSS. We only consider the former case where non-TSS MAOS features are 
easy to spot. 
5.4.2.1 Non-TSS MAOS models with discrete parameterization 
The first case that we consider is multi-mode Giesekus model which was already discussed in 
great detail in Chapter 3. Here, we give the model equations for the sake of completeness. The 
SAOS response of the Giesekus model is given by a generalized Maxwell model shown in 
Eqs. (5.17)-(5.18). The model equations for MAOS material functions are given as: 
                 
4 2 4 2
1 32 21
21 41 8 4 4 7
[ ]
4 1 1 4
M i i i i i
i i
i
i i
e G
        
 
   
    

    (5.24) 
                   
2 2 4 2 4
1 32 21
9 11 10 2 3 8
[ ]
4 1 1 4
M i i i i i i
i i i
i
i i
G
          
  
   
     
 
 v   (5.25) 
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                      
4 2 4 2 4
3 32 2 21
21 30 51 4 4 17 3
[ ]
4 1 1 4 1 9
M i i i i i i
i i
i
i i i
e G
          
 
     
     
 
    
 (5.26) 
 
                       
2 2 4 6 2 4
3 32 2 21
3 48 33 18 2 48 46
[ ]
4 1 1 4 1 9
M i i i i i i i
i i i
i
i i i
G
            
  
     
      

  v  
 (5.27) 
Here, the model parameter space consists of the relaxation spectrum and a single nonlinear 
parameter for each mode: { , , }i i iG    with the constraint 0 1i  .     
 The second case considered is a multi-mode Pom-Pom model. A “Pom-Pom” is an idealized 
polymer molecule with a single backbone and multiple (and equal number of) branches on each 
end, for which a molecular constitutive model was proposed by McLeish and Larson [54]. The 
original model was derived in an integral form, however, computationally much simpler 
differential models have since then been developed (for a discussion on various differential 
models, see for example, the work by Hoyle et al. [33]). Here, we use the MAOS material function 
equations derived by Hoyle et al [33] for a form of multimode Pom-Pom model derived by Inkson 
et al. [55] with modifications proposed by McLeish and coworkers [56,57]. Note that only the 
third-harmonic MAOS model equations were derived by Hoyle et al. [33]. As a result, we have 
constitutive equations only for G′, G″, [e3], [v3], which are 
     
2
2
1 1
M
bi
i
i bi
G G
        (5.28) 
    21 1
M
bi
i
i bi
G G         (5.29) 
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                   
4 2 21 1 1
3 22 2 221
1 5 2[ ]
1 4 1 4 1
M bi i bi bi i i
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i
bi i bi bi
r r r
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r
     
     
  

    
     (5.30) 
                     
2 4 2 21 1 1
3 22 2 221
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M bi i bi i bi bi i
i bi
i
bi i bi bi
r r r
G
r
        
     
  

    
  v   (5.31) 
Here, the model parameter space consists of the linear relaxation spectrum and a single 
nonlinear parameter for each mode: { , , }i bi iG r . The linear relaxation for each mode is dictated by 
the time-scale bi  which is the orientation relaxation time of mode i. Note that G′, G″ have a 
generalized Maxwell model response with time-scales bi . The nonlinear parameter ir  is the ratio 
of two relaxation times: 
 bii
si
r    (5.32) 
where  si is the stretch relaxation time for the mode i. Note that ir  has a lower bound, i.e. 1ir   
(the case 1ir   corresponds to an unentangled backbone section). Inkson et al. [55] suggested the 
constraint 
 2 24 4 bii bi
e
Mr Z
M     (5.33) 
where biZ  is the number of entanglements of the backbone section. The number of entanglements 
is unknown, since it is impossible to know the backbone molecular weight (Mbi) of an equivalent 
pom-pom molecule ensemble of the linear polyethylene melt. However, we can estimate the 
maximum value because Mbi cannot be larger than the molecular weight of the linear polymer 
melt: 
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 ,max 2 24 4 112 39.51.15
w
i
e
Mr
M      (5.34) 
where Mw = 112 is the molecular weight of the linear polyethylene melt and Me = 1.15 is the 
molecular weight between entanglements for polyethylene [58]. Using this we get a numerical 
value of the upper bound  ,max 39.5ir  . In this work, we used two cases: (1) unbounded nonlinearity 
case i.e. 1 ir   , and (2) bounded nonlinearity case ,max1 i ir r  .  
Inkson et al. [55] also suggested the constraint ( 1)b i si bi      which we relax here in the 
interest of improving the model fits to the data, a sentiment echoed by Hoyle et al. [33]. 
An additional detail regarding the Pom-Pom model is that it has another nonlinear parameter 
per mode: the number of arms, qi. However, as shown above the SAOS and the third-harmonic 
MAOS material functions are insensitive to this parameter. In-fact, simple shear viscosity is also 
insensitive to qi. Typically, qi is obtained by fitting transient uniaxial extensional viscosity [55].   
5.4.2.2 Non-TSS MAOS models with continuous parameterization 
Continuous parameterization of Non-TSS models is non-trivial because now in addition to 
assuming a continuous relaxation spectrum  ; HH p   for SAOS material functions, we have to 
assume a spectrum for nonlinear parameters, for example,  ; p     in the Giesekus model. This 
approach is possible as shown recently by Martinetti et al [4] where the authors derived general 
equations for MAOS material functions based on a continuous distribution of parameters. As an 
example, the authors extended the single mode strain-stiffening transient network model (SSTNM) 
of Bharadwaj et al [59] to a continuous spectrum for model parameters: a lognormal spectrum for 
linear parameters and a step-function with hard cut-off at longer times for the nonlinear parameter. 
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Their choice of the step-function for the nonlinear parameter was guided to a certain extent by the 
trend observed in the spectrum of nonlinear parameter for a discrete mode case. 
Here, we use similar ideas to perform a continuous parameterization of a Giesekus model. We 
used a lognormal relaxation spectrum for SAOS material functions, which has three model 
parameters as described by Eq. (5.22). For the nonlinear parameter α, we use a step-function with 
a hard cut-off at shorter and longer times, 
   00 for; , , .0 otherwisel ul u
                (5.35) 
Note that this is only a plausible choice, the exact form of a continuous distribution for a nonlinear 
parameter is a hard task. An educated guess would require trying to match the spectrum obtained 
using discrete modes and then trial-and-error. Here, we use a simple form represented by Eq. (5.35)
, leaving the options open for more complicated and sophisticated analytical functions as part of 
future work.   
5.4.3 Model selection using Bayesian Information Criterion (BIC) 
We assess the model credibility using Bayesian Information Criterion (BIC) [60,61], which 
favors good fits but penalizes over-parameterization of models. BIC is used to compare different 
models and select the optimum number of modes within a given model. If just a goodness of fit 
related metric is used, for example minimized RSS, then it will typically favor the model with 
most fit parameters. As such, even an empirical model with a large number of parameters might 
provide better fits. So, instead of just using goodness of fit, other metrics which also penalize over-
parameterization are more useful, such as BIC used here. Note that BIC is an easily calculable 
approximation to the more rigorous Bayes factors [60] which involve assigning relative 
probabilities to models by integrating over the whole model parameter space [62,63]. These 
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integrals can require significant computational effort [62]. Hence, we choose the approximate 
although faster BIC for selecting the optimum model.  
BIC is mathematically calculated as [60,61]:  
  0BIC 2log ( | , ) log( )p dP D p M N N      (5.36) 
where the logarithm is the natural logarithm i.e. to the base ‘e’. 0( | , )P D p M
  is the maximized 
likelihood, i.e. the maximized probability of the occurrence of a dataset D assuming the model M
describes the underlying physics of the system, which occurs for the model parameter space 0p . 
Np is the total number of model parameters and Nd is the total number of data points. Kass and 
Raftery [60] have shown that in the limit of a large number of data points, BIC approximately 
represents negative twice the logarithm of likelihood of data given a model i.e. 
 BIC 2logP | as dD M N   . Note that calculating the likelihood would involve integrating 
over the whole model parameter space [62,63], however, calculating the maximized likelihood in 
Eq. (5.36) would require just an algebraic calculation. Hence it is much easier to evaluate BIC via 
Eq. (5.36).  
The first term on the right-hand side of Eq. (5.36) can be related to a goodness-of-fit metric 
like minimized RSS. For example, under the most common assumption of independent data points 
with Gaussian uncertainty, the maximized likelihood can be written as [62,63]:  
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where iS  are the measured signals with an uncertainty iSu and ˆiS  are the corresponding model 
predictions, these notations being consistent with what was used in Chapter 4. D  is the set of Nd 
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data points, i.e. 1 2{ , ,....., }dND S S S
 , 0p is the set of model parameters for which likelihood is 
maximized which is equivalent to the model parameter set at which RSS is minimized for this case.   
        Using Eq. (5.37) in Eq. (5.36) leads to the simplification 
 minBIC RSS log( )p dC N N     (5.38) 
where C is a constant dependent only on data uncertainties and remains unchanged with various 
models, and hence, does not contribute to the model selection procedure. So, we instead use an 
effective BIC given as 
 effective minBIC RSS log( ).p dN N    (5.39) 
Here, RSSmin is given as  
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  (5.40) 
where N1 = 16 is the number on angular frequencies for which measurements were taken. Note 
that for Pom-Pom model, [v3] terms are omitted in addition to [v1] terms. Based on Eq. (5.39), the 
model with lowest BICeffective is the most credible or the optimum model. How much difference in 
BIC is significant? Kass and Raftery [60] provide appropriate guidelines where a difference of 6-
10 suggests a strong and >10 difference suggests a very strong evidence for the model with lower 
BICeffective. 
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Notice that we had certain cases of comparison with different number of data points, for 
example, Pom-Pom model used only 4 material functions while other models used all 5 available 
material functions. For such comparisons, we used normalized effective BIC, i.e. effectiveBIC dN  
for most credible model selection. 
Table 5.2. BIC comparison for fits using different number of modes of Corotational Maxwell Model. 
Corotational Maxwell 
model modes 
No. of fit parameters BICeffective (Eq. (5.39)) 
1 2 64042 
2 4 28647 
3 6 16191 
4 8 7589 
5 10 5620 
6 12 5628 
7 14 5637 
 
5.5 Model fitting results 
All the models that were tried provided better fits as compared to the Doi-Edwards reptation 
model fits of Fig. 5.5. We start with TSS MAOS models with discrete modes and increasing 
complexity, followed by continuous spectrum model parameterization. We then show fits using 
non-TSS MAOS models with discrete and continuous parameterization.  
The first model we tried was the TSS multi-mode Corotational Maxwell model which recall is 
obtained by using A = -1/6 and Eqs. (5.17)-(5.18) in Eqs. (5.13)-(5.16), This model adds the 
simplest complexity as it has no nonlinear fit parameters, and the fitting process essentially reveals 
only the discrete relaxation spectrum{ , }i iG  . 
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FIG. 5.6. Data fitting using a 5-mode Corotational Maxwell model, five modes were chosen here as optimum 
based on the minimum Bayesian Information Criterion (BIC) in Table 5.2. The fit parameters in this model 
are only the linear relaxation spectrum { , }i iG   shown in (b).  The five signals shown above were fit 
simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard deviation 
from three repeat measurements shown as error bars. 
 
 
 
 
 
 
 
168 
 
Table 5.3. BIC comparison for fits using various models with different mathematical structures using 
Eq. (5.39). All discrete spectra models are grouped together with increasing number of model parameters, 
followed by continuous spectra models with increasing number of model parameters. 
Model/Category No. of fit 
parameters, 
Np 
No. of 
data 
points, Nd 
BICeffective BICeffective / Nd Ranking 
5 mode Corotational Maxwell/ 
TSS discrete 
10 80 5620 70.25 8 
6 mode Maxwell LVE+ single 
nonlinearity/                                
TSS discrete 
13 80 1975 24.69 3 
5 mode Pom-Pom (bounded 
nonlinearity)/                        
Non-TSS discrete   
15 64 3188 49.81 7 
6 mode Pom-Pom (unbounded 
nonlinearity)/                         
Non-TSS discrete   
18 64 1237 19.33 2 
7 mode Giesekus/                  
Non-TSS discrete 
21 80 1998 24.98 4 
Lognormal linear relaxation 
spectrum + single 
nonlinearity/                       
TSS continuous 
4 80 3480 43.50 5 
Fractional Maxwell linear 
relaxation spectrum + single 
nonlinearity/                           
TSS continuous 
5 80 897 11.21 1 
Continuous Giesekus with 
lognormal linear relaxation 
spectrum/                  
Non-TSS continuous   
6 80 3690 46.12 6 
 
 
What is the optimum number of modes here? As shown in Table 5.2, we obtain five modes as 
the most credible for a Corotational Maxwell Model using Eq. (5.39). The model fits and model 
parameters are shown in Fig. 5.6.  Clearly, the fits capture the trend of the data pretty well including 
the observed sign-change location in [e3] and the plausible low-frequency sign-change location in 
[v3]. These fits are much improved than that of the reptation model shown in Fig. 5.5 (BICeffective for 
the reptation model was 62677). This improvement encourages the notion that the data is quite 
possibly time-strain separable, although it requires a model with sufficient degrees of freedom to 
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see this in an obvious fashion. Notice that the model fits have undulations which is an artifact of 
using a sparse spectrum.  
The model predictions could be made smoother with the addition of more modes but this would 
not be justified based on BIC and also the numerical optimization becomes difficult for a large 
parameter set. We will show soon that using a continuous spectrum model takes care of this issue. 
The boundary conditions that were implemented on model parameters during fitting and other fitting 
related details are given in Section 5.8.2. 
So far, we have looked at TSS models which have no nonlinear parameters (i.e. a fixed 
nonlinearity). Now, we look at TSS models with a variable nonlinearity. The model that we consider 
now is a TSS model with generalized Maxwell LVE response and a variable nonlinearity A, the 
model parameter space consisting of the relaxation spectrum and a single nonlinear parameter: 
{ , , }.i iG A  Here, six modes came out to be optimum based on an effective BIC with the fits and the 
linear relaxation spectrum shown in Fig. 5.7. The nonlinearity A was estimated to be -0.104 ± 0.001 
compared to -0.167 for Corotational Maxwell.  
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FIG. 5.7. Data fitting using a time-strain separable (TSS) MAOS model with 6-mode Maxwellian response 
for linear viscoelasticity (LVE) and a single nonlinearity A. The linear fit parameters in this model are the 
relaxation spectrum { , }i iG   as shown in (b), while the nonlinear parameter A = -0.104 ± 0.001. Six modes 
were chosen as optimum here based on a minimum Bayesian Information Criterion (BIC). The five data 
signals shown above were fit simultaneously with data uncertainty weighting, where data uncertainty is 
obtained as standard deviation from three repeat measurements shown as error bars.  
 
As expected, this case showed better fits due to an additional degree of freedom for fitting (i.e. the 
nonlinearity A) than the Corotational Maxwell model for the same number of modes. The effective 
BIC for this case is much lower than that of 5-mode Corotational Maxwell model as shown in 
Table 5.3. Notice as expected, we still see undulations in fits due to using a sparse discrete 
spectrum. 
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FIG. 5.8. Data fitting using a time-strain separable (TSS) MAOS model with a lognormal relaxation 
spectrum for linear viscoelasticity (LVE) and a single nonlinearity A. The linear fit parameters dictate the 
continuous linear relaxation spectrum H versus τ as shown in Fig. 5.9. The fit estimate of nonlinear 
parameter A was found out to be -0.104 ± 0.001. The five data signals shown above were fit 
simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard deviation 
from three repeat measurements shown as error bars.  
   
 
Now we shift our attention to TSS MAOS models with continuous spectrum parameterization. 
The first case we considered was that of a lognormal spectrum for SAOS given by Eq. (5.22) and 
a single nonlinearity, with the model parameter space:  max max, , ,H A  . The model fits shown in 
Fig. 5.8 are much smoother than the previous two cases of a discrete spectrum. The effective BIC 
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for this case came out to be 3480 giving it more preference than the 5-mode Corotational Maxwell 
model, but less than the 6-mode Maxwell model LVE and a single nonlinearity case. Just with four 
parameters, this model seems to capture the salient features of the data such as the sign-change 
location in [e3] and the plausible low-frequency sign-change location in [v3]. The fit parameters 
obtained were: Hmax = 229.5 ± 8.7 kPa, τmax = 1.00 ± 0.08 ms, σ = 1.86 ± 0.02, A = -0.104 ± 0.001. 
The linear relaxation spectrum for this case is shown in Fig. 5.9. 
 
FIG. 5.9. Lognormal linear relaxation spectrum obtained by data fitting as shown in Fig. 5.8. The spectrum 
is given by Eq. (5.22) with fit parameter estimates as: Hmax = 229.5 ± 8.7 kPa, τmax = 1.00 ± 0.08 ms, 
σ = 1.86 ± 0.02. Relaxation spectrum is determined with confidence only within the inverse frequency 
window shown in violet here. 
  
The fit results of the TSS MAOS model with lognormal linear relaxation spectrum with just 
four fit parameters encourage the idea that a better choice of a continuous spectrum for SAOS 
might further improve the fit. It indeed happens when we choose a Fractional Maxwell relaxation 
spectrum for the SAOS material functions (We are thankful to Dr. Luca Martinetti for suggesting 
this model). A Fractional Maxwell model is a highly versatile model especially useful for capturing 
power-law relaxation of materials in the linear viscoelastic regime [5], which prompted us to use 
it here.    
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FIG. 5.10. Data fitting using a time-strain separable (TSS) MAOS model with a Fractional Maxwellian 
relaxation spectrum for linear viscoelasticity (LVE) and a single nonlinearity A. The linear fit 
parameters dictate the continuous linear relaxation spectrum H (τ) as shown in Fig. 5.11. The fit 
estimate of the nonlinear parameter A = -0.115 ± 0.001. The five data signals shown above were fit 
simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard 
deviation from three repeat measurements shown as error bars.  
 
When using a TSS MAOS model with Fractional Maxwell relaxation spectrum for SAOS 
given by Eq. (5.23) and a single nonlinearity, the model parameter space is:  , , , ,V G A  , with 
constraints 0 , 1.   Model fits shown for this case in Fig. 5.10 are remarkably close to the 
data. The effective BIC for this case was 897 which is much smaller than the previous three 
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cases (in fact, we will see that this is the best of all the models that we considered, making it the 
highest ranking model in terms of both model credibility and goodness of fit). Even though it 
still comes with a disadvantage that it seems to not capture the plausible low-frequency 
sign-change location in [v3]. However, since our goal is primarily to estimate the model 
parameters, we are more interested in fitting within the range of experimental data and for that 
purpose, this model works well.  The fit parameters obtained were: V = 6072.33 ± 20.63 Pa-
s0.9998, α = 0.9998 ± 0.0002 [-], G = 57638.3 ± 533.3 Pa-s0.360, β = 0.360 ± 0.002 [-], A = -
0.115 ± 0.001 [-]. The linear relaxation spectrum for this case is shown in Fig. 5.11. 
 
 
FIG. 5.11 Fractional Maxwellian linear relaxation spectrum obtained by data fitting as shown in 
Fig. 5.10. The spectrum is given by Eq. (5.23) with fit parameter estimates as: 
V = 6072.33 ± 20.63 Pa-s0.9998, α = 0.9998 ± 0.0002 [-],  
G = 57638.3 ± 533.3 Pa-s0.360, β = 0.360 ± 0.002 [-]. Note that for a general case, the power-law slopes 
are -β and -α respectively. However, for the special case of α = 1 as is the case here, the power law 
slope at longer times is -(2- β) [5]. Relaxation spectrum is determined with confidence only within the 
inverse frequency window shown in orange here. 
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FIG. 5.12. Data fitting using a 7-mode Giesekus model which is a non time-strain separable (Non-TSS) 
MAOS model. The linear fit parameters in this model are the relaxation spectrum { , }i iG   as shown in 
(b), while the nonlinear parameters  i  are shown as a nonlinear spectrum  ,i i   in Fig. 5.13. Seven 
modes were chosen as the most credible here based on a minimum Bayesian Information Criterion (BIC). 
The five data signals shown above were fit simultaneously with data uncertainty weighting, where data 
uncertainty is obtained as standard deviation from three repeat measurements shown as error bars. 
 
Having shown a few fits using TSS MAOS models, we now contrast the results using Non-TSS 
MAOS models starting with a discrete mode Giesekus model. Here, the model parameter space 
consists of the discrete relaxation spectrum and a single nonlinear parameter for each mode
{ , , }i i iG   . For this case the most credible number of modes was found to be seven. The model 
fits shown in Fig. 5.12 (along with linear relaxation spectrum) perform better than the 5-mode 
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Corotational Maxwell model, and quite comparable to the 6-mode Maxwell model LVE and a 
single nonlinearity case (Table 5.3). The spectrum of the nonlinear parameter is shown in Fig. 5.13. 
The model fits for the Giesekus model encourage the fact that the data can be explained even by 
Non-TSS models if the right mathematical structure and the right number of parameters are chosen.   
 
FIG. 5.13. Nonlinear parameters  i  of a 7-mode Giesekus model obtained by fitting the data in 
Fig. 5.12, shown as a nonlinear spectrum  ,i i  . 
 
Next we consider the Pom-Pom model first, for the unbounded nonlinearity case 1 ir   . 
Recall the Pom-Pom model only has solutions for SAOS and third-harmonic MAOS material 
functions. The optimum number of modes here was six with the model fits and the linear relaxation 
spectrum shown in Fig. 5.14. This model provides good fits to all the four signals especially [v3] 
compared to all the other models. In fact, based on the BICeffective per datapoint, it ranks second 
only to the TSS MAOS model with Fractional Maxwell LVE. Although this model is ranked high 
based on BIC, the model parameters in this case seem unphysical. The linear relaxation spectrum 
shows a zig-zag pattern as compared to the smoother spectrum for TSS MAOS models in 
Figs. 5.6-5.7. Also, in Fig. 5.15 where we show the spectrum of the nonlinear parameter r, a few 
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modes show a value of ~ 106, and such a separation of time-scales seems unphysical (recall that r 
is the ratio of orientation to stretch relaxation time).    
  
 
FIG. 5.14. Data fitting using a 6-mode Pom-Pom model which is a non time-strain separable (Non-TSS) 
MAOS model. The linear fit parameters in this model are the molecular backbone relaxation spectrum 
{ , }bi iG  as shown in (a), while the nonlinear parameters  ir  are shown as a nonlinear spectrum  ,bi ir  
in Fig. 5.15. This is the unbounded nonlinearity case, where we allowed 1 .ir    Note that at-present 
the Pom-Pom model does not have a prediction for [e1], so this data was omitted from fitting, and hence 
not shown above. Six modes were chosen as most credible here based on a minimum Bayesian 
Information Criterion (BIC). The four data signals shown above were fit simultaneously with data 
uncertainty weighting, where data uncertainty is obtained as standard deviation from three repeat 
measurements shown as error bars.   
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FIG. 5.15. Nonlinear parameters  ir  of a 6-mode Pom-Pom model obtained by data fitting in Fig.  5.14, 
shown as a nonlinear spectrum  ,bi ir . This is the unbounded nonlinearity case 1 .ir   As clearly  
evident, the vertical uncertainty bars for two of the modes are significantly larger than the values of r.  
 
Next we consider the bounded nonlinearity case of the Pom-Pom model  max1 39.5ir r  
. The optimum number of modes here was five with the model fits and the linear relaxation 
spectrum shown in Fig. 5.16. This model fits [v3] well but shows unphysical multiple sign 
changes for [e3]. As compared to other models, it gets the second-to-last ranking. Again the 
linear relaxation spectrum shows an unphysical zig zag pattern similar to the unbounded 
nonlinearity case. However, the spectrum of nonlinearity ri as shown in Fig. 5.17 is more 
reasonable because of the bounds provided in fitting.  
Although the Non-TSS models with discrete parameterization are not as good as TSS models 
in terms of smooth relaxation spectrum of parameters (especially linear), they do a decent job 
of fitting the data as shown for the 7-mode Giesekus and the 6-mode Pom-Pom (with unbounded 
nonlinearity). Motivated by this, we tried a simple continuous parameterization of the Giesekus 
model as shown next.   
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FIG. 5.16. Data fitting using a 5-mode Pom-Pom model which is a non time-strain separable (Non-TSS) 
MAOS model. The linear fit parameters in this model are the molecular backbone relaxation spectrum 
{ , }bi iG  as shown in (a), while the nonlinear parameters  ir  are shown as a nonlinear spectrum  ,bi ir  
in Fig. 5.17. This is the bounded nonlinearity case, where we allowed 241 39.5.wi
e
Mr
M    Note that 
at-present the Pom-Pom model does not have a prediction for [e1], so this data was omitted from fitting, 
and hence not shown. Five modes were chosen as the most credible here based on a minimum Bayesian 
Information Criterion (BIC). The four data signals shown above were fit simultaneously with data 
uncertainty weighting, where data uncertainty is obtained as standard deviation from three repeat 
measurements shown as error bars.   
 
We use a lognormal relaxation spectrum for SAOS material functions, which has three model 
parameters as described by Eq. (5.22). For the nonlinear parameter α, we use a step-function with 
a hard cut-off at shorter and longer times as per Eq. (5.35). The model fit parameters are shown in 
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Fig. 5.18 with the linear and nonlinear spectra in Fig. 5.19. Of course since we used a simple step 
function for α(τ), the effective BIC is still high giving this model a ranking of 6 overall. A more 
proper choice of the spectrum for α(τ) would have been an analytical function approximating the 
discrete spectrum of Fig. 5.13. However, that would have required trial-and-error with different 
analytical functions, and we leave that for future work. Still, this simple analytical form gives 
much smoother model fits, further encouraging the use of continuous parameterization of Non-TSS 
MAOS models in the future. The fit parameter estimates obtained for this simple case were Hmax 
= 218.7 kPa, τmax = 0.999 ms, σ = 1.877 [-], α0 = 0.19 [-], τu = 100.1×103 s, τl = 0.009 s. 
 
FIG. 5.17. Nonlinear parameters  ir  of a 5-mode Pom-Pom model obtained by data fitting in Fig.  5.16, 
shown as a nonlinear spectrum  ,bi ir .  This is the unbounded nonlinearity case, where we allowed 
2
41 39.5 .wi
e
Mr
M    
 
Based on Table 5.3, the most credible model considered for this dataset is the TSS-MAOS model 
with Fractional Maxwell continuous relaxation spectrum and a single nonlinearity as summarized in 
Fig. 5.20. The value of nonlinearity for this case was A = -0.115 ± 0.001 [-]. We compared this value 
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to some fixed values of this nonlinearity for certain models [47] such as Corotational [2,49] 
(A = -1/6 = -0.167), Doi-Edwards reptation with independent alignment approximation (IAA) [11] 
(A = -5/21 = -0.238), without IAA [12,13] (A = -191/420 = -0.454), linear molecular stress function 
(L-MSF) [7-10] (A = -29/210 = -0.138) and, quadratic molecular stress function (Q-MSF) [7-10] 
(A = -4/105 = -0.038). The fit value of A for the highest ranking model is closest to the linear 
molecular stress function (L-MSF) model for this case as shown in Fig. 5.21. The nonlinearity A 
prefers molecular stress function (MSF) models over Doi-Edwards (DE) models. While the original 
DE models [11-13,39-41] assumed the stress relaxation to occur solely by chain re-orientation, MSF 
models [7-10] also incorporated a strain-dependent chain stretch to account for the fact that the 
applied deformation stretches the tube segments. So the MSF model preference of nonlinearity A over 
DE models suggests that the polymer chain stretch contribution is non-negligible (compared to chain 
re-orientation) for stress relaxation. Within MSF models, two categories are possible [7-10]. First one 
is the linear (L-MSF) case where it is assumed that the cross sectional area of the mean field tube 
around a polymer chain deforms affinely with the average macroscopic deformation. Second one is 
the quadratic (Q-MSF) case which assumes that the diameter of the tube deforms affinely with the 
average macroscopic deformation. Since the nonlinearity A prefers L-MSF over Q-MSF, it is 
suggestive that the dominant effect is described by the affine deformation of the cross sectional area 
of the mean field tube around a polymer with the average macroscopic deformation. 
Based on the above information and the models considered, the most plausible inference about 
the material for this frequency range is its Fractional Maxwellian response for SAOS (i.e. small 
deformations) with TSS response for MAOS (i.e. under asymptotically nonlinear deformations) with 
a nonlinearity suggestive of a L-MSF model in terms of deformation and stress relaxation dynamics. 
Of course, this is the most plausible hypothesis about the material based on the models considered. If 
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we were to use other and even more credible models, the plausible explanations of the material 
structure would have been based on that model. Our work and results represent a new paradigm where 
instead of just using a single model, we try to see what mathematical form of a model is most credible 
for the data and what underlying mechanisms govern that form, which can then be used to correct the 
deficiencies in current models.    
 
FIG. 5.18. Data fitting using a continuous parameterization of the Giesekus model which is a non time-strain 
separable (Non-TSS) MAOS model. The linear relaxation spectrum was chosen to be a three parameter 
lognormal, while the nonlinear parameter α(τ) was assumed to be a constant valued spectrum with an upper 
and a lower cutoff time. The linear and nonlinear spectrum thus obtained are shown in Fig. 5.19. The five data 
signals shown above were fit simultaneously with data uncertainty weighting, where data uncertainty is 
obtained as standard deviation from three repeat measurements shown as error bars. 
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FIG. 5.19. Linear (H) and nonlinear (α) continuous spectrum parameterization of Gieseus model, obtained by 
data fitting as shown in Fig. 5.18. The  linear spectrum H(τ) was assumed to be a lognormal, given by Eq. (5.22) 
with fit parameter estimates as: Hmax = 218.7 kPa, τmax = 1.00 ms, σ = 1.877. The nonlinear spectrum α(τ) was 
assumed to be a constant valued spectrum with an upper and a lower cutoff time, given by Eq. (5.35) with fit 
parameter estimates as: α0 = 0.19, τu = 100.1×103 s, τl = 0.009 s. Relaxation spectrum is determined with 
confidence only within the inverse frequency window shown in bright green here. 
 
5.6 Conclusions  
We demonstrate that the simplest MAOS model consistent with the physics of entangled 
polymer melts i.e. the Doi-Edwards reptation model [11,47,48] is not sufficient to capture the 
non-trivial SAOS and MAOS signatures of the polydisperse polyethylene melt tested here. Instead 
of limiting ourselves to models specific to polymer melts, we considered various classes of models 
aimed to find the most credible model structure for this dataset. Rather than focusing solely on 
goodness-of-fit as a metric of model selection, we used Bayesian Information Criterion (BIC) 
which favors good fits but penalizes over-parameterization of models. This exercise was 
performed for different classes of analytical models such as time-strain separable (TSS) versus 
non-TSS using discrete and continuous spectra parameterization of models as shown in Fig. 5.20.  
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FIG. 5.20. An assessment of model credibility of various models shown in Table 5.3 based on the effective 
BIC per data point (Eq. (5.39)) as a function of the number of model parameters. The most credible model 
with the lowest effective BIC per data point is the TSS MAOS model with a Fractional Maxwellian (FM) 
linear viscoelastic (LVE) spectrum (and a single nonlinearity). 
 
We found that the most credible model for this data (from among the ones used) is one which 
shows Fractional Maxwellian response for SAOS and time-strain separability for MAOS with a 
single nonlinearity whose numerical fit value suggests that: (a) the contribution of polymer chain 
stretch is non-negligible compared to chain re-orientation for stress relaxation and, (b) the cross 
sectional area of the mean field tube around a chain deforms affinely with the average macroscopic 
deformation.  
We believe that the idea of testing various models for their credibility against a particular 
dataset can reveal insights about the material, which the traditional approach of pre-selecting 
models specific to that material class might not. The most credible model, even if not specific to 
the material class at hand, can show what physics and its governing mathematics might be missing 
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in the well-accepted models. This can then help in making the existing models more adequate by 
adding the missing physics and its governing mathematics.   
The ideas presented here can be further extended for developing more credible model 
structures. We showed a simple example of a continuous Giesekus model with lognormal linear 
relaxation spectrum and a constant nonlinear parameter with hard cut offs in time. By using for 
example, a Fractional Maxwell relaxation spectrum for SAOS in a continuous Giesekus or a 
continuous Pom-Pom model, more versatile and plausibly more credible models can be created. 
We leave these ideas to be explored in the future.  
FIG. 5.21. Material inference based on the best fit value of the nonliearity A for the most credible model. 
The nonlinear parameter A prefers molecular stress function (MSF) models over Doi-Edwards (DE) 
models, suggesting that polymer chain stretch contribution is non-negligible (compared to chain 
re-orientation) for stress relaxation. Within MSF, it prefers linear (L-MSF) over quadratic (Q-MSF), 
suggesting that the dominant effect is that the cross sectional area of the mean field tube around a polymer 
chain (and not diameter which is the case for Q-MSF) deforms affinely with average macroscopic 
deformation.  
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5.8 Additional information 
5.8.1 Determination of frequency-sweep MAOS trajectory 
As mentioned previously and shown in Fig. 5.1, this material is not a Coleman-Noll simple 
fluid with a single timescale for this frequency range in that it shows a non-liquid like terminal 
regime for G′, i.e. it deviates from an expected power-law scaling of 2. As a result, the γ0 (ω) 
trajectory cannot be predicted using the Coleman-Noll simple fluid case of Chapter 2. Here, we 
used the strain-sweep data taken by Dr. Luca Martinetti during his visit to ExxonMobil Corporate 
Strategic Research Center for designing the γ0 (ω) trajectory. As shown below in Fig. 5.22, this 
was the best trajectory to pass through the sweet spots of [e1], [e3] and [v3]. As mentioned 
previously, [v1] does not emerge out of the noise floor for this range of strain amplitudes.  
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FIG. 5.22. Procedure for obtaining the non-trivial frequency-sweep MAOS trajectory for the linear 
polyethylene melt which was shown in Fig. 5.2. The frequency-sweep MAOS trajectory was designed by 
plotting the [e1], [e3] and [v3] sweet-spots and then finding an approximate trajectory that passed through 
those sweet-spots. We thank Dr. Luca Martinetti for conducting the strain-sweep experiments, performing 
the analysis, and sharing the sweet-spots data that were essential for the determination of this trajectory. 
 
Notice that we allowed compromise on [e1] sweet spots to find a better trajectory for the 
third-harmonic nonlinearities. This is due to the fact that the third-harmonic nonlinearities can be 
extracted with more confidence compared to first-harmonic nonlinearities. Moreover, even though 
the trajectory goes too nonlinear for the five largest frequencies for [e1], we still used the [e1] data 
for these frequencies. This was because the heuristic uncertainties using Eq. (2.21) were less than 
16% for these frequencies, while the repeat uncertainties using frequency-sweep MAOS were 
greater than 23%. Thus, the random uncertainty in [e1] from repeat measurements is greater than 
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the expected systematic uncertainties due to a “too nonlinear” trajectory, and hence it is reasonable 
to still keep the data.  
5.8.2 Boundary conditions on model parameters used while fitting various 
models  
For all models with discrete parameterization, all Gi’s were given the bounds: 
 20 10 Max ,iG G G      , while all τi’s were given the bounds: 1 1max mini     . The boundary 
condition on time-scales was guided by the rule-of-thumb to discard estimates of relaxation 
spectrum outside the inverse frequency range of the data. Davies and Anderssen [64] showed that 
the precise range is even shorter: /2 1 /2 1max minie e       . For our calculations, we discard the 
Davies and Anderssen limit as it comes out to be: 0.048 s 2.078 si  which is much narrower 
than the inverse frequency window: 0.01s 10 si  .  
The limits on the nonlinear parameters for discrete mode models were as dictated by the model 
formalisms: 0 1i  for the Giesekus model and max1 ir r  for the Pom-Pom model where rmax 
was estimated using Eq. (5.33). 
For the continuous parameterization using the lognormal relaxation spectrum, the boundary 
conditions given were:  2max0 10 Max ,H G G      ,  1 1max max min10     , and   0 10  . 
Note that whenever using lognormal spectrum, we get a fit estimate 1max max 10  , i.e. the lower 
bound. We suspect that this is because of the lack of a plateau in the experimental data of G″ which 
is needed to confidently determine the location of H = Hmax which is also the location of τ = τmax. 
We also suspect that the estimate of τmax will eventually saturate and not converge to the lower 
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bound as it is decreased indefinitely. However, in this work we stopped at a lower bound of 
1
max 10  at which the fits for the lognormal spectrum seemed to reach their best goodness-of-fit.        
For the Fractional Maxwell relaxation spectrum, the boundary conditions given were: 
 20 , 10 Max ,V G G G       and 0 , 1   where the latter is dictated by the model formalism. 
For the continuous parameterization of the Giesekus model nonlinear parameter α as shown in 
Eq. (5.35), the boundary conditions used were: 00 1   and, , 0.u l       
The nonlinear parameter in TSS-MAOS models was used as a free parameter with no boundary 
constraints.  
5.8.3 Two-step Doi-Edwards reptation model fits to the data  
As observed in Fig. 5.5, the Doi-Edwards reptation model [3,11,48] did not provide adequate 
fits to the SAOS and MAOS data when fit simultaneously. Here, we show the two-step fitting of 
the same data using the reptation model in Fig. 5.23. Recall from Chapter 3 that for two-step fitting, 
linear data is fit first, followed by nonlinear data. For reptation model, since there are no nonlinear 
parameters, this essentially means fitting linear data first to obtain fit parameters, followed by 
predicting the nonlinear MAOS data using these values of parameters. The estimated parameters 
for this case were: 0N d188.00 2.23kPa, 33.90 0.40 ms.G     Note that although now the fits 
to SAOS data in Fig. 5.23 improve, we do prefer the two-step fitting because it ignores the effect 
of MAOS data on model parameter estimation completely. 
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FIG. 5.23. Two-step fitting using the Doi-Edwards reptation model i.e. Eqs. (5.3)-(5.9); with fit parameters  0N d,G   shown in (b).  SAOS data was first fit to obtain the model parameters, which was then used to 
predict the MAOS data. SAOS data fitting was carried out with data uncertainty weighting, where the data 
uncertainty is obtained as standard deviation from three repeat measurements shown as error bars.  
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Chapter 6§ 
Model fitting and parameter estimation for a blend of polydisperse linear 
polyethylene and a star polyethylene melt 
 
This chapter is similar to Chapter 5. Here we perform the same analysis on a slightly different 
material system: a 5% (by weight) star polyethylene melt blended with the linear polyethylene 
melt of Chapter 5. Similar to the previous chapter, the frequency-sweep SAOS and MAOS data of 
the polymer blend are fit simultaneously with data uncertainty weighting, and the model credibility 
is again assessed using Bayesian Information Criterion (BIC). We find that the most credible 
model for this data is one which shows a lognormal relaxation response [1-3] for SAOS and 
time-strain separability for MAOS with a single nonlinear parameter. The numerical value of 
nonlinear parameter prefers molecular stress function (MSF) models [4-7] over Doi-Edwards (DE) 
models [8-10], suggesting that polymer chain stretch contribution is non-negligible (compared to 
chain re-orientation) for stress relaxation. Within MSF, it prefers linear (L-MSF) over quadratic 
(Q-MSF), suggesting that it is the cross sectional area of the mean field tube around a polymer 
chain (and not the diameter as in Q-MSF) that deforms affinely with average macroscopic 
deformation [7]. Note that in contrast to the pure linear melt, while the interpretation for the 
nonlinear parameter remains the same, the linear regime relaxation shows a totally different 
qualitative response for the most credible model: lognormal relaxation for the blend as compared 
to fractional Maxwellian [11-13] for the pure linear melt.     
 
 
                                                            
§ Acknowledgements critical to this chapter: (a) Material provided by ExxonMobil Research and Engineering, (b) 
Frequency sweep data collected by Ms. Tiffany Price, (c) Strain sweep data collected by Dr. Luca Martinetti. See 
Section 6.4 for details. 
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6.1 Material, methods, data & models for fitting 
The material used here was a blend of 95 wt% linear polyethylene melt of Chapter 5 along 
with 5 wt% of a star polyethylene melt. The blend was directly supplied by ExxonMobil 
Corporation as discs of 25 mm diameter and approximately 1 mm thickness at room temperature. 
Recall that the linear polymer was a well-entangled polyethylene melt with a weight-averaged 
molar mass of 112 kg/mol, polydisperse in nature as indicated by a polydispersity index (PDI) ~ 
2. The star system used was a well-entangled symmetric 3-arm star with each arm having a 
weight-averaged molar mass of 55 kg/mol (total molar mass = 55×3 = 165 kg/mol), nearly 
monodisperse as indicated by PDI ~ 1.05. The material was anti-oxidant protected, which was 
added prior to the compression molding for forming discs. Similar to the linear polyethylene melt 
(see discussion of Section 5.2.1), this blend displayed a non-liquid like terminal regime for G′, i.e. 
a deviation from an expected power-law scaling of 2 at low frequencies as shown in Fig. 6.1. The 
input strain-amplitude for the SAOS test of Fig. 6.1, i.e. the frequency-sweep SAOS trajectory, 
was the same as shown in Fig. 5.2. 
Similar to the linear polyethylene melt of Chapter 5, its blend here is also not a Coleman-Noll 
simple fluid (i.e. with a single relaxation time scale). As a result, we again needed a non-trivial 
frequency-sweep MAOS trajectory for the blend material, unlike the Coleman-Noll simple fluid 
case of Chapter 2. Here, we assumed that the addition of 5 wt% star to the linear system did not 
change the MAOS sweet-spots of linear melt significantly, essentially giving the same 
frequency-sweep MAOS trajectory as was shown in Fig. 5.2. This assumption was necessitated 
here because we did not have sufficient quantity of the blend to perform strain-sweeps at each 
angular frequency to design a rigorous trajectory similar to Fig. 5.22. However, we expect this 
assumption to be valid as only a small amount of star (5 wt%) was added to the linear material.   
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All frequency sweep data in this chapter was collected by Ms. Tiffany Price, an undergraduate 
assistant at the time. The data collection and data analysis was performed in the same way as the 
linear melt as outlined in Section 5.2. Here also the experiments were repeated three times on fresh 
loadings of sample. Mean values from the three measurements were used as the data, while the 
standard deviation was used as the data uncertainty.  
A comparison of frequency-sweep data of the blend and the pure linear melt is shown in 
Fig. 6.2. The addition of a small amount of branched architecture, i.e. a star polymer here, slightly 
strengthens the SAOS and the MAOS signals in general. A tangible difference is in the 
flat-to-shoulder transition in [v3] signal which could be the signature of a relaxation process; it 
occurs at a lower frequency for the blend. This agrees with the general notion that stars relax slower 
than linear polymers thus shifting the data feature to longer times or smaller frequencies [14-20].  
For fitting the data, we used the same models that were used for the linear polyethylene melt 
(Table 5.1), the detailed description given in Section 5.4. Model fitting and model selection 
protocol using BIC are again similar to Chapter 5. 
We discuss the model fitting results next. 
 
 
 
 
 
 
199 
 
FIG. 6.1. Frequency-sweep SAOS data for the linear + 5 wt% star polyethylene melt. The 
frequency-dependent input strain amplitudes, i.e. the frequency-sweep SAOS trajectory, is as shown in 
Fig. 5.2. This material, similar to the pure linear melt, shows a non-liquid like terminal regime for G′ i.e. it 
deviates from an expected power-law scaling of 2. We speculate that this is due to small amount of 
cross-linking in the linear polyethylene melt [21]. The error bars are standard deviations from three repeat 
measurements. The cartoon of reptating linear polymer chains is adapted from Wikipedia 
(https://en.wikipedia.org/wiki/Reptation#/media/File:Reptation.svg). This dataset was collected by 
undergraduate assistant Ms.Tiffany Price.    
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FIG. 6.2. Data comparison between the linear melt and its blend with star system (wt% of star = 5%). The 
error bars are standard deviations from three repeat measurements. This dataset was collected by 
undergraduate assistant Ms.Tiffany Price.  
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FIG. 6.3. Data fitting for the linear-star (5 wt% of star) blend using the Doi-Edwards reptation model i.e. 
Eqs. (5.3)-(5.9); with fit parameters  0N d,G   shown in (b). The five signals shown above were fit 
simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard deviation 
from three repeat measurements shown as error bars.  
 
6.2 Model fitting results 
Here, we again start with the Doi-Edwards reptation model to fit the data using Eqs. (5.3)-(5.9) 
as shown in Fig. 6.3, with the parameter estimates as: 0N 99.03 0.34 kPa,G    
d 39.09 0.04 ms   . The reptation model is highly inadequate for this dataset and does not 
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explain the data trend. So, we move on to more sophisticated TSS MOAS models with discrete 
spectra next.  
 
 
FIG. 6.4. Data fitting for the linear-star (5 wt%) blend using a 5-mode Corotational Maxwell model, five 
modes were chosen here as most credible based on the minimum Bayesian Information Criterion (BIC). The 
fit parameters in this model are only the linear relaxation spectrum { , }i iG   shown in (b).  The five signals 
shown above were fit simultaneously with data uncertainty weighting, where data uncertainty is obtained as 
standard deviation from three repeat measurements shown as error bars. 
 
Fig. 6.4 shows the models fits along with the only fit parameters i.e. the discrete relaxation spectrum
{ , }i iG  for a BIC-based most credible 5-mode Corotational Maxwell model. The model equations are 
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obtained using A = -1/6 and Eqs. (5.17)-(5.18) in Eqs. (5.13)-(5.16). As expected, the model fit quality 
improves significantly including the correct sign-change location for [v3], while still showing the 
undulations as a result of a sparse spectrum. 
 
Table 6.1. BIC comparison for fits using various models with different mathematical structures using 
Eq. (5.39). All discrete spectra models are grouped together with increasing number of model parameters, 
followed by continuous spectra models with increasing number of model parameters. 
Model/Category No. of fit 
parameters, 
Np 
No. of 
data 
points, Nd 
BICeffective BICeffective / Nd Ranking 
5 mode Corotational Maxwell/ 
TSS discrete 
10 80 7786 97.32 6 
5 mode Maxwell LVE+ single 
nonlinearity/                                
TSS discrete 
11 80 4045 50.56 3 
5 mode Pom-Pom (bounded 
nonlinearity)/                        
Non-TSS discrete   
15 64 2514 39.28 2 
6 mode Giesekus/                  
Non-TSS discrete 
18 80 5761 72.01 5 
Lognormal linear relaxation 
spectrum + single 
nonlinearity/                       
TSS continuous 
4 80 2964 37.05 1 
Fractional Maxwell linear 
relaxation spectrum + single 
nonlinearity/                           
TSS continuous 
5 80 4294 53.68 4 
Continuous Giesekus with 
lognormal linear relaxation 
spectrum/                  
Non-TSS continuous   
6 80 12040 150.50 7 
 
 
Next we look at the TSS model with a BIC based most credible 5-mode Maxwell LVE response 
and the variable nonlinearity A, obtained using Eqs. (5.17)-(5.18) in Eqs. (5.13)-(5.16), the model 
parameter space consisting of the relaxation spectrum and a single nonlinear parameter: { , , }.i iG A  
The model fits along with the relaxation spectrum are shown in Fig. 6.5. The model fits improve in 
comparison to the 5-mode Corotational Maxwell model because of the additional nonlinear fit 
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parameter, also evident based on BIC as shown in Table 6.1. The nonlinearity A was estimated to 
be -0.112 ± 0.001.  
 
 
FIG. 6.5. Data fitting for the linear-star (5 wt%) blend using a time-strain separable (TSS) MAOS model 
with 5-mode Maxwellian response for linear viscoelasticity (LVE) and a single nonlinearity A. The linear fit 
parameters in this model are the relaxation spectrum { , }i iG   as shown in (b), while the nonlinear parameter 
A = -0.112 ± 0.001. Five modes were chosen as most credible here based on a minimum Bayesian 
Information Criterion (BIC). The five data signals shown above were fit simultaneously with data uncertainty 
weighting, where data uncertainty is obtained as standard deviation from three repeat measurements shown 
as error bars.  
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FIG. 6.6. Data fitting for the linear-star (5 wt%) blend using a time-strain separable (TSS) MAOS model 
with a lognormal relaxation spectrum for linear viscoelasticity (LVE) and a single nonlinearity A. The 
linear fit parameters dictate the continuous linear relaxation spectrum H(τ) as shown in Fig. 6.7. The fit 
estimate of the nonlinear parameter A = -0.129 ± 0.001. The five data signals shown above were fit 
simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard deviation 
from three repeat measurements shown as error bars.  
   
 
Now we shift our attention to TSS MAOS models with continuous parameterization of model 
parameters, with first a lognormal spectrum for SAOS given by Eq. (5.22) and a single 
nonlinearity, with the model parameter space:  max max, , ,H A  . The model equations are now 
obtained by using Eq. (5.22) in Eqs. (5.19)-(5.20) and Eqs. (5.13)-(5.16).  The model fits shown 
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in Fig. 6.6 are much smoother than the previous two cases of a discrete spectrum. The effective 
BIC for this case came out to be 2964 giving it more preference than both discrete spectrum 
models. In fact, as evident from Table 6.1, this is the most preferable model for this case, capturing 
the data and its salient features such as sign-changes with only four parameters. The fit parameters 
obtained were: Hmax = 230.5 ± 3.3 kPa, τmax = 1.00 ± 0.03 ms, σ = 1.97 ± 0.01, A = -0.129 ± 0.001. 
The linear relaxation spectrum for this case is shown in Fig. 6.7. 
 
FIG. 6.7. Lognormal linear relaxation spectrum for the linear-star (5 wt%) blend obtained by data fitting 
as shown in Fig. 6.6. The spectrum is given by Eq. (5.22) with fit parameter estimates as: 
Hmax = 230.5 ± 3.3 kPa, τmax = 1.00 ± 0.03 ms, σ = 1.97 ± 0.01.Relaxation spectrum is determined with 
confidence only within the inverse frequency window shown in violet here.  
  
  
When the Fractional Maxwellian SAOS response given by Eq. (5.23) is used instead of the 
lognormal for a TSS MAOS model, we get the fits and linear relaxation spectrum as shown in 
Fig. 6.8 and 6.9 respectively. The model equations for this case are obtained by using Eq. (5.23) 
in Eqs. (5.19)-(5.20) and Eqs. (5.13)-(5.16).  Although this model was the most preferred model 
for the pure linear polyethylene melt, this does not perform as well as the best lognormal case for 
the polymer blend, overall getting the fourth ranking as shown in Table 6.1. This is primarily 
because the signatures of [v3] at intermediate frequencies for the blend are better described by the 
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lognormal spectrum (as shown later in Fig. 6.18). The fit parameters for this case were: 
G = 52244.00 ± 347.60 Pa-s0.3930, β = 0.3930 ± 0.0019 [-], V = 8020.84 ± 21.11 Pa-s, 
α = 1.0000 ± 0.0002 [-], A = -0.128 ± 0.001 [-].     
 
FIG. 6.8. Data fitting for the linear-star (5 wt%) blend using a time-strain separable (TSS) MAOS 
model with a Fractional Maxwellian relaxation spectrum for linear viscoelasticity (LVE) and a single 
nonlinearity A. The linear fit parameters dictate the continuous linear relaxation spectrum H(τ) as 
shown in Fig. 6.9. The fit estimate of nonlinear parameter A = -0.128 ± 0.001. The five data signals 
shown above were fit simultaneously with data uncertainty weighting, where data uncertainty is 
obtained as standard deviation from three repeat measurements shown as error bars.  
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FIG. 6.9. Fractional Maxwellian linear relaxation spectrum for the linear-star (5 wt%) blend 
obtained by data fitting as shown in Fig. 6.8. The spectrum is given by Eq. (5.23) with fit 
parameter estimates as: G = 52244.00 ± 347.60 Pa-s0.3930, β = 0.3930 ± 0.0019 [-], 
V = 8020.84 ± 21.11 Pa-s, α = 1.0000 ± 0.0002 [-]. Note that for a general case, the power-law 
slopes are - β and - α respectively. However, for the special case of α = 1 as is the case here, the 
power law slope at longer times is -(2- β) [11]. Relaxation spectrum is determined with confidence 
only within the inverse frequency window shown in orange here.  
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FIG. 6.10. Data fitting for the linear-star (5 wt%) blend using a 6-mode Giesekus model which is a non 
time-strain separable (Non-TSS) MAOS model. The linear fit parameters in this model are the relaxation 
spectrum { , }i iG   as shown in (b), while the nonlinear parameters  i  are shown as a nonlinear 
spectrum  ,i i   in Fig. 6.11. Six modes were chosen as most credible here based on a minimum 
Bayesian Information Criterion (BIC). The five data signals shown above were fit simultaneously with 
data uncertainty weighting, where data uncertainty is obtained as standard deviation from three repeat 
measurements shown as error bars. 
 
We now show the results using Non-TSS MAOS models starting with a discrete mode 
Giesekus model. Here, the model parameter space consists of the relaxation spectrum and a single 
nonlinear parameter for each mode: { , , }i i iG    with BIC based most credible number of modes 
equal to six. The model equations are given by Eqs. (5.19)-(5.20) and Eqs. (5.24)-(5.27).  The 
 
 
210 
 
model fits along with the relaxation spectrum are shown in Fig. 6.10, and the nonlinear parameter 
spectrum shown in Fig. 6.11.  
 
FIG. 6.11. Nonlinear parameters  i  of a 6-mode Giesekus model obtained by fitting the data in 
Fig. 6.10, shown as a nonlinear spectrum  ,i i  . 
 
Next we considered the Pom-Pom model with the bound on nonlinear parameters as
max1 39.5ir r   , which was derived in Chapter 5. The BIC based most credible number of 
modes were five with the model fits and the linear relaxation spectrum shown in Fig. 6.12, and 
the spectrum of nonlinear parameter shown in Fig. 6.13. The model equations are given by Eqs. 
(5.28)-(5.31). In terms of effective BIC per data-point, this model does well and gets the second 
ranking, although similar to the data fit to the pure linear melt, this case also shows an unphysical 
zig-zag relaxation spectrum.  
Lastly we tried the simple continuous parameterization of the Giesekus model where we used 
a lognormal relaxation spectrum with three model parameters as described by Eq. (5.22). For 
the nonlinear parameter α, we used a step-function with a hard cut-off at shorter and longer times 
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as per Eq. (5.35). The model equations for this case are obtained by using Eqs. (5.22) & (5.35) 
in Eqs. (5.19)-(5.20) and Eqs. (5.13)-(5.16).   
FIG. 6.12. Data fitting for the linear-star (5 wt%) blend using a 5-mode Pom-Pom model which is a non 
time-strain separable (Non-TSS) MAOS model. The linear fit parameters in this model are the molecular 
backbone relaxation spectrum { , }i biG   as shown in (a), while the nonlinear parameters  ir  are shown 
as a nonlinear spectrum  ,i bir   in Fig. 6.13. This is the bounded nonlinearity case, where we allowed 
2
41 39.5.wi
e
Mr
M    Note that at-present the Pom-Pom model does not have a prediction for [e1], so 
this data was omitted from fitting, and hence not shown above. Five modes were chosen as most credible 
here based on a minimum Bayesian Information Criterion (BIC). The four data signals shown above were 
fit simultaneously with data uncertainty weighting, where data uncertainty is obtained as standard 
deviation from three repeat measurements shown as error bars.   
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The model fits are shown in Fig. 6.14 with the linear and nonlinear spectra obtained in Fig. 6.15. 
Using this simple step function for α(τ), the model does not perform well getting the lowest ranking 
based on BIC. A more proper choice of the spectrum for α(τ) is clearly required and we leave that 
for future work. The fit parameter estimates obtained for this simple case were: 
Hmax = 210.6 kPa, τmax = 1.00 ms, σ = 2.007, α0 = 0.23, τu = 100×103 s, τl = 0.114 s. 
 
FIG. 6.13. Nonlinear parameters  ir  of a 5-mode Pom-Pom model obtained by data fitting in Fig.  6.12, 
shown as a nonlinear parameter spectrum  ,bi ir .  This is the unbounded nonlinearity case, where we allowed 
2
41 39.5 .wi
e
Mr
M    
 
Based on Table 6.1 and as shown in Fig. 6.16, the most credible model for this dataset is the 
TSS-MAOS model with lognormal continuous relaxation spectrum for SAOS and a single 
nonlinearity. The value of nonlinearity for this case was A = -0.129 ± 0.001 [-]. When compared to 
some fixed values of this nonlinearity for certain models [22] such as Corotational Maxwell [23,24] 
(A = -1/6 = -0.167), Doi-Edwards reptation with independent alignment approximation (IAA) [8] 
(A = -5/21 = -0.238), without IAA [9,10] (A = -191/420 = -0.454), linear molecular stress function 
(L-MSF) model [4-7] (A = -29/210 = -0.138), and quadratic molecular stress function (Q-MSF) 
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model [4-7] (A = -4/105 = -0.038), the fit value of A for the highest ranking model is closest to the 
linear molecular stress function (L-MSF) model as shown in Fig. 6.17. The nonlinearity A prefers 
molecular stress function (MSF) models over Doi-Edwards (DE) models. While the original DE 
models [8-10,25-27] assumed the stress relaxation to occur solely by chain re-orientation, MSF 
models [4-7] also incorporated a strain-dependent chain stretch to account for the fact that the applied 
deformation stretches the tube segments. So the MSF model preference of nonlinearity A over DE 
models suggests that the polymer chain stretch contribution is non-negligible (compared to chain 
re-orientation) for stress relaxation. Within MSF models, two categories are possible [4-7]. First one 
is the linear (L-MSF) case where it is assumed that the cross sectional area of the mean field tube 
around a polymer chain deforms affinely with the average macroscopic deformation. Second one is 
the quadratic (Q-MSF) case which assumes that the diameter of the tube deforms affinely with the 
average macroscopic deformation. Since the nonlinearity A prefers L-MSF over Q-MSF, it is 
suggestive that the dominant effect is described by the affine deformation of the cross sectional area 
of the mean field tube around a polymer with the average macroscopic deformation. 
Whatever the molecular mechanism, the addition of 5 wt% of star enhances the magnitude of 
nonlinearity A by about 12% compared to the pure linear melt. This difference is sufficient to detect, 
as it is larger than the uncertainty in the nonlinearity estimate for both linear and blend polymer melts. 
Based on the above information and the models considered, the most plausible inference about 
the material is its lognormal relaxation response for SAOS (i.e. under small deformations) with TSS 
response for MAOS (i.e. under asymptotically nonlinear deformations) with a nonlinearity suggestive 
of a linear molecular stress function in terms of deformation and stress relaxation dynamics. Notice 
that the minor differences in data between the pure linear and the blend polymer in Fig. 6.2 are 
sufficient to have a totally different most credible qualitative response for the linear regime 
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relaxation: lognormal for the blend as compared to fractional Maxwellian for the pure linear. 
However, MAOS in both cases is TSS and the interpretation for the asymptotically nonlinear 
deformation based on the nonlinear parameter also remains the same. A comparison of most credible 
model fits for the linear and the blend polymer is shown in Fig. 6.18. 
 
 
FIG. 6.14. Data fitting using a continuous parameterization of the Giesekus model which is a non time-strain 
separable (Non-TSS) MAOS model. The linear relaxation spectrum was chosen to be a three parameter 
lognormal, while the nonlinear parameter α(τ) was assumed to be a constant valued spectrum with an upper 
and a lower cutoff timescale. The linear and nonlinear spectrum thus obtained are shown in Fig. 6.15. The five 
data signals shown above were fit simultaneously with data uncertainty weighting, where data uncertainty is 
obtained as standard deviation from three repeat measurements shown as error bars. 
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As shown in Fig. 6.18, [v3] seems to be the most sensitive signal to the addition of small amount 
of star polymer. In fact, the features of [v3] at intermediate frequencies seem to be driving the choice 
of the most credible model, i.e. fractional Maxwell for pure linear versus lognormal for blend.  
 
FIG. 6.15. Linear (H) and nonlinear (α) continuous spectrum parameterization of the Gieseus model, 
obtained by data fitting as shown in Fig. 6.14. The  linear spectrum H(τ) was assumed to be a lognormal, 
given by Eq. (5.21) with fit parameter estimates as: Hmax = 210.6 kPa, τmax = 1.00 ms, σ = 2.007. The 
nonlinear spectrum α(τ) was assumed to be a constant valued spectrum with an upper and a lower cutoff 
time, given by Eq. (5.35) with fit parameter estimates as: α0 = 0.23, τu = 100×103 s, τl = 0.114 s. Relaxation 
spectrum is determined with confidence only within the inverse frequency window shown in bright green 
here.  
  
 
6.3 Conclusions  
We repeated the analysis of Chapter 5 on a slightly different sample made by adding a small 
amount (5% by weight) of a 3-arm symmetric star (with similar molar mass) to the linear 
polyethylene of the previous chapter. While the differences in data are minor, they are sufficient 
to generate detectable differences in nonlinearity A and also to alter the choice of the most credible 
model and, subsequently, the microstructural interpretation. The most credible model for the blend 
is a time-strain separable (TSS) MAOS model which shows a lognormal linear regime relaxation 
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and a nonlinearity whose value is suggestive of a polymer chain stretch which is non-negligible 
compared to chain re-orientation for stress relaxation and where the cross sectional area of the 
mean field tube around a polymer chain deforms affinely with the average macroscopic 
deformation. In contrast, for the pure linear melt, the most credible model was a TSS MAOS model 
with a fractional Maxwellian linear regime relaxation, and a slightly weaker nonlinearity which is 
still suggestive of the same deformation and stress relaxation dynamics. 
FIG. 6.16. An assessment of model credibility of various models shown in Table 6.1 based on the effective 
BIC per data point (Eq. (5.38)) as a function of the number of model parameters. The most credible model 
with the lowest effective BIC per data point is the TSS MAOS model with a lognormal linear viscoelastic 
(LVE) spectrum (and a single nonlinearity). 
 
The signal [v3] was the most sensitive to the small changes in material composition here and hence, 
the driving factor behind the choice of the most credible model. One of the focus of the future efforts will 
be to measure this signal over a wider frequency range. 
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This case study clearly shows that subtle differences in data can lead to different choices of the most 
credible model, and hence different interpretations for deformation mechanics and stress relaxation 
dynamics. In contrast to choosing a single model based on the material class at hand, this approach can 
inform what mathematical structure is most compatible with the data indicating what 
physics/mathematical structure might be missing in the well-accepted models. In fact, small perturbations 
in the material composition can lead to different choices of models, which can provide insight into what 
new physics starts to become significant based on the mathematical structure of the most credible model. 
FIG. 6.17. Material inference for the blend and pure linear melt based on the best fit value of the nonliearity 
A for the most credible model. The nonlinear parameter A for both cases prefers molecular stress function 
(MSF) models over Doi-Edwards (DE) models, suggesting that polymer chain stretch contribution is 
non-negligible (compared to chain re-orientation) for stress relaxation. Within MSF, it prefers linear 
(L-MSF) over quadratic (Q-MSF), suggesting that it is the cross sectional area of the mean field tube around 
a polymer chain (and not diameter which is the case for Q-MSF)  that deforms affinely with average 
macroscopic deformation. The addtion of star strengthens the magnitude of nonlinearity by about 12%, 
which is larger than the individual uncertainty in the estimates of A for the pure linear and the blend 
polyethylene melt, and hence detectable. 
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FIG. 6.18. Comparison of model predictions for the respective credible models for the linear melt and its 
blend with star system (wt% of star = 5%). The credible models for both systems are TSS MAOS models 
with continuous spectrum parameterization for SAOS: Fractional Maxwellian for linear versus Lognormal 
for the blend system. The nonlinear fit parameter values for the two cases are: Apure = -0.115 ± 0.001 and 
Ablend = -0.129 ± 0.001. Although different, both these values are suggestive of the linear molecular stress 
function (L-MSF) model value of -0.138, and hence have the same interprepation about the material under 
an asmptotically nonlinear deformation. The error bars on the data are standard deviations from three repeat 
measurements.   
 
6.5 References 
[1] Grindy, S. C., Learsch, R., Mozhdehi, D., Cheng, J., Barrett, D. G., Guan, Z., Messersmith, P. 
B., and Holten-Andersen, N., ‘‘Control of hierarchical polymer mechanics with bioinspired metal-
coordination dynamics,’’ Nature Materials 14, 1210-1216 (2015). 
 
 
220 
 
[2] Martinetti, L., Soulages, J. M., and Ewoldt, R. H., ‘‘Continuous relaxation spectra for 
constitutive models in medium-amplitude oscillatory shear,’’ Journal of Rheology 62, 1271-1298 
(2018). 
[3] Tschoegl, N. W., The Phenomenological Theory of Linear Viscoelastic Behavior: An 
Introduction (Springer-Verlag, Berlin, 1989). 
[4] Wagner, M., Rubio, P., and Bastian, H., ‘‘The molecular stress function model for polydisperse 
polymer melts with dissipative convective constraint release,’’ Journal of Rheology 45, 1387-1412 
(2001). 
[5] Wagner, M. H., Bastian, H., Hachmann, P., Meissner, J., Kurzbeck, S., Münstedt, H., and 
Langouche, F., ‘‘The strain-hardening behaviour of linear and long-chain-branched polyolefin 
melts in extensional flows,’’ Rheologica Acta 39, 97-109 (2000). 
[6] Wagner, M. H., Rolón-Garrido, V. H., Hyun, K., and Wilhelm, M., ‘‘Analysis of medium 
amplitude oscillatory shear data of entangled linear and model comb polymers,’’ Journal of 
Rheology 55, 495-516 (2011). 
[7] Wagner, M. H., Rolon-Garrido, V. H., Nielsen, J. K., Rasmussen, H. K., and Hassager, O., ‘‘A 
constitutive analysis of transient and steady-state elongational viscosities of bidisperse polystyrene 
blends,’’ Journal of Rheology 52, 67-86 (2008). 
[8] Pearson, D. S. and Rochefort, W. E., ‘‘Behavior of concentrated polystyrene solutions in large-
amplitude oscillating shear fields,’’ Journal of Polymer Science: Polymer Physics Edition 20, 83-
98 (1982). 
[9] Doi, M., ‘‘A constitutive equation derived from the model of Doi and Edwards for concentrated 
polymer solutions and polymer melts,’’ Journal of Polymer Science: Polymer Physics Edition 18, 
2055-2067 (1980). 
[10] Helfand, E. and Pearson, D. S., ‘‘Calculation of the nonlinear stress of polymers in oscillatory 
shear fields,’’ Journal of Polymer Science: Polymer Physics Edition 20, 1249-1258 (1982). 
[11] Jaishankar, A. and McKinley, G. H., ‘‘Power-law rheology in the bulk and at the interface: 
quasi-properties and fractional constitutive equations,’’ Proceedings of the Royal Society A: 
Mathematical, Physical and Engineering Sciences 469, 20120284 (2013). 
[12] Martinetti, L., ‘‘Uniaxial Extensional Behavior of A–B–A Thermoplastic Elastomers: 
Structure-Properties Relationship and Modeling,’’, Ph.D. thesis, Chemical Engineering and 
Material Science, University of Minnesota, Minneapolis, MN, 2015. 
[13] Martinetti, L. and Ewoldt, R. H., ‘‘Time-strain separability in medium-amplitude oscillatory 
shear,’’ Physics of Fluids 31, 021213 (2019). 
[14] De Gennes, P.-G., ‘‘Reptation of stars,’’ Journal de Physique 36, 1199-1203 (1975). 
 
 
221 
 
[15] Doi, M. and Edwards, S. F., The Theory of Polymer Dynamics (Oxford University Press, New 
York, 1988). 
[16] Doi, M. and Kuzuu, N. Y., ‘‘Rheology of star polymers in concentrated solutions and melts,’’ 
Journal of Polymer Science: Polymer Letters Edition 18, 775-780 (1980). 
[17] McLeish, T., ‘‘Hierarchical relaxation in tube models of branched polymers,’’ EPL 
(Europhysics Letters) 6, 511 (1988). 
[18] Rubinstein, M. and Colby, R. H., Polymer Physics (Oxford University Press, New York, 
2003). 
[19] Watanabe, H., ‘‘Viscoelasticity and dynamics of entangled polymers,’’ Progress in Polymer 
Science 24, 1253-1403 (1999). 
[20] Dealy, J. M. and Larson, R. G., Structure and Rheology of Molten Polymers: From Structure 
to Flow Behavior and Back Again, Chapter 9 (Hanser Publishers, Munich, 2006). 
[21] Private conversation with ExxonMobil Research and Engineering (2017). 
[22] Martinetti, L. and Ewoldt, R. H., ‘‘Time-strain separability in medium-amplitude oscillatory 
shear,’’ Physics of Fluids 31 (2019). 
[23] Bharadwaj, N. A. and Ewoldt, R. H., ‘‘Constitutive model fingerprints in medium-amplitude 
oscillatory shear,’’ Journal of Rheology 59, 557-592 (2015). 
[24] Giacomin, A. J., Bird, R. B., Johnson, L. M., and Mix, A. W., ‘‘Large-amplitude oscillatory 
shear flow from the corotational Maxwell model,’’ Journal of Non-Newtonian Fluid Mechanics 
166, 1081-1099 (2011). 
[25] Doi, M. and Edwards, S., ‘‘Dynamics of concentrated polymer systems. Part 1.—Brownian 
motion in the equilibrium state,’’ Journal of the Chemical Society, Faraday Transactions 2: 
Molecular and Chemical Physics 74, 1789-1801 (1978). 
[26] Doi, M. and Edwards, S., ‘‘Dynamics of concentrated polymer systems. Part 2.—Molecular 
motion under flow,’’ Journal of the Chemical Society, Faraday Transactions 2: Molecular and 
Chemical Physics 74, 1802-1817 (1978). 
[27] Doi, M. and Edwards, S., ‘‘Dynamics of concentrated polymer systems. Part 3.—The 
constitutive equation,’’ Journal of the Chemical Society, Faraday Transactions 2: Molecular and 
Chemical Physics 74, 1818-1832 (1978). 
 
 
 
 
222 
 
Chapter 7 
Conclusions 
 
This dissertation is aimed at inferring microstructural information about a material based on model 
parameters fit to relevant rheological data. The work we looked at can be divided into two parts: 1) 
the development of new methods for faster and easier data acquisition of MAOS, and 
improvements to current MAOS data fitting practices, and 2) the application of these ideas to 
polyethylene melt systems. We summarize our findings along with some future research directions 
in this chapter.  
7.1 Summary of contributions 
In Chapter 2, we presented a frequency-sweep MAOS technique which requires at most two 
measurements at each angular frequency and a maximum of only three sample loadings to generate 
full SAOS and MAOS dataset [1]. This is in contrast to traditional strain-sweep MAOS 
measurements which require multiple measurements at each angular frequency and typically a new 
sample loading at each angular frequency. We further developed confidence metrics for 
frequency-sweep MAOS (and also for frequency-sweep SAOS by analogy), which can detect bad 
data (either too noisy or too nonlinear) without any lengthy process of data analysis.  
In Chapter 3, we showed that fitting SOAS and MAOS simultaneously to determine linear and 
nonlinear model parameters together (referred to as the simultaneous fit scheme in this work) is 
the conceptually correct and rigorous approach for obtaining the honest uncertainties on model 
parameters. This is in contrast to the more conventional way of fitting SAOS first to determine the 
linear model parameters, fixing them at these estimated values in MAOS model prediction 
equations, and then fitting the MAOS data to obtain nonlinear parameters (referred to as the 
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two-step fit scheme in this work). Two-step fit gives smaller but misleading model parameter 
uncertainties and should be avoided.   
In Chapter 4, we showed that the subjectivity in fitting rheology data due to many different 
choices for data representation can be mitigated by weighting the residual disagreement by the true 
data uncertainty. True data uncertainty can be found by calculating the standard deviation from 
repeat measurements. However, the challenge arises when we have only single-point 
measurements. To this end, we derive analytical models for estimating uncertainty in single-point 
measurements of SAOS, which can be used for data fitting or simply plotting error bars on 
single-point measurement data.  
We then applied the ideas developed in Chapters 2-4 to two polyethylene melts: a linear 
polydisperse melt and its blend with a 3-arm symmetric star melt. 
In Chapter 5, we fit the SAOS and MAOS data of the linear polyethylene melt, and showed 
that the simplest MAOS model, i.e. the Doi-Edwards reptation model for a polymer melt [2-4], is 
inadequate for explaining this dataset. In fact, we show that the most credible model for this data 
is one which shows a Fractional Maxwellian response [3,5,6] for SAOS and time-strain 
separability for MAOS [3] with a single nonlinear parameter whose numerical value prefers 
molecular stress function (MSF) models [7-10] over Doi-Edwards (DE) models [4,11,12], 
suggesting that polymer chain stretch contribution is non-negligible (compared to chain 
re-orientation) for stress relaxation. Within MSF, it prefers linear (L-MSF) over quadratic 
(Q-MSF), suggesting that it is the cross sectional area of the mean field tube around a polymer 
chain (and not the diameter as in Q-MSF) that deforms affinely with average macroscopic 
deformation [10].   
In Chapter 6, we fit the SAOS and MAOS data of a blend formed by adding a small amount 
(5% by weight) of a 3-arm symmetric star (with similar molar mass) to the linear polyethylene of 
 
 
224 
 
Chapter 5. Even though the changes in [v3] seem more significant than the other four material 
functions, the differences in overall data across the five material functions are minor. Still these 
small differences are sufficient to alter the choice of the most credible model and subsequently, 
the interpretation of deformation and relaxation mechanisms. The most credible model for the 
blend is still a TSS MAOS model with a fit value of nonlinear parameter which gives the same 
interpretation for chain stretch and tube deformation as the linear melt. However, the most credible 
model now shows a lognormal relaxation response for SAOS [5,13,14] in contrast to Fractional 
Maxwellian for the pure linear melt.  
7.2 Topics for future research 
An extremely interesting topic for research that we had worked on but not included in this 
dissertation is the idea of MAOS performance check for instruments. We have observed that 
sometimes a rheometer can generate third harmonic MAOS nonlinearities which could appear as 
an imposter for true material nonlinearities. Such scenarios are typically accompanied by larger 
low-torque limits and multiple power law regimes. In addition, sometimes when the user input for 
a MAOS test is a discrete strain versus time waveform, the strain signal might not be pure and 
could have substantial contributions from higher harmonics in frequency. So, it is essential to 
diagnose an instrument for its purity of input strain signals and output torque signals before it could 
be used to generate reliable MAOS data and developing best practices for a MAOS performance 
check will be extremely valuable to the research community.     
The frequency-sweep MAOS procedure outlined in Chapter 2 requires the determination of a 
γ0 (ω) trajectory. The simple procedure outlined there is applicable to simple fluids. For a material 
which is more complex, the determination of a γ0 (ω) trajectory is much more complex as shown 
for the polyethylene melts in Chapters 5 and 6. If a suitable model for the material is known 
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a priori, then the trajectory can be determined as critical strain amplitudes at which the 
nonlinearities rise above a certain threshold of linear signals as shown by Martinetti and Ewoldt 
[3] for certain models. It would be interesting to compile a library of trajectories for different 
classes of models, for example, TSS MAOS versus Non-TSS MAOS models, or changes due to 
different relaxation spectrum shapes. 
In Chapter 4, analytical models for uncertainties in single measurement SAOS data were 
derived. Specifically, the uncertainty in phase difference between torque and angular displacement 
signals was related to the difference in zero-crossing locations of torque and angular displacement 
waveforms in Fig. 4.9 to derive Eq. 4.11. However, this represented an upper bound on the 
uncertainty as phase difference is typically measured via cross-correlation or DFT [15], which 
smooth and filter signals. A refined estimate of phase difference uncertainty based on DFT 
smoothed signals is a potential topic for future research. Furthermore, the ideas developed therein 
can be extended to MAOS or other rheological properties beyond SAOS as well. 
In Chapters 5 and 6, the most credible model was selected using Bayesian Information 
Criterion (BIC) which although penalizes over-parameterized models, is still an approximation to 
Bayesian ideas of assigning posterior probabilities to models [16]. It also does not account for the 
a priori expected range of model parameters i.e. the “prior”, and as a consequence gives the same 
credibility to empirical models as compared to more physical models. Computing full posterior 
probabilities of models given the dataset penalizes goodness of fit against both the number of 
parameters and their a priori uncertainties. This rigorous approach, although computationally 
expensive, is feasible and has been demonstrated in the context of rheological model selection by 
Freund and Ewoldt [17].    
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Furthermore in Chapters 5 and 6, we assumed a step-function with hard cut-off in time for the 
spectrum of Giesekus model nonlinear parameter, inspired by similar assumptions in the recent 
work by Martinetti et al. [13].  This was only a plausible choice, as the exact determination of 
continuous spectra for nonlinear parameters is a hard task. In fact this was not a very good choice 
as the continuous parameterization of the Giesekus model got a lower ranking than the discrete 
parameterization. An educated and better guess could be based on trying to match the spectrum 
obtained using discrete modes and then trial-and-error by fitting. Strategies to come up with more 
sophisticated analytical functions that are closer to the true nonlinear parameter spectrum would 
be an interesting prospect for future work.     
There is further room for modeling work as well. As shown in Chapters 5 and 6, the models 
that were used had parameters that were more related to microstructural behavior under 
deformation rather than actual microstructural features like long chain branch length for a branched 
polymer. This is true for most of the current analytical MAOS models [18]. Development of 
MAOS models that have molecular features directly as the parameters will be of immense value 
for inverse problems of microstructural inference.      
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Appendix A 
Supplementary material to Chapter 2 
 
A.1 SAOS regime identification and reversibility verification 
 
 
FIG. A1. Strain amplitude sweeps (both ramp-up and then ramp-down) for ω = 1, 10 and 100 rad/s. 
Ramp-up and ramp-down data overlaps indicating reversibility of deformation fields. Based on the data, a 
strain amplitude of γ0 = 2% was chosen for frequency-sweep SAOS in the frequency range ω = 0.1-100 
rad/s.  
 
A.2 SAOS versus MAOS sweet spots 
Fig. A2 shows the actual quantitative comparison between the frequency dependent sweet spots of 
SAOS and MAOS for PVA-borax hydrogel. MOAS sweet spots are based on the range of strain 
amplitudes, where the plateau of [e3] is clearly observed (see Figs. A5.1-A5.16). The lower 
boundary of SAOS is identified as the maximum strain amplitude below which the G′ or G″ plateau 
becomes noisy (see Figs. A5.1-A5.16). The upper boundary of SAOS is identified as the limit at 
which the third harmonic elastic modulus becomes 0.1% of G′ [1], i.e. the inequality 
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    23 0e
G
    (A.1) 
 where ε is a small number equal to 0.001 (i.e. 0.1%) in this case. This generates the expression 
for an upper boundary of SAOS as  
      
1/2
0
3
G
e
   
     
  (A.2) 
  
 
FIG. A2. SAOS versus MAOS sweet spots shown in a Pipkin diagram for the PVA-borax hydrogel.  
 
A.3 Application of confidence metrics for data flagging for two additional 
frequency-sweep MAOS trajectories  
The application of confidence metrics for ascertaining MAOS data quality is demonstrated for two 
additional trajectories as shown in Fig. A3. In the main paper, we have already discussed the data 
extraction and validity checks for trajectory (1) which is given by 
 
-1
0 0
0
0.5 s 1.25rad/s
0.4 1.25rad/s
   
 
  
 
   (A.3) 
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The two additional trajectories are labeled (2) and (3). Trajectory (2) uses the cross-over frequency 
to define the switch from 0  to 0 control, given as: 
 
-1
0 0
0
0.89 s 1.77 rad/s
0.5 1.77 rad/s
   
 
  
 
   (A.4) 
  
and trajectory (3) uses a fixed 0 for all frequencies,  given as  
 0 0.5 for all .    (A.5) 
  
The third harmonic material functions and the validation checks for trajectories (2) and (3) are 
shown in Fig. A4. 
 
 
FIG. A3. Additional frequency-sweep MAOS trajectories (2) and (3) for the demonstration of data 
validation using confidence metrics. Trajectory (1) was used in the main paper. The trajectories are given 
by Eqs. (A.3)-(A.5) of supplementary material.  
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Trajectory (2) gets very close to the upper bound of MAOS sweet spot ([e3] based) at low 
frequencies. As shown in Fig. A4, [e3] point estimates are in very good agreement with fit 
estimates. However, the proximity of the trajectory to the upper limit of the sweet spot shows its 
effect on [v3] at low frequencies. Here, the nonlinear data check clearly indicates that the [v3] data 
at the four lowest frequencies is not very reliable within the chosen confidence limit (confidence 
metrics ratio of 0.1).  
Trajectory (3) is below the MAOS sweet spot for the three lowest frequencies. This prominently 
effects only the [e3] data at the two lowest frequencies. However, the noisy data check clearly 
indicates that both [e3] and [v3] data are not reliable at the three lowest frequencies. 
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FIG. A4. Point estimates and corresponding validation checks for the frequency-sweep MAOS trajectories 
(2) and (3) of Fig. A3. The validation checks successfully indicate the nonlinearity and noisiness of data at 
low frequencies for trajectories (2) and (3) respectively.  
 
 
 
 
 
234 
 
A.4 Strain-sweep MAOS data and fits for PVA-borax hydrogel  
Here we show the strain-sweep MAOS data for all 16 frequencies in Figs. A5.1-A5.16. The 
corresponding MAOS fits using Eqs. 2.5-2.8 are also shown. These fit estimates for all six material 
functions are shown in Figs. 2.5-2.6 as dark yellow points. For each frequency, three separate 
figures (A, B and C) are shown. Part A details the third-harmonic data, whereas parts B and C 
detail first-harmonic data, respectively on determining the LVE plateaus and the nonlinear 
deviation.   
Each part A shows the third-harmonic stresses 3   and 3  in the first row along with the 
MAOS fits. The next two rows represent the “too noisy” and “too nonlinear” confidence metrics. 
The last row represents the third-harmonic stresses normalized by γ03, used to fit plateaus of [e3] 
and [v3], which are then used to show the fit lines in the top row. 
Each part B shows the first-harmonic stresses normalized by γ0 in the first row along with the 
MAOS fits. Note that this representation was used to fit G′, [e1] and G″, [v1] simultaneously for 
each frequency. The next two rows show the too noisy and too nonlinear confidence metrics.  
Each part C shows the first-harmonic stresses normalized by γ0 in the first row along with the 
MAOS fits. The middle row represents the nonlinear part of first-harmonic stresses after removing 
the linear contribution obtained from fitting. The solid lines shown here are based on the fits 
obtained from the first row representation. The last row represents the nonlinear part of the first 
harmonic stresses normalized by γ03 to visualize the [e1] and [v1] plateaus.  
High frequencies (100-39.8 rad/s) are shown in Figs. A5-A7. These frequencies show clear 
scaling laws for [e1], [e3] and [v3]. However, the sub-dominant first-harmonic viscous stress shows 
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the effect of sample inertia [2,3] which makes the G″ plateau noisy. The wavelength of linear 
viscoelastic waves between a moving boundary and a fixed reflecting boundary for a material with 
complex modulus G*, viscoelastic phase angle δ, and density ρ at a driving frequency ω is given 
by [3]  
  
1/2*1 2 .cos / 2
G
l   
    
  (A.6) 
The criterion l D , where D is the geometry gap should be satisfied in order for the deformation 
fields within the geometry gap to remain unaffected by viscoelastic waves. Eq. (A.6) suggests that 
the “softer” sub-dominant viscous component at large frequencies can be affected by linear 
viscoelastic waves.  For example, at the sample inertia limit shown for G″ in Figs. A5-A7 parts b, 
l = 80D, which is sufficient to affect the LVE plateau. Although, we are still able to fit G″ and [v1], 
one must be aware that this fitting is affected by sample inertia. At high frequencies, the 0.1 
threshold for the confidence metrics is closely satisfied for the sweet spots of [e3] and [v3]. The 
confidence metrics limit is closely satisfied for sweet spots of [e1] and [v1] as well, although here 
this is just a correlative effect rather than a direct effect as first harmonic nonlinearities are not 
necessarily directly related to confidence metrics based on third harmonic stresses.  
Intermediate frequencies (25.1-0.63 rad/s) are shown next in Figs. A8-A16. These frequencies 
show the clearest power-law scaling for all 4 MAOS material functions [e1], [v1], [e3] and [v3]. 
The 0.1 threshold for the confidence metrics is closely satisfied for the sweet spots of all four 
nonlinearities. 
Low frequencies (0.398-0.1 rad/s) are shown next in Figs. A17-A20. These frequencies show 
clear scaling laws for [e3] and [v3], but not for [e1] and [v1] due to the extremely narrow sweet 
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spots. The confidence metrics threshold of 0.1 does not correspond well with the sweet spots of 
[e1] and [v1], especially in the subtle strain-softening regime for 0.1-0.251 rad/s. 
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FIG. A5.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 100 rad/s. Note that the low torque 
limits are shown as the gray shaded region. 
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FIG. A5.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 100 rad/s. Note that only the low 
torque limit is shown in top row first column. 
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FIG. A5.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 100 rad/s. Note that only the low 
torque limits are shown except for top row second column where both low torque and sample inertia limits 
are shown. 
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FIG. A6.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 63.1 rad/s.  
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FIG. A6.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 63.1 rad/s.  
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FIG. A6.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 63.1 rad/s.  
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FIG. A7.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 39.8 rad/s.  
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FIG. A7.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 39.8 rad/s.  
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FIG. A7.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 39.8 rad/s.  
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FIG. A8.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 25.1 rad/s.  
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FIG. A8.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 25.1 rad/s.  
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FIG. A8.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 25.1 rad/s.  
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FIG. A9.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 15.8 rad/s.  
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FIG. A9.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 15.8 rad/s.  
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FIG. A9.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 15.8 rad/s.  
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FIG. A10.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 10.0 rad/s.  
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FIG. A10.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 10.0 rad/s.  
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FIG. A10.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 10.0 rad/s.  
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FIG. A11.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 6.31 rad/s.  
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FIG. A11.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 6.31 rad/s.  
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FIG. A11.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 6.31 rad/s.  
 
 
 
 
 
258 
 
 
 
FIG. A12.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 3.98 rad/s.  
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FIG. A12.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 3.98 rad/s.  
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FIG. A12.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 3.98 rad/s.  
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FIG. A13.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 2.51 rad/s.  
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FIG. A13.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 2.51 rad/s.  
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FIG. A13.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 2.51 rad/s.  
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FIG. A14.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 1.58 rad/s.  
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FIG. A14.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 1.58 rad/s.  
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FIG. A14.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 1.58 rad/s.  
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FIG. A15.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 1.0 rad/s.  
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FIG. A15.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 1.0 rad/s.  
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FIG. A15.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 1.0 rad/s.  
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FIG. A16.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 0.631 rad/s.  
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FIG. A16.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.631 rad/s.  
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FIG. A16.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.631 rad/s.  
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FIG. A17.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 0.398 rad/s.  
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FIG. A17.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.398 rad/s.  
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FIG. A17.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.398 rad/s.  
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FIG. A18.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 0.251 rad/s.  
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FIG. A18.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.251 rad/s.  
 
 
 
 
 
 
 
 
 
 
278 
 
 
 
 
FIG. A18.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.251 rad/s.  
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FIG. A19.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 0.158 rad/s.  
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FIG. A19.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.158 rad/s.  
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FIG. A19.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.158 rad/s.  
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FIG. A20.a Third-harmonics γ0-sweep data for PVA-borax hydrogel at 0.1 rad/s.  
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FIG. A20.b First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.1 rad/s.  
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FIG. A20.c First-harmonics γ0-sweep data for PVA-borax hydrogel at 0.1 rad/s.  
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Appendix B 
Supplementary material to Chapter 4 
 
B.1 Invariance of least squares solution for nonlinear data transformation 
under data uncertainty weighting 
Least-squares solutions become inconsistent under nonlinear data transformation. Chiba and Smith 
[1] showed with rigorous mathematics that when weighted with data uncertainty (i.e. Sw u ), least 
squares solutions under nonlinear data transformations such as {G', G"} → {G*, tan δ} are equal, 
given that (a) data uncertainties transform according to the law of error propagation, (b) the data 
transformation is smooth, and (c) the residual vector (calculated as the difference between data 
and model) is infinitesimally small. Below is the mathematical proof outlining all the underlying 
assumptions in detail. 
B.1.1 Basic formulation 
Least-squares estimate involves minimizing the residual sum of squares (RSS): 
    11 1ˆ ˆRSS
T
N NN N
Y Y p V Y Y p  
          
    (B.1) 
where Y = Column vector of N data points, i.e.  1 2 ....... TNY Y Y Y   
Yˆ  = Column vector of corresponding model predictions, i.e.      1 2ˆ ˆ ˆ ˆ....... TNY Y p Y p Y p       
p  = Column vector of M model parameters, i.e.  1 2 ....... TMp p p p  
V= Data covariance matrix represented as:  
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2 2
1 12
2 2
12 2
...
 ...
...
V
 
 
      
  (B.2) 
In index notation RSS can be written as 
       1
1 1
ˆ ˆRSS
N N
i i j jij
i j
Y Y p V Y Y p
 
       (B.3) 
If data covariances are zero, the more familiar form of RSS is obtained as 
  
2
1
ˆRSS
N
i i
i i
Y Y p

     

  (B.4) 
(Note: By default all vectors are column matrices here) 
B.1.2 Linear least squares method 
If the model of Eq. (B.1) is linear in parameters then we can write the RSS as  
    11 1RSS T N NN NY Ap V Y Ap         (B.5) 
On simplification the objective function becomes 
 1 1 1 1RSS  T T T T T TY V Y Y V Ap p A V Y p A V Ap            (B.6) 
Note that the quantity 1T Tp A V Y  is a scalar and equal to its transpose. Eq. (B.6) then simplifies to 
 1 1 1RSS 2  T T T T TY V Y p A V Y p A V Ap         (B.7) 
The optimum solution  0p  is obtained by solving 
  01 1RSS 0 2 2 0  T Td A V Y A V Ap
dp
       (B.8) 
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      0 1 1 1T Tp A V A A V Y     (B.9) 
Note that  0p is linearly dependent on data Y. The variance matrix in  0p can then be found 
using law of error propagation as 
         0 00 Tp pCov p Cov YY Y              
    (B.10) 
         0 1 1 1 1 1 1 TT T T TCov p A V A A V V A V A A V          (B.11) 
On simplification this gives 
     0 1 1TCov p A V A    (B.12) 
B.1.3 Solution methodology 
For general least squares method (where the model is nonlinear in parameters), there is not a unique 
solution unlike the linear case of section B.1.2. In this case, an initial guess 0p p   is made and 
then the optimum point is searched via an iterative process as follows: 
Yˆ  is linearized about 0p  
        00 01 1 1
ˆˆ ˆ
N N M
N M
Y p
Y p p Y p p
p  
       
       (B.13) 
      0 01 1 1ˆ ˆ N MN N MY p p Y p S p           (B.14) 
Here S can be recognized as the sensitivity matrix. This simplifies RSS as 
          10 01 1ˆ ˆRSS T N NN NY Y p S p V Y Y p S p                     (B.15) 
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This is essentially a linear least squares problem with some modifications. Here data is ˆY Y  , 
data covariance matrix is same as the original i.e. V, and the predictions are linear with model 
parameters as  p . As a result, we have a unique solution for p (See Eqs. (B.9) and (B.12) from 
previous sub-section) or the new value of parameters  1 0p p p    given by  
 
      
    
1 1 1 1
0 0
1 1 1
ˆT T
T
p p S V S S V Y Y p
Cov p S V S
  
 
  

  
   (B.16) 
The process is carried out iteratively by replacing 0p by  10p in Eq. (B.15) to obtain  20p and so on 
until convergence is obtained. 
B.1.4 Transformation of data covariance and sensitivity matrices 
Now let the data be transformed according to a vector transformation (nonlinear) 
       1 1 2 2 1 2 1 2, ..... , ..... ........ , ..... TN N N Nf Y f Y Y Y f Y Y Y f Y Y Y    . Corresponding model 
predictions are now        1 1 2 2 1 2 1 2ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ, ..... , ..... ........ , ..... TN N N Nf Y f Y Y Y f Y Y Y f Y Y Y    . Note that 
we are considering nonlinear transformations here. The iterative solution scheme for this case 
proceeds as Eq. (B.16) to give solutions for the new representation as  
 
         
    
1 1 1 1
0 0
1 1 1
ˆT T
f f f f f f
T
f f f f
p p S V S S V f Y f Y p
Cov p S V S
  
 
  

  
   (B.17) 
The data covariance matrix in the new representation transforms according to the law of error 
propagation as [2,3]:     
 
T
f N N
N N N N
f fV V
Y Y 
               (B.18) 
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or in index notation as 
  
1 1
N N
ji
f klij
k l k l
ffV V
Y Y 
      (B.19) 
Note that Eq. (B.18) involves the linearization of f with respect to Y using a first-order Taylor 
series expansion and hence is only valid when the data uncertainties are small compared to data 
values. However, Eq. (B.18) is exact if f is already a linear transformation of Y. 
Let’s define 
  
N N
fc
Y


       (B.20) 
where the choice of superscript will become clear soon. With this notation, Eq. (B.18) 
simplifies to  
     Tf N NN N N NV c V c
 
 
          (B.21) 
 Now let’s look at how sensitivities transform. The sensitivity matrix in the new representation is 
given as: 
    ˆif ij
j
f Y
S
p
    (B.22) 
Some mathematical manipulations can be performed on Eq. (B.22) as 
    ˆ ˆˆi kf ij
jk
f Y YS
pY
     (B.23) 
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    ˆˆif kjij
k
f Y
S S
Y
    (B.24) 
This gives us the relationship between sensitivity matrices as  
 ˆf
fS S
Y
    (B.25) 
Let’s define 
   ˆ
N N
fc
Y


       (B.26) 
where the choice of superscript will become clear soon. With this notation, Eq. (B.25) becomes 
  fS c S   (B.27) 
B.1.5 First order expansion of residual vector 
Let us define the residual vector as 
  ˆd Y Y p      (B.28) 
In the new representation, the residual vector is given by 
     ˆfd f Y f Y p      (B.29) 
         ˆ ˆ ˆfd f Y p Y Y p f Y p         (B.30) 
If f is a smooth function (i.e. differentiable) and difference between data and model:  ˆd Y Y p     
is small, then Eq. (B.30) can be approximated by first order Taylor series as 
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   ˆˆf fd Y Y pY      (B.31) 
Note that this represents “forward” differentiation. In index notation, Eq. (B.31) can be written as 
     ˆˆif i j
j
fd Y Y p
Y
  
   (B.32) 
Eq. (B.29) can be written in another way as 
      ˆfd f Y f Y Y Y p        (B.33) 
This can be calculated using a “backward” differentiation scheme as 
   ˆf fd Y Y pY      (B.34) 
In index notation, Eq. (B.34) can be written as 
     ˆif i j
j
fd Y Y p
Y
  
   (B.35) 
If f is a smooth function (i.e. differentiable) and difference between data and model:
 ˆd Y Y p     is small then equivalence of Eqs. (B.31) and (B.34) suggests that  
 ˆ
f f
Y Y
     (B.36) 
or using Eqs. (B.20) and (B.26)  
      sayc c c     (B.37) 
The residual vectors then transform according to 
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 fd c d     (B.38) 
B.1.6 Comparison of estimates for good models and smooth transformations 
 Simplifying the solution under the transformed representation i.e. Eq. (B.17) using Eqs. (B.21), 
(B.27) and (B.38) we get: 
 
                    
             
1 11 1
0
11 1
T TT T
f
T
T
f
p p c S c Vc c S c S c Vc c d
Cov p c S c Vc c S
       
    
  

 
   (B.39) 
Further simplification gives 
 
                     
              
1 1 1 111 1 1
0
1 1 11 1
T T T T T T
f
T T T
f
p p S c c Vc c S S c c V c c d
Cov p S c c Vc c S
          
     
  

 
   (B.40) 
Since Eq. (B.37) applies to this case, Eq. (B.40) simplifies to  
 
   
    
11 1 1
0
11 1
T T
f
T
f
p p S V S S V d
Cov p S V S
 

  

 
   (B.41) 
which is the same as Eq. (B.16). Hence, least squares estimates are invariant under nonlinear data 
transformation if three conditions are satisfied: a) data covariance matrix transforms according to 
the law of error propagation which is a good approximation as long as the data uncertainties are 
small compared to data values, b) data transformation is smooth i.e. differentiable, and c)  data and 
model are in close agreement. 
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Note that if the transformations are linear i.e. of the type  f Y AY , law of error propagation is 
exact and Eq. (B.37) is automatically satisfied. Hence for linear transformations, the constraint of 
good models is relaxed.   
Conclusion: To get consistent least squares estimates under nonlinear data transformations, all 
one needs to do is to weight the residuals with data uncertainty (assuming off-diagonal elements 
of data covariance matrix are zero i.e. data points are uncorrelated and hence, RSS has the form 
of Eq.(B.4)), provided conditions (b) and (c) stated above are met. We have used this idea in the 
Chapter 4.  
B.2 SAOS regime identification and reversibility verification 
 
 
FIG. B1. Strain amplitude sweeps for ω = 0.1, 2.51 and 100 rad/s. Data were sampled at 4 points/decade 
for 0.1 rad/s, and 7 points/decade for the other two frequencies.  Ramp-up and ramp-down data for 
ω = 2.51 rad/s overlapped indicating reversibility of deformation fields. Based on the data, a strain 
amplitude of γ0 = 1% was chosen for frequency-sweep SAOS in the frequency range ω = 0.1-100 rad/s. 
This dataset was collected by undergraduate assistant Ms. Tiffany R. Price. 
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B.3. SAOS data validation using confidence metrics 
 
 
FIG. B2. Validation of SAOS data of Fig. 4.2(c) of Chapter 4 (for the first of the six repeat measurements) using 
the confidence metrics proposed by Singh et al [4]. A ratio of 0.1 was used for both 2 1   (too noisy data 
indicator) and 3 1  (too nonlinear data indicator). Based on the plots above, the data is indeed in the linear 
regime and above the noise floor. 
 
B.4 Experimental phase angle uncertainty 
 
FIG. B3. Experimental uncertainty in phase angle δ obtained as standard deviation from six repeat 
measurements: (a) Absolute uncertainty, and (b) relative uncertainty. The uncertainty in (a) also shown as the 
error bars in Fig. 4.2(a) of Chapter 4 (after converting from radians to degrees), was observed to be 
approximately constant (~10-4 rad). Since the terminal regime data has a small range of variation in phase 
angles with frequency (55˚-89˚), this loosely represents a constant relative uncertainty in (b) as well. 
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B.5 Experimental angular displacement uncertainty 
 
FIG. B4. Experimental uncertainty in angular displacement amplitude θ0 obtained as standard deviation 
from six repeat measurements. Note that a constant θ0 = 5 ×10-4 rad (corresponding to γ0 = 1%) was used 
as an input for SAOS data measurement.  
 
B.6 LVE data with error bars from uncertainty propagation 
 
FIG. B5. SAOS data with error bars obtained using error propagation (Eq. 4.12, Section 4.6.2 of Chapter 
4). The data points correspond to mean value of G' and G", obtained from six repeat measurements.   
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B.7 Estimated uncertainties using error propagation including geometric 
variables 
The expressions for G' and G" in terms of primary variables are given by:  
 0 0
0 0
cos  ,  sin .F T F TG G
F F
 
 
       (B.42) 
Here, angular displacement amplitude θ0, torque amplitude T0, and phase difference δ between 
torque and displacement are the three measurement variables, whereas the two geometric variables 
Fγ and Fσ convert displacement to strain and torque to stress, respectively [5]. 
Using error propagation (Eq. 4.7 of Chapter 4) and ignoring covariance terms gives the 
expressions for uncertainty as 
 
 0 0
0 0
22 2 22
2 2
2 2 2 2 2
0 0
22 2 22 2
2 2 2 2 2 2
0 0
tan ,
.tan
FT FG
FT FG
uu u uu u
G T F F
uu u uu u
G T F F




 
 
 

 


    
    
  (B.43) 
 For a cone and plate (CP) geometry, the geometric variables are given by 
 ,CP ,CP 31 3, .2F F R      (B.44) 
In Eq. (B.44), β is the cone angle in radians and R is the radius of the geometry. Using Eq. (B.44) 
in Eq. (B.43) gives 
 
 0 0
0 0
2 2 22 2
2 2
2 2 2 2 2
0 0CP
2 2 22 2 2
2 2 2 2 2 2
0 0CP
tan 9 ,
9 .tan
TG R
TG R
u u uu uu
G T R
u u uu u u
G T R
 

 
 
  


        
        
  (B.45) 
Note the factor of 9 appearing in the radius uncertainty term. This is a large contribution because 
of the power-law sensitivity to radius in Eq.(B.44).  
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For a parallel plate (PP) geometry, the geometric variables are given by 
 ,PP ,PP 32, .RF FH R      (B.46) 
In Eq. (B.46), H is the sample height. Note that here Fγ and Fσ are correlated through R and 
hence their covariance term cannot be ignored in the calculation of uncertainty. Instead, we 
represent the linear viscoelastic moduli for parallel plates case in terms of R and H directly 
 0 0PP PP4 4
0 0
2 2cos  ,  sin .HT HTG G
R R
         (B.47) 
Now applying uncertainty propagation and neglecting covariance terms we get  
 
 0 0
0 0
2 22 2 2
2 2
2 2 2 2 2
0 0PP
2 22 2 2 2
2 2 2 2 2 2
0 0PP
tan 16 ,
16 .tan
TG R H
TG R H
u uu u uu
G T R H
u uu u u u
G T R H


 

 


        
        
  (B.48) 
Note the large factor of 16 in the radius uncertainty contribution. Similar to the cone-plate, this 
originates from the power law sensitivity in Eq. (B.47) but is more sensitive for parallel plates 
since radius also appears in the strain factor Fγ.  
B.8 Fit using single mode Maxwell model  
Here, we show the model parameters {G1, τ1} of a single mode Maxwell model obtained by fitting 
the linear viscoelasticity data of cis-1,4-polyisoprene. Although we used a more physical and more 
adequate modified Reptation model in Chapter 4, here we use a single mode Maxwell model to 
compare how the choice of models affect parameter estimates. The single mode Maxwell model 
equations for {G', G"} are as follows: 
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    
   
2
1
1 2
1
1
1 2
1
,1
.1
G G
G G
   
   
  
  
  (B.49) 
The model equations for other SAOS data representations can be obtained using the 
interrelationships of Table 4.2 in Chapter 4. The fit parameter estimates for various representations 
and weightings are shown in Fig. B6, with the data uncertainty weighted parameter estimates 
shown separately in Fig. B7. Note that covariances were accounted for uncertainty weighted fit 
parameter estimates using Eq. (4.4) of Chapter 4.     
The conclusions here remains the same as that of Chapter 4 i.e. the subjectivity due to data 
representation and residual weighting choices, which results in a large scatter of fit parameter 
estimates is significantly reduced by data uncertainty weighting as evident from Figs. B6-B7.  
However, in comparison with the modified reptation model of Chapter 4, the scatter in model 
parameters of single mode Maxwell model is larger. For example, whereas {G1, τ1} show  
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an overall scatter of {1.70, 1.91} in Fig. B6, { 0NG , d  } of modified reptation model show an overall 
scatter of {1.64, 1.71} in Fig. 4.7 of Chapter 4. For Sw u and ˆSw u  cases, {G1, τ1} shows a 
scatter of {1.05, 1.03} and {1.09, 1.09} respectively in Fig. B7. In contrast, the variation in { 0NG ,
d  } is much smaller, {1.02, 1.01} and {1.01, 1.01} respectively in Fig. 4.8 of Chapter 4. We 
attribute this improvement for modified reptation to its being a marginally better model in terms 
of model adequacy (of course, in terms of describing the physics of the system, modified reptation 
is way more physical than largely empirical single mode Maxwell model). As an example, in 
Fig. B8, for w = S, modified reptation model fits G', G" data marginally better than single mode 
Maxwell model at the high frequencies. This is also evident from a lower value of RSS for 
modified reptation (0.64) as compared to single mode Maxwell model (0.84). This observation is 
 
FIG. B6. Fit parameter estimates of a single mode Maxwell model for various data representations and 
residual weightings.   
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in agreement with the expectation that with better models, the fit parameters from uncertainty 
weighting should converge [1].    
 
FIG. B7. Zoomed-in data of Fig. B6 only showing the parameter estimates from fits weighted by (a) 
experimental data uncertainty Sw u  and (b) estimated data uncertainty ˆSw u . 
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FIG. B8. G' and G" data (error bars are standard deviations from six repeat measurements) showing the 
best fits for w = S weighting for modified reptation and single mode Maxwell models.  
 
B.9 Modified reptation model fit using ν = 1  
In Chapter 4, we used a value of ν = 1.47 for the modified reptation model in Eq. (2). Although 
this value of ν was derived by Doi via a rigorous variational principle [6], previous works have 
used either ν =1 [7-9] or ν as a fitting parameter [9]. Here, we did the same analysis with ν = 1, 
with results shown in Figs. S9-S10. The more rigorous ν = 1.47 case provides very marginal 
improvements in fits compared to ν = 1, and hence ν = 1.47 case only provides a slight 
improvement in reducing the scatter of fit parameters.      
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FIG. B10. Zoomed-in data of Fig. B9 only showing the parameter estimates from fits weighted by (a) 
experimental data uncertainty Sw u  and (b) estimated data uncertainty ˆSw u . 
 
 
 
FIG. B9. Fit parameter estimates of the modified reptation model with ν = 1 (Eqs. 4.2-4.3 of 
Chapter 4).   
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