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I-(II-)Block strictly diagonally dominant
matrix




Wefirstly consider the block dominant degree for I-(II-)block strictly
diagonally dominant matrix and their Schur complements, showing
that the block dominant degree for the Schur complement of an I-
(II-)block strictly diagonally dominant matrix is greater than that
of the original grand block matrix. Then, as application, we present
some disc theorems and some bounds for the eigenvalues of the
Schur complement by the elements of the original matrix. Further,
by means of matrix partition and the Schur complement of block
matrix, based on the derived disc theorems, we give a kind of iter-
ation called the Schur-based iteration, which can solve large scale
linear systems though reducing the order by the Schur complement
and thenumerical example illustrates that the iteration can compute
out the results faster.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Schur complements have appeared to be useful tools in the study of linear control theory (see
[6]), matrix theory (see [5–10]) and statistics (see [21]). Consider a non-homogeneous system of linear
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where A is supposed to be nonsingular. Partition z =
⎛⎝ x1
x2
⎞⎠ and b =
⎛⎝ b1
b2
⎞⎠ conformably with M.
The linear systemMx = b is equivalent to the pair of linear systems
Ax1 + Bx2 = b1,
Cx1 + Dx2 = b2.
If we multiply the first equation by−CA−1 and add it to the second equation, the vector variable x1 is
eliminated and we obtain a linear system of smaller size
(D − CA−1B)x2 = b2 − CA−1b1. (1)
If the coefficient matrix D− CA−1B is a block diagonally dominant matrix or a block H-matrix, we can
use the block iterative methods in [21–23] to continue resolving the linear system equation (1). At the
same time, whenwe solve linear equation system, the convergence rate ofmany iterate algorithms are
closely related with spectral radius of coefficient matrix. Hu [23] obtained the following result which
can be used to estimate the convergence rate:










Therefore, we know the estimate of block matrix’s spectral is closely related with the block diag-
onally dominant degree (‖M−1ii ‖−1 −
∑
j =i‖Mij‖) of each row when M is a block strictly diagonally
dominant matrix. Thus, after being reduced order, it is significant to study the block diagonally domi-
nant degree of the coefficient matrix of the linear equation system (1).
On the other hand, from [26, pp. 312–317], we know that the eigenvalues of Schur complement of
diagonally dominant matrix are more concentrated than those of original matrix, and we predict that
the Schur-based conjugate gradient method will compute faster than the ordinary conjugate gradient
method. Hence, it is very important to estimate the eigenvalue distributions of (block) diagonally
dominant matrix.
A great deal of work on Schur complement has been done by many researchers. Some of them
studied the relationsbetween theoriginalmatrices and theSchur complements of its submatrices. As is
shown in [1–5], the Schur complements of positive semidefinitematrices are positive semidefinite, the
same is true ofM-matrices,H-matrices, inverseM-matrices (see [2]), and strictly diagonally dominant
matrices (see [1]). Li andTsatsomeros [3] and Ikramov [4], respectively, obtained theSchur complement
of strictly doubly diagonally dominant matrices is strictly doubly diagonally dominant. Liu et al. [5]
obtained the Schur complement of generalized doubly diagonally dominant matrices is generalized
doubly diagonally dominant.
On the other hand, [11–13] extended the concept of diagonally dominant matrix and proposed
two kinds of block diagonally dominant matrices, namely I-block diagonally dominant matrices (see
[11]) and II-block diagonally dominant matrices (see [14]). Later, [14–16] also presented two kinds
of generalized block strictly diagonally dominant matrices (I-block H-matrices [15] and II-block H-
matrices [14]) on base of previous work.
In this paper, we consider three problems of I-(II-)block strictly diagonally dominant matrix as
follows:
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(1) 1.Consider theblockdominantdegree for theSchurcomplementof I-(II-)blockstrictlydiagonally
dominant matrix compared with that of the original matrix. We show that the block dominant
degree for the Schur complement of an I-(II-)block strictly diagonally dominantmatrix is greater
than that of the original grand block matrix, which extends the results of [7].
(2) 2. Give some disc theorems and showing some bounds for the eigenvalues of the Schur comple-
ment of I-(II-)block strictly diagonally dominant matrix by the elements of the original matrix.
(3) 3. Give a kind of iteration called the Schur-based iteration, which can solve large scale linear sys-
tems though reducing the order by the Schur complement and the numerical example illustrates
that the iteration can compute out the results faster.
2. Definitions and lemmas
Denote by Cm×n(Rm×n) the set ofm × n complex (real) matrices and In the n × n identity matrix.
Let A ∈ Cn×n. The famous Geršgorin Theorem gives a union of discs in the complex plane that contain
all eigenvalues of A. An individual disc comprises the complex numbers z for which




A ∈ Cn×n is a strictly diagonally (row)dominantmatrix (abbreviated to SDn) if |aii| > τi(A), for i =
1, 2, . . . , n.
A ∈ Cn×n is a doubly diagonally (row) dominant matrix (abbreviated to DDn) if
|aii‖ajj|  τi(A)τj(A), for i, j = 1, 2, . . . , n, i = j.
And A is said to be a strictly doubly diagonally (row) dominant matrix (abbreviated to SDDn) if all the
strict inequality holds.
For A = (aij) and B = (bij) ∈ Rm×n, we write A  B if aij  bij for all i, j. A real n × n matrix A
is called anM-matrix if A = sIn − B, where B  0, s > ρ(B) and ρ(B) is the spectral radius of B. We
denote the set of n × n M-matrices byMn.
Supposing A ∈ Cn×n, A is called an H-matrix if μ(A) ∈ Mn, where the comparison matrix μ(A) =
(μij) is defined by
μij =
{−|aij|, i = j,
|aij|, i = j.
We denote by Hn the set of n × n H-matrices.
Let A ∈ Cn×n, N = {1, 2, . . . , n}. For nonempty index sets α, β ⊆ N, we denote by A(α, β)
the submatrix of A lying in the rows indicated by α and the columns indicated by β . The submatrix
A(α, α) is abbreviated to A(α). Supposing α ⊆ N, αc = N − α, |α| be the cardinality of α and A(α)
be nonsingular, the Schur complement of Awith respect to A(α) is defined to be
A/A(α) = A/α = A(αc) − A(αc, α)[A(α)]−1A(α, αc).
Let A ∈ Cn×n be partitioned as the following form:
A =
⎛⎜⎜⎜⎜⎜⎜⎝
A(α1, α1) A(α1, α2) · · · A(α1, αs)





A(αs, α1) A(αs, α2) · · · A(αs, αs)
⎞⎟⎟⎟⎟⎟⎟⎠ , (3)
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and A(αt, αt) is a |αt| × |αt| nonsingular principal submatrix of A, t = 1, 2, . . . , s.
Without loss of generality, we assume that Cn×ns denote the set of all s × s block matrices in Cn×n
partitioned as (3), A = (A(αl, αm))n×ns ∈ Cn×ns and N(A) = (‖A(αl, αm)‖)s denote the norm matrix
of block matrix A.






























‖A(αl, αm)‖, for all 1  l  s. (5)
We denote ‖[A(αl, αl)]−1‖−1 − ∑sm=1,m =l ‖A(αl, αm)‖ I-block diagonally dominant degree for
1  l  s of A.




‖[A(αl, αl)]−1A(αl, αm)‖ < 1, for all 1  l  s. (6)
We denote 1 −∑sm=1,m =l ‖[A(αl, αl)]−1A(αl, αm)‖ II-block diagonally dominant degree for 1 
l  s of A.
Remark 2.1. If A ∈ I-BSDs(I-BSDDs), from (5), (6) and the inequality
‖A(αl, αl)A(αl, αm)‖  ‖A(αl, αl)‖‖A(αl, αm)‖, (7)
we obtain A ∈ II-BSDs(II-BSDDs).
Lemma 2.1 (see [28, pp. 117]). If A is an H-matrix, then
[μ(A)]−1  |A−1|. (8)
Lemma 2.2 (see [17]). If A ∈ SDn or SDDn, then μ(A) ∈ Mn, i.e., A ∈ Hn.
Definition 2.3 (see [12,13]). A is called an I-block H-matrix and II-block H-matrix, respectively, if the
comparison matrices of block matrix A μI(A) = (ωl,m) ∈ Rs×s and μII(A) = (l,m) ∈ Rs×s are
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M-matrix, where
ωlm =
{ ‖[A(αl, αl)]−1‖−1, if l = m,
− ‖A(αl, αm)‖, if l = m,
lm =
{
1, if l = m,
− ‖[A(αl, αl)]−1A(αl, αm)‖, if l = m.
Lemma 2.3 (see [17]). Let A be an I-(II-)block H-matrix. Then A is nonsingular.
Remark 2.2. If A ∈ I-BSDs or I-BSDDs (II-BSDs or II-BSDDs), by Lemma 2.2, we haveμI(A) (μII(A)) ∈
Ms. Further, by Definition 2.3 and Lemma 2.3, A is an I-(II-)block H-matrix, thus A is nonsingular.
Lemma 2.4 (see [18]). Let A ∈ I-BSDs. Then
[μI(A)]−1  N(A−1). (9)
Lemma 2.5 (see [18]). Let A ∈ II-BSDs. Then
[μII(A)]−1  N(A−1D), (10)
where
D = diag(A(α1, α1), A(α2, α2), . . . , A(αs, αs)).
Lemma 2.6. Let A ∈ Cn×ns , α =
k⋃
r=1
αir ⊂ N, αc = N − α =
l⋃
v=1






If A ∈ I-BSDs, we take μ˜[A(α)] = μI[A(α)],
























If A ∈ II-BSDs, take μ˜[A(α)] = μII[A(α)],
Gt =
{







‖[A(αi1 , αi1)]−1A(αi1 , αju)‖, · · · ,
l∑
u=1
‖[A(αik , αik)]−1A(αik , αju)‖
⎫⎬⎭ .
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‖[A(αiω , αiω)]−1A(αiω , αm)‖.
When strict inequality in (11) or (12) holds, Bjt ∈ SDDk+1, thus det Bjt > 0. If equality in (11) or (12)
occurs, then det Bjt  0.
Proof. For simplicity, write Bjt ≡ B ≡ (bpq). The off-diagonal entries of B are all nonpositive.
If A ∈ I-BSDs, then b11 = x, bω+1,ω+1 = ‖[A(αiω , αiω)]−1‖−1, ω = 1, 2, . . . , k, P1(B) =
k∑
v=1
‖A(αjt , αiv)‖ and Pω+1(B) = Piω(A).
In order for B to be strictly doubly diagonally dominant, for each ω = 1, 2, . . . , k,




which yields (10), while for ω, y = 1, 2, . . . , k with ω = y, since A ∈ I-BSDs, then
bω+1,ω+1by+1,y+1 = ‖[A(αiω , αiω)]−1‖−1‖[A(αiy , αiy)]−1‖−1
> Piω(A)Piy(A) = Pω+1(B)Py+1(B).
Therefore, B is a strictly doubly diagonally dominant matrix. By Lemma 2.2, B = μ(B) is an M-matrix
and thus det B > 0.
When the equality holds in (11), for any ε > 0, denote Bε = B + diag(ε, 0, . . . , 0). In a similar
way to the above proof, we have Bε ∈ SDDk+1 and hence det Bε > 0. Let ε → 0+, we get det B  0
immediately.
For the case of A ∈ II-BSDs, the proof is similar. 
Lemma 2.7 (see [18]). Let A ∈ I-(II-)BSDs, α =
k⋃
r=1
αir ⊂ N, αc = N − α =
l⋃
v=1
αjv , and k + l = s.
Then for any t = 1, 2, . . . , l,
ψt = 1 −
∥∥∥∥∥∥∥∥∥∥
[A(αjt , αjt )]−1[A(αjt , αi1), . . . , A(αjt , αik)][A(α)]−1
⎡⎢⎢⎢⎢⎣
A(αi1 , αjt )
...




Remark 2.4. If A ∈ I-(II-)BSDDs, then we have the same results as Lemma 2.7.
Lemma 2.8 (see [19]). Let A ∈ Cn×n. If ‖A‖ < 1, then In − A is nonsingular and
‖(In − A)−1‖  1
1 − ‖A‖ , (13)
where In is an identity matrix.
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Lemma 2.9 (see [20]). Let A ∈ I-BSDs and λ(A) denote the set of eigenvalues of A. Then
λ(A) ⊂ G =
s⋃
i=1
[Gi ∪ λ(A(αi, αi))],
where
Gi =





3. Dominant degree of the Schur complements
In this section, we obtain some estimates on the block dominant degree for the Schur complements
of I-(II-)BSDs, which extends the results of [7]. For this purpose, we define α =
k⋃
r=1
αir ⊂ N, and
αc = N − α = l⋃
v=1
αjv , where k + l = s.
If A ∈ I-BSDs, let
ωjt = min
1ωk




‖A(αjt , αiv)‖. (14)






‖[A(αjt , αjt )]−1A(αjt , αiv)‖. (15)
Now we are ready to present our main results.
Theorem 3.1. Let A ∈ I-BSDs, α =
k⋃
r=1
αir ⊂ N, αc = N − α =
l⋃
v=1
αjv , k + l = s and ωjt be defined
as in (14). Denote A/α = (A˜(αt, αr)). Then
‖[A˜(αt, αt)]−1‖−1 − Pt(A/α)  ‖[A(αjt , αjt )]−1‖−1 − Pjt (A) + ωjt
 ‖[A(αjt , αjt )]−1‖−1 − Pjt (A) > 0
(16)
and
‖[A˜(αt, αt)]−1‖−1 + Pt(A/α)  ‖[A(αjt , αjt )]−1‖−1 + Pjt (A) − ωjt
 ‖[A(αjt , αjt )]−1‖−1 + Pjt (A).
(17)
Proof. For convenience, let
Ψtr = (A(αjt , αi1), . . . , A(αjt , αik)) [A(α)]−1
⎛⎜⎜⎜⎜⎝
A(αi1 , αjr )
...
A(αik , αjr )
⎞⎟⎟⎟⎟⎠ ,




‖A(αi1 , αjr )‖, . . . ,
l∑
r=1
‖A(αik , αjr )‖
⎞⎠T , t, r = 1, 2, . . . , l.
(18)
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By the definition of Schur complement, denote Jt = |αjt | and Im be an identity matrix. According to







∥∥∥{A(αjt , αjt ) − Ψtt}−1∥∥∥−1 − l∑
r=1
r =t
∥∥A(αjt , αjr ) − Ψtr∥∥
 ‖[A(αjt , αjt )]−1‖−1
∥∥∥∥{IJt − [A(αjt , αjt )]−1Ψtt}−1∥∥∥∥−1 − l∑
r=1
r =t
∥∥A(αjt , αjr ) − Ψtr∥∥
 ‖[A(αjt , αjt )]−1‖−1
[
1 −
∥∥∥[A(αjt , αjt )]−1Ψtt∥∥∥]− l∑
r=1
r =t




= ‖[A(αjt , αjt )]−1‖−1 − ‖[A(αjt , αjt )]−1‖−1





























‖A(αjt , αjr )‖ − GTt [N(A)(α)]−1H′




‖A(αjt , αjr )‖ − GTt [μI(A)(α)]−1H′ (by (9))
= ‖[A(αjt , αjt )]−1‖−1 − Pjt (A) + ωjt +
k∑
r=1
‖A(αjt , αir )‖ − ωjt − GTt [μI(A)(α)]−1H′






‖A(αjt , αir )‖ − ωjt −GTt
−H′ μI(A)(α)
⎞⎟⎟⎠
def= ‖[A(αjt , αjt )]−1‖−1 − Pjt (A) + ωjt +
detB1
det[μI(A)(α)] . (19)
For A ∈ I-BSDs, by (14), we have⎛⎝ k∑
r=1
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By Lemma 2.6, we have det B1  0. By Lemma 2.2, we haveμI(A)(α) ∈ Mk, thus det[μI(A)(α)] > 0.
Thus we obtain (16).
By (4), with a similar way to the above proof, we obtain
‖[A˜(αt, αt)]−1‖−1 + Pt(A/α)





∥∥∥{A(αjt , αjt ) − Ψtt}−1∥∥∥−1 + l∑
r=1
r =t







































‖A(αjt , αjt )x‖

















 ‖[A(αjt , αjt )]−1‖−1 + Pjt (A) − ωjt −
detB1
det[μI(A)(α)] (by (19))
 ‖[A(αjt , αjt )]−1‖−1 + Pjt (A) − ωjt
 ‖[A(αjt , αjt )]−1‖−1 + Pjt (A).
Thus we complete the proof. 
Theorem 3.2. Let A ∈ II-BSDs, α =
k⋃
r=1
αir ⊂ N, and αc = N − α =
l⋃
v=1
αjv , ωjt be defined as in (15)
and denote A/α = (A˜(αt, αr)). Then
1 − P˜t(A/α)  1 − P˜jt (A) + ωjt  1 − P˜jt (A) > 0.
Proof. For t, r = 1, 2, . . . , l, denote Jt = |αjt |, let
D = diag(A(αi1 , αi1), . . . , A(αik , αik)),
Ψtr = [A(αjt , αi1), . . . , A(αjt , αik)] [A(α)]−1
⎛⎜⎜⎜⎜⎝
A(αi1 , αjr )
...




[A(αjt , αjt )]−1A(αjt , αi1), . . . , [A(αjt , αjt )]−1A(αjt , αik)
}
,
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Γr = {[A(αi1 , αi1)]−1A(αi1 , αjr ), . . . , [A(αik , αik)]−1A(αik , αjr )}T ,
Lt =
{





r=1 ‖[A(αi1 , αi1)]−1A(αi1 , αjr )‖, . . . ,
∑l
r=1 ‖[A(αik , αik)]−1A(αik , αjr )‖
}T
.
According to the definition of ψt in Lemma 2.7, we have




[1 − ‖Υt[A(α)]−1DΓt‖] = 1. (20)
By Lemma 2.8, we obtain∥∥∥∥{Ijt jt − [A(αjt , αjt )]−1Ψtt}−1∥∥∥∥  1




















∥∥∥∥{IJt − [A(αjt , αjt )]−1Ψtt}−1
×
{






∥∥∥∥{Ijt − [A(αjt , αjt )]−1Ψtt}−1∥∥∥∥
×
∥∥∥{[A(αjt , αjt )]−1A(αjt , αjr ) − Υt[A(α)]−1DΓr}∥∥∥






































‖[A(αjt , αjt )]−1A(αjt , αjr )‖ − LTt {μII[A(α)]}−1H′ (by (10))
= 1 − P˜jt (A) + ωjt +
k∑
r=1
‖[A(αjt , αjt )]−1A(αjt , αjr )‖ − ωjt − LTt {μII[A(α)]}−1H′






‖[A(αjt , αjt )]−1A(αjt , αir )‖ − ωjt −LTt
−H′ μII[A(α)]
⎞⎟⎟⎠
def= 1 − P˜jt (A) + ωjt +
detB2
det[μII(A)(α)] .
For A ∈ II-BSDs, by (15), we have
k∑
v=1





‖[A(αjt , αjt )]−1A(αjt , αiv)‖.
Further, fromLemma2.6weobtain det B2  0. By Lemma2.2,μII(A)(α) ∈ Mk, thus det[μII(A)(α)] >
0. So
1 − P˜t(A/α)  1 − P˜jt (A) + ωjt  1 − P˜jt (A) > 0. 
4. Disc theorem on Schur complement of I-(II-)BSDs
By using the results in Section 3, we give some disc theorems for the eigenvalues of the Schur com-
plement of I-(II-)BSDs by the elements of the original matrix in this section.Without loss of generality,
we assume thatα = k⋃
r=1
αir ⊂ N,αc = N−α =
l⋃
v=1
αjv , k+ l = s.Write A/α = (A˜(αt, αr)), |αt| = t
and It be an unit matrix. Denote λ(A/α) and λ(A) the set of eigenvalues of A/α and A, respectively.
Theorem 4.1. Let A ∈ I-BSDs and ωjt be defined as in (14). Then










λ|λ ∈ λ[A(αjt , αjt )], ‖[λIjt − A(αjt , αjt )]−1‖−1  Pjt (A) − ωjt
}
.
Proof. We denote Ψtr be such as in (18). If λ ∈ λ[A˜(αt, αt)] and λ ∈ λ[A(αjt , αjt )], according to (18)
and Lemma 2.9, we obtain
































= ‖[λIjt − A(αjt , αjt )]−1‖−1 − ‖Ψtt‖.
Further,
‖[λIjt − A(αjt , αjt )]−1‖−1
 ‖[λIt − A˜(αt, αt)]−1‖−1 + ‖Ψtt‖










∥∥A(αjt , αjr )∥∥+ l∑
r=1
‖Ψtr‖
def= Pjt (A) − ωjt −
detB1
det[μI(A)(α)] ,
whereB1 andμI(A)(α) are suchas in theproof of Theorem3.1. ThusdetB1  0anddet[μI(A)(α)] > 0.
So
‖[λIjt − A(αjt , αjt )]−1‖−1  Pjt (A) − ωjt .
If λ ∈ λ[A˜(αt, αt)]and λ ∈ λ[A(αjt , αjt )], we assume that x˜ = 0 is the eigenvector of A corresponding
to λ. Then




























‖[λIt − A(αjt , αjt )]x‖
‖x‖ − ‖Ψtt‖
= ‖[λIjt − A(αjt , αjt )]−1‖−1 − ‖Ψtt‖ (by (4)).
Therefore,
‖[λIjt − A(αjt , αjt )]−1‖−1  ‖Ψtt‖  Pt(A/α) + ‖Ψtt‖  Pjt (A) − ωjt .
Thus we complete the proof of Theorem 4.1. 
Using Theorem 3.2, with a similar way to the proof of Theorem 4.1, we have the following result
immediately.
Theorem 4.2. Let A ∈ II-BSDs and ωjt be defined as in (15). Then










λ|λ ∈ λ[A(αjt , αjt )], ‖[λIjt − A(αjt , αjt )]−1‖−1  Υt
}
,
Υt =‖A(αjt , αjt )‖
[
P˜jt (A) − ωjt
]
.
5. A numerical example
Matrix partition and the Schur complement of block matrix are both two important methods in
reducing the order of large matrix. In this section, combining these twomethods, we give a numerical
example to illustrate that the iteration can compute out the results faster.




A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 A33 A34 A35
A41 A42 A43 A44 A45
A51 A52 A53 A54 A55
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,













41 × 100 −40
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A12 = AT21 =
⎛⎜⎜⎜⎜⎝





0 0 · · · 0
⎞⎟⎟⎟⎟⎠
20×20
, A15 = AT51 =
⎛⎜⎜⎜⎜⎝









A45 = AT54 =
⎛⎜⎜⎜⎜⎝





0 · · · 0 0
⎞⎟⎟⎟⎟⎠
15×15
, A34 = AT43 =
⎛⎜⎜⎜⎜⎝









A13 = AT31 = A23 = AT32 = (0)20×30 , A35 = AT53 = (0)30×15 ,
A14 = AT41 = A24 = AT42 = A25 = AT52 = (0)20×15 , b =
(
3 3 · · · 3
)T
100×1 .
In the following, we choose the Schur complement be A/A(α), α = {4, 5}.
For one thing, without loss of generality, we assume ‖ · ‖ = ‖ · ‖∞, α = ⋃2r=1 αir , αc = ⋃3t=1 αjt ,
ir = r + 3 (r = 1, 2), jt = t (t = 1, 2, 3) and A/α = (A˜(αt, αr)). By computation, A ∈ I-BSDs. By
Lemma 2.9, the eigenvalue z of A satisfies
z ∈ {z | |z − 53.362|  50} ∪ {z | |z − 53.362|  30} ∪ {z | |z − 40.616|  40} (23)
∪{z | |z − 30.335|  30} ∪ {z | |z − 30.335|  20}.
According to Theorem 4.1, the eigenvalue z of A satisfies
z ∈ {z | |z − 53.362|  13.278} ∪ {z | |z − 53.362|  7.967} ∪ {z | |z − 40.616| (24)
 13.278} ∪ {z | |z − 30.335|  28.462} ∪ {z | |z − 30.335|  19.734}.
Further, we use the following figure (Fig. 1) to illustrate (23) and (24).
It is clear that and G2 ⊂ G1 from both (23), (24) and Fig. 1.
On the other hand, obviously,A is real symmetric and irreducibly diagonally dominantwith positive
diagonal entries. So A is positive definite (see, [24, p. 23]). Thus we can solve this system with the
conjugate gradient method. Furthermore, by Theorem 1.12 of [25], A(α) and A/A(α) are also positive
definite. Consequently, we can convert the original system into the following systems by using the
Schur complement method.
As the Schur complement be A/A(α), α = {4, 5}, then the original system can be converted to:
A/A(α)y = f , (25)
A(α)z = g − A(α, αc)y, (26)









Fig. 1. The dotted line and dashed line denote the corresponding discs of (23) and (24), respectively.
Table 1
Computation results (ε = 10−6). Computer condition: Pentium(R) 4 CPU 3.2 GHz, extended memory 512 M.
CGM SCGM CGM SCGM
x5 0.284144 0.283856 x55 0.000556 0.000551
x10 0.295626 0.302405 x60 0.000507 0.000465
x15 0.278545 0.277846 x65 0.000467 0.000468
x20 0.108931 0.108848 x70 0.000424 0.000431
x25 0.269596 0.268966 x75 0.001403 0.001401
x30 0.294695 0.294530 x80 0.001543 0.001532
x35 0.287702 0.287637 x85 0.002323 0.002320
x40 0.186692 0.186465 x90 0.001523 0.001535
x45 0.000682 0.000696 x95 0.001477 0.001466





b1 b2 · · · b70
)T − A(αc, α)[A(α)]−1 ( b71 b72 · · · b100 )T ,
y =
(








b71 b72 · · · b100
)T
.
Then we can first solve (25) and then (26) by the conjugate gradient method. We call this method the
Schur-based conjugate gradient method.
For any given accuracy, applying the Schur-based conjugate gradient method, we could perform
approximate calculation to satisfy required accuracy. In this example, if we choose the accuracy as
ε = 10−6, the results of computation are given out in Table 1.
As A/A(α), A(α) and A are all nonsingular, the rank of A is greater than that of A/A(α) and A(α).
On the other hand, we know from Theorem 4.1 that the eigenvalues of A/A(α) and A(α) are more
concentrated than those of A. So we predict that the Schur-based conjugate gradient method will
compute faster than the ordinary conjugate gradient method (see, e.g. [26, pp. 312–317]).
In fact, solving the original system by the conjugate gradient method needs 266 iteration steps and
it takes 0.140625 seconds’ cputime to compute out x; solving (25) and (26) by the conjugate gradient
method needs 35 and 89 iteration steps, respectively, and it takes 0.078125 s total cputime to compute
out x.
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From Table 1 we see that the Schur-based conjugate gradient method (SCGM) is much better than
the ordinary conjugate gradient method (CGM).
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