Abstract. It is known that the generating vector of a rank-1 lattice rule can be constructed component-by-component to achieve strong tractability error bounds in both weighted Korobov spaces and weighted Sobolev spaces. Since the weights for these spaces are nonincreasing, the first few variables are in a sense more important than the rest. We thus propose to copy the points of a rank-1 lattice rule a number of times in the first few dimensions to yield an intermediate-rank lattice rule. We show that the generating vector (and in weighted Sobolev spaces, the shift also) of an intermediate-rank lattice rule can also be constructed component-by-component to achieve strong tractability error bounds. In certain circumstances, these bounds are better than the corresponding bounds for rank-1 lattice rules.
Introduction. The d-dimensional integral
f (x) dx may be approximated using rank-1 lattice rules. These are equal-weight rules having quadrature points belonging to the set iz n : 0 ≤ i ≤ n − 1 .
Here z, known as the generating vector, is an integer vector having no factor in common with n, and the braces around a vector indicate that we take the fractional part of each component of the vector. It is shown in [14] that every lattice rule may be written as a multiple sum involving one or more generating vectors; the minimum number of generating vectors required to generate a lattice rule is known as the "rank" of the rule. Besides rank-1 lattice rules involving just one generating vector, there exist lattice rules having rank up to d. More information about lattice rules may be found in [11] . The construction of rank-1 lattice rules for integrands belonging to weighted Korobov and weighted Sobolev spaces has been studied in various papers. These weighted function spaces are tensor product reproducing kernel Hilbert spaces. Recall that a quasi-Monte Carlo (QMC) rule
is an equal-weight quadrature rule with the quadrature points chosen in a deterministic way. The "worst-case error" of a QMC rule in some Hilbert space H d is defined to be
and the initial error is
Following the analysis by Sloan and Woźniakowski in [16] , the integration problem is said to be "strongly QMC tractable" in the Hilbert space H d if the minimal number of function evaluations n in a QMC rule (1.1) needed to reduce the initial error e 0,d (H d ) by a factor of ε > 0 is bounded by a polynomial in ε −1 independently of d. In [15] , a component-by-component algorithm was developed for constructing rank-1 lattice rules in unweighted Korobov spaces. The algorithm was later extended to shifted rank-1 lattice rules (see [12] ) in weighted Sobolev spaces, and the rules constructed achieve strong QMC tractability error bounds. Both these constructions assumed that n, the number of quadrature points, was a prime number. The construction was later generalized in [10] to rules with a composite number of points. Construction of rank-1 lattice rules in the randomized setting has been considered in [13] . Recently, it was shown in [9] that the constructions achieve the optimal rate of convergence in the corresponding function spaces.
Lattice rules constructed in this manner are "extensible" in terms of the dimension d; that is, if further dimensions are needed at a later stage, the additional components can be constructed with the existing components kept unchanged. However, if more points are required, then the rules need to be reconstructed from scratch. A recent work [4] showed the existence of good rank-1 lattice rules that are extensible both in terms of the number of points n and the dimension d, but the proof is nonconstructive.
We are interested in "copying" rank-1 lattice rules. Since the weighted function spaces of interest have nonincreasing weights, the first few variables are in a sense more important than the rest. Therefore, it would seem intuitive to copy the points in the first few dimensions. Thus we may copy an n-point d-dimensional rank-1 lattice rule times in each of the first r dimensions, where ≥ 1, gcd( , n) = 1, and 0 ≤ r ≤ d. We then obtain the rule with N = r n points given by 
. , 0) .
We call the rule with these points "the ( , r)-copy of a rank-1 lattice rule with generating vector z." When r = 0 and/or = 1, we get just the original n-point rank-1 lattice rule. For r ≥ 1, the resulting rule is a rank-r lattice rule. These intermediaterank lattice rules have previously been considered in [7] and [8] . Typically, for reasons of tractability, we will take r to be a fixed number, say, r = 1, 2, or 3. For the choice of it would seem reasonable on practical grounds and theoretical grounds (see Theorem 2.3 and Lemma 2.4) to take to be 2 in actual calculations. This value of = 2 has been used previously in [7] and [8] .
Our plan is to construct intermediate-rank lattice rules in both weighted Korobov and weighted Sobolev spaces that achieve strong QMC tractability error bounds. In section 2, we consider intermediate-rank lattice rules in weighted Korobov spaces. We show that the intermediate-rank lattice rule we consider has the same worst-case error as a certain rank-1 lattice rule in a slightly different weighted Korobov space. We then show that there exist intermediate-rank lattice rules with error bounds which are better than the corresponding bounds for rank-1 lattice rules with approximately the same number of points. Moreover, we shall see that the generating vectors constructed component-by-component satisfy strong QMC tractability bounds and achieve the optimal rate of convergence in weighted Korobov spaces. In section 3, we give a brief discussion on the construction of shifted intermediate-rank lattice rules in weighted Sobolev spaces. The final section, section 4, contains numerical results.
Throughout the paper, we will assume that n is a prime number to simplify the analysis. More general results for any positive integer n can be obtained by emulating the more complicated analysis found in [10] . When n is a prime number, z can be chosen from Z d n , where Z n := {1, 2, . . . , n − 1}. 2. Intermediate-rank lattice rules in weighted Korobov spaces. We are interested in the weighted Korobov spaces of periodic functions considered in [10] . These spaces are parameterized by a real parameter α > 1 and two sequences of positive weights β = {β j } and γ = {γ j } satisfying
The inner product in these spaces is given by
Here α is a smoothness parameter characterizing the rate of decay of the Fourier coefficients. Various variations of these spaces have previously been considered in works such as [5] , [6] , [15] , and [16] . The worst-case error in these Korobov spaces for a QMC rule (1.1) is given by
where the on the sum indicates that we omit the h = 0 term. This expression may be written in terms of Bernoulli polynomials if α is chosen to be a positive even number. The initial error is
Following the analysis of tractability in [16] , it is possible to show that if the weights satisfy
then an upper bound for the square worst-case error of the form
where a, b > 0 are bounded independently of d, is enough to ensure strong QMC tractability, with the rate of convergence being O(n −1/2 ). Moreover, the optimal rate of convergence O(n −α/2+δ ), for any δ > 0, can be achieved if the weights satisfy a stronger condition,
It is worth mentioning that the condition (2.2) is also necessary for strong QMC tractability (see [6] ).
We now consider the ( , r)-copy of a rank-1 lattice rule with generating vector z, that is, a rule with points belonging to the set
where ≥ 1, gcd( , n) = 1, and 0 ≤ r ≤ d. An expression for e n,d,copy( ,r) (z), the worst-case error for such a rule, is given in the next lemma. Note that though this intermediate-rank lattice rule has N = r n points, the lemma shows that the worstcase error may be calculated by using a rule having just n points. We will explore this further in the next subsection.
Lemma 2.1. We have
Proof. We have from (2.1) that
The second term can be written as
For 0 ≤ q, m ≤ − 1, the values of (q − m) mod are just 0 to − 1 in some order, with each value occurring times. Thus we have
Thus (2.4) can be simplified to
which can be simplified even further to
since for 0 ≤ i, k ≤ n − 1, the values of (i − k) mod n are just 0 to n − 1 in some order, with each value occurring n times. This completes the proof. 
Then the expression in Lemma 2.1 may be rewritten in the form Since = 0 and gcd( , n) = 1, for fixed r there exist a uniquez for each z and vice versa. Because of this one-to-one correspondence between z andz, all the known results on rank-1 lattice rules in weighted Korobov spaces can be applied here, with generating vectorz and weights β andγ. Note that the effect of copying in the first r dimensions can be interpreted as a reduction of the first r terms of γ by a factor of 1/ α . The following theorem is a slight generalization of Lemma 2 in [16] . (There β is assumed to be 1.) Theorem 2.2. Let n be a prime number, and define M n,d,copy ( ,r) to be the mean given by
Then an expression for M n,d,copy( ,r) is given by
Clearly there must exist at least one vector z such that
Now let N = r n denote the total number of quadrature points. It is obvious that this last bound is of the form (2.3) with a = 2ζ(α), b = r , and n = N . Since and r are fixed, we conclude that there exist intermediate-rank lattice rules that achieve strong QMC tractability error bounds for weighted Korobov spaces.
2.2.
Comparison with rank-1 lattice rules based on mean. It follows from Theorem 2.2 with = 1 and n = N that for N prime, the mean for rank-1 lattice rules is
Suppose we replace N by N = r n in this last expression. This is not valid because N is not prime, but calculations using the correct (but more complicated) expression for the mean found in [10] indicate that this yields an underestimate of the true mean. Now let
As an indication of whether these intermediate-rank lattice rules are better than rank-1 lattice rules having approximately the same number of points, we would like a result which shows that R n,d, ,r < 1. A preliminary result of this type is given in the following theorem. Theorem 2.3. Suppose that n is a prime number satisfying
and
Proof. By multiplying both M n,d,copy ( ,r) and M N,d by N = r n, we can write
where
It is not hard to prove that 2 , and c are positive quantities satisfying
Thus the result is proved if we can prove that all these conditions hold.
It may not be obvious that b 2 and t 2 are positive quantities, but one can see that this is the case when
, which is equivalent to the requirement on n given in the statement of the theorem. The requirement that t 1 < b 1 comes from the assumption that ρ ,r < 1, while the requirement that t 2 < b 2 comes from the assumption given in (2.7). Also, it is clear that b 2 < c. Letb
It is clear that b 2 >b 2 . Thus we can prove that b 1 +b 2 > c by proving that b 1 +b 2 −c > 0. Using the result that
where D = {1, 2, . . . , d}, we have
Thus we conclude that b 1 +b 2 − c > 0 and hence
In the previous theorem, we made the assumption that ρ ,r < 1 and that (2.7) was true. Attempts to prove that (2.7) is always true have not been successful. However, all our numerical test calculations with = 2, α = 2, β j = 1, and various choices of γ j indicate that (2.7) does at least hold for this set of parameters. For other sets of parameters, readers will need to be content with doing their own calculations to see whether it holds or not for their particular situation.
The next result gives some sufficient conditions for ρ 2,r to be less than one. Lemma 2.4. Let ρ ,r be defined as in Theorem 2.3, and set = 2. If α ≥ 2 and
Proof. A product of positive terms is guaranteed to be less than one when each of the terms is less than one. From the definition of ρ ,r , we see that if = 2, then this is the case when
for all j = 1, 2, . . . , r. When rearranged, this yields
.
Since the sequence { γj βj } is nonincreasing, this completes the proof. In the case when α = 2, the condition of the lemma becomes γ r /β r > 1/ζ(2) = 6/π 2 ≈ 0.6079. This suggests that when α = 2, it is worthwhile to take r to be at least one when γ 1 /β 1 > 6/π 2 . In a sense, the quantity ρ ,r gives an indication of how much we can gain (or lose) by copying. Later in section 4, we will see that though √ ρ 2,r is concerned with a ratio of means, the values of √ ρ 2,r nevertheless provide a measure of the ratios of the worst-case errors between intermediate-rank lattice rules and rank-1 lattice rules with approximately the same number of points.
Component-by-component construction.
We now consider finding the components of the generating vector z one at a time. Keeping in mind the relationship of our intermediate-rank lattice rules with rank-1 lattice rules, we can constructz for the rank-1 lattice rule with weights β andγ using the component-by-component Algorithm 8 of [9] from which we can then obtain the corresponding z. This yields the same result as constructing z directly using Algorithm 2.5 below.
Algorithm 2.5. Given 1 ≤ r ≤ d and n a prime number:
is minimized. Theorem 1 and Corollary 2 in [9] give the theoretical foundation behind such a construction for rank-1 lattice rules. We present the corresponding results here for intermediate-rank lattice rules. Note that Theorem 2.6 below is a slight improvement over the corresponding Theorem 1 of [9] . The proof is thus included in the appendix for completeness. (Such an improvement for rank-1 lattice rules was first obtained in [1] by using a different argument.) Theorem 2.6. Let z = (1, z 2 
It can be shown from the bounds above that the intermediate-rank lattice rules constructed using Algorithm 2.5 satisfy strong QMC tractability error bounds and achieve the optimal rate of convergence. 
Proof. It follows from Theorem 2.6 that the z constructed by Algorithm 2.5 satisfies 
2 , and we obtain
where we have used the fact that log(1 +
This completes the proof.
Shifted intermediate-rank lattice rules in weighted Sobolev spaces.
Now we change the function spaces to weighted Sobolev spaces considered in [10] . These spaces are also parameterized by two sequences of positive weights β and γ satisfying
where (x u , 1) is a d-dimensional vector whose jth component is x j if j ∈ u and 1 if j / ∈ u. Similar spaces have been considered previously (for example, see [12] , [13] , and [16] ). The worst-case error for a QMC rule (1.1) in these spaces is given by
Similar to the weighted Korobov spaces, it can be shown that if the weights satisfy (2.2), then an upper bound for the square worst-case error of the form (2.3) is enough to ensure strong QMC tractability in weighted Sobolev spaces. We now consider the ∆-shift of the ( , r)-copy of a rank-1 lattice rule with generating vector z, that is, a rule with points given by Here we give just the general ideas of the existence and the construction of a good shifted intermediate-rank lattice rule. The full details follow closely the arguments from [12] and [13] .
To obtain an upper bound on the square worst-case error, we define the mean of e 
Using a known relationship between weighted Korobov spaces and weighted Sobolev spaces (see [5] ), we see that this mean is exactly the mean given in Theorem 2. 
We thus conclude that there exists at least one pair (z, ∆) such that e 2 n,d,copy( ,r) (z, ∆) is bounded by this upper bound on the mean. Since this bound is of the form (2.3), we conclude that shifted intermediate-rank lattice rules achieve strong QMC tractability error bounds in weighted Sobolev spaces.
Let e n,d+1, (x 0 , . . . , x n−1 ; z d+1 , ∆ d+1 ) denote the worst-case error for a QMC rule with the set of points 
Let us assume that the points x 0 , . . . , x n−1 satisfy
Suppose we choose z d+1 from the set Z n to minimize m n,d+1, (x 0 , . . . , x n−1 ; z d+1 ) and then choose ∆ d+1 from the set 2m−1 2n : 1 ≤ m ≤ n − 1 so that the square worstcase error e 2 n,d+1, (x 0 , . . . , x n−1 ; z d+1 , ∆ d+1 ) is minimized. Then by using involved algebraic manipulations and the arguments from [12] , these choices of z d+1 and ∆ d+1 can be shown to satisfy
Note that the result also holds for = 1; that is, there is no "copying" in the (d + 1)th dimension. For d = 1, we can show that there exists (z 1 , ∆ 1 ) satisfying
All of the above leads us to the following algorithm for constructing a pair (z, ∆) such that for all s = 1, . . . , d,
In the following algorithm, the notation m n,s,copy( ,r) ( (1, z 2 The cost for the construction is O(n 3 d 2 ) operations, and it is dominated by the construction of the shift. In [13] the idea of using a number of random shifts was introduced. This not only cuts the cost of the construction down to O(n 2 d 2 ) operations; it also allows error estimation. The reference [3] 
, which is greater than 1 for all ≥ 2. This means that it is unlikely for the ratio R n,d, ,r to be less than 1, and thus copying may not give better results in weighted Sobolev spaces.
Numerical results.
We will consider weighted Korobov spaces with α = 2. In this case, the square worst-case error can be written as
where for x ∈ [0, 1], B 2 (x) = x 2 − x + 1/6 is the Bernoulli polynomial of degree 2. In the implementation of Steps 2 and 3 of Algorithm 2.5, we will consider only values of z s in {1, 2, . . . , (n − 1)/2}, since want to know in how many dimensions to copy, that is, which value of r = 1, 2, or higher should we choose to get better rules than rank-1 lattice rules. We compare the worst-case errors for rules with approximately 4000, 16000, and 64000 points up to 100 dimensions. (Note that since β = 1, the initial error e 0,d is 1.) The results are presented in Tables 4.1 to 4.6. The second column of each of these tables contains the worst-case error for rank-1 rules, while the other three columns contain the worst-case error for r going from r = 1 to r = 3. To get a better picture of the results of copying, we divide the worst-case errors of intermediate-rank lattice rules at d = 100 by those of rank-1 lattice rules with approximately the same number of points. These ratios are presented in Table 4 .7.
We can see from the results that for γ j = 0.9 j , copying is good in at least the first three dimensions, but for γ j = 1/j 2 , it is only good to copy in the first dimension. This seems reasonable as in the first few dimensions the sequence 0.9, 0.81, 0.729, . . . decays more slowly than 1, 1/4, 1/9, . . . , and so in the former case, the third variable is still fairly important, while this is not the situation in the latter case.
The phenomenon is also supported by our earlier analysis. Since it may be verified numerically that (2.7) holds, Theorem 2.3 and Lemma 2.4 together suggest that it would be advantageous to copy in the first r dimensions if = 2, α = 2, and γ r β r > 6 π 2 ≈ 0.6079.
For γ j = 0.9 j , this is obviously satisfied when r = 1, r = 2, and r = 3. For γ j = 1/j 2 , this is satisfied only when r = 1. Because Lemma 2.4 provides only a sufficient condition for ρ 2,r to be less than one, a direct calculation of ρ 2,r was done, and the results (see Table 4 .8) show the same conclusion.
If we compare the values of √ ρ 2,r in Table 4 .8 with the ratios in j and a somewhat better rate for the case γ j = 1/j 2 . The observed rates of convergence also appear to be higher for the smaller values of d. This agrees with the numerical results in [9] , where the predicted rate of convergence is not observed when moderate values of n are used relative to the dimension. In that situation, the observed rate of convergence depends on the rate of decay of the weights, with faster decaying weights yielding higher convergence rates. To get an observed rate of convergence close to O(N −1 ), we need to have weights that decay much faster, for example, γ j = 0.1 j or γ j = 1/j 6 . However, if weights such as these were used, the theory would suggest that there would not be much benefit in doing any copying.
Appendix. Let (1, z 2 ( 
The proof makes use of one form of Jensen's inequality (see Theorem 19 of [2] ), which states that for {a i } a sequence of positive numbers,
Proof. For s = 1, it is not hard to show that for all z 1 we have
and for any λ satisfying
where the second inequality follows by applying Jensen's inequality to the sum β 1 + 2γ 1 ζ(α). It can be easily verified that n −α < (n − 1) 
(ii) For all
where where the second inequality follows from applying Jensen's inequality to the sum in the first factor. Now since we choose z s in Algorithm 2.5 to minimize the square worst-case error e To complete the proof, we need to prove (i) and (ii). Proof of (i). Clearly there exists a z s = z s (α, β,γ) (and hencez s ) such that where the last step follows from the property r(α, β, γ, h) λ = r(αλ, β λ , γ λ , h). This completes the proof.
