Abstract-In this paper, we propose two distributed contention-based medium access control (MAC) algorithms for solving a network utility maximization (NUM) problem in wireless ad hoc networks. Most of the previous NUM-based random access algorithms have one or more of the following performance bottlenecks: (1) extensive signaling among the nodes to achieve semi-distributed implementations, (2) synchronous updates of contention probabilities, (3) small update stepsizes to ensure convergence but with typically slow speed, and (4) supporting a limited range of utility functions under which the NUM is shown to be convex. Our proposed algorithms overcome the bottlenecks in all four aspects. First, only limited amount of message passing among nodes is required. Second, fully asynchronous updates of contention probabilities are allowed. Furthermore, our algorithms are robust to arbitrary large message passing delay and message loss. Third, we do not utilize any stepsize during updates, thus our algorithms can achieve faster convergence. Finally, our proposed algorithms have provable convergence, optimality, and robustness properties under a wider range of utility functions, even if the NUM problem is non-convex. Simulation results show the optimality and fast convergence of our algorithms, performance improvements compared with the subgradientbased MAC, and better efficiency-fairness tradeoff compared with the IEEE 802.11 distributed coordination function.
networks). In this paper, we focus on the study of contentionbased MAC, where nodes randomly and distributively access the shared channel with certain transmission probabilities.
The contention-based protocols are scalable and inherently flexible, but they typically have poor performance due to insufficient feedback. For example, in IEEE 802.11 distributed coordination function (DCF) [1] , a node updates its transmission probability based on the binary feedback of its data transmission: success (no collision) or failure. This leads to low throughput and unfair resource allocation. Such mechanism also cannot achieve a stable equilibrium [2] .
In this paper, we design distributed contention-based random MAC algorithms through the framework of network utility maximization (NUM). Several related algorithms on the same NUM framework have been proposed in [3] [4] [5] [6] [7] . They have one or more of the following performance bottlenecks: (1) extensive message passing among nodes to achieve semidistributed implementation, (2) synchronous updates of contention probabilities that require homogeneous computational capabilities and software implementations among nodes, (3) small update stepsizes to guarantee convergence with typically slow speed, and (4) supporting only a limited range of utility functions due to non-convexity.
Our proposed algorithms overcome the above performance bottlenecks in all four aspects. First, they only require limited message passing (i.e., signalling) among nodes. Based on the messages from other nodes, each node updates its persistent probabilities by solving a local and myopic optimization problem in an attempt to maximize the total network utility. Compared to the NUM-based random access algorithm in [3] , our algorithms can reduce the total signalling overhead by a factor of ten. Second, our algorithms allow asynchronous updates of messages and contention probabilities. They can tolerate arbitrary large and finite asynchronism and message delay and are also robust to message loss. For example, even when the packet loss rate of the underlying communication channel is up to 0.5 (i.e., on average, half of the messages are lost), our algorithms can still achieve the optimal performance within a short time. Third, in our algorithms, nodes update their contention probabilities through best response updates, thus no small stepsizes are needed. This enables our algorithms to achieve a much faster convergence compared with the previous subgradient-based update methods (e.g., in [3] [4] [5] [6] ). Finally, our algorithms have provable convergence property under a wider range of utility functions, even if the NUM problem 1536-1276/09$25.00 c 2009 IEEE cannot be transformed into a convex optimization problem. The techniques that we use in this paper are general and may be used to tackle other non-convex optimization problems in communications and networking. Our results have been recently extended in [8] to achieve utility-optimal network performance without message passing.
Besides the NUM-based approach, another related thread of research focuses on the analysis of random access algorithms using game theory (e.g., [9] [10] [11] [12] ). The focus is on noncooperative interaction among wireless nodes, while here, we focus on global network performance optimization. Our results may also be extended to a mechanism design for selfish behavior of nodes so as to align them the social utility-optimality.
The rest of this paper is organized as follows. The system model is described in Section II. Our proposed distributed algorithms are presented in Section III. The convergence, optimality, and robustness of our algorithms are analytically proved in Section IV. Simulation results and performance assessments are reported in Section V. Conclusions as well as outlines for future works are given in Section VI.
II. SYSTEM MODEL Consider a wireless ad-hoc network. Let N = {1, . . . , N} denote the set of nodes and L = {1, . . . , L} denote the set of unidirectional wireless links. For each node n ∈N , we denote the set of its outgoing links by L n ⊂ L, with size L n = |L n |. Each node n has L n separate queues and each queue holds the packets for one of its outgoing links (see Fig. 1 ). Time is divided into equal-length slots. At each time slot, node n may choose to transmit on one of its outgoing links i ∈ L n with a persistent probability p i . The probabilities need to satisfy i∈Ln p i ≤ P max n < 1, where P max n denotes the maximum total persistent probability on node n. Node n may remain silent in some slots. For the network in Fig. 1 , node a has L a = 2 outgoing links where L a = {1, 2}. In node a, those packets which are destined to node b are enqueued in queue 1. Similarly, the packets which are destined to node c are enqueued in queue 2. At each time slot, a packet from queue 1 is sent over link 1 with probability p 1 , and a packet from queue 2 is sent over link 2 with probability p 2 . Notice that links 1 and 2 will not be active at the same time.
For each node n ∈ N , if the receiver node of link i ∈ L n is within the interference range of another node s ∈ N \{n}, then any transmission by node s (i.e., transmission on any link j ∈ L s ) interferes with transmission of link i. Those nodes which interfere with transmission of link i are denoted by set N i . Similar to [3] , [6] , we assume infinite-backlog in all nodes. For each node n ∈ N , let r i denote the average data rate for link i ∈ L n , which is a function of the persistent probability vector p = (p i , ∀i ∈ L) of all links. We have [13] :
where γ i denotes the peak data rate for link i (i.e., the rate achieved by link i if no node in set N i is active). Here, we assume that either the communication channel is to be fixed or it changes very slowly such that γ i assume to be fixed for a long period of time for all i ∈ L. In addition, to ensure that no link is starved, for each node n and any link i ∈ L n , we Fig. 1 . A sample wireless ad-hoc network. We have, La = {1, 2}, L b = {3, 4, 5}, and Lc = {6, 7}. In node a, those packets which are assigned to be sent to node b (over link 1) are enqueued in queue 1. Similarly, those packets that are assigned to be sent to node c (over link 2) are enqueued in queue 2. R and T boxes represent receiver and transmitter units, respectively.
where
, and we have: γ min = min i∈L γ i .
Each link i ∈L has a utility function which is an increasing and concave function of its rate r i and indicates link i's degree of satisfaction on its average data rate. The utility of link i is denoted by u(r i (p)), which is also a function of the persistent probabilities p of all links. We are interested in finding the value of p that solves the following network utility maximization (NUM) problem [14] :
where the feasible persistent probability region is
and the utility function is α-fair [15] . That is, for each link i ∈ L, we have:
Using (3), a wide range of efficient and fair allocations can be modeled. In particular, problem (NUM) reduces to throughput maximization with α → 0, to proportional fair allocation with α = 1, to harmonic mean fair allocation with α = 2, and to max-min fairness with α → ∞. Although the objective function in problem (NUM) is concave in link rates r = (r i , ∀i ∈ L), it is not concave in persistent probabilities p due to the product form of the average rate in (1) . Thus, finding the optimal solution for this nonconvex and coupled optimization problem is difficult even in a centralized fashion. In this paper, we propose two algorithms which are able to find the optimal solution of problem (NUM) in a distributed fashion under verifiable sufficient conditions. In comparison with the existing algorithms, our algorithms do not require any synchronization, converge much faster, are more robust to message delay and message loss, and support a wider range of α values in the utility function.
III. ALGORITHMS
In this section, we propose two distributed algorithms to solve optimization problem (NUM), one for fully interfered topologies in Section III-A and another one for general topologies in Section III-B. In both algorithms, each node n performs a myopic and local optimization, i.e., optimizing the total network utility by choosing the persistent probabilities of its own outgoing links, assuming others do not change theirs. Despite the complexity of the problem, we show that the solution of this local optimization problem can be obtained in closed-form, facilitated by limited message passing among nodes and a simple local sorting procedure.
A. Fully Interfered Network Topologies
We begin by considering a fully interfered topology, where all links interfere with each other. That is, for each n ∈ N and any i ∈ L n , the interference node set N i = N \{n}. This models some important practical wireless networks including wireless personal area networks where multiple wireless devices interact with each other over short distances, as well as indoor wireless local area networks where several wireless devices communicate with an access point and each other.
1) Node n's Local Optimization Problem:
For each wireless node n, let p n = (p i , ∀ i ∈L n ) denote the persistent probabilities of its outgoing links. Also let p −n = (p j , ∀ j ∈L\L n ) denote the persistent probabilities of all links other than the outgoing links of node n. Consider the following local and myopic optimization problem:
where the feasible persistent probability region for node n is
By solving problem (LOCAL-NUM), node n can select p n such that the total network utility is maximized assuming that p −n is fixed (i.e., none of the other nodes change their persistent probabilities). Clearly, nodes are not selfish in this case, and cooperate with each other. This is necessary to achieve optimal network performance in a distributed fashion. Although problem (LOCAL-NUM) is difficult to solve, we can convert it to an equivalent and more illuminating representation. Its objective function in the case of fully interfered network topologies can be written as:
Since the multiplicative term
does not depend on the vector variable p n , problem (LOCAL-NUM) can be equivalently written as:
Since i∈Ln u(γ i p i ) and u 1− i∈Ln p i are strictly concave functions with respect to p n , and v n (p −n ) is independent of p n , problem (5) is strictly concave in local variable vector p n . In other words, there exists a unique optimal solution of problem (5) and thus problem (LOCAL-NUM).
2) Closed-Form Solution of Problem (LOCAL-NUM): Next, we show how to obtain a closed-form optimal solution for problem (5) . Consider a node n ∈ N and the set of its outgoing links L n . We define a permutation, i 1 , · · · , i Ln , of the link indices in set L n such that for any j and l that satisfy
Thus, in the case of α ≥ 1, we have γ i1 ≤ · · · ≤ γ iL n , and in the case of α ∈ (0, 1), we have γ i1 ≥ · · · ≥ γ iL n . For example, let L n = {4, 7, 12}, γ 4 = 18 Mbps, γ 7 = 24 Mbps, and γ 12 = 6 Mbps. If α ≥ 1, then we have i 1 = 12, i 2 = 4, and i 3 = 7. On the other hand, if α ∈ (0, 1), then i 1 = 7, i 2 = 4, and i 3 = 12.
Let σ denote the smallest number in the set {0, . . . , L n − 1} such that we have:
We can show that (see Appendix A), if condition (7) holds for σ, then it also holds for σ + 1. We define the set
Notice that if condition (7) does not hold for any σ ∈ {0, . . . , L n − 1}, then we set B n = {} and B n = 0.
Similarly, let ς denote the smallest number in the set {0, . . . , L n − 1} such that we have:
Again, we can show that (see Appendix A), if condition (8) holds for ς, then it also holds for ς + 1. We define C n = {i ς+1 , . . . , i Ln } , and its size C n = |C n | = L n −ς. If condition (8) does not hold for any ς ∈ {0, . . . , L n − 1}, then we set C n = {} with its size C n = 0. We now define A n = B n ∪ C n with its size
Depending on the value of v n (p −n ), either A n = B n or A n = C n (see Appendix A). Using A n , the closed-form solution of problem (5) can be obtained as follows.
Theorem 1: For each node n ∈ N, the unique optimal solution of problem (5) 
The proof of Theorem 1 is available in Appendix A. The key is to show that f n (p −n ) satisfies the necessary and sufficient Karush-Kuhn-Tucker (KKT) optimality conditions [16, pp. 244 ]. Since problems (LOCAL-NUM) and (5) are equivalent, p (LOCAL-NUM). We notice that, regardless of the selected system parameters and the value of v n , for each i ∈ L n \A n , the upper bound (P 
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The persistent probabilities and messages are asynchronously updated. Let T n,p and T n,m be two unbounded sets of time slots at which node n updates p n and m n , respectively. We assume that the asynchronism of the updates is bounded; i.e., there exists a finite H (called asynchronism measure [17] ) such that: (12) where D denotes an upper bound on communication delay. From (11) , each node updates the persistent probabilities of its outgoing links at least once during any time interval of length H slots. From (12) , the information used by each node is outdated by at most H time slots. We notice that H can be 1 Similar way of constructing messages based on KKT conditions has been considered in [12] for distributed power control. On the other hand, we mainly use contraction and monotone mapping to prove the properties of our proposed algorithms here, instead of the supermodular game theory used in [12] .
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arbitrarily large as long as it is bounded. The exact value of H is not important and needs not be known by all nodes.
Compared with the distributed MAC algorithms proposed in the literature, Algorithm 1 has several distinct features: (i) less explicit message passing is needed (e.g., in the subgradientbased algorithm proposed in [3] , each node needs to announce two messages), (ii) asynchronous updates with arbitrarily finite delay, which minimizes the coordination overhead and allows maximum heterogeneity among nodes, and (iii) does not use any stepsizes, which avoids the slow convergence problem due to small stepsizes in the commonly used subgradient methods.
We note that if Algorithm 1 has a fixed point, then every node n achieves the optimal solution of problem (LOCAL-NUM) and each node will not change its persistent probability vector. In Section IV-A, we show that this fixed point corresponds to the global optimal solution of problem (NUM) under proper sufficient conditions, and Algorithm 1 converges to such a fixed point with fast and robust performance.
B. General Network Topologies
We now consider the general case, where each node is within the interference range of an arbitrary subset of the other nodes. For each node n ∈ N and any of its outgoing links i ∈ L n , the set of nodes that interfere with link i is an arbitrary subset of all nodes, i.e., N i ⊆ N \{n}. In this case, the objective function of problem (LOCAL-NUM), i.e., the summation i∈L u(r i (p n , p −n )), can be written as:
Since the last term in the bracket does not depend on p n , problem (LOCAL-NUM) can be equivalently written as:
Notice that γ i (p −n ) does not represent the peak data rate of wireless link i. We can show that problem (13) is strictly concave in vector p n and has a unique optimal solution. The closed-form solution of problem (13) can be obtained similarly as that of problem (5) in the case of fully interfered network topologies. For the outgoing link set L n of node n, we can define a permutation of link indices in this set, i 1 , · · · , i Ln , such that for any j and l that satisfy
Similarly, let ς denote the smallest value in {0, . . . , L n −1} such that we have: (15) does not hold for any ς ∈ {0, . . . , L n − 1}, then we set C n = {} with C n = 0. Given B n and C n , we define A n = B n ∪ C n with its size
Theorem 2: For each node n ∈N , the global optimal solution of problem (13) 
The proof of Theorem 2 is similar to that of Theorem 1. Eq. (16) provides the optimal solution for problem (LOCAL-NUM) for general topologies, which include the fully interfered case as a special case. We can define node s' messages:
Then
Message q s simply denotes the probability that node s remains silent at a time slot. Also note that for each node n = s, if there does not exist any j ∈ L s such that n ∈ N j , then m s,n = 0 (i.e., node n does not cause interference to any outgoing link of node s). Algorithm 2 -Used by each node n ∈N in a general topology. Transmit on outgoing link i ∈ L n with probability p i . 6: if t ∈ T n,p then 7:
Set p i = 10:
if t ∈ T n,qm then 12: Set q n = 1 − i∈Ln p i .
13:
Set m n,s = i∈Ln:
for any s = n.
14:
Inform m n,s to all s ∈ ∪ i∈Ln N i .
15:
Inform q n to all s ∈N \{n} if ∃ j ∈L s and n ∈N j .
16:
if a message is received then Update m and q. 17 : until node n decides to leave the network.
Our second proposed algorithm works for any general topology and is shown in Algorithm 2. In this algorithm, each node n ∈ N informs m n,s to all nodes s whose transmissions interfere with transmissions of at least one of the outgoing links of node n. It also informs q n to all nodes s whose outgoing transmissions is interfered by transmissions from node n. All nodes then choose the persistent probabilities of their outgoing links based on the received messages from other nodes. In Algorithm 2, T n,p and T n,qm are two unbounded sets of time slots at which node n updates p n and announces q n , and m n,s for all s = n, respectively. The assumptions on asynchronism measure are the same as those in Algorithm 1. We show in Section IV-B that for any topology, the fixed point of Algorithm 2 also corresponds to the global optimal solution of the non-convex problem (NUM) under proper conditions.
In comparison with the prior algorithms in the literature (e.g., [3] ), Algorithms 1 and 2 are more robust, converge faster, and require less signalling. We further discuss the properties of our proposed algorithms in Sections IV and V.
IV. CONVERGENCE, OPTIMALITY, AND ROBUSTNESS
In this section, we prove the convergence, optimality and robustness properties of our algorithms by using results in distributed computation [17] and non-linear optimization [18] .
A. Fully Interfered Network Topologies
Here we study Algorithm 1 which was proposed to solve problem (LOCAL-NUM) in a fully interfered topology. We first show that if Algorithm 1 has a unique fixed point, then it will globally converge to that fixed point. After that, we provide the conditions under which the uniqueness of the fixed point of Algorithm 1 is guaranteed. We also show that such unique fixed point corresponds to the unique global optimal solution of non-convex optimization problem (NUM). We define f (p) = (f n (p), ∀ n ∈ N ), where f n (p) is as in Theorem 1. Recall that a fixed point of mapping f (p) is also a fixed point of Algorithm 1. We can show that 2 : Proposition 1: f (p) is monotone increasing if α ≥ 1, and is monotone decreasing if α ≤ 1.
The proof of Proposition 1 is given in Appendix B. This enables us to show the following:
Theorem 3: Suppose f has a unique fixed point p . Starting from any initial point p ∈P, Algorithm 1 converges to p .
The proof of Theorem 3 is available in Appendix C. The key idea is to show that the monotone mapping f (p) satisfies synchronous convergence and box conditions; thus, asynchronous convergence theorem [17, pp. 431 ] is applicable. Theorem 3 is general and applies to any choice of system parameters. It only requires that f (·) has a unique fixed point. Next, we will show that not only Algorithm 1 has a unique fixed point under mild technical conditions, the fixed point is indeed the global optimal solution of problem (NUM).
Let F denote the set of fixed points of Algorithm 1. For each p ∈ F and any link i ∈ L n , we have
We also let S denote the set of stationary points [18, pp. 194] of problem (NUM). Note that all local (and global) optimal solutions of problem (NUM) belong to set S. Corollary 1: If either S or F is a singleton set (i.e., it has one element), then Algorithm 1 asynchronously converges to the unique global optimal solution of problem (NUM).
In [3] , it has been shown that the set of stationary points S is a singleton set for all α ≥ 1. They used logarithmic mapping and transformed problem (NUM) to an equivalent convex problem and showed that it has a unique stationary point. However, this transformation does not work if α ∈ (0, 1). That is the reason the algorithm proposed in [3] does not support the α-fair utility functions with α ∈ (0, 1). Here we are able to provide sufficient conditions under which the non-convex problem (NUM) has a unique optimal solution with α ∈ (0, 1). To achieve this, we need to define a different mapping concept. Theorem 5: Consider the case where α ∈ (0, 1). Set F is a singleton if the following holds:
2 For the special case when α = 1, vector mapping f(p −n ) is a constant mapping as its value does not depend on p −n . Thus, the convergence proof for Algorithm 1 is trivial if α = 1. Same statement is true for Algorithm 2.
, and we have:
The proof of Theorem 5 is available in Appendix E. The key is to show that if (19) holds, then mapping f is not only a monotone mapping, but also an l 2 -norm contraction mapping.
In general, all the terms in (19) , except Φ, are independent of the number of nodes N . The value of Φ can be arbitrarily close to 0 if N is large enough. Therefore, Corollary 2: For any α ∈ (0, 1) and any choice of other parameters, there exists a positive integerN such that Algorithm 1 has a unique fixed point if the number of nodes N >N .
Theorem 5 provides practical bounds on system parameters that guarantee the uniqueness of the fixed point. For example, consider the IEEE 802.11a standard where γ min = 6 Mbps and γ max = 54 Mbps. In Fig. 2 , we plot the sufficient conditions on upper bounds of P max and lower bounds of P min for utility parameter α ∈ [0.1, 0.9] and number of nodes N ∈ [2, 100], where each node has one outgoing link. As we can see, the difference between the lower and upper bounds increases as α or N increases, indicating the convergence condition is less restrictive. In many cases, convergence of Algorithm 1 can be obtained even when the sufficient condition (19) is not satisfied. For example, it is easy to numerically verify that for N = 2, problem (NUM) with α ∈ (0.5, 1) has a unique global optimal solution with any choice of system parameters.
Theorems 3 to 5 together show that Algorithm 1 asynchronously converges to the unique global optimal solution of the problem (NUM) when either α ∈ (0, 1) (under condition (19)) or α ≥ 1 (with any system parameters). In particular, Algorithm 1 works properly under delayed or even occasionally lost messages. To have a better understanding on how the system behaves with message loss, consider M consecutive messages announced by an arbitrary node n. The first M −1 messages are lost (e.g., due to collisions) while the last message is properly received by all other nodes s ∈ N \{n}. In this case, all derived results will go through with another asynchronism measure. LetĤ = M H. Since H and M are bounded,Ĥ is also bounded. ConsideringĤ as the new asynchronism measure, Theorems 3 to 5 can still be applied. Thus, convergence and optimality of Algorithm 1 are still guaranteed. Interestingly, this robust behavior is accompanied with fast convergence speed as shown in Section V.
B. General Network Topologies
Consider vector mapping f (p) = (f n (p −n ), ∀n ∈ N), where f n (p −n ) is defined in Theorem 2. We denote the set of fixed points of mapping f (p) by F , which is the set of fixed points of Algorithm 2. We also denote the set of stationary points of problem (NUM) by S in this case.
Theorem 6: F = S . If α ∈ (0, 1), we can use the same idea of Theorem 5 and obtain sufficient conditions to assure that the stationary point set S is a singleton set. We first notice that since not all links interfere with each other, for each node n ∈ N and any link i ∈L n , function f i may only depend on a small subset of entries in vector p −n . For example, consider the chain topology in Fig. 3 , where the interferences are within one hop. For each node i, N i = {n + 1, n + 2}. In this figure, f , p i+2 , . . . , p i+4 ) . In addition, m n−2,n , m n−1,n , m n+1,n , and m n+2,n depend on
. . ,i − 1,i + 2, . . . , i + 4} as the dependency set for link i. Similarly, we can define X i for all i ∈ L in any arbitrary topology. That is, for any i, j ∈ L, we have j ∈ X i if and only if p j appears in the formulation of f i . Let X i = |X i | denote the size of set X i . We define X max = max i∈L X i . As an example, for the chain topology in Fig. 3 , X max = 8. Theorem 7: For any general topology, the fixed point set F is a singleton if α ∈ (0, 1) and
where Φ is as in (20) ,
, and we have: , γ i−1 , m n−2,n , m n−1,n , m n+1,n , and m n+2,n depend  on (p i+1 , . . . , p i+4 ), (p i−5 , . . . , p i−2 ), (p i−4 , p i−3 , p i−2 ), (p i−2 , p i+1 ,  p i+2 ), (p i−3 , p i−2 , p i+1 ), and (p i+1 , p i+2 , p i+3 ) , respectively. Theorem 7 guarantees that Algorithm 2 has a unique fixed point which is the global optimal solution of problem (NUM). Notice that Z min and Z max are lower and upper bounds on
α for any n ∈N and any i ∈L n . The proof of Theorem 7 is similar to that of Theorem 5. Theorem 7 is general and applies to any topology. Given the particular topology of interest, we can further refine (21), e.g., as in (19) . Notice that condition (21) is only sufficient as in the fully interfered case. For example,we can numerically verify that for many practical topologies (e.g., chain topologies), problem (NUM) with α ∈ (0.5, 1) has a unique local (thus global) optimal solution for any choice of system parameters.
Unlike mapping f , mapping f may not always be monotone. Therefore, the convergence results in Theorem 3 do not apply in general. However, we can still obtain sufficient conditions under which the convergence to the unique fixed point is guaranteed. Next, we define another mapping which helps us prove the asynchronous convergence of Algorithm 2. Similar to monotone mappings, the weighted maximum norm contraction mappings satisfy both synchronous convergence and box conditions [17, pp. 434-437] . From asynchronous convergence theorem [17, pp. 431] , this implies that a weighted norm contraction mapping globally and asynchronously converges to its unique fixed point, based on which we can show the following key results:
Theorem 8: For any general topology, Algorithm 2 globally and asynchronously converges to the unique global optimal solution of problem (NUM) if
If α ∈ (0, 1), then Z min and Z max are as in (22) and (23) .
The proof of Theorem 8 is available in Appendix F. The idea is to use the relationship between l 2 and l ∞ norms to obtain a sufficient condition under which f is a weighted maximum norm contraction mapping with unit weights. Thus, Algorithm 2 asynchronously converges to its unique fixed point. From Theorem 6, the convergence is indeed towards the unique global optimal solution of problem (NUM). Notice that condition (24) is a sufficient (but not necessary) condition for asynchronous convergence. Simulation results in Section V verify that Algorithm 2 converges under a wide range of system parameters. We also notice that if (24) holds for some α ∈ (0, 1), then (21) also holds for the same α.
The exact value of asynchronism measure H is not important for any of the proofs. Following the same argument in Section IV-A, Algorithm 2 works properly under delayed or lost messages. In Section V, we assess the optimality, robustness, and convergence of Algorithm 2 for several randomly selected topologies and under different channel conditions.
V. SIMULATION RESULTS
In this section, we assess the optimality, convergence and robust performance of our algorithms. In particular, we show the advantages of Algorithms 1 and 2 compared with the previously proposed subgradient-based algorithm in [3] (also see [19] ) as well as the IEEE 802.11 DCF. The simulation environment is MATLAB. For DCF, we only implemented the basic features, mostly the well-known binary exponentially backoff (BEB) mechanism to update persistent probabilities, without any carrier sensing mechanism. The parameters of BEB are tuned based on the results in [2, Theorem 4].
A. Convergence and Optimality
We first consider a fully interfered topology with N = 3 nodes and L = 6 links. In this network, each node has two outgoing links, one to each of the other two nodes. For all nodes n ∈ N, we set the minimum persistent probability P min n = 0.01 and the maximum total probability P max n = 0.99. We also set asynchronism measure H = 10. The peak rates of 6 links are γ 1 = 6 Mbps, γ 2 = 36 Mbps, γ 3 = 9 Mbps, γ 4 = 12 Mbps, γ 5 = 18 Mbps, and γ 6 = 54 Mbps. Communication delays among nodes are up to 10 slots and the packet error rate is 0.1 (i.e., on average, 10% of the messages are lost). T . We can see that Algorithm 1 converges to the optimal solution p within less than 300 slots, even with communication delay and message loss. Similar results when α = 0.6 (which is less than 1) are shown in Fig. 4(b) . In this case, p = [0.06, 0.21, 0.07, 0.09, 0.18, 0.38]
T . Again, we see that Algorithm 1 converges to p within 320 slots. Similar results can be obtained when the simulated network has a chain topology and Algorithm 2 is being used.
Next, we compare the convergence speed of Algorithm 2 and that of the subgradient-based algorithm [3] in a network with a randomly generated general topology, N = 10 nodes, and L = 24 wireless links. Results are shown in Fig. 5 . Here we assume that there is no communication delay and no packet corruption in the underlying communication channel. We can see that Algorithm 2 converges much faster than the subgradient-based algorithm. In fact, Algorithm 2 converges to the optimal persistent probabilities after only 11 iterations. However, it takes 182 iterations for the subgradient-based algorithm to reach the exact optimal persistent probabilities.
B. Signalling Overhead
In this section, we compare the signalling overhead in our algorithms with the subgradient-based algorithm [3] . In the simulation model, nodes are randomly located in 100m × 100m and 1km × 1km fields for fully interfered and general topologies, respectively. The communication and interference ranges are 150m and 300m, respectively. Each node has an outgoing link to any of its neighboring nodes within its communication range. The peak data rates (i.e., γ i for all i ∈ L) are selected randomly between 6 to 54 Mbps. Parameter α is set to 2 which models harmonic mean fair allocation. We assume that each message value, both in our proposed algorithms and the subgradient-based algorithm, requires two bytes. We notice that since Algorithm 2 and the subgradient-based algorithm [3] require transmission of two message values, the size of their messages is twice larger than the size of the messages of Algorithm 1. Recall that Algorithm 1 only requires transmission of a single message value. Given the message sizes, the signalling overhead for each algorithm is defined as the total required message exchange (in Kbytes) that the algorithm needs before it reaches the corresponding optimal solution of problem (NUM). Simulation results for general topologies when number of nodes N varies from 5 to 30 are shown in Fig. 6 . We see that increasing the number of nodes increases the signalling overhead. However, Algorithm 1 and 2 manage to reach the optimal solutions via much less signalling. Compared to the subgradient-based algorithm and when N = 30, Algorithms 1 and 2 reduce the signalling overhead by 1120% (from 55.2 KByte to 4.5 KByte) and 810% (from 111.3 KByte to 10.8 KByte), respectively. Notice Comparison between Algorithm 2 and the subgradient-based algorithm [3] in term of convergence speed in a network with N = 10 nodes, L = 24 links, and a randomly generated general topology. (a) Subgradientbased algorithm is being used. (b) Algorithm 2 is being used. Comparison between Algorithm 2 and the subgradient-based algorithm [3] in term of signalling overhead when the number of wireless nodes varies from 5 to 30. Each point represents the average results from simulating 10 random general topologies. Simulation results for the special case of fully interfered topology are similar and omitted.
that one reason for the superiority of our proposed algorithms is their faster convergence speed. In addition, Algorithm 1 reduces the message amount by half, which also contributes to reducing the signalling overhead.
C. Robustness
Since the underlying communication channels are not ideal in practice, transmitted messages by MAC protocols may be delayed or even be lost. In this section, we show that our proposed algorithms are robust with respect to both message delay and loss. The simulation model is the same as that in Section V-B. We only consider general topologies with N = 30 nodes. Results for fully interfered topologies are similar. The simulation time is set to 50, 000 time slots. For each algorithm, we measure the optimality of the achieved network utility at the end of each simulation run.
First, we assume that the communication delay varies from 10 to 50 time slots. Results are shown in Fig. 7(a) . We see that by increasing delay up to 50 time slots, the subgradient-based algorithm leads to 8.4% optimality loss while Algorithm 2 can always find the exact optimal solutions. Note that although Algorithm 2 is robust to delay, higher delays can cause more iterations for the algorithm to converge. Algorithm 2 converges to the optimal persistent probabilities on average after 421, 1581, 3641, 6472, and 9923 time slots when communication delay is 10, 20, 30, 40, and 50 time slots, respectively.
Next, we assess the effect of message delay when the packet error rate varies from 0.1 (i.e., 10% of the messages are lost) to 0.5. Results are shown in Fig. 7(b) . We see that Algorithm 2 is robust to message loss. On average, it converges to the optimal probabilities after 312, 473, 531, 629, and 727 slots when packet error rate is 0.1, 0.2, 0.3, 0.4, and 0.5, respectively.
D. Comparison with IEEE 802.11 DCF
Since our algorithms achieve the global optimal solution of problem (NUM), they establish a performance upper-bound for all MAC algorithms that are designed to solve the same problem. On the other hand, they can resolve some of the existing problems in the current 802.11 DCF, e.g., its wellknown short-term fairness problem due to binary exponential backoff. Next, we compare Algorithm 2 with DCF in terms of system throughput and Jain's fairness index [20] when N = 30. Short-term fairness is obtained using a sliding window of size 200 slots. Results when utility parameter α varies from 0.5 to 5 are shown in Fig. 8 . Each point represents the average results from simulating 10 random general topologies. We see that, parameter α acts as a knob in Algorithm 2 to control the tradeoff between efficiency and fairness. By increasing α we can make the system more fair but less efficient (and vice versa). If α = 0.5, then the throughput is 54.9% higher than DCF (see Fig. 8(a) ). Besides, for any α ∈ [0.5, 5], the fairness is much better than DCF (see Fig. 8(b) ). We can see that, regardless of the network size, by proper selection of α (between 0.5 and 2), Algorithm 2 can improve both system throughput and fairness. Similar results are obtained when we increase the number of nodes.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we designed two distributed contention-based MAC algorithms to solve the NUM problem at the linklayer in wireless ad hoc networks. Both algorithms globally converge to the unique global optimal solution of the NUM problem under mild conditions on system parameters. In particular, it is true for α-fair utility functions with α ∈ (0, 1), in which case the NUM problem cannot be transformed into a convex optimization problem using logarithmic change of variables as in the previous literature, and thus, it is already very challenging to even prove the uniqueness of the optimal solution before designing any algorithm.
Besides supporting a wider range of utility functions, our proposed algorithms have several other advantages over previously proposed NUM-based random MAC algorithms, including much less message passing, fully asynchronous updates, robustness to message delays and message losses, and very fast convergence speed. Simulation results confirm that our algorithms converge faster than the recently proposed algorithm in [3] with significantly (e.g., a magnitude order of 10 times) less signaling overhead. They are robust to arbitrary delays in control message exchanges among wireless nodes, and even control message losses due to channel errors in . Moreover, our proposed algorithms achieve better efficiencyfairness trade-off compared to the IEEE 802.11 DCF.
Results in this paper can be extended in several directions. First, we can extend optimization problem (NUM) and formulate the network utility maximization problem at the transportlayer to design an optimal, fast, and robust joint congestion control and random MAC scheme. After decomposition of the joint problem (cf. [21] and [19] ), the random MAC sub-problem can be solved in closed-form similar to (9) and (16) for fully interfered and general network topologies, respectively. We shall also extend our model to more realistic networking scenarios, where the queues at each node have finite-backlog [22] , [23] . In this regard, the data rate model in (1) needs to be modified. Most of the techniques used in this paper, such as myopic adjustment of the persistent probabilities using best-response, are expected to be still applicable for networks with finite-backlogged queues to reduce the signaling overhead and achieve more robust performance. We may also relax the need for the existence of equal-length time slots, following the techniques used in [24, Section IV] , where a utility-optimal random access algorithm is proposed for logarithmic utilities (i.e., α = 1) in pure (un-slotted) ALOHA systems. It is also important to analyze how our algorithms perform in a highly dynamic network, where the nodes locations and wireless channels are quickly changing. Finally, we may extend our random access model by including carrier sensing. Carrier sensing can help to avoid collision among those transmissions which their transmitter nodes are within the carrier sensing range of each other. This can be modeled by redefining the interference set N i for each link i ∈ L and modify the data rate model in (1), accordingly.
APPENDIX

A. Proof of Theorem 1
Lemma 1: For each node n ∈ N , we have:
Proof: From (7) and knowing that L n \A n = {i 1 , . . . , i κ }, for each link i ∈ B n we have:
where the last inequality comes from the fact that
for all i ∈ B n . Recall that κ = min{σ, ς} and i κ+1 ≤ i σ+1 . Proof of (26) is similar. We prove (27) by contradiction. Assume that there exists i ε ∈ L n \A n such that (27) does not hold. It is clear that ε ≤ σ. We have
where the last inequality results from the fact that
Comparing with (7), inequality (30) implies that i ε ∈ A n which contradicts the assumption that i ε ∈ L n \A n . Proof of (28) is similar and is omitted for brevity.
Since (LOCAL-NUM) is strictly concave in p n , its optimal solution is unique [16, pp. 137] and satisfies the following necessary and sufficient KKT conditions [16, pp. 244] :
where λ n denotes the Lagrangian multiplier corresponding to constraint i∈Ln p i ≤ P max n and δ i denotes the Lagrangian multiplier corresponding to constraint p i ≥ P min n for each i ∈ L n . Now we need to show that (9) leads to (31) to (36).
Condition (31) directly results from (9). We also have:
Thus, condition (32) also holds. Two cases are possible:
, which only happens if
Thus, there exists l ∈ L n \A n such that we have:
Multiplying both sides of this inequality by α (1/γ i ) α−1 , for any link i ∈ L n \A n , we have:
Hence, for each i ∈ L n \A n , we have:
In this case, we have σ ≤ ς and κ = min{σ, ς} = σ. In other words, A n = B n and A n = B n . We prove this by contradiction. Assume that σ > ς and κ = ς. We have:
(39) Comparing (39) and (7), we have i ς+1 ∈ B n . This implies that σ ≤ ς which contradicts our counter assumption σ > ς. Thus, κ = σ and we have:
We can verify that conditions (33)-(35) hold for p n = f n (p −n ) if λ n = 0 and we set δ i = 0 if i ∈ L n \A n and set:
Next, we need to show that (36) holds. For each node i ∈ A n , we have:
Therefore, δ i ≥ 0 for all i ∈ L n and condition (36) also holds. Finally, for each link i ∈ L n \A n we have:
and (27) ≥ by (40)
which guarantees that the upper bound in (9) is indeed greater than the lower bound. This completes the proof for Case I.
We already know that 
w n ) for all i ∈ L n \A n , we have:
From (9) and (45) we have:
In this case, we have σ ≥ ς and κ = min{σ, ς} = ς. In other words, A n = C n , and A n = C n . We prove this by contradiction. Assume that σ < ς and κ = σ. We have:
n . Thus, we have:
Comparing (47) and (8), we have i σ+1 ∈ C n . This implies that σ ≥ ς which contradicts our counter assumption σ < ς. Thus, κ = ς and we have:
We can verify that conditions (33)-(35) hold for each p n = f n (p −n ) if we set
and
Next, we show that (36) holds. From (46) and by reordering,
On the other hand, from (26) and (48) and by reordering,
Replacing (51) in (49), we have λ n ≥ 0. On the other hand, replacing (52) in (50), we have δ i ≥ 0 for all i ∈ L n . Thus, condition (36) holds. Finally, for each i ∈ L n \A n we have:
Note that, for each
denote the composition of f with itself k times, where f 0 (p) = p. Starting from (60) and applying f for k ≥ 0 times, we have:
We also define: [17, pp. 431] , starting from any point in P 0 , Algorithm 1 will converge to p . Since P ⊆ P 0 , the proof for α ≥ 1 is complete. Now consider the case with α ≤ 1, from Proposition 1, the mapping f (·) is monotone decreasing. We have:
Comparing with (60), the orders of f (p min ) and f (p max ) is exchanged in (62). Applying f (·) once more, we have:
By mathematical induction, we can show that if k is odd, then
and if k is even, then:
For each (either odd or even) k ≥ 0, we rede-
The rest of the proof follows the case of α ≥ 1 and is omitted for brevity.
D. Proof of Theorem 4
For eachp ∈ F and each link i ∈ N , Theorem 1 states that p i is the unique global optimal solution of convex Problem (LOCAL-NUM), and satisfies the KKT conditions in (31)-(36). We denote the corresponding Lagrangian multipliers bŷ λ n andδ i for all i ∈ L n . We also defineλ = (λ n , ∀ n ∈ N ) andδ = (δ i , ∀ i ∈ L). On the other hand, since any local optimump ∈ S is a regular point [18, pp. 315] of non-convex Problem (NUM), and so must satisfy the KKT necessary conditions[18, Proposition 3.3.1], for any i ∈ N ,
∀n ∈ N , i∈L n ,(63) 
E. Proof of Theorem 5
For any p ∈ P, Jacobian J(p) is defined as an L×L matrix whose entry in row i and column j is ∂f i /∂p j . Consider node n ∈ N and each i ∈ L n , if j ∈ L n then we have J i,j (p) = 0. On the other hand, if j / ∈ L n , where j ∈ L s , then we have: w n ). If f i is chosen to be one of the boundary points, then the corresponding entry is 0. Thus, (69) provides upper-bounds (in absolute values) on the entries of the Jacobian. We can show that:
Note that 1 − A n P min n ≤ 1 and α γ α−1 i w n ≥ 1 for all i ∈ L n \A n . Function x 1/α /(1+x 1/α ) 2 is always non-negative and less than 0.25. It has a unique maximum at x = 1. The function is monotonically increasing for 0 ≤ x < 1 and monotonically decreasing for x > 1. Its value approaches zero as either x → 0 or x → ∞. We can similarly show that:
From ( 
Letp,p ∈ P. From (72) and by Cauchy Schwarz inequality,
where p is any convex combination ofp andp. Thus, f is an l 2 -norm contraction mapping.
F. Proof of Theorem 8
Following the same argument as in Appendix E, condition (21) implies that for each p ∈ P, we have: √ N J (p) 2 < 1 where J (p) denotes the Jacobian matrix of f (p). From linear algebra, we also know that for each N × 1 vector a we have a ∞ ≤ a 2 ≤ √ N a ∞ . Letp,p ∈ P. Using the CauchySchwarz inequality, we have:
Thus, condition (21) guarantees that mapping function f (·) is indeed an l ∞ norm contraction mapping. Thus, it asynchronously converges to its unique fixed point. From Theorem 6, this further implies that Algorithm 2 converges to the unique global optimal solution of problem (NUM).
