Abstract. We prove a Stroock-Varadhan's type support theorem for a stochastic partial differential equation (SPDE) on the real line with a noise term driven by a cylindrical Wiener process on L2(R). The main ingredients of the proof are V. Mackevičius's approach to support theorem for diffusion processes and N.V. Krylov's Lp-theory of SPDEs.
Introduction
Let (Ω, F, P ) be a complete probability space, and let (F t , t ≥ 0) be an increasing filtration of σ-fields F t ⊂ F containing all P -null sets of Ω. By P we denote the predictable σ-field generated by (F t , t ≥ 0).
Let N = {1, 2, . . .}, R be the real line, and let R + = [0, ∞). Denote when it makes sense
For a function u : R + × R → R, the temporal argument is denoted by t (or ·), and the spatial argument -by x (or ⋆). For a function f : R → R, we denote
, k ≥ 2. Let W (t), t ∈ R + be an F t -adapted cylindrical Wiener process on L 2 (R) on the probability space (Ω, F, P ) (see Section 2 for the definition). We consider the following SPDE: du(t, x) =[a(t, x)D xx u(t, x) + b(t, x)D x u(t, x) + f (u, t, x)]dt + u(t, x)dW (t), u(0, x) = u 0 (x), x ∈ R.
(1.1)
Here, a and b are some Hölder space-valued functions, a is bounded from below by a positive constant, and f (u, ·, ⋆) is a 'zero-order' term.
In this paper we adopt N.V. Krylov's approach to parabolic SPDEs (see [8] ). Under certain conditions the equation (1.1) has a unique solution u that belongs to some stochastic Banach space H 2), which is a generalization of the parabolic space of Bessel potentials. The other approaches to the regularity theory of SPDEs can be found in [3] and [19] .
Our goal is to characterize the topological support of the distribution of u in the space C γ ([0 + f (v, t, x) + v(t, x)∂ t h(t, x), u(0, x) = u 0 (x).
(1.
2)
The support theorem for diffusion processes was first proved by D. Stroock and S.R.S. Varadhan in [16] . A different proof of this result was later given by V. Mackevičius in [13] , where the main ingredient was an approximation theorem of a Wong-Zakai type. This paper and V. Mackevičius's proof of the Wong-Zakai theorem for diffusion processes (see [12] ) served as an inspiration for this article.
In case of infinitely dimensional stochastic equations the support theorems were established in a number of papers. We will only cite the results related to parabolic SPDEs. In [5] I. Gyöngy, adopting methods from [12] and [13] , proved a support theorem for a linear SPDE on R d with a finite dimensional noise term. In [14] and [18] support theorems were proved for SPDEs in a Hilbert space H with an H-valued Wiener process. The most relevant result to ours is contained in [1] . In this paper a support theorem was obtained for a one-dimensional nonlinear heat equation on [0, 1] with either Dirichlet or Neumann boundary conditions and with a noise term g(u(t, x))dW (t). Here, g is a sufficiently smooth function, and W is a cylindrical Wiener process on L 2 [0, 1]. Let us also mention a similar result for a one-dimensional generalized Burgers equation on [0, 1] with Dirichlet boundary conditions and with a noise term driven by a cylindrical Wiener process on L 2 [0, 1] (see [2] ).
It is well-known that often it is more challenging to work with an SPDE driven by a cylindrical Wiener process on an unbounded domain than on a bounded interval. To the best of this author's knowledge, there exists only one result in the literature so far that is relevant to characterization of the support of the equation (1.1). In [6] a Wong-Zakai type theorem was proved for (1.1) with a ≡ 1, b ≡ 0 ≡ f by means of M. Hairer's theory of Regularity Structures. The authors showed that the sequence of Wong-Zakai type approximations converge to the unique solution of (1.1) uniformly on compact sets of R + × R. However, this result yields only one inclusion in the support theorem.
Let us briefly describe the key steps of the proof of the main theorem of this paper. Our argument is similar to the one used in [13] and [5] . First, we prove an approximation theorem of a Wong-Zakai type (see Theorem 2.8) with W replaced by a 'finite-dimensional' approximation n k=1 φ k (x)w k n (t). Here, {φ k , k ∈ N} is the orthonormal basis of L 2 (R) consisting of Hermite functions, and {w k , k ∈ N} is a sequence of independent standard Wiener processes defined by w k (·) = (W (·), φ k ) L 2 , and w k n is the polygonal approximation of w k (see Section 2) with some 'small' mesh size. To prove the approximation result we use V. Mackevičius's method from [12] , which we describe below. We split the noise term into two parts: the first one is an integral with respect to a 'regular' part d(w k n − w k ), and the second one is a stochastic integral with respect to dw k . Since w k n − w k converges to 0 (see Lemma 6.1), it makes sense to integrate by parts in the first integral. Then, following I. Gyöngy in [4] , we replace the solution of our approximation scheme by its mollification and then, we integrate by parts in the Lebesgue integral. As a result, we find a certain SPDE that is satisfied by the 'error' of the approximation. We finish the argument by applying N.V. Krylov's L p -theory of SPDEs. Next, one of the inclusions of the support theorem follows directly from Theorem 2.8 and Portmanteau theorem. The other inclusion is proved by combining Theorem 2.8 with Girsanov's theorem for cylindrical Wiener process.
Statement of the Main Result
Let X be some Banach space, and ξ be an X-valued random element on (Ω, F, P ). Then, by P • ξ −1 | X we denote the distribution of ξ, and by supp P • ξ −1 | X -the support of this probability measure.
Let C k = C k (R), k ∈ N be the space of real-valued bounded k times differentiable functions with bounded derivatives up to order k, C ∞ 0 = C ∞ 0 (R) be the space of infinitely differentiable functions with compact support. We denote by C k+α = C k+α (R), k ∈ N, α ∈ (0, 1) the Hölder space of bounded functions such that derivatives up to order k belong to C α (R). For T > 0 finite, by C k+α ([0, T ], X) we mean the Hölder space of X-valued functions.
, we introduce spaces of Bessel potentials as follows:
Here, γ ∈ R, and l 2 is the set of all sequences of real numbers h = {h k , k ∈ N} such that |h| 2
For a distribution f , and a sequence of distributions h = {h k , k ∈ N}, we denote ||f || γ,p :
where ||·|| p stands for the L p norm. For a distribution f , and a test function g ∈ C ∞ 0 , we denote the action of f on g by (f, g). For any f, g ∈ L 2 , their scalar product is denoted by (f, g) L 2 .
The following facts about H γ p spaces will be used in the sequel sometimes without mentioning them. First, for any k ∈ N, and p > 1, the spaces W k p and H k p coincide as sets and have equivalent norms. Here, W k p = W k p (R) is the Sobolev space of L p functions such that the generalized derivatives up to order k belong to L p . Second,
The proof of these facts and a detailed discussion of H γ p spaces can be found in Chapter 13 of [10] .
For any stopping time τ , and γ ∈ R, p > 1, we denote
). By N (. . .) we denote a constant depending only on the quantities listed inside the parenthesis. A constant N might change from inequality to inequality. In some cases, where it is clear what parameters N depends on, we do not list them.
The following is the definition of the stochastic Banach spaces H γ p (τ ).
Definition 2.1. Let {w k (t), t ≥ 0, k ∈ N} be a sequence of independent F t -adapted standard Wiener processes on (Ω, F, P ). For any γ ∈ R, p ≥ 2, and any stopping time τ , we write that u ∈ H γ p (τ ) if the following holds: (1) u is a distribution-valued process, and
The norm is defined in the following way:
Remark 2.2. By Remark 3.2 of [8] , for any number T > 0, the series of stochastic integrals
Remark 2.3. It was showed in Theorem 3.7 of [8] that, for any γ ∈ R, p ≥ 2, H γ p (τ ) is a Banach space. In addition, by the same theorem if T > 0 is finite, and τ ≤ T is a stopping time, then, for
It follows that, for any bounded stopping time τ , we may replace ||D xx u|| H 
Assumptions. Fix some numbers
, and
where L > 0, and η ∈ (0, 1/2 − κ). In addition, there exists λ > 0 such that,
(ii) For any t, x, u, v, we have
is the polygonal approximation of w i with mesh size h defined as follows:
if t ∈ [lh, (l + 1)h), for some l ∈ N ∪ {0}. We assume here that w k (t) = 0, for t ≤ 0. If {γ n , n ∈ N} is a sequence, then, we denote w i n (t) := w i (t, γ n ) Statement of the main result. We say that W (t), t ≥ 0 is an F t -adapted cylindrical Wiener process on L 2 on (Ω, F, P ) if the following holds:
(ii) for any t, s ≥ 0, and ψ, φ ∈ L 2 , we have
The equation (1.1) can be rewritten as follows:
where {φ k , k ∈ N} is the Hermite orthonormal basis of L 2 , and
is a sequence of independent F t -adapted standard Wiener processes. Let us recall the construction of Hermite basis. First, we define the Hermite polynomials as follows:
Then, the k-th member of the Hermite basis is given by
Definition 2.4. We say that the equation (2.3) has a solution u of class 
Remark 2.5. The assumption (A2)(p, κ) corresponds to Assumption 8.6 of [8] , and the assumption (A3)(p, κ) is mentioned in the statement of Theorem 8.5 of [8] . However, the assumption (A1)(κ) is weaker than Assumption 8.5. Actually, (A1)(κ) corresponds to Assumption 5.3 and Assumption 5.5 of [8] with n = −3/2 − κ. The conclusion of Theorem 8.5 of [8] still holds in our case, since its proof is a combination of the proof of Theorem 5.1 (with n = −3/2 − κ) and Lemma 8.4 (both are from [8] ). Remark 2.6. By Theorem 7.2 of [8] there exists a modification of u, such that, for any θ and µ such that 1 
Here is the statement of the main result. Theorem 2.7. Let T > 0, and let p > 2, κ ∈ (0, 1/2) be numbers such that
, where κ = 1/2−κ−µ, and µ and θ are any numbers such that 1/2−κ−1/p > µ > θ > 2/p. Let u be the unique solution of (1.1) of class H
To prove the support theorem we need an approximation result that we present below.
Approximation theorem. For any α, β ∈ R, we consider the following SPDE:
Also, for any sequence {γ n , n ∈ N}, we consider the following equation:
The term
is akin to the so-called Stratonovich correction term. In fact, for α = 1, β = 0, it is exactly the Stratonovich correction term of a Wong-Zakai type approximation scheme of the equation (2.3) (see Definition 2.9).
Here is the statement of the approximation theorem.
Theorem 2.8. Accept the conditions and notations of Theorem 2.7. In addition, assume that either α = 1, β = 0 or α = −1, β = 1, and let v be the unique solution of class H 1/2−κ p (T ) of the equation (2.7). Then, there exists a sequence {γ n , n ∈ N} such that, if we additionally assume that (A4)(γ n ) holds, and let v n be the unique solution of class H 1/2−κ p (T ) of (2.8) (see Remark 2.10 (i)), then, we have
in probability as n → ∞.
Definition 2.9. Accept the conditions and notations of Theorem 2.7. We say that (2.8) is a Wong-Zakai type approximation scheme of (2.3) if α = 1, β = 0, and {γ n , n ∈ N} is a sequence such that
in probability as n → ∞. Here, v n is the unique solution of (2.8) of class H (i) Let {γ n , n ∈ N} be any sequence. We claim that the equation (2.8) has a unique solution v n of class H 1/2−κ p (T ). For u, x ∈ R, and t ∈ [0, T ], we setf
Here and in (ii), K is the constant from (A2)(p, κ). Observe thatf (u, t, x) and h(u, t, x) satisfy the Assumption 8.6 of [8] with K =K, ξ ≡ 1, s = ∞. Hence, the claim follows from Theorem 8.5 of [8] (see also Remark 2.5).
(ii) For any h ∈ H(T ), there exists a unique solution Rh of class H 1/2−κ p (T ) of (1.2). This time one needs to set
and use the argument of (i).
Auxillary results.
For k 1 , k 2 ∈ N, and l 1 , l 2 ∈ N ∪ {0}, we denote
and, for any sequence {γ n , n ∈ N}, we denote
Definition 3.1. Let {γ n , n ∈ N} be a sequence, and (α, β) ∈ {(1, 0), (−1, 1)}. We say that a function defined on Ω × [0, T ] × R is of type ∆ n if it can be represented as
where (i) c ij are some constants, depending only on α and β, such that |c ij | ≤ 2;
(ii) k ij , l ij , m ij ∈ {0, 1, 2};
(iii) q ij is either δw i n or s ij n . In the sequel we denote any function of type ∆ n by ∆ n without specifying the exact expression of ∆ n .
Then, the following assertions hold.
(i) The process (u(t, ⋆), ψ(⋆)), t ≥ 0 is a semimartingale.
(ii) There exists a set Ω ′ of probability 1 such that, for any ω ∈ Ω ′ , t ∈ [0, T ], and k ∈ N, we have
where <, > (t) stands for the mutual quadratic variation of two real-valued semimartingales.
Proof
where
First, we show that F has a finite variation on [0, T ] a.s. It suffices to prove thatF
Recall that by the definition of stochastic Banach spaces f ∈ H γ−2 p (T ). By the properties of H s p spaces (see Section 2) and Hölder's inequality we havê
where p ′ = p/(p − 1). By this we only need to show that G(t), t ≥ 0 is a martingale. Next, denote
We will show that 2) and, by this G is a square integrable continuous martingale. First, using Burkholder-Gundy-Davis inequality, for any n ∈ N, and any m ∈ N ∪ {∞} such that m ≥ n, we get
Second, by repeating the argument of Remark 3.2 of [8] we obtain 3) where
. Then, (3.2) holds, and this implies the assertion (i).
(ii) Using linearity of mutual quadratic variation and Itô's formula, for all ω, and t ∈ [0, T ], and n ≥ k, we have
Thus, there exists a set Ω ′ of probability 1 such that, for any ω ∈ Ω ′ , and 4) where the n ′ is some subsequence. Here, the passage to the limit is justified by Kunita-Watanabe inequality and (3.3).
Lemma 3.3. Assume the conditions of Theorem 2.8. Take any sequence {γ n , n ∈ N}, and let v n be the unique solution of class H
Let h(t, x) = h(ω, t, x) be a function such that, for any x)h(t, x) . Then, there exists a set Ω ′ of probability 1 such that, for any ω ∈ Ω ′ , t ∈ [0, T ], ψ ∈ C ∞ 0 , the functionv n satisfies the following equation:
Here, all the functions ∆ n are possibly different functions of type ∆ n (see Definition 3.1).
Proof. For the sake of convenience, we omit the dependence of functions on the spatial variable. Also, every time a new function of type ∆ n appears, we explicitly write the constants c kl , k, l = 1, . . . , n to demonstrate that the condition (i) of Definition 3.1 holds.
Keeping in mind V. Mackevičius's method (see Section 1), we subtract (2.7) from (2.8) and formally write the 'stochastic' part of v n − v as follows:
By the above, we obtain that, for any ψ ∈ C ∞ 0 , t ∈ [0, T ], ω, the function v n − v satisfies the following equation:
n (t) = −α
In what follows, all the identities hold a.s., for all t ∈ [0, T ].
Note that φ i ψ ∈ C ∞ 0 , and, then, by Lemma 3.2 (i) the process (v n (t), φ i ψ), t ≥ 0 is a semimartingale. Using integration by parts formula for semimartingales, we get
By Lemma 3.2 (ii) we have
Next, using associativity of stochastic integral, we write
In this paragraph we show that in I (4,1,k) n (t), k = 1, 2, 3 one may replace each distribution by its product with φ i . First, note that, for any ω, s, i, we have a(s)φ i ∈ C 1+1/2+κ+η . Then, it follows from Lemma 5.2 (i) of [8] that
Further, by the standard approximation argument combined with Lemma 5.2 (i) of [8] , we have
Then, we get
12)
According to Definition 3.1, we may write
By the same argument we have
Hence, we get
and I (4,1,2) n (t) = I (4,1,2,1) n (t) + I (4,1,2,2) n (t) (3.14) with
We move to I
, and, then, by Lemma 5.2 (i) of [8] the same holds for f (v n , ·)φ i . Hence, we may write 
so that we have R n (t) := I In fact, this cancellation is the reason why we have the 'correction term' −(α 2 /2 + αβ) n i=1 v n (s)φ 2 i ds on the right hand side of (2.8). Next, in the integral R n (t) we split v n into v n − h and h and integrate by parts in the integral containing h. Then, we get (3.17) where
We note that this time the mutual quadratic variation term vanishes because s ij n has a locally bounded variation.
Finally, we combine all the terms that we got from the integration by parts. First, observe that
Then, combining (3.6) -(3.18), we obtain
Lemma 3.4. Let T > 0 be a number, α andα be numbers such that 0 < α <α < 1. Let X be a Banach space. For θ ∈ (0, 1), and t > 0, we denote
Proof. Denote
Take any numbers 0 < s < t < T and write 
Proof of Theorem 2.8
Take any sequence {γ n , n ∈ N}, and let v n be the unique solution of class H 1/2−κ p (T ) of (2.8). Later, we will choose {γ n , n ∈ N} such that the desired convergence holds.
Fix any R > 0 and denote
Take anyθ such that µ >θ > θ. By Remark 2.6 we have
), for any ω. Then, by Lemma 3.4 the functions t → ||v|| V(t) and t → ||v n − v|| V(t) are continuous F t -adapted processes on [0, T ], for all ω. This implies that π(R), σ n and τ n are stopping times.
By the fact that 1/2 − κ − µ > 1/p and Remark 2.6, for any ω, and t ∈ [0, τ n ], and z ∈ {v n , v}, we have
In this proof N is a constant independent of n that might change from inequality to inequality. Let ρ be a nonnegative C ∞ 0 function supported on (0, 1) such that ρ(x) dx = 1. We set
where it is assumed that v n (t, x) = 0, for t < 0, x ∈ R. It follows that v n (t, ⋆), t ∈ [0, T ] is a predictable L p -valued function. Moreover, using a change of variables, Young's inequality and (4.1), we have, for i, j ∈ N ∪ {0}, Next, let K be the function such that
where * stands for convolution. Since m = −κ − 3/2, there exists some constant χ such that (see Section 12.9 of [10] )
Then, we have
Again, by the estimate of Lemma 8.4 of [8] and (4.1), for any ω, t ∈ [0, τ n ], we have ||G 6) where the last inequality is due to Lemma 6.2 (i).
Step 3. We move to the terms I 4,n − I 6,n , I 11,n . First, by the second inequality in (4.6)
Next, using Lemma 5.2 (i) of [8] , we get
We point out that before applying Lemma 5.2 to I 6,n one needs to replace m by m + 1. Finally, we replace m + 1 by 0 in the last inequality and use (4.7). Hence, we obtain
Step 3. We handle the terms I 9,n and I 10,n . Recall that by Remark 2.6 v n , v ∈ C([0, T ], L p ), for any ω. Then, by this and (A2)(p, κ)(ii) we get
Next, by Lemma 5.2 (i) of [8] we have
and η ∈ (0, 1/2 − κ). Fix any δ 1 ∈ (0, p/2). Then, by Lemma 6.2 (ii)
Splitting f (u, t, x) by f (0, t, x) and f (u, t, x)−f (0, t, x) and using (A2)(p, κ), we get that, for any ω, t ∈ [0, τ n ]
where the last inequality is due to (4.1). Hence,
Step 4. We deal with I 7,n , I 8,n , I 12,n , I 13,n . First, by Lemma 5.2 (i) of [8]
We replace m + 2 = 1/2 − κ by 1, apply Lemma 6.2 (ii) and use (4.2). We get
By a similar argument
As in Step 2, before applying Lemma 5.2 (i) to I 8,n one needs to replace m by m + 1. Next, we replace m by 0 in I 13,n , use a change of variables, and we get
By Lemma 1.5.2 of [17] , for all i, j ∈ N, Step 5. Combining (4.3) -(4.13), we obtain
(4.14)
Clearly, the above inequality holds with τ n replaced by t ∧ τ n , for any t ∈ [0, T ], and with N independent of n and t. Then, by Remark 2.6, for any t ∈ [0, T ], we have
(4.15) Note that by Lemma 3.4 the last integral is well-defined.
Next, by the product rule inequality in Hölder spaces and Cauchy-Schwartz inequality we have
Let us fix some δ 2 < (0, 1/2 − θ/2 + 1/p). Then, by Lemma 6.2 (iii) we get
Further, by Lemma 6.3 and the fact that ||v n || V(τn) ≤ N, for any ω, we have
Next, we combine the estimates from the previous paragraph with (4.15), and we obtain
Since N is independent of n, we can choose {γ n , n ∈ N} such that Next, denote D n = {σ n < π(R) ∧ T }. Observe that by Lemma 3.4, for any ω, ||v n − v|| V(σn) = 1. This combined with (4.16) yields
Step 6. Fix any ε > 0. Since v ∈ H 1/2−κ p (T ), by Remark 2.6 there exists R > 0 such that P (π(R) < T ) ≤ ε. (4.18) Next, for any c > 0,
By Chebyshov's inequality and (4.16)
By this and (4.17), and (4.18), for any c, ε > 0 we get
and this finishes the proof of the theorem.
Proof of Theorem 2.7.
Proof of the inclusion supp P • u −1 | V(T ) ⊂ R cl . By Theorem 2.8 one can choose a sequence {γ n , n ∈ N} such that if we denote
then ||R(h n ) − u|| V(T ) → 0 as n → ∞ in probability. Indeed, set α = 1, β = 0. For any {γ n , n ∈ N}, we denote by v n the unique solution of class H 1/2−κ p (T ) of (2.8), and by vthe unique solution of class H
Next, by Portmanteau theorem
and this implies yields the desired inclusion. Proof of the inclusion R cl ⊂ supp P • u −1 | V(T ) . Fix any h ∈ H(T ). For any sequence {γ n , n ∈ N}, consider the following SPDE:
We set α = −1, β = 1 and consider equations (2.7) and (2.8) with f (z, t, x) replaced byf (z, t, x) = f (z, t, x) + z(t, x)∂ t h(t, x).
Note thatf (z, t, x) satisfies the assumption (A2)(p, κ) because ∂ t h ∈ B([0, T ]× R). Then, the equation (2.7) has a unique deterministic solutionv of class H 1/2−κ p (T ) (see Remark 2.10 (ii)), and (2.8) has a unique solutionv n of class H 1/2−κ p (T ) (see Remark 2.10 (i)). Observe thatv n satisfies the equation (5.1). Also note thatv solves (1.2), and, hence,v ≡ R(h). In what follows, {γ n , n ∈ N} is such that, for any ε > 0, there exists N (ε) > 0 such that, for any n > N (ε),
The existence of such sequence is justified by Theorem 2.8. Next, denote
and let P n be a measure on (Ω, F) defined by
Then, by Lemma 6.4 with
P n is a probability measure, and
sequence of independent F t -adapted standard Wiener processes on the same probability space. For γ ∈ R, we set H γ p (T, n) to be a stochastic Banach space defined on (Ω, F, P n ) with {w k (·), k ∈ N} replaced by {w k (·, n), k ∈ N}. Then,v n is a unique solution of class H 1/2−κ p (T, n) of the following SPDE:
(ii) Fix any α ∈ (0, ε). First, we consider the case when |t − s| ≥ h, t, s ∈ [0, T ]. Applying (6.2), we get
Next, we take any t, s ∈ [0, T ] such that |t − s| < h. There are two subcases: either t, s ∈ [lh, (l + 1)h] (6.3) or |t − s| < h, lh < s ≤ (l + 1)h ≤ t < (l + 2)h, (6.4) for some l ∈ N ∪ {0}.
To handle the first subcase (6.3) we write
By (6.2) and the fact that |t − s| < h, we have
By (i) and (6.2), for any ε > 0,
Finally, by the interpolation inequality (see, for example, Theorem 3.2.1 in [9] ) we have
The latter combined with the assertion (i) and (6.10) yields the claim.
Lemma 6.2. Assume that (A4)(γ n ) holds for some sequence {γ n , n ∈ N}. Let θ ∈ (0, 1), T > 0, p > 1 be numbers, and let ∆ n be any function of class ∆ n (see Definition 3.1). Then, the following assertions hold.
(i)
where N = N (p, T ).
(ii) For any ε > 0, and any δ ∈ (0, 1), Combining (6.11), (6.12) and (6.14), we prove the assertion.
(ii) The proof is similar the one above. This time by Definition 3.1 and the product rule inequality in Hölder spaces it suffices to show that, for any k ∈ N,
, where q ij ∈ {δw i n , s ij n }, and i, j ∈ N are arbitrary. The above inequalities follow from (6.14), interpolation inequality for Hölder spaces (see, Theorem 3.2.1 in [9] ) and Lemma 6.1 (i).
(iii) It suffices to show that The claim follows from the last inequality and Lemma 6.1 (ii) and (iv).
Lemma 6.3. Let γ ≥ 0, θ ∈ (0, 1), T > 0, p > 1 be numbers, and ρ be a nonnegative C ∞ 0 function supported on (0, ∞) such that ρ(x) dx = 1. Let u ∈ C θ ([0, T ], H γ p ) be a function such that u(t, x) = 0, for t < 0, x ∈ R. Denoteũ and this proves (6.18). Next, by Proposition 10.15 of [3] there exists an F t -adapted standard Wiener process β(t), t ≥ 0 such that a.s. Then, since (6.18) holds, by [11] we have E exp( This combined with (6.19) yields Eρ = 1. Thus, the claim follows from Girsanov's theorem (see Theorem 10.14 of [3] )
