Abstract. In this paper, we investigate the relation between Sobolev-type embeddings of Haj lasz-Besov spaces (and also Haj lasz-Triebel-Lizorkin spaces) defined on a metric measure space (X, d, µ) and lower bound for the measure µ. We prove that if the measure µ satisfies µ(B(x, r)) ≥ cr Q for some Q > 0 and for any ball B(x, r) ⊂ X, then the Sobolev-type embeddings hold on balls for both these spaces. On the other hand, if the Sobolev-type embeddings hold in a domain Ω ⊂ X, then we prove that the domain Ω satisfies the so-called measure density condition, i.e., µ(B(x, r) ∩ Ω) ≥ cr Q holds for any ball B(x, r) ⊂ X, where X = (X, d, µ) is an Ahlfors Q-regular and geodesic metric measure space.
Introduction
The most important result of the classical theory of Sobolev spaces is the Sobolev embedding theorem. Embeddings of fractional Sobolev spaces W s,p (Ω), where Ω is a domain in R n and 0 < s < 1, have been established in [DNPV12] when p ≥ 1 and in [Zho15] when p < 1. In the metric space setting, especially for Haj lasz-Sobolev space M 1,p (X), Haj lasz has been able to find similar embeddings on balls provided that the measure of the balls has a lower bound, see Theorem 8.7 of [Haj03] . We assume here and throughout the paper that X = (X, d, µ) is a metric measure space equipped with a metric d and a Borel regular measure µ on X such that all balls defined by d have finite and positive measures.
In this paper we have proved similar embeddings on balls for homogeneous Haj lasz-Besov See [HHL] for geometric characterizations of embedding theorems for these spaces.
Notation used in this paper is standard. The symbol c or C will be used to designate a general constant which is independent of the main parameters and whose value may change even within a single string of estimate. The symbol A B or B A means that A ≤ CB for some constant C. If A B and B A, then we write A ≈ B. For any locally integrable function u and µ-measurable set A, we denote by − A u the integral average of
Definitions and Preliminaries
Besov and Triebel-Lizorkin spaces are certain generalizations of fractional Sobolev spaces. There are several ways to define these spaces in the Euclidean setting and also in the metric setting. For various definitions of in the metric setting, see [GKS10] , [GKZ13] , [KYZ11] and the references therein. In this paper, we use the approach based on pointwise inequalities, introduced in [KYZ11] .
Definition 2.1. Let S ⊂ X be a measurable set and let 0 < s < ∞. A sequence of nonnegative measurbale functions (g k ) k∈Z is a fractional s-gradient of a measurable
for all k ∈ Z and for all x, y ∈ S \ E satisfying 2
Let S ⊂ X be a measurable set. For 0 < p, q ≤ ∞ and a sequence f = (f k ) k∈Z of measurable functions, we define
Definition 2.2. Let S ⊂ X be a measurable set. Let 0 < s < ∞ and 0 < p, q ≤ ∞.
The homogeneous Haj lasz-Triebel-Lizorkin spaceṀ 
Similarly, the homogeneous Haj lasz-Besov spaceṄ s p,q (S) consists of measurable functions u : S → [−∞, ∞], for which the (semi)norm
is finite and the (non-homogeneous) Haj lasz-Besov space N 
given by the metric definition coincides with the Triebel-Lizorkin space F s p,q (R n ), defined via the Fourier analytic approach, when 0 < s < 1, n/(n + s) < p < ∞ and 0 < q ≤ ∞, see [KYZ11] . Similarly, N s p,q (R n ) coincides with Besov space B s p,q (R n ) for 0 < s < 1, n/(n + s) < p < ∞ and 0 < q ≤ ∞, see [KYZ11] . For the definitions of F s p,q (R n ) and B s p,q (R n ), we refer to [Tri83] and [Tri92] .
Definition 2.3. Let S ⊂ X be a measurable set. Let 0 < s < ∞ and 0 < p ≤ ∞. A nonnegative measurable function g is an s-gradient of a measurable function u in S if there exists a set E ⊂ S with µ(E) = 0 such that for all x, y ∈ S \ E,
The collection of all s-gradients of u is denoted by D s (u). The homogeneous Haj laszSobolev spaceṀ s,p (S) consists of measurable functions u for which
Note that if 0 < s < ∞ and 0 < p ≤ ∞, thenṀ for each x ∈ X and r > 0. We call a triple (X, d, µ) a doubling metric measure space if µ is a doubling measure on X.
As a special case of doubling spaces we consider Q-regular spaces. The space X is said to be Q-regular, Q > 1, if there is a constant c Q ≥ 1 such that
for each x ∈ X and for all 0 < r ≤ diam X.
A metric space X is said to be geodesic if every pair of points in the space can be joined by a curve whose length is equal to the distance between the points.
We will often use the following elementary inequality, which holds whenever a i ≥ 0 for all i and 0 < β ≤ 1,
Haj lasz-Triebel-Lizorkin spaces
We use the idea of Haj lasz from [Haj03] to prove the following theorem. We will skip the case q = ∞ as it is proved in [Haj03, Thorem 8 .7] when s = 1 and other cases can be derived by modifying the proof of it.
Theorem 3.1. Let (X, d, µ) be a metric measure space and B 0 be a fixed ball of radius r 0 . Let us assume that the measure µ has a lower bound, that is there exist constants
where 0 < p, q, s < ∞. Then there exist constants C, C 1 , C 2 and C 3 such that
In particular, for x, y ∈ B 0 , we have
Proof. We may assume by selecting an appropriate constant that ess inf E u = 0, where E ⊂ 2B 0 is any subset of positive measure, since subtracting a constant from u will not affect the inequality (3.1). The set E will be chosen later. With a correct choice of E we will prove (3.1) with (− B 0 |u| p * dµ) 1/p * on the left hand side.
, then g j = 0 a.e. for all j, which implies that u is constant and hence the theorem follows. Thus we may assume that 2B 0 ( j g q j ) p q dµ > 0. We may also assume that (3.5)
Let us define auxiliary sets
Clearly E k ⊂ E k+1 for all k. Observe that (3.6)
By Chebyschev's inequality, we get an upper bound of the complement of E k
The inequality on the right hand side gives E k 0 = = ∅ and hence according to (3.5) (3.10) 2
At the same time the inequality on the left hand side of (3.9) together with (3.8) imply that
Combining the inequalities (3.10) and (3.11) we obtain (3.12)
The reason behind such a choice of ℓ and k 0 will be understood later.
Note that ℓ > 0, by the lower bound of the measure µ, and hence (3.9) yields µ(
The inequalities in (3.12) becomes (3.14)
Suppose that µ(B 0 \ E k 0 ) > 0 (we will handle the other case at end of the proof). For
by (3.8) and (3.15). Repeating this construction in a similar fashion we obtain for k ≥ k 0 + 1, a sequence of points
. . .
This is all true provided B(
we require that the right hand side of (3.17) is ≤ r 0 ≤ dist(B 0 , X \ 2B 0 ). Our choice of k 0 , (3.12) and (3.13) guarantee us this requirement. Indeed,
Now we would like to get some upper bound for |u(x k )| for k ≥ k 0 + 1. Towards this end, we write
Now using (2.1) and (3.19), we get the following bound for the difference
Similarly, we use the fact that
for all i = 0, 1, 2, . . . , k − k 0 − 1. So, the inequality (3.18) becomes
Use Hölder inequality when q > 1 and the inequality (2.2) when q ≤ 1 and also use the
Hence (3.16) with (3.20), upon taking supremum over
To estimate the last term sup E k 0 ∩2B 0 |u|, we can assume that ess inf E k 0 ∩2B 0 |u| = 0, by the discussion in the beginning of the proof and the fact that µ(
Case I: 0 < sp < Q. For every k ∈ Z, we have
Applying (3.7), (3.6) and (3.14) we get
, we get inequality (3.1). Suppose now that µ(B 0 \ E k 0 ) = 0. In this case, we use the fact that B 0 |u| p * dµ = E k 0 |u| p * dµ and use inequality (3.22) to obtain inequality (3.1).
Case II: sp = Q. It follows from Jensen's inequality that
and hence it is enough to estimate the integral on the right hand side of (3.24). It follows from (3.14) and (3.22) that
Hence from (3.23) we obtain, for k > k 0 ,
We split the integral on the right hand side of (3.24) into two parts: we estimate the integrals over B 0 ∩ E k 0 and B 0 \ E k 0 separately. For the first part, we have
where the last inequality follows from (3.25). The second part is estimated using inequality (3.26) as follows
where we have chosen C 1 so that exp(C 1C ) = 2 Q and also we have made use of the inequalities (3.6), (3.14) and the measure density condition (1.1).
Case III: sp > Q. It follows from (3.23) and (3.14), for k > k 0 , that
To prove (3.4), let x, y ∈ B 0 such that d(x, y) ≤ r 0 /4. Let us take another ball B 1 = B(x, 2d(x, y)). Then 2B 1 ⊂ 2B 0 and hence (3.3) yields 
where 0 < p, q, s < ∞, q ≤ p. Then there exist constants C, C 2 , C 3 such that
Proof. We would first like to prove the inequality
Once this is proved, the inequality (4.1) will immediately follow from the inequality (2.2), since q ≤ p.
We may assume by selecting an appropriate constant that ess inf E u = 0, where E ⊂ 2B 0 is any subset of positive measure, since subtracting a constant from u will not affect the inequality (4.4). The set E will be chosen later. With a correct choice of E we will prove (4.4) with (− B 0 |u| p * dµ) 1/p * on the left hand side.
If g j = 0 a.e. for all j, then u is constant and hence the theorem follows. Thus we may assume that 2B 0 g p j dµ > 0 for all j. We may also assume that
for all x ∈ 2B 0 and all j ∈ Z, as otherwise we can replace g j by
Clearly E k ⊂ E k+1 for all k. Observe that (4.6)
Using Chebyschev's inequality, we get an upper bound for the measure of the complement
Lower bound (4.5) implies that E k = ∅ for sufficiently small k, since (4.8)
The inequality on the right hand side gives E k 0 = ∅ and hence according to (4.8) (4.10) 2
At the same time the inequality on the left hand side of (4.9) together with (4.8) imply that
Combining the inequalities (4.10) and (4.11), we obtain (4.12) 2
Choose the least integer ℓ ∈ Z such that (4.13) 2 ℓ > max 2
and set k 0 = k 0 + ℓ. The reason behind such a choice of ℓ and k 0 will be understood later.
Note that ℓ > 0, by the lower bound of the measure µ, and hence (4.9) yields µ(
The inequalities in (4.12) becomes (4.14) 2 k 0 ≈ (br
and hence B(
by (4.8) and (4.15). Repeating this construction in a similar fashion we obtain for k ≥ k 0 + 1, a sequence of points
This is all true provided B(x k−i , t k−i ) ⊂ 2B 0 for i = 0, 1, 2, . . . , k − k 0 − 1. That means we require that the right hand side of (3.17) is ≤ r 0 ≤ dist(B 0 , X \ 2B 0 ). Our choice of k 0 , (4.12) and (4.13) guarantee us this requirement.
where m 0 ∈ Z is such that (4.20)
Now using (2.1) and (4.19), we get the following bound for the difference
Similarly, we use the fact that d(x k−i , x k−(i+1) ) < 2 m 0 −(k−(i+1))p/Q , and obtain
for all i = 0, 1, 2, . . . , k − k 0 − 1. So, the inequality (4.18) becomes
Use Hölder inequality when p > 1 and the inequality (2.2) when p ≤ 1and also use the
Hence (4.16) with (4.20), upon taking supremum over
To estimate the last term sup E k 0 ∩2B 0 |u|, we can assume that ess inf E k 0 ∩2B 0 |u| = 0, by the discussion in the beginning of the proof and the fact that µ(E k 0 ) > 0. That means there is a sequence
So, for k > k 0 we conclude that
Case I:. For every k ∈ Z, we have
Applying (4.7), (4.6) and (4.14) and the measure density condition (1.1) we get
Using the fact that 1 + µ(B 0 )/br
Suppose now that µ(B 0 \ E k 0 ) = 0. In this case, we use the fact that B 0 |u| p * dµ = E k 0 |u| p * dµ and use inequality (4.22) to obtain inequality (4.4). This finishes the proof in this case.
Case II:: sp = Q. The proof in this case follows exactly in the same way as the proof of Theorem 3.1 with replacing (3.25) by
and replacing (3.26) by (4.25)
and also using inequality (2.2) as we have q ≤ p.
The case when sp > Q also follows in a similar fashion. This completes the proof.
We do not know if one can get the same result as above for q ≤ p * , at least for the non-homogeneous space and when p > Q/(Q + s). In the next theorem, we have relaxed the assumption on q and still have been able to find the same result but with an exponent p ′ slightly smaller than p * and this result seems to be new even in R n .
Theorem 4.2. Let (X, d, µ) be a metric measure space and B 0 be a fixed ball of radius r 0 with 2 l−1 ≤ r 0 < 2 l for some integer l. Let us assume that the measure µ has a lower bound, that is there exist constants b, Q > 0 such that µ(B(x, r)) ≥ br Q whenever B(x, r) ⊂ 2B 0 .
Moreover, we have the following inequality:
Proof. First, we would like to establish the following inequality:
Once this is proved, one can interchange the summation and integration and use the Hölder inequality or inequality (2.2) to prove (4.26).
Note that it is enough to prove (4.29) with (− B 0 |u| p ′ dµ) 1/p ′ on the left hand side. If we have l−2 j=−∞ 2 s ′ jp g p j = 0 a.e., then g p j = 2 −s ′ jp a.e. for all j ≤ l − 2, and hence the theorem follows trivially. Thus we may assume that 2B 0 j≤l−2 2 s ′ jp g p j dµ > 0. We may also assume that (4.30)
for all x ∈ 2B 0 . Let us define auxiliary sets
Clearly E k ⊂ E k+1 for all k. Observe that (4.31)
Obviously, a k ≤ a k+1 and (4.32)
Lower bound (4.30) implies that E k = ∅ for sufficiently small k. On the other hand
The inequality on the right hand side gives E k 0 = ∅ and hence according to (4.30) (4.35) 2
At the same time the inequality on the left hand side of (4.34) together with (4.33) imply that
Combining the inequalities (3.10) and (3.11) we obtain (4.37) 2
Choose the least integer ℓ ∈ Z such that (4.38) 2 ℓ > max 2
Note that ℓ > 0, by the lower bound of the measure µ, and hence (4.34) yields µ(E k 0 ) > 0.
The inequalities in (4.37) becomes
by (4.33) and (4.41). Repeating this construction in a similar fashion we obtain for k ≥ k 0 + 1, a sequence of points
This is all true provided B(x k−i , t k−i ) ⊂ 2B 0 for i = 0, 1, 2, . . . , k − k 0 − 1. That means we require that the right hand side of (3.17) is ≤ r 0 ≤ dist(B 0 , X \ 2B 0 ). Our choice of k 0 , (4.37) and (4.38) guarantee us this requirement. Indeed,
for all i = 0, 1, 2, . . . , k − k 0 − 1. Now we would like to get some upper bound for |u(x k )| for k ≥ k 0 + 1. Towards this end, we write
where m 0 ∈ Z is such that (4.46)
Now using (2.1) and (4.45), we get the following bound for the difference
Similarly, we use the fact that d(
for all i = 0, 1, 2, . . . , k − k 0 − 1. So, the inequality (4.44) becomes
Use Hölder inequality when p > 1 and the inequality (2.2) when p ≤ 1 and also use the
Hence (4.42) with (4.46), upon taking supremum over
Case I: 0 < sp < Q. Therefore, for every k ∈ Z, we have
Theorem 5.1. Let X be a Q-regular, geodesic metric measure space and let Ω ⊂ X be a domain. Let 0 < s < 1, 0 < p < ∞ and 0 < q ≤ ∞.
, then Ω satisfies (1.1).
(ii) When sp = Q, if there exist constants C 1 , C 2 such that for all f ∈ M s p,q (Ω) and for all balls B, we have
then Ω satisfies (1.1).
(iii) When sp > Q, if there exists a constant C 3 such that for all f ∈ M s p,q (Ω), and for every x, y ∈ Ω, we have |f
The claims also hold with M Proof. To show that the measure density condition holds, let x ∈ Ω and 0 < r ≤ 1 and let B = B(x, r). We may assume that Ω \ B(x, r) = ∅, otherwise the measure density condition is obviously satisfied. We split the proof into three different cases depending on the size of sp. . Now let us state a lemma from [HKT08b] , which will help us to relax the range of 0 < r ≤ 1 to 0 < r ≤ 10r.
Lemma 5.2. If the measure density condition (1.1) holds for all x ∈ Ω and all r ≤ 1 such that r ≤ 10r, wherer is defined by (5.4), then (1.1) holds fro all x ∈ Ω and all r ≤ 1.
Now let us define a sequence by setting r 0 = r, and r j+1 =r j . it suffices to prove that ǫ is bounded from below by some positive constant. Now, from inequality (5.6), we have Cǫ 1/Q (1 + log(C 2 10 Q ǫ −1 )) 1/s ≥ 1.
Inequality
The expression on the left-hand side converges to 0 if ǫ → 0, and hence ǫ must be bounded from below by a positive constant.
