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Re´sume´ – La classification d’images satellitaires a` haute re´solution spatiale est discute´e dans cet article. Nous nous sommes
inte´resse´s a` l’utilisation conjointe de l’information spatiale et de l’information spectrale. Un syste`me de voisinage adaptatif est
de´fini graˆce a` l’utilisation de filtres auto-comple´mentaires. Apre`s filtrage, les relations inter-pixels sont mode´lise´es pour chaque
pixel par l’ensemble connexe de pixels auquel il appartient. La classification s’effectue a` l’aide des machines a` support vecteurs.
Un noyau utilisant l’information spectrale et spatiale est de´fini. Des tests effectue´s sur des images hyperspectrales re´elles illustrent
l’inte´reˆt et les limites de cette me´thode.
Abstract – Classification of remotely sensed images with very high spatial resolution is investigated. The proposed method
deals with the joint use of the spatial and spectral information provided by the remote sensing data. The definition of an adaptive
neighborhood system is proposed. Based on self-complementary area filtering, the spatial information associated to each pixel
is modelled as the flat zone to which the pixel belongs, while the spectral information is the multidimensional pixel’s vector.
Using kernel methods, the spatial and spectral information are jointly used for the classification through a SVM formulation.
Experimental results on hyperspectral image confirm the usefulness of a joint spectro-spatial classification.
1 Introduction
Les images hyperspectrales sont caracte´rise´es par un
grand nombre de bandes spectrales contigue¨s (ou non) et
par une re´solution spatiale de l’ordre du me`tre. Pour une
meˆme zone sont donc disponibles une description pixel-
laire fine de la sce`ne, et pour chaque pixel un spectre d’une
centaine de longueurs d’onde.
Pour l’analyse, on repre´sente ge´ne´ralement les donne´es
hyperspectrales dans un espace vectoriel. Chaque pixel x
e´tant un vecteur de dimension e´gale au nombre de bandes.
Le faible rapport entre la taille de l’espace occupe´ en
pratique par les donne´es et la taille de l’espace vectoriel
ainsi de´fini pose de nouveaux proble`mes pour la classifica-
tion [1, 2]. Particulie`rement, il a e´te´ prouve´ que les statis-
tiques du second ordre jouent un roˆle pre´ponde´rant dans
l’analyse d’une variable multidimensionnelle. Cependant,
l’estimation de ces statistiques n’est pas fiable lorsque le
nombre d’e´le´ments d’entraˆınement est faible par rapport
a` la taille de l’espace de repre´sentation. D’autres part,
pour un ensemble d’entraˆınement de taille fixe, on constate
une de´gradation des performances des classifieurs au dela`
d’une certaine dimensionalite´ des donne´es. (phe´nome`ne
de Hughes) [3]. Par conse´quent, les me´thodes classiques
d’analyse reposant sur l’estimation de parame`tres de va-
riables ale´atoires, ve´rifiant une loi connue ou non, sont
mises en de´faut lorsqu’elles sont applique´es sur des don-
ne´es hyperspectrales [1].
La the´orie des machines a` support vecteurs (SVM) est
une me´thode d’analyse de donne´es couramment utilise´e
depuis une dizaine d’anne´es [4]. Contrairement a` une ap-
proche classique, les SVM travaillent directement a` la se´-
paration des classes sans passer par une phase d’estima-
tion statistique. L’utilisation de fonctions noyaux permet
d’e´tendre le champs d’application des SVM a` des pro-
ble`mes de classification ou` les donne´es ne sont pas line´aire-
ment se´parables. Applique´es aux donne´es hyperspectrales,
les SVM ont obtenu des re´sultats notables [5, 6, 7]. Ne´an-
moins, les SVM utilisent seulement l’information spectrale
des donne´es : les relations inter-pixels ne sont pas utilise´es.
Pourtant il a e´te´ montre´ que les informations de taille, de
forme et d’orientation de la structure spatiale permettent
une meilleure discrimination [8]. Des noyaux spe´cifique-
ment adapte´s aux images hyperspectrales ont e´te´ re´cem-
ment propose´s [9, 7, 10]. Dans ce cadre, les relations inter-
pixels sont de´finies a` l’aide d’un voisinage fixe, identique
pour tous les pixels de l’image. Or cette repre´sentation
est inadapte´e, en particulier lorsque le pixel se trouve sur
une zone de transition (contour) ou sur une structure de
forme particulie`re (route...). Cela re´sulte en une mauvaise
estimation des relations inter-pixels au sein des structures
correspondantes.
Nous proposons une approche permettant de pallier ce
proble`me en de´finissant un voisinage spatial adaptatif. L’uti-
lisation de filtres auto-comple´mentaires, satisfaisant un
crite`re de surface, permet de simplifier une image en res-
pectant les formes locales [11]. Les re´gions connexes de
l’image sont progressivement fusionne´es jusqu’a` respecter
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un crite`re de surface minimale, inde´pendant de la forme
des objets. L’information de voisinage est extraite de l’im-
age filtre´e : le voisinage d’un pixel donne´ est constitue´ de
l’ensemble des pixels appartenant a` la meˆme zone connexe.
De fait, chaque pixel de l’image est caracte´rise´ par sa re´-
ponse spectrale et sa structure spatiale. Ces deux types
d’information sont utilise´s conjointement graˆce a` l’utilisa-
tion d’un noyau. Ainsi, la classification peut se faire de
manie`re transparente.
Cette approche a e´te´ applique´e a` la classification d’im-
ages ae´roporte´es hyperspectrales a` haute re´solution spa-
tiale, de l’ordre du me`tre. L’analyse des re´sultats montrent
l’apport positif de cette me´thode. De plus, une analyse vi-
suelle des cartes de classification permet de constater que
les zones sont plus homoge`nes pour la carte obtenue avec
la me´thode propose´e.
La suite de l’article est organise´e de la manie`re sui-
vante. L’extraction des caracte´ristiques spatiales est ex-
plique´e dans la section 2. Ensuite, les SVM sont brie`ve-
ment introduites et la construction d’un noyau adapte´ est
de´taille´e. Dans la section 4, la me´thode propose´e est ap-
plique´e sur des donne´es hyperspectrales. Nous conclurons
sur les avantages et les inconve´nients de cette me´thode.
2 Voisinage spatial adaptatif
La de´finition d’un syste`me de voisinage adapte´ pour
tous les pixels de l’image est difficile. Les structures pre´-
sentes dans l’image ainsi que la re´solution spatiale influent
sur le voisinage de chaque pixel. Une approche tre`s lar-
gement utilise´e consiste a` de´finir pour tous les pixels de
l’image le meˆme syste`me de voisinage. C’est par exemple
le cas de la mode´lisation Markovienne [12]. Cette strate´gie
peut e´chouer lorsqu’un pixel appartient aux bords d’une
structure : le voisinage ainsi conside´re´ provient de deux
structures diffe´rentes et l’information extraite peut induire
en erreur le syste`me de classification. Notons que ce pro-
ble`me est connu sous le nom de processus de bords [13].
Par exemple, voir Fig 1.(a), la classification du pixel rouge
peut eˆtre fausse´e si on conside`re un voisinage trop grand
(carre´ large rouge). D’un autre cote´, en ne conside´rant
comme voisins que les pixels contenus dans la petite fe-
neˆtre rouge, l’information de voisinage est peu significa-
tive.
Pour re´soudre ce proble`me, il faut envisager la de´fini-
tion d’un voisinage adaptatif pour chaque pixel. Une ap-
proche relativement aise´e a` mettre en œuvre consiste a`
obtenir une premie`re image sur-segmente´e. L’ide´e est que
chaque structure de l’image soit finalement de´compose´e
en plusieurs zones tout en e´vitant au maximum le regrou-
pement de pixels de structures diffe´rentes. Sur l’image
sur-segmente´e, chaque groupe de pixels peut eˆtre consi-
de´re´ comme un ensemble de pixels voisins spatialement,
et partageant les meˆme proprie´te´s spectrales. Pour obte-
nir une image sur-segmente´e, nous avons choisi d’utiliser
une classe particulie`re des filtres d’aire, aux proprie´te´s in-
te´ressantes, les filtres surfaciques auto-comple´mentaires.
Pour la suite, nous supposons que les structures d’inte´-
reˆts de l’image ont une aire conse´quente. Nous proposons
alors de filtrer l’image par un filtre d’aire, de parame`tre
suffisant, et de de´finir comme syste`me de voisinage l’en-
semble des zones connexes de l’image filtre´e.
2.1 Filtres d’aires auto-comple´mentaires
Un filtre auto-comple´mentaire est un filtre Ψ qui est
lui meˆme son filtre comple´mentaire [11] : Ψ = CΨ. Cette
proprie´te´ assure que le traitement des structures pre´sentes
dans l’image se fait inde´pendamment du contraste local de
celles-ci. Au demeurant, les filtres surfaciques auto-com-
ple´mentaires ont e´te´ introduits pour e´tendre les ouver-
tures/fermetures surfaciques a` toutes les re´gions de l’image.
Soille a propose´ un algorithme en deux e´tapes pour re´aliser
un tel filtrage [11] :
1. Identifier toutes les zones connexes de l’image
2. Partant des zones satisfaisant le crite`re de surface,
croˆıtre ces zones jusqu’a` traitement total de l’image.
Ce type de filtrage est illustre´ par la figure Fig. 1. Dans
l’image filtre´e, Fig.1.(b), les structures principales sont de´-
compose´es en plusieurs sous structures : par exemple le
toit de l’immeuble auquel appartient le pixel rouge.
2.2 Extraction de l’information
A partir de l’image filtre´e, l’ensemble des zones connexes
de´finit notre syste`me de voisinage. Cette strate´gie est illus-
tre´e sur les images Fig. 1.(b) et 1.(c). De chaque zone
connexe, on extrait un masque que l’on applique sur l’im-
age initiale. De cette manie`re on de´finit les interactions
entre pixels voisins a` partir de leurs valeurs originales.
Pour cet article, nous avons choisi de conside´rer la valeur
me´diane de l’ensemble des pixels d’une meˆme zone comme
information repre´sentative des ces interactions. En notant
Ωx l’ensemble des pixels x
′ appartenant a` la meˆme zone
connexe que le pixel x, on de´finit l’information spatiale
comme :
Υx = med (Ωx) . (1)
Lorsque les donne´es a` traiter sont de nature multi ou hy-
perspectrale, l’application du filtre d’aire pose proble`me.
La phase de croissance de re´gions ne´cessite la de´finition
d’une relation d’ordre entre les pixels. Cependant, de telle
relation n’existe pas pour des pixels multicomposantes.
Une manie`re efficace consiste a` extraire une image carac-
te´ristique des donne´es [8]. Classiquement, une analyse en
composantes principales est effectue´e et la premie`re com-
posante principale (PC) est retenue comme image caracte´-
ristique. Cette strate´gie a e´te´ applique´e avec succe`s a` l’ana-
lyse morphologique d’image hyperspectrale pour la classi-
fication. Notons que d’autres algorithmes peuvent eˆtre uti-
lise´s pour extraire l’image caracte´ristique. Cependant, peu
ou pas d’ame´lioration en termes de bonne classification a
e´te´ constate´e.
Dans notre approche, le filtrage d’aire est effectue´ sur la
premie`re PC et le syste`me de voisinage de´fini est ge´ne´ra-
lise´ sur l’ensemble des bandes de l’image hyperspectrale.
Ensuite, pour chaque bande on extrait la valeur me´diane
de chaque syste`me de voisinage.
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Fig. 1 – Voisinage adaptatif. (a) image original et voisinage fixe, (b) Image filtre´e et voisinage adaptatif et (c) voisinage
adaptatif de´finit sur l’image originale.
A la fin de cette e´tape, on a pour chaque pixel sa re´ponse
spectrale ainsi qu’une information sur la structure spa-
tiale a` laquelle il appartient. Plusieurs approches peuvent
eˆtre alors envisage´es pour utiliser ces informations pour
la classification. Nous proposons d’utiliser les machines a`
support vecteurs a` l’aide d’un noyau spe´cifique.
3 Me´thode de classification
Les machines a` support vecteurs (SVM) sont une des
me´thodes a` noyaux les plus utilise´es [4]. L’ide´e principale
est de se´parer les classes par un hyperplan se´parateur dans
l’espace des caracte´ristiques. Cet espace est induit impli-
citement par l’utilisation d’une fonction noyau k. E´tant
donne´e un ensemble d’entraˆınement
S = {(x1, y1), . . . , (x
ℓ, yℓ)} ∈ R
n × {−1; 1} (2)














contraint a` 0 ≤ αi ≤ C et
∑ℓ
i=1 αiyi = 0
(3)
ou` xi est le vecteur associe´ au pixel i, yi sa classe, C
une constante pe´nalisant les mauvaises classifications lors
de la phase d’entraˆınement et αi sont les coefficients de
Lagrange associe´s au proble`me de maximisation. Une fois









Pour utiliser conjointement l’information spatiale et spec-
trale, nous avons choisi de passer par la de´finition d’un
noyau. Dans [10], plusieurs noyaux sont propose´s pour
inclure l’information spatiale. Les sommes ponde´re´es de
noyaux fournissent les meilleurs re´sultats pour la classifi-
cation. Ils permettent en outre de controˆler l’influence de
chaque type d’information :
Kµ : (x, z) 7→ µk
spect(x, z) + (1− µ)kspat(x, z) (5)
avec 0 ≤ µ ≤ 1. Le parame`tre µ devra eˆtre choisi lors de la
phase d’apprentissage. Nous utilisons un noyau Gaussien
pour les deux noyaux :






, σ ≥ 0. (6)
Tab. 1 – Re´sultats de la classification de l’image Univer-
sity.
% SVM SVM+noyau (5) Max. de Vrais.
OA 80.12 86.11 68.1
AA 88.33 91.98 68.5
kspect utilise classiquement l’information spectrale x tan-
dis que kspat utilise l’information spatiale Υx de´finie en (1).
4 Re´sultats
Cette approche a e´te´ applique´e a` la classification d’im-
ages ae´roporte´es hyperspectrales a` haute re´solution spa-
tiale. Pour l’image University de Pavia, Italie, la reflec-
tance associe´e a` chaque pixel se compose de 102 bandes et
la re´solution au sol est de 1.3 m par pixel. La couverture
spectrale va de 0.43µm a` 0.86µm. La classification a e´te´
effectue´e en utilisant les SVM avec le noyau de´fini en (5).
9 classes ont e´te´ de´finies : asphalte, herbe, gravier, arbre,
me´tal, sol nu, bitume, brique et ombre. L’ensemble d’en-
traˆınement e´tait compose´ de 3 921 pixels avec labels et
l’ensemble de test de 42 776 e´le´ments. Les 3 parame`tres,
C, σ et µ, ont e´te´ choisis en utilisant une validation croi-
se´e et la librairie LIBSVM a e´te´ utilise´e pour re´soudre (3).
La valeur optimale du filtre d’aire a e´te´ fixe´e de manie`re
empirique a` 30 pixels. Nous avons utilise´ une approche un
contre tous comme strate´gie multi-classe [14]. Les para-
me`tres ont e´te´ re´gle´s pour chaque sous proble`me, notam-
ment µ.
Cette approche a e´te´ compare´e a` une approche classique
par SVM et a` un classifieur par maximum de vraisem-
blance Gaussien [1]. A partir de la matrice de confusion,
le taux de pixels (OA) bien classe´ et le taux moyen de
bonne classification de chaque classe (AA) ont e´te´ calcu-
le´s pour e´valuer les re´sultats de la classification. Les re´sul-
tats de classification sont donne´s dans Tab. 1 et les cartes
the´matique dans Fig. 2.(b) et 2.(c).
Les re´sultats ont progresse´ graˆce a` l’utilisation conjointe
de l’information spatiale et spectrale. De plus, une analyse
visuelle des cartes de classification permet de constater
que les zones sont plus homoge`nes pour la carte obtenue
avec la me´thode propose´e. Cependant, on peut noter l’ap-
parition de mauvaises classifications, notamment en bas a`
droite des cartes.
Colloque GRETSI, 11-14 septembre 2007, Troyes 739
(a) (b) (c) (d)
Fig. 2 – (a) Image originale Rosis, (b) Carte de classification obtenue avec le noyau Gaussien classique, (c) Carte de
classification obtenue avec le noyau propose´ et (d) carte de classification obtenue par maximum de vraisemblance.
5 Conclusion
La classification d’images satellitaires hyperspectrales
par les machines a` support vecteur a e´te´ envisage´e dans
cet article. Elle re´pond aux difficulte´s rencontre´es par les
classifieurs statistiques. Pour inclure l’information spatiale
dans le processus de classification, un syste`me de voisinage
adaptatif, reposant sur l’utilisation de filtres d’aires, a e´te´
propose´. L’utilisation d’un noyau adapte´ a permis d’in-
clure de manie`re transparente dans l’algorithme de clas-
sification ces deux types d’information. Cette approche a
conduit a` l’ame´lioration des re´sultats de classification sur
une image hyperspectrale. Cependant des points restent
toujours a` traiter :
– Filtrage connexe, le filtre de´fini dans [11] n’est pas
connexe. Les frontie`res retenues ne sont pas stricte-
ment les frontie`res initiales des objets
– De´finition d’un parame`tre optimal pour le crite`re de
surface. Ce parame`tre est de´fini de manie`re empirique
en fonction de la re´solution de l’image et de la taille
minimale suppose´e des structures d’inte´reˆt.
La de´finition d’un noyau adapte´ permet de garder une
complexite´ faible et l’utilisation des SVM donnent des re´-
sultats encourageants. L’information retenue ici pour de´fi-
nir les relations inter-pixels, la valeur me´diane, ne permet
pas de rendre compte totalement de la forme ni de la tex-
ture d’une structure. Nos futurs travaux s’orientent dans
la de´finition de nouveaux parame`tres a` extraire pour ob-
tenir une description plus fine des relations inter-pixels.
Cela devra conduire a` la de´finition d’un nouveau noyau.
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