Abstract. This paper introduces an approach which jointly performs a cascade of segmentation and labeling subtasks for Chinese lexical analysis, including word segmentation, named entity recognition and partof-speech tagging. Unlike the traditional pipeline manner, the cascaded subtasks are conducted in a single step simultaneously, therefore error propagation could be avoided and the information could be shared among multi-level subtasks. In this approach, Weighted Finite State Transducers (WFSTs) are adopted. Within the unified framework of WFSTs, the models for each subtask are represented and then combined into a single one. Thereby, through one-pass decoding the joint optimal outputs for multi-level processes will be reached. The experimental results show the effectiveness of the presented joint processing approach, which significantly outperforms the traditional method in pipeline style.
Introduction
The Chinese lexical analysis involves solving a cascade of well-defined segmentation and labeling subtasks, such as word segmentation, named entity recognition and part-of-speech (POS) tagging. Like many problems in natural language processing, the cascade is traditionally processed in a pipeline manner. However, it has the disadvantage that errors introduced by earlier subtasks propagate through the pipeline and will never be recovered in downstream subtasks. Moreover, this manner prevents information sharing among multi-level processes. For example, the POS information is helpful to make better prediction in word segmentation and named entity recognition, while this is prohibited in pipeline processing.
To tackle these problems, several techniques were proposed recently. Reranking method has been widely applied in a number of different natural language processing problems, such as parsing [1, 2] , machine translation [3] and so on. In handling the cascaded tasks, a k -best list is preserved at each level firstly, and then reranked in the following subtasks [4, 5, 6] . Nevertheless, as an approximation of joint processing, reranking may miss the true result, which usually lies out of the k -best list. Another intuitive approach is to take multiple subtasks as a single one [7, 8] . Such as in [9] , the constituent labels of the Penn TreeBank are augmented with semantic role labels (SRL), thus parsing the trees also serves as a SRL system. Similarly in [10, 11] , word segmentation and POS tagging are performed simultaneously by marking each Chinese character with a word level POS tag. But an obvious obstacle of these label transformations is the requirement of corpus annotated with multi-level information, which is usually unavailable in many situations. Unlike the strategies mentioned above, some unified probabilistic models are proposed to process a cascade jointly. Sutton et al. [12] proposed the Dynamic Conditional Random Fields (DCRFs), which are trained jointly and performs the subtasks in one step, but it is expensive in training and exact inference. Moreover in [13] , the Factorial Hidden Markov Model (FHMM) was also introduced to the joint labeling tasks of POS tagging and noun phrase chunking. Compared with DCRFs, FHMM has the computational advantage as a generative model, and the exact inference can be achieved easier. However, both DCRFs and FHMM also suffer from the absence of multi-level annotated corpus.
In this paper, based on Weighted Finite State Transducers (WFSTs), an integrated Chinese lexical analyzer is presented to jointly perform the cascade of segmentation and labeling tasks, including word segmentation, named entity recognition and part-of-speech tagging. Traditionally, WFSTs have already been successfully used in various fields of natural language processing, such as partial parsing [14] , named entity recognition [15] , semantic interpretation [16] , as well as Chinese word segmentation [17, 18] . However, being different from those applications, this study employs WFSTs to jointly conduct segmentation and labeling tasks. WFSTs turn to be an ideal choice for our purpose due to two following remarkable features: On one hand, most of the widely used models, like lexical constraints, n-gram language model and Hidden Markov Models (HMMs), can be encoded into WFSTs, and thus a unified transducer representation for these models is able to be achieved. On the other hand, since there exist mathematically well-defined operations to integrate multiple transducers into a single composed one, the optimal candidate can be extracted by one-pass decoding with multi-level knowledge sources represented by each transducer. In contrast to the joint processing techniques mentioned above, the presented approach has the following advantages. Firstly, rather than reranking the k -best candidates preserved at each level, it holds the full search space and chooses the optimal results based on the multi-level sources. Secondly, similar to the strategy of [19] , the models for each level subtask are trained separately, while the decoding is conducted jointly. Accordingly, it avoids the necessary of corpus annotated with multi-level information. Other than [19] , in this study the used generative models bring the benefit in computation, which is important in a joint processing task, especially as the scale of subtasks increasing. Thirdly, in the case when a segmentation task precedes a labeling task, the consistency restriction imposed by the segmentation task must be maintained in the successive labeling task. For instance, the POS tags assigned to each character in a segmented word must be the same. While for the methods taking the smallest characters in the segmentation task as modeling units, such as Chinese Characters in Chinese word segmentation, this restriction is not naturally satisfied. The WFSTs based approach ensures this restriction by the composition operation, i.e., the input sequence of one transducer and the output sequence of the other transducer must be identical. In addition, the unified framework of WFSTs provides the opportunity to easily apply the presented analyzer in other natural language related applications which are also based on WFSTs, such as speech recognition [20] and machine translation [21] . Since more linguistic knowledge in multi-level is modeled by the analyzer, performance improvements possibly can be achieved for those applications.
The remainder of this paper is structured as follows. Section 2 introduces the formal definition and notation of WFST. In section 3, by describing the integrated Chinese lexical analyzer in detail, the joint segmenting and labeling approach is presented. Then simulations are performed to evaluate the new analyzer in section 4. Finally, section 5 draws the conclusion and discusses the future work.
Weighted Finite State Transducers
The Weighted Finite State Transducer (WFST) is the generalization of the finite state automata. In weighted transducer, besides of an input label, an output label and a weight are also placed on each transition. With these labels, the transducer is capable of realizing a weighted relation between strings. In the most general case, the definition of WFST depends on the algebraic structure of a semiring,(K, ⊕, ⊗, 0, 1) [22, 23, 24] . In a semiring, two operation ⊕ and ⊗ are associative and closed over the set K. 0, 1 are their identities respectively. Unlike a ring, a semiring may not have negation. For example, (N, +, * , 0, 1) is a semiring.
Definition
In this paper, a weighted transducer W over the semiring K is formally defined as a 6-tuple W = (Q, i, F, Σ, Δ, T ) , where -Q is the set of its states, -i ∈ Q is an initial state, -F ∈ Q is the set of final states, -Σ is the input alphabet, -Δ is the output alphabet, -T ⊂ Q×Q×Σ ∪{ }×Δ∪{ }×K is the set of transitions. Each t ∈ T consists of a source state src(t) ∈ Q, a destination state des(t) ∈ Q, an input label in(t) ∈ Σ ∪ { }, an output label out(t) ∈ Δ ∪ { } and a weight wght(t) ∈ K.
A successful path π in W , is a chain of successive transitions:
The input and output strings mapped by this path are the concatenation of transitions' input and output labels:
where the symbol represents the empty string. The weight of π is the ⊗-product of its transitions' weights:
For a given input string s and an output string r, the set path W (s, r) consists of all the successful paths in W , whose input and output strings match s and r respectively. The weight associated by W to the (s, r) is the ⊕-sum of the paths' weights in path W (s, r) and 0:
In our system, probabilities are adopted as weights and each string pair is associated with a weight indicating the probability of the mapping between them. Due to the numerical stability, log probabilities are used in implementation instead of probabilities. The appropriate semiring for the finite-state representation of log probabilites and operations is the tropic semiring (R + ∪ {∞}, min, +, ∞, 0) [22] .
Decoding and Composition
Given an input string s and a WFST W , the goal of decoding is to find the best output string r * maximizing W (s, r). Similarly, when multiple WFSTs are involved, a joint decoding is desired to find the optimal final output string r * , which maximizes the ⊗ -product of each mapping
, where m i is an arbitrary string on W i 's output alphabet. An efficient way to implement this desired decoding is using the composition algorithm to combine multiple WFSTs into a single one [22, 23, 24] .
For two WFSTs E and F satisfying the input alphabet of F and output alphabet of E are the same, the composition G = E • F represents the composition of the weighted relations realized by E and F . As in the classical finite state automata intersection, the states in G are pairs of states in E and F . G's initial state is the pair of initial states of E and F , and final states are pairs of a final state in E and a final state in F . For each pair of transition t E from e to e in E and transition t F from f to f in F , there exists exactly one transition t in G from (e, f ) to (e , f ). The input label of t is taken from t E and output label from t F . Wght(t) is the ⊗ -product of wght(t E ) and wght(t F ), when the weights correspond to probabilities. For transducers have transitions, special treatments are needed as in [25] . Figure 1 shows two simple transducer Figure 1 (a) and Figure 1(b) , and the result of their composition, Figure 1(c) . All of them are defined on the tropic semiring.
Apparently, for a path in E mapping s to v and a path in F mapping v to r, G has exactly one path mapping s to r directly and its weight is the ⊗ -product of the corresponding paths' weights in E and F . This property enables us to find 
output labels as well as weight of transition t are marked as in(t):out(t)/wght(t).
In (c), the composition of (a) and (b) is illustrated the optimal final output string among multiple WFSTs by finding the optimal output string in the combination of these WFSTs W = ((W 1 •W 2 )...•W n ),which can be easily realized by a standard Viterbi search.
Joint Chinese Lexical Analysis
Word segmentation is the first stage of Chinese text processing since Chinese is typically written without blanks, and POS tagging is to assign the part-of-speech to each segmented word in a sentence. Both tasks face the challenge of tackling unknown words that are out of the dictionary. In this study, two kinds of typical unknown words, person names and location names, are also focused.
In this section, within the unified framework of WFSTs, the models for three level subtasks, i.e. words segmentation, POS tagging and named identity recognition, are presented, and then they are combined to reach an integrated Chinese lexical analyzer.
Multiple Subtasks Modeling
For word segmentation, the class based n-gram technique is adopted. Given an input character sequence, it is encoded by a finite state acceptor F SA input . For example, the input " "(while synthesizing molecule) is represented as Figure 2(a) . Then a dictionary can be represented by a transducer with empty Figure 2 (b) illustrates a toy dictionary listed in Table 1 , in which a successful path encodes a mapping from a Chinese character sequence to some word in dictionary. Afterwards a class based n-gram language model is used to weight the candidate segmentations. In Figure 2 (c), a toy bigram with three words is depicted by W F ST n−gram , and the word classes are defined in Table 2 . For both POS tagging and named entity recognition, the Hidden Markov Model (HMM) is used. Each HMM is represented with two WFSTs. Taking the POS tagging as an example, Figure 3 (a) models the generation of words by POS (P (word/pos)), and similar to the word n-gram, Figure 3 (b) models the transitions between POS tags. For named entity recognition, the HMM states correspond to 30 named entity role tags, such as surname, the first character of a given name with two characters, the first character of a location name, and so on.
Besides the primary WFSTs described above, there are also some other finite state transducers, which are used to represent various rules for recognizing the number strings and letter strings, or to be responsible for the transformation from name roles to word classes.
Integration of Multiple Models
Based on the WFSTs built above, an integrated model is obtained by combining them into a single one using the composition algorithm as describe in section 2. To perform word segmentation, a WFST embracing all the possible candidates is obtained as below: As the class based n-gram is adopted, the named entity recognition is conducted along with word segmentation. Taking the POS tagging into account, the decoding, which aims to extract the joint optimal results according to multi-level information, is performed on the WFST composed as following, where α is a weight for combining different level subtasks.
Simulation
To evaluate the presented analyzer, two systems are constructed, as illustrated in Figure 4 , where the system based on the pipeline style method is taken as the baseline. The experimental corpus comes from the People's Daily of China in 1998 from January to June, annotated by the Institute of Computational Linguistics of Peking University 1 . The January to May data are taken as the training set. The first two thousand sentences of June data are extracted as the develop set, which is used to fix the composition weight α in equation 2, and the remains are taken as the test set. A dictionary including about 113,000 words is extracted from the training data. The models for different level subtasks are trained separately, where the class based language model is trained with the While the decoding is implemented through one-pass Viterbi search on the combined WFST.
In Table 3 the performances of the pipeline baseline and the integrated analyzer are compared. Due to the joint decoding, the integrated analyzer outperforms the pipeline baseline on all the tasks in F1-score metric, especially for the case of person name recognition. It is as expected that person names are greatly improved when incorporating POS information during recognition, where the POS appears effective in preventing to segment a person name into pieces (possibly into characters).
In addition, to further investigate the significance of performance improvement, a statistical test using approximate randomization approach [26] is performed on the word segmentation results. In this approach, the responses for each sentence produced by two systems are shuffled and equally resigned to each system, and then the significance level is computed as to whether shuffles bring differences not smaller than the difference produced when running two systems on the test data. In general, given n test sentences, the shuffle times s is fixed as in equation 3, i.e., when n is small, no larger than 20, the exact randomization 
However, in our test set there are more than 21,000 sentences, the use of 2
20
shuffles to approximate 2 21000 shuffles as in formula 3 turns unreasonable any more. Thus, here ten sets (500 sentences for each) are randomly selected from the test corpus. For each set, we run 1048576 shuffles twice and calculate the significance level p−value according to the shuffled results. Statistical test shows that all p − values are less than 0.001 on the ten sets, which reveals that the performance improvement introduced by the integrated analyzer is statistically significant.
Conclusion and Future Work
In this research, within the unified framework of WFSTs, a joint processing approach is presented to perform a cascade of segmentation and labeling subtasks. It has been demonstrated that the joint processing is superior to the traditional pipeline manner. The finding suggests two directions for future research: Firstly, more linguistic knowledge will be integrated in the analyzer, such as organization name recognition and shallow parsing. For some tough tasks in related areas, such as large vocabulary continuous speech recognition and machine translation, rich linguistic knowledge will play an important role, thus incorporating our integrated lexical analyzer may lead to a promising performance improvement, and these attempts will be another future work.
