On the path integration for the potential barrier $V_{0}\cosh
  ^{-2}(\omega x)$ by Guechi, L. & Hammann, T. F.
ar
X
iv
:q
ua
nt
-p
h/
03
02
00
9v
1 
 2
 F
eb
 2
00
3
November 3, 2018
On the path integration for the potential
barrier V0 cosh
−2(ωx)
L. Guechi
De´partement de Physique,
Faculte´ des Sciences, Universite´ Mentouri,
Route d’Ain El Bey, Constantine, Alge´ria.
T. F. Hammann
Laboratoire de Mathe´matiques, Physique mathe´matique,
Faculte´ des Sciences et Techniques,
Universite´ de Haute Alsace,
4, rue des fre`res Lumie`re, F-68093 Mulhouse, France
Abstract
The propagator associated to the potential barrier V = cosh−2(ωx) is
obtained by solving path integrals. The method of delta functionals based
on canonical and other transformations is used to reduce the path integral
for this potential into a path integral for the Morse potential problem. The
dimensional extension technique is seen to be essential for performing the
multiple integral representation of the propagator. The correctly normalized
scattering wave functions and the scattering function are derived. To test the
method employed, the free particle and the δ−function barrier are considered
as limiting cases.
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I. Introduction
During the last twenty years, a number of nontrivial path integrals of
nonrelativistic quantum mechanical problems have been solved1,2,3,4 . In
particular, two wide classes for which the path integral solutions are related
to the radial harmonic oscillator and the Po¨schl-Teller path integral, are ex-
tensively studied. The first class called class of confluent potentials includes
the radial harmonic oscillator, the Morse potential, and the Coulomb poten-
tial. The Po¨schl-Teller and the modified Po¨schl-Teller potentials, e.g. the
Rosen-Morse, Manning-Rosen, Scarf-like, or the Hulthen potential belong
to the class of hypergeometric potentials. However, most of discussions of
these potentials by path integration were restricted to bound state problem.
For the second class, when the extension to describe the scattering states was
made, the approach applied is based on a Sommerfeld-Watson transformation
which leads to a closed form expression for the Green’s function5,6,7,8,9,10 or
via the path integration over the SU(1, 1) manifold for the calculation of the
propagator with bound and scattering states found simultaneously11,12,13,14,15
. Note that the noncompact group SU(1, 1) can be viewed as analytical con-
tinuation of the compact group SU(2).
The purpose of this paper is to solve the problem of the potential barrier
V = cosh−2(ωx) in the framework of Feynman’s path integral. This poten-
tial is not a special case of the modified Po¨schl-Teller potentials. It cannot
be related to them by coordinate transformation and it has not a dynamical
SU(1, 1) symmetry. Thus, neither the approach which consists in summing
the spectral representations of the Green’s function via a Sommerfeld-Watson
transformation nor the path integration over the SU(1, 1) manifold can be
applied to this potential. A treatment of this potential barrier has been pre-
sented recently in the Feynman approach through integration on the SO(1, 2)
group16 , but it involved several incorrect manipulations so that the ampli-
tudes T (k) and R(k) of the transmitted and reflected beams obtained are
not correct. We think that it is worthwile to present another path integral
approach to solve this potential barrier problem.
In sec.II, we first introduce an auxiliary dynamics by extension of the
phase space in order to convert the path integral for the potential barrier into
a path integral form analogous to the rigid rotator problem. Then, with the
help of a point canonical transformation and the trick called ”uncompleting
the square”17 , the propagator is connected to the path integral for the Morse
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potential problem. In sec.III, the propagator is evaluated, from which we
obtain the suitably normalized wave functions. The scattering function is
determined from the asymptotic form of the wave functions in sec.IV. As a
test of our calculation, two limiting cases are considered. The coefficients of
the transmitted and reflected beams are found again for the free particle and
for a particle subjected to the repulsive δ−function potential in sec.V. The
section VI will be a conclusion.
II. Reduction of cosh−2(ωx) into a form of Morse Po-
tential
The path integral in phase space for a particle of mass m subjected to
the potential barrier defined by
V (x) =
V0
cosh2(ωx)
;V0 ≻ 0, (1)
is written formally as follows:
K(xf , xi;T ) =
∫
DxDpx exp
{
i
~
∫ T
0
(
px
.
x − p
2
x
2m
− V0
cosh2(ωx)
)
dt
}
. (2)
In the time sliced representation, it is given by
K(xf , xi;T ) = lim
N→∞
∫ N∏
j=1
dxj
N+1∏
j=1
dpxj
2pi~
exp
{
i
~
N+1∑
j=1
[
pxj△xj−(
p2xj
2m
+
V0
cosh2(ωxj)
)
ε
]}
, (3)
where we have adopted the standard notation:
ε = tj−tj−1 = TN+1 ,△xj = xj−xj−1, xi = x(0) and xf = x(T ) = x(tN+1).
Let us first rescale (x, px) by (α = ωx, pα =
1
ω
px). Under this transfor-
mation, the propagator (3) becomes
K(xf , xi;T ) = ω lim
N→∞
∫ N∏
j=1
dαj
N+1∏
j=1
dpαj
2pi~
exp
{
i
~
N+1∑
j=1
[
pαj△αj
3
−
(
p2αj
2m
+
V0/ω
2
cosh2 αj
)
ω2ε
]}
= ω
∫
DαDpα exp
{
i
~
∫ ω2T
0
[pα
.
α
−
(
p2α
2m
+
V0/ω
2
cosh2 α
)]
dt
}
. (4)
In analogy with the problem of a free particle moving on the two-
dimensional sphere which is also known as the rigid rotator problem18 , the
path integration of the expression (4) can be simplified by introducing an
additional dynamics by extension of the phase space with the help of the
following path integral identity:
exp
[
− i
~
(∫ ω2T
0
V0/ω
2
cosh2 α
dt
)]
=
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(βf − βi)
]
lim
N→∞
∫ N∏
j=1
dβj
×
N+1∏
j=1
dpβj
2pi~
exp
{
i
~
N+1∑
j=1
[
pβj△βj −
p2βj +
~
2
4
2m cosh2 αj
ω2ε
]}
=
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(βf − βi)
]
×
∫
DβDpβ exp
{
i
~
∫ ω2T
0
[
pβ
.
β − p
2
β +
~2
4
2m cosh2 α
]
dt
}
. (5)
Then, the propagator (4) becomes
K(xf , xi;T ) = ω
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(βf − βi)
]
×
∫
DαDβDpαDpβ exp
{
i
~
∫ ω2T
0
[
pα
.
α +pβ
.
β
−
(
p2α
2m
+
p2β +
~2
4
2m cosh2 α
)]
dt
}
. (6)
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Our first task is to bring the (β, pβ)-dependent part of the above path integral
into an appropriate form. To do this, we consider the kernel
K(βf , βi;T ) =
∫
DβDpβ exp
{
i
~
∫ ω2T
0
[
pβ
.
β − p
2
β +
~2
4
2m cosh2 α
]
dt
}
= lim
N→∞
∫ N∏
j=1
dβj
N+1∏
j=1
dpβj
2pi~
× exp
{
i
~
N+1∑
j=1
[
pβj△βj −
p2βj +
~
2
4
2m cosh2 αj
ω2ε
]}
. (7)
If we integrate this expression over the variables βj, we obtain
K(βf , βi;T ) = lim
N→∞
∫
dpβN+1
2pi~
exp
{
i
~
[
βN+1pβj − β0pβ1
]}∫ N∏
j=1
dpβj
×δ(pβj − pβj+1)
N+1∏
j=1
exp
(
− i
~
p2βj +
~2
4
2m cosh2 αj
ω2ε
)
. (8)
The pβj integrations thereafter give pβ1 = pβ2 = ... = pβN+1 = ~λ. Hence we
have
K(βf , βi;T ) =
∫
∞
−∞
dλ
2pi
exp
[
iλ
(
βf − βi
)]
exp
(
− i
~
∫ ω2T
0
~
2
2m
λ2 + 1
4
cosh2 α
dt
)
.
(9)
Substituting (9) into (6) yields the following expression for the propagator:
K(xf , xi;T ) = ω
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(βf − βi)
]
×
∫
∞
−∞
dλ
2pi
exp
[
iλ
(
βf − βi
)]
K(αf , αi;T ), (10)
where the (α, pα)-part is given by
K(αf , αi;T ) =
∫
DαDpα exp
[
i
~
∫ ω2T
0
(
pα
.
α − p
2
α
2m
− ~
2
2m
λ2 + 1
4
cosh2 α
)
dt
]
.
(11)
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The calculation of this path integral is of course not at all straightforward.
We will now follow Ref.17 to convert our propagator into the Morse poten-
tial problem by utilizing a set of tricks. We start by performing the point
canonical transformation defined by
X = sinhα, P = coshα pα, (12)
which introduces the effective potential17,19
Ve =
~
2
8m
(
3− 1
1 +X2
)
. (13)
The transformed path integral takes the form
K(αf , αi;T ) =
[(
1 +X2f
) (
1 +X2i
)] 1
4
∫
DXDP exp
{
i
~
∫ ω2T
0
[
P
.
X
− P
2
2m
(
1 +X2
)− ~2
2m
λ2
1 +X2
− 3~
2
8m
]
dt
}
. (14)
One can get rid of the (1 +X2)
−1
potential term, by changing the variable
P into P˜ via
P = P˜ − i~λ
1 +X2
. (15)
This lets appear a total X derivative which can easily be integrated out.
Then, the path integral (14) may be rewritten
K(αf , αi;T ) =
[(
1 +X2f
) (
1 +X2i
)] 1
4 exp
[
λ(arctanX |XfXi
]
K(Xf , Xi;T ),
(16)
where
K(Xf , Xi;T ) =
∫
DXDP˜ exp
{
i
~
∫ ω2T
0
[
P˜
.
X − P˜
2
2m
(
1 +X2
)
+
i~λ
m
P˜ − 3~
2
8m
]
dt
}
. (17)
Following Anderson et al17 , the P˜ 2X2 term can be absorbed using the trick
called uncompleting the square, namely
exp
(
− i
~
∫ ω2T
0
P˜ 2
2m
X2dt
)
6
=∫
∞
−∞
dξf
∫
Dξ exp
[
i
~
∫ ω2T
0
(
m
2
.
ξ
2 −
.
ξ P˜X +
3~2
8m
)
dt
]
, (18)
and (17) takes the form
K(Xf , Xi;T ) =
∫
∞
−∞
dξf
∫
Dξ
∫
DXDP˜ exp
[
i
~
∫ ω2T
0
(m
2
.
ξ
2
+P˜
.
X
− P˜
2
2m
−
.
ξ P˜X +
i~λ
m
P˜
)
dt
]
. (19)
By discretizing the P˜
.
X term and performing the integrations on the N
variables Xj , it appears N Dirac distributions which can formally be written
as
δ
( .
P˜ +
.
ξ P˜
)
. (20)
Taking into account the boundary conditions P˜ (0) = P0, ξ(0) = 0 and
ξ(ω2T ) = ξf , the solution of the differential equation in the argument of
the Dirac distribution (20) is
P˜ (t) = P0e
−ξ(t). (21)
The P˜j integrations thereafter may be performed and reduced to an ordinary
integration over P0. It can also be shown that(
dP˜ (ω2T )
dP0
) 1
2
= e−
ξf
2 . (22)
As a result, we have
K(Xf , Xi;T ) =
∫
∞
−∞
dξf exp
(
−ξf
2
)∫
∞
−∞
dP0
2pi~
× exp
[
i
~
P0
(
e−ξfXf −Xi
)]
KM(ξf , 0;T ), (23)
with
KM(ξf , 0;T ) =
∫
Dξ exp
[
i
~
∫ ω2T
0
(
m
2
.
ξ
2 − P
2
0
2m
e−2ξ +
i~λ
m
P0e
−ξ
)
dt
]
.
(24)
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This kernel describes the path integral for a particle to go from a position
ξi = 0 at time ti = 0 to ξf at time tf = ω
2T , in the Morse-type potential
V (ξ) =
P 20
2m
(
e−2ξ − 2i~λ
P0
e−ξ
)
. (25)
For 2i~µ
P0
real and positive, there exist treatments by path integral tech-
niques1,2,19,20,21 ,operator methods22 and algebraic approach23 . If one sub-
stitutes A =
P 2
0
2m
, B = i~λ
m
P0, a = 1,M = 4m, s =
2m
P0
S in Ref.23 , one obtains
KM(ξf , 0;T ) =
2m
~
∫
∞
0
e−2λS
i sin(S)
dS
∫
∞
−∞
dE
2pi~
exp
(
− i
~
Eω2T
)
× exp
[
i
~
P0
(
e−ξf + 1
)
cot(S)
]
×I
2
√
−2mE/~2
(
2P0e
−
ξf
2
i~ sin(S)
)
. (26)
With the results (26), (23) and (16) the full propagator (10) for the potential
under consideration may be put into the form
K(xf , xi;T ) =
2mω
~
[(
1 +X2f
) (
1 +X2
)] 1
4 exp
[
λ(arctanX |XfXi
]
×
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(
βf − βi
)]
×
∫
∞
−∞
dλ
2pi
exp
[
iλ
(
βf − βi
)] ∫ ∞
−∞
dξf exp
(
−ξf
2
)∫
∞
−∞
dP0
2pi~
× exp
[
i
~
P0
(
e−ξfXf −Xi
)] ∫ ∞
0
e−2λS
i sin(S)
dS
∫
∞
−∞
dE
2pi~
× exp
(
− i
~
Eω2T
)
exp
[
i
~
P0 cot(S)
(
e−ξf + 1
)]
×I
2
√
−2mE/~2
(
2P0e
−
ξf
2
i~ sin(S)
)
, (27)
where Xf = sinhαf and Xi = sinhαi.
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III. Evaluation of the propagator
In order to evaluate the multiple integral (27), we start by employing the
integral representation for the modified Bessel function
− 2piiIµ(−2iaz) = z2µ
∫
∞
−∞
duu−(1+2µ) exp
[
−ia
(
u+
z2
u
)]
, (28)
valid for arg(a) = 0 and Re(2µ) ≻ −1, changing variables q = e−ξf , q˜ = q/u2
and P˜0 = P0/ sin(S) and carrying out the integration over P˜0. We then
obtain
K(xf , xi;T ) =
2mω
~
[(
1 +X2f
) (
1 +X2
)] 1
4 exp
[
λ(arctanX |XfXi
]
×
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(
βf − βi
)]
×
∫
∞
−∞
dλ
2pi
exp
[
iλ
(
βf − βi
)] ∫ ∞
−∞
dE
2pi~
× exp
(
− i
~
Eω2T
)∫
∞
0
dSe−2λS
∫
∞
0
q˜µ−
1
2dq˜
×
∫
∞
−∞
δ
(
q˜Bu2 − u(1 + q˜) + A) du, (29)
where we have set
A = cos(S) +Xf sin(S) , B = cos(S)−Xi sin(S), (30)
and
µ =
√
−2mE
~2
= ±ik
ω
. (31)
Next, the integration over u yields∫
∞
−∞
δ
(
q˜Bu2 − u(1 + q˜) + A) du = 2√
q˜2 + 2(1− 2AB)q˜ + 1 . (32)
If we let
S = S˜ +
1
2
(arctanXf − arctanXi) ,△ = − (arctanXf + arctanXi) , (33)
9
and noticing that
cos(S)∓X sin(S) =
√
1 +X2 cos (S ± arctanX) , (34)
the factor (1− 2AB) is amenable to the form
(1− 2AB) = sinhαf sinhαi − coshαf coshαi cos(2S˜). (35)
The integrations over the variables q˜, λ and S˜ can be easily performed using
the integral ( see formula 3.252.11 p.297 in24 )∫
∞
0
(
1 + 2βx+ x2
)µ− 1
2 x
−ν−1
dx
= 2−µ
(
β2 − 1)µ2 Γ(1− µ)B(ν − 2µ+ 1,−ν)P µν−µ(β), (36)
valid for Re(ν) ≺ 0, Re(2µ− ν) ≺ 1, and |arg(β ± 1)| ≺ pi, where B(x, y) =
Γ(x)Γ(y)
Γ(x+y)
.
Taking into account the symmetry property of the general associated
Legendre functions (see formula 8.731.5 p.1005 in24 )
P µ
−
1
2
−iλ
(x) = P µ
−
1
2
+iλ
(x), (37)
and the well-known relation ( see formula 8.334.2 p.937 in24)
Γ(
1
2
− x)Γ(1
2
+ x) =
pi
cospix
, (38)
we obtain
K(xf , xi;T ) =
√
coshαf coshαi
piω2
∫
∞
−∞
kdk
cosh
(
pik
ω
) exp(− i
~
~
2k2
2m
T
)
×
∫
∞
−∞
d(βf − βi) exp
[
−i
√
2mV0
~2ω2
− 1
4
(
βf − βi
)]
×P
−
1
2
+ ik
ω
(−Z), (39)
where
Z = coshαf coshαi cosh(βf − βi)− sinhαf sinhαi. (40)
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The variables αf , αi, βf , and βi in (39) can be separated with the help of the
addition theorem derived in Ref.16
P
−
1
2
+ ik
ω
(−Z) = 1
4pi
1∑
ε=0
∫
∞
−∞
dλe−iλ(βf−βi)d
−
1
2
+ ik
ω
,ε
λ,0 (αf + ipi)
(
d
−
1
2
+ ik
ω
,ε
λ,0 (αi)
)∗
,
(41)
where
d
−
1
2
+ ik
ω
,ε
λ,0 (α) =
1
2pi
∫
∞
−∞
dβ exp(−iλβ) [cosh β coshα + (−1)ε sinhα]− 12+ ikω ,
(42)
which may be evaluated by using the integral ( see formula 8.713.3 p.1001
in24 )
P−γν (z) =
√
2
pi
Γ
(
γ + 1
2
)
(z2 − 1)γ2
Γ(ν + γ + 1)Γ(γ − ν)
∫
∞
0
cosh
[(
ν + 1
2
)
t
]
dt
(z + cosh t)γ+
1
2
, (43)
valid for Re(z) ≻ −1, |arg(z ± 1)| ≺ pi,Re(ν + γ) ≻ −1, Re(ν − γ) ≻ 0, and
we have
d
−
1
2
+ ik
ω
,ε
λ,0 (α) =
Γ
(
1
2
+ iλ− ik
ω
)
Γ
(
1
2
− iλ− ik
ω
)
√
2piΓ
(
1
2
− ik
ω
) e−pik2ω√
coshα
P
ik
ω
−
1
2
+iλ
((−1)ε tanhα) .
(44)
Inserting (44) and (41) in (39) and integrating over the variable (βf − βi),
we arrive at
K(xf , xi;T ) = − 1
2ω
∫
∞
−∞
kdk∣∣sin [pi (ν − ik
ω
)]∣∣2 e−pikω
1∑
ε=0
(
P
ik
ω
ν ((−1)ε tanhαf)
× P−
ik
ω
ν ((−1)ε tanhαi)
)
exp
(
− i
~
~
2k2
2m
T
)
, (45)
where
ν = −1
2
+ iλ =
1
2
(
−1 +
√
1− 8mV0
~2ω2
)
. (46)
In order to find the wave functions, we set
Ψ1(y) = P
−µ
ν (y), Ψ2(y) = P
−µ
ν (−y). (47)
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The parameter ν can be real or complex. In the complex case, we have
1 + ν∗ = −ν. (48)
Owing to (37), it is obvious that
Ψ∗1(y) = P
µ
ν (y), Ψ
∗
2(y) = P
µ
ν (−y), (49)
and thanks to the relations ( see formulas 8.737.1 and 8.737.2 p.1006 in24 )
{
P−µν (y) =
Γ(ν−µ+1)
Γ(ν+µ+1)
[
cos(piµ)P µν (y)− 2pi sin(piµ)Qµν (y)
]
,
P µν (−y) = cos [pi(ν + µ)]P µν (y)− 2pi sin [pi(ν + µ)]Qµν (y),
(50)
it is easy to make up the following equations{
Ψ1(y) = aΨ
∗
1(y) + bΨ
∗
2(y),
Ψ∗2(y) = a
∗Ψ2(y) + b
∗Ψ1(y),
(51)
where
a =
Γ(ν − µ+ 1) sin(piν)
Γ(ν + µ+ 1) sin [pi(ν + µ)]
, b =
Γ(ν − µ+ 1) sin(piµ)
Γ(ν + µ+ 1) sin [pi(ν + µ)]
. (52)
Expression (45) of the propagator is then rewritten
K(xf , xi;T ) = − 1
2ω
∫
∞
−∞
kdk∣∣sin [pi (ν − ik
ω
)]∣∣2 e−pikω (Ψ1(yf)Ψ∗1(yi)
+Ψ2(yf)Ψ
∗
2(yi)) exp
(
− i
~
~
2k2
2m
T
)
. (53)
Next by changing k into (−k) in the interval of integration ]−∞, 0] ,and
substituting Ψj(y) and Ψ
∗
j (y) by their expressions (51), we get
K(xf , xi;T ) =
m
2~2ω
∫
∞
0
dEk
sinh
(
pik
ω
)∣∣sin [pi (ν − ik
ω
)]∣∣2 exp
(
− i
~
EkT
)
×{(|a|2 + |b|2) (Ψ1(yf)Ψ∗1(yi) + Ψ2(yf)Ψ∗2(yi))
+ (ab∗ + a∗b) (Ψ1(yf)Ψ
∗
2(yi) + Ψ2(yf)Ψ
∗
1(yi))} . (54)
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Now it is easy to get assured that
|a|2 + |b|2 = 1 , (ab∗ + a∗b) = 0, ∀ν. (55)
Finally, the expression of the propagator is given by
K(xf , xi;T ) =
m
2~2ω
∫
∞
0
dEk
sinh
(
pik
ω
)∣∣sin [pi (ν − ik
ω
)]∣∣2
×{Ψ1(yf)Ψ∗1(yi) + Ψ2(yf)Ψ∗2(yi)} exp
(
− i
~
EkT
)
.(56)
The suitably normalized wave functions, corresponding to the energy
Ek =
~2k2
2m
, are readily obtained to be
Ψ→
←
(y) =
√
m
2~2ω
[
sinh
(
pik
ω
)] 1
2∣∣sin [pi (ν − ik
ω
)]∣∣P ikων (± tanhα), (57)
where we have used the standard convention according to which the arrow
in the wave function indicates the way in which the waves are propagating.
Taking into account the well-known link between the general associated
Legendre functions and the hypergeometric functions ( see formula 8.704
p.999 in24 )
P µν (x) =
1
Γ(1− µ)
[
1 + x
1− x
]µ
2
F
(
−ν, ν + 1; 1− µ; 1− x
2
)
, (58)
and using the relation ( see formula 9.131.1 p.1043 in24 )
F (α, β; γ; z) = (1− z)γ−α−βF (γ − α, γ − β; γ; z), (59)
the wave functions are written
Ψ→
←
(y) =
√
m
2~2ω
[
sinh
(
pik
ω
)] 1
2∣∣sin [pi (ν − ik
ω
)]∣∣ 1Γ(1− ik
ω
)
[
1− tanh2 α
4
]− ik
2ω
×F
(
1 + ν − ik
ω
,−ν − ik
ω
; 1− ik
ω
;
1∓ tanhα
2
)
. (60)
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IV. Scattering function
The sum of the reflection and transmission amplitudes R(k) and T (k)
or else the scattering function S(k) is independent of the way in which the
waves are propagating. As an example, we can consider the case described
by Ψ→(y) in order to evaluate S(k).
Using the identities for the hypergeometric functions ( see formula 9.131.2
p.1043 in24 )
F
(
α, β; γ;
1− y
2
)
→
{
1, y → 1,
Γ(γ)Γ(γ−α−β)
Γ(γ−α)Γ(γ−β)
+
(
1+y
2
)γ−α−β Γ(γ)Γ(α+β−γ)
Γ(α)Γ(β)
, y → −1,
(61)
we obtain
Ψ→(y) →
√
m
2~2ω
[
sinh
(
pik
ω
)] 1
2∣∣sin [pi (ν − ik
ω
)]∣∣
×

1
Γ(1− ik
ω
)
eikx, x→ +∞
Γ(− ikω )
Γ(1+ν− ikω )Γ(−ν−
ik
ω )
eikx +
Γ( ikω )
Γ(1+ν)Γ(−ν)
e−ikx, x→ −∞.(62)
Identifying these asymptotic behaviors with the boundary conditions
Ψ→(y)→
{
T (k)eikx, x→ +∞
eikx +R(k)e−ikx, x→ −∞, (63)
the amplitudes T (k) and R(k) of the transmitted and reflected beams are
evaluated to be 
T (k) =
Γ(1+ν− ikω )Γ(−ν−
ik
ω )
Γ(1− ikω )Γ(−
ik
ω )
,
R(k) =
Γ(1+ν− ikω )Γ(−ν−
ik
ω )Γ(
ik
ω )
Γ(1+ν)Γ(−ν)Γ(− ikω )
,
(64)
from which the expression of the scattering function is
S(k) = T (k) +R(k) =
Γ
(
ik
ω
)
Γ
(−ν − ik
ω
)
cos
[(
pi
2
) (
ν + ik
ω
)]
Γ
(− ik
ω
)
Γ
(−ν + ik
ω
)
cos
[(
pi
2
) (
ν − ik
ω
)] , (65)
and is clearly unitary
S∗(k) = S−1(k). (66)
14
Note that the analysis of the asymptotic behavior of Ψ←(y) with the bound-
ary conditions
Ψ←(y)→
{
T (k)e−ikx, x→ −∞
e−ikx +R(k)eikx, x→ +∞, (67)
leads to the same expression of the scattering function.
The exact expressions for T (k) and R(k) in Eqs. (64) differ significantly
from the ones deduced from the solution16 obtained through path integration
over SO(1, 2).
V. Particular cases
We consider now two limiting cases.
A. The free particle
We have to check whether for V0 → 0, we obtain the well-known coeffi-
cients T (k) and R(k) relative to a free particle.
From Eq. (46), we notice that
ν
V0→0
→ 0. (68)
Thus, we obtain from Eqs. (64):
limT (k)
ν→0
= 1 , limR(k)
ν→0
= 0. (69)
These equations obviously prove that the particle is free.
B. The δ−function barrier
By letting V0 →∞ and ω →∞ such that 2V0ω → ~
2
2m
g = const., we have∫
∞
−∞
V0
cosh2(ωx)
dx =
~
2
2m
g, (70)
hence the potential (1) becomes
V (x) =
~
2
2m
gδ(x). (71)
15
In this case
ν
(V0→∞,ω→∞)
→ − g
2ω
. (72)
Thus,
lim
(V0→∞,ω→∞)
T (k) =
2k
2k + ig
, lim
(V0→∞,ω→∞)
R(k) =
−ig
2k + ig
. (73)
One can then easily see that if one substitutes g = −γ, one obtains the
amplitudes of transmitted and reflected beams for the attractive δ−function
barrier given in Ref25 .
VI. Conclusion
The main result of this article concerns the construction of the propagator
relative to the potential barrier V = cosh−2(ωx). In carrying out the path
integration, the method of delta functionals has enabled us to connect the
potential barrier to the Morse potential problem. The evaluation of the
multiple integral representation of the propagator is facilitated by using the
technique of dimensional extension.
It seems to us that this method is a valuable alternative to the treatment
of this potential by path integration over the SO(1, 2) manifold.
We have also extracted the correctly normalized wave functions. The
scattering function is obtained from their asymptotic behavior . Two limiting
cases are considered. They constitute a consistency check for the correctness
of our results.
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