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Abstract
In this work we present an analogue of the inverse scattering for Canonical systems using theory of
vessels and associated to them completely integrable systems. Analytic coefficients fits into this setting,
significantly expanding the class of functions for which the inverse scattering exists. We also derive an
evolutionary equation, arising from canonical systems, which describes an evolution of the logarithmic
derivative of the tau function, associated to these systems.
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1 Introduction
Starting from the works of M. Krein [17, 18], Gasymov [15] and continuing with research of Alpay-Gohberg
[1], Dym-Arov [5] and many other mathematicians, the canonical systems where one of the basic models,
studied in order to understand completely integrable Partial Differential Equations (PDEs). A system
of equations [
0 −1
1 0
]
∂
∂x
y = µy +
[
p˜ q˜
q˜ −p˜
]
y, y =
[
y1(µ, x)
y2(µ, x)
]
, µ ∈ C
1
for the vector y, is called the Canonical System and µ is called the spectral parameter. This system
and its generalizations were studied for various classes of functions: Wienner class [5], rational functions
[1], rational spectral function [16], strictly preudo-exponential [2]. It is worth noticing that most of the
techniques to solve and research Canonical Systems are related to the theory of systems, J-contractive
functions, reproducing kernel Hilbert spaces and related topics.
We are going to present a new, related to these techniques, approach using a theory of vessels. The
main advantage of this approach is that we are able to present the inverse scattering for arbitrary analytic
coefficients p˜, q˜. Moreover, a natural notion of KdV vessels enables to use these ideas to solve an initial
value problem for the following completely integrable PDE, which we will call canonical PDE
∂2
∂t2
β =
∂
∂x
[−1
2
(β′)2 − 1
4
β
′′′ +
(
∂
∂t
β)2 +
1
4
(β′′)2
β′
]. (1)
The idea behind this solution is the usual inverse scattering method, developed in [14] for the KdV
equation. Since we are able to define the scattering data on R for analytic parameters, we are also able
to solve this initial value problem. The name of KdV vessel, which serves as a solution to this initial value
PDE comes from the analogous problem for the KdV equation. We use the same ideas and constructions.
Still, the derivation of the new formulas, based on the same principal construction of a vessel requires
some research, which is presented here and describes a solution of a very important object, Canonical
Systems.
The setting, developed for vessels in [3, 4, 23, 25] requires slightly different operators, then in the
original definition of Canonical systems. if we multiply the original equation by i, we can rewrite it as
λy −
[
0 i
−i 0
]
∂
∂x
y +
[
ip iq
iq −ip
]
y = 0. (2)
and, as a result, the scattering of the operator
L = −
[
0 i
−i 0
]
∂
∂x
+
[
ip iq
iq −ip
]
(3)
will be our primary interest. We are going to consider a scattering theory in a broader sense, since we
will show that solutions of (2) with trivial potential (p = q = 0) will be mapped to solutions of (2) with
deriived from the vessel parameters p(x), q(x), except for values of λ, lying in a spectrum of a certain
operator. An analogous scattering scheme is presented in Section 6.4 and coincides with the classical
inverse scattering when the potential γ∗(x) is classical one (namely satisfies
∫
R
|p(x)|dx, ∫
R
|q(x)|dx <∞).
Main contribution of this paper is that also analytic initial potentials (when p(x), q(x) are analytic
functions) can serve as initial values for (2) and there is a prescribed way how to solve it, using vessels.
In order to do it, a more general setting of evolutionary nodes (prevessels) is presented. We show
in Section 6.5 how the formulas are incorporated to create this. Moreover, when served as an initial
condition, we show that a solution of (1) is created, which coincides for t = 0 with the given value, which
is created from the scattering of L (3).
The notion of KdV vessel comes from an analogous solution of the Korteweg-de Vries (KdV) and
evolutionary Non Linear Schro¨dinger (NLS) equations. Consider the following collection of operators
2
and spaces
VKdV =
[
C(x) Aζ ,X(x), A B(x) σ1, σ2, γ, γ∗(x)
C
2 K C2 Ω
]
,
B,C∗ : C2 → K, A,X, Aζ : K → K,
σ1, σ2, γ, γ∗(x, t) - 2× 2 matrices, Ω ⊆ R2
∂
∂x
Bσ1 = −(ABσ2 +Bγ), ∂
∂t
B = iA
∂
∂x
B,
∂
∂x
C∗σ1 = −(A∗ζC∗σ2 + C∗γ),
∂
∂t
C∗ = iA∗ζ
∂
∂x
C∗,
∂
∂x
X = Bσ2C,
∂
∂t
X = iABσ2C − iBσ2CAζ + iBγC,
AX+ XAζ +Bσ1C = 0,
γ∗ = γ + σ2CX
−1Bσ1 − σ1CX−1Bσ2.
which is called aKdV vessel on Ω, where X(x, t) is invertible. We obtain a solution of the KdV equation
(4) on Ω as follows. For
σ1 =
[
0 1
1 0
]
, σ2 =
[
1 0
0 0
]
, γ =
[
0 0
0 i
]
the function ((x0, t0) ∈ Ω)
qV(x, t) = −2 ∂
2
∂x2
ln det(X−1(x0, t0)X(x, t))
satisfies [22, 24]
qt = −3
2
qqx +
1
4
qxxx. (4)
If we choose vessel parameters
σ1 = I =
[
1 0
0 1
]
, σ1 =
1
2
[
1 0
0 −1
]
, γ = 0 =
[
0 0
0 0
]
,
then there created solutions y =
[
0 1
]
γ∗(x, t)
[
1
0
]
of the evolutionary Non Linear Schro¨dinger
(NLS) equation
iyt + yxx + 2|y|2y = 0. (5)
The proof of this fact can be found in [21].
In this paper, as we already pointed out, we study the same scheme (the same vessels) to study
solutions of the canonical PDE (1). For this it is necessary to choose
σ1 =
[
0 i
−i 0
]
, σ2 = I =
[
1 0
0 1
]
, γ = 0 =
[
0 0
0 0
]
.
Then the function β(x, t) =
∂
∂x
τ (x, t) =
∂
∂x
det(X−1(0, 0)X(x, t)) satisfies (1).
2 Background
2.1 Node, prevessel, vessel
Definition 2.1. A node is a collection of operators and spaces
N =
[
C Aζ ,X, A B σ1
C
2 K C2
]
3
where K is a Krein space, C : K → C2, X : K → K, B : C2 → K are bounded operators, σ1 = σ∗1 -
invertible 2 × 2 matrix, A,Aζ are generators of C0 groups on K with identical dense domain D(A) =
D(Aζ). The operator X is assumed to satisfy X(D(A)) ⊆ D(A). The operators of the node are subject to
the Lyapunov equation
AXu+ XAζu+Bσ1Cu = 0, ∀u ∈ D(Aζ) = D(A). (6)
If X is invertible, the transfer function of N is
S(λ) = I − CX−1(λI − A)−1Bσ1. (7)
The node N is called symmetric if Aζ = A
∗ and C = B∗.
Remarks: 1. function S(λ), representable in the form (7) is called realized [6]. 2. if Aζ = A+ T for a
bounded operator T , then D(A) = D(Aζ) (Aζ is called a perturbation of A in this case). 3. if X = I ,
then the condition X(D(A)) ⊆ D(A) holds. 4. when the node is symmetric one can verify that
S(λ)σ−11 S
∗(−λ¯) = σ−11
at all points of analyticity of S. 5. for the unbounded operators A,Aζ to be generators of C0-groups,
it necessary and sufficient to demand that they satisfy the conditions of the Hille-Yosida Theorem [26,
Theorem 3.4.1], [12, Theorem II.3.5]. Particularly, they must be closed, densely defined operators.
In the case X is invertible, we consider a stronger notion of a node as follows.
Definition 2.2. A node N is called invertible, if X is invertible and X−1(D(A)) ⊆ D(A).
A simple chain of inclusions for an invertible node
X(D(A)) ⊆ D(A)⇒ D(A) ⊆ X−1(D(A)) ⊆ D(A),
where the first inclusion comes from the node condition, and the last one from the invertible node
condition, implies that X−1(D(A)) = D(A). Similarly, X(D(A)) = D(A). Moreover, taking u = X−1u′,
where u, u′ ∈ D(A) and plugging it into the Lyapunov equation (6), we obtain that
AζX
−1
u
′ + X−1Au′ + X−1Bσ1CX
−1
u
′ = 0, ∀u′ ∈ D(A), (8)
after multiplying by X−1 from the left. From the existence of this Lyapunov equation we obtain the
following Lemma.
Lemma 2.3. If N is an invertible node, then
N−1 =
[
CX−1 A,X−1, Aζ X
−1B σ1
C
2 K C2
]
is also a node.
One could consider a similar notion of “adjointable” node, for which the adjoint of the Lyapunov
equation (6) would define a node, but we do not insert details here. Actually, there is a theory of
construction of new such nodes from old ones, similarly to the theory presented in [8, 6]. In the case
X = I (the identity operator) we have a very well developed theory [9] of (symmetric) nodes with
Aζ = A
∗, which has a finite dimensional real part: A+ A∗ = −Bσ1B∗.
Finally, rewriting the Lyapunov equation (8), of the invertible node as follows
(−Aζ)X−1u′ + X−1(−A)u′ + X−1Bσ−11 σ1(−σ1C)X−1u′ = 0, ∀u′ ∈ D(A)
we arrive to the node
N
−1 =
[ −σ1CX−1 −A,X−1,−Aζ X−1Bσ−11 σ1
C
2 K C2
]
4
whose transfer unction
S
−1(λ) = I + σ1C(λI + Aζ)
−1
X
−1
B
is the inverse of the transfer function, defined in (7), of the original invertible node N. This is a standard
fact, related to Schur complements and can be found in [8, 6].
Definition 2.4. Class R(σ1) consist of 2 × 2 matrix-valued functions S(λ) of the complex variable λ,
which are transfer functions of invertible nodes. The subclass U(σ1) ⊆ R(σ1) consists of the transfer
functions of symmetric, invertible nodes. The Schur class SU(σ1) ⊆ U demand also that the inner space
K is Hilbert and X > 0.
When S(λ) is just analytic at infinity (hence A must be bounded), there is a very well known theory of
realizations developed in [6]. For analytic at infinity and symmetric, i.e. satisfying S∗(−λ¯)σ1S(λ) = σ1,
functions there exists a good realization theory using Krein spaces, developed in [11]1. Such a realization
is then translated into a function in U(σ1). The sub-classes U ,SU appear a lot in the literature and
correspond to the symmetric case. We will not particularly consider these two classes here and refer to
[4].
Equations, which arise in the theory of vessels involve differential equations with unbounded operators.
As a result, an operator satisfying such an equation must satisfy a relation with the domain of the
unbounded operator, which is presented in the next Definition.
Definition 2.5. A bounded operator B : C2 → K is called A-regular, where A : K → K is linear, if
Be ∈ D(A) for all e ∈ C2.
Definition 2.6. Fix 2× 2 matrices σ2 = σ∗2 , γ = −γ∗. The collection of operators and spaces
preV =
[
C(x) Aζ ,X(x),A B(x) σ1, σ2, γ
C
2 K C2
]
(9)
is called a (non-symmetric) prevessel, if the following conditions hold: 1. preV is a node for all x ∈ R,
2. the operator B(x)σ2 is A-regular, 3. C(x),X(x),B(x) are differentiable, bounded operators, subject to
the following conditions
∂
∂x
B(x) = −(ABσ2 +Bγ)σ−11 , (10)
∂
∂x
C(x)u = σ−11 (−σ2CAζu+ γCu), ∀u ∈ D(Aζ), (11)
∂
∂x
X = Bσ2C, (12)
The prevessel preV is called symmetric if Aζ = A
∗ and C(x) = B∗(x) for all x ∈ R.
It turns out that the structure of a prevessel implies the Lyapunov equations (6), (8) as the following
Lemma claims.
Lemma 2.7 (permanence of the Lyapunov equations). Suppose that B(x), C(x),X(x) satisfy (10),
(11), (12) respectively and X(x)(D(Aζ)) ⊆ D(A) for all x ∈ R. Then if the Lyapunov equation (6) holds
for a fixed x0, then it holds for all x. In the case the operator X(x) is invertible and B(x), C(x),X(x) are
part of an invertible node, if (8) holds for a fixed x0, then it holds for all x.
Proof: Let us differentiate the right hand side of the Lyapunov equation (6):
d
dx
[AXu+ XAζu+Bσ1Cu] =
= AB(x)σ2C(x)u+B(x)σ2C(x)Aζu−AB(x)σ2C(x)u−B(x)σ2C(x)Aζu
= 0.
1At the paper [11] a similar result is proved for functions symmetric with respect to the unit circle, but it can be translated
using Calley transform into S∗(−λ¯)σ1S(λ) = σ1 and was done in [20, 4]
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The terms involving γ are canceled, because γ + γ∗ = 0, by the assumption on it. Thus it is a constant
and the result follows. For the invertible node case, the condition (8) is a result of (6).
Definition 2.8. The collection of operators, spaces and a set Ω ⊆ R
V =
[
C(x) Aζ ,X(x),A B(x) σ1, σ2, γ, γ∗(x)
C
2 K C2 Ω
]
(13)
is called a (non-symmetric) vessel, if V is a pre-vessel, X(x) is invertible on Ω, and V is also an invertible
node for all x ∈ Ω. The 2× 2 matrix-function γ∗(x) is assumed to satisfy the linkage condition on Ω
γ∗ = γ + σ2C(x)X
−1(x)B(x)σ1 − σ1C(x)X−1(x)B(x)σ2. (14)
The class of the transfer functions of vessels is defined as follows
Definition 2.9. Class I = I(σ1, σ2, γ; Ω) consist of 2× 2 matrix-valued (transfer) functions S(λ, x) of
the complex variable λ and x ∈ Ω ⊆ R, possessing the following representation:
S(λ, x) = I −C(x)X−1(x)(λI − A)−1B(x)σ1, (15)
where the operators C(x),X(x), B(x) are part of a vessel V.
Before we prove the Ba¨cklund transformation Theorem 2.11 we present a technical lemma.
Lemma 2.10. Let V be a vessel. Then for all u ∈ D(A)
σ1
d
dx
[C(x)X−1(x)]u = σ2C(x)X
−1(x)Au+ γ∗(x)C(x)X
−1(x)u, (16)
d
dx
[X−1(x)B(x)]σ1 = AζX
−1(x)B(x)σ2 − X−1(x)B(x)γ∗(x). (17)
Proof: Consider (16) first. We write under each equality the corresponding equation that is used to
derive the next line:
σ1
∂
∂x
[CX−1]u = σ1
∂
∂x
(C)X−1u+ σ1C
∂
∂x
(X−1)u
(11): σ1
∂
∂x
C(x)u = −σ2CAζu+ γCu
(12): ∂
∂x
X = Bσ2C
= −σ2CAζX−1u+ γCX−1u− σ1CX−1Bσ2CX−1u
= −σ2CAζX−1u+ (γ − σ1CX−1Bσ2)CX−1u
(8): AζX
−1u+ X−1Au+ X−1Bσ1CX
−1u = 0
= σ2CX
−1Au+ (γ + σ2CX
−1Bσ1 − σ1CX−1Bσ2)CX−1u
(14): γ∗ = γ + σ2CX
−1Bσ1 − σ1CX−1Bσ2
= σ2CX
−1Au+ γ∗CX
−1u.
Notice that all equations of the vessel can be used, since we apply them to a vector u from D(A).
The equation (17) is proved in exactly the same manner.
Now we have all the ingredients of the following Theorem. This theorem has its origins at the work
of M. Livs¸ic [19] and was proved for bounded operators in [20, 21, 4]. Now we present a generalization
of these results for the case of unbounded operator A.
Theorem 2.11 (Vessel=Ba¨cklund transformation). Let V be a vessel defined in (13) and satisfying the
conditions of Definition 2.8. Fix λ 6∈ spec(A) and let u(λ, x) be a solution of the input LDE
λσ2u(λ, x)− σ1 ∂
∂x
u(λ, x) + γu(λ, x) = 0. (18)
Then the function y(λ, x) = S(λ, x)u(λ, x) satisfies the output LDE
λσ2y(λ, x)− σ1 ∂
∂x
y(λ, x) + γ∗(x)y(λ, x) = 0. (19)
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Proof: Let us fix λ 6∈ spec(A) and a solution u(λ, x) of (18). Then for y(λ, x) = S(λ, x)u(λ, x) we
calculate:
σ1
d
dx
y(λ, x) = σ1
d
dx
[(I − C(x)X−1(x)(λI − A)−1B(x)σ1)u(λ, x)] =
= σ1
d
dx
u(λ, x)− σ1 d
dx
[C(x)X−1(x)(λI − A)−1B(x)σ1u(λ, x)]
= (σ2λ+ γ)u(λ, x)− σ1 d
dx
[C(x)X−1(x)] (λI − A)−1B(x)σ1u(λ, x)
−σ1C(x)X−1(x)(λI −A)−1 d
dx
[B(x)]σ1u(λ, x)
−σ1C(x)X−1(x)(λI − A)−1B(x)σ1 d
dx
u(λ, x).
Using (16), (10) and (18) it becomes (notice that (λI − A)−1B(x)σ1u(λ, x) ∈ D(A))
σ1
d
dx
y(λ, x) = (σ2λ+ γ)u(λ, x)−
−[σ2C(x)X−1(x)A+ γ∗(x)C(x)X−1(x)](λI − A)−1B(x)σ1u(λ, x)+
+σ1C(x)X
−1(x)(λI − A)−1[AB(x)σ2 +B(x)✁γ]u(λ, x)−σ1C(x)X−1(x)(λI − A)−1B(x)(σ2λ+ ✁γ)u(λ, x) =
Let us combine the last two terms and add ±λI next to A:
= (σ2λ+ γ)u(λ, x)−
−[σ2C(x)X−1(x)(A± λI) + γ∗(x)C(x)X−1(x)](λI − A)−1B(x)σ1u(λ, x)+
+σ1C(x)X
−1(x)(λI −A)−1(A− λI)B(x)σ2u(λ, x) =
= (σ2λ+ γ)u(λ, x) + σ2C(x)X
−1(x)B(x)σ1u(λ, x)−
−[σ2C(x)X−1(x)λ+ γ∗(x)C(x)X−1(x)](λI − A)−1B(x)σ1u(λ, x)−
−σ1C(x)X−1(x)B(x)σ2u(λ, x) =
= (σ2λ+ γ + σ2C(x)X
−1(x)B(x)σ1 − σ1C(x)X−1(x)B(x)σ2)u(λ, x)−
−[σ2C(x)X−1(x)λ+ γ∗(x)C(x)X−1(x)](λI − A)−1B(x)σ1u(λ, x).
Using (14) and the definition of S(λ, x) we obtain that
σ1
d
dx
y(λ, x) = [σ2λ+ γ∗(x)]u(λ, x)−
[σ2λ− γ∗(x)]C(x)X−1(x)(λI − A)−1B(x)σ1u(λ, x) =
= [σ2λ+ γ∗(x)][I − C(x)X−1(x)(λI − A)−1B(x)σ1]u(λ, x) =
= (σ2λ+ γ∗(x))S(λ, x)u(λ, x) =
= (σ2λ+ γ∗(x))y(λ, x).
One of the corollaries of this Theorem is that the function S(λ, x) must satisfy [10] the following differ-
ential equation
∂
∂x
S(λ, x) = σ−11 (σ2λ+ γ∗(x))S(λ, x)− S(λ, x)σ−11 (σ2λ+ γ). (20)
Moreover, defining the fundamental solutions Φ(λ, x),Φ∗(λ, x)
λσ2Φ(λ, x)− σ1 ∂
∂x
Φ(λ, x) + γΦ(λ, x) = 0, Φ(λ, 0) = I, (21)
λσ2Φ∗(λ, x)− σ1 ∂
∂x
Φ∗(λ, x) + γ∗(x)Φ∗(λ, x) = 0, Φ∗(λ, 0) = I, (22)
we also obtain that
S(λ, x) = Φ∗(λ, x)S(λ, 0)Φ
−1(λ, x). (23)
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2.2 Standard construction of a prevessel
Now we present the standard construction of a prevessel preV from a node N0. under assumption that
the operators A,Aζ are generators of analytic semi groups. In general, it is enough to demand that A,Aζ
possess “functional calculus”. We will see later in formula (31) that
Φ(λ, x) =
[
cosh(λx) i sinh(λx)
−i sinh(λx) cosh(λx)
]
for the Canonical systems parameters.
Definition 2.12. Let
N0 =
[
C0 Aζ ,X0, A B0 σ1
C
2 K C2
]
be a node, such that A,Aζ and −A,−Aζ generate semi-groups (or possess “functional calculus”) and
D(A) = D(Aζ). The standard construction of the operators B(x), C(x),X(x) from the node N0 is as
follows
B(x) =
1
2pii
∫
Γ
(λI − A)−1B0Φ−1(λ, x− x0)σ−11 dλ, (24)
C(x) =
1
2pii
∫
Γ
Φ(λ, x− x0)C0(λI + Aζ)−1dλ, (25)
X(x) = X0 +
x∫
x0
B(y)σ2C(y)dy, (26)
where the path Γ is on the right of the spectrum of the generators, going from e−θ∞ to e−θ∞.
Theorem 2.13. The collection
preV =
[
C(x) Aζ ,X(x),A B(x) σ1, σ2, γ
C
2 K C2
]
defined by the standard construction from the node N0 is a prevessel, coinciding with N0 for x = x0.
Proof: The condition B(x)σ2 is A-regular comes from the definition of B(x). Indeed, for all λ, x
(λI −A)−1B0Φ(λ, x− x0) ∈ D(A). By the existence of the functional calculus, it follows that (10), (11)
hold. The equation (12) is immediate and the Lyapunov equation (6) follows from Lemma 2.7. Finally,
we have to show that X(x)(D(A)) ⊆ D(A). For each u ∈ D(A)
X(x)u = X0u+
∫ x
x0
B(y)σ2C(y)udy.
Here X0u ∈ D(A) by the assumptions on N0. B(y)σ2 ∈ D(A) by the A-regularity of B(y)σ2. Moreover,
since for each u ∈ D(A)
∂
∂x
B(x)σ1C(x)u = −AB(x)σ2C(x)u−B(x)σ2C(x)Aζu
by integrating, we will obtain that∫ x
x0
AB(y)σ2C(y)udy = B0σ1C0u− ∂
∂x
B(x)σ1C(x)u+
∫ x
x0
B(x)σ2C(x)Aζudy
exists. So, by the closeness of the operator A, we obtain that
A
∫ x
x0
B(y)σ2C(y)udy =
∫ x
x0
AB(y)σ2C(y)udy
exists and
∫ x
x0
B(y)σ2C(y)udy ∈ D(A).
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3 Scattering theory of the operator L
We start from the definition of the vessel parameters, which create an inverse scattering theory of L (3).
Definition 3.1. The Canonical Systems vessel parameters are defined as follows
σ1 =
[
0 i
−i 0
]
, σ2 = I =
[
1 0
0 1
]
, γ = 0 =
[
0 0
0 0
]
.
Expanding the transfer function S(λ, x) into a Taylour series around λ = ∞, we obtain a notion of
the moment:
S(λ, x) = I −
∞∑
n=0
Hn(x)σ1
λn+1
,
where by the definition the n-th moment Hn(x) of the function S(λ, x) is
Hn(x) = C(x)X
−1(x)AnB(x). (27)
Using the zero moment, for example, we obtain that the so called “linkage condition” (14) is equivalent
to
γ∗(x) = γ + σ2H0(x)σ1 − σ1H0(x)σ2.
There is also a recurrent relation between the moments Hn(x), arising from (20):
Theorem 3.2. The following recurrent relation between the moments of the vessel Vreg holds
[σ−11 σ2,Hn+1σ1] = (Hn)
′
xσ1 − σ−11 γ∗Hnσ1. (28)
Proof: Follows from the differential equation (20) by plugging S(λ, x) = I −
∞∑
n=0
Hn(x)σ1
λn+1
.
Let us investigate more carefully the LDEs (18) and (19). Denote u =
[
u1
u2
]
, then (18) becomes
[
λu1
λu2
]
−
[
iu′2
−iu′1
]
=
[
0
0
]
.
Solving this we obtain that {
u′2 = −iλu1,
u′′1 = iλu
′
2 = λ
2u1.
(29)
We can see that actually this equation is equivalent to a second-order differential equation with the
spectral parameter λ:
u
′′
1 = λ
2
u1. (30)
In order to analyze (19), we denote first moment H0(x) = [piij ] =
[
a0 b0
c0 d0
]
, and as a result, the linkage
condition (14) becomes
γ∗ = γ +
[ −i(b0 + c0) i(a0 − d0)
i(a0 − d0) i(b0 + c0)
]
.
So, if we denote p = −b0 − c0, q = a0 − d0 we will obtain the usual canonical systems equation (2):
λy −
[
0 i
−i 0
]
y +
[
ip iq
iq −ip
]
y = 0.
The term “scattering matrix” attached to S(λ, 0) is understood as follows.
y(λ, x) =
[
y1(λ, x)
y2(λ, x)
]
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of solutions of (2), can be derived from (19) in the following form
y(λ, x) = S(λ, x)Φ(λ, x)
[
1
0
](
= Φ∗(λ, x)S(λ, 0)
[
1
0
])
,
where the fundamental matrix Φ(λ, x), solving (18) with the initial condition Φ(λ, 0) = I (-the identity
matrix) is
Φ(λ, x) =
[
cosh(λx) i sinh(λx)
−i sinh(λx) cosh(λx)
]
, (31)
where cosh(t) =
et + e−t
2
, sinh(t) =
et − e−t
2
. It is a metter of simple calculations to verify that Φ(λ, x)
satisfies (18). This matrix is analytic in λ and its structure is known, so we can study solutions of (3) or
equivalently of (19), creating in this manner the (inverse) scattering of L (3).
Let us examine the recurrence relation (28). We will research for the simplicity of the presentation the
structure of the first moment H0(x), but almost the same structure will actually apply for all moments.
Let us denote
H1(x) =
[
a1 b1
c1 d1
]
.
Then (28) becomes
0 = −(H0)′xσ1 + σ−11 γ∗H0σ1 + σ−11 σ2H1(x)σ1 −H1(x)σ2 =
=
[ −a1 + d1 + i(a0b0 + c0d0 + b′0) −b1 − c1 − i(a20 + c0(c0 + b0)− a0d0 + a′0)
−b1 − c1 + i(b0(b0 + c0)− a0d0 + d20 + d′0) a1 − d1 − i(a0b0 + c0d0 + c′0)
]
,
From where we obtain:{
a1 − d1 = i(a0b0 + c0d0 + b′0) = i(a0b0 + c0d0 + c′0)
b1 + c1 = i(b0(b0 + c0)− a0d0 + d20 + d′0) = −i(a20 + c0(c0 + b0)− a0d0 + a′0).
Solving the second equalities, envolving the elements of H0, we reach
c′0 = b
′
0
b0(b0 + c0)− a0d0 + d20 + d′0 = −(a20 + c0(c0 + b0)− a0d0 + a′0)
Since we denoted earlier p = −c0 − b0, q = a0 − d0 together with the assumption c0 = b0 the second
equation becomes:
p
2 + q2 + d′0 + a
′
0 = 0.
Since
τ ′
τ
= tr(σ2H0) = a0 + d0 from the last equation we obtain that
τ ′
τ
= −
∫ x
0
p
2(y) + q2(y)dy. (32)
Since additionally a0 − d0 = q the entries of H0 are as follows
H0 =


τ ′
τ
+ q
2
−p
2
−p
2
τ ′
τ
− q
2


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In the general case similar calculations for (28) with Hn =
[
an bn
cn dn
]
results in
{
an+1 − dn+1 = i(−dnp+ bnq + b′n) = −i(anp+ cnq − c′n),
bn+1 + cn+1 = −i(−cnp+ anq + a′n) = −i(bnp+ dnq − d′n).
Solving these equations we find that the moment Hn+1 is expressed via the previous moment using the
following formulas 

an+1 − dn+1 = i(−dnp+ bnq + b′n),
bn+1 + cn+1 = −i(−cnp+ anq + a′n),
a′n+1 + d
′
n+1 = p(bn+1 + cn+1) + q(dn+1 − an+1),
b′n+1 − c′n+1 = p(dn+1 − an+1)− q(bn+1 + cn+1).
(33)
4 “Uniqueness” of the scattering data
Let us consider now the uniqueness of the scattering matrix S(λ, 0). First we prove the following
Lemma 4.1. Suppose that we are given a regular vessel
Vreg = (C(x),A,X(x),Aζ , B(x);σ1, σ2, γ, γ∗(x);H,C3; I),
realizing coefficients q(x), p(x). Let S(λ, x) be its transfer function, defined in (15). Let Y (λ) be an
arbitrary 3×3 matrix function, commuting with the fundamental solution Φ(λ, x) of (18). Then S˜(λ, x) =
S(λ, x)Y (λ) is the transfer function of a vessel realizing the same coefficients q(x), p(x).
Proof: By the definition it follows that
S(λ, x) = Φ∗(λ, x)S(λ, 0)Φ
−1(λ, x).
So,
S˜(λ, x) = S(λ, x)Y (λ) = Φ∗(λ, x)S(λ, 0)Φ
−1(λ, x)Y (λ) = Φ∗(λ, x)S(λ, 0)Y (λ)Φ
−1(λ, x)
and realizes the same coefficients q(x), p(x). By the standard construction, there is a vessel V˜, whose
transfer functions is S˜(λ, x).
Let us investigate the structure of a matrix Y (λ), commuting with Φ(λ, x). Using the form (31), it is
easy to conclude that a matrix, which commutes with Φ(λ, x) must be of the form
Y (λ) = a(λ)I + b(λ)
[
0 i
−i 0
]
, (34)
by considering the coefficients of pure exponents in Φ(λ, x)Y (λ) = Y (λ)Φ(λ, x).
Theorem 4.2 (Uniquness of the scattering matrix). Suppose that S(λ, x), S˜(λ, x) are the transfer func-
tions of two regular vessels Vreg, V˜reg, realizing the same potential γ∗(x). Then there exists a matrix
Y (λ) ∈R such that
S˜(λ, x) = S(λ, x)Y (λ).
Proof: Let us consider the function S−1(λ, x)S˜(λ, x). By the definition this functions maps solutions of
the input LDE (18) to itself:
S
−1(λ, x)S˜(λ, x) =
(
Φ∗(λ, x)S(λ, 0)Φ
−1(λ, x)
)−1
Φ∗(λ, x)S˜(λ, 0)Φ
−1(λ, x) =
= Φ(λ, x)S−1(λ, 0)S˜(λ, 0)Φ−1(λ, x)
Plug here, the formula (31) and find conditions so that the coefficients of the exponents eλx, e−λx vanish.
This is necessary for making this function bounded at infinity out of the spectrum of A. Then calculations
11
show that actually S−1(λ, 0)S˜(λ, 0) must commute with Φ(λ, x) so that this functions cancels all the
singularities at infinity. As a result, by the preceding arguments it must be a function Y (λ) of the form
(34). And we obtain that
S
−1(λ, 0)S˜(λ, 0) = Y (λ),
from where the result follows.
Another, weaker form of the uniqueness is used later in the text and is presented in the next Lemma.
We emphasize that a similar theorem lemma was proved in the Sturm-Liouville case in [20] and in [13]
for purely continuous spectrum.
Lemma 4.3. Suppose that two functions S(λ, x), S˜(λ, x) are in class I(σ1, σ2, γ), possessing the same
initial value
S(λ, 0) = S˜(λ, 0)
and are bounded at a neighborhood of infinity, with a limit value I there. Then γ˜∗(x) = γ∗(x).
Proof: Suppose that
S(λ, x) = Φ∗(λ, x)S(λ, 0)Φ
−1(λ, x), S˜(λ, x) = Φ˜∗(λ, x)S(λ, 0)Φ
−1(λ, x).
Then
S˜
−1(λ, x)S(λ, x) = Φ˜∗(λ, x)Φ
−1
∗ (λ, x)
is entire (the singularities appear in S(λ, 0) = S˜(λ, 0) only and are cancelled) and equal to I (- the identity
matrix) at infinity. By a Liouville theorem, it is a constant function, namely I . So Φ˜∗(λ, x)Φ
−1
∗ (λ, x) = I
or
Φ˜∗(λ, x) = Φ∗(λ, x).
If we differentiate, we obtain that γ˜∗(x) = γ∗(x).
Theorem 4.4 (Uniqueness of the moments). Suppose that two sequences of moments Hn(x) and H˜n(x)
are finite, differentiable and satisfy (33) with analytic γ∗(x) and γ˜∗(x) respectively. Then from
Hn(0) = H˜n(0), ∀n = 0, 1, 2, . . .
it follows that γ∗(x) = γ˜∗(x). If the infinite system of equations (33) has a unique sequence of solutions
Hn(x) for a given γ∗(x) and initial values Hn(0) then Hn(x) = H˜n(x).
Proof: Let us show by the induction that H
(n)
0 (0) = (H˜)
(n)
0 (0) for all n = 0, 1, 2, . . .. And since these
two moments are analytic, the result will follow from the uniqueness of the Taylor series. For n = 0,
H0(0) = H˜0(0) and the basis of the induction follows. Then from (28) it follows that
H
(1)
0 (x) = σ
−1
1 σ2H1 −H1σ2σ−11 + σ−11 γ∗H0 −H0γσ−11 .
Differentiating again, using (28) for n = 0, 1 and the Linkage condition (14), we will obtain that
H
(1)
0 (x) = σ
−1
1 σ2H1 −H1σ2σ−11 + σ−11 γ∗H0 −H0γσ−11 =
= σ−11 σ2H1 −H1σ2σ−11 + σ−11 (γ + σ2H0σ1 − σ1H0σ2)H0 −H0γσ−11 = P2(H0(x),H1(x),H2(x))
for a non-commutative polynomial P2 with constant coefficients (depending on σ1, σ1, γ). This shows
that a simple induction results in
H
(n)
0 (x) = Pn(H0(x),H1(x), . . . ,Hn(x),Hn+1(x))
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for a non-commutative polynomial Pn with constant matrix-coefficients. As a result, plugging here x = 0
and using the condition Hn(0) = H˜n(0)
H
(n)
0 (0) = Pn(H0(0), H1(0), . . . , Hn(0),Hn+1(0)) =
= Pn(H˜0(0), H˜1(0), . . . , H˜n(0), H˜n+1(0)) = (H˜)
(n)
0 (0).
From here it follows that H0(x) = H˜0(x) and hence by the linkage condition (14) γ∗(x) = γ˜∗(x). Then
the last statement of the Theorem follows from the uniqueness of solutions.
5 KdV vessels
We insert a new variable t to the formulas so that all operators and functions depend now on this variable.
We consider the following notion
Definition 5.1. The collection of operators and spaces
preVKdV =
[
C(x, t) Aζ ,X(x, t), A B(x, t) σ1, σ2, γ
C
2 K C2
]
(35)
is called a KdV preVessel, if the following conditions hold: 1. preVKdV is a node for all x, t ∈ R,
2. operator B(x, t)σ2 is A
2-regular, B(x, t)γ is A-regular 3. C(x, t),X(x, t), B(x, t) are differentiable in
both variables, when the other one is fixed, subject to the conditions (10), (11), (12) and the following
evolutionary equations (for arbitrary u ∈ D(A), v ∈ D(A))
∂
∂t
B = iA
∂
∂x
B = −iA(ABσ2 +Bγ)σ−11 , (36)
∂
∂t
Cu = −i ∂
∂x
CAζu = −iσ−11 (−σ2CAζ + γC)Aζu, (37)
∂
∂t
Xv = i(A
∂
∂x
X− i ∂
∂x
XAζ + iBγC)v = (iABσ2C − iBσ2CAζ + iBγC)v, (38)
where σ2 = σ
∗
2 , γ
∗ = −γ are 2 × 2 matrices. The prevessel preV is called symmetric if Aζ = A∗ and
C(x, t) = B∗(x, t) for all x, t ∈ R.
Definition 5.2. The collection of operators, spaces and an open set Ω ⊆ R2
VKdV =
[
C(x, t) Aζ ,X(x, t),A B(x, t) σ1, σ2, γ, γ∗(x, t)
C
2 K C2 Ω
]
(39)
is called a (non-symmetric) KdV vessel, if VKdV is a KdV prevessel, X(x, t) is invertible on Ω, VKdV
is also an invertible node. The 2 × 2 matrix-function γ∗(x, t) satisfies the linkage condition (14). The
vessel VKdV is called symmetric if Aζ = A
∗ and C(x, t) = B∗(x, t) for all x, t ∈ Ω.
Theorem 5.3. Let VKdV be a KdV vessel. Suppose that the moments H0, . . . ,Hn+1 are finite and
differentiable, then
∂
∂t
Hn = i
∂
∂x
Hn+1 + i
∂
∂x
[H0]σ1Hn. (40)
The transfer function S(λ, x, t) (7) satisfies the following differential equation
∂
∂t
S(λ, x, t) = iλ
∂
∂x
S(λ, x, t) + i
∂
∂x
[H0]σ1S(λ, x, t). (41)
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Proof: Consider the formula for the moments first.
∂
∂t
Hn =
∂
∂t
[CX−1AnB] = CtX
−1AnB − CX−1XtX−1AnB + CX−1AnBt =
= using evolutionary conditions (36), (38)
= Cx(−iAζ)X−1AnB − CX−1(iAXx − iXxAζ + iBγC)X−1AnB +CX−1An(iA)Bx =
= using (10), (14) and (6)
= i
∂
∂x
Hn+1 + i
∂
∂x
[H0]σ1Hn,
Similarly one shows the formula (41).
Corollary 5.4. The potential γ∗(x, t) of a KdV vessel satisfies the following differential equation
(γ∗)t = −iγ∗(H0)xσ1 + iσ1(H0)xxσ1 + iσ1(H0)xγ∗. (42)
Proof: From the linkage condition and (40) for n = 0 it follows that
(γ∗)t = σ2(H0)tσ1 − σ1(H0)tσ2 =
= σ2[i(H1)x + i(H0)xσ1H0]σ1 − σ1[i(H1)x + i(H0)xσ1H0]σ2
= iσ1[σ
−1
1 σ2(H1)x − (H1)xσ2σ−11 ]σ1 + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2.
For the first term in this expression we can use the formula (28) for n = 0, then
(γ∗)t = iσ1
∂
∂x
[(H0)x − σ−11 γ∗H0 +H0γσ−11 ]σ1 + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2
= iσ1(H0)xxσ1 − i ∂
∂x
[γ∗H0σ1 + σ1H0γ] + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2
= iσ1(H0)xxσ1 − iγ∗(H0)xσ1 − i(γ∗)xH0σ1 + σ1(H0)xγ + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2.
Then notice that
−i(γ∗)xH0σ1 + σ1(H0)xγ + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2 =
= −i[σ2(H0)xσ1 − σ1(H0)xσ2]H0σ1 + σ1(H0)xγ + iσ2(H0)xσ1H0σ1 − iσ1(H0)xσ1H0σ2 =
= iσ1(H0)x[γ + σ2H0σ1 − σ1H0σ2]
= iσ1(H0)xγ∗,
and the result follows.
Let us write explicit formulas for the evolution of p, q arising from (42). Since
γ∗ =
[
ip iq
iq −ip
]
the (1,1) and (1,2) entries will give some evolutionary formulas. More precisely
∂
∂t
p = q(p2 + q2)− qxx
2
, (43)
∂
∂t
q = −p(q2 + p2) + pxx
2
. (44)
Multiplying the first expression by p, the second by q and summing the results, we obtain after cancellation
ppt + qqt =
1
2
(qpxx − pqxx).
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Let us denote β(x, t) =
τ ′(x, t)
τ (x, t)
. Then from (32) β′ = −(p2 + q2) and the last equality can be rewritten
as
− ∂
∂t
(p2 + q2) = qpxx − pqxx ⇔
− ∂
∂t
β′ =
∂
∂x
[qpx − pqx]⇔
− ∂
∂x
∂
∂t
β =
∂
∂x
[qpx − pqx]⇐
− ∂
∂t
β = qpx − pqx,
up to a constant of integration. The same formula could be derived as follows: β = a0 + d0, and as a
result βt = tr(H0)t, then inserting the formula (40) we will obtain the same result. Differentiating this
formula again with respect to t and using (43), (44) we obtain
− ∂
2
∂t2
β =
∂
∂t
[qpx − pqx] = qtpx + q(pt)x − ptqx − p(qt)x
= (−p(q2 + p2) + pxx
2
)px + q
∂
∂x
(
q(p2 + q2)− qxx
2
)− (q(p2 + q2)− qxx
2
)qx − p ∂
∂x
(− p(q2 + p2) + pxx
2
)
= (p2 + q2)(p2 + q2)x +
1
2
[p′′p′ − pp′′′ + q′q′′ − qq′′′],
after cancellations. Notice that
−1
2
β
′′′′ =
1
2
(p2 + q2)′′′ = pp′′′ + 3p′p′′ + qq′′′ + 3q′q′′
or
1
2
β
′′′′ + 4(p′′p′ + q′q′′] = p′′p′ − pp′′′ + q′q′′ − qq′′′.
In view of this formula and the definition of β, we obtain that
− ∂
2
∂t2
β = β′β′′ +
1
4
β
′′′′ +
∂
∂x
[(p′)2 + (q′)2]
or
∂2
∂t2
β + β′β′′ +
1
4
β
′′′′ +
∂
∂x
[(p′)2 + (q′)2] = 0. (45)
In order to express (p′)2 + (q′)2 in terms of β we calculate two expressions:
(
∂
∂t
β)2 = (qpx − pqx)2 = q2p2x − 2pqpxqx + p2q2x
1
4
(β′′)2 = (
1
2
(p2 + q2)′)2 = (ppx + qqx)
2 = p2p2x + 2pqpxqx + q
2q2x.
If we sum them up, we obtain
(
∂
∂t
β)2 +
1
4
(β′′)2 = (p2 + q2)(p2x + q
2
x) = −β′(p2x + q2x). (46)
Finally, plugging (46) into (45) we obtain
∂2
∂t2
β + β′β′′ +
1
4
β
′′′′ − ∂
∂x
[
(
∂
∂t
β)2 +
1
4
(β′′)2
β′
] = 0,
which is (1), after a rearrangement of terms. Thus, we have proved the following Theorem.
Theorem 5.5. The tau function of a KdV vessel, corresponding to Canonical Systems vessel parameters
satisfies equation (1) on the set Ω, where the vessel exists.
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6 Examples
6.1 One dimensional exponential soliton
A simple soliton is obtained when a one dimensional Hilbert spaces is used for K. We will use symmetric
cases to reduce the number of parameters. Choose A = k2 + im, where k,m ∈ R and define for
b1 =
√
2k, b2 = k the following operators
B(x, t) =
[
b1e
Ax+iA2t + b2e
−Ax−iA2t −ib1eAx+iA2t + ib2e−Ax−iA2t
]
,
C(x, t) = B∗(x, t),
X(x, t) = −e2k2(2mt−x) + 2e2k2(−2mt+x).
Then
β(x, t) = −2k
2(e8k
2mt + 2e4k
2x)
e8k
2mt − 2e4k2x
satisfies (1). In this case τ (x, t) = X(x, t). The potential has a “moving” singularity, which is determined
from τ (x, t) = 0, or x = 2mt− ln 2
4k2
. Thus Ω = R2\{(x, t) | x = 2mt− ln 2
4k2
}.
6.2 One dimensional rational soliton
Again, for the one dimensional inner space, suppose that A = ik, for k ∈ R. Then define
B(x, t) = b
[
cos(kx− k2t) sin(kx− k2t) ] ,
C(x, t) = B∗(x, t),
X(x, t) = 1 + |b|2(x− 2kt)
Then the collection
preV =
[
C(x) Aζ ,X(x),A B(x) σ1, σ2, γ
C
2 K C2
]
is a prevessel. On the set Ω = R2\{(x, t) | x = 2kt} it is a vessel, and its beta function
β(x, t) =
|b|2
1 + |b|2(x− 2kt)
satisfies (1). For t = 0, the vessel has singularity at x = 0, which “moves” with t according to the rule
x = 2kt.
6.3 Two dimensional soliton
Let us take K to be two dimensional Hilbert space. Define
A = A∗ =
[
ik1 0
0 ik2
]
.
Define next
B(x, t) =
[
b1 cos(k1x− k21t) b1 sin(k1x− k21t)
b2 cos(k2x− k22t) b2 sin(k2x− k22t)
]
,
C(x, t) = B∗(x, t),
X(x, t) =

 1 + |b1|
2(x− 2k1t) b1b
∗
2 sin[(k1 − k2)(k1 + k2)t− x]
k2 − k1
b∗1b2 sin[(k1 − k2)(k1 + k2)t− x]
k2 − k1 1 + |b2|
2(x− 2k2t)


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Then
β(x, t) = − (k1 − k2)
(
(k1 − k2)(−|b2|2 + |b1|2(−1 + 2|b2|2((k1 + k2)t− x)))− |b1b2|2 sin[2(k1 − k2)((k1 + k2)t− x)]
)
(k1 − k2)2(−1 + |b1|2(2k1t− x))(−1 + |b2|2(2k2t− x))− |b1b2|2 sin[(k1 − k2)((k1 + k2)t− x)]2
for which it is possible to check that β(x, t) =
τx(x, t)
τ (x, t)
, where
τ (x, t) = det(X(x, t)) = (1− |b1|2(2k1t− x))(1− |b2|2(2k2t− x))− |b1b2|
2 sin[(k1 − k2)((k1 + k2)t− x)]2
(k1 − k2)2 .
Again it is possible to check that β(x, t) satisfies (1) by plugging. In this case the set Ω is defined from
τ (x, t):
Ω(x, t) = R2\{(x, t) | τ (x, t) = 0}.
6.4 Classical inverse scattering
In the classical case, it is known that for canonical systems there exists, under condition∫
R
|p(x)|dx,
∫
R
|q(x)|dx < C
there exists a fundamental set of solutions f1(λ, x), f2(λ, x), which satisfy the following asymptotic
formulas for ℜλ = 0:
f1(λ, x) = e
λx
[
i
1
]
+O(1), f2(λ, x) = e
−λx
[ −i
1
]
+O(1).
Moreover, we can extend these functions into left half-plane (ℜλ ≤ 0) so that
f1(λ, x)e
−λx =
[
i
1
]
+O(1), f2(λ, x)e
λx =
[ −i
1
]
+O(1). (47)
So, if we define
Ψ∗(λ, x) =
[ −if1 + if2
2
f1 + f2
2
]
.
then
Ψ∗(λ, x)Φ
−1(λ, x) =
[ −if1 + if2
2
f1 + f2
2
] [
cosh(λx) i sinh(λx)
−i sinh(λx) cosh(λx)
]
−1
=
[ −if1 + if2
2
f1 + f2
2
] [
cosh(λx) −i sinh(λx)
i sinh(λx) cosh(λx)
]
=
[ −if1 + if2
2
f1 + f2
2
]
[
eλx
2
[
1 −i
i 1
]
+
e−λx
2
[
1 i
−i 1
]
]
=
[
−2i f1e
−λx
4
+ 2i
f2e
λx
4
2
f1e
−λx
4
+ 2
f2e
λx
4
]
Finally in view of the estimates (47) for ℜλ ≤ 0 this function behaves for a big x as
S(λ, x) = Ψ∗(λ, x)Φ
−1(λ, x) =
[
− i
2
[
i
1
]
+
i
2
[ −i
1
]
1
2
[
i
1
]
+
1
2
[ −i
1
] ]
+O(1) = I +O(1).
We extend the function S(λ, x) to the right half-plane (ℜλ > 0) as follows (using the transpose operation):
S(−λ¯, x) = 1
detS∗(λ, x)
S
t∗(λ, x), ℜλ ≤ 0.
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Then it becomes a globally defined function with a jump along the imaginary axis. It is known that
detS (equal to a(k) for k = −iλ in [13, p. 372]) is actually a nonzero function at the left half plane and
is greater then one on the imaginary axis.
Notice that in this case for each λ ∈ C\iR it holds
S∗(−λ¯)σ1S(λ) = St(λ)σ1S(λ) = 1
detS(λ, x)
Φ−1t(λ, x)Ψt∗(λ, x)
[
0 i
−i 0
]
Ψ∗(λ, x)Φ
−1(λ, x).
Then simple calculations show that
Ψt∗(λ, x)
[
0 i
−i 0
]
Ψ∗(λ, x) =
[
0 idetΦ∗
−idetΦ∗ 0
]
.
Notice that detS = detΦ∗ detΦ
−1 = detΦ∗ and we obtain that
S∗(−λ¯)σ1S(λ) = St(λ)σ1S(λ) = 1
detS
Φ−1t(λ, x)
[
0 idetS
−idetS 0
]
Φ−1(λ, x) =
[
0 i
−i 0
]
,
using simple calculations for the last equality. Thus we obtain that the function S(λ, x) is globally defined
and is σ1-symmetric. The initial value S(λ, 0) possesses the same properties. Let us define
H = L2(R)
and A = iµ, the operator of multiplication on i and the variable. This becomes an anti self-adjoint
unbounded operator on H with the obvious domain. We represent the function S(λ, 0) as follows
S(λ, 0) = I −
∫
R
1
λ− iµ
[
a(µ) b(µ)
c(µ) d(µ)
]
σ1dµ
Where the matrix
[
a(µ) b(µ)
c(µ) d(µ)
]
σ1 parametrizes the jumps of S along the imaginary axis. It is a very
well known result that a function possessing such jump can be represented in the form above. We define
a measure
dρ¯ =
[
a(µ) b(µ)
c(µ) d(µ)
]
dµ
ad defined a space K, equipped with this measure. Then for B0 = I = C∗0 and X0 = I it follows that
S(λ, 0) = I − C0X−10 (λI − A)−1B0σ1.
applying the standard construction to the obtained node, we will realize the potential γ∗(x), from we
started and which satisfied the classical condition.
6.5 Scattering of analytic potentials
Let us start from an analytic potential, in which p(x), q(x) are analytic functions of x. Starting from the
zero moment
H0 =


τ ′
τ
+ q
2
−p
2
−p
2
τ ′
τ
− q
2

 , τ = exp(−
∫ x
0
[p2(y) + q2(y)]dy)
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and constructing the moments Hn(x) using formula (33)

an+1 − dn+1 = i(−dnp+ bnq + b′n),
bn+1 + cn+1 = −i(−cnp+ anq + a′n),
a′n+1 + d
′
n+1 = p(bn+1 + cn+1) + q(dn+1 − an+1),
b′n+1 − c′n+1 = p(dn+1 − an+1)− q(bn+1 + cn+1).
we will obtain that their values at zero can be chosen so that Hn(x) = i
n
[
hn11 h
n
12
hn21 h
n
22
]
, where the
functions hnij are real valued. This follows immediately from the induction. Define next a 2× 2 measure
dρ¯, satisfying
i
n
∞∫
0
dρ¯(µ)µn = Hn(0) = i
n
[
hn11(0) h
n
12(0)
hn21(0) h
n
22(0)
]
.
the existence of such a measure for each entry follows from [7]. We define K to be the Krein space of
column-functions f =
[
f1(µ)
f2(µ)
]
, defined by the metric dρ¯(µ) and define
A = iµ, Aζf = −Af − σ1
∞∫
0
dρ¯(µ)f(µ), B0 = C
∗
0 =
[
1 0
0 1
]
, X0 = I.
Obviously, D(A) = D(Aζ) and the collection
N =
[
C0 Aζ ,X0, A B0 σ1
C
2 K C2
]
is an invertible node. Then it is possible to show analogously as it is done in [24] for the KdV case,
that this node, when evolved realizes the given analytic potential γ∗(x). When is further evolved with
respect to t, creates by its the logarithmic derivative of the tau function a solution of (1). The details
are analogous to [24].
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