We present the incorporation of a surrogate Gaussian Process Regression (GPR) atomistic model to greatly accelerate the rate of convergence of classical Nudged Elastic Band (NEB) calculations.
Abstract
We present the incorporation of a surrogate Gaussian Process Regression (GPR) atomistic model to greatly accelerate the rate of convergence of classical Nudged Elastic Band (NEB) calculations.
In our surrogate model approach, the cost of converging the elastic band no longer scales with the number of moving images on the path. This provides a far more efficient and robust transition state search. In contrast to a conventional NEB calculation, the algorithm presented here eliminates any need for manipulating the number of images to obtain a converged result. This is achieved by inventing a new convergence criteria that exploits the probabilistic nature of the GPR to use uncertainty estimates of all images in combination with the force of the transition state in the analytic potential. Our method is an order of magnitude faster in terms of function evaluations than the conventional NEB method with no accuracy loss for the converged energy barrier values.
The Nudged Elastic Band (NEB) algorithm is the most popular method for calculating transition states in chemical systems [1] [2] [3] . This algorithm is used to find minimum energy pathways (MEP) for the transition between reactants and products, identifying the energy associated with the barrier separating these two states. Many variants of the NEB algorithm have been proposed in the last two decades [3] [4] [5] [6] [7] [8] [9] [10] . All of these algorithms rely on an elastic band consisting of interpolated images of the atomic structure, A climbing image (CI), without spring forces and an added force traveling up the gradient along the tangent of the path, can also be included in order ensure the highest energy point is included in the band [3] . The optimization of the path is performed through an iterative process in which all the images are moved and evaluated in each iteration.
The coupled iterative nature of the process is very costly, requiring several hundred function calls for the forces even for systems containing few images and degrees of freedom, e.g. describing a single particle diffusion with 10 images.
Further, force evaluations can be computationally very expensive for the firstprinciple electronic structure calculations.
For this purpose, there has been significant work done to build machine learning (ML) surrogate models for atomistic systems [11] [12] [13] [14] [15] [16] . These methods function by producing a surrogate model of the PES, which closely approximates the analytic potential in the region of interest, significantly reducing the number of necessary function calls to achieve convergence. Among all of these models, the critical steps are: (1) moving the atomic positions along the surrogate PES using traditional algebraic or derivative-based solvers, The aforementioned strategy has served to accelerate NEB calculations using neural networks (NN) as proposed by Peterson et al.
[12] and using GPR by Jónsson et al. [13] .
Both approaches have demonstrated the ability to reduce the high computational cost of the classical NEB methods. However, even in these cases, all moving images must be evaluated at least once to ensure that the convergence criteria has been satisfied. To the best of our knowledge this also holds true for the other NEB algorithms proposed to date.
One of the main advantages of using GPR is that, as a probabilistic model, the uncertainty estimate for the predictions can be quantified. In this letter, we demonstrate that the efficiency of the current NEB algorithms can be substantially improved by choosing an acquisition function that optimally utilizes the prediction obtained by the GPR model, i.e. the Gaussian posterior distribution.
Following these principles, we also propose an algorithm that uses the GPR estimates to define a convergence criteria which is independent of the number of NEB images, there-fore solving one the major problems of the previous classical and machine learning NEB methods. This algorithm is implemented in CatLearn [17] , which is an open-source Python package for machine learning applications specific to atomic systems. This is, by design, built to interface with the Atomistic Simulation Environment (ASE) [18] and therefore can be easily interfaced with the majority of the electronic-structure calculators, such as CASTEP [19] , GPAW [20] , Quantum Espresso [21] , SIESTA [22] , and VASP [23, 24] .
Our GPR model considers the positions of the atoms as the descriptors X = [x 1 , . . . ,
x N ] and is trained with their corresponding energies (e) and first derivative observations (δ i ), combining both observations into a vec-
The predicted function is a priori defined as the Gaussian process:
where k(x, x ) is the kernel (covariance function) and P (x) is the prior function. In our model, we chose a constant prior of the form P (x) = (max(e), 0) and the square exponential kernel (SE),
with l m and σ f being the characteristic length scale for each predictor and the signal standard deviation parameters, respectively.
When incorporating first derivative observations to the GP, the covariance matrix takes the form
with elements of the block matrix being the covariance between the coordinates (K(x, x)), and partial derivatives of the covariance with respect to the first coordinate
and the first and second set of coordinates
Our dataset is defined as D = x n , e n ,
, where θ contains the set of hyperparameters of the model. The predicted mean and variance of the GP are given by
and
respectively, where I is the identity matrix and σ Once the elastic band is converged, the energy and uncertainty estimate (blue bars in We demonstrate the performance of our algorithm on three different atomic systems (see Fig. 2a-c) using the Effective Medium Theory (EMT) [25] . We apply our algorithm using three different acquisition functions:
The first (Acq. In Fig. 3 we show the optimized paths for the three transitions illustrated in Fig. 2 using FIRE [26] , LBFGS [27] , and MDMin [18] as implemented in ASE, along with the ML-NEB implementation using the three acquisition functions described above. The different algorithms provide virtually identical The benchmark is performed with the classical method (using the FIRE, LBFGS and MDMin algorithms) and the ML-NEB method (using the three acquisition functions described in the main text). The lower panels show the average error of the predicted energy along the path obtained by the three acquisition functions with respect to the analytic value of the function at the same geometric positions as the ones predicted by the ML-NEB.
The performance of the ML-NEB method is also tested on the previous systems by varying the number of NEB images (see mized during the geometry relaxation of the initial and final configurations for the transition, and then the Pt atoms were kept fixed during the NEB calculations. The Pt(111) surface was modeled using a (3×3) slab composed of three layers with the top layer relaxed during optimization. A vacuum of ∼10Å was introduced in the direction orthogonal to the surface. The integration of the Brillouin zone for the calculations involving this slab was performed using 2×2×1 k -points, whilst the Γ-point was used for the gas phase calculations. We use a 10×10×10Å 3 unit cell for describing the keto-enol tautomerization of formamide. Water dissociation on the Pt 3 cluster was modelled on a 15×15×15Å 3 simulation cell. In both cases the vacuum selected was enough to avoid spurious interactions between periodic images.
