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Resumo
A Análise de Dados Simbólicos (ADS) ou Symbolic Data Analysis (SDA) é uma ex-
tensão da análise de dados clássicos que objetiva desenvolver técnicas estatísticas e/ou
computacionais para dados mais complexos que os dados usuais, geralmente representa-
dos por valores e categorias, podendo incluir variações e estruturas internas. Diversos
métodos de agrupamentos para dados clássicos já foram estendidos para os dados simbó-
licos, como por exemplo o K-médias e suas versões kernelizadas. Funções de kernel tem
sido amplamente utilizadas em algoritmos de agrupamento, devido à melhora do desem-
penho desses métodos em situações nas quais os grupos não são linearmente separáveis.
Ainda assim, esses métodos baseados em kernel consideram que as variáveis são igual-
mente importantes para o processo de agrupamento, o que na maioria das vezes não se
configura desta forma, principalmente na era do Big Data em que conjuntos de dados
com alta dimensão são facilmente encontrados. O objetivo deste trabalho é propor novos
métodos de agrupamentos para dados simbólicos dos tipo intervalo baseado em kernel
com ponderação automática das variáveis via distâncias adaptativas, que mudam a cada
iteração do algorítimo e são obtidas como soma de distâncias euclidianas quadradas entre
as observações e os centroides de cada grupo, calculadas para cada variável de forma in-
dividual. A principal vantagem dos métodos propostos sobre a abordagem convencional
é que o uso de distâncias adaptativas permite atribuir pesos às variáveis, possibilitando
diferenciar a importância das mesmas e, consequentemente, melhorar o desempenho do
algoritmo. Este trabalho engloba o paradigma de agrupamento rígido (hard) e considera
duas vertentes usadas em abordagem de kernel, onde uma considera que os protótipos
estão definidos no espaço original dos dados e outra considera que os protótipos estão
definidos em uma espaço de mais alta dimensão, denominado espaço de características.
Experimentos realizados com dados simulados e dados reais intervalares mostram a efici-
ência dos métodos propostos.
Palavras-chave: Dados Simbólicos; Agrupamento; Ponderação automática das variáveis.
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Abstract
Symbolic Data Analysis (SDA) is an extension of classic data analysis that aims to
develop statistical and/or computational techniques for more complex data than the usual
data, usually represented by values and categories, may include variations and internal
structures. Several clustering methods for classical data have already been extended
for symbolic data, such as K-means and its kernelized versions. The kernel functions
have been widely used in clustering algorithms due to improvements in their performance
in scenarios where the clusters are non-linearly separable. Even so, these kernel-based
methods consider that variables are equally important in the clustering process, which
most of the time is not configured in this way, especially in the era of Big Data, where
high-dimensional data sets are easily found. The objective of this work is to propose new
kernel-based clustering methods for interval-valued symbolic data with automatic weigh-
ting of variables through adaptive distances that change at each iteration of the algorithm
and are obtained as the sum of the square Euclidean distances between the observations
and centroids of each group, calculated for each variable, individually. The main ad-
vantage of the proposed methods over the conventional approach is the use of adaptive
distances which allows to assign weights to variables, making possible to differentiate the
importance of the variables and consequently improve the performance of the algorithms.
This work encompasses the hard clustering paradigm and considers two aspects used in
kernel functions, when the prototypes are defined in the original data space and when the
prototypes are defined in a higher dimension space, known as feature space. Experiments
with simulated data and real interval-valued data shows the efficiency of the proposed
methods.
Keywords: Symbolic Data; Clustering; Automatic variable weighting.
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CAPÍTULO 1
Introdução
1.1 Introdução
Desde o surgimento dos sistemas de computadores impulsionados pelo desenvolvimento
tecnológico no século passado, a capacidade de armazenamento de dados aumentou de
forma exponencial, possibilitando a origem de bases de dados gigantescas, tanto em ta-
manho quanto em dimensionalidade. Em paralelo a isso, a ideia de mineração de dados,
ou data mining, ganhou destaque por sumarizar tais bases, buscando informações úteis
para a tomada de decisão. Refere-se então a um campo interdisciplinar, com aplicações
em diversas áreas, como: taxonomia, biologia, marketing, medicina e etc, baseado em
conceitos estatísticos e computacionais (OLIVEIRA et al., 2018).
Levando em consideração que a forma tradicional de representação de um base de
dados é uma matriz n × p, onde n representa o número de observações e p o número de
variáveis estudadas, quando se trata de um conjunto de dados gigantesco, os valores de n e
p podem ser da ordem de milhões e milhares, respectivamente, gerando problemas de custo
computacional, como por exemplo, em operações matriciais. Segundo COSTA (2011, p.3)
“em virtude desse crescente volume de dados, os métodos tradicionais de análise de dados
têm se tornado inapropriados, pois não conseguem analisar o conteúdo das informações
com a finalidade de obter conhecimentos importantes”.
Em muitas aplicações, faz-se necessário levar em consideração a precisão e variabilidade
dos dados para representar a informação disponível. Considere, por exemplo, o caso em
1
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que dois pacientes tem suas taxas glicêmicas acompanhadas durante um certo período
de tempo. Um paciente considerado sem diabetes pode apresentar taxas variando no
intervalo [85,90], enquanto outro paciente também sem diabetes pode apresentar taxas
entre [90,98]. Nesse caso, uma análise através do ponto médio dos intervalos perderia
a informação sobre variação da glicemia de cada paciente. Nuances como essa não são
captadas por meio dos dados clássicos, sendo necessário um nova representação de dados.
Uma alternativa é usar a ideia de dados simbólicos, que podem ser representados por
listas, intervalos, histogramas e afins. Dados desse tipo são adequados para tratar de
dados provenientes de imprecisões ou valores estimados via intervalo de confiança, limites
de valores de um item e variações de uma variável, seja no tempo ou por reduções em
grupos, sendo interesse de estudo, principalmente, da Análise de Dados Simbólicos (ADS)
– Symbolic Data Analysis (SDA) – que constitui uma nova área de pesquisa relacionada
à análise multivariada, reconhecimento de padrões e inteligência artificial. O objetivo
principal da Análise de Dados Simbólicos é estender os métodos existentes para dados
clássicos, como também desenvolver novos métodos para a análise de dados mais comple-
xos que os usuais, que podem ser representados por conjuntos de categorias, intervalos,
distribuições de frequência, histogramas, distribuições de probabilidade, etc (BILLARD;
DIDAY, 2003; BOCK; DIDAY, 2000).
Métodos de agrupamento são ferramentas usadas na mineração de dados e tem sido
amplamente utilizados para o reconhecimento não supervisionado de padrões. Áreas como
processamento de imagem e recuperação de informação são exemplos de onde se utilizam
estes métodos, que por sua vez tem diversas aplicações práticas, como, por exemplo, seg-
mentação de imagem e segmentação de mercado. A análise de agrupamento é uma técnica
multivariada que busca encontrar grupos homogêneos a partir de um conjunto de indiví-
duos (padrões, objetos e etc) (MURTY; JAIN; FLYNN, 1999). Mais especificamente, os
métodos de agrupamento formam os grupos de modo a se obter homogeneidade em cada
grupo e heterogeneidade entre eles, ou seja, observações pertencentes a um mesmo grupo
apresentem um alto grau de similaridade, enquanto observações pertencentes a grupos
distintos tenham alto grau de dissimilaridade .
Os métodos de agrupamento mais populares são divididos em: hierárquicos e partici-
onais. Os métodos hierárquicos fornecem uma sequência de dados aninhados, resultando
em uma estrutura de dependência entre os grupos, onde geralmente são representados
por um dendrograma. Em contrapartida, os métodos particionais fornecem uma única
partição dos dados de entrada em determinado número de grupos, por meio da otimiza-
ção de uma função objetivo, produzindo hipersuperfícies de separação entre os grupos.
Os métodos particionais por sua vez são desenvolvidos sob duas matrizes: agrupamento
rígido (hard) (JAIN, 2010) e agrupamento difuso (fuzzy) (HÖPPNER et al., 1999). No
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agrupamento rígido, os grupos são disjuntos e cada observação (objeto) pertence a um,
e somente um, grupo. Por outro lado, no agrupamento difuso, as observações podem
pertencer a todos os grupos com um certo grau de pertinência.
Uma componente importante para qualquer método de agrupamento é a medida de
similaridade, e medidas de distâncias são exemplos destas, na qual a distância euclidiana
é a mais comumente utilizada. Os métodos convencionais que usam a distância eucli-
diana como medida de similaridade fornecem bons resultados quando usados em bancos
de dados onde os grupos são, aproximadamente, linearmente separáveis e hiperesféricos.
Contudo, quando o conjunto de dados não segue esse critério, isto é, a estrutura dos da-
dos é complexa, a performance desses métodos de agrupamento pode ser insatisfatória.
O método K-médias desenvolvido por Steinhaus (1956) – o método particional mais co-
nhecido e amplamente utilizado – é exemplo dessa situação. Esse algoritmo fornece uma
partição dos dados em K grupos, onde cada grupo é caracterizado por um ponto central
conhecido com centróide ou protótipo. Outra limitação desse método é que ele encontra
ótimos locais, ficando sensível a escolhas dos protótipos iniciais (JAIN, 2010).
Nesse sentido, vários métodos capazes de tratar de dados com estrutura complexa estão
sendo desenvolvidos, dentre os quais, métodos baseados em funções de kernel tem ganhado
destaque. A natureza desses métodos está baseada na realização de um mapeamento
não-linear arbitrário Φ do espaço original de dimensão p (X ⊂ Rp) para um espaço
de dimensão q (possivelmente infinito), denominado espaço de características, F , onde
q > p. O motivo para realizar esse mapeamento se deve ao fato que os grupos, que até
então apresentavam uma estrutura complexa, passam a ser bem definidos e linearmente
separáveis. A grande vantagem de tais métodos é que produtos internos no espaço de
características podem ser calculadas através de um kernel, denominado kernel de Mercer,
K, dado por K(x,x′) = Φ(x)>Φ(x′), onde x,x′ ∈ X,X ⊂ Rp (MERCER, 1909).
A partir do desenvolvimento do algoritmo kernel K-médias (GIROLAMI, 2002) diver-
sos métodos de agrupamento foram modificados de modo a incorporarem funções kernel.
Além disso, uma grande variedade de métodos de agrupamento baseados em kernel têm
sido propostos (FILIPPONE et al., 2008). Esses novos métodos passaram a conside-
rar duas abordagens: kernelização da métrica, onde os centroides são obtidos no espaço
original de entrada e a distância dos padrões aos centroides são calculadas via função ker-
nel, e agrupamento no espaço de característica, onde os protótipos são obtidos de forma
implícita no espaço de característica.
Diversos algoritmos de agrupamento para dados simbólicos tem sido propostos, e mui-
tos deles baseados em kernel. Costa, Pimentel e Souza (2010) propuseram o método kernel
K-médias e o kernel K-médias difuso para dados intervalares, onde cada padrão é des-
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crito por um vetor de intervalos. Oliveira et al. (2018) propuseram um algoritmo do tipo
subtrativo para dados intervalares baseado no trabalho de Kim et al. (2005). Carvalho,
Brito e Bock (2006) propuseram o algoritmo K-médias para dados intervalares baseado
na distância L2. No entanto, apesar dos muitos trabalhos desenvolvidos, ainda há uma
lacuna a ser preenchida por esses métodos baseados em kernel.
Em análise de agrupamento para dados simbólicos do tipo intervalo os padrões são
comumentes representados por um vetor, onde cada componente deste é um intervalo re-
ferente a uma medição de uma variável. Nos algoritmos convencionais, bem como nas suas
versões kernelizadas, as variáveis são consideradas como sendo igualmente importantes,
do ponto de vista de que todas possuem o mesmo peso para o processo de agrupamento,
quando na verdade, em diversas áreas do conhecimento – em especial, para conjuntos de
dados de alta dimensão – podem existir variáveis irrelevantes, como também variáveis
mais importantes do que outras, e ainda, o conjunto de variáveis importantes para cada
grupo pode ser diferente.
Motivados pelo trabalho de FERREIRA (2013), onde foi considerado ponderação au-
tomática das variáveis para dados convencionais, nesse trabalho, propomos métodos de
agrupamento baseado em kernel para dados simbólicos do tipo intervalo com pondera-
ção automática das variáveis por meio de distâncias adaptativas, na qual a medida de
similaridade é obtida através de soma de distâncias euclidianas entre as observações e os
centroides, calculada para cada variável, individualmente, via funções kernel. A grande
vantagem dessa abordagem sobre os algoritmos convencionais de agrupamento basea-
dos em kernel consiste na possibilidade de trabalhar com distâncias que mudam a cada
iteração do algoritmo (distancias adaptativas) e podem ser a mesma para todos os gru-
pos (distâncias adaptativas globais) ou diferentes de um grupo para outro (distâncias
adaptativas locais). FERREIRA (2013) afirma que: “Em algumas situações, distâncias
adaptativas locais podem não ser apropriadas porque podem levar o algoritmo a pontos
de mínimos locais produzindo assim, soluções sub-ótimas”. Por esta razão, neste trabalho
consideramos ambos os tipos de distâncias (global e local) para a construção dos métodos
de agrupamento. Outrossim, os métodos propostos aqui foram desenvolvidos sobre duas
vertentes: abordagem na kernelização da métrica e abordagem no espaço de caracterís-
tica. Por fim, utilizamos como função kernel duas versões do kernel gaussiano, com uma
e duas componentes, e para a derivação das expressões matemáticas consideramos duas
restrições: a primeira, de que a soma dos pesos das variáveis deve ser igual a um, e a
segunda de que o produto dos pesos das variáveis deve ser igual a um.
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1.2 Organização do trabalho
Além deste capítulo de introdução, este trabalho é composto por mais cinco capítulos,
como segue:
• No Capítulo 2 apresentamos uma breve revisão acerca da teoria básica dos métodos
de agrupamento rígido (hard), bem como a ideia dos métodos baseados em kernel ;
• No Capítulo 3 introduzimos a definição de dados simbólicos, bem como dissertamos
acerca de agrupamentos convencionais para dados simbólico do tipo intervalo, além
de apresentar a ideia do kernel para esse tipo de dado, e dos métodos baseados em
kernel para esse caso;
• O Capítulo 4 apresenta a principal contribuição deste trabalho: os métodos de agru-
pamento baseados em kernel com ponderação automática das variáveis via distân-
cias adaptativas para dados simbólicos do tipo intervalo. Aqui consideramos ambas
vertentes: kernelização da métrica e agrupamento no espaço de características. São
demonstradas todas as expressões matemáticas obtidas e também é apresentado os
algoritmos, para fins computacionais;
• No Capítulo 5 apresentamos alguns índices de avaliação para comparação dos mé-
todos, além de trazer um conjunto de experimentos numéricos aplicados tanto a
dados reais quanto a dados simulados. Os resultados obtidos mostram a superiori-
dade dos métodos propostos neste trabalho, em relação aos métodos de agrupamento
convencionais ;
• Por fim, no Capítulo 6, apresentamos as conclusões deste trabalho e apontamos
direções para trabalhos futuros.
CAPÍTULO 2
Métodos de agrupamento hard para dados convencionais
Os métodos de agrupamento são ferramentas computacionais que buscam sumarizar
um conjunto de dados no sentido de separar os objetos em grupos, baseado em suas
características. Como citado no capítulo anterior, os métodos mais populares são divididos
em hierárquicos e particionais, de modo que os métodos hierárquicos fornecem uma base de
hierarquia entre as partições, representadas geralmente por uma estrutura semelhante às
árvores denominada dendrograma, enquanto que no agrupamento particional o resultado
é uma partição única do conjunto de dados em um número fixo de grupos. Estes últimos
buscam obter a partição através da otimização de uma função objetivo que se baseia em
uma medida de similaridade, na qual medidas de distância são tipicamente utilizadas. Os
métodos particionais são divididos em rígido (hard) e difuso (fuzzy). No agrupamento
hard um objeto pertence a um, e somente um, grupo, enquanto que nos métodos fuzzy
as observações podem pertencer a todos os grupos, com um certo grau de pertinência. A
seguir nós apresentamos uma breve revisão acerca do principal método de agrupamento
hard, o método K-médias, e suas versões kernelizadas, tanto na kernelização da métrica
como no espaço de características.
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2.1 Método K-médias
Este método foi proposto por Steinhaus (1956) e é o mais famoso e amplamente uti-
lizado (MACQUEEN et al., 1967) devido ao fato de ser de fácil implementação e de
baixo custo computacional, em virtude de que sua complexidade é da ordem O(nKl),
sendo n, K e l o número de observações, o número de grupos e o número de iterações,
respectivamente (CHOUDHARI et al., 2005).
Seja Ω = {x1, . . . ,xn} um conjunto de n observações, onde cada xi (i = 1, . . . , n)
é descrito por p variáveis e seja P = {P1, . . . , PK} uma partição de Ω em K grupos
disjuntos, onde cada grupo k (k = 1, . . . , K) é caracterizado por um ponto central vk,
conhecido como protótipo ou centroide. Dessa forma, o K-médias, baseado na distância
euclidiana, busca obter os grupos através da minimização da seguinte função objetivo:
J (t) =
K∑
k=1
∑
i∈P (t)k
||xi − v(t)k ||2 , (2.1)
onde t refere -se a t-ésima iteração do algoritmo.
É fácil provar que o protótipo vk que minimiza J é a média aritmética dos padrões xi
pertencentes ao grupo k, ou seja:
v(t+1)k =
1
nk
∑
i∈P (t)k
xi , (2.2)
onde nk é o número de observações pertencentes ao grupo k.
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método K-médias.
Algoritmo 1: Método K-médias
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha K padrões distintos v1, . . . ,vK
pertencentes a Ω como protótipos iniciais e aloque cada padrão i de acordo com o
protótipo mais próximo vh (h = arg min1≤k≤K ||xi − vk||2) para obter a partição inicial
P = {P1, . . . , PK};
(2) Atualização dos protótipos
Atualize os protótipos dos grupos vk (k = 1, . . . ,K) segundo a equação 2.2 ;
(3) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ||xi − vk||2
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(4) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
2.2 Conceitos básicos de kernel
O método K-médias apresenta algumas deficiências, podendo-se destacar duas : o
algoritmo pode levar a mínimos locais, ficando sensível a escolha dos protótipos iniciais,
e a segunda, é que o método só fornece bons resultados quando o conjunto de dados é,
aproximadamente, linearmente separável e hiperesférico.
Em relação a primeira limitação algumas propostas surgiram para a escolha inicial dos
centroides. Por exemplo, Cui e Potok (2005) e Abraham, Das e Konar (2006) propuseram
estratégias que mesclavam as funcionalidades do K-médias e outros algoritmos híbridos.
Ainda nesse ponto, Arthur e Vassilvitskii (2006) propuseram o algoritmoK-means++ , na
qual eles abordam uma forma estratégica de selecionar os protótipos inicias do algoritmo.
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Nesse trabalho eles mostraram a eficiência doK-means++ em relação ao k-médias tradici-
onal. Quanto a segunda limitação, estratégias como algoritmos de agrupamento espectral,
algoritmos de particionamento de grafos e o uso de funções kernel, tem sido propostas,
de modo que muitos pesquisadores tem demonstrado interesse em desenvolver algoritmos
de agrupamento baseado em kernel (BEN-HUR et al., 2001; FILIPPONE et al., 2008).
A principal motivação para o uso desses métodos é a possibilidade da realização de um
mapeamento Φ, não-linear, do espaço original dos dados para um espaço de dimensão
mais alta, denominado espaço de características, F .
Seja X = {x1, . . . ,xn} um conjunto de padrões não-vazio no espaço p-dimensional
Rp. Uma função K: X ×X → R é dito ser um kernel positivo-definido se, e somente se,
satisfaz as seguintes condições (MERCER, 1909):
i) K é simétrica, isto é, K (xi,xj) = K (xj,xi);
ii)
n∑
i=1
n∑
j=1
cicjK (xi,xj) ≥ 0, ∀ n ≥ 2 (2.3)
onde, cr ∈ R ∀r = 1, . . . , n.
O motivo para o uso do kernel se dá através do teorema de Cover (HAYKIN, 1994).
O teorema garante que um conjunto de dados não-linear pode ser transformado em um
outro espaço, denominado espaço de características, F , com grandes chances dos dados
serem linearmente separáveis, desde que a transformação seja não-linear e que a dimensão
de F seja suficientemente alta (possivelmente infinita).
Considere Φ : X → F uma transformação não-linear qualquer do espaço de entrada
de X para um espaço de mais alta dimensão F . Ao aplicar a transformação Φ, o produto
interno x>i xj é mapeado no espaço de característica como Φ(xi)>Φ(xj) . O fundamento
principal do uso de kernel se deve ao fato de que o mapeamento Φ não precisa ser expli-
citamente especificado, por causa de que todo kernel que satisfaz as condições propostas
por Mercer (1909) pode ser escrito como :
K(xi,xj) = Φ(xi)>Φ(xj) (2.4)
que é conhecida como kernel trick (MULLER et al., 2001; SCHÖLKOPF; SMOLA; MÜL-
LER, 1998).
Usualmente, os métodos de agrupamento baseados em kernel trabalham com uma
matrizK ∈ Rn×n, denominada matriz kernel, de modo que kij = K(xi,xj), i, j = 1, . . . , n.
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O cálculo de distâncias euclidianas em F pode ser feito através de kernel, devido a
forma dada na equação 2.4 (MULLER et al., 2001; SCHÖLKOPF; SMOLA; MÜLLER,
1998), como :
||Φ(xi)− Φ(xj)||2 = [Φ(xi)− Φ(xj)]> [Φ(xi)− Φ(xj)]
= Φ(xi)>Φ(xi)− 2Φ(xi)>Φ(xj) + Φ(xj)>Φ(xj)
= K(xi,xi)− 2K(xi,xj) +K(xj,xj) (2.5)
Alguns exemplos de funções de kernel estão listados na tabela as seguir.
Tabela 2.1: Exemplos de funções kernel
kernel Expressão Restrições dos parâmetros
Gaussiano K(xi,xj) = exp
(
−||xi−xj ||2
2σ2
)
σ > 0
Polinomial K(xi,xj) = (λx>i xj + θ)d λ > 0, θ ≥ 0, d ∈ N
Linear K(xi,xj) = x>i xj —–
Laplaciano K(xi,xj) = exp (−λ||xi − xj||) λ > 0
Sigmoidal K(xi,xj) = tanh(λx>i xj + θ) λ > 0, θ ≥ 0,
Como já citado anteriormente, os métodos de agrupamento baseados em kernel seguem
duas vertentes: kernelização da métrica e agrupamento no espaço de características.
2.3 Método kernel K-médias baseado na kernelização
da métrica
Seja Ω = {x1, . . . ,xn} um conjunto de n observações, onde cada xi (i = 1, . . . , n)
é descrito por p variáveis e seja P = {P1, . . . , PK} uma partição de Ω em K grupos
disjuntos. A ideia do kernel K-médias é minimizar a seguinte função objetivo
J (t) =
K∑
k=1
∑
i∈P (t)k
||Φ(xi)− Φ(v(t)k )||2
=
K∑
k=1
∑
i∈P (t)k
K(xi,xi)− 2K(xi,v(t)k ) +K(v(t)k ,v(t)k ) (2.6)
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, onde v(t)k ∈ Rp é o protótipo do k-ésimo grupo (k = 1, . . . , K).
Para obtenção do protótipo do k-ésimo grupo devemos calcular a derivada de J em
relação a vk e para isso é necessário a escolha de um função de kernel. Se considerarmos o
kernel Gaussiano, que é o mais usado na literatura devido a sua facilidade de tratamento
analítico (FERREIRA, 2013), então K(xr,xr) = 1, ∀r, e dessa forma a funçao objetivo
J , dada pela equação (2.6), passa a ser:
J (t) = 2
K∑
k=1
∑
i∈P (t)k
[
1−K(xi,v(t)k )
]
(2.7)
Ao realizar a derivação da equação (2.7) em relação a vk e igualar ao vetor nulo
p-dimensional, obtemos que o valor de vk que minimiza J é a média das observações
pertencentes ao grupo k ponderada pelos kernels entre essas observações e o protótipo do
grupo k, ou seja:
v(t+1)k =
∑
i∈P (t)k
K(xi,v(t)k )xi
∑
i∈P (t)k
K(xi,v(t)k )
(2.8)
Após a obtenção dos protótipos vk (k = 1, . . . , K) o problema agora é encontrar a
partição P = {P1, . . . , PK} que minimiza J . Como os protótipos vk (k = 1, . . . , K) estão
fixos, a partição P = {P1, . . . , PK} que minimiza a função objetivo J , dada pela equação
(2.7), é atualizada de acordo com a seguinte regra:
P
(t)
k =
{
i ∈ Ω : ||Φ(xi)− Φ(v(t)k )||2 ≤ ||Φ(xi)− Φ(v(t)h )||2, ∀h 6= k, h = 1, ..., K
}
(2.9)
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método kernel K-médias baseado em kernelização da métrica.
Algoritmo 2: Método kernel K-médias baseado na kernelização da mé-
trica
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha aleatoriamente uma partição P
de Ω em K grupos P1, P2, ..., PK ou, alternativamente, escolha K padrões distintos
v1, . . . ,vK pertencentes a Ω como protótipos iniciais e aloque cada padrão i de
acordo com o protótipo mais próximo vh (h = arg min1≤k≤K ||Φ(xi)− Φ(vk)||2)
para obter a partição inicial P = {P1, . . . , PK};
(2) Atualização dos protótipos
Atualize os protótipos dos grupos vk (k = 1, . . . , K) segundo a equação (2.8) ;
(3) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ||Φ(xi)− Φ(vk)||2
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(4) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
2.4 Método kernel K-médias no espaço de caracterís-
ticas
A ideia central do método kernel K-médias no espaço de características é minimizar a
função objetivo J para a obtenção de uma partição P = {P1, . . . , PK} de Ω em K grupos
disjuntos, onde J é calculada da seguinte forma: (CHIANG; HAO, 2003; FILIPPONE et
al., 2008; GRAEPEL; OBERMAYER, 1998; CHEN; ZHANG, 2002):
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J (t) =
K∑
k=1
∑
i∈P (t)k
||Φ(xi)− (vΦk )(t)||2 , (2.10)
onde vΦk é o centroide do k-ésimo grupo no espaço de características.
De forma análoga ao método kernel K-médias baseado em kernelização da métrica, é
necessário encontrar os centroides vΦk (k = 1, . . . , K) que minimizam a função objetivo J
dada pela equação (2.10). Ao minimizar J em relação a vΦk obtemos a seguinte equação
para os centroides dos grupos no espaço de características (FILIPPONE et al., 2008):
(vΦk )
(t+1) =
1
|P (t)k |
∑
i∈P (t)k
Φ(xi) (2.11)
Como a transformação não-linear Φ não é conhecida de forma explicita, os protótipos
no espaço de características vΦk (k = 1, . . . , K) não podem ser obtidos através da equação
(2.11). No entanto, a distância ||Φ(xi)−vΦk ||2 no espaço de características pode ser obtida,
através de funções kernel no espaço original dos padrões, da seguinte forma (FERREIRA,
2013):
||Φ(xi)− vΦk ||2 = K(xi,xi)− 2
∑
l∈Pk
K(xl,xi)
|Pk| +
∑
r∈Pk
∑
s∈Pk
K(xr,xs)
|Pk|2 (2.12)
Com isso, a função objetivo J , dada pela equação (2.10), pode ser reescrita como
sendo:
J (t) =
K∑
k=1
∑
i∈P (t)k
K(xi,xi)− 2
∑
l∈P (t)k
K(xl,xi)
|P (t)k |
+
∑
r∈P (t)k
∑
s∈P (t)k
K(xr,xs)
|P (t)k |2
 (2.13)
Como não podemos calcular os centroides dos grupos no espaço de características, a
etapa de atualização dos protótipos no algoritmo não existe. A etapa de atualização da
melhor partição P se dá através do mapeamento implícito realizado pela equação (2.12).
A partição P = {P1, . . . , PK} que minimiza a função objetivo J , dada pela equação (2.13),
é atualizada de acordo com a seguinte regra:
P
(t)
k =
{
i ∈ Ω : ||Φ(xi)− (vΦk )(t)||2 ≤ ||Φ(xi)− (vΦh )(t)||2, ∀h 6= k, h = 1, ..., K
}
(2.14)
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método kernel K-médias no espaço de características.
Algoritmo 3: Método kernel K-médias no espaço de características
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha aleatoriamente uma partição P
de Ω em K grupos P1, P2, ..., PK ; Calcule a matriz kernel K baseado em alguma
função kernel ;
(2) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ||Φ(xi)− vΦk ||2
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(3) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
CAPÍTULO 3
Métodos de agrupamento para dados simbólicos do tipo intervalo
3.1 Introdução
Com o crescente desenvolvimento nas tecnologias de armazenamento, bem como na
velocidade e capacidade dos sistemas, o surgimento de enormes conjunto de dados se
tornou corriqueiro e nesse caso a análise de dados clássicos, muitas das vezes, não tem sido
apropriada para a extração de conhecimentos úteis, isso por que o esforço computacional
necessário para manipular essas bases de dados ainda é um problema, apesar do alto poder
de processamento dos computadores atuais (BILLARD; DIDAY, 2003).
Uma abordagem capaz de lidar com o problema anterior seria a redução do conjunto
de dados em um conjunto menor de tamanho gerenciável, de modo que este conjunto
resumo mantenha o máximo de informações possíveis que estejam contidas nos dados
originais. Contudo, ao fazer essa redução, os dados que até então tinham representação
clássica passarão a constituir intervalos, lista e afins, sendo exemplo do que chamamos de
dados simbólicos, objeto de estudo da Análise de Dados Simbólicos (ADS).
Os primeiros trabalhos referente a abordagem de dados simbólicos surgiram por volta
dos anos 80, na qual podemos destacar o trabalho de Diday (1986), e desde então diversos
trabalhos começaram surgir. A Análise de dados Simbólicos (ADS) foi desenvolvida para
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lidar com enormes conjuntos de dados, no sentido de prover técnicas para redução dessas
bases e poteriori análises e extração de informações. Pode-se dizer que a ADS surgiu
sob a influência conjunta de três campos: Análise Exploratória de Dados (DIDAY, 1982;
WARWICK; MORINEAU, 1984), Inteligência Artificial (MICHALSKI, 1973; RUSSELL;
NORVIG, 2016) e Taxonomia Numérica (SNEATH; SOKAL et al., 1973; HAYES-ROTH;
MCDERMOTT, 1978). Bock e Diday (2000) apresentam os principais conceitos de ADS
e os principais métodos estatísticos desenvolvidos pada dados desse tipo.
Diferentemente dos dados clássicos, o uso de dados simbólicos permite atribuir múlti-
plas regras e valores para as variáveis de modo que o conhecimento extraído seja o máximo
possível. COSTA (2011, p.24) afirma que “ Essas novas variáveis (conjuntos, intervalos
e histogramas) tornam possível reter informações sobre a variabilidade intrínseca ou in-
certeza do conjunto de dados original”. O principio básico para a construção de dados
simbólicos é que o máximo possível de informações seja mantido e, simultaneamente, que
a nova base de dados seja gerenciável. O resultado final é uma nova tabela na qual de-
nominamos tabela de dados simbólicos, que por sua vez apresenta uma estrutura mais
complexa que os dados originais, não no sentido de dimensionalidade, mas por causa que
essas tabelas podem conter intervalos, conjuntos, funções probabilísticas e etc. As colunas
dessas tabelas são chamadas de variáveis simbólicas que descrevem os objetos represen-
tados pelas linhas da tabela, que por sua vez podem conter informações a respeito de
indivíduos ou algo mais complexo como descrever um conjunto de indivíduos.
Tabela 3.1: Tabela de dados clássicos
i Sexo Estado Civil Idade Peso Time
1 M S 23 80,7 SPO
2 M C 29 75,5 PAL
3 F S 36 65,0 FLA
4 F S 25 62,4 FLA
5 M C 60 85,9 COR
6 F C 40 59,7 SPO
7 M S 45 95,5 SPO
8 M C 22 76,3 COR
9 F C 37 62,0 FLA
10 M C 75 56,8 PAL
11 M S 15 77,1 COR
12 F S 19 61,7 FLA
A tabela 3.1 de dados clássicos trata de um exemplo fictício que será utilizado para o
entendimento de dados simbólicos, na qual será extraído um conjunto de dados simbólicos
a partir dessa base. Cabe ressaltar que este caso é apenas a nível explicativo, de modo
que em bases pequenas como esta, os métodos estatísticos clássicos podem ser empregados
adequadamente. Considere como exemplo o caso de descrever o peso para “homens casa-
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dos”. Baseado na tabela 3.1 o resultado obtido é a lista {56, 8, 75, 5, 76, 3, 85, 9}, em que
esses valores poderiam ser vistos como realizações ξ no intervalo [56, 8; 85, 9]. Essa última
forma de descrever o peso para “homens casados” é uma representação de dados simbóli-
cos. Como as variáveis Sexo e Estado civil contém duas categorias cada, ao considerar a
iteração Sexo × Estado Civil teremos 4 possíveis categorias (y)|yk ∈ C = {y1, y2, y3, y4}
em que cada uma dessas 4 categorias descrevem os indivíduos que satisfazem a descrição
da categoria. A tabela 3.2 apresenta um conjunto de dados simbólicos referente a descri-
ção das categorias yk, sendo esta uma tabela de dados simbólicos. Observe que a forma
que a tabela foi criada permite estruturar os dados de modo a registrar a variação dos
valores.
Tabela 3.2: Tabela de dados simbólicos referente a descrição de yk
.
yk ∈ C Sexo × Estado Civil nk Idade Peso Time
y1 Fem Solteiro 3 [19; 36] [61, 7; 65, 0] {FLA}
y2 Fem Casado 2 [37; 40] [59, 7; 62, 0] {FLA,SPO}
y3 Masc Solteiro 3 [15; 45] [77, 1; 95, 5] {COR,SPO}
y4 Masc Casado 4 [22; 75] [56, 8; 85, 9] {COR,PAL}
3.2 Tipos de variáveis simbólicas
Diferentemente dos dados clássicos, na qual as variáveis assume apenas um valor,
as variáveis simbólicas podem assumir: intervalos, conjunto de categorias, histogramas,
funções probabilísticas, etc. As variáveis simbólicas dividem-se basicamente em quatro
tipos: variáveis multi-valoradas ordinais e não-ordinais, variáveis modais e variáveis do
tipo intervalo.
Variáveis simbólicas multi-valoradas não-ordinais
Seja E = {w1, . . . , wn} um conjunto de n objetos a serem agrupados. Uma variável
X é dita ser uma variável multi-valorada não ordinal se para todo k ∈ E, os valores
X (k) correspondem a subconjuntos finitos D : |X (k) | < ∞. Por exemplo, seja X as
instituições publicas que oferecem ensino superior, existentes em k cidades paraibanas,
onde D = {UFPB, UFCG, IFPB}. Logo, para k = João Pessoa, X (João Pessoa) =
{UFPB, IFPB}, já para k = Sousa, X (Sousa) = {UFCG, IFPB}.
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Variáveis simbólicas multi-valoradas ordinais
Uma variável X é dita ser multi-valorada ordinal se o conjunto D estabelece uma
relação de ordem ≺, de modo que para quaisquer elementos a, b ∈ D, existe a relação
a ≺ b. Comumente usam um variável qualitativa com dominio finito D = {a, b, . . . , h},
onde a ≺ b ≺ · · · ≺ h. a ≺ b é interpretado como a antecede b ou a é menor que b, o que
nos permite comparar dois elementos pertencentes aD. Por exemplo, X = {Escolaridade}
e D = {Ensino fundamental, Ensino Médio, Graduação, Pós-Graduação}.
Variáveis simbólicas modais
Seja E = {w1, . . . , wn} um conjunto de n objetos a serem agrupados. Uma variável X
é dita ser uma variável simbólica modal se para todo k ∈ E, os valoresX (k) correspondem
a subconjuntos finitos D : |X (k) | <∞, além de apresentar para cada categoria x ∈ X (k)
uma frequência, probabilidade ou peso, que indica o quão frequente, provável, ou relevante
a categoria x é para o objeto k. Por exemplo, seja X as instituições publicas que oferecem
ensino superior, existentes em k cidades paraibanas, onde D = {UFPB, UFCG, IFPB}.
Logo, para uma cidate t, X (t) = {UFPB (0, 6) , IFPB (0, 4)}.
Variáveis simbólicas do tipo intervalo (intervalares)
Uma variável X é dita ser do tipo intervalo se representa uma realização ξ = [a : b],
satisfazendo a ≤ b e {a, b} ∈ R . As variáveis Idade e Peso da tabela 3.2 são exemplos
de variáveis simbólicas do tipo intervalo. Variáveis desse tipo podem ser usadas quando
não é possível obter uma medida exata das observações (instrumentos de precisão) ou
medidas estimadas por intervalos de confiança.
3.3 Funções de kernel para dados simbólicos do tipo
intervalo
Considere um conjunto de n objetos, Ω = {1, . . . , n}, descritos por p variáveis simbóli-
cas do tipo intervalo, de modo que cada objeto i é representado por um vetor de intervalos
xi = ([ai1, bi1], ..., [aip, bip])
>. Seja Φ um mapeamento não linear do espaço de entrada X,
para um espaço de dimensão maior F , denominado espaço de características. A escolha
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da função kernel é essencial para que o problema da não linearidade no espaço original
seja combatido no espaço de características. Uma escolha comum é a utilização do kernel
gaussiano (ou função RBF), que para dados intervalares é definido de duas formas:
(1) Função RBF de uma componente:
K (xi,xk) = exp
(−||xi − xk||2
2σ2
)
, σ > 0, (3.1)
onde: ||xi−xk||2 =
p∑
j=1
[
(aij − akj)2 + (bij − bkj)2
]
, na qual xi = ([ai1, bi1], ..., [aip, bip])
e xk = ([ak1, bk1], ..., [akp, bkp]) são vetores 2p-dimensionais que descrevem o i-ésimo
e k-ésimo objetos de Ω, respectivamente (COSTA, 2011).
(2) Função RBF de duas componentes:
K(xi,xk) = exp
(−||xiI − xkI ||2
2σ2
)
+ exp
(−||xiS − xkS||2
2σ2
)
, σ > 0, (3.2)
onde: ||xiI − xkI ||2 =
p∑
j=1
(aij − akj)2 e ||xiS − xkS||2 =
p∑
j=1
(bij − bkj)2, na qual
xiI = (ai1, ..., aip) e xiS = (bi1, ..., bip) são vetores p-dimensionais relacionados aos
limites inferiores e superiores, respectivamente, dos intervalos que descrevem o i-
ésimo elemento de Ω, e xkI = (ak1, ..., akp) e xkS = (bk1, ..., bkp) são vetores p-
dimensionais relacionados aos limites inferiores e superiores, respectivamente, dos
intervalos que descrevem o k-ésimo elemento de Ω.
COSTA (2011, p.38) demonstra que a função RBF de duas componentes definida
segundo a equação 3.2 também é uma funçaõ kernel.
3.4 Métodos de agrupamentos para dados simbólicos
do tipo intervalo
Nesta seção apresentamos o método K-médias para intervalo e suas versões kerneliza-
das, considerando as abordagens da kernelização da métrica e do espaço de características.
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3.4.1 Método K-médias para intervalos
Seja Ω = {1, . . . , n} um conjunto de n objetos descritos por p variáveis simbólicas do
tipo intervalo, de modo que cada objeto xi (i = 1, . . . , n) é representado por um vetor de
intervalos, ou seja, xi = ([ai1, bi1], ..., [aip, bip])
>. Semelhantemente, o protótipo do grupo
k (k = 1, . . . , K) é dado por vk = ([αk1, βk1], ..., [αkp, βkp])
>. Seja P = {P1, . . . , PK}
uma partição de Ω em K grupos disjuntos. O método K-médias para intervalos busca
encontrar a partição P que minimiza a seguinte função objetivo:
J (t) =
K∑
k=1
∑
i∈P (t)k
d2(xi,v
(t)
k ) , (3.3)
onde d2(xi,v
(t)
k ) =
p∑
j=1
[(
aij − α(t)kj
)2
+
(
bij − β(t)kj
)2]
É fácil mostrar que as componentes αkj e βkj dos protótipos dos grupos vk (k = 1, ..., K)
que minimizam o critério J , dado pela equação 3.3, são calculadas das seguintes formas:
α
(t+1)
kj =
1
nk
∑
i∈P (t)k
aij (3.4)
β
(t+1)
kj =
1
nk
∑
i∈P (t)k
bij , (3.5)
onde nk é o número de observações pertencentes ao grupo k.
Capítulo 3. Métodos de agrupamento para dados intervalares 21
O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método K-médias para dados simbólicos do tipo intervalo.
Algoritmo 4: Método K-médias para intervalos
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha K padrões distintos v1, . . . ,vK
pertencentes a Ω como protótipos iniciais e aloque cada padrão i de acordo com o
protótipo mais próximo vh (h = arg min1≤k≤K
p∑
j=1
[
(aij − αkj)2 +
(
bij − βkj)2
])
para obter a partição inicial P = {P1, . . . , PK};
(2) Atualização dos protótipos
Atualize as componentes αkj e βkj dos protótipos dos grupos vk (k = 1, . . . , K)
segundo as equações (3.4) e (3.5) ;
(3) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K d
2 (xij,vkj)
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(4) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
3.4.2 Kernel K-médias para dados do tipo intervalo baseado na
kernelização da métrica
Seja Ω = {1, . . . , n} um conjunto de n objetos descritos por p variáveis simbólicas do
tipo intervalo, de modo que cada objeto xi (i = 1, . . . , n) é representado por um vetor de
intervalos, ou seja, xi = ([ai1, bi1], ..., [aip, bip])
>. Semelhantemente, o protótipo do grupo
k (k = 1, . . . , K) é dado por vk = ([αk1, βk1], ..., [αkp, βkp])
>. Seja P = {P1, . . . , PK} uma
partição de Ω em K grupos disjuntos. O método kernel K-médias para intervalos busca
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encontrar a partição P que minimiza a seguinte função objetivo:
J (t) =
K∑
k=1
∑
i∈P (t)k
||Φ(xi)− Φ(v(t)k )||2
=
K∑
k=1
∑
i∈P (t)k
K(xi,xi)− 2K(xi,v(t)k ) +K(v(t)k ,v(t)k ) (3.6)
Para a obtenção dos centroides dos grupos é necessário a escolha de uma função kernel.
Ao escolher o kernel gaussiano de uma componente (amplamente mais utilizado), temos
que as componentes αkj e βkj dos protótipos dos grupos vk (k = 1, ..., K) que minimizam
o critério J são atualizadas das seguintes formas:
α
(t+1)
kj =
∑
i∈P (t)k
K(xi,v(t)k )aij
∑
i∈P (t)k
K(xi,v(t)k )
(3.7)
β
(t+1)
kj =
∑
i∈P (t)k
K(xi,v(t)k )bij
∑
i∈P (t)k
K(xi,v(t)k )
, (3.8)
onde t e t + 1 estão relacionados com a t-ésima iteração do algoritmo e sua iteração
subsequente.
Após a obtenção dos protótipos vk (k = 1, . . . , K) o problema agora é encontrar a
partição P = {P1, . . . , PK} que minimiza J . Como os protótipos estão fixos, a partição
P = {P1, . . . , PK} que minimiza a função objetivo J , dada pela equação (3.6), é atualizada
de acordo com a seguinte regra:
P
(t)
k =
{
i ∈ Ω : ||Φ(xi)− Φ(v(t)k )||2 ≤ ||Φ(xi)− Φ(v(t)h )||2, ∀h 6= k, h = 1, ..., K
}
(3.9)
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
método kernel K-médias para dados do tipo intervalo baseado na kernelização da métrica.
Algoritmo 5: Kernel K-médias para dados do tipo intervalo baseado na
kernelização da métrica
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha aleatoriamente uma partição P
de Ω em K grupos P1, P2, ..., PK ou, alternativamente, escolha K padrões distintos
v1, . . . ,vK pertencentes a Ω como protótipos iniciais e aloque cada padrão i de
acordo com o protótipo mais próximo vh (h = arg min1≤k≤K ||Φ(xi)− Φ(vk)||2)
para obter a partição inicial P = {P1, . . . , PK};
(2) Atualização dos protótipos
Atualize as componentes αkj e βkj dos protótipos dos grupos vk (k = 1, ..., K)
segundo as equações (3.7) e (3.8) ;
(3) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ||Φ(xi)− Φ(vk)||2
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(4) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
3.4.3 Kernel K-médias para dados do tipo intervalo no espaço de
características
Analogamente ao algoritmo kernel K-médias para dados do tipo intervalo baseado na
kernelização da métrica, este algoritmo busca obter K grupos, de modo a minimizar a
função objetivo J dada pela seguinte equação:
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J (t) =
K∑
k=1
∑
i∈P (t)k
||Φ(xi)− (vΦk )(t)||2 (3.10)
É necessário encontrar os centroides vΦk (k = 1, . . . , K) que minimizam a função ob-
jetivo J , dada pela equação (3.10). É fácil mostrar que vΦk ∀k = 1, . . . , K é dado por
:
(vΦk )
(t+1) =
1
|P (t)k |
∑
i∈P (t)k
Φ(xi) (3.11)
Como a transformação não-linear Φ não é conhecida de forma explicita, os protótipos
no espaço de características vk (k = 1, . . . , K) não podem ser obtidos através da equação
(3.11). No entanto, a distância ||Φ(xi)−vΦk ||2 no espaço de características pode ser obtida,
utilizando funções kernel no espaço original dos padrões, da seguinte forma (FERREIRA,
2013):
||Φ(xi)− vΦk ||2 = K(xi,xi)− 2
∑
l∈Pk
K(xl,xi)
|Pk| +
∑
r∈Pk
∑
s∈Pk
K(xr,xs)
|Pk|2 (3.12)
Com isso, a função objetivo J , dada pela equação (3.10), pode ser reescrita como
sendo:
J (t) =
K∑
k=1
∑
i∈P (t)k
K(xi,xi)− 2
∑
l∈P (t)k
K(xl,xi)
|P (t)k |
+
∑
r∈P (t)k
∑
s∈P (t)k
K(xr,xs)
|P (t)k |2
 (3.13)
Como não podemos calcular os centroides dos grupos no espaço de características, a
etapa de atualização dos protótipos no algoritmo não existe. A etapa de atualização da
melhor partição P se dá através do mapeamento implícito realizado pela equação (3.12).
A partição P = {P1, . . . , PK} que minimiza a função objetivo J , dada pela equação (3.13),
é atualizada de acordo com a seguinte regra:
P
(t)
k =
{
i ∈ Ω : ||Φ(xi)− (vΦk )(t)||2 ≤ ||Φ(xi)− (vΦh )(t)||2, ∀h 6= k, h = 1, ..., K
}
(3.14)
O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelo
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método kernel K-médias para dados do tipo intervalo no espaço de características.
Algoritmo 6: Kernel K-médias para dados do tipo intervalo no espaço
de características
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Escolha aleatoriamente uma partição P
de Ω em K grupos P1, P2, ..., PK ; Calcule a matriz kernel K baseado em alguma
função kernel.
(2) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ||Φ(xi)− vΦk ||2
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(3) Critério de parada
Se test = 0, então pare,caso contrário, volte ao passo (2).
CAPÍTULO 4
Agrupamento hard baseado em kernel com ponderação automática
das variáveis para dados intervalares
4.1 Introdução
Com o desenvolvimento da Análise de Dados Simbólicos (ADS) diversos técnicas tem
surgido para se adaptar a essa nova forma de representação dos dados. Quando se trata de
algoritmos de agrupamento, apesar dos diversos métodos já existentes, ainda existe uma
lacuna a ser preenchida. Os métodos tradicionais, seja ele o K-médias ou suas versões
kernelizadas, realizam o processo de agrupamento considerando o mesmo peso para todas
as variáveis, ou seja, tais métodos consideram que todas as variáveis tem a mesma im-
portância para a construção dos grupos. Não obstante, se tornou comum a existência de
conjuntos de dados de alta dimensão, e dessa forma, podem existir variáveis que apresen-
tem pesos pequenos, ou até mesmo desprezíveis, para o processo de agrupamento. Além
disso, das variáveis que foram relevantes, podem existir variáveis com maior peso que as
demais. Outro ponto chave é que para a construção de cada grupo, pode haver diferen-
tes conjuntos de variáveis importantes, no sentido de que cada variável pode apresentar
pesos diferentes para construção de cada grupo. Nesse sentido ao considerar que existe a
possibilidade de haver diferenças nos pesos das variáveis para o processo de agrupamento,
de modo que seja possível mensurar esses valores, então a performance desses algoritmos
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podem ser melhorada.
Esse capítulo trás a principal contribuição deste trabalho. Aqui apresentamos métodos
de agrupamento hard para dados simbólicos do tipo intervalo baseado em funções kernel
com ponderação automática das variáveis. Através de distancias adaptativas que mudam
a cada iteração foi possível mensurar a relevância de cada variável para o processo de
agrupamento. Essas distâncias foram obtidas como somas quadradas de distâncias eucli-
dianas entre as observações e os centroides de cada grupo. Para ambas as abordagens,
kernelização da métrica e agrupamento no espaço de características, foram propostas dis-
tâncias adaptativas considerando parametrização por um único vetor de pesos (distâncias
adaptativas globais), onde o peso de cada variável era igual para todos os grupos, e pa-
rametrização por um vetor de pesos para cada grupo (distância adaptativas locais), onde
os pesos eram diferentes para cada grupo. Para a obtenção dos pesos foi considerada dois
tipos de restrições: a primeira, que o produto dos pesos das variáveis era igual a um, e a
segunda que a soma dos pesos da variáveis era igual a um.
Segundo Schölkopf et al. (2002) se K1 e K2 são funções kernel então K1 +K2 também
é um kernel, ou seja, a soma de funções kernel também é uma função kernel. Esse fato
permite tratar conjuntos de variáveis diferentemente, de modo a mensurar a relevância
de cada uma delas para os grupos. De forma mais clara, considere um objeto descrito
por p variáveis e representado por um vetor p-dimensional. De acordo com a constatação
feita por Schölkopf et al. (2002) podemos particionar esse vetor em p partes e considerar
p diferentes funções kernel. Dessa forma, ao considerar uma transformação não linear
Φ : X → F , que toma valores no espaço original dos dados X e mapeia em um espaço de
mais alta dimensão F , de acordo com a proposta feita nesse capítulo é plausível escrever
K(xi,xj) =
∑p
j=1Kj(xij,xkj), ondeK : X×X → R eKj : Xj×Xj → R são funções kernel
e X e Xj são o espaço original dos dados e o espaço da j-ésima variável, respectivamente.
Sendo assim, a distância entre um padrão xi e um protótipo vk, calculada através de
função kernel, para a j-ésima variável, pode ser expressa como:
||φj(xij)− φj(vkj)||2 = Kj(xij,xij)− 2Kj(xij,vkj) +Kj(vkj,vkj) , (4.1)
onde cada φj, j = 1, . . . , p, representa um mapeamento não linear para um espaço Fj,
referente a j-ésima variável.
Perceba agora que essa nova forma de calcular distâncias (equação 4.1) permite atribuir
pesos as variáveis de modo a diferenciar a relevância de cada uma para o processo de
agrupamento. Nesse sentido, considere as seguintes medidas de distâncias entre um objeto
xi e o centróide do k-ésimo grupo vk baseadas na kernelização da métrica:
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i) Distância não-adaptativa:
d2 (xi,vk) =
p∑
j=1
||φj(xij)− φj(vkj)||2 (4.2)
ii) Distância adaptativa local sob a restrição de que a soma dos pesos das variáveis em
cada grupo deve ser igual a um:
d2λk (xi,vk) =
p∑
j=1
(λkj)
θ ||φj(xij)− φj(vkj)||2 , (4.3)
onde λk = (λk1, . . . , λkp) é o vetor de pesos relativo ao k-ésimo grupo, sujeito a:
λkj ∈ [0, 1] ∀k, j
p∑
j=1
λkj = 1
e θ ∈ (1,∞) é um parâmetro que controla o grau de influencia das variáveis para
cada grupo, de modo que quanto maior o valor de θ mais próximos serão os pesos das
variáveis para o k-ésimo grupo e quando θ → 1 os pesos terão influência máxima.
iii) Distância adaptativa global sob a restrição de que a soma dos pesos das variáveis
deve ser igual a um:
d2λ (xi,vk) =
p∑
j=1
(λj)
θ ||φj(xij)− φj(vkj)||2 , (4.4)
onde λ = (λ1, . . . , λp) é o vetor de pesos, sujeito a:
λj ∈ [0, 1] ∀j
p∑
j=1
λj = 1
e θ é definido como anteriormente.
iv) Distância adaptativa local sob a restrição de que o produto dos pesos das variáveis
em cada grupo deve ser igual a um:
d2λk (xi,vk) =
p∑
j=1
(λkj) ||φj(xij)− φj(vkj)||2 , (4.5)
onde λk = (λk1, . . . , λkp) é o vetor de pesos relativo ao k-ésimo grupo, sujeito a:
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
λkj > 0 ∀k, j
p∏
j=1
λkj = 1
v) Distância adaptativa global sob a restrição de que o produto dos pesos das variáveis
deve ser igual a um:
d2λ (xi,vk) =
p∑
j=1
(λj) ||φj(xij)− φj(vkj)||2 , (4.6)
onde λ = (λ1, . . . , λp) é o vetor de pesos, sujeito a:
λj > 0 ∀j
p∏
j=1
λj = 1
Analogamente, na abordagem no espaço de característica é assumido que os protótipos
vΦk =
(
vφ1k1 , . . . ,v
φp
kp
)
, k = 1, . . . , K, são obtidos individualmente para cada variável no
espaço de características, permitindo estender as considerações feitas anteriormente na
abordagem da kernelização da métrica. Sendo assim, considere as seguintes medidas de
distâncias entre um padrão xi e o centroide do k-ésimo grupo no espaço de características,
vΦk :
vi) Distância não-adaptativa:
d2
(
xi,vΦk
)
=
p∑
j=1
||φj(xij)− vφjkj ||2 (4.7)
vii) Distância adaptativa local sob a restrição de que a soma dos pesos das variáveis em
cada grupo deve ser igual a um:
d2λk
(
xi,vΦk
)
=
p∑
j=1
(λkj)
θ ||φj(xij)− vφjkj ||2 , (4.8)
onde λk = (λk1, . . . , λkp) é o vetor de pesos relativo ao k-ésimo grupo, sujeito a:
λkj ∈ [0, 1] ∀k, j
p∑
j=1
λkj = 1
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e θ ∈ (1,∞) é um parâmetro que controla o grau de influencia das variáveis para
cada grupo, de modo que quanto maior o valor de θ mais próximos serão os pesos das
variáveis para o k-ésimo grupo e quando θ → 1 os pesos terão influência máxima.
viii) Distância adaptativa global sob a restrição de que a soma dos pesos das variáveis
deve ser igual a um:
d2λ
(
xi,vΦk
)
=
p∑
j=1
(λj)
θ ||φj(xij)− vφjkj ||2 , (4.9)
onde λ = (λ1, . . . , λp) é o vetor de pesos, sujeito a:
λj ∈ [0, 1] ∀j
p∑
j=1
λj = 1
e θ é definido como anteriormente.
ix) Distância adaptativa local sob a restrição de que o produto dos pesos das variáveis
em cada grupo deve ser igual a um:
d2λk
(
xi,vΦk
)
=
p∑
j=1
(λkj) ||φj(xij)− vφjkj ||2 , (4.10)
onde λk = (λk1, . . . , λkp) é o vetor de pesos relativo ao k-ésimo grupo, sujeito a:
λkj > 0 ∀k, j
p∏
j=1
λkj = 1
x) Distância adaptativa global sob a restrição de que o produto dos pesos das variáveis
deve ser igual a um:
d2λ
(
xi,vΦk
)
=
p∑
j=1
(λj) ||φj(xij)− vφjkj ||2 , (4.11)
onde λ = (λ1, . . . , λp) é o vetor de pesos, sujeito a:
λj > 0 ∀j
p∏
j=1
λj = 1
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É importante notar que as distâncias definidas pelas equações (4.3) e (4.5) na kerneli-
zação da métrica e pelas equações (4.8) e (4.10) no espaço de características, referentes a
distância adaptativa local, possibilita que as variáveis tenham pesos diferentes para cada
grupo, fornecendo possíveis conjuntos distintos de variáveis importantes para os grupos.
Por outro lado, as distâncias definidas pelas equações (4.4) e (4.6) na kernelização da
métrica e pelas equações (4.9) e (4.11) no espaço de características, referentes a distância
adaptativa global, assume que os pesos das variáveis são iguais para todos os grupos, no
sentido de que o conjunto de variáveis importantes é o mesmo para eles.
Para as distâncias que foram definidas sob a restrição de que a soma dos pesos das
variáveis deve ser igual a um, existe a presença do parâmetro θ nas equações, o que não é
visto para o caso das distâncias que se baseiam na restrição de que o produto dos pesos das
variáveis deve ser igual a um. No processo de derivação para encontrar os pesos ótimos,
que será apresentado mais a frente, quando não é considerado o parâmetro θ nos casos
sob a restrição de que a soma dos pesos das variáveis deve ser igual a um, a componente
λkj (k = 1, ...K e j = 1, ..., p), relacionada aos pesos das variáveis, desaparece, impossibi-
litando encontrar o pesos que minimizam o critério de adequação entre as observações e
os protótipos. Dessa forma, o uso do θ nas medidas de distâncias se justifica como uma
estratégia algébrica para contornar esse problema.
4.2 Agrupamento hard baseado na kernelização da mé-
trica com ponderação automática das variáveis para
dados do tipo intervalo
Nesta parte do trabalho é apresentado os métodos de agrupamento hard baseado na
kernelização da métrica com ponderação automática das variáveis para dados do tipo
intervalo. Todos os algoritmos propostos a seguir minimizam uma função objetivo J que
mede a adequação entre os padrões e os centroides dos grupos através de uma medida
de distância adequada. De forma geral, os métodos propostos a seguir buscam minimizar
uma função objetivo dada por:
J (t) =
K∑
k=1
∑
i∈P (t)k
ϕ2(xi,v
(t)
k ) (4.12)
, onde ϕ2(· ) é uma das distâncias definidas anteriormente para a abordagem na kerne-
lização da métrica (distância definidas pelas equações (4.2),(4.3),(4.4),(4.5) e (4.6)). De
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antemão, para os métodos de agrupamento a seguir foi considerado as duas versões do
kernel gaussiano. Sendo assim, a intuito de simplificação, vale destacar o seguinte :
1. Se considerarmos o kernel gaussiano de uma componente, dado pela equação (3.1),
temos que K (xi,xi) = 1, e dessa forma a distância entre um padrão xi e um
protótipo vk, com relação a j-ésima variável, dada pela equação (4.1), pode ser
expressa como:
||φj(xij)− φj(vkj)||2 = 2 (1−Kj(xij,vkj)) (4.13)
2. Se considerarmos o kernel gaussiano de duas componentse, dado pela equação (3.2),
temos que K (xi,xi) = 2, e dessa forma a distância entre um padrão xi e um
protótipo vk, com relação a j-ésima variável, dada pela equação (4.1), pode ser
expressa como:
||φj(xij)− φj(vkj)||2 = 2 (2−Kj(xij,vkj)) (4.14)
De acordo com a escolha de uma medida de distância e um tipo de kernel temos
diferentes métodos de agrupamento hard para dados simbólicos do tipo intervalo na abor-
dagem da kernelização da métrica. Considerando as distâncias dadas pelas equações
(4.2),(4.3),(4.4),(4.5) e (4.6), e considerando as funções RBF de uma e duas componentes,
temos os seguintes métodos:
(a) Kernel K-médias baseado na distância não-adaptativa kernelizada, dada pela Eq.
(4.2), com o uso da função RBF de uma componente (iKKMEE1):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
1−Kj(xij,v(t)kj )
)
(4.15)
(b) Kernel K-médias baseado na distância adaptativa local kernelizada sob a restrição
de que a soma dos pesos das variáveis em cada grupo deve ser igual um, dada pela
Eq. (4.3), com o uso da função RBF de uma componente (iKKMEE-LS1):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)θ (
1−Kj(xij,v(t)kj )
)
(4.16)
(c) Kernel K-médias baseado na distância adaptativa global kernelizada sob a restrição
de que a soma dos pesos das variáveis deve ser igual um, dada pela Eq. (4.4), com
o uso da função RBF de uma componente (iKKMEE-GS1):
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J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)θ (
1−Kj(xij,v(t)kj )
)
(4.17)
(d) Kernel K-médias baseado na distância adaptativa local kernelizada sob a restrição
de que o produto dos pesos das variáveis em cada grupo deve ser igual um, dada
pela Eq. (4.5), com o uso da função RBF de uma componente (iKKMEE-LP1):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)(
1−Kj(xij,v(t)kj )
)
(4.18)
(e) Kernel K-médias baseado na distância adaptativa global kernelizada sob a restrição
de que o produto dos pesos das variáveis deve ser igual um, dada pela Eq. (4.6),
com o uso da função RBF de uma componente (iKKMEE-GP1):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)(
1−Kj(xij,v(t)kj )
)
(4.19)
(f) Kernel K-médias baseado na distância não-adaptativa kernelizada, dada pela Eq.
(4.2), com o uso da função RBF de duas componentes (iKKMEE2):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
2−Kj(xij,v(t)kj )
)
(4.20)
(g) Kernel K-médias baseado na distância adaptativa local kernelizada sob a restrição
de que a soma dos pesos das variáveis em cada grupo deve ser igual um, dada pela
Eq. (4.3), com o uso da função RBF de duas componentes (iKKMEE-LS2):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)θ (
2−Kj(xij,v(t)kj )
)
(4.21)
(h) Kernel K-médias baseado na distância adaptativa global kernelizada sob a restrição
de que a soma dos pesos das variáveis deve ser igual um, dada pela Eq. (4.4), com
o uso da função RBF de duas componentes (iKKMEE-GS2):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)θ (
2−Kj(xij,v(t)kj )
)
(4.22)
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(i) Kernel K-médias baseado na distância adaptativa local kernelizada sob a restrição
de que o produto dos pesos das variáveis em cada grupo deve ser igual um, dada
pela Eq. (4.5), com o uso da função RBF de duas componentes (iKKMEE-LP2):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)(
2−Kj(xij,v(t)kj )
)
(4.23)
(j) Kernel K-médias baseado na distância adaptativa global kernelizada sob a restrição
de que o produto dos pesos das variáveis deve ser igual um, dada pela Eq. (4.6),
com o uso da função RBF de duas componentes (iKKMEE-GP2):
J (t) = 2
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)(
2−Kj(xij,v(t)kj )
)
(4.24)
Como todos as funções objetivos estão definidas agora é preciso encontrar os valores
dos protótipos vk, k = (1, . . . ,K) , que minimizam o critério J . Para tanto é necessário a
escolha de uma função de kernel e ao optar pelas funções kernel de uma e duas compo-
nentes obtem-se resultados diferentes. Nessa etapa a partição P de Ω em K grupos e os
pesos das variáveis são mantidos fixos.
Proposição 4.1. Os componentes αkj e βkj do protótipo vkj (k = 1, . . . , K e j = 1, . . . , p)
que minimizam o critério J baseado nas distâncias adaptativa kernelizadas, dadas pelas
equações (4.2),(4.3),(4.4),(4.5) e (4.6), são calculados das seguintes formas:
i) Se o kernel gaussiano utilizado for o de uma componente, αkj e βkj são dados por :
α
(t+1)
kj =
∑
i∈P (t)k
Kj(xij,v(t)kj )aij
∑
i∈P (t)k
Kj(xij,v(t)kj )
(4.25)
β
(t+1)
kj =
∑
i∈P (t)k
Kj(xij,v(t)kj )bij
∑
i∈P (t)k
Kj(xij,v(t)kj )
(4.26)
ii) Se o kernel gaussiano utilizado for o de duas componentes, αkj e βkj são dados por
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:
α
(t+1)
kj =
∑
i∈P (t)k
exp
(
−
p∑
j=1
(
aij − α(t)kj
)2
/2σ2
)
aij
∑
i∈P (t)k
exp
(
−
p∑
j=1
(
aij − α(t)kj
)2
/2σ2
) (4.27)
β
(t+1)
kj =
∑
i∈P (t)k
exp
(
−
p∑
j=1
(
bij − β(t)kj
)2
/2σ2
)
bij
∑
i∈P (t)k
exp
(
−
p∑
j=1
(
bij − β(t)kj
)2
/2σ2
) (4.28)
Demonstração. Iremos demonstrar a obtenção da componente αkj quando se usa o kernel
gaussiano de uma componente, de modo que a obtenção da componente βkj para este
mesmo caso e das componentes αkj e βkj para o caso do kernel de duas componentes
segue o mesmo raciocínio.
O objetivo é minimizar J em relação a αkj. Como o critério J é aditivo devemos
encontrar o valor de αkj que minimiza a parcela 2 (1−Kj(xij,vkj)), e isso equivale a
maximizar Kj(xij,vkj) ∀ i ∈ Pk , pois Kj(xij,vkj) ∈ (0, 1]. Assim, para o k-ésimo grupo
devemos encontrar o componente αkj que maximiza a parcela:
∑
i∈Pk
Kj(xij,vkj) (4.29)
Derivando a parcela dada em (4.29) em relação a αkj temos que :
∂
∑
i∈Pk
Kj(xij,vkj)
∂αkj
=
∑
i∈Pk
∂
{
exp
(
−
p∑
j=1
[
(aij − αkj)2 + (bij − βkj)2
]
/2σ2
)}
∂αkj
= −
∑
i∈Pk
exp

−
p∑
j=1
[
(aij − αkj)2 + (bij − βkj)2
]
2σ2

Kj(xij ,vkj)
(aij − αkj)
σ2
=
−1
σ2
∑
i∈Pk
Kj(xij,vkj) (aij − αkj)
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Igualando o resultado encontrado acima a zero, temos que, para k = 1, . . . , K e j =
1, . . . , p :
−1
σ2
∑
i∈Pk
Kj(xij,vkj) (aij − αkj) = 0
∑
i∈Pk
Kj(xij,vkj) (aij − αkj) = 0∑
i∈Pk
Kj(xij,vkj)aij − αkj
∑
i∈Pk
Kj(xij,vkj) = 0
∑
i∈Pk
Kj(xij,vkj)aij = αkj
∑
i∈Pk
Kj(xij,vkj)
αkj =
∑
i∈Pk
Kj(xij,vkj)aij∑
i∈Pk
Kj(xij,vkj)
Para os métodos baseado em distâncias adaptativas o problema agora é determinar
os pesos das variáveis que minimizam a função objetivo J , sob as restrições adequadas.
Nessa parte do algoritmo, tanto a partição P quanto os centroides vk, k = 1, . . . , K, são
mantidos fixos.
Proposição 4.2. Os pesos das variáveis que minimizam a função objetivo geral J , dada
pela equação (4.12), dependem da distância adaptativa utilizada:
(i) Se a distância adaptativa kernelizada for dada pela equação (4.3), gerando os mé-
todos iKKMEE-LS1 e iKKMEE-LS2, os pesos λk = (λk1, ..., λkp) que minimizam
o critério J , dado pela equação (4.16) ou pela equação (4.21), sob as restrições
λkj ∈ [0, 1] ∀k, j e
∑p
j=1 λkj = 1 ∀k, tem seus componentes λkj (k = 1, . . . , K e
j = 1, . . . , p) calculados da seguinte forma:
λ
(t+1)
kj =

p∑
l=1

∑
i∈P (t)k
||φj(xij)− φj(v(t+1)kj )||2
∑
i∈P (t)k
||φl(xil)− φl(v(t+1)kl )||2

1
θ−1

−1
(4.30)
(ii) Se a distância adaptativa kernelizada for dada pela equação (4.4), gerando os mé-
todos iKKMEE-GS1 e iKKMEE-GS2, os pesos λ = (λ1, ..., λp) que minimizam
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o critério J , dado pela equação (4.17) ou pela equação (4.22), sob as restrições
λj ∈ [0, 1] ∀j e
∑p
j=1 λkj = 1, tem seus componentes λj (j = 1, . . . , p) calculados
da seguinte forma:
λ
(t+1)
j =

p∑
l=1

K∑
k=1
∑
i∈P (t)k
||φj(xij)− φj(v(t+1)kj )||2
K∑
k=1
∑
i∈P (t)k
||φl(xil)− φl(v(t+1)kl )||2

1
θ−1

−1
(4.31)
(iii) Se a distância adaptativa kernelizada for dada pela equação (4.5), gerando os mé-
todos iKKMEE-LP1 e iKKMEE-LP2, os pesos λk = (λk1, ..., λkp) que minimizam
o critério J , dado pela equação (4.18) ou pela equação (4.23), sob as restrições
λkj > 0 ∀k, j e
∏p
j=1 λkj = 1 ∀k, tem seus componentes λkj (k = 1, . . . , K e
j = 1, . . . , p) calculados da seguinte forma:
λ
(t+1)
kj =

p∏
l=1
∑
i∈P (t)k
||φl(xil)− φl(v(t+1)kl )||2


1
p
∑
i∈P (t)k
||φj(xij)− φj(v(t+1)kj )||2
(4.32)
(iv) Se a distância adaptativa kernelizada for dada pela equação (4.6), gerando os mé-
todos iKKMEE-GP1 e iKKMEE-GP2, os pesos λ = (λ1, ..., λp) que minimizam
o critério J , dado pela equação (4.19) ou pela equação (4.24), sob as restrições
λj > 0 ∀j e
∏p
j=1 λkj = 1, tem seus componentes λj (j = 1, . . . , p) calculados da
seguinte forma:
λ
(t+1)
j =

p∏
l=1
 K∑
k=1
∑
i∈P (t)k
||φl(xil)− φl(v(t+1)kl )||2


1
p
K∑
k=1
∑
i∈P (t)k
||φj(xij)− φj(v(t+1)kj )||2
(4.33)
Demonstração.
(i) Queremos minimizar
J = 2
K∑
k=1
∑
i∈Pk
p∑
j=1
(λkj)
θ ||φj(xij)− φj(vkj)||2
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com relação a λkj (k = 1, 2, ..., K e j = 1, 2, ..., p) sob a restrição de que λkj ∈ [0, 1] ∀ k, j
e
∑p
j=1 λkj = 1 ∀ k. A partição P de Ω em K grupos está fixa, bem como os protótipos
vk, k = 1, . . . , K, e o parâmetro θ. Dessa forma, podemos rescrever J da seguinte forma:
J =
K∑
k=1
Fk(λk) =
K∑
k=1
p∑
j=1
(λkj)
θ
∑
i∈Pk
||φj(xij)− φj(vkj)||2 ,
onde: Fk(λk) = Fk(λk1, ..., λkp) =
∑p
j=1(λkj)
θMkj, Mkj =
∑
i∈Pk
||φj(xij)− φj(vkj)||2
Como o critério J é aditivo, o problema se torna minimizar Fk =
∑p
j=1(λkj)
θMkj, k =
1, . . . , K Considere Gk(λk1, ..., λkp) =
∑p
j=1 λkj−1. Queremos encontrar os extremos de J
sob a restrição Gk(λk1, ..., λkp) = 0. Utilizando os conceitos do método de multiplicadores
de Lagrange, temos:
5Fk(λk1, ..., λkp) = µ5Gk(λk1, ..., λkp)
Então, para k = 1, ..., K e j = 1, ..., p, temos:
∂Fk(λk1, ..., λkp)
∂λkj
= µ
∂Gk(λk1, ..., λkp)
∂λkj
θ(λkj)
θ−1Mkj = µ
λkj =
(µ
θ
) 1
θ−1 · 1
(Mkj)
1
θ−1
(4.34)
Usando a restrição de que,
∑p
l=1 λkl = 1, ∀k, temos:
p∑
l=1
(µ
θ
) 1
θ−1 · 1
(Mkl)
1
θ−1
= 1
(µ
θ
) 1
θ−1
=
[
p∑
l=1
1
(Mkl)
1
θ−1
]−1
(4.35)
Substituindo (4.35) em (4.34) temos :
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λkj =
[
p∑
l=1
1
(Mkl)
1
θ−1
]−1 [
(Mkj)
1
θ−1
]−1
=
[
p∑
l=1
(Mkj)
1
θ−1
(Mkl)
1
θ−1
]−1
=
[
p∑
l=1
(
Mkj
Mkl
) 1
θ−1
]−1
λkj =

p∑
l=1

∑
i∈Pk
||φj(xij)− φj(vkj)||2∑
i∈Pk
||φl(xil)− φl(vkl)||2

1
θ−1

−1
Veja que ∂Fk
∂λkj
= θ(λkj)
θ−1Mkj, então ∂
2Fk
∂(λkj)2
= θ(θ − 1)(λkj)θ−2Mkj e ∂2Fk∂(λkj)∂(λkl) =
0 ∀l 6= j
A matriz Hessiana de Fk avaliada em λk = (λk1, ..., λkp) é
H(λk) =

θ(θ−1)Mk1∑p
l=1
(
Mk1
Mkl
) θ−2
θ−1
0 · · · 0
...
... . . .
...
0 0 · · · θ(θ−1)Mkp∑p
l=1
(
Mkp
Mkl
) θ−2
θ−1

de modo que a matriz H(λk) é positiva-definida, levando a conclusão de que esse extremo
é ponto de mínimo.
(ii) A demonstração é similar ao da parte (i).
(iii) Queremos minimizar
J = 2
K∑
k=1
∑
i∈Pk
p∑
j=1
(λkj) ||φj(xij)− φj(vkj)||2
com relação a λkj (k = 1, 2, ..., K e j = 1, 2, ..., p) sob a restrição de que λkj > 0 ∀ k, j e∏p
j=1 λkj = 1 ∀ k. A partição P de Ω em K grupos está fixa, bem como os protótipos
vk, k = 1, . . . , K. Dessa forma, podemos rescrever J da seguinte forma:
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J =
K∑
k=1
Fk(λk) =
K∑
k=1
p∑
j=1
(λkj)
∑
i∈Pk
||φj(xij)− φj(vkj)||2
, onde: Fk(λk) = Fk(λk1, ..., λkp) =
∑p
j=1(λkj)Mkj, Mkj =
∑
i∈Pk
||φj(xij)− φj(vkj)||2
Como o critério J é aditivo, o problema se torna minimizar Fk =
∑p
j=1(λkj)Mkj,
k = 1, . . . , K. Considere Gk(λk1, ..., λkp) =
∏p
j=1 λkj−1. Queremos encontrar os extremos
de J considerando Gk(λk1, ..., λkp) = 0. Ao fazer isso, temos:
p∏
j=1
λkj = 1
log
(
p∏
j=1
λkj
)
= log (1)
p∑
j=1
log (λkj) = 0
Considere agora Hk(λk1, ..., λkp) =
∑p
j=1 log (λkj). Queremos encontrar os extremos de
J considerando Hk(λk1, ..., λkp) = 0. Utilizando os conceitos do método de multiplicadores
de Lagrange, temos:
5Fk(λk1, ..., λkp) = µ5Hk(λk1, ..., λkp)
Então, para k = 1, ..., K e j = 1, ..., p, temos:
∂Fk(λk1, ..., λkp)
∂λkj
= µ
∂gk(λk1, ..., λkp)
∂λkj
Mkj =
µ
λkj
λkj =
µ
Mkj
(4.36)
Usando a restrição de que
∏p
l=1 λkl = 1, ∀k, temos :
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p∏
l=1
µ
Mkl
= 1
µp
p∏
l=1
(
1
Mkl
)
= 1
µ =
(
p∏
l=1
Mkl
) 1
p
(4.37)
Substituindo (4.37) em (4.36) obtemos :
λkj =
{
p∏
l=1
Mkl
} 1
p
Mkj
=
{
p∏
l=1
(∑
i∈Pk
||φl(xil)− φl(vkl)||2
)} 1
p
∑
i∈Pk
||φj(xij)− φj(vkj)||2
Observe que Fk(λk1, ..., λkp) =
∑p
j=1 λkjMkj = p {Mk1 × ...×Mkp}
1
p é o ponto ex-
tremo. Como Fk(1, ..., 1) =
∑p
j=1Mkj = Mk1 + ... + Mkp e sabendo que a média geomé-
trica é menor que a média aritmética, i.e, {Mk1 × ...×Mkp}
1
p < 1
p
{Mk1 + ...+Mkp} (a
igualdade vale quando Mk1 = ... = Mkp), podemos concluir que o ponto extremo é um
mínimo.
(iv) A demonstração é similar a demonstração da parte (iii).
O próximo passo consiste em alocar os n padrões nos K grupos, de modo que nessa
etapa os protótipos vk, k = 1, . . . , K, e os pesos λkj, k = 1, . . . , K, j = 1, . . . , p são
mantidos fixos.
Proposição 4.3. A partição P = (P1, . . . , PK) independe da medida de distância uti-
lizada. Para qualquer distância baseada na kernelização da métrica os grupos Pk, k =
1, . . . , K, que minimizam o critério J , são atualizados da seguinte forma:
P
(t)
k =
{
i ∈ Ω : ϕ2(xi,v(t)k ) ≤ ϕ2(xi,v(t)h ), ∀h 6= k, h = 1, ..., K
}
(4.38)
onde, ϕ2(· ) é uma das distâncias definida pelas equações (4.2),(4.3),(4.4),(4.5) ou (4.6).
Demonstração. A demonstração é obtida de forma direta.
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelos
métodos baseado na kernelização da métrica propostos nessa seção.
Algoritmo 7: Algoritmo para a obtenção do agrupamento pelos mé-
todos propostos na kernelização da métrica
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Fixe o valor de θ, 1 < θ <∞, ( se a restrição
considerada for a de que a soma dos pesos das variáveis deve ser igual a um); escolha
aleatoriamente uma partição P de Ω em K grupos P1, P2, ..., PK , ou alternativamente,
escolha k padrões distintos v1, ...,vK pertencendo a Ω como protótipos iniciais e aloque
cada padrão i de acordo com o protótipo mais próximo vh(h = arg min1≤k≤K ϕ2(xi,vk),
onde ϕ2(· ) é uma das distâncias dada pelas equações (4.2),(4.3),(4.4),(4.5) ou (4.6)) para
obter a partição inicial P = {P1, P2, ..., PK}; Inicialize todos os pesos igual 1p se a
restrição for a de que a soma dos pesos das variáveis é igual a um, ou todos os pesos igual
a um, se a restrição for de que o produto do peso das variáveis deve ser igual a um;
(2) Atualização dos protótipos
Atualize os protótipos dos grupos de acordo com as equações (4.25) e (4.26) se a função
RBF utilizada for de uma componente, ou segundo as equações (4.27) e (4.28) se a
função RBF utilizada for de duas componentes;
(3) Atualização das distâncias
Se o método considerado usar a distancia não-adaptativa ( Equação (4.2) ) vá para o
passo (4). Caso contrário, atualize os pesos das variáveis, de acordo com as equações
(4.30),(4.31),(4.32) ou (4.33), dependendo da distância utilizada;
(4) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ϕ2(xi,vk), onde ϕ2(· ) é uma medida de distancia dada pelas
equações (4.2), (4.3), (4.4), (4.5) ou (4.6).
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(5) Critério de parada
Se test = 0, então, PARE, caso contrário, volte ao passo (2).
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4.3 Agrupamento hard no espaço de características com
ponderação automática das variáveis para dados do
tipo intervalo
Nesta seção é apresentado os métodos de agrupamento hard considerando a abordagem
do espaço de características com ponderação automática das variáveis para dados do tipo
intervalo. Todos os algoritmos propostos a seguir minimizam uma função objetivo J que
mede a adequação entre os padrões e os centroides dos grupos através de uma medida
de distância adequada. De forma geral, os métodos propostos a seguir buscam minimizar
uma função objetivo dada por:
J (t) =
K∑
k=1
∑
i∈Pk
ϕ2
(
xi, (vΦk )
(t)
)
, (4.39)
onde ϕ2(· ) é uma das distâncias definidas anteriormente para a abordagem no espaço de
características (distância definidas pelas equações (4.7),(4.8),(4.9),(4.10) e (4.11)).
De acordo com a escolha de uma medida de distância temos diferentes métodos de
agrupamento hard para dados simbólicos do tipo intervalo na abordagem do espaço de
características. Considerando as distâncias dadas pelas equações (4.7),(4.8),(4.9),(4.10) e
(4.11), e considerando as funções RBF de uma e duas componentes, temos os seguintes
métodos:
(a) Kernel K-médias baseado na distância não-adaptativa no espaço de características,
dada pela Eq. (4.7), com o uso da função RBF de uma componente (iKKMEC1):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
||φj(xij)− (vφjkj )(t)||2 (4.40)
(b) Kernel K-médias baseado na distância adaptativa local no espaço de características
sob a restrição de que a soma dos pesos das variáveis em cada grupo deve ser igual
um, dada pela Eq. (4.8), com o uso da função RBF de uma componente (iKKMEC-
LS1):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)θ
||φj(xij)− (vφjkj )(t)||2 (4.41)
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(c) Kernel K-médias baseado na distância adaptativa global no espaço de características
sob a restrição de que a soma dos pesos das variáveis deve ser igual um, dada pela
Eq. (4.9), com o uso da função RBF de uma componente (iKKMEC-GS1):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)θ
||φj(xij)− (vφjkj )(t)||2 (4.42)
(d) Kernel K-médias baseado na distância adaptativa local no espaço de características
sob a restrição de que o produto dos pesos das variáveis em cada grupo deve ser
igual um, dada pela Eq. (4.10), com o uso da função RBF de uma componente
(iKKMEC-LP1):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)
||φj(xij)− (vφjkj )(t)||2 (4.43)
(e) Kernel K-médias baseado na distância adaptativa global no espaço de características
sob a restrição de que o produto dos pesos das variáveis deve ser igual um, dada
pela Eq. (4.11), com o uso da função RBF de uma componente (iKKMEC-GP1):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)
||φj(xij)− (vφjkj )(t)||2 (4.44)
(f) Kernel K-médias baseado na distância não-adaptativa no espaço de características,
dada pela Eq. (4.7), com o uso da função RBF de duas componentes (iKKMEC2):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
||φj(xij)− (vφjkj )(t)||2 (4.45)
(g) Kernel K-médias baseado na distância adaptativa local no espaço de características
sob a restrição de que a soma dos pesos das variáveis em cada grupo deve ser
igual um, dada pela Eq. (4.8), com o uso da função RBF de duas componentes
(iKKMEC-LS2):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)θ
||φj(xij)− (vφjkj )(t)||2 (4.46)
(h) Kernel K-médias baseado na distância adaptativa global no espaço de características
sob a restrição de que a soma dos pesos das variáveis deve ser igual um, dada pela
Eq. (4.9), com o uso da função RBF de duas componentes (iKKMEC-GS2):
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J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)θ
||φj(xij)− (vφjkj )(t)||2 (4.47)
(i) Kernel K-médias baseado na distância adaptativa local no espaço de características
sob a restrição de que o produto dos pesos das variáveis em cada grupo deve ser
igual um, dada pela Eq. (4.10), com o uso da função RBF de duas componentes
(iKKMEC-LP2):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
kj
)
||φj(xij)− (vφjkj )(t)||2 (4.48)
(j) Kernel K-médias baseado na distância adaptativa global no espaço de características
sob a restrição de que o produto dos pesos das variáveis deve ser igual um, dada
pela Eq. (4.11), com o uso da função RBF de duas componentes (iKKMEC-GP2):
J (t) =
K∑
k=1
∑
i∈P (t)k
p∑
j=1
(
λ
(t)
j
)
||φj(xij)− (vφjkj )(t)||2 (4.49)
É preciso encontrar os valores dos protótipos vΦk , k = (1, . . . , K) , que minimizam o
critério J . Nesse passo, a partição P e os pesos das variáveis são mantidos fixos.
Proposição 4.4. Os componentes vφjkj (k = 1, . . . , K e j = 1, . . . , p) que minimizam o cri-
tério J , baseado em qualquer distância no espaço de características( Eqs. (4.7),(4.8),(4.9),(4.10)
ou (4.11) ), são calculados da seguinte forma:
(v
φj
kj )
(t+1) =
∑
i∈P (t)k
φj(xij)
|P (t)k |
(4.50)
Demonstração. Como o critério J é aditivo, o problema se torna encontrar vφjkj (k =
1, . . . , K e j = 1, . . . , p) que minimiza a parcela:∑
i∈Pk
||φj(xij)− vφjkj ||2 (4.51)
Derivando o termo dado em (4.51) com relação a vφjkj e igualando a zero, temos que,
para k = 1, . . . , K e j = 1, . . . , p:
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∂
∑
i∈Pk
||φj(xij)− vφjkj ||2
∂v
φj
kj
= 0
−2
∑
i∈Pk
(
φj(xij)− vφjkj
)
= 0∑
i∈Pk
φj(xij)−
∑
i∈Pk
v
φj
kj = 0
v
φj
kj =
∑
i∈Pk
φj(xij)
|Pk|
onde |Pk| é a cardinalidade do grupo k-ésimo grupo.
De modo semelhante ao métodos de agrupamentos convencionais, as transformações
não lineares φ1, . . . , φp não são conhecidas de forma explicita e dessa forma não podemos
obter as componentes vφjkj do protótipo v
Φ
k , k = 1, . . . , K calculadas pela equação (4.50).
No entanto, a informação dessas componentes dos protótipos é implicitamente conside-
rada, de modo que, ao utilizar funções de kernel, a distância ||φj(xij)− vφjkj ||2 no espaço
de características é calculado no espaço original da seguinte forma:
||φj(xij)− vφjkj ||2 = φj(xij) · φj(xij)− 2 · φj(xij) · vφjkj + vφjkj · vφjkj
= φj(xij) · φj(xij)− 2 · φj(xij) · 1|Pk|
∑
l∈Pk
φj(xlj)
+
1
|Pk|
∑
r∈Pk
φj(xrj) · 1|Pk|
∑
s∈Pk
φj(xsj)
= φj(xij) · φj(xij)− 2|Pk|
∑
l∈Pk
φj(xij) · φj(xlj)
+
1
|Pk|2
∑
r∈Pk
∑
s∈Pk
φj(xrj) · φj(xsj)
= Kj (xij,xij)− 2|Pk|
∑
l∈Pk
Kj (xij,xlj) + 1|Pk|2
∑
r∈Pk
∑
s∈Pk
Kj (xrj,xsj)
Para os métodos baseados em distâncias adaptativas o próximo passo é determinar os
pesos das variáveis que minimizam o critério geral J , dado pela equação (4.39), sob as
restrições adequadas. Nessa etapa, tanto a partição P = {P1, ..., PK} quanto os protótipos
no espaço de características vΦk , k = 1, ..., K, são mantidos fixos.
Proposição 4.5. Os pesos das variáveis que minimizam a função objetivo geral J , dada
Capítulo 4. Agrupamento kernel com ponderação automática das variáveis 47
pela equação (4.39), dependem da distância adaptativa utilizada no espaço de caracterís-
ticas:
(i) Se a distância adaptativa no espaço de características for dada pela equação (4.8),
gerando os métodos iKKMEC-LS1 e iKKMEC-LS2, os pesos λk = (λk1, ..., λkp) que
minimizam o critério J , dado pela equação (4.41) ou pela equação (4.46), sob as
restrições λkj ∈ [0, 1] ∀k, j e
∑p
j=1 λkj = 1 ∀k, tem seus componentes λkj (k =
1, . . . , K e j = 1, . . . , p) calculados da seguinte forma:
λ
(t+1)
kj =

p∑
l=1

∑
i∈P (t)k
||φj(xij)− (vφjkj )(t+1)||2
∑
i∈P (t)k
||φl(xil)− (vφlkl )(t+1)||2

1
θ−1

−1
(4.52)
(ii) Se a distância adaptativa no espaço de características for dada pela equação (4.9),
gerando os métodos iKKMEC-GS1 e iKKMEC-GS2, os pesos λ = (λ1, ..., λp) que
minimizam o critério J , dado pela equação (4.42) ou pela equação (4.47), sob as
restrições λj ∈ [0, 1] ∀j e
∑p
j=1 λkj = 1, tem seus componentes λj (j = 1, . . . , p)
calculados da seguinte forma:
λ
(t+1)
j =

p∑
l=1

K∑
k=1
∑
i∈P (t)k
||φj(xij)− (vφjkj )(t+1)||2
K∑
k=1
∑
i∈P (t)k
||φl(xil)− (vφlkl )(t+1)||2

1
θ−1

−1
(4.53)
(iii) Se a distância adaptativa no espaço de características for dada pela equação (4.10),
gerando os métodos iKKMEC-LP1 e iKKMEC-LP2, os pesos λk = (λk1, ..., λkp) que
minimizam o critério J , dado pela equação (4.43) ou pela equação (4.48), sob as
restrições λkj > 0 ∀k, j e
∏p
j=1 λkj = 1 ∀k, tem seus componentes λkj (k = 1, . . . , K
e j = 1, . . . , p) calculados da seguinte forma:
λ
(t+1)
kj =

p∏
l=1
∑
i∈P (t)k
||φl(xil)− (vφlkl )(t+1)||2


1
p
∑
i∈P (t)k
||φj(xij)− (vφjkj )(t+1)||2
(4.54)
(iv) Se a distância adaptativa no espaço de características for dada pela equação (4.11),
gerando os métodos iKKMEC-GP1 e iKKMEC-GP2, os pesos λ = (λ1, ..., λp) que
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minimizam o critério J , dado pela equação (4.44) ou pela equação (4.49), sob as
restrições λj > 0 ∀j e
∏p
j=1 λkj = 1, tem seus componentes λj (j = 1, . . . , p)
calculados da seguinte forma:
λ
(t+1)
j =

p∏
l=1
 K∑
k=1
∑
i∈P (t)k
||φl(xil)− (vφlkl )(t+1)||2


1
p
K∑
k=1
∑
i∈P (t)k
||φj(xij)− (vφjkj )(t+1)||2
(4.55)
Demonstração. A demonstração dessa proposição é similar a demonstração da proposição
4.1.
O último passo agora é determinar a partição P de Ω em K grupos que minimiza a
função objetivo J , dado pela equação (4.39). Nessa etapa do algoritmo os centroides no
espaço de características vΦk , k = 1, ..., K, e os pesos das variáveis estão fixos.
Proposição 4.6. A partição P = (P1, . . . , PK) independe da medida de distância utili-
zada. Para qualquer distância baseada no espaço de características, os grupos Pk, k =
1, . . . , K, que minimizam o critério J , são atualizados da seguinte forma:
P
(t)
k =
{
i ∈ Ω : ϕ2 (xi, (vΦk )(t)) ≤ ϕ2 (xi, (vΦh )(t)) , ∀h 6= k, h = 1, ..., K} (4.56)
onde, ϕ2(· ) é uma das distâncias definida pelas equações (4.7),(4.8),(4.9),(4.10) ou (4.11).
Demonstração. A demonstração é obtida de forma direta.
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O algoritmo a seguir resume o passo a passo iterativo para obter o agrupamento pelos
métodos baseado no espaço de características propostos nessa seção.
Algoritmo 8: Algoritmo para a obtenção do agrupamento pelos mé-
todos propostos no espaço de características
(1) Inicialização
Fixe K (o número de grupos), 2 ≤ K < n; Fixe o valor de θ, 1 < θ <∞, ( se a
restrição considerada for a de que a soma dos pesos das variáveis deve ser igual a
um); escolha aleatoriamente uma partição P de Ω em K grupos P1, P2, ..., PK ;
Inicialize todos os pesos igual 1/p se a restrição for de que a soma dos pesos das
variáveis é igual a um, ou inicialize todos os pesos igual a um se a restrição for de
que o produto do peso das variáveis deve ser igual a um; para cada variável j
escolha uma uma função de kernel (nesse trabalho utilizou-se o kernel gaussiano
com uma e duas componentes) e calcule a matriz kernel Kj, de modo que o
elemento na linha i e coluna l dessa matriz é dado por Kj (xij,xlj) ∀ i, l = 1, ..., n;
(2) Atualização das distâncias
Se o método considerado usar a distancia não-adaptativa (4.7) vá para o passo (3).
Caso contrário, atualize os pesos das variáveis, de acordo com as equações
(4.52),(4.53),(4.54) ou (4.55) dependendo da distância utilizada;
(3) Atualização da partição
test← 0
para i = 1 até n faça
defina o grupo vencedor Ph tal que
h = arg min1≤k≤K ϕ
2(xi,vΦk ), onde ϕ2(·) é uma medida de distancia dada
pelas equações (4.7), (4.8), (4.9), (4.10) ou (4.11).
se i ∈ Pk e h 6= k
test← 1
Ph ← Ph ∪ {i}
Pk ← Pk \ {i}
(4) Critério de parada
Se test = 0, então, PARE, caso contrário, volte ao passo (2).
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4.4 Convergência dos métodos de agrupamento hard
baseado em kernel com ponderação automática das
variáveis para dados do tipo intervalo
Para estudar a convergência dos métodos de agrupamento hard propostos nesse capí-
tulo iremos nos restringir ao algoritmo kernel K-médias baseado na distância adaptativa
local kernelizada sob a restrição de que a soma dos pesos das variáveis em cada grupo
deve ser igual um, com o uso da função RBF de uma componente (iKKMEE-LS1), de
modo que o que é observado para este algoritmo se estende para os demais. Para este
algoritmo a função objetivo é dada por:
J (V,Λ,P ) =
K∑
k=1
∑
i∈Pk
d2λk (xi,vk)
= 2
K∑
k=1
∑
i∈Pk
p∑
j=1
(λkj)
θ (1−Kj (xij,vkj))
onde, V = (v1, ...,vK) é uma K-upla de centroides, Λ = (λ1, ...,λK) é uma K-upla de
pesos e P = (P1, ..., PK) é uma partição de Ω em K grupos.
Defina V∗ = (v∗1, ...,v∗K), Λ∗ = (λ∗1, ...,λ∗K) e P ∗ = (P ∗1 , ..., P ∗K) da forma que
J (V∗,Λ∗,P ∗) = min
{
J (V,Λ,P ) : V ∈ RK×2p,Λ ∈ [0, 1]K×p,P ∈ PK
}
onde, PK é o conjunto de todas as partições de Ω em K grupos.
Diday e Simon (1976) afirmam que as propriedades de convergência de algoritmos desse
tipo podem ser estudadas a partir de duas séries: yt =
(
V(t),Λ(t),P (t)
)
e zt = J (yt) =
J
(
V(t),Λ(t),P (t)
)
(t = 0, 1, 2, ...). A partir de uma parcela inicial y0 =
(
V0,Λ0,P 0
)
, o
algoritmo calcula sucessivos termos da série yt até J convergir para um valor estacionário.
Proposição 4.7. A série zt decresce a cada iteração do algoritmo e converge.
Demonstração. De ínicio iremos demonstrar que a série zt = J (yt) decresce a cada itera-
ção do algoritmo. Para tanto, considere as seguintes desigualdades:
J
(
V(t),Λ(t),P (t)
) (I)︷︸︸︷
≥ J
(
V(t+1),Λ(t),P (t)
) (II)︷︸︸︷
≥ J
(
V(t+1),Λ(t+1),P (t)
) (III)︷︸︸︷
≥ J
(
V(t+1),Λ(t+1),P (t+1)
)
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A desigualdade (I) vale porque:
J
(
V(t),Λ(t),P (t)
)
=
K∑
k=1
∑
i∈P (t)k
d2
λ
(t)
k
(
xi,v
(t)
k
)
,
J
(
V(t+1),Λ(t),P (t)
)
=
K∑
k=1
∑
i∈P (t)k
d2
λ
(t)
k
(
xi,v
(t+1)
k
)
e de acordo com a proposição 4.1,
V(t+1) =
(
v(t+1)1 , ...,v
(t+1)
K
)
= arg min︸ ︷︷ ︸
V=(v1,...,vK)
K∑
k=1
∑
i∈P (t)k
d2
λ
(t)
k
(xi,vk) .
Além disso, a desigualdade (II) também vale porque
J
(
V(t+1),Λ(t+1),P (t)
)
=
K∑
k=1
∑
i∈P (t)k
d2
λ
(t+1)
k
(
xi,v
(t+1)
k
)
,
e pela proposição 4.2,
Λ(t+1) =
(
λ
(t+1)
1 , ...,λ
(t+1)
K
)
= arg min︸ ︷︷ ︸
Λ=(λ1,...,λK)
K∑
k=1
∑
i∈P (t)k
d2λk
(
xi,v
(t+1)
k
)
.
Por fim, a desigualdade (III) vale porque
J
(
V(t+1),Λ(t+1),P (t+1)
)
=
K∑
k=1
∑
i∈P (t+1)k
d2
λ
(t+1)
k
(
xi,v
(t+1)
k
)
,
e de acordo com a proposição 4.3
P (t+1) =
(
P
(t+1
1 ), ..., P
(t+1)
K
)
= arg min︸ ︷︷ ︸
P=(P1,...,PK)
K∑
k=1
∑
i∈Pk
d2
λ
(t+1)
k
(
xi,v
(t+1)
k
)
.
Como a série decresce e é limitada no zero (zt > 0), ela converge.
Proposição 4.8. A série yt =
(
V(t),Λ(t),P (t)
)
converge.
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Demonstração. Suponha que a estacionaridade de zt seja atingida na iteração T , de modo
que zT = zT+h, para todo h inteiro e h ≥ 1. Fazendo h = 1, temos que J (yT ) = J (yT+1),
ou seja J
(
V(T ),Λ(T ),P (T )
)
= J
(
V(T+1),Λ(T+1),P (T+1)
)
e segundo a proposição 4.7
podemos rescrever essa igualdade como:
J
(
V(T ),Λ(T ),P (T )
)
︸ ︷︷ ︸
zT
(I)︷︸︸︷
= J
(
V(T+1),Λ(T ),P (T )
) (II)︷︸︸︷
= J
(
V(T+1),Λ(T+1),P (T )
) (III)︷︸︸︷
= J
(
V(T+1),Λ(T+1),P (T+1)
)
︸ ︷︷ ︸
zT+1
Na igualdade (I) P (T ) e Λ(T ) estão fixos, de modo que o único minimizando de J é V,
levando a conclusão de que V(T ) = V(T+1). Da igualdade (II), temos que Λ(T ) = Λ(T+1),
pois, como P (T ) e V(T+1) estão fixos, Λ é o único minimizando de J . Por último, da
igualdade (III), temos que P (T ) = P (T+1) pois P é a única minimizando de J quando
V(T+1) e Λ(T+1) estão fixos (aqui é necessário usar a ordem lexicográfica para a alocação
no caso de igualdade de distâncias entre os padrões e centroides). Visto isso, concluímos
que yT = yT+1. Estendendo o resultado, podemos concluir que yT = yT+h, para todo
h ≥ 1 inteiro, e dessa forma segue que yt converge.
CAPÍTULO 5
Avaliação Experimental
5.1 Introdução
Neste capítulo será apresentada uma avaliação experimental dos métodos de agru-
pamento hard baseado em kernel com ponderação automática das variáveis para dados
intervalares. Para avaliar a performance desses algoritmos em relação aos métodos conven-
cionais foi realizado uma simulação de Monte Carlo com dois conjuntos de dados simulados
e foram realizadas aplicações a 12 conjuntos de dados reais intervalares. Todos os experi-
mentos realizados nesse trabalho foram feitos utilizando a linguagem de programação R
(R Core Team, 2013).
5.1.1 Conjuntos de dados simulados do tipo intervalo
Para demonstrar a eficiência dos métodos de agrupamento hard baseado em kernel com
ponderação automática das variáveis para dados intervalares foi realizado um experimento
de Monte Carlo considerando duas diferentes configurações de conjunto de dados. Em
ambos os casos foi considerado que os dados eram descritos por três variáveis simbólicas.
Os conjuntos de dados sintéticos intervalares foram gerados considerando que cada
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observação xij = [aij, bij], é fruto de um intervalo do tipo [wij − γij/2, wij + γij/2], onde
γij é gerado a partir de um intervalo predefinido. Nesse trabalho consideramos três inter-
valos:[0.1, 0.2], [0.1, 1.5] e [1, 5]. Os valores wij foram gerados a partir de distribuições
normais que serão detalhadas a seguir. Em ambos conjuntos de dados simulados, os
parâmetros foram selecionados de forma que houvessem subespaços importantes e não
importantes no processo de agrupamento.
Conjunto de dados simulados 1
O conjunto de dados simulados 1 é composto por 200 observações que estão divididas
entre quatro grupos com 50 observações que são descritas por três variáveis simbólicas do
tipo intervalo. Os dados foram gerados a partir de um distribuição normal trivariada, onde
para cada grupo foi definido um vetor de médias e uma matriz de covariância específicos.
Nesse exemplo foi considerado que as variáveis eram independentes. As informações das
médias e variâncias estão dispostas na tabela 5.1.
Tabela 5.1: Informações das estruturas de média e variância do conjunto de dados simu-
lados 1.
µ Grupo 1 Grupo 2 Grupo 3 Grupo 4
µ1 -0,5 0,5 0,0 0,0
µ2 -0,5 -0,5 0,5 0,5
µ3 0,0 0,0 -0,5 0,5
Σ Grupo 1 Grupo 2 Grupo 3 Grupo 4
σ21 0,04 0,04 1,00 1,00
σ22 0,04 0,04 0,04 0,04
σ23 1,00 1,00 0,04 0,04
Nessa configuração cada grupo está bem definido em apenas duas dimensões. Observe
através da figura 5.1 que os grupos 1 e 2 são descritos pela variável x1, de modo que esta é
relevante para a definição desses grupos (ver figura 5.1 (b) ). Por outro lado, os grupos 3 e
4 são descritos pela variável x3, ou seja, esta é relevante para a construção desses grupos
(ver figura 5.1 (c) ). Ao observar a figura 5.1 (d) percebe-se que a variável x3 causa
sobreposição dos dados para os grupos 1 e 2, enquanto a variável x1 causa sobreposição
para os grupos 3 e 4.
Cabe ressaltar que a figura 5.1 foi construída através de um conjunto considerando
o intervalo [0.1, 0.2], de modo que quando os valores do intervalo aumenta os dados
intervalares tendem a se sobrepor, dificultando a definição dos grupos como comentado
anteriormente.
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Figura 5.1: Conjunto de dados simulados 1 para o intervalo [0.1, 0.2]
Conjunto de dados simulados 2
O conjunto de dados simulados 2 é formado por 90 observações que estão divididos
em três grupos de 30 . As variáveis x1 e x2 foram geradas a partir de uma distribuição
normal bivariada com um vetor de médias especifico para cada grupo e a mesma matriz de
covariância para todos os grupos. Foi considerado que essas variáveis eram independentes.
A variável x3 foi gerada como uma combinação linear das duas primeiras mais um ruído
aleatório gerado a partir de uma distribuição normal padrão, mais especificamente x3i =
2x1i − 1.5x2i + εi, onde εi ∼ N(0, 1), i = 1, ..., n. Devido a essa combinação linear,
as variáveis x1 e x3 apresentam correlação positiva, enquanto as variáveis x2 e x3 são
negativamente correlacionadas. A tabela 5.2 trás as informações das médias e variâncias
usadas nessa configuração.
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Tabela 5.2: Informações das estruturas de média e variância do conjunto de dados simu-
lados 2.
µ Grupo 1 Grupo 2 Grupo 3
µ1 0,0 0,1 0,9
µ2 0,0 0,7 0,1
Σ Grupo 1 Grupo 2 Grupo 3
σ21 0,04 0,04 0,04
σ22 0,04 0,04 0,04
Observe pela figura 5.2 que todos os grupos apresentam o mesmo conjunto de va-
riáveis importantes. Olhando para a figura 5.2 (b) percebe-se que as variáveis x1 e x2
são relevantes para a construção de todos os grupos, enquanto que a variável x3 causa
sobreposição para todos eles ( figura 5.2 (c) e figura 5.2 (d)). Por fim, a mesma ressalva a
respeito do intervalo para geração de γ feita no conjunto de dados simulados 1 se estende
para esse caso.
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Figura 5.2: Conjunto de dados simulados 2 para o intervalo [0.1, 0.2]
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5.1.2 Conjuntos de dados reais do tipo intervalo
Foram também realizados experimentos com doze conjuntos de dados reais do tipo
intervalo, denominados aqui como Autores, Fungos, Carros, Cavalos, Fórmula 1, Peixes,
Tênis, Países, Amazon, NBA, Água e Temperatura. Cada conjunto de dados é descrito a
seguir.
Tabela 5.3: Dimensões dos conjuntos de dados reais.
Conjunto n p K Conjunto n p K
Autores 21 5 2 Tênis 24 14 5
Fungos 55 5 3 Países 10 4 2
Carros 33 8 4 Amazon 25 4 3
Cavalos 15 4 4 NBA 29 5 3
Fórmula 1 10 9 2 Água 316 47 2
Peixes 12 13 4 Temperatura 37 12 4
Conjunto de dados: Autores
O conjunto de dados Autores 1 é resultado de uma pesquisa realizada pela Université
Paris Dauphine. No contexto dessa pesquisa, os autores estavam interessados em analisar
os livros que receberam algum prêmio, mais especificamente, eles realizaram a pesquisa
se colocando no lugar de editoras com o intuito de analisar esses livros para obter infor-
mações relevantes que as norteariam em relação aos novos livros que estavam surgindo,
principalmente seu potencial para ganhar prêmios e sua capacidade lucrativa.
Esse conjunto de dados trás informações a respeito de 21 premiações concedidas a
livros, e para essa aplicação selecionamos as 5 variáveis intervalares disponíveis: nota do
livro, data de nascimento do autor, ano da premiação, idade do autor quando ocorreu a
premiação e número de livros de romances escritos pelo autor. Para a classe a priori uti-
lizamos uma variável categórica disponível nesse conjunto de dados, que trás informações
se o autor é ou não conhecidos pelos leitores.
Conjunto de dados: Fungos
O conjunto de dados simbólicos de natureza intervalar Fungos 2 trás informações a
respeito de fungos encontrados na Califórnia, Estados Unidos. Os dados foram extraídos
a partir de três gêneros de especies de fungos: : Agaricus, Amanita e Boletus. De forma
1www.ceremade.dauphine.fr/SODAS/EXEMPLES/choix_auteur_edition.htm
2http://www.mykoweb.com/CAF/genera/
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sucinta, Agaricus é um gênero de cogumelos espinhosos, de médio a grande porte. Fazem
parte desse gênero o A. bisporus, conhecido popularmente como o “cogumelo botão”, pre-
sente nos supermercados, e o A. campestris, o “cogumelo do prado”, comum em pastagens
e prados e diversas regiões temperadas do mundo. Amanita também é um gênero de
cogumelos espinhosos, de médio a grande porte. O membro mais famoso do gênero Ama-
nita é o A. muscaria, o conhecido “fly agaric”, e famoso por causa do seu gorro vermelho
adornado por verrugas brancas na parte superior. Já a principal característica do gênero
Boletus são os esporos tipicamente castanho a castanho-oliva.
Esse conjunto de dados intervalares é composto por 55 observações de espécies, onde
16 são do genêro Amanita, 24 do genêro Agaricus e 15 do genêro Boletus. As espécies
são descritas por cinco variáveis do tipo intervalo: largura do píleo, largura do estipe,
espessura do estipe, altura dos poros e largura dos poros.
Conjunto de dados: Carros
O conjunto de dados simbólicos Carros 3 é composto de 33 observações relacionadas
a modelos de carros, e é descrito por oito variáveis simbólicas do tipo intervalo e uma
variável nominal. As variáveis simbólicas desse conjunto são: preço, cilindrada do motor,
velocidade máxima, aceleração, passo, comprimento, largura e altura. A variável nominal,
denominada categoria de carro, foi considerada como sendo a classe a priori. Essa variável
é formada por quatro grupos, sendo eles: Ammiraglia, Berlina, Sportiva e Utilitaria,
compostos por 8,8,7 e 10 elementos, respectivamente.
Conjunto de dados: Cavalos
O conjunto de dados Cavalos 4 é resultado de uma pesquisa realizada pela Université
Paris Dauphine. Nessa ocasião os pesquisadores estavam interessados em descobrir se
determinadas características dos cavalos (vestuário, categoria, aptidão) são agrupadas
principalmente em um grupo de países e se esses países fazem parte de uma área bem
demarcada. Esse banco é composto de 15 países e oito variáveis, das quais quatro delas
são variáveis do tipo intervalo: nascimento, número de normas, peso máximo e tamanho
máximo do torniquete. Para a classe a priori utilizamos os tipos de cavalo mais presente
nos países. Essa categoria é formada por quatro grupos: raça, lazer, ordenha e ponêi.
3Oliveira et al. (2018)
4https://www.ceremade.dauphine.fr/SODAS/EXEMPLES/chevaux2.htm
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Conjunto de dados: Fórmula 1
O conjunto de dados intervalares Fórmula 1 5 é composto por 10 observações referen-
tes a equipes de corrida da Fórmula 1. Esse conjunto de dados é descrito por 10 variáveis,
sendo 9 variaveis simbólicas do tipo intervalo e uma variável nominal. As variáveis sim-
bólicas são : Posição, Número de pontos, Ano de nascimento, Altura, Peso, Ano de ínicio
na F1, Número de grandes prêmios (GP), Poles, Número de vitórias em 2005. A variável
nominal refere-se a marca de fabricante de pneus dos carros das equipes, que nesse caso
po ser: michelin e bridgetstone, com 3 e 7 observações cada marca, respectivamente.
Conjunto de dados: Peixes
O conjunto de dados simbólicos de natureza intervalar Peixes 6 é composto por 12
observações relacionadas a espécies de peixes de água doce. Essas espécies são descritas
por 13 variáveis intervalares, sendo elas: Comprimento, Peso, Músculo, Intestino, Estô-
mago, Brânquias, Fígado, Rins, Fígado/músculo, Rins/músculo, Brânquias/músculo, In-
testino/músculo e Estômago/músculo. As espécies estão agrupadas em quatro classes
a priori : Carnivorous, Detritivorous, Omnivorous e Hebivorous, de modo que as duas
primeiras classes tem tamanho 4 e as duas últimas tem tamanho 2.
Esse conjunto de dados é fruto de uma pesquisa realizada pelo Laboratoire d’Ecophysiologie
et d’Ecotoxicologie des Systemes Aquatiques (LEESA), com intuito de buscar informa-
ções a respeito de uma contaminação atípica de mercúrio em algumas regiões da Guyana
Francesa (COSTA, 2011).
Conjunto de dados: Tênis
O conjunto de dados Tênis 7 é relacionado com os 50 melhores jogadores de tênis do
mundo, segundo a classificação de dezembro de 2002. Esse conjunto de dados é composto
por 24 observações referentes as nacionalidades dos jogadores. As variáveis simbólicas
usadas nessa aplicação foram as seguintes: classificação no ATP de 2002, pontos no ATP,
números de torneios jogados em 2002, idade, altura (cm), peso (Kg), ano de profissio-
nalização, número de vitórias em 2002, número de derrotas em 2002, número de títulos
em 2002, ganhos, número de vitórias difíceis, número de vitórias em terra, número de
vitórias em grama, e número de vitórias em tapete. Para classe a priori consideramos os
5https://www.ceremade.dauphine.fr/SODAS/EXEMPLES/formule_1.htm
6https://lhedjazi.jimdo.com/useful-links/
7https://www.ceremade.dauphine.fr/SODAS/EXEMPLES/50_meilleurs_tennis.htm
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continentes de nacionalização dos jogadores, que nessa ocasião foram: África, América,
Ásia, Europa e Oceania.
Conjunto de dados: Países
O conjunto de dados intervalares Países 8 é formado é composto por informações de
10 países que são descritos por 4 variáveis simbólica intervalar e uma variável nominal.
As variáveis simbólicas do tipo intervalo são: população, expectativa de vida, Produto
Interno Bruto (PIB) e Índice de Desenvolvimento Humano (IDH). A variável nominal
refere-se a o desenvolvimento do país, onde 5 países são desenvolvidos e 5 países estão em
desenvolvimento. Esta ultima variável foi usada para a classificação a priori.
Conjunto de dados: Amazon
O conjunto de dados Amazon 9 é fruto de uma pesquisa realizada pela Université Paris
Dauphine. Nessa pesquisa buscaram obter informações a respeito de quais categorias de
livros vendidos pela Amazon recebem os melhores ranking de vendas, como também quais
são suas características. Associaram a cada categoria um tipo de livro mais geral. Por
exemplo, livros das categorias arte, música e cinema pertenciam ao tipo cultura. Já os
livros da categorias quadrinhos e humor são parte do tipo lazer.
Esse conjunto é formado por 25 categorias de livros e é descrito por oito variáveis,
onde 4 são variáveis simbólicas do tipo intervalo. As variáveis intervalares são : data
de criação do livro, preço, ranking de venda e número de páginas. Para classe a priori
consideramos a variável tipo, que é formada por três grupos: romance, cultura e lazer.
Conjunto de dados: NBA
O conjunto de dados NBA 10 é fruto de uma pesquisa da Université Paris Dauphine
que trás informações a respeito de 29 equipes da liga de basquete americana. A principal
fonte de informação usada pela universidade foram os sites <www.sports.fr> e <www.
nba.com>, recorrendo a outras fontes, como Yahoo e Google, quando não encontrava
as informações necessárias nos dois primeiros. Esse conjunto de dados é formado por
diversas variáveis e para o uso nesse trabalho consideramos as cinco variáveis intervalares
8Oliveira et al. (2018)
9https://www.ceremade.dauphine.fr/SODAS/EXEMPLES/ventes_livres_AMAZON.htm
10https://www.ceremade.dauphine.fr/SODAS/EXEMPLES/basket_NBA.htm
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presentes: idade, altura (cm) , peso (Kg), salário (milhões) e pontos feitos pelos jogadores.
Além dessas, utilizamos um variável categórica, que trás a classificação do time ao final
da liga (Boa, razoável e ruim) como classe a priori.
Conjunto de dados: Água
O conjunto de dados intervalares Água 11 trás informações a respeito de fluxos de água
durante 30 minutos coletados em um período de 1 ano na rede de distribuição de água da
cidade de Barcelona na Espanha. Apesar das observações terem sido durante um ano, o
conjunto é composto por apenas 316 dias, pois em alguns dias os valores coletados foram
descartados devido a problemas técnicos nos sensores de coleta. Essas informações são
descritas por 48 variáveis intervalares que descrevem os valores mínimos e máximos de três
medições consecutivas de 10 minutos do fluxo de água. Existem ainda uma outra variável
categórica que separa os dias em dia útil e não útil (sábados, domingos e feriados). Para
essa aplicação retiramos a variável 17 por se tratar de uma combinação das variáveis 15
e 16.
Conjunto de dados: Temperatura
Este conjunto de dados foi inicialmente apresentado em Guru, Kiranagi e Nagabhushan
(2004), sendo composto por informações de temperaturas de 37 cidades. Essas cidades são
descritas por 12 variáveis simbólicas do tipo intervalo sendo elas referentes as temperaturas
mínima e máxima de cada mês do ano, medidas em graus centígrados. As cidade estão
agrupadas em 4 classes a priori de tamanhos diferentes, onde a classe 1 é composta por
15 cidades, a classe 2 por 20 cidades e as classes 3 e 4 são composta por uma cidade.
5.2 Índices de avaliação
Para fazer a comparação dos métodos abordados nesse trabalho utilizamos o Índice
Corrigido de Rand (CR) (HUBERT; ARABIE, 1985) e a Taxa Total de Erro de Classifi-
cação (OERC) (BREIMAN et al., 1984).
Considere P = {P1, . . . ,Pi, . . . ,Pc} a partição a a priori de Ω = {1, 2, . . . , n} em c
classes e seja P = {P1, . . . , Pk, . . . , PK} uma partição de Ω = {1, 2, . . . , n} em K grupos
11https://lhedjazi.jimdo.com/useful-links/
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fornecida por um método de agrupamento. Considerando que as quantidades ni,k, i =
1 . . . , c, k = 1, . . . , K representam o número de observações que pertence a classe Pi e
ao grupo Pk, é possível representar - las através de uma matriz de confusão ( Tabela 5.4).
Tabela 5.4: Matriz de confusão
Grupos
Classes P1 · · · Pk · · · PK
∑
P1 n11 · · · n1k · · · n1K n1• =
∑K
k=1 n1k
...
... · · · ... · · · ... ...
Pi ni1 · · · nik · · · niK ni• =
∑K
k=1 nik
...
... · · · ... · · · ... ...
Pc nc1 · · · nck · · · ncK nc• =
∑K
k=1 nck∑
n•1 =
∑c
i=1 ni1 · · · n•k =
∑c
i=1 nik · · · n•K =
∑c
i=1 niK n =
∑c
i=1
∑K
k=1 nik
O Índice Corrigido de Rand é obtido como
CR =
∑c
i=1
∑K
k=1
(
nik
2
)− (n
2
)−1∑c
i=1
(
ni•
2
)∑K
k=1
(
n•k
2
)
1
2
[∑c
i=1
(
ni•
2
)
+
∑K
k=1
(
n•k
2
)]− (n
2
)−1∑c
i=1
(
ni•
2
)∑K
k=1
(
n•k
2
) , (5.1)
onde ni• representa o número de padrões na classe Pi, n•k representa o número de obser-
vações no grupo Pk e n o total de observações na base de dados.
O Índice Corrigido de Rand avalia o grau de similaridade entre uma partição a priori
e uma partição obtida por meio de um método de agrupamento. O índice CR assume
valores no intervalo [-1,1], de modo que o 1 indica similaridade perfeita entre as parti-
ções, enquanto que valores negativos ou próximos de zero indicam similaridade ao acaso
(MILLIGAN; COOPER, 1986).
Em problemas de classificação, cada grupo Pk é associado a uma classe a priori Pi
como se esta fosse a verdadeira classe a priori, ou seja, se um padrão pertence a Pk a
decisão está correta se sua a classe a priori é Pi. Dessa forma, para que a taxa de
erro de classificação seja mínima, é necessário encontrar uma regra de decisão tal que a
probabilidade de erro seja minimizada.
Seja `(Pi, Pk) a probabilidade a posteriori de que um padrão pertença à classe Pi
quando associado com o grupo Pk. Seja `(Pk) a probabilidade de que um padrão pertença
ao grupo Pk, onde ` é chamada de função de verossimilhança.
A estimativa da máxima probabilidade a posteriori é a moda da probabilidade a
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posteriori `(Pi, Pk) e o índice da classe a priori associado a esta moda é :
MAP (Pk) = arg max
1≤i≤c
`(Pi, Pk).
A regra de decisão de Bayes que minimixza a probabilidade média de erro é selecionar
a classe a priori que maximiza a probabilidade a posteriori. A taxa de erro de classificação
ERC(P) do grupo Pk é igual a 1−`(PMAP (Pk)/Pk) e a Taxa Total de Erro de Classificação
(OERC) é dada por:
OERC =
K∑
k=1
`(Pk)(1− `(PMAP (Pk)/Pk)).
Para uma amostra,
`(PMAP (Pk)/Pk) = max1≤i≤c nik/n•k
A Taxa Total de Erro de Classificação foi idealizada para medir a habilidade que um
método de agrupamento tem de encontrar classes a priori presente em um conjunto de
dados. O índice OERC é dado por:
OERC =
K∑
k=1
n•k
n
(
1− max
1≤i≤c
nik/n•k
)
= 1−
∑K
k=1 max1≤i≤c nik
n
. (5.2)
Nesse caso, o índice OERC assume valores no intervalo [0,1], no qual valores próximos
de zero indicam maior capacidade do método em identificar classes a priori.
5.3 Resultados
Os algoritmos de agrupamentos discutidos nesse trabalho foram aplicados aos conjun-
tos de dados sintéticos e reais descritos anteriormente. Em cada aplicação foram calculados
os índices CR e OERC e através destes ocorreu a comparação entre os métodos.
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5.3.1 Conjunto de dados simulados do tipo intervalos
Para os conjuntos de dados sintéticos foi realizado um experimento de Monte Carlo com
100 réplicas. Em cada réplica os algoritmos de agrupamento foram executados 100 vezes
(até a convergência, que ocorre quando a partição fornecida não se altera ) e foi selecionado
o melhor valor segundo os índices CR e OERC. O número de grupos foi definido como
sendo o número de grupos a priori em cada conjunto de dados simulados. Para as 100
réplicas de Monte Carlo foi calculados a média e o desvio padrão dos índices CR e OERC.
Para os algoritmos de agrupamento com a restrição que a soma dos pesos das variáveis é
igual a um (iKKMEE-GS1, iKKMEE-LS1, iKKMEC-GS1, iKKMEC-LS1, iKKMEE-GS2,
iKKMEE-LS2, iKKMEC-GS2 e iKKMEC-LS2) foi testado para o parâmetro θ os valores
2, 4 e 6. Em ralação ao conjunto de dados simulados 1, θ = 6 foi melhor no caso em que
o intervalo de geração de γ foi [0.1, 0.2] e [0.1, 1.5], enquanto que para o intervalo [1, 5]
θ = 4 apresentou melhor performance. Já para o conjunto de dados simulados 2, θ = 4
foi melhor no caso em que o intervalo de geração de γ foi [0.1, 0.2] e [1, 5], enquanto que
para o intervalo [0.1, 1.5] θ = 2 se sobressaiu. O termo σ2 das funções kernel foi calculado
como a médias entre os quantis 0,1 e 0,9 de ||xi − xh||2, i 6= h segundo Caputo et al.
(2001).
A tabela 5.5 apresenta o resultado dos índices CR e OERC para os algoritmos de agru-
pamento convencionais (iKM, iKKmeansEE e iKKmeansEC) e para os métodos de agrupa-
mento hard baseados em kernel com ponderação automática das variáveis para o conjunto
de dados simulados 1. A performance dos algoritmos baseado em distâncias adaptati-
vas locais (iKKMEE-LP1, iKKMEE-LP2, iKKMEE-LS1, iKKMEE-LS2, iKKMEC-LP1,
iKKMEC-LP2, iKKMEC-LS1 e iKKMEC-LS2) foi superior aos demais algoritmos em
todas as situações , o que já era esperado, haja vista que nesse cenário o conjunto de va-
riáveis importantes era diferente para cada grupo. Entre os métodos propostos, os que são
baseados em distâncias não-adaptativas, mas com funções kernel separadas (iKKMEE1,
iKKMEE2, iKKMEC1 e iKKMEC2), apresentaram piores resultados. Todos os méto-
dos baseados em distâncias adaptativas apresentaram desempenho superior aos métodos
convencionais, demonstrando a eficiência desses algoritmos. Cabe observar também que
quando o intervalo de geração de γ é muito grande ([1, 5]) todos os algoritmos apresentam
resultados piores, devido a sobreposição dos dados e consequentemente a mal definição
dos grupos , mas ainda assim os algoritmos com ponderação automática das variáveis
apresentaram desempenhos superiores.
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A tabela 5.6 apresenta a performance dos algoritmos de agrupamento convencionais
(iKM, iKKmeansEE e iKKmeansEC) e dos métodos de agrupamento hard baseados em
kernel com ponderação automática das variáveis para o conjunto de dados simulados 2,
segundo os índices CR e OERC. O desempenho dos algoritmos baseados em distâncias
adaptativas locais e globais com a restrição de que a soma dos pesos das variáveis deve
ser igual a um (iKKMEE-GS1, iKKMEE-GS2, iKKMEE-LS1, iKKMEE-LS2, iKKMEC-
GS1, iKKMEC-GS2, iKKMEC-LS1 e iKKMEC-LS2) foi superior aos demais algoritmos
em todas as situações. Nesse cenário, os métodos baseados na distância adaptativa global
apresentaram desempenho muito melhor quando comparado com o resultado do cenário
1 , o que já era esperado, pois nesse cenário o conjunto de variáveis importantes era igual
para todos os grupos. Entre os métodos propostos, os que são baseados em distâncias
não-adaptativas, mas com funções kernel separadas (iKKMEE1, iKKMEE2, iKKMEC1
e iKKMEC2) apresentaram piores resultados. Todos os métodos baseados em distâncias
adaptativas apresentaram desempenho superior aos métodos convencionais, demonstrando
a eficiência desses algoritmos. Mais uma vez, quando o intervalo de geração de γ é
muito grande ([1, 5]) todos os algoritmos baseados em distâncias adaptativas apresentam
resultados piores, devido a sobreposição dos dados e a mal definição dos grupos , mas ainda
assim considerar pesos paras as variáveis durante o processo de agrupamento é de grande
importância, visto que os métodos baseado com ponderação automáticas apresentaram
desempenho superior.
Inicialmente, para comparar o desempenho dos algoritmos de agrupamento baseado em
distâncias adaptativas segundo as funções kernel de uma e duas componentes, foi realizado
nas 100 amostras das Simulações de Monte Carlo um teste de normalidade de Shapiro-
Wilk para verificar se nas amostras os índices CR e OERC seguiam normalidade, e assim
realizar um teste t pareado. Considerando 5% de significância, rejeitamos a hipótese de
normalidade nas amostras, e para fazer a comparação foi realizado testes não paramétrico
de Wilcoxon pareado. As tabelas 5.7 e 5.8 apresentam esses resultados considerando 5% de
significância. Nessas tabelas, o símbolo “=” significa que, estatisticamente, os algoritmos
não apresentam diferenças segundo o parâmetro de locação em relação aquele determinado
índice. O símbolo “+” significa que, estatisticamente, o algoritmo que usa o kernel de
uma componente apresenta parâmetro de locação superior ao algoritmo com o kernel
de duas componentes, em relação aquele determinado índice. Finalmente, o símbolo “-”
significa que, estatisticamente, o algoritmo que usa o kernel de uma componente apresenta
parâmetro de locação inferior ao algoritmo com o kernel de duas componentes, em relação
aquele determinado índice.
Capítulo 5. Avaliação Experimental 68
Tabela 5.7: Resultado do teste de Wilcoxon pareado nas amostras do conjunto de dados
simulados 1 para comparar os métodos segundo as funções kernel.
CR OERC
[0.1, 0.2] [0.1, 1.5] [1, 5] [0.1, 0.2] [0.1, 1.5] [1, 5]
iKKMEE-GP + + = - - -
iKKMEE-LP = = = = = =
iKKMEC-GP + + + - - -
iKKMEC-LP = = + = = -
iKKMEE-GS + + + = - -
iKKMEE-LS = = + = = -
iKKMEC-GS + + + - - -
iKKMEC-LS = = + = = -
Tabela 5.8: Resultado do teste de Wilcoxon pareado nas amostras do conjunto de dados
simulados 2 para comparar os métodos segundo as funções kernel.
CR OERC
[0.1, 0.2] [0.1, 1.5] [1, 5] [0.1, 0.2] [0.1, 1.5] [1, 5]
iKKMEE-GP + + = - - =
iKKMEE-LP = + + = - -
iKKMEC-GP + + + - - -
iKKMEC-LP = + + = - =
iKKMEE-GS = = = = = =
iKKMEE-LS = = = = = =
iKKMEC-GS = = = = = =
iKKMEC-LS = = + = = =
Considerando que para o índice CR maiores valores indicam melhores resultados, en-
quanto que para o índice OERC menores valores indicam melhores resultados, ao analisar
as tabelas 5.7 e 5.8 podemos concluir que, estatisticamente, os algoritmos de agrupamento
que usam o kernel de uma componente apresentaram desempenhos iguais ou superiores
quando comparado com os algoritmos de usam o kernel de duas componentes. Para o con-
junto de dados simulados 1 os algoritmos baseado nas distâncias adaptativas globais com
o kernel de uma componente (iKKMEE-GP1, iKKMEC-GP1, iKKMEE-GS1 e iKKMEC-
GS1) foram, em quase todas as situações, superiores a suas versões com o kernel de duas
componentes, enquanto que para o conjunto de dados simulados 2 destaca - se apenas o
algoritmo iKKMEC-GP1.
5.3.2 Conjunto de dados reais do tipo intervalo
Os algoritmos de agrupamentos convencionais para dados intervalares: K-médias
(iKM), kernel K-médias na kernelização da métrica (iKKmeansEE) e kernel K-médias no
espaço de características (iKKmeansEC), e os algoritmos propostos nesse trabalho foram
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aplicados aos 12 conjuntos de dados reais intervalares apresentados na seção 5.1.2. Para
cada conjunto de dados os algoritmos foram executados 100 vezes (até a convergência, que
ocorre quando a partição fornecida pelo algoritmo não se altera mais ) e foi selecionado
o melhor resultado segundo o Índice Corrigido de Rand (CR) e a Taxa Total de Erro de
Classificação (OERC). O número de grupos considerados foi igual ao número de grupos
em cada classe a priori, conforme apresentado na descrição dos bancos de dados na seção
5.1.2. O termo σ2 das funções de kernel foi calculado da mesma forma que na avaliação
para os dados simulados. Os algoritmos sob a restrição de que a soma dos pesos deve
ser igual a um (iKKMEE-GS1, iKKMEE-LS1, iKKMEC-GS1, iKKMEC-LS1, iKKMEE-
GS2, iKKMEE-LS2, iKKMEC-GS2 e iKKMEC-LS2) foram executados para θ = 2, 4, 6.
O conjunto de dados Cavalos apresentou melhor resultado para θ = 2. Os conjuntos
Fórmula 1, Peixes, Tênis, Amazon, Água e Temperatura apresentaram melhor resultado
para θ = 4, enquanto os conjuntos Autores, Fungos, Carros, Países e NBA apresentaram
melhor resultado para θ = 6.
As tabelas 5.9 e 5.10 apresentam os índices CR e OERC, respectivamente, calculados
entre as partições fornecidas pelos algoritmos e as classes a priori em cada conjunto de
dados. Adicionalmente, entre parênteses, é apresentado o desempenho de cada algoritmo,
segundo os respectivos critérios.
A tabela 5.11 mostra a classificação média e mediana dos algoritmos segundos os
índices CR e OERC, calculados a partir dos resultados apresentados nas tabelas 5.9 e
5.10. Adicionalmente, entre parenteses, é apresentada a classificação dos métodos segundo
o desempenho médio e mediano.
A tabela 5.12 apresenta o desempenho dos algoritmos segundo as funções kernel de
uma e duas componentes, calculado a partir da tabela 5.11. Adicionalmente, entre parên-
teses, é apresentado sua classificação. Para construção dessa tabela, foi calculado a média
entre o desempenho médio segundos os índices CR e OERC e a média entre o desempenho
mediano segundo esses mesmos índices.
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Tabela 5.9: Resultado do Índice Corrigido de Rand (CR) para os dados simbólicos inter-
valares reais considerados.
Autores Fungos Carros Cavalos Fórmula 1 Peixes
iKM 0,0730 (23) 0,4547 (20) 0,3884 (19) 0,4964 (19) -0,0714 (23) 0,1842 (18)
iKKmeansEE 0,3526 (16) 0,5248 (18) 0,4466 (17) 0,4964 (19) 0,2857 (9) 0,1842 (18)
iKKmeansEC 0,3526 (16) 0,6287 (17) 0,3884 (19) 0,4964 (19) 0,0708 (16) 0,0947 (22)
iKKMEE1 0,3526 (16) 0,4547 (20) 0,3884 (19) 0,4964 (19) 0,2857 (9) 0,2757 (17)
iKKMEE2 0,3526 (16) 0,5248 (18) 0,3884 (19) 0,4964 (19) 0,0708 (16) 0,1842 (18)
iKKMEE-GP1 1,0000 (1) 0,8291 (9) 0,7246 (1) 0,6887 (3) 0,5921 (1) 0,3295 (15)
iKKMEE-GP2 0,8093 (5) 0,8291 (9) 0,7246 (1) 0,6887 (3) 0,5921 (1) 0,3295 (15)
iKKMEE-GS1 1,0000 (1) 0,8291 (9) 0,6142 (11) 0,7099 (1) 0,5921 (1) 0,7673 (1)
iKKMEE-GS2 1,0000 (1) 0,8291 (9) 0,6142 (11) 0,7099 (1) 0,5921 (1) 0,7284 (6)
iKKMEE-LP1 0,4853 (12) 0,8837 (1) 0,6802 (6) 0,6887 (3) 0,2593 (12) 0,4272 (10)
iKKMEE-LP2 0,4853 (12) 0,8837 (1) 0,6802 (6) 0,5767 (13) 0,2593 (12) 0,4272 (10)
iKKMEE-LS1 0,8093 (5) 0,8837 (1) 0,7015 (4) 0,6281 (9) 0,2593 (12) 0,7284 (6)
iKKMEE-LS2 0,8093 (5) 0,8837 (1) 0,7015 (4) 0,6281 (9) 0,2593 (12) 0,7673 (1)
iKKMEC1 0,3526 (16) 0,4547 (20) 0,4161 (18) 0,5286 (16) 0,0708 (16) 0,0947 (22)
iKKMEC2 0,3526 (16) 0,4265 (23) 0,3884 (19) 0,5286 (16) 0,0708 (16) 0,1417 (21)
iKKMEC-GP1 0,8093 (5) 0,8291 (9) 0,6641 (8) 0,5364 (15) 0,2941 (5) 0,3473 (12)
iKKMEC-GP2 0,3526 (16) 0,8291 (9) 0,7246 (1) 0,6887 (3) 0,0708 (16) 0,521 (9)
iKKMEC-GS1 1,0000 (1) 0,8291 (9) 0,6142 (11) 0,5977 (12) 0,2941 (5) 0,7673 (1)
iKKMEC-GS2 0,8093 (5) 0,8291 (9) 0,6142 (11) 0,6854 (7) 0,0708 (16) 0,7673 (1)
iKKMEC-LP1 0,4853 (12) 0,8837 (1) 0,6249 (9) 0,5565 (14) 0,0708 (16) 0,3473 (12)
iKKMEC-LP2 0,4853 (12) 0,8837 (1) 0,6249 (9) 0,5286 (16) 0,2941 (5) 0,3473 (12)
iKKMEC-LS1 0,8093 (5) 0,8837 (1) 0,6142 (11) 0,6854 (7) 0,2857 (9) 0,6567 (8)
iKKMEC-LS2 0,8093 (5) 0,8837 (1) 0,6142 (11) 0,6106 (11) 0,2941 (5) 0,7673 (1)
Tênis Paises Amazon NBA Água Temperatura
iKM 0,0968 (20) -0,0766 (23) -0,0308 (18) 0,0174 (23) 0,0995 (6) 0,8800 (3)
iKKmeansEE 0,1149 (14) 0,0597 (20) -0,0308 (18) 0,0641 (14) 0,0995 (6) 0,8800 (3)
iKKmeansEC 0,0783 (23) 0,0957 (18) 0,0000 (17) 0,0652 (12) 0,0995 (6) 0,6687 (23)
iKKMEE1 0,1442 (10) 0,2800 (1) -0,0308 (18) 0,0448 (18) 0,0995 (6) 0,8800 (3)
iKKMEE2 0,1079 (15) 0,0957 (18) -0,0308 (18) 0,0267 (22) 0,0995 (6) 0,8437 (11)
iKKMEE-GP1 0,1532 (9) 0,2800 (1) 0,1607 (11) 0,0611 (15) 0,0958 (15) 0,7119 (22)
iKKMEE-GP2 0,1384 (12) 0,2800 (1) 0,2034 (1) 0,0611 (15) 0,0958 (15) 0,7217 (18)
iKKMEE-GS1 0,1890 (8) 0,2800 (1) 0,1696 (7) 0,0652 (12) 0,0911 (20) 0,8800 (3)
iKKMEE-GS2 0,2165 (5) 0,2800 (1) 0,1696 (7) 0,162 (1) 0,0911 (20) 0,8800 (3)
iKKMEE-LP1 0,1057 (17) 0,2800 (1) 0,0273 (14) 0,0882 (4) 0,1005 (3) 0,8808 (2)
iKKMEE-LP2 0,1424 (11) 0,2800 (1) 0,1212 (12) 0,0699 (10) 0,1005 (3) 0,9110 (1)
iKKMEE-LS1 0,2501 (1) 0,2800 (1) 0,1722 (6) 0,0668 (11) 0,1113 (1) 0,8800 (3)
iKKMEE-LS2 0,2355 (2) 0,2800 (1) 0,1696 (7) 0,0407 (19) 0,109 (2) 0,8800 (3)
iKKMEC1 0,0875 (21) 0,0000 (22) -0,0308 (18) 0,0351 (20) 0,0995 (6) 0,7215 (19)
iKKMEC2 0,1058 (16) 0,0597 (20) -0,0308 (18) 0,0351 (20) 0,0995 (6) 0,8800 (3)
iKKMEC-GP1 0,0828 (22) 0,2800 (1) 0,0006 (16) 0,0717 (8) 0,0958 (15) 0,7215 (19)
iKKMEC-GP2 0,1012 (18) 0,2800 (1) 0,1681 (10) 0,0517 (17) 0,0958 (15) 0,7215 (19)
iKKMEC-GS1 0,2343 (3) 0,2800 (1) 0,1733 (3) 0,0848 (5) 0,0911 (20) 0,8197 (15)
iKKMEC-GS2 0,1987 (7) 0,2800 (1) 0,1733 (3) 0,0738 (7) 0,0911 (20) 0,7453 (16)
iKKMEC-LP1 0,0989 (19) 0,2800 (1) 0,0108 (15) 0,1029 (2) 0,1005 (3) 0,8209 (14)
iKKMEC-LP2 0,1282 (13) 0,2800 (1) 0,0758 (13) 0,1029 (2) 0,0995 (6) 0,8437 (11)
iKKMEC-LS1 0,2215 (4) 0,2800 (1) 0,1733 (3) 0,071 (9) 0,0958 (15) 0,8437 (11)
iKKMEC-LS2 0,2016 (6) 0,2800 (1) 0,1836 (2) 0,0749 (6) 0,0995 (6) 0,7299 (17)
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Tabela 5.10: Resultado da Taxa Total de Erro de Classificação (OERC) para os dados
simbólicos intervalares reais considerados.
Autores Fungos Carros Cavalos Fórmula 1 Peixes
iKM 0,3333 (23) 0,2909 (21) 0,3333 (18) 0,2000 (11) 0,3000 (16) 0,3333 (17)
iKKmeansEE 0,1905 (16) 0,2545 (18) 0,3030 (17) 0,2000 (11) 0,2000 (5) 0,3333 (17)
iKKmeansEC 0,1905 (16) 0,1455 (17) 0,3333 (18) 0,2000 (11) 0,3000 (16) 0,4167 (22)
iKKMEE1 0,1905 (16) 0,2909 (21) 0,3333 (18) 0,2000 (11) 0,2000 (5) 0,2500 (10)
iKKMEE2 0,1905 (16) 0,2545 (18) 0,3333 (18) 0,2000 (11) 0,3000 (16) 0,3333 (17)
iKKMEE-GP1 0,0000 (1) 0,0545 (9) 0,1212 (1) 0,1333 (1) 0,1000 (1) 0,2500 (10)
iKKMEE-GP2 0,0476 (5) 0,0545 (9) 0,1212 (1) 0,1333 (1) 0,1000 (1) 0,2500 (10)
iKKMEE-GS1 0,0000 (1) 0,0545 (9) 0,1515 (8) 0,1333 (1) 0,1000 (1) 0,0833 (1)
iKKMEE-GS2 0,0000 (1) 0,0545 (9) 0,1515 (8) 0,1333 (1) 0,1000 (1) 0,0833 (1)
iKKMEE-LP1 0,1429 (12) 0,0364 (1) 0,1212 (1) 0,1333 (1) 0,2000 (5) 0,2500 (10)
iKKMEE-LP2 0,1429 (12) 0,0364 (1) 0,1212 (1) 0,2000 (11) 0,2000 (5) 0,2500 (10)
iKKMEE-LS1 0,0476 (5) 0,0364 (1) 0,1212 (1) 0,1333 (1) 0,2000 (5) 0,0833 (1)
iKKMEE-LS2 0,0476 (5) 0,0364 (1) 0,1212 (1) 0,1333 (1) 0,2000 (5) 0,0833 (1)
iKKMEC1 0,1905 (16) 0,2727 (20) 0,3333 (18) 0,2000 (11) 0,3000 (16) 0,4167 (22)
iKKMEC2 0,1905 (16) 0,2909 (21) 0,3333 (18) 0,2000 (11) 0,3000 (16) 0,3333 (17)
iKKMEC-GP1 0,0476 (5) 0,0545 (9) 0,1515 (8) 0,2000 (11) 0,2000 (5) 0,3333 (17)
iKKMEC-GP2 0,1905 (16) 0,0545 (9) 0,1212 (1) 0,1333 (1) 0,3000 (16) 0,1667 (8)
iKKMEC-GS1 0,0000 (1) 0,0545 (9) 0,1515 (8) 0,2000 (11) 0,2000 (5) 0,0833 (1)
iKKMEC-GS2 0,0476 (5) 0,0545 (9) 0,1515 (8) 0,1333 (1) 0,3000 (16) 0,0833 (1)
iKKMEC-LP1 0,1429 (12) 0,0364 (1) 0,1818 (15) 0,2000 (11) 0,3000 (16) 0,2500 (10)
iKKMEC-LP2 0,1429 (12) 0,0364 (1) 0,1818 (15) 0,2000 (11) 0,2000 (5) 0,2500 (10)
iKKMEC-LS1 0,0476 (5) 0,0364 (1) 0,1515 (8) 0,1333 (1) 0,2000 (5) 0,1667 (8)
iKKMEC-LS2 0,0476 (5) 0,0364 (1) 0,1515 (8) 0,2000 (11) 0,2000 (5) 0,0833 (1)
Tênis Paises Amazon NBA Água Temperatura
iKM 0,4167 (14) 0,5000 (23) 0,5600 (17) 0,5172 (22) 0,2943 (1) 0,0541 (1)
iKKmeansEE 0,3750 (5) 0,3000 (18) 0,5600 (17) 0,4483 (5) 0,3323 (13) 0,0811 (8)
iKKmeansEC 0,3750 (5) 0,3000 (18) 0,5600 (17) 0,4828 (14) 0,3323 (13) 0,1892 (22)
iKKMEE1 0,3750 (5) 0,2000 (1) 0,5600 (17) 0,4828 (14) 0,3323 (13) 0,0811 (8)
iKKMEE2 0,3750 (5) 0,3000 (18) 0,5600 (17) 0,5172 (22) 0,2943 (1) 0,0541 (1)
iKKMEE-GP1 0,3333 (2) 0,2000 (1) 0,3600 (1) 0,4483 (5) 0,3354 (20) 0,1351 (17)
iKKMEE-GP2 0,3750 (5) 0,2000 (1) 0,3600 (1) 0,4828 (14) 0,3354 (20) 0,2162 (23)
iKKMEE-GS1 0,3750 (5) 0,2000 (1) 0,3600 (1) 0,4483 (5) 0,3133 (10) 0,0811 (8)
iKKMEE-GS2 0,3750 (5) 0,2000 (1) 0,3600 (1) 0,3793 (1) 0,2943 (1) 0,0811 (8)
iKKMEE-LP1 0,3750 (5) 0,2000 (1) 0,4400 (11) 0,4483 (5) 0,2943 (1) 0,0541 (1)
iKKMEE-LP2 0,3333 (2) 0,2000 (1) 0,4400 (11) 0,4483 (5) 0,2943 (1) 0,0541 (1)
iKKMEE-LS1 0,3333 (2) 0,2000 (1) 0,3600 (1) 0,4828 (14) 0,2943 (1) 0,0811 (8)
iKKMEE-LS2 0,2917 (1) 0,2000 (1) 0,3600 (1) 0,4828 (14) 0,2943 (1) 0,0811 (8)
iKKMEC1 0,5000 (22) 0,4000 (22) 0,5600 (17) 0,4828 (14) 0,3323 (13) 0,1622 (19)
iKKMEC2 0,4583 (21) 0,3000 (18) 0,5600 (17) 0,4828 (14) 0,3323 (13) 0,0811 (8)
iKKMEC-GP1 0,4167 (14) 0,2000 (1) 0,4800 (15) 0,4483 (5) 0,3354 (20) 0,1351 (17)
iKKMEC-GP2 0,4167 (14) 0,2000 (1) 0,4400 (11) 0,4483 (5) 0,3354 (20) 0,1622 (19)
iKKMEC-GS1 0,3750 (5) 0,2000 (1) 0,3600 (1) 0,4138 (2) 0,3228 (11) 0,0811 (8)
iKKMEC-GS2 0,4167 (14) 0,2000 (1) 0,3600 (1) 0,4483 (5) 0,3228 (11) 0,1622 (19)
iKKMEC-LP1 0,5000 (22) 0,2000 (1) 0,4800 (15) 0,4138 (2) 0,3323 (13) 0,0541 (1)
iKKMEC-LP2 0,4167 (14) 0,2000 (1) 0,4400 (11) 0,4138 (2) 0,3323 (13) 0,0541 (1)
iKKMEC-LS1 0,4167 (14) 0,2000 (1) 0,3600 (1) 0,4828 (14) 0,2943 (1) 0,0541 (1)
iKKMEC-LS2 0,4167 (14) 0,2000 (1) 0,3600 (1) 0,4483 (5) 0,2943 (1) 0,1081 (16)
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Tabela 5.11: Classificação de desempenho médio e mediano dos algoritmos de agrupamen-
tos de acordo com o Índice Corrigido de Rand (CR) e a Taxa Total de Erro de Classificaçao
(OERC).
CR OERC
D.médio D.mediano D.médio D.mediano
iKM 17,9 (23) 19,5 (23) 15,3 (20) 17,0 (22)
iKKmeansEE 14,3 (18) 16,5 (17) 12,5 (18) 14,5 (18)
iKKmeansEC 17,3 (21) 17,5 (20) 15,8 (21) 16,5 (19)
iKKMEE1 13,0 (17) 16,5 (17) 11,6 (17) 12,0 (17)
iKKMEE2 16,3 (20) 18,0 (21) 13,3 (19) 16,5 (19)
iKKMEE-GP1 8,6 (12) 9,0 (11) 5,8 (9) 1,5 (4)
iKKMEE-GP2 8,0 (10) 7,0 (8) 7,6 (11) 5,0 (9)
iKKMEE-GS1 6,3 (5) 5,0 (4) 4,3 (4) 3,0 (5)
iKKMEE-GS2 5,5 (2) 4,0 (2) 3,2 (1) 1,0 (1)
iKKMEE-LP1 7,1 (7) 5,0 (4) 4,5 (5) 3,0 (5)
iKKMEE-LP2 7,7 (9) 10,0 (12) 5,1 (7) 3,5 (8)
iKKMEE-LS1 5,0 (1) 4,5 (3) 3,4 (3) 1,0 (1)
iKKMEE-LS2 5,5 (2) 3,5 (1) 3,3 (2) 1,0 (1)
iKKMEC1 17,8 (22) 18,5 (22) 17,5 (23) 17,5 (23)
iKKMEC2 16,2 (19) 17,0 (19) 15,8 (22) 16,5 (19)
iKKMEC-GP1 11,3 (16) 10,5 (14) 10,6 (16) 10,0 (13)
iKKMEC-GP2 11,2 (15) 12,5 (16) 10,1 (15) 10,0 (13)
iKKMEC-GS1 7,2 (8) 5,0 (4) 5,3 (8) 5,0 (9)
iKKMEC-GS2 8,6 (12) 7,0 (8) 7,6 (11) 6,5 (12)
iKKMEC-LP1 9,8 (14) 12,0 (15) 9,9 (14) 11,5 (16)
iKKMEC-LP2 8,4 (11) 10,0 (12) 8,0 (13) 10,5 (15)
iKKMEC-LS1 7,0 (6) 7,5 (10) 5,0 (6) 3,0 (5)
iKKMEC-LS2 6,0 (4) 5,5 (7) 5,8 (9) 5,0 (9)
Tabela 5.12: Média do desempenho médio e mediano segundo as funções kernels de uma
(1 C) e duas (2 C) componentes.
D.médio D.mediano
1 C 2 C 1 C 2 C
iKKMEE 12,3 (17) 14,8 (19) 14,3 (17) 17,3 (21)
iKKMEE-GP 7,2 (10) 7,8 (11) 5,3 (7) 6 (10)
iKKMEE-GS 5,3 (4) 4,3 (2) 4,0 (4) 2,5 (2)
iKKMEE-LP 5,8 (5) 6,4 (9) 4,0 (4) 6,8 (11)
iKKMEE-LS 4,2 (1) 4,4 (3) 2,8 (3) 2,3 (1)
iKKMEC 17,7 (23) 16 (20) 18,0 (22) 16,8 (19)
iKKMEC-GP 10,9 (16) 10,6 (15) 10,3 (13) 11,3 (15)
iKKMEC-GS 6,2 (8) 8,1 (12) 5,0 (6) 6,8 (11)
iKKMEC-LP 9,9 (14) 8,2 (13) 11,8 (16) 10,3 (13)
iKKMEC-LS 6,0 (7) 5,9 (6) 5,3 (7) 5,3 (7)
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Para grande maioria dos conjuntos de dados observou-se que pelo menos um algoritmo
baseado em distâncias adaptativas apresentou desempenho superior aos métodos de agru-
pamento convencional. No pior das hipóteses, o desempenho foi equivalente. Olhando
para o índice CR, em todos os casos, o melhor desempenho foi de um algoritmo baseado
em distâncias adaptativas, enquanto que para o índice OERC, em todos os casos aconte-
ceu o mesmo cenário, exceto nos conjuntos Água e Temperatura, onde o desempenho foi
o mesmo.
Ao olhar para o desempenho médio e mediano de cada método de agrupamento, ob-
servou que os algoritmos com a restrição de que a soma dos pesos das variáveis deve
ser igual a um (iKKMEE-GS1, iKKMEE-GS2, iKKMEE-LS1, iKKMEE-LS2, iKKMEC-
GS1, iKKMEC-GS2, iKKMEC-LS1 e iKKMEE-LS2) foram superiores aos algoritmos com
a restrição de que o produto dos pesos das variáveis deve ser igual a um (iKKMEE-GP1,
iKKMEE-GP2, iKKMEE-LP1, iKKMEE-LP2, iKKMEC-GP1, iKKMEC-GP2, iKKMEC-
LP1 e iKKMEE-LP2).
Observou-se também que, em geral , os algoritmos que consideraram que os protóti-
pos eram definidos no espaço original dos dados (kernelização da métrica) apresentaram
desempenho superior aos métodos que consideraram que os protótipos estavam definido
no espaço de característica. Além disso, foi visto que os métodos baseado na distância
não-adaptativa (iKKMEE1, iKKMEE2,iKKMEC1 e iKKMEC2) apresentaram desempe-
nho inferiores aos métodos baseado em distâncias adaptativas. Ainda nesse ponto, tais
métodos apresentaram desempenho médio e mediano semelhantes aos métodos convenci-
onais.
Pode-se observar que a classificação de desempenho não apresentou diferenças segundo
o tipo de função de kernel utilizado, de modo que em alguns casos os métodos que usavam o
kernel de uma componente apresentaram desempenho superior, enquanto que em outros
ocorreu o contrário. Em geral os melhores resultados foram obtidos pelos algoritmos
iKKMEE-LS e iKKMEE-GS.
Por fim , olhando de modo geral para todos os algoritmos de agrupamento, os que
apresentam melhores desempenho foram: iKKMEE-LS2, iKKMEE-GS2, iKKMEE-LS1 e
iKKMEE-GS1, enquanto que, os algoritmos de agrupamento convencionais (iKM, iKKme-
ansEE e iKKmeansEC) e os algoritmos baseado na distância não-adaptativa (iKKMEE1,
iKKMEE2, iKKMEC1, e iKKMEC2) apresentaram piores resultados.
CAPÍTULO 6
Conclusões
Nesse trabalho foi apresentado um conjunto de métodos de agrupamento hard para
dados simbólicos do tipo intervalo com ponderação automática das variáveis através de
distâncias adaptativas que eram obtidas como soma de distâncias euclidianas entre as
observações e os centroides de cada grupo, calculadas individualmente para cada variável
via funções kernel. Os métodos propostos apresentou um grande diferencial em relação
aos métodos convencionais por causa da aprendizagem dos pesos das variáveis, que foi
possibilitado através do uso de distâncias adaptativas, que podem ser a mesma para
todos os grupos (distâncias adaptativas globais) e diferentes para cada grupo (distâncias
adaptativas locais). O uso de funções kernel se justifica pelo fato de que em situações de
disposição não-linear dos grupos, essas funções auxiliam a identifica-los. O kernel para
intervalos utilizado nesse trabalho foi o gaussiano onde foi considerado duas versões: com
uma e duas componentes. Para os algoritmos propostos foram obtidas as expressões para
o cálculo dos protótipos, pesos e regra de alocação das observações que minimizavam o
critério entre padrões e protótipos, como também foram demonstradas as propriedades
de convergências dos algoritmos propostos.
Para os conjuntos de dados simulados, ficou claro a superioridade dos métodos de
agrupamento baseados em distâncias adaptativas em relação aos métodos convencionais.
No caso em que os grupos apresentavam um conjunto de variáveis importantes diferen-
tes (conjunto de dados simulado 1), os algoritmos baseados em distâncias adaptativas
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locais apresentaram melhor desempenho que os demais. No caso em que os grupos apre-
sentam o mesmo conjunto de variáveis importantes (conjunto de dados simulados 2), os
algoritmos baseados em distâncias globais apresentaram ótimo desempenho quando com-
parado com o cenário 1, apesar de que os métodos baseados em distâncias adaptativas
locais apresentaram desempenho levemente superior. Os métodos de agrupamento base-
ados na distância não-adaptativa, mas com funções kernel separadas para cada variável
(iKKMEE1, iKKMEE2, iKKMEC1 e iKKMEC2) não apresentam resultados satisfatórios
quanto aos algoritmos baseados em distâncias adaptativas. Em muitos casos esses méto-
dos apresentaram desempenho inferior aos métodos convencionais. Ainda na situação de
dados sintéticos, através de testes não paramétricos, concluímos que os métodos baseados
em distâncias adaptativas que usavam a função kernel de uma componente apresentaram,
estatisticamente, desempenho igual ou superior quando comparado com sua versão que
utilizava o kernel de duas componentes.
Com relação aos conjuntos de dados reais, mais uma vez, os algoritmos baseados em
distâncias adaptativas apresentaram desempenho superior em relação aos métodos con-
vencionais. Nessa ocasião, os algoritmos baseado em distâncias adaptativas com restrição
de que a soma dos pesos das variáveis deve ser igual a um e sob a abordagem da ker-
nelização da métrica (iKKMEE-GS1, iKKMEE-GS2, iKKMEE-LS1 e iKKMEE-LS2 )
apresentaram as melhores classificações de desempenho. De modo geral, os algoritmos
sob a restrição de que a soma dos pesos das variáveis deve ser igual a um (iKKMEE-GS1,
iKKMEE-GS2, iKKMEE-LS1, iKKMEE-LS2, iKKMEC-GS1, iKKMEC-GS2, iKKMEC-
LS1 e iKKMEC-LS2) apresentaram melhores classificações de desempenho quando com-
parado com os métodos sob a restrição de que o produto dos pesos das variáveis deve ser
igual a um (iKKMEE-GP1, iKKMEE-GP2, iKKMEE-LP1, iKKMEE-LP2, iKKMEC-
GP1, iKKMEC-GP2, iKKMEC-LP1 e iKKMEC-LP2). Novamente, os métodos de agru-
pamento baseados na distância não-adaptativa, mas com funções kernel separadas para
cada variável (iKKMEE1, iKKMEE2, iKKMEC1 e iKKMEC2) não apresentaram classi-
ficações de desempenho satisfatórias quanto aos algoritmos baseados em distâncias adap-
tativas. Em muitos casos esses métodos apresentaram piores classificações em relação
aos métodos convencionais. Quando comparado os algoritmos segundo o uso da função
kernel de uma e duas componentes, concluímos que para os dados reais, no geral, não
houve uma superioridade por alguma das funções kernel. Em alguns casos os métodos
que consideravam o kernel de uma componente apresentaram classificação de desempe-
nho superior, enquanto em outros casos os métodos de agrupamento baseado no kernel
de duas componentes se sobressaíram.
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6.1 Trabalhos futuros
Alguns trabalhos podem ser desenvolvidos a partir dos temas abordados nesse traba-
lho. Dentre os possíveis assuntos podemos listar:
• Considerar diferentes funções kernel para dados do tipo intervalo (por exemplo, o
kernel polinomial de grau d, tangente hiperbólico, Cauchy, etc.) e fazer todos os
passos feitos nesse trabalho (encontrar as expressões para os protótipos, pesos, etc);
• Encontrar a expressão para o parâmetro σ2 ótimo, e considerar que este se atualize
a cada iteração do algoritmo;
• Estender o que foi feito nesse trabalho para a abordagem de agrupamento fuzzy ;
• Disponibilizar as implementações no github e implementar um pacote para o R (R
Core Team, 2013).
Qualquer dúvida, entre em contato através dos endereços:
1. José Nataniel - andradesa48@gmail.com
2. Marcelo Rodrigo - marcelorpf@gmail.com
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