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第 1 章は序論であり、本研究の歴史的背景および目的について概説するとともに従来の諸研究 と
の関連について述べる。
第 2 章および第 3 章では画像から考察対象物体の輪郭形状を抽出するための前処理系について述




第 3 章では、エネルギー最小化アプローチ K基づく、濃淡画像中からの対象物の輪郭形状の抽
IU ・追跡手法、さら K、濃淡動画像系列からの輪郭追跡手法Kついて述べるo また、最適解を効率良
く得るためのエネルギー最小化解法を示し、一般の正則化理論の統一的解法への拡強性Kついても考
察する。
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ston の研究は、それ以前K研究されてきた神経団路網モデルによるパラメータ学習 [81 とは本質的に
異なったアプローチをとるものであり、今日の帰納的学習のまさにルーツ的存在である。その後、帰





とうした背景から、実画像から記号概念による対象物体の構造記述が試みられた。 Brady & 
Asada[ll] は円 smoothcd local symmetry" と呼ばれる局所対称性の概念を導入して、対象物体 (2 次
元形状)を部分構造K分解し、さらに、意味ネットワーク(グラフ表現)を用いて部分構造相互間の関
係記述を得ている o そして、 Connell & Brady[12][13] は、との概念記述を用いて、 Winstoll の学







(3) 一般化を行なう際、 2 つの意味ネットワークの照合(グラフマッチング)が必須となり、それゆ
え、学習・認識が非常K困難と在る o (一般にグラフマッチング(グラブの同型問題)は NP 完
全の典型的例題である o ) 
(4) 得られたそデルを可視化するととができ在い。
2 
(4) の可視化は得られたモデルの妥当性の評価を容易にするのに必要な機能であるo 最近、 Segen[15]




















本論文は、序論と結論を含め全体を 7 章で関成しているo 第 1 章の序論に続いて、まず第 2章お
よび第 3 章では画像から考察対象物体の輪郭形状を抽出するための前処理系Kついて述べるo 次い












る o 実験K より、提案手法の有効性を示す。
















第 6 章では、同一クラス K属す複数の形状サンァ・んから一つの形状モデル (Visual モデルとよぷ)
を生成する手法について述べる。すなわち、第 4 章および第 5 章で論じた手法を適用して得た、複数
の一般化図形からクラスのプロトタイプモデルである visual .;:モデルを生成する手法について述べる。












きた濃度ヒストグラムから最適 2 値化闘値を求める手法 [16][17][18] では線分の潰れとかすれを同時
K除去するととが困難であった。
一方、局所的な濃度形状から尾根点、谷点を判定し、適応的K闇値を求め、その闘値より濃度値





理を施すとと K よって後段の 2 値化の際の潰れとかすれを抑制する画質改善手法 [20][21] tcついて述
べる。
本章で提案する画質改善手法を適用しておくとと K より、上述した低品質在線画でも従来の 2 値
化手法を用いて潰れとかすれをかなり抑制した 2 値画像を得るととができる。
2.2 潰れとかすれの要因
図 2.1 tc浪度のコントラストの小さな線画(多階調)の濃度変化の一例(説明の簡単化のために 1

















るo 図 2.1 中で α ， b ， c ， d ， e を浪度変化の山、 J， g ， h ， i を濃度変化の谷と呼ぴ、山が有意な線分を形
成し、谷が有意な下地(線分間の空領域)を形成するものとする。また、いま谷 f および山 e の濃度
値 Vj， 九の関係、が VJ > ve であるとする。乙の時、 2 値化の関値をたとえば図 2.1 の TH1tc設定す
ると、山 e を形成する線分が消滅し(かすれ)、また TH2 tc設定すると山 α， b を形成する線分間が潰













[隣接画素} 着目画素およびその両隣の 2 画素(着目画素に関する点対称の 2 画素)をそれぞれ
PO, p) , P2 で表わす。従って、 (Po ， P}, P2 ) の組は九を共有して 4 組存在するととになるロ
[画棄値] i珂素 Iも ， p) ， 九の濃度をそれぞれ Vo ， v) , V2 で表わす。ただし， V1::;l今とする。また、濃
度値を正規化し、 0.0 三 Vo ， V) ， 九三 1.0 ， 0.0 =白，1.0 =黒とする。
[4 方向]九を中心とする両隣 2 画素 P1 ， P2 の方向を、図 2.2 tc示す Dl ， D2 ， D3 ， D4 の 4 方向とす
る。
2.3.2 基本原理
線画を 8 rv 16 本/mm、十数階調程度で読み取った場合の線画と画素の関係の一例を図 2.3 tc 
示す。以下、図 2.3 を用いて本濃度補正処理の基本原理を述べる。隣接する画素との濃度値の関係を
見ると図 2.3 中の画素 A のような線の中心付近の画素では D4 ， Dl ， D3 の方向で図 2.4(a) tc示す関
係、となり、図 2.3 中の画素 B のような近接する 2 本の線K挟まれた画素では D4 ， D}, D3 の方向で
7 
V2 V2 
いと考えられるとと、 v2 のみを用いるととにより、処理アルゴ P ズムの徹底した簡略化が図れると
とから九(三 vt)との濃度差のみに着目するとととした。1.3.1 で設定した方向 Di(i 二 1 ， 2 ， 3 ， 4) tc 













(a) 山 (b) 谷 (c) 傾斜
ととで、 x= 11今一 Vol とする 。 また、式 (2.1) における乃は全て補正前の値とする。
式 (2.1) の f(x) は補正後の九と P2 の濃度差を表しているふ本文の濃度補正は、下、と V2 と
の差をより強調するものであり、両者の差が小さい程その差を強調しなければならない。しかし、両
者の差が小さい時K極端な潰度補正をするのは原濃度を著しく変えてしまうので好ましくない。つま
り補正前の浪度差 xtc対する補正後の浪度差 f(x) の比 f(x)jx が z が小さい時程大きくなるように
すれぽよい。とのような条件を満たす関数として次式を用いた。 f(x) を用いた Ri の例を図 2.5 tc示








図 2 .4 (b) tc示す関係となる傾向が強い。また図 2.3 中の画素 C のような線のすそ付近の画素では
D4 , D}, D3 の方向で図 2 .4 (c) に示す関係となる傾向が強い。
とうした線図形の持つ濃度形状の性質を利用して、本手法では、ある画素 Po の濃度縞正値を求
めるため、隣接 2 画素 P1 ， P2 との濃度値の関係を調べその関係が図 2.4( a) の時は%をより大きく
して山を強調し、図 2.4(b) ， (c) の時は%をより小さくして谷を強調するとと Kより各方向における
濃度補正を行う。そして各方向で得た 4 つの値の相加平均をとり、その(直を着目画素の濃度補正値と
す。






しかしながら、図 2.4(a) tcおけるぬが下地と同程度の遺度値である場合、また図 2 .4 (b) におけ
る%が有意な線分と同程度の濃度値である場合は、各々山・谷として強調する必要がない。そこで
木手法では、濃度ヒストグラムから、前者Kついては下限の闘値(以下 TIII とする)、後者について
は上限の関値(以下 TlIu とする)を設定し、九 < T H" 1も > THu tc対しては浪度補正処理を行な
わないとととした。とれKより濃度補正対象画素が大幅に減少し、補正処理K要する時間の大幅短縮
が可能となるo
上式で得た Rj(i 二 1 ， 2 ， 3 ， 4) tc対し、 Ri の相加平均をとるとと K より 4 方向を考慮した補正K
拡張する。すなわち着目画素 Iもの最終温度補正値 R を次式K より求めるロ
R = (R1 + R2 + R3 + Rt) j 4 (2.4) 
2.3.3 温度補正式
以上K より、線画本来の濃度形状を強調した浪度補正が実現可能となる。また式 (2.2) の η の値
を変えるとと K より山・谷の強調の度合を変えるととができ、次節で考察するよう K適切な n の値を
用いれば文献 [19] tc見られるような、線中(下地中)の谷(山)を強制的tc0(1) tcするとと Kより生じ
る線のかすれ(潰れ)を回避するととが可能となる。
濃度補正式を噂入する Kあたり、 Po の濃度補正量を%と V2(~ Vt)との差の関数K より用め
るとととした。す在わち、図 2.4(a) の場合、九に対してその浪度差をより強調するよう tc Voを大
きくするとととし、図 2.4(b)れ)の場合、九より低い 1も K対してその濃度差をより強調するよう
tc. Vo を小さくした。なお Po の補正値を Vし%との関係から求めるのがより厳密であるが、ととで
は、%のみでも方向依存性は 4 方向の相加平均K より緩和され、山・谷の強調K決定的な影響がな
2.4 実験結果と考察
本文の画質改善処理法を実際の手書き図面K適用した例を示しモの結果K基づいて考察を加え
る。対象となる線画は多値読取りが可能在 A1 f.lJ図面入力装置から解像度 8 本/mm X 8 本/mrn，
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図 2.û(a)ル)tc計算機K入力した多値図面を濃度補正処理を適用ぜずに単純K闇値 (THb 二 6 ， 7)
で 2 値化した(以下単純 2 値化と呼ぶ)画像と，同図 (c) tc本文の濃度補正処理後K最適関値 (THb ニ
6) で 2 値化した画像の一例を示す。画像のサイズは 512x512 画素である。単純 2 値化の場合は、か
すれをなくすべく 2 値化の闘値を上げる (THb = 7) と潰れが生じ(図 2.6( a))、潰れをなくすべく閥
値を下げる (THb = 6) とかすれが生じる(図 2.6(b))。しかも両者の差は 1 であり、すなわち原図面
は、単純 2 値化では潰れとかすれを同時に除去できないような品質である。
とれに対して、濃度補正処理後に 211直化した場合，図 2.6(c) tc示すように，潰れとかすれがかな
り除去され，その意味で単純 2 値化K比べて 2 値画像の品質が大幅に向上している。濃度補正処理で
は濃度補正式Kおける n を 2 tc設定し，また関値は濃度レベル o rv 15 のうち、 THu = 9 , TH[ ご




2.3 節で述べた濃度補正式において，補正の強弱をきめる n の値の補正効果を、 n = 1.5, 2, 3, 4 
の 4 段階Kついて実際の処理例から検討する。図 2.8 tc各 ntc対する f(x) の概形を示し、図 2.9 K 
各 n tc対する処理結果を示す。図 2.9 の処理結果は、 TH[， THu を設定して濃度補正処理した後K
2 値化したものであるo 同図を見ると ， n = 2 ， 3 については画質にあまり差がないととがわかるo
n = 1.5 の場合は多少補正が不十分で， n = 4 の場合Kは線分の線幅が必要以上K細くなりすぎてい
る。とれは濃度補正処理により濃度形状の尾棋線が先鋭化されているととに起因する。他の線画Kつ
いても同様な傾向が見られた。 ιL上のととから， n=2 "， 3 程度の補正曲線で補正するのが適当だと
言える。
2.4.2 2 値化問値変動に対する安定性
浪度補正処理を施すとと K より濃度変化の山・谷が強調されるためK、 2 値化の闇値の設定範囲
を広く設定できるo 図 2.10(a) ，(b) ，(c) は温度補正処理後、 2 値化闘値を各々 6ム8tc設定して得た 2
値画像であり、図 2.6(a) ，(b) の単純 2 値化K比べて、 2 値化関値の変動K対しかなり安定した画像K
変換されているととがわかる。
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(a) 単純 2 値化による結果 (THb= 6) 
(c) 浪度補正後 2 値化した結果 (TH，= 5,THu = 9 ， THb ニ 6)
図 2.6: 画質改善効果の例















(a)TJh = 6(THI = 5 ， THu ニ 9)
(c)THb = 8(THI = 5,T lIu = 9)
図 2.10: 2 値化闇値の変動K対する安定性































結果を図 2.11 K示す。被験者は 10 名で、データは低、中、高品質の図面を対象とし、単純 2 値化と
濃度補正後 2 値化したものを合計 64 サンプル提示した。評価カテゴリは表 lK示す 5 段階とした。
図 2.11 から画質改善K より低品質図面K対して約1.7 の MOS 値 (Mean Of Score: 評定値の平均値)
の向上が見られた。
また、図面の図形認識システム [22J の前処理として本章で提案した画質改善手法を用いた結果、
話議率で約 10% の向上が見られ、図形認識の前処理としての有効性を確認している [23]0
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木文で提案した濃度補正処理は， 2.3 節K示した補正式により，透度値 lも， ，うのみから，濃度
補正前九を求めるものであるロしたがって，濃度補正処理のルックアップテープ化 (LUT 化)が可
能となり、 2.3 で述べた闇値 TlI/， THu の噂入K加えて、補正処理の計算時間のさらなる短縮を図
るととができる。実際、本車で提案した濃度補正演算を、図面認識装置 [24] 上K実装し、 A1 判図面


























一方、 Kass ら [33] は、上記問題を解決するための、エネルギー最小化アプローチによるノンパ
ラメトリック在輪郭抽出モデル (Active contour model: Snakes) を提案し、形状抽出のみならず、
主観的輪郭の抽出さら Kは動輪郭追跡への適用も試みているo しかしながら、 Snakes におけるエネ
ルギー最小化は、従来、変分法K より解かれていたため解の収束性・安定性K問題を残していた。さ
ら K 、 Snakcs tc よる輪郭追跡処理では、追跡対象物体が隣接フレーム問でどくわずかしか移動、変
形しないような対象K限定され、一般の追跡問題への適用が困難であった。
そとで、本章では Snakes の能動的なモデルの利点を生かすべく、上記問題点を解決するための
エネルギー最小化解法 [34] および動輪郭追跡手法 [35][36] を提案する。すなわち、前者については動
20 
的計画法 (DP:dynamic programming) tc.基づく定式化について述べ、後者Kついては、 Snakes tc. 
弾性的制約を付与した蝉性輪郭モデルによる輪郭追跡手法について述べる。
3.2 ﾅctive contour モデル (Snakes)
3.2.1 Snakes の特長
Snakes は基本的には、変形可能なスプライン曲線で、その形状は、線やエッジのような画像特徴









(3) 高次元への革彊性: Snakes は本来 1 次元であるが、とれを 2 次元(ネットモデル [37]) 等の高次
元へ拡張可能であるo
3.2.2 エネルギー汎関数
snake 上の点を v(s) = (x(s) ,y(s)) , s ε[0 ， 1] とパラメータ表示すると、 snake tc.よる輪郭抽出
では、まず抽出対象輪郭の近傍tc snake を置き、とれを初期値とし、 snake 自身の内部スプラインエ
ネルギー (Eint) とイメージカから尊かれる外部エネルギー (Eext ) との和:
Esnakeø(か 11 (Eint(的))+ E凶作(s)))ds (3.1) 













図 3.2: Snakes モデルKおける外部拘束の例図 3.1: 輪郭抽出における snake の振舞い
Econ では図 3.2 tc示す僚な"パネ (spring)" è."火山(volcano )"がユーザインタフェースとしてα(s) ， ß(s) は重み係数で、通常、正定数として扱われる。上式から容易に分かるように、内部スプラ
用意されており、外部拘束力K用いられる。図 3.2 では 2 つの snake(太線)tc対して、それらを結ぶインエネルギーを減少させるというととは、 snake を収縮させ、かつ滑らかな曲線となるように変形
パネ止、一方を snake tc他方をスクリーン上(画像上のある点)に固定したパネ、そして一つの"火させる ζ とと等価である。
とうしたユーザインタフェースは、誤った輪郭に snake が収縮山"が snake の近傍に置かれている。一方、外部エネルギーは線分、エッジ等の画像特徴に snake を引き付けるためのものであり、換
したような場合における強制的な修正手段として利用される D言すれば、外部エネルギーは snake の収縮と変形を抑える働きをする。外部エネルギーはイメージ力
これらのオリジナルなエネルギー関数に加え、圧力エネルギー [38J 等が提案され改良最近では、(Eimage) と、画像自身とは無関係にユーザが会話的K与える外部制約力 (Econ) とから成る。
が加えられている。との圧力エネルギーは snake を凹の部分輪郭にフィットさせるのに有効である。
(3.3) 
Eimage はさらに 3 種の訊j頭数の線形結合として次式のように表される。
Eimage = WlineEline + WedgeEedge + WtermEterm 
エネルギー最小化の従来解法とその問題点3.3 
Eline , Eedge および Eterm は各々、線分、エッジ、線分の終端もしくは角に対応し、重み切line ， Wedge , Wterm 
変分法による解法3.3.1 
Wedge を適当K調整するとと Kより種々の画像K適用させるととができるo 通常の濃淡画像では、
前節で説明したエネルギー関数を再整理すると、 Snakes におけるエネルギー積分は、
μか)= fo' (ιxt(旬 (s叶
1.0, Wline = Wterm = 0.0 として十分であるo とれらの訓民数の具体例として、
(3.7) 
となる。故K上式を最小ならしめる関数 v(.5) を求めれば良いとと Kなる。とうした汎関数の極値問
題は、一般K変分法を用いて解くととができる (39]o
(3.8) F(の)，y( s) , i( s) , iJ(.5)， 均)，?.5) 
(1) 解法




ととで， I(x ， y) ， C(x ， y) は画像中の点 (x ， y) での過度値、および潰度勾配の曲率の値
n は点 (x ， y) での濃度勾配角を表す単位ベクトル n= (cos 9, sin 9) で、





-1¥7 I(x , y)1 
がC(x ， y)/θm2 









の形をしている。但し、 x = dxjds ,ý = dyjds ,x = d2xjds2,ÿ = ~yjds2o 従って、式 (3.8) の極
値を与える x(s) ， y(s) は次のオイラー・ラグランジュ方程式を満たさなければならないら
θ82 Fx ーーら+一τFx= 0 4θs -OL I 8s2 (3.9) 
θθ2 凡一一Fü+ 一τ乃= 0 (3.10) Mθs -1 • 龝2 -1I 
Fx 等は F を z で偏微分するととを表すロ式 (3.7) より、九 =θEロt/δx ， Fy = θEext/θy ， F:土ニ
jα ・ 2土，九二 iα ・ 2y ， 乃 =iP-m，乃= tß ・ 2ÿ であるから、とれらを式 (3.9)仏10) tc代入して、
を得る。
âE..", t ー α￡ +pt+3f=0




下K述べる方法により解くととになる。すなわち、 snake 上の離散化点列を町二 (Xi ,yi) = 
(x(ih) ,y(ih)) , i = 1, 2,... ,n (h はステップサイズ)とおくと式 (3.7) は、
E~山=乞(Eext (i) + Eint( i) (3.13) 
と書きかえられる。そして、 d旬(s)jds ~ (町一町一l)jh ， d2v(s)jds2 ~ (匂 .+1 -2町+町一l)jh2 と
差分法Kより近似するとと K より、
E.nt(i) = ~{α. 1 ~7t-112+川町+1 ーな+九~ 12} 
となる。従って、式 (3.11) ， (3.12) tc対応する離散系でのオイラ一方程式は、
会(α仇 -Vi-1) 一川(町村一町)}
+合 {ßi山
+(ん(i) ， ん(i))= 0・
となる。但し、
8Eext( i)ん(i) = 一五7'
θEext( i)ん(i) = 一τー
'"':1 . 





式 (3.15) を h=l として整理すると、
町-2 ・ ßi-1 + 
町一 1 ・(一αi -2ﾟi -2ﾟi-t) + 
旬t ・ (αi+ αi+1 + ﾟi+l + 4ﾟi + ﾟi-t) + 
町+1 ・(一α.+1 -2ﾟ'+1 -2ﾟ.) + 
町+2 ・ ßi+1+ (ん(i) ， ん (i))= 0 (3.16) 
となるロ但し、町は閉輪郭(旬n+k= vn(k < n)) としておく↑。
さらに、式 (3.16) において、 αk ニ ßk+1 ， bk= 一αk+1 -2ﾟk+1 -2ßk , Ck = αk+ αk+1 + ﾟk+1 + 
4ﾟk + ßk-l とおき、 i=1 ， 2 ，...， n を逐次代入するととにより、次式に示すような連立方程式を得
るロ
Az + f xC z ,y) = 0 
Ay + fy(z ,y) = 0 
但し、行列 A は nxn の実対象行列かつ 5 重帯行列である:
Cl b1 α1 
b1 C2 b2 α2 
α1 b2 C3 b3 α3 
α2 b3 C4 b4 α4 
。




















また、 ζ とで、 B=A+ γ1 ， Ct = -fx{XhYt) である。式 (3.22) を逐次代入するととにより次式が得ら
れる。
X = (X 1， X2' ・・・ ，xn)t 
Y = (Yb Y2 ， ・・・ ，Yn)t (3.19) 
xt+l = ('YB )削XO+ 玄'YiB?+1Ct_i (3.23) 
















































Z削 -X. = 'YB(xt-x.)+B(Ct-C∞) 
= ('YB)t+l(xo -X・)+ ~ンBi+l(Ct→ -c∞) (3.24) 
である。 t は転置を表す。式 (3.20) ，(3.21) から分かるように、 fx(x ， y) ， fy(x ， y) は共tc X ， y の関
数である。従って、式 (3.17) ， (3.18) は非線形連立方程式となれその解ベクトル夙 U は次式K示す
反復法により解くととができる:
ととで、すべてのいに対して、 Ct-i = c∞なる場合、すなわち各反復に対して Ct = -fx( xt ,Yt) 
が変化しないとすると、式 (3.24) はより簡単K、
Xt+l -X. = ('YB)t+l(XO -X.) (3.25) 
Xt = (A+ 'YI)一 l (1Xt_t - fx(Xt-l ,Yt-l)) 
Yt = (A + 'Y1)一 l (1Yt_l -f y(Zt-l' νt-l)) (3.21 ) 
と書ける。さらに、行列 'YB の固有値を入1， λ2 ，...， Àn とし、各固有値に対する固有ベクトルを
Ul ， U2ぃ.， Un と書くととにすると、任意のペクトルはとれらの 1 次結合で表されるととから、
ととに、 I は単位行列であり、 γ は収束の速度を制御するためのパラメータである o
(2) 問題点
(1) で述べた変分法Kは次のような問題点がある。
Xo -U. = al Ul +α2U2 ・・・ +αnUn (3.26) 
と書ける。但し、 αi(i= 1,2,... ， n) は定数である。従って、
(i) 十分性:オイラー・ラグランジュ方程式は極値であるための"必要条件"で、十分条件では在い。
従って、極小値を求める問題K対して、極大値を求めかねない。
α1入;U1+G2入;U2+ ・・・ +αn入iun=0 (3.27) 
( ii) 誤差:ディジタル画像で Snakes を実現する際、離散データの高階徴分を必要とし数値誤差が大
きくなる o
を得るq 故K、式 (3.27) において、ある i tc対してん> 1 とすると、 t →∞のとき、 (γB)t の極
限は存在しないので、上記過程は収束しないとと Kなる。しかも、通常は各反復K対して Ct が変化





とれらの条件はさらに高階の徴分を含むため適用が困難である o (iii) の安定性に関する議論は、式
(3.20) ,(3.21 )を基K解析的な考察が可能である [40]0
すなわち、式 (3.21) を次のように書き直す。
Snakes ，;モデルの別の解法K動的計画法 (DP:Dynamic Progra.mming) を用いたものがある。と




Xt+l = 'YB-1Zt + B-1Ct (3.22) E,na.ke( i) =乞(ιrt(i) +品t(i)) (3.28) 
26 27 
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E( 'V l ,V2 ,". ,Vn) = el(旬 1 ， 17 2) + e2(η ， 173) +・・・ + en-l(旬n-l ， 旬 n} (3.30) 
。
すると、町は、 i 番目の決定段階での状態変数K相当するo とのとき、部分和 el(旬h 的)+・・・+
町一 1 (町一 1 ， Vi) の最小値(最適値)が町の関数として得られたとし、それをふー1(町)で表すと、最適
性の原理 [43] :から Si(町+1 )は Si-l (町)と ei(旬h 町+1)のみにより決定される。すなわち、次の DP
方程式を得る。
。
Si(町川 =IBin(st-1(町)+町(川件d} ， for i 三 1，ぬ= 0 (3.31) 
。 次に、目的関数が次式のような形の場合を考えるo
図 3.3: DP tc よるエネルギー最小化解法 E(匂 1 ， η ，. . . , 17n) = el(旬 1 ， 172 ， 173) + e2( 17 2 ， 旬品川)+・・・ + en-2(旬n-2 ， 17n-l ，旬n) (3.32) 
を考える。上式を、初期輪郭を構成する制御点列{町。}i=l を初期値として、その周辺の局所最小値
を求めるととを考える。図 3.3 tc 6 点からなる単純な snake を示す。今、各点の可動範囲が図 3.3 中
の o で示す 4 近傍であるとする。とのとき、局所最小値を求めるというととは、各点をその 4 近傍
で動かし、その全ての組合せKついてその都度エネルギ一計算を行ない、その値が最小となる点の組
を探索する ζ と K等しい。例えば、図 3.3 では点線で示す輪郭がそれK相当する。との処理をエネル
ギーの減少がなくなるまで繰り返すととにより最終的Kエネルギーの最小値を得るととができるo
ととろが、各繰り返し処理において、町のとり得る状態数の全ての組合せをしらみつぶし法で計
算すると、その場合の数は mn (図 3.3 では 56) となり、実際の snake のような n が数十以上場合で
はもはや現実的な時間で解くととが不可能と在る。従って、最適解を効率良く求める解法が必須とな
ei-2 と ei-l tc着目すると両者は 2 変数旬i ， 17 i-l を共有している。そとで、(旬h町一1)を一つの状態
変数ベクトル組として固定して考え、部分和 el(Vl ， 旬 2刈3) +・・・+ ei-2(町一2 ，町一 1 ， Vi) の最適値を
ふ-1 (り"町一1)とする。そうすると、 Si(町+1 ，町)は式 (3.31) の導出と同様な考察から、
Si(町+17 町) = !!1in{Si-l(匂り旬i-l)+ei-l(町-1 ，匂h 匂i+l)}
u ・-1









る。 の場合村、式 (3.32) で引い口町村 ，'Vi+2) = !ï(町)+ 9i(町，町+1)+ hi(Vi ，町+1 ， 17i+2) とおくととによ
り、式 (3.33) から次式の DP 方程式を導くととができる [40]0動的計画法はまさ K との最適化問題を多項式時間で解くためのアルゴリズムを与えるものであ
るo すなわち、上記最遇制司題を、旬1 ，旬 2 ，...， 'Vn を逐次決定する多段決定過程として定式化する。
式 (3.13) ，(3.14) より、式 (3.29) のエネルギー汎関数は、。i 自身、および、(旬i ， Vi+l) の 2 項
問、および(旬h町+1 ， 'V i+2) の 3 項問の関数で決定され、形式的K次式のように表すζ とができる o
Si(町村川) = !1in { Si-l (ω←1) + tλi一 1バ(17町i←川一
Vi-l 、
for i さ 2 ， 51 = 0 (3.35) 
Etotal = 土{fi(町)+仇(17i ， 17i+l) + hi(山川町+2)} (3.29) 但し、各町一1 の最適選択は、 Vi-l の近傍で実行されるo との近傍の数(状態数)を一段tcm とすると、式 (3.35) における町一1 の最適選択は状態変数組(町+1 ，町)の全ての組合せ (m2 ) tcついて各々
但し、閉輪郭の周期性より、円+k = 町(k < n) とする。式 (3.29) tcおいて、 fi は外部エネルギー
K対応し、 9i ， hi は内部エネルギーに対応するo
'Amini らはとれを"time-delayed dynamic programming" と呼んでいる。




実行され、記憶される。従って、アルゴリズムの計算の複雑さは、 m2 xmxn、すなわち、。(nm3 )
となる。
(2) 問題点
以上述べた解法は開輪郭の場合であり、閉輪郭の場合、式 (3.29) tc示したように、式 (3.34)を次
式のよう K書き在おさなければならない。
Eの~ed(= Etoω) = Eoren + hnー I(Vn-l ， 旬 n ，v1) + gn(旬n ， ""l)+ hn(V n,Vl ,V2) (3.36) 
ととろが、式 (3.34)を式 (3.36) で置き換えると、叫が巡回し、 DP で最適解が求まるための必要条
件であるマルコア性が崩れてしまう。とれを説明するために、次の 4 点から成る snake ({ vi) t=l) を
考えるロ式 (3.29) tc.対応する五ネルギー汎関数は次のようになる o
E(匂 I ， V2 ， V3 ， V4)= (/1(v1) + ん(町)+ゐ(町)+ム(引))
+(gl(Vl ,V2) + g2(V2 ， 町)+ g3(V品川)+ g4(町，町))
+(h l (川2川)+ h2 (山内)+ h3(V3 ,V4 ,Vt) + h4 (V4 ， Vl'州
式 (3.35) の漸化式K従って計算すると、まず、 51 = 0 として、
ら(V3 ， V2) 二引，n{h(旬 1) +仰t， 1'2)+h1 (旬1，管内)}





て求められ、記憶される。換言すれば、旬1 は V3 ， 向の関数とみなすととができる。同棟K、旬2 は
V" ， 旬3 の関数となる。
次K、旬3 の最適選択は、式 (3.35) の漸化式K従えぽ、
ぬ(旬 1 ，V4) = 引~{53 (。内)+ f削)+ぬ(1'山)+ h3(町川内)} (3.40) 
となる。ととろが、式 (3 .4 0 ) を見ると、町 の決定は旬}， 1'4 の関数となっているD すなわち、町の
決定位、すでK決定された引 K も依存するとと Kなり、 DP が適用できるための必要条件であるマ








で述べる定式化K よれば閉輪郭でも DP の枠組で最適解を得るととができる o
3.4 動的計画法に基づくエネルギー最小化解法の再定式化:新解法
3.4.1 DP 方程式の導出
本節では、閉輪郭K対する最適解を与えるための解法について述べるo 基本的には、 3.3.2 で述
べた動的計画法 (DP) K基づいているが、閉輪郭、すなわち変数が巡回しているような場合でも解の
最適性を保註する DP 方程式(漸化式)を噂出するのが本節の目的である。解法の理解を容易にする
ためK、 3 .3.2 と問機な論法を用いて漸化式 (DP 方程式) を導出する。
閉輪郭上の点集合を、 V={町 li= 1 ， 2 ，...， n} とする。但し、閉輪郭故、。n+k = η (k < n) 
が成り立っととに注意する。
(1) 目的関数力潜接 2 変数の関数の和で表される場合
目的関数が
Ec(1' l'""2' ・・・ ，1' n ) = 玄町(1' i ，町+1)
= el( 1' l ， 的)+・・・ + en-l(旬n- t， Vn )+ en(1'n ,v t) (3.41) 
の形をしているものとする。とのとき、 Vl tc着目すると、。1 は et(旬 1 グ2) ， en (。川町) Kのみ依存
するととから、 Ec の最小化は次のよう K書ける。
呼nEc = 呼n Lei(Vi ， 町+1)
= V 噌札} 屯砕? 午苧干e町仰i仇(作@
=vヂ221( 乞町(町川+1) +引n{el(V t， V2)+ en (旬n川n}
l-~J i~l ，n 
(3.42) 
ととで、まず右辺第二項の旬lK関する最小化を計算する。明らかに、との最小化は V2 と Vn の関数
であるから、
ψ削 (3.43) 
と書けるo すなわち、 V2 と引のとり得る値の全ての組合せの各々に対して Vl の最適値(旬;とす
る)を記憶しておく。との ψ1(η ，1' n ) を用いて原問題を書きかえると
ゅι=vヂn.1{ 乞仰げå+l) +ψ1(旬2 ，1'n)} (3.44) 
• l-&J i~l ，n 
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となる o 式 (3 .4 4) の最小化問題は元の問題と同じ形をしており、関数 ψ1 が新たな目的関数の要素と
みなされる。




=v-Jrhω乱~{ L ei(Vi ,Vi+ I) + ψ1 (旬2'Vn )}
l-q l-"J - i~l.n 
=v-Jri空ω( 乞町(町，'Vi+1) +乱時2(管内)+ψ1(旬2'Vn )}} (3.45) 
¥-'J ¥-"J i~1.2.n 
となるロ式 (3 .4 5) の右辺第二項の町 K関する最小化は町， Vn の関数であるから、式 (3.44) と同段
K次式のよう K書ける。
ψ巾山)=%in(句作2 ，V3) + ψl(旬川)} (3.46) 
旬2 の最適値。;も吋と同段K、旬3 ， V n の全ての組合せの各々の組について計算され、記憶される。
とのとき、原問題は
ゆEc=v-mifω( 乞町(旬i ， Vi+1)+ψ2(V3 , Vn)} 
¥-'J ¥-.J i~1.2 ，n 
(3.47) 
となる o 以下同僚に町，1' 4 ，. . .の願に最小化を実行していくと、町 (i 三 n - 2) の最小化では次のよ
うになるo
minE.. 二
V V一川一R拙弘弘一 一作似例t寸}司可叫:?‘バnベ( ε 匂仰(旬M峠矧ω1ο)+ψ仇払1/;i-1←川-→1巾(作旬町iげ， V川川旬hnリ)
k ヲ#正臼1 ，♂2ドい.日.ムn 
v一川担 _1旬 1( EJ ek(。k ， m+1)+ 丸刈i(町川+1) +ψ←1(町 ， V n )}}3.48) 
¥ -昼 J ¥ -'J k子~1 ，...， i ， n
従って、仇と ψ←1 (i 三 n -2) との問Kは次のような関係が成り立つととが分かる。
ψi(町+l ，1'n ) = 九時i(V川+1) +ψï-l(Vi ， Vn )} 
for 2 < i < n -2 (3.49) 
また、。n-l tc関する最小化は次のようになるo
Ilﾜn Ec = . , , , min , , rnin ~ en-1 (町一1， Vn) + ψn-2(旬n-l ， Vn)~v -{v1}ー {V2}ー…ー{vn-d 旬n-1 l -, , J 
=常松{en-1 (町一)，Vn) + 仇一川-1， 'Vn)} 
=野{ψn-1(Vn)} (3 卯
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故K、 i=n - 1 については次の関係が成り立つ。
ψn-1(Vn ) = 民主 {enー 1(旬川町)+ψn一肌-}，Vn) } (3.51) 
式 (3 .4 9) ， (3.51) により所望の DP 方程式が導出できたわけである o 従って、 Ec の最小値は、上記漸
化式を逐次計算し、最終的K
官(ψロー 1(Vn) } (3.52) 
を求める ζ とにより得られる。さらに、 ζの最小値を与える最適解い:}?=1 は次のような手順K より
容易K得られる。
式 (3.52) においてゆn-l を最小化する〈が一意に定まる。一方、。n-l の最適値は式 (3.51) の
計算の際tc 1' n の関数として記憶されているので、。:が一意に決定されれば、〈-1 も一意に決定
されるとと K在る o 問機K、 1'~_l'V~ が決定すれば、式 (3.49) の計算の際に、すでに求めておいた
仇-2(旬月一1 グn) から叫-2 が決定される。以下向段なトレースパックを実行するととにより、最適解
い:)L1 が得られるととになる。
(2) 目的関数カ積接 3 変数の関数の和で表される場合
次K、目的関数が隣接 3 変数の和、すなわち、
E c (V1 ,1'2,"', V n ) = Lei(町，町村川i+2)
= el(旬}，旬2 ，V3) + e2(V2 ， 句， V4) + ・・・
-・・ + en-l (Vn-1' Vn ， 旬l)+en(Vn ， 匂 1 ，V2) 
で表される場合Kついて考えよう。基本的Kは、 (1) と同線な導出手順となる o
(3.53) 
すなわち、まず引に着目する。 1' 1 tc依存する関数群は、 el(旬 1 ，旬 2 ，1' 3) ， en-1(匂nー 1 グn ，1' 1) お
よび、 en (旬 n ，旬 1 ， V2) であるから、 Ec の最小化は次のように書けるo
min Ec = min min): ei(町，町+1 ， Vi+2)v V-{町}旬1γ 、
=min {乞町(町，'Vi+1，Vi+2) 
V-{匂1}ti#1.
+屯竹l(山内)+ e n-l(Vn-l ,v n ,v I) + en(vn ， v )，州
式 (3.54) の右辺第二項の引に関する最小化は町グ3 ， Vn-1 ，1' n の関数となるから、
ψ1(ψ内
と書ける。従って、原問題を次式のように書きかえるととができるo
ゆEc=vFin.1( 乞 町(旬川町+1， Vi+2) +ψ1 (V2 , V3 , V n - ), Vn)} 




以下同段な手順により、町 (i 三 n -4) tc関する最小化では、
min Er = 
V IJlin 1__' n1.in{ 乞 匂(山川町+2) +ψi-l (山川Vn- 1， Vn) } V-{v 1} 一 一 {眠} Vj \#1ムJF1，n
一 f!lin . ，~ち ， ek(Vk， 旬k+h Vk+2)Vー {V t}ー ・ ー{帆} \#1 ， .おーい
+ザ時i(町，旬川
となる ζ とが容易K確かめられる。式 (3.57) の右辺の内側の最小化計算(町に関する最小化)は、
町+1 ，町+2 ， V n -l , Vn の関数となることから、次の所望の DP 方程式が得られる。
ψi(町+1 ， Vi+2 ，旬n-l ，Vn) = 九~，n { ei( Vi , Vi+ll Vi+2) + ψト1("i ， Vi+l ， 旬 n-ll Vn)}
for 2 < i < n -4 (3.58) 
また、 Vn-3 ， V n -2 , Vn-l tc関する最小化では、各々、
呼nι = りnAh1h(en→(。ー ， Vn-hVn)+ 号己 {en-3(V n -3 , V n -2 , Vn-l) 
+ψn一川一山一円一h"n)} } (3 ぬ)
ψι = dJ九n{♂己{en-2(旬日 ， Vn-l ， Vn) + ψn-3(Vn -2 ， Vn-l ， V n )}} (3 州
1!ln Ec - T!2in ~ J.I1in {ψn-2(Vn-l ， 旬 n)} ~ (3.61) n l 匂 n-1' . -, - , , J 
となるので、同様な考察により、 i= n -3, n -2, n -1 tc対する DP 方程式は各々以下のようにな
る。
ψn一川-2 ， V n -l , Vn) = minψnト」一
砂仇n一仇一h川川旬hnρ) = minVn_2 { en一肌一円一1lVn) + ψnー仇一円一}，Vn) } 
ψベVn )= m町一l{仇-2(町一1l Vn)} 
(3.62) 
故K、 Ec の最小値は、上記 DP 方程式を用いて、 ψ2 ， 'lþ3 , . . . ， ψn-l を逐次計算すると、最終的
には、
呼nι= 屯~n{ゆn-l(V n )} (3.63) 
となるので、結局、 ψn-l (旬n) の最小値を求めれば良い。そして、その最小値を与える旬:の値を基
K、 (1) で述べたようなトレースバックを実行するととにより残りの最適解 Vn-'l， V n-2 ,..., Vl を得
るととができる。
以上、 (1) ，(2) tc おける DP 方程式の噂出過程から容易K推察できるように、上記解法は目的関数
が (1 )，(2) の場合K限定されるわけではなく、任意の変数の組合わせ(重複も含む)から成る関数群で
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構成されるよう在一般の目的関数にも拡張可能であるo より一般化した議論は後述する (3 .4 .2) とし
て、まずその具体例として式 (3.29) tc対する DP 方程式の導出を試みる。
(3) 式 (3.29) の目的関数に対する DP 方程式の導出
まず、式 (3.29) の目的関数を再掲する。
Etotαl=E(A(山
旬1 tc着目すると、旬1 は!t(町)，gl (旬 1 ， η ) ， h 1 (Vl ， V2グ3) ，hn-1 (旬 n- t， Vn ， Vl) ， gn(旬n ， Vl) , 
hn (旬 n刈1 ， V2) にのみ依存する。そとで、とれらの関数群の和を便宜上、
S = !t(町) + 91(V t， η) + h 1 (Vl' 。わ町)+ hn- 1 (vn- t， Vn ， 町)
+gn(旬n ， 旬 1)+ hn (V n ,V t, V 2) 








式 (3.66) の Vl tc関する最小化は式 (3.65) から内川3 ， V n -l , Vn の関数となることがわかる。故に、
とおげる o すると、原問題は、
ψ1 ( "2 ，旬3 ，旬n- 1， 旬n) =屯in{S}
V1 





次に、。2 についての最小化を考える。式 (3.68) で η に依存する関数は， !2(句 )， g2(旬2刈3) ，
h2 (町，匂3 ， V4)、および ψ1(町，旬3 ， Vn-1I Vn ) であるから、式 (3.68) は次式のように変形できる。
円jnEtoω= 凶n r~ , ~in{ (Eωα1- S) +ψ1(町，町， Vn-hVn) ~ V .---- V-{旬d一{町} V2 l' ._._. ,.. ., -, '" . ., .., J 
=., r El~n r~ , 1l Etotal - S 一ん(旬町2ρ) 一の仰山)一 h2仇V 一{ 旬町d一{ 旬町2} l ¥ 
+乱n{!2( V引の(内川) + h仇川内)+ψ1(V2 ， V3 ， Vn-bVn)}} (3.69) 
式 (3.69) の V2 tc関する最寸寸ヒは、旬3 ， V4 , V n-l , Vn の関数であるから、直ちK次式が得られる。
ゆ仇バれ仇(作匂刈，旬h凡川nト刊一→}，川川旬hn) =吋吋m凶in~似川砂仇州1バ(伊hω2， 町ω，グ旬一ht旬フ 2 l 
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V2 V3 Vn-l Vn 




Vi+t Vi+2 Vn-l 呼nEtoω= 的(ψn-l(Vn )+ J，川)} (3.73) 
Tn-3 
14.212.1v; VよlVn• V~ 
式 (3.73) の最小化は、式 (3.71 )， (3 . 72) と異なり、。n のみにより実行できる。すなわち、その最小
値を与える ψJ が一意K決定される。。J が一意に決定されれぽ、図 3.4の矢印K示すように、
その旬J の値でテープル Tn- 1 (v n I Vn-l・)を参照するととにより、 Vn-l・を一意に決定で







Vn-2 Vrト 1 Vn Tn-2 
3 m 
図 3.4:最適選択値を記憶しておくための DP テープル
旬πー3・，vn-4 * ,. . . , "1* が得られる。
以下向段な最小化を実行するととにより、一般に次式の DP 方程式を導くととができるo
上記最小化手続きは、 Amini のそれと問機K、全エネルギー Etotal の減少がなくなるまで繰り返
し実行される。すなわち、との繰り返し過程は以下のよう K整理される。
ψi(町+t ， Vi+2 ， 旬 n-} ， Vn) - 可やnベ(仇札t/Yi-l→1(似旬町川"げ，刈旬町叫i叫川+
+仏!i(町川)+店以仰仰(作何旬町h川j ， V旬叫削川1け)+ hi(山川町+2)}
おr 2 < i < π-4 
(1) 全エネルギー Etotal を式 (3.71 ),(3. 72) ,(3. 73) により計算する。
(2) もし、そのエネルギー値が前の繰り返しでの値より大きけれぽ終了、さもなくぽ (3) ヘロ
(3.71) 
(3) (1) で得られた最適値。j *， i= 1,2,..., n tc従って輪郭を移動させ、 (1) へ。
但し、 i= n -3 , n - 2, n - 1 のときは以下の式K従う。
ψト仇ー山ーl ， vn)=m川-3 {ψn-仇一山一円一t， Vn )
+!nー仇-3)+ 9n-仇一山一2)+ hn一川一円ー2 ， Vnサ
ψト仇-1 ， Vn) = minvn_2{ψnー仇一円一}， Vn) 
+ !n-2(九一山 9n一川一円一1)+ hnー仇一円ー1 ，Vn)} 
仇ー 1(Vn) = 凶nVn_ 1 {ψn-2(町一t， Vn ) +ムー1(日)+ 9n-l(旬日
(3.72) 
上記繰り返し過程が輪郭モデルの動的な振舞いに相当する。
次K、得られた DP 方程式の計算量について考察するo 式 (3.71)では、 m4 の状態変数の組合せ
K対して、それぞれ最適なりを算出するわけであるから、計算量は m4 X m = m5 となる。また、
式 (3.72) の各式では、同t設な考察K より各々 m4 ， m3 ， m2 となる o 従って、総計算量はとれらの総和
であるから O(nm5 ) となる o 3.3.2 で述べた Amini の解法に比べ、本解法は m2 倍の計算量を要す
るが、 DP では各ステップでの最適選択の計算を独立して実行できるため、並列処理により大幅な計
算量の削減が可能である口実際、本解法において m4 個のプロセッサを用い、 ψi(Vj，町+t，旬n-l ，Vn) 
の計算を並列実行するとと K より、総計算量を O(mn) tc まで削減できる。
以上K より、 DP の枠組で閉輪郭K対しても最適解を得るととができるととを理論的K示した。
ととに、拘 =0 としておく。
式 (3.71) ，(3.72) の実行時K、 Vj ，i = 1, 2,..., n -1 の最適選択を各々、図 3.4 tc示すテーブル
T1,T2,..., Tn - 1 tc記憶しておく。すなわち、町の最適選択は町村，町+2 ， V n -) , Vn の関数として
テープル Tj tc記憶される。上記 DP 方程式(式 (3.71) ，(3.72)) から、町の最適決定が町， (i' < i) の
最適決定K依存していないととが確認できる。換言すれば、引の最適選択は町， (i' < i) の最適選択
K独立K実行でき、上記 DP 方程式が前述したマルコフ性 (DP が適用できるための必要条件)を満た
しているとと意味する。従って、解の最適性が保証されるロ
(-2.0 










当な初期値(初期輪郭)から内部エネルギーの最小化を実行するとと K よれ輪郭がどのよ うに変化
するかを比較した。画像は存在しないので、外部エネルギーは一切無関係である。従って、 3.2 で述
べたように、閉輪郭の場合、 snake は収縮しながら同形状と在っていくはずであるo ととろが、図
3.5(a) K示す Amini の解法では、閉輪郭として定式化されていないため、始点と終点、の不連続性が
次第に強調されるという不都合が生じている。一方、図 3.5(b) の提案解法では snake の本来の振舞
いが確認できる。
次K、外部エネルギーも考慮した比較実験を行なった。図 3.6 Kその実験結果を示す。同図はコ
ンビュータグラフィックスにより生成した球 (CG 球)K対して Amini の解法(図 3.6(a)) と、提案解
法(図 3.6(b))とによる輪郭抽出結果である o 図で I は繰り返し回数を表す。画像のサイズは 256 x 
256 阿素、 256 階調画素である。但し、同図では紙面の都合上画像の周辺部をカットしているo
Amini の解法では、開輪郭として定式化されているため、 snake は対象輪郭K フィットしでも、
収束せずK さらに輪郭上で収縮してしまう。それ故、始点と終点、が対象輪郭上で次第に離れていく D
Amini らは、 ζ の問題K対して、すべての隣接 2 点問の距離が必ずある値より大きくなるようにし、
Sn a.kcs の過剰な収縮を抑制している [40]0 一方、本解法ではそうしたヒューリスティックを用いる
とと在く良好な結果が得られており、提案解法の有効性を実験的K も確認するととができた。
1変分法Kついては、すでIC Amini の論文 [40] で実験比較されているので省略する。
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初期値
1=3 1=5 1=8 
(a)Amíní の解法






年、阿像理解における初期視覚の多くの問題に適用されている [42]0 Snakes も種々の汎関数の和で
表現されたエネルギー最IJ~ヒアプローチで、その意味で一種の正則化問題といえるo












世(X)= LL叫(xj) (3.74) 
とと K、 I ， J はインデックスを表す集合:1= {1 ， 2 ，.・・ ， I} ， J = {1 ， 2 ，...， J} であるロまた、 官;は
ある変数集合 X; の関数を表すものとする。
[離散訓朗数の例] Snakes: 
Snakes の艇散汎関数は、 E(V) = 乞?=d五(町)+ gi(町， 11i+l)+ h(11i , 'V i+b 町+2)} であるから、
とれは、 XJ = {'V j} , XJ = {旬j， 11j+ t}， X] = {11j ,11j+h11j+2} 
世?こ gj(v j ，町十1)，曹?=hj(匂j ， 11j+l ， Vj+2) とした場合K相当する。
とし、さらに、 叫= /j(町)，
定義 3.3 (相互作用) z" E X， Zt εX がとも K X;K属すような関数叫(X;) が存在するとき、
z" E X は z! EX と fあるいはその逆も含めて)'相互作用する"と言い、 Int(zi) で表す。
[相互作用の例] Snakes: 
再び、 Snakes を例K とると、例えぽ、 '171 は。2 ， 113 ，。πー 1 および旬n と相互作用している。すな
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わち、 Int( 'V1) 一 {匂 2 ，匂3 ，匂n-l ， 旬n} となる。なぜなら、 gl(旬 1 ，'V 2) ， gπ(匂 n ，旬 1)， h1 (匂 1 ，旬 2 ，匂3) ，
hn - 1 (町一}，'Vn ，'V l) ， hn( 'V n ，'Vt， 町)が存在するからである。
求めるべき問題は、式 (3.74) の最小化であるから、
引(X) = ザ(22 雷同)} (3.75) 
と書ける。今、変数 ZI tc着目すると、関数群は変数 Z E Int(zt) tc依存するものとそうでないもの
K二分される。従って、
nljn 曹 (X) 一 A1}(屯if{EPM)})
一 x地}{三ぷ1 叫(xj) + 屯if{ZZ 町(勾)}} (3.76) 
と書ける。但し、 J1 は Int(z t) tc属す変数のインデックス集合:{jIXjn {Zl} }を表す。上式の内側
の最小化は明らかに Int(z I) の関数であるから、原問題は次のように書きなおすととができるロ
呼n 雷(X) = X喰}{五五1 判(xj) + ψI(Int(zl))} (3.77) 
Z1 を削除した後の残された問題(式 (3.77)) は、元の問題と同じ形をしており、関数 ψt(1 nt(叫が
新たな目的関数の要素となる。従って、同様K変数 Z2 ， Z3，・・・を削除していくと、第 k ステップでの
変数の削除後では、
ITn 曹 (X) 一 x-{21f一同}{ZFYZ , 
ヒ且 Jヒ"-"1-…-"k
円(XJ)
+屯in{ZZ 叫(xj) + ψk-l (In巾トt!ZI ， Z2 ，...， Zk-2))}} (3.78) 
1ε1 jEJk 
と在る。とと K、 Int(zk-llz1' Z2 ,..., Zk-2) は変数を Zt ， Z2 ，・・・ ， Zk-2 の願に削除していった後で
の Zk-l と相互作用する変数の集合を表すものとする。
従って、次の DP 方程式が得られるととになるo
ψi(川仇 ，zk-d) = 官(εp(巧)+ψイ (3.79) 
上記 DP 方程式を逐次計算する過程で、最適選択 zk・が Int(zklz t，... ， Zk-t)の関数としてテープ




以上により、式 (3.75) の最小化問題は DP の枠組で理論的に解けたととになる。但し、相互作用
変数の数が大きい問題K上記解法を適用する場合、計算量の問題が生じる。従って、そした問題では
何らかの近似Kよる準最適化が余儀なくされるD
3.5 動輪郭追跡における Snakes の問題点とその解決法
3.5.1 追跡処理への適用とその問題点
動物休追跡処理は動画像解析の最も基本的な処理であり、とれまで多くの研究がなされている。




あるロとの対応づけの問題は一般に Correspondence Problem(CP) と呼ばれ、とれまで多くの研究
がなされており、古くは Ullman の極小写像理論 [44) K まで遡る。 CP は画素の輝度の差分、相関に
基づく方法と特徴点・線分等のトークンのマッチングに基づく方法K大別できるo 前者の代表例とし
て、時空間徴分法Kよるオプテイカルフローの算出 [45] ;がある o 前者K比べ後者の方法は、一般に照
明条件の変動K強〈、また数画索以上の変移量を有するロングレンジの動画K も適用できるという点
で実用的な手法といえる。
トークンの代表的なものとして、特徴点、線分、角等が挙げられる o Barnard ら [46] は弛緩法を
用いた特徴点対応づけ手法を提案している。また、最近、 Sethi ら [47) は複数フレームKわたる特徴
点軌跡の滑らかさ (motion coherence) を対応の評価基準とする対応づけ手法を提案している。そし









ζれらの問題点を解決する一手法として、 Kass ら [33] は、エネルギー最小化アプローチ K よる
ノンパラメトリックな輪郭抽出モデル (Snakes) を提案し、輪郭追跡への適用も試みている o Snakes 
k よる輪郭迫跡は次のようにして実行されるo まず、初期フレーム Kおいて追跡対象物の近傍K
snakc を置き(初期化し)、輪郭抽出を行なう。一旦、追跡対象輪郭が抽出されたなら、それを初期値
として次フレームでの輪郭抽出を行なうととができる。との処理を逐次全フレームK渡って実行する




期値として与えられた輪郭 (snake) が収縮しながら、抽出対象輪郭K張りついていくよう K振舞うた
め、追跡対象輪郭が隣接フレーム問で大きく平行移動するような場合(図 3.7) tcは適用困難である o
初期値 1=3 
1=5 1 = 14(収束)
図 3.7: Snakes による輪郭追跡の例
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初期値 1=4 
1=8 1 = 12(収束)
図 3.8 : Snakes による輪郭追跡の例
また、移動畳が比較的小さい場合でも、追跡対象物体が複雑なテクスチャを有していたり、遮蔽輪郭
があるような場合(図 3.8) tc は適用困難となる。とれらの適用限界は、 Snakes が初期値K大きく依


























C={町二 (Xi ， Yi)} , 1 三 i 三 n (3.80) 
で表す。今、前フレームで追跡対象輪郭が得られているものとするD とのとき、現フレームでの輪郭
追跡問題を、前フレームでの追跡結果を初期値いn~=l とし、式 (3.81) tc示すエネルギー汎関数を
最小とする変関数{旬:}?=1 を求める問題として定式化する。
Etot山)=乞(Eωc(町)+ Efield(町)) (3.81) 
ととで、 Eda:J !ic は Snakes の前述した問題点を解決するためK設けた弾性的制約から尊かれる弾性
エネルギーで、 Efield は輪郭が位置している画像中のエッジポテンシャル場から導かれるポテンシャ


















Eela8t ic(町) = ~(μ1 (1 t7 i+ l 一町|一 IV?+I -V?1)2 
+μ2(an伽，旬川町+2) 一 mg(。?，41 ， 42))2) (3.82) 
ととで、 ang(ぐ，旬?+I ，。?+2) は図 3.9 tc示すように辺町町村と辺町村町+2 とのなす角である。
μ1 ， 112 は正定数である。
3.5.3 ié灘変換に基づくポテンシャル場の生成
Snakes では画像中のエッジからのポテンシャル場として、画像の浪度勾配




決策として、スケール(標準偏差)σ のガウス関数 GσKよる畳み込み演算 (0) を用いて、エッジをぼ
かしておく方法が考えられる。すなわち、ポテンシャル場として













を各々 2、 3 で近似)を用いたロ距離変換は、 "1" 画素(平坦領域)には無限大の値を、 "0" 画素
(エッジ領域) Kは値 O を初期値として、平坦領域画素に対してのみ図 3.10 tc示す計算を実行すると
とにより得られる。そして、最終的K、画素 I(x ， y) のポテンシャルの値はその画素の距離値 d(x ， y)
を用いて次式で定義する。
z = d(x ,y) (3.85) 
図 3.11(a) ，(b) tc各々エッジ画像とそのポテンシャル画像の例を示すo 図 3.11(b) では輝度が大き
い(明るい)程ポテンシャル値が小さくなっているo 同図から分かるよう K距離変換K よるポテンシャ
ル場では、エッジからの距離に比例したポテンシャルが生成され、接近したエッジは言うまでもな
く、離れたエッジ問でも望ましいポテンシャル場が得られる。
ポテンシャル場 z が生成されると、モデル輪郭の各制御点、を、質量 m をもっ質点とみなすとと
K より、各点、のポテンシャル場のエネルギーを mÇìz で表すととができる。ととで、 G は重力加速度
である。従って、モデル輪郭のポテンシャルエネルギーは、式 (3.85) から、
Efei/d(町) = mÇìz(町)=μ3d(町) (3.86) 
となる。ととで、 μ3 は正定数である。
結局、輪郭追跡処理は式 (3.82)ρ.86) を式 (3.81) K代入して得られる最小化問題を解くととに帰




for i := 2 to imαge_s ize do 
for j := 2 to imαge_size -1 do 
I(i ,j) := min{I(i, j) , 
I(i -l ， j) ト 2 ， I(i -1 ,j -1) + 3, 
I(i ,j -1) + 2,I(i -l ,j + 1)+ 3}
for i := imαge_size -1 to 1 do 
end 
for j := imαge_s ize -1 to 2 do 
I(i ,j) := min{I(i,j) , 
I(i + l ,j) + 2,I(i + l ,j + 1)+ 3, 
I(i , j + 1)+ 2,I(i + l ,j -1) + 3}
図 3.10: 距艦変換アルゴリズム




提案した輪郭追跡手法の有効性を検証すべく、 CG 画像、および実画像K適用した結果を図 3.12
~図 3.16 K示す。とれらはいずれも 256x256 ， 1 画素 256 階調の濃淡画像であるが、誌面の都合上、
間像の一部を切り出して掲載している。図の説明における I は繰り返し数を表す。
輪郭の点列数は 10 から 80 程度である。また、初期輪郭(初期値)は、前述したよう K、 追跡対象
輪郭のごく近傍に Snakes をおいて、輪郭抽出するととにより得ている o 図 3.12，図 3.13 は弾性球が
床でバウンドする動画 (15 フレーム)を CG でシュミレートした ものである。図 3.12 は図 3.7 と同じ
実験画像であるo 図 3.12 では、 20 画素以上の移動量があるにも関わらず、本手法では所望の追跡が
実現できている。また、輪郭モデルは弾性体であるので、図 3.13 のような変形球の追跡K も適用で
きる。図 3.14 は 15 フレーム分の輪郭追跡結果を重畳表示した ものである。
初期値 1=3 
1=7 1 = 11(収束)








Fig.13: 提案手法による CG 球の追跡結果(第 7，8 フレーム)
(a) 第 1 "， 87 レ←ム (b) 第 9 '" 15 7 レーム
Fig.14: 提案手法による CG 球の追跡結果 (15 7 レーム分)
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初期値 1=1 
1=3 1 = 7(収束)
Fig.15: 遮蔽輪郭を有する場合での追跡結果
図 3.15 は回転テープルの上にプックエンドを置き、格子ごしに回転させたものをカメラ入力したも
のである o 図 3.8 で示したよう K、 Snakes では遮蔽エッジの影響をまともに受けるが、本手法では
良好な追跡結果が得られているo
図 3.16 は駐車場のシーンで、毎秒 30 フレームでピデオ入力した動画像を 10 フレームおき Kサ
ンプリングした 6 フレームから成る動画系列K対して本追跡手法を適用した結果である。また図 3.16
の最下段左図は第 6 フレームの画像K第 1 フレームから第 6 フレームまでの追跡結果を重畳したもの
である。図 3.16 の最下段右図のエッジ画像から分かるよう K、追跡対象物体Kは複雑なエッジがあ
り、しかも隣接フレームでの移動量も 10 画素以上ある K も関わらず、良好な追跡結果が得られてい
る。尚、以上の実験では、処理パラメータを一律 μ1 = 1 ， μ2 ニ 1 ， μ3=5 とした。隣接フレームでの
追跡が終了する(収束する)のにおよそ数回から十数回程度の繰り返しを要した。処理時間は 1 回の
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第 1 フレーム 第 2 フレーム
第 3 フレーム 第 4 フレーム
第 5 フレーム 第 6 フレーム




繰り返しに約数十秒 (Sun4j470) であったo また、処理パラメータ変動K対する実験も行なったが、
極端K変動させない限り 大差はなかったロ一般的には、追跡対象輪郭形状が殆んど変化しないような
対象では Jl3 K対して If l ， 112 の値を大きくする方が収束が早くなる傾向にある。さらに、本追跡手
法では、輪郭モデル自身が移動するので、隣接フレーム問での点対応が得られるととになる。すなわ





を生かし、かつ Snakes の欠点を補ったものである。すなわち、本章では、まず、 Snakes モデルに
おけるエネルギー最小化問題K対して、安定でかつ最適解を保証する新解法を提案し、その有効性
を示したロそして、との解法が一般の離散正則化問題の統一的解法に一般化できるととについて言




















































提案されている [59]0 とれは、 1 次元波形を階層的に表現するために、先 tc Witkin[57] および越ら




で計算され、また、 X"( t ， σ) は、
θ2 X(t ， σ ) r.¥ .,.... ( 829(t ， σ)\ X"(t ， σ)=θt2- = 的) 0lτ;-') (4.6) 
で計算される o Y' ， Y" も同段K計算される。式 (4.5) ，(4.6) は、関数をガウス関数で畳み込んだ後K
微分するのは、関数を予め微分したガウス関数で畳み込むととと同値であることを示している。
4.2.2 算法
輪郭 C 上の全ての点は 2 つの周期関数K より、 C(t) ニ (x(t) ， y(t)) のよう K表現できる。とと
で、 t はある開始点からの経路パラメータであり、通常 1ε[0 ， 1] で正規化される。とのとき、 C(t)
での曲率は次式で表される。
ピ(t)y(t)-y勺)x(t) κ(t) = -\ - /J~ 向日
(ピ(t)~ + ダ(ttf戸
X(t ， σ) ， Y(t ， σ) を x(t) ， y(t) とスケールファクタ σ をもっガウス関数 g(t ， σ):




X(t ， σ) = x(t) 0 g(t ， σ) 
= C 巾刷州)9叶g
=cz(u)zjzf(t-u川 (4.3) 




X'( t ， σ )Y"( t ， σ) -X勺， σ)Y'(t ， σ)K{t， σ)= (X'(t ， σ)2 + Y'(t ， σ)2)3/2 
ζ とで、 X勺， σ) は、 θX(t ， σ)/θt を表わし、
( 4.) 
X勺， σ) θX(t ， σ)θ[x( t) 0 g(t ， σ)] -θt 一 θt
=ω(ザ) (4.5) 
図 4.2: スケール変化K伴う曲線の平滑化




式 (4 .4 )で異なるスケールて・の零交差点(変曲点) を見い出すと と K より、平滑化曲線の異なるス
ケールでの凹凸将司造を 1G るととができる。図 4.2 K σ を離散的K変化させたときの平滑化曲線、およ
び変問点を示すロ同図からわかるよ う に、 スケール (σ) を大きくしていくにつれて変曲点が減少し、
曲線がより 平滑化されていく段子がうかがえるo




定理 4.1 r を C1 級の平面曲線とし、 その平滑化曲線をじで表すとき、全ての平滑化曲線じが
C1 級であるなら、 F の曲率スケールスベース画像上での全ての極値は極大値である。
[証明]便宜上、 s = id とし、
性質 4.1 (相似変換に不変) 平滑化はその曲線の相似変換佃転・.平行移動・拡大縮小)K不変であ
る o すなわち、曲線を相似変換した後K平滑化するのは、曲線を平滑化した後K相似変換するのと同
値である。
x(t ， s) 二 X(t ， σ)
二 的)0 (志e-t2/4.9) ( 4.7) 
y(t ,s) = Y(t ， σ) 
ニ仰) 0 (ホ〆/4")
性質 4.2 (連結性)連結した平面曲線は平滑化しても連結したままである。
(4.8) 性質 4 .3 (閉曲線性)閉じた平而曲線(閉曲線j は平滑化しても閉じたままである。
スケーんを変化させて得られる平滑化曲線群の変曲点の軌跡を描く。との軌跡は輪郭上のある開
始点からの経路 t とスケール σ の組K対応する平滑化曲線上の変曲点を表している。とれは曲率ス
ケールスペース画像と呼ばれ、 1 次元波形におけるスケールスペース画像 [57] と同段K、図 4.3 K示




α(t ， s) = Xt(t ， s)Ytρ ， s) -X t ( t , s) Yt ( t ,s) (4め
とか付る。とのとき、式 (4.8) ，( 4.9) より、
Xtt(t ， s) 二 X ，， (t ， s) (4.10) 
(4.11) Ytt(t ,s) = 仇(t ，s) 
が成り立つととが分かる o 今、平滑化曲線上の零交差点(変曲点)は、 α(t ， s) = 0 を満たすから、




と在る o 故K、 s'(t) = 0 となるのは αt=O のときに限る ζ とが分かる。一方、
s" (t) 二三(-2)
= 2(ーと)+会(-2) 2 ( 4.13) ハ となる。






となるから、結局、 α (t ， s) = αt (t , s) ニ O のとき、 αtt/α3 > 0 となるととを示せぽ良い。式
(4.9) ,( 4.10) ，(4.11) より、
α - XtY3 -X3Yt 
αt = XtY3t -X3tYt 
となり、同段K、
αtt 二 (XtYH -x3"yt) + (x3Yt" - Xt3 Y,) 
となる。従って、 α=αt=O ならば、
X"Y?-Xt"YIJ =れ(Uts-zts f) 




二 o (← αt ニ 0)
(← α= 0) 
式 (4.18) を式 (4.17) K.代入すると、
となる。一方、
であるから、
αtt = XtYu -XHYt 
αs 二 XhY"+ XtYH -X""Yt -X"Yt6 
= (XtYH -x"Yt) + (Xt3Y' - X， yω 
XtYIJ6 - XIJ6Yt ( • Eq.(4.18)) 










となる。従って、 s(t) 平面(戸ケールスペース画像平面)で s'(t)= 0 のときは必ず s"(t) < 0 となる
から s(t) の極値は極大値となる。[証明終り l
定理 4.1 は、曲率スケールスペース Kおける零交差の単調性と呼ぽれ、 1 次元波形Kおけるス
ケールスペースの単調性 [71][72] tc対応する極めて重要な定理である。
Witkin はスケールスペース画像を上位スケールからトレースしていき、変曲点軌跡の頂点の配置
を区間木 (intcrval tree) と呼ぶ木精造で階層表現した。 2 次元輪郭図形の場合も曲率スケールスペー
ス画像K対して同段な木偶造を得るととができる。定理 4.1 と関連して次の定理が成り立つ。
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定理 4.2 曲率スケールスベース画像から得られる区間木は 3分木を構成する。
[証明)定理 4.1 より明らかo [証明終り]
同線な木情造として、曲率原始スケッチ [73)、あるいは、安定視点木と呼ばれる図形の階層表現


















いま、 p(k+1) 、 p(k) を隣接する離散的スケール σ(k+1) ， σ(k)(σ(k+1) > σ(k)) tc各々対応する 2
組の変曲点集合とする。すなわち、
p(k+l) ニ {pjk+1)li=l ， 2，… ， N(k+l)} 
p(k) ニ {4k)lj 二以 , N(k)} (4.22) 
とれらの各々は、ある開始点から平滑化輪郭K沿って見いだされる変曲点点列から成るロ閉輪郭であ
る ζ とから次の性質が成り立つ。
性質 4.4 任意の自然数 kKついて、 N(k) は偶数。
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Scale σ 
図 4 .4 : 凹凸の変化の一貫性を満たす多重スケール表現の例
性質 4.5 任意の自然数 k Kついて、 p(k) は巡回集合である。
性質 4.4より、任意の自然数 ktcついて、 pmk)+t=pjk) とする。また、曲率スケールスペースKお
いて、次の変曲点の単調性が成り立つ。
性質 4.6 すべての自然数 k Kついて、 N(k+l) :; N(k) 。
いま J を集合 p(k+l) から集合 p(k) への写像とすると、 J は先K述べた凹凸の変化の一貫性を
満たすためK次の条件を満たさなければならない。
条件 4.1 J は単射である。但し、必ずしも全射ではない。
条件 4 . 1 は隣接スケールの 2 つの変曲点集合において上位スケールの変曲点K対しては必ず下位ス
ケールの変曲点が対応しなければならないとしおよびその逆は必ずしも成り立つ必要がないととを
意味している(図 4.5)ロ
条件 4.2 p~k+りj::りjZ1) を、反時計四り K輪郭をトレースしたときの連続する 3つの変曲点と




図 4.5 : p(k+l) から p(k) への写像 J
• --Inflection point 
図 4.6: 条件 4.2 の説明
条件 4・3 p!k+l) と p児)の極性は等しい。ととで、極性とは、変曲点の前後での曲率の変化のタイ
プ低から負、またはその逆j を表わす。
さて d(れiω，
条件のもとで式 (μ4.23) を最小Kする写像 J を見つけるとと K帰着されるo
N(k+l) 









。) . .(k+l) 2N' '-N' '-1 ・
j 
2~ - . 
1 2 
DP calculation area 
ﾑ(k+l) 
図 4.7: DP 計算のための距離テープル
式 (4.23) の最小化問題は、動的計画法を用いて効率良く解くととができる o 条件 4.1 より各
]J~イF:
各傾要素釈を対榔応しい、 かわつ叫pdrj?k叫+1) が p4trjy?k刈)汁と対榔応し比た時恥の累鰍積距蹴離とけする抗と、 λ(j)は式(4.24) のように
書ける。
五(j)= 凶n 乞 d(l ，J(I) 
J(I) ,J(2) ,…,J(i) ~ 
従って、最適性の原理より、 !i(j)は次の漸化式で書き表せる。
ん(j) = I!l Í旦 {!i-l(j')+ d(i ,j)} , 
;'εK 
ただし、 !t(j) = d(l ， j) とする。
for i=2 ,3,..., N(k+l). 
(4.24) 
( 4.25) 
fï (j) の計算を行なうのに図 4.7 tc示す N(k+l) X (2N(k) -1) のテーブルを用いる。とのテ一プル
の第(仏tしω，
対応し、とれK より、すべての開始点対応を調べるととが可能になるo とれは、変曲点点列の巡回性
(性質 4.2) tc より pik+ 1 ) が必ずしもが に対応するとは限らないため必要な雌である。式(4.26) 
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における R は、上記の 3 つの条件を満たすための j' tc対する制約条件である。
R = {j' I i-1 三 j' ~j-1 かつ j -j' = 2n + 1 かつ o ~ n ~ Ti-l (j')j2} (4.26) 
ζζで、 T は式(4.27) を満たすものとする。
公(j) = Ti-l (j'・)-j+j向 +1 ( 4.27) 
ただし、 j向は式(4.25) を最小にする j' の最適値である。さら K、上記の条件 l から 3 を考慮する
と、 λ(j)は i = 2,3,..., N(k+l) , j = i + c, i + 2 + c,. .., i + (21Y(k) -N(k+l} ー 2)+ c tcついての
み計算すれば良いととが分かるo ととで、 c は定数であり、異なる極性をもっ変曲点同士の対応を防
止するためのもので、 pik+ 1 ) と pik) の極性が同じなら 0、さもなくぽ 1 とする。
R の意味するととろは次のとうりである。第 i -1 段から第 i 段の遷移のみに着目すると、 j' の
とり得る値の範囲は、条件 4.1 ，4.2 から式(4.26) の最初の不等式K限定される。さらに、条件 4.3 よ
り、 j-j' は奇数となるo しかし在がら、とれらの制約条件は第 1 段から第 i - 1 段までの対応を
考慮していないので、重複対応が生じ得る。すなわち、 p~川と p~~+I) (i :1 i') が共k pjk)K対応
する可能性がある。そとで、関数 T を用いて j' の範囲を制限している o Ti-l (j') は図 4.7 tc示した
テープル上で (i-1, j')から (i ， j) へのパスが存在するか否かを動的に判定する。すなわち、 Ti-l (j')
K より、第 i - 1 段までK対応づけされずにスキップされた変献げ)の累積総数が N(k) _ N(k+l) 
を超えないようにして重復対応を防いでいるo 明かに、
T1 (j) = N(k) -N(k+l) (4.28) 
である。
λ(j)を i= 0 から i= N(k+l) まで逐次計算するととにより、最終的K式 (4.29) tc示す最小距離
が求まる。
D(p(k+l) , p(k)) = , .._ rnin,., _J!N(1<+1)(j)} 
{ilT N( 1<+1) (i)=O} 日
(4.29) 
ζ とで、式 (4.29) tcおける TN(It+l) (j) = 0 は j = N(k+l) + c, N(k+l) + 2 + C, . . ,(2N(k) -2) + C
なる j についてのみ調べれば良い。式(4.29) の最小値は式(4.23) の最小値と完全K一致しているロ
上記の繰り返し計算の途中で最適パラメータ j' をよ(j)テーブルK蓄えておくロいま、 J(i) を
隣接スケール問での変曲点の最適対応 (i ， J(i)) を表わすとととすると、 J(i) は Ji(j)テーブル参照
Kより次のようにして逐I対等られる。
J(N(k+l)) = arg minj {!J;+I)(j)} , 
J(i) = Ji+l(J(i + 1)), (4.30) 
for i 二 N(k+l) -1, N(k+l) -2,. . .,1. 
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Mokhtarian らは、 Witkin の提案した区間木を用いたマッチング法を提案している。図 4.8 にそ
の例を示す。まず、図 4.8( a) ，(b) に示す援な 2 図形が与えられたとすると、その曲率スケールスペー
ス阿像は、各々図 4.8(c) ,( d) のようになる。従って、それらから図 4.8(e) ， (f) tc示す区間木が得られ





酒匂らの方法は、 2 つの図形のスケール σa ， σb を最上位スケールから互いに減少させ、マッチン
グ誤差が最小となるスケール・σ; ， σ; で初期マッチングを行なう。そして対応づいた変曲点で部分輪
郭K分割し、各々のスケールを σ; ， σ; より小さくしていった時K現れる変曲点群のマッチングを最
下位のスケールまで再帰的K行なうもので、変曲点、の変化をかなり吸収でき、 4.3.1 の区間木による































A(h) ，B(k) を各々スケール σ(A) ， σ (k) での凹凸セグメント系列とするo すなわち、
A(h) - αi~r)，，dAL--- ， dh) ， h=o， l，… ， H， 
B(h) = b~りik) ， .4h)，，似k)' k = 1,2,..., K. (4.31 ) 
ととで、 N(h)、 M(k) は各々スケール σ(h) ， σ(k) でのセグメント数で、 αjh) は同一輪郭上の隣接す






性質 4.7 N(h) 、 M(k) は偶数である o
図 4ふ区間分割法によるマッチング誤りの例 性質 4・8A(h) ， B(k) は巡回系列となるo すなわち、 4)+t=dh) ， bZik)+j=bjk) となるロ
と ζ ろが、 ζ の方法では大局的な初期マッチングが極めて重要となる o すなわち、との段階で
マッチングを誤ると以下のマッチングは全く意味を持たなくなるo 図 4.9 tc モの一例を示す。図
4.9( a) は酒匂らの方法よる初期マッチングの結果である。ただし、パラメータはすべて文献 [61] と同
じものを使用したD 図 4.9(a) を見ると正しい結果が得られているようであるが、との結果に対応する
最下位スケーんでのマッチングを示す図 4 .9(b) を見ると明らかK誤対応を含んでいる。従って、誤対












セグメント集合を基準K行なうのではなく、図 4.10 tc示すよう K最下位スケールの奇数個のセグメ












も用いられている。文献 [75] では、 2 つの画像(ステレオ画像)の一方においてオクリュージョンK
よる奥行きの不連続なと ζ ろでの誤対応を避けるためK、"対応禁止領域 (forbidden zone)" なる対
応の拘束条件を噂入している。
さて、セグメントマッチングアルゴリズムの目標は、図形 Atcおける多重スケールセグメントと
図形 B のそれとの最良の対応ベアを見つけるととであるo 最良の対応ベアは多重スケールセグメント
相違度(後述する)の総和を最小化(最適化)するセグメント対応を指す。従って、本アルゴリズムに
より、 2 つの図形問で対応する部分輪郭毎K最適スケールのセグメント対応が得られる。それ故、 2
つの図形問で大きく変形していても妥当な対応を得るととが可能と在る。されK、従来の coarse-to・
fine マッチング戦略と違って、最適対応を同時に求めるととができるo 一方、 4.3 で述べたように、
coarse-to-fin e 戦略K基づく従来の多重スケールマッチングアルゴリズムでは、大局的在マッチング
σ ρU ??Pν ? ? σATIll ?,.,A ?nし??






ととで、 2 図形 A， B 問での多重スケールセグメント相違度の定義で用いる記法を簡単化するた
めに、 A(0) ， B(0) のかわりに、各々 A=α1 ， . • . ， αi ， . . . ， αN ， B = b1, . . . , bj , . . . , bM と表すとと Kす
る。さらK、 A の 2n+ 1 個の連続するセグメント、 αi-2n ， aj-2n+l , . . . ，引を a(i -2nli) で表し、
同僚K、 B の 2m+ 1 個の連続するセグメント bj-2m ， bj-2m+b' ・・ ， bj を b(j -2mlj)で表すとと
とする。
州一川)と b(j -2mlj) がスケール σ(り(k) で各々 αjhy)K置換され得るとき、 a(i一川)
と b (j -2mlj) の問の多重スケールセグメント相違般の(i 一川)， b(j -2mlj))で表し、次式
で定義する。
ψ(州一川
6引(α4j?川?p久川)人υ， b}砂rb4ηψ;y少?り))+ P内A(←a(υ卜iト一 h制川|ド川i) • addj??)う)+叫b(j 一 2加mlωjρ) • 砂ψ判)う). (μ4.32刈) 
ととで、 ð(α~~) ， b;~)) は α!?) と bj?) の問の 1 対 1 のセグメント相違度である。 PA (a(i 一川)→
a~~)) および PB(b(j -2mlj) → ψ)) は a(i -2nli) を ψ) で b(j-2mlj) を by) で各々置換する
コストを表す。ととに、記号→はその置換を意味する。図 4.11 tc、 4 つの連続する凹凸セグメント
a(i-4Ii) と 6 つの連続する凹凸セグメント b(j -61j) との問の多重スケールセグメント相違度の例
を示す。
式 (4.32) の意味は次のとうりである。もし、 a(i -2叶i) と b(j -2mlj) が、上位スケールセグ
メント αjP ， by) で各々置換されるならば、その 2 つのセグメントの対応付けが試行される。形式的
K は、 2 組の連続セグメント a(i -2叫 i) ，b(j -2mlj) がマッチされると言うととにする。但し、 ζ
の時、置換コスト ρA ， ρB が 1 対 1 のセグメント相違度 ðtc付加される。とれらのコストは過剰な置
換を抑制する働きをする。
式 (4.32) tcおいて、 n=O のときは、 a(i -2nli) は単Kα， tc等しく、とれは置換が実行されな
いととを意味し、それ故、 PA = 0 である。問機K、 m = 0 のときは、 PB = 0 であるo さらに、
n = m = 0 のときは、上記セグメント相違度は、単tcl 対 1 のセグメント相違度K縮退するo すな
わち、





PB (b(j -6 jj) → b)~)) 





σ( Å; ) 
_s( a( i -4 1 ? 
ρA (a(i -41 i) →川
σ(h ) 
図 4.12: 回転角 ojh)
???ωe ?????? ????¥ Subcontour 
of shape A 
で、極性が異なるときは、 ó(心りjk))= ∞とする。
式 (4.34) Kおける ojk) は、図 4 . 12 K示すようにザ)
ぃ (a(í - 41 い(j-6|j))=6(GP1))
+ 似 (a (i-4 1 i) → a~~)) + PB (bU -61 j) →。)) K沿った接ベクトルの総回転角であるo
2π よ97) も同様である。との回転角は正の値をとり、とれは、セグメントの曲がり具合いを表す。
り大きくなり得るとと K注意する。また 2 つの回転角の差を両者の和で割るとと Kより正規化してい図 4.11: ~多重スケールセグメント相違度の例
Ljh) はスケール σ(h) での平滑化曲線の全周囲長を表す。伊は αjh) のセグメント長であり、るロn=O， m=O の特殊なケースとして 1 対 1 のセグメント相違度を含むセ換言すれば、式(4.32) は、
れ LY) ， ljk)/L?)したがって、比 l~h)/ L}h) はそのセグメントの図形輪郭に対する寄与度を表わす。グメント相違度の一般的記述になっている。
も同僚である。
明らかK、上記相違度は O から 1 の値をとり、かつ相似変換(回転、平行移動、拡大・縮小)K不
by) についても問機であるロ
上記置換について次の性質が成り立つ。
αjO) が凸仰j のときに限り、凸佃j となる。性質 4.9αjf) は、
との不変性は図形のマツ変な尺度になっている。図形の情造は、本来、上記変換に不変であるため、
チングの尺度として要請される必要条件と言える。1 対 1 のセグメント相違度式(4.32) において、多重スケールセグメント相違度を定義したが、
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上記 3 つの条件を満たすべく、置換コストを置換される最下位スケールセグメント内の隣接する 2 つ
のセグメント相違度の総和として定義するo すなわち、 n ミ 1 tc対して、
内(時一川)→ α~~)) =入(b(αi-2n ， Uゆ+1)+ b(町-2n+1 ， U同り)+ ...+伽
=入 十 |同8tJ一-8仇んsトJ一
L:-' . 8仇tJ + 8仇s一 1 L[ tJ=，一 (2n一 1) -" . -,,-.. -.
(4.35 ) 
とする。式 (4.34)の 1 対 1 のセグメント相違度から、式 (4.35) における伝討円ヂは隣接す
る 2 つのセグメント α8-1 ， Us 問のセグメント相違度K相当しているととが分かる。但し、との場合、
セグメントの極性は無視されている。 ρB も同段K定義される。すなわち、 m 三 1 tc対して、
PB (b(j -2mlj) → by))= 入土 l8tJ - 88-11/s -十11
¥ -¥J -"VIJ' -)' J . '7:' . ¥ 8tJ + 8s-1 LJ s=i-(2m-1) -8 • -"且 d
( 4.36) 
とする。式 (4.35) ，(4.36) tcおける入は重みパラメータで、通常は1.0 とする。上で定義した置換コ
ストが上記 3 つの条件を満たすととは容易に確かめられる。
4.4.6 最適化問題としての定式化
さて、問題は式 (4.37) tc示すように、上記セグメント相違度の総和が最小となる (iw ， jw) ， 町二
1 ， 2 ，...， W を見いだすととである。
w 
電(A ，B) = ", pin 乞 ψ(a(九一1 + 1Iiw), b(jw-1 + 1Ijw)) {(i凶 Jw }lw=l ，… ，W)ω= KJ ( 4.37) 
ととで、. (iw ， jw) は結果として得られた対応ベアのインデックスを表す。また、セグメントの巡回性
より io (jo) は iw (jw) tc等しい。 W は対応ベアの数で、明らかtc W ~ min{N ， M} となる o
例えば、 A=α1 ， α2 ，... ， α8 と B = b1 ， b2 ，. ・・ ， blO の問で、次の 4 つの対応が得られたとする:
(α1 ， b(1012)) , (a(216) , b(315)) , (α7 ， b6 ) , (αιb(719))。とのとき、(il ，Ít) = (1 , 2) , (i2 ,h) = (6 , 5) , 
( i3 , h) = (7 , 6) , (日， j4) = (8 , 9) = (io , jo) となる o
一般に、セグメント置換における一貫性によれば、一つあるいは奇数個のセグメントだけが対
応ベアとなり得るので、 iw(jω) と jW-l (jw-l) の差は必ず奇数になる。形式的には、 iw(jω) と
iw-1 (jw-l) tcは次の拘束関係が成り立たなければならない。
九 - 'w-1 三 2n+ 1 (mod N) かつ 0 三 n 三 [(N -1)/2], 









g(iw ，ん)を α" と bjt ， t = 1 ， 2，...，切の最適対応が決定した時の累積された部分相違度とす
る。開始セグメントは未知であるので、 4.2.4の変曲点対応と問機K、 g(iw ，ん)を 1 ~ iw 三 N ，
1~i町三 2M なる範囲で計算する。しかしながら、 ζれでは 3 つのセグメント aN ， al ， a2 が bj IC対
応するような ai tc関する回り込みを考慮していない。そとでとの回り込みを取り扱えるよう K、図
4.13 tc示す 2Nx2M のテーブルを用意する。とのテープルの第 (iw ， iw) 要素tc g(iw ， jω) の値を格
納する。そして、テープル上の (iw- t， i町一1) から (iw ，ん)へのパス仕セグメント a(九一 1+ ll iw) と
叫ん-1 + 1liw) との対応を意味する。したがフて、 1 三 iw-l 三 N < iw 三 2N かつ 1 壬 j凹-) < 
j町三 2M を満たす (iw- t， j山一1)から (iw ， iω) へのパスを設けるととにより上記の回り込みを取り扱
うととが可能となる。
今、初期値を式(4.39) で与えるo
g(~ ，jw)=o， ~=I， 2，...， N(0) ，jω= 1, 2,. . . ,2M(O) -1. (4.39) 
そして、 iw = N + 1, N + 2,..., 2N かつ jω = 1 ， 2，...， 2M なるら，jw tc対して、 g(iw ， jω) を次
式Kより計算する。
仇，Jω)=iJjt-1(恥-bJ凶-1) +ψ(a(九一1 + 1Iiw), b(j.ω-1 +恥))} ( 4.0) 
式(4.40) は、 g(iw-l ， jω-1)がいかなる経路を経て決定されても、 g(iw ， jω) は g(九-1 ，}ω-1) とセ
グメントの局所相違度 ψ(恥-1 + 1I iw) , b(jw-l + 1Ijw)) の和で表ぜる。という動的計画法におけ
る最適性の原理K基づいてい.る。
ととろで、先K述べたスケール変化K伴う凹凸の変化の一貫性より、非負の整数 nw ，mw を用い
て、 'w-I = iω 一 (2nω +1) ， iw-1=jω 一 (2mω+ 1) と書ける。それゆえ、式(4.40) は式(4.41) の
よう K書き換え得る。
仇，Jω) =ぷJL{恥一 (2nω+ωw ー (2m凹+ゆ





Initial value area DP-ca1culation area 
下、ァ…"~ ~/γ〆
g (iW' jw) 
g イム於Uん
UJ(iwt jw}=M 
1 2… N N +1 
t w 
2N 
図 4.13: :最適スケールセグメントマッチングのための DP テーブル
ととで、 nw ， mw は式 (4.38) を満たすべく式 (4 .42) tc より制約する。
0 三 nw ~ [(iω ー 1)/2]
0 壬 mw 三[(jω ー 1}/2]
t1 = t2= 0 または t}, t2 > 0 
(4必)
ととで、[.]は、ガウス記号を表す。 tl ， らはそれぞれの輪郭図形Kおいて対応づけられずK残ってい
るセグメントの総数を表し、式 (4.4 3) ，(4 .44) で各々定義される。
t1 = UI(iw ー (2n切 +ω山一(2mw+ サー (2nw + 1) 
t2 = UJ'(iw -(2nw + ωω ー(2mw+ 時一 (2mw + 1) 
(4.43) 
(4.44) 
そして、式(4.4 1) を最小Kする最適パラメータ n~ ， m~ を用いて、 UI(九， jw) ，UJ(九，)ω) を、式
(4必)，(4.46) tc より計算しておく。
U仏，)ω) = UI(iw -(叫 +ωω ー (2mいの-(バ+ 1) 




なお、 1 三九三 N なる九 K対しては、 UI(iw ， jω)= N , UJ(iw ,jw) = M とする。 UI ，UJ は各々
叫ん Kついての敵対抗防止するために用いている。すなわち、 UI(iw-(2nw + 凡jω 一 (2mw+
ゅは図 4.13 K示したテーブル上で (iw -(2nω+ 山ω 一 (2mけのから(川ω) へのパスが存
在可能か否かを動的K判定する。このとき、 tl が O より大きいかまたは等しくなっている場合、パ
スが存在可能となる。 UJ Kついても同線であるo
性質 4.9 を考慮すると、式(4.4 1) の g( iw, jw) は九二 N + 1,... ,2N K対して式(4.47) で定義
されるん Kついてのみ計算すれば良いととが分かる。
I 3 + c, 5 + c,..., 2M -1 + c, (iw が奇数のとき)
Jω= ~ 
l 2 -c,4 -c, . . . ,2M -c, (九が偶数のとき)
ζ とで、 c は定数で、 α1 と b1 の極性が等しいときは O をとり、それ以外は 1 をとる。
(4.47) 
α'w と bjω 山 - 1 ， 2 ，...， W との重複のない完全なセグメント対応は、 tl とらの両者が同時に
o K在った時に得られる。ゆえに、 g(九 ， jw) の計算の途中で、最適パラメータ n~ ， m~ を各々テー
プル Gn(iw ， jw) ， Gm(iw ， jω) K記憶し、また、 tl およびらが O になったときの iw ， jw および
g(iw ， jw) の値も記憶しておく。
全ての恥， jw) の計算終了後、最適なセグメント対応 ((αμ~α'w-l川 (b]ω~ 句札ιιw←山-1+け 刊1))
山= 1し， 2 ，ド.. .汁，円r を次のようにして求める 0 すなわち、 t 1 およびらが O になったときの g(iw ， jw)
の最小値とそのときの (iw ， jw) から、残りの (iw ， jω) の値は次式に示す Gn および Gm のテープ
ル参照により計算する。
C:ω ニ tw+叫叫1 一叫1 十~…川川川+刊川山山1け肘山)+川+1
jω=Jω叶+1 一 (σ2G皿(がiω叶+1 ，)ω+ 1) + 1) 
(4必)





[78]、図形の変形解析 [79]、等がある。(最近では、第 3 章で述べたように、エネルギー最づ叶ヒ問題K
対する DP による解法が Amini[40] および筆者ら [36] tc よって試みられている。)
ととろが、文献 [74] を除く、とれら従来の DP マッチングは、多重スケールマッチングの問題を
取り級っていない。 Daker[74] らは、多重スケールマッチングを取り扱つてはいるものの、 4.3.2 で




Original shapes Matching result 
図 4.14: 最適スケールセグメント対応の例
り、その意味で多重スケールマッチングのための定式化ではない。一方、本節で述べた定式化では、
多重スケール表現された 2 図形問の全てのスケーんに対して DP が実行されている。すなわち、本節
で提案した DP マッチングはその定式化Kおいて従来の DP マッチングとは本質的K異なっている。
4.6 実験
提案手法の有効性を検証すべく、実際の輪郭図形への適用実験を行なった。実験で用いた図形は
手書きによる輪郭図形であり、高々 700 程度の点列からなるロとれらの図形は、最初 σ= 1 で平滑
化し、手書きノイズを除去している。そして、多重スケール表現ではスケールを σ=1 から 20 まで
の整数値とした。 図 4.14 は図 4.9 と同じ図形K対する本手法の適用結果であるロ同図Kおいて対応



















前述したよう K、本マッチングアルゴ P ズムは相似変換(平行移動、回転、拡大/縮小)IC不
変である。それゆえ、例えば図 4.15(d) IC ような図形でも正確なマッチングが実現できている。図






高速な処理として実現できたD 実際、図 4.15 の実験で用いた例で、従来手法 [59] では数分のマッチ



































そとで、本章および次章では 2 次元図形を対象として、従来手法とは全く異なるアプローチ K よ


















ず、若干の報告がなされている K過ぎない。モして、それらは Connell & Brady の研究 [12][13] お
よび Segen の研究 [15] tc代表される。そとで、まずとの両者のアプローチを概説するととも Kアプ
ローチの問題点を明らかにする。
(1) 意味ネットワーク上での一般化




像からエッジ抽出、輪郭線追跡を行在った後、 Smoothed Local Symmetry(SLS)[l1]を用いて 2 次
元形状の部分間造への分割を行ない、次いで、そうして分割された各パーツの相互関係を意味ネット
ワーク上K記述する(図 5.1)。
SLS は Drady らによって先K提案された手法で、物体形状の局所対称軸を求め、それらを対称軸
の滑らかさの尺度で統合し、より大局的な対称軸を得る。尚、 Brady らが用いた局所対称軸の定義






(b) 意味ネットワーク K よる概念記述結果
図 5.2: 意味ネットワークによる概念記述(文献 [12] による)
SLS tc よって部分分割された各パーツは意味ネットワーク上にそれらの相互関係が記述され
る。但し、との際、対象の鴎造K関する知識が必要となる。図 5.2(a) tc tack-hammer の SLS 抽出
結果を、図 5.2(b) tc その概念記述の例を示す。図 5.2(b) では、 "tack-hammer は head-1 と handle-

























(iv) 意味ネットワーク K よる概念記述では、一般化された結果を可視化するととができない。 ζ の
可視化は得られたよモデル(一般化記述)の妥当性を容易にするのK必要な機能である。
(2) 多重レベルグラフ上での一般化
Segen は、同じく 2 次元輪郭形状を対象に、その構造記述のための多重レベルグラフという独自
のネットワークを提案している。まず図 5.4 (a) のような輪郭形状(左側はクラス"DRAW" を、右側
はクラス"111" を各々表している)に対して図 5.4(a) 中の円で示された特徴点を抽出し、それらの曲
率等の属性および特徴点相互間の位置関係等の関係記述を行なう。との関係記述は、メタレベルの関
係も含む。例えば、図 5.4(a) の"1-))でフペルづけされた直線は第一レベルの関係を示し、 "2-"のそ
れは第二レペルの関係、を表している。そして、とれらは図 5.4 (b) のような多重レベルグラフにより表
現されるロ多重レベルグラア上での一般化は、同一クラス K属す複数サンプんから多重レベルグラブ
の点および伎に付与された確率値を更新するととにより実行されるo
とのアフ・ローチでは認識結果は図 5.4(c) tc示すように特徴点がどのクラス K属すかを出力すると
とで何られる。図 5.4 (c) で、 "H" は"H1" を、 "D" は"DRAW" を指している。そして、との認識は
モデル(グラフ)と未知サンプルとのグラフマッチングにより得られる。
との方法は形状のセグメンテーション、および対象の構造K関する事前知識が不要であるという
特長があるももの、やはりグラフ Kよる部分間の関係記述を行なっているため、 (1) で掲げた問題点
の (iii)(iv) を解決するととができない。しかも、特徴点の定義が暖昧であり、最初K抽出される特徴
点、K より学習の性能・効率がかなり左右されると考えられる。





図 5.4: Segen のアブローチ(文献 [15] tc よる)
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(3) 多重スケールの凹凸構造上での一般化:新アプローチ























今、同一クラス K属す N 個のサンプル図形が与えられたとしようロとのとき、提案する一般化処
理は次の 3 つのステップから構成される。
(Step 1) サンフ・ル図形相互間で多重スケール凹凸構造マッチングを行在う。
(Step 2) 各サンプル図形毎K 、 stcp.1 で得られたマッチング結果を統合する。
(Step 3) 統合結果から一般化図形を作成する。
図 5.6 仕上記過程を図示したものである o 図 5.6 で Sl ， S2 ，...， SN は同一クラス K属す輪郭形
状サンプんを表し、 Gl ， G2 ，...， GN はそれら原サンプルから得られた各一般化図形を表しているo
step 1 では第 4 章で提案した多重スケールセグメントマッチング手法をそのまま適用すれば良い。
従って、 N 個のサンプルの場合、全体で N(N -1)/2 回のマッチングが実行されるととになるo
今、あるサンプル Sl tc着目すると、 SI は同一クラス K属す他のサンプル図形 S2 ， S3 ，...， SNtc
対し、各々、 C1 ， 2 ， Cl ， 3 ， ・・・ ， Cl ，N のマッチング結果を得る。とれらのマッチングは各々独立に実行
されるため、明らかK、マッチング結果 C1 ，2 ， C1 ，3γ ・汁 C1.N は一般K異在っているo 従って、 N 個
のサンプルK共通する凹凸構造を得るためKはとれらを統合する必要がある。 S2 ， S3,"', SN tcつい








取り扱うととにする。すなわち、 Ai を第 i 番目のサンプル図形 Si の最下位スケールセグメントを要
素とする集合とすると、segment 
matching 
". N-l Ai = {αj ，t I t= 1 ， 2 ，.ぃ ， Ti} (5.1 ) 
segment 
lntegratlOn 
と書ける。ととで、 Tj は最下位スケールでのふのセグメント総数を表すロまた、 αi ， t は N 個のサ
ンプル図形の中の第 t 番面のサ ン 7'ルの第 t 番目の(最下位スケール)セグメントに相当する。
N 個のサンプル図形の場合、 N(N ー 1) 回のマッチングが実行され、各サンプル図形毎に N-1 
個のマッチング結果を得るロいま、 Ai tc着目すると、とれらのマッチングにより、 Ai は対応の単






定義 5.1 (分割セグメント集合族 (PSFS: Partitioned Segment Family o?Sets)) 2 つのサン
プル図形 Si と Sj (j 戸 i) の問で ni ，j 個の対応結果が得られたとすると、 Ai と Aj はともに、 ni ，j
個の対応の単位(部分集合)tc分割されるo とのとき、 Ai の Aj tc よる PSFS は、モの分割された
部分集合の集まり f集合族j として定義され、 Pi，j={ai，ωIw ニ 1 ， 2 ，...， ni ，j} で表わされる。同段
K 、 Aj の Ai による PSFS は、 ?J，i={a;，ω|ω = 1 ， 2 ，...， ni，j} で定義される。図 5.6: 一般化図形生成過程
(Step 3) 各サンァ・ル図形毎K得られた極大要素問で無矛盾性を調べる o a E Pi ，j は最下位スケールKおける図形輪郭上の 1 つあるいはそれ以上の奇数個の連続するセグ
メント αi ， t ， ai ,t+1t . ・. ， αi ，t+2n から成る。明らかに、円、j は Aj の非空でかつ互いに素な部分集合上記ステップの直感的説明は次のとうりである。 step 1, step 2 tc より、 すでK得られたセグメント
対応結果から最も簡単な凹凸問造が抽出される。但し、提案する一般化はすでに述べたよう K凹凸の
数を単K最小化するのではなく、すべてのサンプル図形K対して対応する凹凸構造のなかで最も簡単
な凹凸情造を抽出する。従って、 ζ うした共通の凹凸構造を得るために、 step 3 で対応関係の無矛盾
性をチェックしているo
で、それらの和集合は Ai そのものであるo すなわち、 PSFS ， Pj山は以下の性質を満たさねばなら
ない。
性質 5.1 UaE1'・ J a = Aj 
以下の節では上記ステップの詳細について述べる。
性質 5.2 すべての a E PiJ tc対して、 a# <þ





一般K上記性質を満たす集合(族)は集合 Ai の分割!と呼ばれる。モれ故、 Pi，j を分割セグメント集
合族と呼ぶとととした。ととで、 Pj，j と Pj，i の要素問Kは 1 対 1 対応(全射)が存在するととに注意
する。すなわち、 aiuy は a;，w と対応関係をもっ。 PSFS の簡単な例を以下に与える。
5.3.1 分割セグメント集合族
[例 5.1: 分割セグメント集合族の伊司 Al = {α1 ，1t α1 ，2 ，・・・， α1 ，8} および、 A2 = {α2 ， 1 ， a2 ，2 ， ・・・， α2 ，8}
とし、両者の問の最適対応が、 ai,I ニ {α1 ，t}， ai,2 = {α 1 ， 2 ， a1 ,3 , al ,4} , ai,3 = {αI ，5} ， a? ，4= 
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{α 1 ，6 ， al ，7 ， al ，8} および、 atl = {a2 ，3' α2 ，4 ， α丸5} ， a~ ，2 = {α2 ，6} ， at3 = {α丸1} ， a~ ，4 二
{α2 ，8 ， α2 ， 1 ， α2 ，2} であったとすると、 P1 ，2' P2 ， 1 は各々、
P1,2 = {{α1，I}， {α 1 ， 2 ， al ,3 , al ,4} , {αI ，S} ， {α1 ，6 ， α1 ，7 ， al ,8}} 
P2， 1 二 {{α2 ，3 ， α2 ， 4 ， a2,5}' {α2 ，6}' {α2 ，7} ， {α2か α2 ， 1 ， α口}}
となる。
5.3.2 極大集合族
N サンプルの場合、各サンプル図形 Si ，1 ~ i ~ N tc対して、 N -1 個の PSFS(久山 15;j zg 
N ， j ヂ i) が得られる。とれらの PSFS は一般に異なっているo いま jtc関するそれらの和集合;
Qi = U Pi ,i 
l$i壬NJli
(5.2) 
を考える。すると Qi は以下の性質を満たすととが容易に確かめられる。すなわち、 q ，q' ,q" E Q i K 
対して、
性質 5.4 (.反射律j すべての q E Qi tc対して、 qçq
性質 5.5 (:推宅Utt) q ?q' かつ q' ?q" ならば q?q" 
性質 5.6 (.反対称律) q ?q' ;かつ q' ?q ならば q= q'
上記 3 つの性質を満たす関係は、一般に半順序と呼ばれる。それ故、集合族 Qi は集合の通常の包含
関係(壬-) tc関する半順序集合 (partially ordered set) (Qi , Ç) となるととがわかる。
Qi の各要素は連続する凹凸セグメントを要素とする集合であるから、 Qi tcおける半順序は凹凸
鴎造における一般化の半順序を表している。すなわち、との半願序関係を用いて凹凸構造の一般化を
次のように定義するととができるo
定義 5.2 (凹凸構造の一般化の半順序) q, f/E Qi tc対して、 q ?q' :が成り立っとき K限 り q' は q




定義 5.3 (半順序集合における極大要素)半順序集合 Qi tcおける極大要素とは q?q' :なる q' E Qi 
が存在しないような要素 q E Qi で定義されるo
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との極大要素はすべてのペア q ，q' E Qi tc対して順序関係を調べるととにより容易に見い出すととが
できるロ従って、 Qi の要素数を Ni とすると、極大要素を見い出すのに必要な計算量は O(Nl) と
なる o
明らかに、 Qi tc は複数の極大要素が存在し得る。それ故、とれら極大要素の集まり(極大集合
族)を定義するととができる。
定義 5.4 (極大集合族 (MFS: Maximal Family of Sets)) 半順序集合 Qi における極大集合族
とは Qi における極大要素の集まりとして定義され、 Qi で表される。
言うまでも在く、 PSFS の統合結果 Qi は、一般化された輪郭形状(一般化図形の凹凸セグメン
ト)を構成しなければなら在いロ換言すれば、 Qi の要素は次の条件を満たさなければならない。
条件 5.1 すべての qεQi tc対して、 q t= ゆ
条件 5.2 q ， q'EQi かつ qt= q' :ならば、 qn q' 二ゆ
とれらの条件は、 MFS は PSFS と同様、非空で、互いに素な要素(集合)から在る集合族でなければ
ならないととを表している。もしある MFS が上記条件を満たさなければ、与えられたサンプル図形
K共通念凹凸栴造がなかったと解釈され、一般化不能となる。以下K条件 5.1 ，5.2 を満たす MFS の
例(例 5.2) および満たさない例(例 5.3) を示す。
[例 5.2: 条件 5.1 ， 5 .2 を満たす MFS の例]例 5.1 でさらに おが付加され、それに伴い SI K対する
新たな PSFS: 1フ1 ，3 = {{α1 ，t， α1 ， 2 ， α1 ，3 ， α 1 ， 4 ， al ，s}，{α1 ，6} ， {α1 ，7 }， {αI ，S} }が得られたとすると、例 5.1
の P1.2ーとから、 Q 1 = P1,2 U P 1,3 = {{α1 ，I}， {α1 ， 2 ， al ，3 ， α1 ，4}' {αI ，S} ， {α1 ，6 ， al ,7 , al ,8}' {αl ，b al ,2 , 
α1 ，3 ， α1 ，4 ， αI ，S} ， {α1 ，6 }， {α1 ，7}' {α1 ，8} }となるロ従って、定義により Qi の極大集合族は、
Qi = {{α1 ， 1 ， al ,2 , al ,3 , al ，4 ， αI ， S} ， {α1 ，6 ， al ，7 ， αt ，s} } (5.3) 
となる。 Q2 ， Q3 も同級な手順Kより得られる。
[伊d 5.3: 条件 5.1 ，5.2 を満たさない MFS の例]例 5.2 で S3 のかわりに別のサン 7・ル S3' が与えられ
たとする。そして、 SI tc対する PSFS が P1 ，3'= {al ，l! α 1 ，2 ， al ，3}' {al ，4' αI ，S ， α1 ，6} ， {α1 ，7} ， {α1 ，8} } 
のように得られたとすると、 Ql= {{α1 ，t}， {α1 ，2 ， α1 ，3 ， α1 ，4}' {al ,S}' {α1 ，6 ， α1 ，7 ， αI ，S} ， {α1 ，1 ， α1 ，2 ， α1 ，3}' 
{α1 ，4 ， α 1 ， 5 ， al ,6}' {α1 ，7} ， {α1 ，8} }となるロ故K、
Qi = {{α1 ，t， al ,2, al ,3}' {al ,2' al ,3 , al ,4}' {al ,4' al ,5 , al ,6} , {α1 ，6 ， α1 ，7 ， at ,8}} (5.4) 
となる。
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定義 5.3 より、 {α 1 ， 2 a l ，3 ， al ， 4 } のよう K、 Ql のどの要素とも順序関係を持たない要素も極大要
素となる o 明らかに、例 5 .3 における Qi の要素は互いK素でない。例えば、 α1 ，2 ， α1 ，3 は最初と 2 番
目の要素の両方K含まれている。との場合、とれら 3 つのサンプルは共通構造を持たないとして、統
合が実行されない。すなわち、 Qi = {{α1 ，J}， {α1 ，2}' ・・・，{ al ，8}} とする。 Qi ， Q3 についても問機
である。
願序集合を図で表現する手段として Hasse の図式がある o Hasse の図式では、順序関係が線分で
表され、かつ q ?q' のときのみ q が q' より高く位置するように描かれる。従って、 q と q' の問K
線分が結ぼれていないときは、 q と q' の問Kは順序関係が存在しないものとみなされ、とのときそ
れらの問の位置(高さ)関係は意味が在いものと約束する。図 5.7(a) ，(h) tc例 5.2 ， 5.3 の各々 K対する
lI asse の図式を示す。
(a) 例 5.2 の Hasse 図式
(h) 例 5.3 の Hasse 図式




統合処理は各サンプル図形毎K独立に行なわれるため、得られた MFS(Q7 ， 1 壬 i :; N) 問での対応
の一貫性(無矛盾性)を検証する必要がある。ととでの一貫性とは、厳密Kは次のように定義される。
定義 5.5 ((Qi , 1 三 i :; N の問での一貫性))すべての Q7 に対して、以下の Eつの条件が満たされ
るとき、かっそのとき K限り Q7 ， 1 三 i 三 N 問での対応が一貫している、あるいは無矛盾であると
いう。
条件 5.3 いかなる 2 つの MFS， Qi , Qj(jヂ i) に対しでも、必ずその両者の問には I 対 1 対応 f全
射);が存在する。
条件 5.4 aj E Q7 ,aj E Qj および ak E Qk tc対して、もし aiRaj かつ aiRak ならば、 ajRak
とと K、記号 R は Q;' と Qj tcおける 2 つの要素問の対応関係を表すものとする。 ζの対応ベアは
以下K示す手順により得られる。
(対応ベアを得るためのアルゴリズム)
ある ai E Q7 が与えられたとき、との ai tc.対応する ajEQ; は以下のステップを実行すること
K より得られるo
(Step 1) Ai と Aj の問の対応、結果 Ci ，j tc おいて、 ai を構成する一つあるいはそれ以上の連続す
忍セグメントを見つける o (aj は Aj の一つあるいはそれιL上の連続するセグメントからなる
集合であったとと K注意。)
(Step 2) Ci ，j を用いて、得られた Ai 中のセグメント K対応する Aj 中のセグメントを抽出する。
step 2 で抽出されたセグメント(群)から成る集合が、所望の aj である。との対応ベア探索アルゴリ
ズムを用いるとと K より、条件 5ム 5.4を容易Kチェックする ζ とができる。










{α1 ， 1 ， 01 ， 2 ， α 1 ，3}R{α2 ， 1 ， α2 ， 2 ， 02 ，3} 
{al ， 1 ， α1 ， 2 ， α 1 ，3}R{α3 ， 3 ， α3 ， 4 ， α3 ， 5} 





結局、対応、結果の統合 (PSFS の一般化)は条件 5.1 '" 5.4が満たされたときのみ実現される。一
般に、同じクラス K属すサンプル図形は、比較的類似した凹凸構造を持っているので、上記 4 つの条
件は、通常は満たされるものと考えられる。例 5.4は図 5.8 tc示した 3 つのサンプル図形K対して、
望ましい対応結果からの統合処理結果を示す。
[伊~ 5 .4:無矛盾な統合結果の伊月図 5.8 の 3 つのサンプル図形K対し、以下のような対応結果 (PSFS)
が得られたとする:
Pl ,2 = {{α1 ，t}， {α1 ，2} ， {α1 ，3} ， {α1 ，4} , { a 1 ,S } , {α1 ，6} }, 
P2,1 = {{α2，I}， {α2 ，2} ， {α2 ，3}' {α2 ，4}' {a2,S, a2 ，6 ， α2 ，d ， {α2 ，8}} 
P 1,3 = {{α1 ，t， al ,2, al ,3} , {α1 ，4}' {α1 ，S} ， {α1 ，6}} ， 
P3 ,1 = {{α3，t}， {α3 ，2} ， {α3 ，3 ， a3,4 , a3,s} , {α3，6}} , 
P2,3 = {{α2，t， α2 ，2 ， α2 ，3}' {α2 ，4}' {α2 ，S} ， {α2 ，6} ， {α丸7} ， {α2 ，8}}'
P3,2 = {{α3 ，d ， {α3 ，2 }， {α3 ，3} ， {α3 ，4} ， {α3，S} ， {α3，6}}' 
とのとき、統合結果は以下のよう Kなる:
Qi = {{α1 ，11 a1 ,2, al ,3} , {α1 ，4}' {α1 ，S} ， {al ,6}}' 
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Qi = {{α2 ， 1 ， a2 ， 2 ， α2 ，3} ， {α2 ，4}' {α2 ，S ， α2 ，6 ， α2 ，7} ， {α2 ，8} }, 
Qj = {{α3，t}， {α3 ，2} ， {α3ふ α3，4 ， α3 ， S} ， {α3 ，6} }. 
すなわち、各図形K対して、 4 つの最適スケールの凹凸セグメントが 3 つの図形K共通する凹
凸情造として抽出されているととが分かる。 ζ れらの統合結果は上述の定義のもとで無矛盾であ
るととが確認される o 例えぽ、 {α 1. 1 ， a1.2 ， α 1 ，3}R{α2 ，t， α2 ，2 ， α2 ，3} ， {α2 ， 1 ， α2 ， 2 ， α2 ，3}R{α3，I}かっ
{α1 ， 1 ， α1ム al ，3}R{α3，t}が同時K成立するロ
5.4 一般化図形の作成
5.4.1 銭形補間
前節の統合処理K より各サン 7.ル図形K対して他の N -1 個のサンプル図形すべてに共通する最
適スケールの凹凸セグメント群が抽出される。とれらが一般化図形の凹凸セグメントを構成するD と
とろで、一般にガウス関数K よる輪郭の平滑化は輪郭全体を収縮する傾向にあるため、抽出した最適
スケールセグメントをそれらの (x ， y)一座標に従って配置すると、図 5.9 tc示すように、セグメント
端点、問K位置ずれ(問隙)が生じる o すなわち抽出された最適スケールセグメントの隣接セグメント同












そ ζで以下で述べる線形補間K基づく方法Kよりとの問題K対処する。図 5.10 は ζの線形補間法
を説明するための図である。図 5.10 において、 Ct， C2 ， C3 は接続すべき 3 つの最適スケールセグメ
ント曲線で、点、線で示す曲線がそれらの接続結果(補正曲線)であるo とれは、同図K示すよう K、
C)， C2 ， C3 上の点の適切な量の変位K より得られる。簡単のため曲線 C2 上の変位ベクトルのみを
考える。 ζのとき、変位ベクトルを次の手順K より求める。
一一一→ ーーーー+
(Step 1) ペクトル Pl P2, P3P4 tc.各々平行な接線 h ， l2 tc.よる接点 Q 1， Q2 を求める。
(Step 2) もし Q2 が P2 と Ql の聞にあるならば Ql と Q2 の両者を Ql から Q2 tc至る曲線の中
点とする。
(Step 3) C を Ql と P2 の問の曲線とし、百?を C tc.沿って Ql から Ctc沿って距離 t だけ離れ
た点の変位ベクトルとすると、 C 上の全ての点、に対する変位ペクトルを次式で計算する : ζ と
で to は曲線 C の長さで、 M は線分 P1P2 の中点である o Q2 と九問の曲線上の点について
も問機K変位ペクトルを計算する。
、 E 一一一一→V: = ":_P?M . to- (5.5) 
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'<1、
実際、上記 step.1 tcおいて、 Ql (Q2) は、五五(瓦瓦) tc垂直なベクトル可(辺)と P&(P;Q) と
の内積として次式で求めることができる:
ド1 = argmaxQ同}
Q2= αrgmaxQ{Ui ・ P;Q} (5.6) 
但し、 Q は点 P2 と P3 の問の曲線上の点とする。また αrgmaxQ{} は{}を最大にするパラメータ
Q の値である o 式 (5.5) は変位の大きさが (Q1 ， 0) と (P2 ， lE12・1)の問で線形補間されているとと
を意味する。上記線形布石間法は、明らかに新たな変曲点を発生させずに曲線を滑らかK接続できるo
5.4.2 一般化図形作成例
図 5.11 ，図 5.12 tc各々 2 サンプんから成る輪郭図形K対して、本章で提案した一般化手法を適用
して得られた一般化図形の例を示すD とれら原サンプんは手書きの線図形であり、高々 1000 点程度
のディジタル点列から成る自由曲線である。図 5.11，図 5.12 において、 (a) は原サンプル図形を、
(b) は多重スケール凹凸構造マッチングK より抽出された最適スケールセグメント群を、そして、 (c)
は生成された一般化図形を表す。図 5.11 は鶏の輪郭形状を表したものであるが、“トサカ"は一方K
あるが、他方Kはない。従って、一般化により"トサカ"を表す凹凸がデフォルメされているととが
わかる。また、図 5.12 ではかなりノイズがある輪郭図形であるが、クラス K共通する意味のある凹
凸幣造が抽出されているととがわかる。
図 5.13 は 3 サンプルの場合K対する一般化図形生成過程を示したものであるo 図 5.13(b) は、サ
ンプルふとんから得られた SI の一般化図形で、図 5.13(c) は、ぬとらから得られた SI の一
般化図形である。そして、図 5.13(c) はとれらを統合して得られたんに対する最終的な一般化図形
である o 図 5.13(b) では、右側の凹凸が残っている(ぬとん Kはともにその凹凸を持っているため)
が、統合K よりおの影響を受けて最終的にその凹凸はデフォルメされているo そして、との一般化
図形は明らかK、 SI ， S2 , S3 tc共通する凹凸情造をもち、かつあの原形状を保存した形状となって







(a) 学習サンプル (a) 学習サンプル
(b) 共通凹凸構造抽出結果 (b) 共通凹凸構造抽出結果
(c) 一般化図形生成結果 (c) 一般化図形生成結果
図 5.11: 一般化図形生成例 図 5.12: 一散化図形生成例
( a) 学習サンプル、左から S1 ， S2 , S3 
(b )S1 とぬからの一般化結果 (C)S1 とおからの一般化結果
(d)Sl ， S2 ， S3 からの一般化図形生成結果
図 5.13: 3 サンフ.ルの場合の一般化図形生成過程
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Class A Class B 




節で述べたよう Kまず多重スケール凹凸構造マッチングを行なっているo とのマッチングでは、 2
図形の最適スケールの凹凸セグメント対応が得られるだけでなく、 2 図形の相違度も算出される↑。
従って、との相違度を用いて一般化の効果を考察するD
図 5.14 tc 、 2 クラス (A ， B)、各々 3 サンプルから成る輪郭図形 (SI ， S2 ，...， S6) および本手法を
適用して得られた一般化図形 ((;1 ， (;2 ，・・・， (;6) を示す。そして、サンプル図形問の相違度、および一






1第 4 輩の式(4 .36) 参照。
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である。表 5.1: サンプル図形問(上段)および一般化図形問(下段)の相違度
一方、上記実験結果(表 5 . 1) は全サン 7.ル問の相違度、すなわちある仮想的な特徴空間内での距(X lQ・3)
離関係が分かっているだけで特徴空間そのものはわかっていないD それゆえ、表 5.2 の結果から直接
この解決策として、サンプル問の距離値から特徴空間を推測
ととではより簡明な方法で上記分散を算出すする方法(多次元尺度法 [91]) の利用が考えられる fが、
る方法を示す。
一般Kある特徴空間内 tcN 個のサンプルが存在するときサンプル問の距離の自乗平均値(♂とす
Fig.# 2 3 4 5 
6 41.1 21.7 38.1 24.5 35.2 26.3 22.5 47.6 12.9 9.3 
5 53.8 24.2 45.8 38.9 33.4 22.7 48.3 17.1 
4 31.3 34.0 35.6 21.1 32.2 40.2 
3 16.4 38.8 4.8 9.4 
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ni 第 i クラスのサンプル数






[証明終り]. N -1 """，盲σ -~a-
故K、
唱 C ni 
σ子=主主玉川 _ x)2 (5.10) 
従って、式 (5.12) を用いるととにより、クラス内分散、全分散を計算するととが可能Kなるo 故
K、式 (5.7) より分離度 κ が得られる。
f特徴空間が得られれば、その空間内でのサンプルの座標値から全分散・クラス内分散が計算できる。
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表 :>.1 の結果を基K クラス分離度 κ を各々算出したととろ、原サンプル問同士(学習前)では κ=




























K どれくらい類似性があるのかが不明であるロととろが、重要度を visual モデルの各部分輪郭K付与
するとと Kよって、どの部分輪郭がクラスのサンプル図形問で類似していたのか(重要であるか)の尺
度を提供するととができる。従って、形状の類似性を部分輪郭毎K評価可能となる。
本章ではさらK との visual モデルを用いた汎用形状認識系について述べる。そして、その具体例








が、モデルとしては冗長である。例えば、図 6.1(a) のような、同一クラスK属す 3 つのサンプルが与
えられとしよう。とのとき、我々人間はとのクラスのプロトタイプとして図 6.1(b) のようなパターン









第 5 章で述べたよう K、同一クラスの各サンプル図形から生成された一般化図形は同じ凹凸構造
を持つだけで在く、その凹凸セグメント対応も分かっているo 従って、要は、その凹凸セグメント上
の点列群K対して、全ての一般化図形問にわたる点対応が得られればその対応点の内挿処理により全




分大きな多角形で近似されているものとする。とのとき、一般化図形 Gi(i=1 ， 2 ，...， N) は短線分
の連結として定義され、その線分の端点の順序リストとして次のように表される。
Gi = {(Xi ,t, Yi ,t)1 t = 1,2,..., Ti}, i=1 ,2,..., N (6.1) 
ととに N は一般化図形の総数である。但し、 t = 1 は一般化図形相互間で対応する第 1 番目のセグ
メントを構成する第 1 番目の点を指すととと約束する。式 (6.1)は第 i 番目の一般化図形が Ti 多角形
で近似されているととを表しているo (Xi ， t ， Yi ， t) は第 i 番目の一般化図形の第 t 番目の点の (X ，y)ｭ
座標を意味するo さらに、第 i 番目の一般化図形の第 k セグメントを構成する点列数を叫 k で表す
とととする(図 6.2)。そして、一般化図形における凹凸セグメントの総数を K とすると、明らかに、
公 =zt=1UM が成り立つ↑。
GI . . Gi -・・ GN 
図 6.2: 町 k の説明図
f一般化図形位互いに共通の凹凸構造をもつので、 K は全ての一般化図形で同じ値である。
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もし N 個の一般化図形問で、とれらの点群が 1 対 ltc対応していれぽ、対応点毎にそれらの座





(Step 1) まず、 N 偶の一般化図形Kわたって一般化図形を構成する点列数の平均値 T を求めるo
1 N 
T= 主主公





忙なるよう K再配置する↑f。ととで、 Li は多角形近似された一般化図形 Gi の周囲長である o






dl + d2 = d3 + d4 = Li I T 
Li : perimeter of Gi 
図 6.3: 点列の再配置
f図形の内挿により平均的な形扶を得ょうとするものであり、各点の座標値そのものは全く意味がないとと K注意。
tt6 の値怯 Gi 毎K異なると左 K注意.
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G1 . . Gj . .  GN 
図 6.4:むの説明図
(Step 3) 一般化図形相互間で対応する第 k 番目のセグメント K対してそのセグメントを構成する点
列の平均値似を次式K より求めるロ
噌 N
Uk = 京芸 Uj for k = 1,2,...,J( (6.4) 
(Step 4) step 2 で行なったのと同段在方法で、一般化図形の第 k セグメント上で弘個の点、を再配




尚、上記ステップKおいて、 step 1, step 2 は冗長であると思われるかも知れないが、一般化図
形問で点列数が極端K異なる場合tc stepム step.4を直接実行すると元の一般化図形の形状が変化す
る(荒い多角形近似となる)ととがある。そとで、それを避けるためK予め step.l ， step.2 により点列
r 
の正規化を行なっているo
上記処理K より一般化図形 Gi から点列が再配置された一般化図形 G'j
G'i = {(Xi ,h Yi ,t)1 t ニ 1 ， 2，...， T'} i=1 ,2,..., N (6.5) 
が得られる。但し、 T' は G'i の点列数で
K 
T'= 乞 Uk (6.6) 
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である o とのとき、 N 個の一般化図形 G'i (i = 1 ， 2，...， N) の任意の 2 つの一般化図形 G'm ， G'n
(1 三 m ， n ~ N， m 戸 n) の点群の問Kは、全単射 f: G'm → G与が存在するとと K在り、すなわち
ιL上の議論は、 2 サンプルの場合であったが、 N サンプルの場合でも同綾な議論ができる。次の
6.3.2 では、一般の N サン 7.ルの場合Kついて、上記重要度の厳密な定義式を与える。
f((x'm ,t, y'm ,t)) = (X'n ,t,y'n,t) t = 1,2,...,T' (6.7) 
6.3.2 定義式
が成り立つ。従って、所望の visual モデル M を、
M={(xt ,Yt)1 t=1 ， 2 ，. ・・ ， T'} (6.8) 
今、得られた一般化図形相互間で、対応する凹凸セグメントのインデックスを 6.2.2 と同棒k
k - 1 ，.・・ ， K(K はセグメント総数)で表わし、第 t 番目のサンプル図形K対する一般化図形の第
k セグメントの最適スケール値を、 σfk で表わすとととする。とのとき一般化図形相互間で対応する
第 k セグメント K付与すべき重要度 (ω(k))を 6.3.1 で述べた考え方K基づき次式で定義する。
で表すと、 X t， yt， t = 1,2,... ， T' は次式K示す内挿計算により得られる。
Xt = (2: WiXi ,t) /乞叫 切
N玄同??制ud刊W
N乞同引udびト品お (6.9) (logδ1. )-1 
ω(k) ニ N 11 ^ , -1 L:r=l (log 九r 1 (6.10) 








重要度は輪郭全体で1.0 となるように正規化している o ζ とで、スケールの対数をとっているの














今、簡単のためKあるクヲスが 2 つのサンプル図形から成るとする。そして、第 5 章で述べた方
















(Step 1) 各クヲス K対して、与えられた学習サンプんから visual モデルを作成する。
(Step 2) 未知サンプルが与えられたとき、未知サンプルと各クラスの visual モデルとの相違度を計
算する。 ζ の相違度計算は、第 4 章で述べたマッチングにおいて、式(4.33) の d の代わりに次
式で定義する重み付け相違度 d を用いるとと以外はすべて同じである。
長(a(i 一川)，b(j -2mlj) = 
(乞 ω(k)) 仰い一川)，b(j -2mlj) (6 川
上式で添え字 i は、 visual モデル、添え字 j は未知サンプルK対応するものとする。すなわ
ち、上式は visual モデルの各凹凸セグメント K付与された重要度で重み付けされた相違度を計
算している。
(Step 3) 相違度 ψ が最小となる visual モデルが属すクラスを未知サンフ.ルのクラスとする。
式 (6.12) は、 visual モデルと未知サンフ.ルとの相違度計算において、 visual モデルの最下位スケー
ルセグメント (α←2nl ai-2n+l ぃ・・， ai) が未知サン 7.ルの最下位スケールセグメント (bj _ 2m ， bj-2m+l , 
ー・ 1 bj) と対応するときは、 visual モデルのその各セグメント K付与された重要度の総和で重み付け
されるととを表している。尚、 visual モデルの 1 つのセグメントが未知サンプルのセグメントと対応





図 6.5 は、第 5 章(図 5.14) で用いたサンプル図形K対して本章で述べた方法K より得られた Vl­
sual モデルを示したものであるo 図 6.5(a) は 2 クラスの原サンプル図形(学習サンプル)であり、図
6.5(b) は各クラス毎K生成された一般化図形である。そして、図 6.5(c) はとれまで述べてきた方法K
より得られた各クフスの visual モデルである。 visual モデルの各凹凸セグメント K付与された数値
114 
は 6.3 節で述べた重要度を表す。得られた visual モデルは各クラスのプロトタイプとして、視覚的に
妥当であるといえる。
次K図 6.6 K示す未知サンプルの認識実験を行なった。その結果を図 6.7 K示す。図 6.7 では、比
較のためK原サンプルと未知サンプルとの相違度と、 visual.モデルと未知サンプルとの相違度を示し
である。

































O~~ 2O f f f I 
G3G2Gl 
30 
干 fl f 






図 6.7: 未知サンプルの認識結果 図 6.8: 重要度の効果
図 6.7 から、との未知サンプルはクラス AK属すととになり、とれは直観的K正しい結果である
と言える。何故なら、未知サンプルはグローパルKは十字形をしているので、クラス A、およびクラ
ス B の両サンプル群K類似しているが、注意深く観察すると、未知サンプルの上部の凹凸構造がクラ





( 4.33)、式 (6.12) を用いて算出しているロ図 6.8(b) の値が図 6.8(a) の値K比べ 1 桁小さいのは、前
者では正規化された重み(重要度)付き相違度計算を実行しているためであるロ
図 6.8(a) ，(b) を比較すると分かるよう K、重要度を付与するとと K よれより一般化の効果が大
きくなっている o ζの結果を定量的に評価するために、第 5 章で用いたクラス分離度 κ を再度用い
る。但L、との場合のクフス分離度は未知サンプルとの相違度から直接、式 (5.5) で計算できる o 実
際、前者のクラス分離度が κ= 3.7 であったのK比べ、後者のそれは、 κ= 7.3 と大きくなった。と
の結果は、重要度を付与するととにより、クラス特徴をより反映したモデル記述が実現できるととを
実証するものである。
6.5.2 重要度の評価 6.5.3 車種認識への適用
次tc 6.3 節で定義した重要度の評価を行なう。図 6.8 は図 6.5 tc示した一般化図形と図 6.6 tc示し
た未知サンプルとの相違度を重要度の有無で比較したものである。す在わち、図 6.8(a) は重要度を付
与しなかった一般化図形と未知サンプルとの相違度を、図 6.8(b) は重要度を付与した一般化図形と




力した車の実画像を境界追跡して得た学習用サンプル (3 クラス (C1 : セダン(図 6.9(a))、 C2: ハッチ
ノf ック(図 6.9(b)) 、 C3 : ワゴン(図 6.9(c)))、各 3 サンプル)および、それらから得られた各クラス













(b) ノ、ッチパックの学習サンプル (C2 )
al・ 4・・・・司F←一一 司F 4・
(c) ワゴンの学習サンプル (C3 )
cこご〉 ζコ CJ 
(d) 各クラスから生成された visual モデル(左から順Kセダン、ハッチパック、ワゴンK対応する)





Class I Sedan 
Weighted dissimilarity I 6.0 



























れをかなり抑制した良好な 2 値画像が得られるととを明らかにした。また、' 提案した濃度補正を施す



































































ム K学習させる、より上位の学習の枠組を指す。 ζ うした高度な学習段階を工学的に実現させる際、
コンビュータアルゴリズムのような決定論的な形態では、とれまでがそうであったように、限界があ













ヒューマンインタフェース研究所所長)、 NTT インテ P ジェントテクノロジー株式会社小森和昭社
長(元視覚情報研究部部長)、 NTT ヒューマンインタフェース研究所知能ロポット研究部酒井高志
主幹研究員(元視覚情報研究部視覚認識グループリーダ)tc感謝致します。











[1] 松山隆司，長尾真:“が己主写真の情造解析\情処学論， 21 , 5, pp. 468-480 , 1980. 
[2] 松山隆司，ピンセント・ハング:“画像理解システム SIGMAヘ情処学論， 26 , 5, pp.877-889 , 
1985. 
[3] Ohta Y.:“Knowledge-based interpretation of outdoor natural color scences" , Research Note 
in Artificial Intell. 4 , Pitman, 1985. 
[4] 恒川尚，下辻成佳:“図面読みとり装置 TOSGRAPH"，信学論 (D) ， J68・D ， 4, pp. 466・472 ，
1985. 
[5] llrooks R. A. , Greider R. and Binford T. 0 .:“THe ACRONYM model-ba.sed vision system" , 
in Proc. IJCAI79, pp.105- 113, 1979. . 
[6] Brooks R. A. :“Model ba.sed three-dir問lsional interpretations of two-dimensional images" , 
IEEE Tmns. Pαttern Anal. Machine Intell. , PAMI-5 , 2, pp. 140-150, 1983. 
[7] Winston P. H.: “Learning structural descriptions from examplesぺ The Psychology of Comｭ
puter Vision , P. I. Winston (Ed.) , New York , McGraw Hill , ch. 5, 1975. 
[8] Rosenblatt F.: “The perceptron: A probablistic model for information storage and organiｭ
z蚯ion in the brain" , Psychologicαl 陀Vleω， 65 ， pp. 386- 407 , 1958. 
[9] R. S. Michalski: “Pattern recognition ad rule-guided inductive inferenceぺ IEEE Trans. 
Pattern Anal. Machine Intell. , PAMI-2 , pp. 349-361(1980). 
[10] Mitchell T. M.: “Gene凶ization a.s searchぺ Artificial Intelligence , 18 , pp. 203- 226 , 1982. 
[1] Brady M and Asada 1I.:“Smoothed local symmetries and their irnplernentation" , Robotics 
陀seα陀h， 3 , 3, pp. 36- 61 , 1984. 
[12] Connell J. H.: “Learning shape descriptions: Generating and generalizing models of visual 
objects" , AI-TR-853 , M1T Artポcial 1ntelligence Lαboratory， Cambridge, MA , 1985. 
[13] Connell J. H. and llrady M.: “Generati時 and generalizing models of visual objects" , 
Artificiα1 1nlelligence, vol. 31 , pp. 159-183(1987). 
[14] Winston P. H.: “ Learning and reasoning by analogy" , Comm. ACM, ACM・23 ， 12, pp. 
689-703, 1980. 
124 
[15] Scgen J.: 叩fodel learning and recognition of nonrigid objects" , in P附. CVPR89 , pp. 
597- 602 , 1989. 
[16] Weszka J. S, Nagcl R. N. , and Rozenfeld A.:"A threshold selection technique" ,IEEE Trans. 
Comput ., vol.C-23 , 12,1974. 
[17] 森俊二，大津展之:“認識問題としての 2 fí直化と各種方法の検討"，情報処理学会研資，イメージプ
ロセッシング， 15 , 1,1977. 
[18] 大津展之:“判別および最小 2 乗規準K基づく自動闇値選定法ぺ信学論 (D) ， J63・D ， 4 , pp. 349-
356, 1980. 
[い19叫]樋野匡利'東回剛志，太田友一，坂井利之:子‘“‘尾根点.谷点点、K基づく線図形の 2 値化方式
年情報処理学会全大， 4E-1 ,1982. 
[20] 上回修功，名倉正計，小杉信，森克己:“図面の 2 値化のための画質改善ヘテレピ誌， 42 , 8, 
pp.831- 836 , 1988. 
[21 ]上回修功，名倉正計，星野肇夫，森克己:“手書き図面の画質改善法"，研究実用化報告， 37, 3, 
pp.211- 216 , 1988. 
[22] 河田悦生，上回修功，小川博，小杉信:“手書き図面の図形認識法ヘ研究実用化報告， 37 , 3) 
pp.217- 223 , 1988. 
[23] Okudaira M. , Ueda N. and Aoki U. :“Image enhancemcnt of handwritten drawings and their 
rccognitioll followed by interactive processing" , in Proc. SPIE707 , pp .42- 50 , 1986. 
[24] 三ツ矢英司，末永康仁，奥平雅士，安田浩:“マルチフ・ロセッサによる汎用画像処理装置"，信学論
(D) , J68・D ， 4 , pp.869-876 , 1985. 
[25] Pr~witt J. M. S. :“Object enhancement and extraction" , in Pictu陀 P附essing and Pcyｭ
chopictorícs, Lipkin B. S. and Rosenfeld A. (Eds.) New York:Acadernic Press, 1970. 
[26] Duda R. O. and lIart P. E.: “Pattern Cla.ssification and Scene Analysis" , New York:John 
Wiley & Sons, p.271 , 1973. 
[27] Robinson G. S.: “ Edge detection by compa.ss gradient rn部k♂ ， Computer Graphics αnd 
1mαge Processing, 6 , pp. 492- 501 , 1977. 
[28] Roberts L. G.: “Machine perception of three-dimensional solid♂， in Optical and Electroｭ
optical 1nformα tiωn Processing, J. P. Tippett et al. (Eds.) Carnbridge, MA:MIT Press, 
1965. 
[29] 1Iueckel M. 11.: “A local visual operatior which recognizes edges and lir附ヘ J. ACM, 20 , 
4, pp. 634- 647, 1973. 
[30] Marr D. and 1I ild附h E.: “Theory of edge detection" , in Proc. R.Soc.Lond. B207, pp. 
187-213, 1980. 
125 
(;H] Canny J. F.: “"A cω01叩I口叫I
M“fοlch川iη1ヤ11げr 1ん1口lt仕clι/. ， PAMI-8札， 6, pp. 6ï9-698 , 1986. 
[32] Lowe D. G.: “Perceptual Organization and Visual Recognitionぺ Boston:Kluwer Academic, 
1985. 
[3] Kass M. , Witkin A. and Terzopoulos D.: “Snakes: Active contour modelsぺ Int. J. Comput. 
Vision , 1 , 4, pp. 321 ・331 ， 1988. 
[31 ]上回修功，間瀬健二:“動的計画法による active contour エネルギーの最小化"，電子情報通信学





[37] 積山，横矢直和，坂上勝彦:“Active net: 動的な網のそデルペ情報処理学会研資， CV63・2 ， 1989. 
[38] :坂口嘉之?美濃噂彦，池田克夫:“SNAKE パラメータの設定についての検討'\電子情報通信学会
研資， PRU90・ 21 ， 1990. 
[39) エルスゴルツ L. E. 著，瀬川富士訳;“科学者・技術者のための変分法"，プレイン図書出版， 1972.
[40川] An凶I
vari凶ational problems in vision" , IEEE Trans. Pαttern Ana/. Af，αchine Intell. , PA乱11・ 12 ， 9 ，
pp. 855-867, 1990. 
[-11] Amini A. A. , Tehra.ni S.and Weymouth T.: “U山g dynamic programming for minimizing 
th? energy of active contours in the presence of hard constraints" , in Proc. Second Int. 
Conf. Computer Vision , 2ndICCV , Tarpon Springs, FL , Dec. 1988. 
[42] Poggio T. , Torre V. and Koch C.: “Computational vision and regularization theoryぺ Nαー
tu陀， 317 , 6035, 1985. 
[43] llellrnan R.: “Dynamic Programmingぺ Princeto ， NJ:Princeton University Press, 1957. 
[4] Ullrnan S.: “The interpretation of visual motionヘ Cambrige， MA:MIT Press, 1979. 
[45司] IIor口n .ﾟ K. P. and Schunck ﾟ. G.: “ Dete町r口mm山i
17, pp. 185- 203 , 1981. 
[46] ﾟ a.rna.rd S. T. and Thompson W. ß.: “Disparity analysis of images" , IEEE Trans. Pαttern 
Anal. Afαchine Intell. , PAMI-2 ,4, pp. 333-340 , 1980. 
[17] Scthi 1. K. and Jain R.: “Findi時 trajectories of feature points in a monocular image 
sequcnceヘ IEEE 1""011S. Pattern Anal. Mαchine Intell. , PAMI・9 ， 1 ， pp. 56-73 , 1987. 
126 
[-18] Salari V. and Sethi 1. K.: “ Correspo吋ence in presence of occlusion" , IEEE Tmns. Pattem 
Anα1. Machine Intell. , PAMI-12 ,1, pp. 87-91 , 1990. 
[49] Cheng C. L. and Aggarwal J. K.: “A two-stage hybrid approach to the correspondence 
problem via forward-searching and baεkward-correcting" ， in Procリ ICPR90 ， pp. 173- 179 , 
Atlantic City, J une, 1990. 
[50] Dresd巾r and Nagel H. H.: “Volumetric model and 3D trajectory of a moving car derived 
from monocular tv-frame sequence of a street scene" , in Prひc・， IJCAI81 , Vancouver , Aug , 
1981. 
[51] Yuille A. L. , Cohen D. S. and Hallinan P. W.: “Feature extraction from faces using deｭ
formable templates" , in Proc. , CVPR89 , pp. 104-109 , San Diego , June , 1989. 
[52] 光本浩士，岡崎耕三，梶見直樹?田村進一，河合秀夫，副l井裕:“エネルギー関数とオプテイカルフ
ローを用いた口唇輪郭の抽出・補完と追跡'\情処論， 31 , 3, pp. 444- 453 , 1990. 
[53] 山田博三，山本和彦，松浦雅彦: “2 次元 DP 整合法による超音波腎臓像の認識"，信学論 (D) ，
J68・D ， 9, pp. 1649- 1656, 1985. 
[54] 山田博三:“並列演算による方向パターン弾性整合法の提案 -MAP 整合法ぺ信学論 (D-II) ， J73・
DII , 4 , pp. 553- 561 , 1990. 
[55] 喜多泰代:“立位充満正而像からの予測形を利用する 2 重造影像の胃領域輪郭抽出ぺ信学論 (D­
II) , J74-DII , 7, pp.873-886 , 1991. 
[56] Rosenfeld A. and Pfaltz J. L.:勺istance functions on digital picturesぺ Pαttern Recognition, 
1 , pp.33-61(1968). 
[57] Witkin A. P.: “ Scale space filtering" , in Proc. , 8th IJCAI , pp. 1019-1022 , karlsruhe , 1983. 
[58] Witkin A. P.: "scale space filteringぺ in Proc. , 8th IJCAI , pp. 1019- 1022, karlsruhe , 1983. 
[59] Mokhtarian F. and Mackworth A. K.: “Scale-based description and recognition of planar 
curves and two dimensional shapes" , IEEE Tmns. Pattern Anal. Mαchine Intell. , PAMI・8 ，
1, pp. 34-43, 1986. 
[60] 佐藤，和田:“柄造線K よる一般化波形の階層的表現'\信学論 (D) ， J70・D ， 11 , pp. 2154-2159 , 
1987. 
[61 ]酒匂，依田，江尻:“多重解像度表現を用いた変形波形の照合アルゴリズムペ信学論 (D) ， J71・D ，
11 , pp. 2311-2318, 1987. 
[62] 上回修功，鈴木智;“多重スケールの凹凸幣造を用いた変形図形のマッチングアルゴリズムペ信学
論 (O-II) ， J73・DII ， 7, pp. 992-1000 , 1990. 
[63] U eda N. and Suzuki S.: “A matching algorithm of deformed planar curves using multiscale 
convex/concave structures" , Systems and computers in Japan, Scripta Technica, Inc. 22 , 5, 
pp. 94-104. 1991. 
127 
[G1] 上田修功，鈴木智:“多重スケールの凹凸構造マッチング: MC マッチング法"， NTT Rf3 D, 40 , 
3, pp.399-406. 1991. 
[G阿6ω叫5司] Zaω仙叫山hn刊l C. T. a川nd R恥osk胤i同es白 R. Z.:ゾ4“‘ FOl川er dωe白scn∞叫pt凶O町ors fl伽Oωr plane cl伽10陥Oωse“d cωurve刊s♂"， lEEE Tra 郎
Cornηlputeεr汽.、， C-21 , 3, pp. 269- 281 , 1971. 
[6] Rosenfcld A. and Johnston E.: “Angle detection on digital curvesぺ lEEE Trans. Computer. , 
C-9 , pp. 875- 873, 1973. 
[G7] Freeman 1. and Davis 1. S.: “A corner 五nding algorithm for chain coded curves" , lEEE 
Trans. Cornputer, C・ 26 ， pp. 297-303, 1977. 
[G8] 飯島泰蔵:“図形の基礎方程式と観測変換"，信学論 (C) ， 54-C , 7, pp. 641- 648 , 1971. 
[G9] 粗，飯島:“安定視点木法による画像の特徴抽出構造線による一般化波形の階層的表現ぺ信学論
(D) , J68・D ， 5, pp. 508-514 , 1985. 
[70] A. K. Ma.ckworth a.nd F. Mokhtari a.n: “ The renorma.lized curvature sca.le spa.ce a.nd the 
cvolution propertics of pla.nar curvesヘ in Proc. , CVPR88 , pp. 318-326 , Boston , June , 
1988. 
[71] Dabaud J. , Witkin A. P. and Baudin M.: “Uniqueness of the gaussian kernel for sca.le-space 
filtcring" , lEEE Trans. Pαttern Anal. Mαchine lntell. , P AMI・8 ， 1 ， pp. 34-43, 1986. 
[72] Yuille A. L. a.nd Poggio A.: “Sca.l ing theorems for zero crossings" , lEEE Trans. Pαtlern 
Anα1. "-1，α chine lntell. , PA恥11・ 8 ， 1, pp. 15-25 , 1986. 
[73] Asada. 1I. and Brady M.: “ The curva.ture primal sketchぺ lEEE Trans. Pattern Anal. Mα­
chine lntell. , PA乱11・ 8 ， 1 ， pp. 2-14 , 1986. 
[74] Ba.ker H. H. a.nd Binford T. 0.，勺epth from edge a.nd intensity ba.sed stereo," in Proc. 7th 
lJCAl, pp. 631- 636 , 1981. 
[75] Drumheller M. and Poggio T.，勺n para.llel stereo," in Proc. lEEE Conf. Robotics f3 A uｭ
tomation, pp. 1439-1447, 1986. 
[76] Sakoe JI. a.nd Chiba. S.,“Dyna.mic progra.mming a.lgorithm optimiza.tion for spoken word 
rccognition ," IEEE Trans. Acoust. Speech Signα1 Process. , ASSP・26 ， 1, pp. 43-49 , 1978. 
[7] Ohta. Y. a.nd Kanade T. , '‘Stereo by intra.-a.nd inter-sca.nJine sea.rch using dyna.mic progra.mｭ
ming ," IEEE Trans. Pαttcrn A nα 1. Machine Intell. , PA勘11-7 ， 2, pp. 139- 154, 1985. 
[78] Maitre H. and Wu Y. ， “Improvi時 dyna.mic progra.mming to solve ima.ge registra.tion," 
Pattern Recognition, 20 , 4, pp. 443-462 , 1987. 
[79] Milios E. E,“Sh a.pe ma.tching using curvature processes," Comp. Vision Graphics 1mαge 
Process. , 47, pp. 203- 226, 1989. 
[80] 上回修功，鈴木智:“スケールスペースを用いた輪郭図形記述の一般化"，電子情報通信学会春季
全大， D・506， 1989. 
[81] 上回修功，鈴木智: “スケールスペースを用いた輪郭図形記述の一般化"，信学技報， PRU85-95, 
pp.47-59, 1989. 
[82] 上回修功，鈴木智:“多重スケールの凹凸構造K基づく変形図形のマッチングアルゴリズムとそ
のモデル自動獲得への応用ぺ祝聴覚情報研究会， 11 , 1990. 
[83] N. Ueda and S. Suzuki: “Automatic shape model acquisition using multiscale segment 
matching" , in Proc. ICPR90 , pp. 897-902 , 1990. 
[84] 上田修功，鈴木智:“凹凸将司造の一般化K基づく輪郭形状モデルの自動獲得ヘ信学論 (D-II) ， J74・
DII , 2, pp. 220-229 , 1991. 
[85] Ueda. N. and Suzuki S. : “ Automatic shape model acquisition based on a. generaliza.tion of 
convex/conca.ve structures" , Systems and computers in Japan, Scripta. Technica., Inc. to be 
appea.red. 
[86] Dlum II.: “ Biological sha.pe a.nd visual science(pa.rt 1)" , Journal 01 Theo陀tical Biology, 38 , 
pp. 205-287 , 1973. 
[87] Dlum H. and Nagel R. N.: “Shape description using weighted symmetric axis featuresヘ
Pattern Recognition, 10, pp. 167-180, 1978. 
[8] Diettcrich T. G. and Michalski R. S.:' “A comparative review of selected methods for 
lea.rning from examples" , In R. S. Micha.lski , Carbonell J. G. and Mitchell T. M.(EDs.) , 
}..{achine Learning, Los Altos, CA: Morgan Kaufm a.nn , 1983. 
[89] Lowe D. G.: "Orga.niz 
[90] Fukuna.ga. K.: "Introduction to Sta.tistica.l Pa.ttern Recognition" , Acαdernic P陀ss， chap.9 , 
1972. 
[91] 高根芳雄:“多次元尺度法"，東京大学出版会， 1978.
[92] Koenderink J. J.: “ The structure of images" , Biol. Cybern. , vol. 50 , pp. 363-370, 1984. 
本論文に関する原著論文
[学術論文]
(1) 上回修功，名倉正計，小杉 f言，森克己:“図面の 2 値化のための画質改善ペテレピ誌， 42 , 8, 
pp.831- 836, 1988. 
(2) 上田修功，鈴木智:“多重スケールの凹凸構造を用いた変形図形のマ ッ チングアルゴリズムペ信学
論， J73-DII , 7, pp. 992- 1000 , 1990. 
(3) 上回修功、鈴木智:“凹凸閉造の一般化K基づく輪郭形状ニモデルの自動獲得ぺ信学論， J74・ DII ， 2 ，
pp. 220- 229, 1991. 
(4) 上回修功， 間瀬健二，末永康仁:“弾性輪郭モデルとエネルギー最小化原理による輪郭追跡手法"，
信学論，採鋭た定済み.
(5) Ueda N. and Suzuki S.: “Lcarning visual models from shape contours using multiscale 




t山. !t eir rec∞ognition followed by intcractive processing" , Proc. SPIE-707, pp .42- 50, 1986. 
(7) Oga.wa H., Kawada E. , and Ueda N.: “Application of image processing equipment with 
multiprocessors to linc-drawing recognition" , Proc. SPIE-845, pp.97- 103, 1987. 
(8) Ucda N. and Suzuki S.: “Automatic shape model acquisition using multiscale segment 
matching" , Proc. ICPR90, pp. 897- 902, 1990. 
[機関論文誌等]
(9) 上回修功，名倉正計，星野事夫，森克己:“手書き図面の画質改善法ぺ研究実用化報告， 37 , 3 , 
pp.211- 216 , 1988. 
(10) 河田悦生，上回修功，小川博?小杉信:“手書き図面の図形認識法ぺ研究実用化報告， 37 , 3, 
pp.217-223 , 1988. 
(11) 上回修功，鈴木智;“多重スケールの凹凸幣造マッチング: MC マッチング法"，NTT Rf3 D, 40, 
3, pp.399-406. 1991. 
130 
(12) Ucda N. and Suzuki S.: “A matching algorithm of deformed planar curves using multiscale 
convcxjconcave structures" , Systems αnd computers in Japan , Scripta Technica, Inc. 22 , 
5, pp. 94-104. 1991. 
(13) Ucね N. and Suzuki S.: “ Automatic shape model acquisition based on a generalization 
of convcxj concave structure" , Systems αnd computers in Japan , Scripta Technica, to be 
appeared. 
[大会・研究会]
(14) 上回修功，名倉正計，森克己:“多値読み取り図面の画質改善手法の検討"，昭和 60 年度電子通
信学会総合全国大会， 1202.
(15) 上田修功，名倉正計: “手書き図面の画質改善手法"，電子情報通信学会技術報告， IE85-95 , 




報告， PRU85-95 , pp .47-59 , 1989. 
( 18) 上田修功，鈴木智:“2 次元形状モデルの自動獲得手法の検討"，平成元年度情報処理学会総合全
国大会， 2E-8.
(19) 上回修功，鈴木智; “スケールスペースを用いた輪郭図形記述の一般化ぺ電子情報通信学会技術
報告， PRU89-7 , pp.4 7• 54 , 1989. 
(20) 上山修功， 鈴木智: “輪郭図形の形状モデル自動獲得とその図形認識への応用"，平成 2年度情報
処理学会総合全国大会， 3M- 8.
(21) 上回修功，鈴木智:“多重スケールの凹凸楠造K基づく変形図形のマッチングアルゴリズムとモ
のそデル自動獲得への応用ヘ視聴覚情報研究会， 11 , 1990. 
(22) 上回修功，間瀬健二:“動的計画法による active con tour エネルギーの最小化"，平成 3 年度電
子情報通信学会総合全国大会， D・554.
(23) 上回修功，間瀬健二，末永康仁:“エネルギー最小化K基づく輪郭追跡"，情報処理学会， CV73-5 , 
1991. 
(24) 上回修功，間瀬健二，末永康仁:“弾性制約モデルK よる輪郭追跡手法"，平成 3 年度電子情報通
信学会秩JQJ全国大会， D・220.
131 

