In a typical wireless sensor network, besides gathering accurate data, obtaining a fair amount of data from each sensor node is also important. This paper is continuation effort of our previous work. In previous work, we derive tight upper bounds on network utilisation for linear and two rows grid topology. This paper extends the research to 3-4 rows grid topologies which are more complicate. The significance of these bounds is two-fold: First, they hold for any medium access control protocol under both single-channel and half-duplex radios; second, they are provably tight. Furthermore, we investigate energy consumption of medium access control for multi-hop sensor networks. Based on the tight upper bounds on network utilisation, we derive tight lower bounds on network energy consumption in a cycle for linear and 2-4 rows grid topology.
Introduction
A typical wireless sensor network is composed of a great number of low-cost, multifunctional battery-operated sensor nodes (Wu et al., 2005; Liu et al., 2006) . Wireless sensor networks have many potential applications, such as military monitoring, pollution detection, and smart spaces (Zhang et al., 2015; Wang and Xiao, 2006) . Thus, the technology of wireless sensor networks has attracted significant research interest in recent years (Tsai et al., 2015; Xie and Wang, 2014) .
Generally, each sensor node is responsible for sensing an interest event, processing collected data, and sending collected data over some paths to a base station (Xiao et al., 2010; Shen et al., 2015) . In some scenarios, we require sensor nodes to have an equal rate of frame delivery to the base station. For example, UC Santa Barbara launched many moored oceanographic applications (Benson et al., 2006) in which equally spaced underwater marine sensors were suspended from a mooring buoy. All data in the network flowed to a base station above the water's surface which was responsible for storing and relaying all collected data to a command centre via an aerial radio link. During an event of interest, (e.g., a storm), it is desirable for the command centre to acquire near real-time readings from all of the sensors in order to calibrate them as the event progresses (Benson et al., 2006) . For such real-world applicable networks, it is critical that the medium access control (MAC) protocol Hu et al., 2007 Hu et al., , 2008 Zhang et al., 2009; Huang et al., 2008; Liu et al., 2009 ) ensures that each sensor has an equal opportunity to forward its local observations to the command system in order to establish trends or to detect anomalies. In this paper, we study fair-access criterion to model equal contributions to network utilisation by sensor nodes.
One of the research topics of interest is the scheduling optimisation for information gathering in WSNs. Tassiulas and Sarkar (2002) , Florens et al. (2004) , Florens and McEliece (2003) presented optimal scheduling to obtain minimum delays and maximum network throughput for multi-line, and tree networks. However, their scheduling required centralised management which may not be practical in some WSNs applications. Furthermore, the authors in Gandham et al. (2006) proposed a distributed optimal scheduling for multiline topology networks.
However, all of the scheduling algorithms for multiline topology networks in Florens et al. (2004) , Florens and McEliece (2003) and Gandham et al. (2006) assume that there is no interference between different routing routes. More related works discussion are leaved in Section 2. In our previous work Gibson et al., 2007; Xiao et al., 2012) , we derived upper bounds on network utilisation for fixed linear and 2-rows of grid topologies where interference between difference routes could exist. Then, we proved that the performance bounds are indeed achieved by distributed scheduling. This paper further extends the work in Xiao et al. (2009) , Gibson et al. (2007) and Xiao et al. (2012) and study network utilisation for more complicated grid topologies. Therefore, one contribution of this paper is to study upper bounds on network utilisation for 3-4 rows of grid topologies. We provide several theorems to present upper bounds on network utilisation. Also, we prove that these upper bounds are tight and can be achieved by a version of time division multiple access protocol (TDMA). One unique aspect of this work is that these bounds hold for any medium access control protocol employing a fair-access criterion, and optimal network utilisations can be reached by a version of TDMA protocol.
Unlike traditional networks, each sensor node in WSNs has a limited amount of energy (Wu et al., 2005; Wang and Xiao, 2006; Rui et al., 2015) . Therefore, efficient energy consumption protocol plays a key role in both WSNs design and WSNs routing (Dai et al., 2015) . Based on the upper bound on network utilisation, we derive the tight lower bounds on energy consumption. Likewise, these bounds hold for any MAC protocol employing the fair-access criterion no matter whether the protocol is a contention-free protocol or a contention-based protocol. Furthermore, these lower bounds can be reached by a version of TDMA protocol.
The rest of this paper is organised as follows: Section 2 reviews the related work. Section 3 studies optimal utilisation for 3-4 rows grid topologies; Section 4 provides performance evaluation on network utilisation. Section 5 studies lower bound on network energy consumption. Section 6 studies performance evaluation on network energy consumption. Section 7 presents open questions on this research topic, and finally, we conclude this paper in Section 8.
Related work

Review of WSN employing fair-access criterion
Based on Xiao et al. (2012) , a definition of a wireless sensor network, which employs fair-access, is given as follows: A wireless sensor network is composed of a base station (BS) and n sensor nodes which are denoted as O i , i = 1, 2, …, n Sensor nodes generate data frames and send them to the BS. Some sensor nodes not only generate sensor data frames but also forward/route frames to the BS (i.e., a frame may need to be relayed by several nodes to reach the BS). Let U(n) denote the utilisation of the above sensor network (i.e., the fraction of time that the BS receives data frames). Let G i denote the contribution of (i.e., data generated by) sensor O i to the total utilisation. The following holds:
The fair-access criteria in wireless sensor network requires that sensor nodes contribute equally to the network utilisation, i.e., the following condition holds: 1
Two kinds of topologies are considered in our previous work in Xiao et al. (2012) as follows:
Linear topology (Xiao et al., 2012) : n sensor nodes and a BS are placed in a linear fashion. Assume that the transmission range of each node is just one hop and that the interference range is less than two hops. In other words, only neighbouring nodes have overlapping transmission ranges. O i generates sensor data frames and sends the frames to O i+1 . O i also relays data frames received from O i-1 to O i+1 . Finally, O n forwards data to the BS, which collects all of the data frames.
2-row grid topology:
The transmission ranges are such that horizontal or vertical neighbours can hear each other, but two diagonal neighbours cannot. Two different routing patterns are considered:
• the two rows forward data frames independently
• the bottom sensors forward data to the top row first.
Let I(a) = 1 if a = true and I(a) = 0 if a = false. Let T be the transmission time of one data frame. The following results are obtained in Xiao et al. (2012) .
• Claim 1: For the linear topology under the fair-access criterion, the inter-sample time for each node, which is denoted by D(n), is lower bounded by the minimum effective transmission delay for the node or minimum cycle time, D opt (n): (2 ) (6 5) ( 2 )+ 3 I( 1).
Other related work
In many applications of WSNs, data frames generated by each node need to be forwarded to base station. The communication pattern in this scenario is known as convergecast (Gandham et al., 2006; Wang et al., 2005) , which can be accomplished by employing either contentionbased MAC protocols like CSMA or contention-free MAC protocols like TDMA. Many applications in WSNs employ TDMA scheduling algorithms (Ramaswami and Parhi, 1989; Ramanathan, 1999) because Contention-based MAC protocols usually consume more energy than TDMA protocols. Tassiulas and Sarkar (2002) , Florens et al. (2004) , Florens and McEliece (2003) present centralised scheduling algorithms to obtain minimum delays and maximum network throughput for networks of various topologies, such as line, multi-line, and tree. However, these centralised scheduling algorithms may not be practical in some WSNs applications. Therefore, Gandham et al. (2006) proposed a distributed minimal time convergecast scheduling process in which each node computes its own schedule after the initialisation phase. However, all of the scheduling algorithms for multiline topology networks in Florens et al. (2004) , Florens and McEliece (2003) and Gandham et al. (2006) assume that there is no interference between different routing routes. Therefore, in Xiao et al. (2012) , we proposed a novel method to derive network utilisation for linear and 2-row grid network topologies where we assume that there is interference between different routing routes. In this paper, we further extend our work in Xiao et al. (2012) and derive network utilisation for more complicated grid topologies, which make the scheduling algorithm more complicated. Like in Xiao et al. (2012) , we also provide several theorems to present upper bounds on network utilisation for 3-4 rows grid topologies. Then, we prove that these upper bounds are tight and can be achieved by a version of TDMA protocol. A sensor node is a microelectronic device, and it is equipped by limited power battery. It is often difficult to change or recharge batteries for sensor nodes in many applications. For example, sensor nodes can be deployed in hostile field and some rough environments such as mountains and forests. Thus, energy efficiency is an important issue when designing MAC protocols. To analyse and evaluate the energy efficiency of MAC protocols, we need to analyse the sources of energy waste (Kulkarni and Arumugam, 2004; Demirkol et al., 2006) which include idle listening, message collision, overhearing, controlpacket overhead, and over-emitting (i.e., after a source's transmission, the destination is still not ready for receiving). Many researchers put effort on energy efficiency MAC protocols. Ye et al. (2002) proposed an energy-efficient S-MAC protocol for a wireless sensor network. In this protocol, nodes periodically sleep and neighbouring nodes form virtual clusters to auto-synchronise the sleep schedules. Furthermore, S-MAC sets the radio to sleep during transmissions of other nodes to save energy. Xiao et al. (2012) and this work, we found that when network utilisation achieves its maximum, the idle time of each sensor node would be minimised. Therefore, the lower bound of energy consumption can be derived. In this work, we derive the tight lower bounds of energy consumption for linear and 2-4 row grid network topologies.
Many papers (Xao et al., 2011; Xie and Gibson, 2000; Pompili et al., 2007; Vieira et al., 2006; Chirdchoo et al., 2007; Molins and Stojanovic, 2006; Syed et al., 2007; Salva-Garau and Stojanovic, 2003) have addressed MAC in underwater sensor networks, but they have not considered the propagation delay in network utilisation. Our previous work (Xiao et al., 2012) addresses the impact of non-trivial propagation delays, a definitive characteristic of underwater acoustic networks. In Xiao et al. (2012) , a tight upper bound on network utilisation is derived for the case in which propagation delay is less than or equal to half of the frame transmission time. However, there is still a fair amount of works left in this topic. For example, instead of assuming that the spacing and propagation delays are fixed and equal, we assume that there are always spacing and propagation delays error existing in wireless sensor network. Moreover, for the underwater sensor network, it is also important to explore the network utilisation where propagation delay is more than one frame of transmission time, which is common in the real world.
Upper bound on network utilisation
In this section, we extend the work in Xiao et al. (2012) and study network utilisation for more complicated grid topologies.
Derivation of utilisation
In this subsection, we analyse the performance limits of fairaccess with two specific topologies, 3-row grid and 4-row grid. First, we describe these two topologies. Then, we give four theorems and their proofs to establish upper bounds on network utilisation.
3-row grid topology:
The topology is illustrated in Figure 1 . There are 3n sensor nodes and a base station (BS) in the 3-row grid fashion. The transmission range of each node is one hop. In other words, only horizontal or vertical neighbours can hear each other, but two diagonal neighbours cannot. Two routing paths are considered:
• the three rows forward data frames independently, which is illustrated in Figure 1 (a)
• the top and bottom sensors forward data frames to the middle row first, which is illustrated in Figure 1 (b).
4-row grid topology:
The 4-row grid topology is illustrated in Figure 2 . Same as 3-row grid topology, the transmission range of each node is just one hop so that only horizontal or vertical neighbours can hear each other, but two diagonal neighbours cannot. Likewise, two routing paths, which are illustrated in Figure 2 (a) and (b), are respectively considered. Note that Figures 1 and 2 look similar to Figure 19 of Xiao et al. (2012) which is our previous work. But they are not the same. In fact, in our previous work (Xiao et al., 2012) , we gave a proximate result when the number of rows larger than 2, whereas in this paper, our results are accurate/exact results when the number of rows are 3 and 4. For convenience to give the proofs, we introduce some notations. Let x denote the cycle time for the network under the fair-access criterion. Thus, during the time period x, the BS successfully receives at least one original data frame from each sensor node in the network. During the cycle time, the BS is either busy or idle. Therefore, we have x = b + y where b denotes the busy time in a cycle and where y denotes the idle time in a cycle. Additionally, let T denote the transmission time of one data frame. Note that for achieving the upper bound of network utilisation under the constraint of the fair-access criterion, we just need to minimise the value of x. According to this principle, the network utilisation is presented by the following theorems. 
where T is the transmission time of one data frame.
Proof of Theorem 1: 1) For n > 2: During the time period x, under the fair-access criterion, the BS needs to receive at least n frames from O 1n since frames may be lost or delayed. Thus, O 1n transmits at least n frames (including n -1 relayed frames and one of its generated frames) to the BS. Likewise, O 2n and O 3n transmit at least n frames to the BS. We have b ≥ 3nT. In order for O 1n to receive n -1 frames from O 1(n-1) , O 1n needs to listen to at least n -1 frames during which O 2n cannot transmit. Despite the inability to transmit, it can receive, and O 3n can either transmit or receive. Similarly, in order for O 3n to receive n -1 frames from O 3(n-1) , O 3n needs to listen to at least n -1 frames during which O 2n cannot transmit, but it can receive. Also, O 1n can either transmit or receive. In order for O 2n to receive n -1 frames from O 2(n-1) , O 2n needs to listen to at least n -1 frames during which neither O 1n nor O 3n can transmit, and this means that the BS must be idle. Note that when O 1(n-2) transmits, O 1n cannot transmit, but either O 2n or O 3n can transmit. Similarly, when O 2(n-2) transmits, O 2n cannot transmit, but either O 1n or O 3n can transmit. When O 3(n-2) transmits, O 3n cannot transmit, but either O 1n or O 2n can transmit. Therefore, the total time when O 1n , O 2n and O 3n cannot transmit is when y ≥ (n -1)T. Thus, we have 3 ( 1) . x b y nT n T = + ≥ + − During the time period x, the BS may receive more than 3n frames, but only 3n frames can be counted into the utilisation under the fair-access criterion. To achieve the optimal utilisation, we minimise x, and it thus yields (3 ) 3 / 3 / (3
The proofs of n = 2 and n = 1 are omitted for brevity. 
Theorem 2: For the 3-row grid topology with the routing pattern as illustrated in Figure 1(b), under the fair-access criterion, U(3n) is upper bounded by the optimal utilisation,
2) (9 7) n n n ≥ − + 3 ( 1) / 5. I n = The asymptotic lower limit for the optimal utilisation is 1/3. Moreover, the inter-sample time (3 ) D n is lower bounded by the minimum cycle time
Proof of Theorem 2: 1) For n > 2:
During the time period x, under the fair-access criterion, the BS needs to receive at least 3n frames from 2n O since some frames may be lost or delayed. We have 3 . b nT ≥ In order for O 2n to receive 3( 1) n − frames from 2( 1) , n O − one frame from O 1n and one frame from O 3n , O 2n must listen for at least 3( 1) 1 1 n − + + frames during which BS must be idle. Furthermore, when
transmit at least one frame, and 3 ( 1) n O − also must transmit at least one frame (if frames collide, are corrupted, or delayed, more frames are needed). Note that when 2( 2) ,
During the time x, the BS may receive more than 3n frames, but only 3n frames can be counted into the utilisation under the fair-access criterion. To achieve the optimal utilisation, we minimise x, and it yields (3 ) 3 / 3 /(9 7) 3 /(9 7).
U n nT x nT n T n n = ≤ − = − The proofs of n = 2 and n = 1 are omitted for brevity. 
Theorem 3: For the 4-row grid topology with the routing pattern as illustrated in Figure 2(a), under fair-access criterion, U(4n) is upper bounded by the optimal utilisation, opt (4 ) :
U n opt (4 ) (4 ) 4 (6 1). U n U n n n ≤ = − The asymptotic lower limit for the optimal utilisation is 2/3. Moreover, the inter-sample time (4 ) D n is lower bounded by the minimum cycle time opt (4 ) :
Proof of Theorem 3: 1) For n > 2: During the time period x, under the fair-access criterion, the BS needs to receive at least 2n frames from O 2n since frames may be lost or delayed as noted. Thus, O 2n transmits at least 2n frames (including 2n -1 relayed frames and one of its generated frames) to the BS. Likewise, O 3n transmits at least 2n frames to the BS. frames, but only 4n frames can be counted into the utilisation under the fair-access criterion. To achieve the optimal utilisation, we minimise x, and it thus yields (4 ) 4 / 4 / 4 (2 1) 4 / (6 1). 
U n is upper bounded by the optimal utilisation, (2 1) . x b y nT n T = + ≥ + − During the time period x, the BS may receive more than 4n frames, but only 4n frames can be counted into the utilisation under the fair-access criterion. To achieve the optimal utilisation, we minimise x, and it thus yields (4 ) 4 / 4 / (4 (2 1) ) U n nT x nT nT n T = ≤ + − 4 / (6 1). n n = − The proofs of n = 2 and n = 1 are omitted for brevity. 
Bound achievability
In this subsection, we prove that optimal utilisation in Theorems 1-4 actually can be achieved under the fair-access criterion. We assume a fixed data frame size, and thus, we can divide the time into equal-duration timeslots where the duration is the time of transmitting one frame. We present a TDMA scheduling algorithm to show that it actually achieves the optimal utilisation. This TDMA scheduling algorithm is described in the following.
TDMA scheduling for Figure 1(a) grid topology:
We first consider simple cases since they can give us explicit impression for this scheduling. The schedule illustrated in Figure 3 (a) shows us that the utilisation is 1 when n = 1. Figure 3(c) . These are consistent with Theorem 1, and thus, they are optimal. 
Now, consider the general case. In Figure 1 (a) topology, we have total 3n nodes. We first define nodes set as , ) . S i n n n = − − the scheduling is the same as in the case of 3. n = Figure 3(d) provides an optimal scheduling for 5 n = to show the general case, the utilisation is 15/19, which is also consistent with Theorem 1 and thus is optimal.
TDMA scheduling for Figure 1(b) grid topology: We also first consider simple cases where n is small. For Figure 1(b) , when n = 1, the scheme is shown in Figure 4( Figure 4 (b). The utilisation is 6/11. Each of these is consistent with Theorem 2 and are thus optimal. Now, consider the general case. For Figure 1 (b) topology, first, we let the nodes in the first row
2) i i n Ο = … − transmit frames to the corresponding nodes O 2i in the second row. During the same period, BS receives a frame from O 2n . Then, we let the nodes,
in the third row do the same things (i.e., transmit their own frames to the corresponding nodes in the second row). During this time, BS also receives a frame from O 2n . Then, we let 1, 1 n O − and O 1n transmit frames to the corresponding nodes in the second row at the same time. Next, 3, 1 n O − and O 3,n also transmit together. At this time, the following scheduling is the same as the Linear TDMA Scheduling Xiao et al., 2011) . Figure 4 (c) and (d) provide optimal scheduling for 3 n = and 5 n = to show the general case, and the utilisation is 9/20 and 15/38 respectively Also these utilisations are consistent with Theorem 2 and thus are optimal.
TDMA scheduling for Figure 2(a) grid topology:
We also consider some simple cases first. The schedule illustrated in Figure 5(a) Figure 5 (c). The utilisation is 12/17. The above three utilisations are consistent with Theorem 3, and thus, they are optimal. Now, consider the general case. In Figure 2(a) S i n n n = − − the scheduling is the same as in the case of 3. n = Figure 5 (d) provides a scheduling for 5 n = to show the general case, the utilisation is 20/29, which is also consistent with Theorem 3 and thus is optimal. We also first consider simple cases where n is small. For Figure 2 (b), when 1, n = the scheme is shown in Figure 6( Figure 6 (b). The utilisation is 8/11. Each of these is consistent with Theorem 4 and thus is optimal.
Note that although the routing patterns in Figure 2 (a) and (b) are different, their optimal utilisation is same. Figure 6 (c) and (d) provide two schedules for 3 n = and 5 n = respectively. The utilisation for 3 n = is 12/17, and the utilisation for 5 n = is 20/29. Each of these is consistent with Theorem 4 and thus is optimal. Comparing with utilisation of Figure 2 (a) Grid topology, we can see that the two routing patterns can achieve the same performance bound. 
Performance evaluation on network utilisation
In this section, we present performance analysis for various sized 3-row grid and 4-row grid topologies. First, we provide some analysis for the impact of end-to-end performance bounds on the traffic load limitation of each sensor. Let λ denote the traffic load generated by each sensor node. For networks illustrated in Figures 1(a) , (b) and 2(a), (b), since each node can transmit at most one original frame, which requires a period of T in every (4 1) n T − time period, (9 7) n T − time period (6 1) n T − time period and (6 1) n T − time period, respectively, then, we must have that 1 (4 1), T x n
. n ≥ Furthermore, we denote α as the fraction of actual data bits in a frame. Since a data frame contains a protocol overhead, we let the optimal utilisation be multiplied by α in this section to account for protocol overhead. As aforementioned, for networks illustrated in Figures 1(a), (b) and 2(a), (b) , each node can transmit at most one original frame, and this requires a period of T in every (4 1) n T − time period, (9 7) n T − time period (6 1) n T − time period and (6 1) n T − time period respectively. Thus, the minimum cycle time for a network with those topologies is (4 1) , n T − (9 7) , n T − (6 1) , n T − (6 1) , n T − respectively. Figure 7 shows the optimal utilisation vs. the number of nodes for different α values for the 3-row topologies shown in Figure 1 based upon the upper bounds of Theorem 1 and 2. Both of the optimal utilisations of these two routing patterns decreases quickly as n increases and approaches the asymptotic lower limit of optimal utilisation. The asymptotic bound is given by the horizontal lines. We also can see that the topology of Figure 1 (a) may achieve much higher utilisation than the topology of Figure 1 Figure 9 shows the optimal utilisation vs. the number of nodes for different α values for the 4-row topologies of Figure 2 as shown in Theorem 3 and 4. Figure 9 shows that these two routing patterns can achieve the same optimal utilisation, which is consistent with Theorem 3 and 4. The delay and traffic load characteristics of the 4-row grid topology are illustrated by Figure 10 , and they are also the same. 
3-row grid topology
4-row gird topology
Lower bound on network energy consumption
In this section, we investigate the lower bound on energy consumption. The tight lower bound on network energy consumption for four specific topologies, linear, 2-row grid, 3-row grid, and 4-row grid are given by the analytical method based upon the knowledge of the TDMA scheduling algorithm stated in above section. Our method is independent of the MAC protocol. No matter which MAC protocol is used, as long as the protocol conforms to the fair-access criterion, the low bounds on energy consumption hold.
Let us provide some notations used in the proofs. Let B T denote the energy consumption per unit time when a node transmits or relays frame. Let B R denote the energy consumption per unit time when a node receives a frame, and let B L denote the energy consumption per unit time when a node listens the channel. In general, we have .
> ≥
As we know, when a sensor node in listening mode consumes more energy than when the sensor node in sleeping node. Thus, in order to save energy, how to schedule sensor node to sleep is a hot research topic in wireless sensor networks. In this paper, we assume that when the sensor node is idle, it is still in the listening mode. However, if we want to save more energy, the sensor node can change from listening mode to sleeping mode.
As described in Section 3, x denote the cycle time for the network under the fair-access criterion during which BS successfully receives at least one original data frame from each sensor node in the network. In addition, we have proven that a series of TDMA algorithms can achieve the tight lower bound on cycle time x for four specific topologies explored in a previous work (Xiao et al., 2012) and this paper. In the following, we first give Lemma 1 to show that when cycle time x achieves the lower bound, the network energy consumption would also achieve its lower bound. Then, we will present several theorems to give the lower bound of network energy consumption for each network topology. (temp 1) hold, the energy consumption will achieve a lower bound.
(1) achieve min( ) (2) achieve min( ) (3) achieve min( min( ) min( )).
Thus, it is easy to see when the cycle time achieves its lower bound min( ),
x and the network energy consumption achieves its lower bound opt (
) . E m n ×
Linear topology
Theorem 5: For the linear topology illustrated, under fair-access, ( ) E n is lower bounded by minimum energy consumption,
Proof of Theorem 5:
( ) E n denotes the total energy consumption for WSN with 1 n × grid topology (i.e., linear topology) under fair-access per cycle. In order to derive the lower bound on energy consumption, we need to satisfy the conditions in Lemma 1. First, we need to get ( 1 ) ( 3 2 2 ) ) .
We prove the Theorem 5. 
2-row topology
Theorem 6: For the grid topology with two rows of sensor nodes in case (a), under fair-access, (2 ) E n is lower bounded by the minimum energy consumption, opt (2 ) :
E n denote the total energy consumption for WSN with 2 n × grid topology illustrated in case (a) under fair-access per cycle. Network energy consumption is given by (2 ) E n (2 ) min 2 min
We also need to satisfy the conditions in Lemma 1 to derive the lower bound on energy consumption. In order to get
we first consider 1 min( ).
jT T Since during a cycle, 1 j O transmits at least j frames (including j -1 relayed frames and one of its generated frames), we have 1 min( )= .
jT T jT Since O j at least relayed j -1 frames, and this means that O j at least receives j -1 frames from upstream nodes. We have (2 ) ( (2 1) (2 1) (12 4 10) ).
Proof of Theorem 7: Energy consumption of network illustrated in case (b) is given by
We first consider to derive 1 min( ) j E according Lemma 1. Since during a cycle, 1 j O transmits at least 2j frames (including 2j -1 relayed frames and one of its generated frames), we have 
3-row topology
Theorem 8: For the grid topology with three rows of sensor nodes in Figure 1(a) , under fair-access, (3 ) E n is lower bounded by the minimum energy consumption, opt (3 ) : we need satisfy those conditions in Lemma 1. During a cycle, O 1j transmits at least j frames (including j -1 relayed frames and one of its generated frames), we have 1 min( ) = .
jT T jT In addition, O 1j at least relayed j -1 frames, and this means O 1j at least receives j -1 frames, we have 
. 
Proof of Theorem 11:
(4 ) E n denote the total energy consumption for WSN with 4 n × grid topology illustrated in Figure 2 
We prove the Theorem 11. 
Performance evaluation on energy consumption
In this section, we provide an energy consumption performance evaluation for various sized linear, 2-row grid, 3-row grid, and 4-row grid topologies. Note that for showing the explicit trend of sensor network energy consumption per cycle, we assume that B T = 2, 1.
R L B B = = For further simplification, we let the transmission time of one frame be one (i.e., T = 1). Figure 11 shows the minimum energy consumption per cycle vs. the number of nodes. The energy consumption of this sensor network increases quickly. Figure 12 shows the minimum energy consumption per cycle vs. the number of sensor nodes per row for the 2-row topologies. Based on Xiao et al. (2012) , the topology of case (a) may achieve much higher utilisation than the topology of case (b). Likewise, Figure 12 shows that the topology of case (a) also may cost less energy than the topology of case (b). This implies that case (a)'s topology is better than case (b) topology in the aspect of energy consumption. Figure 13 shows the minimum energy consumption per cycle vs. the number of sensor nodes per row for the 3-row topologies of Figure 1 . Based on Theorem 3, the Figure 1(a) topology can achieve more utilisation than Figure 1(b) . However, as illustrated in Figure 13 , network with topology in Figure 1 (a) costs less energy than in Figure 1(b) . 
Linear topology
2-row grid topology
3-row grid topology
4-row grid topology
Open questions: future research directions
In this section, we present several hypotheses on network utilisation for the linear topology underwater sensor network where propagation delay is larger than the frame transmission time. We hope that these hypotheses provide some intuitions in this research topics. For simplicity, we denote the transmission time and propagation delay as T and τ respectively. For all of the following cases, we provide the hypotheses based on enumeration of linear topology network that has a size from 1 to 20. Limited to space, we only give several examples for each case to illustrate its corresponding hypothesis. 
When τ = 2T
In the next, we explore the network utilisation for underwater sensor network that has the size from 1 to 20.
For those examples that we found after initialisation stage, the network will enter the repeated cycle, and we also believe this cycle is the minimum cycle. Therefore, based on the observation, we give the following hypothesis: From Figure 15 , we can see that the network utilisation is confirm accord with the conclusion in Hypothesis 1.
When τ = 3T
We also explore the network utilisation for the underwater sensor network where τ = 3T. From the different network size that we explored, we also found minimum repeated cycle after initialisation stage. Therefore, based on the observation, we give the following hypothesis:
Hypothesis 2: For the linear topology, under fair-access, the optimal utilisation for τ = 3T is given by (1) 1, U = ( ) ( ) (4 3)= 4 3 9 7 , U n n n − − − ( ) ( ) (4 2) = 4 2 / 9 6 , U n n n − − − ( ) ( ) (4 1)= 4 1 9 4 , U n n n − − − (4 ) = 4 / U n n (9 2) n − where 2,3, n = … From Figure 16 , we can see that the network utilisation accord with the conclusion in Hypothesis 2.
3 2 T T τ < <
In this subsection, we present the hypothesis for a relatively general case where 3 2. T T τ < < From a different network size like from 1 to 20, we also found a minimum repeated cycle. Therefore, based on the observation, we give the following hypothesis: From Figure 17 , we can see that the network utilisation accord with the conclusion in Hypothesis 3. 
Conclusions
In this paper, we explored fundamental limits for network utilisation and energy consumption in specific multi-hop sensor network topologies for wireless sensor networks. We derived upper bounds on network utilisation and lower bounds on network energy consumption per cycle in multi-row grid topologies under the fair-access criterion. The fair-access criterion ensures that the data of all sensors is equally capable of reaching the base station. We proved that under some conditions/assumptions, these bounds are achievable and, therefore, optimal. The significance of these limits is that these bounds are independent of the selection of MAC protocols under both single-channel and half-duplex radios. Thus, the performance bounds for specific implementations of such network topologies can be explicitly determined to ensure the proposed networks are capable of satisfying the networks' specified utilisation and energy consumption requirements. Finally, we discussed some remaining research directions on this topic and presented several hypotheses on network utilisation for underwater sensor network where the propagation delay is very large. Our future work will focus on network utilisation for underwater sensor network where the propagation delay is very large.
