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Abstract. The problem of determining a unique solution of the Schro¨-
dinger equation (∆ + q − λ)ψ = f on the lattice Zd is considered, where
∆ is the difference Laplacian and both f and q have finite supports. It is
shown that there is an exceptional set S0 of points on Sp(∆) = [−2d, 2d]
for which the limiting absorption principle fails, even for unperturbed
operator (q(x) = 0). This exceptional set consists of the points {±4n}
when d is even and {±2(2n+ 1)} when d is odd. For all values of
λ ∈ [−2d, 2d]\S0, the radiation conditions are found which single out
the same solutions of the problem as the ones determined by the limiting
absorption principle. These solutions are combinations of several waves
propagating with different frequencies, and the number of waves depends
on the value of λ.
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1. Introduction: We investigate the problem of determining a unique
solution of the Schro¨dinger equation
(∆ + q − λ)ψ = f, (1)
on the lattice Zd, where both f and q are functions with bounded supports.
Let C0(Z
d) be the set of such functions.
In the above equation, ∆ is the difference Laplacian in Zd defined by
∆ψ (ξ) =
∑
|ξ′−ξ|=1
ψ (ξ′) ,
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where ξ = (ξ1, ξ2, ..., ξd) ∈ Zd and ψ ∈ l2(Zd). The Fourier transform of ψ
is defined by the formula
ψˆ (k) = (2pi)−d/2
∑
ξ∈Zd
ψ (ξ) e−ik·ξ,
where k = (k1, k2, ..., kd) ∈ [−pi, pi]d , and k · ξ :=
d∑
i=1
kiξi. The Fourier
transform of ∆ is an operator of multiplication by φ (k) :
∆̂ψ̂(k) = ∆̂ψ(k) = φ (k) ψ̂(k), φ (k) = 2
d∑
i=1
cos ki. (2)
Thus, the operator ∆ is self adjoint and its spectrum is a.c and coin-
cides with the range of the function φ, that is Sp(∆) = [−2d, 2d] . Hence,
Spess (∆ + q) = [−2d, 2d] since q has a bounded support. As we shall see
later, there is an important exceptional set S0 of values of λ on the interval
[−2d, 2d] :
S0 := {±4n when d is even, ± 2(2n+ 1) when d is odd, n ∈ Z and 2n ≤ d} .
Let
S := Sp(∆)\S0 = [−2d, 2d] \S0.
There are two well known principles that are very natural from the point
of view of physics and which allow one to single out the unique solution
of the Schro¨dinger equation in Rd (see [11], [12]). These principles are the
limiting absorption principle and the Sommerfeld radiation conditions. It
turns out that there is an essential difference in both the validity and the
form of these principles when applied to the Schro¨dinger equation in Rd and
on the lattice. In Rd, the spectrum of the negative Laplacian is Sp(−∆) =
{λ ≥ 0} . The limiting absorption principle and the radiation conditions are
valid for any λ > 0 (see [11], [12]). In [4], [5], both of these principles are
investigated for general equations on the lattice of the form
(A+ q − λ)u = f, q ∈ C0(Zd ),
where operator A in the dual space (after the Fourier transform) is an
operator of multiplication by a smooth, real valued 2pi−periodic function
a(k). In [4], [5], the limiting absorption principle is justified for values of
λ such that ∇a(k) 6= 0 on the surface
Γ(λ) = {k : k ∈ T d, a(k) = λ},
and the radiation conditions are found when this surface is strictly convex.
Here T d is the torus Rd/2piZd.
By applying results from [4], [5] to the difference Schro¨dinger equation
(1), one gets the limiting absorption principle when λ ∈ S, and the radiation
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conditions when λ belongs to the following two intervals on the continuous
spectrum of the Laplacian:
2d− 4 < |λ| < 2d.
The goal of this paper is to investigate the validity of the limiting absorption
principle when λ ∈ S0 and, more importantly, find the radiation conditions
when |λ| < 2d − 4. Possibly, one of the most important observations
in this paper consists of the fact that the fundamental solutions of the
difference Schro¨dinger operator with |λ| < 2d−4, singled out by the limiting
absorption principle or by the radiation conditions, decay at infinity as fast
as in the continuous case only for non-singular directions. The decay is
much slower for singular directions. It is also important that the asymptotic
behavior of the fundamental solutions at infinity is more complicated, and
it changes dramatically when λ passes through the points of the set S0 .
Let us recall that the limiting absorption principle enables us to obtain
two solutions ψ± of (1), for any λ ∈ S, as a (pointwise) limit of ψη (ξ) =(R
η
f
)
(ξ) as η → λ± i0. Here,
R
η
= (∆ + q − η)−1 : l2 (Zd) −→ l2 (Zd) , Im η 6= 0.
In order to clarify the situation with λ ∈ S0, one can consider the simplest
case d = 2 where the set S0 consists of two end points λ = ±4 of the
spectrum and the point λ = 0. It can be shown that the exponentially
decaying at infinity fundamental solution E
η
(ξ) of the operator ∆ − η,
ξ ∈ Z2, Im η > 0, has the following form as η → ±i0 :
E
η
(ξ) = ±C(ξ) ln |η|+ E˜±(ξ) + o(1), C(ξ) = i
8pi
[
(−1)ξ1 + (−1)ξ2
]
,
Thus, E
η
does not have a (pointwise) limit as η → ±i0, and therefore the
limiting absorption principle is not valid when λ = 0. Note that C(ξ) satis-
fies the equation ∆C(ξ) = 0, and therefore E˜± are fundamental solutions of
the Laplacian. However, these fundamental solutions grow logarithmically
at infinity, unlike the fundamental solutions obtained by the limiting ab-
sorption principle. The latter ones decay as |ξ|−1/2 in the case of d = 2. The
statements above and similar statements when d > 2 are not very difficult
to prove, but the proofs are rather technical, and we do not include them
in this paper.
The other way to single out unique solutions of (1) is by imposing some
conditions at infinity called the Sommerfeld radiation conditions, or by re-
quiring a special asymptotic behavior of the solution at infinity. We find
the asymptotic behavior of solutions and the radiation conditions for the
difference Schro¨dinger operators with arbitrary λ ∈ S. We show that, for
any fixed λ ∈ S, the radiation conditions or the asymptotic behavior of
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the solutions single out the same two solutions of (1) found by the limiting
absorption principle. One of the two solutions corresponds to waves prop-
agating to infinity and the other one corresponds to waves coming from
infinity. These waves are not spherical as in the case of Rd . More impor-
tantly, in the lattice case, each solution of (1) is a combination of several
waves propagating with different frequencies, and the number of waves de-
pends on the value of λ. (Only one wave exists if 2d − 4 < |λ| < 2d). For
equations in Rd, several different waves appear in the case of nonisotropic
elasticity equations with compactly supported right-hand sides and in the
case of more general systems of equations of higher order (see [12]), but not
for the Schro¨dinger equation. In fact, our approach to study the difference
equation (1) follows the one used in [12] to study the general systems in Rd.
The form of the radiation conditions and the asymptotic behavior of the
solutions of (1) depends dramatically on the shape of the surface Γ(λ),
Γ(λ) = {k : k ∈ T d, φ (k) = λ}, λ ∈ [−2d, 2d] . (3)
Here T d = Rd/2piZd, function φ is defined in (2). We fix the orientation of
Γ(λ) by choosing the normal vector
n := ∇φ (k) .
If 2d − 4 < |λ| < 2d, then the surface Γ(λ) is strictly convex, and there
is a unique point
k = k (ω, λ) ∈ Γ(λ)
where the normal n to the surface Γ(λ) is parallel to and has the same
direction as the unit vector ω = ξ
|ξ|
. In the remaining part of S = Sp(∆)\S0
when |λ| < 2d − 4, the surface Γ(λ) is not convex and, for some ω ∈ Ω,
there exist more than one point at which the normal n to the surface is
parallel to and has the same direction as ω (see Fig 4, 5 below). In addition,
the curvature of the surface Γ(λ) is zero at some points.
We shall call a point ω ∈ Ω singular if there is a point k(ω, λ) on the
surface Γ(λ) at which the normal n to this surface is parallel to ω and
the total curvature (the product of principle curvatures) of the surface at
k(ω, λ) is zero. For a fixed λ ∈ S, let Ω0 be the set of singular points ω of
Ω. The set Ω\Ω0 is an open subset of Ω and consists of a finite number
of connected components. We shall call these components non-singular
domains. For any non-singular domain V ⊂ Ω, let mV be the number
of the points k(ω, λ; s), 1 ≤ s ≤ mV , at which the normal n = ∇φ (k)
to the surface Γ(λ) is parallel to and has the same direction as ω. Let
σ = σ(V, s) be the difference between the number of positive and negative
principle curvatures at the point k(ω, λ; s). Since V is connected and the
multi valued function ω → {k(ω, λ; s)}, where λ is fixed, ω ∈ V, is smooth,
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then mV and σ do not depend on ω ∈ V. They depend only on the domain
V. One can show that mV ≤ 2dd. Let µ(ω, λ; s) = k(ω, λ; s) · ω be the
projection of the vector k(ω, λ; s) on ω. We denote the cube [−r, r]d in Zd
by Br.
We prove that, for any λ ∈ S, equation (1) admits unique solutions ψ+
and ψ− such that for any integer R ≥ 1,
1
R
∑
ξ∈B2R\BR
|ψ±(ξ)|2 < C <∞, (4)
and for any non-singular domain V ⊂ Ω, and ω = ξ
|ξ|
∈ V,
ψ± (ξ) =
mV∑
s=1
e±iµ(ω,λ;s)|ξ|
|ξ|d−12
a± (ω, λ; s) +O
(
1
|ξ|d+12
)
as |ξ| −→ ∞, (5)
where the coefficients a± (ω, λ; s) are smooth and the remainder can be
estimated uniformly in ω on any compact set Q ⊂ V, . Moreover, these
solutions are equal to Rλ±i0f. The same solutions can be singled out by the
following radiation conditions at infinity: instead of (5), one can assume
that ψ± can be represented as a sum
ψ±(ξ) =
mV∑
s=1
ψs±(ξ), ω =
ξ
|ξ| ∈ V, (6)
where each term ψs±(ξ) satisfies the following conditions as |ξ| −→ ∞,
ψs± (ξ) = O
(
1
|ξ|
d−1
2
)
ψs± (ξ + ej) = e
±ikj(ω,λ;s)ψs± (ξ) +O
(
1
|ξ|
d+1
2
)
, j = 1, ..., d,
(7)
with the remaining terms decaying uniformly in ω = ξ
|ξ|
∈ Q for any compact
set Q ⊂ V. Here ej =
(
0, ..., 0, 1
jth
, 0, ..., 0
)
and kj (ω, λ; s) is the j−th
coordinate of the point k (ω, λ; s) . Note that the second condition in (7)
can be written in the following form which is more similar to the standard
radiation condition in Rd:
∂ψs±
∂ξj
(ξ) =
(
e±ikj(ω,λ;s) − 1)ψ± (ξ) +O (|ξ|− d+12 ) ,
where
∂ψ
∂ξj
(ξ) := ψ (ξ + ej)− ψ (ξ) .
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Let us note again that Ω0 is empty when 2d− 4 < |λ| < 2d. In this case,
ψ± = O
(
|ξ| 1−d2
)
, |ξ| → ∞, (8)
and this estimate is uniform in ω ∈ Ω. Estimate (8) fails when |λ| < 2d−4
and ω ∈ Ω0.
The plan of the paper is as follows. In section 2, we discuss the limit-
ing absorption principle and the radiation conditions for the unperturbed
equation (q = 0). In section 3, we carry out the obtained results to the
Schro¨dinger equation. The appendix contains the proofs of the lemmas on
the properties of the surface Γ (λ) .
2. The Unperturbed Problem: We start with an investigation of the
unperturbed problem (1):
(∆− λ)ψ = f, ξ ∈ Zd, (9)
which describes the propagation of waves in a homogeneous medium.When
λ /∈ [−2d, 2d], the resolvent of the difference Laplacian is a bounded oper-
ator in l2(Zd), and it is given by the formula
(R
λ
f) (ξ) =
1
(2pi)d/2
∫
T d
f̂ (k) eik·ξ
φ (k)− λdk, where T
d = Rd/2piZd, (10)
In (10) and in other similar formulas, we shall always identify T d with the
cube [−pi, pi]d if λ > 0, and with the cube [0, 2pi]d if λ < 0. If λ ∈ S,
then |∇φ| 6= 0 on the surface Γ(λ). This allows to prove (see [4], [12]) the
following statement.
Theorem 1. For any λ ∈ S, any f ∈ C0(Zd), and any fixed ξ ∈ Zd, the
pointwise limits of R
η
f as η → λ± i0 exist and are given by the following
expression:
(Rλ±i0f) (ξ) =
1
(2pi)d/2
∫
T d
(1− χ (k))f̂ (k) eik·ξ
φ (k)− λ dk
+
1
(2pi)d/2
∮
|ρ−λ|<δ
∫
Γ(ρ)
χ (k) f̂ (k) eik·ξ
ρ− λ
1
|∇φ|dsdρ
± pii
(2pi)d/2
∫
Γ(λ)
f̂ (k) eik·ξ
|∇φ| ds, (11)
where χ is an infinitely smooth function on T d such that
χ (k) =
{
0 if |φ (k)− λ| > δ
1 if |φ (k)− λ| ≤ δ/2,
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with 0 < δ < dist(λ, S0), the surface Γ(ρ) is defined in (3), and ds is the
surface element.
In order to describe the asymptotic behavior at infinity of the solutions
to the equation (9) constructed in Theorem 1 we need to know geometrical
properties of the surface Γ(λ). The following statement is proved in the
appendix:
Lemma 2. When 2d−4 < λ < 2d (−2d < λ < −2d+ 4) , the surface Γ (λ)
is located strictly inside the cube [−pi, pi]d ( [0, 2pi]d , respectively), and it is
smooth, convex and closed with the curvature K(k) not vanishing at any
point.
Graphs of the surface φ (k) = λ, k ∈ Rd, are shown in Figures 1-3 for
λ = 0, 1,−1, and d = 2. The surface Γ (λ) can be obtained if these graphs
are taken by modulo 2piZ2. As it was mentioned at the beginning of this
section, we identify Γ (λ) with the graph of φ (k) = λ in the cube [−pi, pi]d
if λ > 0, or in the cube [0, 2pi]d if λ < 0. Figures 4 and 5 below give the
graphs of Γ(λ) for λ = 1 and λ = 3 respectively, and d = 3.
We specify the orientation on the surface Γ (λ) by choosing the normal
vector n to be
n = ∇φ (k) = −2 (sin k1, ..., sin kd) .
When |λ| < 2d − 4, the surface Γ(λ) is not convex and may have several
normal vectors with the same direction. The following statement is also
proved in the appendix:
Lemma 3. The number m of points of Γ(λ), λ ∈ S, at which the normal
n = ∇φ to Γ(λ) is parallel to and has the same direction as a fixed unit
vector ω, and the total curvature of the surface at these points is non-zero,
is such that m ≤ 2dd.
( Note that the above inequality gives a very rough estimate. For example,
m ≤ 4 when d = 3.)
We denote byW± the two classes of functions ψ±(ξ) for which (4) and (5)
hold. Let W ′± be two classes of functions ψ±(ξ) that satisfy the estimate
(4) and can be represented in the form (6), (7).
Theorem 4. For any f ∈ C0
(
Zd
)
and for any λ ∈ S, the equation
(∆− λ)ψ = f (12)
admits unique solutions in the classes W+,W− and unique solutions in
W ′+,W
′
−. The solutions in W± and the corresponding ones in W
′
± are the
same and coincide with Rλ±i0f .
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Figure 1: d = 2, λ = 1
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Figure 3: d = 2, λ = −1
Remark The amplitudes a+ and a− in expansion (5) are equal to a and a
respectively, where a is the complex conjugate of a and
a = a (ω, λ; s) =
√
2pif̂ (k (ω, λ; s)) ei(σ+2)
pi
4√|K(ω, λ; s))| |∇φ(k (ω, λ; s))| . (13)
Here K(ω, λ; s)) is the total curvature of the surface Γ(λ) at the point
k (ω, λ; s) , σ = σ(V, s) is the difference between the number of positive and
negative principle curvatures at k (ω, λ; s) .
In order to prove this theorem, we need the following lemma.
Lemma 5. Let Γ ⊂ T d be a smooth surface defined by the equation
kj = g (k
′) , k′ = (k1, ...kj−1, kj+1, ..., kd) ∈ T d−1,
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-2
0
2
-2
0
2
-2
0
2
Figure 5: d = 3, λ = 3
and let
F (ξ) = (2pi)1−
d
2
∫
Γ
f (k) eik·ξdk′, ξ ∈ Zd, f ∈ C∞ (T d) .
Then for any R > 0,∑
ξ∈BR
|F (ξ)|2 ≤ 2pi (2R + 1)
∫
Γ
|f (k)|2 dk′. (14)
Proof. For each fixed ξj, the function F is the Fourier transform of the
function
h (k′) =
√
2pif (k) eikjξj
∣∣
kj=g(k′) .
Hence, from Parseval’s equality it follows that
∑
ξ′∈Zd−1
|F (ξ′, ξd)|2 =
∫
T d−1
|h (k′)|2 dk′ = 2pi
∫
Γ
|f (k)|2 dk′,
which immediately implies (14). 
Proof of Theorem 4. To prove the theorem, we show first that (5) implies
(7), and therefore W± ⊂W ′±. Then, we show that Rλ±i0f are the solutions
of (9) which belong toW±. After this, it suffices to prove only the uniqueness
of the solutions in W ′±.
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Let ψ± satisfy (5). Then, obviously, ψ± can be represented in the form
(6) with
ψs± (ξ) =
e±iµ(ω,λ;s)|ξ|
|ξ|d−12
a± (ω, λ; s) +O
(
|ξ|− d+12
)
, |ξ| −→ ∞. (15)
Thus, the first relation of (7) holds, and
ψs± (ξ + ej) =
e±ik(ω
′,λ;s)·(ξ+ej)
|ξ + ej |
d−1
2
a± (ω
′, λ; s) +O
(
|ξ|− d+12
)
as |ξ| −→ ∞,
where ω′ =
ξ+ej
|ξ+ej |
. By taking into account that
|ξ + ej | = |ξ|
(
1 +O
(|ξ|−1)) , ω′ = ω +O (|ξ|−1) ,
and ∇
ω
k (ω, λ) is orthogonal to ω, we obtain that
ψs± (ξ + ej) =
e±ik(ω,λ;s)·(ξ+ej)
|ξ| d−12
a± (ω, λ; s) +O
(
|ξ|− d+12
)
as |ξ| −→ ∞,
which together with (15) immediately leads to the second part of (7). Thus,
the asymptotic behavior (5) implies the radiation conditions (7), and the
inclusion W± ⊂ W ′± is proved.
Next, we prove that ψ± = Rλ±i0f are solutions of (9) and ψ± ∈ W±. First,
let us note that R
η
f, defined in (11), satisfies (9) with λ = η /∈ [−2d, 2d] ,
and from Theorem 1 it follows that one can pass to the limit in the equation
as η → λ ± i0. Thus, ψ± are solutions of (9). Let us show that ψ± satisfy
(5).
The first integrand on the right-hand side of (11) is a smooth function
because χ (k) = 1 whenever φ (k) = λ. By integrating by parts as many
times as needed, we obtain that the first term on the right-hand side of
(11) has order O
(|ξ|−∞) as |ξ| −→ ∞. Thus, (11) implies
ψ± (ξ) =
1
2pi
∫
|ρ−λ|<δ
Φ (ξ, ρ)
ρ− λ dρ ±
i
2
Φ (ξ, λ) +O
(|ξ|−∞) , |ξ| → ∞. (16)
where
Φ (ξ, ρ) := (2pi)1−
d
2
∫
Γ(ρ)
χ (k) f̂ (k) eik·ξ
|∇φ| ds. (17)
We apply the stationary phase method to the integral (17) in order to get
the asymptotic behavior of Φ (ξ, ρ) as |ξ| −→ ∞. The asymptotic behavior
of Φ (ξ, ρ) depends on points k (ω, ρ) on the surface Γ(ρ) at which the normal
n = ∇φ (k) to the surface is parallel to ω = ξ
|ξ|
(see [12], Theorem 9 of
Chapter I ). If ρ = λ and ω belongs to a nonsingular domain V ⊂ Ω then
there are mV points k (ω, λ; s) on Γ(λ) at which the normal n = ∇φ (k) to
the surface Γ(λ) is parallel to and has the same direction as ω. Due to the
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symmetry of Γ(λ), there are exactly mV points k = −k (ω, λ; s) where the
directions of n and ω are opposite. The total curvature of Γ(λ) at points
±k (ω, λ; s) is not vanishing. Then from ([12], Theorem 9 of Chapter I) it
follows that
Φ (ξ, λ) = −i
mV∑
s=1
(
eiµ(ω,λ;s)|ξ|a (ω, λ; s)− e−iµ(ω,λ;s)|ξ|a (ω, λ; s)
)
|ξ|− d−12
+O
(
|ξ|− d+12
)
, ω =
ξ
|ξ| ∈ V, |ξ| → ∞, (18)
where a (ω, λ; s) is defined in (13) and the expansion is uniform with respect
to ω in any compact subset of V .
Let us fix a compact Q ⊂ V. The surface Γ(ρ) depends analytically on ρ
when λ ∈ S and |ρ− λ| is small enough. Thus, if ω = ξ
|ξ|
∈ Q, |ρ− λ| ≤ δ1
and δ1 is small enough, then: 1) there are exactly mV points k (ω, ρ; s) on
Γ(ρ) at which the normal n = ∇φ (k) to the surface Γ(ρ) is parallel to and
has the same direction as ω, 2) the points depend analytically on ρ and
3) the total curvature of Γ(ρ) at the points ±k (ω, ρ; s) is not vanishing.
Finally (see Remark 2 after Theorem 9 of Chapter I in [12]), expansion (18)
is valid with λ replaced by ρ when ω ∈ Q, |ρ− λ| ≤ δ1 :
Φ (ξ, ρ) = −i
mV∑
s=1
(
eiµ(ω,ρ;s)|ξ|a (ω, ρ; s)− e−iµ(ω,ρ;s)|ξ|a (ω, ρ; s)
)
|ξ|− d−12
+O
(
|ξ|− d+12
)
, (19)
and it is uniform and admits differentiation with respect to all arguments.
We shall choose the constant δ in (11) and (16) so small that δ < δ1.
Then (16), (19), and the following simple estimate∫
|ρ−λ|<δ
F (ρ)
ρ− λdρ ≤ 2δ max|ρ−λ|≤δ |F
′ (ρ)|
which holds for any differentiable function F , imply that |ξ|d−12 ψ± (ξ) is
equal to
−i
2pi
∫
|ρ−λ|<δ
1
ρ− λ
mV∑
s=1
(
eiµ(ω,ρ;s)|ξ|a (ω, ρ; s)− e−iµ(ω,ρ;s)|ξ|a (ω, ρ; s)
)
dρ
± 1
2
mV∑
s=1
(
eiµ(ω,λ;s)|ξ|a (ω, λ; s)− e−iµ(ω,λ;s)|ξ|a (ω, λ; s)
)
+O
(|ξ|−1) ,
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when ω ∈ Q, |ξ| → ∞. Now from Lemma 5 in ([12], Chapter VII) on
asymptotic behavior of the principal value integrals it follows that
ψ± (ξ) =
1
2
mV∑
s=1
γs
(
eiµ(ω,λ;s)|ξ|a (ω, λ; s) + e−iµ(ω,λ;s)|ξ|a (ω, λ; s)
)
|ξ|− d−12
± 1
2
mV∑
s=1
(
eiµ(ω,λ;s)|ξ|a (ω, λ; s)− e−iµ(ω,λ;s)|ξ|a (ω, λ; s)
)
|ξ|− d−12
+O
(
|ξ|− d+12
)
, γs = sign
∂
∂ρ
(µ (ω, ρ; s))
∣∣∣∣
ρ=λ
, (20)
where ω ∈ Q, |ξ| → ∞. In order to find γs, we note that φ(k (ω, ρ; s)) = ρ,
since k (ω, ρ; s) ∈ Γ(ρ). Thus,
∇φ(k (ω, ρ; s)) · kρ (ω, ρ; s) = 1. (21)
On the other hand, the normal n = ∇φ(k) to the surface Γ(ρ) at k (ω, ρ; s)
is parallel to ω with the same direction. Hence,
∇φ(k (ω, ρ; s)) = cω, c = c(ω, ρ; s) > 0.
From here and (21), it follows that
ω · kρ (ω, ρ; s) > 0.
The left-hand side of this inequality is equal to µρ, since µ (ω, ρ; s) =
k (ω, ρ; s) · ω. Thus γs = +1, and therefore (20) leads to (5).
Our next step is to prove that the functions ψ± = Rλ±i0f satisfy (4). We
shall need the following estimate of the function Φ defined in (17):
1
R
∑
ξ∈BR
[
|Φ (ξ, ρ)|2 +
∣∣∣∣ ∂∂ρΦ (ξ, ρ)
∣∣∣∣2
]
≤ C, |ρ− λ| ≤ δ, R ≥ 1. (22)
In order to prove (22), we cover Γ (λ) by a finite number of balls Bn,
n = 1, ..., N, such that the orthogonal projection of Γ (λ) ∩ Bn into one of
the hyperplanes kj = 0, j = j (n) , is smooth. Then, the same balls cover
Γ (ρ) with the same property of smoothness of the projections if |ρ− λ| ≤ δ2
and δ2 is small enough. One can construct a partition of unity on ∪
|ρ−λ|≤δ
Γ (ρ)
subordinate to the covering {Bn} , i.e., find N functions αn (k) ∈ C∞
(
T d
)
with support in Bn such that
N∑
n=1
αn (k) = 1 on Γ (ρ) , |ρ− λ| ≤ δ2. Then
Γ (ρ) , |ρ− λ| ≤ δ2, has the following form on the support of αn :
kj = g (k
′, ρ) , k′ = (k1, ..., kj−1, kj+1, ..., kd), j = j(n).
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We shall choose the constant δ in (11) and (16) so small that δ < δ2. Then
we write the function Φ in the form
Φ (ξ, ρ) =
N∑
n=1
Φn (ξ, ρ) , Φn (ξ, ρ) = (2pi)
1−d/2
∫
Γ(ρ)
αn (k)χ (k) f̂ (k) e
ik·ξ
|∇φ| ds.
(23)
Obviously,
Φn (ξ, ρ) = (2pi)
1−d/2
∫
T d−1
(
αn (k)χ (k) f̂ (k)
|∇φ|
√
1 + |∇g|2eik·ξ
)∣∣∣∣∣
kj=g(k′,ρ)
dk′,
(24)
where j = j(n).
Let us estimate each term in (23). Note that f̂ is analytic, since f has
a bounded support. Hence, the integrand is infinitely smooth, and when
differentiating (24) with respect to ρ, the derivative can be passed under
the integral sign. Thus, Lemma 5 implies that (22) holds for the functions
Φn, and this proves (22) for Φ.
From (22), it follows that the second term on the right-hand side of (16)
satisfies (4). Moreover, estimate (22) implies (4) also for the first term on
the right-hand side of (16). Indeed, if F = ReΦ, then∫
|ρ−λ|≤δ
F (ξ, ρ)
ρ− λ dρ =
∫
|ρ−λ|≤δ
F (ξ, ρ)− F (ξ, λ)
ρ− λ dρ =
∫
|ρ−λ|≤δ
Fρ (ξ, θ (ρ)) dρ,
where |θ (ρ)− λ| ≤ |ρ− λ| ≤ δ, and therefore, for any R ≥ 1,∑
ξ∈BR
∣∣∣∣∫
|ρ−λ|≤δ
F (ξ, ρ)
ρ− λ dρ
∣∣∣∣2 ≤ ∑
ξ∈BR
2δ
∫
|ρ−λ|≤δ
|Fρ (ξ, θ (ρ))|2 dρ ≤ 4δ2CR.
Similar estimates are valid for ImΦ. This proves (4) for the first term on
the right-hand side of (16). Since the remainder in (16) decays uniformly
in ω ∈ Ω, this proves that ψ± = Rλ±i0f satisfy (4). Since it was already
proven that these functions satisfy (5), we have that ψ± ∈ W±.
Finally, it remains to prove the uniqueness of the solution. So, we need
to prove that if ψ± ∈ W ′± are solutions of the homogeneous equation
(∆− λ)ψ = 0, then ψ± = 0. Let ξ0 be an arbitrary point of Zd, and
let E± be fundamental solutions of the difference operator ∆− λ :
(∆− λ)E± = δ (ξ) , E± = Rλ±i0δ (ξ) .
Let us apply the Green formula for the difference Laplacian to ψ±(ξ) and
E±(ξ − ξ0) in a cube Br of Zd that contains the point ξ0, Br = [−r, r]d ,
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r ∈ N,∑
ξ∈Br
(∆ψ± · E± − ψ± ·∆E±) (ξ) =
∑
ξ∈∂Br
(
ψ′±E± − ψ±E ′±
)
(ξ) (25)
where u′ := u (ξ + e) and e is the outward unit normal to the boundary
∂Br of the cube Br at the point ξ. If ξ ∈ ∂Br is a point of intersection of
several faces, then the right-hand side of (25) includes terms with normals
to each face containing ξ. In (25), one can replace ∆ by ∆− λ. Hence, the
left-hand side of (25) is equal to −ψ (ξ0) . Let us take the average of both
sides of equation (25) over r ∈ (R, 2R], R ∈ N,
ψ±
(
ξ0
)
=
1
R
∑
ξ∈B2R\BR
(
ψ± ·E ′± − ψ′± · E±
)
(ξ) .
The uniqueness follows if we prove that
1
R
∑
ξ∈B2R\BR
(
ψ± · E ′± − ψ′± · E±
)
(ξ)→ 0 as R→∞. (26)
In order to prove (26), we need to improve estimate (4) for the solutions
ψ± = Rλ±i0f of equation (12). Let Ω
′
0 be the following extension of the set
Ω0 of singular points:
Ω′0 = Ω0 ∪ { ω ∈ Ω; kj(ω, λ; s) = −kj(ω, λ; t) for some j, s, t}.
Let Ωε be the ε−neighborhood on Ω of the set Ω′0:
Ωε = { ω ∈ Ω; dist(ω,Ω′0) < ε},
and let
B(R, ε) = {ξ ∈ B2R\BR; ω = ξ|ξ| ∈ Ωε}.
We need to show that
1
R
∑
ξ∈B(R,ε)
|ψ± (ξ)|2 → 0 as ε+ 1
R
→ 0. (27)
In order to prove (27), we are going first to prove a similar estimate for
the function Φ given by (17) and for its derivative:
1
R
∑
ξ∈B(R,ε)
(
|Φ (ξ, ρ)|2 +
∣∣∣∣ ∂∂ρΦ (ξ, ρ)
∣∣∣∣2
)
→ 0 as ε+ 1
R
+ δ → 0. (28)
Relation (28) immediately leads to (27) if we take into account the fact that
ψ± in (11) and (16) do not depend on δ. Indeed, (27) can be proved using
the same arguments as in the proof of estimate (4). One needs only to refer
to (28) instead of (22) and to keep in mind that δ is arbitrarily small.
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In order to prove (28), we represent Φ as before in the form (23). To
investigate the asymptotic behavior of the integrals in (24) as |ξ| → ∞, we
look for the stationary phase points of the integrands in (23) and (24) for
each fixed ω = ξ
|ξ|
and ρ such that |ρ− λ| ≤ δ. For the integral in (23),
these are the points k = ±k (ω, ρ; s) ∈ Γ (ρ) where the normal vector to
Γ (ρ) is parallel to ω = ξ
|ξ|
. Since the integral (24) is obtained by using local
coordinates k′ in (23), the stationary phase points in (24) are the projections
±k′ (ω, ρ; s) of the points k (ω, ρ; s) into the k′-hyperplane.
We represent (24) as a sum of two functions Φn = Φn,1 + Φn,2 with
additional factors h
α
and (1− hα) , respectively, in the integrand, where hα
is the following function. Let
K = {k ∈ T d; k = ±k(ω, λ, s), ω ∈ Ω′0},
and let K ′ be the orthogonal projection of the set K into the torus T d−1
defined by the equation kj = 0, j = j(n). Let K
′
α be the α−neighborhood
(in T d−1) of the set K ′. Since the set K ′ is analytic,
measK ′α → 0 as α→ 0.
We choose h
α
= h
α
(k′) in such a way that h
α
∈ C∞(T d−1), |hα| ≤ 1, hα = 1
on K ′2α, and hα = 0 outside of K
′
3α. Then we apply Lemma 5 to Φn,1 and to
∂
∂ρ
Φn,1. In the integral representations of these two functions, the L
2-norm
of the integrands tends to zero as α→ 0, due to the presence of the factor
h
α
. Hence, if |ρ− λ| < δ′ and δ′ is small enough then
1
R
∑
ξ∈B2R
(
|Φn,1 (ξ, ρ)|2 +
∣∣∣∣ ∂∂ρΦn,1 (ξ, ρ)
∣∣∣∣2
)
→ 0 as α→ 0.
Thus, for any γ > 0, there is an α = α(γ) such that, for any ε,
1
R
∑
ξ∈B(R,ε)
∣∣∣∣∣∑
n
Φn,1 (ξ, ρ)
∣∣∣∣∣
2
+
∣∣∣∣∣ ∂∂ρ∑
n
Φn,1 (ξ, ρ)
∣∣∣∣∣
2
 < γ
4
as α < α(γ).
(29)
Now we apply the stationary phase method to functions Φn,2 which are
given by the integrals (24) with an additional factor 1− h
α
in the integrand.
We take into account that the functions (ω, ρ)→ k′(ω, ρ, s) are continuous,
and we choose ε = ε(γ) and δ = δ(γ) < δ′ to be so small that the points
±k′(ω, ρ, s) belong to K ′α(γ) when ω ∈ Ωε(γ), |ρ− λ| < δ(γ). Since the
stationary phase points are the points k′ = ±k′ (ω, ρ; s) , and 1− h
α
= 0 in
a neighborhood of those points, we obtain that Φn,2 and
∂
∂ρ
Φn,2 are of order
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O(|ξ|−∞) as |ξ| → ∞, i.e. for any m and some Cm (α)∣∣∣∣∣∑
n
Φn,2 (ξ, ρ)
∣∣∣∣∣
2
+
∣∣∣∣∣ ∂∂ρ∑
n
Φn,2 (ξ, ρ)
∣∣∣∣∣
2
≤ Cm (α)|ξ|m ,
ξ
|ξ| ∈ Ωε, |ρ− λ| ≤ δ.
(30)
The number of points in B(R, ε), R > 1, does not exceed (2R + 1)d <
(3R)d. Thus, (30) with m = d implies estimate (29) for
∑
Φn,2 if
ω =
ξ
|ξ| ∈ Ωε(γ), |ρ− λ| < δ(γ), R > R(γ) = Cd (α) 3
dγ/4.
This estimate together with (29) proves (28). Thus, (27) is also proved.
Now we return to the proof of (26). In fact, it is enough to prove that
1
R
∑
ξ∈B2R\BR
(
ψ′± · E±
)
(ξ)→ 0 as R→∞, (31)
since a similar relation for the second part in the sum (26) can be proved in
the same way. Note that E± (ξ − ξ0) ∈ W ′±, since this inclusion was proved
for Rλ±i0f if f has a bounded support, in particular, if f = δ(ξ − ξ0). By
the same reason, (27) is valid for E± (ξ − ξ0) :
1
R
∑
ξ∈B(R,ε)
∣∣E± (ξ − ξ0)∣∣2 → 0 as ε+ 1
R
→ 0. (32)
The proof of (31) will be based on (32) and on the facts that ψ± (ξ) and
E± (ξ − ξ0) are in W ′±.
Let Dε = Ω\Ωε. Obviously, Dε is a compact subset of Ω, and Dε can be
represented as a union of a finite number of compacts, Dε =
m∪
i=1
Dε,i, such
that each Dε,i is contained in a non-singular domain Vi ⊂ Ω. We represent
B2R\BR as a union of B(R, ε) and sets
Bi(R, ε) = {ξ ∈ B2R\BR, ω = ξ|ξ| ∈ Dε,i}, i = 1, ..., m.
Obviously,∣∣∣∣∣∣
∑
B(R,ε)
(
ψ′± · E±
)
(ξ)
∣∣∣∣∣∣ ≤
 ∑
B(R,ε)
∣∣ψ′± (ξ)∣∣2
 12  ∑
B(R,ε)
∣∣E± (ξ − ξ0)∣∣2
 12 .
(33)
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Note that the estimate (4) holds for ψ′± if it holds for ψ±. From that esti-
mate, (33) and (32) it follows that∣∣∣∣∣∣ 1R
∑
ξ∈B(R,ε)
(
ψ′± · E±
)
(ξ)
∣∣∣∣∣∣→ 0 as ε+ 1R → 0 . (34)
Hence, (31) will be proved if we show that for each ε > 0 and each i =
1, ..., m, ∣∣∣∣∣∣ 1R
∑
ξ∈Bi(R,ε)
(
ψ′± · E±
)
(ξ)
∣∣∣∣∣∣→ 0 as R→∞. (35)
Since ψ± satisfy (6) and (7), we have that ψ
′
± satisfy the same relations (see
arguments in the second paragraph of the proof of Theorem 4). Hence,
ψ′± (ξ) =
mVi∑
s=1
ϕs± (ξ) and E±
(
ξ − ξ0) = mVi∑
s=1
ζs± (ξ) , ξ ∈ Bi(R, ε),
where ϕs± and ζs± satisfy the conditions (7). Thus, in order to prove (35)
and to complete the proof of Theorem 4, it is enough to show that for each
ε > 0 and each i = 1, ..., m, and 1 ≤ s, t ≤ mVi ,
I :=
1
R
∑
ξ∈Bi(R,ε)
(ϕs± · ζt±) (ξ)→ 0 as R→∞. (36)
When ω ∈ Dε,i, there exists a constant c(ε) > 0 such that∣∣ e±i[kj(ω,λ;s)+kj(ω,λ;t)] − 1∣∣ > c(ε), 1 ≤ j ≤ d. (37)
Now we fix j = 1 and recall that e1 = (1, 0, ..., 0) . We represent the terms
in (36) in the form
e±i[k1(ω,λ;s)+k1(ω,λ;t)]ϕs± · ζt±
e±i[k1(ω,λ;s)+ik1(ω,λ;t)] − 1 −
ϕs± · ζt±
e±i[k1(ω,λ;s)+k1(ω,λ;t)] − 1 ,
and then we use (7). This allows us to rewrite I as R→∞ in the following
form:
I =
1
R
∑
ξ∈Bi(R,ε)
[
(ϕs± · ζt±) (ξ + e1)
e±i[k1(ω,λ;s)+k1(ω,λ;t)] − 1 −
(ϕs± · ζt±) (ξ)
e±i[k1(ω,λ;s)+k1(ω,λ;t)] − 1
]
+ o (1) .
Due to (37), we have∣∣∣∣ 1e±i[k1(ω,λ;s)+k1(ω,λ;t)] − 1 − 1e±i[k1(ω′,λ;s)+k1(ω′,λ;t)] − 1
∣∣∣∣ ≤ CR,
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if ω′ = ξ+e1
|ξ+e1|
, ξ ∈ Bi(R, ε) and R is big enough. Thus,
I =
1
R
∑
ξ∈Bi(R,ε)
[u (ξ + e1)− u (ξ)] + o(1), u (ξ) = (ϕs± · ζt±) (ξ)
e±[ik1(ω,λ;s)+k1(ω,λ;t)] − 1 .
(38)
Let Cε be the cone in R
d, defined by the conditions ξ
|ξ|
∈ ∂Ωε, |ξ| > 0.
Then, (38) implies that
|I| ≤ 1
R
∑
ξ∈A1
|u (ξ)|+
∑
ξ∈A2
|u (ξ)|+ o(1), (39)
where R→∞,
A1 = {ξ ∈ B2R+1\BR−1, dist(ξ, Cε) ≤ 1}
and
A2 =
{
ξ ∈ Zd, dist(ξ, ∂ (B2R\BR)) ≤ 1, ξ|ξ| ∈ Dε,i
}
.
Obviously, ξ
|ξ|
∈ D ε
2
,i if ξ ∈ A1 and R is big enough. Hence, the first relation
in (7) is valid for the functions ϕs± and ζt± when ξ ∈ A1 ∪A2 and R→∞.
Thus,
|u| = O (R1−d) , as ξ ∈ A1 ∪ A2, R→∞. (40)
Since the number of points in A1 ∪A2 does not exceed CRd−1, (39) and
(40) lead to (36).
3. The Equation with a Potential: In this section, we extend the results
of the previous sections to the Schro¨dinger equation (∆− λ+ q)ψ = f,
where f and q are two functions from C0
(
Z
d
)
and q is real valued.
Let the support of q be contained in the cube [−r, r]d , for some positive
integer r. Also, let N = (2r + 1)d be the upper bound on the number of
points of the lattice in the support of q.
Theorem 6. The spectrum of ∆+q, outside the interval [−2d, 2d] , consists
of at most N real eigenvalues less than −2d and at most N real eigenvalues
greater than 2d.
Proof. This statement is a direct consequence (see [6], Theorem 13bis of
Chapter I) of the facts that Sp (∆) = [−2d, 2d] and that the rank of the
operator of multiplication by q does not exceed N . 
Lemma 7. Let q and f be any two functions from C0
(
Zd
)
. The relation
ψ = R
λ
ϕ, when Imλ 6= 0 (resp. ψ± = Rλ±i0ϕ, when λ ∈ S = [−2d, 2d] \S0),
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gives a one-to-one correspondence between the solutions ψ ∈ l2 (Zd) (resp.
ψ± ∈ W±) of the equation
(∆− λ+ q)ψ = f, Imλ 6= 0 (resp. λ ∈ S),
and the solutions ϕ ∈ C0
(
Zd
)
of
(I + T
λ
)ϕ = f, (resp. (I + Tλ±i0)ϕ = f),
where T
λ
= qR
λ
, (resp. Tλ±i0 = qRλ±i0).
Proof. Let ψ ∈ l2 (Zd) be a solution of
(∆− λ + q)ψ = f, Imλ 6= 0. (41)
Then, (∆− λ)ψ = f − qψ, and ψ = R
λ
ϕ with ϕ = f − qψ ∈ C0
(
Zd
)
and
R
λ
given by (10). By substituting this value of ψ into (41), we get
ϕ+ qR
λ
ϕ = f, Imλ 6= 0. (42)
Conversely, let ϕ ∈ C0
(
Zd
)
be a solution of (42). Then, ψ = R
λ
ϕ ∈
l2
(
Zd
)
and satisfies the relation (∆− λ)ψ = ϕ. From this relation and
(42), it follows that (41) holds. Thus, the statement of this lemma for
Imλ 6= 0 is proved.
In the case when λ ∈ S, the statement can be proved in a similar way. 
Theorem 8. Any solution of the homogeneous equation (∆− λ+ q)ψ = 0,
λ ∈ S = [−2d, 2d] \S0, that belongs to one of the classes W±, belongs also
to the other one.
Proof. To be specific, let ψ ∈ W+. We apply the Green formula (25) to ψ
and ψ, the complex conjugate of ψ, in a cube Br = [−r, r]d ⊂ Zd, where r
is a positive integer. Thus,∑
ξ∈Br
(
∆ψ · ψ − ψ ·∆ψ) (ξ) = ∑
ξ∈∂Br
(
ψ′ψ − ψψ′
)
(ξ) .
Since both ψ and ψ are solutions of the homogeneous Schro¨dinger equa-
tion, the left-hand side of the Green formula is equal to zero. By taking the
average with respect to r ∈ (R, 2R], we get
1
R
∑
ξ∈B2R\BR
(
ψ′ψ − ψψ′
)
(ξ) = 0. (43)
We are going to use some arguments from the proof of Theorem 4 where
the expression similar to the left-hand side of (43) was studied. The dif-
ference is that one of the factors in (43) contains the complex conjugation,
which is not present in (26). That is why we need to change slightly the
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definition of the set Ω′0 ⊂ Ω in order to be able to refer to the proof of
Theorem 4. We denote by Ω′0 the following set:
Ω0 ∪ {ω ∈ Ω; kj (ω, λ; s) = kj (ω, λ; t) for some j, s, t with s 6= t} .
We preserve the same definition of the sets B(R, ε) and Bi(R, ε) introduced
in the proof of Theorem 4, but with the new set Ω′0 in these definitions.
We split the sum (43) in two parts: over ξ ∈ B(R, ε) and over ξ ∈
∪
i
Bi(R, ε). On the first set,
1
R
∑
ξ∈B(R,ε)
(
ψ′ψ − ψψ′
)
(ξ)→ 0 as ε+ 1
R
→ 0. (44)
Indeed, from Theorem 4 it follows that ψ = Rλ+i0 (−qψ) , and therefore
(27) is valid for ψ. Now (44) follows similarly to (34).
Note that the expansion (5) is valid for ψ :
ψ (ξ) =
mi∑
s=1
eiµ(ω,λ;s)|ξ|
|ξ|d−12
a (ω, λ; s) +O
(
1
|ξ|d+12
)
as ξ ∈ Vi, |ξ| −→ ∞,
(45)
where mi = mVi . As it was mentioned in the proof of Theorem 4, the same
expansion is valid for ψ′. Thus, as R→∞,
1
R
∑
ξ∈Bi(R,ε)
(
ψ′ψ − ψψ′
)
(ξ) =
1
R
∑
1≤s 6=t≤mi
∑
Bi(R,ε)
(
ψ′sψt − ψsψ
′
t
)
(ξ)
+
1
R
mi∑
s=1
∑
Bi(R,ε)
1
|ξ|d−1 |a (ω, λ; s)|
2 + o (1) , (46)
where ψs are the terms under the summation sign in (45). The first sum
on the right-hand side of (46) (which includes the functions ψs, ψt, s 6= t)
tends to zero as R → ∞. This can be proved by repeating the arguments
which led to (35). From here, (43), (44) and (46), it follows that for any i,
1
R
mi∑
s=1
∑
ξ∈Bi(R,ε)
1
|ξ|d−1 |a (ω, λ; s)|
2 → 0 as ε+ 1
R
→ 0.
This is possible only if all a (ω, λ; s) are zeros. In this case, ψ belongs to
both classes W± 
Theorem 9. For any λ ∈ S, and for any q ∈ C0
(
Zd
)
, the homogeneous
equation (∆− λ+ q)ψ = 0 has only trivial solutions in the classes W±.
Proof. Let λ ∈ S and
Γc (λ) =
{
k ∈ Cd/mod2piZd, ϕ (k) = λ} ,
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i.e., Γc (λ) consists of points k ∈ Cd such that ϕ (k) = λ and with any
two points k(1), k(2) identified if
(
k(1) − k(2)) /2pi ∈ Zd. This is an analytic
(d− 1)-dimensional complex manifold without singularities because
∇φ = −2 (sin k1, ..., sin kd) 6= 0 on Γc (λ) . (47)
It is not difficult to check that Γc (λ) is connected and its intersection
with the real space Rd is Γ (λ) given by (3). Since Γc (λ) is connected and
smooth, it is irreducible (see section 1 of [3] or section 2 of [8]).
Let ψ be a solution of (∆− λ+ q)ψ = 0. Then (∆− λ)ψ = f, where
f = −qψ ∈ C0
(
Z
d
)
. According to Theorem 8, ψ belongs to both classes
W±, and therefore the coefficients a± in expression (5) for ψ are zeros. From
the remark to Theorem 4 it follows that this can only happen if f̂ (k) = 0
on the set Γ (λ) . Note that f̂ (k) is invariant under the transformation
k → k + 2piξ, ξ ∈ Zd. Since Γ (λ) (which is Γc (λ) ∩ Rd) is a (d− 1)-
dimensional real manifold, Γc (λ) is irreducible and f̂ (k) = 0 on Γ (λ), we
have that f̂ (k) = 0 on Γc (λ) ( see [8], Corollary 2.7). From here and (47),
it follows that f̂(k)
φ(k)−λ
is an entire function of k ∈ Cd.
Let zj = e
ikj be the conformal transformation which maps the strip
|Re kj| < pi into the complex zj-plane without the origin. With the new
variables, f̂ takes the form
f̂ (k) =
∑
ξ∈supp(f)
f (ξ) e−ik·ξ =
∑
ξ∈supp(f)
f (ξ) z−ξ, where z
ξ
=
d∏
j=1
z
ξj
j .
Obviously, this function can be written as
f̂ (k) = F (z)
d∏
j=1
z
−αj
j ,
where F (z) is a polynomial of z and the αj are positive integers.
Similarly,
φ(k)− λ =
d∑
i=1
(
zi +
1
zi
)
− λ = Q (z)
d∏
i=1
z−1i ,
where
Q (z) =
(
d∑
i=1
zi
)
d∏
i=1
zi +
d∑
j=1
(
d∏
i 6=j
zi
)
− λ
d∏
i=1
zi.
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Then,
f̂ (k)
φ(k)− λ =
F (z)
Q (z)
d∏
i=1
z1−αii . (48)
The right-hand side of (48) is analytic for all complex z except possibly on
the hyperplanes zj = 0, j = 1, ..., d (where the transform: k → z is not
defined). Thus, the same is true for F (z)
Q(z)
. But Q (z) is not equal to zero if
zj0 = 0 for some j0, and zj 6= 0 for j 6= j0. Hence, F (z)Q(z) is analytic except
possibly on some set of complex dimension d − 2 (the intersection of two
hyperplanes). Therefore, F (z)
Q(z)
is an entire function (see [7], Corollary 7.3.2).
Since F (z) and Q (z) are both polynomials and F (z)
Q(z)
is an entire func-
tion, then F (z)
Q(z)
is a polynomial (see [10], appendix, a corollary to The Hilbert
Nullstellensatz). Hence from (48), it follows that ψ̂ (k) = f̂(k)
φ(k)−λ
is a trigono-
metric polynomial, which implies that ψ (ξ) has bounded support. The only
solution of the homogeneous equation with a bounded support is ψ ≡ 0. 
Let us recall that we denote the resolvent (∆− λ+ q)−1 by R
λ
if q 6= 0
and denote it by R
λ
if q = 0.
Theorem 10. For any f ∈ C0
(
Zd
)
, any q ∈ C0
(
Zd
)
, and any λ ∈ S, the
limits ψ± of ψη = Rηf as η → λ± i0 exist. Moreover, for each λ ∈ S, the
equation
(∆− λ+ q)ψ = f (49)
admits unique solutions in W+ and in W−, and these solutions are ψ± =
Rλ±i0f.
Proof. The homogeneous equation (∆− η + q)ψ = 0 has only trivial so-
lutions in l2
(
Z
d
)
if Im η 6= 0. Therefore, by Lemma 7, I + T
η
has only a
trivial kernel in this case. Thus, if Im η 6= 0, I + T
η
is invertible since T
η
is
a finite-dimensional operator.
Similarly, from Theorem 9 and Lemma 7, it follows that I + Tλ±i0 is
invertible if λ ∈ S. Theorem 1 implies that T
η
= qR
η
→ qRλ±i0 = Tλ±i0 as
η → λ± i0 if λ ∈ S. Thus, for λ ∈ S,(
I + T
η
)−1 → (I + Tλ±i0)−1 as Im η 6= 0, η → λ± i0 . (50)
Moreover, we have that R
η
= R
η
(
I + T
η
)−1
. By applying the limiting
absorption principle to R
η
and using (50), we get, for λ ∈ S, that
R
η
→ Rλ±i0 (I + Tλ±i0)−1 as Im η 6= 0, η → λ± i0, (51)
and this concludes the proof of the first statement of the theorem.
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From (51), it also follows thatRλ±i0f = Rλ±i0ϕ, where ϕ = (I + Tλ±i0)−1 f ∈
C0
(
Zd
)
. Thus, the solutions ψ± = Rλ±i0f of equation (49) belongs to W±
due to Theorem 4. The uniqueness of solutions inW± is proved in Theorem
9. 
5. Appendix:
Proof of Lemma 2. We shall assume that λ > 0 since the case λ < 0 can
be studied similarly. At any point k ∈ Γ(λ), the curvature of the surface is
equal to
K(k) =
d∑
j=1
sin2 kj
d
Π
m=1
m6=j
cos km
(
d∑
j=1
sin2 kj
) d+1
2
, k = (k1, ..., kd) .
For the sake of simplicity of formulas we shall provide the proof of the
Lemma only in the cases d = 2 and d = 3. Let
si =
i∑
j=1
cos kj and pi =
i
Π
j=1
cos kj.
When d = 2, the equation of the surface Γ(λ) is
cos k1 + cos k2 =
λ
2
, where (k1, k2) ∈ [−pi, pi]2 .
The total curvature K(k) of this surface at any point k = (k1, k2) is equal
to
K(k) =
cos k1 sin
2 k2 + sin
2 k1 cos k2(
sin2 k1 + sin
2 k2
) 3
2
=
s2 (1− p2)(
sin2 k1 + sin
2 k2
) 3
2
> 0,
since λ ∈ (0, 4) , s2 = λ/2 > 0, and 0 ≤ |p2| < 1. The convexity of Γ(λ)
follows from the facts that K(k) > 0 and that Γ(λ) is located strictly inside
the square [−pi, pi]2( inside [0, 2pi]2 if λ < 0).
When d = 3, the spectrum of the difference Laplacian is Sp(∆) = [−6, 6],
and the total curvature K(k) of the surface Γ(λ) at any point k is equal to
K(k) =
cos k1 cos k2 sin
2 k3 + cos k1 cos k3 sin
2 k2 + cos k2 cos k3 sin
2 k1(
sin2 k1 + sin
2 k2 + sin
2 k3
)2 .
(52)
If cos kj > 0 for 1 ≤ j ≤ 3, then K(k) > 0 due to (52). Else, only
one of the three cosines is negative because otherwise s3 < 1, and that
contradicts the assumption of the Lemma that λ ∈ (2, 6) if λ > 0. Without
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loss of generality, let cos k3 < 0. It is easy to show that the curvature can
be written in the following form:
K(k) =
p3(
sin2 k1 + sin
2 k2 + sin
2 k3
)2 ( 1cos k3 + s2p2 − s3
)
. (53)
Since s3 > 1,
cos k3 > 1− s2. (54)
Moreover,
p2 ≥ s2 − 1, (55)
due to the fact that cos k1,2 ≤ 1. By combining the inequality s3 > 1 with
(54) and (55), we get that the last factor on the right-hand side of (53) is
negative:
1
cos k3
+
s2
p2
− s3 < 1
1− s2 +
s2
s2 − 1 − 1 = 0.
After taking into account that p3 is negative, (53) implies that K(k) > 0.
The convexity of Γ(λ) follows from the fact that Γ(λ) is located strictly
inside the cube [−pi, pi]3 .
Proof of Lemma 3. Let ω = (ω1, ω2, ..., ωd) be a unit vector and k =
(k1, k2, ..., kd) be a point of Γ(λ) that satisfies the assumptions of the Lemma.
Hence,
d∑
j=1
cos kj = λ/2 and sin kj = −κωj , j = 1, ..., d,
where κ is a positive constant. Thus,
d∑
j=1
(
±
√
1− κ2ω2j
)
= λ
2
. Since κ > 0,
the number m does not exceed the number of solutions of the equations
d∑
j=1
(
±
√
1− xω2j
)
=
λ
2
.
Without loss of generality, we consider only 0 ≤ λ ≤ 2d and 0 ≤ ω1 ≤
ω2 ≤ ... ≤ ωd. Let f(x) denote one of the following functions:
f(x) =
d∑
j=1
(
±
√
1− xω2j
)
− λ
2
. (56)
Since there are 2d different functions f(x), m ≤ m02d, where m0 is the
maximal number of zeros that any individual function f(x) can admit.
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We are going to prove the following assertion: For each i = 0, 1, ..., d,
there exists a function
fi (x) =
d−i∑
j=1
aj (1− xbj)
1
2
−i + c, x <
1
bd−i
, (57)
such that 0 < b1 < ... < bd−i and m0 ≤ mi + i, where mi is the number of
zeros of the function fi (x) . Let us prove this assertion by induction.
For i = 0, one only needs to show that the function f(x), defined in (56),
can be written in the form (57) with i = 0. If 0 < ω1 < ... < ωd, then
f(x) already has the form (57) with aj = ±1, bj = ω2j , and c = −λ2 . Else if
ω1 = ω2 = ... = ωk = 0, then we drop the first k terms in (56) and choose
c =
k∑
j=1
(±1)− λ
2
. Also, we combine the terms in (56) with equal ωj’s. Last,
in order to write (56) in the form (57), it is left to add several terms to (56),
with small positive bj and zero coefficient aj , to keep the number of terms
in the sum (56) equal to d.
Now, suppose that the assertion holds for i = n. Let us prove it for
i = n+ 1. Obviously,
f ′n (x) =
d−n∑
j=1
aj
(
n− 1
2
)
bj (1− xbj)−(n+
1
2
) , x <
1
bd−n
, (58)
and mn ≤ m′n + 1, where m′n is the number of zeros of the function f ′n (x) .
On the other hand, m0 ≤ mn + n because the assertion holds for i = n.
Thus,
m0 ≤ m′n + n+ 1. (59)
From (58), it follows that
1(
n− 1
2
)
(1− xbd−n)−(n+
1
2
)
f ′n (x) =
d−(n+1)∑
j=1
ajbj
(
1− xbj
1− xbd−n
)−(n+ 1
2
)
+ad−nbd−n,
where x < 1
bd−n
. With the one-to-one change of variable x = 1
z
+ 1
bd−n
, we
get
(−z)−(n+ 12 )(
n− 1
2
) f ′n (x(z)) = d−(n+1)∑
j=1
ajb
1
2
−n
j
(
1− z( 1
bj
− 1
bd−n
)−(n+ 1
2
)
+ ad−nb
1
2
−n
d−n ,
(60)
where z < 0. Let fn+1 (z) be the function in the left-hand side of this
equation. The number of negative zeros of this function is equal to m′n.
Certainly, the function fn+1 (z) will have the form (57) if one changes the
index of summation in (60): j → d−n−j.Moreover, this function is defined
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for z < 1
b1
− 1
bd−n
, and the number mn+1 of its zeros on this bigger interval
is not less than the number m′n of its negative zeros. This, together with
(59), proves the assertion for i = n + 1. Hence by induction, the assertion
is true for any i = 0, ..., d.
If aj 6= 0 for any j = 1, ..., d, in particular when the ωj’s are distinct
and positive, the function fd (x) is constant and fd (x) = a1b
−d+ 3
2
1 6= 0. In
this case, md = 0 and m0 ≤ md + d = d. Based on the construction of the
functions fi (x) , one can check that if some of the aj ’s are zero, one of the
functions fi (x) is a non zero constant. For this i, m0 ≤ mi + i = i ≤ d. So,
m0 ≤ d, and m ≤ m02d ≤ 2dd.
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