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Einleitung 1
Einleitung
Die Theorie der Optimalen Steuerung entwickelte sich aus der Klassischen Variationsrech-
nung. Notwendig wurde die Weiterentwicklung der Methoden der Klassischen Variations-
rechnung durch Problemstellungen aus verschiedensten Fachbereichen, z. B. der Physik,
der Biologie, der Chemie, den Ingenieurwissenschaften und vorallem der Luft- und Raum-
fahrt. Diese Aufgabenstellungen haben gemein, dass sie steuerbar, d. h. durch den Men-
schen beeinflussbar, sind. Es ergibt sich damit die Frage nach derjenigen Steuerung, die
im gewu¨nschten Sinn die beste, wir sagen die optimale, ist. Diese optimale Steuerung zeigt
dem Anwender Handlungsweisen auf, wie auf den Zustand des steuerbaren Objektes ein-
gewirkt werden muss, damit sich dieser entsprechend der Zielvorstellungen auf die beste
Art und Weise verha¨lt.
Historisch gilt als Geburtsstunde der Klassischen Variationsrechnung das Jahr 1696, als
Johann Bernoulli (1667–1748) seine Zeigenossen mit der Aufgabe der Brachistochrone her-
ausforderte. Aber es gibt weitaus a¨ltere Variationsprobleme.
Vergil (70–19 v. Chr.) berichtet in seinem antiken Epos der Aeneis die Sage von der
Gru¨ndung Karthagos etwa 900 v. Chr. durch die pho¨nizische Prinzessin Dido. Aus Furcht
vor ihrem Bruder Pygmalion, der ihren Gemahl erschlagen hatte, floh Dido und gelangte
an die Ku¨ste Nordafrikas. Man wollte ihr dort jedoch nur soviel Land u¨berlassen, wie sie
mit einer Ochsenhaut begrenzen ko¨nne. Dido schnitt die Haut in feine Streifen, na¨hte diese
zusammen und konnte damit ein nicht unerhebliches Landstu¨ck an der Ku¨ste eingrenzen,
auf dem sie die Burg Byrsa errichten ließ.
Das Problem der Dido wirft die Frage nach der Gestalt derjenigen geschlossenen, ebenen
Kurve gegebener La¨nge auf, die den Bereich mit gro¨ßtem Fla¨cheninhalt berandet.
Der (orientierte) Inhalt I des Bereiches B, der von einer geschlossenen, ebenen und stetig
differenzierbaren Kurve mit der Parameterdarstellung
t→ x(t) = (x1(t), x2(t)), t ∈ [a, b],
umrandet wird, kann durch
I =
1
2
∫ b
a
[x1(t)x˙2(t)− x2(t)x˙1(t)] dt
bestimmt werden (das Vorzeichen der Zahl I ha¨ngt vom Durchlaufsinn der Kurve ab).
Dabei muss die Kurve die isoperimetrische Beschra¨nkung der vorgegebenen La¨nge l,∫ b
a
√
x˙21(t) + x˙
2
2(t) dt = l,
erfu¨llen. Zudem betrachten wir ausschließlich geschlossene Kurven, was wir durch die Be-
dingung x(a) = x(b) erreichen. Das Problem der Dido auf der Menge der geschlossenen,
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glatten Kurven gegebener La¨nge fu¨hrt zu der Aufgabe
J
(
x(·)) = 1
2
∫ b
a
[x1(t)x˙2(t)− x2(t)x˙1(t)] dt→ sup,∫ b
a
√
x˙21(t) + x˙
2
2(t) dt = l, x(a) = x(b).
 (1)
Die Lo¨sung des Problems der Dido wird durch die isoperimetrische Eigenschaft des Kreises
geliefert: Unter allen mo¨glichen geschlossenen Kurven gegebener La¨nge ist diejenige, deren
Innengebiet den gro¨ßtmo¨glichen Fla¨cheninhalt besitzt, die Kreislinie.
Variationsaufgaben unterscheiden sich grundlegend zu der Extremwertsuche einer Funk-
tion, bei der man diejenige Stelle sucht, an der die Funktion einen kleinsten oder gro¨ßten
Wert annimmt. Im Gegensatz dazu ist man im Variationsproblem (1) bestrebt diejenige
Funktion zu finden, die dem Zielfunktional J den optimalen Wert zuordnet. Die Maximie-
rung des Funktionals J dru¨cken wir durch die Suche nach einem Supremum aus, da wir
u¨ber die Existenz eines Maximum a priori keine Kenntnis besitzen.
Der Raketenpionier Robert H. Goddard (1882–1945) formulierte in der ersten Ha¨lfte des
20. Jahrhunderts die Aufgabe, dass eine Ho¨henrakete mit einer vorgegebenen Treibstoff-
menge eine mo¨glichst große Flugho¨he erreichen soll. Das besondere Merkmal daran ist, dass
die Schubleistung gewissen Schranken unterliegt und Grenzlagen annehmen darf. Diese be-
sondere Charakteristik ist in der Klassischen Variationsrechnung nicht vorgesehen. Damit
wird die Frage nach einer passenden Verallgemeinerung der Klassischen Variationsrech-
nung aufgeworfen, die zur Antwort die Entwicklung der Steuerungstheorie erhielt.
In einer “einfachen” Formulierung einer Rakete maximaler Flugho¨he seien
h(t) – die Ho¨he der Rakete zur Zeit t,
v(t) – die Geschwindigkeit der Rakete zur Zeit t,
m(t) – die Masse der Rakete zur Zeit t,
u(t) – Kraftstoffverbrauch zur Zeit t,
D(h, v) – der Luftwiderstand,
g(h) – die Gravitation,
c – der spezifische Impuls pro Einheit Treibstoff.
Nach dem Luftwiderstands- und dem Gravitationsgesetz gelten
D(h, v) = αv2e−βh, g(h) = g0
r20
r20 + h
2
,
wobei α, β spezifische Konstanten des Modells, r0 den Erdradius und g0 die Gravitati-
onskonstante auf der Erdoberfla¨che bezeichnen. Die Dynamik des Systems wird durch die
Differentialgleichungen
h˙(t) = v(t), v˙(t) =
cu(t)−D(h(t), v(t))
m(t)
− g(h(t)), m˙(t) = −u(t)
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gegeben. Die Randbedingungen lauten
h(0) = 0, v(0) = 0, m(0) = m0 (Startmasse), m(T ) = mT (Leermasse)
und es treten Steuerungsbeschra¨nkungen der Form
u(t) ∈ [0, umax]
auf. Schließlich ist das Optimierungskriterium
h(T ) =
∫ T
0
v(t) dt→ sup .
Als naheliegende Lo¨sung ko¨nnte man die Steuerung
u(t) =
{
umax, t ∈ [0, τ),
0, t ∈ [τ, T ],
erwarten, die im Goddard-Problem ohne Luftwiderstand optimal wa¨re. Jedoch wird die
dadurch erreichte Flugho¨he um fast 40% u¨bertroffen, wenn man eine Steuerung anwendet,
Abbildung 1: Optimale Steuerung mit Luftwiderstand.
deren charakteristischer Verlauf in Abbildung 1 dargestellt ist.
Weitere Einsatzmo¨glichkeiten der mathematischen Methoden fu¨r die Optimierung einer
Ho¨henrakete ergeben sich, wenn gegensa¨tzliche Ziele gleichzeitig beachtet werden mu¨ssen.
Gewicht und Sicherheit sind Beispiele dafu¨r. Einerseits sollte das Gesamtgewicht so gering
wie mo¨glich sein, um weniger Treibstoff zu verbrauchen. Andererseits ist die Explosions-
gefahr bei dickeren Wa¨nden der Brennstoffkammern geringer, dabei aber das Gewicht der
Rakete ho¨her. Die optimale Abstimmung dieser gegenla¨ufigen Bestrebungen ist gesucht.
Wir geben eine allgemeine Standardgestalt der Variations- und Steuerungsprobleme an,
die wir betrachten werden. Ohne Einschra¨nkung sei die Standardform stets als Minimie-
rungsaufgabe gestellt. Es bezeichne ferner x(·) : R → Rn den Zustand des steuerbaren
Objektes und u(·) : R→ Rm die Steuerung, mit der auf den Zustand Einfluss genommen
werden kann. Die Einschra¨nkung, dass die Steuerungsparameter u(t) nur Werte aus einer
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vorgegebenen Menge U (dem Steuerungsbereich) annehmen du¨rfen, nennen wir Steue-
rungsbeschra¨nkungen. Das Optimierungskriterium wird durch das Zielfunktional
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt
mit dem Integranden f : R× Rn × Rm → R beschrieben. Dabei bezeichnet die Variable t
oft die Zeit. Die Dynamik, d. h. das dynamische Verhalten des Zustandes x(·) u¨ber dem
Zeitraum [t0, t1], ist durch das Differentialgleichungssystem
x˙(t) = ϕ
(
t, x(t), u(t)
)
mit der rechten Seite ϕ : R× Rn × Rm → Rn beschrieben. Schließlich liegen durch
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0
Randbedingungen an die Start- und Zielwerte fu¨r den Zustand x(·) im Anfangs- und End-
punkt des Betrachtungszeitraumes [t0, t1] vor. Zusa¨tzliche Beschra¨nkungen des Zustandes
x(·) der Form
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l,
nennen wir Zustandsbeschra¨nkungen.
Zusammenfassend ergibt sich folgende Aufgabenklasse, in die sich das Goddard-Problem
und das Problem der Dido einordnen lassen:
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ
(
t, x(t), u(t)
)
,
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0,
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l,
u(t) ∈ U, U 6= ∅.

(2)
Dabei sind die Zeitpunkte t0 < t1 fest vorgegeben. Wird das Problem mit freiem Anfangs-
und Endzeitpunkt t0, t1 betrachtet, so lauten die Randbedingungen
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0.
Im Jahr 1928 stellte Frank P. Ramsey (1903–1930) die Frage nach der optimalen Sparquo-
te, die einer O¨konomie langfristiges und wohlfahrtsoptimiertes Wachstum garantiert. Das
besondere an der Modellierung des Variationsproblems war die Einfu¨hrung des unendli-
chen Zeithorizonts. Die Philosophie dahinter ist die Vorstellung, dass kein natu¨rliches Ende
fu¨r den Betrachtungszeitraum existiert. Mo¨chte man sa¨mtlichen nachfolgenden Generatio-
nen Beachtung schenken, dann ist die Idealisierung in Form des zeitlich unbeschra¨nkten
Rahmens die einzig mo¨gliche Konsequenz.
Einleitung 5
Die Aufgabe mit unendlichem Zeithorizont stellt sich fu¨r uns wie folgt dar:
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ
(
t, x(t), u(t)
)
,
h0
(
x(0)
)
= 0, lim
t→∞h1
(
t, x(t)
)
= 0x(0) = x0,
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l,
u(t) ∈ U, U 6= ∅.

(3)
Dabei ist ω(·) eine Dichtefunktion, die ha¨ufig durch die Diskontierung ω(t) = e−%t gege-
ben ist. Das Problem (3) untersuchen wir u¨ber unendlichem Zeithorizont sowohl ohne als
auch mit Zustandsbeschra¨nkungen. Die Anfangsbedingung ist stets durch x(0) = x0 fest
vorgegeben.
Die Literatur zur Theorie der Optimalen Steuerung und zur Herleitung notwendiger Opti-
malita¨tsbedingungen ist sehr umfangreich. Unser Verzeichnis spiegelt nur diejenigen wider,
die die vorliegende Monographie am sta¨rksten beeinflusst haben. Ein vollsta¨ndige Angabe
der Quellen und die Wu¨rdigung der einzelnen Beitra¨ge, die maßgeblich zur Entwicklung
der Optimalen Steuerung beigetragen haben, ist im Rahmen der vorliegenden Arbeit nicht
mo¨glich und ist auch nicht angestrebt.
Hervorheben mo¨chten wir zuna¨chst den fundamentalen Beitrag von Pontrjagin et al. [59].
Wesentlichen Einfluss auf die Entwicklung der Optimalen Steuerung haben außerdem u. a.
Bellman [12], Isaacs [42], Gamkrelidze [29], McShane [50] und Young [73] genommen.
Weiterhin beziehen sich unsere Darstellungen zur Theorie der Extremalaufgaben auf die
Arbeiten von Dubovickii & Milyutin [23], Girsanov [31], Halkin [33], Hestenes [37], Ioffe
& Tichomirov [43], Kurcyusz [45] und Neustadt [54].
Aus dem umfassenden Vorrat an Lehrbu¨chern und U¨bersichtsartikeln za¨hlen wir Bolt-
janski [14], Carlson et al. [16], Hartl et al. [36], Sethi & Thompson [65] und Vinter [70]
auf. Eine Vielzahl von Anwendungsbeispielen haben wir den Lehrbu¨chern Feichtinger &
Hartl [25], Grass et al. [32] und Seierstad & Sydsæter [64] entnommen. Abschließend wei-
sen wir auf die Arbeiten Pesch & Plail [55] und Plail [58] zur historischen Entwicklung der
Optimalen Steuerung zu einem eigensta¨ndigen mathematischen Fachgebiet hin.
Das Anliegen dieser Arbeit besteht in der Pra¨sentation notwendiger Optimalita¨tsbedin-
gungen fu¨r schwache und starke lokale Minimalstellen in der Standardaufgabe (2) sowohl
ohne als auch mit Zustandsbeschra¨nkungen. Die Darstellungen orientieren sich wesentlich
an die Monographie von Ioffe & Tichomirov [43]. Dabei geben wir keine allumfassende
Abhandlung zur Herleitung von notwendigen Optimalita¨tsbedingungen. Z. B. gehen wir
auf die Methode der variablen Zeittransformation zur Herleitung des Pontrjaginschen Ma-
ximumprinzips nach Dubovickii & Milyutin nicht ein. Andererseits stellen wir fu¨r das
Steuerungsproblem (3) u¨ber dem unendlichen Zeithorizont eigene Ergebnisse zu schwa-
chen und starken lokalen Minimalstellen vor.
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Im ersten Kapitel betrachten wir die klassischen Richtungsvariationen zur Herleitung
der Euler-Lagrangeschen Gleichung. Fu¨r die Standardaufgabe (2) als Lagrange-Aufgabe
der Klassischen Variationsrechnung bilden diese Variationen die Grundlage zur Auswer-
tung notwendiger Optimalita¨tsbedingungen. Der wesentliche Punkt in der Auswertung
der Lagrange-Aufgabe ist dabei das Versta¨ndnis des Problems als eine Extremalaufgabe
in Funktionenra¨umen und der Nachweis der Gu¨ltigkeit des Lagrangeschen Prinzips.
Im zweiten Kapitel erweitern wir die Lagrange-Aufgabe um Steuerungsbeschra¨nkungen
und verlassen damit die Klassische Variationsrechnung. In diesem allgemeineren Rahmen
untersuchen wir die Standardaufgabe (2) und erhalten auf der Grundlage von Richtungs-
variationen notwendige Bedingungen in Form eines Schwachen Optimalita¨sprinzips. Wei-
terhin widmen wir uns hinreichenden Bedingungen nach Mangasarian, der Aufgabe mit
freiem Anfangs- und Endzeitpunkt, sowie der Aufgabe mit Zustandsbeschra¨nkungen.
Im dritten Kapitel liegt der Fokus auf der Methode der Nadelvariationen. Wir beginnen
mit einem illustrativen Vergleich von schwacher und starker lokaler Optimalita¨t. Dabei
besteht der wesentliche Unterschied von starker zu schwacher Optimalita¨t darin, dass sich
ein Kandidat innerhalb einer gro¨ßeren Konkurrentenmenge behaupten muss und deswegen
notwendige Bedingungen fu¨r ein starkes lokales Minimum eine ho¨here Qualita¨t aufweisen.
Anschließend geben wir mit Hilfe einfacher Nadelvariationen einen elementaren Zugang
zur Aufgabenklasse mit freiem rechten Endpunkt. Das wichtigste Ergebnis stellt in die-
sem Kapitel das Pontrjaginsche Maximumprinzip fu¨r ein starkes lokales Minimum in der
Standardaufgabe (2) dar. Der anspruchsvolle Beweis basiert auf dem Extremalprinzip F.5
im Kapitel F und der Methode der mehrfachen Nadelvariationen nach Ioffe & Tichomirov
im Anhang E. Weiterhin gehen wir auf hinreichende Bedingungen nach Arrow und der
Aufgabe mit freiem Anfangs- und Endzeitpunkt unter Zustandsbeschra¨nkungen ein.
Das vierte Kapitel ist den optimalen Multiprozessen gewidmet. Im strengen Sinn der star-
ken lokalen Optimalita¨t fu¨hren wir eine sogenannte “Wechselstrategie” als Steuerungsva-
riable ein. Dabei kommt der Nadelvariationsmethode eine besondere Bedeutung zu, denn
die spezielle Steuervariable “Wechselstrategie” erlaubt keine praktikablen Richtungsvaria-
tionen. Aber im Gegensatz zu anderen Autoren ko¨nnen wir mit unserem Zugang Multi-
prozesse vergleichen, die nicht aus gleichartigen Wechselstrategien hervorgehen.
Im fu¨nften Kapitel widmen wir uns den schwachen lokalen Minimalstellen der Aufgabe (3)
mit unendlichem Zeithorizont. Dabei liegt das Hauptaugenmerk auf der Behandlung eines
unbeschra¨nkten Zeitintervalls in Form des unendlichen Zeithorizontes. Auf der Grund-
lage gewichteter Funktionenra¨ume fu¨r die Wahl der zula¨ssigen Trajektorien erhalten ein
Schwaches Optimalita¨tsprinzip, das einen vollsta¨ndigen Satz an notwendigen Optimalita¨ts-
bedingungen angibt. Anschließend gehen wir auf die Gu¨ltigkeit verschiedener Transversa-
lita¨tsbedingungen, Bedingungen zum normalen Fall und auf hinreichende Bedingungen
nach Mangasarian ein. Allerdings beinhaltet der Rahmen gewichteter Funktionenra¨ume
Hindernisse, z. B. bei der Aufgabe mit Randbedingungen im Unendlichen oder bei der
Aufgabe mit Zustandsbeschra¨nkungen, die wir zum Abschluss ausfu¨hrlich dokumentieren.
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Die Theorie zu starken lokalen Minimalstellen der Aufgabe (3) mit Randbedingungen im
Unendlichen und mit Zustandsbeschra¨nkungen stellen wir im sechsten Kapitel vor. Eine
tragende Rolle spielt dabei wieder die mehrfache Nadelvariation. Dabei mu¨ssen wir im Ge-
gensatz zu den Ausfu¨hrungen des dritten Kapitels den unbeschra¨nkten Zeithorizont und
außerdem eine lokal unbeschra¨nkte Dichtefunktionen ω(·) ins Kalku¨l ziehen. Wir pra¨sentie-
ren dazu einen funktionalanalytischen Rahmen, der uns in die Lage versetzt das Pontrjag-
insche Maximumprinzip herzuleiten. Im Gegensatz zum Schwachen Optimalita¨tsprinzips
des vorhergehenden Kapitels steht das Pontrjaginsche Maximumprinzip in direkter Ver-
wandtschaft zu den Ergebnissen fu¨r Steuerungsprobleme mit endlichem Zeithorizont im
dritten Kapitel. Es ergeben sich die Transversalita¨tsbedingungen in klassischer, natu¨rli-
cher und in der Form von Michel. Außerdem lassen sich hinreichende Bedingungen nach
Arrow direkt einbinden.
Die Verwandtschaft der Maximumprinzipien fu¨hrt zu der zentralen Frage wie sich die
Steuerungsprobleme mit endlichem und unendlichem Zeithorizont einander zuordnen. Wir
werden auf der Basis der Ergebnisse dieses Kapitels aufzeigen, dass die Aufgabenklasse (3)
eine Verallgemeinerung der Steuerungsprobleme u¨ber endlichem Horizont darstellt. Einer-
seits zeigt sich in der Aufgabe (3) bei der Ru¨ckfu¨hrung u¨ber einem endlichen Intervall das
Wesen des unendlichen Zeithorizontes als Singularita¨t in den einzelnen Aufgabenteilen.
Andererseits lassen sich sa¨mtliche Ergebnisse des dritten Kapitels unmittelbar aus den
Resultaten u¨ber unendlichem Zeithorizont ableiten.
Der Anhang entha¨lt wichtige Grundlagen, deren Kenntnis wir weitestgehend voraussetzen.
Zudem finden sich hier die Untersuchung der Eigenschaften der nichtlinearen Optimie-
rungsaufgaben, auf die wir die Standardaufgaben zuru¨ckfu¨hren, sowie die Behandlung der
mehrfachen Nadelvariationen nach Ioffe & Tichomirov. Im letzten Teil des Anhanges be-
handeln wir grundlegende Extremalprinzipien. Diese stellen sicher, dass das Lagrangesche
Prinzip fu¨r nichtlineare Optimierungsprobleme in Banachra¨umen Gu¨ltigkeit besitzt.
Die moderne Entwicklung notwendiger Optimalita¨tsbedingungen in der Theorie der Op-
timalen Steuerung ist ohne die fundamentalen Extremalprinzipien kaum vorstellbar. Ent-
sprechend basieren in dieser Monographie sa¨mtliche Beweise zu Schwachen Optimalita¨ts-
prinzipien und zu Pontrjaginschen Maximumprinzipien auf Ergebnissen der nichtlinearen
Optimierung in Banachra¨umen.
In allen Kapiteln zu Optimalita¨tsbedingungen sind eine Vielzahl an anschaulichen Beispie-
len angefu¨hrt, die die Darstellung der Resultate um Anwendungen der Steuerungstheorie in
den verschiedenen Bereichen erga¨nzt und die dem Leser vermitteln, wie man eigensta¨ndig
Steuerungsprobleme formuliert und lo¨st.
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1 Richtungsvariationen in der Klassischen Variationsrech-
nung
Die Entdeckungen der Variationsprinzipien der Optik und der Mechanik im 17. und 18.
Jahrhundert stehen fu¨r den Beginn eines neuen Kapitels im Versta¨ndnis grundlegen-
der Vorga¨nge in Natur und Technik. Angeregt durch das Problem der Brachistochrone,
na¨mlich der Frage nach der Kurve ku¨rzester Fallzeit, entstand die Variationsrechnung.
Im Problem der Brachistochrone ist diejenige Kurve gesucht, auf der ein Massenpunkt
allein unter der Wirkung der Schwerkraft unter Vernachla¨ssigung der Reibung am schnell-
sten von einem Punkt A zu einem tieferliegenden Punkt B gelangt.
Abbildung 2: Kurve ku¨rzester Fallzeit von A nach B.
Die Lo¨sung ist eine nach oben geo¨ffnete Zykloide mit der Parameterdarstellung
x(t) = r(t− sin t), y(t) = r(1− cos t), 0 ≤ t ≤ pi.
Den bedeutendsten Einfluss auf die Entwicklung der Klassischen Variationsrechnung nah-
men im 18. Jahrhundert Leonhard Euler (1707–1783) und Joseph-Louis Lagrange (1736–
1813), die die grundlegende notwendige Bedingung in Form einer Differentialgleichung,
der Euler-Lagrange-Gleichung, entdeckten.
Wir werden zu Beginn dieses Abschnitts die Euler-Lagrangesche Gleichung ausfu¨hrlich dis-
kutieren. Als na¨chstes gehen wir zur Untersuchung der Lagrange-Aufgabe der Klassischen
Variationsrechnung u¨ber. Die Lagrange-Aufgabe ist das Standardproblem
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ
(
t, x(t), u(t)
)
,
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0,
u(t) ∈ U, U = Rm.

fu¨r Paare
(
x(·), u(·)) ∈ C1([t0, t1],Rn)×C([t0, t1],Rm), die die Nebenbedingungen erfu¨llen.
Als Optimalita¨tsbegriff verwenden wir das schwache lokale Minimum. Darunter verstehen
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wir ein zula¨ssiges Paar
(
x∗(·), u∗(·)
)
der Lagrange-Aufgabe, zu dem eine Zahl ε > 0 derart
existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle zula¨ssigen Paare
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖C1 ≤ ε, ‖u(·)− u∗(·)‖∞ ≤ ε gilt.
Der Umgebungsbegriff in der Definition eines schwachen lokalen Minimum erfordert ge-
eignete Annahmen an das Standardproblem. Wir fordern in unseren Betrachtungen u¨ber
schwache lokale Minimalstellen, dass die Abbildungen f(t, x, u), ϕ(t, x, u), h0(x), h1(x)
stetig differenzierbar bezu¨glich ihrer Variablen sind; und das auf einer gleichma¨ßigen Um-
gebung des ausgezeichneten Paares
(
x∗(·), u∗(·)
)
.
Die Zykloide als Lo¨sung der Brachistochrone mit der oben angegebenen Parameterdar-
stellung besitzt im Anfangspunkt eine unbeschra¨nkte Ableitung. Wir stehen damit vor
der Frage, ob die angegebene Zykloide im Problem der Brachistochrone variierbar ist. Im
Rahmen der vorliegenden Arbeit ko¨nnen wir diese Frage nicht kla¨ren. Obwohl dieser Um-
stand stets in der Literatur auftaucht und eingehend bekannt ist, wurde unserer Kenntnis
nach noch keine einwandfreie Analyse der Brachistochrone vorgestellt.
1.1 Die Euler-Lagrangesche Gleichung
1.1.1 Die Herleitung der Euler-Lagrange-Gleichung
Die Grundaufgabe der Klassischen Variationsrechnung besteht in der Minimierung des
Zielfunktionals
J
(
x(·)) = ∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf (1.1)
unter den Nebenbedingungen
x(t0) = x0, x(t1) = x1. (1.2)
Dabei sind in (1.1) und (1.2) die Punkte t0 < t1 und x0, x1 fest vorgegeben. Ferner setzen
wir voraus, dass in (1.1) die Funktion f : R×R×R→ R in einem gewissen Gebiet U ⊆ R3
einmal stetig differenzierbar ist.
Wir nennen die Funktion x(·) : [t0, t1]→ R zula¨ssig in der Aufgabe (1.1)–(1.2), wenn x(·)
stetig differenzierbar ist und die Randbedingungen (1.2) erfu¨llt. Die zula¨ssige Funktion
x∗(·) ∈ C1([t0, t1],R) ist eine schwache lokale Minimalstelle in der Aufgabe (1.1)–(1.2),
falls ein ε > 0 derart existiert, dass die Ungleichung
J
(
x(·)) ≥ J(x∗(·))
fu¨r alle zula¨ssigen Funktionen x(·) mit ‖x(·)− x∗(·)‖C1 < ε gilt.
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Zur Bestimmung einer notwendigen Optimalita¨tsbedingung fu¨r eine schwache lokale Mini-
malstelle x∗(·) in der Aufgabe (1.1)–(1.2) betrachten wir die Funktion einer Vera¨nderlichen
ϕ(λ) = J
(
x∗(·) + λx(·)
)
=
∫ t1
t0
f
(
t, x∗(t) + λx(t), x˙∗(t) + λx˙(t)
)
dt, (1.3)
die durch die Variation xλ(·) = x∗(·) +λx(·) von x∗(·) bezu¨glich der Richtung x(·) erzeugt
wird. Dies wirft die naheliegende Frage auf, ob xλ(·) die Randbedingungen (1.2) erfu¨llt.
Fordern wir fu¨r die Richtung x(·) die Bedingung
x(·) ∈M0 = {y(·) ∈ C1([t0, t1],R) | y(t0) = y(t1) = 0},
so ist die Variation xλ(·) stets ein zula¨ssiges Element in der Aufgabe (1.1)–(1.2).
Unter unseren Voraussetzungen u¨ber die Funktionen f , x∗(·), x(·) ist in (1.3) die Differen-
tiation unter dem Integralzeichen zula¨ssig, und es gilt fu¨r die erste Variation
ϕ′(0) = δJ
(
x∗(·)
)
x(·) =
∫ t1
t0
(
q(t)x(t) + p(t)x˙(t)
)
dt
mit den Funktionen
q(t) = fx
(
t, x∗(t), x˙∗(t)
)
, p(t) = fx˙
(
t, x∗(t), x˙∗(t)
)
.
Da zu x(·) ∈M0 fu¨r hinreichend kleine λ > 0 die Variation xλ(·) die Bedingung
‖xλ(·)− x∗(·)‖C1 = ‖λx(·)‖C1 < ε
erfu¨llt, erhalten wir folgende notwendige Bedingung fu¨r eine schwache lokale Minimalstelle:
ϕ′(0) = δJ
(
x∗(·)
)
x(·) = 0 fu¨r alle x(·) ∈M0. (1.4)
Satz 1.1. Es sei die Funktion f stetig differenzierbar. Dann genu¨gt ein schwaches lokales
Minimum x∗(·) der Aufgabe (1.1)–(1.2) auf [t0, t1] der Euler-Lagrange-Gleichung(
− d
dt
fx˙ + fx
)∣∣∣∣
x∗(t)
= − d
dt
fx˙
(
t, x∗(t), x˙∗(t)
)
+ fx
(
t, x∗(t), x˙∗(t)
)
= 0. (1.5)
Definition 1.2. Jede Lo¨sung x∗(·) ∈ C1([t0, t1],R) von (1.5) nennen wir eine Extremale.
Beweis Wir zeigen Satz 1.1 auf zweierlei Weisen: Im ersten Vorgehen fu¨hren wir in (1.4)
bezu¨glich dem Term p(t)x˙(t) eine partielle Integration durch und wenden das Fundamen-
tallemma von Lagrange an. Dies erfordert die zusa¨tzliche Annahme, dass die Funktion f
zweimal stetig differenzierbar ist. Im Gegensatz dazu erfordert die partielle Integration
bezu¨glich dem Term q(t)x(t) in (1.4) keine zusa¨tzlichen Voraussetzungen. Das Fundamen-
tallemma von du Bois-Reymond liefert dann in vollsta¨ndiger U¨bereinstimmung mit Satz
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1.1 die Euler-Lagrangesche Gleichung.
Wegen der zweimaligen stetigen Differenzierbarkeit von f und wegen x(·) ∈ M0 erhalten
wir nach partieller Integration des Terms p(t)x˙(t) fu¨r (1.4) die Darstellung∫ t1
t0
(
q(t)− p˙(t))x(t) dt = 0 fu¨r alle x(·) ∈M0.
Daraus schließen wir mit dem Fundamentallemma von Lagrange, dass die stetige Funk-
tion ϕ(t) = q(t) − p˙(t) auf [t0, t1] identisch verschwinden muss. Das bedeutet ausfu¨hrlich
geschrieben, dass die Gleichung (1.5) gilt.
Fu¨hren wir demgegenu¨ber in (1.4) die partielle Integration bezu¨glich dem Term q(t)x(t)
durch, erhalten wir fu¨r alle x(·) ∈M0 die Darstellung∫ t1
t0
(−Q(t) + p(t))x˙(t) dt = 0, Q(t) = ∫ t
t0
q(s) ds.
Es folgt dann aus dem Fundamentallemma von du Bois-Reymond, dass die stetige Funktion
ψ(t) = −Q(t) + p(t) auf [t0, t1] konstant sein muss. Dies bedeutet ferner, dass ψ(·) stetig
differenzierbar ist und die Ableitung auf [t0, t1] verschwindet. Da nun Q(·) eine stetige
Ableitung besitzt, muss das auch fu¨r p(·) gelten. Damit ist (1.5) gezeigt. 
Lemma 1.3 (Fundamentallemma von Lagrange). Es sei ϕ(·) auf [t0, t1] stetig mit∫ t1
t0
ϕ(t)x(t) dt = 0 fu¨r alle x(·) ∈M0.
Dann gilt ϕ(t) ≡ 0 auf [t0, t1].
Beweis Angenommen, es ist ϕ(τ) 6= 0 fu¨r ein τ ∈ (t0, t1). Es sei ϕ(τ) > 0. Dann gibt es
ein ε > 0 mit ϕ(t) > 0 auf ∆ = [τ − ε, τ + ε] ⊆ [t0, t1]. Wir wa¨hlen
z(t) =
{
(t− τ + ε)2(t− τ − ε)2, t ∈ ∆,
0, t 6∈ ∆.
Dann geho¨rt z(·) offenbar zur Menge M0 und es gilt∫ t1
t0
ϕ(t)z(t) dt =
∫
∆
ϕ(t)z(t) dt > 0,
im Widerspruch zur Annahme des Fundamentallemma von Lagrange. 
Lemma 1.4 (Fundamentallemma von du Bois-Reymond). Es sei ψ(·) eine stetige Funk-
tion mit ∫ t1
t0
ψ(t)x˙(t) dt = 0 fu¨r alle x(·) ∈M0.
Dann ist ψ(·) auf [t0, t1] konstant.
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Beweis Wir betrachten die Funktion
z(t) =
∫ t
t0
(
ψ(s)− c0
)
ds, c0 :=
1
t1 − t0
∫ t1
t0
ψ(t) dt.
Dann gelten z(t0) = z(t1) = 0, also z(·) ∈M0, z˙(t) = ψ(t)− c0 und wir erhalten
0 =
∫ t1
t0
ψ(t)z˙(t) dt =
∫ t1
t0
ψ(t)z˙(t) dt− c0
∫ t1
t0
z˙(t) dt =
∫ t1
t0
(
ψ(t)− c0
)2
dt.
Daher muss ψ(·) auf [t0, t1] konstant sein. 
Bemerkung 1.5. Statt x(·) ∈M0 wird das Lemma von du Bois-Reymond oft fu¨r stetige
Funktionen y(·) mit Integralmittelwert Null, d. h.∫ t1
t0
y(t) dt = 0,
formuliert. Offensichtlich besitzt x˙(·) fu¨r jedes x(·) ∈M0 den Integralmittelwert Null. 
Beispiel 1.6. Wir betrachten eine Aufgabe mit quadratischem Zielfunktional:
J
(
x(·)) = ∫ 1
0
[(
x(t)− 1)2 + x˙2(t)] dt→ inf, x(0) = 0, x(1) = 2.
Mit f(t, x, x˙) = (x − 1)2 + x˙2 erhalten wir aus der Euler-Lagrange-Gleichung (1.5), dass
eine schwache lokale Minimalstelle x∗(·) der Differentialgleichung
x¨(t)− x(t) = −1
genu¨gen muss. Die Anpassung an die Randbedingungen x(0) = 0, x(1) = 2 liefert
x∗(t) = 1 +
1
e− 1e
t − e
e− 1e
−t
als Kandidaten fu¨r ein schwaches lokales Minimum. 
Folgerung 1.7. Wir geben Spezialfa¨lle der Euler-Lagrange-Gleichung (1.5) an, die sich
fu¨r eine Lo¨sung x∗(·) des Variationsproblems ergeben.
(a) Ha¨ngt die Funktion f nicht von x˙ ab, dann muss auf [t0, t1] gelten:
fx
(
t, x∗(t)
)
= 0.
(b) Ha¨ngt die Funktion f nicht von x ab, dann folgt auf [t0, t1]:
p(t) = fx˙
(
t, x˙∗(t)
)
= konstant.
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(c) Ha¨ngt die Funktion f nicht von t ab, so erha¨lt man mit (1.5), dass die Ableitung
nachstehender Funktion H(·) auf [t0, t1] identisch verschwindet; oder gleichbedeutend
H(t) = fx˙
(
x∗(t), x˙∗(t)
) · x˙∗(t)− f(x∗(t), x˙∗(t)) = konstant auf [t0, t1].
An die Betrachtungen zur Grundaufgabe (1.1)–(1.2) schließt sich die Frage nach notwen-
digen Optimalita¨tsbedingungen fu¨r eine schwache lokale Minimalstelle in der Aufgabe mit
freiem rechten Endpunkt an:
J
(
x(·)) = ∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf, x(t0) = x0, x(t1) frei. (1.6)
Unter den gleichen Voraussetzungen und mit dem gleichen Vorgehen wie in der Grund-
aufgabe (1.1)–(1.2) erhalten wir fu¨r eine schwache lokale Minimalstelle
δJ
(
x∗(·)
)
x(·) =
∫ t1
t0
(
q(t)x(t) + p(t)x˙(t)
)
dt = 0 fu¨r alle x(·) ∈M1. (1.7)
Dabei bezeichnen M1 = {y(·) ∈ C1([t0, t1],R) | y(t0) = 0} und q(·), p(·) die Funktionen
q(t) = fx
(
t, x∗(t), x˙∗(t)
)
, p(t) = fx˙
(
t, x∗(t), x˙∗(t)
)
.
Integrieren wir in (1.7) zuna¨chst partiell den Term q(t)x(t), so folgt
Q(t1)x(t1) +
∫ t1
t0
(−Q(t) + p(t))x˙(t) dt = 0 fu¨r alle x(·) ∈M1, Q(t) = ∫ t
t0
q(s) ds.
Fu¨r x(·) ∈M0 erhalten wir nach dem Lemma von du Bois-Reymond die Euler-Lagrange-
Gleichung (1.5). Außerdem liefert die Argumentation nach du Bois-Reymond, dass die
Funktion p(·) stetig differenzierbar ist. Daher du¨rfen wir ohne weitere Annahmen in (1.7)
den Term p(t)x˙(t) partiell integrieren. Damit folgt
p(t1)x(t1) +
∫ t1
t0
(
q(t)− p˙(t))x(t) dt = 0 fu¨r alle x(·) ∈M1.
Darin verschwindet ϕ(t) = q(t)− p˙(t) identisch auf [t0, t1]. Damit diese Gleichung auf M1
erfu¨llt ist, muss also p(t1) = 0 gelten.
Satz 1.8. Es sei f stetig differenzierbar. Ist x∗(·) ein schwaches lokales Minimum in der
Aufgabe (1.6), dann ist notwendig, dass auf [t0, t1] die Euler-Lagrange-Gleichung(
− d
dt
fx˙ + fx
)∣∣∣∣
x∗(t)
= − d
dt
fx˙
(
t, x∗(t), x˙∗(t)
)
+ fx
(
t, x∗(t), x˙∗(t)
)
= 0 (1.8)
zur Randbedingung
p(t1) = fx˙
(
t1, x∗(t1), x˙∗(t1)
)
= 0 (1.9)
erfu¨llt ist.
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Folgerung 1.9. Es folgt auf die gleiche Weise, dass in der Aufgabe freier Randpunkte,
d. h. x(t0), x(t1) sind frei, folgende Randbedingungen gelten:
p(t0) = fx˙
(
t0, x∗(t0), x˙∗(t0)
)
= 0, p(t1) = fx˙
(
t1, x∗(t1), x˙∗(t1)
)
= 0.
Bemerkung 1.10. Sa¨mtliche Ausfu¨hrungen im Abschnitt 1.1 lassen sich unmittelbar auf
den Vektorfall x(·) ∈ C1([t0, t1],Rn) erweitern. 
1.1.2 Die Euler-Lagrangesche Gleichung in der Wirtschaftstheorie
Beispiel 1.11 (Isoelastische Nutzenfunktion). Es bezeichnen K(·) das Vermo¨gen einer
O¨konomie, Y (·) das Nationaleinkommen und C(·) die Konsumption. Mit einer streng
wachsenden und konkaven Produktionsfunktion f sei Y (t) = f
(
K(t)
)
. Zu jedem Zeitpunkt
wird die Produktion Y in Konsumption und Investition aufgeteilt, d. h.
f
(
K(t)
)
= C(t) + K˙(t).
Das Wohlbefinden der Gesellschaft wird durch die zweimal stetig differenzierbare, streng
wachsende und streng konkave Nutzenfunktion U dargestellt.
Die Aufgabe der O¨konomischen Wachstumstheorie lautet dann: Man bestimme u¨ber dem
Zeitrahmen [0, T ] die optimale Konsumption C(·), die den Gesamtnutzen der Gesellschaft,
J
(
K(·)) = ∫ T
0
e−%tU
(
C(t)
)
dt =
∫ T
0
e−%tU
(
f
(
K(t)
)− K˙(t)) dt,
unter den gegebenen Randbedingungen K(0) = K0, K(T ) = KT maximiert.
In dieser Form la¨sst sich keine qualitative Aussage u¨ber eine optimale Konsumptionspolitik
finden. Stattdessen leiten wir die Form der sogenannten isoelastischen Nutzenfunktionen
mit Hilfe der Euler-Lagrangeschen Gleichung ab und gewinnen daraus die Fundamental-
gleichung fu¨r die Wachstumsraten einer optimalen Konsumption: Es gelten
∂
∂K
[
e−%tU
(
f(K)− K˙)] = e−%tU ′(f(K)− K˙)f ′(K) = e−%tU ′(C)f ′(K),
∂
∂K˙
[
e−%tU
(
f(K)− K˙)] = −e−%tU ′(f(K)− K˙) = −e−%tU ′(C).
Die Anwendung der Euler-Lagrange-Gleichung (1.5) liefert
0 = − d
dt
[− e−%tU ′(C∗(t))]+ e−%tU ′(C∗(t))f ′(K∗(t))
= e−%t
[
U ′′
(
C∗(t)
)
C˙∗(t) +
[
f ′
(
K∗(t)
)− %]U ′(C∗(t))].
Nach einfachen Umformungen erhalten wir daraus die optimale Wachstumsrate
C˙∗(t)
C∗(t)
=
U ′
(
C∗(t)
)
C∗(t)U ′′
(
C∗(t)
)[%− f ′(K∗(t))].
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Eine isoelastische Nutzenfunktion genu¨gt der Differentialgleichung der konstanten relati-
ven Risikoaversion
−σ = CU
′′(C)
U ′(C)
, C > 0.
Dabei gilt σ > 0, da die Funktion U streng monoton wachsend und streng konkav ist.
Mit den Integrationskonstanten k0, k1 lautet die Lo¨sung der Differentialgleichung
U(C) = k0
C1−σ
1− σ + k1 fu¨r σ 6= 1, U(C) = k0 ln(C) + k1 fu¨r σ = 1.
Die Festlegung k0 = 1, k1 = −1/(1− σ) fu¨r σ 6= 1 liefert fu¨r alle σ > 0
U(C) =
C1−σ − 1
1− σ ,
denn der Spezialfall U(C) = ln(C) fu¨r σ = 1 ergibt sich darin im Grenzu¨bergang σ → 1
mit Hilfe der Regel von l’Hospital.
Damit erhalten wir bei einer isoelastischen Nutzenfunktion die Fundamentalgleichung
C˙∗(t)
C∗(t)
=
f ′
(
K∗(t)
)− %
σ
(1.10)
fu¨r die Wachstumsrate einer optimalen Konsumptionspolitik. 
Beispiel 1.12. Wir verwenden die Bezeichnungen aus Beispiel 1.11 und es seien
f(K) = rK +W, r > 0, K(T ) frei.
Darin bezeichnet W den Lohn fu¨r geleistete Arbeit. Dies fu¨hrt zu der Aufgabe
J
(
K(·)) = ∫ T
0
e−%tU
(
rK(t) +W (t)− K˙(t)) dt→ sup, K(0) = K0, K(T ) frei.
Die Nutzenfunktion sei isoelastisch. Daher gelten U ∈ C2, U ′ > 0, U ′′ < 0 fu¨r C > 0.
Die Fundamentalgleichung (1.10) und die Randbedingung (1.9) liefern
C˙∗(t)
C∗(t)
=
r − %
σ
, 0 = −e−%TU ′(C∗(T )).
Da U ′ > 0 gilt, gibt es keinen Parameter C > 0, der die Gleichung U ′(C) = 0 lo¨st.
Deswegen erhalten wir keinen Kandidaten fu¨r eine schwache lokale Minimalstelle.
Bei na¨herer Betrachtung ist das wenig u¨berraschend: Da keine Beschra¨nkung enan die
Entwicklung des Kapitalstocks vorliegen, liefert die Maximierung des Zielfunktionals
J
(
K(·)) = ∫ T
0
e−%tU
(
C(t)
)
dt
die wenig brauchbare Lo¨sung C∗(t) ≡ ∞. 
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Beispiel 1.13. Wir fahren mit dem vorherigen Beispiel fort, indem wir dem Gesamtnutzen
der Gesellschaft den Ru¨ckkaufswert zum Abschluss der Planungsperiode gegenu¨berstellen:∫ T
0
e−%tU
(
C(t)
)
dt+ e−%TK(T )→ sup .
Da die zula¨ssigen Trajektorien K(·) stetig differenzierbar sind, ko¨nnen wir dies in a¨quiva-
lenter Form so ausdru¨cken:
J
(
K(·)) = ∫ T
0
e−%t
[
U
(
rK(t) +W (t)− K˙(t))+ K˙(t)− %K(t)] dt→ sup .
Die Euler-Lagrange-Gleichung fu¨hrt wieder zur Konsumption mit Wachstumsrate
C˙∗(t)
C∗(t)
=
r − %
σ
.
Ferner wird durch die Randbedingung (1.9) bei freiem rechten Endpunkt,
0 = e−%T
[
1− U ′(C∗(T ))] ⇔ U ′(C∗(T )) = 1,
die optimale Konsumption eindeutig festgelegt. 
1.1.3 Notwendige Bedingungen in der einfachsten Bolza-Aufgabe
Wir geben nun den Weg zur Herleitung von notwendigen Bedingungen fu¨r eine schwache
lokale Minimalstelle in der einfachsten Bolza-Aufgabe,
B
(
x(·)) = ψ0(x(t0))+ ψ1(x(t1))+ ∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf (1.11)
an, wo im Unterschied zur Aufgabe (1.1)–(1.2) keine Randbedingungen auftreten, aber
dafu¨r die Terminalfunktionale ψ0, ψ1 vorkommen. Wir setzen die stetige Differenzierbar-
keit der Abbildungen ψ0, ψ1 und f voraus. Dann erhalten wir fu¨r die erste Variation des
Funktionals B die Darstellung
δB
(
x∗(·)
)
x(·) = ψ′0
(
x∗(t0)
)
x(t0) + ψ
′
1
(
x∗(t1)
)
x(t1) + δJ
(
x∗(·)
)
x(·)
= ψ′0
(
x∗(t0)
)
x(t0) + ψ
′
1
(
x∗(t1)
)
x(t1) +
∫ t1
t0
(
q(t)x(t) + p(t)x˙(t)
)
dt
mit den vertrauten Bezeichnungen
q(t) = fx
(
t, x∗(t), x˙∗(t)
)
, p(t) = fx˙
(
t, x∗(t), x˙∗(t)
)
.
Ist x∗(·) ein schwaches lokales Minimum der Bolza-Aufgabe (1.11), dann muss gelten:
δB
(
x∗(·)
)
x(·) = 0 fu¨r alle x(·) ∈ C1([t0, t1],R). (1.12)
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Auf dem Teilraum M0 ⊂ C1([t0, t1],R) stimmen δB
(
x∗(·)
)
und δJ
(
x∗(·)
)
u¨berein. Damit
ist nach Lemma 1.1 die Euler-Lagrangesche Gleichung (1.5) erfu¨llt. Das Vorgehen nach du
Bois-Reymond liefert zudem die stetige Differenzierbarkeit der Funktion p(·). Integrieren
wir im Ausdruck fu¨r die erste Variation des Funktionals B den Term p(t)x˙(t) partiell und
beru¨cksichtigen die Euler-Lagrange-Gleichung, so erhalten wir
δB
(
x∗(·)
)
x(·) = [ψ′0(x∗(t0))− p(t0)]x(t0) + [ψ′1(x∗(t1))+ p(t1)]x(t1).
Wegen (1.12) gelten somit die zusa¨tzlichen Bedingungen
p(t0) = ψ
′
0
(
x∗(t0)
)
, p(t1) = −ψ′1
(
x∗(t1)
)
.
Satz 1.14. Es seien ψ0, ψ1 und f stetig differenzierbar. Ist x∗(·) ein schwaches lokales
Minimum in der Aufgabe (1.11), dann ist notwendig, dass auf [t0, t1] die Euler-Lagrange-
Gleichung(
− d
dt
fx˙ + fx
)∣∣∣∣
x∗(t)
= − d
dt
fx˙
(
t, x∗(t), x˙∗(t)
)
+ fx
(
t, x∗(t), x˙∗(t)
)
= 0 (1.13)
mit den Randbedingungen
p(t0) = fx˙
(
t0, x∗(t0), x˙∗(t0)
)
= ψ′0
(
x∗(t0)
)
,
p(t1) = fx˙
(
t1, x∗(t1), x˙∗(t1)
)
= −ψ′1
(
x∗(t1)
) } (1.14)
erfu¨llt ist.
Unter geeigneten Regularita¨tsvoraussetzungen lassen sich Terminal- und Integralfunktio-
nale ineinander u¨berfu¨hren. Sei
f
(
t, x(t), x˙(t)
)
=
d
dt
ψ
(
t, x(t)
)
,
dann sind folgendes Terminal- und Integralfunktional a¨quivalent:
ψ
(
t1, x(t1)
)→ inf ⇔ ∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf .
Umgekehrt entsteht aus einem Integralfunktional ein a¨quivalentes Terminalfunktional∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf ⇔ y(t1)→ inf
unter der dynamischen Nebenbedingung
y˙(t) = f
(
t, x(t), x˙(t)
)
, y(t0) = 0.
Aufgrund dessen gehen wir auf Aufgaben mit einem Zielfunktional in gemischter Form
nicht weiter ein. Stattdessen widmen wir unsere Aufmerksamkeit dem Standardproblem
mit einem Zielfunktional in Integralform und untersuchen als na¨chstes die Lagrange-
Aufgabe.
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1.2 Die Lagrange-Aufgabe und das Isoperimetrische Problem
1.2.1 Notwendige Bedingungen in der Lagrange-Aufgabe
Als Lagrange-Aufgabe der Klassischen Variationsrechnung bezeichnen wir das Problem
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (1.15)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (1.16)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (1.17)
u(t) ∈ U = Rm. (1.18)
In der Lagrange-Aufgabe seien
(
x(·), u(·)) ∈ C1([t0, t1],Rn)× C([t0, t1],Rm) und
f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn, hi : Rn → Rsi , i = 0, 1.
Zu
(
x(·), u(·)) ∈ C1([t0, t1],Rn)× C([t0, t1],Rm) bezeichne Uγ die Menge
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Dann geho¨ren zur Menge ALip diejenigen
(
x(·), u(·)) ∈ C1([t0, t1],Rn)×C([t0, t1],Rm), fu¨r
die es eine Zahl γ > 0 derart gibt, dass auf der Menge Uγ
(A) die Abbildungen f(t, x, u), ϕ(t, x, u), h0(x), h1(x) stetig differenzierbar sind.
Das Paar
(
x(·), u(·)) ∈ C1([t0, t1],Rn)×C([t0, t1],Rm) nennen wir zula¨ssig in der Aufgabe
(1.15)–(1.18), falls
(
x(·), u(·)) dem System (1.16) genu¨gt und die Randbedingungen (1.17)
erfu¨llt. Die Menge Aadm bezeichnet die Menge der zula¨ssigen Paare
(
x(·), u(·)).
Ein zula¨ssiges Paar
(
x∗(·), u∗(·)
)
ist in der Aufgabe (1.15)–(1.18) ein schwaches lokales
Minimum, falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·)− x∗(·)‖C1 ≤ ε, ‖u(·)− u∗(·)‖∞ ≤ ε gilt.
Fu¨r die Aufgabe (1.15)–(1.18) bezeichnet L : R×Rn×Rn×Rm×Rn×R→ R die Funktion
L(t, x, x˙, u, p, λ0) = λ0f(t, x, u) + 〈p, x˙− ϕ(t, x, u)〉.
Theorem 1.15. Es sei
(
x∗(·), u∗(·)
) ∈ Aadm∩ALip. Ist (x∗(·), u∗(·)) ein schwaches lokales
Minimum der Aufgabe (1.15)–(1.18), dann existieren nicht gleichzeitig verschwindende
Multiplikatoren λ0 ≥ 0, l0 ∈ Rs0 , l1 ∈ Rs1 und p(·) ∈ C1([t0, t1],Rn) derart, dass auf [t0, t1]
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(a) die Euler-Lagrangesche Gleichung fu¨r die Funktion L bezu¨glich x,(
− d
dt
Lx˙ + Lx
)∣∣∣∣
(x∗(t),u∗(t))
= 0 (1.19)
mit den Randbedingungen
Lx˙
∣∣
(x∗(t0),u∗(t0))
= h′0
T (
x∗(t0)
)
l0, Lx˙
∣∣
(x∗(t1),u∗(t1))
= −h′1T
(
x∗(t1)
)
l1 (1.20)
erfu¨llt ist;
(b) die Euler-Lagrangesche Gleichung fu¨r die Funktion L bezu¨glich u gilt:
Lu
∣∣
(x∗(t),u∗(t))
= 0. (1.21)
Bemerkung 1.16. Ausfu¨hrlich geschrieben nehmen die Bedingungen (1.19)–(1.21) in
Hamiltonscher Form die folgende Gestalt an: Die Gleichung (1.19) stellt eine Differential-
gleichung, die sogenannte adjungierte Gleichung,
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
,
fu¨r den Multiplikator p(·) ∈ C1([t0, t1],Rn) dar. Die Randbedingungen (1.20) treten als
die Transversalita¨tsbedingungen
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1,
fu¨r die Adjungierte p(·) auf. Schließlich ist die Gleichung
ϕTu
(
t, x∗(t), u∗(t)
)
p(t) = λ0fu
(
t, x∗(t), u∗(t)
)
die ausfu¨hrlich geschriebene Darstellung der Bedingung (1.21). 
Bemerkung 1.17. In der Lagrange-Aufgabe geben die Randbedingungen (1.17) Ein-
schra¨nkungen der zula¨ssigen Trajektorie x(·) in den Punkten t = t0 und t = t1 vor. Wir
schließen dabei den Fall nicht aus, dass diese Einschra¨nkungen nicht fu¨r alle Koordina-
ten der Punkte x(t0) und x(t1) gelten. Sind die Komponenten xi(t0), xj(t1) fu¨r gewisse
i, j ∈ {1, ..., n} frei, so gelten die Transversalita¨tsbedingungen pi(t0) = 0 und pj(t1) = 0.
Liegt die Lagrange-Aufgabe mit freiem linken bzw. rechten Endpunkt vor, d. h. durch
wenigstens eine der Abbildung h0(x), h1(x) sind keine Einschra¨nkungen an die Punkte
x(t0) bzw. x(t1) definiert, dann ergeben sich die Transversalita¨tsbedingungen p(t0) = 0
bzw. p(t1) = 0. Wegen der Nichttrivialita¨t der Multiplikatoren folgt in diesem Fall aus der
adjungierten Gleichung unmittelbar der normale Fall, d. h. λ0 = 1. 
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Wa¨hrend die Euler-Lagrangesche Gleichung (1.5) fu¨r die Aufgabe (1.1)–(1.2) der Variati-
onsrechnung das Analogon zur Fermatschen Gleichung J ′
(
x∗(·)
)
= 0 darstellt, findet im
Satz 1.15 das Lagrangesche Prinzip seine Besta¨tigung.
Dazu versehen wir die Nebenbedingungen mit geeigneten Lagrangeschen Multiplikatoren
und bilden die Lagrange-Funktion L ,
L : C1([t0, t1],Rn)× C([t0, t1],Rm)× C1([t0, t1],Rn)× R× Rs0 × Rs1 ,
mit Hilfe der zur Aufgabe (1.15)–(1.18) definierten Funktion L auf folgende Weise:
L = L
(
x(·), u(·), p(·), λ0, l0, l1
)
=
∫ t1
t0
L
(
t, x(t), x˙(t), u(t), p(t), λ0
)
dt+
〈
l0, h0
(
x(t0)
)〉
+
〈
l1, h1
(
x(t1)
)〉
.
Gema¨ß dem Lagrangeschen Prinzip betrachten wir die Aufgabe ohne Nebenbedingungen:
inf
(x(·),u(·))
L .
Halten wir u∗(·) fest, so fu¨hrt dies zu einer Bolza-Aufgabe (1.11) in Vektorform,∫ t1
t0
L
(
t, x(t), x˙(t), u∗(t), p(t), λ0
)
dt+
〈
l0, h0
(
x(t0)
)〉
+
〈
l1, h1
(
x(t1)
)〉→ inf,
und (1.19), (1.20) ergeben sich in voller U¨bereinstimmung mit Satz 1.14.
Wird in der Lagrange-Funktion L die Trajektorie x∗(·) festgehalten, dann ergibt sich
bezu¨glich u(·) ∈ C([t0, t1],Rm) die Aufgabe∫ t1
t0
g
(
t, u(t)
)
dt :=
∫ t1
t0
L
(
t, x∗(t), x˙∗(t), u(t), p(t), λ0
)
dt→ inf .
Setzen wir darin u(t) = w˙(t) mit der Funktion w(·) ∈ C1([t0, t1],Rm), dann entsteht die
Grundaufgabe mit freien Endpunkten∫ t1
t0
g
(
t, w˙(t)
)
dt→ inf .
Aufgrund Teil (b) in Folgerung 1.7 ist
p(t) = gw˙
(
t, w˙∗(t)
)
= konstant.
Mit Folgerung 1.9 gelten weiterhin
p(t0) = gw˙
(
t0, x˙∗(t0)
)
= 0, p(t1) = gw˙
(
t1, x˙∗(t1)
)
= 0,
und wir erhalten zusammen (1.21).
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Beispiel 1.18. Wir betrachten ein einfaches Vorsorgemodell u¨ber dem gegebenen Zeit-
rahmen [0, T ] und wollen das optimale Konsumptionsverhalten charakterisieren. Dabei
bezeichne K(·) den Kapitalstock, W (·) den Lohn fu¨r die erbrachte Arbeitsleistung und
C(·) die Konsumption. Weiterhin seien U eine zweimal stetig differenzierbar, monoton
wachsende und streng konkave Nutzenfunktion, d. h. U ∈ C2, U ′ > 0, U ′′ < 0, und es seien
r, % > 0 die Zins- bzw. Diskontrate. Die Lohnfunktion W (·), sowie der Kapitalbestand K0
zu Beginn und das angestrebte Vermo¨gen KT zum Zeitpunkt T sind vorgegeben.
Das Modell lautet mit diesen Gro¨ßen
J
(
K(·), C(·)) = ∫ T
0
e−%tU
(
C(t)
)
dt→ sup,
K˙(t) = rK(t) +W (t)− C(t), K(0) = K0, K(T ) = KT , C(t) ∈ R.
Als zula¨ssige Paare fassen wir
(
K(·), C(·)) ∈ C1([0, T ],R)× C([0, T ],R) auf.
Wir wenden die notwendigen Bedingungen (1.19)–(1.21) in der Form nach Bemerkung
1.16 an: Die adjungierte Gleichung ergibt
p˙(t) = −rp(t)
und die Transversalita¨tsbedingungen liefern
p(t) = l0e
−rt.
Weiterhin erhalten wir aus der Euler-Lagrange-Gleichung bezu¨glich C die Bedingung
p(t) = λ0e
−%tU ′
(
C∗(t)
)
.
Der Fall λ0 = 0 kann ausgeschlossen werden, da ansonsten sa¨mtliche Multiplikatoren
verschwinden wu¨rden. Ferner muss l0 > 0 gelten. Das Konsumptionsverhalten reduziert
sich damit auf die Auswertung der Bedingung
U ′
(
C∗(t)
)
= l0e
(%−r)t.
(a) r = %: In diesem Fall ist C∗(t) u¨ber [0, T ] konstant.
(b) r > %: Da U konkav ist, ist C∗(t) u¨ber [0, T ] monoton wachsend.
(c) r < %: Es ist C∗(t) u¨ber [0, T ] monoton fallend.
Ist daher die Teuerungsrate % kleiner bzw. gro¨ßer als die Zinsrate r, so wird in stetig ho¨her
bzw. geringer werdendem Maße konsumiert. Das eindeutige Konsumptionsverhalten C∗(·)
ergibt sich abschließend aus den Randbedingungen K∗(0) = K0 und K∗(T ) = KT . 
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1.2.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Sei
(
x∗(·), u∗(·)
) ∈ ALip. Die zugeho¨rige Menge Uγ ist wie folgt festgelegt
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}.
Wir definieren fu¨r
(
x(·), u(·)) ∈ C1([t0, t1],Rn)× C([t0, t1],Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x˙(t)− ϕ(t, x(t), u(t)), t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1.
Dabei fassen wir sie als Abbildungen zwischen folgenden Funktionenra¨umen auf:
J : C1([t0, t1],Rn)× C([t0, t1],Rm)→ R,
F : C1([t0, t1],Rn)× C([t0, t1],Rm)→ C([t0, t1],Rn),
Hi : C1([t0, t1],Rn)→ Rsi , i = 0, 1.
Wir setzen F = (F,H0, H1) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0 (1.22)
die Voraussetzungen des Extremalprinzips F.1 im Punkt
(
x∗(·), u∗(·)
)
:
(A1) Beachten wir fu¨r x(·) ∈ C1([t0, t1],Rn) und u(·) ∈ C([t0, t1],Rm) die Relationen
‖x(·)‖L∞ ≤ ‖x(·)‖C1 , ‖u(·)‖L∞ = ‖u(·)‖∞,
so ist J nach Beispiel B.4 im Punkt
(
x∗(·), u∗(·)
)
Fre´chet-differenzierbar.
(A2) Die Abbildung F ist die Summe der stetigen linearen Abbildung x(·)→ x˙(t) und der
Abbildung
(
x(·), u(·)) → −ϕ(t, x(t), u(t)), deren stetige Fre´chet-Differenzierbarkeit
im Beispiel B.2 nachgewiesen ist. Fu¨r die Abbildungen Hi ist die stetige Differen-
zierbarkeit offensichtlich.
(B) Wir setzen A(t) = ϕx
(
t, x∗(t), u∗(t)
)
. Dann ist die Surjektivita¨t des Operators
Fx
(
x∗(·), u∗(·)
)
a¨quivalent zur Aussage, dass fu¨r jedes y(·) ∈ C([t0, t1],Rn) die Glei-
chung
x˙(t)−A(t)x(t) = y(t), t ∈ [t0, t1],
lo¨sbar ist. Dies besagt gerade Satz C.3. Somit besitzt der Operator Fx
(
x∗(·), u∗(·)
)
eine endliche Kodimension und ImF ′
(
x∗(·), u∗(·)
)
ist abgeschlossen.
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Zur Extremalaufgabe (1.22) definieren wir auf
C1([t0, t1],Rn)× C([t0, t1],Rm)× R× C∗([t0, t1],Rn)× Rs0 × Rs1
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·)).
Ist
(
x∗(·), u∗(·)
)
ein lokales Minimum der Aufgabe (1.22), dann existieren nach Theorem
F.1 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0, li ∈ Rsi und
y∗ ∈ C∗([t0, t1],Rn) derart, dass
0 = Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
, 0 = Lu
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
(1.23)
gelten. Wir folgern daraus nun die Beziehungen (1.19)–(1.21):
Nach dem Rieszschen Darstellungssatz in der Version der Folgerung B.19 existiert eine
Vektorfunktion µ(·) = (µ1(·), ..., µn(·)), wobei die µi(·) von beschra¨nkter Variation und
mit eventueller Ausnahme des Punktes t0 rechtsseitig stetig sind, mit〈
y∗, F
(
x(·), u(·))〉 = ∫ t1
t0
[
x˙(t)− ϕ(t, x(t), u(t))]T dµ(t).
Dann folgt aus der ersten Gleichung in (1.23):
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+
∫ t1
t0
[
x˙(t)− ϕx
(
t, x∗(t), u∗(t)
)
x(t)
]T
dµ(t)
+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
(1.24)
fu¨r alle x(·) ∈ C1([t0, t1],Rn). Wir setzen der U¨bersichtlichkeit halber
a(t) = fx
(
t, x∗(t), u∗(t)
)
, A(t) = ϕx
(
t, x∗(t), u∗(t)
)
, Γi = h
′
i
(
x∗(ti)
)
.
Nach der Regel der partiellen Integration gilt∫ t1
t0
〈λ0a(t), x(t)〉 dt =
∫ t1
t0
[ ∫ t1
t
λ0a(s) ds
]T
x˙(t) dt+
[ ∫ t1
t0
λ0a(t) dt
]T
x(t0).
Im zweiten Summanden verfahren wir mit der Dichtefunktion A(t) wie folgt:∫ t1
t0
[A(t)x(t)]T dµ(t) =
∫ t1
t0
[x(t)]T dν(t), ν(t) =
∫ t
t0
A(s) dµ(s).
Die Funktion ν(·) ist von beschra¨nkter Variation und wir erhalten nach den Regeln fu¨r
Stieltjes-Integrale∫ t1
t0
[A(t)x(t)]T dµ(t) =
∫ t1
t0
[ ∫ t1
t
AT (s) dµ(s)
]T
x˙(t) dt+
[ ∫ t1
t0
AT (t) dµ(t)
]T
x(t0).
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Außerdem erinnern wir an
x(t1) = x(t0) +
∫ t1
t0
x˙(t) dt.
Mit diesen Beziehung ko¨nnen wir (1.24) in folgende Form bringen:
0 =
∫ t1
t0
[ ∫ t1
t
λ0a(s) ds−
∫ t1
t
AT (s) dµ(s) + ΓT1 l1
]T
x˙(t) dt+
∫ t1
t0
[x˙(t)]T dµ(t)
+
[
ΓT0 l0 + Γ
T
1 l1 +
∫ t1
t0
λ0a(t) dt−
∫ t1
t0
AT (t) dµ(t)
]T
x(t0). (1.25)
Die rechte Seite in (1.25) ist ein stetiges lineares Funktional im Raum C1([t0, t1],Rn):
〈x∗, x(·)〉 =
∫ t1
t0
[x˙(t)]T dν(t) + 〈a, x(t0)〉
mit
ν(t) = µ(t) +
∫ t
t0
[ ∫ t1
s
λ0a(τ) dτ
]
ds−
∫ t
t0
[ ∫ t1
s
AT (τ) dµ(τ)
]
ds+ ΓT1 l1t, (1.26)
a = ΓT0 l0 + Γ
T
1 l1 +
∫ t1
t0
λ0a(t) dt−
∫ t1
t0
AT (t) dµ(t). (1.27)
Wegen der eindeutigen Darstellung (Folgerung B.24) eines stetigen linearen Funktionals
im Raum C1([t0, t1],Rn) und aus der Gleichung Lx = 0 ergeben sich
ν(t) ≡ 0, a = 0. (1.28)
Aus (1.26) und (1.28) ist ersichtlich, dass die Vektorfunktion µ(·) absolutstetig ist. Setzen
wir nun p(t) = µ˙(t), so folgt mit (1.26) und (1.28):
p(t) +
∫ t1
t
λ0a(s) ds−
∫ t1
t
AT (s)p(s) d(s) + ΓT1 l1 = 0. (1.29)
Fu¨r t = t0 bzw. fu¨r t = t1 liefert diese Gleichung zusammen mit (1.27) die Beziehungen
p(t0) = Γ
T
0 l0 = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −ΓT1 l1 = −h′1T
(
x∗(t1)
)
l1.
Differenzieren wir schließlich (1.29), so erhalten wir die adjungierte Gleichung
p˙(t) = −AT (t)p(t) + λ0a(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
.
Wegen der Stetigkeit der Daten ergibt sich p(·) ∈ C1([t0, t1],Rn). Damit sind (1.19) und
(1.20) in Theorem 1.15 gezeigt.
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Setzen wir in der Lagrange-Funktion L anstelle von dµ(t) jetzt p(t) dt ein, so liefert die
zweite Gleichung in (1.23) fu¨r alle u(·) ∈ C([t0, t1],Rm):
0 =
∫ t1
t0
[
λ0fu
(
t, x∗(t), u∗(t)
)− ϕTu (t, x∗(t), u∗(t))p(t)]Tu(t) dt. (1.30)
Die rechte Seite definiert im Raum C([t0, t1],Rm) ein stetiges lineares Funktional. Nach
dem Rieszschen Darstellungssatzes (Satz B.18) folgt hieraus
ϕTu
(
t, x∗(t), u∗(t)
)
p(t) = λ0fu
(
t, x∗(t), u∗(t)
)
.
Damit ist (1.21) gezeigt und Theorem 1.15 vollsta¨ndig bewiesen. 
1.2.3 Das Isoperimetrische Problem
Das Isoperimetrische Problem der Klassischen Variationsrechnung ist folgende Aufgabe:
J
(
x(·)) = ∫ t1
t0
f0
(
t, x(t), x˙(t)
)
dt→ inf, (1.31)∫ t1
t0
fi
(
t, x(t), x˙(t)
)
dt = αj , j = 1, ...,m, (1.32)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0. (1.33)
Dabei seien fj : R× Rn × Rn → R, j = 0, ...,m, und hi : Rn → Rsi , i = 0, 1.
In der Aufgabe (1.31)–(1.33) sind diejenigen Funktionen x(·) ∈ C1([t0, t1],Rn) zula¨ssig, die
die isoperimetrischen Beschra¨nkungen (1.32) und die Randbedingungen (1.33) erfu¨llen. Die
Menge Aadm bezeichnet wieder die Menge der zula¨ssigen Trajektorien x(·). Ferner ist A ′Lip
die Menge aller x(·) ∈ C1([t0, t1],Rn), fu¨r die die Abbildungen
(A′) fj(t, x, x˙), j = 0, ...,m, und h0(x), h1(x) stetig differenzierbar sind auf der Menge
U ′γ = {(t, x, v) ∈ [t0, t1]× Rn × Rn | ‖x− x(t)‖ ≤ γ, ‖v − x˙(t)‖ ≤ γ}.
In der Aufgabe (1.31)–(1.33) bezeichnet L : R× Rn × Rn × R× Rm → R die Funktion
L(t, x, x˙, λ0, λ) = λ0f0(t, x, x˙) +
m∑
j=1
λjfj(t, x, x˙) =
m∑
j=0
λjfj(t, x, x˙).
Satz 1.19. Es sei x∗(·) ∈ Aadm ∩ A ′Lip. Ist x∗(·) ein schwaches lokales Minimum der
Aufgabe (1.31)–(1.33), dann existieren nicht gleichzeitig verschwindende Multiplikatoren
λj ∈ R, j = 0, ...,m, und li ∈ Rsi, i = 0, 1, derart, dass fu¨r die Funktion L die Euler-
Lagrange-Gleichung (
− d
dt
Lx˙ + Lx
)∣∣∣∣
x∗(t)
= 0 (1.34)
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auf [t0, t1] erfu¨llt ist und folgende Randbedingungen gelten:
Lx˙
∣∣
x∗(t0)
= h′0
T (
x∗(t0)
)
l0, Lx˙
∣∣
x∗(t1)
= −h′1T
(
x∗(t1)
)
l1. (1.35)
Beweis Im Isoperimetrischen Problem (1.31)–(1.33) setzen wir
f = (f1, ..., fm)
T , α = (α1, ..., αm)
T , u = x˙, y˙ = f(t, x, u).
Damit ensteht die Lagrange-Aufgabe
J˜
(
x(·), y(·), u(·)) = ∫ t1
t0
f0
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = u(t), y˙(t) = f
(
t, x(t), u(t)
)
,
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, y(t0) = 0, y(t1)− α = 0, u(t) ∈ Rn.
Die dazugeho¨rende Funktion L˜ lautet
L˜(t, x, y, x˙, y˙, u, p, q, λ0) = λ0f0(t, x, u) + 〈p, x˙− u〉+ 〈q, y˙ − f(t, x, u)〉.
Betrachten wir zuna¨chst (1.19) bezu¨glich y, so erhalten wir fu¨r q(·) ∈ C1([t0, t1],Rn):
− d
dt
q(t) = 0 ⇒ q(t) ≡ −λ = −(λ1, ..., λm)T ∈ Rm auf [t0, t1].
Damit folgt unmittelbar fu¨r (1.19) bezu¨glich x die Bedingung
d
dt
L˜x˙
∣∣
(x∗(t),y∗(t),u∗(t))
=
d
dt
p(t) =
m∑
j=0
λjfjx
(
t, x∗(t), u∗(t)) = L˜x
∣∣
(x∗(t),y∗(t),u∗(t))
.
Aus den Randbedingungen (1.20) ergibt sich
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1, q(t0) = q(t1) = −λ = l˜0 = −l˜1.
Abschließend folgt mit x˙∗(t) = u∗(t) aus (1.21) der Zusammenhang
L˜u
∣∣
(x∗(t),y∗(t),u∗(t))
= −p(t) + Lx˙
∣∣
x∗(t)
= 0.
Beachten wir in sa¨mtlichen Bedingungen die Beziehungen
x˙∗(t) = u∗(t), p(t) = Lx˙
∣∣
x∗(t)
,
dann ist Satz 1.19 aus Satz 1.15 vollsta¨ndig abgeleitet. 
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Beispiel 1.20 (Kettenlinie). Eine homogene schwere Kette der La¨nge l ist an ihren Enden
in den Punkten (t0, x0) und (t1, x1) aufgeha¨ngt. Welche Form besitzt sie?
Der Einfachheit halber besitzen die Aufha¨ngepunkte die gleiche Ho¨he x0 = x1 = h und es
seien t0 = −a, t1 = a mit einem a > 0. Damit die Aufgabe sinnvoll gestellt ist, du¨rfen die
Punkte nicht weiter voneinander entfernt sein als die La¨nge l der Kette, d. h. l ≥ 2a.
Die Aufgabe der Kettenlinie fu¨hrt zur Minimierung der gesamten potentiellen Energie,
J
(
x(·)) = ∫ a
−a
x(t)
√
1 + x˙2(t) dt→ inf,
unter der Isoperimetrischen Beschra¨nkung∫ a
−a
√
1 + x˙2(t) dt = l, l ≥ 2a,
und den Randbedingungen
x(−a) = x(a) = h.
Die Euler-Lagrange-Gleichung (1.34) liefert fu¨r die Funktion
L(x, x˙, λ0, λ) = λ0x
√
1 + x˙2 + λ
√
1 + x˙2,
bei Beachtung des Spezialfalles (c) in Folgerung 1.7, die Differentialgleichung
λ0x∗(t) + λ =
1
k
√
1 + x˙2∗(t).
Ist dabei λ0 = 0, so muss x˙∗(t) konstant sein. Dies kann nur fu¨r die direkte Verbindungs-
strecke gelten, also im Fall l = 2a. Es sei nun l > 2a und λ0 = 1. Dann erhalten wir aus
der Differentialgleichung durch Differentation nach t:
x¨∗(t) = k
√
1 + x˙2∗(t) ⇒ x∗(t) + λ =
1
k
cosh(kt+D).
Aus physikalischen Gru¨nden ist dabei k > 0. Wegen der Symmetrie der Randbedingungen
gilt ferner D = 0. Die La¨nge der Kurve x∗(t) u¨ber [−a, a] ist gleich 2 sinh(ka)/k und es
gibt genau eine positive Konstante k0 mit 2 sinh(k0a)/k0 = l. Dies ergibt abschließend
x∗(t) =
1
k0
cosh(k0t)− λ,
wobei sich λ aus der Randbedingung x∗(a) = h ermitteln la¨sst. 
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2 Richtungsvariationen in der Optimalen Steuerung
In diesem Kapitel widmen wir uns der direkten Verallgemeinerung der Lagrange-Aufgabe.
Dabei erscheint der U¨bergang von der Lagrange-Aufgabe der Klassischen Variationsrech-
nung zu einem Steuerungsproblem durch die Wahl der zula¨ssigen Paare(
x(·), u(·)) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U),
die die Nebenbedingungen und u(t) ∈ U ⊆ Rm erfu¨llen, zuna¨chst formalen Charakter zu
besitzen. Doch die Untersuchung des Standardproblems auf ein schwaches lokales Mini-
mum im Rahmen der Optimalen Steuerung entha¨lt signifikante Unterschiede, die durch
die Steuerungsbeschra¨nkungen u(t) ∈ U hervorgerufen werden.
Im Vergleich zur Lagrange-Aufgabe bestehen die wesentlichen Verallgemeinerungen darin,
dass erstens die Steuerung unstetig sein kann und damit die Zustandstrajektorie nicht
stetig differenzierbar sein muss. Sie braucht also nur stu¨ckweise der Euler-Lagrangeschen
Gleichung genu¨gen. Eine derartige Trajektorie heißt geknickte Extremale.
Aber insbesondere kann zweitens der Fall eines kompakten Steuerungsbereiches vorliegen,
d. h. die Steuerungsparameter u ∈ U du¨rfen gewisse Grenzlagen annehmen. Der Umstand,
dass der Steuerungsbereich U kompakt sein darf, hebt die Aufgabe des vorliegenden Ka-
pitels aus dem Rahmen der Klassischen Variationsrechnung heraus. In den Anwendungen
sind gerade die Aufgaben mit kompaktem Steuerungsbereich und Steuerungen, die Werte
auf dem Rand des Steuerungsbereiches annehmen, von zentraler Bedeutung.
Neben der grundlegenden Verallgemeinerung der Aufgabenklasse erweitern wir außerdem
das Spektrum an Methoden und Resultaten. Einerseits gehen wir na¨mlich auf hinreichen-
de Bedingungen nach Mangasarian ein, die sich unter zusa¨tzlichen Konkavita¨tsannahmen
direkt einbinden lassen. Ferner zeigen wir, wie man mit Hilfe der Substitution der Zeit die
Aufgaben mit freiem Anfangs- und Endzeitpunkt behandelt.
Abschließend behandeln wir in diesem Kapitel ausfu¨hrlich die Aufgaben mit punktwei-
sen Ungleichungsrestriktionen an die Zustandstrajektorie, die wir Zustandsbeschra¨nkun-
gen nennen. Diese Aufgabeklasse stellt eine bedeutende und umfassende Erweiterung des
Standardproblems dar. Allerdings erfordert der theoretische Hintergrund und das tiefer-
greifende Versta¨ndnis der notwendigen Optimalita¨tsbedingungen beim Auftreten von Zu-
standsbeschra¨nkungen die Kenntnis maßtheoretischer Grundlagen, die im Anhang A dar-
gestellt sind.
Fu¨r den an der mathematischen Theorie interessierten Leser merken wir an, dass wir
die notwendigen Optimalita¨tsbedingungen fu¨r schwache lokale Minimalstellen auf Basis
direkter Variationen herleiten. Die Grundlage bildet die entsprechende Theorie der Extre-
malaufgaben, die wir im Anhang F.3 ausfu¨hrlich behandeln. Dies gilt in diesem Kapitel
insbesondere fu¨r die Aufgabe mit Zustandsbeschra¨nkungen, die wir mit Hilfe eines dualen
Kegels im Raum stetiger Funktionen angehen werden.
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2.1 Die allgemeine Aufgabenstellung fu¨r ein schwaches lokales Minimum
Wir betrachten als Steuerungsproblem die Aufgabe
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (2.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (2.2)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (2.3)
u(t) ∈ U ⊆ Rm, U 6= ∅, U konvex, (2.4)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l. (2.5)
Darin gelten fu¨r die Abbildungen
f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn, hi : Rn → Rsi , i = 0, 1,
sowie
gj(t, x) : R× Rn → R, j = 1, ..., l.
Die Aufgabe (2.1)–(2.5) betrachten wir bezu¨glich der Paare(
x(·), u(·)) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U).
Wir nennen die Trajektorie x(·) eine Lo¨sung der Gleichung (2.2) zur Steuerung u(·), falls
x(·) auf [t0, t1] definiert ist und die Dynamik im Sinn von Carathe´odory lo¨st.
Zu
(
x(·), u(·)) bezeichne Uγ wie in der Lagrange-Aufgabe die Menge
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Dann geho¨ren zur Menge ALip diejenigen
(
x(·), u(·)) ∈ W 1∞([t0, t1],Rn) × L∞([t0, t1], U),
fu¨r die es eine Zahl γ > 0 derart gibt, dass auf dem Abschluss Uγ die Abbildungen
(A) f(t, x, u), ϕ(t, x, u), hi(x) und gj(t, x) stetig differenzierbar sind.
Das Paar
(
x(·), u(·)) ∈ W 1∞([t0, t1],Rn) × L∞([t0, t1], U) heißt ein zula¨ssiger Steuerungs-
prozess in der Aufgabe (2.1)–(2.5), falls
(
x(·), u(·)) dem System (2.2) genu¨gt, sowie die
Randbedingungen (2.3) und Zustandbeschra¨nkungen (2.5) erfu¨llt.
Die Menge Aadm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse.
Ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
ist eine schwache lokale Minimalstelle der
Aufgabe (2.1)–(2.5), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·)− x∗(·)‖∞ ≤ ε, ‖u(·)− u∗(·)‖L∞ ≤ ε gilt.
Fu¨r die Aufgabe (2.1)–(2.5) bezeichnet H : R × Rn × Rm × Rn × R → R die Pontrjagin-
Funktion, die wir wie folgt definieren:
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0f(t, x, u).
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2.2 Ein Schwaches Optimalita¨tsprinzip fu¨r die Standardaufgabe
2.2.1 Notwendige Optimalita¨tsbedingungen
Theorem 2.1. Es sei
(
x∗(·), u∗(·)
) ∈ Aadm ∩ALip. Ist (x∗(·), u∗(·)) ein schwaches loka-
les Minimum der Aufgabe (2.1)–(2.4), dann existieren nicht gleichzeitig verschwindende
Multiplikatoren λ0 ≥ 0, l0 ∈ Rs0 , l1 ∈ Rs1 und p(·) ∈W 1∞([t0, t1],Rn) derart, dass
(a) die Funktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
(2.6)
genu¨gt und die folgenden Transversalita¨tsbedingungen erfu¨llt:
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1; (2.7)
(b) in fast allen Punkten t ∈ [t0, t1] und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (2.8)
gilt.
Bemerkung 2.2. Ohne Einschra¨nkung la¨sst sich an dieser Stelle die Bemerkung 1.17 u¨ber
die Transversalita¨tsbedingungen und u¨ber das Eintreten des normalen Falles bei fehlenden
Randbedingungen u¨bernehmen. 
Beispiel 2.3. Wir suchen eine Lo¨sung des Variationsproblems∫ 1
0
(
x˙2(t)− 1)2 dt→ inf, x(0) = x(1) = 0.
Die Lo¨sungen dieser Aufgabe bestehen aus allen “Zick-Zack-Kurven”, die nur die Anstiege
±1 besitzen und die Punkte (0, 0) und (1, 0) miteinander verbinden. Zwischen den Stellen,
in denen der Anstieg das Vorzeichen wechselt, genu¨gen diese geknickten Extremalen der
Euler-Lagrangeschen Gleichung. 
Beispiel 2.4. Es bezeichne K(t) das Kapital und u(t) die Investitions- bzw. 1− u(t) die
Konsumptionsrate zum Zeitpunkt t. Wir betrachten das lineare Investitionsmodell
J
(
K(·), u(·)) = ∫ T
0
(
1− u(t)) ·K(t) dt→ sup,
K˙(t) = u(t) ·K(t), K(0) = K0 > 0,
u(t) ∈ [0, 1], T > 1 fest.
Nach Bemerkung 2.2 du¨rfen wir Theorem 2.1 mit λ0 = 1 anwenden und erhalten als
optimalen Steuerungsprozess
u∗(t) =
{
1 fu¨r t ∈ [0, T − 1),
0 fu¨r t ∈ [T − 1, T ], K∗(t) =
{
K0 · et t ∈ [0, T − 1),
K0 · eT−1 t ∈ [T − 1, T ],
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und fu¨r die Adjungierte
p(t) =
{
eT−(1+t), t ∈ [0, T − 1),
T − t, t ∈ [T − 1, T ].
Außerdem ergibt sich fu¨r den Wert des Zielfunktionals
J
(
K∗(·), u∗(·)
)
=
∫ T
0
(
1− u∗(t)
) ·K∗(t) dt = K0 · eT−1.
In diesem Beispiel ist die optimale Steuerung u∗(·) unstetig und nimmt ausschließlich
Werte auf dem Rand des Steuerungsbereiches U = [0, 1] an. 
Beispiel 2.5. Im Gegensatz zum vorherigen linearen Modell wird die Produktion durch
die Cobb-Douglas-Funktion f(K) = Kα mit α ∈ (0, 1) angegeben. Damit erhalten wir
folgende Aufgabe
J
(
K(·), u(·)) = ∫ T
0
(
1− u(t)) ·Kα(t) dt→ sup,
K˙(t) = u(t) ·Kα(t), K(0) = K0 > 0,
u(t) ∈ [0, 1], α ∈ (0, 1) konstant, T fest mit αT −K1−α0 > 0.
Der Term Kα fu¨hrt zur Einschra¨nkung γ < K0 bei der Festlegung der Menge Uγ .
Wir wenden Theorem 2.1 mit λ0 = 1 an und erhalten als optimalen Steuerungsprozess
u∗(t) =
{
1 fu¨r t ∈ [0, τ),
0 fu¨r t ∈ [τ, T ], K∗(t) =
{ [
(1− α)t+K1−α0
] 1
1−α t ∈ [0, τ),[
α(1− α)T + αK1−α0
] 1
1−α t ∈ [τ, T ],
mit dem Umschaltpunkt
τ = αT −K1−α0 .
Die adjungierte Funktion lautet dabei
p(t) =

[
α(1− α)T + αK1−α0
(1− α)t+K1−α0
] α
1−α
fu¨r t ∈ [0, τ),
T − t
(1− α)T +K1−α0
fu¨r t ∈ [τ, T ].
Im Beispiel mit Cobb-Douglas-Produktionsfunktion ergibt sich
J
(
x∗(·), u∗(·)
)
= α
α
1−α · [(1− α)T +K1−α0 ] 11−α
fu¨r den Wert des Zielfunktionals. 
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2.2.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Seien
(
x∗(·), u∗(·)
) ∈ ALip und x∗(·) ∈ C([t0, t1],Rn). Die Menge Uγ ist wie folgt definiert:
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1],Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1.
Da x∗(·) zu C([t0, t1],Rn) geho¨rt, gilt fu¨r diese Abbildungen
J : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ R,
F : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ C([t0, t1],Rn),
Hi : C([t0, t1],Rn)→ Rsi , i = 0, 1.
Wir setzen F = (F,H0, H1) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, u(·) ∈ L∞([t0, t1], U) (2.9)
die Voraussetzungen von Theorem F.3 im Punkt
(
x∗(·), u∗(·)
)
:
(A1) Beachten wir fu¨r x(·) ∈ C([t0, t1],Rn) die Gleichung ‖x(·)‖L∞ = ‖x(·)‖∞, so ist J
nach Beispiel B.4 im Punkt
(
x∗(·), u∗(·)
)
Fre´chet-differenzierbar.
(A2) Die Abbildung F ist die Summe der Abbildung x(·)→ x(t) und der Abbildung
(
x(·), u(·))→ −∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds,
deren stetige Fre´chet-Differenzierbarkeit im Beispiel B.6 nachgewiesen ist. Fu¨r die
Abbildungen Hi ist die stetige Differenzierbarkeit offensichtlich.
(B) Wir setzen A(t) = ϕx
(
t, x∗(t), u∗(t)
)
. Dann ist die Surjektivita¨t des Operators
Fx
(
x∗(·), u∗(·)
)
a¨quivalent zur Aussage, dass fu¨r jedes y(·) ∈ C([t0, t1],Rn) die Glei-
chung
x(t)−
∫ t
t0
A(s)x(s) ds = y(t), t ∈ [t0, t1],
lo¨sbar ist. Dies besagt gerade Lemma C.1. Somit besitzt der OperatorFx
(
x∗(·), u∗(·)
)
eine endliche Kodimension.
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Zur Extremalaufgabe (2.9) definieren wir auf
C([t0, t1],Rn)× L∞([t0, t1],Rm)× R× C∗([t0, t1],Rn)× Rs0 × Rs1
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·)).
Ist
(
x∗(·), u∗(·)
)
eine schwache lokale Minimalstelle der Aufgabe (2.9), dann existieren
nach Theorem F.3 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0,
y∗ ∈ C∗([t0, t1],Rn) und li ∈ Rsi derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= 0; (2.10)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Variationsungleichung〈
Lu
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
, u(·)− u∗(·)
〉 ≥ 0 (2.11)
fu¨r alle u(·) ∈ L∞([t0, t1], U).
Zu y∗ ∈ C∗([t0, t1],Rn) gibt es ein eindeutig bestimmtes regula¨res Borelsches Vektormaß
µ derart, dass nach (2.10) fu¨r alle x(·) ∈ C([t0, t1],Rn) die Variationsgleichung
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
+
∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t) (2.12)
erfu¨llt ist. Der Ku¨rze halber seien a(t) = fx
(
t, x∗(t), u∗(t)
)
und A(t) = ϕx
(
t, x∗(t), u∗(t)
)
.
Durch vertauschen der Integrationsreihenfolge,∫ t1
t0
[ ∫ t
t0
A(s)x(s) ds
]T
dµ(t) =
∫ t1
t0
[
AT (t)
∫ t1
t
dµ(s)
]T
x(t) dt,
bringen wir (2.12) in die Gestalt
0 =
∫ t1
t0
〈
λ0a(t)−AT (t)
∫ t1
t
dµ(s), x(t)
〉
dt+
∫ t1
t0
[x(t)]T dµ(t)
+
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dµ(t), x(t0)
〉
+ 〈h′1T
(
x∗(t1)
)
l1, x(t1)〉. (2.13)
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Setzen wir p(t) =
∫ t1
t
dµ(s) in (2.13), so folgen wegen der eindeutigen Darstellung eines
stetigen linearen Funktionals im Raum C([t0, t1],Rn)
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
(
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0fx
(
s, x∗(s), u∗(s)
))
ds,
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1.
Die Vektorfunktion p(·) ist der Setzung nach u¨ber [t0, t1] messbar, beschra¨nkt und besitzt
die verallgemeinerte Ableitung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
.
Wegen der wesentlichen Beschra¨nktheit der Abbildungen
t→ fx
(
t, x∗(t), u∗(t)
)
, t→ ϕx
(
t, x∗(t), u∗(t)
)
geho¨rt p˙(·) dem Raum L∞([t0, t1],Rn) an. Damit sind (2.6) und (2.7) gezeigt.
Gema¨ß (2.11) gilt fu¨r alle u(·) ∈ L∞([t0, t1], U) die Ungleichung∫ t1
t0
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
, u(t)− u∗(t)
〉
dt ≤ 0.
Es seien u ∈ U , λ > 0 und τ ∈ [t0, t1) ein Lebesguescher Punkt der Abbildungen t→ u∗(t)
und t→ Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
. Wir setzen fu¨r 0 < λ < t1 − τ
uλ(t) =
{
u, t ∈ [τ, τ + λ],
u∗(t), t 6∈ [τ, τ + λ].
Dann gilt uλ(·) ∈ L∞(R+, U). Wir erhalten damit
1
λ
∫ t1
t0
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
, uλ(t)− u∗(t)
〉
dt
=
1
λ
∫ τ+λ
τ
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉
dt ≤ 0.
Da τ ∈ [t0, t1) ein beliebiger Lebesguescher Punkt ist, folgt daraus fu¨r fast alle t ∈ [t0, t1]:〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0.
Ferner, weil u ∈ U willku¨rlich gewa¨hlt war, gilt diese Ungleichung fu¨r alle u ∈ U . Damit
ist (2.8) gezeigt und der Beweis von Theorem 2.1 ist abgeschlossen. 
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2.2.3 Hinreichende Bedingungen nach Mangasarian
Die Darstellung der hinreichenden Bedingungen nach Mangasarian [49] fu¨r das folgende
Steuerungsproblem ist Seierstad & Sydsæter [64] entnommen:
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (2.14)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (2.15)
x(t0) = x0, x(t1) = x1, (2.16)
u(t) ∈ U ⊆ Rm, U 6= ∅, U konvex. (2.17)
Wir schließen in der Aufgabenstellung nicht aus, dass durch die Randbedingungen (2.16)
gewisse Komponenten der Punkte x0 und x1 nicht einschra¨nkt werden.
Theorem 2.6. Sei
(
x∗(·), u∗(·)
) ∈ ALip ∩Aadm. Ferner gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (2.6)–(2.8) in Theorem 2.1 mit λ0 = 1.
(b) Fu¨r jedes t ∈ [t0, t1] ist H
(
t, x, u, p(t), 1
)
konkav bezu¨glich (x, u) auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.14)–(2.17).
Beweis Es sei
(
x(·), u(·)) ∈ Aadm mit ‖x(·) − x∗(·)‖∞ ≤ γ, ‖u(·) − u∗(·)‖L∞ ≤ γ. Wir
betrachten die Differenz
∆ =
∫ t1
t0
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))]dt
=
∫ t1
t0
[
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)] dt
+
∫ t1
t0
〈p(t), x˙(t)− x˙∗(t)〉 dt.
Aus den elementaren Eigenschaften konkaver Funktionen folgt
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)
≥ −〈Hx(t, x∗(t), u∗(t), p(t), 1), x(t)− x∗(t)〉
−〈Hu(t, x∗(t), u∗(t), p(t), 1), u(t)− u∗(t)〉.
Mit der adjungierten Gleichung (2.6) und der Ungleichung (2.8) ergibt sich daraus
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1) ≥ 〈p˙(t), x(t)− x∗(t)〉.
Somit gilt die Beziehung
∆ ≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
= 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
Schwaches Optimalita¨tsprinzip 37
Im Fall fester Endbedingungen verschwinden die Differenzen x(ti) − x∗(ti). Sind jedoch
gewisse Komponenten im Anfangs- oder Endpunkt x0 bzw. x1 frei, dann liefern die Trans-
versalita¨tsbedingungen, dass die entsprechenden Komponenten der Adjungierten p(·) zum
Zeitpunkt t0 bzw. t1 verschwinden. Daher folgt die Beziehung ∆ ≥ 0 fu¨r alle zula¨ssigen(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ, ‖u(·)− u∗(·)‖L∞ ≤ γ. 
Beispiel 2.7. Das Beispiel 1.6 u¨berfu¨hren wir in die Form
J
(
x(·), u(·)) = ∫ 1
0
[(
x(t)− 1)2 + u2(t)] dt→ inf,
x˙(t) = u(t), x(0) = 0, x(1) = 2, u(t) ∈ R.
Wir bilden die zugeho¨rige Pontrjagin-Funktion:
H(t, x, u, p, 1) = pu− (x− 1)2 − u2.
Sie ist offenbar streng konkav in (x, u). Daher liefert die Extremale
x∗(t) = 1 +
1
e− 1e
t − e
e− 1e
−t
ein schwaches lokales Minimum. 
Beispiel 2.8. Im einfachen Vorsorgemodell 1.18 mit konkaver Nutzenfunktion U ,
J
(
K(·), C(·)) = ∫ T
0
e−%tU
(
C(t)
)
dt→ sup,
K˙(t) = rK(t) +W (t)− C(t), K(0) = K0, K(T ) = KT , C(t) ∈ R,
wird die optimale Konsumption C∗(·) durch die Bedingung
U ′
(
C∗(t)
)
= l0e
(%−r)t
vorgeschlagen. Die Pontrjagin-Funktion
H(t,K,C, p, 1) = p(rK +W (t)− C) + e−%tU(C)
ist auf einer Umgebung Uγ des optimalen Steuerungsprozesses, die dem Definitionsbereich
der Nutzenfunktion U angeho¨rt, konkav in (K,C).
Daher ist der eindeutig bestimmte Steuerungsprozess
(
K∗(·), C∗(·)
)
, der die Bedingungen
K˙∗(t) = rK∗(t) +W (t)− C∗(t), K∗(0) = K0, K∗(T ) = KT , U ′
(
C∗(t)
)
= l0e
(%−r)t
erfu¨llt, ein schwaches lokales Minimum. 
38 Schwaches lokales Minimum
2.2.4 Freier Anfangs- und Endzeitpunkt
Wir betrachten in diesem Abschnitt die Aufgabe mit freiem Anfangs- und Endzeitpunkt.
Im Gegensatz zur Aufgabe (2.1)–(2.4) bedeutet dies, dass die Abbildungen h0 bzw. h1,
die die Start- und Zielmannigfaltigkeit definieren, zeitabha¨ngig sind:
hi(t, x) : R× Rn → Rsi , i = 0, 1.
Zur Behandlung dieser Aufgaben gehen wir analog zu Ioffe & Tichomirov [43] vor und
u¨berfu¨hren das Problem mit freiem Anfangs- und Endzeitpunkt mittels einer Substitution
der Zeit in eine Aufgabe auf festem Zeitintervall.
Wir untersuchen nun die Aufgabe mit freiem Anfangs- und Endzeitpunkt:
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (2.18)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (2.19)
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0, (2.20)
u(t) ∈ U ⊆ Rm, U 6= ∅, U konvex. (2.21)
Die Aufgabe (2.18)–(2.21) betrachten wir fu¨r Paare(
x(·), u(·)) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U).
Außerdem bezeichnet Uγ die Menge
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Dann geho¨ren zur Menge ALip diejenigen
(
x(·), u(·)) ∈ W 1∞([t0, t1],Rn) × L∞([t0, t1], U),
fu¨r die es eine Zahl γ > 0 derart gibt, dass die Abbildungen
(A) f(t, x, u), ϕ(t, x, u), hi(t, x) auf Uγ stetig differenzierbar sind.
In der Aufgabe (2.18)–(2.21) nennen wir ein Tripel
(
[t0, t1], x(·), u(·)
)
mit [t0, t1] ⊂ R,
x(·) ∈ W 1∞([t0, t1],Rn) und u(·) ∈ L∞([t0, t1], U) einen Steuerungsprozess. Ein Steue-
rungsprozess heißt in der Aufgabe (2.18)–(2.21) zula¨ssig, wenn auf dem Intervall [t0, t1]
die Funktion x(·) fast u¨berall der Gleichung (2.19) genu¨gt und die Randbedingungen (2.20)
erfu¨llt. Die Menge Aadm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse.
Einen zula¨ssigen Steuerungsprozess
(
[t0∗, t1∗], x∗(·), u∗(·)
)
nennen wir ein schwaches loka-
les Minimum, wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden anderen zula¨ssigen
Steuerungsprozess
(
[t0, t1], x(·), u(·)
)
mit den Eigenschaften
|t0 − t0∗| ≤ ε, |t1 − t1∗| ≤ ε
und
max
t∈I
‖x(t)− x∗(t)‖ ≤ ε, ess sup
t∈I
‖u(t)− u∗(t)‖ ≤ ε, I = [t0∗, t1∗] ∩ [t0, t1]
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die folgende Ungleichung gilt:
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·)).
Wir werden nun zeigen, wie man mit Hilfe des Theorems 2.1 fu¨r Aufgaben mit fester Zeit
unter Verwendung der Substitution der Zeit die notwendigen Optimalita¨tsbedingungen fu¨r
die Aufgabe mit freiem Anfangs- und Endzeitpunkt erha¨lt:
Es sei
(
[t0∗, t1∗], x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.18)–(2.21).
Wir fu¨hren eine neue unabha¨ngige Vera¨nderliche s ein, die das Intervall [0, 1] durchla¨uft,
und betrachten folgendes Differentialgleichungssystem:
t′(s) = v(s), y′(s) = v(s) · ϕ(t(s), y(s), w(s)). (2.22)
Es sei v(s) > 0 fu¨r alle s ∈ [0, 1]. Ist (t(·), y(·)) eine Lo¨sung dieses Systems, die der
Steuerung
(
v(·), w(·)) entspricht, so ist s → t(s) eine streng wachsende stetige Funktion.
Die zu ihr inverse Funktion t→ s(t) ist ebenfalls stetig und streng wachsend. In diesem Fall
ist x(·) mit x(t) = y(s(t)) fu¨r t ∈ [t(0), t(1)] Lo¨sung der Gleichung (2.19) zur Steuerung
u(·) mit u(t) = w(s(t)) fu¨r t ∈ [t(0), t(1)], wobei∫ t(1)
t(0)
f
(
t, x(t), u(t)
)
dt =
∫ 1
0
v(s) · f(t(s), y(s), w(s)) ds (2.23)
gilt. Weil v(·) auf [0, 1] stets positiv ist, sind diese Behauptungen klar.
Ist umgekehrt x(·) eine auf dem Intervall [t0, t1] definierte Lo¨sung der Gleichung (2.19),
die der Steuerung u(·) entspricht, so ist (t(·), y(·)) mit t(s) = t0 +(t1− t0)s, y(s) = x(t(s))
eine Lo¨sung des Systems (2.22), die den Steuerungen
(
v(·), w(·)) mit v(s) ≡ t1 − t0,
w(s) = u
(
t(s)
)
zugeordnet ist. Dabei gilt die Beziehung (2.23). Daher ist(
t∗(·), y∗(·), w∗(·), v∗(·)
)
,
wobei fu¨r s ∈ [0, 1]
t∗(s) = t0∗ + (t1∗ − t0∗)s, y∗(s) = x∗
(
t∗(s)
)
,
v∗(s) ≡ v∗ = t1∗ − t0∗, w∗(s) = u∗
(
t∗(s)
)
,
sind, ein schwaches lokales Minimum der Aufgabe:∫ 1
0
v · f(t(s), y(s), w(s)) ds→ inf, (2.24)
t′(s) = v, y′(s) = v · ϕ(t(s), y(s), w(s)), (2.25)
h0
(
t(0), y(0)
)
= 0, h1
(
t(1), y(1)
)
= 0, (2.26)
v > 0, w(s) ∈ U, U 6= ∅, U konvex. (2.27)
Dies ist bereits eine Aufgabe mit fester Zeit, auf die wir Theorem 2.1 anwenden ko¨nnen.
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Die Pontrjaginsche Funktion der Aufgabe (2.24)–(2.27) lautet
H˜(t, x, u, v, p, q, λ0) = 〈p, v · ϕ(t, x, u)〉+ qv − λ0v · f(t, x, u)
= v · [H(t, x, u, p, λ0) + q], (2.28)
wobei H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉−λ0f(t, x, u) die Pontrjagin-Funktion zu der Aufga-
be (2.18)–(2.21) ist. Dann existieren nach Theorem 2.1 nicht gleichzeitig verschwindende
Multiplikatoren λ0 ≥ 0, l0 ∈ Rs0 , l1 ∈ Rs1 , p˜(·) ∈ W 1∞([0, 1],Rn) und q˜(·) ∈ W 1∞([0, 1],R)
derart, dass die Beziehungen
p˜′(s) = −H˜x
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
,
p˜(0) = hT0x
(
t∗(0), y∗(0)
)
l0, p˜(1) = −hT1x
(
t∗(1), y∗(1)
)
l1
und
q˜′(s) = −H˜t
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
,
q˜(0) =
〈
h0t
(
t∗(0), y∗(0)
)
, l0
〉
, q˜(1) = −〈h1t(t∗(1), y∗(1)), l1〉
gelten. Weiterhin sind die Variationsungleichungen〈
H˜u
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
,
(
w − w∗(s)
)〉 ≤ 0,〈
H˜v
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
, (v − v∗)
〉 ≤ 0
fu¨r alle v > 0, w ∈ U und fu¨r fast alle s ∈ [0, 1] erfu¨llt.
Es sei s∗(·) die zu t∗(·) inverse Funktion, d. h.
s∗(t) =
t− t0∗
t1∗ − t0∗ , t ∈ [t0∗, t1∗].
Wir fu¨hren die Bezeichnungen
p(t) = p˜
(
s∗(t)
)
, q(t) = q˜
(
s∗(t)
)
ein. So lassen sich die obigen Beziehungen unter Beru¨cksichtigung von (2.28) auf folgende
Form bringen:
p˙(t) = −Hx
(
t, x∗(t), u∗(t), p(t), λ0
)
,
p(t0∗) = hT0x
(
t0∗, x∗(t0∗)
)
l0, p(t1∗) = −hT1x
(
t1∗, x∗(t1∗)
)
l1,
q˙(t) = −Ht
(
t, x∗(t), u∗(t), p(t), λ0
)
, (2.29)
q(t0∗) =
〈
h0t
(
t0∗, x∗(t0∗)
)
, l0
〉
, q(t1∗) = −
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉
(2.30)
und wir erhalten die Variationsungleichungen
v∗ ·
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0,〈
H
(
t, x∗(t), u∗(t), p(t), λ0
)
+ q(t), (v − v∗)
〉 ≤ 0.
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Wegen 0 < v∗ <∞ folgen daraus fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0
und die Beziehung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= −q(t).
Durch Vergleich mit (2.29) und (2.30) erhalten wir weiter
d
dt
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= Ht
(
t, x∗(t), u∗(t), p(t), λ0
)
,
H
(
t0∗, x∗(t0∗), u∗(t0∗), p(t0∗), λ0
)
= −〈h0t(t0∗, x∗(t0∗)), l0〉,
H
(
t1∗, x∗(t1∗), u∗(t1∗), p(t1∗), λ0
)
=
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉
.
Wr fassen alle Bedingungen zusammen und formulieren das Schwache Optimalita¨tsprinzip
fu¨r die Aufgabe mit freiem Anfangs- und Endzeitpunkt:
Theorem 2.9. In der Aufgabe (2.18)–(2.21) sei
(
[t0∗, t1∗], x∗(·), u∗(·)
) ∈ Aadm∩ALip. Ist(
[t0∗, t1∗], x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.18)–(2.21), dann
existieren nicht gleichzeitig verschwindende Multiplikatoren λ0 ≥ 0, l0 ∈ Rs0, l1 ∈ Rs1 und
p(·) ∈W 1∞([t0∗, t1∗],Rn) derart, dass
(a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
(2.31)
genu¨gt und die Transversalita¨tsbedingungen
p(t0∗) = hT0x
(
t0∗, x∗(t0∗)
)
l0, p(t1∗) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 (2.32)
erfu¨llt;
(b) fu¨r fast alle t ∈ [t0∗, t1∗] und alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (2.33)
gilt;
(c) fu¨r die Funktion t→ H(t, x∗(t), u∗(t), p(t), λ0) folgende Bedingungen gelten:
d
dt
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= Ht
(
t, x∗(t), u∗(t), p(t), λ0
)
, (2.34)
H
(
t0∗, x∗(t0∗), u∗(t0∗), p(t0∗), λ0
)
= −〈h0t(t0∗, x∗(t0∗)), l0〉, (2.35)
H
(
t1∗, x∗(t1∗), u∗(t1∗), p(t1∗), λ0
)
=
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉
. (2.36)
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Beispiel 2.10. Wir betrachten die Aufgabe einer zeitminimalen Bewegung eines Massen-
punktes entlang einer horizontalen Geraden bei vernachla¨ssigter Reibung:
J
(
s(·), v(·), a(·)) = ∫ T
0
1 dt→ inf,
s˙(t) = v(t), v˙(t) = a(t),
s(0) = 0, s(T ) = sT > 0, v(0) = v(T ) = 0, a(t) ∈ [−1, 1].
Darin bezeichnen s = s(t) den Ort, v = v(t) die Geschwindigkeit und a = a(t) die Beschleu-
nigung zum Zeitpunkt t. Der Steuerungsparameter wird durch ausgeu¨bte Beschleunigung
gegeben. Die Zustandsgro¨ßen sind der Ort und die Geschwindigkeit.
Fu¨r diese Aufgabe lautet die Pontrjagin-Funktion
H(t, s, v, a, p1, p2, λ0) = −λ0 + p1v + p2a.
Die notwendigen Bedingungen in Theorem 2.9 liefern fu¨r die Adjungierten
p˙1(t) ≡ 0 ⇒ p1(t) ≡ p1 ∈ R,
p˙2(t) = −p1(t) = −p1 ⇒ p2(t) = p2 − p1t, p2 ∈ R.
Außerdem erhalten wir aus der Maximumbedingung
a∗(t) = −1 fu¨r p2(t) < 0, a∗(t) = 1 fu¨r p2(t) > 0.
Weiterhin liegt eine autonome Aufgabe vor und es ergibt sich
H
(
t, s∗(t), v∗(t), a∗(t), p1(t), p2(t), λ0
) ≡ 0.
Da der Massenpunkt aus einer Ruhelage zeitoptimal in eine andere Ruhelage u¨berfu¨hrt
wird, geht aus der Darstellung der Adjungierten p2(·) ein Vorzeichenwechsel zum Zeitpunkt
τ = T∗/2 hervor. Damit liefern die notwendigen Bedingungen
λ0 = 1, p1 =
2
T∗
, p2 = 1.
Die Bewegung des Massenpunktes besitzt damit die Darstellung
a∗(t) =
{ −1, t ∈ [0, τ),
1, t ∈ [τ, T∗],
v∗(t) =
{
t, t ∈ [0, τ),
T∗ − t, t ∈ [τ, T∗],
s∗(t) =
{
1
2 t
2, t ∈ [0, τ),
1
2
[
τ2 + (T∗ − τ)2 − (T∗ − t)2
]
, t ∈ [τ, T∗].
Abschließend erhalten wir aus s∗(T∗) = sT unmittelbar T∗ = 2
√
sT . 
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2.3 Aufgaben mit Zustandsbeschra¨nkungen
2.3.1 Notwendige Optimalita¨tsbedingungen
Theorem 2.11. Es sei
(
x∗(·), u∗(·)
) ∈ Aadm∩ALip. Ist (x∗(·), u∗(·)) ein schwaches lokales
Minimum der Aufgabe (2.1)–(2.5), dann existieren eine Zahl λ0 ≥ 0, eine Vektorfunktion
p(·) : [t0, t1]→ Rn, Vektoren l0 ∈ Rs0, l1 ∈ Rs1 und auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s) (2.37)
genu¨gt und die Transversalita¨tsbedingung
p(t0) = h
′
0
T (
x∗(t0)
)
l0 (2.38)
erfu¨llt;
(b) in fast allen Punkten t ∈ [t0, t1] und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (2.39)
gilt.
Als eine Funktion beschra¨nkter Variation ist die Adjungierte p(·) in Theorem 2.11 links-
seitig stetig und es gilt deswegen im rechten Endpunkt die Transversalita¨tsbedingung
p(t1) = −h′1T
(
x∗(t1)
)
l1 −
l∑
j=1
gjx
(
t1, x∗(t1)
)
µj({t1}). (2.40)
Als ein anschauliches Beispiel betrachten wir nach Seierstad & Sydsæter [64] das folgende
Lagerhaltungsmodell:
Beispiel 2.12. Ein Gescha¨ft mo¨chte die Nachfrage a des Produktes x gegenu¨ber seinen
Kunden gewa¨hrleisten. Es entstehen dadurch zum Zeitpunkt t die Einkaufs- und Lager-
haltungskosten αu(t) bzw. βx(t). Daraus ergibt sich das folgende Modell:
J
(
x(·), u(·)) = ∫ T
0
(
αu(t) + βx(t)
)
dt→ inf,
x˙(t) = u(t)− a, x(0) = 1, x(T ) frei, x(t) ≥ 0, u(t) ≥ 0, T > 1/a.
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Der Fall λ0 = 0 kann ausgeschlossen werden und wir nehmen λ0 = 1 an. Damit lautet die
Pontrjagin-Funktion
H(t, x, u, p, 1) = p(u− a)− (αu+ βx) = (p− α)u− (pa+ βx).
In diesem Modell ko¨nnen wir als optimalen Kandidaten den Steuerungsprozess
u∗(t) =
{
0, t ∈ [0, 1/a),
a, t ∈ [1/a, T ], x∗(t) =
{
1− at, t ∈ [0, 1/a),
0, t ∈ [1/a, T ],
ableiten. Fu¨r t ∈ [0, 1/a) sind die Zustandsbeschra¨nkungen nicht aktiv und es gilt
p˙(t) = β, p(t) = p(0) + βt.
Fu¨r t ∈ [1/a, T ] ist u∗(t) = a ein innerer Punkt des Steuerungsbereiches U = R+. Also
folgt aus der Variationsungleichung (2.39), dass p(t) = α gelten muss. Damit erhalten wir
p(t) =
{
α+ β(t− 1/a), t ∈ [0, 1/a),
α, t ∈ [1/a, T ].
Mit der Zustandsbeschra¨nkung g
(
x(t)
)
= −x(t) ≤ 0 lautet die adjungierte Gleichung
p˙(t) = 0 = β + λ(t)g′
(
x∗(t)
)
= β − λ(t), t ∈ (1/a, T ),
und wir erhalten den absolutstetigen Anteil λ(t) = β fu¨r das positive Maß µ. Ferner ergibt
sich in der Transversalita¨tsbedingung (2.40) im rechten Endpunkt
p(T ) = −gx
(
x∗(T )
)
µ({T}) = µ({T}) = α
fu¨r den atomaren Anteil des Maßes µ im Punkt t = T . 
In der Aufgabe mit Zustandsbeschra¨nkungen ko¨nnen in den notwendigen Bedingungen
die Multiplikatoren entarten. Sehr ha¨ufig tritt der Fall auf, dass eine optimale Trajektorie
an der Beschra¨nkung entlang “rattert” (“chattering control”). Außerdem erwa¨hnen wir an
dieser Stelle die Dissertation von Milyutin [52], in der eine Aufgabe betrachtet wird, in der
sich die Sprungstellen der Adjungierten im Endlichen ha¨ufen. Dieses Beispiel wurde spa¨ter
unabha¨ngig von [52] in Robbins [61] untersucht. Bezu¨glich entarteter Multiplikatoren in
der Aufgabe mit Zustandsbeschra¨nkungen verweisen wir auf Arutyunov [3–5] und die dort
angegebenen Quellen.
Eine weitere Entartung kann entstehen, wenn die Zustandsbeschra¨nkungen nicht gewissen
Regularita¨tsbedingungen genu¨gen. In der Aufgabe (2.1)–(2.5) ist es mit stetigen Funktio-
nen ηj(·), die bis auf endlich viele Punkte positiv sind, zula¨ssig, die Zustandsbeschra¨nkun-
gen (2.5) in folgende Form zu u¨berfu¨hren:
g˜j
(
t, x(t)
)
= ηj(t)gj
(
t, x(t)
) ≤ 0.
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Auf diese Weise a¨ndert sich die Menge der zula¨ssigen Steuerungsprozesse nicht. Allerdings
kann im Fall, dass dadurch eine der Mengen{
t ∈ [t0, t1]
∣∣ g˜j(t, x∗(t)) = 0, g˜jx(t, x∗(t)) = 0}
nichtleer ausfa¨llt, das Pha¨nomen versteckter Multiplikatoren erzeugt werden. Wir illustie-
ren nachstehend diesen Fall.
Beispiel 2.13. Im Beispiel 2.12 ergab sich eindeutig der optimale Kandidat
u∗(t) =
{
0, t ∈ [0, 1/a),
a, t ∈ [1/a, T ], x∗(t) =
{
1− at, t ∈ [0, 1/a),
0, t ∈ [1/a, T ],
zu den Multiplikatoren
λ0 = 1, p(t) =
{
α+ β(t− 1/a), t ∈ [0, 1/a],
α, t ∈ (1/a, T ].
Dabei besitzt x∗(·) die Eigenschaft, dass keine zula¨ssige Traktorie x(·) mit x(t) < x∗(t) fu¨r
ein t ∈ [0, T ] existiert. Damit ko¨nnen wir direkt die globale Optimalita¨t des Steuerungs-
prozesses
(
x∗(·), u∗(·)
)
zeigen:
J
(
x(·), u(·)) = ∫ T
0
(
αu(t) + βx(t)
)
dt =
∫ T
0
(
α[a+ x˙(t)] + βx(t)
)
dt
= αaT + α[x(T )− x(0)] +
∫ T
0
βx(t) dt ≥ α(aT − 1) +
∫ T
0
βx∗(t) dt.
Wir ersetzen nun die Zustandsbeschra¨nkung x(t) ≥ 0 durch (T − t)x(t) ≥ 0. Offenbar
a¨ndert sich dadurch die Menge der zula¨ssigen Steuerungsprozesse nicht. Außerdem bleibt
somit die globale Optimalita¨t von
(
x∗(·), u∗(·)
)
erhalten. Wenden wir nun die notwendigen
Optimalita¨tsbedingungen in der Aufgabe mit der Zustandsbeschra¨nkung
g˜
(
t, x(t)
)
= −(T − t)x(t) ≤ 0
an, so ergibt sich in der adjungierten Gleichung auf (1/a, T ):
p˙(t) = 0 = β + λ˜(t)g˜x
(
t, x∗(t)
)
= β − (T − t)λ˜(t), λ˜(t) = β
T − t .
Damit erhalten wir einen Widerspruch zu den notwendigen Optimalita¨tsbedingungen in
Theorem 2.11, da µ˜ mit dµ˜(t) = λ˜(t) dt kein endliches Maß ist.
Bei na¨herer Betrachtung sind fu¨r
(
x∗(·), u∗(·)
)
ausschließlich mit den Multiplikatoren
λ0 = 0, p(t) ≡ 0
die notwendigen Optimalita¨tsbedingungen erfu¨llt. Die Nichttrivialita¨t der Multiplikatoren
ist dennoch gegeben, da das in t = T konzentrierte positive Maß µ = µ({T}) > 0 durch
g˜x
(
T, x∗(T )
)
= 0 versteckt wird. 
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2.3.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Seien
(
x∗(·), u∗(·)
) ∈ ALip und x∗(·) ∈ C([t0, t1],Rn). Die Menge Uγ ist wie folgt definiert:
Uγ = {(t, x, u) ∈ [t0, t1]× Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1],Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1,
Gj
(
x(·))(t) = gj(t, x(t)), t ∈ [t0, t1], j = 1, ..., l.
Da x∗(·) zu C([t0, t1],Rn) geho¨rt, gilt fu¨r diese Abbildungen
J : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ R,
F : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ C([t0, t1],Rn),
Hi : C([t0, t1],Rn)→ Rsi , i = 0, 1,
Gj : C([t0, t1],Rn)→ C([t0, t1],R), j = 1, ..., l.
Wir setzen F = (F,H0, H1) und G = (G1, ..., Gl). Außerdem fu¨hren wir fu¨r die Elemente
x(·) = (x1(·), ..., xl(·)) des Raumes C([t0, t1],Rl) folgende Halbordnung “” ein:
x(·)  y(·) ⇔ xj(t) ≤ yj(t) fu¨r alle t ∈ [t0, t1], j = 1, ..., l.
Im Raum C([t0, t1],Rl) bezeichnen wir mit K den nachstehenden konvexen, abgeschlos-
senen Kegel mit Spitze in Null:
K = {x(·) ∈ C([t0, t1],Rl) |x(·)  0}.
Fu¨r den Kegel K ist intK 6= ∅.
Mit diesen Setzungen pru¨fen wir fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, G(x(·)) ∈ K , u(·) ∈ L∞([t0, t1], U) (2.41)
die Voraussetzungen von Theorem F.3 im Punkt
(
x∗(·), u∗(·)
)
:
(A2) Mit Verweis auf Abschnitt 2.2.2 ist nur noch die Abbildung G zu diskutieren, deren
stetige Fre´chet-Differenzierbarkeit im Beispiel B.2 nachgewiesen ist.
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Zur Extremalaufgabe (2.41) definieren wir auf
C([t0, t1],Rn)× L∞([t0, t1],Rm)× R× C∗([t0, t1],Rn)× Rs0 × Rs1 ×
(
C∗([t0, t1],R)
)l
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1, z∗1 , ..., z∗l
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·))+ l∑
j=1
〈
z∗j , Gj
(
x(·))〉.
Ist
(
x∗(·), u∗(·)
)
eine schwache lokale Minimalstelle der Aufgabe (2.41), dann existieren
nach Theorem F.3 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0,
y∗ ∈ C∗([t0, t1],Rn), li ∈ Rsi und z∗j ∈ C∗([t0, t1],R) derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1, z∗1 , ..., z∗l
)
= 0; (2.42)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Variationsungleichung〈
Lu
(
x∗(·), u∗(·), λ0, y∗, l0, l1, z∗1 , ..., z∗l
)
, u(·)− u∗(·)
〉 ≥ 0 (2.43)
fu¨r alle u(·) ∈ L∞([t0, t1], U);
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 =
〈
z∗i , Gi
(
x∗(·)
)〉
, 〈z∗i , z(·)〉 ≤ 0 fu¨r alle z(·)  0, i = 1, ..., l. (2.44)
Die zweite Bedingung in (2.44) liefert, dass die Funktionale z∗j ∈ C∗([t0, t1],R) positiv sind.
Dann ergibt sich aus der ersten Bedingung in (2.44), dass nur diejenigen stetigen linearen
Funktionale z∗j von Null verschieden sein ko¨nnen, fu¨r welche die Zustandsbeschra¨nkungen
aktiv sind. Außerdem folgt in diesem Fall aus der ersten Bedingung, dass die zugeho¨rigen
endlichen nichtnegativen regula¨ren Borelschen Maße µj auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentriert sind. Daher kann man ohne Einschra¨nkung annehmen, dass alle Maße µj auf
den Mengen Tj konzentriert sind.
Aufgrund (2.42) ist folgende Variationsgleichung fu¨r alle x(·) ∈ C([t0, t1],Rn) erfu¨llt:
0 = λ0
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
+
∫ t1
t0
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t)
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (2.45)
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In der Gleichung (2.45) a¨ndern wir die Integrationsreihenfolge im zweiten Summanden
und bringen sie in die Form
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ t1
t
dµ(s), x(t)
〉
dt
+
∫ t1
t0
[x(t)]T dµ(t) +
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dµ(t), x(t0)
〉
+ 〈h′1T
(
x∗(t1)
)
l1, x(t1)〉
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (2.46)
Die rechte Seite in (2.46) definiert ein stetiges lineares Funktional im Raum C([t0, t1],Rn).
Wenden wir den Darstellungssatz von Riesz an und setzen p(t) =
∫ t1
t
dµ(s), so folgen
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
[
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0fx
(
s, x∗(s), u∗(s)
)]
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s),
p(t0) = h
′
0
T (
x∗(t0)
)
l0.
Damit sind (2.37) und (2.38) gezeigt. Die Beziehung (2.43) ist a¨quivalent zu∫ t1
t0
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
, u(t)− u∗(t)
〉
dt ≤ 0.
Wir bemerken, dass die Funktion p(·) von beschra¨nkter Variation ist. Daher kann man p(·)
als Differenz zweier monotoner Funktionen schreiben und p(·) besitzt ho¨chstens abza¨hlbar
viele Unstetigkeiten. Mit Hilfe dieser Anmerkung folgt abschließend die Variationsunglei-
chung (2.39) via Standardtechniken fu¨r Lebesguesche Punkte. 
2.3.3 Hinreichende Bedingungen nach Mangasarian
Die Herleitung der hinreichenden Bedingungen des nachstehenden Stuerungsproblems ba-
siert wie im Abschnitt 2.2.3 auf Seierstad & Sydsæter [64].
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (2.47)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (2.48)
x(t0) = x0, x(t1) = x1, (2.49)
u(t) ∈ U ⊆ Rm, U 6= ∅, U konvex, (2.50)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l. (2.51)
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In der Aufgabenstellung schließen wir wieder den Fall nicht aus, dass durch die Rand-
bedingungen (2.49) gewisse Komponenten der Punkte x0 und x1 nicht fest vorgegeben,
sondern ohne Einschra¨nkung sind.
Theorem 2.14. Sei
(
x∗(·), u∗(·)
) ∈ ALip ∩Aadm. Außerdem sei p(·) : [t0, t1]→ Rn stu¨ck-
weise stetig, besitze ho¨chstens endlich viele Sprungstellen (d. h. die einseitigen Grenzwerte
existieren) sk ∈ (t0, t1] und sei zwischen diesen Spru¨ngen stetig differenzierbar. Ferner
gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (2.37)–(2.39) in Theorem 2.11 mit λ0 = 1.
(b) Fu¨r jedes t ∈ [t0, t1] ist die Funktion H
(
t, x, u, p(t), 1
)
konkav bezu¨glich (x, u) und es
sind die Funktionen gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (2.47)–(2.51).
Bemerkung 2.15. Der Teil (a) in Theorem 2.14 bedarf einer detaillierteren Diskussion.
Da wir von einer stu¨ckweise stetigen und zwischen den Sprungstellen stetig differenzier-
baren Adjungierten p(·) ausgehen, ko¨nnen wir die adjungierte Gleichung (2.37) in Integ-
raldarstellung in die Form einer stu¨ckweise definierten Differentialgleichung mit Sprung-
bedingungen u¨berfu¨hren. Es bezeichnen t0 < s1 < ... < sd < t1 die Unstetigkeitsstellen
der Adjungierten p(·) im Intervall (t0, t1). Dann gelten die Sprungbedingungen
p(s−k )− p(s+k ) = −
l∑
j=1
βkj gjx
(
sk, x∗(sk)
)
, βkj = µj({sk}) ≥ 0, k = 1, ..., d.
Ferner gibt es eine stu¨ckweise stetige Vektorfunktion λ(·) : [t0, t1] → Rl derart, dass die
Differentialgleichung
p˙(t) = −Hx
(
t, x∗(t), u∗(t), p(t), 1
)
+
l∑
j=1
λj(t)gjx
(
t, x∗(t)
)
stu¨ckweise auf (sk, sk+1), k = 0, ..., d, gilt. Dabei haben wir s0 = t0, sd+1 = t1 gesetzt.
Abschließend halten wir fest, dass wegen der Positivita¨t der Maße µj und der Konzentra-
tion dieser Maße auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
neben βjgj
(
t1, x∗(t1)
)
= 0 die Bedingungen
λj(t) ≥ 0, λj(t)gj
(
t, x∗(t)
)
= 0
auf [t0, t1] und fu¨r k = 1, ..., d in den Sprungstellen
βkj ≥ 0, βkj gj
(
sk, x∗(sk)
)
= 0
fu¨r j = 1, ..., l und gelten. 
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Beweis Fu¨r
(
x(·), u(·)) ∈ Aadm mit ‖x(·)−x∗(·)‖∞ ≤ γ, ‖u(·)−u∗(·)‖L∞ ≤ γ betrachten
wir die Differenz:
∆ =
∫ t1
t0
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
=
∫ t1
t0
[
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)] dt
+
∫ t1
t0
〈p(t), x˙(t)− x˙∗(t)〉 dt.
Auf die gleiche Weise wie im Beweis von Theorem 2.6 in Abschnitt 2.2.3 folgt aus der
Konkavita¨t und der Variationsungleichung (2.39) die Ungleichung
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)
≥ −〈Hx(t, x∗(t), u∗(t), p(t), 1), x(t)− x∗(t)〉.
Damit und mit den Beziehungen in Bemerkung 2.15 erhalten wir fu¨r fast alle t ∈ [t0, t1]
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)
≥
〈
p˙(t)−
l∑
j=1
λj(t)gjx
(
t, x∗(t)
)
, x− x∗(t)
〉
,
sowie die Komplementarita¨tsbedingungen
λj(t) ≥ 0, λj(t)gj
(
t, x∗(t)
)
= 0.
Wir betrachten zuna¨chst den Fall, dass p(·) in [t0, t1] stetig ist. Die Konvexita¨t der Abbil-
dungen gj(t, x) bezu¨glich x auf Uγ fu¨r jedes t liefert die Ungleichungen
gj(t, x) ≥ gj
(
t, x∗(t)
)
+
〈
gjx
(
t, x∗(t)
)
, x− x∗(t)
〉
.
Genu¨gt x(·) den Zustandsbeschra¨nkungen gj(t, x) ≤ 0, dann gilt wegen den Komplemen-
tarita¨tsbedingungen und λj(t) ≥ 0:
−λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉 ≥ −λj(t)gjx(t, x(t)) ≥ 0, j = 1, ..., l.
Damit erhalten wir fu¨r
(
x(·), u(·)) ∈ Aadm mit ‖x(·)− x∗(·)‖∞ ≤ γ, ‖u(·)− u∗(·)‖L∞ ≤ γ:
∆ ≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
−
∫ t1
t0
l∑
j=1
λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉
dt
≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
= 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
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Es besitze nun p(·) im Intervall (t0, t1) die Unstetigkeitsstellen t0 < s1 < ... < sd < t1.
Dann gelten nach Bemerkung 2.15 die Sprungbedingungen
p(s−k )− p(s+k ) = −
l∑
j=1
βkj gjx
(
sk, x∗(sk)
)
, βkj ≥ 0, k = 1, ..., d,
und wir erhalten aus der Konvexita¨t der Abbildungen gj(t, x) die Ungleichungen
〈p(s−k )− p(s+k ), x− x∗(sk)〉 ≥ 0, x ∈ Vγ(sk), k = 1, ..., d.
Fu¨r
(
x(·), u(·)) ∈ Aadm ergibt sich dann
∆ ≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
= 〈p(t1), x(t1)− x∗(t1)〉+
d∑
k=1
〈p(s−k )− p(s+k ), x(sk)− x∗(sk)〉
−〈p(t0), x(t0)− x∗(t0)〉
≥ 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
In t = t1 lautet mit βj = µj({t1}) ≥ 0 die Transversalita¨tsbedingung (2.40)
〈p(t1), x(t1)− x∗(t1)〉 = −〈l1, x(t1)− x∗(t1)〉 −
l∑
j=1
βj
〈
gjx
(
t1, x∗(t1)
)
, x(t1)− x∗(t1)
〉
.
Darin gilt wegen der Konvexita¨t der Abbildungen gj(t, x)
−
l∑
j=1
βj
〈
gjx
(
t1, x∗(t1)
)
, x(t1)− x∗(t1)
〉 ≥ 0.
Im Fall fester Anfangs- und Endbedingungen verschwinden die Differenzen x(ti)− x∗(ti).
Sind jedoch gewisse Komponenten im Anfangs- oder Endpunkt x0 bzw. x1 frei, dann liefern
die Transversalita¨tsbedingungen, dass die entsprechenden Komponenten der Adjungierten
p(·) zum Zeitpunkt t0 bzw. des Multiplikators l1 ∈ Rn verschwinden. Daher folgt ∆ ≥ 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ und ‖u(·)− u∗(·)‖L∞ ≤ γ. 
Beispiel 2.16. Offensichtlich erfu¨llt das einfache Lagerhaltungsmodell in Beispiel 2.12 die
Bedingungen des Theorems 2.14. Der angegebene Kandidat
(
x∗(·), u∗(·)
)
ist ein schwaches
lokales Minimum. 
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3 Nadelvariationen in der Optimalen Steuerung
Die Methoden der Optimalen Steuerung liefern geeignete Werkzeuge fu¨r viele Problem-
klassen. In den meisten praktischen Anwendungen sind allerdings Steuerungselemente ent-
halten, die nur gewisse Positionen annehmen du¨rfen. Eine Richtungsvariation des letzten
Kapitels ist bezu¨glich dieser Elemente nicht zula¨ssig. Deswegen wollen wir in diesem Kapi-
tel eine neue Klasse von Variationen betrachten. Die Grundlage dafu¨r wurde im Rahmen
der Klassischen Variationsrechnung von Karl Weistraß (1815–1897) durch die Einfu¨hrung
der Nadelvariationsmethode gelegt. Im Vergleich zur schwachen lokalen Optimalstelle ent-
steht ein allgemeinerer Optimalita¨tsbegriff.
Der U¨bergang von der Klassischen Variationsrechung zur Optimalen Steuerung wurde
durch die Identifizierung der Aufgabenklassen der Steuerungstheorie und durch die Ent-
wicklung von geeigneten Methoden realisiert. Wesentliche Beitra¨ge zu diesen Entdeckun-
gen haben Constantin Carathe´odory (1873–1950), Edward James McShane (1904–1989),
Magnus Hestenes (1906–1991), Richard Bellman (1920–1984), Rufus Isaacs (1914–1977)
und Lew Semjonowitsch Pontrjagin (1908–1988) in Zusammenarbeit mit Wladimir Bolt-
janski (1925–) und Rewas Gamkrelidze (1927–) geleistet. Die bedeutendsten Ergebnisse in
der Entwicklung von Optimalita¨tsbedingungen sind das Pontrjaginsche Maximumprinzip
und das Bellmansche Prinzip der Dynamischen Programmierung.
Im Fokus dieses Kapitels steht das Pontrjaginsche Maximumprinzip. Der Errungenschaft
des Maximumprinzips gehen wichtige Entwicklungen der Mathematik in der ersten Ha¨lfte
des 20. Jahrhunderts voraus. Ohne die Methoden der Funktionalanalysis oder der Theorie
von Differentialgleichungen mit unstetigen rechten Seiten ist dessen vollsta¨ndiger Nachweis
kaum denkbar. Dieses vielschichtige und umfassende theoretische Fundament, der kom-
plexe Beweis des Maximumprinzips und die eigensta¨ndigen Methoden, die zum Nachweis
ausgearbeitet wurden, bilden einen maßgeblichen Beitrag zur Etablierung der Optimalen
Steuerung als eigensta¨ndige mathematische Disziplin.
Das Kapitel zu Nadelvariationen und starken lokalen Minimalstellen in Steuerungspro-
blemen beginnen wir mit der Untersuchung der Aufgabe mit freiem rechten Endpunkt.
Da neben der Dynamik x˙(t) = ϕ
(
t, x(t), u(t)
)
zum Anfangswert x(t0) = x0 keine weitere
Beschra¨nkung an die Zustandstrajektorie vorliegt, ist die Methode der einfachen Nadelva-
riation ein geeignetes Mittel zur Herleitung von notwendigen Optimalta¨tsbedingungen.
Der U¨bergang zu allgemeineren Aufgabenklassen ist mit der einfachen Nadelvariationsme-
thode nicht mo¨glich. Das Pontrjaginsche Maximumprinzip fu¨r die Standardaufgabe und
die Aufgabe mit Zustandsbeschra¨nkungen beweisen wir deswegen auf der Grundlage der
mehrfachen Nadelvariationen nach Ioffe & Tichomirov, die im Anhang ausfu¨hrlich behan-
delt werden. Außerdem behandeln wir hinreichende Bedingungen nach Arrow.
Auf den Beweis des Maximumprinzips mittels der Substitution der Zeit nach Dubovitskii
& Milyutin [23] gehen wir nicht ein. Sondern wir nutzen diese Methode, um die notwendi-
gen Optimalita¨tsbedingungen fu¨r die Aufgabe mit freiem Anfangs- und Endzeitpunkt aus
dem Maximumprinzip fu¨r Aufgaben mit festem Zeitintervall abzuleiten.
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3.1 Die Nadelvariation der Klassischen Variationsrechnung
Zur Einstimmung auf die Untersuchung von starken lokalen Minimalstellen betrachten wir
zuna¨chst wieder die einfachste Aufgabe der Klassischen Variationsrechnung:
J
(
x(·)) = ∫ t1
t0
f
(
t, x(t), x˙(t)
)
dt→ inf, (3.1)
x(t0) = x0, x(t1) = x1. (3.2)
Ebenso wie in Abschnitt 1.1 seien die Punkte t0 < t1, x0, x1 fest vorgegeben und es sei die
Funktion f : R× R× R→ R in (3.1) in einem Gebiet U ⊆ R3 stetig differenzierbar.
Im Gegensatz zur Analyse der Aufgabe (1.1)–(1.2) betrachten wir an dieser Stelle nicht die
Richtungsvariation xλ(·) = x∗(·)+λx(·) mit x∗(·), x(·) ∈ C1([t0, t1],R) und entsprechender
Normkonvergenz
‖xλ(·)− x∗(·)‖C1 = |λ|‖x(·)‖C1 → 0 fu¨r λ→ 0.
Sondern wir definieren zu v ∈ R, τ ∈ (t0, t1) und 0 < λ < ε mit τ + ε < t1 folgende
stu¨ckweise lineare Funktion:
ξλ(t) =

0, t 6∈ [τ, τ + ε],
v(t− τ), t ∈ [τ, τ + λ),
λv + u(t− τ − λ), t ∈ [τ + λ, τ + ε],
u = − λv
ε− λ.
Diese Funktion besitzt die Form einer Nadeln, die bei der Verkleinerung des Parameters λ
zwar schmaler wird, aber deren Anstieg sich nicht verringert, denn die stu¨ckweise konstante
Ableitung lautet:
ξ˙λ(t) =

0, t 6∈ [τ, τ + ε],
v, t ∈ [τ, τ + λ),
u, t ∈ [τ + λ, τ + ε].
Die daraus resultierende Variation xλ(·) = x∗(·) + ξλ(·) besitzt dann die Eigenschaften
‖xλ(·)− x∗(·)‖∞ = ‖ξλ(·)‖∞ = λ|v| → 0 fu¨r λ→ 0,
‖xλ(·)− x∗(·)‖C1 ≥ ‖ξ˙λ(·)‖∞ ≥ |v| 6→ 0 fu¨r λ→ 0.
Der U¨bergang von den Richtungs- zu den Nadelvariationen vergro¨ßert die Menge der
Trajektorien. Deswegen nennen wir die Funktion x∗(·) ein starkes lokales Minimum in der
Aufgabe (3.1)–(3.2), wenn sie die Randbedingungen (3.2) erfu¨llt und falls ein ε > 0 derart
existiert, dass die Ungleichung
J
(
x(·)) ≥ J(x∗(·))
fu¨r alle zula¨ssigen Funktionen x(·) mit ‖x(·)− x∗(·)‖∞ < ε gilt.
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Einen anschaulichen Vergleich von starken und schwachen lokalen Minimalstellen in der
Klassischen Variationsrechnung liefert folgende Aufgabe:
J
(
x(·)) = ∫ 1
0
x˙3(t) dt→ inf, x(0) = 0, x(1) = 1.
Wir werden nun zeigen, dass es in dieser Aufgabe eine eindeutig bestimmte Lo¨sung der
Euler-Lagrange-Gleichung gibt, diese ein schwaches lokales Minimum darstellt, aber kein
starkes. Demgegenu¨ber existiert kein starkes lokales Minimum und es gilt inf J = −∞ in
jeder gleichma¨ßigen Umgebung der schwachen lokalen Minimalstelle.
Zum schwachen lokalen Minimum: Die Euler-Lagrangesche Gleichung als notwendige Be-
dingung fu¨r ein schwaches lokales Minimum besitzt die Gestalt
− d
dt
fx˙
(
t, x∗(t), x˙∗(t)
)
+ fx
(
t, x∗(t), x˙∗(t)
)
= − d
dt
3x˙2∗(t) = 0.
Eindeutige Lo¨sung dieser Gleichung, die den Randbedingungen genu¨gt, ist x∗(t) = t.
Wir weisen jetzt nach, dass x∗(·) tatsa¨chlich ein schwaches lokales Minimum liefert. Es sei
x(·) ∈ C1([0, 1],R) mit x(0) = x(1) = 0. Dann ist x∗(·) + x(·) zula¨ssig. Wir erhalten
J
(
x∗(·) + x(·)
)
=
∫ 1
0
[
d
dt
(
t+ x(t)
)]3
dt = J
(
x∗(·)
)
+
∫ 1
0
[3x˙2(t) + x˙3(t)] dt.
Wenn daher 3x˙2(t) + x˙3(t) ≥ 0 auf [0, 1] gilt, was insbesondere bei ‖x(·)‖C1 ≤ 3 wegen
|x˙3(t)| = |x˙(t)| · x˙2(t) ≤ 3x˙2(t) erfu¨llt ist, so ist
J
(
x∗(·) + x(·)
) ≥ J(x∗(·)).
D. h., dass x∗(t) = t ein schwaches lokales Minimum in der Aufgabe liefert.
Zum starken lokalen Minimum: Es ergeben sich fu¨r die Funktionen xn(·) = x∗(·) + ξn(·)
mit
ξn(0) = ξn(1) = 0, ξ˙n(t) =
{ −√n, t 6∈ [0, 1/n],
√
n
n−1 , t ∈ (1/n, 1],
dass das Funktional J fu¨r große n asymptotisch gleich −√n ausfa¨llt und deswegen
J
(
xn(·)
)→ −∞ fu¨r n→∞
gilt. Da nun bezu¨glich der Supremumsnorm aber
‖xn(·)− x∗(·)‖∞ = ‖ξn(·)‖∞ = 1/
√
n
ist, liegt mit x∗(·) kein starkes lokales Minimum vor, und es ist inf J = −∞.
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3.2 Das Maximumprinzip fu¨r die Aufgabe mit freiem rechten Endpunkt
3.2.1 Formulierung der Aufgabe und das Maximumprinzip
Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (3.3)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, x(t0) = x0, x(t1) frei, (3.4)
u(t) ∈ U ⊆ Rm, U 6= ∅, (3.5)
auf dem gegebenen Intervall [t0, t1] und mit festem Punkt x0 ∈ Rn. Die Aufgabe (3.3)–(3.5)
untersuchen wir bezu¨glich(
x(·), u(·)) ∈ PC1([t0, t1],Rn)× PC([t0, t1], U).
Dabei ist PC([t0, t1], U) die Menge der stu¨ckweise stetigen Vektorfunktionen, die nur Werte
aus der Menge U ⊆ Rm annehmen und die nur endlich viele Sprungstellen im Inneren des
betrachteten Zeitintervalls [t0, t1] besitzen. Der Raum PC1([t0, t1],Rn) besteht auf [t0, t1]
aus den stetigen und stu¨ckweise stetig differenzierbaren Vektorfunktionen, deren Ableitung
dem Raum PC([t0, t1],Rn) angeho¨rt.
Zu x(·) bezeichne Vγ die Menge Vγ = {(t, x) ∈ [t0, t1]×Rn | ‖x−x(t)‖ ≤ γ}. Dann geho¨ren
zur Menge B0Lip diejenigen x(·) ∈ PC1([t0, t1],Rn), fu¨r die es ein γ > 0 derart gibt, dass
(B0) die Abbildungen f(t, x, u), ϕ(t, x, u) auf Vγ × Rm stetig differenzierbar sind.
Das Paar
(
x(·), u(·)) ∈ PC1([t0, t1],Rn) × PC([t0, t1], U) heißt ein zula¨ssiger Steuerungs-
prozess in der Aufgabe (3.3)–(3.5), falls
(
x(·), u(·)) dem System (3.4) zu x(t0) = x0 genu¨gt.
Mit B0adm bezeichnen wir die Menge der zula¨ssigen Steuerungsprozesse.
Ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
ist eine starke lokale Minimalstelle der Auf-
gabe (3.3)–(3.5), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ B0adm mit ‖x(·)− x∗(·)‖∞ ≤ ε gilt.
Fu¨r die Aufgabe (3.3)–(3.5) bezeichnet H : R × Rn × Rm × Rn × R → R die Pontrjagin-
Funktion, die wir wie folgt definieren:
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0f(t, x, u).
Theorem 3.1 (Pontrjaginsches Maximumprinzip). Sei
(
x∗(·), u∗(·)
) ∈ B0adm ∩B0Lip. Ist(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.3)–(3.5), dann existiert eine
Funktion p(·) ∈ PC1([t0, t1],Rn) derart, dass
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(a) die Vektorfunktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + fx
(
t, x∗(t), u∗(t)
)
(3.6)
genu¨gt und die Randbedingung
p(t1) = 0 (3.7)
erfu¨llt;
(b) in fast allen Punkten t ∈ [t0, t1] die Maximumbedingung mit λ0 = 1 gilt:
H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
u∈U
H
(
t, x∗(t), u, p(t), 1
)
. (3.8)
3.2.2 Der Beweis des Maximumprinzips
Zuna¨chst ist zu kla¨ren, dass in der Aufgabe (3.3)–(3.5) stets eine Lo¨sung p(·) der adjun-
gierten Gleichung (3.6) zur Randbedingung p(t1) = 0 existiert. Da sa¨mtliche Abbildungen
stetig differenzierbar sind und die Funktion u∗(·) dem Raum PC([t0, t1], U) angeho¨rt,
erfu¨llt die adjungierte Gleichung (3.6) die Voraussetzungen von Lemma C.1 und Satz C.3.
Daher existiert eine absolutstetige Lo¨sung der Gleichung (3.6), die mit Lemma C.1 eine
stu¨ckweise stetige Ableitung besitzt.
Es sei τ ∈ (t0, t1) ein Stetigkeitspunkt der Steuerung u∗(·). Dann ist u∗(·) auch in einer
gewissen hinreichend kleinen Umgebung von τ stetig und wir wa¨hlen ein festes λ positiv
und hinreichend klein, so dass sich τ − λ in dieser Umgebung befindet. Weiter sei nun v
ein beliebiger Punkt aus U . Wir setzen
u(t; v, τ, λ) = uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ),
und es bezeichne xλ(·), xλ(t) = x(t; v, τ, λ), die eindeutige Lo¨sung der Gleichung
x˙(t) = ϕ
(
t, x(t), uλ(t)
)
, x(t0) = x0.
Dann gilt offenbar xλ(t) = x∗(t) fu¨r t0 ≤ t ≤ τ − λ.
Fu¨r t ≥ τ untersuchen wir im Weiteren den Grenzwert
y(t) = lim
λ→0+
xλ(t)− x∗(t)
λ
,
und werden zeigen, dass dieser existiert, die Funktion y(·) der Integralgleichung
y(t) = y(τ) +
∫ t
τ
ϕx
(
s, x∗(s), u∗(s)
)
y(s) ds (3.9)
zur Anfangsbedingung
y(τ) = ϕ
(
τ, x∗(τ), v
)− ϕ(τ, x∗(τ), u∗(τ)) (3.10)
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genu¨gt und die Beziehung
〈p(τ), y(τ)〉 = −
∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt (3.11)
erfu¨llt ist.
Herleitung von (3.10): Nach Wahl des Punktes τ ist x˙∗(·) in einer Umgebung dieses Punktes
stetig und fu¨r hinreichend kleine positive λ gelten
x∗(τ) = x∗(τ − λ) + λϕ
(
τ − λ, x∗(τ − λ), u∗(τ − λ)
)
+ o(λ),
xλ(τ) = x∗(τ − λ) + λϕ
(
τ − λ, x∗(τ − λ), v
)
+ o(λ).
Hieraus folgt
xλ(τ)− x∗(τ)
λ
= ϕ
(
τ − λ, x∗(τ − λ), v
)− ϕ(τ − λ, x∗(τ − λ), u∗(τ − λ))+ o(λ)
λ
.
D. h., dass der Grenzwert
y(τ) = lim
λ→0+
xλ(τ)− x∗(τ)
λ
existiert und gleich (3.10) ist.
Herleitung von (3.9): Auf dem Intervall [τ, t1] genu¨gen sowohl x∗(·) als auch xλ(·) der
Gleichung
x˙(t) = ϕ
(
t, x(t), u∗(t)
)
.
Aus dem Satz u¨ber die Stetigkeit und Differenzierbarkeit der Lo¨sung eines Differentialglei-
chungssystems in Abha¨ngigkeit von den Anfangsdaten folgt, dass fu¨r hinreichend kleine
positive λ die Vektorfunktionen xλ(·) auf [τ, t1] definiert sind, fu¨r λ → 0+ gleichma¨ßig
gegen x∗(·) konvergieren und dass der Grenzwert
y(t) = lim
λ→0+
xλ(t)− x∗(t)
λ
fu¨r jedes t ∈ [τ, t1] existiert. Fu¨r t > τ gelten
xλ(t) = xλ(τ) +
∫ t
τ
ϕ
(
s, xλ(s), u∗(s)
)
ds, x∗(t) = x∗(τ) +
∫ t
τ
ϕ
(
s, x∗(s), u∗(s)
)
ds,
woraus sich die folgende Beziehung ergibt:
xλ(t)− x∗(t)
λ
=
xλ(τ)− x∗(τ)
λ
+
∫ t
τ
ϕ
(
s, xλ(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))
λ
ds.
Hierin fu¨hren wir den Grenzu¨bergang λ→ 0+ durch und erhalten
lim
λ→0+
xλ(t)− x∗(t)
λ
= y(t) und lim
λ→0+
xλ(τ)− x∗(τ)
λ
= y(τ).
Maximumprinzip bei freiem rechten Endpunkt 59
Aufgrund unserer Annahmen an die Abbildung ϕ du¨rfen wir den Grenzu¨bergang unter
dem Integralzeichen ausfu¨hren und erhalten fu¨r den Integranden
lim
λ→0+
ϕ
(
s, xλ(s), u∗(s)
)− ϕ(s, x∗(s), u∗(s))
λ
= ϕx
(
s, x∗(s), u∗(s)
)
y(s).
Herleitung von (3.11): Mit (3.6) und (3.9) erhalten wir fu¨r t ≥ τ
d
dt
〈p(t), y(t)〉 = 〈fx(t, x∗(t), u∗(t)), y(t)〉.
Daher gilt, da p(t1) = 0 ist,
〈p(t), y(t)〉 = −
∫ t1
t
〈
fx
(
s, x∗(s), u∗(s)
)
, y(s)
〉
ds.
Fu¨r t = τ folgt daraus insbesondere (3.11).
Beweisschluss: Da
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum ist, ist fu¨r alle hinreichend
kleine und positive λ
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
≥ 0.
In diesem Ausdruck ergibt sich im Grenzwert λ→ 0+:
lim
λ→0+
1
λ
∫ τ
τ−λ
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
+ lim
λ→0+
1
λ
∫ t1
τ
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
= f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ))+ ∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt.
Zusammenfassend haben wir
0 ≤ lim
λ→0+
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
= f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ))+ ∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt
gezeigt. Bei Anwendung von Gleichung (3.11) ergibt sich hieraus die Ungleichung〈
p(τ), ϕ
(
τ, x∗(τ), u∗(τ)
)〉− f(τ, x∗(τ), u∗(τ))
≥ 〈p(τ), ϕ(τ, x∗(τ), v)〉− f(τ, x∗(τ), v).
Damit folgt aus der Definition der Pontrjagin-Funktion mit λ0 = 1:
H
(
τ, x∗(τ), u∗(τ), p(τ), 1
) ≥ H(τ, x∗(τ), v, p(τ), 1).
Nun ist τ ein beliebiger Stetigkeitspunkt von u∗(·) und v ein beliebiger Punkt der Menge
U . Demzufolge ist die Beziehung (3.8) in allen Stetigkeitspunkten von u∗(·) wahr und
damit ist das Maximumprinzip bewiesen. 
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3.2.3 O¨konomische Deutung des Maximumprinzips
Die o¨konomische Interpretation des Pontrjaginschen Maximumprinzips wurde von Dorf-
man [22] angeregt. Wir geben eine Variante an, die sich auf den Beweis von Theorem 3.1
im letzten Abschnitt bezieht.
Der Kern des Beweises im letzten Abschnitt war, die Auswirkungen der Nadelvariation
u(t; v, τ, λ) = uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ),
auf das Steuerungsproblem (3.3)–(3.5) zu untersuchen. Die dadurch erreichte marginale
A¨nderung
y(t) = lim
λ→0+
xλ(t)− x∗(t)
λ
des optimalen Zustandes x∗(·) bewirkt im Zielfunktional
〈p(τ), y(τ)〉 = −
∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt, (3.12)
wobei p(·) die Lo¨sung der adjungierten Gleichung war. Abschließend erhielten wir fu¨r den
marginalen Profit die Beziehung
lim
λ→0+
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
= f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ))+ ∫ t1
τ
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt
= H
(
τ, x∗(τ), u∗(τ), p(τ), 1
)−H(τ, x∗(τ), v, p(τ), 1). (3.13)
Die Entscheidung zum Zeitpunkt τ mit dem Parameter v statt u∗(τ) zu steuern hat einen
direkten und indirekten Effekt (Feichtinger & Hartl [25]):
– Der unmittelbare Effekt besteht darin, dass die Profitrate f
(
τ, x∗(τ), v
)
erzielt wird.
– Die indirekte Wirkung manifestiert sich in der A¨nderung der Kapitalbesta¨nde um
y(τ). Der Kapitalstock wird durch die in τ getroffene Entscheidung transformiert,
was bemessen mit der Adjungierten p(·) in (3.12) ausgedru¨ckt wird.
Die Gleichung (3.12) beschreibt damit die Opportunita¨tskosten, die sich durch die Ent-
scheidung v zum Zeitpunkt τ ergeben. Wegen der Darstellung der Opportunita¨tskosten
in der Form 〈p(τ), y(τ)〉 in (3.12), wird die Adjungierte p(·) in der O¨konomie ha¨ufig als
Schattenpreis bezeichnet.
Ferner bemisst die Funktion v → H(τ, x∗(τ), v, p(τ), 1) nach Gleichung (3.13) die Profitra-
te aus direktem und indirektem Gewinn, die sich aus der A¨nderung der Kapitalbesta¨nde
ergibt. Die Maximumbedingung sagt daher aus, dass die Instrumente zu jedem Zeitpunkt
so eingesetzt werden sollen, dass die totale Profitrate maximal wird.
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3.2.4 Kapitalismusspiel
Wir betrachten ein Differentialspiel zwischen Arbeitern, die ihren Konsum steuern, und
Unternehmern, die investieren und den davon verbliebenen Rest konsumieren ko¨nnen. Fu¨r
die Arbeiter stellt sich dabei das Problem, inwieweit sie den produzierten Ertrag konsumie-
ren oder den Unternehmern u¨berlassen sollen, damit eine ku¨nftige hohe Gu¨terproduktion
ermo¨glicht wird, von der auch die Arbeiter wieder profitieren. Das Dilemma, das sich dem
Arbeiter stellt, ist, dass sie keine Garantien u¨ber ausreichende Neuinvestitionen seitens
der Unternehmer haben.
Die Unternehmer stehen ihrerseits vor der Frage, wie sie mit dem verbliebenen Teil des
Ertrages, der nicht dem Arbeiter zugesprochen wird, umgehen: Sollen sie diesen investie-
ren oder konsumieren?
Die Spielsituation ensteht dadurch, dass der Nutzen fu¨r den Arbeiter und den Unterneh-
mern durch den aufgeteilten Ertrag miteinander gekoppelt ist. D. h. der Gewinn eines
jeden Spielers ha¨ngt von der Entscheidung des anderen Spielers ab.
In diesem Modell werden die Geld- und Gu¨terwerte im Kapitalstock K(·) zusammen-
gefasst. Weiter bezeichne u(t) denjenigen relativen Anteil an der Produktion, der dem
Arbeiter zum Zeitpunkt t zugesprochen wird. Von dem verbliebenen Teil kann der Unter-
nehmer mit der Rate v(t) zur Zeit t investieren. Mit den Zielfunktionalen W bzw. C fu¨r
den Arbeiter bzw. Unternehmer entsteht damit die folgende Aufgabe
W
(
K(·), u(·), v(·)) = ∫ T
0
u(t)K(t) dt→ sup, (3.14)
C
(
K(·), u(·), v(·)) = ∫ T
0
(
1− v(t))(1− u(t))K(t) dt→ sup, (3.15)
K˙(t) = v(t)
(
1− u(t))K(t), K(0) = K0 > 0, K(T ) frei, (3.16)(
u(t), v(t)
) ∈ [a, b]× [0, 1], 0 < a < b < 1, b > 1
2
, T >
1
1− b . (3.17)
Das Modell geht auf Lancaster [46] zuru¨ck. Wir folgen der Darstellung und untersuchen
das Nash-Gleichgewicht und die Kollusionslo¨sung, die wir abschließend miteinander ver-
gleichen. Wir verweisen außerdem auf die umfassenden Ausfu¨hrungen in Feichtinger &
Hartl [25] und Seierstad & Sydsæter [64].
Wir platzieren die zwei Spieler Arbeiter und Unternehmer in einer Spielsituation und
benutzen als Lo¨sungskonzept das Nash-Gleichgewicht fu¨r nichtkooperative Spiele. Im vor-
liegenden Differentialspiel ist ein Nash-Gleichgewicht ein Tripel(
K∗(·), u∗(·), v∗(·)
) ∈ PC1([0, T ],R)× PC([0, T ], [a, b])× PC([0, T ], [0, 1]),
fu¨r das die folgenden Gleichungen erfu¨llt sind:
W
(
K∗(t), u∗(t), v∗(t)
)
= max
(K(·),u(·))
W
(
K(·), u(·), v∗(t)
)
,
C
(
K∗(t), u∗(t), v∗(t)
)
= max
(K(·),v(·))
C
(
K(·), u∗(t), v(·)
)
.
62 Starkes lokales Minimum
Ausfu¨hrlich geschrieben ist das Nash-Gleichgewicht ein System von zwei gekoppelten
Steuerungsproblemen fu¨r den Arbeiter und den Unternehmer:
W
(
K(·), u(·), v∗(·)
)
=
∫ T
0
u(t)K(t) dt→ sup,
K˙ = v∗(t)
(
1− u(t))K(t), K(0) = K0 > 0, u ∈ [a, b],(
K(·), u(·)) ∈ PC1([0, T ],R)× PC([0, T ], [a, b]),
 (3.18)
C
(
K(·), u∗(·), v(·)
)
=
∫ T
0
(
1− v(t))(1− u∗(t))K(t) dt→ sup,
K˙ = v(t)
(
1− u∗(t)
)
K(t), K(0) = K0 > 0, v ∈ [0, 1],(
K(·), v(·)) ∈ PC1([0, T ],R)× PC([0, T ], [0, 1]).
 (3.19)
In der Aufgabe der Arbeiter (3.18) erhalten wir die Maximumbedingung
HW
(
t,K∗(t), u∗(t), p(t), 1
)
= max
u∈[a,b]
{(
1− p(t)v∗(t)
)
uK∗(t)
}
+ p(t)v∗(t)K∗(t).
Da jede zula¨ssige Trajektorie K(·) stets positiv ist, gilt
u∗(t) = a, wenn p(t)v∗(t) > 1,
u∗(t) = b, wenn p(t)v∗(t) < 1,
u∗(t) ∈ [a, b], wenn p(t)v∗(t) = 1.
 (3.20)
Weiterhin genu¨gt p(·) der adjungierten Gleichung (3.6) und der Bedingung (3.7):
p˙(t) = −v∗(t)
(
1− u∗(t)
)
p(t)− u∗(t), p(T ) = 0. (3.21)
Daran sind unmittelbar p(t) > 0 fu¨r t ∈ [0, T ) und p˙(t) ≤ −a fu¨r t ∈ (0, T ) ersichtlich.
Entsprechend ergibt sich in der Aufgabe des Unternehmers (3.19) die Maximumbedingung
HC
(
t,K∗(t), v∗(t), q(t), 1
)
= max
v∈[0,1]
{(
q(t)− 1)v(1− u∗(t))K∗(t)}+ (1− u∗(t))K∗(t)
und es gelten daher
v∗(t) = 0 wenn q(t) < 1,
v∗(t) = 1 wenn q(t) > 1,
v∗(t) ∈ [0, 1] wenn q(t) = 1.
 (3.22)
Ferner genu¨gt q(·) der adjungierten Gleichung zur Transversalita¨tsbedingung:
q˙ = −v∗(t)
(
1− u∗(t)
)
q(t)− (1− v∗(t))(1− u∗(t)), q(T ) = 0. (3.23)
Zusammen erhalten wir aus (3.22) und (3.23)
q˙(t) = −(1− u∗(t)) ·max{1, q(t)} < 0.
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Aufgrund der strengen Monotonie existiert eine eindeutig bestimmte Lo¨sung von
τ = min{t ∈ [0, T ] | q(t) ≤ 1}.
Wegen (3.22) gilt v∗(t) = 0 fu¨r alle t ∈ [τ, T ] und aus (3.20) folgt nun u∗(t) = b auf [τ, T ].
Auf [τ, T ] erhalten wir daraus
q(t) = (1− b)(T − t), q(τ) = 1, p(t) = b(T − t), p(τ) = b
1− b .
Weiterhin folgt nach (3.17) und aus der Bedingung q(τ) = 1
τ = T − 1
1− b > 0. (3.24)
Aufgrund b ≥ 1/2 in (3.17) ist p(τ) ≥ 1. Da p(·) streng monoton fallend ist, erhalten wir
u∗(t) = a und v∗(t) = 1 fu¨r alle t ∈ [0, τ). Das Nash-Gleichgewicht lautet daher
u∗(t) =
{
a, t ∈ [0, τ),
b, t ∈ [τ, T ], v∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ, T ], K∗(t) =
{
K0e
(1−a)t, t ∈ [0, τ),
K0e
(1−a)τ , t ∈ [τ, T ].
Fu¨r die Zielfunktionale ergeben sich
W
(
K∗(t), u∗(t), v∗(t)
)
=
(
a
1− a +
b
1− b
)
K0e
(1−a)τ − a
1− aK0,
C
(
K∗(t), u∗(t), v∗(t)
)
= K0e
(1−a)τ .
 (3.25)
Die Untersuchung des Nash-Gleichgewichtes ist damit abgeschlossen.
Im Gegensatz zur Spielsituation besprechen sich die Arbeiter und Unternehmer, wie sie
gemeinsam am besten agieren ko¨nnen. Fu¨r das gemeinsame Zielfunktional ergibt sich∫ T
0
u(t)K(t) dt+
∫ T
0
(
1− v(t))(1− u(t))K(t) dt = ∫ T
0
[
1− v(t)(1− u(t))]K(t) dt.
Fu¨hren wir die neue Steuerungsvariable w(·) durch
w(t) = v(t)
(
1− u(t)), w(t) ∈ [0, 1− a],
ein, so erhalten wir die Aufgabe
J
(
K(·), w(·)) = ∫ T
0
(
1− w(t))K(t) dt→ sup,
K˙(t) = w(t)K(t), K(0) = K0 > 0, K(T ) frei,
w(t) ∈ [0, 1− a]× [0, 1], 0 < a < b < 1, b > 1
2
, T >
1
1− b .
64 Starkes lokales Minimum
Die Kollusionslo¨sung ist offenbar
w∗(t) =
{
1− a, t ∈ [0, T − 1),
b, 0 ∈ [T − 1, T ], K∗(t) =
{
K0e
(1−a)t, t ∈ [0, T − 1),
K0e
(1−a)(T−1), t ∈ [T − 1, T ],
mit folgendem Optimalwert fu¨r das Zielfunktional
J
(
K∗(t), w∗(t)
)
=
1
1− aK0e
(1−a)(T−1) − a
1− aK0. (3.26)
Der Gesamtnutzen im Nash-Gleichgewicht nach (3.25) ist gleich
W
(
K∗(t), u∗(t), v∗(t)
)
+ C
(
K∗(t), u∗(t), v∗(t)
)
=
(
1
1− a +
b
1− b
)
K0e
(1−a)τ − a
1− aK0. (3.27)
Zum Vergleich der Werte (3.26) und (3.27) verwenden wir die Beziehungen
T − 1 = τ + b
1− b .
Damit erhalten wir
J
(
K∗(t), w∗(t)
)
> W
(
K∗(t), u∗(t), v∗(t)
)
+ C
(
K∗(t), u∗(t), v∗(t)
)
⇔ 1
1− ae
(1−a) b
1−b >
1
1− a +
b
1− b .
Benutzen wir die elementare Ungleichung ex > 1 + x fu¨r alle x > 0 folgt abschließend
1
1− ae
(1−a) b
1−b >
1
1− a
(
1 + (1− a) b
1− b
)
=
1
1− a +
b
1− b .
D. h. der Gesamtnutzen ist im sozialen Optimum gro¨ßer als im Wettbewerb. Aber es bleibt
die spannende Frage nach der “gerechten” Aufteilung des Nutzens auf Unternehmer und
Arbeiter an dieser Stelle offen.
Wir weisen zum Abschluss ausdru¨cklich darauf hin, dass aufgrund der Wahl stu¨ckweise
stetiger Steuerungen die Integranden und Dynamiken im Nash-Gleichgewicht, z. B. fu¨r den
Unternehmer
f(t,K, v) =
(
1− u∗(t)
) · (1− v)K, ϕ(t,K, v) = (1− u∗(t)) · vK,
im Allgemeinen nur stu¨ckweise stetig bezu¨glich der Variablen t sind. Beachtet man bei der
Wahl des Punktes t = τ im Beweis von Theorem 3.1, dass die Strategien der Gegenspieler in
t = τ stetig sind, dann ergibt sich die Gu¨ltigkeit von Theorem 3.1 auch fu¨r den vorliegenden
Lo¨sungsansatz u¨ber das Nash-Gleichgewicht.
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3.3 Die allgemeine Aufgabenstellung fu¨r ein starkes lokales Minimum
Wir betrachten als Steuerungsproblem die Aufgabe
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (3.28)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (3.29)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (3.30)
u(t) ∈ U ⊆ Rm, U 6= ∅, (3.31)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l. (3.32)
Darin gelten fu¨r die Abbildungen
f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn, hi : Rn → Rsi , i = 0, 1,
sowie
gj(t, x) : R× Rn → R, j = 1, ..., l.
Die Aufgabe (3.28)–(3.32) betrachten wir bezu¨glich der Paare(
x(·), u(·)) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U).
Wir nennen die Trajektorie x(·) eine Lo¨sung der Gleichung (3.29) zur Steuerung u(·), falls
x(·) auf [t0, t1] definiert ist und die Dynamik im Sinn von Carathe´odory lo¨st.
Zu x(·) bezeichne Vγ die Menge Vγ = {(t, x) ∈ [t0, t1]×Rn | ‖x−x(t)‖ ≤ γ}. Dann geho¨ren
zur Menge BLip diejenigen x(·) ∈ W 1∞([t0, t1],Rn), fu¨r die es eine Zahl γ > 0 derart gibt,
dass die Abbildungen
(B) f(t, x, u), ϕ(t, x, u), hi(x) und gj(t, x) auf Vγ × Rm stetig in der Gesamtheit der
Variablen und stetig differenzierbar bezu¨glich x sind.
Das Paar
(
x(·), u(·)) ∈ W 1∞([t0, t1],Rn) × L∞([t0, t1], U) heißt ein zula¨ssiger Steuerungs-
prozess in der Aufgabe (3.28)–(3.32), falls
(
x(·), u(·)) dem System (3.29) genu¨gt, sowie die
Randbedingungen (3.30) und Zustandbeschra¨nkungen (3.32) erfu¨llt.
Die Menge Badm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse.
Ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
ist eine starke lokale Minimalstelle der Auf-
gabe (3.28)–(3.32), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ ε gilt.
Fu¨r die Aufgabe (3.28)–(3.32) bezeichnet H : R×Rn×Rm×Rn×R→ R die Pontrjagin-
Funktion, die wir wie folgt definieren:
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0f(t, x, u).
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3.4 Das Pontrjaginsche Maximumprinzip fu¨r das Standardproblem
3.4.1 Notwendige Optimalita¨tsbedingungen
Theorem 3.2 (Pontrjaginsches Maximumprinzip). Es sei
(
x∗(·), u∗(·)
) ∈ Badm∩BLip. Ist(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.28)–(3.31), dann existieren nicht
gleichzeitig verschwindende Multiplikatoren λ0 ≥ 0, p(·) ∈ W 1∞([t0, t1],Rn) und li ∈ Rsi,
i = 0, 1, derart, dass
(a) die Funktion p(·) der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0fx
(
t, x∗(t), u∗(t)
)
(3.33)
genu¨gt und die Transversalita¨tsbedingungen
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1 (3.34)
erfu¨llt;
(b) in fast allen Punkten t ∈ [t0, t1] die Maximumbedingung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(3.35)
gilt.
Bemerkung 3.3. Fu¨r das Pontrjaginsche Maximumprinzip la¨sst sich an dieser Stelle
die Bemerkung 1.17 u¨ber die Transversalita¨tsbedingungen und u¨ber das Eintreten des
normalen Falles bei fehlenden Randbedingungen u¨bernehmen. 
Beispiel 3.4. Wir betrachten nach Dockner et al. [21] das Differentialspiel
J˜i
(
x(·), u1(·), u2(·)
)
=
∫ T
0
e−%t
(
px(t)− ci
)
ui(t) dt→ sup,
x˙(t) = x(t)
(
α− r lnx(t))− u1(t)x(t)− u2(t)x(t), x(0) = x0 > 0,
ui > 0, α, ci, p, r, % > 0, α >
1
c1 + c2
, i = 1, 2.
In dieser Aufgabe sei der Preis p nicht konstant, sondern umgekehrt proportional zum
Angebot:
p = p(u1x+ u2x) =
1
u1x+ u2x
.
Dieser Ansatz spiegelt die O¨konomie einer “Eskimo”-Gesellschaft wider, in der der Fischbe-
stand die wichtigste Nahrungsgrundlage darstellt und kein echtes Ersatzprodukt existiert.
Unter diesen Umsta¨nden fu¨hrt eine prozentuale Preissteigerung zu einem Umsatzru¨ckgang
in gleicher Relation.
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Wenden wir die Transformation z = lnx an, so erhalten wir das Spielproblem
Ji
(
z(·), u1(·), u2(·)
)
=
∫ T
0
e−%t
(
1
u1(t) + u2(t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− u1(t)− u2(t), z(0) = lnx0 > 0,
ui > 0, α, ci, p, r, % > 0, α >
1
c1 + c2
, i = 1, 2.
Ein zula¨ssiger Steuerungsprozess
(
z∗(·), u∗1(·), u∗2(·)
)
ist ein Nash-Gleichgewicht des Spiels,
falls fu¨r alle anderen zula¨ssigen Steuerungsprozesse
(
z(·), u1(·), u∗2(·)
)
,
(
z(·), u∗1(·), u2(·)
)
die Ungleichungen
J1
(
z∗(·), u∗1(·), u∗2(·)
) ≥ J1(z(·), u1(·), u∗2(·)), J2(z∗(·), u∗1(·), u∗2(·)) ≥ J2(z(·), u∗1(·), u2(·))
gelten. Halten wir die optimale Strategie des Gegenspielers fest, dann ergeben sich fu¨r
i, j ∈ {1, 2}, i 6= j, folgende miteinander gekoppelte Steuerungsprobleme:
Ji
(
z(·), ui(·), u∗j (·)
)
=
∫ T
0
e−%t
(
1
ui(t) + u∗j (t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− ui(t)− u∗j (t), z(0) = lnx0 > 0, ui > 0.
Die zula¨ssigen Steuerungen geho¨ren dem Raum L∞([0, T ], U) an. Deshalb sind im Ansatz
des Nash-Gleichgewichtes die Abbildungen
fi(t, z, ui) =
(
1
ui + u∗j (t)
− ci
)
ui, ϕi(t, z, ui) = −rz + α− ui − u∗j (t)
nicht stetig bezu¨glich der Variable t. Die Voraussetzung (B) ist nicht erfu¨llt. Da aber
ϕi(t, z, ui) linear in z und ui sind und die Variable z in fi(t, z, ui) nicht einfließt, sind die
gleichma¨ßigen Eigenschaften der Voraussetzung (B) fu¨r fast alle t ∈ [0, T ] erfu¨llt. Unter
diesen Rahmenbedingungen beha¨lt Theorem 3.2 seine Gu¨ltigkeit.
Die Pontrjagin-Funktionen lauten
Hi(t, z, ui, pi, λ0) = pi
(− rz + α− ui − u∗j (t))+ λ0e−%t( 1ui + u∗j (t) − ci
)
ui.
Es liegt ein freier rechter Endpunkt vor. Deswegen du¨rfen wir λ0 = 1 annehmen und es
gelten die Transversalita¨tsbedingungen pi(T ) = 0. Damit erhalten wir aus der adjungierten
Gleichung (3.33)
p˙i(t) = rpi(t), pi(T ) = 0, ⇒ pi(t) ≡ 0.
Aus der Maximumbedingung (3.35) folgt schließlich
u∗1(t) ≡
c2
(c1 + c2)2
, u∗2(t) ≡
c1
(c1 + c2)2
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und fu¨r die optimale Trajektorie
z∗(t) = (z0 − c0)e−rt + c0, c0 = 1
r
(
α− 1
c1 + c2
)
.
Die Funktion z∗(·) ist streng monoton und nimmt nur Werte des Segments [z0, c0] an. Da c0
und z0 positiv sind, ist x∗(t) = exp
(
z∗(t)
)
u¨ber [0, T ] wohldefiniert und
(
x∗(·), u∗1(·), u∗2(·)
)
liefert einen Kandidaten fu¨r das urspru¨ngliche Differentialspiel. 
3.4.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Sei x∗(·) ∈ BLip ∩ C([t0, t1],Rn). Die Menge Vγ lautet:
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1],Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1.
Da x∗(·) zu C([t0, t1],Rn) geho¨rt, gilt fu¨r diese Abbildungen
J : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ R,
F : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ C([t0, t1],Rn),
Hi : C([t0, t1],Rn)→ Rsi , i = 0, 1.
Wir setzen F = (F,H0, H1) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, u(·) ∈ L∞([t0, t1], U) (3.36)
die Voraussetzungen von Theorem F.5 im Punkt
(
x∗(·), u∗(·)
)
:
(A1) Fu¨r jedes u(·) ∈ L∞([t0, t1], U) ist die Abbildung x(·) → J
(
x(·), u(·)) nach Beispiel
B.5 im Punkt x∗(·) Fre´chet-differenzierbar.
(A2) Die Abbildung F ist die Summe der Abbildung x(·)→ x(t) und der Abbildung(
x(·), u(·))→ −∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds.
Im Beispiel B.7 ist die Fre´chet-Differenzierbarkeit der zweiten Abbildung im Punkt
x∗(·) fu¨r jedes u(·) ∈ L∞([t0, t1], U) nachgewiesen. Fu¨r die Abbildungen Hi ist die
stetige Differenzierbarkeit offensichtlich.
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(B) Die endliche Kodimension des OperatorsFx
(
x∗(·), u∗(·)
)
folgt wie in Abschnitt 2.2.2.
(C) Der Nachweis dieser Voraussetzungen ist im Anhang E, speziell in Lemma E.4 und
Lemma E.5 im Abschnitt E.3, dargestellt.
Zur Extremalaufgabe (3.36) definieren wir auf
C([t0, t1],Rn)× L∞([t0, t1],Rm)× R× C∗([t0, t1],Rn)× Rs0 × Rs1
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·)).
Ist
(
x∗(·), u∗(·)
)
eine starke lokale Minimalstelle der Aufgabe (3.36), dann existieren nach
Theorem F.5 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, y∗ ∈ C∗([t0, t1],Rn), li ∈ Rsi
derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= 0; (3.37)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Minimumbedingung
L
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= min
u(·)∈L∞([t0,t1],U)
L
(
x∗(·), u(·), λ0, y∗, l0, l1
)
. (3.38)
Zu y∗ ∈ C∗([t0, t1],Rn) gibt es ein eindeutig bestimmtes regula¨res Borelsches Vektormaß
µ derart, dass nach (3.37) fu¨r alle x(·) ∈ C([t0, t1],Rn) die Variationsgleichung
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
+
∫ t1
t0
[
x(t)− x(t0)−
∫ t
t0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t) (3.39)
erfu¨llt ist. In der Gleichung (3.39) a¨ndern wir die Integrationsreihenfolge im zweiten Sum-
manden und bringen sie in die Form
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ t1
t
dµ(s), x(t)
〉
dt+
∫ t1
t0
[x(t)]T dµ(t)
+
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dµ(t), x(t0)
〉
+ 〈h′1T
(
x∗(t1)
)
l1, x(t1)〉. (3.40)
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Setzen wir p(t) =
∫ t1
t
dµ(s) in (3.40), so folgen wegen der eindeutigen Darstellung eines
stetigen linearen Funktionals im Raum C([t0, t1],Rn)
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
(
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0fx
(
s, x∗(s), u∗(s)
))
ds,
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h′1T
(
x∗(t1)
)
l1.
Damit sind (3.33) und (3.34) gezeigt. Die Beziehung (3.38) ist a¨quivalent zu∫ t1
t0
λ0f
(
t, x∗(t), u∗(t)
)
dt−
∫ t1
t0
[∫ t
t0
ϕ
(
s, x∗(s), u∗(s)
)
ds
]T
dµ(t)
= min
u(·)∈L∞([t0,t1],U)
{∫ t1
t0
λ0f
(
t, x∗(t), u(t)
)
dt−
∫ t1
t0
[ ∫ t
t0
ϕ
(
s, x∗(s), u(s)
)
ds
]T
dµ(t)
}
.
Es gilt aber∫ t1
t0
[ ∫ t
t0
ϕ
(
s, x∗(s), u(s)
)
ds
]T
dµ(t) =
∫ t1
t0
([
ϕ
(
t, x∗(t), u(t)
)]T ∫ t1
t
dµ(s)
)
dt
=
∫ t1
t0
〈
p(t), ϕ
(
t, x∗(t), u(t)
)〉
dt.
Aus diesen beiden Beziehungen folgt∫ t1
t0
H
(
t, x∗(t), u∗(t), p(t), λ0
)
dt ≥
∫ t1
t0
H
(
t, x∗(t), u(t), p(t), λ0
)
dt
fu¨r alle u(·) ∈ L∞([t0, t1], U). Daraus folgt abschließend die Maximumbedingung (3.35)
via Standardtechniken fu¨r Lebesguesche Punkte. 
3.4.3 Hinreichende Bedingungen nach Arrow
Unser Vorgehen zur Herleitung der hinreichenden Bedingungen basiert auf der Darstellung
in Seierstad & Sydsæter [64], die wir um Ausfu¨hrungen in Aseev & Kryazhimskii [6] erga¨nzt
haben. Wir betrachten das Steuerungsproblem
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (3.41)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (3.42)
x(t0) = x0, x(t1) = x1, (3.43)
u(t) ∈ U ⊆ Rm, U 6= ∅. (3.44)
In der Aufgabenstellung schließen wir wieder den Fall nicht aus, dass durch die Rand-
bedingungen (3.43) gewisse Komponenten der Punkte x0 und x1 nicht fest vorgegeben,
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sondern ohne Einschra¨nkung sind.
Wir definieren die Mengen Vγ und Vγ(t):
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}, Vγ(t) = {x ∈ Rn | ‖x− x∗(t)‖ ≤ γ}.
Außerdem bezeichnet
H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) (3.45)
die Hamilton-Funktion H im normalen Fall.
Theorem 3.5. In der Aufgabe (3.41)–(3.44) sei
(
x∗(·), u∗(·)
) ∈ BLip ∩Badm und es sei
p(·) ∈W 1∞([t0, t1],Rn). Ferner gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (3.33)–(3.35) in Theorem 3.2 mit λ0 = 1.
(b) Fu¨r jedes t ∈ [t0, t1] ist die Funktion H
(
t, x, p(t)
)
konkav in x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.41)–(3.44).
Beweis Es sei t ∈ [t0, t1] gegeben. Da die Abbildung x → H
(
t, x, p(t)
)
auf Vγ(t) konkav
ist, ist die Menge
Z =
{
(α, x) ∈ R× Rn ∣∣x ∈ Vγ(t), α ≤H (t, x, p(t))}
konvex und besitzt ein nichtleeres Inneres. Ferner ist
(
α∗, x∗(t)
)
mit α∗ = H
(
t, x∗(t), p(t)
)
ein Randpunkt der Menge Z. Daher existiert ein nichttrivialer Vektor
(
a0(t), a(t)
) ∈ R×Rn
mit
a0(t)α+ 〈a(t), x〉 ≤ a0(t)α∗ + 〈a(t), x∗(t)〉 fu¨r alle (α, x) ∈ Z. (3.46)
Es ist x∗(t) ein innerer Punkt der Menge Vγ(t). Weiterhin folgt aus den elementaren
Eigenschaften konkaver Funktionen, dass x → H (t, x, p(t)) in Vγ(t) stetig ist, da sie auf
Vγ(t) konkav und nach unten durch H
(
t, x, u∗(t), p(t), 1
)
beschra¨nkt ist.
Deswegen existiert ein δ > 0 mit x∗(t) + ξ ∈ Vγ(t) und
(
α∗ − 1, x∗(t) + ξ
) ∈ Z fu¨r alle
‖ξ‖ ≤ δ. Aus (3.46) folgt daher 〈a(t), ξ〉 − a0(t) ≤ 0 fu¨r alle ‖ξ‖ ≤ δ. Dies zeigt a0(t) > 0
und wir ko¨nnen ohne Einschra¨nkung a0(t) = 1 annehmen. Wiederum (3.46) liefert damit
〈a(t), x− x∗(t)〉 ≤H
(
t, x∗(t), p(t)
)−H (t, x, p(t)) fu¨r alle x ∈ Vγ(t). (3.47)
Es sei nun t ∈ [t0, t1] so gewa¨hlt, dass die Maximumbedingung (3.35) zu diesem Zeitpunkt
erfu¨llt ist. Dann folgt aus (3.47), dass
−〈a(t), x− x∗(t)〉 ≥ H
(
t, x, p(t)
)−H (t, x∗(t), p(t))
= sup
u∈U
H
(
t, x, u, p(t), 1
)−H (t, x∗(t), p(t))
≥ 〈p(t), ϕ(t, x, u∗(t))〉− f(t, x, u∗(t))
−[〈p(t), ϕ(t, x∗(t), u∗(t))〉− f(t, x∗(t), u∗(t))
72 Starkes lokales Minimum
fu¨r alle x ∈ Vγ(t) gilt. Wir setzen
Φ(x) =
〈
p(t), ϕ
(
t, x, u∗(t)
)− ϕ(t, x∗(t), u∗(t))〉
−[f(t, x, u∗(t))− f(t, x∗(t), u∗(t))]+ 〈a(t), x− x∗(t)〉.
Die Funktion Φ(x) ist stetig differenzierbar auf Vγ(t). Ferner gilt Φ(x) ≤ 0 fu¨r alle x ∈ Vγ(t)
und Φ(x∗(t)) = 0. Damit nimmt die Funktion Φ in dem inneren Punkt x∗(t) der Menge
Vγ(t) ihr absolutes Maximum an. Also gilt
0 = Φ′(x∗(t)) = ϕTx
(
t, x∗(t), u∗(t)
)
p(t)− fx
(
t, x∗(t), u∗(t)
)
+ a(t)
bzw.
a(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + fx
(
t, x∗(t), u∗(t)
)
. (3.48)
Die Gleichung (3.48) wurde unter der Annahme erzielt, dass die Maximumbedingung (3.35)
in dem Zeitpunkt t ∈ [t0, t1] erfu¨llt ist. Da (3.35) fu¨r fast alle t ∈ [t0, t1] gilt, stimmt a(t)
mit der verallgemeinerten Ableitung p˙(t) u¨berein. Also gilt auf Vγ fu¨r fast alle t ∈ [t0, t1]
die Ungleichung
〈p˙(t), x− x∗(t)〉 ≤H
(
t, x∗(t), p(t)
)−H (t, x, p(t)). (3.49)
Sei
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ γ. Dann erhalten wir
∆ =
∫ t1
t0
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
≥
∫ t1
t0
[
H
(
t, x∗(t), p(t)
)−H (t, x(t), p(t))] dt+ ∫ t1
t0
〈p(t), x˙(t)− x˙∗(t)〉dt
≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
= 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
Im Fall fester Anfangs- und Endbedingungen verschwinden die Differenzen x(ti)− x∗(ti).
Sind jedoch gewissen Komponenten im Anfangs- oder Endpunkt x0 bzw. x1 frei, dann
liefern die Transversalita¨tsbedingungen, dass die entsprechenden Komponenten der Ad-
jungierten p(·) zum Zeitpunkt t0 bzw. t1 verschwinden. Daher folgt die Beziehung ∆ ≥ 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ. 
Beispiel 3.6. Wir betrachten nach Seierstad & Sydsæter [64] ein Zwei-Sektoren-Modell,
das aus der Produktion von Investitons- und Konsumgu¨ter besteht. Wir bezeichnen mit
x1(t) bzw. x2(t) die Rate der Gu¨terproduktion im Investitions- bzw. Konsumsektor und
es beschreibe u(t) ∈ [0, 1] die Aufteilung der Investitionsgu¨ter auf beide Sektoren zur
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Produktion. Es entsteht damit die Aufgabe
J
(
x1(·), x2(·), u(·)
)
=
∫ T
0
x2(t) dt→ sup,
x˙1(t) = u(t)x1(t), x1(0) = x
0
1 > 0, x1(T ) frei,
x˙2(t) =
(
1− u(t))x1(t), x2(0) = x02 > 0, x2(T ) frei,
u ∈ [0, 1], T > 2.
Wir wenden Theorem 3.2 an. Da eine Aufgabe mit freiem rechten Endpunkt vorliegt, darf
λ0 = 1 gewa¨hlt werden.
Die Pontrjagin-Funktion besitzt mit λ0 = 1 die Gestalt
H(t, x1, x2, p1, p2, 1) = ux1p1 + (1− u)x1p2 + x2.
Fu¨r die Adjungierten p1(·), p2(·) ergeben sich die Gleichungen
p˙1(t) = −u∗(t)p1(t)−
(
1− u∗(t)
)
p2(t), p˙2(t) = −1
zu den Transversalita¨tsbedingungen p1(T ) = 0, p2(T ) = 0. Die Maximumbedingung liefert
u∗(t) =
{
1, p1(t) > p2(t),
0, p1(t) < p2(t).
⇒ u∗(t) =
{
1, t ∈ [0, T − 2),
0, t ∈ [T − 2, T ].
Die zugeho¨rigen Zustandstrajektorien lauten
x∗1(t) =
{
x01e
t, t ∈ [0, T − 2),
x01e
T−2, t ∈ [T − 2, T ],
x∗2(t) =
{
x02, t ∈ [0, T − 2),
x02 + (t− T + 2)x01eT−2, t ∈ [T − 2, T ].
Weiterhin lauten die zugeho¨rigen adjungierten Funktionen
p1(t) =
{
2e−(t−T+2), t ∈ [0, T − 2),
1
2(T − t)2, t ∈ [T − 2, T ],
p2(t) = T − t.
Die Pontrjagin-Funktion ist nicht konkav bezu¨glich (x1, x2, u) und die hinreichende Be-
dingungen nach Mangasarian sind nicht anwendbar.
Beachten wir, dass fu¨r alle zula¨ssigen Trajektorien die Bedingung x1(t) ≥ x01 > 0 gilt,
dann erhalten wir fu¨r die Hamilton-Funktion
H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) =
{
x1p1 + x2, p1 > p2,
x1p2 + x2, p1 ≤ p2.
Fu¨r jedes t ∈ [0, T ] ist H linear in (x1, x2), also eine konkave Funktion in (x1, x2). Da der
Kandidat
(
x∗1(·), x∗2(·), u∗(·)
)
alle Bedingungen des Maximumprinzips erfu¨llt, ist er eine
starke lokale Minimalstelle. 
74 Starkes lokales Minimum
3.5 Aufgaben mit Zustandsbeschra¨nkungen
3.5.1 Notwendige Optimalita¨tsbedingungen
Theorem 3.7 (Pontrjaginsches Maximumprinzip). Sei
(
x∗(·), u∗(·)
) ∈ Badm ∩BLip. Ist(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.28)–(3.32), dann existieren eine
Zahl λ0 ≥ 0, eine Vektorfunktion p(·) : [t0, t1]→ Rn und auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s) (3.50)
genu¨gt und die Transversalita¨tsbedingung
p(t0) = h
′
0
T (
x∗(t0)
)
l0 (3.51)
erfu¨llt;
(b) fu¨r fast alle t ∈ [t0, t1] die Maximumbedingung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(3.52)
gilt.
Wie im Abschnitt 2.3.1 ist die Adjungierte p(·) linksseitig stetig und es gilt im rechten
Endpunkt die Transversalita¨tsbedingung (2.40)
p(t1) = −h′1T
(
x∗(t1)
)
l1 −
l∑
j=1
gjx
(
t1, x∗(t1)
)
µj({t1}).
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3.5.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Sei x∗(·) ∈ BLip ∩ C([t0, t1],Rn). Die Menge Vγ ist wie oben definiert.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ C([t0, t1],Rn)× L∞([t0, t1],Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1,
Gj
(
x(·)) = max
t∈[t0,t1]
gj
(
t, x(t)
)
, j = 1, ..., l.
Da x∗(·) zu C([t0, t1],Rn) geho¨rt, gilt fu¨r diese Abbildungen
J : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ R,
F : C([t0, t1],Rn)× L∞([t0, t1],Rm)→ C([t0, t1],Rn),
Hi : C([t0, t1],Rn)→ Rsi , i = 0, 1,
Gj : C([t0, t1],Rn)→ R, j = 1, ..., l.
Wir setzen F = (F,H0, H1) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, Gj(x(·)) ≤ 0, u(·) ∈ L∞([t0, t1], U) (3.53)
die Voraussetzungen von Theorem F.5 im Punkt
(
x∗(·), u∗(·)
)
:
(A2) Mit Verweis auf Abschnitt 3.4.2 sind nur noch die Abbildungen Gj zu diskutieren.
In den Beispielen D.4 und D.5 wird gezeigt, dass die Funktionen Gj Hintereinan-
derausfu¨hrungen einer stetigen, konvexen, eigentlichen Funktion und einer Fre´chet-
differenzierbaren Abbildung sind. Daher sind nach Lemma D.1 die Funktionen Gj
in x∗(·) lokalkonvex und bezu¨glich jeder Richtung gleichma¨ßig differenzierbar.
Zur Extremalaufgabe (3.53) definieren wir auf
C([t0, t1],Rn)× L∞([t0, t1],Rm)× R× C∗([t0, t1],Rn)× Rs0 × Rs1 × Rl
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1, λ
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·))+ l∑
j=1
λjGj
(
x(·)).
Ist
(
x∗(·), u∗(·)
)
eine starke lokale Minimalstelle der Extremalaufgabe (3.53), dann exi-
stieren nach Theorem F.5 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, y∗ ∈ C∗([t0, t1],Rn), li ∈ Rsi und λ1 ≥ 0, ..., λl ≥ 0 derart, dass gelten:
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(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
0 ∈ ∂xL
(
x∗(·), u∗(·), λ0, y∗, l0, l1, λ
)
; (3.54)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Minimumbedingung
L
(
x∗(·), u∗(·), λ0, y∗, l0, l1, λ
)
= min
u(·)∈L∞([t0,t1],U)
L
(
x∗(·), u(·), λ0, y∗, l0, l1, λ
)
; (3.55)
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = λjGj
(
x(·)), i = 1, ..., l. (3.56)
Aufgrund (3.54) ist folgende Variationsgleichung fu¨r alle x(·) ∈ C([t0, t1],Rn) erfu¨llt:
0 = λ0
∫ t1
t0
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
+
∫ t1
t0
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t)
+
l∑
j=1
λj
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµ˜j(t). (3.57)
In (3.57) verschwinden die Lagrangeschen Multiplikatoren λj ≥ 0, falls die entsprechende
Zustandsbeschra¨nkung nichtaktiv ist. Andernfalls besitzen die nichtnegativen regula¨ren
Borelschen Maße µ˜j die Totalvariation ‖µ˜j‖ = 1 und sind jeweils auf der Menge
Tj =
{
t ∈ [t0, t1]
∣∣gj(t, x∗(t)) = 0}
konzentriert. Wir schreiben µj = λjµ˜j . Dann ko¨nnen unter den Maßen µj nur diejenigen
von Null verschieden sein, fu¨r die die Menge Tj 6= ∅ ist. Daher kann man o. B. d. A.
annehmen, alle Maße µj seien auf den Mengen Tj konzentriert.
In der Gleichung (3.57) a¨ndern wir die Integrationsreihenfolge im zweiten Summanden
und bringen sie in die Form
0 =
∫ t1
t0
〈
λ0fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ t1
t
dµ(s), x(t)
〉
dt
+
∫ t1
t0
[x(t)]T dµ(t) +
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dµ(t), x(t0)
〉
+ 〈h′1T
(
x∗(t1)
)
l1, x(t1)〉
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (3.58)
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Die rechte Seite in (3.58) definiert ein stetiges lineares Funktional im Raum C([t0, t1],Rn).
Wenden wir den Darstellungssatz von Riesz an und setzen p(t) =
∫ t1
t
dµ(s), so folgen
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
[
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0fx
(
s, x∗(s), u∗(s)
)]
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s),
p(t0) = h
′
0
T (
x∗(t0)
)
l0.
Damit sind (3.50) und (3.51) gezeigt.
Genauso wie im Abschnitt 3.4.2 ist die Beziehung (3.55) a¨quivalent zu∫ t1
t0
λ0f
(
t, x∗(t), u∗(t)
)
dt−
∫ t1
t0
[∫ t
t0
ϕ
(
s, x∗(s), u∗(s)
)
ds
]T
dµ(t)
= min
u(·)∈L∞([t0,t1],U)
{∫ t1
t0
λ0f
(
t, x∗(t), u(t)
)
dt−
∫ t1
t0
[ ∫ t
t0
ϕ
(
s, x∗(s), u(s)
)
ds
]T
dµ(t)
}
.
Es gilt aber∫ t1
t0
[ ∫ t
t0
ϕ
(
s, x∗(s), u(s)
)
ds
]T
dµ(t) =
∫ t1
t0
([
ϕ
(
t, x∗(t), u(t)
)]T ∫ t1
t
dµ(s)
)
dt
=
∫ t1
t0
〈
p(t), ϕ
(
t, x∗(t), u(t)
)〉
dt.
Aus diesen beiden Beziehungen folgt∫ t1
t0
[
λ0f
(
t, x∗(t), u∗(t)
)− 〈p(t), ϕ(t, x∗(t), u∗(t))〉] dt
≤
∫ t1
t0
[
λ0f
(
t, x∗(t), u(t)
)− 〈p(t), ϕ(t, x∗(t), u(t))〉] dt
fu¨r alle u(·) ∈ L∞([t0, t1], U).
Wir bemerken, dass die Funktion p(·) von beschra¨nkter Variation ist. Daher kann man p(·)
als Differenz zweier monotoner Funktionen schreiben und p(·) besitzt ho¨chstens abza¨hlbar
viele Unstetigkeiten. Mit Hilfe dieser Anmerkung folgt abschließend fu¨r fast alle t ∈ [t0, t1]
die Maximumbedingung (3.52),
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u(t), p(t), λ0
)
via Standardtechniken fu¨r Lebesguesche Punkte. 
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3.5.3 Hinreichende Bedingungen nach Arrow
Die Herleitung der hinreichenden Bedingungen basiert wieder auf Seierstad & Sydsæter
[64] mit den erga¨nzenden Ausfu¨hrungen in Aseev & Kryazhimskii [6].
Wir betrachten das Steuerungsproblem
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (3.59)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (3.60)
x(t0) = x0, x(t1) = x1, (3.61)
u(t) ∈ U ⊆ Rm, U 6= ∅, (3.62)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l. (3.63)
In der Aufgabenstellung schließen wir wieder den Fall nicht aus, dass durch die Rand-
bedingungen (3.61) gewisse Komponenten der Punkte x0 und x1 nicht fest vorgegeben,
sondern ohne Einschra¨nkung sind.
Wir definieren die Mengen Vγ und Vγ(t):
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}, Vγ(t) = {x ∈ Rn | ‖x− x∗(t)‖ ≤ γ}.
Weiterhin bezeichnet
H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) (3.64)
die Hamilton-Funktion H im normalen Fall.
Theorem 3.8. In der Aufgabe (3.59)–(3.63) sei
(
x∗(·), u∗(·)
) ∈ BLip ∩Badm. Außerdem
sei die Vektorfunktion p(·) : [t0, t1]→ Rn stu¨ckweise stetig, besitze ho¨chstens endlich viele
Sprungstellen (d. h. die einseitigen Grenzwerte existieren) sk ∈ (t0, t1] und sei zwischen
diesen Spru¨ngen stetig differenzierbar. Ferner gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (3.50)–(3.52) in Theorem 3.7 mit λ0 = 1.
(b) Fu¨r jedes t ∈ [t0, t1] ist die Funktion H
(
t, x, p(t)
)
konkav und es sind die Funktionen
gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (3.59)–(3.63).
Beweis Auf die gleiche Weise wie im Beweis von Theorem 3.5 in Abschnitt 3.4.3 ko¨nnen
wir die Relation
〈a(t), x− x∗(t)〉 ≤H
(
t, x∗(t), p(t)
)−H (t, x, p(t)) fu¨r alle x ∈ Vγ(t)
zeigen, wobei die Funktion a(·) fu¨r fast alle t ∈ [t0, t1] der Gleichung
a(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + fx
(
t, x∗(t), u∗(t)
)
= −Hx
(
t, x∗(t), u∗(t), p(t), 1
)
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genu¨gt, vgl. (3.47), (3.48). Damit und mit den Beziehungen in Bemerkung 2.15 erhalten
wir fu¨r fast alle t ∈ [t0, t1]
H
(
t, x∗(t), p(t)
)−H (t, x, p(t)) ≥ 〈−Hx(t, x∗(t), u∗(t), p(t), 1), x− x∗(t)〉
=
〈
p˙(t)−
l∑
j=1
λj(t)gjx
(
t, x∗(t)
)
, x− x∗(t)
〉
und die Komplementarita¨tsbedingungen
λj(t) ≥ 0, λj(t)gj
(
t, x∗(t)
)
= 0.
Wir betrachten zuna¨chst den Fall, dass p(·) in [t0, t1] stetig ist. Die Konvexita¨t der Abbil-
dungen gj(t, x) bezu¨glich x auf Vγ(t) liefert die Ungleichungen
gj(t, x) ≥ gj
(
t, x∗(t)
)
+
〈
gjx
(
t, x∗(t)
)
, x− x∗(t)
〉
.
Genu¨gt x(·) den Zustandsbeschra¨nkungen gj(t, x) ≤ 0, dann gilt wegen den Komplemen-
tarita¨tsbedingungen und λj(t) ≥ 0:
−λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉 ≥ −λj(t)gjx(t, x(t)) ≥ 0, j = 1, ..., l.
Damit erhalten wir fu¨r
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ γ:
∆ =
∫ t1
t0
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
≥
∫ t1
t0
[
H
(
t, x∗(t), p(t)
)−H (t, x(t), p(t))] dt+ ∫ t1
t0
〈p(t), x˙(t)− x˙∗(t)〉dt
≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
−
∫ t1
t0
l∑
j=1
λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉
dt
≥
∫ t1
t0
[〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉] dt
= 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
Es besitze nun p(·) im Intervall (t0, t1) die Unstetigkeitsstellen t0 < s1 < ... < sd < t1.
Dann gelten nach Bemerkung 2.15 die Sprungbedingungen
p(s−k )− p(s+k ) = −
l∑
j=1
βkj gjx
(
sk, x∗(sk)
)
, βkj ≥ 0, k = 1, ..., d,
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und wir erhalten aus der Konvexita¨t der Abbildungen gj(t, x) die Ungleichungen
〈p(s−k )− p(s+k ), x− x∗(sk)〉 ≥ 0, x ∈ Vγ(sk), k = 1, ..., d.
Fu¨r
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ γ ergibt sich dann
∆ ≥
∫ t1
t0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉 dt
= 〈p(t1), x(t1)− x∗(t1)〉+
d∑
k=1
〈p(s−k )− p(s+k ), x(sk)− x∗(sk)〉
−〈p(t0), x(t0)− x∗(t0)〉
≥ 〈p(t1), x(t1)− x∗(t1)〉 − 〈p(t0), x(t0)− x∗(t0)〉.
In t = t1 lautet mit βj = µj({t1}) ≥ 0 die Transversalita¨tsbedingung (2.40)
〈p(t1), x(t1)− x∗(t1)〉 = −〈l1, x(t1)− x∗(t1)〉 −
l∑
j=1
βj
〈
gjx
(
t1, x∗(t1)
)
, x(t1)− x∗(t1)
〉
.
Darin gilt wegen der Konvexita¨t der Abbildungen gj(t, x)
−
l∑
j=1
βj
〈
gjx
(
t1, x∗(t1)
)
, x(t1)− x∗(t1)
〉 ≥ 0.
Im Fall fester Anfangs- und Endbedingungen verschwinden die Differenzen x(ti)− x∗(ti).
Sind jedoch gewisse Komponenten im Anfangs- oder Endpunkt x0 bzw. x1 frei, dann liefern
die Transversalita¨tsbedingungen, dass die entsprechenden Komponenten der Adjungierten
p(·) zum Zeitpunkt t0 bzw. des Multiplikators l1 ∈ Rn verschwinden. Daher folgt ∆ ≥ 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ. 
Beispiel 3.9. Wir betrachten nach Seierstad & Sydsæter [64] eine Aufgabe, in welcher
der Ertragsmaximierung eine Umweltschutzrichtlinie gegenu¨ber steht. Es sei zu jedem
Zeitpunkt t die Produktion proportional zum Kapital k(t) mit einer positiven Proportio-
nalita¨tskonstanten a > 0. Ein Teil s(t) vom Kapital wird wieder in die weitere Produktion
investiert und der verbleibende Teil (1− s(t)) dient zur Konsumption. Ferner besteht die
Mo¨glichkeit die Produktionskapazita¨ten u¨ber die Auslastungsrate u(t) zu steuern.
Bei der Produktion fa¨llt Abfall an. Es beschreibt z(t) das gesamte Mu¨llvolumen zur Zeit
t und z˙(t) den bei der Produktion zum Zeitpunkt t entstehenden Abfall. Wir nehmen
an, dass z˙(t) proportional zur Produktion und somit proportional zum Kapital ist, d. h.
z˙(t) = ck(t) mit einer Konstanten c > 0.
In diesem Modell hat die Verschmutzung z(t) keinen direkten Einfluss auf die Ertragsma-
ximierung. Die Planungsperiode [0, T ] und die Startwerte k(0), z(0) fu¨r das Kapital und
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das Mu¨llvolumen sind bekannt. An den Endwert k(T ) wird keine Bedingung gestellt, aber
das Abfallvolumen z(t) soll u¨ber [0, T ] die vorgegebene Richtlinie Z nicht u¨bersteigen.
Wir betrachten demnach die folgende Aufgabe:
J
(
k(·), z(·), u(·), s(·)) = ∫ T
0
(
1− s(t))u(t)k(t) dt→ sup, (3.65)
k˙(t) = s(t)u(t)k(t), k(0) = k0, k(T ) frei, (3.66)
z˙(t) = u(t)k(t)− az(t), z(0) = z0, z(T ) frei, (3.67)
(u, s) ∈ U = [0, 1]× [0, 1], (3.68)
g(t, k, z) = z(t)− Z ≤ 0. (3.69)
Weiterhin sind k0, z0, Z, T und a positive Konstanten, fu¨r die die Relationen
z0 < Z, T > 1,
(
z0 − k0
a
)
e−aT +
k0
a
< Z (3.70)
gelten. Die letzte Annahme wird dadurch erkla¨rt, dass zula¨ssige Handlungsmo¨glichkeiten
existieren. Werden na¨mlich keine Investitionen geta¨tigt, d. h. s(t) ≡ 0 auf [0, T ], so folgt
k(t) ≡ k0 und wir erhalten mit der Auslastungsrate u(t) ≡ 1:
z(T ) =
(
z0 − k0
a
)
e−aT +
k0
a
.
Das Modell legt es nahe folgende drei Fa¨lle zu betrachten:
(A) Bei der Produktion wird in der Planungsperiode niemals die Grenze Z fu¨r die Ab-
fallmenge erreicht und es kann u¨ber dem gesamten Planungshorizont das maximal
mo¨gliche Produktionsvolumen ausgenutzt werden, d. h.
z(t) < Z fu¨r alle t ∈ [0, T ].
(B) Die Richtlinie Z wird genau im Endzeitpunkt der Planungsperiode erreicht, d. h.
z(t) < Z fu¨r alle t ∈ [0, T ), z(T ) = Z.
(C) Innerhalb der Planungsperiode wird bereits die Grenze Z erreicht. Anschließend
la¨uft die Produktion auf der ho¨chstmo¨glichen Stufe, so dass die Abfallmenge z(t) die
Richtlinie Z nicht u¨berschreitet, d. h.
z(t) < Z fu¨r alle t ∈ [0, t′), 0 < t′ < T, z(t) = Z fu¨r alle t ∈ [t′, T ].
Im Weiteren geben wir fu¨r jeden Fall nach [64] optimale Steuerungsprozesse und die wesent-
lichen Merkmale der Adjungierten an. Auf die Details der Analyse, die wir nicht ausfu¨hrlich
belegen, verweisen wir auf [64].
82 Starkes lokales Minimum
(A) Ist die Zustandsbeschra¨nkung nicht aktiv, so erhalten wir die Steuerungen
s∗(t) =
{
1, t ∈ [0, T − 1),
0, t ∈ [T − 1, T ], u∗(t) ≡ 1 auf [0, T ].
Fu¨r die Dynamiken der Zustandstrajektorien k∗(·), z∗(·) ergeben sich daraus
k˙∗(t) =
{
k∗(t), t ∈ [0, T − 1),
0, t ∈ [T − 1, T ], z˙∗(t) =
{
k0e
t − az∗(t), t ∈ [0, T − 1),
k0e
T−1 − az∗(t), t ∈ [T − 1, T ].
Die Adjungierten p1(·), p2(·), die den Zusta¨nden k∗(·) bzw. z∗(·) zugeordnet sind, sind
absolutstetig und erfu¨llen die Transversalita¨tsbedingungen p1(T ) = 0 und p2(T ) = 0.
(B) Ist die Zustandbeschra¨nkung in t = T aktiv, dann gilt fu¨r die Steuerungen
s∗(t) =
{
1, t ∈ [0, t∗),
0, t ∈ [t∗, T ], u∗(t) ≡ 1 auf [0, T ],
wobei t∗ der Bedingung
et∗ − e
−aT
1 + a
e(1+a)t∗ =
a
k0
[
Z −
(
z0 − k0
1 + a
)
e−aT
]
genu¨gt. Die Zustandstrajektorien verhalten sich entsprechend dem Fall (A), wobei
der Umschaltpunkt t = T − 1 durch t = t∗ zu ersetzen ist. Fu¨r die Adjungierte p2(·)
ergibt sich in t = T die Transversalita¨tsbedingung
p2(T ) = −µ({T}) = a t∗ − (T − 1)
1− e−a(T−t∗) ∈ [−1, 0].
Daher muss t∗ ≤ T − 1 gelten. Im Vergleich zum Fall (A) werden die Investitionen
gegebenenfalls fru¨her beendet. Ist dabei t∗ = T − 1, dann stimmt die Lo¨sung mit
derjenigen Lo¨sung im Fall (A) u¨berein.
(C) Es sei t′ = sup{t ∈ [0, T ] | z∗(t) < Z}. Ist die Zustandsbeschra¨nkung auf dem Intervall
[t′, T ] aktiv, dann gibt es einen Zeitpunkt t′′ mit 0 < t′′ < t′ < T und
s∗(t) =
{
1, t ∈ [0, t′′),
0, t ∈ [t′′, T ], u∗(t) =
 1, t ∈ [0, t
′),
aZ
k∗(t′′)
, t ∈ [t′, T ].
Dabei erfu¨llen die Zeitpunkte t′, t′′ die gekoppelten Bedingungen
1 +
1
a
= t′ − t′′ + 1
a
e−a(t
′−t′′),
Z =
[
z0 − k0
1 + a
− k0
a(1 + a)
e(1+a)t
′′
]
e−at
′
+
k0
a
et
′′
.
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Fu¨r die Dynamiken der Zustandstrajektorien k∗(·), z∗(·) ergeben sich daraus
k˙∗(t) =
{
k∗(t), t ∈ [0, t′′),
0, t ∈ [t′′, T ], z˙∗(t) =
{
k∗(t)− az∗(t), t ∈ [0, t′),
0, t ∈ [t′, T ].
Die Adjungierte p2(t) genu¨gt auf (t
′, T ) der Differentialgleichung
p˙2(t) = ap2(t) + λ(t), λ(t) = a
und es ergibt sich in t = T die Transversalita¨tsbedingung p2(T ) = −1.
Die Auswertung der Aufgabe (3.65)–(3.69) erfolgt im Anschluss auf die Weise, dass man
die einzelnen Szenarien (A)–(C) aussortiert, bis eine optimale Lo¨sung gefunden ist. 
Beispiel 3.10. Im Folgenden untersuchen wir ein optimales Speichermanagement eines
Wasserkraftwerkes. Es bezeichne x(t) die Ho¨he des Stausees innerhalb der Stauanlage. Die
natu¨rliche Zulaufmenge, die in den Stausee einfließt, wird durch die Funktion w(t) > 0
beschrieben. Gesteuert wird die Stauho¨he x(t) durch die Ablaufmenge v(t). Weiterhin be-
zeichnen xmin, xmax die minimale bzw. maximale Stauho¨he und vmin, vmax die minimale
bzw. maximale Ablaufmenge. Die erzeugte elektrische Energie bei der Energieumwandlung
bestimmt sich aus physikalischen Gru¨nden mit Hilfe der streng konkaven Produktionsfunk-
tion U . Außerdem sei pi der Preis, der pro Einheit elektrischer Energie am Markt erzielt
wird. Damit stellt sich die Aufgabe wie folgt dar:
J
(
x(·), v(·)) = ∫ T
0
piU
(
x(t)
)
v(t) dt→ sup,
x˙(t) = w(t)− v(t), x(0) = x0, x(T ) frei,
v ∈ [vmin, vmax], 0 ≤ vmin < vmax,
xmin ≤ x(t) ≤ xmax, vmin < w(t) < vmax fu¨r alle t.
Im normalen Fall lautet die Pontrjagin-Funktion zu dieser Aufgabe
H(t, x, v, p, 1) = p[w(t)− v] + piU(x)v.
Da die Produktionsfunktion U streng konkav und die Zustandsbeschra¨nkungen linear in x
sind, sind die notwendigen Optimalita¨tsbedingungen (3.50)–(3.52) nach Theorem 3.8 auch
hinreichend. Wir diskutieren die Bedingungen des Maximumprinzips: Die Maximumbedin-
gung (3.52) liefert
H
(
t, x∗(t), v∗(t), p(t), 1
)
= max
v∈[vmin,vmax]
v · [piU(x∗(t))− p(t)]+ p(t)w(t).
Daraus ergibt sich
v∗(t)

= vmax, piU
(
x∗(t)
)
> p(t),
∈ [vmin, vmax], piU
(
x∗(t)
)
= p(t),
= vmin, piU
(
x∗(t)
)
< p(t).
84 Starkes lokales Minimum
Ist keine Zustandsbeschra¨nkung aktiv, dann lautet die adjungierte Gleichung (3.50)
p˙(t) = −piU ′(x∗(t))v∗(t).
Die Adjungierte ist in diesem Fall monoton fallend und wir erhalten unmittelbar
pi
d
dt
U
(
x∗(t)
)
= −piU ′(x∗(t)) · (v∗(t)− w(t)) > −piU ′(x∗(t))v∗(t) = p˙(t). (3.71)
D. h., dass fu¨r x∗(t) ∈ (xmin, xmax) keine singula¨re Steuerung v∗(t) ∈ (vmin, vmax) auftritt.
Ist auf einem Teilstu¨ck die Zustandsbeschra¨nkung g1
(
x(t)
)
= x(t)− xmax ≤ 0 aktiv, dann
erhalten wir aus piU
(
x∗(t)
)
= p(t) fu¨r die stu¨ckweise stetige Funktion λ1(·) mit
p˙(t) = −Hx
(
t, x∗(t), u∗(t), p(t), 1
)
+ λ1(t)g
′
1
(
x∗(t)
)
die Darstellung λ1(t) = piU
′(xmax)w(t) ≥ 0. Im Gegensatz dazu darf die Zustandsbe-
schra¨nkung g2
(
x(t)
)
= xmin − x(t) ≤ 0 auf keinem Teilstu¨ck aktiv sein, denn dies ha¨tte
λ2(t) = −piU ′(xmin)w(t) < 0 zur Folge. Andererseits kann die Adjungierte in t = T den
Wert
p(T ) = −β2g′2
(
x∗(T )
)
= β2 ≥ 0
aufweisen, wenn die Zustandsbeschra¨nkung g2
(
x(t)
)
in t = T aktiv ist. Damit ergeben sich
auf gewissen Teilintervallen von [0, T ] folgende Verhaltensweisen, die auftreten ko¨nnen:
(A) Fu¨r piU
(
x∗(t)
)
< p(t) wird das Staubecken mit der Rate v∗(t) = w(t) − vmin > 0
aufgefu¨llt.
(B) Fu¨r piU
(
x∗(t)
)
= piU(xmax) = p(t) wird das maximale Stauvolumen in dem Wasser-
kraftwerk gehalten. Die zugeho¨rige Steuerung ist v∗(t) = w(t).
(C) Fu¨r piU
(
x∗(t)
)
> p(t) wird das Staubecken mit der Rate v∗(t) = vmax − w(t) > 0
geleert.
In Abha¨ngigkeit des Planungszeitraumes ergeben sich folgende Szenarien:
(i) Ist der Zeitraum [0, T ] kurz, dann tritt nur (C) ein.
(ii) Bei einer mittelfristigen Planung ergibt sich der U¨bergang (A)→(C).
(iii) Im Fall eines langfristigen Zeithorizontes erhalten wir (A)→(B)→(C).
Wir demonstrieren die Szenarien anhand folgender gewa¨hlter Daten:
J
(
x(·), v(·)) = ∫ T
0
ln
(
x(t)
)
v(t) dt→ sup,
x˙(t) = 1− v(t), x(0) = 5, x(T ) frei, 1 ≤ x(t) ≤ 10, v ∈ [0, 2].
In Abha¨ngigkeit vom Planungszeitraum [0, T ] ergeben sich:
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(1) Fu¨r 0 < T ≤ 5−√5 tritt nur (C) ein. Durch
v∗(t) = 2, x∗(t) = 5− t, x∗(T ) ∈ [
√
5, 5)
wird der optimale Steuerungsprozess gegeben. Die Adjungierte lautet
p(t) = 2[ln(5− t)− ln(5− T )], p(T ) = 0.
Unter Beachtung von (3.71) erhalten wir T ≤ 5−√5 aus U(x∗(0)) ≥ p(0).
(2) Fu¨r 5−√5 < T ≤ 15−√10 liegt der Fall (A)→(C) vor. Der optimale Steuerungs-
prozess lautet
v∗(t) =
{
0, t ∈ [0, τ),
2, t ∈ [τ, T ], x∗(t) =
{
5 + t, t ∈ [0, τ),
5 + 2τ − t, t ∈ [τ, T ],
es gilt x∗(T ) ∈ (
√
5,
√
10] und die zugeho¨rige Adjungierte ist
p(t) =
{
2[ln(5 + t)− ln(5 + 2τ − T )], t ∈ [0, τ),
2[ln(5 + 2τ − t)− ln(5 + 2τ − T )], t ∈ [τ, T ], p(T ) = 0.
Die Beziehungen τ ≤ 5 und T−τ = 5+τ−√5 + τ ergeben sich aus den Bedingungen
x∗(t) < 10 fu¨r alle t 6= τ, U
(
x∗(τ)
)
= p(τ).
(3) Im Fall eines langfristigen Horizontes T > 15 − √10 erhalten wir (A)→(B)→(C).
Der optimale Steuerungsprozess ist
v∗(t) =

0, t ∈ [0, τ1),
1, t ∈ [τ1, τ2),
2, t ∈ [τ2, T ],
x∗(t) =

5 + t, t ∈ [0, τ1),
10, t ∈ [τ1, τ2),
10− (t− τ2), t ∈ [τ2, T ],
es gilt x∗(T ) =
√
10 und die zugeho¨rige Adjungierte lautet
p(t) =
{
ln(10), t ∈ [0, τ2),
2[ln(10 + τ2 − t)− ln(10 + τ2 − T )], t ∈ [τ2, T ], p(T ) = 0.
Es ergeben sich τ1 = 5 und T − τ2 = 10−
√
10 aus den Beziehungen
x∗(t) < 10, t ∈ [0, τ1), x∗(τ1) = 10, ln(10) = p(τ2), p(T ) = 0.
Eine interessante Erweiterung ergibt sich im letzten Fall, wenn der Preis pi nicht konstant
ist, sondern im Zeitpunkt σ ∈ (τ1, τ2) eine Preiserho¨hung pi+ bzw. -verringerung pi− er-
wartet wird. Im Fall der Preiserho¨hung wird die interne Bewertung (Schattenpreis) der
Ressource im Zeitpunkt t = σ durch eine Sprungstelle der Adjungierten angepasst:
p(σ−)− p(σ) = (pi − pi+)U(xmax) = −β1g′1
(
x∗(σ)
)
= −β1 < 0.
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Wird eine Preissenkung erwartet, dann wird die Ressource ab dem Zeitpunkt σ1 vor
der A¨nderung zum Preis pi mit v∗(t) = vmax vera¨ußert und danach mit der Steuerung
v∗(t) = vmin eingelagert. Und zwar in der Form, dass die Bewertung der Ressource durch
die Bedingung p(σ2) = pi
−U(xmax) dem aktuellen Marktpreis pi− angepasst wird. Dieser
Argumentation ist die Annahme [σ1, σ2] ⊆ [τ1, τ2] auferlegt. In dem spezifizierten Modell
erhalten wir im Fall der Preissenkung mit pi = 2 und pi− = 1 fu¨r die Zeitpunkte den
Zusammenhang σ − σ1 = σ2 − σ = 10−
√
10. 
3.5.4 Freier Anfangs- und Endzeitpunkt
Wir betrachten in diesem Abschnitt die zustandsbeschra¨nkte Aufgabe mit freiem Anfangs-
und Endzeitpunkt. Ebenso wie im Abschnitt 2.2.4 seien daher die Abbildungen h0 bzw.
h1, die die Start- und Zielmannigfaltigkeit definieren, zeitabha¨ngig:
hi(t, x) : R× Rn → Rsi , i = 0, 1.
Wir untersuchen nun die Aufgabe mit freiem Anfangs- und Endzeitpunkt:
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf, (3.72)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (3.73)
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0, (3.74)
u(t) ∈ U ⊆ Rm, U 6= ∅, (3.75)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l. (3.76)
Die Aufgabe (3.72)–(3.76) betrachten wir fu¨r Paare(
x(·), u(·)) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U), [t0, t1] ⊂ R.
Zur Trajektorie x(·) definieren wir die Menge Vγ = {(t, x) ∈ [t0, t1]×Rn | ‖x− x(t)‖ ≤ γ}.
Dann geho¨ren zur MengeB?Lip diejenigen x(·) ∈W 1∞([t0, t1],Rn), fu¨r die es eine Zahl γ > 0
derart gibt, dass
(B?) die Abbildungen f(t, x, u), ϕ(t, x, u), hi(t, x), gj(t, x) auf Vγ × Rm stetig in der Ge-
samtheit der Variablen und stetig differenzierbar bezu¨glich t und x sind.
In der Aufgabe (3.72)–(3.76) mit freiem Anfangs- und Endzeitpunkt nennen wir ein Tri-
pel
(
[t0, t1], x(·), u(·)
)
mit [t0, t1] ⊂ R, x(·) ∈ W 1∞([t0, t1],Rn) und u(·) ∈ L∞([t0, t1], U)
einen Steuerungsprozess. Ein Steuerungsprozess heißt zula¨ssig in dem Steuerungsproblem
(3.72)–(3.76), wenn auf dem Intervall [t0, t1] die Funktion x(·) fast u¨berall der Gleichung
(3.73) genu¨gt, die Randbedingungen (3.74) und die Zustandsbeschra¨nkungen (3.76) erfu¨llt.
Die Menge Badm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse.
Einen zula¨ssigen Steuerungsprozess
(
[t0∗, t1∗], x∗(·), u∗(·)
)
nennen wir ein starkes lokales
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Minimum, wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden zula¨ssigen Steuerungspro-
zess
(
[t0, t1], x(·), u(·)
)
mit den Eigenschaften
|t0 − t0∗| < ε, |t1 − t1∗| < ε, ‖x(t)− x∗(t)‖ < ε fu¨r alle t ∈ [t0∗, t1∗] ∩ [t0, t1]
die folgende Ungleichung gilt:
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·)).
Wir wenden die Methode der Substitution der Zeit aus Abschnitt 2.2.4 an und erhalten
folgende Aufgabe mit fester Zeit, auf die wir Theorem 3.7 anwenden ko¨nnen:∫ 1
0
v · f(t(s), y(s), w(s)) ds→ inf, (3.77)
t′(s) = v, y′(s) = v · ϕ(t(s), y(s), w(s)), (3.78)
h0
(
t(0), y(0)
)
= 0, h1
(
t(1), y(1)
)
= 0, (3.79)
v > 0, w(s) ∈ U, (3.80)
gj
(
t(s), y(s)
) ≤ 0, s ∈ [0, 1], j = 1, ..., l. (3.81)
Die Pontrjaginsche Funktion der Aufgabe (3.77)–(3.81) lautet
H˜(t, x, u, v, p, q, λ0) = 〈p, v · ϕ(t, x, u)〉+ qv − λ0v · f(t, x, u)
= v · [H(t, x, u, p, λ0) + q], (3.82)
wobeiH(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉−λ0f(t, x, u) die Pontrjagin-Funktion zu der Aufgabe
(3.72)–(3.76) ist. Weiterhin setzen wir
∆j =
{
s ∈ [0, 1] ∣∣ gj(t∗(s), y∗(s)) = 0}, j = 1, ..., l.
Dann existieren nach Theorem 3.7 eine Zahl λ0 ≥ 0, Vektoren l0 ∈ Rs0 , l1 ∈ Rs1 , eine
Vektorfunktion p˜(·), eine Funktion q˜(·) und nichtnegative, regula¨re, auf den Mengen ∆j
konzentrierte Borelsche Maße µ˜j , j = 1, ..., l, (diese Gro¨ßen verschwinden nicht gleichzeitig)
derart, dass die Beziehungen
p˜(s) = −hT1x
(
t∗(1), y∗(1)
)
l1 +
∫ 1
s
H˜x
(
t∗(τ), y∗(τ), w∗(τ), v∗, p˜(τ), q˜(τ), λ0
)
dτ
−
l∑
j=1
∫ 1
s
gjx
(
t∗(τ), y∗(τ)
)
dµ˜j(τ),
p˜(0) = hT0x
(
t∗(0), y∗(0)
)
l0,
q˜(s) = −〈h1t(t∗(1), y∗(1)), l1〉+ ∫ 1
s
H˜t
(
t∗(τ), y∗(τ), w∗(τ), v∗, p˜(τ), q˜(τ), λ0
)
dτ
−
l∑
j=1
∫ 1
s
gjt
(
t∗(τ), y∗(τ)
)
dµ˜j(τ),
q˜(0) =
〈
h0t
(
t∗(0), y∗(0)
)
, l0
〉
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gelten und die Maximumbedingung
H˜
(
t∗(s), y∗(s), w∗(s), v∗, p˜(s), q˜(s), λ0
)
= max
u∈U, v>0
v · [H(t∗(s), y∗(s), u, p˜(s), λ0)+ q˜(s)]
fu¨r fast alle s ∈ [0, 1] erfu¨llt ist. Es sei s∗(·) die zu t∗(·) inverse Funktion, d. h.
s∗(t) =
t− t0∗
t1∗ − t0∗ , t ∈ [t0∗, t1∗].
Wir fu¨hren die Bezeichnungen
p(t) = p˜
(
s∗(t)
)
, q(t) = q˜
(
s∗(t)
)
,
Tj =
{
t ∈ [t0∗, t1∗]
∣∣ gj(t, x∗(t)) = 0} = t∗(∆j), j = 1, ..., l,
ein und verwenden die Bildmaße µj der Maße µ˜j bei der Abbildung t∗(·). Dann gilt∫ t1∗
t0∗
ψ(t) dµj(t) =
∫ 1
0
ψ
(
t∗(s)
)
dµ˜j(s) fu¨r alle ψ(·) ∈ C([t0∗, t1∗],R)
und die Maße µj sind offensichtlich auf Tj konzentriert. So lassen sich die obigen Bezie-
hungen unter Beru¨cksichtigung von (3.82) auf folgende Form bringen:
p(t) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 +
∫ t1∗
t
Hx
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1∗
t
gjx
(
τ, x∗(τ)
)
dµj(τ),
p(t0∗) = hT0x
(
t0∗, x∗(t0∗)
)
l0,
q(t) = −〈h1t(t1∗, x∗(t1∗)), l1〉+ ∫ t1∗
t
Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
−
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ), (3.83)
q(t0∗) =
〈
h0t
(
t0∗, x∗(t0∗)
)
, l0
〉
(3.84)
und wir erhalten die Maximumbedingung
v∗ ·
(
H
(
t, x∗(t), u∗(t), p(t), λ0
)
+ q(t)
)
= max
u∈U, v>0
v · [H(t, x∗(t), u, p(t), λ0)+ q(t)]. (3.85)
Aus (3.85) folgt
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
.
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Ferner erhalten wir wegen 0 < v∗ <∞ aus (3.85) die Beziehung
max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
= −q(t).
Im Folgenden verwenden wir die Hamilton-Funktion
H (t, x, p, λ0) = max
u∈U
H(t, x, u, p, λ0).
Durch Vergleich mit (3.83) und (3.84) erhalten wir weiter
H
(
t, x∗(t), p(t), λ0
)
=
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉− ∫ t1∗
t
Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
+
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ),
H
(
t0∗, x∗(t0∗), p(t0∗), λ0
)
= −〈h0t(t0∗, x∗(t0∗)), l0〉.
Zusammenfassend lautet damit das Maximumprinzip fu¨r Aufgaben mit freier Zeit:
Theorem 3.11 (Pontrjaginsches Maximumprinzip). In der Aufgabe (3.72)–(3.76) sei der
Steuerungsprozess
(
[t0∗, t1∗], x∗(·), u∗(·)
) ∈ Badm∩B?Lip. Ist ([t0∗, t1∗], x∗(·), u∗(·)) ein star-
kes lokales Minimum der Aufgabe (3.72)–(3.76), dann existieren eine Zahl λ0 ≥ 0, eine
Vektorfunktion p(·) : [t0∗, t1∗]→ Rn und auf den Mengen
Tj =
{
t ∈ [t0∗, t1∗]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist und der adjungierten Glei-
chung
p(t) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 +
∫ t1∗
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ t1∗
t
gjx
(
s, x∗(s)
)
dµj(s) (3.86)
genu¨gt und die folgende Transversalita¨tsbedingung erfu¨llt:
p(t0∗) = hT0x
(
t0∗, x∗(t0∗)
)
l0; (3.87)
(b) fu¨r fast alle t ∈ [t0∗, t1∗] die Maximumbedingung gilt:
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
; (3.88)
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(c) die Hamilton-Funktion eine Funktion beschra¨nkter Variation ist, fu¨r die gilt:
H
(
t, x∗(t), p(t), λ0
)
=
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉− ∫ t1∗
t
Ht
(
τ, x∗(τ), u∗(τ), p(τ), λ0
)
dτ
+
l∑
j=1
∫ t1∗
t
gjt
(
τ, x∗(τ)
)
dµj(τ), (3.89)
H
(
t0∗, x∗(t0∗), p(t0∗), λ0
)
= −〈h0t(t0∗, x∗(t0∗)), l0〉. (3.90)
Wieder ist die Adjungierte p(·) als Funktion beschra¨nkter Variation linksseitig stetig und
es gilt im rechten Endpunkt die Transversalita¨tsbedingung
p(t1∗) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 −
l∑
j=1
gjx
(
t1∗, x∗(t1∗)
)
µj({t1∗}).
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Der Begriff des Multiprozesses la¨sst sich am Beispiel des Autofahrens illustrieren: Neben
den kontinuierlichen Steuerungen “beschleunigen” und “bremsen” bildet die Wahl des kon-
kreten Ganges einen wesentlichen Beitrag zur Minimierung des Treibstoffverbrauchs oder
zum Erreichen des Zielortes in ku¨rzester Zeit. Denn die Auswahl des jeweiligen Ganges be-
einflusst maßgeblich das dynamische Beschleunigungsverhalten, den momentanen Benzin-
verbrauch und die Geschwindigkeit. Das Fahrverhalten und der Treibstoffverbrauch wird
in jedem einzelnen Gang durch eine eigene Dynamik und Verbrauchsfunktion beschrieben.
Dementsprechend setzt sich dieses Optimierungsproblem aus verschiedenen, dem jeweilig
ausgewa¨hlten Gang zugeordneten Steuerungsproblemen zusammen. Die Schaltfolge zwi-
schen den einzelnen Ga¨ngen wird durch eine Wechselstrategie beschrieben. Das Beispiel
des Autofahrens verdeutlicht dabei den speziellen Charakter der Wechselstrategie: Im Ver-
gleich zu den Pedalen, die stufenlos gesteuert werden ko¨nnen, ist die Auswahl des Ganges
eine rein diskrete Gro¨ße.
Ein Multiprozess besteht aus einer gewissen endlichen Anzahl von einzelnen Steuerungssy-
stemen, welche sich jeweils aus individuellen Dynamiken, Zielfunktionalen und Steuerungs-
bereichen zusammensetzen. Neben der Suche nach der optimalen Steuerung fu¨r das jeweils
gewa¨hlte Steuerungssystem liegt das Hauptaugenmerk bei der Untersuchung von Multi-
prozessen auf der Bestimmung der optimalen Wechselstrategie. Dabei wird eine Wechsel-
strategie durch die Anzahl der Wechsel zwischen den einzelnen Steuerungssystemen, durch
die konkrete Auswahl des jeweiligen Steuerungssystems und durch diejenigen Zeitpunkte,
zu denen diese Wechsel stattfinden, beschrieben. Wir betrachten ausschließlich Multipro-
zesse mit stetigen Zusta¨nden. Außerdem du¨rfen keine Wechselkosten anfallen.
Eine anschauliche Beschreibung eines Multiprozesses wird durch die Auflistung der jewei-
lig ausgewa¨hlten Steuerungssysteme gegeben. Dazu zerlegt man das Zeitintervall [t0, t1]
zu den Wechselzeitpunkten in Teilintervalle,
t0 = s0 < s1 < ... < sN = t1,
und beschreibt fu¨r j = 1, ..., N auf den Teilabschnitten das Steuerungsproblem:∫ sj
sj−1
fij
(
t, x(t), u(t)
)
dt, x˙(t) = ϕij
(
t, x(t), u(t)
)
fu¨r t ∈ (sj−1, sj), u(t) ∈ Uij ⊆ Rmij .
Dabei geho¨rt die Zahl ij zu der gegebenen Menge {1, ..., k} und gibt das ausgewa¨hlte
Steuerungssystem an. Der Multiprozess erha¨lt dadurch die Gestalt
J
(
x(·), u(·)) = N∑
j=1
∫ sj
sj−1
fij
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕij
(
t, x(t), u(t)
)
fu¨r t ∈ (sj−1, tj), j = 1, ..., N,
u(t) ∈ Uij ⊆ Rmij , ij ∈ {1, ..., k}, j = 1, ..., N.
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An dieser Stelle muss angemerkt werden werden, dass in dieser Darstellung eines Multi-
prozesses durch die Indizes ij die Struktur der Wechselstrategie vorgegeben ist. D. h., dass
die Anzahl der Wechsel und die jeweilige Auswahl des Steuerungssystems implizit bereits
determiniert wird. Die Beschreibung einer Wechselstrategie als “echte” Steuerungsvariable
wird in dieser Form nicht erreicht.
Allerdings basiert auf dieser Formulierung weitestgehend die Strategie zur Untersuchung
von allgemeinen Multiprozessen. Na¨mlich auf den Vergleich von Multiprozessen, die auf
der gleichen Wechselstrategie beruhen. Die fundamentale Arbeit von Sussmann [68] baut
auf diesem Ansatz auf. Jedoch bezieht sie sich auf allgemeinere Aufgaben als wir sie be-
trachten werden, da sie ebenso unstetige Zusta¨nde und Wechselkosten beinhaltet. Weitere
grundlegenden Beitra¨ge zu notwendigen Optimalita¨tsbedingungen fu¨r Multiprozesse, z. B.
bei Clarke & Vinter [18, 19], Dmitruk & Kaganovich [20], Galbraith & Vinter [27], Gara-
vello & Piccoli [30], Shaikh & Caines [66,67], basieren ebenso auf dieser Philosophie.
Wir zeigen fu¨r Multiprozesse einen Weg auf, die Wechselstrategien als Steuerungsvaria-
blen einzufu¨hren. Damit sind wir in der Lage, Multiprozesse auf starke lokale Optimal-
stellen zu untersuchen. Das beinhaltet, dass wir zur Bestimmung von notwendigen Op-
timalita¨tsbedingungen Multiprozesse mit beliebigen Wechseltstrategien vergleichen (vgl.
Tauchnitz [69]).
Wir beginnen unsere Darstellung mit der Einfu¨hrung von Zerlegungen des Zeitintervalls
und der Verknu¨pfung dieser Variablen mit vektorwertigen Abbildungen. Die Zerlegungen
des Zeitintervalls bilden die Grundlage, um im na¨chsten Schritt eine Wechselstrategien als
Steuerungsvariable in die Beschreibung eines Multiprozesses einzufu¨gen, sowie die konkrete
Aufgabestellung und das Pontrjaginsche Maximumprinzip zu formulieren.
4.1 k-fache Zerlegungen
In diesem Abschnitt fu¨hren wir auf der Grundlage einfacher U¨berlegungen die k-fachen
Zerlegungen eines Intervalls ein. Anschließend legen wir dar, wie diese Gro¨ßen eine Wech-
selstrategie zwischen einer gegebenen Anzahl von Abbildungen realisiert.
Es seien das Intervall I ⊆ R und k ∈ N gegeben.
Definition 4.1. Unter einer k-fachen Zerlegung des Intervalls I ⊆ R verstehen wir ein
endliches System A = {A 1, ...,A k} von Lebesgue-messbaren Teilmengen von I mit⋃
1≤s≤k
A s = I, A s ∩A s′ = ∅ fu¨r s 6= s′.
Es bezeichnet Z k(I) = {A } = {{A s}1≤s≤k} die Menge der k-fachen Zerlegungen von I.
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Wir identifizieren ein Element A ∈ Z k(I) durch die Vektorfunktion
χA (t) =
(
χA 1(t), ..., χA k(t)
)
, t ∈ I,
der charakteristischen Funktionen der Mengen A s. Jede Funktion χA (·) geho¨rt der Menge
Y k(I) =
{
y(·) ∈ L∞(I,Rk)
∣∣∣∣ y(t) = (y1(t), ..., yk(t)), ys(t) ∈ {0, 1}, k∑
s=1
ys(t) = 1
}
an. Die Menge Z k(I) der k-fachen Zerlegungen bzw. Y k(I) der charakteristischen Vek-
torfunktionen repra¨sentieren bei geeigneter Verknu¨pfung sa¨mtliche Wechselstrategien in
Multiprozessen mit k Steuerungssystemen.
Die Grundlage bilden dafu¨r die folgenden Bezeichnungen:
Wir betrachten k Funktionen hs(t, x, us) : I × Rn × Rms → Rm und fassen diese zur Vek-
torfunktion h = (h1, ..., hk) zusammen. Dabei setzen wir u = (u1, ..., uk) ∈ Rm1+...+mk .
Die Verknu¨pfung der Funktion h mit einer k-fachen Zerlegung legen wir wie folgt fest:
A ◦ h(t, x, u) = χA (t) ◦ h(t, x, u) =
k∑
s=1
χA s(t) · hs(t, x, us).
Sind die Funktionen hi differenzierbar, dann setzen wir fu¨r die partiellen Ableitungen:
A ◦ ht(t, x, u) = χA (t) ◦ ht(t, x, u) =
k∑
s=1
χA s(t) · hst (t, x, us),
A ◦ hx(t, x, u) = χA (t) ◦ hx(t, x, u) =
k∑
s=1
χA s(t) · hsx(t, x, us).
In diesen Bezeichungen wa¨hlt eine k-fache Zerlegung zum Zeitpunkt t ∈ I einerseits in
eindeutiger Weise eine der Funktionen hs(t, x, us) und außerdem die entsprechende Kom-
ponente us des Vektors u = (u1, ..., uk) aus.
4.2 Die allgemeine Aufgabenstellung
Es sei k ∈ N die Anzahl der verschiedenen gegebenen Steuerungssysteme, die individuelle
Integranden fs(t, x, us) : R×Rn×Rms → R, Dynamiken ϕs(t, x, us) : R×Rn×Rms → Rn
und Steuerbereiche U s ⊆ Rms besitzen ko¨nnen. Ferner seien
h0(x) : Rn → Rs0 , h1(x) : Rn → Rs1 , gj(t, x) : R× Rn → R, j = 1, ..., l.
Wir fassen die Steuerungssysteme durch die Setzungen
f = (f1, ..., fk), ϕ = (ϕ1, ..., ϕk), U = U1 × ...× Uk
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zusammen. Mit den Vorbetrachtungen des letzten Abschnitts formulieren wir u¨ber [t0, t1]
die Aufgabe des optimalen Multiprozesses mit Zustandsbeschra¨nkungen wie folgt:
J
(
x(·), u(·),A ) = ∫ t1
t0
χA (t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.1)
x˙(t) = χA (t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.2)
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0, (4.3)
u(t) ∈ U = U1 × ...× Uk, U i 6= ∅, A ∈ Z k([t0, t1]), (4.4)
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l. (4.5)
Die Aufgabe (4.1)–(4.5) mit Zustandsbeschra¨nkungen betrachten wir bezu¨glich der Tripel(
x(·), u(·),A ) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U)×Z k([t0, t1]).
Zu x(·) bezeichne Vγ die Menge Vγ = {(t, x) ∈ [t0, t1]×Rn | ‖x−x(t)‖ ≤ γ}. Dann geho¨ren
zur Menge BLip diejenigen x(·) ∈ W 1∞([t0, t1],Rn), fu¨r die es eine Zahl γ > 0 derart gibt,
dass
(B) die Abbildungen fs(t, x, us), ϕs(t, x, us), hi(x), gj(t, x) auf Vγ × Rmi stetig in der
Gesamtheit der Variablen und stetig differenzierbar bezu¨glich x sind.
Das Tripel
(
x(·), u(·),A ) ∈W 1∞([t0, t1],Rn)×L∞([t0, t1], U)×Z k([t0, t1]) heißt ein zula¨ssi-
ger Multiprozess in der Aufgabe (4.1)–(4.5), falls
(
x(·), u(·),A ) dem System (4.2) genu¨gt,
die Randbedingungen (4.3) und die Zustandsbeschra¨nkungen (4.5) erfu¨llt. Die Menge
Badm bezeichnet die Menge der zula¨ssigen Multiprozesse.
Ein zula¨ssiger Multiprozess
(
x∗(·), u∗(·),A∗
)
ist eine starke lokale Minimalstelle der Auf-
gabe (4.1)–(4.5), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·),A ) ≥ J(x∗(·), u∗(·),A∗)
fu¨r alle
(
x(·), u(·),A ) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ ε gilt.
In der Aufgabe (4.1)–(4.5) definieren wir fu¨r die einzelnen Steuerungssysteme die partiellen
Pontrjaginschen Funktionen Hs : R× Rn × Rms × Rn × R→ R gema¨ß
Hs(t, x, us, p, λ0) = 〈p, ϕs(t, x, us)〉 − λ0f s(t, x, us).
Dann heißt fu¨r die Aufgabe optimaler Multiprozesse die Funktion
χA (t) ◦H(t, x, u, p, λ0
)
=
k∑
s=1
χA s(t) ·Hs(t, x, us, p, λ0)
=
k∑
s=1
χA s(t) ·
(〈p, ϕs(t, x, us)〉 − λ0fs(t, x, us))
mit H : R× Rn × Rm1+...+mk × Rn × R→ Rk die Pontrjaginsche Funktion.
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4.3 Notwendige Optimalita¨tsbedingungen
Theorem 4.2 (Pontrjaginsches Maximumprinzip). Sei
(
x∗(·), u∗(·),A∗
) ∈ Badm ∩BLip.
Ist
(
x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum der Aufgabe (4.1)–(4.5), dann existieren
eine Zahl λ0 ≥ 0, eine Vektorfunktion p(·) : [t0, t1]→ Rn und auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
χA∗(s) ◦Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s) (4.6)
genu¨gt und die folgende Transversalita¨tsbedingung erfu¨llt:
p(t0) = h
′
0
T (
x∗(t0)
)
l0; (4.7)
(b) fu¨r fast alle t ∈ [t0, t1] die Maximumbedingung gilt:
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
us∈Us
1≤s≤k
Hs
(
t, x∗(t), us, p(t), λ0
)
. (4.8)
In Theorem 4.2 ergibt sich wieder, dass die Adjungierte p(·) linksseitig stetig und deswegen
im rechten Endpunkt die folgende Transversalita¨tsbedingung gilt:
p(t1) = −h′1T
(
x∗(t1)
)
l1 −
l∑
j=1
gjx
(
t1, x∗(t1)
)
µj({t1}).
Bemerkung 4.3. Mit den Hamilton-Funktionen
H (t, x, p, λ0) = χA∗(t) ◦H
(
t, x, u∗(t), p, λ0
)
,
H s(t, x, p, λ0) = H
s
(
t, x, u∗(t), p, λ0
)
liefert die Maximumbedingung (4.8) bezu¨glich der optimalen Wechselstrategie die Bezie-
hung
H
(
t, x∗(t), p(t), λ0
)
= max
1≤s≤k
H s
(
t, x∗(t), p(t), λ0
)
,
die man auch als Prinzip der konkurrierenden Hamilton-Funktionen bezeichnet (Bock &
Longman [13]). 
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4.3.1 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Sei x∗(·) ∈ BLip ∩ C([t0, t1],Rn). Die Menge Vγ ist wie oben definiert. Wir betrachten fu¨r(
x(·), u(·),A ) ∈ C([t0, t1],Rn)× L∞([t0, t1],Rm)×Z k([t0, t1])
die Abbildungen
J
(
x(·), u(·),A ) = ∫ t1
t0
χA (t) ◦ f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·),A )(t) = x(t)− x(t0)− ∫ t
t0
χA (s) ◦ ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
Hi
(
x(·)) = hi(x(ti)), i = 0, 1,
Gj
(
x(·))(t) = max
t∈[t0,t1]
gj
(
t, x(t)
)
, j = 1, ..., l.
Da x∗(·) zu C([t0, t1],Rn) geho¨rt, gilt fu¨r diese Abbildungen
J : C([t0, t1],Rn)× L∞([t0, t1],Rm)×Z k([t0, t1])→ R,
F : C([t0, t1],Rn)× L∞([t0, t1],Rm)×Z k([t0, t1])→ C([t0, t1],Rn),
Hi : C([t0, t1],Rn)→ Rsi , i = 0, 1,
Gj : C([t0, t1],Rn)→ R, j = 1, ..., l.
Wir setzen F = (F,H0, H1) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·),A )→ inf, F(x(·), u(·),A ) = 0, Gj(x(·)) ≤ 0, u(·) ∈ L∞([t0, t1], U)
(4.9)
die Voraussetzungen von Theorem F.5 im Punkt
(
x∗(·), u∗(·),A∗
)
:
(A) Zum Nachweis der Voraussetzungen (A1)–(A2) merken wir an, dass jedes einzelne
Steuerungssystem die Eigenschaften der Aufgabe (3.28)–(3.32) im letzten Kapitel
besitzt. Beachten wir nun ferner die Ungleichung
‖χA (t) ◦ h(t, x, u)‖ ≤
k∑
s=1
‖hs(t, x, us)‖,
so lassen sich die Voraussetzungen (A1)–(A2) wie im Kapitel 3 pru¨fen.
(B) Die endliche Kodimension des Operators Fx
(
x∗(·), u∗(·),A∗
)
folgt wie in Abschnitt
2.2.2.
(C) Diese Eigenschaften sind im Anhang E, speziell in Lemma E.6 und Lemma E.7 im
Abschnitt E.4, dargestellt.
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Zur Extremalaufgabe (3.53) definieren wir auf
C([t0, t1],Rn)× L∞([t0, t1],Rm)×Z k([t0, t1])× R× C∗([t0, t1],Rn)× Rs0 × Rs1 × Rl
die Lagrange-Funktion L = L
(
x(·), u(·),A , λ0, y∗, l0, l1, λ
)
,
L = λ0J
(
x(·), u(·),A )+ 〈y∗, F (x(·), u(·),A )〉
+lT0 H0
(
x(·))+ lT1 H1(x(·))+ l∑
j=1
λjGj
(
x(·)).
Ist
(
x∗(·), u∗(·),A∗
)
eine starke lokale Minimalstelle der Extremalaufgabe (4.9), dann exi-
stieren nach Theorem F.5 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, y∗ ∈ C∗([t0, t1],Rn), li ∈ Rsi und λ1 ≥ 0, ..., λl ≥ 0 derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
0 ∈ ∂xL
(
x∗(·), u∗(·),A∗, λ0, y∗, l0, l1, λ
)
; (4.10)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich
(
u(·),A ) in (u∗(·),A∗) die Bedingung
L
(
x∗(·), u∗(·),A∗, λ0, ..., λ
)
= min
u(·)∈L∞([t0,t1],U)
A ∈Z k([t0,t1])
L
(
x∗(·), u(·),A , λ0, ..., λ
)
; (4.11)
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = λjGj
(
x(·)), i = 1, ..., l. (4.12)
Ebenso wie in Kapitel 3 liefert (3.56), dass nur diejenigen Multiplikatoren λj ≥ 0 von
Null verschieden sein ko¨nnen, fu¨r die die zugeho¨rigen Maße µ˜j die Totalvariation ‖µ˜j‖ = 1
besitzen und die auf den Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x∗(t)) = 0}
konzentriert sind. Deswegen ko¨nnen wir ohne Einschra¨nkung annehmen, dass alle Maße
µj = λjµ˜j auf den Mengen Tj konzentriert sind.
Aufgrund (4.10) ist folgende Variationsgleichung fu¨r alle x(·) ∈ C([t0, t1],Rn) erfu¨llt:
0 = λ0
∫ t1
t0
〈
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt
+
〈
l0, h
′
0
(
x∗(t0)
)
x(t0)
〉
+
〈
l1, h
′
1
(
x∗(t1)
)
x(t1)
〉
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t)
+
∫ t1
t0
[
x(t)− x(0)−
∫ t
t0
χA∗(s) ◦ ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t). (4.13)
98 Optimale Multiprozesse
In der Gleichung (4.13) a¨ndern wir die Integrationsreihenfolge im letzten Summanden und
bringen sie in die Form
0 =
∫ t1
t0
〈
λ0
[
χA∗(t) ◦ fx
(
t, x∗(t), u∗(t)
)]
−[χA∗(t) ◦ ϕTx (t, x∗(t), u∗(t))] ∫ t1
t
dµ(s), x(t)
〉
dt
+
∫ t1
t0
[x(t)]T dµ(t) +
〈
h′0
T (
x∗(t0)
)
l0 −
∫ t1
t0
dµ(t), x(t0)
〉
+ 〈h′1T
(
x∗(t1)
)
l1, x(t1)〉
+
l∑
j=1
∫ t1
t0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (4.14)
Die rechte Seite in (4.14) definiert ein stetiges lineares Funktional im Raum C([t0, t1],Rn).
Wenden wir den Darstellungssatz von Riesz an und setzen p(t) =
∫ t1
t
dµ(s), so folgen
p(t) = −h′1T
(
x∗(t1)
)
l1 +
∫ t1
t
[[
χA∗(s) ◦ ϕTx
(
s, x∗(s), u∗(s)
)]
p(s)
−λ0
[
χA∗(s) ◦ fx
(
s, x∗(s), u∗(s)
)]]
ds
−
l∑
j=1
∫ t1
t
gjx
(
s, x∗(s)
)
dµj(s),
p(t0) = h
′
0
T (
x∗(t0)
)
l0.
Damit sind (4.6) und (4.7) gezeigt.
Genauso wie im letzen Kapitel erhalten wir aus (4.11) die Beziehung
∫ t1
t0
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
dt ≥
∫ t1
t0
χA (t) ◦H
(
t, x∗(t), u(t), p(t), λ0
)
dt
fu¨r alle u(·) ∈ L∞([t0, t1], U) und alle A ∈ Z k([t0, t1]).
Wir bemerken, dass die Funktion p(·) von beschra¨nkter Variation ist. Daher kann man p(·)
als Differenz zweier monotoner Funktionen schreiben und p(·) besitzt ho¨chstens abza¨hlbar
viele Unstetigkeiten. Mit Hilfe dieser Anmerkung folgt abschließend die Maximumbedin-
gung (4.8) via Standardtechniken fu¨r Lebesguesche Punkte. 
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4.3.2 Freier Anfangs- und Endzeitpunkt
Wir wenden uns der Aufgabe mit freiem Anfangs- und Endzeitpunkt zu:
J
(
x(·), u(·),A ) = ∫ t1
t0
χA (t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.15)
x˙(t) = χA (t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.16)
h0
(
t0, x(t0)
)
= 0, h1
(
t1, x(t1)
)
= 0, (4.17)
u(t) ∈ U = U1 × ...× Uk, U s 6= ∅, A ∈ Z k([t0, t1]), (4.18)
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l. (4.19)
Die Aufgabe (4.15)–(4.19) betrachten wir bezu¨glich(
x(·), u(·),A ) ∈W 1∞([t0, t1],Rn)× L∞([t0, t1], U)×Z k([t0, t1]), [t0, t1] ⊂ R.
Außerdem bezeichnet Vγ zur Trajektorie x(·) die Menge
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x(t)‖ ≤ γ}.
Dann geho¨ren zur MengeB?Lip diejenigen x(·) ∈W 1∞([t0, t1],Rn), fu¨r die es eine Zahl γ > 0
derart gibt, dass
(B?) die Abbildungen fs(t, x, us), ϕs(t, x, us), hi(t, x), gj(t, x) auf Vγ × Rms stetig in der
Gesamtheit der Variablen und stetig differenzierbar bezu¨glich t und x sind.
Wir nennen
(
x(·), u(·),A , [t0, t1]
)
mit x(·) ∈ W 1∞
(
[t0, t1],Rn
)
, u(·) ∈ L∞([t0, t1], U),
A ∈ Z k([t0, t1]) und [t0, t1] ⊂ R einen Multiprozess mit freiem Anfangs- und End-
zeitpunkt. Ein Multiprozess mit freiem Anfangs- und Endzeitpunkt heißt zula¨ssig in der
Aufgabe (4.15)–(4.19), wenn auf dem Intervall [t0, t1] die Funktion x(·) fast u¨berall der
Gleichung (4.16) genu¨gt, die Randbedingungen (4.17) und die Zustandsbeschra¨nkungen
(4.19) erfu¨llt. Die Menge Badm bezeichnet die Menge der zula¨ssigen Multiprozesse.
Ein zula¨ssiger Multiprozess
(
x∗(·), u∗(·),A∗, [t0∗, t1∗]
)
ist ein starkes lokales Minimum,
wenn eine Zahl ε > 0 derart existiert, dass fu¨r jeden anderen zula¨ssigen Multiprozess(
x(·), u(·),A , [t0, t1]
)
mit den Eigenschaften
|t0 − t0∗| < ε, |t1 − t1∗| < ε, ‖x(t)− x∗(t)‖ < ε fu¨r jedes t ∈ [t0∗, t1∗] ∩ [t0, t1]
folgende Ungleichung gilt:
J
(
x(·), u(·),A ) ≥ J(x∗(·), u∗(·),A∗).
In der Aufgabe (4.15)–(4.19) bezeichnet
H (t, x, p, λ0) = max
us∈Us
1≤s≤k
Hs(t, x, u
s, p, λ0)
die Hamilton-Funktion.
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Theorem 4.4 (Pontrjaginsches Maximumprinzip). In der Aufgabe (4.15)–(4.19) sei der
Multiprozess
(
x∗(·), u∗(·),A∗, [t0∗, t1∗]
) ∈ Badm ∩B?Lip. Ist (x∗(·), u∗(·),A∗, [t0∗, t1∗]) ein
starkes lokales Minimum der Aufgabe (4.15)–(4.19), dann existieren λ0 ≥ 0, eine Vektor-
funktion p(·) : [t0∗, t1∗]→ Rn und auf den Mengen
Tj =
{
t ∈ [t0∗, t1∗]
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist und der adjungierten Glei-
chung
p(t) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 +
∫ t1∗
t
χA∗(s) ◦Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ t1∗
t
gjx
(
s, x∗(s)
)
dµj(s) (4.20)
genu¨gt und die folgenden Transversalita¨tsbedingungen erfu¨llt:
p(t0∗) = hT0x
(
t0∗, x∗(t0∗)
)
l0,
p(t1∗) = −hT1x
(
t1∗, x∗(t1∗)
)
l1 −
l∑
j=1
gjx
(
t1∗, x∗(t1∗)
)
µj({t1∗});
 (4.21)
(b) fu¨r fast alle t ∈ [t0∗, t1∗] die Maximumbedingung gilt:
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
us∈Us
1≤s≤k
Hs
(
t, x∗(t), us, p(t), λ0
)
. (4.22)
(c) die Hamilton-Funktion eine Funktion beschra¨nkter Variation ist und folgende Bezie-
hungen gelten:
H
(
t, x∗(t), p(t), λ0
)
=
〈
h1t
(
t1∗, x∗(t1∗)
)
, l1
〉
−
∫ t1∗
t
χA∗(s) ◦Ht
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
+
l∑
j=1
∫ t1∗
t
gjt
(
s, x∗(s)
)
dµj(s), (4.23)
H
(
t0∗, x∗(t0∗), p(t0∗), λ0
)
= −〈h0t(t0∗, x∗(t0∗)), l0〉. (4.24)
Zum Beweis la¨sst sich wieder die Methode der Substitution der Zeit aus Abschnitt 2.2.4
anwenden, um das Theorem 4.4 aus dem Pontrjaginschen Maximumprinzip fu¨r die Aufgabe
mit festem Zeitintervall abzuleiten.
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4.4 Ein Investitionsmodell
Wir untersuchen ein Investitionsmodell, dass sich aus dem linearen und dem konkaven
Beispielen 2.4, 2.5 zusammensetzt:
J
(
x(·), u(·),A ) = ∫ T
0
χA (t) ◦ f
(
t, x(t), u(t)
)
dt→ sup,
x˙(t) = χA (t) ◦ ϕ
(
t, x(t), u(t)
)
, x(0) = x0 > 0,
u(t) ∈ [0, 1]× [0, 1], A = {A 1,A 2} ∈ Z 2([0, T ]),
mit den einzelnen Steuerungssystemen
f1(t, x, u1) = (1− u1)x, ϕ1(t, x, u1) = u1x,
f2(t, x, u2) = (1− u2)xα, ϕ2(t, x, u2) = u2xα, U
1 = U2 = [0, 1]
und mit den Modellparametern
α ∈ (0, 1) konstant, T fest mit T > max
{
1,
x1−α0
α
}
.
Da U1 = U2 ist, unterscheiden wir nicht zwischen den Steuervariablen u1 = u2 und
schreiben u. Wir wenden Theorem 4.2 mit λ0 = 1 an. Es gilt nach (4.8):
χA∗(t) ◦H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
s∈{1,2}
Hs
(
t, x∗(t), u∗(t), p(t), 1
)
= max
s∈{1,2}
{
max
u∈[0,1]
[(
p(t)− 1)u+ 1] · x∗(t), max
u∈[0,1]
[(
p(t)− 1)u+ 1] · xα∗ (t)}.
Dies ko¨nnen wir weiterhin in die Form
max
u∈[0,1]
[(
p(t)− 1)u] · max
s∈{1,2}
{x∗(t), xα∗ (t)}
bringen. Daraus erhalten wir fu¨r die optimale Investitionsrate und Wechselstrategie
u∗(t) =
{
1, p(t) < 1,
0, p(t) > 1,
χA∗(t) =
{
(1, 0), x∗(t) > 1,
(0, 1), 0 < x∗(t) < 1.
Die Funktion p(·) ist die Lo¨sung der adjungierten Gleichung (4.6):
p˙(t) =
{
−[(p(t)− 1)u∗(t) + 1], t ∈ A1,
−[(p(t)− 1)u∗(t) + 1] · αxα−1∗ (t), t ∈ A2, p(T ) = 0.
Betrachten wir die einzelnen Steuerungssysteme, so sind nach den Beispielen 2.4, 2.5 durch
t1 = T − 1 bzw. t2 = αT −x1−α0 die Zeitpunkte fu¨r den optimalen Wechsel von vollsta¨ndi-
ger Investition in komplette Kosumption gegeben. Außerdem ist fu¨r die Lo¨sung x(·) der
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Differentiagleichung x˙(t) = xα(t) mit x0 ∈ (0, 1) der Zeitpunkt σ, in dem x(σ) = 1 gilt,
durch σ =
1−x1−α0
1−α bestimmt. Im Weiteren seien also
t1 = T − 1, t2 = αT − x1−α0 , σ =
1− x1−α0
1− α .
Wir diskutieren die einzelnen mo¨glichen Szenarien:
(a) Sei x0 ≥ 1: In diesem Fall lautet der Kandidat
x∗(t) =
{
x0 · et, t ∈ [0, t1),
x0 · et1 , t ∈ [t1, T ], u∗(t) =
{
1, t ∈ [0, t1),
0, t ∈ [t1, T ],
χA∗(t) = (1, 0), J
(
x∗(·), u∗(·),A∗
)
= x0 · et1 .
(b) Seien x0 < 1 und T <
1−αx1−α0
α(1−α) : Dann lautet der Kandidat
y∗(t) =
{ [
(1− α)t+ x1−α0
] 1
1−α , t ∈ [0, t2),[
α(1− α)T + αx1−α0
] 1
1−α , t ∈ [t2, T ],
v∗(t) =
{
1, t ∈ [0, t2),
0, t ∈ [t2, T ],
χB∗(t) = (0, 1), J
(
y∗(·), v∗(·),B∗
)
= α
α
1−α · [(1− α)T + x1−α0 ] 11−α .
(c) Seien x0 < 1 und T >
1−αx1−α0
α(1−α) : Nun erhalten wir den Kandidaten
z∗(t) =

[
(1− α)t+ x1−α0
] 1
1−α , t ∈ [0, σ),
et−σ, t ∈ [σ, t1),
et1−σ, t ∈ [t1, T ],
w∗(t) =
{
1, t ∈ [0, t1),
0, t ∈ [t1, T ],
χC∗(t) =
{
(0, 1), t ∈ [0, σ),
(1, 0), t ∈ [σ, T ], J
(
z∗(·), w∗(·),C∗
)
= eT−1−σ.
(d) Seien x0 < 1 und T =
1−αx1−α0
α(1−α) : Wegen σ = t2 sind alle Bedingungen von Theorem
4.2 fu¨r die Multiprozesse
(
y∗(·), v∗(·),B∗
)
und
(
z∗(·), w∗(·),C∗
)
erfu¨llt.
Sei n0 ∈ N mit n0 > α/(1− α). Fu¨r n ≥ n0 betrachten wir die Steuerungen
vn(t) = v∗(t) + χ[σ,σ+ 1
n
)(t) ·
(
w∗(t)− v∗(t)
)
, χBn(t) = χC∗(t),
die wie im Fall (c) einen Wechsel des Steuerungssystems zum Zeitpunkt t = σ = t2
und eine verla¨ngerte Investitionsphase vorgeben. Fu¨r den zugeho¨rigen Kapitalbe-
stand yn(·) gilt ‖yn(·)− y∗(·)‖∞ = e 1n − 1 und fu¨r den Wert des Zielfunktionals
J
(
yn(·), vn(·),Bn
)− J(y∗(·), v∗(·),B∗) = e 1n(T − σ − 1
n
)
− (T − σ)
>
(
1 +
1
n
)(
1
α
− 1
n
)
− 1
α
=
1
n
(
1
α
− 1− 1
n
)
> 0 fu¨r alle n ≥ n0.
Daher stellt
(
y∗(·), v∗(·),B∗
)
in diesem Fall kein starkes lokales Maximum dar. Der
Multiprozess
(
z∗(·), w∗(·),C∗
)
ist der einzige der Kandidat.
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4.5 Zeitoptimale Steuerung gekoppelter Kompartimente
Kompartimentmodelle sind vereinfachte Darstellungen fu¨r komplexe Abla¨ufe und Interak-
tionen. Anwendung finden sie z. B. bei der Abbildung von Mischungsprozessen oder der
chemischen Reaktionskinetik oder bei einer medikamento¨sen Dauertherapie (Heuser [40]).
Das System in Abbildung 3 zeigt zwei gekoppelte Beha¨lter, die mit einer Flu¨ssigkeit gefu¨llt
sind. In diesem Modell besteht die Kopplung der Beha¨lter durch den zustandsabha¨ngigen
Zufluss ax1 vom ersten in den zweiten Beha¨lter. Der zweite Beha¨lter gibt seinen Inhalt
mit der Rate ax2 an die Umwelt ab. Die beiden Steuerungssysteme bestehen einerseits
aus dem Auffu¨llen der Beha¨lter mit konstanter Rate A, die zwischen beiden Beha¨ltern
durch die Steuerung u aufgeteilt wird. Andererseits kann die Befu¨llung komplett gestoppt
werden.
Abbildung 3: Die Beha¨lter in den verschiedenen Steuerungssystemen.
Dies liefert folgende Dynamiken in den jeweligen Steuerungssystemen:
x˙1(t) = −ax1(t) + u(t)A,
x˙2(t) = ax1(t)− ax2(t) + (1− u(t))A,
x˙1(t) = −ax1(t),
x˙2(t) = ax1(t)− ax2(t).
Dabei beachte man, dass die ungesteuerte zweite Dynamik kein Spezialfall der ersten
Dynamik ist. In diesem Modell besteht das Ziel darin, die Anfangszusta¨nde (x01, x
0
2) in
ku¨rzester Zeit in einen Sollzustand (xf1 , x
f
2) zu u¨berfu¨hren. Die Aufgabe des zeitoptimalen
Multiprozesses lautet damit:
J
(
x(·), u(·),A ) = ∫ T
0
1 dt→ inf, (4.25)
x˙(t) = χA (t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.26)(
x1(0), x2(0)
)
= (x01, x
0
2),
(
x1(T ), x2(T )
)
= (xf1 , x
f
2), (4.27)
u(t) ∈ [0, 1], A ∈ Z 2([0, T ]), a, A > 0. (4.28)
Wir wenden Theorem 4.4 an: Die Pontrjagin-Funktion der Aufgabe (4.25)–(4.28) lautet
A ◦H(t, x, u, p, q, λ0
)
=
{
p[−ax1 + uA] + q[ax1 − ax2 + (1− u)A]− λ0, t ∈ A1,
p[−ax1] + q[ax1 − ax2]− λ0, t ∈ A2.
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Unabha¨ngig von A erhalten wir daraus fu¨r die Adjungierten p(·), q(·):(
p˙(t)
q˙(t)
)
= a ·
(
p(t)− q(t)
q(t)
)
⇒
(
p(t)
q(t)
)
= eat ·
(
p0 − atq0
q0
)
. (4.29)
Die Maximumbedingung (4.22) ist a¨quivalent zur Maximierungsaufgabe
max
s∈{1,2}
{
max
u∈[0,1]
[up(t) + (1− u)q(t)], 0
}
. (4.30)
Außerdem folgt, da die Aufgabe autonom ist, H
(
t, x∗(t), p(t), λ0
) ≡ 0.
Zur Auswertung der Maximierungsaufgabe (4.30) sind die Relationen zwischen p(t), q(t)
und r(t) ≡ 0 zu kla¨ren. Zuna¨chst gilt (p0, q0) 6= (0, 0) in (4.29), denn sonst wu¨rde fu¨r
(i) λ0 = 0 der Fall trivialer Multiplikatoren in Theorem 4.4 bzw.
(ii) λ0 6= 0 ein Widerspruch zu H
(
t, x∗(t), p(t), λ0
) ≡ 0
auftreten. Dann ergeben sich in Abha¨ngigkeit von q0 ∈ R folgende Situation fu¨r die Ad-
jungierten, wobei σ den mo¨glichen Schnittpunkt der Graphen von p(·) und q(·) bezeichnet:
(1) q0 = 0: p(t) > q(t) ≡ 0 fu¨r p0 > 0 oder p(t) < q(t) ≡ 0 fu¨r p0 < 0.
(2) q0 > 0: p(t) < q(t) fu¨r p0 ≤ q0 und t > 0 oder es existiert σ > 0 fu¨r p0 > q0.
(3) q0 < 0: p(t) > q(t) fu¨r p0 ≥ q0 und t > 0 oder es existiert σ > 0 fu¨r p0 < q0.
Beachten wir nun weiterhin die optimale Stoppzeit T∗ und die mo¨gliche Nullstelle σ0 von
p(·), dann ergeben sich folgende Wechselstrategien A∗ und Steuerungen u∗(t):
(a) Es ist nur ein Steuerungssystem aktiv auf [0, T∗], wenn
(i) p(t) > max{q(t), 0} fu¨r alle t ∈ (0, T∗) gilt und es ist(
u∗(t), χA 1∗ (t), χA 2∗ (t)
) ≡ (1, 1, 0);
(ii) q(t) > max{p(t), 0} fu¨r alle t ∈ (0, T∗) gilt und es ist(
u∗(t), χA 1∗ (t), χA 2∗ (t)
) ≡ (0, 1, 0);
(iii) 0 > max{p(t), q(t)} fu¨r alle t ∈ (0, T∗) gilt und es ist(
χA 1∗ (t), χA 2∗ (t)
) ≡ (0, 1).
(b) Es gibt einen Strategiewechsel, und zwar wenn
(i) p0 > q0 > 0 und σ ∈ (0, T∗):(
u∗(t), χA 1∗ (t), χA 2∗ (t)
)
= (1, 1, 0) −→ (u∗(t), χA 1∗ (t), χA 2∗ (t)) = (0, 1, 0);
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(ii) p0, q0 < 0 und σ0 ∈ (0, T∗):(
χA 1∗ (t), χA 2∗ (t)
)
= (0, 1) −→ (u∗(t), χA 1∗ (t), χA 2∗ (t)) = (1, 1, 0).
(c) Der Strategiewechsel ist nicht eindeutig bestimmbar, wenn p0 < q0 = 0:(
u∗(t), χA 1∗ (t), χA 2∗ (t)
)
= (0, 1, 0) ←→ (χA 1∗ (t), χA 2∗ (t)) = (0, 1).
Zur Illustration sei a = 1, A = 10, x01, x
0
2 ∈ [0, 10] und (xf1 , xf2) = (5, 5). Die Zusta¨nde(
x1∗(t), x2∗(t)
)
, die zu den Steuerungen und dem aktiven System im Fall (a) geho¨ren, teilen
das Phasendiagramm (x1, x2) ∈ [0, 10]× [0, 10] in die Bereiche X,Y, Z ein (Abbildung 4).
Abbildung 4: Die Einteilung des Phasendiagramms und die optimalen Trajektorien.
Zur Erla¨uterung der Vorga¨nge innerhalb der einzelnen Bereiche:
(X) Die optimale Steuerung und Wechselstrategie wird durch (ii) im Fall (b) gegeben.
Zur Zeit t = σ0 erreicht die Trajektorie
(
x1∗(t), x2∗(t)
)
den Rand des Bereiches X.
(Y ) Die optimale Steuerung und Wechselstrategie wird durch (i) im Fall (b) gegeben.
Zur Zeit t = σ erreicht die Trajektorie
(
x1∗(t), x2∗(t)
)
den Rand des Bereiches Y .
(Z) Die optimale Strategie ist nicht eindeutig, denn es tritt der Fall (c) ein. In diesem
Bereich bestimmt sich die optimale Stoppzeit T∗ durch die schnellste Reduktion des
Zustandes x01 zu x
f
1 . Im zweiten Beha¨lter muss zum Zeitpunkt t = T∗ lediglich die
Bedingung x2(T∗) = x
f
2 sichergestellt werden.
Wir fu¨gen dem Beha¨ltermodell (4.25)–(4.28) eine Zustandsbeschra¨nkung hinzu:
x2(t) ≥ S fu¨r alle t ∈ [0, T ], x20, xf0 , A > S.
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Sei nun
(
x1∗(t), x2∗(t)
)
eine optimale Trajektorie in der Aufgabe (4.25)–(4.28) ohne Zu-
standsbeschra¨nkung mit x2∗(t) < S fu¨r ein t ∈ (0, T∗). Dann existieren Zeitpunkte t1, t2
mit 0 < t1 < t2 < T∗ und x2(t1) = x2(t2) = S.
Aus Theorem 4.4 ko¨nnen wir folgenden Kandidaten ableiten: Auf dem Teilstu¨ck [t1, t2],
auf dem die Zustandsbeschra¨nkung aktiv wird, erhalten wir fu¨r die Adjungierten
p(t) = q(t) > 0, p˙(t) = q˙(t) = 0.
Fu¨r das Borelsche Maß liefert der Ansatz dµ(t) = λ(t) dt die Darstellung
λ(t) = a
(
2q(t)− p(t)) > 0.
Eingeschra¨nkt auf das Teilstu¨ck [t1, t2] erhalten wir fu¨r den Multiprozess
x1∗(t) = x
1
∗(t1) + (t− t1)(A− S), x2∗(t) = S,
u∗(t) =
x1∗(t)− S +A
A
,
(
χA 1∗ (t), χA 2∗ (t)
)
= (1, 0).
Fu¨r die bereits verwendeten Parameter a = 1, A = 10, x01, x
0
2 ∈ [0, 10], (xf1 , xf2) = (5, 5)
und fu¨r die untere Schranke S = 3, 5 ergibt sich das folgende Phasenportrait:
Abbildung 5: Phasenportrait unter der Zustandsbeschra¨nkung.
4.6 Hinreichende Bedingungen nach Arrow
Die Aufgabenklasse der Multiprozesse entha¨lt in der vorliegenden Arbeit den Steuerbereich
Z k([t0, t1]), der die Wechselstrategien charakterisiert und keine konvexe Menge darstellt.
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Dementsprechend gehen wir nur auf hinreichende Bedingungen nach Arrow in der folgen-
den Aufgabe ein:
J
(
x(·), u(·),A ) = ∫ t1
t0
χA (t) ◦ f
(
t, x(t), u(t)
)
dt→ inf, (4.31)
x˙(t) = χA (t) ◦ ϕ
(
t, x(t), u(t)
)
, (4.32)
x(t0) = x0, x(t1) = x1, (4.33)
u(t) ∈ U = U1 × ...× Uk, U i 6= ∅, A ∈ Z k([t0, t1]), (4.34)
gj
(
t, x(t)
) ≤ 0, t ∈ [t0, t1], j = 1, ..., l (4.35)
Nutzen wir die getroffenen Bezeichnung und definieren die Hamilton-Funktion H (t, x, p),
H (t, x, p) = max
us∈Us
1≤s≤k
Hs(t, x, u
s, p, 1),
so ergeben sich wortwo¨rtlich wie im Abschnitt 3.5.3 folgende hinreichenden Bedingungen:
Theorem 4.5. In der Aufgabe (4.31)–(4.35) sei
(
x∗(·), u∗(·),A∗
) ∈ BLip ∩Badm. Außer-
dem sei die Vektorfunktion p(·) : [t0, t1]→ Rn stu¨ckweise stetig, besitze ho¨chstens endlich
viele Sprungstellen (d. h. die einseitigen Grenzwerte existieren) sk ∈ (t0, t1] und sei zwi-
schen diesen Spru¨ngen stetig differenzierbar. Ferner gelte:
(a) Es erfu¨llt
(
x∗(·), u∗(·),A∗, p(·)
)
die Bedingungen (4.6)–(4.8) in Theorem 4.2 mit
λ0 = 1.
(b) Fu¨r jedes t ∈ [t0, t1] ist die Funktion H
(
t, x, p(t)
)
konkav und es sind die Funktionen
gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·),A∗
)
ein starkes lokales Minimum der Aufgabe (4.31)–(4.35).
Die Aufgabe eines Multiprozesses entha¨lt neben der u¨blichen Steuerung noch mittels der
Wechselstrategie die Mo¨glichkeit auf die Auswahl eines bestimmten Steuerungssystems.
Dieser Umstand erschwert den Nachweis der Konkavita¨t der Hamilton-Funktion. Wir ver-
deutlichen dies durch das Investitionsmodell im Abschnitt 4.4:
Beispiel 4.6. In dem Investitionsmodell liefert die Maximumbedingung
H (t, x, p) = max
s∈{1,2}
us∈[0,1]
Hs(t, x, u
s, p, 1)
= max
s∈{1,2}
{
max
u∈[0,1]
[(p− 1)u+ 1] · x, max
u∈[0,1]
[(p− 1)u+ 1] · xα
}
= max{p, 1} ·max{x, xα}.
Die Maximierungsaufgabe entha¨lt die Funktion
f(x) = max{p, 1} ·
{
xα, x ∈ (0, 1),
x, x ≥ 1,
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die offensichtlich in x = 1 nicht konkav ist. Damit ist die Hamilton-Funktion H
(
t, x, p(t)
)
bezu¨glich der Trajektorie x∗(·) genau dann fu¨r jedes t ∈ [t0, t1] konkav in der Variablen x,
wenn x∗(t) 6= 1 fu¨r alle t ∈ [t0, t1] gilt. Fu¨r die einzelnen Fa¨lle in Abschnitt 4.4 ergeben
sich damit:
(a) Theorem 4.5 ist nur dann anwendbar, wenn x0 > 1 gilt.
(b) Da in diesem Fall x0 ≤ y∗(t) < 1 auf [0, T ] gilt, ist Theorem 4.5 anwendbar.
(c) Wegen z∗(σ) = 1 ist Theorem 4.5 nicht anwendbar.
(d) Wegen y∗(σ) = 1 und z∗(σ) = 1 ist Theorem 4.5 auf keinen ermittelten Kandidaten
anwendbar. 
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5 Schwaches lokales Minimum u¨ber unendlichem Zeithori-
zont
Die Optimale Steuerung mit unendlichem Zeithorizont liefert die wesentliche Grundlage
zur Formulierung und Untersuchung von Aufgaben in der O¨konomischen Wachstums-
theorie. Im Rahmen der O¨konomischen Wachstumstheorie werden z. B. die Interaktionen
sich u¨berschneidender Generationen oder die Determinanten des wirtschaftlichen Wachs-
tums, insbesondere unter sich a¨ndernden Umweltbedingungen wie globaler Erwa¨rmung
oder erscho¨pfenden natu¨rlichen Ressourcen, untersucht. Aufgrund der Langlebigkeit der
wirtschafts- und sozialpolitischen Entscheidungen muss dabei die Frage nach einem geeig-
neten Planungszeitraum aufgeworfen werden: Jeder endliche Zeithorizont stellt die For-
derung nach einer ada¨quaten Ausgangslage fu¨r die nachfolgenden Generationen. Um die
Beachtung aller nachfolgenden Generationen zu gewa¨hrleisten, wird der Zeitrahmen in
Form des unendlichen Zeithorizontes idealisiert (Arrow & Kurz [2]).
Der erste mathematische Beitrag zu einem Problem mit unbeschra¨nktem Zeitintervall
besteht in einer Aufgabe der Variationsrechnung, in der die Frage nach der optimalen
Sparquote einer Gesellschaft behandelt wird (Ramsey [60]). Bei na¨herer Betrachtung ent-
steht in diesem Problem nicht nur die Aufgabe die Optimalita¨tsbedingungen u¨ber dem
unendlichen Zeithorizont zu formulieren, sondern insbesondere die Gestalt der Transver-
salita¨tsbedingungen im Unendlichen zu charakterisieren. Diese Fragestellung stellt aller-
dings eine schwerwiegende Herausforderung dar, denn die bekannten Resultate ko¨nnen
nicht einfach u¨bernommen und die bekannten Methoden ko¨nnen nicht unmittelbar an das
unbeschra¨nkte Intervall angepasst werden.
Von den wenigen uns bekannten Resultaten, die den unendlichen Zeithorizont nicht auf
ein endliches Intervall reduzieren, za¨hlen wir die Arbeiten von Brodskii [15] und Picken-
hain [56] auf. In diesen Beitra¨gen werden auf der Basis von schwachen lokalen Variatio-
nen und der Anwendung geeigneter funktionalanalytischer Methoden notwendige Optima-
lita¨tsbedingungen fu¨r Steuerungsprobleme mit unendlichem Zeithorizont erzielt.
In [15] wird eine sehr allgemeine Aufgabenklasse mit Zustandsbeschra¨nkungen und Rand-
bedingungen im Unendlichen betrachtet. Aufgrund der Wahl des Raumes der messbaren
und beschra¨nkten Funktionen fu¨hrt der funktionalanalytische Rahmen allerdings zu keiner
“a¨sthetischen” Darstellung der Adjungierten.
Demgegenu¨ber bezieht sich die Arbeit [56] auf Aufgaben mit eindimensionalen linearen
Nebenbedingungen und mit freiem rechten Endpunkt. Der innovative Beitrag in [56] ist
die Wahl des gewichteten Sobolev-Raumes, in dessen Rahmen die “natu¨rlichen” Trans-
versalita¨tsbedingungen in gewisser Weise Eigenschaften der Elemente dieser Ra¨ume sind.
An der Arbeit [56] ist jedoch anzumerken, dass sich die angewandte Beweismethode auf
linear-quadratische Aufgaben fokussiert. Die Anwendbarkeit der Beweisstrategie im Fall
von Aufgaben mit einer nichtlinearen Dynamik ist offen.
In diesem Kapitel stellen wir einen Zugang zu Steuerungsproblemen mit unendlichem Zeit-
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horizont im Rahmen gewichteter Funktionenra¨ume vor. Das gestellte Steuerungsproblem
besitzt einen weniger allgemeinen Charakter als die Aufgabe bei Brodskii [15]. Aber auf der
Grundlage der Wahl gewichteter Sobolev-Ra¨ume fu¨r die Zustandstrajektorie nach Picken-
hain [56] erhalten wir in den notwendigen Optimalita¨tsbedingungen qualitativ bessere
Informationen u¨ber die Adjungierte. Aufgrund der Gu¨ltigkeit der “natu¨rlichen” Transver-
salita¨tsbedingungen lassen sich hinreichende Bedingungen unmittelbar in die Ausfu¨hrun-
gen einbinden.
Der wesentliche Vorteil der Wahl gewichteter Funktionenra¨ume ist, dass eine recht umfas-
sende Menge an zula¨ssigen Steuerungsprozessen betrachtet werden darf. Allerding treten
dadurch Schwierigkeiten auf, die einerseits mit dem expandierenden Umgebungsbegriff
verbunden sind. Andererseits ergeben sich bei der Verallgemeinerung der gundlegenden
Aufgabenklasse Probleme, insbesondere in der Aufgabe mit Zustandsbschra¨nkungen oder
bei Aufgaben mit Randwerten im Unendlichen, tiefgreifende Hu¨rden, zu denen wir im
letzten Abschnitt ausfu¨hrliche Bemerkungen geben.
5.1 Die Aufgabenstellung
In diesem Kapitel betrachten wir schwache lokale Minimalstellen der Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (5.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, x(0) = x0, (5.2)
u(t) ∈ U ⊆ Rm, U 6= ∅ und konvex, (5.3)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l. (5.4)
Dabei gelten f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn und gj(t, x) : R× Rn → R.
Wir nennen die Trajektorie x(·) eine Lo¨sung des dynamischen Systems (5.2) zur Anfangs-
bedingung x(0) = x0, falls x(·) auf R+ definiert ist und auf jedem endlichen Intervall die
Dynamik mit Steuerung u(·) im Sinn von Carathe´odory lo¨st.
In der Aufgabe (5.1)–(5.4) gilt stets die Annahme:
(A0) Es sei ω(·) ∈ L1(R+,R+) und es sei ν(t) = e−at ein Gewicht mit a > 0.
Fu¨r die Aufgabe (5.1)–(5.4) betrachten wir Variationen im Raum gewichteter stetiger
Funktionen, die im Unendlichen verschwindenn. Da unter den Eigenschaften der Gewichts-
funktion ν(t) = e−at die Implikationen
x(·) ∈W 12 (R+,Rn; ν) ⇒ ν(·)x(·) ∈W 11 (R+,Rn) ⇒ x(·) ∈ C0(R+,Rn; ν)
nach Lemma B.30 gelten, formulieren wir wie Pickenhain [56] die Aufgabe (5.1)–(5.4) im
Rahmen gewichteter Sobolev-Ra¨ume.
Wir definieren zu
(
x(·), u(·)) ∈W 12 (R+,Rn; ν)× L∞(R+, U) die Menge Uγ,ν wie folgt:
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
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Dann geho¨ren zur Menge ALip diejenigen
(
x(·), u(·)) ∈ W 12 (R+,Rn; ν) × L∞(R+, U), fu¨r
die es eine Zahl γ > 0 derart gibt, dass auf dem Abschluss der Menge Uγ,ν gelten:
(A1) Die Abbildungen f(t, x, u), ϕ(t, x, u) und gj(t, x) sind stetig differenzierbar.
(A2) Fu¨r alle (t, x, u) ∈ Uγ,ν ein L(·) ∈ L1(R+,R;ω) und ein C0 > 0 mit∥∥(f(t, x, u), fu(t, x, u))∥∥ ≤ L(t), ‖fx(t, x, u)‖ ≤ L(t)ν(t)
‖ϕ(t, x, u)‖ ≤ C0(1 + ‖x‖+ ‖u‖),
∥∥(ϕx(t, x, u), ϕu(t, x, u))∥∥ ≤ C0.
Außerdem gilt fu¨r alle (t, x, u), (t, x′, u′) ∈ Uγ,ν :
‖ϕx(t, x′, u′)− ϕx(t, x, u)‖ ≤ C0
(
e−at‖x′ − x‖+ ‖u′ − u‖),
‖ϕu(t, x′, u′)− ϕu(t, x, u)‖ ≤ C0
(‖x′ − x‖+ eat‖u′ − u‖).
(A3) Fu¨r alle (t, x), (t, x
′) ∈ Uγ,ν existiert ein C0 > 0 mit
|gj(t, x)| ≤ C0(1+‖x‖), ‖gjx(t, x)‖ ≤ C0, ‖gjx(t, x)−gjx(t, x′)‖ ≤ C0e−at‖x−x′‖.
(Die Terme e−at und eat sind eine Konsequenz der Variation in der expandierenden
Umgebung Uγ,ν .)
Wir nennen
(
x(·), u(·)) ∈W 12 (R+,Rn; ν)×L∞(R+, U) einen zula¨ssigen Steuerungsprozess
in der Aufgabe (5.1)–(5.4), falls
(
x(·), u(·)) dem System (5.2) genu¨gt, die Zustandsbe-
schra¨nkungen (5.4) erfu¨llt und das Lebesgue-Integral im Zielfunktional in (5.1) endlich
ist. Die Menge Aadm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse
(
x(·), u(·)).
Ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
ist eine schwache lokale Minimalstelle der
Aufgabe (5.1)–(5.4), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·)− x∗(·)‖∞ ≤ ε, ‖u(·)− u∗(·)‖L∞ ≤ ε gilt.
Als abschließende Bemerkung weisen wir darauf hin, dass die Variationen im gewichteten
Rahmen streng genommen auf einen ν-lokalen Optimalita¨tsbegriff fu¨hren. D. h., dass die
Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit ‖x(·) − x∗(·)‖∞,ν ≤ ε, ‖u(·) − u∗(·)‖L∞ ≤ ε gilt. Da
aber in der Ungleichung ‖x(·) − x∗(·)‖∞,ν ≤ ε die Elemente x(·) mit der Eigenschaft
‖x(·)− x∗(·)‖∞ ≤ ε inbegriffen sind, entsteht kein Widerspruch.
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5.2 Ein Schwaches Optimalita¨tsprinzip u¨ber dem unendlichem Zeitho-
rizont
5.2.1 Notwendige Optimalita¨tsbedingungen
Im Weiteren bezeichnet H : R× Rn × Rm × Rn × R→ R die Pontrjagin-Funktion
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0ω(t)f(t, x, u).
Theorem 5.1. Es sei
(
x∗(·), u∗(·)
) ∈ Aadm ∩ALip und x∗(·) ∈W 12 (R+,Rn; ν). Ferner sei
die folgende Kontraktionsbedingung erfu¨llt:
sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds < 1. (5.5)
Ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (5.1)–(5.3), dann existie-
ren nicht gleichzeitig verschwindende Multiplikatoren λ0 ≥ 0 und p(·) ∈ L2(R+,Rn; ν−1)
derart, dass
(a) die Funktion p(·) fast u¨berall der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
(5.6)
genu¨gt und die “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞ ‖p(t)‖
2ν−1(t) = 0, lim
t→∞〈p(t), x(t)〉 = 0 ∀ x(·) ∈W
1
2 (R+,Rn; ν) (5.7)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (5.8)
gilt.
Bemerkung 5.2. Die Kontraktionsbedingung (5.5) stellt eine wesentliche Voraussetzung
dar, auf die wir in der Beweisfu¨hrung zuru¨ckgreifen. Diese Bedingung bezieht sich auf die
Frage, fu¨r welche z(·) die lineare Intregralgleichung
x(t) +
∫ t
0
A(s)x(s) ds = z(t), t ∈ R+,
eine Lo¨sung x(·) besitzt (Lemma C.5). Dabei erweist sich der korrespondierende Inte-
graloperator im Rahmen gewichteter stetiger Funktionen als kontraktiv, wenn (5.5) fu¨r
A(t) = ϕx
(
t, x∗(t), u∗(t)
)
erfu¨llt ist. Beachten wir nun fu¨r die Gewichte ν(t) = e−at mit
a > 0 die Gleichung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
ds =
1
a
,
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so lassen sich stets Gewichtsfunktionen ν(·) angeben, die bei der messbar und beschra¨nkten
Funktion t→ ϕx
(
t, x∗(t), u∗(t)
)
die Bedingung (5.5) erfu¨llen.
Allerdings ist im Zugang u¨ber gewichtete Ra¨ume stetiger Funktionen der expandierende
Umgebungsradius zu beachten:
‖x(·)‖∞,ν ≤ ε ⇔ ‖x(t)‖ ≤ εeat fu¨r alle t ∈ R+.
Je gro¨ßer der Parameter a gewa¨hlt wurde, desto schwieriger gestaltet sich der Umgang
mit den Daten der Aufgabe. 
Lemma 5.3. Zusa¨tzlich zu Theorem 5.1 gelte fu¨r L(·) ∈ L1(R+,R+;ω) in (A2):
lim
t→∞ω(t)L(t) = 0.
Dann ist die Bedingung von Michel [51] erfu¨llt:
lim
t→∞H
(
t, x∗(t), u∗(t), p(t), λ0
)
= 0. (5.9)
Beweis Da
(
x∗(·), u∗(·)
)
zur Menge ALip geho¨ren, gilt nach Voraussetzung (A2):∣∣H(t, x∗(t), u∗(t), p(t), λ0)∣∣2 ≤ [‖p(t)‖‖ϕ(t, x∗(t), u∗(t))‖+ ω(t)‖f(t, x∗(t), u∗(t))‖]2
≤ C ·
[(‖p(t)‖2ν−1(t)) · ((1 + ‖x∗(t)‖2 + ‖u∗(t)‖2)ν(t))+ (ω(t)L(t))2].
Der letzte Ausdruck verschwindet im Unendlichen, da nach Lemma B.30
lim
t→∞ ‖x∗(t)‖
2ν(t) = 0
und nach (5.7) die “natu¨rliche” Transversalita¨tsbedingung
lim
t→∞ ‖p(t)‖
2ν−1(t) = 0
gelten. Weiterhin sind nach Voraussetzung und wegen der Beschra¨nktheit von u∗(·)
lim
t→∞ω(t)L(t) = 0, limt→∞
(
1 + ‖u∗(t)‖2
)
ν(t) = 0
erfu¨llt. 
Beispiel 5.4. Wir betrachten erneut das Differentialspiel im Beispiel 3.4, aber dieses Mal
mit einem unendlichen Zeithorizont und ω(·) ∈ L1(R+,R+):
J˜i
(
x(·), u1(·), u2(·)
)
=
∫ ∞
0
ω(t)
(
px(t)− ci
)
ui(t) dt→ sup,
x˙(t) = x(t)
(
α− r lnx(t))− u1(t)x(t)− u2(t)x(t), x(0) = x0 > 0,
ui > 0, α, ci, p, r, % > 0, α >
1
c1 + c2
, i = 1, 2.
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Im Gegensatz zu [21] sei ω(·) ∈ L1(R+,R+) nicht auf ω(t) = e−%t festgelegt und kann
durch eine Weibull-Verteilung ω(t) = tk−1e−tk , insbesondere mit einem Formparameter
k ∈ (0, 1), beschrieben werden. Es sei der Preis p wieder umgekehrt proportional zum
Angebot:
p = p(u1x+ u2x) =
1
u1x+ u2x
.
Nach Anwendung der Transformation z = lnx ergibt sich das Spielproblem
Ji
(
z(·), u1(·), u2(·)
)
=
∫ ∞
0
ω(t)
(
1
u1(t) + u2(t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− u1(t)− u2(t), z(0) = lnx0 > 0,
ui > 0, α, ci, p, r, % > 0, α >
1
c1 + c2
, i = 1, 2.
In diesem Spielproblem sind die Dynamiken linear und außerdem fließt die Zustandsva-
riable nicht im Integranden ein. Wa¨hlen wir nun ν(t) = e−at mit a > r, so sind fu¨r jedes
ω(·) ∈ L1(R+,R+) sa¨mtliche Annahmen in Theorem 5.1, insbesondere die Kontraktions-
bedingung (5.5), erfu¨llt.
Der Lo¨sungsansatz u¨ber ein Nash-Gleichgewicht liefert die Steuerungen
u∗1(t) ≡
c2
(c1 + c2)2
, u∗2(t) ≡
c1
(c1 + c2)2
,
die optimale Trajektorie
z∗(t) = (z0 − c0)e−rt + c0, c0 = 1
r
(
α− 1
c1 + c2
)
und die Adjungierten
pi(t) ≡ 0, i = 1, 2.
Die Funktion z∗(·) ist streng monoton und nimmt nur Werte des Segments [z0, c0] an. Da
c0 und z0 positiv sind, ist x∗(t) = exp
(
z∗(t)
)
u¨ber R+ wohldefiniert. 
5.2.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Es sei
(
x∗(·), u∗(·)
) ∈ ALip. Da die Funktion y(·) = ν(·)x(·) nach Lemma B.30 dem
Raum W 11 (R+,Rn) angeho¨rt, verschwindet diese Funktion im Unendlichen. Also ist es
gerechtfertigt, die Extremalaufgabe in den gewichteten Raum C0(R+,Rn; ν) einzubetten.
Die expandierende Menge Uγ,ν ist wie folgt definiert:
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | e−at‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
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Wir betrachten fu¨r
(
x(·), u(·)) ∈ C0(R+,Rn; ν)× L∞(R+,Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
ω(t)f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
H0
(
x(·)) = x(0).
Dabei fassen wir sie als Abbildungen zwischen folgenden Funktionenra¨umen auf:
J : C0(R+,Rn; ν)× L∞(R+,Rm)→ R,
F : C0(R+,Rn; ν)× L∞(R+,Rm)→ C0(R+,Rn; ν),
H0 : C0(R+,Rn; ν)→ Rn.
Wir setzen F = (F,H0) und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, u(·) ∈ L∞(R+, U) (5.10)
die Voraussetzungen von Theorem F.3 im Punkt
(
x∗(·), u∗(·)
)
:
(A1) Das Funktional J ist nach Beispiel B.10 im Punkt
(
x∗(·), u∗(·)
)
Fre´chet-differenzierbar.
(A2) Die Abbildung F ist die Summe der Abbildung x(·)→ x(t) und der Abbildung
(
x(·), u(·))→ −∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds.
Im Beispiel B.11 ist nachgewiesen, dass die Abbildung F in den Raum C0(R+,Rn; ν)
abbildet und im Punkt
(
x∗(·), u∗(·)
)
stetig Fre´chet-differenzierbar ist. Fu¨r die Ab-
bildung H0 ist die stetige Fre´chet-Differenzierbarkeit offensichtlich.
(B) Wir setzen A(t) = ϕx
(
t, x∗(t), u∗(t)
)
. Dann ist die Surjektivita¨t des Operators
Fx
(
x∗(·), u∗(·)
)
a¨quivalent zur Aussage, dass fu¨r jedes y(·) ∈ C0(R+,Rn; ν) die Glei-
chung
x(t)−
∫ t
0
A(s)x(s) ds = y(t), t ∈ R+,
lo¨sbar ist. Dies besagt unter der Bedingung (5.5) in Theorem 5.1 gerade Lemma C.5.
Somit besitzt der Operator Fx
(
x∗(·), u∗(·)
)
eine endliche Kodimension.
Zur Extremalaufgabe (5.10) definieren wir auf
C0(R+,Rn; ν)× L∞(R+,Rm)× R× C∗0 (R+,Rn; ν)× Rn
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die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·)).
Ist
(
x∗(·), u∗(·)
)
eine schwache lokale Minimalstelle der Aufgabe (5.10), dann existieren
nach Theorem F.3 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0,
y∗ ∈ C∗0 (R+,Rn; ν) und l0 ∈ Rn derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0
)
= 0; (5.11)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Variationsungleichung〈
Lu
(
x∗(·), u∗(·), λ0, y∗, l0
)
, u(·)− u∗(·)
〉 ≥ 0 (5.12)
fu¨r alle u(·) ∈ L∞(R+, U).
Aufgrund (5.11) ist folgende Variationsgleichung fu¨r alle x(·) ∈ C0(R+,Rn; ν) erfu¨llt:
0 = λ0 ·
∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+ lT0 x(0)
+
∫ ∞
0
ν(t)
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t). (5.13)
Dabei ist µ nach Folgerung B.22 ein signiertes regula¨res Borelsches Vektormaß u¨ber R+.
In der Gleichung (5.13) ist jeder Integralterm absolut integrierbar; insbesondere gilt∫ ∞
0
ν(t)
[ ∫ t
0
∥∥ϕx(s, x∗(s), u∗(s))x(s)∥∥ ds]d|µ|(t)
≤
∫ ∞
0
[ ∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))[ν(s)x(s)]∥∥ ds]d|µ|(t)
≤ sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds · ∫ ∞
0
d|µ|(t) · ‖x(·)‖∞,ν ≤ ‖µ‖ · ‖x(·)‖∞,ν .
Damit stellt die rechte Seite in (5.13) ein stetiges lineares Funktional im gewichteten Raum
C0(R+,Rn; ν) dar. Durch vertauschen der Integrationsreihenfolge im letzten Term in (5.13)
bringen wir diese Gleichung in die Form
0 =
∫ ∞
0
[
λ0ω(t)fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ ∞
t
ν(s)dµ(s)
]T
x(t)dt
+
∫ ∞
0
ν(t)[x(t)]Tdµ(t) +
[
lT0 x(0)−
∫ ∞
0
ν(t)[x(0)]Tdµ(t)
]
. (5.14)
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Setzen wir p(t) =
∫ ∞
t
ν(s) dµ(s), so erhalten wir aus der eindeutigen Darstellung eines
stetigen linearen Funktionals im Raum C0(R+,Rn; ν) (Folgerung B.22):
p(t) =
∫ ∞
t
[
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0ω(s)fx
(
s, x∗(s), u∗(s)
)]
ds, p(0) = l0.
Also besitzt p(·) auf R+ die verallgemeinerte Ableitung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
.
Aus der Festlegung der Funktion p(·) erhalten wir die Beziehung
‖p(t)‖2ν−1(t) =
〈∫ ∞
t
ν(s)dµ(s),
∫ ∞
t
ν(s)dµ(s)
〉
· ν−1(t) ≤ ‖µ‖2ν(t).
Dies zeigt p(·) ∈ L2(R+,Rn; ν−1) und ferner die erste “natu¨rliche” Transversalita¨tsbedin-
gung in (5.7). Außerdem gilt∣∣〈p(t), x(t)〉∣∣2 ≤ ‖p(t)‖2ν−1(t) · ‖x(t)‖2ν(t).
Mit der eben nachgewiesenen Transversalita¨tsbedingung und mit Lemma B.30 ergibt sich
die zweite Bedingung in (5.7). Damit sind p(·) ∈ L2(R+,Rn; ν−1), sowie (5.6) und (5.7)
gezeigt.
Gema¨ß (5.12) gilt fu¨r alle v(·) ∈ L∞(R+, U) die Ungleichung∫ ∞
0
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
, v(t)− u∗(t)
〉
dt ≤ 0.
Daraus folgt abschließend via Standardtechniken fu¨r Lebesguesche Punkte die Variations-
ungleichung (5.8). Der Beweis von Theorem 5.1 ist abgeschlossen. 
5.2.3 Zur normalen Form der notwendigen Optimalita¨tsbedingungen
Theorem 5.1 kann auf die folgende modifizierte Version des Beispiels von Halkin [34]
angewendet werden. Dieses Beispiel zeigt, dass fu¨r einen optimalen Steuerungsprozess die
notwendigen Bedingungen in Theorem 5.1 nur fu¨r nichttriviale Multiplikatoren
(
λ0, p(·)
)
mit λ0 = 0 erfu¨llt sind.
Beispiel 5.5. Wir betrachten mit einem zusa¨tzlichen Diskontierungsfaktor die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
(
u(t)− x(t)) dt→ sup,
x˙(t) = u2(t) + x(t), x(0) = 0, u(t) ∈ [0, 1], % ∈ (0, 1).
In diesem Beispiel geho¨rt
(
x∗(t), u∗(t)
) ≡ (0, 0) zu W 12 (R+,R; ν) × L∞(R+, U) fu¨r jedes
Gewicht ν(t) = e−at mit a > 0 und liefert das globale Maximum: Denn angenommen,
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es gibt einen zula¨ssigen Steuerungsprozess
(
x(·), u(·)) mit x(t) 6≡ 0. Insbesondere muss
dann
∣∣J(x(·), u(·))∣∣ < ∞ gelten. Dann existiert ein τ > 0 mit x(τ) > 0. Durch direktes
Nachrechnen erhalten wir x(t) ≥ x(τ)et−τ fu¨r alle t ≥ τ , und es folgt
J
(
x(·), u(·)) ≤ ∫ τ
0
e−%t
(
u(t)− x(t))dt+ ∫ ∞
τ
e−%t
(
1− x(τ)et−τ)dt = −∞.
Damit besteht die Menge der zula¨ssigen Steuerungsprozesse Aadm nur aus
(
x∗(·), u∗(·)
)
.
In diesem Beispiel sind bei Wahl des Gewichtes ν(t) = e−at mit 0 < a < % die Voraus-
setzungen (A1) und (A2) auf Uγ,ν erfu¨llt. Ferner ist ϕ
(
t, x∗(t), u∗(t)
) ≡ 0. Demzufolge gilt
die Kontraktionsbedingung (5.5). Wenden wir Theorem 5.1 auf das modifizierte Halkin-
Beispiel an, so erhalten wir die Adjungierte
p(t) =
(
p(0)− λ0
1− %
)
e−t +
λ0
1− %e
(1−%)t.
Da nun % ∈ (0, 1) gilt, ist die erste Transversalita¨tsbedingung in (5.7) nur dann erfu¨llt,
wenn λ0 = 0 ist. Mit p(0) < 0 gelten dann fu¨r
(
x∗(t), u∗(t)
) ≡ (0, 0) alle Optimalita¨tsbe-
dingungen in Theorem 5.1. 
Bemerkung 5.6. Im Beispiel 5.5 ist
(
x∗(·), u∗(·)
)
der einzige zula¨ssige Steuerungsprozess.
In diesem Sonderfall kann man
(
x∗(·), u∗(·)
)
auf der Menge der zula¨ssigen Steuerungspro-
zesse nicht variieren. Es stellt sich damit die Frage, ob die Existenz der nichttrivialen
Multiplikatoren in Theorem 5.1 tatsa¨chlich vorliegt.
Im Beweis des Extremalprinzips (Theorem F.3) bezieht sich die Anwendung des Tren-
nungssatzes auf die konvexe Menge C , die nicht ausschließlich durch zula¨ssige Elemente
des Steuerungsproblems (5.1)–(5.4) gebildet werden. Da weiterhin das Paar
(
x∗(·), u∗(·)
)
der Menge ALip angeho¨rt und die Kontraktionsbedingung (5.5) erfu¨llt, ergibt sich im
Beweis des Extremalprinzips, dass die Menge C ein nichtleeres Inneres besitzt. Es folgt
ferner die Existenz der nichttrivialen trennenden Hyperebene und demnach insbesondere
die Existenz der nichttrivialen Multiplikatoren in Theorem 5.1. 
In diesem Abschnitt zeigen wir, dass folgende “Stetigkeitsbedingung” (S) hinreichend fu¨r
die Normalform des Theorems 5.1 in der Aufgabe (5.1)–(5.3) mit freiem rechten Endpunkt
ist.
(S) Es existieren ein T ≥ 0, eine Zahl %(T ) > 0 und ein µT (·) ∈ L2(R+,R+; ν) derart,
dass fu¨r alle ζT mit ‖ζT − x∗(T )‖ ≤ %(T ) das System x˙(t) = ϕ
(
t, x(t), u∗(t)
)
mit
Anfangsbedingung x(T ) = ζT eine Lo¨sung x(t; ζT ) auf [T,∞) besitzt und folgende
Ungleichung gilt
‖x(t; ζT )− x∗(t)‖ ≤ ‖ζT − x∗(T )‖µT (t) fu¨r alle t ≥ T ≥ 0.
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Theorem 5.7. Sei
(
x∗(·), u∗(·)
) ∈ Aadm∩ALip und seien (5.5), (S) erfu¨llt. Ist (x∗(·), u∗(·))
ein schwaches lokales Minimum der Aufgabe (5.1)–(5.3), dann ist Theorem 5.1 mit λ0 = 1
erfu¨llt. Ferner besitzt die Adjungierte p(·) die Darstellung
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds. (5.15)
Dabei ist Z∗(t) die in t = 0 normalisierte Fundamentalmatrix des linearen Systems
z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t).
Die Darstellung (5.15) stimmt (bis auf das Vorzeichen, das sich durch die Minimierung
statt einer Maximierung des Zielfunktionals ergibt) mit der Formel in den Arbeiten von
Aseev & Kryazhimskii und Aseev & Veliov [6–9] u¨berein. Im Gegensatz zu diesen Arbeiten
ist Theorem 5.7 unter den Voraussetzungen (A0)–(A2), (5.5), (S) erfu¨llt und charakteri-
siert schwache lokale Minimalstellen.
Bevor wir Theorem 5.7 beweisen, wollen wir die Voraussetzung (S) und die Darstellungs-
formel 5.15 im Differentialspiel 3.4 demonstrieren.
Beispiel 5.8. Im Differentialspiel im Beispiel 3.4 mit unendlichem Zeithorizont u¨berfu¨hr-
ten wir den Ansatz eines Nash-Gleichgewichtes in die gekoppelten Aufgaben
Ji
(
z(·), u1(·), u2(·)
)
=
∫ ∞
0
ω(t)
(
1
u1(t) + u2(t)
− ci
)
ui(t) dt→ sup,
z˙(t) = −rz(t) + α− u1(t)− u2(t), z(0) = lnx0 > 0,
ui > 0, α, ci, p, r, % > 0, α >
1
c1 + c2
, i = 1, 2.
Die lineare Dynamik mit Wachstumskoeffizient −r fu¨hrt zur Stetigkeitsbedingung
‖z(t; ζT )− z∗(t)‖ = ‖ζT − z∗(T )‖e−r(t−T ) = ‖ζT − z∗(T )‖µT (t) fu¨r alle t ≥ T ≥ 0.
Dabei geho¨rt die Funktion µT (t) = e
rT e−rt stets dem Raum L2(R+,R+; ν) mit Gewicht
ν(t) = e−at, a > 0, an. In beiden Aufgaben ist stets fx
(
t, x, u1, u2
)
= 0 und es liefert (5.15)
unmittelbar pi(t) ≡ 0 fu¨r i = 1, 2. 
Beweis von Theorem 5.7 Es seien Y∗(t) bzw. Z∗(t) die in t = 0 normalisierten Funda-
mentalmatrizen der homogenen Systeme
y˙(t) = ϕx
(
t, x∗(t), u∗(t)
)
y(t), z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t).
Nach Voraussetzung (S) existiert die Lo¨sung xα(·) der Gleichung
x(t) = x(T ) +
∫ t
T
ϕ
(
s, x(s), u∗(s)
)
ds, x(T ) = x∗(T ) + αξ, ‖ξ‖ = 1,
120 Schwaches lokales Minimum
fu¨r alle α ∈ [0, %(T )]. Gema¨ß dem Satz u¨ber die Abha¨ngigkeit einer Lo¨sung von den
Anfangsdaten erhalten wir daher
xα(t)− x∗(t)
α
= ξ +
∫ t
T
ϕx
(
s, x∗(s), u∗(s)
)(
xα(s)− x∗(s)
)
+ o(α, s)
α
ds.
Dabei ist o(α, t)/α → 0 fu¨r α → 0+, und das gleichma¨ßig auf jedem endlichen Intervall
[T,K], K > T . Der Grenzu¨bergang α→ 0+ liefert fu¨r jedes feste t ≥ T :
y(t) := lim
α→0+
xα(t)− x∗(t)
α
= ξ +
∫ t
T
ϕx
(
s, x∗(s), u∗(s)
)
y(s) ds = Y∗(t)Y −1∗ (T )ξ.
Wir setzen y(t) durch y(t) = Y∗(t)Y −1∗ (T )ξ auf R+ fort. Wegen Voraussetzung (A2) folgt
mit der Gronwallschen Ungleichung ‖y(t)‖ ≤ C · eC0t auf R+. Ferner erhalten wir mit (S)
fu¨r alle t ≥ T :
‖y(t)‖ = lim
α→0+
‖xα(t)− x∗(t)‖
α
≤ ‖ξ‖ · µT (t).
Wegen µT (·) ∈ L2(R+,R+; ν) zeigt dies y(·) ∈W 12 (R+,Rn; ν).
Angenommen, es ist λ0 = 0. Dann erfu¨llt die Adjungierte p(·) nach Theorem 5.1 die
Gleichung (5.6). Wegen ddt〈p(t), y(t)〉 = 0 folgt auf R+:
〈p(t), y(t)〉 = 〈p(0), Y −1∗ (T )ξ〉.
Aufgrund der Transversalita¨tsbedingung (5.8) gilt lim
t→∞〈p(t), y(t)〉 = 0. Da ξ ∈ R
n, ‖ξ‖ = 1,
beliebig war, erhalten wir
(
λ0, p(·)
)
= 0 im Widerspruch zu Theorem 5.1.
Es sei λ0 = 1. Dann gilt fu¨r jedes T ∈ R+ (vgl. Aseev & Kryazhimskii [6]):
p(t) = Z∗(t)
(
Z−1∗ (T )p(T ) +
∫ t
T
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds
)
.
Betrachten wir nun 〈p(t), y(t)〉 und verwenden Z−1∗ (t) = Y T∗ (t), so ergibt sich
〈p(t), y(t)〉 =
〈
p(T ) + Z∗(T )
∫ t
T
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds, ξ
〉
.
Mit (5.8) liefert der Grenzu¨bergang t→∞ die Darstellungsformel (5.15). 
Eine Lo¨sung der adjungierten Gleichung (5.6) zu den “natu¨rlichen” Transversalita¨tsbe-
dingungen (5.8) in Theorem 5.1 muss keineswegs eindeutig bestimmt sein. Sondern es
kann durch die notwendigen Optimalita¨tsbedingungen eine ganze Schar von Kandidaten
gefunden werden. Zieht man aber in die Betrachtung die eindeutige Darstellung der Ad-
jungierten nach (5.15) hinzu, so la¨sst sich diese Schar ha¨ufig auf wenige oder einen einzigen
Kandidaten reduzieren.
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5.2.4 Hinreichende Bedingungen nach Mangasarian
Die Darstellung der hinreichenden Bedingungen fu¨r die Aufgabe (5.1)–(5.3) ist Seierstad
& Sydsæter [64] entnommen. Der wesentliche Unterschied zur Formulierung notwendiger
Bedingungen in Form von Theorem 5.1 ist, dass nicht die Existenz der Multiplikatoren,
sondern dass die Gu¨ltigkeit der Bedingungen (5.6)–(5.8) in Kombination mit Konkavita¨ts-
eigenschaften der Pontrjagin-Funktion H bereits hinreichende Bedingungen liefern.
Dementsprechend weisen wir explizit darauf hin, dass in der Herleitung hinreichender Be-
dingungen fu¨r ein schwaches lokales Minimum die Eigenschaften der Aufgabe (5.1)–(5.3)
lediglich auf der gleichma¨ßigen Umgebung
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}
von Interesse sind und außerdem die Kontraktionsbedingung (5.5) nicht einfließt.
Theorem 5.9. In der Aufgabe (5.1)–(5.3) sei
(
x∗(·), u∗(·)
)
ein zula¨ssiger Steuerungspro-
zess, fu¨r den die Abbildungen f(t, x, u) und ϕ(t, x, u) auf der Menge
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
stetig differenzierbar sind. Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (5.6)–(5.8) mit λ0 = 1 in Theorem 5.1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, u, p(t), 1
)
konkav in (x, u) auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (5.1)–(5.3).
Beweis Wir erhalten zu T ∈ R+ die Beziehung
∆(T ) =
∫ T
0
ω(t)
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
=
∫ T
0
[
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1)] dt
+
∫ T
0
〈p(t), x˙(t)− x˙∗(t)〉 dt.
Aus den elementaren Eigenschaften konkaver Funktionen folgt
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1) ≥
−Hx
(
t, x∗(t), u∗(t), p(t), 1
)(
x(t)− x∗(t)
)−Hu(t, x∗(t), u∗(t), p(t), 1)(u(t)− u∗(t)).
Damit, sowie mit der adjungierten Gleichung (5.6) und der Variationsungleichung (5.8)
gilt
∆(T ) ≥
∫ T
0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉dt = 〈p(T ), x(T )− x∗(T )〉.
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Es folgt abschließend mit den “natu¨rlichen” Transversalita¨tsbedingungen in (5.7) die Be-
ziehung
lim
T→∞
∆(T ) ≥ lim
T→∞
〈p(T ), x(T )− x∗(T )〉 = 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞, ‖u(·)− u∗(·)‖L∞ ≤ γ. 
Beispiel 5.10. Im linear-quadratischen Regler nach Pickenhain & Wenzke [57]
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R
genu¨gt der Steuerungsprozess und die Adjungierte
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t, p(t) = e−2tu∗(t)
den notwendigen Bedingungen (5.6)–(5.8) in Theorem 5.1. Weiterhin ist die Funktion
H
(
t, x, u, p(t), 1
)
konkav bezu¨glich (x, u) auf Uγ fu¨r jedes γ > 0. Damit ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum dieser Aufgabe. 
5.3 Die Aufgabe mit Zustandsbeschra¨nkungen
Wir werden unser Vorgehen auf die Aufgabe (5.1)–(5.4) mit Zustandsbeschra¨nkungen
anwenden. Im Weiteren bezeichne H : R×Rn×Rm×Rn×R→ R wieder die Pontrjagin-
Funktion
H(t, x, u, p, λ0) = −λ0ω(t)f(t, x, u) + 〈p, ϕ(t, x, u)〉.
Theorem 5.11. Sei
(
x∗(·), u∗(·)
) ∈ Aadm∩ALip. Weiterhin sei die Kontraktionsbedingung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds < 1 (5.16)
erfu¨llt und es mo¨gen fu¨r alle x(·) ∈ C0(R+,Rn; ν) mit ‖x(·)− x∗(·)‖∞,ν < γ die folgenden
Grenzwerte existieren:
lim
t→∞ gjx
(
t, x(t)
)
, j = 1, ..., l. (5.17)
Ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (5.1)–(5.4), dann existieren
eine Zahl λ0 ≥ 0, ein Vektor l0 ∈ Rn, eine Funktion p(·) : R+ → Rn und auf den Mengen
Tj =
{
t ∈ R+ = R+ ∪ {∞}
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
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(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) =
∫ ∞
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds−
l∑
j=1
∫ ∞
t
ν(s)gjx
(
s, x∗(s)
)
dµj(s) (5.18)
genu¨gt und die “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞ ‖p(t)‖
2ν−1(t) = 0, lim
t→∞〈p(t), x(t)〉 = 0 ∀ x(·) ∈W
1
2 (R+,Rn; ν) (5.19)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ und fu¨r alle u ∈ U die Variationsungleichung〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 (5.20)
gilt.
Beispiel 5.12 (Abbau einer nicht erneuerbaren Ressource). Wir betrachten die Aufgabe
J
(
x(·), y(·), u(·)) = ∫ ∞
0
e−%t
[
pf
(
u(t)
)− ry(t)− qu(t)] dt→ sup, (5.21)
x˙(t) = −u(t), y˙(t) = cf(u(t)), x(0) = x0 > 0, y(0) = y0 ≥ 0, (5.22)
x(t) ≥ 0, u(t) ≥ 0, b, c, %, q, r > 0, %− rc > 0. (5.23)
Die Funktion f sei zweimal stetig differenzierbar, f ′ > 0, f ′(0) < ∞, f ′′ < 0 und es sei
f ′(u)→ 0 fu¨r u→∞. In der vorliegenden Formulierung der Aufgabe wurde im Vergleich zu
Seierstad & Sydsæter [64] die Restriktion lim inf
t→∞ x(t) ≥ 0 durch die Zustandsbeschra¨nkung
x(t) ≥ 0 in (5.23) ersetzt.
O¨konomische Interpretation: x(t) bezeichnet die Menge einer natu¨rlichen Ressource und
u(t) ist die industrielle Abbaurate dieser Ressource. Auf Basis der Ressource werden Gu¨ter
mit der Produktionsrate f
(
u(t)
)
hergestellt. Die Kosten der Herstellung einer Produkti-
onseinheit ist q und der Preis einer Gu¨tereinheit am Markt betra¨gt p. Bei der Herstellung
der Gu¨ter entstehen proportional zur Produktion Abfa¨lle, deren Gesamtmenge durch y(t)
beschrieben wird. Die Kosten der Beseitigung der negativen Auswirkungen der Abfallmen-
ge sind ry(t). Im Weiteren gehen wir von dem Preis p = 1 aus.
Wir pru¨fen die Voraussetzungen an die Aufgabe: Mit der Festlegung L(t) = C0e
at und
ν(t) = e−at mit 0 < a < % genu¨gt die Aufgabe den Voraussetzungen (A1)–(A3). Weiterhin
sind die Dynamiken
ϕ1(t, x, y, u) = −u, ϕ2(t, x, y, u) = cf(u)
unabha¨ngig von den Zustandsvariablen x, y und die Bedingungen (5.16), (5.17) sind erfu¨llt.
Wir stellen die Optimalita¨tsbedingungen von Theorem 5.11 mit λ0 = 1 auf:
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(a) Die Pontrjagin-Funktion der Aufgabe (5.21)–(5.23) lautet
H(t, x, y, u, p1, p2, 1) = p1(−u) + p2cf(u) + e−%t[f(u)− ry − qu].
(b) Die Adjungierten genu¨gen den Gleichungen
p1(t) =
∫ ∞
t
e−as dµ(s), p˙2(t) = re−%t ⇒ p2(t) = −r
%
e−%t +K.
Das auf der Menge T = {t ∈ R+ |x∗(t) = 0} konzentrierte regula¨re Maß µ ist
nichtnegativ. Daher ist p1(t) ≥ 0 u¨ber R+ und monoton fallend. Ferner erhalten wir
K = 0 aus den Transversalita¨tsbedingungen bezu¨glich dem Zustand y.
(c) Die Maximumbedingung ko¨nnen wir auf folgende Aufgabe reduzieren:
max
u≥0
[
− p1(t)u+ cp2(t)f(u) + e−%t[f(u)− qu]
]
.
Das Einsetzen der Darstellung fu¨r p2(t) liefert weiterhin mit d = (%− rc)/%:
max
u≥0
(
df(u)e−%t − u(p1(t) + qe−%t)).
Die Reduktion der Maximumbedingung fu¨hrt fu¨r festes t zu der Funktion
g(u) = df(u)e−%t − u(p1(t) + qe−%t).
Diese Funktion ist zweimal stetig differenzierbar und es gilt
g′(u) =
(
df ′(u)− q)e−%t − p1(t), g′′(u) = df ′′(u)e−%t, d = %− rc
%
> 0.
Daher ist g streng konkav und besitzt auf der Menge U = {u ≥ 0} ein Maximum, da
f ′(u) > 0 und f ′(u)→ 0 fu¨r u→∞ gelten. Wir diskutieren drei Fa¨lle:
(A) df ′(0) ≤ q: In diesem Fall ist g′(0) ≤ 0 und man erha¨lt
u∗(t) ≡ 0, x∗(t) ≡ x0, y∗(t) = y0 + cf(0)t, p1(t) ≡ 0, p2(t) = −r
%
e−%t.
Da die Zustandsbeschra¨nkung nichtaktiv ist, gelten die Voraussetzungen und Opti-
malita¨tsbedingungen aus Theorem 5.11 fu¨r ν(t) = e−at mit 0 < a < %.
(B) df ′(0) > q und p1(0) = 0: Aus g′(u) =
(
df ′(u)− q)e−%t = 0 erhalten wir die optimale
Strategie u∗(t) = u0 > 0 fu¨r alle t ∈ R+. Also gilt x∗(t) = x0 − u0t auf R+, was der
Zustandsbeschra¨nkung widerspricht.
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(C) df ′(0) > q und p1(0) > 0: Wegen p1(0) > 0 wird die Ressource vollsta¨ndig abgebaut.
Andernfalls wa¨re p1(t) = p1(0) > 0 u¨ber R+, was (5.19) widerspricht. Da die Res-
source vollsta¨ndig abgebaut wird, gibt es ein t′ > 0 mit x∗(t) > 0 fu¨r t ∈ [0, t′) und
x∗(t) = 0 fu¨r t ≥ t′. Demnach folgt unmittelbar u∗(t) = 0 fu¨r t ≥ t′.
Fu¨r t ≥ t′ ist p1(·) monoton fallend. Ferner erhalten wir fu¨r t ∈ R+ die Beziehung
g′(u) = 0 ⇒ f ′(u(t)) = 1
d
(q + p1(t)e
%t).
Wu¨rde demnach die Adjungierte p1(·) fu¨r t ≥ t′ eine Unstetigkeitstelle besitzen,
dann folgt aus der Monotonie von p1(·), dass die Abbaurate sich wieder sprunghaft
vergro¨ßert. Diese Steuerung fu¨hrt zu einem erneuten Abbau der Ressource, obwohl
diese bereits vollsta¨ndig aufgebraucht ist. Daher ist die Adjungierte stetig.
Fu¨r die Adjungierte erhalten wir damit
p1(t) =
(
df ′(0)− q)e−%t′ fu¨r t ≤ t′, p1(t) = (df ′(0)− q)e−%t fu¨r t ≥ t′.
Wir zeigen noch, dass der Zeitpunkt t′ existiert und eindeutig ist: Durch
f ′
(
uτ (t)
)
=
1
d
(q + p1(0)e
%t) =
1
d
(q + [df ′(0)− q]e%(t−τ)), t ∈ [0, τ ],
und uτ (t) = 0 fu¨r t ≥ τ wird wegen f ′
(
uτ (τ)
)
= f ′(0) eine Familie uτ (·) stetiger
Funktionen definiert. Dabei gilt f ′
(
uτ (t)
)
< f ′
(
us(t)
)
, d. h. uτ (t) > us(t), fu¨r alle
t ∈ [0, τ ] und τ > s. Damit ist die Familie
U(τ) :=
∫ ∞
0
uτ (t) dt
streng monoton wachsend und es gelten U(0) = 0, U(τ) → ∞ fu¨r τ → ∞. Der
Parameter t′ ergibt sich dann aus der Bedingung U(t′) = x0. 
5.3.1 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Sei
(
x∗(·), u∗(·)
) ∈ ALip. Die Menge Uγ,ν ist wie folgt definiert:
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | e−at‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ C0(R+,Rn; ν)× L∞(R+,Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ t1
t0
ω(t)f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
H0
(
x(·)) = x(0),
Gj
(
x(·))(t) = ν(t)gj(t, x(t)), t ∈ R+, j = 1, ..., l.
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Dabei fassen wir sie als Abbildungen zwischen folgenden Funktionenra¨umen auf:
J : C0(R+,Rn; ν)× L∞(R+,Rm)→ R,
F : C0(R+,Rn; ν)× L∞(R+,Rm)→ C0(R+,Rn; ν),
H0 : C0(R+,Rn; ν)→ Rn,
Gj : C0(R+,Rn; ν)→ Clim(R+,Rn), j = 1, ..., l.
Wir setzen F = (F,H0) und G = (G1, ..., Gl). Außerdem fu¨hren wir fu¨r die Elemente
x(·) = (x1(·), ..., xl(·)) des Raumes Clim(R+,Rl) folgende Halbordnung “” ein:
x(·)  y(·) ⇔ xj(t) ≤ yj(t) fu¨r alle t ∈ R+, j = 1, ..., l.
Im Raum Clim(R+,Rl) bezeichnen wir mit K den nachstehenden konvexen, abgeschlos-
senen Kegel mit Spitze in Null:
K = {x(·) ∈ Clim(R+,Rl) |x(·)  0}.
Fu¨r den Kegel K ist intK 6= ∅.
Mit diesen Setzungen pru¨fen wir fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, G(x(·)) ∈ K , u(·) ∈ L∞(R+, U) (5.24)
die Voraussetzungen von Theorem F.3 im Punkt
(
x∗(·), u∗(·)
)
:
(A2) Mit Verweis auf Abschnitt 5.2.2 ist nur noch die Abbildung G zu diskutieren, de-
ren stetige Fre´chet-Differenzierbarkeit im Beispiel B.3 nachgewiesen ist. Dabei sind
die Anforderungen an die Abbildungen gj nach Voraussetzung (A3) erfu¨llt und es
ergeben sich aus (A3)
lim
t→∞ ν(t)
∥∥g(t, x(t))∥∥ ≤ C0 lim
t→∞ ν(t)(1 + ‖x(t)‖) = 0
und mit (5.17) die Existenz der Grenzwerte
lim
t→∞ gx
(
t, x(t)
)
fu¨r alle x(·) ∈ C0(R+,Rn; ν) mit ‖x(·)− x∗(·)‖∞,ν < γ.
Zur Extremalaufgabe (5.24) definieren wir auf
C0(R+,Rn; ν)× L∞(R+,Rm)× R× C∗0 (R+,Rn; ν)× Rn ×
(
C∗lim(R+,Rn)
)l
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, z∗1 , ..., z∗l
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H(x(·))+ l∑
j=1
〈
z∗j , Gj
(
x(·))〉.
Ist
(
x∗(·), u∗(·)
)
eine schwache lokale Minimalstelle der Aufgabe (5.24), dann existieren
nach Theorem F.3 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0,
y∗ ∈ C∗0 (R+,Rn; ν), l0 ∈ Rn und z∗j ∈ C∗lim(R+,Rn) derart, dass gelten:
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(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0, z∗1 , ..., z∗l
)
= 0; (5.25)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Variationsungleichung〈
Lu
(
x∗(·), u∗(·), λ0, y∗, l0, z∗1 , ..., z∗l
)
, u(·)− u∗(·)
〉 ≥ 0 (5.26)
fu¨r alle u(·) ∈ L∞(R+, U);
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 =
〈
z∗i , Gi
(
x∗(·)
)〉
, 〈z∗i , z(·)〉 ≤ 0 fu¨r alle z(·)  0, i = 1, ..., l. (5.27)
Aufgrund (5.25) ist folgende Variationsgleichung fu¨r alle x(·) ∈ C0(R+,Rn; ν) erfu¨llt:
0 = λ0 ·
∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt+ lT0 x(0)
+
∫ ∞
0
ν(t)
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t)
+
l∑
j=1
∫ ∞
0
〈
ν(t)gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (5.28)
Dabei ist nach Folgerung B.22 µ ein signiertes regula¨res Borelsches Vektormaß u¨ber R+
und es sind nach Satz B.21 µj positive regula¨re Borelsche Maße u¨ber R+. Da die Ausdru¨cke
lim
t→∞ ν(t)gjx
(
t, x∗(t)
)
fu¨r alle j = 1, ..., l im Unendlichen verschwinden, gehen sa¨mtliche atomaren Anteile in
t =∞ der Maße µj in der Gleichung (5.28) verloren. Wir bemerken an dieser Stelle, dass
die Betrachtung x(·) ∈ Clim(R+,Rn; ν) diesen Umstand nicht behebt.
Durch vertauschen der Integrationsreihenfolge im letzten Summanden in (5.28) bringen
wir diese Gleichung in die Form
0 =
∫ ∞
0
[
λ0ω(t)fx
(
t, x∗(t), u∗(t)
)− ϕTx (t, x∗(t), u∗(t)) ∫ ∞
t
ν(s)dµ(s)
]T
x(t)dt
+
∫ ∞
0
ν(t)[x(t)]Tdµ(t) +
[
lT0 x(0)−
∫ ∞
0
ν(t)[x(0)]Tdµ(t)
]
+
l∑
j=1
∫ ∞
0
〈
ν(t)gjx
(
t, x∗(t)
)
, x(t)
〉
dµj(t). (5.29)
128 Schwaches lokales Minimum
Da sa¨mtliche Integralterme absolut integrierbar sind, definiert die rechte Seite in (5.29)
ein stetiges lineares Funktional auf C0(R+,Rn; ν). Wenden wir den Darstellungssatz B.21
an und setzen p(t) =
∫ ∞
t
ν(s) dµ(s), so erhalten wir
p(t) =
∫ ∞
t
[
ϕTx
(
s, x∗(s), u∗(s)
)
p(s)− λ0fx
(
s, x∗(s), u∗(s)
)]
ds
−
l∑
j=1
∫ ∞
t
ν(t)gjx
(
s, x∗(s)
)
dµj(s),
p(t0) = l0.
Aus der Darstellung der Adjungierten p(·), p(t) =
∫ ∞
t
ν(s) dµ(s), ergeben sich ebenso wie
in Abschnitt 5.2.2 die “natu¨rlichen” Transversalita¨tsbedingungen. Damit sind (5.18) und
(5.19) gezeigt.
Gema¨ß (5.26) gilt fu¨r alle v(·) ∈ L∞(R+, U) die Ungleichung∫ ∞
0
〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
, v(t)− u∗(t)
〉
dt ≤ 0.
Daraus folgt abschließend via Standardtechniken fu¨r Lebesguesche Punkte die Variations-
ungleichung (5.20). Der Beweis von Theorem 5.11 ist abgeschlossen. 
5.3.2 Hinreichende Bedingungen nach Mangasarian
Wir werden nun hinreichende Bedingungen nach Mangasarian fu¨r die Aufgabe (5.1)–(5.4)
mit Zustandsbeschra¨nkungen vorstellen. Vorweg weisen wir auf die Vorbemerkungen im
Abschnitt 5.2.4 hin.
Mit Uγ bezeichnen wir im Weiteren die Menge
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}.
Theorem 5.13. In der Aufgabe (5.1)–(5.4) sei
(
x∗(·), u∗(·)
)
ein zula¨ssiger Steuerungs-
prozess, fu¨r den die Abbildungen f(t, x, u) und ϕ(t, x, u) auf der Menge
Uγ = {(t, x, u) ∈ R+ × Rn × Rm | ‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
stetig differenzierbar sind. Außerdem sei die Vektorfunktion p(·) ∈ L2(R+,Rn; ν−1) stu¨ck-
weise stetig, besitze ho¨chstens abza¨hlbar viele Sprungstellen sk ∈ (0,∞), die sich nirgends
im Endlichen ha¨ufen, und p(·) sei zwischen diesen Spru¨ngen stetig differenzierbar.
Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (5.18)–(5.20) mit λ0 = 1 in Theorem 5.11.
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(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, u, p(t), 1
)
konkav in (x, u) und es sind die
Funktionen gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Uγ.
Dann ist
(
x∗(·), u∗(·)
)
ein schwaches lokales Minimum der Aufgabe (5.1)–(5.4).
Beweis Im Folgenden beachte man bezu¨glich der Sprungstellen sk die Bemerkung 2.15.
Außerdem weisen wir noch darauf hin, dass im Fall unendlich vieler Sprungstellen sk der
Grenzwert
lim
k→∞
‖p(s−k )− p(s+k )‖ = 0 (5.30)
gilt, da p(·) eine Funktion beschra¨nkter Variation ist.
Aus den elementaren Eigenschaften konkaver Funktionen ergibt sich wieder
H
(
t, x∗(t), u∗(t), p(t), 1
)−H(t, x(t), u(t), p(t), 1) ≥
−Hx
(
t, x∗(t), u∗(t), p(t), 1
)(
x(t)− x∗(t)
)−Hu(t, x∗(t), u∗(t), p(t), 1)(u(t)− u∗(t)).
Damit, sowie mit der adjungierten Gleichung (5.18) und der Variationsungleichung (5.20)
gilt fu¨r T 6= sk:
∆(T ) =
∫ T
0
ω(t)
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
≥
∫ T
0
[
H
(
t, x∗(t), p(t)
)−H (t, x(t), p(t))] dt+ ∫ T
0
〈p(t), x˙(t)− x˙∗(t)〉dt
≥
∫ T
0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉 dt
−
∫ T
0
l∑
j=1
λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉
dt
+
∑
sk<T
〈p(s−k )− p(s+k ), x(sk)− x∗(sk)〉
≥
∫ T
0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉 dt = 〈p(T ), x(T )− x∗(T )〉.
Unter Beachtung des Grenzwertes (5.30) folgt abschließend mit den “natu¨rlichen” Trans-
versalita¨tsbedingungen in (5.19) die Beziehung
lim
T→∞
∆(T ) ≥ lim
T→∞
〈p(T ), x(T )− x∗(T )〉 = 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞, ‖u(·)− u∗(·)‖L∞ ≤ γ. 
Beispiel 5.14. Im Beispiel 5.12 zum Abbau einer nicht erneuerbaren Ressource ist die
Funktion
H
(
t, x, u, p1(t), p2(t), 1
)
= p1(t)(−u) + p2(t)cf(u) + e−%t[f(u)− ry − qu]
nach den Voraussetzungen an die Funktion f(u) konkav. Damit liefern die ermittelten
Kandidaten in den Fa¨llen (A) und (C) schwache lokale Minimalstellen der Aufgabe. 
130 Schwaches lokales Minimum
5.4 Bemerkungen
In diesem Kapitel widmeten wir unsere Aufmerksamkeit der Aufgabe (5.1)–(5.4) mit un-
endlichem Zeithorizont. Dabei konzentrierten wir uns auf den Zugang im Rahmen ge-
wichteter Funktionenra¨ume. Den Anstoß dazu lieferte die Frage nach der Lo¨sbarkeit der
linearen Integralgleichung
x(t) +
∫ t
0
A(s)x(s) ds = z(t), t ∈ R+,
in einem mo¨glichst umfassenden Rahmen. Eine Antwort lieferten die gewichteten Ra¨ume
stetiger Funktionen. Als Konsequenz ergab sich fu¨r die Wahl der Gewichtsfunktion ν(·)
die Kontraktionsbedingung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
∥∥ϕx(s, x∗(s), u∗(s))∥∥ ds < 1.
Bezogen auf die Aufgabe (5.1)–(5.4) fließt die Gewichtsfunktion unmittelbar in die An-
nahmen (A1)–(A3) durch die Menge
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x(t)‖ ≤ γ, ‖u− u(t)‖ ≤ γ}
ein. Die Menge Uγ,ν ist bezu¨glich der Zustandsvariablen verbunden mit dem Umgebungs-
begriff im gewichteten Raum stetiger Funktionen, denn es gilt:
‖x(·)− x∗(·)‖∞,ν ≤ ε ⇔ ν(t)‖x(t)− x∗(t)‖ ≤ ε fu¨r alle t ∈ R+.
D. h., je gro¨ßer der Parameter a > 0 gewa¨hlt wurde, desto schneller wa¨chst der Durch-
messer der Menge {x ∈ Rn|‖x‖ ≤ γeat}. Deswegen kann die expandierende Umgebung in
vielen Aufgaben zu sehr starken bzw. sogar zu nicht erfu¨llbaren Einschra¨nkungen fu¨hren.
Um dies zu verdeutlichen, geben wir ein einfaches Beispiel an.
Beispiel 5.15. Wir betrachten den linear-quadratischen Regler:
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R.
Wegen dem Term e−2tx2(t) im Integranden ist das Zielfunktional ausschließlich fu¨r Tra-
jektorien x(·) ∈ C0(R+,Rn; ν) zu Gewichten ν(t) = e−at mit a < 1 wohldefiniert. Demge-
genu¨ber gilt in Thereom 5.1 die Kontraktionsbedingung (5.5) genau dann, wenn a > 2 ist.
Daher darf das Theorem 5.1 nicht in diesem Beispiel angewendet werden. 
Dieses Beispiel demonstriert, dass die Daten der Aufgabe auf der expandierenden Menge
Uγ,ν zu stark wachsen und somit die Annahmen an die Aufgabe nicht erfu¨llt sein ko¨nnen.
Wiederum das Beispiel 3.4 beinhaltet eine Dynamik der Form
x˙(t) = x(t)
(
α− r lnx(t))− u(t)x(t),
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die fu¨r eine beschra¨nkte Trajektorie x(·) auf keiner Menge Uγ,ν wohldefiniert ist. Treten
demnach in der Aufgabe Terme auf, die nur gewisse Bereiche abbilden ko¨nnen, so ist der
Rahmen gewichteter Ra¨ume meist ungeeignet.
In Pickenhain [56] geho¨ren bei einem zula¨ssigen Steuerungsprozess sowohl der Zustand als
auch die Steuerung einem gewichteten Raum an. Im Gegensatz zur vorliegenden Heran-
gehensweise sind damit unbeschra¨nkte Steuerungen in [56] inbegriffen.
Durch die Anpassung der Voraussetzungen (A0)–(A3) auf eine Menge, die auch bezu¨glich
der Steuerungsvariable expandiert, lassen sich die Schwachen Optimalita¨tsprinzipien die-
ses Kapitels nachweisen. Wir betrachten unbeschra¨nkte Steuerungen in einer Aufgabe der
Neoklassischen Wachstumstheorie (vgl. z. B. [1, 10]):
Beispiel 5.16. Mit der isoelastischen Nutzenfunktion
U(C) =
C1−σ − 1
1− σ fu¨r σ > 0, σ 6= 1 bzw. U(C) = ln(C) fu¨r σ = 1,
diskutieren wir aus Abschnitt 1.1.2 die Aufgabe
J
(
K(·), C(·)) = ∫ ∞
0
e−%tU
(
C(t)
)
dt→ sup,
K˙(t) = rK(t) +W (t)− C(t), K(0) = K0 > 0, C(t) > 0.
Die adjungierte Gleichung (5.6) und die Variationsungleichung (5.8) liefern
p˙(t) = −rp(t), C−σ∗ (t) = p(t)e%t, C−σ∗ (t) = p0e−(r−%)t.
Es folgt daraus die bekannte Ramsey-Regel der konstanten Wachstumsrate:
C˙∗(t)
C∗(t)
=
r − %
σ
.
Ebenso wie in Beispiel 1.12 ergibt sich daraus allerdings keine brauchbare Lo¨sung.
Oft wird an dieser Stelle ausgeschlossen, dass sich ein Haushalt fu¨r immer verschuldet,
indem er alte Schulden durch Aufnahme immer neuer Kredite finanziert. Das bedeutet,
dass der Barwert der Ausgaben den Barwert der Einnahmen nicht u¨bersteigen darf:
K(0) +
∫ ∞
0
W (t)e−rt ds ≥
∫ ∞
0
C(t)e−rt dt.
Bei Vergleich dieser Ungleichung mit der expliziten Lo¨sung der linearen Dynamik,
K(t) = ert
[
K(0) +
∫ t
0
(
W (s)− C(s))e−rs ds],
erhalten wir die “No-Ponzi” Bedingung
lim
t→∞K(t)e
−rt = 0.
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Speziell im Fall σ = 1 und W (t) ≡W erhalten wir aus den konstanten Wachstumsraten
C∗(t) = c0e(r−%)t
und ferner fu¨r die Entwicklung des Kapitalbestandes
K(t) = ert
[
K(0) +
∫ t
0
(
W − C∗(s)
)
e−rs ds
]
= ert
[
K(0)− W
r
(e−rt − 1) + c0
%
(e−%t − 1)
]
.
Die zusa¨tzliche “No-Ponzi” Randbedingung ist also nur dann erfu¨llt, wenn
K(0) +
W
r
− c0
%
= 0
gilt. Unter der Bedingung im Uendlichen ergibt sich also eine eindeutige Lo¨sung.
Die Anforderung K(·) ∈W 12 (R+,Rn; ν) an eine zula¨ssige Trajektorie fu¨hrt unmittelbar zu
der Bedingung
lim
t→∞K(t)e
−at = 0,
wobei wegen der Kontraktionsbedingung a > r gelten muss. Aus der expliziten Darstellung
der Funktionen K(·) folgt offensichtlich, dass stets dieser Grenzwert erfu¨llt ist. Dement-
sprechend stellt die “No-Ponzi” Bedingung eine zusa¨tzliche Restriktion an eine zula¨ssige
Trajektorie dar. 
In der Aufgabe mit Zustandsbeschra¨nkungen ergibt sich die Frage nach den aktiven Un-
gleichungen. Denn die Ungleichungen (5.4) besitzen u¨ber dem unbeschra¨nkten Intervall
R+ einen anderen Charakter als in den Aufgaben mit endlichem Zeithorizont. Dies liegt
darin begru¨ndet, dass im Gegensatz zum unbeschra¨nkten Intervall jede stetige Funktion
u¨ber einer kompakten Menge stets ein Maximum und ein Minimum besitzt. Diese Eigen-
schaft geht u¨ber R+ verloren. Eine Art von Ungleichungen, die sich u¨ber dem unendlichen
Zeithorizont ergeben, sind nun diejenigen, die nur im Unendlichen aktiv sind:
Beispiel 5.17. Wir fu¨gen im linear-quadratischen Regler eine zusa¨tzliche Zustandsbe-
schra¨nkung ein:
J
(
x(·), u(·)) = ∫ ∞
0
e−2t
1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, x(t) ≥ 0, u(t) ∈ R.
Die Beschra¨nkung −x(t) ≤ 0 hat offenbar keinen Einfluss auf die globale Lo¨sung
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t.
Jedoch hat die Trajektorie x∗(·) die Eigenschaften
−x∗(t) < 0 fu¨r alle t ∈ R+ und sup
t∈R+
(− x∗(t)) = 0.
Daher ist fu¨r x∗(·) die Zustandsbeschra¨nkung im Unendlichen aktiv. 
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Im letzten Beispiel hat die Zustandsbeschra¨nkung, die nur im Unendlichen aktiv wird,
keinen Einfluss auf die Lo¨sung der Aufgabe. Intuitiv ko¨nnte man daher meinen, dass es
sich bei einer Zustandsbeschra¨nkung, die im Unendlichen aktiv ist, um eine nichtaktive
Beschra¨nkung handelt. Allerdings stellt das einen fehlerhaften Schluss dar:
Beispiel 5.18. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, u ∈ [0, 1], % ∈ (0, 1),
z˙(t) = e−%tx(t), z(0) = 0, z(t) ≤ Z fu¨r alle t ∈ R+, Z > 1
%
.
Die Zustandsgleichung und -beschra¨nkung fu¨r die Trajektorie z(·) ergibt sich aus der
isoperimetrischen Nebenbedingung in Form einer Budgetbeschra¨nkung∫ ∞
0
e−%tx(t) dt ≤ Z.
Offensichtlich ist z˙(t) > 0 auf R+ und damit z(t) streng monoton wachsend. Demzufolge
kann die Beschra¨nkung z(t) ≤ Z erst im Unendlichen aktiv werden und greift nur durch
das Verhalten in t =∞ in die gestellte Aufgabe ein.
Da stets x˙(t) ≥ 0 ist, muss fu¨r jede zula¨ssige Trajektorie e−%tx(t) → 0 fu¨r t → ∞ gelten,
denn nur dann ist z(t) ≤ Z erfu¨llt. Damit erhalten wir fu¨r zula¨ssige Steuerungsprozesse
zuna¨chst im Zielfunktional
J
(
x(·), z(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt = ∫ ∞
0
z˙(t) dt−
∫ ∞
0
e−%tx˙(t) dt
=
∫ ∞
0
z˙(t) dt+ 1− %
∫ ∞
0
e−%tx(t) dt ≤ 1 + (1− %)Z.
Es ergibt sich also fu¨r das Zielfunktional die obere Schranke 1 + (1 − %)Z. D. h., dass
jeder Steuerungsprozess
(
x(·), z(·), u(·)), fu¨r den die Zustandsbeschra¨nkung z(t) ≤ Z im
Unendlichen aktiv wird, global optimal ist und J
(
x(·), z(·), u(·)) = 1 + (1 − %)Z gilt.
Demnach liefert
x∗(t) = eαt, z∗(t) =
1
α− %(e
(α−%)t − 1), u∗(t) = α, α = %− 1
Z
∈ (0, %)
ein globales Maximum. Wir wenden formal die notwendigen Optimalita¨tsbedingungen an:
Die Pontrjagin-Funktion lautet im normalen Fall
H(t, x, z, u, p, q, 1) = pux+ qe−%tx+ e−%t(1− u)x.
Daraus ergeben sich die adjungierten Gleichungen
p˙(t) = −u∗(t)p(t)− q(t)e−%t − e−%t
(
1− u∗(t)
)
, q˙(t) = 0
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und fu¨r alle u ∈ [0, 1] die Variationsungleichungen〈
Hu
(
t, x∗(t), u∗(t), p(t), λ0
)
,
(
u− u∗(t)
)〉 ≤ 0 ⇔ (p(t)− e−%t) · (u− u∗(t)) ≤ 0.
Wegen u∗(t) = α ∈ (0, 1) erhalten wir fu¨r die Adjungierten
p(t) = e−%t, q(t) = %− 1.
D. h., dass bezu¨glich der Zustandsbeschra¨nkung z(t) ≤ Z das korrespondierende positive
Maß in t =∞ mit dem Atom µ({∞}) = 1− % konzentriert sein muss. 
Das Beispiel 5.18 zeigt, dass die im Unendlichen aktiven Ungleichungen wesentlich in
die Aufgabe eingreifen ko¨nnen. Daru¨berhinaus liefern die formal gebildeten notwendigen
Bedingungen, dass in diesem Fall die vollsta¨ndige Information u¨ber die Multiplikatoren
u¨ber R+ no¨tig sind. Die Behandlung des unendlichen Zeithorizontes u¨ber R+ bzw. R+
birgt bezu¨glichdes theoretischen Hintergrundes gravierende Unterschiede in sich, auf die
wir nun eingehen werden.
Auffa¨llig im Beweis im Abschnitt 5.3.1 ist, dass wir die Funktionen Gj als Abbildungen in
den Raum Clim(R+,Rn) auffassen obwohl unter den getroffenen Annahmen stets
lim
t→∞Gj
(
x(·))(t) = 0
gilt. Diesbezu¨glich bemerken wir zuna¨chst, dass der Kegel
K = {x(·) ∈ C0(R+,Rl) |x(·)  0}
als Teilmenge des Raumes C0(R+,Rl) ein leeres Inneres besitzt. Denn zu jeder Funktion
x(·) ∈ C0(R+,R) mit x(·)  0 und zu jedem ε > 0 gibt es eine Zahl T > 0 mit
|x(t)| ≤ ε fu¨r alle t ≥ T.
Ferner ko¨nnen wir eine Zahl T ′ ∈ [T, T + 2ε] derart angeben, dass die Funktion
y(t) =

x(t), t ∈ [0, T ),
x(T ) + (t− T ), t ∈ [T, T ′),
−x(t), t ∈ [T ′,∞)
dem Raum C0(R+,R) aber nicht dem Kegel K angeho¨rt und ‖x(·)− y(·)‖∞ ≤ ε gilt.
Demgegenu¨ber gilt aber intK 6= ∅ fu¨r K = {x(·) ∈ Clim(R+,Rl) |x(·)  0} als Kegel im
Raum Clim(R+,Rl) und die Voraussetzungen des Schwachen Extremalprinzips F.3 an den
Kegel K sind erfu¨llt.
Ferner zeigen die verschiedenen Versionen des Satzes Riesz im Anhang B.4, dass die Dar-
stellung der stetigen linearen Funktionale im Raum Clim(R+,Rn) gegenu¨ber dem Raum
C0(R+,Rn) auf den Abschluss R+ fortgesetzt werden. Auf diesem Weg ist es mo¨glich eine
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vollsta¨ndige Information, insbesondere das in t =∞ konzentrierte Borelsche Maß, zu erhal-
ten. Ein weiterer wesentlicher Punkt den Raum C0(R+,Rn) durch den Raum Clim(R+,Rn)
zu ersetzen ergibt sich im Anhang D zur Konvexen Analysis. In den Beispeilen D.8 und D.9
wird gezeigt, dass die Darstellung des Subdifferentials der Supremumsfunktion im Raum
C0(R+,Rn) unscharf ist. Im Gegensatz dazu ergibt sich im Raum Clim(R+,Rn) bezu¨glich
der Maximumfunktion die bekannte Darstellung (Beispiele D.6, D.7).
Die U¨berfu¨hrung der Aufgabe (5.1)–(5.4) in die Extremalaufgabe 5.24 und die Einbettung
in den Rahmen gewichteter Funktionenra¨ume hat weiterhin zur Folge, dass die Abbil-
dungen Gj
(
x(·))(t) = ν(t)gj(t, x(t)) stets im Unendlichen verschwinden mu¨ssen. Dement-
sprechend sind zwar stets die “natu¨rlichen” Transversalita¨tsbedingungen erfu¨llt, aber der
Zugang birgt das Pha¨nomen versteckter Multiplikatoren in Beispiel 2.13 in sich. Bezogen
auf das Beispiel 5.18 bedeutet dies, dass fu¨r das globale Maximum
x∗(t) = eαt, z∗(t) =
1
α− %(e
(α−%)t − 1), u∗(t) = α, α = %− 1
Z
∈ (0, %)
die notwendigen Bedingungen mit λ0 = 0, p(t) ≡ 0, q(t) ≡ 0 und einem in t = ∞
konzentriertem Maß erfu¨llt sind. Dabei wird das Maß durch die Transversaltita¨tsbedingung
lim
t→∞ q(t) = − limt→∞ ν(t) ·
∂
∂z
(z − Z)
∣∣∣∣
z∗(t)
· µ({∞}) = − lim
t→∞ ν(t)µ({∞}) = 0
verdeckt und es wird der Anschein verschwindender Multiplikatoren geweckt.
In der Einleitung dieses Kapitels haben wir bereits erwa¨hnt, dass wir im Rahmen der
gewichteten Funktionenra¨ume Aufgaben mit Randwerten im Unendlichen nicht behandeln
werden. Eine Randbedingung im Unendlichen ist im Beispiel 5.16 in Form der “No-Ponzi”
Bedingung aufgetreten. Der Verzicht auf diese Restriktionen ist darin begru¨ndet, dass der
Operator
H1 : Clim(R+,Rn; ν)→ Rn, H1
(
x(·)) = lim
t→∞x(t),
im Raum Clim(R+,Rn; ν) nirgends stetig ist. Denn fu¨r jede Funktion x(·), fu¨r die der
Grenzwert im Unendlichen existiert, liefert
y(t) = x(t) + ε sin(t)
eine Funktion, fu¨r die der Operator H1 nicht erkla¨rt ist und fu¨r die ‖x(·)−y(·)‖∞,ν ≤ ε gilt.
Da der Operator H1 nirgends stetig ist, kann demzufolge keines der Extremalprinzipien,
die im Anhang F dargestellt sind, angewendet werden.
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6 Starkes lokales Minimum u¨ber unendlichem Zeithorizont
Wir untersuchen in diesem Kapitel Aufgaben der Optimalen Steuerung u¨ber unendlichem
Zeithorizont unter Zustandsbeschra¨nkungen und mit Randwerten im Unendlichen. Die
erzielten Resultate beinhalten das Pontrjaginsche Maximumprinzip, d. h. einen vollsta¨ndi-
gen Satz notwendiger Optimalita¨tsbedingungen fu¨r ein starkes lokales Minimum, und die
Gu¨ltigkeit verschiedener Transversalita¨tsbedingungen wie der “natu¨rlichen” Transversa-
lita¨tsbedingungen und der Bedingung von Michel. Außerdem nehmen wir Bezug zu den
hinreichenden Optimalita¨tsbedingungen nach Arrow fu¨r Aufgaben mit freiem und festem
Randwert im Unendlichen und fu¨r die Aufgabe mit Zustandsrestriktionen.
Die Herleitung notwendiger Optimalita¨tsbedingungen fu¨r starke lokale Minimalstellen in
der Klassischen Variationsrechnung und in der Optimalen Steuerung basiert vorallem auf
der Nadelvariationsmethode. Fu¨r Aufgaben mit einem unbeschra¨nkten Zeitintervall sieht
man sich dabei mit verschiedenen Hu¨rden konfrontiert. Zur Verdeutlichung betrachten wir
diesbezu¨glich zu Beginn dieses Kapitels die einfachen Nadelvariationen. Dabei zeigen sich
bereits die Schwierigkeiten bei der Variierbarkeit einer Trajektorie, bei der Beschra¨nktheit
des Zielfunktionals und beim Nachweis von Transversalita¨tsbedingungen.
In der Folge weisen wir das Pontrjaginsche Maximumprinzip fu¨r Steuerungsprobleme mit
unendlichem Zeithorizont nach. Dabei erweitern wir die mehrfachen Nadelvariationen nach
Ioffe & Tichomirov [43] fu¨r das unbeschra¨nkte Zeitintervall. Weiterhin gehen wir auf Zu-
standsbeschra¨nkungen u¨ber dem unendlichen Zeithorizont ein. Zu dieser Aufgabenklasse
existieren bisher nur sehr wenige Beitra¨ge. Wir pra¨sentieren einen Zugang im Rahmen der
stetigen Funktionen, die im Unendlichen einen Grenzwert besitzen. Die Anforderung, die
wir dabei an die Aufgabe stellen, sind verwandt mit denen bei Brodskii [15]. Die Darstel-
lung der notwendigen Optimalita¨tsbedingungen besitzen wegen diesem Zugang eine enge
Verwandtschaft mit dem Maximumprinzip fu¨r Aufgaben mit endlichem Zeitintervall.
Ein sehr wichtiges und zentrales Anliegen dieses Kapitels ist die Einordnung der Auf-
gabe mit unendlichem Zeithorizont in die Theorie der Optimalen Steuerung. Wir gehen
dazu auf die ha¨ufig angewandte Approximation mit endlichem Zeithorizont und auf die
Ru¨ckfu¨hrung auf ein endliches Zeitintervall mittels der Substitution der Zeit ein. Es zeigt
sich, dass einerseits bei der Approximation der vollsta¨ndige Satz an notwendigen Optima-
lita¨tsbedingungen verloren geht und andererseits die Substitution der Zeit den unendlichen
Zeithorizont in eine Singularita¨t in der Aufgabe mit endlichem Zeitintervall u¨berfu¨hrt.
Umgekehrt ko¨nnen wir wiederum zeigen, dass das Pontrjaginsche Maximumprinzip im
Kapitel zu starken lokalen Minimalstellen u¨ber einem endlichen Zeitintervall eine direkte
Konsequenz der Ergebnisse dieses Kapitels darstellt. Die Untersuchungen liefern damit
nicht nur technisch bezu¨glich der Nadelvariationsmethode und der Behandlung der Zu-
standsbeschra¨nkungen innovative Beitra¨ge, sondern es zeigt sich viel mehr die besondere
Qualita¨t der Aufgabe mit unendlichem Zeithorizont als eine echte Verallgemeinerung der
Aufgabenklasse mit endlichem Zeithorizont.
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6.1 Einfache Nadelvariationen u¨ber dem unendlichen Zeithorizont
Im Abschnitt 3.2 haben wir zum Beweis des Pontrjaginschen Maximumprinzips eine einfa-
che Nadelvariation betrachtet. Anhand dieser elementaren Methode untersuchen wir den
U¨bergang zum unendlichen Zeithorizont und demonstrieren grundlegende Schwierigkeiten,
die mit dem unbeschra¨nkten Intervall verbunden sind.
Die Aufgabe (6.1)–(6.3) mit freiem rechten Endpunkt,
J
(
x(·), u(·)) = ∫ ∞
0
e−%tf
(
t, x(t), u(t)
)
dt→ inf, (6.1)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (6.2)
x(0) = x0 u(t) ∈ U ⊆ Rm, U 6= ∅, (6.3)
betrachten wir bezu¨glich(
x(·), u(·)) ∈ PC1(R+,Rn)× PC(R+, U).
Dabei bezeichnen PC(R+, U) die Menge der stu¨ckweise stetigen Vektorfunktionen, die nur
Werte aus der Menge U ⊆ Rm annehmen, und PC1(R+,Rn) den Raum der stetigen und
stu¨ckweise stetig differenzierbaren Vektorfunktionen.
Um den Beweis des Maximumprinzips durch eine einfache Nadelvariation wie im Abschnitt
3.2 u¨ber dem unendlichen Horizont zu erbringen, mu¨ssen Vorkehrungen getroffen werden.
Es sei im Weiteren
(
x∗(·), u∗(·)
) ∈ PC1(R+,Rn) × PC(R+, U) in der Aufgabe zula¨ssig.
Weiterhin bezeichnet xλ(·), xλ(t) = x(t; v, τ, λ), die eindeutige Lo¨sung der Gleichung
x˙(t) = ϕ
(
t, x(t), uλ(t)
)
, x(0) = x0,
zur einfachen Nadelvariation
u(t; v, τ, λ) = uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ), v ∈ U.
Im Gegensatz zur Aufgabe (3.3)–(3.5) u¨ber endlichem Zeithorizont mu¨ssen wir bezu¨glich
dieser Nadelvariation Annahmen u¨ber die Variierbarkeit treffen. Zur Veranschaulichung
betrachten wir die Dynamik
x˙(t) = x(t) + x2(t) + u(t), x(0) = 0, u(t) ∈ U = R+.
Die Trajektorie x∗(t) ≡ 0 zur Steuerung u∗(t) ≡ 0 ist nicht variierbar. Denn jede Steuerung
u(t; v, τ, λ) mit λ, v > 0 liefert eine Trajektorie xλ(·), die nicht sinnvoll auf R+ fortgesetzt
werden kann. Dies fu¨hrt zu folgender Voraussetzung u¨ber die Variierbarkeit:
(V) Es existieren δ > 0 und eine Funktion µ(·) derart, dass fu¨r alle T ≥ 0 und alle ζT
mit ‖ζT − x∗(T )‖ ≤ δ das System x˙(t) = ϕ
(
t, x(t), u∗(t)
)
mit Anfangsbedingung
x(T ) = ζT eine Lo¨sung x(t; ζT ) auf [T,∞) besitzt und folgende Ungleichung gilt
‖x(t; ζT )− x∗(t)‖ ≤ ‖ζT − x∗(T )‖µ(t) fu¨r alle t ≥ T ≥ 0.
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Die Funktion µ(·) wird in der Voraussetzung (V) nicht weiter spezifiziert. Aber im Vergleich
zum Abschnitt 3.2 verlieren wir bei einer unbeschra¨nkten Funktion µ(·) den (ungewichte-
ten) lokalen Charakter einer Optimalstelle.
Die einfache Nadelvariation kann andererseits zu einer Trajektorie xλ(·) fu¨hren, die u¨ber
R+ wohldefiniert, aber nicht zula¨ssig in der Aufgabe ist. In dem Beispiel von Halkin [34],
J
(
x(·), u(·)) = ∫ ∞
0
(
u(t)− x(t)) dt→ sup,
x˙(t) = u2(t) + x(t), x(0) = 0, u(t) ∈ [0, 1],
ist der Steuerungsprozess
(
x∗(t), u∗(t)
) ≡ (0, 0) das globale Maximum, da fu¨r jeden an-
deren Steuerungsprozess das Zielfunktional den Wert −∞ besitzt. Deswegen treffen wir
Annahmen u¨ber die Differenzierbarkeit und Beschra¨nktheit:
(D) Die Abbildungen f(t, x, u), ϕ(t, x, u) sind stetig differenzierbar. Ferner sei die Ab-
bildung t → e−%tfx
(
t, x∗(t), u∗(t)
)
u¨ber R+ integrierbar und es sei die Abbildung
t → ϕx
(
t, x∗(t), u∗(t)
)
u¨ber R+ beschra¨nkt. Weiterhin gibt es zu jeder Nadelvaria-
tion u(t; v, τ, λ) = uλ(t) ein λ0 > 0 derart, dass t → e−%tf
(
t, xλ(t), uλ(t)
)
u¨ber R+
integrierbar ist.
Im Beweis des Maximumprinzips 3.1 in Abschnitt 3.2 sind wir von der Transversalita¨ts-
bedingung p(t1) = 0 fu¨r die Adjungierte ausgegangen. U¨ber dem unbeschra¨nkten Intervall
fehlt an dieser Stelle eine entsprechende Optimalita¨tsbedingung. Wir “entfremden” statt-
dessen die Transversalita¨tsbedingung 〈p(t), xλ(t)〉 → 0 fu¨r t → ∞ von einer notwendigen
Bedingung zu einer Voraussetzung:
(T) Fu¨r die Lo¨sung p(·) der adjungierten Gleichung,
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + ω(t)fx
(
t, x∗(t), u∗(t)
)
sei mit der Funktion µ(·) aus Voraussetzung (V) folgender Grenzwert erfu¨llt:
lim
t→∞µ(t)‖p(t)‖ = 0.
Unter restriktiven Annahmen u¨ber die Daten der Aufgabe wurde in den Arbeiten von
Aseev & Veliov [7–9] die Voraussetzung (T) sichergestellt. Die Annahme (V) wurde eben-
falls diesen Arbeiten entnommen. Im letzten Kapitel zu schwachen lokalen Minimalstellen
haben wir gezeigt, dass fu¨r µ(·) ∈ L2(R+,R+; ν) die Voraussetzung (T) die notwendigen
Optimalita¨tsbedingungen im normalen Fall garantiert (Theorem 5.7).
Fu¨r die Aufgabe (6.1)–(6.3) bezeichnet H : R × Rn × Rm × Rn × R → R die Pontrjagin-
Funktion, die wir wie folgt definieren:
H(t, x, u, p, 1) = 〈p, ϕ(t, x, u)〉 − ω(t)f(t, x, u).
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Theorem 6.1. Sei
(
x∗(·), u∗(·)
)
zula¨ssig in der Aufgabe (6.1)–(6.3) mit freiem rechten
Endpunkt. Ferner seien die Voraussetzungen u¨ber die Varrierbarkeit (V), u¨ber die Diffe-
renzierbarkeit (D) und u¨ber die Transversalita¨tsbedingung (T) erfu¨llt. Ist
(
x∗(·), u∗(·)
)
ein
globales Minimum der Aufgabe (6.1)–(6.3) mit freiem rechten Endpunkt, dann existiert
eine Funktion p(·) derart, dass
(a) die Vektorfunktion p(·) der adjungierten Gleichung genu¨gt:
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + ω(t)fx
(
t, x∗(t), u∗(t)
)
; (6.4)
(b) in fast allen Punkten t ∈ R+ die Maximumbedingung gilt:
H
(
t, x∗(t), u∗(t), p(t), 1
)
= max
u∈U
H
(
t, x∗(t), u, p(t), 1
)
. (6.5)
Bemerkung 6.2. In Theorem 6.1 gehen wir der Einfachheit halber von einer globalen
Lo¨sung aus, um einer Diskussion eines lokalen Optimalita¨tsbegriffes, der sich sinnvoll den
Annahmen zuordnen la¨sst, zu umgehen. 
Beweis Wegen der stu¨ckweisen Stetigkeit und wegen der Beschra¨nktheit der Abbildungen
t→ ϕx
(
t, x∗(t), u∗(t)
)
, t→ ω(t)fx
(
t, x∗(t), u∗(t)
)
existiert u¨ber jedem endlichen Intervall eine Lo¨sung p(·) der adjungierten Gleichung zum
Anfangswert p(0) = p0 ∈ Rn im Sinn von Carathe´odory.
Es sei τ > 0 ein Stetigkeitspunkt der Steuerung u∗(·). Wir setzen
u(t; v, τ, λ) = uλ(t) =
{
u∗(t) fu¨r t 6∈ [τ − λ, τ),
v fu¨r t ∈ [τ − λ, τ), v ∈ U
und es bezeichne xλ(·), xλ(t) = x(t; v, τ, λ), die eindeutige Lo¨sung der Gleichung
x˙(t) = ϕ
(
t, x(t), uλ(t)
)
, x(0) = x0.
Wir verfahren nun genauso wie im Abschnitt 3.2.2: Auf jedem endlichen Intervall [τ, T ]
konvergiert der Grenzwert
y(t) = lim
λ→0+
xλ(t)− x∗(t)
λ
gleichma¨ßig, die Funktion y(·) ist fu¨r t ≥ τ wohldefiniert und genu¨gt der Integralgleichung
y(t) = y(τ) +
∫ t
τ
ϕx
(
s, x∗(s), u∗(s)
)
y(s) ds (6.6)
zur Anfangsbedingung
y(τ) = ϕ
(
τ, x∗(τ), v
)− ϕ(τ, x∗(τ), u∗(τ)). (6.7)
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Wir wenden die Voraussetzung (V) u¨ber die Variierbarkeit an, d. h.
‖xλ(t)− x∗(t)‖ ≤ ‖xλ(τ)− x∗(τ)‖ · µ(t),
und erhalten
‖y(t)‖ = lim
λ→0+
‖xλ(t)− x∗(t)‖
λ
≤ ‖y(τ)‖ · µ(t).
Daher ergibt sich nach Voraussetzung (T) der Grenzwert
lim
t→∞
∣∣〈p(t), y(t)〉∣∣ = lim
t→∞µ(t)‖p(t)‖ = 0
und es ergibt sich die Beziehung
〈p(τ), y(τ)〉 = −
∫ ∞
τ
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt. (6.8)
Da
(
x∗(·), u∗(·)
)
ein globales Minimum ist, ist fu¨r alle hinreichend kleine und positive λ
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
≥ 0.
Dabei ist J
(
xλ(·), uλ(·)
)
nach Voraussetzung (D) fu¨r 0 < λ ≤ λ0 endlich und wir du¨rfen
zudem nach dem Satz u¨ber majorisierte Konvergenz unter dem Integralzeichen nach λ
differenzieren. Damit erhalten wir:
lim
λ→0+
J
(
xλ(·), uλ(·)
)− J(x∗(·), u∗(·))
λ
= lim
λ→0+
1
λ
∫ τ
τ−λ
ω(t)
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
+ lim
λ→0+
1
λ
∫ ∞
τ
ω(t)
[
f
(
t, xλ(t), uλ(t)
)− f(t, x∗(t), u∗(t))] dt
= ω(τ)
[
f
(
τ, x∗(τ), v
)− f(τ, x∗(τ), u∗(τ))]+ ∫ ∞
τ
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, y(t)
〉
dt.
Bei Anwendung von Gleichung (6.8) erhalten wir hieraus die Ungleichung〈
p(τ), ϕ
(
τ, x∗(τ), u∗(τ)
)〉− ω(τ)f(τ, x∗(τ), u∗(τ))
≥ 〈p(τ), ϕ(τ, x∗(τ), v)〉− ω(τ)f(τ, x∗(τ), v).
Damit folgt aus der Definition der Pontrjagin-Funktion:
H
(
τ, x∗(τ), u∗(τ), p(τ), 1
) ≥ H(τ, x∗(τ), v, p(τ), 1).
Nun ist τ ein beliebiger Stetigkeitspunkt von u∗(·) und v ein beliebiger Punkt der Menge
U . Demzufolge ist die Beziehung (6.5) in allen Stetigkeitspunkten von u∗(·) wahr. 
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Wir untersuchen das konjugierte System
y˙(t) = ϕx
(
t, x∗(t), u∗(t)
)
y(t), z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t)
und es seien Y∗(t) bzw. Z∗(t) die in t = 0 normalisierten Fundamentalmatrizen dieses
Systems. Fu¨r diese gilt Y T∗ (t) = Z−1∗ (t). Dann ergibt sich aus der Beziehung (6.8),
〈p(t), y(t)〉 = −
∫ ∞
t
ω(s)
〈
fx
(
t, x∗(s), u∗(s)
)
, y(s)
〉
dt,
die Darstellung (Aseev & Kryazhimskii und Aseev & Veliov [6–9])
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds.
Wir erhalten damit erga¨nzend zu Theorem 6.1:
Folgerung 6.3. In Theorem 6.1 genu¨gt die Adjungierte der eindeutigen Darstellung
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds. (6.9)
Beispiel 6.4. Wir untersuchen die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t ln
[(
1− u(t))x(t)] dt→ sup,
x˙(t) = u(t)x(t), x(0) = x0 > 0, u(t) ∈ [0, 1), % ∈ (0, 1).
Es sei
(
x(·), u(·)) zula¨ssig und es seien Z(·) bzw. q(·) die Lo¨sungen der Gleichungen
z˙(t) = −u(t)z(t), z(0) = 1, q(t) = −Z(t)
∫ ∞
t
e−%sZ−1(s)fx
(
s, x(s), u(s)
)
ds.
Wir erhalten fu¨r Z(·), x(·) und q(·) die expliziten Darstellungen
Z(t) = exp
{
−
∫ t
0
u(s) ds
}
, x(t) = Z−1(t)x0, q(t) = −Z(t)
∫ ∞
t
e−%s
1
x0
ds.
In Anlehnung an die Maximumbedingung (6.5) betrachten wir die Gleichung
q(t)x(t)− e−%t 1
1− u(t) = 0.
Auf der Grundlage dieser Gleichung ergibt sich fu¨r u(·) die eindeutige Steuerung
u(t) = 1−
[
− Z(t)
∫ ∞
t
e−%s
1
x0
ds · Z−1(t)x0e%t
]−1
= 1− %.
Damit erhalten wir als einzigen optimalen Kandidaten und fu¨r die Adjungierte
x∗(t) = x0e(1−%)t, u∗(t) ≡ 1− %, p(t) = 1
%x0
e−t.
Die Voraussetzung (V) ist mit der Funktion µ(t) = e(1−%)t erfu¨llt, fu¨r die die Voraussetzung
(T), d. h. µ(t)‖p(t)‖ → 0 fu¨r t→∞, gilt. 
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6.2 Die Aufgabenstellung
In diesem Kapitel betrachten wir starke lokale Minimalstellen der Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (6.10)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (6.11)
h0
(
x(0)
)
= 0, lim
t→∞h1
(
t, x(t)
)
= 0, (6.12)
u(t) ∈ U ⊆ Rm, U 6= ∅, (6.13)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l. (6.14)
Dabei ist ω(·) ∈ L1(R+,R+) und es gelten fu¨r die eingehenden Abbildungen
f : R× Rn × Rm → R, ϕ : R× Rn × Rm → Rn, gj : R× Rn → R,
sowie fu¨r die Randbedingungen
h0 : Rn → Rs0 , h1 : R× Rn → Rs1 .
Wir nennen die Trajektorie x(·) eine Lo¨sung des dynamischen Systems (6.11), falls x(·)
auf R+ definiert ist und auf jedem endlichen Intervall die Dynamik mit Steuerung u(·) im
Sinn von Carathe´odory lo¨st.
Zu x(·) bezeichne Vγ die Menge Vγ = {(t, x) ∈ R+ × Rn | ‖x − x(t)‖ ≤ γ}. Dann geho¨ren
zur Menge BLip diejenigen x(·) ∈ W 1∞(R+,Rn), fu¨r die es zu jeder kompakten Menge
U1 ⊆ Rm eine Zahl γ > 0 derart gibt, dass auf der Menge Vγ × U1 die Abbildungen
(B) f(t, x, u), ϕ(t, x, u), gj(t, x) und h0(x), h1(t, x) gleichma¨ßig stetig und gleichma¨ßig
stetig differenzierbar bezu¨glich x sind.
Der Steuerungsprozess
(
x(·), u(·)) ∈ W 1∞(R+,Rn; ν) × L∞(R+, U) heißt zula¨ssig in der
Aufgabe (6.10)–(6.14), falls
(
x(·), u(·)) dem System (6.11) genu¨gt, die Randbedingungen
(6.12) und Restriktionen (6.13) erfu¨llt, sowie das Lebesgue-Integral in (6.10) endlich ist.
Die Menge Badm bezeichnet die Menge der zula¨ssigen Steuerungsprozesse der Aufgabe
(6.10)–(6.14).
Der zula¨ssige Steuerungprozess
(
x∗(·), u∗(·)
)
ist eine starke lokale Minimalstelle in der
Aufgabe (6.10)–(6.14), falls eine Zahl ε > 0 derart existiert, dass die Ungleichung
J
(
x(·), u(·)) ≥ J(x∗(·), u∗(·))
fu¨r alle
(
x(·), u(·)) ∈ Badm mit ‖x(·)− x∗(·)‖∞ ≤ ε gilt.
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6.3 Das Pontrjaginsche Maximumprinzip
6.3.1 Notwendige Optimalita¨tsbedingungen
Im Weiteren bezeichnet H : R× Rn × Rm × Rn × R→ R die Pontrjagin-Funktion
H(t, x, u, p, λ0) = 〈p, ϕ(t, x, u)〉 − λ0ω(t)f(t, x, u).
Theorem 6.5 (Pontrjaginsches Maximumprinzip). Es sei
(
x∗(·), u∗(·)
) ∈ Badm ∩BLip.
Weiterhin nehmen wir an, dass∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt <∞, ∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞ (6.15)
ausfallen und es mo¨ge zu jedem δ > 0 ein T > 0 existieren mit∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
≤ δ‖x(·)− x′(·)‖∞ (6.16)
fu¨r alle x(·), x′(·) ∈W 1∞(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ.
Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (6.10)–(6.13), dann existieren
nicht gleichzeitig verschwindende Multiplikatoren λ0 ≥ 0, p(·) ∈W 1∞(R+,Rn) und li ∈ Rsi,
i = 0, 1, derart, dass
(a) die Funktion p(·) fast u¨berall der adjungierten Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
(6.17)
genu¨gt und die Transversalita¨tsbedingungen
p(0) = h′0
T (
x∗(0)
)
l0, lim
t→∞ p(t) = − limt→∞h
T
1x
(
t, x∗(t)
)
l1 (6.18)
erfu¨llt;
(b) in fast allen Punkten t ∈ R+ die Maximumbedingung gilt:
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
. (6.19)
Im Pontrjaginsche Maximumprinzip ergibt sich aus der ersten Bedingung in (6.15), dass
die Trajektorie x∗(·) im Unendlichen einen Grenzwert besitzt und damit dem Raum
Clim(R+,Rn) angeho¨rt. Die zweite Bedingung in (6.15) stellt sicher, dass die Dynamik als
Abbildung im Rahmen des Raumes Clim(R+,Rn) den Anforderungen des Extremalprin-
zips F.5 genu¨gt. Fu¨r die Einfu¨hrung mehrfacher Nadelvariationen u¨ber dem unendlichen
Zeithorizont liefert wiederum die Bedingung (6.16) die Grundlage.
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Die strengen Einschra¨nkungen (6.15) und (6.16) haben zur Folge, dass das Pontrjagin-
sche Maximumprinzip nicht auf lineare Systeme mit konstanten Koeffizienten angewendet
werden kann. An dieser Stelle liefert der gewichtete Rahmen mit dem Schwachen Opti-
malita¨tsprinzip in Abschnitt 5.2 einen wesentlich besser angepassten Zugang. Wir ko¨nnen
damit eine Einordnung der Ergebnisse des vorhergehenden und des vorliegenden Kapitels
geben: Wa¨hrend der gewichtete Rahmen sich hervorragend fu¨r echte Wachstumsprobleme
eignet, lassen sich viele Dynamiken mit stabilem Charakter im Unendlichen ausgezeichnet
durch die beschra¨nkte Aufgabenklasse untersuchen.
Beispiel 6.6. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, lim
t→∞x(t) = x1 > 1, u(t) ∈ [0, 1], % ∈ (0, 1).
Wir stellen zuna¨chst die Pontrjagin-Funktion auf:
H(t, x, z, u, p, q, 1) = pux+ λ0e
−%t(1− u)x.
Mit Hilfe der Bedingungen (6.17)–(6.19) ko¨nnen wir den Fall λ0 = 0 ausschließen. Weiter-
hin ergeben sich der Steuerungsprozess
x∗(t) =
{
et, t ∈ [0, τ),
x1, t ∈ [τ,∞), u∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞), τ = lnx1
und die Adjungierte
p(t) =
{
e(1−%)τe−t, t ∈ [0, τ),
%−1
% e
−%τ + 1%e
−%t, t ∈ [τ,∞).
Fu¨r die Adjungierte gilt dabei im Unendlichen lim
t→∞ p(t) =
%− 1
%
e−%τ 6= 0. Damit konnten
wir aus den notwendigen Bedingungen (6.17)–(6.19) des Maximumprinzips einen eindeu-
tigen Kandidaten bestimmen. 
Beispiel 6.7. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, u ∈ [0, 1], % ∈ (0, 1)
mit der Budgetbeschra¨nkung∫ ∞
0
e−%tx(t) dt = Z, Z >
1
%
.
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Bezu¨glich der Budgetbeschra¨nkung fu¨hren wir die folgende Zustandsgleichung mit Rand-
wert im Unendlichen ein:
z˙(t) = e−%tx(t), z(0) = 0, lim
t→∞ z(t) = Z.
Im Beispiel 5.18 haben wir bereits gezeigt, dass jeder Steuerungsprozess, der die isope-
rimetrische Nebenbedingung erfu¨llt, global optimal ist und das Zielfunktional den Wert
1 + (1− %)Z besitzt.
Die Voraussetzungen des Pontrjaginschen Maximumprinzips an einen zula¨ssigen Steue-
rungsprozess sind in dem vorliegenden Beispiel genau dann erfu¨llt, wenn die Steuerung
u(·) dem Raum L1(R+, [0, 1]) angeho¨rt. Denn in diesem Fall gelten x(·) ∈ Clim(R+,R) fu¨r
die korrespondierende Trajektorie und die Bedingungen (6.15), (6.16).
Wir diskutieren zwei optimale Steuerungsprozesse:
(A) Nach Beispiel 5.18 liefert der Steuerungsprozess
x∗(t) = eαt, z∗(t) =
1
α− %(e
(α−%)t − 1), u∗(t) = α, α = %− 1
Z
∈ (0, %)
ein globales Maximum. Da die vorgeschlagene Steuerung u∗(·) u¨ber R+ nicht inte-
grierbar ist, gelten weder x∗(·) ∈ Clim(R+,R) noch die Bedingungen (6.15).
Das Maximumprinzip ist auf diesen Steuerungsprozess nicht anwendbar.
(B) Ebenfalls stellt der Steuerungsprozess
y∗(t) =
{
et, t ∈ [0, τ),
eτ , t ∈ [τ,∞), w∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞)
mit dem Umschaltzeitpunkt τ > 0, der der Bedingung
e(1−%)τ
(
1
%
+
1
1− %
)
= Z +
1
1− %, Z >
1
%
,
genu¨gt, ein globales Maximum dar. Die zugeho¨rige Trajektorie z∗(·) lautet
z∗(t) =
{
1
1−%
(
e(1−%)t − 1), t ∈ [0, τ),
z(τ) + 1%
(
e(1−%)τ − eτ−%t), t ∈ [τ,∞).
Da die Steuerung w∗(·) dem Raum L1(R+, [0, 1]) angeho¨rt, gelten sa¨mtliche Voraus-
setzungen von Theorem 6.5. Mit den Multiplikatoren
λ0 = 1, p(t) = e
−%t, q(t) = %− 1
sind dann die notwendigen Bedingungen (6.17)–(6.19) erfu¨llt. 
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6.3.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Seien x∗(·) ∈ BLip ∩ Clim(R+,Rn) und Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ Clim(R+,Rn)× L∞(R+,Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
H0
(
x(·)) = h0(x(0)), H1(x(·)) = lim
t→∞h1
(
t, x(t)
)
.
Die Abbildungen fassen wir in folgenden Funktionenra¨umen auf:
J : Clim(R+,Rn)× L∞(R+,Rm)→ R,
F : Clim(R+,Rn)× L∞(R+,Rm)→ Clim(R+,Rn),
Hi : Clim(R+,Rn)→ Rsi , i = 0, 1.
Wir setzen F = (F,H0, H1), sowie die Menge U gema¨ß
U =
{
u(·) ∈ L∞(R+, U)
∣∣ u(t) = u∗(t) + χM (t)(w(t)− u∗(t)), w(·) ∈ L∞(R+, U),
M ⊂ R+ meßbar und beschra¨nkt
}
und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, u(·) ∈ U (6.20)
im Punkt
(
x∗(·), u∗(·)
)
die Voraussetzungen von Theorem F.5:
(A1) Fu¨r jedes u(·) ∈ U ist die Abbildung x(·)→ J
(
x(·), u(·)) nach Beispiel B.8 im Punkt
x∗(·) Fre´chet-differenzierbar.
(A2) Die Abbildung F ist die Summe der Abbildung x(·)→ x(t) und der Abbildung(
x(·), u(·))→ −∫ t
0
ϕ
(
s, x(s), u(s)
)
ds.
Im Beispiel B.9 ist die Fre´chet-Differenzierbarkeit der zweiten Abbildung im Punkt
x∗(·) fu¨r jedes u(·) ∈ U nachgewiesen. Da x∗(·) dem Raum Clim(R+,Rn) angeho¨rt
und h1(t, x) in t = ∞ stetig und stetig differenzierbar bezu¨glich x ist, sind die
Abbildungen Hi stetig differenzierbar.
(B) Nach Lemma C.2 besitzt der Operator Fx
(
x∗(·), u∗(·)
)
eine endliche Kodimension.
(C) Der Nachweis dieser Voraussetzungen sind in Lemma E.9 und Lemma E.10 u¨ber
mehrfache Nadelvariationen u¨ber dem unendlichen Zeithorizont dargestellt.
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Zur Extremalaufgabe (6.20) definieren wir auf
Clim(R+,Rn)× L∞(R+,Rm)× R× C∗lim(R+,Rn)× Rs0 × Rs1
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·)).
Ist
(
x∗(·), u∗(·)
)
eine starke lokale Minimalstelle der Aufgabe (6.20), dann existieren nach
Theorem F.5 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, y∗ ∈ C∗lim(R+,Rn), l0 ∈ Rs0 , l1 ∈ Rs1
derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
Lx
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= 0; (6.21)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Minimumbedingung
L
(
x∗(·), u∗(·), λ0, y∗, l0, l1
)
= min
u(·)∈U
L
(
x∗(·), u(·), λ0, y∗, l0, l1
)
. (6.22)
Aufgrund (6.21) ist folgende Variationsgleichung fu¨r alle x(·) ∈ Clim(R+,Rn) erfu¨llt:
0 = λ0 ·
∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt
+
∫ ∞
0
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t)
+
〈
l0, h
′
0
(
x∗(0)
)
x(0)
〉
+
〈
l1, lim
t→∞h1x
(
t, x∗(t)
)
x(t)
〉
.
Dabei ist µ ∈M (R+) und besitzt nach Folgerung B.23 die Darstellung µ = µ0 + µ∞ mit
µ0 ∈M (R+) und einem in t =∞ konzentrierten signierten Maß µ∞.
Wir a¨ndern die Integrationsreihenfolge und setzen p(t) =
∫ ∞
t
dµ(s). Dann gilt
lim
t→∞ p(t) = µ∞.
Genauso wie im Abschnitt 3.4.2 folgen daraus (6.17) und (6.18).
Gema¨ß (6.22) gilt fu¨r alle u(·) ∈ U die Ungleichung∫ ∞
0
H
(
t, x∗(t), u∗(t), p(t), λ0
)
dt ≥
∫ ∞
0
H
(
t, x∗(t), u(t), p(t), λ0
)
dt.
Daraus folgt abschließend durch Standardtechniken fu¨r Lebesguesche Punkte die Maxi-
mumbedingung (6.19). Der Beweis von Theorem 6.5 ist abgeschlossen. 
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6.3.3 Zur normalen Form und zu Transversalita¨tsbedingungen
Fu¨r die Aufgabe (6.10)–(6.13) lassen sich Aussagen u¨ber die Normalform des Pontrjagin-
schen Maximumprinzips und zu diversen Transversalita¨tsbedingungen ableiten.
Wir betrachten zuna¨chst die Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt im Un-
endlichen. Dann genu¨gt die Adjungierte p(·) nach Theorem 6.5 dem Randwertproblem
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t) + λ0ω(t)fx
(
t, x∗(t), u∗(t)
)
, lim
t→∞ p(t) = 0.
Folgerung 6.8. In der Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt im Unend-
lichen ergeben sich aus dem Maximumprinzip unmittelbar die “natu¨rlichen” Transversa-
lita¨tsbedingungen:
lim
t→∞ p(t) = 0, limt→∞〈p(t), x(t)〉 = 0 fu¨r alle x(·) ∈W
1
∞(R+,Rn).
Nach Voraussetzung des Maximumprinzips ist∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞.
Unter der Annahme λ0 = 0 wu¨rde die Adjungierte als Lo¨sung der Gleichung
p˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
p(t), lim
t→∞ p(t) = 0,
nach Folgerung C.4 im Widerspruch zu Theorem 6.5 identisch verschwinden.
Folgerung 6.9. In der Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt im Unendli-
chen gilt λ0 6= 0 und wir ko¨nnen ohne Einschra¨nkung λ0 = 1 annehmen.
Wegen der Integrierbarkeit der Abbildung t→ ϕx
(
t, x∗(t), u∗(t)
)
u¨ber R+ ko¨nnen wir die
die in t = 0 normalisierten Fundamentalmatrizen Y∗(t) bzw. Z∗(t) der homogenen Systeme
y˙(t) = ϕx
(
t, x∗(t), u∗(t)
)
y(t), z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t)
im Rahmen des Raumes Clim(R+,Rn) betrachten. Es bezeichne ferner yξ(·) ∈ Clim(R+,Rn)
die Funktion yξ(t) = Y∗(t)Y −1∗ (T )ξ mit ξ ∈ Rn und ‖ξ‖ = 1. Dann ergibt sich auf die
gleiche Weise wie im Abschnitt 5.2.3 die Beziehung
〈p(t), yξ(t)〉 =
〈
p(T ) + Z∗(T )
∫ t
T
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds, ξ
〉
.
Unter Verwendung der “natu¨rlichen” Transversalita¨tsbedingungen in Folgerung 6.8 und
wegen der Willku¨rlichkeit von ξ erhalten wir daraus die Integraldarstellung der Arbeiten
von Aseev & Kryazhimskii und Aseev & Veliov [6–9]:
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Folgerung 6.10. Es genu¨ge
(
x∗(·), u∗(·)
)
den Voraussetzungen des Pontrjaginschen Maxi-
mumprinzips 6.5. Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (6.10)–(6.13)
mit freiem rechten Endpunkt im Unendlichen, dann besitzt die Adjungierte p(·) die Dar-
stellung
p(t) = −Z∗(t)
∫ ∞
t
ω(s)Z−1∗ (s)fx
(
s, x∗(s), u∗(s)
)
ds.
Dabei ist Z∗(t) die in t = 0 normalisierte Fundamentalmatrix des linearen Systems
z˙(t) = −ϕTx
(
t, x∗(t), u∗(t)
)
z(t).
In der Aufgabe (6.10)–(6.13) seien nun gewisse Randwerte im Unendlichen explizit ge-
geben, d. h. h1
(
t, x(t)
)
= x(t) − x1. Wir schließen dabei nicht aus, dass dabei gewisse
Komponenten von x1 nicht fest vorgegeben, sondern ohne Einschra¨nkung sind. Wir spre-
chen dabei von expliziten Randbedingungen wenn fu¨r x(t) =
(
x1(t), ..., xn(t)
)
gilt:
lim
t→∞xi(t) = xi ∈ R, limt→∞xj(t) frei, i = 1, ..., l, j = l + 1, ..., n.
Daher verschwinden einerseits bei expliziten Randwerten im Unendlichen die entsprechen-
den Komponenten xi(t)− xi∗(t) fu¨r t→∞, i = 1, ..., l. Fu¨r diejenigen Komponenten, fu¨r
die die Randwerte im Unendlichen frei sind, verschwinden die entsprechenden Komponen-
ten pj(t) der Adjungierten fu¨r t→∞, j = l + 1, ..., n. Damit ko¨nnen wir festhalten:
Folgerung 6.11. In der Aufgabe (6.10)–(6.13) mit expliziten Randbedingungen im Un-
endlichen ergibt sich aus dem Maximumprinzip unmittelbar die “natu¨rliche” Transversa-
lita¨tsbedingung:
lim
t→∞〈p(t), x(t)− x∗(t)〉 = 0 fu¨r alle zula¨ssigen x(·) ∈W
1
∞(R+,Rn).
In der Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt verschwinde die Verteilungs-
funktion ω(·) ∈ L1(R+,R+) im Unendlichen. Dann folgen aus der gleichma¨ßigen Stetigkeit
der Abbildungen f, ϕ und aus der Beschra¨nktheit des Steuerungsprozesses
(
x∗(·), u∗(·)
)
die Grenzwerte
lim
t→∞ω(t)f
(
t, x∗(t), u∗(t)
)
= 0, lim
t→∞
〈
p(t) , ϕ
(
t, x∗(t), u∗(t)
)〉
= 0.
Folgerung 6.12. In der Aufgabe (6.10)–(6.13) mit freiem Endpunkt im Unendlichen
besitze die Verteilungsfunktion ω(·) einen Grenzwert im Unendlichen, d. h.
lim
t→∞ω(t) = 0.
Dann ergibt sich die Bedingung von Michel :
lim
t→∞H
(
t, x∗(t), u∗(t), p(t), λ0
)
= 0.
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6.3.4 Hinreichende Bedingungen nach Arrow
Unser Vorgehen zur Herleitung der hinreichenden Bedingungen basiert wieder auf der
Darstellung in Seierstad & Sydsæter [64] (vgl. auch Abschnitt 3.4.3). Wir betrachten das
Steuerungsproblem
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (6.23)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (6.24)
x(0) = x0, lim
t→∞x(t) = x1, (6.25)
u(t) ∈ U ⊆ Rm, U 6= ∅. (6.26)
In der Aufgabenstellung schließen wir wieder den Fall nicht aus, dass durch die Rand-
bedingungen (6.25) gewisse Komponenten der Punkte x0 und x1 nicht fest vorgegeben,
sondern ohne Einschra¨nkung sind.
Wir definieren die Mengen Vγ und Vγ(t):
Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}, Vγ(t) = {x ∈ Rn | ‖x− x∗(t)‖ ≤ γ}.
Außerdem bezeichnet H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) die Hamilton-Funktion H im nor-
malen Fall.
Theorem 6.13. In der Aufgabe (6.23)–(6.26) sei
(
x∗(·), u∗(·)
) ∈ BLip ∩Badm und es sei
p(·) : R+ → Rn. Ferner gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (6.17)–(6.19) in Theorem 6.5 mit λ0 = 1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, p(t)
)
konkav in x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (6.23)–(6.26).
Beweis Auf die gleiche Weise wie im Beweis von Theorem 3.5 in Abschnitt 3.4.3 ergibt
sich zu T ∈ R+ die Beziehung
∆(T ) =
∫ T
0
ω(t)
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
≥
∫ T
0
[
H
(
t, x∗(t), p(t)
)−H (t, x(t), p(t))] dt+ ∫ T
0
〈p(t), x˙(t)− x˙∗(t)〉 dt
≥ 〈p(T ), x(T )− x∗(T )〉 − 〈p(0), x(0)− x∗(0)〉.
Im Fall fester Anfangs- und Endbedingungen verschwinden die Differenzen x(0) − x∗(0)
und x(T ) − x∗(T ) fu¨r T → ∞. Sind jedoch gewissen Komponenten im Anfangs- oder
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Endpunkt x0 bzw. x1 frei, dann liefern die Transversalita¨tsbedingungen, dass die entspre-
chenden Komponenten der Adjungierten p(·) zum Zeitpunkt t = 0 bzw. im Unendlichen
verschwinden. Daher folgt die Beziehung
lim
T→∞
∆(T ) ≥ lim
T→∞
〈p(T ), x(T )− x∗(T )〉 − 〈p(0), x(0)− x∗(0)〉 = 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ. 
Bemerkung 6.14. Die Herleitung der hinreichenden Bedingungen in Theorem 6.13 ba-
siert im Wesentlichen auf der Konkavita¨t der Hamilton-Funktion H . Daher mu¨ssen bei
der Anwendung von Theorem 6.13 die Einschra¨nkungen (6.15) und (6.16) nicht gelten.
Dies hat weiterhin zur Folge, dass im Fall des freien rechten Endpunktes die Trajektorie
x∗(·) keinen Grenzwert im Unendlichen besitzen muss. 
Beispiel 6.15. Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, lim
t→∞x(t) = x1 > 1, u(t) ∈ [0, 1], % ∈ (0, 1).
Aus den notwendigen Bedingungen (6.17)–(6.19) ergeben sich
x∗(t) =
{
et, t ∈ [0, τ),
x1, t ∈ [τ,∞), u∗(t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ,∞), τ = lnx1,
p(t) =
{
e(1−%)τe−t, t ∈ [0, τ),
%−1
% e
−%τ + 1%e
−%t, t ∈ [τ,∞).
Offenbar ist die Hamilton-Funktion H konkav in x und damit
(
x∗(·), u∗(·)
)
ein starkes
lokales Minimum der Aufgabe. 
Beispiel 6.16. Fu¨r den linear-quadratische Regler in Beispiel 5.10
J
(
x(·), u(·)) = ∫ ∞
0
e−2t · 1
2
(
x2(t) + u2(t)
)
dt→ inf,
x˙(t) = 2x(t) + u(t), x(0) = 2, u(t) ∈ R
liefern die Bedingungen (6.17)–(6.19) den Steuerungsprozess und die Adjungierte
x∗(t) = 2e(1−
√
2)t, u∗(t) = −2(1 +
√
2)e(1−
√
2)t, p(t) = e−2tu∗(t).
Die Hamilton-Funktion H ist konkav bezu¨glich x. Damit ist
(
x∗(·), u∗(·)
)
ein starkes
lokales Minimum. 
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Beispiel 6.17. Im Beispiel 6.7 mit Budgetbeschra¨nkung,
J
(
x(·), z(·), u(·)) = ∫ ∞
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, z˙(t) = e−%tx(t), z(0) = 0, lim
t→∞ z(t) = Z,
u ∈ [0, 1], % ∈ (0, 1),
ist jeder zula¨ssige Steuerungsprozess
(
x(·), z(·), u(·)) global optimal. Die Voraussetzung(
x(·), z(·), u(·)) ∈ Badm in Theorem 6.13 ist genau dann erfu¨llt, wenn die Steuerung u(·)
dem Raum L1(R+, [0, 1]) angeho¨rt. Weiterhin sind fu¨r jeden zula¨ssigen Steuerungprozess
mit den Multiplikatoren
λ0 = 1, p(t) = e
−%t, q(t) = %− 1
die notwendigen Bedingungen (6.17)–(6.19) erfu¨llt. Weiterhin ist die Hamilton-Funktion
H offenbar konkav bezu¨glich (x, z) und es gilt Theorem 6.13. 
Beispiel 6.18 (Abbau einer erneuerbaren Ressource). Wir betrachten die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
e−%t
[
pi
(
x(t)
)− κ(x(t))]u(t) dt→ sup, (6.27)
x˙(t) = G
(
x(t)
)− u(t), x(0) = x0 > 0, u(t) ∈ [0, umax]. (6.28)
O¨konomische Interpretation: Durch die Funktion G wird die natu¨rliche dynamische Ent-
wicklung der Ressource (oder einer Population) beschrieben, wie diese sich ohne externe
Einflu¨sse entwickelt. Diese natu¨rliche Entwicklung wird durch die Abbaurate u gesto¨rt.
Entsprechend des Angebotes u wird ein Gewinn in Ho¨he des Preises pi abzu¨glich der
Kosten κ erzielt. Dabei nehmen wir, dass Preis und Kosten steigen desto seltener die Res-
source ist.
In vielen Aufgaben dieser Form zeigt die Lo¨sung ein stationa¨res Verhalten bzw. es tendiert
die Lo¨sung zu einem stationa¨ren Paar (x, u). Eine solches stationa¨res Paar in Verbindung
mit der Adjungierten p(·) nennen wir eine Gleichgewichtslo¨sung. Wir identifizieren eine
Gleichgewichtslo¨sung
(
x, u, p(·)) durch folgende Eigenschaften:
ϕ(x, u) = 0, Hu
(
t, x, u, 1, p(t)
)
= 0, p˙(t) = −G′(x)p(t)− e−%t(pi′(x)− κ′(x))u.
Aus den ersten beiden Beziehung ergeben sich fu¨r die Gleichgewichtslo¨sung
(
x, u, p(·)):
G(x) = u, p(t) = e−%t
(
pi(x)− κ(x)), p˙(t) = −%p(t).
Mit der Bezeichung γ(x) = pi(x)− κ(x) fu¨r den Gewinn pro Einheit erhalten wir ferner in
der adjungierten Gleichung:
p˙(t) = −%p(t) = −G′(x)p(t)− e−%tγ′(x)u,
−%e−%tγ(x) = −G′(x)e−%tγ(x)− e−%tγ′(x)G(x),
0 =
(
%−G′(x))γ(x)− γ′(x)G(x)
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oder ausgedru¨ckt in der Form der Gewinnelastizita¨t
εγ,x := x
γ′(x)
γ(x)
= x
%−G′(x)
G(x)
.
Fu¨r das logistische Wachstum G(x) = x(r −Kx) ergibt sich die Gewinnelastitzita¨t
εγ,x = −(r −Kx)− (%−Kx)
r −Kx ∈ (−1, 0)
im Fall einer initialen Wachstumsrate G′(0) = r > %. 
Bemerkung 6.19. Die Darstellung der Pontrjagin-Funktion und der notwendigen Bedin-
gungen im Maximumprinzip 6.5 nennt man auch Gegenwartswert-Schreibweise (“present
value”). Durch die Einfu¨hrung Momentanwert-Schreibweise (“current value”) mittels der
Funktionen q = e%tp und H˜ = e%tH,
e%tH(t, x, u, p, 1) = e%t
[〈p, ϕ(t, x, u)〉 − e−%tf(t, x, u)]
= 〈q, ϕ(t, x, u)〉 − f(t, x, u) = H˜(t, x, u, q, 1),
lassen sich im letzten Beispiel die Gleichgewichtsbedingungen in folgende Form u¨berfu¨hren:
ϕ(x, u) = 0, H˜u(t, x, u, 1, q) = 0, %q − H˜x(t, x, u, 1, q) = 0.
In der Momentanwert-Schreibweise kommt der Charakter eines Gleichgewichts vollsta¨ndig
zum Ausdruck. Deswegen findet man in den Untersuchungen zu Gleichgewichten in der
Literatur ha¨ufig das Maximumprinzip in der Momentanwert-Schreibweise. 
Beispiel 6.20. Im Folgenden befassen wir uns mit einem neoklassischen Modell der o¨ko-
nomischen Wachstumstheorie. Diese Problemklasse geht auf die bereits erwa¨hnte Arbeit
von Ramsey [60] zuru¨ck. Es bezeichne K(·) das Vermo¨gen einer O¨konomie, Y (·) das Na-
tionaleinkommen und C(·) die Konsumption. Weiterhin wird zu jedem Zeitpunkt das Na-
tionaleinkommen Y in Konsumption und Investition aufgeteilt, d. h. Y (t) = C(t) + K˙(t).
Mit der Nutzenfunktion U ergibt sich die allgemeine Aufgabenstellung
J
(
K(·), C(·)) = ∫ ∞
0
e−%tU
(
C(t)
)
dt→ sup, K˙(t) = Y (t)− C(t).
Das Nationaleinkommen bestimmt sich durch die produzierten Gu¨tern, die aus dem einge-
setzen Kapital K und den Arbeitsressourcen L gewonnen werden. Mit der Cobb-Douglas-
Produktionsfunktion F (K,L) erhalten wir die Darstellung
Y (t) = F
(
K(t), L(t)
)
, F (K,L) = KαL1−α, α ∈ (0, 1).
Die Verteilung des Nationaleinkommens Y in Investition und Konsumption beschrieben
mit u ∈ [0, 1] liefert
K˙(t) = u(t)F
(
K(t), L(t)
)
, C(t) =
(
1− u(t))F (K(t), L(t)).
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Mit einer logarithmischen Nutzenfunktion U stellt sich so die Aufgabe wie folgt dar:
J
(
K(·), C(·)) = ∫ ∞
0
e−%t ln
[(
1− u(t))F (K(t), L(t))] dt→ sup,
K˙(t) = u(t)F
(
K(t), L(t)
)
, L˙(t) = µL(t), u(t) ∈ [0, 1].
Wir fu¨hren die Kapital- und Konsumintensita¨t k = K/L, c = C/L und die Produktions-
funktion f(x) = F (x, 1) ein. Dann ergeben sich die Beziehungen
k˙(t) =
K˙(t)L(t)−K(t)L˙(t)
L2(t)
=
u(t)Kα(t)L1−α(t)L(t)−K(t)L˙(t)
L2(t)
= F
(
K(t)/L(t), 1
)− L˙(t)
L(t)
K(t)
L(t)
= u(t)f
(
k(t)
)− µk(t),
c(t) =
(
1− u(t))F (K(t), L(t))
L(t)
=
(
1− u(t))F (K(t)/L(t), 1) = (1− u(t))f(k(t)).
Auf diese Weise bekommt die Aufgabe die finale Form
J
(
k(·), c(·)) = ∫ ∞
0
e−%t ln
[(
1− u(t))f(k(t))] dt→ sup,
k˙(t) = u(t)f
(
k(t)
)− µk(t), u(t) ∈ [0, 1].
Die Pontrjagin-Funktion der Aufgabe in der Momentanwert-Schreibweise ist
H˜(t, k, u, q, 1) = q[uf(k)− µk] + ln[(1− u)f(k)].
Dann ergeben die Gleichgewichtsbedingungen in der Momentanwert-Schreibweise:
(a) Das dynamische Gleichgewicht liefert
ϕ(k, u) = uf(k)− µk = 0 ⇔ u = µ k
f(k)
.
(b) Der stabile Verteilungsparameter erfu¨llt die Beziehung
H˜u(t, k, u, 1, q) = qf(k)− 1
1− u = 0 ⇔ u = 1−
1
qf(k)
.
(c) Fu¨r den konstanten Schattenpreis erhalten wir in der adjungierten Gleichung
%q − H˜k(t, k, u, 1, q) = %q − q[uf(k)− µ]− f
′(k)
f(k)
= 0.
Die Division durch q und das Einsetzen der Beziehungen (a) und (b) liefert
f ′(k) = %+ µ.
Wegen f ′(k) > µ ergibt sich u ∈ (0, 1). Damit wird durch die Beziehungen (a)–(c) ein
eindeutiges Gleichgewicht (k, u) festgelegt. Abschließend bemerken wir, dass die Hamilton-
Funktion H stets konkav in k ist. 
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6.4 Aufgaben mit Zustandsbeschra¨nkungen
6.4.1 Notwendige Optimalita¨tsbedingungen
Theorem 6.21 (Pontrjaginsches Maximumprinzip). Es sei
(
x∗(·), u∗(·)
) ∈ Badm ∩BLip.
Weiterhin nehmen wir an, dass∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt <∞, ∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞
ausfallen und es mo¨ge zu jedem δ > 0 ein T > 0 existieren mit∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
≤ δ‖x(·)− x′(·)‖∞
fu¨r alle x(·), x′(·) ∈W 1∞(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ.
Ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (6.10)–(6.14), dann existieren
eine Zahl λ0 ≥ 0, eine Vektorfunktion p(·) : R+ → Rn und auf den Mengen
Tj =
{
t ∈ R+
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = − lim
t→∞h
T
1x
(
t, x∗(t)
)
l1 +
∫ ∞
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ ∞
t
gjx
(
s, x∗(s)
)
dµj(s) (6.29)
genu¨gt und die Transversalita¨tsbedingung
p(0) = h′0
T (
x∗(0)
)
l0 (6.30)
erfu¨llt;
(b) fu¨r fast alle t ∈ R+ die Maximumbedingung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
(6.31)
gilt.
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Die Adjungierte p(·) ist linksseitig stetig und es gilt im rechten Endpunkt die Transversa-
lita¨tsbedingung
lim
t→∞ p(t) = limt→∞
[
− h′1T
(
x∗(t)
)
l1 −
l∑
j=1
gjx
(
t, x∗(t)
)
µj({∞})
]
.
Beispiel 6.22. Wir betrachten erneut das Beispiel 5.12:
J
(
x(·), y(·), u(·)) = ∫ ∞
0
e−%t
[
pf
(
u(t)
)− ry(t)− qu(t)] dt→ sup,
x˙(t) = −u(t), y˙(t) = cf(u(t)), x(0) = x0 > 0, y(0) = y0 ≥ 0,
x(t) ≥ 0, u(t) ≥ 0, b, c, %, q, r > 0, %− rc > 0.
Wegen der Zustandsbeschra¨nkung sind fu¨r jeden zula¨ssigen Steuerungprozess die Be-
schra¨nkungen an die Dynamik in Theorem 6.21 erfu¨llt. Bei der Anwendung der notwendi-
gen Bedingungen ist nun zu beachten, dass das Gewicht ν(t) = e−at in die Darstellung der
Adjungierten nicht einfließt, d. h. mit λ0 = 1 genu¨gt die Adjungierte p1(·) der Gleichung
p1(t) =
∫ ∞
t
dµ(s).
Die weitere Diskussion kann nun vollsta¨ndig aus Beispiel 5.12 u¨bernommen werden. 
6.4.2 Der Nachweis der notwendigen Optimalita¨tsbedingungen
Seien x∗(·) ∈ BLip ∩ Clim(R+,Rn) und Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}.
Wir betrachten fu¨r
(
x(·), u(·)) ∈ Clim(R+,Rn)× L∞(R+,Rm) die Abbildungen
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt,
F
(
x(·), u(·))(t) = x(t)− x(t0)− ∫ t
0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
H0
(
x(·)) = h0(x(0)), H1(x(·)) = lim
t→∞h1
(
t, x(t)
)
,
Gj
(
x(·)) = max
t∈R+
gj
(
t, x(t)
)
, j = 1, ..., l.
Die Abbildungen fassen wir in folgenden Funktionenra¨umen auf:
J : Clim(R+,Rn)× L∞(R+,Rm)→ R,
F : Clim(R+,Rn)× L∞(R+,Rm)→ Clim(R+,Rn),
Hi : Clim(R+,Rn)→ Rsi , i = 0, 1,
Gj : Clim(R+,Rn)→ R, j = 1, ..., l.
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Wir setzen F = (F,H0, H1), sowie die Menge U gema¨ß
U =
{
u(·) ∈ L∞(R+, U)
∣∣ u(t) = u∗(t) + χM (t)(w(t)− u∗(t)), w(·) ∈ L∞(R+, U),
M ⊂ R+ meßbar und beschra¨nkt
}
und pru¨fen fu¨r die Extremalaufgabe
J
(
x(·), u(·))→ inf, F(x(·), u(·)) = 0, Gj(x(·)) ≤ 0, u(·) ∈ U (6.32)
im Punkt
(
x∗(·), u∗(·)
)
die Voraussetzungen von Theorem F.5:
(A2) Mit Verweis auf Abschnitt 6.3.2 sind nur noch die Abbildungen Gj zu diskutieren.
In den Beispielen D.6 und D.7 wird gezeigt, dass die Funktionen Gj Hintereinan-
derausfu¨hrungen einer stetigen, konvexen, eigentlichen Funktion und einer Fre´chet-
differenzierbaren Abbildung sind. Daher sind nach Lemma D.1 die Funktionen Gj
in x∗(·) lokalkonvex und bezu¨glich jeder Richtung gleichma¨ßig differenzierbar.
Zur Extremalaufgabe (6.32) definieren wir auf
Clim(R+,Rn)× L∞(R+,Rm)× R× C∗lim(R+,Rn)× Rn × Rs0 × Rs1
die Lagrange-Funktion L = L
(
x(·), u(·), λ0, y∗, l0, l1, λ
)
,
L = λ0J
(
x(·), u(·))+ 〈y∗, F (x(·), u(·))〉+ lT0 H0(x(·))+ lT1 H1(x(·))+ l∑
j=1
λjGj
(
x(·)).
Ist
(
x∗(·), u∗(·)
)
eine starke lokale Minimalstelle der Extremalaufgabe (6.32), dann existie-
ren nach Theorem F.5 nicht gleichzeitig verschwindende Lagrangesche Multiplikatoren
λ0 ≥ 0, y∗ ∈ C∗lim(R+,Rn), l0 ∈ Rs0 , l1 ∈ Rs1
und λ1 ≥ 0, ..., λl ≥ 0 derart, dass gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x(·) in x∗(·) einen stationa¨ren Punkt, d. h.
0 ∈ ∂xL
(
x∗(·), u∗(·), λ0, y∗, l0, l1, λ
)
; (6.33)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u(·) in u∗(·) die Minimumbedingung
L
(
x∗(·), u∗(·), λ0, y∗, l0, l1, λ
)
= min
u(·)∈U
L
(
x∗(·), u(·), λ0, y∗, l0, l1, λ
)
; (6.34)
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = λjGj
(
x(·)), i = 1, ..., l. (6.35)
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Aufgrund (6.33) ist folgende Variationsgleichung fu¨r alle x(·) ∈ Clim(R+,Rn) erfu¨llt:
0 = λ0 ·
∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt
+
∫ ∞
0
[
x(t)− x(0)−
∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
]T
dµ(t)
+
〈
l0, h
′
0
(
x∗(0)
)
x(0)
〉
+
〈
l1, lim
t→∞h1x
(
t, x∗(t)
)
x(t)
〉
+
l∑
j=1
λj
∫ ∞
0
〈
gjx
(
t, x∗(t)
)
, x(t)
〉
dµ˜j(t).
Ebenso wie im Abschnitt 3.5.2 ergibt sich, dass alle Maße µj = λjµ˜j auf den Mengen
Tj =
{
t ∈ R+
∣∣ gj(t, x∗(t)) = 0}, j = 1, ..., l,
konzentriert sind. Wir a¨ndern die Integrationsreihenfolge und setzen p(t) =
∫ ∞
t
dµ(s).
Dann ergeben sich mit den gleichen Argumenten wie in den Abschnitten 3.5.2 und 6.3.2
die Bedingungen (6.29) und (6.30). Gema¨ß (6.34) gilt fu¨r alle u(·) ∈ U die Ungleichung∫ ∞
0
H
(
t, x∗(t), u∗(t), p(t), λ0
)
dt ≥
∫ ∞
0
H
(
t, x∗(t), u(t), p(t), λ0
)
dt.
Daraus folgt abschließend durch Standardtechniken fu¨r Lebesguesche Punkte die Maxi-
mumbedingung (6.31).
6.4.3 Hinreichende Bedingungen nach Arrow
Die folgende Herleitung basiert wieder auf der Darstellung in Seierstad & Sydsæter [64].
Wir betrachten das Steuerungsproblem
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (6.36)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (6.37)
x(0) = x0, lim
t→∞x(t) = x1, (6.38)
u(t) ∈ U ⊆ Rm, U 6= ∅, (6.39)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l. (6.40)
In der Aufgabenstellung schließen wir den Fall nicht aus, dass durch die Randbedingungen
(6.38) gewisse Komponenten der Punkte x0 und x1 nicht fest vorgegeben, sondern ohne
Einschra¨nkung sind.
Wir definieren die Mengen Vγ und Vγ(t):
Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}, Vγ(t) = {x ∈ Rn | ‖x− x∗(t)‖ ≤ γ}.
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Außerdem bezeichnet H (t, x, p) = sup
u∈U
H(t, x, u, p, 1) die Hamilton-Funktion H im nor-
malen Fall.
Theorem 6.23. In der Aufgabe (6.36)–(6.40) sei
(
x∗(·), u∗(·)
) ∈ BLip∩Badm. Außerdem
sei die Vektorfunktion p(·) : R+ → Rn stu¨ckweise stetig, besitze ho¨chstens abza¨hlbar viele
Sprungstellen sk ∈ (0,∞), die sich nirgends im Endlichen ha¨ufen, und p(·) sei zwischen
diesen Spru¨ngen stetig differenzierbar. Ferne gelte:
(a) Das Tripel
(
x∗(·), u∗(·), p(·)
)
erfu¨llt (6.17)–(6.19) in Theorem 6.5 mit λ0 = 1.
(b) Fu¨r jedes t ∈ R+ ist die Funktion H
(
t, x, p(t)
)
konkav und es sind die Funktionen
gj(t, x), j = 1, ..., l, konvex bezu¨glich x auf Vγ(t).
Dann ist
(
x∗(·), u∗(·)
)
ein starkes lokales Minimum der Aufgabe (6.36)–(6.40).
Beweis Wie im Abschnitt 3.4.3 ergibt sich die Ungleichung
∆(T ) =
∫ T
0
ω(t)
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt
≥
∫ T
0
[
H
(
t, x∗(t), p(t)
)−H (t, x(t), p(t))] dt+ ∫ T
0
〈p(t), x˙(t)− x˙∗(t)〉 dt.
Fu¨r T 6= sk ergibt sich ferner mit den Argumenten aus Abschnitt 3.5.3:
∆(T ) ≥
∫ T
0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉 dt
−
∫ T
0
l∑
j=1
λj(t)
〈
gjx
(
t, x∗(t)
)
, x(t)− x∗(t)
〉
dt
+
∑
sk<T
〈p(s−k )− p(s+k ), x(sk)− x∗(sk)〉
≥
∫ T
0
〈p˙(t), x(t)− x∗(t)〉+ 〈p(t), x˙(t)− x˙∗(t)〉 dt
= 〈p(T ), x(T )− x∗(T )〉 − 〈p(0), x(0)− x∗(0)〉.
Da p(·) eine Funktion beschra¨nkter Variation ist, gilt außerdem
lim
k→∞
‖p(s−k )− p(s+k )‖ = 0.
Damt ist der Grenzu¨bergang T →∞ gerechtfertigt und wir erhalten aus der Transversa-
lita¨tsbedingung
lim
t→∞ p(t) = limt→∞
[
l1 −
l∑
j=1
gjx
(
t, x∗(t)
)
µj({∞})
]
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die Ungleichung
lim
T→∞
∆(T ) = lim
T→∞
∫ T
0
ω(t)
[
f
(
t, x(t), u(t)
)− f(t, x∗(t), u∗(t))] dt ≥ 0
fu¨r alle zula¨ssigen
(
x(·), u(·)) mit ‖x(·)− x∗(·)‖∞ ≤ γ. 
Beispiel 6.24. Im Beispiel 6.22,
J
(
x(·), y(·), u(·)) = ∫ ∞
0
e−%t
[
pf
(
u(t)
)− ry(t)− qu(t)] dt→ sup,
x˙(t) = −u(t), y˙(t) = cf(u(t)), x(0) = x0 > 0, y(0) = y0 ≥ 0,
x(t) ≥ 0, u(t) ≥ 0, b, c, %, q, r > 0, %− rc > 0,
entha¨lt die Pontrjagin-Funktion
H(t, x, y, u, p1, p2, 1) = p1(−u) + p2cf(u) + e−%t[f(u)− ry − qu]
bezu¨glich der Zustandsvariablen x und y nur den Term e−%try. Damit ist die Hamilton-
Funktion offenbar konkav bezu¨glich (x, y). Außerdem ist die Zustandsbeschra¨nkung linear
in x.
Im Beispiel 5.12 diskutierten wir die folgenden Fa¨lle:
(A) Im Fall df ′(0) ≤ q genu¨gen
u∗(t) ≡ 0, x∗(t) ≡ x0, y∗(t) = y0 + cf(0)t, p1(t) ≡ 0, p2(t) = −r
%
e−%t
den Bedingungen (6.17)–(6.19) in Theorem 6.5 mit λ0 = 1 und liefert somit ein
starkes lokales Maximum.
(B) Im Fall df ′(0) > q und p1(0) = 0 erhielten wir keinen Kandidaten.
(C) Im Fall df ′(0) > q und p1(0) > 0 wird die Ressource vollsta¨ndig abgebaut. Daher
gibt es einen eindeutig bestimmten Zeitpunkt t′ > 0 mit x∗(t) > 0 fu¨r t ∈ [0, t′),
x∗(t) = 0 fu¨r t ≥ t′ und u∗(t) = 0 fu¨r t ≥ t′. Die Bedingungen (6.17)–(6.19) in
Theorem 6.5 lieferten mit λ0 = 1 die Adjungierte
p1(t) =
(
df ′(0)− q)e−%t′ fu¨r t ≤ t′, p1(t) = (df ′(0)− q)e−%t fu¨r t ≥ t′
und wir erhielten bezu¨glich u∗(t) im Beispiel 5.12 fu¨r t ≤ t′ den Zusammenhang
f ′
(
u∗(t)
)
=
1
d
(q + p1(t)e
%t),
sowie die Stetigkeit von u∗(·) in t = t′. Der Vollsta¨ndigkeit halber geben wir noch
y∗(t) an:
y∗(t) = y0 +
∫ t
0
cf
(
u∗(s)
)
ds fu¨r t ≤ t′, y∗(t) = y∗(t′) fu¨r t ≥ t′.
Nach Theorem 6.23 stellt der Kandidat ein starkes lokale Maximum dar. 
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6.5 Steuerungsprobleme mit endlichem und unendlichem Zeithorizont
6.5.1 Zur Approximation durch eine Aufgabe u¨ber endlichem Horizont
Zur Behandlung von Aufgaben mit unendlichem Zeithorizont findet man in der Literatur
verschiedene Methoden und eine entsprechend große Anzahl an Optimalita¨tsbegriffen.
In der Aufgabe (6.10)–(6.14) bezeichnet Aadm die Menge aller zula¨ssigen Steuerungspro-
zesse, d. h. die Menge aller
(
x(·), u(·)), die der Dynamik (6.11) zur Anfangs- und Rand-
bedingung (6.12), den Steuerrestriktionen (6.13) und den Zustandsbeschra¨nkungen (6.14)
genu¨gen, und fu¨r die das Zielfunktional (6.10) endlich ist. Zur Gegenu¨berstellung von
verschiedenen Optimalita¨tsbegriffen betrachten wir globale Optimalita¨tskriterien.
(a) Der Steuerungsprozess
(
x∗(·), u∗(·)
) ∈ Aadm heißt global optimal (GO), falls
J
(
x∗(·), u∗(·)
) ≤ J(x(·), u(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm gilt.
(b) Der Steuerungsprozess
(
x∗(·), u∗(·)
) ∈ Aadm heißt streng global optimal (SGO), falls
J
(
x∗(·), u∗(·)
)
< J
(
x(·), u(·))
fu¨r alle
(
x(·), u(·)) ∈ Aadm mit (x(·), u(·)) 6= (x∗(·), u∗(·)) gilt.
Zur Untersuchung des Steuerungsproblems mit unendlichem Zeithorizont wird in den mei-
sten Ansa¨tzen der Aufgabe (6.10)–(6.14) ein Problem u¨ber einem endlichen Zeitintervall
[0, T ] zugeordnet und der Grenzu¨bergang T →∞ betrachtet. Wir nennen dies die Appro-
ximation durch endlichen Horizont.
Das zur Aufgabe (6.10)–(6.14) geho¨rende Problem mit endlichem Zeithorizont lautet
JT
(
x(·), u(·)) = ∫ T
0
ω(t)f
(
t, x(t), u(t)
)
dt→ inf, (6.41)
x˙(t) = ϕ
(
t, x(t), u(t)
)
, (6.42)
h0
(
x(0)
)
= 0, h1
(
T, x(T )
)
= 0, (6.43)
u(t) ∈ U ⊆ Rm, U 6= ∅, (6.44)
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [0, T ], j = 1, ..., l. (6.45)
Wegen des U¨berganges zu einer Aufgabe u¨ber endlichem Zeithorizont und der anschlie-
ßenden Betrachtung des Grenzwertes T →∞ werden die Optimalita¨tsbegriffe angepasst.
Zur Aufgabe (6.41)–(6.45) definieren wir den Defekt ∆(T ):
∆(T ) = JT
(
x(·), u(·))− JT (x∗(·), u∗(·)).
Aufgaben mit verschiedenen Horizonten 163
(c) Der Steuerungsprozess
(
x∗(·), u∗(·)
) ∈ Aadm heißt overtaking optimal (OT), falls es
zu jedem
(
x(·), u(·)) ∈ Aadm eine Zahl T0 gibt mit
∆(T ) = JT
(
x(·), u(·))− JT (x∗(·), u∗(·)) ≥ 0
fu¨r alle T ≥ T0 (von Weizsa¨cker [71]).
(d) Der Steuerungsprozess
(
x∗(·), u∗(·)
) ∈ Aadm heißt catching up optimal (CU), falls
lim inf
T→∞
∆(T ) = lim inf
T→∞
JT
(
x(·), u(·))− JT (x∗(·), u∗(·)) ≥ 0
fu¨r jedes
(
x(·), u(·)) ∈ Aadm gilt (Gale [28]).
(e) Das Paar
(
x∗(·), u∗(·)
) ∈ Aadm heißt sporadically catching up optimal (SCU), falls
lim sup
T→∞
∆(T ) = lim sup
T→∞
JT
(
x(·), u(·))− JT (x∗(·), u∗(·)) ≥ 0
fu¨r jedes
(
x(·), u(·)) ∈ Aadm gilt (Halkin [34]).
Durch die Betrachtung auf der Menge Aadm haben wir in den Definitionen bereits ein-
gefu¨gt, dass fu¨r einen zula¨ssigen Steuerungsprozess das Zielfunktional endlich ist. In di-
versen Arbeiten zu Steuerungsproblemen mit unendlichem Zeithorizont, z. B. bei Aseev &
Veliov [7–9], darf das Integral in (6.10) divergieren. Konvergiert das Zielfunktional fu¨r je-
den zula¨ssigen Steuerungsprozess, so sind die Optimalita¨tsbegriffe (CU), (SCU) und (GO)
a¨quivalent, denn es gilt
lim inf
T→∞
∆(T ) ≥ 0 ⇔ lim sup
T→∞
∆(T ) ≥ 0 ⇔ lim
T→∞
∆(T ) ≥ 0.
Zur Einordnung der Begriffe (SGO) und (OT) fu¨hren wir folgendes Beispiel an:
Beispiel 6.25. Wir betrachten die Aufgabe∫ ∞
0
−u(t)x(t) dt→ inf, x˙(t) = −u(t)x(t), x(0) = 1, u(t) ∈ [0, 1], % > 0.
Offenbar ist jede zula¨ssige Trajektorie x(·) monoton fallend und wegen 1 ≥ x(t) > 0
beschra¨nkt. Also besitzt sie deswegen einen Grenzwert fu¨r t→∞. Damit gilt
J
(
x(·), u(·)) = ∫ ∞
0
−u(t)x(t) dt = lim
t→∞x(t)− 1 ≥ −1.
Daher ist jedes Paar
(
x(·), u(·)) ∈ Aadm mit x(t)→ 0 global optimal. Dabei gilt:
lim
t→∞x(t) = 0 ⇔
∫ ∞
0
u(t) dt =∞.
In diesem Beispiel ist jeder Steuerungsprozess
(
x(·), u(·)) ∈ Aadm mit x(t)→ 0 fu¨r t→∞
optimal im Sinn von (GO), (CU) und (SCU). Wegen JT
(
x(·), u(·)) ≥ x(T ) − 1 ist unter
diesen Steuerungsprozessen nur derjenige optimal im Sinn von (OT), fu¨r den u(t) ≡ 1 auf
R+ gilt. Eine (SGO)-Lo¨sung existiert nicht. 
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Dieses Beispiel verdeutlicht, dass unter der Annahme eines endlichen Zielfunktionals zu den
bereits erwa¨hnten A¨quivalenzen folgende weitere Relationen zwischen den verschiedenen
Optimalita¨tsbegriffen bestehen:
(SGO) =⇒ (OT) =⇒ (CU) ⇐⇒ (SCU) ⇐⇒ (GO).
Ist demnach die globale Optimalstelle eindeutig, so fallen bei endlichem Zielfunktional die
aufgefu¨hrten Optimalita¨tsbegriffe zusammen.
Die Betrachtungen dieses Abschnitts ordnen die Begriffe der globalen Optimalita¨t in den
Kontext ga¨ngiger Optimalita¨tsbegriffe ein, die bei der Approximation mit einem endlichen
Horizont angewendet werden. Unbehandelt bleibt dabei allerdings die wesentliche Frage,
wann eine Familie
{(
xT∗ (·), uT∗ (·)
)}
T∈R+ von optimalen Steuerungsprozessen, die sich in
der Approximation ergibt, gegen ein globales Optimum konvergiert. Dazu muss man sich
vorab im Klaren sein, dass fu¨r die Approximation die fundamentale Beziehung
lim
T→∞
∫ T
0
f(t) dt =
∫ ∞
0
f(t) dt
im Allgemeinen nur bei vorliegender Existenz des Lebesgue-Integrals im Zielfunktional
gilt. Ein bekanntes Gegenbeispiel ist der Integralsinus:
lim
T→∞
∫ T
0
sin t
t
dt =
pi
2
,
∫ ∞
0
sin t
t
dt existiert nicht.
Noch weniger u¨berschaubar wird die Situation in der Aufgabe (6.10)–(6.14), in der die Dy-
namik, sowie Zustands- und Steuerungsbeschra¨nkungen vorkommen. Dann ko¨nnen noch
weitere unerwu¨nschte Situationen eintreten. Dazu geben wir das folgende Beispiel an:
Beispiel 6.26. Wir betrachten die Aufgabe
JT
(
x(·), u(·)) = ∫ T
0
e−%t
(
1− u(t))x(t) dt→ sup,
x˙(t) = u(t)x(t), x(0) = 1, u(t) ∈ [0, 1], % ∈ (0, 1).
Fu¨r jedes feste T > τ liefert der Steuerungsprozess
xT∗ (t) =
{
et, t ∈ [0, τ),
eτ , t ∈ [τ, T ], u
T
∗ (t) =
{
1, t ∈ [0, τ),
0, t ∈ [τ, T ], τ = T +
ln(1− %)
%
das globale Maximum. Betrachten wir den Grenzu¨bergang T → ∞, dann konvergiert die
Familie
{(
xT∗ (·), uT∗ (·)
)}
T∈R+ punktweise gegen den Steuerungsprozess
x∗(t) = et, u∗(t) = 1, t ∈ R+.
Dieses Paar ist das globale Minimum der Aufgabe mit unendlichem Zeithorizont. 
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Fordern wir die Konvergenz des Zielfunktionals, so lassen sich Aussagen zur globalen
Optimalita¨t treffen. Sei
{(
xT∗ (·), uT∗ (·)
)}
T∈R+ eine Familie von globalen Minimalstellen
der Aufgabe (6.41)–(6.45), die folgende Hypothese erfu¨llt:
(H) Es existiert ein zula¨ssiger Steuerungsprozess
(
x∗(·), u∗(·)
)
der Aufgabe (6.10)–(6.14)
mit den Eigenschaften
lim
T→∞
JT
(
xT∗ (·), uT∗ (·)
)
= J
(
x∗(·), u∗(·)
)
, J
(
x∗(·), u∗(·)
)
<∞.
In der Hypothese (H) werden an die Familie
{(
xT∗ (·), uT∗ (·)
)}
T∈R+ keine Konvergenzeigen-
schaften gefordert. Wesentlicher Punkt in der Hypothese (H) ist die Existenz des zula¨ssi-
gen Steuerungsprozesses
(
x∗(·), u∗(·)
)
mit der angegebenen Grenzwertbeziehung. Dieser
Nachweis stellt die eigentliche Herausforderung dar.
Lemma 6.27. Es sei
{(
xT∗ (·), uT∗ (·)
)}
T∈R+ eine Familie von globalen Minimalstellen der
Aufgabe (6.41)–(6.45), fu¨r die die Hypothese (H) erfu¨llt ist. Dann ist
(
x∗(·), u∗(·)
)
ein
globales Minimum der Aufgabe (6.10)–(6.14).
Beweis Sei
(
x(·), u(·)) zula¨ssig in der Aufgabe (6.10)–(6.14). Insbesondere ist dann das
Zielfunktional in (6.10) endlich. Dann la¨sst sich zu jedem ε > 0 eine Zahl T ′ > 0 derart
angeben, dass die Einschra¨nkung des Zielfunktionals J
(
x(·), u(·)) auf das Intervall [T,∞)
vom Betrag kleiner oder gleich ε fu¨r alle T ≥ T ′ ausfa¨llt. Ferner kann die Zahl T ′ so
gewa¨hlt werden, dass
∣∣JT (xT∗ (·), uT∗ (·))− J(x∗(·), u∗(·))∣∣ ≤ ε fu¨r alle T ≥ T ′ gilt. Mit den
suggestiven Bezeichnungen, dass JT bzw. J die Integration des Zielfunktionals u¨ber [0, T ]
bzw. u¨ber R+ angeben, ko¨nnen wir die Differenz
J
(
x(·), u(·))− J(x∗(·), u∗(·))
in die Form [
J
(
x(·), u(·))− JT (x(·), u(·))]+ [JT (x(·), u(·))− JT (xT∗ (·), uT∗ (·))]
+
[
JT
(
xT∗ (·), uT∗ (·)
)− J(x∗(·), u∗(·))]
bringen. Aufgrund der Wahl von T ′ fallen der erste und dritte Summand gro¨ßer oder gleich
−ε fu¨r alle T ≥ T ′ aus. Der zweite Ausdruck ist nichtnegativ, da (xT∗ (·), uT∗ (·)) ein globales
Minimum u¨ber [0, T ] darstellt. Daher gilt
J
(
x(·), u(·))− J(x∗(·), u∗(·)) ≥ −2ε.
Da ε > 0 beliebig ist, folgt damit die Behauptung. 
Bei Aseev & Kryazhimskii [6] sind Voraussetzungen angegeben, unter denen die Hypothe-
se (H) in der Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt erfu¨llt ist. Insbesondere
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wird gezeigt, dass die Approximation durch die Aufgabe (6.41)–(6.44) mit endlichem Ho-
rizont eine Familie von globalen Minimalstellen liefert, die auf jedem endlichen Intervall
gleichma¨ßig gegen das globale Minimum der Aufgabe (6.10)–(6.13) konvergiert.
Ein wesentlicher Augenmerk bei der Herleitung notwendiger Optimalita¨tsbedingungen
liegt auf der Gu¨ltigkeit der “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞ ‖p(t)‖ = 0, limt→∞〈p(t), x(t)〉 = 0 fu¨r alle zula¨ssigen x(·)
in der Aufgabe (6.10)–(6.13) mit freiem rechten Endpunkt. In diesem Zusammenhang gibt
Halkin [34] folgendes Gegenbeispiel an:
Beispiel 6.28. In der Aufgabe∫ ∞
0
u(t)
(
1− x(t)) dt→ sup, x˙(t) = u(t)(1− x(t)), x(0) = 0, u ∈ [0, 1],
liefert der Steuerungsprozess
u∗(t) =
{
0, t ∈ [0, 1],
1, t ∈ [1,∞), x∗(t) =
{
0, t ∈ [0, 1],
1− e1−t, ∈ [1,∞),
ein globales Optimum. Fu¨r die zugeho¨rigen Multiplikatoren
(
λ0, p(·)
) 6= (0, 0), mit de-
nen die Bedingungen des Maximumprinzips erfu¨llt sind, gilt dann im Widerspruch zur
“natu¨rlichen” Transversalita¨tsbedingung p(t) ≡ −λ0. 
Neben den Schwierigkeiten, die bei der Approximation mit endlichem Zeithorizont ent-
stehen, ru¨ckt das Beispiel von Halkin die Frage in den Vordergrund, welche Transver-
salita¨tsbedingungen in der Aufgabe (6.10)–(6.14) notwendige Optimalita¨tsbedingungen
darstellen. Die Antworten ko¨nnen durch die Approximation mit endlichem Horizont nicht
gegeben werden, da der vollsta¨ndige Satz an notwendigen Optimalita¨tsbedingungen im
Allgemeinen verloren geht. Aus diesem Grund sind wir im letzten Kapitel zu schwachen
lokalen Minimalstellen und im vorliegenden Kapitel u¨ber starke lokale Minimalstellen in
Aufgaben mit unendlichem Zeithorizont stets auf die Gu¨ltigkeit der verschiedenen Trans-
versalita¨tsbedingungen eingegangen.
Insbesondere konnten wir im Pontrjaginschen Maximumprinzip 6.5 Transversalita¨tsbedin-
gungen in der “klassischen” Form
p(0) = h′0
T (
x∗(0)
)
l0, lim
t→∞ p(t) = − limt→∞h
T
1x
(
t, x∗(t)
)
l1
angeben, aus denen sich die Gu¨ltigkeit der “natu¨rlichen” Transversalita¨tsbedingungen
lim
t→∞ p(t) = 0, limt→∞〈p(t), x(t)〉 = 0 fu¨r alle zula¨ssigen x(·)
und fu¨r “gutartige” Verteilungsfunktionen ω(·) die Bedingung von Michel
lim
t→∞H
(
t, x∗(t), u∗(t), p(t), λ0
)
= 0
in der Aufgabe mit freiem rechten Endpunkt als direkte Konsequenz ergab.
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6.5.2 Die Einordnung der Aufgabenklassen mit verschiedenen Horizonten
In diesem Abschnitt gehen wir der grundlegenden Frage nach, wie sich die Aufgabenklas-
sen mit endlichem und mit unendlichem Zeithorizont zueinander einordnen. Dazu gehen
wir zuerst auf das Wesen des unendlichen Zeithorizontes ein:
Eine Herangehensweise an die Aufgaben mit unendlichem Zeithorizont ist die Zuru¨ckfu¨hrung
auf eine Aufgabe u¨ber endlichem Zeitintervall mit Hilfe der Substitution der Zeit. Betrach-
ten wir z. B. die Transformation t(s) = − ln(1− s), so gilt
t′(s) = v(s) =
1
1− s > 0
und es wird die Aufgabe (6.10)–(6.14) eineindeutig in die Aufgabe (6.41)–(6.45) u¨ber dem
endlichen Intervall [0, 1] u¨berfu¨hrt. Schauen wir uns entsprechend dem Abschnitt 3.5.4 die
Aufgabe u¨ber dem endlichen Horizont an, dann besitzt sie die Form∫ 1
0
v(s) · ω(s)f(t(s), y(s), w(s)) ds→ inf,
y′(s) = v(s) · ϕ(t(s), y(s), w(s)), t′(s) = v(s),
y(0) = x0, h
(
t(1), y(1)
)
= 0, t(0) = 0, t(1) =∞,
w(s) ∈ U, v(s) > 0,
gj
(
t(s), y(s)
) ≤ 0, s ∈ [0, 1], j = 1, ..., l.
Die Aufgabe entha¨lt die Singularita¨t t(1) = ∞, die in sa¨mtlichen Elementen dieser Auf-
gabe einfließt, und außerdem die u¨ber [0, 1] nicht integrable und unbeschra¨nkte Funktion
v(·). Die auf [0, 1] u¨berfu¨hrte Aufgabenstellung geho¨rt damit nicht in den Rahmen der
klassischen Steuerungsprobleme. Sondern die Substitution der Zeit verdeutlicht viel mehr,
dass der unendliche Horizont in der Aufgabe (6.10)–(6.14) selbst eine Singularita¨t ist, die
man nicht aus der Betrachtung argumentieren kann. Also kann die Aufgabe (6.10)–(6.14)
kein klassisches Problem der Optimalen Steuerung sein.
Damit stellt sich umgekehrt die Frage, ob sich die Aufgabe mit endlichem Zeitintervall der
Aufgabe mit unendlichem Horizont unterordnet: Die Aufgabe (3.28)–(3.32) u¨ber endlichem
Zeithorizont in Kapitel 3 lautete
J
(
x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ
(
t, x(t), u(t)
)
,
h0
(
x(t0)
)
= 0, h1
(
x(t1)
)
= 0,
u(t) ∈ U ⊆ Rm, U 6= ∅,
gj
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l.

(6.46)
Bezu¨glich des Integranden f und der rechten Seite ϕ der Dynamik setzen wir:
f˜(t, x, u) =
{
f(t, x, u), t ∈ [t0, t1],
0, t 6∈ [t0, t1], ϕ˜(t, x, u) =
{
ϕ(t, x, u), t ∈ [t0, t1],
0, t 6∈ [t0, t1].
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Mit den Randbedingungen verknu¨pfen wir die Abbildungen
h˜0(x) = h0(x), h˜1(t, x) = h1(x).
Außerdem setzen wir bezu¨glich der Zustandsbeschra¨nkungen
g˜j(t, x) =

gj(t0, x)− (1− e(t−t0)2), t < t0,
gj(t, x), t ∈ [t0, t1],
gj(t1, x)− (1− e(t−t1)2), t > t1.
Mit der Verteilungsfunktion ω(t) = χ[t0,t1](t) ergibt sich auf diese Weise u¨ber dem unend-
lichen Zeithorizont die Aufgabe
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f˜
(
t, x(t), u(t)
)
dt→ inf,
x˙(t) = ϕ˜
(
t, x(t), u(t)
)
,
h˜0
(
x(0)
)
= 0, lim
t→∞ h˜1
(
t, x(t)
)
= 0,
u(t) ∈ U ⊆ Rm, U 6= ∅,
g˜j
(
t, x(t)
) ≤ 0 fu¨r alle t ∈ R+, j = 1, ..., l.

(6.47)
Die Aufgabe (6.47) besitzt damit die Gestalt der Aufgabe (6.10)–(6.14). Bezu¨glich der
Verweise auf die Theoreme 6.5 und 6.21 ist anzumerken, dass die unstetigen Anschlu¨sse
der Abbildungen f˜ und ϕ˜ in den Stellen t = t0 und t = t1 sich nicht nachteilig auf die
Beweise der Maximumprinzipien auswirken.
Aus diesen Festlegungen ist ersichtlich, dass ein Steuerungsprozess
(
x˜(·), u˜(·)) genau dann
in der Aufgabe (6.47) zula¨ssig bzw. ein starkes lokales Minimum ist, wenn die Einschra¨nkung(
x(·), u(·)) mit (x(t), u(t)) = (x˜(t), u˜(t)) fu¨r t ∈ [t0, t1] zula¨ssig bzw. ein starkes lokales
Minimum in der Aufgabe (6.46) darstellt. Insbesondere stimmen dann bezu¨glich der Zu-
standbeschra¨nkungen die Mengen
Tj =
{
t ∈ [t0, t1]
∣∣ gj(t, x(t)) = 0}, T˜j = {t ∈ R+ = [0,∞] ∣∣ g˜j(t, x˜(t)) = 0}
fu¨r j = 1, ..., l u¨berein. Bei der Anwendung der Theoreme 6.5 und 6.21 auf die Aufgabe
(6.47) sind die restriktiven Annahmen (6.15) und (6.16) zu beachten, die der Setzung nach
fu¨r ϕ˜(t, x, u) offensichtlich erfu¨llt sind. Daher existieren nach dem Pontrjaginschen Maxi-
mumprinzip (Theorem 6.21) fu¨r ein starkes lokales Minimum
(
x∗(·), u∗(·)
)
der Aufgabe
(6.47) eine Zahl λ0 ≥ 0, eine Vektorfunktion p(·) : R+ → Rn und auf den Mengen
T˜j =
{
t ∈ R+
∣∣ g˜j(t, x∗(t)) = 0}, j = 1, ..., l,
konzentrierte nichtnegative regula¨re Borelsche Maße µj endlicher Totalvariation (wobei
sa¨mtliche Gro¨ßen nicht gleichzeitig verschwinden) derart, dass
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(a) die Vektorfunktion p(·) von beschra¨nkter Variation ist, der adjungierten Gleichung
p(t) = − lim
t→∞ h˜
T
1x
(
t, x∗(t)
)
l1 +
∫ ∞
t
Hx
(
s, x∗(s), u∗(s), p(s), λ0
)
ds
−
l∑
j=1
∫ ∞
t
g˜jx
(
s, x∗(s)
)
dµj(s)
genu¨gt und die Transversalita¨tsbedingungen
p(0) = h˜0
′T (x∗(0))l0,
lim
t→∞ p(t) = limt→∞
[
− h˜T1x
(
x∗(t)
)
l1 −
l∑
j=1
g˜jx
(
t, x∗(t)
)
µj({∞})
]
erfu¨llt;
(b) fu¨r fast alle t ∈ R+ die Maximumbedingung
H
(
t, x∗(t), u∗(t), p(t), λ0
)
= max
u∈U
H
(
t, x∗(t), u, p(t), λ0
)
gilt.
In der Aufgabe ohne Zustandsbeschra¨nkungen ergeben sich wegen p˙(t) = 0 fu¨r t 6∈ [t0, t1]
aus den Transversalita¨tsbedingungen unmittelbar
p(t0) = h
′
0
T (
x∗(t0)
)
l0, p(t1) = −h˜T1x
(
t1, x∗(t1)
)
l1 = −h′1T
(
x∗(t1)
)
l1.
Das Pontrjaginsche Maximumprinzip 3.2 u¨ber dem endlichen Horizont in Kapitel 3 la¨sst
sich also unmittelbar aus Theorem 6.5 ableiten.
In der Aufgabe mit Zustandsbeschra¨nkungen gelten gj
(
t, x∗(t)
)
< 0 fu¨r alle t 6∈ [t0, t1].
Daher haben wir wieder p˙(t) = 0 fu¨r t 6∈ [t0, t1] und erhalten aus der linksseitigen Stetigkeit
p(t1) = −h′1T
(
x∗(t1)
)
l1 −
l∑
j=1
gjx
(
t1, x∗(t1)
)
µj({t1});
also das Pontrjaginsche Maximumprinzip 3.7 u¨ber dem endlichen Horizont fu¨r die Aufgabe
mit Zustandsbeschra¨nkungen. Enthalten dabei die Maße µj auch von Null verschiedene
Massen, die in den Stellen t = t0 bzw. t = t1 konzentriert sind, so ergeben sich wie in Ioffe
& Tichomirov [43] die Sprungbeziehungen:
p(t+i )− p(ti) =
l∑
j=1
gjx
(
ti, x∗(ti)
)
µj({ti}), i = 0, 1.
Zusammenfassend ko¨nnen wir das Pontrjaginsche Maximumprinzip fu¨r die Aufgaben u¨ber
endlichem Zeithorizont aus den Theoremen 6.5 und 6.21 vollsta¨ndig ableiten. Die Aufgabe
mit unendlichem Zeithorizont und die vorgestellten Ergebnisse dieses Kapitels stellen somit
im Vergleich zum Kapitel 3 echte Verallgemeinerungen dar.
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A Grundzu¨ge der Maß- und Integrationstheorie
Unsere Darstellungen zur Maß- und Integrationstheorie basieren auf Bauer [11], Elstrodt
[24], Heuser [39] und Natanson [53]. Die Eigenschaften der Funktionen von beschra¨nkter
Variation und des Stieltjes-Integral sind Heuser [38] und Natanson [53] entnommen.
A.1 Maßtheoretische Grundlagen
Sei M eine Menge, und sei Σ ein System von Teilmengen von M mit den Eigenschaften
∅ ∈ Σ, A ∈ Σ⇒M \A ∈ Σ, A1, A2, ... ∈ Σ⇒
∞⋃
i=1
Ai ∈ Σ,
dann heißt Σ eine σ-Algebra und jede Menge A ∈ Σ messbar.
Eine Abbildung µ : Σ → [0,∞] heißt ein Maß, wenn µ(∅) = 0 und µ σ-additiv ist, d. h.,
wenn fu¨r paarweise disjunkte A1, A2, ... ∈ Σ folgendes gilt:
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
µ(Ai).
Das Maß µ nennen wir σ-endlich, wenn es in M eine Folge A1, A2, ... von Teilmengen gibt
mit µ(Ai) <∞ fu¨r alle i und A1 ∪A2 ∪ ... = M .
Eine Abbildung µ : Σ → R heißt ein signiertes Maß, falls µ σ-additiv ist. Ein Maß ist
demnach im Unterschied zu signierten Maßen eine Abbildung mit ausschließlich nichtne-
gativen Werten. Wir nennen A ∈ Σ mit µ(A) = 0 eine µ-Nullmenge.
Sei µ ein signiertes Maß auf Σ und A ∈ Σ. Setze
|µ|(A) = sup
n∑
k=1
|µ(Ak)|,
wobei das Supremum u¨ber alle endlichen Zerlegungen A = A1 ∪ ... ∪ An mit paarweise
disjunkten Ak ∈ Σ zu bilden ist. |µ|(A) heißt totale Variation von µ auf A. Ist µ ein
signiertes Maß, so definiert A→ |µ|(A) ein endliches Maß.
Ein Maß µ heißt von innen bzw. von außen regula¨r, falls fu¨r alle A ∈ Σ
µ(A) = sup{µ(C) |C ⊂ A,C kompakt}, bzw. µ(A) = inf{µ(O) |A ⊂ O,O offen}
gilt. Ein von innen und außen regula¨res Maß heißt regula¨r. Ein signiertes Maß heißt regula¨r,
wenn seine Variation regula¨r ist.
Satz A.1 (Hahn-Jordan-Zerlegung). Sei Σ eine σ-Algebra und µ : Σ → R ein signiertes
Maß.
(a) Es existiert ein bis auf eine |µ|-Nullmenge eindeutig bestimmtes A+ ∈ Σ mit
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(i) 0 ≤ µ(A) ≤ µ(A+) fu¨r alle A ∈ Σ, A ⊆ A+,
(ii) 0 ≥ µ(A) ≥ µ(A−) fu¨r alle A ∈ Σ, A ⊆ A− := T \A+.
(b) µ+ = χA+µ und µ
− = χA−µ sind endliche Maße mit µ = µ+ − µ−.
(c) |µ|(A) = µ+(A) + µ−(A).
Die Zerlegungen A = A+ ∪A− und µ = µ+ − µ− heißen Hahn- bzw. Jordan-Zerlegung.
Die offenen Teilmengen der Menge M erzeugen die σ-Algebra der Borelmengen B. D. h.
B ist die kleinste σ-Algebra, die M umfasst. Ein (signiertes) Maß µ auf der σ-Algebra
B heißt (signiertes) Borelsches Maß. Mit M (I) bezeichnen wir die Menge der signierten
regula¨ren Borelschen Maße auf der σ-Algebra B u¨ber I ⊆ R = [−∞,∞]. Fu¨r µ ∈M (R+)
ist |µ| ein endliches Maß u¨ber R+ und es folgt aus σ-Additivita¨t und der Konvergenz der
Reihe ∞∑
n=0
|µ|(An), An = [n, n+ 1),
dass µ([T,∞))→ 0 fu¨r T →∞ gilt.
A.2 Integration bezu¨glich eines Maßes
Es sei I ⊆ R ein Intervall, d. h. eine beschra¨nkte oder unbeschra¨nkte konvexe Teilmengen
von R, und B die Borelsche σ-Algebra auf I. Die Funktion f : I → R ist eine Trep-
penfunktion, wenn f nur endliche viele Werte annimmt. D. h. gibt es paarweise disjunkte
messbare Mengen A1, ..., Ak ⊆ I und Punkte y1, ..., yk ∈ R mit A1 ∪ ... ∪Ak = I und
f(t) =
k∑
i=1
yiχAi(t), t ∈ I.
Es sei µ ein Maß u¨ber der σ-Algebra B. Eine nichtnegative reelle Funktion f ist genau
dann meßbar, wenn es eine monoton wachsende Folge {fn} von nichtnegativen Treppen-
funktionen gibt, die punktweise gegen f konvergiert. Jede beschra¨nkte meßbare Funktion
ist gleichma¨ßiger Grenzwert von Treppenfunktionen.
Wir nennen eine nichtnegative reelle Funktion f µ-integrierbar, falls eine monoton wach-
sende Folge {fn} nichtnegativer Treppenfunktionen existiert, die punktweise gegen f kon-
vergiert. Die Zahl
∫
I
f dµ =
∫
I
f(t) dµ(t) = lim
n→∞
∫
I
fn(t) dµ(t),
∫
I
fn(t) dµ(t) =
k∑
i=1
yiµ(Ai),
welche unabha¨ngig von der Darstellung mittels {fn} ist, heißt das µ-Integral von f .
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Eine meßbare reelle Funktion f heißt µ-integrierbar, falls ihr Positivteil f+ und ihr Ne-
gativteil f− µ-integrierbar sind und die µ-Integrale
∫
I
f+ dµ,
∫
I
f− dµ reelle Zahlen sind.
Dann heißt ∫
I
f dµ =
∫
I
f+ dµ−
∫
I
f− dµ
das µ-Integral von f . Es sei µ ein signiertes Maß, µ = µ+ − µ− seine Jordan-Zerlegung
und die reelle Funktion f meßbar. Dann heißt f µ-integrierbar, falls f |µ|-integrierbar ist.
Wir setzen ∫
I
f dµ =
∫
I
f dµ+ −
∫
I
f dµ−.
Im Fall des Lebesgue-Maßes sagen wir integrierbar und schreiben fu¨r das Lebesgue-Integral∫
I
f dt.
Ein innerer Punkt t0 ∈ I heißt Lebesguescher Punkt der Funktion f , wenn
lim
h→0+
1
h
∫ h
0
|f(t0 ± t)− f(t0)| dt = 0.
Satz A.2. Ist f u¨ber I integrierbar, so ist fast jeder Punkt ein Lebesguescher Punkt.
Satz A.3 (Satz von Lusin). Es sei f : I → R und λ das Lebesgue-Maß. Dann sind
a¨quivalent:
(a) Es gibt eine meßbare Funktion g : I → R mit f = g λ-f.u¨.
(b) Zu jedem offenen U ⊆ I mit λ(U) < ∞ und jedem δ > 0 gibt es ein Kompaktum
K ⊂ U mit λ(U \K) < δ, so dass f |K stetig ist.
(c) Zu jedem Kompaktum T ⊂ I und jedem δ > 0 gibt es ein Kompaktum K ⊂ T mit
λ(T \K) < δ, so dass f |K stetig ist.
A.3 Funktionen beschra¨nkter Variation und Stieltjes-Integral
Eine Funktion g : [a, b] → R heißt von beschra¨nkter Variation auf [a, b], wenn es eine
Konstante M > 0 derart gibt, dass fu¨r jede Zerlegung Z := {x0, x1, ..., xn} von [a, b] mit
a = x0 < x1 < ... < xn = b stets
V(g, Z) :=
n∑
k=1
|g(xk)− g(xk−1)| ≤M
bleibt. In diesem Fall wird die reelle Zahl
b
V
a
(g) = sup
Z
V(g, Z)
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die totale Variation von g auf [a, b] genannt. Eine Funktion g(·) von beschra¨nkter Variation
heißt normalisiert, wenn g(a) = 0 gilt und g(·) fu¨r alle a < t < b rechtsseitig stetig ist.
Fu¨r unbeschra¨nkte Intervalle definieren wir die totale Variation durch
∞
V−∞(g) = limn→∞
n
V−n(g),
∞
V
a
(g) = lim
n→∞
n
V
a
(g).
Sind diese Variationen endlich, dann gelten
lim
a→−∞
a
V−∞(g) = 0, lima→∞
+∞
V
a
(g) = 0.
Satz A.4. Eine Funktion ist genau dann von beschra¨nkter Variation, wenn sie als Diffe-
renz zweier monotoner Funktionen darstellbar ist.
Auf [a, b] seien zwei endliche Funktionen f und g definiert. Weiterhin sei Z = {x0, x1, ..., xn}
eine Zerlegung von [a, b]. In jedem Teilintervall [xk−1, xk] wa¨hlen wir einen Punkt ξk und
bilden die Summe
σ =
n∑
k=1
f(ξk)[g(xk)− g(xk−1)].
Konvergiert σ bei Verfeinerung der Zelegung gegen einen endlichen Grenzwert I, der we-
der von der Zerlegung noch von der Auswahl der Punkte ξk abha¨ngig ist, so heißt der
Grenzwert I das Stieltjes-Integral von f nach der Funktion g. Schreibweise∫ b
a
f(x) dg(x) oder (S)
∫ b
a
f(x) dg(x).
Satz A.5. Existiert eines der Integrale
∫ b
a
f(x) dg(x) oder
∫ b
a
g(x) df(x), so existiert auch
das andere, und es gilt die Regel der partiellen Integration:∫ b
a
f(x) dg(x) +
∫ b
a
g(x) df(x) = f(b)g(b)− f(a)g(a).
Satz A.6. Ist f auf [a, b] stetig und g auf [a, b] von beschra¨nkter Variation, dann existiert
das Stieltjes-Integral von f nach der Funktion g.
Eine Funktion g : [a, b]→ R heißt absolutstetig, wenn zu jedem ε > 0 ein δ > 0 derart exi-
stiert, dass fu¨r jedes endliche System von disjunkten Intervallen {(ak, bk)}mit Gesamtla¨nge∑
(bk − ak) ≤ δ die Ungleichung
∑ |g(bk)− g(ak)| ≤ ε gilt.
Satz A.7. Ist f auf [a, b] stetig und g absolutstetig auf [a, b], dann gilt
(S)
∫ b
a
f(x) dg(x) = (L)
∫ b
a
f(x)g′(x) d(x).
D. h., dass der Fall einer absolutstetigen Funktion g auf die Berechnung eines Lebesgue-
Integrals fu¨hrt.
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B Funktionalanalytische Hilfsmittel
Die Grundbegriffe und die Hauptsa¨tze zur Funktionalanalysis, sowie die Darstellung ste-
tiger linearer Funktionale sind Heuser [41], Ioffe & Tichomirov [43], Kufner [44] und Wer-
ner [72] entnommen. Den Fixpunktsatz von Weissinger findet man in Heuser [40], den
Darstellungssatz fu¨r die stetigen linearen Funktionale auf dem Raum der im Unendlichen
verschwindenden stetigen Funktionen in Rudin [63]. Bei der Darstellung des Satzes von
Ljusternik folgen wir Ioffe & Tichomirov [43]. Dieser Satz geht auf Ljusternik [47] zuru¨ck.
B.1 Stetige lineare Operatoren auf normierten Ra¨umen
Es seien X,Y normierte lineare Ra¨ume. Der normierte lineare Raum X mit Norm ‖·‖ heißt
vollsta¨ndig oder ein Banachraum, wenn jede Cauchyfolge in X bezu¨glich ‖ · ‖ konvergiert.
Der normierte linearer Raum X mit Skalarprodukt 〈·, ·〉 heißt ein Hilbertraum, wenn X
bezu¨glich der induzierten Norm ‖x‖ = √〈x, x〉 vollsta¨ndig ist.
Fu¨r ein Skalarprodukt gilt die Cauchy-Schwarsche Ungleichung
|〈x, y〉|2 ≤ ‖x‖2 · ‖y‖2.
Auf X wird eine Norm ‖ · ‖ genau dann durch ein Skalarprodukt 〈·, ·〉 induziert, wenn die
Parallelogrammgleichung
‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2)
fu¨r alle x, y ∈ X gilt. In diesem Fall ist das Skalarprodukt eindeutig bestimmt und wird
in einem reellen Vektorraumes X durch folgende Formel gegeben:
〈x, y〉 = 1
4
(‖x+ y‖2 − ‖x− y‖2).
Wir geben einige Beispiele fu¨r normierte Ra¨ume an (vgl. [72]): Sei I ⊆ R.
(a) Der Raum Cb(I,Rn) der beschra¨nkten stetigen Funktionen ist bezu¨glich der Supre-
mumsnorm ‖ · ‖∞ vollsta¨ndig.
(b) C(I,Rn) ist der Raum der stetigen Funktionen auf I ⊆ R. Bezu¨glich der Supre-
mumsnorm ‖ · ‖∞ ist dieser Raum fu¨r eine kompakte Menge I vollsta¨ndig.
(c) C0(R+,Rn) bezeichnet den Raum der stetigen Funktionen x(·), die im Unendlichen
verschwinden. D. h. zu jedem ε > 0 ist die Menge M = {t ∈ R+ | ‖x(t)| ≥ ε}
kompakt. Als abgeschlossener Unterraum des Raumes Cb(R+,Rn) ist C0(R+,Rn)
vollsta¨ndig.
(d) Der Raum der stetig differenzierbaren Funktionen C1(I,Rn) ist u¨ber einer kompak-
ten Menge I bezu¨glich der Norm ‖x(·)‖C1 = ‖x(·)‖∞ + ‖x˙(·)‖∞ vollsta¨ndig.
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(e) Die Lebesgue-Ra¨ume Lp(I,Rn), 1 ≤ p ≤ ∞, sind bezu¨glich der Lp-Norm ‖ · ‖Lp mit
dem Lebesgue-Integral vollsta¨ndig. Fu¨r p = 2 liegt ein Hilbertraum vor.
(f) Die Sobolev-Ra¨ume W 1p (I,Rn) sind bezu¨glich ‖x(·)‖W 1p = ‖x(·)‖Lp + ‖x˙(·)‖Lp voll-
sta¨ndig. Der Raum W 12 (I,Rn) ist ein Hilbertraum.
(g) Die Beispiele (e) und (f) lassen sich auf den Fall eines σ-endliche Maßes µ verallge-
meinern. Insbesondere ist fu¨r 1p +
1
q = 1 die Ho¨ldersche Ungleichung gu¨ltig:
‖x(·)y(·)‖L1 ≤ ‖x(·)‖Lp‖y(·)‖Lq fu¨r alle x(·) ∈ Lp(I,R), y(·) ∈ Lq(I,R).
Wir erweitern diese Aufza¨hlung im Fall I = R+ um diejenigen Funktionen, die im Unend-
lichen Konvergenz aufweisen:
(h) Clim(R+,Rn) bezeichnet den Raum der stetigen Funktionen x(·), die im Unendlichen
einen Grenzwert besitzen. Als abgeschlossener Unterraum des Raumes Cb(R+,Rn)
ist Clim(R+,Rn) vollsta¨ndig.
(i) Fu¨r 1 ≤ p <∞ fu¨hren wir die folgenden Ra¨ume W 1p,lim(R+,Rn) ein:
W 1p,lim(R+,Rn) = {x(·) |x(·) = x0 + x0(·), x0 ∈ Rn, x0(·) ∈W 1p (R+,Rn)}.
Bezu¨glich der Norm
‖x(·)‖W 1p,lim =
(
‖x0‖p + ‖x0(·)‖pW 1p
) 1
p
sind die Ra¨ume W 1p,lim(R+,Rn) vollsta¨ndig. Insbesondere gilt im Fall p = 2 die
Parallelogrammgleichung und W 12,lim(R+,Rn) stellt mit dem Skalarprodukt
〈x(·), y(·)〉 = 〈x0, y0〉+
∫ ∞
0
〈x0(t), y0(t)〉 dt
einen Hilbertraum dar.
Um mit einem unbeschra¨nkten Intervall I umzugehen kann man alternativ gewichtete
Funktionenklassen betrachten:
(j) Es sei ν(·) eine positive stetige Funktion. Mit Clim(R+,Rn; ν) bezeichnen wir den
Raum stetiger Funktionen, die bezu¨glich der Gewichtsfunktion ν(·) im Unendlichen
einen Grenzwert besitzen:
Clim(R+,Rn; ν) =
{
x(·) ∈ C(R+,Rn)
∣∣ lim
t→∞ ν(t)x(t) existiert
}
.
Wir versehen den Raum Clim(R+,Rn; ν) mit der gewichteten Supremumsnorm
‖x(·)‖∞,ν = sup
t∈R+
ν(t)‖x(t)‖.
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Offensichtlich gelten damit die A¨quivalenzen
x(·) = ν−1(·)y(·) ∈ Clim(R+,Rn; ν)⇔ ν(·)x(·) = y(·) ∈ Clim(R+,Rn)
und ‖x(·)‖∞,ν = ‖y(·)‖∞. Damit ist Clim(R+,Rn; ν) bezu¨glich ‖ · ‖∞,ν vollsta¨ndig.
(k) Der Raum C0(R+,Rn; ν) der stetigen Funktionen, die bezu¨glich der positiven und
stetigen Gewichtsfunktion ν(·) im Unendlichen verschwinden, ist versehen mit der
gewichteten Supremumsnorm ein abgeschlossener Unterraum von Clim(R+,Rn; ν)
und daher vollsta¨ndig.
(l) Es sei µ ein σ-endliche Maß, dass bezu¨glich dem Lebesgue-Maß die Dichte ν(·) be-
sitzt. Dann lassen sich im Beispiel (g) die µ-Integrale durch Lebesgue-Integrale mit
Dichte ν(·) ersetzen. Auf diese Weise ergeben sich die gewichteten Lebesgue- und So-
bolevra¨ume, die wir mit Lp(I,Rn; ν) bzw. W 1p (I,Rn; ν) bezeichnen. Fu¨r 1 ≤ p <∞
lautet die gewichtete Norm des Raumes Lp(I,Rn; ν)
‖x(·)‖pLp(ν) =
∫ ∞
0
‖x(t)‖pν(t) dt
und die gewichtete Norm des Raumes W 1p (I,Rn; ν)
‖x(·)‖W 1p (ν) = ‖x(·)‖Lp(ν) + ‖x˙(·)‖Lp(ν).
Es bezeichnet L(X,Y ) die Menge der stetigen linearen Abbildungen T : X → Y . Ist
Y = R, dann nennen wir T : X → R ein Funktional. Dabei heißt eine (nicht notwendig
lineare) Abbildung T stetig, wenn das Urbild T−1(O) = {x ∈ X |Tx ∈ O} offener Mengen
O ⊆ Y offen in X ist. Dabei verwenden wir die u¨bliche Schreibweise Tx statt T (x). Zu
dieser Definition der Stetigkeit sind a¨quivalent:
(i) Aus xn → x folgt Txn → Tx.
(ii) Zu jedem x0 ∈ X und jedem ε > 0 existiert ein δ = δ(x0, ε) > 0 mit
‖Tx− Tx0‖ ≤ ε fu¨r alle ‖x− x0‖ ≤ δ.
Insbesondere sind fu¨r lineare Abbildungen a¨quivalent:
(a) T ist stetig, d. h. T ist in jedem Punkt x ∈ X stetig.
(b) T ist in x = 0 stetig.
(c) T ist gleichma¨ßig stetig.
(d) T ist beschra¨nkt, d. h. es existiert eine Zahl K ≥ 0 mit
‖Tx‖ ≤ K‖x‖ fu¨r alle x ∈ X.
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Die kleinste Zahl K ≥ 0, mit der (d) gilt, heißt die Operatornorm der linearen Abbildung
T und wird mit ‖T‖ bezeichnet. Fu¨r ‖T‖ gilt
‖T‖ = sup
x 6=0
‖Tx‖
‖x‖ = sup‖x‖=1
‖Tx‖ = sup
‖x‖≤1
‖Tx‖.
Der Raum L(X,R) der stetigen linearen Funktional x∗ : X → R auf dem normierten
Raum X heißt der Dualraum von X und wird mit X∗ bezeichnet. Ferner schreiben wir
〈x∗, x〉 statt x∗(x).
Theorem B.1 (Satz von Fre´chet-Riesz). Sei H ein Hilbertraum und x∗ ∈ H∗ ein stetiges
lineares Funktional. Dann existiert genau ein y ∈ H mit
〈x∗, x〉 = 〈x, y〉 fu¨r alle x ∈ H.
B.2 Differentialrechnung und Differenzierbarkeit konkreter Abbildun-
gen
Es seien X,Y normierte Ra¨ume, U ⊆ X offen und F : U → Y eine Abbildung. Existiert
in x0 ∈ U fu¨r jedes x ∈ X der Grenzwert
lim
λ→0+
F (x0 + λx)− F (x0)
λ
= δF (x0)x,
dann heißt die Abbildung x → δF (x0)x die erste Variation der Abbildung F in x0. Gibt
es ein T ∈ L(X,Y ) mit Tx = δF (x0)x, dann heißt F in x0 Gaˆteaux-differenzierbar und
T die Gaˆteaux-Ableitung von F in x0. Ferner heißt F in x0 Fre´chet-differenzierbar und
F ′(x0) = T die Fre´chet-Ableitung von F in x0, falls der Grenzwert der Gaˆteaux-Ableitung
bezu¨glich ‖x‖ ≤ 1 gleichma¨ßig konvergiert. D. h. zu jedem ε > 0 gibt es eine Zahl λ0 > 0
mit ∥∥∥∥F (x0 + λx)− F (x0)λ − F ′(x0)x
∥∥∥∥ ≤ ε fu¨r alle 0 < λ < λ0, ‖ξ‖ ≤ 1.
Eine Abbildung F ist in x0 genau dann Fre´chet-differenzierbar, falls ein T ∈ L(X,Y ) und
eine Abbildung r : X → Y mit
F (x0 + x) = F (x0) + Tx+ r(x), lim‖x‖→0
‖r(x)‖
‖x‖ = 0.
Die Abbildung F nennen wir im Punkt x regula¨r, wenn sie in diesem Punkt Fre´chet-
differenzierbar ist und ImF ′(x) = Y gilt. Die Abbildung F ist in x0 bzw. auf U stetig
differenzierbar, wenn fu¨r alle Punkte der Menge U die Ableitung F ′(x) existiert und die
Abbildung x → F ′(x) bezu¨glich der Operatornorm des Raum L(X,Y ) in x0 bzw. auf U
stetig ist.
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In den folgenden Beispielen verwenden wir nach dem Hauptsatz der Differential- und
Integralrechnung fu¨r eine differenzierbare Abbildung h(y) : Rn → Rm die Beziehung:
h(y + h)− h(y) =
∫ 1
0
h′(y + sh)y ds.
Beispiel B.2. Sei I ⊆ R. Zu der Funktion y∗(·) ∈ Clim(I,Rn) definieren wir die Menge
Vγ = {(t, y) ∈ I × Rn | ‖y − y∗(t)‖ ≤ γ}.
Wir nehmen an, dass die Abbildung g(t, y) : R×Rn → Rm auf der Menge Vγ gleichma¨ßig
stetig und bezu¨glich y gleichma¨ßig stetig differenzierbar ist.
Dann ist die Abbildung G : Clim(I,Rn) → Clim(I,Rm), G
(
y(·))(t) = g(t, y(t)), im Punkt
y∗(·) stetig Fre´chet-differenzierbar und es gilt[
G′
(
y∗(·)
)
y(·)](t) = gy(t, y∗(t))y(t), t ∈ I.
Denn: Fu¨r t ∈ I, ‖y(·)− y∗(·)‖∞ < γ und 0 < λ < λ0 gilt[
G
(
y(·) + λx(·))−G(y(·))
λ
−G′(y(·))x(·)](t) =∫ 1
0
[
gy
(
t, y(t)+sλx(t)
)−gy(t, y(t))]x(t)ds.
Da die Abbildung gy(t, y) auf der Menge Vγ gleichma¨ßig stetig ist, gibt es ein C > 0 mit∥∥∥∥G
(
y(·) + λx(·))−G(y(·))
λ
−G′(y(·))x(·)∥∥∥∥
∞
≤ sup
t∈I
∫ 1
0
C‖λx(t)‖ds · ‖x(·)‖∞ = λC,
d. h. der Grenzwert λ → 0+ konvergiert gleichma¨ßig bezu¨glich ‖x(·)‖∞ = 1. Also ist die
Abbildung G auf einer Umgebung von y∗(·) Fre´chet-differenzierbar.
Weiterhin ergibt sich wegen der gleichma¨ßigen Stetigkeit von gy(t, y) auf der Menge Vγ fu¨r
die Abbildung y(·)→ G′(y(·)) bezu¨glich der Operatornorm in y∗(·):∥∥G′(y(·))−G′(y∗(·))∥∥ = sup
‖x(·)‖∞=1
∥∥[G′(y(·))−G′(y∗(·))]x(·)∥∥∞
≤ sup
t∈I
∥∥gy(t, y(t))− gy(t, y∗(t))∥∥ ≤ C‖y(·)− y∗(·)‖∞.
Somit ist die stetige Fre´chet-Differenzierbarkeit nachgewiesen. 
Beispiel B.3. Sei ν(t) = e−at. Zu y∗(·) ∈ Clim(R+,Rn; ν) definieren wir die Menge
Vγ,ν = {(t, y) ∈ R+ × Rn | e−at‖y − y∗(t)‖ ≤ γ}.
Wir nehmen an, dass die Abbildung g(t, y) : R × Rn → Rm auf der Menge Vγ,ν stetig,
stetig differenzierbar bezu¨glich y und
‖gy(t, y)− gy(t, y′)‖ ≤ C0e−at‖y − y′‖
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mit einem C0 > 0 fu¨r alle (t, y), (t, y
′) ∈ Vγ,ν ist. Außerdem setzen wir voraus, dass fu¨r
alle y(·) ∈ Clim(R+,Rn; ν) mit ‖y(·)− y∗(·)‖∞,ν ≤ γ die Grenzwerte
lim
t→∞ ν(t)g
(
t, y(t)
)
, lim
t→∞ gy
(
t, y(t)
)
existieren. Dann ist die Abbildung G : Clim(R+,Rn; ν)→ Clim(R+,Rm; ν),
G
(
y(·))(t) = g(t, y(t)),
im Punkt y∗(·) stetig Fre´chet-differenzierbar und es gilt[
G′
(
y∗(·)
)
y(·)](t) = gy(t, y∗(t))y(t), t ∈ R+.
Denn: Aufgrund unserer Annahmen u¨ber das Verhalten im Unendlichen stellen G
(
y(·))
und G′
(
y(·)) Abbildungen des Raumes Clim(R+,Rn; ν) in sich dar.
Fu¨r t ∈ R+, ‖y(·)− y∗(·)‖∞,ν < γ und 0 < λ < λ0 gilt[
G
(
y(·) + λx(·))−G(y(·))
λ
−G′(y(·))x(·)](t) =∫ 1
0
[
gy
(
t, y(t)+sλx(t)
)−gy(t, y(t))]x(t)ds.
Nach Voraussetzung an die Abbildung gy(t, y) existiert auf der Menge Vγ,ν ein C0 > 0 mit∥∥∥∥G
(
y(·) + λx(·))−G(y(·))
λ
−G′(y(·))x(·)∥∥∥∥
∞,ν
≤ sup
t∈R+
ν(t)
∫ 1
0
C0ν(t)‖λx(t)‖‖x(t)‖ ds
≤ sup
t∈R+
∫ 1
0
C0λ‖ν(t)x(t)‖ ds · ‖x(·)‖∞,ν = λC0,
d. h. der Grenzwert λ→ 0+ konvergiert gleichma¨ßig bezu¨glich ‖x(·)‖∞,ν = 1. Also ist die
Abbildung G auf einer Umgebung von y∗(·) Fre´chet-differenzierbar. Weiterhin ergibt sich
fu¨r die Abbildung y(·)→ G′(y(·)) bezu¨glich der Operatornorm in y∗(·):∥∥G′(y(·))−G′(y∗(·))∥∥ = sup
‖x(·)‖∞,ν=1
∥∥[G′(y(·))−G′(y∗(·))]x(·)∥∥∞,ν
≤ sup
t∈R+
∥∥gy(t, y(t))− gy(t, y∗(t))∥∥ ≤ C0‖y(·)− y∗(·)‖∞,ν .
Somit ist die stetige Fre´chet-Differenzierbarkeit nachgewiesen. 
Beispiel B.4. Es sei y∗(·) ∈ L∞([t0, t1],Rn). Dann ko¨nnen wir annehmen, dass y∗(·) fu¨r
t ∈ [t0, t1] beschra¨nkt ist. Ferner sei die Funktion f(t, y) : R×Rn → R auf dem Abschluss
der Menge Vγ = {(t, y) ∈ [t0, t1] × Rn | ‖y − y∗(t)‖ ≤ γ} stetig und stetig differenzierbar
bezu¨glich y. Dann ist J : L∞([t0, t1],Rn)→ R,
J
(
y(·)) = ∫ t1
t0
f
(
t, y(t)
)
dt,
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im Punkt y∗(·) Fre´chet-differenzierbar und es gilt
J ′
(
y∗(·)
)
y(·) =
∫ t1
t0
〈
fy
(
t, y∗(t)
)
, y(t)
〉
dt.
Denn: Nach Voraussetzung ist die Abbildung f(t, y) auf der Menge V γ stetig und stetig
differenzierbar bezu¨glich y. Daher ist J auf einer Umgebung von y∗(·) wohldefiniert. Ferner
ist der lineare Operator J ′
(
y∗(·)
)
stetig. Sei ε > 0 gegeben. Aufgrund der gleichma¨ßigen
Stetigkeit von fy(t, y) auf der Menge V γ gibt es eine Zahl λ0 > 0 mit∥∥fy(t, y∗(t) + λy)− fy(t, y∗(t))∥∥ ≤ ε
t1 − t0
fu¨r fast alle t ∈ [t0, t1], fu¨r alle ‖y‖ ≤ 1 und alle 0 < λ ≤ λ0. Damit erhalten wir∣∣∣∣J
(
y∗(·) + λy(·)
)− J(y∗(·))
λ
− J ′(y∗(·))y(·)∣∣∣∣
=
∣∣∣∣ ∫ t1
t0
[ ∫ 1
0
〈fy
(
t, y∗(t) + λsy(t)
)− fy(t, y∗(t)), y(t)〉 ds] dt∣∣∣∣ ≤ ε
fu¨r alle ‖y(·)‖L∞ ≤ 1 und alle 0 < λ ≤ λ0. 
Beispiel B.5. Es seien [t0, t1] ⊂ R, U ⊆ Rm, x∗(·) ∈ C([t0, t1],Rn) und
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}.
Ferner sei die Funktion f(t, x, u) : [t0, t1] × Rn × Rm → R fu¨r jede kompakte Menge
U1 ⊆ Rm auf der Menge Vγ ×U1 stetig und bezu¨glich x stetig differenzierbar. Dann ist fu¨r
jedes u(·) ∈ L∞([t0, t1], U) die Abbildung
x(·)→ J(x(·), u(·)) = ∫ t1
t0
f
(
t, x(t), u(t)
)
dt, J : C([t0, t1],Rn)× L∞([t0, t1], U)→ R,
im Punkt x∗(·) Fre´chet-differenzierbar und es gilt
Jx
(
x∗(·), u(·)
)
x(·) =
∫ t1
t0
〈
fx
(
t, x∗(t), u(t)
)
, x(t)
〉
dt.
Denn: Wegen u(·) ∈ L∞([t0, t1], U) la¨sst sich eine kompakte Menge U1 ⊆ Rm mit u(t) ∈ U1
fu¨r fast alle t angeben. Nach Voraussetzung ist die Abbildung f(t, x, u) auf der Menge
Vγ ×U1 stetig und stetig differenzierbar bezu¨glich x. Daher ist J wohldefiniert. Weiterhin
ist fu¨r jedes u(·) ∈ L∞([t0, t1], U) der lineare Operator Jx
(
x∗(·), u(·)
)
stetig.
Sei ε > 0 gegeben. Aufgrund der gleichma¨ßigen Stetigkeit von fx(t, x, u) auf der Menge
Vγ × U1 gibt es eine Zahl λ0 > 0 mit∥∥fx(t, x∗(t) + λx, u)− fx(t, x∗(t), u)∥∥ ≤ ε
t1 − t0
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fu¨r fast alle t ∈ [t0, t1] und fu¨r alle ‖x‖ ≤ 1, u ∈ U1, 0 < λ ≤ λ0. Damit erhalten wir∣∣∣∣J
(
x∗(·) + λx(·), u(·)
)− J(x∗(·), u(·))
λ
− Jx
(
x∗(·), u(·)
)
x(·)
∣∣∣∣
=
∣∣∣∣ ∫ t1
t0
[ ∫ 1
0
〈fx
(
t, x∗(t) + λsx(t), u(t)
)− fx(t, x∗(t), u(t)), x(t)〉 ds] dt∣∣∣∣ ≤ ε
fu¨r alle ‖x(·)‖∞ ≤ 1 und alle 0 < λ ≤ λ0. 
Beispiel B.6. Es sei y∗(·) ∈ L∞([t0, t1],Rn). Dann ko¨nnen wir annehmen, dass y∗(·) fu¨r
t ∈ [t0, t1] beschra¨nkt ist. Ferner sei die Abbildung ϕ(t, y) : R×Rn → Rn auf dem Abschluss
der Menge Vγ = {(t, y) ∈ [t0, t1] × Rn | ‖y − y∗(t)‖ ≤ γ} stetig und stetig differenzierbar
bezu¨glich y. Dann ist F : L∞([t0, t1],Rn)→ C([t0, t1],Rn),
F
(
y(·))(t) = ∫ t
t0
ϕ
(
s, y(s)
)
ds, t ∈ [t0, t1],
im Punkt y∗(·) stetig Fre´chet-differenzierbar und es gilt[
F ′
(
y∗(·)
)
y(·)](t) = ∫ t
t0
ϕy
(
s, y∗(s)
)
y(s) ds, t ∈ [t0, t1].
Denn: Nach Voraussetzung ist die Abbildung F auf einer Umgebung von y∗(·) wohldefiniert
und der lineare Operator F ′
(
y∗(·)
)
stetig.
Es seien y(·) mit ‖y(·)− y∗(·)‖L∞ < γ und ε > 0 gegeben. Da die Abbildung ϕy(t, y) auf
V γ gleichma¨ßig stetig ist, gibt es eine Zahl λ0 > 0 mit∥∥ϕy(t, y(t) + λx)− ϕy(t, y(t))∥∥ ≤ ε
t1 − t0
fu¨r fast alle [t0, t1], fu¨r alle ‖x‖ ≤ 1 und alle 0 < λ ≤ λ0. Damit folgt∥∥∥∥F
(
y(·) + λx(·))− F (y(·))
λ
− F ′(y(·))x(·)∥∥∥∥
∞
≤
∫ t1
t0
[ ∫ 1
0
∥∥ϕy(t, y(t) + λsx(t))− ϕy(t, y(t))∥∥ ds] dt ≤ ε
fu¨r alle ‖x(·)‖L∞ ≤ 1 und alle 0 < λ ≤ λ0.
Wegen der gleichma¨ßigen Stetigkeit von fy(t, y) auf V γ erhalten wir fu¨r die Abbildung
y(·)→ F ′(y(·)) bezu¨glich der Operatornorm in y∗(·)∥∥F ′(y(·))− F ′(y∗(·))∥∥ = sup
‖x(·)‖L∞
∥∥[F ′(y(·))− F ′(y∗(·))]x(·)∥∥∞
≤ ess sup
t∈I
∥∥ϕy(t, y(t))− ϕy(t, y∗(t))∥∥ ≤ C‖y(·)− y∗(·)‖L∞
fu¨r alle y(·) mit ‖y(·)− y∗(·)‖L∞ < γ. 
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Beispiel B.7. Es seien [t0, t1] ⊂ R, U ⊆ Rm, x∗(·) ∈ C([t0, t1],Rn) und
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}.
Ferner sei die Abbildung ϕ(t, x, u) : [t0, t1] × Rn × Rm → Rn fu¨r jede kompakte Menge
U1 ⊆ Rm auf der Menge Vγ ×U1 stetig und bezu¨glich x stetig differenzierbar. Dann ist fu¨r
jedes u(·) ∈ L∞([t0, t1], U) die Abbildung
x(·)→ F (x(·), u(·))(t) = ∫ t
t0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ [t0, t1],
F : C([t0, t1],Rn)×L∞([t0, t1],Rn)→ C([t0, t1],Rn), im Punkt x∗(·) Fre´chet-differenzierbar
und es gilt [
Fx
(
x∗(·), u(·)
)
x(·)](t) = ∫ t
t0
ϕx
(
s, x∗(s), u(s)
)
x(s) ds, t ∈ [t0, t1].
Denn wie im Beispiel B.5 la¨sst sich zu u(·) ∈ L∞([t0, t1], U) eine kompakte Menge U1 ⊆ Rm
mit u(t) ∈ U1 fu¨r fast alle t angeben, so dass ϕx(t, x, u) auf der Menge Vγ×U1 gleichma¨ßig
stetig ist. Wie im Beispiel B.6 zeigt man damit die Fre´chet-Differenzierbarkeit. 
Beispiel B.8. Es seien U ⊆ Rm, ω(·) eine Gewichtsfunktion aus dem Raum L1(R+,R+),
weiterhin x∗(·) ∈ Clim(R+,Rn) und
Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}.
Ferner sei die Funktion f(t, x, u) : R×Rn×Rm → R fu¨r jede kompakte Menge U1 ⊆ Rm auf
der Menge Vγ × U1 gleichma¨ßig stetig und bezu¨glich x gleichma¨ßig stetig differenzierbar.
Dann ist fu¨r jedes u(·) ∈ L∞(R+, U) die Abbildung
x(·)→ J(x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt,
wobei J : Clim(R+,Rn)×L∞(R+, U)→ R gilt, im Punkt x∗(·) Fre´chet-differenzierbar und
Jx
(
x∗(·), u(·)
)
x(·) =
∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u(t)
)
, x(t)
〉
dt.
Denn: Wegen u(·) ∈ L∞(R+, U), ω(·) ∈ L1(R+,R+) und wegen der gleichma¨ßigen Dif-
ferenzierbarkeit lassen sich zu jedem ε > 0 Zahlen λ0, T > 0 und nach dem Satz von
Lusin eine kompakte Menge K ⊆ [0, T ] derart angeben, dass ω(·) auf K stetig ist, die
Ungleichung ∫
R+\K
ω(t) dt ≤ ε
2
gilt und die Beziehung∥∥fx(t, x∗(t) + λx, u(t))− fx(t, x∗(t), u(t))∥∥ ≤ 1
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fu¨r fast alle t 6∈ K und fu¨r alle ‖x‖ ≤ 1, 0 ≤ λ ≤ λ0 erfu¨llt ist. Benutzen wir u¨ber der
kompakten Menge K die gleiche Argumentation wie in Beispiel B.5, so erhalten wir∣∣∣∣J
(
x∗(·) + λx(·), u(·)
)− J(x∗(·), u(·))
λ
− Jx
(
x∗(·), u(·)
)
x(·)
∣∣∣∣
=
∣∣∣∣ ∫ ∞
0
ω(t)
[ ∫ 1
0
〈fx
(
t, x∗(t) + λsx(t), u(t)
)− fx(t, x∗(t), u(t)), x(t)〉 ds] dt∣∣∣∣ ≤ ε
fu¨r alle ‖x(·)‖∞ ≤ 1 und alle 0 < λ ≤ λ0. 
Beispiel B.9. Es seien U ⊆ Rm, x∗(·) ∈ Clim(R+,Rn), u∗(·) ∈ L∞(R+, U), und
Vγ = {(t, x) ∈ R+ × Rn | ‖x− x(t)‖ ≤ γ}.
Ferner sei die Abbildung ϕ(t, x, u) : R×Rn×Rm → R fu¨r jede kompakte Menge U1 ⊆ Rm
auf der Menge Vγ×U1 gleichma¨ßig stetig und bezu¨glich x gleichma¨ßig stetig differenzierbar.
Weiterhin nehmen wir an, dass∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt <∞, ∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt <∞
gelten. Außerdem mo¨ge zu jedem δ > 0 ein T > 0 existieren, dass∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))
−ϕx
(
t, x∗(t), u∗(t)
)(
x(t)− x′(t))∥∥ dt ≤ δ‖x(·)− x′(·)‖∞
fu¨r alle x(·), x′(·) ∈ Clim(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ erfu¨llt ist.
Außerdem bezeichnen wir mit U die Menge:
U =
{
u(·) ∈ L∞(R+, U)
∣∣ u(t) = u∗(t) + χM (t)(w(t)− u∗(t)), w(·) ∈ L∞(R+, U),
M ⊂ R+ meßbar und beschra¨nkt
}
.
Die Menge ist verbunden mit Nadelvariationen des Steuerungsprozesses
(
x∗(·), u∗(·)
)
, die
nur u¨ber beschra¨nkten Mengen erfolgen.
Unter diesen Voraussetzungen ist fu¨r jedes u(·) ∈ U die Abbildung
x(·)→ F (x(·), u(·)) = ∫ t
0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
F : Clim(R+,Rn)× L∞(R+, U)→ Clim(R+,Rn), in x∗(·) Fre´chet-differenzierbar und
[
Fx
(
x∗(·), u(·)
)
x(·)](t) = ∫ t
0
ϕx
(
s, x∗(s), u(s)
)
x(s) ds, t ∈ R+.
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Denn: Wegen u(·) ∈ U ko¨nnen wir eine Zahl T > 0 angeben mit u(t) = u∗(t) fu¨r alle
t ≥ T . Daher ergibt sich fu¨r alle x(·) ∈ Clim(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ∫ ∞
0
∥∥ϕ(t, x(t), u(t))∥∥ dt ≤ ∫ T
0
∥∥ϕ(t, x(t), u(t))∥∥ dt+ ∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))∥∥ dt.
Darin ergibt sich nach Voraussetzung außerdem∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))∥∥ dt ≤ ∫ ∞
T
[∥∥ϕ(t, x∗(t), u∗(t))∥∥+ γ∥∥ϕx(t, x∗(t), u∗(t))∥∥] dt+ δγ.
Damit bildet der Operator F in den Raum Clim(R+,Rn) ab. Ferner ko¨nnen wir zu jedem
ε > 0 Zahlen λ0, T > 0 angeben mit u(t) = u∗(t) fu¨r alle t ≥ T und∫ ∞
T
∥∥ϕ(t, x∗(t) + λx(t), u∗(t))− ϕ(t, x∗(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(λx(t))∥∥ dt ≤ ε
2
fu¨r alle 0 < λ ≤ λ0 und alle ‖x(·)‖∞ < 1 ausfa¨llt.
Nutzen wir u¨ber dem Intervall [0, T ] die Argumentation aus Beispiel B.7, so erhalten wir∥∥∥∥F
(
x∗(·) + λx(·), u(·)
)− F (x∗(·), u(·))
λ
− Fx
(
x∗(·), u(·)
)
x(·)
∥∥∥∥
∞
≤ ε
fu¨r alle ‖x(·)‖∞ ≤ 1 und alle 0 < λ ≤ λ0. 
Beispiel B.10. Es sei ν(t) = e−at ein Gewicht mit a > 0 und seien x∗(·) ∈ Clim(R+,Rn; ν),
u∗(·) ∈ L∞(R+,Rm). Ferner nehmen wir an, die Funktion f(t, x, u) : R+×Rn → R besitzt
auf dem Abschluss der Menge
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
folgende Eigenschaften:
(a) f ist stetig und stetig differenzierbar bezu¨glich x und u;
(b) es existiert fu¨r alle (t, x, u) ∈ Uγ,ν eine Funktion L(·) ∈ L1(R+,R;ω) mit
|f(t, x, u)| ≤ L(t), ‖fx(t, x, u)‖ ≤ L(t)ν(t), ‖fu(t, x, u)‖ ≤ L(t).
Dann ist J : Clim(R+,Rn; ν)× L∞(R+,Rm)→ R,
J
(
x(·), u(·)) = ∫ ∞
0
ω(t)f
(
t, x(t), u(t)
)
dt,
im Punkt
(
x∗(·), u∗(·)
)
Fre´chet-differenzierbar und es gilt
J ′
(
x∗(·), u∗(·)
)(
x(·), u(·)) = ∫ ∞
0
ω(t)
〈
fx
(
t, x∗(t), u∗(t)
)
, x(t)
〉
dt
+
∫ ∞
0
ω(t)
〈
fu
(
t, x∗(t), u∗(t)
)
, u(t)
〉
dt.
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Nach Voraussetzung (b) erhalten wir auf einer Umgebung des Punktes
(
x∗(·), u∗(·)
)
die
Wohldefiniertheit des Zielfunktionals:∣∣J(x(·), u(·))∣∣ ≤ ∫ ∞
0
ω(t)L(t) dt <∞.
Weiterhin ist die lineare Abbildung J ′
(
x∗(·), u∗(·)
)
stetig:
∣∣J ′(x∗(·), u∗(·))(x(·), u(·))∣∣ ≤ ∫ ∞
0
ω(t)L(t)
(
ν(t)‖x(t)‖+ ‖u(t)‖) dt
≤ C(‖x(·)‖∞,ν + ‖u(·)‖L∞).
Sei ε > 0 gegeben. Dann ko¨nnen wir eine Zahl T > 0 mit der Eigenschaft∫ ∞
T
2ω(t)L(t) dt ≤ ε
3
wa¨hlen. Nach dem Satz von Lusin existiert eine kompakte Teilmenge K von [0, T ] derart,
dass t→ ω(t)fx
(
t, x∗(t), u∗(t)
)
und t→ ω(t)fu
(
t, x∗(t), u∗(t)
)
stetig auf K sind und zudem
die Relation ∫
[0,T ]\K
2ω(t)L(t) dt ≤ ε
3
erfu¨llt ist. Aufgrund der Stetigkeit von fx und fu gibt es eine Zahl λ0 > 0 mit
ω(t) · ∥∥fx(t, x∗(t) + λx, u∗(t) + λu)− fx(t, x∗(t), u∗(t))∥∥ ≤ ε
3T
ν(t),
ω(t) · ∥∥fu(t, x∗(t) + λx, u∗(t) + λu)− fu(t, x∗(t), u∗(t))∥∥ ≤ ε
3T
fu¨r alle t ∈ K, fu¨r alle ν(t)‖x‖ ≤ 1, ‖u‖ ≤ 1 und alle 0 < λ ≤ λ0. Zusammen erhalten wir∣∣∣∣J
(
x∗(·) + λx(·), u∗(·) + λu(·)
)− J(x∗(·), u∗(·))
λ
− J ′(x∗(·), u∗(·))(x(·), u(·))∣∣∣∣
≤
∫ ∞
0
ω(t)
∣∣∣∣ ∫ 1
0
〈
fx
(
t, x∗(t) + λsx(t), u∗(t) + λsu(t)
)− fx(t, x∗(t), u∗(t)), x(t)〉ds∣∣∣∣ dt
+
∫ ∞
0
ω(t)
∣∣∣∣ ∫ 1
0
〈
fu
(
t, x∗(t) + λsx(t), u∗(t) + λsu(t)
)− fu(t, x∗(t), u∗(t)), u(t)〉ds∣∣∣∣ dt
≤
∫
K
ε
3T
(
ν(t)‖x(t)‖+ ‖u(t)‖) dt+ ∫
[0,T ]\K
2ω(t)L(t)
(
ν(t)‖x(t)‖+ ‖u(t)‖) dt
+
∫ ∞
T
2ω(t)L(t)
(
ν(t)‖x(t)‖+ ‖u(t)‖) dt ≤ ε
fu¨r alle ‖x(·)‖∞,ν ≤ 1, ‖u(·)‖L∞ ≤ 1 und alle 0 < λ ≤ λ0. 
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Beispiel B.11. Es sei ν(t) = e−at mit a > 0. Weiterhin seien x∗(·) ∈ C0(R+,Rn; ν) und
u∗(·) ∈ L∞(R+,Rm). Ferner nehmen wir an, die Abbildung ϕ(t, x, u) : R+ × Rn → Rn
besitzt auf dem Abschluss der Menge
Uγ,ν = {(t, x, u) ∈ R+ × Rn × Rm | ν(t)‖x− x∗(t)‖ ≤ γ, ‖u− u∗(t)‖ ≤ γ}
folgende Eigenschaften:
(a) ϕ ist stetig und stetig differenzierbar bezu¨glich x und u;
(b) es existiert fu¨r alle (t, x, u) ∈ Uγ,ν eine Zahl C0 > 0 mit
‖ϕ(t, x, u)‖ ≤ C0(1 + ‖x‖+ ‖u‖), ‖ϕx(t, x, u)‖ ≤ C0, ‖ϕu(t, x, u)‖ ≤ C0,
(c) fu¨r alle (t, x, u), (t, x′, u′) ∈ Uγ,ν gelten
‖ϕx(t, x′, u′)− ϕx(t, x, u)‖ ≤ C0
(
e−at‖x′ − x‖+ ‖u′ − u‖),
‖ϕu(t, x′, u′)− ϕu(t, x, u)‖ ≤ C0
(‖x′ − x‖+ eat‖u′ − u‖).
Dann ist F : C0(R+,Rn; ν)× L∞(R+,Rm)→ C0(R+,Rn; ν),
F
(
x(·), u(·))(t) = ∫ t
0
ϕ
(
s, x(s), u(s)
)
ds, t ∈ R+,
im Punkt
(
x∗(·), u∗(·)
)
stetig Fre´chet-differenzierbar und es gilt
[
F ′
(
x∗(·), u∗(·)
)(
x(·), u(·))](t) = ∫ t
0
ϕx
(
s, x∗(s), u∗(s)
)
x(s) ds
+
∫ t
0
ϕu
(
s, x∗(s), u∗(s)
)
u(s) ds, t ∈ R+.
Wir zeigen, dass der Operator F in den Raum C0(R+,Rn; ν) abbildet. Sei ε > 0 gegeben.
Wegen ν(t) = e−at, x(·) ∈ C0(R+,Rn; ν), u(·) ∈ L∞(R+, U) gilt nach Voraussetzung
lim
t→∞ ν(t)
∥∥ϕ(t, x(t), u(t))∥∥ = lim
t→∞ ν(t)C0(1 + ‖x(t)‖+ ‖u(t)‖) = 0.
Daher lassen sich Zahlen 0 < T < T ′ angeben mit
ν(t)
∫ T
0
∥∥ϕ(t, x(t), u(t))∥∥ dt ≤ ε
fu¨r alle t ≥ T ′ und
ν(s)
∥∥ϕ(s, x(s), u(s))∥∥ dt ≤ ε
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fu¨r alle s ≥ T . Damit erhalten wir fu¨r alle t ≥ T ′
ν(t)
∥∥F (x(·), u(·))(t)∥∥ ≤ ν(t)∫ T
0
∥∥ϕ(s, x(s), u(s))∥∥ ds+ ν(t) ∫ t
T
∥∥ϕ(s, x(s), u(s))∥∥ ds
≤ ε+
∫ t
T
ν(t)
ν(s)
ν(s)
∥∥ϕ(s, x(s), u(s))∥∥ ds
≤ ε+ ε
∫ t
T
e−a(t−s) ds ≤ ε+ ε · 1
a
= Kε
mit einer von ε > 0 unabha¨ngigen Zahl K. Also ergibt sich ν(t)
∥∥F (x(·), u(·))(t)∥∥ → 0
fu¨r t → ∞. Auf die gleiche Weise la¨sst sich zeigen, dass F ′(x∗(·), u∗(·)) in den Raum
C0(R+,Rn; ν) abbildet. Ferner ist F ′
(
x∗(·), u∗(·)
)
stetig, denn
∥∥F ′(x∗(·), u∗(·))(x(·), u(·))∥∥∞,ν ≤ sup
t∈R+
∫ t
0
ν(t)
ν(s)
C0ν(s)
(‖x(s)‖+ ‖u(s)‖) ds
≤ C0 sup
t∈R+
∫ t
0
ν(t)
ν(s)
ds · (‖x(·)‖∞,ν + ‖u(·)‖L∞).
Wir zeigen die Fre´chet-Differenzierbarkeit der Abbildung F im Punkt
(
x∗(·), u∗(·)
)
. Dazu
bringen wir die Differenz
[
F
(
x∗(·) + λx(·), u∗(·) + λu(·)
)− F (x∗(·), u∗(·))
λ
− F ′(x∗(·), u∗(·))(x(·), u(·))](t)
in die Gestalt∫ t
0
[ ∫ 1
0
[
ϕx(τ, x∗(τ) + λsx(τ), u∗(τ) + λsu(τ))− ϕx(τ, x∗(τ), u∗(τ))
]
x(τ)ds
+
∫ 1
0
[
ϕu(τ, x∗(τ) + λsx(τ), u∗(τ) + λsu(τ))− ϕu(τ, x∗(τ), u∗(τ))
]
u(τ)ds
]
dτ.
Nach Voraussetzung (c) ergibt sich damit die Ungleichung
∥∥∥∥[F
(
x∗(·) + λx(·), u∗(·) + λu(·)
)− F (x∗(·), u∗(·))
λ
− F ′(x∗(·), u∗(·))(x(·), u(·))](t)∥∥∥∥
≤
∫ t
0
C0
(
ν(τ)‖λx(τ)‖+ ‖λu(τ)‖) · ‖x(τ)‖ dτ
+
∫ t
0
C0
(‖λx(τ)‖+ ν−1(τ)‖λu(τ)‖) · ‖u(τ)‖ dτ.
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Damit erhalten wir∥∥∥∥F
(
x∗(·) + λx(·), u∗(·) + λu(·)
)− F (x∗(·), u∗(·))
λ
− F ′(x∗(·), u∗(·))(x(·), u(·))]∥∥∥∥
∞,ν
≤ sup
t∈R+
∫ t
0
ν(t)
ν(s)
C0
(
ν(s)‖λx(s)‖+ ‖λu(s)‖) · ν(s)‖x(s)‖ ds
+ sup
t∈R+
∫ t
0
ν(t)
ν(s)
C0
(
ν(s)‖λx(s)‖+ ‖λu(s)‖) · ‖u(s)‖ ds ≤ 2C0 sup
t∈R+
∫ t
0
ν(t)
ν(s)
ds · λ ≤ ε
fu¨r alle ‖x(·)‖∞,ν ≤ 1, ‖u(·)‖L∞ ≤ 1 und alle 0 < λ ≤ λ0.
Mit den gleichen Argumenten, mit denen eben die Fre´chet-Differenzierbarkeit der Ab-
bildung F im Punkt
(
x∗(·), u∗(·)
)
gezeigt wurde, lassen sich die Differenzierbarkeit auf
einer Umgebung des Punktes
(
x∗(·), u∗(·)
)
im Raum C0(R+,Rn; ν)×L∞(R+,Rm) und die
Stetigkeit der Fre´chet-Ableitung im Punkt
(
x∗(·), u∗(·)
)
zeigen. 
B.3 Grundprinzipien der Funktionalanalysis
Theorem B.12 (Satz von Hahn-Banach; Fortsetzungsversion). Sei X ein normierter
Raum und U ein Untervektorraum. Zu jedem stetigen linearen Funktional u∗ : U → R
existiert dann ein stetiges lineares Funktional Funktional x∗ : X → R mit
x∗
∣∣
U
= u∗, ‖x∗‖ = ‖u∗‖.
Folgerung B.13. Seien X ein normierter Raum, U ein abgeschlossener Unterraum und
x ∈ X, x 6∈ U . Dann existiert ein x∗ ∈ X∗ mit
x∗
∣∣
U
= 0, 〈x∗, x〉 6= 0.
Theorem B.14 (Satz von Hahn-Banach; Trennungsversion). Seien X ein normierter
Raum, V1, V2 ⊆ X konvex und V1 offen. Es gelte V1 ∩ V2 = ∅. Dann existiert ein x∗ ∈ X∗
mit
〈x∗, v1〉 < 〈x∗, v2〉 fu¨r alle v1 ∈ V1, v2 ∈ V2.
Eine Abbildung T heißt offen, wenn T offene Mengen auf offene Mengen abbildet.
Theorem B.15 (Satz von der offenen Abbildung). Es seien X, Y Banachra¨ume und
T ∈ L(X,Y ) surjektiv. Dann ist T offen.
Seien X,Y normierte Ra¨ume und T ∈ L(X,Y ). Der adjungierte Operator T ∗ : Y ∗ → X∗
ist durch 〈T ∗y∗, x〉 = 〈y∗, Tx〉 definiert. Offensichtlich folgt daraus T ∗ ∈ L(Y ∗, X∗). Seien
nun U ⊆ X und V ⊆ X∗. Wir definieren die Mengen
U⊥ = {x∗ ∈ X∗ | 〈x∗, x〉 = 0 fu¨r alle x ∈ U},
V⊥ = {x ∈ X | 〈x∗, x〉 = 0 fu¨r alle x∗ ∈ V }.
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Lemma B.16 (Satz vom abgeschlossenen Bild). Seien X, Y Banachra¨ume, und es sei
T ∈ L(X,Y ). Dann gelten die A¨quivalenzen:
ImT ist abgeschlossen ⇔ ImT = (KerT ∗)⊥
⇔ ImT ∗ ist abgeschlossen ⇔ ImT ∗ = (KerT )⊥.
Satz B.17 (Fixpunktsatz von Weissinger). Es sei U eine nichtleere abgeschlossene Teil-
menge des Banachraumes X, ferner
∞∑
n=1
an eine konvergente Reihe positiver Zahlen und
A : U → U eine Selbstabbildung von U mit
‖Anu−Anv‖ ≤ an‖u− v‖ fu¨r alle u, v ∈ U, n ∈ N.
Dann besitzt A genau einen Fixpunkt, d. h. es gibt genau ein u ∈ U mit Au = u.
Dieser Fixpunkt ist Grenzwert der Iterationsfolge un = Aun−1, n = 1, 2, ..., bei beliebigem
Startwert u0 ∈ U . Schließlich gilt die Fehlerabscha¨tzung
‖u− un‖ ≤ ‖u1 − u0‖ ·
∞∑
k=n
ak.
B.4 Der Darstellungssatz von Riesz
Es sei I ⊆ R+ und es bezeichneM (I) die Menge der signierten regula¨ren Borelschen Maße
auf der Borelschen σ-Algebra auf I.
Satz B.18 (Rieszscher Darstellungssatz). Fu¨r I = [t0, t1] ist der Dualraum C
∗(I,R)
des Raumes der stetigen Funktionen C(I,Rn) isometrisch isomorph zu M (I) unter der
Abbildung
Λ : M (I)→ C∗(I,R), Λ(µ)x(·) =
∫
I
x(t) dµ(t).
D. h. zu jedem stetigen linearen Funktional x∗ ∈ C∗(I,R) gibt es genau ein regula¨res
Borelsches Maß µ ∈M (I) mit
〈x∗, x(·)〉 =
∫
I
x(t) dµ(t), ‖x∗‖ = |µ|(I).
Folgerung B.19. Jedes stetige lineare Funktional x∗ ∈ C∗([t0, t1],Rn) la¨sst sich auf ein-
deutige Weise in der Gestalt
〈x∗, x(·)〉 = 〈a, x(t0)〉+
n∑
k=1
∫ t1
t0
xk(t) dµk(t)
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darstellen, wobei a ∈ Rn gilt und µ1(·), ..., µn(·) normalisierte Funktionen beschra¨nkter
Variation sind. Oder a¨quivalent:
〈x∗, x(·)〉 =
n∑
k=1
∫ t1
t0
xk(t) dµk(t)
mit Funktionen µ1(·), ..., µn(·) beschra¨nkter Variation, die mit eventueller Ausnahme des
Punktes t0 rechtsseitig stetig sind.
Satz B.20 (Rieszscher Darstellungssatz). Der Dualraum C∗0 (R+,R) ist isometrisch iso-
morph zu M (R+) unter der Abbildung
Λ : M (R+)→ C∗0 (R+,R), Λ(µ)x(·) =
∫
R+
x(t) dµ(t).
Satz B.21 (Rieszscher Darstellungssatz). Der Dualraum C∗lim(R+,Rn; ν) ist unter der
Abbildung
Λ(µ)x(·) =
∫
R+
ν(t)〈x(t), dµ0(t)〉+ lim
t→∞〈ν(t)x(t), µ∞〉
isometrisch isomorph zu den signierten Vektormaßen µ ∈ M (R+). Dabei besitzt µ die
Darstellung µ = µ0 + µ∞ mit einem µ0 ∈ M (R+) und einem in t = ∞ konzentrierten
signierten Maß µ∞.
Beweis Wir betrachten die stetige lineare Abbildung T : Clim(R+,Rn; ν)→ C0(R+,Rn),
Tx(·)(t) = ν(t)x(t)− lim
t→∞ ν(t)x(t).
Der Setzung nach bildet T auf den gesamten Raum C0(R+,Rn) ab. Ferner gilt
KerT = {x(·) ∈ Clim(R+,Rn; ν) | ν(t)x(t) = konstant}.
Sei x∗ ∈ C∗lim(R+,Rn; ν) und sei a ∈ Rn mit den Komponenten ai = 〈x∗, ei(·)〉, wobei
die i-te Komponente der Funktion ei(·) identisch Eins ist und alle weiteren Komponenten
identisch gleich Null sind. Wir definieren das Funktional x∗1 durch
〈x∗1, x(·)〉 = 〈x∗, x(·)〉 − lim
t→∞〈a, ν(t)x(t)〉.
Dann gilt x∗1 ∈ (KerT )⊥ und es existiert nach dem Satz vom abgeschlossenen Bild ein
y∗ ∈ C∗0 (R+,Rn) mit x∗1 = T ∗y∗. Daraus folgt mit dem Rieszschen Darstellungssatz
〈x∗, x(·)〉 = 〈x∗1, x(·)〉+ lim
t→∞〈a, ν(t)x(t)〉 = 〈y
∗, Tx(·)〉+ lim
t→∞〈a, ν(t)x(t)〉
=
∫
R+
〈
ν(t)x(t)− lim
t→∞ ν(t)x(t), dµ0(t)
〉
+ lim
t→∞〈a, ν(t)x(t)〉
=
∫
R+
ν(t)〈x(t), dµ0(t)〉+ lim
t→∞〈ν(t)x(t), µ∞〉.
Der Darstellungssatz ist damit nachgewiesen. 
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Folgerung B.22. Der Dualraum C∗0 (R+,Rn; ν) ist unter der Abbildung
Λ(µ)x(·) =
∫
R+
ν(t)〈x(t), dµ(t)〉
isometrisch isomorph zu den signierten Vektormaßen µ ∈M (R+).
Folgerung B.23. Fu¨r ν(t) ≡ 1 ergeben sich in Satz B.21 bzw. Folgerung B.22 unmittelbar
die Darstellungen des Raumes C∗lim(R+,Rn) und C∗0 (R+,Rn).
Lemma B.24. Zu jedem stetigen linearen Funktional x∗ ∈ C∗1 ([t0, t1],Rn) gibt es eindeutig
bestimmte a, b ∈ Rn und normalisierte Funktionen beschra¨nkter Variation µ1(·), ..., µn(·)
derart, dass x∗ folgende Darstellung besitzt:
〈x∗, x(·)〉 = 〈a, x(t0)〉+ 〈b, x˙(t0)〉+
n∑
k=1
∫ t1
t0
x˙k(t) dµk(t).
Beweis Betrachte dazu die Abbildung T : C1([t0, t1],Rn)→ C([t0, t1],Rn),
Tx(·) = x˙(·)
und verfahre wie im Beweis von Satz B.21. 
B.5 Der Satz von Ljusternik
In diesem Abschnitt befassen wir uns mit dem fundamentalen Satz von Ljusternik (Lju-
sternik [47]). Die vorliegende zusammenfassende Darstellung und die Verallgemeinerung
ist Ioffe & Tichomirov [43] entnommen. Eine vollsta¨ndige Beweisfu¨hrung ist wiederum in
Ioffe & Tichomirov [43] zu finden.
Definition B.25 (Lokaler Tangentialkegel). Sei X ein Banachraum und x0 ∈ M ⊆ X.
Mit C (M,x0) bezeichnen wir die Menge aller Elemente x ∈ X, zu denen ein ε0 > 0 und
eine Abbildung r(ε) : [0, ε0]→ X mit den Eigenschaften
lim
ε→0+
‖r(ε)‖
ε
= 0 und x0 + εx+ r(ε) ∈M fu¨r alle ε ∈ [0, ε0]
existieren. C (M,x0) heißt der lokale Tangentialkegel an die Menge M im Punkt x0.
Theorem B.26 (Satz von Ljusternik). Es seien X und Y Banachra¨ume, V eine Umge-
bung des Punktes x∗ ∈ X und F eine Fre´chet-differenzierbare Abbildungen der Menge V
in Y . Wir setzen voraus, die Abbildung F sei regula¨r im Punkt x∗, d. h., es gelte
ImF ′(x∗) = Y,
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außerdem sei ihre Ableitung in diesem Punkt in der gleichma¨ßigen Operatorentopologie
des Raumes L(X,Y ) stetig.
Unter diesen Voraussetzungen stimmt dann der lokale Tangentialkegel an die Menge
M =
{
x ∈ V ∣∣F (x) = F (x∗)}
im Punkt x∗ mit dem Kern des Operators F ′(x∗) u¨berein:
C (M,x∗) = KerF ′(x∗).
Lemma B.27. Es seien X und Y Banachra¨ume und Λ : X → Y ein stetiger linearer
Operator. Wir setzen
C(Λ) := sup
y 6=0
(
inf{‖x‖ |x ∈ X,Λx = y}
‖y‖
)
.
Wenn Im Λ = Y gilt, so ist C(Λ) <∞.
Theorem B.28 (Der verallgemeinerte Satz von Ljusternik). Es seien X und Y Ba-
nachra¨ume, Λ : X → Y ein stetiger linearer Operator und F eine Abbildung einer ge-
wissen Umgebung V des Punktes x∗ ∈ X in Y . Wir setzen voraus, es sei Im Λ = Y und
es gebe eine Zahl δ > 0 derart, dass erstens
δC(Λ) <
1
2
und zweitens
‖F (x)− F (x′)− Λ(x− x′)‖ ≤ δ‖x− x′‖ (B.1)
fu¨r alle x, x′ aus V gilt. Dann existieren eine Umgebung V ′ ⊆ V des Punktes x∗, eine Zahl
K > 0 und eine Abbildung ξ → x(ξ) der Umgebung V ′ in X derart, dass die Beziehungen
F
(
ξ + x(ξ)
)
= F (x∗) und ‖x(ξ)‖ ≤ K‖F (ξ)− F (x∗)‖
fu¨r alle ξ ∈ V ′ erfu¨llt sind.
B.6 Zu absolutstetigen Funktionen u¨ber R+
Lemma B.29. Sei x(·) ∈W 11 (R+,Rn). Dann gilt nach Magill [48]:
lim
t→∞ ‖x(t)‖ = 0.
Beweis Da x(·) ∈W 11 (R+,Rn) ist, gilt die Darstellung
x(t) = x(0) +
∫ t
0
x˙(s) ds, t ∈ R+.
Darin ist der Integralterm u¨ber R+ absolut integrierbar. Also besitzt x(t) einen Grenzwert
fu¨r t→∞. Dieser muss gleich Null sein, da x(·) u¨ber R+ integrierbar ist. 
Es sei im Weiteren ν(·) ∈W 11 (R+,R) eine Gewichtsfunktion, zu der eine Konstante K > 0
mit |ν˙(t)| ≤ Kν(t) fu¨r alle t ∈ R+ existiert.
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Lemma B.30. Es sei x(·) ∈W 12 (R+,Rn; ν). Wir betrachten die Funktionen
f(t) = ‖x(t)‖2ν(t), ψ(t) = ν(t)x(t).
Dann gelten f(·) ∈W 11 (R+,R), ψ(·) ∈W 11 (R+,Rn) und damit nach Lemma B.29:
lim
t→∞ f(t) = 0, limt→∞ ‖ψ(t)‖ = 0.
Beweis Wir schreiben f(·) in der Form f(t) = 〈x(t), x(t)〉ν(t). Dann erhalten wir unmit-
telbar die verallgemeinerte Ableitung
f˙(t) = 2〈x(t), x˙(t)〉ν(t) + ‖x(t)‖2ν˙(t).
Bei Anwendung der Beziehungen∣∣〈x(t), x˙(t)〉ν(t)∣∣2 ≤ ‖x(t)‖2ν(t) · ‖x˙(t)‖2ν(t)
ergibt sich mit der Cauchy-Schwarzschen Ungleichung:
‖f˙(·)‖L1 + ‖f(·)‖L1 ≤ 2 · ‖x˙(·)‖L2(ν) · ‖x(·)‖L2(ν) + (1 +K) · ‖x(·)‖2L2(ν).
Die Funktion ψ(·) besitzt eine verallgemeinerte Ableitung und wir erhalten wegen der
Eigenschaften der Gewichtsfunktion ν(·) und mit der Cauchy-Schwarzschen Ungleichung
‖ψ(·)‖L1 ≤ ‖ν(·)‖1/2L1 · ‖x(·)‖L2(ν), ‖ψ˙(·)‖L1 ≤ (1 +K)‖ν(·)‖
1/2
L1
· ‖x(·)‖W 12 (ν).
Damit sind alle Behauptungen gezeigt. 
Lemma B.31. Es seien x(·) ∈W 12 (R+,Rn; ν) und y(·) ∈W 12 (R+,Rn; ν−1). Wir setzen:
g(t) = ‖y(t)‖2ν−1(t), h(t) = 〈x(t), y(t)〉.
Dann gelten g(·), h(·) ∈W 11 (R+,R) und nach Lemma B.29:
lim
t→∞ g(t) = 0, limt→∞h(t) = 0.
Beweis Wir bringen g(·) in die Gestalt g(t) = 〈y(t), y(t)〉ν−1(t). Dann erhalten wir die
verallgemeinerte Ableitung
g˙(t) = 2〈y(t), y˙(t)〉ν−1(t) + ‖y(t)‖2 · d
dt
ν−1(t).
Bei Anwendung der Ungleichung∣∣〈y(t), y˙(t)〉ν−1(t)∣∣2 ≤ ‖y(t)‖2ν−1(t) · ‖y˙(t)‖2ν−1(t)
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ergibt sich mit der Cauchy-Schwarzschen Ungleichung:
‖g˙(·)‖L1 + ‖g(·)‖L1 ≤ 2 · ‖y˙(·)‖L2(ν−1) · ‖y(·)‖L2(ν−1) + (1 +K) · ‖y(·)‖2L2(ν−1).
Die Funktion h(·) besitzt eine verallgemeinerte Ableitung und es gilt
‖h(·)‖L1 ≤ ‖y(·)‖L2(ν−1) · ‖x(·)‖L2(ν),
‖h˙(·)‖L1 ≤ ‖y˙(·)‖L2(ν−1) · ‖x(·)‖L2(ν) + ‖y(·)‖L2(ν−1) · ‖x˙(·)‖L2(ν).
Damit ist Lemma B.31 gezeigt. 
Satz B.32. Der Dualraum W 1
∗
p,lim(R+,Rn), 1 ≤ p <∞, ist unter der Abbildung
Λ(y)x(·) = 〈x0, y0〉+
∫
R+
〈x(t), y(t)〉 dt
isometrisch isomorph zu W 1
∗
q,lim(R+,Rn),
1
p +
1
q = 1 bzw. q =∞ fu¨r p = 1.
Beweis Wir betrachten die stetige lineare Abbildung T : W 1p,lim(R+,Rn)→W 1p (R+,Rn),
Tx(·)(t) = x(t)− x0 = x0(t).
Der Setzung nach bildet T auf den gesamten Raum W 1p (R+,Rn) ab. Mit den Darstel-
lungssa¨tzen fu¨r W 1
∗
p (R+,Rn) fu¨r 1 ≤ p <∞ (vgl. Werner [72]) erfolgt der weitere Nachweis
wie im Beweis von Satz B.21. 
C Differentialgleichungen
Ein grundlegende Einfu¨hrung zu gewo¨hnlichen Differentialgleichungen liefert Heuser [40].
Bei Differentialgleichungen mit messbaren rechten Seiten verweisen wir auf Filippov [26].
Wir erweitern im Folgenden die Darstellung zu linearen Differentalgleichungssysteme bei
Ioffe & Tichomirov [43] um einfache Eigenschaften u¨ber dem unbeschra¨nkten Intervall R+.
C.1 Lineare Differentialgleichungen
Wir betrachten fu¨r A(t) ∈ Rn×n und a(t) ∈ Rn das lineare Differentialgleichungssystem
x˙(t) = A(t)x(t) + a(t).
Lemma C.1. Es sei vorausgesetzt, dass die Abbildung t → A(t) und die Vektorfunktion
a(·) u¨ber [t0, t1] integrierbar. Dann existiert zu jeder Vektorfunktion ζ(·) ∈ C([t0, t1],Rn)
und jedem τ ∈ [t0, t1] eine eindeutig bestimmte Vektorfunktion x(·) ∈ C([t0, t1],Rn) derart,
dass fu¨r alle t ∈ [t0, t1] die folgende Gleichung erfu¨llt ist:
ζ(t) = x(t)−
∫ t
τ
[
A(s)x(s) + a(s)
]
ds.
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Beweis Wir werden im Folgenden zeigen, dass die Fixpunktgleichung x(·) = T (x(·)),
wobei der Operator T durch
x(·)→ T (x(·)), T (x(·))(t) = ζ(t) + ∫ t
τ
[
A(s)x(s) + a(s)
]
ds, t ∈ [t0, t1],
gegeben wird, stets eine eindeutige Lo¨sung besitzt. Der Operator T bildet den Raum
C([t0, t1],Rn) in sich ab. Zur abku¨rzenden Schreibweise seien
c(t) = ‖A(t)‖, C(t) =
∫ t
τ
c(s) ds, c0 =
∫ t1
t0
c(s) ds.
Bei mehrfacher Anwendung des Operators T ergeben sich fu¨r x1(·), x2(·) ∈ C([t0, t1],Rn)
die Beziehungen
∥∥[T (x1(·)− x2(·))](t)∥∥ ≤ ∫ t
τ
c(s) ds · ‖x1(·)− x2(·)‖∞,∥∥[T 2(x1(·)− x2(·))](t)∥∥ ≤ ∫ t
τ
c(s)
∥∥[T (x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
τ
c(s)C(s) ds · ∥∥x1(·)− x2(·)∥∥∞ = 12C2(t) · ‖x1(·)− x2(·)‖∞,
...∥∥[Tm(x1(·)− x2(·))](t)∥∥ ≤ ∫ t
τ
c(s)
∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
τ
c(s)
Cm−1(t)
(m− 1)! ds ·
∥∥x1(·)− x2(·)∥∥∞ = Cm(t)m! · ‖x1(·)− x2(·)‖∞.
In der Topologie des Raumes C([t0, t1],Rn) gilt daher∥∥Tm(x1(·)− x2(·))∥∥∞ ≤ cm0m! · ‖x1(·)− x2(·)‖∞.
Die Zahlen am =
cm0
m! liefern eine Folge, deren Reihe konvergiert. Nach dem Fixpunktsatz
von Weissinger (Satz B.17) existiert daher genau ein x(·) mit x(·) = Tx(·). 
Lemma C.2. Es seien die Abbildung t → A(t) und die Vektorfunktion a(·) u¨ber R+
integrierbar. Dann existiert zu jeder Vektorfunktion ζ(·) ∈ Clim(R+,Rn) und jedem τ ∈ R+
eine eindeutig bestimmte Vektorfunktion x(·) ∈ Clim(R+,Rn) derart, dass fu¨r alle t ∈ R+
die folgende Gleichung erfu¨llt ist:
ζ(t) = x(t)−
∫ t
τ
[
A(s)x(s) + a(s)
]
ds.
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Beweis Wir ersetzen im Beweis von Lemma C.1 das Intervall [t0, t1] durch R+. Ferner
seien der Operator T wie dort definiert und
c(t) = ‖A(t)‖, C(t) =
∫ t
τ
c(s) ds, c0 =
∫ ∞
0
c(s) ds.
Bei mehrfacher Anwendung des Operators T ergibt sich fu¨r x1(·), x2(·) ∈ Clim(R+,Rn):∥∥Tm(x1(·)− x2(·))∥∥∞ ≤ cm0m! · ‖x1(·)− x2(·)‖∞.
Die Zahlen am =
cm0
m! liefern eine Folge, deren Reihe konvergiert. Nach dem Fixpunktsatz
von Weissinger existiert daher genau ein x(·) mit x(·) = Tx(·). 
Satz C.3. Es seien die Abbildung A(·) und die Vektorfunktion a(·) auf [t0, t1] integrierbar.
Dann existiert zu jedem ζ ∈ Rn und jedem τ ∈ [t0, t1] eine eindeutig bestimmte Lo¨sung
x(·) der Gleichung
x˙(t) = A(t)x(t) + a(t), x(τ) = ζ.
Beweis Die Behauptung folgt unmittelbar aus Lemma C.1, wenn wir ζ(t) ≡ ζ setzen. 
Folgerung C.4. Es seien die Abbildung A(·) und die Vektorfunktion a(·) auf R+ inte-
grierbar. Dann existiert zu jedem ζ ∈ Rn und jedem τ ∈ R+ bzw. fu¨r t→∞ eine eindeutig
bestimmte Lo¨sung x(·) der Gleichung
x˙(t) = A(t)x(t) + a(t), x(τ) = ζ bzw. lim
t→∞x(t) = ζ.
Beweis Die Behauptung folgt unmittelbar aus Lemma C.2, wenn wir ζ(t) ≡ ζ setzen. 
Lemma C.5. Es seien die Abbildung t → A(t) und die Vektorfunktion a(·) u¨ber R+
meßbar und beschra¨nkt. Ferner gelte mit der Funktion ν(t) = e−at, a > 0, die Bedingung
sup
t∈R+
∫ t
0
ν(t)
ν(s)
‖A(s)‖ ds = q < 1,
die z. B. fu¨r a > ‖A(·)‖L∞ erfu¨llt ist. Dann existiert zu jedem ζ(·) ∈ C0(R+,Rn; ν) und
jedem τ ∈ R+ eine eindeutig bestimmte Vektorfunktion x(·) ∈ C0(R+,Rn; ν) derart, dass
ζ(t) = x(t)−
∫ t
τ
[
A(s)x(s) + a(s)
]
ds
fu¨r alle t ∈ R+ erfu¨llt ist.
Beweis Es bezeichne T den Operator im Beweis von Lemma C.1. Wir zeigen, dass der
Operator T den Raum C0(R+,Rn; ν) in sich abbildet: Wegen ζ(·), x(·) ∈ C0(R+,Rn; ν)
und da a(·) beschra¨nkt ist, gelten die Grenzwerte
lim
t→∞ ν(t)ζ(t) = 0, limt→∞ ν(t)x(t) = 0, limt→∞ ν(t)
∫ t
0
‖a(s)‖ ds = 0.
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Sei weiterhin ε > 0 gegeben. Dann lassen sich Zahlen 0 < T < T ′ angeben mit
ν(t)‖x(t)‖ ≤ ε fu¨r alle t ≥ T, ν(t)
∫ T
0
‖A(s)x(s)‖ ds ≤ ε fu¨r alle t ≥ T ′.
Damit erhalten wir fu¨r alle t ≥ T ′
ν(t)
∫ t
0
‖A(s)x(s)‖ ds = ν(t)
∫ T
0
‖A(s)x(s)‖ ds+ ν(t)
∫ t
T
‖A(s)x(s)‖ ds
≤ ε+ ‖A(·)‖L∞
∫ t
T
ν(t)
ν(s)
[ν(s)‖x(s)‖] ds ≤ ε+ ε · 1
a
‖A(·)‖L∞ .
Zusammen ergibt sich damit T
(
x(·))(t)→ 0 fu¨r t→∞.
Wir zeigen nun, dass der Operator T kontraktiv ist: Bei mehrfacher Anwendung des Ope-
rators T ergeben sich fu¨r x1(·), x2(·) ∈ C0(R+,Rn; ν) die Beziehungen
ν(t)
∥∥[T (x1(·)− x2(·))](t)∥∥ ≤ ν(t) ∫ t
τ
‖A(s)‖‖x1(s)− x2(s)‖ ds
≤
∫ t
0
ν(t)
ν(s)
∥∥A(s)∥∥ · ν(s)‖x1(s)− x2(s)‖ ds ≤ q · ∥∥x1(·)− x2(·)∥∥∞,ν ,
ν(t)
∥∥[T 2(x1(·)− x2(·))](t)∥∥ ≤ ν(t) ∫ t
τ
‖A(s)‖∥∥[T (x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
ν(t)
ν(s)
‖A(s)‖ · ν(s)∥∥[T (x1(·)− x2(·))](s)∥∥ ds ≤ q2 · ∥∥x1(·)− x2(·)∥∥∞,ν .
Sukzessive erhalten wir fu¨r m ∈ N:
ν(t)
∥∥[Tm(x1(·)− x2(·))](t)∥∥ ≤ ν(t) ∫ t
τ
‖A(s)‖∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds
≤
∫ t
0
ν(t)
ν(s)
‖A(s)‖ · ν(s)∥∥[Tm−1(x1(·)− x2(·))](s)∥∥ ds ≤ qm‖x1(·)− x2(·)‖∞,ν .
In der Topologie des Raumes C0(R+,Rn; ν) gilt daher∥∥Tm(x1(·)− x2(·))∥∥∞,ν ≤ qm · ‖x1(·)− x2(·)‖∞,ν .
Nach Voraussetzung ist q < 1. Daher existiert nach dem Banachschen Fixpunktsatz genau
ein x(·) mit x(·) = Tx(·). 
C.2 Carathe´odory-Gleichung, Existenz- und Eindeutigkeitssatz
Die Abbildung ϕ(t, x) genu¨gt auf der Menge T × V ⊆ R× Rn einer Lipschitz-Bedingung
in x, wenn fu¨r alle (t, x), (t, x′) ∈ T × V die Ungleichung
‖ϕ(t, x)− ϕ(t, x′)‖ ≤ L‖x− x′‖
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mit einer Konstanten L > erfu¨llt ist. Die Abbildung ϕ(t, x) heißt lokal vom Lipschitz-Typ
in x, wenn jeder Punkt in eine Umgebung eingebettet werden kann, in der die Abbildung
ϕ(t, x) durch eine integrierbare Funktion beschra¨nkt ist und einer Lipschitz-Bedingung in
x genu¨gt. Die Abbildung ϕ(t, x) genu¨gt auf T × V einer Carathe´odory-Bedingung, wenn
fu¨r jedes t ∈ T die Abbildung x→ ϕ(t, x) auf V stetig und fu¨r jedes x ∈ V die Abbildung
t→ ϕ(t, x) auf T messbar ist.
Im Folgenden befassen wir uns mit dem nichtlinearen Differentialgleichungssystem
x˙(t) = ϕ
(
t, x(t)
)
.
Erfu¨llt darin die Abbildung ϕ(t, x) eine Carathe´odory-Bedingung, dann sprechen wir von
einer Carathe´odory-Gleichung. Jede Lo¨sung x(·) einer Carathe´odory-Gleichung nennen
wir eine Lo¨sung im Sinn von Carathe´odory.
Satz C.6 (Existenz- und Eindeutigkeitssatz). In einem Gebiet Ω = T × V ⊆ R × Rn
sei die Abbildung ϕ(t, x) : Ω → Rn definiert, in t messbar und in x lokal vom Lipschitz-
Typ. Dann lassen sich zu jedem Punkt (t0, x0) ∈ Ω ein den Punkt t0 als inneren Punkt
enthaltendes Intervall T0 und eine Umgebung V0 von x0 angeben derart, dass T0× V0 ⊆ Ω
gilt und zu jedem z0 ∈ V0 genau eine Lo¨sung xz(t) im Sinn von Carathe´odory der Gleichung
x˙(t) = ϕ
(
t, x(t)
)
zur Anfangsbedingung x(t0) = z0 im Intervall T0 existiert.
Ist ferner z ∈ V0 und ist {zk} eine Folge aus V0, die fu¨r k → ∞ gegen z konvergiert, so
konvergiert {xzk(t)} auf T0 gleichma¨ßig gegen xz(t).
D Elemente der Konvexen Analysis
Bei der Zusammenstellung der grundlegenden Ergebnisse beschra¨nken wir uns auf die
Eigenschaften konvexer und lokalkonvexer Funktionen nach Clarke [17], Ioffe & Tichomi-
rov [43] und Rockafellar [62]. Im vorliegenden Rahmen stimmen die klassische Richtungs-
ableitung und der Clarkesche Gradient u¨berein. Deswegen verweisen wir bezu¨glich Lemma
D.1 und bezu¨glich der Kettenregel D.3 auf [43].
D.1 Das Subdifferential konvexer Funktionen
Es seien X,Y Banachra¨ume. Eine Funktion f auf X ist in der Konvexen Analysis eine
Abbildung in die erweiterte reelle Zahlengerade, d. h. f : X → R = [−∞,∞]. Der effektive
Definitionsbereich der Abbildung f ist die Menge dom f = {x ∈ X|f(x) < ∞}. Die
Funktion f heißt eigentlich, falls dom f 6= ∅ und f(x) > −∞ fu¨r alle x ∈ X gelten.
Die eigentliche Funktion f heißt konvex, wenn fu¨r alle x1, x2 ∈ X und alle 0 ≤ α ≤ 1
folgende Ungleichung gilt:
f
(
αx1 + (1− α)x2
) ≤ αf(x1) + (1− α)f(x2).
Die Funktion f heißt homogen, falls f(0) = 0 und f(λx) = λf(x) fu¨r alle x ∈ X, λ > 0
ist. Eine eigentliche konvexe Funktion ist genau dann in einem Punkt stetig, wenn sie auf
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einer Umgebung dieses Punktes nach oben beschra¨nkt ist. In diesem Fall ist das Innere
des effektiven Definitionsbereichs nichtleer. Ist andererseits eine homogene Funktion auf
einer Umgebung des Nullpunktes stetig, so ist sie auf X stetig.
Ist f eine eigentliche konvexe Funktion auf X, dann existiert in jedem Punkt der Menge
dom f die klassische Richtungsableitung, d. h. fu¨r alle z ∈ X der Grenzwert
f ′(x; z) = lim
λ→0+
f(x+ λz)− f(x)
λ
.
Sei f eigentlich, konvex und in x stetig. Dann ist f auf einer Umgebung des Punktes x
nach oben beschra¨nkt, in x lokal Lipschitz-stetig und es existiert der Clarkesche Gradient
f◦(x; z) = lim sup
y→x
λ→0+
f(y + λz)− f(y)
λ
.
Unter diesen Voraussetzungen ist außerdem die Funktion f ist im Punkt x regula¨r im
Sinn der Konvexen Analysis, d. h. f ′(x; ·) = f◦(x; ·). Das Subdifferential der eigentlichen
konvexen Funktion f besteht im Punkt x aus allen Subgradienten x∗ ∈ X∗, d. h.
∂f(x) = {x∗ ∈ X∗|f(z)− f(x) ≥ 〈x∗, z − x〉 fu¨r alle z ∈ X}.
Fu¨r eine eigentliche konvexe Funktion f gilt ∂f(x) = ∂f ′(x; 0) fu¨r alle x ∈ dom f . Ist f
eine eigentliche homogene konvexe Funktion und x 6= 0, dann ist
∂f(x) = {x∗ ∈ ∂f(0)|f(x) = 〈x∗, x〉}.
Mit ∂xf(x, y) bezeichnen wir das Subdifferential der Abbildung x→ f(x, y).
D.2 Lokalkonvexe Funktionen
Es seien X,Y Banachra¨ume. Eine auf X definierte Funktion G heißt im Punkt x0 lokalkon-
vex, wenn ihre Richtungsableitung in diesem Punkt existiert und x→ G′(x0;x) konvex ist.
Im Folgenden seien g : X → Y im Punkt x0 ∈ X Fre´chet-differenzierbar und f : Y → R
eigentlich, konvex und im Punkt g(x0) stetig.
Lemma D.1. Die Funktion G : X → R, G(x) = f(g(x)), besitzt in x0 eine klassische
Richtungsableitung, es gilt
G′(x0;x) = f ′
(
g(x0); g
′(x0)x
)
und die Richtungsableitung konvergiert bezu¨glich jeder Richtung x gleichma¨ßig:∣∣∣∣G(x0 + λz)−G(x0)λ −G′(x0;x)
∣∣∣∣ < ε fu¨r alle z ∈ U(x), 0 < λ < λ0.
Insbesondere folgt aus der gleichma¨ßigen Differenzierbarkeit bezu¨glich aller Richtungen,
dass die Richtungsableitung der Abbildung G eine stetige Funktion ist.
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Lemma D.2. Die Funktion G(x) = f
(
g(x)
)
ist in x0 regula¨r.
Beweis Nach Definition des lim sup existieren Folgen xn → x0 und λn → 0+ mit
lim
n→∞
G(xn + λnx)−G(xn)
λn
= G◦(x0;x).
Unter den getroffenen Voraussetzungen gilt f ′
(
g(x0); g
′(x0)x
)
= f◦
(
g(x0); g
′(x0)x
)
und
wir erhalten
G◦(x0;x) = lim
n→∞
G(xn + λnx)−G(xn)
λn
= lim
n→∞
f
(
g(xn + λnx)
)− f(g(xn))
λn
≤ lim sup
y→x
λ→0+
f
(
g(y + λx)
)− f(g(y))
λ
= f ′
(
g(x0); g
′(x0)x
)
= G′(x0;x).
Andererseits folgt unmittelbar die Relation
G′(x0;x) = lim
λ→0+
G(x0 + λx)−G(x0)
λ
≤ lim sup
y→x
λ→0+
G(y + λx)−G(y)
λ
= G◦(x0;x).
Beide Ungleichungen zeigen G′(x0; ·) = G◦(x0; ·). 
Satz D.3 (Kettenregel). Es seien g : X → Y im Punkt x0 ∈ X Fre´chet-differenzierbar
und f : Y → R eigentlich, konvex und im Punkt g(x0) stetig. Dann ist die Funktion
G(x) = f
(
g(x)
)
im Punkt x0 regula¨r und es gilt
∂G(x0) = g
′∗(x0)∂f
(
g(x0)
)
.
D.3 Das Subdifferential konkreter Funktionen
Im Folgenden bestimmen wir die Subdifferentiale der Abbildungen
f
(
x(·)) = max
t∈I
x(t), G
(
x(·)) = max
t∈I
g
(
t, x(t)
)
im Raum stetiger Funktionen auf den Intervallen I = [t0, t1], I = R+ bzw. I = R+.
Insbesondere fu¨r das unbeschra¨nkte Intervall zeigt sich, dass erst im Fall des Abschlusses
I = R+ das Subdifferential der Funktion f die erwartete Darstellung besitzt. Demge-
genu¨ber weist das Subdifferential von f u¨ber I = R+ eine gewisse Unvollsta¨ndigkeit auf.
Der Grund dafu¨r ist der Rieszsche Darstellungssatz B.20 fu¨r die stetigen linearen Funktio-
nale im Raum C0(R+,Rn), der im Gegensatz zum Darstellungssatz B.23 fu¨r Clim(R+,Rn)
nicht das in t =∞ konzentrierte regula¨re Borelsche Maß entha¨lt.
Beispiel D.4. Es sei [t0, t1] ⊂ R ein kompaktes Intervall. Im Raum C([t0, t1],R) betrach-
ten wir die Funktion
f
(
x(·)) = max
t∈[t0,t1]
x(t).
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Diese Funktion ist stetig, konvex und homogen. Das Subdifferential ∂f(0) besteht nach
Definition aus denjenigen signierten regula¨ren Borelschen Maßen µ auf [t0, t1], die der
Bedingung
max
t∈[t0,t1]
x(t) ≥
∫ t1
t0
x(t) dµ(t) fu¨r alle x(·) ∈ C([t0, t1],R)
genu¨gen. Hieraus folgt, dass das Maß µ nichtnegativ ist und ‖µ‖ = 1 gilt. Man erha¨lt
na¨mlich fu¨r −x(t) nach obiger Ungleichung∫ t1
t0
x(t) dµ(t) ≥ − max
t∈[t0,t1]
(− x(t)) = min
t∈[t0,t1]
x(t).
Ist daher x(t) ≥ 0 fu¨r alle t ∈ [t0, t1], so ist auch
∫ t1
t0
x(t) dµ(t) ≥ 0 und µ ist positiv.
Weiterhin besitzen alle µ ∈ ∂f(0) die Norm ‖µ‖ = 1, denn nur dann gilt die Relation
max
t∈[t0,t1]
x(t) ≥
∫ t1
t0
x(t) dµ(t) ≥ min
t∈[t0,t1]
x(t)
fu¨r konstante Funktionen x(·).
Offenbar ist auch umgekehrt, wenn µ ≥ 0 ist und Norm Eins hat, die Ungleichung
max
t∈[t0,t1]
x(t) ≥
∫ t1
t0
x(t) dµ(t)
richtig. Somit haben wir das Subdifferential der Funktion f im Nullpunkt berechnet.
Fu¨r x(·) 6= 0 gilt fu¨r die eigentliche homogene konvexe Funktion f(x(·)):
∂f
(
x(·)) = {x∗ ∈ ∂f(0)∣∣〈x∗, x(·)〉 = f(x(·))},
wobei ∂f(0) die regula¨ren Borelschen Maße mit ‖µ‖ = 1 entha¨lt. Wir zeigen, dass die
Maße µ ∈ ∂f(x(·)) auf den Mengen
T =
{
τ ∈ [t0, t1]
∣∣∣∣x(τ) = maxt∈[t0,t1]x(t)
}
konzentriert sind: Der Ku¨rze halber bezeichne M das Maximum von x(t) auf [t0, t1]. Die
Menge [t0, t1]\T ist offen, da T abgeschlossen ist. Angenommen, es existiert eine meßbare
Menge B ⊆ [t0, t1] mit B ∩ T = ∅ und µ(B) > 0. Dann gilt∫
B
x(t) dµ(t) <
∫
B
M dµ(t)⇒
∫
[t0,t1]\T
x(t) dµ(t) <
∫
[t0,t1]\T
M dµ(t).
Damit folgt der Widerspruch
max
t∈[t0,t1]
x(t) =
∫ t1
t0
M dµ(t) >
∫
T
M dµ(t) +
∫
[t0,t1]\T
x(t) dµ(t) =
∫ t1
t0
x(t) dµ(t).
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Ist umgekehrt µ ≥ 0 und besitzt Norm Eins, dann geho¨rt µ der Menge ∂f(0) an. Wenn µ
zusa¨tzlich auf der Menge T konzentriert ist, dann ist auch
max
t∈[t0,t1]
x(t) =
∫ t1
t0
x(t) dµ(t)
erfu¨llt. Damit besteht das Subdifferential der Funktion f in einem vom Nullpunkt ver-
schiedenen Punkt x(·) aus den regula¨ren Borelschen Maßen auf [t0, t1], deren Norm gleich
Eins ist und die auf der Menge T konzentriert sind. 
Beispiel D.5. Es sei g(t, x) eine Funktion auf [t0, t1]×Rn, die bezu¨glich beider Vera¨nder-
licher stetig und fu¨r jedes t ∈ [t0, t1] nach x stetig differenzierbar ist. D. h., dass die Ab-
bildung gx(t, x) in der Gesamtheit der Variablen stetig ist. Unter diesen Voraussetzungen
ist nach Beispiel B.2 die Abbildung
g˜ : C([t0, t1],Rn)→ C([t0, t1],R),
[
g˜
(
x(·))](t) = g(t, x(t)), t ∈ [t0, t1],
Fre´chet-differenzierbar und es gilt[
g˜′
(
x(·))z(·)](t) = 〈gx(t, x(t)), z(t)〉, t ∈ [t0, t1].
Weiterhin ist die Funktion f
(
x(·)) im Beispiel D.4 auf C([t0, t1],R) stetig.
Wir bestimmen nun das Subdifferential der Funktion
G
(
x(·)) = f(g(x(·))) = max
t∈[t0,t1]
g
(
t, x(t)
)
.
Dazu ko¨nnen wir die Kettenregel (Satz D.3) anwenden:
∂G
(
x(·)) = g˜′∗(x(·))∂f(g˜(x(·))).
Fu¨r x∗ ∈ g˜′∗(x(·))∂f(g˜(x(·))) und z(·) ∈ C([t0, t1],Rn) gilt dann:
〈
x∗, z(·)〉 = 〈g˜′∗(x(·))µ, z(·)〉 = 〈µ, g˜′(x(·))z(·)〉 = ∫ t1
t0
〈
gx
(
t, x(t)
)
, z(t)
〉
dµ(t).
Daher besteht das Subdifferential der Funktion G im Punkt x(·) genau aus denjenigen
stetigen linearen Funktionalen x∗, die die Darstellung
〈
x∗, z(·)〉 = ∫ t1
t0
〈
gx
(
t, x(t)
)
, z(t)
〉
dµ(t)
besitzen, wobei das regula¨re Borelsches Maß µ auf T =
{
t ∈ [t0, t1]
∣∣ g(t, x(t)) = G(x(·))}
konzentriert ist und ‖µ‖ = 1 gilt. 
204 Konvexe Analysis
Beispiel D.6. Wir betrachten im Raum Clim(R+,R) die Funktion
f
(
x(·)) = max
t∈R+
x(t).
Mit den gleichen Argumenten wie in Beispiel D.4 ist diese Funktion stetig, konvex und
homogen. Ferner besteht das Subdifferential ∂f(0) aus denjenigen signierten regula¨ren Bo-
relschen Maßen µ auf R+, die nichtnegativ sind und die Totalvariation ‖µ‖ = 1 besitzen.
Weiterhin besteht das Subdifferential der Funktion f in einem vom Nullpunkt verschiede-
nen Punkt x(·) aus den regula¨ren Borelschen Maßen auf R+, deren Norm gleich Eins ist
und die auf der Menge T =
{
t ∈ R+
∣∣x(t) = f(x(·))} konzentriert sind. 
Beispiel D.7. Es sei g(t, x) eine Funktion auf R+×Rn, die bezu¨glich beider Vera¨nderlicher
stetig und fu¨r jedes t ∈ R+ nach x stetig differenzierbar ist. Unter diesen Voraussetzungen
ist nach Beispiel B.2 die Abbildung
g˜ : Clim(R+,Rn)→ Clim(R+,R),
[
g˜
(
x(·))](t) = g(t, x(t)), t ∈ R+,
Fre´chet-differenzierbar und es gilt[
g˜′
(
x(·))z(·)](t) = 〈gx(t, x(t)), z(t)〉, t ∈ R+.
Weiterhin ist die Funktion f im Beispiel D.6 auf Clim(R+,R) stetig. Auf die Funktion
G
(
x(·)) = f(g(x(·))) = max
t∈R+
g
(
t, x(t)
)
.
wir die Kettenregel an: Wie im Beispiel D.5 besteht das Subdifferential der Funktion G
im Punkt x(·) genau aus denjenigen stetigen linearen Funktionalen x∗, die die Darstellung〈
x∗, z(·)〉 = ∫ ∞
0
〈
gx
(
t, x(t)
)
, z(t)
〉
dµ(t) + lim
t→∞
〈
gx
(
t, x(t)
)
, z(t)
〉
µ({∞})
besitzen, wobei das regula¨re Borelsches Maß µ auf T =
{
t ∈ R+
∣∣ g(t, x(t)) = G(x(·))}
konzentriert ist und ‖µ‖ = 1 gilt. 
Beispiel D.8. Im Raum C0(R+,R) betrachten wir die Funktion f
(
x(·)) = sup
t∈R+
x(t). Sie
ist stetig, homogen und konvex. Fu¨r das Subdifferential ∂f(0) liefert die Ungleichung
sup
t∈R+
x(t) ≥
∫ ∞
0
x(t) dµ(t) fu¨r alle x(·) ∈ C0(R+,R),
dass das u¨ber R+ signierte regula¨re Borelsche Maß µ nichtnegativ ist. Aber im Gegensatz
zu Beispiel D.6 erhalten wir aus der Ungleichungskette
sup
t∈R+
x(t) ≥
∫ ∞
0
x(t) dµ(t) ≥ inf
t∈R+
x(t)
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lediglich ‖µ‖ ≤ 1, da die Funktionen x(·) im Unendlichen stets verschwinden.
Umgekehrt gilt, wenn µ ≥ 0 und ‖µ‖ ≤ 1, die Ungleichung
sup
t∈R+
x(t) ≥ sup
t∈R+
x(t) ·
∫ ∞
0
dµ(t) =
∫ ∞
0
sup
t∈R+
x(t) dµ(t) ≥
∫ ∞
0
x(t) dµ(t)
fu¨r alle x(·) ∈ C0(R+,R). Damit besteht das Subdifferential der Funktion f in x(·) = 0
aus allen regula¨ren Borelschen Maßen µ ≥ 0 mit ‖µ‖ ≤ 1.
Fu¨r x(·) 6= 0 mu¨ssen wir die Unterscheidung treffen, ob die Funktion x(·) ∈ C0(R+,R) ein
Maximum besitzt oder nicht. Die Funktion x(·) besitzt genau dann kein Maximum u¨ber
R+, wenn x(t) < 0 fu¨r alle t gilt. In diesem Fall erhalten wir
0 = sup
t∈R+
x(t) =
∫
R+
x(t) dµ(t) ⇔ ‖µ‖ = 0.
Nimmt die Funktion x(·) ihr Maximum u¨ber R+ an, dann gilt ‖µ‖ = 1 und µ ist auf der
Menge T =
{
t ∈ R+
∣∣x(t) = f(x(·))} konzentriert. 
Beispiel D.9. Unter den Voraussetzungen des Beispiels D.7 ist die Abbildung g˜ im Rah-
men des Raumes C0(R+,Rn) Fre´chet-differenzierbar. Somit ko¨nnen wir zur Berechnung
des Subdifferentials der Funktion G
(
x(·)) = f(g(x(·))) die Kettenregel (Satz D.3) an-
wenden und erhalten fu¨r x∗ ∈ ∂G(x(·)):
〈x∗, z(·)〉 =
∫ ∞
0
〈
gjx
(
t, x(t)
)
, z(t)
〉
dµ(t).
Fu¨r das Maß µ mu¨ssen dabei folgende Fa¨lle unterschieden werden:
(a) Ist g˜
(
x(·)) = 0, so besitzt das Maß µ eine Totalvariation ‖µ‖ ≤ 1.
(b) Ist g˜
(
x(·)) 6= 0 und besitzt kein Maximum u¨ber R+, so ist ‖µ‖ = 0.
(c) Ist g˜
(
x(·)) 6= 0 und besitzt ein Maximum u¨ber R+, so ist ‖µ‖ = 1 und µ ist auf der
Menge T =
{
t ∈ R+
∣∣ g(t, x(t)) = G(x(·))} konzentriert. 
E Mehrfache Nadelvariationen nach Ioffe & Tichomirov
Die einfache Nadelvariation, auf deren Basis das Maximumprinzip fu¨r die Aufgabe mit
freiem rechten Endpunkt im Abschnitt 3.2 hergeleitet wurde, erweist sich als ungeeignet
in einem Steuerungsproblem mit beidseitigen Randbedingungen. Deswegen stellen wir in
diesem Abschnitt mehrfache Nadelvariationen vor.
Wir folgen bei der Darstellung mehrfacher Nadelvariationen Ioffe & Tichomirov [43]. Als
erstes geben wir eine Konstruktion geeigneter Tra¨gerfamilien an, auf denen die Nadelva-
riationen durchgefu¨hrt werden. Danach definieren wir die mehrfachen Nadelvariationen
und untersuchen abschließend die Eigenschaften, die die mehrfache Nadelvariation dem
Steuerungsproblem u¨bergibt.
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E.1 Die Konstruktion der Tra¨gerfamilien
Lemma E.1. Zu jeder auf [t0, t1] definierten Treppenfunktion y(·), y(t) ∈ Rn, und jedem
δ > 0 kann man eine einparametrige Familie{
M(α)
}
0≤α≤1 =
{
M(α, y(·), δ)}
0≤α≤1
messbarer Teilmengen des Intervalls [t0, t1] derart angeben, dass die Beziehungen
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ 1,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥ ≤ δ|α− α′|
gelten.
Der Grundgedanke der nachstehend beschriebenen Konstruktion la¨sst sich am leichtesten
in dem Fall verstehen, dass die Vektorfunktion y(·) konstant ist: y(t) ≡ C. Zerlegt man
das Intervall [t0, t1] in gleiche Teile ∆i, deren La¨nge kleiner als δ/C ist, so kann man als
Mengenfamilie {M(α)} die Vereinigung derjenigen Intervall ∆i(α) nehmen, deren linkes
Ende jeweils mit dem linken Ende des Intervalls ∆i und deren La¨nge jeweils mit dem α-ten
Teil der La¨nge von ∆i u¨bereinstimmt.
Beweis Da y(·) eine Treppenfunktion auf dem Intervall [t0, t1] ist, gibt es endlich viele
y1, ..., yd ∈ Rn und eine disjunkte Zerlegung {A1, ..., Ad} von [t0, t1] mit
y(t) =
d∑
j=1
yjχAj (t).
Ferner sei C = max
j
‖yj‖. Wir zerlegen das Intervall [t0, t1] in gleiche Teile ∆1, ...,∆r, deren
La¨nge ho¨chstens δ/(2C) ist und setzen
Mij(α) =
{
t ∈ (Aj ∩∆i)
∣∣∣∣ ∫ t
t0
χ(Aj∩∆i)(τ) dτ < α · |Aj ∩∆i|
}
.
Dann ist M(α) =
⋃
i,j
Mij(α) die gesuchte Menge. Denn es gilt
|M(α)| =
∑
i,j
|Mij(α)| = α
∑
i,j
|Aj ∩∆i| = α(t1 − t0).
Ferner zieht die Ungleichung α ≥ α′ die Beziehung Mij(α′) ⊆Mij(α), d. h. M(α′) ⊆M(α),
nach sich. Schließlich gilt∫
Mij(α)
y(t) dt =
∫ t1
t0
χMij(α)(t)y(t) dt = αyj · |Aj ∩∆i|,
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weil jeweils auf den Mengen Aj die Vektorfunktion y(·) konstant und gleich yj ist. Hieraus
folgt in den Endpunkten der Intervalle ∆i:∫
∆i
(
χM(α)(t)− χM(α′)(t)
)
y(t) dt
=
∑
j
(∫
Mij(α)
y(t) dt−
∫
Mij(α′)
y(t) dt
)
= (α− α′)
∑
j
yj · |Aj ∩∆i|
= (α− α′)
∑
j
∫
∆i
χ(Aj∩∆i)(t)y(t) dt = (α− α′)
∫
∆i
y(t) dt,
also, dass in den Endpunkten der Intervalle ∆i die Werte der Integrale∫ t
t0
(
χM(α)(τ)− χM(α′)(τ)
)
y(τ) dτ,
∫ t
t0
(α− α′)y(τ) dτ
u¨bereinstimmen. Fu¨r ∆i = [τi, τi+1] und τi < t < τi+1 ergibt sich∥∥∥∥∫ t
τi
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥ ≤ 2C|α− α′| · |t− τi| ≤ δ|α− α′|.
Damit ist Lemma E.1 gezeigt. 
Lemma E.2. Zu jeder auf [t0, t1] definierten beschra¨nkten messbaren Vektorfunktion y(·)
und jedem δ > 0 gibt es eine einparametrige Familie{
M(α)
}
0≤α≤1 =
{
M(α, y(·), δ)}
0≤α≤1
mit den Eigenschaften
|M(α)| = α(t1 − t0), M(α′) ⊆M(α), 0 ≤ α′ ≤ α ≤ 1,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥ ≤ δ|α− α′|.
Beweis Jede beschra¨nkte messbare Vektorfunktion auf [t0, t1] ist gleichma¨ßiger Grenzwert
von Treppenfunktionen. D. h., es gibt eine Treppenfunktion y˜(·) mit
sup
t∈[t0,t1]
‖y(t)− y˜(t)‖ ≤ δ
t1 − t0 .
Nach letztem Lemma kann man eine Familie
{
M(α, y˜(·), δ)}
0≤α≤1 mit den entsprechenden
Eigenschaften fu¨r y˜(·) angeben. Ist dann α ≥ α′, so gilt∥∥∥∥∫ t
t0
(
χM(α)(τ)− χM(α′)(τ)
) · (y(τ)− y˜(τ))dτ∥∥∥∥ ≤ δt1 − t0 |M(α) \M(α′)| ≤ δ|α− α′|
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und ∥∥∥∥∫ t
t0
(α− α′)(y(τ)− y˜(τ))dτ∥∥∥∥ ≤ |α− α′| ∫ t
t0
∥∥(y(τ)− y˜(τ))∥∥dτ ≤ δ|α− α′|.
Zusammenfassend erhalten wir mit der Aussage des letzten Lemma fu¨r Treppenfunktionen:∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y(τ)− (α− α′)y(τ)
]
dτ
∥∥∥∥
≤
∥∥∥∥∫ t
t0
(
χM(α)(τ)− χM(α′)(τ)
) · (y(τ)− y˜(τ)) dτ∥∥∥∥+ ∥∥∥∥∫ t
t0
(α− α′)(y(τ)− y˜(τ))dτ∥∥∥∥
+
∥∥∥∥∫ t
t0
[(
χM(α)(τ)− χM(α′)(τ)
)
y˜(τ)− (α− α′)y˜(τ)
]
dτ
∥∥∥∥ ≤ 3δ|α− α′|,
also M(α) = M(α, y(·), 3δ). 
Lemma E.3. Es seien yi(·), yi : [t0, t1] → Rni , i = 1, ..., d, beschra¨nkte messbare Vektor-
funktionen. Dann gibt es zu jedem δ > 0 einparametrige Mengenfamilien M1(α), ...,Md(α)
messbarer Teilmengen des Intervalls [t0, t1], wobei der Parameter α Werte zwischen 0 und
1/d annimmt derart, dass fu¨r alle i = 1, ..., d, 0 ≤ α′ ≤ α ≤ 1/d und i 6= i′ gilt:
|Mi(α)| = α(t1 − t0), Mi(α′) ⊆Mi(α), Mi(α) ∩Mi′(α′) = ∅, (E.1)
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
(
χMi(α)(τ)− χMi(α′)(τ)
)
yi(τ) dτ − (α− α′)
∫ t
t0
yi(τ) dτ
∥∥∥∥ ≤ δ|α− α′|. (E.2)
Beweis Es sei n = n1 + ...+ nd. Dann ist
t→ z(t) = (y1(t), ..., yd(t))
eine messbare beschra¨nkte Abbildung des Intervalls [t0, t1] in Rn.
Wir wa¨hlen eine Familie {M(α)}0≤α≤1 von messbaren Teilmengen des Intervalls [t0, t1],
die gemeinsam mit z(·) und δ den Bedingungen von Lemma E.2 genu¨gen. Weiterhin sei
0 ≤ α ≤ 1/d. Setzen wir
Mi(α) = M
(
(i− 1)/d+ α) \M((i− 1)/d), i = 1, ..., d,
so sind diese Mi(α) die gesuchten Familien: Fu¨r i 6= i′, 0 ≤ α′ ≤ α ≤ 1/d sind die Mengen
Mi(α) und Mi′(α
′) disjunkt, es ist |Mi(α)| = α(t1 − t0) und fu¨r 0 ≤ α′ ≤ α ≤ 1/d gilt
Mi(α
′) ⊆Mi(α). Genau wie im Beweis des letzten Lemma ko¨nnen wir schließen:∥∥∥∥∫ t
t0
[(
χMi(α)(τ)− χMi(α′)(τ)
)
z(τ)− (α− α′)z(τ)
]
dτ
∥∥∥∥ ≤ 3δ|α− α′|, i = 1, ..., d.
Die letzte Behauptung des Lemma folgt unmittelbar aus der Tatsache, dass fu¨r jeden
Vektor z = (y1, ..., yd) ∈ Rn, yi ∈ Rni , die Ungleichung ‖yi‖ ≤ ‖z‖ erfu¨llt ist. 
Mehrfache Nadelvariationen 209
E.2 Die Definition der mehrfachen Nadelvariation
Es seien x∗(·) ∈ C([t0, t1],Rn), u∗(·), u1(·), ..., ud(·) ∈ L∞
(
[t0, t1], U
)
und es bezeichne Vγ
die Menge
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}.
Wir nehmen an, dass die Abbildungen f(t, x, u), ϕ(t, x, u) auf Vγ × Rm stetig in der Ge-
samtheit der Variablen und stetig differenzierbar bezu¨glich x sind. D. h., dass die partiellen
Ableitungen fx(t, x, u), ϕx(t, x, u) auf Vγ×Rm stetig in der Gesamtheit der Variablen sind.
Unter diesen Annahmen sind die Vektorfunktionen yi(·),
yi(t) =
(
ϕ
(
t, x∗(t), ui(t)
)− ϕ(t, x∗(t), u∗(t)),
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t))), i = 1, ..., d,
auf [t0, t1] messbar und beschra¨nkt, weil die Steuerungen u∗(·), u1(·), ..., ud(·) messbar,
beschra¨nkt und f, ϕ stetig sind. Daher existieren nach Lemma E.3 auf dem Intervall [t0, t1]
einparametrige Mengenfamilien
{
Mi(α)
}
mit
|Mi(α)| = α(t1 − t0), Mi(α′) ⊆Mi(α), Mi(α) ∩Mi′(α′) = ∅,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
(
χMi(α)(τ)− χMi(α′)(τ)
)
yi(τ) dτ − (α− α′)
∫ t
t0
yi(τ) dτ
∥∥∥∥ ≤ δ|α− α′|
fu¨r alle i = 1, ..., d, 0 ≤ α′ ≤ α ≤ 1/d und i 6= i′. Auf dem Quader
Qd =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣ 0 ≤ αi ≤ 1/d, i = 1, ..., d}
ist die Abbildung α→ uα(·) ∈ L∞
(
[t0, t1], U
)
,
uα(t) = u∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
ui(t)− u∗(t)
)
,
wohldefiniert und uα(·) nennen wir mehrfache Nadelvariation von u∗(·).
E.3 Eigenschaften der mehrfachen Nadelvariation
Es seien x∗(·) ∈ C([t0, t1],Rn) und u∗(·), u1(·), ..., ud(·) ∈ L∞
(
[t0, t1], U
)
. Weiterhin sei-
en f(t, x, u), ϕ(t, x, u) auf Vγ × Rm stetig in der Gesamtheit der Variablen und stetig
differenzierbar bezu¨glich x. Wir definieren die Mengen
Σ(∆) =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣∣α1, ..., αd ≥ 0, d∑
i=1
αi ≤ ∆
}
,
V = {x(·) ∈ C([t0, t1],Rn)
∣∣ ‖x(·)− x∗(·)‖∞ ≤ σ}.
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Dann betrachten wir fu¨r t ∈ [t0, t1] die Abbildung
Φ1
(
x(·), α)(t) = ∫ t
t0
[
ϕ
(
τ, x(τ), uα(τ)
)− ϕ(τ, x∗(τ), u∗(τ))] dτ
und den linearen Operator
Λ1
(
x(·), α)(t) = ∫ t
t0
[
ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x∗(τ)
)
+
d∑
i=1
αi ·
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))] dτ.
Dabei bezeichnet uα(·) die mehrfache Nadelvariation
uα(t) = u∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
ui(t)− u∗(t)
)
.
Dementsprechend bezieht sich der zweite Term im Operator Λ1 auf eine Linearisierung
bezu¨glich der Variation auf den Tra¨germengen. Ziel dieses Abschnitts ist es zu zeigen, dass
der Operator Φ1 zwar nicht stetig differenzierbar, aber wenigstens streng differenzierbar
ist. D. h., dass die Beziehung∥∥∥[Φ1(x(·), α)− Φ1(x′(·), α′)− Λ1(x(·), α)− Λ1(x′(·), α′)](·)∥∥∥∞
≤ δ
(
‖x(·)− x′(·)‖∞ +
d∑
i=1
|αi − α′i|
)
fu¨r alle α, α′ ∈ Σ(∆) und alle x(·), x′(·) ∈ V gilt. Außerdem wir zeigen, dass fu¨r die
Abbildungen Φ2 und Λ2,
Φ2
(
x(·), α) = ∫ t1
t0
[
f
(
t, x(t), uα(t)
)− f(t, x(t), u∗(t))] dt,
Λ2
(
x(·), α) = d∑
i=1
∫ t1
t0
αi ·
(
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))) dt,
die Relation
Φ2
(
x(·), α)− Λ2(x(·), α) ≤ δ d∑
i=1
αi
fu¨r alle α, α′ ∈ Σ(∆) und alle x(·), x′(·) ∈ V erfu¨llt ist.
Wir treffen einige Vorbereitungen: Aus den Eigenschaften (E.1) in Lemma E.3 der Men-
genfamilien der mehrfachen Nadelvariation
uα(t) = u∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
ui(t)− u∗(t)
)
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gelten fu¨r jede auf R× Rn × Rm definierte Vektorfunktion h und alle α, α′ ∈ Qd:
h
(
t, x, uα(t)
)− h(t, x, u∗(t))
=
d∑
i=1
χMi(αi)(t) ·
(
h
(
t, x, ui(t)
)− h(t, x, u∗(t))), (E.3)
h
(
t, x, uα(t)
)− h(t, x, uα′(t))
=
d∑
i=1
(
χMi(αi)(t)− χMi(α′i)(t)
) · (h(t, x, ui(t))− h(t, x, u∗(t))). (E.4)
Weil alle Steuerungen u∗(·), u1(·), ..., ud(·) beschra¨nkt sind, sind ihre Werte fu¨r fast alle
t ∈ [t0, t1] in einer kompakten Menge U1 ⊂ Rm enthalten. Nutzen wir daru¨ber hinaus die
Stetigkeit von f , ϕ und fx, ϕx aus, so ko¨nnen wir ein σ > 0 derart angeben, dass∥∥ϕ(t, x, u)− ϕ(t, x∗(t), u)∥∥ ≤ δ
4(t1 − t0) , (E.5)∣∣f(t, x, u)− f(t, x∗(t), u)∣∣ ≤ δ
8(t1 − t0) , (E.6)∥∥ϕ(t, x, u)− ϕ(t, x′, u)− ϕx(t, x∗(t), u)(x− x′)∥∥ ≤ δ‖x− x′‖
2(t1 − t0) (E.7)
fu¨r fast alle t ∈ [t0, t1] und alle x, x′, u mit ‖x−x∗(t)‖ ≤ σ, ‖x′−x∗(t)‖ ≤ σ, u ∈ U1 erfu¨llt
sind. Ferner wa¨hlen wir ∆ ∈ (0, 1/d] derart, dass fu¨r fast alle t ∈ [t0, t1]
∆ · (t1 − t0) ·max
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥ ≤ δ
4
(E.8)
gilt. Offenbar ist Σ(∆) ⊆ Qd fu¨r ∆ ∈ (0, 1/d]. Daher ist die mehrfache Nadelvariation
uα(·) fu¨r ∆ ∈ (0, 1/d] auf dem gesamten Simplex Σ(∆) definiert.
Lemma E.4. Es genu¨ge ∆ ∈ (0, 1/d] der Bedingung (E.8). Dann gilt fu¨r alle α, α′ ∈ Σ(∆)
und alle x(·), x′(·) ∈ V :∥∥∥[Φ1(x(·), α)− Φ1(x′(·), α′)− Λ1(x(·), α)+ Λ1(x′(·), α′)](·)∥∥∥∞
≤ δ
(
‖x(·)− x′(·)‖∞ +
d∑
i=1
|αi − α′i|
)
. (E.9)
Ausfu¨hrlich geschrieben ist die linke Seite in (E.9) gleich
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
ϕ
(
τ, x(τ), uα(τ)
)− ϕ(τ, x′(τ), uα′(τ))− ϕx(τ, x∗(τ), u∗(τ))(x(τ)− x′(τ))
−
d∑
i=1
(αi − α′i) ·
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥. (E.10)
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Beweis Den Ausdruck (E.10) ko¨nnen wir nach oben gegen∫ t1
t0
∥∥∥ϕ(t, x(t), uα(t))− ϕ(t, x′(t), uα(t))− ϕx(t, x∗(t), uα(t))(x(t)− x′(t))∥∥∥dt
+
∫ t1
t0
∥∥∥(ϕx(t, x∗(t), uα(t))− ϕx(t, x∗(t), u∗(t)))(x(t)− x′(t))∥∥∥dt
+
∫ t1
t0
∥∥∥ϕ(t, x′(t), uα(t))− ϕ(t, x′(t), uα′(t))
−ϕ(t, x∗(t), uα(t))+ ϕ(t, x∗(t), uα′(t))∥∥∥dt
+ max
t∈[t0,t1]
∥∥∥∥∫ t
t0
ϕ
(
τ, x∗(τ), uα(τ)
)− ϕ(τ, x∗(τ), uα′(τ))
−
d∑
i=1
(αi − α′i)
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))dτ∥∥∥∥
abscha¨tzen. Der erste Summand ist nach (E.7) kleiner oder gleich
δ
2
‖x(·)− x′(·)‖∞.
Aus (E.3) folgt, dass der zweite Summand gleich∫ t1
t0
∥∥∥∥ d∑
i=1
χMi(αi)(t) ·
(
ϕx
(
t, x∗(t), ui(t)
)− ϕx(t, x∗(t), u∗(t)))(x(t)− x′(t))∥∥∥∥ dt
ist. Mit (E.1), (E.8) und α ∈ Σ(∆) fa¨llt dieser Ausdruck nicht gro¨ßer aus als∫ t1
t0
( d∑
i=1
αi
)
· 2 max
u∈U1
∥∥ϕx(t, x∗(t), u)∥∥ dt · ‖x(·)− x′(·)‖∞ ≤ δ
2
‖x(·)− x′(·)‖∞.
Wegen (E.4) ist der dritte Summand gleich∫ t1
t0
∥∥∥∥ d∑
i=1
(
χMi(αi)(t)− χMi(α′i)(t)
) · (ϕ(t, x′(t), ui(t))− ϕ(t, x′(t), u∗(t)))
−
d∑
i=1
(
χMi(αi)(t)− χMi(α′i)(t)
) · (ϕ(t, x∗(t), ui(t))− ϕ(t, x∗(t), u∗(t)))∥∥∥∥ dt.
Gema¨ß (E.5) ist dieses Integral nicht gro¨ßer als
2 · δ
4(t1 − t0) ·
d∑
i=1
∫ t1
t0
∥∥χMi(αi)(t)− χMi(α′i)(t)∥∥ dt = δ2
d∑
i=1
|αi − α′i|.
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Schließlich la¨sst sich der vierte Summand mittels (E.4) in die Form
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
d∑
i=1
[(
χMi(αi)(τ)− χMi(α′i)(τ)
) · (ϕ(τ, x∗(τ), ui(τ))− ϕ(τ, x∗(τ), u∗(τ)))
−(αi − α′i) ·
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
bringen. Die Differenzen(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))
enthalten die ersten n Koordinaten der Vektorfunktionen
yi(t) =
(
ϕ
(
t, x∗(t), ui(t)
)− ϕ(t, x∗(t), u∗(t)),
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t)))
aus Abschnitt E.2. Daher ist der obenstehende Ausdruck kleiner oder gleich
max
t∈[t0,t1]
∥∥∥∥ d∑
i=1
∫ t
t0
[(
χMi(αi)(τ)− χMi(α′i)(τ)
)
yi(τ)− (αi − α′i)yi(τ)
]
dτ
∥∥∥∥.
Mit (E.2) ist dieser Ausdruck nicht gro¨ßer als
δ
2
d∑
i=1
|αi − α′i|.
Damit ist die Beziehung (E.9) bewiesen. 
Lemma E.5. Es sei ∆ ∈ (0, 1/d] und genu¨ge der Bedingung (E.8). Dann gilt
Φ2
(
x(·), α)− Λ2(x(·), α) ≤ δ d∑
i=1
αi (E.11)
fu¨r alle α ∈ Σ(∆) und alle x(·) ∈ V .
Beweis Beachten wir (E.3), so ist die linke Seite in (E.11) gleich
d∑
i=1
∫ t1
t0
[
χMi(αi)(t) ·
(
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t)))
−αi ·
(
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t)))]dt.
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Dieser Ausdruck ist weiterhin kleiner oder gleich der folgenden Summe:
d∑
i=1
∣∣∣∣ ∫ t1
t0
χMi(αi)(t) ·
(
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t)))
−αi ·
(
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t)))dt∣∣∣∣
+
d∑
i=1
[∫ t1
t0
χMi(αi)(t) ·
[∣∣f(t, x(t), ui(t))− f(t, x∗(t), ui(t))∣∣
+
∣∣f(t, x∗(t), u∗(t))− f(t, x(t), u∗(t))∣∣]dt
+αi
∫ t1
t0
[∣∣f(t, x(t), ui(t))− f(t, x∗(t), ui(t))∣∣
+
∣∣f(t, x(t), u∗(t))− f(t, x∗(t), u∗(t))∣∣]dt].
Fu¨r den ersten Summanden gilt die Relation (E.2), d. h.
d∑
i=1
∣∣∣∣ ∫ t1
t0
χMi(αi)(t) ·
(
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t)))
−αi ·
(
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t)))dt∣∣∣∣ ≤ δ2
d∑
i=1
αi.
Mit (E.6) folgt, dass die zweite Summe kleiner gleich
d∑
i=1
(
2
∫ t1
t0
χMi(αi)(t) dt+ 2αi
∫ t1
t0
dt
)
· δ
8(t1 − t0) =
δ
2
d∑
i=1
αi
ist. Damit ist das Lemma bewiesen. 
E.4 Mehrfache Nadelvariationen in Multiprozessen
Wir gehen in diesem Abschnitt auf die Variation von Multiprozessen in Kapitel 4 ein.
Unser besonderes Augenmerk liegt dabei auf die Einbindung der k-fachen Zerlegungen.
Im Weiteren verwenden wir die Bezeichnungen, die in Kapitel 4 eingefu¨hrt wurden.
Es seien x∗(·) ∈ C([t0, t1],Rn) und u∗(·), ui(·) ∈ L∞
(
[t0, t1], U
)
, A∗,Ai ∈ Z k([t0, t1]) fu¨r
i = 1, ..., d. Ferner bezeichne Vγ die Menge
Vγ = {(t, x) ∈ [t0, t1]× Rn | ‖x− x∗(t)‖ ≤ γ}.
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Weiterhin seien fi(t, x, u
i), ϕi(t, x, ui) auf Vγ×Rmi stetig in der Gesamtheit der Variablen
und stetig differenzierbar bezu¨glich x.
Unter diesen Voraussetzungen sind die (n+ 1)-dimensionalen Vektorfunktionen yi(·),
yi(t) =
(
χAi(t) ◦ ϕ
(
t, x∗(t), ui(t)
)− χA∗(t) ◦ ϕ(t, x∗(t), u∗(t)),
χAi(t) ◦ f
(
t, x∗(t), ui(t)
)− χA∗(t) ◦ f(t, x∗(t), u∗(t))), i = 1, ..., d,
meßbar und beschra¨nkt. Daher existieren nach Lemma E.3 Mengenfamilien
{
Mi(α)
}
mit
|Mi(α)| = α(t1 − t0), Mi(α′) ⊆Mi(α), Mi(α) ∩Mi′(α′) = ∅,
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
(
χMi(α)(τ)− χMi(α′)(τ)
)
yi(τ) dτ − (α− α′)
∫ t
t0
yi(τ) dτ
∥∥∥∥ ≤ δ|α− α′|
fu¨r alle i = 1, ..., d, 0 ≤ α′ ≤ α ≤ 1/d und i 6= i′. Wir beachten ferner, dass fu¨r Zerlegungen
A ,B ∈ Z k([t0, t1]) und fu¨r eine messbare Menge M ⊆ [t0, t1] die Funktion
χC (t) = χA (t) + χM (t) ·
(
χB(t)− χA (t)
)
stets mit einer Menge C ∈ Z k([t0, t1]) korrespondiert. Dann ist auf dem Quader
Qd =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣ 0 ≤ αi ≤ 1/d, i = 1, ..., d}
die Abbildung α → (uα(·),Aα) ∈ L∞([t0, t1], U) × Z k([t0, t1]) wohldefiniert. Dabei be-
zeichnen
uα(t) = u∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
ui(t)− u∗(t)
)
und Aα identifizieren wir durch die charakteristische Vektorfunktion
χAα(t) = χA∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
χAi(t)− χA∗(t)
)
.
Aus den Eigenschaften der Mengenfamilien in der Setzung der verallgemeinerten Nadel-
variation folgt fu¨r jede wohldefinierte Vektorfunktion h = (h1, ..., hk) und jedes α ∈ Qd
χAα(t) ◦ h
(
t, x, uα(t)
)− χA∗(t) ◦ h(t, x, u∗(t))
=
d∑
i=1
χMi(αi)(t) ·
(
χAi(t) ◦ h
(
t, x, ui(t)
)− χA∗(t) ◦ h(t, x, u∗(t))). (E.12)
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Denn verwenden wir zuerst die Setzung von uα(·), so erhalten wir
χAα(t) ◦ h
(
t, x, uα(t)
)
= χAα(t) ◦ h
(
t, x, u∗(t) +
d∑
i=1
χMi(αi)(t)
(
ui(t)− u∗(t)
))
= χAα(t) ◦
(
h
(
t, x, u∗(t)
)
+
d∑
i=1
χMi(αi)(t) ·
(
h
(
t, x, ui(t)
)− h(t, x, u∗(t))))
= χAα(t) ◦ h
(
t, x, u∗(t)
)
+ χAα(t) ◦
d∑
i=1
χMi(αi)(t) ·
(
h
(
t, x, ui(t)
)− h(t, x, u∗(t))).
Nutzen wir nun die Gestalt von χAα(·) aus und verwenden im zweiten Summanden, dass
die Mengenfamilien {Mi(αi)} nach Konstruktion die Eigenschaft( d∑
i=1
χMi(αi)(t)
)2
=
d∑
i=1
χ2Mi(αi)(t) =
d∑
i=1
χMi(αi)(t)
besitzen, dann ergibt sich
χAα(t) ◦ h
(
t, x, u∗(t)
)
+ χAα(t) ◦
d∑
i=1
χMi(αi)(t) ·
(
h
(
t, x, ui(t)
)− h(t, x, u∗(t)))
= χA∗(t) ◦ h
(
t, x, u∗(t)
)
+
d∑
i=1
χMi(αi)(t) ·
(
χAi(t)− χA∗(t)
) ◦ h(t, x, u∗(t))
+
d∑
i=1
χMi(αi)(t) · χA∗(t) ◦
(
h
(
t, x, ui(t)
)− h(t, x, u∗(t)))
+
d∑
i=1
χMi(αi)(t) ·
(
χAi(t)− χA∗(t)
) ◦ (h(t, x, ui(t))− h(t, x, u∗(t))).
Daraus folgt nun nach Vereinfachung
χAα(t) ◦ h
(
t, x, uα(t)
)
= χA∗(t) ◦ h
(
t, x, u∗(t)
)
+
d∑
i=1
χMi(αi)(t) ·
(
χAi(t) ◦ h
(
t, x, ui(t)
)− χA∗(t) ◦ h(t, x, u∗(t))),
und nach Subtraktion von χA∗(t) ◦ h
(
t, x, u∗(t)
)
die Beziehung (E.12).
Betrachten wir die Verknu¨pfung der Vektorfunktion h = (h1, ..., hk) mit den Zerlegungen
Aα,Aα′ ∈ Z k([t0, t1]), α, α′ ∈ Qd, dann erhalten wir mit (E.12)
χAα(t) ◦ h
(
t, x, uα(t)
)− χAα′ (t) ◦ h(t, x, uα′(t))
=
d∑
i=1
(
χMi(αi)(t)− χMi(α′i)(t)
) · (χAi(t) ◦ h(t, x, ui(t))− χA∗(t) ◦ h(t, x, u∗(t))). (E.13)
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Die Beziehungen (E.12) und (E.13) fu¨r Multiprozesse entsprechen gerade den Eigenschaf-
ten (E.3), (E.4). Beachten wir nun außerdem die Ungleichung
‖χA (t) ◦ h(t, x, u)‖ ≤
k∑
s=1
‖hs(t, x, us)‖,
dann ergeben sich auf die gleiche Weise wie im Abschnitt E.3 fu¨r hinreichend kleine Pa-
rameter ∆ ∈ (0, 1/d] auf den Mengen
Σ(∆) =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣∣α1, ..., αd ≥ 0, d∑
i=1
αi ≤ ∆
}
,
V = {x(·) ∈ C([t0, t1],Rn)
∣∣ ‖x(·)− x∗(·)‖∞ ≤ σ}
die folgenden Aussagen:
Lemma E.6. Fu¨r alle α, α′ ∈ Σ(∆) und alle x(·), x′(·) ∈ V gilt:
max
t∈[t0,t1]
∥∥∥∥∫ t
t0
[
χAα(τ) ◦ ϕ
(
τ, x(τ), uα(τ)
)− χAα′ (τ) ◦ ϕ(τ, x′(τ), uα′(τ))
−χA∗(τ) ◦ ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
d∑
i=1
(αi − α′i)
(
χAi(τ) ◦ ϕ
(
τ, x∗(τ), ui(τ)
)− χA∗(τ) ◦ ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
≤ δ
(∥∥x(·)− x′(·)∥∥∞ + d∑
i=1
|αi − α′i|
)
.
Lemma E.7. Fu¨r alle α ∈ Σ(∆) und alle x(·) ∈ V gilt:∫ t1
t0
[
χAα(t) ◦ f
(
t, x(t), uα(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t))
−
d∑
i=1
αi ·
(
χAi(t) ◦ f
(
t, x(t), ui(t)
)− χA∗(t) ◦ f(t, x(t), u∗(t)))] dt ≤ δ d∑
i=1
αi.
E.5 Mehrfache Nadelvariationen u¨ber dem unendlichen Zeithorizont
Der Beweis des Pontrjaginschen Maximumprinzips fu¨r die Aufgabe mit unendlichem Zeit-
horizont im Kapitel 6 basiert ebenfalls auf einer mehrfachen Nadelvariation. Die wesent-
lichen Grundlagen dazu haben wir in den vorhergehenden Abschnitten gelegt. Allerdings
werden wir mit zwei neuen Herausforderungen konfrontiert, na¨mlich mit dem unbeschra¨nk-
ten Zeitintervall R+ und mit der mo¨glicherweise lokal unbeschra¨nkten Dichtefunktion
ω(·) ∈ L1(R+,R+) im Integranden des Zielfunktionals.
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Ausgangspunkt fu¨r die Betrachtung der mehrfachen Nadelvariation ist die Angabe ge-
eigneter Tra¨gerfamilien (Lemma E.3) und die Eigenschaften, die nach Lemma E.4 und
Lemma E.5 dem Steuerungsproblem u¨bergeben werden. Wir werden nun zeigen, wie wir
fu¨r das unbeschra¨nkte Zeitintervall und fu¨r einen lokal unbeschra¨nkten Integranden die
wesentliche Argumentation auf eine kompakte Menge K zuru¨ckfu¨hren ko¨nnen.
Die Konstruktion der Tra¨germengen im Abschnitt E.1 la¨sst sich unmittelbar auf den Fall
anwenden, dass statt dem Intervall [t0, t1] eine kompakte Menge K ⊂ R+ betrachtet wird.
Dann ergibt sich folgendes Resultat:
Lemma E.8. Es sei K ⊂ R+ kompakt und es seien yi(·), yi : K → Rni , i = 1, ..., d,
beschra¨nkte messbare Vektorfunktionen. Dann existieren zu jedem δ > 0 einparametrige
Mengenfamilien M1(α), ...,Md(α), 0 ≤ α ≤ 1/d, messbarer Teilmengen der Menge K
derart, dass fu¨r alle i = 1, ..., d, 0 ≤ α′ ≤ α ≤ 1/d und i 6= i′ gilt:
|Mi(α)| = α|K|, Mi(α′) ⊆Mi(α), Mi(α) ∩Mi′(α′) = ∅,
max
t∈K
∥∥∥∥∫
[0,t]∩K
(
χMi(α)(τ)− χMi(α′)(τ)
)
yi(τ) dτ − (α− α′)
∫
[0,t]∩K
yi(τ) dτ
∥∥∥∥ ≤ δ|α− α′|.
Fu¨r die weiteren Betrachtungen geben wir einen U¨berblick u¨ber die beno¨tigten Eigenschaf-
ten an die Aufgabe (6.10)–(6.14), die wir im Kapitel 6 getroffen haben:
Es seien x∗(·) ∈ Clim(R+,Rn) und u∗(·) ∈ L∞(R+, U). Zu x∗(·) bezeichnet Vγ die Menge
Vγ = {(t, x) ∈ R+ × Rn | ‖x− x ∗ (t)‖ ≤ γ}.
Wir nehmen an, dass es zu jeder kompakten Menge U1 ⊆ Rm eine Zahl γ > 0 derart gibt,
dass auf der Menge Vγ×U1 die Abbildungen f(t, x, u) und ϕ(t, x, u) gleichma¨ßig stetig und
gleichma¨ßig stetig differenzierbar bezu¨glich x sind. Ferner seien fu¨r das Paar
(
x∗(·), u∗(·)
)
folgende Eigenschaften erfu¨llt: Es sind die Lebesgue-Integrale∫ ∞
0
∥∥ϕ(t, x∗(t), u∗(t))∥∥ dt, ∫ ∞
0
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt
endlich. Außerdem nehmen wir an, es existiert zu jedem δ > 0 ein T > 0 mit∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
≤ δ‖x(·)− x′(·)‖∞ (E.14)
fu¨r alle x(·), x′(·) ∈ Clim(R+,Rn) mit ‖x(·)− x∗(·)‖∞ < γ, ‖x′(·)− x∗(·)‖∞ < γ.
Abschließend bezeichnet U die Menge aller u(·) ∈ L∞(R+, U), die die Darstellung
u(t) = u∗(t) + χM (t)
(
w(t)− u∗(t)
)
mit w(·) ∈ L∞(R+, U) und einer meßbar und beschra¨nkten Menge M ⊂ R+ besitzen.
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Es seien u1(·), ..., ud(·) ∈ U und δ > 0 gegeben. Dann la¨sst sich eine Zahl T > 0 derart
wa¨hlen, dass die Mengen Mi, die in den Darstellungen der Steuerungen ui(·) ∈ U auftre-
ten, im Intervall [0, T ] enthalten sind und die Relation (E.14) mit δ/3 erfu¨llt ist.
Ferner existiert nach dem Satz von Lusin eine kompakte Menge K ⊆ [0, T ], auf der die
Funktion ω(·) stetig ist und zudem fu¨r i = 1, ..., d folgende Relationen gelten:∫
[0,T ]\K
∥∥ϕx(t, x∗(t), u∗(t))∥∥ dt ≤ δ
3
,∫
[0,T ]\K
∥∥ϕ(t, x∗(t), ui(t))− ϕ(t, x∗(t), u∗(t))∥∥ dt ≤ δ
3
,∫
[0,T ]\K
ω(t)
∣∣f(t, x∗(t), ui(t))− f(t, x∗(t), u∗(t))∣∣ dt ≤ δ
2
.
Wir betrachten im Folgenden die Funktionen yi(·),
yi(t) =
(
ϕ
(
t, x∗(t), ui(t)
)− ϕ(t, x∗(t), u∗(t)),
ω(t)
[
f
(
t, x∗(t), ui(t)
)− f(t, x∗(t), u∗(t))]), i = 1, ..., d,
die nach Wahl von K u¨ber dieser Menge messbar und beschra¨nkt sind. Mit den zugeho¨ri-
gen Tra¨germengen M1(α), ...,Md(α) ⊆ K aus Lemma E.8 definieren wir u¨ber R+ die
Abbildung α→ uα(·) ∈ U :
uα(t) = u∗(t) +
d∑
i=1
χMi(αi)(t) ·
(
ui(t)− u∗(t)
)
.
Diese ist auf dem Quader Qd,
Qd =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣ 0 ≤ αi ≤ 1/d, i = 1, ..., d},
wohldefiniert. Im Weiteren bezeichnen Σ(∆) und V die Mengen
Σ(∆) =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣∣α1, ..., αd ≥ 0, d∑
i=1
αi ≤ ∆
}
,
V = {x(·) ∈ Clim(R+,Rn)
∣∣ ‖x(·)− x∗(·)‖∞ ≤ σ}.
Auf diesen Mengen betrachten wir die Abbildungen
Φ1
(
x(·), α)(t) = ∫ t
0
[
ϕ
(
τ, x(τ), uα(τ)
)− ϕ(τ, x∗(τ), u∗(τ))] dτ, t ∈ R+,
Λ1
(
x(·), α)(t) = ∫ t
0
[
ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x∗(τ)
)
+
d∑
i=1
αi ·
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))] dτ, t ∈ R+
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und die Funktionale
Φ2
(
x(·), α) = ∫ ∞
0
ω(t)
[
f
(
t, x(t), uα(t)
)− f(t, x(t), u∗(t))] dt,
Λ2
(
x(·), α) = d∑
i=1
∫ ∞
0
αi · ω(t)
[
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))] dt.
Lemma E.9. Es existieren ∆ ∈ (0, 1/d] und σ > 0 derart, dass fu¨r alle α, α′ ∈ Σ(∆) und
alle x(·), x′(·) ∈ V gelten:∥∥∥[Φ1(x(·), α)− Φ1(x′(·), α′)− Λ1(x(·), α)− Λ1(x′(·), α′)](·)∥∥∥∞
≤ δ
(
‖x(·)− x′(·)‖∞ +
d∑
i=1
|αi − α′i|
)
. (E.15)
Beweis Beachten wir, dass die Abbildung α → uα(·) nur fu¨r t ∈ K zum Tragen kommt,
so ko¨nnen wir die linke Seite in (E.15) gegen folgenden Ausdruck nach oben abscha¨tzen:
∫
[0,T ]\K
∥∥ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt
+
d∑
i=1
(αi − α′i) ·
∫
[0,T ]\K
∥∥ϕ(t, x∗(t), ui(t))− ϕ(t, x∗(t), u∗(t))∥∥ dt
+ max
t∈K
∥∥∥∥∫
[0,t]∩K
[
ϕ
(
τ, x(τ), uα(τ)
)− ϕ(τ, x′(τ), uα′(τ))
−ϕx
(
τ, x∗(τ), u∗(τ)
)(
x(τ)− x′(τ))
−
d∑
i=1
(αi − α′i) ·
(
ϕ
(
τ, x∗(τ), ui(τ)
)− ϕ(τ, x∗(τ), u∗(τ)))]dτ∥∥∥∥
+
∫ ∞
T
∥∥ϕ(t, x(t), u∗(t))− ϕ(t, x′(t), u∗(t))− ϕx(t, x∗(t), u∗(t))(x(t)− x′(t))∥∥ dt.
Nach obiger Wahl der Menge K fa¨llt der erste Summand kleiner oder gleich
δ
3
(
‖x(·)− x′(·)‖∞ +
d∑
i=1
|αi − α′i|
)
aus. Nach Wahl der Zahl T ist der letzte Summand kleiner gleich
δ
3
‖x(·)− x′(·)‖∞.
Bezu¨glich der kompakten Menge K folgt diese Abscha¨tzung direkt aus Lemma E.4, da im
Beweis das Intervall [t0, t1] durch die kompakte Menge K ersetzt werden darf, auf der die
Dichtefunktion ω(·) stetig ist. 
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Lemma E.10. Es existieren ∆ ∈ (0, 1/d] und σ > 0 derart, dass die Ungleichung
Φ2
(
x(·), α)− Λ2(x(·), α) ≤ δ d∑
i=1
αi (E.16)
fu¨r alle α ∈ Σ(∆) und alle x(·) ∈ V gilt.
Beweis Die linke Seite in (E.16) ist gleich
d∑
i=1
∫ ∞
0
(
χMi(αi)(t)− αi
)
·
(
ω(t)
[
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))]) dt.
Beachten wir Mi(αi) ⊆ K, so folgt nach Wahl der Menge K:
d∑
i=1
∫
[0,T ]\K
αi ·
(
ω(t)
[
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))]) dt ≤ δ
2
d∑
i=1
αi.
Außerdem gilt ui(t) = u∗(t) fu¨r alle t > T und i = 1, ..., d. Daher ist
d∑
i=1
∫ ∞
T
αi ·
(
ω(t)
[
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))]) dt = 0.
Ferner erhalten wir u¨ber der kompakten Menge K
d∑
i=1
∫
K
(
χMi(αi)(t)− αi
)
·
(
ω(t)
[
f
(
t, x(t), ui(t)
)− f(t, x(t), u∗(t))]) dt
unmittelbar aus Lemma E.5, da wieder das Intervall [t0, t1] durch die kompakte Menge K
ersetzt werden darf, auf der die Dichtefunktion ω(·) stetig ist. 
F Zur Theorie der Extremalaufgaben
Zur Ermittlung notwendiger Optimalita¨tsbedingungen fu¨r Aufgaben der Klassischen Va-
riationsrechnung und spa¨ter fu¨r Probleme der Optimalen Steuerung zeichnete sich zu
Beginn des letzten Jahrhunderts ab, dass eine allgemeinere Methodik erarbeitet werden
musste (vgl. Plail [58]). Daraus entwickelte sich das Versta¨ndnis von abstrakten Opti-
mierungsaufgaben unter Nebenbedingungen in Funktionenra¨umen und in Folge dessen
die Herausforderung des Nachweises des fundamentalen Prinzips von Lagrange in einem
unendlich-dimensionalen Rahmen. Die beno¨tigten Werkzeuge lieferte die zu dieser Zeit
parallele Entwicklung der Funktionalanalysis.
Grundlegende Beitra¨ge zu einer Verallgemeinerung lieferten die Chicagoer Schule um Bolza
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(ein Schu¨ler von Karl Weierstraß), Bliss und McShane. Eine allgemeine Entwicklung ei-
ner Theorie der Extremalaufgaben erfolgte maßgeblich in den 1960er- und 1970er-Jahren.
Diesbezu¨glich geben wir die Arbeiten von Dubovickii & Milyutin [23], Girsanov [31], Hal-
kin [33], Halkin & Neustadt [35], Ioffe & Tichomirov [43], Kurcyusz [45] und Neustadt [54]
an.
In der weiteren Darstellung seien X,Z Banachra¨ume, U eine Teilmenge eines normierten
Raumes U , K ⊆ Z ein abgeschlossener konvexer Kegel mit Spitze in 0 ∈ Z und mit
nichtleerem Inneren. Ferner seien J ein Funktional und F , G bzw. Gj , j = 1, ..., l, gewisse
Abbildungen. Die Aufgabenklassen, die wir im Folgenden behandeln werden, ko¨nnen wir
damit wie folgt katalogisieren:
(1) Glatte Aufgaben mit Gleichungsnebenbedingungen:
J(x)→ inf; F (x) = 0, x ∈ X.
(2) Glatte Aufgaben mit Gleichungs- und Ungleichungsnebenbedingungen:
J(x)→ inf; F (x) = 0, G(x) ∈ K , x ∈ X.
(3) Schwaches lokales Minimum unter Gleichungs- und Ungleichungsnebenbedingungen:
J(x, u)→ inf; F (x, u) = 0, G(x) ∈ K , x ∈ X, u ∈ U, U konvex.
(4) Starkes lokales Minimum unter Gleichungs- und Ungleichungsnebenbedingungen:
J(x, u)→ inf; F (x, u) = 0, Gj(x) ≤ 0, j = 1, ..., l, x ∈ X, u ∈ U.
Den Kern bei der Herleitung des Extremalprinzips, d. h. beim Nachweis der Gu¨ltigkeit
des Lagrangeschen Prinzips, bildet in den einzelnen Aufgaben (2)–(4) das Dubovickii-
Milyutin-Schema. Die Vorgehensweise la¨sst sich dabei wie folgt abku¨rzend skizzieren:
(i) Zu einem lokalen Minimum x∗ ∈ X bezeichne C die Menge derjenigen (η0, y, z) mit
η0 > J
′(x∗)x, y = F ′(x∗)x, z = G(x∗) +G′(x∗)x.
Die Menge C ist konvex und besitzt ein nichtleeres Inneres.
(ii) Wu¨rde nun der Ursprung dem Inneren der Menge C angeho¨ren, so gibt es ein x ∈ X
und ferner nach dem Satz von Ljusternik Elemente xε = x∗ + εx+ r(ε) mit
J(xε) < J(x∗), F (xε) = 0, G(xε) ∈ K , xε → x∗ fu¨r ε→ 0;
im Widerspruch zur lokalen Optimalita¨t von x∗.
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(iii) Nach dem Trennungssatz fu¨r konvexe Mengen lassen sich die Menge C und der
Ursprung trennen. Demnach existiert ein nichttriviales stetiges lineares Funktio-
nal (nichttriviale Lagrangesche Multiplikatoren), mit dem (denen) das Lagrangesche
Prinzip gilt.
Im Gegensatz zu den Aufgaben (1) und (2) unterscheiden wir in den Aufgaben (3) und
(4) die Gro¨ßen x und u. Dies ermo¨glicht einerseits die Unterscheidung zwischen schwacher
und starker lokaler Optimalita¨t. Andererseits kann in Steuerungsproblemen explizit dem
eigensta¨ndigen Charakter einer Steuerung Rechnung getragen werden. Insbesondere gibt
es in der Aufgabe (4) keine Annahmen u¨ber die Struktur der Menge U . Die Erweiterung des
Dubovickii-Milyutin-Schema fu¨r starke lokale Minimalstellen ist Ioffe & Tichomirov [43]
entnommen.
In den Aufgaben (2)–(4) behandeln wir die Ungleichungsrestriktionen in den Varianten
G(x) ∈ K und Gj(x) ≤ 0 fu¨r j = 1, ..., l. Im einfachen Fall der Ungleichungen xj(t) ≤ 0
fu¨r alle t ∈ [t0, t1] und j = 1, ..., l bezeichnet K den Kegel
K = {x(·) ∈ C([t0, t1],Rl) |x(t)  0⇔ xj(t) ≤ 0 fu¨r alle t ∈ [t0, t1], j = 1, ..., l}.
Andererseits ko¨nnen wir die Ungleichungen xj(t) ≤ 0 fu¨r alle t ∈ [t0, t1] mit Hilfe der
regula¨r lokalkonvexen Funktionen
Gj
(
x(·)) = max
t∈[t0,t1]
x(t)
behandeln. Im Rahmen der Extremalprinzipien ergeben sich in beiden Varianten entspre-
chende komplementa¨re Schlupfbedingungen. Die Herleitungen der Extremalprinzipien set-
zen umfassende Kenntnisse der vorhergehenden Teile des Anhanges voraus. Insbesondere
stellt die abstrakte Abbildung im Teil (C) von Theorem F.5 die konstruierte mehrfache
Nadelvariation mit den entsprechenden Tra¨germengen im Anhang E dar.
F.1 Glatte Aufgaben mit Gleichungsnebenbedingungen
In diesem Abschnitt seien X, Y Banachra¨ume, J ein Funktional auf X, F eine Abbildung
des Raumes X in den Raum Y .
Wir betrachten im Weiteren die Extremalaufgabe
J(x)→ inf; F (x) = 0, x ∈ X. (F.1)
Der Punkt x ∈ X ist ein zula¨ssiges Element der Aufgabe (F.1), falls die Nebenbedingung
F (x) = 0 erfu¨llt ist. Ein zula¨ssiges Element x∗ ∈ X heißt ein lokales Minimum der
Extremalaufgabe (F.1), wenn ein ε > 0 derart existiert, dass fu¨r alle zula¨ssigen Punkte
x ∈ X mit ‖x− x∗‖X ≤ ε die Ungleichung J(x∗) ≤ J(x) gilt.
Auf X × R× Y ∗ definieren wir zur Aufgabe (F.1) die Lagrange-Funktion
L (x, λ0, y
∗) = λ0J(x) + 〈y∗,F (x)〉.
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Theorem F.1 (Extremalprinzip). Sei x∗ ein zula¨ssiges Element der Aufgabe (F.1).
(A) Wir nehmen an, dass
(A1) die Funktion J(x) im Punkt x∗ Fre´chet-differenzierbar ist;
(A2) die Abbildung F (x) im Punkt x∗ stetig Fre´chet-differenzierbar ist.
(B) Weiterhin sei ImF ′(x∗) abgeschlossen.
Ist x∗ eine lokale Minimalstelle der Aufgabe (F.1), dann existieren nicht gleichzeitig ver-
schwindende Lagrangesche Multiplikatoren λ0 ≥ 0 und y∗ ∈ Y ∗ derart, dass die Lagrange-
Funktion bezu¨glich x in x∗ einen stationa¨ren Punkt besitzt, d. h.
0 = Lx(x∗, λ0, y∗). (F.2)
Gilt außerdem ImF ′(x∗) = Y , so ist λ0 6= 0 und man kann λ0 = 1 setzen.
Beweis im entarteten Fall: Es sei ImF ′(x∗) ein echter abgeschlossener Unterraum von
Y . Dann existiert nach Folgerung B.13 ein nichttriviales Funktional y∗ ∈ Y ∗ mit
0 = 〈y∗,F ′(x∗)x〉
fu¨r alle x ∈ X. Setzen wir außerdem λ0 = 0, dann gilt die Beziehung (F.2) des Extremal-
prinzips F.1.
Beweis im regula¨ren Fall: Im regula¨ren Fall genu¨gt die Abbildung F (x) im Punkt x∗
den Voraussetzungen des Satzes von Ljusternik (Theorem B.26). Demzufolge stimmt im
Punkt x∗ der lokale Tangentialkegel an die Menge M = {x |F (x) = 0} mit dem Kern des
Operators F ′(x∗) u¨berein. Fu¨r x0 ∈ KerF ′(x∗) existiert daher eine Variation
x(ε) = x∗ + εx0 + r(ε), lim
ε→0
‖r(ε)‖
ε
= 0,
derart, dass fu¨r alle |ε| ≤ ε0, ε0 > 0, die Gleichung F (xε) = 0 gilt. Dabei du¨rfen wir das
Intervall [0, ε0] in der Definition des lokalen Tangentialkegels auf [−ε0, ε0] erweitern, da
KerF ′(x∗) ein linearer Teilraum ist.
Die Funktion ϕ(ε) = J
(
x(ε)
)
besitzt in ε = 0 ein lokales Minimum. Daher gilt
ϕ′(0) = J ′(x∗)x0 = 0.
Diese Beziehung muss fu¨r alle x ∈ KerF ′(x∗) gelten. Deswegen ist
J ′(x∗) ∈
(
KerF ′(x∗)
)⊥
.
Nach dem Satz vom abgeschlossenen Bild (Theorem B.16) existiert ein y∗ ∈ Y ∗ mit
0 = J ′(x∗) +F ′
∗
(x∗)y∗.
Damit ist der regula¨re Fall des Extremalprinzips F.1 mit λ0 = 1 gezeigt. 
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F.2 Glatte Aufgaben mit Ungleichungsnebenbedingungen
Es seien X, Y , Z Banachra¨ume, J ein Funktional auf X, F eine Abbildung des Raumes
X in den Raum Y und G eine Abbildung des Raumes X in den Raum Z. Weiterhin sei
K ⊆ Z ein abgeschlossener, konvexer Kegel mit Spitze in 0 ∈ Z und mit nichtleerem
Inneren. Außerdem bezeichnen wir mit K ∗ den dualen Kegel
K ∗ = {z∗ ∈ Z∗ | 〈z∗, z〉 ≤ 0 fu¨r alle z ∈ K }.
Wir betrachten im Weiteren die Extremalaufgabe
J(x)→ inf; F (x) = 0, G(x) ∈ K , x ∈ X. (F.3)
Der Punkt x ∈ X ist ein zula¨ssiges Element der Aufgabe (F.3), falls die Nebenbedin-
gungen F (x) = 0 und G(x) ∈ K erfu¨llt sind. Ein zula¨ssiges Element x∗ ∈ X heißt ein
lokales Minimum der Extremalaufgabe (F.3), wenn ein ε > 0 derart existiert, dass fu¨r alle
zula¨ssigen Punkte x ∈ X mit ‖x− x∗‖X ≤ ε die Ungleichung J(x∗) ≤ J(x) gilt.
Auf X × R× Y ∗ × Z∗ definieren wir zur Aufgabe (F.3) die Lagrange-Funktion
L (x, λ0, y
∗, z∗) = λ0J(x) + 〈y∗,F (x)〉+ 〈z∗, G(x)〉.
Theorem F.2 (Extremalprinzip). Sei x∗ ein zula¨ssiges Element der Aufgabe (F.3).
(A) Wir nehmen an, dass
(A1) die Funktion J(x) im Punkt x∗ Fre´chet-differenzierbar ist;
(A2) die Abbildung F (x) im Punkt x∗ stetig Fre´chet-differenzierbar ist;
(A3) die Abbildung G(x) im Punkt x∗ Fre´chet-differenzierbar ist.
(B) Weiterhin sei ImF ′(x∗) abgeschlossen.
Ist x∗ eine lokale Minimalstelle der Aufgabe (F.3), dann existieren nicht gleichzeitig ver-
schwindende Lagrangesche Multiplikatoren λ0 ≥ 0, y∗ ∈ Y ∗ und z∗ ∈ Z∗ derart, dass
folgende Bedingungen gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x in x∗ einen stationa¨ren Punkt, d. h.
0 = Lx(x∗, λ0, y∗, z∗); (F.4)
(b) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = 〈z∗, G(x∗)〉, z∗ ∈ K ∗. (F.5)
226 Theorie der Extremalaufgaben
Beweis im entarteten Fall: Es sei ImF ′(x∗) ein echter abgeschlossener Unterraum von
Y . Dann existiert nach Folgerung B.13 ein nichttriviales Funktional y∗ ∈ Y ∗ mit
0 = 〈y∗,F ′(x∗)x〉
fu¨r alle x ∈ X. Setzen wir außerdem λ0 = 0 und z∗ = 0, dann gelten die Beziehungen
(F.4) und (F.5) des Extremalprinzips F.2.
Beweis im regula¨ren Fall: Wir nehmen J(x∗) = 0 an. Im Weiteren sei C die Menge
derjenigen (η0, y, z) ∈ R× Y × Z mit folgender Eigenschaft: Zu jedem Element existieren
ein x ∈ X und ein η ∈ intK mit
η0 > J
′(x∗)x, y = F ′(x∗)x, z = G(x∗) +G′(x∗)x− η.
Zum Beweis des Extremalprinzips F.2 genu¨gt es im regula¨ren Fall die Beziehungen
intC 6= ∅, 0 6∈ intC
nachzuweisen. Die Menge C ist offensichtlich konvex. Wenn also diese Beziehungen gelten,
dann folgt die Existenz eines nichttrivialen Funktionals (λ0, y
∗, z∗) ∈ R×Y ∗×Z∗, das die
Menge intC vom Ursprung trennt, d. h. ein solches Funktional, mit dem die Ungleichung
0 ≤ λ0η0 + 〈y∗, y〉+ 〈z∗, z〉
fu¨r alle (η0, y, z) ∈ C gilt. Wir erhalten daraus, dass fu¨r alle x ∈ X und alle η ∈ K die
Beziehung
〈z∗, η〉 ≤ λ0J ′(x∗)x+ 〈y∗,F ′(x∗)x〉+ 〈z∗, G(x∗) +G′(x∗)x〉
erfu¨llt ist. Betrachten wir diese Ungleichung zuna¨chst fu¨r x = 0, dann folgt
〈z∗, η〉 ≤ 〈z∗, G(x∗)〉
fu¨r alle η ∈ intK . Da K ein abgeschlossener Kegel mit Spitze in Null ist, ergeben sich
daraus die Beziehungen 〈z∗, z〉 ≤ 0 fu¨r alle z ∈ K und 〈z∗, G(x∗)〉 = 0. Damit ist (F.5)
gezeigt. In Folge dessen ergibt sich fu¨r alle x ∈ X die Ungleichung
0 ≤ λ0J ′(x∗)x+ 〈y∗,F ′(x∗)x〉+ 〈z∗, G′(x∗)x〉 = Lx(x∗, λ0, y∗, z∗), x〉,
aus welcher sich die Beziehung (F.4) ableitet.
Wir zeigen nun intC 6= ∅: Es sei B = {x ∈ X | ‖x‖ < 1} die offene Einheitskugel des
Raumes X. Dann ist die Menge F ′(x∗)B nach dem Satz von der offenen Abbildung offen.
Ferner besitzt der Kegel K ein nichtleeres Inneres. Schließlich sei c0 = ‖Jx(x∗)‖ und
Rc0 = {a ∈ R | a > c0}. Dann besitzt die Menge C0 = Rc0 × B × (G(x∗) − intK ) ein
nichtleeres Inneres und es gilt C0 ⊆ C . Demzufolge ist intC 6= ∅.
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Wir nehmen nun an, es ist 0 ∈ intC . Dann existieren Elemente x ∈ X, η ∈ intK und
eine Zahl c > 0 mit
−c > J ′(x∗)x, 0 = F ′(x∗)x, 0 = G(x∗) +G′(x∗)x− η.
Da die Abbildung F (x) im Punkt x∗ regula¨r ist und x dem Kern des Operators F ′(x∗)
angeho¨rt, existieren nach dem Satzes von Ljusternik (Theorem B.26) eine Zahl ε0 > 0 und
eine Abbildung des Intervalls [0, ε0] in X derart, dass
ε→ xε = x∗ + εx+ r(ε), lim
ε→0
‖r(ε)‖
ε
= 0
gelten und fu¨r alle ε ∈ [0, ε] die Gleichung F (xε) = 0 erfu¨llt ist.
Da die Abbildung G im Punkt x∗ Fre´chet-differenzierbar ist, ergibt sich
G(xε) = G(x∗) + εG′(x∗)x+ r(ε).
Wir beachten, dass K konvex ist, sowie G(x∗) ∈ K und G(x∗) + G′(x∗)x = η ∈ intK
gelten. Damit ergibt sich
G(xε) = (1− ε)G(x∗) + ε[G(x∗) +G′(x∗)x] + r(ε) = (1− ε)G(x∗) + ε[η + r(ε)/ε].
Mit einem hinreichend kleinen ε0 erhalten wir daraus G(xε) ∈ intK fu¨r alle ε ∈ [0, ε0].
Da das Funktional J im Punkt x∗ Fre´chet-differenzierbar ist, ergibt sich
J(xε) = J(x∗) + εJ ′(x∗)x+ o(ε) < J(x∗)− εc+ o(ε).
Die Beziehungen zeigen, dass fu¨r hinreichend kleine ε > 0 die Elemente xε zula¨ssig in der
Aufgabe (F.3) sind. Außerdem ist J(xε) < J(x∗) fu¨r hinreichend kleine ε > 0. Wegen
xε → x∗ fu¨r ε → 0 bedeutet dies, dass der Punkt x∗ im Widerspruch zur Voraussetzung
kein schwaches lokales Minimum sein ko¨nnte. Daher war die Annahme 0 ∈ intC falsch. 
F.3 Ein Extremalprinzip fu¨r ein schwaches lokales Minimum
In der folgenden Darstellung des Extremalprinzips fu¨r ein schwaches lokales Minimum seien
X, Y , Z Banachra¨ume, U ein normierter Raum, U ⊆ U , K ⊆ Z ein abgeschlossener
konvexer Kegel mit Spitze in Null und es sei intK 6= ∅. Weiterhin seien J ein Funktional
auf X × U , F eine Abbildung des Produktes X × U in den Raum Y und G : X → Z.
Unter diesen Angaben betrachten wir in diesem Abschnitt die Extremalaufgabe
J(x, u)→ inf; F (x, u) = 0, G(x) ∈ K , x ∈ X, u ∈ U, U konvex. (F.6)
Der Punkt (x, u) ist ein zula¨ssiges Element der Aufgabe (F.6), falls sa¨mtliche Neben-
bedingungen erfu¨llt sind. Der Punkt (x∗, u∗) heißt ein schwaches lokales Minimum der
Extremalaufgabe (F.6), wenn ein ε > 0 derart existiert, dass fu¨r alle zula¨ssigen Paare
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(x, u) mit ‖(x, u)− (x∗, u∗)‖X×U ≤ ε die Ungleichung J(x∗, u∗) ≤ J(x, u) gilt.
Auf X × U × R× Y ∗ × Z∗ definieren wir zur Aufgabe (F.6) die Lagrange-Funktion
L (x, u, λ0, y
∗, z∗) = λ0J(x, u) + 〈y∗,F (x, u)〉+ 〈z∗, G(x)〉.
Außerdem bezeichnet K ∗ den dualen Kegel
K ∗ = {z∗ ∈ Z∗ | 〈z∗, z〉 ≤ 0 fu¨r alle z ∈ K }.
Theorem F.3 (Extremalprinzip). Sei (x∗, u∗) ein zula¨ssiges Element der Aufgabe (F.6).
(A) Wir nehmen an, dass der Punkt (x∗, u∗) eine Umgebung V mit folgenden Eigen-
schaften besitzt:
(A1) Die Funktion J(x, u) ist im Punkt (x∗, u∗) Fre´chet-differenzierbar;
(A2) Die Abbildung F (x, u) ist auf der Umgebung V Fre´chet-differenzierbar und im
Punkt (x∗, u∗) stetig Fre´chet-differenzierbar.
(A3) Die Abbildung G(x) ist im Punkt x∗ Fre´chet-differenzierbar.
(B) Weiterhin setzen wir voraus, dass der Operator Fx(x∗, u∗) eine endliche Kodimen-
sion besitzt.
Ist dann (x∗, u∗) schwache lokale Minimalstelle der Aufgabe (F.6), so ist fu¨r die Aufgabe
(F.6) das Lagrangesche Prinzip gu¨ltig, d. h., es existieren nicht gleichzeitig verschwinden-
de Lagrangesche Multiplikatoren λ0 ≥ 0, y∗ ∈ Y ∗ und z∗ ∈ Z∗ derart, dass folgende
Bedingungen gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x in x∗ einen stationa¨ren Punkt, d. h.
0 = Lx(x∗, u∗, λ0, y∗, z∗); (F.7)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u in u∗ die Variationsungleichung
0 ≤ 〈Lu(x∗, u∗, λ0, y∗, z∗), u− u∗〉 fu¨r alle u ∈ U ; (F.8)
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = 〈z∗, G(x∗)〉, z∗ ∈ K ∗. (F.9)
Wir werden anschließend folgende Bezeichnungen verwenden:
L0 = ImFx(x∗, u∗) ⊆ Y,
die Wertemenge des stetigen linearen Operators Fx(x∗, u∗);
B = L0 +Fu(x∗, u∗)(U − u∗),
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die Gesamtheit derjenigen y ∈ Y , zu denen es ein x ∈ X und ein u ∈ U gibt mit
y = Fx(x∗, u∗)x+Fu(x∗, u∗)(u− u∗).
Außerdem bezeichnet L = linB die lineare Hu¨lle der Menge B. Nach Voraussetzung hat
der Teilraum L0 eine endliche Kodimension, so dass L0 und L abgeschlossene Teilra¨ume
von Y sind. (Die Annahme, ImFx(x∗, u∗) sei abgeschlossen, wa¨re an dieser Stelle nicht
ausreichend.)
Lemma F.4. Es sei L = Y . Dann ist intB 6= ∅. Ist außerdem 0 ∈ intB, so existieren
u1, ..., um ∈ U derart, dass fu¨r zj = pi
(
Fu(x∗, u∗)(uj − u∗)
)
folgende Beziehungen gelten:
lin {z1, ..., zm} = Y/L0, z1 + ...+ zm = 0.
Dabei bezeichnet pi : Y → Y/L0 die kanonische Abbildung, d. h. es gilt piy1 = piy2 genau
dann, wenn y1 − y2 ∈ L0 ist.
Beweis: Da die Kodimension der Menge L0 endlich ist, ist der Quotientenraum Y/L0
endlichdimensional. Die Menge B ist offensichtlich konvex. Deshalb ist auch pi(B) konvex.
Da die lineare Hu¨lle der Menge B mit Y u¨bereinstimmt, fa¨llt die lineare Hu¨lle der Menge
pi(B) mit Y/L0 zusammen. Wegen der Konvexita¨t von pi(B) muss daher die Menge pi(B)
ein nichtleeres Inneres besitzen. Außerdem ist die Beziehung pi−1
(
pi(B)
)
= B erfu¨llt. Weil
pi eine stetige Abbildung ist, bedeutet dies, dass intB 6= ∅ gilt.
Weil Y/L0 endlichdimensional ist, existieren im Fall 0 ∈ intB offenbar endlich viele Punkte
z1, ..., zm aus pi(B) mit den geforderten Eigenschaften. Wir wa¨hlen dazu einfach zj als die
Ecken eines hinreichend kleinen Wu¨rfels entsprechender Dimension, dessen Mittelpunkt
im Ursprung liegt. Nach Definition der Menge pi(B) gibt es ferner Elemente uj ∈ U mit
zj = pi
(
Fu(x∗, u∗)(uj − u∗)
)
. 
Wir wenden uns nun dem Beweis des Extremalprinzips F.3 zu. Der Beweis ist in drei Fa¨lle
aufgeteilt, na¨mlich zwei entarteten und einem nichtentarteten.
Beweis im ersten entarteten Fall: Es sei L 6= Y . Dann existiert nach Folgerung B.13
ein nichttriviales Funktional y∗ ∈ Y ∗ mit
0 = 〈y∗,Fx(x∗, u∗)x+Fu(x∗, u∗)(u− u∗)〉
fu¨r alle x ∈ X und u ∈ U . Setzen wir außerdem λ0 = 0 und z∗ = 0, dann gelten die
Bedingungen des Extremalprinzips F.3.
Beweis im zweiten entarteten Fall: Es sei L = Y und 0 6∈ intB. Da die konvexe
Menge B in diesem Fall ein nichtleeres Inneres besitzt, existiert nach dem Trennungssatz
ein nichttriviales y∗ ∈ Y ∗, das die Menge B und das Nullelement trennt. Dies bedeutet,
dass fu¨r alle x ∈ X und u ∈ U die Ungleichung
0 ≤ 〈y∗,Fx(x∗, u∗)x+Fu(x∗, u∗)(u− u∗)〉
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erfu¨llt ist. Setzen wir hierin u = u∗, so erhalten wir
0 ≤ 〈y∗,Fx(x∗, u∗)x〉
fu¨r alle x ∈ X. Folglich gilt F ∗x (x∗, u∗)y∗ = 0. Andererseits ergibt sich fu¨r x = 0 die
Ungleichung
0 ≤ 〈y∗,Fu(x∗, u∗)(u− u∗)〉
fu¨r alle u ∈ U . Wie im vorhergehenden Fall sind daher λ0 = 0, z∗ = 0 und y∗ ein System
gesuchter Multiplikatoren.
Beweis im regula¨ren Fall: Es sei L = Y und 0 ∈ intB. Wir nehmen J(x∗, u∗) = 0 an.
Im Weiteren sei C die Menge derjenigen (η0, y, z) ∈ R× Y ×Z mit folgender Eigenschaft:
Zu jedem Element existieren ein x ∈ X, ein u ∈ U und ein η ∈ intK mit
η0 > J
′(x∗, u∗)(x, u− u∗), y = F ′(x∗, u∗)(x, u− u∗), z = G(x∗) +G′(x∗)x− η.
Zum Beweis des Extremalprinzips F.3 genu¨gt es im regula¨ren Fall die Beziehungen
intC 6= ∅, 0 6∈ intC
nachzuweisen. Die Menge C ist offensichtlich konvex, da die Menge U nach Voraussetzung
konvex ist. Wenn also diese Beziehungen gelten, dann folgt die Existenz eines nichttrivialen
Funktionals (λ0, y
∗, z∗) ∈ R × Y ∗ × Z∗, das die Menge intC vom Ursprung trennt, d. h.
ein solches Funktional, dass
0 ≤ λ0η0 + 〈y∗, y〉+ 〈z∗, z〉
fu¨r alle (η0, y, z) ∈ C gilt. Beachten wir J(x∗, u∗) = 0 und F (x∗, u∗) = 0, so erhalten wir
daraus, dass fu¨r alle x ∈ X, u ∈ U und alle η ∈ K die Beziehung
〈z∗, η〉 ≤ λ0[J(x∗, u∗) + J ′(x∗, u∗)(x, u− u∗)]
+〈y∗,F (x∗, u∗) +F ′(x∗, u∗)(x, u− u∗)〉+ 〈z∗, G(x∗) +G′(x∗)x〉
erfu¨llt ist. Betrachten wir diese Ungleichung zuna¨chst fu¨r x = 0 und u = u∗, dann folgt
〈z∗, η〉 ≤ 〈z∗, G(x∗)〉
fu¨r alle η ∈ intK . Da K ein abgeschlossener Kegel mit Spitze in Null ist, ergeben sich
daraus die Beziehungen 〈z∗, z〉 ≤ 0 fu¨r alle z ∈ K und 〈z∗, G(x∗)〉 = 0. Damit ist (F.9)
gezeigt.
Zusammen ergibt sich so fu¨r alle x ∈ X und u ∈ U :
0 ≤ 〈Lx(x∗, u∗, λ0, y∗, z∗), x〉+ 〈Lu(x∗, u∗, λ0, y∗, z∗), u− u∗〉.
Betrachten wir nun nacheinander u = u∗ und x = 0, so kommen wir zu den Beziehungen
(F.7), (F.8) des Extremalprinzips F.3.
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Wir zeigen nun intC 6= ∅: Es seien u1, ..., um die Elemente mit den entsprechenden Eigen-
schaften in Lemma F.4. Im Weiteren seien
V = {x ∈ X | ‖x‖ < 1}, U0 = conv {u1, ..., um} ⊆ U
und
B0 = Fx(x∗, u∗)V +Fu(x∗, u∗)(U0 − u∗).
Die Menge B0 ist konvex und besitzt ein nichtleeres Inneres, da pi(B0) die Punkte z1, ..., zm
(vgl. Lemma F.4) entha¨lt. Außerdem ist nach dem Satz von der offenen Abbildung die
Menge Fx(x∗, u∗)V offen in L0. Ferner seien
c0 = max
j=1,...,m
(
Ju(x∗, u∗)(uj − u∗) + ‖Jx(x∗, u∗)‖
)
, Rc0 = {a ∈ R | a > c0}.
Dann besitzt die Menge C0 = Rc0 × B0 × (G(x∗) − intK ) ein nichtleeres Inneres und es
gilt C0 ⊆ C . Demzufolge ist intC 6= ∅.
Wir nehmen nun an, es ist 0 ∈ intC . Dann existieren Vektoren x ∈ X, u ∈ U , η ∈ intK
und eine Zahl c > 0 mit
−c > J ′(x∗, u∗)(x, u− u∗), (F.10)
0 = F ′(x∗, u∗)(x, u− u∗), (F.11)
0 = G(x∗) +G′(x∗)x− η. (F.12)
Angenommen, die Beziehungen (F.10)–(F.12) seien erfu¨llt. Es sei % > 0 fest gewa¨hlt.
Ferner seien u1, ..., um ∈ U die Elemente in Lemma F.4. Dann liefert
u∗ + α0(u− u∗) + %
m∑
j=1
αj(uj − u∗)
fu¨r α0 + %(α1 + ... + αm) ∈ [0, 1] eine Konvexkombination. Daher ist in einer Umgebung
des Punktes (x∗, 0, 0) ∈ X × R× Rm durch
Φ(x, α0, α) = F
(
x, u∗ + α0(u− u∗) + %
m∑
j=1
αj(uj − u∗)
)
, α = (α1, ..., αm),
eine Abbildung in den Raum Y definiert. Dabei gilt Φ(x∗, 0, 0) = 0. Die Bedingung (A2)
liefert, dass Φ auf einer Umgebung des Punktes (x∗, 0, 0) Fre´chet-differenzierbar und im
Punkt (x∗, 0, 0) stetig Fre´chet-differenzierbar mit der Ableitung
Φ′(x∗, 0, 0)(x, α0, α) = F ′(x∗, u∗)
(
x, α0(u− u∗)
)
+ %
m∑
j=1
αjFu(x∗, u∗)(uj − u∗)
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ist. Ferner entha¨lt die Wertemenge des linearen Operators Φ′(x∗, 0, 0) die Menge B0 und
stimmt folglich mit dem ganzen Raum Y u¨berein. Außerdem gibt es nach Wahl der Ele-
mente uj in Lemma F.4 ein x
′ ∈ X mit
Fx(x∗, u∗)x′ +
m∑
j=1
Fu(x∗, u∗)(uj − u∗) = 0.
Damit folgt zusammen mit (F.11)
Φ′(x∗, 0, 0)(x+ %x′, 1, 1) = 0,
d. h., dass der Punkt (x + %x′, 1, 1) dem Kern des Operators Φ′(x∗, 0, 0) angeho¨rt. Nach
dem Satz von Ljusternik (Theorem B.26) existieren eine Zahl ε0 > 0 und Abbildungen
ε→ (x(ε), α0(ε), α(ε)) des Intervalls [0, ε0] in den Raum X × R× Rm derart, dass
lim
ε→0+
∥∥(x(ε), α0(ε), α(ε))∥∥ = 0
gilt und außerdem
Φ
(
x∗ + ε[x+ %x′ + x(ε)], ε[1 + α0(ε)], ε[1 + α(ε)]
)
= Φ(x∗, 0, 0) (F.13)
fu¨r alle ε ∈ [0, ε0] erfu¨llt ist. Wir setzen der Ku¨rze halber
x˜(ε) = x∗ + ε[x+ %x′ + x(ε)],
u˜(ε) = u∗ + [ε+ α0(ε)](u− u∗) + %
m∑
j=1
[ε+ αj(ε)](uj − u∗).
Darin stellt u˜(ε) fu¨r alle ε ∈ [0, ε0] mit hinreichend kleinem ε0 > 0 eine Konvexkombination
der Elemene u∗, u, u1, ..., um dar und es folgt unmittelbar aus (F.13):
F
(
x˜(ε), u˜(ε)
)
= 0. (F.14)
Da die Abbildung G im Punkt x∗ Fre´chet-differenzierbar ist, ergibt sich
G
(
x˜(ε)
)
= G(x∗) + εG′(x∗)(x+ %x′) + r(ε), lim
ε→0+
‖r(ε)‖
ε
= 0.
Wir beachten, dass K konvex ist, sowie G(x∗) ∈ K und G(x∗) + G′(x∗)x = η ∈ intK
nach (F.12) gelten. Ferner sei % > 0 derart gewa¨hlt, dass η+ %G′(x∗)x′ ∈ intK erfu¨llt ist.
Damit ergibt sich
G
(
x˜(ε)
)
= (1− ε)G(x∗) + ε[G(x∗) +G′(x∗)x] + ε%G′(x∗)x′ + r(ε)
= (1− ε)G(x∗) + ε[η + %G′(x∗)x′ + r(ε)/ε].
Theorie der Extremalaufgaben 233
Wir erhalten daraus fu¨r alle ε ∈ [0, ε0] mit einem hinreichend kleinen ε0:
G
(
x˜(ε)
) ∈ intK . (F.15)
Zusa¨tzlich zu der Bedingung η + %G′(x∗)x′ ∈ intK wa¨hlen wir % > 0 so, dass mit der
Zahl c > 0 in (F.10) die Relation
%
[
Jx(x∗, u∗)x′ +
m∑
j=1
Ju(x∗, u∗)(uj − u∗)
]
≤ c
2
erfu¨llt ist. Da das Funktional J im Punkt (x∗, u∗) Fre´chet-differenzierbar ist, ergibt sich
J
(
x˜(ε), u˜(ε)
)
= J(x∗, u∗) + εJ ′(x∗, u∗)(x, u− u∗)
+ε%
[
Jx(x∗, u∗)x′ +
m∑
j=1
Ju(x∗, u∗)(uj − u∗)
]
+ o(ε).
Mit (F.10) und nach Wahl von % > 0 erhalten wir fu¨r alle ε ∈ [0, ε0]:
J
(
x˜(ε), u˜(ε)
) ≤ J(x∗, u∗)− εc+ ε c
2
+ o(ε). (F.16)
Die Beziehungen (F.14) und (F.15) zeigen, dass fu¨r hinreichend kleine ε > 0 das Paar(
x˜(ε), u˜(ε)
)
zula¨ssig in der Aufgabe (F.6) ist. Außerdem ist J
(
x˜(ε), u˜(ε)
)
< J(x∗, u∗) nach
(F.16) fu¨r hinreichend kleine ε > 0. Wegen x˜(ε)→ x∗ und u˜(ε)→ u∗ fu¨r ε→ 0 bedeutet
dies, dass der Punkt (x∗, u∗) im Widerspruch zur Voraussetzung kein schwaches lokales
Minimum sein ko¨nnte. 
F.4 Ein Extremalprinzip fu¨r ein starkes lokales Minimum
Es seien X, Y Banachra¨ume, U ein normierter Raum und U ⊆ U . Ferner seien J ein
Funktional auf X × U , F eine Abbildung des Produktes X × U in den Raum Y und
Gj : X → R fu¨r j = 1, ..., l.
Unter diesen Angaben betrachten wir in diesem Abschnitt die Extremalaufgabe
J(x, u)→ inf; F (x, u) = 0, Gj(x) ≤ 0, j = 1, ..., l, x ∈ X, u ∈ U. (F.17)
Der Punkt (x, u) ist ein zula¨ssiges Element der Aufgabe (F.17), falls sa¨mtliche Nebenbe-
dingungen erfu¨llt sind. Ein Punkt (x∗, u∗) heißt ein starkes lokales Minimum der Extre-
malaufgabe (F.17), wenn ein ε > 0 derart existiert, dass fu¨r alle zula¨ssigen Paare (x, u)
mit ‖x− x∗‖X ≤ ε die Ungleichung J(x∗, u∗) ≤ J(x, u) gilt.
Auf X × U × R× Y ∗ × Rl definieren wir zur Aufgabe (F.17) die Lagrange-Funktion
L (x, u, λ0, y
∗, λ1, ..., λl) = λ0J(x, u) + 〈y∗,F (x, u)〉+
l∑
j=1
λjGj(x).
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Außerdem bezeichnet in diesem Abschnitt ∆Σm das folgende d-dimensionale Simplex:
Σ(∆) =
{
α = (α1, ..., αd) ∈ Rd
∣∣∣∣α1, ..., αd ≥ 0, d∑
i=1
αi ≤ ∆
}
.
Theorem F.5 (Extremalprinzip). Sei (x∗, u∗) ein zula¨ssiges Element der Aufgabe (F.17).
(A) Wir nehmen an, dass der Punkt x∗ eine Umgebung V besitzt mit:
(A1) Fu¨r jedes u ∈ U ist x→ J(x, u) im Punkt x∗ Fre´chet-differenzierbar;
(A2) Fu¨r jedes u ∈ U ist x→ F (x, u) im Punkt x∗ Gaˆteaux-differenzierbar;
(A3) Die Funktionen Gj(x) sind im Punkt x∗ lokalkonvex und bezu¨glich jeder Rich-
tung gleichma¨ßig differenzierbar.
(B) Weiterhin setzen wir voraus, dass der Operator Fx(x∗, u∗) eine endliche Kodimen-
sion besitzt.
(C) Außerdem nehmen wir an, dass zu jedem endlichen System von Punkten u1, ..., ud
aus U und zu jedem δ > 0 eine Zahl ∆ > 0 und eine Abbildung u : Σ(∆) → U
derart existieren, dass u(0) = u∗ gilt und fu¨r alle x, x′ aus V ′ und alle α, α′ aus
Σ(∆) folgende Ungleichungen erfu¨llt sind:∥∥∥∥F(x, u(α))−F(x′, u(α′))−Fx(x∗, u∗)(x− x′)
−
d∑
k=1
(αk − α′k)
(
F (x∗, uk)−F (x∗, u∗)
)∥∥∥∥ ≤ δ(‖x− x′‖+ d∑
k=1
|αk − α′k|
)
,
J
(
x, u(α)
)− J(x, u∗)− d∑
k=1
αk
(
J(x, uk)− J(x, u∗)
) ≤ δ(‖x− x∗‖+ d∑
k=1
αk
)
.
Ist dann (x∗, u∗) starke lokale Minimalstelle der Aufgabe (F.17), so existieren nicht gleich-
zeitig verschwindende Lagrangesche Multiplikatoren λ0 ≥ 0, ..., λl ≥ 0 und y∗ ∈ Y ∗ derart,
dass folgende Bedingungen gelten:
(a) Die Lagrange-Funktion besitzt bezu¨glich x in x∗ einen stationa¨ren Punkt, d. h.
0 ∈ ∂xL (x∗, u∗, λ0, y∗, λ1, ..., λl); (F.18)
(b) Die Lagrange-Funktion erfu¨llt bezu¨glich u in u∗ die Minimumbedingung
L (x∗, u∗, λ0, y∗, λ1, ..., λl) = min
u∈U
L (x∗, u, λ0, y∗, λ1, ..., λl); (F.19)
Theorie der Extremalaufgaben 235
(c) Die komplementa¨ren Schlupfbedingungen gelten, d. h.
0 = λjGj(x∗) fu¨r j = 1, ..., l. (F.20)
Im Weiteren seien
L0 = ImFx(x∗, u∗), B = L0 + convF (x∗, U), L = linB.
Zum Beweis des Extremalprinzips F.5 gehen wir a¨hnlich wie im Abschnitt F.3 vor. Die
entarteten Fa¨lle ergeben sich dabei vo¨llig analog.
Lemma F.6. Es sei L = Y . Dann ist intB 6= ∅. Ist außerdem 0 ∈ intB, so existieren
x′ ∈ X, u1, ..., um ∈ U und Zahlen γj > 0 mit
Fx(x∗, u∗)x′ + γ1F (x∗, u1) + ...+ γmF (x∗, um) = 0,
lin
(
L0 ∪ {F (x∗, u1), ...,F (x∗, um)}
)
= Y.
Beweis: Der erste Teil ergibt sich ebenso wie im Beweis von Lemma F.4. Ist L = Y und
0 ∈ intB, so gibt es x′ ∈ X und y1, ..., yr ∈ convF (x∗, U) mit (Lemma F.4)
Fx(x∗, u∗)x′ + y1 + ...+ yr = 0, lin (L0 ∪ {y1, ..., yr}) = Y.
Weiterhin existieren zu jedem j = 1, ..., r Zahlen γjs > 0 und Punkte ujs ∈ U mit
yj =
mj∑
s=1
γjsF (x∗, ujs),
mj∑
s=1
γjs = 1.
Damit sind γjs > 0 die gesuchten Zahlen und ujs die gesuchten Elemente. 
Beweis in den entarteten Fa¨llen: Ist L 6= Y , so existiert ein nichttriviales Funktional
y∗ ∈ Y ∗, das dem Annulator des Teilraumes L angeho¨rt, und λ0 = ... = λl = 0 und y∗
sind die gesuchten Multiplikatoren.
Ist L = Y und 0 6∈ intB, dann besitzt die konvexe Menge B ein nichtleeres Inneres. Nach
dem Trennungssatz existiert ein nichttriviales y∗ ∈ Y ∗, das die Menge B und das Nullele-
ment trennt. Daher sind λ0 = ... = λl = 0 und y
∗ ein System gesuchter Multiplikatoren.
Beweis im regula¨ren Fall: Es sei L = Y und 0 ∈ intB. Wir nehmen J(x∗, u∗) = 0
an. Außerdem seien Gj(x∗) = 0 fu¨r j = 1, ..., l′ und Gj(x∗) < 0 fu¨r j = l′ + 1, ..., l. Im
Weiteren bezeichnet C die Menge derjenigen (η0, y, η1, ..., ηl′) ∈ R× Y ×Rl′ mit folgender
Eigenschaft: Zu jedem Element existieren ein x ∈ X und ein u ∈ U mit
η0 > Jx(x∗, u∗)x+ J(x∗, u)− J(x∗, u∗),
y = Fx(x∗, u∗)x+F (x∗, u)−F (x∗, u∗),
ηj > Gj(x∗) +G′j(x∗;x), j = 1, ..., l
′.
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Zum Beweis des Extremalprinzips F.5 genu¨gt es im regula¨ren Fall die Beziehungen
int (convC ) 6= ∅, 0 6∈ convC
nachzuweisen. Denn falls diese Beziehungen richtig sind, dann existiert ein nichttriviales
Funktional (λ0, y
∗, λ) ∈ R × Y ∗ × Rl′ , das die Menge convC vom Urpsrung trennt. Dies
bedeutet, dass fu¨r alle (η0, y, η1, ..., ηl′) ∈ C ⊆ convC die Ungleichung
0 ≤ λ0η0 + 〈y∗, y〉+
l′∑
j=1
λjηj
gilt. In dieser Ungleichung folgt durch die Betrachtung ηj →∞ sofort λj ≥ 0 fu¨r j = 0, ..., l′
und, dass fu¨r alle x ∈ X, u ∈ U die Ungleichung
0 ≤ λ0[Jx(x∗, u∗)x+ J(x∗, u)− J(x∗, u∗)]
+〈y∗,Fx(x∗, u∗)x+F (x∗, u)−F (x∗, u∗)〉+
l′∑
j=1
λj [Gj(x∗) +G′j(x∗;x)]
erfu¨llt ist. Setzen wir λl′+1 = ... = λl = 0, dann gelten die Schlupfbedingungen (F.20).
Betrachten wir weiterhin diese Ungleichung nacheinander fu¨r x = 0 bzw. fu¨r u = u∗, so
folgen (F.18) und (F.19).
Wir zeigen nun int (convC ) 6= ∅: Es seien u1, ..., um die Elemente mit den entsprechenden
Eigenschaften in Lemma F.6. Im Weiteren bezeichnen
V = {x ∈ X | ‖x‖ < 1}, Y0 = conv {F (x∗, u1), ...,F (x∗, um)}
und
B0 = Fx(x∗, u∗)V + Y0.
Die Menge B0 ist konvex und besitzt ein nichtleeres Inneres, da linB0 = Y . Außerdem
ist nach dem Satz von der offenen Abbildung die Menge Fx(x∗, u∗)V offen in L0. Ferner
setzen wir
c1 = max
j=1,...m
(
J(x∗, uj) + ‖Jx(x∗, u∗)‖
)
, c2 = max
j=1,...,l′
max
x∈V
|G′j(x∗;x)|.
Die Zahl c2 ist endlich, da die Richtungsableitung nach Lemma D.1 eine stetige Funktion
ist. Mit diesen Konstanten setzen wir:
c0 = max{c1, c2}, Rc0 = {a ∈ R | a > c0}.
Dann besitzt die Menge C0 = Rc0×B0×Rl
′
c0 ⊆ convC ein nichtleeres Inneres. Demzufolge
ist int (convC ) 6= ∅.
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Wir nehmen nun an, es ist 0 ∈ convC . Dann existieren Vektoren ξ, ξk ∈ X, wk ∈ U und
positive Zahlen ak, k = 1, ..., r, derart, dass
ξ =
r∑
k=1
akξk, 1 =
r∑
k=1
ak
und folgende Beziehungen gelten:
0 > Jx(x∗, u∗)ξ +
r∑
k=1
ak[J(x∗, wk)− J(x∗, u∗)],
0 = Fx(x∗, u∗)ξ +
r∑
k=1
ak[F (x∗, wk)−F (x∗, u∗)],
0 > Gj(x∗) +
r∑
k=1
akG
′
j(x∗; ξk) ≥ Gj(x∗) +G′j(x∗; ξ), j = 1, ..., l′.
Dabei ergibt sich letzte Ungleichung aus der Konvexita¨t der Abbildungen x→ G′j(x∗;x).
Nach Lemma F.6 existieren x′ ∈ X, u1, ..., um ∈ U und Zahlen γ1, ..., γm > 0 mit
Fx(x∗, u∗)x′ + γ1F (x∗, u1) + ...+ γmF (x∗, um) = 0.
Da die Abbildungen x → Jx(x∗, u∗)x, x → Gj(x∗;x) stetig und J(x∗, uj) endlich sind,
gibt es positive Zahlen % und c > 0 mit
−4c > Jx(x∗, u∗)ξ +
r∑
k=1
ak[J(x∗, wk)− J(x∗, u∗)]
+%
[
Jx(x∗, u∗)x′ +
m∑
j=1
γj [J(x∗, uj)− J(x∗, u∗)]
]
,
0 = Fx(x∗, u∗)ξ +
r∑
k=1
ak[F (x∗, wk)−F (x∗, u∗)]
+%
[
Fx(x∗, u∗)x′ +
m∑
j=1
γj [F (x∗, uj)−F (x∗, u∗)]
]
,
−c > Gj(x∗) +G′j(x∗; ξ + %x′), j = 1, ..., l′.
Im Fall 0 ∈ convC gelten daher mit x = ξ + %x′, u1 = w1, ..., ud = um
−4c > Jx(x∗, u∗)x+
d∑
k=1
αk[J(x∗, uk)− J(x∗, u∗)], (F.21)
0 = Fx(x∗, u∗)x+
d∑
k=1
αk[F (x∗, uk)−F (x∗, u∗)], (F.22)
−c > Gj(x∗) +G′j(x∗;x), j = 1, ..., l′, (F.23)
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und es ist außerdem, da die Elemente uj in Lemma F.6 in den uk enthalten sind,
lin
(
L0 ∪ {F (x∗, u1), ...,F (x∗, ud)}
)
= Y (F.24)
erfu¨llt.
Wir nehmen an, die Beziehungen (F.21)–(F.23) seien erfu¨llt. Es sei δ > 0 fest gewa¨hlt.
Dann kann man fu¨r u1, ..., ud und δ eine Umgebung V
′ des Punktes x∗, eine Zahl ∆ > 0
und eine Abbildung u : Σ(∆)→ U wa¨hlen, die der Voraussetzung (C) genu¨gen.
Fu¨r jedes a ∈ R setzen wir a+ = max{a, 0}, α− = min{a, 0} und verwenden fu¨r jeden
Vektor α = (α1, ..., αm) ∈ Rm die Bezeichnungen α+ = (α+1 , ..., α+m), α− = (α−1 , ..., α−m).
Dann ist in einer Umgebung des Punktes (x∗, 0) ∈ X × Rd durch
Φ(x, α) = F
(
x, u(α+)
)
+
d∑
k=1
α−k
(
F (x∗, uk)−F (x∗, u∗)
)
eine Abbildung in den Raum Y definiert. Offenbar gilt dabei Φ(x∗, 0) = F (x∗, u∗) = 0.
Schließlich bezeichnen wir mit Λ die Abbildung
Λ(x, α) = Fx(x∗, u∗)x+
d∑
k=1
αk
(
F (x∗, uk)−F (x∗, u∗)
)
.
Λ definiert einen stetigen linearen Operator aus X × Rd in Y , da nach Voraussetzung
(A2) der Operator Fx(x∗, u∗) stetig und linear ist. Auf Grund der Voraussetzung (C) gilt
daher fu¨r alle (x, α) und (x′, α′) aus einer Umgebung des Punktes (x∗, 0) ∈ X × Rd die
Ungleichung
‖Φ(x, α)− Φ(x′, α′)− Λ(x, α) + Λ(x′, α′)‖
=
∥∥∥∥F(x, u(α+))−F(x′, u(α′+))−Fx(x∗, u∗)(x− x′)
−
d∑
k=1
(α+k − α′k+)
(
F (x∗, uk)−F (x∗, u∗)
)∥∥∥∥
≤ δ
(
‖x− x′‖+
d∑
k=1
|α+k − α+k
′|
)
≤ δ
(
‖x− x′‖+
d∑
k=1
|αk − α′k|
)
. (F.25)
Aus der Definition des Operators Λ und (F.24) folgt Im Λ = Y . Gema¨ß Lemma B.27 ist
die Zahl C(Λ) < ∞. Wa¨hlen wir nun δ > 0 so, dass δC(Λ) < 1/2 erfu¨llt ist, so genu¨gen
die Abbildung Φ und der Operator Λ dem verallgemeinerten Satz von Ljusternik.
Nach (F.22) geho¨rt der Vektor (x, α) mit α = (α1, ..., αd) dem Kern des Operators Λ
an. Daher existieren nach dem verallgemeinerten Satz von Ljusternik eine Zahlen ε0 > 0,
K > 0 und Abbildungen
ε→ (x(ε), α(ε)) = (x(ε), α1(ε), ..., αd(ε))
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des Intervalls [0, ε0] in den Raum X × Rd derart, dass
Φ
(
x∗ + εx+ x(ε), εα+ α(ε)
)
= Φ(x∗, 0) (F.26)
fu¨r alle ε ∈ [0, ε0] und
‖x(ε)‖+
d∑
k=1
|αk(ε)| ≤ K‖Φ(x∗ + εx, εα)− Φ(x∗, 0)‖
gelten. Aus der letzten Ungleichung folgt nach (F.25)
‖x(ε)‖+
d∑
k=1
|αk(ε)| ≤ K‖Φ(x∗ + εx, εα)− Φ(x∗, 0)− εΛ(x, α)‖
≤ εKδ
(
‖x‖+
d∑
k=1
αk
)
. (F.27)
Hieraus ergibt sich insbesondere x(ε) → 0 und α(ε) → 0 fu¨r ε → 0. Wir nehmen jetzt
ferner an, dass δ > 0 neben δC(Λ) < 1/2 noch folgende Ungleichung erfu¨llt:
Kδ
(
‖x‖+
d∑
k=1
αk
)
< min{α1, ..., αd}. (F.28)
Ein solches δ existiert, da nach Voraussetzung α1 > 0, ..., αd > 0 gelten. Aus (F.27) und
(F.28) folgt sofort εαk + αk(ε) > 0 fu¨r alle ε ∈ (0, ε0] und
u
(
εa+ α(ε)
) ∈ U
wohldefiniert ist. Setzen wir
x˜(ε) = x∗ + εx+ x(ε), u˜(ε) = u
(
εα+ α(ε)
)
,
so folgen wegen (F.26) unmittelbar
F
(
x˜(ε), u˜(ε)
)
= 0. (F.29)
Da die Abbildungen Gj(x) im Punkt x∗ gleichma¨ßig differenzierbar sind, la¨sst sich (vgl.
Lemma D.1) eine Zahl σ > 0 derart angeben, dass fu¨r j = 1, ..., l′ die Ungleichungen
Gj(x∗ + εx) ≤ Gj(x∗) + ε
(
G′j(x∗;x) + c
)
fu¨r alle 0 ≤ ε ≤ σ und alle x ∈ X mit ‖x − x‖ ≤ σ gelten. Beachten wir (F.23), sowie
Gj(x∗) = 0 fu¨r j = 1, ..., l′ und Gj(x∗) < 0 fu¨r j = l′ + 1, ..., l, dann ergeben sich
Gj
(
x˜(ε)
) ≤ Gj(x∗)− εc+ o(ε), j = 1, ..., l′,
lim
ε→0+
Gj
(
x˜(ε)
)
= Gj(x∗) < 0, j = l′ + 1, ..., l.
}
(F.30)
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Nach Voraussetzung (A1) ist die Abbildung x → J(x, u) fu¨r jedes u ∈ U im Punkt x∗
Fre´chet-differenzierbar. Daher gibt es fu¨r alle x eine Abbildung o(ε) mit
J(x∗ + εx, u∗) = J(x∗, u∗) + εJx(x∗, u∗)x+ o(ε) + εJx(x∗, u∗)(x− x).
Deswegen lassen sich σ > 0 und ε0 > 0 so wa¨hlen, dass mit der Konstanten c > 0 in (F.21)
die Ungleichung
J(x∗ + εx, u∗) ≤ J(x∗, u∗) + ε
(
Jx(x∗, u∗)x+ c
)
(F.31)
fu¨r alle ε ∈ [0, ε0] und alle x ∈ X mit ‖x− x‖ ≤ σ gilt.
Wir spezifizieren erneut die Zahl δ. Neben δC(Λ) < 1/2 sei δ > 0 so gewa¨hlt, dass
Kδ
(
‖x‖+
d∑
k=1
αk
)
< min{α1, ..., αd, σ}, (F.32)
Kδ
(
‖x‖+
d∑
k=1
αk
)
· max
1≤k≤d
|J(x∗, uk)− J(x∗, u∗)| < c, (F.33)
(δ +Kδ2)
(
‖x‖+
d∑
k=1
αk
)
< c. (F.34)
Aus der zweiten Ungleichung in Voraussetzung (C) ergibt sich fu¨r ε ∈ [0, ε0]:
J
(
x˜(ε), u˜(ε)
) ≤ J(x˜(ε), u∗)+ d∑
k=1
(
εαk + αk(ε)
)(
J
(
x˜(ε), uk
)− J(x˜(ε), u∗))
+δ
(
‖εx+ x(ε)‖+
d∑
k=1
(
εαk + αk(ε)
))
. (F.35)
Wir zeigen, dass aus dieser Ungleichung die Relation
J
(
x˜(ε), u˜(ε)
) ≤ J(x∗, u∗)− εc+ o(ε) (F.36)
fu¨r alle hinreichend kleine ε > 0 folgt. Wegen (F.27) und (F.32) ist ε−1‖x(ε)‖ ≤ σ. Daher
ist nach (F.31) fu¨r 0 < ε ≤ ε0 die folgende Ungleichung erfu¨llt:
J(x˜(ε), u∗) ≤ J(x∗, u∗) + ε
(
Jx(x∗, u∗)x+ c
)
.
Nach Voraussetzung (A1) und αk(ε)→ 0 fu¨r ε→ 0 gilt
d∑
k=1
(
εαk + αk(ε)
)(
J
(
x˜(ε), uk
)− J(x∗, uk)− J(x˜(ε), u∗)+ J(x∗, u∗))
=
d∑
k=1
(
εαk + αk(ε)
)(
Jx(x∗, uk)(εx)− Jx
(
x∗, u∗)(εx) + o(ε)
)
= o(ε).
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Beachten wir ferner die Beziehungen (F.27), (F.32) und (F.33), so erhalten wir
d∑
k=1
(
εαk + αk(ε)
)(
J
(
x˜(ε), uk
)− J(x˜(ε), u∗))
= ε
d∑
k=1
αk
(
J(x∗, uk)− J(x∗, u∗)
)
+
d∑
k=1
αk(ε)
(
J(x∗, uk)− J(x∗, u∗)
)
+
d∑
k=1
(
εαk + αk(ε)
)(
J
(
x˜(ε), uk
)− J(x∗, uk)− J(x˜(ε), u∗)+ J(x∗, u∗))
≤ ε
( d∑
k=1
αk
(
J(x∗, uk)− J(x∗, u∗)
)
+ c
)
+ o(ε).
Schließlich gilt gema¨ß (F.27) und (F.34)
δ
(
‖εx+ x(ε)‖+
d∑
k=1
(
εαk + αk(ε)
)) ≤ εδ(‖x‖+ d∑
k=1
αk + ε
−1
(
‖x(ε)‖+
d∑
k=1
|αk(ε)|
))
≤ ε(δ +Kδ2)
(
‖x‖+
d∑
k=1
αk
)
< εc.
Zusammen ergibt sich aus diesen Ungleichungen
J
(
x˜(ε), u˜(ε)
) ≤ J(x∗, u∗) + ε(Jx(x∗, u∗)x+ d∑
k=1
αk
(
J(x∗, uk)− J(x∗, u∗)
)
+ 3c
)
+ o(ε).
Beachten wir darin (F.21), dann erhalten wir unmittelbar (F.36).
Die Beziehungen (F.29) und (F.30) zeigen, dass das Paar
(
x˜(ε), u˜(ε)
)
fu¨r hinreichend kleine
ε > 0 zula¨ssig in der Aufgabe (F.17) ist. Weiterhin folgt J
(
x˜(ε), u˜(ε)
)
< J(x∗, u∗) aus
(F.36). Wegen x˜(ε)→ x∗ fu¨r ε→ 0 bedeutet dies, dass der Punkt (x∗, u∗) im Widerspruch
zur Voraussetzung kein starkes lokales Minimum sein ko¨nnte. 
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