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The paper presents new lower bounding and reduction procedures for the symmetric travelling 
salesman problem. Lower bounds are obtained through the solution of the linear program cor- 
responding to the 2-matching relaxation and improved through a restricted Lagrangean 2-matching 
approach. A computational comparison of the new bounds with bounds obtained from the well- 
known Lagrangean l-tree relaxation is also presented. 
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1. Introduction 
Let G be a complete graph with node set N= { 1,2, . . . , n} and edge set E = 
{L2,..., m}. Each edge e in E has an associated cost c, and connects two nodes s, 
and b, in N. 
A path in G is a sequence P of distinct edges such that any two adjacent edges 
in P have a common node. A subgraph of G is connected if it contains a path 
between any two nodes. A cycle in G is the edge set of a connected subgraph in 
which each node is met by exactly two edges. A tour (subtour) in G is a cycle with 
n (less than n) edges. A l-tree is a connected subgraph of G containing exactly one 
cycle. A 2-matching in G is a subset F of the edges such that exactly two edges in 
F meet any node. 
The minimum 2-matching problem MP2 is the problem of finding a minimum 
cost 2-matching. The symmetric travelling salesman problem STSP is the problem 
of finding a minimum cost tour. 
A number of branch and bound algorithms for solving the STSP have been 
developed. Little et al. [9] used the assignment problem as relaxation of STSP while 
Bellmore and Malone [4] used MP2 as relaxation. The minimum cost spanning 
l-tree problem (with a Lagrangean objective function) was used as relaxation of 
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STSP by Held and Karp [6]. Volgenant and Jonker [13] solved STSPs with up to 
200 nodes using this l-tree relaxation. 
The most successful algorithm to date for the STSP was developed by Crowder 
and Padberg [5]. It is a branch and cut algorithm which uses as relaxation of STSP 
the problem RMP2, obtained from MP2 by relaxing integrality restrictions on 
variables, together with additional cutting planes. Padberg and Rinaldi [lo] solved 
STSPs with up to 532 nodes using an improved version of this algorithm. 
In this paper we follow up a suggestion by Balas and Toth [3] and use a restricted 
Lagrangean relaxation of STSP based on MP2 to obtain lower bounds for STSP 
which may be used in a branch and bound algorithm. A similar relaxation of the 
asymmetric travelling salesman problem has previously been investigated by Smith 
and Thompson [l l] and Balas and Christofides [2]. We also present a computa- 
tional comparison of the new lower bounds with bounds obtained from the well- 
known l-tree relaxation of the STSP. 
2. Solving RMPZ 
The problem MP2 can be formulated as the following integer linear programming 
problem: 
minimise c. x, 
subject to Ax=2, Osxsl, 
x, integral for all eE E, 
where A denotes the incidence matrix of the graph, 0 (1) is an m-vector with all 
elements equal to 0 (l), 2 is an n-vector with all elements equal to 2 and c and x 
are m-vectors which respectively contains the values c, and x, for all e in E. The 
problem RMP2, obtained from MP2 by relaxing the integrality restrictions, is a 
generalised network problem which can be solved very efficiently using the primal 
simplex method (see [S]). 
Since G is a complete graph the matrix A has full row rank. A basis B is a subset 
of n edges corresponding to linearly independent columns of A and the subgraph 
of G with edge set B is called a basis graph. Any basis graph consists of a number 
of disjoint l-trees. 
A basis structure (L, B, U) for RMP2 corresponds to a basis B and is formed by 
partitioning the nonbasic edges (the edges in E-B) into two sets L and U. The basic 
solution corresponding to a basis structure (L, B, U) is obtained by setting x, = 0 for 
all e E L, x, = 1 for all e E U and then solving Ax = 2 to determine x, for all e E B. If 
x,? 0 for all e E B, then the basis structure is primal feasible. 
In the basic solution corresponding to a primal feasible basis structure (L, B, U), 
x, E {0,0.5, l} for all e E E. Also the set {e E B: x, = 0.5) forms an even number of 
disjoint subtours (called fractional subtours) while the set {eEE: x, = I> either 
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forms a tour or a number of disjoint paths and/or subtours (called integral 
subtours). 
For any basis B the dual values Ui, i E IV, are the unique solution to the following 
set of equations 
use+ub,=c,, for all egB, 
and can be used to define the reduced costs 
r, = c, - us, - ub e, for all eeE. 
A basic structure (L, B, U) is dual feasible if r,r 0 for all e E L and r,lO for all 
eE U and optimal if it is both primal and dual feasible. 
3. Bounding STSP 
The STSP can be formulated as the following integer programming problem: 
minimise c. x, 
subject to Ax=2, XEX, 05x51, 
x, integral for all eeE, 
where X is a polyhedron. 
It is clear that RMP2 is a relaxation of STSP. Therefore u(RMP2), the optimal 
value of the objective function for RMP2, is a lower bound for u(STSP), the op- 
timal value of the objective function of STSP. 
Held and Karp [6] defined the following Lagrangean relaxation Ll(w) of the 
STSP where w is an n-vector: 
minimise c.x+w(2-Ax), 
subject to x~X, O<x<l. 
Ll(w) is the problem of finding a minimum cost l-tree (using the transformed edge 
costs c,- ws,- wb, for all eE E). The optimal objective function value o(Ll(w)) is 
a lower bound for o(STSP) for any vector w. 
Suppose (L, B, U) is an optimal basis structure for RMP2 and u is the n-vector 
containing the corresponding dual values. If x is any feasible solution of Ll(u), then 
c.x+u.(2-Ax)= c r,x,+2.u2 c r,+2.u, 
t-GE eelJ 
since r, 10 for e E E - U. The right-hand side in the above inequality is the objec- 
tive function value of the (optimal) dual solution corresponding to (L, B, U) and 
therefore equals o(RMP2). Therefore o(Ll(u))z o(RMP2), i.e., the best bound 
obtainable from the Lagrangean relaxation is at least as large as the bound from 
RMP2. 
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The edges in the minimum cost l-tree T found when solving Ll(w) are called the 
branches of T while all the other edges in L are called the chords of T. The branches 
not incident to node 1 define a tree T’ with node set N- {l} and a chord e connect- 
ing two nodes in T’ defines a cycle consisting of e and the branches in the unique 
path in T’ connecting s, and b, . As noted in [13] the chord e can be deleted if its 
reduced cost c,- ws,- wb, exceeds the maximum (reduced) cost of a branch in this 
cycle by more than u’- 1 - o(Ll(w)) where u’ is an upper bound for u(STSP). 
For SCN and FcE we introduce the following abbreviations: 
cut(S) = {e E E: e is incident with exactly one node in S}, 
tuc(S) = {e E E: e is incident with exactly two nodes in S}, 
x(F)= c x,. 
ecF 
If P denotes the set of all nonempty subsets of N with less than n - 1 elements and 
[x] the largest integer not greater than x, then a complete (redundant) formulation 
of STSP can be obtained by defining the polyhedron X in the above formulation 
by the following linear inequalities [5]: 
x(tuc(S)) I IS 1 - 1, for all SE P, 
x(tuc(S)UH)< ISI + [+lHl], for all SEP and Hccut(S), 
x(cut(S)) 12, for all SE P, 
x(cut(S) - cut(k)) 2 1) for all SEP and kEN-S. 
The first two sets of linear inequalities can be written generically as 
x(F,) sft, for t E T, , 
while the last two sets of linear inequalities can be written as 
x(Ft)2ft, for tE T,. 
One can then define the following Lagrangean relaxation L2(w) of STSP where w 
is a vector with j T, I + 1 T21 elements: 
minimise c.x+ CIET] ~t(wt)-f,)+c,.~2 J%(ft-x(Ft)), 
subject to Ax=2, O~x<l. 
If ~20, then o(L2(w)) is a lower bound for u(STSP). This type of Lagrangean 
relaxation has previously been investigated for the asymmetric travelling salesman 
problem by Smith and Thompson [ 1 l] and by Balas and Christofides [2]. 
Suppose 2 = u(RMP2) and (L, B, U) is an optimal basis structure for RMP2. If the 
corresponding basic solution does not define a tour, one can identify an integral or 
fractional subtour with node set S which defines a violated inequality x(F) 5 f of the 
first generic type. In the case of an integral subtour F= tuc(S) and f = /S I - 1. For a 
fractional subtour F=tuc(S)UHand f = ISI + [+IHj] where H= {Ed cut(S): x,= l}. 
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If the element of w corresponding to the identified inequality is allowed a non- 
negative value /3 while the other elements are kept at zero, then the objective func- 
tion of L2(w) can be written as 
c*x+/3(x(F)-f)= c 
eeE_F 
W, + & (c, + P)x, - Pf. 
If (L, B, U) remains optimal for the restricted Lagrangean problem with p> 0, then 
Z + p(x(F) -f) is an improved lower bound for u(STSP) since x(F) -f equals 1 (t) 
if the inequality corresponds to an integral (fractional) subtour. In order to deter- 
mine such a positive value of p one can parametrically increase the costs of all edges 
in F until a further increase will cause (L, B, U) to become dual infeasible. The 
maximum increase pmax is given by the following theorem which is easily proven 
(see [l]): 
Theorem. Suppose v is an n-vector such that 
1, vSum = for all eeBnF, 
e 0, for all eeB-F, 
where vsum, = v,< f vb, for all e E E and u is the optimal dual vector. Then (L, B, U) 
remains optimal for the transformed problem with costs 
CL = 
ce+j3, for all eE F, 
c e, otherwise, 
and dual values u,! = Ui + PUi for all i E N if 0 5 p I pmax where 
/3max = minimum 
1 
r,/vsum, , for eeL-F, vsum,>O, 
rJ(vsum,- l), for eeLflF, vsum,> 1, 
r,/vsum,, for eE U-F, vsum,<O, 
r,/(vsum, - l), for e E Ufl F, vsum, < 1, 
00, otherwise. 
Each fractional or integral subtour in the optimal solution of RMP2 can be used 
to increase the lower bound o(L2(w)) on u(STSP) by adjusting one element of w as 
indicated in the above theorem. The new lower bound is 
Z-t C wCW,)-f,h where T{={~E T,: w,>O}. 
tET; 
Suppose one can now identify a violated inequality x(F) r f of the second generic 
type such that FCL and FflF, is empty for all t E T;. If the element of w which 
corresponds to the identified inequality is allowed a nonnegative value /7 while the 
other elements are restricted to their current values, then the objective function of 
L2(w) can be written as 
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If (L, B, U) remains optimal for the restricted Lagrangean problem with p > 0, then 
one can increase the current value of the lower bound by ,@f. In order to determine 
such a positive value of /3 one can parametrically decrease the costs of all edges in 
F until a further decrease will cause (L, B, U) to become dual infeasible. Since FC L 
the maximum decrease equals the minimum reduced cost r, for e E F. 
We use the following algorithm to identify violated inequalities of the type 
x(cut(S)) 12 such that cut(S) c L : 
begin 
S := {nodes in the l-tree of the basis graph containing node l}; 
while S<>N do 
begin 
find e E cut(S) such that r,l rf for all f E cut(S); 
j?:=r,; 
if p>O then 
begin 
increase lower bound by 2p; 
for all f E cut(S) do cf := cf-fi 
end 
if s,ES then i:=b, else i:=s,; 
S := S+ {nodes in l-tree containing node i} 
end 
end 
A node k is a cutpoint in a graph if there are distinct nodes i and j (distinct from 
k also) such that k is on every path between i and j. Violated inequalities of the type 
x(cut(S) - cut(k)) 2 1 where k E N- S and cut(S) - cut(k) C L are identified using the 
following algorithm: 
begin 
GO := subgraph with edge set {e E E: r, I 0); 
while GO contains a cutpoint k do 
begin 
S := {nodes in a biconnected component defined by k}; 
F := cut(S) - cut(k); 
find eE F such that reSrf for all f E F; 
p := re; 
increase lower bound by /3; 
for all feF do cr :=c,-p; 
GO := subgraph with edge set {e E E: r,5 0} 
end 
end 
After determining a nonnegative vector w as described above, the objective 
function value of any feasible solution to L2(w) can be expressed as u(L2(w))+ 
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c e~Lrexe+ c eE II r,(l -x,) where the reduced costs reflect all the cost changes that 
were necessary to determine w. If u’ is an upper bound for u(STSP), then any edge 
e E L with r, > u’- 1 - o(L2(w)) can be deleted. 
We combined the bounding procedures described above in the following algorithm: 
begin 
compute an initial upper bound u’ for u(STSP) using a heuristic; 
solve the problem RMP2 = L2(0); 
delete the edges in (e E L: r, > u’- 1 - u(RMP2)}; 
find w for the Lagrangean relaxation Ll(w); 
delete chords of the minimum l-tree solution of Ll(w); 
find w for the restricted Lagrangean relaxation L2(w). 
end 
4. Computational experience 
Our computational experience with the combined bounding algorithm was ob- 
tained with the same eighteen problems used in 1121. This problem set consists of 
DF42 (42 nodes), HK48 (48 nodes) and KT57 (57 nodes) taken from the literature, 
five randomly generated Euclidean problems R481 to R485 (48 nodes each) and ten 
randomly generated Euclidean problems R600 to R609 (60 nodes each). 
The algorithm was implemented in TURBO PASCAL Version 4.0 and a standard 
IBM PC (without a numerical co-processor) was used for the computational experi- 
ments. In these experiments the value of u(STSP) (reported in [12]) was used as the 
upper bound u’ to delete edges. The results are reported in Table 1 in which the first 
column identifies the problems. The next three columns respectively contain the gap 
between u(RMP2) and u(STSP) as a percentage of u(STSP), the time to compute 
u(RMP2) and the percentage of edges deleted using u(RMP2). The fifth to seventh 
columns respectively contain the gap between u(Ll(w)) and u(STSP) as a percentage 
of u(STSP), the time to compute u(Ll(w)) and the percentages of edges deleted 
using u(Ll(w)). The last two columns contain the gap between u(L2(w)) and 
u(STSP) as a percentage of u(STSP) and the time to compute u(L2(w)). All times 
are reported in seconds. 
Table 1 shows that on the average u(RMP2) =0.940 * u(STSP), u(Ll(w)) = 
0.995 * u(STSP) and u(L2(w)) = 0.982 * u(STSP). Although Ll(w) yields stronger 
lower bounds than L2(w) these stronger bounds required an average computing time 
of 186.3 seconds. On the average 54.4 percent of the edges in the complete graph 
could be deleted using u(RMP2) and a further 35.6 percent deleted using u(Ll(w)). 
Therefore on the average only 10 percent of the edges remained with the result that 
it required an average time of only 9.2 seconds to compute u(L2(w)). 
In [7] the fact that a tour is optimal only if it is 2-optimal was used to identify 
and delete nonoptimal edges. For 11 of the problems in our sample on which they 
reported on average 91.5 percent of the edges could be deleted. For these same pro- 
blems our algorithm deleted on average 89.8 percent of the edges. 
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Table 1 
Problem 
RMP2 
Gap Time Deleted Gap 
Ll(w) L2(W 
Time Deleted Gap Time 
DF42 
HK48 
R481 
R482 
R483 
R484 
R485 
KT57 
R600 
R601 
R602 
R603 
R604 
R605 
R606 
R607 
R608 
R609 
Averages 
8.30 20.1 39.1 
2.30 18.9 78.7 
3.64 21.2 76.4 
5.18 17.8 61.4 
7.18 24.9 46.3 
4.32 26.2 70.2 
3.69 20.0 74.9 
2.48 23.6 74.2 
7.32 28.0 46.8 
7.75 27.0 43.3 
8.76 27.2 33.7 
8.87 31.5 29.8 
10.16 28.0 23.6 
7.55 39.7 40.7 
4.37 32.7 68.9 
7.26 35.2 47.3 
5.30 31.7 58.4 
4.50 29.4 65.8 
6.05 23.5 54.4 
0.29 86.2 52.8 
0.15 58.1 14.1 
1.87 77.2 8.2 
0.17 95.1 31.7 
0.05 132.5 47.7 
0.67 87.7 19.6 
0.17 62.8 18.7 
0.40 107.5 17.7 
0.14 259.1 47.3 
0.98 345.5 46.2 
0.01 90.5 33.7 
0.99 406.7 58.0 
0.13 372.5 70.1 
0.82 337.7 49.4 
0.03 148.2 27.1 
0.45 264.6 44.4 
1.10 230.5 29.8 
0.78 191.1 23.9 
0.51 186.3 35.6 
1.86 0.7 
1.22 1.1 
2.66 4.1 
1.79 1.5 
0.21 0.7 
2.71 4.2 
0.63 1.0 
1.90 2.7 
3.97 1.8 
1.16 13.5 
1.80 87.2 
2.28 16.9 
1.44 1.9 
4.23 7.1 
0.01 0.1 
1.27 4.9 
1.49 7.2 
1.43 8.1 
1.78 9.2 
We also investigated the effect of not using u(Ll(w)) to delete edges. For the 
eighteen problems we found that on the average o(L2(w)) = 0.979 * u(STSP) while 
the computation of u(L2(w)) now required an average time of 50.4 seconds. 
The bounding algorithm was incorporated in a depth-first branch and bound 
algorithm. This algorithm was run to completion on the four 48-node problems for 
which more than 90 percent of the edges were deleted at the root node of the search 
tree. The average number of nodes in the four search trees was 6.75. When we ran 
the algorithm on the remaining two 48-node problems we had to terminate it 
because of the excessively large search trees generated. 
5. Conclusion 
A restricted Lagrangean 2-matching relaxation of the STSP yields bounds not 
much worse than the lower bounds obtained from the Lagrangean l-tree relaxation. 
It is possible that future research may lead to a way to select the Lagrangean multi- 
pliers in such way that stronger lower bounds are generated. Although the most 
successful algorithm [2] for the asymmetric travelling salesman problem uses a 
restricted Lagrangean relaxation with great success to provide good lower bounds 
and to delete a large number of edges, our limited computational experience sug- 
gests that the same approach does not achieve similar success in the case of the sym- 
metric travelling salesman problem. 
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