ABSTRACT. We study combinatorial connectivity for two models of random geometric complexes. These two modelsCech and Vietoris-Rips complexes -are built on a homogeneous Poisson point process of intensity n on a d-dimensional torus using balls of radius rn. In the former, the k-simplices/faces are formed by subsets of (k + 1) Poisson points such that the balls of radius rn centred at these points have a mutual interesection and in the latter, we require only a pairwise intersection of the balls. Given a (simplicial) complex (i.e., a collection of k-simplices for all k ≥ 1), we can connect k-simplices via (k + 1)-simplices ('up-connectivity') or via (k − 1)-simplices ('down-connectivity). Our interest is to understand these two combinatorial notions of connectivity for the randomČech and Vietoris-Rips complexes asymptically as n → ∞. In particular, we analyse in detail the threshold radius for vanishing of isolated k-faces for up and down connectivity of both types of random geometric complexes. Though it is expected that the threshold radius rn = Θ(( log n n ) 1/d ) in coarse scale, our results give tighter bounds on the constants in the logarithmic scale as well as shed light on the possible second-order correction factors. Further, they also reveal interesting differences between the phase transition in theČech and Vietoris-Rips cases. The analysis is interesting due to the non-monotonicity of the number of isolated k-faces (as a function of the radius) and leads one to consider 'monotonic' vanishing of isolated k-faces. The latter coincides with the vanishing threshold mentioned above at a coarse scale (i.e., log n scale) but differs in the log log n scale for theČech complex with k = 1 in the up-connected case.
INTRODUCTION
Let P n = {X 1 , . . . , X Nn } be a collection of points in the d-dimensional torus U with {X i } i≥1 being a sequence of i.i.d. uniform random variables in U and N n , an independent Poisson random variable with mean n. In other words, P n is a homogeneous Poisson point process with intensity n on U . A classical model of random graph G(P n , r) (for r ∈ (0, ∞)) introduced by Gilbert in 1961 ( [18] ) called the random geometric graph or Gilbert graph is as follows : The vertex set is P n and X i , X j share an edge if |X i − X j | ≤ 2r. Though Gilbert introduced it on the plane, we shall study it on the torus U to avoid boundary effects. This is a common simplification especially when studying sharp thresholds for connectivity properties. A seminal result in the subject was the determining of exact connectivity threshold ( [1, 42, 43] ). The precise statement of the sharp phase transition result ( [43, Theorem 13.10] ) is that for any sequence w(n) → ∞, the following holds :
(1.1) P {G(P n , r n ) is connected} →
where θ d denotes the volume of the unit ball in R d . An important step towards the proof of the above result was a similar phase transition result for vanishing of J n,0 , the number of isolated nodes in G(P n , r n ) i.e., thresholds for P {J n,0 ≥ 1}. That the threshold for vanishing of isolated nodes and threshold for connectivity coincide for a random geometric graph was inspired by a similar phenomenon observed in the case of the Erdös-Rényi random graphs ( [16] ) though the proof in the former case is a lot more involved.
J n,0 is nothing but a 1-clique and it is natural to wonder if there is a sharp phase transition for vanishing of higherorder cliques and if so, is it related to any higher-dimensional topological phase transitions in random geometric graphs? We denote by J n,k the number of 'isolated' (k + 1)-cliques in G(P n , r), i.e., the number of (k + 1)-cliques that do not belong to a (k + 2)-clique. In other words, J n,k is the number of maximal cliques of order (k + 1). Due to non-monotonicity of J n,k in r, a threshold need not even exist.
The question of weak/sharp thresholds for higher-order connectivity entails two steps -(1) Determining the weak/sharp threshold for vanishing of 'isolated' clique counts and (2) Show that this approximates the weak/sharp threshold of the corresponding notion of 'connectivity'. In this article, we shall focus on the first step. One of our results will give thresholds (i.e., r n ) for vanishing of J n,k on G(P n , r n ) and for the case of 1 ≤ k ≤ d, we shall show that our thresholds are sharp by showing that J n,k converges to a suitable Poisson random variable. Of course, such thresholds will have implications for the second step too i.e., 'connectivity' thresholds. In the next subsection (Section 1.1), we shall discuss in detail about the background literature on these combinatorial notions of connectivity and then preview our results in Section 1.2 as well as explaining further connections to existing results. The combinatorial topology notions that we shall need for these two subsections as well as the article are defined rigorously in Section 2.1. Our main results are stated in Sections 2.2-2.4 and we end with proofs in Section 3.
Up, Down Connectivity and related literature:
A natural higher-dimensional generalization of graphs are simplicial complexes, which in concise terms can be defined as hypergraphs closed under the operation of taking subsets of edges. The precise definition will be given in Section 2.1. The analogous notion of clique counts in simplicial complexes is 'face counts'. We provide weak thresholds for vanishing of 'isolated' face counts in two models of random geometric complexes -Vietoris-Rips complexes andČech complexes. In each of these models, we shall consider two notions of connectivity -up and down -and hence two notions of 'isolation'. We shall define them shortly.
First, we would like to mention that our question or answer is not without precedence. Specifically, it was shown by Kahle in [26, 28] that the threshold for vanishing of higher Betti numbers (a notion of higher-order connectivity) was linked to the threshold for vanishing of 'isolated' clique counts of Erdös-Rényi flag/clique complexes. The 0th Betti number is nothing but the number of connected components and hence this sharp phase transition result is a generalization of the Erdös-Rényi result. An earlier generalization of Erdös-Rényi result for a different model of random complexes called the random d-complex was shown by Linial and Meshulam and later by Meshulam and Wallach [32, 33] . Both of these are models that generalize Erdös-Rényi graphs. We shall not discuss much further about these models of random complexes apart from referring the reader to [29] for more details. The search for a geometric counterpart to the above results is still on despite a significant recent contribution by Bobrowski and Weinberger [8] which we shall discuss later. This is the broader aim towards which we take a step in this article. Betti numbers represent an algebraic notion of higher-dimensional connectivity and there are other more combinatorial notions of connectivity as we have indicated above and shall discuss now.
respectively. As we can observe that there are varied contexts in which the notions of up and down connectivity crop up but barring these few papers on Laplacians of random complexes and face percolation on random complexes, this is very much a fertile terrain. Our results give a lower bound on the thresholds for irreducibility of the two Laplacians and triviality of the Q-vector. Now the fourth context, which we have touched upon earlier, is the study of Betti numbers of random complexes. This is also the direction of more extensive research on random complexes compared to the directions in the previous three paragraphs. Betti numbers are an alternate way of quantifying connectivity of complexes. We shall not be formally defining but shall later hint at connection between our results and Betti numbers. We refer the reader to [15, 36] for more details on Betti numbers. In fact, Betti numbers of random complexes has been the main focus of most studies on random complexes. We point the reader to the two surveys [29, 7] for details on this growing area lying in the intersection of probability and combinatorial topology. Motivated by applications to topological data analysis ( [12, 13] ), random geometric complexes were introduced in [27] and among other things, upper bounds for thresholds on vanishing of Betti numbers for the Vietoris-Rips andČech complexes on Poisson point processes were given. Similar thresholds were later proven for more general stationary point processes in [47] and for Poisson point processes on compact, closed manifolds without a boundary in [8] . To briefly allude to applications of threshold results in topological data analysis, we mention that a very weak threshold was used in the pioneering work of [37] to find homology of submanifolds from random samples. Since Betti numbers are algebraic quantities and the notions of up-connectivity and down-connectivity are combinatorial, apriori it not obvious why the two need to be related. However, for the random d-complex, it was shown that the threshold for up-connectivity was same as the threshold for vanishing of Betti numbers ([30, Theorem 1.8]). It is worth repeating that this work is a step towards the geometric counterpart of such a result.
1.2.
Preview : Coarse-scale asymptotics. Now, we shall survey some results of relevance to us before stating a few of our results. Our results stated in this section shall be at the coarse-scale as the finer-scale results involve considerably more notation and are postponed to Section 2. Now onwards, when we refer to random Vietoris-Rips (R(P n , r n )) andČech complex (C(P n , r n )), we refer to these complexes constructed on P n , the homogeneous Poisson point process with intensity n on the unit d-dimensional torus for some d ≥ 2 (precisely defined in Definitions 2.1 and 2.2). For the randomČech complex, a significant contribution refining the afore-mentioned vanishing thresholds appeared recently in [10] . In particular, it was shown that (see [10, Theorem 5.4] ) for a sequence w(n) → ∞, the following holds :
if nθ d r d n = log n + k log log n + w(n), where β k (U ) denotes the kth Betti number of the d-dimensional torus U . Apart from the gap between the upper and lower thresholds, this is an extension of (1.1) to higher dimensions. The above threshold result was extended to a phase transition result for the event {β k (C(P n , r n )) = β k (U )} at a coarser scale ([10, Corollary 5.5]) : We have for 1 ≤ k ≤ d − 1 and any ∈ (0, 1)
The above threshold also corresponds with that of thresholds for complete coverage ( [17, 22] ) and surprisingly reveals that β 0 (number of connected components) equals one at a much lower threshold than the other Betti numbers which all vanish "nearly" together and correspond to the threshold for complete coverage i.e., the event {U ⊂ ∪ x∈Pn B x (r n )}.
As should be obvious by now, the question of connectivity in higher dimensions can be posed in at least three ways (up, down and Betti numbers) and for at least two different models of geometric complexes (Vietoris-Rips anď Cech). Though thresholds for Betti numbers of randomČech complexes have been partially addressed in [27, 10] but thresholds for other notions of connectivity remain still open. While Betti numbers ofČech complexes are non-trivial only for k ≤ d − 1 but the question of up and down connectivity are relevant for any k.
The specific geometry of randomČech complexes enables one to study them via coverage processes as well as Morse theory. Indeed, the key tool in [10] is investigation of the critical points of the distance function ρ n :
, critical points of ρ n are related to the Betti numbers of ∪ X∈Pn B X (r) via Morse theory and the Betti numbers of the latter are same as that of randomČech complexes due to nerve theorem. However, both these tools are either unavailable or insufficient for study of other notions of connectivity in the two models of geometric complexes. A possibly more universal approximation for study of connectivity thresholds in random complexes are 'isolated' face counts and this is the main reason why we focus on these objects in this article.
Let G p,q · denote the up and down connected graphs for q ∈ I 2 := {U, D} and theČech and Vietoris-Rips complexes for p ∈ I 1 := {C, R}. In the above notation, C, R refer to theČech and Vietoris-Rips cases respectively and U, D refer to the up and down connectivity respectively. As a trailer for our results, we state the following coarse scale phase transition result for isolated k-faces in the random Vietoris-Rips andČech complexes. The constants m p,q k that appear in the Theorem are defined in Section 2.1. Theorem 1.1. Let p ∈ I 1 , q ∈ I 2 and k ≥ 1. Let J p,q n,k (r n ) denote the number of isolated nodes in G p,q k (P n , r n ). Then the following holds for any ∈ (0, 1)
Indeed, for nm
Since J p,q n (r n ) is a non-monotonic functional in r, even presence of a phase transition is not obvious. However, the above theorem shows phase-transition for existence of isolated nodes at a fixed radius r n in the up/down-connected graphs. However we may also consider existence of isolated nodes for some radii s ≥ r n . This is a monotonic event and at the coarse scale has the same threshold for vanishing as existence of isolated nodes.
Then the following holds for any ∈ (0, 1)
We shall shortly see evidence that at a finer scale the thresholds for the events in Theorems 1.1 and 1.2 need not coincide at least for theČech complex. Considering Theorem 1.1 as the first step towards determining thresholds for up/down-connectivity in both the random geometric complexes, here is the second step. The following theorem shows that whenever 'isolated' nodes vanish in the up/down-connected graphs, components of finite but fixed order also vanish.
n (r, L) denote the number of components in G p,q k (P n , r) with exactly L vertices. Then for any > 0 and nm p,q k r d n = (1 + ) log n, we have that
Vanishing of isolated nodes in G P,q n,k (r n ) is a necessary condition for connectivity of G P,q n,k (r n ) but as mentioned before, this is also a sufficient condition in many random graph models. It is not completely obvious at this point if this is true even in the models we have considered above. We conjecture it to be true at least in the coarse scale with Theorem 1.3 as a partial eveidence.
More finer phase transition results for expectations and a distributional result inside the critical window for J R,U n,k with k ≤ d are stated in Section 2. An analogous distributional result is currently unavailable for other models or similar statistics (i.e., Morse critical points) in random geometric complexes. An important tool in obtaining the distributional result for the Vietoris-Rips complex is the purely deterministic geometric Lemma 3.2 and such a result is not available for theČech complex or Morse critical points. Since stating these results shall involve considerably more notation and hence are postponed to Section 2. However, in the special case of k = 1, we can state these results with no additional notation as we shall do so now. Note that J
n,1 (r n ) denote the number of isolated nodes in G p,q 1 (P n , r n ). Let w n be any real sequence converging to ∞ and nr d n → ∞ as n → ∞. For (p, q) ∈ I 1 × I 2 \ {(C, U)} we have
Notice the difference in the thresholds at the level of expectation betweenČech and Vietoris-Rips complexes. We shall also see that there is a difference between the two complexes when we look at a finer phase transition result corresponding to the event in Theorem 1.2. To be more precise, consider the event ∪ s≥r {J p,q n,1 (s) ≥ 1}. We denote by J p,q, * n,k (r) the number of k-faces (i.e., k + 1 points) that contribute to the event or in other words, the number of k-faces that are 'isolated' for some s ≥ r. This is defined more precisely in (2.19) . Clearly, all 'isolated' faces at radius r are included i.e., J p,q n,k (r) ≤ J p,q, * n,k (r) and the latter is non-increasing in r. Thus, we have that {J p,q, * n,k (r) = 0} = ∩ s≥r {J p,q n,k (s) = 0} and we have shown in Theorems 1.1 and 1.2 that the thresholds for vanishing of J p,q n,k (.) and J p,q, * n,k (.) coincide at the coarse scale. However, we shall see now that at a finer scale whether they coincide or not depends on the geometry of the complex. Proposition 1.5. Let p ∈ I 1 , q ∈ I 2 and k = 1. Let J p,q, * n,1 (r n ) denote the number of 1-faces that are isolated in G p,q 1 (P n , s) for some s ≥ r n . Let w n be any real sequence converging to ∞ and nr d n → ∞ as n → ∞. Then
Note the missing log log n factor for theČech case i.e., as claimed earlier the thresholds for vanishing of J C,U n,1 (.) and J C,U , * n,1 (.) do not coincide at least at the level of expectations. More importantly, this means that if we choose w n → ∞ such that w n = o(log log n) and nm C,U 1 r d n = log n − log log n + w n , then
In other words, for any fixed "r ∈ (log n−log log n, log n)" and for n large, we are unlikely to observe an 'isolated' face at r but we expect to see large number of them in the interval.
We shall now explain the consequences of our results for topological phase transitions as well as contrast them with the related results of [10] . While our descriptions are mostly in terms of thresholds for vanishing of isolated nodes but as mentioned before, our tendentious view is that these thresholds are indicators of similar behaviour by the corresponding connectivity thresholds.
we note that at the coarse scale the threshold for vanishing of isolated nodes in G C,U k (P n , r n ) matches with that of β k (P n , r n ). And like we pointed out for Betti numbers, J C,U n,0 vanishes much earlier compared to J C,U n,k for k ≥ 1 which all vanish "nearly together".
• At a finer scale (see Proposition 2.4), the threshold for vanishing of isolated nodes in G C,U . is analogous to that in (1.2) and in the case of k = 1 matches exactly with the lower threshold in (1.2) (see Theorem 2.6 and Corollary 2.7). In [28, 32, 33] , it was shown that thresholds for vanishing of isolated nodes in G .,U .
was same as that of vanishing of homology groups in Erdös-Rènyi-like random complexes. Our results together with (1.2) offer evidence of such a phenomena holding true even for randomČech complexes.
• Perhaps, a little ambitiously one can conjecture that the threshold for vanishing of isolated nodes in G C,U k should be nθ d r d n = log n + (k − 2) log log n, which corresponds to the lower threshold in (1.2). Further, in [10, Corollary 6.3] , it is shown that thresholds for vanishing of critical points of index k are nθ d r d n = log n + (k − 1) log log n. Since both index k and k + 1 critical points are related to β k (C(P n , r n )), it is now a moot point as to which of the three thresholds nθ d r d n = log n + l log log n, l ∈ {k − 2, k − 1, k} is the actual threshold for vanishing of β k (C(P n , r n )).
• The four thresholds corresponding to vanishing of isolated nodes in
are all different even in the coarser scale, since the corresponding m .,.
k 's are different.
• Again from the definitions of m .,U
. 's, we can see that vanishing of isolated nodes in G .,U . occur for a larger radius than in G .,D . even in the coarse scale. Similarly, even in the coarse scale, threshold for vanishing of isolated nodes in G C,.
. is larger than in G R,.
. .
k is strictly decreasing in k for k ≤ d, vanishing of isolated nodes of G R,.
k happen later than G R,. j for j < k ≤ d even at the coarse scale. This is in contrast to the scenario for G C,U .
for which m
We shall now say a few words on our proof methods. While the main tools for obtaining asymptotics for 'isolated' faces are the classical Palm theory and Campbell-Mecke formula, the specific geometric analysis pertaining to 'isolated faces' differ from that of Morse critical points. Apart from this, we shall see that the non-monotonicity of 'isolated' nodes complicates the analysis. In such high-density regimes, the asymptotics are usually determined by the 'minimal configuration' contributing to the functional. However, it is very important to understand the behaviour in the neighbourhood of the 'minimal configuration'. This we shall see is far from clear for 'isolated' faces in contrast to Morse critical points. In special cases such as k = 1, we are able to understand the neighbourhood of the 'minimal configuration' to be able to give more detailed results though the techniques vary considerably from case to case. As is evident in our results, such problems are also a matter of scale. Often in coarse scale, we are able to overcome these issues with respect to 'the minimal configuration' more easily.
The connection between Morse critical points and Betti numbers is a deterministic fact whereas the connection between 'isolated' faces and Betti numbers arises mainly in random contexts. This is one reason why translating our results to thresholds for Betti numbers is incomplete at the moment. However, for the two discrete models of random simplicial complexes -Erdös-Rényi clique complexes ( [28] ) and random d-complexes ( [32, 33] ) -using different methods it has been shown that the threshold for vanishing of 'isolated' faces in the up-connected graph corresponds to the threshold for vanishing of homology.
In the graph case, closely related to connectivity threshold is the largest edge-weight on a minimal spanning tree. It was shown in [42] that asymptotically the longest edge on a minimal spanning tree on the complete graph on P n with weights as the Euclidean distance is same as the largest nearest neighbour distance i.e., the smallest radius at which all the vertices are non-isolated in the random geometric graph on P n . Simplicial analogues of spanning tree are called as spanning acycles and their behaviour on randomly weighted complexes have been investigated in [23, 46] . In particular, see [46, Section 3] for relations between spanning acycles, Betti numbers and 'isolated' faces. We see our work as another step towards establishing such relations for random geometric complexes.
To end the introduction, we shall point a few more directions in which our work could be extended apart from the natural program of computing exact thresholds and investigating the critical window. One important problem would be to investigate higher-dimensional or distributional analogues of Propositions 1.4 and 1.5. One could also consider geometric complexes on compact Riemannian manifolds and Poisson point processes with non-uniform densities. For ideas on the former extension, see [10, 9] and for the latter see [21, 25, 43, 39, 38] .
MAIN RESULTS

Some combinatorial topology notions :
A subset K ⊂ 2 X for a finite point-set X is said to be an abstract simplicial complex (abbreviated as complex in future) if A ∈ K and B ⊂ A implies that B ∈ K. The elements of K are called faces or simplices and the dimension dim σ of a face σ is |σ| − 1. We shall denote a k-face by [v 1 , . . . , v k+1 ]. The maximal faces (faces that are not included in any other faces) are called facets. By convention, ∅ ∈ K and dim(∅) = −1. The collection of k-faces is denoted by S k (K) and the k-skeleton of K is the complex
A complex is said to be pure if all maximal faces have the same dimension. Note that K 1 is nothing but a graph.
Denote by B x (r) a closed ball of radius r centered at x. | · | will denote the cardinality of a finite set as well as the Lebesgue measure and · is the Euclidean norm on R d . There are two types of complexes defined on point processes. These complexes are the Vietoris-Rips complex and theČech complex which we now define. Let U = [0, 1] d be equipped with the toroidal metric i.e.,
. Let X be a finite set in U and we shall use X (k) to denote the set of k-tuples of distinct points in X . Definition 2.1 (Vietoris-Rips complex). The abstract simplicial complex R(X , r) constructed as below is called the Vietoris-Rips complex associated to X and r.
(1) The 0-simplices of R(X , r) are the points in X .
Definition 2.2 (Čech complex).
The abstract simplicial complex C(X , r) constructed as below is called theČech complex associated to X and r.
(1) The 0-simplices of C(X , r) are the points in X ,
j=1 B x i j (r) = ∅ and where
Observe that the faces of a Vietoris-Rips complex are nothing but cliques of a random geometric graph and the 1-skeletons of both the Vietoris-Rips andČech complexes coincide with the random geometric graph.
The functionals that we study in this paper are the isolated simplex counts in theČech and the Vietoris-Rips complexes. In addition there are two notions of connectivity, up and down which in turn determines what constitutes an isolated simplex. For any k ≥ 0, let S k (X , r) be the collection of all k-simplices of theČech complex on X . Consider the graph G C,U (X , r) with vertex set S k (X , r) and with an edge between any two elements σ 1 , σ 2 ∈ S k (X , r) provided they are up-connected, that is, σ 1 ∪ σ 2 ∈ S k+1 (X , r). Similarly for any k ≥ 1, we can define the graphs G C,D (X , r) with edges between elements σ 1 , σ 2 ∈ S k (X , r) that are down connected, that is, r) . The graphs G R,U (X , r) and G R,D (X , r) are defined similarly by taking S k (X , r) to be the collection of all k-simplices in the Vietoris-Rips complex. See the below figure 1 for an illustration of the two complexes and their maximal faces. [2, 3] , [3, 4] , [2, 4, 5] } are the maximal faces of theČech complex on the point set X = {1. . . . , 5} whereas { [1, 2] , [2, 3, 4] , [2, 4, 5] } are the maximal faces of the Vietoris-Rips complex on X .
Recall that I 1 = {C, R} and I 2 = {U, D}. We will denote by h 
We will also use the abbreviated forms
, be the set of configurations that form a k-simplex with the origin. Clearly A p k ⊂ B O (2) k and since our complexes are defined using closed balls, A p k is compact. Let (2.13) m
Often, the choice of k is clear from the context and hence we shall suppress it. It is easy to see that m
The former occurs for a configuration of points that are as far apart as possible such that the common intersection of balls is a single point and the latter happens when all the points coincide. Note that m
is the volume of the lens of intersection of (k + 1) balls of radius 2 that can be placed in R d so that their centers are exactly at distance 2 from each other.
Expectation Asymptotics for Isolated face Counts.
In this section we present a radius regime under which the expected isolated complex count stabilizes in the limit. This regime involves a parameter sequence whose asymptotic behavior is described. Later part of the section contains a result on the rate of convergence of this parameter sequence which has some interesting implications that will be discussed. Definition 2.3 (Isolated face counts). Let k ≥ 1. For p ∈ I 1 and q ∈ I 2 the number of isolated simplices in the graph G p,q (X , r) is defined as
For example, J R,U (X , r) counts the number of maximal (k + 1)-cliques in the random geometric graph. As a more concrete example, in Figure 1 , we have that J
1 (X , r) = 3. Let P n be a Poisson point process with intensity n1 U (.) where U = [0, 1] d is the unit cube with the toroidal metric. We will denote J p,q (P n , r) by J p,q n (r) and if we wish to emphasize the dependence on k, we shall denote by J p,q n,k (r). We shall often drop the subscript k from our other notations such as
k . Our first result is on the radius regime r n that stabilizes the expected number of isolated simplices in the connectivity regime. For any k ≥ 1, α ∈ R, p ∈ I 1 and q ∈ I 2 , c > 0 define the sequence of radial functions {r
where n 0 is defined so that for all n ≥ n 0 , r n > 0. Note that n 0 does not depend on c.
Proposition 2.4. Let k ≥ 1, α ∈ R, p ∈ I 1 , q ∈ I 2 and r p,q n (c) be as defined in (2.15). Then there exists a sequence {c
Though the constant c p,q n → m p,q , one cannot replace c p,q n by m p,q in Proposition 2.4 as shown by the following result.
Proposition 2.5. Let k ≥ 1, α ∈ R, p ∈ I 1 , q ∈ I 2 and r n be such that nm p,q r d n = log n + k log log n + w 1 n where w 1 n is a sequence bounded from below i.e.,lim inf n→∞
It would be desirable to obtain precise estimates on the constant c p,q n in Proposition 2.4. We explore this and a few other results for the case k = 1 in the next subsection.
2.2.1. The 1-simplex. For the case k = 1 we derive a result on the rate of convergence of the sequence c p,q n and discuss some interesting implications of these results. The maximal face in a 1-complex is an edge. An edge is isolated in the sense of up-connectivity provided it is not part of a triangle i.e., a 2-simplex. For three nodes to form a triangle in the Vietoris-Rips complex, balls centered at these three vertices must have non-trivial pairwise intersection. In theČech case the balls centered at these vertices must have a common intersection. Down connectivity for both the Rips and theČech cases are identical. An edge is isolated in the down sense if it does not share a vertex with any other edge.
The following theorem shows that the rate of convergence of c p,q n to m p,q alters the coefficient of the log log n term in the numerator of r 
It is somewhat surprising that a C,U = 2 in the contrast to the other cases and the implication of this for the threshold for vanishing of isolated faces has been mentioned in Remark 1.6.
Monotonic vanishing of Isolated faces :
Let p ∈ I 1 and q ∈ I 2 . Given X 1 , . . . , X k+1 , define
For the Vietoris-Rips complex, we have that 2R R (X 1 , . . . , X k+1 ) = max i =j |X i − X j |. When the (k + 1)-tuple X 1 , . . . , X k+1 is clear, we shall simply use R p instead of R p (X 1 , . . . , X k+1 ). Define the number of isolated faces at r and above as follows :
where Q p,q (., .)'s are defined in (2.11). By definition, it is clear that J
We have already seen coarse-scale thresholds for vanishing of J p,q, * n,k := J p,q k (P n , r n ), k ≥ 1 in Theorem 1.2 and a more finer threshold for vanishing of J p,q, * n,1 in Proposition 1.5. We now give a finer upper bound for the threshold for vanishing of J p,q, * k (P n , r) for all k ≥ 1.
Proposition 2.8. Fix k ≥ 1, p ∈ I 1 , q ∈ I 2 and let J p,q, * n,k := J p,q k (P n , r n ) where nm p,q k r d n = log n + k log log n + w 1 n for some sequence w 1 n bounded from below i.e., lim inf n→∞ w 1 n > −∞. Then we have that
2.4.
Poisson convergence for isolated Vietoris-Rips simplices under up-connectivity. Our next result is a weak convergence result for the number of isolated simplices in the Vietoris-Rips complex.
n } n≥1 is the sequence as in Proposition 2.4 i.e., E[J n ] → e −α . Then the number of isolated k-simplices J n converges in distribution to a Poisson random variable with mean e −α .
The above distributional result extends to finite connected components in G R,U (P n , r 
n (c n ), l) converges in distribution to a Poisson random variable with mean e −α .
PROOFS
In what follows, C 1 , C 2 , . . . will denote finite constants whose values will change from place to place.
Proofs of Results in Section 2.2.
Proof of Proposition 2.4. Fix p ∈ I 1 and q ∈ I 2 . We will drop the superscripts p, q for the rest of the proof since the proof is identical in all the four cases. For x = (x 1 , . . . , x k+1 ), let h n (x) = h(x, r n ) and Q n (x) = Q(x, r n ) be as defined in (2.9) and (2.10). Without loss of generality, we can assume that n ≥ n 0 , where n 0 is as chosen in (2.15).
For any sequence of radial functions r n , by the Campbell-Mecke formula (see [43, Theorem 1.6]) we have
h n (x)e −n|Qn(x)| dx. (3.20) and using the fact that |Q n (x)| = r d n |Q(x)| we get
where y = (y 2 , . . . , y k+1 ). Let n 1 ≥ n 0 be such that for all n ≥ n 1 such that
Since the metric is toroidal, we obtain for all n ≥ n 1 that
where A = A p is as defined in (2.12).
For any c ∈ R + and α ∈ R, let r n (c) be as defined in ( With the above choice of c n , we obtain from (3.22)-(3.23) that
Thus the proof is complete provided we show that c n ∈ (m, M ) and c n → m. From the definition of m, M and the fact that the function Q(O, y) achieves these values only on a set of zero measure, we have
which together with (3.23) implies that c n ∈ (m, M ).
Suppose lim sup n→∞ c n > m. Then we can choose m 1 > m, > 0 and a subsequence {n j } j≥1 such that c n j (1 − ) > m 1 for all j ≥ 1. From (3.22) we derive by calculations similar to the one in (3.24) that
This contradicts the fact that from (3.24) and c n > m, we must have lim sup n→∞ E[J n (r n (c n ))] ≤ e −α . Hence lim sup n→∞ c n = m and since c n ∈ (m, M ), it follows that lim n→∞ c n = m.
Proof of Proposition 2.5. Dropping the superscripts p, q we have from (3.22) that Proof of Theorem 2.6. Since k = 1 we need to consider only three cases as isolated simplex counts for 'downconnectivity' in both the Vietoris-Rips andČech complexes are identical for k = 1.
Case 1.
We first consider the case p = R, q = U. Since k = 1, the function Q R,U (O, y) in (3.22) equals|B O (2) ∩ By(2)|, where y ∈ A = B O (2). Substituting in (3.22) and changing to polar coordinates we get 
Substituting from (3.27) in (3.26) we get
For 0 ≤ t ≤ 1 we have
≤ 1 and hence
Using the lower bound for (η(s) − η(2)) from (3.29) in (3.28) and noting that m = m R,U = θ d 2 d η(2), we obtain
and replacing r by r n we get
and hence
Similarly using the upper bound for (η(s) − η(2)) from (3.29) in (3.28) and proceeding as above will yield
and again using the fact that E J n (r (3.22) and changing to polar coordinates we obtain
By the Steiner's formula ([45, (1.
2)]), we have 
Using (3.34) in (3.33) and the lower bound from (3.35) we obtain
Making the change of variables
(3.37) along with the fact that E J n (r
Substituting for r C,U n from (2.15) with k = 1 in the above inequality with C α = log |A C,U | + α − log m C,U − log 2 we obtain n(r
Adding and subtracting log log n in the above expression, we obtain
n is bounded.
To obtain the bound in the other direction, note that the lens B O (1) ∩ B se 1 (1), 0 ≤ s ≤ 2, is contained in a ball of radius
Substituting from (3.34) in (3.33) and then using the upper bound from (3.39) yields
Changing variables to u = c 1,
where the last inequality holds for all n sufficiently large provided nr d n → ∞ and by the dominated convergence theorem. From (3.41) and the fact that E J n (r
Comparing with (3.38) we observe that the inequality is reversed and we have a different constant. Thus, the lower bound is obtained by a computation similar to the one following (3.38).
Case 3. Finally we consider the case p ∈ I 1 , q = D. Computations here are similar to those in the case p = R, q = U and so we will skip some of the details. We start by observing that for
For y of the form se 1 , 0 ≤ s ≤ 2, we have the bounds
s 2 = ∅, the inclusion on the left in (3.42) implies the following inequality.
Changing to polar coordinates in (3.22) and using (3.43) we get,
Making the change of variable u = nθ d r d s 2 d in (3.44) and simplifying as we did in the first two cases, we get
The rest of the proof is by now a standard computation as in Part (1) (see computation following (3.31)). For the upper bound we use the right hand inclusion in (3.42) to write
Now using the binomial expansion for (2 + , we obtain
Proceeding as in the proof for the lower bound (3.41), we derive that
where the last inequality holds for all n sufficiently large provided nr d n → ∞. This completes the proof of Theorem 2.6.
Proof of Corollary 2.7. For p ∈ I 1 and q ∈ I 2 , we have from Theorem 2.6 that
for some finite constants C 1 , C 2 . Substituting from (2.15) in (3.48) with C α := C p,q α = log |A p,q | + α − log m p,q − log 2, we obtain
which simplifies to
The result now follows since m p,q c p,q n → 1 as n → ∞ by Proposition 2.4.
Proof of result in Section 2.3.
Proof of Proposition 2.8 : Let us fix k ≥ 1 and q ∈ I 2 . We first consider the case p = R. So, we shall again drop these subscripts and superscripts for rest of the calculation. Further setĴ n (r) = J * n (r) − J n (r). Given a r > 0, using (2.19) and Campbell-Mecke formula, we derive an upperbound for E Ĵ n (r) .
where x = (x 2 , . . . , x k+1 ) in the final expression. Changing the variable x → rx yields
Changing the variable x 2 /2 to polar co-ordinates and then x → sx we obtain (with x = (x 3 , . . . , x k+1 ))
Making the change of variables t = nr d s d m we obtain
where in the last inequality we have used integral formulas for the upper gamma function. A simple substitution now yields that if nmr d n = log n + k log log n + w 1 n for some sequence w 1 n bounded from below, we have that
n −log log n → 0.
From Proposition 2.5, we know that if nmr d n = log n + k log log n + w 1 n for some sequence w 1 n bounded from below, then E[J n (r n )] → 0. Thus, if nmr d n = log n + k log log n + w 1 n for some sequence w 1 n bounded from below, then
We now consider theČech case i.e., p = C. In this case, the computation is a little more involved but more along the lines of that for critical points in the proof of [10, Proposition 6.1]. DefineĴ C n (r) = J C,q, * n (r) − J C,q n (r). By definition of theČech complex, R C (x 0 , . . . , x k ) = inf{r : ∩ k i=0 B r (x i ) = ∅} and further we have that
. Now using this observation and proceeding as in the Vietoris-Rips complex case using translation and scaling we have that (dropping the superscripts C, q as usual)
The RHS in the above equation is exactly of the form [10, (8. 
The above integral can be simplified and evaluated as in the Vietoris-Rips case above to obtain that
Thus again combining with the Proposition 2.5, we have that if nmr d n = log n+k log log n+w 1 n for some sequence w 1 n bounded from below, then E J C,q, * n,k (r n ) → 0 for any q ∈ I 2 .
3.3.
Proofs of results in Section 1.2.
Proof of Theorem 1.1. Fix p ∈ I 1 , q ∈ I 2 and we shall drop the superscripts p, q in the rest of the proof. Let nm k r d n = (1 + ) log n. Substituting in (3.22) and observing that |Q(O, y)| ≥ m k and A is bounded, we obtain
By the Markov's inequality and the bound obtained in (3.49), we have
as n → ∞. This proves the second assertion in (1.4) .
To prove the first assertion we use the second moment approach. Since
, to prove the first assertion it suffices to show that
To this end, we evaluate E J 2 n . From (2.14) we can write
is the contribution to J 2 n when the two complexes share j vertices. For j = 1, . . . , (k + 1), we have by the Campbell-Mecke formula
where y = (x 1 , . . . , x j , z), z = (z 1 , . . . , z k+1−j ) and the last inequality in (3.53) follows from the restriction that the variables z i , i = 1, . . . , (k + 1 − j) all lie within a ball of radius 6kr n from x 1 and the integrand in the z−variables is bounded by one. Comparing the right hand side of the last expression in (3.53) with (3.20) and using the definition of r n we obtain
. By the Campbell-Mecke formula we have
Divide the inner integral in (3.55) into two parts, one over the region where min 1≤r,s≤(k+1) |x r − z s | ≤ 6kr n and the second its complement. Over the first region we proceed as in (3.53), (3.54) to obtain the bound
Over the region where min 1≤r,s≤(k+1) |x r − z s | > 6kr n , we have |Q(x, r n ) ∪ Q(z, r n )| = |Q(x, r n )| + |Q(z, r n )| which yields the bound
From (3.51), (3.54) -(3.57) we obtain
Choose δ > 0 sufficiently small so that
With this choice of δ, substituting for r n in (3.22) we obtain
It now follows from (3.58) and (3.59) that
This proves (3.50) and hence the first assertion in (1.4). For any m ≥ 1, we have by Chebyshev's inequality
where the convergence follows from (3.59) and (3.50). This proves that J n (r n ) P → ∞.
Proof of Theorem 1.2: The first statement in (1.5) follows trivially from the corresponding statement in (1.4) and the second statement now follows from Proposition 2.8 and Markov's inequality.
Proof of Theorem 1.3:
Fix p ∈ I 1 , q ∈ I 2 , k ≥ 1 and L ≥ 1. We shall now onwards drop superscripts p, q in the rest of the proof except to avoid ambiguity. For M ≥ 1 let ∆(L, M ) denote the set of feasible (up/down)-connected graphs Γ formed by L kfaces of theČech or Vietoris-Rips complex such that there are a total of M vertices in the k-faces and each of the M vertices is present in at least one of the k-faces.
is the set of all feasible (up/down)-connected graphs that can be formed on L faces. Note that both ∆(L, M ) and ∆(L) depend on p and q but we omit the same. Thus, we have that
whereJ n,k (r, Γ) is the number of induced Γ components in G k (P n , r) formed by M vertices i.e.,
where X i is a (k+1)-subset of {X 1 , . . . , X M } such that the X i , i = 1, . . . , L are the vertices in G k ({X 1 , . . . , X M }, r) i.e., the k-faces in the corresponding geometric complex. Since ∆(L) is a finite set, it is enough if we show that for all Γ ∈ ∆(L, M ), E J n,k (r n , Γ) → 0 for r n such that nm k r d n = (1 + ) log n for any > 0.
Since Γ is connected, we note that there exists a K > 0
Further, whenever G k ({x 1 , . . . , x M }, r) ∼ = Γ, we denote the L vertices (i.e., k-faces) by x 1 , . . . , x L . Let r > 0.
As usual, we start with the Campbell-Mecke formula and then use translation and scaling relations in the below derivation :
Now choosing r n such that nm k r d n = (1 + ) log n for an > 0, we have using the above bound that
Proof of Proposition 1.4. The results are a straightforward consequence of the inequalities (3.31), (3.32) , (3.45) , (3.47) , (3.37) and (3.41) obtained in the proof of Theorem 2.6.
Proof of Proposition 1.5:
Fix a p ∈ I 1 , q ∈ I 2 . Recall thatĴ n,1 (r) = J * n,1 (r) − J n,1 (r). We note that R(x 1 , x 2 ) = |x 1 − x 2 |/2. Again, we know asymptotics of E[J n,1 (r)] from Corollary 2.7 and Theorem 2.6. So, we shall only derive asymptotics for E Ĵ n,1 (r) . Again, starting with Campbell-Mecke formula and using translation, change to polar coordinates as in the above calculations
Thus, combining with Proposition 1.4, the proof is complete. 
is a measurable function, and that for µ k -almost every x = (x 1 , . . . , x k ) ∈ (R d ) k with p(x) > 0 we can find coupled random variables U x , V x such that
Then the total variation distance between the law of W and a Poisson random variable with mean E[W ] satisfies
The following geometric lemma is crucial in the proofs of Theorems 2.9 and 2.10. The lack of such a geometric lemma hinders extending these results to theČech complex.
. Then there exists a δ 0 > 0 such that for any 0 ≤ δ < δ 0 we can find a β := β(δ) > 0 for which |Q(y) \ Q(O, x)| ≥ β on the set D j,δ .
Proof. Since the function |Q(y) \ Q(O, x)| is continuous in (x, z), it suffices to show the result with δ = 0. Then any (x, z) ∈ D j,0 must satisfy the following conditions. Firstly, since h((O, x)) = h(y) = 1, we have that |x i |, |x i − x |, |z i − z | = 2, ∀i = and also |x i − z | = 2, ∀ and ∀i ∈ {k − j + 2, . . . , k + 1}. Secondly, |z |, |x i −z | ≥ 2, ∀ and ∀i ∈ {2, . . . , k −j +1}. Since Q(O, x) ⊂ B O (2), it suffices to show |Q(y)\B O (2)| ≥ β for some β > 0.
We now state two claims which will be proven later.
Using the above two claims, we now complete the proof. 
) and observe that it still holds that (O, ζ) forms a d-simplex with side lengths 2. From Claim 2, we can choose x ∈ R d such that |x| ≥ 2 + δ 1 and (ζ, x) forms a d-simplex with side lengths 2. Since x ∈ Q(y), we can argue as in the case k = d by convexity that
This completes the proof except the two claims which will be proven next.
Proof of Claim 1: Without loss of generality, we can choose x 1 = O. We can further assume that |x i | ≤ 3 for all i = 2, . . . d + 1 as minimum will be attained by such a configuration of points. Since max i = |x i − x | is a continuous function of x 2 , . . . x d+1 on B O (3) d , the minimum δ 1 is attained. If δ 1 = 0, we have a contradiction that there is a configuration of (d + 2) points which form a (d + 1)-simplex in R d with side-lengths 2.
Proof of Claim 2: To show this we will make a specific choice of x = (x 1 , . . . x d+1 ) and show existence of x. Any other choice will be a rotation and translation of this configuration. To simplify notation we relabel x to be (O, 
v the centroid of the points in ζ. Choose x = 2C. Thus C is on the hyperplane containing the points in ζ and O, C and x are collinear with C being the mid point of the line segment joining O and x. From (3.62) we obtain
O is at a distance two from all the points in x and by symmetry, the point x is also at a distance two from all the points in ζ. Thus, (x, x) satisfy the assumptions of Claim 1 and so |x| > 2 + δ 1 by Claim 1.
Proof of Theorem 2.9. Throughout this proof we take p = R and q = U and so omitting the superscripts, we will denote r R,U n (c n ) by r n and J R,U n (r R,U n (c n )) by J n . Recall that the sequence {c n } satisfies
as n → ∞.
i=1 B x i (2r n ) and let m = m R,U . Also, we set h n (y) = h(y, r n ), Q n (y) = Q(y, r n ),Q n (y) = Q n (y) \ {y}. The proof follows by verifying the criterion given in Theorem 3.1. To invoke this criterion, take η = P n , f (y, η) = h n (y)1[η(Q n (y)) = 0]. So, W n = F (P n ) is the number of isolated Rips k-complexes in the graph G k (P n , r n ) and more explicitly,
where y = x denotes that y differs from x in at least one co-ordinate. Let x be such that p n (x) :
In particular, this implies h n (x) = 1.
The first equality follows because h n (x) = 1 and P x n (Q n (x)) = 0, the second equality follows from definition of F (P x n ) (see (3.64) ) and the third equality follows because P n ∪ {x} {f (x, P n ) = 1} = P n ∪ {x} {P n (Q n (x)) = 0}
n (x) :=
where the last equality follows by observing that y = x and f (y,
n (x) and V x n = W
n (x)+W
n (x). This yields
We let w n (x) = w (1)
n (x) with w
Then applying Theorem 3.1 we obtain
where (3.67)
The result now follows from (3.63) and (3.66) provided we show that I i → 0 as n → ∞ for i = 1, 2. Recall that
By the Campbell-Mecke formula applied to w 1 (x) as in (3.20) , (3.21) and noting that Q n (y) ∩ Q n (x) = ∅ as well as setting Q(O, y) := Q((O, y), 1), we obtain (3.63 ) and the fact that r n → 0 as n → ∞.
To analyse I 2 we will write it as a sum depending on the number of coordinates common to x and y. h n (x)h n (y)e −n|Qn(x)∪Qn(y)| dx dz, y = (x k−j+2 , . . . , x k+1 , z 1 , . . . z k−j+1 ) and z = (z 1 , . . . z k−j+1 ). Note that x, y have j coordinates (x k−j+2 , . . . , x k+1 ) in common. Since the metric is toroidal, for any x 1 ∈ U the integration with respect to the remaining variables yields a function that does not depend on x 1 . Hence we can fix the first variable to be the origin O. Bounding (3.69) as in (3.68), we obtain (3.70) (log n+(k−1) log log n+α) .
Choose η ∈ (0, m ). Since c n → m, we can choose η < m sufficiently small so that m + > (1 + η)c n for all n sufficiently large. Using this in (3.73) we obtain that as n → ∞ Proof of Theorem 2.10: We shall again fix 1 ≤ k ≤ d, p = R, q = U and omit these subscripts and supersctipts. Further, let r n = r R,U n (c n ). By Slutksy's lemma and Theorem 2.9, it suffices to show that for any L ≥ 2, E[J n (r n , L)] → 0. Now, fix L ≥ 2 and let Γ ∈ ∆(L, M ) (Recall the notation in (3.60) and (3.61) from the proof of Theorem 1.3). We shall show that E[J n (r n , Γ)] → 0. Deriving as in the proof of Theorem 1.3 (and using the same notation), we have the following bound :
where for all 1 ≤ i ≤ L, x i is a (k + 1)-subset of {x 1 , . . . , x M } where we have set x 1 = O. Now, we shall break the proof into three cases. Fix > 0 which will be chosen later. We shall break the integral into three cases i.e., define Thus, we write E[J n (r n , Γ)] ≤ I 1 + I 2 + I 3 , where I i 's are defined as
Now we shall show that I i → 0 as n → ∞ for i = 1, 2, 3 and thus complete the proof.
First consider I 1 . Here we have that max i=1,...,L |Q(x i )| > m k + . This is the easiest of the three cases. Here using a bound similar to L 1j in (3.73), we can show that I 1 converges to 0 as in (3.74 ).
The analysis of the remaining two cases will follow along similar lines to the bounds obtained for L 2j in the proof of Theorem 2.9 using Lemma 3.2.
Next consider I 2 . Here we have that max i=1,...,L |Q(x i )| ≤ m k + but max 1≤i<j≤M |x i − x j | > 2.
Without loss of generality, re-write x 1 = (O, x) = (O, x 2 , . . . , x k+1 ), x 2 = y = (x k−j+2 , . . . , x k+1 , z 1 , . . . , z k−j+1 ) for some j ≥ 1 with |z 1 | > 2. Setting z = (z 1 , . . . , z k−j+1 ), we have that (x, z) ∈D j, , whereD j, is as defined in (3.75). Now, as we argued below (3.75) using continuity of Q(.) as well as minimum being achieved in D j,δ , we again have that for small enough, there exists δ 0 > 0 such thatD j, ⊂ D j,δ 0 and hence from the geometric Lemma 3.2, we have that the following inequality holds for some β > 0 :
Thus we have that for some constant C,
Since the convergence of the latter term on the RHS follows by Proposition 2.4 and the first term converges to 0, we have that I 2 → 0.
Finally, consider I 3 and here we have that max i=1,...,L |Q(x i )| ≤ m + but max 1≤i<j≤M |x i − x j | ≤ 2.
Firstly note that this means that M ≤ d + 1 but because Γ is a component of order at least two, M ≥ k + 2. Thus, A 3 = ∅ unless we assume that k + 2 ≤ M ≤ d + 1. Further, L = M k+1 since all (k + 1)-tuples will form k-simplices.
Since for all k-simplices x i we have that |Q(x i )| ≤ m + and by continuity of |Q(x i )|, there exists δ > 0 (depending on ) such that 2 − δ ≤ |x i − x j | ≤ 2 for all 1 ≤ i < j ≤ M . Again using geometric Lemma 3.2, we have that for sufficiently small, there exists β > 0 such that (3.77) holds. Now, by proceeding as in case of I 2 , we conclude that I 3 → 0 as n → ∞.
