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Abstract 
Motion Estimation is a popular technique for computing the displace- 
ment vectors of objects or attributes between image frames at different 
time stamps. Motion estimation is critical and forms an integral part 
of many application domains such as video coding, compression, ob- 
ject tracking, video indexing, video stabilization, etc. However, the 
available motion models are restricted in their generality and have 
been tailored for use in specific application areas. The purpose of 
this thesis is to propose an integrated block-based motion estimation 
framework that serves different real-time video applications including; 
object tracking, video stabilization and low level video indexing. 
In this thesis, the proposed framework for motion estimation is based 
on block matching, a well known strategy for motion estimation par- 
ticularly in the domain of video coding and compression. Traditional 
block matching techniques are limited in the following ways: 
" block partitioning methods, whether fixed or variable sized, di- 
vide image frames into blocks blindly neglecting the features in- 
volved within. 
. block search schemes assume restricted translational displace- 
rnents (usually bounded by a search window: time complexity 
rises exponentially against search size). 
" during block matching, blocks undergo negligible or null rotn- 
tional motion and cannot suffer complex deformation character- 
istics during motion. 
" finally, block matching methods arc incapable of handling occlu- 
sion. 
The thesis will propose an Integrated block-based motion estimation 
framework that handles the aforementioned limitations of existing 
schemes. First, we propose a vector quantization based block parti- 
tioning methodology that will extend the quad-tree mechanism, but, 
place partitions such that similar or near-similar attributes are clus- 
tered within the same block. In this way we preserve the advantages 
of variable block matching by using a well defined quad-tree data 
structure and separate regions of interest from the rest of the image 
at the same time. At the second level of abstraction, we propose a ge- 
netic algorithm based block search scheine. A genetic algorithm based 
search mechanism will present a similar range of computation time ir- 
respective of the amount of displacement. This will allow the search 
space to remain unrestricted and maintain tolerable time complexity. 
An immediate extension to the basic framework is presented as a ro- 
tation invariant scheme that is further generalized into a deformation 
handling mechanism for motion estimation. We use an affine based 
integrated model along-side the genetic algorithm search to match 
blocks (in turn image attributes) that may or may not undergo ro- 
tation or deformation during motion estimation. We also present a 
novel extension to the 2D affine genetic algorithm combination for 
handling specific 3D rotational changes to blocks. In this thesis, we 
also propose to integrate a novel motion correction mechanism based 
on probabilistic motion modeling for occlusion handling. Finally, for 
optimization purposes we combine scale space based architecture to 
the framework. This optimization procedure will allow the system to 
automatically choose, based on performance metrics, the operating 
resolution so that the quality to time ratio is maintained. 
We test the developed framework in different real-time applications. 
First, we present object tracking using block-based motion estimation. 
We prove through this research that more reliable object tracking re- 
sults can be obtained by combining motion characteristics with feature 
tracking. Second, we present a video stabilization model using the 
proposed motion estimation technique. In this application, we corn- 
pare the performance of the proposed block-based motion estimation 
scheme to the techniques specified in the literature and hence prove 
the efficiency and robustness of the framework. Finally, we tackle the 
problem of low level video indexing using a weighted combination of 
features during motion estimation. 
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Chapter 1 
Introduction 
1.1 Overview of Motion Estimation 
Motion estimation aims at deducing displacement vectors for objects or image at- 
tributes between consecutive frames. Motion estimation is essentially used in pre- 
dicting subsequent image frames of a sequence from a given reference frame. This 
process of motion estimation is critical in many applications as it provides valu- 
able information on motion characteristics of objects or image attributes across 
different time stamps (Furht, Greenberg & Wcstwatcr, 1997). Motion estimation 
plays an important role in several real-time applications including video coding, 
compression, object tracking, etc. Motion estimation can be classified into two 
main stream techniques: pel-recursive algorithms (pRA) and block-matching al- 
gorithms (bMA). The difference between these methods lie in the level of detail at 
which motion estimation is performed. That is, the pRA based methods engages 
an iterative refining of motion estimation for individual pixels whereas the bMA 
scheme works at block level (combination of a number of pixels). 
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1.2 Motivations to Research 
With the recent advances in video technology, there is an increasing need for a 
more reliable, efficient and robust generic framework for video processing and 
analysis. Motion estimation has for many years remained a demanding area of 
research because of its diversity of use in real-time applications. The main reason 
for the lack of research in the domain of motion estimation is due to the litnita- 
tions of current models and the inherent difficulties in analyzing unconstrained 
real-time video data. One of the major motivations of our research is this require- 
ment for a generic motion estimation framework that can robustly be applied to 
different real-time applications together-maintaining the quality to time trade- 
off. In the subsections below we shall describe some of the major issues relating 
to data, technology and applications that make motion estimation research both 
interesting and challenging. 
1.2.1 Data Complexity 
Data is an important cue in evaluating the significance of any developing technol- 
ogy. Understanding data plays a vital role in assessing any mechanism that helps 
in analysis. With the advancements in semi-automated video capture technology 
such as hand held camcorder, head mounter cameras, etc. the video thus captured 
and taken into motion analysis can posses high variability. The performance of 
any technique of motion estimation is a direct consequence of the quality of data 
that has been captured. To enhance the understanding of the relationship be- 
tween quality of data and the motion estimation methodology, we present a list of 
possible shortfalls that video data can contain that would proportionally increase 
2 
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the complexity of the motion analysis scheme. 
" Camera Shake and Jitter 
- One of the simplest problems associated with motion pictures captured 
with hand-held or head-mounted cameras is the presence of camera 
shake due to the movement of the source that is holding it. It is re- 
alistic to assume that there will always be a certain amount of jitter 
associated with any capture that is done without the use of tripods. 
Depending on its intensity, this camera shake and jitter can have an ad- 
verse effect on the motion estimation results obtained on those videos. 
It is therefore important for the motion estimation technique to be 
able to handle this camera shake and jitter effects on videos. 
" Camera Motion 
- Camera motion is associated with the genuine movement of the camera 
that is performed to capture moving objects in a scene. Motion estima- 
tion mechanisms should be capable of differentiating between camera 
shake and jitter, that accounts for unwanted camera movement, and 
camera motion. Wrongly compensating for the camera motion in place 
of camera shake or jitter can lead to serious loss of data and in-turn 
reflect poor motion estimation performances. 
" Object Motion 
- Movement of a camera during motion capture is generally in coordina- 
tion to the movement of the object of interest in any scene. However, 
it is impractical to assume any motion characteristics of the object, 
3 
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unless known apriori, to govern motion estimation. For example, most 
techniques for motion estimation assume that the change in positions 
of feature attributed (in other words object of interest) is always small. 
This allows the mechanism to restrict the search for motion changes 
within constrained space which provide time benefits. However, this 
can hardly be true in any real-time scenario. Therefore there is a very 
heavy requirement for motion estimation techniques that can deduce 
motion characteristics of objects in unconstrained space whilst main- 
taining time complexity. 
" Object Deformation 
- Motion estimation applications in object tracking, visual surveillance, 
etc. aim to capture motion changes of non-rigid bodies. These changes 
may not necessarily occur due to the change of shape of objects or their 
movement, it can also occur as a consequence of change in distance 
between the source and targets. The motion estimation mechanism 
should be able to cater for the needs of zoom, rotation, shear and 
other logical combination of these effects on feature attributes. In 
this context, it is also important to realize that the capture obtained 
through video cameras are projections of 3-dimensional movements 
of objects into 2-dimensions. Therefore, it may also be necessary in 
certain circumstances to handle 3D deformational changes to objects. 
Most existing methods of motion estimation available (1o not exten- 
sively provide a solution to this problem. This area is generally is 
neglected due to complexity and efficiency reasons. 
4 
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40 Occlusion 
- Occlusion occurs when one object passes in front of another with re- 
spect to the camera position. Most motion estimation schemes do 
not address this problem. It is again extremely realistic to assume 
occlusion within any video sequence shot in real-time. Robust occlu- 
sion detection has always remained a complicated task within motion 
analysis research due to the complexity of the task, accuracy of solu- 
tions that could be provided etc. An ideal motion estimation strategy, 
that can be used as a generic solution to any video application, should 
necessarily answer the problem of occlusion. 
9 Capture Environment 
- Motion estimation strategies work on the principle of intensity conser- 
vation. This assumption can be highly misleading and will hardly hold 
true for real-time video capture due to the change in capture conditions 
and environment. First, the illumination condition of capture is highly 
variable and is dependent on several factors including the positions of 
light, object, camera etc. Also the medium in which the camera cap- 
ture is performed plays an important role in governing the quality of 
capture. For instance, underwater videos can possess high variability 
in brightness, contrast and illumination because of the water medium 
in which the video is captured. Motion estimation strategies should be 
robust against these changes and be able to produce highly accurate 
results in efficient time. 
5 
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1.2.2 Technological Demands 
Performance and compatibility are key ingredients to any developing research. 
These bridge the gap between research and product development. With the 
growing diversity in the scope of motion estimation applications, there are greater 
technological demands that motion estimation techniques need to satisfy to be 
widely accepted. We shall discuss some of the major demands and low the need 
for them could prove critical in different applications. 
9 Accuracy 
- Accuracy of a motion estimation scheme can be defined as the precision 
of correctness of the motion characteristic variables such as displace- 
ment vectors, angle, direction, etc. Traditionally, motion estimation 
has been popular within the video coding and compression conunu- 
nity and therefore the requirement for high accuracy has been limited. 
However, with recent advances in motion estimation applications in 
the field of visual surveillance, stabilization etc. it is important to 
guarantee high accuracy. 
" Reliability 
- In applications such as stabilization and tracking, failure of motion 
estimation could have severe consequences. It is therefore extremely 
important, both in the perspective of customer satisfaction and model 
fitness, to ensure reliability. 
" Quality to Time Trade-off 
6 
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- One of the major limitations of most motion estimation techniques 
discussed in the literature is the quality to time trade-off. It is essen- 
tial for motion estimation techniques to provide accurate, reliable and 
quality output at real-time speed particularly for applications such Ms 
video stabilization, retrieval and tracking. 
" Generic Solution 
- Motion estimation solutions to video applications should remain generic. 
In other words, it should be possible to use the same motion estimation 
solution across a number of applications without having to tailor there 
specifically; this is extremely advantageous in circumstances where 
the output of one application initiates another application. In such 
a situation, it might be possible to obtain robust solutions to both 
applications in a single pass rather than in iterations. 
" Hardware Implementation 
- With the recent advances in hardware technology, while it is virtually 
impossible with other technologies, it is realistic for motion estimation 
strategies to be compatible to hardware implementation. This advan- 
tage could be exploited and together with reliable, robust methodolo- 
gies new generations can look forward to autonomous video capture 
and processing devices. 
1.2.3 Application Constraints 
" Object Tracking 
7 
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- Object tracking applications are extremely sensitive and therefore re- 
quire accurate, reliable and robust techniques. There exists many in- 
lierent complexities within object tracking beyond those mentioned 
above that make this domain of research challenging. Automatic ob- 
ject identification is an important constraint in tracking. Image seg- 
mentation techniques have been used in the past to accomplish object 
identification. However, image segmentation is extremely unreliable. 
Also, object tracking methodologies fail to capture motion character- 
istics prior to tracking and Bence attain poor accuracy and robustness. 
Motion estimation strategies can become useful in this regard. Motion 
estimation mechanisms that effectively utilize the motion character- 
istics and combine other feature information, available within the se- 
quence to work around segmentation, would suit best object tracking. 
" Video, Stabilization 
- The complexity of video stabilization research is increasing with the 
growth of semi-automated video capture devices such as video cam- 
corders. Video stabilization applications are generally complex as they 
are associated with a combination of effects such as camera shake, jit- 
ter, zoom, rotation and deformation. Hence, reliable and efficient mo- 
tion estimation strategies that are capable of handling these complex 
effects effectively are required. Video stabilization applications also 
demand high accuracy and low quality to time trade-off to ensure high 
robustness. 
" Video Indexing 
8 
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- Video Indexing has been an active area of research for several years. 
Low-level video indexing requires identifying a mapping between the 
low-level feature attributes within an image sequence and the actual 
video. To improve on the efficiency, reliability and accuracy of existing 
methods in low-level video indexing, it may be required to integrate 
motion characteristics, as a feature, during indexing. Another major 
limitation of existing methods in low-level video indexing is time com- 
plexity. Since motion estimation methods encompass deducing motion 
information alongside other feature attributes, it might be possible to 
perform efficient low-level indexing of videos using them. 
1.3 Research Hypothesis and Objectives 
1.3.1 Research Statement 
We hypothesize that an integrated block matching framework based on vector 
quantization block partitioning, affine oriented genetic algorithm search and prol>- 
abilistic motion correction can adaptively improve the accuracy of motion esti- 
mation and also prove to be a robust generic solution to motion estimation in 
real-time applications. In order to probe this question further, we shall pursue 
the objectives listed below. 
1.3.2 Objectives 
9 To review the literature on motion estimation techniques & applications 
thoroughly, identify the assumptions, limitations, credibility, performance 
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and generality of other sclicines. 
" To test several existing methods of motion estimation as baselines, extend 
these methods with innovative research modules and compare. 
9 To investigate a wide range of image features on the basis of which block 
matching and motion estimation can be performed. 
" To develop a novel block partitioning mechanism that (i) preserves the 
data structural importance of existing mechanisms, (ii) utilizes the unused 
feature attributes within the frame to accomplish efficient, robust and opti- 
inized performance and (iii) is validated through extensive experimentation 
on several synthetic and real-time datasets. 
" To develop a novel block search scheme that allows locating moving objects 
or image attributes in a unconstrained space and preserves issues of time 
complexity. 
" To extend the block matching framework to handle effects of zoom and 
object deformation (including rotation and shear) in 2D and 3D. 
" To integrate a probabilistic motion correction module for effective motion 
estimation and occlusion handling. 
9 To develop optimization procedures for performance enhancement of the 
motion estimation framework. 
e To experimentally quantify the efficiency, accuracy and robustness of the 
motion estimation framework through use in several real-time applications. 
10 
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1.4 Contributions 
The purpose of this thesis is to propose an integrated framework for motion es- 
timation that enables to be used as a generic model for several real-time video 
applications. In order to elaborate on this, we describe some of the major contri- 
butions of the thesis. 
" The foundation of the framework proposed in this thesis is constructed us- 
ing the variable block partitioning architecture. From a critical analysis 
obtained through our literature survey presented in chapter 2 of this thesis, 
it is presumed that a quad-tree variable block architecture has the advan- 
tages of speed and structure that allows it to be used for efficient motion 
estimation in video applications. However, it has also been inferred that the 
partitioning of image frames based on quad-tree decomposition is not intel- 
ligent. In this thesis, we present an intelligent scheme for quad-tree block 
partitioning that fuses feature information contained within the image frame 
to allow partitions being placed at any desired location across each axis so 
that feature groups remain separated from one another. There are several 
advantages of the proposed architecture. Some major benefits include: pre- 
served quad-tree data structure, enhanced speed of decomposition, effective 
utilization of feature attributes contained within image frames and robust 
isolation of different blocks of interest using these feature attributes. 
" The second most fundamental step to block matching following block parti- 
tioning plinse is block search. A genetic algorithms (GA) based block search 
scheme is proposed in this thesis. 'Il. aditionally search methods have been 
found to be limited in their capacity to handle large motion changes be- 
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tween frame pairs and in maintaining the accuracy to time trade-off. A CA 
based block search is useful in this context. The GA block search scheme at- 
tempts to locate block motion as a motion vector between successive frames 
under unrestricted search-space conditions. The GA search technique also 
aims at obtaining an optimal solution as against the sub-optimal solutions 
of other methods within the same limits of time. In other words, the GA 
search technique maintains high ratios of accuracy to time trade-off. 
" One of the major areas of extending motion estimation methods is to handle 
complex motion changes such as zoom, rotation and deformation. There is 
very limited focus in the literature on this subject. The main reason for this 
domain to remain unexplored is attributed to the fact that, the techniques 
developed for handling rotation or deformation exhibit high complexity and 
poor time efficiency which make them inappropriate for real-world appli- 
cations. One of the primary enhancements to the block motion estimation 
framework is presented as a novel combination of an affine motion model 
with a genetic search mechanism for efficient deformation handling. We also 
illustrate a methodology of handling 3D rotational changes as a combination 
of 2D deformations. 
" Efficiency and Reliability remain major challenges to motion estimation 
research. As a part of this thesis, we propose a probabilistic motion cor- 
rection mechanism that alters motion characteristics based on probabilistic 
measurements made a-priori using probabilistic filters. In this way, errors 
in motion measurements are revised and the reliability of the technique 
is increased. Also in situations of occlusion, these probabilistic values aid 
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proper predictions of movement of object of interest. A performance feed- 
ba. ck based scaled space architecture is integrated to the block motion esti- 
mation framework to improve the efficiency of the model. According to this 
technique, an optimal operating resolution is automatically chosen based 
on the performance obtained from prior processes. 
" Motion estimation has been used in a number of real-time applications in- 
eluding object tracking, video coding, video stabilization, etc. In this thesis, 
we illustrate the use of the proposed block motion estimation framework in 
3 important video applications of object tracking, video stabilization and 
video indexing. We highlight the superiority of the proposed model through 
extensive experimentation on a number of synthetic and real-time data sets 
and comparison against sonne of the state-of-the-art techniques available. 
1.4.1 Timeliness 
Motion estimation continues to dominate several domains of video analysis and 
computer vision research, with its growing technological advancements and di- 
verse applicability. It is therefore critical to render these systems with intelligence, 
efficiency, reliability and robustness. In recent years, with the slow saturation of 
innovative discoveries of motion estimation techniques, it is extremely timely to 
inspire the community with thoughts of hybridization of existing technologies. 
With the striking balance of quality and efficiency, the proposed research fits 
extremely well into this era of hybrid technological research and could prove to 
revolutionize the advancements of motion estimation in video applications. With 
industries developing products of visual surveillance, video stabilization etc. there 
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is an increasing need for motion estimation techniques, exhibiting autonomous 
behavior, being available for implementation. The research proposed in this thesis 
will be an ideal example of technologies that are available for industrial hardware 
implementation. 
1.4.2 Novelty 
The major novelty of the thesis lies in the integrated block motion estimation 
framework. The concept of introducing intelligence into the block partitioning 
system through the use of feature attributes is the first of its kind. The use 
of genetic algorithms for block search and parameter optimization purposes is a 
unique solution in the context of block matching. The use of an affine motion 
model for matching has already been proposed in the literature. However, the 
idea of combining affine motion models with genetic algorithm block search to 
handle deformation in 2D is new. Also, the mechanism tackling 3D in block mo- 
tion through a complex combination of 2D deformations is novel within motion 
estimation in video applications. The integration of a feedback biased probabilistic 
correction method and scale space optimization to motion estimation is different 
from others in literature. Accomplishing object tracking through the use of such 
an integrated motion estimation model in surveillance video and medical imaging 
is distinct from techniques known before. Video Stabilization applications using 
the proposed integrated block Motion estimation framework is new and valuable 
to research. Finally, low-level video indexing applications using weighted feature 
based motion estimation is extremely valuable and innovative. The overall re- 
search proposed in thesis is likely to have revolutionary consequences amongst 
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further research in various application fields. 
1.5 Impact 
The proposed model in the thesis discusses significant advances in motion es- 
timation. The overall idea that revolves around the thesis is based on Think 
"integration" rather than "invention" and is expected to have significant impact 
on the motion estimation research community. We shall discuss the project im- 
pact at every stage of development that in turn will present the overall significance 
of the research. 
9 Baseline Analysis 
- The baseline modeling allows practical verification of the inadequacies 
of different motion estimation methods. This provides a formal basis 
of what traditional practices lack and what is required to counteract 
the weaknesses. The result of this analysis will also present evidence 
that the current techniques do not provide efficient and reliable motion 
estimation. 
" Simulation Experiments 
- Simulation experiments are presented within each development phase 
of the overall research model. These experiments are proof of concepts 
that highlight the significance of the innovation involved in the mech- 
anism. Also, these simulations help in a detailed validation of quality 
and performance across different variable parameters. 
15 
1. INTRODUCTION 1.5 Impact 
" Intelligent Autonomous System 
- The introduction of the intelligence into block partitioning through 
vector quantization provides advantages of speed and quality to motion 
estimation. It also paves way for more innovative transfer autonomous 
technologies to appear within the context of motion estimation. In ad- 
dition, the genetic algorithm based block search helps in both acquiring 
an optimal solution and parameter optimization. It is anticipated that 
the inclusion of intelligent autonomous system agents within motion 
estimation can significantly improve upon the quality, efficiency and 
robustness in motion estimation for video applications. 
9 Deformation Handling 
- Motion estimation methods handling deformation has been neglected 
on the basis of speed and complexity. This is impractical when ino- 
tion estimation is applied in applications such as object tracking and 
video stabilization because any real-time video will contain deforma- 
tional changes to the objects of interest within the scene. However, the 
proposed affine motion model in combination with genetic algorithms 
reduces the complexity of the system and, in-turn, maintain speed. 
The proposed model will now allow motion estimation framework to 
be more accurately, reliably and efficiently used in video applications. 
" Occlusion Handling and Motion Correction 
- Occlusion handling has remained a major challenge within motion es- 
timation. The proposed model introduces a probabilistic correction 
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module that serves dual purpose of handling occlusion and providing 
a means of motion correction for obtaining more reliable solution to 
motion estimation. Again, this allows the motion estimation frame- 
work to be effectively applied to applications such as object tracking 
and video stabilization. 
. Optimization 
- An integrated model for motion estimation has been criticized for poor 
efficiency. To counteract this weakness in hybrid models a scaled space 
optimization procedure is illustrated. This feature will add to the au- 
tonomous behavior of the system by automatically choosing an oper- 
ating resolution for processing. A highly optimized outcome can be 
expected while processing large video streams without any form of 
human intervention. 
. Motion Estimation in Video Applications 
- The proof of application validity amongst different video applications 
has significant impact within motion estimation research. We expect 
that the research will inspire the development of hybrid motion estima- 
tion techniques that have diverse applicability rather than application 
focused versions of motion estimation. We also expect that the thesis 
will motivate the development of more commercially critical imple- 
mentations of motion estimation, rather than research focused. 
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1.5.1 Relevance to Beneficiaries 
The two main beneficiaries of any research work are the industries and the aca, - 
demic research community. We shall describe the relevance to these beneficiaries 
below. 
9 Industries 
- Industrially, this research will provide a scope for inventing motion 
estimation methods with built-in intelligence, thereby making the sys- 
tem more autonomous. Different industries benefit differently from 
the proposed research model. For example, in the last few years, lead- 
ers in photography and video technology have integrated image sta- 
bilizers into their range of still cameras. In a similar context, video 
stabilization mechanism described as a part of this thesis can be in- 
tegrated to video camcorders for automatic video stabilization. Also, 
commercially available software have video stabilization routines built- 
in for post processing of captured videos. The proposed scheine of 
video stabilization can be a more efficient and reliable replacement of 
the existing technology. Similarly, in the last few years video surveil- 
lance cameras have been popular. Our motion estimation based object 
tracking schemes can be useful in such a regard. These routines can 
be hardware implemented and used as a part of these visual surveil- 
lance cameras for autonomous threat detection and tracking. In a 
similar fashion, confocal microscopes used for live cell imaging can use 
the proposed technology for automatic tracking and statistics genera- 
tion. Several other industries can benefit from the proposed research. 
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Some of theta include, companies that develop compression tools, or- 
ganizations that deal with streaming videos on the internet and video 
retrieval softwares. 
" Academics 
- The project will benefit the research community in foreseeing the best 
effort motion estimation and thereby guarantee efficiency, reliability 
and robustness. The success of this research project, will provide 
enough motivation to academic researchers in the area of motion es- 
timation to widen their expertise beyond theoretical purview. The 
outcome of the project will also provide a basis for tailoring problems 
in other critical application within the proposed framework to keep the 
model generic. We expect this thesis to impact researchers of different 
domains such as object tracking, video stabilization, video indexing, 
video compression etc. For example, in object tracking applications 
using the proposed model there exists inherent benefits in not resort- 
ing to image segmentation which is always considered unreliable. Also, 
motion characteristics can be coupled with feature information during 
tracking that can significantly improve the efficiency of tracking pro- 
cess. Trajectory and statistical analysis can also be performed more 
effectively with motion information generated during the tracking pro- 
cess. Similarly it is possible to extend the proposed motion estimation 
framework into variable video compression for enhanced performance. 
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1.6 Thesis Outline 
In chapter 2 we survey the state-of-the-art techniques of motion estimation by 
critically assessing the efficiency, accuracy, advantages and limitations of these 
models. Chapter 3 introduces the proposed block based motion estimation frame- 
work that combines a vector quantization block partitioning mechanism with a 
genetic algorithm based search scheme. We present detailed evaluation and per- 
formance measurements on the various possible ways the model can serve as a 
motion estimation framework. In chapter 4 we describe the first extension to the 
motion estimation framework for handling deformation. We begin by introducing 
the basics of the study followed by a detailed specification of the algorithm for 
handling 2D deformation. We then move on, providing a mathematical proof of 
approximating 3D rotational changes to a complex combination of 2D deforma- 
tions and illustrate the effectiveness of the scheme through experimentation with 
various sample datasets. A probabilistic motion correction mechanism based on 
Kalman filter is presented in chapter 5. In chapter 6, we introduce performance 
feedback based on a scaled space optimization procedure that allows the system 
to autonomously select the operating resolution based on a-priori performances. 
Chapter 7 of this thesis is divided into 3 subsections each detailing the different 
video applications of the motion estimation framework. In the first part, video 
stabilization applications are addressed. The role of motion estimation in video 
stabilization is elucidated and a detailed comparison of the performance of the 
proposed model against the baseline is presented. The experiments are carried 
out and results are displayed on videos from a hand held video camcorder. The 
second part introduces the use of motion estimation in object tracking with the 
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results of the model on different video surveillance and medical imaging datasets. 
Finally, in the last section of the chapter we introduce a novel mechanism for 
low-level video indexing. A detailed process flow model is presented along with 
results using a number of different datasets. Chapter 8 of the thesis lists our 
critical assessment of the proposed research, it evaluates the pros and cons of 
the mechanism, the main research contributions of the thesis and proposes future 
directions and model extensions to the research work. 
1.7 Dataset Description 
In this thesis a number of video datasets have been used during model devel- 
opment, testing and analysis. A collection of 62 videos from different real time 
categories such as wildlife, traffic, people surveillance, underwater, sports and 
vesicle videos have been used in various chapters of this thesis. Here, we provide 
some details of these videos in-order to bring to light the challenges they exhibit 
during video analysis 
" Wildlife videos are image sequences captured using a hand held video cam- 
corder as illustrated in Figure 1.1. The videos are examples of single or 
multiple moving objects captured using a moving camera. The videos are 
destabilized and have noticeable amount of camera shake and jitter. Some 
of these videos also exhibit challenges of deformation and occlusion. A num- 
ber of these videos have been used as datasets to validate video stabilization 
applications using the proposed model as illustrated in chapter 7. 
" Moving vehicles in the form of cars and motorbikes have been captured 
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Figure I . I: 
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Figure 1.2: Sample Traffic lniag s 
using a video camcorder device that usually remained stationary and tnov- 
ing sometimes. These videos contain objects that exhibit complex forums of 
deformation and partial and total occlusion. Since these Videos have beeil 
shot in outdoor environment, the amount of noise and changes in illiuniua- 
tion is quite high. Figurel. 2 illustrates sonic sample images from videos of 
this category. 
. People Surveillance videos contain image sequences of people moving within 
an indoor environment as shown irr sample images of Figurel. 3. The cam- 
corder remained at a stationary location with the object of interest moving. 
The characteristic features of an indoor scene with stationary objects is 
that the background remains constant and objects of the scene are gener- 
ally uniformly illuminated. 
9 Underwater videos are image sequences of fishes and turtles captured by 
deep sea divers. These video pose a number of critical challenges in video 
22 
1. INTRODUCTION 1.7 Dataset Description 
li 
, iuý 
I. 3: Sample P('UUJ)IP Sºirveilbin e ITIIaP('S 
r -, +º 
analysis including; camera rnOtion, uºI1ltillle objec't's motion, (IefOriultic)1º 
(both O1)jCCt and perspective changes), il111I11immntioll Variation, rapid ralidoill 
motion and occlusion. Figure 1.4 displays some sample images taken from ii 
different underwater videos. 
" Sports Videos are video captures of sports events incln<lirrg football, formula 
1 racing and other field events as in Figure 1.5. Sonne of these videos 
are extremely difficult datasets because multiple objects of interest mow 
in random directions at different speeds. Also the detail of information 
available through these videos is limited clue to the (listancc of capture. 
These videos exhibit partial and total occlusion with deformation. 
" Vesicle datasets are video sequences captured of moving particle within 
cells using confocal microscopes as illustrated in Figure 1.6. Objects in 
these videos posses random motion characteristics along with complex ob- 
ject deformation. Statistical inferences based on tracking these objects are 
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Fi.! Il1c I. (i: Sample Vesicle lillagc, 
presented in chapter 7 of this thesis. 
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Chapter 2 
Literature Review 
2.1 Introduction to Motion Estimation 
Real-time video aims to capture the activity of any object of interest in a scene. 
The object of interest continues to exist as a part of several frames either still 
or moving. Motion estimation is the process that examines the movement of 
these objects of interest in an image sequence and extracts characteristics of this 
estimated motion in the form of motion vectors. The main reason for motion 
estimation to remain an invaluable asset to different application areas is because 
motion information is considered a key primitive for accurate video analysis. 
For example, temporal redundancy computed through motion estimation can be 
exploited to obtain greater compression in video compression applications. Sim- 
ilarly, motion estimation can be used for predicting the spatio-temporal changes 
to an object of interest in a scene in object tracking applications (Bretzner & 
Lindeberg, 1997). An obvious extension that can aid the navigation of an au- 
tonomous robot is also well known. 
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Different forms of motion estimation exist. The easiest level of classifying motion 
estimation schemes is based on the the dimensionality of data that is considered 
for analysis. Two classes to motion estimation methods fall into this category 
and they are 2D and 3D motion estimation. The problem of estimating motion is 
clearly complicated as it involves evaluating 3D motion from a set of 2D projec- 
tions. However, 2D motion estimation is rather simple and it involves estimation 
motion between components of two successive frame pairs of an image sequence 
(Furlit et al., 1997). The other criterion of differentiating motion estimation is 
through the detail of analysis. That is, global motion estimation is concerned 
with estimating the motion of the background which corresponds generally to 
the movement of the background and on the other hand, local motion estimation 
is analyzing motion of the object of interest (färbt et al., 1997). The problem 
of global/local motion estimation is also demanding as it requires differentiating 
between the layers of each image. A number of different techniques have been 
proposed in the literature, however there still exist some critical issues in motion 
estimation that need much attention. 
With an increasing use of motion estimation in a broad spectrum of applica- 
tions there is a growing need for highly autonomous, accurate and intelligent 
techniques for estimating motion characteristics. Some of the main unresolved 
issues within motion estimation include: 
" Aperture Problem: This refers to the ambiguity in motion direction caused 
due to in-feasibility of measuring the motion component parallel to the line 
of visual input. 
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" Deformation: Motion estimation strategies generally do not handle defor- 
mation of objects reliably, accurately and efficiently. 
" Occlusion: Multiple object present in a scene can cause objects obstructing 
the view of one another either partially or totally. This effect is called 
occlusion. Several motion estimation methods are incapable of handling 
occlusion. 
" Object Background Differentiation: With the increased requirement of ob- 
ject based motion estimation, there is growing need to isolating the objects 
of interests automatically from the background. Most of the current motion 
estimation methods do not have the flexibility of differentiating the objects 
from its background. 
There exists different proposals that elucidate these problems aforementioned 
individually, however, there exist no single framework that combines them all 
assuring accurate, reliable, robust and efficient motion estimation. In the section 
to follow, different techniques of motion estimation are described with citations of 
specific methods and its extensions in the literature. A detailed analysis of these 
methods is performed evaluating its advantages, limitations and further scope for 
development. The analysis is made, keeping in mind the requirement of a generic 
solution for motion estimation in different video applications. 
2.2 Techniques of Motion Estimation 
As it has been discussed earlier, there are a number of different techniques pro- 
posed for motion estimation. We shall discuss some of the main techniques partic- 
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ularly in 2D proposed in the literature that generally will fall into one or more of 
the five mainstream methods; feature related models, gradient based techniques, 
region matching methods, frequency domain approaches and Bayesian schemes as 
in (Kruger, 1998). These mainstream technologies derive their motivation from 
two existing philosophies of motion estimation; the intensity conservation princi- 
ple (ICP) and displaced frame difference (DFD). The idea behind ICP is based on 
the assumption that the intensity during motion is conserved or remains constant 
over time. Mathematically this can be expressed as, 
7t- ft y) =0 (2.1) 
where ft(x, y) represents the frames of an image sequence at different time 
stamps t. This equation can be disassociated into, 
vt(x, y)"Vft(x, y)+ ft(x, y) =0 (2.2) 
where 0= 
(-! ft- 
x, 
A) T is the spatial gradient and vt(x, y) = (M' l )T is the 
velocity in directions x and y. The problem is ill-posed due to presence of two 
unknowns which further requires additional constraints for estimation. Optic 
flow is defined as a visual displacement flow field that explains changes in an 
image sequence. Optic flow is based on ICP (Horn & Schunck, 1981). From the 
equation of ICP, it has already been stated that the problem is ill-posed with 
motion vector field containing two unknowns. The problem is ill-posed because 
the equation alone is not sufficient to determine a unique vector field, since at 
any location, we dispose a single scalar constraint to find out a two dimensional 
vector. A number of classical approaches are present addressing this problem. In 
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most cases it is assumed that it is necessary to find the smoothest optic flow field 
(according to an apriori chosen metric) or to make additional assumptions on the 
field class where optic flow is to be determined. A spatio-ternporal representation 
of complex optical flow events, that generalizes traditional parameterized motion 
models is typical example of such approaches. The underlying principle behind 
the gradient based methods is ICP. The other perspective of motion estimation 
derives its motivation from the assumption that, 
fe+i (x, y) = , 
ft (x + dx, y+ dx) (2.3) 
where (dx, dy) is the displacement vector filed between frames ft and ft+l 
for any time instant t. The accuracy of motion estimation purely depends on 
the accuracy of the motion vector field (dx, dy). The region matching methods 
are a typical example of motion estimation techniques that function under this 
principle. 
2.2.1 Feature Flow Detection 
Features are important cues for accurately determining motion estimation. The 
process of using for flow detection is two fold. The first phase of the work will 
involve detecting reliable features from the frame under consideration and the 
second phase to use these features as seed points for flow estimation. In this 
way the accuracy of motion estimation can be increased. Much recent research 
efforts focus on using features in conjunction with other techniques for motion 
estimation. There are many reasons that supports the cause. Firstly, flow esti- 
mated using two dimensional features contains all information about the scene 
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motion at the places in the image where the process of flow recovery is most well 
conditioned. Feature based optic flow does not require flow discontinuities to be 
smoothed and no constraints are necessary to find full flow. The use of features 
to find optic flow naturally leads to a sensible and simple representation of ob- 
ject shape. Feature tracking is performed using simple two dimensional motion 
models. Either constant velocity or constant acceleration models are used, de- 
pending on the application. The first stage in tracking features is to instantiate 
a motion model for each new feature, by matching features from the first two 
frames. Techniques of feature flow detection can be classified on the basis of the 
actual feature that is being used for detection. There exist a number of different 
types of features available for such analysis. They broadly fall into the categories 
of points, lines, intensity and geometric features. 
2.2.1.1 Points and Lines 
Point and line feature are the most commonly used feature attributes in computer 
vision. Feature point detection has for several years remained a critical area of 
research. Line detection is not very popular as it is restricted only to structured 
environments. A number of point and line feature techniques have been used in 
conjunction with high order methods for motion estimation. The earliest work 
on point based motion estimation was proposed by (Barnard & Thompson, 1980) 
where the Moravec interest operator is employed to detect corner points that 
are well localized between subsequent images. A scheme of iterative relaxation 
is further used for matching these detected points. This technique is based on 
assigning probabilistic values during matching. In a similar study by (Charn- 
ley & Blissett, 1989) feature points using the Plessy detector is tracked using a 
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Kalman filter. (Shapiro et at., 1992), (Lawton, 1983) describe the matching of 
corner points detected using a detector and match them based on correlation. 
(Sinclair et at., 1993) and (Burger & Blianu, 1990) uses line features and end 
point features for motion estimation. Simplicity of the algorithm and easiness to 
implement makes these techniques popular. However, the major inadequacy of 
the methods is that all feature points detected in one frame may not be detected 
in the subsequent frame. Most of these techniques are also very application spe- 
cific. Particularly line based methods require structural similarity in the scene 
that is captured. Studies such as (Chen & Huang, 1990), (Deriche & Faugeras, 
1990) demonstrated the use of line matching for motion estimation. 
2.2.1.2 Edges 
The use of edges for feature based matching is significantly more popular than 
other methods particularly due to the advances in edge detection technology in 
comparison to other feature cues. The motivation for the development of edge 
based motion estimation is drawn from the fact that, global gradient techniques 
are poorly conditioned at regions outside image edges, it is however more efficient 
to detect these edge information and use them for motion estimation rather than 
the other way around. There are two main perspective in motion flow estimation 
while using edge features and they are related to finding either the maxima of the 
first derivative or the zero-crossing of the Laplacian or Gaussian image. (Hildreth, 
1984) demonstrated how edges detected using a Laplacian of Gaussian operator 
can be used with the intensity conservation principle for obtaining motion esti- 
mation. The major weakness of the scheme was that motion along the direction 
parallel to the edge was erroneous. However, several other constraints have been 
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proposed to rectify the error and in-turn produce reliable estimation. (Buxton 
& Buxton, 1983) presented an extension to the model proposed (Hildreth, 1984) 
that resolved the limitations of the model through the use of spatial-temporal 
Gaussian in place of Gaussian and the use of normal components of flow instead 
of the smoothing constraints. A number of different studies such as (Castelow 
et at., 1987), (Gong & Brady, 1990) etc. employ canny (Canny, 1986) detected 
edges for matching and motion estimation. 
2.2.1.3 Geometry 
(Theobalt et al., 2003) has demonstrated the extraction of geometric features 
from image sequences and their use for motion estimation. These features are 
highly robust but difficult to compute. It has also been concluded that geometric 
features posses immense variations which makes it unreliable for motion estima- 
tion. However, even in the case of stereo matching, where epipolar geometry 
constrains the possible disparity vectors, ambiguous matching possibilities usu- 
ally arise. It is therefore necessary for the intelligent algorithm to disambiguate 
different possible matches. The matching done is based on local operations. Each 
feature in the first image of an image pair is looked at in turn, and an attempt is 
made to find for each a matching feature in the second image. The criteria that is 
used to determine the quality of a match vary greatly in their complexity. Many 
non-real-time programs (both stereo and motion) have used correlation of small 
patches to give a measure of the quality of the match. However, the theoretical 
justification for using the correlation-based matching method (Radtke & Zerbe, 
2001) or fused correlation and prediction based matching (Chon, 2003) is weak 
if the features are formed from the physical corners of objects, where the moving 
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background will make up more than half of the surrounding patch. Clearly, if the 
background has local structure then the idea of using small patch correlation is 
not good as the correlation for a correct match is very poor. 
Though much research efforts have been spent in the development of feature 
based motion estimation techniques, there is still immense potential for further 
improvement. These methods have the advantage that optic flow is accurately 
available across the feature points but this set of points is spare leading to a sparse 
motion field in comparison to other strategies of motion estimation. The other 
major difficulty within feature based methods is the process of actual extraction 
of features. For several years, there has been continuous work undertaken to 
developing techniques that can reliably extract all features available within im- 
ages however, not much progress has been made. This is a very big threat to 
developing feature based motion estimation schemes. It is important to realize 
that feature attributes can in most circumstances serve to be an important cue 
during motion estimation. Therefore recent research in motion estimation has 
moved into combining feature attributes to other forms of motion estimation to 
accomplish accurate, reliable and robust motion estimation. 
2.2.2 Gradient Based Techniques 
The gradient based methods are the most commonly used techniques for optic 
flow estimation. The principle behind the gradient based methods is to intro- 
duce some form of constraints into the intensity conservation principle equation 
in order to estimate motion. Gradient based methods, also popularly known 
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as differential methods involve computing motion using spatio-temporal partial 
derivatives of image pixel intensity. There are two popular classifications in differ- 
ential techniques; the global and the local methods. While global method involves 
using additional constraints such as smoothness regularization to compute optic 
flow over large image regions, the local method involves using normal velocity 
information in local neighborhoods to perform a least square minimization to 
find the closest velocity vector. (Horn & Schunck, 1981) proposed a method of 
introducing a smoothness constraint to measure optic flow. Such a smoothness 
constraint is represented by the derivatives of optic flow. An error formulated 
from smoothness is represented as 
f J(IIVuixIl2 
+ II VvvII2)dxdy (2.4) 
And the error from regular optic flow as 
J 
J(VIT. 
v 
I+ )2dXdy (2.5) 
Therefore the task of measuring optic flow is reduced to minimizing the 
weighted sum of the error from optic flow and the error from the smoothness 
constraint. And finally an equation of the form, 
I f(Vf. 
ii + 
bt )2 + µ(IIVv: 112 + IIVzi 112)dxdy (2.6) 
where µ is a weighting factor. One of the major drawbacks of the global ap- 
proach presented above are that the constraints are well conditioned only in parts 
of image that have high gradient, however estimations should be spread to all re- 
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gions of the image including low gradient in order to obtain high accuracy and 
reliability. The other limitation of global methods is that optic flow is smoothed 
across flow discontinuities resulting is incorrect flow estimation. The process of 
local optic flow estimation proposed by (Lucas & Kanade, 1981) provides a nat- 
ural solution to the first shortfall of the global methods. The scheme uses a local 
constant model for v, which is solved as a weighted least squares solution to the 
optic flow equation. Velocity estimates are computed by minimizing 
min(L 12Me -V + 
ft )2) (2.7) 
where SZ denotes a window function. Solutions for v arc obtained as a closed 
form. In simple words, the mechanism involves dividing the image into small 
regions where the assumptions hold, solving the error propagation problem in 
regions where the spatial gradients changed slowly. The local method copes well 
with the smoothness violation problem of the global technique, but suffered from 
some issues of. selecting a threshold to decide which flow value difference should 
be considered substantial, if the threshold is optimal, many points are considered 
positioned along flow discontinuities, some points violating smoothness remain 
part of the computation (Eltoukhy & Salama, 2002). (Nagel, 1983) addresses the 
second limitation of global methods by smoothing optic flow only in the direction 
perpendicular to the brightness gradient so that discontinuities across boundaries 
are preserved. To address issues of motion discontinuities and large inter frame 
motion in optic flow; a hierarchical model is specified (Nagel, 1987), (Wong & 
Spetsakis, 2003). While (Nagel, 1987) proposed a more generic solution in the 
form of an oriented smoothness constraint in the temporal domain to determine 
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the best or ideal directions of smoothing optic flow estimates; (Wong & Spet- 
sakis, 2003) advocates the use of hierarchical optic flow model for local optic flow 
algorithm. 
Recursive optic flow estimation has been gaining popularity in recent years. Two 
models of recursive optic flow estimation are specified. The former incorporates 
the time axis into the estimation process by assuming temporal smoothness of 
optic flow, resulting in a simplified spatio-temporal model. This model allows 
the use of constrained weighted square estimator. The result of this estimator is 
shown to yield recursive least squares and least mean squares adaptive filter ver- 
sions of recursive optic flow estimation in time (Elad & Feuer, 1998). In the latter, 
a formal link between temporally weighted frame differences or disturbance fields, 
(which carry limited information commonly used for motion detection), and optic 
flow, (which carries information in local image motion) has been derived. This 
is then used to formulate a novel, near recursive optic flow algorithm based on 
recursive filter formulation (Trucco et al., 2002). 
Multi-resolution analysis is an extremely useful tool to restrict the range of mo- 
tion estimates to a small set of values. According to this analysis, estimation is 
performed in the increasing order of scale from coarse to fine thereby estimation is 
performed within a small range. This allows warping estimates at coarser resolu- 
tions prior to estimating the flow at finer resolution. The significant advantages 
of the scheme are that, the model becomes invariant to noise and can handle 
larger motion, however, the computational expense is quite high. 
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Gradient based schemes are the earliest motion estimation strategies developed. 
They are simple to understand and easy to implement. However, these models 
cannot cope with a number of problems. First, gradient based schemes cannot 
handle aperture problem, i. e ambiguity caused in the motion direction of con- 
tours. Sensitivity to noise is another important problem that gradient based 
methods are susceptible to. The presence of noise can produce incorrect motion 
estimates. And finally the constant intensity of a group of pixels can introduce 
incorrect motion estimation. 
2.2.3 Region Matching Methods 
One of the important limitations of the gradient based methods is its inability 
to cope with aperture problems, sensitivity to noise and variation to changing 
conditions of motion capture. The main reason behind these significant drawbacks 
is because optic flow computation is performed in a pixel-by-pixel basis. An 
obvious extension to this form of motion estimation in order to address these 
limitations is to combine pixels into regions and thereby estimate motion. The 
region matching methods are purely based on the principle of displaced frame 
difference. Different types within region matching methods exist based on the 
way that regions are defined. The most important classes of region matching 
methods are block matching algorithms. Different sub-classes of techniques exist 
under block matching depending on the technique used for generating these blocks 
or regions. In the subsection below, a number of research contributions within 
block matching have been highlighted. 
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2.2.3.1 Block Matching 
Block matching is a technique of encoding motion in video sequences (Gyaourova 
et at., 2003). These algorithms detect motion between objects in two images in a 
block wise manner. Blocks are obtained by dividing the image frame into square 
parts. Each block from the current frame is matched to a block in the destination 
frame by shifting the current block over a predefined neighborhood of pixels in the 
destination. At each shift, sum of distances between the features (generally gray 
levels) is computed and the shift with smallest distance is identified as the best 
match. Block matching methods are classified on the basis of the method used 
for partitioning blocks and block search mechanism. The classification of block 
matching algorithms based on partitioning are of two types: fixed and variable 
block matching methods. The fixed size block matching method was originally 
proposed by (Jain & Jain, 1981) and is the most widely used technique for block 
matching. According to this technique blocks are divided into a fixed number of 
square blocks. Each of these blocks are then matched in the corresponding target 
frame. The significant advantage of the scheme is that motion estimates obtained 
through this technique are well correlated and hence used in different coding stan- 
dards such as MPEG-4 (H. 263,1996) and H. 263 (Group, 1998). However, the 
main unresolved issues of the technique that remains are; the choice of optimal 
block size and block artifacts. The problem of block size has been investigated 
by (Ribas-Corbera & Neuhoff, 1997), who further concluded that the choice of 
block-size can be affected not only by motion vector accuracy but also by other 
scene characteristics such as texture and inter-frame noise. A natural extension 
to the fixed style block matching was first proposed by (Chan et al., 1990) and 
38 
2. LITERATURE REVIEW 2.2 Techniques of Motion Estimation 
involved starting with relatively large blocks, which are then repeatedly divided 
in top down approach. Such variable block matching schemes are extremely pop- 
ular and are used as a part of current video coding standards. The variable block 
matching scheme has a number of significant advantages such as smaller blocks 
can be used for detecting complex motion while larger blocks can be used in ar- 
eas where image content is stationary or undergoing uniform motion (R, hce et al., 
2000). (Martin et al., 1996), (Rhee et al., 2000) developed a VSBM technique 
that detects areas of common motion, grouping them into variable sized blocks 
with a coding strategy based on the use of quad-trees. The main reason for the 
popularity of quad-tree methods is due to its efficiency and simplicity. A modifi- 
cation to the quad-tree technique was first proposed by Servais, who advised the 
use of binary partition trees for variable block partitioning. Though the method 
allows detecting accurate motion across boundaries, it was found to be cornputa- 
tionally demanding and not as accurate as some of the other quad-tree methods 
of the literature. The main shortcoming of any variable matching strategy is 
that the division process is blind and does not separate object information from 
background information. In recent years, object based methods are of growing 
importance particularly within video coding and object tracking domains. Block 
matching methods can also be classified on the basis of the search scheme that 
is employed to matching blocks from the anchor frame to the target frame. The 
most common forms of search scheme are exhaustive search, three step search 
(Koga et al., 1981), new three step search (Li et at., 1994), simple and efficient 
search (Lu & Liou, 1997), four step search (Po & Ma, 1996), diamond search 
(Zhu & Ma, 2000), cross diamond search (Cheung & Po, 2002b), (Cheung & Po, 
2002a) and adaptive rood pattern search (Nie & Ma, 2002). A detailed descrip- 
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tion of some of the search methods has been presented in the following chapter 
and a detailed comparison between can be found in (Turaga & Alkatilial, 1998). 
The major limitations of the search schemes include; computational complexity, 
poor optimality of search and restriction in search space. The most common 
forms of matching criterion used for matching are mean absolute error and mean 
squared error. The other criterion for matching are cross correlation function, 
pel difference classification (Zhike et al., 1998) and integral projection (Kirn & 
Park, 1992). (Stefano & Viarani, 1999), (Hariharakrishnan et al., 2003) demon- 
strate the application of block matching methods in video analysis such as object 
tracking. The study involved using fixed block methods for motion estimation 
and object tracking. It was observed and concluded that the reliability of object 
tracking results depends on the accuracy of motion estimation. 
2.2.3.2 Mesh Models 
A important alternative to block based methods for region motion estimation is 
the use of mesh-based prediction of motion. The procedure concerns dividing the 
current frame into a number of patches in either triangular or rectangular shape, 
and finding matches in the corresponding frame. The immediate advantage of the 
scheme is that the model can automatically cater to any form of deformation by 
affine transformation. (Nosratinia, 2001) uses the mean absolute difFerence as the 
matching criterion, and define motion as change in position of the corresponding 
vertices . It has 
been proved that the mesh-based motion models provide more 
accurate and visually acceptable results in the predicted frame in comparison 
to the conventional block-matching algorithm (Altunbasak & Tekalp, 1998). In 
the mesh-based motion estimation, the computation of the motion vector for a 
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grid point is affected by its neighbors. To resolve this interdependence requires 
expensive computation, performed usually in a recursive mariner. A number of 
extensions have been researched for this cause. One of the studies of particu- 
lar interest is a scheme based on a hexagonal matching algorithm proposed by 
(Nakaya & Harashima, 1994) to reduce the number of computational iterations. 
The method basically relies on a hexagon formed by seven grid points which helps 
in reducing computational cost but also renders the model to be highly restric- 
tive. (Nosratinia, 2001) employ cheaply computed block based motion vectors as 
an initialization in mesh-based systems. It has been observed that this task is 
not trivial, since a straight forward insertion of block based motion vectors in the 
mesh model leads to unpredictable and erratic results. An extension to the mesh 
based schemes comes in the form of nodal schemes for motion estimation. This 
area of research has not been extensively explored to make suggestive conclusions, 
however, it is likely that, as in mesh based schemes, the nodal methods will also 
continue to have problems of computational expense, difficulty in distinguishing 
between object and background regions etc. 
Most region-based methods are simple, easy to implement, and execute fairly 
quickly. They perform well in tasks such as area and volume calculations, and 
classification of easily distinguishable regions. However, they have drawbacks 
such as: they provide no structural information about the regions they classify, 
because it is generally difficult to extract geometric information from a collections 
of pixels. Second, they can be confused by image anomalies such as false bridges 
between close, but separate regions, or by occlusions such as one region blocking 
the view of another region. 
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2.2.4 Frequency Domain Approaches 
Frequency domain approaches generally refer to performing analysis of functions 
with respect to frequency. In this context approaches of Fourier analysis is pop- 
ular that decomposes a function into an infinite or finite number of frequencies. 
Frequency domain methods fall into two broad categories such as phase related 
methods and energy related schemes. These components of phase and energy are 
generated while decomposing any function using a Fourier transform. There are 
several advantages of performing analysis in the frequency domain rather than in 
the spatial domain. They are: some of the geometric characteristics of a spatial 
image can be accessed in the frequency domain, it is possible to perform analysis 
on selected frequencies of the image and finally analysis can be made coniputa- 
tionally efficient while in frequency domain compared to the spatial domain. 
2.2.4.1 Phase Related 
Techniques such as Fourier transformations that transforms signals from spatial 
to frequency domain generate a frequency spectrum that is complex. This fre- 
quency spectrum contains both the magnitude and phase information. This phase 
information that is available in the frequency domain is critical to some applica- 
tions such as motion estimation. The main reason to this is because, any linear 
change in the spatial domain results in a corresponding change in the phase of 
the frequency domain. In (Jenkin & Jepson, 1989), the change is defined in terms 
of the phase difference a given point between band-pass filtered versions of two 
frames. The scheme has been suggested to produce sub-pixel accuracy in spite 
of a number of issues associated such as inaccurate motion estimation and un- 
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availability of further extension into higher dimensions. An interesting study by 
(Fleet & Jepson, 1990) presented an extension of this model where the gradient 
based approach is used on the phase component. The basis of the study involved 
equating the spatial changes of a contour to spatial-temporal change in phase of 
the filtered outputs. It was concluded that the mechanism was robust against 
changes in conditions but still could not handle aperture problem. An important 
advancement in phase based method was brought about with the introduction of 
phase correlation methods. (Calway, 1996), (Calway et at., 1998) introduced an 
integrated correlation based approach to a multi-resolution framework for motion 
estimation. Correlation operator is computationally expensive when performed 
in the spatial domain, however, when used in the frequency domain this load is 
drastically reduced. A similar study by (Young & Kingsbury, 1993) highlighted 
the performance of correlation methods in a fixed resolution. Phase correlation 
employed cross correlation techniques on phase inputs to identify the disparity be- 
tween two signals (Kuglin & Hines, 1975), (Thomas, 1990). A detailed algorithm 
for phase correlation is presented in chapter 6 of this thesis. A number of different 
strategies have been proposed in this domain. According to the phase correlation 
mechanism when the frequency spectra of the input signal is normalized before 
the inverse Fourier transform an impulse is produced at the location correspond- 
ing to the motion vector. (Argyriou & Vlachos, 200Gb) proposed a technique of 
extending phase correlation methods for motion estimation at sub-pixel accuracy 
using variable-separable fitting at the peak of phase correlation surface. The 
procedure was found to be effective in motion estimation at sub-pixel accuracy 
but sensitive to the presence of noise. (Li et at., 2004) suggested a modification 
to the phase correlation approach which involved computing cross power spec- 
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trum based on approximate normalization of complex scalars that results in the 
significant reduction in precision requirements. 
2.2.4.2 Energy Related 
The second class of frequency domain approach are energy related approaches. 
The principle of energy based methods is to exploit the energy distribution of 
the signal in the frequency domain when motion is interpreted as a spatial tem- 
poral orientation. The most common frequency domain technique that is beseel 
on energy schemes is that of spatio-ternporal filtering (Adelson & Bergen, 1985), 
(Haglund, 1992). The fundamental idea behind these methods is based on the 
observation that motion corresponds to orientation in space-time. In the fre- 
quency space all the energy corresponding to the motion of a block or patch will 
be oriented on a plane that passes through the origin and this orientation can 
be computed by fitting a plane to the output using specialized spatio-ternporal 
filters. (Heeger, 1988), (Heeger, 1987) demonstrated the use of Gabor filters in 
conjunction with least squares technique for plane fitting to determine the orien- 
tation information and thereby deduce motion. In a very similar study by (Bruno 
& Pellerin, 2002), Gabor filters are combined with least squares estimation on a 
multi-resolution platform for motion estimation. The method was found to be 
robust in computing large and small displacements, however the time complexity 
was noticeably higher then traditional schemes. 
The other important group of energy based motion estimation techniques is the 
wavelet transform techniques. The wavelet transform aims at obtaining variable 
time-frequency localization using a multi-scale image representation. This field 
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has been significantly researched in the recent years for a range of applications 
including coding, compression, motion analysis etc (Akansu & Haddad, 1992), 
(Daubechies, 1990), (Mallat, 1989). Wavelet theory applications in motion anal- 
ysis has significant limitations. The most important drawback is that the tec: h- 
nique lacks translation invariance. That is, a small translational perturbation of 
the object in an image can result in a significant redistribution of wavelet coef- 
ficients, both within and across the wavelet sub-bands (Simoncelli et at., 1992), 
(Wilson et al., 1992). Recognizing and quantizing this redistribution has proved 
to be extremely difficult. (Magarey & Kingsbury, 1998) proposed a scheme that 
recognized the use of complex valued wavelets for recognizing translation changes. 
The mechanism of employing complex-valued discrete wavelet transform derives 
its analogy from a coarsely sampled short time Fourier transform, and when 
applied to accomplish motion estimation proved to produce accurate estimates 
of translational motion. Tsai proposed to combine wavelet transform quaritiza- 
tion to wavelet representation for motion estimation in angiogram sequences. A 
similar study by (Bae et al., 2005) combined spatial interpolation techniques to 
wavelet transformation for robust motion estimation. Significant improvement in 
the accuracy and efficiency of motion estimation was recorded. 
Frequency domain methods are comparatively more advantageous than spatial 
domain techniques. There are many reasons that contribute to this. Frequency 
domain schemes are robust to the presence of noise and are relatively less sensitive 
to changes in environmental conditions such as illumination etc. It has also been 
concluded in several research contributions that it is easier to extend frequency 
based methods to a sub-pixel optimization which is important to several video 
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applications. Finally, there is significant time advantage when analysis is per- 
formed in the frequency domain as against the spatial domain. The only concern 
regarding the frequency domain technologies is that the reliability of accuracy in 
motion estimation is questionable. 
2.2.5 Bayesian Schemes 
The application of stochastic approaches to motion analysis sterns from well 
known concepts used in stochastic modeling including Bayesian Estimation, Markov 
random field and simulated annealing (Chen, 2003). Bayesian schemes functions 
by minimizing DFD using stochastic optimization procedures and modeling the 
structural properties of the motion field model. The general idea behind the 
Bayesian models is to consider the problem of motion estimation as a Bayesian 
estimation and employ criterion such as maximum a posteriori (MAP) or min- 
imum expected cost (MEC) to maximize the probability of the field of motion 
given the observation model representing the target image frame (Weiss, 1998). 
To estimate MAP the most popular strategies of stochastic relaxation is simu- 
lated annealing. According to this procedure, global optimization is obtained 
through minimizing the internal energy of the system. This technique guaran- 
tees the convergence to a global maximum (Nahar et at., 1986). In contrast, the 
Bayesian methods are formulated using Markov random field. Markov random 
field has been traditionally specified using the local probability density function 
(Chen, 2003). However, relating local density functions for global optimization 
using stochastic relaxation is complicated. Therefore in some cases, for motion 
field models, the Markov model is expressed as a Gibbs distribution (Geinan & 
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Geman, 1984). The Gibbs distribution is an exponential distribution of the joint 
probability density functions to the observations and the motion properties that 
need to be evaluated. The use of Gibbs distribution presents a number of inherent 
advantages such as it allows evaluating the structural properties of the motion 
field including discontinuities and allowing extensions to motion estimation using 
other approaches listed above. A number of studies have focused in implement- 
ing Markov random field as a Gibbs distribution and use for motion analysis 
applications. (Geman & Geman, 1984) first introduced the use of Gibbs distri- 
bution for motion estimation and image restoration. A large number of studies 
have focused in accomplishing motion estimation using Markov random field and 
Gibbsian random field (Heitz & Bouthemy, 1990), (Konrad & Dubois, 1992), 
(Heitz & Bouthemy, 1993). (Konrad & Dubois, 1992) illustrate how two auxil- 
iary Gibbsian random field can be used for occlusion and motion discontinuity 
detection in their study. The present elaborate comparison of stochastic solutions 
to MAP and MEC estimations using simulated annealing and Bayesian estima- 
tion. A detailed computational cost analysis of model discontinuity detection in 
any motion field was first addressed in (Iu, 1993). While (Iu, 1993) employed 
the technique of outliers rejection, (Stiller & Huertgen, 276-287) illustrated the 
use of region-labeling the motion field for detecting motion field discontinuities. 
Further studies by (Illgner & Muller, 1996) improves block motion estimation 
for video coding applications by incorporating segmentation patterns from mo- 
tion vectors using Gibbs criterion. An interesting study by (Alatan & Onural, 
1994) extends the use of Gibbs random field for motion estimation in 3D. The au- 
thors illustrate the use of hierarchical rigidity for global maximization. In a novel 
study by (Barbu & Yuille, 2004) motion estimation has been accomplished using 
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Swendsen-Wang Cuts, which performs inference on the image sequence model 
using bottom-up proposals to guide the search. The algorithm performs MAP 
estimation by evolving the motion boundaries by a stochastic boundary diffusion 
algorithm, while improving the motion estimates. 
Probabilistic schemes have also been used for optic flow computations. In an 
interesting study by (Keren, 2004), flat priors have been use for Bayesian based 
motion estimation. (Stuke et al., 2004) have used Markov random field formu- 
lation within the block based framework for motion estimation. The authors 
have demonstrated how this mechanism could be employed to estimation simul- 
taneously the motion estimation of multiple targets. A Bayesian counterpart to 
the method proposed by (Stuke et al., 2004) is the work by (Qian et al., 2002); 
which employs Bayesian formulation for multiple motion estimation. However, 
it has been assumed that the motion of one object is independent to any other 
object. This implies that the mechanism will not cope of challenges of occlusions. 
(Schultz & Stevenson, 1997) has proposed the use of Bayesian framework for rho- 
tion estimation for generating motion vector field at sub-pixel resolution for high 
resolution image sequences. 
Bayesian methods for motion estimation has recently been popular. The main 
reason to this is the possible extension of the Bayesian model to segment regions 
of motion similarity which in-turn is advantageous for video applications such as 
object tracking. However, the significant limitation of Bayesian method is the 
indeterministic nature of the model. It has always and will always be argued that 
deterministic methods producing suboptimal solutions are better replacements to 
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indeterministic methods presenting optimal solution. 
2.3 Summary 
In this chapter of the thesis, motion estimation has been introduced on a broader 
perspective with specific highlight on the intrinsic problems within the domain 
that makes research in the field interesting and challenging. A number of differ- 
ent techniques of motion estimation has been discussed and performance specific 
analysis has been performed to evaluate the strengths, weaknesses and capabilities 
of every model. The analysis brings to perspective, the importance of an inte- 
grated framework for motion estimation for accurate, reliable and robust motion 
estimation. In the chapters to follow, the integrated framework with its differ- 
ent components is illustrated with experiments on several synthetic and real-time 
datasets. 
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Framework 
3.1 Block Matching Algorithm 
Block matching algorithms are primarily used for encoding motion information 
in video sequences. In block matching algorithms, motion is detected on a block- 
wise basis. A block can be defined as a non-overlapping square area of the image 
which is generally obtained through a systematic decomposition of the original 
frame. A general block matching algorithm aims at detecting the trans-location 
of objects by shifting blocks in the current frame over a predefined neighborhood 
of pixels in the destination frame under a matching criterion (Gyaourova et al., 
2003). 
3.1.1 Stages in Block Matching 
A general algorithm describing the process of block matching for motion estima- 
tion is described below. 
" Initialize parameters and criterion. 
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" Generate blocks from the current frame ft using a specific decomposition 
mechanism. 
" Repeat, for every block b in ft, 
- Use a search method of shift blocks over a neighborhood of pixels in 
the destination frame 
. 
ft+i 
- Compare the blocks of current and destination frames using a matching 
criterion. 
9 Until all blocks of the ft are identified in fi+l. 
" Compute motion vectors as spatial changes in blocks between ft and fi+l. 
The block matching algorithm described above iterates between two distinct 
phases. In the first phase of the algorithm, some form of decomposition mech- 
anisrn is employed to divide the current frame of a sequence into blocks. This 
process is often referred to as block partitioning. Following the process of di- 
vision, a block search scheme is engaged to determine accurately the matching 
block in the destination frame. This search scheme aims to trans-locate blocks 
using a specific matching criterion. Motion vectors per block are computed from 
the difference between the locations of the block in the current and destination 
frames. 
3.1.1.1 Block Partitioning 
The initial phase of block matching is block partitioning. The effectiveness of 
block partitioning has direct relevance to the efficiency and accuracy of motion 
estimation. It is therefore extremely important for a block partitioning scheme 
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compromise. In general, smaller and more numerous blocks that occur for 
a high value for R can better represent complex motion than fewer large 
ones. However, the higher the value of R, the greater the computational 
expense. The selection of optimal resolution is also not a trivial task. It 
has been proved that the block size can not only be affected by the accu- 
racy of motion vectors but also through scene characteristics that usually 
include texture, inter-frame noise, changing illumination, etc. There is a 
growing need for motion estimation methods to be autonomous and to be 
able to address a number of different video applications. With the value of 
resolution remaining an user input, the technology of motion estimation is 
restricted to remain semi-autonomous and can hardly provide generic solu- 
tions to different video applications. Finally mismatch problem appears in 
situations where large regions, specified by a number of small blocks in an 
image frame, have uniform color. This causes blocks within the region to 
appear stationary leading to erroneous motion vector estimates. 
2. Variable Sized Block Partitioning: This scheme uses multi-resolution or 
multi-grid approaches to compute the displacement vector between frames. 
These hierarchical schemes give reliable and locally adapted motion esti- 
mation by operating at different resolutions starting from large blocks and 
subsequently dividing into smaller blocks in a top down mariner. Variable- 
size block matching algorithms can be distinguished from each other by 
the technique of multi-resolution and splitting criterion. Some of the most 
common methods of variable size block matching procedures include: quad 
tree approach (Rhee et al., 2000), polygon approximation and binary parti- 
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tion trees (Servais et al., 2005). A number of different variations to variable 
block matching framework has been proposed in the literature. (Kim & 
Lee, 1994) demonstrate the use of hierarchical variable size block tnatch- 
ing method for robust motion estimation for motion coding applications. 
(Saito & Hamada, 2002) proposes an extension to the fundamental variable 
size block motion estimation framework by integrating it with a merging 
procedure for motion estimation. The authors have illustrated some inter- 
esting results and arguable observations. In an interesting study, (Servais 
et al., 2004) proposes the integration of feature information to variable 
block matching strategy for robust block partitioning. Initial results of 
the authors have demonstrated an appreciably increased performance and 
efficiency in motion estimation. The quad-tree multi-resolution approach 
splits an image frame into four partitions each time based on splitting cri- 
teria (Seferidis & Ghanbari, 1994). In contrast, the polygon approximation 
approach use content based information of approximate different regions on 
an image containing polygons. The binary partition tree method allows two 
splits; one across the horizontal and the other across the vertical line. The 
splitting criteria can be of three types. 
" Difference based criteria, measure of the prediction error is used for 
estimation 
" Complexity based criteria, measure of entropy or PSNR is used and 
" Motion based criteria. 
Quad-tree is a hierarchical data structure that enables a simplified descrip- 
tion of different regions contained within an image as illustrated in Fig- 
54 
3. FRAMEWORK 3.1 Block Matching Algorithm 
Figure 3.2: (ZuHidl-'I'rcc Struktur(, 
urc ; 3.2. Quad-ti'' ; c. f>I)roacIIP can he cit liar ()I' 111v splitting I\'IH ur III( 
iner.! iii}; type. Thu tuf>-down inec"Iitcuisui of(Illod-tref, splitting is 111(m. Imp 
cclhi. r wit lain t lie ulc)t ic)n eSt iui; it i(, u (( IIIuiiuiit y'. Aý cmdiºil, h) this, 111011()d, 
the initial franue is 5f)lil into) I yna. (lrants. Fach (IWI lr"iiil I111.1clifler con 
I, ), SlI1)(liviclc'cl into 1 tinif"Il('r I)Ic, c k5 I)ruviclv(I ,i ("ritcrim) is 
5iil livitiiuu In "ctis is Il 'n itcr atc(roc cntiivc ly icntil itlu r there is ui (ur 
tlimr splitting needed or Ilcc uiiuiiiiiuii block size is rem-li cdl. All , jIp»ritliiii 
(I('ti("ril)iii4 the cliin. tI-Ilea clerc, cul)(, Sitic111 I(, c"Ii! Iicfiue f((r I, fhu"k I)aititiOIuiiit. ' is 
<<5 fc, llýýws. 
" Ii( ýI)f; 1, t 
. Divide the c"i iroiit Nock (initially tlie imago, frame, f, ) into I I)lhu-ks 
" For ('(1 V' block 
1"v; I'III d( (1 1)1I: ' IIii iigII t Ii( sI ) IiI I in}i (lit('ri((iI ( ', 
If' l; > 'l'h "'lI( 1'( "I'li i- an\' pre-(Iefiued t Iii -usho lItu nii , ul, (livide 
Ii1 nk 
5 rß 
: 3. FIinMh; WOl1K 3.1 Block ! \1: ºte"liiºig Algorithm 
ý "I" IIII, 
ýýýIr 
"ß 
; i.; i: Variable I31uck Partitioning Imitied uii Qii, ol I'vc I)ýýcmuliOý, itioii 
01 , utii 1O ftirtII or SJ)IitIIII iti uvc'(I((I ur I)IU(k sir(- iti ii III ii im III I 
Iý'igiire 3.2 onc1 Figure a.: i 11Iiistr. c. icti t Iw ctn: i(I -t rc'c sI111(tirre. iii(I(''\; I ph' 
iiii. i.. t vti'ith the cc, rr('spoticliiit; (Imlfl(I--t, rce cl('cc)nil)( »i1Ii(H 111 till' iiii, ige holill'. 
Variahl(' IºIucck ºººa1clºiug Irrcºcvcliirrs, clvºuuntitr; rtc hiAtf-r pwtlic lion ; ººidl ; irf, 
c"a. lºfchlc cºf refrretientili2 iiºlwreut lilt tio ºº ººtiing I"0w(I ººº0icm \crtl ill ctnn- 
frrri"sutº to t he fixed I>Icuck Irrt it it, niug "c lºenu ". "f'1ºc "ilxri t itrc I, r(0)oio ººº I Iºnl 
Iwr 11 wk HirtIimis, iiIFUr is, -, it; uiIi(". ºIt Iv" l'('dlºc"t'(I wIºc ºi %"nri; iIdc , "iici I uuetIº 
mIs arte II-, v(I. Vai'UthIc size uºc'tlº()cls are it Is() ººw re , ºººtO11Oººi( )ºIs , iIIc"oý tIºr sift 
of f, l<x"ks are a, ººtcºuºº. tic"; ºIIY ; Liti'rc'cl lri, 5e01 ((n tlic (. ()lit ('111 ul tIto s((. iw. II, m 
aver, it is cri Iicirl tu til, c'c"if\ tlºy sYsle ººº "'i Ill it re Ii; rlde splittitºg, c"riteliotºº, 
ýu tlº. rt cstiºumt, iuºº l( itflin's, valid. (1ººm1I (0 Iºl; u05 p, ºrrlitit is hliºullv at 
tIºce cc'ººter of c, ºc"1º ctºº; ulrwt wit bout iitiliiiºi, g Hic , ºtttiltºttys pro st iºt W6t11111 
Iltc itu; º, ge; tlºis iuc"r('iº5O', tlºe tiºu0' c"OOnºIºIPXitV all( I is)lilt Ing o hjett, oaf lilt cº 
yst, ill it, 5e(tuc'ru"e. Fiu; º. IIv, tlue iºJgcºritlºiuic" cvnººlºh'xitV and c"utiil)III at icºn; ºI 
cleºu rndti are 11111c h Iºiglu'r t hall ut Iºer tuº'c"Iº; ºtºiStus. 
56 
3. FRAMEWORK 3.1 Block Matching Algorithm 
3.1.1.2 Block Search 
The second phase of any block matching algorithm is block search. A block 
search scheme is usually used within block matching to accurately match a block 
from the current frame in the destination frame at different locations generally 
specified within a bound search space (Turaga & Alkanhal, 1998). A number 
of search mechanisms have been developed in the literature. The efficiency of 
any search algorithm can be measured through: the time it takes to perform the 
search, accuracy of search outcome, optimality of search, restriction of search 
space and extendability. Some of the important search techniques that have been 
used within block matching are detailed below. 
1. Exhaustive Search: This search scheme attempts to compute the matching 
criterion at every possible location within the search window. The exhaus- 
tive search scheme is therefore guaranteed to produce the best results during 
matching. However, the most obvious limitation of the scheme is that the 
larger the search window, the more computations the search requires. 
2. Three Step Search: This search scheme was originally proposed in (Li et al., 
1994). The search scheme starts with the search location at the center and 
sets an arbitrary value for the step size ss. It then searches at eight locations 
fss pixels around center. From these nine locations searched, it picks the 
one giving least cost and makes it the new search origin. It then sets the 
new step size ss = ss/2, and repeats similar search for two more iterations 
until ss = 1. The three step search scheme presents high computational 
efficiency but assumes that the error surface due to motion is unimodal. 
3. Four Step Search: The method, four step search (Po & Ma, 1996), employs 
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center biased searching. Four step search sets a fixed pattern step size of 
ss =2 for the first step. Thus it looks at 9 locations in a 5x5 window. If 
the least weight is found at the center of search window the search jumps 
to fourth step. If the least weight is at one of the eight locations except the 
center, then we make it the search origin and move to the second step. De- 
pending on where the least weight location occurs weights may be checked 
at up to 3 or 5 locations. Once again if the least weight location is at the 
center of the 5x5 search window we jump to fourth step or else we move 
on to third step. The third is exactly the same as the second step. In the 
fourth step the window size is dropped to 3x3, i. e. ss = 1. The location 
with the least weight is the best matching block. 
4. Diamond Search: The diamond search scheme functions very similar to the 
four step search routine. The only major difference between the strategies 
is that the diamond search scheme engages a diamond shaped search point 
pattern as against a square shape used by four step search. Also, the 
diamond search mechanism does not restrict the algorithm by the number 
of steps (Zhu & Ma, 2000). 
5. Adaptive Rood Pattern Search: This search method makes use of the fact 
that the general motion in a frame is usually coherent, i. e. if the macro 
blocks around the current macro block moved in a particular direction then 
there is a high probability that the current macro block will also have a 
similar motion vector (Nie & Ma, 2002). This algorithm uses the motion 
vector of the macro block to its immediate left to predict its own motion 
vector. The main advantage of this algorithm over diamond search is that, 
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Figure 3.4: Search Patterns of Block Search Techniques 
if the predicted motion vector is (0,0), it does riot waste computational 
time. Furthermore, if the predicted motion vector is far away from the 
center, then again adaptive rood pattern search saves on computations by 
directly jumping to that vicinity. However, if motion was random between 
time stamps the algorithm fails. 
Figure 3.4 illustrates the search pattern of the three step, four step and dia- 
mond search techniques. 
3.1.2 Discussion and Analysis 
Block matching frameworks that logically combine any of the block partition- 
ing and block search mentioned above will suffer of a number of drawbacks. In 
this subsection, we bring to light some of the major limitations of existing meth- 
ods that will enable better understanding for the need of the proposed motion 
estimation architecture. Block partitioning schemes, whether fixed or variable, 
" Blindly subdivide image into block regions without any form of intelligence. 
This increases the complexity of the model and reduces the accuracy of the 
system 
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" Neglect feature attributes contained within image frames. These attributes 
can serve to be important cues for partitioning and isolating specific objects 
of interest. 
. Are sucli that partitioning is controlled by a number of vague parameters 
which needs manual supervision. 
" Are such that time complexity of block partitioning in order to isolate ob- 
jects of interest is high. 
On a similar basis, the block search schemes are restricted in a number of different 
ways such as: 
" Most search strategies provide sub-optimal solutions as against optimal so- 
lution. This restricts the accuracy of motion estimation. 
" Search schemes illustrated above function within a search window specified 
by the user. First, this assumes that the motion characteristics of the object 
is measurably small; additionally an unrestricted increase in the size of the 
search window leads to an exponential increase in time complexity. 
3.2 Proposed Model 
The proposed model for block matching iterates between two distinct phases 
of block partitioning based on vector quantization and block searching using 
genetic algorithms. The two phases are described in detail in the sections to 
follow. A brief algorithm detailing the proposed model framework consists of a 
pre-processing module followed by motion estimation. The algorithm below will 
highlight proposed motion estimation framework. 
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" Input at any time instant two successive frame pairs of a video sequence, 
It & ft+l 
. Image frame ft is initially partitioned into 4 blocks using the vector quari- 
tization algorithm described in the subsection below. Note: Every block 
represents an image region 
" For every block, 
- The centroid (xe, yc) of the block is computed 
-A genetic algorithm as described below is used to accurately match 
the block in the successive frame ft+l 
- If the genetic algorithm accurately matched the block in frame ff to 
frame ft+l with (E = 0), then the motion vector is evaluated as (xC - 
xc) yý - y, ) where (x', VC) is the estimated transformed centroid of the 
block in frame ft+l 
- If the genetic algorithm returned non-zero matching error then the 
process is repeated by further sub dividing block 
. The process is terminated either when no further splitting is needed or a 
predefined block size is reached. 
3.2.1 Vector Quantization 
Vector quantization is a quantization technique in which the basic idea is to 
code or replace with a key, values from a multi-dimensional vector space into 
values from a discrete subspace of lower dimension. A vector quantizer maps 
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Figure 3.5: Vector Quantization Partitioning on Random Sample Data in Space 
high-dimensional vectors in the vector space into it finite set of vectors (Geraum 
& Gennah, 1984). Each vector is called a code vector or a codeword and the s(, t 
of all the codewords is called a codel)ook. Vector quantization is more often us(d 
in data compression applications. The im mediate advaiitages of the scheme are 
that lower-space vectors occupy lesser storage space and they often help gener- 
alizing an image region by specific characteristics (Abut, 1990). For example, if 
the transformation frone higher to lower dimensional space is based on a partic- 
Eilar feature, let us say texture, then the lower dimensional vectors will coutaiI1 
different regions that share similar texture characteristics. In this way ýliffýrýiýt 
regions of an image can be separated using a robust c'oinhinatiou of features. 'I'lle 
problem of vector quantization can be represented as a statistical design I)rul)- 
lein that is concerned with finding an optimal codel)ook and lines of part. itiuu 1, 
which results in minimizing a distortion criterion Cd given the initial codewords 
c°wz where 1<i<n, where n. c,, is the total number of codewords that snake III) 
the code book. 
The plot in Figure 3.5 illustrates the progress of vector ctnralItizatic»i across a 
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number of iterations. The graph details a number of green dots which arc sample 
data points generated from a random distribution. The red stars are the code 
words and the blue lines indicate the partitions formed (luring vector quantization. 
It is clear that the number of code words and lines of partitions increase through 
generations to split the samples of data into meaningful clusters. The distortion 
criterion decides the meaning for this separation. Vector quantization has been 
used in different ways in the context of motion estimation and block matching. 
Vector quantization has predominantly used as a mechanism for robust data 
compression in video coding applications (Gersho & Gray, 1991), (Gyaourova 
et al., 2003). In block matching, vector quantization has beeil used for expediting 
block searching as in (Bilgin et al., 1995), (Bilgin et al., 1996), (Linde et al., 1980). 
The novelty of the proposed model revolves around employing vector quantization 
for region separation using reliable feature primitives and thereby accomplishing 
block partitioning. 
3.2.1.1 Block Partitioning Using Vector Quantization 
For the block partitioning phase, we start by using vector quantization to provide 
the block matching scheme with the position for placing the line of partition. In 
this way, instead of blindly dividing the image into quad-tree structure without 
using relevant image information, a more intelligent partition is obtained. 
" Set the number of codewords, n,, ,,, or size of the codebook to 4. This 
assumes that we need 4 regions to emerge out of the image frame during 
the quantization process. 
. Initialize the positions of the codewords (cwT(1,4), cwv(1: 4)) to (ä ,4 )' 
Q4 L, ä 
), 
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(ä ,ä), 
(4 , 4h) where 
(w, h) is the width and height of the block respec- 
tively. By this we assume that the worst case partition could be the quad- 
tree partition. 
. Determine the distance of every pixel from the codewords using a specific 
distortion criterion Cd. For example, we set the criterion to the normalized 
sum of the Euclidean distance between the pixels and the difference in the 
values of specific features. If v and (cw, cwy) represents the feature and the 
pixel position of the codeword and v', (cwrx, cwr, ) the feature and position 
of the pixel under consideration, 
Cd = 
V(Vr 
- v)2 + (cwrx - cwy)2 + (cw*y - cwy)2 (3.1) 
9 Nearest Neighbor Condition: According to this condition, the region that 
the codewords enclose should all be clustered based on the values specified 
by the distortion criterion measure 
" Centroid Condition: The codewords for subsequent iterations will be com- 
puted as the average across the regions enclosed by these cluster. If na is 
the number of vectors in each class or region then, 
""` 
(3.2) (x, y). . 2) (ýýv)(i: a) = 
4ý1 
9 Repeat until either the codewords do not change or the change in the code- 
words is small 
64 
3. FRAMEWORK 3.2 Proposed Model 
The various stages of the vector quantization iterative clustering is illustrated 
in Figure 3.6. The four clusters or regions are represented using the colors black, 
brown, red and orange in the illustration. The outcome of the first stage of the 
algorithm is the modified codewords that represent the centers of every group of 
pixels that have been separated using a meaningful criterion. Associated with 
these 4 codewords are different possible configuration of placing the line of par- 
tition. If it is assumed that the block remains square, then associated with each 
code word there is a corresponding square block and an intersection point for the 
line of partition as described by the blue lines in Figure 3.10. The task is now to 
determine the line of partition that is best suited for the image frame i. e. white 
line in Figure 3.10. 
In order to determine the line of partition that best suites the image, 3 different 
configuration-selection schemes are analyzed. The second method, involves using 
the group of code-words that collectively detail the regions of interest based on 
the feature attributes contained within the image frame and approximating the 
best intersection of partitions to the center of mass of the locations of the code 
words. In contrast, a more accurate approximation would be to evaluate the 
best intersection of partitions as the center of mass of the four intersection points 
formed by different possible configurations. 
. Majority Voting Scheme: According to this scheine, the number of asso- 
ciated pixels to a code word in the image frame is first computed, this is 
labeled as a class. The proportion of these pixels that fall within the limits 
of every block is then evaluated and is named as the strength. This process 
is repeated for for every block and every code word. A similar procedure is 
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Figure 3.6: Stages of Vector Qitatntizatioiº Clustering at various 1t rra. t io ins 
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repeated for the different possible configuration. Voting is then performed 
to determine the configuration in which the strength is maximum for all 
blocks in the configuration 
- Repeat 
- Determine the number of pixels n,.,,, i that have been associated with 
each code word, where, 1>i >_ 4. 
- Compute the strength of every class in block b of frame f, where b"°wt 
is the number of pixels associated with the codeword in the block and 
f ncwj total number of pixels associated with the codeword in the frame, 
bn-i 
b°` = fnr. 
(3.3) 
- Until all blocks b are explored. 
- Iterate the procedure for all configurations 
- Perform voting such that the strength of every class in every block 
bi, 4ý is maximum given all 4 configurations, 
T 6(',. 4) configurations: [1 : 4]1 (3.4) 
9 Center of Mass of Code-Words 
- Compute the center of mass cm of the code-words using the equation 
below: 
CM =1 Z(CWx(1: 4)) C'v(1: 4)) (3.5) 
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- The best line of partition will now be the ones that pass through these 
intersection points across both the axes. 
" Center of Mass of Configuration Intersections: It has already been discussed 
that associated with these code words there are 4 possible configurations. 
It is fair to assume that the best solution will remain within the bounds 
of these configurations. This scheme exploits the aforementioned approxi- 
mation by computing the center of mass of the possible intersection points 
associated with every configuration 
3.2.1.2 Experiments 
In all experiments analyzing the proposed model across various chapters of this 
thesis, a collection 10 different data samples have been used. The video sam- 
ples contain 5 frame pairs from different domains including wildlife (1), traffic 
(2), people surveillance (3) and underwater (4). These sample videos combine 
different challenges from simple rigid body motion to complex deformation tin- 
der varying environmental conditions. The aim of these experiments is to tuiie 
different parameters and techniques on the system to validate an optimal across 
different videos. The parameters in this section include the stopping criterion 
for the vector quantization iterations such as maximum number of generations 
and threshold for the minimum difference between code words. The graphs in 
Figure 3.7 detail the change of these parameters across different videos. 
It is clear from Figure 3.7 that the maximum number of generations that 
will be sufficient to distinguish different regions based on the features is around 
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Generatlons vs CodeWord Error 
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Figure 3.7: Graph (lisplaying the Effect of Parameter Variations in Vector Quan- 
tization 
20. Most videos exhibit it coiistant clººtiugc or satºu ation beyond 20 gencrat ions. 
Similarly, it can also be inferred that a rniuiuºººuº siuu of difference of 7 pixels 
l)ctwecn co<lcwords will provide sufficient accuracv in block I)art. it iuninp hase(1 ou 
vector quantization. 
Ile second part of the analysis is performed by changing the feature attributes 
that are used by the vector quantization scheine (luring clustering. To keep the 
algcºrithttº simple, efficient and robust, simple features such as culººr (IIuc ºunip(ý 
uerrtt in HSV color space), the gray intensity feature and their cOtrrl)iuatiotº 1ºave 
been used. Texture feature was errrployecl during initial experitnetttat, iort hºtt it, 
was found to be computationally expensive to Ilse and llejj(, c 
tlrer analysis. The HSV model defines color space irr terms, of three cotrstituctit 
components Hue. Saturation and Value. The Hue cotººpouellt ºietitºes the color 
type, saturation the vibrancy of the color and value indicates the brightness ººf 
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the color (Ford & Roberts, 1998). A normalized laue difference is used as a fea- 
ture attribute in these experiments. The other feature attribute used is the gray 
intensity of the pixels. The three techniques for selecting the best partitions are 
also tested in conjunction with the features. Figure 3.8 illustrates the 9 different 
combinations of features-techniques on a sample frame. 
It was observed through experimentation on a number of sample image frames 
that the gray intensity feature along-side the center of mass of the intersection 
points as illustrated in Figure 3.8(e) is sufficient to isolate regions of interest and 
provide robust block partitioning using vector quantization. The bar graphs in 
Figure 3.9 shows a comparison of times taken by different techniques using differ- 
ent feature attributes. The combination of feature attributes consumed maximum 
time as in Figure 3.9(c), however did not produce significantly different results 
than individual feature attributes. Computing color features took a little longer 
in comparison to the gray features but was found useful in situations where gray 
features failed. Finally, considering the time complexity involved and the ro- 
bustness and efficiency of block partitioning required, the gray intensity feature, 
Figure 3.9(b), was chosen to be a winner. 
3.2.1.3 Discussion and Analysis 
In this section of the thesis a vector quantization based block partitioning method- 
ology was introduced. The vector quantization mechanism induced intelligence 
into block partitioning by automatically utilizing feature attributes within frames 
as a cue for block partitioning. The main advantages of the scheme arc: object 
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Figure 3.8: Vector quantization block partitioning of sample image wit 11 varying 
feature attributes and partition selection tecluºictues (Final partitioººti º"lº0ticºº are 
indicated by white lines) 
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Figure 3.10: First stages Vt'(tur c{uitiut ix, il iuu of, sal II, Ie I"r. iIII 
of interest, care he isolated its against the background and the time rouipIexit. v OI' 
block partitioning can be reduced dramatically in comparison to (turin-trc'(' uuech- 
aiiism. The only drawback of using the proposed scheme is the aºtrilýutýtitiýnI tiIII 
that, it takes in performing vector quantization which makes it, 1iuti11itahle for real- 
tinic. However, we present an optimization ºucclialliStii that will resolve this issue. 
The outcome of the first stage vector quantization partitioning on the sa. ltipl(ý 
image is illustrated in Figure 3.10. The blue lines are the partitions fonlic(I Its 
a result of the different possible configurations, and the white lines indicate the 
actual partition that was chosen. It can be observed that, the S(. Leille )erfrn"ºu ad- 
equately well even in circumstances of multiple objects oil it cOuipleX background. 
3.2.2 Genetic Algorithms 
Genetic algorithms are heuristic adaptive search tec"1ºººiclues uºcxlelecl on time priiº- 
ciple. S of evolution through natural selection. Genetic algorithuii search tnPt Iwds 
fall iiito a category of intelligent randomized search tic111I( t hºº. t (X1) ººit iliSt()ri- 
73 
3. FRAMEWORK 3.2 Proposed Model 
cal information to direct search into regions of significantly better performances 
within the search space (Goldberg, 1989). The appeal of genetic search methods 
comes from its simplicity and elegance as a robust search mechanism and for 
its power to discover meaningful optimal solutions for complex high-dimensional 
problems. The success of genetic algorithms is attributed to the fact that they are 
capable of handling arbitrary constraints and objectives. Genetic algorithms have 
been applied to different domains in artificial intelligence research. Genetic algo- 
rithms are used for problem solving and modeling in applications that include, 
machine learning, numerical optimization, economic modeling and other pattern 
recognition tasks. There are two ways of using genetic algorithms for motion es- 
timation. First, to optimize motion estimation or object localization parameters 
and second, to search and match objects within an unconstrained search space. 
This thesis will exploit both the capabilities of genetic algorithms in the motion 
estimation. In this section, we shall highlight how genetic algorithms can be used 
effectively as a stochastic search mechanism for block matching. Genetic algo- 
rithms are a computational analogy of adaptive systems. As discussed earlier, 
genetic algorithms function in accordance to the principles of evolution, employ. 
ing a population of random individuals that are selected from within the search 
space that undergo selection in the presence of operators such as mutation and 
cross-overs. These operators are responsible for inducing variation into the algo- 
rithm thereby forcing the genetic algorithm closer to the global optimal solution. 
A fitness function is used in conjunction with the algorithm in order to evaluate 
the reproductive capacity of individuals. A general outline of a simple genetic 
algorithm is as follows: 
" Generate a random population P of n individuals or chromosomes 
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" Compute the fitness of every individual as E(n) in population 1' 
9 Define selection probabilities for each individual n in population P 
" Generate population P using off-springs produced by applying genetic op- 
erators on individuals selected using the selection probabilities 
" Iterate the process until an optimal solution (E = 0) is obtained or stopping 
criterion is reached 
Genetic algorithms have previously been utilized as an stochastic optimiza- 
tion procedure for motion estimation (Moscheni & Vesin, 1995), (Zahn et at., 
2001). Not much research effort has been spent on using genetic algorithms as 
randomized search scheme due to the computational load. (Hwang et at., 2001) 
describes the use of genetic algorithms to correctly position video object planes 
extracted through iterative spatial segmentation and motion detection in a frame, 
accomplishing object tracking. However the model fails in the presence of noise 
(reflection or illumination changes) due to lack of texture around the observation 
window or large displacements of the moving object. (Tagliasacchi, 2007) demon- 
strates how genetic algorithms can be used for optic flow estimation. They use a 
genetic algorithm to fit a motion model on a pre-segmented shape region that im- 
proves upon the performance of traditional multi-resolution optic flow. (Gong & 
Yang, 2002) proposes the use of genetic algorithms for region level tracking under 
the probabilistic framework. Though the model tracks occluded and appearing 
and disappearing objects, it is limited in its robustness and generality. (Gong & 
Yang, 2002) also proposes a multi-resolution genetic algorithm that is used for 
motion estimation. (Li et at., 1999), (Lin & Wu, 1996) demonstrate methods 
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Figure 3.11: Flow chart illustrating the process flow of a genetic algorithm 
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of combining block matching strategy with evolutionary based approaches. This 
model modifies the selection and mutation processes of a genetic algoritlirrr to 
accomplish block matching. Though authors demonstrate the usefulness of corn- 
bining a genetic algorithm search with block matching to produce comparable 
results to full search scheme, they fail to simulate complex data where the model 
is likely to under-perform and illustrate the scope of modifying the algorithm for 
better performance. In the subsection below we detail how a general framework 
of genetic algorithm has been adapted for use as an efficient block search scheme 
in block matching. 
3.2.2.1 Block Search using Genetic Algorithm 
The genetic algorithm based block matching algorithm described below is used 
to search the centroid of any block in frame ft to its successive frame fi+l. The 
inputs to the genetic algorithm are the block that represents the image region in 
frame ft and the centroid (xc, yc) of the block. 
" Parameter Range Setting: The variable parameters of the genetic algorithm 
will be the genes in the chromosomes. In our case they will represent the 
pixel displacement values in x and y directions (translation) of the input 
block and are encoded as the chromosome (T,, Ty). We set the maximum 
possible values for these parameters using the size of the block and centroid 
location in order to make sure that the block, even after transformation, 
still remains within the bounds of the image. 
" Population Initialization: A population P of these n chromosomes repre- 
senting (Ti, Ty) is generated from uniformly distributed random numbers 
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where, 
-1<n: 5 limit and limit (100) is the maximum size of the population 
is created. 
" For every chromosome n evaluate Fitness E(n) as follows: 
-- Extract the pixel locations corresponding to the block from frame fi 
using the centroid and block size information 
- Transform these pixels using the translation parameters (Ti, Ty) by, 
10 Tx x 
01 Ty y (3.6) 
10011 
- If bt represents the original block under consideration, b, +l represents 
the block identified at the destination frame after transformation and 
(h, w) the dimensions of the block, then the fitness E can be measured 
as the mean absolute difference. 
hw 
E_ 
h E1: (bi(i, j) - bi+i(i, j)) (3.7) 
i=l j=i 
. Optimization: Determine the chromosome with minimum error nem; f =n 
where E is minimum. As this represents a pixel in the block, determine all 
the neighbors (NHk) of the pixel, where 1<k<8. 
- For all k, determine the error of matching as in Fitness evaluation. 
- If E(NHk) < E(rtemtn), then rtenºin = NHk 
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9 Selection: Define selection probabilities to select chromosomes for mutation 
or cloning. 
" Cross-Over: All chromosomes n,, that are chosen for cross-over are taken 
into the next generation after swapping one or more random genes between 
every successive chromosome. 
9 Mutation: All Chromosomes n,,, u chosen for mutation are replaced with 
uniformly distributed random values for centroid, angle, shear and scale. 
" Termination: Three termination criterion are specified in the proposed 
model. Check if any condition is satisfied, otherwise iterate until term! - 
nation. 
- Zero Error: If a chromosome returned an error value zero through 
fitness evaluation, Or 
- Maximum Generations: If the number of generations (i. e. process 
loops) exceeds a predefined threshold, Or 
- Stall Generations: If the number of stall generations (i. e. process loops 
where there is no change in the fitness values) exceeds a predefined 
threshold. 
3.2.2.2 Discussion and Analysis 
The genetic algorithm based block search scheme works in iteration with the block 
partitioning scheme and aims at accurately matching blocks that have partitioned 
in the subsequent destination frame. Figure 3.12 illustrates how the CA based 
algorithm searches blocks. The image displays the block's original position (in 
79 
3. FRAMEWORK 
Il Ij 
t 
i 
Genetic Algorithm Search 
3.2 Proposed Model 
0.2 
0.15 + + + ++ + ++ 
LLJ + + 
$ + ++ 
+ 
+ ++ 
Cl) 0.1 Cl) 
+ + + 
0 LL 0 4 $$ . 
01 
2 3 4 56 7 89 
Generations 
10 
Figure 3.12: Genetic Algorithm based Block Search 
blue) and the corresponding match in the destination frame (iii red). The green 
arrow within these blocks is the motion vector. The plot illustrates the change ill 
the fitness error (measured as the absolute image difference between the template 
and the corresponding block in the subsequent frame) with reference to the tium- 
ber of generations. It is clear that as the number of generations grow, the genetic 
algorithm works itself toward the most optimal solution (E = 0). However, in 
most cases beyond 20 generations the error saturates. 
The Genetic algorithm search mechanism is advantageous ill differVllt, ways, 
it, 
" produces optimal solution as against a sub-c)I)t1lllal solution of trailitiolUd 
methods, 
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. works with unrestricted search window constraints, therefore being able to 
identify large and random motion between frame pairs, 
" takes similar time characteristics whether the search window remains re- 
stricted or unrestricted, and 
9 can be extended to perform better optimization of parameters. 
A genetic algorithm is however, complex to develop and is not always de- 
terministic. This induces a uncertainty on the time constraints of the search 
process. 
3.2.3 Experiments 
The initial framework that combines a vector quantization based block parti- 
tioning with a genetic algorithm based search for accomplishing block matching 
is tested on 10 sample videos. The performance of block matching is measured 
using the metrics of Peak Signal to Noise Ration (PSNR), Relative Entropy and 
time complexity as detailed in section 3.3. The average value of PSNR is approxi- 
mately 31 dB which indicates a high quality of motion estimation. However, there 
is high scope of improvement in the values when issues such as deformation and 
motion correction is handled. It can be observed that the PSNR values of videos 
3,7 and 9 are particularly low compared to the other videos. The main reason for 
such low performance being recorded is clearly attributed to the fact that these 
videos either contain multiple moving objects or complex deformation character- 
istics. Video 7 is a particularly hard example where there is complex motion of 
the background along with the multiple moving objects of the foreground. The 
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values of relative entropy indicates the similarity of the reconstructed target to 
the actual target frame. Low values indicate that there has been quite a faith- 
ful reconstruction after motion estimation. Finally, the time complexity values 
for block matching is specified in the last column. These values indicate time 
range between 4-5 minutes per frame pair. The main drawback of the proposed 
model is the time complexity. The values of time compares well with reference to 
exhaustive search however not closely to other suboptimal search schemes. The 
constrain of time will be resolved through the use of mr ulti-resolution approaches 
in the future chapters. 
3.3 Performance Evaluation 
In this thesis, we evaluate the quality and efficiency of motion estimation using 
standard performance metrics of time complexity, Peak Signal to Noise Ratio 
(PSNR) and relative entropy. Time complexity is measured as the run time that 
the model coded in Matlab take takes to converge to a solution. Measurements 
are made on an Intel Pentium 4,2.00 GHz machine with 512MB RAM, running 
Matlab 7 with Service Pack 2. 
The relative entropy measures the average differential error between the esti- 
mated motion and the original image, a low value of entropy resulting from low 
motion activity between frames (Soongsathitanon & Dlay, 2002). Relative en- 
tropy is measured as the Kullback Leibler distance between the target fg+l and 
estimated ft+l images. Kullback Leibler distance between two distributions and 
is given as: 
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KL =E fc+ilo92(f . 
+1) (3.8) 
rt, w 
fe+i 
Peak signal to noise ratio measures the quality of motion estimation. PSNR 
for a gray scale image is defined as: 
PSNR = 10 loglo 
2552 
(3.9) 
liv Ell 
Ew life+i - Ii+l 11 
where, (II, TV) refers to the dimensionality of the frames and ji+l & ft+, are 
the original and the motion estimated images respectively. PSNR values generally 
range between 20dB and 40dB; higher values of PSNR indicate better quality of 
motion estimation (Soongsathitanon & Dlay, 2002). 
3.4 Summary 
We evaluate and compare the performance of our model against the baselines 
on 6 video sequences. Each of these comprises a maximum of 40 frames and 
belong to different video analysis categories such as underwater as in Figure 3.3, 
traffic in Figure 3.2 and people surveillance in Figure 3.4. The videos have been 
handpicked and ascertained that they are complex sequences combining different 
challenges of real-time video analysis. 
The baseline model is a quad-tree based variable block matching scheme that 
uses a genetic algorithm search which in-turn is compared to other forms of stan- 
lard block matching algorithms. 
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The plots in Figure 3.13(a) and Figure 3.13(b) compare the time complexity 
of the proposed model (VQBMA - Vector Quantization with CA Search (Frame- 
work)) with the baseline models (Fixed block partitioning with ARPS - Adaptive 
Rood Pattern Search, DS - Diamond Search, ES- Exhaustive Search, FSS - Four 
Step Search, NTSS - New Three Step Search, TSS - Three Step Search, GA - 
Genetic Algorithm Search and QTD - Quad-tree with GA Search). This graph 
is a plot of average time taken per frame (in minutes). It can be observed that 
the model performs better than variable block matching with exhaustive search 
mechanism and the quad-tree GA approach, however is comparatively slower than 
the other strategies. The main advantage of the proposed mechanism compared 
to the quad-tree strategy is that matching of blocks between subsequent frames 
(which generally constitutes the moving objects) can be obtained with less parti- 
tioning than the quad-tree scheme. That is, the minimum number of splits needed 
to successfully match a frame using a quad-tree scheme is in the order of hundreds 
(depending on the complexity of the scene). However, the proposed scheme takes 
less than half the number of splits as the quad-tree scheme during matching. The 
bottleneck is in partitioning the blocks iteratively against the genetic algorithm 
search; this can be reduced at the expense of accuracy by increasing the mirrimurn 
block size threshold of the decomposition. The next set of plots in Figure 3.13(c) 
and Figure 3.13(d) illustrates the comparison of average PSNR values, per frame, 
of the proposed model against the baseline models. It is clearly evident that 
the proposed model performs better than the baseline models on most videos. 
This explains the efficiency of the motion estimation process. The comparative 
performance of the proposed on a video by video basis reveals some specific ad- 
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vantages of the model. The first video is the car sequence and there is clear but 
not major improvement in the values of PSNR, from the baseline to the proposed 
model. The 2nd video, which is the complicated traffic sequence where multiple 
objects move with different characteristics, the proposed model presents coinpa- 
rable results to most other techniques. However, in the 3rd sequence which is 
the sequence of a turtle moving on a significantly constant background, the pro- 
posed model performs a great deal better than the baselines. The main reasons 
to the increase could be because, the baseline methods can predict wrong motion 
vectors because there is large consistency in the intensities of different regions in 
the image in contrast to the proposed mechanism. In videos 4 (fish sequence), 5 
and 6 (people surveillance) there is comparable or sometimes slight decrease in 
the PSNR in comparison to the baselines, this is mainly due to the large detail of 
background information present in these videos which makes the reconstruction 
poor creating more block artifacts than the baselines. Finally, the third pair of 
illustrations in Figure 3.13(e) and Figure 3.13(f) compare the average relative en- 
tropy per frame for each video sequence. The average Kullback Leibler distance 
between the estimated image and the target image is plotted. The plot highlights 
the efficiency of motion estimation process. It is clear from the graph that the 
proposed model based on vector quantization variable block matching performs 
better in most videos when compared with the baseline strategies. The trend 
visualized in this plot of relative entropy validates the observations made in the 
plot comparing the PSNR values of the proposed model to the baseline. 
In this chapter, a novel vector quantization based variable block matching 
strategy using genetic algorithm search was proposed. The model combines 
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the vector quantization based block partitioning scheme with genetic algorithm 
matching scheme for block matching. Analysis of the results on various real time 
datasets has proved that the model is robust and reliable for motion estimation 
in video sequences. We have illustrated, with relevant comparison to baseline 
methods, how the proposed scheme is more efficient in terms of its performance 
and time complexity. In the next chapter we shall introduce the first model ex- 
tension to handle deformation changes to object content within the image frame. 
This is critical to improving the accuracy of motion estimation for typical use in 
real-time applications. 
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Video Frame 1 Frame 2 PSNR (dB) Entropy Time (mill) 
0 0 
- 1 32.01 0.000145 5.592 
2 31.36 0.000329 5.893 
0 000 3 29.36 . 969 5.279 
4 31.17 0.000-118 1.986 
5 30.43 0.000208 5.618 
6 30.75 0.000771 4.827 
lit 
2 7 28.9 0.002905 4.125 
8 32.84 0.000103 5.321 
9 28.35 0.001159 1.082 
10 Rý. S; 30.09 0.000963 5.210 
Table 3.1: Framework: Performance Evaluation on Sample Frame Pairs 
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Chapter 4 
Deformation Handling 
4.1 Introduction 
Deformation refers to the change in shape of an object due to an applied force 
(Timoshenko, 1983). Different forces can be applied to an object in different 
environmental conditions but most of these forces result in the change of the shape 
of an object. The common forms of composite forces can be tensile, compressive, 
shear, bending and torsion all of which result in the object twisting. In the 
context of computer vision, objects captured in real-time exhibit deformation 
properties due to their non-rigid body nature, change in the perspective of the 
capture device and projection of higher dimensional change in lower dimension 
(Zhong et al., 2000). Visible deformation in real-time video captures can be a 
result of: 
" Object Deformation: Assuming that the camera capture device is stationary 
with respect to a moving object, then under certain environmental condi- 
tions the object can be subjected to any of the above mentioned forces 
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which can cause the object to deform or change shape. 
" Camera Motion: Assuming that the object of interest remains stationary 
with reference to a moving camera, deformation can also be visualized as a 
consequence of change in the perspective of the object from the camera at 
different time stamps. 
" Combination: A logical combination of moving object deformation captured 
by a moving camera can result in a more complex visible deformation in 
any video sequence. 
There are different types of object deformation possible. Depending oll the 
type of material, size and geometry of the object, and the forces applied, various 
types of deformation may result. Some of the common types of deformation in- 
clude elastic deformation, plastic deformation and fractures (Tilnoshenko, 1983). 
The general forms of deformation that are familiar amidst the vision community 
are the linear object deformation and non-linear object deformation. These are 
classes of deformation based on the characteristics of the moving object. The 
linear object deformation can further be subdivided into 2D and 3D based oil 
the dimensionality. Handling deformation is central to many video applications 
including motion estimation, object tracking, segmentation, etc. In motion esti- 
mation, handling deformation is central to: 
" Improving Accuracy 
- Motion estimation applications in object tracking is common. During 
object tracking it is important to recognize the spatial changes of an 
object at various times. However, objects in real time deform and 
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therefore a motion estimation algorithm that is deformation compliant 
will produce accurate motion trajectories. 
" Obtaining Correct and Reliable Motion Vectors 
- The motion vector obtained during motion estimation will 
have to 
remain correct, non-chaotic, reliable and robust for it to be extended 
for use in critical applications. Handling deformation during motion 
estimation can produce correct and reliable motion vectors. 
" Removing Block Artifacts 
- General schemes of motion estimation produce block artifacts during 
reconstruction. This is highly detrimental to the quality of motion 
estimation. However, using deformation handling schemes during mo- 
tion estimation can smooth these artifacts and therefore enhance the 
performance and quality of motion estimation. 
Deformation can be handled in different ways during motion estimation. A 
simplistic deformation model will aim to capture a-priori structural or model in- 
formation and tune it in accordance to specific applications. However, extracting 
structural information of different objects within the image is not a trivial task. It 
is more appropriate to use a specific motion model in conjunction with a technique 
of motion estimation to handle deformation (de la Blanca et at., 2004), (Tsechpo- 
nakis et al., 2004). A variety of studies address deformation handling in tracking 
problems. Some of the common approaches to deformation handling is the use of 
deformable contours (Masson et at., 2005), (Xue et at., 2000), templates (Patras 
& Pantic, 2005), (Nguyen & Smeulders, 2002) or snakes (Tsechpenakis et at., 
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2004) in conjunction with statistical modeling during object tracking. A class of 
motion estimation models based on block matching that address the problem of 
deformation is the deformable block matching methods (Wang et al., 2002). In 
the section to follow, a detailed deformable block motion estimation framework 
is presented. 
4.2 Deformable Block Matching 
Deformable block matching algorithm are a class of block matching algorithms 
that are concerned with matching blocks (usually square) in the source frame 
to a deformed block in the subsequent destination frame. The deforniable block 
matching algorithm works by associating a motion model to the movement of 
blocks and thereby deducing deformation changes to them during motion (Wang 
et al., 2002), (Huang et al., 1992). A simple deformable block matching algorithm 
function in three stages as detailed in this algorithm. 
" Block Partitioning: The block partitioning phase is similar to the division 
process illustrated in the previous chapter. However, in the context of the 
deformable block matching, the fixed block partitioning methods are more 
popular than the variable block matching. The main reason to this is the 
computational expense encountered in using variable block partitioning. 
With the overhead of the motion model, a real time implementation of 
variable block matching is literally infeasible. The other most common 
forms of partitioning methods used particularly in relation to deforrnable 
block matching are: mesh (Wang et at, 1996) and nodal (Lee & Wang, 
1995) models. 
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Figure 4.1: Deformable Block Matching 
" Motion Model: The motion model phase works in conjunction with any 
block search scheme and aims at disassociating the complex motion of a 
block using geometric transforms such as affine, bilinear and projective. 
The block search scheme illustrated in the previous chapter attempts to 
model the translational motion parameter. However, a more descriptive 
motion model can be provided using one of the above-mentioned transform 
model parameters of rotation, scale, shear etc. 
" Determine motion vectors, other motion characteristics, perform recon- 
struction and iterate the process between the two phases until all block 
have been matched. 
Figure 4.1 illustrates the operation of any deforinable block matching algo- 
rithm. Any block bt is matched to a deformed block bi in the destination frame 
:P 
Deitbatbn froma 
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using the motion model and the block search scheme. 
4.2.1 Motion Model 
In this section, the affine geometric motion model is illustrated that can faith- 
fully model complex block motion to handle deformation. The main task of this 
motion model is to exploit the geometric characteristics of blocks and extract the 
motion parameters, that describe different motions such as translation, rotation, 
shear, scale, etc. 
Affine Transformations: An affine transformation is a combination of linear 
and non-linear transformations that preserves co-linearity properties (hiorten- 
son, 1995). That is, all points that lie on a line before transformation continue to 
remain on the line after transformation. Affine transformations also preserve the 
distance ratios, i. e. the mid-point remains constant before and after transfortna, - 
tion. Analytically, an affine transform is represented through the equation, 
f(x) =A(x)+B (4.1) 
where, x is any point, A is a matrix containing parameters of the linear transfor- 
mation and B is some constant. 
In matrix format if point x is defined in 2D using co-ordinates (x, y), then the 
transformed co-ordinates (x', y') can be computed as 
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x all 
' y = aal 
1 0 
a12 bi x 
a22 if 
01 1 
(4.2) 
In the equation 4.2, while parameters all, a12, a21, a22 determine the linear 
transformation of co-ordinates x, y, bl, b2 determine the parallel translation. In- 
cidentally, if the third row elements bl, b2 are non-zero and b3 is not 1, then the 
equation will be equivalent to the projective transformation of a plane. Even 
under such circumstances it will be possible to create the desired transformation 
by resealing the new point until its height above the x, y plane is 1. 
In real time videos with object undergoing 2D transformation with the observer 
remaining stationary, simple transformations including translation, scaling, ro- 
tation and shear are sufficient to handle visible deformation. The affine matrix 
describing each of these transforms independently is of the following forms. 
x 10 Tz x x' cos© -sin0 0x 
y' =01 Tb y y' sin © cos 00y 
1 001 1 10011 
Translation Rotation 
x' r, 00 x x' 1a0x 
y' =0 rv 0 y y' =010y 
001 1 10011 
Scaling Shear 
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A realistic solution to the problem of deformation in motion lies in associating 
these transformation to the motion model in an efficient way. A combination of 
these transforms results in acquiring an altered shape or geometry to the set of 
points of the blocks in the anchor frame to the destination frame. It is impor- 
tant to note that the order of application of these transformations also plays an 
important role in the efficiency and accuracy of deformation handling. A rrutn- 
ber of different research studies focus on implementing affine model into motion 
estimation. (Kruger & Calway, 1996), (Kruger & Calway, 1999) incorporates 
local affine models within a multi-resolution framework for motion estimation. 
The overall scope of motion estimation revolved around correlation in frequency 
domain and the estimation of affine parameters by aligning region spectra prior 
to correlation using centroid pair technique. Robust tracking results have been 
obtained using the proposed model. (Skrzypkowiak & Jain, 1995) demonstrated 
the use of Hopfield neural networks for deformation invariant block based motion 
estimation using affine transformations. A dramatic increase of about G-10d13 in 
PSNR, was recorded but the method was found to be computationally complex; 
however the authors promote an hardware implementation to support real-time 
use. (Gahlot et al., 2003) proposed an object based affine motion model where 
the affine parametrization was used in conjunction with the search scheme. The 
method was found to handle deformation quite efficiently, however, the time com- 
plexity was high as the application of deformation parameters was purely trial 
and error and the requirement of segmenting objects prior to estimation was 
found complex. Some of the other interesting studies that combined the use of 
affine transforms for motion estimation include; (Bradshaw & Kingsbury, 1907), 
where a combined translation and affine motion compensation is proposed. The 
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authors have reported reliable and efficient performances and have demonstrated 
the validity of using affine compensation for deformation handling. 
4.2.2 Discussion and Analysis 
A deformable block matching scheme allows handling deformation thereby in- 
creasing the accuracy of motion estimation and correctness of motion vectors. 
However, the basic deformation model suffers of a number of limitations. Time 
deformable block matching schemes continue to be limited in every way the basic 
block partitioning methods and block schemes are, as mentioned in the previous 
chapter. And in addition suffer, 
" Blocking Effect: The deformable block matching models create artifacts 
or discontinuities caused across boundary which in turn deteriorates the 
quality of motion estimation. 
9 Multiple Objects: In the presence of multiple objects possessing different 
motion characteristics the basic framework for deformation handling fails. 
9 Computational Expense: The amount of time that it takes to compute the 
motion model during every iteration induces a very high computational 
overload that makes the model far from practical. 
Blocking effects that cause block discontinuities can be eliminated by using 
an appropriate variable block matching scheme that ideally separates regions of 
interest. In this way the transitions between blocks are smoother thereby increais- 
ing the quality of reconstruction after motion estimation. The block partitioning 
scheme also plays a key role in identifying objects possessing different motion 
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characteristics. A fixed block scheme that blindly splits regions of interest with- 
out computing motion or feature attributes cannot handle multiple objects with 
different motion characteristics. A variable block partitioning scheme can pro- 
duce a robust solution to the afore-mentioned problem. Finally, the overheaul of 
computational expense is induced in the system due to the iterative functioning of 
motion modeling using geometric transformations and block searching processes. 
A mechanism that combines the two processes will ideally be able to reduce the 
computational cost of deformation handling and bring the model closer to real- 
time use. In the section below, a detailed algorithm of the proposed model that 
extends the genetic algorithm based search scheme to include an aline based 
motion model is presented. 
4.3 Proposed Model 
The proposed model for deformation handling extends the basic block matching 
framework that combines vector quantization block partitioning with a genetic 
algorithm search mechanism as illustrated in chapter 3. The block partitioning 
phase remains unchanged while the genetic algorithm based block search scheme 
is altered to include the affine transformations. In the subsection below, a detailed 
algorithm of the modified block search scheme based on genetic algorithm and 
affine transforms is presented. 
4.3.1 Vector Quantization based Block Partitioning 
The vector quantization scheme for block partitioning described in the previous 
chapter has been used during the proposed deformable block matching. The vec- 
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tor quantization mechanism uses the gray level feature attributes for separating 
different image regions. The center of mass of different intersection configura- 
tions is employed to deduce the best partition suitable for the image frames. A 
modified genetic algorithm using affine motion characteristics is applied for si- 
multaneous block search and deformation handling. A detailed overview of the 
block search scheme is presented in the following subsection. 
4.3.2 Af ne-Genetic Algorithm Motion Model: 2D 
The idea behind the genetic algorithm affine motion model combination is to use 
the affine transformation equation on every block during fitness function evalu- 
ation. In this way, a matching error is obtained for every block that undergoes 
transformation with different chromosomes in the population. The optimal values 
for the chromosomes is evolved with every generation using the genetic operators 
of cross-over and mutation. Once the optimal solution is reached, reconstruction 
of blocks in the destination frame is performed using the optimal values obtained 
of different motion parameters in the chromosome. The algorithm for the block 
search scheme is es follows. 
The genetic algorithm based block matching algorithm described below is used 
to match the centroid of any block from the quad-tree structure of frame ft to 
its successive frame fe+l at different angles theta and parameters shear and scale. 
The inputs to the genetic algorithm are the block and the centroid (x, y) of the 
block. 
9 Population Initialization: The variable parameters of the genetic algorithm 
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will be the genes in the chromosomes. In our experiments they will be the 
the pixel displacement value in x and y directions, the angle theta of the 
input block, the shear factor (sy, sy) and scale (rx, rv) arc encoded as the 
chromosome (Ti, Tv, 0, s,, s,,, r., rv). A population P of the en chromosomes 
representing (Ti, Tv, 0, sx, sy, r., ry) is generated from uniformly distributed 
random numbers where, 
-1<n: 5 limit and limit (100) is the inaximtun size of the population 
that is user defined. 
" To evaluate the fitness E(n) for every chromosome n: 
- Extract the pixels locations corresponding to the block from frame f 
using the centroid (xe, yc) and block size information 
- Affine Transforming these pixels using the translation parameters (T., 7y 
rotation angle 0, shear factor s, s and scale r.,, ry using, 
m' 1 "m 0 r, 00 cnýB -dn9 010T. " 
yý ýý 100 ry 0 §In 6 co. 0001 To y (4.3) 
10010010010011 
- If bt represents the original block under consideration, b, +1 represents 
the block identified at the destination frame after transformation and 
(h, w) the dimensions of the block, then the fitness E can be inemsurcd 
as the mean absolute difference (MAD). 
MAD = hj 
EI bt(i, i) - bt+i(i, j) (4.4) 
" Optimization: Determine the chromosome with minimum error n,,,, =n 
where E is minimum. As this represents a pixel in the block, determine all 
101 
4. DEFORMATION HANDLING 4.3 Proposed Model 
the neighbors (NIIk) of the pixel, where 1<k<8. 
- For all k, determine the error of matching as in Fitness evaluation. 
- If E(NHk) < E(7bemin), then ncmin = Nilk 
" Selection: Define selection probabilities to select chromosomes for mutation 
or cloning. 
" Cross-Over: All chromosomes ne,. that are chosen for cross-over are taken 
into the next generation after swapping one or more random genes between 
every successive chromosome. 
" Mutation: All Chromosomes n,,, u chosen for mutation are replaced with 
uniformly distributed random values for centroid, angle, shear arid scale. 
. Termination: Three termination criteria are specified in the proposed model. 
Check if any condition is satisfied, otherwise iterate until termination. 
- Zero Error: If a chromosome returned an error value zero through 
fitness evaluation, Or 
- Maximum Generations: If the number of generations (i. e. process 
loops) exceeds a predefined threshold, Or 
- Stall Generations: If the number of stall generations (i. e. process loops 
where there is no change in the fitness values) exceeds a predefined 
threshold. 
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Figure 4.2: 2D Deforrnable Block Matching 
4.3.3 Experiments 
In Figure 4.2 we illustrate the stages of the proposed bleck inatriling s(hI tlw. 
Figure 4.2(a) and Figure 4.2(b) illustrate the original frame and the traiisforiuedl 
fraiüe of a sample synthetic image. Figure 4.2(c, (i, e, f) illustrate how the gviiet ic 
algorithm is used to identify the optimal motion prº, raºneters at different, genera- 
tions. Different configurations are evolved through increasing generations getting 
the solution closer to optimal. The red block represents the objects original po- 
sition in the anchor fraine and the green boundary specifies t 1ºe location of the 
block during block searching using genetic algoritlun at (litl(I* ut geuerºt ions. 
To validate the 2D deformation scheine through the ýýrcý}ýotic<i extciitiiO»i toi 
the genetic Etlgorithni search scheme and the ilse of affin(, uýýºt, iý»i U1O(h i. ýi s4,1 
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of 10 sample frame pairs were chosen. These frame pairs belonged to different 
video sequences of real time within classes of wildlife, traffic surveillance, people 
surveillance, under water videos etc. The frame pairs contained object deforma- 
tion in 2D and 3D. The frame pairs are tested against the proposed model and 
performances are measure in terms of the time complexity, PSNR and relative 
entropy metrics. 
The table 4.1 summarize the efficiency of the model in terms of the quality 
of motion estimation and the complexity to accomplish the same. It is clear the 
quality of motion estimation is quite high with values of PSNR ranging between 
30dB and 35dB. In comparison to the values of PSNR, of the same sample videos 
of the basic framework, there is clearly an increase of 1-2dB. In particular, videos 
such as 3,4 7 and 10 show greater evidence of the increase clearly proving the 
usefulness of deformation handling. The relative entropy measure validates the 
same proving that reconstructions through motion estimation is extremely faith- 
ful. The time complexity values presents some concerns to the model. With the 
time taken between frame pairs ranging between 10 - 12 ruin, the model is far 
from being used in real time. However, with advanced initialization and opti- 
mization schemes, it is possible to drastically reduce the time complexity of the 
model. The main reasons that contribute time complexity issue of the algorithm 
is that the genetic algorithms try to simultaneously act as a stochastic search 
and optimization schemes. This increases the overhead of computations. Also, 
the effect of an unrestricted search space along with other motion parameters 
contribute to the increased time estimates. 
104 
4. DEFORMATION HANDLING 4.3 Proposed Model 
Video Frame I Frame 2 PSNR (dB) Entropy Time (min) 
ýa 
1 33.25 0.000054 9.234 
2 32.51 0.000132 11.394 
- Alw Ir w, F 3 31.78 0.000634 8.903 
4 32.46 0.000150 9.789 
' 5 , r, "ý 33.08 0.000098 10.345 
6 32.69 0.000324 11.298 
2 87 7 9. 0.009023 10.564 
W, wl 
!j 
-;, 
ý; 
33 20 8 , . 0.00000579 11.342 
30 89 9 . 0.000925 8.4940 
10 ýZ .. 31.75 0.000878 9.2746 
Table 4.1: 2D Deformation Model: Performance Evaluation on Sample Frame 
Pairs 
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4.3.4 Discussion and Analysis 
The 2D deformation handling mechanism combining the genetic algorithm and 
the affine motion parameters could enhance the accuracy of motion estimation, 
at the same time reducing block artifacts. The method recorded high values of 
PSNR and low estimates of relative entropy confirming the innate accuracy of 
the model. However, the model demonstrated two major drawbacks. 
" 3D Motion: The model did not approximate well regions of objects where 
the perspective of camera capture changed or the object actually turned into 
and out of the plane of capture. In these circumstances, the combination 
of affine motion parameters were not sufficient to produce good motion 
estimates. The reason for this lies in the way the parameters are combined 
during matching. The order of operation also had effects on the accuracy 
of matching. A scheme that generalized the combination of affine motion 
parameters should be a plausible solution to the problem. 
" Time Complexity: Execution times were observed to be far from real-time. 
The bottleneck of the procedure lies in the simultaneous use of genetic al- 
gorithms as a search and optimization procedure. Also, optimization of 
motion parameters produced different results depending on the order in 
which they were applied during matching process. A multi-resolution ap- 
proach combined with a generalized affine parametric model should reduce 
the issue of time complexity within limits of tolerance. 
In the section to follow, a generalized affine parametric model is described. 
This model in combination with the genetic algorithm will aim to solve the issue 
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of 3D motion changes in object motion and will also address some parts of the 
time complexity issues. 
4.4 Proposed Model: 3D 
Objects of real time are 3 dimensional. However, what is observed as a video 
sequence after being captured by a camera device is the projection of 3D object 
co-ordinates in 2D. The analysis presented above is a special case approximation 
of 3D transformation with the assumption that transformations occur across the 
z plane. The general form of rotational transformation in 3D across the x, y and 
z planes are, 
1000 cos0 0 -sin0 0 cos0 -sin0 00 
0 cos 0- sin 000100 sin 0 cos 000 
0 sin0 cos0 0 sin0 0 cos0 00010 
000100010001 
Rotation about X axis Rotation about Y axis Rotation about Z axis 
It is likely that 3D objects will exhibit rotation around any of the axis men- 
tioned above. This deformation can be visualized as object deformation or camera 
movement. It is therefore essential to extend the model specified above so that 
rotation across the other axis can well be approximated. 
Figure 4.3 illustrate object rotations across x and y axis. Figure 4.3(c) and 
Figure 4.3(d) detail scenarios where the deformation could look like 3D deforma- 
tion but could actually be a consequence of the camera moving or the combination 
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Figure 4.3: Examples of 3D Deformation in Real-Time 
of camera and object motion. It is clear from the illººsta"ºº. tioººs tli, º. t, 11ººmgIºt ()Ih- 
ject motion in real time is 3D, what is observed are the 2D projections. It is 
therefore, possible to approximate these volume rotations of objects in : 31) to at 
combination of 2D affine transformations. In the analysis below, we will higIºIight, 
mathematically how it would be possible to use a combination of 21) affine shear 
transforms to approximate 3D rotations. 
4.4.1 Mathematical Approximation 
It is well known that rotation in 2D can be replaced through a( ()fuhinti. ti(, n of 
shear by simple decomposition of the rotation matrix (Clieii & Kauffman, 2000). 
That is, the rotation transformation of (x, ; y) co-ordinates into (: c', y') using rota- 
tion angle 0 is obtained through: 
108 
4. DEFORMATION HANDLING 4.4 Proposed Model: 3D 
Xcos0 -sin0 0x 
y' = sin 0 cos 00y (4.5) 
10011 
A simple decomposition of the affine matrix for rotation into a combination 
of shears can be represented as: 
-tan o 
10 
001 sin0 01 
10010 -tang 
010010 
00 x 
10 
0f 
(4.6) 
This is a three shear decomposition of a 2D image rotation. Similarly any 
form of 3D rotation can be decomposed into a combination of shear operations. 
Let us assume that the rotation component across every axis in 3D are 0, a and p. 
Any arbitrary rotation in 3D can be a combination of rotations in any direction. 
Therefore, 
R= R(a)h(e)n(«) (4.7) 
10 
0 cos, Q 
R= 
0 sin ß 
00 
00 cos 00 sin 00 cos a- sin a00 
- sin ,ß0 0100 sin a cos a00 
cosß 0 sin0 0 cos0 0 0010 
01 0001 0001 
(4.8) 
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This can now be decomposed using a combination of shear transformations 
as illustrated in (Chen & Kaufman, 2000) in the form, 
100 all a12 bi 
a21 a22 b2 010 
1ý _ (4.9) 
a31 0 bg 0 a32 1 
001001 
where, 
stn ßsin0cosa-cosßsina a21 = cos 0 Cos a 
sin ß b = cos a-cos 
p sin 0 sin a 2 cos 0 cos a 
sin ß b = sin 
O sin a+cos ß cos a 
3 cos e cos a 
a12 = cos 0 sin a 
_ sin ,6 cos 
0 
a32 -' _ainßsinBsina+cosßaosa 
I a22 = sinßsinBeina+cosocosa 
_ cospsin0ca+a+sin13sina a31 - coo 0 coo a 
all = cos O cos cx 
bl = -sin O 
In the following subsection, a generalized affine transformation is used in 
conjunction with genetic algorithms to accomplish motion estimation. A detailed 
algorithm and experimental results are also presented. 
4.4.2 Affine-Genetic Algorithm Motion Model: 3D 
As it has been clearly highlighted that, 3D rotations or camera motion during mo- 
tion capture can be approximated through a combination of 2D affine transforms, 
the genetic algorithm block search scheme can further be modified to handle any 
complex deformation to objects. This is done by generalizing the composite com- 
binations of 2D transformation parameters into arbitrary constants. The genetic 
algorithm then approximates the values of these affine constants during the block 
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matching phase in fitness evaluation. A detailed algorithm describing the modi- 
fled genetic algorithm search is proposed below. 
" Parameter Range Setting: The variable parameters of the genetic algo- 
rithm will be the genes in the chromosomes. In our case they will be 
the the pixel displacement value in x and y directions, the four param- 
eters of transformation (all, a12, a21, a22) are encoded as the chromosome 
(Ti, 7'y, all, a12, a21, a22). 
" Population Initialization: A population P of these n chromosomes rep- 
resenting (Ti, all, a12, a21, a22) is generated from uniformly distributed 
random numbers where, 
-1<n< limit and limit (100) is the maximum size of the population 
is created. 
- parameters all, a12, a21, a22 are random nulnbcrs such that 0< all, a12, a21, a22 :5 
1 
. To evaluate the fitness E(n) for every chromosome n: 
- Extract the pixels locations corresponding to the block from frame ft 
using the centroid (xe, yc) and block size information 
- Affine Transform these pixels using the translation parameters (Tx, Ty) 
and affine parameters (all, a12, a21, a22) using, 
X, all a12 T. x 
y1 = a21 a22 7'v y (4.10) 
L1 0011 
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- If bt represents the original block under consideration, bi+l represents 
the block identified at the destination frame after transformation and 
(h, w) the dimensions of the block, then the fitness E can be measured 
as the mean absolute difference (MAD). 
hw 
ýý11 MAD = hw 
1: 1: 1 be (i, j) - bt+i (i, j) () 
i-1 j=1 
. Optimization: Determine the chromosome with minimum error nemi, =n 
where E is minimum. As this represents a pixel in the block, determine all 
the neighbors (NHk) of the pixel, where 1<k<8. 
- For all k, determine the error of matching as in Fitness evaluation. 
- If E(NHk) < E(nemin), then nem, n = Nilk 
4.4.3 Experiments 
In this subsection, the 3D motion model is validated against the same 10 sample 
frame pairs that were used in testing the 2D model. The performance of the model 
is still measured using the metrics of time complexity, relative entropy and PSNR. 
Table 4.2 summarizes the performance of the affine motion model - genetic al. 
gorithm combination for handling deformation. The average PSNR values range 
between the 30dB - 35dB suggests that the quality of motion estimation is high. 
In comparison to the previously proposed motion model, there is a slight increase 
of up to 2dB on some frame pairs. This increase can particularly be noticed on 
datasets 4,5,9 and 10 where the object actually suffered 3D deformation in ad- 
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Video Frame I Frame 2 PSNR (dB) Entropy Time (ruin) 
' 0 00 4 1! 33.39 . 00 0 8.457 
2 32.67 0.000167 6.821 
0 3 32.58 . 000589 7.196 
4 33.12 0.000103 8.705 
5 34.28 0.000089 6.078 
6 32.86 0.000270 8.998 
7 0 7 :3 .2 0.006018 7.602 
8 32.99 0.000055 8.534 
9 32.61 0.000793 6.4840 
10 
__%; 
32.02 0.000713 7.846 
Table 4.2: 3D Deformation Model: Performance Evaluation on Sample Fralne 
Pairs 
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dition to 2D changes. This highlights that the generalized affine parametrization 
improves the quality of motion estimation and provides a more robust solution to 
deformation handling. There is also a significant decrease in the relative entropy 
which illustrates that the reconstruction of the destination frame from the anchor 
is more faithful. The reason to this increase can be attributed to the fact that the 
approximations that were made in reconstruction while using the previous model 
have all been eliminated in the current version therefore leading to more accurate 
reconstructions. It is also interesting to note that the time complexity of the 
model has also decreased by at-least a couple of minutes in most datasets. The 
main reason behind the decrease in the time complexity is that the genetic algo- 
rithm takes much lesser time tuning a combination of affine parameters directly 
than individually. 
4.5 Summary 
A combination of affine motion model with genetic algorithm search scheme has 
been proposed and experiments have proved that the model is robust, efficient 
and accurate. To further affirm the performance of the model on different real 
time datasets, we perform experiments of the model on 6 different video data 
each containing around 40 frames. The averaged performances on each videos 
are measured using time, relative entropy and PSNR metrics and compared to 
the baseline model. The baseline model uses affine parametrization with other 
search schemes on a quad-tree variable block partitioned data. We also compare 
the proposed model against the original block matching model that does not han- 
dle deformation and a rotation invariant model. 
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From Figure 4.4(a), it is very evident that the averaged time complexity of 
the proposed motion estimation mechanism that handles deformation still does 
not match the requirements of real-time. However, with a multi-resolution opti- 
mization approach it might well be possible to improve the time efficiency. The 
results compare well with the quad-tree block matching mechanism with affine 
parametrization. There is a clear advantage in using the proposed strategy for 
deformation handling than an extension to any other variable block partitioning 
scheme with sub-optimal search. The quality of motion estimation is recorded and 
compared in Figure 4.4(b). It can be observed that there is clear improvement in 
the quality of motion estimation when deformation of objects is handled during 
motion estimation. In comparison to the baseline model, there is clear increase of 
about 2dB in the PSNR values. A clear increase in the PSNR values can be noted 
during the progressive improvements in the model from the basic framework to 
the rotation invariant model and finally to the deformation handling model. This 
clearly indicates how useful deformation handling is during motion estimation. 
It is also interesting to note the behavior of the model on specific datasets. In 
particular videos 2 and 3 which represent traffic and underwater turtle sequences 
exhibit a clear improvement in the quality of motion estimation. A very similar 
trend can also be visualized between different models when compared using the 
performance metric of relative entropy as in Figure 4.4(c). The reconstructions 
made from the deformation handling model match closer to the expected outcome 
of the image frame. This highlights the accuracy and robustness of the strategy 
in accomplishing motion estimation. In comparison to the baseline model there 
is a clear improvement in the values of relative entropy. 
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4. DEFORMATION HANDLING 4.5 Summary 
This chapter introduced a novel extension to the genetic algorithm search scheme 
through its combination with affine parametric model to handle deformation. It 
has been proved to improve the accuracy of motion estimation through extensive 
experimentation. We have also demonstrated how the model can handle any form 
of 2D deformation, perspective change clue to camera movement and rotational 
changes of objects in 3D. A series of experiments on real tiino data have been 
used to validate the model and compare against baseline. The main advantages 
of using the affine-genetic algorithm combination for deformation handling is that 
it provides unrestricted solution to real-time deformation. Also, the genetic al- 
gorithm search is moderated to perform parameter optimization during the same 
time thus allowing significant enhancement in performance. Though the model 
has been proved efficient in improving the accuracy of motion estimation and 
providing reliable and robust estimates, it lacks in its capability of achieving the 
same in real-time. In the next chapter, we begin by introducing motion correction 
and conclude by providing a multi-resolution optimization scheme to address the 
time complexity issues raised in this chapter. 
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Motion Correction 
5.1 Introduction 
A number of inadequacies of motion estimation techniques in handling deforma- 
tion and utilizing feature attributes contained within image frames for partition- 
ing have been addressed in the proposed framework and extensions specified in 
previous chapters. However, one of the other limitations of motion estimation 
strategies is motion correction. Motion correction employs methods to improve 
the reliability of motion estimation by correcting wrong motion vectors. 
5.1.1 Motion Correction 
Motion correction is the process of altering the estimated motion characteristics, 
typically the motion vector estimates, in such a way that erroneous motion vectors 
are eliminated. Motion vectors, irrespective of the technique employed during 
estimation, might not correspond to the actual motion in the scene. There are a 
number of reasons that can contribute to this. Some of the reasons are: 
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" Noise: The presence of noise in captured image sequences can be highly 
detrimental to the accuracy of any motion estimation strategy. Noise can 
alter the correctness of motion vectors by altering the matching error dur- 
ing block motion estimation. The main reason for the presence of noise 
poses a threat to motion detection is because the characteristics of noise, or 
unwanted motion, within the scene can be highly similar to that of objects. 
A typical example of noisy data is the motion of falling snow during video 
capture. 
" Illumination Changes: Illumination changes are very common in real-time 
videos. Changing illumination conditions can mislead matching by slighting 
varying the intensity levels of pixels within blocks. Illumination changes are 
a result of changes in the perspective of motion capture or actual changes 
in the lighting conditions of the scene. 
" Local Minima: Search mechanisms are capable of producing matches which 
are restricted by a search window. In the event of large random motion, the 
error estimate obtained through matching can correspond to a local minima 
rather than a global minimum. This leads to incorrect motion vector and 
therefore unreliable motion approximation. 
" Occlusion: Occlusion is said to occur when the visibility of one object is 
covered by another object. Detecting occlusion is critical to attaining sat- 
isfactory accuracy in motion estimation applications, particularly object 
tracking. Occlusion is generally of two types; partial and total occlusion. 
Partial occlusion is said to occur when only parts of one object is covered 
by another object whereas in total occlusion one object remains completely 
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hidden in the presence of another object. Occlusion can be visualized when 
one or more of the events of appearing, disappearing, merging, splitting or 
continuation occurs. During occlusion there is generally incorrect motion 
information or loss of motion information of blocks under consideration. 
Detecting occlusion and practically re-filling incorrect or missing motion 
characteristics is central to applications such as object tracking. 
" Camera Shake or Jitter: Video data captured using hand held or head 
mounted capture devices can introduce noisy movement within image frames. 
This movement can create motion vectors that are unrelated to the scene. 
These undesirable motion estimates are to be removed to obtain increased 
accuracy during reconstruction. 
The main factors that are influenced by incorrect estimates of motion are the 
accuracy, reliability and efficiency of motion estimation. We highlight in what 
ways these factors are important in different applications. 
" Accuracy: Accuracy is critical for motion estimation applications in ob- 
ject tracking, video stabilization, compression, etc. Lack of accuracy can 
produce erroneous trajectories in case of object tracking applications and 
unfaithful reconstructions of target frames in other applications. 
9 Reliability: Reliability refers to the ability of the model to reproduce accu- 
rate results even in the presence of noise and other forms to environmental 
changes during motion capture. 
" Motion Differentiation: The consequence of having a good mechanism of 
120 
5. MOTION CORRECTION 5.2 Techniques for Motion Correction 
motion correction will give the model ability to differentiate between unde- 
sired camera motion or shake against desired object or camera motion. 
5.2 Techniques for Motion Correction 
The correctness of motion estimated through motion vectors is highly influenced 
directly or indirectly by the size of blocks that are chosen. Large blocks are more 
capable of tracking actual motion compared to small blocks and thus are less likely 
to converge to a local minima solution. However, small blocks produce better 
quality and detailed matches in comparison to large ones. Therefore, there is a 
clear need to exploit the advantage of large blocks while preserving the quality and 
detail of the small ones. The other possible mechanism of implementing motion 
correction is through the use of apriori motion information of blocks. Motion 
characteristics of block in the current frame can in modified or approximated 
based on their motion information from previous time stamps. Below, we present 
some of the important techniques for implementing the ideas mentioned above. 
5.2.1 Hierarchical Block Matching 
Hierarchical block matching methods aim to exploit simultaneously the advan- 
tages of large sized and small sized blocks. Any general hierarchical block motion 
estimation technique, utilizes the motion tracking capabilities of large blocks and 
then uses these motion vector estimates as an initialization to search smaller 
blocks. The scheme iterates by starting at a large block size level and progres- 
sively initializing the search of small blocks using the motion vector estimates at 
the higher level (Accame et al., 1995). Though the mechanism clearly presents 
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more accurate motion estimation, it is computationally intensive. A different 
mechanism of improving the time complexity of the hierarchical models have 
been proposed in the literature where three of the important extensions are as 
follows. In the early stages, when the target blocks are large, the corresponding 
motion vectors could be of coarse type. This will allow only a subset of the pos- 
sible motion vectors in the search space to be considered. Although, the initial 
estimates might not be ideal, the algorithm would have the necessary flexibility to 
compensate for this in a few stages. Secondly, the matching criteria used during 
matching can be a sub-sample of the pixels in the large blocks, thus reducing the 
number of pixels that need to be compared. Finally, if the size of the blocks for 
each stage was chosen such that several smaller blocks could fit into one large 
block, then the approximation generated at one stage can be applied to several 
blocks during the subsequent stage, instead of just one (Accame & Giusto, 1995). 
5.2.2 Averaging Filters 
Motion correction can be performed at two levels whilst using filtering techniques. 
The first level deals with correction of motion vectors locally considering a group 
of neighborhood motion characteristics within the same image frame. The second 
level of motion correction using filtering methods uses historical motion vectors 
from previous time stamps to approximate its value at the current time instant 
during motion estimation. It is important to realize the former method does not 
remain valid when variable partitioning methods are used or in circumstances 
where large blocks are compared. There is an increased uncertainty that the 
approximation based on neighborhood information can remain correct. However, 
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using prior information characteristics of blocks will provide innate details on the 
trend of motion of blocks; which in turn will be helpful information to perform 
motion correction. Additional advantages of using prior motion information are 
obtained during the presence of partial or total occlusion. Different types of 
filters can be used for smoothing motion vectors. The moving average filters arc 
popular filtering techniques in the context of motion correction. The moving 
average filter is a simple extension of the averaging filter (Smith, 1997). In using 
a moving average filter, suppose we have t-1 measurements of motion vectors 
RMV, then the average filtered motion vector at time t is Al V using sample size 
J 
MVO = MV_1 + 
17 [AMV - Ai V_, ] (5.1) 
where, MV _1 =jE; _t_J MV 
While calculating the filtered values of motion vectors using this scheme it is 
required for J measurements to have already been made. And that the scheme 
place equal priority on the motion vectors at every previous time stamps. 
5.2.3 Kalman Filters 
Kalman filters are a state-space formulation of any linear dynamical process which 
provides solutions to linear optimal filtering problems. The essence of the scheme 
is generating solution that is recursive in which an estimate of the current state 
is computed from estimates of previous states (Welch & Bishop, 2006). To com- 
pletely understand the working of a Kalman filter, it is important to mathemat- 
ically represent linear dynamical systems. The state of a system is the minimal 
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set of data that can uniquely describe the behavior of a system at any time and 
is required to predict future behavior. To estimate the state of a system, obser- 
vations are used. The relationship between the state and observation that govern 
the state-space model can be summarized using the process and measurement 
equations. Kalman filtering methods have been used within the context of me 
tion estimation. The study by (Ruiz et al., 1997) is a typical example of the use 
of Kalman filtering based technique for motion estimation. 
5.3 Proposed Model 
The proposed extension of the model to accommodate motion correction iterates 
between three stages. The first stage of the process is the generation of mo- 
tion vectors using the vector quantization based block partitioning scheme with 
genetic algorithm search. Motion smoothing is then performed using the pro- 
posed filtering mechanisms. Motion correction is then performed by comparing 
the quality of reconstruction while using smoothed motion vectors against the 
original motion vectors. A detailed algorithm is presented below. 
. Input at a time instant ta frame pair of a video sequence, ff & ff+l where 
1<t<N, where N is total number of frames in the video 
" Image frame ft is initially partitioned into 4 blocks using the vector quan- 
tization algorithm described in the subsection below, Note: Every block 
represents an image region 
" For every block b 
- The centroid (xe, yj of the block is computed 
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-A genetic algorithm as described below is used to accurately match 
the block in the successive frame ft+l 
- If the genetic algorithm accurately matched the block in frame ft to 
frame ft+l (with error = 0), then the motion vector is evaluated as 
(x* - x, y' - y) where (x*, y*) is the estimated transformed centrold of 
the block in frame ft+l 
- If the genetic algorithm returned non-zero matching error then the 
process is repeated by further sub dividing block. 
" The process is terminated either when no further splitting is needed or a 
predefined block size is reached. 
" If the processed frame pair is (ft, ff+l) where t=1, then proceed to next 
frame pair, otherwise if t>1, then run motion correction using any of the 
proposed filter mechanisms specified to generate smoothed motion vectors 
MVO 
" Compute the difference between the original motion vectors AIV and the 
smoothed motion vectors MV H. Adjust the original motion vectors by the 
factor of difference MV p= MV f 
(MV - MVH) 
" Generate Stabilized frames using the original motion vector MV and com- 
pensated motion vectors MV,, tp and represent them as ft+l and ft+", P 
" Deduce the PSNR of the two versions of stabilized frames using, PSNR for 
a gray scale image is defined as: 
10 10910 2552 
HW EH EW 11 ft+i -f om II' 
(5.2) 
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where, (II, W) is the dimensionality of the frames and fe+i and f ,, are 
the intensity components of the original target and the motion compen- 
sated images which will equal ft+l and ft+`l"'p respectively. PSNR values 
generally range between 20dB and 40dB; higher values of PSNR indicate 
better quality of motion estimation. 
" If PSNRCOmP >_ PSNR then use fý+`i"`' as stabilized frame for subsequent 
analysis otherwise use ft+l. 
5.3.1 Motion Vector Filtering 
As mentioned earlier, in the process of motion smoothing we attempt to remove 
unintentional camera motion using a low pass filter mechanism. The work of 
(Chen, 2000) suggested the use of a moving average low pass filter for this process. 
However, since we have proved that more reliable motion vectors can be obtained 
using the proposed motion estimation scheme, it is important that we prioritize 
the states of the system in the order of their time stamps. In other words, the 
motion vectors of more recent frame pairs are considered more important than the 
motion vectors of older frame pairs. In this thesis, we extend the moving average 
filter to an exponentially weighted moving average filter. Low pass filtering is 
obtained by simply convolving the motion vectors with the exponentially weighted 
moving average filter. 
5.3.1.1 Exponentially weighted moving average filter 
The exponentially weighted moving average filter extracts apriori information of 
motion vectors in the order of the availability of information; i. e. recent historical 
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frames have higher weight than others. A detailed pseudo code describing the 
process is as follows. 
" Set the number of frame pairs across which the moving average filter to be 
any scalar J 
" Compute the parameter alpha oc =1 
" Compute the weighting factors for every frame pair between 1 and J as 
w =oc`-1 x(1- a), where, 1<i<J (Use these weighting factors as a 
kernel for the convolution process) 
" Generate a vector of the motion vectors and rotation parameter theta across 
all frames; MV and 0 
" Perform Convolution to generate the smoothed motion vectors, M Vk = 
MV®w and OR =0(&w 
5.3.1.2 Kalman Filter 
A Kalman filter can model through probabilistic estimates any linear dynamic 
stochastic process with linear observations. A 2D Kalman filter can be used to 
predict motion vector of successive frames given the observation or motion vectors 
of the previous frames. An algorithm describing the smoothing process is listed 
below. 
" Initialize the state of the system S using (x, y, dx, dy), where (x, y) is the 
observation Al (i. e. the centroid of the block) and (dx, dy) is the displace- 
ment of the centroid. The values of state can be initialized using the motion 
estimates between the first successive frame pair. 
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. The state of the system S at time instant t+1 and the observation Al at 
time t can be modeled using 
Sc = At, c-ISS-i + N(0, Qt-i) (5.3) 
Aft = Ic, t-iSt + N(O, )e) (5.4) 
. Initialize At+l, c, the state transition matrix from time instant t to t+1 and 
noises Q, R as Gaussian. 
9 Perform the predict and update steps of standard Kalman filter 
- Predict the state of the system ST as 
Sý = At, t-iS7-1 + Gt(M - Bt, t-lAi, t-NSt-i) (5.5) 
- Compute Kalman Gain Gt at any time instant t as 
Gt = Ut Bit-I(Bt, t-iUe Bti_I + Rt)-1 (5.6) 
- where U, =A , e-iUU-1At 
t-i + Qt-i 
- where Ut-i = (I - Gt-iBt, t-i)Ut-i 
" Smooth the estimates of the Kalman filter and present the smoothed out- 
comes as MVO 
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5.3.2 Discussion and Analysis 
In Table 5.1, results of motion estimation performance on 10 sample sequences 
are presented. The results of these samples are measured in terms of the PSNR, 
relative entropy and time complexity measures. The values of PSNR, which re- 
flect the quality of motion estimation, show a steady increase in comparison to 
the results of deformation handling. A similar trend can be observed in the values 
of relative entropy. However, the change in the value of relative entropy is inca- 
surably smaller to that of PSNR. The use of motion correction within the motion 
estimation increases the time complexity of experimentation slightly. There are 
other important observations that can be made from these tests. It could be 
observed in videos 3,6 and 9 that the increase in the PSNR is small and that 
this is mainly because the camera was stationary with reference to the moving 
object. However, in the underwater and wildlife videos such as 4,5,10 and 2 the 
change is much higher. In these videos there was more observable movement of 
the camera with respect to the moving object. This is an important character- 
istic of motion correction. That is, the capability of recognizing camera motion 
through smoothing and filtering can be exploited for stabilization and registra- 
tion purposes. An application using the motion correction mechanism for video 
stabilization is presented in the chapter 7 of this thesis. 
Figure 5.1(a) and Figure 5.1(b) illustrate the smoothing curves of the motion 
vectors in x and y directions. Graph 1 is the plot corresponding to the wildlife 
video sequence. It is clearly visible that the Kalman filter motion approxima- 
tion scheme performs quite efficiently in correcting wrong motion vectors most 
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Video Frame 1 Frame 2 PSNR (dB) Entropy Time (mien) 
000O3 0 1 33.97 . 8 ----- 
8.629 
----- -- - 
2 33.21 0.000113 7.107 
At I 
3 32.86 0.00O564 7.221 
. -?!.. ý.. ý ... ter 
4 33.53 0.000098 8.800 
5 34.62 0.000072 6.153 
Ila; 
6 32.99 0.000244 9.549 
7 30.68 0.005870 7.898 
8 33.35 0.000038 8.762 
9 32.74 0.0O0716 6.621 
10 ýt. t 32.66 O. 000671 8.058 
Table 5.1: Results of motion correction using exponentially weighted moving 
average filter on sample frame pairs 
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Figure 5.1: Smoothing Curves of Kalman and Exponentially Weighted %1ovilig 
Average Filter Techniques on Sample Video Frames 
in frames. The comparative graph corresponds to Hic sniootliiiig curve of the 
exponentially weighted moving average filter and is represented in blue. It is in- 
teresting to observe that this method performs very similar to the Kalman filter 
across most frame pair. However, around frarues 10 - 20 where t, 11('roý is not i(('fl})Ip 
rotatory camera motion changes, this scheme perforrrr, fde(IuftelV better than 
the Kalman filtering approach. 
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5.4 Summary 
The model was further tested on the real-time datasets used in previous chapters. 
The performance characteristics are measured for both the mechanisms of motion 
smoothing, Kalman filtering and Exponentially weighted moving average filter. 
A summary of these results is presented in the graphs in Figure 5.2. 
As witnessed in earlier video samples, from Figure 5.2(b), there is a clear in- 
crease in the PSNR values across all the real-time video datasets. The graph also 
compares the two strategies of Kalman filter and exponentially weighted moving 
average filter based smoothing mechanisms. It has been found that the predic- 
tions of the exponentially weighted moving average filter based motion correction 
performs similar to the Kalman filter based approach except in videos where there 
is rotation motion in the field. The graphs of relative entropy illustrate a trend 
that marginally favors the use of the exponentially weighted moving average fil- 
ter as against the Kalman technique. However, this may not be true for every 
application. Also, there is enough potential to extend the Kalman based motion 
correction scheme to cater to the needs of rotation which would make it reli- 
able, robust and efficient. The time complexity plot of the schemes proves that 
the Kalman filter based approach takes longer in comparison to the exponential 
weighted moving average filter technique. This is mainly because, the Kalman 
filter mechanism is essentially a recursive scheme which takes longer in compari- 
son to an averaging scheme. 
In this chapter of the thesis, we have introduced techniques of motion correction. 
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These schemes allow correcting estimated of motion based on previous observed 
values. This validates the motion estimation process at the current frame and 
increases the reliability of motion estimation. It has also been proved that these 
estimates can be used to handle occlusion if motion vectors at the current frame 
is wrong or unavailable. Two techniques have been suggested, one based on prob- 
abilistic smoothing using Kalman filter and the other based on averaging using all 
exponentially weighted moving average filter. The techniques have been tested 
against a number of different datasets and have been proved to be useful in the 
context of real-time sequences where the camera moves with reference to moving 
objects. The major drawback noticed so far is still the time complexity. In the 
next chapter, a multi-resolution mechanism is suggested as a platform for the 
motion estimation framework that is expected to improve the time complexity 
issue. 
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Optimization 
6.1 Introduction 
In the last several chapters, we have described the capabilities of the motion 
estimation framework to perform highly accurate motion estimation complying 
to deformation and occlusion constraints. The model was proved to be highly 
accurate in terms of its quality of performance. However, the major limitations of 
the model are issues of time complexity and noise variance. Time complexity issue 
deals with optimizing the model to output high accurate results in meaningful 
amounts of time. To improve the computational performance of the proposed 
model, optimization can be performed at a number of levels. These levels Include: 
. Data Representation: The basic level of improving the accuracy of models 
also preserving the time complexity is through representing the data that is 
analyzed in an efficient format. Data that is input to the proposed system is 
video sequences portraying any particular scene of real time object motion. 
These video sequences are analyzed on a frame pair basis. It has been 
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very well established that multi-resolution approaches for image analysis 
can provide an efficient means of optimizing the processing speed of any 
technique. 
" Parameter Tuning: Model parameters are key components to improving the 
accuracy of model and in increasing the ability of models to cater to the 
needs of deformation and motion correction. Though the genetic algorithm 
used in the proposed model optimizes these parameters while performing 
stochastic searching, the bottleneck remains in searching the combination 
of these parameters. A simple solution to improving the computational 
demand of genetic algorithms in searching is through initializing the model 
parameters using sub-optimal mechanisms. 
6.2 Multi-resolution Analysis 
Multi-resolution refers to the simultaneous existence of different resolutions (Clark, 
1976). A multi-resolution model aims at capturing a wide range of levels of detail 
of an image and can in-turn be used to reconstruct any one of those levels on 
demand (Rosenfeld, 1984). An image can be interpreted as a signal composed 
of smooth background and varying details at a higher level of abstraction. The 
distinction between these different layers is determined by the resolution, i. e the 
scale below which different details of the image cannot be visually distinguished. 
A simple mechanism of tuning the resolution can add finer details to coarser 
descriptions providing a better approximation of the original image. Mathemat- 
ically, we can represent the above analysis in the following way. If the resolution 
is represented using A, then the initial level is associated with a=0 is 1 and that 
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Figure 6.1: Example of Multi-resolution on an iiuage 
IV"" 
with any arbitrary resolution A is l. If fa is the iiiiage at, resolution , \, 1114,11 at 
resolution . \+1, 
fa+t = fA + FA (6.1) 
where FA is the details at resolution A. 
Figure 6.1 illustrates an example of multi-resolution oll a saºnple image rr. t (lif- 
ferent levels of resolution. The simplest form of multi-resolution anralvsis t liat can 
he used for image analysis is in the form of hierarchical analysis. According to hi- 
erarchical irrvage analysis, digital images can he stacked in the order of (Iecrei Ling 
spatial resolution thus forming a ))yrarnirial structru"c (Clark, 1976), (Ilrºseuf(Ihl. 
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Figure 6.2: Resolution Pyramid Structure 
1984). Lower resolution images that He ill the higher regions of t1 lwraºiºid will 
take corrrputatiorrally less exl)errse than images at higher rr , r, lut ioii that . ºrre ati 
part of lower end of the pyrarnicl. Figure 6.2(a) illustrates the geii ral stru("ture 
of as pyramid and Figure 6.2(b), the example pyramid structiir of a sample image. 
6.3 Scale Space Theory 
The format for representing linage data is as critical as the alt; cºritluu (iiO5 ºº tOr 
implementation. A digital image is initially cixcºxlecl ms raw ]pixel intensities. Al- 
ternatively, in recent years frequency domain represellta. tiou of image is I econling 
increwsingly popular. This sch eine of r(1)rescººGº. ticººº works appropriate in s iiie 
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applications but not in others. Scale Space representation of images deals with 
representing images in such a way that the spatial-frequency localizations are 
simultaneously preserved (Lindeberg, 1994b). This is achieved by decomposing 
images into a set of spatial-frequency component images. Scale space theory, 
therefore, deals with handling image structures at different scale such that the 
original image can be embedded into a one-parameter family of derived coinpo- 
nent images thereby allowing fine-scale structures to be successively suppressed 
(Lindeberg, 1994a). 
Mathematically, to accomplish the above, a simple operation of convolution can 
be used. However, it is important to note that the overhead of using the con- 
volution operator is kept low. For any given image I (x, y), its linear scale space 
representation is composed of components L, 9 (x, y) defined as it convolution op- 
erator of the image I (x, y) and a Gaussian kernel of the form: 
G,, (x, y) = 2ý1 
r2 u2 
ý7 
e (6.2) 
, such that 
L, 9 (x, y) = Gig (x, y) *I (x, (6.3) 
where d9 = a2 is the variance of the Gaussian. 
In effect of scale space theory, the outcome is a blur or smoothing of image 
features across images. Such methods have been popularly used within the do- 
main of tracking as in (Bretzner & Lindeberg, 1997). This effect can not alone be 
created using a Gaussian kernel (Olkkonen & Pesola, 199G) but with any other 
forms of filters including Laplacian (Ho & Gerig, 2003), Wavelet (Wu ct al., 2003) 
etc. 
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d 
Figure 6.3: Example of Scale Space on an image. 
Figure 6.3 illustrates a sample image on different scale levels. As it can he 
clearly observed the amount of relevant visible information that genertllly c"crr- 
responds to the main object of interest continues to remain on various scales. 
However, noise and other undesired information from the background tends to 
be smoothened out across various scales. The main advantages of the scale space 
theory being applied to the proposed model are that it, will remove noise and 
provide rough estimates of matching in lower time constraints. 
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6.4 Parameter Initialization 
Parameter Initialization is a process of initializing different parameters of the 
motion model using sub-optimal techniques prior to using the genetic algorithm 
search scheme for matching corresponding blocks. There are different motion 
model parameters including translation, rotation, scaling and shear parameters. 
In this section, the phase correlation and log-polar transform techniques of ini- 
tializing different motion parameters is demonstrated. 
6.4.1 Phase Correlation 
The phase correlation technique is a frequency domain approach to determine 
the translative movement between two consecutive images. Phase correlation 
was initially proposed as a mechanism of compensating translative movements in 
image alignment problems (Kuglin & Hines, 1975). In recent years, a number of 
different techniques have proposed the use of phase correlation for other video 
applications including disparity analysis (Jenkin & Jepson, 1089), registration 
(Huang et at., 2005), motion estimation (Fleet & Jepson, 1990), (Argyriou & 
Vlachos, 2006a), object tracking (Sasaki et at., 2000) etc. (Liang, 2000) employ 
phase correlation methods for motion estimation. In a similar study by (LI et al., 
2004), robust affine motion estimation is proposed. This mechanism provides 
additional allowance for rotational changes of motion whilst estimation. A sim- 
ple algorithm illustrating the process of determining an approximate translative 
motion characteristics between two images is as follows. 
. Consider two consecutive images frames of a video sequence f and fe+l 
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" Apply a window function to remove edge effects from the images 
" Apply a 2D Fourier transform to the images and produce F= 'If (ft) and 
Fe+i = IF(ft+i) 
" Compute the complex conjugate of Ft+l, multiply the Fourier transforms 
element-wise and normalize to produce a normalized cross power spectrum 
NPS using 
NPS = 
F, F, +' (6.9) 
FtFi+il 
" Apply inverse Fourier transform on the normalized power spectrum to ob- 
tain PS = i-1(NPS); where 0-1 is the inverse Fourier operator. 
9 Determine the peak as the the translative co-ordinates using 
(Ox, Ay) = argmax(f'S) (6.5) 
Figure 6.4(a) and Figure 6.4(b) shows frame 1 and frame 2 of the original 
sequence respectively. Figure 6.4(c) illustrates the result of translative motion 
detection using phase correlation. 
The advantage of the using the phase correlation scheme to initialize the 
translation parameters of the genetic algorithm will be to reduce the time coin- 
plexity tremendously. A general method of determining the appropriate pararne- 
ters of motion is done by varying every parameter independently and combining 
their effect at every translative location. However, when this translative loca- 
tion is roughly known through this analysis, the genetic algorithm can optimize 
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Iiiiages 
the other motion parameters around the region specified by phjuse 
Though, this gives a time advantage, the accuracy ººf phase evnrrelaticnº to be 
used independently against genetic algorithm is not, feasible due tº, accºu"ºu"y 1LnCI 
reliability issues. 
6.4.2 Log-Polar Transforms 
The log-polar transform is a conformal mapping of points oil c'artesiall plant' to 
points oll the log-polar plane (Traver & Pla, 2003). The t ralltiforillat iou cau ac- 
coIllIllodate all arbitrary rotations and a range of scale ('l1}1.11ges. If all llllajg(' tr71. Illl' 
in the cartesian plan is represented using f (x, y), then the log polar transforul of 
the block image with origin 0 at location (x0, y,, ) is 
. f'(0,0) = 
fe(r, : y) (6. (; ) 
where, 
V, = Mlog(r + a), M, a is any constant 
X. )2 + (y - ýo)l and 
tai 1 +" 
2-xo 
143 
6. OPTIMIZATION 6.4 Parameter Initialization 
The log-polar transform maps the image onto the surface of a cylinder. The 
log polar transform is particularly useful in circumstances where there is scale and 
rotational changes present between two images (Petersand et al., 1996). Scale and 
Rotation detection can be a complicated task in the cartesian coordinate system. 
However, changes in scale and rotation can be measured as translational in the 
log-polar domain. For example, consider two image Il and I2 and their corre- 
sponding polar equivalents I P1 and I P2. If 12 happens to be a rotated version 
of Il, then IP2 will be a circularly shifted version of II'1. Therefore a simple 
translation detection scheme typically through phase correlation will be able to 
detect the change in scale and rotation. 
Figure 6.5(a) and Figure 6.5(b) illustrates an original sample image and the 
rotated sample image respectively. Figure 6.5(c) and Figure 6.5(d) are the cor- 
responding log polar images. Figure 6.6 depicts the phase correlation of the log 
polar images showing the translative estimates. This translative estimated in the 
x and y directions correspond to the scale and rotational changes. Log-polar 
transform techniques have been used in different applications. (Turiley & Young, 
1994), (Traver & Pla, 2002) propose the use of log-polar transform for motion 
estimation purposes. While (Tunley & Young, 1994) use log-polar images for 
optic flow estimation, (Traver & Pla, 2002) have successfully demonstrated how 
the scheme can effectively be used for separating the regions of the foreground as 
against the background. In a study by (Zhu et al., 2004), log polar transform has 
been used in conjunction with dynamic template matching methods for robust 
tracking. The authors have demonstrated extensive results on live video capture 
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Figure 6.5: Original and Log Polar Transfortiied Images 
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and have analyzed the adequacies and limitations of the model. It limn heeu r('- 
ported that the use of log-polar transform ails compensation of rotat i( teal and 
scale changes in a much simple fashion. However, the modlel waº. s not found ex- 
1ºaustive as some of the complex distortions could ººot, be hfu(llNNl by Hie Iºropo. se(I 
rnoriel. Some of the other important applications of log-polar t, ratºsftºrnºtrt. iom in 
video applications fall into domains of registration (Wolherg & Zokai, 20(n)) and 
pattern recognition (Wilson & Hodgson, 1992), (Son ct (d., 2004). 111 tlºr (Tontext, 
of the proposed framework, it will he possible to use these I1iefltiturt'tu('tºis ms it 
initialization to the genetic algorithm during block search. 
6.5 Optimized Framework 
The proposed optimization framework consists of a nºuººher of (105(1V jilt egi-iii, ed 
modules. The first module deals with the selection of an operating resolut ion and 
scale using performance based feedback. The second ºnodiºlº' deals with preparing 
the data in accordance to the scale and resolution sel(CtP I froºu tlººý iººit ial plººuti(. 
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Finally, motion estimation is performed at the selected level of optimization using 
initialized parameters. The proposed optimization model combines a performance 
feedback mechanism with the scale space pyramid model for automated selection 
of resolution and scale in multi-resolution during motion e timation. The pro- 
posed model also initializes the translation, rotation and scale parameters using 
the log-polar and phase correlation combinations. A detailed algorithm that de- 
scribes the process is as follows. 
" Initialize the resolutions ail: qj to [0,1,2, ..., q] and scales t0(l: qJ to (112,3, ..., q+ 
1] for any value of q (4 chosen for this experiment). 
" Select the median of resolutions as the initial starting resolution and scale. 
The median is 2 in our experiments and the chosen values of (A, , J) are (2,3) 
" Input at any time instant t, two successive frame pairs of a video sequence, 
(fe, ft+l). 
. Re-sample the images ft and f f+l into the selected resolution using bi-cubic 
interpolation 
" Convolve the image at selected scale (in matching positions with the reso- 
lution) with a Gaussian kernel to obtain a filtered output (Go * fl, GB * Ij+j) 
Perform Motion Estimation of these input images at this scale-resolution 
using the motion estimation algorithm specified in earlier chapters and re- 
construct the target frame using the estimated motion parameters. 
" Evaluate the performance of the model using the metrics: PSNR, Entropy 
and Time 
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" If the frame pair processed is (fe, ft+l) at t=1 then automatically slicte 
up to a higher resolution and repeat process by incrementing t. Otherwise, 
if t>1 then if PSNRt > PSNRt_1 then slide down to lower resolution - 
scale otherwise slide up to higher resolution - scale combination. 
" Repeat the process for all frame pairs 
6.5.1 Experiments 
In this section of the chapter we illustrate results of the proposed optimization 
scheme applied to motion estimation on 10 different sample real-time image frame 
pairs. The results have been summarized into Table 6.1. The performance of the 
model is compares using the metrics of PSNR, relative entropy and time. The 
values of PSNR are ranged between 30 - 34dB proving the high quality of motion 
estimation. There is also variable decrease and increase in the values of PSNR and 
relative entropy. The main reason behind this is that the experiments have been 
performed at the median resolution and scale without the performance feedback 
because of the analysis on a single frame pair. In some frame pairs, as it can be 
seen, there is an increase in PSNR and decrease in relative entropy that proves the 
high quality of motion estimation and otherwise on other frame pairs. In frame 
pairs where there is an increase in the model performance, the reason behind that 
is a consequence of the use of scale space model that suppresses the effect of noise 
in the frame pairs during motion estimation. Finally, the time complexity of the 
model depicts a high change on most frame samples. This completely implies the 
effectiveness of the optimization mechanism proposed in this chapter. However, 
there can be a slight increase on the time complexity depending on the operating 
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resolution and scale selected during performance feedback. 
6.5.2 Discussion and Analysis 
It is clear from initial experimentation that there is enough scope for improve- 
ment in time complexity when the proposed scale space pyramid model is used 
in conjunction with the motion estimation strategy. However, just to put the im- 
provements in perspective of the model development stages, we present different 
pie charts as describe in Figure 6.7. Time complexity has remained one of the 
primary issues in the proposed model. To clearly quantify the time taken for euch 
process as against their importance in high quality motion estimation, we present 
a number of pie charts that depict the percentage of time that each process takes 
during motion estimation. These charts will allow identifying the bottlenecks in 
the proposed scheme and put into perspective the importance of the proposed 
model. Any block based motion estimation task is subdivided into processes in- 
eluding partitioning, searching, reconstruction and performance evaluation. In 
Figure 6.7(a) and Figure 6.7(b), the fixed size block matching is analyzed. Ac- 
cording to our observations, the least time is consumed by the partitioning scheme 
which divides the image into blocks of fixed size (i. e. 9% the total time taken for 
motion estimation), whilst the time taken for the search scheme is the highest at 
around 64%. The reconstruction and the performance evaluation stages of the 
process consume 18% and 9% respectively. The overall time that this procedure 
takes to accomplish motion estimation in real time per frame pair is in the order 
of seconds. It is clear that the time taken for search could vary depending on 
the search mechanism. The comparative chart of fixed block estimation scheme 
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Video Frame I Frame 2 PSNR (dB) Entropy Time (minn) 
1 34.07 0.000037 3.4879 
OL 
2 33.36 0.000141 3.9597 
RW Tw 1. 
3 r 33.15 0.000562 4.6091 
4 .... 33.92 0.000095 3.6910 
5 º,, ý. + 
- 
34.78 0.000072 4.1340 
-I q, 1 
6 33.28 0.000240 3.1826 
7 31.46 0.005810 4.1911 
"1 41 
8 33.80 0.000038 4.5845 
9 32.84 0.0007160 3.2432 
10, r 
10 1 `ý: f 32.8 9 0.000670 4.1682 
Table 6.1: Results of Model Optimization on Sample Frame Pairs 
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depicts the time distribution for motion estimation using genetic algorithm fks 
the search methodology. The overall time taken by the scheme still remains in 
the order of seconds with the distribution of time taking a similar trend as the 
former. The variable block matching methods arc compared in the next set of 
graphs. The Figure 6.7(c) illustrates the time taken for variable block division, 
searching, reconstruction and performance evaluation. The proportion of time 
taken by the reconstruction and performance evaluation plimes remain unaltered 
from fixed sized methods, however, the time for partitioning taken by variable 
methods is considerable and is about 27% for the quad-tree scheme and 31% 
for the vector quantization as in Figure 6.7(d). Though the vector quantization 
process marginally takes more time than quad-tree for division, the division is 
"intelligent" taking into consideration all the features contained within the linage. 
When the overall times taken by the two approaches are compared, it is evident 
that the additional time taken by vector quantization for block partitioning is 
compensated for by the searching mechanism. This is because, in a lesser num- 
ber of searches most of the motion estimation is accomplished compared to the 
quad-tree scheme. It is also important to realize at this stage that the genetic 
algorithm search produces comparable time estimates to that of the traditional 
methods but provides the advantages of producing optimal search results in rut 
unrestricted space. The overall process time for the variable matching methods 
was found to be in the order of two minutes. 
The graphs in Figure 6.7(e) and Figure 6.7(f) compare the time taken by pro- 
cesses that accomplish deformation invariance using block matching. The Fig- 
ure 6.7(e) displays the proportion of time that a quad-tree based scheme working 
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abc 
Figure 6.8: Time Complexity Comparison pof Proposed Models 
along side a sub-optimal search scheine would take in accomplishing motion (. s- 
timation. These times will be divided into the time taken for partitioning the 
image into blocks combined with the tine taken for c milºiºting affinee putrutlile- 
ters and the time for searching. However, in the proposed model Figure (5.7(f), 
the time taken by the genetic algorithm search combines t het iºue taken for lllim. 
parametrization and search. This improves on the efficiency of ºuot ion ('SI inºiºtioºi 
in catering for the needs of deformation. It hati also hc'c'u observed that t lie overall 
time difference between the proposed technique, including deformation handling 
and the traditional quad-tree scheine with alhne parametrization, is in Hic order 
of a few ºninutes. This proves that the use of genetic algorit. hºu as a search and 
optimization procedure is advantageous over ºº. Sub-c, lºtiºnal search scheme with 
regularized affine parametrization. 
Figure 6.8 highlights the time distribution of different proýl>svd tecimiques 
such as the clefortnation invariant model, motion estimation model Willi motion 
correction and the optimized scale space nlo(Iº'l_ Tue increitse in the t iiii taken 
by the proposed technique including motion c"orrect. icºtº is over W% (lel)Pi(liug 
on the clataset.. The effectiveness of the prulºcne(1 scheme is brought tu light 
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with the inclusion of the multi-resolution framework. It is interesting to note 
that the distribution resembles the original block matching framework including 
vector quantization partitioning and genetic algorithm search but also provides 
deformation handling and motion correction capabilities. The overall time taken 
by the optimized version was observed to be comparable to the initial framework 
or sometimes lesser in the order of few minutes. These charts have proved that the 
use of each process has increased the accuracy of the system, thereby making the 
system more reliable for motion estimation and that the use of genetic algorithms 
within the context of motion estimation is not detrimental to the efficiency but 
actually the opposite. 
6.6 Performance Summary 
In this section we summarize the performance of the model through some experi- 
mentation on real time video datasets. We have analyzed 6 videos each containing 
about 40 frames each. The performances are measure through the metrics of time 
complexity, PSNR and relative entropy. Time is measured as the total average 
runtime taken for motion estimation between successive frame pairs. They have 
been measured on an Intel Pentium 4 machine running Matlab 7 service pack 
2. The results of the model with optimization is compared to the model without 
optimization. We can see a considerable amount of decrease in the time taken per 
frame pair between Figure6.9(b) and Figurc6.9(a). This highlights the potential 
of employing such an optimization procedure for motion estimation in real time. 
Figure6.9(d) and Figure6.9(c) compares the PSNR values of the proposed model 
that includes optimization to the model without it. It is evident that the quality 
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Figure 6.9: Performance Evaluation on Video Dtct inset s 
of motion estimation is increased when the scale space based ol)tiuiizat. ioii lýroce- 
dure is used. The main reason for this the fact, that while operating at differcill. 
scales, the variation due to presence of noise if elinnllated, thils improving the 
quality of motion estimation. 
In this section of the thesis we have finally answered the yuestiºýu of tiiuº' º"Oni- 
plexity issues of the model. Though the reflected time coºººplcexity lllen. sllrer uuts 
are in the order of minutes, we presume that with relevaººt, coole optitnizat ion and 
programming in languages such as C or C++ will ºº ake the ºuuºlel available to 
real time applications. In the following chapter a uºuºº1ººr of (litte' nqut. rvrcl Iiim. 
application illustrating the model will he described. 
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Chapter 7 
Applications 
7.1 Applications of Motion Estimation 
Video data obtained from compact motion capture devices such as hand-held, 
head mounted cameras etc., has gained significant attention in recent years. There 
are several reasons that contribute to the success of these motion capture devices, 
for example: ease of use, availability at real time for immediate video capture, 
increased research focusing on user based high level video analysis, etc. As a 
consequence of increased usage of these devices, it has become important for 
the research community to provide more reliable and efficient video enhancement 
technology. One of the primary areas of interest within computer vision is mo- 
tion analysis. Motion analysis forms a critical part of several different applications 
including indexing, stabilization, tracking, registration, etc. Motion estimation 
forms an integral part of any motion analysis mechanism. In this chapter of the 
thesis, we highlight different areas of application of the proposed motion estima- 
tion technology. In particular, we discuss, video stabilization, object tracking and 
156 
7. APPLICATIONS 7.2 Video Stabilization 
low level video indexing applications. 
7.2 Video Stabilization 
Video stabilization, as the name suggests, deals with generating stabilized video 
sequences by removing unwanted shakes and camera motion (Yang ct al., 2006). 
Motion estimation forms an integral part of any video stabilization algorithm 
(Chen, 2000). As it can be derived from the literature most video stabilization 
algorithms are inadequate under the circumstances of. 
" The motion estimation mechanism not providing reliable estimates of local 
and global motion characteristics (Pocliec, 1995), 
" The motion estimation algorithm being incapable of Dandling large and 
quick movements between frame pairs. 
A number of methods have been proposed in the literature for accornplisliing 
video stabilization. However, the accuracy of motion estimation is a key to the 
performance of video stabilization. (Matsushita et al., 2005) propose a combinnr 
tion of motion inpainting and deblurring techniques to accomplish robust video 
stabilization. Though the authors have claimed to have achieved significantly inº- 
proved results, the model still heavily relies on an error prone motion estimation 
mechanism. The authors also acknowledge that the model is susceptible to failure 
under circumstances of large and quick motion changes to objects in the sequence. 
Several other research contributions have been made to video stabilization includ- 
ing, probabilistic methods (Litvin et al., 2003), (Yang et al., 2006), model biased 
methods, etc. Methods such as (Hansen et al., 199-1), (Yao et al., 1995), (Zucker 
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& de Sam Lazaro, 1993), (Uornori et al., 1990), propose to combine global motion 
estimation with filtering to remove motion artifacts from video sequences. These 
schemes perform efficiently only under restricted conditions and are again limited 
by the efficiency of the global motion estimation methodology. (Ratakotula, 1998) 
have used an integral matching mechanism for compensating movement between 
frames. Though the method is simple and easy to use, the performance of the 
mechanism is rather limited and cannot deal with any complex motion charac- 
teristics. (Chen, 2000) propose a3 stage video stabilization algorithm based on 
motion estimation. The process includes motion estimation for computing local 
and global motion parameters, motion smoothing for removing abrupt motion 
changes between subsequent frame pairs and finally a motion correction method- 
ology for stabilization. However, the authors demonstrate their results on a fixed 
block motion estimation strategy. In this thesis, we propose an extension to this 
framework proposed by (Chen, 2000) as detailed in the subsection below. 
7.2.1 Model Description 
The video stabilization model proposed functions in 3 distinct phases. In phase 1, 
a robust strategy for translational and rotational motion estimation is performed. 
The motion estimation scheme combines a vector quantization based block par- 
titioning scheme with a genetic algorithm based search. In phase 2, a motion 
smoothing mechanism is applied to the estimated motion from phase 1. This 
smoothing algorithm attempts to preserve slow variational motion vectors which 
ideally would relate to intentional camera motion as against large variational 
motion vectors that would correspond to unintentional camera motion. This is 
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typically achieved by filtering the high frequency motion vector components by 
running a low pass filter. Finally in phase 3, we perform motion correction to 
obtain the stabilized video based on a performance feedback. A detailed overview 
of the proposed model in the form of a pseudo code is as follows. 
" Input at a time instant t two successive franse pairs of a video sequence, 
(fe, fe+l) where 1<t<N, where N is total number of frames in the video 
" Image frame ft is initially partitioned into 4 blocks using the vector quan- 
tization algorithm described in the subsection below, Note: Every block 
represents an image region 
9 For every block b 
- The centroid (xc, yc) of the block is computed 
-A genetic algorithm as described below is used to accurately match 
the block in the successive frame f t+i 
- If the genetic algorithm accurately matched the block in frame f, to 
frame fe+i (with error = 0), then the motion vector is evaluated as 
(x* - x, y* - y) where (x*, y*) is the estimated transformed centroid of 
the block in frame f f+l 
- If the genetic algorithm returned non-zero matching error then the 
process is repeated by further sub dividing block. 
" The process is terminated either when no further splitting is needed or a 
predefined block size is reached. 
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. If the processed frame pair is (fi, ft+l) where t=1, then proceed to next 
frame pair, otherwise if t>1, then run motion correction using any of the 
proposed filter mechanisms specified to generate smoothed motion vectors 
MVN 
" Compute the difference between the original motion vectors MV and the 
smoothed motion vectors MVN adjust the original motion vectors by the 
factor of difference MV p= MV ± (AMV - Af Vj) 
" Generate Stabilized frames using the original motion vector AI V and coin- 
pensated motion vectors A1,,,,, and represent them as ff+, and fg*+; ^r 
9 Deduce the PSNR of the two versions of stabilized frames using, PSNR for 
a gray scale image is defined as: 
PSNR = 10 loglo (7.1) 
ti`'tý 
2552 
EH EIV life+i - fc.; ý., 
where, (H, 6V) is the dimensionality of the frames and ft+l and fomp are 
the intensity components of the original target and the motion compen- 
sated images which will equal ft* ., l and 
fi+ro"`" respectively. PSNR values 
generally range between 20dB and 40dB; higher values of PSNR Indicate 
better quality of motion estimation. 
" If PSNR,,,, p > PSNR then use ft+"p as stabilized frone for subsequent 
analysis otherwise use f t+1. 
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7.2.2 Motion Estimation 
The motion estimation process iterates between phases of block partitioning based 
on vector quantization and block search using genetic algorithms. For the block 
partitioning phase, we start by using vector quantization to provide the block 
matching scheme with the position of partitioning as described in chapter 3 of 
this thesis. According to this scheme, the centers of the 4 block of the image re- 
gion are initialized and an iterative clustering scheme is employed using featüres 
and distance attributes. In this way, instead of blindly dividing the image into 
quad-tree structure without using relevant image information, it more intelligent 
partition is obtained. Further to partitioning the image frame in blocks, a ge- 
netic algorithm based block matching algorithm described in chapter 3 is used to 
match the centroid of any block from the partitioned structure of current frame 
to its successive frame. The translational and rotational motion parameters arc 
extracted using the affine model described in chapter 4 of the thesis. The major 
advantages of the genetic algorithm search is that, it searches in an unrestricted 
search window, performs parameter optimization at the same time as stochastic 
searching and finally produces accurate optimal solutions (E - 0) . 
7.2.3 Motion Smoothing 
Motion smoothing can be performed using low pass filters, as discussed in chapter 
5. It is important to realize that motion smoothing removes unwanted shake or 
jitter in motion vectors caused by sudden movements or changes to the capture 
devices. Filtering can be performed using different forms of filter as discussed 
earlier. For this application, we employ the exponentially weighted moving aver- 
161 
7. APPLICATIONS 7.2 Video Stabilization 
age filter and Kalman filter based estimates to smooth the motion vectors. The 
idea behind the exponentially weighted moving average filter and Kalman filter 
schemes is to average the motion estimate of the current state using a prioritized 
combination of prior state estimates. The detailed algorithms of these techniques 
have already been discussed in chapter 5 of this thesis. Once smoothed motion 
vectors are obtained, then a motion correction scheme is utilized to apply chitugcs 
to the reconstruction. 
7.2.4 Experiments 
In this thesis, we have used a number of datasets from real-time videos collected 
using a hand held camera. We compare the performance of proposed video stabi. 
lization model against the fixed block matching motion estimation bnseci bn. seliIle 
model (Chen, 2000). Here, in this section, we present some sample results of the 
stabilization task on wildlife videos taken at a zoological park. Performance of 
the video stabilization scheme can be visually evaluated or quantitatively Inca- 
sured through plots such as in Figure 5.1. Visual evaluation involves assessing the 
effect of blur created in the original sequence and after stabilization. The tunount 
of blur should appear significantly reduced after stabilization. We provide some 
sample frames illustrating the quality of video stabilization. 
Figure 7.1 and Figure 7.2 compare the video stabilization quality of the base- 
line model versus the proposed model. As we can visualize there is quite a in- 
creased quality in the stabilized version of the proposed model in comparison to 
the stabilized version of the base model. The motion correction scheme using the 
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Baseline Model 
Unstabilized Frame Stabilized Frame 
Figure 7.1: Performance of Kalman Filter Smoothing on Vic1(() Siruijrlvv ('Iip 
Kalrnan filter was sufficient to smooth the motion vector correctly. The reacscnº 
to this is because, the changes observed in the capture wa. ti linear. 
Similarly in Figure 7.3 and Figure 7.4, we compare the quality of video s(al)i- 
lization using another sample clip from the same wildlife video. The rnoveni vut 
of the camera in this sequence was more abrupt and random iu direct. ions. \Vc 
observed that the proposed model using Kalman filter could uot, liýincil(' tIIPPS(' 
changes well and as well generate a good quality stabilized output. I lowever, t lic 
motion correction mechanism using the exponentially weighted ºuovilig average, 
filter could produce rauch better results. 
The results presented above bring to light Some of the ºua. jor c 1ºýº. r. º. ý t rißt iý 
advantages of the proposed model. The main reason for the better performance of 
the proposed model is that the quality of motion estimation has been drastically 
improved by using the combination of vector quaitiZatioii brk$c(i block partition- 
163 
7. APPLICATIONS 7.2 Video Stabilization 
Proposed Model 
Unstabilized Frame Stabilized Frame 
Figure 7.2: Performance of Exponentially Weighted Moving Average Filtcr Mic, - 
tion Smoothing on Video Sample Clip 
R isclinp Model 
Figure 7.3: Original Video Sample Clip and Kalrrºau out, ý u t. 
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Unstabilized Frame Stabilized Frame 
Figure 7.4: Kalman Output Compared to Moving Average Filter out put. 
ing methods with genetic algorithm searching. Also, we would likº' to highlight 
that the model is now capable of handling quick moving and large (lispliuvin(. 11t 
motion. We have also presented an algorithmic framework that extends the trans- 
lation notion model for video stabilization to a rotational motion ºuOdd using 
affine parametrization. 
7.2.5 Discussion and Analysis 
In this section we highlight some of the experiments perfornwd on different, video 
datasets. We have tested the model on 4 datasets from different domains iiwltu1- 
ing wildlife and tourism videos. Some sample frames of these videos compared 
against the original video are presented. 
There has been a clear improvement in the quality of vi(leO Stabilization whets 
using the proposed framework. However, there are a some 
limitations 
on tIi 
model. First, when the motion observed is complex, combining of linear and non- 
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1 I) 
C (i 
Figure 7.5: Stabilization Outputs on Different Video Dat. mset. s 
linear transformations decreases the efficiency of the model. Second, When Ifl(d iOn 
videos are capture using hand held cameras in real-tim' there is a notic('al)Ie 
amount of pan, tilt and zoom changes. Identifying differences between )Iuwautecl 
shake or jitter amidst these desirable changes in capture proves to be complicated. 
Finally, the time complexity of the scherne still is the order of a few iruinutes which 
makes it unrealistic for real-time applications. However, we realize that, the code 
has been developed in Matlab and not been very well optimized for performance. 
In the context of a better implementation on programming languages such ns C 
or C++, real time efficiency can be expected. 
7.3 Object Tracking 
Object tracking is a key area in computer vision aitue(l itt, (l(t('(1t iiig t lu, j) Sit, icºII 
of a moving object in a video sequence. Object tracking methods monitor the 
objects spatial and temporal transformation of a given llllag(e S((jlU. ur(ý (YiIIIII r 
166 
7. APPLICATIONS 7.3 Object Tracking 
et al., 2006). Object tracking techniques are distinguished on three main char- 
acteristics such as data dimensionality (2D or 3D tracking), motion properties 
and number of targets (Single/Multiple object tracking). 2D tracking monitors 
an object's spatial-temporal transformations in two dimensions, while 3D object 
tracking methods monitor these transformations in three ditiicnnsions. Object 
tracking is performed at various levels when classified according to motion prop- 
erties (Wang et al., 2000). These include: capture device remains static, with 
the object in motion; capture device in motion, with the object remaining either 
stationary or in motion. Finally, single object tracking procedures involve do- 
tecting and tracking a single object of interest in a video sequence and multiple 
object tracking problems involves tracking simultaneously, a multiple selection 
of objects in a video sequence. One of the most important reasons for object 
tracking remaining an active area of research is not only because tracking occurs 
in these many forms but also in logical combinations of the aforementioned forms. 
Autonomous tracking and motion estimation are key components irr a large num- 
ber of applications and much research effort has been spent addressing these 
issues. One of the key difficulties with algorithm development in the field of 
object tracking is to develop general and robust solutions . There are several 
reasons that contribute to this (Yilinaz et al., 2006). First, it is crucial to define 
the object to be detected or tracked very rigidly. This process is not trivial, par- 
ticularly if a few visual features are available that best describe the object. In 
addition, it is difficult to define an object with only these features. However, if too 
many features are available then it is required to have algorithms that efficiently 
combine these extracted features in a cost effective manner. Other application 
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specific problems could include: size of objects (too small objects may be difficult 
to identify, too big objects may face occlusion problems), poor video resolution, 
presence of noise and clutter and finally uncertainty in object motion. In recent 
years most research is spent in developing robust tracking methodologies that 
handle the problems stated above. A number of different strategies have been 
proposed within this context. In this thesis, we present an object tracking sdienne 
that uses the proposed motion estimation framework for reliable and efficiency 
tracking. We have tested the model against object tracking applications in areas 
of general visual tracking and medical imaging. In the area of general visual 
tracking, videos from hand-held cameras picturing moving cars, people and other 
real time objects are analyzed. These videos group a number of diallenges Includ- 
ing, occlusion, deformation, changing environmental conditions etc. The seeoral 
area of object tracking applications that is analyzed is in medical imaging. A 
brief introduction to the problem is presented in the subsection below. 
7.3.1 Medical Imaging 
Tracking has been applied to medical imaging in a number of different ways. One 
particularly important application that has been gaining significant importance 
in the last several years is in the area of vesicle tracking (Bray, 2002). Vesicles 
are small particles within cells. These particles govern the transport of Cargo 
between different compartments (Ghosh & Webb, 1994). The regulation of cargo 
trafficking between intracellular compartments is central to the control of many 
cellular processes. Therefore deducing this motion is critical in understanding 
the molecular basis of movements of these particles which would present further 
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insight to drug discovery etc (Suzuki & Kono, 1980), (Tseng et al., 2002). Rapid 
sub-second imaging shows that green fluorophore tagged vesicles exhibited two 
types of movement, firstly rapid vibrations around a point and linear movements. 
Motion analysis of this nature has been particularly used to understand low 
insulin causes translocation to the cell surface. It is essential to develop methods 
by which we can accurately track and measure the speed and directionality of 
vesicles, and their fluorescent intensity, under a variety of conditions. Particle 
tracking has been used recently in a number of contexts. These include, but arc 
not limited to: 
'Racking and analyzing bacterial motion (Soni et at., 2003) 
" Analysis of non homogeneous spatial distribution of cytoskeleton polymers 
such as F-actin, microtubules, and intermediate filament and their auxiliary 
proteins by tracking microsplieres (Tseng et al., 2002) 
" Protein or lipid tracking (Vrljic et at., 2004) 
" Tracking single chromaffin granules beneath the plasma membrano in three 
dimensions (Qian, 2000) 
" Determining the relation between the degree of spatial heterogeneity and 
the mechanical properties of cross-linked actin filament networks (Tscng ýt 
Wirtz, 2001). 
In this section of the chapter, we present an application of the object tracking 
algorithm based on block motion estimation for vesicle tracking. 
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7.3.1.1 Model Description 
To accomplish object tracking based on the proposed model framework, motion 
estimation is performed to determine the motion vectors of the different blocks. 
A clustering mechanism is then used to combine blocks sharing similar motion 
characteristics and feature characteristics. Each of these group of blocks consti- 
tute an object of interest in the scene. This mechanism is then repeated across 
different frame pairs thus producing a trajectory for the movement of blocks. An 
algorithmic illustration of this process is presented below. 
9 Repeat for every frame pair of the video sequence 
" Input two successive frame pairs (ft, , 
ft+i) at any time instant t 
" Perform motion estimation using the proposed framework with deformation 
handling as proposed in chapter 3. 
" Generate Motion Vectors AfV for every block b 
" Perform motion filtering and smoothing based on Kalman filtering as pro- 
posed in chapter 5 of this thesis. Store every blocks predicted motion vector 
for occlusion handling 
" Cluster blocks into group based on the following criterion, 
- Motion information: Blocks having similar motion vectors arc com- 
bined together, 
- Feature information: Eliminate blocks from every cluster of blocks 
those which do not share the same features 
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- Neighborhood Information: Confirm if blocks of similar feature and 
motion characteristics lie within the neighborhood of each other 
" Label these groups of blocks as objects 
" If the time stamp t>1 then, use the motion vectors of the groups of blocks 
between successive frame pairs to construct the trajectory for every object. 
7.3.1.2 Experiments 
Object tracking using the proposed model has been tested on a tnunber of dif. 
ferent datasets belonging to different categories like underwater videos, traffic 
videos etc. In this subsection, the results of tracking have been illustrated and 
compared to a baseline model based on expectation maximization like algorithm 
based on colour histograms as in (Zivkovic & Krose, 200-1). The baseline model 
implements an extended mean shift algorithm as an expectation maximization 
like algorithm for robust object tracking. The model has been reported to be 
tested against different video datasets and proved to be accurate and efficient. 
The images in Figure 7.6 present different stages of tracking a single fish cap- 
tured using a moving camera. As it can be clearly visualized, the object lit been 
quite reliably tracked throughout the video irrespective of the change in its shape 
and orientation. In this set of results, it is also evident that the 3D rotation of 
the object has been completely recovered using the proposed motion model and 
reliable tracking is accomplished. In comparison, the baseline model based on 
expectation maximization algorithm, the object is tracked quite reliably until the 
final few frames of the video. In the last few frames, the object and background 
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Figure 7.6: Object Tracking Results on Under Water Video Data 
regions begin to merge and in such a circumstance, the baseline model produces 
incorrect tracking results. 
Figure 7.7 is a sample output of tracking multiple under water objects in ºr 
complex background. It is clear that the video is highly complex because the 
objects, background and the camera move simultaneously. The trajectory that 
is presented is a filtered trajectory of the objects moving the largest distance. 
During motion estimation and tracking using the proposed model, several sºnall 
trajectories of several moving blocks are also produced. For time purpose of visual 
clarity, the small trajectories have been filtered and the motion of objects 1ws 
been highlighted. The baseline performs competitive with the proposed model. 
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Figure 7.7: Single Object Tracking Results on Under Water Video I)aUt 
However, it is critical to remember that the initialization was produced nimm- 
ally. If image segmentation was involved, it is presumed that the l) Hticline iuvtho d 
would fail due to inadequate accuracy. 
Single object tracking results of a moving person is presented hi Figure 7.8. 
The results of tracking presented here comprise the trajectory of the center of the 
object of interest. A similar regions is marked as the t)oiut, of initialization for 
the baseline model based on expectation maximization algorithm. The }ýruý)Ose(l 
scheine for object tracking based on block motion estinºation works around the 
issue of image segmentation and one of the major drawbacks of not performing 
segmentation is highlighted in this example. The trajectory of motion is obtained 
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Figure 7.8: Single Object Tracking on People Sitrveillaiicv Video 
for different parts of the body. However, eich trajectory is presented iu(lepen- 
dently of the other. In other words, to identify the notion of it 1ºlunruº as a 
complete entity is not possible unless semantic information is attach(41 to the 
scheme. However, the robustness of the proposed ºnodel in handling complex de- 
formation can clearly be visualized in this example. In c'oInl)arison to time I»LSelinee 
it is obvious that in the event of deformation the baseline strategy gradually loses 
track of the moving deforrnable object. 
Figure 7.9 is an example of multiple moving olºject, s iºº all outdoor Pººvinººº- 
ment. The different trajectories on different parts of the body of the people 
indicate how the algorithm functions. The power of the algorithm can further 
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ýrY rý ,. I 
Figure 7.9: Multiple Object 'lucking Results on Surveillance Video l)at+i 
be validated through the trajectory of the shadow that has also been tracked in 
these frames. Though the model can handle occlusion, in some franie pairs, there 
are unreliable approximations. This occurs only when very small sized blocks 
undergo total occlusion. It is extremely hard to identify these tills-ju(lgInellts. 
The baseline model also manages to track the moving object. Since the model 
just tracks the moving object as initialized by the user, it is hard to track sinl- 
ulataneously multiple moving objects. However, the proposed algorithm tracks 
multiple objects simulateneously and more accurately. 
Figure 7.10 summarizes some of the outputs of the object tracking technique. 
on medical data. The algorithm could successfully identify both forms of move- 
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Iý'igizne 7.10: Object, Tracking kcsii1ls un \. 'c, iclc f), it. i 
meats in vesicle data; large and short jiggle IIlotiou tls iii Fign re 7. I (). A signifi- 
cant arnount of statistical inference on motion can be made through such niialysis. 
The major advantage of the genetic algorithm based search scheme wILS tested 
in these application. The movement of these vesicles were random and gener- 
ally comprised of large displacements. Traditional search methods failed in these : se 
videos but the proposed scheine could clearly identify therm. However, the iden- 
tity of several particles resembles its nearest neighbors. This posed it threat to 
the scheine as in the stage of matching, some Ir11SIIlat. clu ;s were also oht, aai! w I, 
Filially, in Figure 7.11, we highlight how the proposed model tlLckles t. liv prob- 
lein of occlusion in object tracking. As it has been discussed parlier that the 
Kalinarr filter is used for motion vector filtering aucl prediction. As the cars al)- 
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Figure 7.11: Occlusion Handling in Object Tracking 
proach one another in the example, the blocks comprising the cars teºul to have 
a large error irr matching. However, historical information of the motion of these 
blocks using the Kalman filter suggested continual nºoveeuuent in the saune dinec- 
tion. Here, in this example, the green and red (lots indicating the a rt ual ºnºat. cch 
of the blocks and its corresponding Kalman predictions are plott. (xl. it is clearly 
visible that the blocks corresponding to the predictions highlight the motion of 
the car that has been occluded as against the other car in motion. 
7.4 Video Indexing 
Video indexing, or annotation, is the process of attaching labels to vid((os that 
allow content based access to the data. The primary task of video indexing tuech- 
anisrns are to extract temporal feature values, associate , j(qjjjtjjti(, information to 
these feature values and thereby classify videos (Zhang .l. Zlºoorºg, 1995). In(I('x- 
ing video is critical to providing content based video access. Video indexing has 
always been viewed from manual annotation perspective or throug1º the image 
processing perspective. Video Indexing can be performed at different, levels. High 
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level video indexing involves labeling video data, based on high level ontological 
categories such as actions, time, space etc. High level video indexing methods 
were derived from the perspective of manual annotation. Though the technique 
is best suited for efficient content based access, it is very complicated to attain it 
automated system to perform high level video indexing efficiently without any hu- 
man intervention (Davis, 1994). It has been proved that the method is extremely 
useful and suitable for dealing with small quantities of video and providing access 
to already annotated video data. Secondly, the low level video indexing incth- 
ods attempt to provide access to video based on feature attributes such as color 
(Ahmed & Karmouch, 2002), texture etc. The main idea behind these methods 
is to extract feature attributes from the video, organize these features based on 
distances and use some similarity criterion for video extraction (Hampapur ct at., 
1995). Though these techniques are more popular than the high level methods 
in literature, an inherent limitation of the method is the lack of semantic infor- 
mation attached to feature attributes. Finally, there are other domain specific 
indexing methods that are popularly used within the context of content based 
video retrieval. However, an immediate disadvantage of these methods is that 
there are constrained to specific applications and they lack generality (Sinoliar 
et at., 1994). In this thesis, a novel mechanism of low level indexing hn. scd on 
motion estimation is proposed. A detailed description of the model is as follows. 
7.4.1 Model Description 
Low level video indexing using motion estimation involves several distinct stages. 
Initially, a weighted feature motion estimation is performed to estimate the pro- 
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portionality of different feature attributes contained in different videos. 'iahe main 
idea behind the weighted feature based motion estimation process is to extract a 
particular combination of weights for features that best suits a particular video. 
To accomplish this, the block matching framework that combined a vector ciuanti. 
zation based block partitioning mechanism with a genetic algorithm based search 
scheme as described in chapter 3 of this thesis is used. During the search phase, 
we determine a weighted feature matching error. We repeat this process for eery 
frame pair, average it across the video and compute a performance for the video 
based on the weights selected. We iterate this process with every combination of 
weights and finally determine the best fit weights for a particular video. In this 
way, we compute the best sets of weights for every video and cluster these videos 
based on the weights. A detailed pseudo form algorithm is presented below. 
" Repeat 
9 Input at a time instant a frame pair (ff, ft+, ) of a video sequence, 
- Select a number of weights tiV trr where FT equals the features selected 
for analysis (in our experiments we have chosen 3 feature attributes 
color, texture, grey intensity). For eg. [IVt1,1Vt2, IVt3j = (0.1.0.3,0.6] 
- Perform weighted feature based motion estimation using genetic algo- 
rithm for the entire video sequence 
- Compute average performance measure such as PSNR and Relative 
Entropy 
- Repeat the process for every cyclic combination of weights 
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- Plot for every combination of weights the average PSNR EF'$N1z irren 
sure and determine the most significant combination of weights for 
the respective features that give the best performance IVj .,, = UVb? 
where T EPSNR. 
" Until all videos have been processed 
" Cluster videos based on the weighting factors. For different test video same 
pies, compute its distance from the video clusters and determine the best 
set of weighted feature combination for that particular video. 
7.4.1.1 Motion Estimation 
For motion estimation using weighted features, the standard vector quantiza- 
tion based block partitioning scheme described in chapter 3 Is used. However, 
the genetic algorithm search mechanism is modified to accommodate the weighted 
feature matching mechanism. A detailed overview of the genetic algorithm is pro- 
sented below. The genetic algorithm based block matching algorithm described 
below is used to search the centroid of any block in ji to its successive frame f +1. 
The inputs to the genetic algorithm are the block and the centroid (xe, y, ) of the 
block. 
. Parameter Range Setting: The variable parameters of the genetic algo- 
rithm will be the genes in the chromosomes. In our case they will be 
the the pixel displacement value in x and y directions, the four param- 
eters of transformation (all, a12, all, a22) are encoded as the chromosome 
(Ti, Tv, all, a12, a21, a2r). 
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" Population Initialization: A population P of these it chromosomes rep- 
resenting (Ti, T,, all, a12, a21, az2) is generated from uniformly distributed 
random numbers where, 
-1n< limit and limit (100) is the maximum size of the population 
is created. 
- affine parameters are random numbers suds that 0< a<1 
" To evaluate the fitness E(n) for every chromosome n: 
- Extract the pixels locations corresponding to the block from frame f 
using the centroid (xe, yc) and block size information 
- Affine Transform these pixels using the translation paranleters (7., 7y) 
and affine parameters (all, a12, a21, a22) using, 
x all 
r y = a21 
1 0 
alt Tz 2 
a22 T u 
01 1 
(7.2) 
- If bt represents the original block under consideration, b, +i represents 
the block identified at the destination frame after transformation and 
(h, w) the dimensions of the block, then the fitness E can be measured 
as the mean absolute difference. For every feature FT compute, 
hw 
E= 
It 
1: ý ýýcýi, 7) - Li+ýýtº j)) (7.3) 
c=i j'i 
- Extract the transformed pixels from frame ft+l and compute total 
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error of matching E as a surn of weighted feature error. 
nFT 
TVtF7'*EFT (7.4) 
FT-I 
" Optimization: Determine the chromosome with minimum error it, j, = it 
where E is minimum. As this represents a pixel in the block, determine all 
the neighbors (NIIk) of the pixel, where 1<k <_ 8. 
-- For all k, determine the error of matching as in FitneRs evaluation. 
- If E(NIIk) < E(fem{n), then n, = N11k 
" Selection: Define selection probabilities to select chrommsomes for mutation 
or cloning. 
" Cross-Over: All chromosomes ne,. that are chosen for cress-over are taken 
into the next generation after swapping one or more random genes between 
every successive chromosome. 
. Mutation: All Chromosomes n, u chosen for mutation are replaced with 
uniformly distributed random values for centroid, angle, shear and scale. 
" Termination: Three termination criteria are specified in the proposed model. 
Check if any condition is satisfied, otherwise iterate until termination. 
- Zero Error: If a chromosome returned an error value zero through 
fitness evaluation, Or 
- Maximum Generations: If the number of generations (i. e. process 
loops) exceeds a predefined threshold, Or 
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Figure 7.12: Proposed Model PSNR on 18 Sample Video Data 
- Stall Generations: If the number of stall generations (i. e. proct loopy 
where there is no change in the fitness values) exceeds a prcxdcfiucxl 
threshold. 
7.4.2 Experiments 
In this thesis, we use a collection of 120 videos from various sources including un. 
der water, traffic and people surveillance. Over 50% of the video taken are from 
the class of under water videos, 2G% from people surveillance and the remaining 
24% from traffic videos. We divide the videos into training and tasting sets. The 
purpose of dividing the video sets into training and testing is to wdidate our lhy- 
pothesis of being able to identify a class that a video clip belongs to on the basis 
of the weights attached to the feature attributes. We have chosen 3 features for 
analysis. The reason to restrict the number of features to 3 is to keep the analysis 
simple and for visualization purposes. 
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Figure 7.13: Proposed Model Relative Entropy on 18 Sample Video Data 
In this section we display a number of results that will collectively provide 
a robust solution to low level video indexing. We present the results of initial 
analysis on 18 video sets belonging to different classes of data. This will clearly 
indicate the trend in performance. However, while performing final evaluation, 
we have utilized the complete datasct of 120 videos and used .1 fold cross vali- 
dation. As the section above suggested, the backbone of the proposed low level 
indexing model is motion estimation. It is therefore extremely important to first 
test the efficiency of the motion estimation strategy. In that process we prevent 
the following table that compares the motion estimation technique used in this 
paper as against other block matching mechanism s specified in the literature. 
The performances are measured using the PSNR and Relative entropy metrics 
elaborated in the previous section. 
As the graphs in Figure 7.12 and Figure 7.13 suggest, the proposed motion 
estimation strategy, that combines vector quantization based block partitioning 
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with, genetic algorithm block search, exhibits good performance which is iºulirfttc'(l 
l)y the high values of PSNR and low values of relative entropy. '1'lie high values 
of PSNR, indicates the increased quality of motion (st 
illlktt IUI1 awl I'VC01ISt, 111(liuu. 
Having convinced ourselves of the effectiveness of the motion cst iuin. I iOII s(IiPine, 
it is now important to identify a unique set of weights that dcesc"rilues º'tu"h vi(leO ill 
the training set of 18 videos. For this, we plot a graph comparing the ccnulºin, Lticm 
of weights for various features against the PSNR performance uiemsure for c', u"h 
video. The plot in figure 7.14 illustrates the PSNR values of each video acros. s 
every combination of weights. As already stated ill section above, the weights 
have been chosen as a cyclic combination representing each feat lure; gray, color 
and texture respectively. From this plot, we are able to decide on the combination 
that best represents a particular video in our training set. Essentially t he ºuost 
optimal values for the weights are determined from the poilit with the highest 
performance (PSNR, value). 
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Figure 7.15: Results of Classification using 4 Fold Cross Validation 
The 3D plots in Figure 7.15 show how these videos lies in the space of feature 
weights (Note: The values are deviated by a small amount to show the clustering 
effect). Any test video that is brought into the system can now be categorized 
into a particular class based on the position of their weights in the 3D weight 
space. For this, we use the 30 test videos in every fold of cross validation. We 
determine the best weights that represents the video as in the analysis above and 
plot the video in 3D space as illustrated by a black '*'s in the figure. From the 
spatial location of this point, it is clearly evident to detect which class of viclcX» 
that the test sample belong to. The results on an average of 9.1% of the test 
samples match their counter-parts that were 
labeled manually by the user. 
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Cross Validation Mismatches Pcrforrnanco 
1 1 96.7% 
2 2 93.3% 
3 3 90.0% 
4 1 96.7% 
Table 7.4.2 summarizes the classification information on different cross fold 
data. However, some videos are misclassified because of the overlap In feature 
information. It is presumed that in the presence of an exhaustive set of featunw, 
it will be possible to differentiate different classes of videos prised on the pro- 
portionality of these features that existed in them. Also if we manually enter 
semantic information corresponding to the training video set, then it become 
possible to attain highly efficient video indexing. 
7.5 Summary 
In this chapter of the thesis, we have highlighted some of the Important applica. 
tions where the proposed motion estimation framework can be effectively npplic'd. 
The video applications considered in this chapter include video stabilization, ob- 
ject tracking for visual surveillance and medical applications and finally a novel 
low level video indexing mechanism. It has been clearly proved that the proposed 
motion estimation strategy can sufficiently improve the accuracy and reliability 
of stabilization, tracking and indexing. However, there are some limitation that 
constrain the proposed model. In the chapter to follow, we will revisit the impor. 
tart contributions made in this thesis, highlight different areas where the proposed 
architecture can be improved and also detail some other innovative applications 
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where the proposed mechanism can be utilized. 
It 
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Conclusion and Future Work 
8.1 Thesis Summary 
The work presented in this thesis aims to accomplish and apply motion estlina- 
tion using a block based approach as a generic solution to a number of different 
video applications. The central motivation of this work comes from the observed 
inadequacies of current motion estimation models in accomplishing accurate, ro- 
bust and reliable solutions when used in specific video applications. One of the 
key arguments of this thesis is to employ an integrated framework that combines 
a sophisticated group of highly reliable methods into a block matching platform 
in order to obtain accurate yet reliable and robust solution for video applica- 
tions. The results discussed in various chapters of the thesis clearly support the 
hypothesis and indicate that the idea of using an integrated model for motion es- 
timation can produce highly accurate motion estimation and can together act as 
a generic solution to a number of different real-time applications including video 
stabilization, object tracking and video indexing. Through this thesis, solutions 
to some of the unanswered problems within motion estimation, particularly with 
reference to data complexity, motion complexity, deformation, motion correction 
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and occlusion, have been provided. The contents of this chapter are organized 
such that each of the chapters are revisited as a separate section with a brief 
overview highlighting the novelty and contribution of that work, an extensive 
analysis portraying the adequacies and limitations of different components of the 
proposed model and finally the possible extensions and future work. 
8.1.1 Block Matching Framework 
The general idea behind a block matching technique is to divide image frames 
into blocks and match these blocks from the anchor frame to the target frtune 
using a specific search mechanism. Techniques of block matching cliffcrs from one 
another based on the technique used for the block partitioning and block searching 
phases. In chapter 3 of this thesis, a novel block matching framework based on 
variable block partitioning using vector quantization and genetic algorithm based 
search is proposed. A detailed overview of the partitioning and searching phases 
is presented. 
" Block Partitioning: One of the major criticisms that the block partitioning 
scheme has been subjected to in recent years is the fact that majority of 
techniques proposed in the literature divides an image frame into blocks 
without considering the feature attributes contained in them. These fea- 
ture information can be a reliable source to isolate objects of interest In 
the image and also provide an edge on computation time. The proposed 
mechanism exploits these features to place the line of partition such that 
there is maximum separation between distinctive regions of the image. The 
vector quantization scheme is used to place the lines of partition such that 
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neighboring regions characteristics are different. The variable partitioning 
scheme adopted uses a quad-tree data structure. 
. Block Searching: A number of different block search scheine have been ai m- 
lyzed in the past. Most of these methods provide sub-optimal searches and 
also are restricted for search within a specific search window. These nssutnlp- 
tions produce inaccurate solutions and are highly restrictive as large motion 
changes are ignored. The proposed model uses an evolutionary strategy In 
the form of genetic algorithms to produce optimal search solutions In uu- 
bounded search spaces. Genetic algorithms are known for their capacity 
in handling search and optimization problems. Though the technique lins 
been used successfully in other domains of computer vision, it is in this 
thesis that we highlight the use of genetic algorithms within the context of 
motion analysis using template or block based schemes. 
The proposed block matching franiework, as 
it has been mentioned earlier, 
combines a vector quantization variable block partitioning scheine with a genetic 
algorithm based search technique. This technique presents a number of tuiv7w. 
tages in comparison to the methods in literature. 
" The most important advantage of the framework is that it Is more Intel. 
ligent in terms of separating regions of interest by automatically grouping 
pixels sharing similar feature information. This provides the model with 
the benefits of reduced time and greater accuracy. It also plays an impor- 
tant role when used in applications such as object tracking where there is 
emphasis of knowing the main object of interest. 
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" The use of genetic algorithm search allows block search in unbounded search 
space and thus allows capturing accurately large and random motion that 
occur in real-time applications. Genetic algorithms also add to the iuh7ui- 
tage of improving the accuracy of motion estimation by evaluating optimal 
solutions as against sub-optimal solutions of traditional methods. 
Though the proposed block matching frame work has been proved to exhibit 
improved performance, the use of genetic algorithms makes the method indeter- 
ministic. The optimality and efficiency of the genetic algorithm purely depends oil 
the complexity of data or the problem presented to it. Secondly, the performance 
of the genetic algorithm is controlled by a number of different parameters, fitness 
function definition and genetic operators of cross-over and mutations. There is 
always a possibility to obtain much better results with a better selection of these 
parameters and functions. However, the existence of an ideal sets of paraine- 
ters and functions is fuzzy. Beyond these theoretical inadequacies, we summarize 
some of the typical situations in real-time videos where the proposed method fails 
to produce accurate motion estimation. The current way of implementing vec- 
tor quantization for region separation was found to be inadequate in situations 
where multiple objects all possessing different characteristic feature primitives 
were present. Similarly, in situations where the visual difference between the 
foreground and background regions were minimum, the proposed vector quan- 
tization scheme is inadequate in differentiating regions. Figure 8.1 (lescribes it 
classic example where the proposed vector quantization scheine fails due to the 
similarity between the object and background regions. The use of genetic nl- 
gorithin was found adequate in most situations. However, in circumstances of 
quick change in background, due to abrupt camera movement etc., the genetic 
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Figure 8.1: Underwater Video with similar Object, and r3 'kgroºiºi l Regions 
algorithm fails to produce reliable motion estimates. 
The analysis of the proposed framework, throws light o pos. sihli' xi ilsiolls 
to the model. Some of the immediate extensions that could be illiplellivilt(41 (, j, 
the framework are as follows. 
" Multiple Partitioning: The partitioning scheme used in this thesis is lu., ºtil 
on a quad-tree structure. The quad-tree data structure wits import, uit from 
an implementation point of view because of its flexibility and ewic of use. 
However, the vector quantization scheme that is haºsº'ºI on this cluºul-trm 
structure becomes limited to grouping pixels of the image, by I scºrint iug 
its spatial and feature relationship to the centers of t luP 1 block, t lins iii I- 
ifying the location of the line of partition. If the techi iclue is generalized 
by having a greater number of blocks, i. e. the st riu"t nre is not ctiº, uI-tree 
anymore, then vector quantization can be well utiliz(KI to dist. inguislº , ºI1 t h, 
different regions present in the image. However, it is extrecuel, y important 
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to control the quantization process so that the number of blocks obtained 
after partitioning is definite. The major advantage of the scheme could be 
that reliable region separation can be performed which enhances the process 
of block matching, however, the time taken could be large and making the 
implementation infeasible. 
" Modified Genetic algorithm search: Genetic algorithm search used in this 
thesis, searches for every block centroid in subsequent frames. Ilowever, 
the intersection point of the partitioning lines is a point that is common to 
all blocks in the image frame. If the assumption of block matching is such 
that all blocks are expected to be matched to a region in the target frame, 
which is the case, then it is logical to use the genetic algoritlun to alter 
the position of intersection point so that matching is accomplished. In this 
way, in 1 search cycle, all 4 blocks can be matched leading to reduced time 
complexity. 
8.1.2 Deformation Handling 
Objects in real-time undergo deformation due to actual change in the shape of 
objects or due to change in the perspective of motion capture. A real-time solu- 
tion to handling any form of complex deformation within the context of motion 
estimation is hard to find. The affine motion model is a typical solution to the 
aforementioned problem. However the way the affine motion model is applied 
within motion estimation is an important consideration toward improving accu- 
racy and efficiency. As a extension to the basic block matching framework, in 
chapter 4 of the thesis, a novel affine motion model combined genetic algorithm 
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search is proposed for handling deformation. Most general forms of object cic. 
formation in 2D and 3D have been proved to be handled using the proposed 
mechanism. 
The affine motion model based deformation handling mechanism is popular in 
the computer vision domain. The combination of the affine motion model with 
genetic algorithm has proved to be invaluable in terms to availing deformation 
handling capabilities for real-time applications. Genetic algorithm, which has pre- 
dominantly been used as a search mechanism in this thesis, has been extended for 
optimization of affine parameters. This makes the solution practical. Though the 
model has proved to be robust in most general video datasets, it cannot handle 
rapid deformational change in 3D. The main reason for this is the unavailability 
of data between frame pairs. A 3D model based approach can be useful in this 
context. However, it is beyond the scope of this thesis to analyze its applicability. 
The deformation model also fails in situations where objects appear and disap- 
pear between frame pairs. This is quite common in the vesicle videos used for 
object tracking applications. The affine model cannot differentiate deformation 
from a synchronized movement of the object and camera. 
One of the important extensions possible in deformation handling is to move 
away from the idea of rigid partitioning and into region partitioning of pixels. 
The intersection points of these region partitions can be used as control points 
in a genetic algorithm which in turn can match regions between successive frame 
pairs. Though this solution seems plausible, it is important to realize the coin- 
plexity of this approach. Having to divide an image frame into regions is easy 
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with techniques such as vector quantization, however, there has to be a proper 
data structure maintained for these regions so that it is possible to relate motion 
characteristics of regions between frames when used in real"world applications. 
8.1.3 Motion Correction and Occlusion Handling 
Motion correction is used to increase the reliability of motion vector estimates us- 
ing smoothing procedures. The use of apriori estimates for motion vector snmooth- 
ing is highlighted in this thesis. Models combining exponentially weighted moving 
average filter and probabilistic filters based on Kalman filtering is proposed in 
this thesis. The approximating estimates are used for correcting motion vectors 
and for handling occlusion. 
Motion correction is an important tool used for assuring reliability in motion 
estimates. There are a number of important advantages that the use of motion 
correction provides to a motion estimation system. Motion correction removes 
undesired motion vectors caused due to camera shake or jitter. Motion correc- 
tion also helps in validating the correctness of motion vectors particularly when 
matching closely similar regions between frame pairs. Motion filtering can also 
provide a means of approximating occlusions during motion estimation. Results 
have clearly demonstrated all the capabilities of motion correction. However, If 
the motion of an object in the scene is random, the estimates of motion correc- 
tion can be erroneous while the matching is correct or vice versa. These erro- 
neous estimates can propagate in a system if they are not handled properly and 
in turn can lead to completely incorrect motion estimation. The Kalman filter 
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Figure 8.2: Multiple Objects Sports Video where Motion C'ýrrrect. iun I: iilý 
based prediction of motion estimates were incorrect iii tit(' ve: sidc' vicliu>s where 
a large number of objects appeared and disappeared 1wtwmu fraiuv pairs. Also 
in situations of multiple occlusions as in the shorts video frames as illitst. rtat, vdl iii 
Figure 8.2, the predictions were incorrect when multiple cars branc"li out frone (mv. 
A theoretically simple extension to the motion corrections framework t lint in- 
cludes a neighborhood criterion can provide more reliable iuot ion (, orreec"t lull t IU, Un 
the proposed method. According to the neighborhood condition, motion c"orreu- 
tion of a block not only depends on its own motion cliaracteristics in previous 
time stamps but also in the motion characteristics of its neighbors. '1'lirnigli t his 
is theoretically simple to extend, there are a number of logical issiles tlint. c"atnn 
make this idea impractical and uncertain. The use of Kaluian filter itssunus t lint 
the dynamical system under consideration is linear. However, the cliarru"terist is s 
of notion doesn't have be remain 
linear. In sucli circumstances, it nwu-linVatr 
filter based on particle filtering mechanism can be it useful repliu"ciucnt, to the 
proposed Kalman filter. 
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8.1.4 Optimization 
Multi-resolution analysis is becoming an integral part of motion analysis research 
and has been advocated as a means of tackling issues of time complexity and noise 
invariance. In chapter 6 of this thesis, we combine the advantagcs of scale space 
theory with multi-resolution analysis for motion estimation. A novel fcxxlbfºck 
based optimization procedure based on multi-resolution and multi-scale analy- 
sis is used for enhancing the performance of motion estimation by training the 
model to be resistant against noise or changing conditions and also drerea: '; e time 
complexity. 
8.1.5 Application 
Finally, the key components of the proposed model arc combined on a multi- 
resolution platform and applied to different real-time applications including vide 
stabilization, object tracking and low level video indexing. In video stabilization, 
the model has been proved to produce better stabilization because of its accuracy 
and the power of motion correction schemes. Object tracking applications are ad. 
dressed using the proposed model and robust tracking results have been obtained 
in surveillance and medical imaging datasets. The model has also been shown to 
handle occlusions using the probabilistic estimates of the Kalman filter. Finally a 
novel application of low level video indexing is proposed. According to this appli- 
cation, video datasets can be classified or retrieved by identifying the proportion 
of feature attributes contained in them. A weighted motion estimation using the 
proposed model has been tested against 120 datasets and successful results have 
been recorded. 
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Several important observations could be made from the results of the propo (A 
model on different applications. First, in video stabilization applications, the 
proposed model could produce much better stabilization than trauiitional tnetli" 
ods primarily due to the fact that the proposed methods can handle deformation 
changes. Real-time videos combine the effects of deformation along with un- 
wanted movement of camera. This cannot be identified or distinguished by other 
methods, however it can be handled by the proposed strategy. In the application 
of object tracking, the proposed model performs reliably handling both occlusion 
and deformation problems in most cases. However, in circumstances when the 
object definition was small and movements were random, particularly in example 
of sports videos, the model failed to present accurate tracking. Finally, low level 
video indexing was demonstrated using a weighted motion estimation using the 
proposed framework. Though the model performed extremely eil, some videos 
still remained misclassified due to shared feature attributes. 
As it has been mentioned earlier, if the motion correction scheine could be en- 
hanced using a neighborhood condition, then the effect of the combination on 
video stabilization algorithm can be positive. Finally, the only extension passible 
with the low level indexing mechanism would be to extend the list of features so 
that most categories of videos can be distinguished based on them. 
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8.2 Future Work 
A number of small extensions that are possible within each module of the overall 
model has already been discussed above. In this section, some of the major 
extensions that is possible with the model is presented. 
8.2.1 Implementation in C/C++ 
One desirable major piece of work is to extend the model in languages such 
as C or C++. This in conjunction with an hypothetical assumption that the 
same model when programmed in C or C++ along with some of the extensions 
mentioned above can be a practical real-time solution to critical applications such 
as stabilization and tracking. With the programming experience and soma initial 
experiments, it is valid to assume that an optimized code programined in C or 
C++ can perform up to 10 times faster than the code in Alatlab. 
8.2.2 Variable Mesh Partitioning with modified GA Search 
As it has been discussed in sections earlier that the use of vector quantization 
has been limited due to the assumption of quad-tree data structure. Using a 
structure such as mesh grid in place of quad-trees can provide an added advantage 
of multiple partitioning (Beek & Tekalp, 1997). However, blindly applying meshes 
on object surfaces does not make the system intelligent. If vector quantization was 
used to group regions of similarity together, and mesh grids were overlaid along 
the boundaries of the vector quantized outcome, then a muds robust partitioning 
can be obtained. These intersection points along the mesh grid superimposed on 
the vector quantized output can be evolved together using a genetic algorithm so 
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that the configuration matches the target frame. In this way, a robust, reliable and 
more accurate motion estimation based on variable mesh and genetic algorithm 
can be obtained. There are several advantages of the scheine described. First, it 
will enable the inclusion of affine based deformational changes automatically and 
simultaneously between different regions, thus saving time and attaining greater 
accuracy. Also, the effect of block artifacts would be significantly reduced, as the 
boundaries of the mesh are essentially boundaries of different regions. Finally, 
the method can be much faster than what has been proposed. However, it Is 
important to note that erroneous estimates can propagate through the mesh as 
the regions remain interconnected. 
8.2.3 Video Coding and Compression Applications 
The other avenue of exploration that exists with the proposed architecture is 
within the area of video coding and compression. Motion estimation is used as 
an integral part of any coding mechanism (Richardson, 2002). Different standards 
of video coding exist and each use different block based methods for motion esti- 
mation. In recent years much research effort has been spent in obtaining object 
based video coding. According to the evolving scheme of object-based video stan- 
dards, such as MPEG-4, arbitrary-shaped objects can be encoded and decoded 
separately. A number of motivations support this cause; for example, where 
transmission bandwidth or decoder performance is limited, it may be possible to 
select some subset of all video objects, which are of particular interest; it would 
make it possible to alter the configuration of objects such as change position, size 
and depth ordering, depending on interest; it may also be possible to replace the 
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content of an object with material generated later or local to the receiver/display, 
which can be used for enhanced visualization and "augmented reality" (Beek & 
Tekalp, 1997). The proposed model can be extremely useful in this context. The 
proposed model is capable of differentiating between the regions of the back. 
ground and the object. This advantage of the proposed model in separating the 
objects of interest as against the background using vector quantization and pro- 
viding occlusion and deformation handling capability can be exploited for use 
in video coding standards. The model could revolutionize the way video coding 
is performed and progress toward a new generation of differential coding of ob- 
ject and background regions. With the demonstrated performance of the motion 
estimation strategy, it is possible to improve upon the existing standards. 
8.3 Conclusive Remarks 
Motion estimation has remained a central issue to a number video applications. 
In order to employ motion estimation techniques more reliably in different video 
applications, it is critical to produce highly accurate, reliable and robust schemes. 
This thesis attempts to engage an integrated framework for motion estimation 
that is based on block matching. The fundamental framework of block match- 
ing has been modified to include a vector quantization based block partitioning 
that performs intelligent separation of regions during block division and a ge- 
netic algorithm based search scheme to matching blocks in subsequent frames. 
The model has been extended using an affine motion model alongside genetic 
algorithm search to cater to the needs of deformation changes. A Kahnar filter 
based smoothing is performed to accomplish motion vector correction and handle 
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occlusion. Finally, the entire model has been implemented on a multi-resolution 
platform that significantly handles time complexity. The proposed method was 
shown to perform well on a range of different sequences but an elaborate testing 
would be needed to extensively evaluate the model. However, there is it n(140 
to realize that the thesis (integrated framework for motion estimation) has been 
built on techniques such as vector quantization, genetic algorithms, afi'ine geotn- 
etry, multi-resolution etc., that have solid foundations in computer vision and is 
hoped to serve as a basis of inspiration for further methods to be developeKd. 
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