Geostatistical theory has shown promise in dealing with issues of stability, uniqueness, and identity of estimates inherent in inverse problems of subsurface flow. Here the geostatistical method is extended to three-dimensional, unsteady flow in variably saturated porous geological media (the vadose zone) that are modeled using the Richards equation and the van Genuchten-Mualem constitutive equations. The saturated hydraulic conductivity, ␣, and n parameters of this relationship are treated as spatially correlated, statistically independent, stochastic processes for representing heterogeneity of porous media. For given covariance functions of the parameters the adjoint-state sensitivity method is used to calculate first-order approximations for covariances of capillary pressure and moisture content and cross covariances between capillary pressure, moisture content, and the hydraulic properties. These covariances and cross covariances are then used in a successive linear estimator (SLE) to estimate the conditional means of the heterogeneous hydraulic property fields based on measurements of pressure and moisture content data. A sequential conditioning approach for our SLE was also applied to data sets collected at different sampling times during a transient infiltration event. This approach has the benefit of reducing the size of the matrices and so helps avoid numerical stability problems. On the basis of our study, pressure and moisture content data sets collected at later times of an infiltration event or during steady state flow were found to provide better estimates (smaller mean-square error compared to the true field) of the hydrological parameters of the vadose zone than data from very early times.
Introduction
After decades of research on spatial variability it has become clear that modeling detailed spatial distributions of water and solutes in the heterogeneous vadose zone requires extensive site characterization for determining the spatial distribution of the parameters of the soil water retention and unsaturated hydraulic conductivity relationships [Yeh, 1998] . Direct measurement of unsaturated hydraulic conductivity is difficult and time-consuming because of its nonlinear dependence on moisture content. Similarly, determination of the soil water retention curve also requires costly sampling and tedious measurements of moisture content over a range of soil water pressure. As a result, the detailed characterization required for accurate model predictions in the heterogeneous vadose zone is seldom done. Soil-water pressure and moisture content can, however, be obtained much more easily using instruments such as tensiometers, neutron probes, and time domain reflectrometers. As a result, these data sets are frequently collected in the field, and they are abundant in general. For this reason, there is much interest in using the less expensive and more abundant measurements of pressure and moisture content to estimate parameters of the soil hydraulic properties. We refer to pressure and moisture content data as secondary information and data of the soil hydraulic properties as primary information. Utilization of information on the state of the flow system (i.e., the secondary information) to infer model parameters is the essence of the so-called "inverse problem" in groundwater hydrology.
A geostatistical approach to the inverse problem of groundwater flow models has been used to estimate transmissivity from scattered measurements of piezometric head in twodimensional steady state saturated flow [Kitanidis and Vomvoris, 1983; Hoeksema and Kitanidis, 1984; Gutjahr and Wilson, 1989] . Yeh and Zhang [1996] applied a geostatistical method to estimating saturated hydraulic conductivity K s and the pore size distribution parameter ␣ of the Gardner-Russo unsaturated hydraulic conductivity model [Russo, 1988] using limited data of pressure and moisture content in two-dimensional steady state unsaturated flow. These methods essentially involve a cokriged estimate of parameters using a first-order approximation of the cross covariances between parameters and the secondary information and covariances of the secondary information. A basic limitation of this approach is the assumption of linearity embedded in the cokriging estimator. Where the variance of the heterogeneities is small, the linear assumption is satisfied, and the resulting estimate is a good approximation of the parameter's conditional mean. However, realistic heterogeneous systems are highly nonlinear [Yeh et al., 1985; Yeh, 1989; Harter and Yeh, 1996] , and thus the cokriging estimator does not produce optimal results even when abundant secondary information is available. In an effort to incorporate this nonlinearity, a successive linear estimator has been applied to two-dimensional steady saturated flow [Gutjahr et al., 1994; Hanna and Yeh, 1998 ] and twodimensional steady unsaturated flow [Zhang and Yeh, 1997] . These iterative techniques can produce conditional effective Plate 1. (a) The synthetic true f field and (b) estimated f field using pressure data at 0.1 hour, (c) using pressure data at 0.5 hour, (d) using pressure data at 1.0 hour, (e) using pressure data at 0.1, 0.5, and 1.0 hours sequentially, and (f) using pressure data at the final steady state. mean parameters honoring primary and secondary data and preserving continuity.
While these results show promise in improving our ability to delineate important subsurface heterogeneities, given sufficient secondary information, much work remains to be done. Typically, flow through heterogeneous porous media is threedimensional, and, quite often, pressure and moisture content data do not represent steady state flow conditions. Also, the Gardner-Russo model for unsaturated hydraulic conductivity may be realistic only over a relatively limited range of soilwater pressures. In this paper we present an iterative geostatistical inverse model for estimating parameters of the van Genuchten-Mualem [van Genuchten, 1980 ] unsaturated hydraulic conductivity model using measurements of pressure and moisture content in transient three-dimensional flow. Furthermore, extending the successive linear estimator (SLE) concept, we have developed a sequential approach to incorporate information obtained at different times by propagating conditional moments of the parameters, pressure, and moisture content. Following section 2 on model development is a case example of parameter estimation using data of pressure and moisture content in three-dimensional saturated and unsaturated, transient and steady state flow to estimate K s and ␣. Finally, we conclude with some observations on the worth of different types of data and the use in parameter estimation of measurements made during transient flow.
Model Development
Movement of water in partially saturated porous media under isothermal conditions, neglecting the gas phase, is described by
where is pressure head, which is positive when soil is fully saturated and is negative when the soil is partially saturated, and z is the positive upward vertical coordinate. The term S s represents specific storage, and ␤ is a transitioning parameter that is one when is greater than or equal to zero and is zero when is negative. To describe the saturation-pressure head relationship of unsaturated media, Mualem's model is used:
where S is degree of saturation, is volumetric moisture content, s is saturated moisture content, r is moisture content at residual saturation, and ␣, n, and m are fitting parameters with m ϭ 1 Ϫ 1/n. This relationship leads to the following expression for the moisture capacity term C():
and the unsaturated hydraulic conductivity is
[ van Genuchten, 1980] , where K s is saturated hydraulic conductivity. On the basis of these models the unsaturated hydraulic properties of a porous medium can be characterized if values of the parameters K s , ␣, and n are specified, assuming saturated and residual moisture contents are known. We treat K s , ␣, and n as second-order stationary stochastic processes in order to represent the heterogeneity of geological formations under unsaturated conditions. We assume these stochastic processes are characterized by exponential covariance functions with the parameters of mean, variance, and correlation scale assumed to be known. The saturated and residual moisture contents are treated as deterministic constants because of the typically small variability of these parameters [Russo and Bouton, 1992] . Incorporation of spatial variability in s and r into the model, however, is straightforward should it be important for a specific application. To estimate the parameters, K s , ␣, and n, our inverse approach relies on measurements of the parameters, pressure head, and moisture content and their statistical moments (namely, mean, covariances, and cross covariances). The covariances and cross covariances of pressure head and moisture content are calculated using a first-order analysis described as below. First, state variables are expanded in a Taylor series around the means in the general form
where u is the state variable or , the summation is of the stochastic parameters, and terms of second and higher order are neglected. In this expression, i ϭ X i Ϫ ͗X i ͘ represents the zero mean perturbation in a log-transformed hydraulic
, and the angle brackets denote expectation. Perturbations in the state variables, ϭ u Ϫ ͗u͘, also have a mean of zero. Sensitivity derivatives in (5) are computed by the adjoint-state method, which is only briefly summarized here. Details of this derivation are given by Sun and Yeh [1992] , Yeh [1998, and 1999] , and other references cited by those authors. A performance function is defined as
where G is the state function,
in this case pressure head at t l and x k , at the sampling times and locations of the state variable, integrated over the domain ⍀ and simulation period T. The sensitivity of this performance function with respect to a parameter perturbation is
Differentiating (1) with respect to a parameter perturbation, multiplying by the arbitrary function ⌽, integrating over T and ⍀, applying Green's theorem, and dropping terms involving boundary integrals gives
Subtracting (9) from (8), substituting (7) for G, and requiring that ⌽ satisfy
subject to homogeneous boundary conditions and a homogeneous final condition at time t ϭ t l gives
where ⍀ k is the domain of the block or element containing the node k. The adjoint-state equation (10) is solved backward in time to obtain ⌽(t ϭ 0) ϭ ⌽ 0 which is then used to derive the equation for the adjoint state ⌽* associated with the initial condition (t ϭ 0) ϭ 0 in an analogous fashion, based on the steady state form of (1), by requiring that ⌽* satisfy
also subject to homogeneous boundary conditions. The sensitivity of pressure head at location i to a perturbation in a parameter at location k can then be obtained by integrating
which requires solving the adjoint state once for each datum of secondary information. Sensitivities of moisture content to variability of the hydraulic parameters can be obtained from sensitivities to pressure head directly through the moisture retention function. For the Mualem model, (2), sensitivities of moisture content to perturbations in K s , ␣, and n are (16) where (Ѩn )/(Ѩ) in (16) is n for in the same element as i and is zero otherwise. The bars over ␣, n, and m indicate that the evaluation uses the geometric mean values of these parameters and H ϭ ͗͘.
Notice that one must derive the mean pressure head ͗͘ first in order to evaluate the sensitivities discussed above. To do so, the mean equation is assumed to be the same as the Richards equation (1), and K() and C() are assumed to be described by (2) through (4) with parameter values set to their mean values [Yeh, 1998 ]. Thus a zero-order mean pressure head can be obtained by solving
In this study a finite element program (Modified Method of Characteristics for 3D (MMOC3)) developed by Srivastava and Yeh [1992] was modified to obtain the solutions to (1) and (17).
Once the mean pressure head is obtained, the above sensitivity equations can be used to calculate covariances and cross covariances needed in our inverse approach. Given the flow domain discretized into j blocks or elements and multiplying (5) by perturbations f, a, and , then subsequently taking the expectation, results in expressions for cross covariances of head and moisture content with hydraulic properties as
In these expressions, R is notation for the cross covariance matrix ͗͘ of the zero-mean perturbations in parameters and state. The j ϫ j matrices R for the covariance functions of the log-transformed perturbations of the hydraulic properties K s , ␣, and n are assumed to be known. Cross-covariance matrices R have dimensions j ϫ n d , where n d is the notation for the number of head or moisture content data locations. The Jacobian matrices J obtained from (13) and (14) through (16) also are j ϫ n d . In the formulation of (18) we have assumed that the hydraulic properties are independent. Note that our assumption of independence represents the worst case, meaning that information about one parameter tells us nothing about the others. Covariances of the perturbations in pressure head, h ϭ Ϫ ͗͘, and moisture content, s ϭ Ϫ ͗͘, are derived by multiplying (5) by the perturbations, taking the expectation, and substituting (18) as
where T indicates transpose. Covariances are obtained when and w are perturbations of the same state variable, and cross covariances are obtained when is h and w is s. Covariances of the secondary information in (19) are n d ϫ n d matrices. Note that the cross-covariance matrix computed in (19) need not be symmetric. Second-order approximations of these covariances can be obtained by the method developed by Liedl [1994] . Using these covariances, a first-order estimate of the perturbations in the log-transformed hydraulic properties, matching data of the hydraulic property of interest and incorporating secondary information from the pressure head and moisture content variables, can be obtained by solving the cokriging equations
In this matrix formulation the symbol indicates the primary variable being estimated and C , C s , and C h represent covariances and cross covariances of the data locations which are subsets of covariance and cross-covariance matrices obtained from (18) and (19) . Note that the top element on the right-hand side of (20), R T , is the specified covariance of the parameter field. It is a j by number of parameter data subset of R that does not change during iteration. The n d ϫ j matrices , s , and h are the cokriging weights applied to data of the primary variable and the secondary information on moisture content and pressure. On the right-hand side of (20) are the covariances and cross covariances of the data locations with the primary variable to be estimated. These transposed covariance matrices have rows equal to the number of data and j columns. The cokriging weights are also matrices of the same dimension. Once the weights are evaluated, linear estimates of the hydraulic properties are
where is a j ϫ 1 vector of the estimated perturbation in a hydraulic property and d , s d , and h d are data of perturbations in the hydraulic property, moisture content, and pressure head, respectively.
Successive Linear Estimator
Estimates of soil hydrological properties obtained from (21) match data of these parameters and also incorporate the information from pressure and moisture content data. However, cokriging is a linear estimator, while the physical relationships between the parameters and system states, described by (1), (2), (3), and (4), are highly nonlinear. As a consequence, the information in pressure or moisture content measurements is not fully utilized by cokriging solely, and the estimated parameter fields are thus not as detailed as they could be. In order to capture the nonlinearity and fully utilize information about hydrological properties from data of pressure and moisture content, we have employed an iterative technique similar to , Zhang and Yeh [1997] , and Hanna and Yeh [1998] . This iterative method, referred to as a successive linear estimator or SLE, will be only briefly summarized here.
First, the cokriging weights from (20) are used to compute the residual parameter covariances as
where 0) and represents one of the parameters f, a, or . The superscript in parentheses is the iteration index. Next the data-conditioned parameter fields estimated in (21) are used in the flow model to solve for conditional pressure and moisture content. These parameter fields and the resulting pressure and moisture content fields are then used to solve for the adjoint state and sensitivities (13) through (16). Multiplying these conditioned sensitivities by the residual covariances calculated in (22), as in (18) and (19), gives updated covariances and cross covariances. Residual cokriging weights are then calculated from
and the successive linear estimate of the parameter perturbations is
where (r) and (r) are pressure and moisture content, respectively, at the data locations calculated from the flow model using parameter estimates at iteration r. Pressure and moisture content data (mean plus perturbation) are the vectors d and d , respectively, and (r) represents the parameter estimate at iteration r. As the residual cokriging weights are computed, they are used to update the residual parameter covariances for the next iteration
Iteration continues until variance of the estimated parameter field changes by less than some specified small value between iterations. As the iteration progresses, the solution of (23) and (24) is complicated by the fact that the data covariance matrix on the left-hand side of (23) may become nearly singular. We deal with this by adding a stabilizer term, a multiple of the largest diagonal value, to the diagonal of the matrix in (23). A multiplication factor between 1 and 4 in our experience typically results in a well-conditioned residual covariance matrix. Notice that the dimension of the matrix in (23) is of the order of the total number of data sampling locations. Small matrix dimensions improve the computational efficiency of the SLE method as compared to other parameter estimation techniques, such as the Gauss-Newton search approach. 
Sequential Conditioning on Time-Dependent Data
Flow in the vadose zone is often in a transient state because of temporally changing boundary conditions or sources. Under natural conditions these are seldom known and must be estimated. During field-scale infiltration tests, however, a transient state may be produced by known changes in boundary conditions and/or source terms. Once sampling wells and instrumentation have been physically installed, many pressure and moisture content measurements may be collected routinely at some specified interval. Sun and Yeh [1992] investigated the use of time-dependent head data in estimating transmissivity fields for saturated flow and concluded that all measurement times of head should be used simultaneously in (20) in order to obtain full benefit of the data. Their reasoning is that simultaneous use of time-dependent data involves the cross covariance of heads at different times, while using the data sequentially does not. In our experience the simultaneous, or collateral, use of time-dependent pressure data in the cokriging matrix has not consistently produced better estimates but, instead, often results in estimates with extremely high and low values.
Possibly, these poor estimates from collateral use of timedependent data are a result of a large and ill-conditioned covariance matrix in the solution of the cokriging equations. The covariance matrix tends to become more ill-conditioned as the number of data increases [Dietrich and Newsam, 1989] . As a consequence, small errors in the covariance matrix tend to become large errors in the solution of the estimate. The source of these small errors in the covariance matrix may be partially due to round-off and truncation error, or, perhaps, the calculation of the highly nonlinear covariances to only a first-order approximation may be responsible. In any case the problem tends to become more severe as the cokriging matrix gets larger. This presents a dilemma since, on one hand, we would like to use large data sets to improve the estimation, but, on the other hand, small errors tend to become magnified, and the solution tends to become unstable when solving the cokriging system with a large covariance matrix.
Our approach is analogous to the one by Li and Yeh [1998] in which different measurements (i.e., conductivity, head, and concentration) were used sequentially to condition the conductivity estimates. In our study, data from different time steps are used sequentially in the estimation while accumulating information by means of the conditional mean parameter fields (i.e., the estimated parameters) and the residual covariance matrices. For example, suppose we have measurements of pressure heads at two times (t 1 and t 2 ). Using the pressure head data set collected at t 1 , we estimate the conditioned parameter field and residual parameter covariance with the previously discussed SLE approach. Next, this newly computed conditioned parameter field is used with a flow model to calculate the conditioned pressure field and sensitivities at t 2 . The conditioned pressure field is then employed to determine the pressure perturbations at the sample locations at this time. The sensitivities, however, are used in conjunction with the residual parameter covariances evaluated for t 1 to approximate the new conditional cross covariances at t 2 . With the residual covariance and cross covariance we then determine new weights for the linear estimator and determine the parameter perturbation fields. Adding the new perturbations to the conditioned parameter fields at t 1 , we obtain the first estimate of the conditioned parameter fields at t 2 . The first estimate is then improved by the SLE approach, and thus a final estimate of the conditioned parameter fields at t 2 is obtained. This approach allows accumulation of information from data collected at different time steps while maintaining a manageably sized covariance matrix in the cokriging equations.
Case Example
The performance of the inverse model described in section 2 is illustrated in this section using a hypothetical flow regime and a synthetic data set. While it would be interesting to test the model using measured data, a synthetic data set allows the results of the inverse model to be compared to underlying parameter fields that are generated and thus fully characterized. Correlation between hydraulic parameters and state variables is strongly dependent on the mean pressure and moisture content. Correlation between and f is highest for saturated soils and decreases as the soil becomes drier. Correlation between and ␣, however, is greater for drier soils and decreases as the soil becomes wetter [Yeh and Zhang, 1996; Hughson and Yeh, 1998 ]. Moderate negative correlation occurs between and both and at drier soil conditions, and almost no correlation exists between the van Genuchten n parameter and state variables at wetter soil conditions. The inverse method produces an estimated parameter perturbation field close to the zero mean when correlation with secondary information is poor and primary data are sparse. In order to illustrate the better inverse results, the case example here is shown for two different flow geometries. The f field is estimated using pressure data at wetter conditions, and the a field is estimated using moisture content data at somewhat drier conditions. The field is treated as random with a small variance. All random fields are simultaneously estimated by the inverse method; however, the estimate is not shown since it is close to zero and reproduces very little of the detail of the true field.
The geometry of this hypothetical example is a cube of porous media 2 m on each side, discretized into 500 finite elements of 0.4 m ϫ 0.4 m ϫ 0.1 m that are flattened in the z dimension. The bottom is set at a prescribed pressure head of 0 m for estimating f and at a prescribed pressure head of Ϫ2 m for estimating a. A small area at the top of the model, consisting of the four central nodes enclosing a square 0.4 m on each side, is assigned a pressure head of Ϫ0.1 m, while the remainder of the top and the sides are no-flow boundaries. This arrangement represents nonuniform vertical infiltration from a constant source at the surface percolating downward toward the water table. Heterogeneous parameter fields are generated by the spectral method [Gutjahr, 1989] with a correlation scale of 6 m horizontally and 1.5 m vertically to represent the synthetic true fields. The geometric mean of K s is 0.368 m/h, the geometric mean of ␣ is 0.25/m, and the geometric mean of n is 2.06, so these synthetic parameter fields, representing ground "truth," correspond roughly to the properties of a silt loam [Stephens et al., 1987] . Presumed known and spatially uniform saturated and residual moisture contents for this soil are taken to be 0.43 and 0.13, respectively. Variances of the log-transformed perturbations are 1.01 for f, 0.97 for a, and 0.0024 for .
Starting from an initial hydrostatic condition, the prescribed pressure boundary applied at the surface was used to create a transient system. Pressure was sampled at six levels from the seven wells located as shown in Figure 1 at times of 0.1, 0.5, and 1.0 hour and at the final steady state. These 42 sample locations and three times plus final steady state make up the data sets of secondary information. Primary information consists of single measurements of the variables K s , ␣, and n located at the third sampling point from the top in the central well. Estimates of the log-transformed perturbations in saturated hydraulic conductivity were then made using pressure data, as the secondary information, at the 42 locations for each of the three times individually. Next, the f field was estimated using pressure data at each time sequentially, as discussed above. Finally, the estimate of f was made using just pressure data at the final steady state. In our model, steady state is a separate calculation with no time derivative rather than that achieved through long run times. This sequence of estimated f fields is shown compared to the true f field in Plate 1. Our estimate of the parameter field depends on transient information and is to be compared with the unchanging true field in Plate 1a. Although only estimates of f using pressure data as secondary information are shown in Plate 1, the fields f, a, and n were all treated as random, and estimates of each were computed by the algorithm.
Generally, we have found that linear cross correlation between pressure and f is highest for saturated soils and decreases as the soil becomes drier. Also, cross correlation between ␣ and moisture content tends to increase as the soil becomes drier. For the zero-pressure boundary condition at the bottom this entire 2-m block of sandy loam soil is nearly saturated, resulting in a strong correlation between f and pressure. To produce drier soil conditions, and thus improve the correlation between ␣ and , moisture content data were sampled from a steady state simulation with the bottom boundary at a prescribed pressure of Ϫ2.0 m. The result of using the 42 steady state moisture content data to estimate a is shown in Plate 2 compared to the true a field. Accurate representation of the major heterogeneities of the a field here is due to the strong correlation between ␣ and at this mean pressure distribution. The preferentially improved estimates on the right-hand side of the blocks in Plates 1 and 2 are a consequence of the better data coverage on that side of the block (Figure 1) . Results of estimation of the ␣ parameter using transient data are similar to those for K s and are not shown here.
A more quantitative comparison between the various estimates is shown in Figure 2 by scatterplots of the estimated versus the true values for the fields of Plates 1 and 2. Also given on the scatterplots are the values of two statistical norms that quantify the bias
and the variance of the estimate ẑ, as compared to the true field z. The scatterplots and these statistics clearly show the estimate is improved when using pressure data at the later times and that sequential use of pressure data at all three times results in a better estimate than using pressure data at any single time individually. While this is expected because the initial condition is hydrostatic, it is similar to results of Hughson and Gutjahr [1998] , who found that head data early in a transient provided little information about transmissivity heterogeneity. The pressure head transient for homogeneous mean properties is depicted at times 0.1, 0.5, and 1.0 hour in the vertical dimension at x ϭ 0.8 m and y ϭ 0.8 m in Figure 3 along with the initial hydrostatic and final steady state. At the early time of 0.1 the pressure transient has reached the lowermost nodes and at the intermediate time of 0.5 has nearly reached steady state. Absolute maximum difference between pressure at time 0.5 and steady state is 0.004. At time 1.0 the system has reached the final steady state. The major features of the f field are detected by the inverse procedure at the early 0.1 time because the pressure transient has propagated through the block to the lower boundary. Similarity of f estimated using pressure data at time 0.5 (Plate 1c Figure 2 . Scatterplots of estimated versus true fields for (a) f estimated using pressure data at 0.1 hour, (b) f estimated using pressure data at 0.5 hour, (c) f estimated using pressure data at 1.0 hour, (d) f estimated using pressure data at 0.1, 0.5, and 1.0 hour sequentially, (e) f estimated using pressure data at the final steady state, and (f) a estimated using moisture content data at steady state with a prescribed pressure of Ϫ2.0 m at the bottom boundary.
and Figure 2b ) to f estimated using final steady state pressure data (Plate 1f and Figure 2e ) can be explained by the fact that the system is almost at steady state by time 0.5. According to the scatterplots and statistical norms, f estimated using pressure data at time 1.0 (Plate 1d and Figure 2c ) is actually better than f estimated using final steady state pressure data. Perhaps this is because the estimate has the benefit of both steady state and transient information. The pressure data at time 1.0 are at the final steady state, and transient information is included in the inverse procedure starting from the known hydrostatic initial condition. The smallest L 1 and L 2 norms (Figure 2d ) are obtained by conditioning sequentially using pressure data at all transient times 0.1, 0.5, and 1.0. This estimate has the added advantage of incorporating pressure data at all times and accumulating transient information in the residual covariance of the SLE. Finally, the scatterplot of the estimated versus true a made using 42 steady state moisture content data (Figure 2f) corroborates the accurate appearance of the estimated a field shown in Plate 2. Figure 4 shows the convergence behavior of the SLE iteration for the estimate of f using steady state pressure data. The solid curve in Figure 4a shows the maximum absolute error (MAE) between the model-calculated pressure at each iteration and the actual pressure data. The dashed curve in Figure  4a is the change in standard deviation of the estimated f field from one iteration to the next. Our criterion for stopping the iteration is when the change in variance, standard deviation squared, of the estimated field is smaller than some specified tolerance. This tolerance was set at 0.0003 for the estimates of f using transient data in Plate 1 and an order of magnitude greater for the estimates of f and a using steady state data because the steady state estimates began to diverge prior to reaching the smaller tolerance. Estimates of f made using transient data and the larger tolerance (not shown) have a similar appearance to those in Plate 1 but with slightly smaller L 1 and L 2 norms. The variance of the estimated f field using steady state pressure data is seen beginning to level off after about 30 iterations (Figure 4b ). Estimates using the transient pressure data, however, required many more iterations. Figure  5a shows the MAE, and change in standard deviation of f, as a function of iteration for the estimate made using pressure data at time 1.0. Even though several hundred iterations have been computed, the f variance is seen continuing to increase (Figure 5b ). 
Discussion
Simplifying assumptions such as assumed known boundary conditions, known parameters (e.g., residual moisture content), and no uncertainty in the parameter covariance structure focus our attention solely on the effect of pressure and moisture content data on the characterization of parameter heterogeneity using the SLE method. Specifically, conditional effective parameter fields of hydrological properties are sought that match measurements of these parameters at sample locations and, from the flow model, result in pressure and moisture content distributions that honor data of these states. It is implicitly assumed that the model is discretized at the sample support volume of the data by ignoring the translation of parameters between sample and model scales. Scaling rules are still an ongoing topic of research [e.g., Desbarats, 1998 ] and could be incorporated into this algorithm. We also assume that the parameters K s , ␣, and n are independent (i.e., information on one parameter tells us nothing about the others). If data sets of the parameters were extensive enough to deduce the correlation, this additional information could be incorporated with some modifications to the algorithm. Given the assumptions, however, we were able to calibrate the heterogeneous parameter fields of K s and ␣ such that measurements of each of these, along with more complete data of pressure and moisture content, are honored.
The results shown in the case example illustrate one of the useful aspects of this inverse model. That is, the evaluation of the "worth" of different types of data for attaining modeling objectives and aiding in designing sampling programs. For instance, the fields and scatterplots (Plates 1b-1d and Figures  2a-2c) show that sampling time in relation to the transient is important. Later times provide more information (i.e., result in a better approximation of the true field) than earlier times. Likewise, Plate 1e and Figure 2d indicate that sequentially conditioning on several sampling times of pressure data results in a better estimate than conditioning on any single time individually. We did attempt to condition on all times of pressure data simultaneously, as recommended by Sun and Yeh [1992] , including cross-time pressure correlation. However, solution of the cokriging equations using cross-time covariances in this case did not often significantly improve the results and occasionally resulted in excessively large positive and negative values in the estimate. This is just a case example, and in other situations perhaps the cross-time covariance would improve the estimation. Including cross-time covariances, of course, comes with a substantial increase in computational cost.
It is well known that cokriging covariance matrices may tend toward singularity and that adding a term to the diagonal [Dietrich and Newsam, 1989] results in a solvable system of equations. During iteration we add a stabilizer to the pressure and moisture content diagonal terms in (20) and (23) as some predetermined multiple of the largest diagonal term. The function of this term is simply to condition an otherwise illconditioned covariance matrix and has nothing to do with measurement error or how accurately the model results match the data. On the contrary, repeatedly solving the successive linear estimator steadily reduces the difference between model results and the data as shown by the plot of MAE versus iteration (Figure 4a) . Nonetheless, anomalous estimates in regions of the field without conditioning data appear with some combinations of data and boundary conditions. For example, small areas of anomalously low estimates appear near the top of the estimated f field in Plate 1f even though the overall estimate appears to be fairly good (Figure 2e ). While we hypothesize such anomalies result from the numerical solution of (20) and (23), they do illustrate the data dependence of our inverse methodology. Complete characterization of heterogeneity with this inverse model requires extensive sets of pressure and moisture content data covering the entire modeled domain. We are currently exploring the possibilities of incorporating geophysical measurements closely tied to moisture content, such as electrical resistivity tomography, to fill this secondary data requirement. Note that the estimate of a using 42 moisture contents at the same locations (Plate 2b) is much more accurate even though the variance of a is nearly the same as the variance of f.
Conclusion
In this paper we have presented an inverse model using a successive linear estimator approach for estimating unsaturated hydraulic parameters during transient, three-dimensional, variably saturated flow. The innovative aspects of this model, besides its dimensionality, are the use of the van GenuchtenMualem unsaturated hydraulic conductivity and soil moisture retention functions and the incorporation of time-dependent pressure data in the parameter estimation. While much work remains to be done in model boundary identification, parameter covariance structural analysis, and parameter translation from sampling to modeling scales, this inverse model illustrates the utility of pressure and moisture content data in the estimation of soil hydraulic parameters where those relationships are highly nonlinear. Incorporation of the nonlinearity is achieved iteratively through the successive linear estimator with updated residual parameter covariances. The same technique permits conditioning on time series of data from several sampling locations while maintaining a manageably small-sized data covariance matrix. From the case example presented here, we surmize that the collection time of the data in relation to the transient is an important factor in accuracy of the estimate. Furthermore, conditioning sequentially on time-dependent data results in a slightly better estimate than conditioning on any single time individually.
In summary, we have presented a new idea for conditioning the effective parameter fields on time series of pressure measurements at several locations. The key to this technique is the residual parameter covariance structures that "remember" the conditioning effect of pressure data from previous times. This greatly reduces the order of the cokriging matrix at each iteration thus increasing computational efficacy without sacrificing time-dependent pressure correlation.
