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Abstract
In this work we define the trajectory coset of an affine map and
use it to study the similarity classes of affine maps.
The characterization of similarity classes of affine maps, was al-
ready accomplished in a previous paper [3] but in this work, we use
the trajectory coset, a tool which allows us to gain a deeper under-
standing of the interplay between geometry (properties of affine maps)
and algebra (properties of linear maps).
We first state the geometric problem of similarity of affine maps.
We then develop the algebraic tools. The main idea is the devel-
opment of an invariant which determines whether one coset can be
taken to another coset, under isomorphism of modules.
After resolving this problem we go back to geometrical questions,
similarity and invariant flats.
1
1 The Geometric Set-Up
In the following (E , V ) is an affine space over a field F . This means that we
are given a data of:
1. V is a vector space over the field F .
2. An action of the group V on the set E
E × V −→ E
satisfying (on top of the axioms for a group action):
For each A,B ∈ E , there is a unique α ∈ V such that
A+ α = B
( this α is denoted by
−→
AB ).
A function f : E −→ E is called an affine map if there exists a linear map
f : V −→ V such that for every A,B ∈ E
−−−−−−→
f(A)f(B) = f(
−→
AB)
The linear map f : V −→ V is called the linear part of f . An affine map is
uniquely determined by its linear part f and by its action on a single point
A ∈ E .
For a linear map L : V −→ V there is a standard construction of the module
V L over the ring F [X ].
The underlying additive group is the additive group of V . For each P (X) ∈
F [X ] and each w ∈ V ,
P (X) · w := P (L)(w).
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Given a linear map L : V −→ V , a key ingredient of our discussion is the
submodule (X − 1) · V L. Clearly (X − 1) · V L = im(L− idV ).
We define now the trajectory coset of an affine map.
Definition 1. Let f : E −→ E be an affine map. Define the trajectory coset
of f to be the set:
tc(f) :=
{−−−−→
Af(A) | A ∈ E
}
We have to prove that the set tc(f) is a coset of the submodule (X− 1) ·V f .
Claim 1. For each A,B ∈ E ,
−−−−→
Af(A)−
−−−−→
Bf(B) = (idV −f)(
−→
AB)
Proof.
−−−−→
Af(A)−
−−−−→
Bf(B) =
(−−−−→
Af(A) +
−−−−→
f(A)B
)
−
(−−−−→
f(A)B +
−−−−→
Bf(B)
)
=
−→
AB −
−−−−−−→
f(A)f(B)
=
−→
AB − f
(−→
AB
)
=
(
idV −f
) (−→
AB
)
Claim 2. For each A,B ∈ E ,
−−−−→
Af(A) ≡
−−−−→
Bf(B)
(
mod (X − 1) · V f
)
Claim 3. Let A ∈ E and let γ ∈
−−−−→
Af(A) + (X − 1) · V f .
Then there exists a point B ∈ E , such that γ =
−−−−→
Bf(B).
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Proof. Find α ∈ V such that: γ =
−−−−→
Af(A) +
(
f − idV
)
(α).
Define B by B := A+ α.
−→
AB = α
Af(A)−
−−−−→
Bf(B) =
(
idV − f
)
(
−→
AB)
Af(A)−
−−−−→
Bf(B) =
(
idV − f
)
(α)
γ =
−−−−→
Af(A)−
(
idV − f
)
(α)
=
−−−−→
Af(A)−
(−−−−→
Af(A)−
−−−−→
Bf(B)
)
=
−−−−→
Bf(B).
Claim 4. Let f : E −→ E be an affine map. Fix a point A ∈ E . Then:
tc(f) =
−−−−→
Af(A) + (x− 1) · V f
.
Proof: This claim follows from the previous two claims.
2 Similarity of Affine Maps
Definition 2. Let f, g ∈ E −→ E be affine maps.
We say that f and g are similar (and write f ∼ g) if there exists an affine
isomorphism, h : E −→ E , such that h ◦ f ◦ h−1 = g
Claim 5. For every affine map h : E −→ E , h is an affine isomorphism, if
and only if, the linear map h : V −→ V is a linear isomorphism.
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Theorem 1. Let f, g : E −→ E be affine maps. If h : E −→ E is an
affine isomorphism such that h ◦ f ◦ h−1 = g, then the linear isomorphism
h : V −→ V is an isomorphism of modules over F [X ], h : V f −→ V g, it
takes the submodule (X−1) ·V f to the submodule (X−1) ·V g, and the coset
tc(f) to the coset tc(g).
Proof.
h ◦ f ◦ h−1 = g
h ◦ f = g ◦ h
h ◦ f = g ◦ h
h ◦ f = g ◦ h
On the left hand side of this equation, f stands for the action of X on V f ,
while on the right hand side, g stands for the action of X on V g.
Therefore the equation states that h ·X = X · h.
Therefore h commutes with every polynomial in F [X ].
Since h commutes with X − 1, it takes the submodule (X − 1) · V f to the
submodule (X − 1) · V g,
and a coset of (X − 1) · V f to a coset of (X − 1) · V g .
It remains to prove that the particular coset tc(f) is taken by h to the
particular coset tc(g).
This follows because for each A ∈ E ,
h
(−−−−→
Af(A)
)
=
−−−−−−−−−→
h(A)h (f(A)) =
−−−−−−−−−→
h(A)g (h(A)).
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So h takes the element
−−−−→
Af(A) of tc(f) to the element
−−−−−−−−−→
h(A)g (h(A)) of tc(g).
Now the converse is also true:
Theorem 2. Let f, g : E −→ E be affine maps.
Assume T : V −→ V is a linear isomorphism satisfying T ◦ f ◦ T−1 = g
(Otherwise put T ◦f = g ◦T or T : V f −→ V g is an isomorphism of modules
over the ring F [X ]).
Assume there exist A,B ∈ E , such that T
(−−−−→
Af(A)
)
=
−−−−→
Bg(B)
Then:
There exists an affine isomorphism h : E −→ E such that h ◦ f ◦h−1 = g and
h = T .
In particular f ∼ g.
Proof. Remember that an affine map is determined by its linear part and by
its action on a single point. We can therefore define an affine map h : E −→ E ,
by stipulating that h = T and that h(A) = B.
The affine map h : E −→ E is an affine isomorphism because its linear part
h : V −→ V is a linear isomorphism.
We assume that:
T
(−−−−→
Af(A)
)
=
−−−−→
Bg(B)
h
(−−−−→
Af(A)
)
=
−−−−→
Bg(B)
−−−−−−−−−→
h(A)h (f(A)) =
−−−−→
Bg(B)
−−−−−−−→
Bh (f(A)) =
−−−−→
Bg(B)
From this we conclude that h (f(A)) = g(B)
that is: h (f(A)) = g (h(A))
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h ◦ f(A) = g ◦ h(A).
Now look at the two affine maps h ◦ f , g ◦ h : E −→ E .
Their linear parts are equal:
h ◦ f = h ◦ f = T ◦ f = g ◦ T =
= g ◦ h = g ◦ h.
Also they operate in the same way on the single point A:
h ◦ f(A) = g ◦ h(A)
From this we conclude that
h ◦ f = g ◦ h
that is h ◦ f ◦ h−1 = g
Let us rephrase the last two theorems:
Theorem 3. Let f, g : E −→ E be affine maps. Then f ∼ g, if and only if,
there is a linear isomorphism T : V −→ V such that
T ◦ f ◦ T−1 = g
(Otherwise put: T : V f −→ V g is an isomorphism of modules over the ring
F [X ]) and T takes the coset tc(f) to the coset tc(g)
In our next section we shall introduce an invariant of cosets of the submodule
(X − 1) · V f which determines which coset of (X − 1) · V f can be taken to
which coset of (X − 1) · V g.
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3 The Algebraic Set-Up:
Let V be a finite dimensional vector space over a field F . Let L : V −→ V
be a linear map. We shall study the F [X ] − module V L, and in particular,
the cosets of the submodule (X − 1) · V L. We shall study an invariant of
cosets, called τ , introduced for the first time in [3].
Let minL(X) ∈ F [X ] be the minimal (monic) polynomial of L.
Write
minL(X) = P1(X)
n1 · P2(X)
n2 · P3(X)
n3 · . . . · Pℓ(X)
nℓ ,
where for each i (1 ≤ i ≤ ℓ) the polynomial Pi(X) is prime (and monic)
and for each i, j (i 6= j)
gcd (Pi(X), Pj(X)) = 1.
For each i (1 ≤ i ≤ ℓ) write
V Li := ker (Pi(L)
ni) .
Then V L = V L1 ⊕ V
L
2 ⊕ V
L
3 ⊕ . . . ⊕ V
L
ℓ is the primary decomposition of V
L
as a module over the ring F [X ].
Claim 6. For each i (1 ≤ i ≤ ℓ)
if X − 1 6= Pi(X) then V
L
i ⊆ (X − 1) · V
L.
Proof. Find R(X), S(X) ∈ F [X ],
such that R(X) · (X − 1) + S(X) · Pi(X)
ni = 1.
For each α ∈ V
(R(X) · (X − 1) + S(X) · Pi(X)
ni) · α = 1 · α
R(X) · (X − 1) · α + S(X) · Pi(X)
ni · α = α
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But if α ∈ V Li then Pi(X)
ni · α = 0.
Hence:
R(X) · (X − 1) · α = α,
so
α ∈ (X − 1) · V L.
The following claim is the first in an effort to find ”simple” representatives
of cosets of (X − 1) · V L in V L.
Claim 7. If the polynomial X − 1 does not divide the polynomial min L(X),
then (X − 1) · V L = V L.
If, however, X − 1 | min L(X), say X − 1 = P1(X), then for each α ∈ V
L
there exists an α′ ∈ V L1 such that
α ≡ α′ (mod (X − 1) · V L)
Proof. If X − 1 ∤ min L(X), then for each i (1 ≤ i ≤ ℓ)
V Li ⊆ (X − 1) · V
L,
so V L ⊆ (X − 1) · V L,
so V L = (X − 1) · V L.
If X − 1 | min L(X), say X − 1 = P1(X), then write α =
∑ℓ
i=1 αi where for
each i (1 ≤ i ≤ ℓ) αi ∈ V
L
i .
Write α′ := α1 and α
′′ :=
∑ℓ
i=2 αi.
It follows that α = α′ + α′′, α′ ∈ V L1 and α
′′ ∈ (X − 1) · V L.
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We are going to introduce now the main tool in our study, the invariant
τ(α, L), an invariant which first appeared in [3].
Definition 3. Let V be a finite dimensional vector space over a field F .
Let L : V −→ V be a linear map.
For each α ∈ V define τ(α, L) to be the smallest k ∈ N, such that
α ∈ im(L− idV ) + ker
(
(L− idV )
k
)
.
(N := {0, 1, 2, 3, . . .})
Remark 1. 1. For each α ∈ V ,
τ(α, L) = 0, if and only if, α ∈ (X − 1) · V L.
2. If X − 1 ∤ minL(X), then for each α ∈ V , τ(α, L) = 0
3. If X − 1 | minL(X),
say X−1 = P1(X) (where minL(X) = P1(X)
n1 ·P2(X)
n2 · . . . ·Pℓ(X)
nℓ)
then for each α ∈ V, τ(α, L) ≤ n1.
4. For each α, α′ ∈ V , if α ≡ α′
(
mod (X − 1) · V L
)
,
then τ(α, L) = τ(α′, L).
Definition 4. For each α ∈ V L, write 〈α〉 := SpF [X](α). In other words:
〈α〉 := {R(X) · α | R(X) ∈ F [X ]} .
Claim 8. Assume X − 1 = P1(X) and that α ∈ V
L
1 and β ∈ 〈α〉.
Then either β ∈ (X − 1) · V L or 〈β〉 = 〈α〉.
Proof. Put Ann(α) :=
{
R(X) ∈ F [X ] | R(X) · α = 0
}
.
Since α ∈ V L1 it follows that 〈P1(X)
n1〉 ⊆ Ann(α).
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This means that there is a k ∈ N, k ≤ n1, such that Ann(α) =
〈
P1(X)
k
〉
.
Since β ∈ 〈α〉 there is a polynomial Q(X) ∈ F [X ], such that β = Q(X) · α.
If P1(X) | Q(X) then β ∈ (X − 1) · V
L.
If P1(X) ∤ Q(X) then gcd
(
Q(X) , P1(X)
k
)
= 1.
Find R(X), S(X) ∈ F [X ], such that R(X) ·Q(X) + S(X) · P1(X)
k = 1
(
R(X) ·Q(X) + S(X) · P1(X)
k
)
· α = α
R(X) ·Q(X) · α + S(X) · P1(X)
k · α = α
But P1(X)
k · α = 0
So R(X) ·Q(X) · α = α
R(X) · β = α
So α ∈ 〈β〉
and we conclude that 〈α〉 = 〈β〉.
Claim 9. Assume X−1 = P1(X) and fix V
L
1 = 〈γ1〉⊕〈γ2〉⊕〈γ3〉⊕· · ·⊕〈γt〉
any decomposition of V L1 into a direct sum of cyclic submodules.
Then, for each α ∈ V L there exist α1, α2, α3, · · · , αt ∈ V
L
1 , such that
α ≡
t∑
i=1
αi (mod(X − 1) · V
L)
and for each index i (1 ≤ i ≤ t) either αi = 0 or 〈αi〉 = 〈γi〉.
Proof. Let α ∈ V L.
Use first Claim 7 to find α′ ∈ V L1 such that α ≡ α
′ (mod(X − 1) · V L).
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Write then α′ as: α′ = α′1 + α
′
2 + α
′
3 + . . .+ α
′
t
where for each index i (1 ≤ i ≤ t) α′i ∈ 〈γi〉.
Now, for each index i (1 ≤ i ≤ t) define:
αi :=


0 α′i ∈ (X − 1) · V
L
α′i α
′
i /∈ (X − 1) · V
L
Clearly
∑k
i=1 αi ≡
∑k
i=1 α
′
i (mod(X − 1) · V
L).
It is also clear (Claim 8) that for each index i (1 ≤ i ≤ t) if α′i /∈ (X−1) ·V
L,
then 〈αi〉 = 〈α
′
i〉 = 〈γi〉.
Claim 10. Let R be a ring, and let W be a module over R.
Let ε1, ε2, ε3, . . . , εm ∈ W .
Assume that W = 〈ε1〉 ⊕ 〈ε2〉 ⊕ 〈ε3〉 ⊕ . . .⊕ 〈εm〉.
Assume further that for each i (1 ≤ i ≤ m− 1)
Ann(εi) ⊇ Ann(εm)
Write ε′m := ε1 + ε2 + ε3 + . . .+ εm
Then Ann(ε′m) = Ann(εm)
and W = 〈ε1〉 ⊕ 〈ε2〉 ⊕ . . .⊕ 〈εm−1〉 ⊕ 〈ε
′
m〉.
Otherwise put: ε′m can be used instead of εm.
Proof.
Ann(ε′m) =
m⋂
i=1
Ann(εi) = Ann(εm).
12
As to the second assertion, clearly
ε1, ε2, . . . , εm−1, εm ∈ 〈ε1〉+ 〈ε2〉+ · · ·+ 〈εm−1〉+ 〈ε
′
m〉.
This implies that
W ⊆ 〈ε1〉+ 〈ε2〉+ · · ·+ 〈εm−1〉+ 〈ε
′
m〉
So
W = 〈ε1〉+ 〈ε2〉+ · · ·+ 〈εm−1〉+ 〈ε
′
m〉
It remains to show that the sum of submodules on the right, is a direct sum.
Let r1, r2, . . . , rm−1, s ∈ R, such that r1·ε1+r2·ε2+. . .+rm−1·εm−1+s·ε
′
m = 0.
(r1 + s) · ε1 + (r2 + s) · ε2 + . . .+ (rm−1 + s) · εm−1 + s · εm = 0.
Hence, s · εm = 0,
so s ∈ Ann(εm),
so for each i (1 ≤ i ≤ m− 1) s ∈ Ann(εi).
Also, for each i (1 ≤ i ≤ m− 1) (ri + s) · εi = 0,
so ri + s ∈ Ann(εi),
so ri ∈ Ann(εi).
To conclude: For each i (1 ≤ i ≤ m− 1) ri ∈ Ann(εi)
so ri · εi = 0,
and also s ∈ Ann(εm)
(but Ann(εm) = Ann(ε
′
m))
so s · ε′m = 0.
This shows that the sum of submodules is indeed direct.
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The following claim will be the last in our quest of ”simple” representatives
(mod (X − 1) · V L).
Claim 11. Assume X − 1 = P1(X). For each α ∈ V
L, there exists an
α′ ∈ V L1 , such that the cyclic submodule 〈α
′〉 is complemented in V L1 , and
such that
α ≡ α′ (mod(X − 1) · V L).
Proof. Start with a fixed decomposition V L1 = 〈γ1〉 ⊕ 〈γ2〉 ⊕ 〈γ3〉 ⊕ · · · ⊕ 〈γt〉
of the module V L1 into a direct sum of cyclic submodules.
Now, let α ∈ V L.
According to Claim 9 there exist α1, α2, . . . , αt ∈ V
L
1 , such that
α ≡
t∑
i=1
αi
(
mod (X − 1) · V L1
)
and such that for each index i (1 ≤ i ≤ t) either αi = 0, or 〈αi〉 = 〈γi〉.
Write
J :=
{
i | 1 ≤ i ≤ t, αi 6= 0
}
(If J = ∅ then α′ = 0 and we are done).
Write
α′ :=
∑
i∈J
αi
(It is also true that α′ =
∑t
i=1 αi).
For each i ∈ J , αi ∈ V
L
1 so
P1(X)
n1 ∈ Ann(αi).
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Thus there exists a di (1 ≤ di ≤ n1) such that
Ann(αi) =
〈
P1(X)
di
〉
.
Fix an index m ∈ J such that for each i ∈ J, dm ≥ di. Thus for each i ∈ J ,
Ann(αm) ⊆ Ann(αi).
We plan to use Claim 10. Let
W :=
⊕
i∈J
〈αi〉.
Write
J ′ := J r {m}.
According to Claim 10, the decomposition
W =
⊕
i∈J
〈αi〉
can be replaced with another decomposition
W =
(⊕
i∈J ′
〈αi〉
)
⊕ 〈α′〉.
Now, the submodule 〈α′〉 is complemented in W , and W is complemented in
V L1 , so 〈α
′〉 is complemented in V L1 .
Definition 5. Assume X − 1 = P1(X). Let α ∈ V
L. According to Claim
11 there is an α′ ∈ V L1 , such that α ≡ α
′
(
mod (X − 1) · V L
)
and such
that the cyclic submodule 〈α′〉 is complemented in V L1 . Call α
′ a simple
representative of α.
We shall make now a short excursion into the study of cyclic submodules of
V L.
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We have (as usual) V , a finite dimensional vector space over F .
Let L : V −→ V be a linear map. For each α ∈ V , denote by 〈α〉 the cyclic
submodule of V L generated by α. Thus
〈α〉 := {R(X) · α | R(X) ∈ F [X ]} .
Claim 12. Let L : V −→ V be a linear map. Fix a polynomial P (X) ∈ F [X ],
such that deg (P (X)) = 1. Then:
1. For every F−subspace U of V , U is invariant under L, if and only if,
U is invariant under P (L).
2. For every α ∈ V L, the cyclic submodule 〈α〉 is spanned (as a vector
space over F ) by the infinite sequence
α, P (X) · α, P (X)2 · α, P (X)3 · α, P (X)4 · α, . . .
3. Let P (X)d · α be the first non-pivotal element in the sequence above.
(That is the first element which is spanned over F by previous ele-
ments). Then the linear dependence (over F ):
d−1∑
i=0
ai
(
P (X)i · α
)
= P (X)d · α,
when multiplied by P (X)j, shows that for each j (j ∈ N) the element
P (X)d+j · α is non-pivotal, so dim (〈α〉) = d.
4. Denote by L′, the restriction of L to 〈α〉, that is
L′ := L ↾ 〈α〉.
Then the linear dependence above gives rise to minL′(X), the minimal
polynomial of L′.
min L′(X) =
d−1∑
i=0
(−ai) · P (X)
i + P (X)d
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Proof. An easy exercise.
Claim 13. Assume X − 1 = P1(X). Let γ ∈ V
L
1 and assume that the cyclic
submodule 〈γ〉 is complemented in V L1 . Then
Ann(γ) =
〈
P1(X)
τ(γ,L)
〉
.
Proof. Since γ ∈ V L1 , P1(X)
n1 · γ = 0, so there exists d ∈ N, d ≤ n1, such
that
Ann(γ) = 〈P1(X)
d〉.
From Claim 12 it follows that the sequence
γ, P1(X) · γ, P1(X)
2 · γ, P1(X)
3 · γ, . . . , P1(X)
d−1 · γ
is a basis for the cyclic submodule 〈γ〉 (regarded as a vector space over F ).
We regard the map
P1(L) ↾ 〈γ〉 : 〈γ〉 −→ 〈γ〉
Let us study its kernel and its image.
Clearly
P1(X)
d−1 · γ ∈ ker(P1(L) ↾ 〈γ〉)
(so dim (ker (P1(L) ↾ 〈γ〉)) ≥ 1) and clearly
P1(X) · γ, P1(X)
2 · γ, P1(X)
3 · γ, . . . , P1(X)
d−1 · γ ∈ im (P1(L) ↾ 〈γ〉)
so
dim (im (P1(L) ↾ 〈γ〉)) ≥ d− 1.
17
But since
dim (ker (P1(L) ↾ 〈γ〉)) + dim (im (P1(L) ↾ 〈γ〉)) = d,
it follows that
dim (ker (P1(L) ↾ 〈γ〉)) = 1 and
dim (im (P1(L) ↾ 〈γ〉)) = d− 1
In particular
im (P1(L) ↾ 〈γ〉) = Sp
(
P1(X) · γ, P1(X)
2 · γ, P1(X)
3 · γ, . . . , P1(X)
d−1 · γ
)
.
Our assumption is that the cyclic submodule 〈γ〉 is complemented in V L1 .
Remember that the primary submodule V L1 is complemented in the mod-
ule V L. Therefore 〈γ〉 is complemented in V L. There exists therefore an
F [X ]−submodule W of V L, such that
〈γ〉 ⊕W = V L.
It follows that
im (P1(L)) ⊆ Sp
(
P1(X) · γ, P1(X)
2 · γ, P1(X)
3 · γ, . . . , P1(X)
d−1 · γ
)
+W
Also:
ker
(
P1(L)
d−1
)
⊆ Sp
(
P1(X) · α, P1(X)
2 · α, P1(X)
3 · α . . . , P1(X)
d−1 · γ
)
+W
So γ /∈ im (P1(L)) + ker
(
P1(L)
d−1
)
and therefore τ(γ, L) > d− 1.
But
Ann(γ) =
〈
P1(X)
d
〉
,
so
γ ∈ ker
(
P1(L)
d
)
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Thus
τ(γ, L) = d.
Therefore
Ann(γ) =
〈
P1(X)
d
〉
=
〈
P1(X)
τ(γ,L)
〉
.
And now to our main algebraic result:
Theorem 4. Let V be finite dimensional vector space over a field F . Let
L,M : V −→ V two linear maps. Assume that L ∼ M (L is similar to M)
which means of course that the F [X ]−modules V L and V M are isomorphic.
Then, for every α, β ∈ V ,
there exists an F [X ]−isomorphism T : V L −→ V M ,
taking the coset α + (X − 1) · V L to the coset β + (X − 1) · V M ,
if and only if τ(α, L) = τ(β,M).
Proof. 1. Assume first that there exists an F [X ]−isomorphism
T : V L −→ V M which takes the coset α + (X − 1) · V L to the coset
β + (X − 1) · V M . For every k ∈ N, if τ(α, L) ≤ k then
α ∈ (X − 1) · V L + ker
(
(L− idV )
k
)
,
T (α) ∈ (X − 1) · V M + ker
(
(M − idV )
k
)
,
β ∈ (X − 1) · V M + ker
(
(M − idV )
k
)
(because T (α) ≡ β (mod(X − 1) · V M)).
So τ(β,M) ≤ k.
This shows that τ(β,M) ≤ τ(α, L).
The same proof using T−1 : V M −→ V L,
will show that τ(α, L) ≤ τ(β,M).
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2. Conversely, assume that τ(α, L) = τ(β,M). We assume of course that
V L ∼= V M . Now, if τ(α, L) = 0 (and then τ(β,M) = 0) then
α ∈ (X − 1) · V L , β ∈ (X − 1) · V M .
Every F [X ]−isomorphism T : V L −→ V M ,
takes the submodule (X − 1) · V L to the submodule (X − 1) · V M .
Assume now that τ(α, L) ≥ 1. Choose α′ ∈ V L1 , a simple representative
of α. That is
α ≡ α′ (mod(X − 1) · V L)
and 〈α′〉 is a complemented submodule in V L1 .
In the same manner, choose β ′ ∈ V M1 , a simple representative of β.
That is
β ≡ β ′ (mod(X − 1) · V M)
and 〈β ′〉 is a complemented submodule in V M1 .
Now (using Claim 13)
Ann(α′) =
〈
P1(X)
τ(α′,L)
〉
=
〈
P1(X)
τ(α,L)
〉
.
Also
Ann(β ′) =
〈
P1(X)
τ(β′,M)
〉
=
〈
P1(X)
τ(β,M)
〉
.
Our assumption is that
τ(α, L) = τ(β,M) so Ann(α′) = Ann(β ′).
We shall construct an isomorphism T : V L −→ V M
such that T (α′) = β ′.
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How shall we do it?
Decompose V L into a direct sum of primary components. (This is a
unique decomposition).
Decompose then each primary component into a direct sum of cyclic
submodules (this is not unique) taking care that one of the cyclic sub-
modules of V L1 will be 〈α
′〉. This can be done because the submodule
〈α′〉 is complemented in the primary submodule V L1 .
In the same manner decompose the module V M into a direct sum of pri-
mary components and then decompose each primary component into a
direct sum of cyclic submodules, taking care that one of the cyclic sub-
modules of V M1 will be 〈β
′〉. This can be done because the submodule
〈β ′〉 is complemented in the primary submodule V M1 .
All in all we have a decomposition
V L =
⊕
i∈Y
〈αi〉
V M =
⊕
i∈Y
〈βi〉
taking care that for each i ∈ Y ,
Ann(αi) = Ann(βi)
and taking care also that for the same index i0 ∈ Y ,
αi0 = α
′ , βi0 = β
′.
We then define T : V L −→ V M , by stipulating that for every i ∈ Y ,
T (αi) := βi
(and in particular T (αi0) = βi0 that is T (α
′) = β ′).
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4 Back to Geometry
Let (E , V ) be an affine space over a field F . We assume that V is finite
dimensional.
For an affine map f : E −→ E , we defined the trajectory coset of f to be
tc(f) =
{−−−−→
Af(A) | A ∈ E
}
.
We proved that tc(f) is indeed a coset of the submodule (X − 1) · V f of V f .
Definition 6. Let f : E −→ E be an affine map. Choose A ∈ E and define
τ(f) := τ
(−−−−→
Af(A), f
)
.
Notice that the definition does not depend on the choice of the point A ∈ E .
If B ∈ E then
−−−−→
Af(A) ≡
−−−−→
Bf(B) ( mod (X − 1) · V f).
Notice also that τ(f) is the smallest k ∈ N, such that
−−−−→
Af(A) ∈ (X − 1) · V f + ker
((
f − idV
)k)
.
Our main theorem is:
Theorem 5. Let (E , V ) be an affine space over a field F . Assume V is finite
dimensional.
Then, for every affine maps f, g : E −→ E , f ∼ g if and only if, the linear
maps f, g : V −→ V are similar (we write it f ∼ g) and τ(f) = τ(g).
Proof. From Theorem 3 it follows that f ∼ g, if and only if, there is a linear
isomorphism (of F [X ]−modules)
T : V f −→ V g
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which takes the coset tc(f) to the coset tc(g).
According to Theorem 4, such a linear isomorphism exists, if and only if,
τ
(−−−−→
Af(A), f
)
= τ
(−−−−→
Bg(B), g
)
(where A,B are any points of E)
5 Invariant Flats
We shall study now invariant flats of affine maps, in order to give τ another
meaning of a geometrical nature.
Claim 14. Let (E , V ) be an affine space over a field F . Let f : E −→ E be
an affine map.
Then for every A ∈ E and every W a subspace of V , the flat A + W is
invariant under f , if and only if,
−−−−→
Af(A) ∈ W and W is invariant under f .
Proof. Assume first that the flat A+W is invariant under f .
In particular, A ∈ A+W so f(A) ∈ A+W so
−−−−→
Af(A) ∈ W .
Also, A +W = f(A) +W .
Now let α ∈ W . Since A+ α ∈ A +W , it follows that f(A+ α) ∈ A +W .
So f(A+ α) ∈ f(A) +W .
That is f(A) + f(α) ∈ f(A) +W .
This implies that f(α) ∈ W .
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Conversely, assume that
−−−−→
Af(A) ∈ W and that W is invariant under f . Let
B ∈ A +W . We have to show that f(B) ∈ A +W .
Our assumption that B ∈ A+W , implies that
−→
AB ∈ W . Thus f
(−→
AB
)
∈ W
(because W is invariant under f). Now,
−−−−→
Af(B) =
−−−−→
Af(A) +
−−−−−−→
f(A)f(B)
=
−−−−→
Af(A) + f
(−→
AB
)
.
−−−−→
Af(A), f
(−→
AB
)
∈ W , so
−−−−→
Af(A) + f
(−→
AB
)
∈ W , so
−−−−→
Af(B) ∈ W , so f(B) ∈
A +W
Definition 7. Let f : E −→ E be an affine map and let A ∈ E .
Denote by Flat(A, f) the flat of E which passes throught the point A and
whose direction is
〈−−−−→
Af(A)
〉
, the cyclic F [X ]−submodule of V f , generated by
the vector
−−−−→
Af(A).
In other words:
Flat(A, f) := A+
〈−−−−→
Af(A)
〉
.
Claim 15. Let f : E −→ E be an affine map. Let A ∈ E . Then:
1. A ∈ Flat(A, F )
2. The flat Flat(A, f) is invariant under f .
3. If F is a flat in E which is invariant under f and which passes throught
the point A, then
Flat(A, f) ⊆ F .
4. Denote by f
′
the restriction of f to
〈−−−−→
Af(A)
〉
. That is:
f
′
= f ↾
〈−−→
AfA
〉
.
24
Then:
dim (Flat(A, f)) = deg
(
min
f
′(X)
)
.
That is, the dimension of the flat Flat(A, f) is the degree of the minimal
polynomial of the linear map f
′
:
〈−−−−→
Af(A)
〉
−→
〈−−−−→
Af(A)
〉
.
Proof. 1. Follows from the definition
2. Claim 14
3. Claim 14
4. Follows from part 4. of Claim 12.
Theorem 6. Let (E , V ) be an affine space over a field F . We assume that
V is finite dimensional. Let f : E −→ E be an affine map.
From the coset tc(f) (a coset of the submodule (X − 1) · V f in the module
V f) choose a simple representative α. By this I mean:
If τ(f) = 0 (so tc(f) = (X − 1) · V f) choose α := 0.
If τ(f) ≥ 1, choose an α ∈ V f1 such that the cyclic submodule 〈α〉 is comple-
mented in V f1 (see Claim 11).
After you chose the simple representative α from the coset tc(f), choose a
point A ∈ E , such that α =
−−−−→
Af(A). Then:
dim (Flat(A, f)) = τ(f),
so we found a flat of E which is invariant under f , passes through the point
A, and is of dimension τ(f). Its direction is a complemented submodule in
V f1
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Proof. If τ(f) = 0 then α = 0 and
−−−−→
Af(A) = 0 so f(A) = A.
Flat(A, f) = {A} and indeed in this case Flat(A, f) = A+ 〈0〉.
Assume now that τ(f) ≥ 1. Write k := τ(f). So we chose α ∈ tc(f) (and
A ∈ E such that
−−−−→
Af(A) = α) such that α ∈ V f1 , and the cyclic submodule
〈α〉 is complemented in V f1 .
It follows from Claim 13 that Ann(α) =
〈
P1(X)
τ(α,f)
〉
.
That is Ann(α) =
〈
(X − 1)k
〉
.
So, again, if we denote by f
′
the restriction of f to 〈α〉, then
min
f
′(X) = (X − 1)k.
Thus dim (〈α〉) = k (part 4 of Claim 12).
Remember that Flat(A, f) = A+
〈−−−−→
Af(A)
〉
= A+ 〈α〉.
So dim(Flat(A, f)) = k.
Theorem 7. Let f : E −→ E be an affine map.
Then any flat of E which is invariant under f , has dimension ≥ τ(f).
Proof. It suffices to prove our assertion for flats of the form Flat(A, f) (be-
cause every flat which is invariant under f contains such a flat).
But Flat(A, f) = A+
〈−−−−→
Af(A)
〉
.
It suffices therefore to prove that for every A ∈ E ,
dim
(〈−−−−→
Af(A)
〉)
≥ τ(f).
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Assume (using the notation at the Algebraic Set-Up) that
min f(X) = P1(X)
n1 · P2(X)
n2 · P3(X)
n3 · . . . · Pℓ(X)
nℓ ,
where P1(X) = X − 1. (Remember that if X − 1 ∤ minf (X)) then τ(f) = 0
and we are done).
For each i (1 ≤ i ≤ ℓ) write
V fi := ker
(
Pi(f)
ni
)
and remember that
V f = V f1 ⊕ V
f
2 ⊕ V
f
3 ⊕ . . .⊕ V
f
ℓ .
Now let A ∈ E . Write α :=
−−−−→
Af(A). We have to show that
dim (〈α〉) ≥ τ(f).
Write α = β + γ where β ∈ V f1 and γ ∈ ⊕
ℓ
i=2V
f
i .
Ann(α) = Ann(β) ∩ Ann(γ)
So if
f
′
:= f ↾ 〈α〉
f
′′
:= f ↾ 〈β〉
f
′′′
:= f ↾ 〈γ〉,
then
min
f
′(X) = lcm
(
min
f
′′(X) , min
f
′′′(X)
)
= min
f
′′(X) ·min
f
′′′(X).
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Notice that γ ∈ (X − 1) · V f
so α ≡ β ( mod (X − 1) · V f )
so τ
(
α, f
)
= τ
(
β, f
)
.
Now, since β ∈ V f1 , it follows that
min
f
′′(X) = P1(X)
d
where
τ
(
β, f
)
≤ d ≤ n1
But
τ
(
β, f
)
= τ
(
α, f
)
so
τ
(
α, f
)
≤ d.
min
f
′(X) = min
f
′′(X) ·min
f
′′′(X)
= P1(X)
d ·min
f
′′′(X)
Thus
deg
(
min
f
′(X)
)
≥ d
So
deg
(
min
f
′(X)
)
≥ τ
(
α, f
)
.
Which means
dim (〈α〉) ≥ τ(f).
The Invariance Level:
In [2] the notion of invariance level of an affine map f is defined and is
denoted by ρ(f).
28
Definition 8. Let f : E −→ E be an affine map. If E has a flat, which is
invariant under f , of dimension k, but not one of smaller dimension, then
we say that the invariance level of f is k. We write ρ(f) = k.
Our Theorem 6 and Theorem 7 show:
Theorem 8. For every affine map
f : E −→ E , ρ(f) = τ(f).
We can do better than Theorem 7. In Theorem 7 we show that every flat
which is invariant under f , is of dimension ≥ τ(f).
One can actually show that if F is a flat which is invariant under f , and
dim(F) = τ(f), then dir(F) ⊆ V f1 .
By looking closely at the decomposition α = β+γ in the proof of Theorem 7,
one can show that not only dim (〈α〉) ≥ dim (〈β〉), but also that 〈α〉 ⊇ 〈β〉
(and 〈α〉 ⊇ 〈γ〉). We state it as:
Theorem 9. Assume X − 1 | min f(X), say X − 1 = P1(X).
Let F be a flat of E which is invariant under f .
If dim(F) = τ(f), then dir(F) ⊆ V f1 .
Proof. Let
min f(X) = P1(X)
n1 · P2(X)
n2 · P3(X)
n3 · . . . · Pℓ(X)
nℓ
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where for each index i (1 ≤ i ≤ ℓ) the polynomial Pi(X) is prime and (monic)
and for each i, j (i 6= j)
gcd (Pi(X), Pj(X)) = 1
Assume P1(X) = X − 1.
Let Q1(X), Q2(X), . . . , Qℓ(X) be the sequence of ”Lagrange interpolants”
associated with the sequence P1(X)
n1 · P2(X)
n2 · P3(X)
n3 · . . . · Pℓ(X)
nℓ .
Remember that in the ring F [X ]:
Qj(X) ≡ 1 (modPj(X)
nj).
and if i 6= j then
Qj(X) ≡ 0 (modPi(X)
ni).
The sequence Q1(X), Q2(X), . . . , Qℓ(X)
is uniquely determined
(
mod min f(X)
)
.
Remember also that
Q1(X) +Q2(X) + . . .+Qℓ(X) ≡ 1
(
mod min f(X)
)
.
Now, let F be a flat of E which is invariant under f .
Assume
dim(F) = τ(f).
Clearly, there is a point A ∈ E , such that F = Flat(A, f).
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Write α :=
−−−−→
Af(A).
F = A + 〈α〉.
α = 1 · α = (Q1(X) +Q2(X) + . . .+Qℓ(X)) · α
α = Q1(X) · α +Q2(X) · α + . . .+Qℓ(X) · α.
For each index i (1 ≤ i ≤ ℓ)
Qi(X) · α ∈ V
f
i .
Write β := Q1(X) · α
and γ := Q2(X) · α +Q3(X) · α + . . .+Qℓ(X) · α.
Thus α = β + γ.
Since γ ∈ (X − 1) · V f it follows that
α ≡ β
(
mod (X − 1) · V f
)
and therefore β ∈ tc(f).
There exists a point B ∈ E such that β = Bf(B).
Notice Flat(B, f) = B + 〈β〉.
The flat B + 〈β〉 is invariant under f .
Therefore dim (〈β〉) ≥ τ(f).
But β = Q1(X) · α
so 〈β〉 ⊆ 〈α〉.
From the assumption that dim (〈α〉) = τ(f),
it follows that
〈β〉 = 〈α〉
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Thus
dir(F) = 〈β〉
and
〈β〉 ⊆ V f1
The moral of our journey, in conclusion, is that the study of (X − 1) · V f1 , is
crucial for understanding questions such as similarity and invariance level.
Remark 2. In an independant work [1] Xiang-dong Hou finds a system of
distinct representatives of the conjugacy class of AGL(m,F )
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