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Abstract
Consider the following nonlinear difference equation with variable coefficients:⎧⎪⎪⎨
⎪⎪⎩
x(n + 1) = x(n) −
m∑
j=0
aj (n)fj
(
x(n − j)), n = 0,1,2, . . . ,
x(j) = xj , −m j  0,
where aj (n) 0, 0 j m,
∑m
j=0 aj (n) > 0 and
∑∞
n=0
∑m
j=0 aj (n) = +∞. We assume that there exists
a strictly monotone increasing function f (x) on (−∞,+∞) such that f (0) = 0, 0 < fj (x)
f (x)
 1, x = 0,
0 j m, and limx→−∞ f (x) is finite if f (x) = x. In this paper, we establish sufficient conditions for the
zero solution of the above equation to be globally asymptotically stable. Applying these conditions to some
special cases, we improve the “3/2 criteria” type stability conditions for linear and nonlinear difference
equations.
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Consider the following nonlinear difference equation with variable coefficients:⎧⎪⎨
⎪⎩
x(n + 1) = x(n) −
m∑
j=0
aj (n)fj
(
x(n − j)), n = 0,1,2, . . . ,
x(j) = xj , −m j  0,
(1.1)
where
aj (n) 0, 0 j m,
m∑
j=0
aj (n) > 0 and
∞∑
n=0
m∑
j=0
aj (n) = +∞. (1.2)
Furthermore, we assume that there exists a strictly monotone increasing function f (x) on
(−∞,+∞) such that⎧⎪⎪⎨
⎪⎪⎩
f (0) = 0,
0 <
fj (x)
f (x)
 1, x = 0 (0 j m),
∃ (and is finite) lim
x→−∞f (x) if f (x) ≡ x.
(1.3)
The above difference equation has been widely studied in the literature (see, for example, [2–16]
and the references therein).
For the case of f (x) = x, it is well known that
sup
nm
n∑
k=n−m
m∑
j=0
aj (k) <
3
2
+ 1
2(m + 1)
is a sufficient condition of global asymptotic stability for the zero solution of (1.1) (see, for
example, Erbe, Xia and Yu [2], Yu [15], and Zhang, Tian and Wong [16] and Matsunaga, Hara
and Sakata [6] and the references therein).
For the case of f (x) = ex − 1, it is known that
r  log 2
m + 1 for aj (n) = r
aj∑m
j=0 aj
,
by Gopalsamy, Kulenovic and Ladas [4], is a sufficient condition of global asymptotic stability
for the zero solution of (1.1). This condition is improved to
n∑
k=n−m
r(k) 3
2
for aj (n) = r(n) aj∑m
j=0 aj
,
by So and Yu [10]. Moreover, Muroya [7] generalizes this.
On the other hand, Tkachenko and Trofimchuk [11] have established several conditions suffi-
cient for global stability of the zero solution of nonautonomous difference equation
xn+1 = qxn + fn(xn, xn−1, . . . , xn−m), n ∈ Z, (1.4)
where 0 < q < 1 and the nonlinear functions fn :Rm+1 → R satisfy the following discrete
version (H) of the generalized York conditions, which is introduced in Liz, Tkachenko and
Trofimchuk [5]:
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with min0im zi  s.
(H2) There is a rational function r(x) = −x/(1 + bx) with b > 0 such that
r
(
M(z)
)
 fn(z) r
(−M(−z)), n ∈ Z+, (1.5)
where the first inequality holds for all z ∈ Rm+1, and the second one for all z ∈ Rm+1 such that
min0im zi > −b−1 ∈ (−∞,0).
To obtain sharp stability conditions, Tkachenko and Trofimchuk [11] restricted the range of
parameter q , and for the sublinear case (b = 0), Nenya, Tkachenko and Trofimchuk [9] extended
in the following range such that(
q + q2 + · · · + qm)qm+1  1. (1.6)
Therefore, we need other considerations to obtain sharp stability conditions for q = 1 in (1.4).
Recently, Tkachenko and Trofimchuk [12] have established a discrete version of the celebrated
Yorke and Wright 3/2-stability criterion for a family of strongly nonlinear nonautonomous dif-
ference equations of the form
xn+1 = xn + anfn(xn, xn−1, . . . , xn−m), (1.7)
under the above condition (H) with
(H3) If {xn} is a sequence of real numbers such that limn→∞ xn = x∗ = 0, then
∞∑
n=0
anfn(xn, xn−1, . . . , xn−m) diverges. (1.8)
Theorem A. (See Tkachenko and Trofimchuk [11, Theorem 1.3].) Assume (H) and
λ ≡ lim sup
n→∞
n+m∑
i=n
ai <
3
2
+ 1
2(m + 1) , (1.9)
then every solution of (1.7) converges to 0. Furthermore, condition (1.9) is sharp within the class
of equations determined by (H): for every λ > 3/2 + 1/{2(m+ 1)}, there are periodic {an}, {fn}
satisfying (H) and such that the zero solution of the corresponding equation is linearly unstable.
In this paper, using similar techniques in Muroya and Ishiwata [8] and Uesugi, Muroya and
Ishiwata [13], we establish conditions of the global asymptotic stability for the zero solution
of nonlinear difference equation (1.1) (see Theorems 1.5 and 1.6). These conditions improve
conditions of “3/2 criteria” type for nonlinear difference equations. We now give the following
definitions.
Definition 1.1. The zero solution of (1.1) is said to be uniformly stable, if for any  > 0 and
nonnegative integer n0, there is a δ = δ() > 0 such that sup{|x(n0 − j)| | 0  j  m} < δ
implies that the solution {x(n)}∞n=0 of (1.1) satisfies |x(n)| < , n = n0, n0 + 1, . . . .
Definition 1.2. The zero solution of (1.1) is called globally attractive, if every solution of (1.1)
tends to zero as n → ∞.
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formly stable and globally attractive.
After setting⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
r1 = sup
nm
m∑
k=0
m−k∑
j=0
aj (n − k),
r2 = sup
nm
m∑
k=1
m∑
j=m−k+1
aj (n − k),
ϕ(x) = x − r1f (x), xˆ = −1 +
√
5
2
,
(1.10)
we can prove the following results.
Theorem 1.1. Assume that ϕ(x) is monotone on (−∞,+∞), and that for any L < 0,{−r2f (−r2f (L))> L, if ϕ(x) is increasing,
ϕ
(
ϕ(L) − r2f (L)
)− r2f (ϕ(L) − r2f (L))> L, if ϕ(x) is decreasing. (1.11)
Then, the zero solution of (1.1) is globally asymptotically stable.
Theorem 1.2. Assume that ϕ(x) has only one critical point R∗ = 0 which is a local maximum
point, and that for any L < 0,
ϕ
(−r2f (L))− r2f (−r2f (L))> L. (1.12)
Then, the zero solution of (1.1) is globally asymptotically stable.
Theorem 1.3. Assume that ϕ(x) has only one critical point R∗ > 0 which is a local maximum
point, and that for any L < 0,{
ϕ
(−r2f (L))− r2f (−r2f (L))> L, if L Lˆ,
−r2f
(−r2f (L))> L, if −∞ Lˆ < L < 0, (1.13)
where if ϕ(x) > 0 for any x > 0, put Lˆ = −∞, otherwise Lˆ < 0 is uniquely defined by
ϕ(−r2f (Lˆ)) = 0. Then the zero solution of (1.1) is globally asymptotically stable.
Theorem 1.4. Assume that ϕ(x) has only one critical point L∗ < 0 which is a local maximum
point, and that
F¯ (L) > L for any L < 0, (1.14)
where
F¯ (L) ≡ ϕ(ϕ(max{L∗,L})− r2f (L))− r2f (ϕ(max{L∗,L})− r2f (L)).
Then the zero solution of (1.1) is globally asymptotically stable.
We must notify to readers that the above definition of r1, r2 and F¯ (L) are different from the
definition of r1 = a0, r2 =∑mj=1 aj and F(L) given in Uesugi et al. [13].
For the special case f (x) = x, we obtain the following stability result.
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⎩r1 + r2 <
3
2
+ 1
2(m + 1) , or r2 < 1, if r1  1,
r1 + r2 < 2, if r1 > 1.
(1.15)
Then, the zero solution of (1.1) is globally asymptotically stable.
For the case f (x) = x, (1.15) does not depend on m, and (1.15) contains the condition
r1 + r2 < 3/2. Therefore by Theorem 1.5, we improve one of the results given by Yu [15] and
generalize the results in Muroya and Ishiwata [8]. On the other hand, (1.15) also partially im-
proves the result in Crisci et al. [1, Theorem 4.1] (see Example 3.1).
For the special case f (x) = ex − 1, we establish the following sufficient conditions from
Theorems 1.2–1.4. Note that xˆ is a positive solution of x2 + x − 1 = 0.
Theorem 1.6. Suppose that f (x) = ex − 1 and that one of the following condition is fulfilled:⎧⎪⎪⎨
⎪⎪⎩
r2  1 and (r1 + r2)er2  e
xˆ
1 − xˆ , if r1  1,
r1 + r2  2 and r1 + r2
r1
er1+r2−1  e
xˆ
1 − xˆ , if r1 > 1,
(1.16)
or ⎧⎪⎪⎨
⎪⎪⎩
r2  1, (r1 + r2)er2 > e
xˆ
1 − xˆ , and G3(δ) > 0, if r1  1,
r1 + r2  2, r1 + r2
r1
er1+r2−1 > e
xˆ
1 − xˆ , and G1(α) > 0, if r1 > 1,
(1.17)
with ⎧⎨
⎩G1(x) = − ln r1 + 2(r1 + r2) − 1 − r2e
x − r1 + r2
r1
er1+r2−1−r2ex − x,
G3(x) = (r1 + 2r2) − r2ex − (r1 + r2)er2−r2ex − x,
(1.18)
where α and δ are the lowest solutions of G′1(x) = 0 and G′3(x) = 0, respectively. Then the zero
solution of (1.1) is globally asymptotically stable.
As an immediate consequence, we have the following corollary.
Corollary 1.1. For the case f (x) = ex − 1, assume that for (1.10), r1 + r2  2 and r1  r2. If
r1 + r2
r1
er1+r2−1  e
xˆ
1 − xˆ or
r1 + r2
r1
er1+r2−1 > e
xˆ
1 − xˆ and G1(α) > 0, (1.19)
then the zero solution of (1.1) is globally asymptotically stable.
Figures 1 and 2 show the ranges (r1, r2) defined by (1.16) and (1.17), respectively. By Fig. 2,
one can see the range (r1, r2) of condition (1.17) is very small compared with that of (1.16).
In the case f (x) = ex − 1, the conditions (1.16) and (1.17) contains cases that r1 + r2 > 3/2 +
1/{2(m + 1)}, and hence, by Theorem 1.6 and Corollary 1.1, we improve some of the results
of [12], and (8) of Theorem 3 in [8] (cf. [13]).
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Fig. 2. Range (r1, r2) of condition (1.17) in the enlarged part of Fig. 1.
The organization of this paper is as follows. In Section 2, we offer basic Lemmas 2.3 and 2.4.
Applying Lemma 2.4, we obtain Theorems 1.1–1.4. In Section 3, for the case f (x) = x, we
prove Theorem 1.5 and for the case f (x) = ex − 1, we prove Theorem 1.6.
2. Basic lemmas and proof of Theorems 1.1–1.4
In this section, we consider global stability conditions for solutions of a discrete model of
nonlinear delay differential equation (1.1)–(1.3). Applying the techniques used in So and Yu [10],
we obtain the following lemmas (see Lemmas 2.1, 2.2 and Theorem 3.1 in [10]).
Lemma 2.1. Let {x(n)}∞n=0 be the solution of (1.1). If x(n) is eventually greater (less) than 0,
then x(n) is eventually decreasing (increasing), and limn→∞ x(n) = 0.
Proof. Assume that x(n) is eventually greater than 0. Then by (1.2)–(1.3), we have that
x(n + 1) − x(n)−
m∑
j=0
aj (n)f
(
x(n − j))− m∑
j=0
aj (n)f (0) = 0,
which implies that x(n) is eventually decreasing. Then set α = limn→∞ x(n) and suppose α > 0.
Then, there exists n¯1  0 such that
x(n) α for n n¯1 − m.
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x(k + 1) − x(k)−
m∑
j=0
aj (k)f (α) for k  n¯1.
Summating from n¯1 to n − 1, we have
x(n) x(n¯1) −
(
n−1∑
k=n¯1
m∑
j=0
aj (k)
)
f (α),
which implies by (1.2), that limn→∞ x(n) = −∞. This contradicts α > 0. Hence
limn→∞ x(n) = 0. The case that x(n) is eventually less than 0 is similar. Hence the proof is
complete. 
Lemma 2.2. Let {x(n)}∞n=0 be the solution of (1.1). If f (x) = x and x(n) is oscillatory about 0,
and supnm
∑n
k=n−m
∑m
j=0 aj (k) < +∞, then x(n) is bounded above and below.
Proof. Let us consider the case f (x) = x that limx→−∞ f (x) = −β > −∞. Then by (1.1)–
(1.3),
x(n + 1) − x(n) β
m∑
j=0
aj (n), for n 0. (2.1)
First we prove that x(n) is bounded above. Suppose lim supn→∞ x(n) = +∞. Then, there exists
a strictly monotone increasing integer sequence {n¯k}∞k=1 such that n¯k  0 and
x(n¯k) = max
0nn¯k
x(n) > 0, x(n¯k) x(n¯k − 1) and lim
k→∞x(n¯k) = +∞.
Then by (1.1),
0 x(n¯k) − x(n¯k − 1) = −
m∑
j=0
aj (n¯k − 1)fj
(
x(n¯k − 1 − j)
)
,
which implies
∑m
j=0 aj (n¯k − 1)fj (x(n¯k − 1 − j)) 0. Thus, there exists an integer ξk ∈ [n¯k −
1 − m, n¯k − 1] such that x(ξk) 0. Summating (2.1) from n = ξk to n = n¯k − 1, we have
x(n¯k) x(ξk) + β
n¯k−1∑
i=ξk
m∑
j=0
aj (i) βλ,
where supnm
∑n
k=n−m
∑m
j=0 aj (k)  λ < +∞. Consequently, lim supk→∞ x(n¯k)  βλ. This
yields a contradiction and hence we have
x(n) βλ, for n 0.
Thus by (1.2)–(1.3), we have
x(n + 1) − x(n)−
m∑
aj (n)f (βλ), for n 0. (2.2)
j=0
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x(n) is oscillatory about 0, there exists a strictly monotone increasing integer sequence {nk}∞k=1
such that nk  0 and
x(nk) = min0nnk x(n) < 0, x(nk) − x(nk − 1) 0, and limk→∞x(nk) = −∞.
Then by (1.1),
0 x(nk) − x(nk − 1) = −
m∑
j=0
aj (nk − 1)fj
(
x(nk − 1 − j)
)
,
which shows that there exists ηk ∈ [nk − 1 − m,nk − 1] such that x(ηk) 0. Summating (2.2)
from n = ηk to n = nk − 1, we have
x(nk) x(ηk) −
nk−1∑
i=ηk
m∑
j=0
aj (i)f (βλ)−λf (βλ).
Consequently, lim infn→∞ x(n)  −λf (βλ), which is a contradiction. Thus, x(n) is bounded
below. Hence the proof is complete. 
Remark 2.1. If f (x) = x and r1 + r2 < +∞, then by Lemma 2.2, we see that any solution x(n)
of (1.1) which is oscillatory about 0, is bounded above and below.
The following two lemmas generalize of Lemma 3 and 4 in [8] and play a crucial role for this
paper.
Lemma 2.3. Let {x(n)}∞n=0 be the solution of (1.1). If there exists an integer n  m such that
x(n + 1) > 0 and x(n + 1) > x(n), then there exists an integer g(n) ∈ [n − m,n] such that
x
(
g(n)
)= min
0jm
x(n − j) < 0. (2.3)
If there exists an integer nm such that x(n+ 1) < 0 and x(n+ 1) < x(n), then there exists an
integer g¯(n) ∈ [n − m,n] such that
x
(
g¯(n)
)= max
0jm
x(n − j) > 0. (2.4)
Proof. If x(n + 1), x(n − j) 0, 0 j m, then by (1.2)–(1.3), we have that 0 x(n + 1)
x(n). On the other hand, if x(n + 1), x(n − j) 0, 0 j m, then 0 x(n + 1) x(n). Thus,
(2.3) and (2.4) hold. 
By applying Lemma 2.3, we obtain the following important result in this paper (cf. [13]).
Lemma 2.4. Suppose that the solution x(n) of (1.1) is oscillatory about 0. If for some real
number L < 0, there exists a positive integer nL  2m such that x(n)L, for n nL, then
x(n + 1)RL for n nL + 2m, and x(n + 1) SL for n nL + 4m, (2.5)
where
RL = max
Lx0
ϕ(x) − r2f (L) > 0 and SL = min
0xRL
ϕ(x) − r2f (RL) < 0. (2.6)
Moreover, if SL > L for any L < 0, then limn→∞ x(n) = 0.
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such that x(n + 1) > 0 and x(n + 1) > x(n). Then by Lemma 2.3, there exists an integer g(n) ∈
[n−m,n] such that x(g(n)) = min0jm x(n− j) < 0. Since g(n)−m n−2m and by (1.2)–
(1.3),⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x(n + 1) x(n) −
(
m∑
j=0
aj (n)
)
f
(
x
(
g(n)
))
,
x(n) x(n − 1) −
(
m−1∑
j=0
aj (n − 1)
)
f
(
x
(
g(n)
))− am(n − 1)f (L),
x(n − 1) x(n − 2) −
(
m−2∑
j=0
aj (n − 2)
)
f
(
x
(
g(n)
))−
(
m∑
j=m−1
am(n − 2)
)
f (L),
...
x
(
g(n) + 1) x(g(n))−
(m−n+g(n)∑
j=0
aj
(
g(n)
))
f
(
x
(
g(n)
))
−
(
m∑
j=m−n+g(n)+1
aj
(
g(n)
))
f (L),
we have that
x(n + 1) x(g(n))−
( n−g(n)∑
k=0
m−k∑
j=0
aj (n − k)
)
f
(
x
(
g(n)
))
−
( n−g(n)∑
k=1
m∑
j=m−k+1
aj (n − k)
)
f (L)
 ϕ
(
x
(
g(n)
))− r2f (L)RL.
If there exists an integer k  nL + 2m such that x(k + 1) > RL, then by the given assumptions,
there exists an integer n nL such that x(n+1) > 0, x(n+1) > x(n) and x(n+1) > RL, which
yields a contradiction. Thus, we obtain that x(n + 1)RL for any n nL + 2m.
Similarly, there exists an integer n  nL + 4m such that x(n + 1) < 0 and x(n + 1) <
x(n). Then by Lemma 2.3, there exists an integer g¯(n) ∈ [n − m,n] such that x(g¯(n)) =
max0jm x(n − j) > 0 and
x(n + 1) x(g¯(n))−
(
n−g¯(n)∑
k=0
m−k∑
j=0
aj (n − k)
)
f
(
x
(
g¯(n)
))
−
(
n−g¯(n)∑
k=1
m∑
j=m−k+1
aj (n − k)
)
f (L)
 ϕ
(
x
(
g¯(n)
))− r2f (RL) SL.
If there exists an integer k  nL + 4m such that x(k + 1) < SL, then by assumptions, there exists
an integer n nL +4m such that x(n+1) < 0, x(n+1) < x(n) and x(n+1) < SL, which yields
a contradiction. Thus, we obtain that x(n + 1) SL for any n nL + 4m, that is, (2.5).
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have that SL > L. Therefore, there exists an integer n¯L  nL + 4m such that x(n) SL > L for
any n n¯L, which is a contradiction. Hence, we have that L = 0 and thus limn→∞ x(n) = 0. 
Remark 2.2. By Lemmas 2.1, 2.2 and 2.4, we can see that the zero solution of (1.1) is uniformly
stable. Therefore, limn→∞ x(n) = 0 implies that the zero solution of (1.1) is globally asymptoti-
cally stable.
Proof of Theorem 1.1. By Lemma 2.1, it is enough to consider the case that the solution x(n)
of (1.1) is oscillatory about 0. If for some real number L < 0, there exists a positive integer
nL  2m such that x(n) L for n nL, then for any integer n nL + 2m,
x(n + 1)RL for n nL + 2m, and x(n + 1) SL, for n nL + 4m.
Assume that ϕ(x) is monotone increasing on (−∞,+∞). Then, maxLx0 ϕ(x) = 0 and
min0xRL ϕ(x) = 0. Thus for (2.6) in Lemma 2.4, RL = −r2f (x) and SL = −r2f (RL). There-
fore by (1.11), we have SL > L. Applying Lemma 2.4, we obtain that limn→∞ x(n) = 0 and by
Remark 2.2, the zero solution of (1.1) is globally asymptotically stable. The case that ϕ(n) is
monotone decreasing on (−∞,+∞), is similar. Hence the proof is complete. 
Proof of Theorems 1.2–1.4. Using the results in Lemma 2.3, and applying Lemma 2.4 for each
case in (1.12), (1.13) and (1.14), respectively, we easily obtain Theorems 1.2, 1.3 and 1.4. 
Remark 2.3. The definitions of r1, r2 and ϕ(x) in (1.10) for Theorems 1.1–1.4 can be replaced
by ⎧⎪⎨
⎪⎩
r1 = lim sup
n→∞
m∑
k=0
m−k∑
j=0
aj (n − k), r2 = lim sup
n→∞
m∑
k=1
m∑
j=m−k+1
aj (n − k),
ϕ(x) = x − r1f (x),
(2.7)
which are shown by slight modifications of the proofs of Theorems 1.1–1.4 (cf. Yoneyama [14,
Remark 3.1]).
In Section 3, we first establish sufficient conditions of (1.11) in Theorem 1.1 for the case of
f (x) = x, and second, for the case f (x) = ex − 1, we also establish sufficient conditions (1.12)
in Theorem 1.2, (1.13) in Theorem 1.3 and (1.14) in Theorem 1.4.
3. Proof of Theorems 1.5–1.6
In this section, at first we prove Theorem 1.5 for f (x) = x.
Proof of Theorem 1.5. For f (x) = x, it is known that if r1 + r2 < 32 + 12(m+1) , then the zero
solution of (1.1) is globally asymptotically stable (see Theorem A). Further, ϕ(x) = (1 − r1)x is
monotone on (−∞,+∞), and (1.11) in Theorem 1.1 becomes that for any L < 0,{
(−r2)2L > L, if r1  1,{
1 − (r1 + r2)
}2
L > L, if r1 > 1,
which is equivalent to (1.15).
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above and below. Suppose that lim supn→∞ |x(n)| = +∞. Then there exists a strictly monotone
increasing subsequence {x(nk)}∞k=0 such that |x(j)|  |x(nk)| for any −m  j  nk, and
limk→∞ |x(nk)| = +∞. Then if x(nk) > 0, then similar to the proofs of Lemmas 2.2 and 2.4,
we have that there exists an integer ξk ∈ [nk − 1 − m,nk − 1] such that x(ξk) 0, x(j) L =
−x(nk), j  nk , and
x(nk) x(ξk) −
(
m∑
k=0
m−k∑
j=0
aj (n − k)
)
f
(
x(ξk)
)−
(
m∑
k=1
m∑
j=m−k+1
aj (n − k)
)
f (L)
 ϕ
(
x(ξk)
)− r2f (L)RL.
If r1  1 and r2 < 1, then RL = −r2L < −L, and if r1 > 1 and r1 + r2 < 2, then RL = (1 −
r1)L − r2L = {(r1 + r2) − 1}(−L) < −L, which is a contradiction. For the case x(nk) < 0,
similarly we can derive a contradiction. Hence we conclude that x(n) is bounded. 
In order to evaluate the condition furnished by Theorem 1.5, we compare this with the existing
ones.
Example 3.1. Consider the case f (x) = x and m = 1 in (1.1):
y(n + 1) = y(n) − a0y(n) − a1y(n − 1).
Assume that a0, a1  0 and a0 + a1 > 0. Then the known condition (see, for example, Crisci
et al. [1, Theorem 4.1]) for global attractivity for the zero solution of the above equation, is given
as
a0 + 3a1 − 2 < 0.
By (1.10), r1 = 2a0 + a1, r2 = a1, and by the condition (1.15) in Theorem 1.5, we obtain a
sufficient condition
a0 + a1  1.
Thus, our condition (1.15) in Theorem 1.5 partially improve the known condition for global
attractivity for the zero solution of (1.1).
Hereafter, we restrict our attention to f (x) = ex − 1 and consider sufficient conditions in
Theorems 1.2–1.4.
At first, we have the following lemma (see Lemma 3.1 in [13]). Now, put
ϕ˜(x) = x − (r1 + r2)f (x), −∞ < x < +∞.
Lemma 3.1. Assume
0 < r1 + r2  2. (3.1)
Then,{
ϕ˜2(L) > L for any L < 0,
ϕ˜2(R) < R for any R > 0, (3.2)
and for (1.1) and (1.10) with r2 = 0, limn→∞ xn = 0.
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Now recall that xˆ is a positive solution of q¯x2 + x − 1 = 0. For sufficient conditions in Theo-
rem 1.4, we offer the following lemma.
Lemma 3.2. Assume
r1 > 1, r1 + r2  2 and r1 + r2
r1
er1+r2−1  e
xˆ
1 − xˆ . (3.3)
Then, ϕ(x) has only one critical point L∗ = − ln r1 < 0 which has a local maximum.
(a) For L 0, put
G1(L) = ϕ
(
R¯∗L
)− r2f (R¯∗L)− L and R¯∗L = ϕ(L∗)− r2f (L). (3.4)
Then, each of the following holds:
(i) limL→−∞ G1(L) = +∞,
(ii) G1(L∗) = ϕ˜2(L∗) − L∗ > 0,
(iii) limL→−∞ G′1(L) = −1, G′1(L∗) < 0, and for L˜ < 0, G′′1(L˜) = 0 implies G′1(L˜) 0.
Hence, G′1(L) 0 for any L L∗, and G1(L) > 0 for any LL∗.
(b) For L 0, put
G2(L) = ϕ(R¯L) − r2f (R¯L) − L and R¯L = ϕ(L) − r2f (L). (3.5)
Then, G2(L) = ϕ˜2(L) − L > 0 for any L∗  L < 0.
Proof. (a)(i) Since ϕ′(x) = 1− r1ex , we have that by (3.3), L∗ = − ln r1 < 0 and R¯∗L = − ln r1 −
(r1 + r2) − 1 − r2eL. Hence⎧⎪⎨
⎪⎩
G1(L) = − ln r1 + 2(r1 + r2) − 1 − r2eL − r1 + r2
r1
er1+r2−1−r2eL − L,
lim
L→−∞G1(L) = − ln r1 + 2(r1 + r2) − 1 −
r1 + r2
r1
er1+r2−1 − lim
L→−∞L = +∞.
(ii) Since L∗ < 0, by Lemma 3.1, we see that
G1
(
L∗
)= ϕ˜2(L∗)− L∗ > 0.
(iii) We have that
G′1(L) = −r2eL
(
1 − r1 + r2
r1
er1+r2−1−r2eL
)
− 1 and lim
L→−∞G
′
1(L) = −1 < 0.
Thus,
G′1
(
L∗
)= − r2
r1
(
1 − r1 + r2
r1
e
(r1+r2)(1− 1r1 )
)
− 1 = r1 + r2
r1
(
r2
r1
e
(r1+r2)(1− 1r1 ) − 1
)
.
Put
g2(t) = (2t − 1)e2(1−t) − 1, 12  t < 1.
Then, g′2(t) = 4(1 − t)e2(1−t) > 0, 12  t < 1, and hence
g2(t) < g2(1) = 0, 1  t < 1.2
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r2
r1
e
(r1+r2)(1− 1r1 ) − 1 2 − r1
r1
e
2(1− 1
r1
) − 1 = g2
(
1
r1
)
< g2(1) = 0,
from which we get G′1(L∗) < 0, and L∗ < 0.
Now, for L L∗, we have that
G′′1(L) = −r2eL
{
1 − (1 − r2eL) r1 + r2
r1
er1+r2−1−r2eL
}
.
Thus for L˜ < 0, G′′1(L˜) = 0 implies that 1 − r2eL˜ > 0 and
r1 + r2
r1
er1+r2−1 = e
r2eL˜
1 − r2eL˜
.
The function h1(x) = ex1−x is a strictly monotone increasing function on [0,1). Thus by (3.3),
r2eL˜  xˆ < 1 for any r1 and r2 which satisfy (3.3). Then,
G′1(L˜) = −r2eL˜
(
1 − 1
1 − r2eL˜
)
− 1 = (r2e
L˜)2 + r2eL˜ − 1
1 − r2eL˜
,
and (
r2e
L˜
)2 + r2eL˜ − 1 xˆ2 + xˆ − 1 = 0.
Thus, G′1(L˜) 0. Therefore, we derive that G′1(L) 0 for L L∗. Hence, from (a)(ii), we get
G1(L)G1(L∗) > 0 for any L L∗.
(b) By Lemma 3.1, we see that G2(L) = ϕ˜2(L) − L > 0 for any L∗  L < 0. 
Lemma 3.2 implies that if (3.3) holds, then the conditions in Theorem 1.4 are satisfied and
limn→∞ xn = 0.
For sufficient conditions in Theorem 1.3, we have the following lemma.
Lemma 3.3. Assume that
r1 < 1, r2  1 and (r1 + r2)er2  e
xˆ
1 − xˆ . (3.6)
Then, ϕ(x) has only one critical point R∗ = − ln r1 > 0 which is a local maximum.
(a) −∞ < Lˆ < 0 is uniquely defined by ϕ(−r2f (Lˆ)) = 0. For L 0, put
G3(L) = ϕ(R¯L) − r2f (R¯L) − L and R¯L = −r2f (L). (3.7)
Then, each of the following holds:
(i) limL→−∞ G3(L) = +∞,
(ii) G3(0) = 0,
(iii) limL→−∞ G′3(L) = −1, G′3(0) < 0, and for L˜ < 0, G′′3(L˜) = 0 implies G′3(L˜) 0.
Hence, G′3(L) 0 for any L < 0, and G3(L) > 0, for any L < 0.
(b) For L 0, put
G4(L) = −r2f
(−r2f (L))− L. (3.8)
Then, G4(L) > 0 for any Lˆ < L < 0.
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number L < 0, there exists a positive integer nL  2m such that x(n)  L for n  nL, then by
Lemma 2.4, (2.5) holds with RL = −r2f (L) and SL = min(0, ϕ(−r2f (L))) − r2f (−r2f (L)).
On the other hand, (1.13) implies that for S(x) = min(ϕ(−r2f (x)),0) − r2f (−r2f (x)),
S(x) > x, for any x < 0,
from which by applying Lemma 4 in [13], we obtain that limn→∞ x(n) = 0 and the zero solution
of (1.1) is globally asymptotically stable. In particular, consider the case that f (x) = ex − 1.
(a) Since by r1 < 1, ϕ(x) = 0 has a unique positive solution, −∞ < Lˆ < 0 is uniquely defined
by ϕ(−r2f (Lˆ)) = 0.
(i) Since ϕ′(x) = 1 − r1ex and by (3.6) and (3.7), R∗ = − ln r1 > 0 and R¯L = r2 − r2eL > 0,
for L < 0, we have that⎧⎨
⎩G3(L) = (r1 + 2r2) − r2e
L − (r1 + r2)er2−r2eL − L,
lim
L→−∞G3(L) = (r1 + 2r2) − (r1 + r2)e
r2 − lim
L→−∞L = +∞.
(ii) By (3.7), we have that G3(0) = 0.
(iii) We have that
G′3(L) = −r2eL
{
1 − (r1 + r2)er2−r2eL
}− 1,
lim
L→−∞G
′
3(L) = −1 < 0, G′3(0) = r2(r1 + r2) − (1 + r2) r1 − 1 < 0,
and
G′′3(L) = −r2eL
{
1 − (r1 + r2)
(
1 − r2eL
)
er2−r2eL
}
.
Thus, for L˜ < 0, G′′3(L˜) = 0 implies that 1 − r2eL˜ > 0 and
(r1 + r2)er2 = e
r2eL˜
1 − r2eL˜
.
The function h1(x) = ex1−x is a strictly monotone increasing function on [0,1). Thus, by (3.6),
r2eL˜  xˆ < 1 for any r1 and r2 which satisfy (3.6). Then,
G′3(L˜) = −r2eL˜
(
1 − 1
1 − r2eL˜
)
− 1 = (r2e
L˜)2 + r2eL˜ − 1
1 − r2eL˜
,
and (
r2e
L˜
)2 + r2eL˜ − 1 xˆ2 + xˆ − 1 = 0.
Thus, we have G′1(L˜) 0. This implies that G′3(L) 0 for L < 0. Therefore, we derive that
G3(L) > G3(0) = 0, for L < 0.
(b) By r2  1, G′4(L) = r22eL−r2f (L) − 1 < r22 − 1  0 and G4(L) > G4(0) = 0 for L < 0.
Thus G4(L) > 0, for any Lˆ < L < 0. 
Lemma 3.3 implies that if (3.6) holds, then (1.13) in Theorem 1.3 is satisfied and
limn→∞ xn = 0.
For sufficient conditions in Theorem 1.2, we have the following lemma.
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r1 = 1 r2 and (1 + r2)er2  e
xˆ
1 − xˆ . (3.9)
Then, ϕ(x) has only one critical point R∗ = 0 which is a local maximum. For G3(L) of (3.7)
with r1 = 1, G3(L) > 0 for any L < Lˆ = 0.
Proof. The proof is similar to that of Lemma 3.3(a) in the case L¯ < 0. 
For (1.17), we have the following lemma.
Lemma 3.5. Suppose that⎧⎪⎪⎨
⎪⎪⎩
r1 + r2  3/2, or r2  1, (r1 + r2)er2 > e
xˆ
1 − xˆ and G3(δ) > 0, if r1  1,
r1 + r2  2, r1 + r2
r1
er1+r2−1 > e
xˆ
1 − xˆ and G1(α) > 0, if r1 > 1,
(3.10)
where α and δ are defined in Theorem 1.6. Then, the zero solution of (1.1) is globally asymptoti-
cally stable.
Proof. Assume that r1 > 1 and r1 + r2  2. Since G′1(L) = 0 in Lemma 3.2, it implies that
r1 + r2
r1
er1+r2−1 = 1 + r2e
L
r2eL
er2e
L
.
For g3(x) = 1+xx ex , x > 0, we have that g′3(x) = x
2+x−1
x2
ex , x > 0. Hence g3(x) is a strictly
decreasing function on (0, xˆ] and is a strictly increasing function on [xˆ,+∞). Moreover, g3(x)
g3(xˆ) = exˆxˆ2 = e
xˆ
1−xˆ , 0 < x < +∞. Therefore, if
r1 + r2
r1
er1+r2−1  e
xˆ
1 − xˆ ,
then G′1(L) 0, LL∗. On the other hand, suppose that
r1 + r2
r1
er1+r2−1 > e
xˆ
1 − xˆ .
Then, by the above properties of the functions G′1(L) in the proof of Lemma 3.2 and the above
discussions of g3(x), there are two solutions α and β (α < β < L∗) of the equation G′1(L) = 0,
and we have that G1(L) > 0, L L∗, if and only if G1(α) > 0.
Next, suppose that r1 < 1 and r2  1. If
(r1 + r2)er2  e
xˆ
1 − xˆ ,
then G′3(L) 0, L Lˆ, as in Lemma 3.3. On the other hand, suppose that
(r1 + r2)er2 > e
xˆ
.
1 − xˆ
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equation G′3(L) = 0, and we have that G3(L) > 0, L Lˆ, if and only if G3(δ) > 0.
For the case that r2  r1 = 1 and (1 + r2)er2 > exˆ1−xˆ , we obtain the similar result. This com-
pletes the proof. 
Proof of Theorem 1.6. For each of the cases 0 < r1  2 and r2 = 0, (3.3), (3.6) and (3.9), respec-
tively, Lemmas 3.1, 3.2, 3.3 and 3.4, respectively, imply limn→∞ xn = 0. Thus, by Remark 2.2
and Lemma 3.5, we prove Theorem 1.6. 
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