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Abstract-Let the rectangular matrix A be large and sparse. Assume that plane rotations are used to 
decompose A into QDR where QTQ = I, D is diagonal and R is upper triangular. Both column and row 
interchanges have to be used in order to preserve the sparsity of matrix A during the decomposition. If the 
column interchanges are fixed, then the number of non-zero elements in R does not depend on the row 
interchanges used. However, this does not mean that the computational work is also independent of the row 
interchanges. Two pivotal strategies, where the same rule is used in the choice of pivotal columns, are 
described and compared. It is verified (by many numerical examples) that if matrix A is not very sparse, 
then one of these strategies will often perform better than the other both with regard to the storage and the 
computing time. The accuracy and the robustness of the computations are also discussed. In the 
implementation described in this paper positive values of a special parameter, drop-tolerance, can 
optionally be used to remove all “small” elements created during the decomposition. The accuracy lost by 
dropping some non-zero elements is normally regained by iterative refinement. The numerical results indicate 
that this approach is very efficient for some matrices. 
1. STATEMENT OF THE PROBLEM 
LetmEN,nEN,bERmx’andAERmx” be given. Assume that: (i) m 5 n, (ii) rank (A) = n, (iii) n 
is large (say, II 2 100) and (iv) A is sparse (i.e. many elements of A are equal to zero). Consider the 
decomposition: 
QDR = P,APz + E (1.1) 
where PI E R”“” and P2 E R”“” are permutation matrices, E E R”‘” is a perturbation matrix, 
QER~~” is such that QTQ = I E R”““, D E R”‘” is a diagonal matrix and R E R”‘” is an upper 
triangular matrix. 
Denote A, = A and assume for the moment that the diagonal matrix D, E R”“” is given. The 
decomposition (1.1) is often carried out by the method of plane rotations in n major steps. 
During the k’th major step (k = l(l)n) the product DkAk (where Dk ERm”” is diagonal and 
Ak cz R”“” contains only zero elements under the diagonal in its first k - 1 columns for k > 1) is 
transformed into Dk+lAa+l (where Dk+l E R”“” is diagonal and Ak+, E RmX” contains only zero 
elements under the diagonal in its first k columns) by the following algorithm: 
(i) Choose the pivotal column j (k 5 j I n) and interchange column j and column k if j# k. 
Denote the matrix so found by & 
(ii) Assume that the kth column in & has gk + 1 non-zero elements on and/or under the 
diagonal. Then flk multiplications with elementary orthogonal matrices are performed when 
flk > 0 so that after each multiplication one zero element in the pivotal column is produced (on 
or under the diagonal). 
(iii) Let the ith row (k 5 i I m) be the only row which contains a non-zero element in the 
pivotal column after the last multiplication with an elementary orthogonal matrix during major 
step k. Interchange row i and row k if if: k. 
When the computations in the nth major step are completed, the product D,+,A,+, will be 
available. It is clear that the first II rows of A,+, form matrix R, while matrix D from (1.1) is the 
upper left (n x n) submatrix of Dn+,. 
Multiplication by an elementary orthogonal matrix is often called a minor step and is carried 
out as follows. Consider the kth major step again. Assume that: (i) p 2 k, v 2 k, pf v and (ii) 
awk# 0, a&# 0. Then the elementary orthogonal matrix 0,” (which differs from the identity 
matrix I E R”“” only by o,, = o,, = y and o,, = - o,, = 6 with y* + a2 = 1) is used to transform 
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into zero one of upk and a,+ It is readily seen that in fact the multiplication 
has to be performed (when IE is large and A is sparse many of the elements of the last matrix in 
(1.2) are normally zero elements; therefore some sparse matrix technique, where only the 
non-zero elements are stored and used in the arithmetic operations, has to be implemented). In 
the classical Givens method [14, 151, Dk = I E R”“” (k= I(l)n) and the multiplication (1.2) is 
carried out directly, i.e. the new elements are computed by 
Ir, = ya, + &Z"j, d"j = -SQpj + y&j, _i = k(l)!%. (1.3) 
This means that 2 multiplications are needed in the computation of each new element. If 
Dk = I (k = l(l)n) is not required, then the two lirst matrices in (1.2) can be refactorized, e.g. in 
the following way: 
Then the multiplication 
(1.4) 
(1.5) 
is carried out and the new elements are computed by the formulae: 
Ir,i = apj t (Yavj, hvj = /3awj t Uvj, j = k( l)n. (1.6) 
It is clear that only one multiplication per new element is needed when (1.6) are used instead 
of (1.3). The refactorization (1.4) is proposed by Gentleman[lO] (see also [18, 121). This is not 
the only possible refactorization of the 1.h.s. of (1.4). Some other factorizations are given by 
Wilkinson ([27, pp. 12-131). In this way Wilkinson has shown that both the classical Givens 
method and the Gentleman version can be found as special cases in the generalized plane 
rotations with a suitable choice of the matrices Dk (k = l(l)n). The refactorization (1.4) will be 
used in this paper. 
The following algorithm can be used in the computation of CY, /3 and y (see also Lawson et 
af.[19], Bjiirck[S] and Zlatev and Nielsen[32]). 
If 
then produce a zero element in row u by 
P = -avdapk, (Y = -pd2yldk. (1.8) 
If 
d2a2 <d2a2 s Ilk Y uk, 
then produce a zero element in row p by 
(1.9) 
In both cases 
y2= l/(1-@) 
(1.10) 
(1.11) 
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and the new elements of the diagonal matrix Dk involved in this minor step are computed by 
Remark 1.1. It is easily seen that the above algorithm ensures that the squares of the 
diagonal elements of Dk (k = I(l)n) are decreased by a factor & E [t, 1) after the ith minor step 
(i = l(l)aJ of major step k. 
Remark 1.2. If 0: (k = l(l)n + 1) are stored instead of Dk, then no square root is needed. 
Remark 1.3. If the problem under consideration is not weighted, then D, = I can be chosen. 
If the problem is weighted, then the diagonal elements of 0: should be equal to the squares of 
the weights. 
If matrix A is sparse, then a good choice of P, and P2 (in other words, a good pivotal 
strategy) will normally lead to a considerable reduction in the computing time and the storage 
required. Two pivotal strategies will be considered in this paper. These pivotal strategies can be 
defined as follows. 
Definition 1.1 
The set 
& = {aq/i = k( l)m} (1.13) 
is called the active part of column i (i = k(l)n) at major step k (k = l(l)n), 
Rule 1. At any major step k (k = l(l)n) the column which contains a minimal number of 
non-zero elements in its active part (or one of these columns if there are several) is chosen as 
pivotal. 
Dejinition 1.2 
The set 
&; = { aii/i = k( I)n} (1.14) 
is called the active part of row i(i = k(l)m) at major step k(k = l(l)n). 
Definition 1.3 
Consider major step k(k = l(l)n). The number of non-zero elements in the active part of 
row i (i = k(l)m) before minor step (T (a. = lag, will be denoted by p(k, u, i). 
Rule 2. Consider major step k (k = I(l)n). Choose a row i for which (1) k I i 5 m, (2) aik# 0 
and (3) if p is any row for which k 5 p 5 m and a,&# 0 then p(k, 1, i) 5 (p(k, 1, EL). Consider 
any two rows u and r (k I U, r c: m, v# i, T# i) with a,# 0 and aTk# 0. The elementary 
orthogonal matrices Oi, and Oi, are used to transform a& and a& into zero. Moreover, if 
p(k, 1, V) < p(k, 1, T), then a& will be transformed into zero before a7k (the multiplication with Oi, 
will be performed before the multiplication with OiT). 
Rule 3. Consider major step k (k = l(l)n). Before any minor step (T (a = l(l)gk) choose two 
rows p and v for which (1) k 5 p, v 5 m, (2) a&# 0, a&# 0, (3) if r is any row with k 5 r % m and 
&k#O, then maddk, fl,p), p(k,u, v))(P@, CT, r). Produce a zero element in one of these two 
rows (multiplying by 0,“) according to the algorithm described by (1.7H1.11). 
Definition 1.4 
The pivotal strategy based on Rule 1 and Rule 3 will be called Strategy 1. 
Definition 1.5 
The pivotal strategy based on Rule 1 and Rule 2 will be called Strategy 2. 
Note that the column with minimal number of non-zero elements in its active part (or one of 
these columns if there are several) is chosen as pivotal column at major step k (k = l(l)n) both 
in Strategy 1 and Strategy 2 (see Rule 1). Then the row which has a non-zero element in the 
pivotal column and which has a minimal number of non-zero elements in its active part (or one 
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of the rows which satisfy these two conditions if there are several) is used as a fixed pivotal 
row during major step k (k = l(l)n) in Strategy 2 (for this reason Strategy 2 is often called a 
fixed pivotal row strategy; see e.g.[8,9,23]). After the choice of the pivotal row, the other rows 
that have non-zero elements in the pivotal column are ordered in increasing number of non-zero 
elements in their active parts and then the minor steps in Strategy 2 are carried out according to 
this order (see Rule 2). In Strategy 1 before each minor step two rows, which have minimal 
numbers of non-zero elements in their active parts, are picked out among the rows that have 
non-zero elements in the pivotal column and transformed by a multiplication with an orthogonal 
matrix so that a zero element is produced in one of them. This explains why Strategy 1 is often 
called a variable pivotal row strategy (see e.g.[9]). Strategy 1 is based on ideas suggested by 
Gentleman[ 111 and has been implemented in the sparse code described in[31,321. 
A comparison of these two strategies will be carried out in this paper. The main results 
obtained in this comparison are: 
(a) If Strategy 1 and Strategy 2 are used with the same matrix P2 (i.e. if the column inter- 
changes are the same), then the two strategies produce the same number of 
non-zero elements in matrix R (see e.g. [5,13] and Corollary 2.1 in Section 2). However, 
this does not mean that the computational work and the storage required for obtaining 
the decomposition (1.1) will be the same for the two strategies; see the second part of Section 2. 
(b) If the number of non-zero elements in the active part of the pivotal column is less than 4 
for each k and if the same matrix P2 is used by the two strategies, then the results will be 
similar (see Theorem 2.1 and the numerical results given in Table 1). 
(c) If IZ L 100 and if the matrix is not very sparse (say, the average number of non-zero 
elements per column is larger than 3), then Strategy 1 will often give better results than Strategy 
2 with regard both to the storage used and the computing time needed (see the numerical results 
in Section 3). 
It should be mentioned here that Strategy 2 is recommended in[8]. This re- 
commendation is based on some experimental results (see [8] p. 246, Table 3), which are quite 
similar for both strategies. However, many matrices in[8], see also[9], are very sparse (there 
are matrices where the number of rows is larger than the number of all non-zero elements in the 
matrix) and n is nearly always smaller than 100. Therefore one of our main purposes is to 
explain why the results obtained by these two strategies can sometimes be similar and to show 
what should be expected when the above two conditions are not satisfied. 
It is believed that the orthogonal transformations cause an unacceptable amount of fill-ins, 
see e.g.[9]. However, George and Heath[l3] have proved that the plane rotations can be 
implemented in a very efficient way so that the storage required is not larger than that needed 
for the method based on the normal equations. Another alternative is the implementation 
described in Section 3. These two implementations are briefly discussed in Section 4. Some 
examples, which indicate that the implementation discussed in Section 3 is competitive with one 
of the methods recommended in[9], are presented in Section 4. 
2.COMPUTATIONSWITHTHE SAME COLUMNINTERCHANGES 
The following definitions and theorems are needed before the discussion of the 
question: what should be expected when the strategies defined in Section 1 are used with the 
same colum interchanges (the same matrix PJ? 
Definition 2. I 
The set 
will be called the active part of & (k = l(l)n). 
Definition 2.2 
The set 
L& = {i/Uij# 0 A ajj E Bk) (2.2) 
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will be called the sparsity pattern of the active part of row i (i = k(l)m) at major step k 
(k = l(l)n). 
Definition 2.3 
The set 
Mki = { i/aij # 0 A aij E Bk} (2.3) 
will be called the sparsity pattern of the active part of column j (j = k(l)n) at major step k 
(k = l(l)n). 
Definition 2.4 
The set 
Nk = {j/aij# 0 A U, E Bk A i = Mkk} (2.4) 
will be called the union sparsity pattern of the active parts of the rows involved in the 
computations at major step k (k = l(l)n). 
Remark 2.1. It is clear that 
(2.5) 
Definition 2.5 
The set 
N $ = { i/ai,, # 0 A UilL E C, A i E M, A k < n}, (2.6) 
where the submatrix C, is defined by 
Ckj = {Uc E BJj 2 /_L I n}, (2.7) 
will be called the union sparsity pattern of the rows in matrix C, which have non-zero elements 
in the active part of column j (j = k t l(l)n). 
The following lemma is well-known. Moreover, it can be proved in a very simple and elegant 
way (see[5, 131). The proof given below is not so simple; it is only needed in order to facilitate 
the proof of Theorem 2.1 (in fact, the assertion of Theorem 2.1 follows immediately from the 
proof of Lemma 2.1). 
LEMMA 2.1 
The number of non-zero elements in matrix R found by plane rotations does not depend on 
the permutation matrix P, when the permutation matrix P2 is kept fixed. 
Proof. Assume that the multiplication with the fixed matrix P2 has been performed before 
the beginning of the computations, i.e. A, = AP2 and Ak = plk (k = I(l)n). It is clear that this 
assumption is not a restriction. 
Consider the kth major step (k = l(l)n). After the multiplication with any elementary 
orthogonal matrix O,, (CL E Mkk A v E Mkk) the sparsity patterns of the active parts of the rows 
involved in the computations are given by 
Lkp u Lkv and (jkp u Lku)\#, (2.8) 
where the second sparsity pattern is for the row in which a zero element in the pivotal column 
is produced. The expression (2.8) shows that after the last minor step in the kth major step 
the sparsity patterns of the active parts of the rows involved are given by 
U Lki = Nk 
i&b&k 
and (2.9) 
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It is clear that the expressions in (2.9) do not depend on the order in which the zero elements 
are produced. 
Consider now the sets NG (j = k+ l(l)rz A k < n). These sets are invariant during the 
computations at major step k (k = I(l)n - 1). Indeed, new non-zero elements may be produced 
in some rows i (i E n/r,,) but this happens only in the positions where there are non-zero 
elements in one or several of the other rows belonging to Mkk. Therefore N&+] = Nk and 
N$ = N~+,,j (j = k + 2(l)n A k t 1 < n). 
Thus the lemma is proved because: (i) an arbitrary major step k has been considered, (ii) the 
number, Nk, of non-zero elements in the kth row of matrix R does not depend on the order in 
which the zero elements in the pivotal column k are produced and (iii) the union sparsity 
pattern of the rows which will be involved in the computations during the next major step, 
k t 1st does not depend on the computations during the kth major step. 
The following results can easily be proved using Lemma 2.1 
COROLLARY 2.1 
Assume that the same column interchanges have been used both with Strategy 1 and 
Strategy 2. Then the number of non-zero elements in matrix R will be the same for these two 
strategies. 
THEOREM 2.1 
Assume that: (i) if at any major step there are several columns which have a minimal 
number of non-zero elements in their active parts, then the same column will be chosen as 
pivotal with both Strategy 1 and Strategy 2, (ii) after the column interchanges the number of 
elements in Mkk is smaller than 4 for any k (k = l(l)n - 1. Then the numbers of non-zero 
elements in Bk found by Strategy 1 and Strategy 2 are the same for all k. 
Denote by W,(k) the number of arithmetic operations needed to perform the orthogonal 
transformations at major step k (k = l(l)n) by Strategy 1. Let W,(k) be the corresponding 
number for Strategy 2. Then the following result can easily be obtained from Theorem 2.1. 
COROLLARY 2,2 
Assume that the conditions of Theorem 2.1 are satisfied. Then 
W,(k)= W,(k) for tlk. (2.10) 
Definition 2.6 
If the conditions of Theorem 2.1 are satisfied for a particular matrix A, then A will be called 
essentially sparse. 
The results formulated above show that the storage required in the decomposition of an 
essentially sparse matrix A is the same for the two strategies discussed in this paper (Theorem 
2.1). The computing time needed in the decomposition of an essentially sparse matrix is nearly 
the same for the two strategies (Corollary 2.2). Some differences arise because the organization 
of the pivotal search depends on the strategy chosen. Of course, we do not know in advance 
whether the matrix under consideration is essentially sparse or not. The requirement that the 
matrix is very sparse (we shall call the original matrix A very sparse if the average number of 
non-zero elements per column is smaller than or equal to 3) is only a necessary condition for 
essential sparsity of A. Though this condition is not sufficient (examples where very sparse 
matrices can produce more than 3 elements in the active parts of many columns can easily be 
constructed), it can satisfactorily be used as an indication for essential sparsity. This indicates 
that for very sparse matrices one could expect the two strategies to produce similar results. The 
numerical results for very sparse matrices in Section 3 confirm this conclusion; see also the 
results in [g]. 
Some heuristic considerations, which indicate that one should expect Strategy 1 to perform 
better than Strategy 2 when the second condition of Theorem 2.1 is not satisfied, are given 
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below. Assume that: 
(i) The conditions of Theorem 2.1 are satisfied for all k* = l(l)k - 1. 
(ii) The same column is chosen as a pivotal column at major step k both in Strategy 1 and in 
Strategy 2. 
(iii) The number of elements in set Mkk is larger than 3. 
(iv) The rows involved in the computations during major step k are il, i2,. . . , i, with 
p(k, 1, i,) I p(k, 1, i,) when P < ~(15 P, v 5 q), 
If Strategy 2 is used, then row il is used as a fixed pivotal row and the sparsity patterns of 
the active parts of rows i,, i2 , . . . , iq will be at the end of major step k as follows: 
i,: 
i2: 
i3: 
Lki, U L/+ U L,, U . . 3 U LQ 
(Lkil U L,, )\{kl 
( Ll U L/c, U Lki, )\{kl (2.11) 
From (2.11) it is clearly seen that the number of non-zero elements in the active part of the 
fixed pivotal row, il, may increase quickly. Moreover, the increase of the number of non-zero 
elements in the active part of row i, will often lead to a considerable increase of the number of 
non-zero elements in the active parts of the last rows involved in the orthogonal trans- 
formations in major stem k. Therefore the use of Strategy 1, where the last rows can be 
transformed independently of row i,, seems to be much more attractive when q is large. An 
example, which demonstrates that Strategy 1 may be more efficient than Strategy 2 is given 
below. 
Example 2.1 
Let conditions (i)-(iv) stated above be satisfied. Assume that q = 16 and that the non-zero 
elements in the rows involved at major step k are Ui k (/J = 1(1)16) and aifi,jfi (k < j, I n, p = 
1(1)16). The submatrix, where the non-zero elements &volved in the transformations at major 
step k are located, is given in Fig. 1. Note that if column k has been chosen according to Rule 1, 
then the columns j,, jZ, . . . , jq must necessarily contain more non-zero elements in their active 
parts than those shown in Fig. 1; however, these elements are not involved in the computations 
at major step k. 
xx 
x x 
x x 
x x 
x x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
x 
Fig. 1. The sparsity pattern of the active parts of the rows involved in the computations at step k (rows 
i,, iz, . . , i,) is given in this figure. The first column in the figure is the active part of column k; the next 
columns in the figure are columns jr,. . . , j, (for these columns only the non-zero elements which will be 
transformed at major step k are given). 
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The computations by Strategy 2 are carried out multiplying matrix A successively by the 
orthogonal matrices Oil,‘@ (p = 2(1)16). If Strategy 1 is used, then matrix A is multiplied by the 
following matrices (the multiplications in a row are carried out successively from the left to the 
right until the multiplication with the last matrix in the row under consideration is performed; 
then the same process is repeated for the next row): 
Qi13,iIS; (2.12) 
It is easy to see that the number of new non-zero elements produced by Strategy 2 during 
major step k is 135, while the corresponding number for Strategy 1 is 64. 
The above example is created in a very artificial way. Nevertheless, this example indicates 
that Strategy 1 may perform better than Strategy 2 when the second condition of Theorem 2.1 
is violated at some stage k. Of course, this will not happen always. Moreover, some examples, 
where Strategy 2 will be efficient even if the second condition of Theorem 2.1 is not satisfied, 
can be constructed. However, (2.11) indicates that this is not typical. In general, one should 
expect that Strategy 1 is more efficient when the matrix is not essentially sparse (see Definition 
2.6). We have run several hundred different experiments with the two strategies. Strategy 1 
performed better for all examples where matrix A was not very sparse (i.e. the average number 
of non-zero elements per column was larger than 3; it is clear that matrix A is not essentially 
sparse when it is not very sparse). Some of the numerical results will be presented in the next 
section. 
3. NUMERICAL RESULTS 
In this section a comparison of the performance of the two strategies will be carried out for 
some matrices with large n (n 2 100). Some information about the codes, the sparse matrix 
technique and the test-matrices used is needed before the discussion of the numerical results 
which are given in Tables l-9. 
3.1 The codes used 
The decomposition (1.1) is used for solving linear least-squares problems 
x = A+b, (3.1) 
where At is the pseudo-inverse ([20,21]) of matrix A. Assume that parallel computations with 
Table 1. Problems with matrices A = F2(m, 100, 11, 1,lO) are solved. NZ = 112 + 110. NN = 4800, T = !O-“. 
m 
100 
110 
120 
130 
140 
150 
160 
170 
180 
190 
200 
The experiment has been run on a CDC Cyber 173 
strategy 1 strategy 2 1 
COUNT Time Iteration: 
210 0.58 5 
220 0.73 7 
230 0.62 5 
240 0.64 5 
250 0.68 6 
260 0.65 5 
270 0.77 7 
280 0.71 6 
290 0.72 6 
300 0.85 7 
310 0.83 6 
Time 
0.60 
0.82 
0.65 
0.64 
0.74 
0.71 
0.67 
0.84 
0.67 
0.96 
0.97 
terations 
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Table 2. Problems with matrices A =F2(m, 100,11,2,10) are solved. NZ=Zm t 110, NN =4800. T= 
10-25. The experiment has been run on a CDC Cyber 173 
strategy 1 strategy 2 
m COUNT Time Iterations Accuracy COUNT Time Iterations Accuracy 
100 872 1.42 5 4.533-26 070 I .60 7 3.043-26 
110 559 1 .23 7 9.59E-26 568 1.45 10 4.973-27 
120 522 1.18 7 2.90E-27 526 1.27 a 2.203-27 
130 536 1.20 7 1.893-27 560 1.48 10 6 .g4E-27 
140 611 1.15 5 1.96E-26 617 1.33 7 8.783-27 
150 677 1.54 a 9.59E-28 653 1.50 a 6.793-27 
160 630 1.42 7 1.623-26 687 1.58 a 6.213-27 
170 717 1.75 9 2.32E-27 711 I .56 7 6.413-27 
180 776 1.73 7 9.59E-28 783 1.80 a 1 .oiE-27 
190 all 1.84 7 1.323-26 012 2.00 9 1.563-26 
200 a17 1.73 5 3.02~26 a50 2.10 9 9.693-26 
Table 3. Problems with matrices A = F2(m, 100, 11,3,10) are solved. NZ= 3m t 110, NN = 4800, T = 
10-25. The experiment has been run on a CDC Cyber 173 
m COUN'I 
100 1997 
110 2217 
120 2331 
130 2336 
140 2287 
150 2096 
160 2644 
170 2676 
180 3361 
190 3334 
200 3690 
strategy 1 strategy 2 I 
: 
1 
1 
1 
T 
Time Iterations 
5.26 15 
4.64 7 
4.89 5 
5.96 9 
5.94 7 
a.35 7 
0.82 9 
a.73 7 
4.14 8 
4.46 7 
6.83 7 
Time terations Accuracy 
4.70 10 1.57E-27 
5.76 7 2.683-27 
5.09 0 1.97E-27 
6.50 9 2.02E-27 
6.71 a 7.573-28 
6.66 5 1.273-26 
11.48 10 a.5aE-28 
13.21 11 1.36E-27 
16.93 5 a.96E-27 
16.33 5 1 .263-26 
~2.64 0 2.633-27 
Table 4. Problems with matrices A = F2(m, 100, 11,3, IO), m = 100(10)200, are solved. NZ = 3m + 110, 
NN = 4800. The average results (for the 11 problems solved with each value of the drop-tolerance T) are 
given in this table. The ratios of the characteristics obtained by Strategy 1 and the corresponding 
characteristics obtained by Strategy 2 are given in brackets. The experiment has been run on a CDC Cyber 
177 
-~( 2706co.85) a.gl(o.85) a.oc1.03) 
vector b are carried out during the decomposition (1.1) so that 
b*=QTP,b (3.2) 
is available after the nth major step. Then an approximation x1 to x can be found by 
x, = P,R-‘D-lb”. (3.3) 
Sometimes many problems (3.1) with the same matrix A have to be solved. In this case it is 
necessary to keep Q, D and R. When A is dense R is stored on and over the diagonal, while 
information about matrix Q can be stored in an economical and stable way under the 
diagonal[25]. When matrix A is sparse this is not efficient because matrix Q contains normally 
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Table 5. Problems with matrices A = F2(m, 100, 11, 3, 10) are solved. NZ= 3m t 110, NN=4800, T= 
IO-*. “Growth factor” is the ratio of the largest (in absolute value) element found in array A during any 
step of the decomposition and the largest (in absolute value) element in array A before the beginning of the 
decomposition. “Smallest element” is the smallest element in matrix D.+i. The experiment has been run on 
a CDC Cyber 173 
2.323-27 
2.22E-20 
1.553-19 
1 .73E-27 
Table 6. Problems with matrices A = F2(200, n, 11,6,1(P) are solved. NZ = 1310, NN = 10000, T = lo-‘. 
The experiment has been run on an IBM 3033 
Table 7. Problems with matrices A = F2(150,100, c, 6,lO) are solved. NZ = 1010, NN = 10009, T = IO-‘. 
The experiment has been run on an IBM 3033 
strategy 1 
c COUNT 
20 4118 
25 3975 
t 
30 3683 
35 4033 
40 3441 
45 2612 
50 3025 
Time I 
2.40 
2.50 
2.24 
2.57 
2.04 
1.26 
1.57 
i .92 ~ -55 1 3478 
terations 
9 
a 
11 
a 
9 
9 
10 
10 
Accuracy 
1 .383-14 
3.943-15 
2.80s14 
2.933-14 
3.313-14 
3.093-14 
2.93E-1L 
2.643-14 
Table 8. Problems with matrices A = F2(m, 100, 11, r, lo), m = 100(10)200, are solved. NZ= nn t 110: 
NN = 4800, T = 10-i. The average results (for the 11 problems solved with each value of parameter r) are 
given in this table. The ratios of the characteristics obtained by Strategy 1 and the corresponding 
characteristics obtained by Strategy 2 are given in brackets. The experiment has been run on a CDC Cyber 
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Table 9. Problems with matrices A = F2(m, 100, 11,2, a) are solved. NZ = 2m t 110, NN = 4800, T = 
10mz5. The accuracy of the approximations calculated by the two codes is given in this table. The 
experiment has been run on a CDC Cyber 173. 
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a 
10 
102 
103 
10 
4 
105 
106 
107 
IO8 
lop 
10’0 
T strategy 
m=lOO In=150 
1 
!a=200 m=100 
4.163-26 2.883-27 1.063-27 i .963-26 
4.383-25 3.333-26 2.293-26 9.083-26 
2.203-24 2.243-25 2.013-24 2.043-24 
1.173-23 1.533-24 4.553-24 1.663-23 
4.933-23 2.323-23 8.453-24 3.103-23 
1 . ORE-21 2.003-22 I. 053-22 3.783-22 
3.60E-21 1.243-21 1 .31E-21 2.633-21 
1 .60E-19 3.383-20 l.llE-lp 5.773-20 
3.813-17 4.483-17 I .46~-17 8.443-17 
2.393-13 7.213-16 2.683-16 3.663-15 
-T s t r teEY 2 
m=150 m=200 
6.213-27 1 .743-27 
3.073-26 3.503-26 
5.463-25 2.36E-25 
1.153-24 6.p7E-25 
3.833-24 2.12E-23 
2.643-22 3.7OE-22 
1 .50E-21 2.183-21 
1.223-19 4.553-19 
4.793-17 1.79E- 3 
l.llE-13 2.pOE 0 
1 
more non-zero elements than matrix A. Therefore it is more profitable to store and keep a copy 
of the non-zero elements of A, [3,5]. If matrices R, D and A are available, then an ap- 
proximation x1 (in general different from that computed by (3.3)) can be found from 
x, = HATb (3.4) 
where 
H = P2R-‘D-2(RT)-‘P;. (3.5) 
A special parameter T (drop-tolerance, see[7,22,26,28]) can be used during (1.1) so that if 
an element computed by (1.3) or (1.6) is smaller (in absolute value) than T, then this element is 
considered as a zero element in the further computations. Both storage and computing time 
may be saved when positive values of T are used [24,29,30,33]). However, the use of T > 0 
may cause large errors in the approximation xl also. Therefore the following iterative process 
(i = l(l)p - 1) 
ri = b - Axi, e = ATri, (3.6) 
dT = HrT, (3.7) 
xi+l = Xi t df, (3.8) 
has to be used when T is large. 
The combination: sparse matrix technique t large drop - tolerance + iterative refinement is 
used in the code LLSSOl ([31,32]). The vectors ri, r$, dT and Xi are stored in double precision. 
All inner products (3.4)-(3.7) are accumulated in double precision. The non-zero elements of all 
matrices are stored in single precision. In this way the accepted approximation, x,, as a rule has 
accuracy of order 0(e2) where E is the machine accuracy in single precision ([ 1,2,4]). Strategy 1 is 
implemented in LLSSOl. Another version, LLSS02, where Strategy 2 is implemented, has been 
developed. Since the only diference between LLSSOl and LLSS02 is the pivotal strategy, any 
diference in the results is caused by the pivotal strategy only. 
3.2 Storage scheme 
The storage scheme is the same for both codes and is based on ideas proposed by 
Gustavson[l6,17]. Let NZ be the number of non-zero elements in matrix A. Before the 
beginning of the computations the non-zero elements of matrix A are stored in the first NZ 
locations of a real array A (of length NN). The order of the non-zero elements can be arbitrary 
but if A(L) = a,, then SNR(L) = j and RNR(L) = i must be assigned (L = l(l)NZ, SNR and 
RNR are integer arrays of length NN). The codes order the non-zero elements by rows and store 
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them in the first NZ locations of array A again, so that A(L) = aii A A(M) = a,, A i < g$L < 
and A(L) = a~jJSNR(L) = j. Some additional information (e.g. about the row starts, row ends, 
column starts and column ends) is also stored by the codes. A copy of the first NZ locations of 
arrays A and SNR is made in the real array Al and integer array SN (both of length NZ). The 
information about the row starts and the row ends is also copied. This information is used in the 
iterative process (see (3.6)). In the pivotal search it is necessary to scan the columns. Therefore 
the structure is ordered by columns, but only the row numbers of the non-zero elements so 
ordered are stored before the beginning of the decomposition in the first NZ locations of array 
RNR, so that if RNR(L) = i and RNR(M) = p (where i and p are the row numbers of the 
non-zero elements aij and a,,) and if i < Y, then L < M. The row numbers of the non-zero 
elements in column k are not needed after the major step k and are therefore removed from 
array RNR by the codes. The non-zero elements uik (i> k) are transformed into zero at major 
step k. Therefore these elements and their column numbers are removed from arrays A and 
SNR. Some elements (with their row and column numbers) may be removed when positive 
values of the drop-tolerance T are used. Unfortunately, some new non-zero elements (fill-ins) 
are also created (when one of the elements involved in (1.6) is zero, while the other is 
non-zero). Such new elements and their column numbers (row numbers) are stored at the end of 
the row (column) if there are free locations. Otherwise a copy of the row (column) is made at 
the end of the arrays A and SNR (RNR). It is clear that there is a limit to the number of new 
copies that can be made without exceeding the capacity of the arrays. Therefore occasional 
“garbage” collections are necessary. The “garbage” collections increase the computing time 
and should be avoided (using a large length for arrays A, SNR and RNR) when this is possible. 
See more details about the storage scheme in[32] (it should also be mentioned that the storage 
scheme described above is very similar to that used in code Y12M,[33,3.5], where Gaussian 
elimination is used to solve large and sparse systems of algebraic equations). 
3.3 Test-matrices 
The results (especially the storage and the computing time) depend on the preservation of 
sparsity during (1.1). The preservation of sparsity depends on the dimensions of matrix A, on 
the distribution of the non-zero elements within A, on the magnitude of the non-zero elements 
and on the number of the non-zero elements before the beginning of the decomposition. 
Therefore, it is desirable to develop a generator for test-matrices where one or several of the 
above characteristics can be specified and changed automatically. Such a generator, subroutine 
MATRF2, has been developed,[36]. This generator produces matrices of class F2(m, IE, c, r, cu) 
were the parameters can be varied and have the following significance: (i) the number of rows 
in the desired matrix can be specified by m, (ii) the number of columns in the desired matrix can 
be specified by n, (iii) the positions of certain non-zero elements within the desired matrix can 
be specified by c, (iv) the number of non-zero elements in the desired matrix can be specified by 
r so that NZ = rm + 110, (v) the magnitude of the non-zero elements in the desired matrix can 
be specified by a so that max(laij))/max()aiji) = lOa* (U,f 0). An example for a matrix of class 
F2(m, n, c, r, LY) is given in Fig 2. More details can be found in[36]. 
The matrices of class F2(m, n, c, r, a) were used in all experiments. All parameters were 
varied in quite large intervals; some of the results are given in Tables l-9. 
3.4 Comparison of the storage required by the two strategies 
It is not so easy to compare the storage required by the two strategies because the optimal 
value of NN (the length of the three large arrays A, SNR and RNR) is not known in advance. 
The number of non-zero elements in R should not be used in the comparison (if the 
interchanges happen to be the same, then the same number of non-zero elements in matrix R 
will be produced by the two strategies, but this does not mean that the same computational 
work will be needed and the same number of intermediate fill-ins will be created; see 
Theorem 2.1). 
Denote by COUNT, and COUNT, the maximal numbers of non-zero elements kept in array 
A when Strategy 1 and Strategy 2 are used. COUNT1 and COUNT, can be used in the 
comparison (note that COUNT without any index will be used when there is no danger of 
misunderstanding). If, for example, COUNT, <COUNT, for a given class of problems, then 
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4-c = 12-3 - lo- 
-x xx xxxxxxxxxx 
X xx XXxXxXxXx 
X XX xxxxxxxX 
X XX XXXXXXX 
X xx XXXXXX 
X XX XXXXX 
X XX XXXX 
X xx XXX 
X XX xx 
X xx X 
X XX 
X XX 
X xx 
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X xx X 
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xxx xx x 
xxxx xx X 
10 xxxxx xx X 
xxxxxx xx 
IL 
X 
xxxxxxx xx X 
xxxxxxxx xx x 
xxxxxxxxx xx X 
xxxxxxxxxx xx X 
<-10 - 
T 
10 
I 
-3P1=2 
Fig. 2. Sparsity pattern of matrix A = F2(26,26, 12,3, a). 
Strategy 1 performs better than Strategy 2 for this class because either smaller values of NN 
can be specified with Strategy 1 (reducing the storage) or the number of “garbage” collections 
with Strategy 1 will often be smaller when the same values of NN are used with both strategies 
(reducing the computing time). 
Denote E, = COUNTJCOUNT,. Es will be called the efficiency factor with regard to the 
storage requirements. By the use of Es the following conclusions can be drawn for the two 
strategies from our experiments with matrices of class F2(m, n, c, r, a) (which were run with 
different values of the parameters). 
(i) If the matrix is very sparse (the average number of non-zero elements per column is 
smaller than 3), then Es = 1 is normally observed (see Table 1, Table 2 and the first line of 
Table 8). This result should be expected (because in this situation it is very likely that the 
conditions of Theorem 2.1 are satisfied) and has already been reported in[8]. 
(ii) If the matrix is not very sparse (the average number of non-zero elements per column is 
larger than 3), then often Es < 1 (i.e. Strategy 1 performs better than Strategy 2 with regard to 
the storage requirements); see Table 3 and Tables 6-8. 
(iii) If the drop-tolerance T is increased and if the matrix is not very sparse, then Es 
becomes smaller (see Table 4). An explanation of this phenomenon can be given as follows. The 
algorithm described by (1.7)-(1.11) is not applied with Strategy 2. This leads to very small 
elements in D,+, and very large elements in Ak (k = l(l)n) when Strategy 2 is used in the 
decomposition of (1.1). Let u = max(/aijl) where aij (i = l(l)m, j = l(l)n) are the elements of 
matrix A before the beginning of the decomposition. Let d be the absolute value of the largest 
in absolute value element kept in array A during any step of the decomposition (1.1). The ratio 
a/a is called the growth factor. The results given in Table 5 show that the growth factors are 
very large when Strategy 2 is used (note that the growth factors become larger when T = 10-25; 
this shows that the growth factors tend to increase when the drop-tolerance T is decreased). 
Therefore the number of non-zero elements which are removed by the drop-tolerance is smaller 
for Strategy 2. 
It is necessary to emphasize here that the use of iterative refinement with a large value of 
the drop-tolerance gives a great reduction in storage for these matrices, see Table 4. The use of 
two extra arrays Al and SN in the iterative process is fully compensated because the length of 
the other three large arrays can be chosen much smaller when T is large. This is normally so for 
problems which produce many fill-ins. If the problem does not produce many fill-ins (if e.g. r = 1 
or I = 2), then the use of iterative refinement will require some extra storage (here it is assumed 
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that only one problem (3.1) is to be solved; if many problems with the same matrix are to be 
solved and matrix A has to be kept, then the iterative process will never require extra storage). 
(iv) If r < 3, then ES = 1. If r L 3, then ES = 0.7; see Table 8. No clear relation between ES 
and any of the parameters m, n, c and IY has been observed; some results are given in Tables 
3,6 and 7. However, note that if the matrix is not very sparse, then Strategy 1 performs better 
than Strategy 2 for any choice of the parameters m, n, c and (Y. 
3.5 Comparison of the computing time required by the two strategies 
Denote by t, the computing time used by LLSSOl and by t2 that used by LLSS02. The 
number E1 = tl/tz will be called the efficiency factor with regard to the computing time required. 
Conclusions (i)-(iv) from Section 3.4 hold also when ES is replaced by EP This means that if the 
matrix is not very sparse, then the computing time will often be reduced when Strategy 1 is 
used instead of Strategy 2. In some experiments the computing time obtained by Strategy 1 is 
halved in comparison with that obtained by Strategy 2. See, for example, Table 6. 
Note again the great efficiency of the use of large values of the drop-tolerance T (see Table 
4). However, it should also be noted that if the number of fill-ins is small (which is typicai for 
very sparse matrices), then the use of a large drop-tolerance will cause more iterations and 
therefore extra computing time. Of course, the use of large values for the drop-tolerance leads 
to extra iterations also when the matrix is not very sparse and many fill-ins are produced. 
However, the reduction in the computing time for the decomposition is normally so great in this 
case (because many fill-ins are removed by the drop-tolerance) that the total computing time is 
also reduced considerably. 
3.6 Comparison of the accuracy achieved by the two strategies 
If the matrix is well-conditioned (if LY < 100 in our experiments), then the accuracy achieved 
by the two subroutines is approximately the same (of order of magnitude O(E’) where E is the 
machine accuracy; E = 0(10-‘4) for CDC Cyber 173 and E = 0(10-7) for IBM 3033). The fact that 
the accuracy achieved has order of magnitude O(e*) is in full agreement with the results 
obtained by BjCirck[l, 2,3,4]. Note that the number of iterations needed to obtain such 
accuracy is approximately the same for both subroutines when the drop-tolerance is very small, 
1Q-25 in our experiments (in Tables 1 and 2 the numbers of iterations for Strategy 1 are slightly 
smaller than those for Strategy 2). There is a tendency that the numbers of iterations for 
Strategy 2 are smaller than those for Strategy 1 when the drop-tolerance is large (see Tables 4 
and 8). This is probably caused by the fact that more non-zero elements are removed when 
Strategy 1 is used with a large drop-tolerance (see the values of COUNT in the tables 
mentioned above and Section 3.4) and thus the decomposition computed by Strategy 1 is not very 
accurate. Since the computational cost per iteration is much smaller than that for the 
decomposition (l.l), the fact that Strategy 1 uses more iterations has no visible influence on the 
efficiency factor with regard to the computing time required (see also Section 3.5). 
An experiment with different values of (Y has also been carried out. The matrices 
A = F2(m, 100, 11,2, (Y) with m = 100(10)200 have been used in this experiment with T = 1O-25 
and (Y = 10k (k = l(l)lO). The results for (Y < lo9 are comparable. For (Y = IO9 and LY = 10” Strategy 
1 gives much more accurate results for some problems. The results for m = 100, m = 1.50 and 
m = 200 are given in Table 9. 
The experiments indicate that the fact, that Strategy 2 produces very small elements in D,+i 
and very large (in absolute value) elements in Ak, k = l(l)n + l), has not a great influence on the 
accuracy of the approximations computed using this pivotal strategy. 
3.7 Robustness of the computations 
The fact, that the elements of D,+, become very small and the growth factors (see Section 
3.4) become very large when Strategy 2 is used (see Table 5), can lead to underflows and 
overflows. Note that, when the problem with matrix A = F2(110, 100, 11, 2, 10) was solved by 
Strategy 2, the growth factor was of magnitude O(10’40). On CDC Cyber 173 this did not cause 
trouble, but on many computers such a large growth factor will lead to overflow. Of course, 
there is no guarantee against overflows when Strategy 1 is used. But the results given in Table 
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5 indicate that the computations with Strategy 1 are much more robust than those with Strategy 2. 
It should be emphasised here that if no requirement to fix the pivotal element before the 
beginning of the computations at major step k (k = l(l)n) is stated, then the stability algorithm 
(1.7)-(1.11) can be attached to a strategy based on the same ideas as Strategy 2. Let us call the 
strategy so found Strategy 2”. It is clear that both the magnitude of the diagonal elements of 
D,,+1 and the magnitude of the growth factors found by Strategy 2* will be comparable with the 
magnitude of the diagonal elements and the magnitude of the growth factors found by Strategy 
1. It is also clear that if the drop-tolerance T is very small, then the storage needed when 
Strategy 2 and Strategy 2” are used will be the same, while the computing time for Strategy 2” 
will be slightly increased (the work needed to find out which non-zero element has to be 
transformed to zero at each minor step is extra). If the drop-tolerance T is large, then the 
situation is not very apparent. The storage needed with Strategy 2” will probably be smaller 
than that for Strategy 2; this will lead to some decrease in the computing time also. Therefore 
one should not expect E, and Et to decrease when T is increased (as in Table 4) when Strategy 
2 is replaced by Strategy 2*. These quantities will tend to be the same as for T = 10-25. 
3.8 General conclusion 
The numerical results indicate that Strategy 1 should be preferred in the choice between the 
two strategies discussed in this paper when problem (3.1) is solved and when the plane rotations 
have to be applied directly (i.e. without any auxiliary step as for example “symbolic fac- 
torization”) in the decomposition of matrix A. 
4. SOME REMARKS 
We have shown in the previous sections that the idea proposed by Gentleman in [ll] can 
efficiently be implemented in a code based on the method of plane rotations. Moreover, we 
have verified that the pivotal strategy based on this idea (Strategy 1) will often perform better 
than a pivotal strategy using a fixed pivotal row (Strategy 2) when the matrix is not very sparse. 
However, neither Strategy 1 and Strategy 2 are the only pivotal strategies which can be used 
with the plane rotations, nor is the method of plane rotations the only method for solving (3.1). 
Therefore some brief comments on the relation of the approach discussed in this paper to the 
other methods used in the solution of (3.1) seem to be necessary. 
4.1 Other possibilities for implementation of sparse plane rotations 
Both Strategy 1 and Strategy 2 are used with a “dynamic” storage scheme (see Section 3). 
The plane rotations can also be implemented using a “static” storage scheme, 1131. The 
algorithm developed in[13] is remarkable because it does not require more storage than that 
required by the method based on the normal equations. The minimization of the storage is 
achieved by adding three auxiliary steps before the actual performance of the plane rotations. 
These additional steps are: (i) determine the structure of B = ATA, (ii) apply an ordering 
algorithm to B yielding a permutation matrix P such that L? = PBPT has a sparse Cholesky 
factor J? (&‘g = B), (ii) perform a “symbolic factorization” algorithm to fi generating a 
row-oriented structure for l?. The fact that the structure of R is available before the beginning 
of the actual decomposition is exploited to calculate the non-zero elements of row i (i = l(l)n) 
of matrix R’ using a working array of length n. Thus matrix A is processed by rows (which will 
be very convenient when A is stored in a secondary memory) and the intermediate fill-ins are 
limited to this working array of length n. This means that the algorithm will be very efficient 
when the storage is an important factor. However, the reduction in storage is achieved by 
adding some extra work to carry out the first three steps. In the algorithm described in the 
beginning of Section 3 no auxiliary steps are used. This means that the intermediate fill-ins have 
to be kept because the structure of R is not known before the beginning of the plane rotations. 
However, the storage needed can often be reduced by the use of positive values of the 
drop-tolerance T. The use of T > 0 has to be combined with iterative refinement (in order to 
regain the accuracy lost by dropping some non-zero elements). The iterative process is 
connected with some extra computations in the solution phase. However, the computing time 
needed in the decomposition (1.1) is normally reduced much more than the computing time 
needed to carry out the iterations. Thus both the storage and the computing time are often 
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reduced when T > 0 and iterative refinement are applied. Sometimes the reduction is very 
considerable. Moreover, a reliable error estimation can easily be obtained when iterative 
refinement is used. Finally, it should be mentioned that our experiments with extremely badly 
scaled matrices (see e.g. Table 9) indicate that the implementation discussed in Section 3 is very 
robust. This shows that the direct implementation of the plane rotations with T > 0 and iterative 
refinement is an attractive algorithm when the storage is not a very restrictive factor. 
4.2. On the other decomposition algorithms 
Four different algorithms for solving (3.1) have been discussed and compared in[9]. The 
conclusion in[9] is that the methods based on orthogonalization perform poorer than the other 
methods. One of the methods recommended in[9] is the method based on forming an 
augmented matrix[l, 2,3,.5] and using sparse Gaussian elimination in the decomposition of the 
augmented matrix (proposed by Hachtel; see[9]). A code which is based on augmentation and 
which uses the subroutines of package Y12M (see[33-351) with some minor modifications, has 
been developed. This code and LLSSOl have been run with some matrices of class 
F2(m, n, c, r, a). Some results are given in Table 10 (for 2’ = 10-25) and in Table 11 (for 
T = 10-l). It is seen (from Table 10) that the results obtained by the method based on plane 
rotations are much better when the drop-tolerance is small (similar results have been obtained 
in [32]). If the drop-tolerance is large (see Table 11) the results are comparable (it should be 
mentioned here that sometimes the method based on augmentation as implemented in our code 
performed even better than LLSSOl when the drop-tolerance is large; the great efficiency of the 
method based on augmentation when it is applied with a large drop-tolerance has also been 
observed in[30,34]). 
The results given in Table 10 and Table 11 show that the method of the plane rotations can 
be implemented in a more efficient way than the algorithms available when the comparison[9] 
has been carried out (see also[l3]). It should be mentioned that some of the other methods 
dicussed in[9] have also been improved considerably during the last few years (see e.g. [6]). 
4.3 On the dropping check 
An element a, is dropped by the code LLSSOl if laiil< 7’. This dropping check has been 
copied from Y12M ([30,33]) where Gaussian elimination is used (to decompose a square matrix 
A). The experiments with a relative dropping check in Yl2M (la,1 < T.max(luikl) have given 
similar results with regard to the storage and a slight increase in the cimputing time,[30]. 
Therefore an absolute dropping check has been implemented in Y12M. This check works well 
also for plane rotations (see e.g. Table 4.). Nevertheless, an attempt to relate the dropping 
check to the elements of matrix D and/or to the largest elements in the rows may be worthwhile 
and will be carried out in the near future. 
Table 10. Problems with matrices A = F2(m, 75,11,3,10) are solved. NZ = 3m t 110, T = 10-25, NN = 
5040. The experiment has been carried out on a CDC Cyber 173 
Table 11. Problems with matrices A = F2(m, 75, 11,3,10) are solved. NZ = 3m t 110, T = 10-l, NN = 5004. 
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