Abstract-Semantic-based image retrieval has been one of the most challenging problems in recent years. Although so many solutions are provided for filling the so-called gap between the content based image retrieval (CBIR) and what human beings expect from the retrieval task; none of them yields satisfactory results and the problem is still open for further research. In this paper, type-2 fuzzy logic (T2FL) framework is considered to alleviate two problems in traditional CBIR systems, including the semantic gap and the perception subjectivity. Employing T2FL has the potential to overcome the limitations of type-1 fuzzy logic and produce a new generation of fuzzy controllers with improved performance for many CBIR applications that require handling high levels of uncertainty. Thus, our contributions in this study are threefold.
high-level textual concepts, such as words, to interpret an image. However, most of early CBIR systems provide low-level numerical features to represent an image. The semantic gap problem is the lack of coincidence between the image representation and the human interpretation for an image. (2) Perception subjectivity: Different users, or even the same user under different circumstances, may interpret an image differently. In most cases, users have a vague concept of what it looks like.
Recently several approaches have been proposed that attempt to tackle the above problems and particularly bridge the semantic gap. One can classify these solutions into four categories [1] , [3] , [4] : 1) using classification and clustering techniques to define high-level concepts 2) inducing rational knowledge in the process of image description to reduce the retrieval errors; 3) introducing relevance feedback (RF) into retrieval loop for continuous learning of users intention; 4) making use of both the visual content of images and the textual information obtained from the Web image retrieval. Researches have revealed that there exists a nonlinear relation between the high-level semantics and the low-level features [3] .
However, none of the current approaches has achieved satisfactory performance because it has been difficult to infer semantic meaning from low-level features [1] . It has been widely recognized that the family of image retrieval techniques should become an integration of both low-level visual features addressing the more detailed perceptual characteristics and high-level semantic features underlying the more general conceptual aspects of visual data [3] , [5] , [6] . Although efforts have been devoted to combine these two aspects of visual data, the gap between them is still a huge barrier in front of researchers.
For the sake of alleviating the semantic gap and the perception subjectivity problems, a CBIR system should well characterize a mapping from image features lo human concepts, and effectively capture the user"s preference on retrieval [6] , [7] . In the literature, it is known that fuzzy logic can provide a flexible and vague mapping from low-level numerical features to high-level human concepts [8] , [9] . Fuzzy logic deals with reasoning that is approximate rather than fixed and exact. So, it has the ability to deal with the vagueness and ambiguity of human judgment of image similarity. Fuzzy logic has been extensively used at various stages of image retrieval [10] [11] [12] [13] such as fuzzy region groupings or fuzzy color histogram within the images as a feature extraction technique; for measuring the similarity between the target image and the images in the database (e.g. fuzzy hamming distance).
Following this recent development, this paper presents an improved approach for semantic based image retrieval using type-2 fuzzy logic (T2FL) controller. The proposed system is on top of the previously published type-1 fuzzy-based image retrieval, which is extended via a type-2 membership function representation to handle high level of uncertainties associated with semantic description of the image. In general, type-2 fuzzy systems have outperformed their type-1 counterparts in many challenging real world applications [14] . This is due to the type-2 fuzzy systems ability to handle the high levels of uncertainty as a result of having additional degrees of freedom provided by the footprint of uncertainty (FOU).
The reminder of this paper is organized as follows: Section II provides state-of-the-art semantically CBIR systems. Section III presents our solution for the problem of semantic-based image retrieval and the details of the proposed type-2 fuzzy modeling. The results are discussed using appropriate charts and tables in Section IV. Finally, Section V concludes the paper.
II. LITERATURE SURVEY
Although many sophisticated algorithms have been designed to describe low level features, these algorithms cannot adequately model image semantics and have many limitations when dealing with broad content image databases [1] , [4] , [5] . Extensive experiments on CBIR systems show that low-level contents often fail to describe the high level semantic concepts in user"s mind. Therefore, the performance of CBIR is still far from user"s expectations.
The state-of-the-art techniques in reducing the semantic gap can be classified into two categories [4] , [7] : human-based and machine based methods. For the human-based methods, the system designers have to provide the system with some prior knowledge, such as certain rules to generate semantics from the low-level visual features or direct semantics description manually labeled through certain technology such as ontology and relevance feedback. In this category, it is very expensive and subjective to go through manual annotation with large databases. On the contrary, the machine-based methods automatically extract semantics description by machine learning algorithms such as supervised / unsupervised learning methods or semantic template. Details about employing machine learning in semantic based image retrieval can be found in [6] , [7] .
Fuzzy modeling has some benefits comparing to other non-fuzzy approaches mentioned above. It does not classify images and hence does not suffer from mistakes arisen from misclassifying query images. Moreover, it does not require learning semantic rules as is done in the first category in human-based methods, but the rules are extracted automatically [2] , [8] , [9] . There are some related studies that incorporate fuzzy logic into CBIR systems. Some authors proposed a methodology for semantic indexing and retrieval of images based on techniques of image segmentation and fuzzy reasoning. In their algorithm region classification process is employed to assign semantic labels using a confidence degree and concurrently merges regions based on their semantic similarity. This information comprises the assertion component of fuzzy knowledge base that is stored in a semantic repository permitting image retrieval and ranking [1] . Other researchers proposed a fuzzy relevance feedback approach that enables the user to make a fuzzy judgment. Their system integrates the user's fuzzy interpretation of visual content into the notion of relevance feedback. An efficient learning approach has been offered using fuzzy radial basis function network. The network is constructed based on the user's feedback.
The authors in [4] tried to model the operation of an expert based on the input-output data he/she uses in retrieval of the images using fuzzy rules created by an automatic process. The main idea behind their solution relies on assigning different weights for image regions and features during the retrieval process. Their system learns these weights from the expert's user input-output data. In [8] , the scholars defined a query description language to unify the query expression of textual descriptions, visual examples and relevance feedback. They suggested unsupervised fuzzy clustering algorithm that builds a mapping from low-level image features (Tamura feature) to high-level concepts (linguistic terms) in a fully automated way.
The study suggested by M. Ionescu et al. [15] presented initial results on a new approach to measure similarity between images using the notion of Fuzzy Hamming Distance (FHD) and its use to CBIR. The main advantage of the FHD is that the extent to which two different images are considered indeed different can be tuned to become more context dependent and to capture (implicit) semantic image information. The study in [16] focused on color semantics and proposed an approach to extract the fuzzy color semantics. According to human color perception model, the authors utilize the linguistic variable to describe the image color semantics, so it becomes possible to depict the image in linguistic expression such as mostly red. Furthermore, they applied the feed forward neural network to model the vagueness of human color perception and to extract the fuzzy semantic feature vector. Another related work in [2] where the authors embedded fuzzy logic into CBIR to deal with the vagueness and ambiguity of human judgment of image similarity. In this case, fuzzy inference is used to construct the weights assignment among various image features. A review of the recent fuzzy-based CBIR methods can be found in [8] , [10] .
All of the above mentioned approaches assume that fuzzy sets and their corresponding membership functions are given beforehand. In other words, they rely on an expert to manually specify the fuzzy sets. Furthermore, utilizing type-1 fuzzy sets do not have the ability to deal efficiently with the uncertainties associated with description of image features required to reduce semantic gap. From this point, the focus of this paper is to introduce type-2 fuzzy based semantic gap reduction strategy, which ensures that image retrieval system can be used in an efficient manner when dealing with different image with different semantics. The recommended system can be thought of as a compromise exploiting the efficiency of fuzzy logic while avoiding its disadvantage that can divert away from correct solution in existing fuzzy logic CBIR systems.
Our system employs type-2 fuzzy logic instead of traditional fuzzy logic for describing low-level image features similarity in order to build a global semantic model. This employment makes the system has a high degree for semantic interpretation of image features to reduce the semantic gap. In general type-2 fuzzy sets have grades of membership that themselves fuzzy, it can be used to convey the uncertainties in membership function of type-1 sets, due to the dependence of the membership functions on available linguistic and numerical information [17] . The advised type-2 fuzzy-based CBIR is simple, intuitive, and effective in image retrieval.
III. PROPOSED SYSTEM
This paper imports the type-2 fuzzy logic into semantic image retrieval to deal with the vagueness and ambiguity of human judgment of image similarity. Our retrieval system has the following properties: firstly adopting the fuzzy language variables to describe the similarity degree of image features, not the features themselves so as to infer the image similarity as human thinking; secondly expressing the subjectivity of human perceptions by fuzzy rules impliedly to diminish the semantic gap. In the introduced system, the final unique distance between any two images is computed by using type-2 fuzzy fusion of the individual feature's similarity. This system can achieve better precisions, since it can model the operation of human expert. The overall structure of the proposed type-2 fuzzy semantic retrieval system is depicted in Fig. 1 . When an image is given to the system, it first extracts its predefined features. The resultant distance vector between the image features is used as an input to the fuzzy inference module which creates fuzzy fusion control, ℱ, that is used for image retrieval.
and denote the i th feature element of query and target images respectively, p denotes the power in distance measure and is set to 1 in our experiments, and |.| measures the absolute value of its operand. The following subsections describe the details of the system.
A. Preprocessing
Pre-processing becomes necessary when we have images that are corrupted by some kind of distortion such as noise, bad illumination, and blurred. Noise is unwanted information that can result from the image acquisition process. In this work, median filter is often used to remove noise, pixel dropouts and other spurious features of single pixel level while preserving overall image quality [18] . Median filtering is very widely used in digital image processing because, under certain conditions, it preserves edges while removing noise [19] . With median filtering, the value of an output pixel is determined by the median of the neighborhood pixels, rather than the mean (average). The median is much less sensitive than the mean to extreme values. Median filtering is therefore better able to remove this outlier without reducing the sharpness of the image.
B. Feature Extraction
One of the most important issues in an image retrieval system is the feature extraction process, where the visual content of the images is mapped into a new space, the feature space. Basically, the key to get a successful retrieval system is to choice the right features that represent the images as ""strong"" as possible [1] . Feature representation of images may include color, texture, and shape. It is very difficult to achieve satisfactory retrieval results by using only one of these feature's categories. So, many techniques adopt methods where more than one feature types are involved so that retrieval performance can be improved [3] , [7] , [10] .
Regarding CBIR, image features can be either extracted from the entire image or from regions. As it has been found that users are usually more interested in specific regions rather than the entire image; most current CBIR systems are region-based [18] . Representation of images at region level is proved to be more close to human perception system. In this paper, we focus on global features to reduce the calculations resulting from the segmentation of regions of interest.
Because the raw data of the image is always too difficult to use and understand, the image color and texture visual features are used as the universe of discourse in the proposed semantic retrieval system. Given a color space C, the conventional histogram H of image I is defined as follow [8] :
where , is the number of pixels of I fall into cell in the color space C and i is the gray level.
shows the 
color model because this model is closely related to human visual perception [10] . Hue is used to distinguish colors and to determine the redness or greenness of the light. Saturation is the measure of percentage of white light that is added to a pure color. Value refers to the perceived light intensity. Color quantization is useful for reducing the calculation cost. Furthermore, it provides better performance for semantic rule because it can eliminate the detailed color components that can be considered as noises [1] . The human visual system is more sensitive to hue than saturation and value so that hue should be quantized finer than saturation and value. In the experiments, we non-uniformly quantized HSV space into 10 bins for hue, three bins for saturation and three bins for value for lower resolution. So each image has 10+3+3(=16) dimensional color vector. Furthermore, we use Gabor feature, Tamura texture and Gray Level Co-occurrence Matrix (GLCM) to represent the texture feature [3] , [7] . As for each image, we filter it in 6 directions and 4 scales, then the mean and standard deviation of the filtering results are computed to form the 48 dimensional Gabor texture feature vector. As for the Tamura texture, it includes coarseness, contrast, directionality, linearity, regularity and waviness of the texture, in a total of a seven dimensional feature. The GLCM feature is also extracted in our work, which is to describe the occurrence frequency of one pair of gray level i and j, with a distance d (d=1) in direction 0°, 45°, 90°, 135° . We pick up angular second moment entropy, contrast, homogeneity and correlation, in total 5 different attributes of the texture features. Finally, for each image we obtain a 20-dimension texture feature vector from the 4 GLCM in 4 different directions. So each image has 48+7+20(=75) dimensional texture vector. Readers looking for mathematical background regarding both color and texture features extraction can refer to [3] , [7] , [10] .
C. Similarity Measure
Similarity measurement plays a vital role in CBIR system. After the process of feature extraction has been carried out on an image database, the stored image feature content must be compared in terms of similarity taking into account either color and texture features. Basically, this procedure is a clustering process where the query image is compared with the stored images and the most similar images are obtained. For this purpose, a computation of a feature-based distance similarity can be obtained for every image in the database that tells us how similar the query image is to each one of the stored images. There are several similarity-checking techniques, but the most usually used are Euclidean distance (L 1 ), city block (L 2 ), and correlation metric (L 3 ). In this research, type-2 fuzzy logic-based similarity is used to quantify the matching between two images.
The rationale of choosing these measures is that they are simple, faster and suitable in most of the cases, and especially when we have a large number of images. Furthermore, correlation distance considers not only the distance between two points but also their relation to the origin (i.e. more precise measure). Given an m-by-n data matrix I that represents image, which is treated as m (1-by-n) row vectors 1 , 2 , … … , , the various distances between two images I s and I t are defined as follows [18] :
= − =1
(4)
symbols the matrix mean. To satisfy the requirement of the membership grade function used in the proposed fuzzy system, distance measures for feature vectors need to be transformed into range [0, 1] with Gaussian normalization method as stated in [8] . In our case, the fusion method is based on matching score in which the distances generated by the individual feature are averaged using type-2 fuzzy set and the result is then used for image retrieval.
D. Interval Type 2 Fuzzy Semantic Mapping
This approach is to make CBIR systems intelligent so that they can interpret human thinking, which not depend on the rigid distance metrics to decide the image similarity. Fuzzy logic(FL) is a powerful tool to realize this goal. FL is probably the most efficient and flexible method available for image retrieval to manage the combination of measurements through their degrees of uncertainty [10] . FL is a theory that allows the natural descriptions, in linguistic terms, of problems to be solved rather than using numerical values. In this research, the attempt is to model the uncertainty of similarity degree of image features through a type-2 fuzzy model.
Similar to a type-1 FL, a type -2 FL includes fuzzifier, rule based, fuzzy inference engine, and output processor. The output processor includes type-reducer and defuzzifier; it generates a type-1 fuzzy set output (from the type-reduce) or a crisp number (from the defuzzifier) [14] . A type-2 FL is again characterized by IF-THEN rules, but its antecedent or consequent sets are now type-2. These fuzzy sets are characterized by their FOU, which in turn are characterized by their boundaries-upper and lower membership functions (MFs) [20] . Type -2 FL can be used when the circumstances are too uncertain to determine exact membership grades such as when training data have the problem of vagueness in human features perception in image retrieval-a case studied in this paper.
In general, type-2 FL is computationally intensive because type-reduction is very intensive. Things simplify a lot when secondary MFs are interval sets (in this case, the secondary memberships are either zero or one and we call them interval type-2 sets (IT2FS)) and this is the case employed in this paper. Formally an IT2FS is characterized as [21] :
where x, the primary variable, has domain X; u, the secondary variable, has domain at each ∈ ; is called the primary membership of x; and the secondary grades of are equal one. Uncertainty about is conveyed by the union of all of the primarymemberships, which is called FOU of i.e. 
and represent upper membership function (UMF) and lower membership function (LMF) respectively. For continuous universes of discourse and , an embedded interval T2FS , is defined as [22] :
Set is embedded in such that at each x it only has one secondary variable, and there are an uncountable number of embedded interval T2FS. Set that acts as the domain for , is the union of all the primary memberships of the set . Herein, we focus on an important sub-class of an IT2FS, namely the symmetric IT2FS, for which the FOU is symmetrical about x=m, i.e. [22] .
Next, we will fuzzily the input and output of the system. Suppose query image is Q and image from the database is I. The similarity distance L 1 , L 2 , and L 3 between image Q and I are three input of the image retrieval system. Three fuzzy variables including "very similar", "similar", "not similar" are used to describe the feature differences and the output of the system (similarity of images). By such description, we can infer the similar of images in the same way as what human think and let us characterize linguistic uncertainty. In this work, we utilize trapezoidal MF to describe all variables that is defined as [22] :
where 0 ≤ ≤ and 0 ≤ ≤ . All of MF' parameters are numerically specified based on the experiences to retrieve images so that if the feature difference of two images is no more than 20%, the two images are very similar, between 30%-50% similar, between70%-90% or above not similar.
Once the system acquires the fuzzy descriptions of the features distance, the rule base (fuzzy reasoning) can be built to make inference of their similarity. Fuzzy reasoning, which is formulated by group of fuzzy IF-THEN rules, presents a degree of presence or absence of association or interaction between the elements of two or more sets [17] . These rules can be made explicitly by the expert itself as is the case in our system, or implicitly from the input-output data gathered from system operation. Here, Mandeni's fuzzy interface method is employed; it expects the output membership function to be fuzzy set. In the proposed system, reasoning is carried out through the rules shown in Table I . The nine rules altogether deal with the weight assignments impliedly in the same way as what humans think. The fuzzy inference processes all of the three cases in a parallel manner, which makes the decision more reasonable. For example, if different objects have same features variance scopes, the rule base will be similar and hence our proposed system has a good robustness to images categories (semantics). The outputs of fuzzy values are then defuzzified to generate a crisp value for the output variable. In type-2 fuzzy system, this will be carried in two steps. Type-reduction, the first step of output processing that computes the centroid of an IT2FS. There exist many kinds of type-reduction techniques, for our case, we used center of sets (COS) type reduction, , which is expressed as [21] , [22] :
M presents the number of rules. From the type-reducer we obtain an interval set, , to defuzzify it we use the average of and so thedefuzzified output of an interval singleton type-2 FLS is calculated as [17] .
Finally, semantic image retrieval is performed using nearest neighbor classification. For a query sample Q, all the other samples ≠ are ordered in a sorted hit list with increasingdistance to the query Q using similarity degree. Ideally the first ranked image should be the query image. If one considers, not only the nearest neighbor (top 1), but also a longer list of neighbors starting with the first and up to a chosen rank (e.g. top 5), the chance of finding the correct hit increases with the list size.
IV. EXPERIMENTAL RESULTS
This section will demonstrate all relevant experimental results that were conducted using the proposed type-2 fuzzy system for semantic-based image retrieval. In our experiments 2000 images containing 100 different distinct semantic categories from Corel database [23] and Internet are selected. They contain a wide variety of images, like the images of flowers, mountains, Africa, and so on. Most of the images are in color JPG format. The results are analyzed using precision and recall measures. Suppose R(Q) is the set of images relevant for the query Q and A(Q) is the set of retrieved images. The precision of the result is the fraction of retrieved images that are truly relevant to the query, while the recall is the fraction of relevant images that are actually retrieved [11] :
To facilitate the evaluation process, our system automatically selects query images randomly and performs the retrieval process. A retrieved image is automatically classified as relevant if it is in the same semantic category as the query. As feature vector, we used 16-dimensional HSV color vector and 75-dimenstional texture vector. Therefore, a feature vector of 91 elements is made for each image. Fig . 4 shows the precision and recall plots for some selected query images that are chosen at random. In these plots, the dotted line indicates the precision-recall values for the type-1 fuzzy CBIR method suggested by W. Xiaoling et al. [2] in which the color and shape distances between images are two inputs of the fuzzy inference engine. The dashed line is for the proposed system in which the similarity distance L 1 , L 2 , and L 3 between two image feature vectors that include color and texture features are three inputs to the type-2 fuzzy inference engine. The experiment is organized as follows. First we submit some selected image in our database as a query to retrieve its relevant images. To construct the graph, we repeat the above process by gradually increasing the number of the retrieved images from 5, 10, 15, 20 to 30. For each number of the retrieve images, we calculate the average precision and recall.
As can be seen, the proposed type-2 fuzzy system improves the precision-recall performance with respect to type-1 fuzzy CBIR for all input queries and all chosen rank. This phenomenon is due to the fact that using more similar distance function results in feature spaces with type-2 membership function representation to handle high level of uncertainties associated with semantic description of the image and hence, most query image lies in its relevant cluster in the space. For the images with large appearance variety such as Africa, flower and animals etc., our system has an average precision of above 85.3 % vs. the top 30 images, which means that our system has a good robustness to the image categories. In experiment 3, the classification accuracy of the proposed retrieval system was investigated through the confusion matrix, a matrix used to summarize the results of a supervised classification, as shown in Table II . Entries along the main diagonal are correct classifications. Entries other than those on the main diagonal are classification errors. Fig.  5 shows a variety of some semantic classes that were identified. The overall recognition accuracy was approximately 95.6% at the top 10 images. As we can see from Table II , water is misclassified to sky with a high rate 5.7%. We have to say that water and sky have the most similar features. We can also find that foliage gets the lower recognition rate of 89.5%. Due to the highly similar features between foliage vs. both grass and rocks, foliage is classified incorrectly as grass with a rate of 3.9 % and rocks of 4.2%. In our experiment, there are some foliage images that contain different color echo, which cannot easily be classified. Finally, our system performs queries in real time and uses less space to save learned knowledge concerning semantic gap. It requires 3 space used in the memory semantic learning technique, where N is the total number of images in database.
V. CONCLUSION
This paper has established and investigated an enhanced fuzzy system for reducing the semantic gap in the CBIR using type-2 fuzzy similarity distance. By predicting the semantic correlation based on the analysis of several similarity measures between low-level features, retrieval effectiveness can be significantly improved. The important contributions to the CBIR field in this work can be summarized as follows: (1) we construct type-2 fuzzy repository to pool the similarity of the extracted features as well as to deal with the ambiguity of human judgment of image similarity. (2) Since the system is dynamically constructed, it is possible to add new images with new concepts to existing image database.
The performance of the system was evaluated on real world images of different categories and promising research results were obtained and described in this paper. We observe that type-2 fuzzy based retrieval excels the traditional fuzzy based one in both precision and recall. The average precision gap is 0.5 % and recall gap is 3.2%at the top 10 images. Therefore, type-2 fuzzy based system can improve the query performance of the CBIR. The system archives remarkably highly retrieval precision at the list of neighbors starting with the first and up to a chosen rank.
Not that our aim is to show that using type-2 fuzzy modeling can improve the performance of CBIR systems and reduce the semantic gap. However, to achieve perfect results, one should use more sophisticated features and similarity measures. In the future, we will test the proposed system on a large database, where each image may have multiple semantic meanings, for its effectiveness and scalability. The semantic clustering technique will be further studied to determine the relations of images to assist in the extraction of semantic rules automatically. Theory and Engineering, Vol. 7, No. 1, February 2015 
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