If H is a hypermap with bit set B, a voltage assignment on H is simply a map z : B → Z, where Z is a group. If Z acts on a set X, and if z is a voltage assignment on H, then one constructs a "ramified covering" H z (X) → H such that in the category of ramified coverings of H, H z (X) and H z (X) are isomorphic whenever z and z are equivalent voltages (but not conversely). A lifting criterion is given for an automorphism of H to lift to one of H z (X) and applied to give a simple and conceptual proof of the hypermap version of Accola's theorem for hypermaps. Finally, cohomological aspects of these constructions are given in terms of Machi's homology theory for hypermaps.
Basic Notions
A hypermap is a triple (B, σ, α), where B is a set (whose elements are called bits) and σ, α are permutations of B, acting on the right. We shall assume in addition that each of the cycles of σ, α and α −1 σ is of finite length. Set G = σ, α , and call G the monodromy group of H. If G acts transitively on B, we say that the hypermap H is connected. The orbits in B of the cyclic groups σ , α and α −1 σ are called the hypervertices, hyperedges and hyperfaces, respectively, of H. If V = V (H), E = E(H), F = F (H) are the hypervertices, hyperedges and hyperfaces, respectively, of H, then elements of V ∪ E ∪ F shall be called varieties. If b ∈ B, and τ is one of σ, α, α If α is an involution, we call H a map. For an excellent survey of maps and hypermaps, see R. Cori and A. Machi's article [2] .
Let H = (B, σ, α), H = (B , σ , α ) be hypermaps. A morphism ψ : H → H is a map ψ : B → B such that σψ = ψσ , αψ = ψα . Notice that if V, E, F ⊂ B are the hypervertices, hyperedges and hyperfaces of B, and if V , E , F ⊂ B are likewise in B , then a morphism ψ : H → H will restrict to maps V → V, E → E, F → F. We call ψ : H → H a (ramified or branched) covering if ψ : B → B is surjective. If for each variety x ∈ V ∪ E ∪ F , we have that ψ : x → ψ(x ) is bijective, we call the ramified covering ψ : H → H an unramified (or unbranched) covering.
The automorphism group of H, denoted Aut (H), consists of all permutations a : B → B that commute with the actions of σ and α. We shall write automorphisms on the left, so that commutativity with σ and α is expressed through the associative laws: a(bσ) = (ab)σ, a(bα) = (ab)α, a ∈ Aut (H), b ∈ B.
Let p : H → H be a ramified covering, and let a ∈ Aut (H), a ∈ Aut (H ). We say that a is a lift of a if the following square commutes:
The construction of ramified coverings of maps goes back at least as far as Gross [3] , where he introduced the notion of "voltages" with values in a group. This theme was developed further by Gvozdjak and Siran [4] , where they derived a necessary and sufficient criterion for an automorphism to lift (see Proposition 1 and Theorem 2 of [4] ). This development retains the flavor of the "fundamental group" inasmuch as "closed walks" (and net voltages along closed walks) play a fundamental role. An approach to lifting automorphisms more amenable to the present treatment can be found in Hofmeister [5, Theorem 3].
Voltage Assignments and Coverings of Hypermaps
Let H = (B, σ, α) be a hypermap, and let Z be a group, not necessarily abelian. By a voltage assignment with values in Z we mean a mapping z : B → Z. We shall usually (but not always) write z b for the value of the voltage of z at b ∈ B, i.e., z b = z(b). The set of voltage assignments is denoted C(H; Z). While C(H; Z) is a group relative to pointwise multiplication, this is unimportant for our purposes.
Assume now that Z acts on the right on a set X, and that z ∈ C(H; Z) is a fixed voltage assignment. We define the hypergraph H z (X) = (B × X, σ z , α z ), as follows. If γ ∈ {σ, α},
As such, H z (X) is not quite a hypermap as the cycles of σ z and α z need not have finite length. To identify the necessary requirement, we introduce a definition. Let z ∈ C(H; Z) be a voltage assignment on H, with values in Z.
i=0 z bγ i ∈ Z (defined only up to conjugacy in Z). We call ν z (x) the ramification of the voltage z at the variety x ∈ V ∪ E. If for every variety x ∈ V ∪ E, the ramification ν z (x) is an element of finite order in Z, then z is called a finitely ramified voltage assignment.
If the voltage assignment z is finitely ramified, it is clear that the cycles of σ z and α z have finite length. Furthermore, as (b, x)α
, and so the cycles of α −1 z σ z have finite length, as well. Therefore, H z (X) becomes a hypermap, called a derived hypermap of H. If X = Z, admitting the right regular representation of Z on itself, we call H z (Z) a principal derived hypermap.
If z ∈ C(H; Z) is finitely ramified, then the map p : H z (X) → H given by p(b, x) = b, b ∈ B, x ∈ X is easily seen to be a covering of hypermaps.
Apart from the fact that the above construction generalizes earlier constructions of coverings of maps to hypermaps, the present construction of derived (hyper)maps is different (even for maps) from earlier treatments, such as those in [3, 4, 5] , in that these earlier constructions specified the vertex sets in the derived maps, rather than specifying the bit sets, which has the effect that no ramification can occur over vertices. This renders these constructions an unsuitable framework to consider, for example, the lifted maps in [2, III, p. 462] arising in the proof of Accola's theorem (unless one passes first to "dual" maps). In addition, in order that the derived hypermaps remain maps in earlier works, one must consider not arbitrary voltage assignments, but rather more restrictive "cochains" (with values in Z); this is explained in more detail in Section 5.
As mentioned above, the present construction affords derived hypermaps that are allowed to ramify over hypervertices and hyperedges, but not over hyperfaces. This is the result of an arbitrary choice, as for any choice of two variety types, there is a model of derived hypermaps that is allowed to ramify over these two variety types, but not over the third variety type. Again, this will be discussed in more detail in Section 5.
Voltage Equivalence
Let H be a hypermap and let p : H → H, p : H → H be morphisms. By an Hmorphism (H , p ) → (H , p ) we mean an morphism of hypermaps φ : H → H making the triangle below commute:
We say that the pairs (H , p ), (H , p ) are H-isomorphic if there exists an H-morphism mapping H isomorphically onto H . In this case, we write (H , p ) ∼ = H (H , p ), or if no confusion will result, we shall simply write H ∼ = H H .
Let H be a hypermap and let z, z ∈ C(H; Z) be voltage assignments, with values in the group Z. We say that z, z are equivalent if there exists a voltage assignment f ∈ C(H; Z)
Note that if f exists as above, making the voltage assignments z and z equivalent, then it follows that f (bσ) = f (bα) for all b ∈ B. From this it follows easily that f is constant-valued on the α −1 σ -orbits in B, i.e., f must be constant-valued on the hyperfaces of H. Clearly the above relation on the voltage assignments defines an equivalence relation "∼" on the set C(H; Z) of voltage assignments; we write D(H; Z) = C(H; Z)/ ∼ for the corresponding quotient set. We note in passing that if Z is an abelian group, then so is D(H; Z).
Proposition A.Let z ∈ C(H; Z) be a finitely-ramified voltage assignment. If z ∼ z ∈ C(H; Z), then z is finitely-ramified. Furthermore, if X is any set acted on by Z, then
Proof. Both statements will automatically follow if we produce a bijective map φ : B × X → B × X that intertwines the actions γ z , γ z , where γ ∈ {σ, α}. To this end, there exists, by hypothesis, a voltage assignment
The result follows.
As a result, we see that the hypermap H z (X) depends, up to H-isomorphism, only on the equivalence class of z ∈ C(H; Z). Put differently, each element ζ ∈ D(H; Z) determines a unique (up to H-isomorphism) ramified covering of H; we shall denote this by H ζ (X).
The converse to Proposition A is easily seen to be false. Indeed, if X is a one-point set, then clearly H z (X) ∼ = H H z (X) whether or not z ∼ z ∈ C(H; Z). As a less trivial example, we shall show that even for principal derived covers, the converse of Proposition A need not hold.
To this end, let H be the hypermap whose bits are the oriented edges of the ordinary triangle (embedded in the 2-sphere). Thus, we may take H = (B, σ, α), where B = {1, 2, 3, 4, 5, 6}, σ = (1 6)(2 3)(4 5), α = (1 2)(3 4)(5 6). Let Z ∼ = Z 3 with generator x ∈ Z, and define the voltage assignment z ∈ C(H; Z) as below: b , then it is easy to check that z ∼ z. Equally simple is the verification that the mapping
Functoriality and a Lifting Criterion
There are two notions of functoriality that will be important in this section. First of all, let φ : H → H be a morphism of hypermaps, and let Z be a group. There is an induced mapping
. This map preserves the equivalence relations and so induces a map (still denoted)
Next let H be a fixed hypermap and let β : Z → Z be a homomorphism of groups. Then one obtains an induced map β * :
. Again, β * preserves equivalences, inducing a map
The following is our fundamental lifting criterion.
Theorem A. Let H be a hypermap, and let Z be a group, acting transitively on the right on a set X. Assume that z ∈ C(H; Z), and that ζ = [z] ∈ D(H; Z) is the equivalence class determined by z. Let a ∈ Aut (H) and assume that (a) there exists β ∈ Aut(Z) satisfying
and that (b) there exists a bijection φ : X → X such that for all x ∈ X, g ∈ Z,
Then a lifts to an automorphism a z ∈ Aut(H z (X)).
Proof. By assumption, there exists f ∈ C(H; Z) with
Clearly a z is bijective, and so it suffices to prove that a z commutes with γ z . This is easy:
The above criterion simplifies considerably for principal derived hypermaps; in this case, one identifies X with Z and sets φ = β:
Corollary. The automorphism a ∈ Aut (H) lifts to an automorphism of the principal derived hypermap Aut(H z (Z)) if there exists an automorphism β ∈ Aut(Z) satisfying a
).
An application of the above corollary will be presented in the next section.
Condition (b) of Theorem A needs further explanation. Indeed, suppose that the group Z acts transitively on the set X, and that β ∈ Aut(Z). If x ∈ X and if H = Stab Z (x) then were φ : X → X to exist as stated in (b), we have for any h ∈ H, that
and so β(h) ∈ Stab Z (φ(x)). By transitivity, there exists τ ∈ Z with φ(x) = xτ , and so β(h) ∈ Stab Z (xτ ) = τ −1 Hτ . In other words, β(H) = τ −1 Hτ , i.e., β must permute the conjugates of H in Z. Perhaps surprisingly, this condition is sufficient to guarantee the existence of φ : Proposition B. Let Z be a group acting transitively on the right on a set X, and let β ∈ Aut(Z). There exists a bijection φ : X → X satisfying φ(xg) = φ(x)β(g), x ∈ X, if and only if β permutes the stabilizers of points in X.
Proof. The necessity was already noted above. For the sufficiency, fix y ∈ X and let H = Stab Z (y). Let β(H) = τ −1 Hτ for some τ ∈ Z. If x ∈ X, pick ω ∈ Z with x = yω and set φ(x) = yτ β(ω). Note that if also x = yω , then ω = hω for some h ∈ H. Therefore,
well-defined. Finally, if x ∈ X and g ∈ Z, then selecting ω ∈ Z with x = yω gives
Accola's Theorem for Hypermaps
Let H = (B, σ, α) be a finite hypermap, i.e., B is a finite set. If V, E, F are the hypervertices, hyperedges and hyperfaces, respectively, of H, then the genus g of H is defined through the formula:
Accola's theorem for hypermaps states that for any nonnegative integer g, there exists a connected hypermap (in fact a map) of genus g and admitting at least 8(g+1) automorphisms.
(For the original theorem in the setting of compact Riemann surfaces, see [1] .) Cori-Machi in [2, p. 462] give a simple constructive proof of this result, but the contruction is not very conceptual or well-motivated. As a construction along the lines of the present discussion is very natural, we present it here. As in [2] , the basic idea is to start with a map M = (B, σ, α) of genus 0 and admitting 4(g + 1) automorphisms and construct a "double ramified cover" M z (Z), Z ∼ = Z 2 , of M which has genus g and allows liftings of all automorphisms of M to automorphisms of M z (Z). As will be seen, there is also a "hyperelliptic involution" of M z (Z), which arises as a non-trivial lift of the identity automorphism of M. This will produce the necessary 8(g + 1) automorphisms of M z (Z).
We set M = (B, σ, α) where B = Z/(4g + 4) and σ, α are both involutions, defined by setting
Note that the faces are given by the cycles of the map
It is a simple matter to verify that M is connected, has genus 0 and admits the dihedral group D 4(g+1) as the full group of automorphisms. In fact, Aut(M) is generated by the automorphisms a 1 , a 2 ∈ Aut(M), where
Next, assign voltages z b ∈ Z = {±1} to elements of B by setting
if n is even.
We depict a portion of the voltages below: n , n ∈ Z. A simple calculation reveals that
Corollary. The automorphisms a 1 , a 2 ∈ Aut(M) lift to automorphisms a 1z , a 2z ∈ Aut(M z (Z)). Finally, a straightforward calculation reveals that M z (Z)) has 2(g + 1) vertices, 4(g + 1) edges and 4 faces; thus the genus g(M z (Z)) of M z (Z)) is determined by 2(g + 1) + 4(g + 1) + 4 = 8(g + 1) + 2 − 2g(M z (Z)), and so g(M z (Z)) = g, as required. Thus, Accola's theorem follows.
In the same paper [1] , Accola also proved that if g is divisible by 3 then there exists a compact Riemann surface of genus g and admitting 8(g + 3) automorphisms. His original proof made use of the fundamental group of an "8-fold punctured sphere," but is easily and naturally translated into and dealt with the present concepts and methods. We shall sketch the proof of this version of Accola's theorem, below.
As in [1] , the starting point is the cubical map M on the 2-sphere, depicted below. The above figure also includes the necessary voltage assignment z ∈ C(M; Z), where Z is a multiplicative cyclic group of arbitrary order n, with generator x (unmarked bits carry the voltage 1 ∈ Z). The group of M is isomorphic with S 4 , the symmetric group on 4 letters and its action partitions the vertices into two sets of imprimitivity of four vertices each. In the above picture, vertices in these sets are distinguished according "•" and "•." Notice that the ramification of z at the •-vertices is x and the ramification of z at the •-vertices is x −1 (as suggested by Accola's original construction). The principal derived map, M z (Z), is a connected, n-fold ramified covering of M, with ramification of order n at each of the vertices. Therefore, M z (Z) has 8 vertices, 12n edges and 6n faces, hence has genus g = 3(n − 1). Next, we consider automorphisms a 1 , a 2 ∈ Aut(M), where a 1 is the clockwise rotation of 90
• mapping vertex ( * ) to vertex ( * ), and where a 2 is the clockwise rotation of 120
• fixing the vertex ( * ). Note that if β ∈ Aut(M) is the automorphism that inverts every element of Z, it is clear that a * 1 (z) = β * (z). Therefore, Theorem A guarantees that a 1 lifts to an automorphism of M z (Z). Below we depict the induced voltage assignment a * 
Again, By Theorem A, it follows that a 2 lifts to an automorphism of M z (Z); as Aut(M) is generated by a 1 and a 2 , it follows that Aut π (M z (Z)) → Aut(M) is surjective, where Aut π (M z (Z)) is the subgroup of Aut(M z (Z)) consisting of M-automorphisms of M z (Z). Finally, the "deck transformation" of M z (Z) given by given by (b, x ) → (b, xx ) lifts the identity automorphism of M; it follows, therefore that M z (Z) admits at least 24n = 8(g +3) automorphisms, completing the proof of Accola's theorem in this case.
Alternative Models and Cohomology
Let H = (B, σ, α) be a hypermap, and and set ν = α −1 σ. If z ∈ C(H, Z) is a voltage assignment, we have seen that H z (X) → H is a covering that might ramify at hypervertices and/or hyperedges, but not at hyperfaces. However, if for the hypermap H = (B, σ, α), one wishes to construct coverings that might ramify over, say, hypervertices and hyperfaces, then one again starts with z ∈ C(H; Z) and defines H z (X) = (B × X, σ z , σ z ν −1 z ) , where if γ ∈ {σ, ν}, then γ z : B × X → B × X is defined in Section 1, namely by setting (b, x)γ z = (bγ, xz b ). However, in this case it is easily seen that the covering H z (X) → H can ramify at hypervertices or hyperfaces, but not at hyperedges. Note that in this case, if M is a map, so is M z (X).
The ramified coverings more in keeping with those of [3, 4, 5] are obtained via the construction H z (X) = (B × X, α z ν z , α z ). However, in order for the above constuctions to yield maps from maps (as was the case in [3, 4, 5] ), then one must insist in addition that no ramification over hyperedges can occur, i. Henceforth, we shall restrict our attention on the above construction of ramified covers, i.e. that based on the model H z (X) = (B × X, α z ν z , α z ). If the coefficient group Z is an (additive) abelian group, acting on the set X, then properties of the constructions of H z (X) are very nearly cohomological in nature, i.e., are related to the dual of the homology theory of H as defined in Machi [6] .
To illustrate this point, let H = (B, σ, α) be a hypermap, and again set ν = α −1 σ. We recall briefly the construction of the homology of H. Let W be the free abelian group on the set of bits B. W is acted on the right by G = σ, α, ν ; we set
If ψ : W → V is given by ψ(w) = g∈ σ wg − g∈ σ wα −1 g, and i : F → W is the inclusion map, then one builds the diagram
If we set C 0 (H) = V, C 1 (H) = W/E, C 2 (H) = F , then in [6] it is shown that C 2 (H)
→ C 0 (H) is a chain complex, whose homology groups are called the homology groups of H. Now let Z be an additive abelian group, and let C i (H; Z) = Hom(C i (H), Z); one then obtains the cochain complex
