Introduction
In this paper, we explore the relationship between two noncommutative generalizations of the famous Nevanlinna-Pick theorem: Constantinescu and Johnson's Theorem 3.4 in [3] and Muhly and Solel's Theorem 5.3 in [9] . In Constantinescu and Johnson's theorem, the given data are N-tuples of operators on Hilbert space; the interpolating map is an upper triangular matrix with operator entries; and its existence depends on the positivity of the so-called Pick matrix. Muhly and Solel, however, work in the setting of W * -correspondences. They interpolate points in the dual correspondence; the interpolating map belongs to the Hardy algebra H ∞ (E) of the correspondence; and interpolation occurs when their Pick matrix is a completely positive map. Furthermore, to prove their theorem Constantinescu and Johnson exploit the properties of the displacement equation while Muhly and Solel use the commutant lifting approach. In order to compare the theorems, we generalize Constantinescu and Johnson's Theorem 3.4 to the context of W * -correspondences and Hardy algebras. Our proof follows the trajectory of the original proof of the theorem. Once in this setting, we can consider the similarities and differences between the theorems. The point evaluation in Muhly and Solel's Theorem 5.3 is a homomorphism, while our point evaluation is not; it merely gives rise to an antihomomorphism on the Hardy algebra of the dual correspondence, H ∞ (E σ ). Furthermore, Muhly and Solel's interpolating map belongs to H ∞ (E) while ours belongs to H ∞ (E σ ). Nevertheless, in the case when the data lie in the center of the dual correspondence, Z(E σ ), there exists an interpolating map in H ∞ (Z(E σ )) if and only if there exists a map in H ∞ (Z(E)) which interpolates the adjoints of the data. Moreover, the interpolating maps are related by an isomorphism of the Hardy algebras. Lastly, we give an equivalent condition for interpolation in terms of completely bounded maps.
Preliminaries
Throughout this paper, M will be a W * -algebra. We will think of M as a C * -algebra, without a preferred representation, that is also a dual space. Let E denote a W * -correspondence over M in the sense of [8, Definition 2.2] . That is, E is a self-dual Hilbert C * -bimodule over M. The M-valued inner product on E is full, and the left action of M on E is given by a faithful, normal * -homomorphism ϕ : M → L(E), where L(E) denotes the W * -algebra of adjointable operators on E. For k ∈ N, we form the tensor power of E, E ⊗k , balanced over M. E ⊗k is a W * -correspondence over M with the left action given by ϕ k : M → L(E ⊗k ), where ϕ k (a)(ξ 1 ⊗ ξ 2 ⊗ · · · ⊗ ξ k ) = (ϕ(a)ξ 1 ) ⊗ ξ 2 ⊗ · · · ⊗ ξ k . Let E ⊗0 = M, viewed as a bimodule over itself, and define the Fock space of E to be the ultraweak direct sum F(E) = ∞ k=0 E ⊗k . The Fock space of E is also a W * -correspondence over M. We denote the left action of M on F(E) by ϕ ∞ , defined by the formula
, is the norm-closed subalgebra of L(F(E)) generated by the left action operators {ϕ ∞ (a) | a ∈ M} and the creation operators {T ξ | ξ ∈ E}. The Hardy algebra of E is the ultraweak closure of T + (E) in L(F(E)) and is denoted by H ∞ (E). Let σ : M → B(H) be a faithful, normal representation of M on a Hilbert space H. Form E ⊗ σ H, the Hausdorff completion of the algebraic tensor product E ⊗ H in the positive semidefinite sesquilinear form defined by the formula
For convenience, we will write E σ instead of I(σ, σ E • ϕ), and we will refer to this space as the σ-dual of E. E σ is a W * -correspondence over σ(M) ′ , the commutant of σ(M) in B(H), under the following actions and inner product: for a, b ∈ σ(M) ′ and η, ξ ∈ E σ , a · η · b := (I E ⊗ a)ηb and η, ξ := η * ξ. We will denote the left action of σ(M) ′ on E σ by ϕ σ . As above, form the tensor powers (E σ ) ⊗k , k ∈ N, balanced over σ(M) ′ , and the Fock space F(E σ ). The left action maps are denoted by ϕ
For ξ, η ∈ E σ , the inner product C(ξ), C(η) is given by the formula C(ξ), C(η) = C(ξ) * C(η). In order to define a point evaluation for elements in H ∞ (E σ ), we must first define a couple of maps. As in [9, Lemma 3.8] , define U : [9, Theorem 3.9] , define the ultraweakly continuous, completely isometric representation
where C(0) = I H 0 0 · · · T . Note that for X, Y ∈ H ∞ (E σ ) and λ ∈ C, X + λY = X + λŶ since ρ is linear. While the point evaluation is not multiplicative, in Section 5 we show how it gives rise to an antihomomorphism from H ∞ (E σ ) into the completely bounded maps on σ(M) ′ . We are now ready to state our generalized Nevanlinna-Pick theorem.
if and only if the Pick matrix
is positive semidefinite.
Note that if we set N = n, E = C N , M = C, and σ(a) = aI H for all a ∈ M, then we recover Constantinescu and Johnson's Theorem 3.4 in [3] . In fact, we arrived at Theorem 2.1 by generalizing [3, Theorem 3.4] , and it lends itself most naturally to a comparison with Muhly and Solel's Theorem 5.3 in [9] . Nevertheless, a statement that avoids E σ may be preferable in some cases.
We can state Theorem 2.1 without reference to the σ-dual as follows. Let F be a W * -correspondence over a W * -algebra P . Let τ : P → B(H) be a faithful, normal representation of P on a Hilbert space H. For η ∈ F and X ∈ H ∞ (F ), definẽ
to be the P -valued point evaluation of X at η,
By Theorem 3.6 in [9] , there exists a W * -correspondence E over a W * -algebra M and a faithful, normal representation
, and it immediately follows thatX(η) =X(η). Furthermore, Lemma 3.8 in [9] implies that
Thus we arrive at the following theorem. Theorem 2.2. Let F be a W * -correspondence over a W * -algebra P . Let z 1 , . . . , z N ∈ F with z i < 1, i = 1, . . . , N, and Λ 1 , . . . , Λ N ∈ P . There exists X ∈ H ∞ (F ) with X ≤ 1 such thatX
N, if and only if the Pick matrix
is positive semidefinite. 
N, if and only if the map from
is completely positive, where the point evaluation of Y at z * i is given by the formulaŶ (z *
In Section 5 we compare Theorems 2.1 and 2.3, and we give a condition for when the two theorems are equivalent. For now we focus on one difference between the two theorems: If the map in Theorem 2.3 is completely positive, then by setting B ij = I H for all i, j = 1, . . . , N, we see that the matrix
is positive. Observe that this matrix is almost identical to the Pick matrix A in equation (4) . Nevertheless, its positivity is a neccesary but not sufficient condition for interpolation in Theorem 2.3, while the positivity of (4) is a necessary and sufficient condition for interpolation in Theorem 2.1. The following simple example, brought to our attention by the referee, illustrates this point.
Example 2.4. Let Z and Λ be 2 × 2 matrices given by
Now consider two problems:
where a n Z n is given by scalar multiplication of a matrix. 
It can be shown that the first problem is a specific case of Constantinescu and Johnson's Theorem 3.4 in [3]. Consequently, interpolation occurs if and only if
Thus in Example 2.4, Constantinescu and Johnson have interpolation but Muhly and Solel do not, despite the fact that we get a positive matrix when we evaluate equation (5) at B = I 2 .
Interpolating Maps
Since the proof of Theorem 2.1 is adapted from Constantinescu and Johnson's proof of Theorem 3.4 in [3] , it will be useful to restate some of their definitions in the context of W * -correspondences. In Theorem 3.4 in [3] , the interpolating map is a contraction that belongs to an algebra of upper triangular operators (see equation (3.1) in [3] ). We take this opportunity to define this algebra in our setting and examine its relationship to H ∞ (E σ ). Given a W * -correspondence E over a W * -algebra M and a faithful, normal representation σ of M on a Hilbert space H, define U T (E, H, σ) to be the algebra of upper triangular operators T = T ij
, for j ≥ 0, and
and
for all a ∈ M and j ≥ 0. The collection of contractions in U T (E, H, σ) is called the Schur class and is denoted by S(E, H, σ).
The connection between U T (E, H, σ) and H ∞ (E σ ) is made precise by the following lemma.
Proof. In [9, Theorem 3.9], Muhly and Solel showed that ρ(
, it suffices to show that every element of U T (E, H, σ) * commutes with the generators of σ F(E) (H ∞ (E)). That is, we must show that every element of U T (E, H, σ) * commutes with σ F(E) (ϕ ∞ (a)), a ∈ M, and with σ
For a ∈ M and T ∈ U T (E, H, σ),
For the other inclusion, note that it is a consequence of [9, Theorem 3.9] 
′ , and
Now it is easy to see that ρ(ϕ σ ∞ (a)) and ρ(T η ) are elements of U T (E, H, σ) * .
Since U T (E, H, σ) * = ρ(H ∞ (E σ )), we define the point evaluation of an element in U T (E, H, σ) at a point in E σ to agree with equation (3) . That is, for T ∈ U T (E, H, σ) and
′ is given by the formula
The following result provides more information about the point evaluation and will be useful in the proof of Theorem 2.1.
Proof. Expand the left hand side:
. . .
Expand the right hand side:
The k th entry of the right hand side is
which agrees with the k th entry of the left hand side.
Displacement Equation
The displacement equation was originally defined by Kailath, Kung, and Morf in [6] , and it was used to measure the extent to which a matrix was Toeplitz (see also [7] ). We are interested in a displacement equation of the form
where θ is a completely positive, contractive map. In this case, one can solve for the unique solution A by computing the resolvent, A = (I − θ) −1 (B). In order to apply the displacement theory to our context, we first fix z 1 , z 2 , . . . , z N ∈ E σ with z i < 1, i = 1, . . . , N, and Λ 1 , . . . , Λ N ∈ σ(M) ′ , and we form the matrices
For the remainder of this section, we reserve this notation for these specific matrices. We emphasize that U defined in equation (7) is in accord with [3] and should not be confused with the isomorphism in equation (2) .
As in Section 2, define the intertwining space
Observe that z from equation (7) belongs to I(σ (N ) , (σ (N ) ) E • ϕ) and z < 1. Consider the displacement equation
Equation (8) admits a unique solution
Consequently, we can solve equation (8) for A:
, which is the Pick matrix from equation (4) . In the proof of Theorem 2.1, it will be convenient to write A in terms of different notation. Thus define two maps U * ∞ and V * ∞ both from F(E) ⊗ H to H (N ) by
Note that we may rewrite U ∞ and V ∞ in terms of the Cauchy kernels as follows:
. These observations will be useful later, so we summarize them in the following remark.
Remark 4.1. The Pick matrix (4) is the unique solution to the displacement equation (8), and it may be written in the form
The following lemma is the crux of the proof of Theorem 2.1. It relates the positivity of the Pick matrix to the existence of a special element in the Schur class, S(E, H, σ). Recall that S(E, H, σ) is defined to be the collection of contractive upper triangular operators
of the form (6) and satisfying T 0j (σ E ⊗j • ϕ j (a)) = σ(a)T 0j for all a ∈ M and j ≥ 0.
Lemma 4.2. The solution to the displacement equation (8) is positive semidefinite if and only if there exists T ∈ S(E, H, σ) such that
In order to prove Lemma 4.2, we will need the following two propositions. Proposition 4.3 is a result about transfer maps of time varying systems. The state-space model of a discrete time varying linear system is defined by an equation of the form (9) x(t) y(t) = A(t) B(t) C(t) D(t)
where {U(t)} t∈Z , {Y(t)} t∈Z , and {H(t)} t∈Z are given families of Hilbert spaces called the input, output, and state spaces, respectively, and u(t) ∈ U(t), y(t) ∈ Y(t), and x(t) ∈ H(t) for all t ∈ Z. The operators A(t) ∈ B(H(t + 1), H(t)), B(t) ∈ B(U(t), H(t)), C(t) ∈ B(H(t + 1), Y(t)), and D(t) ∈ B(U(t), Y(t)) are also given. The system (9) is said to be contractive Proof. Fix t 0 ∈ Z. Suppose x(t 0 ) = 0, and let {y(t)} t<t 0 be the output generated from the input {u(t)} t<t 0 by the contractive time varying linear system
(t) B(t) C(t) D(t) x(t + 1) u(t) .
Since
A(t) B(t) C(t) D(t)
≤ 1, we have
By induction,
In particular,
Since this holds for arbitrary t 0 ∈ Z and arbitrary t < t 0 , it follows that the transfer map T is a contraction.
Proposition 4.4 will imply that if the solution A to the displacement equation (8) is positive semidefinite, then the entries of the operator T from Lemma 4.2 satisfy the necessary intertwining relations in order for T to belong to S(E, H, σ). First note that if A ≥ 0, then there exists L ∈ σ (N ) (M) ′ such that A = LL * . When we rewrite the displacement equation in terms of L, we get
Proposition 4.4. If the solution to the displacement equation (8) is positive semidefinite, then there exists a unique partial isometry
and ker(Ω) ⊥ ⊆ Range(B). Moreover, for all a ∈ M,
Proof. If the solution A to the displacement equation is positive semidefinite, then we can rewrite the displacement equation as follows:
whereÂ andB are defined above. By Douglas's Lemma [5, Theorem 1], there exists a unique partial isometry Ω :
. Lastly, we must show that equation (10) holds. Recall that since M is a W * -algebra, it is generated by its unitaries. Thus it suffices to prove equation (10) for all unitary elements of M. Let u ∈ M be unitary, and define the partial isometryΩ =
. We will showΩ = Ω.
Note that the intertwining relations satisfied by the entries ofÂ andB imply
for all a ∈ M. ThenÂ =ΩB sinceÂ = ΩB and equation (11) holds. By the uniqueness of Ω, it remains to show that ker(Ω) ⊥ ⊆ Range(B). That is, we must show P ≤ Q, where P is projection onto ker(Ω) ⊥ and Q is projection onto Range(B).
Observe that Q commutes with
for all a ∈ M since (11) holds.
where the inequality follows from the fact that ker(Ω) ⊥ ⊆ Range(B).
Proof of Lemma 4.2.
Suppose the solution A to the displacement equation (8) 
, H), and W ∈ B(H). The following intertwining relations are a consequence of equation (10):
WritingÂ = ΩB in terms of the entries ofÂ, Ω, andB, we get the system of equations
After substituting the first equation into the second K times, we get
We can bound the last term in equation (14) by
Since z < 1 and X ≤ 1, the last term goes to 0 as K goes to infinity, which shows
Form the infinite upper triangular matrix T = [T ij ]
∞ i,j=0 defined as follows:
That is,
Note that T U ∞ = V ∞ . We want to show that T extends to an element of S(E, H, σ). It is easy to check that T 0j ∈ I(σ E ⊗j • ϕ j , σ), j ≥ 0, because of the intertwining relations (12) satisfied by X, Z, Y, and W . To show that T ≤ 1, we show that T is the transfer map of a contractive time varying linear system.
From the system of equations (13) we have that, for all t ∈ N and for all h ∈ H (N ) ,
and the system (15) may be rewritten as
where
T is the transfer map of the system. The matrices
have norm equal to 1 for all t, since Ω = X Z Y W is of norm 1. Thus T is the transfer map of a contractive system. Proposition 4.3 implies that T ∈ S(E, H, σ).
Conversely, if there exists T ∈ S(E, H, σ) such that T U ∞ = V ∞ , then the solution to the displacement equation may be written as follows:
Finally, we prove our generalized Nevanlinna-Pick Theorem.
Proof of Theorem 2.1. We have already noted in Remark 4.1 that the Pick matrix A in equation (4) is the unique solution to the displacement equation, and we may write A = U * ∞ U ∞ − V * ∞ V ∞ . If A ≥ 0, then by Lemma 4.2, there exists T ∈ S(E, H, σ) such that T U ∞ = V ∞ . By Remark 4.1, we rewrite U ∞ and V ∞ in terms of the Cauchy kernels to get
Comparing the matrices entrywise, we see that
By Lemma 3.2, we can rewrite the left hand side of equation (16) to get
It follows that T (z i ) = Λ i for all i = 1, . . . , N. Together with Lemma 3.1, this implies that there exists X ∈ H ∞ (E σ ) with X ≤ 1 such thatX(z i ) = Λ i for all i = 1, . . . , N. Conversely, suppose there exists X ∈ H ∞ (E σ ) with X ≤ 1 such thatX(z i ) = Λ i for all i = 1, . . . , N. Then by Lemma 3.1, there exists T ∈ S(E, H, σ) such that T (z i ) = Λ i for all i = 1, . . . , N. By the above calculations, T U ∞ = V ∞ , and by Lemma 4.2, A ≥ 0. Lemma 4 .12], Muhly and Solel proved that the pair (σ, γ) is an isomorphism of the correspondences (Z(M), Z(E)) and (Z(σ(M) ′ ), Z(E σ )).
, and (σ, γ) is an isomorphism of correspondences, we have
⊗k , a, b ∈ Z(M), and h ∈ H we have
Since γ k is an isomorphism of correspondences for each k ∈ N, it follows that γ ∞ is an isomorphism of correspondences as well. . . .
For a ∈ Z(M), we have
Thus we arrive at the following isomorphism from H ∞ (Z(E)) onto H ∞ (Z(E σ )). With Γ in hand, we are finally able to prove that Theorems 2.1 and 2.3 are essentially the same when we restrict to the centers of the correspondences. ∞ (Z(E σ )). Since the equivalence holds for the generators of H ∞ (Z(E)) and H ∞ (Z(E σ )), we conclude that (1) is equivalent to (2) .
The following calculation shows that (2) and (3) are equivalent. Note that the proof of Lemma 3.2 shows that for all X ∈ H ∞ (E σ ), all z ∈ Z(E σ ) with z < 1, and all a ∈ σ(M) ′ ,
