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We provide an L2 theory for the local double Hilbert transform along an analytic
surface (s, t ,ϕ(s, t )) in the Heisenberg groupH1, that is operator
f 7→ Hϕ f (x) := p.v.
∫
|s|,|t |≤1





where · denotes the group operation inH1. This operator combines several features:
it is a multi-parameter singular integral, its kernel is supported along a submanifold,
and convolution is with respect to a homogeneous group structure. We reprove Hϕ is
always L2(H1) → L2(H1) bounded (a result first obtained in [Str12]) to illustrate the
method and then refine it to characterize the largest class of polynomials P of degree
less than d such that the operator HP is uniformly bounded when P ranges in the
class. Finally, we provide examples of surfaces that can be treated by our method but
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C k (Ω) The space of k-times differentiable functions supported onΩ
C∞(Ω) The space of infinitely differentiable functions supported onΩ
C∞c (Ω) The space of infinitely differentiable, compactly supported functions
supported onΩ
Cω(Ω) The space of real-analytic functions onΩ
Lp (Ω) The space of measurable functions f such that
∫
Ω| f (x)|p dx <∞
Lp (Ω,dµ) The space ofµ-measurable functions f such that
∫
Ω| f (x)|p dµ(x) <∞
S (Ω) The Schwartz space of smooth rapidly decreasing functions onΩ
S ′(Ω) The space of tempered distributions onΩ, dual of S (Ω)
E (Ω) C∞(Ω) endowed with the topology given by uniform convergence on
compacts
E ′(Ω) The space of compactly supported distributions onΩ, dual of E (Ω)
A .ν B There exists a constant Cν depending on the parameters ν such that
A ≤CνB
A ∼ B It holds that A .B and B . A
g =Oν( f ) The same as |g (x)|.ν | f (x)|
H1 The first Heisenberg group
H∗ f The maximal Hilbert transform of f
M f The Hardy-Littlewood maximal function of f
a ∧b The minimum between a and b




R[X1, . . . , Xn] The vector space of polynomials in n variables with coefficients in R
U (H ) The space of linear unitary operators on the Hilbert space H






Since Calderón and Zygmund opened the way to real analytic techniques in the
study of singular integral operators in their groundbreaking paper “On the existence
of certain singular integrals” [CZ52], this has been one of the most active areas of
research in harmonic analysis. A lot of effort has been poured in the extension of the
now classical Calderón-Zygmund theory of singular integral operators, in multiple
directions. A comprehensive survey would be beyond the scope of this thesis1, but
we mention here a subset of such directions the research has taken over the years
that provides context for the work developed in here. Namely, the following areas (or
‘themes’) have been the object of much attention:
i) Singular integral operators with singular kernels supported along submanifolds;
also known as singular Radon transforms. The prototypical example of such




f (x − t , y − t 2) dt
t
.
The operator naturally arises when one applies the method of rotations to sin-
gular integral operators associated to parabolic differential operators (that is,
singular integrals with kernels that are homogeneous with respect to parabolic di-
lations). It has been widely studied, and is known to be Lp → Lp bounded for any
1 < p <∞ (see for example [SW78], and [DRdF86]), but it is not completely un-
derstood yet: indeed, it is an open problem to determine whether the operator is
bounded from L1 to L1,∞. The best results in this direction have been achieved in
[Chr88] by Christ, in which he proved H 1par → L1,∞ boundedness, and in [STW04]
by Seeger, Tao and Wright, in which they prove L loglogL → L1,∞ boundedness
(both papers rely on suitable modifications of the Calderón-Zygmund decompo-
sition).
More in general, one can replace the parabola with a generic curve γ (embedded
in a generic Rn) and ask which are the minimal regularity properties required for
the operator to be L2 → L2 bounded or to be Lp → Lp bounded in the full range
1 < p <∞. It was realized that when the curve has non-trivial curvature2 then
one has boundedness in the full range 1 < p <∞ (see the already mentioned
1See [Ste98] for a survey of the historical development though.
2There are various notions of curvature that could be used to quantify this statement; a quite
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[SW78]), and subsequently the case of flat curves was intensively studied. Cases
of non convolution kernels and higher dimensional submanifolds have received
much consideration too - see for example the very influential work of Christ,
Nagel, Stein and Wainger [CNSW99].
ii) Singular integral operators in the setting of homogeneous groups. A homogeneous
group is a (connected, simply connected) nilpotent Lie Group N , identified with
some Rn through the exponential map3, which admits a group of automorphic





f (x · y−1)K (y) dµ(y),
where µ is the Haar measure on N and K is a singular kernel which is ho-
mogeneous of critical degree with respect to the automorphic one parameter
dilations of N . Notice the convolution is now with respect to the group oper-
ation. These operators arise naturally in the study of harmonic functions on
symmetric spaces: if G is a connected semi-simple Lie group and G = K AN
is its Iwasawa decomposition (with K maximal compact subgroup, A abelian,
N nilpotent), then harmonic functions on the symmetric space G/K can be
expressed as Poisson-like integrals of their boundary values; the boundary in
turn can be identified with N , and the dilations of N with a subgroup of A, thus
leading to operators of the form above analogous to the Hilbert transform.
The simplest non-commutative example of a homogeneous group is the Heisen-
berg groupH1, that is the group given by endowing the space R3 with the group
operation
(x, y, z) · (x ′, y ′, z ′) := (x +x ′, y + y ′, z + z ′+ (x y ′−x ′y)/2);
the definition can be readily adapted to give the higher dimensional Heisenberg
groupsHn , which are identified with the spaces R2n+1 =Rn ×Rn ×R and group
law
(x,y, z) · (x′,y′, z ′) := (x+x′,y+y′, z + z ′+ (x ·y′−x′ ·y)/2),
where the · on the right hand side denotes the inner product of Rn . The Heisen-
berg group is endowed with the group of (non-isotropic) automorphic dilations
given by
δλ(x, y, z) := (λx,λy,λ2z),
that is the parabolic dilations.
Extensive research has focused early on on extending the Calderón-Zygmund
theory of singular integral operators to operators defined in such homogeneous
spaces, that is, with kernels homogeneous with respect to the non-isotropic
dilations of a nilpotent Lie group. See for example Korányi and Vági [KV71].
iii) Multi-parameter singular integral operators. The most trivial example of such
general example would be that of well-curvedness - that is, when the collection of vectors ( d/ dt )kγ(0)
for k ∈N spans the subspace of Rn that contains the curve.
3Technically, one identifies the nilpotent Lie Group N with its Lie algebra n, which is then identified
with Rn as a vector field.
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which is obviously Lp → Lp bounded for all 1 < p <∞ because it factorizes in
the composition of two directional Hilbert transforms. More in general, for the
two parameter case, one can consider the space Rm ×Rn together with the two
parameter family of dilations δ : Rm ×Rn →Rm ×Rn given by
δλ,µ(x, y) := (λx,µy),
and consider generic kernels K (x, y) that satisfy the two parameter homogeneity
condition
K (δλ,µ(x, y)) =λ−mµ−nK (x, y).
These kernels do not necessarily factorize (for example, they can take the form
Ω(x, y)|x|−m |y |−n withΩ(δλ,µ(x, y)) =Ω(x, y)) and therefore the operators they
give rise to have to be treated differently. Here the issues arise from the fact that
the singularity of the kernel is no more a point as in the one parameter case,
but in general it is a submanifold of Rn , where n is the ambient dimension (for
the double Hilbert transform it is indeed the union of two orthogonal lines).
The theory for such operators has been developed by R. Fefferman in [Fef81]
for the two parameter case, where it is proven that, under certain cancellation
and smoothness hypotheses on the kernel K that mimic those of the double
Hilbert transform kernel p.v.1/st , the operator of convolution with K is Lp → Lp
bounded for 1 < p < ∞, and moreover it is L logL → L1,∞ bounded. Further
major developments were given in [FS82], [Jou85]; too many works followed
to survey them here. We content ourselves with mentioning one particular
result that will be quite relevant for the following discussion, namely the work of
Ricci and Stein [RS92]. In there they develop the Lp theory for singular integral
operators (and associated maximal functions) with k-parameter convolution
kernels in Rn , with 1 ≤ k ≤ n, that are roughly homogeneous with respect to a
specified group of dilations. More precisely, they are of the form
K (x) = ∑
I∈Zk
µ(I )I (x); (1.0.1)
here {µ(I )}I∈Zk is a family of distributions with support in [−1,1]n that satisfy
some uniform cancellation and smoothness conditions (both phrased in terms
of their Fourier transforms), and the subscript I denotes k-parameter dilation
f I (x) := det(2−ΛI ) f (2−ΛI x),
withΛ= (λi j )i j an n×k matrix of non zero exponents and, for I = (i1, . . . , ik ), x =
(x1, . . . , xn),
2−ΛI x := (2−λ11i1−...−λ1k ik x1, . . . ,2−λn1i1−...−λnk ik xn).
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Notice that the dilation exponents specified in the matrixΛ can be negative.
A unifying modern perspective on multi-parameter singular integrals is given by
Street in [Str14].
Each one far from being impermeable, the areas mentioned above have intersected
multiple times and each time produced new insights in the theory of singular integral
operators. We give some examples.
Consider the case i) + ii), that is singular integral operators in homogeneous
groups with kernels supported along submanifolds. One of the main results in
this area was obtained by Ricci and Stein in [RS88], in which they prove Lp → Lp




f (x · y−1)K (y) dσ(y),
where V is a connected analytic homogeneous submanifold of an ambient nilpotent
group N (with automorphic dilations {δr }r ) that generates the entire group, σ is the




K (x) dσ(x) = 0
and K (x) dσ(x) is homogeneous of critical degree5. They are also able to treat the
case of singular integral operators in homogeneous groups whose kernels are ho-
mogeneous with respect to dilations that are not automorphisms of the group: they
accomplish this feat by lifting the operators to operators in a larger ‘freer’ nilpotent
Lie group where the dilations extend to automorphic ones instead, to which the
result mentioned above applies; finally, they use a transference method to push the
boundedness result onto the original operators.
Another result that belongs to the same area (the intersection of themes i) and ii))
and is directly relevant to the work developed here has been obtained by Kim in
[Kim00], in which an L2 theory for the Hilbert transform in the Heisenberg group
H1 along curves of the form Γα(t) := (t ,γ(t),αtγ(t)) is developed. Here α ∈ R and
γ :R→R is assumed to be Lipschitz, and the resulting operator can be written as
f 7→ HΓα f (x) := p.v.
∫ ∞
−∞
f (x ·Γα(t )−1) dt
t
.
In [Kim00] it is shown that if γ is even and convex on [0,∞), then for any α the
operator HΓα is L
2(H1) → L2(H1) bounded if and only if γ′ has bounded doubling
time, that is there exists C > 1 such that for all t > 0
γ′(C t ) ≥ 2γ′(t );
4Here ‖ ·‖ denotes a homogeneous gauge on N , so in particular it satisfies ‖δλ(x)‖ = |λ|‖x‖ for all
λ> 0, x ∈ N .
5K and σ need not be separately homogeneous.
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the importance of the doubling time condition had already been appreciated be-
fore, since it was known to play a prominent role in the Euclidean case as well (see
[NVWW83]; see also [CWW95] for related earlier work on flat curves inH1). The way
the result is proven is by the use of the group Fourier transform onH1, which - as we
will see in Chapter 2, §2.3 - turns the question of the boundedness of HΓα into the




e iλγ(x−t )((x+t )−α(x−t ))
φ(t )
x − t dt ;
this in turn is proven by an almost orthogonality argument. We will exploit the group
Fourier transform analogously in our work.
Consider instead the case ii)+iii), that is to say multi-parameter singular integral
operators on homogeneous groups. An important result in this area was obtained by
Nagel, Ricci, Stein and Wainger in [NRSW12], in which they consider singular integral
operators with flag kernels on graded nilpotent groups endowed with automorphic
dilations. These operators arise naturally in the study of the Kohn laplacian on CR
manifolds.
Flag kernels are kernels of product type that in terms of severity of the singularity
sit in-between the case of one parameter singular kernels and that of the most
general product kernels. More precisely, in the case of two parameters and Euclidean
convolution to keep things easy, a flag kernel associated to flag {(0,0)} ⊂ {0}×Rn ⊂
Rm ×Rn is a distribution K that agrees with a C∞ function K (x, y) away from the
subspace {0}×Rn and satisfies smoothness conditions of the form
|∂αx ∂βy K (x, y)|. |x|−m−|α|(|x|+ |y |)−n−|β| ∀α ∈Nm ,β ∈Nn ,
and cancellation conditions that say that for every nice test function ψ and every
r > 0, with ψr :=ψ◦δr , kernels K (1)ψr ,K (2)ψr defined by
〈K (1)ψr ,φ〉 := 〈K ,ψr ⊗φ〉, ∀φ test function,
〈K (2)ψr ,φ〉 := 〈K ,φ⊗ψr 〉, ∀φ test function,
are kernels of one parameter singular integrals on Rn ,Rm respectively. The definition
for (graded) homogeneous groups is similar but more complicated to state, as it
involves an entire sequence of nested subspaces on which the singularities lie; it will
not concern us here.
In [NRSW12] the authors prove such operators as described above form a closed al-
gebra under composition, and moreover they are Lp → Lp bounded for all 1 < p <∞.
A further crossover happened between the areas listed above that is most relevant
for this thesis. It sits in the intersection of areas i) and iii): that is, the case of multi-
parameter singular integral operators with kernels supported along a submanifold.
The simplest non trivial example of this would be the operator given by the (local)
5
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double Hilbert transform along a surface of the form s, t 7→ (s, t , sm t n), that is
f 7→ Tm,n f (x, y, z) := p.v.
∫ ∫
|s|,|t |≤1





Since the term sm t n is a pure monomial, this operator is naturally associated to the
group of two parameter dilations defined by
δλ,µ(x, y, z) = (λx,µy,λmµn z);
moreover, one can realize the kernel of such an operator in the form (1.0.1) and thus
this operator, if certain smoothness and cancellation hypotheses are satisfied, falls
under the scope of the theory of multi-parameter singular integrals developed in
[RS92] described above in iii). But these cancellation conditions (phrased in terms
of the multiplier vanishing along certain subspaces determined by the dilations)
are quite non trivial, and thus need to be verified carefully. As it happens, they fail
precisely when both m and n are odd; when at least one amongst m,n is even, the
theory instead applies and proves such operators to be Lp → Lp bounded for all
1 < p <∞.
We can see directly that when m,n are odd then boundedness fails: indeed, the
resulting operator is not even bounded on L2(R3). This can be seen by looking at the










consider then Mmn(0,0,λ), and reduce by a change of variable to M11(0,0,λ), which










We claim that this quantity is bounded from below by logλ for λ> 0 large, and is thus
not bounded in L∞. The calculation is simple but very instructive, as it highlights
very well some of the differences between the one parameter case and the multi-
parameter case.










































= c0sgn(λt )+O((λ|t |)−1). (1.0.2)
6
Double Hilbert transforms along surfaces in the Heisenberg group 7











λ|s||t | ds|s| =O(λ|t |). (1.0.3)
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O(λ|t |) dt|t | =O(1),














the claim is proved.
It is evident from the calculations that the term that causes the logarithmic divergence
in λ is precisely sgn(t )/t = 1/|t |; boundedness is destroyed by ‘a conspiracy of signs’,
so to speak.
Remark 1.1. We digress here briefly to comment on the above calculation. As simple
as it is, one can already derive an important consequence from it. C. Fefferman
[Fef71] indeed used the fact to construct a continuous periodic function of two
variables such that the rectangular partial sums of its double Fourier series are







f̂ (m,n)e2πi (mx+ny) =∞ ∀(x, y) ∈T2.
This is in sharp contrast with the one dimensional case, where Carleson’s theorem
says that the partial sums of every L2(T) (and thus in particular C (T)) function con-
verge to the function almost everywhere; a further indication of the stark difference
between the one-parameter world and the multi-parameter one.
A more general type of operator can be obtained by replacing the single monomial
sm t n with a full polynomial P (s, t ) ∈R[s, t ], to get the (local) double Hilbert transform
along a polynomial surface
f 7→ TP f (x, y, z) := p.v.
∫ ∫
|s|,|t |≤1







Now the monomials are tangled together and there is no (unique) dilation group
associated to it. These operators have been considered by Carbery, Wainger and
Wright in [CWW00], in which they found a necessary and sufficient condition on the
polynomial P for TP to be Lp (R3) → Lp (R3) bounded for all 1 < p <∞. This condition,
which obviously must include the condition for the monomial case discussed above,
is stated in terms of the Newton diagram of P .
For (p, q) ∈N×N, let Qpq be the quadrant of R2 given by
Qpq := [p,∞)× [q,∞);
the Newton diagram of P (s, t ) =∑m,n cmn sm t n is the subset of the plane given by
N (P ) := co
( ⋃




that is, it is the closed convex hull of the union of all the quadrants associated to each
monomial with non-zero coefficient in P . With this definition, we can state their
theorem as follows:
Theorem 1.1 ([CWW00]). Let P ∈R[s, t ] and let N (P ) be its Newton diagram. If for
every (m,n) that is a corner of N (P ) at least one of m,n is even, then the operator TP
is Lp (R3) → Lp (R3) bounded for every 1 < p <∞.
Else, the operator is unbounded on any Lp space.
One can see that the condition for monomials is subsumed in the condition for
the Newton diagram of P , since the diagram for a monomial is a single quadrant.
The strategy of the proof is to reduce things to the monomial case, which is completely
characterized by [RS92] as pointed out before. The way the authors achieve this, is
by dividing up the integration region |s|, |t | ≤ 1 into subregions in each of which one
can replace P (s, t ) with one of its monomials, at the price of an Lp bounded error.
Observe that for p = 2 it would suffice to estimate the multiplier of TP , which is given
by
MP (ξ,η,λ) := p.v.
∫ ∫
|s|,|t |≤1






The relevance of the Newton diagram for the boundedness and decay of such os-
cillatory integrals has been known at least since [Var76]. We will encounter similar
oscillatory integrals multiple times.
Remark 1.2. It is very interesting to notice that the naive extension of the statement










is false. Indeed, there exists a polynomial P such that its Newton polyhedron (defined
in the obvious way) has all corners with all coordinates even, yet the operator is
unbounded, even on L2(R4). See [CWW00] for details. Thus the situation for higher
numbers of parameters is significantly more complicated. See [CWW09] by the same
authors for further investigation of the triple Hilbert transform case.
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Other results centred around similar operators have appeared: Pramanik and
Yang have characterized in [PY08] the boundedness of the double Hilbert transform
in Rd+2 along the surface given by (s, t ,ϕ1(s, t ), . . . ,ϕd (s, t )), whereϕ j are real analytic
functions; in another direction, Patel in [Pat08] has characterized the boundedness
for the global double Hilbert transform along a polynomial surface, which now ends
up depending on the convex hull of all the points (m,n) such that cmn 6= 0.
So far we have discussed examples of results for any combination of two of the
themes i), ii), iii) introduced above. Now, this thesis could be described as our
modest contribution to the understanding of the case given by the combination of
all three themes, i)+ii)+iii), that is of singular integral operators having all the features
discussed: multi-parameter singular integral operators in a (non-commutative)
homogeneous group, whose kernels are supported along submanifolds. Here we
consider the simplest such operator, that is the (local) double Hilbert transform along
surfaces inH1. This is the operator
f 7→ Hϕ f (x, y, z) := p.v.
∫ ∫
|s|,|t |≤1





where ϕ will be taken to be a real analytic function in Chapter 3 and will further be
restricted to being a polynomial in R[s, t ] in Chapter 4 to produce uniformity results.
Notice this is the simplest non-commutative analogue of the operator TP studied
in [CWW00], where by non-commutative we refer to the fact that the convolution is
taken in a non-commutative homogeneous group.
What we will do in the next chapters is exploit the Fourier transform theory ofH1 to
develop an L2 theory for such operators, which will allow us to prove the following
results6:
Theorem. For every ϕ real analytic in a neighbourhood of (0,0), the operator Hϕ is
L2(H1) → L2(H1) bounded.
Theorem. Let P (s, t) =∑m,n cmn sm t n be a polynomial in R[s, t ] of degree at most d,
and suppose P is such that if cmn 6= 0 then at least one amongst m,n is even. Then
‖HP‖L2(H1)→L2(H1) is uniformly bounded by a constant C =C (d) depending only on d.
Notice that the first theorem says the operator HP is bounded for all polynomials
P unconditionally, unlike in the Euclidean convolution case of operator TP . That the
situation in the Heisenberg group is going to be different is already evident from an
example: if one takes P (s, t ) = st/2 then, noticing that
(s,0,0) · (0, t ,0) = (s, t , st/2)
one can factorize the operator Hst/2 as













H1 f ((x, y, z) · (0, t ,0)−1) dt
t
6See Chapters 3 and 4 for the full statements.
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=H2H1 f (x, y, z),
where H i is the Hilbert transform inH1 in direction xi , i = 1,2. Since these operators
are L2(H1) → L2(H1) bounded, the operator Hst/2 is bounded as well. On the other
hand, Tst/2 is certainly not.
Before moving to the next chapters where we address the problem outlined above,
we want to give further context in order for the results presented here to be better
understood, and in order to justify the work carried out in Chapter 5. Our work is
certainly not the first one to address operators described by the combination i) + ii)
+ iii). Most notably, in recent years Stein and Street have introduced an Lp theory
with broad scope for a large class of multi-parameter operators, better described as
multi-parameter singular Radon transforms. They take the form
f 7→ T f (x) :=ψ(x)
∫
RN
f (γ(t; x))K (t) dt,
where K is a multi-parameter singular kernel, ψ a cutoff function and γ(t; x) is a
smooth map such that γ(0; x) = x.
The L2 theory for such a general class of operators has been originally developed
by Street in [Str12], and later has been extended to the full Lp theory by Stein and
Street jointly in [SS13]; in the final of a series of three papers, [SS12], they rediscuss
the case of real analytic submanifolds and show it admits significant simplifications
with respect to the fully general case. It is important to notice at this stage that their
results fundamentally rely on certain assumptions on the map γ(t; x), which will be
explained below.
Their theory is very relevant to us, for several reasons. First of all, as by §17.8 of
[Str12], their theory already covers the L2 (and Lp ) boundedness of Hϕ whenϕ is real
analytic. Here one takes
γ(s, t ; x, y, z) := (x, y, z) · (s, t ,ϕ(s, t ))−1 (1.0.4)
and K (s, t ) := p.v.1/st . In Chapter 3 we thus reprove the result of [Str12] by different,
more hands-on means; this will serve as an illustration of our method which will
then be refined in Chapter 4 to prove the uniformity result stated above. Secondly,
we point out that the uniformity result is new, and cannot possibly be achieved by
means of the Stein-Street theory of multi-parameter singular Radon transforms.
Finally, it is not a priori clear how strong the above mentioned assumptions on γ(t; x)
are, or in other words it is not clear how close they are to being necessary. The results
presented in Chapter 5 show L2 boundedness for certain other surfaces that do not
satisfy the assumptions of Stein-Street, and therefore point to the fact that such
assumptions are not close to being necessary. Here it is best to state what these
assumptions are in order to be clear.
Apart from some technical assumptions of uniform regularity that are not easily
stated and that we will therefore gloss over, the core of the conditions can be ex-
plained as follows. It was realized in [CNSW99] that smooth maps γ(t; x) such that
γ(0; x) = x can be realized as the exponential of Taylor series whose coefficients
are vector fields. More precisely, given γ : RN ×Rn → Rn as above, one can find a
10
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unique collection of smooth vector fields {Xα,α ∈NN } such that for any M > 0 and t
sufficiently small it is







for every x in a neighbourhood of the origin. Here there is an ambiguity in the












|α|<M tαXα/α! is a fixed vector field.
Now, if the kernel K is a product kernel on RN =RN1 × . . .×RNk , we write analogously
the multi-indices α ∈ NN as α = (α1, . . . ,αk ) ∈ NN1 × . . .×NNk . We call pure powers
those multi-indices α such that α j = 0 for all except one j ∈ {1, . . . ,k}. Then the
condition of Stein-Street can be stated as follows: for every δ ∈ (0,1]k , the formal sum∑
α∈NN
δαtαXα
must belong to the involutive distribution7 generated by the vector fields with formal
degrees8
δβtβXβ
where β ranges over all pure powers, and the distribution must be finitely generated
as a C∞-module. This condition is usually summarized by saying that the pure powers
control the mixed powers. Here we are being a bit sloppy for the sake of clarity: it is
very important that such conditions hold “uniformly in δ”, in a sense that has to be
made precise. Here however we ignore these details.
For the case of the Heisenberg groupH1 and γ as in (1.0.4), the Taylor expansion is
given by9
γ(t; x) = exp
(






m t n is the power series expansion of ϕ in a neighbourhood of the origin,
the pure powers are vector fields
δ1sX , δ2tY , δ
m
1 s
m am0Z , δ
n
2 t
n a0n Z ,
and since [X ,Y ] = Z and all the other commutators vanish, the involutive distribu-
tion they generate is the span of





m t n Z ,
to which sX + tY +ϕ(s, t)Z clearly belongs (in the sense that every truncate does).
Hence the assumptions are verified and Stein-Street theory applies, as explained.
7Recall the involutive distribution of the collection of vector spaces X is the smallest C∞ module
that contains X and is closed with respect to the commutator operation on vector fields.
8That is where t is kept as a variable, heuristically speaking.
9Here X ,Y , Z are the left-invariant vector fields onH1, given by X = ∂x − y2∂z , Y = ∂y + x2∂z , Z = ∂z .
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The surfaces we will consider in Chapter 5 are of a type for which the above as-
sumptions are not verified, that is the pure powers cannot control the mixed powers
and Stein-Street theory does not apply. One such surface is given for example by
(s3, t , st 2), for which the pure powers are clearly
δ31s
3X , δ2tY ,
but [δ31s
3X ,δ2tY ] = δ31δ2s3t Z , and thus δ1δ22st 2Z does not belong to the involu-
tive distribution generated by the pure powers. However, our results in Chapter
5 show that the double Hilbert transform in H1 along such a surface is indeed
L2(H1) → L2(H1) bounded.
We conclude here our introduction, with the hope to have provided sufficient




In this brief chapter we review certain facts that will play an important role in our
later study. These are well known facts but deserve rigorous separate treatment, for
the sake of clarity and with the intention to make this body of work as self contained
as possible.
In the first section of this chapter we will state and prove the well known Van der
Corput lemma and its variants, both in the one variable setting and in the many
variables one. In the second section we review a result of Ricci and Stein regarding
oscillatory singular integrals with polynomial phases, that is with kernels of the form
e i P (x,y)K (x, y). In the third and final section we review the group Fourier transform
theory on the Heisenberg groupH1, building it from its representation theory, and
present a condition that characterizes the L2(H1) → L2(H1) boundedness of convolu-
tion operators onH1.
References for the material in this chapter are [Ste93], [Fol89] and [RS87].
2.1 Van der Corput lemma
2.1.1
Oscillatory integrals are ubiquitous in harmonic analysis for obvious reasons and
understanding them entails understanding the often subtle cancellation involved
in the particular problem at hand - be it the boundedness of the multiplier of a
convolution operator or the summability of the Bochner-Riesz means of multiple
Fourier series.
The most fundamental result regarding certain general oscillatory integrals (so called
of first kind) is the well known Van der Corput’s lemma, which we state and prove.
Lemma 2.1 (Van der Corput). Let φ be in C k ((a,b)) and suppose that for all t ∈ (a,b)
we have |φ(k)(t )| ≥µ. Then
i) if k = 1 and φ′ is monotonic on (a,b), then
∣∣∣∫ b
a




ii) if k ≥ 2 then ∣∣∣∫ b
a
e iλφ(t ) dt
∣∣∣.k (λµ)−1/k .
Observe that the implicit constants do not depend on a,b and neither on φ; they
only depend on k, and this is very important.
Remark 2.1. It is easy to see by scaling that the exponent 1/k is the only possible one
for an estimate like the above to hold. Indeed, suppose the estimate holds with 1/k
replaced by some exponent α> 0; by changing variables by replacing t with βt we
have ∣∣∣∫ b
a
e iλφ(t ) dt
∣∣∣=β∣∣∣∫ b
a
e iλφ(βt ) dt
∣∣∣.β(λµβk )−α,
and therefore it must be α= 1/k for the inequality to hold for all β> 0.
Proof. Let k = 1 and φ′ monotonic first. Then we have by integration by parts that
∫ b
a






















and therefore ∣∣∣∫ b
a
e iλφ(t ) dt
∣∣∣≤ ∣∣∣ e iλφ(a)
iλφ′(a)















































Notice we have used the monotonicity of φ′ in passing from the second to the third
line.
If k ≥ 2 then we argue by induction. Suppose the theorem has been proved for k −1,
and let δ> 0, whose precise value is to be specified later. Sinceφ(k) is single signed on
(a,b) by assumption, φ(k−1) can have at most one zero in (a,b) (and is monotonic).









By the hypothesis on φ(k) we have that outside (t0−δ, t0+δ) it is |φ(k−1)(t )| ≥µδ, and
in there we apply the inductive hypothesis: thus
∣∣∣∫ t0−δ
a
e iλφ(t ) dt
∣∣∣.k−1 (λµδ)−1/(k−1),
and similarly for the integral over (t0+δ,b). For the remaining term, since |e iλφ(t )| = 1,
we simply estimate ∣∣∣∫ t0+δ
t0−δ
e iλφ(t ) dt
∣∣∣≤ δ.
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We optimize in δ by choosing δ∼ (λµ)−1/k , which proves the result.
If instead φ(k−1) does not have zeroes in (a,b), observe that the minimum of |φ(k−1)|
must occur at either a or b; suppose without loss of generality that it occurs in a







first integral is bounded by δ as before, and in the second one it must be φ(k−1)(t ) ≥
φ(k−1)(a)+µδ>µδ, and thus by inductive hypothesis the second interval is bounded
again by Ok ((λµδ)
−1/(k−1)), and one concludes exactly as before.
The statement in Van der Corput’s lemma is interesting but is not so general,
in that one rarely gets oscillatory integrals precisely of that form. It is therefore
important to observe that the statement generalizes easily by integration by parts to
the following corollary
Corollary 2.2. Let φ ∈C k ((a,b)) and ψ be such that ψ′ ∈ L1((a,b)), and suppose that
for all t ∈ (a,b) it is |φ(k)(t )| ≥µ. Then
i) if k = 1 and φ′ is monotonic on (a,b), then
∣∣∣∫ b
a






ii) if k ≥ 2 then
∣∣∣∫ b
a






Notice that, again, the implicit constants do not depend on a,b or φ, and they do
not depend on ψ either (the dependence of the estimate on ψ is made explicit in the
term in square brackets).




e iλφ(t ) dt ,
so that ∫ b
a
e iλφ(t )ψ(t ) dt =
∫ b
a
F ′(t )ψ(t ) dt
=
[





F (t )ψ′(t ) dt ,
and therefore by Van der Corput’s lemma the integral is bounded by the sum of
|F (b)ψ(b)−F (a)ψ(a)| = |F (b)ψ(b)|.k |ψ(b)|(λµ)−1/k ,
and ∣∣∣∫ b
a
F (t )ψ′(t ) dt
∣∣∣. (λµ)−1/k ∫ b
a
|ψ′(t )| dt ,





The estimate given by Corollary 2.2 is already quite powerful. Indeed, it is powerful
enough to prove, for example, decay estimates for the Fourier transform of the surface
measure dσ of the sphere Sn−1. These in turn allow one to prove Fourier restriction
estimates for the sphere (the Stein-Tomas theorem), that is a-priori estimates of the
form ∥∥ f̂ ∣∣
Sn−1
∥∥
L2(Sn−1, dσ) .p,n ‖ f ‖Lp (Rn )
for f ∈S (Rn), with p ≥ 1 and sufficiently smaller than 2.
Nevertheless, we shall later need one further consequence of the Van der Corput’s
lemma, namely a multidimensional estimate. This estimate takes an analogous form
to the one dimensional one, but the constant now depends on the phase as well.
Proposition 2.3. Let ψ ∈ L∞(Rn) be compactly supported in the unit ball of Rn and
such that ∇ψ ∈ L1(Rn); let φ ∈ C k+1(Rn) and suppose that for a multi-index α ∈Nn
with |α| = k we have




∣∣∣.n,|α|,‖φ‖Ċ |α|+1 (λµ)−1/|α|[‖ψ‖L∞ +‖∇ψ‖L1 ].
The implicit constant stays bounded if the homogeneous C |α|+1 norm ‖φ‖Ċ |α|+1 stays
bounded.
Proof. Before we start with the actual proof, we claim that the vectors (ω · ∇)k for
ω ∈Sn−1 span the vector space of k-th order derivatives, that is the span of ∂αx for all
α s.t. |α| = k. Indeed, introduce the bilinear form
〈P (∇),Q(∇)〉 := [Q(∇)](P ),
where P,Q are homogeneous polynomials of degree k and P (∇) is interpreted as∑
|β|=k cβ∂
β
x (hence every k-th derivatives can be expressed as P (∇) for some polyno-
mial P ). It is easy to see that this is actually a positive definite inner product on the
real vector space of k-th order constant coefficients differential operators of Rn : for
example, for positive definiteness observe













Thus it suffices to show that if 〈P (∇), (ω ·∇)k〉 = 0 for all ω ∈Sn−1 then P must identi-
cally vanish. But the product condition is equivalent by symmetry to (ω ·∇)k (P ) ≡ 0,





P (tω) = 0 for all ω; but since P is homogeneous
of degree k, this is impossible unless P ≡ 0.
Now to the actual proof. We normalize by replacing λ with λµ and φ by φ/µ, so
that our assumption is now that |∂αxφ| ≥ 1. By what was just proved for k-th order
derivatives, for every x there exists ω(x) ∈Sn−1 such that
|(ω(x) ·∇)kφ(x)|&n,k 1.
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Now, if we keep x fixed we have
|(ω(x) ·∇)kφ(x)− (ω(x) ·∇)kφ(x ′)| ≤ ‖φ‖Ċ k+1 |x −x ′|,
and therefore if we choose an ε= ε(n,k) sufficiently small we can find a countable
covering of Rn by balls B j := B(x j ,ε/‖φ‖Ċ k+1 ) of fixed radius such that any point
belongs to at most O(1) balls (that is the covering has bounded multiplicity) and such
that for all z ∈ B j
|(ω(x j ) ·∇)kφ(z)|&n,k 1;
in particular, we have ∣∣∣( d
dt
)k ∣∣
t=0φ(tω(x j )+ z)
∣∣∣&n,k 1.
Let η j be a smooth partition of unity subordinated to the balls B j , that is Supp(η j ) ⊂
B j , 0 ≤ η j ≤ 1, ∑ j η j (x) ≡ 1 for every x and ∑ j |∇η j (x)|. 1 for all x. Pick one ball B j
and suppose without loss of generality that ω(x j ) = (1,0, . . . ,0), then∫





e iλφ(t ,y)ψ(t , y)η j (t , y) dt dy,






|ψ(t , y)η j (t , y)|+
∫




‖ψ‖L∞(Rn )χπ j (B j )(y)+
∫
|η j (t , y)∂x1ψ(t , y)|+ |ψ(t , y)∂x1η j (t , y)| dt
]
,
where π j is the projection in direction ω(x j ). Integration in y then gives∣∣∣∫ e iλφ(x)ψ(x)η j (x) dx∣∣∣
.n,k λ
−1/k [‖ψ‖L∞(Rn )|π j (B j )|+‖ψ‖L∞(Rn )‖∇η j‖L1 +‖∇ψ‖L1(B j )],
and notice that |π j (B j )| ∼n,k,‖φ‖Ċ k+1 1; since Supp(ψ) ⊂ B(0,1), the number of balls B j
that contribute is finite and depends only on n,k and ‖φ‖Ċ k+1 , and thus by summing
in j we conclude the desired estimate, given that∫
e iλφ(x)ψ(x) dx =∑
j
∫
e iλφ(x)ψ(x)η j (x) dx.
Remark 2.2. The estimate given by the Proposition will be enough for our purposes,
but is not optimal in several ways. The decay rate of 1/k is not necessarily sharp -
the scaling argument does not work here because the variables are more than one.
Indeed, for example, when the Hessian of the phase is non-singular one can prove1 by
the stationary phase method that the actual rate of decay isλ−n/2, whereas the lemma
1See for example [Ste93], Chapter VIII, §2.3.
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above gives only decayλ−1/2. Moreover, the dependence of the constant on the phase
φ can be removed (at the price of worsening the exponent), as has been shown in
[CCW99], where estimates uniform in the phase are given for multidimensional
oscillatory integrals. It is currently an open problem to determine the minimal
amount by which one has to worsen the exponent in order for such uniformity to
hold.
There would be a lot more to say regarding Van der Corput type estimates, but
what we have included so far will suffice for our purposes, and therefore we move on
to the next section.
2.2 Oscillatory singular integrals
2.2.1
In the study of singular integrals in the more general setting of homogeneous groups,
it is natural to address their L2 boundedness by using the Fourier transform on such
groups. As we will see in the next section of this chapter, this is operator-valued
when the group is non-commutative, and it is often important to estimate norms of
these values. These operators typically end up being oscillatory singular integrals;
examples of their kernels (arising from one parameter singular integrals) have the
form
e i P (x,y)K (x, y),
where P is a polynomial in two variables (each in Rn) and K is a kernel in C 1(Rn ×
Rn\{(x, y) s.t. x = y}) satisfying the so-called standard estimates, that is
|K (x, y)|. |x − y |−n ,
|K (x, y)−K (x, y ′)|. |y − y
′|δ
|x − y |n+δ when |y − y
′| < 1
2
|x − y |,
|K (x, y)−K (x ′, y)|. |x −x
′|δ
|x − y |n+δ when |x −x
′| < 1
2
|x − y |,
for some 0 < δ≤ 1.
This rather general example has been studied by Ricci and Stein in [RS87]: it is the
first of a series of three papers ([RS87], [RS88] that was already discussed in Chapter
1, and [RS89]) on harmonic analysis on the nilpotent Lie groups - and the connection
between them is the one hinted at above, that is, the fact that such operators arise as
values of the multipliers of singular integrals in nilpotent groups.
The main result of Ricci and Stein is
Theorem 2.4 ([RS87]). Let P and K be as defined above. Then the operator
C∞c (R
n) 3 f 7→ T f (x) := p.v.
∫
Rn
e i P (x,y)K (x, y) f (y) dy
extends to an Lp (Rn) → Lp (Rn) bounded operator for any 1 < p <∞, and more pre-
cisely
‖T f ‖Lp (Rn ) .n,p,degP ‖ f ‖Lp (Rn ).
18
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Notice how the constant depends on the degree of the polynomial P but does
not otherwise depend on the coefficients of P . This is therefore a uniformity result
akin to the one we will be presenting in Chapter 4. Indeed, take the one parameter





f (x ·γ(t )) dt
t
;
as the methods of next section can show, the L2(H1) → L2(H1) boundedness of this








x − y ,
which is precisely of the form described above and therefore the theorem applies to
it, giving boundedness uniformly in the coefficients - that is, uniformly in λ. This last
operator can be considered a one parameter version of the ones we will have to deal
with later, in which the scalar oscillatory factor will be replaced by a scalar oscilla-
tory integral instead (also, compare the above operator with the ones considered in
[Kim00]).
The proof of Theorem 2.4 is too long to be meaningfully illustrated in this brief
chapter, and therefore we have chosen to omit it. We include a remark instead.
Remark 2.3. Theorem 2.4 does not say what happens at the endpoint p = 1 of the
range of exponents. The proof cannot say anything because it works by interpolation:
the operator is decomposed into a classical part with barely any oscillation T0 and
another part where oscillation occurs, T∞; while the classical part is easily bounded,
the oscillating part needs to be decomposed into dyadic annuli, T∞ = ∑ j T j , and
the operators T ∗j T j are shown to have L
p → Lp norm bounded trivially by O(1)
and L2 → L2 norm decaying geometrically in | j |, and real interpolation gives the
summability of the norms of such pieces in any Lp , 1 < p <∞. Oscillatory integral
estimates of Van der Corput type are used to prove these rapidly decaying bounds on
‖T ∗j T j‖L2→L2 .
Nevertheless, the operators turn out to be L1 → L1,∞ bounded as well - as was proven
in [CC87]. In there, a rough Calderón-Zygmund decomposition is used to reduce
the problem to an application of the T ∗T method to operators of the form T ∗j Tk ,
where the Tk are certain pieces of the original operator, different from the ones in
[RS87]; then one needs good pointwise estimates on the kernels of such operators
in T ∗T form, which are oscillatory integrals, and thus one is led to use once again
Van der Corput estimates. As the reader might have guessed from the appearance
of the Calderón-Zygmund decomposition, the argument needs L2 bounds for the
operators, which are assumed from [RS87].
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2.3 The Fourier transform on the Heisenberg group
2.3.1 Representations of the Heisenberg group
We have previously introduced the Heisenberg groupH1 as a purely algebraic object,
that is the space R3 with group operation
(x, y, t ) · (x ′, y ′, t ′) := (x +x ′, y + y ′, t + t ′+ (x y ′−x ′y)/2);
but there is a way in which it arises naturally (technically speaking, a representation
of it arises naturally) when considering certain symmetries of the Fourier transform.
Indeed, consider functions in L2(R). The space L2(R) is invariant with respect to
translation and modulation, that is to the families T ,M of operators
τy : f 7→ f (·− y)
and
Mξ : f 7→ e iξ· f (·),
where y,ξ range over R. It is clear that each family itself is also a group of unitary
transformations acting on L2(R), namely
∀x, y ∈R, τx ◦τy = τx+y ,
and similarly
∀ξ,η ∈R, Mξ ◦Mη = Mξ+η;
this in particular shows that they are commutative groups. The operators are linked
to each other through the Fourier transform on L2(R): as is well known,
τ̂y f (ζ) = e i yζ f̂ (ζ) = My f̂ (ζ),
and vice versa a similar relationship holds with τ and M swapped.
It is natural to consider what is the group generated by the union of the two families
of translations and modulations and what is its action on L2(R). One then considers
the commutator of a translation and a modulation, and it can be easily seen that for
any f ∈ L2(R) it is
[τy , Mξ] f (x) = e−iξy f (x), (2.3.1)
that is [τy , Mξ] is the operator of scalar multiplication by the constant e
−iξy with
modulus 1 - so in particular we have that [T ,M ] is isomorphic to U (1) =U (C), the
unitary group of degree 1. As this commutes with both translations and modulations,
one can see that the group generated by translations and modulations of L2(R) is
equivalently the group G obtained by compositions of a modulation, a translation and
a scalar multiplication (equivalently called phase shift) in this fixed order (although
any order would do). The group operation ¯ of this group is easily described: by the
commutator relation above one has
e iθτy Mξ f = e i (θ−ξy)Mξτy f ,
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and therefore
e iθτy Mξe
iθ′τy ′Mξ′ = e i (θ+θ
′)τy Mξτy ′Mξ′
= e i (θ+θ′−ξy)Mξτyτy ′Mξ′
= e i (θ+θ′−ξy)Mξτyτy ′Mξ′
= e i (θ+θ′−ξy+ξ(y+y ′))τy+y ′MξMξ′
= e i (θ+θ′+ξy ′)τy+y ′Mξ+ξ′ ;
in coordinates,
(ξ, y,θ)¯ (ξ′, y ′,θ′) = (ξ+ξ′, y + y ′,θ+θ′+ξy ′).
It is not hard to see that this group is isomorphic to the Heisenberg group as intro-
duced before: let φ : G →H1 be given by
φ(ξ, y,θ) := (ξ, y,θ−ξy/2),
then












= (ξ+ξ′, y + y ′,θ+θ′+ξy ′− 1
2
(ξ+ξ′)(y + y ′))
=φ((ξ, y,θ)¯ (ξ′, y ′,θ′));
moreover, φ is clearly bijective.
The group G of translations, modulations and phase shifts is a subgroup of the
group of unitary transformations of L2(R), denoted U (L2(R)); more precisely, since
it is also continuous, φ−1 is a (faithful) unitary representation of the Heisenberg
group. It is moreover an irreducible unitary representation: indeed, suppose there
is a unitary transformation U ∈ U (L2(R)) that commutes with all elements of G ;
then in particular it commutes with all translations, and therefore it is given by a
multiplier, that is there exists m such that Û f (ξ) = m(ξ) f̂ (ξ); but since U commutes
with modulations, m must be constant, and therefore U is a scalar multiplication; by
Schur’s lemma then G is an irreducible representation.
It should be noted that the representation given by G is just one in a family of
representations, because given any λ 6= 0 we can define
Rλ(x, y, t ) =φ−1(λx, y,λt ),
that is Rλ(x, y, t ) is the unitary operator
f 7→ e iλ(t+x y/2)τy Mλx f .
It is immediate to verify this is again an irreducible representation, and that R1 is the
representation above; moreover, any two such representations for distinct λ’s are not
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unitarily equivalent. Indeed, suppose there is U ∈U (L2(R)) such that
U ◦Rλ = Rµ ◦U ,
then for every t ∈R it must be
U (Rλ(0,0, t ) f ) =U (e iλt f ) = e iλtU f ,
Rµ(0,0, t )U f = e iµtU f
and therefore it must be λ=µ.
The celebrated Stone-Von Neumann theorem tells us that these are the only faithful
irreducible representations ofH1; namely
Theorem 2.5 (Stone-von Neumann). Let π :H1 →U (H) be a unitary representation
of H1 such that π(0,0, t) f = e iλt f for some λ 6= 0. Then there exists an orthogonal




such that π|Hα is irreducible for every α and unitarily equivalent to Rλ.
We do not prove this theorem. A proof akin to the original one of Stone and Von
Neumann can be found in [Fol89].
Notice that since [H1,H1] = {(0,0, t) s.t. t ∈ R}, every representation π of H1 must
satisfy π(0,0, t ) f = e iλt f for some λ, possibly equal to 0, in which case the represen-
tation is non-faithful. These representations can be classified as well without too
much effort, and the irreducible ones turn out to be of the form
r a,b(x, y, t ) := e−2πi (ax+by)
for a,b ∈R, so in particular they are one dimensional.
Remark 2.4. The representations studied above hint at the role of the Heisenberg
group in quantum physics. Indeed, we have that the momentum operator D :=
−i ddx can be thought of as the generator of translations, in the sense that under an
appropriate interpretation of operator exponentiation and for f ∈S (R) one has
e i yD f = τy f .
Similarly, the position operator X defined by X f (x) = x f (x) can be thought of as the
generator of modulations, since
e iξX f (x) = e iξx f (x).
The commutator relation (2.3.1) has its correspondent in the fact that
[D, X ] =−i I,
which expresses the well known canonical commutator relationship of quantum
mechanics - from which Heisenberg’s uncertainty principle follows. Indeed, suppose
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that f ∈S (R) ⊂ L2(R), then by (formal) self-adjointness of D, X it is
‖ f ‖2L2(R) = 〈 f , f 〉
= i 〈[D, X ] f , f 〉 = i 〈D f , X f 〉− i 〈X f ,D f 〉
≤ 2‖D f ‖L2(R)‖X f ‖L2(R).
2.3.2 Fourier transform onH1
Once one has a satisfactory representation theory for a group, it is possible to con-
struct the Fourier transform on that group. We briefly review how this can be done in
generality. Let G be a topological group and µ be a fixed multiple of the Haar measure
on G (we assume the group is unimodular, for simplicity, that is the left and right
Haar measures coincide). Recall that a unitary representation π of G is a continuous
homomorphism G → U (Hπ), where Hπ is a separable Hilbert space and U (Hπ)
denotes the group of unitary linear transformations on Hπ. The representation
is said to be irreducible if there exists no subspace V of Hπ that is invariant with
respect to π - that is, there doesn’t exist V such that π(g )(V ) ⊂ V for all g ∈G . Two
representations π,ρ are said to be unitarily equivalent if there exists a unitary map
U : Hπ→Hρ such that
U ◦π(g ) = ρ(g )◦U ∀g ∈G .
Let then Ĝ be the collection of the unitarily equivalent classes of the irreducible
representations of G ; then the Fourier transform of f ∈ L1(G , dµ) can be defined
formally as the function
Ĝ 3π 7→ f̂ (π) :=
∫
G
f (g )π(g−1) dµ(g ), (2.3.2)





f (g )(π(g−1)φ) dµ(g ),
where this integral is to be further interpreted as a vector-valued integral in the usual
way, that is for every ψ ∈Hπ it is
〈 f̂ (π)φ,ψ〉 =
∫
G
f (g )〈π(g−1)φ,ψ〉 dµ(g );
notice this quantity is finite, since f ∈ L1(G , dµ) and by unitarity |〈π(g−1)φ,ψ〉| ≤
‖φ‖Hπ‖ψ‖Hπ .
Thus if the group is non-commutative then the Fourier transform is operator-valued.
For sufficiently well-behaved groups and sufficiently well-behaved functions, one
can have an inversion formula for the Fourier transform, that is there exists a measure
ν on Ĝ such that
f (g ) =
∫
Ĝ
tr( f̂ (π)π(g )) dν(π).
23
24 Marco Vitturi
We do not pursue the abstract approach here but rather see what this definition
generates once applied toH1. Given a function f ∈ L1(H1) (observe the Haar measure
coincides with the Lebesgue measure) we define its Fourier transform to be
λ 7→ f̂H1 (λ) :=
∫
H1
f (x, y, t )Rλ(−x,−y,−t ) dx dy dt ,
where therefore f̂H1 (λ) is understood to be the operator that acts on φ ∈ L2(R) as
( f̂H1 (λ)φ)(z) =
∫
H1
f (x, y, t )(Rλ(−x,−y,−t )φ)(z) dx dy dt .
This operator is L2(R) → L2(R) bounded for every λ, since
|〈 f̂H1 (λ)φ,ψ〉| =
∣∣∣∫
H1





| f (x, y, t )||〈Rλ(−x,−y,−t )φ,ψ〉| dx dy dt
≤ ‖ f ‖L1(H1)‖φ‖L2(R)‖ψ‖L2(R), (2.3.3)
and notice that this fact is the analogue of the trivial Hausdorff-Young inequality for
the classical (Euclidean) Fourier transform.
It should be noticed that in defining f̂H1 we have not taken into account the repre-





e i (ax+by) f (x, y, t )φ dx dy dt = f̂ (a,b,0)φ.
The reason why such representations turn out to be irrelevant is that there is a
natural measure on Ĥ1, which is the measure that makes Plancherel’s formula true
and corresponds to the ν measure introduced above, and it turns out it gives zero
measure to the set {r a,b}a,b∈R. We build such measure explicitly below.
We explore the definition of Fourier transform onH1 in more detail. Observe that
( f̂H1 (λ)φ)(z) =
∫
f (x, y, t )(e−iλ(t−x y/2)τ−y M−λxφ)(z) dx dy dt
=
∫
f (x, y, t )e−iλ(t−x y/2)e−iλx(z+y)φ(z + y) dx dy dt
=
∫
f (x, y, t )e−iλ(t+x y/2+xz)φ(z + y) dx dy dt
=
∫
f (x,u − z, t )e−iλ(t+x(u+z)/2)φ(u) dx du dt ,
and therefore ( f̂H1 (λ)φ) is given by integrating φ against the kernel
K λf (u, z) :=
∫
f (x,u − z, t )e−iλ(t+x(u+z)/2) dx dt
= (F1F3 f )(λ(u + z)/2,u − z,λ), (2.3.4)
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where F j denotes the Euclidean Fourier transform in the j -th variable,
F j g (x1, . . . ,ξ, . . . , xn) :=
∫
e−iξx j g (x1, . . . , x j , . . . , xn) dx j .
In particular, we can see that f̂H1 (λ) has finite Hilbert-Schmidt norm:
‖ f̂H1 (λ)‖2HS =
∫ ∫
|K λf (u, z)|2 du dz
=
∫ ∫
|(F1F3 f )(λ(u + z)/2,u − z,λ)|2 du dz
= |λ|−1
∫ ∫
|(F1F3 f )(v, w,λ)|2 dv dw ;
if we assume that f ∈ L1(H1)∩L2(H1), by Plancherel’s theorem for the Euclidean
Fourier transform it follows that |λ|‖ f̂H1 (λ)‖2HS is finite for a.e. λ. Actually, notice we
have proven that for some constant c0 it is∫
| f (x, y, t )|2 dx dy dt = c0
∫
R
‖ f̂H1 (λ)‖2HS|λ| dλ, (2.3.5)
which is Plancherel’s formula for the group Fourier transform. Thus the measure ν
on Ĝ mentioned above is |λ| dλ, and consequently the set {r a,b}a,b∈R has measure
zero as stated above.
By a limiting argument akin to the usual one for the Euclidean Fourier transform,
one establishes
Proposition 2.6. The Fourier transform onH1, defined for f ∈ L1(H1)∩L2(H1) by
f 7→ f̂H1 ,
extends to a unitary mapping from L2(H1) to the Hilbert space of Hilbert-Schmidt





One can verify that the Fourier transform onH1 satisfies
à( f ? g )H1 (λ) = f̂H1 (λ)◦ ĝH1 (λ) (2.3.6)
for f , g ∈ L1(H1) (here ? denotes convolution with respect to the group operation,
that is f ? g (x) = ∫H1 f (y)g (x · y−1) dy). Indeed, it is enough to verify it using the
abstract definition given at the beginning of the subsection: by Fubini’s theorem and
a change of variable we have
à( f ? g )H1 (λ) = ∫
H1
( f ? g )(x)Rλ(x−1) dx
2We notice here that the operator valued function is |λ| dλ-measurable and only defined up to sets





























= f̂H1 (λ)◦ ĝH1 (λ).
2.3.3 Fourier transform of distributions inH1
In our work we will have to consider the Fourier transform of certain distributions,
which needs therefore to be properly defined. Since our distributions will be com-
pactly supported, the definition is the same as the one given in (2.3.2). Indeed, let
E (R3) denote the space of C∞(R3) functions endowed with the topology of uniform
convergence on compacts; then it is known3 that E ′(R3) can be identified with the
subspace of S ′(R3) consisting of the distributions with compact support. Recall that
κ ∈S ′(R3) is said to have compact support if there exists K ⊂R3 compact such that
for all φ ∈S (R3) it holds that
Supp(φ)∩K =; ⇒ (κ,φ) = 0.





which is to be interpreted as the operator such that for every φ,ψ ∈ L2(R) it holds that
〈κ̂H1 (λ)φ,ψ〉 = (κ,〈Rλ(−x)φ,ψ〉).
Notice the pairing on the right hand side of the last equation makes sense, since Rλ
is a continuous representation andH1 is a Lie group, and therefore x 7→ 〈Rλ(−x)φ,ψ〉
is a bounded C∞ function on R3. This can also be easily verified directly.
The equality (2.3.6) relating convolution and the group Fourier transform also holds
for compactly supported distributions.
2.3.4 L2 multipliers onH1
Once one has a well-behaved Fourier transform, the associated L2 theory can be
used to characterize the L2 boundedness of convolution operators onH1, where the
convolution is taken with respect to the group operation. That is, given the operator
f 7→ K ? f ,
we want to find conditions on K that are equivalent to the operator being L2(H1) →
L2(H1) bounded. Here we consider only K ∈ L1(H1) or K ∈ E ′(R3) for simplicity. Such
3See [Rud91], Chapter 6 for details.
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a condition turns out to be quite simple to state:
Lemma 2.7. Let K ∈ L1(H1) or K ∈ E ′(R3). The operator
f 7→ T f := K ? f







‖K̂H1 (λ)‖L2(R)→L2(R) = ‖T ‖L2(H1)→L2(H1).
For a more general statement that holds for all left-invariant bounded linear
operators on L2(H1), see [Dix77], Chapter 18.
Proof. First of all notice that given two integral operators T f (x) := ∫ K1(x, y) f (y) dy ,
S f (x) := ∫ K2(x, y) f (y) dy , we have
‖T ◦S‖2HS =
∫ ∫ ∣∣∣∫ K1(x, y)K2(y, z) dy∣∣∣2 dx dz
=
∫ ∫
|T (K2(·, z))(x)|2 dx dz
≤ ‖T ‖2L2→L2
∫ ∫
|K2(x, z)|2 dx dz
= ‖T ‖2L2→L2‖S‖2HS.
By Plancherel’s formula (2.3.5) and the identity (2.3.6), it follows from the simple
inequality above that
‖K ? f ‖L2(H1) = c0
∫
‖K̂H1 (λ)◦ f̂H1 (λ)‖2HS|λ| dλ
≤ c0
∫





‖ f̂H1 (λ)‖2HS|λ| dλ
= ‖ f ‖L2(H1) sup
λ
‖K̂H1 (λ)‖2L2(H1)→L2(H1).
Thus we have proven one direction of the stated equivalence, namely that
‖K ? ·‖L2(H1)→L2(H1) ≤ sup
λ
‖K̂H1 (λ)‖2L2(H1)→L2(H1).
Now, we prove the converse. We begin with K ∈ L1(H1), and the idea will be to use
approximations of the identity. Suppose that
‖K ? f ‖L2(H1) ≤C‖ f ‖L2(H1)
4The supremum is to be interpreted as the essential supremum with respect to measure |λ| dλ - or
equivalently, Lebesgue measure in λ.
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be the L2-normalized dilate of ψ by δ. Then for any φ ∈ L2(R) and for λ0 6= 0 define
θδ,λ0 by the identity
F1F3θδ,λ0 (λ(y + z)/2, y − z,λ) =
1
|λ|1/2ψδ(z)ψδ(λ−λ0)φ(y)
(observe the definition is well-posed). Then one has again by (2.3.5)
‖K ?θδ,λ0‖2L2(H1) =
∫
‖K̂H1 (λ)◦ θ̂δ,λ0 (λ)‖2HS|λ| dλ
=
∫ ∫ ∫ ∣∣∣∫ K λK (u, y)K λθδ,λ0 (y, z) dy∣∣∣2 du dz|λ| dλ
=
∫ ∫ ∫ ∣∣∣∫ K λK (u, y)(F1F3θδ,λ0 (λ(y + z)/2, y − z,λ)) dy∣∣∣2 du dz|λ| dλ
=
∫ ∫ ∫
|(K̂H1 (λ)φ)(u)|2|ψδ(z)|2|ψδ(λ−λ0)|2 du dλ dz
=
∫ ∫
|(K̂H1 (λ)φ)(u)|2|ψδ(λ−λ0)|2 du dλ.
Now observe that λ 7→ ∫ |(K̂H1 (λ)φ)(u)|2 du is in L∞ by (2.3.3), and thus it is in L1loc(R);
therefore by Lebesgue’s differentiation theorem one has for δ→ 0 that for a.e. λ0∫ ∫
|(K̂H1 (λ)φ)(u)|2|ψδ(λ−λ0)|2 du dλ→
∫
|(K̂H1 (λ0)φ)(u)|2 du.
It follows that for sufficiently small δ one has∫
|(K̂H1 (λ0)φ)(u)|2 du ≤ ‖K ?θδ,λ0‖2L2(H1)
≤C 2‖θδ,λ‖2L2(H1) =C 2‖φ‖2L2(R),
and since φ is arbitrary it follows that
‖K̂H1 (λ0)‖L2(R)→L2(R) ≤C ,
and thus the lemma is proved, since λ0 is arbitary as well.
It remains to extend the second part of the proof to K ∈ E ′(R3) as well. The proof is
a standard approximation argument; we sketch it briefly only because one has to
be careful when dealing with non-commutative convolution such as the one inH1.
Let ϕ ∈ C∞c (R3) be such that
∫
R3 ϕ(x) dx = 1 and ϕ(x) = ϕ(−x); thus if we apply an
automorphic dilation and define













the family {ϕδ}δ>0 is an approximation to the identity in H1 (this can be verified
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easily; see also [Wei40], Theorem 20.18, for Young’s inequality for non-commutative
convolutions). Consider then K δ defined by
K δ := K ?ϕδ,
that is K δ is the distribution defined by
(K δ,ψ) = (K ,ψ? ϕ̃δ), ∀ψ ∈S (R3),
where f̃ (x) = f (x−1) (the order of the elements in the convolution is important). One
can see that K δ is in E ′(R3), and it can also be identified with function
x 7→ (K ,Txϕ̃δ),
where Tx f (z) = f (z · x−1) is the translation operator inH1; this is a C∞(R3)-function,
and therefore K δ is in C∞c (R3) too, and thus in L1(H1). It follows from the previous




‖K̂ δH1 (λ)‖L2(R)→L2(R) <∞.
Now observe that since ϕδ is an approximation of the identity and




‖K δ? ·‖L2(H1)→L2(H1) ≥ ‖K ? ·‖L2(H1)→L2(H1)
(simply approximate the operator norm on the right by an inner product 〈K ? f , g 〉
for suitably chosen f , g ∈ S (R3)). By Young’s convolution inequality (for non-
commutative groups) the reverse inequality holds even without the limit, since
‖ϕδ‖L1(H1) = 1, and therefore we have proven
lim
δ→0
‖K δ? ·‖L2(H1)→L2(H1) = ‖K ? ·‖L2(H1)→L2(H1). (2.3.7)
On the other hand, we have by Hausdorff-Young’s inequality forH1 (equation (2.3.3)),
that






‖K̂ δ(λ)‖L2(R)→L2(R) ≤ sup
λ6=0
‖K̂ (λ)‖L2(R)→L2(R).
Finally, let ε> 0 be fixed and choose λ0 6= 0 such that
sup
λ6=0
‖K̂ (λ)‖L2(R)→L2(R) −‖K̂ (λ0)‖L2(R)→L2(R) < ε.
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it is not hard to see that this implies ϕ̂δ(λ0) acts as an approximation of the identity
(although not of convolution type) provided ϕ is chosen appropriately, and therefore
we can prove analogously as before that
lim
δ→0
‖K̂ δ(λ0)‖L2(R)→L2(R) ≥ sup
λ6=0
‖K̂ (λ)‖L2(R)→L2(R) −ε,





‖K̂ δ(λ)‖L2(R)→L2(R) = sup
λ6=0
‖K̂ (λ)‖L2(R)→L2(R). (2.3.8)
By combining (2.3.7) and (2.3.8) with the previous part for L1 convolution kernels,
we conclude the proof.




In this chapter we begin to address the subject of this thesis by proving the L2(H1) →
L2(H1) boundedness of the operator given by the (local) double Hilbert transform
along the surface given by (s, t ,ϕ(s, t)). This will provide a clear illustration of the
method, which will then be refined in the next chapter to yield more precise results
(in terms of the uniformity of the operator norm with respect to a suitable subspace
of the surfaces that are graphs of polynomials).
We remark that this result already follows from the Stein-Street1 theory in [Str12], but
the method given here has little in common with it, and thus constitutes an entirely
different proof of the fact. In Chapter 5 we will show the scope of the method goes
beyond that of the Stein-Street theory in regard to a certain class of operators, at least
as far as L2 boundedness is concerned.
The chapter consists of two sections. In the first one we will state the theorem
rigorously and we will prelude a series of reductions, and in the second section we
will provide the proof of the theorem, given the reductions. We have included several
remarks throughout to make the proof more transparent.
3.1 Statement and preliminary reductions
3.1.1 Statement and reduction to the multiplier
Letϕ ∈Cω(U ), that is a real analytic function of two variables in some neighbourhood
of the origin U , such that ϕ(0,0) = 0 and let ε be sufficiently small that for all (s, t ) ∈
[−ε,ε]× [−ε,ε] ⊂U one has




in the sense that the rectangular sums of the power series are absolutely convergent
and they converge to the values of the function, namely for all (s, t ) ∈ [−ε,ε]× [−ε,ε]







1Actually, the first paper in the series we are referring to is authored by Street only.
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This will not be the only condition we impose on ε; indeed, ε will be sufficiently
small to justify a series of bounds (only involving the coefficients of ϕ) which will be
pointed out as they arise.
We are interested in the L2(H1) → L2(H1) boundedness of the (local) double Hilbert
transform along the surface given by (s, t ,ϕ(s, t )), that is the operator defined formally
as
f 7→ Hϕ f (x) := p.v.
∫ ∫
|s|,|t |≤ε





where ε = ε(ϕ) is sufficiently small (it will become clear how small it needs to be).
The definition requires some clarification of the principal value nature of operator
Hϕ: we show that it is a well defined operator at least on C∞c (R3) (or S (R3), and the














if such a limit exists in some sense. We claim that if f ∈C∞c (R3) (or f ∈S (R3)) the
limit exists pointwise. This can be seen as follows: let
Fx(s, t ) := f (x · (s, t ,ϕ(s, t ))−1),


























































∂1∂2Fx(su, tr ) du dr ds dt .
Since we have assumed f ∈ C∞c (R3), it follows from dominated convergence that
the limit in η,θ→ 0 of the expression exists pointwise. A simple modification of the
above argument shows that if f ∈ C∞c (R3) then Hϕ f belongs to L2(R3) (it suffices
to use Riesz’s Representation theorem). Therefore it makes sense to talk of the
L2(H1) = L2(R3) norm of Hϕ f , and by Fatou’s lemma we have∫
H1




|Hη,θϕ f (x)|2 dx;
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thus, by a standard approximation argument using the density of C∞c (R3) in L2(R3),
to prove Theorem 3.1 it suffices to prove the operators Hη,θϕ are L
2(H1) → L2(H1)
bounded independently of η,θ.
We will prove that this is indeed the case, so that we can state
Theorem 3.1. Let ϕ ∈Cω([−ε,ε]2) and let Hϕ be defined as before. Then for every ϕ,
the operator Hϕ extends to an L2(H1) → L2(H1) bounded operator.
Recall that the corresponding operator in the Euclidean convolution case is not
always bounded, not even on L2(R3) ([CWW00]).
Remark 3.1. The proof that we will give of Theorem 3.1 will not use in any substan-
tial way the specific homogeneity properties of the Hilbert product kernel p.v.1/st .
As such, the proof can be adapted to yield the same result for the slightly more
general case where the kernel p.v.1/st is replaced by a general tensor product ker-
nel K1(s)K2(t) where Ki is a Calderón-Zygmund one dimensional kernel, i = 1,2,
satisfying the usual cancellation and smoothness conditions.
In our proof of the theorem we will exploit the Fourier theory ofH1 by studying
the multiplier of Hϕ. Indeed, we claim that by Lemma 2.7 of Chapter 2, §2.3, we have
the following equivalence.
Lemma 3.2. The operator Hϕ is L2(H1) → L2(H1) bounded if and only if the operators
T λϕ on L
2(R) given by











y − t dt (3.1.2)
are L2(R) → L2(R) bounded uniformly in λ ∈R\{0}.
Proof. It suffices by Lemma 2.7 of Chapter 2 to verify that the above expression for
T λϕ is indeed the Fourier transform of the compactly supported distribution defined
by










since Hϕ f =K ? f . As discussed above, we really are working with the truncations
of the above distribution, but we avoid repeating so to ease the notation a bit, since


















t − y .
This completes the proof.
We observe that since T −λϕ φ(y) = T λ−ϕφ̃(−y), with φ̃(t) :=φ(−t), it will suffice to




Now we intend to operate further reductions on the operator T λϕ .
We decompose dyadically in the quantities y and y − t to better localize the operator.









2− j−1<|y−t |≤2− j





T λ,n, jϕ φ(y),
where Cε = log2 |ε|−1 and m(λ; y, t ) is the function given by the oscillatory integral
m(λ; y, t ) := p.v.
∫
|s|≤ε























T λ,n, jϕ φ(y),
where C0 > 0 is some integer constant we are free to choose.
3.1.2.1
We claim that Sλϕ is bounded, uniformly in λ; but in order to proceed we need the
following lemma.
Lemma 3.3. For any λ, y ∈R and t such that |y − t | ≤ ε we have that
|m(λ; y, t )| =Oϕ(1).
Proof. For every k ∈N, let `(k) be the smallest ` ∈N such that ck` 6= 0. Then let K > 1
be an integer such that `(K ) exists and for every k > K it is `(k) ≥ `(K ) =: L; in other
words, the coefficients cK+p,` for p > 0 are all zero if ` is below the threshold L. If
such a K does not exist, the conclusion is essentially trivial (it follows from Corollary
2.2 of Chapter 2). Let






ψ(s, t ) :=ϕ(s, t )−P (s, t );
notice that P is a polynomial and ψ is analytic. We want to show that∣∣∣m(λ; y, t )−∫
|s|≤ε
e iλ((y+t )s+P (s,y−t ))
∣∣∣=Oϕ(1).
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To do so, we bound the quantity on the left hand side by triangle inequality by∣∣∣∫
|s|≤θ















=: I + I I + I I I ,








|ck`|θk |y − t |`












which we can always achieve2, so that we have the bound
I .λ|cK L|θK |y − t |L . (3.1.3)
Next we observe that the K -th derivative of the phase is given by( d
ds
)K
((y + t )s +ϕ(s, y − t )) = cK LK !(y − t )L +∂Ks ψ(s, y − t ),
and









sk−K (y − t )`








sk−K (y − t )`−L ,
and we can suppose that ε is sufficiently small that the sum is bounded by 110 |cK L|
(this assumption implies the previous one, obviously). Therefore we have for all
|s| ≤ ε that ∣∣∣( d
ds
)K
((y + t )s +ϕ(s, y − t ))
∣∣∣&K |cK L||y − t |L ,
and by Corollary 2.2 of Chapter 2 (that is, by Van der Corput’s lemma and integration
2By the well known fact that there exist C ,α> 0 such that |ck`| ≤Cαk+`.
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by parts) we can bound I I by
I I .K (λ|cK L||y − t |L)−1/K 1
θ
; (3.1.4)
moreover, the same estimate holds for I I I , since ∂Ks P (s, y − t ) = cK LK !(y − t )L . There-
fore, if we choose θ := (λ|cK L||y − t |L)−1/K ∧ ε we see that by (3.1.3) and (3.1.4) we
have
I + I I + I I I .K 1,
a bound which depends on ϕ only. We have thus reduced the problem to that of
proving that ∫
|s|≤ε




is Oϕ(1). We claim this is true with the bound depending only on K , since the phase
is a polynomial in s (of degree exactly K ). We postpone the proof of this fact; we
will derive it in Corollary 4.4 of Chapter 4, §4.2 as a consequence of the oscillatory
integrals estimates of Proposition 4.2.
With this lemma at hand we can show the claim we made before that Sλϕ is
uniformly bounded on L2(R) independently of λ. Indeed, notice we have (with




m(λ; y, t )
φ(t )
y − t dt ,





|y − t | dt , (3.1.5)
by Lemma 3.3 we can bound
|Sλϕφ(y)|.ϕ Sφ(y).
Let K (y, t ) be the kernel given by χ[γ|y |,+∞)(|y − t |)|y − t |−1, so that
Sφ(y) =
∫
K (y, t )|φ(t )| dt ,
and observe that this kernel is homogeneous of degree 1, that is
K (µy,µt ) =µ−1K (y, t ).
To show S is bounded on L2(R), it suffices by Schur’s test3 to show that for some
0 <β< 1 it is ∫
K (y, t )
1
|y |β dy .
1
|t |β , (3.1.6)∫
K (y, t )
1
|t |β dt .
1
|y |β . (3.1.7)
3See for example Theorem 0.3.1 in [Sog93] for a statement.
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This is a simple calculation: by homogeneity one has∫
K (y, t )
1
|t |β dt = |y |
β
∫
K (1, t )
1





|1− t ||t |β dt ;
if Q À 1 we have ∫
γ<|1−t |<Q
1














|t |1+β dt <∞,
and therefore the bound (3.1.6) is proven. Bound (3.1.7) amounts to a similar calcu-
lation. Thus Schur’s test proves that S and hence Sλϕ is L
2(R) → L2(R) bounded, with
constant depending only on ϕ and not on λ.
3.1.2.2
Next we reduce the boundedness of the operator T λϕ uniformly inλ to establishing the




T λ,n, jϕ =: T λ,nϕ uniformly in λ and n. Namely,





∥∥∥T λ,nϕ ∥∥∥L2(R)→L2(R). (3.1.8)
Indeed, we have already shown that we can ignore Sλϕ, and observe that since we are
assuming j ≥ n+C0 we have |y − t |¿ |y |, and therefore |t | ∼ |y | ∼ 2−n . The definition
of T λ,n, jϕ then implies that for such j ’s it is
T λ,n, jϕ φ(y) = T λ,n, jϕ (χ̃(2n ·)φ)(y),






















thus proving one half of (3.1.8). The other half is trivial and follows from the first




Finally, we proceed to some reductions regarding the phase
Φ(s) := (y + t )s +ϕ(s, y − t )
of the integrand of m(λ; y, t ).
We write
ϕ(s, y − t ) = ∑
k≥0
skψk (y − t ), (3.1.9)
where the ψk are in C
ω([−ε,ε]) and are given by
ψk (y − t ) := ck,0 +
∑
`≥`k
ck,`(y − t )` =: ck,0 + ψ̃k (y − t ), (3.1.10)
where `k is the smallest `> 0 such that ck` 6= 0 (if such an ` exists); equivalently, it
is the smallest ` > 0 such that ψ(`)k (0) 6= 0. To avoid confusion, notice `k does not
necessarily coincide with `(k) (as previously introduced in the proof of Lemma 3.3),
the difference being that `k is required to be positive.
By writing (y + t )s = 2y s − (y − t )s we can rewrite the phase as
Φ(s) = 2y s +ϕ1(s, y − t ),
where
ϕ1(s, y − t ) :=ϕ(s, y − t )− (y − t )s;
another thing we can do is to collect aside from the power expansion (3.1.9) the terms
that depend only on y − t , that is ψ0(y − t ), so that we can write
Φ(s) = 2y s +ϕ2(y − t , s)+ψ0(y − t ),
where
ϕ2(y − t , s) :=ϕ1(s, y − t )−ψ0(y − t ).
Therefore if we let
Φ1(s) := 2y s +ϕ2(y − t , s)
and














2− j−1≤|y−t |≤2− j
m1(λ; y, t )φ(t )
e iλψ0(y−t )
y − t dt .
Having collected the terms of the power expansion of ϕ that depend purely on y − t
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with ψ̃k as defined in (3.1.10) above, we can write
Φ1(s) = 2y s +ϕ(s)+
∑
k≥1
ψ̃k (y − t )sk .
We can further assume that ϕ′(0) = 0; indeed, if not, let ϕ′(0) = 2c and notice 2y s +
2cs = 2(y +c)s, and therefore if we denote by τc the translation operator defined by






m1(λ; y − c, t − c)φ(t )e
iλψ0(y−t )
y − t dt ,
and osbserve that the phase of m1(λ; y − c, t − c) is given by
2y s + (ϕ(s)−2cs)+ ∑
k≥1
ψ̃k (y − t )sk ,
which is of the desired form. It is clear that the boundedness of T λϕ is equivalent to
that of τc T λϕτ−c .
We conclude the series of reductions with a simple observation. We notice that




(0) 6= 0 by definition).
3.2 Proof of Theorem 3.1
3.2.1 Main Lemma
By the reductions in §3.1.2.1, §3.1.2.2 it will suffice to prove the L2(R) → L2(R) bound-
edness of T λ,nϕ uniformly in λ and in n. We summarize the reductions made in
§3.1.2.3 in the following lemma (notice ψ below corresponds to ψ̃ in §3.1.2.3 above).
Lemma 3.4. Let Φ(s) =Φ(y, t ; s) be the phase given by
Φ(s) := 2y s +ϕ(s)+ ∑
k∈N
ψk (y − t )sk +
∑
k>k∗
ψk (y − t )sk ,
where
1. Φ,ϕ,ψk are all in C
ω([−ε,ε]),
2. ϕ′(0) = 0,




4. for k > k∗ and `< `k∗ , one has ψ(`)k (0) = 0 (or equivalently, `k ≥ `k∗ for k > k∗),




Ak ( j ) :=
λ2− j`k
(λ|y |)k .
Let m(λ; y, t ) be given by







andΘ(λ; y) be given by







Then there exists ω monotone increasing function (that depends only on the phaseΦ)






and such that for every j ≥ max{n +C0,Cε} and for 2− j−1 ≤ |y − t | ≤ 2− j we have




Ak ( j )∧Ak ( j )−1
)
, (3.2.1)
Remark 3.2. It will suffice to choose ω(r ) =Crσ for a sufficiently small σ> 0 depend-
ing on ϕ. We therefore assume from now on that ω is of this form, and therefore we




Remark 3.3. The reason we have introduced N is that we will have to take specific
derivatives of the phase to obtain suitable oscillatory integral estimates in the follow-
ing, and it will be useful to have ruled out those that cannot help us.
Remark 3.4. The quantities Ak ( j ) arise by normalizing the phase in such a way that
the linear contribution 2λy s becomes just s′: indeed, with such a substitution, one
has heuristically
|λψk (y − t )sk | ∼ 2− j`k
λ|s′|k
λk |y |k =Ak ( j )|s
′|k ,
where the implicit constant depends on ϕ.
We observe a couple of facts about the quantities Ak : firstly that
A1( j ) = 2− j`1 /|y | ≤ 2− j+n ≤ 2−C0 < 1;
and secondly, notice that
2Ak ( j +1) ≤ 2`k Ak ( j +1) =Ak ( j ) =Ak ( j −1)2−`k ≤
1
2
Ak ( j −1). (3.2.2)
This in particular implies that quantities of the form∑
j
Ak ( j )
σ∧Ak ( j )−σ
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for σ> 0 are uniformly bounded by Oσ(1); that is, the bound is independent of all
the other quantities involved.
Using Lemma 3.4 one can prove the desired uniform (in λ,n) L2 → L2 boundedness
of the operator T λ,nϕ , and therefore prove Theorem 3.1. In particular, we claim that
for |y | ∼ 2−n the inequality
|T λ,nϕ φ(y)|.ϕ Sφ(y)+|Tϕ0φ(y)|+Mφ(y) (3.2.3)




e iλϕ0(y−t )φ(t )
dt
y − t ,
S is the operator with positive kernel defined in (3.1.5) and M is the Hardy-Littlewood
maximal function.
Indeed, by adding and subtractingΘ(λ; y) from m(λ; y, t ) we can bound










(m(λ; y, t )−Θ(λ; y)) φ(t )
y − t dt
∣∣∣,
and by triangle inequality and Lemma 3.4 applied to the second term we have then














|y − t | dt , (3.2.5)
where ω j is shorthand for
∑
k∈N ω(Ak ( j )∧Ak ( j )−1).






y − t dt




y − t dt
∣∣∣
and thus is L2 → L2 bounded uniformly in λ (and n) by §3.1.2.1 of this chapter and









|φ(t )| dt ≤ Mφ(y);
on the other hand, by the hypothesis on the function ω and as noted above we have
for any positive real A > 0 that∑
j∈Z
ω((A2− j )∧ (A2− j )−1) =O(1)
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ω(Ak ( j )∧Ak ( j )−1) =Oϕ(1).











ω j Mφ(y). Mφ(y),
which as is well known is L2 → L2 bounded as well; thus (3.2.3) is proved, and with it
the uniform boundedness in λ and n of T λ,nϕ is proved too.
It remains therefore to prove Lemma 3.4, which we do in the next subsection.
3.2.2 Proof of Lemma 3.4
Depending on the various parameters, it might be that Ak ( j ) is bigger or smaller
than 1, and we introduce notation to treat these cases all at once. Given a bipartition4
N = S tL such that 1 ∈ N ⇒ 1 ∈ S (because A1( j ) < 1, as observed above), we set
J = JS,L := { j s.t. j ≥ max{n +C0,Cε},Ak ( j ) ≤ 1 if k ∈ S,Ak ( j ) > 1 if k ∈ L}.
Thus, for any given j , S is the set indexing the small coefficients Ak ( j ) and L is the
one indexing the large ones, intuitively speaking. It is clear that as S,L range through
all the allowed bipartitions of N , we obtain a disjoint partition of [n +C ,∞) ⊂ N.
Notice, because of (3.2.2), that there is a unique infinite component, which is JN ,;.
We will proceed by removing terms from the phase of m(λ; y, t ); the errors that arise
will be controlled by the quantities Ak ( j ).
3.2.2.1
Consider now S,L fixed and assume j ∈ J . The first thing we observe is that we can
dispose of the large terms immediately; that is, the terms indexed by L. Indeed,
suppose L 6= ; and write
ΦS(s) := 2y s +ϕ(s)+
∑
k∈S
ψk (y − t )sk +Ψ(s, y − t ),
where we letΨ denote the tail of the phase, that is
Ψ(s, y − t ) := ∑
k>k∗
ψk (y − t )sk ;
4That is, S ∩L =; and S ∪L = N .
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and we can assume that ε is sufficiently small that the (finitely many) sums in brackets
are finite and all uniformly in Oϕ(1). We claim that
λ2− j`k ≤Ak ( j )−1/(k−1) < 1,
so that in particular λ2− j`k .ω(Ak ( j )−1). Indeed
λ2− j`k Ak ( j )1/(k−1) =λ2− j`k (λ−(k−1)|y |−k 2− j`k )1/(k−1)
= |y |−k/(k−1)2− j`k 2− j`k /(k−1) ≤ (2n2− j`k )k/(k−1) < 1,
since j ≥ max{n +C0,Cε} and `k ≥ 1.
3.2.2.2
It suffices then to prove the lemma for phase ΦS . At this point we will have to split
the integral into several parts, all of which except one will be bounded in terms of





















=: I + I I ,
where
θ := 1
λ|y | mink∈S Ak ( j )
−σk
and σk > 0 are parameters to be considered fixed, but which will be chosen later.
We deal with I first. We claim that
I −Θ(λ; y)
is bounded by the right hand side of (3.2.1). Indeed, let
I −Θ(λ; y) =
(∫
|s|<θ



















ψk (y − t )+
∑
k>k∗



















|s|k−1 ds +λ ∑
k>k∗

















λ2− j`kθk +λ2− j`k∗θk∗ .
Again here we have assumed that ε is sufficiently small (depending only on the
coefficients ck`, thus on ϕ) to justify the bound∑
k>k∗
|ψk (y − t )|εk−k∗ .λ2− j`k∗ ;
one can easily check that this is possible to achieve. Similar assumptions will appear
over and over throughout our argument, and since they are all similar and easily
achieved we shall not comment them in detail anymore to avoid becoming overly
pedantic (although we will point out where they occur).
Now we observe that for each k ∈ S
λ2− j`kθk = λ2
− j`k
λk |y |k minp∈S Ap ( j )
−kσp =Ak ( j )min
p∈S
Ap ( j )
−kσp ≤Ak ( j )1−kσk ,
and therefore if we choose 0 <σk < 1/k then |I1| will be bounded by
∑
k∈Sω(Ak ( j ))+
ω(Ak∗( j )∧Ak∗( j )−1).





with k0 ≥ 2, because we have assumed in the hypotheses of Lemma 3.4 that ϕ′(0) = 0.















=: I ′2 + I ′′2 ,
where c0 is a sufficiently small constant depending on ϕ.
Remark 3.5. The motivation for choosing c0|y |1/(k0−1) as cutoff is the following: the
44
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k0-th order derivative of the phase is










)k0 (2y s +ϕ(s))∣∣&ϕ 1, which allows us to use Van der Corput’s lemma.











Ap ( j )
σp
= (λk0−1|y |k0 )1/k0 max
p∈S
Ap ( j )
σp
and we would like this to be summable in j . This can be achieved if we can enforce,
for some 0 <β< 1,
(λk0−1|y |k0 )1/k0 .Ap ( j )−σpβ
for all p ∈ S. This is equivalent to
(λk0−1|y |k0 )1/k0λ−β|y |−β. θβ,
and we make λ disappear by choosing β= (k0 −1)/k0, which then gives |y |. θk0−1
as condition, and hence the above splitting.
Now for the rigorous argument. We analyse I ′2 first. We have, as noted above,
that |ϕ(k0)(s)|&ϕ 1 for ε sufficiently small (depending only on ϕ), and therefore by
















(θ|y |)−1/k0 , we have
|I ′2|.
1
(λ|y |θ)1/k0 = maxp∈S Ap ( j )
σp /k0 ,
which is bounded by the right hand side of (3.2.1).
Next we deal with I ′′2 . Although we still have the lower bound |ϕ(k0)(s)|&ϕ 1, now the
region of integration is not convenient anymore. Thus we observe instead that the
first derivative of the phase gives∣∣∣ d
ds
(2y s +ϕ(s))
∣∣∣= |2y +ϕ′(s)|& 2|y |−k0ck0,0|s|k0−1,




∣∣∣&ϕ |y |. (3.2.7)
We cannot apply Van der Corput’s lemma because the phase will not in general be
monotone, thus we compensate with some further derivative estimates. We observe
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∣∣∣.ϕ k0(k0 −1)|ck0,0||s|k0−2 .ϕ |y ||s| ; (3.2.8)






































λ|y |θ = maxp∈S Ap ( j )
σp ,



















λ|y |θ = maxp∈S Ap ( j )
σp ,










λ|y ||s|2 ds .maxp∈S Ap ( j )
σp .
We have therefore dealt with contribution I from (3.2.6).
It remains to show that I I from (3.2.6) is bounded by the right hand side of (3.2.1).
We will have to analyse very carefully the derivatives of the phase this time, and to this
aim we introduce some notation. Let k∗∗ be the smallest k ≥ k∗ such that ϕ(k)(0) 6= 0
(thus if ck∗,0 6= 0, then k∗∗ = k∗). Then define
T := {k < k∗∗ s.t. ϕ(k)(0) 6= 0}.
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Finally, for k ∈ (S ∪T )\{1}, define the (possibly empty) integration regions




(δk |y |)1/(k−1) if k ∈ T \S,
(δk |y |2 j`k )1/(k−1) if k ∈ S\{1},
for constants δk > 0 to be fixed in the following (they will depend only on ϕ).
Remark 3.6. The reason for choosing the regions of integration as above is heuristi-




k ′−k +k !ψk (y − t )+other terms
for k ′ the smallest k ∈ T s.t. k ′ > k. Since |ψk (y − t )| ∼ 2− j`k , the best lower bound we
can hope for this derivative is 2− j`k itself. Suppose we had indeed this lower bound,
and suppose we restrict ourselves to a region B < |s|; we need to choose B for Van















for this to be summable we would like λ|y |B &Ak ( j )−α for some α> 1/k. Thus we
need
B &
(λk−1|y |k 2 j`k )α
λ|y | ,
and if we pick α= 1/(k −1) the λ term disappears from the expression and we see we
can choose
B & (|y |2 j`k )1/(k−1);
hence the choice of lower bound for |s| in R(k).
Next observe that if k ∈ T \S then the derivative is, for some k ′ ∈ S,
Φ(k)S (s) ≈ k !ck,0 +
k ′!
(k ′−k)!ψk ′(y − t )s
k ′−k + other terms;
we can therefore have a lower bound of the form |Φ(k)S (s)|& 1 if we can ensure
|ψk ′(y − t )sk
′−k |¿ 1 ⇔|s|k ′−k ¿ 2 j`k′ .
Now, if ξk < |s| < ξk ′ , then |s|k ′−k < ξk ′−1k ′ /ξk−1k ∼ |y |2 j`k′ /ξk−1k , so the condition we
seek is automatically enforced if we choose ξk−1k ∼ |y |.
Now for the rigorous argument. We split according to the integration regions


















=: I I ′+ ∑
k∈S∪T
I Ik .
We deal with the I Ik first. As the remark above suggested, we have
Lemma 3.5. There is an ε sufficiently small depending onϕ only such that, for |y−t | ∼
2− j , if k ∈ T then
|Φ(k)S (s)|&ϕ 1 ∀s ∈ R(k),
and if k ∈ S\T we have
|Φ(k)S (s)|&ϕ 2− j`k ∀s ∈ R(k).
We will prove the lemma in §3.2.3.
Now, assuming the lemma holds, if k ∈ T (notice k ≥ k0 ≥ 2) we have therefore by









since ξk ∼ |y |1/(k−1), by the same calculations done in the analysis of I ′2 we get that
this is bounded by maxp∈S Ap ( j )σp /k , which is therefore bounded by the right hand
side of (3.2.1), as desired.
Then assume otherwise that k ∈ S\T ; we see by the lemma above and by Corollary










− j`k ( 1k−1− 1k )
λ1/k |y |1/(k−1) =Ak ( j )
1/k(k−1),
which is bounded by the right hand side of (3.2.1).
We are therefore left with estimating I I ′. Observe that s 6∈⋃k∈S∪T R(k) means
that s < ξk for all k ∈ S∪T . In this region we have no good lower bounds for the higher
order derivatives, and therefore we have to resort once again to the 1st derivative. We
have
Φ′S(s) = 2y +ϕ′(s)+
∑
k∈S
kψk (y − t )sk−1 +
∂
∂s
Ψ(s, y − t );
now, since |s| < ξk0 ∼ϕ |y |1/(k0−1) (because k0 ∈ T ),
|ϕ′(s)|.ϕ |s|k0−1 ¿|y |,
and similarly for all k ∈ S and ε sufficiently small (depending on ϕ only)
|kψk (y − t )sk−1|.ϕ 2− j`kξk−1k ¿|y |
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for sufficiently small constants δk ; finally, since k∗ ∈ S,∣∣∣ ∂
∂s
Ψ(s, y − t )
∣∣∣= ∣∣ ∑
k>k∗






|s|k−1 ∼ 2− j`k∗ |s|k∗−1
≤ 2− j`k∗ξk∗−1k∗ ¿|y |
as well. Thus we have shown that
|Φ′S(s)|&ϕ |y |




k(k −1)ψk (y − t )sk−2 +
∂2
∂s2
Ψ(s, y − t );





when |s| < mink ξk (and again, for ε sufficiently small). Then from the same calcula-
tions done for I ′′2 (just replaceΦ0 withΦS) it follows that I I
′ is bounded by positive
powers of Ak ( j ) for k ∈ S, which are therefore bounded by the right hand side of
(3.2.1), as desired. This concludes the proof of Theorem 3.1, modulo the proof of
Lemma 3.5, which is presented below.
3.2.3 Proof of Lemma 3.5
Suppose k ∈ T as defined above. The k-th derivative ofΦS is given by















ψk (y − t )sk−k .
If k ′ ≤ k∗∗ is such that ck ′,0 6= 0 then k ′ ∈ T and therefore since s ∈ R(k) means
ξk ≤ |s| < ξk ′ , ∣∣∣ k ′!
(k ′−k)!ck ′,0s
k ′−k





provided we choose the constants δk rapidly decreasing in k. Next, if k



















as well. Observe moreover that, always for ε sufficiently small,
∣∣∣ k̃ !
(k̃ −k)!ψk̃ (y − t )s
k̃−k







and this can be either δk̃ /δk if k 6∈ T or 2− j`k̃δk̃ /δk if k ∈ T ; in both cases, the term is





ψk (y − t )sk−k
∣∣∣.ϕ 2− j`k∗ ξk∗−1k∗
ξk−1k
¿ 1
too, by the same calculations above. Therefore we have proven that∣∣∣Φ(k)S (s)∣∣∣&ϕ 1
for s ∈ R(k),k ∈ T .

















ψk (y − t )sk−k .




∣∣∣.ϕ ξk ′−1k ′
ξk−1k
= δk ′ |y |
δk |y |2 j`k
= δk ′
δk
2− j`k ¿ 2− j`k .
Next we have for ε sufficiently small
|k !ψk (y − t )| ∼ϕ 2− j`k ;
and for S 3 k̃ > k we have
∣∣∣ k̃ !
(k̃ −k)!ψk̃ (y − t )s
k̃−k
∣∣∣.ϕ 2− j`k̃ ξk̃−1k̃
ξk−1k
= δk̃ |y |
δk |y |2 j`k
¿ 2− j`k .
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ψk (y − t )sk−k





Therefore we have proven ∣∣∣Φ(k)S (s)∣∣∣&ϕ 2− j`k






In this chapter we address the L2 boundedness of the operators under study from the
point of view of uniformity. It makes sense indeed to restrict our analytic function
ϕ to be a real polynomial in two variables, and for any fixed degree d we can look
for the largest subspace of polynomials of degree at most d such that the L2 → L2
norms of the resulting operators are uniformly bounded in the coefficients of the
polynomial. We will see that this is the subspace of polynomials whose monomials
have at least one even exponent; thus one recovers a situation analogous to that of
the Euclidean translation invariant case.
In the first two sections we will introduce two known results that we will exploit in
the proof. In the third section we state our main result. The remaining sections are
devoted to the proofs of the statements in the third section.
4.1 A decomposition lemma
The key to the uniformity result mentioned in the introduction is a lemma that, given
a polynomial p in one variable, allows one to partition R into a finite (bounded in the
degree of p) disjoint union of intervals, such that every interval is either of dyadic
type, or it is such that p behaves essentially like one of its monomials on it. More
precisely, define a symmetric double interval to be a set of the form [−b,−a)∪ [a,b),
for 0 ≤ a < b. Then we can state
Lemma 4.1 ([CRW98]). Let d ∈N. There exists a constant A = A(d) > 1 such that the





where each Ji is a symmetric double interval, that satisfies the following properties:
i) the cardinality of I is bounded by d +1;
ii) each Ji is of (exactly) one of two types:
• dyadic type: Ji is a symmetric double interval of the form [−A2β,−β)∪
[β, A2β), for some β> 0;
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• gap type: there exists k ∈ {0, . . . ,d} such that for all t ∈ Ji it holds
|p(t )| ∼ |ck ||t |k ;
moreover, we have for the first derivative of p
|p ′(t )| ∼ |p(t )||t | .
We provide a proof of this lemma below, but first we digress a little to provide
some context and to illustrate the usefulness of the above decomposition.
The lemma was introduced in [CRW98] in order to prove uniform boundedness
results for one dimensional singular and maximal integral operators of the form
Hp f (x) := p.v.
∫ ∞
−∞
f (x −p(s)) ds
s
,






| f (x −p(s))| ds,
with p a polynomial. Indeed, using the lemma above, one can decompose the
integrals above as the sum of the integrals p.v.
∫
J (with boundedly many terms in
d) and estimate that if J is of gap type then p(s) is essentially of the form sk , and
thus (assume k is odd for simplicity) after a change of variable the contribution to
evaluate is essentially bounded by
∣∣p.v.∫
J ′
f (x − s) ds
s
∣∣,
which in itself is bounded by H∗ f (x), where H∗ denotes the maximal Hilbert trans-










| f (x −p(s))| ds ≤ 2A2Mp f (x).
It is not hard to prove then that Mp f (x) is bounded pointwise by a multiple of
M f (x), with M the Hardy-Littlewood maximal function, and therefore that Hp f (x)
is pointwise bounded by .d H∗ f (x)+M f (x), where the constant depends on d but
is otherwise uniform in the coefficients of p. Uniformity of the Lp operator norms
for 1 < p <∞ follows immediately.
After this the lemma was used successfully in a number of other cases, all concerned
with the uniformity of the bounds in terms of the coefficients. As examples of the
applications, we mention here uniformity results for oscillatory singular integrals
with a polynomial phase [FGW12] (in particular with kernels of the form p.v.e i p(s)/s)
and uniform restriction estimates for curves with polynomial coordinates [DW10]. In
this second example, the authors reduce proving the restriction estimates to proving
an inequality with some geometrical flavour for certain Jacobians, thanks to a well
known argument of Christ from [Chr85]. More precisely: the restriction estimates for
a curve Γ : [0,1] →Rn , whose coordinates Γ j (t ) are polynomials of degree at most d ,
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are stated in terms of the affine arclength measure dν= dνΓ, which is given on test




φ(Γ(t ))|det(Γ′(t ) · · · Γ(n)(t )) |2/n(n+1) dt ;
letΦΓ be the map
ΦΓ(t1, . . . , tn) := Γ(t1)+ . . .+Γ(tn),





‖Lq(p)(Γ, dν) ≤Cp,n,d‖ f ‖Lp (Rn ),
with q(p) := 2p ′n(n+1) , is implied by two facts:
a) ΦΓ is injective;




|det(Γ′(t j ) · · · Γ(n)(t j )) |1/n ∏k> j |tk − t j |).
These do not hold in general, but Dendrinos and Wright are able to decompose
R=⊔J∈J J in a finite number of intervals (whose number is bounded in terms of d
and n only) in such a way that both properties hold in J n - the key result being that b)
holds uniformly in the coefficients of Γ. To achieve this they use in a fundamental way
the lemma above - although this is not enough on its own, and they need a second,
more elementary decomposition to combine with the one provided by Lemma 4.1;
the two are then used in tandem, exploiting the affine invariance of the problem.
This ends up being quite technical in that case; for the problem considered in this
thesis fortunately it will not be so.
Proof of Lemma 4.1. Let A > 1 be a constant that will be fixed later (and will depend
on the degree d of p). We decompose the polynomial into the product of its (complex)
irreducible factors, thus obtaining
p(t ) = cd (t −α1) · . . . · (t −αd ), (4.1.1)
where we have ordered the (complex) roots α j in such a way that |α j | ≤ |α j+1|. We
assume that it actually is |α j | < |α j+1| for any j = 1, . . . ,d−1 - the other cases following
with minor modifications. Then consider the sets (each a symmetric double interval
except for G0) defined as follows: for j ∈ {1, . . . ,d}, let
D j := {t ∈R s.t. A−1|α j | ≤ |t | < A|α j |},
and
G j := {t ∈R s.t. A|α j | ≤ |t | < A−1|α j+1|},
Gd := {t ∈R s.t. A|αd | ≤ |t |},
with the caveat that for j < d they could possibly be empty (if it happens that A|α j | >
A−1|α j+1|, that is, the two consecutive roots are comparable in size); moreover, define
G0 := {t ∈R s.t. |t | < A−1|α1|}.
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Then it is immediate that D j is of dyadic type for all j ∈ {1, . . . ,d}, and they can easily
be made all disjoint from each other (notice it can be D j ∩D j+1 6= ; only if G j =;);
so it suffices to look at the G j sets.
For j ∈ {1, . . . ,d −1} such that G j 6= ; and t ∈ G j we have by the definition that for
k ≤ j
|t |(1− A−1) ≤ ||t |− |αk || ≤ |t −αk | ≤ |t |+ |αk | ≤ |t |(1+ A−1);
on the other hand, for k > j the inequalities are reversed, namely
|αk |(1− A−1) ≤ ||αk |− |t || ≤ |t −αk | ≤ |t |+ |αk | ≤ |αk |(1+ A−1).
By combining the two, since



















(1− A−1)d . (4.1.2)
Now, it is well known that







and since G j 6= ; it is |αk | > A2|αk ′ | for all mk > j ≥ k ′, and therefore by triangle
inequality






























provided A is sufficiently large depending on d . Similarly,






so that (4.1.2) actually implies
(1+ A−1)d |c j ||t | j ≥ |p(t )| ≥ (1− A−1)d |c j ||t | j
when t ∈G j . If j = d instead, then the same analysis shows that, correctly, if t ∈Gd
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then
|p(t )| ∼ |cd ||t |d ;
if j = 0 instead, then similarly for t ∈G0
|p(t )| ∼ |cd |
d∏
j=1
|α j | = |c0|.
It remains to prove the bounds on the derivative of p. In order to do this, we differen-
tiate the rhs of (4.1.1) and see that we can write






therefore for t ∈G j , j ∈ {1, . . . ,d}, by the inequalities above,



























≥ |p(t )| j
(1− A−1)|t | − |p(t )|






for A sufficiently large depending on d only. Similarly,














≤ 2 |p(t )||t | ,
for sufficiently large A depending only on d . This concludes the proof.
Remark 4.1. It is evident from the proof that in a gap type symmetric double interval
(or simply ‘gap’) one can obtain estimates for all derivatives of p as well, not just the
first derivative. However, we will not need any such estimates on the derivatives in
this chapter; we have included them only to show the precision of the decomposition.
Notice that the implicit constants in the statement of the lemma (|p(t )| ∼ |c j ||t | j ) are
absolute, that is they do not depend on any parameter of the problem (provided one
chooses A sufficiently large, depending on d , as the proof shows).
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4.2 Oscillatory integral estimates
We will need in our analysis to provide uniform bounds for quantities of the form∣∣∣∫
θ<|s|≤1




as encountered in the previous chapter, where the polynomial P was replaced by a
generic analytic function ϕ. There we estimated them more or less ad hoc, and the
key fact we used was Lemma 3.5 that provided lower bounds on the derivatives of
the phase 2y s +ϕ(s, y − t ), but these lower bounds depended on the precise function
ϕ in some implicit way. Now we need more precise estimates in regards to the
dependence on the coefficients, and what we will come to is the following
Proposition 4.2 ([NW77]). Let d be a positive integer; then there exists β= β(d) > 0
such that, if we let p(s) =∑dj=1 c j s j , then for all j ∈ {1, . . . ,d}, λ> 0 and θ ∈ (0,1) such





∣∣∣.d (λ|c j |θ j )−β.
Remark 4.2. We were not aware that this proposition already explicitly existed in
the literature, specifically in the work of Nagel and Wainger referenced above, and
thus have initially provided a proof of our own. However, since their presentation is
more elegant, we have chosen to adapt their proof instead. At the core, the proofs are
essentially the same though.
Remark 4.3. In order to provide some context and to illustrate the potential of the
proposition above for applications, we briefly describe what was the work that origi-
nally motivated the proposition in [NW77]. There, the authors are concerned with
the L2 boundedness of singular integrals whose kernels are invariant with respect to
prescribed multi-parameter groups of dilations; that is, if D <GL(Rn) is such a group
of dilations in any number of parameters, realized as a group of diagonal matrices
with positive diagonal entries, then the kernel K must satisfy
∀D ∈D,∀x 6= 0, K (Dx) = 1
detD
K (x).
The way they proceed is to use an appropriate method of rotations to reduce the
L2(Rn) boundedness of f 7→ K ∗ f to the boundedness of a multi-parameter Hilbert
transform along the surfaces given by the orbits of a point in Rn\{0} under the action





f (x −σ(t1, . . . , tk ))
dt1
t1
· · · dtk
tk
,








j ), for (αi j )i=1,...,n,
j=1,...,k
a real matrix of rank k.
Then the multiplier of such an operator is given by a multi-parameter oscillatory
integral analogue of our m(λ; y, t ) (the phase being a polynomial in several variables),
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and the estimate provided by Proposition 4.2 is used to bound such multiplier. The
estimate is applied to just one of the parameters and then integration in the others
is performed, which explains their need for precise estimates that have minimal
dependence on the coefficients.
Remark 4.4. Observe that when p(s) = Ask for k > 1 odd, a simple integration by






The exponent β that the proof provided below gives in this case is instead −1/k2,
which is much worse; but we are not interested in the optimal rate of decay here, as
any positive exponent will do for us, as long as it is uniformly bounded from below in
terms of d only.
The proof of Proposition 4.2 is based on Van der Corput’s lemma and the following
lemma that provides a lower bound on the derivatives of certain reparametrizations
of p.
Lemma 4.3. Let d be a positive integer. There existsδ= δ(d) > 0 such that the following
holds: let p(s) =∑dj=1 c j s j be any polynomial and define for k ∈ {1, . . . ,d} the functions
qk by qk (t ) := p(t 1/k ). Then for all k and for all |t | ∈ (0,1)
max
1≤ j≤d
|q ( j )k (t )| ≥ δ|ck |.
Remark 4.5. The proposition holds more in general for functions of the form φ(s) =∑d
j=1 c j s
α j , with α j ∈ R, α1 <α2 < . . . <αd and provided α j > 0, modifying the defi-
nition of the qk ’s as qk (t) :=φ(s1/αk ). The proof needs no modifications worthy of
remark.
It should be noted that the definition of qk is heuristically motivated by the fact
that the kernel ds/s behaves well with respect to changes of variable of the form
s → sα.
Proof of Lemma 4.3. Let
q(t ) :=

q ′k (t )
q ′′k (t )
...
q (d)k (t )












it suffices to prove that for all t ∈ (0,1) we have that
‖q(t )‖ ≥ δ|ck |,
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where ‖‖̇ is a fixed norm on Rd . We observe that













i /k− j ,











k − j +1
)





2/k−1 · · · Akd1t d/k−1
0 Ak12t
1/k−2 Ak22t

















we can rewrite the expressions for the derivatives of qk as
q(t ) = T(t )c.
We therefore have
‖q(t )‖ ∼ |ck +w(t ) · c̃|+‖T̃(t )c̃‖;
if |w(t) · c̃| < |ck |/2 or |w(t) · c̃| > 2|ck | then clearly ‖q(t)‖& |ck |. Suppose then that




















∣∣∣& |w(t ) · c̃|,
since t−m ≥ 1. Suppose by contradiction that this is not the case, that is for any ε> 0





∣∣∣< ε|w(t ) · c̃|.
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it follows that if the matrixΛ := ( ki Aki ,m+1) i 6=k,
m=1,...,d−1














sinceΛ depends only on d , it is clear that ‖u‖.d 1, and therefore we would have
|w(t ) · c̃| ≤∑
m
|um |






. ε‖u‖|w(t ) · c̃|.d ε|w(t ) · c̃|,
which is a contradiction if ε is too small.
Thus it remains to show that Λ is invertible. To do so, suppose there exists u such
thatΛu = 0. But, by definition of the Aki ,m+1’s, this means that the function given by




is such that φ′(1) = . . . = φ(d)(1) = 0, and it is immediate to see that this implies
φ≡ 0.
We are now ready to prove the proposition.





of which we want to estimate the absolute value in the case where λ|ck |uk ≥ 1. By
the substitution s = us′ we have





and we let pu(s) := p(us). Now we substitute s′ = t 1/k and we get






k (t )t 1/k−1 dt .
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We claim that we can partition (0,1) into at most N (d) intervals J , so that on each J
either
i) (quk )
′ is monotone and |(quk )′(t )| ≥ δuk |ck | for all t ∈ J ,
ii) or there is j = j (J ) > 1 s.t. |(quk )( j )(t )| ≥ δuk |ck | for all t ∈ J .
Indeed, Lemma 4.3 shows that for every t at least one of the two lower bounds
must hold, and this gives a partition of (0,1) into intervals by continuity. That the
cardinality of the partition is bounded by a quantity depending only on d follows
from the fact that quk behaves essentially like a polynomial in this regard, and in
particular it is easy to see (for example by induction in the degree d) first that (quk )
′′
has at most d zeroes, and second that the sets {t ∈ (0,1) s.t. |(quk )( j )(t )| > |(quk )(`)(t )|}
can consist of at most 2d +1 intervals. This suffices to prove the claim.
Therefore it suffices, in order to estimate |F (u)|, to estimate one such interval J =







k (t )t 1/k−1 dt








.d u(λ|ck |uk )−1/ j a1/k−1.



















t 1/k−1 dt ≤ uε1/k ,







k (t )t 1/k−1 dt
∣∣∣.d u(λ|ck |uk )−1/ jε1/k−1;







k (t )t 1/k−1 dt
∣∣∣.d u(λ|ck |uk )−1/ j k .







k (t )t 1/k−1 dt
∣∣∣.d u(λ|ck |uk )−1/ j ≤ u(λ|ck |uk )−1/ j k .
Therefore, summing all the contributions from all the intervals J , we have shown
|F (u)|.d N (d) max
1≤ j≤d
u(λ|ck |uk )−1/ j k .d u(λ|ck |uk )−1/d
2
. (4.2.1)
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(notice now F is defined in terms of pθ rather than p, the polynomial whose k-th
coefficient is ckθ
k ). Then by (4.2.1) (and 0 < θ < 1)





.d (λ|ck |θkθ−k )−1/d









(λ|ck |θk sk )−1/d 2
s
ds





2−1 ds .d (λ|ck |θk )−1/d
2
,
and the estimate of Proposition 4.2 is thus proven with β= 1/d 2.
Before moving on to the next subsection, we show a simple corollary of Proposi-
tion 4.2 that we anticipated in the proof of Lemma 3.3 and that will be useful again to
us. Historically, this fact was first proved in [SW70], which is antecedent to Proposi-
tion 4.2; the original motivation was once again the study of certain multipliers.
Corollary 4.4 (of Proposition 4.2; [SW70]). Let P (s, t ) ∈R[s, t ] and let
m(λ; y, t ) :=
∫
|s|≤1




then for all λ, y, t ,
|m(λ; y, t )|.d 1.
Proof. LetΦ(s) := 2y s +P (s, y − t ); we can bound
|m(λ; y, t )| ≤
∣∣∣∫
|s|≤θ1















=: I1 + I I1 + I I I1.
We have as usual
I1 .λ|y |θ1,
and by Proposition 4.2
I I1 .d (λ|y |θ1)−β;
therefore, by choosing θ1 = min{(λ|y |)−1,1} we have I1+ I I1 .d 1. As for I I I1, we pick
any one non null monomial skQk (y − t ) in P (s, y − t ) and repeat the same steps: we
bound
I I I1 ≤
∣∣∣∫
|s|≤θ2











e iλ(P (s,y−t )−s
kQk (y−t )) ds
s
∣∣∣




I2 .λ|Qk (y − t )|θk2
and by Proposition 4.2, provided we choose θ2 < θ1,
I I2 .d (λ|Qk (y − t )|θk2 )−β
(notice one needs to rescale with the change of variable s = θ2s′ to apply the propo-
sition directly, but this changes the polynomial in the phase by multiplying every
coefficient of power sk by a factor θk2 , and the two effects cancel each other out). Now
choose θ2 = min{(λ|Qk (y − t)|)−1/k ,θ1}, so that1 I2 + I I2 .d 1, and we are left with
estimating I I I2. But this is of the same form as I I I1, except that the phase has one
less monomial; therefore we can apply the procedure iteratively collecting at most
Od (1) at each step, until we arrive after some n steps (where obviously n ≤ d) at a
term




kQk (y−t ) ds
s
∣∣∣
(this k is different than the one above), which we have to bound. Notice that neces-
sarily Qk (y − t ) 6= 0. If k is even then the integrand is odd and therefore the integral is
identically zero and there is nothing to bound; assume therefore that k is odd. Then
we can use the change of variable s = u1/k /(λ|Qk (y − t )|) to show that








and thus we can have two estimates:




e i u sgn(Qk (y−t )) −1 du
u
∣∣∣.λ|Qk (y − t )|θkn ,
and by integration by parts



















. 1+ (λ|Qk (y − t )|θkn)−1.
By these two estimates, it follows immediately that I I In . 1, thus concluding the
proof of the corollary.
1Notice that if θ2 = θ1 then I I2 ≡ 0.
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4.3 Main result
Let P (s, t ) be a polynomial in two variables of degree d in s, and let Qk be the polyno-
mials defined by the identity




As in the previous chapter, §3.1.1, we reduce the problem of establishing the L2(H1) →
L2(H1) boundedness of the singular integral
HP f (x, y, z) := p.v.
∫ ∫
|s|,|t |≤1




to establishing the L2(R) → L2(R) boundedness of the singular integral
T λP φ(y) := p.v.
∫
|y−t |≤1
m(λ; y, t )
φ(t )
y − t dt
uniformly in λ> 0, where m is given by the oscillatory integral
m(λ; y, t ) := p.v.
∫
|s|≤1




this time though, for a suitable class of polynomials, we will want the estimates on
‖T λP ‖L2(R)→L2(R) to be uniform in the coefficients of P too, as P ranges inside this class
and his degree stays bounded. To be more explicit, let




k t` ∈R[s, t ] s.t. if ck` 6= 0 then k or ` is even}.
We will prove










We will also show that the given class is in a sense the largest possible, as Example
4.1 below will suggest. We have indeed
Proposition 4.6. Let V be a subspace of Rd [s, t ], the space of polynomials of degree at





‖T λP ‖L2(R)→L2(R) =∞.
As a warm up to the proof and as just anticipated above, we consider the following
example that highlights the importance of the condition defining Ed .
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Example 4.1. Consider the polynomial P (s, t ) =−st + c0sk t` with both k and ` odd.
We claim that the L2(R) → L2(R) norm of T λP grows like log |c0| for |c0|→∞.
The phase of the integrand of m is given by
Φ(s) = 2y s + c0sk (y − t )`;
define then the quantity
A ( j ) = λ|c0|2
− j`
(λ|y |)k





kc0(y − t )`
)1/(k−1)
,
when defined; notice in particular |η| ∼ (|y |/2− j`)1/(k−1). Let J0 be the set of indices j
such that the critical point is outside the region of integration, that is
J0 :=
{




thus if j ∈ J0 one has |Φ′(s)|& |y | for all s ∈ [−1,1]. Then we can show that if j ∈ J0,





∣∣∣.A ( j )σ∧A ( j )−σ.
Indeed, if A ( j ) > 1, simply bound the difference on the left by O(λ|c0|2− j`), and
notice that





and the last quantity is ¿ 1 since j ∈ J0, so that O(λ|c0|2− j`) = O(A ( j )−1/(k−1)). As





























=: I + I I + I I I ; (4.3.1)
then we have by simple domination that I =O(λ|c0|2− j`θk ), and by Van der Corput’s
lemma and integration by parts the estimate forΦ′ (notice it is monotone too) gives
for j ∈ J0 that I I + I I I = O((λ|y |θ)−1). Optimization in θ (which leads to choose
θ ∼ 1
λ|y |A ( j )
−1/(k+1)) gives then
I + I I + I I I .A ( j )1/(k+1),
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as claimed.
We then study what happens when j ∉ J0. In the case A ( j ) < 1 we claim we can show





∣∣∣.A ( j )σ′ ,
or in other words that the estimate above still holds. The presence of a critical point
in the interval [−1,1] makes the application of Van der Corput’s lemma less trivial
in this case. We choose two numbers µ,ν such that 0 < ν< 1/k < µ< 1/(k −1) and
define
θ1 := 1
λ|y |A ( j )
−ν,θ2 := 1
λ|y |A ( j )
−µ;
then θ1 < θ2 and since |η| ∼ 1λ|y |A ( j )−1/(k−1) we have that the interval (−θ2,θ2) does









































=: I + I I + I I I + IV +V.
We can bound by simple domination I . λ|c0|2− j`θk1 = O(A ( j )1−νk ); in the inter-
val (θ1,θ2] we can bound |Φ′(s)|& |y | and therefore by Corollary 2.2 we have I I .
(λ|y |θ1)−1 =A ( j )ν, and similarly for I I I ; moreover, in (10|η|,1] we have |Φ′(s)|& |y |
too, therefore by the same argument we have V . (λ|y ||η|)−1 =A ( j )1/(k−1). These
contributions are all fine, and thus it suffices to tackle IV , where there is a critical
point. In this case the best one can say is that |Φ(k)(s)| = k !|c0||y − t |` ∼ |c0|2− j` (for
all s), and by Corollary 2.2 then IV . (λ|c0|2− j`θk2 )−1/k = A ( j )µ−1/k , which is fine
too.
It remains to see what happens when j ∉ J0 and A ( j ) > 1. In this case we claim that
we have to drop the 2y s term instead from the phase, and more precisely that for
some σ′′ > 0 ∣∣∣m(λ; y, t )−∫
|s|≤1
e iλc0s
k (y−t )` ds
s
∣∣∣.A ( j )−σ′′ .
Indeed, split into three parts as in (4.3.1). Then by simple domination we bound
I .λ|y |θ, and by Corollary 2.2 using the k-th derivative lower bound we have I I +
I I I . (λ|c0|2− j`θk )−1/k . We optimize in θ by choosing θ ∼ 1λ|y |A ( j )−1/(2k), which
gives I + I I + I I I .A ( j )−1/(2k) as claimed.
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Now we wrap up: we can bound2∣∣∣T λP φ(y)− (∫|s|≤1 e iλ2y s dss
) ∑
j∈J0




y − t dt
− ∑
j∉J0






k (y−t )` ds
s
) φ(t )












s =O(1) this means that we can bound pointwise∣∣∣T λP φ(y)− ∑
j∉J0









y − t dt
∣∣∣. Mφ+H∗φ,
where the right hand side has L2(R) → L2(R) norm uniformly bounded in c0. On the









C sgn(y − t )+O((λ|c0|2− j`)−1),
and therefore (since the errors above are summable in j ) showing the lack of uniform
boundedness of T λP is reduced to showing that the operator given by∑
j∉J0,
A ( j )>1,λ|c0|2− j`>1
∫
|y−t |∼2− j
sgn(y − t ) φ(t )
y − t dt
= ∑
j∉J0,




|y − t | dt
is not uniformly bounded in c0. The conditions on the j ’s boil down to
λ|c0|2− j` > max{1,(λ|y |)k },
so if λ|y | < 1 we get the integration interval
(λ|c0|)−1/` < |y − t |¿ |y |∧1 < 1/λ,
and if λ|y | ≥ 1 we get instead
(λ|y |)k/`
λ|c0|
< |y − t | ≤ min{2−C0 |y |,1}.
2See §4.4 for a more detailed explanation of the pointwise bounds.
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Since the L2(R) → L2(R) norm of the operator∫
A≤|y−t |≤B
|φ(t )|
|y − t | dt
is proportional to log(A/B), we see that for λ,n fixed the norm of T P
λ
is bounded from
below by log |c0| for large c0.
Remark 4.6. Observe that the estimation above works out just fine, with minor
modifications, for the case P (s, t ) = c0sk t` too (that is, without the term −st ). Indeed,
it suffices to introduce the quantity
B( j ) := 2
− j
|y |
and show that replacing (y + t )s by 2y s only gives rise to an error that is summable in
j uniformly in d , and therefore is acceptable. See §4.4.2 below for details, where we
perform exactly this replacement for the general form of the operator.
The next sections are devoted to the proofs of Theorem 4.5 and Proposition 4.6.
4.4 Proof of Theorem 4.5
We are now ready to prove the main theorem in this chapter.
We write P (s, t ) =: ∑dk=1 skQk (t ), where P ∈ Ed ; let also






We apply Lemma 4.1 to every polynomial Qk (whose degrees are uniformly bounded
by d), which gives us for each k ∈ {1, . . . ,d} two families of symmetric double intervals
{Dki }i∈Ik , {G
k
j } j∈Fk (respectively, the dyadic type intervals and the gap type intervals)
with the properties
i) the cardinality of each family is bounded in terms of d only: |Ik | + |Fk | ≤
d −k +1 ≤ d +1;
ii) together they form a disjoint partition of the real line: R=⊔i∈Ik Dki t⊔ j∈Fk Gkj ;
iii) every symmetric double interval Dki is of the form [a, A
2a)∪ [−A2a, a) for some
a > 0 (where A = A(d) is the constant given by the lemma);
iv) on every interval Gkj the polynomial Qk behaves like one of its monomials:
∀ j ∈Fk ,∃`≤ d −k s.t. ∀t ∈Gkj , |Qk (t )| ∼ |ck`||t |`.
Now we build from these the family of symmetric double intervals of the form
I 1 ∩ I 2 ∩·· ·∩ I d ∩ [−1,1],
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where I k ∈ {Dki }i∈Ik ∪ {Gki }i∈Fk . These intervals form a disjoint partition of [−1,1] (by
property ii)) and their number is bounded by (d +1)d (by property i)). Therefore, it
will suffice to prove bounds uniform in the coefficients (for d fixed) for the operators
T̃ P
λ
, defined exactly like T λP except for the fact that the integration in t is restricted to
J , where J is of the form above.
Now, if in J := I 1 ∩ I 2 ∩·· ·∩ I d ∩ [−1,1] at least one of the I k is of dyadic type (denote
it by I k0 = [a, A2a)∪ [−A2a,−a), we can bound by Corollary 4.4
|T̃ λP φ(y)| =
∣∣∣p.v.∫
y−t∈J
m(λ; y, t )
φ(t )
y − t dt
∣∣∣≤ ∫
y−t∈J










|φ(y + t )| dt .d Mφ(y).
Therefore, the L2(R) → L2(R) norm of T̃ λP for J as above is uniformly bounded in the
coefficients and in λ, when d is fixed.
4.4.2
It therefore remains to prove the theorem for J = I 1 ∩ I 2 ∩·· ·∩ I d ∩ [−1,1] where for
all k the symmetric double interval I k is of gap type. This implies that for every
k ∈ {1, . . . ,d} there exists `k ≥ 0 such that |Qk (y − t)| ∼ |ck`k ||t |`k ; notice that, by the
proof of Lemma 4.1, sk t`k must be a monomial appearing in P , and given that P ∈ Ed
we have that at least one amongst k and `k will always be even.
Now we localize the singular integral as done before (see Chapter 3, §3.1.2.1): it






|y−t |∼2− j ,
y−t∈J
m(λ; y, t )
φ(t )
y − t dt ,
for some C0 independent of P but possibly depending on d . Let J j := ([−2− j+1,−2 j )∪
[2− j ,2− j+1))∩ J (that is, we split J dyadically); assuming n fixed throughout the rest
of the argument, we denote by G the set of indices
G := { j ≥ max{n +C0,0} s.t. J j 6= ;},





m(λ; y, t )
φ(t )
y − t dt .
As by Chapter 3, §3.1.2.2, it suffices to bound this operator uniformly in λ and
independently on n.
To study the boundedness of this operator we introduce again certain quantities that
proved useful before - this time though, they will have to depend on the coefficients
of P somehow. First of all, we take apart the exceptional set of those indices k such
that the corresponding polynomial Qk is essentially constant on J : define
E := {k ∈ {1, . . . ,d} s.t. `k = 0}.
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We define then, for k ∈ {1, . . . ,d}\E and j ∈G ,
Ak ( j ) :=
λ|Qk (2− j )|
(λ|y |)k ;
notice that if y − t ∈ J j then |Qk (y − t)| ∼ |ck,`k ||t |`k ∼ |ck,`k |2− j`k ∼ |Qk (2− j )|. Recall
that the phase of the integrand of m(λ; y, t ) is (upon replacing P (s, t − y) with P̃ (s, y −
t ), where P̃ (s, t ) := P (s,−t ))
Φ(s) := (y + t )s +P (s, y − t ) = 2y s − (y − t )s +P (s, y − t );
before proceeding any further, we will dispense of the harmless term−(y−t )s. Indeed,
let θ ∈ [0,1] to be chosen later. We can bound∣∣∣m(λ; y, t )−p.v.∫
|s|≤1






















=: I + I I + I I I .
Then we can bound
I .λ|y − t |θ ∼λ2− jθ.
On the other hand, the coefficient of s in the phaseΦ is (y + t )+Q1(y − t ), and recall
that |y + t | ∼ |y | and |Q1(y − t)| ∼ |Q1(2− j )| for y − t ∈ J . Thus if |y | À |Q1(2− j )| or
|y | ¿ |Q1(2− j )| the coefficient of s in the phase is bounded from below by some
absolute multiple of |y |, except for at most O(1) values of j . But observe that we can
discard such values of j , since by the same argument used above in the case where J
was contained in a dyadic type interval, we can bound by Corollary 4.4∣∣∣p.v.∫
|y−t |∼2− j
m(λ; y, t )
φ(t )
y − t dt
∣∣∣.d Mφ(y),
and thus these terms contribute at most Od (1) to the L
2(R) → L2(R) norm of the
operator T λP , which is acceptable.
Thus we can assume that the coefficient of s in the phaseΦ is bounded from below
by |y |, and by Proposition 4.2 we have
I I + I I I .d (λ|y |θ)−1.








for 0 < δ< 1 to show that
I + I I + I I I .d min{








which is a quantity that is summable in j . This implies that the error in omitting
the term −(y − t)s from the phase is bounded pointwise by a multiple of Mφ, and
therefore contributes at most O(1) to the L2 norm of T λP ; the argument has already
been given in Example 4.1, but it will also be repeated below in §4.4.2.1.
We therefore can assume that the phase is of the form
Φ(s) = 2y s +P (s, y − t ),
and proceed, as now usual, in estimating m(λ; y, t ) by removing from such phaseΦ
certain monomials. In particular, let S,L form a bipartition3 of {1, . . . ,d}\E and let
G(S,L) := { j ∈G s.t. ∀k ∈ S,Ak ( j ) ≤ 1 and ∀k ∈ L,Ak ( j ) > 1}.
It is clear that as (S,L) ranges through the bipartitions, the sets G(S,L) form a disjoint
partition of G ; the cardinality of this partition is at most 2d , and therefore it suffices







m(λ; y, t )
φ(t )
y − t dt .
We claim that the following facts hold. Firstly
Lemma 4.7. Let (S,L) be a fixed bipartition of {1, . . . ,d}\E such that L 6= ;. Then for








ω(Ak ( j )∧Ak ( j )−1),





The proof of this lemma also yields
Scholium 4.8. Let (S,L) be a fixed bipartition of {1, . . . ,d}\E. Then for all j ∈G(S,L) (as








ω(Ak ( j )).
where ω is as above.
Finally
3That is S ∩L =; and S ∪L = {1, . . . ,d}.
4Which specific ones depends on y and P , but their number is bounded by an absolute constant.
See the proof of the lemma for details.
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in particular, the bound does not depend on F , on the coefficients of R or on the
parameters ξ,λ.
Remark 4.7. Observe how Lemma 4.9 is essentially a two-parameter version of Corol-
lary 4.4; as the example R(s, t ) = c0st shows though, in more than one parameter it is
essential that R ∈ Ed for the conclusion to hold.
We will prove the lemmas in §4.4.3; first we show how they imply the desired
uniform L2 boundedness of T(S,L).
4.4.2.1
We have to split into two cases.
We first address the case when L 6= ;. Let ω j :=∑k∈S∪Lω(Ak ( j )∧Ak ( j )−1) and





k∈L∪E skQk (y−t ) ds
s
;





mL(λ; y, t )
φ(t )














m(λ; y, t )
φ(t )
y − t dt
∣∣∣+ ∣∣∣∫
y−t∈J j
mL(λ; y, t )
φ(t )
y − t dt
∣∣∣),
where Gbad is the set of j ’s we have to exclude, as per statement of Lemma 4.7. Since




m(λ; y, t )
φ(t )


























and similarly for the term containing mL .





















since the sum in j ∈ G(S,L)\Gbad is uniformly bounded with respect to the coeffi-
cients of P , as the quantities Ak ( j ) are geometrically distributed with ratio at least 2.
Thus we have shown that the difference on the left hand side of (4.4.1) is pointwise
bounded by a constant multiple of Mφ, where the constant depends only on d ; the
L2 norm of the difference is therefore bounded by Cd‖φ‖L2(R), which is acceptable.






mL(λ; y, t )
φ(t )
y − t dt










k∈L∪E skQk (y−t ) ds
s
) φ(t )
y − t dt ,
which is now a translation invariant operator. Therefore, its L2(R) boundedness is















this is almost of the form we need in order to apply Lemma 4.9. We can indeed
reduce exactly to that form by the following consideration: all symmetric double
intervals J j are of the form [−2− j+1,−2− j )∪ [2− j ,2− j+1) except for at most two, those
that contain the endpoints of J ; but for any interval J j we have by Corollary 4.4 that






















|t | . 1,
because J j is contained in a single dyadic (symmetric double) interval. Therefore
those J j that contain the endpoints of J can contribute at most Od (1) to the L
∞
norm of the multiplier Mλ(ξ), which is acceptable. Thus we can assume that ∀ j ∈
G(S,L) it actually is J j = [−2− j+1,−2− j )∪ [2− j ,2− j+1). Let for convenience R(s, t) :=∑
k∈L∪E skQk (t); R clearly belongs to Ed . By splitting dyadically in s and rescaling
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now we can apply Lemma 4.9 straight away, which shows that ‖Mλ‖L∞(R) .d 1, and
thus we are done with the case L 6= ;.
Suppose now that L =; instead (so S = {1, . . . ,d}\E). We write E = {k1, . . . ,k|E |} for
notational ease. By Scholium 4.8 we can remove from the phase the monomials











is bounded pointwise by the Hardy-Littlewood maximal function as seen above.
Notice that for all k ∈ E it is |Qk (y − t)| ∼ |ck0|, thus heuristically the phase is now
independent of y − t . We show that this is indeed the case. To do so, introduce the
polynomials










We essentially repeat the analysis done at the beginning. By applying Lemma 4.1 to
each Q̃k , we obtain |E | disjoint partitions of R into dyadic and gap type symmetric
double intervals, with the properties we are now acquainted with. Denote {D̃kj } j∈Ĩk
the dyadic type intervals associated to k ∈ E and by {G̃kj } j∈F̃k the gap type intervals,
where k ∈ E = {k1, . . . ,k|E |}. Then consider the symmetric double intervals of the form
J̃ = Ĩ k1 ∩·· ·∩ Ĩ k|E | ∩ J ,
where Ĩ kr in {D̃krj } j∈Ĩkr ∪{G̃
kr
j } j∈F̃kr . They partition J and their cardinality is bounded
by a quantity depending only on d , thus it suffices to bound the operator where y − t
is restricted to one of these intervals as before. If at least one of the Ĩ kr is of dyadic













k∈E skQk (y−t )) ds
s
) φ(t )
y − t dt
is pointwise bounded by Cd Mφ(y) for some constant Cd > 0 depending only on d .
Thus it suffices to consider the case where all the Ĩ kr are of gap type, and therefore
for all k ∈ E there is `′k such that for all t ∈ J̃ it is |Q̃k (t)| ∼ |ck`′k ||t |
`′k . But notice that
now `′k > 0 necessarily, as the polynomials Q̃k do not have terms of degree zero. Thus
we can introduce for all k ∈ E the quantities
Bk ( j ) :=




and for every bipartition (S̃, L̃) of E we define
G̃(S̃,L̃) := { j ∈G(S,L) s.t. ∀k ∈ S̃,Bk ( j ) ≤ 1 and ∀k ∈ L̃,Bk ( j ) > 1},












k∈E skQ̃k (y−t )) ds
s
) φ(t )
y − t dt ;
by appealing to Scholium 4.8 we remove from the phase the monomials skQ̃k (y − t )
for k ∈ S̃ at the usual price of an additional term bounded pointwise by Cd Mφ(y) (the
reader may check that the proof of the Scholium allows the presence of an additional
phase p(s) in this particular case, the essential fact being that one only needs lower
bounds on the linear phase in order to apply Proposition 4.2 in the case Bk ( j ) ≤ 1;
see Remark 4.8 in §4.4.3).
At this point, we have to split into two further cases, depending on whether L̃ is
empty or not.














kQ̃k (y−t )) ds
s
) φ(t )
y − t dt ;
indeed, the reader may check that the proof of Lemma 4.7 allows the presence of the
additional term p(s) in this case, for the reason that in J̃ ⊂ J it is |ck0|À |Q̃k (t )| for all
t ∈ J̃ (see again Remark 4.8 in §4.4.3 for details). But now the operator is translation
invariant, and therefore we can prove it is L2(R) → L2(R) bounded uniformly in the















and another application of Lemma 4.9 shows this is Od (1), since the polynomial
p(s)+∑k∈L̃ skQ̃k (t ) is clearly in Ed .
If L̃ =; instead, there is no need to appeal to Lemma 4.7, since the operator is














y − t dt ,
and the oscillatory integral in brackets is therefore independent of y − t . Thus we can












y − t dt
∣∣∣,
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and by Corollary 4.4 - and the simple observation that the j ’s in G̃(S̃,L̃) are contiguous







y − t dt
∣∣∣. H∗φ(y),
which is L2(R) → L2(R) bounded.
It therefore only remains to prove the lemmas - which we do in the next subsec-
tion.
4.4.3 Proofs of Lemma 4.7 and Lemma 4.9
4.4.3.1 Proof of Lemma 4.7
We first show we can remove from the phase of m the terms skQk (y − t) for those
k ∈ S. This will prove Scholium 4.8.
Indeed, let k ∈ S and as before denote by Φ the phase Φ(s) := 2y s +P (s, y − t); then
we estimate for any θ ∈ (0,1)∣∣∣m(λ; y, t )−∫
|s|≤1
e iλ(Φ(s)−s


















kQk (y−t )) ds
s
∣∣∣
=: I + I I + I I I .
Then easily
I .λθk |Qk (y − t )|;
for the other two terms, we will apply instead Proposition 4.2, since the phase is a
polynomial in s. In particular, we want to estimate in terms of the coefficient of s in
Φ, but we need to be careful in doing so. Recall that we have arranged things so that
`1 > 0; the coefficient of the linear term s is given by 2y+Q1(y−t ), where |Q1(y−t )| ∼
|c1|2− j`1 . Now if |y |¿ |c1|2− j`1 or |y |À |c1|2− j`1 , we have that |2y +Q1(y − t)|& |y |.
If |y | ∼ |c1|2− j`1 we cannot give any such lower bound, but notice that this can only
happen for O(1) indices j for fixed y and P , given that `1 ≥ 1 (the coefficient c1 is
one of the coefficients of P , as per Lemma 4.1. We therefore ignore these j ’s, since
their number is controlled by an absolute constant, and assume |2y +Q1(y − t )|& |y |,
where the implicit constant does not depend on any parameter. Then by Proposition
4.2 there exists a β=βd > 0 s.t.
I I .d (λ|y |θ)−β,
I I I .d (λ|y |θ)−β,
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Ak ( j )σ
∧1
for σ> 0 to be chosen; this gives
I .d
λ|Qk (y − t )|
(λ|y |)k
1
Ak ( j )σk
=Ak ( j )1−σk ,
and thus we will choose σ < 1/k in order for this to be summable (since k ∈ S,
Ak ( j ) < 1). As for the other contributions, our choice of θ gives
I I + I I I .d Ak ( j )βσ,
which is certainly summable.
By repeating the above procedure for every k ∈ S we show that for some σ > 0








Ak ( j )
σ;
it remains to remove the linear term 2y s to finish the proof.
Now let R(s, y − t ) :=∑k∈L∪E skQk (y − t ); we can estimate for any θ ∈ (0,1)∣∣∣∫
|s|≤1






























=: I ′+ I I ′+ I I I ′.
It is immediate that
I ′ .λ|y |θ.
Since L 6= ;, by Proposition 4.2 we have for some β> 0 and any k ∈ L that 5
I I ′+ I I I ′ .d (λ|Qk (y − t )|θk )−β;
by choosing θ as before (this time though k ∈ L, so Ak ( j ) > 1) we have
I ′ .Ak ( j )−σ,
I I ′+ I I I ′ .d Ak ( j )−β(1−σk),
5Notice we can allow k = 1 and the argument still works.
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which are summable in j if we choose σ > 0 smaller than 1/k, thus finishing the
proof.
Remark 4.8. As pointed out before, the above proof also applies with some modifica-
tions in the case where L =;. Indeed, write the phase as
Φ(s) = 2y s +p(s)+ ∑
k∈E
skQ̃k (y − t ),
where p and Q̃k are as defined in subsection 4.4, and take a bipartition (S̃, L̃) of E ,
and assume j ∈ G̃(S̃,L̃) as defined before. Then in order to remove the monomial
skQ̃k (y − t ) for k ∈ S̃ we split the integral as above and bound
I .λ|Q̃k (y − t )|θk ;
to bound the other terms we only need a lower bound on the linear phase in order to
apply Proposition 4.2, but p(s) only contains monomials sk for k ≥ 2 and if 1 ∈ E one
has |2y +Q̃k (y − t )|& |y | for all j except at most O(1); thus the proof goes through in









kQ̃k (y−t )) ds
s
∣∣∣.d ω(Bk ( j )),
and then all monomials skQ̃k (y − t ) for k ∈ S̃ can be removed one at a time.
Next, suppose you have removed all monomials for k ∈ S̃ and that L̃ 6= ;. In this case
we want to remove the term 2y s from the phase, and by splitting the integral as above
we bound
I .λ|y |θ,
and we need a lower bound on some coefficient of the polynomial phase to apply
Proposition 4.2 again. If k = 1 the coefficient is
2y +Q̃1(y − t ),
and if B1( j ) > 1 (which it has to if 1 ∈ L̃) we see that (except for O(1) indices of j ,
which is still acceptable) it is |2y +Q̃1(y − t )|& |Q̃1(2− j )| and therefore
I + I I + I I I .d λ|y |θ+ (λ|Q̃1(2− j )|θ)−β,
which is bounded by B1( j )−σ
′ ≤ω(B1( j )−1) for some σ′ > 0, by our usual choice of
θ := (λ|y |)−1B1( j )−σ for σ > 0 sufficiently small (depending on d only). If instead
there is a k ∈ L̃ with k 6= 1 the coefficient of the k-th power of s in the phase is (since
k ∈ E)
|ck0 +Q̃k (y − t )| = |Qk (y − t )| ∼ |ck0|À |Q̃k (2− j )|,
and therefore we have
I + I I + I I I .d λ|y |θ+ (λ|Q̃k (2− j )|θk )−β,
which is bounded by Bk ( j )
−σ′′ ≤ ω(Bk ( j )−1) for some σ′′ > 0 by the now obvious
choice of θ, as claimed.
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4.4.3.2 Proof of Lemma 4.9
For any pair of exponents (m0,n0) ∈N2 such that m0 +n0 ≤ d , define
Λm0n0 := {(i , j ) ∈N×F s.t. ∀(m,n) ∈N2, |cmn |2−i m− j n ≤ |cm0n0 |2−i m0− j n0 },
where the cmn are the coefficients of R(s, t ). The number of possible pairs (m0,n0) is
of course bounded in terms of d only, and therefore it suffices to prove∣∣∣ ∑












Let therefore (m0,n0) be such a pair; we can always assume that (m0,n0) 6= (0,1). In-
deed, if c01 6= 0 we can simply extract factor e iλc01(y−t ) = e iλc01 y e−iλc01t from m(λ; y, t )
and we can make this oscillating factor in c01t disappear by modulating the function
φ and the operator T λP , analogously to what we have done for translation in Chapter
3, §3.1.2.3.
Define the ray through (m0,n0) to be the set
Γm0,n0 := {(m,n) ∈N2 s.t. ∃γ ∈Q, (m,n) = γ(m0,n0)}.
If (m,n) ∈Λm0n0 \Γm0n0 , we will show that for











whereΦ(s, t ) := ξt +λR(s, t ), it holds that∑
(i , j )∈Λm0n0
|Ii j | =Od (1).
To begin with, we have by simple domination that
|Ii j |.λ|cmn |2−i m− j n .























−i m− j n
cm0n0 2
−i m0− j n0 ;
notice |bmn | ≤ 1 by assumption. By pigeonholing, it is easy to see that there exist
p, q ∈N such that
|∂m0+ps ∂n0+qt Φ(s, t )|&d λ|cm0n0 |2−i m0− j n0 ,
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and therefore by an application of Van der Corput’s lemma in two variables (Proposi-
tion 2.3 of Chapter 2) we have for some δ= δ(d) > 0
|Ii j |.d (λ|cm0n0 |2−i m0− j n0 )−δ;
notice that we can assert that the implicit constant is independent of the polynomial
R because it stays bounded if the homogeneous Ċ N norm of the phase stays bounded,
where N = m0 + n0 + p + q + 1, and this is indeed the case for ∑m,n bmn sm t n in
|s|, |t | ∼ 1, since |bmn | ≤ 1. It is crucial here that (m0,n0) 6= (0,1). Thus we have∑
(i , j )∈Λm0n0
|Ii j |.d
∑
(i , j )∈Λm0n0
(λ|cmn |2−i m− j n)∧ (λ|cm0n0 |2−i m0− j n0 )−δ;
we claim this is finite and Od (1), and to show this it will be instrumental that (m,n)
is not in the ray through (m0,n0) (if it were not so, the sum could only be bounded
logarithmically in λ|cm0n0 |). Indeed, let
Lk := {(i , j ) ∈Λm0n0 s.t. (i , j ) · (m,n) = k}
so that we can write the sum as∑
k≥0
∑
(i , j )∈Lk
(λ|cmn |2−k )∧ (λ|cm0n0 |2−i m0− j n0 )−δ.
We have
λ|cmn |2−k ≤ (λ|cm0n0 |2−i m0− j n0 )−δ




Let r ∈Z be such that (λ|cmn |2−k )−1/δ(λ|cm0n0 |)−1 ∼ 2−r . Then the condition above is
equivalent to (i , j ) · (m0,n0)& r . Therefore we have a contribution to the sum of∑
k≥0
∑
(i , j )∈Lk ,
(i , j )·(m0,n0)&r
λ|cmn |2−k .




(i , j )∈Lk ,
(i , j )·(m0,n0)&r
(λ|cm0n0 |2−i m0− j n0 )1−θ;
since (m0,n0) and (m,n) have distinct directions, as (i , j ) ranges in Lk the values of
2−i m0− j n0 are all distinct, and therefore separated by a factor of at least 2 in ratio. This
implies that the inner sum in the last expression is bounded by O((λ|cm0n0 |2−r )1−θ),
and by definition of r this is actually O((λ|cmn |2−k )−(1−θ)/δ). The sum we are consid-





but we can choose a different θ for any k, so for those k s.t. λ|cmn |2−k > 1 choose
θ > 0 but sufficiently small so that (θ(1+δ)−1)/δ< 0, and for the others choose θ < 1
but sufficiently close to 1 so that (θ(1+δ)−1)/δ> 0; the resulting sum is bounded by
O(1).
It remains to bound the complementary contribution, namely∑
k≥0
∑
(i , j )∈Lk ,
(i , j )·(m0,n0).r
(λ|cm0n0 |2−i m0− j n0 )−δ;
but the summand can be bounded for any θ ∈ [0,1] by
(λ|cm0n0 |2−i m0− j n0 )−δθ(λ|cmn |2−k )1−θ,
and thus the contribution is bounded by∑
k≥0
(λ|cmn |2−k )1−(1+δ)θ,
and suitable choices of θ give that this sum is O(1) too, thus proving the claim.
By iterating the above argument for every (m,n) ∈Λm0n0 \Γm0n0 (whose cardinality is
bounded in d), we are left with estimating
∑
(i , j )∈Λm0n0
I ′i j :=
∑











Let m′0 := min{m s.t. (m,n) ∈ Γm0,n0 } and n′0 be such that (m′0,n′0) ∈ Γm0n0 . Notice that
cm′0n′0 might well be zero, since the ray is only defined with respect to the position of
(m0,n0) in theN2 lattice. We distinguish two cases.
If m′0 is even, then all m in Γm0n0 are even. Indeed, for any (m,n) ∈ Γm0,n0 there is
γ ∈Q is such that (m,n) = γ(m′0,n′0), but by minimality it must actually be γ ∈N, and
therefore m′0 is a factor of all m appearing in Γm0n0 . In this case the phase is an even











for all (i , j ), and there is nothing to prove.
We assume therefore that m′0 is odd. If n
′
0 is odd as well, then all (m,n) ∈ Γm0n0 s.t.
cmn 6= 0 must have both m and n even, but in particular all the m’s are even, and
therefore by the same argument as before there is nothing to prove, as the phase is
an even function. Thus we assume that m′0 is odd and n
′
0 is even - which implies that
for all (m,n) ∈ Γm0n0 s.t. cmn 6= 0, n is even. Let
Rm0n0 (2
−i s,2− j t ) := ∑
(m,n)∈Γm0n0
cmn2
−i m− j n sm t n ;
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this polynomial as a function is even in t , and therefore we have










and thus we have the estimate
|I ′i j |. |ξ|2− j . (4.4.2)
Moreover, the function e iξ2
− j t is even in s, and therefore










whereΨ(s, t ) = ξt +λRm0n0 (s, t ) is the unrescaled phase, which gives
|I ′i j |.λ
∑
(m,n)∈Γm0n0
|cmn |2−i m− j n .d λ|cm0n0 |2−i m0− j n0 . (4.4.3)
As implicitly understood above, these two estimates alone do not suffice to give an
Od (1) bound, and therefore we look for further estimates. We notice that we can
estimate the mixed derivatives as done before for the full phase: there are p, q ∈N
such that
|∂m0+ps ∂n0+pt Ψ(2−i s,2− j t )|&d |cm0n0 |2−i m0− j n0 ,
so that again by Proposition 2.3 we have for some δ> 0
|I ′i j |. (λ|cm0n0 |2−i m0− j n0 )−δ. (4.4.4)
Finally, observe that
∂tΨ(2
−i s,2− j t ) = ξ2− j +λ ∑
(m,n)∈Γm0n0
cmnn2
−i m− j n sm t n−1,
where again we can estimate∣∣∣ ∑
(m,n)∈Γm0n0
cmnn2
−i m− j n sm t n−1
∣∣∣.d |cm0n0 |2−i m0− j n0 ;
thus if |ξ|2− j Àλ|cm0n0 |2−i m0− j n0 , we have for all s, t in the integration domain that
|∂tΨ(2−i s,2− j t )|& |ξ|2− j .
On the other hand,
∂2tΨ(2
−i s,2− j t ) =λ ∑
(m,n)∈Γm0n0
cmnn(n −1)2−i m− j n sm t n−2,











∣∣∣ e iΨ(2−i s,2− j t )



















. (|ξ|2− j )−1,
where we have writtenΨ in place ofΨ(2−i s,2− j t ) for brevity. It follows that






−i s,2− j t ) dt
t
∣∣∣ ds|s| . (|ξ|2− j )−1. (4.4.5)
We can now use estimates (4.4.2), (4.4.3), (4.4.4), (4.4.5) to conclude that
∑
i , j |I ′i j | =
Od (1). Let Lk be as before and consider the contribution from those terms for which
λ|cm0n0 |2−k < 1: it can be bounded for any θ1,θ2,θ3 ≥ 0 s.t. θ1+θ2+θ3 = 1 (eventually





(i , j )∈Lk
(|ξ|2− j )θ2−θ3 ;
by choosing θ2 −θ3 > 0 when |ξ|2− j < 1 and viceversa, the inner sum is O(1), and
therefore if we also choose θ1 > 0 the entire sum is O(1). Finally, consider the contri-






(i , j )∈Lk
(|ξ|2− j )θ2−θ3 ,
and a similar reasoning shows this is O(1) as well. This concludes the proof.
4.5 Proof of Proposition 4.6
We want to prove that if V ) Ed is a subspace of polynomials of degree at most d
that strictly contains Ed then the operator norm of HP is not uniformly bounded as
P ranges over V . It suffices to assume that there exists P (s, t) =∑m+n≤d amn sm t n ∈
Rd [s, t ] such that if amn 6= 0 then both m and n are odd, and such that the operator
HµP is L2(H1) → L2(H1) bounded uniformly in µ; we will then obtain a contradiction
from this.
Since we have already shown in Example 4.1 that the above assumption cannot hold
in the special case P (s, t) = sm t n with both m,n odd, the proof essentially reduces
to the one given in [CWW00] to show that the Euclidean double Hilbert transform
along (s, t ,P (s, t )) is not bounded if a corner of N (P ) has both coordinates odd. We
reproduce it here for the reader’s benefit.
The idea is to show that suitable dilates of the kernel of HµP can be made to converge
84
Double Hilbert transforms along surfaces in the Heisenberg group 85
to the kernel of Hµsm t n , for certain m,n odd. But this would imply that Hµsm t n is
L2(H1) → L2(H1) bounded uniformly in µ too, and we know by Example 4.1 and
Remark 4.6 that this is false.
Define then, for P as assumed above, the distribution Kµ by
(Kµ, f ) := p.v.
∫ ∫
|s|,|t |≤1





∀ f ∈S (R3).
Let (m0,n0) be a corner of N (P ) (thus m0,n0 are both odd), assume without loss of
generality that am0n0 = 1, and notice there exist by convexity of N (P ) two numbers
α,β> 0 such that αm0 +βn0 <αm +βn for all (m,n) ∈ N (P ) that are not equal to
(m0,n0). Then define for δ> 0 the distribution K δµ by









∀ f ∈S (R3);
notice that
δ−αm0−βn0 P (δαs,δβt ) = sm0 t n0 + ∑
(m,n) 6=(m0,n0)
δa(m−m0)+b(n−n0)amn sm t n ,
and the exponents of δ are all positive.
If ∆λ1,λ2 denotes the automorphic dilation operator
∆λ1,λ2 f (x, y, z) := f (λ1x,λ2 y,λ1λ2z),
we have, with µ′ :=µδα(m0−1)+β(n0−1),
Kµ? f =∆δ−α,δ−β(K δµ′ ?∆δα,δβ f ),
and therefore the operators f 7→ Kµ? f and f 7→ K δµ′ ? f have the same L2(H1) →
L2(H1) norm; in particular, the operator norm of f 7→K δµ ? f is uniformly bounded
in both δ and µ, by assumption. This allows one to make the two parameters µ,δ in
K δµ independent, which is fundamental for the proof below to work (it allows us to
bypass the fact that there are no three parameter automorphic dilations inH1).
Let Lµ be the distribution defined by










∀ f ∈S (R3);
we claim that K δµ → Lµ for δ→ 0 as distributions. This will give the desired con-
tradiction, since we know by Example 4.1 that the operator norm of L2(H1) 3 f 7→
Lµ? f ∈ L2(H1) is not uniformly bounded in µ. Here we must point out that Lµ
involves integration over R and not just [−1,1], thus f 7→ Lµ? f is not exactly the
same operator as in Example 4.1; however, it is not hard to modify the proof in the
example to show that the result in there extends to Lµ as well.
Define for shortness
Pδ(s, t ) := δ−αm0−βn0 P (δαs,δβt ),
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and take some numbers a,b such that 0 < a <α, 0 < b <β to be fixed later. We want
to prove that for every µ and for every f ∈S (R3) we have
(K δµ , f ) → (Lµ, f ) as δ→ 0,












































=: I (δ)+ I I (δ)+ I I I (δ)+ IV (δ)+V (δ).
We notice right away that since the integrand is independent of δ,
IV (δ),V (δ) → 0 for δ→ 0.
Moreover, we can dispense of quantities I I (δ), I I I (δ) too. Indeed, by oddness of the









and therefore can write

















But we have for any N (since f ∈S (R3))∣∣∣ ∂
∂η
(
f (s,ηt ,µPδ(s,ηt ))
)∣∣∣= |∇ f (s,ηt ,µPδ(s,ηt )) · (0, t ,µt (∂2Pδ)(s,ηt ))|
.
CN
1+|s|N (|t |+µ|t ||∂2Pδ(s,ηt )|);





Double Hilbert transforms along surfaces in the Heisenberg group 87
and therefore upon integration, for sufficiently large N it is
|I I (δ)|.N δN
∗
,
for some N∗ > 0, and therefore I I (δ) → 0 as δ→ 0. A similar argument shows the
same holds of I I I (δ).
It remains therefore to establish that I (δ) → 0. To do so, we split it further. Let







































=: I1(δ)+ I2(δ)+ I3(δ)+ I4(δ).
For I1(δ), observe that in the range of integration it is















|t | ∼ δ
ε logδ,
and thus I1(δ) → 0.
Now consider the contribution∫ ∫
|s|≤δc ,
|t |≤δc





to I4(δ). Write µPδ(s, t) = P 0δ(s, t)+P 1δ(s)+P 2δ(t), where st | P 0δ(s, t); then we can
remove P 0
δ
(s, t ) from the expression, since in this range of s, t one has P 0
δ
(s, t ). |s||t |
and therefore the error that arises is bounded by∫ ∫
|s|≤δc ,
|t |≤δc




|t | . δ
2c → 0.





the polynomials by the extra parameters, instead of their arguments; see below),
namely we notice





























φ(0,ηt ,ηP 2δ(t ))
)
dη.
Thus, if we let






φ(ξs,ηt ,ξP 1δ(s)+ηP 2δ(t ))
)
,
we see that∫ ∫
|s|≤δc ,
|t |≤δc



















and since one can easily see that |Eδ(s, t ,η,ξ)|. |s||t | it follows that this contribution
is bounded by O(δ2c ) as well, and thus vanishes in the limit δ→ 0. The same calcula-
tions work (and are even easier) for the contribution with integrand f (s, t ,µsm0 t n0 );
and this proves
I4(δ) → 0;
but the remaining terms I2(δ), I3(δ) can be dealt with in a completely analogous
manner, and therefore they vanish as well in the limit, thus proving the claim. The




In this chapter we explore the scope of the method developed so far. In particular,
we show how the method can be successfully applied to certain surfaces of the form
(ϕ(s, t ), t ,ψ(s, t )) that are beyond the reach of the Stein-Street theory as developed in
[Str12],[SS13],[SS12]. While we cannot provide a general theory for such surfaces yet,
we study some examples that, we think, already capture some relevant aspects of the
problem.
5.1 Surfaces of the form (sk , t ,P (s, t ))
We wish in this section to provide a sufficiently broad class of surfaces inH1 of the
form (sk , t ,P (s, t )) for which the operator
Hk,P f (x) := p.v.
∫ ∫
|s|≤1,|t |≤1




is L2(H1) → L2(H1) bounded; here k ∈N\{0} and P is a polynomial in R[s, t ]. Observe
that when k is odd a change of variable can reduce this to the (local) double Hilbert
transform along the surface (s, t ,P (s1/k , t )). Thus we could think of this case as that
of (a subclass of) polynomials with fractional exponents. Moreover, this case is
obviously not covered by Theorem 3.1, as these fractional polynomials are not in
general analytic in any neighbourhood of the origin.
We do not concern ourselves with establishing uniform bounds in the coefficients
here; as such, one could extend the results below to a suitable class of real analytic
functions without much effort. We will however take advantage of the fact that P is a
polynomial in order to slightly simplify the proof.
Remark 5.1. Notice for k > 1 the boundedness of the operator cannot be addressed
by the Stein-Street theory. Indeed, the pure powers1 in this example are sk X and tY ,
and therefore they do not control any monomial of the form sm t n for m < k.
We state the main result of this section. The conclusion is somewhat interesting,
in that the boundedness of the operator ends up depending on the Newton diagram
of a certain part of P quite like in the Euclidean case; contrast this with the fact that
1See Chapter I, pg. 11, for the definition of pure powers.
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when k = 1 the Euclidean and Heisenberg case are quite different, since in the latter
boundedness holds for all real-analytic functions ϕ, as we have seen in Chapter 3.
Theorem 5.1. Let k ∈N\{0} be given and let P (s, t ) ∈R[s, t ] be given by
P (s, t ) = ∑
m,n
cmn s
m t n ,
and suppose that st divides P (s, t ) (that is, cm0 = c0n = 0). Let




m t n ;
that is, Q is the polynomial whose monomials are all the monomials of P of degree in
s less than k.
Then the operator Hk,P is L
2(H1) → L2(H1) bounded if and only if all the corners (m,n)
of N (Q), the Newton diagram of Q, are such that at least one among m,n is even.
The rest of the section is devoted to the proof of this theorem.
5.1.1 Proof of Theorem 5.1
For every m we denote by `m the smallest n > 0 such that cmn 6= 0, if such an n exists.
After the usual reductions, we will proceed to remove terms from the phase of the
oscillatory integral that arises once one takes the Fourier transform inH1.






By the same arguments as in Chapter 3, §3.1.1, we can reduce the problem of
showing L2(H1) → L2(H1) boundedness of Hk,P to that of showing the L2(R) → L2(R)
boundedness uniformly in λ,n of the operator










k+P (s,y−t )) ds
s
) φ(t )
y − t dt .
We will write Tk,P in place of T
λ,n
k,P to avoid cluttering notation.
Notice that by the same argument as in §4.4.2 we can safely replace (y + t )sk in
the phase by 2y sk (the error is then pointwise dominated by a multiple of Mφ(y),
which is acceptable).
The analysis will be in terms of certain quantities, the form of which the reader
should now be easily able to guess: for λ, y fixed, define for every m s.t. `m exists
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5.1.1.1
We show first of all that we can remove all monomials sm t n for m ≥ k and n ≥ 1.
Fix such a monomial, and let the phaseΦ be
Φ(s) = 2y sk +P (s, y − t );









m (y−t )n ) ds
s
∣∣∣.P ω(Am( j )∧Am( j )−1)
(the implicit constant depending on the coefficients of P ). Indeed, suppose first that









m (y−t )n ) ds
s
∣∣∣.P λ2− j`m ,
and since `m ≥ 1 and j ≥ n +C0, one has




or in other words the difference above is bounded by
Am( j )
−k/(m−k) .ω(Am( j )−1).
Notice m cannot be equal to k in this case, since Ak ( j ) (if defined) is automatically
less than 1.





































m (y−t )n ) ds
s
∣∣∣
=: I + I I + I I I .
Then we can bound
I .P λ2
− j`mθm .
The phaseΦ is a polynomial in s and the coefficient of the term sk is given by
2y + ∑
`≥1
ck`(y − t )`,
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and by choosing the constant C0 sufficiently large depending only on the coefficients




and therefore the coefficient of sk has size |y |. Therefore, by Proposition 4.2 we can
bound
I I + I I I .P (λ|y |θk )−δ






and 0 <σ< 1/m we see that
I + I I + I I I .P ω(Am( j )),
and the claim is proved.













ω(Am( j )∧Am( j )−1);
by the same arguments as given in the previous chapters then, since the quantity on
the right hand side is summable in j with sum OP (1), one can control the error by
the Hardy-Littlewood maximal function:
|Tk,Pφ(y)−Tk,Qφ(y)|.P Mφ(y).
The boundedness of Tk,P is therefore equivalent to that of Tk,Q .
5.1.1.2
Now we consider those Am( j ) for m < k. For |y − t | ∼ 2− j , we claim that if there
is m < k such that Am( j ) > 1, then we can remove the term 2y sk from the phase.







































=: I + I I + I I I .
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Then we can immediately bound
I .λ|y |θk .




and observe that for j ≥CP , with CP a constant depending only on P , we have∑
`≥`m
|cm`|2− j` ∼ |cm`m |2− j`m ;




Q(s, y − t ))) ds/s is OP (1) by Lemma 3.3) we can assume that the coefficient of sm is
of size ∼P 2− j`m , and therefore by Proposition 4.2 one can bound
I I + I I I .P (λ2− j`mθm)−δ
for some δ> 0 (in general different from the δ encountered above). By choosing θ of
the same form as before with σ> 0 sufficiently small we have
I + I I + I I I .P ω(Am( j )−1),
and the claim is proved.
5.1.1.3
Let
J := { j ≥ max{n +C0,CP } : ∃m < k s.t. Am( j ) > 1}.
Observe first that if j ≥ max{n +C0,CP } but j ∉J then for all m < k it is Am( j ) ≤ 1











∣∣∣.P ω(Am( j )).
Indeed, the proof is the same as the one given in §5.1.1.1 (notice we never used the













y − t dt
is uniformly bounded in λ,n: indeed, up to an error which is pointwise bounded by













y − t dt ,
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which is pointwise bounded by OP (H∗φ(y)).












y − t dt ;















(i , j )∈N×J
Ii j .
We claim that this is bounded if and only if the Newton diagram N (Q) has the
property that every corner (m,n) has at least one even coordinate2.
For the positive direction, assume N (Q) has such a property. The bulk of the work
has already been carried out in §4.4.3.2, for the proof of Lemma 4.9, and thus we will
limit ourselves here to illustrate those arguments that are new. Recall we defined for
each (m0,n0) s.t. cm0n0 6= 0
Λm0n0 := {(i , j ) ∈N× J s.t. ∀m,n s.t. cmn 6= 0, |cm0n0 |2−i m0− j n0 ≥ |cmn |2−i m− j n};
we claim that in order to establish the boundedness of the multiplier Mλ,y it suffices
to consider those (m0,n0) that are corners of the Newton diagram N (Q). Indeed,
suppose (m,n) is not a corner (thus it is either internal to the diagram or to an edge
of the diagram) and cmn 6= 0. Then either one of the following cases must be verified:
i) there exist two corners (m0,n0), (m1,n1) of N (Q) such that (m,n) =α(m0,n0)+
β(m1,n1) for some α,β > 0 such that α+β ≥ 1 (thus (m,n) lies on the edge if
α+β= 1);
ii) there exists a corner (m0,n0) such that for some α > 1 it is (m,n) = α(m0,n0)
(thus (m,n) lies on Γm0,n0 );
iii) there exists a corner (m0,n0) with m0 minimal (amongst the monomials of Q)




We discuss case i ), the other cases being similar. We exploit logarithmic convexity.
We have that
2−i m− j n = (2−i m0− j n0 )α(2−i m1− j n1 )β;
if (i , j ) ∈Λmn then
|cmn |2−i m− j n ≥ (|cm0n0 |2−i m0− j n0 )α/(α+β)(|cm1n1 |2−i m1− j n1 )β/(α+β).
But sinceα+β≥ 1, this can only happen for a finite number of (i , j ), a number which
is bounded by OP (1). In other words, |Λmn | =OP (1), and since clearly Ii j =O(1) we
have that those exponent pairs (m,n) that are not corners can only contribute OP (1)
to
∑
(i , j )∈N×J |Ii j |.
2That this is so already follows from [CWW00]. Here we reprove this statement with the means
developed for Lemma 4.9.
94
Double Hilbert transforms along surfaces in the Heisenberg group 95
Take then (m0,n0) corner of N (Q). By the same argument as in §4.4.3.2 we reduce to
estimate
∑
(i , j )∈Λm0n0 I
′
i j , where









Let p, q be those integers such that m0n0 =
p
q and gcd(p, q) = 1. If either one of p, q is
even, then either all the (m,n) ∈ Γm0n0 have first coordinate even, or they all have the
second coordinate even; in this case, I ′i j = 0 by the oddness of the kernel, and there
is nothing else to prove.
Therefore assume that p, q are both odd, and so that m0,n0 are both even. Let γ> 1
be such that γ(m0,n0) is the smallest element (with respect to the obvious ordering)
of Γm0n0 that is not (m0,n0). Then by evenness of ξt +λcm0n0 sm0 t n0 we have




− j t+λ∑(m,n)∈Γm0n0 cmn 2−i m− j n sm t n )




=OP (λ(2−i m0− j n0 )γ). (5.1.1)
Moreover, by discarding at most some other OP (1) pairs (i , j ), we have∣∣∂m0s ∂n0t (ξ2− j t +λ ∑
(m,n)∈Γm0n0
cmn2
−i m− j n sm t n)
∣∣&P |cm0n0 |2−i m0− j n0 ,
and therefore by Proposition 2.3 we can bound
|I ′i j |.P (λ2−i m0− j n0 )−δ (5.1.2)
for some positiveδ> 0. But then (5.1.1) and (5.1.2) together imply that ∑(i , j )∈Λm0n0 |I ′i j | =
OP (1): indeed, if λ≤ 1 it suffices to sum using only estimate (5.1.1), and if λ> 1 we
have ∑
(i , j )∈Λm0n0




(i , j )∈Λm0n0 ,
i m0+ j n0=k








for some ε> 0, since γ> 1. This concludes the proof of the if part of the claim.
As for the only if part of the statement, we observe that it cannot follow from the same
argument in the proof of Proposition 4.6, Chapter 4, §4.5(except in the special case
where st is a monomial in Q), because there are no three parameter automorphic
dilations inH1. Thus we have to argue differently: we notice that by the first part of
the proof, boundedness of the operator is equivalently reduced to L∞ boundedness
uniform in λ, y,ξ of the multiplier Mλ,y (ξ) above. It suffices to take Mλ,y (0) and
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where J = {t s.t. ∃ j ∈ J , |t | ∼ 2− j }; the cardinality of J can be made arbitrarily large
with the appropriate choice of λ, y . A precise calculation proves that this integral has
size at least ∼ logλ, and thus the operator cannot be bounded uniformly in λ. Such a
calculation is carried out explicitly in [Pat08]; we omit the details.
5.2 A further example
In this section we explore another example of surface of the form (ϕ(s, t), t ,ψ(s, t))
slightly more general from the previous one, to gain a feel for the technical difficulties
that stand in the way of extending the L2 theory developed for (s, t ,ϕ(s, t)). We
are not concerned with presenting statements that are as general as possible but
rather with illustrating particular issues and behaviours, so we will make simplifying
assumptions where useful.
We choose an example to illustrate how the boundedness of the operator can depend
on the properties of ϕ in (ϕ(s, t ), t ,ψ(s, t )). Consider the surface
s, t 7→ (sk0 + sh t`, t ,P (s, t )),
where we assume
i) 0 < h < k0,
ii) st | P (s, t ) (for simplicity).
For this surface and the associated analytic vector fields, one clearly cannot control
the mixed powers by the pure powers, and thus Stein-Street theory does not apply to
it.
Define polynomials Qk ∈R[t ] by








and P1 := P −P0. Let `k be the largest integer such that t`k | Qk (t), which by our
assumption is necessarily bigger or equal than 1.
The boundedness of operator
f 7→ Hk0,h,`,Pφ(y) := p.v.
∫ ∫
|s|,|t |≤1
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is reduced as usual to the boundedness uniformly in λ,n of







mk0,h,`,P (λ; y, t )
φ(t )
y − t dt ,
where CP is sufficiently large that we can assume |Qk (2− j )| ∼P 2− j`k , and where




k0+sh (y−t )`)+P (s,y−t )) ds
s
;
moreover, by the usual argument we can replace y + t by 2y , so that the phase in
mk0,h,`,P becomes
Φ(s) := 2y sk0 +2y sh(y − t )`+P0(s, y − t )+P1(s, y − t ).
If we define the quantities
Ak ( j ) :=
λ2− j`k
(λ|y |)k/k0
then we can see that the same argument as in §5.1.1.1 works here as well: this is
because k0 > h, so that one has( d
ds
)k0
Φ(s) = 2yk0!+∂k0s P1(s, y − t ), (5.2.1)
that is, the term 2y sh(y − t )` is not relevant for sufficiently high derivatives. Thus we
can remove term P1(s, y−t ) from the phase at the price of an error bounded pointwise
by ω(Ak ( j ) ∧A −1k )Mφ(y), which is summable in j , and then the L2(R) → L2(R)
boundedness of the operator Tk0,h,`,P is equivalent to that of operator Tk0,h,`,P0 .
Now we need to introduce another quantity to measure the relative strength of the
terms 2y sk0 and 2y sh(y − t )`; we define
B( j ) := λ|y |2
− j`
(λ|y |)h/k0 = 2
− j`(λ|y |)(k0−h)/k0 .
For those j such that B( j ) ≤ 1, we show we can remove the term 2y sh(y − t )` from
the phase of mk0,h,`,P0 at the usual price of a summable error (in j ). Indeed,∣∣∣∫
|s|≤θ
e iλ(2y s
k0+2y sh (y−t )`+P0(s,y−t )) −e iλ(2y sk0+P0(s,y−t )) ds
s
∣∣∣.λ|y |2− j`θh ,
and the k0-th derivative of the phase is simply 2yk0! now, thus by Proposition 4.2∣∣∣∫
θ<|s|≤1
e iλ(2y s
k0+2y sh (y−t )`+P0(s,y−t )) ds
s
∣∣∣. (λ|y |θk0 )−δ
for some δ> 0; the same estimate holds for the integral with phase 2y sk0 +P0(s, y− t ),







with σ> 0 sufficiently small, we have∣∣∣∫
|s|≤1
e iλ(2y s









Thus for those j such that B( j ) ≤ 1 we have reduced to the operator
φ 7→χ(2n y) ∑
j≥n+C0,




mk0,0,0,P0 (λ; y, t )
φ(t )
y − t dt ;
but this operator is of the form treated in §5.1, and thus we know by Theorem 5.1
that an equivalent condition for this to be bounded is that for every corner (m,n) of
N (P0) at least one amongst m,n is even.
Assume then that B( j ) > 1, which can happen only for finitely many j , but their
cardinality is not uniformly bounded in λ,n. In this case we can remove the term
2y sk0 from the phase instead. Indeed,∣∣∣∫
|s|≤θ
e iλ(2y s
k0+2y sh (y−t )`+P0(s,y−t )) −e iλ(2y sh (y−t )`+P0(s,y−t )) ds
s
∣∣∣.λ|y |θk0 .
Then notice that the coefficient of degree h in s of the phase is given by
2y(y − t )`+Qh(y − t ),
and thus if |y |2− j`¿ or À 2− j`h we have by Proposition 4.2∣∣∣∫
θ<|s|≤1
e iλ(2y s
k0+2y sh (y−t )`+P0(s,y−t )) ds
s
∣∣∣. (λ|y |2− jθh)−δ′ ;
on the other hand, the above condition can fail for at most O(1) indices j , which can
always be discarded. The same holds of the other integral as well. Thus we have by
the same choice of θ as before that for all j such that B( j ) > 1 (except at most O(1))∣∣∣∫
|s|≤1
e iλ(2y s






h (y−t )`+P0(s,y−t )) ds
s
∣∣∣.ω(B( j )−1),
which is summable in j .
It remains to establish whether the operator T0,h,`,P0 is bounded, so introduce quan-
tities
Ck ( j ) :=
λ2− j`k
(λ|y |2− j`)k/h
and suppose for simplicity that ∀k < k0, `k /k 6= `/h. If there exists k < k0 such that
Ck ( j ) > 1, then we claim we can remove the term 2y sh(y−t )` from the phase. Indeed,
by the same argument we have used over and over, for all j such that B( j ) > 1, Ck ( j )
except at most O(1) one can bound∣∣∣∫
|s|≤1
e iλ(2y s








∣∣∣.ω(Ck ( j )−1),
98
Double Hilbert transforms along surfaces in the Heisenberg group 99
which is a summable error; thus one is reduced to operator T0,0,0,P0 , which is transla-
tion invariant, and it can be verified it is bounded.
If however ∀k < k0 it is Ck ( j ) ≤ 1 then we claim one can remove the term P0(s, y − t )
instead, and the error is summable in j again. This is the same argument we have
given before, and verifying the details is left as an easy exercise to the reader. Thus in
this case we have reduced to operator T0,h,`,0. Now, if h is even we see that m0,h,`,0 = 0
identically, and therefore we have nothing to bound. If h is instead odd, then by the
same calculations as in Chapter 1 for
∫ ∫
e iλst /st ds dt we see that up to an error
summable in j we can replace m0,h,`,0 by sgn(y(y − t )`) = sgn(y)sgn((y − t )`). While
the factor sgn(y) is harmless, as we have seen before (in Example 4.1, Chapter 4) the
operator will bounded uniformly if ` is even, and will not necessarily be bounded
uniformly if ` is odd (one can indeed concoct a simple example of a polynomial P
such that this is the case). Thus we see that to have uniform boundedness for T0,h,`,0
we need to have that at least one amongst h,` is even.
This discussion has shown therefore that, as is to be expected, to treat surfaces of the
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