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Abstract— Adaptation has long been considered to be an
important capability for autonomous systems. As these systems
modify their behavior, questions regarding how to develop
safety guarantees for such systems continue to be of interest. We
propose a novel adaptive safe control methodology that allows
a robotic system to adapt in a constrained environment without
unintentionally colliding with that environment. A methodology
for designing a scalar energy function (safety index) for an
adaptive system with parametric uncertainty is described in
this paper, and we demonstrate our methodology by realizing
a safety controller for a simulated spring-mass-damper and a
simulated two-link robotic manipulator.
Index Terms— adaptive control, energy function safe control,
safe adaptive control
I. INTRODUCTION
In a control system, the system model can either be para-
metric or non-parametric. Parametric models characterize the
system dynamics through a series of interpretable system
parameters, the exact value of which may be unknown to
the system designer. This parametric uncertainty can be
addressed in a multitude of ways, of which two common
methodologies are robust control and adaptive control [1],
[2]. The underlying controller design focuses on minimizing
the impact of these parametric uncertainties on the system
performance. For applications where the system model is in-
fluenced by its surroundings, many system designers turn to
these methods to provide guarantees on system performance.
For the safe operation of a dynamical system, designers
may also be required to guarantee that some safety criterion
is not violated. The requirements could include maintaining
some relative distance between the system and its surround-
ings or limiting the system velocity during operation in some
cluttered environment. How these guarantees are ensured
during system operation often times depends on the control
system architecture. For example, in a hierarchical control
system architecture, these guarantees could be codified at
many different levels in the control system, ranging from
higher-level motion planners [3] or safety monitors [4] to
low-level auxiliary safety control loops [5].
This work focuses on guaranteeing safety through al-
gorithms in the lowest-level of the control system, at the
controller level. At this level, there are two noticeably
distinct approaches: one approach arising from biology-
inspired methods [6] and the other through the use of energy
function based safe control [5], [7], [8]. Energy function
based safe control takes its name from the fact that a
designer’s approach to safety using this method is analogous
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to energy methods used for the analysis of a dynamic system.
Energy methods define a scalar function over the system
state to measure the energy of a system, in other words,
how far the system is away from its goal. The energy
function defines a series of isocontours on the system state
space. These isocontours can then be used as a classifier
through the value associated with the isocontour. Energy
methods have traditionally been used in the stability analysis
of dynamic systems, where approaching or not approaching
the isocontour defining minimum system energy indicates
properties about the system stability. These methods have
recently provided a means to mathematically formulate an
expression of safety through the definition of a “safety” func-
tion operating over the state space. Energy function based
safe control methods have been described in many previous
works, often taking a variety names such as a safety index,
potential function, value function, barrier function, and most
commonly: Lyapunov function. These approaches have all
been unified under a common benchmark [8], thus reflecting
an equivalency in the objective of such methods. Control
synthesis methods based on energy functions are as varied
as the names described earlier, but all take a system model
and exploit the model dynamics to provide a guarantee on
set invariance: for all future time steps, a system’s state can
only evolve in a designer-specified safe set. This guaranteed
set invariance is then used to provide guarantees about a
system’s abilities to avoid the unsafe set, which is a set of
states that the designer does not want the system to enter, or
is the complement to the safe set mentioned in the previous
sentence. One drawback to these methods is that the methods
are not easily extendable to systems with model uncertainty
and consequently the guaranteed set invariance that these
method claim may not hold. There is an inherent disconnect
between systems with model uncertainty and the majority of
safety-assurance methods available to designers.
However, this disconnect has motivated recent work to
extend energy function based safe control to systems with
varying levels of uncertainty. As human robot interaction
often contains variable levels of uncertainty about a human
decision, one recently developed approach considers distur-
bances and uncertainties in f(x) in (1) [9]. Another approach
to address parametric uncertainty is through Adaptive Con-
trol Barrier Functions [10], an energy function based safe
control strategy which provides set invariance guarantees for
parameter-affine systems with unknown-parameters.
The authors of this paper present an online adaptive
approach to ensure system safety via a low-level auxiliary
safety controller which leverages the principles of energy-
based safety functions through the use of a modified safety
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(a) X(φ0)
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(b) X(φ)
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(c) X(φ+ φα)
Fig. 1: The relation between X(φ0), X(φ) and X(φ+ φα).
index. Augmenting the safety index with information about
the parameter uncertainty allows the designer to build a
safety index which penalizes the uncertainty in the pa-
rameters. While this method is admittedly conservative in
approach, for a given normally-distributed characterization
of the unknown system parameters, this approach provides
a stochastic safety-guarantee that minimizes the probability
of escaping from the safe set.
Claimed contributions of this work include extending
concepts of energy function based safe control to systems
that include parametric uncertainty in the dynamic model
which propagates into both defining functions of the system
dynamics (f(x) and g(x) in (1)). The concept of a Composite
Safety Index is developed and then applied to two different
systems with unknown inertial parameters in order to show
that an auxiliary safety controller can be developed to guar-
antee safe control for a system with parametric uncertainty.
The remainder of this paper is organized as follows:
in Section II, a mathematical description of the adaptive
safe control problem is given. Section III introduces a safe
adaptive control law built on a newly proposed concept of a
Composite Safety Index. Sections IV and V apply the method
described in Section III to develop safety controllers for a
spring-mass-damper and a two link robotic manipulator. The
paper concludes with a discussion of the proposed method’s
limitations and future work.
II. PROBLEM DESCRIPTION
In this section, we provide a mathematical description of
energy function based safe control and of a dynamical system
with parametric uncertainty.
A. System Model and Safety Index
Consider a state space, X ∈ Rn, a control-input space,
U ∈ Rm, and a control-affine dynamic system, given by:
x˙ = f(x) + g(x)u. (1)
The system needs to satisfy a state safety constraint, namely
that the system state remains in a specific set: XS ⊂ X ,
called the safe set. The safe set is conventionally defined such
that XS is a 0-sublevel set of a continuously differentiable
function φ0 : X → R, where φ0(x) is known as the initial
safety index [7], [11]. The initial safety index maps the subset
of “unsafe” states in the state space to positive real values
and “safe” states to zero or negative real values. The form
of the initial safety index is an energy function defined over
the state space, where the initial safety index serves as a
tool to indicate the designer’s intended description of safety
and thus builds a mathematical description and delineation
between a system’s state being “safe” or “unsafe”. If a
control law is selected such that the closed-loop system
dynamics always satisfy the following conditions, the safe
set is forward invariant and globally attractive:
φ˙0(x) ≤ −η, ∀ x ∈ {x : φ0(x) ≥ 0}, (2)
for some η > 0. We say the system is safe if the safe set is
forward invariant and globally attractive. This means that any
system that starts at a state within the safe set will remain
within the safe set, and any state which starts outside the
safe set will be drawn towards the safe set due to the sign
condition on φ˙0.
However, the above conditions may not be physically
realizable if the control input u cannot directly affect φ˙0,
mathematically stated as: ∂φ˙0∂u = 0. Therefore, to realize safe
control, the designer must select a safety index, φ : X →
R, which is not necessarily the same as the initial safety
index [7], [11], and whose time derivative can be directly
influenced by the control. The intuitive reasoning behind
the necessity of this statement is that should the control not
be able to directly affect the safety index, then the control
system would be incapable of transitioning to a safe state
through its own control action, thus yielding it incapable of
moving across the isocontours defined by the safety index.
In order to ensure the forward invariance of the safe set, the
following conditions must also be directly enforced:
φ˙(x) ≤ −η,∀ x ∈ {x : φ(x) ≥ 0}. (3)
In the following discussion, denote the 0-sublevel set of φ
as L(φ) := {x : φ(x) ≤ 0}. Define X(φ) as the reachable
set of system states that starts from XS ∩ L(φ) and evolves
under the constraint (3). X(φ) is called the reachable set
under φ. By definition, X(φ) ⊆ L(φ). The relationship
between X(φ0), X(φ) and X(φ + φα) is illustrated in
Fig. 1. Figure 1(c) and φα will be discussed in Section III.
Figure 1(a) illustrates the safe set, XS = X(φ0). The red
color of the surface indicates that the set is not constrained
in that direction. Figure 1(b) depicts the reachable set under
some general safety index which obeys the applicability
conditions discussed in Definition 1. The difference between
Fig. 1(a) and Fig. 1(b) is a reflection of the constraint
described in (3).
Definition 1 (Safety Index Applicability Conditions): The
safety index, φ, should be designed as a smooth function
such that:
• the control input can influence its time derivative, i.e.,
∂φ˙
∂u 6= 0.
• the reachable set under φ is a subset of the safe set,
mathematically: X(φ) ⊆ XS .
The conditions listed above describe the required similarity
and controllability conditions on the design of a safety
index. These conditions describe how the designed safety
index is to evolve on the same space as the initial safety
index (similarity), while ensuring that system can influence
its position on the manifold defined by the safety index
(controllability). If these applicability conditions hold, then
we can ensure the safety of the dynamic system, (1), by
choosing a control law that satisfies (3) [7], [11].
B. Uncertainty and Adaptive Control
Consider a modification to (1), where both f(x) and g(x)
are now also dependent on an unknown bounded parameter
ξ ∈ Rp, an element of parameter space P , the system esti-
mate of which is ξˆ, and the true value of the parameter is ξ∗.
Furthermore, consider that the initial parameter estimate and
the true parameter value are contained within the parameter
bounds, ξ0, ξ
∗ ∈ [ξ, ξ¯]. Rewriting (1) to include this new
parameter, the dynamic system equation becomes:
x˙ = f(x, ξ) + g(x, ξ)u. (4)
One method to control such a system leverages controllers
that update estimates of the unknown parameters of the
system. These are described as adaptive control laws, and
a mathematical description is lifted from [10], which states
these controllers can take the form:
u = k(x, ξˆ), (5a)
˙ˆ
ξ = Γ β(x, ξˆ), (5b)
where k : X ×P → Rm is the control law, β : X ×P → Rp
is the adaptation law, and Γ ∈ Rp×p is the adaptation gain.
This allows for the construction of an expanded state space:[
x˙
˙ˆ
ξ
]
=
[
f(x, ξ) + g(x, ξ)k(x, ξˆ)
Γ β(x, ξˆ)
]
. (6)
C. Challenges in Safe Adaptive Control
From the formulation of the safe control problem in Sec-
tion II.A, it is apparent that the formulation does not account
for parametric uncertainty. In order to extend the ideas of
safe control to an adaptive system, we need to develop a
new safety index that accounts for the unknown parameters
yet does not change the underlying safety criterion. In other
words, Xs must remain the same. Thus to highlight this fact,
we explicitly state that dependence with a new safety index
we denote as φAC(x, ξˆ) : X × P → R. This safety index is
dependent on the estimate of the true parameter because the
true parameter is not available to evaluate the expression. If
φAC is designed to satisfy the conditions in Def. 1, then the
underlying safety criterion is not changed and the adaptive
system is safe under an adaptive control law (5a) and (5b)
that satisfies the following condition:
φ˙AC(x, ξˆ) ≤ −η,∀ (x, ξˆ) ∈ {(x, ξˆ) : φAC(x, ξˆ) ≥ 0}. (7)
Equation (7) is a straight one-to-one translation from (3).
Nonetheless, it is important to notice that the time derivative
of the safety index also depends on the adaptation law:
φ˙AC(x, ξˆ) = ∇xφTAC(x, ξˆ)x˙ +∇ξφTAC(x, ξˆ) ˙ˆξ, (8a)
= ∇xφTAC(x, ξˆ)(f(x, ξ) + g(x, ξ)u)
+∇ξφTAC(x, ξˆ) ˙ˆξ,
(8b)
= LfφAC + LgφACu +∇ξφTAC(x, ξˆ) ˙ˆξ, (8c)
where LfφAC := ∇xφTAC(x, ξˆ)f(x, ξ) and LgφAC :=
∇xφTAC(x, ξˆ)g(x, ξ) are Lie derivatives. This distinction is
important as we see from the expansion of the safety index
(inspired by [8]).
To design a safe adaptive law, we need to address the
following problems:
1) design the safety index φAC that satisfies the applica-
bility conditions (to be discussed in III-B);
2) design the resulting adaptive control law that satisfies
(7) (to be discussed in III-A, III-C).
III. METHODOLOGY
We first describe the safety controller formulation, then
the design of the Composite Safety Index, and conclude with
comments about evaluating the controller parameters.
A. Safe Adaptive Control Law
In order to leverage the performance advantages of an
adaptive controller, as well as the safety guarantees arising
from the use of an energy function based safety controller,
we propose a safe adaptive control algorithm based on the
ideas of sliding-mode control. In this algorithm, the auxiliary
safety controller only influences the system when the system
is about to violate the safety criterion. In particular, this
method is motivated by Gracia [12], which also uses sliding-
mode algorithms for safe control. This controller takes the
form:
usafe =
{
k(x, ξˆ)− cLgφTAC if φAC(x, ξˆ) ≥ 0
k(x, ξˆ) otherwise.
(9)
However, as this formulation revolves around being able
to calculate the true direction of the Lie derivative of the
control, which is dependent on a set of unknown parameters,
we must modify this approach to utilize the estimate of that
direction:
usafe =
{
k(x, ξˆ)− cL̂gφAC
T
if φAC(x, ξˆ) ≥ 0
k(x, ξˆ) otherwise,
(10)
where the constant c is selected such that (7) is satisfied.
The term, k(x, ξˆ), serves as the controller when the safety
constraints are not at risk of being violated, and in this
work is assumed to be an adaptive controller whose stability
properties are verified independently of the safety controller.
Fig. 2 shows the control architecture described above. Note
that ξfilter describes a filter that forces the parameter to
remain in a provided set of bounds. This filter is implemented
when a parameter’s estimated value reaches the bounds,
[ξ, ξ¯], at which point the updates to the parameter only
resume when the change of the parameter forces it to the
interior of parameter value range, in effect dropping data
points forcing the parameter to leave the bounded range. The
implication of stopping the update is the designer trusts the
given range of the parameter over the updated parameter
estimates. The variable Xdesired describes commanded po-
sition, velocity, and acceleration from a motion planner. The
time delay speaks to the discrete-time implementation of the
controller, where the estimated parameters take until the next
time step to influence the control.
Controller Auxiliary Safety ControllerΣ Plant
Parameter Estimator with Delay Band-pass Filter
u usafe
X
+
-�Xdesired s
�ξ
�ξfilter
Fig. 2: The block diagram of the safe adaptive controller.
B. Composite Safety Index Design
As described in Section II, an initial safety index φ0 :
X → R, is a function operating on the system state space
such that φ0(x) ≤ 0 if and only if the state, x ∈ XS . As the
mathematical requirements to form an initial safety index are
loose, this function is quite general and can be formulated by
a designer to encode different state-based safety constraints
[7]. The challenge in forming an initial safety index is often
in selecting a function with a physical meaning that matches
the designer’s intended safety criterion: how to describe
the boundary between a safe and unsafe system state. This
challenge can be viewed as a similar problem to selecting
an energy function in stability analysis. As such, energy
functions which intuitively describe a certain type of safety
criterion are often reused between different systems with
similar safety criteria [11]. Taking notation from Liu and
Tomizuka [11], a common initial safety index for a system
describes the state of being unsafe as a measure of the
relative distance to an obstacle. Mathematically, this may
be encoded as:
φ0 = dmin − d(t) ≤ 0, (11)
where the variable d(t) is the closest distance to the closest
obstacle at time t and dmin is the threshold offset distance
that a system must maintain from the obstacles around it. In
order to satisfy the second condition of Def. 1, and encourage
conservative behavior at the edge of the threshold, a safety
index corresponding to (11) is often selected as:
φ∗n = d
2
min − d(t)2 − k1d˙(t), (12)
where d˙(t) is the relative speed moving away from the
obstacle and k1 is a hyperparameter weighting the impact of
the velocity term on the value of the index. As none of the
terms in either safety index includes information about the
parametric uncertainty, we extend the safety index, (12), by
an additive term φα that evaluates parameter estimation error.
However, φα may not be arbitrarily selected as the new safety
index with the additive term must continue to satisfy the
applicability conditions as to still enforce the original safety
criterion. As φ already satisfies the applicability conditions,
we need to show that:
X(φ+ φα) ⊆ XS , (13)
The condition is proved in Theorem 1:
Theorem 1 (Composite Safety Index): X(φ + φα) ⊆ XS
if X(φ) ⊂ XS and φα is a smooth function in time that is
positive semi-definite.
Proof: Note that X(φ + φα) ⊆ L(φ + φα). Suppose
that X(φ + φα) 6⊂ XS , then there exists a time t1 that the
system is on the boundary of the safe set and will enter into
the unsafe set. This corresponds to the following conditions:
φ(x(t1)) + φα(t1) ≤ 0, φ0(x(t1)) = 0, φ˙0(x(t1)) > 0. (14)
Since φα is positive semi-definite, (14) implies that
φ(x(t1)) ≤ 0. The condition X(φ) ⊂ XS implies that when
φ0(x(t1)) = 0 and φ(x(t1)) ≤ 0, the system trajectory under
the condition (3) should always ensure that φ˙0(x(t1)) ≤ 0.
Since the condition (3) only concerns the case that φ ≥ 0,
then to ensure X(φ) ⊂ XS , either of the following conditions
should hold:{
φ0(x(t1)) = 0 =⇒ φ˙0(x(t1)) ≤ 0
φ(x(t1)) < 0,
(15)

φ0(x(t1)) = 0
=⇒ φ˙0(x(t1)) ≤ 0φ(x(t1)) = 0
φ˙(x(t1)) ≤ −η.
(16)
When φ(x(t1)) < 0, according to (15), φ˙0(x(t1)) ≤ 0,
which contradicts with (14).
When φ(x(t1)) = 0, then the positive semi-definiteness of
φα and φ(x(t1)) + φα(t1) ≤ 0 imply φα(t1) = φ(x(t1)) +
φα(t1) = 0. The condition in (3) is triggered for the
combined safety index φ+φα where φ˙(x(t1))+φ˙α(t1) ≤ −η.
Since φα is a smooth positive function on time, φα(t1) = 0
implies that φ˙α(t1) ≥ 0. Hence φ˙(x(t1)) ≤ −η. According
to (16), φ˙0(x(t1)) ≤ 0, which contradicts with (14).
Therefore both of these cases violate the above assumption
and the statement is true.
Figure 1(c) describes how the composite safety index
affects the reachable set when φα is linearly combined with
the safety index φ.
We introduce the parametric uncertainty information into
the safety index by considering the square of the difference
between the expected parameter value and the estimated
parameter value. This term is positive definite and meets
the requirements given in Theorem 1. With the additional
parameter uncertainty term, our system safety index, now a
Composite Safety Index, is now:
φAC = d
2
min − d(t)2 − k1d˙(t) + kξ(δξT Σ δξ), (17)
where (δξT Σ δξ) represents a weighted parameter covari-
ance matrix, δξ = ξ1 − ξˆi is the difference between the
expected value of ξ and the estimate of ξ, and gain kξ is a
hyperparameter similar to k1.
The covariance term in (17) solely penalizes uncertainty
in the parameters, thus generating a conservative system
behavior for high deviance from the expected value of the
parameter. Should the system parameters match the expected
parameter values, then the safety index defined in (17)
collapses back into the safety index described in (12). By
using the provided normal distribution for the parameter, the
added term to the safety index defines a compact set in the
0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
Distance from Object (DfO)
Sa
fe
ty
In
de
x
Sc
or
e
Perfect Parameter Knowledge
0
1
2 −2 0
2
−2
−1
0
DfO
DfMP
Sa
fe
ty
In
de
x
Sc
or
e
No penalty on Parameter Variation
0
1
2 −2 0
2
−2
0
2
DfO
DfMP
Sa
fe
ty
In
de
x
Sc
or
e
Quadratic Penalty on Parameter Variation
Fig. 3: An example Composite Safety Index with an added axis measuring the Distance from Mean Parameter (DfMP).
parameter space. Thus, the approach may leverage the 3σ
bound on the parameter to ensure that the parameter remains
within the high probability range of the chance constraint.
Mathematically, this constraint may be specified as:
Prob(ξ ≤ ξ ≤ ξ¯) > ζ (18)
where ζ is a given confidence level. The composite safety
index uses this new constraint derived from the chance
constraint to shrink the reachable set of the system. An
example of how the reachable set changes under a quadratic
penalty on the parameter uncertainty can be seen in Fig. 3.
An initial safety index is described using the left-most plot.
Extending this space to consider the uncertain parameters
in the center plot, the value of the safety index does not
change as no penalty is applied for parameter variation from
the mean. In the right-most plot, a quadratic penalty is
applied to parameter variation, thus shrinking the reachable
set. The green dots describe the safety index value when the
estimated parameters are equal to the mean parameters, the
green plane is the zero-sublevel set, and the azure plane is
the corresponding reachable set.
C. Evaluating Controller Parameters
Although Theorem 1 provides a way to define a safety
index that considers parametric uncertainty, we must still
find the controller parameters which satisfy (3) or (7). For
φAC(x, ξˆ) ≥ 0, substituting our switching controller (10) in
(8), we find:
φ˙AC(x, ξˆ) = LfφAC − cLgφACL̂gφAC
T
+
LgφACk(x, ξˆ) +∇ξφTAC(x, ξˆ) ˙ˆξ.
(19)
This expression can be made negative definite by requiring
that LgφACL̂gφAC
T
> 0 and appropriately selecting the
controller parameter c. Taking (19), we find that the value
of c must adhere to:
c >
max(LfφAC + LgφACk(x, ξˆ) +∇ξφTAC(x, ξˆ) ˙ˆξ)
min(LgφACL̂gφAC
T
)
,
(20)
in order to meet the sufficient condition in (7). In (20), the
numerator is the time derivative of the composite safety index
under the adaptive control law. The value of c is dependent on
the true parameters of the dynamical system, but the designer
only knows the expected value and the upper and lower
bounds of the system parameters. Thus, to calculate the terms
of (20), we need to either find the true value of the parameters
of the system or develop a heuristic estimation technique.
As the nominal operation of the system is not guaranteed to
have the necessary persistency of excitation required to find
the true parameters of the system, the importance of which
is discussed in [13], a heuristic technique is required. As
the underlying Lyapunov function is bounded and smooth
and the difference between the Lyapunov function and the
composite safety index is bounded, as the system explores
on a compact set of the state and parameter space the
numerator is also bounded. Due to the bounded nature of
the numerator, it becomes our primary goal to accurately
estimate the denominator of (20). The system dynamics
factor into whether or not the controller hyperparameters,
(19), may be directly estimated using the bounds of the
system parameters. Should the system dynamics be able to be
reformulated as to have a linear dependence on the unknown
parameter vector, (see [14], Section IV, and Section V), the
bounds on the true parameters of the system can translate
through the system dynamics and provide guidelines for
selecting the controller hyperparameters. For the results in
Section V, this determines the direction of L̂gφAC.
IV. SAFE ADAPTATION FOR LINEAR SYSTEM
We first show how the approach works on a well-known
system with linear dynamics.
A. Problem Formulation
Consider the following continuous time linear system
x˙ = Ax + Bu, (21)
where x ∈ Rn is the state, u ∈ Rm is the input, and the
matrices A ∈ Rn×n and B ∈ Rn×m are the dynamics and the
input matrix, respectively. Consider a spring-mass-damper
system that is constrained to move in the horizontal plane
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Fig. 4: Example spring-mass-damper system.
with known damping, c ∈ R, and spring constants, k ∈ R,
but with an unknown total system mass and no friction,
as shown in Fig. 4. In Fig. 4, we represent the controlled
system as a black square with a uniform mass density and
the obstacles to avoid as red squares. While we do not know
the total system mass, we assume that we have a statistical
description of the uncertainty, namely that we assume the
mass follows a normal distribution, m ∼ N (µm,M), which
we take the mean, µm, to be our initial estimate of the system
mass, and use the system covariance to bound the estimated
value of the mass. This is done by stopping the update to
the system parameters should they reach the 3σ bound, and
then resuming the update when the corresponding parameter
update suggests a parameter value inside of the parameter’s
3σ bounds. The state space model of the system can be
expressed as: [
x˙
x¨
]
=
[
0 1
−k
mˆ
−c
mˆ
] [
x
x˙
]
+
[
0
1
mˆ
]
u. (22)
The goal of the controller is to drive the system’s center
of mass, in-the-face of the mass uncertainty, to a series of
goal positions without striking the obstacles that confine the
environment. As shown in Fig. 4, these obstacles are flat
boundaries with faces at x = 0.5 and x = 11 meters.
Thus, in the configuration space, a positional constraint
exists on the center of mass position that corresponds to the
system’s edges striking the obstacles. Note, we assume all
goal positions are feasible, meaning that in the generation of
the goal points the system’s thickness is accounted for.
B. Controller Design
The regulation controller was designed through the use of
sliding-mode control, extensively described in [1], [14], in
order to drive the steady state position and velocity tracking
errors to zero. In order to drive the state position error to
zero, we restrict it to lie on a sliding surface:
s = ˙˜xt + λx˜t = 0, (23)
where the values ˙˜x = x˙−x˙r and x˙r is the goal state velocity.
The term x˜ is defined in a likewise fashion. For this example,
all of the goal state velocities are set to zero, while the goal
state positions are randomly generated. Beginning with a
candidate Lyapunov function:
V (t) =
1
2
s2 +
1
2
Γξ˜2, (24)
where ξ = 1mˆ , ξ˜ = ξˆ−ξ is the parameter estimation error, and
Γ is a strictly positive scalar value, taking the time derivative,
it may be shown that:
V˙ (t) = −kds2 ≤ 0, (25)
where kd is a strictly positive scalar controller gain. In order
to arrive at this result, and noting that the dynamics and the
input matrix are linear in the unknown parameter, ξ, we can
select a parameter adaptation law:
ξ˙ = − 1
Γ
Ψs, (26)
where Ψ is a linear parameterization of the difference be-
tween the dynamics of the system model with the estimated
parameters and with the unknown true parameters:
Ψ =
−k
mˆ
x− c
mˆ
x˙− (−k
m
x− c
mˆ
x˙)
= (−kx− cx˙)ξ˜.
(27)
This feedback law, when combined with the state update
equation (23), allows us to form the extended state space
dynamics (6) as in Section II. From here, we form the
Control Law, where x¨r = −λ ˙˜x:
u(t) = x¨r +
k
mˆ
x+
c
mˆ
x˙− kds. (28)
C. Safety Control, Index, and Results
The safety index that was selected for this problem is
the same as described in Section III, specifically (17). The
reason why this safety index was selected was due to the fact
that the system has parametric uncertainty while needing to
avoid stationary obstacles. The values of the hyperparameters
defined in the safety index are: kξ = 0.1, dmin = 0.5, and
k1 = 0.1. The width of the box is given as 0.5 meters.
As described in Section III, we then define our auxiliary
safety controller to take action when the zero-level set is
breached. Taking the Lie Derivative, we find that the form
of this sliding-mode controller is:
usafe =
d(t)
‖d(t)‖2
1
mˆ
c, (29)
where we select c as an extremely high value. In this
simulation, c = 400, kd = 200, and m ∼ N (10, 1).
After simulating the system, we look for violations of
the zero-level set in order to determine the efficacy of the
method. Should the system continuously evolve over the
zero-level set, the safety controller has failed to observe
the safety index. This addition is made due to the fact that
the implementation of the simulation is as a Forward-Euler
approximated discrete-time system, thus the discretization
of time may cause a one time step delay. Figure 5 reports
the total value of the Composite Safety Index, in blue, for
the ten simulated data points, as well as the values of the
three terms making up the expression: d2min − d(t)2 in red,
−k1d˙(t) in yellow, and kξ(δξT Σ δξ) in purple, as the
ordinate. Over the course of the ten-point trajectory, a single
safety violation occurs, but not smoothly, which causes the
auxiliary safety controller to modify the control input at the
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Fig. 5: Spring-mass-damper system safety index evolution.
next step, decreasing the value of the composite safety index
below zero. Notice that the component corresponding to the
parametric uncertainty, the purple line, remains positive over
the course of the trajectory. As the value of the composite
safety index never transitions across the abscissa smoothly,
we assert the efficacy of the proposed method.
V. SAFE ADAPTATION FOR ROBOTIC ARM
To apply the method to a more complicated system, we
consider the task of designing a safety controller for a
two-link robotic manipulator carrying a payload. Parametric
uncertainty enters into the system model through the un-
certainty in the payload or robotic model parameters. This
problem has been widely considered in literature from both
the separate viewpoints of adaptive control [1], [14], [15] and
energy function based safe control [7], [11]. In both [14],
[16], it is noted that by selecting appropriate payload and
arm parameters, ξ1, ξ2 and ξ3 below, the system dynamics
may be made linearly dependent in the unknown parameters:[
ξ1 + 2ξ2 cos(θ2) ξ3 + ξ2 cos(θ2)
ξ3 + ξ2 cos(θ2) ξ3
] [
θ¨1
θ¨2
]
+[
ξ2(−2 sin(θ2)θ˙1θ˙2 − sin(θ2)(θ˙2)2
ξ2 sin(θ2)(θ˙1)
]
=
[
τ1
τ2
]
,
(30)
where θ1, θ2 are the positions of the joints, θ˙1, θ˙2 are the
joint velocities, θ¨1, θ¨2 are the joint accelerations, and τ1, τ2
are the torques applied at joint 1 and joint 2, respectively.
In this problem, the goal is to drive the position of the
robot end effector from a specified start point to a desired
goal while observing a safety criterion of the form (17). In
order to synthesize a controller, we need to estimate the
direction of the Lie derivative of the control, LgφAC and
the hyperparameter c from (19). Consider the Lie derivative
of the control for the case of a two link manipulator, which
we generalize to a standard form:
LgφAC =
[∆x,∆y]
d(t)
JMM−1 =
[
a1 a2
]
M−1, (31)
where the vector [∆x,∆y] represents the relative position be-
tween the closest point on the obstacle and the manipulator,
Jm is the Jacobian at the closest point on the manipulator,
and M−1 is the inverse of the manipulator inertia matrix. The
idea behind the estimation technique arises from estimating
when the dot product between our estimated Lie derivative
direction L̂gφAC and the true Lie derivative direction vector
is greater than zero. This is described by the expression:
LgφAC · L̂gφAC
T
> 0, (32)
which describes that the vectors remain strictly in the same
half plane. By constraining the joint space of the robot
and enforcing the symmetric positive definite structure of
the true inertia matrix, we can define constraints on the
robot operation and the parameter variance in order to
approximate L̂gφAC to the correct half plane. Considering
(19), we estimate the max value the numerator by simulating
the system with a initial large value of c to find bounds
on the nominal system and commanded states. By assuming
stochastic characterization of the parameters and repeating
the simulation, the designer can then hand tune smaller
values of c that allow the controller to satisfy (7).
Using the controller defined in [14] as the underlying
adaptive controller and selecting an appropriate value for the
constant in (10), we run a simulation of a two-link serial
robotic manipulator that travels along a desired trajectory.
The parameters chosen for the simulation are: k1 = 0.02,
kξ = 0.0075, dmin = 0.15. The abscissa and ordinate in
Fig. 6(a), Fig. 6(b), and Fig. 6(c) show the workspace of the
robot and are given in meters. The abscissa in Fig. 6(d) and
Fig. 6(e) are the time of the simulation given in seconds.
Whenever the system was about to violate the safety
criterion, the safety control commanded an extremely con-
servative action to force the system away from the unsafe
set. The large changes in the values of the safety index
correspond to whenever the safety controller influenced the
system. Just as in Section IV, occasionally the safety index
would obtain a positive value that would be decreased in the
next time step. As the original path, plotted in black, violated
the motion planning safety constraints, a higher level planner
re-planned the trajectory to the set of blue points in Fig. 6,
which were then fit with fifth-order polynomials to enforce
the commanded acceleration and velocity at each point to
go to zero. The safety index evaluated along the trajectory
is presented in Fig. 6(d), Fig. 6(e). Just as in Section IV, the
safety index does not smoothly transition above the abscissa
thus verifying the method’s deployment for this case.
Notice the chattering effect when the safety controller
is initiated, which is also discussed in [12]. Note that the
system is at risk of falling into controller deadlock should the
safety controller and underlying controller have contradictory
objectives. In this work, a good trajectory plan, a plan that
allows the controller to deviate in a direction that will lower
the safety index value, such as the interior of the workspace
in the example provided in this section, ensures such a case
does not exist for this specific trajectory.
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Fig. 6: A robotic arm trajectory in the simulation environment and corresponding safety index values.
VI. CONCLUSIONS AND LIMITATIONS
In this paper, we presented a method to design a safe
controller for systems with parametric uncertainty in the
system model. This approach expands the definition of the
safety index in order to support the implementation of a
sliding-mode algorithm which, under the given assumptions,
renders the system safe. It should be noted, however, that
the given assumptions, specifically in the control synthesis
problem, need to be explored and loosened in future works.
The authors recognize that the following tasks must be com-
pleted before certifying the quality of being provably safe.
First, evaluating and proving control system stability in the
presence of the auxiliary safety controller, and specifically
how to mitigate controller deadlock. Next, a better method
for estimating the terms in (19) must be developed to mini-
mize the conservative nature of the controller. Additionally,
for the realization of the controller on a real robotic system,
implementing a discrete-time implementation and including
joint actuator limits will be critical to enforcing the forward
invariance of the safe set. The files to recreate the results
may be found at: https://github.com/intelligent-control-lab.
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