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Abstract 
The set psns*X of all pseudonearstandard points and its relationship to topological concepts 
will be systemically investigated. For example we obtain nonstandard characterizations for the 
property that the realcompactification U(X) is locally compact or a bi-k-space. The study of the 
equation psns* (X x Y) = psns*X x psns*Y is equivalent to the question whether the extension 
of the identity map id:X x Y + w(X) x u(Y) to the space v(X x Y) is a biquotient map 
and sufficient conditions are proved. Moreover we show that this question is not equivalent o 
the validity of the equation v(X x Y) = w(X) x V(Y) under the assumption of the existence 
of a measurable cardinal. If u(X) and V(Y) are bi-k-spaces both equations are equivalent o the 
property that the product of two bounded subsets is bounded. 
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0. Introduction 
Realcompact spaces were introduced by E. Hewitt in 1948 and they play an important 
role for the investigation of the algebra C(X) of all continuous real-valued functions on a 
topological space X. One aim of this paper is to give a systematic study of the relationship 
of topological properties of the realcompactification w(X) and some nonstandard notions. 
Crucial for the discussion is the set of all pseudonearstandard points defined by 
psns*X := {z E *X: *f(z) E ns*W for all f : X + Iw continuous}, (1) 
which was already introduced in [43]. It is easy to see that psns*X always contains 
the set of all nearstandard points which will be denoted by ns*X (for definition see 
below). Similarly to the well-known nonstandard characterization of compactness by the 
equality ns*X = *X the equation psns*X = *X means that X is pseudocompact, i.e., 
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that every continuous real-valued function is bounded. More generally, a subset B of 
a topological space X is called bounded if f(B) . 1s a bounded subset of R for every 
continuous function f : X + R. Define 
bd*X := U *B (2) 
B C X bounded 
as the set of all bounded points. It is easy to see that B is bounded iff *B c bd*X iff 
*B C psns*X. It will be proved that w(X) is locally compact iff psns*X = bd*X. 
Moreover we give nonstandard descriptions of so-called p-spaces and locally bounded 
spaces. 
Our main motivation for this work was the question of validity of the equation 
psns*(X x Y) = psns*X x psns*Y. @s> 
This problem is motivated by the following analogous equation for the functor v 
(where v(X) is the realcompactification of X) which was discussed by several authors, 
see, e.g., [2,5,16,21,27,32,41]: 
7J(X x Y) = V(X) x V(Y). (v) 
It is easy to see that (v) always implies (ps). But under the assumption of the existence 
of a measurable cardinal we show that the converse is not true. Indeed, the condition 
(ps) is equivalent to the condition that the extension id” : v(X x Y) --+ u(X) x w(Y) 
of the identity map id : X x Y -+ w(X) x w(Y) is a biquotient map (for definition see 
Section 8). Moreover the condition (ps) is satisfied if either X is locally compact and 
realcompact or w(X) is locally compact and Y is a kn-space. 
The paper is divided in nine sections. In the first section we give a short nonstandard 
introduction to the theory of realcompact spaces. The main result of Section 2 states that 
psns*X x bd*Y c psns*(X x Y) holds provided that X is a kn-space. Hence equality 
(ps) holds if X is a kn-space and w(Y) is locally compact. Another consequence is 
the well-known fact that the product of two pseudocompact spaces is pseudocompact 
provided that one factor is a kn-space. 
Then we investigate the question for which classes of topological spaces the equation 
(ps) is equivalent to (w). As a preparation Section 3 is devoted to a nonstandard condition 
for the extendibility of a continuous functions f : X x Y + W to a domain 2 x Y. In 
Section 4 a survey is given about well-known sufficient conditions for the validity of 
equation (w). 
Section 5 deals with a certain subset of psns*X which turns out to be of special 
importance: 
co 
bbd*X := 
i 
z E *X: 3A, c X (n E W) such that z E n *A, c psns*X . (3) 
n=l 1 
It is clear that bd*X c bbd*X c psns*X. It is shown that the important equality 
bbd*X = psns*X holds iff w(X) is a so-called bi-k-space. 
In Section 6 it is proved that (ps) is not equivalent to (w) provided that there exists 
a measurable cardinal. The main result of the next section states that for the class of 
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all bi-k-spaces the equation (ps) is indeed equivalent to (IJ). The proof is based on the 
important Theorem 7.1. 
Section 8 contains a standard characterization of the equality * f(ns*X) = ns*Y for 
a continuous map f :X + Y. It is proved that this is equivalent to the property that 
f is a biquotient map. As a consequence we obtain a standard characterization for the 
validity of equation (ps). Section 9 gives some more detailed results concerning Sbd’X. 
For example we show that the inclusion 6bd’X c ns*X holds for all h-spaces and the 
equality ns*X = 6bd*X holds for all metric spaces. Furthermore a characterization of 
the equation bd*X = 6bd*X is given. 
Throughout, we use the techniques of nonstandard analysis. Nonstandard analysis, as 
developed by A. Robinson and W.A.J. Luxemburg, is usually formulated in the framework 
of superstructures. Starting with a ground set X one defines PO(X) := X and inductively 
P,+t (X) := P,(X) U P(Pn(X)) where P(Y) denotes the power set of Y. Then 
Pw(X) := u P,(X) 
nEN 
is called the superstructure of the set X. Nonstandard analysis can be formulated in an 
axiomatic way avoiding a specific construction of a nonstandard model. In this framework 
it is assumed that there exists an extension *X of the set X and a mapping 
* : Pw(X) --) Pw('X) 
which obeys two principles, the first of them being the transfer principle: for every 
Al,... , A, E P,(X) and every bounded quantifier statement cP(zr , . . . , 2,) the state- 
ment @(AI,. . . , A,) holds if and only if @(*AI,. . . , *A,) holds. Moreover an object 
A E Pw (*X) is called internal if A E *B for some B E Pw (X). The second principle is 
rc-saturation where K. is a given cardinal: if (Ai)iEl is a collection of internal sets having 
the finite intersection property and if the index set I has a cardinality less than K then 
n,,, Ai # 8. Note that IC can be chosen in advance, and for simplicity we shall always 
require that K 2 IP, (X) I. W e use the saturation property frequently in the following 
form: If (Ai)iEl and (Bj)jE~ are families of internal sets and the cardinalities of I and 
J are less than K then 
n&c u Bj H Ai, n . . . nAi,, C Bj, U...U Bjm (9 
iCI jEJ 
for some it, . ..,i, E 1 andjr ,..., j, E J. 
Let *X be a nonstandard model of the topological space (X, r). Fundamental in 
nonstandard topology is the notion of the monad of a point x E X which is by definition 
the set m(z) := &,Er,zEr, ‘U. Instead of y E m(x) we use the more intuitive notion 
y 25 Z. The set 
ns*X := u m(x) 
XEX 
is called the set of aEl nearstandard points. Recall that 
cpt*x := U ‘K 
KcX compact 
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is the set of all compact points. It is well known that ns*X = cpt*X holds iff X is 
locally compact, i.e., that every point has a compact neighborhood. A subset A of a 
topological space is relatively compact if the closure 2 is compact. Frequently we use 
the fact that a subset A of a regular space X is relatively compact iff *A c ns*X. If 
(X, Q-) is a Hausdorff space the standard part stx(x) of an element z E ns*X is the 
unique element ~0 E X with 2 M 20. We call stx : ns*X + X the standard part map. 
If F is a filter on a set X we call m(F) := nFEF *F the monad of F. Note that m(z) 
is just the monad of the neighborhood filter of 5. As usual, “X denotes the copy of X 
in the nonstandard model, or more precisely “X := {*z z E X}. By *RI, we denote 
the set *N \ “M of all infinitely large natural numbers. 
The space of all continuous Y-valued functions is denoted by C(X, Y) and for Y = R 
we simply write C(X). A zero-set 2 in a topological space X is a set of the form 
f-‘((0)) with f E C(X). A set U i s a cozero-set if the complement UC is a zero-set. 
A topological space X is called a &-space (with respect to the topological space Y), if 
the following property is satisfied: if f : X -+ Y is continuous on all compact sets then 
f is continuous, A topological space is a k-space if it is a Icy-space for every topological 
space Y. Every metric space and every locally compact space is a k-space. For undefined 
topological notions we refer to [46]. 
1. Elementary results 
A Tychonoff space (X, r) is called realcompact if X can be embedded as a closed 
subset of the product space R’ for an appropriate index set I. From [43] we quote the 
following result: 
Theorem 1.1. A Tychonoff space is realcompact iff psns*X = ns*X. 
It is a well-known fact that the Stone2ech compactification p(X) of a Tychonoff 
space X can be constructed as a quotient of *X. Moreover p(X) has the property that 
every continuous bounded function f : X -+ E% possesses a continuous extension, see, 
e.g., [9,43]. If one applies the same procedure to the subset psns*X (instead of ‘X) one 
obtains a realcompact Tychonoff space U(X) such that X is dense and C-embedded in 
w(X), i.e, that every continuous function f : X + IR possesses a continuous extension 
on u(X), see, e.g., [38]. The space V(X) is called the realcompactij?cation of X and 
it can be considered as a subspace of p(X). The following result shows that the set 
psns*X is essentially a certain set of nearstandard points. 
Proposition 1.2. Let X be a Tychonoff space. Then *X n ns*w(X) = psns*X. 
Proof. Let z E *X rl ns*v(X). Then there exists y E u(X) with z M y. Let f :X + IR 
be continuous and f: v(X) + lR its continuous extension. It follows that *f(z) = 
*f(z) M f(y) E R. Hence z E psns*X. Conversely, let z E psns*X. Then we have 
psns*X C psns(*v(X)) = ns*w(X) since w(X) is realcompact. •i 
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Proposition 1.3. 
Proof. Let x be in the set on the right hand side and let f : X + Iw be continuous. 
Then U, := f-‘(- , ) d n n in uces a cozero-set cover of X. Hence there exists n E N 
with II: E *Un, i.e., that *f(x) E ns*lR. For the converse let y E psns*X and suppose 
that there exists an (increasing) cozero-set cover (Un)n~~ with y 4 UF?_, *U,. Then 
2, := X \ U, is a zero-set with y E *Z, for all n E N. Let fn E C(X) with 
2, = f;’ ((0)). Define a continuous function f by 
f(x) := Cmin{lfn(x)l,2-n}. 
n=l 
Since n;=, Z, = 0 we have f(z) # 0 for all x E X. On the other side we have 
0 < *f(x) < 2~” for all x E *Zn. Hence f := 1 /g is a continuous function with 
J*g(y)] > 2n for all n E N, a contradiction. 0 
The equivalence of (a) and (c) in the next theorem is well known, see, e.g., [lo, 5H4, 
p. 791. 
Theorem 1.4. The following statements are equivalent for any topological space: 
(a) X is pseudocompact. 
(b) psns*X = *X. 
(c) Every countable cozero-set cover has a$nite subcovel: 
Proof. (a) + (b) is clear since [f(x)] < m for all x E X implies [*f(x)] 6 m for all 
x E *X by transfer. For (b) + (c) apply Proposition 1.3 and formula (S). For (c) + (a) 
consider the cover (f-‘(-n, n)),Ew. 0 
Note that Theorems 1.1 and 1.4 yield a very nice nonstandard proof of the following 
well-known result: A realcompact pseudocompact Tychonoff space is compact. Let us 
denote the system of all bounded subsets of a topological space X by b(X). 
Lemma 1.5. Let X be a Tychonoff space. Then bd*X = @*v(X) f~ *X. 
Proof. Let B E b(X). Since B c X is bounded it follows that “B c psns*X c 
ns*v(X). By regularity of V(X) we infer that K := B” is a compact subset of U(X). 
Hence *B c @*w(X). Now let K be a compact subset of w(X) and y E *K n *X. 
Define B := K fl X. Then B is a bounded subset of X since each function f : X --+ W 
possesses a continuous extension f” : U(X) -+ R and f”(B) c f”(K). Hence y E 
bd*X. 0 
It is well known that the concept of realcompactness is related to the completeness of 
a certain uniform structure associated to the topological space X. Recall that two points 
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y, x E *X in a uniform space (X, U) are called injinitesimally near, briefly y MU x, 
if (x, y) E *U holds for all U E U. As worked out in the fundamental paper [20] the 
notion of the set of all prenearstandard points defined by 
pnsU*X := n U *U[x] 
UEU XEX 
is essential to describe completeness: X is complete (with respect to the uniformity 24) 
iff pnsu*X = ns*X. Now let X be a topological space and U(C(X)) be the coarsest 
uniformity making each f E C(X) uniformly continuous. Then z E pns~(~(x)j*X iff 
*f(x) E ns*R for all f E C(X), see [20]. Hence we have pnsu(c(x))*X = psns*X. 
It follows that X is complete with respect to IA(C(X)) iff X is realcompact. 
Theorem 1.6. Let X be a Tychonoflspace. Then thefollowing statements are equivalent: 
(a) bd*X = psns*X. 
(b) For all y E v(X) there exists bounded subset B and a neighborhood U of y such 
that U fI X c B. 
(c) v(X) is locally compact. 
(d) Every Cauchy ultrafilter (with respect to U(C(X))) contains a bounded set. 
Proof. For (a) + (b) let y E v(X). By saturation there exists U E *To (where rr, is 
the system of all open neighborhoods of y with respect to v(X)) with U c m(y). For 
x E Un*X we have x w y and therefore x E ns*v(X) n “X = pms*X. By our 
assumption bd*X = psns*X we obtain U fl *X c IJBEb(Xj *B. By formula (S) there 
exists B E b(X) with U rl *X c *B. Hence we obtain the statement: 
(3U E *#B E *b(X))(U n *X c B). 
Transfer yields the claim. For (b) =+ (c) note that 
i7’“=UnX”cB”. 
Hence B” is a compact neighborhood, cf. the proof of Lemma 1.5. The implication 
(c) + (a) is now easy: consider the identity 
~STIS*X = TM* (v(x)) n *X = cpt* (V(X)) n *X = bd’x. 
For (a) + (d) let 3 be a Cauchy ultrafilter. Then F = {A c X: x E *A} for some 
x E pnsu(c(x))*X = psns*X. Now (a) implies x E bd*X. Hence there exists a 
bounded subset B with x E *B, i.e., that B E 3. For the converse let x E psns*X. 
Then 3 = {A c X: IC E *A} is a Cauchy ultrafilter. By assumption (d) there exists a 
bounded set B E 3, i.e., that x E *B c bd*X. 0 
Recall that a topological space X is called locally bounded if every x E X possesses 
a bounded neighborhood. A topological space is a p-space if every bounded subset is 
relatively compact. It is well known that every pseudometric space and every paracompact 
space is a p-space. 
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Proposition 1.7. Let X be a regular space. Then 
(a) X is locally bounded iff ns*X c bd*X. 
(b) X is a ,u-space iff bd*X C ns*X. 
(c) X is a locally compact p-space iff bd*X = ns*X. 
Proof. (a) is an easy consequence of the saturation principle (S). For (b) use the fact 
that a subset A is relatively compact iff *A c ns*X. Clearly (c) is a consequence of (a) 
and (b). 0 
Lemma 1.8. Let X,Y be topological spaces and f : X -+ Y be continuous. Then 
*f(x) E psns*Y for all x E psns*X. If Y is realcompact then *f (psns*X) c ns*Y. 
Proof. Let g : Y + II% be continuous. Then g o f : X -+ Iw is continuous and there- 
fore *g(*f (x)) E ns*Iw. Hence *f(x) E psns*Y. The second statement is clear since 
psns*Y = ns*Y. Cl 
Lemma 1.9. Let f : X --+ Y be continuous and Y be a pseudometric space. Then 
*f (bd*X) c cpt*Y c ns*Y. 
Proof. Let B E b(X). Then f(B) 1s a bounded subset of a pseudometric space and 
therefore relatively compact. 0 
2. On the equation psns*(X x Y) = psns*X x psns*Y 
Let X be a topological space and cr be a system of subsets of X. If (R, U) is a uniform 
space we endow the set F(X, R) of all functions from X to R with the topology T, of 
uniform convergence on the sets A E cr. The following characterization is well known 
for f E *F(X, R) and g E F(X, R): 
f =:r, g @ f(x) %4 *g(x) for all x E u *A =: cypt*X. (4) 
AEa 
For the system k of all compact subsets we denote the topology of compact convergence 
by Tk. 
Theorem 2.1. The following inclusions are valid for all topological spaces X, Y: 
psns*X x cpt*Y C psns*(X X Y) C psns*X X psns*Y. (5) 
If Y is locally compact and realcompact then equality holds in (5). 
Proof. Let f : X x Y -+ 1w be continuous. Let K be a compact subset of Y. For every 
z E X let fp(x) : K -+ Iw be defined by fp(x)(y) := f(x, y). Then fp :X -+ C(K, Iw) 
is a continuous map with respect to the topology of uniform convergence. (Proof: we 
have to show that x M x0 E X implies *fp(x)(y) M *fp(xo)(y) for all y E ‘K. The 
latter condition is equivalent to *f (x, y) M *f (x0, y). By compactness of K there exists 
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yo E K with y x ya. Now the continuity of f implies that *f(x, y) M *f(xe, ya) z 
*f(xo, y).) Put H := {fC”(x) : x E X} an d consider the continuous function s : H -+ W 
defined by s(h) := supyEK ]h(y)(. By Lemma 1.8 *fp(x) E psns*H for x E psns*X. 
Since s: H + Iw is a continuous function it follows that *s(*fp(x)) E ns*R. Since 
I*f(x, y)] < *s(*fp(x)) for all y E *K it follows that *f(x, y) E ns*Iw. 
For the second inclusion note that every continuous function f :X + R induces a 
continuous “extension” g : X x Y + Iw by defining g(x, y) = f(x) and the same holds 
for the space Y. 
For the last statement note that c@*Y = ns*Y by local compactness and ns*Y = 
psns*Y by realcompactness. 0 
In the following we borrow some ideas from [ 111. Recall that a family H c C(X, R) is 
pointwise bounded if {f(x): f E H} is a relatively compact subset of R for every x E X, 
and that H is equicontinuous iff x M xc (x E *X,x0 E X) implies f(x) MU f(*xa) for 
all f E *H, cf. [18, p. 2981. 
Theorem 2.2. Let (X, r) be a topological space, R be a metric space and let H c 
C(X, R) be a pointwise bounded, equicontinuous family. If A is a bounded subset of X 
then there existsfor every x E *A some x0 E X with f(x) M f(*xo) for all f E ‘H. 
Proof. Let d be the metric on R and define dH(x, y) := supfCH d(f(x), f(y)) for 
(x, y) E X x X. Since H is pointwise bounded d H is a well-defined pseudo-metric. Now 
x M, x0 E X implies that dn(x, x0) M 0 since *d(f(x), f(*xo)) < A for all f E *H and 
n E N (using the nonstandard criterion of equicontinuity). Therefore *dn(x, *x0) M 0. 
Hence (X, dH) is a pseudometric space and id: (X, T) -+ (X, 7d8) is continuous. By 
Lemma 1.9 we obtain *A C cp&,*X. Hence there exists for x E *A some x0 E X with 
dH(x, *x0) M 0. The proof is complete. 0 
Theorem 2.3. Let X be a topological space and B be a bounded subset of the topolog- 
ical space Y. If f :X x Y + II% is continuous then the function g :X -+ IF% defined by 
q(x) := s”Pv~B f(x~ Y) is continuous on every compact subset K of X. 
Proof. Let x z5 x0. For E > 0 there exists by definition of g some y1 E B with 
g(x0) 6 f(x0, Yl) + E = *.I+, *Yl) + E < *g(x) + E. 
It follows that g(x0) 6 *g(x) or g(xe) M *g(x). Hence g is lower semi-continuous. 
We now show that g is upper semi-continuous on every compact set K. Let K c X 
be compact and x E *K, x0 E K with x M xc. By the definition of g there exists for 
*g(x) some y2 E *B with *g(x) < *f(x,y2) + E. Define H := {fz: z E K}, where 
fz : Y -+ R, f,(y) := f(z, y). Then H is equicontinuous: let y M yc E Y and *fi E *H 
with z E *K. By compactness of K there exists za E K with z E za. The continuity of 
f (on K x Y) yields 
*f,(Y) = *.e, Y> = fko, YO) = *fk, YO) = *fi(Yolo)- 
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We now apply Theorem 2.2 with respect to H and the space Y. Hence there exists for 
y2 E ‘B some ys E BdH with 
*fz(Y2) = *fz(*Y3) = *f(Z) *Y3) = f(zo, Y/3). 
Choose y4 E B with dH(y3,yh) < E. Then f(zo, ~3) - f(zo, ~4) < E and therefore 
*g(x) < g(xo) + 2E. 0 
Theorem 2.4. Let X be a kw-space. Then 
psns*X x bd’Y c psns*(X x Y) c psns*X x psns*Y. (6) 
Proof. Let x E psns*X and y E bd*Y. Then there exists a bounded subset B of Y such 
that y E *B. Let now f : X x Y + IR be continuous. Since X is a kn-space the function 
g in Theorem 2.3 is continuous. Since f(r, s) < g(r) for all r E X,s E B we have 
*f(x, y) < *g(x) and therefore *f(x, y) E ns*R. •I 
Corollary 2.5. If X is a h-space andpsns*Y = bd*Y then psns* (X x Y) = psns*X x 
psns*Y. 
Corollary 2.6. Let X or Y be a kw-space. Then bd*X x bd*Y = bd*(X x Y), i.e., that 
the product of two bounded subsets is bounded. 
Proof. Theorem 2.4 yields that bd*X x bd*Y c psns*(X x Y). Hence B1 x B2 is 
bounded for each B1 E b(X) and B2 E b(Y). 0 
Note that Corollary 2.7 is an immediate consequence of Corollary 2.6. Moreover the 
assumption of a lqa-space cannot be omitted in Theorems 2.4-2.7: it is known that 
there exist countably compact spaces X and Y such that the product X x Y is not 
pseudocompact, see, e.g., [42] where X x Y is even an M-space (for definition see 
Theorem 5.3). Finally we mention that a standard proof of Corollary 2.6 can be found 
in [41, Theoreme 71. 
Corollary 2.7. Let X, Y be pseudocompact spaces. If X or Y is a ka-space then X x Y 
is pseudocompact. 
Theorem 2.8 (Glicksberg). Let X be a pseudocompact space and Z be a metrizable 
space. Then H c C(X, 2) is relatively compact with respect to uniform convergence if 
and only if H is equicontinuous and pointwise bounded. 
Proof. “j”. Let f E *H. Then there exists fc E C(X, 2) with f M fc which means 
that *f(x) M *fo(x) for all x E *X. Since f0 is continuous 2 = x0 implies *fo(x) M 
fe(xc). Now f(*ze) M fe(ze) yields f(x) M f(*xe). By the nonstandard criterion H is 
equicontinuous. By the continuity of the map 3: C(X, Y) + Y defined by Z(f) = f(x) 
it is easy to see that H is pointwise bounded. 
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“e”. Let H be equicontinuous and pointwise bounded. Let f E *H and put g(*s) = 
stf(*z) for z E X. Then g is continuous (see Proposition 2.1 in [38]) and therefore 
HI = H U {g} is as well equicontinuous. By Theorem 2.2 there exists for z E *X some 
z. E X with f(s) M f(*ze) M g(za) M *g(z). Hence f M *g. 0 
3. Extensions of continuous functions 
Let Y be a topological space and (&IA) be a uniform space. An internal function 
g : *Y + *R is called ns-continuous and cpt-continuous respectively if for any ya E Y 
and for any y E ns*Y (y E cpt*Y respectively) the relation y zz ya implies that 
g(*ye) E ns*R and g(y) =U g(*ye). Note that this notion only depends on the topology 
of R, i.e., that for compatible uniformities we have the same notion. It is easy to see 
that a family H c C(Y, R) is pointwise bounded and equicontinuous iff each g E ‘H is 
ns-continuous. Moreover the following inclusions are valid: 
{g E *C(Y, R): g ns-continuous} c nsTk*C(Y, R) c {g: g cpt-continuous}. (7) 
For a kR-space Y the second inclusion is actually an equality, see [38]. As before, for a 
given function f E C(X x Y, R) we define fp :X + C(Y, R) by fp(z)(y) := f(z, y). 
Theorem 3.1. Let X, R be TychonofSspaces and f : X x Y + R be continuous. Assume 
that Z is a Tychonoffspace containing X densely such that eachfunction f(., y) : X + R 
(y E Y) has a continuous extension f (., y) : Z + R. Then the following conditions are 
equivalent: 
(a) f possesses a continuous extension f : Z x Y 4 R. 
@) *f(z,y) = *f(Z,*~o) E ns*R for all x E *X n ns*Z, y E ns*Y, yo E Y with 
y = Yo. 
(c) *fH(*X n ns*Z) c {g E *C(Y, R): g is ns-continuous}. 
Proof. For (a) + (b) 1 t e z E “X f? ns*Z and y E *Y, ye E Y with y M ya. Let 
t E Z with x M c. By continuity of J we obtain *f (x, y) = *f(x, y) M f(.z, yo) 
and *f (x, *yo) E f(z, yo). The equivalence of (b) and (c) is trivial. For (b) + (a) 
let f E C(X x Y) and z E 2, y E Y. Since X is dense in 2 there exists x E 
*X with x E z. Put f(z, y) := st*f(x, *y). We claim that f is continuous at each 
point (~0, 1~0). Let U be a compatible uniformity on R. Note that (f(z, y), f(za, ya)) = 
(st*f (x1 1 *Y), st*f ( x2, *yo)) for some zi = t and 22 z ze. Hence it suffices to show 
that for every W E U there exists a neighborhood U of za and a neighborhood V of yc 
such that (*f (x1, *Y), *f ( xz,*yo)) E *W for all x1,x2 E *U n *X and y E V. Since 
f (., yo) : X 3 R possesses a continuous extension on 2 it is easy to see that there exists 
aneighborhoodUi of zo such that (*f(x1,*yo),*f(x2,*yo)) E *W for all x1,x2 E *VI. 
Assumption (b) shows that 
(*X n ho)) x ~(Yo> c {(GY): (*f (xc, Y), *f (x:, *ye/o)) E *w}. 
H. Render / Topology and its Applications 68 (1996) 205-239 215 
A saturation argument shows that there exists a neighborhood Uz of zo and a neighbor- 
hood V of yo such that (*f(z,y), *f(x,*yo)) E *W for all z E *Uz, y E *V. Now it is 
easy to establish the above sufficient condition for all ZE E *Ul f~ *U, and y E V. 0 
Corollary 3.2. Let X and R be TychonofS spaces and f : X x Y + R be continuous 
and let X c Z c v(X). Then each condition implies the next following. 
(a) f possesses a continuous extension f : 2 x Y + R. 
(b) *f (5, Y) = *f (5, *YO) E ns* R for all x E ‘X n ns* 2, y E ns*Y, yo E Y with 
Y = YO. 
(c) *ffi(*X flns*Z) c {g E *C(Y, R): g is ns-continuous}. - 
(d) fp : X -+ C(Y, R) possesses a continuous extension fp : 2 -+ C(Y, R) with 
respect to Tk. 
(e) *ffi(*X n ns*Z) c nsT,*C(Y, R). 
(0 *f (z, Y) =u *f (T *yo> E ns*R for all x E *X n ns*Z, y E cpt*Y, yo E Y with 
Y = yo. 
(g) f possesses an extension f: Z x Y + R which is continuous on each subspace 
Z x K with K compact. 
If Y is locally compact or if Z x Y is a h-space then all statements are equivalent. 
Proof. Theorem 3.1 yields the equivalence of (a), (b), (c). Clearly (a) implies (d) and 
(d) + (e) is easy (actually (d) and (e) are equivalent). Formula (7) yields (e) + (f). 
For (f) * (8) P roceed as in the proof of Theorem 3.1(b) + (a). The last statement is 
clear by the following lemma. 0 
Lemma 3.3. A h-space is a kR-space for any Tychonoff space R. 
Proof. Straightforward. 0 
Our main application will be 2 := u(X) and therefore psns*X = *X II ns*Z. For 
example, we obtain the foliowing nonstandard description of the property that X x Y 
is C-embedded in U(X) x Y: for all 2 E psns*X, for all y x yo E Y the relation 
*f&Y) = *f(G*Yo) E ns*W holds for all f E C(X x Y). Note that this characterization 
only requires a condition on psns*X and does not involve w(X). As a consequence 
we obtain the inclusion psns*X x ns*Y c psns*(X x Y) if X x Y is C-embedded 
in v(X) x Y. The converse is in general not true, at least under the assumption of 
the existence of a measurable cardinal (e.g., let X be discrete and measurable and Y 
compact as in the proof of Theorem 6.3). Finally we note that Theorem 3.1 yields 
as well a nonstandard characterization of the property that X x Y is C*-embedded in 
p(X) x Y, i.e., that every continuous bounded function f : X x Y -+ W possesses a 
continuous extension on p(X) x Y: for all J: E *X, for all y x yo E Y the relation 
*f(TY) = *f(x, *yo) E ns*W holds for all bounded functions f E C(X x Y). 
216 H. Render / Topology and its Applications 68 (1996) 205-239 
The next proof is a modification of the proof of Theorem 7.2 in [21] and the equivalence 
of (a) and (c) in Theorem 3.4 is due to McArthur. Moreover it is shown in [21] that the 
constructed space Y is realcompact provided that X has nonmeasurable cardinality. 
Theorem 3.4. Let X be a Tychonoff space. Then the following statements are equivalent: 
(a) X x Y is C-embedded in v(X) x Y for any Tychonoff space Y. 
(b) psns*X x ns*Y c psns*(X x Y) for any Tychonoff space Y. 
(c) X is realcompact. 
Proof. (a) + (b) is clear. For (b) + (c) let 2 := v(X) and suppose that there exists 
p E 2 \ X. Let TV be a neighborhood base of p consisting of open sets. For each 
U E rp, n E N there exists a continuous function f~,~ : 2 -h IR with f~,~(p) = n and 
fu+(Uc) = (0). Let Yc := rr, x W and Y := Yc U {co}. Declare any y E Ya to be open 
and let Tv,~ := {(U,m) E Yo: u c v, m 3 n} U {co} be neighborhoods of 00. Define 
a function f : X x Y + lR by f(z, U, n) := f~,~(z) and f(~, co) = 0. It is easy to see 
that f is continuous. Now let 2 E *X with z M p, in particular z E psns*X. Note that 
S v,~ := {(U, N) E *Yo: I*f(z, U, N) - NI G 1 and U c *V and N ,) n} is an internal 
nonempty set for each (V, n) E Yo since f~,~ is continuous at p E 2. By saturation 
there exists (U, N) E ‘Yo with U C m(p) and N E “W \ N (hence (U, IV) z 00) such 
that *f(~, U, IV) $! ns*lR. This is a contradiction to (b). The implication (c) =+ (a) is 
trivial. 0 
4. On the equation v(X x Y) = v(X) x v(Y) 
In this section we give a brief account on sufficient conditions for the equation (v). 
Except some minor improvements most results are well known but for convenience of 
the reader we include the short proofs. In contrast to the other sections we assume in 
this section that all spaces are Tychonoff spaces. 
The realcompactification v(X) can be characterized as the realcompact space with the 
following property: 
(*) For each continuous function f : X t lR there exists a continuous extension from 
v(X) to R. 
A space X is called topologically complete if the finest compatible uniformity is 
complete. It is well known that every paracompact space is topologically complete. By 
y(X) we denote the topological completion of a space X. Similarly to the equation (v) 
one may consider the equation y(X x Y) = y(X) x y(Y) which will be abbreviated by 
(7). It is well known that y(X) is the topologically complete space with the following 
property: 
(**) For each metric space, for each continuous function f : X + M there exists a 
continuous extension from y(X) to M. 
By p(X) we mean the p-compactification of X, i.e., that p(X) is the p-space (cf. 
Proposition 1.7) with the following property (cf. [4]): 
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(+t+) For each p-space Y, for each continuous function f :X -+ Y there exists a 
continuous extension from p(X) to Y. 
Property (*) and ( ** can be strengthened in the following sense: if & denotes the ) 
category of all realcompact spaces (topologically complete, p-spaces respectively) then 
the following is true: 
(+) There exists a space e(X) E E containing X densely such that for every E E & 
and for every continuous function f : X + E there exists a continuous extension from 
e(X) to E. 
Condition (+) implies that e(X) is unique up to a homeomorphism which is the 
identity on X. We refer the reader to [46] for further examples of categories satisfying 
the condition (+). 
It is known that p(X) c y(X) c w(X). The following result gives a sufficient 
condition for the equality ,u(X) = y(X) = w(X) and the result itself seems to be part 
of mathematical folklore; the author does not know whether the result is valid for a 
kR-space (instead of a k-space). 
Theorem 4.1. Let X be a p-space. IfY is a k-space with X C Y c u(X) then X = Y. 
In particular ifv(X) is a k-space then p(X) = y(X) = w(X). 
Proof. It suffices to show that X is closed in Y. Since Y is a k-space it suffices to show 
that X n K is closed in K for any compact subset K of Y. Note that K nX is a bounded 
subset of X. Since X is a p-space we infer that *X n *K c rxs*X. Now let y E K be 
in the closure of K n X. Then there exists z E *K n *X with z M y. On the other side 
there exists ~0 E X with z x 20. By the Hausdorff property we infer y = z. E X n K. 
For the second statement apply the first one to the space p(X) and Y := ‘u(p(X)) = 
U(X). 0 
In particular we obtain from Theorem 4.1 the well-known result that p(X) = ,0(X) 
if X is pseudocompact, cf. Theorem 3.1 in [27]. Moreover we obtain the result in [17] 
that the local compactness of y(X) implies that either U(X) is not locally compact or 
r(X) = ~J(X). Another trivial consequence of 4.1 is the fact that for a p-space X the 
realcompactification u(X) is a k-space iff X is realcompact. 
Theorem 4.2 can be found in [16]. Theorems 4.3 and 4.4 are due to W. Comfort, 
cf. [5,46]. Recall that a set X is of nonmeasurable cardinal@, or shortly X is non- 
measurable, if every (0, I}-valued measure on the power set P(X) vanishing on all 
points is the zero-measure. 
Theorem 4.2. Let Y be a kw-space. Then C(Y) . IS realcompact with respect to the 
topology of compact convergence ifl every compact subset of Y is nonmeasurable. 
Theorem 4.3. Let Y be a topological space whose compact subsets are nonmeasurable. 
If Y is locally compact or ‘L!(X) x Y is a h-space then X x Y is C-embedded in 
U(X) x Y. 
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Proof. Let f : X x Y -+ W be continuous. Then f/L : X + C(Y) is continuous. Since 
C(Y) is realcompact property (+) shows that condition (d) of Corollary 3.2 is satisfied 
for each f E C(X x Y). Hence there exists a continuous extension to U(X) x Y. 0 
Corollary 4.4. Let Y be a nonmeasurable, locally compact and realcompact space. Then 
(v) holds for all (Tychonofi spaces X. 
Proof. By Theorem 4.3 we infer that X x Y is C-embedded in w(X) x Y, By realcom- 
pactness we have Y = w(Y) and the proof is complete. 0 
It is a remarkable result in [32] that the converse of Corollary 4.4 is as well true. 
The next two results are due to Morita, see [27]. Theorem 4.7 and 4.8 are contained 
in [17]. 
Theorem 4.5. Suppose that Y is locally compact or y(X) x Y is a kw-space. Then 
X x Y is C-embedded in y(X) x Y. 
Proof. Let M be a metric space and f : X x Y -+ M be continuous. Then f p : X -+ 
C(Y, M) is continuous. Since C(Y, M) is topologically complete property (+) shows 
that condition (d) of Corollary 3.2 is satisfied. Hence there exists a continuous extension 
to y(X) x Y. 0 
Corollary 4.6. Let Y be a locally compact and topologically complete space. Then (y) 
holds for all TychonofS spaces X. 
Theorem 4.7. Let y(X) be locally compact. Then (y) holds for all h-spaces Y. 
Proof. Note that y(X) x Y is a kn-space since y(X) is locally compact and Y is a 
kn-space. By the proof of Theorem 4.5 every continuous function on X x Y (into a 
metric space) can be extended to y(X) x Y. Since y(X) is locally compact this function 
can be extended to y(X) x y(Y) by a second application of Theorem 4.5. q 
Theorem 4.8. rfy(X) x Y and y(X) x y(Y) are kw-spaces then (y) holds. 
Proof. Similar to the last proof. 0 
Analogous results to Theorems 4.5-4.8 can be proved for the CL-compactification p(X) 
(instead of y(X), cf. Theorem 7.10). Finally we mention that Theorem 2.1 in [17] shows 
that (u) always implies (7). 
It seems that the next result is proved in the literature only under the additional 
assumption that X or Y is nonmeasurable, see, e.g., Theorem 2.3 in [5] or [46]. But note 
that the assumption of the local compactness of w(X) already implies that v(X) = y(X) 
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by Theorem 4.1. Now Theorem 4.5 completes the proof of the following result since 
w(X) x Y is a kn-space. 
Theorem 4.9. Suppose that u(X) is locally compact and Y be a kw-space. Then X x Y 
is C-embedded in u(X) x Y. 
The following result was proved in [5, Theorem 2.71 under the additional assumption 
that X x Y be nonmeasurable. In passing we note that it is not sufficient to assume only 
that u(X) x V(Y) . is a k-space: consider two pseudocompact spaces X, Y such that the 
product is not pseudocompact. Then (ps) is not satisfied, in particular not (w). 
Corollary 4.10. Ifv(X) x Y is a kw-space and U(X) x w(Y) is a k-space then (II) 
holds. 
Proof. The set w(X) is a closed subset of ~J(X) x U(Y) and therefore a k-space. Hence 
U(X) = y(X) and similarly U(Y) = y(Y). By Theorem 4.8 every continuous function 
f : X x Y + IR possesses a continuous extension to y(X) x y(Y). 0 
The next result was proved in [16, p. 1771. In [32, Theorem 41 is shown that even the 
converse is true: 
Corollary 4.11. Let v(X) be nonmeasurable and locally compact. Then (w) holds for 
all kw-spaces Y. 
Proof. By Theorem 4.9 X x Y is C-embedded in u(X) x Y. Since V(X) is nonmeasurable 
Theorem 4.3 (exchanging the role of X and Y) shows that U(X) x Y is C-embedded in 
U(X) x U(Y). 0 
Corollary 4.12. Let Y be realcompact and locally compact. Then (u) holds for all 
Tychonoff spaces X such that v(X) is a k-space. 
Proof. Note that Y = U(Y) and that U(X) x Y is a k-space. Now apply Corollary 
4.10. 0 
5. Bi-k-spaces I 
In the sequel we want to give a characterization of the equality 6bd*X = psns*X, cf. 
formula (3). Theorem 5.1 gives a standard characterization in terms of uniform structures 
and it is valid for an arbitrary topological space. Theorem 5.4 gives a topological condition 
on w(X) and therefore X is assumed to be a Tychonoff space. 
Let (X,U) be a uniform space. Ajlter 3 on X is called totally bounded if for every 
U E U there exist xi, . . . , x, E X and F E 3 such that 
ll 
F c u U[x:i]. 
i=l 
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It is easy to see that a filter 3 is totally bounded iff the monad of the filter 
m(3) := r) *F 
FE3 
is a subset of pnsu*X. 
Theorem 5.1. Let X be a topological space. Then Sbd*X = psns*X holds ifs every 
Cauchy ultrajilter (with respect to U(C(X))) contains a countably generated, totally 
boundedjlter 
Proof. Let F be a Cauchy ultrafilter and z E m(3). Then 3 = {A c X: z E *A} and 
z E psns*X. By assumption there exists A, with z E n,“==, *A, c psns*X. Then the 
filter & generated by the sets A, is the desired filter. For the converse let z E psns*X. 
Then F := {A c X: z E *A} is a Cauchy ultrafilter. By assumption there exists a 
countably generated totally bounded filter .?Yc c .F. Let .750 be generated by the sets 
An,n E N. Then z E n,“=, *A, since FO c F and I = n,“=, *A, c psns*X 
since Fe is totally bounded. IJ 
Throughout the remainder of this section, (An)nE~ is assumed to be a decreasing 
sequence of sets in a topological space. We say that A, converges to a set A if for every 
neighborhood U of A there exists n E N with A, c U. Recall that a space X is called 
a bi-k-space if every convergent ultrafilter contains a decreasing sequence of sets A, 
converging to the compact set A := n,“==, A,. Theorem 6.E.3 and 3.E.3 in [24] yield 
the following useful result: every b&k-space is a k-space. 
Lemma 5.2. Let X be regular and (A,) a decreasing sequence of subsets with 
nT=‘=, *A, c ns*X. Then (&)nE~ converges to the compact set nr=, zn. 
Proof. At first we show that n,“=, *A’, c ns*X: Let (Uz)zE~ be an 
covering of X with x E U,. By regularity there exist open sets V, such 
7, c U,. Hence 
fi *A, c ns*X c U *V,. 
n=l XEX 
arbitrary open 
that x E V, c 
By the saturation principle (S) there exist n E N and xi,. . . , zn E X such that *A,, c 
UE”=, *I&<. It follows that 
Using the transfer principle we arrive at 
fi *A, c u *lJ,. 
?%=I XEX 
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Since this holds for all open coverings the above claim is proved. Note that the closed 
set A := nr=‘=, ‘;i, satisfies *A c ns*X which shows the compactness of A. Let V be 
a neighborhood of A. Let 
00 
y E n *I& c ns*x. 
Then there exists z E X with y x z. It follows that 2 E 3, for all n E N. Hence we 
have proved that 
m 
n *& c *v. 
ll=l 
By saturation and transfer A,, c V holds for some n E N. It follows that (&)ll 
converges to A. q 
A topological space is called an M-space if there exist a metric space M and a 
closed surjective map f : X -+ M with countably compact fibers f-t ({y}) for y E M. 
Clearly every metric space and every countably compact space is an M-space. For the 
equivalence of (a) and (d) in the following theorem we refer to Theorem 3.E.3 in [24], 
for the definition of a biquotient map see Section 9, for the definition of an open filter 
see [46]. Roughly speaking, an open filter is a “filter” consisting only of open sets. 
Theorem 5.3. Let (X, r) be a regular space. Then the following statements are equiv- 
alent: 
(a) X is a bi-k-space. 
(b) For ever?, x E ns*X there exists (An)71 with z E nr=‘=, ‘A, c ns*X. 
(c) For every open convergent$lter U there exists a sequence of decreasing subsets 
A, converging to the compact subset nz=“_, A, such that U n A, # 0 for all U E U and 
n E N. 
(d) X is a biquotient image of a paracompact M-space. 
Proof. For (a) + (b) let z z zo E X. Then F = {A c X: z E *A} is an ultrafilter con- 
verging to 20. Hence there exists (A,), converging to the compact set A := nTY’=, A,. 
It is easy to see that z E n,“=, “A, c ns*X. For (b) + (c) let U be an open filter 
converging to some point 50 E X. Then m(U) C m(zo). Choose 5 E m(U). Since 
z E ns*X there exists a decreasing sequence (A,)n with z E nr=‘=, *A, c ns*X. Then 
5 E ‘U n*A, (i.e., UnA, # 0 by transfer) for all U E U and n E N. Lemma 5.2 shows 
that Tii, converges to the compact set nr=“=, 2,. For (c) + (a) let F be an ultrafilter con- 
verging to some point 20 E X. Let z E m(F). Then z = 50 and U := {U E T: J: E *U} 
is an open filter converging to (20). Hence there exists A, converging to the compact 
set nc=, A, with U n A, # 0. We can assume that A, is closed. If 5 $! ‘A, for some 
n E N then x E *A;, hence A, n U = 0 for the open set U := A: E U, a contradiction. 
We infer that A, E {B C X: z E *B} = F. 0 
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Corollary 5.4. Let X be a Tychonoff space. Then u(X) is a bi-k-space if and only if 
psns*X = Sbd*X. 
Proof. Let x E psns*X C ns*v(X). Then there exists A, C w(X) such that 
x E fi *A, c ns*v(X). 
n=l 
Hence x E n,“=, *A, fl *X c psns*X by Proposition 1.2. For the converse we prove 
Theorem 5.3(c): let U be an open filter on V(X) converging to some point p E V(X). By 
denseness UnX # 0 for all U E U. Choose 2 E rn(U)f~*X. Since x E ns*v(X)n*X = 
psns*X there exists by assumption A, with 
x E fi *A, c psns*X c ns*w(X). 
n=l 
Hence z E *U n *A, for all U E U, n E N and 2, converges to 
n,“=, x,, by Lemma 5.2. 0 
Using the same technique as in the proof of Corollary 5.4 one can 
following result: 
the compact set 
easily prove the 
Theorem 5.5. Let Z be a Tychonoff space and X be a dense subspace. Then Z is a 
bi-k-space iff 
*X n m*Z = 
i 
x E *X: (ElA, c X) such that x E fi *A, c *X n m*Z 
1 
. 
TX=1 
We now give a nonstandard characterization of a notion which is very similar to the 
notion of a bi-k-space: A topological space is called bi-sequential if, whenever 3 is an 
ultrafilter converging to a point x0 E X, then 3 contains a decreasing sequence (An)nE~ 
converging to { 20). 
Theorem 5.6. A topological space X is bi-sequential ifffor each x0 E X, x E *X with 
x M x0 E X there exists (An)n with 
x E fi *A, c m(xo). 
n=l 
Proof. For the implication part let x M x0 and 3 := {A c X: x E *A}. Then 3 is an 
ultrafilter with m(3) c m(zo) and 3 converges to ~0. Let (A,), as in the definition 
of a bi-sequential space. Then x E ‘A, since A, E 3. Moreover it is easy to see that 
n,“=, *A, c m(xo). For th e converse let 3 be an ultrafilter converging to x0 E X. Let 
x E m(3). Then z % xc. By assumption there exist A, c X with 
00 
x E n *A, c m(xo). 
n=l 
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Since F = {A c X: x E *A} we infer A, E .IF. By a saturation argument (A,) 
converges to ~0. 0 
It is shown in [24, Example 11.31 that there exists a bi-sequential Lindelof space 
(in particular realcompact) which is not of pointwise countable type (for definition see 
Section 9). Hence we can not require in Theorem 5.6 that the sets A, be open, cf. 
Theorem 9.5. 
The following result gives a sufficient criterion for bi-k-spaces. Recall that a map 
is z-closed if f(Z) is closed for any zero-set 2. It follows that y(X) is a bi-k-space 
provided that X is an M-space. 
Theorem 5.7. Let Z be a completely regular p-space and X be a dense subspace. 
Suppose that there exists a continuous z-closed map f : X + M onto a regular bi- 
sequential space M with bounded fibers f -’ ({y}) for all y E M. If f possesses a 
continuous extension to Z then Z is a bi-k-space. 
Proof. We apply Theorem 5.5. Let x E *X n ns* Z. Since f possesses a continuous 
extension there exists yo E M such that *f(x) M ye. By Theorem 5.6 there exist sets 
A, such that 
*f(x) E fi ‘An c I. 
n=l 
Hence 2 E nz=‘=, *B, where B, := f-‘(A,). By Th eorem 5.5 it suffices to show that 
i?* B, c ns*Z. 
For v E n,“==, *B, we have *f(y) E m(yo). Since f-‘((~0)) is bounded 
p-space there exists a compact subset K of Z containing f-’ ((~0)). Let U 
and Z is a 
be an open 
neighborhood of K. We can assume that U is a cozero-set. Then UC n X is a zero-set of 
X and therefore f(U” n X) is closed. Clearly ya E M \ f(Uc tl X). Since *f(y) = ye 
we infer that *,f(y) $ *f(*Uc n *X), i.e., that y E ‘U. It follows that 
YE n *U C ns*Z. Cl 
Uopen, KcU 
6. On the nonequivalence of (II) and (ps) 
It is well known that X is of nonmeasurable cardinality if and only if the space X 
endowed with the discrete topology is realcompact. Theorem 6.1 is proved by HuSek 
in [15]. 
Theorem 6.1 (HuSek). a space and Tychonoff Y following 
true: X = x * or is 
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The following theorem is a special case of the more general result Corollary 2.5. We 
give a quite elementary proof. 
Theorem 6.2. Let X be a discrete space and Y be a pseudocompact space. Then 
psns*(X x Y) = psns*x x psns*y. 
Proof. Let f : X x Y + R be continuous. Then f({z} x Y) is a bounded subset of 
lR and therefore g(z) := supyEy If(%, y)I is a real number. By the discreteness of X 
g :X -+ R is continuous. Moreover we have I*f(z, y)I 6 *g(z) for all z E *X, y E *Y. 
For z E psns*X we obtain I*f(x, y)I < *g(z) E ns*R. Hence (psns*X) x *Y c 
psns*(X x Y) C psns*X x psns*Y. 0 
Up to now it is not known whether it is consistent with the axioms of ZFC to assume 
the existence of a measurable cardinal. Hence the assumption in the next theorem may 
be artificial; on the other side it indicates that a proof of the equivalence of (v) and (ps) 
is not very likely. In the next section we discuss sufficient conditions for the equivalence 
of these equations. 
Theorem 6.3. Assume that there exists a measurable cardinal. Then the equation (v) is 
not equivalent to (ps). 
Proof. Let X be an infinite set of measurable cardinality. We endow X with the dis- 
crete topology and define Y as the one point compactification. Theorem 6.2 shows that 
psns*(X x Y) = psns*X x psns*Y. On the other side the assumption v(X x Y) = 
u(X) x V(Y) implies by Theorem 6.1 that X or Y possesses a nonmeasurable cardinality. 
Since X and Y have the same cardinality we obtain a contradiction. q 
7. On the equivalence of (II) and (ps) 
Note that the validity of the equation psns*(X x Y) = psns*X x psns*Y implies 
that the product of two bounded subsets is bounded. By Corollary 2.6 this condition is 
already satisfied if X or Y is a b-space. On the other side there exist countably compact 
non-kn-spaces such that the product with any pseudocompact space is pseudocompact, 
see [28,29,41]. 
Theorem 7.1. Let X, Y be topological spaces such that the product of two bounded 
subsets is bounded. If (x, y) E 6bd*X x Sbd*Y and x M x0 E X then 
*f(x, Y) = *ly*xo, Y) E m*IR 
for all f E C(X X Y). 
Proof. Let Y E bbd*Y. Since f(xa, .) : Y + W is continuous we infer *f(*xo, y) E ns*lR. 
Suppose that *f(x, y) $ *f(*zc, y). Let c := stn*f(*xo, y) and let W be an open 
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neighborhood of c with *f(x, y) $! *w. Let (Wn)n~~ be a neighborhood base of c with 
W, c W. Let (&),GN and (B&EN be decreasing sequences of sets such that 
00 00 
z E n *A, C psns*X and y E n *B, c psns*Y. 
n=l n=l 
By the transfer principle the following statement is true for each n E W where 7z0 denotes 
the filter of all neighborhoods of xc: 
Let Uc be an open neighborhood of 20. It follows from (8) that there exists zt E 
lIonAl, y1 E B1 with f(zt , yi) $ w and f(zo, y,) E Wi. Choose an open neighborhood 
6 of zi and an open neighborhood Yt of yr such that f(K x Yi) C X\m and choose an 
open neighborhood Ut of 50 such that f(F x Yi) c WI. Since WnlVt = 0, VI nUI = 0. 
Inductively one can choose now a sequence x, E A, n Un-l and a sequence yn E B, 
and open neighborhoods U, of xc, open neighborhoods Y, of yn and open neighborhoods 
V, of z, such that f(Vn xY,)cX\wandf(E x Y,) c W, and V, U U, c U,_l 
and U,, is disjoint to the pairwise disjoint sets VI, . . . , Vn-l. It follows that V, x Y, are 
pairwise disjoint open sets for n E N. Suppose that the sequence (V, x Yn)nE~ is not 
locally finite. Then there exists (~1, p2) E X x Y such that for any neighborhood V of 
(pl,p2) the set V n (V, x Y,) is nonempty for infinitely many n E IV. By a saturation 
argument there exists N E *N, such that 
m((PlP2)) n *vN x *yN # 0. 
Let (T, s) E *VN x *YN with (T, s) M (~1, ~2). Then 
*f(r, s) E *f(*vN x *UN) C *X \ *w. 
- 
Since r E *VN c *U, for all n E N and r z pl it follows that pl E U, for all n E N. 
Moreover 
f({Pl) x Yn) c m-l x K) c wn. 
By transfer *f(*pl, s) M c. On the other side the continuity of f implies that 
*f(r,s) = f(Pl,P2) = *f(*Pl,S) = 6 
a contradiction. Hence (V, x Yn)nE~ is locally finite. On the other side note that B1 := 
IX 7L: n E N} is bounded since 
00 
*XN E n *A, c psns*X for all N E *N,. 
n=l 
Similarly B2 := {y,: n E IV} is b ounded and by assumption B1 x B2 is bounded. Since 
(v, x Yn)nEN is locally finite and pairwise disjoint well-known standard arguments show 
that there exists g E C(X x Y) with g(x,, yn) = n for all n E N. For N E *I+&, we 
obtain *g(xN, yN) # ns*R, a contradiction to the boundedness of B1 x B2. 0 
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Theorem 7.2. Let (R, U) be a uniform space and f : X x Y + R be continuous and 
x,y as in Theorem 7.1. If bd*X x bd*Y c psns*(X x Y) and *f(*xo,y) E ns*R then 
*f(x, Y) MU *_U*xo, Y). 
Proof. Suppose that there exists a neighborhood U of c := st*f(*xc, y) such that 
*f(x,y) q! *U. Let g E C(R) such that g(V) = (0) and g(c) = 1. Then an appli- 
cation of Theorem 7.1 to the function g o f : X + IR yields a contradiction. 0 
Theorem 7.3. Let w(X) be a bi-k-space. Then X x Y is C-embedded in w(X) x Y 
provided that one of the following conditions is satisjed: 
(a) Y is locally compact. 
(b) V(X) x Y is a ka-space. 
(c) The product of two bounded sets is bounded and ns*Y c 6bd*Y. 
Proof. Let K be a compact subset of Y and f : X x Y -+ Iw be continuous. By Theorem 
2.1 we have psns*X x *K = psns*(X x K). Theorem 7.1 shows that *f(x,y) M 
*f(x, *ye) for all z E 6bd*X = psns*X, y E *K, yo E K with y M ye. This holds for 
all compact subspaces and now Corollary 3.2 (see condition (f)) completes the proof for 
(a) and (b). For (c) note that ns*Y c bbd*Y. By Theorem 7.1 condition (b) of Corollary 
3.2 is satisfied. 0 
The condition ns*Y c Gbd*Y can not be omitted in Theorem 7.3(c): By Example 
4.6 in [7] there exists a pseudocompact space X and a P-space Y such that X x Y 
is not C-embedded in u(X) x Y. For the spaces X and Y, Theorem 2.1 shows that 
psns*X x cpt*Y c psns*(X x Y) and by Theorem 9.9 bd*Y = cpt*Y. Hence the 
product of two bounded subsets is bounded. In passing we note that Theorem 7.3 provides 
a second (and independent) proof of Theorem 4.9: Since u(X) is locally compact and 
Y is a kn-space the product space u(X) x Y is a ka-space. Hence 7.3(b) is satisfied. 
Theorem 7.4. Suppose that ns*Y c 6bd*Y. If v(X) is a bi-k-space then the following 
statements are equivalent: 
(a) X x Y is C-embedded in v(X) x Y. 
(b) bd*X x psns*Y c psns*(X x Y). 
(c) The product of two bounded subsets is bounded. 
Proof. For (a) =+ (b) note that by Lemma 1.5 and Theorem 2.1 
bd*X x psns*Y c cpt*w(X) x psns*Y c psns*(w(X) x Y). 
It is easy to see that (a) implies the formula 
PSW*(TJ(~) x Y) n (*x x *Y) = p~n~*(x x Y). 
The implication (b) + (c) is trivial. For (c) + (a) apply Theorem 7.3(c). •I 
By id” we denote the continuous extension of the continuous map 
id:X x Y +v(X) x u(Y) 
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defined by id(z, y) = (5, y). 
Corollary 7.5. Let v(X) and v(Y) be bi-k-spaces. Then the following statements are 
equivalent: 
(a) v(X x Y) = v(X) x w(Y). 
(b) psns*X x psns*Y = psns*(X x Y). 
(c) id” : w(X x Y) -+ v(X) x v(Y) is a biquotient map. 
(d) bbd*X x bbd*Y c Sbd*(X x Y). 
(e) The product of two bounded subsets is bounded. 
(f) X x Y is C-embedded in X x v(Y). 
Zf X or Y is a h-space then (u) holds. 
Proof. Clearly (a) implies (b) and (b) and (c) are equivalent by Corollary 8.8. The 
implication (b) + (d) is always valid: let 
cc 03 
II: E n *A, c psns*X and y E * n *B, c psns*Y. 
n=l n=l 
Then 
(z:, y) E fi *A, x *B, c psns*(X x Y). 
?I=1 
(d) + (e) is clear. For (e) + (f) apply Theorem 7.3(c). For (f) + (a) note that 
v(X) x U(Y) is a bi-k-space (see Proposition 3.E.4 in [24]), in particular a k-space. 
Hence Theorem 7.3(b) shows that X x II(Y) is C-embedded in v(X) x v(Y). The last 
assertion follows from Corollary 2.6. 0 
As a consequence of the last result we obtain a proof for the implication part of the 
following famous theorem. 
Corollary 7.6 (Glicksberg). Let X, Y be infinite Tychonoff spaces. Then X x Y is pseu- 
docompact @/3(X x Y) = p(X) x p(Y). 
Proof. Since the projection px : X x Y + X is continuous the pseudocompactness of 
X x Y implies the pseudocompactness of X and Y respectively. Hence p(X) = v(X) 
and ,0(Y) = v(Y). N ow Corollary 7.5(b) =+ (a) completes the implication part. For the 
converse we refer to [45, p. 1991. Cl 
Proposition 7.7. Let f E C(X x Y) and B be a bounded subset of Y and 
H := {flu {de E C(X x Y): d,(z,y) = If(z,y) - f(c,~)l, c E X}. 
Then the following statements are equivalent: 
(4 *f(~v) = *f(*xo, y) for all y E *B, z E ‘X, x0 E X with z z ~0. 
(b) q(x) := su~~~~ h(s, y) is continuous for each h E H. 
cc> Y(G 20) := SUPgcB If(? Y) - fbo7 Y)I ts a continuous pseudometric on X. 
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(d) {f(., y): y E B} is equicontinuous. 
If X is a b-space then all statements are valid. 
Proof. For (a) * (b) note that each h E H satisfies the analogous condition in (a). 
As in the proof of Theorem 2.3 it follows that g is lower semi-continuous. Now let 
z “N 20. Then *g(x) < *h(x, y) + E for some y E *B and for all E > 0. Now (a) implies 
*h(z, y) x *h(* 20, y) and therefore *g(z) < *h(* 20, Y) + E < g(zo> + E. For (b) +- (c) 
note that y is a continuous pseudometric since (z, y) ti If(x, y) - f(zo, y)( is in H. For 
(c) =+ (a) note that z = ~0 implies *y(z, *xc) x 0. Moreover the equivalence of (a) and 
(d) is easy using the nonstandard characterization of equicontinuity. The last assertion 
follows from Theorem 2.3. 0 
A topological space X is a h-space if every real-valued function which is continuous 
on every bounded set is continuous. 
Theorem 7.8. Let w(Y) be locally compact and nonmeasurable. Zfns*X c &d*X or 
if X is a h-space then the following statements are equivalent: 
(a) X x Y is C-embedded in X x w(Y). 
(b) *f(z, Y) = *f(*zo, y) for all y E bd*Y, x M x0 E X and for all f E C(X x Y). 
cc> s(x) = supyG3 f(? Y) is continuous for every f E C(X x Y) and B E b(Y). 
(d) The product of two bounded subsets is bounded. 
(e) psns*(X X Y) = psns*X x psns*Y. 
(f-j V(X x Y) = V(X) x w(Y). 
Zf X or Y is a h-space then (w) holds. 
Proof. For the equivalence of (a), (b) and (c) we need only the assumption of local 
compactness for V(Y): Theorem 3.1 and bd*Y = psns*Y show the equivalence of (a) 
and (b) and by Proposition 7.7 (b) and (c) are equivalent. For (a) =S (f) assume that Y 
is nonmeasurable and apply Theorem 4.3. The implications (f) * (e) + (d) are clear 
and it remains to show (d) + (a). If ns*X c bbd*X Theorem 7.4 yields (a). Now 
let X be a h-space. We show (b). Theorem 7.1 yields *f(x, y) z *f(*xa, y) for all 
x E bd*X, x z x0 E X and y E bd*Y. It follows that f p : X -+ C(B) is continuous on 
every bounded subset of X where B is bounded and C(B) is endowed with the topology 
of uniform convergence. Since X is a h-space we infer that fp is continuous, i.e., that 
2 % x0 implies *f(x, y) M *f(*zg, y) for all y E bd*Y. The last assertion follows from 
Corollary 2.6. 0 
In the following theorem we do not require that X is a h-space, cf. Theorem 2.4. 
Theorem 7.9. Let X be a h-space or suppose that ns+X c 6bd*X. If the product of 
bounded subsets is bounded then psns*X x bd*Y c psns*(X x Y). 
Proof. Let f E C(X x Y) and let B be a bounded subset of Y and consider 
ff‘ : X -+ C(B) where C(B) is endowed the topology of uniform convergence. For 
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IC E bbd*X, II: M ICO we obtain by Theorem 7.1 *f(x, y) x *f(*ze,~) for all y E *B. 
If X is a h-space we infer that f P is continuous. If ns*X C bbd*X the function f p is 
obviously continuous. Now proceed as in the proof of Theorem 2.1. 0 
Theorem 7.10. Let X be a Icw-space and R be a Tychonoff p-space. Then C(X, R) is 
a p-space with respect to rk. 
Proof. We apply Proposition 1.7. Let f E bd”C(X, R). Let K be a compact subset of 
X and 2 E *K. Theorem 2.1 shows that 
psns*C(X, R) x *K = psns*(C(X, R) x K). 
We now apply Theorem 7.2 to the evaluation map e : C(X, R) x K + R which is 
continuous. Note that *e(f, z) E bd* R c ns* R since R is a p-space. By 7.2 we infer 
that *e(f,z) z *e(f, *ZO) for all I(: z 50, i.e., that f(z) M f(*ze). It follows that f is 
cpt-continuous, i.e., that f E ns*C(X, R) since X is a &space. 0 
Proposition 7.11. Let X and Y be topological spaces. Then the following statements 
are equivalent: 
(a) ns*X x bd*Y c bd*(X x Y). 
(b) For all B E b(Y), f or all x E X there exists a neighborhood U of x such that 
U x B is bounded. 
Proof. For (a) + (b) let B E b(Y). Then 
m(xo)x*Bc u ‘C. 
CEb(XXY) 
By saturation there exists a neighborhood U of x0 and C E b(X x Y) such that *U x *B c 
*C. An application of the transfer principle yields (b). The converse is clear. 0 
Similar results as Theorem 7.3 and Corollary 7.5 can be proved for the functor p or y: 
Let 2 be equal to p(X) or to y(X). If 2 is a bi-k-space then *X n ns*Z c 6bd*X 
by Theorem 5.5. Suppose further that the product of two bounded subsets is bounded. 
By Theorem 7.1 and Corollary 3.2 we infer that every continuous map f : X x Y -+ R 
can be extended to 2 x Y provided that ns*Y C Sbd*Y, cf. Theorem 7.3(c). Using an 
analogous argument as in Corollary 7.5(e) + (f) + (a) (use Theorem 4.5) we obtain: if 
y(X) and y(Y) are bi-k-spaces then (y) holds if and only if the product of two bounded 
subsets is bounded. Now assume that X and Y are M-spaces (cf. the paragraph before 
Theorem 5.3). Theorem 5.7 shows that y(X) and -y(Y) are bi-k-spaces. Hence we obtain 
the following result (cf. Theorem 7 in [14]): 
Theorem 7.12. Let X, Y be Tychonoff M-spaces. Then (ps) implies (7). 
Note that every discrete space and every compact space is an M-space. If we assume 
the existence of measurable cardinals it is not possible to infer the equation (w) in 
Theorem 7.12. 
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8. Biquotient maps 
Let X and Y be topological spaces. Recall that a continuous surjective map f : X + Y 
is per&t if f is a closed map with compact fibers f-‘({y}) for each y E Y. For a 
Hausdorff space Y it is known that a continuous surjective map f is perfect iff 
*f(*x \ ns*X) c *Y \ ns*y. 
In particular a perfect map satisfies the (weaker) condition ns*Y = *f(ns*X). In fact, 
we show that this condition corresponds to the notion of a surjective biquotient map which 
was introduced by 0. Hajek, and independently by E. Michael, see [24]. Our definition 
does not require the surjectivity condition. Moreover we use a slight modification of the 
definition which is equivalent for Hausdorff spaces, cf. [24]. 
Definition 8.1. Let Xi, Yl be topological spaces and f : XI -+ YI be continuous and let 
X, Y be subspaces of Xi and Yi respectively. Then f is a biquotient map with respect 
to the pair (X, Y) if for every y E Yi and for every open covering U of Xi there exists 
finitely many Vi,, . . . , Vi,, E U and a neighborhood V of y such that 
V n Y C f(Ui, f% X) U. *. U f(Uin n X). 
For the case X = Xi and Y = f(X i ) we call f simply a biquotient map. 
Theorem 8.2. Let X1, Yl be topological spaces and X, Y be subspaces of X1 and Yl. 
Then a continuous map f : X1 --+ Yl is a biquotient map with respect to (X, Y) if and 
only if *Y f? ns*Y, c *f(*X fl ns*X~) holds. 
Proof. Suppose that there exists y E ns*Yi n*Y with y $ *f(m(z)n*X) for all 2 E Xi. 
By saturation there exists an open neighborhood U, of 2 with y 4 *f(*Uz n *X). Then 
(Uz)zEX, is an open covering of Xi. Choose yc E Yi with y M ya. Since f is a 
biquotient map with respect to (X, Y) there exists an open neighborhood V of ye and 
U zl,...,U~,~{Uz~~~Xi}with 
vnY c f(Uz, nX)u...u f(Uz, nx). 
For y E *V n *Y we have y E *f(*Uzi n *X) for some zi, a contradiction. For the 
converse let ya E Yi and (Ui)i,~ be an open covering of Xi. For y E m(yo) n *Y there 
exists by assumption IC E ns*Xi n *X with *f(z) = y. It follows that 
dyo)n*Yc*f U*u.n*x 
( iEI 2 ) =g*f(*“in*x). 
By saturation there exist an open neighborhood V of yc and Vi,, . . . , Vi,, E {Ui 1 i E I} 
with 
*Vn*Y c lj *f(*ui, n*x). 
k=l 
An application of the transfer principle completes the proof. •I 
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Corollary 8.3. Let X, Y be Tychonoff spaces and f : X -+ Y be continuous. Then 
*f(X) n psns*Y c *f(psns*X) if and only if the extension f” : U(X) + II(Y) is a 
biquotient map with respect to (X, f(X)). 
Proof. Put Xr = v(X) and Yi = U(Y). Note that *Y n ns*w(Y) = psns*Y and 
‘X n ns*w(X) = psns*X and apply Theorem 8.2 to the function f”. 0 
It is natural to ask whether the extension f” in Corollary 8.3 is even a biquotient map. 
The next result gives a condition which is sufficient for our purposes. 
Theorem 8.4. Let X, Y be Tychonoff spaces and let f : X + Y be an embedding. Then 
f” : u(X) + w(Y) is a biquotient map ifand only ifpsns*Y n *f(X) = *f(psns*X). 
Proof. Assume that f” : u(X) + v(Y) 1s a biquotient map. Since f is an embedding 
we have f”(w(X) \ X) C U(Y) \ Y. Th e next lemma shows that f” is a biquotient map 
with respect to (X,f(X)). N ow apply Corollary 8.3. For the converse note that f” is 
a biquotient map with respect to (X, f(X)) by Corollary 8.3. Moreover X is dense in 
v(X). Theorem 8.6 completes the proof. 17 
Lemma 8.5. Let f : X1 + Yl be a biquotient map. If D is a subset of X1 then f is a 
biquotient map with respect to (f-‘(f (D)), f (D)). 
Proof. Let X := f-l (f (D)) and note that V n f (Xl) c f (VI U . . U Un) implies that 
Vnf(D)cf((U, u.+.uU,)nX). 0 
Theorem 8.6. Let X be regular and D be a dense subset of X. If f :X + Y is a 
biquotient map with respect to (D, f(D)) and if f ’ zs m ec tve on D then f is a biquotient ’ j t’ 
map. 
Proof. Let y E Y and (Uz)zE~ be an arbitrary open covering with z E U,. Since X is 
regular there exist open sets V, with II: E V, C E C U,. By assumption there exist an 
open neighborhood V of y and V,, , . . . , V,, with 
It suffices to show that V n f(X) c f (Uz, u.. . u Uzn). Let z E V n f(X) and z E X 
with t = f(x). Choose an open neighborhood W of z with f(W) c V. It suffices to 
show that W C F U . -. U V,, (then z = f(z) E f(W) C f (Uz, U . . . U Uz,)). Let 
w E W be arbitrary and 0 be an arbitrary neighborhood of w. Then we have to show 
that 0 rl (I&, IJ . . . u VI,,) # 0. Since W is open we can assume that 0 C W. It follows 
that 
f(onD)cf(WnD)cVnf(D)cf((V&u...uV,,,)nD). 
The injectivity of f on D implies that 0 n (Vz, U . . . U I&,) n D # 8. 0 
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Corollary 8.7. Let A be a subset of the Tychonoff space X and i : A -+ X be the 
inclusion map. Then psns*X f~ *A = psns*A holds if and only if i” : w(A) -+ w(X) is 
a biquotient map. 
Proof. Theorem 8.4. 0 
Let id: X x Y -_) v(X) x w(Y) be the identity map (i.e., that id(s, y) = (2, y)). 
Since U(X) x ~J(Y) is realcompact there exists a continuous extension id” : IJ(X x Y) -+ 
V(X) x U(Y). 
Corollary 8.8. Let X, Y be Tychonoffspaces. Then psns*(X x Y) = psns*X xpsns*Y 
if and only if the map id” : w(X x Y) -+ w(X) x w(Y) is a biquotient map. 
Proof. Proposition 1.2 shows that 
*(X x Y) nns*w(X x Y) = psns*(X x Y) 
and similarly 
*(X x Y) fl ns* (w(X) x w(Y)) = psns*X x psns*Y. 
Since *id(z, y) = (z, y) f or all (z, y) E *X x *Y Theorem 8.4 completes the proof. 0 
Corollary 8.9. Let X, Y be TychonofJspaces. Then w(X x Y) = w(X) x w(Y) if and 
only if psns*(X x Y) = psns*X x psns*Y and id”: w(X x Y) -+ w(X) x w(Y) is 
injective. 
Proof. The necessity is clear. For the converse observe that id” is surjective by Propo- 
sition 8.12. By Proposition 8.11 it is a bijective quotient map and therefore it is a 
homeomorphism. 0 
Corollary 8.10. Let X be discrete and Y be a pseudocompact space. Then idv : w(X x 
Y) --+ w(X) x w(Y) is injective iff X or Y is of nonmeasurable cardinal@. 
Proof. Theorem 2.4 yields psns*(X x Y) = psns*X x psns*Y. Now the assertion 
follows from Corollary 8.9 and Theorem 6.1 of M. HuSek. 0 
The following result was already proved in [23, Proposition 3.11. 
Proposition 8.11. Let f : X -+ Y be a surjective biquotient map and Y Hausdofl Then 
f is a quotient map. 
Proof. Let ry be the topology on Y and V c Y be open with respect to the quotient 
topology. It suffices to show that m, (y) c *V for all y E V. Note that U := f-‘(V) 
is an open subset of X. For z M,,, y E V there exists 2 E ns*X with z = *f(z). For 
za E X with 2 x ~0 it follows that ,z = *f(z) E,,, f (~a). The Hausdorff property yields 
f(zc) = y. Hence za E f-‘(V) and z E *U by openness. Thus z = *f(z) E “V. 0 
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Proposition 8.12. Let X be a topological space, Y Hausdorff and let X0, Yo be sub- 
spaces of X and Y respectively. If f : X -+ Y is a biquotient map with respect to (X0, Yo) 
then ?$ c f(x) C f(X). In particular the range of a biquotient map is closed. 
Proof. Let y E 6. Then there exists t E *Ye with ,z M y, i.e., that z E ns*Y n *Yo. 
By Theorem 8.2 there exists 5 E ns*X 0 *Xe with *f(z) = z. Choose za E X with 
2 = 20. Then z = *f(z) x f(q). The Hausdorff property yields y = f(zo). 0 
Proposition 8.13. Let A be a subset of a Tychonoff space X and i : A + X be the 
inclusion map. If i” : w(A) -+ V(X) is a biquotient map and U(X) is a bi-k-space then 
w(A) is a bi-k-space. 
Proof. By Corollary 8.7 we have psns*A = *A n psns*X. Now the proof is straight- 
forward. •I 
9. B&k-spaces II 
Theorem 9.1. A topological space X is a p-space if and only if Gbd*X c ns*X. 
Proof. Let 5 E Gbd*X. Then there exist decreasing sets A, c X with 
co 
z E n *A, c psns*X. 
We show that nr=“=, *& c psns*X: A saturation argument shows 
*f 
( ) 
fi *A, = fi *f(*&) 
n=l n=l 
which is contained in lJk.N *[-k, /cl. By the saturation principle (S) there exist n, lc E 
N such that *f(*An) C *[-k,k]. H ence f(An) c [-k,k] and f(&) c [-k,k] by 
continuity. It follows that *f(*&) c ns*W and the above claim is proved. Then the 
closed set A := nr=, &, is bounded (since *A c and compact since X a 
p-space. It to show to cf. Lemma If this is true 
an open neighborhood of A and elements 2, for all N. 
Then B n E IV} is set since 
00 
*xiv *& C psns*X 
n=l 
for all As X a p-space is relatively compact. Hence 
*XN z Since *xN E *&, for all n E l+! we Now u 
open neighborhood of hence *xN M y implies *xN E *u, For 
the converse use Proposition 
Corollary 9.2. Let X be a metrizable space. Then ns+X = Gbd*X. 
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Proof. Theorem 9.1 shows bbd*X c ns*X. Let z M za and (Un)nE~ be a neighborhood 
base of za. Then z E n,“=, *U,, C ns*X. 0 
Recall that a topological space X is a q-space if for every II: E X there exist neighbor- 
hoods U, of z such that, whenever 2, E U,, then the sequence (z,) has an accumulation 
point. A space X is of pointwise countable type if every x E X is contained in a com- 
pact set with a countable neighborhood base. Clearly every metric space is of pointwise 
countable type, and every space of pointwise countable type is a q-space. Moreover every 
M-space is a q-space. 
Theorem 9.3. Let X be a q-space. Then for each x E X there exist open neighborhoods 
l-J, of x with 
m(x) c fi *U, c Gbd*X. 
?%=I 
Zf X is in addition a p-space then 
M 
m(X) c n *u, c ns*X. 
?%=I 
Proof. Let x E X and (Un)nE~ as in the definition of a q-space. We can assume that 
the U, are decreasing. Let y E n,“=, *U,. For the first statement it suffices to show 
that y E psns*X (then n,“=, *U,, c psns*X and therefore nrct”=, *U,, c Gbd*X). For 
this let (Vn)nEn be an arbitrary cozero-set covering of X, cf. Proposition 1.3. We can 
assume that (Vn) is increasing. Suppose that y $ “V, for all n E N. Then y E *U, \ 'V, . 
By transfer there exists yn E U,, \ I’,. Since X is a q-space there exists IV E *N, 
and p E X with * yN M p. On the other side p is contained in some Vk and therefore 
*yN E *V,. But *yN $! *l/k for all k E w (since yn $ Vk for all n 3 /c), a contradiction. 
For the second statement note that 6bd*X c ns*X by Theorem 9.1. q 
Recall that a set A of a topological space Y is called Gs-open if for every x E A 
there exist open sets G, c Y with II: E n,“=, G, c A, see [46]. The following result 
gives a sufficient condition in order that II(X) is a bi-k-space. The equivalence of the 
statements (a) and (b) in Theorem 9.4 and the equivalence of the statements (b) and (c) 
in Theorem 9.5 is a direct consequence of Theorem 3.13 in [ 11. 
Theorem 9.4. Let X be a Tychonoffspace. Then the following statements are equivalent: 
(a) II(X) is Gs-open in p(X). 
(b) w(X) is of pointwise countable type. 
(c) For all x E psns*X there exist zero-sets 2, of w(X) and cozero-sets U, of u(X) 
with U, c Z,_l c Un_l such that x E n;!, *Z, n *X c psns*X. 
Proof. (a) + (b). Let p E v(X). By assumption there exists G, c P(X) open such that 
p E nr=, G, c v(X). By complete regularity of p(X) th ere exist decreasing zero-sets 
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Z, c G, such that p is in the interior of 2, for all n E W. Then 2 := nr=, Z, is 
contained in u(X). Moreover 2 is a compact Gb-set in the compact space p(X). Hence 2 
has a countable neighborhood base in p(X) and in v(X). For (b) + (c) let 2 E psns*X. 
Then there exists p E V(X) with z M p. Let K be a compact subspace of w(X) with a 
countable neighborhood base (Vn)nE~. For every n E N one can construct a decreasing 
sequence of zero-sets 2, and cozero-set U,, with K C ,?&+I C U,, C 2, C V,. 
Since x z p E K it follows that x E *U, c *Z, for all n E N. Since (Vn)nE~ is a 
neighborhood base of K we obtain that 
fi ‘U, c &-l(K) c ns*(v(X)). 
n=l 
Hence 
ii* U, n “X c psns*X. 
?%=I 
For (c) + (a) let p E w(X) and x E psns*X with x = p. Let U, and Z, as in (c). Then 
x E *Z, implies that p E Z, c U, Hence p E nr=‘=, U,, Note that G, := K’ is a 
neighborhoodofp in p(X). It suffices to show that nF=“=, G, c v(X). Let z E nr!‘=, G,. 
- - 
Then z E U,+I’ c Z, n X0. Hence there exists yn E *Z, n *X with yn = z. By a 
saturation argument there exists y E nT=“=, *Z, n *X with y M z. Since y E psns*X we 
infer z E v(X). 0 
Theorem 9.5. Let X be a Tychonoff p-space. Then the following assertions are equiv- 
alent: 
(a) X is a q-space. 
(b) X is Gs-open in p(X). 
(c) X is of pointwise countable type. 
(d) For all x E X there exists a sequence (A,), with m(x) C f-j;=‘=, *A, C ns*X. 
(e) For every x E X there exists a sequence of open neighborhoods (Un) such that, 
whenever x, E U,, then {x,: n E PI} is relatively compact. 
Proof. (a) + (b). L t e x E X and (Un)n as in the definition of a q-space. We can 
assume that U, is decreasing. Then V, := E’ is a neighborhood of x in p(X) with 
x E n,“==, V, =: B. Let y E B. Then there exists x, E *U, with x, % y. It is not very 
difficult to show that there exists x E nrzt”=, *U, with x M y. Now the proof of Theorem 
9.3 shows that x E ns*X and therefore y E X. Hence B c X. For (b) + (c) repeat the 
proof of Theorem 9.4(a) + (b). Th e implication (c) + (d) is always valid and is left to 
the reader. Moreover (d) + (e) is easy and (e) + (a) is trivial. 0 
A topological space X is called a rtu-space if for every decreasing sequence of non- 
bounded sets A, there exists f E C(X) which is unbounded on each set A,, n E N. 
W. Lehner has shown that X is a To-space iff C(X) . IS an a-space with respect to the 
topology of compact convergence, see [19] and [44]. A locally convex vector space E is 
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called an a-space if for every sequence of increasing closed and absolutely convex sets 
A, covering E there exists TQ E N such that A,, is absorbing. 
Theorem 9.6. A topological space X is a rcu-space iff bd*X = Gbd*X. 
Proof. Let 2 E n,“=, ‘A, c psns*X. If some A, is bounded then z E *A, c bd*X. 
Hence we can assume that each A, is not bounded. Since X is a rcr-space there exists 
f E C(X) which is unbounded on each A,. Choose z, E A, with ]f(zCn)j > n. Then 
CO 
*xN E n *A, c psns*X, 
lZ=l 
a contradiction to ]*f(*z~)] 2 N for N E *I&,. For the converse let A, be a decreasing 
sequence of nonbounded sets. Suppose that for every f E C(X) there exists nf E N 
such that f(Anr) is bounded. Then 
*f 
( 1 
fi *An c *f (*A,J c ns*R. 
n=l 
Hence 
00 
n *A, c psns*X. 
n=l 
It follows that 
fi* A, c Gbd*X = bd*X. 
n=l 
By saturation there exist B E b(X) and n E N with A, C B, a contradiction to the 
nonboundedness of A,. 0 
Note that bd*X = psns*X iff bd*X = Sbd*X and 6bd*X = psns*X. Hence v(X) 
is locally compact if and only if X is a rcu-space and v(X) is a bi-k-space. Theorem 
9.7 was proved in [19] under the assumption that X be a compact space. Moreover a 
standard proof of Theorem 9.8 is given in [19]. 
Theorem 9.7. Let X and Y be w-spaces. If Y is a h-space or a ,u-space then X x Y 
is a rcu-space. 
Proof. Clearly Gbd*(X x Y) c 6bd*X x 6bd*Y = bd*X x bd*Y. If Y is a h-space 
Corollary 2.6 shows that Gbd*(X x Y) = bd*(X x Y). If Y is a p-space we have 
cpt*Y = bd*Y and bbd*(X x Y) c bd*X x cpt*Y c bd*(X x Y) by Theorem 2.1. 13 
Theorem 9.8. A locally compact p-space is a rcr-space. 
Proof. Theorem 9.1 implies bbd*X c ns*X. Since X is locally compact we infer 
ns*X = cpt*X c bd*X. Hence bbd*X = bd*X. 0 
H. Render / Topology and its Applications 68 (19%) 205-239 237 
A topological space is a P-space if the countable intersection of open sets is again 
open. By Theorem 9.9 it is obvious that every compact subset of a P-space is finite. 
Hence a P-space is a h-space iff it is discrete. 
Theorem 9.9. Let X be a P-space. Then bd*X = 6bd*X = “X. 
Proof. Let 5 E bbd*X. Then there exist A, with 2 E nr=l *A, C psns*X. If some 
A, is finite then z E “X. Hence we can assume that the sets A, are decreasing and 
infinite. Inductively one can choose 2, E A, with 2, $ (21, . . . , ~~-1). Moreover there 
exist open neighborhoods U, of Z, with z fl U,,, = 8 for all n # m. Note that (Un)n 
is locally finite since X is a P-space. Now one can construct f E C(X) with f(~,) = n 
for all n E W. Then *XN E n;=, *A, C psns*X for N E *N,, a contradiction to 
*f(zN) = N. q 
It is well known that X is a P-space iff V(X) is a P-space. Hence a P-space X has 
the property that w(X) is a h-space (or locally compact or a bi-k-space or a q-space) 
iff X is discrete and realcompact. 
Note that the next result is not true for C(X, [0, 11): if X is a discrete, non-Lindelbf 
(i.e., X is not countable) space then [0, llx is a bi-k-space, simply because it is compact. 
Theorem 9.10. Let X be a bi-k-space. Then the following statements are equivalent: 
(a) C(X) is a bi-k-space with respect to q. 
(b) C(X) is metrizable with respect to Q. 
(c) X is locally compact and Lindelti$ 
Proof. For (a) =+ (c) note that the product of two bi-k-spaces is a bi-k-space. Hence 
C(X) x X is a k-space. Since X is a kn-space the evaluation e is continuous on 
H x X + R for each compact subset H c C(X), see, e.g., [38]. Hence the evaluation 
e is continuous and it is well known that this implies the local compactness of X. 
Moreover Theorem 4.7.4 in connection with Problem 11 in Chapter 4 of [22] yields the 
Lindelof property. The implication (c) + (b) is well known and (b) + (a) is clear since 
metrizable spaces are bi-k-spaces, cf. [24]. 0 
A space X is called hemicompact if there exists a sequence of compact subsets K, 
such that for each compact subset K there exists n E N with K c K,. 
Proposition 9.11. A hemicompact bi-k-space is locally compact. 
Proof. Let (K,), be as in the definition of a hemicompact space and let x E ns*X. We 
show that ns*X c cpt*X. Let (An)nE~ be a decreasing sequence of sets with 
XE 
iT* 
A, c ns*X, 
n=l 
cf. Theorem 5.3(a) % (b). If A, c K, for some n E N then x E *K, c cpt*X. Now 
assume that there exists Z, E A, \ K, for each n E N. Then {*xn: n E *N} c ns*X. 
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Hence K := {CT n: n E N} is relatively compact. Thus there exists n E N with K c K,, 
a contradiction. 0 
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