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We report a measurement of the branching fraction B(D+ → µ+νµ) = [3.71 ± 0.19(stat) ±
0.06(sys)] × 10−4 based on 2.92 fb−1 of data accumulated at √s = 3.773 GeV with the BESIII
detector at the BEPCII collider. This measurement, in conjunction with the Cabibbo-Kobayashi-
maskawa matrix element |Vcd| determined from a global Standard Model fit, implies a value for the
weak decay constant fD+ = (203.2 ± 5.3 ± 1.8) MeV. Additionally, using this branching fraction
measurement together with a lattice QCD prediction for fD+ , we find |Vcd| = 0.2210 ± 0.0058 ±
0.0047. In either case, these are the most precise results for these quantities to date.
PACS numbers: 13.20.Fc, 13.66.Bc, 12.38.Qk, 12.15.Hh
In the Standard Model (SM) of particle physics, the
D+ meson can decay into ℓ+νℓ (where ℓ = e, µ, or τ) via
annihilation mediated by a virtualW+ boson. (Through-
out this paper, the inclusion of charge conjugate channels
is implied.) The decay rate depends upon the wave func-
tion overlap of the two quarks at the origin, which is
parametrized by the D+ decay constant, fD+ . All of the
strong interaction effects between the two initial-state
quarks are absorbed into fD+ . In the SM, the decay
width is given by [1]
Γ(D+ → ℓ+νℓ) = G
2
F f
2
D+
8π
| Vcd |2 m2ℓmD+
(
1− m
2
ℓ
m2
D+
)2
,
(1)
whereGF is the Fermi coupling constant, Vcd is the c→ d
Cabibbo-Kobayashi-Maskawa (CKM) matrix element [2],
mℓ is the lepton mass, and mD+ is the D
+-meson mass.
The decay constants fD+ and its B
+-meson counter-
part fB+ are critical parameters of heavy-flavor physics.
In B-meson physics, the B0B¯0 mixing parameter xB =
3∆MB/ΓB can be well measured, where ∆MB and ΓB
are the mass difference between the two neutral B-meson
eigenstates and the mean neutral B-meson total width,
respectively. In the SM, assuming the CKM matrix ele-
ment |Vtb| = 1 the xB is given by
xB = τB
G2FM
2
W
6π
ηBS(xt)MBfB
√
BB | Vtd |2, (2)
where BB is corresponding “bag parameter” and ηBS(xt)
is perturbatively known [3]. Since xB is the theoretically
and experimentally most accessible quantity, a reliable
and precise determination of fB+ is important for ex-
tracting |Vtd|. However, it is currently not possible to
measure fB+ directly from B
+ leptonic decays with the
required precision [4], so, theoretical calculations of fB+
have to be used in the determination of |Vtd|. In current
lattice QCD (LQCD) calculations, the ratio fD+/fB+ is
determined with a significantly better precision than the
individual quantities themselves. Thus, a precise mea-
surement of fD+ can be used to validate the LQCD cal-
culation and subsequently be used in conjunction with
the LQCD value for fD+/fB+ to make a precise estimate
of fB+ . In turn, the resulting fB+ value can be used to
improve the precision of |Vtd| determined from the mea-
sured B0B¯0 mixing strength.
Measurements of |Vcd| have historically been based
on measured branching fractions for semileptonic D →
πℓ+νℓ decays and on measurements of charm production
cross sections in neutrino and antineutrino interactions.
However, extracting |Vcd| from exclusive semileptonic de-
cay rates requires a knowledge of the relevant hadronic
form factor, which can have theoretical uncertainties that
are about 11%; the uncertainty of |Vcd| determined from
neutrino and antineutrino cross sections is about 4.8% [2].
A recent unquenched LQCD calculation of fD+ claims a
precision of about 2% [5] and provides an opportunity to
improve the measured value of |Vcd| using an improved
D+ → µ+νµ branching fraction determination.
In this paper we report measurements of the branching
fraction for D+ → µ+νµ decay and the product of fD+
and |Vcd| based on analysis of 2.92 fb−1 of data [6] taken
at
√
s = 3.773 GeV with the BESIII detector. Using
this measured fD+ |Vcd| together with the CKM matrix
element |Vcd|, we determine the pseudoscalar decay con-
stant fD+ . Alternatively, using the measured fD+ |Vcd|
in conjunction with a lattice QCD prediction for fD+ ,
we determine the CKM matrix element |Vcd|. This more
accurate determination of |Vcd| and improved determi-
nation of |Vtd| would improve the stringency of unitarity
constraints on the CKM matrix and provide an improved
test of the SM.
The BESIII [7] detector is a cylindrical detector with
a solid-angle coverage of 93% of 4π that operates at the
BEPCII e+e− collider [7]. It consists of several main
components. A 43-layer main drift chamber (MDC)
which surrounds the beam pipe performs precise determi-
nations of charged-particle trajectories and provides ion-
ization energy loss (dE/dx) measurements that are used
for charged-particle identification. An array of time-of-
flight counters (TOF) is located radially outside of the
MDC and provides additional charged-particle identifi-
cation information. The time resolution of the TOF sys-
tem is 80 ps (110 ps) in the barrel (end-cap) regions,
corresponding better than 2σ K/π separation for mo-
mentum below about 1 GeV/c. The solid-angle coverage
of the barrel TOF is | cos θ| < 0.83, while that of the end
cap is 0.85 < | cos θ| < 0.95, where θ is the polar angle
of the coverage. A CsI(Tl) electromagnetic calorimeter
(EMC) surrounds the TOF and is used to measure the
energies of photons and electrons. The angular cover-
age of the barrel EMC is | cos θ| < 0.82. The two end
caps cover 0.83 < | cos θ| < 0.93. A solenoidal super-
conducting magnet located outside the EMC provides a
1 T magnetic field in the central tracking region of the
detector. The iron flux return of the magnet is instru-
mented with 1600 m2 of resistive plate muon counters
(MUC) arranged in nine layers in the barrel and eight
layers in the end caps that are used to identify muons
with momentum greater than 500 MeV/c.
The center-of-mass energy of 3.773 GeV corresponds
to the peak of the ψ(3770) resonance, which decays pre-
dominantly into DD¯ meson pairs [2]. In events where
a D¯ meson is fully reconstructed, the remaining par-
ticles must all be decay products of the accompanying
D meson. In the following, the reconstructed meson is
called the tagged D¯. In a tagged D− data sample, events
where the recoilingD+ decays to µ+νµ can be cleanly iso-
lated and used to provide a measurement of the absolute
branching fraction B(D+ → µ+νµ).
Tagged D− mesons are reconstructed in nine de-
cay modes: K+π−π−, K0Sπ
−, K0SK
−, K+K−π−,
K+π−π−π0, π+π−π−, K0Sπ
−π0, K+π−π−π−π+, and
K0Sπ
−π−π+. Events that contain at least three recon-
structed charged tracks with good helix fits and |cosθ| <
0.93 are selected, where θ is the polar angle of the charged
tracks with respect to the beam direction. All charged
tracks other than those from K0S decays are required
to have a distance of closest approach to the average
e+e− interaction point that is less than 1.0 cm in the
plane perpendicular to the beam and less than 15.0 cm
along the beam direction. These charged tracks are then
constrained to have a common vertex. The TOF and
dE/dx measurements are combined to form confidence
levels for pion (CLπ) and kaon (CLK) particle identifi-
cation hypotheses. In this analysis pion (kaon) identifi-
cation requires CLπ > CLK (CLK > CLπ) for tracks
with momentum p < 0.75 GeV/c, and CLπ > 0.1%
(CLK > 0.1%) for p > 0.75 GeV/c.
For the selection of photons from π0 → γγ decays,
the deposited energy of a neutral cluster in the EMC is
required to be greater than 25 (50) MeV if the crystal
with the maximum deposited energy in that cluster is in
4the barrel (end-cap) region [7]. In addition, information
about the EMC cluster hit time is used to suppress elec-
tronic noise and energy deposits unrelated to the event.
In order to reduce backgrounds, the angle between the
photon candidate and the nearest charged track is re-
quired to be greater than 10◦. A one-constraint (1C)
kinematic fit is used to constrain the invariant mass of
γγ pairs to the mass of the π0 meson in order to re-
duce combinatorial backgrounds. If the 1C kinematic fit
converges with χ2 < 100, the pair is considered as a can-
didate π0 → γγ decay.
We detect K0S mesons that decay to a π
+π− pair. A
vertex fit is performed on two oppositely charged tracks
that are assumed to be pions. If the vertex fit is success-
ful and the invariant mass of the π+π− is in the range
between 0.485 and 0.515 GeV/c2, the π+π− pair is taken
as a candidate K0S meson.
Tagged D− mesons are identified by their beam-
energy-constrained mass MBC:
MBC =
√
E2beam − |~pmKnπ|2, (3)
where m and n (m=0, 1, 2; n= 0, 1, 2, 3, or 4) denotes
the numbers of kaons and pions in the tagged D− de-
cay mode being considered, Ebeam is the beam energy,
and |~pmKnπ| is the magnitude of the three-momentum
of the mKnπ system. In addition, the absolute value
of the difference between the beam energy and the sum
of the measured energies of the mKnπ combination is
required to be within approximately 2.5σEmKnpi of zero,
where σEmKnpi is the decay-mode-dependent standard de-
viation of the energy of the mKnπ system.
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FIG. 1: The beam-energy-constrained mass distributions
for the different mKnπ tagged mode combinations, where
(a) K+π−π−, (b) K0Sπ
−, (c) K0SK
−, (d) K+K−π−, (e)
K+π−π−π0, (f) π+π−π−, (g) K0Sπ
−π0, (h) K+π−π−π−π+
and (i) K0Sπ
−π−π+; the two vertical dashed red lines show
the tagged D− mass region.
The MBC distributions for the nine D
− tag modes are
shown in Fig. 1. A maximum likelihood fit is used to
obtain the number of tagged D− events for each of the
nine modes. We use the Monte Carlo simulated sig-
nal shape convolved with a double-Gaussian resolution
function to represent the beam-energy-constrained mass
signal for the D− daughter particles, and an ARGUS
function [8] multiplied by a third-order polynomial [9] to
describe the background shape to fit the MBC distribu-
tions. In the fits all parameters of the double-Gaussian
function, the ARGUS function and the polynomial func-
tion are left free. We identify tagged D− candidates as
combinations with MBC within the range given by two
red dashed lines in each figure. This requirement reduces
the number of signal events by about 2% and keeps a
total of 1703054± 3405 tagged D− mesons (ND−tag ).
Candidate D+ → µ+νµ events are selected from the
remaining charged tracks in the system recoiling against
the tagged D−-meson candidates by requiring that there
be only one good positively charged track that is iden-
tified as a µ+. In BESIII, a µ+ can be identified by
its transit distance in the MUC, since charged hadrons
(pions or kaons) undergo strong interactions with the ab-
sorber material and stop before penetrating very far into
the MUC. In addition, in candidate D+ → µ+νµ events
the maximum energy Eγmax of any extra good photon in
the EMC is required to be less than 300 MeV.
Since there is only a single missing neutrino in D+ →
µ+νµ events, we require that the missing energy Emiss
and momentum ~pmiss are such that the value of the miss-
ing mass squared M2miss is consistent with zero, where
M2miss is defined as
M2miss = (Ebeam − Eµ+)2 − (−~pD−tag − ~pµ+)
2. (4)
Here Eµ+ and ~pµ+ are the energy and three-momentum
of the µ+, respectively, and ~pD−tag
is the three-momentum
of the tagged D− candidate. Figure 2 shows the M2miss
distribution for selected single µ+ candidates. There are
451 candidate D+ → µ+νµ events in the |M2miss| < 0.12
GeV2/c4 signal region as shown with two red arrows.
The events that peak near M2miss ≃ 0.25 GeV2/c4 are
primarily from D+ → K0Lπ+ decays, where the K0L is
undetected.
To check the Monte Carlo simulation, we compare the
M2miss distribution for D
+ → K0Sπ+ from the data with
that from Monte Carlo simulated events, where the K0S
is missing in the calculation of M2miss. We select D
+ →
K0Sπ
+ events with the same requirements as these used
in selection of D+ → µ+νµ, but require an additional
K0S. We find that theM
2
miss resolution for the data to be
1.194 times wider than that for the simulated events. To
account for this difference, we scale the M2miss resolution
of simulated events by a factor of 1.194 when looking for
D+ → µ+νµ signal and estimating numbers of peaking
background events, such as D+ → K0Lπ+ and D+ →
π+π0 decays (see below and see Fig. 2).
The numbers of the background events from D+ →
5K0Lπ
+ and D+ → π+π0, as well as D+ → τ+ντ , are es-
timated by analyzing Monte Carlo samples that are 10
times larger than the data. The input branching fractions
for D+ → K0Lπ+ and D+ → π+π0 are from Ref. [2].
For estimation of the backgrounds from D+ → τ+ντ
decay, we use branching fraction B(D+ → τ+ντ ) =
2.67×B(D+ → µ+νµ), where B(D+ → µ+νµ) is quoted
from Ref. [10] and 2.67 is expected by the SM.
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FIG. 2: The M2miss distribution for selected single µ
+ can-
didates, where dots with error bars indicate the data, the
opened histogram is for Monte Carlo simulated signal events
of D+ → µ+νµ decays, and the hatched histograms are for the
simulated backgrounds from D+ → K0Lπ+ (red), D+ → π0π+
(green), D+ → τ+ντ (blue), all other D-meson decays (yel-
low), and non-DD¯ processes (pink).
The backgrounds from other D decays are corrected
considering the difference in the numbers of events from
the data and simulated events in the range from 0.15
to 0.60 GeV2/c4. Other background events are from
e+e− → γISRψ(3686), e+e− → γISRJ/ψ, where γISR
denotes the photon produced due to initial state radi-
ation, e+e− → qq¯ (q = u, d, or s), e+e− → τ+τ−
and ψ(3770) → non-DD¯ decays that satisfy the event-
selection criteria of purely leptonic decays. The num-
bers of these background events are estimated by ana-
lyzing Monte Carlo samples of each of the above-listed
processes, which are about 10 times more than the data.
After normalizing these numbers of background events
from the Monte Carlo samples to the data, we expect
that there are 42.0 ± 2.3 background events, where the
errors reflect the Monte Carlo statistics, uncertainties in
the branching fractions and/or production cross sections
for the background channels.
After subtracting the number of background events,
409.0 ± 21.2 ± 2.3 signal events (Nnetsig ) for D+ → µ+νµ
remain, where the first error is statistical and the sec-
ond is the systematic associated with the uncertainty
of the background estimate. The weighted overall effi-
ciency for detecting D+ → µ+νµ decays is determined to
be ǫ = 0.6403± 0.0012 by analyzing Monte Carlo simu-
lated events for D+ → µ+νµ in each tagged D− mode;
here the error is due to Monte Carlo statistics. Final state
radiation is included in the Monte Carlo simulation.
Inserting ND−tag
, Nnetsig and ǫ into
B(D+ → µ+νµ) =
Nnetsig
ND−tag
× ǫ
and subtracting from the signal a 1.0% contribution com-
ing from D+ → γD∗+ → γµ+νµ [10, 11], in which D∗+
is a virtual vector or axial-vector meson, yields
B(D+ → µ+νµ) = (3.71± 0.19± 0.06)× 10−4,
where the first error is statistical and the second sys-
tematic. This measured branching fraction is consistent
within errors with those measured at BES-I [12], BES-
II [13], and CLEO-c [10], but with the best precision.
The systematic uncertainty in theD+ → µ+νµ branch-
ing fraction determination includes seven contributions:
(1) the uncertainty in the number of D− tags (0.5%),
which contain the uncertainty in the fit to the MBC dis-
tribution (0.5%) and the difference in the fake π0 rates
between the data and the Monte Carlo events (0.1%); (2)
the uncertainty in µ tracking/identification (0.1%/0.8%)
determined by comparing the µ tracking/identification
efficiencies for data and Monte Carlo events, where the
µ± samples are from the copious e+e− → γµ+µ− pro-
cess; (3) the uncertainty in the Eγmax selection require-
ment (0.1%) determined by comparing doubly tagged
DD¯ hadronic decay events in the data and Monte Carlo;
(4) the uncertainty associated with the choice of the
M2miss signal window (0.5%) determined from changes in
the measured branching fractions using different signal
window widths; (5) the uncertainty in the background
estimate (0.6%) due to Monte Carlo statistics of the sim-
ulated backgrounds and uncertainties in the branching
fractions or the production cross sections for the back-
ground channels; (6) the uncertainty in efficiency (0.2%)
arising from the Monte Carlo statistics; (7) the uncer-
tainty in the radiative correction (1.0%), which we take
to be 100% of its central value [10, 11]. The total system-
atic error determined by adding all the component errors
in quadrature is 1.6%.
Inserting the measured branching fraction, GF , the
mass of the muon, the mass of the D+ meson and the
lifetime of the D+ meson [2] into Eq.(1) yields
fD+ |Vcd| = (45.75± 1.20± 0.39) MeV,
where the first error is statistical and the second system-
atic arising mainly from the uncertainties in the mea-
sured branching fraction (1.6%) and the lifetime of the
D+ meson (0.7%) [2]. The total systematic error is 0.9%
for fD+ |Vcd|.
6The decay constant fD+ is obtained using as input the
CKM matrix element |Vcd| = 0.22520± 0.00065 from the
global fit in the SM [2]. Alternatively, |Vcd| is determined
using fD+ = 207± 4 MeV from LQCD [5] as input. The
results are
fD+ = (203.2± 5.3± 1.8) MeV
and
|Vcd| = 0.2210± 0.0058± 0.0047,
where the first errors are statistical and the second sys-
tematic arising mainly from the uncertainties in the mea-
sured branching fraction (1.6%), the CKM matrix ele-
ment |Vcd| (0.3%), fD+ (1.9%), and the lifetime of the
D+ meson (0.7%) [2]. The total systematic error is 0.9%
for fD+ and 2.1% for |Vcd|.
Our measured value for B(D+ → µ+νµ) has the best
precision in the world to date. The value of fD+ can
be used to validate LQCD calculations of fD+ , thereby
producing a more reliable and precise prediction of fB+ .
This fB+ value can in turn be used to improve the preci-
sion of the determination of |Vtd|, and the improved |Vcd|
and |Vtd| can be used for more stringent tests of the SM.
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