We present a framework to carry out highly accurate GGA+U thermochemistry calculations by deriving effective U values from experimental data. The U values predicted in this approach are applied to metal cations, and depend not only on (i) the chemical identity and the band to which the U correction is applied, but also on the local environment of the metal described by (ii) its oxidation state and (iii) the surrounding ligand. We predict such local environment dependent 
I. INTRODUCTION
Quantum-mechanical design of novel materials, such as for lithium-ion batteries, [1] [2] [3] [4] [5] [6] hydrogen storage, 7-10 thermoelectrics, 11 structural metal alloys 12 or catalysis, 13,14 among others, requires accurate and efficient description of thermochemistry of processes involving solid-state inorganic compounds, where Density Functional Theory (DFT) has proven indispensable. However, when electron correlation effects dominate the DFT Hamiltonian, the spurious self-interaction of electrons in the formulation of the widely used exchangecorrelation (XC) functionals of DFT; namely, the local density approximation (LDA) and generalized gradient approximation (GGA), 15 tend to over delocalize electrons. This results in an inaccurate description of not only the electronic or magnetic properties but also the thermochemistry of redox processes of strongly correlated materials. For example, in reactions involving open-shell first-row transition metal oxides with localized d-electrons, the thermochemical accuracy of LDA or GGA diminishes relative to experiment. 4, [16] [17] [18] This deficiency is more pronounced in reactions that involve transfer of electrons between significantly dissimilar environments such as between metallic and localized states. 16, 19 A remedy to reduce the residual self-interaction is the so-called "LDA+U"method introduced by Anisimov et al., [20] [21] [22] where a Hubbard-type term is added to the density functional (LDA or GGA)
that penalizes partial occupancies in correlated orbitals and subsequently localizes electrons.
The LDA+U functional includes the on site Coulomb (U) and exchange interaction (J) parameters, and in its simplified rotationally invariant formulations, 23, 24 U and J are combined to form an effective parameter U eff = U − J (hereafter, simply referred to as U).
The GGA+U functional can provide the same level of accuracy in redox reaction energies as the computationally demanding hybrid density functionls, 18 but it requires an ad hoc input of the system-specific parameter U. Different methods of ab-initio evaluation of U exist, such as constrained LDA (cLDA), 25, 26 improved cLDA with linear response approach, 24 embedded cluster with unrestricted Hartree-Fock 27,28 and constrained random phase approximation. 29, 30 But these methods do not necessarily yield similar U values for a given system. 24, 31 As an alternative, empirical selection of U to reproduce target properties such as band gaps, magnetic moments, lattice constants or reaction energies is also common practice. 16, [32] [33] [34] For redox reactions, Wang et al. 16 showed that if the errors associated with the GGA representation of diatomic molecules 16, 35 are separated from the errors stemming from correlation effects a priori, one can find a reasonable U value (a constant U for a given redox pair) that reproduces the experimental reaction energies. One has to inevitably use such a constant U for all different compounds of M in a conventional GGA+U based thermochemical study, 4, 16, [36] [37] [38] since the total energies at different U values cannot be compared directly.
Physically, the on-site Coulomb interactions depend on the local environment of the transition metal atom M, and hence one should expect U to differ between environments where M has different electronic states (e.g., described by observables such as the oxidation state, spin state, etc.) and is coordinated with different ligands. 4, 24 Use of a constant U for all M in different local chemistries can often lead to inaccuracies, especially in reactions where the electronic character of the phases involving M are considerably different. 37, 38 For example, Jain et al. 38 showed that conventional GGA+U, despite the fitted O 2 chemical potential, yields a mean absolute relative error over 21% in formation enthalpies of d-block metal oxides, mostly resulting from the application of U on metallic elemental references.
Constant-U GGA+U error can still persist in reaction enthalpies even in the absence of elemental phases. For instance, as shown in Fig. 1 , while a U of ∼ 3.9 eV can accurately reproduce the experimental enthalpy of the reaction 4FeO + O 2 → Fe 2 O 3 , use of the same U in the reaction 4FeO + F 2 → FeF 2 + 0.5O 2 leads to an error of ∼ 18 kJ, which is significant relative to the typical experimental accuracy of ∼ 4 kJ. In fact, the experimental enthalpy of the latter reaction can be reproduced using a significantly different U of ∼ 1.6 eV. As a further example where even no diatomic molecules are involved, the experimental enthalpy In this study, we present a method to find U values that depend on the chemical identity of the metal M, as well as characteristics pertaining to its local environment in a compound;
namely, its oxidation state (a+) and surrounding ligand (X). The method is based on formulating a relation between such local environment dependent (LD) U values (U X M a+ ) and the constant U values of M fitted using experimental reaction energies. We apply the method to predict LD-U values for thermochemical GGA+U calculations of oxides and fluorides of first row transition metals Ti, V, Cr, Mn, Fe, Co and Ni, using mainly their binary compounds. The total energy compatibility among calculations involving M at different U
II. THE LOCAL ENVIRONMENT DEPENDENT GGA+U METHOD
A. Calculating the local environment dependent Hubbard-U Using a reaction between two different compounds of a metal M, a constant U value (hereafter denoted asŪ ) can be determined via a procedure of fitting to experimental data. 16 We illustrate this procedure for a sample set of three Fe compounds FeO, Fe 2 O 3 and FeF 2 in Fig. 1 . In this section, we generalize the procedure outlined above, and also propose a functional form for f to use in this model that allows extracting the LD-U values.
In the first step, we start by defining the chemical space of interest and selecting compounds that adequately sample this chemical space; i.e., common oxidation states of M are included in our set of selected compounds. To illustrate the method, we choose oxides and fluorides of M in this work, but the method should be broadly applicable in other chemical spaces as well. For n number of selected compounds, enumerating all possible reactions among pairs of compounds in this set, one can write p = n(n − 1)/2 number of different reactions in the following generic form,
Here, a+ and b+ are the valences of M in compounds MX a/x and MY b/y , respectively.
Similarly, x− and y− are the valences of ligands X and Y, respectively. at absolute zero temperature for all compounds (Table I) . When a compound has no absolute zero temperature ∆H extrapolated to x = 0 and accordingly used the O3 structure of CoO 2 rather than the more stable O1 structure. The low temperature phase of V 6 O 13 is used in formation enthalpy calculations while room temperature phase is used for the voltage predictions. 83 The only mixed-valence compound we used in U prediction is Co 3 O 4 , because we could not find the experimental enthalpy for the marginally stable Co 3+ bearing oxide Co 2 O 3 . In addition, BaNi 4+ O 3 is the only ternary compound included in our U prediction calculations, since we
were not able to find reliable enthalpy data for the binary oxide of Ni 4+ .
IV. RESULTS AND DISCUSSION

A. Local environment dependent U values and energy corrections
The calculated LD-U values and energy corrections for the most common oxidation states of solid oxides and fluorides of M = Ti, V, Cr, Mn, Fe, Co and Ni are listed in Table II . The details of obtaining these parameters from regular GGA+U total energies and experimental formation enthalpies (Table I) can be found in Appendix B. For all oxides, it is encouraging that the U values in Table II While the U X M a+ values are mostly in accord with the typical range of values used in literature, a comparison of the absolute U values is not so meaningful, because U strongly depends on the choice of the fitting parameters, or in case of constrained ab-initio calculations, on the method itself, basis set, projection operators, double-counting term etc. 24, 87 In fact, the LD-U values provide an acceptable level of accuracy upon predicting the physical proper-ties that they were not fit to (magnetic moments, band gaps, volumes) as shown in Table   III , but the primary expectation from these U X M a+ values in Table II is to provide accurate reaction energies in GGA+U thermochemistry. These U values should only be considered as thermochemical corrections to the total energy, and may not give accurate results for any other property calculated with GGA+U. In the following sections, we present a detailed analysis of the performance of the LD-GGA+U parameters in GGA+U thermochemistry.
B. Transferability of LD-GGA+U parameters: ternary oxide formation enthalpies
The accuracy of the conventional constant-U GGA+U thermochemistry together with energy corrections has already been well-tested. 19, 38, 42 The U X M a+ values we calculate in this work, on the other hand, are not constant for a given M, but explicitly dependent on its local environment in the compound defined by a+ and X. We expect this local environment dependence to provide an improvement in thermochemical accuracy over the constant-U methods when the calculated LD-U values are used in calculations of new compounds (i.e., compounds not in the fit set in Table I ). Accordingly, we test the transferability of the determined LD-GGA+U parameters by comparing the calculated formation enthalpies of a wide variety of metal oxides to the experimental values. This test set includes 52 3d-metal bearing oxides such as regular transition metal ternary (e.g., CaCr 2 O 4 ), mixed transition metal ternary (e.g., MnFe 2 O 4 ) and mixed-valence binary (e.g., Fe 3 O 4 ) oxides (See Table IV for the entire list). For this test set, the LD-GGA+U framework gives a remarkably small mean absolute error (MAE) of 19 meV/atom with respect to the absolute zero temperature experimental formation enthalpies. Since the oxides in the test set were not used while training the U X M a+ values, such a small MAE validates the excellent transferability of LD-GGA+U parameters, and proves that LD-GGA+U provides highly accurate thermochemistry. In fact, the average reported uncertainty of the experimental formation enthalpies of the compounds in the current test set is ∼ 10 meV/atom, which means the predictive power of the LD-GGA+U scheme with a MAE of 19 meV/atom is very close to the experimental chemical accuracy.
The very high accuracy of LD-GGA+U cannot be attributed solely to the use of LD-U values. LD-GGA+U framework is a combination of various methods added over regular GGA to correct its deficiencies in thermochemistry of transition metal compounds. These TABLE III. Magnetic moments (m), band gaps (E g ) and volumes of binary 3d-metal oxides and fluorides calculated using the LD-U values (Table II) . Experimental data are given in brackets.
Despite their parameterization using thermochemical data only, LD-U values provide a reasonable accuracy in m and E g for most of the compounds, and typically overestimate volume as observed in previous GGA+U calculations. 18 Compound • GGA [fit:M,O]: LD energy corrections are derived (at U = 0) and used for M.
• GGA+U [S1]: Jain et al.'s average energy correction factors 38 with constant-U values given therein are used for M.
• GGA+U [S2]: Same as S1, except the average energy correction factors are recalculated using the data in this work. • GGA+U [S3]: Constant-U of S1, with corresponding LD energy corrections calculated in this work.
• LD-GGA+U: LD-U values and energy corrections (current method).
For methods S1, S2 and S3, we determined a constant-U value for with correlation effects, it is clear that a further improvement requires GGA+U to more accurately describe the electronic structure of these materials.
For the next scheme (labeled as S1 in Fig. 3 ), we use the GGA/GGA+U mixing method by Jain et al. 38 summarized in Section II B. With this method, the MAE drops to ∼ 31 (34) meV/atom with respect to 0 K (298 K) formation enthalpies, with the constant-U values and average energy corrections reported by Jain et al. 38 (except for Ti as noted before). If we recalculate the average corrections with the experimental data utilized in this work (i.e., for all oxides of a given M, read the corrections from Fig. 8 at the U value listed by Jain et al., and calculate their average), the MAE drops considerably (labeled as S2 in Fig. 3 ).
Obviously, any improvement in MAE over this scheme will be small and depend strongly on the temperature effects as well.
The difference between S2 and the current LD-GGA+U method in Fig. 3 is using a constant-U and a constant (averaged) energy correction for a given M in the former method, and using their local environment dependent counterparts in the latter method. Thus, it is still not clear at this point whether the LD energy corrections or the LD-U values are actually responsible for the further improvement provided by LD-GGA+U. To test this, we devise the intermediate scheme (S3) between S2 and LD-GGA+U. In the S3 scheme, we still use the constant-U values from Jain et al. 38 but instead of the average corrections, we use LD energy corrections corresponding to these constant-U values. In other words, unlike the S2 scheme, energy corrections read from Fig. 8 are not averaged but directly used as LD energy corrections in the S3 scheme. We find that the MAE of S3 is between S2 and LD-GGA+U in Fig. 3 . Actually the improvement S3 provides over S2 with respect to 298 K data is not as good as that it provides over 0 K data. Since the only difference between Table IV new LD-GGA+U parameters should be calculated for the mixed-ligand compounds using the corresponding experimental thermochemical data, but such thermochemical data is very scarce. As a practical alternative, we recommend usingŪ of the reaction between the compounds of the distinct ligands, for mixed-ligand coordinated M. For example,Ū of the reaction Fe 2 O 3 + 3F 2 → 2FeF 3 + 1.5O 2 can be used for FeOF. As a final remark, we should note that the LD-GGA+U framework does not restrict the use of additional local environment descriptors such as bond-lengths or geometry of the M-X coordination.
However, we expect such features to be more important in transition metal complexes 104 and not to vary considerably in crystalline solids. The excellent transferability of LD-U parameters validates that a and X are sufficient to describe the local environment of M.
An alternative method for improving the accuracy of thermochemical predictions of transition metal oxide reaction energies is using computationally demanding hybrid functionals such as HSE06, 105,106 which do not require a parameter like U as an input. Recently, Chevrier et al. 18 showed that HSE06 yields an average error of 0.35 eV per O 2 for the formation energies of transition metal oxides. This error is an order of magnitude larger than what is typically achieved using the LD-GGA+U method (See Table IV ). As an illustrative example, the LD-GGA+U method yields the formation enthalpy of Fe 3 O 4 within a few meV of the experimental value (Table IV) , whereas the corresponding HSE06 error is on the order of 0.2 eV/atom. in reaction energies at the expense of its higher cost of computation compared to the LD-GGA+U method (or other schemes that allow mixing GGA and GGA+U functionals 38, 42 ), further exploration and comparison of hybrid functionals with the current approach would be of considerable interest.
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C. Applications of the LD-GGA+U method
Following the accurate prediction of formation enthalpies, we further test the performance of the LD-GGA+U method in more complex redox processes, such as in lithium-ion battery voltages and stabilities of mixed-valence compounds in this section. 
The average voltage corresponding to complete lithiation of CoO 2 ; i.e., V (0, 1), as a function of U with the constant-U GGA+U approach (where the same U is applied on the d-manifold of Co in both LiCoO 2 and CoO 2 ) is shown in Fig. 4(a) . The voltage V (0, 1)
given by the constant-U GGA+U with the low-spin (LS) t profile. Using Eq. 10, we can show that ∆V = −4∆E/e, where ∆E is,
It is clear that ∆E is the energy of formation of Li 0.5 CoO 2 from the end-members CoO 2
and LiCoO 2 as in the reaction
Hence, ∆V is a measure of the stability of Li 0.5 CoO 2 . We find that Li 0.5 CoO 2 becomes unstable (i.e., ∆V < 0 or ∆E > 0) for U >∼ 3.4 eV in constant-U GGA+U. Thus, a U around 5.2 eV that gives the maximum constant-U voltage V (0, 1) of 3.84 V cannot even qualitatively reproduce the experimental voltage step at x = 0.5. If we employ a constant U of 3.3 eV, 16 Li 0.5 CoO 2 becomes marginally stabilized as is evident from the very small ∆V that appears in the constant-U profile in Fig. 4(b) . Therefore, a single U value cannot adequately describe the physics underlying the phase stability and voltages in the Li x CoO 2 system. In contrast, the magnitude of ∆V is much more accurately captured with LD-GGA+U. We should emphasize that ∆V is independent of the energy corrections in LD-GGA+U, since they cancel out in Eq. 11. Hence, the improvement in ∆V with LD-GGA+U can be solely attributed to the use of unique LD-U values for Co 3+ and Co 4+ . This case study shows that the limitations of using a constant-U for all oxidation states of a metal such as Co in processes similar to Eq. 11 can be effectively overcome using the current LD-GGA+U parameters. the Li x V 6 O 13 system is a stringent test for the LD-GGA+U method.
We compare the lithiation profiles of Li x V 6 O 13 calculated using the constant-U and LD-GGA+U methods together with Eq. 10 to the experimental profile in Fig. 5 . Constant-U and LD-GGA+U methods both produce similar results up to x = 2 (i.e., up to reduction of all V 5+ to V 4+ ), in good agreement with the experimental profile. 112 The agreement of both methods with the experiment in this region implies that V 4+ and V 5+ require U values close enough such that they can be treated accurately with the same constant-U value.
Further lithiation up to x = 3 proceeds via reduction of V 4+ to V 3+ . In this region, both methods underestimate the voltage, but the LD-GGA+U calculation is significantly closer to the experimental plateau compared to the constant-U calculation. The compounds with x = 0.67, 1 and 2 are ordered, while for x = 3, one of the Li sites in the structure reported by
Höwing et al. 114 is non-centrosymmetric with equivalent probabilities for occupation slightly above and below the centrosymmetric site on the single layer. Thus, the slight discrepancy in V (2, 3) might be a result of the x = 3 structure being not represented well in our fully-ordered DFT calculations. In short, Fig. 5 shows that the LD-U values and energy corrections not only preserve the phase stabilities observed in the experiment and reproduced by conventional GGA+U along V 5+ → V 4+ → V 3+ , but also provide an improved estimation for V (2, 3) compared to the conventional GGA+U.
3. The Li x F eF 3 System
As a potential high-capacity fluoride cathode for Li-ion batteries, FeF 3 has been subject to multiple experimental [116] [117] [118] [119] [120] and computational studies, 38, 42, 115 and is an important system to test the performance of LD-GGA+U in 3d-metal fluorides. As shown in Fig. 6(a) , we find that LiFeF 3 is, in fact, slightly unstable against decom- construction (V 2 O 3 , VO 2 and V 2 O 5 were already in our LD-GGA+U fitting set). It is important to note that to improve the constant-U calculations, we tried fitting a U value other than 3.1 eV with Wang et al.'s method 16 to the experimental enthalpy of the reaction
However, the constant-U GGA+U enthalpy of this reaction shows a concave-down parabolic dependence on U and does not match with the experimental value at any U (See the Supplemental Material). Thus, no such constant U value can be found for V that "reasonably"represents the thermochemistry of all phases spanning the range from V 3+ to V 5+ in the V-O system. LD-GGA+U helps overcome this shortcoming by taking the oxidation state dependence of U into account explicitly.
V. SUMMARY
In this study, we have developed a method to estimate local environment dependent U values to be used in GGA+U thermochemistry. These U values have an explicit dependence on the oxidation state and the coordinating ligand of the transition metal in a compound.
We have applied the method to calculate such U values for common oxidation states of oxides and fluorides of 3d-block metals Ti, V, Cr, Mn, Fe, Co and Ni using a training set composed mainly of binary compounds. In the presented method, the total energy compatibility among calculations with different U values of a metal is realized by implementing the GGA/GGA+U mixing scheme by Jain et al. 38 We have validated the transferability of the LD-GGA+U parameters acquired from binary compounds to similar local environments in different compounds by calculating the formation enthalpies of a test set of 52 3d-metal bearing oxides (not included in fit set). For this test set, our method yields a MAE of 19 meV/atom relative to experimental data upon predicting the formation enthalpies, which is a significantly lower error than other methods, and is very close to the average experimental uncertainty of approximately 10 meV/atom in the same test set.
We have further demonstrated that LD-GGA+U can help overcome deficiencies of using a constant U in certain redox processes. Predictions of Li-battery voltages and stabilities of mixed-valence compounds are particularly improved with LD-GGA+U, especially in systems such as Li x CoO 2 and VO 1.5+x where a single U value cannot adequately describe the thermochemistry in the entire oxidation state range of the transition metal. Calculation of U values with LD-GGA+U requires only standard GGA+U calculations and experimental formation enthalpies, and therefore, it can be easily applied to new systems. Formation enthalpy calculations using the LD-GGA+U parameters are also straightforward, and can be readily implemented in high-throughput DFT databases to supplement current GGA+U/energy correction schemes. 
