Abstract. Recent work of Ein-Lazarsfeld-Smith and Hochster-Huneke raised the problem of determining which symbolic powers of an ideal are contained in a given ordinary power of the ideal. Bocci-Harbourne defined a quantity called the resurgence to address this problem for homogeneous ideals in polynomial rings, with a focus on zero dimensional subschemes of projective space; the methods and results obtained there have much less to say about higher dimensional subschemes. Here we take the first steps toward extending this work to higher dimensional subschemes. We introduce new asymptotic versions of the resurgence and obtain upper and lower bounds on them for ideals of smooth subschemes, generalizing what is done in [3] . We apply these bounds to ideals of unions of general lines in P N . We also pose a Nagata type conjecture for symbolic powers of ideals of lines in P 3 .
Introduction
Refinements of the groundbreaking results of [7, 13] have recently been given in [3, 4, 5, 15] . The resurgence, introduced in [3] as a way of quantifying which symbolic powers of an ideal are contained in a given power of the ideal, is especially useful for studying homogeneous ideals defining zero dimensional subschemes of projective space. However, except for special cases such as projective cones over points or when the resurgence is equal to 1 (such as for complete intersections), there are no ideals of positive dimensional subschemes for which the resurgence is known. In order to extend this work to higher dimensional subschemes, we introduce asymptotic refinements of the resurgence better adapted to studying ideals I defining higher dimensional subschemes of projective space, but as a tradeoff we need to require that the subschemes be smooth. Our main result gives upper and lower bounds on these asymptotic resurgences in terms of three numerical characters of I (viz., the least degree α(I) and largest degree ω(I) in a minimal homogeneous set of generators of I, and the asymptotic invariant γ(I) = lim m→∞ α(I (m) )/m, where I (m) is the mth symbolic power of I). We apply this result to obtain explicit bounds in the case of ideals of unions of general lines in P N for N ≥ 3, in some cases reducing the exact determination of an asymptotic resurgence to determining γ(I).
Throughout this paper, we work over an algebraically closed field k, of arbitrary characteristic. Let (0) I (1) be a homogeneous ideal in the homogeneous coordinate ring By definition, if m and r are positive integers such that m/r > ρ(I), then I (m) ⊆ I r . However, ρ(I) is often very hard to compute. Even showing that ρ(I) is finite is not easy, but it follows from [7, 15] that ρ(I) ≤ N , and more generally that ρ(I) ≤ h I where h I is the maximum height of an associated prime of I.
Lower bounds for ρ(I) were given in [3] . For each 1 ≤ h ≤ N , these bounds show that ideals I with h I = h can be found where ρ(I) is arbitrarily close to h (in particular, the supremum of the values of ρ(I) over all homogeneous ideals I with h I = h is h; we note that no examples are known for which ρ(I) is equal to h when h > 1). In some situations, [3] gives an exact value for ρ(I) by giving an upper bound on ρ(I) which coincides with the lower bound. However, these upper bounds require that I define a zero-dimensional subscheme of P N (or a cone over a finite set of points; see [3, Proposition 2.5.1(b)]). The only other cases of ideals of positive dimensional subschemes where upper bounds other than ρ(I) ≤ h I are known occur for ideals with I (r) = I r for all r ≥ 1 (such as for complete intersections; see section 2), in which case the resurgence is 1. Thus, much less is known about values of ρ(I) when ρ(I) is not known to be 1 and when the subscheme that I defines is positive dimensional but not a cone over a finite set of points.
1.1. Discussion of results. Given the difficulty in finding ρ(I), it is worth looking at variants of the resurgence. For a homogeneous ideal (0) I k[P N ], we introduce an asymptotic resurgence, which we define as ρ a (I) = sup{m/r : I (mt) ⊆ I rt for all t ≫ 0}.
We will also consider an additional asymptotic version of the resurgence. We have
where ρ(I, t) = sup{m/r : I (m) ⊆ I r , m ≥ t, r ≥ t}.
Remark 1.1. Clearly m/r > ρ a (I) implies I (mt) ⊆ I rt for infinitely many t > 0. Moreover, m/r < ρ a (I) implies that I (mt) ⊆ I rt for infinitely many t > 0. (If m/r < ρ a (I), then there is a pair (m ′ , r ′ ) such that m/r ≤ m ′ /r ′ ≤ ρ a (I) with I (m ′ t) ⊆ I r ′ t for all t ≫ 0, and so
Our main result is Theorem 1.2; it gives both upper and lower bounds on these asymptotic versions of the resurgence for certain ideals. Our lower bound is the same as that obtained in [3] , and applies to any nontrivial homogeneous ideal. Our upper bound is closely related to that of [3] but applies to the ideal of any smooth subscheme of P N , whereas the upper bound on the resurgence given in [3] applies only to ideals defining zero-dimensional subschemes (although the subschemes do not need to be smooth).
To state the result, given a homogeneous ideal (0) = I ⊆ k[P N ], we define α(I) to be the least degree of a nonzero element of I, ω(I) to be the largest degree in a minimal homogeneous set of generators of I, and γ(I) to be lim m→∞ α(I (m) )/m; see section 2 for basic facts about γ(I). We remark that whereas bound (1) in our result below is what was actually proved (but not stated) in [3] , bound (2) generalizes the upper bound obtained in [3] . Note by [3, 
If I is the ideal of a (non-empty) smooth subscheme of P N , then As an application of Theorem 1.2(1,2), we obtain the following result: Corollary 1.3. Let I be the ideal of s general lines in P N for N ≥ 3, where s = t+N N /(t + 1) for any integer t ≥ 0 such that s is an integer (there are always infinitely many such t; for example, let t = p − 1 for a prime p > N ). Then ρ a (I) = (t + 1)/γ(I).
Here are examples demonstrating Theorem 1.2(3). It is in general an open problem to compute γ(I). It is often challenging just to find good lower bounds for γ(I); see [9, 13, 21] . Thus Corollary 1.3 shows that the problem of computing ρ a (I) is related to a significant open problem. Although it can be difficult to determine γ(I) exactly, it is possible in principle to estimate it to any desired precision; see section 2. In some cases, however, such as for ideals of s general lines in P N for small values of s, determining γ(I) and ρ(I) (and also ρ a (I) and ρ ′ a (I)) is much easier: Theorem 1.5. Let I be the ideal of s general lines in P N for N ≥ 2 and s ≤ (N + 1)/2. Then
In section 2 we recall basic facts that we will need for the proofs. We give the proofs of Theorem 1.2 and Corollary 1.3 in section 3 and the proof of Theorem 1.5 in section 4. We discuss the problem of computing γ(I) in more detail in section 5.
Preliminaries
be a homogeneous ideal. Then I has a homogeneous primary decomposition, i.e., a primary decomposition I = i Q i where each √ Q i is a homogeneous prime ideal, and Q i is homogeneous and √ Q i -primary [22, Theorem 9, p. 153] . We define the m-th symbolic power of I to be the ideal I (m) = j P i j , where I m = i P i is a homogeneous primary decomposition, and the intersection j P i j is over all primary components P i such that √ P i is contained in an associated prime of I. Thus I (m) = P ∈Ass(I) (I m R P ∩ R), where R P is the localization at P and the intersection is taken over the associated primes P of I. In particular, we see that I (1) = I and that I m ⊆ I (m) .
In Corollary 1.3, we are interested in the ideal I of a scheme X which is a union of s disjoint lines L i ⊂ P N with N ≥ 3. The m-th symbolic power of I in this case is
If I is a complete intersection (i.e., generated by a regular sequence), such as is the case for the ideal of a single line in P N for N > 1, then I (r) = I r for all r ≥ 0 (see [22, Lemma 5, Appendix 6]), hence γ(I) = 1, and, as noted in the discussion before Theorem 1.2, ρ a (I) = ρ ′ a (I) = ρ(I) = 1. More generally, if I is the ideal of a smooth subscheme X ⊂ P N , then X is locally a complete intersection, but powers of ideals which are complete intersections are unmixed (see [22, Appendix 6] ) so the only possible associated primes for powers of I are the minimal primes and the irrelevant prime M = (x 0 , . . . , x N ). But M is never an associated prime for the ideal of a subscheme, so I (m) is obtained from I m by removing the M -primary component (if any); i.e., I (m) is the saturation sat(I) of I. In particular, the degree t homogeneous components (I m ) t of I m and (I (m) ) t of I (m) agree for t ≫ 0. The least s for which (I m ) t = (I (m) ) t for all t ≥ s is called the saturation degree of I, denoted satdeg(I m ).
It is known that satdeg(I r ) ≤ reg(I r ), where reg(I r ) denotes the (Castelnuovo-Mumford) regularity of I r ; see [2, Remark 1.3] . Moreover, by [17, Corollary 3, Proposition 4], the regularity of I r is bounded above by a linear function λ I r + c I of r and moreover λ I ≤ ω(I) ≤ reg(I). (Unfortunately the constant term c I may be positive so we know only that the regularity is bounded above by λ I r + c I for some c I ; we do not know that λ I r is an upper bound.)
The bounds given in Theorem 1.2 involve the asymptotic quantity γ(I), defined for a homogeneous ideal (0) = I ⊆ k[P N ] as lim m→∞ α(I (m) )/m. For the fact that this limit exists, see
There are also lower bounds for γ(I); indeed, α(I (m) )/(m + N − 1) ≤ γ(I) (see [13, Section 4.2] ). In fact, the proof given there works with N replaced by the largest height h I of the associated primes of I; i.e.,
Note that h I = N − 1 for the case of a radical ideal defining lines in P N . Thus while γ(I) is hard to compute, one can estimate γ(I) arbitrarily accurately by computing values of α(I (m) ).
In the statement of Theorem 1.2 we divide by γ(I). This is allowed since γ(I) > 0. In fact, γ(I) ≥ 1 when I is not (0) and not (1) . The proof, which we now recall, actually shows α(I)/γ(I) ≤ ρ a (I). It is enough to show that m/r < α(I)/γ(I) implies I (mt) ⊆ I rt for t ≫ 0 and hence that m/r ≤ ρ a (I). But m/r < α(I)/γ(I) implies mγ(I) < rα(I), so for all t ≫ 0 we have mα(I (mt) )/(mt) < rα(I), hence α(I (mt) ) < rtα(I) so I (mt) ⊆ I rt . We also have I (h I r) ⊆ I r for all r by [15] . But I (m) 
Thus (I (mt) ) l = 0 when l < satdeg(I rt ) (since satdeg(I rt ) < α(I (mt) )), but 
We now show that if m, r ≥ 1 satisfies r ≤ mb/c − b, then I (m) ⊆ I r . This is because we can take s to be the largest integer such that sb ≤ r, hence r < (s + Proof of Corollary 1.3. We need some facts about ideals of lines in P N . For the ideal I of the union X of s general lines in P N for N ≥ 3, [14] shows that dim I t = max(0, − s(t + 2) = s(t + 1) + sN − s(t + 2) = s(N − 1) > 0, so dim I t+1 > 0 and hence α(I) = t + 1. We claim that reg(I) = t + 1 also. So suppose t ≥ 0 and let I be the sheafification of I. We have [14] , this is surjective on global sections if i ≥ t and Γ(O P N (i)) → Γ(O X (i)) is injective otherwise. Now by taking the cohomology of the sheaf sequence above, it is easy to see that h j (P N , I(i−j)) = 0 for all i ≥ t + 1 and j ≥ 1 but that h 2 (P N , I(t − 2)) > 0 when t = 0, and that h 1 (P N , I(t − 1)) > 0 when t > 0, for the latter using the fact that Remark 3.1. Even when the bounds given in Theorem 1.2 do not directly give exact values, they can be informative when combined with computational evidence. For example, consider the ideal of s = 4 general lines in P 3 . In this case α(I) = 3, reg(I) = 4, and, by [12] , γ(I) = 8/3. Thus 9/8 ≤ ρ a (I) ≤ 3/2 by Theorem 1.2 (1) and (2) . But computational evidence using Macaulay2 suggests that I (3t) = (I (3) ) t for all t > 0 and also that I (9) ⊆ I 8 . This would imply by Theorem 1.2 (3) that ρ ′ a (I) ≤ 9/8, and hence ρ a (I) = ρ ′ a (I) = 9/8. In fact, evidence from Macaulay2 also suggests that I (3t+i) = (I (3) ) t I i for i = 1, 2 and all t > 0 and that I (3) ⊆ I 2 and I (6) ⊆ I 5 . Given that these hold, one can prove that I (m) ⊆ I r whenever m/r ≥ 9/8, which by definition implies that ρ(I) ≤ 9/8 and thus that ρ a (I) = ρ ′ a (I) = ρ(I) = 9/8. The proof is to check cases modulo 3. For example, given any m ≥ 1, we can write m = 3t + i, for some t and 0 ≤ i ≤ 2, and we can write t = 3j + q for some 0 ≤ q ≤ 2. Then I (m) = I (9j+3q+i) = (I (3) ) 3j+q I i = (I (9) ) j (I (3) ) q I i . Also note that m/r ≥ 9/8 is equivalent to 8j + 8q/3 + 8i/9 = 8m/9 ≥ r. If q = 0, then I (9) ⊆ I 8 implies I (m) = (I (9) ) j I i ⊆ I 8j I i , but I 8j I i ⊆ I r , since 8j + i ≥ 8j + 8q/3 + 8i/9 ≥ r. If q = 1, then I (9) ⊆ I 8 and I (3) ⊆ I 2 imply I (m) = (I (9) ) j (I (3) ) q I i ⊆ I 8j I 2 I i , but I 8j I 2 I i ⊆ I r since 8j + 8/3 + 8i/9 = 8j + 8q/3 + 8i/9 ≥ r implies 8j + 2 + i = ⌊8j + 8/3 + 8i/9⌋ ≥ r. If q = 2, then I (9) ⊆ I 8 and I (6) ⊆ I 5 imply I (m) = (I (9) ) j (I (3) ) q I i ⊆ I 8j I 5 I i , but I 8j I 5 I i ⊆ I r since 8j + 5 + i = ⌊8j + 8q/3 + 8i/9⌋ ≥ r.
Proof of Theorem 1.5
Proof of Theorem 1.5. If s = 1, then I is a complete intersection so γ(I) = ρ a (I) = ρ ′ a (I) = ρ(I) = 1 = max(1, 2(s − 1)/2) as noted above. So hereafter we assume s > 1. We begin by computing γ(I) for s = (N + 1)/2 general lines in P N in the case that N is odd (hence s ≥ 2). By choosing two points on each line, we obtain N + 1 points of P N which after a change of coordinates we may assume are the coordinate vertices. The s lines, L 1 , · · · , L s , now become disjoint coordinate lines. After reindexing, we may assume I(L i ) is generated by the coordinate variables {x j : 0 We now show that we also have ρ(I) = 2(s − 1)/s, and hence by Theorem 1.2(1) that ρ ′ a (I) = 2(s − 1)/s. Consider the homomorphism φ :
where p 0 , . . . , p s−1 are the coordinate vertices of P s−1 . For any monomial µ ′ = y
, and φ(I (m) ) = J (m) .
We now see that I (m) ⊆ I r implies J (m) = φ(I (m) ) ⊆ φ(I r ) = φ(I) r = J r . For the converse, assume J (m) ⊆ J r and consider a monomial µ ∈ I (m) . Then φ(µ) ∈ J (m) ⊆ J r and φ(µ) is a monomial, so we can factor φ(µ) as φ(µ) = µ ′ 1 · · · µ ′ r with each µ ′ i being a monomial in J. For each i, there is a monomial µ i ∈ k[x 0 , . . . , x N ] with φ(µ i ) = µ ′ i , and since φ(µ i ) ∈ J (1) = J, we have µ i ∈ I (1) = I; i.e., µ ∈ I r . Thus I I (m−δ) , where we regard nonpositive powers or symbolic powers as denoting the unit ideal. Similarly, µ ∈ I r if and only if µ 1 ∈ I r−δ . Denote by J the ideal of the s lines regarded as being in P n , where
. Then µ 1 ∈ I (m) if and only if µ 1 ∈ J (m) and µ 1 ∈ I r if and only if µ 1 ∈ J r . Also, the s lines in P n have ρ a (J) = ρ(J) = 2(s − 1)/s by the previously considered case. Now, for any monomial µ ′ ∈ J (m) \ J r , we have µ ′ ∈ I (m) \ I r , so ρ(I) ≥ ρ(J) and ρ a (I) ≥ ρ a (J). On the other hand, say m and r are such that I (m) ⊆ I r . Then there is a monomial µ ∈ I (m) \I r (hence δ = δ(µ) < r, since δ(µ) ≥ r implies µ ∈ I r ). If m < r, then
. Thus m/r ≤ ρ(J) whenever we have I (m) ⊆ I r , so we conclude is generated by monomials of degree m j in the variables V j , and so there is such a monomial µ j that divides µ. Since the elements µ 1 , . . . , µ r are pair-wise relatively prime, we see that µ 1 · · · µ r divides µ. x 1 , x 4 , . . . , x N ) and I(L 2 ) = (x 2 , . . . , x N ), and so I = (x 0 x 2 , x 0 x 3 , x 1 x 2 , x 1 x 3 , x 4 , . . . , x N ). Clearly, I m ⊆ I (m) for all m ≥ 1, so let µ ∈ I (m) be a monomial. We have a factorization µ = µ 1 µ 2 µ 3 where µ 1 ∈ (x 0 , x 1 ), µ 2 ∈ (x 2 , x 3 ) and µ 3 ∈ (x 4 , . . . , x N ). Let δ i = deg(µ i ), δ = deg(µ). If δ 3 ≥ m, then µ 3 ∈ I m , hence µ ∈ I m . Assume δ 3 < m. Then µ ∈ I (m) implies δ i ≥ m − δ 3 for i = 1, 2. Thus µ 1 ∈ (x 0 , x 1 ) m−δ 3 and µ 2 ∈ (x 2 , x 3 ) m−δ 3 . By Lemma 4.1, we have There is also the question of what we might expect γ(I) to be for the ideal I of s generic lines in P N . The analogous question for ideals of generic points in P N is also still open in general but there are conjectures for what the answer should be. Nagata [18] posed a still open conjecture for ideals of points in P 2 , in connection with his solution of Hilbert's 14th problem. In our terminology we can paraphrase it as follows.
Conjecture 5.1 (Nagata's Conjecture). Let I ⊂ k[P 2 ] be the ideal of s ≥ 10 generic points of P 2 . Then γ(I) = √ s.
A generalization has been given by Iarrobino [16] and Evain [10] for generic points in P N , which we paraphrase in the following way: The motivation for these conjectures is that if I is the ideal of s generic points p i in P N , then it is easy to check that dim(I(p i ) m ) t = max(0, . An asymptotic analysis now shows that γ(I) ≤ N √ s, and the naive hope is that the other inequality also holds. Since it's known that it can fail for certain exceptional cases, the conjecture is actually that the other inequality holds as long as s is big enough, where how big depends on N .
It is of interest to see what we get if we apply the same reasoning to the problem of determining γ(I) for ideals I of generic lines in P N . Let L be a line in P N . We can regard I(L) as being I(L) = (x 2 , . . . , x N ) ⊂ k[P N ]. We can determine dim(I(L) m ) t for each t ≥ 0 by counting the number of monomials in I(L) m of degree t. Of course, dim(I(L) m ) t = 0 for t < m. For t ≥ m and N = 3, the result is dim(I(L) m ) t = Thus for the ideal I of s distinct lines in P 3 we have dim(I (m) ) t = 0 for t < m and for t ≥ m we have dim(ILemma 5.3, it would follow that α(I (m) ) ≥ gm for m ≥ 1 and hence that γ(I) ≥ g. Since we know from above that γ(I) ≤ g, we would have γ(I) = g.
It is therefore tantalizing to make the following conjecture:
Conjecture 5.5. There is an integer q such that, for the ideal I of s ≥ q sufficiently general lines (say s generic lines) in P 3 , γ(I) is equal to the largest real root τ = g of τ 3 − 3sτ + 2s.
