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ABSTRAK 
Skizofrenia adalah salah satu gangguan mental dengan karakteristik kekacauan pada pola 
berpikir, proses persepsi, afeksi dan perilaku sosial. Pasien yang terdiagnosa skizofrenia 
biasanya juga menunjukkan gejala positif, seperti halusinasi dan delusi dan gejala negatif, 
seperti penarikan diri dari lingkungan sosial, pengabaian diri, kehilangan motivasidan inisiatif 
serta emosi yang tumpul. Learning Vector Quantization 2 dengan 15 variabel. Sedangkan hasil 
keluaran yaitu 2 kelas yaitu Paranoid dan Undifferentiated. Parameter yang digunakan pada 
penelitian ini yaitu epoch 1000, variasi Learning Rate adalah 0.0001, 0.001, 0.1 dan 0.2, 
window 0, 0.1 dan 0.3, m 0.2 dan 0.4, minimal Learning Rate 0.0001, dan pengurangan 
Learning Rate 0.1. Perbandingan data 70:30, 80:20, 90:10. Akurasi terbaik terdapat pada 
learning rate 0.01, 0.1 dan 0.2. Parameter terbaik adalah ε 0.1 dan 0.3  dengan hasil akurasi 
sebesar 94%. Dengan demikian, metode Learning Vector Quantization 2 dapat diterapkan 
untuk Prediksi Skizofrenia. 
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ABSTRACT 
Schizophrenia is a mental disorder characterized by chaos in thinking patterns, 
perceptual processes, affections and social behavior. Patients diagnosed with 
schizophrenia usually also show positive symptoms, such as hallucinations and 
delusions and negative symptoms, such as withdrawal from the social environment, 
self-neglect, loss of motivation and initiative and blunt emotions. Learning Vector 
Quantization 2 with 15 variables. While the output results are 2 classes, namely 
Paranoid and Undifferentiated. The parameters used in this study are epoch 1000, the 
variations in Learning Rate are 0.0001, 0.001, 0.1 and 0.2, windows 0, 0.1 and 0.3, m 
0.2 and 0.4, a minimum Learning Rate of 0.0001, and a reduction in Learning Rate of 
0.1. Data comparison 70:30, 80:20, 90:10. The best accuracy is found at a learning rate 
of 0.01, 0.1 and 0.2. The best parameters are ε 0.1 and 0.3 with an accuracy of 94%. 
Therefore, the Learning Vector Quantization 2 method can be applied to predict 
schizophrenia. 
Keywords: Schizophrenia, Learning Vector Quantization, Prediction, Learning 
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BAB I 
PENDAHULUAN 
1.1 Latar Belakang 
Skizofrenia adalah salah satu gangguan mental dengan karakteristik kekacauan 
pada pola berpikir, proses persepsi, afeksi dan perilaku sosial (Kopelowicz, Liberman, 
Wallace, 2003). Pasien yang terdiagnosa skizofrenia biasanya juga menunjukkan gejala 
positif, seperti halusinasi dan delusi dan gejala negatif, seperti penarikan diri dari 
lingkungan sosial, pengabaian diri, kehilangan motivasidan inisiatif serta emosi yang 
tumpul (Picchioni & Murray, 2007). Eugene Bleuler adalah ahli psikiatri pertama yang 
mendefinisikan skizofrenia sebagai schizos yang berarti terbelah atau terpecah dan 
phrein yang berarti otak.  skizofrenia adalah penyakit pervasif yang mempengaruhi 
lingkup yang luas dari proses psikologis mencakup kognisi, afek, dan  perilaku. Mereka 
kehilangan jati diri dan mengalami kegagalan dalam menjalankan peran dan fungsinya 
di dalam masyarakat. Pikiran dan perasaan  yang tidak seimbang menyebabkan 
penderita skizofrenia terputus dari realitas (Nevid, Jeffrey S., Rathus, Spancer A., 
Greene, n.d.). Penyakit ini menjadi persoalan serius di beberapa negara seperti di 
Inggris, Amerika dan Belanda. Royal College of Psychiatris di Inggris melaporkan 
bahwa satu diantara seratus orang mengembangkan skizofrenia pada suatu saat dalam 
hidupnya(Cummings, 2010). Wu dkk (2006) melaporkan bahwa pada tahun 2002 
prevalensi dua belas bulan skizofrenia yang terdiagnosis diperkirakan sebesar 5,1 per 
seribu jiwa dimana angka kejadiannya jauh lebih tinggi pada laki-laki dibandingkan 
pada perempuan. Skizofrenia dapat ditemukan pada semua kelompok masyarakat dan 
di berbagai daerah. Insiden dan tingkat prevalensi sepanjang hidup secara kasar hampir 
sama di seluruh dunia. Gangguan ini mengenai hampir 1% populasi dewasa dan 
biasanya onsetnya pada usia remaja akhir atau awal masa dewasa. Pada laki-laki 
biasanya gangguan ini mulai pada usia lebih muda yaitu 15-25 tahun sedangkan pada 
perempuan lebih lambat yaitu sekitar 25-35 tahun. Insiden skizofrenia lebih tinggi pada 
laki-laki daripada perempuan dan lebih besar di daerah urban dibandingkan daerah 
rural (Sadock, 2003). 
Pasien skizofrenia beresiko meningkatkan risiko penyalahgunaan zat, terutama 
ketergantungan nikotin. Hampir 90% pasien mengalami ketergantungan nikotin. 
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Pasien skizofrenia juga berisiko untuk bunuh diri dan perilaku menyerang. Bunuh diri 
merupakan penyebab kematian pasien skizofrenia yang terbanyak, hampir 10% dari 
pasien skizofrenia yang melakukan bunuh diri (Kazadi, 2008). 
Menurut Howard, Castle, Wessely, dan Murray, 1993 di seluruh dunia 
prevalensi seumur hidup skizofrenia kira-kira sama antara laki-laki dan perempuan 
diperkirakan sekitar 0,2%-1,5%. Meskipun ada beberapa ketidaksepakatan tentang 
distribusi skizofrenia di antara laki-laki dan perempuan, perbedaan di antara kedua 
jenis kelamin dalam hal umur dan onset-nya jelas. Onset untuk perempuan lebih rendah 
dibandingkan laki-laki, yaitu sampai umur 36 tahun, yang perbandingan risiko 
onsetnya menjadi terbalik, sehingga lebih banyak perempuan yang mengalami 
skizofrenia pada usia yang lebih lanjut bila dibandingkan dengan laki-laki (Durand, V. 
M, Barlow, 2007). 
American Psychiatric Association (1994, dalam Browne 2005) menyatakan 
orang yang didiagnosis mengalami skizofrenia memiliki kesulitan untuk menjalankan 
peran yang penting dalam hidup. Peran penting ini mencakup kepuasan, stabilitas, 
hidup mandiri, memiliki hubungan dengan orang lain, terutama hubungan yang dekat 
dengan teman dan keluarga. Kehilangan peran inilah yang memberi dampak besar pada 
menurutnnya kesehatan mental orang yang didiagnosis skizofrenia. Pasien penderita 
skizofrenia memiliki kualitas hidup yang lebih buruk dari pada orang pada umunya, 
bahkan bila dibandingan pasien dengan penyakit fisik yang lain 
(Weinberger&Harrison, 2011). Hasil penelitian Vandiver (1998) menyatakan pasien 
skizofrenia di Kanada, Kuba, dan Texas memiliki kualitas hidup yang cenderung tidak 
baik. Walaupun hasil uji data kuantitatif yang didapat tinggi namun skor tersebut 
cenderung berkisar antara cukup memuaskan dan memuaskan, tidak  pernah 
memuaskan atau sangat memuaskan (Association, 1994). 
Sampai saat ini masih banyak orang yang kebingungan dan belum memahami 
masalah masalah terkait gangguan jiwa. skizofrenia memiliki beberapa jenis yaitu, 
skizofrenia paranoid, skizofrenia katatonik, skizofrenia rasidual, skizofrenia 
hefebrenik, skizofrenia simpleks. Banyak kasus gangguan jiwa yang masih dipandang 
sebagai masalah gangguan non medis yang membutuhkan perawatan non medis. Orang 
mungkin masih memandang masalah kejiwaan seperti skizofrenia sebagai masalah 
yang berhubungan dengan mistis, "ketempelan" setan atau roh jahat atau mungkin 
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hanya dikatakan berpura-pura (Kompas.com). Hal ini memperburuk keadaan pasien 
dan perkembangan gangguan menjadi semakin banyak, akan tetapi pegetahuan 
mengenai skizofrenia bagi masyarakat sangat kurang sehingga menghambat upaya 
penyembuhan bagi pasien skizofrenia. orang Jawa memiliki tradisi pemikiran yang 
unik, bersifat metafisik, dan lekat dengan mistikisme atau mistisisme. Tradisi 
pemikiran ini diaplikasikan dalam berbagai aspek budaya, baik material maupun non-
material. Cara berpikir orang Jawa yang lekat dengan mistikisme paling tampak ketika 
mereka menghadapi situasi ketidakberdayaan (Jaya 2012). 
Jaringan syaraf tiruan merupakan pengembangan dari jaringan syaraf pada otak 
manusia yang direpresentasikan melalui pemrograman komputer. Jaringan syaraf 
tiruan adalah salah satu representasi buatan dari otak manusia yang selalu mencoba 
untuk mensimulasikan proses pembelajaran pada otak manusia. Istilah buatan 
digunakan karena jaringan syaraf ini diimplimentasikan dengan menggunakan program 
komputer yang mampu menyelesaikan sejumlah proses perhitungan selama proses 
pembelajaran  (Kusumadewi, 2003). 
Prediksi adalah suatu proses memperkirakan secara sistematik tentang sesuatu 
yang paling mungkin terjadi di masa depan berdasarkan informasi masa lalu dan 
sekarang yang dimiliki agar kesalahannya (selisih antara sesuatu yang terjadi dengan 
hasil perkiraan) dapat diperkecil. Prediksi tidak dapat memberikan jawaban yang pasti 
tentang apa yang akan terjadi, melainkan berusaha untuk mencari jawaban sedekat 
mungkin dengan yang akan terjadi (Yanti, 2013). 
Pada penelitian terkait dengan judul  Penerapan Metode Learning Vector 
Quantization (LVQ) Pada Prediksi Jurusan Di SMA PGRI 1 Banjarbaru  Metode 
Learning Vector Quantization dapat diterapkan dalam penentuan jurusan di SMA 
PGRI 1 Banjarbaru. Hasil pengujian pada sistem menunjukkan bahwa akurasi yang 
mendekati dengan hasil sebenarnya dengan jumlah iterasi yang berbeda adalah akurasi 
79,31% untuk iterasi= 60 dan 90. Pada penelitian dengan nilai alpha yang berubah 
didapat akurasi yang mendekati dengan hasil sebenarnya adalah 75,86% dengan nilai 
alpha (α) = 0,14. c. Sistem yang dibaut dapat memberikan informasi dalam penentuan 




Pada penelitian selanjutnya yaitu dengan judul Diagnosis Penyakit Kejiwaan 
Menggunakan Jaringan Syaraf Tiruan Learning Vector Quantization 2 (LVQ 2) (Studi 
Kasus: Rumah Sakit Jiwa Tampan. Pada penelitian tersebut menggunakan masukan 14 
data gejala dan 4 kelompok penyakit kejiwaan sebagai keluaran. Berdasarkan hasil 
pengujian menggunakan 132 data latih dan 30 data uji dan parameter dengan nilai 
learning rate = 0.025, pengurangan learning rate = 0.1 minimal learning rate = 0.01, 
serta window = 0.4 yang dilakukan bila dipersentasekan hasil akurasi pengujian LVQ2 
adalah mencapai 90% (Elvia Budianita, Muhammad Firdaus, 2016). 
Pada penelitian terkait selanjutnya yaitu dengan judul Penerapan Metode 
Learning Vector Quantization 3 Untuk Mengklasifikasi Tipe Gangguan Skizofrenia 
Pada Pasien Rumah Sakit Jiwa Tampan Pekanbaru dengan menggunakan metode 
Learning Vector Quantization 3 (LVQ3). Dari hasil penelitian yg telah dilakukan 
menunjukkan bahwa Akurasi terbaik yang didapat adalah dengan Learning Rate 0.025, 
0.05 dan 0.075 dengan nilai ε 0.5 menghasilkan akurasi sebesar 100%. (Khairul 
Azmi,2019). 
Penelitian selanjutnya yaitu Klasifikasi Gangguan Jiwa skizofrenia 
Menggunakan Algoritme Support Vector Machine dengan menggunakan metode 
Algoritme Support Vector Machine (SVM).  Hasil Pengujian akhir  rata-rata akurasi 
optimal yaitu 100% dengan menggunakan rasio perbandingan 90%:10%, nilai 
gamma=0,00001, lambda=3, nilai C=0.01, kernel polynomial of degree dan iterasi 
maksimal adalah 1000. (Daisy Kurniawaty, Imam Cholissodin, Putra Pandu Adikara  
2018). 
Penelitian terkait selanjutnya dengan judul Penerapan Learning Vector 
Quantization Penentuan Bidang Konsentrasi Tugas Akhir (Studi Kasus: Mahasiswa 
Teknik Informatika UIN Suska Riau) menghasilkan data Berdasarkan pengumpulan 
data transkip nilai mahasiswa, 15% dari 61 mahasiswa dalam menentukan bidang 
konsentrasi-nya tidak sesuai dengan mata kuliah pilihan yang diambil. Algoritma LVQ 
dapat mengenali pola dan mampu mengklasifikasikan bidang konsentrasi mahasiswa 
berdasarkan pembelajaran pola nilai mata kuliah wajib dan mata kuliah pilihan 
mahasiwa tersebut. Nilai parameter yang digunakan meliputi nilai learning rate (α) = 
0.9, nilai minimal learning rate (Mina) = 0.01, dan  nilai  pengurangan α adalah 0,1, 
merupakan nilai parameter yang sudah cukup efektif dan efisien dalam melakukan 
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penentuan bidang konsentrasi studi tugas akhir mahasiswa mencapai tingkat akurasi 
80%. Jumlah data latih yang digunakan mempengaruhi hasil pembelajaran. Semakin 
banyak jumlah data latih, maka nilai persentase akurasi semakin tinggi (Budianita & 
Arni, 2015)  
Berdasarkan permasalahan di atas, dapat disimpulkan bahwa penggunaan JST 
dengan metode Learning Vector Quantization 2 (LVQ2) memiliki tingkat akurasi yang 
baik, sehingga penulis akan melakukan penelitian dengan memprediksi penyakit 
Skizofrenia dengan menggunakan metode Learning Vector Quantization 2 (LVQ2). 
1.2 Perumusan Masalah 
Berdasarkan latar belakang didapatkan rumusan masalah yaitu bagaimana 
menerapkan Learning Vector Quantization 2 (LVQ2) untuk memprediksi skizofrenia. 
1.3 Batasan Masalah 
Dalam melakukan penelitian, diperlukan batasan masalah agar hal yang 
direncanakan dapat berjalan sesuai tujuan agar dapat dicapai. Batasan masalah pada 
penelitian ini adalah: 
1. Variabel yang digunakan berjumlah 15 gejala diantaranya : Riwayat keluarga 
suicide, Adanya diagnosa gangguan jiwa, Keputus asaan, Peristiwa/ kejadian 
signifikan akhir-akhir ini, Berkurangnya/ kehilangan kontrol diri, Insiden kekerasan 
baru-baru ini , Riwayat penggunaan senjata, Riwayat melakukan tindak berbahaya 
atau ide kekerasan, Kurangnya peran dalam hidup (pekerjaan, hubungan), 
Mengekspresikan ide utnuk melukai orang lain, Akses untuk melakukan tindak 
kekerasan, Ide paranoid atau lainnya, Perintah halusinasi untuk tindakan kekerasan, 
Kemarahan, frustasi atau agitasi Berkurangnya/ kehilangan untuk kontrol diri. 
2.  Data yang digunakan oleh peneliti adalah data sekunder dari penelitian 
sebelumnya yang dilakukan oleh Khairul Azmi pada tahun 2019. 
3. Jumlah data yang digunakan sebanyak 180 data. 
4. Output yang dihasilkan ada 2 kelas yaitu: Paranoid dan Undifferentiated. 
 
1.4 Tujuan 
Beberapa tujuan dari penelitian ini adalah sebagai berikut:  
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1. Melakukan penerapan metode Learning vector quantization 2 (LVQ 2) untuk 
memprediksi gangguan Skizofrenia. 
2. Mengetahui hasil nilai akurasi menggunakan metode Learning vector 
quantization 2 (LVQ 2) untuk memprediksi gangguan Skizofrenia. 
1.5 Sistematika Penulisan 
Laporan tugas akhir ini terdiri dari enam bab, sistematika penulisan yang 
digunakan adalah sebagai berikut: 
BAB I PENDAHULUAN 
Pada bab ini membahas latar belakang, perumusan masalah, batasan 
masalah, tujuan penelitian, dan sistematika penulisan. 
BAB II LANDASAN TEORI 
Pada bab ini akan membahas teori-teori yang berkaitan dan membantu 
proses pengerjaan tugas akhir yang dibuat, seperti: jaringan syaraf 
tiruan, Learning Vector Quantization 2 (LVQ2), dan penelitian terkait. 
BAB III METODOLOGI PENELITIAN 
Pada bab ini membahas tentang langkah-langkah yang dilakukan dalam 
penelitian meliputi tahapan dalam penelitian, tahapan pengumpulan 
data, analisa kebutuhan sistem, perancangan perangkat lunak, 
implementasi, pengujian sistem kesimpulan dan saran. 
BAB IV ANALISA PERANCANGAN 
Pada bab ini membahas tentang analisa sistem dan perancangan sistem 
prediksi Skizofrenia. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Pada bab ini membahas tentang implementasi sistem prediksi 
Skizofrenia, dan pengujian sistem serta kesimpulan dari pengujian 
sistem. 
BAB VI KESIMPULAN DAN SARAN 
Pada bab ini berisi tentang kesimpulan dan saran agar sistem yang telah 





2.1  Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan merupakan pengembangan dari jaringan syaraf pada otak 
manusia yang direpresentasikan melalui pemrograman komputer. Jaringan syaraf 
tiruan adalah salah satu representasi buatan dari otak manusia yang selalu mencoba 
untuk mensimulasikan proses pembelajaran pada otak manusia. Istilah buatan 
digunakan karena jaringan syaraf ini diimplimentasikan dengan menggunakan program 
komputer yang mampu menyelesaikan sejumlah proses perhitungan selama proses 
pembelajaran (Kusumadewi, 2003). 
Gambar 2.1 adalah dasar pembuatan jaringan syaraf buatan yang 
mensimulasikan berdasarkan otak manusia : 
Jaringan syaraf tiruan pertama kali ditemukaan oleh Warren Mc. Coloch dan 
Walter Pitts dalam tulisannya yang berjudul: “A Logical Calculus of the idea 24 
Immanent in Nervous Activity” pada tahun 1943 di buletin of Mathematical Biophysics 
(Fausett, 1994). Jaringan syaraf tiruan merupakan salah satu sistem pemrosesan 
informasi yang didesain dengan menirukan cara kerja otak manusia dalam 
menyelesaikan suatu masalah dengan melakukan proses belajar melalui perubahan 
bobot sinapsisnya. Jaringan syaraf tiruan mampu mengenali kegiatan dengan berbasis 
pada data masa lalu. Data masa lalu akan dipelajari oleh jaringan syaraf tiruan sehingga 
mempunyai kemampuan untuk memberi keputusan terhadap data yang belum pernah 
dipelajari. 





2.1.1  Karakteristik Jaringan Syaraf Tiruan 
Karakteristik jaringan syaraf tiruan ditentukaan oleh faktor-faktor berikut : 
(Fausett, 1994) 
a. Pola hubungan antara neuron-neuron (arsitektur jaringan) 
b. Metode penentuan bobot pada jaringan (metode pelatihan atau pembelajaran) 
c. Fungsi aktivasi yang dikerjakaan pada neuron. 
2.1.2 Konsep Dasar Jaringan Syaraf Tiruan 
Neuron dikelompokan berdasarkan lapisan-lapisan. Neuron yang terletak pada 
lapisan yang sama akan memiliki keadaan yang sama. Pada setiap lapisan yang sama, 
neuron akan memiliki fungsi aktivasi yang sama. Apabila neuron dalam satu lapisan 
tersembunyi akan dihubungkan dengan neuron pada lapisan output maka setiap neuron 
pada lapisan tersembunyi juga harus dihubungkan dengan setiap lapisan outputnya. 
Ada beberapa arsitektur jaringan syaraf, antara lain: (Kusumadewi, 2003) 
a) Jaringan lapisan tunggal (single layer net) Jaringan dengan lapisan tunggal hanya 
memiliki satu lapisan dengan bobot-bobot terhubung. Jaringan ini menerima input 
kemudian secara langsung akan mengolahnya menjadi output tanpa harus melalui 
lapisan tersembunyi. Arsitektur jaringan lapisan tunggal (single layer net) 
ditunjukkan pada gambar 2.2 
 
Gambar 2.2 single layer net (Kusumadewi, 2003) 
a. Jaringan lapisan banyak (multilayer layer net) Jaringan dengan banyak lapisan 
memiliki 1 atau lebih lapisan yang terletak diantara lapisan input dan lapisan 
output (memilik 1 atau lebih lapisan 28 tersembunyi). Lapisan-lapisan bobot yang 
terletak antara 2 lapisan yang bersebelahan. Jaringan dengan banyak lapisan ini 





lapisan tunggal dalam hal pembelajaran akan lebih rumit. Arsitektur jaringan 
lapisan banyak (multilayer layer net) ditunjukkan pada gambar 2.3. 
 
Gambar 2.3 Multylayer layer net (Kusumadewi, 2003) 
b. Jaringan lapisan kompetitif (competitive layer net) Hubungan antar neuron pada 
lapisan kompetitif tidak diperlihatkan dalam arsitektur tetapi ada di dalam 
arsitektur. Lapisan kompetitif menunjukan salah satu contoh arsitektur jaringan 
dengan lapisan kompetitif yang memiliki bobot – 𝜂. 
 
Gambar 2.4 Comperatitive layer net (Kusumadewi, 2003) 
2.1.3 Pemodelan Jaringan Syaraf Tiruan 
Setiap sel syaraf memiliki satu inti sel (nucleus) yang berperan sebagai 
pusat pemroses. Setiap Informasi yang masuk diterima oleh rambut-rambut sel 
(dendrit), kemudian dijumlahkan di dalam nucleus dan dikirim melalui batang 
sel (axon) ke dendrit  akhir yang bersentuhan dengan dendrit dari neuron yang 





Pada algoritma JST sinyal masukan yang dinotasikan 
dengan x1, x2,...,xn dikalikan dengan sejumlah bobot w dan dijumlahkan dengan 
bobot bias b. Hasil perkalian dan penjumlahan a akan diaktifkan menggunakan 
fungsi aktivasi F tertentu untuk mendapatkan keluaran jaringan Y. Pemilihan 












Gambar 2.5 Model JST sebagai Tiruan dari Neuron Biologi (Dhaneswara, 2004) 
2.1.4 Fungsi Aktivasi 
Fungsi aktivasi adalah aturan untuk memetakan penjumlahan input elemen 
pemrosesan terhadap outputnya melalui pilihan yang tepat atau alat pengenalan non-
linieritas kedalam desain jaringan. Beberapa fungsi aktivasi yang sering digunakan 
adalah sebagai berikut (Chandra, 2015): 
1. Fungsi Threshold (batas ambang) 
𝐹(𝑥) =  {
0                         jika x ≤ α
1                       jika x ≥ α 
     (2.1) 
Untuk beberapa kasus, fungsi Threshold yang dibuat tidak bernilai 0 atau 1, 
tetapi bernilai -1 atau 1 (Treshold bipolar) menjadi 
𝐹(𝑥) =  {
1                        jika x ≤ α
−1                       jika x ≥ α 
    (2.2) 
2. Fungsi Sigmoid 
Fungsi aktivasi sigmoid ini sering dipakai karena nilai fungsi terletak antara 0 
dan 1 serta mudah diturunkan. 
𝑓(𝑥) =  
1
1+𝑒−𝑥





3. Fungsi Linear / Identitas 
Fungsi linear sering dipakai jika keluaran dari jaringan diharapkan berupa 
sembarang bilangan rill. 
𝑓(𝑥) = 𝑥   (2.4) 
2.1.5 Algoritma Jaringan Syaraf Tiruan 
Penggunaan Jaringan Syaraf Tiruan dalam menyelesaikan suatu permasalahan 
akan dipengaruhi oleh permasalahan apa yang akan diselesaikan. Berbagai macam 
permasalan yang dapat diselesaikan dengan Jaringan Saraf Tiruan, antara lain; 
pengenalan pola dan optimisasi. Dalam hal ini diperlukan keputusan terbaik dalam 
memilih algoritma yang tepat untuk menyelesaikan masalah, dari beberapa algoritma 
Jaringan Syaraf tersebut antara lain (Siahaan, 2014): 
1. Algoritma Jaringan Kohonen 
2. Algoritma Jaringan Fractal 
3. Algoritma Jaringan Learning Vector Quantization 
4. Algoritma Jaringan Cyclic 
5. Algoritma Jaringan Alternating Projection 
6. Algoritma Jaringan Hammimg 
7. Algoritma Jaringan Feedforwad Banyak Lapis 
Dari beberapa Algoritma Jaringan Syaraf Tiruan yang di atas, pengguna harus 
menentukan salah satu algoritma jaringan yang cocok dan dapat menyelesaikan 
masalah sesuai permasalahan. 
2.2  Learning Vector Quantization (LVQ) 
LVQ adalah  suatu metode klasifikasi pola yang masing-masing unit keluaran 
mewakili kategori atau kelas tertentu (beberapa unit keluaran seharusnya digunakan 
untuk masing-masing kelas). Vektor bobot untuk suatu unit keluaran sering dinyatakan 
sebagai sebuah vektor referensi. Diasumsikan bahwa serangkaian pola pelatihan 
dengan klasifikasi yang tersedia bersama dengan distribusi awal vektor referensi. 
Sesudah pelatihan, jaringan LVQ mengklasifikasi vektor masukan dengan menugaskan 
ke kelas yang sama sebagai unit keluaran, sedangkan yang mempunyai vektor referensi 





2.2.1  Arsitektur LVQ 
Learning Vector Quantization (LVQ) adalah metode memprediksi jarak 
terdekat untuk klasifikasi dengan kelas yang banyak. Algoritma pembelajaran dari 
LVQ dan pengembangannya ini banyak digunakan karena proses belajar intuitif yang 
jelas dan mudah dalam implementasi (Grbovic M, 2009). LVQ merupakan jaringan 
syaraf dengan tipe arsitektur jaringan lapis tunggal umpan-maju (Single Layer 






Pemrosesan yang terjadi pada setiap neuron adalah mencari jarak antara suatu 
vektor input ke bobot yang bersangkutan (w1 dan w2). W1 adalah vektor bobot yang 
menghubungkan setiap neuron pada lapisan input ke neuron pertama pada lapisan 
output, sedangkan w2 adalah vektor bobot yang menghubungkan setiap neuron pada 
lapisan input ke neuron kedua lapisan output. Fungsi aktivasi F1akan memetakan y_in1 
ke y1 = 1 apabila || x-w1|| < || x-w2||, dan y1 = 0 jika sebaliknya. Demikian pula dengan 
yang terjadi pada fungsi aktivasi F2, akan memetakan y_in2 ke y2 = 1 apabila || x-w2|| 
< || x-w1||, dan y2 = 0 jika sebaliknya |x-w2|>|x-w1|. 
2.2.2  Algoritma LVQ 1 
Proses pembelajaran pada LVQ dilakukan melalui beberapa epoh (jangkauan 
waktu) sampai batas epoh maksimal terlewati. LVQ melakukan pembelajaran pada 
jaringan kompetitif yang terawasi. Suatu lapisan kompetitif akan secara otomatis 
belajar mengklasifikasi vektor-vektor input. Kelas-kelas yang didapat sebagai hasil 
dari lapisan kompetitif ini hanya tergantung pada jarak antara vektor-vektor input. Jika 
2 vektor input mendekati sama, maka lapisan kompetitif akan meletakkan kedua vektor 
input tersebut ke dalam kelas yang sama.metode pembelajaran LVQ dikerjakan dengan 
algoritma berikut: 
1. Tetapkan: 





Bobot (w), maksimum epoh (maxEpoh), learning rate (α), pengurangan learning 
rate (Dec α), minimal learning rate (Min α) 
2. Masukan: 
Input : x(i,j) 
Target : Tk 
3. Tetapkan kondisi awal: 
Epoh = 0; 
4. Kerjakan jika : epoh<=maxEpoh) atau (α>=Min α) 
d. Epoh = epoh+1; 
e. Kerjakan untuk i = 1 sampai n 
i. Tentukan j sedemikian hingga || x-wj || minimum (sebut sebagai Cj) 
ii. Perbaiki wj dengan ketentuan: 
Jika T=Cj maka wj(baru)=wj(lama)+ α(x-wj(lama)) 
Jika T≠Cj maka wj(baru)=wj(lama)- α(x-wj(lama)) 
f. Kurangi nilai α 
5. Tes kondisi berhenti dengan, 
X, vektor-vektor pelatihan (X1,…Xi,…Xn) 
T, kategori atau kelas yg benar untuk vektor-vektor pelatihan 
Wj, vektor bobot pada unit keluaran ke-j (W1j,…Wij,…,Wnj) 
Cj, kategori atau kelas yang merepresentasikan oleh unit keluaran ke-j 
||x-wj||, jarak Euclidean antara vektor masukan dan vektor bobot untuk unit  
keluaran ke-j 
Algoritma pembelajaran LVQ membutuhkan beberapa parameter diantaranya 
adalah: 
1. X, vektor-vektor pelatihan (X1,…Xi,…Xn). 
2. T, kategori atau kelas yg benar untuk vektor-vektor pelatihan. 
3. Wj, vektor bobot pada unit keluaran ke-j (W1j,…Wij,…,Wnj). 
4. Cj, kategori atau kelas yang merepresentasikan oleh unit keluaran ke-j 
5. learning rate (α), α didefinisikan sebagai tingkat pembelajaran. Jika α 
terlalu besar, maka algoritma akan menjadi tidak stabil sebaliknya jika α 





6. Nilai pengurangan learning rate, yaitu penurunan tingkat pembelajaran. 
Pengurangan nilai α yang digunakan pada penelitian ini adalah sebesar 
0.1*α. 
Nilai minimal learning rate (Min α), yaitu minimal nilai tingkat pembelajaran 
yang masih diperbolehkan. 
Proses pembelajaran pada LVQ dilakukan melalui beberapa epoh (jangkauan 
waktu) sampai batas epoh maksimal terlewati. LVQ melakukan pembelajaran pada 
jaringan kompetitif yang terawasi. Suatu lapisan kompetitif akan secara otomatis 
belajar mengklasifikasi vektor-vektor input. Kelas-kelas yang didapat sebagai hasil 
dari lapisan kompetitif ini hanya tergantung pada jarak antara vektor-vektor input. Jika 
2 vektor input mendekati sama, maka lapisan kompetitif akan meletakkan kedua vektor 
input tersebut ke dalam kelas yang sama.metode pembelajaran LVQ dikerjakan dengan 
algoritma berikut: 
6. Tetapkan: 
Bobot (w), maksimum epoh (maxEpoh), learning rate (α), pengurangan learning 
rate (Dec α), minimal learning rate (Min α) 
7. Masukan: 
Input : x(i,j) 
Target : Tk 
8. Tetapkan kondisi awal: 
Epoh = 0; 
9. Kerjakan jika : epoh<=maxEpoh) atau (α>=Min α) 
g. Epoh = epoh+1; 
h. Kerjakan untuk i = 1 sampai n 
i. Tentukan j sedemikian hingga || x-wj || minimum (sebut sebagai Cj) 
ii. Perbaiki wj dengan ketentuan: 
Jika T=Cj maka wj(baru)=wj(lama)+ α(x-wj(lama)) 
Jika T≠Cj maka wj(baru)=wj(lama)- α(x-wj(lama)) 
i. Kurangi nilai α 
10. Tes kondisi berhenti dengan, 
X, vektor-vektor pelatihan (X1,…Xi,…Xn) 





Wj, vektor bobot pada unit keluaran ke-j (W1j,…Wij,…,Wnj) 
Cj, kategori atau kelas yang merepresentasikan oleh unit keluaran ke-j 
||x-wj||, jarak Euclidean antara vektor masukan dan vektor bobot untuk unit  
keluaran ke-j 
Algoritma pembelajaran LVQ membutuhkan beberapa parameter diantaranya 
adalah: 
1. X, vektor-vektor pelatihan (X1,…Xi,…Xn). 
2. T, kategori atau kelas yg benar untuk vektor-vektor pelatihan. 
3. Wj, vektor bobot pada unit keluaran ke-j (W1j,…Wij,…,Wnj). 
4. Cj, kategori atau kelas yang merepresentasikan oleh unit keluaran ke-j 
5. learning rate (α), α didefinisikan sebagai tingkat pembelajaran. Jika α terlalu 
besar, maka algoritma akan menjadi tidak stabil sebaliknya jika α terlalu kecil, 
maka prosesnya akan terlalu lama. Nilai α adalah 0 <  α < 1. 
6. Nilai pengurangan learning rate, yaitu penurunan tingkat pembelajaran. 
Pengurangan nilai α yang digunakan pada penelitian ini adalah sebesar 0.1*α. 
7. Nilai minimal learning rate (Min α), yaitu minimal nilai tingkat pembelajaran 
yang masih diperbolehkan. 
2.2.3 Pengembangan LVQ 2 
Terdapat beberapa variasi dari algoritma LVQ dasar (LVQ1) yaitu LVQ2, 
LVQ2.1, dan LVQ3. Karakteristik algoritma LVQ1 adalah hanya vektor referensi 
terdekat (vektor pemenang) dengan vektor masukan yang diperbaharui. Arah 
perpindahan vektor tergantung pada apakah vektor referensi memiliki kelas yang sama 
dengan vektor masukan. Algoritma LVQ yang telah ditingkatkan, vektor pemenang 
dan vektor runner up akan sama-sama belajar bila kondisi tertentu terpenuhi. Idenya 
adalah bila jarak antara vektor masukan dengan vektor pemenang dan vektor runner 
up kira-kira mempunyai jarak yang sama (Fausett, 1994). 
Pengembangan pertama dari LVQ adalah LVQ 2. LVQ2 merupakan sebuah 
alogoritma hasil dari algoritma LVQ awal. Kondisi dimana kedua vektor akan 
diperbaharui jika (Budianita, 2012): 
 
1. Jika unit pemenang dan runner up merepresentasikan kelas yang berbeda 





3. Jarak antara vektor masukan ke pemenang dan jarak antara vektor masukan 
ke runner up kira-kira sama. Kondisi ini diperlihatkan di dalam 
4. notasi berikut: 
X vektor masukan saat ini 
Yc vektor referensi terdekat dengan X 
Yr vektor referensi terdekat berikutnya dengan X (runner up) 
Dc jarak dari X ke Yc 
Dr jarak dari X ke Yr 
Vektor referensi dapat diperbaharui jika masuk ke dalam daerah yang disebut 
window (ε).Window yang digunakan untuk memperbaharui vektor referensi 
didefinisikan sebagai berikut: 
Vektor masukan X akan masuk ke dalam window bila 
𝑑𝑐
𝑑𝑟
> 1− ∈  
𝑑𝑟
𝑑𝑐
< 1+ ∈               .….………………….. (2.1) 
dengan nilai ε tergantung dari jumlah data pelatihan. (Fausett, 1994) nilai ε = 0.3 adalah 
nilai yang disarankan. VektorYc dan Yr akan diperbaharui bila kondisi 1,2 dan 3 
terpenuhi. Vektor Yc dan Yr diperbaharui dengan menggunakan persamaan: 
Yc(t+1) = Yc(t) – α(t)[X(t) – Yc(t)]                    ......................................(2.2) 
Yr(t+1) = Yr(t) + α(t)[X(t) – Yr(t)]                    ......................................(2.3) 
Berikut adalah contoh perhitungan menggunakan jaringan syaraf tiruan LVQ2 
untuk mencari vektor bobot masing-masing kelas dengan asumsi terdapat dua kelas yg 
berbeda (kelas 1 dan 2) dengan data pelatihan ditunjukkan dengan Tabel 2.1 
Tabel 2.1 Contoh Data Pelatihan Berupa Vektor dengan Ukuran 1x4 













Bobot awal kelas-1 w1 = (1, 1, 0,0) 
Bobot awal kelas-2 w2 = (0, 0, 0, 1) 
Learning rate α = 0.1 dengan nilai α akan dikurangi sebesar 0.1 α pada akhir 
epoch saat ini Window ε = 0.3 
Epoch-1 
a. Vektor masukan 0 0 1 1 
D1 = sqrt ((0-1)2 +(0-1)2 +(1-0)2 +(1-0)2 ) = 2 
D2 = sqrt ((0-0)2 +(0-0)2 +(1-0)2 +(1-1)2 ) = 1 
Jarak terdekat adalah D2 sehingga J = 2 yang menunjukkan vektor masukan masuk 
kategori 2 (C2) sehingga C2 = T dengan T = 2, sehingga bobot w2 diperbaiki dengan 
menggunakan persamaan 2.1. 
W2 (baru) = (0,0,1,1) + 0.1 * {(0,0,1,1)-(0,0,0,1)} = (0,0,0,1.1) 
b. Vektor masukan 1 0 0 0 
Jarak terdekat adalah D1 sehingga J = 1, sehingga C1 = Tdengan T = 1, 
sehingga bobot w1(baru) = (1, 0.9,0,0) 
c. Vektor masukan 0 1 1 0 
D1 = 1.418 
D2 = 1.792 
Jarak terdekat adalah D1 sehingga J = 1, tapi C1 ≠ T dengan T = 2, sehingga 
perlu diperiksa apakah jarak runner up (D2) masih masuk ke dalam window ε 
= 0.3 dengan menggunakan persamaan ((D1) > (1-ε)*D2) AND ((D2) < ((1-
ε)*D1)) akan menghitung ((1.418) > (0.7 * 1.792)) AND (1.792 < (1.3*1.418)) 
sehingga menghasilkan (True AND True) yang hasil akhirnya adalah True 
sehingga bobot w1 dan w2 diperbaharui menggunakan persamaan (2.2) dan 
(2.3) 
W1 (baru) = (1, 0.9, 0, 0) – 0.1 * {(0, 1, 1, 0)-(1, 0.9, 0, 0)} = (1.1, 0.89, -
0.1, 0) 
W2 (baru) = (0, 0, 0, 0.1)+0.1*{(0, 1, 1, 0)-(0, 0, 0, 1.1)} 
= (0, 0.1, 0.1, 0.99) 
5. Kurangi nilai α 
α(baru) = α (lama) - 0.1 α (lama) = 0.1 – 0.1* 0.1 = 0.09 





yaitu bila jumlah epoch sudah melebihi jumlah maksimum epoch yang 
diperbolehkan, atau bila nilai α lebih kecil dari nilai maksimum error. 
Pembelajaran LVQ2 dikembangkan berdasarkan algoritma LVQ1 dan 
ketentuan dasar teori LVQ2. Parameter yang dibutuhkan diantaranya adalah 
(Budianita, 2013): 
1. X, vector-vektor pelatihan (X1,…Xi,…Xn). 
2. T, kategori atau kelas yang benar untuk vector-vektor pelatihan. 
3. Wj, vector bobot pada unit keluaran ke-j (W1,…Wij,…Wnj). 
4. Cj, kategori atau kelas yang merepresentasikan oleh unit keluara ke-j. 
5. Learning rate (α), α didefinisikan sebagai tingkat pembelajaran. Jika α 
terlalu besar, maka algoritma akan menjadi tidak stabil sebaliknya jika α 
terlalu kecil, maka prosesnya akan terlalu lama. Nilai α adalah 0<1. 
6. Nilai pengurangan learning rate, yaitu penurunan tingkat pembelajaran. 
7. Nilai minimal learning rate (Minimum α), yaitu minimal nilai tingkat 
pembelajaran yang masih diperbolehkan. Pengurangan nilai α yang 
digunakan pada penelitian ini adalah sebesar 0.1*α. 
8. Nilai window (ε), yaitu nilai yang digunakan sebagai daerah yang harus 
dipenuhi untuk memperbaharui vektor referensi pemenang dan runner up 
jika berada dikelas yang berbeda. 
9. Jarak vektor referensi terdekat pertama dengan vektor x adalah d1 dan jarak 
vektor referensi terdekat kedua dengan vektor x adalah d2. 
10. Jika memenuhi kondisi window (ε), yakni persamaan (2.1), maka vektor 
referensi yang masuk ke dalam kelas yang tidak sama dengan vektor x akan 
diperbaharui menggunakan persamaan (2.2) 
11. Sedangkan vektor referensi yang masuk ke dalam kelas yang sama dengan 
vektor x akan diperbaharui menggunakan persamaan (2.3) 
Untuk lebih jelasnya langkah-langkah lvq 2 dapat dilihat pada gambar 2.6 







Maksimal Epoh = 1000, 
Learning Rate = 0.001, 
Min Learning Rate = 0.0001 
dan Window = 0.3 
Tetapkan Kondisi: 
Epoh = 0 
Epoh  ≤  1000 
Atau 
α ≥ 0.0001 
Epoh = epoh + 1 
||xi - wj|| = Minimun 
Tentukan: dc dan dr 
Masukan: 
xij = Data pasien skizofrenia
Tn = Pranoid dan 
Undifferentiated
T = dc dc > (1 - ɛ) dr AND dr < (1 + ɛ) dc 
yc (baru) = yc (lama) - α (xi - yc (lama)) 
yr (baru) = yr (lama) + α (xi - yr (lama)) 
wj (baru) = wj (lama) + α (xi - wj (lama)) wj (baru) = wj (lama) - α (xi - wj (lama)) 
Kurangi nilai 









Gambar 2.7 langkah-langkah LVQ 2 (Elvia Budianita, 2016) 
2.3  Confusion Matrix 
Confusion matrix adalah sebuah tabel yang menyatakan jumah data uji yang 
diprediksi benar diklasifikasikan dan jumlah data uji yang salah diklasifikasikan. 






Tabel 2.2 Confusion Matrix 




1 TP FN 





 𝑥100 … … … … … … … … … … … … … … … … … … … . . . . (2.7)     
Keterangan : 
 
True Possitive (TP) : jumlah dokumen dari kelas 1 yang benar dan diklasifikasikan 
sebagai kelas 1. 
True Negative (TN) : jumlah dokumen dari kelas 0 yang benar diklasifikasikan sebagai 
kelas 0 II-12.  
False Possitive (FP) : jumlah dokumen dari kelas 0 yang salah diklasifikasikan sebagai 
kelas 1. 
False Negative (FN): jumlah dokumen dari kelas 1 yang salah diklasifikasikan sebagai 
kelas 0. 
2.4 Prediksi 
Prediksi adalah suatu proses memperkirakan secara sistematik tentang sesuatu 
yang paling mungkin terjadi di masa depan berdasarkan informasi masa lalu dan 
sekarang yang dimiliki agar kesalahannya ( selisih antara sesuatu yang terjadi dengan 
hasil perkiraan) dapat diperkecil. Prediksi tidak dapat memberikan jawaban yang pasti 
tentang apa yang akan terjadi, melainkan berusaha untuk mencari jawaban sedekat 
mungkin dengan yang akan terjadi (Yanti, 2013). 
Proses peramalan terdiri dari hal-hal sebagai berikut (Handoko, 1994) dalam (Diani 
& Nasution, 2015): 
1. Penentuan tujuan 
Pada tahap ini analis membicarakan dengan para pembuat keputusan untuk 
mengetahui apa kebutuhan-kebutuhan mereka dan menentukan. 
a. Variabel-variabel apa yang akan diestimasi. 





c. Untuk tujuan-tujuan apa hasil peramalan akan digunakan. 
d. Estimasi jangka panjang atau pendek yang diinginkan 
e. Derajat ketetapan estimasi. 
f. Kapan estimasi dibutuhkan. 
g. Bagian-bagian peramalan yang diinginkan. 
2. Pengembangan Model 
Pengembangan model merupakan penyajian secara lebih sederhana dari sistem 
yang dipelajari. Model peramalan adalah suatu kerangka analitik yang bisa 
dimasukkan data masukan, menghasilkan estimasi jumlah data di waktu yang 
akan datang (variabel apa saja yang perlu diramal). Analis hendaknya memilih 
suatu model yang menggambarkan secara realistis variabel-variabel yang 
dipertimbangkan. 
3. Penerapan Model 
Pada tahap ini, data historis dimasukkan ke model untuk menghasilkan suatu 
ramalan. Dalam kasus peramalan banyaknya pengunjung, analisis menghitung 
nilai a dan b. 
4. Revisi dan Evaluasi 
Ramalan-ramalan yang telah dibuat harus senantiasa diperbaiki dan ditinjau 
kembali. Perbaikan mungkin dilakukan karena adanya perubahan- perubahan 
dalam suatu perusahaan atau instansi yan gmengelola. Bagi pihak lain evaluasi 
merupakan perbandingan ramalan-ramalan dengan hasil-hasil nyata untuk 
menilai ketepatan penggunaan suatu metodologi atau teknik prediksi. Langkah 
ini diperlukan untuk menjaga kualitas estimasi-estimasi di masa yang akan 
datang. 
2.5   Skizofrenia 
Skizofrenia adalah penyakit pervasif yang mempengaruhi lingkup yang luas 
dari proses psikologis mencakup kognisi, afek, dan  perilaku. Mereka kehilangan jati 
diri dan mengalami kegagalan dalam menjalankan peran dan fungsinya di dalam 
masyarakat. Pikiran dan perasaan  yang tidak seimbang menyebabkan penderita 
skizofrenia terputus dari realitas (Nevid, Jeffrey S., Rathus, Spancer A., Greene, n.d.).  
Penyakit ini menjadi persoalan serius di beberapa negara seperti di Inggris, Amerika 





seratus orang mengembangkan skizofrenia pada suatu saat dalam hidupnya 
(Cummings, 2010). Wu dkk (2006) melaporkan bahwa pada tahun 2002 prevalensi dua 
belas bulan skizofrenia yang terdiagnosis diperkirakan sebesar 5,1 per seribu jiwa 
dimana angka kejadiannya jauh lebih tinggi pada laki-laki dibandingkan pada 
perempuan. 
A. Jenis Skizofrenia 
1) Skizofrenia simpleks 
Skizofrenia simpleks, sering timbul pertama kali pada masa pubertas. Gejala 
utama ialah kedangkalan emosi dan kemunduran kemauan. Gangguan proses 
berfikir biasanya sukar ditemukan. Waham dan halusinasi jarang sekali 
terdapat. Jenis ini timbul secara perlahan. Pada permulaan mungkin penderita 
kurang memperhatikan keluarganya atau menarik diri dari pergaulan. Makin 
lama ia semakin mundur dalam kerjaan atau pelajaran dan pada akhirnya 
menjadi pengangguran, dan bila tidak ada orang yang menolongnya ia akan 
mungkin akan menjadi “pengemis”, “pelacur” atau “penjahat” (maramis, W, 
2008). Adapun gejala dari skizofrenia simpleks yaitu : 
a. Keanehan dalam tingkah laku 
b. Penurunan kinerja secara menyeluruh 
c. Tidak terdapat waham 
d. tidak memiliki tujuan 
e. Afek yang menumpul 
f. Pendiam 
g. Pemalas 
2) Skizofrenia hebefrenik 
Skizofrenia hebefrenik atau disebut juga hebefrenia, menurut Maramis (2008) 
permulaannya perlahan-lahan dan sering timbul pada masa remaja atau antara 15–
25 tahun. Gejala yang menyolok adalah gangguan proses berfikir, gangguan 
kemauan dan adanya depersonalisasi. Gangguan psikomotor seperti perilaku 
kekanak-kanakan sering terdapat pada jenis ini. Waham dan halusinasi banyak 
sekali. Adapun gejala dari skizofrenia hebefrenik yaitu : 
a. Sering ketawa cekikikan 





c. Senyum sendiri 
d. Merasa dirinya angkuh 
e. Mannerism 
f. Keluhan hipokondrik 
g. Proses fikir mengalamai disorganisasi 
h. Kecenderungan untuk menyendiri 
3) Skizofrenia Katatonik 
katatonik Menurut (maramis, W, 2008) skizofrenia katatonik atau disebut juga 
katatonia, timbulnya pertama kali antara umur 15-30 tahun dan biasanya akut serta 
sering didahului oleh stres emosional. Mungkin terjadi gaduh gelisah katatonik 
atau stupor katatonik.  
Berikut gejala-gejala dari penyakit skizofrenia katatonik :  
a. Berkurangnya reaktivitas terhadap lingkungan 
b. Berkurangnya aktivitas dan gerakan spontan 
c. Aktivitas motor yang nampak tak bertujuan 
d. Gelisah perlawanan yang tidak bermotif terhadap semua intruksi 
e. Mempertahankan sikap tubuh yang kaku 
f. Ketaatan secara otomatis terhadap perintah 
g. Perseverasi kata-kata serta kalimat 
4.  Skizofrenia Paranoid 
Jenis ini berbeda dari jenis-jenis lainnya dalam perjalanan penyakit. 
Hebefrenia dan katatonia sering lama-kelamaan menunjukkan gejala-gejala 
skizofrenia simplek atau gejala campuran hebefrenia dan katatonia. Tidak demikian 
halnya dengan skizofrenia paranoid yang jalannya agak konstan (maramis, W, 
2008). Berikut adalah gelaja-gejala skizofrenia paranoid : 
a. Waham 
b. Halusinasi pembauan 
c. Halusinasi pengecapan rasa 
d. Halusinasi visual 
e. Halusinasi auditorik 
f. Merasa mendengar suara perintah 





 merupakan keadaan skizofrenia dengan gejala-gejala primernya Bleuler, tetapi 
tidak jelas adanya gejala-gejala sekunder. Keadaan ini timbul sesudah beberapa 
kali serangan skizofrenia (maramis, W, 2008). Adapun beberapa gejala skizofrenia 
rasidual adalah :  
a. Perlambatan psikomotor 
b. Kinerja sosial yang buruk 
c. Komunikasi ekspresi yang buruk 
d. Komunikasi kontak mata yang buruk 
e. Komunikasi sikap tubuh yang buruk 
f. Sikap yang pasif 
2.6 White box 
White box  adalah pengujian perangkat lunak dari segi design dan kode program 
apakah mampu menghasilkan fungsi masukan dan fungsi keluaran yang sesuai dengan 
spesifikasi kebutuhan (Cholifah, Sagita &Yulianingsih, 2018). Dengan menggunakan 
uji coba white box, para pengembang perangkat lunak dapat menghasilkan kasus-kasus 
uji seperti ini: 
1. Menjamin bahwa seluruh independent paths dalam modul telah dilakukan 
setidaknya satu kali. 
2. Melakukan seluruh keputusan logikal baik sisi benar maupun salah 
3. Melakukan seluruh perulangan sesuai batasan dan dalam batasan 
operasionalnya 
4. Menguji struktur data internal untuk memastikan validitasnya. 
Dalam white box testing terdapat beberapa tahapan yaitu (Sakethi Dwi, 2014): 
a. FlowGraph Notation 
b. Cylomatic Complexity 
c. Test Case 
2.7  Penelitian Terkait 
Penelitian terkait berikut ini bertujuan untuk membantu penulis dalam 
menyusun tugas akhir ini, sehingga penelitian terkait yang dilakukan peneliti 
sebelumnya dalam menjadi refensi penulisan untuk penelitian kali ini. Beberapa 





Tabel 2. 3 Penelitian Terkait 
No
. 
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jumlah iterasi yang 
berbeda adalah 
akurasi 79,31% 
untuk iterasi= 60 
dan 90. Pada 
penelitian dengan 
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maksimal adalah 
1000. 
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3.1 Tahapan Penelitian 
Metodologi penelitan adalah suatu panduan dalam melakukan penelitian. 
Metodologi penelitian berisi rencana atau tahapan awal hingga akhir yang 
menghasilkan output sesuai dengan yang diharapkan. Berikut ini metodologi 
penelitian yang dilakukan  dalam penelitian dapat dilihat pada gambar 3.1 dibawah 
ini
Mulai Perumusan Masalah Pengumpulan Data
Analisa dan Perancangan
Analisa :
1. Analisa Data 
    - Data Masukan
    - Transformasi Data
2. Pembagian Data
3. Perancangan Interface




    - Ruang Lingkup Implementasi
    - Batasan Implementasi
    - Implementasi interface
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Learning Vector  Quantization 2 
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3. Kesimpulan Pengujian
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3.2 Rumusan  Masalah 
Berdasarkan dari permasalahan diatas yaitu bagaimana menerapkan 
Learning Vector Quantization 2 (LVQ2) untuk memprediksi skizofrenia. 
3.3 Pengumpulan Data 
Tahapan dalam pengumpulan data merupakan tahapan untuk menganalisa, 
merancang, dan membangun sistem jaringan syaraf tiruan. Data yang dikumpulkan 
pada penelitian ini merupakan data sekunder dari penelitian sebelumnya yang 
dilakukan oleh Khairul Azmi. Data ini diambil pada tahun 2019, dan diambil oleh 
penulis pada tanggal 18 November 2019. Jumlah keseluruhan data adalah 180 
pasien yang mengidap Skizofrenia pada Rumah Sakit Jiwa Tampan. Penelitian 
sebelumnya mengumpulkan data dengan cara melakukan penelitian di Rumah Sakit 
Jiwa Tampan, Panam, Pekanbaru, Riau. Setelah mendapatkan rekapitulasi data 
pasien yang mengidap Skizofrenia dan mewawancarai dokter RSJ sebagai 
narasumber serta melakukan observasi pengamatan dan pemahaman serta mencatat 
hal-hal terpenting dalam mengumpulkan data pasien yang mengidap Skizofrenia. 
3.4  Analisa 
Tahapan analisa pada penelitian ini merupakan untuk menganalisa data yang 
dibutuhkan untuk tahap pelatihan dan pengujian pada Learning Vector 
Quantization 2 (LVQ2) serta analisa kebutuhan membangun aplikasi, sehingga 
mempermudah proses perancangan aplikasi. 
3.4.1 Analisa Data 
Pada tahap analisa data merupakan tahapan untuk menganalisa data yang 
dibutuhkan untuk tahapan pelatihan dan pengujian pada perhitungan Learning 
Vector Quantization 2 (LVQ2). Analisa data yang dilakukan diantaranya data 
masukan dan tranformasi data.  
3.4.1.1 Data Masukan 
Tahap pertama pada proses analisa data adalah melakukan inputan data 
dengan cara menentukan variabel inputan. Variabel inputan dalam penelitian ini 
ada 30 yaitu: tinggal hidup sendiri, riwayat upaya serius suicide, riwayat keluarga 
suicide, adanya gangguan jiwa, penyakit/ disabilitas berat, berpisah/ duda/ cerai, 





memiliki rencana/ suicide, mengungkapkan stress yang berat, keputus asaan, 
peristiwa/ kejadian signifikan akhir-akhir ini, berkurangnya/ kehilangan diri, 
penggunaan napza,  insiden kekerasan baru-baru ini, riwayat penggunaan 
senjatalaki-laki, usia dibawah 35 tahun, riwayat criminal, riwayat melakukan tindak 
berbahaya  atau ide kekerasan, riwayat kekerasan pada masa kanak-kanak, 
kurangnya peran dalam hidup (pekerjaan, hubungan), mengekspresikan ide utnuk 
melukai orang lain, akses untuk melakukan tindak kekerasan, ide paranoid atau 
lainnya, perintah halusinasi untuk tindakan kekerasan, kemarahan, frustasi atau 
agitasi, kesenangan untuk ide/ tindakan kekerasan,perilaku seksual yang tidak 
wajar, berkurangnya/ kehilangan untuk tabel diri. Kemudian data akan diolah 
menjadi data latih (training) dan data uji (testing). Data inputan ini akan 
dimasukkan ke dalam tabel kemudian disimpan ke dalam database. 
3.4.1.2 Transformasi Data 
Pada tahapan tranformasi data merupakan tahapan untuk merubah nilai data 
gejala menjadi bentuk skala angka 0 dan 1 sehingga dapat digunakan untuk 
perhitungan tahap pelatihan dan pengujian pada Learning vector Quantization 2. 
Data yang ditranformasi adalah gejala Skizofrenia. Berikut tranformasi nilai 
variabel dapat dilihat pada tabel 3.1.  
Tabel 3.1 Tranformasi Nilai Variabel 




3.4.2 Pembagian Data 
Pada tahap pembagian data merupakan tahapan untuk membagi data menjadi 
data latih (training) dan data uji (testing) pada tahapan Learning vector 
Quantization 2. Pembagian data yang dilakukan adalah data latih 70%, 80%, 90% 
dan data uji 30%, 20%, 10%. Dari data keseluruhan 180 data pasien yang mengidap 
penyakit Skizofrenia. 
3.4.3 Analisa Metode Learning vector Quantization 2. 
Dalam tahap ini, dilakukan analisa metode LVQ2 (Learning Vector 





penyakit Skizofrenia, yaitu merancang struktur jaringan saraf tiruan LVQ2 yang 
terdiri atas beberapa langkah sebagai berikut :  
1. Analisa terhadap data masukan yang akan dibutuhkan dalam proses 
pembelajaran dan pengujian dengan menggunakan metode LVQ 2, data 
terlebih dahulu dinormalisasi.  
2. Merancang struktur jaringan syaraf tiruan LVQ 2 yang terdiri atas beberapa 
langkah sebagai berikut:  
a. Menentukan data latih (training) dan data uji (testing) yang telah 
dinormalisasi.  
b. Melakukan analisis data masukan yang akan digunakan untuk proses 
analisa dengan LVQ 2. pembagian data latih dan data uji. Dari 180 data di 
tentukan data uji sebanyak 144 dan data latih 36. 
c. Menentukan parameter algoritma yang dibutuhkan pada proses 
pembelajaran LVQ 2. Parameternya yaitu, Bobot (W), Learning rate (α), 
Nilai window (ɛ), Minimal learning rate (min α), Pengurangan learning 
rate (a) sebesar 0.1* α.,  
d. Menentukkan variabel inputan (x1 = w1.1) ( x2 = w1.2) (x3 = w2.1)  (x4 
= w2.2)= dan target output (terdapat 2 kelas yaitu Paranoid dan 
Undifferentiated)  
e. Sebelum dilakukan pembelajaran data dinomalisasi dulu.  
f. Melakukan proses pembelajaran dengan menggunakan algoritma learning 
vektor quantization 2.  
3. Hasil pelatihan dan pengujian akan diperoleh kesimpulan berdasarkan output 
yang dihasilkan. 
3.5 Perancangan Interface  
Pada tahap perancangan interface atau perancangan antar muka digunakan 
untuk menghubungkan antar user kepada aplikasi yang telah dibangun sehingga 
user dapat berintraksi kepada apkasi dengan mudah. Perancangan interface pada 
penelitian ini  diantaranya yaitu: halaman depan, proses pelatihan, proses pengujian 






3.6 Implementasi dan Pengujian 
Setelah melakukan tahapan analisa dan perancangan selanjutnya memasuki 
tahap implementasi dan pengujian, Implementasi dan pengujian merupakan tahap 
yang sangat penting dan tahap terakhir pada penelitian ini. 
3.6.1 Implementasi 
Tahap implementasi merupakan tahapan yang melakukan coding atau 
menulis script pemprograman sesuai dengan analisa dan perancangan yang telah 
dilakukan. Tahapan ini dilakukan agar seusai dengan perancangan yang telah 
dibuat. Implementasi yang dilakukan yaitu implementasi metode Learning Vector 
Quantization 2  untuk melakukan diagnosa Skizofrenia. 
3.6.1.1 Ruang Lingkup Implementasi 
Pada tahapan ini dilakukan implementasi sesuai dengan data yang telah 
dirancang pada tahapan analisa dan perancang yang sudah dilakukan. Implementasi 
sistem ini membutuhkan perangkat keras dan perangkat lunak yang dapat menjadi 
perangkat pendukung.Perangkat keras yang digunakan adalah :  
1. Processor   : Intel 
2. Memory   : 2 GB 
3. Hardisk    : 500 GB 
Perangkat lunak yang dibutuhkan adalah:  
1. Operating System  : Windows 7  
2. Bahasa Pemrograman : Matlab  
3. Tools    : Matlab R2016a 
3.6.1.2 Batasan Implementasi 
Batasan implementasi pada penelitian ini memiliki batasan yang sesuai 
dengan hasil analisa dan perancangan. Batasan implementasi yaitu: perancangan 
dan pengkodean menggunakan tools Matlab R2016a. 
3.6.1.3 Implementasi Antar Muka (Interface) 
Implementasi antar muka (interface) adalah tahapan untuk peroses 
mengimplementasikan perancangan sebelumnya yang sudah dilakukan oleh 
peneliti. Proses implementasi diantaranya adalah halaman depan, proses pelatihan, 






Pada tahapan ini dilakukan  pengujian untuk mengetahui keberhasilan dan 
tingkat akurasi dari sistem sudah berhasil atau belum. Pengujian yang dilakukan ini 
diantaranya adalah rancangan pengujian, pengujian white box, pengujian parameter 
pada Learning Vector Quantization 2.  
3.6.2.1 Rancangan Pengujian 
Pada Tahapan rancangan pengujian merupakan tahapan untuk merancang 
tahpan-tahapan pengujian yang dilakukan untuk menentukan output Prediksi 
Penyakit Skizofrenia, pemilihan parameter dengan pembagian data dan untuk 
algoritma menggunakan white box, pengujian tingkat akurasi (confusion matrix). 
3.6.2.2 Pengujian White Box 
Pengujian white box yang dilakukan untuk mengetahui hasil tahapan 
pelatihan dan pengujian apakah algoritma Learning Vector Quantization 2 sudah 
berjalan dengan baik atau tidak pada aplikasi yang sudah dibangun. Pengujian white 
box yang dilakukan diantaranya adalah tahap pelatihan, pengujian dan test individu 
algoritma Learning Vector Quantization 2. 
3.6.2.3 Pengujian Parameter pada Learning Vector Quantization 2 
Pengujian parameter dilakukan untuk menentukan nilai parameter terbaik 
yang akan digunakan untuk diterapkan pada proses pelatihan Learning Vector 
Quantization 2. Pada pengujian ini, menggunakan epoch 1000, variasi Learning 
Rate adalah 0.0001, 0.001, 0.1 dan 0.2, window 0, 0.1 dan 0.3, m 0.2 dan 0.4, 
minimal Learning Rate 0.0001, dan pengurangan Learning Rate 0.1. Perhitungan 
tingkat akurasi pada pengujian parameter menggunakan confusion matrix. 
Confusion matrix dihitung dengan menggunakan persamaan (2.19). 
3.7 Kesimpulan dan Saran 
Tahapan kesimpulan dan saran merupakan tahapan penentuan kesimpulan 
tentang sistem, fungsional sistem berjalan dengan baik, hasil dari sistem dan 
kelebihan pada sistem. Pada tahapan saran adalah kalimat yang berisi saran untuk 








BAB VI  
PENUTUP 
6.1 Kesimpulan 
Kesimpulan yang dapat diambil dari penelitian dengan judul 
Implementasi learning vector quantization 2 untuk Prediksi Skizofrenia adalah 
sebagai berikut: 
1. Metode learning vector quantization 2 telah berhasil diimplementasikan untuk 
Prediksi Skizofrenia . 
2. Parameter yang digunakan pada penelitian ini yaitu learning rate 0.01, 0.1 dan 
0.2. Parameter terbaik adalah ε 0.1 dan 0.3  dengan hasil akurasi sebesar 94%. 
3. Jumlah data latih, nilai lerning rate, jumlah Window dan  minimal learning 
rate mempengaruhi hasil akurasi. 
6.2 Saran 
Berdasarkan dari hasil penelitian yang telah dilakukan , terdapat 
beberapa saran untuk penelitian selanjutnya agar menjadi adalah sebagai 
berikut: 
1. Metode learning vector quantization 2 dapat juga diterapkan pada penelitian 
selanjutnya dengan kasus yang lain. 
2. Berdasarkan hasil dari penelitian, jika ingin melakukan sebuah penelitian 
menggunakan metode ini disarankan agar menggunakan perbandingan data 
yang tinggi karena metode Learning Vector Quantization merupakan metode 
yang membutuhkan banyak latih untuk memperoleh tingkat akurasi  yang lebih 
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LAMPIRAN A  
DATA MENTAH SKIZOFRENIA DANTRANSFORMASI 
Tabel A.1 Data Mentah Skizofrenia 
No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
1. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
2. TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
3. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
4. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
5. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
6. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
7. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
8. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
9. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
10. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
11. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
12. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
13. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
14. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
15. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
16. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
17. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
18. TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
19. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
20. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
22. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
23. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
24. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
25. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
26. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
27. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
28. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
29. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
30. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
31. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
32. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
33. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
34. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
35. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
36. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
37. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
38. TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
39. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
40. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
41. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
42. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
43. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
44. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
45. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
46. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
48. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
49. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
50. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
51. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
52. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
53. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
54. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
55. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
56. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
57. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
58. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
59. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
60. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
61. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
62. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
63. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
64. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
65. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
66. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
67. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
68. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
69. TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
70. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
71. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
72. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
74. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
75. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
76. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
77. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
78. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
79. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
80. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
81. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
82. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
83. TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
84. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
85. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
86. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
87. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
88. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
89. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
90. TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
91. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
92. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
93. YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
94. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
95. TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
96. TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
97. TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
98. TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
100 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
101 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
102 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
103 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
104 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
105 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
106 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
107 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
108 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
109 TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
110 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
111 TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
112 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
113 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
114 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
115 TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
116 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
117 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
118 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
119 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
120 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
121 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
122 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
123 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
124 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
126 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
127 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 1 
128 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
129 TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
130 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
131 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
132 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
133 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
134 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
135 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA YA 1 
136 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
137 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
138 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
139 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
140 TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK 2 
141 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
142 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
143 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
144 TIDAK YA YA YA YA YA YA TIDAK YA YA YA YA YA YA YA 1 
145 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
146 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
147 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
148 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
149 YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
150 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
152 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
153 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
154 YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
155 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
156 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
157 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
158 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
159 YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
160 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
161 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
162 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
163 YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
164 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
165 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
166 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
167 TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
168 TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
169 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
170 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 
171 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
172 TIDAK YA TIDAK TIDAK YA YA TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK YA 1 
173 YA YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
174 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK YA 2 
175 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA 1 
176 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 





No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
178 TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK YA YA YA 2 
179 TIDAK YA TIDAK TIDAK YA TIDAK TIDAK TIDAK TIDAK TIDAK TIDAK YA TIDAK YA YA 2 






Tabel A.2 Transformasi data Skizofrenia 
No X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Target 
   1. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
2. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
3. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
4. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
5. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
6. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
7. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
8. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
9. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
10. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
11. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
12. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
13. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
14. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
15. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
16. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
17. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
18. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
19. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
20. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
21. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
22. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
23. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
24. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
25. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
26. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
27. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
28. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
29. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
30. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
31. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
32. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
33. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
34. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
35. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
36. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 





38. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
39. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
40. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
41. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
42. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
43. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
44. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
45. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
46. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
47. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
48. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
49. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
50. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
51. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
52. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
53. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
54. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
55. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
56. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
57. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
58. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
59. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
60. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
61. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
62. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
63. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
64. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
65. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
66. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
67. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
68. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
69. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
70. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
71. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
72. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
73. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
74. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
75. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
76. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
77. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 





79. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
80. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
81. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
82. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
83. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
84. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
85. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
86. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
87. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
88. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
89. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
90. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
91. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
92. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
93. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
94. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
95. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
96. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
97. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
98. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
99. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
100. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
101. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
102. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
103. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
104. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
105. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
106. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
107. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
108. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
109. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
110. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
111. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
112. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
113. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
114. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
115. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
116. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
117. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
118. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 





120. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
121. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
122. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
123. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
124. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
125. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 1 
126. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
127. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
128. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
129. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
130. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
131. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
132. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
133. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
134. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
135. 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 
136. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
137. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
138. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
139. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
140. 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 2 
141. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
142. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
143. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
144. 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
145. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
146. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
147. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
148. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
149. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
150. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
151. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
152. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
153. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
154. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
155. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
156. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
157. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
158. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
159. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 





161. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
162. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
163. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
164. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
165. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
166. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
167. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
168. 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
169. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
170. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
171. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
172. 0 1 0 0 1 1 0 0 0 0 1 0 0 0 1 1 
173. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
174. 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 2 
175. 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
176. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 
177. 1 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 
178. 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 2 
179. 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 2 







HASIL PENGUJIAN PARAMETER 
Hasil Pengujian parameter yang ditampilkan berikut adalah merupakan hasil dari 
pengujian berdasarkan learning rate (α), pengujian ini menggunakan data dengan 
perbandingan 70:30 (data latih 126 dan data uji 54), 80:20 (data latih 144 dan data uji 
36). Pada pengujian ini menggunakan 1000 epoch. 
B1 Pembagian Data 70:30 
A. Learning Rate 0.01 
1. Pengujian dengan learning rate 0.01 dan window 0.1 dapat dilihat pada tebel 
B1.1 berikut ini: 
Tabel B1.1 Rincian Hasil Pengujian dengan α 0.01 dan ε 0.1 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 2 
3 1 1 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 1 1 
9 1 1 
10 1 1 
11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 





21 1 1 
22 1 1 
23 1 2 
24 1 1 
25 1 2 
26 1 1 
27 1 1 
28 2 1 
29 2 1 
30 2 2 
31 2 2 
32 2 2 
33 2 1 
34 2 2 
35 2 2 
36 2 1 
37 2 2 
38 2 2 
39 2 1 
40 2 2 
41 2 2 
42 2 1 
43 2 1 
44 2 2 
45 2 2 
46 2 1 
47 2 2 
48 2 1 
49 2 1 
50 2 1 
51 2 2 
52 2 2 
53 2 2 







 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.1  
dapat dilihat pada tabel B1.2 berikut ini: 
Tabel B1.2 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.1   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 24 3 
Kelas 2 11 16 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 74% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.3 berikut ini: 
Tabel B1.3 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 74% 
2 80:20 144 36  
3 90:10 162 18 94% 
2. Pengujian dengan learning rate 0.01 dan window 0.3 dapat dilihat pada tebel 
B1.4 berikut ini: 
Tabel B1.4 Pengujian dengan learning rate 0.01 dan window 0.3 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 





5 1 1 
6 1 2 
7 1 1 
8 1 1 
9 1 1 
10 1 1 
11 1 2 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 1 
21 1 1 
22 1 1 
23 1 2 
24 1 1 
25 1 1 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 1 
35 2 2 
36 2 2 
37 2 2 





39 2 2 
40 2 1 
41 2 2 
42 2 1 
43 2 1 
44 2 2 
45 2 2 
46 2 2 
47 2 2 
48 2 2 
49 2 1 
50 2 2 
51 2 2 
52 2 2 
53 2 2 
54 1 1 
 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.3  
dapat dilihat pada tabel B1.5 berikut ini: 
Tabel B1.5 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 24 3 
Kelas 2 5 22 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 









Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.6berikut ini: 
Tabel B1.6 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 85% 
2 80:20 144 36  
3 90:10 162 18 89% 
3. Pengujian dengan learning rate 0.01 dan window 0.1 dapat dilihat pada tebel 
B1.7 berikut ini: 
Tabel B1.7 Pengujian dengan learning rate 0.01 dan window 0.5 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 2 
3 1 1 
4 1 2 
5 1 1 
6 1 2 
7 1 2 
8 1 1 
9 1 1 
10 1 1 
11 1 1 
12 1 1 
13 1 2 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 1 





22 1 1 
23 1 2 
24 1 1 
25 1 2 
26 1 1 
27 1 1 
28 2 2 
29 2 1 
 30 2 2 
31 2 1 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 2 
37 2 2 
38 2 2 
39 2 2 
40 2 2 
41 2 1 
42 2 2 
43 2 2 
44 2 2 
45 2 1 
46 2 2 
47 2 1 
48 2 2 
49 2 2 
50 2 2 
51 2 1 
52 2 2 
53 2 2 







 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.5  
dapat dilihat pada tabel B1.8 berikut ini: 
Tabel B1.8 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.5  
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 20 7 
Kelas 2 6 21 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 76 % 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.9 berikut ini: 
Tabel B1.9 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 76% 
2 80:20 144 36  
3 90:10 162 18 89% 
B. Learning rate 0.1 
4. Pengujian dengan learning rate 0.1 dan window 0.1 dapat dilihat pada tebel 
B1.10 berikut ini: 
Tabel B1.10 Pengujian dengan learning rate 0.1 dan window 0.1 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 





4 1 1 
5 1 2 
6 1 1 
7 1 1 
8 1 2 
9 1 2 
10 1 1 
11 1 1 
12 1 1 
13 1 2 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 1 
21 1 1 
22 1 1 
23 1 2 
24 1 1 
25 1 2 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 1 
36 2 2 





38 2 2 
39 2 2 
40 2 2 
41 2 2 
42 2 2 
43 2 2 
44 2 1 
45 2 2 
46 2 2 
47 2 1 
48 2 2 
49 2 2 
50 2 2 
51 2 2 
52 2 2 
53 2 2 
54 2 2 
 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.1  
dapat dilihat pada tabel B1.11berikut ini: 
Tabel B1.11 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.1   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 21 6 
Kelas 2 3 24 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 









Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.12 berikut ini: 
Tabel B1.12 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 83% 
2 80:20 144 36  
3 90:10 162 18 83% 
 
5. Pengujian dengan learning rate 0.1 dan window 0.3 dapat dilihat pada tebel 
B1.13 berikut ini: 
Tabel B1.13 Pengujian dengan learning rate 0.1 dan window 0.3 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 2 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 1 1 
9 1 2 
10 1 1 
11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 2 
17 1 2 
18 1 2 
19 1 2 





21 1 1 
22 1 1 
23 1 1 
24 1 1 
25 1 1 
26 1 1 
27 1 2 
28 2 2 
29 2 2 
30 2 1 
31 2 1 
32 2 2 
33 2 2 
34 2 1 
35 2 2 
36 2 2 
37 2 2 
38 2 2 
39 2 2 
40 2 2 
41 2 2 
42 2 2 
43 2 2 
44 2 2 
45 2 2 
46 2 2 
47 2 2 
48 2 1 
49 2 2 
50 2 2 
51 2 2 
52 2 2 
53 2 2 






 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.3  
dapat dilihat pada tabel B1.14 berikut ini: 
Tabel B1.14 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 20 7 
Kelas 2 4 23 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 80% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.15 berikut ini: 
Tabel B1.15 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 80% 
2 80:20 144 36  
3 90:10 162 18 78% 
6. Pengujian dengan learning rate 0.1 dan window 0.5 dapat dilihat pada tebel 
B1.16 berikut ini: 
Tabel B1.16 Pengujian dengan learning rate 0.1 dan window 0.5 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 2 
3 1 1 
4 1 1 





6 1 1 
7 1 1 
8 1 2 
9 1 1 
10 1 1 
11 1 1 
12 1 1 
13 1 2 
14 1 2 
15 1 2 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 1 
21 1 1 
22 1 1 
23 1 1 
24 1 2 
25 1 1 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 1 
34 2 2 
35 2 2 
36 2 2 
37 2 2 
38 2 2 





40 2 2 
41 2 2 
42 2 2 
43 2 2 
44 2 1 
45 2 2 
46 2 2 
47 2 2 
48 2 2 
49 2 2 
50 2 2 
51 2 1 
52 2 2 
53 2 2 
54 2 2 
 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.5  
dapat dilihat pada tabel B1.17berikut ini: 
Tabel B1.17 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.5 
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 21 6 
Kelas 2 3 24 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 









Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh 
peneliti dengan menggunakan learning rate 0.1, dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  table B1.18 berikut ini: 
Tabel B1.18 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 83% 
2 80:20 144 36  
3 90:10 162 18 67% 
C. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.2 dan window 0.1 dapat dilihat pada tebel 
B1.19 berikut ini: 
Tabel B1.19 Pengujian dengan learning rate 0.2 dan window 0.1 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 2 
4 1 2 
5 1 1 
6 1 1 
7 1 1 
8 1 1 
9 1 2 
10 1 1 
11 1 1 
12 1 1 
13 1 2 
14 1 1 
15 1 2 
16 1 1 
17 1 1 
18 1 1 
19 1 1 





21 1 1 
22 1 1 
23 1 1 
24 1 1 
25 1 1 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 1 
33 2 2 
34 2 2 
35 2 1 
36 2 2 
37 2 2 
38 2 2 
39 2 2 
40 2 1 
41 2 1 
42 2 2 
43 2 2 
44 2 2 
45 2 2 
46 2 2 
47 2 2 
48 2 2 
49 2 2 
50 2 2 
51 2 2 
52 2 2 
53 2 1 







 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.1 
dapat dilihat pada tabel B1.20 berikut ini: 
Tabel B1.20 Hasil confusion matrix dengan menggunakan learning rate 0.2 dan 
window 0.1  
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 22 5 
Kelas 2 5 22 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 81% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2 dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.21 berikut ini: 
Tabel B1.21 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 81 
2 80:20 144 36  
3 90:10 162 18 83% 
2. Pengujian dengan learning rate 0.2 dan window 0.3 dapat dilihat pada tebel 
B1.22 berikut ini: 
Tabel B1.22 Pengujian dengan learning rate 0.2 dan window 0.3 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 2 
2 1 1 
3 1 1 





5 1 1 
6 1 1 
7 1 1 
8 1 2 
9 1 2 
10 1 1 
11 1 2 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 2 
21 1 2 
22 1 1 
23 1 2 
24 1 1 
25 1 1 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 1 
31 2 1 
32 2 2 
33 2 1 
34 2 2 
35 2 2 
36 2 2 
37 2 2 





39 2 2 
40 2 2 
41 2 2 
42 2 2 
43 2 2 
44 2 2 
45 2 2 
46 2 2 
47 2 2 
48 2 2 
49 2 1 
50 2 2 
51 2 2 
52 2 1 
53 2 2 
54 2 2 
 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.3  
dapat dilihat pada tabel B1.23 berikut ini: 
Tabel B1.23 Hasil confusion matrix dengan menggunakan learning rate 0.2 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 20 7 
Kelas 2 5 22 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 









Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2 dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.24 berikut ini: 
Tabel B1.24 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 78% 
2 80:20 144 36  
3 90:10 162 18 78% 
3. Pengujian dengan learning rate 0.2 dan window 0.5 dapat dilihat pada tebel 
B1.25 berikut ini: 
Tabel B1.25 Pengujian dengan learning rate 0.2 dan window 0.5 (70:30) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 2 
2 1 2 
3 1 1 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 1 2 
9 1 1 
10 1 1 
11 1 2 
12 1 1 
13 1 1 
14 1 2 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 1 1 
20 1 1 





22 1 1 
23 1 1 
24 1 2 
25 1 2 
26 1 1 
27 1 1 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 2 
37 2 2 
38 2 1 
39 2 1 
40 2 2 
41 2 1 
42 2 2 
43 2 1 
44 2 2 
45 2 2 
46 2 2 
47 2 1 
48 2 1 
49 2 2 
50 2 2 
51 2 1 
52 2 2 
53 2 2 






 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.5  
dapat dilihat pada tabel B1.26berikut ini: 
Tabel B1.26 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.5 
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 19 8 
Kelas 2 7 20 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 





Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh 
peneliti dengan menggunakan learning rate 0.2 dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B1.27berikut ini: 
Tabel B1.27 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 72% 
2 80:20 144 36  
3 90:10 162 18 67% 
 
B2 Pembagian Data 80:20 
A. Learning Rate 0.01 
1. Pengujian dengan learning rate 0.01 dan window 0.1 bisa dilihat pada tabel 
B2.1 dibawah ini  
Tabel B2.1 Pengujian dengan learning rate 0.01 dan window 0.1 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 2 





3 1 1 
4 1 1 
5 1 2 
6 1 2 
7 1 1 
8 1 1 
9 1 1 
10 1 1 
11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 2 
16 1 2 
17 1 1 
18 1 1 
19 2 2 
20 2 2 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 2 
26 2 2 
27 2 2 
28 2 1 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 






 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.1  
dapat dilihat pada tabel B2.2 berikut ini: 
Tabel B2.2 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.1   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 13 5 
Kelas 2 1 17 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 83% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.3 berikut ini: 
Tabel B2.3 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 74% 
2 80:20 144 36 83% 
3 90:10 162 18 94% 
2. Pengujian dengan learning rate 0.01 dan window 0.3 dapat dilihat pada tebel 
B2.4 berikut ini: 
Tabel B2.4 Pengujian dengan learning rate 0.01 dan window 0.3 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 
4 1 1 





6 1 1 
7 1 1 
8 1 1 
9 1 1 
10 1 2 
11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 2 
17 1 1 
18 1 1 
19 2 2 
20 2 2 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 1 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 1 
Keterangan: 
 = Hasil tidak sesuai target 





= Hasil sesuai target 
Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.3  
dapat dilihat pada tabel B2.5berikut ini: 
Tabel B2.5 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 16 2 
Kelas 2 2 16 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 89% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.6 berikut ini: 
Tabel B2.6 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 85% 
2 80:20 144 36 89% 
3 90:10 162 18 89% 
3. Pengujian dengan learning rate 0.01 dan window 0.5 dapat dilihat pada tebel 
B2.7 berikut ini: 
Tabel B2.7 Pengujian dengan learning rate 0.01 dan window 0.5 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 2 
4 1 2 
5 1 1 
6 1 2 





8 1 1 
9 1 1 
10 1 1 
11 1 2 
12 1 1 
13 1 2 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 2 1 
20 2 2 
21 2 2 
22 2 2 
23 2 1 
24 2 2 
25 2 1 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 1 
35 2 2 
36 2 2 
 
Keterangan: 
 = Hasil tidak sesuai target 





Hasil confusion matrix dengan menggunakan learning rate 0.01 dan window 0.1  
dapat dilihat pada tabel B2.8 berikut ini: 
Tabel B2.8 Hasil confusion matrix dengan menggunakan learning rate 0.01 dan 
window 0.1   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 13 5 
Kelas 2 4 14 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 75 % 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.01, dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.9  berikut ini: 
Tabel B2.9 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 76% 
2 80:20 144 36 75% 
3 90:10 162 18 89% 
B. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.1 dan window 0.1 dapat dilihat pada tebel 
B2.10 berikut ini: 
Tabel B2.10 Pengujian dengan learning rate 0.1 dan window 0.1 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 2 
2 1 1 
3 1 2 
4 1 2 
5 1 1 
6 1 1 





8 1 2 
9 1 1 
10 1 1 
11 1 1 
12 1 2 
13 1 2 
14 1 2 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 2 2 
20 2 1 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 2 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 1 
31 2 2 
32 2 1 
33 2 1 
34 2 2 
35 2 2 
36 2 2 
 
Keterangan: 
 = Hasil tidak sesuai target 





Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.  
dapat dilihat pada tabel B2.11berikut ini: 
Tabel B2.11 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.1   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 11 7 
Kelas 2 4 14 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 69% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.12 berikut ini: 
Tabel B2.12  Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 83% 
2 80:20 144 36 69% 
3 90:10 162 18 83% 
 
2. Pengujian dengan learning rate 0.1 dan window 0.3 dapat dilihat pada tebel 
B2.13 berikut ini: 
Tabel B2.13 Pengujian dengan learning rate 0.1 dan window 0.3 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
6 1 1 





8 1 1 
9 1 1 
10 1 1 
11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 2 
16 1 1 
17 1 1 
18 1 1 
19 2 2 
20 2 2 
21 2 2 
22 2 2 
23 2 1 
24 2 2 
25 2 2 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 1 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 1 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.3  





Tabel B2.14 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 17 1 
Kelas 2 3 15 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 89% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.1, dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.15 berikut ini: 
Tabel B2.15 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 80% 
2 80:20 144 36 89% 
3 90:10 162 18 78% 
3. Pengujian dengan learning rate 0.1 dan window 0.5 dapat dilihat pada tebel 
B2.16 berikut ini: 
Tabel B2.16  Pengujian dengan learning rate 0.1 dan window 0.5 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 
4 1 2 
5 1 2 
6 1 1 
7 1 1 
8 1 1 
9 1 1 





11 1 1 
12 1 1 
13 1 2 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 2 1 
20 2 2 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 2 
26 2 1 
27 2 1 
28 2 1 
29 2 2 
30 2 2 
31 2 1 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1 dan window 0.5  





Tabel B2.17 Hasil confusion matrix dengan menggunakan learning rate 0.1 dan 
window 0.5 
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 15 3 
Kelas 2 5 13 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥100 = 78% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh 
peneliti dengan menggunakan learning rate 0.1, dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.18 berikut ini: 
Tabel B2.18 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 83% 
2 80:20 144 36 78% 
3 90:10 162 18 67% 
C. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.2 dan window 0.1 dapat dilihat pada tebel 
B2.19 berikut ini: 
Tabel B2.19 Pengujian dengan learning rate 0.2 dan window 0.1 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 2 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 1 2 





10 1 2 
11 1 1 
12 1 2 
13 1 2 
14 1 1 
15 1 1 
16 1 1 
17 1 1 
18 1 1 
19 2 2 
20 2 2 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 1 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 1 
31 2 2 
32 2 1 
33 2 2 
34 2 2 
35 2 1 
36 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.1 





Tabel B2.20 Hasil confusion matrix dengan menggunakan learning rate 0.2 dan 
window 0.1 
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 13 5 
Kelas 2 4 14 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 75% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2 dan window 0.1. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.21 berikut ini: 
Tabel B2.21 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 81% 
2 80:20 144 36 75% 
3 90:10 162 18 83% 
2. Pengujian dengan learning rate 0.2 dan window 0.3 dapat dilihat pada tebel B2.22 
berikut ini: 
Tabel B2.22 Pengujian dengan learning rate 0.2 dan window 0.3 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 1 1 
9 1 1 





11 1 1 
12 1 1 
13 1 1 
14 1 1 
15 1 1 
16 1 2 
17 1 1 
18 1 1 
19 2 2 
20 2 2 
21 2 2 
22 2 1 
23 2 2 
24 2 2 
25 2 2 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.3  





Tabel B2.23 Hasil confusion matrix dengan menggunakan learning rate 0.2 dan 
window 0.3   
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 17 1 
Kelas 2 1 17 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 94% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh peneliti 
dengan menggunakan learning rate 0.2 dan window 0.3. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.24  berikut ini: 
Tabel B2.24  Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 78% 
2 80:20 144 36 94% 
3 90:10 162 18 78% 
3. Pengujian dengan learning rate 0.2 dan window 0.5 dapat dilihat pada tebel 
B2.25 berikut ini: 
Tabel B2.25 Pengujian dengan learning rate 0.2 dan window 0.5 (80:20) 
No Kelas Sebenarnya Kelas Prediksi 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
6 1 2 
7 1 1 
8 1 1 
9 1 1 





11 1 1 
12 1 2 
13 1 1 
14 1 1 
15 1 2 
16 1 1 
17 1 1 
18 1 1 
19 2 2 
20 2 1 
21 2 2 
22 2 2 
23 2 2 
24 2 2 
25 2 1 
26 2 1 
27 2 2 
28 2 2 
29 2 2 
30 2 2 
31 2 2 
32 2 2 
33 2 2 
34 2 2 
35 2 2 
36 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2 dan window 0.5  





Tabel B2.26 Hasil confusion matrix dengan menggunakan learning rate 0.2 dan 
window 0.5 
 
Kelas Hasil Uji 
kelas 1 Kelas 2 
Kelas Sebenarnya 
Kelas 1 15 3 
Kelas 2 3 15 
Selanjutnya menghitung akurasi menggunakan persamaan (2.7). 




𝑥 100 = 83% 
Pada pengujian ini terdapat beberapa pembagian data yang dilakukan oleh 
peneliti dengan menggunakan learning rate 0.2, dan window 0.5. Hasil pengujian dari 
pembagian data dapat dilihat pada  tabel B2.27 berikut ini: 
Tabel B2.27 Hasil pengujian dari pembagian data 
No Pembagian data Data Latih Data Uji Akurasi 
1 70:30 126 54 72% 
2 80:20 144 36 83% 
3 90:10 162 18 67% 
 
 
 
 
 
 
 
 
