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Abstract. We extend truly concurrent process algebra APTC with timing related properties. Just like
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1. Introduction
In true concurrency, there are various structures, such as Petri net, event structure and domain et al [5]
[6] [7], to model true concurrency. There are also some kinds of bisimulations to capture the behavioral
equivalence between these structures, including pomset bisimulation, step bisimulation, history-preserving
(hp-) bisimulation, and the finest hereditary history-preserving (hhp-) bisimulation [8] [9]. Based on these
truly concurrent semantics models, several logics to relate the logic syntaxes and the semantics models, such
as the reversible logic [11] [12], the truly concurrent logic SFL [13] based on the interleaving mu-calculi [10],
and a uniform logic [14] [15] to cover the above truly concurrent bisimulations. we also discussed the weakly
truly concurrent bisimulations and their logics [16], that is, which are related to true concurrency with silent
step τ .
Process algebras CCS [3] [2] and ACP [1] [4] are based on the interleaving bisimulation. For the lack
of process algebras based on truly concurrent bisimulations, we developed a calculus for true concurrency
CTC [18], an axiomatization for true concurrency APTC [17] and a calculus of truly concurrent mobile
processes πtc [19], which are corresponding to CCS, ACP and π based on interleaving bisimulation. There
are correspondence between APTC and process algebra ACP [4], in this paper, we extend APTC with timing
related properties. Just like ACP with timing [23] [24] [25], APTC with timing also has four parts: discrete
relative timing, discrete absolute timing, continuous relative timing and continuous absolute timing.
This paper is organized as follows. In section 2, we introduce some preliminaries on APTC and timing.
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In section 3, section 4, section 5 and section 6, we introduce APTC with discrete relative timing, APTC
with discrete absolute timing, APTC with continuous relative timing and APTC with continuous absolute
timing, respectively. We introduce recursion and abstraction in section 7 and section 8. We take an example
to illustrate the usage of APTC with timing in section 9. The extension mechanism is discussed in section
10. Finally, in section 11, we conclude our work.
2. Backgrounds
For the convenience of the readers, we introduce some backgrounds about our previous work on truly con-
current process algebra [17] [18] [19], and also timing [23] [24] [25] in traditional process algebra ACP [4].
2.1. Truly Concurrent Process Algebra
In this subsection, we introduce the preliminaries on truly concurrent process algebra [17] [18] [19], which is
based on truly concurrent operational semantics.
For this paper is an extension to APTC with timing, in the following, we introduce APTC briefly, for
details, please refer to APTC [17].
APTC eliminates the differences of structures of transition system, event structure, etc, and discusses
their behavioral equivalences. It considers that there are two kinds of causality relations: the chronological or-
der modeled by the sequential composition and the causal order between different parallel branches modeled
by the communication merge. It also considers that there exist two kinds of confliction relations: the struc-
tural confliction modeled by the alternative composition and the conflictions in different parallel branches
which should be eliminated. Based on conservative extension, there are four modules in APTC: BATC (Ba-
sic Algebra for True Concurrency), APTC (Algebra for Parallelism in True Concurrency), recursion and
abstraction.
2.1.1. Basic Algebra for True Concurrency
BATC has sequential composition ⋅ and alternative composition + to capture the chronological ordered
causality and the structural confliction. The constants are ranged over A, the set of atomic actions. The al-
gebraic laws on ⋅ and + are sound and complete modulo truly concurrent bisimulation equivalences (including
pomset bisimulation, step bisimulation, hp-bisimulation and hhp-bisimulation).
Definition 2.1 (Prime event structure with silent event). Let Λ be a fixed set of labels, ranged over a, b, c,⋯
and τ . A (Λ-labelled) prime event structure with silent event τ is a tuple E = ⟨E,≤, ♯, λ⟩, where E is a
denumerable set of events, including the silent event τ . Let Eˆ = E/{τ}, exactly excluding τ , it is obvious that
τˆ∗ = ǫ, where ǫ is the empty event. Let λ ∶ E→ Λ be a labelling function and let λ(τ) = τ . And ≤, ♯ are binary
relations on E, called causality and conflict respectively, such that:
1. ≤ is a partial order and ⌈e⌉ = {e′ ∈ E∣e′ ≤ e} is finite for all e ∈ E. It is easy to see that e ≤ τ∗ ≤ e′ = e ≤ τ ≤
⋯ ≤ τ ≤ e′, then e ≤ e′.
2. ♯ is irreflexive, symmetric and hereditary with respect to ≤, that is, for all e, e′, e′′ ∈ E, if e ♯ e′ ≤ e′′, then
e ♯ e
′′.
Then, the concepts of consistency and concurrency can be drawn from the above definition:
1. e, e′ ∈ E are consistent, denoted as e ⌢ e′, if ¬(e ♯ e′). A subset X ⊆ E is called consistent, if e ⌢ e′ for all
e, e′ ∈X.
2. e, e′ ∈ E are concurrent, denoted as e ∥ e′, if ¬(e ≤ e′), ¬(e′ ≤ e), and ¬(e ♯ e′).
The prime event structure without considering silent event τ is the original one in [5] [6] [7].
Definition 2.2 (Configuration). Let E be a PES. A (finite) configuration in E is a (finite) consistent subset
of events C ⊆ E, closed with respect to causality (i.e. ⌈C⌉ = C). The set of finite configurations of E is denoted
by C(E). We let Cˆ = C/{τ}.
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No. Axiom
A1 x + y = y + x
A2 (x + y) + z = x + (y + z)
A3 x + x = x
A4 (x + y) ⋅ z = x ⋅ z + y ⋅ z
A5 (x ⋅ y) ⋅ z = x ⋅ (y ⋅ z)
Table 1. Axioms of BATC
A consistent subset of X ⊆ E of events can be seen as a pomset. Given X,Y ⊆ E, Xˆ ∼ Yˆ if Xˆ and Yˆ are
isomorphic as pomsets. In the following of the paper, we say C1 ∼ C2, we mean Cˆ1 ∼ Cˆ2.
Definition 2.3 (Pomset transitions and step). Let E be a PES and let C ∈ C(E), and ∅ ≠X ⊆ E, if C∩X = ∅
and C′ = C ∪X ∈ C(E), then C
XÐ→ C′ is called a pomset transition from C to C′. When the events in X are
pairwise concurrent, we say that C
XÐ→ C′ is a step.
Definition 2.4 (Pomset, step bisimulation). Let E1, E2 be PESs. A pomset bisimulation is a relation R ⊆
C(E1) × C(E2), such that if (C1,C2) ∈ R, and C1
X1Ð→ C′1 then C2 X2Ð→ C′2, with X1 ⊆ E1, X2 ⊆ E2, X1 ∼ X2
and (C′1,C
′
2) ∈ R, and vice-versa. We say that E1, E2 are pomset bisimilar, written E1 ∼p E2, if there exists
a pomset bisimulation R, such that (∅,∅) ∈ R. By replacing pomset transitions with steps, we can get the
definition of step bisimulation. When PESs E1 and E2 are step bisimilar, we write E1 ∼s E2.
Definition 2.5 (Posetal product). Given two PESs E1, E2, the posetal product of their configurations,
denoted C(E1)×C(E2), is defined as
{(C1, f,C2)∣C1 ∈ C(E1),C2 ∈ C(E2), f ∶ C1 → C2 isomorphism}.
A subset R ⊆ C(E1)×C(E2) is called a posetal relation. We say that R is downward closed when for
any (C1, f,C2), (C
′
1, f
′,C′2) ∈ C(E1)×C(E2), if (C1, f,C2) ⊆ (C
′
1, f
′,C′2) pointwise and (C
′
1, f
′,C′2) ∈ R, then
(C1, f,C2) ∈ R.
For f ∶ X1 → X2, we define f[x1 ↦ x2] ∶ X1 ∪ {x1} → X2 ∪ {x2}, z ∈ X1 ∪ {x1},(1)f[x1 ↦ x2](z) = x2,if
z = x1;(2)f[x1 ↦ x2](z) = f(z), otherwise. Where X1 ⊆ E1, X2 ⊆ E2, x1 ∈ E1, x2 ∈ E2.
Definition 2.6 ((Hereditary) history-preserving bisimulation). A history-preserving (hp-) bisimulation is
a posetal relation R ⊆ C(E1)×C(E2) such that if (C1, f,C2) ∈ R, and C1 e1Ð→ C′1, then C2 e2Ð→ C′2, with(C′1, f[e1 ↦ e2],C′2) ∈ R, and vice-versa. E1,E2 are history-preserving (hp-)bisimilar and are written E1 ∼hp E2
if there exists a hp-bisimulation R such that (∅,∅,∅) ∈ R.
A hereditary history-preserving (hhp-)bisimulation is a downward closed hp-bisimulation. E1,E2 are hered-
itary history-preserving (hhp-)bisimilar and are written E1 ∼hhp E2.
In the following, let e1, e2, e
′
1, e
′
2 ∈ E, and let variables x, y, z range over the set of terms for true concur-
rency, p, q, s range over the set of closed terms. The set of axioms of BATC consists of the laws given in
Table 1.
We give the operational transition rules of operators ⋅ and + as Table 2 shows. And the predicate
eÐ→ √
represents successful termination after execution of the event e.
Theorem 2.7 (Soundness of BATC modulo truly concurrent bisimulation equivalences). The axiomatization
of BATC is sound modulo truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATC terms. If BATC ⊢ x = y, then x ∼p y;
2. let x and y be BATC terms. If BATC ⊢ x = y, then x ∼s y;
3. let x and y be BATC terms. If BATC ⊢ x = y, then x ∼hp y;
4. let x and y be BATC terms. If BATC ⊢ x = y, then x ∼hhp y.
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e
e
Ð→
√
x
e
Ð→
√
x + y
e
Ð→
√
x
e
Ð→ x′
x + y
e
Ð→ x′
y
e
Ð→
√
x + y
e
Ð→
√
y
e
Ð→ y′
x + y
e
Ð→ y′
x
e
Ð→
√
x ⋅ y
e
Ð→ y
x
e
Ð→ x′
x ⋅ y
e
Ð→ x′ ⋅ y
Table 2. Transition rules of BATC
Theorem 2.8 (Completeness of BATC modulo truly concurrent bisimulation equivalences). The axioma-
tization of BATC is complete modulo truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That
is,
1. let p and q be closed BATC terms, if p ∼p q then p = q;
2. let p and q be closed BATC terms, if p ∼s q then p = q;
3. let p and q be closed BATC terms, if p ∼hp q then p = q;
4. let p and q be closed BATC terms, if p ∼hhp q then p = q.
2.1.2. Algebra for Parallelism in True Concurrency
APTC uses the whole parallel operator ≬, the auxiliary binary parallel ∥ to model parallelism, and the
communication merge ∣ to model communications among different parallel branches, and also the unary
conflict elimination operator Θ and the binary unless operator ◁ to eliminate conflictions among different
parallel branches. Since a communication may be blocked, a new constant called deadlock δ is extended
to A, and also a new unary encapsulation operator ∂H is introduced to eliminate δ, which may exist in
the processes. The algebraic laws on these operators are also sound and complete modulo truly concurrent
bisimulation equivalences (including pomset bisimulation, step bisimulation, hp-bisimulation, but not hhp-
bisimulation). Note that, the parallel operator ∥ in a process cannot be eliminated by deductions on the
process using axioms of APTC, but other operators can eventually be steadied by ⋅, + and ∥, this is also why
truly concurrent bisimulations are called an truly concurrent semantics.
We design the axioms of APTC in Table 3, including algebraic laws of parallel operator ∥, communication
operator ∣, conflict elimination operator Θ and unless operator ◁, encapsulation operator ∂H , the deadlock
constant δ, and also the whole parallel operator ≬.
we give the transition rules of APTC in Table 4, it is suitable for all truly concurrent behavioral equiva-
lence, including pomset bisimulation, step bisimulation, hp-bisimulation and hhp-bisimulation.
Theorem 2.9 (Soundness of APTC modulo truly concurrent bisimulation equivalences). The axiomatization
of APTC is sound modulo truly concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTC terms. If APTC ⊢ x = y, then x ∼p y;
2. let x and y be APTC terms. If APTC ⊢ x = y, then x ∼s y;
3. let x and y be APTC terms. If APTC ⊢ x = y, then x ∼hp y.
Theorem 2.10 (Completeness of APTC modulo truly concurrent bisimulation equivalences). The axiom-
atization of APTC is complete modulo truly concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That
is,
1. let p and q be closed APTC terms, if p ∼p q then p = q;
2. let p and q be closed APTC terms, if p ∼s q then p = q;
3. let p and q be closed APTC terms, if p ∼hp q then p = q.
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No. Axiom
A6 x + δ = x
A7 δ ⋅ x = δ
P1 x≬ y = x ∥ y + x ∣ y
P2 x ∥ y = y ∥ x
P3 (x ∥ y) ∥ z = x ∥ (y ∥ z)
P4 e1 ∥ (e2 ⋅ y) = (e1 ∥ e2) ⋅ y
P5 (e1 ⋅ x) ∥ e2 = (e1 ∥ e2) ⋅ x
P6 (e1 ⋅ x) ∥ (e2 ⋅ y) = (e1 ∥ e2) ⋅ (x ≬ y)
P7 (x + y) ∥ z = (x ∥ z) + (y ∥ z)
P8 x ∥ (y + z) = (x ∥ y) + (x ∥ z)
P9 δ ∥ x = δ
P10 x ∥ δ = δ
C11 e1 ∣ e2 = γ(e1, e2)
C12 e1 ∣ (e2 ⋅ y) = γ(e1, e2) ⋅ y
C13 (e1 ⋅ x) ∣ e2 = γ(e1, e2) ⋅ x
C14 (e1 ⋅ x) ∣ (e2 ⋅ y) = γ(e1, e2) ⋅ (x≬ y)
C15 (x + y) ∣ z = (x ∣ z) + (y ∣ z)
C16 x ∣ (y + z) = (x ∣ y) + (x ∣ z)
C17 δ ∣ x = δ
C18 x ∣ δ = δ
CE19 Θ(e) = e
CE20 Θ(δ) = δ
CE21 Θ(x + y) = Θ(x)◁ y +Θ(y)◁ x
CE22 Θ(x ⋅ y) = Θ(x) ⋅Θ(y)
CE23 Θ(x ∥ y) = ((Θ(x)◁ y) ∥ y) + ((Θ(y)◁ x) ∥ x)
CE24 Θ(x ∣ y) = ((Θ(x)◁ y) ∣ y) + ((Θ(y)◁ x) ∣ x)
U25 (♯(e1, e2)) e1 ◁ e2 = τ
U26 (♯(e1, e2), e2 ≤ e3) e1 ◁ e3 = e1
U27 (♯(e1, e2), e2 ≤ e3) e3◁ e1 = τ
U28 e◁ δ = e
U29 δ◁ e = δ
U30 (x + y)◁ z = (x◁ z) + (y◁ z)
U31 (x ⋅ y)◁ z = (x◁ z) ⋅ (y◁ z)
U32 (x ∥ y)◁ z = (x◁ z) ∥ (y◁ z)
U33 (x ∣ y)◁ z = (x◁ z) ∣ (y◁ z)
U34 x◁ (y + z) = (x◁ y)◁ z
U35 x◁ (y ⋅ z) = (x◁ y)◁ z
U36 x◁ (y ∥ z) = (x◁ y)◁ z
U37 x◁ (y ∣ z) = (x◁ y)◁ z
D1 e ∉H ∂H(e) = e
D2 e ∈H ∂H(e) = δ
D3 ∂H(δ) = δ
D4 ∂H(x + y) = ∂H(x) + ∂H(y)
D5 ∂H(x ⋅ y) = ∂H(x) ⋅ ∂H(y)
D6 ∂H(x ∥ y) = ∂H(x) ∥ ∂H(y)
Table 3. Axioms of APTC
2.1.3. Recursion
To model infinite computation, recursion is introduced into APTC. In order to obtain a sound and complete
theory, guarded recursion and linear recursion are needed. The corresponding axioms are RSP (Recursive
Specification Principle) and RDP (Recursive Definition Principle), RDP says the solutions of a recursive
specification can represent the behaviors of the specification, while RSP says that a guarded recursive
specification has only one solution, they are sound with respect to APTC with guarded recursion modulo
several truly concurrent bisimulation equivalences (including pomset bisimulation, step bisimulation and
hp-bisimulation), and they are complete with respect to APTC with linear recursion modulo several truly
concurrent bisimulation equivalences (including pomset bisimulation, step bisimulation and hp-bisimulation).
In the following, E,F,G are recursion specifications, X,Y,Z are recursive variables.
For a guarded recursive specifications E with the form
X1 = t1(X1,⋯,Xn)
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x
e1
Ð→
√
y
e2
Ð→
√
x ∥ y
{e1,e2}
ÐÐÐÐ→
√
x
e1
Ð→ x′ y
e2
Ð→
√
x ∥ y
{e1,e2}
ÐÐÐÐ→ x′
x
e1
Ð→
√
y
e2
Ð→ y′
x ∥ y
{e1,e2}
ÐÐÐÐ→ y′
x
e1
Ð→ x′ y
e2
Ð→ y′
x ∥ y
{e1,e2}
ÐÐÐÐ→ x′ ≬ y′
x
e1
Ð→
√
y
e2
Ð→
√
x ∣ y γ(e1,e2)ÐÐÐÐÐ→√
x
e1
Ð→ x′ y
e2
Ð→
√
x ∣ y γ(e1,e2)ÐÐÐÐÐ→ x′
x
e1
Ð→
√
y
e2
Ð→ y′
x ∣ y γ(e1,e2)ÐÐÐÐÐ→ y′
x
e1
Ð→ x′ y
e2
Ð→ y′
x ∣ y γ(e1,e2)ÐÐÐÐÐ→ x′ ≬ y′
x
e1
Ð→
√ (♯(e1, e2))
Θ(x) e1Ð→√
x
e2
Ð→
√ (♯(e1, e2))
Θ(x) e2Ð→√
x
e1
Ð→ x′ (♯(e1, e2))
Θ(x) e1Ð→ Θ(x′)
x
e2
Ð→ x′ (♯(e1, e2))
Θ(x) e2Ð→ Θ(x′)
x
e1
Ð→
√
y ↛e2 (♯(e1, e2))
x◁ y
τ
Ð→
√
x
e1
Ð→ x′ y ↛e2 (♯(e1, e2))
x◁ y
τ
Ð→ x′
x
e1
Ð→
√
y ↛e3 (♯(e1, e2), e2 ≤ e3)
x◁ y
e1
Ð→
√
x
e1
Ð→ x′ y ↛e3 (♯(e1, e2), e2 ≤ e3)
x◁ y
e1
Ð→ x′
x
e3
Ð→
√
y ↛e2 (♯(e1, e2), e1 ≤ e3)
x◁ y
τ
Ð→
√
x
e3
Ð→ x′ y ↛e2 (♯(e1, e2), e1 ≤ e3)
x◁ y
τ
Ð→ x′
x
e
Ð→
√
∂H(x) eÐ→√
(e ∉H) x
e
Ð→ x′
∂H(x) eÐ→ ∂H(x′)
(e ∉H)
Table 4. Transition rules of APTC
ti(⟨X1 ∣E⟩,⋯, ⟨Xn∣E⟩) {e1,⋯,ek}ÐÐÐÐÐÐ→√
⟨Xi∣E⟩ {e1,⋯,ek}ÐÐÐÐÐÐ→√
ti(⟨X1 ∣E⟩,⋯, ⟨Xn∣E⟩) {e1,⋯,ek}ÐÐÐÐÐÐ→ y
⟨Xi ∣E⟩ {e1,⋯,ek}ÐÐÐÐÐÐ→ y
Table 5. Transition rules of guarded recursion
⋯
Xn = tn(X1,⋯,Xn)
the behavior of the solution ⟨Xi∣E⟩ for the recursion variable Xi in E, where i ∈ {1,⋯, n}, is exactly the
behavior of their right-hand sides ti(X1,⋯,Xn), which is captured by the two transition rules in Table 5.
The RDP (Recursive Definition Principle) and the RSP (Recursive Specification Principle) are shown
in Table 6.
Theorem 2.11 (Soundness of APTC with guarded recursion). Let x and y be APTC with guarded recursion
terms. If APTC with guarded recursion ⊢ x = y, then
1. x ∼s y;
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No. Axiom
RDP ⟨Xi∣E⟩ = ti(⟨X1 ∣E,⋯,Xn∣E⟩) (i ∈ {1,⋯, n})
RSP if yi = ti(y1,⋯, yn) for i ∈ {1,⋯, n}, then yi = ⟨Xi ∣E⟩ (i ∈ {1,⋯, n})
Table 6. Recursive definition and specification principle
2. x ∼p y;
3. x ∼hp y.
Theorem 2.12 (Completeness of APTC with linear recursion). Let p and q be closed APTC with linear
recursion terms, then,
1. if p ∼s q then p = q;
2. if p ∼p q then p = q;
3. if p ∼hp q then p = q.
2.1.4. Abstraction
To abstract away internal implementations from the external behaviors, a new constant τ called silent step
is added to A, and also a new unary abstraction operator τI is used to rename actions in I into τ (the
resulted APTC with silent step and abstraction operator is called APTCτ ). The recursive specification is
adapted to guarded linear recursion to prevent infinite τ -loops specifically. The axioms of τ and τI are
sound modulo rooted branching truly concurrent bisimulation equivalences (several kinds of weakly truly
concurrent bisimulation equivalences, including rooted branching pomset bisimulation, rooted branching step
bisimulation and rooted branching hp-bisimulation). To eliminate infinite τ -loops caused by τI and obtain
the completeness, CFAR (Cluster Fair Abstraction Rule) is used to prevent infinite τ -loops in a constructible
way.
Definition 2.13 (Weak pomset transitions and weak step). Let E be a PES and let C ∈ C(E), and ∅ ≠X ⊆ Eˆ,
if C ∩X = ∅ and Cˆ′ = Cˆ ∪X ∈ C(E), then C XÔ⇒ C′ is called a weak pomset transition from C to C′, where
we define
eÔ⇒≜ τ∗Ð→ eÐ→ τ∗Ð→. And XÔ⇒≜ τ∗Ð→ eÐ→ τ∗Ð→, for every e ∈ X. When the events in X are pairwise concurrent,
we say that C
XÔ⇒ C′ is a weak step.
Definition 2.14 (Branching pomset, step bisimulation). Assume a special termination predicate ↓, and
let
√
represent a state with
√ ↓. Let E1, E2 be PESs. A branching pomset bisimulation is a relation R ⊆
C(E1) × C(E2), such that:
1. if (C1,C2) ∈ R, and C1 XÐ→ C′1 then
● either X ≡ τ∗, and (C′1,C2) ∈ R;
● or there is a sequence of (zero or more) τ-transitions C2
τ∗Ð→ C02 , such that (C1,C02) ∈ R and C02 XÔ⇒ C′2
with (C′1,C′2) ∈ R;
2. if (C1,C2) ∈ R, and C2 XÐ→ C′2 then
● either X ≡ τ∗, and (C1,C′2) ∈ R;
● or there is a sequence of (zero or more) τ-transitions C1
τ∗Ð→ C01 , such that (C01 ,C2) ∈ R and C01 XÔ⇒ C′1
with (C′1,C′2) ∈ R;
3. if (C1,C2) ∈ R and C1 ↓, then there is a sequence of (zero or more) τ-transitions C2 τ
∗Ð→ C02 such that(C1,C02) ∈ R and C02 ↓;
4. if (C1,C2) ∈ R and C2 ↓, then there is a sequence of (zero or more) τ-transitions C1 τ
∗Ð→ C01 such that(C01 ,C2) ∈ R and C01 ↓.
We say that E1, E2 are branching pomset bisimilar, written E1 ≈bp E2, if there exists a branching pomset
bisimulation R, such that (∅,∅) ∈ R.
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By replacing pomset transitions with steps, we can get the definition of branching step bisimulation. When
PESs E1 and E2 are branching step bisimilar, we write E1 ≈bs E2.
Definition 2.15 (Rooted branching pomset, step bisimulation). Assume a special termination predicate ↓,
and let
√
represent a state with
√ ↓. Let E1, E2 be PESs. A branching pomset bisimulation is a relation
R ⊆ C(E1) × C(E2), such that:
1. if (C1,C2) ∈ R, and C1 XÐ→ C′1 then C2 XÐ→ C′2 with C′1 ≈bp C′2;
2. if (C1,C2) ∈ R, and C2 XÐ→ C′2 then C1 XÐ→ C′1 with C′1 ≈bp C′2;
3. if (C1,C2) ∈ R and C1 ↓, then C2 ↓;
4. if (C1,C2) ∈ R and C2 ↓, then C1 ↓.
We say that E1, E2 are rooted branching pomset bisimilar, written E1 ≈rbp E2, if there exists a rooted
branching pomset bisimulation R, such that (∅,∅) ∈ R.
By replacing pomset transitions with steps, we can get the definition of rooted branching step bisimulation.
When PESs E1 and E2 are rooted branching step bisimilar, we write E1 ≈rbs E2.
Definition 2.16 (Branching (hereditary) history-preserving bisimulation). Assume a special termination
predicate ↓, and let √ represent a state with √ ↓. A branching history-preserving (hp-) bisimulation is a
weakly posetal relation R ⊆ C(E1)×C(E2) such that:
1. if (C1, f,C2) ∈ R, and C1 e1Ð→ C′1 then
● either e1 ≡ τ , and (C′1, f[e1 ↦ τ],C2) ∈ R;
● or there is a sequence of (zero or more) τ-transitions C2
τ∗Ð→ C02 , such that (C1, f,C02) ∈ R and
C02
e2Ð→ C′2 with (C′1, f[e1 ↦ e2],C′2) ∈ R;
2. if (C1, f,C2) ∈ R, and C2 e2Ð→ C′2 then
● either X ≡ τ , and (C1, f[e2 ↦ τ],C′2) ∈ R;
● or there is a sequence of (zero or more) τ-transitions C1
τ
∗Ð→ C01 , such that (C01 , f,C2) ∈ R and
C01
e1Ð→ C′1 with (C′1, f[e2 ↦ e1],C′2) ∈ R;
3. if (C1, f,C2) ∈ R and C1 ↓, then there is a sequence of (zero or more) τ-transitions C2 τ
∗Ð→ C02 such that(C1, f,C02) ∈ R and C02 ↓;
4. if (C1, f,C2) ∈ R and C2 ↓, then there is a sequence of (zero or more) τ-transitions C1 τ
∗Ð→ C01 such that(C01 , f,C2) ∈ R and C01 ↓.
E1,E2 are branching history-preserving (hp-)bisimilar and are written E1 ≈bhp E2 if there exists a branching
hp-bisimulation R such that (∅,∅,∅) ∈ R.
A branching hereditary history-preserving (hhp-)bisimulation is a downward closed branching hhp-bisimulation.
E1,E2 are branching hereditary history-preserving (hhp-)bisimilar and are written E1 ≈bhhp E2.
Definition 2.17 (Rooted branching (hereditary) history-preserving bisimulation). Assume a special ter-
mination predicate ↓, and let √ represent a state with √ ↓. A rooted branching history-preserving (hp-)
bisimulation is a weakly posetal relation R ⊆ C(E1)×C(E2) such that:
1. if (C1, f,C2) ∈ R, and C1 e1Ð→ C′1, then C2 e2Ð→ C′2 with C′1 ≈bhp C′2;
2. if (C1, f,C2) ∈ R, and C2 e2Ð→ C′1, then C1 e1Ð→ C′2 with C′1 ≈bhp C′2;
3. if (C1, f,C2) ∈ R and C1 ↓, then C2 ↓;
4. if (C1, f,C2) ∈ R and C2 ↓, then C1 ↓.
E1,E2 are rooted branching history-preserving (hp-)bisimilar and are written E1 ≈rbhp E2 if there exists
rooted a branching hp-bisimulation R such that (∅,∅,∅) ∈ R.
A rooted branching hereditary history-preserving (hhp-)bisimulation is a downward closed rooted branching
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No. Axiom
B1 e ⋅ τ = e
B2 e ⋅ (τ ⋅ (x + y) + x) = e ⋅ (x + y)
B3 x ∥ τ = x
TI1 e ∉ I τI(e) = e
TI2 e ∈ I τI(e) = τ
TI3 τI(δ) = δ
TI4 τI(x + y) = τI(x) + τI(y)
TI5 τI(x ⋅ y) = τI(x) ⋅ τI(y)
TI6 τI(x ∥ y) = τI(x) ∥ τI(y)
CFAR If X is in a cluster for I with exits
{(a11 ∥ ⋯ ∥ a1i)Y1,⋯, (am1 ∥ ⋯ ∥ ami)Ym, b11 ∥ ⋯ ∥ b1j ,⋯, bn1 ∥ ⋯ ∥ bnj},
then τ ⋅ τI(⟨X ∣E⟩) =
τ ⋅ τI((a11 ∥ ⋯ ∥ a1i)⟨Y1∣E⟩+⋯ + (am1 ∥ ⋯ ∥ ami)⟨Ym∣E⟩+ b11 ∥ ⋯ ∥ b1j +⋯ + bn1 ∥ ⋯ ∥ bnj)
Table 7. Axioms of APTCτ
τ
τ
Ð→
√
x
e
Ð→
√
τI(x) eÐ→√
e ∉ I x
e
Ð→ x′
τI(x) eÐ→ τI(x′)
e ∉ I
x
e
Ð→
√
τI(x) τÐ→√
e ∈ I x
e
Ð→ x′
τI(x) τÐ→ τI(x′)
e ∈ I
Table 8. Transition rule of APTCτ
hhp-bisimulation. E1,E2 are rooted branching hereditary history-preserving (hhp-)bisimilar and are written
E1 ≈rbhhp E2.
The axioms and transition rules of APTCτ are shown in Table 7 and Table 8.
Theorem 2.18 (Soundness of APTCτ with guarded linear recursion). Let x and y be APTCτ with guarded
linear recursion terms. If APTCτ with guarded linear recursion ⊢ x = y, then
1. x ≈rbs y;
2. x ≈rbp y;
3. x ≈rbhp y.
Theorem 2.19 (Soundness of CFAR). CFAR is sound modulo rooted branching truly concurrent bisimu-
lation equivalences ≈rbs, ≈rbp and ≈rbhp.
Theorem 2.20 (Completeness of APTCτ with guarded linear recursion and CFAR). Let p and q be closed
APTCτ with guarded linear recursion and CFAR terms, then,
1. if p ≈rbs q then p = q;
2. if p ≈rbp q then p = q;
3. if p ≈rbhp q then p = q.
2.2. Timing
Process algebra with timing [23] [24] [25] can be used to describe or analyze systems with time-dependent
behaviors, which is an extension of process algebra ACP [4]. The timing of actions is either relative or
absolute, and the time scale on which the time is measured is either discrete or continuous. The four resulted
theories are generalizations of ACP without timing.
This work (truly concurrent process algebra with timing) is a generalization of APTC without timing (see
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section 2.1). Similarly to process algebra with timing [23] [24] [25], there are also four resulted theories. The
four theories with timing (four truly concurrent process algebras with timing and four process algebras with
timing) will be explained in details in the following sections, and we do not repeat again in this subsection.
3. Discrete Relative Timing
In this section, we will introduce a version of APTC with relative timing and time measured on a discrete
time scale. Measuring time on a discrete time scale means that time is divided into time slices and timing of
actions is done with respect to the time slices in which they are performed. With respect to relative timing,
timing is relative to the execution time of the previous action, and if the previous action does not exist, the
start-up time of the whole process.
Like APTC without timing, let us start with a basic algebra for true concurrency called BATCdrt (BATC
with discrete relative timing). Then we continue with APTCdrt (APTC with discrete relative timing).
3.1. Basic Definitions
In this subsection, we will introduce some basic definitions about timing. These basic concepts come from
[25], we introduce them into the backgrounds of true concurrency.
Definition 3.1 (Undelayable actions). Undelayable actions are defined as atomic processes that perform
an action in the current time slice and then terminate successfully. We use a constant a to represent the
undelayable action, that is, the atomic process that performs the action a in the current time slice and then
terminates successfully.
Definition 3.2 (Undelayable deadlock). Undelayable deadlock δ is an additional process that is neither
capable of performing any action nor capable of idling till the next time slice.
Definition 3.3 (Relative delay). The relative delay of the process p for n (n ∈ N) time slices is the process
that idles till the nth-next time slice and then behaves like p. The operator σrel is used to represent the relative
delay, and let σn
rel
(t) = nσrelt.
Definition 3.4 (Deadlocked process). Deadlocked process δ˙ is an additional process that has deadlocked
before the current time slice. After a delay of one time slice, the undelayable deadlock δ and the deadlocked
process δ˙ are indistinguishable from each other.
Definition 3.5 (Truly concurrent bisimulation equivalences with time-related capabilities). The following
requirement with time-related capabilities is added to truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp
and ∼hhp:
● if a process is capable of first idling till a certain time slice and next going on as another process, then any
equivalent process must be capable of first idling till the same time slice and next going on as a process
equivalent to the other process;
● if a process has deadlocked before the current time slice, then any equivalent process must have deadlocked
before the current time slice.
Definition 3.6 (Relative time-out). The relative time-out υrel of a process p after n (n ∈ N) time slices
behaves either like the part of p that does not idle till the nth-next time slice, or like the deadlocked process
after a delay of n time slices if p is capable of idling till the nth-next time slice; otherwise, like p. And let
υn
rel
(t) = nυrelt.
Definition 3.7 (Relative initialization). The relative initialization υrel of a process p after n (n ∈ N) time
slices behaves like the part of p that idles till the nth-next time slice if p is capable of idling till that time
slice; otherwise, like the deadlocked process after a delay of n time slices. And we let υn
rel
(t) = nυrelt.
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No. Axiom
A1 x + y = y + x
A2 (x + y) + z = x + (y + z)
A3 x + x = x
A4 (x + y) ⋅ z = x ⋅ z + y ⋅ z
A5 (x ⋅ y) ⋅ z = x ⋅ (y ⋅ z)
A6ID x + δ˙ = x
A7ID δ˙ ⋅ x = δ˙
DRT1 σ0
rel
(x) = x
DRT2 σm
rel
(σn
rel
(x)) = σm+n
rel
(x)
DRT3 σn
rel
(x) + σn
rel
(y) = σn
rel
(x + y)
DRT4 σn
rel
(x) ⋅ y = σn
rel
(x ⋅ y)
DRT7 σ1
rel
(δ˙) = δ
A6DRa a + δ = a
DRTO0 υn
rel
(δ˙) = δ˙
DRTO1 υ0
rel
(x) = (˙δ)
DRTO2 υn+1
rel
(a) = a
DRTO3 υm+n
rel
(σn
rel
(x)) = σn
rel
(υm
rel
(x))
DRTO4 υn
rel
(x + y) = υn
rel
(x) + υn
rel
(y)
DRTO5 υn
rel
(x ⋅ y) = υn
rel
(x) ⋅ y
DRI0 υn
rel
(δ˙) = σn
rel
(δ˙)
DRI1 υ0
rel
(x) = x
DRI2 υn+1
rel
(a) = σn
rel
(δ)
DRI3 υm+n
rel
(σn
rel
(x)) = σn
rel
(υm
rel
(x))
DRI4 υn
rel
(x + y) = υn
rel
(x) + υn
rel
(y)
DRI5 υn
rel
(x ⋅ y) = υn
rel
(x) ⋅ y
Table 9. Axioms of BATCdrt(a ∈ Aδ,m,n ≥ 0)
3.2. Basic Algebra for True Concurrency with Discrete Relative Timing
In this subsection, we will introduce the theory BATCdrt.
3.2.1. The Theory BATCdrt
Definition 3.8 (Signature of BATCdrt). The signature of BATCdrt consists of the sort Prel of processes with
discrete relative timing, the undelayable action constants a ∶→ Prel for each a ∈ A, the undelayable deadlock
constant δ ∶→ Prel, the alternative composition operator + ∶ Prel × Prel → Prel, the sequential composition
operator ⋅ ∶ Prel × Prel → Prel, the relative delay operator σrel ∶ N × Prel → Prel, the deadlocked process
constant δ˙ ∶→ Prel, the relative time-out operator υrel ∶ N × Prel → Prel and the relative initialization operator
υrel ∶ N ×Prel → Prel.
The set of axioms of BATCdrt consists of the laws given in Table 9.
The operational semantics of BATCdrt are defined by the transition rules in Table 10. Where ↑ is a unary
deadlocked predicate, and t ↑̸≜ ¬(t ↑); t ↦m t′ means that process t is capable of first idling till the mth-next
time slice, and then proceeding as process t′.
3.2.2. Elimination
Definition 3.9 (Basic terms of BATCdrt). The set of basic terms of BATCdrt, B(BATCdrt), is inductively
defined as follows by two auxiliary sets B0(BATCdrt) and B1(BATCdrt):
1. if a ∈ Aδ, then a ∈ B1(BATCdrt);
2. if a ∈ A and t ∈ B(BATCdrt), then a ⋅ t ∈ B1(BATCdrt);
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δ˙ ↑ a
a
Ð→
√
x
a
Ð→ x′
σ0
rel
(x) aÐ→ x′
x
a
Ð→
√
σ0
rel
(x) aÐ→√
x ↑
σ0
rel
(x) ↑
σm+n+1
rel
(x)↦m σn+1
rel
(x)
x ↑̸
σm
rel
(x)↦m x
x ↦m x′
σn
rel
(x)↦m+n x′
x
a
Ð→ x′
x + y
a
Ð→ x′
y
a
Ð→ y′
x + y
a
Ð→ y′
x
a
Ð→
√
x + y
a
Ð→
√
y
a
Ð→
√
x + y
a
Ð→
√
x↦m x′ y ↦̸m
x + y ↦m x′
x↦̸m y ↦m y′
x + y ↦m y′
x↦m x′ y ↦m y′
x + y ↦m x′ + y′
x ↑ y ↑
x + y ↑
x
a
Ð→
√
x ⋅ y
a
Ð→ y
x
a
Ð→ x′
x ⋅ y
a
Ð→ x′ ⋅ y
x↦m x′
x ⋅ y ↦m x′ ⋅ y
x ↑
x ⋅ y ↑
x
a
Ð→ x′
υn+1
rel
(x) aÐ→ x′
x
a
Ð→
√
υn+1
rel
(x) aÐ→√
x ↦m x′
υm+n+1
rel
(x)↦m υn+1
rel
(x′) υ0
rel
(x) ↑
x ↑
υn+1
rel
(x) ↑
x
a
Ð→ x′
υ0
rel
(x) aÐ→ x′
x
a
Ð→
√
υ0
rel
(x) aÐ→√
x↦m x′
υn
rel
(x)↦m x′ n ≤m
x ↦m x′
υm+n+1
rel
(x)↦m υn+1
rel
(x′)
x↦̸m
υm+n+1
rel
(x)↦m υn+1
rel
(δ˙)
x ↑
υ0
rel
(x) ↑
Table 10. Transition rules of BATCdrta ∈ A,m > 0, n ≥ 0
3. if t, t′ ∈ B1(BATCdrt), then t + t′ ∈ B1(BATCdrt);
4. if t ∈ B1(BATCdrt), then t ∈ B0(BATCdrt);
5. if n > 0 and t ∈ B0(BATCdrt), then σnrel(t) ∈ B0(BATCdrt);
6. if n > 0, t ∈ B1(BATCdrt) and t′ ∈ B0(BATCdrt), then t + σnrel(t′) ∈ B0(BATCdrt);
7. δ˙ ∈ B(BATCdrt);
8. if t ∈ B0(BATCdrt), then t ∈ B(BATCdrt).
Theorem 3.10 (Elimination theorem). Let p be a closed BATCdrt term. Then there is a basic BATCdrt
term q such that BATCdrt ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed BATCdrt term p. It can be proven that p
combined by the constants and operators of BATCdrt exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel and υrel can be eliminated.
3.2.3. Connections
Theorem 3.11 (Generalization of BATCdrt). By the definitions of a = a for each a ∈ A and δ = δ, BATCdrt
is a generalization of BATC.
Proof. It follows from the following two facts.
1. The transition rules of BATC in section 2.1 are all source-dependent;
2. The sources of the transition rules of BATCdrt contain an occurrence of δ˙, a, σn
rel
, υn
rel
and υnrel.
So, BATC is an embedding of BATCdrt, as desired.
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3.2.4. Congruence
Theorem 3.12 (Congruence of BATCdrt). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCdrt. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
drt;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
drt;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
drt;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
drt.
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
drt terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators σ
n
rel
, υn
rel
and υnrel. It is trivial
and we omit it.
3.2.5. Soundness
Theorem 3.13 (Soundness of BATCdrt). The axiomatization of BATCdrt is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCdrt terms. If BATCdrt ⊢ x = y, then x ∼s y;
2. let x and y be BATCdrt terms. If BATCdrt ⊢ x = y, then x ∼p y;
3. let x and y be BATCdrt terms. If BATCdrt ⊢ x = y, then x ∼hp y;
4. let x and y be BATCdrt terms. If BATCdrt ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 9 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We only check the soundness of the non-trivial axiom DRTO3 modulo ∼s. Let p be BATC
drt processes,
and υm+n
rel
(σn
rel
(p)) = σn
rel
(υm
rel
(p)), it is sufficient to prove that υm+n
rel
(σn
rel
(p)) ∼s σnrel(υmrel(p)). By the
transition rules of operator σn
rel
and υm
rel
in Table 10, we get
υm+n
rel
(σn
rel
(p))↦n υm
rel
(σ0
rel
(p))
σn
rel
(υm
rel
(p))↦n σ0
rel
(υm
rel
(p))
There are several cases:
p
aÐ→√
υm
rel
(σ0
rel
(p)) aÐ→√
p
aÐ→√
σ0
rel
(υm
rel
(p)) aÐ→√
p
aÐ→ p′
υm
rel
(σ0
rel
(p)) aÐ→ p′
p
aÐ→ p′
σ0
rel
(υm
rel
(p)) aÐ→ p′
p ↑
υm
rel
(σ0
rel
(p)) ↑
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p ↑
σ0
rel
(υm
rel
(p)) ↑
So, we see that each case leads to υm+n
rel
(σn
rel
(p)) ∼s σnrel(υmrel(p)), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 9 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 9 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
3.2.6. Completeness
Theorem 3.14 (Completeness of BATCdrt). The axiomatization of BATCdrt is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCdrt terms, if p ∼s q then p = q;
2. let p and q be closed BATCdrt terms, if p ∼p q then p = q;
3. let p and q be closed BATCdrt terms, if p ∼hp q then p = q;
4. let p and q be closed BATCdrt terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCdrt, we know that for each closed BATCdrt term p,
there exists a closed basic BATCdrt term p′, such that BATCdrt ⊢ p = p′, so, we only need to consider
closed basic BATCdrt terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 9), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of +
has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCdrt modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
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4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
3.3. Algebra for Parallelism in True Concurrency with Discrete Relative Timing
In this subsection, we will introduce APTCdrt.
3.3.1. The Theory APTCdrt
Definition 3.15 (Signature of APTCdrt). The signature of APTCdrt consists of the signature of BATCdrt,
and the whole parallel composition operator ≬∶ Prel × Prel → Prel, the parallel operator ∥∶ Prel × Prel → Prel,
the communication merger operator ∣∶ Prel × Prel → Prel, and the encapsulation operator ∂H ∶ Prel → Prel for
all H ⊆ A.
The set of axioms of APTCdrt consists of the laws given in Table 11.
The operational semantics of APTCdrt are defined by the transition rules in Table 12.
3.3.2. Elimination
Definition 3.16 (Basic terms of APTCdrt). The set of basic terms of APTCdrt, B(APTCdrt), is inductively
defined as follows by two auxiliary sets B0(APTCdrt) and B1(APTCdrt):
1. if a ∈ Aδ, then a ∈ B1(APTCdrt);
2. if a ∈ A and t ∈ B(APTCdrt), then a ⋅ t ∈ B1(APTCdrt);
3. if t, t′ ∈ B1(APTCdrt), then t + t′ ∈ B1(APTCdrt);
4. if t, t′ ∈ B1(APTCdrt), then t ∥ t′ ∈ B1(APTCdrt);
5. if t ∈ B1(APTCdrt), then t ∈ B0(APTCdrt);
6. if n > 0 and t ∈ B0(APTCdrt), then σnrel(t) ∈ B0(APTCdrt);
7. if n > 0, t ∈ B1(APTCdrt) and t′ ∈ B0(APTCdrt), then t + σnrel(t′) ∈ B0(APTCdrt);
8. δ˙ ∈ B(APTCdrt);
9. if t ∈ B0(APTCdrt), then t ∈ B(APTCdrt).
Theorem 3.17 (Elimination theorem). Let p be a closed APTCdrt term. Then there is a basic APTCdrt
term q such that APTCdrt ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdrt term p. It can be proven that p
combined by the constants and operators of APTCdrt exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel, υrel, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
3.3.3. Connections
Theorem 3.18 (Generalization of APTCdrt). 1. By the definitions of a = a for each a ∈ A and δ = δ,
APTCdrt is a generalization of APTC.
2. APTCdrt is a generalization of BATCdrt
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
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No. Axiom
P1 x≬ y = x ∥ y + x ∣ y
P2 x ∥ y = y ∥ x
P3 (x ∥ y) ∥ z = x ∥ (y ∥ z)
P4DR a ∥ (b ⋅ y) = (a ∥ b) ⋅ y
P5DR (a ⋅ x) ∥ b = (a ∥ b) ⋅ x
P6DR (a ⋅ x) ∥ (b ⋅ y) = (a ∥ b) ⋅ (x ≬ y)
P7 (x + y) ∥ z = (x ∥ z) + (y ∥ z)
P8 x ∥ (y + z) = (x ∥ y) + (x ∥ z)
DRP9ID (υ1
rel
(x) + δ) ∥ σn+1
rel
(y) = δ
DRP10ID σn+1
rel
(x) ∥ (υ1
rel
(y) + δ) = δ
DRP11 σn
rel
(x) ∥ σn
rel
(y) = σn
rel
(x ∥ y)
PID12 δ˙ ∥ x = δ˙
P ID13 x ∥ δ˙ = δ˙
C14DR a ∣ b = γ(a, b)
C15DR a ∣ (b ⋅ y) = γ(a, b) ⋅ y
C16DR (a ⋅ x) ∣ b = γ(a, b) ⋅ x
C17DR (a ⋅ x) ∣ (b ⋅ y) = γ(a, b) ⋅ (x≬ y)
C18 (x + y) ∣ z = (x ∣ z)+ (y ∣ z)
C19 x ∣ (y + z) = (x ∣ y) + (x ∣ z)
DRC20ID (υ1
rel
(x) + δ) ∣ σn+1
rel
(y) = δ
DRC21ID σn+1
rel
(x) ∣ (υ1
rel
(y) + δ) = δ
DRC22 σn
rel
(x) ∣ σn
rel
(y) = σn
rel
(x ∣ y)
CID23 δ˙ ∣ x = δ˙
CID24 x ∣ δ˙ = δ˙
CE25DR Θ(a) = a
CE26DRID Θ(δ˙) = δ˙
CE27 Θ(x + y) = Θ(x)◁ y +Θ(y)◁ x
CE28 Θ(x ⋅ y) = Θ(x) ⋅Θ(y)
CE29 Θ(x ∥ y) = ((Θ(x)◁ y) ∥ y) + ((Θ(y)◁ x) ∥ x)
CE30 Θ(x ∣ y) = ((Θ(x)◁ y) ∣ y) + ((Θ(y)◁ x) ∣ x)
U31DRID (♯(a, b)) a◁ b = τ
U32DRID (♯(a, b), b ≤ c) a◁ c = a
U33DRID (♯(a, b), b ≤ c) c◁ a = τ
U34DRID a◁ δ = a
U35DRID δ◁ a = δ
U36 (x + y)◁ z = (x◁ z) + (y◁ z)
U37 (x ⋅ y)◁ z = (x◁ z) ⋅ (y◁ z)
U38 (x ∥ y)◁ z = (x◁ z) ∥ (y◁ z)
U39 (x ∣ y)◁ z = (x◁ z) ∣ (y◁ z)
U40 x◁ (y + z) = (x◁ y)◁ z
U41 x◁ (y ⋅ z) = (x◁ y)◁ z
U42 x◁ (y ∥ z) = (x◁ y)◁ z
U43 x◁ (y ∣ z) = (x◁ y)◁ z
D1DRID a ∉H ∂H(a) = a
D2DRID a ∈H ∂H(a) = δ
D3DRID ∂H(δ˙) = δ˙
D4 ∂H(x + y) = ∂H(x) + ∂H(y)
D5 ∂H(x ⋅ y) = ∂H(x) ⋅ ∂H(y)
D6 ∂H(x ∥ y) = ∂H(x) ∥ ∂H(y)
DRD7 ∂H(σnrel(x)) = σnrel(∂H(x))
Table 11. Axioms of APTCdrt(a, b, c ∈ Aδ, n ≥ 0)
(b) The sources of the transition rules of APTCdrt contain an occurrence of δ˙, a, σn
rel
, υn
rel
and υnrel.
So, APTC is an embedding of APTCdrt, as desired.
2. It follows from the following two facts.
(a) The transition rules of BATCdrt are all source-dependent;
(b) The sources of the transition rules of APTCdrt contain an occurrence of ≬, ∥, ∣, Θ, ◁, ∂H .
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x
a
Ð→
√
y
b
Ð→
√
x ∥ y
{a,b}
ÐÐÐ→
√
x
a
Ð→ x′ y
b
Ð→
√
x ∥ y
{a,b}
ÐÐÐ→ x′
x
a
Ð→
√
y
b
Ð→ y′
x ∥ y
{a,b}
ÐÐÐ→ y′
x
a
Ð→ x′ y
b
Ð→ y′
x ∥ y
{a,b}
ÐÐÐ→ x′ ≬ y′
x↦m x′ y ↦m y′
x ∥ y ↦m x′ ∥ y′
x ↑
x ∥ y ↑
y ↑
x ∥ y ↑
x
a
Ð→
√
y
b
Ð→
√
x ∣ y γ(a,b)ÐÐÐÐ→√
x
a
Ð→ x′ y
b
Ð→
√
x ∣ y γ(a,b)ÐÐÐÐ→ x′
x
a
Ð→
√
y
b
Ð→ y′
x ∣ y γ(a,b)ÐÐÐÐ→ y′
x
a
Ð→ x′ y
b
Ð→ y′
x ∣ y γ(a,b)ÐÐÐÐ→ x′ ≬ y′
x↦m x′ y ↦m y′
x ∣ y ↦m x′ ∣ y′
x ↑
x ∣ y ↑
y ↑
x ∣ y ↑
x
a
Ð→
√ (♯(a, b))
Θ(x) aÐ→√
x
b
Ð→
√ (♯(a, b))
Θ(x) bÐ→√
x
a
Ð→ x′ (♯(a, b))
Θ(x) aÐ→ Θ(x′)
x
b
Ð→ x′ (♯(a, b))
Θ(x) bÐ→ Θ(x′)
x↦m x′
Θ(x)↦m Θ(x′)
x ↑
Θ(x) ↑
x
a
Ð→
√
y ↛b (♯(a, b))
x◁ y
τ
Ð→
√
x
a
Ð→ x′ y ↛b (♯(a, b))
x◁ y
τ
Ð→ x′
x
a
Ð→
√
y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→
√
x
a
Ð→ x′ y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→ x′
x
c
Ð→
√
y ↛b (♯(a, b), a ≤ c)
x◁ y
τ
Ð→
√
x
c
Ð→ x′ y ↛b (♯(a, b), a ≤ c)
x◁ y
τ
Ð→ x′
x↦m x′ y ↦m y′
x◁ y ↦m x′ ◁ y′
x ↑
x◁ y ↑
x
a
Ð→
√
∂H(x) aÐ→√
(e ∉H) x
a
Ð→ x′
∂H(x) aÐ→ ∂H(x′)
(e ∉H)
x↦m x′
∂H(x)↦m ∂H(x′) (e ∉H)
x ↑
∂H(x) ↑
Table 12. Transition rules of APTCdrt(a, b, c ∈ A,m > 0)
So, BATCdrt is an embedding of APTCdrt, as desired.
3.3.4. Congruence
Theorem 3.19 (Congruence of APTCdrt). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp are
all congruences with respect to APTCdrt. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
drt;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
drt;
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● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
drt.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
drt terms, it is only sufficient
to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
n
rel
, υn
rel
and υnrel. It is trivial and we omit
it.
3.3.5. Soundness
Theorem 3.20 (Soundness of APTCdrt). The axiomatization of APTCdrt is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCdrt terms. If APTCdrt ⊢ x = y, then x ∼s y;
2. let x and y be APTCdrt terms. If APTCdrt ⊢ x = y, then x ∼p y;
3. let x and y be APTCdrt terms. If APTCdrt ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 11 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. We only check the soundness of the non-trivial axiom DRP11 modulo ∼s. Let p, q be APTC
drt processes,
and σn
rel
(p) ∥ σn
rel
(q) = σn
rel
(p ∥ q), it is sufficient to prove that σn
rel
(p) ∥ σn
rel
(q) ∼s σnrel(p ∥ q). By the
transition rules of operator σn
rel
and ∥ in Table 10, we get
σn
rel
(p) ∥ σn
rel
(q)↦n σ0
rel
(p) ∥ σ0
rel
(q)
σn
rel
(p ∥ q) ↦n σ0
rel
(p ∥ q)
There are several cases:
p
aÐ→√ q bÐ→√
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→√
p
aÐ→√ q bÐ→√
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→√
p
aÐ→ p′ q bÐ→√
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ p′
p
aÐ→ p′ q bÐ→√
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ p′
p
aÐ→√ q bÐ→ q′
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ q′
p
aÐ→√ q bÐ→ q′
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ q′
p
aÐ→ p′ q bÐ→ q′
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ p′ ≬ q′
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p
aÐ→ p′ q bÐ→ q′
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ p′ ≬ q′
p ↑
σ0
rel
(p) ∥ σ0
rel
(q) ↑
p ↑
σ0
rel
(p ∥ q) ↑
q ↑
σ0
rel
(p) ∥ σ0
rel
(q) ↑
q ↑
σ0
rel
(p ∥ q) ↑
So, we see that each case leads to σn
rel
(p) ∥ σn
rel
(q) ∼s σnrel(p ∥ q), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 11 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 11 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
3.3.6. Completeness
Theorem 3.21 (Completeness of APTCdrt). The axiomatization of APTCdrt is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCdrt terms, if p ∼s q then p = q;
2. let p and q be closed APTCdrt terms, if p ∼p q then p = q;
3. let p and q be closed APTCdrt terms, if p ∼hp q then p = q.
Proof. 1. Firstly, by the elimination theorem of APTCdrt, we know that for each closed APTCdrt term p,
there exists a closed basic APTCdrt term p′, such that APTCdrt ⊢ p = p′, so, we only need to consider
closed basic APTCdrt terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 9) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 11), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
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s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCdrt terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. Discrete Absolute Timing
In this section, we will introduce a version of APTC with absolute timing and time measured on a discrete
time scale. Measuring time on a discrete time scale means that time is divided into time slices and timing
of actions is done with respect to the time slices in which they are performed. While in absolute timing, all
timing is counted from the start of the whole process.
Like APTC without timing, let us start with a basic algebra for true concurrency called BATCdat (BATC
with discrete absolute timing). Then we continue with APTCdat (APTC with discrete absolute timing).
4.1. Basic Definitions
In this subsection, we will introduce some basic definitions about timing. These basic concepts come from
[25], we introduce them into the backgrounds of true concurrency.
Definition 4.1 (Undelayable actions). Undelayable actions are defined as atomic processes that perform
an action in the current time slice and then terminate successfully. We use a constant a to represent the
undelayable action, that is, the atomic process that performs the action a in the current time slice and then
terminates successfully.
Definition 4.2 (Undelayable deadlock). Undelayable deadlock δ is an additional process that is neither
capable of performing any action nor capable of idling till after time slice 1.
Definition 4.3 (Absolute delay). The absolute delay of the process p for n (n ∈ N) time slices is the process
that idles n time slices longer than p and otherwise behaves like p. The operator σabs is used to represent the
absolute delay, and let σn
abs
(t) = nσabst.
Definition 4.4 (Deadlocked process). Deadlocked process δ˙ is an additional process that has deadlocked
before time slice 1. After a delay of one time slice, the undelayable deadlock δ and the deadlocked process δ˙
are indistinguishable from each other.
Definition 4.5 (Truly concurrent bisimulation equivalences with time-related capabilities). The following
requirement with time-related capabilities is added to truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp
and ∼hhp and Definition 3.5:
● in case of absolute timing, the requirements in Definition 3.5 apply to the capabilities in a certain time
slice.
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No. Axiom
A1 x + y = y + x
A2 (x + y) + z = x + (y + z)
A3 x + x = x
A4 (x + y) ⋅ z = x ⋅ z + y ⋅ z
A5 (x ⋅ y) ⋅ z = x ⋅ (y ⋅ z)
A6ID x + δ˙ = x
A7ID δ˙ ⋅ x = δ˙
DAT1 σ0
abs
(x) = υ0
abs
(x)
DAT2 σm
abs
(σn
abs
(x)) = σm+n
abs
(x)
DAT3 σn
abs
(x) + σn
abs
(y) = σn
abs
(x + y)
DAT4 σn
abs
(x) ⋅ υn
abs
(y) = σn
abs
(x ⋅ δ˙)
DAT5 σn
abs
(x) ⋅ (υn
abs
(y) + σn
abs
(z)) = σn
abs
(x ⋅ υ0
abs
(z))
DAT6 σn
abs
(δ˙) ⋅ x = σn
abs
(δ˙)
DAT7 σ1
abs
(δ˙) = δ
A6DAa a + δ = a
DATO0 υn
abs
(δ˙) = δ˙
DATO1 υ0
abs
(x) = (˙δ)
DATO2 υn+1
abs
(a) = a
DATO3 υm+n
abs
(σn
abs
(x)) = σn
abs
(υm
abs
(x))
DATO4 υn
abs
(x + y) = υn
abs
(x) + υn
abs
(y)
DATO5 υn
abs
(x ⋅ y) = υn
abs
(x) ⋅ y
DAI0 υ0
abs
(δ˙) = δ˙
DAI1 υn+1
abs
(δ˙) = σn+1
abs
(δ˙)
DAI2 υn+1
abs
(a) = σn+1
abs
(δ˙)
DAI3 υm+n
abs
(σn
abs
(x)) = σn
abs
(υm
abs
(υ0
abs
(x)))
DAI4 υn
abs
(x + y) = υn
abs
(x) + υn
abs
(y)
DAI5 υn
abs
(x ⋅ y) = υn
abs
(x) ⋅ y
Table 13. Axioms of BATCdat(a ∈ Aδ,m,n ≥ 0)
Definition 4.6 (Absolute time-out). The absolute time-out υabs of a process p at time n (n ∈ N) behaves
either like the part of p that does not idle till time slice n + 1, or like the deadlocked process after a delay of
n time slices if p is capable of idling till time slice n + 1; otherwise, like p. And let υn
abs
(t) = nυabst.
Definition 4.7 (Absolute initialization). The absolute initialization υabs of a process p at time n (n ∈ N)
behaves like the part of p that idles till time slice n + 1 if p is capable of idling till that time slice; otherwise,
like the deadlocked process after a delay of n time slices. And we let υn
abs
(t) = nυabst.
4.2. Basic Algebra for True Concurrency with Discrete Absolute Timing
In this subsection, we will introduce the theory BATCdat.
4.2.1. The Theory BATCdat
Definition 4.8 (Signature of BATCdat). The signature of BATCdat consists of the sort Pabs of processes
with discrete absolute timing, the undelayable action constants a ∶→ Pabs for each a ∈ A, the undelayable
deadlock constant δ ∶→ Pabs, the alternative composition operator + ∶ Pabs × Pabs → Pabs, the sequential
composition operator ⋅ ∶ Pabs ×Pabs → Pabs, the absolute delay operator σabs ∶ N×Pabs → Pabs, the deadlocked
process constant δ˙ ∶→ Pabs, the absolute time-out operator υabs ∶ N×Pabs → Pabs and the absolute initialization
operator υabs ∶ N × Pabs → Pabs.
The set of axioms of BATCdat consists of the laws given in Table 13.
The operational semantics of BATCdat are defined by the transition rules in Table 14. The transition
rules are defined on ⟨t, n⟩, where t is a term and n ∈ N. Where ↑ is a unary deadlocked predicate, and
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⟨t, n⟩ ↑̸≜ ¬(⟨t, n⟩ ↑); ⟨t, n⟩ ↦m ⟨t′, n′⟩ means that process t is capable of first idling till the mth-next time
slice, and then proceeding as process t′ and m + n = n′.
4.2.2. Elimination
Definition 4.9 (Basic terms of BATCdat). The set of basic terms of BATCdat, B(BATCdat), is inductively
defined as follows by two auxiliary sets B0(BATCdat) and B1(BATCdat):
1. if a ∈ Aδ, then a ∈ B1(BATCdat);
2. if a ∈ A and t ∈ B(BATCdat), then a ⋅ t ∈ B1(BATCdat);
3. if t, t′ ∈ B1(BATCdat), then t + t′ ∈ B1(BATCdat);
4. if t ∈ B1(BATCdat), then t ∈ B0(BATCdat);
5. if n > 0 and t ∈ B0(BATCdat), then σnabs(t) ∈ B0(BATCdat);
6. if n > 0, t ∈ B1(BATCdat) and t′ ∈ B0(BATCdat), then t + σnabs(t′) ∈ B0(BATCdat);
7. δ˙ ∈ B(BATCdat);
8. if t ∈ B0(BATCdat), then t ∈ B(BATCdat).
Theorem 4.10 (Elimination theorem). Let p be a closed BATCdat term. Then there is a basic BATCdat
term q such that BATCdat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed BATCdat term p. It can be proven that p
combined by the constants and operators of BATCdat exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs and υabs can be eliminated.
4.2.3. Connections
Theorem 4.11 (Generalization of BATCdat). By the definitions of a = a for each a ∈ A and δ = δ, BATCdat
is a generalization of BATC.
Proof. It follows from the following two facts.
1. The transition rules of BATC in section 2.1 are all source-dependent;
2. The sources of the transition rules of BATCdat contain an occurrence of δ˙, a, σn
abs
, υn
abs
and υnabs.
So, BATC is an embedding of BATCdat, as desired.
4.2.4. Congruence
Theorem 4.12 (Congruence of BATCdat). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCdat. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
dat;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
dat;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
dat;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
dat.
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
dat terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators σ
n
abs
, υn
abs
and υnabs. It is trivial
and we omit it.
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⟨δ˙, n⟩ ↑ ⟨δ, n + 1⟩ ↑ ⟨a,0⟩ aÐ→ ⟨√,0⟩ ⟨a,n + 1⟩ ↑
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨σ0
abs
(x), n⟩ aÐ→ ⟨x′, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨σm
abs
(x), n +m⟩ aÐ→ ⟨σm
abs
(x′), n +m⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨σn′
abs
(x), n + n′⟩ aÐ→ ⟨√, n + n′⟩
⟨x,n⟩ ↑
⟨σn′
abs
(x), n + n′⟩ ↑
⟨σn′+m
abs
(x), n⟩↦m ⟨σn′+m
abs
(x), n +m⟩ (n
′ > n) ⟨x,0⟩ ↑̸⟨σn′+m
abs
(x), n′⟩↦m σn′+m
abs
(x), n′ +m⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨σn′
abs
(x), n + n′⟩↦m ⟨σn′
abs
(x), n + n′ +m⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨σn′
abs
(x), n⟩↦n′+m ⟨σn′
abs
(x), n + n′ +m⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨x + y,n⟩ aÐ→ ⟨x′, n⟩
⟨y,n⟩ aÐ→ ⟨y′, n⟩
⟨x + y,n⟩ aÐ→ ⟨y′, n⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨x + y,n⟩ aÐ→ ⟨√, n⟩
⟨y,n⟩ aÐ→ ⟨√, n⟩
⟨x + y,n⟩ aÐ→ ⟨√, n⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨x + y,n⟩↦m ⟨x + y,n +m⟩
⟨y,n⟩ ↦m ⟨y,n +m⟩
⟨x + y,n⟩↦m ⟨x + y,n +m⟩
⟨x,n⟩ ↑ ⟨y,n⟩ ↑
⟨x + y,n⟩ ↑
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨x ⋅ y,n⟩ aÐ→ ⟨y,n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨x ⋅ y,n⟩ aÐ→ ⟨x′ ⋅ y,n⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨x ⋅ y,n⟩↦m ⟨x ⋅ y,n +m⟩
⟨x,n⟩ ↑
⟨x ⋅ y,n⟩ ↑
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨υn′
abs
(x), n⟩ aÐ→ ⟨x′, n⟩
(n′ > n) ⟨x,n⟩
a
Ð→ ⟨√, n⟩
⟨υn′
abs
(x), n⟩ aÐ→ ⟨√, n⟩
(n′ > n)
⟨x,n⟩↦m ⟨x,n +m⟩
⟨υn′
abs
(x), n⟩↦m ⟨υn′
abs
(x), n +m⟩ (n
′ > n +m)
⟨υn′
abs
(x), n⟩ ↑ (n
′ ≤ n) ⟨x,n⟩ ↑⟨υn′
abs
(x), n⟩ ↑(n
′ > n)
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨υn′
abs
(x), n⟩ aÐ→ ⟨x′, n⟩
(n′ ≤ n) ⟨x,n⟩
a
Ð→ ⟨√, n⟩
⟨υn′
abs
(x), n⟩ aÐ→ ⟨√, n⟩
(n′ ≤ n)
⟨υn′+m
abs
(x), n⟩↦m ⟨υn′+m
abs
(x), n +m (n
′ > n)
⟨x,n′ +m⟩ ↑̸
⟨υn′+m
abs
(x), n′⟩↦m ⟨υn′+m
abs
(x), n′ +m⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨υn′
abs
(x), n⟩↦m ⟨υn′
abs
(x), n +m⟩ (n
′ ≤ n +m) ⟨x,n⟩ ↑⟨υn′
abs
(x), n⟩ ↑ (n
′ ≤ n)
Table 14. Transition rules of BATCdat(a ∈ A,m > 0, n, n′ ≥ 0)
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4.2.5. Soundness
Theorem 4.13 (Soundness of BATCdat). The axiomatization of BATCdat is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCdat terms. If BATCdat ⊢ x = y, then x ∼s y;
2. let x and y be BATCdat terms. If BATCdat ⊢ x = y, then x ∼p y;
3. let x and y be BATCdat terms. If BATCdat ⊢ x = y, then x ∼hp y;
4. let x and y be BATCdat terms. If BATCdat ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 13 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We only check the soundness of the non-trivial axiom DATO3 modulo ∼s. Let p be BATC
dat processes,
and υm+n
abs
(σn
abs
(p)) = σn
abs
(υm
abs
(p)), it is sufficient to prove that υm+n
abs
(σn
abs
(p)) ∼s σnabs(υmabs(p)). By the
transition rules of operator σn
abs
and υm
abs
in Table 14, we get
⟨p,0⟩ ↑̸
⟨υm+n
abs
(σn
abs
(p)), n′⟩↦n ⟨υm
abs
(σn
abs
(p)), n′ + n⟩
⟨p,0⟩ ↑̸
⟨σn
abs
(υm
abs
(p)), n′⟩↦n ⟨σn
abs
(υm
abs
(p)), n′ + n⟩
There are several cases:
⟨p,n′⟩ aÐ→ ⟨√, n′⟩
⟨υm
abs
(σn
abs
(p)), n′ + n⟩ aÐ→ ⟨√, n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨√, n′⟩
⟨σn
abs
(υm
abs
(p)), n′ + n⟩ aÐ→ ⟨√, n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩
⟨υm
abs
(σn
abs
(p)), n′ + n⟩ aÐ→ ⟨σn
abs
(p′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩
⟨σn
abs
(υm
abs
(p)), n′ + n⟩ aÐ→ ⟨σn
abs
(p′), n′ + n⟩
⟨p,n′⟩ ↑
⟨υm
abs
(σn
abs
(p)), n′ + n⟩ ↑
⟨p,n′⟩ ↑
⟨σn
abs
(υm
abs
(p)), n′ + n⟩ ↑
So, we see that each case leads to υm+n
abs
(σn
abs
(p)) ∼s σnabs(υmabs(p)), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 13 is sound modulo pomset bisimulation equivalence, we omit them.
Draft of Truly Concurrent Process Algebra with Timing 25
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 13 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
4.2.6. Completeness
Theorem 4.14 (Completeness of BATCdat). The axiomatization of BATCdat is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCdat terms, if p ∼s q then p = q;
2. let p and q be closed BATCdat terms, if p ∼p q then p = q;
3. let p and q be closed BATCdat terms, if p ∼hp q then p = q;
4. let p and q be closed BATCdat terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCdat, we know that for each closed BATCdat term p,
there exists a closed basic BATCdat term p′, such that BATCdat ⊢ p = p′, so, we only need to consider
closed basic BATCdat terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 13), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of
+ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCdat modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
4.3. Algebra for Parallelism in True Concurrency with Discrete Absolute Timing
In this subsection, we will introduce APTCdat.
4.3.1. The Theory APTCdat
Definition 4.15 (Signature of APTCdat). The signature of APTCdat consists of the signature of BATCdat,
and the whole parallel composition operator ≬∶ Pabs×Pabs → Pabs, the parallel operator ∥∶ Pabs×Pabs → Pabs,
the communication merger operator ∣∶ Pabs × Pabs → Pabs, and the encapsulation operator ∂H ∶ Pabs → Pabs
for all H ⊆ A.
The set of axioms of APTCdat consists of the laws given in Table 15.
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No. Axiom
P1 x≬ y = x ∥ y + x ∣ y
P2 x ∥ y = y ∥ x
P3 (x ∥ y) ∥ z = x ∥ (y ∥ z)
P4DA a ∥ (b ⋅ y) = (a ∥ b) ⋅ y
P5DA (a ⋅ x) ∥ b = (a ∥ b) ⋅ x
P6DA (a ⋅ x) ∥ (b ⋅ y) = (a ∥ b) ⋅ (x ≬ y)
P7 (x + y) ∥ z = (x ∥ z) + (y ∥ z)
P8 x ∥ (y + z) = (x ∥ y) + (x ∥ z)
DAP9ID (υ1
abs
(x) + δ) ∥ σn+1
abs
(y) = δ
DAP10ID σn+1
abs
(x) ∥ (υ1
abs
(y) + δ) = δ
DAP11 σn
abs
(x) ∥ σn
abs
(y) = σn
abs
(x ∥ y)
PID12 δ˙ ∥ x = δ˙
P ID13 x ∥ δ˙ = δ˙
C14DA a ∣ b = γ(a, b)
C15DA a ∣ (b ⋅ y) = γ(a, b) ⋅ y
C16DA (a ⋅ x) ∣ b = γ(a, b) ⋅ x
C17DA (a ⋅ x) ∣ (b ⋅ y) = γ(a, b) ⋅ (x ≬ y)
C18 (x + y) ∣ z = (x ∣ z) + (y ∣ z)
C19 x ∣ (y + z) = (x ∣ y) + (x ∣ z)
DAC20ID (υ1
abs
(x) + δ) ∣ σn+1
abs
(y) = δ
DAC21ID σn+1
abs
(x) ∣ (υ1
abs
(y) + δ) = δ
DAC22 σn
abs
(x) ∣ σn
abs
(y) = σn
abs
(x ∣ y)
CID23 δ˙ ∣ x = δ˙
CID24 x ∣ δ˙ = δ˙
CE25DA Θ(a) = a
CE26DAID Θ(δ˙) = δ˙
CE27 Θ(x + y) = Θ(x)◁ y +Θ(y)◁ x
CE28 Θ(x ⋅ y) = Θ(x) ⋅Θ(y)
CE29 Θ(x ∥ y) = ((Θ(x)◁ y) ∥ y) + ((Θ(y)◁ x) ∥ x)
CE30 Θ(x ∣ y) = ((Θ(x)◁ y) ∣ y) + ((Θ(y)◁ x) ∣ x)
U31DAID (♯(a, b)) a◁ b = τ
U32DAID (♯(a, b), b ≤ c) a◁ c = a
U33DAID (♯(a, b), b ≤ c) c◁ a = τ
U34DAID a◁ δ = a
U35DAID δ◁ a = δ
U36 (x + y)◁ z = (x◁ z) + (y◁ z)
U37 (x ⋅ y)◁ z = (x◁ z) ⋅ (y◁ z)
U38 (x ∥ y)◁ z = (x◁ z) ∥ (y◁ z)
U39 (x ∣ y)◁ z = (x◁ z) ∣ (y◁ z)
U40 x◁ (y + z) = (x◁ y)◁ z
U41 x◁ (y ⋅ z) = (x◁ y)◁ z
U42 x◁ (y ∥ z) = (x◁ y)◁ z
U43 x◁ (y ∣ z) = (x◁ y)◁ z
D1DAID a ∉H ∂H(a) = a
D2DAID a ∈H ∂H(a) = δ
D3DAID ∂H(δ˙) = δ˙
D4 ∂H(x + y) = ∂H(x) + ∂H(y)
D5 ∂H(x ⋅ y) = ∂H(x) ⋅ ∂H(y)
D6 ∂H(x ∥ y) = ∂H(x) ∥ ∂H(y)
DAD7 ∂H(σnabs(x)) = σnabs(∂H(x))
Table 15. Axioms of APTCdat(a, b, c ∈ Aδ, n ≥ 0)
The operational semantics of APTCdat are defined by the transition rules in Table 16.
4.3.2. Elimination
Definition 4.16 (Basic terms of APTCdat). The set of basic terms of APTCdat, B(APTCdat), is inductively
defined as follows by two auxiliary sets B0(APTCdat) and B1(APTCdat):
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⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩ bÐ→ ⟨√, n⟩
⟨x ∥ y,n⟩ {a,b}ÐÐÐ→ ⟨√, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ ⟨y,n⟩ bÐ→ ⟨√, n⟩
⟨x ∥ y,n⟩ {a,b}ÐÐÐ→ ⟨x′, n⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩ bÐ→ ⟨y′, n⟩
⟨x ∥ y,n⟩ {a,b}ÐÐÐ→ ⟨y′, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ ⟨y,n⟩ bÐ→ ⟨y′, n⟩
⟨x ∥ y,n⟩ {a,b}ÐÐÐ→ ⟨x′ ≬ y′, n⟩
⟨x,n⟩↦m ⟨x,n +m⟩ ⟨y,n⟩ ↦m ⟨y,n +m⟩
⟨x ∥ y,n⟩↦m ⟨x ∥ y,n +m⟩
⟨x,n⟩ ↑
⟨x ∥ y,n⟩ ↑
⟨y,n⟩ ↑
⟨x ∥ y,n⟩ ↑
⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩ bÐ→ ⟨√, n⟩
⟨x ∣ y,n⟩ γ(a,b)ÐÐÐÐ→ ⟨√, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ ⟨y,n⟩ bÐ→ ⟨√, n⟩
⟨x ∣ y,n⟩ γ(a,b)ÐÐÐÐ→ ⟨x′, n⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩ bÐ→ ⟨y′, n⟩
⟨x ∣ y,n⟩ γ(a,b)ÐÐÐÐ→ ⟨y′, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ ⟨y,n⟩ bÐ→ ⟨y′, n⟩
⟨x ∣ y,n⟩ γ(a,b)ÐÐÐÐ→ ⟨x′ ≬ y′, n⟩
⟨x,n⟩↦m ⟨x,n +m⟩ ⟨y,n⟩↦m ⟨y,n +m⟩
⟨x ∣ y,n⟩↦m ⟨x ∣ y,n +m⟩
⟨x,n⟩ ↑
⟨x ∣ y,n⟩ ↑
⟨y,n⟩ ↑
⟨x ∣ y,n⟩ ↑
⟨x,n⟩ aÐ→ ⟨√, n⟩ (♯(a, b))
⟨Θ(x), n⟩ aÐ→ ⟨√, n⟩
⟨x,n⟩ bÐ→ ⟨√, n⟩ (♯(a, b))
⟨Θ(x), n⟩ bÐ→ ⟨√, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ (♯(a, b))
⟨Θ(x), n⟩ aÐ→ ⟨Θ(x′), n⟩
⟨x,n⟩ bÐ→ ⟨x′, n⟩ (♯(a, b))
⟨Θ(x), n⟩ bÐ→ ⟨Θ(x′), n⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨Θ(x), n⟩↦m ⟨Θ(x), n +m⟩
⟨x,n⟩ ↑
⟨Θ(x), n⟩ ↑
⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩↛b (♯(a, b))
⟨x◁ y,n⟩ τÐ→ ⟨√, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩ ⟨y,n⟩↛b (♯(a, b))
⟨x◁ y,n⟩ τÐ→ ⟨x′, n⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩ ⟨y,n⟩↛c (♯(a, b), b ≤ c)
⟨x◁ y,n⟩ aÐ→ ⟨√, n⟩
x
a
Ð→ x′ y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→ x′
⟨x,n⟩ cÐ→ ⟨√, n⟩ ⟨y,n⟩ ↛b (♯(a, b), a ≤ c)
⟨x◁ y,n⟩ τÐ→ ⟨√, n⟩
⟨x,n⟩ cÐ→ ⟨x′, n⟩ ⟨y,n⟩↛b (♯(a, b), a ≤ c)
⟨x◁ y,n⟩ τÐ→ ⟨x′, n⟩
⟨x,n⟩↦m ⟨x,n +m⟩ ⟨y,n⟩↦m ⟨y,n +m⟩
⟨x◁ y,n⟩↦m ⟨x◁ y,n +m⟩
⟨x,n⟩ ↑
⟨x◁ y,n⟩ ↑
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨∂H(x), n⟩ aÐ→ ⟨√, n⟩
(e ∉H) ⟨x,n⟩
a
Ð→ ⟨x′, n⟩
⟨∂H(x), n⟩ aÐ→ ⟨∂H(x′), n⟩
(e ∉H)
⟨x,n⟩↦m ⟨x,n +m⟩
⟨∂H(x), n⟩↦m ⟨∂H(x′), n +m⟩ (e ∉H)
⟨x,n⟩ ↑
⟨∂H(x), n⟩ ↑
Table 16. Transition rules of APTCdat(a, b, c ∈ A,m > 0, n ≥ 0)
1. if a ∈ Aδ, then a ∈ B1(APTCdat);
2. if a ∈ A and t ∈ B(APTCdat), then a ⋅ t ∈ B1(APTCdat);
3. if t, t′ ∈ B1(APTCdat), then t + t′ ∈ B1(APTCdat);
4. if t, t′ ∈ B1(APTCdat), then t ∥ t′ ∈ B1(APTCdat);
5. if t ∈ B1(APTCdat), then t ∈ B0(APTCdat);
6. if n > 0 and t ∈ B0(APTCdat), then σnabs(t) ∈ B0(APTCdat);
7. if n > 0, t ∈ B1(APTCdat) and t′ ∈ B0(APTCdat), then t + σnabs(t′) ∈ B0(APTCdat);
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8. δ˙ ∈ B(APTCdat);
9. if t ∈ B0(APTCdat), then t ∈ B(APTCdat).
Theorem 4.17 (Elimination theorem). Let p be a closed APTCdat term. Then there is a basic APTCdat
term q such that APTCdat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdat term p. It can be proven that p
combined by the constants and operators of APTCdat exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
4.3.3. Connections
Theorem 4.18 (Generalization of APTCdat). 1. By the definitions of a = a for each a ∈ A and δ = δ,
APTCdat is a generalization of APTC.
2. APTCdat is a generalization of BATCdat
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of APTCdat contain an occurrence of δ˙, a, σn
abs
, υn
abs
and υnabs.
So, APTC is an embedding of APTCdat, as desired.
2. It follows from the following two facts.
(a) The transition rules of BATCdat are all source-dependent;
(b) The sources of the transition rules of APTCdat contain an occurrence of ≬, ∥, ∣, Θ, ◁, ∂H .
So, BATCdat is an embedding of APTCdat, as desired.
4.3.4. Congruence
Theorem 4.19 (Congruence of APTCdat). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp are
all congruences with respect to APTCdat. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
dat;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
dat;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
dat.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
dat terms, it is only sufficient
to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
n
abs
, υn
abs
and υnabs. It is trivial and we omit
it.
4.3.5. Soundness
Theorem 4.20 (Soundness of APTCdat). The axiomatization of APTCdat is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCdat terms. If APTCdat ⊢ x = y, then x ∼s y;
2. let x and y be APTCdat terms. If APTCdat ⊢ x = y, then x ∼p y;
3. let x and y be APTCdat terms. If APTCdat ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 15 is sound modulo ∼p, ∼s, and ∼hp respectively.
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1. We only check the soundness of the non-trivial axiom DAP11 modulo ∼s. Let p, q be APTC
dat processes,
and σn
abs
(p) ∥ σn
abs
(q) = σn
abs
(p ∥ q), it is sufficient to prove that σn
abs
(p) ∥ σn
abs
(q) ∼s σnabs(p ∥ q). By the
transition rules of operator σn
abs
and ∥ in Table 16, we get
⟨p,0⟩ ↑̸
⟨σn
abs
(p) ∥ σn
abs
(q), n′⟩↦n ⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩
⟨p,0⟩ ↑̸
⟨σn
abs
(p ∥ q), n′⟩↦n ⟨σn
abs
(p ∥ q), n′ + n⟩
There are several cases:
⟨p,n′⟩ aÐ→ ⟨√, n′⟩ ⟨q, n′⟩ bÐ→ ⟨√, n′⟩
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨√, n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨√, n′⟩ ⟨q, n′⟩ bÐ→ ⟨√, n′⟩
⟨σn
abs
(p ∥ q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨√, n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩ ⟨q, n′⟩ bÐ→ ⟨√, n′⟩
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(p′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩ ⟨q, n′⟩ bÐ→ ⟨√, n′⟩
⟨σn
abs
(p ∥ q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(p′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨√, n′⟩ ⟨q, n′⟩ bÐ→ ⟨q′, n′⟩
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(q′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨√, n′⟩ ⟨q, n′⟩ bÐ→ ⟨q′, n′⟩
⟨σn
abs
(p ∥ q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(q′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩ ⟨q, n′⟩ bÐ→ ⟨q′, n′⟩
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(p′)≬ σn
abs
(q′), n′ + n⟩
⟨p,n′⟩ aÐ→ ⟨p′, n′⟩ ⟨q, n′⟩ bÐ→ ⟨q′, n′⟩
⟨σn
abs
(p ∥ q), n′ + n⟩ {a,b}ÐÐÐ→ ⟨σn
abs
(p′ ≬ q′), n′ + n⟩
⟨p,n′⟩ ↑
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ ↑
⟨p,n′⟩ ↑
⟨σn
abs
(p ∥ q), n′ + n⟩ ↑
⟨q, n′⟩ ↑
⟨σn
abs
(p) ∥ σn
abs
(q), n′ + n⟩ ↑
⟨q, n′⟩ ↑
⟨σn
abs
(p ∥ q), n′ + n⟩ ↑
So, we see that each case leads to σn
abs
(p) ∥ σn
abs
(q) ∼s σnabs(p ∥ q), as desired.
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2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 15 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 15 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4.3.6. Completeness
Theorem 4.21 (Completeness of APTCdat). The axiomatization of APTCdat is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCdat terms, if p ∼s q then p = q;
2. let p and q be closed APTCdat terms, if p ∼p q then p = q;
3. let p and q be closed APTCdat terms, if p ∼hp q then p = q.
Proof. 1. Firstly, by the elimination theorem of APTCdat, we know that for each closed APTCdat term p,
there exists a closed basic APTCdat term p′, such that APTCdat ⊢ p = p′, so, we only need to consider
closed basic APTCdat terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 13) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 15), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCdat terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
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No. Axiom
DIA1
√
di.F (i) =
√
dj.F (j)
DIA2 υn
abs
(√di.F (i)) = υnabs(F (n))
DIA3
√
di.(
√
dj.K(i, j)) =
√
di.K(i, i)
DIA4 x = √di.x
DIA5 (∀i ∈ N.υi
abs
(x) = υi
abs
(y))⇒ x = y
DIA6 σn
abs
(a) ⋅ x = σn
abs
(a) ⋅ υn
abs
(x)
DIA7 σn
abs
(√di.F (i)) = σnabs(F (0))
DIA8 (√di.F (i)) + x =
√
di.(F (i) + υiabs(x))
DIA9 (√di.F (i)) ⋅ x =
√
di.(F (i) ⋅ x)
DIA10 υn
abs
(√di.F (i)) =
√
di.υ
n
abs
(F (i))
DIA11 (√di.F (i)) ∥ x =
√
di.(F (i) ∥ υiabs(x))
DIA12 x ∥ (√di.F (i)) =
√
di.(υiabs(x) ∥ F (i))
DIA13 (√di.F (i)) ∣ x =
√
di.(F (i) ∣ υiabs(x))
DIA14 x ∣ (√di.F (i)) =
√
di.(υiabs(x) ∣ F (i))
DIA15 Θ(√di.F (i)) =
√
di.Θ(F (i))
DIA16 (√di.F (i))◁ x =
√
di.(F (i)◁ x)
DIA17 ∂H(√di.F (i)) =
√
di.∂H(F (i))
Table 17. Axioms of APTCdat
√(n ≥ 0)
4.4. Discrete Initial Abstraction
In this subsection, we will introduce APTCdat with discrete initial abstraction called APTCdat
√
.
4.4.1. Basic Definition
Definition 4.22 (Discrete initial abstraction). Discrete initial abstraction
√
d is an abstraction mechanism
to form functions from natural numbers to processes with absolute timing, that map each natural number n
to a process initialized at time n.
4.4.2. The Theory APTCdat
√
Definition 4.23 (Signature of APTCdat
√
). The signature of APTCdat
√
consists of the signature of
APTCdat, and the discrete initial abstraction operator
√
d ∶ N.P
∗
abs
→ P∗
abs
. Where P∗
abs
is the sorts with
discrete initial abstraction.
The set of axioms of APTCdat
√
consists of the laws given in Table 17. Where i, j,⋯ are variables of
sort N, F,G,⋯ are variables of sort N.P∗
abs
, K,L,⋯ are variables of sort N,N.P∗
abs
, and we write
√
di.t for√
d(i.t).
It sufficient to extend bisimulations CI/ ∼ of APTCdat to
(CI/ ∼)∗ = {f ∶ N → CI/ ∼ ∣∀i ∈ N.f(i) = υiabs(f(i))}
and define the constants and operators of APTCdat
√
on (CI/ ∼)∗ as in Table 18, and the ∗ ∶ CI/ ∼
×(CI/ ∼)∗ → CI/ ∼ is defined in Table 19.
4.4.3. Connections
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δ˙ = λj.δ˙ υi
abs
(f) = f(i)
a = λj.υj
abs
(a)(a ∈ Aδ) f ≬ g = λj.(f(j)≬ g(j))
σi
abs
(f) = λj .υjabs(σiabs(f(0))) f ∥ g = λj.(f(j) ∥ g(j))
f + g = λj.(f(j)+ g(j)) f ∣ g = λj.(f(j) ∣ g(j))
f ⋅ g = λj.(f(j) ∗ g) ∂H(f) = λj.∂H(f(j))
Θ(f) = λj.Θ(f(j)) f ◁ g = λj.(f(j)◁ g(j))
υi
abs
(f) = λj.υj
abs
(υi
abs
f(j))) √d(ϕ) = λj.υjabs(ϕ(j))
Table 18. Definitions of APTCdat on (CI/ ∼)∗
δ˙ ∗ f = δ˙
a ∗ f = a ⋅ f(0)(a ∈ Aδ)
σi
abs
(p) ∗ f = σi
abs
(p ∗ λj.f(i + j))
(p + q) ∗ f = (p ∗ f) + (q ∗ f)
(p ⋅ q) ∗ f = p ⋅ (q ∗ f)
(p ∥ q) ∗ f = (p ∗ f) ∥ (q ∗ f)
Table 19. Definitions of ∗
Theorem 4.24 (Generalization of APTCdat
√
). 1. By the definitions of constants and operators of ACTCdrt
in APTCdat
√
in Table 20, a relatively timed process with discrete initialization abstraction of the time
spectrum tail operator µ ∶ P∗
abs
→ P∗
abs
in Table 21, Table 22 and Table 23, APTCdat
√
is a generalization
of APTCdrt.
2. APTCdat
√
is a generalization of BATCdat
Proof. 1. It follows from the following two facts. By the definitions of constants and operators of ACTCdrt
in APTCdat
√
in Table 20, a relatively timed process with discrete initialization abstraction of the time
spectrum tail operator µ ∶ P∗
abs
→ P∗
abs
in Table 21, Table 22 and Table 23,
(a) the transition rules of ACTCdrt are all source-dependent;
(b) the sources of the transition rules of APTCdat
√
contain an occurrence of
√
d.
So, ACTCdrt is an embedding of APTCdat
√
, as desired.
2. It follows from the following two facts.
(a) The transition rules of APTCdat are all source-dependent;
(b) The sources of the transition rules of APTCdat
√
contain an occurrence of
√
d.
So, APTCdat is an embedding of APTCdat
√
, as desired.
4.4.4. Congruence
Theorem 4.25 (Congruence of APTCdat
√
). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp are
all congruences with respect to APTCdat
√
. That is,
a = √dj.σjabs(a)(a ∈ A)
δ = √dj.σjabs(δ)
σi
abs
(x) = √dj.υi+jabs(x)
υi
abs
(x) = √dj.υi+jabs(υjabs(x))
υi
abs
(x) = √dj.υi+jabs(υjabs(x))
Table 20. Definitions of constants and operators of ACTCdrt in APTCdat
√
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DPTST0 µ(δ˙) = δ˙
DPTST1 µ(a) = δ˙
DPTST2 µ(σn+1
abs
(x)) = σn
abs
(x)
DPTST3 µ(x + y) = µ(x) + µ(y)
DPTST4 µ(x ⋅ y) = µ(x) ⋅ µ(y)
DPTST5 µ(x ∥ y) = µ(x) ∥ µ(y)
DPTST6 µ(x) = √di.µ(υi+1abs(x))
Table 21. Axioms of time spectrum tail (a ∈ Aδmn ≥ 0)
⟨x,n + 1⟩ aÐ→ ⟨x′, n + 1⟩
⟨µ(x), n⟩ aÐ→ ⟨µ(x′), n⟩
⟨x,n + 1⟩ aÐ→ ⟨√, n + 1⟩
⟨µ(x), n⟩ aÐ→ ⟨√, n⟩
⟨x,n + 1⟩↦m ⟨x,n +m + 1⟩
⟨µ(x), n⟩ ↦m ⟨µ(x), n +m⟩
⟨x,n + 1⟩ ↑
⟨µ(x), n⟩ ↑
⟨x,0⟩ ↦̸1
⟨µ(x), n⟩ ↑
Table 22. Transition rules of time spectrum tail (a ∈ A,m > 0, n ≥ 0)
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
dat
√
;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
dat
√
;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
dat
√
.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
dat√ terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
n
abs
, υn
abs
and υnabs. It is trivial and
we omit it.
4.4.5. Soundness
Theorem 4.26 (Soundness of APTCdat
√
). The axiomatization of APTCdat
√
is sound modulo truly con-
current bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCdat
√
terms. If APTCdat
√ ⊢ x = y, then x ∼s y;
2. let x and y be APTCdat
√
terms. If APTCdat
√ ⊢ x = y, then x ∼p y;
3. let x and y be APTCdat
√
terms. If APTCdat
√ ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 17 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 17 can be checked that it is sound modulo step bisimulation equivalence, by λ-
definitions in Table 18, Table 19. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 17 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
µ(f) = λk.µ(f(k + 1))
Table 23. Definition of time spectrum tail on (CI/ ∼)∗
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No. Axiom
BOOL1 ¬t = f
BOOL2 ¬f = t
BOOL3 ¬¬b = b
BOOL4 t ∨ b = t
BOOL5 f ∨ b = b
BOOL6 b ∨ b′ = b′ ∨ b
BOOL7 b ∧ b′ = ¬(¬b ∨ ¬b′)
Table 24. Axioms of logical operators
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 17 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4.5. Time-Dependent Conditions
In this subsection, we will introduce APTCdat
√
with time-dependent conditions called APTCdat
√
C.
4.5.1. Basic Definition
Definition 4.27 (Time-dependent conditions). The basic kinds of time-dependent conditions are in-time-
slice and in-time-slice-greater-than. In-time-slice n (n ∈ N) is the condition that holds only in time slice n
and in-time-slice-greater-than n (n ∈ N) is the condition that holds in all time slices greater than n. t is as
the truth and f is as falsity.
4.5.2. The Theory APTCdat
√
C
Definition 4.28 (Signature of APTCdat
√
C). The signature of APTCdat
√
C consists of the signature of
APTCdat
√
, and the in-time-slice operator sl ∶ N → B∗, the in-time-slice-greater-than operator sl> ∶ N → B∗,
the logical constants and operators t ∶→ B∗, f ∶→ B∗, ¬ ∶ B∗ → B∗, ∨ ∶ B∗ × B∗ → B∗, ∧ ∶ B∗ × B∗ → B∗, the
absolute initialization operator υabs ∶ N × B
∗ → B∗, the discrete initial abstraction operator √d ∶ N.B∗ → B∗,
and the conditional operator ∶∶→∶ B∗ ×P∗
abs
→ P∗
abs
. Where B∗ is the sort of time-dependent conditions.
The set of axioms of APTCdat
√
C consists of the laws given in Table 24, Table 25 and Table 26. Where
b is a condition.
The operational semantics of APTCdat
√
C are defined by the transition rules in Table 27 and Table 28.
4.5.3. Elimination
Definition 4.29 (Basic terms of APTCdat
√
C). The set of basic terms of APTCdat
√
C, B(APTCdat√C),
is inductively defined as follows by two auxiliary sets B0(APTCdat√C) and B1(APTCdat√C):
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No. Axiom
CDAI1 υn
abs
(t) = t
CDAI2 υn
abs
(f) = f
CDAI3 υn
abs
(sl(n + 1)) = t
CDAI4 υn+m
abs
(sl(n)) = f
CDAI5 υn
abs
(sl(n +m + 2)) = f
CDAI6 υn+m
abs
(sl>(n)) = t
CDAI7 υn
abs
(sl>(n +m + 1)) = f
CDAI8 υn
abs
(¬b) = ¬υn
abs
(b)
CDAI9 υn
abs
(b ∧ b′) = υn
abs
(b) ∧ υn
abs
(b′)
CDAI10 υn
abs
(b ∨ b′) = υn
abs
(b) ∨ υn
abs
(b′)
CDIA1
√
di.C(i) =
√
dj.D(j)
CDIA2 υn
abs
(√di.C(i)) = υnabs(C(n))
CDIA3
√
di.(
√
dj.E(i, j)) =
√
di.E(i, i)
CDIA4 b = √di.b
CDIA5 (∀i ∈ N.υi
asb
(b) = υi
abs
(b′))⇒ b = b′
CDIA6 ¬(√di.C(i)) =
√
di.¬C(i)
CDIA7 (√di.C(i)) ∧ b =
√
di.(C(i) ∧ υiabs(b))
CDIA8 (√di.C(i)) ∨ b =
√
di.(C(i) ∨ υiabs(b))
Table 25. Axioms of conditions (m,n ≥ 0)
No. Axiom
SGC1 t ∶∶→ x = x
SGC2ID f ∶∶→ x = δ˙
DASGC1 υn
abs
(b ∶∶→ x) = υn
abs
(b) ∶∶→ υn
abs
(x) + σn
abs
(δ˙)
DASGC2 x = ∑k∈[0,n](sl(k + 1) ∶∶→ υkabs(x)) + sl>(n + 1) ∶∶→ x
SGC3ID b ∶∶→ δ˙ = δ˙
DASGC3 b ∶∶→ σn
abs
(x) + σn
abs
(δ˙) = √di.σnabs(υiabs(b) ∶∶→ x)
SGC4 b ∶∶→ (x + y) = b ∶∶→ x + b ∶∶→ y
SGC5 b ∶∶→ x ⋅ y = (b ∶∶→ x) ⋅ y
SGC6 (b ∨ b′) ∶∶→ x = b ∶∶→ x + b′ ∶∶→ x
SGC7 b ∶∶→ (b′ ∶∶→ x) = (b ∧ b′) ∶∶→ x
DASGC4 b ∶∶→ υn
abs
(x) = υn
abs
(b ∶∶→ x)
DASGC5 b ∶∶→ (x ∥ y) = (b ∶∶→ x) ∥ (b ∶∶→ y)
DASGC6 b ∶∶→ (x ∣ y) = (b ∶∶→ x) ∣ (b ∶∶→ y)
DASGC7 b ∶∶→Θ(x) = Θ(b ∶∶→ x)
DASGC8 b ∶∶→ (x◁ y) = (b ∶∶→ x)◁ (b ∶∶→ y)
DASGC9 b ∶∶→ ∂H(x) = ∂H(b ∶∶→ x)
DASGC10 b ∶∶→ (√di.F (i)) =
√
di.(υiabs(b) ∶∶→ F (i))
DASGC11 (√di.C(i)) ∶∶→ x =
√
di.(C(i) ∶∶→ υiabs(x))
Table 26. Axioms of conditionals (n ≥ 0)
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨t ∶∶→ x,n⟩ aÐ→ ⟨x′, n⟩
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨t ∶∶→ x,n⟩ aÐ→ ⟨√, n⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨t ∶∶→ x,n⟩↦m ⟨t ∶∶→ x,n +m⟩
⟨x,n⟩ ↑
⟨t ∶∶→ x,n⟩ ↑ ⟨f ∶∶→ x,n⟩ ↑
Table 27. Transition rules of APTCdat
√
C(a ∈ A,m > 0, n ≥ 0)
c ∶∶→ f = λj.(c(j) ∶∶→ f(j)) ¬c = λj.¬(c(j))
t = λj.t c ∧ d = λj.(c(j)∧ d(j))
f = λj.f c ∨ d = λj.(c(j)∨ d(j))
sl(i) = λj.(if j + 1 = i then t else f) υi
abs
(c) = c(i)
sl>(i) = λj.(if j + 1 > i then t else f) √∗d(γ) = λj.υjabs(γ(j))
Table 28. Definitions of conditional operator on (CI/ ∼)∗
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1. if a ∈ Aδ, then a ∈ B1(APTCdat√C);
2. if a ∈ A and t ∈ B(APTCdat√C), then a ⋅ t ∈ B1(APTCdat√C);
3. if t, t′ ∈ B1(APTCdat√C), then t + t′ ∈ B1(APTCdat√C);
4. if t, t′ ∈ B1(APTCdat√C), then t ∥ t′ ∈ B1(APTCdat√C);
5. if t ∈ B1(APTCdat√C), then t ∈ B0(APTCdat√C);
6. if n > 0 and t ∈ B0(APTCdat√C), then σnabs(t) ∈ B0(APTCdat
√
C);
7. if n > 0, t ∈ B1(APTCdat√C) and t′ ∈ B0(APTCdat√C), then t + σnabs(t′) ∈ B0(APTCdat
√
C);
8. if n > 0 and t ∈ B0(APTCdat√C), then √dn.t(n) ∈ B0(APTCdat
√
C);
9. δ˙ ∈ B(APTCdat√C);
10. if t ∈ B0(APTCdat√C), then t ∈ B(APTCdat√C).
Theorem 4.30 (Elimination theorem). Let p be a closed APTCdat
√
C term. Then there is a basic APTCdat
√
C
term q such that APTCdat
√
C ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdat
√
C term p. It can be proven that
p combined by the constants and operators of APTCdat
√
C exists an equal basic term q, and the other
operators not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ, ◁, and the constants and operators
related to conditions can be eliminated.
4.5.4. Congruence
Theorem 4.31 (Congruence of APTCdat
√
C). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp
are all congruences with respect to APTCdat
√
C. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
dat
√
C;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
dat
√
C;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
dat
√
C.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
dat
√
C terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
n
abs
, υn
abs
and υnabs. It is trivial and
we omit it.
4.5.5. Soundness
Theorem 4.32 (Soundness of APTCdat
√
C). The axiomatization of APTCdat
√
C is sound modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCdat
√
C terms. If APTCdat
√
C ⊢ x = y, then x ∼s y;
2. let x and y be APTCdat
√
C terms. If APTCdat
√
C ⊢ x = y, then x ∼p y;
3. let x and y be APTCdat
√
C terms. If APTCdat
√
C ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 24, Table 25 and Table 26 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 24, Table 25 and Table 26 can be checked that it is sound modulo step bisimulation
equivalence, by transition rules of conditionals in Table 27. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
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Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 17 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 17 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4.5.6. Completeness
Theorem 4.33 (Completeness of APTCdat
√
C). The axiomatization of APTCdat
√
C is complete modulo
truly concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCdat
√
C terms, if p ∼s q then p = q;
2. let p and q be closed APTCdat
√
C terms, if p ∼p q then p = q;
3. let p and q be closed APTCdat
√
C terms, if p ∼hp q then p = q.
Proof. 1. Firstly, by the elimination theorem of APTCdat
√
C, we know that for each closed APTCdat
√
C
term p, there exists a closed basic APTCdat
√
C term p′, such that APTCdat
√
C ⊢ p = p′, so, we only need
to consider closed basic APTCdat
√
C terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 13) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 15), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCdat
√
C terms, and s ∼s t, there are normal forms n and n
′, such that
s = n and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′,
so n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
5. Continuous Relative Timing
In this section, we will introduce a version of APTC with relative timing and time measured on a continuous
time scale. Measuring time on a continuous time scale means that timing is now done with respect ro time
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points on a continuous time scale. With respect to relative timing, timing is relative to the execution time
of the previous action, and if the previous action does not exist, the start-up time of the whole process.
Like APTC without timing, let us start with a basic algebra for true concurrency called BATCsrt (BATC
with continuous relative timing). Then we continue with APTCsrt (APTC with continuous relative timing).
5.1. Basic Definitions
In this subsection, we will introduce some basic definitions about timing. These basic concepts come from
[25], we introduce them into the backgrounds of true concurrency.
Definition 5.1 (Undelayable actions). Undelayable actions are defined as atomic processes that perform an
action and then terminate successfully. We use a constant a to represent the undelayable action, that is, the
atomic process that performs the action a and then terminates successfully.
Definition 5.2 (Undelayable deadlock). Undelayable deadlock
˜˜
δ is an additional process that is neither
capable of performing any action nor capable of idling beyond the current point of time.
Definition 5.3 (Relative delay). The relative delay of the process p for a period of time r (r ∈ R≥) is the
process that idles for a period of time r and then behaves like p. The operator σrel is used to represent the
relative delay, and let σr
rel
(t) = rσrelt.
Definition 5.4 (Deadlocked process). Deadlocked process δ˙ is an additional process that has deadlocked
before the current point of time. After a delay of a period of time, the undelayable deadlock
˜˜
δ and the
deadlocked process δ˙ are indistinguishable from each other.
Definition 5.5 (Truly concurrent bisimulation equivalences with time-related capabilities). The following
requirement with time-related capabilities is added to truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp
and ∼hhp:
● if a process is capable of first idling till a period of time and next going on as another process, then any
equivalent process must be capable of first idling till the same period of time and next going on as a process
equivalent to the other process;
● if a process has deadlocked before the current point of time, then any equivalent process must have dead-
locked before the current point of time.
Definition 5.6 (Integration). Let f be a function from R≥ to processes with continuous relative timing and
V ⊆ R≥. The integration ∫ of f over V is the process that behaves like one of the process in {f(r)∣r ∈ V }.
Definition 5.7 (Relative time-out). The relative time-out υrel of a process p after a period of r (p ∈ R
≥)
behaves either like the part of p that does not idle till the pth-next time slice, or like the deadlocked process
after a delay of r time units if p is capable of idling for the period of time r; otherwise, like p. And let
υr
rel
(t) = rυrelt.
Definition 5.8 (Relative initialization). The relative initialization υrel of a process p after a period of time
r (r ∈ R≥) behaves like the part of p that idles for a period of time r if p is capable of idling for r; otherwise,
like the deadlocked process after a delay of r. And we let υr
rel
(t) = rυrelt.
5.2. Basic Algebra for True Concurrency with Continuous Relative Timing
In this subsection, we will introduce the theory BATCsrt.
5.2.1. The Theory BATCsrt
Definition 5.9 (Signature of BATCsrt). The signature of BATCsrt consists of the sort Prel of processes with
continuous relative timing, the undelayable action constants ˜˜a ∶→ Prel for each a ∈ A, the undelayable deadlock
constant ˜˜δ ∶→ Prel, the alternative composition operator + ∶ Prel × Prel → Prel, the sequential composition
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No. Axiom
A1 x + y = y + x
A2 (x + y) + z = x + (y + z)
A3 x + x = x
A4 (x + y) ⋅ z = x ⋅ z + y ⋅ z
A5 (x ⋅ y) ⋅ z = x ⋅ (y ⋅ z)
A6ID x + δ˙ = x
A7ID δ˙ ⋅ x = δ˙
SRT1 σ0
rel
(x) = x
SRT2 σq
rel
(σp
rel
(x)) = σq+p
rel
(x)
SRT3 σp
rel
(x) + σp
rel
(y) = σp
rel
(x + y)
SRT4 σp
rel
(x) ⋅ y = σp
rel
(x ⋅ y)
A6SRa ˜˜a +
˜˜
δ = ˜˜a
A6SRb σr
rel
(x) + ˜˜δ = σr
rel
(x)
SRTO0 υp
rel
(δ˙) = δ˙
SRTO1 υ0
rel
(x) = (˙δ)
SRTO2 υr
rel
(˜˜a) = ˜˜a
SRTO3 υq+p
rel
(σp
rel
(x)) = σp
rel
(υq
rel
(x))
SRTO4 υp
rel
(x + y) = υp
rel
(x) + υp
rel
(y)
SRTO5 υp
rel
(x ⋅ y) = υp
rel
(x) ⋅ y
SRI0 υp
rel
(δ˙) = σp
rel
(δ˙)
SRI1 υ0
rel
(x) = x
SRI2 υr
rel
(˜˜a) = σp
rel
(˜˜δ)
SRI3 υq+p
rel
(σp
rel
(x)) = σp
rel
(υq
rel
(x))
SRI4 υp
rel
(x + y) = υp
rel
(x) + υp
rel
(y)
SRI5 υp
rel
(x ⋅ y) = υp
rel
(x) ⋅ y
Table 29. Axioms of BATCsrt(a ∈ Aδ, p, q ≥ 0, r > 0)
operator ⋅ ∶ Prel × Prel → Prel, the relative delay operator σrel ∶ R≥ × Prel → Prel, the deadlocked process
constant δ˙ ∶→ Prel, the relative time-out operator υrel ∶ R≥ ×Prel → Prel and the relative initialization operator
υrel ∶ R
≥ × Prel → Prel.
The set of axioms of BATCsrt consists of the laws given in Table 29.
The operational semantics of BATCsrt are defined by the transition rules in Table 30. Where ↑ is a unary
deadlocked predicate, and t ↑̸≜ ¬(t ↑); t ↦q t′ means that process t is capable of first idling for q, and then
proceeding as process t′.
5.2.2. Elimination
Definition 5.10 (Basic terms of BATCsrt). The set of basic terms of BATCsrt, B(BATCsrt), is inductively
defined as follows by two auxiliary sets B0(BATCsrt) and B1(BATCsrt):
1. if a ∈ Aδ, then ˜˜a ∈ B1(BATCsrt);
2. if a ∈ A and t ∈ B(BATCsrt), then ˜˜a ⋅ t ∈ B1(BATCsrt);
3. if t, t′ ∈ B1(BATCsrt), then t + t′ ∈ B1(BATCsrt);
4. if t ∈ B1(BATCsrt), then t ∈ B0(BATCsrt);
5. if p > 0 and t ∈ B0(BATCsrt), then σprel(t) ∈ B0(BATCsrt);
6. if p > 0, t ∈ B1(BATCsrt) and t′ ∈ B0(BATCsrt), then t + σprel(t′) ∈ B0(BATCsrt);
7. δ˙ ∈ B(BATCsrt);
8. if t ∈ B0(BATCsrt), then t ∈ B(BATCsrt).
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δ˙ ↑ ˜˜a
a
Ð→
√
x
a
Ð→ x′
σ0
rel
(x) aÐ→ x′
x
a
Ð→
√
σ0
rel
(x) aÐ→√
x ↑
σ0
rel
(x) ↑
σr+s
rel
(x)↦r σs
rel
(x)
x ↑̸
σr
rel
(x)↦r x
x↦r x′
σ
p
rel
(x)↦r+p x′
x
a
Ð→ x′
x + y
a
Ð→ x′
y
a
Ð→ y′
x + y
a
Ð→ y′
x
a
Ð→
√
x + y
a
Ð→
√
y
a
Ð→
√
x + y
a
Ð→
√
x↦r x′ y ↦̸r
x + y ↦r x′
x↦̸r y ↦r y′
x + y ↦r y′
x↦r x′ y ↦r y′
x + y ↦r x′ + y′
x ↑ y ↑
x + y ↑
x
a
Ð→
√
x ⋅ y
a
Ð→ y
x
a
Ð→ x′
x ⋅ y
a
Ð→ x′ ⋅ y
x↦r x′
x ⋅ y ↦r x′ ⋅ y
x ↑
x ⋅ y ↑
x
a
Ð→ x′
υr
rel
(x) aÐ→ x′
x
a
Ð→
√
υr
rel
(x) aÐ→√
x↦r x′
υr+s
rel
(x)↦r υs
rel
(x′) υ0
rel
(x) ↑
x ↑
υr
rel
(x) ↑
x
a
Ð→ x′
υ0
rel
(x) aÐ→ x′
x
a
Ð→
√
υ0
rel
(x) aÐ→√
x↦r x′
υ
p
rel
(x)↦r x′ p ≤ r
x↦r x′
υr+s
rel
(x)↦r υs
rel
(x′)
x↦̸r
υr+s
rel
(x)↦r υs
rel
(δ˙)
x ↑
υ0
rel
(x) ↑
Table 30. Transition rules of BATCsrt(a ∈ A,p ≥ 0, r, s > 0)
Theorem 5.11 (Elimination theorem). Let p be a closed BATCsrt term. Then there is a basic BATCsrt
term q such that BATCsrt ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed BATCsrt term p. It can be proven that p
combined by the constants and operators of BATCsrt exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel and υrel can be eliminated.
5.2.3. Connections
Theorem 5.12 (Generalization of BATCsrt). By the definitions of a = ˜˜a for each a ∈ A and δ = ˜˜δ, BATCsrt
is a generalization of BATC.
Proof. It follows from the following two facts.
1. The transition rules of BATC in section 2.1 are all source-dependent;
2. The sources of the transition rules of BATCsrt contain an occurrence of δ˙, ˜˜a, σp
rel
, υp
rel
and υp
rel
.
So, BATC is an embedding of BATCsrt, as desired.
5.2.4. Congruence
Theorem 5.13 (Congruence of BATCsrt). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCsrt. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
srt;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
srt;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
srt;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
srt.
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Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
srt terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators σ
p
rel
, υp
rel
and υp
rel
. It is trivial
and we omit it.
5.2.5. Soundness
Theorem 5.14 (Soundness of BATCsrt). The axiomatization of BATCsrt is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCsrt terms. If BATCsrt ⊢ x = y, then x ∼s y;
2. let x and y be BATCsrt terms. If BATCsrt ⊢ x = y, then x ∼p y;
3. let x and y be BATCsrt terms. If BATCsrt ⊢ x = y, then x ∼hp y;
4. let x and y be BATCsrt terms. If BATCsrt ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 29 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We only check the soundness of the non-trivial axiom SRTO3 modulo ∼s. Let p be BATC
drt processes, and
υs+r
rel
(σr
rel
(p)) = σr
rel
(υs
rel
(p)), it is sufficient to prove that υs+r
rel
(σr
rel
(p)) ∼s σrrel(υsrel(p)). By the transition
rules of operator σr
rel
and υs
rel
in Table 30, we get
υs+r
rel
(σr
rel
(p))↦r υs
rel
(σ0
rel
(p))
σr
rel
(υs
rel
(p))↦r σ0
rel
(υs
rel
(p))
There are several cases:
p
aÐ→√
υs
rel
(σ0
rel
(p)) aÐ→√
p
aÐ→√
σ0
rel
(υs
rel
(p)) aÐ→√
p
aÐ→ p′
υs
rel
(σ0
rel
(p)) aÐ→ p′
p
aÐ→ p′
σ0
rel
(υs
rel
(p)) aÐ→ p′
p ↑
υs
rel
(σ0
rel
(p)) ↑
p ↑
σ0
rel
(υs
rel
(p)) ↑
So, we see that each case leads to υs+r
rel
(σr
rel
(p)) ∼s σrrel(υsrel(p)), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {˜˜a, ˜˜b ∶ ˜˜a⋅˜˜b}.
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Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by ˜˜a succeeded by another single event transition labeled by
˜˜
b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 29 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 29 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
5.2.6. Completeness
Theorem 5.15 (Completeness of BATCsrt). The axiomatization of BATCsrt is complete modulo truly con-
current bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCsrt terms, if p ∼s q then p = q;
2. let p and q be closed BATCsrt terms, if p ∼p q then p = q;
3. let p and q be closed BATCsrt terms, if p ∼hp q then p = q;
4. let p and q be closed BATCsrt terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCsrt, we know that for each closed BATCsrt term p,
there exists a closed basic BATCsrt term p′, such that BATCdat ⊢ p = p′, so, we only need to consider
closed basic BATCsrt terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 29), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of
+ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCsrt modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
5.3. BATCsrt with Integration
In this subsection, we will introduce the theory BATCsrt with integration called BATCsrtI.
5.3.1. The Theory BATCsrtI
Definition 5.16 (Signature of BATCsrtI). The signature of BATCsrtI consists of the signature of BATCsrt
and the integration operator ∫ ∶ P(R≥) ×R≥.Prel → Prel.
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No. Axiom
INT1 ∫v∈V F (v) = ∫w∈V F (w)
INT2 ∫v∈∅ F (v) = δ˙
INT3 ∫v∈{p} F (v) = F (p)
INT4 ∫v∈V ∪W F (v) = ∫v∈V F (v) + ∫v∈W F (v)
INT5 V ≠ ∅⇒ ∫v∈V x = x
INT6 (∀v ∈ V.F (v) = G(v))⇒ ∫v∈V F (v) = ∫v∈V G(v)
INT7SRa sup V = p⇒ ∫v∈V σvrel(δ˙) = σprel(δ˙)
INT7SRb V,W unbounded ⇒ ∫v∈V σvrel(δ˙) = ∫v∈W σvrel(δ˙)
INT8SRa sup V = p, p ∉ V ⇒ ∫v∈V σvrel(˜˜δ) = σprel(δ˙)
INT8SRb V,W unbounded ⇒ ∫v∈V σvrel(˜˜δ) = ∫v∈W σvrel(δ˙)
INT9SR sup V = p, p ∈ V ⇒ ∫v∈V σvrel(˜˜δ) = σprel(˜˜δ)
INT10SR ∫v∈V σprel(F (v)) = σprel(∫v∈V F (v))
INT11 ∫v∈V (F (v) +G(v)) = ∫v∈V F (v) + ∫v∈V G(v)
INT12 ∫v∈V (F (v) ⋅ x) = (∫v∈V F (v)) ⋅ x
SRTO6 υp
rel
(∫v∈V F (v)) = ∫v∈V υprel(F (v))
SRI6 υp
rel
(∫v∈V F (v)) = ∫v∈V υprel(F (v))
Table 31. Axioms of BATCsrtI(p ≥ 0)
F (q) aÐ→ x′
∫v∈V F (v) aÐ→ x′
(q ∈ V ) F (q)
a
Ð→
√
∫v∈V F (v) aÐ→
√(q ∈ V )
{F (q)↦r F1(q)∣q ∈ V1},⋯,{F (q) ↦r Fn(q)∣q ∈ Vn},{F (q)↦̸r ∣q ∈ Vn+1}
∫v∈V ↦r ∫v∈V1 F1(v) +⋯+ ∫v∈Vn Fn(v)
({V1,⋯, Vn} partition of V − Vn+1, Vn+1 ⊂ V )
{F (q) ↑ ∣q ∈ V }
∫v∈V F (v) ↑
Table 32. Transition rules of BATCsrtI(a ∈ A,p, q ≥ 0, r > 0)
The set of axioms of BATCsrtI consists of the laws given in Table 31.
The operational semantics of BATCsrtI are defined by the transition rules in Table 32.
5.3.2. Elimination
Definition 5.17 (Basic terms of BATCsrtI). The set of basic terms of BATCsrtI, B(BATCsrt), is inductively
defined as follows by two auxiliary sets B0(BATCsrtI) and B1(BATCsrtI):
1. if a ∈ Aδ, then ˜˜a ∈ B1(BATCsrtI);
2. if a ∈ A and t ∈ B(BATCsrtI), then ˜˜a ⋅ t ∈ B1(BATCsrtI);
3. if t, t′ ∈ B1(BATCsrtI), then t + t′ ∈ B1(BATCsrtI);
4. if t ∈ B1(BATCsrtI), then t ∈ B0(BATCsrtI);
5. if p > 0 and t ∈ B0(BATCsrtI), then σprel(t) ∈ B0(BATCsrtI);
6. if p > 0, t ∈ B1(BATCsrtI) and t′ ∈ B0(BATCsrtI), then t + σprel(t′) ∈ B0(BATCsrtI);
7. if t ∈ B0(BATCsrtI), then ∫v∈V (t) ∈ B0(BATCsrtI);
8. δ˙ ∈ B(BATCsrtI);
9. if t ∈ B0(BATCsrtI), then t ∈ B(BATCsrtI).
Theorem 5.18 (Elimination theorem). Let p be a closed BATCsrtI term. Then there is a basic BATCsrtI
term q such that BATCsrt ⊢ p = q.
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Proof. It is sufficient to induct on the structure of the closed BATCsrtI term p. It can be proven that p
combined by the constants and operators of BATCsrtI exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel and υrel can be eliminated.
5.3.3. Connections
Theorem 5.19 (Generalization of BATCsrtI). 1. By the definitions of a = ∫v∈[0,∞) σvrel(˜˜a) for each a ∈ A
and δ = ∫v∈[0,∞) σvrel(˜˜δ), BATCsrtI is a generalization of BATC.
2. BATCsrtI is a generalization of BATCsrt.
Proof. 1. It follows from the following two facts.
(a) The transition rules of BATC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of BATCsrtI contain an occurrence of δ˙, ˜˜a, σp
rel
, υp
rel
, υp
rel
and ∫ .
So, BATC is an embedding of BATCsrtI, as desired.
2. It follows from the following two facts.
(a) The transition rules of BATCsrt are all source-dependent;
(b) The sources of the transition rules of BATCsrtI contain an occurrence of ∫ .
So, BATCsrt is an embedding of BATCsrtI, as desired.
5.3.4. Congruence
Theorem 5.20 (Congruence of BATCsrtI). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCsrtI. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
srtI;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
srtI;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
srtI;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
srtI.
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
srtI terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators ∫ . It is trivial and we omit
it.
5.3.5. Soundness
Theorem 5.21 (Soundness of BATCsrtI). The axiomatization of BATCsrtI is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCsrtI terms. If BATCsrtI ⊢ x = y, then x ∼s y;
2. let x and y be BATCsrtI terms. If BATCsrtI ⊢ x = y, then x ∼p y;
3. let x and y be BATCsrtI terms. If BATCsrtI ⊢ x = y, then x ∼hp y;
4. let x and y be BATCsrtI terms. If BATCsrtI ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 31 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We can check the soundness of each axiom in Table 31, by the transition rules in Table 32, it is trivial
and we omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
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explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {˜˜a, ˜˜b ∶ ˜˜a⋅˜˜b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by ˜˜a succeeded by another single event transition labeled by
˜˜
b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 31 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 31 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
5.3.6. Completeness
Theorem 5.22 (Completeness of BATCsrtI). The axiomatization of BATCsrtI is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCsrtI terms, if p ∼s q then p = q;
2. let p and q be closed BATCsrtI terms, if p ∼p q then p = q;
3. let p and q be closed BATCsrtI terms, if p ∼hp q then p = q;
4. let p and q be closed BATCsrtI terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCsrtI, we know that for each closed BATCsrtI term p,
there exists a closed basic BATCsrtI term p′, such that BATCdatI ⊢ p = p′, so, we only need to consider
closed basic BATCsrtI terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 29), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of
+ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCsrtI modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
5.4. Algebra for Parallelism in True Concurrency with Continuous Relative Timing
In this subsection, we will introduce APTCsrt.
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5.4.1. Basic Definition
Definition 5.23 (Relative undelayable time-out). The relative undelayable time-out νrel of a process p
behaves like the part of p that starts to perform actions at the current point of time if p is capable of
performing actions at the current point of time; otherwise, like undelayable deadlock. And let νr
rel
(t) = rνrelt.
5.4.2. The Theory APTCsrt
Definition 5.24 (Signature of APTCsrt). The signature of APTCsrt consists of the signature of BATCsrt,
and the whole parallel composition operator ≬∶ Prel × Prel → Prel, the parallel operator ∥∶ Prel × Prel → Prel,
the communication merger operator ∣∶ Prel × Prel → Prel, the encapsulation operator ∂H ∶ Prel → Prel for all
H ⊆ A, and the relative undelayable time-out operator νrel ∶ Prel → Prel.
The set of axioms of APTCsrt consists of the laws given in Table 33.
The operational semantics of APTCsrt are defined by the transition rules in Table 34.
5.4.3. Elimination
Definition 5.25 (Basic terms of APTCsrt). The set of basic terms of APTCsrt, B(APTCsrt), is inductively
defined as follows by two auxiliary sets B0(APTCsrt) and B1(APTCsrt):
1. if a ∈ Aδ, then ˜˜a ∈ B1(APTCsrt);
2. if a ∈ A and t ∈ B(APTCsrt), then ˜˜a ⋅ t ∈ B1(APTCsrt);
3. if t, t′ ∈ B1(APTCsrt), then t + t′ ∈ B1(APTCsrt);
4. if t, t′ ∈ B1(APTCsrt), then t ∥ t′ ∈ B1(APTCsrt);
5. if t ∈ B1(APTCsrt), then t ∈ B0(APTCsrt);
6. if p > 0 and t ∈ B0(APTCsrt), then σprel(t) ∈ B0(APTCsrt);
7. if p > 0, t ∈ B1(APTCsrt) and t′ ∈ B0(APTCsrt), then t + σprel(t′) ∈ B0(APTCsrt);
8. if t ∈ B0(APTCsrt), then νrel(t) ∈ B0(APTCsrt);
9. δ˙ ∈ B(APTCsrt);
10. if t ∈ B0(APTCsrt), then t ∈ B(APTCsrt).
Theorem 5.26 (Elimination theorem). Let p be a closed APTCsrt term. Then there is a basic APTCsrt
term q such that APTCsrt ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdat term p. It can be proven that p
combined by the constants and operators of APTCdat exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel, υrel, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
5.4.4. Connections
Theorem 5.27 (Generalization of APTCsrt). 1. By the definitions of a = ˜˜a for each a ∈ A and δ = ˜˜δ,
APTCsrt is a generalization of APTC.
2. APTCsrt is a generalization of BATCsrt
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of APTCsrt contain an occurrence of δ˙, ˜˜a, σp
rel
, υp
rel
, υp
rel
, and νrel.
So, APTC is an embedding of APTCsrt, as desired.
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No. Axiom
P1 x≬ y = x ∥ y + x ∣ y
P2 x ∥ y = y ∥ x
P3 (x ∥ y) ∥ z = x ∥ (y ∥ z)
P4SR ˜˜a ∥ (˜˜b ⋅ y) = (˜˜a ∥ ˜˜b) ⋅ y
P5SR (˜˜a ⋅ x) ∥ ˜˜b = (˜˜a ∥ ˜˜b) ⋅ x
P6SR (˜˜a ⋅ x) ∥ (˜˜b ⋅ y) = (˜˜a ∥ ˜˜b) ⋅ (x ≬ y)
P7 (x + y) ∥ z = (x ∥ z) + (y ∥ z)
P8 x ∥ (y + z) = (x ∥ y) + (x ∥ z)
SRP9ID (νrel(x) + ˜˜δ) ∥ σrrel(y) = ˜˜δ
SRP10ID σr
rel
(x) ∥ (νrel(y) + ˜˜δ) = ˜˜δ
SRP11 σp
rel
(x) ∥ σp
rel
(y) = σp
rel
(x ∥ y)
PID12 δ˙ ∥ x = δ˙
P ID13 x ∥ δ˙ = δ˙
C14SR ˜˜a ∣ ˜˜b = γ(˜˜a, ˜˜b)
C15SR ˜˜a ∣ (˜˜b ⋅ y) = γ(˜˜a, ˜˜b) ⋅ y
C16SR (˜˜a ⋅ x) ∣ ˜˜b = γ(˜˜a, ˜˜b) ⋅ x
C17SR (˜˜a ⋅ x) ∣ (˜˜b ⋅ y) = γ(˜˜a, ˜˜b) ⋅ (x≬ y)
C18 (x + y) ∣ z = (x ∣ z)+ (y ∣ z)
C19 x ∣ (y + z) = (x ∣ y) + (x ∣ z)
DRC20ID (νrel(x) + ˜˜δ) ∣ σrrel(y) = ˜˜δ
DRC21ID σr
rel
(x) ∣ (νrel(y) + ˜˜δ) = ˜˜δ
DRC22 σp
rel
(x) ∣ σp
rel
(y) = σp
rel
(x ∣ y)
CID23 δ˙ ∣ x = δ˙
CID24 x ∣ δ˙ = δ˙
CE25DR Θ(˜˜a) = ˜˜a
CE26DRID Θ(δ˙) = δ˙
CE27 Θ(x + y) = Θ(x)◁ y +Θ(y)◁ x
CE28 Θ(x ⋅ y) = Θ(x) ⋅Θ(y)
CE29 Θ(x ∥ y) = ((Θ(x)◁ y) ∥ y) + ((Θ(y)◁ x) ∥ x)
CE30 Θ(x ∣ y) = ((Θ(x)◁ y) ∣ y) + ((Θ(y)◁ x) ∣ x)
U31SRID (♯(˜˜a, ˜˜b)) ˜˜a◁ ˜˜b = ˜˜τ
U32SRID (♯(˜˜a, ˜˜b), ˜˜b ≤ ˜˜c) ˜˜a◁ ˜˜c = ˜˜a
U33SRID (♯(˜˜a, ˜˜b), ˜˜b ≤ ˜˜c) ˜˜c◁ ˜˜a = ˜˜τ
U34SRID ˜˜a◁
˜˜
δ = ˜˜a
U35SRID ˜˜δ◁ ˜˜a = ˜˜δ
U36 (x + y)◁ z = (x◁ z) + (y◁ z)
U37 (x ⋅ y)◁ z = (x◁ z) ⋅ (y◁ z)
U38 (x ∥ y)◁ z = (x◁ z) ∥ (y◁ z)
U39 (x ∣ y)◁ z = (x◁ z) ∣ (y◁ z)
U40 x◁ (y + z) = (x◁ y)◁ z
U41 x◁ (y ⋅ z) = (x◁ y)◁ z
U42 x◁ (y ∥ z) = (x◁ y)◁ z
U43 x◁ (y ∣ z) = (x◁ y)◁ z
D1SRID ˜˜a ∉H ∂H(˜˜a) = ˜˜a
D2SRID ˜˜a ∈H ∂H(˜˜a) = ˜˜δ
D3SRID ∂H(δ˙) = δ˙
D4 ∂H(x + y) = ∂H(x) + ∂H(y)
D5 ∂H(x ⋅ y) = ∂H(x) ⋅ ∂H(y)
D6 ∂H(x ∥ y) = ∂H(x) ∥ ∂H(y)
SRD7 ∂H(σprel(x)) = σprel(∂H(x))
SRU0 νrel(δ˙) = δ˙
SRU1 νrel(˜˜a) = ˜˜a
SRU2 νrel(σrrel(x)) = ˜˜δ
SRU3 νrel(x + y) = νrel(x) + νrel(y)
SRU4 νrel(x ⋅ y) = νrel(x) ⋅ y
SRU5 νrel(x ∥ y) = νrel(x) ∥ νrel(y)
Table 33. Axioms of APTCsrt(a, b, c ∈ Aδ, p ≥ 0, r > 0)
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x
a
Ð→
√
y
b
Ð→
√
x ∥ y
{a,b}
ÐÐÐ→
√
x
a
Ð→ x′ y
b
Ð→
√
x ∥ y
{a,b}
ÐÐÐ→ x′
x
a
Ð→
√
y
b
Ð→ y′
x ∥ y
{a,b}
ÐÐÐ→ y′
x
a
Ð→ x′ y
b
Ð→ y′
x ∥ y
{a,b}
ÐÐÐ→ x′ ≬ y′
x↦r x′ y ↦r y′
x ∥ y ↦r x′ ∥ y′
x ↑
x ∥ y ↑
y ↑
x ∥ y ↑
x
a
Ð→
√
y
b
Ð→
√
x ∣ y γ(a,b)ÐÐÐÐ→√
x
a
Ð→ x′ y
b
Ð→
√
x ∣ y γ(a,b)ÐÐÐÐ→ x′
x
a
Ð→
√
y
b
Ð→ y′
x ∣ y γ(a,b)ÐÐÐÐ→ y′
x
a
Ð→ x′ y
b
Ð→ y′
x ∣ y γ(a,b)ÐÐÐÐ→ x′ ≬ y′
x↦r x′ y ↦r y′
x ∣ y ↦r x′ ∣ y′
x ↑
x ∣ y ↑
y ↑
x ∣ y ↑
x
a
Ð→
√ (♯(a, b))
Θ(x) aÐ→√
x
b
Ð→
√ (♯(a, b))
Θ(x) bÐ→√
x
a
Ð→ x′ (♯(a, b))
Θ(x) aÐ→ Θ(x′)
x
b
Ð→ x′ (♯(a, b))
Θ(x) bÐ→ Θ(x′)
x↦r x′
Θ(x)↦r Θ(x′)
x ↑
Θ(x) ↑
x
a
Ð→
√
y ↛b (♯(a, b))
x◁ y
τ
Ð→
√
x
a
Ð→ x′ y ↛b (♯(a, b))
x◁ y
τ
Ð→ x′
x
a
Ð→
√
y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→
√
x
a
Ð→ x′ y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→ x′
x
c
Ð→
√
y ↛b (♯(a, b), a ≤ c)
x◁ y
τ
Ð→
√
x
c
Ð→ x′ y ↛b (♯(a, b), a ≤ c)
x◁ y
τ
Ð→ x′
x↦r x′ y ↦r y′
x◁ y ↦r x′ ◁ y′
x ↑
x◁ y ↑
x
a
Ð→
√
∂H(x) aÐ→√
(e ∉H) x
a
Ð→ x′
∂H(x) aÐ→ ∂H(x′)
(e ∉H)
x↦r x′
∂H(x)↦r ∂H(x′) (e ∉H)
x ↑
∂H(x) ↑
x
a
Ð→ x′
νrel(x) aÐ→ x′
x
a
Ð→
√
νrel(x)
√
Ð→
x ↑
νrel(x) ↑
Table 34. Transition rules of APTCsrt(a, b, c ∈ A,r > 0)
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2. It follows from the following two facts.
(a) The transition rules of BATCsrt are all source-dependent;
(b) The sources of the transition rules of APTCsrt contain an occurrence of ≬, ∥, ∣, Θ, ◁, ∂H and νrel.
So, BATCsrt is an embedding of APTCsrt, as desired.
5.4.5. Congruence
Theorem 5.28 (Congruence of APTCsrt). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp are
all congruences with respect to APTCsrt. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
srt;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
srt;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
srt.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
srt terms, it is only sufficient
to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
p
rel
, υp
rel
, υp
rel
, and νrel. It is trivial and we
omit it.
5.4.6. Soundness
Theorem 5.29 (Soundness of APTCsrt). The axiomatization of APTCsrt is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCsrt terms. If APTCsrt ⊢ x = y, then x ∼s y;
2. let x and y be APTCsrt terms. If APTCsrt ⊢ x = y, then x ∼p y;
3. let x and y be APTCsrt terms. If APTCsrt ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 33 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. We only check the soundness of the non-trivial axiom SRP11 modulo ∼s. Let p, q be APTC
srt processes,
and σs
rel
(p) ∥ σs
rel
(q) = σs
rel
(p ∥ q), it is sufficient to prove that σs
rel
(p) ∥ σs
rel
(q) ∼s σsrel(p ∥ q). By the
transition rules of operator σs
rel
and ∥ in Table 34, we get
σs
rel
(p) ∥ σs
rel
(q) ↦s σ0
rel
(p) ∥ σ0
rel
(q)
σs
rel
(p ∥ q) ↦s σ0
rel
(p ∥ q)
There are several cases:
p
aÐ→√ q bÐ→√
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→√
p
aÐ→√ q bÐ→√
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→√
p
aÐ→ p′ q bÐ→√
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ p′
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p
aÐ→ p′ q bÐ→√
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ p′
p
aÐ→√ q bÐ→ q′
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ q′
p
aÐ→√ q bÐ→ q′
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ q′
p
aÐ→ p′ q bÐ→ q′
σ0
rel
(p) ∥ σ0
rel
(q) {a,b}ÐÐÐ→ p′ ≬ q′
p
aÐ→ p′ q bÐ→ q′
σ0
rel
(p ∥ q) {a,b}ÐÐÐ→ p′ ≬ q′
p ↑
σ0
rel
(p) ∥ σ0
rel
(q) ↑
p ↑
σ0
rel
(p ∥ q) ↑
q ↑
σ0
rel
(p) ∥ σ0
rel
(q) ↑
q ↑
σ0
rel
(p ∥ q) ↑
So, we see that each case leads to σs
rel
(p) ∥ σs
rel
(q) ∼s σsrel(p ∥ q), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {˜˜a, ˜˜b ∶ ˜˜a⋅˜˜b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by ˜˜a succeeded by another single event transition labeled by ˜˜b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 33 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 33 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
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5.4.7. Completeness
Theorem 5.30 (Completeness of APTCsrt). The axiomatization of APTCsrt is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCsrt terms, if p ∼s q then p = q;
2. let p and q be closed APTCsrt terms, if p ∼p q then p = q;
3. let p and q be closed APTCsrt terms, if p ∼hp q then p = q.
Proof. 1. Firstly, by the elimination theorem of APTCsrt, we know that for each closed APTCsrt term p,
there exists a closed basic APTCsrt term p′, such that APTCsrt ⊢ p = p′, so, we only need to consider
closed basic APTCsrt terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 29) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 33), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCsrt terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
5.5. APTCsrt with Integration
In this subsection, we will introduce the theory APTCsrt with integration called APTCsrtI.
5.5.1. The Theory APTCsrtI
Definition 5.31 (Signature of APTCsrtI). The signature of APTCsrtI consists of the signature of APTCsrt
and the integration operator ∫ ∶ P(R≥) ×R≥.Prel → Prel.
The set of axioms of APTCsrtI consists of the laws given in Table 35.
The operational semantics of APTCsrtI are defined by the transition rules in Table 32.
5.5.2. Elimination
Definition 5.32 (Basic terms of APTCsrtI). The set of basic terms of APTCsrtI, B(APTCsrt), is inductively
defined as follows by two auxiliary sets B0(APTCsrtI) and B1(APTCsrtI):
1. if a ∈ Aδ, then ˜˜a ∈ B1(APTCsrtI);
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No. Axiom
INT13 ∫v∈V (F (v) ∥ x) = (∫v∈V F (v)) ∥ x
INT14 ∫v∈V (x ∥ F (v)) = x ∥ (∫v∈V F (v))
INT15 ∫v∈V (F (v) ∣ x) = (∫v∈V F (v)) ∣ x
INT16 ∫v∈V (x ∣ F (v)) = x ∣ (∫v∈V F (v))
INT17 ∫v∈V ∂H(F (v)) = ∂H(∫v∈V F (v))
INT18 ∫v∈V Θ(F (v)) = Θ(∫v∈V F (v))
INT19 ∫v∈V (F (v)◁ x) = (∫v∈V F (v))◁ x
SRU5 νrel(∫v∈V P ) = ∫v∈V νrel(P )
Table 35. Axioms of APTCsrtI
2. if a ∈ A and t ∈ B(APTCsrtI), then ˜˜a ⋅ t ∈ B1(APTCsrtI);
3. if t, t′ ∈ B1(APTCsrtI), then t + t′ ∈ B1(APTCsrtI);
4. if t, t′ ∈ B1(APTCsrtI), then t ∥ t′ ∈ B1(APTCsrtI);
5. if t ∈ B1(APTCsrtI), then t ∈ B0(APTCsrtI);
6. if p > 0 and t ∈ B0(APTCsrtI), then σprel(t) ∈ B0(APTCsrtI);
7. if p > 0, t ∈ B1(APTCsrtI) and t′ ∈ B0(APTCsrtI), then t + σprel(t′) ∈ B0(APTCsrtI);
8. if t ∈ B0(APTCsrtI), then νrel(t) ∈ B0(APTCsrtI);
9. if t ∈ B0(APTCsrtI), then ∫v∈V (t) ∈ B0(APTCsrtI);
10. δ˙ ∈ B(APTCsrtI);
11. if t ∈ B0(APTCsrtI), then t ∈ B(APTCsrtI).
Theorem 5.33 (Elimination theorem). Let p be a closed APTCsrtI term. Then there is a basic APTCsrtI
term q such that APTCsrt ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdatI term p. It can be proven that p
combined by the constants and operators of APTCdatI exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel, υrel, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
5.5.3. Connections
Theorem 5.34 (Generalization of APTCsrtI). 1. By the definitions of a = ∫v∈[0,∞) σvrel(˜˜a) for each a ∈ A
and δ = ∫v∈[0,∞) σvrel(˜˜δ), APTCsrtI is a generalization of APTC.
2. APTCsrtI is a generalization of APTCsrt.
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of APTCsrtI contain an occurrence of δ˙, ˜˜a, σp
rel
, υp
rel
, υp
rel
, νrel, and
∫ .
So, APTC is an embedding of APTCsrtI, as desired.
2. It follows from the following two facts.
(a) The transition rules of APTCsrt are all source-dependent;
(b) The sources of the transition rules of APTCsrtI contain an occurrence of ∫ .
So, APTCsrt is an embedding of APTCsrtI, as desired.
5.5.4. Congruence
Theorem 5.35 (Congruence of APTCsrtI). Truly concurrent bisimulation equivalences are all congruences
with respect to APTCsrtI. That is,
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● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
srtI;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
srtI;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
srtI;
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on APTC
srtI terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators ∫ . It is trivial and we omit it.
5.5.5. Soundness
Theorem 5.36 (Soundness of APTCsrtI). The axiomatization of APTCsrtI is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be APTCsrtI terms. If APTCsrtI ⊢ x = y, then x ∼s y;
2. let x and y be APTCsrtI terms. If APTCsrtI ⊢ x = y, then x ∼p y;
3. let x and y be APTCsrtI terms. If APTCsrtI ⊢ x = y, then x ∼hp y;
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 35 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. We can check the soundness of each axiom in Table 35, by the transition rules in Table 32, it is trivial
and we omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {˜˜a, ˜˜b ∶ ˜˜a⋅˜˜b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by ˜˜a succeeded by another single event transition labeled by ˜˜b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 35 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 35 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
5.5.6. Completeness
Theorem 5.37 (Completeness of APTCsrtI). The axiomatization of APTCsrtI is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed APTCsrtI terms, if p ∼s q then p = q;
2. let p and q be closed APTCsrtI terms, if p ∼p q then p = q;
3. let p and q be closed APTCsrtI terms, if p ∼hp q then p = q;
Proof. 1. Firstly, by the elimination theorem of APTCsrtI, we know that for each closed APTCsrtI term p,
there exists a closed basic APTCsrtI term p′, such that APTCsrtI ⊢ p = p′, so, we only need to consider
closed basic APTCsrtI terms.
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The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 29) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 33), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCsrtI terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
6. Continuous Absolute Timing
In this section, we will introduce a version of APTC with absolute timing and time measured on a continuous
time scale. Measuring time on a continuous time scale means that timing is now done with respect ro time
points on a continuous time scale. While in absolute timing, all timing is counted from the start of the whole
process.
Like APTC without timing, let us start with a basic algebra for true concurrency called BATCsat (BATC
with continuous absolute timing). Then we continue with APTCsat (APTC with continuous absolute timing).
6.1. Basic Definitions
In this subsection, we will introduce some basic definitions about timing. These basic concepts come from
[25], we introduce them into the backgrounds of true concurrency.
Definition 6.1 (Undelayable actions). Undelayable actions are defined as atomic processes that perform an
action and then terminate successfully. We use a constant a˜ to represent the undelayable action, that is, the
atomic process that performs the action a and then terminates successfully.
Definition 6.2 (Undelayable deadlock). Undelayable deadlock δ˜ is an additional process that is neither
capable of performing any action nor capable of idling beyond the current point of time.
Definition 6.3 (Absolute delay). The absolute delay of the process p for a period of time r (r ∈ R≥) is the
process that idles a period of time r longer than p and otherwise behaves like p. The operator σabs is used to
represent the absolute delay, and let σr
abs
(t) = rσabst.
Definition 6.4 (Deadlocked process). Deadlocked process δ˙ is an additional process that has deadlocked
before point of time 0. After a delay of a period of time, the undelayable deadlock δ˜ and the deadlocked
process δ˙ are indistinguishable from each other.
Definition 6.5 (Truly concurrent bisimulation equivalences with time-related capabilities). The following
requirement with time-related capabilities is added to truly concurrent bisimulation equivalences ∼p, ∼s, ∼hp
and ∼hhp and Definition 5.5:
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● in case of absolute timing, the requirements in Definition 3.5 apply to the capabilities in a certain period
of time.
Definition 6.6 (Integration). Let f be a function from R≥ to processes with continuous absolute timing and
V ⊆ R≥. The integration ∫ of f over V is the process that behaves like one of the process in {f(r)∣r ∈ V }.
Definition 6.7 (Absolute time-out). The absolute time-out υabs of a process p at point of time r (r ∈ R
≥)
behaves either like the part of p that does not idle till point of time r, or like the deadlocked process after a
delay of a period of time r if p is capable of idling till point of time r; otherwise, like p. And let υr
abs
(t) = rυabst.
Definition 6.8 (Absolute initialization). The absolute initialization υabs of a process p at point of time r
(r ∈ R≥) behaves like the part of p that idles till point of time r if p is capable of idling till that point of time;
otherwise, like the deadlocked process after a delay of a period of time r. And we let υr
abs
(t) = rυabst.
6.2. Basic Algebra for True Concurrency with Continuous Absolute Timing
In this subsection, we will introduce the theory BATCsat.
6.2.1. The Theory BATCsat
Definition 6.9 (Signature of BATCsat). The signature of BATCsat consists of the sort Pabs of processes
with continuous absolute timing, the undelayable action constants a˜ ∶→ Pabs for each a ∈ A, the undelayable
deadlock constant δ˜ ∶→ Pabs, the alternative composition operator + ∶ Pabs × Pabs → Pabs, the sequential
composition operator ⋅ ∶ Pabs×Pabs → Pabs, the absolute delay operator σabs ∶ R≥×Pabs → Pabs, the deadlocked
process constant δ˙ ∶→ Pabs, the absolute time-out operator υabs ∶ R≥×Pabs → Pabs and the absolute initialization
operator υabs ∶ R
≥ ×Pabs → Pabs.
The set of axioms of BATCsat consists of the laws given in Table 36.
The operational semantics of BATCsat are defined by the transition rules in Table 37. The transition
rules are defined on ⟨t, p⟩, where t is a term and p ∈ R≥. Where ↑ is a unary deadlocked predicate, and
⟨t, p⟩ ↑̸≜ ¬(⟨t, p⟩ ↑); ⟨t, p⟩↦q ⟨t′, p′⟩ means that process t is capable of first idling till the qth-next time slice,
and then proceeding as process t′ and q + p = p′.
6.2.2. Elimination
Definition 6.10 (Basic terms of BATCsat). The set of basic terms of BATCsat, B(BATCsat), is inductively
defined as follows by two auxiliary sets B0(BATCsat) and B1(BATCsat):
1. if a ∈ Aδ, then a˜ ∈ B1(BATCsat);
2. if a ∈ A and t ∈ B(BATCsat), then a˜ ⋅ t ∈ B1(BATCsat);
3. if t, t′ ∈ B1(BATCsat), then t + t′ ∈ B1(BATCsat);
4. if t ∈ B1(BATCsat), then t ∈ B0(BATCsat);
5. if p > 0 and t ∈ B0(BATCsat), then σpabs(t) ∈ B0(BATCsat);
6. if p > 0, t ∈ B1(BATCsat) and t′ ∈ B0(BATCsat), then t + σpabs(t′) ∈ B0(BATCsat);
7. δ˙ ∈ B(BATCsat);
8. if t ∈ B0(BATCsat), then t ∈ B(BATCsat).
Theorem 6.11 (Elimination theorem). Let p be a closed BATCsat term. Then there is a basic BATCsat
term q such that BATCsat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed BATCsat term p. It can be proven that p
combined by the constants and operators of BATCsat exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs and υabs can be eliminated.
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No. Axiom
A1 x + y = y + x
A2 (x + y) + z = x + (y + z)
A3 x + x = x
A4 (x + y) ⋅ z = x ⋅ z + y ⋅ z
A5 (x ⋅ y) ⋅ z = x ⋅ (y ⋅ z)
A6ID x + δ˙ = x
A7ID δ˙ ⋅ x = δ˙
SAT1 σ0
abs
(x) = υ0
abs
(x)
SAT2 σq
abs
(σp
abs
(x)) = σq+p
abs
(x)
SAT3 σp
abs
(x) + σp
abs
(y) = σp
abs
(x + y)
SAT4 σp
abs
(x) ⋅ υp
abs
(y) = σp
abs
(x ⋅ δ˙)
SAT5 σp
abs
(x) ⋅ (υp
abs
(y) + σp
abs
(z)) = σp
abs
(x ⋅ υ0
abs
(z))
SAT6 σp
abs
(δ˙) ⋅ x = σp
abs
(δ˙)
A6SAa a˜ + δ˜ = a˜
A6SAb σr
abs
(x) + δ˜ = σr
abs
(x)
A7SA δ˜ ⋅ x = δ˜
SATO0 υp
abs
(δ˙) = δ˙
SATO1 υ0
abs
(x) = (˙δ)
SATO2 υr
abs
(a˜) = a˜
SATO3 υq+p
abs
(σp
abs
(x)) = σp
abs
(υq
abs
(x))
SATO4 υp
abs
(x + y) = υp
abs
(x) + υp
abs
(y)
SATO5 υp
abs
(x ⋅ y) = υp
abs
(x) ⋅ y
SAI0a υ0
abs
(δ˙) = δ˙
SAI0b υr
abs
(δ˙) = σr
abs
(δ˙)
SAI1 υ0
abs
(a˜) = a˜
SAI2 υr
abs
(a˜) = σr
abs
(δ˙)
SAI3 υq+p
abs
(σp
abs
(x)) = σp
abs
(υq
abs
(υ0
abs
(x)))
SAI4 υp
abs
(x + y) = υp
abs
(x) + υp
abs
(y)
SAI5 υp
abs
(x ⋅ y) = υp
abs
(x) ⋅ y
Table 36. Axioms of BATCsat(a ∈ Aδ, p, q ≥ 0, r > 0)
6.2.3. Connections
Theorem 6.12 (Generalization of BATCsat). By the definitions of a = a˜ for each a ∈ A and δ = δ˜, BATCsat
is a generalization of BATC.
Proof. It follows from the following two facts.
1. The transition rules of BATC in section 2.1 are all source-dependent;
2. The sources of the transition rules of BATCsat contain an occurrence of δ˙, a˜, σp
abs
, υp
abs
and υp
abs
.
So, BATC is an embedding of BATCsat, as desired.
6.2.4. Congruence
Theorem 6.13 (Congruence of BATCsat). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCsat. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
sat;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
sat;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
sat;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
sat.
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
sat terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators σ
p
abs
, υp
abs
and υp
abs
. It is trivial
and we omit it.
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⟨δ˙, p⟩ ↑ ⟨δ˜, r⟩ ↑ ⟨a˜,0⟩ aÐ→ ⟨√,0⟩ ⟨a˜, r⟩ ↑
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨σ0
abs
(x), p⟩ aÐ→ ⟨x′, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨σr
abs
(x), p + r⟩ aÐ→ ⟨σr
abs
(x′), p + r⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨σq
abs
(x), p + q⟩ aÐ→ ⟨√, p + q⟩
⟨x, p⟩ ↑
⟨σq
abs
(x), p + q⟩ ↑
⟨σr+q
abs
(x), p⟩↦r ⟨σr+q
abs
(x), p + r⟩ (q > p)
⟨x,0⟩ ↑̸
⟨σr+q
abs
(x), q⟩↦r σr+q
abs
(x), r + q⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨σq
abs
(x), p + q⟩↦r ⟨σq
abs
(x), p + r + q⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨σq
abs
(x), p⟩↦r+q ⟨σq
abs
(x), p + r + q⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨x + y, p⟩ aÐ→ ⟨x′, p⟩
⟨y, p⟩ aÐ→ ⟨y′, p⟩
⟨x + y, p⟩ aÐ→ ⟨y′, p⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨x + y, p⟩ aÐ→ ⟨√, p⟩
⟨y, p⟩ aÐ→ ⟨√, p⟩
⟨x + y, p⟩ aÐ→ ⟨√, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨x + y, p⟩↦r ⟨x + y, p + r⟩
⟨y, p⟩↦r ⟨y, p + r⟩
⟨x + y, p⟩↦r ⟨x + y, p + r⟩
⟨x, p⟩ ↑ ⟨y, p⟩ ↑
⟨x + y, p⟩ ↑
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨x ⋅ y, p⟩ aÐ→ ⟨y, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨x ⋅ y, p⟩ aÐ→ ⟨x′ ⋅ y, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨x ⋅ y, p⟩↦r ⟨x ⋅ y, p + r⟩
⟨x, p⟩ ↑
⟨x ⋅ y, p⟩ ↑
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨υq
abs
(x), p⟩ aÐ→ ⟨x′, p⟩
(q > p) ⟨x, p⟩
a
Ð→ ⟨√, p⟩
⟨υq
abs
(x), p⟩ aÐ→ ⟨√, p⟩
(q > p)
⟨x, p⟩↦r ⟨x, p + r⟩
⟨υq
abs
(x), p⟩↦r ⟨υq
abs
(x), p + r⟩ (q > p + r)
⟨υq
abs
(x), p⟩ ↑ (q ≤ p)
⟨x, p⟩ ↑
⟨υq
abs
(x), p⟩ ↑ (q > p)
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨υq
abs
(x), p⟩ aÐ→ ⟨x′, p⟩
(q ≤ p) ⟨x, p⟩
a
Ð→ ⟨√, p⟩
⟨υq
abs
(x), p⟩ aÐ→ ⟨√, p⟩
(q ≤ p)
⟨υr+q
abs
(x), p⟩↦r ⟨υr+q
abs
(x), p + r (q > p)
⟨x, r + q⟩ ↑̸
⟨υr+q
abs
(x), q⟩↦r ⟨υr+q
abs
(x), r + q⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨υq
abs
(x), p⟩↦r ⟨υq
abs
(x), p + r⟩ (q ≤ p + r)
⟨x, p⟩ ↑
⟨υq
abs
(x), p⟩ ↑(q ≤ p)
Table 37. Transition rules of BATCsat(a ∈ A,p, q ≥ 0, r > 0)
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6.2.5. Soundness
Theorem 6.14 (Soundness of BATCsat). The axiomatization of BATCsat is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCsat terms. If BATCsat ⊢ x = y, then x ∼s y;
2. let x and y be BATCsat terms. If BATCsat ⊢ x = y, then x ∼p y;
3. let x and y be BATCsat terms. If BATCsat ⊢ x = y, then x ∼hp y;
4. let x and y be BATCsat terms. If BATCsat ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 36 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We only check the soundness of the non-trivial axiom SATO3 modulo ∼s. Let p be BATC
sat processes,
and υr+s
abs
(σs
abs
(p)) = σs
abs
(υr
abs
(p)), it is sufficient to prove that υr+s
abs
(σs
abs
(p)) ∼s σsabs(υrabs(p)). By the
transition rules of operator σs
abs
and υr
abs
in Table 37, we get
⟨p,0⟩ ↑̸
⟨υr+s
abs
(σs
abs
(p)), s′⟩↦s ⟨υr
abs
(σs
abs
(p)), s′ + s⟩
⟨p,0⟩ ↑̸
⟨σs
abs
(υr
abs
(p)), s′⟩↦s ⟨σs
abs
(υr
abs
(p)), s′ + s⟩
There are several cases:
⟨p, s′⟩ aÐ→ ⟨√, s′⟩
⟨υr
abs
(σs
abs
(p)), s′ + s⟩ aÐ→ ⟨√, s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨√, s′⟩
⟨σs
abs
(υr
abs
(p)), s′ + s⟩ aÐ→ ⟨√, s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩
⟨υr
abs
(σs
abs
(p)), s′ + s⟩ aÐ→ ⟨σs
abs
(p′), s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩
⟨σs
abs
(υr
abs
(p)), s′ + s⟩ aÐ→ ⟨σs
abs
(p′), s′ + s⟩
⟨p, s′⟩ ↑
⟨υr
abs
(σs
abs
(p)), s′ + s⟩ ↑
⟨p, s′⟩ ↑
⟨σs
abs
(υr
abs
(p)), s′ + s⟩ ↑
So, we see that each case leads to υr+s
abs
(σs
abs
(p)) ∼s σsabs(υrabs(p)), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 36 is sound modulo pomset bisimulation equivalence, we omit them.
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3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 36 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
6.2.6. Completeness
Theorem 6.15 (Completeness of BATCsat). The axiomatization of BATCsat is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCsat terms, if p ∼s q then p = q;
2. let p and q be closed BATCsat terms, if p ∼p q then p = q;
3. let p and q be closed BATCsat terms, if p ∼hp q then p = q;
4. let p and q be closed BATCsat terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCsat, we know that for each closed BATCsat term p,
there exists a closed basic BATCsat term p′, such that BATCsat ⊢ p = p′, so, we only need to consider
closed basic BATCsat terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 36), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of
+ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCsat modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
6.3. BATCsat with Integration
In this subsection, we will introduce the theory BATCsat with integration called BATCsatI.
6.3.1. The Theory BATCsatI
Definition 6.16 (Signature of BATCsatI). The signature of BATCsatI consists of the signature of BATCsat
and the integration operator ∫ ∶ P(R≥) ×R≥.Pabs → Pabs.
The set of axioms of BATCsatI consists of the laws given in Table 38.
The operational semantics of BATCsatI are defined by the transition rules in Table 39.
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No. Axiom
INT1 ∫v∈V F (v) = ∫w∈V F (w)
INT2 ∫v∈∅ F (v) = δ˙
INT3 ∫v∈{p} F (v) = F (p)
INT4 ∫v∈V ∪W F (v) = ∫v∈V F (v) + ∫v∈W F (v)
INT5 V ≠ ∅⇒ ∫v∈V x = x
INT6 (∀v ∈ V.F (v) = G(v))⇒ ∫v∈V F (v) = ∫v∈V G(v)
INT7SAa sup V = p⇒ ∫v∈V σvabs(δ˙) = σpabs(δ˙)
INT7SAb V,W unbounded ⇒ ∫v∈V σvabs(δ˙) = ∫v∈W σvabs(δ˙)
INT8SAa sup V = p, p ∉ V ⇒ ∫v∈V σvabs(δ˜) = σpabs(δ˙)
INT8SAb V,W unbounded ⇒ ∫v∈V σvabs(δ˜) = ∫v∈W σvabs(δ˙)
INT9SA sup V = p, p ∈ V ⇒ ∫v∈V σvabs(δ˜) = σpabs(δ˜)
INT10SA ∫v∈V σpabs(F (v)) = σpabs(∫v∈V F (v))
INT11 ∫v∈V (F (v) +G(v)) = ∫v∈V F (v) + ∫v∈V G(v)
INT12 ∫v∈V (F (v) ⋅ x) = (∫v∈V F (v)) ⋅ x
SATO6 υp
abs
(∫v∈V F (v)) = ∫v∈V υpabs(F (v))
SAI6 υp
abs
(∫v∈V F (v)) = ∫v∈V υpabs(F (v))
Table 38. Axioms of BATCSATI(p ≥ 0)
⟨F (q), p⟩ aÐ→ ⟨x′, p⟩
⟨∫v∈V F (v), p⟩ aÐ→ ⟨x′, p⟩
(q ∈ V ) ⟨F (q), p⟩
a
Ð→ ⟨√, p⟩
⟨∫v∈V F (v), p⟩ aÐ→ ⟨
√
, p⟩
(q ∈ V )
⟨F (q), p⟩↦r ⟨F (q), p + r⟩
⟨∫v∈V F (v), p⟩ ↦r ⟨∫v∈V F (v), p + r⟩
(q ∈ V )
{⟨F (q), p⟩ ↑ ∣q ∈ V }
⟨∫v∈V F (v), p⟩ ↑
Table 39. Transition rules of BATCsatI(a ∈ A,p, q ≥ 0, r > 0)
6.3.2. Elimination
Definition 6.17 (Basic terms of BATCsatI). The set of basic terms of BATCsatI, B(BATCsat), is inductively
defined as follows by two auxiliary sets B0(BATCsatI) and B1(BATCsatI):
1. if a ∈ Aδ, then a˜ ∈ B1(BATCsatI);
2. if a ∈ A and t ∈ B(BATCsatI), then a˜ ⋅ t ∈ B1(BATCsatI);
3. if t, t′ ∈ B1(BATCsatI), then t + t′ ∈ B1(BATCsatI);
4. if t ∈ B1(BATCsatI), then t ∈ B0(BATCsatI);
5. if p > 0 and t ∈ B0(BATCsatI), then σpabs(t) ∈ B0(BATCsatI);
6. if p > 0, t ∈ B1(BATCsatI) and t′ ∈ B0(BATCsatI), then t + σpabs(t′) ∈ B0(BATCsatI);
7. if t ∈ B0(BATCsatI), then ∫v∈V (t) ∈ B0(BATCsatI);
8. δ˙ ∈ B(BATCsatI);
9. if t ∈ B0(BATCsatI), then t ∈ B(BATCsatI).
Theorem 6.18 (Elimination theorem). Let p be a closed BATCsatI term. Then there is a basic BATCsatI
term q such that BATCsat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed BATCsatI term p. It can be proven that p
combined by the constants and operators of BATCsatI exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs and υabs can be eliminated.
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6.3.3. Connections
Theorem 6.19 (Generalization of BATCsatI). 1. By the definitions of a = ∫v∈[0,∞) σvabs(a˜) for each a ∈ A
and δ = ∫v∈[0,∞) σvabs(δ˜), BATCsatI is a generalization of BATC.
2. BATCsatI is a generalization of BATCsat.
Proof. 1. It follows from the following two facts.
(a) The transition rules of BATC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of BATCsatI contain an occurrence of δ˙, a˜, σp
abs
, υp
abs
, υp
abs
and ∫ .
So, BATC is an embedding of BATCsatI, as desired.
2. It follows from the following two facts.
(a) The transition rules of BATCsat are all source-dependent;
(b) The sources of the transition rules of BATCsatI contain an occurrence of ∫ .
So, BATCsat is an embedding of BATCsatI, as desired.
6.3.4. Congruence
Theorem 6.20 (Congruence of BATCsatI). Truly concurrent bisimulation equivalences are all congruences
with respect to BATCsatI. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to BATC
satI;
● step bisimulation equivalence ∼s is a congruence with respect to BATC
satI;
● hp-bisimulation equivalence ∼hp is a congruence with respect to BATC
satI;
● hhp-bisimulation equivalence ∼hhp is a congruence with respect to BATC
satI.
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on BATC
satI terms, it is only
sufficient to prove that ∼p, ∼s, ∼hp and ∼hhp are all preserved by the operators ∫ . It is trivial and we omit
it.
6.3.5. Soundness
Theorem 6.21 (Soundness of BATCsatI). The axiomatization of BATCsatI is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be BATCsatI terms. If BATCsatI ⊢ x = y, then x ∼s y;
2. let x and y be BATCsatI terms. If BATCsatI ⊢ x = y, then x ∼p y;
3. let x and y be BATCsatI terms. If BATCsatI ⊢ x = y, then x ∼hp y;
4. let x and y be BATCsatI terms. If BATCsatI ⊢ x = y, then x ∼hhp y.
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 38 is sound modulo ∼p, ∼s, ∼hp and ∼hhp respectively.
1. We can check the soundness of each axiom in Table 38, by the transition rules in Table 39, it is trivial
and we omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
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Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 38 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 38 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
6.3.6. Completeness
Theorem 6.22 (Completeness of BATCsatI). The axiomatization of BATCsatI is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed BATCsatI terms, if p ∼s q then p = q;
2. let p and q be closed BATCsatI terms, if p ∼p q then p = q;
3. let p and q be closed BATCsatI terms, if p ∼hp q then p = q;
4. let p and q be closed BATCsatI terms, if p ∼hhp q then p = q.
Proof. 1. Firstly, by the elimination theorem of BATCsatI, we know that for each closed BATCsatI term p,
there exists a closed basic BATCsatI term p′, such that BATCsatI ⊢ p = p′, so, we only need to consider
closed basic BATCsatI terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 36), and this equivalence is denoted by =AC . Then, each equivalence class s modulo AC of
+ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form t1 ⋅ t2, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic terms, and s ∼s t, there are normal forms n and n
′, such that s = n and t = n′.
The soundness theorem of BATCsatI modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
4. This case can be proven similarly, just by replacement of ∼s by ∼hhp.
6.4. Algebra for Parallelism in True Concurrency with Continuous Absolute Timing
In this subsection, we will introduce APTCsat.
6.4.1. Basic Definition
Definition 6.23 (Absolute undelayable time-out). The relative undelayable time-out νabs of a process p
behaves like the part of p that starts to perform actions at the point of time 0 if p is capable of performing
actions at point of time 0; otherwise, like undelayable deadlock. And let νr
abs
(t) = rνabst.
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6.4.2. The Theory APTCsat
Definition 6.24 (Signature of APTCsat). The signature of APTCsat consists of the signature of BATCsat,
and the whole parallel composition operator ≬∶ Pabs×Pabs → Pabs, the parallel operator ∥∶ Pabs×Pabs → Pabs,
the communication merger operator ∣∶ Pabs ×Pabs → Pabs, the encapsulation operator ∂H ∶ Pabs → Pabs for all
H ⊆ A, and the absolute undelayable time-out operator νabs ∶ Pabs → Pabs.
The set of axioms of APTCsat consists of the laws given in Table 40.
The operational semantics of APTCsat are defined by the transition rules in Table 41.
6.4.3. Elimination
Definition 6.25 (Basic terms of APTCsat). The set of basic terms of APTCsat, B(APTCsat), is inductively
defined as follows by two auxiliary sets B0(APTCsat) and B1(APTCsat):
1. if a ∈ Aδ, then a˜ ∈ B1(APTCsat);
2. if a ∈ A and t ∈ B(APTCsat), then a˜ ⋅ t ∈ B1(APTCsat);
3. if t, t′ ∈ B1(APTCsat), then t + t′ ∈ B1(APTCsat);
4. if t, t′ ∈ B1(APTCsat), then t ∥ t′ ∈ B1(APTCsat);
5. if t ∈ B1(APTCsat), then t ∈ B0(APTCsat);
6. if p > 0 and t ∈ B0(APTCsat), then σpabs(t) ∈ B0(APTCsat);
7. if p > 0, t ∈ B1(APTCsat) and t′ ∈ B0(APTCsat), then t + σpabs(t′) ∈ B0(APTCsat);
8. if t ∈ B0(APTCsat), then νabs(t) ∈ B0(APTCsat);
9. δ˙ ∈ B(APTCsat);
10. if t ∈ B0(APTCsat), then t ∈ B(APTCsat).
Theorem 6.26 (Elimination theorem). Let p be a closed APTCsat term. Then there is a basic APTCsat
term q such that APTCsat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCsat term p. It can be proven that p
combined by the constants and operators of APTCsat exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
6.4.4. Connections
Theorem 6.27 (Generalization of APTCsat). 1. By the definitions of a = a˜ for each a ∈ A and δ = δ˜,
APTCsat is a generalization of APTC.
2. APTCsat is a generalization of BATCsat
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of APTCsat contain an occurrence of δ˙, a˜, σp
abs
, υp
abs
, υp
abs
, and
νabs.
So, APTC is an embedding of APTCsat, as desired.
2. It follows from the following two facts.
(a) The transition rules of BATCsat are all source-dependent;
(b) The sources of the transition rules of APTCsat contain an occurrence of ≬, ∥, ∣, Θ, ◁, ∂H and νabs.
So, BATCsat is an embedding of APTCsat, as desired.
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No. Axiom
P1 x≬ y = x ∥ y + x ∣ y
P2 x ∥ y = y ∥ x
P3 (x ∥ y) ∥ z = x ∥ (y ∥ z)
P4SA a˜ ∥ (b˜ ⋅ y) = (a˜ ∥ b˜) ⋅ y
P5SA (a˜ ⋅ x) ∥ b˜ = (a˜ ∥ b˜) ⋅ x
P6SA (a˜ ⋅ x) ∥ (b˜ ⋅ y) = (a˜ ∥ b˜) ⋅ (x ≬ y)
P7 (x + y) ∥ z = (x ∥ z) + (y ∥ z)
P8 x ∥ (y + z) = (x ∥ y) + (x ∥ z)
SAP9ID (νabs(x) + δ˜) ∥ σrabs(y) = δ˜
SAP10ID σr
abs
(x) ∥ (νabs(y) + δ˜) = δ˜
SAP11 σp
abs
(x) ∥ σp
abs
(y) = σp
abs
(x ∥ y)
PID12 δ˙ ∥ x = δ˙
P ID13 x ∥ δ˙ = δ˙
C14SA a˜ ∣ b˜ = γ(a˜, b˜)
C15SA a˜ ∣ (b˜ ⋅ y) = γ(a˜, b˜) ⋅ y
C16SA (a˜ ⋅ x) ∣ b˜ = γ(a˜, b˜) ⋅ x
C17SA (a˜ ⋅ x) ∣ (b˜ ⋅ y) = γ(a˜, b˜) ⋅ (x≬ y)
C18 (x + y) ∣ z = (x ∣ z) + (y ∣ z)
C19 x ∣ (y + z) = (x ∣ y) + (x ∣ z)
SAC20ID (νabs(x) + δ˜) ∣ σrabs(y) = δ˜
SAC21ID σr
abs
(x) ∣ (νabs(y) + δ˜) = δ˜
SAC22 σp
abs
(x) ∣ σp
abs
(y) = σp
abs
(x ∣ y)
CID23 δ˙ ∣ x = δ˙
CID24 x ∣ δ˙ = δ˙
CE25SA Θ(a˜) = a˜
CE26SAID Θ(δ˙) = δ˙
CE27 Θ(x + y) = Θ(x)◁ y +Θ(y)◁ x
CE28 Θ(x ⋅ y) = Θ(x) ⋅Θ(y)
CE29 Θ(x ∥ y) = ((Θ(x)◁ y) ∥ y) + ((Θ(y)◁ x) ∥ x)
CE30 Θ(x ∣ y) = ((Θ(x)◁ y) ∣ y) + ((Θ(y)◁ x) ∣ x)
U31SAID (♯(a˜, b˜)) a˜◁ b˜ = τ˜
U32SAID (♯(a˜, b˜), b˜ ≤ c˜) a˜◁ c˜ = a˜
U33SAID (♯(a˜, b˜), b˜ ≤ c˜) c˜◁ a˜ = τ˜
U34SAID a˜◁ δ˜ = a˜
U35SAID δ˜◁ a˜ = δ˜
U36 (x + y)◁ z = (x◁ z) + (y◁ z)
U37 (x ⋅ y)◁ z = (x◁ z) ⋅ (y◁ z)
U38 (x ∥ y)◁ z = (x◁ z) ∥ (y◁ z)
U39 (x ∣ y)◁ z = (x◁ z) ∣ (y◁ z)
U40 x◁ (y + z) = (x◁ y)◁ z
U41 x◁ (y ⋅ z) = (x◁ y)◁ z
U42 x◁ (y ∥ z) = (x◁ y)◁ z
U43 x◁ (y ∣ z) = (x◁ y)◁ z
D1SAID a˜ ∉H ∂H(a˜) = a˜
D2SAID a˜ ∈H ∂H(a˜) = δ˜
D3SAID ∂H(δ˙) = δ˙
4 ∂H(x + y) = ∂H(x) + ∂H(y)
D5 ∂H(x ⋅ y) = ∂H(x) ⋅ ∂H(y)
D6 ∂H(x ∥ y) = ∂H(x) ∥ ∂H(y)
SAD7 ∂H(σpabs(x)) = σpabs(∂H(x))
SAU0 νabs(δ˙) = δ˙
SAU1 νabs(a˜) = a˜
SAU2 νabs(σrabs(x)) = δ˜
SAU3 νabs(x + y) = νabs(x) + νabs(y)
SAU4 νabs(x ⋅ y) = νabs(x) ⋅ y
SAU5 νabs(x ∥ y) = νabs(x) ∥ νabs(y)
Table 40. Axioms of APTCsat(a, b, c ∈ Aδ, p ≥ 0, r > 0)
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⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩ bÐ→ ⟨√, p⟩
⟨x ∥ y, p⟩ {a,b}ÐÐÐ→ ⟨√, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ ⟨y, p⟩ bÐ→ ⟨√, p⟩
⟨x ∥ y, p⟩ {a,b}ÐÐÐ→ ⟨x′, p⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩ bÐ→ ⟨y′, p⟩
⟨x ∥ y, p⟩ {a,b}ÐÐÐ→ ⟨y′, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ ⟨y, p⟩ bÐ→ ⟨y′, p⟩
⟨x ∥ y, p⟩ {a,b}ÐÐÐ→ ⟨x′ ≬ y′, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩ ⟨y, p⟩ ↦r ⟨y, p + r⟩
⟨x ∥ y, p⟩↦r ⟨x ∥ y, p + r⟩
⟨x, p⟩ ↑
⟨x ∥ y, p⟩ ↑
⟨y, p⟩ ↑
⟨x ∥ y, p⟩ ↑
⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩ bÐ→ ⟨√, p⟩
⟨x ∣ y, p⟩ γ(a,b)ÐÐÐÐ→ ⟨√, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ ⟨y, p⟩ bÐ→ ⟨√, p⟩
⟨x ∣ y, p⟩ γ(a,b)ÐÐÐÐ→ ⟨x′, p⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩ bÐ→ ⟨y′, p⟩
⟨x ∣ y, p⟩ γ(a,b)ÐÐÐÐ→ ⟨y′, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ ⟨y, p⟩ bÐ→ ⟨y′, p⟩
⟨x ∣ y, p⟩ γ(a,b)ÐÐÐÐ→ ⟨x′ ≬ y′, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩ ⟨y, p⟩↦r ⟨y, p + r⟩
⟨x ∣ y, p⟩↦r ⟨x ∣ y, p + r⟩
⟨x, p⟩ ↑
⟨x ∣ y, p⟩ ↑
⟨y, p⟩ ↑
⟨x ∣ y, p⟩ ↑
⟨x, p⟩ aÐ→ ⟨√, p⟩ (♯(a, b))
⟨Θ(x), p⟩ aÐ→ ⟨√, p⟩
⟨x, p⟩ bÐ→ ⟨√, p⟩ (♯(a, b))
⟨Θ(x), p⟩ bÐ→ ⟨√, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ (♯(a, b))
⟨Θ(x), p⟩ aÐ→ ⟨Θ(x′), p⟩
⟨x, p⟩ bÐ→ ⟨x′, p⟩ (♯(a, b))
⟨Θ(x), p⟩ bÐ→ ⟨Θ(x′), p⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨Θ(x), p⟩↦r ⟨Θ(x), p + r⟩
⟨x, p⟩ ↑
⟨Θ(x), p⟩ ↑
⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩↛b (♯(a, b))
⟨x◁ y, p⟩ τÐ→ ⟨√, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩ ⟨y, p⟩↛b (♯(a, b))
⟨x◁ y, p⟩ τÐ→ ⟨x′, p⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩ ⟨y, p⟩↛c (♯(a, b), b ≤ c)
⟨x◁ y, p⟩ aÐ→ ⟨√, p⟩
x
a
Ð→ x′ y ↛c (♯(a, b), b ≤ c)
x◁ y
a
Ð→ x′
⟨x, p⟩ cÐ→ ⟨√, p⟩ ⟨y, p⟩↛b (♯(a, b), a ≤ c)
⟨x◁ y, p⟩ τÐ→ ⟨√, p⟩
⟨x, p⟩ cÐ→ ⟨x′, p⟩ ⟨y, p⟩↛b (♯(a, b), a ≤ c)
⟨x◁ y, p⟩ τÐ→ ⟨x′, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩ ⟨y, p⟩↦r ⟨y, p + r⟩
⟨x◁ y, p⟩↦r ⟨x◁ y, p + r⟩
⟨x, p⟩ ↑
⟨x◁ y, p⟩ ↑
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨∂H(x), p⟩ aÐ→ ⟨√, p⟩
(e ∉H) ⟨x, p⟩
a
Ð→ ⟨x′, p⟩
⟨∂H(x), p⟩ aÐ→ ⟨∂H(x′), p⟩
(e ∉H)
⟨x, p⟩↦r ⟨x, p + r⟩
⟨∂H(x), p⟩↦r ⟨∂H(x′), p + r⟩ (e ∉H)
⟨x, p⟩ ↑
⟨∂H(x), p⟩ ↑
⟨x,0⟩ aÐ→ ⟨x′,0⟩
⟨νabs(x),0⟩ aÐ→ ⟨x′,0⟩
⟨x,0⟩ aÐ→ ⟨√,0⟩
⟨νabs(x),0⟩ ⟨Ð→√,0⟩
⟨x,0⟩ ↑
⟨νabs(x),0⟩ ↑ ⟨νabs(x), r⟩ ↑
Table 41. Transition rules of APTCsat(a, b, c ∈ a, p ≥ 0, r > 0)
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6.4.5. Congruence
Theorem 6.28 (Congruence of APTCsat). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp are
all congruences with respect to APTCsat. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
sat;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
sat;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
sat.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
sat terms, it is only sufficient
to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
p
abs
, υp
abs
, υp
abs
, and νabs. It is trivial and
we omit it.
6.4.6. Soundness
Theorem 6.29 (Soundness of APTCsat). The axiomatization of APTCsat is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCsat terms. If APTCsat ⊢ x = y, then x ∼s y;
2. let x and y be APTCsat terms. If APTCsat ⊢ x = y, then x ∼p y;
3. let x and y be APTCsat terms. If APTCsat ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 40 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. We only check the soundness of the non-trivial axiom SAP11 modulo ∼s. Let p, q be APTC
dat processes,
and σs
abs
(p) ∥ σs
abs
(q) = σs
abs
(p ∥ q), it is sufficient to prove that σs
abs
(p) ∥ σs
abs
(q) ∼s σsabs(p ∥ q). By the
transition rules of operator σs
abs
and ∥ in Table 41, we get
⟨p,0⟩ ↑̸
⟨σs
abs
(p) ∥ σs
abs
(q), s′⟩↦s ⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩
⟨p,0⟩ ↑̸
⟨σs
abs
(p ∥ q), s′⟩↦s ⟨σs
abs
(p ∥ q), s′ + s⟩
There are several cases:
⟨p, s′⟩ aÐ→ ⟨√, s′⟩ ⟨q, s′⟩ bÐ→ ⟨√, s′⟩
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨√, s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨√, s′⟩ ⟨q, s′⟩ bÐ→ ⟨√, s′⟩
⟨σs
abs
(p ∥ q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨√, s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩ ⟨q, s′⟩ bÐ→ ⟨√, s′⟩
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(p′), s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩ ⟨q, s′⟩ bÐ→ ⟨√, s′⟩
⟨σs
abs
(p ∥ q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(p′), s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨√, s′⟩ ⟨q, s′⟩ bÐ→ ⟨q′, s′⟩
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(q′), s′ + s⟩
Draft of Truly Concurrent Process Algebra with Timing 67
⟨p, s′⟩ aÐ→ ⟨√, s′⟩ ⟨q, s′⟩ bÐ→ ⟨q′, s′⟩
⟨σs
abs
(p ∥ q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(q′), s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩ ⟨q, s′⟩ bÐ→ ⟨q′, s′⟩
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(p′)≬ σs
abs
(q′), s′ + s⟩
⟨p, s′⟩ aÐ→ ⟨p′, s′⟩ ⟨q, s′⟩ bÐ→ ⟨q′, s′⟩
⟨σs
abs
(p ∥ q), s′ + s⟩ {a,b}ÐÐÐ→ ⟨σs
abs
(p′ ≬ q′), s′ + s⟩
⟨p, s′⟩ ↑
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ ↑
⟨p, s′⟩ ↑
⟨σs
abs
(p ∥ q), s′ + s⟩ ↑
⟨q, s′⟩ ↑
⟨σs
abs
(p) ∥ σs
abs
(q), s′ + s⟩ ↑
⟨q, s′⟩ ↑
⟨σs
abs
(p ∥ q), s′ + s⟩ ↑
So, we see that each case leads to σs
abs
(p) ∥ σs
abs
(q) ∼s σsabs(p ∥ q), as desired.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 40 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 40 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
6.4.7. Completeness
Theorem 6.30 (Completeness of APTCsat). The axiomatization of APTCsat is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCsat terms, if p ∼s q then p = q;
2. let p and q be closed APTCsat terms, if p ∼p q then p = q;
3. let p and q be closed APTCsat terms, if p ∼hp q then p = q.
68 Yong Wang
No. Axiom
INT13 ∫v∈V (F (v) ∥ x) = (∫v∈V F (v)) ∥ x
INT14 ∫v∈V (x ∥ F (v)) = x ∥ (∫v∈V F (v))
INT15 ∫v∈V (F (v) ∣ x) = (∫v∈V F (v)) ∣ x
INT16 ∫v∈V (x ∣ F (v)) = x ∣ (∫v∈V F (v))
INT17 ∫v∈V ∂H(F (v)) = ∂H(∫v∈V F (v))
INT18 ∫v∈V Θ(F (v)) = Θ(∫v∈V F (v))
INT19 ∫v∈V (F (v)◁ x) = (∫v∈V F (v))◁ x
SAU5 νabs(∫v∈V F (v)) = ∫v∈V νabs(F (v))
Table 42. Axioms of APTCsatI
Proof. 1. Firstly, by the elimination theorem of APTCsat, we know that for each closed APTCsat term p,
there exists a closed basic APTCsat term p′, such that APTCsat ⊢ p = p′, so, we only need to consider
closed basic APTCsat terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 36) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 40), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCsat terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
6.5. APTCsat with Integration
In this subsection, we will introduce the theory APTCsat with integration called APTCsatI.
6.5.1. The Theory APTCsatI
Definition 6.31 (Signature of APTCsatI). The signature of APTCsatI consists of the signature of APTCsat
and the integration operator ∫ ∶ P(R≥) ×R≥.Pabs → Pabs.
The set of axioms of APTCsatI consists of the laws given in Table 42.
The operational semantics of APTCsatI are defined by the transition rules in Table 39.
6.5.2. Elimination
Definition 6.32 (Basic terms of APTCsatI). The set of basic terms of APTCsatI, B(APTCsat), is inductively
defined as follows by two auxiliary sets B0(APTCsatI) and B1(APTCsatI):
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1. if a ∈ Aδ, then a˜ ∈ B1(APTCsatI);
2. if a ∈ A and t ∈ B(APTCsatI), then a˜ ⋅ t ∈ B1(APTCsatI);
3. if t, t′ ∈ B1(APTCsatI), then t + t′ ∈ B1(APTCsatI);
4. if t, t′ ∈ B1(APTCsatI), then t ∥ t′ ∈ B1(APTCsatI);
5. if t ∈ B1(APTCsatI), then t ∈ B0(APTCsatI);
6. if p > 0 and t ∈ B0(APTCsatI), then σpabs(t) ∈ B0(APTCsatI);
7. if p > 0, t ∈ B1(APTCsatI) and t′ ∈ B0(APTCsatI), then t + σpabs(t′) ∈ B0(APTCsatI);
8. if t ∈ B0(APTCsatI), then νabs(t) ∈ B0(APTCsatI);
9. if t ∈ B0(APTCsatI), then ∫v∈V (t) ∈ B0(APTCsatI);
10. δ˙ ∈ B(APTCsatI);
11. if t ∈ B0(APTCsatI), then t ∈ B(APTCsatI).
Theorem 6.33 (Elimination theorem). Let p be a closed APTCsatI term. Then there is a basic APTCsatI
term q such that APTCsat ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCsatI term p. It can be proven that p
combined by the constants and operators of APTCsatI exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ and ◁ can be eliminated.
6.5.3. Connections
Theorem 6.34 (Generalization of APTCsatI). 1. By the definitions of a = ∫v∈[0,∞) σvabs(a˜) for each a ∈ A
and δ = ∫v∈[0,∞) σvabs(δ˜), APTCsatI is a generalization of APTC.
2. APTCsatI is a generalization of APTCsat.
Proof. 1. It follows from the following two facts.
(a) The transition rules of APTC in section 2.1 are all source-dependent;
(b) The sources of the transition rules of APTCsatI contain an occurrence of δ˙, a˜, σp
abs
, υp
abs
, υp
abs
, νabs,
and ∫ .
So, APTC is an embedding of APTCsatI, as desired.
2. It follows from the following two facts.
(a) The transition rules of APTCsat are all source-dependent;
(b) The sources of the transition rules of APTCsatI contain an occurrence of ∫ .
So, APTCsat is an embedding of APTCsatI, as desired.
6.5.4. Congruence
Theorem 6.35 (Congruence of APTCsatI). Truly concurrent bisimulation equivalences are all congruences
with respect to APTCsatI. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
satI;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
satI;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
satI;
Proof. It is easy to see that ∼p, ∼s, ∼hp and ∼hhp are all equivalent relations on APTC
satI terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators ∫ . It is trivial and we omit it.
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6.5.5. Soundness
Theorem 6.36 (Soundness of APTCsatI). The axiomatization of APTCsatI is sound modulo truly concurrent
bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let x and y be APTCsatI terms. If APTCsatI ⊢ x = y, then x ∼s y;
2. let x and y be APTCsatI terms. If APTCsatI ⊢ x = y, then x ∼p y;
3. let x and y be APTCsatI terms. If APTCsatI ⊢ x = y, then x ∼hp y;
Proof. Since ∼p, ∼s, ∼hp and ∼hhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 42 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. We can check the soundness of each axiom in Table 42, by the transition rules in Table 32, it is trivial
and we omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 42 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 42 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
4. We just need to add downward-closed condition to the soundness modulo hp-bisimulation equivalence,
we omit them.
6.5.6. Completeness
Theorem 6.37 (Completeness of APTCsatI). The axiomatization of APTCsatI is complete modulo truly
concurrent bisimulation equivalences ∼p, ∼s, ∼hp and ∼hhp. That is,
1. let p and q be closed APTCsatI terms, if p ∼s q then p = q;
2. let p and q be closed APTCsatI terms, if p ∼p q then p = q;
3. let p and q be closed APTCsatI terms, if p ∼hp q then p = q;
Proof. 1. Firstly, by the elimination theorem of APTCsatI, we know that for each closed APTCsatI term p,
there exists a closed basic APTCsatI term p′, such that APTCsatI ⊢ p = p′, so, we only need to consider
closed basic APTCsatI terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 36) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
in Table 40), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
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t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCsatI terms, and s ∼s t, there are normal forms n and n
′, such that s = n
and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′, so
n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
6.6. Standard Initial Abstraction
In this subsection, we will introduce APTCsat with standard initial abstraction called APTCsat
√
.
6.6.1. Basic Definition
Definition 6.38 (Standard initial abstraction). Standard initial abstraction
√
s is an abstraction mechanism
to form functions from non-negative real numbers to processes with absolute timing, that map each number
r to a process initialized at time r.
6.6.2. The Theory APTCsatI
√
Definition 6.39 (Signature of APTCsatI
√
). The signature of APTCsatI
√
consists of the signature of
APTCsatI, and the standard initial abstraction operator
√
s ∶ R
≥.P∗
abs
→ P∗
abs
. Where P∗
abs
is the sorts with
standard initial abstraction.
The set of axioms of APTCsatI
√
consists of the laws given in Table 43. Where v,w,⋯ are variables of
sort R≥, F,G,⋯ are variables of sort R≥.P∗
abs
, K,L,⋯ are variables of sort R≥,R≥.P∗
abs
, and we write
√
sv.t
for
√
s(v.t).
It sufficient to extend bisimulations CI/ ∼ of APTCsat to
(CI/ ∼)∗ = {f ∶ R≥ → CI/ ∼ ∣∀v ∈ R≥.f(v) = υvabs(f(v))}
and define the constants and operators of APTCsat
√
on (CI/ ∼)∗ as in Table 44.
6.6.3. Connections
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No. Axiom
SIA1
√
sv.F (v) =
√
sw.F (w)
SIA2 υp
abs
(√sv.F (v)) = υpabs(F (p))
SIA3
√
sv.(
√
sw.K(v,w)) =
√
sv.K(v, v)
SIA4 x = √sv.x
SIA5 (∀v ∈ R≥.υv
abs
(x) = υv
abs
(y))⇒ x = y
SIA6 σp
abs
(a˜) ⋅ x = σp
abs
(a˜) ⋅ υp
abs
(x)
SIA7 σp
abs
(√sv.F (v)) = σpabs(F (0))
SIA8 (√sv.F (v)) + x =
√
sv.(F (v) + υvabs(x))
SIA9 (√sv.F (v)) ⋅ x =
√
sv.(F (v) ⋅ x)
SIA10 υp
abs
(√sv.F (v)) =
√
sv.υ
p
abs
(F (v))
SIA11 (√sv.F (v)) ∥ x =
√
sv.(F (v) ∥ υvabs(x))
SIA12 x ∥ (√sv.F (v)) =
√
sv.(υvabs(x) ∥ F (v))
SIA13 (√sv.F (v)) ∣ x =
√
sv.(F (v) ∣ υvabs(x))
SIA14 x ∣ (√sv.F (v)) =
√
sv.(υvabs(x) ∣ F (v))
SIA15 Θ(√sv.F (v)) =
√
sv.Θ(F (v))
SIA16 (√sv.F (v))◁ x =
√
sv.(F (v)◁ x)
SIA17 ∂H(√sv.F (v)) =
√
sv.∂H(F (v))
SIA18 νabs(√sv.F (v)) =
√
sv.νabs(F (v))
SIA19 ∫v∈V (
√
sw.F (w)) =
√
sw.(∫v∈V K(v,w))(v ≠ w)
Table 43. Axioms of APTCsatI
√(p ≥ 0)
δ˙ = λw.δ˙ υv
abs
(f) = f(v)
a˜ = λw.υw
abs
(a˜)(a ∈ Aδ) f ≬ g = λw.(f(w)≬ g(w))
σv
abs
(f) = λw.υwabs(σvabs(f(0))) f ∥ g = λw.(f(w) ∥ g(w))
f + g = λw.(f(w)+ g(w)) f ∣ g = λw.(f(w) ∣ g(w))
f ⋅ g = λw.(f(w) ∗ g) ∂H(f) = λw.∂H(f(w))
Θ(f) = λw.Θ(f(w)) f ◁ g = λw.(f(w)◁ g(w))
υv
abs
(f) = λw.υw
abs
(υv
abs
f(w))) √s(ϕ) = λw.υwabs(ϕ(w))
νabs(f) = λw.υwabs(νabs(f(w))) ∫ (V,ϕ) = λw. ∫ (V,λw′.ϕ(w′)(w))
Table 44. Definitions of APTCsatI on (CI/ ∼)∗
Theorem 6.40 (Generalization of APTCsatI
√
). 1. By the definitions of constants and operators of ACTCsrtI
in APTCsatI
√
in Table 45, APTCsatI
√
is a generalization of APTCsrtI.
2. APTCsatI
√
is a generalization of BATCsatI.
3. By the definitions of constants and operators of ACTCdat
√
in APTCsatI
√
in Table 46, a discretiza-
tion operator D ∶ P∗
abs
→ P∗
abs
in Table 47, Table 48 and Table 49, APTCsatI
√
is a generalization of
APTCdat
√
.
Proof. 1. It follows from the following two facts. By the definitions of constants and operators of ACTCsrtI
in APTCsatI
√
in Table 45,
(a) the transition rules of ACTCsrtI are all source-dependent;
(b) the sources of the transition rules of APTCsatI
√
contain an occurrence of
√
s, ∫ and νabs.
So, ACTCsrtI is an embedding of APTCsatI
√
, as desired.
2. It follows from the following two facts.
(a) The transition rules of APTCsatI are all source-dependent;
˜˜a = √sw.σwabs(a˜)(a ∈ A)
˜˜
δ = √sw.σwabs(δ˜)
σv
abs
(x) = √sw.υv+wabs (x)
υv
abs
(x) = √sw.υv+wabs (υwabs(x))
υv
abs
(x) = √sw.υv+wabs (υwabs(x))
νabs(x) = √sw.σwabs(νabs(x))
Table 45. Definitions of constants and operators of ACTCsrtI in APTCsatI
√
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a˜ = ∫v∈[0,1) σvabs(a˜)(a ∈ A)
δ˜ = ∫v∈[0,1) σvabs(δ˜)
σi
abs
(x) = σi
abs
(x)
υi
abs
(x) = υi
abs
(x)
υi
abs
(x) = υi
abs
(x)√
d.F (i) =
√
sv.F (⌞v⌟)
Table 46. Definitions of constants and operators of ACTCdat
√
in APTCsatI
√
D(δ˙) = δ˙
D(a˜) = a˜
D(σp
abs
(x)) = σ⌞p⌟
abs
(D(x))
D(x + y) = D(x) +D(y)
µ(x ⋅ y) = µ(x) ⋅ µ(y)
D(x ∥ y) = D(x) ∥ D(y)
D(∫v∈V F (v)) = ∫v∈V D(F (v))
D(√sv.F (v)) =
√
sv.D(F (v))
Table 47. Axioms for discretization (a ∈ Aδ, p ≥ 0)
(b) The sources of the transition rules of APTCsatI
√
contain an occurrence of
√
s.
So, APTCsatI is an embedding of APTCsatI
√
, as desired.
3. It follows from the following two facts. By the definitions of constants and operators of ACTCdat
√
in
APTCsatI
√
in Table 46, a discretization operator D ∶ P∗
abs
→ P∗
abs
in Table 47, Table 48 and Table 49,
(a) The transition rules of APTCdat
√
are all source-dependent;
(b) The sources of the transition rules of APTCsatI
√
contain an occurrence of
√
s, ∫ and νabs.
So, APTCsatI is an embedding of APTCsatI
√
, as desired.
6.6.4. Congruence
Theorem 6.41 (Congruence of APTCsatI
√
). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp
are all congruences with respect to APTCsatI
√
. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
satI
√
;
● step bisimulation equivalence ∼s is a congruence with respect to APTC
satI
√
;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
satI
√
.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
satI
√
terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
p
abs
, υp
abs
and υp
abs
. It is trivial and
we omit it.
6.6.5. Soundness
Theorem 6.42 (Soundness of APTCsatI
√
). The axiomatization of APTCsatI
√
is sound modulo truly con-
current bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨D(x), q⟩ aÐ→ ⟨D(x′), q⟩
(q ∈ [⌞p⌟, ⌞p⌟ + 1)) ⟨x, p⟩
a
Ð→ ⟨√, p⟩
⟨D(x), q⟩ aÐ→ ⟨√, q⟩
(q ∈ [⌞p⌟, ⌞p⌟ + 1))
⟨x, p⟩↦r ⟨x, p + r⟩
⟨D(x), p⟩↦r′ ⟨D(x), p + r′⟩ (p + r
′ ∈ [p + r, ⌞p + r⌟ + 1)) ⟨x, p⟩ ↑⟨D(x), p⟩ ↑
⟨x, p⟩ ↑̸
⟨D(x), p⟩↦r ⟨D(x), p + r⟩ (p + r ∈ [p, ⌞p⌟ + 1))
Table 48. Transition rules of discretization a ∈ A,p, q ≥ 0, r, r′ > 0
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D(f) = λk.D(f(k))
Table 49. Definitions of of discretization on (CI/ ∼)∗
1. let x and y be APTCsatI
√
terms. If APTCsatI
√ ⊢ x = y, then x ∼s y;
2. let x and y be APTCsatI
√
terms. If APTCsatI
√ ⊢ x = y, then x ∼p y;
3. let x and y be APTCsatI
√
terms. If APTCsatI
√ ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 43 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 43 can be checked that it is sound modulo step bisimulation equivalence, by λ-
definitions in Table 44. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 43 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 43 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
6.7. Time-Dependent Conditions
In this subsection, we will introduce APTCsatI
√
with time-dependent conditions called APTCsatI
√
C.
6.7.1. Basic Definition
Definition 6.43 (Time-dependent conditions). The basic kinds of time-dependent conditions are at-time-
point and at-time-point-greater-than. At-time-point p (p ∈ R≥) is the condition that holds only at point of p
and at-time-point-greater-than p (p ∈ R≥) is the condition that holds in all point of time greater than p. t is
as the truth and f is as falsity.
6.7.2. The Theory APTCsatI
√
C
Definition 6.44 (Signature of APTCsatI
√
C). The signature of APTCsatI
√
C consists of the signature of
APTCsatI
√
, and the at-time-point operator pt ∶ R≥ → B∗, the at-time-point-greater-than operator pt> ∶ R≥ →
B
∗, the logical constants and operators t ∶→ B∗, f ∶→ B∗, ¬ ∶ B∗ → B∗, ∨ ∶ B∗ ×B∗ → B∗, ∧ ∶ B∗ ×B∗ → B∗, the
absolute initialization operator υabs ∶ R
≥×B∗ → B∗, the standard initial abstraction operator √s ∶ R≥.B∗ → B∗,
and the conditional operator ∶∶→∶ B∗ ×P∗
abs
→ P∗
abs
. Where B∗ is the sort of time-dependent conditions.
The set of axioms of APTCsatI
√
C consists of the laws given in Table 50, Table 51 and Table 52. Where
b is a condition.
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No. Axiom
BOOL1 ¬t = f
BOOL2 ¬f = t
BOOL3 ¬¬b = b
BOOL4 t ∨ b = t
BOOL5 f ∨ b = b
BOOL6 b ∨ b′ = b′ ∨ b
BOOL7 b ∧ b′ = ¬(¬b ∨ ¬b′)
Table 50. Axioms of logical operators
No. Axiom
CSAI1 υp
abs
(t) = t
CSAI2 υp
abs
(f) = f
CSAI3 υp
abs
(pt(p)) = t
CSAI4 υp+r
abs
(pt(p)) = f
CSAI5 υp
abs
(pt(p + r)) = f
CSAI6 υp+r
abs
(pt>(p)) = t
CSAI7 υp
abs
(pt>(p + q)) = f
CSAI8 υp
abs
(¬b) = ¬υp
abs
(b)
CSAI9 υp
abs
(b ∧ b′) = υp
abs
(b) ∧ υp
abs
(b′)
CSAI10 υp
abs
(b ∨ b′) = υp
abs
(b) ∨ υp
abs
(b′)
CSIA1
√
sv.C(v) =
√
sw.C(w)
CSIA2 υp
abs
(√sv.C(v)) = υpabs(C(p))
CSIA3
√
sv.(
√
sw.E(v,w)) =
√
sv.E(v, v)
CSIA4 b = √sv.b
CSIA5 (∀v ∈ R≥.υv
asb
(b) = υv
abs
(b′))⇒ b = b′
CSIA6 ¬(√sv.C(v)) =
√
sv.¬C(v)
CSIA7 (√sv.C(v)) ∧ b =
√
sv.(C(v) ∧ υvabs(b))
CSIA8 (√sv.C(v)) ∨ b =
√
sv.(C(v) ∨ υvabs(b))
Table 51. Axioms of conditions(p, q ≥ 0, r > 0)
The operational semantics of APTCsatI
√
C are defined by the transition rules in Table 53 and Table 54.
6.7.3. Elimination
Definition 6.45 (Basic terms of APTCsatI
√
C). The set of basic terms of APTCsatI
√
C, B(APTCsatI√C),
is inductively defined as follows by two auxiliary sets B0(APTCsatI√C) and B1(APTCsatI√C):
1. if a ∈ Aδ, then a˜ ∈ B1(APTCsatI√C);
2. if a ∈ A and t ∈ B(APTCsatI√C), then a˜ ⋅ t ∈ B1(APTCsatI√C);
3. if t, t′ ∈ B1(APTCsatI√C), then t + t′ ∈ B1(APTCsatI√C);
4. if t, t′ ∈ B1(APTCsatI√C), then t ∥ t′ ∈ B1(APTCsatI√C);
5. if t ∈ B1(APTCsatI√C), then t ∈ B0(APTCsatI√C);
6. if p > 0 and t ∈ B0(APTCsatI√C), then σpabs(t) ∈ B0(APTCsatI
√
C);
7. if p > 0, t ∈ B1(APTCsatI√C) and t′ ∈ B0(APTCsatI√C), then t + σpabs(t′) ∈ B0(APTCsatI
√
C);
8. if t ∈ B0(APTCsatI√C), then νabs(t) ∈ B0(APTCsatI√C);
9. if t ∈ B0(APTCsatI√C), then ∫v∈V (t) ∈ B0(APTCsatI
√
C);
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No. Axiom
SGC1 t ∶∶→ x = x
SGC2ID f ∶∶→ x = δ˙
SASGC1 υp
abs
(b ∶∶→ x) = υp
abs
(b) ∶∶→ υp
abs
(x) + σp
abs
(δ˙)
SASGC2 x = ∑k∈[0,p](pt(k + 1) ∶∶→ υkabs(x)) + pt>(p + 1) ∶∶→ x
SGC3ID b ∶∶→ δ˙ = δ˙
SASGC3 b ∶∶→ σp
abs
(x) + σp
abs
(δ˙) = √sv.σpabs(υvabs(b) ∶∶→ x)
SGC4 b ∶∶→ (x + y) = b ∶∶→ x + b ∶∶→ y
SGC5 b ∶∶→ x ⋅ y = (b ∶∶→ x) ⋅ y
SGC6 (b ∨ b′) ∶∶→ x = b ∶∶→ x + b′ ∶∶→ x
SGC7 b ∶∶→ (b′ ∶∶→ x) = (b ∧ b′) ∶∶→ x
SASGC4 b ∶∶→ υp
abs
(x) = υp
abs
(b ∶∶→ x)
SASGC5 b ∶∶→ (x ∥ y) = (b ∶∶→ x) ∥ (b ∶∶→ y)
SASGC6 b ∶∶→ (x ∣ y) = (b ∶∶→ x) ∣ (b ∶∶→ y)
SASGC7 b ∶∶→Θ(x) = Θ(b ∶∶→ x)
SASGC8 b ∶∶→ (x◁ y) = (b ∶∶→ x)◁ (b ∶∶→ y)
SASGC9 b ∶∶→ ∂H(x) = ∂H(b ∶∶→ x)
SASGC10 b ∶∶→ (√sv.F (v)) =
√
sv.(υvabs(b) ∶∶→ F (v))
SASGC11 (√sv.C(v)) ∶∶→ x =
√
sv.(C(v) ∶∶→ υvabs(x))
SASGC12 b ∶∶→ (∫v∈V F (v)) = ∫v∈V (b ∶∶→ F (v))
SASGC13 b ∶∶→ νabs(x) = νabs(b ∶∶→ x)
Table 52. Axioms of conditionals (p ≥ 0)
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨t ∶∶→ x, p⟩ aÐ→ ⟨x′, p⟩
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨t ∶∶→ x, p⟩ aÐ→ ⟨√, p⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨t ∶∶→ x, p⟩↦r ⟨t ∶∶→ x, p + r⟩
⟨x, p⟩ ↑
⟨t ∶∶→ x, p⟩ ↑ ⟨f ∶∶→ x, p⟩ ↑
Table 53. Transition rules of APTCsatI
√
C
10. if s > 0 and t ∈ B0(APTCsatI√C), then √ss.t(s) ∈ B0(APTCsatI
√
C);
11. δ˙ ∈ B(APTCsatI√C);
12. if t ∈ B0(APTCsatI√C), then t ∈ B(APTCsatI√C).
Theorem 6.46 (Elimination theorem). Let p be a closed APTCsatI
√
C term. Then there is a basic APTCsatI
√
C
term q such that APTCsatI
√
C ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCsatI
√
C term p. It can be proven that
p combined by the constants and operators of APTCsatI
√
C exists an equal basic term q, and the other
operators not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ, ◁, and the constants and operators
related to conditions can be eliminated.
6.7.4. Congruence
Theorem 6.47 (Congruence of APTCsatI
√
C). Truly concurrent bisimulation equivalences ∼p, ∼s and ∼hp
are all congruences with respect to APTCsatI
√
C. That is,
● pomset bisimulation equivalence ∼p is a congruence with respect to APTC
satI
√
C;
c ∶∶→ f = λw.(c(w) ∶∶→ f(w)) ¬c = λw.¬(c(w))
t = λw.t c ∧ d = λw.(c(w)∧ d(w))
f = λw.f c ∨ d = λw.(c(w)∨ d(w))
pt(v) = λw.(if w + 1 = v then t else f) υv
abs
(c) = c(v)
pt>(v) = λw.(if w + 1 > v then t else f) √∗s(γ) = λw.υwabs(γ(w))
Table 54. Definitions of conditional operator on (CI/ ∼)∗
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● step bisimulation equivalence ∼s is a congruence with respect to APTC
satI
√
C;
● hp-bisimulation equivalence ∼hp is a congruence with respect to APTC
satI
√
C.
Proof. It is easy to see that ∼p, ∼s, and ∼hp are all equivalent relations on APTC
satI
√
C terms, it is only
sufficient to prove that ∼p, ∼s, and ∼hp are all preserved by the operators σ
p
abs
, υp
abs
and υp
abs
. It is trivial and
we omit it.
6.7.5. Soundness
Theorem 6.48 (Soundness of APTCsatI
√
C). The axiomatization of APTCsatI
√
C is sound modulo truly
concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let x and y be APTCsatI
√
C terms. If APTCsatI
√
C ⊢ x = y, then x ∼s y;
2. let x and y be APTCsatI
√
C terms. If APTCsatI
√
C ⊢ x = y, then x ∼p y;
3. let x and y be APTCsatI
√
C terms. If APTCsatI
√
C ⊢ x = y, then x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 51 and Table 52 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 51, Table 52 and Table 26 can be checked that it is sound modulo step bisimulation
equivalence, by transition rules of conditionals in Table 53. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 51 and Table 52 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 51 and Table 52 is sound modulo hp-bisimulation equivalence, we just need additionally
to check the above conditions on hp-bisimulation, we omit them.
6.7.6. Completeness
Theorem 6.49 (Completeness of APTCsatI
√
C). The axiomatization of APTCsatI
√
C is complete modulo
truly concurrent bisimulation equivalences ∼p, ∼s, and ∼hp. That is,
1. let p and q be closed APTCsatI
√
C terms, if p ∼s q then p = q;
2. let p and q be closed APTCsatI
√
C terms, if p ∼p q then p = q;
3. let p and q be closed APTCsatI
√
C terms, if p ∼hp q then p = q.
Proof. 1. Firstly, by the elimination theorem of APTCsatI
√
C, we know that for each closed APTCsatI
√
C
term p, there exists a closed basic APTCsatI
√
C term p′, such that APTCsatI
√
C ⊢ p = p′, so, we only
need to consider closed basic APTCsatI
√
C terms.
The basic terms modulo associativity and commutativity (AC) of conflict + (defined by axioms A1 and
A2 in Table 36) and associativity and commutativity (AC) of parallel ∥ (defined by axioms P2 and P3
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in Table 40), and these equivalences is denoted by =AC . Then, each equivalence class s modulo AC of +
and ∥ has the following normal form
s1 +⋯ + sk
with each si either an atomic event or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic event or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic event, and each si is called the summand of s.
Now, we prove that for normal forms n and n′, if n ∼s n
′ then n =AC n
′. It is sufficient to induct on the
sizes of n and n′. We can get n =AC n
′.
Finally, let s and t be basic APTCsatI
√
C terms, and s ∼s t, there are normal forms n and n
′, such that
s = n and t = n′. The soundness theorem modulo step bisimulation equivalence yields s ∼s n and t ∼s n
′,
so n ∼s s ∼s t ∼s n
′. Since if n ∼s n
′ then n =AC n
′, s = n =AC n
′ = t, as desired.
2. This case can be proven similarly, just by replacement of ∼s by ∼p.
3. This case can be proven similarly, just by replacement of ∼s by ∼hp.
7. Recursion
In this section, we will introduce recursion for APTC with timing, including recursion for APTCdrt, APTCdat,
APTCsrtI and APTCsatI.
7.1. Discrete Relative Timing
As recursion for APTC in section 2.1, we also need the concept of guardedness in recursion for APTC with
timing. With the capabilities related timing, guardedness means that X is always preceded by an action or
delayed for at least one time slice.
Definition 7.1 (Guarded recursive specification of APTCdrt+Rec). Let t be a term of APTCdrt containing
a variable X, an occurrence of X in t is guarded if t has a subterm of the form (a1 ∥ ⋯ ∥ ak) ⋅ t′(a1,⋯, ak ∈
A,k ∈ N) or σn
rel
(t′)(n > 0) and t′ is a APTCdrt term containing this occurrence of X.
A recursive specification over APTCdrt is called guarded if all occurrences of variables in the right-hand
sides of its equations are guarded, or it can be rewritten to such a recursive specification using the axioms of
APTCdrt and the equations of the recursive specification.
Definition 7.2 (Signature of APTCdrt+Rec). The signature of APTCdrt+Rec contains the signature of
APTCdrt extended with a constant ⟨X ∣E⟩ ∶→ Prel for each guarded recursive specification E and X ∈ V (E).
The axioms of APTCdrt+Rec consists of the axioms of APTCdrt, and RDP and RSP in Table 6.
The additional transition rules of APTCdrt+Rec is shown in Table 55.
Theorem 7.3 (Generalization of APTCdrt+Rec). By the definitions of a1 ∥ ⋯ ∥ ak = ⟨X ∣X = a1 ∥ ⋯ ∥
ak + σ
1
rel
(X)⟩ for each a1,⋯, ak ∈ A,k ∈ N and δ = ⟨X ∣X = δ + σ1rel(X)⟩ is a generalization of APTC+Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTC+Rec in section 2.1 are all source-dependent;
2. The sources of the transition rules of APTCdrt+Rec contain an occurrence of δ˙, a, σn
rel
, υn
rel
and υnrel.
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ti(⟨X1 ∣E⟩,⋯, ⟨Xj ∣E⟩)
{a1,⋯,ak}
ÐÐÐÐÐÐ→
√
⟨Xi ∣E⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→
√
ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩)
{a1,⋯,ak}
ÐÐÐÐÐÐ→ y
⟨Xi ∣E⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ y
ti(⟨X1 ∣E⟩,⋯, ⟨Xj ∣E⟩)↦m y
⟨Xi ∣E⟩↦m y
ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩) ↑
⟨Xi ∣E⟩ ↑
Table 55. Transition rules of APTCdrt+Rec (m > 0, n ≥ 0)
So, APTC+Rec is an embedding of APTCdrt+Rec, as desired.
Theorem 7.4 (Soundness of APTCdrt+Rec). Let x and y be APTCdrt+Rec terms. If APTCdrt+Rec ⊢ x = y,
then
1. x ∼s y;
2. x ∼p y;
3. x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 6 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 6 can be checked that it is sound modulo step bisimulation equivalence, by transition
rules in Table 55. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 6 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 6 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
Theorem 7.5 (Completeness of APTCdrt+linear Rec). Let p and q be closed APTCdrt+linear Rec terms,
then,
1. if p ∼s q then p = q;
2. if p ∼p q then p = q;
3. if p ∼hp q then p = q.
Proof. Firstly, we know that each process term in APTCdrt with linear recursion is equal to a process term
⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
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⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), n⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨√, n⟩
⟨⟨Xi ∣E,n⟩⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨√, n⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), n⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨y,n⟩
⟨⟨Xi ∣E⟩, n⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨y,n⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), n⟩↦m ⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), n +m⟩
⟨⟨Xi ∣E⟩, n⟩↦m ⟨⟨Xi ∣E⟩, n +m⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), n⟩ ↑
⟨⟨Xi ∣E⟩, n⟩ ↑
Table 56. Transition rules of APTCdat+Rec (m > 0, n ≥ 0)
1. If ⟨X1∣E1⟩ ∼s ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTC + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ∼p ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼p, we omit it.
3. If ⟨X1∣E1⟩ ∼hp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼hp, we omit it.
7.2. Discrete Absolute Timing
Definition 7.6 (Guarded recursive specification of APTCdat+Rec). Let t be a term of APTCdat containing
a variable X, an occurrence of X in t is guarded if t has a subterm of the form (a1 ∥ ⋯ ∥ ak) ⋅ t′(a1,⋯, ak ∈
A,k ∈ N), σn
abs
(t′) or σn
abs
(s) ⋅ t′(n > 0) and s, t′ is a APTCdat term, with t′ containing this occurrence of X.
A recursive specification over APTCdat is called guarded if all occurrences of variables in the right-hand
sides of its equations are guarded, or it can be rewritten to such a recursive specification using the axioms of
APTCdat and the equations of the recursive specification.
Definition 7.7 (Signature of APTCdat+Rec). The signature of APTCdat+Rec contains the signature of
APTCdat extended with a constant ⟨X ∣E⟩ ∶→ Pabs for each guarded recursive specification E and X ∈ V (E).
The axioms of APTCdat+Rec consists of the axioms of APTCdat, and RDP and RSP in Table 6.
The additional transition rules of APTCdat+Rec is shown in Table 56.
Theorem 7.8 (Generalization of APTCdat+Rec). By the definitions of a1 ∥ ⋯ ∥ ak = ⟨X ∣X = a1 ∥ ⋯ ∥
ak + σ
1
abs
(X)⟩ for each a1,⋯, ak ∈ A,k ∈ N and δ = ⟨X ∣X = δ + σ1abs(X)⟩ is a generalization of APTC+Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTC+Rec in section 2.1 are all source-dependent;
2. The sources of the transition rules of APTCdat+Rec contain an occurrence of δ˙, a, σn
abs
, υn
abs
and υnabs.
So, APTC+Rec is an embedding of APTCdat+Rec, as desired.
Theorem 7.9 (Soundness of APTCdat+Rec). Let x and y be APTCdat+Rec terms. If APTCdat+Rec ⊢ x = y,
then
1. x ∼s y;
2. x ∼p y;
3. x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 6 is sound modulo ∼p, ∼s, and ∼hp respectively.
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1. Each axiom in Table 6 can be checked that it is sound modulo step bisimulation equivalence, by transition
rules in Table 56. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a, b ∶ a⋅b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a succeeded by another single event transition labeled by b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 6 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 6 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
Theorem 7.10 (Completeness of APTCdat+linear Rec). Let p and q be closed APTCdat+linear Rec terms,
then,
1. if p ∼s q then p = q;
2. if p ∼p q then p = q;
3. if p ∼hp q then p = q.
Proof. Firstly, we know that each process term in APTCdat with linear recursion is equal to a process term
⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ∼s ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTC + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ∼p ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼p, we omit it.
3. If ⟨X1∣E1⟩ ∼hp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼hp, we omit it.
7.3. Continuous Relative Timing
As recursion for APTC in section 2.1, we also need the concept of guardedness in recursion for APTC with
timing. With the capabilities related timing, guardedness means that X is always preceded by an action or
delayed for a period of time greater than 0.
Definition 7.11 (Guarded recursive specification of APTCsrtI+Rec). Let t be a term of APTCsrtI containing
a variable X, an occurrence of X in t is guarded if t has a subterm of the form ( ˜˜a1 ∥ ⋯ ∥ ˜˜ak) ⋅ t′(a1,⋯, ak ∈
A,k ∈ N) or σp
rel
(t′)(p > 0) and t′ is a APTCsrtI term containing this occurrence of X.
A recursive specification over APTCsrtI is called guarded if all occurrences of variables in the right-hand
sides of its equations are guarded, or it can be rewritten to such a recursive specification using the axioms of
APTCsrtI and the equations of the recursive specification.
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ti(⟨X1 ∣E⟩,⋯, ⟨Xj ∣E⟩)
{a1,⋯,ak}
ÐÐÐÐÐÐ→
√
⟨Xi ∣E⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→
√
ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩)
{a1,⋯,ak}
ÐÐÐÐÐÐ→ y
⟨Xi ∣E⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ y
ti(⟨X1 ∣E⟩,⋯, ⟨Xj ∣E⟩)↦r y
⟨Xi ∣E⟩↦r y
ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩) ↑
⟨Xi ∣E⟩ ↑
Table 57. Transition rules of APTCsrtI+Rec (r > 0)
Definition 7.12 (Signature of APTCsrtI+Rec). The signature of APTCsrtI+Rec contains the signature of
APTCsrtI extended with a constant ⟨X ∣E⟩ ∶→ Prel for each guarded recursive specification E and X ∈ V (E).
The axioms of APTCsrtI+Rec consists of the axioms of APTCsrtI, and RDP and RSP in Table 6.
The additional transition rules of APTCsrtI+Rec is shown in Table 57.
Theorem 7.13 (Generalization of APTCsrtI+Rec). By the definitions of a1 ∥ ⋯ ∥ ak = ⟨X ∣X = ∫v∈[0,∞) σvrel( ˜˜a1) ∥
⋯ ∥ ∫v∈[0,∞) σvrel( ˜˜ak) + σrrel(X)⟩ for each a1,⋯, ak ∈ A,k ∈ N, r > 0, and δ = ⟨X ∣X = ∫v∈[0,∞) σvrel(˜˜δ) + σrrel(X)⟩
(r > 0) is a generalization of APTC+Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTC+Rec in section 2.1 are all source-dependent;
2. The sources of the transition rules of APTCsrtI+Rec contain an occurrence of δ˙, ˜˜a, σp
rel
, υp
rel
, υp
rel
and ∫ .
So, APTC+Rec is an embedding of APTCsrtI+Rec, as desired.
Theorem 7.14 (Soundness of APTCsrtI+Rec). Let x and y be APTCsrtI+Rec terms. If APTCsrtI+Rec ⊢
x = y, then
1. x ∼s y;
2. x ∼p y;
3. x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 6 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 6 can be checked that it is sound modulo step bisimulation equivalence, by transition
rules in Table 57. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {˜˜a, ˜˜b ∶ ˜˜a⋅˜˜b}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by ˜˜a succeeded by another single event transition labeled by
˜˜
b, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 6 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
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⟨ti(⟨X1 ∣E⟩,⋯, ⟨Xj ∣E⟩), p⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨√, p⟩
⟨⟨Xi ∣E,p⟩⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨√, p⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), p⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨y, p⟩
⟨⟨Xi ∣E⟩, p⟩
{a1,⋯,ak}
ÐÐÐÐÐÐ→ ⟨y, p⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), p⟩↦r ⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), p + r⟩
⟨⟨Xi ∣E⟩, p⟩↦r ⟨⟨Xi ∣E⟩, p + r⟩
⟨ti(⟨X1∣E⟩,⋯, ⟨Xj ∣E⟩), p⟩ ↑
⟨⟨Xi ∣E⟩, p⟩ ↑
Table 58. Transition rules of APTCsatI+Rec (r > 0, p ≥ 0)
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 6 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
Theorem 7.15 (Completeness of APTCsrtI+linear Rec). Let p and q be closed APTCsrtI+linear Rec terms,
then,
1. if p ∼s q then p = q;
2. if p ∼p q then p = q;
3. if p ∼hp q then p = q.
Proof. Firstly, we know that each process term in APTCsrt with linear recursion is equal to a process term
⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ∼s ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTC + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ∼p ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼p, we omit it.
3. If ⟨X1∣E1⟩ ∼hp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼hp, we omit it.
7.4. Continuous Absolute Timing
Definition 7.16 (Guarded recursive specification of APTCsatI+Rec). Let t be a term of APTCsatI contain-
ing a variable X, an occurrence of X in t is guarded if t has a subterm of the form (a˜1 ∥ ⋯ ∥ a˜k) ⋅t′(a1,⋯, ak ∈
A,k ∈ N), σp
abs
(t′) or σp
abs
(s) ⋅ t′(p > 0) and s, t′ is a APTCsatI term, with t′ containing this occurrence of X.
A recursive specification over APTCsatI is called guarded if all occurrences of variables in the right-hand
sides of its equations are guarded, or it can be rewritten to such a recursive specification using the axioms of
APTCsatI and the equations of the recursive specification.
Definition 7.17 (Signature of APTCsatI+Rec). The signature of APTCsatI+Rec contains the signature of
APTCsatI extended with a constant ⟨X ∣E⟩ ∶→ Pabs for each guarded recursive specification E and X ∈ V (E).
The axioms of APTCsatI+Rec consists of the axioms of APTCsatI, and RDP and RSP in Table 6.
The additional transition rules of APTCsatI+Rec is shown in Table 58.
Theorem 7.18 (Generalization of APTCsatI+Rec). By the definitions of a1 ∥ ⋯ ∥ ak = ⟨X ∣X = ∫v∈[0,∞) σvabs(a˜1) ∥
⋯ ∥ ∫v∈[0,∞) σvabs(a˜k)+σrabs(X)⟩ for each a1,⋯, ak ∈ A,k ∈ N, r > 0 and δ = ⟨X ∣X = ∫v∈[0,∞) σvabs(δ˜)+σvabs(X)⟩
(r > 0) is a generalization of APTC+Rec.
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Proof. It follows from the following two facts.
1. The transition rules of APTC+Rec in section 2.1 are all source-dependent;
2. The sources of the transition rules of APTCsatI+Rec contain an occurrence of δ˙, a˜, σp
abs
, υp
abs
, υp
abs
and
∫ .
So, APTC+Rec is an embedding of APTCsatI+Rec, as desired.
Theorem 7.19 (Soundness of APTCsatI+Rec). Let x and y be APTCsatI+Rec terms. If APTCsatI+Rec ⊢
x = y, then
1. x ∼s y;
2. x ∼p y;
3. x ∼hp y.
Proof. Since ∼p, ∼s, and ∼hp are both equivalent and congruent relations, we only need to check if each axiom
in Table 6 is sound modulo ∼p, ∼s, and ∼hp respectively.
1. Each axiom in Table 6 can be checked that it is sound modulo step bisimulation equivalence, by transition
rules in Table 58. We omit them.
2. From the definition of pomset bisimulation, we know that pomset bisimulation is defined by pomset
transitions, which are labeled by pomsets. In a pomset transition, the events (actions) in the pomset
are either within causality relations (defined by ⋅) or in concurrency (implicitly defined by ⋅ and +, and
explicitly defined by ≬), of course, they are pairwise consistent (without conflicts). We have already
proven the case that all events are pairwise concurrent (soundness modulo step bisimulation), so, we only
need to prove the case of events in causality. Without loss of generality, we take a pomset of P = {a˜, b˜ ∶ a˜⋅b˜}.
Then the pomset transition labeled by the above P is just composed of one single event transition labeled
by a˜ succeeded by another single event transition labeled by b˜, that is,
PÐ→= aÐ→ bÐ→.
Similarly to the proof of soundness modulo step bisimulation equivalence, we can prove that each axiom
in Table 6 is sound modulo pomset bisimulation equivalence, we omit them.
3. From the definition of hp-bisimulation, we know that hp-bisimulation is defined on the posetal product
(C1, f,C2), f ∶ C1 → C2 isomorphism. Two process terms s related to C1 and t related to C2, and f ∶ C1 →
C2 isomorphism. Initially, (C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈∼hp. When s aÐ→ s′ (C1 aÐ→ C′1), there will
be t
aÐ→ t′ (C2 aÐ→ C′2), and we define f ′ = f[a ↦ a]. Then, if (C1, f,C2) ∈∼hp, then (C′1, f ′,C′2) ∈∼hp.
Similarly to the proof of soundness modulo pomset bisimulation equivalence, we can prove that each
axiom in Table 6 is sound modulo hp-bisimulation equivalence, we just need additionally to check the
above conditions on hp-bisimulation, we omit them.
Theorem 7.20 (Completeness of APTCsatI+linear Rec). Let p and q be closed APTCsatI+linear Rec terms,
then,
1. if p ∼s q then p = q;
2. if p ∼p q then p = q;
3. if p ∼hp q then p = q.
Proof. Firstly, we know that each process term in APTCsat with linear recursion is equal to a process term
⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ∼s ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTC + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ∼p ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼p, we omit it.
3. If ⟨X1∣E1⟩ ∼hp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ∼s by ∼hp, we omit it.
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No. Axiom
DRTB1 x ⋅ (τ ⋅ (υ1
rel
(y) + z + δ) + υ1
rel
(y)) = x ⋅ (υ1
rel
(y) + z + δ)
DRTB2 x ⋅ (τ ⋅ (υ1
rel
(y) + z + δ) + z) = x ⋅ (υ1
rel
(y) + z + δ)
DRTB3 x ⋅ (σ1
rel
(τ ⋅ (y + δ) + υ1
rel
(z)) = x ⋅ (σ1
rel
(y + δ) + υ1
rel
(z))
B3 x ∥ τ = x
TI0 τI(δ˙) = δ˙
T I1 a ∉ I τI(a) = a
TI2 a ∈ I τI(a) = τ
DRTI τI(σnrel(x)) = σnrel(τI(x))
TI4 τI(x + y) = τI(x) + τI(y)
TI5 τI(x ⋅ y) = τI(x) ⋅ τI(y)
TI6 τI(x ∥ y) = τI(x) ∥ τI(y)
Table 59. Additional axioms of APTCdrtτ (a ∈ Aτδ, n ≥ 0)
x
a
Ð→
√
τI(x) aÐ→
√ a ∉ I
x
a
Ð→ x′
τI(x) aÐ→ τI(x′)
a ∉ I
x
a
Ð→
√
τI(x) τÐ→
√ a ∈ I
x
a
Ð→ x′
τI(x) τÐ→ τI(x′)
a ∈ I
x↦m x′
τI(x)↦m τI(x′)
x ↑
τI(x) ↑
Table 60. Transition rule of APTCdrtτ (a ∈ Aτ ,m > 0, n ≥ 0)
8. Abstraction
In this section, we will introduce something about silent step τ and abstraction τI . The version of ab-
straction of APTC without timing, please refer to section 2.1. We will introduce APTCdrt with abstraction
called APTCdrtτ , APTC
dat with abstraction called APTCdatτ , APTC
srt with abstraction called APTCsrtτ , and
APTCsat with abstraction called APTCsatτ , respectively.
8.1. Discrete Relative Timing
Definition 8.1 (Rooted branching truly concurrent bisimulations). The following two conditions related
timing should be added into the concepts of branching truly concurrent bisimulations in section 2.1:
1. if C1 ↦1 C2, then there are C∗1 ,C′2 such that C′1 ⇒ C∗1 ↦1 C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or(C1, f[∅↦ ∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
2. if C1 ↑, then C′1 ↑.
And the following root conditions related timing should be added into the concepts of rooted branching
truly concurrent bisimulations in section 2.1:
1. if C1 ↦m C2(m > 0), then there is C′2 such that C′1 ↦m C′2, and (C2,C′2) ∈ R, or (C2, f[∅↦ ∅],C′2) ∈ R.
Definition 8.2 (Signature of APTCdrtτ ). The signature of APTC
drt
τ consists of the signature of APTC
drt,
and the undelayable silent step constant τ ∶→ Prel, and the abstraction operator τI ∶ Prel → Prel for I ⊆ A.
The axioms of APTCdrtτ include the laws in Table 11 covering the case that a ≡ τ and b ≡ τ , and the
axioms in Table 59.
The additional transition rules of APTCdrtτ is shown in Table 60.
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Definition 8.3 (Basic terms of APTCdrtτ ). The set of basic terms of APTC
drt
τ , B(APTCdrtτ ), is inductively
defined as follows by two auxiliary sets B0(APTCdrtτ ) and B1(APTCdrtτ ):
1. if a ∈ Aδτ , then a ∈ B1(APTCdrtτ );
2. if a ∈ Aτ and t ∈ B(APTCdrtτ ), then a ⋅ t ∈ B1(APTCdrtτ );
3. if t, t′ ∈ B1(APTCdrtτ ), then t + t′ ∈ B1(APTCdrtτ );
4. if t, t′ ∈ B1(APTCdrtτ ), then t ∥ t′ ∈ B1(APTCdrtτ );
5. if t ∈ B1(APTCdrtτ ), then t ∈ B0(APTCdrtτ );
6. if n > 0 and t ∈ B0(APTCdrtτ ), then σnrel(t) ∈ B0(APTCdrtτ );
7. if n > 0, t ∈ B1(APTCdrtτ ) and t′ ∈ B0(APTCdrtτ ), then t + σnrel(t′) ∈ B0(APTCdrtτ );
8. δ˙ ∈ B(APTCdrtτ );
9. if t ∈ B0(APTCdrtτ ), then t ∈ B(APTCdrtτ ).
Theorem 8.4 (Elimination theorem). Let p be a closed APTCdrtτ term. Then there is a basic APTC
drt
τ term
q such that APTCdrtτ ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdrtτ term p. It can be proven that p
combined by the constants and operators of APTCdrtτ exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel, υrel, ≬, ∣, ∂H , Θ, ◁ and τI can be eliminated.
8.1.1. Connections
Theorem 8.5 (Conservativity of APTCdrtτ ). APTC
drt
τ is a conservative extension of APTC
drt.
Proof. It follows from the following two facts.
1. The transition rules of APTCdrt are all source-dependent;
2. The sources of the transition rules of APTCdrtτ contain an occurrence of τ , and τI .
So, APTCdrtτ is a conservative extension of APTC
drt, as desired.
8.1.2. Congruence
Theorem 8.6 (Congruence of APTCdrtτ ). Rooted branching truly concurrent bisimulation equivalences ≈rbp,
≈rbs and ≈rbhp are all congruences with respect to APTC
drt
τ . That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
drt
τ ;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
drt
τ ;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
drt
τ .
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
drt
τ terms, it is only
sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators τI . It is trivial and we omit
it.
8.1.3. Soundness
Theorem 8.7 (Soundness of APTCdrtτ ). The axiomatization of APTC
drt
τ is sound modulo rooted branching
truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp. That is,
1. let x and y be APTCdrtτ terms. If APTC
drt
τ ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCdrtτ terms. If APTC
drt
τ ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCdrtτ terms. If APTC
drt
τ ⊢ x = y, then x ≈rbhp y.
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Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 59 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 59 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 60. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a, b ∶ a ⋅ b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a succeeded by another single event transition labeled by b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 59 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 59 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
8.1.4. Completeness
For APTCdrtτ + Rec, it is similar to APTC
drt + Rec, except that τ ⋅X is forbidden in recursive specifications
for the sake of fairness. Like APTC, the proof of completeness need the help of CFAR (see section 2.1).
Theorem 8.8 (Completeness of APTCdrtτ + CFAR + guarded linear Rec). The axiomatization of APTC
drt
τ
+ CFAR + guarded linear Rec is complete modulo rooted branching truly concurrent bisimulation equivalences
≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCdrtτ + CFAR + guarded linear Rec is equal to a
process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
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No. Axiom
DATB1 x ⋅ (τ ⋅ (υ1
abs
(y) + z + δ) + υ1
abs
(y)) = x ⋅ (υ1
abs
(y) + z + δ)
DATB2 x ⋅ (τ ⋅ (υ1
abs
(y) + z + δ) + z) = x ⋅ (υ1
abs
(y) + z + δ)
DATB3 x ⋅ (σ1
abs
(τ ⋅ (y + δ) + υ1
abs
(z)) = x ⋅ (σ1
abs
(y + δ) + υ1
abs
(z))
B3 x ∥ τ = x
TI0 τI(δ˙) = δ˙
T I1 a ∉ I τI(a) = a
TI2 a ∈ I τI(a) = τ
DATI τI(σnabs(x)) = σnabs(τI(x))
TI4 τI(x + y) = τI(x) + τI(y)
TI5 τI(x ⋅ y) = τI(x) ⋅ τI(y)
TI6 τI(x ∥ y) = τI(x) ∥ τI(y)
Table 61. Additional axioms of APTCdatτ (a ∈ Aτδ, n ≥ 0)
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨τI(x), n⟩ aÐ→ ⟨
√
, n⟩
a ∉ I ⟨x,n⟩
a
Ð→ ⟨x′, n⟩
⟨τI(x), n⟩ aÐ→ ⟨τI(x′), n⟩
a ∉ I
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨τI(x), n⟩ τÐ→ ⟨
√
, n⟩
a ∈ I ⟨x,n⟩
a
Ð→ ⟨x′, n⟩
⟨τI(x), n⟩ τÐ→ ⟨τI(x′), n⟩
a ∈ I
⟨x,n⟩↦m ⟨x,n +m⟩
⟨τI(x), n⟩↦m ⟨τI(x), n +m⟩
⟨x,n⟩ ↑
⟨τI(x), n⟩ ↑
Table 62. Transition rule of APTCdatτ (a ∈ Aτ ,m > 0, n ≥ 0)
8.2. Discrete Absolute Timing
Definition 8.9 (Rooted branching truly concurrent bisimulations). The following two conditions related
timing should be added into the concepts of branching truly concurrent bisimulations in section 2.1:
1. if C1 ↦1 C2, then there are C∗1 ,C′2 such that C′1 ⇒ C∗1 ↦1 C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or(C1, f[∅↦ ∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
2. if C1 ↑, then C′1 ↑.
And the following root conditions related timing should be added into the concepts of rooted branching
truly concurrent bisimulations in section 2.1:
1. if C1 ↦m C2(m > 0), then there is C′2 such that C′1 ↦m C′2, and (C2,C′2) ∈ R, or (C2, f[∅↦ ∅],C′2) ∈ R.
Definition 8.10 (Signature of APTCdatτ ). The signature of APTC
dat
τ consists of the signature of APTC
dat,
and the undelayable silent step constant τ ∶→ Pabs, and the abstraction operator τI ∶ Pabs → Pabs for I ⊆ A.
The axioms of APTCdatτ include the laws in Table 15 covering the case that a ≡ τ and b ≡ τ , and the
axioms in Table 61.
The additional transition rules of APTCdatτ is shown in Table 62.
Definition 8.11 (Basic terms of APTCdatτ ). The set of basic terms of APTC
dat
τ , B(APTCdatτ ), is inductively
defined as follows by two auxiliary sets B0(APTCdatτ ) and B1(APTCdatτ ):
1. if a ∈ Aδτ , then a ∈ B1(APTCdatτ );
2. if a ∈ Aτ and t ∈ B(APTCdatτ ), then a ⋅ t ∈ B1(APTCdatτ );
3. if t, t′ ∈ B1(APTCdatτ ), then t + t′ ∈ B1(APTCdatτ );
4. if t, t′ ∈ B1(APTCdatτ ), then t ∥ t′ ∈ B1(APTCdatτ );
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5. if t ∈ B1(APTCdatτ ), then t ∈ B0(APTCdatτ );
6. if n > 0 and t ∈ B0(APTCdatτ ), then σnabs(t) ∈ B0(APTCdatτ );
7. if n > 0, t ∈ B1(APTCdatτ ) and t′ ∈ B0(APTCdatτ ), then t + σnabs(t′) ∈ B0(APTCdatτ );
8. δ˙ ∈ B(APTCdatτ );
9. if t ∈ B0(APTCdatτ ), then t ∈ B(APTCdatτ ).
Theorem 8.12 (Elimination theorem). Let p be a closed APTCdatτ term. Then there is a basic APTC
dat
τ
term q such that APTCdatτ ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdatτ term p. It can be proven that p
combined by the constants and operators of APTCdatτ exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ, ◁ and τI can be eliminated.
8.2.1. Connections
Theorem 8.13 (Conservativity of APTCdatτ ). APTC
dat
τ is a conservative extension of APTC
dat.
Proof. It follows from the following two facts.
1. The transition rules of APTCdat are all source-dependent;
2. The sources of the transition rules of APTCdatτ contain an occurrence of τ , and τI .
So, APTCdatτ is a conservative extension of APTC
dat, as desired.
8.2.2. Congruence
Theorem 8.14 (Congruence of APTCdatτ ). Rooted branching truly concurrent bisimulation equivalences
≈rbp, ≈rbs and ≈rbhp are all congruences with respect to APTC
dat
τ . That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
dat
τ ;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
dat
τ ;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
dat
τ .
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
dat
τ terms, it is only
sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators τI . It is trivial and we omit
it.
8.2.3. Soundness
Theorem 8.15 (Soundness of APTCdatτ ). The axiomatization of APTC
dat
τ is sound modulo rooted branching
truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp. That is,
1. let x and y be APTCdatτ terms. If APTC
dat
τ ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCdatτ terms. If APTC
dat
τ ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCdatτ terms. If APTC
dat
τ ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 61 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 61 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 62. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
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consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a, b ∶ a ⋅ b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a succeeded by another single event transition labeled by b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 61 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 61 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
8.2.4. Completeness
For APTCdatτ + Rec, it is similar to APTC
dat + Rec, except that τ ⋅X is forbidden in recursive specifications
for the sake of fairness. Like APTC, the proof of completeness need the help of CFAR (see section 2.1).
Theorem 8.16 (Completeness of APTCdatτ + CFAR + guarded linear Rec). The axiomatization of APTC
dat
τ
+ CFAR + guarded linear Rec is complete modulo rooted branching truly concurrent bisimulation equivalences
≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCdatτ + CFAR + guarded linear Rec terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCdatτ + CFAR + guarded linear Rec terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCdatτ + CFAR + guarded linear Rec terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCdatτ + CFAR + guarded linear Rec is equal to a
process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
8.3. Continuous Relative Timing
Definition 8.17 (Rooted branching truly concurrent bisimulations). The following two conditions related
timing should be added into the concepts of branching truly concurrent bisimulations in section 2.1:
1. if C1 ↦r C2(r > 0), then either there are C∗1 ,C′2,C′′2 and r′ ∶ 0 < r′ < r such that C′1 ⇒ C∗1 ↦r′ C′2 and
C′′2 ↦r−r′ C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or (C1, f[∅↦ ∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
or there are C∗1 ,C
′
2 such that C
′
1 ⇒ C∗1 ↦r C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or (C1, f[∅ ↦
∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
2. if C1 ↑, then C′1 ↑.
And the following root conditions related timing should be added into the concepts of rooted branching
truly concurrent bisimulations in section 2.1:
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No. Axiom
SRTB1 x ⋅ (˜˜τ ⋅ (νrel(y) + z + ˜˜δ) + νrel(y)) = x ⋅ (νrel(y) + z + ˜˜δ)
SRTB2 x ⋅ (˜˜τ ⋅ (νrel(y) + z + ˜˜δ) + z) = x ⋅ (νrel(y) + z + ˜˜δ)
SRTB3 x ⋅ (σr
rel
(˜˜τ ⋅ (y + ˜˜δ) + υr
rel
(z)) = x ⋅ (σr
rel
(y + ˜˜δ) + υr
rel
(z))
B3 x ∥ ˜˜τ = x
TI0 τI(δ˙) = δ˙
T I1 a ∉ I τI(˜˜a) = ˜˜a
TI2 a ∈ I τI(˜˜a) = ˜˜τ
SRTI τI(σprel(x)) = σprel(τI(x))
TI4 τI(x + y) = τI(x) + τI(y)
TI5 τI(x ⋅ y) = τI(x) ⋅ τI(y)
TI6 τI(x ∥ y) = τI(x) ∥ τI(y)
Table 63. Additional axioms of APTCsrtτ (a ∈ Aτδ, p ≥ 0, r > 0)
x
a
Ð→
√
τI(x) aÐ→
√ a ∉ I
x
a
Ð→ x′
τI(x) aÐ→ τI(x′)
a ∉ I
x
a
Ð→
√
τI(x) τÐ→
√ a ∈ I
x
a
Ð→ x′
τI(x) τÐ→ τI(x′)
a ∈ I
x↦r x′
τI(x)↦r τI(x′)
x ↑
τI(x) ↑
Table 64. Transition rule of APTCsrtτ (a ∈ Aτ , r > 0, p ≥ 0)
1. if C1 ↦r C2(r > 0), then there is C′2 such that C′1 ↦r C′2, and (C2,C′2) ∈ R, or (C2, f[∅↦ ∅],C′2) ∈ R.
Definition 8.18 (Signature of APTCsrtτ ). The signature of APTC
srt
τ consists of the signature of APTC
srt,
and the undelayable silent step constant ˜˜τ ∶→ Prel, and the abstraction operator τI ∶ Prel → Prel for I ⊆ A.
The axioms of APTCsrtτ include the laws in Table 33 covering the case that a ≡ τ and b ≡ τ , and the
axioms in Table 63.
The additional transition rules of APTCsrtτ is shown in Table 64.
Definition 8.19 (Basic terms of APTCsrtτ ). The set of basic terms of APTC
srt
τ , B(APTCsrtτ ), is inductively
defined as follows by two auxiliary sets B0(APTCsrtτ ) and B1(APTCsrtτ ):
1. if a ∈ Aδτ , then ˜˜a ∈ B1(APTCsrtτ );
2. if a ∈ Aτ and t ∈ B(APTCsrtτ ), then ˜˜a ⋅ t ∈ B1(APTCsrtτ );
3. if t, t′ ∈ B1(APTCsrtτ ), then t + t′ ∈ B1(APTCsrtτ );
4. if t, t′ ∈ B1(APTCsrtτ ), then t ∥ t′ ∈ B1(APTCsrtτ );
5. if t ∈ B1(APTCsrtτ ), then t ∈ B0(APTCsrtτ );
6. if p > 0 and t ∈ B0(APTCsrtτ ), then σprel(t) ∈ B0(APTCsrtτ );
7. if p > 0, t ∈ B1(APTCsrtτ ) and t′ ∈ B0(APTCsrtτ ), then t + σprel(t′) ∈ B0(APTCsrtτ );
8. if t ∈ B0(APTCsrtτ ), then νrel(t) ∈ B0(APTCsrtτ );
9. δ˙ ∈ B(APTCsrtτ );
10. if t ∈ B0(APTCsrtτ ), then t ∈ B(APTCsrtτ ).
Theorem 8.20 (Elimination theorem). Let p be a closed APTCsrtτ term. Then there is a basic APTC
srt
τ
term q such that APTCsrtτ ⊢ p = q.
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Proof. It is sufficient to induct on the structure of the closed APTCsrtτ term p. It can be proven that p
combined by the constants and operators of APTCsrtτ exists an equal basic term q, and the other operators
not included in the basic terms, such as υrel, υrel, ≬, ∣, ∂H , Θ, ◁ and τI can be eliminated.
8.3.1. Connections
Theorem 8.21 (Conservativity of APTCsrtτ ). APTC
srt
τ is a conservative extension of APTC
srt.
Proof. It follows from the following two facts.
1. The transition rules of APTCsrt are all source-dependent;
2. The sources of the transition rules of APTCsrtτ contain an occurrence of ˜˜τ , and τI .
So, APTCsrtτ is a conservative extension of APTC
srt, as desired.
8.3.2. Congruence
Theorem 8.22 (Congruence of APTCsrtτ ). Rooted branching truly concurrent bisimulation equivalences ≈rbp,
≈rbs and ≈rbhp are all congruences with respect to APTC
srt
τ . That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
srt
τ ;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
srt
τ ;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
srt
τ .
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
srt
τ terms, it is only
sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators τI . It is trivial and we omit
it.
8.3.3. Soundness
Theorem 8.23 (Soundness of APTCsrtτ ). The axiomatization of APTC
srt
τ is sound modulo rooted branching
truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp. That is,
1. let x and y be APTCsrtτ terms. If APTC
srt
τ ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCsrtτ terms. If APTC
srt
τ ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCsrtτ terms. If APTC
srt
τ ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 63 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 63 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 64. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with ˜˜τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {˜˜a, ˜˜b ∶ ˜˜a ⋅ ˜˜b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by ˜˜a succeeded by another single event transition labeled by ˜˜b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 63 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
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(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 63 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
8.3.4. Completeness
For APTCsrtτ + Rec, it is similar to APTC
srt + Rec, except that ˜˜τ ⋅X is forbidden in recursive specifications
for the sake of fairness. Like APTC, the proof of completeness need the help of CFAR (see section 2.1).
Theorem 8.24 (Completeness of APTCsrtτ + CFAR + guarded linear Rec). The axiomatization of APTC
dat
τ
+ CFAR + guarded linear Rec is complete modulo rooted branching truly concurrent bisimulation equivalences
≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCsrtτ + CFAR + guarded linear Rec is equal to a
process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
8.4. Continuous Absolute Timing
Definition 8.25 (Rooted branching truly concurrent bisimulations). The following two conditions related
timing should be added into the concepts of branching truly concurrent bisimulations in section 2.1:
1. if C1 ↦r C2(r > 0), then either there are C∗1 ,C′2,C′′2 and r′ ∶ 0 < r′ < r such that C′1 ⇒ C∗1 ↦r′ C′2 and
C′′2 ↦r−r′ C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or (C1, f[∅↦ ∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
or there are C∗1 ,C
′
2 such that C
′
1 ⇒ C∗1 ↦r C′2, and (C1,C∗1 ) ∈ R and (C2,C′2) ∈ R, or (C1, f[∅ ↦
∅],C∗1 ) ∈ R and (C2, f[∅↦ ∅],C′2) ∈ R;
2. if C1 ↑, then C′1 ↑.
And the following root conditions related timing should be added into the concepts of rooted branching
truly concurrent bisimulations in section 2.1:
1. if C1 ↦r C2(r > 0), then there is C′2 such that C′1 ↦r C′2, and (C2,C′2) ∈ R, or (C2, f[∅↦ ∅],C′2) ∈ R.
Definition 8.26 (Signature of APTCsatτ ). The signature of APTC
sat
τ consists of the signature of APTC
sat,
and the undelayable silent step constant τ˜ ∶→ Pabs, and the abstraction operator τI ∶ Pabs → Pabs for I ⊆ A.
The axioms of APTCsatτ include the laws in Table 40 covering the case that a ≡ τ and b ≡ τ , and the
axioms in Table 65.
The additional transition rules of APTCsatτ is shown in Table 66.
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No. Axiom
SATB1 x ⋅ (τ˜ ⋅ (νabs(y) + z + δ˜) + νabs(y)) = x ⋅ (νabs(y) + z + δ˜)
SATB2 x ⋅ (τ˜ ⋅ (νabs(y) + z + δ˜) + z) = x ⋅ (νabs(y) + z + δ˜)
SATB3 x ⋅ (σr
abs
(τ˜ ⋅ (y + δ˜) + υr
abs
(z)) = x ⋅ (σr
abs
(y + δ˜) + υr
abs
(z))
B3 x ∥ τ˜ = x
TI0 τI(δ˙) = δ˙
T I1 a ∉ I τI(a˜) = a˜
T I2 a ∈ I τI(a˜) = τ˜
SATI τI(σpabs(x)) = σpabs(τI(x))
TI4 τI(x + y) = τI(x) + τI(y)
TI5 τI(x ⋅ y) = τI(x) ⋅ τI(y)
TI6 τI(x ∥ y) = τI(x) ∥ τI(y)
Table 65. Additional axioms of APTCsatτ (a ∈ Aτδ, p ≥ 0, r > 0)
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨τI(x), p⟩ aÐ→ ⟨
√
, p⟩
a ∉ I ⟨x, p⟩
a
Ð→ ⟨x′, p⟩
⟨τI(x), p⟩ aÐ→ ⟨τI(x′), p⟩
a ∉ I
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨τI (x), p⟩ τÐ→ ⟨
√
, p⟩
a ∈ I ⟨x, p⟩
a
Ð→ ⟨x′, p⟩
⟨τI(x), p⟩ τÐ→ ⟨τI(x′), p⟩
a ∈ I
⟨x, p⟩↦r ⟨x, p + r⟩
⟨τI(x), p⟩↦r ⟨τI(x), p + r⟩
⟨x, p⟩ ↑
⟨τI(x), p⟩ ↑
Table 66. Transition rule of APTCsatτ (a ∈ Aτ , r > 0, p ≥ 0)
Definition 8.27 (Basic terms of APTCsatτ ). The set of basic terms of APTC
sat
τ , B(APTCsatτ ), is inductively
defined as follows by two auxiliary sets B0(APTCsatτ ) and B1(APTCsatτ ):
1. if a ∈ Aδτ , then a˜ ∈ B1(APTCsatτ );
2. if a ∈ Aτ and t ∈ B(APTCsatτ ), then a˜ ⋅ t ∈ B1(APTCsatτ );
3. if t, t′ ∈ B1(APTCsatτ ), then t + t′ ∈ B1(APTCsatτ );
4. if t, t′ ∈ B1(APTCsatτ ), then t ∥ t′ ∈ B1(APTCsatτ );
5. if t ∈ B1(APTCsatτ ), then t ∈ B0(APTCsatτ );
6. if p > 0 and t ∈ B0(APTCsatτ ), then σpabs(t) ∈ B0(APTCsatτ );
7. if p > 0, t ∈ B1(APTCsatτ ) and t′ ∈ B0(APTCsatτ ), then t + σpabs(t′) ∈ B0(APTCsatτ );
8. if t ∈ B0(APTCsatτ ), then νabs(t) ∈ B0(APTCsatτ );
9. δ˙ ∈ B(APTCsatτ );
10. if t ∈ B0(APTCsatτ ), then t ∈ B(APTCsatτ ).
Theorem 8.28 (Elimination theorem). Let p be a closed APTCsatτ term. Then there is a basic APTC
sat
τ
term q such that APTCsatτ ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCsatτ term p. It can be proven that p
combined by the constants and operators of APTCsatτ exists an equal basic term q, and the other operators
not included in the basic terms, such as υabs, υabs, ≬, ∣, ∂H , Θ, ◁ and τI can be eliminated.
8.4.1. Connections
Theorem 8.29 (Conservativity of APTCsatτ ). APTC
sat
τ is a conservative extension of APTC
sat.
Proof. It follows from the following two facts.
1. The transition rules of APTCsat are all source-dependent;
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2. The sources of the transition rules of APTCsatτ contain an occurrence of τ˜ , and τI .
So, APTCsatτ is a conservative extension of APTC
sat, as desired.
8.4.2. Congruence
Theorem 8.30 (Congruence of APTCsatτ ). Rooted branching truly concurrent bisimulation equivalences ≈rbp,
≈rbs and ≈rbhp are all congruences with respect to APTC
sat
τ . That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
sat
τ ;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
sat
τ ;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
sat
τ .
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
sat
τ terms, it is only
sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators τI . It is trivial and we omit
it.
8.4.3. Soundness
Theorem 8.31 (Soundness of APTCsatτ ). The axiomatization of APTC
sat
τ is sound modulo rooted branching
truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp. That is,
1. let x and y be APTCsatτ terms. If APTC
sat
τ ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCsatτ terms. If APTC
sat
τ ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCsatτ terms. If APTC
sat
τ ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 65 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 65 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 66. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ˜ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a˜, b˜ ∶ a˜ ⋅ b˜}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a˜ succeeded by another single event transition labeled by b˜, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 65 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 65 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
8.4.4. Completeness
For APTCsatτ + Rec, it is similar to APTC
sat + Rec, except that τ˜ ⋅X is forbidden in recursive specifications
for the sake of fairness. Like APTC, the proof of completeness need the help of CFAR (see section 2.1).
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Theorem 8.32 (Completeness of APTCsatτ + CFAR + guarded linear Rec). The axiomatization of APTC
dat
τ
+ CFAR + guarded linear Rec is complete modulo rooted branching truly concurrent bisimulation equivalences
≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCsatτ + CFAR + guarded linear Rec terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCsatτ + CFAR + guarded linear Rec terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCsatτ + CFAR + guarded linear Rec terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCsatτ + CFAR + guarded linear Rec is equal to a
process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
9. Applications
APTC with timing provides a formal framework based on truly concurrent behavioral semantics, which can
be used to verify the correctness of system behaviors with timing. In this section, we choose one protocol
verified by APTC [17] – alternating bit protocol (ABP) [22].
The ABP protocol is used to ensure successful transmission of data through a corrupted channel. This
success is based on the assumption that data can be resent an unlimited number of times, which is illustrated
in Fig.1, we alter it into the true concurrency situation.
1. Data elements d1, d2, d3,⋯ from a finite set ∆ are communicated between a Sender and a Receiver.
2. If the Sender reads a datum from channel A1, then this datum is sent to the Receiver in parallel through
channel A2.
3. The Sender processes the data in ∆, formes new data, and sends them to the Receiver through channel
B.
4. And the Receiver sends the datum into channel C.
5. If channel B is corrupted, the message communicated through B can be turn into an error message .
6. Every time the Receiver receives a message via channel B, it sends an acknowledgement to the Sender
via channel D, which is also corrupted.
7. Finally, then Sender and the Receiver send out their outputs in parallel through channels C1 and C2.
In the truly concurrent ABP, the Sender sends its data to the Receiver; and the Receiver can also send
its data to the Sender, for simplicity and without loss of generality, we assume that only the Sender sends its
data and the Receiver only receives the data from the Sender. The Sender attaches a bit 0 to data elements
d2k−1 and a bit 1 to data elements d2k, when they are sent into channel B. When the Receiver reads a datum,
it sends back the attached bit via channel D. If the Receiver receives a corrupted message, then it sends
back the previous acknowledgement to the Sender.
9.1. Discrete Relative Timing
Time is divided into slices, t1, t2 are the times that it takes the different processes to send, receive, etc. t
′
1 is
the time-out time of the sender and t′2 is the time-out of the receiver.
Then the state transition of the Sender can be described by APTCdrtτ + Rec as follows.
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Fig. 1. Alternating bit protocol
Sb = ∑
d∈∆
rA1(d) ⋅ Tdb
Tdb = (∑
d′∈∆
(sB(d′, b) ⋅ sC1(d′)) + sB()) ⋅ σt1rel(Udb) + σ1rel(Tdb)
Udb = ∑
k<t′
1
σkrel(rD(b)) ⋅ S1−b + ∑
k<t′
1
σkrel((rD(1 − b) + rD())) ⋅ σt
′
1
rel
(Tdb)
where sB denotes sending data through channel B, rD denotes receiving data through channel D, simi-
larly, rA1 means receiving data via channel A1, sC1 denotes sending data via channel C1, and b ∈ {0,1}.
And the state transition of the Receiver can be described by APTCdrtτ + Rec as follows.
Rb = ∑
d∈∆
rA2(d) ⋅R′b
R′b = ∑
d′∈∆
{rB(d′, b) ⋅ σt2rel(sC2(d′)) ⋅Qb + rB(d′,1 − b) ⋅Q1−b} + rB() ⋅Q1−b + σ1rel(R′b)
Qb = σ
t
′
2
rel
(sD(b)+ sD()) ⋅R1−b
where rA2 denotes receiving data via channel A2, rB denotes receiving data via channel B, sC2 denotes
sending data via channel C2, sD denotes sending data via channel D, and b ∈ {0,1}.
The send action and receive action of the same data through the same channel can communicate each
other, otherwise, a deadlock δ will be caused. We define the following communication functions.
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γ(sB(d′, b), rB(d′, b)) ≜ cB(d′, b)
γ(sB(), rB()) ≜ cB()
γ(sD(b), rD(b)) ≜ cD(b)
γ(sD(), rD()) ≜ cD()
Let R0 and S0 be in parallel, then the system R0S0 can be represented by the following process term.
τI(∂H(Θ(R0 ≬ S0))) = τI(∂H(R0 ≬ S0))
where H = {sB(d′, b), rB(d′, b), sD(b), rD(b)∣d′ ∈∆, b ∈ {0,1}}
{sB(), rB(), sD(), rD()}
I = {cB(d′, b), cD(b)∣d′ ∈∆, b ∈ {0,1}} ∪ {cB(), cD()}.
Then we get the following conclusion.
Theorem 9.1 (Correctness of the ABP protocol with discrete relative timing). The ABP protocol τI(∂H(R0 ≬
S0)) exhibits desired external behaviors with discrete relative timing.
Proof. We get τI(∂H(R0 ≬ S0)) = ∑d,d′∈∆(rA1(d) ∥ rA2(d)) ⋅ (sC1(d′) ∥ sC2(d′)) ⋅ τI(∂H(R0 ≬ S0)). So, the
ABP protocol τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with discrete relative timing.
9.2. Discrete Absolute Timing
Time is divided into slices, t1, t2 are the times that it takes the different processes to send, receive, etc. t
′
1 is
the time-out time of the sender and t′2 is the time-out of the receiver.
Then the state transition of the Sender can be described by APTCdatτ + Rec as follows.
Sb = ∑
d∈∆
rA1(d) ⋅ Tdb
Tdb = (∑
d′∈∆
(sB(d′, b) ⋅ sC1(d′)) + sB()) ⋅ σt1abs(Udb) + σ1abs(Tdb)
Udb = ∑
k<t′
1
σkabs(rD(b)) ⋅ S1−b + ∑
k<t′
1
σkabs((rD(1 − b) + rD())) ⋅ σt
′
1
abs
(Tdb)
where sB denotes sending data through channel B, rD denotes receiving data through channel D, simi-
larly, rA1 means receiving data via channel A1, sC1 denotes sending data via channel C1, and b ∈ {0,1}.
And the state transition of the Receiver can be described by APTCdatτ + Rec as follows.
Rb = ∑
d∈∆
rA2(d) ⋅R′b
R′b = ∑
d′∈∆
{rB(d′, b) ⋅ σt2abs(sC2(d′)) ⋅Qb + rB(d′,1 − b) ⋅Q1−b} + rB() ⋅Q1−b + σ1abs(R′b)
Qb = σ
t′
2
abs
(sD(b) + sD()) ⋅R1−b
where rA2 denotes receiving data via channel A2, rB denotes receiving data via channel B, sC2 denotes
sending data via channel C2, sD denotes sending data via channel D, and b ∈ {0,1}.
The send action and receive action of the same data through the same channel can communicate each
other, otherwise, a deadlock δ will be caused. We define the following communication functions.
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γ(sB(d′, b), rB(d′, b)) ≜ cB(d′, b)
γ(sB(), rB()) ≜ cB()
γ(sD(b), rD(b)) ≜ cD(b)
γ(sD(), rD()) ≜ cD()
Let R0 and S0 be in parallel, then the system R0S0 can be represented by the following process term.
τI(∂H(Θ(R0 ≬ S0))) = τI(∂H(R0 ≬ S0))
where H = {sB(d′, b), rB(d′, b), sD(b), rD(b)∣d′ ∈∆, b ∈ {0,1}}
{sB(), rB(), sD(), rD()}
I = {cB(d′, b), cD(b)∣d′ ∈∆, b ∈ {0,1}} ∪ {cB(), cD()}.
Then we get the following conclusion.
Theorem 9.2 (Correctness of the ABP protocol with discrete absolute timing). The ABP protocol τI(∂H(R0 ≬
S0)) exhibits desired external behaviors with discrete absolute timing.
Proof. We get τI(∂H(R0 ≬ S0)) = ∑d,d′∈∆(rA1(d) ∥ rA2(d)) ⋅ (sC1(d′) ∥ sC2(d′)) ⋅ τI(∂H(R0 ≬ S0)). So, the
ABP protocol τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with discrete absolute timing.
9.3. Continuous Relative Timing
Time is denoted by time point, t1, t2 are the time points that it takes the different processes to send, receive,
etc. t′1 is the time-out time of the sender and t
′
2 is the time-out of the receiver.
Then the state transition of the Sender can be described by APTCsrtτ + Rec as follows.
Sb = ∑
d∈∆
r̃A1(d) ⋅ Tdb
Tdb = (∑
d′∈∆
( ̃sB(d′, b) ⋅ s̃C1(d′)) + s̃B()) ⋅ σt1rel(Udb) + σrrel(Tdb)
Udb = ∑
k<t′
1
σkrel(r̃D(b)) ⋅ S1−b + ∑
k<t′
1
σkrel(( ̃rD(1 − b) + r̃D())) ⋅ σt
′
1
rel
(Tdb)
where sB denotes sending data through channel B, rD denotes receiving data through channel D, simi-
larly, rA1 means receiving data via channel A1, sC1 denotes sending data via channel C1, and b ∈ {0,1}.
And the state transition of the Receiver can be described by APTCsrtτ + Rec as follows.
Rb = ∑
d∈∆
r̃A2(d) ⋅R′b
R′b = ∑
d′∈∆
{ ̃rB(d′, b) ⋅ σt2rel(s̃C2(d′)) ⋅Qb +
̃
rB(d′,1 − b) ⋅Q1−b} + r̃B() ⋅Q1−b + σrrel(R′b)
Qb = σ
t′
2
rel
(s̃D(b)+ s̃D()) ⋅R1−b
where rA2 denotes receiving data via channel A2, rB denotes receiving data via channel B, sC2 denotes
sending data via channel C2, sD denotes sending data via channel D, and b ∈ {0,1}.
The send action and receive action of the same data through the same channel can communicate each
other, otherwise, a deadlock δ will be caused. We define the following communication functions.
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γ( ̃sB(d′, b), ̃rB(d′, b)) ≜ ̃cB(d′, b)
γ(s̃B(), r̃B()) ≜ c̃B()
γ(s̃D(b), r̃D(b)) ≜ c̃D(b)
γ(s̃D(), r̃D()) ≜ c̃D()
Let R0 and S0 be in parallel, then the system R0S0 can be represented by the following process term.
τI(∂H(Θ(R0 ≬ S0))) = τI(∂H(R0 ≬ S0))
where H = { ̃sB(d′, b), ̃rB(d′, b), s̃D(b), r̃D(b)∣d′ ∈∆, b ∈ {0,1}}
{s̃B(), r̃B(), s̃D(), r̃D()}
I = { ̃cB(d′, b), c̃D(b)∣d′ ∈∆, b ∈ {0,1}} ∪ {c̃B(), c̃D()}.
Then we get the following conclusion.
Theorem 9.3 (Correctness of the ABP protocol with continuous relative timing). The ABP protocol
τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with continuous relative timing.
Proof. We get τI(∂H(R0 ≬ S0)) = ∑d,d′∈∆(r̃A1(d) ∥ r̃A2(d)) ⋅ (s̃C1(d′) ∥ s̃C2(d′)) ⋅ τI(∂H(R0 ≬ S0)). So, the
ABP protocol τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with continuous relative timing.
9.4. Continuous Absolute Timing
Time is divided into slices, t1, t2 are the times that it takes the different processes to send, receive, etc. t
′
1 is
the time-out time of the sender and t′2 is the time-out of the receiver.
Then the state transition of the Sender can be described by APTCdatτ + Rec as follows.
Sb = ∑
d∈∆
r̃A1(d) ⋅ Tdb
Tdb = (∑
d′∈∆
( ̃sB(d′, b) ⋅ s̃C1(d′)) + s̃B()) ⋅ σt1abs(Udb) + σrabs(Tdb)
Udb = ∑
k<t′
1
σkabs(r̃D(b)) ⋅ S1−b + ∑
k<t′
1
σkabs(( ̃rD(1 − b) + r̃D())) ⋅ σt
′
1
abs
(Tdb)
where sB denotes sending data through channel B, rD denotes receiving data through channel D, simi-
larly, rA1 means receiving data via channel A1, sC1 denotes sending data via channel C1, and b ∈ {0,1}.
And the state transition of the Receiver can be described by APTCdatτ + Rec as follows.
Rb = ∑
d∈∆
r̃A2(d) ⋅R′b
R′b = ∑
d′∈∆
{ ̃rB(d′, b) ⋅ σt2abs(s̃C2(d′)) ⋅Qb + ̃rB(d′,1 − b) ⋅Q1−b} + r̃B() ⋅Q1−b + σrabs(R′b)
Qb = σ
t′
2
abs
(s̃D(b) + s̃D()) ⋅R1−b
where rA2 denotes receiving data via channel A2, rB denotes receiving data via channel B, sC2 denotes
sending data via channel C2, sD denotes sending data via channel D, and b ∈ {0,1}.
The send action and receive action of the same data through the same channel can communicate each
other, otherwise, a deadlock δ will be caused. We define the following communication functions.
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No. Axiom
DRTRN1 ρf (a) = f(a)
DRTRN2 ρf (δ˙) = δ˙
DRTRN3 ρf (τ) = τ
DRTRN ρf (σnrel(x)) = σnrel(ρf (x))
RN3 ρf (x + y) = ρf (x) + ρf (y)
RN4 ρf (x ⋅ y) = ρf (x) ⋅ ρf (y)
RN5 ρf (x ∥ y) = ρf (x) ∥ ρf (y)
Table 67. Additional axioms of renaming operator (a ∈ Aτδ, n ≥ 0)
γ( ̃sB(d′, b), ̃rB(d′, b)) ≜ ̃cB(d′, b)
γ(s̃B(), r̃B()) ≜ c̃B()
γ(s̃D(b), r̃D(b)) ≜ c̃D(b)
γ(s̃D(), r̃D()) ≜ c̃D()
Let R0 and S0 be in parallel, then the system R0S0 can be represented by the following process term.
τI(∂H(Θ(R0 ≬ S0))) = τI(∂H(R0 ≬ S0))
where H = { ̃sB(d′, b), ̃rB(d′, b), s̃D(b), r̃D(b)∣d′ ∈∆, b ∈ {0,1}}
{s̃B(), r̃B(), s̃D(), r̃D()}
I = { ̃cB(d′, b), c̃D(b)∣d′ ∈∆, b ∈ {0,1}} ∪ {c̃B(), c̃D()}.
Then we get the following conclusion.
Theorem 9.4 (Correctness of the ABP protocol with continuous absolute timing). The ABP protocol
τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with continuous absolute timing.
Proof. We get τI(∂H(R0 ≬ S0)) = ∑d,d′∈∆(r̃A1(d) ∥ r̃A2(d)) ⋅ (s̃C1(d′) ∥ s̃C2(d′)) ⋅ τI(∂H(R0 ≬ S0)). So, the
ABP protocol τI(∂H(R0 ≬ S0)) exhibits desired external behaviors with continuous absolute timing.
10. Extensions
In the above sections, we have already seen the modular structure of APTC with timing by use of the
concepts of conservative extension and generalization, just like APTC [17] and ACP [4]. New computational
properties can be extended elegantly based on the modular structure.
In this section, we show the extension mechanism of APTC with timing by extending a new renaming
property. We will introduce APTCdrtτ + Rec with renaming called APTC
drt
τ + Rec + renaming, APTC
dat
τ
+ Rec with renaming called APTCdatτ + Rec + renaming, APTC
srt
τ +Rec with renaming called APTC
srt
τ +
Rec + renaming, and APTCsatτ +Rec with renaming called APTC
sat
τ + Rec + renaming, respectively.
10.1. Discrete Relative Timing
Definition 10.1 (Signature of APTCdrtτ + Rec + renaming). The signature of APTC
drt
τ + Rec + renaming
consists of the signature of APTCdrtτ + Rec, and the renaming operator ρf ∶ Prel → Prel.
The axioms of APTCdrtτ + Rec + renaming include the laws of APTC
drt
τ + Rec, and the axioms of
renaming operator in Table 67.
The additional transition rules of renaming operator is shown in Table 68.
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x
a
Ð→
√
ρf (x)
f(a)
ÐÐÐ→
√
x
a
Ð→ x′
ρf (x)
f(a)
ÐÐÐ→ ρf(x′)
x↦m x′
ρf (x)↦m ρf(x′)
x ↑
ρf (x) ↑
Table 68. Transition rule of renaming operator (a ∈ Aτ ,m > 0, n ≥ 0)
Theorem 10.2 (Elimination theorem). Let p be a closed APTCdrtτ + Rec + renaming term. Then there is
a basic APTCdrtτ + Rec term q such that APTC
drt
τ + renaming ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdrtτ + Rec + renaming term p. It can
be proven that p combined by the constants and operators of APTCdrtτ + Rec + renaming exists an equal
basic APTCdrtτ + Rec term q, and the other operators not included in the basic terms, such as ρf can be
eliminated.
10.1.1. Connections
Theorem 10.3 (Conservativity of APTCdrtτ + Rec + renaming). APTC
drt
τ + Rec + renaming is a conser-
vative extension of APTCdrtτ + Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTCdrtτ + Rec are all source-dependent;
2. The sources of the transition rules of APTCdrtτ + Rec + renaming contain an occurrence of ρf .
So, APTCdrtτ + Rec + renaming is a conservative extension of APTC
drt
τ + Rec, as desired.
10.1.2. Congruence
Theorem 10.4 (Congruence of APTCdrtτ + Rec + renaming). Rooted branching truly concurrent bisimula-
tion equivalences ≈rbp, ≈rbs and ≈rbhp are all congruences with respect to APTC
drt
τ + Rec + renaming. That
is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
drt
τ + Rec +
renaming;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
drt
τ + Rec +
renaming;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
drt
τ + Rec +
renaming.
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
drt
τ + Rec + renaming
terms, it is only sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators ρf . It is trivial
and we omit it.
10.1.3. Soundness
Theorem 10.5 (Soundness of APTCdrtτ + Rec + renaming). The axiomatization of APTC
drt
τ + Rec +
renaming is sound modulo rooted branching truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp.
That is,
1. let x and y be APTCdrtτ + Rec + renaming terms. If APTC
drt
τ + Rec + renaming ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCdrtτ + Rec + renaming terms. If APTC
drt
τ + Rec + renaming ⊢ x = y, then x ≈rbp y;
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3. let x and y be APTCdrtτ + Rec + renaming terms. If APTC
drt
τ + Rec +renaming ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 67 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 67 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 68. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a, b ∶ a ⋅ b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a succeeded by another single event transition labeled by b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 67 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 67 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
10.1.4. Completeness
Theorem 10.6 (Completeness of APTCdrtτ + CFAR + guarded linear Rec + renaming). The axiomatization
of APTCdrtτ + CFAR + guarded linear Rec + renaming is complete modulo rooted branching truly concurrent
bisimulation equivalences ≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCdrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCdrtτ + CFAR + guarded linear Rec + renaming is
equal to a process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec + renaming, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
10.2. Discrete Absolute Timing
Definition 10.7 (Signature of APTCdatτ + Rec + renaming). The signature of APTC
dat
τ + Rec + renaming
consists of the signature of APTCdatτ + Rec, and the renaming operator ρf ∶ Pabs → Pabs.
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No. Axiom
DATRN1 ρf (a) = f(a)
DATRN2 ρf (δ˙) = δ˙
DATRN3 ρf (τ) = τ
DATRN ρf (σnabs(x)) = σnabs(ρf (x))
RN3 ρf (x + y) = ρf (x) + ρf (y)
RN4 ρf (x ⋅ y) = ρf (x) ⋅ ρf (y)
RN5 ρf (x ∥ y) = ρf (x) ∥ ρf (y)
Table 69. Additional axioms of renaming operator (a ∈ Aτδ, n ≥ 0)
⟨x,n⟩ aÐ→ ⟨√, n⟩
⟨ρf (x), n⟩
f(a)
ÐÐÐ→ ⟨√, n⟩
⟨x,n⟩ aÐ→ ⟨x′, n⟩
⟨ρf (x), n⟩
f(a)
ÐÐÐ→ ⟨ρf (x′), n⟩
⟨x,n⟩↦m ⟨x,n +m⟩
⟨ρf (x), n⟩ ↦m ⟨ρf (x), n +m⟩
⟨x,n⟩ ↑
⟨ρf (x), n⟩ ↑
Table 70. Transition rule of renaming operator (a ∈ Aτ ,m > 0, n ≥ 0)
The axioms of APTCdatτ + Rec + renaming include the laws of APTC
dat
τ + Rec, and the axioms of
renaming operator in Table 69.
The additional transition rules of renaming operator is shown in Table 70.
Theorem 10.8 (Elimination theorem). Let p be a closed APTCdatτ + Rec + renaming term. Then there is
a basic APTCdatτ + Rec term q such that APTC
dat
τ + renaming ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCdatτ + Rec + renaming term p. It can
be proven that p combined by the constants and operators of APTCdatτ + Rec + renaming exists an equal
basic APTCdatτ + Rec term q, and the other operators not included in the basic terms, such as ρf can be
eliminated.
10.2.1. Connections
Theorem 10.9 (Conservativity of APTCdatτ + Rec + renaming). APTC
dat
τ + Rec + renaming is a conser-
vative extension of APTCdatτ + Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTCdatτ + Rec are all source-dependent;
2. The sources of the transition rules of APTCdatτ + Rec + renaming contain an occurrence of ρf .
So, APTCdatτ + Rec + renaming is a conservative extension of APTC
dat
τ + Rec, as desired.
10.2.2. Congruence
Theorem 10.10 (Congruence of APTCdatτ + Rec + renaming). Rooted branching truly concurrent bisim-
ulation equivalences ≈rbp, ≈rbs and ≈rbhp are all congruences with respect to APTC
dat
τ + Rec + renaming.
That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
dat
τ + Rec +
renaming;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
dat
τ + Rec +
renaming;
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● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
dat
τ + Rec +
renaming.
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
dat
τ + Rec + renaming
terms, it is only sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators ρf . It is trivial
and we omit it.
10.2.3. Soundness
Theorem 10.11 (Soundness of APTCdatτ + Rec + renaming). The axiomatization of APTC
dat
τ + Rec +
renaming is sound modulo rooted branching truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp.
That is,
1. let x and y be APTCdatτ + Rec + renaming terms. If APTC
dat
τ + Rec + renaming ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCdatτ + Rec + renaming terms. If APTC
dat
τ + Rec + renaming ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCdatτ + Rec + renaming terms. If APTC
dat
τ + Rec +renaming ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 69 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 69 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 70. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a, b ∶ a ⋅ b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a succeeded by another single event transition labeled by b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 69 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 69 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
10.2.4. Completeness
Theorem 10.12 (Completeness of APTCdatτ + CFAR + guarded linear Rec + renaming). The axiomati-
zation of APTCdatτ + CFAR + guarded linear Rec + renaming is complete modulo rooted branching truly
concurrent bisimulation equivalences ≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCdatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCdatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCdatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCdatτ + CFAR + guarded linear Rec + renaming is
equal to a process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
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No. Axiom
SRTRN1 ρf (˜˜a) = f(˜˜a)
SRTRN2 ρf (δ˙) = δ˙
SRTRN3 ρf (˜˜τ) = ˜˜τ
SRTRN ρf (σprel(x)) = σprel(ρf (x))
RN3 ρf (x + y) = ρf (x) + ρf (y)
RN4 ρf (x ⋅ y) = ρf (x) ⋅ ρf (y)
RN5 ρf (x ∥ y) = ρf (x) ∥ ρf (y)
Table 71. Additional axioms of renaming operator (a ∈ Aτδ, p ≥ 0)
x
a
Ð→
√
ρf (x)
f(a)
ÐÐÐ→
√
x
a
Ð→ x′
ρf (x)
f(a)
ÐÐÐ→ ρf(x′)
x↦r x′
ρf (x)↦r ρf(x′)
x ↑
ρf (x) ↑
Table 72. Transition rule of renaming operator (a ∈ Aτ , r > 0, p ≥ 0)
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec + renaming, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
10.3. Continuous Relative Timing
Definition 10.13 (Signature of APTCsrtτ + Rec + renaming). The signature of APTC
srt
τ + Rec + renaming
consists of the signature of APTCsrtτ + Rec, and the renaming operator ρf ∶ Prel → Prel.
The axioms of APTCsrtτ + Rec + renaming include the laws of APTC
srt
τ + Rec, and the axioms of
renaming operator in Table 71.
The additional transition rules of renaming operator is shown in Table 72.
Theorem 10.14 (Elimination theorem). Let p be a closed APTCsrtτ + Rec + renaming term. Then there is
a basic APTCsrtτ + Rec term q such that APTC
srt
τ + renaming ⊢ p = q.
Proof. It is sufficient to induct on the structure of the closed APTCsrtτ + Rec + renaming term p. It can
be proven that p combined by the constants and operators of APTCsrtτ + Rec + renaming exists an equal
basic APTCsrtτ + Rec term q, and the other operators not included in the basic terms, such as ρf can be
eliminated.
10.3.1. Connections
Theorem 10.15 (Conservativity of APTCsrtτ + Rec + renaming). APTC
srt
τ + Rec + renaming is a con-
servative extension of APTCsrtτ + Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTCsrtτ + Rec are all source-dependent;
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2. The sources of the transition rules of APTCsrtτ + Rec + renaming contain an occurrence of ρf .
So, APTCsrtτ + Rec + renaming is a conservative extension of APTC
srt
τ + Rec, as desired.
10.3.2. Congruence
Theorem 10.16 (Congruence of APTCsrtτ + Rec + renaming). Rooted branching truly concurrent bisim-
ulation equivalences ≈rbp, ≈rbs and ≈rbhp are all congruences with respect to APTC
srt
τ + Rec + renaming.
That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
srt
τ + Rec +
renaming;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
srt
τ + Rec +
renaming;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
srt
τ + Rec +
renaming.
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
srt
τ + Rec + renaming
terms, it is only sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators ρf . It is trivial
and we omit it.
10.3.3. Soundness
Theorem 10.17 (Soundness of APTCsrtτ + Rec + renaming). The axiomatization of APTC
srt
τ + Rec +
renaming is sound modulo rooted branching truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp.
That is,
1. let x and y be APTCsrtτ + Rec + renaming terms. If APTC
srt
τ + Rec + renaming ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCsrtτ + Rec + renaming terms. If APTC
srt
τ + Rec + renaming ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCsrtτ + Rec + renaming terms. If APTC
srt
τ + Rec +renaming ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 71 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 71 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 72. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with ˜˜τ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {˜˜a, ˜˜b ∶ ˜˜a ⋅ ˜˜b}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by ˜˜a succeeded by another single event transition labeled by
˜˜
b, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 71 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 71 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
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No. Axiom
SATRN1 ρf (a˜) = f(a˜)
SATRN2 ρf (δ˙) = δ˙
SATRN3 ρf (τ˜) = τ˜
SATRN ρf (σpabs(x)) = σpabs(ρf (x))
RN3 ρf (x + y) = ρf (x) + ρf (y)
RN4 ρf (x ⋅ y) = ρf (x) ⋅ ρf (y)
RN5 ρf (x ∥ y) = ρf (x) ∥ ρf(y)
Table 73. Additional axioms of renaming operator (a ∈ Aτδ, p ≥ 0)
⟨x, p⟩ aÐ→ ⟨√, p⟩
⟨ρf (x), p⟩
f(a)
ÐÐÐ→ ⟨√, p⟩
⟨x, p⟩ aÐ→ ⟨x′, p⟩
⟨ρf (x), p⟩
f(a)
ÐÐÐ→ ⟨ρf (x′), p⟩
⟨x, p⟩↦r ⟨x, p + r⟩
⟨ρf (x), p⟩↦r ⟨ρf (x), p + r⟩
⟨x, p⟩ ↑
⟨ρf (x), p⟩ ↑
Table 74. Transition rule of renaming operator (a ∈ Aτ , r > 0, p ≥ 0)
10.3.4. Completeness
Theorem 10.18 (Completeness of APTCsrtτ + CFAR + guarded linear Rec + renaming). The axiomati-
zation of APTCsrtτ + CFAR + guarded linear Rec + renaming is complete modulo rooted branching truly
concurrent bisimulation equivalences ≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCsrtτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCsrtτ + CFAR + guarded linear Rec + renaming is
equal to a process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec + renaming, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
10.4. Continuous Absolute Timing
Definition 10.19 (Signature of APTCsatτ + Rec + renaming). The signature of APTC
sat
τ + Rec + renaming
consists of the signature of APTCsatτ + Rec, and the renaming operator ρf ∶ Pabs → Pabs.
The axioms of APTCsatτ + Rec + renaming include the laws of APTC
sat
τ + Rec, and the axioms of
renaming operator in Table 73.
The additional transition rules of renaming operator is shown in Table 74.
Theorem 10.20 (Elimination theorem). Let p be a closed APTCsatτ + Rec + renaming term. Then there
is a basic APTCsatτ + Rec term q such that APTC
sat
τ + renaming ⊢ p = q.
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Proof. It is sufficient to induct on the structure of the closed APTCsatτ + Rec + renaming term p. It can
be proven that p combined by the constants and operators of APTCsatτ + Rec + renaming exists an equal
basic APTCsatτ + Rec term q, and the other operators not included in the basic terms, such as ρf can be
eliminated.
10.4.1. Connections
Theorem 10.21 (Conservativity of APTCsatτ + Rec + renaming). APTC
sat
τ + Rec + renaming is a con-
servative extension of APTCsatτ + Rec.
Proof. It follows from the following two facts.
1. The transition rules of APTCsatτ + Rec are all source-dependent;
2. The sources of the transition rules of APTCsatτ + Rec + renaming contain an occurrence of ρf .
So, APTCsatτ + Rec + renaming is a conservative extension of APTC
sat
τ + Rec, as desired.
10.4.2. Congruence
Theorem 10.22 (Congruence of APTCsatτ + Rec + renaming). Rooted branching truly concurrent bisim-
ulation equivalences ≈rbp, ≈rbs and ≈rbhp are all congruences with respect to APTC
sat
τ + Rec + renaming.
That is,
● rooted branching pomset bisimulation equivalence ≈rbp is a congruence with respect to APTC
sat
τ + Rec +
renaming;
● rooted branching step bisimulation equivalence ≈rbs is a congruence with respect to APTC
sat
τ + Rec +
renaming;
● rooted branching hp-bisimulation equivalence ≈rbhp is a congruence with respect to APTC
sat
τ + Rec +
renaming.
Proof. It is easy to see that ≈rbp, ≈rbs, and ≈rbhp are all equivalent relations on APTC
sat
τ + Rec + renaming
terms, it is only sufficient to prove that ≈rbp, ≈rbs, and ≈rbhp are all preserved by the operators ρf . It is trivial
and we omit it.
10.4.3. Soundness
Theorem 10.23 (Soundness of APTCsatτ + Rec + renaming). The axiomatization of APTC
sat
τ + Rec +
renaming is sound modulo rooted branching truly concurrent bisimulation equivalences ≈rbp, ≈rbs, and ≈rbhp.
That is,
1. let x and y be APTCsatτ + Rec + renaming terms. If APTC
sat
τ + Rec + renaming ⊢ x = y, then x ≈rbs y;
2. let x and y be APTCsatτ + Rec + renaming terms. If APTC
sat
τ + Rec + renaming ⊢ x = y, then x ≈rbp y;
3. let x and y be APTCsatτ + Rec + renaming terms. If APTC
sat
τ + Rec +renaming ⊢ x = y, then x ≈rbhp y.
Proof. Since ≈rbp, ≈rbs, and ≈rbhp are both equivalent and congruent relations, we only need to check if each
axiom in Table 73 is sound modulo ≈rbp, ≈rbs, and ≈rbhp respectively.
1. Each axiom in Table 73 can be checked that it is sound modulo rooted branching step bisimulation
equivalence, by transition rules in Table 74. We omit them.
2. From the definition of rooted branching pomset bisimulation ≈rbp, we know that rooted branching pomset
bisimulation ≈rbp is defined by weak pomset transitions, which are labeled by pomsets with τ˜ . In a weak
pomset transition, the events in the pomset are either within causality relations (defined by ⋅) or in
concurrency (implicitly defined by ⋅ and +, and explicitly defined by ≬), of course, they are pairwise
consistent (without conflicts). We have already proven the case that all events are pairwise concurrent,
so, we only need to prove the case of events in causality. Without loss of generality, we take a pomset of
P = {a˜, b˜ ∶ a˜ ⋅ b˜}. Then the weak pomset transition labeled by the above P is just composed of one single
event transition labeled by a˜ succeeded by another single event transition labeled by b˜, that is,
PÔ⇒= aÔ⇒ bÔ⇒.
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Similarly to the proof of soundness modulo rooted branching step bisimulation ≈rbs, we can prove that
each axiom in Table 73 is sound modulo rooted branching pomset bisimulation ≈rbp, we omit them.
3. From the definition of rooted branching hp-bisimulation ≈rbhp, we know that rooted branching hp-
bisimulation ≈rbhp is defined on the weakly posetal product (C1, f,C2), f ∶ Cˆ1 → Cˆ2 isomorphism.
Two process terms s related to C1 and t related to C2, and f ∶ Cˆ1 → Cˆ2 isomorphism. Initially,
(C1, f,C2) = (∅,∅,∅), and (∅,∅,∅) ∈≈rbhp. When s aÐ→ s′ (C1 aÐ→ C′1), there will be t aÔ⇒ t′ (C2 aÔ⇒ C′2),
and we define f ′ = f[a↦ a]. Then, if (C1, f,C2) ∈≈rbhp, then (C′1, f ′,C′2) ∈≈rbhp.
Similarly to the proof of soundness modulo rooted branching pomset bisimulation equivalence, we can
prove that each axiom in Table 73 is sound modulo rooted branching hp-bisimulation equivalence, we
just need additionally to check the above conditions on rooted branching hp-bisimulation, we omit them.
10.4.4. Completeness
Theorem 10.24 (Completeness of APTCsatτ + CFAR + guarded linear Rec + renaming). The axiomati-
zation of APTCsatτ + CFAR + guarded linear Rec + renaming is complete modulo rooted branching truly
concurrent bisimulation equivalences ≈rbs, ≈rbp, and ≈rbhp. That is,
1. let p and q be closed APTCsatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbs q then p = q;
2. let p and q be closed APTCsatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbp q then p = q;
3. let p and q be closed APTCsatτ + CFAR + guarded linear Rec + renaming terms, if p ≈rbhp q then p = q.
Proof. Firstly, we know that each process term in APTCsatτ + CFAR + guarded linear Rec + renaming is
equal to a process term ⟨X1∣E⟩ with E a linear recursive specification.
It remains to prove the following cases.
1. If ⟨X1∣E1⟩ ≈rbs ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly to the completeness of APTCτ + CFAR + linear Rec + renaming, see [17].
2. If ⟨X1∣E1⟩ ≈rbp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbp, we omit it.
3. If ⟨X1∣E1⟩ ≈rbhp ⟨Y1∣E2⟩ for linear recursive specification E1 and E2, then ⟨X1∣E1⟩ = ⟨Y1∣E2⟩.
It can be proven similarly, just by replacement of ≈rbs by ≈rbhp, we omit it.
11. Conclusions
Our previous work on truly concurrent process algebra APTC [17] is an axiomatization for true concurrency.
There are correspondence between APTC and process algebra ACP [4], in this paper, we extend APTC with
timing related properties. Just like ACP with timing [23] [24] [25], APTC with timing also has four parts:
discrete relative timing, discrete absolute timing, continuous relative timing and continuous absolute timing.
APTC with timing is formal theory for a mixture of true concurrency and timing, which can be used to
verify the correctness of systems in a true concurrency flavor with timing related properties support.
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