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Von Lichtsignalsteuerungen, die vorrangig auf das lokale Verkehrsgeschehen vor Ort rea-
gieren, sind einerseits positive verkehrliche Wirkungen zu erwarten. Eine ausgewogene
 OV-Beschleunigung geh oren ebenso dazu wie eine 
exible Kolonnenf uhrung in Form dy-
namischer Gr uner Wellen. Andererseits sind mit solchen Steuerungen besondere regelungs-
technische Schwierigkeiten verbunden: Sie k onnen sich im Netz dynamisch aufschaukeln
oder aus anderen Gr unden die Kapazit at der Knotenpunkte herabsetzen. Dann werden
R uckstaus von Mal zu Mal l anger, obwohl eine Festzeitsteuerung in derselben Situati-
on noch nicht ausgelastet w are. Derartige Stabilit atsprobleme werden anhand einfacher
Rechenbeispiele f ur drei unterschiedliche voll-verkehrsabh angige Steuerungsans atze ana-
lytisch dargelegt und diskutiert.
Im zweiten Teil der Studie wird ein lokaler Stabilisierungsmechanismus vorgestellt. Er
 uberwacht die voll-verkehrsabh angige Steuerung und greift notfalls ein, sodass jeder Ver-
kehrsstrom ausreichend h aug und bei Bedarf ausreichend lange gr un bekommt. Es las-
sen sich mittlere und maximale Bedienfolgezeiten vorgeben. Bei  Ubers attigung werden
automatisch die Gr unzeiten eines w ahlbaren Festzeitprogramms angewendet. So k onnen
verkehrs- und sicherheitsrelevante Anforderungen erf ullt sowie stadtplanerische Zielstel-
lungen umgesetzt werden. Das Stabilisierungskonzept zielt nicht direkt auf die Minimie-
rung von Wartezeiten, sondern auf die Zuweisung ben otigter Abfertigungskapazit aten. Es
kann mit beliebigen und ansonsten instabilen Steuerungsverfahren kombiniert werden.
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1 Einleitung
1.1 Motivation
Anfang der 90er Jahre sorgten Kumar u. Seidman (1990) f ur Aufsehen. Sie untersuchten
Strategien zur automatisierten Steuerung von Produktions- und Material
uss-Netzwerken.
Dabei entdeckten sie, dass manche davon dynamische Instabilit aten hervorrufen. Am we-
nigsten hatte man es wohl von der Strategie erwartet, die lautet: Arbeite an jeder Bedien-
station erst die Auftr age eines Typs vollst andig ab und r uste, nachdem der Eingangpuer
geleert ist, zu den Auftr agen eines anderen Typs um. Denn diese Strategie liefert { so-
lange es nur eine einzige Bedienstation gibt { den maximalen Durchsatz. Doch im Netz,
wenn die abgearbeiteten Auftr age zu anderen Station weitergeleitet werden, kann sich
das System dynamisch aufschaukeln: Bei einigen Stationen laufen lange Zeit  uberhaupt
keine Auftr age ein, und dann auf einmal so viele, dass sie mit der Bearbeitung nicht mehr
nachkommen. Kumar, Seidman und die von Bramson (2008) aufgef uhrten Wissenschaft-
ler haben erkannt, dass es Steuerungen gibt, die allen Stationen im Netz den maximalen
Durchsatz verleihen, und solche, mit denen das Netz schon vorher zusammenbricht. F ur
Lichtsignalsteuerungen und vernetzte Verkehrsstr ome gilt das Gleiche.
Einordnung
Die klassische Festzeitsteuerung geh ort in die erste Kategorie. Denn mit ihr bekommen
alle an einem Verkehrsknoten zu
ieenden Str ome reihum, einmal je Umlauf, hinreichend
lange Gr un. Durch Wahl der Umlaufzeit und der Gr unzeiten l asst sich die Kapazit at
der Knotenpunkte unmittelbar vorgeben. Grundlage f ur deren Bemessung sind die von
Webster (1958); Little (1966); Gartner u.a. (1975) herausgestellten Gesetzm aigkeiten
und die Formeln in den einschl agigen Richtlinien RiL (1992); HBS (2005).
Ebenso auf der sicheren Seite sind teil-verkehrsabh angige Steuerungen, die zwar ein
gewisses Ma an Verkehrsabh angigkeit aufweisen, doch im Wesentlichen auf Festzeitpro-
grammen beruhen oder von solchen gest utzt werden. Dazu geh oren beispielweise SCOOT
und TUC, die von einem Festzeitprogramm ausgehen und dessen Parameter modellbasiert
den Verkehrsschwankungen nachf uhren (vgl. Hunt u.a. (1981) bzw. Papageorgiou u.a.
(2003)). Des Weiteren geh oren adaptive Netzsteuerungen dazu. Bei diesen analysiert ein
Zentralrechner die netzweite Verkehrslage und leitet daraus strategische Rahmensignal-
pl ane ab, die von den verteilten Knotensteuerungen vor Ort 
exibel ausgestaltet werden.
Nach Steierwald u.a. (2005) sehen diese Rahmen in der Regel Zeitfenster vor, in denen
bei Bedarf Gr unzeiten verl angert oder Fug anger- und  OV-Str ome eingeschoben werden
k onnen. Auch wenn moderne Steuerungen1 die Rahmen fortlaufend reoptimieren, haben
1Hierzu z ahlen unter anderen Motion (vgl. Busch u. Kruse (1993)), Balance (vgl. Friedrich (2000)) und
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sie die hier behandelten Probleme nicht { zumindest solange der restriktive Teil jedes
Rahmens f ur sich den Anforderungen eines ordentlichen bemessenen Festzeitprogramms
gen ugt.
Problematischer ist dagegen eine Steuerung, die f ur Straenbahnen nicht nur ein oder
zwei Zeitfenster je Umlauf vorsieht, sondern in Abw agung mit anderen Verkehrsstr omen
umschaltet, sobald eine die Kreuzung erreicht. F ur eine ausgewogene, wirkungsvolle  OV-
Beschleunigung und f ur eine bedarfsgerechte, dynamische Kolonnenf uhrung sind Steue-
rungen erforderlich, die 
exibel auf das Verkehrsgeschehen vor Ort reagieren k onnen.
Dabei ist es unerheblich, ob solche Steuerungen dezentral implementiert sind, ob sie mit
anderen Steuerungen kommunizieren, oder ob ihre Algorithmen auf einem Zentralrech-
ner laufen. Eine voll-verkehrsabh angige Steuerung zeichnet sich stattdessen dadurch aus,
dass sie die Schaltprogramme aus den tats achlichen Gegebenheiten heraus im laufenden
Betrieb selbst bildet. Mit solchen Steuerungen sind deutliche Verbesserungen im Ver-
kehrsablauf zu erwarten, wie zahlreiche Feld- und Simulationsstudien belegen. Von diesen
berichten beispielsweise Boillot u.a. (2000); Gartner u.a. (2001); Mirchandani u. Wang
(2005); Kobbeloer (2007); Prothmann u.a. (2009); L ammer u.a. (2009). Doch die besonde-
re Schwierigkeit beim Entwurf und beim Einsatz voll-verkehrsabh angiger Steuerungen ist,
dass diese unter allen Umst anden die sicherheits- und verkehrsrelevanten Anforderungen
erf ullen m ussen { bei Detektorausf allen ebenso wie unter starken Verkehrslasten.
Preis der Verkehrsabh angigkeit
Je mehr Freiheiten lokale Steuerungen zur Optimierung des Verkehrsablaufs erhalten,
desto mehr entziehen sie sich planerischen und strategischen Vorgaben. Ohne geeignete
Gegenmanahmen zieht ihr Einsatz zwangsl aug die in der Fachwelt viel diskutierten Pro-
bleme nach sich. "Dschungelprinzip\ nennt es Friedrich (2007), wenn in einem Straennetz
mit 
exibel gesteuerten Kreuzungen "die Wechselwirkungen benachbarter Anlagen [...]
kaum absch atzbar\ ist. Indem jede Anlage auf den bei ihr ankommenden Verkehr reagiert,
reagiert sie auf das, was ihr die benachbarten Anlagen kurze Zeit vorher gesendet haben.
Auf diese Weise transportieren die vernetzten Verkehrsstr ome Informationen von einer
Kreuzung zur n achsten. Jede Anlage ist mit jeder anderen im Netz dynamisch gekoppelt.
Daraus erwachsen Probleme, f ur die es bislang noch keine zufriedenstellenden L osungs-
ans atze gibt. So stellen Papageorgiou u.a. (2003) fest: "The properties of a completely
decentralized operation (e.g., independent algorithm application at each intersection) are
currently not fully analyzed or understood.\
Es bedarf der Entwicklung wirkungsvoller Methoden, die unabh angig vom eingesetzten
Optimierungsverfahren sicherstellen, dass alle Verkehrsstr ome an jedem verkehrsabh angig
Travolution (vgl. Braun u.a. (2009)).
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gesteuerten Knoten im Netz hinreichend oft und zum Aufrechterhalten der netzweiten
Flussbeziehungen hinreichend lange Gr un bekommen. Anderenfalls k onnen mit solchen
Steuerungen Stabilit atsprobleme auftreten.
1.2 Stabilit at
Stabilit atsprobleme
Ein Stabilit atsproblem liegt vor, wenn eine Knotensteuerung nicht mehr nachkommt, den
zu
ieenden Verkehr abzufertigen. Daf ur kann es unterschiedliche Gr unde geben, zu h au-
ges Umschalten beispielsweise. Aber selbst wenn Zwischenzeiten nicht die entscheidende
Rolle spielen, kann instabiles Verhalten auftreten. So k onnen hoch priorisierte Hauptstr o-
me zu lange Gr unzeiten einfordern und die Abfertigung der Nebenstraen unter ein kriti-
sches Ma abdr angen. Zudem ist in einem voll-verkehrsabh angig gesteuerten Netz kaum
mehr abzusch atzen, wie sich ein lokaler Eingri zu einem sp ateren Zeitpunkt oder an ei-
ner anderen Stelle auswirken wird. Optimierungsverfahren, die auf Prognosen beruhen,
k onnen Fehlentscheidungen treen, die im Nachhinein schwierig oder im Wiederholungs-
fall gar nicht mehr auszugleichen sind. Ein anderes Beispiel geben Kumar u. Seidman
(1990): Benachbarte Knotenpunkte k onnen sich dynamisch aufschaukeln, so dass die Ver-
kehrslast das eine Mal extrem hoch und kurze Zeit sp ater extrem niedrig ist. All das
setzt die Kapazit at der Knotenpunkte systematisch herab und kann dazu f uhren, dass die
Warteschlangen, wie die aus Abbildung 1, von Mal zu Mal l anger werden.
Stabilit atsbegri
Gem a der Denion von Perkins u. Kumar (1989) ist ein Warteschlangennetz stabil, wenn
s amtliche Warteschlangen f ur alle Zeiten beschr ankt bleiben. Anderenfalls, wenn also min-
destens eine Warteschlange immer weiter anw achst, ist es instabil. Um f ur die Stabilit ats-
pr ufung  uberhaupt den Grenzwert t ! 1 bilden zu k onnen, muss man von station aren Be-
dingungen ausgehen, also von einer Verkehrsnachfrage mit gleichbleibenden statistischen
Eigenschaften. Selbstverst andlich unterliegt die Verkehrsnachfrage ausgepr agten Schwan-
kungen und irgendwann l ost sich jeder R uckstau auch wieder auf, sp atestens nachts oder
wenn der Verkehr auf andere Routen ausweicht. Doch am theoretischen Grenzwert l asst
sich die Tendenz ablesen, ob R uckstaus immer weiter anwachsen oder ob es der Steuerung
gelingt, diese nach und nach aufzul osen.
Mastab Festzeitsteuerung
Stabiles Verhalten verlangt, dass eine Knotensteuerung der vorliegenden Verkehrsnach-
frage ein entsprechendes Angebot an Gr unzeiten gegen uberstellt. Dem sind nat urliche
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Abbildung 1: Beispiele instabiler Warteschlangen.
Grenzen gesetzt: Ab einer zu groen Nachfrage ist jede Steuerung instabil. Als Mastab
daf ur, welche Verkehrsmenge von einer stabilen voll-verkehrsabh angigen Steuerung zu be-
w altigen sein muss, soll die Durchlassf ahigkeit einer angepassten Festzeitsteuerung dienen.
Erst wenn eine Steuerung in all den Situationen stabiles Verhalten zeigt, f ur die sich ein
stabiles Festzeitprogramm nden l asst, wird sie stabil genannt. In diesem Sinne k onnen
auch mit einer stabilen Steuerung Warteschlangen immer l anger werden { nur darf es in
diesem Fall auch kein stabiles Festzeitprogramm geben.
Erst wenn eine voll-verkehrsabh angige Steuerung diesem Vergleich standh alt, ist sie
tats achlich in der Lage, die potenziell verf ugbare Abfertigungskapazit at eines Verkehrs-
knotens voll auszusch opfen. Erst dann kann eine solche Steuerung  uberhaupt als ernste
Alternative in Betracht gezogen und  uber die G ute der verwendeten Optimierungsverfah-
ren nachgedacht werden.
1.3 Aufbau und Ziel der Studie
Aufbau
Es bedarf weder komplizierter Szenarien noch komplexer Randbedingungen, um Sta-
bilit atsprobleme voll-verkehrsabh angiger Steuerungen sichtbar zu machen. Die analy-
tischen Untersuchungen in den Abschnitten 2 und 3 gehen vom denkbar einfachsten
Szenario mit nur zwei Verkehrsstr omen aus. F ur die Rechenbeispiele werden die Zu-

ussraten an den R andern absichtlich konstant gehalten, auf Zwischenzeiten wird be-
wusst verzichtet. Trotz dieser drastischen Vereinfachungen verhalten sich die untersuchten
voll-verkehrsabh angigen Steuerungen in den gew ahlten Beispielen instabil. Zum Einsatz
kommen ein prognosebasiertes Optimierungsverfahren, die dynamische Priorisierung der
Selbst-Steuerung und eine logikbasierte Zeitl uckensteuerung. Die Ursachen, die in den
konkreten Beispielen zu instabilem Verhalten f uhren, werden diskutiert und abschlieend
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verallgemeinert.
Im zweiten Teil der Studie, im Abschnitt 4, wird ein voll-verkehrsabh angiger Stabili-
sierungsmechanismus vorgestellt. Er  uberwacht im laufenden Betrieb, ob die verwende-
te Knotensteuerung jeden Verkehrsstrom genauso h aug und bei Bedarf genauso lange
bedient wie eine stabile Festzeitsteuerung. Aus der Zustands uberwachung werden stabi-
lisierende Vorgaben abgeleitet, die entweder direkt zu befolgen oder in Form dynami-
scher Randbedingungen bei der Optimierung zu ber ucksichtigen sind. Verh alt sich die
voll-verkehrsabh angige Steuerung von sich aus wie gew unscht, braucht die Zustands uber-
wachung niemals aktiv zu werden. Das Befolgen dieser Regeln auf lokaler Ebene garantiert
Stabilit at im Netz. Bei der Herleitung des Stabilisierungsmechanismus wird angenommen,
dass die Verkehrsstr ome hinreichend genau detektiert werden k onnen, und dass der Ab-

uss bei Gr un immer uneingeschr ankt m oglich ist. Die Funktionsweise des Mechanismus
wird anhand unterschiedlicher Testszenarien veranschaulicht.
Ziel
Diese Studie soll zeigen, dass ein Straennetz mit verteilten, voll-verkehrsabh angigen Kno-
tensteuerungen durchaus die gleiche Verkehrsmenge bew altigen kann wie mit einem an-
gepassten Festzeitprogramm. Gleichzeitig soll aber auch deutlich werden, dass dies nicht
der Fall sein muss, solange bestimmte Prinzipien auer Acht gelassen werden. Es ist nicht
das Ziel dieser Studie, die verkehrliche Wirkung unterschiedlicher Steuerungsans atze zu
untersuchen. Doch daf ur, dass moderne oder zuk unftige verkehrsabh angige Optimierungs-
ans atze ihre Wirkung  uberhaupt entfalten k onnen, soll diese Studie die Voraussetzungen
darlegen.
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2 Lokale Optimierung
Im nicht  ubers attigten Fall ist jede optimale L osung stabil. Doch die Suche nach optimalen
L osungen ist fehlerbehaftet { allein schon durch die Beschr anktheit der Prognosehorizonte.
Daher k onnen voll-verkehrsabh angige Steuerungen, die jeden Schalteingri aus Optimali-
t atskriterien ableiten, instabil werden. Dies wird in den Abschnitten 2.2 und 2.3 anhand
zweier einfacher Beispiele gezeigt. Abschnitt 2.4 f uhrt vor, dass sich das betrachtete Sze-
nario mit einer einfachen Schaltregel verkehrsabh angig stabilisieren l asst. Erst sp ater wird
sich herausstellen, dass die gleiche Schaltregel zu Instabilit aten im Netz f uhrt.
2.1 Szenario
Einzelknoten
Alle Betrachtungen dieses Abschnitts beziehen sich auf die zwei Verkehrsstr ome am Kno-
ten aus Abbildung 2. Andere Str ome sollen keine Rolle spielen und werden beispielsweise
parallel mit bedient. Jeder Strom 
iet mit konstanter Rate q1 bzw. q2 zu. Die S attigungs-
verkehrsst arke S1 bzw. S2 einer Knotenzufahrt gibt an, mit welcher Rate eine Warteko-
lonne bei Gr un ab
ieen kann. Selbstverst andlich gilt q1;q2;S1;S2 > 0. Um die Rechen-
beispiele so einfach wie m oglich zu halten, werden Umschaltverluste wie Zwischenzeiten
und Anfahrverz ogerungen vernachl assigt.
Warteschlangen-Modell
Die Anzahl der zum Zeitpunkt t auf einer Knotenzufahrt wartenden Fahrzeuge wird
mit n1(t) bzw. n2(t) bezeichnet. Da der Verkehr als 
uides Medium behandelt wird,
kann die Warteschlangenl ange kontinuierliche Werte annehmen. Gem a dem vertikalen-
Warteschlangen-Modell entspricht ihre zeitliche  Anderungsrate der Dierenz aus Zu- und
Ab
uss. Wie O'Flaherty u. Bell (1996); Jin u. Heydecker (1998) genauer ausf uhren, steht
n(t) f ur die Anzahl der Fahrzeuge, die bis zum Zeitpunkt t im Falle freien Verkehrs
bereits die Haltelinie passiert haben k onnten, abz uglich derer, die bis dahin tats achlich
abge
ossen sind. Weil niemals mehr Fahrzeuge ablieen k onnen als vorher zuge
ossen
sind, gilt n1(t);n2(t)  0. Die Integration der Warteschlangenl angen  uber der Zeit liefert
die Gesamtwartezeiten aller Fahrzeuge.2 Diese zu minimieren sei das Ziel der folgenden
Optimierungsverfahren.
2Der zeitliche Aspekt des Verkehrsablaufs, wie z.B. die Zeitpunkte der Stauau
 osung und die Menge
der anfallenden Wartezeiten, wird vom verwendeten Modell korrekt erfasst. Eine Konsistenzpr ufung
wird beispielsweise von Helbing u.a. (2007) durchgef uhrt. Zur Sch atzung der R uckstaul ange (in Me-
tern) sind andere Modelle, insbesondere das von Helbing u.a. (2005) vorgestellte, geeigneter. Einen
umfassenden  Uberblick  uber die verschiedenen Aspekte der mikro- und makroskopischen Verkehrsmo-
dellierung gibt Helbing (1997, 2001).
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Ein g angiger Ansatz zur dynamischen Optimierung des Verkehrsablaufs ist es, die Aus-
wirkungen verschiedener Schaltfolgen  uber einen bestimmten Zeithorizont modellbasiert
zu prognostizieren. Die Schaltfolge, von der im Sinne einer gew ahlten Zielfunktion die
beste Wirkung innerhalb des Prognosehorizonts zu erwarten ist, wird ausgew ahlt und am
Knotenpunkt zur Anwendung gebracht. Nach kurzer Zeit wird der Optimierungsprozess
aufs Neue durchlaufen, wobei sich f ur den neuen, etwas weiter in die Zukunft verschobe-
nen Prognosehorizont, eine andere Schaltfolge als noch besser herausstellen kann. Jeder
Schaltzustand ist somit optimal abgestimmt auf die aktuelle Verkehrssituation und ihre
Entwicklung innerhalb des Prognosehorizonts. Abbildung 3 veranschaulicht das Grund-
prinzip.
Zahlreiche Steuerungsverfahren basieren auf diesem Ansatz. Eine detaillierte Darstel-
lung geben beispielsweise Gartner (1983) f ur OPAC, Henry u.a. (1983) f ur PRODYN,
Mauro u. Taranto (1990) f ur UTOPIA, Boillot u.a. (1992) f ur CRONOS und Porche u.a.
(1996) f ur ALLONS-D. Im Wesentlichen unterscheiden sich die aufgef uhrten Steuerungen
darin, wie sie das resultierende Optimierungsproblem l osen. OPAC enumeriert den L o-
sungsraum vollst andig, PRODYN verwendet eine Heuristik und ALLONS-D durchsucht
einen komplexen Entscheidungsbaum mittels Backtracking. Nicht bei allen Verfahren ist
der Prognosehorizont fest, bei ALLONS-D passt er sich den Verkehrsst arken an, und man-
che, wie beispielsweise UTOPIA, ber ucksichtigen zudem die Verkehrsentwicklung an den
umliegenden Knoten.
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Abbildung 3: Grundprinzip eines prognosebasierten Optimierungsverfahrens nach Por-
che u.a. (1996). In jedem Optimierungsschritt (dreieckige Felder) wird die Schaltfolge
ermittelt, mit der sich der Verkehrsablauf innerhalb des Prognosehorizontes bestm oglich
entwickelt. Durch permanente Reoptimierung (Verschiebung nach rechts) wird die Schalt-
folge vorausschauend ver anderlichen Verkehrssituationen angepasst.
Beispiel
Das Grundprinzip prognosebasierter Optimierungsverfahren soll nun auf den Knoten-
punkt aus Abbildung 2 angewendet werden. F ur das Rechenbeispiel sei die Hauptstra-
e drei- und die Nebenstrae einstreig. Damit k onnen ihre maximalen Ab
ussraten mit
S1 = 3Fz=1:8s und S2 = 1Fz=1:8s angesetzt werden, was laut RiL (1992) der  ublichen
S attigungsverkehrsst arke von 2000Fz=h je Fahrstreifen entspricht. Die konstanten Zu
uss-
raten seien q1 = 0:8S1 bzw. q2 = 0:1S2, womit der Knotenpunkt zu 90% ausgelastet ist.
In dieser Situation w are ein Festzeitprogramm stabil, das beispielsweise innerhalb eines
100er Umlaufs mindestens 80s Gr un f ur den Haupt- und mindestens 10s f ur den Neben-
strom vorsieht. F ur das Optimierungsverfahren wird ein Prognosehorizont von h = 60s
angenommen.
Die nachfolgenden Rechenschritte k onnen in Abbildung 4 nachvollzogen werden. Zum
betrachteten Zeitpunkt warten auf der Nebenstrae n2 = 5 Fahrzeuge w ahrend der Haupt-
strom frei 
iet. Das Optimierungsverfahren muss nun entscheiden, wann zur Nebenstrae
umgeschaltet werden soll: entweder sofort oder zu einem sp ateren Zeitpunkt. Im ersten





ben otigt. W ahrend dieser Zeit werden auf der Hauptstrae g2q1 Fahrzeuge aufgehalten.
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Abbildung 4: Wartezeitenbilanz f ur zwei unterschiedliche Schaltvarianten. Sie gibt Auf-
schluss dar uber, ob die f unf auf der Nebenstrae wartenden Fahrzeuge sofort (Variante
A) oder im Extremfall erst auerhalb des Optimierungshorizonts (Variante B) abgefer-
tigt werden sollen. F ur jede Variante ist der zeitliche Verlauf der Warteschlangen auf der
Haupt- (oben) und der Nebenstrae (unten) innerhalb des Prognosehorizonts aufgetragen.
Die Fl ache unter den Kurven entspricht der Gesamtwartezeit.





wieder aufgel ost. Es sei angenommen, dass das Gr un f ur die Hauptstrae dann noch wei-
tere 10s, bis ans Ende des Optimierungshorizonts, beibehalten wird. F ur Variante A, d.h.
10s Gr un f ur die Neben- und 50s f ur die Hauptstrae, ist der zeitliche Verlauf der War-
teschlangen in Abbildung 4 links aufgetragen. Die mit ihr verbundene Gesamtwartezeit
W A ergibt sich aus der Fl ache unter den Kurven und entspricht
W
A = g2q1(g1 + g2)=2 + n2g2=2 + (h   g2)
2q2=2 = 428Fzs: (3)
Damit die Nebenstrae sofort bedient wird, darf es keine andere Schaltfolge mit geringeren
Gesamtwartezeiten geben.
Jede andere Schaltfolge verl angert die Gr unzeit der Hauptstrae und z ogert das Um-
schalten weiter hinaus. Der Extremfall, die Nebenstrae  uberhaupt nicht bzw. erst am
Ende des Optimierungshorizonts zu bedienen (Variante B), ist in Abbildung 4 rechts auf-
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gezeigt. Interessanterweise sind die dabei anfallenden Gesamtwartezeiten
W
B = n2h + q2h
2=2 = 400Fzs (4)
geringer als die 428Fzs von Variante A. Selbst wenn sich fr uhere Umschaltzeitpunkte als
noch besser erweisen, ist sicher: Um die Gesamtwartezeiten innerhalb des Optimierungs-
horizonts zu minimieren, d urfen die f unf auf der Nebenstrae wartenden Fahrzeuge jetzt
noch nicht abgefertigt werden.
Aber wie die Zeit fortschreitet, werden neue Optimierungsschritte durchgef uhrt. Dabei
wird der urspr unglich ausgew ahlte Umschaltzeitpunkt, noch bevor dieser erreicht wird,
immer weiter hinausgeschoben. Kommt auf der Nebenstrae ein weiteres Fahrzeug hinzu,
bildet sich ein noch st arkeres Ungleichgewicht zugunsten sp aterer Umschaltzeitpunkte
heraus. Die obigen Formeln (1) bis (4), in die nun n2 = 6Fz einzusetzen ist, liefern dann
W
A = 580Fzs und W
B = 460Fzs: (5)
Anstatt die gr oer gewordene Warteschlange m oglichst rasch zu leeren (Variante A),
scheint es lohnender, diese noch weiter wachsen zu lassen (Variante B). Das ist damit
zu erkl aren, dass die Leerung der gr oeren Warteschlange mehr Zeit beansprucht und der
stark ausgelastete Hauptstrom in Folge dessen l anger aufgehalten werden muss. Gegen
die dabei entstehenden Wartezeiten f allt die auf der Nebenstrae immer weiter wach-
sende Warteschlange innerhalb des beschr ankten Prognosehorizonts kaum ins Gewicht.
Letztlich wird das Optimierungsverfahren, wie Abbildung 5 zeigt, sich jedes Mal f ur einen
sp ateren Umschaltzeitpunkt entscheiden. Tats achlich umschalten wird es jedoch nie. Die
Warteschlange divergiert, obwohl es f ur die gleiche Situation ein stabiles Festzeitprogramm
gibt.
Diskussion
Lichtsignalsteuerungen unterliegen Randbedingungen, die hier zugunsten der Einfachheit
vernachl assigt wurden. Aber auch wenn diese ber ucksichtigt werden, gibt es einiges zu be-
achten: Zwischenzeiten fallen beim Leeren der Nebenstrae doppelt an, sowohl beim Hin-
als auch beim Zur uckschalten. Weil diese zus atzliche Verluste f ur Variante A bedeuten,
w are instabiles Verhalten dann bereits bei weniger ungleichen Streifenzahl- und Zu
ussver-
h altnissen zu erwarten. Auch die Bedingung, maximale Rotzeiten nicht zu  uberschreiten,
w urde die Situation nicht zwangsl aug stabilisieren. Denn solange nicht zus atzlich garan-
tiert werden kann, dass die Nebenstrae auch hinreichend lange Gr un bekommt, w urde
die Optimierung sofort nach Ablauf einer Mindestgr unzeit wieder zur uck zur Hauptstrae
schalten, noch bevor die Nebenstrae geleert wurde und noch bevor mindestens so viele
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Abbildung 5: Instabiles Verhalten eines prognosebasierten Optimierungsverfahrens. Der
geplante Umschaltzeitpunkt wird in jedem Optimierungsschritt immer weiter hinausge-
schoben. Dem beschr ankten Prognosehorizont bleiben die langfristigen Verluste verborgen,
sichtbar ist nur was sich kurzfristig auszahlt.
Fahrzeuge abge
ossen sind wie innerhalb einer Bedienperiode neu hinzukommen.
Manche Entscheidungen, wie in diesem Fall das regelm aige Leeren der Nebenstra-
e, zahlen sich erst  uber l angere Zeitr aume aus. Kurzfristige Verluste innerhalb eines
beschr ankten Prognosehorizonts k onnen bewirken, dass notwendige Manahmen aufge-
schoben oder nicht nachhaltig genug angewendet werden. Wie das Beispiel zeigen konnte,
kann die lokale Optimierung allein nicht dieselbe Verkehrsmenge bew altigen wie eine auf
die Situation angepasste Festzeitsteuerung.
2.3 Dynamische Priorisierung
Ansatz
Es gibt eine M oglichkeit, die Komplexit at der L osungsbaum-Suche aufzubrechen. Das von
L ammer (2007); L ammer u. Helbing (2008) vorgestellte Optimierungsverfahren berechnet
f ur jeden Strom lediglich eine reelle Zahl, den Priorit atsindex . Die Priorit atsindizes  ha-
ben die interessante Eigenschaft, dass sich aus ihrer absteigenden Sortierung die optimale
Bedienreihenfolge der zugeh origen Verkehrsstr ome ergibt: der am h ochsten priorisierte ist
als erster zu bedienen. Sobald der -Wert des ausgew ahlten Verkehrsstroms unter den
eines anderen f allt, beispielsweise weil ein R uckstau aufgel ost wurde oder sich woanders
eine gr oere Fahrzeugkolonne n ahert, wird umgeschaltet. In die Formel zur Berechung von
 gehen die dynamischen Zustandsgr oen des Verkehrsstroms ein, beispielsweise die Zahl
der bereits wartenden und das zeitliche Ankunftsprol der noch zu
ieenden Fahrzeuge.
Mit dieser impliziten Form der Optimierung werden die antizipierten Gesamtwartezei-
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ten all jener Fahrzeuge minimiert, die vom aktuellen Schaltzustand unmittelbar betroen
sind.
Beispiel
Indirekt verfolgt die dynamischen Priorisierung das Prinzip der Ab
uss-Maximierung. Un-
ter den speziellen Annahmen (konstante Zu
ussraten, keine Zwischenzeiten) vereinfacht
sich die -Formel dahingehend, dass sein Wert der mittleren zu erwartenden Ab
ussrate
im nachfolgenden Bedienvorgang entspricht.3
Auf das Beispiel angewendet, ergeben sich mit den Zahlenwerten aus Abschnitt 2.2 f ur
den Haupt- und Nebenstrom die Priorit aten
1 = q1 = 1;33Fz=s bzw: 2 = S2 = 0;56Fz=s: (6)
Die Hauptstrae ist h oher priorisiert, weil dort mehr Fahrzeuge je Sekunde ab
ieen k on-
nen. Die Priorit at des Nebenstrae kann nicht weiter anwachsen, selbst wenn ihr R uckstau
immer gr oer wird: die zu erwartende Ab
ussrate bleibt die Gleiche. Es wird niemals zur
Nebenstrae umgeschaltet.
Diskussion
Die Nebenstrae zu bedienen hiee, den Knotenpunkt vor ubergehend mit geringerem
Durchsatz zu betreiben. Zwar w urden die Fahrzeuge der Nebenstrae auf lange Sicht
zur Erh ohung des mittleren Durchsatzes beitragen, aber das zeigt sich erst auerhalb




Ein anderer zielf uhrender Ansatz zum Entwurf einer wirkungsvollen verkehrsabh angigen
Steuerung ist folgender: Man gibt ein gew unschtes (gegebenenfalls optimales) Schaltver-
halten vor und leitet daraus die Schaltregeln ab, die dieses Verhalten dynamisch erzeugen.
Eine regelungstheoretisch motivierte Vorgehensweise zum Ableiten solcher Regeln stellen
Lefeber u. Rooda (2006); van Eekelen u.a. (2007) vor. Sobald die Schaltregeln gefunden
3In diesem Spezialfall reduziert sich die dynamische Priorisierung auf die von Smith (1956) entdeckte und
von McNaughton (1959) genauer untersuchte c-Strategie. Wie Rothkopf u. Smith (1984) beweisen,
gibt es neben der c-Strategie keine andere Strategie zur Wartezeit-optimalen Priorisierung statischer
Warteschlangen.
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sind, lassen sie sich leicht in Steuerungslogiken umsetzen, beispielsweise unter Verwendung
von VS-PLUS, LISA+, SITRAFFIC Language oder VISVAP.
F ur den zweiarmigen Einzelknoten aus Abbildung 2 sind die Regeln, die zum optimalen
Schaltverhalten f uhren, bereits von Hofri u. Ross (1987); van Oyen u.a. (1992) heraus-
gestellt und analysiert worden: Im Falle vernachl assigbarer Zwischenzeiten ist es immer
optimal, sofort nachdem eine Warteschlange vollst andig geleert wurde, umzuschalten und
die andere zu leeren.4 Wann eine Warteschlange vollst andig geleert wurde, kann auf ver-
schiedene Weise festgestellt werden. L ammer (2007) schl agt hierf ur einen Vergleich der
Zeitreihen der zu- und ab
ieenden Fahrzeuge vor, aber ebenso eignen sich die von Ka-
strinaki u.a. (2003); D oge (2004); Litzenberger u.a. (2007) vorgestellten Methoden der
Videodetektion. Weniger aufw andig und gleichsam wirkungsvoll ist das Messen der Zeit-
l ucke zwischen den Fahrzeugen im ab
ieenden Strom. Eine solche Zeitl uckensteuerung
liee sich beispielsweise mit der Ablau
ogik aus Abbildung 6 umsetzen.
Dynamisches Verhalten
Nun soll herausgearbeitet werden, wie sich eine Steuerung verh alt, die am Einzelknoten
aus Abbildung 2 beide Schlangen abwechselnd leert. Hierzu wird zun achst der zeitliche
Verlauf der Warteschlangen in einer vollen Bedienperiode berechnet, dann verallgemeinert
und zuletzt auf Stabilit at gepr uft.
Die nachfolgenden Berechnungsschritte k onnen in Abbildung 7 nachvollzogen werden.
Zu Beginn warten auf der Nebenstrae n2(t0) = n0
2 Fahrzeuge, w ahrend die Warteschlan-
ge der Hauptstrae vollst andig geleert ist. Gem a der verwendeten Schaltregel wird die
Steuerung sofort zur Nebenstrae umschalten. Dort ist die Warteschlange nach n0
2=(S2 q2)






Fahrzeuge an. Nach dem Zur uckschalten zur Hauptstrae ben otigt das Au
 osen des




(S1   q1)(S2   q2)
(8)
Fahrzeuge anw achst. Damit ist eine volle Bedienperiode durchlaufen.
Der Zustand am Ende der ersten Periode ist bis auf einen konstanten Faktor a identisch
4Falls Zwischenzeiten eine Rolle spielen und falls zudem eine der beiden Zufahrten sehr viel mehr Fahr-
streifen hat und sehr viel st arker ausgelastet ist, kann es besser sein, ihr  uber die Leerung der War-
teschlange hinaus die Gr unzeit zu verl angern. Auf diesen Spezialfall gehen Chase u. Ramadge (1992)
ein.
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Abbildung 6: Ablaufdiagramm einer logikbasierten Zeitl uckensteuerung, die am Kno-
tenpunkt aus Abbildung 2 beide Warteschlangen abwechselnd leert. Das Diagramm wird
in jedem Zeitschritt von A nach E durchlaufen. Sobald die Zeitl ucke der ab
ieenden




















Abbildung 7: Verlauf der Warteschlangen am Knotenpunkt aus Abbildung 2 mit einer
Steuerung, die beide Warteschlangen abwechselnd leert. Die Zahlenwerte gelten f ur n0
2 =
15Fz, S1 = S2 = 1Fz=1;8s und q1 = q2 = 0;4Fz=1;8s.
zum Anfangszustand. Daraus l asst sich eine rekursive Entwicklungsvorschrift
n
k = a n
k 1 mit a =
q1q2
(S1   q1)(S2   q2)
(9)
f ur die am Ende von Periode k wartenden Fahrzeuge ableiten. In Abh angigkeit von a
werden die Warteschlangen von Periode zu Periode schrumpfen oder anwachsen.
Stabilit atseigenschaften








umschreiben, wobei jeder der beiden Summanden der Auslastung eines Verkehrsstroms
entspricht. Demnach ist die verwendete Logiksteuerung stabil, wenn die Summe der Aus-
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lastungen beider Str ome kleiner als eins ist. Dies ist gleichzeitig die Bedingung f ur die
Existenz eines stabilen Festzeitprogramms, wie Savkin (1998) beweist. Abbildung 8 stellt
den stabilen Bereich in der q1-q2-Ebene grasch dar.
Soweit wurde lediglich gezeigt, dass sich der Knotenpunkt vom konkreten Anfangs-
zustand aus stabilisieren l asst. Um globale Stabilit at nachzuweisen ist noch zu zeigen,
dass jeder beliebige Anfangszustand in einen solchen Zustand mit mindestens einer leeren
Warteschlange  ubergeht. Dies ist der Fall, wenn sich die Warteschlangen in endlicher Zeit
leeren lassen, also wenn
q1 < S1 und q1 < S2 (11)
gelten. Da beide Voraussetzungen bei erf ullter Stabilit atsbedingung (10) automatisch vor-
liegen, handelt es sich um globale Stabilit at.
Tr agt man den zeitlichen Verlauf der Warteschlangen gegeneinander auf, wie in Ab-
bildung 9 (rechts), so l asst sich ihre Entwicklung als Trajektorie verfolgen. Im stabilen
Fall strebt die Trajektorie gegen einen globalen Attraktor, der im vorliegenden Fall die
Gestalt eines Grenzzyklus hat. Die Schaltfolge des Grenzzyklus entspricht einem Fest-
zeitprogramm mit theoretischer Mindestumlaufzeit L ammer (2007). Unter der speziellen
Annahme verschwindend kleiner Zwischenzeiten geht der Grenzzyklus, wie in Abbildung 9
(oben) zu erkennen, in den Punkt (0,0)  uber. Das heit, theoretisch w urde es der Logik-
steuerung gelingen, beide Warteschlangen gleichzeitig in den geleerten Zustand zu  uber-
f uhren und dort zu halten. Die Kurven f ur den realistischeren Fall mit Zwischenzeiten
werden von L ammer (2007) analytisch hergeleitet. Sie sind in Abbildung 9 (unten) zu
sehen.
Diskussion
Eine Logiksteuerung, die am Knotenpunkt aus Abbildung 2 beide Warteschlangen ab-
wechselnd leert, hat hervorragende Stabilit atseigenschaften: Sie ist voll-verkehrsabh angig
und kann genau dieselbe Verkehrsmenge bew altigen wie eine angepasste Festzeitsteuerung.
Zudem strebt sie stets gegen einen Zustand mit k urzest m oglichen Bedienfolgezeiten und
niedrigem (von Sonderf allen abgesehen sogar niedrigstem) Warteschlangenniveau.
Nach van Oyen u.a. (1992); Bramson (2008) gilt das Gleiche bei zuf alligen Ankunfts-
prozessen, solange die Einzelank unfte stochastisch unabh angig sind. Dies steht scheinbar
im Widerspruch zur Beobachtung von Webster (1958): "When trac is of a truly random
character the minimum cycle is associated with innite delay.\ Tats achlich hat eine Fest-
zeitsteuerung bei minimaler Umlaufzeit keinerlei Reserven zur Kompensation von Zu
uss-
schwankungen. Die verkehrsabh angige Logiksteuerung ist dagegen in der Lage, zuf allige
St orungen unmittelbar auszuregeln: Falls aus einer Richtung mehr Fahrzeuge ankommen,
so bekommt diese ganz von selbst { weil die R uckstauau
 osung l anger dauert { l anger






Abbildung 8: Die im Stabilit atsbereich (markierte Fl ache) liegenden Zu
uss-
Konstellationen lassen sich am Einzelknoten mit einer Logiksteuerung, die beide Schlan-
gen abwechselnd leert, stabilisieren. Dies ist gleichzeitig auch der Bereich, in dem sich ein
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Abbildung 9: Zeitlicher Verlauf stabiler Warteschlangen (links) und zugeh orige Zu-
standstrajektorie (rechts). Oben: Im theoretischen Fall ohne Zwischenzeiten w urden die
Warteschlangen exponentiell von Periode zu Periode, doch linear in der Zeit, immer kleiner
werden und dann im geleerten Zustand verbleiben. Unten: Im realistischeren Fall mit Zwi-
schenzeiten strebt die Trajektorie gegen einen Grenzzyklus, dessen Schaltfolge einem Fest-
zeitprogramm mit Mindestumlaufzeit entspricht. Den Kurven liegen S1 = S2 = 1Fz=1;8s,
q1 = q2 = 0;4Fz=1;8s und eine Zwischenzeit von 5s zugrunde.
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Gr un. Falls weniger kommen, sind die Gr unzeiten k urzer. Die F ahigkeit zum dynamischen
Ausregeln von St orein
 ussen ist eine besondere St arke verkehrsabh angiger Steuerungen.
193.1 Szenario 3 Wechselwirkungen im Netz
3 Wechselwirkungen im Netz
M ochte man voll-verkehrsabh angige Steuerungen im Netz betreiben, so ist ein entschei-
dender Faktor zu ber ucksichtigen: Die Einzelank unfte an einem Knoten sind nun mehr
unabh angig. Sie resultieren aus dem Schaltverhalten der umliegenden Knotenpunkte, wel-
ches aufgrund der Kopplung durch die Verkehrsstr ome wiederum vom Schaltverhalten
des betrachteten Knotens abh angt. Damit bildet das Netz aus voll-verkehrsabh angig ge-
steuerten Knoten ein eigenes dynamisches System, das neue komplexe Verhaltensmuster
entstehen l asst.
Am Beispiel der Logiksteuerung, die im vorigen Abschnitt hervorragende Stabilit atsei-
genschaften am Einzelknoten aufzeigen konnte, wird nun untersucht, wie sich ein Netz aus




Gegenstand der Untersuchung ist das Straennetz aus Abbildung 10. Es besteht aus zwei
Knotenpunkten und zwei symmetrisch verschr ankten Verkehrsstr omen.5 Jeder der Kno-
ten ist { wie der Einzelknoten des vorigen Abschnitts { eine Kreuzung von zwei Str omen.
Die Fahrzeuge 
ieen am linken bzw. rechten Rand des Netzes mit den konstanten Raten
q1 bzw. q2 zu, passieren den jeweils ersten Knoten  uber eine zweistreige Geradeausspur,
biegen am n achsten einstreig nach links ab und verlassen dann das Netz. Aufgrund der
Streifenzahlen gelte f ur die maximalen Ab
ussraten S1 = S10 = 2S und S2 = S20 = S,
wobei S f ur die S attigungsverkehrsst arke eines Fahrstreifens steht. Neben den Umschalt-
verlusten werden hier zus atzlich auch die Reisezeiten zwischen den Knotenpunkten ver-
nachl assigt. Damit gelten die gleichen Voraussetzungen wie im Abschnitt 2.1.
Referenz Festzeitsteuerung
Jeder der beiden Knoten wird wieder mit einer voll-verkehrsabh angigen Steuerung betrie-
ben. Dabei kommt die im Abschnit 2.4 untersuchte Logiksteuerung zum Einsatz, die beide
Warteschlangen abwechselnd leert. Um sp ater ihre Stabilit atseigenschaften beurteilen zu
k onnen, muss zun achst gekl art werden, wann sich das Netz mit einer Festzeitsteuerung
stabilisieren l asst. Dies ist bei vernachl assigbaren Zwischenzeiten nach Savkin (1998) der
Fall, wenn an jedem Knoten die Auslastungen der zu
ieenden Verkehrsstr ome in der
5Ein Netz dieser Struktur wird, der detaillierten Untersuchung von Rybko u. Stolyar (1992) w urdigend,
auch Rybko-Stolyar-Netzwerk genannt. Laut Bramson (2008) ist es der Gruppe der Kumar-Seidman-
Netzwerke zuzuordnen, da es von Kumar u. Seidman (1990) zuerst in Augenschein genommen wurde.
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Abbildung 10: Einfaches Straennetz mit zwei Knoten und zwei symmetrisch ver-
schr ankten Verkehrsstr omen nach Kumar u. Seidman (1990); Rybko u. Stolyar (1992).
Jeder Knoten wird unabh angig vom anderen gem a der Schaltregel, beide Schlangen ab-








Abbildung 11: Benden sich die Zu
 usse q1 und q2 im markierten Bereich, l asst sich
das Straennetz aus Abbildung 10 mit einer Festzeitsteuerung stabilisieren.













Der zugeh orige Stabilit atsbereich ist in Abbildung 11 aufgetragen. Nun kann damit begon-
nen werden, das dynamische Verhalten der voll-verkehrsabh angigen Steuerungen genauer
zu betrachten.
3.2 Dynamisches Aufschaukeln
Dazu soll eine eine volle Schaltperiode, wie sie Abbildung 12 zeigt, berechnet werden.
Anfangs warten am Zu
uss des linken Knotens n1(t0) = n0
1 Fahrzeuge, alle anderen War-
teschlangen sind geleert. Gem a der lokalen Schaltregel, beide Schlangen abwechselnd zu
leeren, wird am linken Knoten sofort mit der Leerung der Warteschlange begonnen. Die
abgefertigten Fahrzeuge 
ieen am rechten Knoten mit der Rate 2S zu und bewirken dort
(unter Vernachl assigung der Reisezeiten) das sofortige Umschalten zu den Linksabbiegern.
Weil sie dort aber lediglich einstreig mit der Rate S ab
ieen k onnen, wird sich, bis die




































Abbildung 12: Verlauf der Warteschlangen w ahrend einer vollen Periode. An jedem
Knoten werden beide Schlangen abwechselnd geleert. Dabei schaukeln sie sich gegenseitig
auf: Der rechte Knoten hat im Zeitraum [t1;t2] die meiste Verkehrslast, danach der linke
im Zeitraum [t3;t4]. Am Ende der Periode ist die erste Warteschlange gr oer als zu Beginn.
Simulationsvideos unter http://stefanlaemmer.de/stability veranschaulichen das Problem.
Die Zahlenwerte gelten f ur n0
1 = 30Fz, q1 = q2 = 0:6S und S = 1Fz=1;8s.
erste Schlange nach n0







Fahrzeugen gebildet haben. Zu diesem Zeitpunkt hat der linke Knoten keine Warteschlan-
ge mehr und wird mangels Alternativen6 weiter den Zu
uss abfertigen. Die links zu
ie-
enden Fahrzeuge treen also mit der Rate q1 am rechten Knoten auf die Warteschlange
der Abbieger und z ogern ihre Leerung bis zum Zeitpunkt t2 = t0 + n0
1=(S   q1) hinaus.
Die Warteschlange am rechten Zu







Fahrzeuge angewachsen. Dieser Zustand ist symmetrisch zum Anfangszustand, weshalb
seine weitere Entwicklung mit paarweise vertauschten Indizes in gleicher Weise berechnet
6Ein Umschalten zur leeren Linksabbiegerspur w urde den Hauptstrom aufhalten und h atte das sofortige
Zur uckschalten zur Folge.
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werden kann. Nach einer vollen Periode warten am Zu









Fahrzeuge, w ahrend alle anderen Warteschlangen geleert sind. Damit entspricht der Zu-
stand am Ende der ersten Periode wieder einem Vielfachen a des Anfangszustands. Die
rekursive Entwicklungsvorschrift lautet in diesem Fall
n
k = a n






wobei k die Perioden z ahlt. Nur falls a < 1, werden die R uckstaus von Periode zu Periode
kleiner und nur dann liegt Stabilit at vor.
3.3 Stabilit atsverlust







so wird deutlich, dass diese einen kleineren Bereich abdeckt als die Bedingung (17) f ur
die Existenz eines stabilen Festzeitprogramms. Beispielsweise l asst sich das Straennetz
f ur die Zu
 usse q1 = q2 = 0;6S mit einer Festzeitsteuerung stabilisieren (0;3 + 0;6 < 1
und 0;6 + 0;3 < 1), nicht jedoch mit der voll-verkehrsabh angigen Logiksteuerung (0;6 +
0;6 > 1). Der grasche Vergleich beider Stabilit atsbereiche in Abbildung 13 macht den
Stabilit atsverlust deutlich.
Typisch f ur diesen Fall dynamischer Instabilit at ist, dass sich an den Knoten Zeitinter-
valle mit besonders hoher und solche mit besonders geringer Verkehrsmenge abwechseln.
Im Zeitraum [t1;t2] l asst sich beispielsweise Folgendes beobachten: W ahrend am linken
Knoten kein Fahrzeug wartet und die zu
ieenden freie Fahrt haben, hat es der rech-
te Knoten schwer, die Warteschlange der Linksabbieger, zu der st andig neue Fahrzeuge
hinzukommen, aufzul osen um endlich zur immer l anger werdenden Warteschlange am Zu-

uss umschalten zu k onnen. Unterdessen h alt der rechte Knoten jene Fahrzeuge zur uck,
die dem linken f ur einen ausreichend hohen mittleren Durchsatz fehlen. Die Situation
am linken Knoten beschreiben Kumar u. Seidman (1990) mit den Worten "being starved
of input.\ Der vor ubergehend ausbleibende Zu
uss von rechts vermindert vor ubergehend
die Abfertigungsrate des Knotens. Diesen Ezienzverlust kann die Steuerung sp ater nicht
mehr ausgleichen. Die Situation verschlimmert sich von Periode zu Periode.








Abbildung 13: Stabilit atsbereich der verkehrsabh angigen Logiksteuerung im Straen-
netz aus Abbildung 10. Der Stabilit atsverlust gegen uber einer Festzeitsteuerung ist auf
das dynamische Aufschaukeln zur uckzuf uhren.
3.4 Verallgemeinerung
Die wichtigste Erkenntnis, die aus den obigen Betrachtungen gezogen werden kann, ist,
dass sich aus dem Verhalten einer verkehrsabh angigen Steuerung am Einzelknoten noch
lange nicht auf ihr Verhalten im Netz schlieen l asst. In komplexeren Szenarien k onnen
sich noch kompliziertere dynamische Ph anomene ergeben, wie L ammer (2007); L ammer
u. Helbing (2008) aufzeigen. Meist entziehen sich diese der analytischen Betrachtung und
werden nur in Computersimulationen ersichtlich. Doch es lassen sich zumindest einige
allgemeine Beobachtungen festhalten.
Dynamische R uckkopplungen
Die vernetzten Verkehrsstr ome transportieren (allein durch die Pr asenz oder Nicht-
Pr asenz von Fahrzeugen) Informationen von einem Knoten zum anderen. Das Schalt-
verhalten eines voll-verkehrsabh angig gesteuerten Knotens wirkt auf seine Nachbarn {
und  uber diese entweder direkt oder  uber weitere Knoten indirekt auf ihn selbst zur uck.
Jede Schleife im Netz wirkt als eine R uckkopplungsschleife.7 Dabei stellt bereits jeder
Straenabschnitt mit zwei Richtungsfahrbahnen, wie das obige Beispiel gezeigt hat, eine
Schleife dar. Ist eine R uckkopplung positiv in dem Sinne, dass eine Wirkung ihre Ursache
verst arkt, dann ist Instabilit at die Folge.
Beschr ankte Prognosehorizonte
Aufgrund der dynamischen R uckkopplungen kann das zeitliche Ankunftsprol der an ei-
nem Knotenpunkt zu
ieenden Fahrzeuge nun nicht mehr als unabh angige Gr oe be-
trachtet werden. Die Entwicklung des Verkehrsablaufs h angt vom Geschehen im gesamten
7Nach Kumar u. Meyn (1995) ist die oben betrachtete Schaltregel ausschlielich in schleifenfreien (azy-
klischen) Netzen stabil.
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Straennetzwerk ab. Prognosen  uber einen bestimmten Zeithorizont hinaus sind fehler-
tr achtig. Denn w ahrend sich relativ sicher absch atzen l asst, wann die bereits auf freier
Strecke zu
ieenden Fahrzeuge die Haltelinie erreichen werden, sind Prognosen  uber die
Fahrzeit zwischen den Knotenpunkten hinaus problematisch. Eine solche Prognose w urde
Kenntnis des zuk unftigen Schaltverhaltens der Nachbarknoten voraussetzen. Aber selbst
wenn dieses zug anglich und verl asslich w are, tritt f ur Prognosen, die  uber das Doppelte
der Fahrzeit hinausgehen, ein weiteres Problem auf: In solche Prognosen m usste eingehen,
wie sich der lokal betrachtete Knoten selbst in Zukunft verhalten wird. Entscheidungen,
die auf solchen selbstbez uglichen Prognosen beruhen, k onnen leicht zu "strategischen In-
stabilit aten\ oder "sozialen Dilemmas\ f uhren, wie sie beispielsweise Fudenberg u. Tirole
(1991) im Kontext der Spieltheorie und Huberman u. Lukose (1997) im Kontext von
Multiagenten-Systemen diskutieren. Folglich sind verl assliche Prognosen von Einzelan-
k unften ohne Weiteres nur  uber das ein- bis h ochstens zweifache der Fahrzeit zwischen
den Knotenpunkten m oglich. Die beschr ankte Prognosef ahigkeit, auf die das instabile Ver-
halten der Optimierungsverfahren aus Abschnitt 2 urs achlich zur uckzuf uhren ist, scheint
eine nat urliche Eigenschaft voll-verkehrsabh angig gesteuerter Straennetzwerke zu sein.
Chaos
Hinzu kommt, dass kleine zuf allige St orungen groe Auswirkungen haben k onnen. Falls
beispielsweise ein Fahrzeug langsamer als angenommen beschleunigt und sich die voll-
verkehrsabh angige Steuerung darauf einstellt, kann sich der Verkehrsablauf in Folge dessen
in eine g anzlich andere Richtung entwickeln. Das w are ein Anzeichen chaotischen Verhal-
tens. Chaos ist eine Eigenschaft nichtlinearer dynamischer Systeme und liegt vor, wenn an-
f anglich nahe beieinander liegende Systemzust ande exponentiell auseinanderlaufen.8 Zwar
setzt Chaos, wie Devaney (2003); Schuster u. Just (2005) betonen, keinerlei Stochastizit at
voraus. Doch unter stochastischen Bedingungen l asst sich die zeitliche Entwicklung chao-
tischer Systeme aufgrund ihrer extremen Empndlichkeit gegen uber kleinsten St orungen
schwerlich vorhersagen.
Von Warteschlangen-Systemen ist nicht erst seit Wiggins (2003) bekannt, dass diese un-
ter bestimmten Bedingungen chaotisches Verhalten entwickeln. Wie Chase u.a. (1993); Yu
u. Vakili (1996); Peters u. Parlitz (2003); Blank u. Bunimovich (2004) anhand unterschied-
licher Beispiele deutlich machen, kann Chaos sogar an einer einzelnen Bedienstation mit
drei Zu
 ussen und einfachen Schaltregeln auftreten. Bei Verkehrssystemen kommt noch
die Wechselwirkung zwischen den Fahrzeugen hinzu, welche, wie Safonov u.a. (2002) zei-
gen, ebenfalls chaotisch sein kann. Und Toledo u.a. (2004); Nagatani (2005) betrachten
8Chaotische Systeme werden h aug mit dem "Schmetterlingseekt\ in Verbindung gebracht. Diese Be-
zeichnung geht auf Lorenz (1963) zur uck, der die Frage stellt: "Does the 
ap of a butter
y's wings in
Brazil set o a tornado in Texas?\
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sogar nur ein einziges Fahrzeug: Selbst dessen Trajektorie ist chaotisch, wenn es eine Serie




Der Ansatz, mit Lichtsignalsteuerungen 
exibel auf lokale Gegebenheiten zu reagieren
und so zur Optimierung des Verkehrsablaufs beizutragen, hat zur Folge, dass die dynami-
sche Komplexit at des Straennetzes deutlich zunimmt. F ur ein Straennetz realistischer
Gr oe ist die analytische Pr ufung aller m oglichen Ursachen dynamischer Instabilit aten
aussichtslos (unter Beachtung der vorhandenen Nichtlinearit aten und Zeitvers atze und
selbst unter Annahme deterministischer Zu
 usse). Ebenso ist es aussichtslos, f ur jeden
empirisch gefundenen Fall instabilen Verhaltens eine Gegenmanahme zu erarbeiten und
in der Steuerung separat zu hinterlegen. Um stabiles Verhalten sicher zu stellen bedarf es
anderer Ans atze.
Es kommt darauf an, die lokalen Steuerungen mit geeigneten Mechanismen auszustat-
ten, welche die Leistungsf ahigkeit des Gesamtsystems trotz Verkehrsabh angigkeit aufrecht
erhalten. Denn solange sich f ur die gegebene Verkehrsnachfrage ein stabiles Festzeitpro-
gramm nden l asst, muss es auch mit einer anderen, verkehrsabh angigen Steuerung m og-
lich sein, jedem Strom hinreichend h aug und bei Bedarf hinreichend lange Gr un zu geben.
Und es muss m oglich sein, die nicht unbedingt ben otigten Kapazit aten als Spielraum f ur
lokale Optimierungen nutzbar zu machen. Wie das gelingen kann, wird im folgenden Ka-
pitel vorgestellt.
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4 Stabilisierung
Ein voll-verkehrsabh angig gesteuertes Straennetz l asst sich stabilisieren, wenn an jedem
seiner Knotenpunkte entscheidende Prinzipien beachtet werden. Im Folgenden werden
Regeln hergeleitet, die sicherstellen, dass jeder Verkehrsstrom hinreichend h aug und bei
Bedarf hinreichend lange Gr un bekommt. Bei der Spezikation des Stabilisierungsmecha-
nismus werden sich gewisse Freiheitsgrade ergeben, die sich zur Erf ullung sicherheitsrele-
vanter Anforderungen, aber auch zur Umsetzung stadt- und verkehrsplanerischer Zielset-
zungen nutzen lassen. Selbst bei  Ubers attigung, wenn das Anwachsen der Warteschlangen
nicht aufzuhalten ist, wird sich ein sicherer und geregelter Betrieb einstellen. Die Ergeb-
nisse werden abschlieend anhand von Simulationsbeispielen dargelegt und diskutiert.
4.1 Ansatz
Vorbild Festzeitsteuerung
Der einfachste Weg, ein nicht  ubers attigtes Straennetz beliebiger Gr oe zu stabilisieren,
ist, jeden einzelnen seiner Knotenpunkte mit einer stabilen Festzeitsteuerung zu betrei-
ben. Ob dabei Koordinierungen zustande kommen oder nicht, spielt f ur die Stabilisierung
keine Rolle. Unter der Voraussetzung, dass die periodisch wiederkehrenden R uckstaus vor-
gelagerte Knotenpunkte nicht blockieren, sind allein die Umlaufzeit und die Gr unzeiten
stabilit atsbestimmend. F ur deren Bemessung sind die Verkehrsst arken der Zu
 usse ent-
scheidend. Diese lassen sich entweder lokal erheben oder mit fortgeschrittenen Methoden
sch atzen. Vielversprechende Ans atze stellen u.a. von de Ruhren (2006); Seydel (2008);
M uck (2008) vor. Letztlich kann das Problem der Netzstabilisierung auf die Bestimmung
mehrerer unabh angiger Festzeitprogramme reduziert werden.
Bei einem nach HBS (2005) bemessenen Festzeitprogramm k onnen innerhalb einer
Gr unzeit mehr Fahrzeuge ab
ieen, als innerhalb der Umlaufzeit im Mittel neu hinzukom-
men. Wie gro die bei Gr un ab
ieende Fahrzeugkolonne aber tats achlich ist, h angt von
der Zuf alligkeit im Ankunftsprozess ab. Bei vollst andiger Warteschlangenleerung werden
es immer genau so viele Fahrzeuge sein, wie seit dem Ende der letzten Gr unzeit zuge-

ossen sind. Das sind einmal mehr und einmal weniger, als aufgrund der Verkehrsst arke
im Mittel zu erwarten sind. Zuf allige Schwankungen im Zu
uss wirken sich unmittelbar
auf die Gr oe der bei Gr un ab
ieenden Fahrzeugkolonnen aus. Die Gr unzeiten f ur einen
Verkehrsstrom sind zwar identisch in L ange und Folgezeit, doch sie werden unterschiedlich
ezient genutzt.







Abbildung 14: Qualitative Gegen uberstellung zweier Kriterien, nach denen ein Ver-
kehrsstrom zur Bedienung ausgew ahlt wird. Die mittlere der im Ursprung beginnenden
Linien gibt an, wie viele Fahrzeuge eines Verkehrsstroms bei Gr un im Mittel ab
ieen
werden (Kolonnengr oe), wenn seit dem letzten Bedienvorgang eine bestimmte Zeit (Be-
dienfolgezeit) verstrichen ist. Zuf alligkeiten im Ankunftsprozess f uhren zu Abweichungen.
Mit einer bestimmen Wahrscheinlichkeit liegen sie innerhalb der beiden  aueren Linien.
Links: Mit einer Festzeitsteuerung ist die Bedienfolgezeit immer die Gleiche (Umlaufzeit).
Zu
ussschwankungen bewirken eine Streuung der Kolonnengr oe. Rechts: Mit der ver-
kehrsabh angigen Stabilisierung werden im Mittel genauso viele Fahrzeuge genauso h au-
g abgefertigt (dicker Punkt). Allerdings beginnt die Bedienung eines Verkehrsstroms
erst, wenn sich nach einer gewissen Zeit eine kritische Zahl an Fahrzeugen angefunden
hat (Schaltfunktion). Zu
ussschwankungen wirken sich in variablen Bedienfolgezeiten aus
und weniger in der Streuung der Kolonnengr oe. Dadurch k onnen Gr unzeiten ezienter
genutzt und h aug verk urzt werden k onnen.
Verkehrsabh angige Stabilisierung
Der nachfolgend vorgestellte Mechanismus zur verkehrsabh angigen Stabilisierung geht da-
von aus, dass f ur die aktuelle Verkehrsnachfrage die Umlaufzeit und die Gr unzeiten eines
stabilen Festzeitprogramms bekannt sind. Allerdings wird das Wirkungsprinzip verkehrs-
abh angig ausgenutzt: Es wird nicht nur gewartet, bis es Zeit ist einen Verkehrsstrom zu
bedienen, sondern auch, bis eine bestimmte Zahl an Fahrzeugen zur Abfertigung bereit
ist. Die kritische Kolonnengr oe kann dabei so gew ahlt werden, dass sie der Anzahl der
Fahrzeuge entspricht, die innerhalb einer gew ahlten Zeitspanne (der stabilen Umlaufzeit)
im Mittel zu
ieen. Diese kommt abh angig vom Ankunftsprozess einmal fr uher und ein-
mal sp ater zustande, aber im Mittel einmal innerhalb dieser Zeitspanne. Ein so geregelter
Knoten hat dieselbe Durchlassf ahigkeit, d.h. er wird dieselben Verkehrsst arken aus jeder
Richtung abfertigen k onnen, wie mit dem zugrunde liegenden Festzeitprogramm. Abbil-
dung 14 (rechts) stellt die unterschiedlichen Ans atze qualitativ gegen uber. Zu beachten ist
die Schaltfunktion. Ihr  Uberschreiten dient als Indikator kritischer Zust ande und soll die
Bedienung der kritisch gewordenen Verkehrsstr ome ausl osen. Durch die Wahl der Schalt-
funktion l asst sich eine Balance zwischen Verkehrs- und Zeitabh angigkeit einstellen und
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eine maximale Bedienfolgezeit vorgeben. Auf die Spezikation der Schaltfunktion wird im
Abschnitt 4.3 genauer eingegangen.
Bedienkonzept
Dieses bedarfsgetriebene Bedienkonzept ist aus verschiedenen Gr unden interessant. Zum
einen stellt es sicher, dass in jeder Gr unzeit eine (von der Bedienfolgezeit abh angige)
Mindestzahl an Fahrzeugen mit maximaler Rate ab
iet. Damit werden die Gr unzeiten
ezienter genutzt. Hinsichtlich der Stabilisierung reicht es sogar aus, die Gr unzeit bereits
nach Leerung der Warteschlange abzubrechen. Die Gr unzeiten werden verk urzt. Die zur
Stabilisierung nicht unbedingt ben otigten Gr unzeiten werden frei.
Zum anderen werden mit variablen Bedienfolgezeiten Zu
ussschwankungen ausgegli-
chen. In voll-verkehrsabh angig gesteuerten Straennetzen zeichnen sich die Zu
 usse durch
unterschiedlich groe Kolonnen mit stark schwankenden Ankunftszeitpunkten aus. Zykli-
sche Ankunftsprole gibt es nicht. Da ist es zweckm aig, falls ein Teil der zu
ieenden
Fahrzeuge sp ater eintrit, eine bestimmte Zeit lang auf diesen zu warten. Es sind mit
h oherer Wahrscheinlichkeit die gr oeren Kolonnen, die das  Uberschreiten der kritischen
Fahrzeugzahl und damit das Umschalten auf Gr un ausl osen. Variable Bedienfolgezeiten
beg unstigen so die Kolonnenf uhrung durch ein Straennetz, das durch Irregularit at und
Unvorhersehbarkeit gepr agt ist.
Der Hauptgrund aber, warum dieses ungew ohnliche Bedienkonzept  uberhaupt in Er-
w agung gezogen wird, ist Folgender: Da vor dem Gr unschalten auf eine kritische Fahr-
zeugzahl gewartet wird, beginnen die Gr unzeiten erst dann und nicht fr uher, als es zur
Stabilisierung und zum Einhalten gew unschter bzw. maximaler Bedienfolgezeiten unbe-
dingt notwendig ist. Damit eignet es sich zur  Uberwachung einer anderen { der eigentlichen
{ Knotensteuerung. Dieser sei es  uberlassen, die Gr unzeiten fr uher zu beginnen und die
Fahrzeuge fr uher abzufertigen. Doch falls ihr das aus verschiedenen Gr unden nicht gelin-
gen sollte, dann wird dies von der lokalen Zustands uberwachung sofort erkannt. Mit der
Vorgabe, die kritisch gewordenen Verkehrsstr ome unverz uglich zu bedienen, wird der Ver-
kehrsknoten stabilisiert. Das gesamte Netz ist stabil, wenn jeder Knoten  uber eine solche
Zustands uberwachung verf ugt.
4.2 Zustands uberwachung
Aufbau
Als ein Konzept zur Regelung nichtlinearer dynamischer Systeme wird die Zustands-
 uberwachung (engl. supervisory control) h aug zur Stabilisierung von Warteschlangen
in Produktions- und Material
uss-Netzwerken eingesetzt. Ihre Aufgabe ist es, kritische





Abbildung 15: Die lokale Zustands uberwachung verfolgt den Verkehrsablauf und iden-
tiziert (anhand des Mechanismus aus Abbildung 14 rechts) kritische Zust ande. Durch
Vorgaben an die Knotensteuerung, beispielsweise einen kritischen Verkehrsstrom unver-
z uglich zu bedienen, werden maximale Bedienfolgezeiten eingehalten und der Verkehrsab-
lauf stabilisiert. Solange die Knotensteuerung von selbst das gew unschte Verhalten zeigt,
braucht die  Uberwachung nicht einzugreifen.
Systemzust ande rechtzeitig zu erkennen und Manahmen vorzugeben, die das System
schnellstm oglich wieder in einen unkritischen Zustand  uberf uhren.
Die Zustands uberwachung kann als ein eigenst andiger Prozess verstanden werden,
der beispielsweise neben dem Regelalgorithmus der verwendeten voll-verkehrsabh angigen
Lichtsignalsteuerung auf dem selben Steuerger at l auft. Wie in Abbildung 15 schematisch
dargestellt, verfolgt dieser Prozess die Entwicklung des Verkehrsgeschehens und die von
der Knotensteuerung vergebenen Gr unzeiten. Daraus kann abgeleitet werden, ob oder
wann ein bestimmter Verkehrsstrom als kritisch einzustufen ist.
Funktionsweise
Sobald ein Vehrsstrom als kritisch identiziert wurde, ist dieser zum n achstm oglichen Zeit-
punkt zu bedienen.9 Der Verkehrsstrom verliert seinen kritischen Zustand, wenn entweder
die zugeh orige Gr unzeit eines stabilen Festzeitprogramms erreicht oder die Warteschlange
vorher geleert wurde. Er kann erst in der nachfolgenden Rotzeit wieder kritisch werden.
Benden sich mehrere zueinander unvertr agliche Str ome gleichzeitig im kritischen Zu-
stand, so sind sie in der Reihenfolge zu bedienen, in der sie kritisch geworden sind. Auf
diese Weise schreitet der Stabilisierungsmechanismus in kritischen F allen kurzzeitig und
wirkungsvoll ein, w ahrend er sich sonst aus der Organisation des Verkehrsablaufs zur uck-
h alt.
Solange die lokale Steuerung jeden Verkehrsstrom hinreichend h aug bedient, wird sich
9Dass bis zum Umschalten auf Gr un Zwischenzeiten einzuhalten sind, wird vom Kriterium zur Identi-
kation kritischer Zust ande explizit ber ucksichtigt (vgl. Abschnitt 4.3).
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der  Uberwachungsmechanismus passiv verhalten und das Steuerungsverfahren in keiner
Weise beein
ussen. Anderenfalls, wenn die lokale Steuerung beispielsweise zu viel Zeit f ur
die Abfertigung der Hauptstr ome aufbringt oder Bussen und Straenbahnen zu h aug
Vorrang gew ahrt, wird der Mechanismus in regelm aigen Abst anden die Abfertigung der
vernachl assigten Nebenstr ome anordnen. Wie die kritischen Str ome eingebunden werden,
ob durch Phasentausch oder Auswahl geeignet zusammengestellter Signalgruppenkombi-
nationen, sei dem lokalen Steuerungsverfahren  uberlassen.
Implementierungs-Strategien
Je nach Implementierungs-Strategie kann das Steuerungsverfahren in unterschiedlicher
Weise auf die stabilisierenden Vorgaben der Zustands uberwachung eingehen. Im einfachs-
ten Fall reagiert die Steuerung erst dann auf die Vorgaben, nachdem sich ein kritischer Zu-
stand eingestellt hat. So wird dem Steuerungsverfahren bei drohendem Stabilit atsverlust
vor ubergehend die Kontrolle entrissen. Sobald die Verkehrssituation in einen unkritischen
Zustand  uberf uhrt wurde, beispielsweise nach erzwungener Abfertigung einer Wartekolon-
ne, kann sie mit ihrer Regelungsstrategie fortfahren. Zwar kann dieses Vorgehen eventuel-
le Optimierungsans atze zunichte machen, aber es garantiert Stabilit at f ur jedes beliebige
Steuerungsverfahren. Insbesondere solche Verfahren, die zwar keinem universellen Stabili-
t atsbeweis standhalten, sich aber dennoch in den meisten F allen hervorragend verhalten,
k onnen somit sicher eingesetzt werden. Die Ergebnisse in L ammer (2007); L ammer u.
Helbing (2008); L ammer u.a. (2009) basieren auf dieser Strategie.
Eleganter ist es, wenn die Steuerung kritische Zust ande aktiv und vorausschauend zu
vermeiden versucht. Daf ur ist es notwendig, das Eintreten kritischer Zust ande bereits bei
der Bewertung zuk unftiger Schaltfolgen zu ber ucksichtigen, beispielsweise durch Strafter-
me in der Zielfunktion eines prognosebasierten Verfahrens. Ebenso ist es denkbar, daraus
Randbedingungen f ur ein Optimierungsverfahren abzuleiten, innerhalb derer ausschlie-
lich stabile L osungen entstehen. Auf diese Weise kann die Knotensteuerung die Vorga-
ben der Zustands uberwachung rechtzeitig in den Signalzeitenplan einbauen. Beispielswei-
se kann die Leerung eines beinahe kritischen Nebenstroms vorgezogen werden, um die
nachfolgend im Hauptstrom eintreende Fahrzeugkolonne nicht aufhalten zu m ussen. Es
ergibt sich ein Zusammenspiel aus Optimierung und Stabilisierung.
4.3 Spezikation
Nun soll das Kriterium speziziert werden, nach welchem ein Verkehrsstrom zum aktuellen
Zeitpunkt zur Bedienung auszuw ahlen ist. Ausgangspunkt ist ein Verkehrsknoten, f ur den
die mittleren Verkehrsst arken der zu
ieenden Str ome sowie Umlaufzeit und Gr unzeiten
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eines stabilen Festzeitprogramms bekannt sind. An die H augkeit der Bedienvorg ange
werden dabei zwei Anforderungen gestellt:
 Im Sinne der Stabilisierung soll jeder Verkehrsstrom im Mittel einmal innerhalb
einer Wunschperiode T bedient werden.
 Im Sinne der Verkehrssicherheit muss jeder Verkehrsstrom mindestens einmal inner-
halb einer w ahlbaren Maximalperiode T max bedient werden. Dies muss selbst dann
gelten, wenn kein Zu
uss detektiert wurde.
Weil das Kriterium noch w ahrend der Rotzeit  uber die nachfolgenden Gr unzeit entscheiden
muss, weisen die zugrunde liegenden Zustandsgr oen einige Besonderheiten auf.
Bedienfolgezeit und Kolonnengr oe
Wie bereits in Abbildung 14 im Ansatz erl autert, basiert das Kriterium auf der Auswer-
tung zweier Zustandsgr oen: der Bedienfolgezeit und der Kolonnengr oe. Beide Gr oen
beziehen sich auf den fr uhestm oglichen Zeitpunkt, zu dem die Warteschlange eines Ver-
kehrsstroms das n achste Mal vollst andig geleert sein kann. Die Zeit, die vom Ende der
letzten Gr unzeit bis dahin verstreicht, wird als Bedienfolgezeit ^ z bezeichnet. Die Kolon-
nengr oe ^ n steht f ur die Anzahl der Fahrzeuge, die w ahrend der Leerung mit maximaler
Rate ab
ieen. F ur beide Gr oen wird ber ucksichtigt, dass die n achste Gr unzeit erst nach
Ablauf der erforderlichen Zwischenzeit beginnen kann, und dass jedes Fahrzeug, das beim
Umschalten oder beim Leeren hinzukommt, den Leerungsprozess zus atzlich verl angert.
Dass es sich deshalb um Sch atzgr oen handelt, wird durch das Dach symbolisiert. Wie
^ z und ^ n unter diesen Vorgaben aus den Zeitreihen von Zu- und Ab
ussdetektoren mo-
dellbasiert prognostiziert werden k onnen, wird von L ammer (2007); L ammer u.a. (2007)
quantitativ hergeleitet und erl autert. Der Prognosehorizont sollte dabei so gro sein wie
die Summe aus Zwischen- und nachfolgender Gr unzeit.
Die Kolonnengr oe ^ n hat die interessante Eigenschaft, dass sie sich nicht nur auf die
aktuell wartenden Fahrzeuge bezieht, sondern auch auf die, die sich noch auf freier Strecke
benden und erst im Leerungsprozess eintreen werden. Beispielsweise wird ^ n durch eine
herannahende Fahrzeugkolonne sprunghaft gr oer, weil in der nachfolgenden Gr unzeit
pl otzlich mehr Fahrzeuge mit maximaler Rate ab
ieen k onnen. Falls dieser Sprung von
^ n das Umschalten ausl ost, ist der Umschaltvorgang und die Abfertigung der wartenden
und der noch ankommenden Fahrzeuge genau dann abgeschlossen, wenn die betrachtete
Kolonne die Haltelinie erreicht.
Die Bedienfolgezeit ^ z ist keine rein zeitliche, sondern auch eine verkehrsabh angige Gr o-
e. Sie setzt sich sowohl aus der zur uckliegenden Rot- und der noch ausstehenden Zwi-
schenzeit zusammen, als auch aus dem Zeitbedarf zum Leeren der Warteschlange. Bei
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gr oeren Verkehrsst arken wird die gleiche Bedienfolgezeit beispielsweise schon nach k ur-
zerer Rotzeit erreicht.
F ur den Zusammenhang zwischen den beiden Zustandsgr oen gilt: Bei vollst andiger
Warteschlangenleerung, von der zun achst ausgegangen wird, ist die bei Gr un ab
ieende
Kolonne ^ n immer so gro wie die Zahl der innerhalb der Bedienfolgezeit ^ z zu
ieenden
Fahrzeuge. Im deterministischen Fall mit konstanter Zu
ussrate q gilt folglich ^ n = q^ z. F ur
den allgemeinen Fall mit stochastischen Einzelank unften k onnen lediglich Wahrscheinlich-
keiten angegeben werden: Dass innerhalb einer Bedienfolgezeit ^ z mehr als ^ n Fahrzeuge
abgefertigt werden k onnen, ist genauso wahrscheinlich wie der Fall, dass im gleichen Zeit-
raum mehr als ^ n Fahrzeuge zu
ieen. Aus diesen  Uberlegungen heraus kann nun die
Schaltfunktion speziziert werden.
Schaltfunktion
Die Zustands uberwachung soll einen Verkehrsstrom als kritisch einstufen und dessen Be-
dienung anordnen, wenn die in der nachfolgenden Gr unzeit ab
ieende Fahrzeugkolonne
^ n einen Schwellenwert c(^ z) erreicht oder  uberschreitet. Letzter  ubernimmt aufgrund sei-
ner Abh angigkeit von der Bedienfolgezeit ^ z die Rolle einer Schaltfunktion. Das Kriterium
lautet in allgemeiner Form
^ n  c(^ z): (18)
Um die eingangs aufgef uhrten Anforderungen zu erf ullen, muss die Schaltfunktion c(^ z)
drei Eigenschaften aufweisen. Eine zul assige Realisierung, die alle drei Eigenschaften hat,
zeigt Abbildung 16.
Zu erst muss die Schaltfunktion streng monoton fallend sein, d.h.
dc=d^ z < 0: (19)
Dies stellt sicher, dass jeder Verkehrsstrom mit fortschreitender Rotzeit irgendwann kri-
tisch werden muss und er diesen Status erst durch seine Bedienung wieder verlieren kann.
Dem liegt zugrunde, dass ^ n und ^ z w ahrend der Rotzeit lediglich gr oer aber niemals
kleiner werden k onnen.
Zum Zweiten muss die Schaltfunktion, damit sich im stabilit atskritischen Fall im Mittel
die Wunschperiode T einstellt, die Eigenschaft
c(T) = qT (20)
haben. Denn die Bedienung soll starten, sobald innerhalb der Bedienfolgezeit ^ z = T genau
so viele Fahrzeuge abgefertigt werden k onnen, wie bei gegebener Verkehrsst arke q inner-













Abbildung 16: Beispiel einer zul assigen Schaltfunktion. Sie ist streng monoton fallend
und verl auft durch die beiden in den Gleichungen (20) und (21) spezizierten Punkte.
Durch Wahl der Wunschperiode T und der Maximalperiode T max kann das dynamische
Verhalten des Stabilisierungsmechanismus innerhalb bestimmter Grenzen variiert werden.
halb der Wunschperiode T im Mittel zu
ieen. Falls diese kritische Kolonnengr oe bis
dahin nicht zustande kommt, soll noch eine gewisse Zeit gewartet (und damit der verwen-
deten Knotensteuerung der Vorzug gelassen) werden. Wenn anderenfalls mehr Fahrzeuge
schon fr uher bereit sind, sollen diese auch fr uher abgefertigt werden. Wie Abbildung 16
zeigt, werden deshalb Bedienfolgezeit ^ z und Kolonnengr oe ^ n um den Punkt (T;qT) streu-
en.
Die Maximalperiode T max wird niemals  uberschritten, wenn die Schaltfunktion die dritte
Bedingung
c(T
max) = 0 (21)
erf ullt. Selbst wenn innerhalb einer Bedienfolgezeit ^ z = T max kein Fahrzeug abzufertigen
ist, d.h. im Falle ^ n = 0, wird ein Bedienvorgang ausgel ost. Bei der Implementierung ist
darauf zu achten, dass eine sicherheitskritische Bedienung mit ^ z = T max Vorrang vor der
Abfertigung anderer kritischer Str ome haben muss. Damit ist selbst bei Detektorausf al-
len sicher gestellt, dass jeder Verkehrsstrom mindestens einmal in T max Sekunden Gr un
bekommt.
4.4 Freiheitsgrade
Diese Spezikation l asst Freiheitsgrade zu, innerhalb derer beispielsweise das Ma der Ver-
kehrsabh angigkeit und der Spielraum der verwendeten Knotensteuerung variiert werden
kann.
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Wunschperiode
Mit Wahl der Wunschperiode T kann auf die F alle Ein
uss genommen werden, in de-
nen die verwendete Knotensteuerung aufgrund von Zu
ussschwankungen, der vermehrten
Ankunft hoch priorisierter  OV-Fahrzeuge oder stabilit atskritischen Fehlentscheidungen
nicht mehr von sich heraus wie gew unscht verh alt. In solchen F allen wird die lokale Zu-
stands uberwachung jeden Verkehrsstrom im Mittel einmal innerhalb der Wunschperiode
T hinreichend lange zur Bedienung ausw ahlen. Die Wunschperiode T muss der Umlaufzeit
eines stabilen Festzeitprogramms entsprechen und folglich gr oer sein als die theoretische
Mindestumlaufzeit. Da die Mindestumlaufzeit meist von der Phasenfolge abh angt, ist bei
ihrer Bestimmung darauf zu achten, dass sie auch im ung unstigen Fall gro genug ist. Die
Dierenz zwischen Mindestumlaufzeit und gew ahlter Wunschperiode T verbleibt der ver-
wendeten Knotensteuerung als Spielraum, den sie f ur zus atzliche Umschaltvorg ange oder
Gr unzeitverl angerungen nutzen kann, ohne dass die Zustands uberwachung einschreitet.
Es ist somit ausreichend, die Wunschperiode T an den Spitzenstunden auszurichten und
im  ubrigen Tagesverlauf beizubehalten. Zu empfehlen sind relativ hohe, aber aus Sicht
der Verkehrsteilnehmer noch akzeptable Werte, beispielsweise T = 90s. Die verwendete
Knotensteuerung wird { wenn sie kann { geringere Folgezeiten einrichten.
Maximalperiode
Mit der Maximalperiode T max werden ernste St orf alle, wie der Ausfall von Detektoren,
abgefangen.10 Falls die verwendete Knotensteuerung einen ausbleibenden oder nicht de-
tektierten Zustrom nicht von selbst regelm aig mit Gr unzeiten versorgt, weil es beispiels-
weise nicht optimal scheint oder weil die Steuerungslogik Leerl aufe vermeidet, geschieht
dies durch die Zustands uberwachung innerhalb der Maximalperiode T max ein Mal. Die
Maximalperiode T max muss gr oer sein als die Wunschperiode T. Je n aher beide bei-
einander liegen, desto mehr  ahnelt die Schaltfunktion der einer Festzeitsteuerung (vgl.
Abbildungen 14 und 16). Umgekehrt gewinnt die Zustands uberwachung mit gr oerem
T max und einer 
acheren Schaltfunktion ein h oheres Ma an Verkehrsabh angigkeit. Zu
empfehlen sind gr otm ogliche, mit den Richtlinien RiL (1992); HBS (2005) vertr agliche
Werte, beispielsweise T max = 120s.
Gr unzeiten
Die Gr unzeiten des zugrunde liegenden Festzeitprogramms bestimmen die Kapazit at eines
Knotens im Falle von Verkehrsspitzen oder  Ubers attigung. Denn wenn jeder Verkehrs-
10Ist das Fehlverhalten bestimmter Detektoren bekannt, empehlt L ammer (2007), diese besser durch
virtuelle Detektoren zu ersetzen. Bei bekannter Verkehrsst arke w urden virtuellen Str ome innerhalb
der Wunschperiode T hinreichend lange Gr un bekommen.
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strom nur genau ein Mal innerhalb der Wunschperiode T bedient werden kann, kommen
diese Gr unzeiten zur Anwendung. Das HBS (2005) empehlt, die Gr unzeiten proportional
zur Auslastung der Verkehrsstr ome aufzuteilen. Es gibt aber noch andere M oglichkeiten.
Im Hinblick auf  Ubers attigung ist es sinnvoll, von der proportionalen Aufteilung ab-
zuweichen und einigen ausgew ahlten Str omen l angere Gr unzeiten zuzuweisen. Welche
Str ome zu bevorzugen sind, kann sich aus stadtplanerischen  Uberlegungen ergeben. So
forderm beispielsweise Kirchho (2002); Steierwald u.a. (2005), den Verkehr im Haupt-
straennetz zu b undeln um Nebenstraen und Wohngebiete zu entlasten. Dieses Ziel,
auch "Stadtfahrplan\ genannt, l asst sich durch gezielte Kapazit atszuweisung auch mit
voll-verkehrsabh angigen Steuerungen umsetzen: Die Zustands uberwachung garantiert den
Hauptstr omen, die f ur den netzweiten Verkehr wichtig sind, an den Knoten eine gr oere
Kapazit at, w ahrend sie gleichzeitig den Zu
uss aus dem Nebenstreckennetz drosselt.
Statt die zugesicherten Gr unzeiten  uber l angere Zeitr aume gleich zu halten, k onnen
diese ebenso aus der aktuellen Verkehrslage heraus bestimmt werden. Ein von L ammer
(2007); L ammer u. Helbing (2008) vorgeschlagener Ansatz ist, die Bestimmung der Gr un-
zeitenaufteilung auf ein lineares Optimierungsproblem bez uglich der Gesamtwartezeiten
zur uckzuf uhren. Einen anderen, nichtlinearen Optimierungsansatz schl agt Gazis (1964,
2002) vor: Er wendet Pontryagins Maximumprinzip an und charakterisiert die optimale
L osung als eine Bang-Bang-L osung. Allerdings setzt Gazis schwer realisierbare Prognose-
horizonte von mehreren Minuten voraus.
4.5 Ergebnisse
Die Zustands uberwachung wird, je nach Situation und verwendeter Knotensteuerung, auf
unterschiedliche Weise zur Stabilisierung des Verkehrsablaufs beitragen. Die Bandbreite
der zu erwartenden Ergebnisse wird im Folgenden beispielhaft dargelegt und mit Simula-
tionen veranschaulicht.
Zusammenspiel von Optimierung und Stabilisierung
Der Stabilisierungsmechanismus greift gelegentlich in die Knotensteuerung ein, um einer-
seits R uckstaul angen zu begrenzen und andererseits gew unschte bzw. maximale Bedien-
folgezeiten einzuhalten. Das geschieht insbesondere in solchen Situationen, in denen die
Knotensteuerung nicht von selbst das gew unschte Verhalten hervorbringt. Die dynamische
Priorisierung aus Abschnitt 2.3, beispielsweise, versagt bei starken Verkehrslasten. Wie
Abbildung 17 zeigt, divergieren die Warteschlangen mit diesem Optimierungsverfahren
ohne Zustands uberwachung bereits bei Auslastungen um 75%. Mit der Zustands uberwa-
chung jedoch, die f ur bestimmte Verkehrsstr ome gelegentlich Gr unzeiten erzwingt { selbst
















Abbildung 17: Summe der mittleren Warteschlangenl angen an einem vierarmigen Kno-
ten mit konstanten Zu
 ussen f ur verschiedene Auslastungen, aus L ammer (2007). Das lo-
kale Optimierungsverfahren beruht auf der dynamischen Priorisierung aus Abschnitt 2.3
und wird bereits bei Auslastungen um 75% instabil. In Kombination mit dem Stabilisie-
rungsmechanismus, der R uckstaul angen begrenzt und gew unschte bzw. maximale Bedien-
folgezeiten einh alt, divergieren die Warteschlangen jedoch erst bei maximaler Auslastung.
Die Umlaufzeit der Festzeitsteuerung entspricht der Wunschperiode T und die Aufteilung
der Gr unzeiten erfolgt proportional zur Auslastung der Verkehrsstr ome.
wenn es im Sinne des verwendeten Optimierungsverfahrens nicht immer lohnend scheint {
bleiben die Warteschlangen auch bei groen Verkehrsst arken beschr ankt. Solange es einer
Festzeitsteuerung gelingt, die zu
ieenden Verkehrsstr ome abzufertigen, solange ist die
zustands uberwachte Optimierung stabil.
Beschleunigte Stauau
 osung
Aufgrund von Verkehrsschwankungen sind  Uberlastungssituationen nicht auszuschlieen.
In solchen F allen werden Verkehrsstr ome genau ein Mal innerhalb der Wunschperiode
T mit der Gr unzeit eines w ahlbaren Festzeitprogramms bedient. Mit der Aufteilung der
Gr unzeiten kann die Durchlassf ahigkeit  ubers attigter Knoten gezielt beein
usst werden.
Ausgew ahlten Str omen  uberproportional groe Gr unzeiten zuzusichern, beschleunigt die
Stauau
 osung im Hauptstraennetz und erh oht dessen Durchl assigkeit. Gleichzeitig be-
kommen Nebenstr ome nur die zur Stabilisierung minimal erforderlichen Gr unzeiten zu-
gewiesen. Auf diese Weise lassen sich mit voll-verkehrsabh angigen Steuerungen stadt-
planerische Zielsetzungen verwirklichen. Das Prinzip der beschleunigten Stauau
 osung
verdeutlicht Abbildung 18.
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Abbildung 18: Zeitlicher Wartschlangenverlauf (links) und zugeh orige Trajektorie
(rechts) am Beispiel einer zustands uberwachten Stauau
 osung am zweiarmigen Einzel-
knoten aus Abschnitt 2.1. Die anf anglich kritischen Warteschlangen (dicke Linien) werden
in den optimalen Grenzzyklus mit minimalen Gesamtwartezeiten (vgl. Abbildung 9)  uber-
f uhrt. Die Zustands uberwachung teilt die Gr unzeiten unterschiedlich auf. Oben: Haupt-
und Nebenstrae bekommen gleiche Gr unzeiten zugesichert. Das Au
 osen beider Warte-
schlangen dauert gleich lange. Unten: Die Hauptstrae bekommt die maximal verf ugbaren
Gr unzeiten zugewiesen, die Nebenstrae nur die minimal erforderlichen. Der R uckstau auf
der Nebenstrae wird erst dann abgebaut, nachdem sich die Situation auf der Hauptstra-
e entspannt hat. Verwendete Parameter: T = 90s, T max = 120s, S1 = S2 = 1Fz=1;8s,
q1 = q2 = 0;4Fz=1;8s und Zwischenzeit 5s.
Komplexer Einzelknoten
Das vorgestellte Konzept eignet sich zur Stabilisierung beliebiger voll-verkehrsabh angiger
Steuerungsverfahren, beispielsweise auch des dynamischen Priorisierungsverfahrens aus
Abschnitt 2.3. Weil dessen Optimierungsansatz weder an Phasenfolgen noch Umlaufzeiten
gebunden ist, zeichnet es sich durch ein besonders 
exibles und bedarfsgerechtes Bedien-
konzept aus. Allerdings kann das Priorisierungsverfahren von sich heraus keine maximalen
Rotzeiten und erst recht keine Stabilit at garantieren. Jedoch nutzt es in Kombination mit
der Zustands uberwachung verf ugbare Kapazit atsreserven f ur zus atzliche Phasenwechsel
und Gr unzeitverl angerungen. Wie L ammer (2007); L ammer u.a. (2009) anhand mehrerer
Beispiele zeigen, k onnen an komplexeren Einzelknoten sehr interessante Verhaltensmuster
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Abbildung 19: Gr unzeiten der vier Phasen eines komplexen Einzelknotens in unter-
schiedlichen Auslastungsf allen. Als Knotensteuerung kommt das dynamische Priorisie-
rungsverfahren aus Abschnitt 2.3 zum Einsatz. Bei wenig Verkehr werden alle Phasen kurz
nacheinander bedient. Bei mittleren Auslastungen werden die verkehrsstarken Phasen (1
und 2) doppelt so h aug ausgew ahlt wie die schw acheren (3 und 4). Die Wunschperiode
T wird dabei niemals  uberschritten, notfalls werden Phasen 3 und 4 durch die Zustands-
 uberwachung eingebunden (dick markiert). Bei maximaler Auslastung verh alt sich die
Steuerung wie eine Festzeitsteuerung mit Umlaufzeit T.
entstehen. In Abbildung 19 werden manche Phasen h auger ausw ahlt als andere: Verkehrs-
starke Str ome erhalten kleinst m ogliche Bedienfolgezeiten, w ahrend verkehrsschwache nur
so selten wie n otig bedient werden. Erst an der Auslastungsgrenze, wenn es keinen Spiel-
raum f ur Optimierungen mehr gibt, schaltet die zustands uberwachte Steuerung wie eine
Festzeitsteuerung in festen Schritten von einer Phase zur n achsten.
Netzstabilisierung
Der lokale Stabilisierungsmechanismus garantiert jedem verkehrsabh angig gesteuerten
Knoten im Netz die Kapazit at einer Festzeitsteuerung. Zwar haben die dynamischen
Wechselwirkungen zwischen den Knotenpunkten nach wie vor zur Folge, dass sich die
zeitliche Entwicklung des Verkehrsablaufs nur eingeschr ankt vorhersagen l asst. Aber es
ist ausgeschlossen, dass dadurch irgendein Verkehrsstrom an irgendeinem Knoten bei Be-
darf nicht die im Mittel ben otigten Gr unzeiten erh alt. Dadurch k onnen die dynamischen
Wechselwirkungen im Netz nicht mehr dazu f uhren, dass sich Knotenpunkte gegenseitig
aufschaukeln. Abbildung 20 zeigt, wie die lokale Zustands uberwachung das Straennetz
aus Abschnitt 3 stabilisiert.

































Abbildung 20: Verlauf der Warteschlangen im stabilisierten Straennetz aus Ab-
schnitt 3. Im Unterschied zu Abbildung 12 wird durch das regelm aige Eingreifen des
Stabilisierungsmechanismus (dicke Linien) ein dynamisches Aufschaukeln verhindert. Die
Bedienfolgezeiten sind durch die Wunschperiode T begrenzt. Da jeder Verkehrsstrom zwei-
mal bedient wird, ist die Periode der gesamten Schaltfolge deutlich l anger. Verwendete
Parameter: T = 90s, T max = 120s, S = 1Fz=1;8s und q1 = q2 = 0:6S.
Komplexes Netzwerk
Dass sich der vorgestellte Mechanismus in komplizierten Straennetzen mit hohem  OV-
und Fug angeranteil einsetzen l asst, konnte von L ammer u.a. (2009) in einer Simu-
lationsstudie am Beispiel des Stadtgebietes um den Bahnhof Dresden Mitte gezeigt
werden. Das Gebiet umfasst 13 lichtsignalisierte Knotenpunkte, die teilweise sehr na-
he beieinander liegen und von 7  OV-Linien stark frequentiert werden. Derzeit werden
die Anlagen mit einer verkehrsabh angigen netzweit koordinierten Steuerung mit rela-
tiver  OPNV-Bevorrechtigung betrieben. Diesem Verfahren wird in der Studie die voll-
verkehrsabh angige Selbst-Steuerung gegen ubergestellt. Sie besteht neben dem vorgestell-
ten Stabilisierungsmechanismus aus zwei weiteren Grundverfahren: einem Antizipations-
verfahren, das herannahende Fahrzeugkolonnen erkennt und Koordinierungen in Form dy-
namischer Gr uner Wellen beg unstigt, und einem Optimierungsverfahren, das entsprechend
der dynamischen Priorisierung (vgl. Abschnitt 2.3) aus allen zul assigen Schaltkombinatio-
nen (mehr als hundert je Knoten) die momentan beste ausw ahlt. Fug angerstr ome werden
als virtuelle Str ome ber ucksichtigt. Die Fahrzeuge des  OPNV werden in der Zielfunktion
mit einem gr oeren Faktor gewichtet.
Im Ergebnis konnten L ammer u.a. (2009) zeigen, dass mit der zustands uberwachten














Abbildung 21: Fahrzeugtrajektorien entlang der K onneritzstrae am Bahnhof Dresden
Mitte aus einer Simulationsstudie von L ammer u.a. (2009). Oben: Die netzweit koordinier-
te Original-Steuerung h alt die zu
ieenden Fahrzeuge am ersten Knoten auf, um sie dann
ein Mal innerhalb von 100 Sekunden als Gr une Welle durch das Gebiet zu f uhren. Unten:
Mit der zustands uberwachten Selbst-Steuerung erhalten die Fahrzeuge des Hauptstroms
fr uher und h auger Gr un. Es entstehen kleinere Kolonnen, die es erlauben, die Kon
ik-
te mit Nebenstr omen oder kreuzenden Straenbahnen entlang der Strecke 
exibler zu
entscheiden.
Selbst-Steuerung Straenbahnen und Busse an den Knotenpunkten k urzer oder gar nicht
aufgehalten werden. Sie sind damit schneller und p unktlicher. Auch die Kraftfahrzeuge
fahren im Mittel z ugiger durch das Netz, als wenn f ur sie Gr une Wellen eingerichtet wer-
den. Fug anger und Radfahrer bekommen bei jeder sich bietenden Gelegenheit Gr un, ihre
mittlere Wartezeit ist deutlich verk urzt. Abbildung 21 macht die grunds atzlich verschie-
denen Ans atze am Beispiel der Kolonnenf uhrung entlang einer Hauptstrae deutlich. Ver-
gleichende Simulationsvideos sind im Internet unter http://stefanlaemmer.de/selfcontrol
abrufbar.
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5 Zusammenfassung
F ur eine bedarfsgerechte Gestaltung des Verkehrsablaufs mit ausgewogener  OV-
Beschleunigung sind Lichtsignalsteuerungen notwendig, die 
exibel auf lokale Gescheh-
nisse reagieren. Doch mit solchen Steuerungen kann es passieren, dass aufgrund dynami-
scher Kapazit atsverluste Warteschlangen immer l anger werden. Die Ursachen derartiger
Stabilit atsprobleme sind vielf altig. Rechenbeispiele konnten dies deutlich machen.
Mit der klassischen Festzeitsteuerung l asst sich die Kapazit at der Knotenpunkte in-
nerhalb bestimmter Grenzen vorgeben. Auf dem Ansatz, jeden Strom an jedem Knoten
genauso h aug und bei Bedarf genauso lange wie mit einem ausgew ahlten Festzeitpro-
gramm zu bedienen, basiert der vorgestellte Stabilisierungsmechanismus. Doch statt die
Gr unzeiten in zeitlich fester Folge zu vergeben, wird das stabilisierende Wirkungsprinzip
verkehrsabh angig ausgestaltet. Dadurch werden die zur Stabilisierung nicht unbedingt be-
n otigten Gr unzeiten frei und k onnen von der verwendeten Knotensteuerung f ur zus atzliche
Umschaltvorg ange oder Gr unzeitverl angerungen genutzt werden. Eine gew unschte Bedi-
enfolgezeit wird im Mittel eingehalten. Eine maximale Bedienfolgezeit wird niemals  uber-
schritten, selbst wenn Zu
ussdetektoren ausfallen. Durch Wahl des zugrunde liegenden
Festzeitprogramms kann eine verkehrsstromfeine Kapazit atszuweisung im  ubers attigten
Fall erfolgen. Der vorgestellte Mechanismus stabilisiert auf diese Weise jede beliebige voll-
verkehrsabh angige Steuerung. Sie erf ullt sicherheitsrelevante Anforderungen und erlaubt
die Umsetzung stadt- und verkehrsplanerischer Ziele.
5.1 Anwendungsf alle
Ein oensichtlicher Anwendungsfall ist die Stabilisierung urspr unglich instabiler Steue-
rungsverfahren. Aber auch stabile Verfahren k onnen von einem solchen Mechanismus
protieren: Sie k onnten ihn als Assistenten einsetzen, der in komplizierten Situationen
Hilfestellung zur raschen Stauau
 osung gibt.
Durch Erweiterung des vorgestellten Mechanismus sind g anzlich andere Einsatzf alle
denkbar, beispielsweise beim St orfallmanagement: Wenn auergew ohnliche Nachfragespit-
zen aufgrund von Umleitungen oder spontane Kapazit atseinbr uche aufgrund von Unf allen
auftreten, kann infolge langer R uckstaus der Ab
uss in nachfolgende Streckenabschnitte
eingeschr ankt sein. Eine Zustands uberwachung, die neben den Zu
 ussen zus atzlich die mo-
mentan verf ugbaren Ab
usskapazit aten ber ucksichtigt, k onnte den Zu
uss in  uberlastete
Strecken durch l angere Rotzeiten gezielt drosseln. Die dadurch frei werdenden Gr unzeiten
k onnen unmittelbar freien Richtungstr omen veranschlagt werden. Somit entlastet die Zu-

ussdrosselung gest orte Bereiche im Netz, w ahrend sie gleichzeitig den Ausweichrouten
zus atzliche Kapazit aten bereitstellt. Die Umverteilung des Verkehrs ginge Hand in Hand
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mit einer Umverteilung der Gr unzeiten.
5.2 Fazit
Die Grundsatzfrage ist entschieden: Voll-verkehrsabh angige Lichtsignalsteuerungen k on-
nen die gleiche Verkehrsmenge bew altigen wie Festzeitsteuerungen. Damit ist die Voraus-
setzung geschaen, solche Steuerungen zur 
exiblen und bedarfsgerechten Organisation
des Verkehrsablaufs in den St adten einzusetzen. Eine ausgewogene  OV-Beschleunigung
und eine dynamische Kolonnenf uhrung k onnen mit solchen Steuerungen Wirklichkeit wer-
den. Mit welchem voll-verkehrsabh angigen Steuerungsverfahren dies am besten gelingt,
sollen andere Studien herausarbeiten. Doch sicher ist, dass ein solches Verfahren die hier
diskutierten Prinzipien nicht auer Acht lassen kann.
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