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Introduction
The aim of the present essay is threefold: the first two parts are devoted to fully explore the
Fourth Moment Theorem and the universality phenomenon in the framework of homogeneous
sums, both in the classical and in the free probability setting, while the last part approaches
the classical theory of orthogonal polynomials via the invariant theory of binary forms, focusing
on apolarity.
A universality result (or invariance principle) is a mathematical statement implying that the
asymptotic behaviour of a given random system does not depend on the distribution of its
components: the most celebrated instance of such a phenomenon is undoubtedly the Central
Limit Theorem (CLT), or its functional version for random walks, known as Donsker’s Theorem.
If S(µ) denotes a random system depending on some probability distribution µ, we shall say
that µ is universal if the fact that S(µ) verifies a limit theorem, implies that S(ν) (that is,
the random system obtained by replacing µ with another probability law ν) displays the same
asymptotic behaviour, for any choice of ν in a large class of probability laws.
A whole line of research about invariance principles has recently emerged from a new version of
the celebrated Lindberg method, established in [71] and relying on low-influence functions. This
technique dates back to [102] and will be the trailhead of the first two parts of the dissertation.
Part I deals with the Lindberg method of influence functions in the setting of free probability
spaces: the first and main step that will be accomplished in this direction is a general multidi-
mensional invariance principle for vectors of homogeneous sums in freely independent random
variables. The work expands the ideas first developed in [33], which constitute the free counter-
part, in dimension 1, to the universality of the Gaussian Wiener Chaos proved in [80]. Secondly,
a class of universal laws for semicircular and free Poisson approximations of homogeneous sums
in freely independent random variables will be derived by combining the Lindberg method of
influence functions and the so-called Fourth Moment Theorems.
Fourth Moment Theorems are limit theorems for non-linear functionals of a random field, hold-
ing under the only assumption of the convergence of the corresponding sequences of the second
ix
and fourth moments. Both in the commutative and non-commutative setting, Fourth Moment
Theorems (for central and non-central convergence), determine an elegant simplification of the
method of moments and cumulants for several classes of random fields, starting from the land-
mark examples of the Gaussian Wiener Chaos [86] and of the Wigner Chaos [57].
The goal of Part II is the characterization of those random variables X such that homogeneous
sums based on i.i.d. copies of X verify the Fourth Moment Theorem, both in the classical
and in the free probability scenarios. So far, it is known that the fourth moment phenomenon
for homogeneous sums applies, for instance, when X is Gaussian, Poisson, semicircular or free
Poisson distributed. Is there a characterizing property enabling this phenomenon, or does it
occur accidentally? The main results will be the determination of a condition on the fourth
cumulant of X that is sufficient for the Fourth Moment Theorem to hold for homogeneous sums
(in both the probability settings): discussions on the existence of an optimal necessary and
sufficient condition are also provided.
The choice of focusing on random variables having the form of multilinear homogeneous poly-
nomials is motivated by the fact that these random objects have been gaining more and more
interest in modern probability theory, both in the classical and in the free setting. As to classi-
cal probability theory, homogeneous sums in independent variables are instances of degenerate
U -statistics (which are the most appropriate non-linear extension of random sums), and they
represent the seminal examples of those random variables determining the chaotic decomposi-
tion for square-integrable functionals of a Brownian motion (see [77]), or other random fields.
Analogously, in free probability theory, homogeneous polynomials in non-commutative semicir-
cular random variables represent the base building blocks of multiple integrals with respect to
a free Brownian motion, up to a density argument [57].
For algebraists and physicists, the ring of homogeneous polynomials in independent
non-commutative variates x1, . . . , xn, provides a representation for the tensor algebra of a given
C-vector space V . According to Hermann Weyl’s philosophy, equations in the tensor algebra
suffice for the description of geometric facts, that is of the mathematical properties of the space
V that do not depend on the choice of the coordinate system. Quoting Gian-Carlo Rota [97],
“[...]The program of invariant theory, from Boole to our day, is precisely the translation of ge-
ometric facts into invariant algebraic equations expressed in terms of tensors.” To accomplish
this task, an effective choice of notation is paramount, not only for its own sake: for instance,
the choice of dealing with the invariant theory (of binary forms) via a suitable symbolic method,
allows one to revisit some aspects of the classical theory of orthogonal polynomials within the
theory of apolarity: this will be the core of Part III.
Every part will be further introduced by brief synopsis, where we present its contents and give
more details about the results to be shown: at the same time, some bibliographic comments
x
about related literature are given, to supplement all the discussion provided throughout the
chapters.
Here is a short overview of the contents:
1. the main result of Part I is Theorem 1.2.1. The proximity in law between vectors of
homogeneous sums in freely independent random variables is assessed in terms of the
maximum of the influence functions. As a consequence, by combining the invariance prin-
ciple with the Fourth Moment Theorem for Wigner integrals [57], it can be shown that
the law of the n-th Chebyshev polynomial Un(S) is universal for semicircular and free
Poisson approximations of vectors of homogeneous sums for every n ≥ 1, where S denotes
a standard semicircular random variable on a fixed free probability space. These results
perfectly match the findings in [33], corresponding to the unidimensional setting as to
the invariance principle, and to n = 1 for the universality of U1(S) = S for semicircular
approximations of homogeneous sums. The same approach is then sketched to fit the
commutative setting, yielding new universal laws for normal and Gamma approximations
of homogeneous sums in independent random variables.
2. Part II is devoted to the analysis of the Fourth Moment phenomenon for central and
non-central convergence of random variables having the form of multilinear homogeneous
polynomials (both in the commutative and non-commutative setting). Theorems 3.2.1
and 4.2.1 extend the findings in [86, 74, 57, 78] to homogeneous sums in independent
copies of a random variable having non-negative kurtosis (also called leptokurtic). Some
minimal additional hypothesis will be needed in the classical setting. Moreover, the same
condition is shown to be sufficient for the universality phenomenon to occur, in turn. In
both settings, the starting point is a new combinatorial formula for the fourth moment
of a homogeneous sum. Beyond their intrinsic interest, these results allow one to ex-
amine further properties of leptokurtic random variables: for instance, the equivalence
between componentwise and joint central convergence for vectors of homogeneous sums
based on such laws, that extend the findings of [90] and [83]. This equivalence, in turn,
can be applied to provide a general multidimensional transfer principle for Fourth Mo-
ment Theorems, that supplements the correspondence between Wiener and Wigner Chaos
established in [83].
3. Part III has a purely algebraic flavour, and deals with orthogonality of polynomials and
invariant theory. As a matter of fact, orthogonal polynomials constitute a recurrent theme
in the whole theory of stochastic analysis [105], and, more generally, in probability theory.
But what are orthogonal polynomials, really? Through the so called symbolic method of
xi
invariant theory [61], an algebraic and universal representation for (generalized) sequences
of orthogonal polynomials (in any number of variables) is achieved, via a general Heine in-
tegral formula and a determinantal formula. Recasting the theory of orthogonality within
the invariant theory of binary forms, some applications to probability theory are derived,
as explicit formulae for the moments of the so called random discriminants [64]. Finally, a
brief focus on the most prominent example of semi-invariants in probability and statistics,
that is, the cumulants, will be presented via a combinatorial technique: more precisely,
the analysis will be run through the tools deriving from the combinatorial approach to
stochastic integration developed in [101]. The starting point is the representation of cu-
mulants as expected value of the so-called diagonal measures. This setting turns out to be
particularly suitable to manage cumulants of the process of variations of a Le´vy process,
as well as to describe κ-statistics and polykays for positive random measures, in both the
classical and the free setting.
It is worth to stress that the first two parts share a common thread: the universality phe-
nomenon, though they rely on different motivations and techniques. In particular, the dis-
cussion presented in Part I is primarily oriented at establishing the free counterpart to the
multidimensional invariance principle provided in [80]. The derivation of other universal laws
for semicircular and free Poisson approximation of homogeneous sums follows as a consequence
of the strategy proposed in [33]. On the other hand, the core of Part II is the search of a
possible characterization of the laws verifying a Fourth Moment Theorem. It is the strategy of
proof that highlights the interactions with the universality phenomenon. Beyond all that, the
results of Part I will be referred to in Part II to derive the general transfer principle for Fourth
Moment Theorems between the two probability settings.
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Preliminaries
Before dwelling on the contents developed in the present dissertation, some preliminary facts
need to be recalled: to this aim, Section 0.1 is devoted to the combinatorics underlying the
probabilistic aspects that will be addressed, specially focusing on the moment-cumulant formu-
lae and on the properties of cumulants. Parts I and II are strongly connected to the theory of
multiple stochastic integration under several aspects. For the reader’s convenience, some ba-
sic definitions and standard notations are preliminarily introduced in Sections 0.2 and 0.3, for
the commutative and non-commutative setting respectively. Finally, Section 0.4 contains some
background material concerning classical orthogonal polynomials, and it will be particularly
useful for the discussion faced in Part III. None of these sections is meant to be exhaustive:
more references are quoted therein. In particular, the main references concerning free probabil-
ity theory are [72, 121] (see also [117] for a survey on random matrix theory), while for analysis
on Gaussian spaces, the main references are [85, 54, 77].
0.1 The lattice of partitions: moment-cumulant formulae
Let n ∈ N. A partition pi of the set [n] := {1, . . . , n} is a collection of non-empty and pairwise
disjoint subsets of [n] (called blocks) whose union is [n]. The set P([n]) of all partitions of [n]
is a lattice with respect to the refinement order: pi ≤ σ if each block of pi is contained in a
block of σ, in which case pi is said to be finer than σ, or σ coarser than pi. The maximum
and the minimum are usually denoted by 1ˆ = {{1, 2, . . . , n}} and 0ˆ = {{1}, {2}, . . . , {n}},
respectively. The greatest lower bound is the meet partition, denoted by pi ∧ σ, whose blocks
are the non-empty intersections between a block of pi and a block of σ, while the least upper
bound is the join partition denoted by pi ∨ σ, whose blocks are obtained by joining a block of
pi and a block of σ if they share at least one element, and repeating this operation with the
block so obtained, until it is possible. For example, if pi = 12|345|6|78, and σ = 123|678|45,
then σ ∧ pi = 12|3|45|6|78, and σ ∨ pi = 12345|678. For i, j ∈ [n] and σ ∈ P([n]), the notation
i ∼σ j will denote that i and j belong to the same block of σ.
In the sequel, P2([n]) will denote the set of the pairing partitions (also called perfect matchings),
that is, the partitions whose blocks all have cardinality equal to 2: trivially, P2([n]) is non-empty
xiii
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if and only if n is even, in which case |P2([n])| = (n− 1)!! = (n− 1)(n− 3) · · · 5 · 3 · 1.
For n,m ≥ 1, a crucial role will be played by the interval partition in P([mn]):
pi? := m⊗n = {{1, . . .m}, {m+ 1, . . . , 2m}, {2m+ 1, . . . , 3m}, . . . , {(n− 1)m+ 1, . . . , nm}},
which is usually denoted by pi? = 1 · · ·m|(m+1) · · · 2m|(2m+1) · · · 3m| · · · |((n−1)m+1) · · ·nm.
1b 2b . . . . .db d+1b d+2b . . . . .2db 2d+1b 2d+2b . . . . .3db 3d+1b 3d+2b . . . . .4db
Figure 1: Diagram of pi? = d⊗4 ∈ P([4d]).
Observe that, if σ ∈ P([nm]) is such that σ ∧ pi? = 0ˆ, then in each block of σ there is at most
one element from every block of pi?: in this case, we say that σ respects pi?.
For d ≥ 1, if i = (i1, . . . , id) ∈ [n]d, the kernel Ker(i) is the partition in P([d]) determined by
the rule h ∼ j if and only if ih = ij . Moreover, for every f : [n]d → R, for any ρ ∈ P([d]), fρ(i)
is obtained from f(i1, . . . , id) ∈ [n]d by setting il = is if and only if l ∼ρ s. If σ ∈ P([n]), its
class is the partition of the integer n, say λ = (1r1 2r2 . . . nrn) ` n, where rj is the number of
blocks of σ having cardinality j (for a synthetic account of the lattice of partitions, as well as
some other examples, see [88, Chapter 2]).
A partition pi is said to be non-crossing if, whenever there exist integers i < j < k < l, with
i ∼pi k, j ∼pi l, then j ∼pi k. The lattice of non-crossing partitions, denoted by NC([n]), is
the combinatorial structure underlying the free probability setting. In the sequel, NC2([n])
will denote the set of the non-crossing pairings of [n] = {1, 2, . . . , n}, that is, the set of all
non-crossing partitions of the set [n] where each block has exactly two elements. Of course,
NC2([n]) is empty if n is odd, while it has Cn2 elements if n is even, where Ck = 1k+1
(
2k
k
)
denotes the k-th Catalan number (see [72, Lecture 2], or [114]).
Finally, P?(m⊗n), P?2 (m⊗n), and NC?(m⊗n), NC?2(m⊗n) will stand respectively for the set of
partitions in P([mn]), P2([mn]), and NC([mn]), NC2([mn]) that respect pi? = 1 · · ·m|(m +
1) · · · 2m|(2m+ 1) · · · 3m| · · · |((n− 1)m+ 1) · · ·nm.
0.2 Elements of Classical Probability Theory
All the random objects (in the classical sense) that will be encountered in the following are
assumed to be defined on a suitable classical probability space (Ω,F ,P), and E will denote the
expectation on it. Standard references for classical probability theory include [14, 15, 38, 26].
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Given a sequence of (real) random variables Zn, and a random variable Z, it is said that Zn
converges in law (or in distribution, or weakly) to Z (for short, Zn
Law−−→ Z) if and only if, for
every continuous bounded function g : R→ R, it holds true that:
E[g(Zn)] −→
n→∞ E[g(Z)].
From the definition, it follows that convergence in law does not always imply the convergence
of the corresponding moments: this implication holds true, for instance, when the random vari-
ables Zn have a density with compact support, by virtue of the Stone-Weierstrass approximation
Theorem (see [38]). Another situation when the convergence of the moments is fulfilled under
the assumption of convergence in law occurs when the random variables gk(Zn), for gk(x) = x
k,
k ≥ 1, are uniformly integrable. For instance, if Zn Law−−→ Z, and there exists δ > 0 such that
sup
n≥1
E[|Zn|k+δ] <∞, then the sequence |Zn|k is uniformly integrable, and hence E[Zrn]→ E[Zr]
for every r = 1, . . . , k (see [27, Chapter 6] for a concise overview about moment convergence
and uniform integrability).
For a probability measure µ, the notation X ∼ µ will indicate that the random variable X, with
finite moments of every order, is distributed according to µ. Recall that a probability measure
µ, all of whose moments are finite, is said to be determined by its moments E[Xn], with X ∼ µ,
if and only if, given a random variable Y such that E[Xk] = E[Y k] for all k ≥ 1, necessarily
Y ∼ µ. For a sequence of random variables Zn and a random variable Z, whose moments
are finite (or, more weakly, such that the random variables |Zn|k are uniformly integrable for
every k ≥ 1), E[Zkn] → E[Zk] for every k ≥ 1 implies that Zn Law−−→ Z whenever the law of Z
is determined by its moments (see, for instance, [77, Theorem A.3.1]). Such statement encodes
the so-called method of moments and cumulants.
Finally, recall that the Wasserstein distance between two random variables T, F taking values
in Rd, is defined as:
dW(T, F ) = sup
h∈H
{|E[h(T )]− E[h(F )]|},
where H is the class of the Lipschitz functions h : Rd → R, with Lipschitz constant less or equal
than 1. The Wasserstein distance is particularly useful within approximations of probability
laws because the induced topology is strictly stronger than that of convergence in distribution:
this means that, given a sequence of random variables {Fn}n≥1, if dW(T, Fn) → 0 as n → ∞,
then Fn
Law−−→ T .
xv
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0.2.1 Moment-cumulant formula for classical random variables
Let χj(X), for j ∈ N, denote the (classical) j-th cumulant of a random variable X having
moments of all orders, namely
χj(X) = (−ı)j ∂
n
∂tn
lnE[exp(ıtX)],
with E[exp(ıtX)] denoting the moment generating function of X (see, for instance, [88, Chapter
3]).
If X1, . . . , Xn are random variables on a fixed classical probability space, moments and cumu-
lants are related by the formula:
E[X1X2 · · ·Xn] =
∑
σ∈P([n])
∏
B∈σ
χ(Xj : j ∈ B) (0.2.1)
with χ(Xj : j ∈ B) denoting the multidimensional cumulant, given by Mo¨bius inversion:
χ(X1, . . . , Xn) =
∑
σ∈P([n])
µ(σ, 1ˆ)
∏
B∈σ
E
[ ∏
j∈B
Xj
]
, (0.2.2)
and µ(σ, 1ˆ) denoting the Mo¨bius function on the interval [σ, 1ˆ] [96]. Note that, originally,
cumulants are defined via:
χ(X1, . . . , Xn) = (−ı)n ∂
n
∂t1 · · · ∂tn lnE
[
exp
(
ı
n∑
j=1
tjXj
)]
.
In particular, setting Xj = X for all j, the generalized cumulant χpi(X) of X is the multiplicative
function defined for pi ∈ P([n]), and satisfying the formula:
E[Xn] =
∑
pi∈P([n])
χpi(X),
with χpi(X) =
∏
B∈pi
χ|B|(X), or equivalently,
χn(X) =
∑
pi∈P([n])
µ(pi, 1ˆ)
∏
B∈pi
E[X |B|],
where |B| denotes the cardinality of the block B. In particular, χ1(X) = E[X], χ2(X) =
E[X2]−E[X]2 and, if X is centered, the kurtosis χ4(X) is given by χ4(X) = E[X4]− 3E[X2]2.
The most important feature of cumulants is that they characterize independence better than
moments, in the sense that χ(Xi1 , . . . , Xin) = 0 whenever there exists b ⊂ [n] such that
{Xij : j ∈ b} is independent of {Xij : j ∈ [n] \ b}. This property entails in turn the addi-
tivity of cumulants, that is, if X and Y are independent, then χn(X + Y ) = χn(X) + χn(Y )
for every n ≥ 1.
xvi
0.2. Elements of Classical Probability Theory
Main distributions The main distributions that will be encountered in the sequel are listed
below, together with some of their principal properties.
In the sequel,N (0, 1) will denote the standard Gaussian distribution with density x 7→ 1√
2pi
e−x
2/2
on R, so that the notation N ∼ N (0, 1) will indicate that the random variable N is distributed
according to the standard Gaussian law; similarly, N (m,σ2) denotes the Gaussian distribution
with mean m and variance σ2. The Gaussian law N (m,σ2) is determined by its moments: if
N ∼ N (m,σ2), then E[N ] = m and, for every k ≥ 2,
E[Nk] =
0 if k is odd;σk(k − 1)!! if k is even,
where (k − 1)!! = (k − 1)(k − 3) · · · 5 · 3 · 1. Equivalently, χ1(N) = m, χ2(N) = σ2, χk(N) = 0
for all k ≥ 3.
For α, β > 0, the Gamma distribution Γ(α, β) of shape parameter α and rate β, is the probability
measure on the real interval (0,∞), with density 1
Γ(α)
βαxα−1e−βxdx, where
Γ(α) =
∫∞
0
xα−1e−xdx denotes the Gamma function. The Gamma distribution is also de-
termined by its moments: if X ∼ Γ(α, β), its moments are given by the formula:
E[Xk] =
1
βk
k∏
j=1
(α+ j − 1).
Therefore, if X ∼ Γ(α, β), for any real number c > 0, cX ∼ Γ(α, βc ). In particular, for k ∈ N
the Gamma distribution Γ(k2 ,
1
2 ) concides with the χ
2(k) distribution with k degree of freedom;
moreover, X ∼ χ2(k) if X Law= N21 + · · · + N2k , where N1, . . . , Nk are i.i.d. standard normal
random variables.
For λ > 0, a discrete random variable X(λ) with probability mass determined by
P(X(λ) = n) =
e−λλn
n!
, is called a Poisson random variable of parameter (or rate) λ. The Pois-
son law is characterized by having all the cumulants equal to the rate λ, namely χm(X(λ)) = λ
for every m ≥ 1.
For Gaussian systems, the moment-cumulant formula (0.2.1) simplifies due to the vanishing of
the cumulants of order greater or equal than 3. Indeed, every Gaussian system of centered
random variables {Ni}i≥1 is completely determined by its covariance structure, and (0.2.1)
reduces to the so-called Wick formula:
E[Ni1 · · ·Nik ] =
∑
σ∈P2([k])
∏
{r,s}∈σ
E[NiNj ]. (0.2.3)
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0.2.2 Gaussian Wiener Chaos
The main references concerning Gaussian spaces and the theory of stochastic integration with
respect to an isonormal Gaussian processes are [77, 85], where the accent is put on the Malli-
avin Calculus and the Stein’s method for normal approximations; for a survey on the Brownian
motion, see [94].
Given a (possible separable) real Hilbert space H, an isonormal Gaussian process
G = {G(h) : h ∈ H} is a Gaussian field indexed onH, with covariance given by E[G(h1)G(h2)] =
〈h1, h2〉H.
When H = L2(R+), it can be easily shown that the stochastic process t 7→ Wt := G(1[0,t])
defines a Wiener process (also known as Brownian motion), up to a continuity property. Recall
that a Wiener process is a stochastic process {Wt}t≥0 such that:
1. Wt ∼ N (0, t), with W0 = 0 a.s.;
2. if 0 ≤ t1 < t2 < · · · < tn, the increments Wt1 ,Wt2−Wt1 , . . . ,Wtn−Wtn−1 are independent;
3. the increments have stationary distribution, that is Wt−s
Law
= Wt −Ws for s < t;
4. continuity: the path t 7→Wt is continuous with probability 1.
In this case, stochastic integration with respect to {Wt}t≥0 reduces to the classical theory of
multiple Wiener-Itoˆ integrals, that will be denoted by IWd (g) and will be introduced in the next
definition (for a general isonormal process G, multiple stochastic integrals IGd (f) with respect
to G are defined accordingly, and enjoy the same properties [77]).
Definition 0.2.1. Let g be a simple function in L2(Rq+), vanishing on diagonals (namely,
g(i1, . . . , iq) = 0 whenever ij = ik for j 6= k), say g =
q∏
j=1
1(sj ,tj), with (sj , tj) pairwise disjoint
intervals of the positive real line. The multiple Wiener integral of order q of g is defined by:
IWq (g) =
(
Wt1 −Ws1
) · · · (Wtq −Wsq ).
By linearity, the last definition can be extended to every function that is a finite linear combi-
nation of simple functions vanishing on diagonals, and then, by a density argument, to every
symmetric function in L2(Rq+). Moreover, the density in L2(R
q
+) of the set of simple func-
tions (also called elementary functions), vanishing on diagonals, implies that every multiple
integral can be approximated (in L2-norm) by simple integrals having the form of multilinear
homogeneous polynomials in independent Gaussian random variables:
QN(f) =
n∑
i1,...,iq=1
f(i1, . . . , iq)Ni1 · · ·Niq ,
with f(i1, . . . , iq) = 0 whenever ij = ik for j 6= k.
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Remark 0.2.2. Similarly, random variables living in the Poisson Wiener Chaos (resp.
Rademacher Chaos) of order d ≥ 1 can be represented as homogeneous sums of degree d in in-
dependent random variables having the (compensated) Poisson (resp. symmetric Bernoulli) dis-
tribution, and with symmetric, vanishing on diagonals coefficients. See [88, 87, 62] for stochastic
analysis on the Poisson Chaos, and [81] and the references therein for the Rademacher Chaos.
The product of multiple Gaussian Wiener-Itoˆ integrals of symmetric functions f ∈ L2(Rd+),
g ∈ L2(Rq+) linearizes in the sum of integrals of contraction kernels, defined as:
f⊗rg(t1, . . . , td+q−2r) =
∫
Rr
f(t1, . . . , td−r, s1, . . . , sr)g(sr, . . . , s1, td−r+1, . . . , td+q−2r)ds1 · · · dsr
(0.2.4)
in the sense that:
IWd (f)I
W
q (g) =
min{d,q}∑
r=0
(
d
r
)(
q
r
)
r!IWd+q−2r(f⊗˜rg),
where g˜ denotes the standard symmetrization of the function g:
g˜(t1, . . . , tq) =
1
q!
∑
σ∈Sq
g(tσ(1), . . . , tσ(q)).
Remark 0.2.3. Note that the notation f ⊗r g will be used also in the non-commutative proba-
bility setting, where it will replace the standard notation
r
a for contractions, introduced in the
seminal paper [13]. In order to facilitate the connection with the commutative setting, we will
always use the notation ⊗r for contractions of symmetric functions in L2-spaces, typical of the
classical probability literature, whereas the notation
r
a will be reserved to discrete kernels, that
will play a prominent role for the whole discussion.
The isometry property:
E[IWd (f)IWq (g)] =
√
d!
√
q! 〈f, g〉L2(Rd+) δd,q,
yields the following useful formula for the fourth moment of IWd (f):
E[IWd (f)4] =
d∑
r=0
(
d
r
)4
r!2 ‖f⊗˜rf‖2,
from which it can be deduced that, for d ≥ 2 and f 6= 0:
χ4(I
W
d (f)) = E[IWd (f)4]− 3E[IWd (f)2]2 =
d−1∑
r=1
(
d
r
)4
r!2 ‖f⊗˜rf‖2 > 0 (0.2.5)
(see, for instance, [77, Lemma 5.2.4]).
Hermite polynomials Hn(x) are determined by the recurrence relation H0 = 1, H1(x) = 1,
Hn+1(x) = xHn(x)− nHn−1(x) for every n ≥ 1, and correspond to the orthogonal polynomial
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sequence of the (standard) Gaussian law. Sums of finite products of Hermite polynomials
in independent Gaussian random variables form the so-called Wiener homogeneous chaos, by
virtue of the formula:
Hm1(Ni1)Hm2(Ni2) · · ·Hmk(Nik) = IWm
(
e⊗m1i1 ⊗ e⊗m2i2 ⊗ · · · ⊗ e⊗mkik
)
, (0.2.6)
provided that i1 6= i2 6= · · · 6= ik, m = m1 + · · ·+mk, with {ej}j≥1 orthonormal basis of L2(R+)
and {Nj}j≥1 the associated Gaussian isonormal process (namely, {Nj}j≥1 is the sequence of
independent standard normal random variables determined by Nj = I
W
1 (ej)).
Moreover, if N ∼ N (0, 1), then:
E[Hd(N)m] = E[
(
IWd (e
⊗d)
)m
] =
0 if md is odd;|P?2 (d⊗m)| if md is even,
where P?2 (d⊗m) denotes the set of partitions in P2([dm]) that respect pi? = d⊗m.
0.3 Elements of Free Probability Theory
This section aims at giving a brief overview of free probability theory, summarizing the tools
and the results that will be used throughout the whole discussion. The reader is referred to the
fundamental references [72, 121] for a more detailed presentation.
A free probability space (also called non-commutative probability space) is a pair (A, ϕ), where
A is a unital algebra over C, and ϕ : A → C is a unital linear functional, that is ϕ(1A) = 1 if
1A denotes the unity of A. When it is not otherwise specified, it will be always assumed that
A is a ∗-algebra, and that the state ϕ satisfies the following properties:
1. ϕ is a trace: ϕ(ab) = ϕ(ba) for every a, b ∈ A;
2. ϕ is positive: if a∗ denotes the adjoint of an element a ∈ A, then ϕ(aa∗) ≥ 0;
3. ϕ is faithful : ϕ(aa∗) = 0 implies that a = 0.
A W ∗-probability space is a free probability space (A, ϕ), where A is a von Neumann algebra
of operators (that is, an algebra of bounded operators on a Hilbert space that is closed under
adjoint and convergence in weak operator topology) and ϕ is a positive, faithful trace.
An element a ∈ A is self-adjoint if a = a∗. If a is self-adjoint, its spectral radius is defined
as ρ(a) = lim
k→∞
|ϕ(a2k)| 12k ; if ρ(a) is finite, then a is called a (bounded) random variable. If a
is a random variable, the elements of the sequence {ϕ(am) : m ∈ N} are called the moments
of a: in particular, a random variable a with zero mean (ϕ(a) = 0) will be called centered (if
a random variable b is not centered, the element b − ϕ(b)1 is called the centering of b). It is
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always preferable to work with self-adjoint elements since, for every bounded random variable a,
there exists a unique real measure µa, with compact support contained in [−ρ(a), ρ(a)] (called
the law, or the distribution of a), that establishes the following integral representation for the
moments of a:
ϕ(ak) =
∫
R
xkµa(dx).
The proofs of the existence and the uniqueness of such measure can be found in [72, Proposition
3.13] or also [117, Theorem 2.5.8]. Thanks to the positivity of the state ϕ, the following Cauchy-
Schwarz inequality applies: for every a, b ∈ A,
|ϕ(ab∗)|2 ≤ ϕ(aa∗)ϕ(bb∗).
The unital subalgebras A1, . . . ,An of A are said to be freely independent if, for every k ≥ 1,
for every choice of positive integers i1, . . . , ik with ij 6= ij+1, and centered random variables
aij ∈ Aj , ϕ(ai1ai2 · · · aik) = 0. Centered random variables a1, . . . , an are said to be freely inde-
pendent if the (unital) subalgebras they generate are freely independent.
0.3.1 Moment-cumulant formula for non-commutative random vari-
ables
For a non-commutative random variable Y , write κj(Y ), j ∈ N, to indicate the j-th free cumu-
lant of Y (see [72, Lecture 11]).
Given a vector of random variables of the type (Yi1 , ..., Yin) (with possible repetitions), for every
partition σ = {b1, ..., bk} ∈ NC([n]), the generalized free joint cumulant is defined by:
κσ(Yi1 , ..., Yin) =
k∏
j=1
κ(Yia : a ∈ bj),
where κ(Yia : a ∈ bj) is the free joint cumulant of the random variables composing the vector
(Yia : a ∈ bj), ordered according to the order of the elements in bj . Generalized free cumulants
satisfy the moment-cumulant formula:
ϕ(Yi1 · · ·Yin) =
∑
σ∈NC([n])
κσ(Yi1 , ..., Yin), (0.3.1)
or its inversion on the lattice NC([n]):
κ(Yi1 , . . . , Yin) =
∑
pi∈NC([n])
µ(pi, 1ˆ)
∏
b∈pi
ϕ(
∏
j∈b
Yij )
with µ(pi, 1ˆ) denoting the Mo¨bius function on the interval [pi, 1ˆ] (see [72, Lecture 11] for more
details). In particular, when Yi = Y for all i, the generalized free cumulant κpi(Y ) is the
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mapping Y 7→ κpi(Y ) =
∏
b∈pi
κ|b|(Y ) defined for pi ∈ NC([n]), verifying the formula:
ϕ(Y n) =
∑
pi∈NC([n])
κpi(Y ),
or, equivalently, its inversion:
κn(Y ) =
∑
pi∈NC([n])
µ(pi, 1ˆ)
∏
b∈pi
ϕ(Y |b|).
For instance, the first four cumulants of a random variable a are given by:
1. κ1(a) = ϕ(a), called the mean;
2. κ2(a) = ϕ(a
2)− ϕ(a)2, called the variance;
3. κ3(a) = 2ϕ(a)
3 + ϕ(a3)− 3ϕ(a2)ϕ(a);
4. κ4(a) = ϕ(a
4) − 2ϕ(a2)2 + 10ϕ(a2)ϕ(a)2 − 4ϕ(a)ϕ(a3) − 5ϕ(a)4. The fourth cumulant
κ4(a) is called free kurtosis. When a is centered, κ4(a) = ϕ(a
4)− 2ϕ(a2)2.
The most important feature about free cumulants is their behaviour on freely independent argu-
ments: the additivity property, that is, κn(X + Y ) = κn(X) + κn(Y ) for every n ≥ 1, whenever
X and Y are freely independent. This is a consequence of the vanishing property of mixed
cumulants: if A1, . . . ,An are freely independent unital subalgebras, and ai ∈ Ai is a centered
random variable, then κ(ai1 , . . . , aik) = 0 whenever there exist l 6= j with il 6= ij (see [72,
Theorem 11.16] for the precise statement).
For a probability measure µ with compact support and a random variableX, the notationX ∼ µ
will stand for X having µ as distribution. Given a sequence {Yn}n≥1 of random variables on
(A, ϕ), it will be said that Yn converges in law (or in distribution) to a random variable Y
defined on (A, ϕ) if, for every m ≥ 1:
lim
n→∞ϕ(Y
m
n ) = ϕ(Y
m).
Main distributions
Some of the most important distributions that will be encountered in the sequel are listed below.
- A centered random variable s ∈ A is called a semicircular element of parameter σ2 > 0
(for short, s ∼ S(0, σ2)) if its distribution is the Wigner semicircle law on the interval
[−2σ, 2σ] given by:
S(0, σ2)(dx) = 1
2piσ2
√
4σ2 − x2dx.
If σ = 1, s is called a standard semicircular random variable.
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The even moments of a semicircular element s of parameter σ2 are given by:∫ 2σ
−2σ
x2mS(0, σ2)(dx) = Cmσ2m,
with {Cm}m≥1 denoting the sequence of the Catalan numbers, namely Cm = 1m+1
(
2m
m
)
,
while all its odd moments are equal to zero. Equivalently, κ1(s) = 0, κ2(s) = σ
2 and
κn(s) = 0 for all n ≥ 3.
- A random variable X(λ) ∈ A is called a free Poisson element of parameter λ > 0 if its
distribution has the form:
p(λ)(dx) = (1− λ)δ0 + λν˜ for λ ≤ 1,
p(λ)(dx) =
1
2pix
√
4λ− (x− λ− 1)2 1((1−√λ)2,(1+√λ)2)(dx), for λ > 1
(where δ0 is the Dirac’s mass at 0). Denote by Z(λ) a centered free Poisson random
variable of parameter λ > 0, namely Z(λ) = X(λ) − λ1. As shown in [78, Proposition
2.4], the moments of Z(λ) are given by:
ϕ
(
Z(λ)m
)
=
m∑
j=1
λjRm,j ,
with Rm,j counting the number of non-crossing partitions in NC([m]) having no singleton
and having exactly j blocks. In particular, if λ = 1, ϕ
(
Z(1)m
)
= Rm, the m-th Riordan
number , counting the number of non-crossing partitions in NC([m]) having no singletons.
Equivalently, κ1(Z(λ)) = 0 and κn(Z(λ)) = λ for all n ≥ 2.
- The free Poisson distribution with integer parameter p and the standard semicircle law
correspond each other via the second Chebyshev polynomial. Indeed, if S ∼ S(0, 1),
then U2(S)
Law
= Z(1), and more generally, Z(p)
Law
=
p∑
j=1
(S2j − 1), with S1, . . . , Sp freely
independent standard semicircular elements (see [78]).
- The free symmetric Bernoulli law (or free Rademacher law) is the probability measure
µ =
1
2
δ1 +
1
2
δ−1, with δx denoting the Dirac’s delta at the point x. Then, if X ∼ µ,
ϕ(Xm) = 1 for every even integer m, and ϕ(Xn) = 0 for every odd integer n.
- A random variable T is said to be Tetilla distributed if T Law= 1√
2
(s1s2 + s2s1), the
standardized commutator between two freely independent standard semicircular random
variables s1, s2. It can be shown that, for every m ≥ 1:
κm(T ) =
2
1−m2 if m is even,
0 otherwise,
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or, equivalently,
ϕ(T m) =

1
n 2n
n∑
k=1
2k
(
2n
k−1
)(
n
k
)
if m = 2n,
0 otherwise
(see [32, Lemma 2.6 and Proposition 2.8]).
Moreover, if s1, . . . , sn are standard semicircular elements, with covariance ϕ(sisj) = Ci,j such
that the matrix C = (Ci,j) is symmetric and positive definite, the joint moments of s1, . . . , sn
are completely determined by C according to the following Wick-type formula: for every m ≥ 1
and every choice of positive integers i1, . . . , im ∈ [n],
ϕ(si1si2 · · · sim) =
∑
pi∈NC2([m])
∏
{r,p}∈pi
ϕ(sirsip).
0.3.2 Wigner Chaos
Wigner Chaos is the non-commutative counterpart to the Gaussian Wiener chaos, and corre-
sponds to the theory of stochastic integration with respect to a free Brownian motion, that has
been first developed in [13] and then further investigated in [57]. Note that the notation used
in the sequel is largely inspired from the set up of [13].
For every p : 1 ≤ p < ∞, denote by Lp(A, ϕ) the space obtained by completion of A with
respect to the norm ‖a‖p = ϕ(|a|p) 1p , with |a| such that |a|2 = a∗a.
If {At}t≥0 denotes a filtration of unital subalgebras of A (namely, {At}t≥0 is an increasing
sequence of subalgebras: As ⊂ At for s ≤ t), a free Brownian motion is as a collection S =
{S(t)}t≥0 of self-adjoint operators in (A, ϕ) such that:
1. for every t ≥ 0, S(t) ∼ S(0, t) and S(t) ∈ At;
2. (stationary increments) for every 0 ≤ t1 < t2, the increment S(t2) − S(t1) has the same
distribution as S(t2 − t1);
3. (freely independent increments) for every 0 ≤ t1 < t2, the increment S(t2)−S(t1) is freely
independent of At1 .
Let q ≥ 2 be an integer. A function f ∈ L2(Rq+) is said to be mirror symmetric if
f(t1, t2, . . . , tq) = f(tq, . . . , t2, t1).
More generally, a complex valued kernel f is mirror symmetric if f(t1, t2, . . . , tq) = f(tq, . . . , t2, t1),
for every t1, . . . , tq ∈ R+, where f(tq, . . . , t2, t1) denotes the complex conjugate of f(tq, . . . , t2, t1).
Given a free Brownian motion S on (A, ϕ), the construction of the Wigner stochastic integral
of a function f ∈ L2(Rq+), denoted by ISq (f) (that is, the stochastic integral with respect to a
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free Brownian motion) requires exactly the same steps as those included in the definition of the
classic Wiener-Itoˆ integrals with respect to a (classical) Brownian motion.
Definition 0.3.1. Let g be a simple function in L2(Rq+), vanishing on diagonals, namely
g =
q∏
j=1
1(aj ,bj), with (aj , bj) pairwise disjoint intervals of the positive real line. The multiple
Wigner integral of g, of order q, is defined as:
ISq (g) =
(
S(b1)− S(a1)
) · · · (S(bq)− S(aq)).
By linearity, the last definition can be extended to every function that is a finite linear combi-
nation of simple functions vanishing on diagonals. As for the Wiener stochastic integration, for
such functions the following isometric relation holds:
〈ISq (f), ISq (g)〉L2(A,ϕ) = 〈f, g〉L2(Rq+),
that leads to the definition of the Wigner integral of any f ∈ L2(Rq+) by a density argument.
Therefore, a special role is played by Wigner integrals of simple functions, having the form
of multilinear homogeneous polynomials in freely independent standard semicircular random
variables:
QS(f) =
n∑
i1,...,iq=1
f(i1, . . . , iq)Si1 · · ·Siq ,
with mirror symmetric coefficients such that f(i1, . . . , iq) = 0 if ij = il for i 6= l. Moreover,
ISq (g) is self-adjoint if and only if f is mirror symmetric.
Chebyshev polynomials (of the second kind) are defined via the recurrence relation U0(x) = 1,
U1(x) = x, and Um+1(x) = xUm(x)−Um−1(x) for every m ≥ 1, and they constitute the unique
family of polynomials that are orthogonal with respect to the standard semicircle Wigner law
s(dx) =
1
2pi
√
4− x2(dx) on the interval [−2, 2] (for more details, see [5, 24]). In the framework
of the Wigner stochastic integration, this family of polynomials plays the same role as the
Hermite polynomials for the multiple integrals of Wiener-Itoˆ type (see e.g. [77, Chapter 2]).
In particular, since the free Brownian motion admits a representation in terms of operators on
the Fock space associated with a Hilbert space H (for instance, H = L2(R+)), for every k ≥ 1
and for every choice of positive integers m1, . . . ,mk, it can be shown that (see [5],[13]):
Um1(Si1)Um2(Si2) · · ·Umk(Sik) = ISm
(
e⊗m1i1 ⊗ e⊗m2i2 ⊗ · · · ⊗ e⊗mkik
)
, (0.3.2)
provided that i1 6= i2 6= · · · 6= ik, m = m1 + · · ·+mk. Here {ej}j≥1 is an orthonormal basis of
H and {Sj}j≥1 denotes the associated free Brownian motion, that is, {Sj}j≥1 is the sequence
of freely independent standard semicircular elements determined by Sj = I
S
1 (ej). Moreover, for
every m ≥ 1:
ϕ
(
Ud(S)
m
)
= ϕ
(
(ISd (e
⊗d))m
)
=
0 if md is odd;|NC?2(d⊗m)| if md is even,
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where S ∼ S(0, 1) and NC?2(d⊗m) denotes the set of the partitions in NC2([dm]) that respect
the partition pi? = d⊗m.
If f ∈ L2(Rd), g ∈ L2(Rq), the product of the corresponding multiple Wigner integrals can be
computed via the multiplication formula:
ISd (f)I
S
q (g) =
min(d,q)∑
r=0
ISd+q−2r(f ⊗r g), (0.3.3)
where the contraction f⊗r g ∈ L2(Rd+q−2r) of mirror symmetric kernels f ∈ L2(Rd), g ∈ L2(Rq)
is defined as in (0.2.4). Note that the notation f⊗r g here adopted for contractions, corresponds
to the notation f
r
a g used in [13]. Here the notation
r
a will be used exclusively for contractions
of discrete kernels f : [n]d → R, as introduced in Definition 1.1.4 in Part I, via (1.1.4).
As for Gaussian Wiener integrals, if f 6= 0, the isometry property entails the following formula
for the fourth moment of ISd (f):
ϕ(ISd (f)
4) =
d∑
r=0
‖f ⊗r f‖r,
from which the positiveness of the fourth cumulant can be deduced (see [57, Corollary 1.7]):
κ4(I
S
d (f)) = ϕ(I
S
d (f)
4)− 2ϕ(ISd (f)2)2 =
d−1∑
r=1
‖f ⊗r f‖2 > 0 . (0.3.4)
Free Charlier polynomials of parameter t > 0 have been introduced in [5] as those polynomials
satisfying the recurrence relation: C0,0(x, t) ∈ R,
C0,1(x, t) = xC0,0(x, t), C0,m+1(x, t) = (x− 1)C0,m(x, t)− tC0,m−1(x, t) ∀m ≥ 1,
which make the sequence {C0,m(x, t)}m≥1 orthogonal with respect to the probability distribu-
tion of the free Poisson law Z(t) of parameter t ∈ R+.
Setting C0,0 = 1, the following formula relating Free Charlier and Chebyshev polynomials can
be proved by a simple induction argument:
C0,k
(
U2(x), 1
)
= U2k(x, 1) ∀k ≥ 1. (0.3.5)
Identity (0.3.5) provides the free analogue of the following correspondence between (generalized)
Laguerre polynomials L
(α)
n (x) and Hermite polynomials Hn(x):
H2n(x) = (−1)n22nn!L(−
1
2 )
n (x
2)
(see, for instance, [2]). Moreover, identity (0.3.5) entails that U2k(S)
Law
= C0,k
(
Z(1), 1
)
, where
S denotes a random variable with the standard semicircular distribution and Z(1) a random
variable with the free Poisson distribution of parameter 1.
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0.4 Orthogonal polynomials
It is out of the scope of this section to provide a self-contained short preface about orthogonal
polynomials, as the involved mathematics is very rich and constantly updated. This is why
here only some basic facts will be recorded: any other result hereafter quoted can be traced to
the fundamental references [24, 116].
Consider a linear functional E : C[x] → C, with E[1] 6= 0. A sequence of polynomials
{pn(x)}n≥0 in C[x], with pn(x) of degree n, is called a sequence of orthogonal polynomials
(for short, OPs) for E if E[pk(x)pn(x)] = 0 for all k 6= n, and E[pn(x)2] 6= 0. Given the
sequence of its moments {E[xn]}n≥0, there are plenty of results concerning the so-called Ham-
burger moment problem for E, consisting in determining the existence (and the uniqueness) of
a real measure µ such that the following integral representation holds:
E[xn] =
∫
R
tnµ(t)dt.
When seeking for a measure with support included in the positive half-line (0,∞), the problem
of moments is referred to as Stieltjes’ moment problem, while for compactly supported measures
one speaks about the Hausdorff’s moment problem.
If a sequence of orthogonal polynomials pn(x) exists for E, then it is uniquely determined up to
a non-zero multiplicative factor, in the sense that if {qn(x)}n≥0 is another orthogonal sequence
for E, then there exists non-zero constants cn ∈ C such that qn(x) = cnpn(x) for every n ≥ 0.
A necessary and sufficient condition for the existence of an OPs for E is given by the non-
vanishing of all the Hankel determinants det(E[xi+j ])i,j=0,...,n (see, for instance, [24, Theorem
3.1]). Orthogonal polynomials pn(x)’s are a basis of the vector space C[x], in the sense that
every polynomial pi(x) ∈ C[x] of degree n can be written as
pi(x) =
n∑
k=0
dkpk(x), with dk =
E[pi(x)pk(x)]
E[pk(x)2]
.
This property entails that every sequence of orthogonal polynomials can be characterized by
a 3-terms recurrence relation: given p0(x) ∈ C and p1(x) = ax + b, there exist two sequences
{αn}n≥1, {βn}n≥1 (usually called Jacobi-Szego parameters), such that
pn+1(x) = (x− αn+1)pn(x)− βn+1pn−1(x)
for every n ≥ 1: this result usually goes under the name of Favard’s Theorem. Another nice
feature of orthogonal polynomials is that pn(x) has simple real roots for every n ≥ 1.
xxvii

Part I
A multidimensional invariance
principle in the free probability
setting
1

Synopsis
The findings exposed in the present part are taken from [109].
Let d ≥ 2 be an integer, and let
Qx(fn) =
n∑
i1,...,id=1
fn(i1, . . . , id)xi1 · · ·xid
be a homogeneous polynomial of degree d in non-commuting variables x = {xi}i≥1; suitable
assumptions on the coefficient fn : [n]
d → R will be required (see Definition 1.1.2).
The goal of this part is to develop a new collection of techniques allowing one to compare the
distribution of vectors of homogeneous sums in freely independent random variables on a fixed
non-commutative probability space (A, ϕ). Moreover, new universality results for U -statistics in
free probability spaces will be derived, with explicit comparisons with analogous phenomena in
the classical setting. In order to accomplish this task, we shall focus on a family of U -statistics
based on Chebyshev polynomials, that we shall name Chebyshev sums (see Definition 1.1.2).
In its simplest form, a Chebyshev sum is a polynomial of the type:
Q(h)x (f) =
n∑
i1,...,id=1
f(i1, . . . , id)Uh(xi1) · · ·Uh(xid),
where Uh(x) denotes the h-th Chebyshev polynomial (of the second kind) on the interval [−2, 2].
The strategy of the proof expands ideas introduced in [80]. Let W1,W2 be freely independent
sequences of freely independent random variables. For a given m ≥ 1, in order to estimate the
discrepancy between the laws of (QW1(f
(1)
n ), . . . , QW1(f
(m)
n )) and (QW2(f
(1)
n ), . . . , QW2(f
(m)
n )),
first assess the difference between the joint moments of (QWi(f
(1)
n ), . . . , QWi(f
(m)
n )) and those
of a vector of Chebyshev sums (Q
(h)
S (f
(1)
n ), . . . , Q
(h)
S (f
(m)
n )) for i = 1, 2 (where S = {Si}i≥1 is
a sequence of freely independent standard semicircular random variables). Finally, apply the
triangle inequality. In this way, it is sufficient to focus on the proximity in law between a vector
of Chebyshev sums and a vector of homogeneous sums (QW1(f
(1)
n ), . . . , QW1(f
(m)
n )).
The technique here adopted is a generalized Lindberg method relying on influence functions,
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which has been developed in [71] and then successfully applied in [80] to derive the (multidi-
mensional) universality of the homogeneous Gaussian Wiener chaos. Afterwards, this version
of the Lindberg method has been adapted in [33] to fit the non-commutative setting in the
unidimensional case. As a consequence, it has been established that homogeneous sums in
semicircular entries and with symmetric coefficients, enjoy the following property: for d ≥ 2,
QS(fn)
Law−→ S(0, 1) implies that QX(fn) Law−→ S(0, 1) for any other sequence X = {Xi}i≥1 of
freely independent centered random variables having unit variance. For short, this property is
customarily referred to by saying that the semicircle law is universal for semicircular approxi-
mations of homogeneous sums.
The questions that will be tackled in the sequel can be summarized as follows:
1. are there other “universal laws” for semicircular approximations of homogeneous sums? In
other words, is it possible to find another sequence of freely independent r.v.’s Y = {Yi}i≥1
such that QY (fn)
Law−→ S(0, 1) implies that QX(fn) has the same asymptotic behaviour
for any other sequence X = {Xi}i≥1 of freely independent random variables?
2. Is it possible to prove a similar universality result if the target limit law is the free Poisson
distribution (or other laws)?
3. If the answers to the previous questions are positive, is it possible to extend these results
to a general multidimensional setting, as done in the classical case in [80]?
The invariance principle achieved via Theorem 1.2.1 provides a positive answer to all the three
questions in a unified way, supplied with some technical results. Therefore, Theorem 1.2.1 rep-
resents the first multidimensional universality principle for homogeneous sums proved in a free
setting.
As to non-central convergence, it is worth to remark that so far, in the classical setting, the
only law that is known to be universal for Gamma approximations of homogeneous sums is the
Gaussian distribution [80]. For the non-commutative counterpart to the Gamma law, that is,
the free Poisson law, the results presented in the present part show a new infinite collection of
universal distributions with respect to free Poisson approximations. The same technique can
be transferred to the commutative setting, in order to provide other instances of universal laws
for Gamma approximations of homogeneous sums.
The structure of the present part can be summarized as follows:
1. in Chapter 1, the general framework is described. In particular, the notation is fixed while
the basic definitions and preliminaries are given. Then, in Section 1.2, our main result,
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that is, a multidimensional version of the Lindberg principle in a free setting, is stated
via Theorem 1.2.1;
2. Chapter 2 exploits the results presented in Chapter 1 to directly answer the above ques-
tions; this presentation is supplied with several remarks and examples. Finally, the com-
mutative counterpart is discussed: in particular, Proposition 2.2.17 extends the univer-
sality of Gaussian homogeneous sums to the universality of Hermite sums.
At the beginning of each chapter, an additional overview about the contents therein discussed
will be provided.
Bibliographic comments
The Lindberg method for the Central Limit Theorem has been established in [63]. Influence
functions were first employed to describe universal asymptotic behaviour of multilinear polyno-
mials in [102], and they have gained renewed interest thanks to the paper [71], where a general
invariance principle for multilinear homogeneous polynomials (based on the Lindberg method)
is provided with explicit bounds depending on the maximum of the influence functions. Thanks
to this technique, several applications have been developed in terms of influence functions: in
particular, the authors solved the so called “Major is stablest” conjecture, from theoretical com-
puter science, and the “It ain’t over until it’s over” conjecture arising in the economic theory of
social choice. A companion paper was later provided ([70]), where the multidimensional version
of the invariance principle can be found in the case one of the sequences under consideration
lives in a discrete probability space: afterwards, it has been extended to the case where one of
the sequences is a Gaussian system in [80].
The invariance principle in [71] has then been fruitfully combined with the Fourth Moment The-
orem from [86] to prove that the Gaussian distribution satisfies a universality phenomenon for
homogeneous sums with respect to Gaussian and Gamma approximation (see [80] for both the
unidimensional and the multidimensional frameworks). Similar results for central convergence
have been established for the discrete Poisson Chaos in [91] and [92].
In [76], as an application of the universality of the Gaussian Wiener Chaos [80], the authors
provide a multidimensional CLT for spectral moments of non-Hermitian random matrices with
real-valued i.i.d. entries. See also [77, Chapter 11] and the bibliographic comments therein for
a survey of the existing literature on the topic.
In [33], the aforementioned invariance principle based on influence functions was adapted to fit
the framework of homogeneous polynomials in freely independent random variables living in a
non-commutative probability space: as a consequence, the authors established the free coun-
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terpart, in dimension 1, to [80], namely, the universality of the Wigner chaos for semicircular
approximations.
Several other generalizations of the Lindberg method have been developed to provide, for in-
stance, the universality of the circular law for i.i.d. random matrices and for their least singular
value ([118]), or an invariance principle for smooth functionals of independent and weakly depen-
dent random variables ([21]). See also [56] for a different proof of the Central Limit Theorem
for non-commutative random variables, based on the Lindberg method and holding under a
weaker assumption than the usual free independence of the summands.
6
Chapter 1
A general invariance principle
1.1 Overview, notation and preliminaries
In the sequel, x = {xi}i≥1 will denote a sequence of non-commutative variables. As anticipated
in the introduction, a crucial role will be played by the Chebyshev polynomials.
Definition 1.1.1. The polynomials {Un(x)}n≥0 defined via the recurrence relation U0(x) =
1, U1(x) = x, and Um+1(x) = xUm(x) − Um−1(x) for every m ≥ 1, are called Chebyshev
polynomials (of the second kind): they constitute the unique family of polynomials that is
orthogonal with respect to the Wigner semicircle law
s(dx) =
1
2pi
√
4− x2(dx)
on the interval [−2, 2], where uniqueness is meant up to multiplicative coefficients.
For instance, U1(x) = x, U2(x) = x
2 − 1, U3(x) = x3 − 2x (for more details, see [5, 24]).
Definition 1.1.2. Let d ≥ 1 be an integer. For every n ∈ N, a function f : [n]d → R is called
an admissible kernel if it verifies the following properties:
(i) mirror symmetry: f(i1, i2, . . . , id) = f(id, . . . , i2, i1) for every i1, . . . , id ∈ [n];
(ii) vanishing on diagonals: f(i1, . . . , id) = 0 whenever ij = ik for j 6= k;
(iii) f has unit variance:
‖f‖2 :=
n∑
i1,...,id=1
f(i1, . . . , id)
2 = 1. (1.1.1)
Definition 1.1.3. Let h = (h1, . . . , hd) be a vector of positive integers such that hi = hd−i+1
for every i = 1, . . . , bd2c (if d ≥ 2). If f is an admissible kernel, the Chebyshev sum of orders
h = (h1, . . . , hd) and kernel f is defined by the formula:
Q(h)x (f) =
n∑
i1,...,id=1
f(i1, . . . , id)Uh1(xi1) · · ·Uhd(xid). (1.1.2)
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The simplest example of Chebyshev sums are multilinear homogeneous polynomials of degree
d, occurring when hi = 1 for every i = 1, . . . , d:
Qx(f) =
n∑
i1,...,id=1
f(i1, . . . , id)xi1 · · ·xid . (1.1.3)
Henceforth, (A, ϕ) will denote a fixed W ?-probability space, that is, A is a von-Neumann al-
gebra of operators, and ϕ is a tracial positive faithful state on it. We shall say that a random
variable Y satisfies Assumption (1) if it is centered and has unit variance, namely if ϕ(Y ) = 0
and ϕ(Y 2) = 1.
Note that, if X = {Xi}i≥1 denotes a sequence of freely independent random variables, the
conditions hi = hd−i+1 for i = 1, . . . , bd2c if d ≥ 2, ensure that Q(h)X (f) is a self-adjoint element
in A, and hence a properly defined random variable whose law is uniquely determined by the
sequence of its moments. Indeed, compactly supported measures are uniquely determined by
the sequence of their moments by Weierstrass’s Theorem.
Contraction operators between kernels of multiple stochastic integrals play an important role
in fourth moment-type statements and multiplication formulae (see [57, Proposition 1.25]).
In the next definition, we will introduce contractions of discrete kernels. As shown in the
subsequent discussion, discrete contractions may be used to describe the contractions operators
⊗r introduced via formula (0.2.4). It is worth to stress again that here the notation
r
a is used
only for contractions of discrete kernels, while in [13] it corresponds to the contractions here
denoted with ⊗r, and defined in (0.2.4).
Definition 1.1.4. For n, d, p ∈ N, consider the functions f : [n]d → R and g : [n]p → R. For
every r = 1, . . . ,min(d, p), the (discrete) star contraction f ?r−1r g : [n]
d+p−2r+1 → R is given
by:
f ?r−1r g(t1, . . . , td−r, γ, s1, . . . , sp−r) =
=
n∑
i1,...,ir−1=1
f(t1, . . . , td−r, γ, i1, . . . , ir−1)g(ir−1, . . . , i1, γ, s1, . . . , sp−r).
For every q = 0, . . . ,min(d, p), the contraction of order q is the function f
q
a g : [n]d+p−2q →
R, defined as:
f
q
a g (t1, . . . , td−q, s1, . . . , sp−q) = (1.1.4)
=
n∑
i1,...,iq=1
f(t1, . . . , td−q, i1, . . . , iq)g(iq, . . . , i1, s1, . . . , sp−q) .
Contractions can be defined over tensor powers H⊗k of any (possibly separable) real Hilbert
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space H, extending by linearity the following definition: for every r = 1, . . . ,min(d, p),
(
ei1⊗· · ·⊗eid
)⊗r (ej1⊗· · ·⊗ejp) = r−1∏
l=0
〈eid−l , ejl+1〉Hei1⊗· · ·⊗eid−r⊗ejr+1⊗· · ·⊗ejp , (1.1.5)
where 〈·, ·〉H denotes the inner product on H (see, for instance, [77, Appendix B]). In particular:
(
ei1 ⊗ · · · ⊗ eid
)⊗d (ej1 ⊗ · · · ⊗ ejd) = 〈ei1 ⊗ · · · ⊗ eid , ejd ⊗ · · · ⊗ ej1〉H⊗d
=
d∏
l=1
〈eil , ejd−l+1〉H ,
where 〈·, ·〉H⊗d denotes the inner product on H⊗d induced by 〈·, ·〉H. Therefore, if f ∈ H⊗p and
g ∈ H⊗d, then f ⊗r g ∈ H⊗p+d−2r.
Discrete contractions as introduced in Definition 1.1.4 are related to the contractions defined
via formula (0.2.4) as follows. Given two discrete kernels f1 : [n]
d → R, f2 : [n]p → R, set:
k1 :=
n∑
i1,...,id=1
f1(i1, . . . , id)ei1 ⊗ · · · ⊗ eid ∈ H⊗d,
k2 :=
n∑
j1,...,jp=1
f2(j1, . . . , jp)ej1 ⊗ · · · ⊗ ejp ∈ H⊗p.
Then, for every r = 0, . . . ,min(d, p):
k1 ⊗r k2 =
∑
i1,...,id−r∈[n]
j1,...,jp−r∈[n]
f1
r
a f2(i1, . . . , id−r, j1, . . . , jp−r)ei1 ⊗ · · · ⊗ eid−r ⊗ ej1 ⊗ · · · ⊗ ejp−r .
Example 1.1.5. If {ei}i≥1 is an orthonormal sequence of H, then:
1.
(
e1 ⊗ e2 ⊗ e3
)⊗2 (e3 ⊗ e2 ⊗ e1) = 〈e3, e3〉H〈e2, e2〉He1 ⊗ e1 = e1 ⊗ e1;
2.
(
e1 ⊗ e2 ⊗ e3
)⊗1 (e4 ⊗ e2 ⊗ e5) = 〈e3, e4〉He1 ⊗ e2 ⊗ e2 ⊗ e5 = 0.
3. For n > 2, consider f : [n]2 → R defined via f(i, j) = 1√
n− 2 for i 6= j, and f(i, i) = 0.
Then
f
1
a f(h, k) =

1 if h 6= k
n− 1
n− 2 if h = k.
Remark 1.1.6. The symbol of the norm ‖ · ‖ will be used for both the (square root) of the
variance of a discrete kernel (as in (1.1.1)) and for vectors in the fixed Hilbert space: the use
of the symbol will be clear from the context. Moreover, in order to simplify the notation, the
subscripts for the norms ‖f‖H⊗r , f ∈ H⊗r, will be omitted.
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From now on, let h = (h1, . . . , hd) denote a fixed vector of orders for Chebyshev sums, with
hi = hd−i+1 for all i = 1, . . . , bd2c, and consider fixed a real separable Hilbert space H, with
orthonormal basis {ei}i≥1 (in general, H = L2(Rq) for a certain q ≥ 2). If m = h1 + · · · + hd,
every admissible kernel f : [n]d → R can be uniquely associated with the element k(f) in H⊗m
defined by:
k(f) =
n∑
i1,...,id=1
f(i1, . . . , id)e
⊗h1
i1
⊗ e⊗h2i2 ⊗ · · · ⊗ e⊗hdid . (1.1.6)
In view of the constraints on h1, . . . , hd, k(f) is mirror symmetric (as a function of m variables)
if and only if f is mirror symmetric (as a function of d variables).
Contractions of the kernel f and of the kernel k = k(f) are related via:
k ⊗r k =∑
i1,...,id−q∈[n]
jq+1,...,jd∈[n]
f
q
a f(i1, . . . , id−q, jq+1, . . . , jd)e⊗h1i1 ⊗ · · · ⊗ e
⊗hd−q
id−q ⊗ e
⊗hjq+1
jq+1
⊗ · · · ⊗ e⊗hdjd
if r = h1 + · · ·+ hq, for q = 1, . . . , d− 1, while
k ⊗r k =∑
i1,...,id−q∈[n]
jq,jq+1,...,jd∈[n]
f ?q−1q f(i1, . . . , id−q, jq, . . . , jd)e
⊗h1
i1
· · · ⊗ e⊗hd−qid−q ⊗ e
⊗2(hq−t)
jq
⊗ e⊗hjq+1jq+1 · · · ⊗ e
⊗hd
jd
if r =
q−1∑
j=1
hj + t, for some t = 1, . . . , hq − 1 and q = 1, . . . , d.
As a consequence, contractions of the kernel f and of the kernel k := k(f) enjoy the following
properties, whose proofs follow via straightforward computations (see also [80, Lemma 3.4]).
Proposition 1.1.7. Let f : [n]d → R be an admissible kernel, and For the fixed h = (h1, . . . , hd),
consider the kernel k := k(f) as in (1.1.6). For every r = 1, . . . ,m− 1,
(i) if r = h1 + · · ·+ hq, for q = 1, . . . , d− 1, then:
‖k ⊗r k‖ = ‖f
q
a f‖;
(ii) if r =
q−1∑
j=1
hj + t, for some t = 1, . . . , hq − 1 and q = 1, . . . , d, then:
‖k ⊗r k‖ = ‖f ?q−1q f‖.
Proposition 1.1.8. Let f : [n]d → R be an admissible kernel, and consider k := k(f) as in
(1.1.6). For the fixed h = (h1, . . . , hd), assume that m := h1 + · · ·+ hd is even.
(i) If d is even (and so h1 + · · ·+ hd = 2(h1 + · · ·+ h d
2
)), then:
‖k ⊗m
2
k − k‖ = ‖f
d
2
a f − f‖;
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(ii) if d is odd (and therefore h1 + · · ·+hd = 2(h1 + · · ·+h d−1
2
) +h d+1
2
is even whenever h d+1
2
is even), then:
‖k ⊗m
2
k − k‖ = ‖f ?
d−1
2
d+1
2
f − f‖.
1.1.1 The Lindberg method via influence functions
The celebrated Lindberg replacement trick is a technique for proving Central Limit Theorems
for random sums and, more generally, for bounding the distance of their probability measures,
consisting in successive replacements of the involved summands. The origin of this method dates
back to Lindberg’s proof of the Central Limit Theorem for the normalized sum of centered and
scaled i.i.d. random variables (see [63] or [77, Theorem 11.1.1 and Proposition 11.1.3], as well
as the references therein).
The Lindberg-type method that will be proved in the sequel has been inspired by the strategy
worked out in [71], and relies on the concept of influence functions.
Definition 1.1.9. If f : [n]d → R is an admissible kernel, for every i = 1, . . . , n, the i-th
influence function of f is defined as:
Infi(f) =
d∑
l=1
n∑
j1,...,jd−1=1
f(j1, . . . , jl−1, i, jl, . . . , jd−1)2 . (1.1.7)
Note that, for an admissible kernel f ,
n∑
i=1
Infi(f) = ‖f‖2 = 1. If one requires that f is fully
symmetric, then the i-th influence function reduces to:
Infi(f) = d
n∑
j1,...,jd−1=1
f(i, j1, . . . , jd−1)2.
In this case, since ‖f‖2 = 1, then
n∑
i=1
Infi(f) = d (more generally,
n∑
i=1
Infi(f) = d‖f‖2 if f has
a different normalization).
Theorem 1.1.10 records the invariance principle stated in [71, Theorem 3.18] for multilinear
polynomials, in a simplified version that is sufficient for the present purposes.
Theorem 1.1.10. Let (Ω,F ,P) be a classical probability space, and Y = {Yi}i≥1 a sequence of
independent centered random variables on Ω, with unit variance. For d ≥ 1, consider a sequence
of ensembles X (n) = (X 1, . . . ,Xn), with X i = {Xi,1, . . . , Xi,d}, and where (Xi,j)i∈N,j=1,...,d is
a double-indexed sequence of independent random variables, and set:
QX (n)(fn) :=
n∑
i1,...,id=1
fn(i1, . . . , id)Xi1,1 · · ·Xid,d.
11
CHAPTER 1. A general invariance principle
Assume that there exists r ≥ 3 such that the ensembles X (n) are (2, r, η)-hypercontractive, that
is, that there exists a positive real number η such that:
E[|QX (n)(fn)|r] ≤ η−dE[QX (n)(fn)2].
Then, for every smooth function ψ with uniformly bounded r-th derivative, and for every se-
quence of symmetric admissible kernels fn : [n]
d → R,∣∣E[ψ(QX (n)(fn))]− E[ψ(QY (fn))]∣∣ = O(√τn) ,
where τn := τ(fn) = max
i=1,...,n
Infi(fn). In particular, for X i = {Xi}, that is, if QX (n)(fn) =
QX(fn) is a homogeneous sum in a sequence X = {Xi}i≥1 of independent centered random
variables on Ω, with unit variance and (2, 3, η)-hypercontractive, then:∣∣E[(ψ(QX(fn))]− E[ψ(QY (fn))]∣∣ = O(√τn) .
Next theorem recalls [33, Theorem 1.3], where the authors extended Theorem 1.1.10 in the free
probability setting, for homogeneous polynomials in freely independent variables.
Theorem 1.1.11. Let (A, ϕ) be a W ∗-probability space. Let X = {Xi}i≥1 and Y = {Yi}i≥1
be two sequences of centered freely independent random variables with unit variance, such that
X and Y are freely independent. Assume, moreover, that the elements of X (respectively Y)
have uniformly bounded moments, that is, for every r ≥ 1:
sup
i≥1
ϕ(|Xi|r) <∞ (resp. sup
i≥1
ϕ(|Yi|r) <∞).
Set d ≥ 1 and let Qx(fn) denote a homogeneous sum of degree d as in (1.1.3), with admissible
coefficient fn : [n]
d → R as in Definition 1.1.2. Then, for any integer m ≥ 1:
ϕ
(
QX(fn)
m
)− ϕ(QY (fn)m) = O(√τn), (1.1.8)
where τn := τ(fn) = max
i=1,...,n
Infi(fn).
In particular, Theorem 1.1.11 applies when X and Y are composed of identically distributed
random variables: roughly speaking, Theorem 1.1.11 implies that whenever the kernels fn have
low-influences as n → ∞ (meaning that τn = o(1)), the asymptotic behaviour of QX(fn) is
basically insensitive of the distribution of its entries X.
Example 1.1.12. For d = 1, set fn(i) =
1√
n
for all i = 1, . . . , n, so that:
QX(fn) =
1√
n
n∑
i=1
Xi
12
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and Infi(fn) = fn(i)
2, giving τn = o(1). Then the free CLT (see [72, Theorem 8.10]) follows
from QX(fn) ∼ S(0, 1) for every n, when X ∼ S(0, 1).
Apart from providing an explicit nice bound for the proximity in law of homogeneous sums, the
main consequence of Theorem 1.1.11 has been stated in [33, Theorem 1.4], and consists in the
universality of the semicircular law for semicircular approximations of homogeneous sums with
symmetric coefficients, in the sense of Theorem 1.1.13.
Theorem 1.1.13. For d ≥ 2, let fn : [n]d → R be a sequence of symmetric admissible kernels.
The following statements are equivalent as n→∞:
(i) QS(fn)
Law−→ S(0, 1);
(ii) QX(fn)
Law−→ S(0, 1) for any other sequence X = {Xi}i≥1 of freely independent and
identically distributed random variables, satisfying Assumption (1).
Theorem 1.1.11 is the starting point of the analysis developed in Section 1.2, where it is ex-
tended, together with its consequences, in a general multidimensional setting via Chebyshev
sums.
1.1.2 Auxiliary statements
For the sake of clarity, it is convenient to recall some technical statements that will be used in the
proofs of our main results. These are, in order, the non-commutative binomial expansion, the
free Ho¨lder inequality and the hypercontractivity of homogeneous sums in freely independent
variables (which is the free counterpart of [80, Lemma 4.2]). All these properties are meant to
hold in the fixed W ?-probability space (A, ϕ).
Lemma 1.1.14 ([33]). Let X and Y be random variables in (A, ϕ). Then, for every positive
integer m:
(X + Y )m = Xm +
m∑
n=1
∑
(r,ir,jr)∈Dm,n
Xi1Y j1Xi2Y j2 · · ·XirY jr ,
where
Dm,n = {(r, ir, jr) ∈ [m]× Nr × Nr :
r∑
l=1
il = m− n,
r∑
l=1
jl = n}.
Lemma 1.1.15 ([56, Lemma 12]). Let X and Y be random variables in (A, ϕ). For every
r ∈ N and every choice of non-negative integers m1, n1, . . . ,mr, nr, the following Ho¨lder type
inequality holds:
|ϕ(Xm1Y n1 · · ·XmrY nr)| ≤ [ϕ(X2rm1)]2−r[ϕ(Y 2rn1)]2−r · · · [ϕ(X2rmr)]2−r[ϕ(Y 2rnr)]2−r .
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Let X = {X1, . . . , Xn} be a set of centered freely independent random variables in (A, ϕ),
having unit variance (not necessarily with the same distribution), and denote by {µXk }k≥1 the
corresponding sequence of the largest even moments, that is:
µXk = sup
i=1,...,n
l=1,...,k
ϕ(X2li ).
Proposition 1.1.16 ([33, Proposition 3.3]). For d ≥ 1, let g : [n]d → R be a mirror symmetric
kernel, vanishing on diagonals. For the homogeneous sum
QX(g) =
n∑
i1,...,id=1
g(i1, . . . , id)Xi1 · · ·Xid ,
the following hypercontractivity estimate applies: for every integer r ≥ 1, there exists a constant
Cr,d such that:
ϕ
(
QX(g)
2r
) ≤ Cr,d µX2rd−1(ϕ(QX(g)2))2
or, equivalently,
ϕ
(
QX(g)
2r
) ≤ Cr,d µX2rd−1( n∑
j1,...,jd=1
g(j1, . . . , jd)
2
)r
.
Lemma 1.1.17 ([33, Lemma 3.2]). For every integer r ≥ 1, and every sequence X = {Xi}i≥1
of random variables in (A, ϕ), the following estimate holds:
|ϕ(Xi1 · · ·Xi2r )| ≤ µX2r−1 ,
for every choice of positive integers i1, . . . , i2r.
1.2 Main result: free Lindberg principle
Assumption 1.1. Throughout this section, let d ≥ 2 be a fixed integer and h = (h1, . . . , hd) be
a fixed vector of orders for a Chebyshev sum, with hj ≥ 1 and hj = hd−j+1 for j = 1, . . . , bd2c.
For these orders, let X = {Xi}i≥1 be a sequence of freely independent random variables in
(A, ϕ) such that Uhj (Xi) is centered and has unit variance, for every i and every j = 1, . . . , d.
The set of random variables for which Assumption 1.1 holds obviously includes the standard
semicircle law: indeed, if S ∼ S(0, 1), ϕ(Uh(S)) = 0 and ϕ(Uh(S)2) = 1 for all h ≥ 1, being
Uh(S) = I
S
h (e
⊗h) (see Section 0.3). Other non trivial examples are the following:
(i) let d = 2 and choose h1 = h2 = 2. For a random variable X, the constraints ϕ(U2(X)) =
0 and ϕ(U2(X)
2) = 1, give ϕ(X2) = 1 and ϕ(X4) = 2, so X can be any centered
random variable with second moment equal to 1 and zero free fourth cumulant κ4(X).
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For instance, let Z(1) be a centred random variable, with the free Poisson distribution
of parameter one, and Y be a symmetric free Bernoulli variable, say Y ∼ 12 (δ1 + δ−1),
freely independent of Z(1). Since κ4(Z(1)) = 1 and κ4(Y ) = −1, the random variable
X :=
1√
2
(Z(1) + Y ) is centered and satisfies the desired hypotheses.
(ii) More generally, for the same choice of parameters, the scaled sum X of two centered
freely independent random variables Y and Z, with unit variance and with κ4(Y ) = 1
and κ4(Z) = −1, satisfies Assumption 1.1.
(iii) Let d = 3 and choose h1 = h3 = 1 and h2 = 3. Since U3(x) = x
3 − 2x, ϕ(U3(X)) = 0 is
satisfied whenever ϕ(X3) = 2ϕ(X), while ϕ(U3(X)
2) = 1 is verified if ϕ(X6)− 4ϕ(X4) +
4ϕ(X2) = 1. Without loss of generality, assume that ϕ(X) = 0 and ϕ(X2) = 1, so
that the desired X should satisfy ϕ(X3) = 0 and ϕ(X6) = 4ϕ(X4) − 3 (for instance, X
can have the free symmetric Bernoulli distribution X ∼ 12 (δ1 + δ−1)). More generally,
for the existence of a solution, the problem of moments requires that the Hankel matrix(
ϕ(Xi+j)
)
i,j=0,...,3
should be positive definite (see [24, Theorem 6.1]). By virtue of the so-
called Sylvester’s criterion, this condition is satisfied if all its upper-left minors are strictly
positive. For instance, under the extra assumption ϕ(X5) = 0, few calculations yield that
X has to satisfy ϕ(X4)(ϕ(X6) − ϕ(X4)2) > 0, which is always satisfied (indeed, by the
Cauchy-Schwarz inequality, if ϕ(X2) = 1, then ϕ(X4) = ϕ(X3X) ≤ ϕ(X6) 12 ). Under the
constraint ϕ(X6) = 4ϕ(X4)− 3, X satisfies Assumption 1.1 if its fourth moment satisfies
ϕ(X4) ∈ [1, 3].
Following the strategy proposed in [71], we introduce some further notation for Chebyshev
sums, which will simplify the discussion contained in the proofs and ease the connection with
the findings in [71], where the authors deal with homogeneous sums in sequences of ensembles.
More precisely, if f : [n]d → R is an admissible kernel, we will introduce objects of the type
QY(n)(f), where Y(n) is no longer a sequence of random variables, but an ensemble, that is:
Y(n) = (Y1, . . . ,Yn) with Yi = (Yi,1, . . . ,Yi,d),
and each Yi,j is a random variable on the fixed space. With this notation, we set:
QY(n)(f) :=
n∑
i1,...,id=1
f(i1, . . . , id)Yi1,1Yi2,2 · · · Yid,d (1.2.1)
(namely the j-th factor in each summand is the j-th element in Yij ).
For a fixed vector of orders h = (h1, . . . , hd), Chebyshev sums correspond to a particular choice
of ensemble, that is:
X (n) = (X 1, . . . ,Xn) with X i = (Xi,1, . . . ,Xi,d), Xi,j = Uhj (Xi),
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namely:
X i =
(
Uh1(Xi), . . . , Uhd(Xi)
)
. (1.2.2)
In this case, we have:
QX (n)(f) :=
n∑
i1,...,id=1
f(i1, . . . , id)Xi1,1Xi2,2 · · · Xid,d
=
n∑
i1,...,id=1
f(i1, . . . , id)Uh1(Xi1) · · ·Uhd(Xid)
= Q
(h)
X (f)
Observe that the notation Q
(h)
X (f) emphasizes the dependence of the random variable Q
(h)
X (f)
on the sequence X = {Xi}i≥1 and on the orders h, while the notation QX (n)(f) is particularly
useful to apply the Lindberg replacement trick. Indeed, as already remarked, the Lindberg
method basically consists in progressive replacements of the summands of the random functional
under consideration. To accomplish such a goal, further sequences of ensembles are needed. Let
Y = {Yi}i≥1 be a sequence of freely independent random variables, satisfying Assumption (1),
freely independent of X = {Xi}i≥1. Then, the notation introduced in (1.2.1) will be extended
in a canonical way to the auxiliary ensembles:
Z(i) := (Z(i)1 , . . . ,Z(i)n ) = (Y 1, . . . ,Y i−1,X i, . . . ,Xn), (1.2.3)
for i = 1, . . . , n, where Y j = (Yj , . . . , Yj)︸ ︷︷ ︸
d times
, so that the random variable QZ(i)(f) is obtained
from QX (n)(f) by replacing Xl,j with Yl, for l = 1, . . . , i − 1 and for every j = 1, . . . , d. In
particular, Z(1) = X (n) and Z(n) = (Y 1, . . . ,Y n).
1.2.1 Main Statement
For p ≥ 1, for any integer n and for every j = 1, . . . , p, let f (j)n : [n]d → R be an admissible
kernel (according to Definition 1.1.2), and consider the associated homogeneous polynomial in
the non-commuting variables x1, . . . , xn:
Q(j)x := Qx(f
(j)
n ) =
n∑
i1,...,id=1
f (j)n (i1, . . . , id)xi1 · · ·xid . (1.2.4)
The forthcoming Theorem 1.2.1 provides an estimate of the proximity in law (expressed in terms
of joint moments) between
(
QX (n)(f
(1)
n ), . . . , QX (n)(f
(p)
n )
)
and (Q
(1)
Y , . . . , Q
(p)
Y ), where X (n) is
an ensemble defined as in (1.2.2) for a sequence X of freely independent random variables sat-
isfying Assumption 1.1, yielding the generalization of the invariance principle given in Theorem
1.1.11.
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The differences of the joint moments will be controlled by means of the quantities τ
(j)
n =
max
i=1,...,n
Infi(f
(j)
n ), for j = 1, . . . , p in such a way that the resulting bound perfectly matches
with the bound given in [80, Theorem 7.1].
Theorem 1.2.1. If d ≥ 1, let h = (h1, . . . , hd) be a vector of positive integers with hi = hd−i+1
for i = 1, . . . , bd2c (if d ≥ 2). Let X = {Xi}i≥1 be a sequence of freely independent random
variables satisfying Assumption 1.1, and Y = {Yj}j≥1 be a sequence of freely independent
centered random variables with unit variance, freely independent of X. Assume further that X
and Y are composed of random variables with uniformly bounded moments1, that is, for every
integer r ≥ 1,
sup
i≥1
ϕ(Xri ) <∞ (resp. sup
i≥1
ϕ(Y ri ) <∞).
Then, for every integer k ≥ 1, and for every choice of non-negative integers m1,s, . . . ,mp,s, for
s = 1, . . . , k, if f
(j)
n : [n]d → R is an admissible kernel for every j = 1, . . . , p,
ϕ
( k∏
s=1
(
Q
(1)
X (n)
)m1,s · · · (Q(p)X (n))mp,s)− ϕ( k∏
s=1
(
QY (f
(1)
n )
)m1,s · · · (QY (f (p)n )mp,s)
= O
(
max
j=1,...,p
√
τ
(j)
n
)
(1.2.5)
Remark 1.2.2. In the classical case, the invariance principle provided in [80] is somewhat
stronger, since it is possible to consider vectors of homogeneous sums with possibly different
degrees. As outlined from the proofs, here the choice of taking homogeneous sums of different de-
grees, is admissible only when considering vectors of Chebyshev sums of order h = (h, h, . . . , h),
namely, vectors of the type
(
Q
(h)
X (f
1
n), . . . , Q
(h)
X (f
m
n )
)
, with f
(j)
n : [n]dj → R and
Q
(h)
X (f
j
n) =
n∑
i1,...,idj=1
f (j)n (i1, . . . , idj )Uh(Xi1)Uh(Xi2) · · ·Uh(Xidj ).
Example 1.2.3. Here we are going to shortly discuss two explicit cases where Theorem 1.2.1
entails or not the universality phenomenon. For p = d = 2, consider the kernels:
1.
f (1)n (i, j) =

1√
2n− 2 if i 6= j, i = 1 or j = 1,
0 otherwise;
2.
f (2)n (i, j) =

0 if i = j
1√
n(n− 1) if i 6= j;
3.
f (3)n (i, j) =

1√
(n− 1)(n− 2) if i 6= j and i, j 6= 1,
0 otherwise.
1If X has uniformly bounded moments, so have the elements of the ensemble X (n) for every n.
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Note that ‖f (j)n ‖2 = 1 for all j = 1, 2, 3. Simple computations yield that:
1. Inf1(f
(1)
n ) = 1 and Infj(f
(1)
n ) =
1
n− 1 for j = 2, . . . , n;
2. Infi(f
(2)
n ) =
2
n
for every i = 1, . . . , n;
3. Inf1(f
(3)
n ) = 0, and Infj(f
(3)
n ) =
2
n− 1 for all j = 2, . . . , n,
which in turn imply that τ
(1)
n = 1, τ
(2)
n =
2
n
and τ
(3)
n =
2
n− 1 . Therefore, for Chebyshev sums
with kernels f
(1)
n , f
(2)
n , f
(3)
n respectively,
ϕ
( k∏
s=1
(
QX (n)(f
(2)
n )
)m1,s(
QX (n)(f
(3)
n )
)m3,s)− ϕ( k∏
s=1
(
QY (f
(2)
n )
)m1,s(
QY (f
(3)
n )
)m3,s)
= O
(
1√
n− 1
)
,
while
ϕ
( k∏
s=1
(
QX (n)(f
(1)
n )
)m1,s(
QX (n)(f
(2)
n )
)m2,s)−ϕ( k∏
s=1
(
QY (f
(1)
n )
)m1,s(
QY (f
(2)
n )
)m2,s)
= O(1),
and thus no universal behaviour can be detected from Theorem 1.2.1.
1.2.2 Sketch of the proof
Before detailing the complete proof of Theorem 1.2.1 (to which the next section is entirely ded-
icated), here is a brief sketch of the general strategy. To simplify the notation, the dependence
on n will be dropped when there is no risk of confusion.
Consider the auxiliary ensembles introduced in equation (1.2.3). For every j = 1, . . . , p, set:
QZ(i)(f
j
n) = W
(i)
j + V
(i)
j (X i) ,
with W
(i)
j , V
(i)
j (X i) self-adjoint sums defined by:
W
(i)
j :=
∑
i1,...,id∈[n]\{i}
f (j)n (i1, . . . , id)Z(i)i1,1 · · · Z
(i)
id,d
(1.2.6)
(that is, W
(i)
j is obtained by gathering together the summands where no Uhl(Xi)’s appear),
and
V
(i)
j (X i) =
d∑
l=1
∑
i1,...,id−1∈
[n]\{i}
f (j)n (i1, . . . , il−1, i, il, . . . , id−1)Z(i)i1,1 · · · Z
(i)
il−1,l−1 Uhl(Xi) Z
(i)
il,l+1
· · · Z(i)id−1,d ,
(1.2.7)
with
Z(i)ij ,j =
Yij if ij ≤ i− 1,Uhj (Xij ) if ij > i.
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Similarly, set:
V
(i)
j (Y i) =
d∑
l=1
∑
i1,...,id−1
∈[n]\{i}
f (j)n (i1, . . . , il−1, i, il, . . . , id−1)Z(i)i1,1 · · · Z
(i)
il−1,l−1 Yi Z
(i)
il,l+1
· · · Z(i)id−1,d.
(1.2.8)
Therefore,∣∣∣∣ϕ( k∏
s=1
(
Q
(1)
X (n)
)m1,s · · · (Q(p)X (n)))mp,s)− ϕ( k∏
s=1
(
Q
(1)
Y
)m1,s · · · (Q(p)Y )mp,s)∣∣∣∣
=
∣∣∣∣ n∑
i=1
ϕ
( k∏
s=1
(
Q
(1)
Z(i)
)m1,s · · · (Q(p)Z(i))mp,s)
− ϕ
( k∏
s=1
(
Q
(1)
Z(i+1)
)m1,s · · · (Q(p)Z(i+1))mp,s)
∣∣∣∣
=
∣∣∣∣ n∑
i=1
ϕ
( k∏
s=1
(
W
(i)
1 + V
(i)
1 (X i)
)m1,s · · · (W (i)p + V (i)p (X i))mp,s)
− ϕ
( k∏
s=1
(
W
(i)
1 + V
(i)
1 (Y i))
)m1,s · · · (W (i)p + V (i)p (Y i))mp,s)∣∣∣∣. (1.2.9)
The conclusion is then obtained by showing that the non-zero summands in (1.2.9) either cancel
out between each other, or are of the order of max
j=1,...,p
√
τ
(j)
n , as outlined in the examples below.
Example 1.2.4. This example illustrates the sketch of the proof for a particular choice of
parameters. Consider d = 3, k = 1, p = 2,m1,1 = 2,m2,1 = 1. Then, for every fixed i = 1, . . . , n,
the expansion of
ϕ
(
(W
(i)
1 + V
(i)
1 (X (n)))2(W (i)2 + V (i)2 (X (n)))
)
gives the following 8 summands:
1. ϕ
(
(W
(i)
1 )
2W
(i)
2
)
, that will be cancelled out in the difference (1.2.9) with the same expec-
tation coming from ϕ
(
(W
(i)
1 + V
(i)
1 (Y ))
2(W
(i)
2 + V
(i)
2 (Y ))
)
;
2. ϕ
(
(W
(i)
1 )
2V
(i)
2 (X (n))
)
;
3. ϕ
(
W
(i)
1 V
(i)
1 (X (n))W (i)2
)
;
4. ϕ
(
W
(i)
1 V
(i)
1 (X (n))V (i)2 (X (n))
)
;
5. ϕ
(
V
(i)
1 (X (n))W (i)1 W (i)2
)
;
6. ϕ
(
V
(i)
1 (X (n))W (i)1 V (i)2 (X (n))
)
;
7. ϕ
(
V
(i)
1 (X (n))2W (i)2
)
;
8. ϕ
(
V
(i)
1 (X (n))2V (i)2 (X (n))
)
.
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It is easily seen by direct calculations that the items 2, 3, and 5 are always zero, because the
first item of Lemma 1.3.1 applies. The items 4,6, and 7, are sums of terms that are either zero
or cancel with the corresponding terms in ϕ
(
(W
(i)
1 + V
(i)
1 (Y ))
2(W
(i)
2 + V
(i)
2 (Y ))
)
. In order to
ease the notation, for the fixed i set Zjl := Zjl,l for every l. Then, for the fourth item in the
above list, among other summands that equal zero, there is a sum of terms of the type:∑
i1,i2,i3 6=i
k1,k2 6=i,l1,l2 6=i
f (1)n (i1, i2, i3)f
(1)
n (k1, k2, i)f
(2)
n (i, l1, l2)ϕ
(
Zi1Zi2Zi3Zk1Zk2Uh3(Xi)Uh1(Xi)Zl1Zl2
)
,
which becomes (since h1 = h3):∑
i1,i2,i3 6=i
k1,k2 6=i,l1,l2 6=i
f (1)n (i1, i2, i3)f
(1)
n (k1, k2, i)f
(2)
n (i, l1, l2)ϕ
(
Zi1Zi2Zi3Zk1Zk2Uh1(Xi)
2Zl1Zl2
)
=
∑
i1,i2,i3 6=i
f (1)n (i1, i2, i3)f
(1)
n (i3, i2, i)f
(2)
n (i, i2, i1)ϕ
(
Z3i2
)
. (1.2.10)
On the other hand, the same computations for the corresponding terms in
ϕ
(
(W
(i)
1 + V
(i)
1 (X (n)))2(W (i)2 + V (i)2 (X (n)))
)
yield: ∑
i1,i2,i3 6=i
k1,k2 6=i,l1,l2 6=i
f (1)n (i1, i2, i3)f
(1)
n (k1, k2, i)f
(2)
n (i, l1, l2)ϕ
(
Zi1Zi2Zi3Zk1Zk2Y
2
i Zl1Zl2
)
=
∑
i1,i2,i3 6=i
f (1)n (i1, i2, i3)f
(1)
n (i3, i2, i)f
(2)
n (i, i2, i1)ϕ
(
Z3i2
)
, (1.2.11)
so that (1.2.10) and (1.2.11) cancel each other in (1.2.9). Note that, since the state ϕ is a trace,
the computations required for the items 4,6, and 7, proceed similarly, the only difference being
in the occurring kernels.
The case to pay more attention to is that in item 8 of the above list. In this case, a priori,
nothing can be said about its value, because it might depend on the distribution of Uhj (Xi).
Indeed, by linearity, being ϕ a trace and the rule of free independence, the only non trivial case
to be considered is:∑
i1,i2 6=i
l1,l2 6=i
k1,k2 6=i
f (1)n (i1, i, i2)f
(1)
n (l1, i, l2)f
(2)
n (k1, i, k2)ϕ
(
Zi1Uh2(Xi)Zi2Zl1Uh2(Xi)Zl2Zk1Uh2(Xi)Zk2
)
when i2 = l1, l2 = k1, k2 = i1. Indeed, in this case,
ϕ
(
Zi1Uh2(Xi)Zi2Zl1Uh2(Xi)Zl2Zk1Uh2(Xi)Zk2
)
= ϕ
(
Uh2(Xi)
3
)
.
Similarly, replacing X (n) with Y , one would obtain:
ϕ
(
Zi1 Yi Zi2Zl1YiZl2Zk1YiZk2
)
= ϕ
(
Y 3i
)
.
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In order to give another instance of this “cancelling” phenomenon, consider the simpler case d =
p = 2, h1 = h2 = h, k = 1,m1,1 = m2,1 = 1. By linearity, in order to compute the expectation
ϕ
(
(W
(i)
1 + V
(i)
1 (X (n)))(W (i)2 + V (i)2 (X (n)))
)
, one has to compute:
1. ϕ
(
W
(i)
1 V
(i)
2 (X (n))
)
, ϕ
(
W
(i)
2 V
(i)
1 (X (n))
)
, both of which are zero, since the first item in
Lemma 1.3.1 applies for each of the summands of its expansion;
2. ϕ
(
(W
(i)
1 W
(i)
2 )
)
, which simplifies with the same expectation appearing in the expansion of
ϕ
(
(W
(i)
1 + V
(i)
1 (Y ))(W
(i)
2 + V
(i)
2 (Y ))
)
;
3. ϕ
(
V
(i)
1 (X (n))V (i)2 (X (n))
)
.
As to the last item, in its expansion, there will appear non-zero summands of the type:
∑
i1,j1 6=i
f (1)n (i1, i)f
(2)
n (i, j1)ϕ
(
Zi1Uh(Xi)
2Zj1
)
.
When summing over j1 = i1, the corresponding terms in the difference (1.2.9), will be cancelled
by the corresponding ones in the expansion of:
∑
i1,j1 6=i
f (1)n (i1, i)f
(2)
n (i, j1)ϕ
(
Zi1Y
2
i Zj1
)
,
for i1 = j1.
1.3 Proof of Theorem 1.2.1
The proof of Theorem 1.2.1 is meant to generalize the proof of [33, Theorem 1.3] in the multi-
dimensional setting. Albeit it follows the same strategy, some additional difficulties arise here:
indeed, the non-commutativity of the variables makes the computations of the joint moments
more difficult, and therefore, in order to apply the hypercontractivity argument (which is a
fundamental step), one needs to appeal to an iterated Cauchy-Schwarz inequality to bound an
expectation of a product with a certain product of expectations. This leads to deal with some
technicalities and parity arguments. Moreover, since we are dealing with Chebyshev sums, an
extended version of some auxiliary statements involved in the proof of [33, Theorem 1.3] is also
required.
Since
n∑
i=1
Infi(f
(j)
n ) = 1, we shall assume that Infi(f
(h)
n ) ≤ 1 for every i = 1, . . . , n and every
h = 1, . . . , p. For the reader’s convenience, the proofs of the technical results hereafter quoted
are presented in the following separate subsection.
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1.3.1 Auxiliary statements
The next lemma (whose proof follows straightforwardly) is meant to generalize [33, Lemma 3.1].
Lemma 1.3.1. Let (A, ϕ) be a fixed W ?-probability space. Let {Ai}i≥1 be a sequence of freely
independent unital subalgebras of A, and let B be a unital subalgebra of A, freely independent
of {Ai}i≥1. For random variables B1, B2 ∈ B, and Cp ∈ Ap, centered and with unit variance,
it is:
(i) ϕ(Cp1 · · ·CprBiCpr+1 · · ·Cps) = 0, for every r, s ≥ 0, and every p1, . . . , ps ∈ N;
(ii) if D is another unital subalgebra freely independent of {Ai}i≥1, for every 0 ≤ r < s ≤ k,
and m1, . . . ,mk ∈ N, such that there exists at least one j = r+ 1, . . . , s with mj = 1, and
any centered random variable Z in D with unit variance, then:
ϕ(Cm1p1 · · ·Cmrpr B1Cmr+1pr+1 · · ·Cmsps B2Cms+1ps+1 · · ·Cmkpk ) =
= ϕ(Cm1p1 · · ·Cmrpr ZCmr+1pr+1 · · ·Cmsps ZCms+1ps+1 · · ·Cmkpk ),
for every choice of integers p1 6= p2 6= · · · 6= pr, pr+1 6= pr+2 6= · · · 6= ps, ps+1 6= ps+2 6=
· · · 6= pk;
(iii) if B := B1 = B2, for every 0 ≤ r ≤ s ≤ k,mj = 0 or mj ≥ 2 for all j = r + 1, . . . , s,
then:
ϕ(Cm1p1 · · ·Cmrpr BC
mr+1
pr+1 · · ·Cmsps BCms+1ps+1 · · ·Cmkpk ) =
= ϕ(Cm1p1 · · ·Cmrpr ZC
mr+1
pr+1 · · ·Cmsps ZCms+1ps+1 · · ·Cmkpk ).
For the proof of the Theorem 1.2.1, the following iterated Cauchy-Schwarz inequality will play
a fundamental role.
Lemma 1.3.2. Let c1, . . . , cn be non-trivial elements in A. Then, setting c = c1 · · · cn:
1. if n is even:
|ϕ(c1 · · · cn)| ≤ n∏
l=1
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−n2
,
where, for every l = 1, . . . , n, Il(c) is a multiset of integers
2 sj such that
∑
j
2sj = 2
n
2−1;
2. if n ≥ 3 is odd:
|ϕ(c1 · · · cn)| ≤ n−12∏
l=1
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−n−12 · n∏
l=n+12
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−n+12
,
where, for every l = 1, . . . , n, Il(c) is a multiset of integers sj ≥ 0 such that
∑
j
2sj = 2
n−3
2
for l = 1, . . . , n−12 , and
∑
j
2sj = 2
n−1
2 for l = n+12 , . . . , n.
2Multisets arise because repetitions may occur.
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Remark 1.3.3. As made clear in the proof, the multiset Il(c) is determined by the rule of
association chosen in order to iteratively apply the Cauchy-Schwarz inequality. For the purposes
of the present discussion (i.e. the proof of Theorem 1.2.1), there is no need to further specify
the structure of Il(c).
Example 1.3.4. For the sake of clarity, in this example it is shown how the technique of
Lemma 1.3.2 applies in the simplest cases n = 2, 3, 4, 5.
(n = 2) The claim reduces to the standard Cauchy-Schwarz inequality:
|ϕ(c1c2)| ≤ ϕ(c1c∗1)
1
2ϕ(c2c
∗
2)
1
2 .
(n = 3) The Cauchy-Schwarz inequality, together with the trace property of the state ϕ, yields
that:
|ϕ(c1(c2c3))| ≤ ϕ(c1c∗1)
1
2ϕ(c2c3c
∗
3c
∗
2)
1
2 = ϕ(c1c
∗
1)
1
2ϕ((c∗2c2)(c3c
∗
3))
1
2
≤ ϕ(c1c∗1)
1
2ϕ((c2c
∗
2)
2)
1
4ϕ((c3c
∗
3)
2)
1
4 ,
so that the conclusion of the lemma is achieved by setting I1(c) = {0}, I2(c) = I3(c) =
{1}, in such a way that 20 = 2n−32 , and 2 = 2n−12 . Moreover, 14 = 2−
n+1
2 , and 12 = 2
−n−12 .
Note that, associating the argument of ϕ as ϕ((c1c2)c3) would yield:
|ϕ(c1c2c3)| ≤ ϕ((c1c∗1)2)
1
4ϕ((c2c
∗
2)
2)
1
4ϕ(c3c
∗
3)
1
2 ,
yielding as multiset I1(c) = {1} = I2(c), I3(c) = {0} (see Remark 1.3.3).
(n = 4)
|ϕ((c1c2)(c3c4))| ≤ ϕ
(
(c∗1c1)(c2c
∗
2)
) 1
2ϕ
(
(c∗3c3)(c4c
∗
4)
) 1
2
≤ ϕ((c∗1c1)2) 14ϕ((c∗2c2)2) 14ϕ((c∗3c3)2) 14ϕ((c∗4c4)2) 14
so that the conclusion of the lemma is achieved by setting Il(c) = {1} for l = 1, . . . , 4,
with 2 = 2
n
2−1, and 14 = 2
−n2 .
(n = 5)
|ϕ((c1c2)(c3c4c5))| ≤ ϕ
(
(c∗1c1)(c2c
∗
2)
) 1
2ϕ
(
((c∗3c3)c4)((c5c
∗
5)c
∗
4)
) 1
2
≤ ϕ((c∗1c1)2) 14ϕ((c∗2c2)2) 14ϕ((c∗3c3)2(c4c∗4)) 14ϕ((c∗5c5)2(c4c∗4)) 14
≤ ϕ((c∗1c1)2) 14ϕ((c∗2c2)2) 14ϕ((c3c∗3)4) 18ϕ((c4c∗4)2) 18ϕ((c5c∗5)4) 18ϕ((c4c∗4)2) 18 ,
so that the conclusion of Lemma 1.3.2 is achieved by setting I1(c) = I2(c) = {1}, giving
2 = 2
n−3
2 and 14 = 2
−n−12 , and I3(c) = I5(c) = {2} so that 22 = 2n−12 , I4(c) = {1, 1}, so
that 2 + 2 = 2
n−1
2 , and 18 = 2
−n+12 .
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Proof. Suppose first that n is even, say n = 2k: the proof will proceed by induction on k. If
n = 2, it is the standard Cauchy-Schwarz inequality.
For k > 1, assume that the statement is true for n = 2h, for all h ≤ k. If n = 2(k + 1), apply
the Cauchy-Schwarz inequality and the trace property of ϕ in the following way:
|ϕ((c1 · · · ck+1)(ck+2 · · · cn))| ≤ ϕ(c1c2 · · · ck+1c∗k+1 · · · c∗2c∗1) 12ϕ(ck+2 · · · cnc∗n · · · c∗k+2) 12
= ϕ
(
(c∗1c1)c2 · · · ck(ck+1c∗k+1) · · · c∗3c∗2
) 1
2ϕ
(
(c∗k+2ck+2)ck+3 · · · (cnc∗n) · · · c∗k+3
) 1
2 .
Set A2 = ϕ
(
(c∗1c1)c2 · · · ck(ck+1c∗k+1) · · · c∗3c∗2
)
and B2 = ϕ
(
(c∗k+2ck+2)ck+3 · · · (cnc∗n) · · · c∗k+3
)
.
For A2, set c˜ = c˜1 · · · c˜2k, with
- c˜1 = c
∗
1c1,
- for j = 2, . . . , k, c˜j = cj ,
- c˜k+1 = ck+1c
∗
k+1,
- for j = 0, . . . , k − 2, c˜k+2+j = c∗k−j ,
in such a way that A2 = ϕ
(
c˜1c˜2 · · · c˜k · · · c˜2k
)
. Since A2 = ϕ(aa∗) ≥ 0, with a = c1 · · · ck+1, by
the induction hypothesis it follows that:
(
ϕ
(
c˜1c˜2 · · · c˜k · · · c˜2k
)) 1
2 ≤
2k∏
l=1
∏
sj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2sj
)2−(k+1)
=
∏
sj∈I1(c˜)
ϕ
(
(c˜1c˜
∗
1)
2sj
)2−(k+1) k∏
l=2
∏
sj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2sj
)2−(k+1)
∏
sj∈Ik+1(c˜)
ϕ
(
(c˜k+1c˜
∗
k+1)
2sj
)2−(k+1) 2k∏
l=k+2
∏
sj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2sj
)2−(k+1)
.
Keeping in mind the definition of the c˜l’s, one has:
- ϕ
(
(c˜1c˜
∗
1)
2sj
)
= ϕ
(
(c1c
∗
1)
2sj+1
)
for every sj ∈ I1(c˜),
- for l = 2, . . . , k, ϕ
(
(c˜lc˜
∗
l )
2sj
)
= ϕ
(
(clc
∗
l )
2sj
)
for every sj ∈ Il(c˜);
- ϕ
(
(c˜k+1c˜
∗
k+1)
2sj
)
= ϕ
(
(ck+1c
∗
k+1)
2sj+1
)
for every sj ∈ Ik+1(c˜),
- for l = k + 2, . . . , 2k, ϕ
(
(c˜lc˜
∗
l )
2sj
)
= ϕ
(
(c2k−l+2c∗2k−l+2)
2sj
)
for every sj ∈ Il(c˜), so that:
2k∏
l=k+2
∏
sj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2sj
)2−(k+1)
=
k∏
h=2
∏
sj∈I2k−h+2(c˜)
ϕ
(
(chc
∗
h)
2sj
)2−(k+1)
.
Finally, writing c = c1 · · · cn, and setting:
- I1(c) = I1(c˜) + 1 := {sj + 1 : sj ∈ I1(c˜)};
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- Ik+1(c) = Ik+1(c˜) + 1 := {sj + 1 : sj ∈ Ik+1(c˜)};
- for l = 2, . . . , k, Il(c) = Il(c˜) ∪ I2k−l+2(c˜),
in such a way that
∑
sj∈Il(c)
2sj = 2k for every l = 1, . . . , k + 1, it follows that:
(
ϕ
(
c˜1c˜2 · · · c˜k · · · c˜2k
)) 1
2 ≤
k+1∏
l=1
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−(k+1)
.
In the same way, setting:
- d1 = c
∗
k+2ck+2;
- dj+1 = ck+j+2 for j = 1, . . . , k − 1;
- dk+1 = cnc
∗
n;
- dk+j+1 = c
∗
n−j for j = 1, . . . , k − 1.
a similar estimate for B = ϕ
(
d1d2 · · · d2k
) 1
2 can be obtained. Indeed, if d = d1 · · · d2k, from the
induction hypothesis it follows that:
B ≤
2k∏
l=1
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )2
tj
)2−(k+1)
=
∏
tj∈I1(d)
ϕ
(
(d1d
∗
1)
2tj
)2−(k+1) k∏
l=2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+1)
∏
tj∈Ik+1(d)
ϕ
(
(dk+1d
∗
k+1)
2tj
)2−(k+1) 2k∏
l=k+2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+1)
As for A2, by considering the definition of the dl’s, one has that:
- ϕ
(
(d1d
∗
1)
2tj
)
= ϕ
(
(ck+2c
∗
k+2)
2tj+1
)
for every tj ∈ I1(d),
- for l = 2, . . . , k, ϕ
(
(dld
∗
l )
2tj
)
= ϕ
(
(ck+l+1c
∗
k+l+1)
2tj
)
for every tj ∈ Il(d), so that:
k∏
l=2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+1)
=
n−1∏
h=k+3
∏
tj∈Ih−k−1
ϕ
(
(chc
∗
h)
2tj
)2−(k+1)
.
- ϕ
(
(dk+1d
∗
k+1)
2tj
)
= ϕ
(
(cnc
∗
n)
2tj+1
)
for every tj ∈ Ik+1(d),
- for l = k + 2, . . . , 2k, ϕ
(
(dld
∗
l )
2tj
)
= ϕ
(
(cn−l+k+1c∗n−l+k+1)
2tj+1
)
for every tj ∈ Il(d), so
that:
2k∏
l=k+2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+1)
=
n−1∏
h=k+3
∏
tj∈In−h+k+1(d)
ϕ
(
(chc
∗
h)
2tj
)2−(k+1)
.
Finally, writing c = c1 · · · cn, and setting:
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- Ik+2(c) = I1(d) + 1 := {sj + 1 : sj ∈ I1(c˜)};
- In(c) = Ik+1(d) + 1;
- for h = k + 3, . . . , n− 1, Ih(c) = Ih−k−1(d) ∪ In−h+k+1(d),
in such a way that
∑
tj∈Il(c)
2tj = 2k for every l = k + 2, . . . , n, it follows that:
(
ϕ
(
d1d2 · · · dk · · · d2k
)) 1
2 ≤
n∏
l=k+2
∏
tj∈Il(c)
ϕ
(
(clc
∗
l )
2tj
)2−(k+1)
.
Hence, at the end:
|ϕ((c1 · · · ck+1)(ck+2 · · · cn))| ≤ n∏
l=1
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−(k+1)
,
with
∑
sj∈Il(c)
2sj = 2k for every l = 1, . . . , n. Hence, the claim is true for all strings c1 · · · cn of
even length.
Assume now that n is odd; the conclusion will follow again by induction. If n = 3, apply the
Cauchy-Schwarz inequality in the following way:
|ϕ(c1(c2c3))| ≤ ϕ((c∗1c1)) 12 (ϕ((c2c∗2)(c3c∗3))) 12 ≤ (ϕ((c∗1c1))) 12 (ϕ((c∗2c2)2)) 14 (ϕ((c∗3c3)2)) 14 .
For k > 1, assume that the result holds true for every odd integer n = 2l + 1, with l ≤ k. Let
n = 2(k + 1) + 1 = 2k + 3 and apply the Cauchy-Schwarz inequality as follows:
|ϕ((c1 · · · cn−1
2
)(cn+1
2
· · · cn)
)| ≤
≤
(
ϕ
(
(c∗1c1)c2 · · · cn−3
2
(cn−1
2
c∗n−1
2
)c∗n−3
2
· · · c∗2
)) 12 (
ϕ
(
(c∗n+1
2
cn+1
2
)cn+3
2
· · · (cnc∗n)c∗n−1 · · · c∗n+3
2
)) 12
.
If A2 = ϕ
(
(c∗1c1)c2 · · · cn−3
2
(cn−1
2
c∗n−1
2
)c∗n−3
2
· · · c∗2
)
, set:
- c˜1 := c
∗
1c1,
- c˜j := cj , for j = 2, . . . ,
n−3
2 ,
- c˜n−1
2
:= cn−1
2
c∗n−1
2
,
- c˜n−1
2 +j
:= c∗n−1
2 −j
, for j = 1, . . . , n−52 ,
in such a way that A2 = ϕ(c˜1 · · · c˜2k) = ϕ(aa∗) ≥ 0, and so, the statement for string of even
length for 2k = n− 3 implies that:
ϕ(c˜1 · · · c˜2k) 12 ≤
2k∏
l=1
∏
tj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2tj
)2−(k+1)
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=
∏
tj∈I1(c˜)
ϕ
(
(c˜1c˜
∗
1)2
tj
)2−(k+1) k∏
l=2
∏
tj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2tj
)2−(k+1)
∏
tj∈Ik+1(c˜)
ϕ
(
(c˜k+1c˜
∗
k+1)
2tj+1
)2−(k+1) · 2k∏
l=k+2
∏
tj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2tj
)2−(k+1)
where c˜ = c˜1 · · · c˜2k, with
∑
tj∈Il(c˜)
2tj = 2k−1 for every l = 1, . . . , 2k.
Again, by keeping in mind the definition of the c˜l’s:
- ϕ
(
(c˜1c˜
∗
1)
2tj
)
= ϕ
(
(c1c
∗
1)
2tj+1
)
for every tj ∈ I1(c˜),
- for l = 2, . . . , k = n−32 , ϕ
(
(c˜lc˜
∗
l )
2tj
)
= ϕ
(
(clc
∗
l )
2tj
)
for every tj ∈ Il(c˜);
- ϕ
(
(c˜k+1c˜
∗
k+1)
2tj
)
= ϕ
(
(cn−1
2
c∗n−1
2
)2
tj+1
)
for every tj ∈ Ik+1(c˜) (note that k + 1 = n−12 ),
- for l = k+2, . . . , 2k, ϕ
(
(c˜lc˜
∗
l )
2sj
)
= ϕ
(
(c2k−l+2c∗2k−l+2)
2sj+1
)
for every sj ∈ Il(c˜), so that:
2k∏
l=k+2
∏
sj∈Il(c˜)
ϕ
(
(c˜lc˜
∗
l )
2sj
)2−(k+1)
=
n−3
2∏
h=2
∏
sj∈In−1−h(c˜)
ϕ
(
(chc
∗
h)
2sj
)2−(k+1)
.
Finally, writing c = c1 · · · cn, and setting:
- I1(c) = I1(c˜) + 1 := {sj + 1 : sj ∈ I1(c˜)};
- Ik+1(c) = Ik+1(c˜) + 1;
- for l = 2, . . . , k = n−32 , Il(c) = Il(c˜) ∪ In−1−l(c˜),
so that
∑
sj∈Il(c)
2sj = 2k for every l = 1, . . . , k + 1, it follows that:
(
ϕ
(
c˜1c˜2 · · · c˜k · · · c˜2k
)) 1
2 ≤
n−1
2∏
l=1
∏
sj∈Il(c)
ϕ
(
(clc
∗
l )
2sj
)2−(k+1)
,
with
∑
tj∈Il(c)
2tj = 2k = 2
n−3
2 for every l = 1, . . . , n−12 .
Similarly, for B2 = ϕ
(
(c∗n+1
2
cn+1
2
)cn+3
2
· · · (cnc∗n)c∗n−1 · · · c∗n+3
2
)
, set:
- d1 := c
∗
n+1
2
cn+1
2
,
- for j = 2, . . . , n−12 , d˜j = cn+12 +j−1 (so d˜n−12 = cn−1),
- dn+1
2
= cnc
∗
n,
- for all j = 1, . . . , n−32 , dn+12 +j = c
∗
n−j ,
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so that B2 = ϕ
(
d1 · · · dn−1
)
, and the claim for the string of even length n−1 = 2(k+1) applies
to get:
ϕ
(
d1 · · · dn−1
) 1
2 ≤
n−1∏
l=1
∏
tj∈Il(d)
ϕ
(
(djd
∗
j )
2tj
)2−(k+2)
=
∏
tj∈I1(d)
ϕ
(
(d1d
∗
1)
2tj
)2−(k+2) k+1∏
l=2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+2)
∏
tj∈In+1
2
(d)
ϕ
(
(dn+1
2
d∗n+1
2
)2
tj )2−(k+2) n−1∏
l=n+32
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+2)
.
As for A2, by considering the definition of the dl’s:
- ϕ
(
(d1d
∗
1)
2tj
)
= ϕ
(
(ck+2c
∗
k+2)
2tj+1
)
for every tj ∈ I1(d), being n+ 1
2
= k + 2;
- for l = 2, . . . , k + 1, ϕ
(
(dld
∗
l )
2tj
)
= ϕ
(
(ck+l+1c
∗
k+l+1)
2tj
)
for every tj ∈ Il(d), so that:
k+1∏
l=2
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+2)
=
n−1∏
h=k+3
∏
tj∈Ih−k−1(d)
ϕ
(
(chc
∗
h)
2tj
)2−(k+2)
.
- ϕ
(
(dk+2d
∗
k+2)
2tj
)
= ϕ
(
(cnc
∗
n)
2tj+1
)
for every tj ∈ Ik+2(d) (being k + 2 = n+12 );
- for l = k + 3, . . . , n − 1, ϕ((dld∗l )2tj ) = ϕ((cn−l+k+2c∗n−l+k+2)2tj+1) for every tj ∈ Il(d),
so that:
n−1∏
l=k+3
∏
tj∈Il(d)
ϕ
(
(dld
∗
l )
2tj
)2−(k+2)
=
n−1∏
h=k+3
∏
tj∈In+k+2−h(d)
ϕ
(
(chc
∗
h)
2tj
)2−(k+2)
.
Finally, writing c = c1 · · · cn, and setting:
- Ik+2(c) = I1(d) + 1 := {sj + 1 : sj ∈ I1(d)};
- In(c) = Ik+1(d) + 1;
- for h = k + 3, . . . , n− 1, Ih(c) = Ih−k−1(d) ∪ In+k+2−h(d),
in such a way that
∑
tj∈Il(c)
2tj = 2k+1 = 2
n−1
2 for every l = k + 2, . . . , n, it follows that:
(
ϕ
(
d1d2 · · · dk · · · d2k
)) 1
2 ≤
n∏
l=k+2
∏
tj∈Il(c)
ϕ
(
(clc
∗
l )
2tj
)2−(k+2)
,
yielding the desired conclusion.
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1.3.2 The proof of Theorem 1.2.1
Let us start by assuming that both X and Y are composed of identically distributed random
variables.
Consider the auxiliary ensembles Z(i) = (Y 1, . . . ,Y i−1,X i, . . . ,Xn), with Y i = (Yi, . . . , Yi)︸ ︷︷ ︸
d times
and X i = (Uh1(Xi), . . . , Uhd(Xi)), and the identities in (1.2.9). By applying simultaneously the
free binomial expansion (see Lemma 1.1.14) to each W
(i)
j + V
(i)
j (X i), for every i = 1, . . . , n:
ϕ
( k∏
s=1
(
W
(i)
1 + V
(i)
1 (X i)
)m1,s · · · (W (i)p + V (i)p (X i))mp,s) = ϕ( k∏
s=1
(W
(i)
1 )
m1,s · · · (W (i)n )mp,s
)
+
∑
v∈D
ϕ
( k∏
s=1
p∏
l=1
(W
(i)
l )
α
(s)
l,1V
(i)
l (X i)β
(s)
l,1 · · · (W (i)l )α
(s)
l,rlV
(i)
l (X i)β
(s)
l,rl
)
,
where, in each summand, at least one β
(s)
l,j ≥ 1 and with
D = {v = (r(s)l ,α(s)l ,β(s)l ) ∈ Dnl,s,ml,s : s = 1, . . . , k, l = 1, . . . , p, nl,s = 1, . . . ,ml,s},
Dnl,s,ml,s =
{
(r
(s)
l ,α
(s)
l ,β
(s)
l ) : r
(s)
l ∈ [nl,s],α(s)l ,β(s)l ∈ Nr
(s)
l ,
r
(s)
l∑
h=1
α
(s)
l,h = ml,s − nl,s,
r
(s)
l∑
h=1
β
(s)
l,h = nl,s
}
.
Similarly,
ϕ
( k∏
s=1
(
W
(i)
1 + V
(i)
1 (Y i)
)m1,s · · · (W (i)p + V (i)p (Y i))mp,s) = ϕ( k∏
s=1
(W
(i)
1 )
m1,s · · · (W (i)p )mp,s
)
+
∑
v∈D
ϕ
( k∏
s=1
p∏
l=1
(W
(i)
l )
α
(s)
l,1V
(i)
l (Y i)
β
(s)
l,1 · · · (W (i)l )α
(s)
l,rlV
(i)
l (Y i)
β
(s)
l,rl
)
,
where at least on β
(s)
l,j ≥ 1. Hence, the term ϕ
( k∏
s=1
(W
(i)
1 )
m1,s · · · (W (i)p )mp,s
)
cancels out in the
difference (1.2.9). Set:
a
(i)
s,l := (W
(i)
l )
α
(s)
l,1V
(i)
l (A)
β
(s)
l,1 · · · (W (i)l )α
(s)
l,rlV
(i)
l (A)
β
(s)
l,rl ,
for s = 1, . . . , k, and l = 1, . . . , p and A = Xi,r or A = Yi.
If Alg(R1, . . . , Rk) denotes the algebra generated by the random variables R1, . . . , Rk, for a
fixed i = 1, . . . , n, by virtue of Lemma 1.3.1 applied with
1. Aj = Alg(1, Uh1(Xj), . . . , Uhd(Xj)) for every j > i;
2. Aj = Alg(1, Yj) for every j < i;
3. B = Alg(1, Uh1(Xi), . . . , Uhd(Xi));
4. D = Alg(1, Yi),
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if γ :=
k∑
s=1
p∑
l=1
rl∑
h=1
β
(s)
l,h ≤ 2, the terms ϕ
( k∏
s=1
p∏
l=1
a
(i)
s,l
)
relative to A = Xi,r either are zero or
cancel with the corresponding ones associated with A = Yi.
Indeed, if γ = 1, in the argument of x := ϕ
( k∏
s=1
p∏
l=1
a
(i)
s,l
)
, there will only be a factor of the type
Uhl(Xi), so that x = 0 by virtue of the first item in Lemma 1.3.1. If γ = 2, either there is only
one exponent β
(s)
l,j = 2 or two different ones equal to 1: in both cases, either the second or the
third item in Lemma 1.3.1 applies, thanks to the hypothesis hi = hd−i+1 for i = 1, . . . , bd2c.
Therefore, the remaining terms to bound in (1.2.9) are of the type
ϕ
(
(a
(i)
1,1 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p)
)
,
whose corresponding parameter γ =
k∑
s=1
p∑
l=1
rl∑
h=1
β
(s)
l,h verifies γ ≥ 3; from here apply the triangle
inequality for the absolute value.
The first step of the proof consists in applying the iterated Cauchy-Schwarz inequality, described
in Lemma 1.3.2, in the following way:
(i) when k is even, and therefore kp is even, associate the first k2 p-string a
(i)
j,1 · · · a(i)j,p and the
last ones, as follows:∣∣ϕ[((a(i)1,1 · · · a(1)1,p) · · · (a(i)k
2 ,1
· · · a(i)k
2 ,p
)
)(
(a
(i)
k
2+1,1
· · · a(i)k
2+1,p
) · · · (a(i)k,1 · · · a(i)k,p)
)]∣∣,
and apply the technique explained in the proof of Lemma 1.3.2;
(ii) if p is even and k is odd, first split the central p-string in the k+12 -th position:
(a
(i)
k+1
2 ,1
· · · a(i)k+1
2 ,
p
2
)(a
(i)
k+1
2 ,
p
2+1
· · · a(i)k+1
2 ,p
)
so that the argument of ϕ will be divided into two parts, each with kp2 factors, and apply
Lemma 1.3.2 to:∣∣ϕ[((a(i)1,1 · · · a(i)1,p) · · · (a(i)k+1
2 ,1
· · · a(i)k+1
2 ,
p
2
)
)(
(a
(i)
k+1
2 ,
p
2+1
· · · a(i)k+1
2 ,p
) · · · (a(i)k,1 · · · a(i)k,p)
)]∣∣ ;
(iii) if both k and p are odd, associate the argument of ϕ by splitting between a
(i)
k+1
2 ,
p−1
2
and
a
(i)
k+1
2 ,
p+1
2
(dividing the product into two parts, the first with kp−12 factors, the second with
kp+1
2 ):∣∣ϕ[((a(i)1,1 · · · a(i)1,p) · · · (a(i)k+1
2 ,1
· · · a(i)k+1
2 ,
p−1
2
)
)(
(a
(i)
k+1
2 ,
p+1
2
· · · a(i)k+1
2 ,p
) · · · (a(i)k,1 · · · a(i)k,p)
)]∣∣.
If kp is even (both if k is even or k is odd), it follows straightforwardly from Lemma 1.3.2 that:
∣∣ϕ((a(i)1,1 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p))∣∣ ≤ k∏
s=1
p∏
l=1
∏
tj∈Il,s(a)
(
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ))2− kp2
, (1.3.1)
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with
∑
tj∈Il,s(a)
2tj = 2
kp
2 −1 for every l = 1, . . . , p, s = 1, . . . , k.
If p and k are odd, then Lemma 1.3.2 gives:∣∣ϕ((a(i)1,1a(i)1,2 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p))∣∣
≤
k−1
2∏
s=1
p∏
l=1
∏
tj∈Il,s(a)
(
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ))2− kp−12 p−12∏
b=1
∏
tj∈I
b, k+1
2
(a)
(
ϕ
(
(a
(i)
k+1
2
,b
(a
(i)
k+1
2
,b
)∗)2
tj ))2− kp−12
p∏
b= p+1
2
∏
tj∈I
b, k+1
2
(a)
(
ϕ
(
(a
(i)
k+1
2
,b
(a
(i)
k+1
2
,b
)∗)2
tj ))2− kp+12 k∏
s= k+3
2
p∏
l=1
∏
tj∈Il,s(a)
(
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ))2− kp+12
(1.3.2)
with
1.
∑
tj∈Il,s(a)
2tj = 2
kp−3
2 for s = 1, . . . , k−12 and l = 1, . . . , p and s =
k+1
2 , l = 1, . . . ,
p−1
2 ;
2.
∑
tj∈Il,s(a)
2tj = 2
kp−1
2 , for l = 1, . . . , p when s = k+32 , . . . , k, and when s =
k+1
2 , for
l = p+12 , . . . , p.
In every product of the type a
(i)
s,l(a
(i)
s,l)
∗, the factor V (i)l (A)
2β
(s)
l,rl appears exactly once, while for
every h = 1, . . . , rl−1, V (i)l (A)β
(s)
l,h appears exactly twice. Therefore, for every fixed s = 1, . . . , k,
l = 1, . . . , p and tj ∈ Il,s(a), in the argument of ϕ
((
a
(i)
s,l(a
(i)
s,l)
∗)2tj ), the property of trace of ϕ
implies that there are exactly 2tj (2rl − 1) paired products of the type (W (i)l )T1(V (i)l (A))T2 , for
certain integers T1, T2.
Moreover, as follows by a direct application of Proposition 1.1.16 and Lemma 1.1.17 to the
random variables W
(i)
l and V
(i)
l (A), with A = Yi ∈ Y i or A = Xi,l ∈ X i and if Zˆ
(i)
=
(Y 1, . . . ,Y i−1,X i+1, . . . ,Xn), for every r ≥ 1 there exist constants Cr,d and Dr,d such that:
ϕ
(
(W
(i)
j )
2r
) ≤ Cr,d µZˆ(i)2rd−1( ∑
j1,...,jd∈[n]\{i}
f (j)n (j1, . . . , jd)
2
)r
≤ Cr,d µZˆ
(i)
2rd−1 .
Similarly,
ϕ
(
V
(i)
j (A)
2r
) ≤ Dr,d µZ(i)2rd−1(Infi(f (j)n ))r.
Indeed, by Proposition 1.1.16,
ϕ
(
V
(i)
j (A)
2r
) ≤ Dr,d µZ(i)2rd−1ϕ(V (i)j (A)2),
where
ϕ
(
V
(i)
j (A)
2
)
=
d∑
l1,l2=1
∑
j1,...,jd−1∈[n]\{i}
∑
s1,...,sd−1∈[n]\{i}
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f (j)n (j1, . . . , jl1−1, i, jl1 , . . . , jd−1)f
(j)
n (s1, . . . , sl2−1, i, sl2 , . . . , sd−1)
ϕ
(
(Zj1 · · ·Zjl1−1AZjl1 · · ·Zjd−1)(Zs1 · · ·Zsl2−1AZsl2 · · ·Zsd−1)
)
.
Every summand ϕ
(
(Zj1 · · ·Zjl1−1AZjl1 · · ·Zjd−1)(Zs1 · · ·Zsl2−1AZsl2 · · ·Zsd−1)
)
is non-zero if
and only if l1 = d − l2 + 1 and jt = sd−t for t = 1, . . . , d − 1 (see [72, Lemma 5.8]), in which
case equals 1, giving:
ϕ
(
V
(i)
j (A)
2
)
=
d∑
l=1
∑
j1,...,jd−1∈[n]\{i}
f (j)n (j1, . . . , jl−1, i, jl, . . . , jd−1)f
(j)
n (jd−1, . . . , jl, i, jl−1, . . . , j1),
and the conclusion is achieved thanks to the mirror symmetry of f
(j)
n .
The application of the generalized free Ho¨lder inequality (Lemma 1.1.15) yields:
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ) ≤
C
{[
ϕ
(
V
2β
(s)
l,rl
22
tj (2rl−1)
l
)]2−2tj (2rl−1)}2tj
·
rl−1∏
h=1
{[
ϕ
(
V
β
(s)
l,h2
2
tj (2rl−1)
l
)]2−2tj (2rl−1)}2tj+1
≤ C
[((
Infi(f
(l)
n
)β(s)l,rl22tj (2rl−1))2−2tj (2rl−1)]2tj · rl−1∏
h=1
[((
Infi(f
(l)
n )
)β(s)l,h22tj (2rl−1))2−2tj (2rl−1)]2tj
≤ C
rl∏
h=1
(
Infi(f
(l)
n )
)2tjβ(s)l,h = C(Infi(f (l)n ))2tj ∑rlh=1 β(s)l,h (1.3.3)
(where the constant C gathers all the estimates given by the application of Proposition 1.1.16
to the Wαj ’s, since they do not depend neither on the influence function, nor on i, due to the
identically distributed assumption on the sequence X and on the sequence Y ).
Then, if kp is even, back to (1.3.1), the product over all the integers tj ’s in Il,s(a), such that∑
j∈Il,s(a)
2tj = 2
kp
2 −1, finally provides, up to a multiplicative coefficient:
∏
tj∈Il,s(a)
(
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ))2− kp2 ≤ (Infi(f (l)n ))2−1∑rlh=1 β(s)l,h
≤ ( max
t=1,...,p
Infi(f
(t)
n )
)2−1∑rlh=1 β(s)l,h
implying that:
k∏
s=1
p∏
l=1
∏
tj∈Il,s(a)
(
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj ))2− kp2 ≤ ( max
h=1,...,p
Infi(f
(h)
n )
)2−1γ
≤ ( max
h=1,...,p
Infi(f
(h)
n )
) 3
2 = max
h=1,...,p
(
Infi(f
(h)
n )
) 3
2 ,
(recall that Infi(f
(h)
n ) ≤ 1 for all h by hypothesis).
Finally, up to a combinatorial coefficient one has:
n∑
i=1
|ϕ((a(i)1,1 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p))| ≤ n∑
i=1
max
h=1,...,p
(
Infi(f
(h)
n )
) 3
2
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≤
n∑
i=1
p∑
h=1
(
Infi(f
(h)
n )
) 1
2
(
Infi(f
(h)
n )
) ≤ n∑
i=1
p∑
h=1
√
τ
(h)
n Infi(f
(h)
n )
=
p∑
h=1
√
τ
(h)
n
n∑
i=1
Infi(f
(h)
n ) ≤ p max
h=1,...,p
√
τ
(h)
n , (1.3.4)
due to
n∑
i=1
Infi(f
(h)
n ) = 1, and the conclusion follows.
If kp is odd, for every s = 1, . . . , k−12 and every l = 1, . . . , p, and for l = 1, . . . ,
p−1
2 when
s = k+12 , from (1.3.2) the estimate in (1.3.3) gives:
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp−12 ≤ ((Infi(f (l)n ))2 kp−32 ∑rlh=1 β(s)l,h)2−
kp−1
2
=
(
Infi(f
(l)
n )
)2−1∑rlh=1 β(s)l,h
≤
(
max
t=1,...,n
Infi(f
(t)
n )
)2−1∑rlh=1 β(s)l,h
,
so that, for every s = 1, . . . , k−12 ,
p∏
l=1
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp−12 ≤ ( max
t=1,...,n
Infi(f
(t)
n )
)2−1∑pl=1∑rlh=1 β(s)l,h
,
while for s = k+12 ,
p−1
2∏
l=1
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp−12 ≤ ( max
t=1,...,n
Infi(f
(t)
n )
)2−1∑ p−12l=1 ∑rlh=1 β(s)l,h
.
Similarly, for every s = k+32 , . . . , k and every l = 1, . . . , p, and for l =
p+1
2 , . . . , p when s =
k+1
2 ,
the estimate in (1.3.3) gives:
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp+12 ≤ ((Infi(f (l)n ))2 kp−12 ∑rlh=1 β(s)l,h)2−
kp+1
2
=
(
Infi(f
(l)
n )
)2−1∑rlh=1 β(s)l,h
≤
(
max
t=1,...,n
Infi(f
(t)
n )
)2−1∑rlh=1 β(s)l,h
,
so that for every s = k+32 , . . . , k
p∏
l=1
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp−12 ≤ ( max
t=1,...,n
Infi(f
(t)
n )
)2−1∑pl=1∑rlh=1 β(s)l,h
,
while for s = k+12 ,
p∏
l= p+12
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj )2− kp−12 ≤ ( max
t=1,...,n
Infi(f
(t)
n )
)2−1∑p
l=
p+1
2
∑rl
h=1 β
(s)
l,h
.
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In the end, the inequality in (1.3.2) can be rewritten as |ϕ((a(i)1,1 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p))| ≤
Ai Bi Ci Di, where
1. Ai =
k−1
2∏
s=1
p∏
l=1
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj
)2− kp−12
;
2. Bi =
p−1
2∏
l=1
∏
tj∈I
l, k+1
2
(a)
ϕ
(
(a
(i)
s, k+12
(a
(i)
s, k+12
)∗)2
tj
)2− kp−12
;
3. Ci =
p∏
l= p+12
∏
tj∈I
l, k+1
2
(a)
ϕ
(
(a
(i)
s, k+12
(a
(i)
s, k+12
)∗)2
tj
)2− kp+12
;
4. Di =
k∏
s= k+32
p∏
l=1
∏
tj∈Il,s(a)
ϕ
(
(a
(i)
s,l(a
(i)
s,l)
∗)2
tj
)2− kp+12
.
As for the estimates given in (1.3.3),
1. Ai ≤
(
max
t=1,...,p
Infi(f
(t)
n )
)γ(Ai)
, with γ(Ai) = 2
−1
k−1
2∑
s=1
p∑
l=1
rl∑
h=1
β
(s)
l,h ;
2. Bi ≤
(
max
t=1,...,p
Infi(f
(t)
n )
)γ(Bi)
, with γ(Bi) = 2
−1
p−1
2∑
l=1
rl∑
h=1
β
( k+12 )
l,h ;
3. Ci ≤
(
max
t=1,...,p
Infi(f
(t)
n )
)γ(Ci)
, with γ(Ci) = 2
−1
p∑
l= p+12
rl∑
h=1
β
( k+12 )
l,h ;
4. Di ≤
(
max
t=1,...,p
Infi(f
(t)
n )
)γ(Di)
, with γ(Di) = 2
−1 k∑
s= k+32
p∑
l=1
rl∑
h=1
β
(s)
l,h ,
yielding:
|ϕ((a(i)1,1 · · · a(i)1,p) · · · (a(i)k,1 · · · a(i)k,p))| ≤ ( maxt=1,...,p Infi(f (t)n ))2−1γ
≤ ( max
t=1,...,p
Infi(f
(t)
n )
) 3
2
since γ =
k∑
s=1
p∑
l=1
rl∑
h=1
β
(s)
r,l = γ(Ai) + γ(Bi) + γ(Ci) + γ(Di).
To conclude in the case of sequences of identically distributed variables, it is sufficient to repeat
the reasoning carried out in the chain of inequalities (1.3.4).
If the sequences X and Y were composed of independent random variables with uniformly
bounded moments (not necessarily identically distributed), the proof would follow the same
steps. The only modification to take into account would be relative to the hypercontractivity
arguments in (1.3.3), and would require to replace µZˆ
(i)
2rd−1 with µ
Y ,X (n)
2rd−1 :
µZˆ
(i)
2rd−1 ≤ µY ,X
(n)
2rd−1 <∞.
Indeed, since the moments of X and Y are uniformly bounded, so are the moments of the
random variables composing the ensembles X (n).
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Chapter 2
Universality of Chebyshev sums
in every dimension
As anticipated in the synopsis, the goal of the present chapter is to apply the invariance prin-
ciple stated via Theorem 1.2.1, to derive other universal laws for semicircular and free Poisson
approximations of (vectors) of homogeneous sums in freely independent random variables, in
the sense of Definition 2.0.1 below. So far, indeed, only the semicircle law is known to enjoy
the feature under investigation: universality, and its interactions with the Fourth Moment The-
orems, will allow us to establish that the semicircular asymptotic behaviour of any vector of
Chebyshev sums, in semicircular entries, ensures that the same approximation holds for any
vector of homogeneous sums.
Beyond the universality statements, it will be briefly outlined how the same technique leads to
new universal laws for normal approximation of homogeneous sums in the classical probability
setting.
The connection between Fourth Moment Theorems and universality statements will be further
investigated in the subsequent Part II. In this regard, note that the unidimensional results that
can be drawn from the forthcoming discussion might be seen as a corollary of Theorem 4.2.1,
even though they arise here from a different technique. On the other hand, the multidimen-
sional case here presented will not be reached in Part II.
If not otherwise specified, all random variables Y in (A, ϕ) are assumed to be centered and with
unit variance (Assumption (1) for short).
Definition 2.0.1. Let Y be a random variable in (A, ϕ), satisfying Assumption (1). Y is said
to be universal (at the order d ≥ 2) for semicircular approximations of homogeneous sums
if, for any sequence fn : [n]
d → R of admissible kernels, the following conditions are equivalent
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as n→∞:
(i) QY(fn)
Law−−→ S(0, 1);
(ii) QW(fn)
Law−−→ S(0, 1) for any other sequence W = {Wi}i≥1 of identically distributed freely
independent random variables, satisfying Assumption (1).
Remark 2.0.2. The choice d ≥ 2 is motivated by the fact that it is well-known that there is
no universality for linear polynomials. For instance, for any sequence of real numbers fn(i)
such that
n∑
i=1
fn(i)
2 = 1, if S = {Si}i≥1 is a sequence of freely independent random variables
with the standard semicircle distribution, QS(fn) =
n∑
i=1
fn(i)Si ∼ S(0, 1), while for general
coefficients fn(i), and a sequence X of freely independent random variables, QX(fn) does not
converge in law to the semicircle law.
The universality feature is not simple to detect and describe: for instance, it is well-known that
the free Walsh chaos is not universal for d = 2 (see [33]). So far, the only example of universal
law for 1-dimensional semicircular approximations of homogeneous sums (with symmetric co-
efficients) has been provided with Theorem 1.1.13, recalled in the previous Chapter, giving a
partial free counterpart to [80, Theorem 1.2] (see Theorem 3.1.5 in Part II). Dually, other limit
laws for which a universality phenomenon can be satisfied have not been explored, nor even in
the simpler case of homogeneous sums in semicircular entries.
The goal pursued in this chapter is to provide further examples of laws that are universal for
semicircular and free Poisson approximations of homogeneous sums of degree d ≥ 2, combining
Theorem 1.2.1 and the Fourth Moment Theorems 2.1.1 and 2.1.2.
2.1 Fourth Moment Theorem for Chebyshev sums
The free counterpart to the Nualart-Peccati Criterion (see Theorem 3.1.4) has been established
in full generality in [57, Theorems 1.3, 1.6] for Wigner integrals of mirror symmetric functions:
for the purposes of the present discussion, Theorem 2.1.1 recalls the free version of the Nualart-
Peccati Criterion, in a simplified version and only for homogeneous sums in a sequence of freely
independent standard semicircular random variables S = {Si}i≥1.
Theorem 2.1.1. For any d ≥ 2, and for every sequence of admissible kernels fn : [n]d → R,
the following statements are equivalent as n→∞:
(i) QS(fn)
Law−−→ S(0, 1);
(ii) ϕ(QS(fn)
4) −→ ϕ(S4) = 2, S ∼ S(0, 1);
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(iii) if kn =
n∑
i1,...,id=1
fn(i1, . . . , id)ei1⊗· · ·⊗eid , with {ej}j≥1 an orthonormal basis of L2(R+),
for every r = 1, . . . , d− 1,
‖kn ⊗r kn‖L2(R2d−2r+ ) −→ 0 ,
where ⊗r denotes the contraction introduced in (0.2.4).
A similar simplified version of the method of moments and cumulants has been also provided
for free Poisson approximations of Wigner integrals in [78, Theorem 1.4, Lemma 5.1]. As above,
for the sake of simplicity, Theorem 2.1.2 records this statement only for homogeneous sums in
semicircular entries (Propositions 1.1.7 and 1.1.8 will be applied).
Theorem 2.1.2. For λ > 0, let Z(λ) denote a centred free Poisson random variable of pa-
rameter λ. If d ≥ 2 is even, consider a sequence of admissible kernels fn : [n]d → R such that
ϕ
(
QS(fn)
2
)→ λ as n→∞. Then, in the limit, the following statements are equivalent:
(i) QS(fn)
Law−→ Z(λ);
(ii) ϕ
(
QS(fn)
4
)− 2ϕ(QS(fn)3) −→ ϕ(Z(λ)4)− 2ϕ(Z(λ)3) = 2λ2 − λ;
(iii) ‖fn
d
2
a fn − fn‖ → 0, and for every r = 1, . . . , d− 1, r 6= d2 , ‖fn
r
a fn‖ → 0,
where the contraction
r
a has been introduced in (1.1.4).
Remark 2.1.3. Free Poisson approximations can be established only in Wigner chaos of even
order since, if d is odd, ϕ(QS(fn)
3) = 0 while ϕ(Z(λ)3) = λ > 0.
In the following, the focus will be on Chebyshev sums based on freely independent semicircular
random variables: the forthcoming Theorems 2.1.5 and 2.1.6 aim to state the Fourth Moment
Theorem for such Chebyshev sums in terms of the contraction operators, for semicircular and
free Poisson limit respectively (Theorem 2.1.1 and Theorem 2.1.2). Further, the following
auxiliary lemma (whose proof requires only simple computations), is inspired by the proof of
[92, Proposition 4.1] and will be useful in the sequel.
Lemma 2.1.4. Let d ≥ 2 and f : [n]d → R be an admissible kernel as in Definition 1.1.2.
Then, for every q = 1, . . . , d−1, the norms of the contraction operators introduced in Definition
1.1.4 satisfy the following inequalities:
‖f
q
a f‖ ≥ ‖f ?qq+1 f‖ ,
‖f
d−1
a f‖ ≥ ‖f ?01 f‖ .
Theorem 2.1.5. Fix d ≥ 2, as well as integers h1, . . . , hd ≥ 1, with hi = hd−i+1 for all
i = 1, . . . , bd2c, and let Q(h)S (fn) denote a sequence of Chebyshev sums, as in (1.1.2), with
fn admissible kernel as in Definition 1.1.2. Then, the following conditions are equivalent as
n→∞:
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(i) Q
(h)
S (fn)
Law−→ S(0, 1);
(ii) for every q = 1, . . . , d− 1, ‖fn
q
a fn‖ −→ 0.
Proof. Assume that (ii) holds. Then, it is sufficient to remark that Q
(h)
S (fn) = I
S
m(kn), with
m = h1 + · · · + hd, and kn the kernel given by (1.1.6) (see also (0.3.2)). Theorem 2.1.1 then
entails the vanishing of all the non trivial contractions ‖kn ⊗r kn‖, for r = 1, . . . ,m− 1, which,
by virtue of Proposition 1.1.7, in turn implies that the norm ‖fn
q
a fn‖ vanishes in the limit
as well for every q = 1, . . . , d − 1. To show the converse, it is sufficient to repeat the same
reasoning but keeping in mind also Lemma 2.1.4.
Theorem 2.1.6. Assume that d ≥ 2 and h1 + · · ·+ hd are even integers, and let Z(λ) denote
a (centered) free Poisson distributed random variable of parameter λ > 0. For a sequence of
admissible kernels fn : [n]
d → R such that
lim
n→∞ϕ
((
Q
(h)
S (fn)
)2)
= λ , (2.1.1)
the following conditions are equivalent as n→∞:
(i) Q
(h)
S (fn)
Law−→ Z(λ);
(ii) 1. for every q = 1, . . . , d− 1, q 6= d
2
, ‖fn
q
a fn‖ −→ 0;
2. ‖fn ?
d
2
d
2+1
fn‖ −→ 0, and ‖fn
d
2
a fn − fn‖ −→ 0.
Proof. Again, Q
(h)
S (fn) = I
S
m(kn), with m = h1 + · · ·+hd, and kn as in (1.1.6). The conclusion
then simply follows by applying Theorem 2.1.2, together with Proposition 1.1.7, Proposition
1.1.8 and Lemma 2.1.4 (in particular, the vanishing of the norm ‖fn ?
d
2
d
2+1
fn‖ −→ 0 entails the
vanishing in the limit of all the norms ‖kn ⊗r kn‖, for r = h1 + · · ·+ h d
2−1 + 1, . . . , h1 + · · ·+
h d
2
− 1).
Remark 2.1.7 (On the parity of d). Note that for the convergence of a Chebyshev sum towards
the free Poisson law, it is not sufficient that only m := h1 + · · ·+ hd is even. Indeed, if d is odd
and Q
(h)
S (fn) = I
S
m(kn) converges to Z(λ), then ‖kn
r
a kn‖ would vanish in the limit for every
r = 1, . . . ,m− 1, r 6= m2 . In particular, if r = h1 + · · ·+ h d−12 , ‖kn ⊗r kn‖ = ‖fn
d−1
2
a fn‖ → 0.
By virtue of Lemma 2.1.4, this would imply in turn ‖fn ?
d−1
2
d+1
2
fn‖ = ‖kn ⊗m2 kn‖ → 0, which
contradicts the fact that ‖kn ⊗m2 kn‖ should not vanish in the limit. Hence, it is possible to
establish conditions for the convergence of a Chebyshev sum towards the free Poisson law only
if both d and h1 + · · ·+ hd are even integers.
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Remark 2.1.8. From Theorem 2.1.5 and Theorem 2.1.6 with hj = 2 for every j = 1 . . . , d and
with d even, since U2(S)
Law
= Z(1), explicit conditions for the convergence of a homogeneous sum
as in (1.1.3) in freely independent random variables with the centered free Poisson distribution
of parameter 1, towards the semicircular law, can be stated, generalizing to the free setting the
findings of [92]). Similarly, if d is even and the target distribution is the free Poisson law.
Recently, a Fourth Moment Theorem has been proved for stochastic integrals with respect to a
free Poisson measure in [17].
2.2 Main results
The combination of Propositions 1.1.7 and 1.1.8 with Theorems 2.1.5 and 2.1.6, allows one
to exhibit new universal limit laws for vectors of homogeneous sums as straightforward con-
sequences of Theorem 1.2.1 (see Theorems 2.2.3 and 2.2.4 below). Nevertheless, even if the
multidimensional invariance principle holds for Chebyshev sums with mirror symmetric ker-
nels, here it will be necessary to deal only with fully symmetric coefficients. Indeed, as shown
in [33] with a counterexample, the strategy of proof here proposed cannot be extended to deal
with the weaker assumption of mirror symmetric coefficients, even though this would be the
most natural framework.
Henceforth, the admissible kernels will be assumed to be symmetric functions: in this case, the
following upper bounds for τn = max
i=1,...,n
Infi(fn) holds.
Lemma 2.2.1. Let d ≥ 2, and let fn : [n]d → R be a symmetric kernel, vanishing on diagonals.
Then, the following inequality holds:
‖fn
d−1
a fn‖ ≥ 1
d
τn. (2.2.1)
Moreover, if d = 2, then
‖fn
1
a fn − fn‖ ≥ 1
2
τn. (2.2.2)
Proof. If d ≥ 2, by carrying out the same estimates as in the proof of in [33, Theorem 1.4], the
following lower bound for ‖fn
d−1
a fn‖2 holds:
‖fn
d−1
a fn‖2 =
n∑
i1,i2=1
(
fn
d−1
a fn(i1, i2)
)2
≥
n∑
i=1
(
fn
d−1
a fn(i, i)
)2
=
n∑
i=1
( n∑
j2,...,jd=1
fn(i, j2, . . . , jd)
2
)2
≥
( n∑
j2,...,jd=1
fn(i, j2, . . . , jd)
2
)2
=
(1
d
Infi(fn)
)2
for every i = 1, . . . , n. By taking the square root on both sides, in particular one has:
‖fn
d−1
a fn‖ ≥ 1
d
Infi(fn) ≥ 1
d
max
i=1,...,n
Infi(fn) =
1
d
τn.
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When d = 2, the desired upper bound for τn is obtained as follows:
‖fn
1
a fn − fn‖2 =
n∑
i,j=1
(
fn
1
a fn(i, j)− fn(i, j)
)2
=
n∑
i,j=1
i6=j
(
fn
1
a fn(i, j)− fn(i, j)
)2
+
n∑
i=1
(
fn
1
a fn(i, i)
)2
≥
n∑
i=1
( n∑
k=1
fn(i, k)
2
)2
≥
( n∑
k=1
fn(i, k)
2
)2
for ever i = 1, . . . , n, from which ‖fn
1
a fn − fn‖ ≥ 1
2
Infi(fn), and finally
‖fn
1
a fn − fn‖ ≥ 1
2
τn.
The proof of Theorem 2.2.3 will exploit the following statement, recalling that componentwise
convergence of multiple Wigner integrals towards the semicircle law implies the joint convergence
(see [83, Theorem 1.3] for the original statement).
Theorem 2.2.2. For d ≥ 2 and m ≥ 1, let k(j)n be a mirror symmetric function in L2(Rd+)
for every j = 1, . . . ,m. Let C = (Ci,j)i,j=1,...,m be a real-valued, positive definite symmetric
matrix, such that, for i, j = 1, . . . ,m,
lim
n→∞ϕ
(
ISd (k
(i)
n )I
S
d (k
(j)
n )
)
= Ci,j .
If (s1, . . . , sm) denotes a semicircular system, with covariance determined by C, the following
statements are equivalent as n→∞:
(i) ISd (k
(j)
n )
Law−→ sj;
(ii) (ISd (k
(1)
n ), . . . , ISd (k
(m)
n ))
Law−→ (s1, . . . , sm).
Theorem 2.2.3. Let d ≥ 2, and m ≥ 1. Consider a semicircular system (s1, . . . , sm) with co-
variance ϕ(sisj) = Ci,j for every i, j = 1, . . . ,m, and assume that the matrix C = (Ci,j)i,j=1,...,m
is real-valued, positive definite and symmetric. For fixed order h = (h1, . . . , hd) with hi = hd−i+1
for i = 1, . . . , bd2c, suppose that, for every i, j = 1, . . . ,m:
lim
n→∞ϕ
(
Q
(h)
S (f
(i)
n )Q
(h)
S (f
(j)
n )
)
= Ci,j .
Then the following assertions are equivalent as n→∞:
(i) Q
(h)
S (f
(j)
n )
Law−→ sj, for every j = 1, . . . ,m;
(ii) (QX(f
(1)
n ), . . . , QX(f
(m)
n ))
Law−→ (s1, . . . , sm) for every sequence X = {Xi}i≥1 of freely
independent and identically distributed random variables satisfying Assumption (1).
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Proof.
(i)⇒ (ii) In view of Theorem 2.2.2, and since Q(h)S (f (j)n ) = ISh1+···+hd(k
(j)
n ) (with k
(j)
n as in (1.1.6)),
the convergence Q
(h)
S (f
(j)
n )
Law−→ sj for all j = 1, . . . ,m is equivalent to the joint conver-
gence:
(Q
(h)
S (f
(1)
n ), . . . , Q
(h)
S (f
(m)
n ))
Law−→ (s1, . . . , sm).
In particular, Lemma 2.2.1 and Theorem 2.1.1 together imply, for every j, the limit
relation ‖f (j)n
d−1
a f (j)n ‖ → 0, yielding that τ (j)n → 0 for j = 1, . . . ,m, and, in turn, the
vanishing in the limit of max
j=1,...,m
τ
(j)
n . The conclusion then follows by Theorem 1.2.1.
(ii)⇒ (i) In particular, (QS(f (1)n ), . . . , QS(f (m)n )) Law−→ (s1, . . . , sm). Then, the Fourth Moment
Theorem 2.1.1, along with Lemma 2.2.1, implies in particular that max
j=1,...,m
τ
(j)
n → 0,
yielding first (Q
(h)
S (f
(1)
n ), . . . , Q
(h)
S (f
(m)
n ))
Law−→ (s1, . . . , sm) by virtue of Theorem 1.2.1,
and then the desired componentwise convergence.
By very similar arguments, and with a suitable parity assumption on the orders of the Cheby-
shev sums, relation (2.2.2) provides immediate proof of Theorem 2.2.4, concerning free Pois-
son approximations of vectors of Chebyshev sums with symmetric coefficients. Note that the
stronger assumption on the joint convergence of the vector (Q
(h)
S (f
(1)
n ), . . . , Q
(h)
S (f
(m)
n )) will be
necessary, since there is no counterpart to Theorem 2.2.2 for free Poisson approximations.
Theorem 2.2.4. Let d ≥ 2 be even and (z1, . . . , zm) be a system of random variables, with
zj
Law
= Z(1), and with covariance ϕ(zizj) = Ci,j for every i, j = 1, . . . ,m, such that C =
(Ci,j)i,j=1,...,m is a real-valued, positive definite, symmetric matrix. Assume further that h1 +
· · ·+ hd is even as well, and that
lim
n→∞ϕ
(
Q
(h)
S (f
(i)
n )Q
(h)
S (f
(j)
n )
)
= Ci,j , ∀i, j = 1, . . . ,m.
Then, the following assertions are equivalent as n→∞:
(i) (Q
(h)
S (f
(1)
n ), . . . , Q
(h)
S (f
(m)
n ))
Law−→ (z1, . . . , zm);
(ii) (QX(f
(1)
n ), . . . , QX(f
(m)
n ))
Law−→ (z1, . . . , zm) for every sequence X = {Xi}i≥1 of freely
independent and identically distributed random variables, verifying Assumption (1).
Remark 2.2.5. If hj = h ≥ 1 for all j = 1, . . . , d, the previous universality results state that
sequences of the type {Uh(Si)}i≥1 (belonging to the h-th Wigner Chaos) behave universally (for
vectors of homogeneous sums of degree d ≥ 2) with respect to both semicircular and free Pois-
son approximations (if d is even), in the sense that, for any h ≥ 1, if X = Uh(S), S ∼ S(0, 1),
then QX(fn)
Law→ S(0, 1) (or Z(λ)) implies QY (fn) Law→ S(0, 1) (or Z(λ)) for every sequence Y
of freely independent random variables verifying Assumption (1), generalizing the universality
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results established in [33, Theorem 1.4], corresponding to the case h = 1. In particular, if
h = 2, the corresponding statements concern vectors of homogeneous sums in centered free
Poisson random variables of parameter 1, with respect to both semicircular and free Poisson
approximations (when d is an even integer).
For the subsequent remarks, it is convenient to explicitly reformulate the above universality
phenomena in the case m = 1.
Corollary 2.2.6. If d ≥ 2, let fn : [n]d → R be a sequence of symmetric admissible kernels. If
h = (h1, . . . , hd) is a vector of positive integers, such that hi = hd−i+1 for i = 1, . . . , bd2c, the
following statements are equivalent as n→∞:
(i) Q
(h)
S (fn)
Law−→ S(0, 1);
(ii) for every sequence Y = {Yi}i≥1 of freely independent and identically distributed random
variables, verifying Assumption (1), QY (fn)
Law−→ S(0, 1).
Corollary 2.2.7. Let the hypotheses of Corollary 2.2.6 prevail, and assume that both d and
h1 + · · ·+ hd are even integers. For a sequence of symmetric admissible kernels fn : [n]d → R,
such that lim
n→∞ϕ
(
(Q
(h)
S (fn))
2
)
= λ > 0, the following statements are equivalent as n→∞:
(i) Q
(h)
S (fn)
Law−→ Z(λ);
(ii) for every sequence Y = {Yi}i≥1 of freely independent and identically distributed random
variables, verifying Assumption (1), QY (fn)
Law−→ Z(λ).
Remark 2.2.8. By virtue of Theorems 2.1.5, 2.1.6, and Propositions 1.1.7, 1.1.8, the conditions
required for the kernels fn for the convergence of Q
(h)
S (fn) towards the semicircular and the
free Poisson laws, do not depend on the choice of the orders h = (h1, . . . , hd). Therefore,
the convergence of a vector of Chebyshev sums of given orders h = (h1, . . . , hd), based on a
semicircular system, towards both the semicircular and the free Poisson law, is equivalent to the
convergence towards that laws for any other vector of Chebyshev sums with the same kernels.
In particular, this equivalence holds true for homogeneous sums based on the h-th Chebyshev
polynomial, for different h’s. For notational convenience, these remarks are stated explicitly
only in the one dimensional case.
Corollary 2.2.9. Let d ≥ 2 and fn : [n]d → R be a symmetric admissible kernel, for every
n ≥ 1. The following assertions are equivalent as n→∞:
(i) there exist integers h = (h1, . . . , hd), with hi = hd−i+1 for i = 1, . . . , bd2c, such that:
Q
(h)
S (fn)
Law−→ S(0, 1) ;
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(ii) for every k = (k1, . . . , kd) such that ki = kd−i+1 for i = 1, . . . , bd2c,
Q
(k)
S (fn)
Law−→ S(0, 1).
Corollary 2.2.10. Let d ≥ 2 and fn : [n]d → R be a symmetric kernel for every n ≥ 1. The
following assertions are equivalent as n→∞:
(i) QS(fn)
Law−→ S(0, 1) ;
(ii) if Z = {Zi}i≥1 is a sequence of freely independent, centered random variables with the
free Poisson distribution of parameter 1, then
QZ(fn)
Law−→ S(0, 1).
Under a suitable parity assumption on the degree of the homogeneous sums, similar results can
be formulated for free Poisson approximations.
Corollary 2.2.11. Let d ≥ 2 be even, and consider a sequence fn : [n]d → R of symmetric
kernels, vanishing on diagonal, such that ||fn||2 → λ > 0. Then, the following assertions are
equivalent as n→∞:
(i) there exist integers h = (h1, . . . , hd), with hi = hd−i+1 for i = 1, . . . , bd2c, such that
Q
(h)
S (fn)
Law−→ Z(λ);
(ii) for every k = (k1, . . . , kd) such that ki = kd−i+1 for i = 1, . . . , bd2c,
Q
(k)
S (fn)
Law−→ Z(λ).
Corollary 2.2.12. Let d ≥ 2 be even, and consider a sequence fn : [n]d → R of symmetric ker-
nels, vanishing on diagonal, such that ||fn||2 → λ > 0. The following assertions are equivalent
as n→∞:
(i) QS(fn)
Law−→ Z(λ);
(ii) if Z = {Zi}i≥1 is a sequence of freely independent centered random variables with the free
Poisson distribution of parameter 1, then
QZ(fn)
Law−→ Z(λ).
Remark 2.2.13. If Z = {Zi}i≥1 is a sequence of freely independent centered random variables
with the free Poisson distribution of parameter 1, the random variable QZ(fn) belongs to the
so called Free Poisson algebra. In regard to free Poisson approximations, the reference [16,
Theorem 1.5] extends the transfer principle between Free Poisson and Wigner homogeneous
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sums (of even degree d), stated with Corollary 2.2.10, to integrals of tamed mirror symmetric
functions in L2(Rd+). Moreover, [16, Theorem 1.5] provides a general counterexample showing
that the transfer principle fails for free Poisson approximations of integrals of odd order.
Example 2.2.14. As an application of Corollary 2.2.10, consider the homogeneous sum:
Qx(fn) =
1√
2n− 2
n∑
i=2
(x1xi + xix1).
As shown in [33] in the first counterexample, if S = {Si}i≥1 denotes a sequence of freely
independent, standard semicircular random variables, QS(fn) converges in law to
1√
2
(s1s2 +
s2s1), where s1, s2 are freely independent standard semicircular random variables, and therefore
its limit is Tetilla distributed. Corollary 2.2.10 gives the additional information that QZ(fn),
Z ∼ Z(1), cannot converge towards the semicircular law or the free Poisson law, as well as any
other sequence {QY (fn)}n≥1, for Y Law= Uh(S), for any h ≥ 3.
Moreover, remark that with the same counterexample, the authors were meant to show that
the free symmetric Rademacher law 12 (δ1 + δ−1) is not universal for semicircular approxima-
tions of homogeneous sums. Indeed, the authors proved that if X = {Xi}i≥1 is a sequence of
freely independent Rademacher random variables, then QX(fn) has asymptotically semicircular
distribution. This is consistent with the fact that the free Rademacher law is not admissible
for any chaotic random variable of the type Un(S), and it implies in turn that the Tetilla law
cannot be a universal limit law for homogeneous sums in any sequence of freely independent ran-
dom variables: some restrictions might be necessary (in this regard, for instance, Remark 4.2.7).
Remark 2.2.15. By considering the estimate (2.2.1), it follows that if d ≥ 2, and fn : [n]d → R
is a sequence of symmetric admissible kernels, satisfying ‖fn
d−1
a fn‖ → 0 as n → ∞, then
the asymptotic distribution of Q
(h)
X (fn) for any vector of orders (h) (and, in particular, that of
QX(fn)), never depends on the distribution of the sequence X = {Xi}i≥1. In order to provide
an instance where the universality behaviour does not occur, consider the homogeneous sum of
the previous counterexample:
QX(fn) =
1√
n− 2
n∑
i=2
(X1Xi +XiX1) =
n∑
i,j=1
fn(i, j)XiXj ,
with
fn(i, j) =

0 if i, j 6= 1,
0 if i = j,
1√
n− 2 if i 6= j, and 1 ∈ {i, j}.
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Simple computations give:
‖fn
1
a fn‖2 =
n∑
i,j=1
(
fn
1
a fn(i, j)
)2
=
n∑
i,j=1
( n∑
k=1
fn(i, k)fn(k, j)
)2
=
n∑
i,j=2
(
fn(i, 1)fn(1, j)
)2
+
( n∑
k=2
fn(1, k)fn(k, 1)
)2
= 2
(n− 1)2
(n− 2)2 ,
so that lim
n→∞ ‖fn
1
a fn‖ = 2 6= 0, and in turn we can conclude that QS(fn) does not have
asymptotic semicircular law, if S denotes a sequence of freely independent standard semicircular
random variables. As to influence functions,
- Inf1(fn) = 2
n∑
j=2
fn(1, j)
2 = 2
n∑
j=2
1
n− 2 = 2
n− 1
n− 2 ;
- for every i = 2, . . . , n, Infi(fn) = 2
n∑
j=1
fn(i, j)
2 = 2 fn(i, 1)
2 =
2
n− 2 ,
so that τn = max
i=1,...,n
Infi(fn) = Inf1(fn) does not vanish in the limit.
2.2.1 The commutative counterpart: Hermite sums
Consider the (monic) Hermite polynomials:
H0(x) = 1, H1(x) = x, Hn+1(x) = xHn(x)− nHn−1(x) ∀n ≥ 1,
and recall that it forms the (unique) family of polynomials that is orthogonal with respect to the
Gaussian distribution. Let X = {Xi}i≥1 be a sequence of independent random variables on a
fixed classical probability space (Ω,F ,P). As we shall see in Part II, in the commutative setting,
admissible kernels for homogeneous sums are symmetric functions vanishing on diagonals (see
Definition 3.1.1).
Definition 2.2.16. The Hermite sum of orders m = (m1, . . . ,md), and symmetric admissible
coefficient f : [n]d → R is a random variable based on X of the type:
Q
(m)
X (f) =
n∑
i1,...,id=1
f(i1, . . . , id)Hm1(Xi1) · · ·Hmd(Xid).
Note that, with the language of ensembles, and adapting the notation introduced in (1.2.2) and
in (1.2.1), one can also write:
Q
(m)
X (f) = QX (n)(f),
where X (n) = (X 1, . . . ,Xn), X i = {Hm1(Xi), . . . ,Hmd(Xi)}.
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For d ≥ 2, assume that for the given integers m1, . . . ,md, the sequence X = {Xi}i≥1 of
independent random variables is such that, for every j, Hmj (Xi) is centered, has unit vari-
ance and uniformly bounded third moments (namely, that there exists a constant B > 0 such
that sup
i≥1
E[|Hmj (Xi)|3] < B for all j = 1, . . . , d). Under these assumptions, the ensembles
X i = {Hm1(Xi), . . . ,Hmd(Xi)} are (2, 3, η)-hypercontractive (in the sense of [71]), and there-
fore Theorem 1.1.10 can be exploited to produce the commutative counterpart to Theorem
2.2.3, in the sense of the forthcoming Proposition 2.2.17.
Let H be a (separable) real Hilbert space, and let {ej}j≥1 be one orthonormal basis. Consider
an isonormal Gaussian process G = {G(h) : h ∈ H} (note that, for a given covariance function,
there exists an isonormal Gaussian process determined by the given covariance, see [77]). Then,
if Gj = G(ej), Gj ∼ N (0, 1). It is a standard result that 1n!Hn(Gi) = IGn (e⊗ni ) is centered, has
unit variance, and satisfies a hypercontractivity property (see, for instance, [77]). Therefore,
the sequence N = {Ni}i≥1 is a sequence of independent standard normal variables. Moreover,
the Hermite sum QN (n)(f) of orders m = (m1, . . . ,md), based on the sequence N , satisfies
QN (n)(f) = I
G
M (k(f)), with k(f) as in (1.1.6), M = m1 + · · · + md. Note that, in general,
the symmetry of the kernel f does not imply the symmetry of k := k(f), but if k˜ denotes its
standard symmetrization, then IGM (k) = I
G
M (k˜) (see [88, Chapter 5.5]).
In conclusion, all the fourth moment-type statements for Normal and Gamma approximations of
chaotic random variables ([86], [74, Theorem 1.2]), imply the corresponding universality results
for Hermite sums, in the following sense.
Proposition 2.2.17. Let fn : [n]
d → R be a sequence of symmetric admissible kernels. If the
above notation prevails, the following statements are equivalent as n→∞:
(i) Q
(m)
N (fn)
Law−→ N (0, 1);
(ii) for every sequence Y = {Yi}i≥1 of i.i.d. centered random variables, with unit variance,
QY (fn)
Law−→ N (0, 1).
A similar statement holds whenever d ≥ 2 is even, and for the given sequence of symmetric
admissible kernels, lim
n→∞E[Q
(m)
X (fn)
2] = 2ν, lim
n→∞E[Q
(m)
X (fn)
3] = 8ν, for a given ν > 0, and
whenever the target distribution is replaced by F (ν) = 2Γ(ν2 ) − ν, with Γ(ν) denoting the
Gamma distribution Γ(ν, 1) (see, for comparison, Theorem 3.2.9).
In particular, the choice mj = m ≥ 1 for all j = 1, . . . , d, establishes that homogeneous sums
based on chaotic random variables of the form Hm(Ni), Ni ∼ N (0, 1), behave universally for
both Gaussian and Gamma approximations of homogeneous sums, extending [80, Theorem 1.10
and Theorem 1.12], that correspond to m = 1.
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Remark 2.2.18. The same consequences will be partially recovered through a different approach
in Part II, Chapter 3, where a whole class of universal laws will be provided.
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Part II
A general Fourth Moment
criterion
49

Synopsis
The topics covered in the present part are taken from [79].
In the following, the focus will be on statistics having the form of homogeneous sums:
QX(f) =
n∑
i1,...,id=1
f(i1, . . . , id)Xi1 · · ·Xid ,
where d ≥ 2, f : [n]d → R is a symmetric function, such that f(i1, . . . , id) = 0 if ij = ik for
j 6= k, and X = {Xi}i≥1 denotes a sequence of independent copies of a random variable X,
defined on a classical probability space (Ω,F ,P).
In [29], it is shown that the Central Limit Theorem (CLT, for short) holds for a sequence of
the type QX(fn), if X has finite fourth moment and under the assumptions:
1. τn := max
i=1,...,n
n∑
i2,...,id=1
fn(i, i2, . . . , id)
2 → 0 as n→∞;
2. E[QX(fn)4]→ 3 = E[N4], N ∼ N (0, 1), as n→∞,
generalizing the Lindberg condition for linear random sums (see, for instance, [77, Theorem
11.1.1]); this statement is customarily referred to as de Jong’s Criterion for central convergence.
Gaussian homogeneous sums, that is, random variables of the type QN(f), where N = {Ni}i≥1
is a sequence of independent Gaussian random variables, are, in this regard, special. Indeed,
in 2005, Nualart and Peccati proved that, when dealing with the Gaussian Wiener Chaos, the
vanishing condition on τn can be dropped, and hence the convergence of the fourth moments
is sufficient for the normal approximation of multiple Wiener integrals (see [86, Theorem 1] for
the original statement). This result is usually referred to as the Fourth Moment Theorem, or
Nualart-Peccati Criterion, and represents a useful simplification of the method of moments and
cumulants, which is in general employed to prove convergence in law when the target law is
determined by its moments. A similar result holds for the Poisson homogeneous Chaos, that
is, for random variables of the type QP(fn), with P being a sequence of independent random
variables with the Poisson distribution (see [92, Theorem 3.2] for the original statement).
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When the convergences of the second and of the fourth moments are sufficient for the CLT
to hold for a sequence {QX(fn)}n≥1, it will be customarily said that the fourth moment phe-
nomenon occurs for X (see the forthcoming Definition 3.1.3). The question under consideration
in the sequel is the following: are there other examples of fourth moment phenomenon, other
than the Gaussian and the Poisson Chaos?
The Gaussian and the Poisson Wiener Chaos share another peculiar feature: the universality,
in the sense that, if central convergence is established for a sequence of Gaussian (resp. Poisson)
homogeneous sums, then one can obtain the same asymptotic behaviour by replacing the Gaus-
sian (resp. Poisson) sequence with another sequence of independent and identically distributed
variables (satisfying some minimal moment assumptions). The analysis of the universality prop-
erties within Gaussian Wiener Chaos is addressed in [80], where the authors examine normal
and χ2-approximations, both in the unidimensional and the multidimensional setting. The
Poisson counterpart for normal approximations has been established in [92, Theorems 3.4, 3.8].
As a consequence of Proposition 2.2.17 of Part I, analogous statements hold for homogeneous
sums in independent copies of Hm(N), for every m ≥ 1, N ∼ N (0, 1), and Hm(x) denoting
the m-th Hermite polynomial. Beyond the analysis of the fourth moment phenomenon, in the
following we will seek for the properties of the distribution of X that entails the universality
phenomenon for a sequence QX(fn), trying to determine if there is any dependence with the
Fourth Moment Theorem.
The discussion will also cover the non-commutative setting. If Y is a random variable in a fixed
free probability space (A, ϕ), consider the random variable:
QY(f) =
n∑
i1,...,id=1
f(i1, . . . , id)Yi1 · · ·Yid ,
where Y = {Yi}i≥1 is a sequence of freely independent copies of Y , and f : [n]d → R is a suitable
coefficient. By virtue of Theorems 2.1.1 and 1.1.13 of Part I, it is known that when Y has the
standard semicircle law (Y ∼ S(0, 1) for short), both the fourth moment and the universality
phenomena occur for semicircular approximations of homogeneous sums. As a consequence of
Corollaries 2.2.6, 2.2.7 of Part I, the universality property holds, in general, for homogeneous
sums in freely independent random variables distributed according to the law of Y = Uk(S),
for every k ≥ 1, with Uk(x) denoting the k-th Chebyshev polynomial (of the second kind), and
S ∼ S(0, 1).
Similarly to the commutative setting, we will focus on the properties of the distribution of Y ,
that determine the Fourth Moment and the universality phenomena for QY(fn).
The main achievements of the present Part are stated in Theorems 3.2.1 and 4.2.1, where a
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general fourth moment criterion for homogeneous sums is provided and, in the meantime, new
universal laws for central convergence are exhibited. Extensions homogeneous sums in indepen-
dent, non necessarily identically distributed random variables, and to non-central convergence,
are also provided. The whole discussion covers both the classical (Chapter 3) and the free
setting (Chapter 4).
Remark that, while in Part I the universality phenomenon was described starting from an invari-
ance principle for non-commutative spaces, here the proofs rely on new combinatorial formulae
for the kurtosis of QX(f) and QY(f) (see Propositions 3.2.1 and 4.2.1 respectively, for the
classical and the free setting), which are of independent interest. More precisely, the answers
to our questions are found by showing that a sufficient condition for both the fourth moment
and the universality phenomena to occur is the non-negativity of the kurtosis of X (resp. Y ).
Trivially this condition is fulfilled for the Gaussian and the semicircular law.
As a consequence, the multidimensional transfer principle between Wiener and Wigner Chaos,
stated in [83, Theorem 1.6], can be extended to a transfer principle between homogeneous sums
in independent random variables, having non-negative kurtosis in classical probability spaces,
and homogeneous sums in freely independent random variables, with non-negative free kurtosis,
in free probability spaces (see Theorem 4.3.3 in the sequel). The main step to be accomplished
in this direction is showing that componentwise and joint central convergence are equivalent
not only for Gaussian/semicircular homogeneous sums [90, 83], but for all homogeneous sums
in independent random variables with non-negative kurtosis, in both the commutative and non-
commutative framework (see Theorems 3.2.14 and 4.3.1 respectively).
Finally, in the last chapter, the optimality of the conditions provided with Theorems 3.2.1 and
4.2.1 is discussed, and the problem of thresholds is introduced. More precisely, Theorem 5.1.5
(respectively, Theorem 5.2.2 in the free setting), proves the existence of a lower bound rd for
the fourth moment of X (resp. Y ), such that the fourth moment of X being greater that rd is
also a necessary condition for the Fourth Moment Theorem to hold, for homogeneous sums of
degree d, in independent copies of X (resp. freely independent copies of Y ).
Bibliographic comments
Since the pioneering works of [50], normal approximations of U -statistics is a crucial area of
research.
In the classical probability setting, the first CLTs subjected to fourth moment conditions were
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provided in [30], for quadratic sums, and in [29] for higher order homogeneous sums QX(fn): if
the coefficients fn verify a Lindberg-type condition, and if X has finite fourth moment, the con-
vergence of the fourth moments E[QX(fn)4]→ 3 is sufficient for the CLT to hold for QX(fn).
In view of Theorem 3.2.1, the Lindberg-type condition can be dropped whenever X has a fourth
moment that is equal or greater than 3, and zero third moment. Further recent developments
around de Jong’s theorems have appeared in [44, 89].
As already remarked in the Introduction, the first improvement of de Jong’s Theorem concerns
Gaussian random fields: in [86], the authors established the Fourth Moment Theorem for ran-
dom variables living in the Wiener Chaos, through the combination of the Malliavin Calculus
and the Stein’s method (see [75]), a technique that has allowed ever since a better understanding
of the fourth moment phenomenon, and of related topics: see, for instance, [1] for an update
collection of results on the subject. The reader can consult [12] for an alternative simple proof
of the results of [86], and also [73] for another proof of the Nualart-Peccati Criterion based
on multiplication formulae for multiple Wiener integrals. Extension of the Fourth Moment
Theorem can be found in [11], to higher moments, in [82, 90] for the multidimensional case,
and in [84] for an information-theoretical setting, where entropic bounds are provided for the
multidimensional Fourth Moment Theorem on Wiener Chaos. A self-contained introduction to
the subject is contained in the monograph [77].
Other than for Gaussian fields, the fourth moment phenomenon has been studied for the Pois-
son Wiener Chaos: see [92, 91] for normal approximations of Poisson homogeneous sums and
[44, 62] for an analogous analysis for more general functionals of Poisson measures having the
form of finite sums of multiple integrals with constant-sign kernels, with applications to geomet-
ric random graphs. See also [87] for bounds in CLTs for Poisson functionals, involving Stein’s
method and Malliavin Calculus. Further generalizations include the Fourth Moment Theo-
rem for Markov diffusion generators [11], and for infinitely divisible laws [9]: see, also, [10] for
quantitative estimates for the Kolmogorov distance between infinitely divisible laws and the nor-
mal (resp. semicircular) law, assessing the distance between the corresponding fourth moments.
In the free probability setting, the analysis of the fourth moment phenomenon for non-linear
functionals of a free Brownian motion started in [57], where the authors provided the non-
commutative counterpart to the findings in [86] and deal with stochastic analysis via the free
version of the Malliavin Calculus, introduced in [13]. Extensions of the Fourth Moment Theorem
are provided in [31, Theorem 1.7] for multiple integrals with respect to a q-Brownian motion,
and in [17, Theorem 4.1] for the free Poisson Chaos. See, moreover, [83, Theorem 1.3] for a
multidimensional version of the Fourth Moment Theorem for semicircular approximations, as
well as [9] for the Fourth Moment Theorem for freely infinitely divisible laws. New universality
results for homogeneous sums have been discussed in Part I. Recently, Poisson limits on the
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free Poisson algebra, in terms of fourth moment conditions, have been studied in [16].
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Chapter 3
The classical probability setting:
Fourth Moment Theorem and
universality
Throughout the present chapter, (Ω,F ,P) will denote a fixed probability space, and E the
corresponding expectation.
3.1 Preliminaries
For every n ∈ N, set [n] := {1, . . . , n}. Here, the definition of admissible kernels has to be slightly
revisited to ensure that the corresponding homogeneous sums are suitably scaled. Moreover, a
stronger symmetry assumption will be required.
Definition 3.1.1. Let d ≥ 2. For n ∈ N, an admissible kernel is a function f : [n]d → R
satisfying the following properties:
(i) vanishing on diagonals: f(i1, . . . , id) = 0 whenever ij = ik for some k 6= j;
(ii) symmetry: f(i1, . . . , id) = f(iσ(1), . . . , iσ(d)) for any permutation σ ∈ Sd, and any
(i1, . . . , id) ∈ [n]d;
(iii) f has unit variance: d!
n∑
i1,...,id=1
f(i1, . . . , id)
2 = 1 .
For instance, for d = 2, the kernel f(i, j) = 1{i 6=j}/
√
2n(n− 1) is admissible.
Remark 3.1.2. Note that the assumptions (ii) and (iii) are matter of convenience: indeed, given
a function f : [n]d → R verifying (i), it is always possible to generate an admissible kernel f˜ by
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first symmetrizing f , and then by properly renormalizing it.
Let X be a random variable defined on (Ω,F ,P), such that:
- X is centered and has unit variance;
- E[X3] = 0;
- there exists  > 0 such that E[X4+] <∞.
When X satisfies these conditions, it will be said, for short, that X satisfies Assumption (2)
(unless other specified, it will always be assumed that X satisfies Assumption (2)).
Let X = {Xi}i≥1 be a sequence of independent copies of X (i.i.d. for short)1. For any admissible
kernel f : [n]d → R, consider the statistics QX(f) defined by:
QX(f) =
n∑
i1,...,id=1
f(i1, . . . , id)Xi1 · · ·Xid . (3.1.1)
Note that, since f is admissible and X satisfies Assumption (2), then E[QX(f)] = 0 and
E[QX(f)2] = 1.
Definition 3.1.3. Let X be a random variable verifying Assumption (2), and let X = {Xi}i≥1
be a sequence of independent copies of X.
(a) We say that X satisfies the Fourth Moment Theorem at the order d ≥ 2 if, for
every sequence fn : [n]
d → R of admissible kernels, the following statements are equivalent
for n→∞:
(i) QX(fn)
Law−−→ N (0, 1);
(ii) E[QX(fn)4]→ E[N4] = 3, where N ∼ N (0, 1).
(b) X is said to be universal at the order d (for normal approximations of homogeneous
sums) if, for any sequence fn : [n]
d → R of admissible kernels, QX(fn) Law−−→ N (0, 1)
implies:
τn(fn) := max
i=1,...,n
Infi(fn) −→ 0, as n→∞,
where Infi(fn) :=
n∑
i2,...,id=1
fn(i, i2, . . . , id)
2 is the i-th influence function of fn.
Note that, if X is universal at the order d, Theorem 1.1.10, Part I, yields that the convergence
QX(fn)
Law−−→ N (0, 1) implies QZ(fn) Law−−→ N (0, 1) for every sequence Z of independent cen-
tered random variables with unit variance, and with uniformly bounded moments.
1As usual, it will be assumed that the Xi’s are defined over the same probability space.
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3.1. Preliminaries
The goal pursued in the present chapter is inspired by the groundbreaking works
[86, Theorem 1] and [80, Theorem 1.10], where it is shown that the Gaussian distribution
meets Definition 3.1.3, as summarized in the subsequent Theorems 3.1.4 and Theorem 3.1.5,
respectively (Lemma 2.2.1 has to be taken into account).
Theorem 3.1.4. For a fixed d ≥ 2, let {kn}n≥1 be a sequence of symmetric function in L2(Rd+).
As n→∞, if E[IWd (kn)2]→ 1, the following conditions are equivalent:
(i) IWd (kn)
Law−→ N (0, 1);
(ii) E[IWd (kn)4]→ E[N4] = 3, N ∼ N (0, 1);
(ii) for every r = 1, . . . , d− 1, ‖kn ⊗r kn‖ → 0 (where the contraction ⊗r has been introduced
in (0.2.4)).
Theorem 3.1.5. For a fixed d ≥ 2, let fn : [n]d → R be a sequence of admissible kernels as
in Definition 3.1.1. If N = {Ni}i≥1 is a sequence of independent standard Gaussian random
variables, the following statements are equivalent as n→∞:
(i) QN(fn)
Law−−→ N (0, 1),
(ii) QX(fn)
Law−−→ N (0, 1) for every sequence X of independent, centered random variables,
having unit variance.
Fourth Moment Theorem and universality should be combined as follows: assume that one
wishes to check if the central convergence holds for a sequence of homogeneous sums QY(fn),
with Y being a sequence of i.i.d. random variables. By virtue of Definition 3.1.3, it is sufficient
to check for the convergence of the fourth moments of QX(fn) to 3, where X is a sequence of
independent copies of a random variable X, satisfying Assumption (2), the Fourth Moment
Theorem, and being universal at the fixed order d.
Roughly speaking, the limit condition τn(fn)→ 0 implies a weak dependence structure between
the arguments of QX(fn) for large n: indeed, Infi(fn) can be interpreted as the measure of the
influence that the variableXi has on the overall fluctuations of the statisticQX(fn), as suggested
by the formula:
dInfi(fn) =
1
d!
E[
(
QX(fn)− E[QX(fn)|Xk, k 6= i]
)2
]
(here, E[W |Z] denotes the conditional expectation of W with respect to Z).
Remark 3.1.6 (Hypercontractivity). Let X = {Xi}i≥1 be a sequence of independent, centered
random variables, with unit variance, and let q > 2 be such that γ := sup
i≥1
E[|Xi|q] <∞. Then,
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for every d ≥ 1, and any admissible kernel f : [n]d → R, the following inequality holds:
E[|QX(f)|q] ≤ γd(2
√
q − 1)dqE[QX(f)2]
q
2
(see [80, Lemma 4.2] or [71, Propositions 3.11, 3.12, 3.16]), ensuring the uniform integrability of
the random variables |QX(f)|r, for every r < q. This, in turn, ensures that the convergence in
law implies the convergence of the moments up to the order q− 1. In particular, for a sequence
X of random variables with uniformly bounded moments of every order, convergence in law
implies the convergence of all the moments [27, Chapter 6].
The problem of finding other universal laws is addressed only for homogeneous sums of order
d ≥ 2, since it is well-known that there is no universality for linear polynomials. Indeed, for
every integer n and any collection of real numbers fn(i) such that
n∑
i=1
fn(i)
2 = 1, the statistics
QN(fn) =
n∑
i=1
fn(i)Ni is always normally distributed. On the other hand, and as already
recalled in the previous chapters, for a CLT to hold for QX(fn) it is necessary to require an
additional Lindberg type condition, such as, for instance, max
i=1,...,n
|fn(i)| → 0 as n→∞ (see [77,
Theorem 11.1.1]).
3.2 Main results
The principal result to be proven is stated in the next theorem.
Theorem 3.2.1. Fix d ≥ 2, and let X be a random variable satisfying Assumption (2). If
E[X4] ≥ 3 (or, equivalently, χ4(X) ≥ 0), then X satisfies the Fourth Moment Theorem, and its
law is universal at the order d for normal approximations of homogeneous sums, in the sense
of Definition 3.1.3.
In order to prove Theorem 3.2.1, we need some preliminary considerations.
If f : [n]d → R is an admissible kernel, for m = 1, . . . , d and every j1, . . . , jm ∈ [n], consider the
kernel f(j1, . . . , jm, ·) : [n]d−m → R defined by
(i1, . . . , id−m) 7→ f(j1, . . . , jm, i1, . . . , id−m),
and the corresponding Gaussian homogeneous sum of order d−m:
QN(f(j1, . . . , jm, ·)) =
n∑
i1,...,id−m=1
f(j1, . . . , jm, i1, . . . , id−m)Ni1 · · ·Nid−m ,
where N = {Ni}i≥1 denotes a sequence of i.i.d. standard Gaussian random variables on the
fixed probability space.
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In addition to the notation introduced in Section 0.1, for m = 0, . . . , d, denote by P?λm(d⊗4) the
set of the partitions in P([4d]) that respect
pi? = d⊗4 = 1 · · · d|(d+ 1) · · · 2d|(2d+ 1) · · · 3d|((3d+ 1) · · · 4d,
whose class is the partition (22(d−m), 4m) (namely, the respectful partitions composed by 2(d−
m) blocks of cardinality 2 and m blocks of cardinality 4). In particular, P?2 (d⊗4) = P?λ0(d⊗4)
denotes the set of pairing partitions respecting pi?.
The strategy here proposed involves the following new combinatorial formula for the computa-
tion of the fourth moment of QX(f).
Proposition 3.2.2. Let X be a random variable satisfying Assumption (2). For any admis-
sible kernel f : [n]d → R, if N denotes a sequence of independent standard Gaussian random
variables, then:
E[QX(f)4] = E[QN(f)4] +
d∑
m=1
(
d
m
)4
m!4χ4(X)
m
n∑
j1,...,jm=1
E[QN(f(j1, . . . , jm, ·))4], (3.2.1)
where χ4(X) denotes the fourth cumulant of X.
Proof. By virtue of the vanishing on diagonals of the kernel f :
E[QX(f)4] =
∑
i=(i1,...,i4d)∈[n]4d
Ker(i)∧pi?=0ˆ
f⊗4(i) E[Xi1 · · ·Xid · · ·Xi4d], (3.2.2)
where f⊗4(i) =
4∏
l=1
f(i(l−1)d+1, . . . , ild). Then, from the moment-cumulant formula (0.2.1), for
every i1, . . . , i4d ∈ [n], since E[X] = E[X3] = 0, the only non-zero values χσ(Xi1 , . . . , Xi4d)
correspond either to pairings or to partitions in P?λm(d⊗4), for m = 1, . . . , d, yielding:
E[Xi1 · · ·Xid · · ·Xi4d ] =
∑
σ∈P([4d])
σ∧pi?=0ˆ
χσ(Xi1 , . . . , Xi4d)
=
∑
σ∈P?2 (d⊗4)
∏
{r,s}∈σ
χ2(Xir , Xis) +
d∑
m=1
∑
σ∈P?λm (d⊗4)
χσ(Xi1 , . . . , Xi4d).
In particular, for every partition σ in P?λm(d⊗4), the cumulant χσ(Xi1 , . . . , Xi4d) will be the
product of a fourth-order cumulant χ4(Xir1 , Xir2 , Xir3 , Xir4 ) for every 4-block {r1, r2, r3, r4},
and a second order cumulant E[XilXip ] for every pairing {l, p}. Then, the characterization of
independence in terms of cumulants implies that χ4(Xir1 , Xir2 , Xir3 , Xir4 ) 6= 0 if and only if
irl = irp for l, p = 1, . . . , 4, and similarly E[XirXis ] = δr,s, namely χσ(Xi1 , . . . , Xi4d) 6= 0 if and
only if there exists m = 0, . . . , d such that Ker(i) ∈ P?λm(d⊗4), in which case:
χσ(Xi1 , . . . , Xi4d) = χ4(X)
m, for m = 1, . . . , d, χσ(Xi1 , . . . , Xi4d) = 1 if m = 0.
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Then, it follows that:
E[QX(f)4] =
∑
i=(i1,...,i4d)∈[n]4d
Ker(i)∧pi?=0ˆ
f⊗4(i) E[Xi1 · · ·Xid · · ·Xi4d ]
=
d∑
m=0
∑
σ∈P?λm (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4(i) χσ(Xi1 , . . . , Xi4d)
=
∑
σ∈P?2 (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4(i) +
d∑
m=1
χ4(X)
m
∑
σ∈P?λm (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4(i).
Finally, observe that, for every m = 1, . . . , d, every partition σ ∈ P?λm(d⊗4) is uniquely deter-
mined by a choice of m 4-blocks and a choice of a pairing of the remaining 4(d−m) elements.
Simple combinatorial arguments yield that the m 4-blocks can be formed in
(
d
m
)4
m!4 ways: in-
deed, for m = 1, . . . , d, if Bl = {(l−1)d+1, . . . , ld} is the l-th block of pi?, l = 1, . . . , 4, there are(
d
m
)
ways of choosing m elements hl,1, . . . , hl,m in Bl, each of which to put in a 4-block. Now,
to form the first 4-block, there are m4 choices (choose one element out of the m selected ones in
each Bl). For the second 4-block, the second element in each Bl can be chosen in m− 1 ways,
giving a contribution of (m− 1)4, and so on, yielding m!4. Moreover, for every σ ∈ P?λm(d⊗4),
and every i ∈ [n]4d such that Ker(i) = σ, we have determined a partition τ(σ) ∈ P?2 ((d−m)⊗4)
(namely, the restriction of σ to its pairings); then, if C1, . . . , Cm ∈ σ are the blocks of cardi-
nality 4, (j1, . . . , jm) ∈ [n]m is uniquely determined by setting jl = ip for every p ∈ Cl, so that,
for the sub vector h ∈ [n]4(d−m) of i indexed by the elements of the pairings of σ, one has
Ker(h) = τ(σ). Then, the conclusion follows from the Wick formula (0.2.3):
E[QX(f)4] =
∑
σ∈P?2 (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4(i) +
d∑
m=1
χ4(X)
m
∑
σ∈P?λm (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4(i)
= E[QN(f)4] +
d∑
m=1
(
d
m
)4
m!4 χ4(X)
m
n∑
j1,...,jm=1
∑
τ∈P?2 ((d−m)⊗4)
∑
i∈[n]4(d−m)
Ker(i)=τ
f(j1, . . . , jm, ·)⊗4(i)
= E[QN(f)4] +
d∑
m=1
(
d
m
)4
m!4 χ4(X)
m
n∑
j1,...,jm=1
E[QN(f(j1, . . . , jm, ·))4].
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3.2.1 The proof of Theorem 3.2.1
Thanks to formula (3.2.1), it is possible to exhibit a whole class of random variables X (that
includes the normal and the Poisson distributions), for which the fourth moment phenomenon
occurs, thus proving Theorem 3.2.1.
Proof. Given a sequence of admissible kernels fn : [n]
d → R, write formula (3.2.1) as:
E[QX(fn)4]− 3 = E[QN(fn)4]− 3 +
d∑
m=1
(
d
m
)4
m!4χ4(X)
m
n∑
j1,...,jm=1
E[QN(fn(j1, . . . , jm, ·))4] ,
and assume that E[QX(fn)4] → 3 as n → ∞. Recalling that χ4(QN(fn)) = E[QN(fn)4] − 3 is
strictly positive (see (0.2.5)), the assumption χ4(X) ≥ 0 entails, in turn, that E[QN(fn)4]→ 3.
Then, by virtue of Theorem 3.1.4, it follows hat QN(fn)
Law−→ N (0, 1), and the conclusion follows
by Theorem 3.1.5, Part I.
Conversely, if QX(fn)
Law−−→ N (0, 1), the convergence of the sequence of the fourth moments
E[QX(fn)4] → 3 follows by a classical hypercontractivity argument (see Remark 3.1.6). In
conclusion, the universality of X follows by keeping in mind that QN(fn)
Law−−→ N (0, 1) implies
τn = max
i=1,...,n
Infi(fn)→ 0.
Indeed, QX(fn)
Law−−→ N (0, 1) implies, via E[QX(fn)4] → 3, that QN(fn) Law−−→ N (0, 1). The
claim is achieved by virtue of Theorem 1.1.10 in Part I.
Example 3.2.3.
1. Let X1, X2 be independent random variables satisfying Assumption (2), and such that
χ4(X1), χ4(X2) ≥ 0. Then Z = X1 +X2 satisfies in turn Assumption (2) and χ4(Z) ≥ 0
(due to the additivity property of cumulants), and hence satisfies the Fourth Moment
Theorem. As to multiplicative convolution, W := X1X2 satisfies Assumption (2) as well.
By virtue of the moment-cumulant formula (0.2.1), χ4(W ) = E[X41 ]E[X42 ]− 3, and hence,
according to Theorem 3.2.1, for W to satisfy the Fourth Moment Theorem, it is sufficient
that at least one of the Xi’s satisfies χ4(Xi) ≥ 0. This remark explains the reason why the
technique of the mixtures discussed in Section 3.3.1 gives an alternative proof to Theorem
3.2.1.
2. Every random variable X, centered and with unit variance, whose law is infinitely divis-
ible with respect to additive convolution, satisfies χ4(X) = E[X4] − 3 ≥ 0. Indeed, by
definition, for every integer n ∈ N, there exist i.i.d. random variables X1,n, . . . , Xn,n such
that X
Law
= X1,n +X2,n + · · ·+Xn,n, which yields χ4(X) = nχ4(X1,n). Moreover, for any
center random variable Y with unit variance, χ4(Y ) ≥ −2. Then, if χ4(X) < 0, for n large
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enough one would find χ4(X) < −2, which is impossible. Hence, for X infinitely divisible,
satisfying Assumption (2), the Fourth Moment Theorem for homogeneous sums QX(fn)
holds at any order d ≥ 2: for instance, for λ > 0, let P (λ) denote a Poisson distributed
random variable of parameter λ, and consider a Compound Poisson-distributed random
variable Y = X1+· · ·+XP (λ), with X1, X2, . . . , independent copies of a random variable X
satisfying Assumption (2). Then, Y is infinitely divisible (indeed, Y
Law
= Y1+· · ·+Yn, with
Yj = Xj,1 + · · ·+Xj,P (λ/n), and Xj,i independent copy of X), and E[Y 3] = λE[X3] = 0.
3. For k ≥ 1, let Hk(x) denote the k-th Hermite polynomial and let N ∼ N (0, 1). Then,
E[Hk(N)4] = |P?2 ([k⊗4])| ≥ 3
where P?2 ([4k]) denotes the set of pairing partitions of [4k] respecting
pi? = k⊗4 = {{1, . . . , k}, {k + 1, . . . , 2k}, . . . , {2k + 1, . . . , 3k}, {3k + 1, . . . , 4k}}.
Since E[Hk(N)3] = 0 if k is odd, for X = Hk(N), Theorem 3.2.1 applies when k is
odd: to relax the assumption on the third moment, it is not possible to proceed from
formula (3.2.1), but it would be necessary to adopt a different strategy. Remark that the
universality of the law of Hk(N) for normal approximations of homogeneous sums can
alternatively be deduced from Part I.
Remark 3.2.4. For the formula (3.2.1) itself, the assumption E[X3] = 0 is a matter of pure
convenience, made to ease the computations. For instance, if d = 2, relaxing this hypothesis
would yield some extra summands on the right-hand side of formula (3.2.1) depending on the
third cumulant of X, arising from partitions with two blocks of cardinality 3 and no singletons
(note that no block of cardinality 5 can be considered because the partition should respect
pi? = 2⊗4). More precisely, consider the set P?(2,32)([8]) of the partitions in P([8]), respecting
pi?, and whose class is the partition (2, 32). Then, if E[X3] = χ3(X) 6= 0, formula (3.2.1) would
have the extra summand
χ3(X)
2
∑
σ∈P?
(2,32)
([8])
∑
i∈[n]8
ker(i)=σ
f⊗4(i).
However, since for σ ∈ P?(2,32)([8]),
∑
i∈[n]8
ker(i)=σ
f⊗4(i) needs not to be positive, in general, no
conclusion can be drawn to achieve the (quadratic) Fourth Moment Theorem for X from this
version of the formula for E[QX(f)4]. For d > 2, there might be dependence on higher-order
cumulants of X.
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It is worth noticing that one could attempt at generalizing the technique here presented to
compare higher moments of QX(f) with the corresponding moments of QN(f) and then ex-
ploit the findings in [12], where the authors showed that the normal approximations of multiple
Wiener integrals is equivalent to the convergence of pairs of even moments, that are not nec-
essarily equal to the second and the fourth. However, the resulting formula would depend on
higher-order cumulants of X, with coefficients that might be non-constant in sign, and not
easily describable. Therefore, the fourth moment has to be considered as a very special case:
as Theorem 3.2.1 showed, the convenience of formula (3.2.1) is the fact that its right-hand side
is a polynomial in χ4(X), of degree at most d, with non-negative coefficients.
Poisson homogeneous Chaos As mentioned in the Synopsis, random variables living the
discrete Poisson homogeneous Chaos satisfy both the Fourth Moment Theorem and the univer-
sality phenomenon for central convergence [91, 92], as summarized in the forthcoming statement.
Theorem 3.2.5. Let d ≥ 2, and let P = {Pi}i≥1 be a sequence of i.i.d. centred Poisson
distributed random variables, with parameter 1, and let fn : [n]
d → R be symmetric and van-
ishing on diagonals for all n ∈ N. If E[QP(fn)2] → 1, as n → ∞, the following conditions are
equivalent:
(i) QP(fn)
Law−→ N (0, 1);
(ii) E[QP(fn)4]→ E[N4] = 3, N ∼ N (0, 1);
(iii) if {ei}i≥1 is an orthonormal basis in L2(Rd+), then ‖gn⊗r gn‖ → 0 for every r = 1, . . . , d−
1, with gn =
n∑
i1,...,id=1
fn(i1, . . . , id)ei1 ⊗ · · · ⊗ eid , and where ⊗r is defined as in (0.2.4).
Moreover, QP(fn)
Law−→ N (0, 1) implies QX(fn) Law−→ N (0, 1) for every sequence X of i.i.d.
centered random variables, with unit variance.
Unfortunately, Theorem 3.2.1 does not cover Theorem 3.2.5: to achieve this goal, it would be
necessary to drop the assumption E[X3] = 0. Further remarks to this concern will be addressed
in Section 3.3.1.
3.2.2 The non identically distributed case
Formula (3.2.1), and subsequently Theorem 3.2.1, deals with homogeneous sums in i.i.d. random
variables, just to ease the notation and the discussion, but the same conclusion could be drawn
for a sequence X = {Xi}i≥1 of independent centered random variables, satisfying Assumption
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(2), possibly non identically distributed, but starting from an inequality other than an equality.
Indeed, for every m = 1, . . . , d and every n, set:
γ(m)n := min
i1,...,im∈[n]
m∏
l=1
χ4(Xil), An := min
m=1,...,d
γ(m)n .
Assume further that there exists A > 0 such that inf
n≥1
An > A. Then, for every admissible
kernel fn : [n]
d → R,
E[QX(fn)4]− 3 ≥ E[QN(fn)4]− 3 +
d∑
m=1
γ(m)n
∑
σ∈P?λm (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4n (i)
≥ E[QN(fn)4]− 3 +An
d∑
m=1
∑
σ∈P?λm (d⊗4)
∑
i∈[n]4d
Ker(i)=σ
f⊗4n (i)
≥ E[QN(fn)4]− 3+
+An
d∑
m=1
(
d
m
)4
(m!)4
n∑
j1,...,jm=1
∑
τ∈P?2 ((d−m)⊗4)
∑
i∈[n]4(d−m)
Ker(i)=τ
fn(j1, . . . , jm, ·)⊗4(i)
≥ E[QN(fn)4]− 3 +A
d∑
m=1
(
d
m
)4
(m!)4
n∑
j1,...,jm=1
E[QN(fn(j1, . . . , jm, ·))4].
(3.2.3)
Keeping in mind Remark 3.1.6, Theorem 3.2.1 admits the following extension.
Theorem 3.2.6. Let the above notation prevail. Then, for every sequence of admissible kernels
fn : [n]
d → R, the condition E[QX(fn)4]−3 −→ 0 is necessary and sufficient for the convergence
QX(fn)
Law−→ N (0, 1).
Moreover, QX(fn)
Law−→ N (0, 1) implies that QZ(fn) Law−→ N (0, 1) for every sequence Z = {Zi}i≥1
of independent random variables, non necessarily identically distributed, satisfying Assumption
(2).
Proof. If E[QX(fn)4] − 3 −→ 0 as n → ∞, and since A > 0 by hypothesis, from inequality
(3.2.3) it follows that E[QN(fn)4]− 3 −→ 0 in turn. The conclusion is then achieved referring
to Theorem 3.1.4 and Theorem 3.1.5.
In particular, Theorem 3.2.6 applies for Hermite sums Q
(h)
N (fn), with h = (h1, . . . , hd), and hj
odd integer for every j = 1, . . . , d (compare with Proposition 2.2.17, Part I).
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3.2.3 Gamma approximations of homogeneous sums
If ν ∈ R+ \ {0}, let G(ν2 ) denote a random variable with Gamma distribution Γ(ν2 , 1), and set
F (ν)
Law
= 2G(ν2 )− ν, so that
E[F (ν)] = 0, E[F (ν)2] = 2ν, E[F (ν)3] = 8ν, E[F (ν)4] = 12ν4 + 48ν.
Note that if ν ∈ N, then F (ν) has the centered χ2 distribution with ν degrees of freedom,
namely, F (ν)
Law
=
∑ν
i=1(Ni − 1), where N1, . . . , Nν are i.i.d. random variables with the stan-
dard Gaussian distribution. In this case, Gamma approximations of Gaussian Wiener integrals
corresponds to approximations in the second Wiener Chaos.
A Fourth Moment-type statement for Gamma approximations of sequences of multiple Wiener
integrals has been provided in [74, Theorem 1.2], and it is summarized in the next theorem
for Gaussian homogeneous sums. Note that Gamma approximations can be established only in
Wiener chaoses of even order since, if d is odd, E[IWd (f)3] = 0, while E[F (ν)3] = 8ν > 0.
Theorem 3.2.7. Let d ≥ 2 be an even integer and fn : [n]d → R a sequence of admissible
kernels such that lim
n→∞E[QN(fn)
2] = 2ν, lim
n→∞E[QN(fn)
3] = 8ν for a fixed ν ∈ R+ \ {0}. The
following statement are equivalent as n→∞:
(i) E[QN(fn)4]− 12E[QN(fn)3] −→ E[F (ν)4]− 12E[F (ν)3] = 12ν2 − 48ν;
(ii) QN(fn)
Law−→ F (ν);
(iii) ‖fn
r
a fn‖ → 0 for every r = 1, . . . , d − 1, r 6= d2 , and ‖fn
d/2
_ fn − fn‖ → 0 (with the
contraction _ defined as in (1.1.4)).
Remark 3.2.8. Theorem 3.2.7 follows from the original statement, by applying Propositions 1.1.7
and 1.1.8 to provide conditions in terms of the contractions of the coefficients of the involved
homogeneous sums. Similarly, one has to take into account that, for every r = 1, . . . , d− 1, the
symmetry of the admissible kernels fn yields:
‖k(fn)⊗˜rk(fn)‖ → 0 ⇔ ‖k(fn)⊗r k(fn)‖ → 0,
with k(fn) defined as in (1.1.6) for hi = 1 for every i. In particular, this equivalence (see [86])
gives that:
‖k(fn)⊗˜ d
2
k(fn)− k(fn)‖ → 0 ⇔ ‖fn
d
2_ fn − fn‖ → 0.
Starting from formula (3.2.1), an extension of Theorem 3.2.1 in the setting of Gamma approx-
imations of homogeneous sums of even degree d ≥ 2, can be achieved in the following way. Let
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fn : [n]
d → R be a sequence of admissible kernels satisfying the assumptions of Theorem 3.2.7:
then, from the proof of [74, Theorem 1.2], it follows that:
E[QN(fn)4]− 12E[QN(fn)3]− (12ν2 − 48ν) > 0,
for sufficiently large n. Since, under Assumption (2), E[QX(fn)3] = E[QN(fn)3], formula (3.2.1)
entails the identity:
E[QX(fn)4]− 12E[QX(fn)3]− (12ν2 − 48ν) = E[QN(fn)4]− 12E[QN(fn)3]− (12ν2 − 48ν)
+
d∑
m=1
(
m
d
)4
m!4χ4(X)
m
n∑
j1,...,jm=1
E[QN(fn(j1, . . . , jm, ·))4].
By exploiting Theorem 3.2.7, and with the same strategy of the proof of Theorem 3.2.1, it is
then possible to provide a Fourth Moment statement for QX(fn), when the target law is the
Gamma distribution F (ν).
Theorem 3.2.9. Let d ≥ 2 be an even integer. If X satisfies Assumption (2) and χ4(X) ≥ 0,
for every sequence of admissible kernels fn : [n]
d → R such that E[QX(fn)2] → ν > 0, the
following statements are equivalent as n→∞:
(i) E[QX(fn)4]− 12E[QX(fn)3] −→ E[F (ν)4]− 12E[F (ν)3] = 12ν2 − 48ν;
(ii) QX(fn)
Law−→ F (ν).
Besides, the law of X is universal for F (ν)-approximations of homogeneous sums at the fixed
order d, that is, QX(fn)
Law−→ F (ν) implies QZ(fn) Law−→ F (ν), for every sequence Z = {Zi}i≥1
of independent copies of a centered random variable, having unit variance.
Remark 3.2.10. The universality of Gaussian homogeneous sums w.r.t. χ2 approximations has
been established in [80, Theorem 1.12], both for homogeneous sums with i.i.d. entries and with
only independent entries: moreover, the vanishing of all the non-trivial contractions in Theorem
3.2.7, along with Lemma 2.2.1, yields that QN(fn)
Law−→ F (ν) implies τn(fn) −→ 0.
3.2.4 The quadratic case
The sufficient condition E[X4] ≥ 3 for the Fourth Moment Theorem to hold, provided with
Theorem 3.2.1, could be not optimal in every dimension d ≥ 2. For instance, set d = 2, and
for a non-zero admissible kernel f : [n]2 → R, set k(f) :=
n∑
i1,i2=1
f(i1, i2)ei1 ⊗ ei2 , with {ei}i≥1
orthonormal system in L2(R+), so that QN (f) = IW2 (k(f)). From [77, Lemma 5.2.4], it follows
that:
E[QN(f)4] = 3 + 16
(‖k(f)⊗1 k(f)‖2 + 2‖k(f)⊗˜1k(f)‖2) .
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Due to the symmetry of f , one has that k(f)⊗˜1k(f) = k(f) ⊗1 k(f). Moreover, by virtue of
Proposition 1.1.7, ‖k(f)⊗1 k(f)‖ = ‖f
1
a f‖, and then:
E[QN(f)4] = 3 + 48‖f
1
a f‖2 = 3 + 48( n∑
i,j=1
(f
1
a f(i, j))2
)
≥ 3 + 48
n∑
i=1
(
f
1
a f(i, i)
)2
(see also [77, Proposition 2.7.13]). Then, from formula (3.2.1), and setting
α :=
n∑
i=1
(
f
1
a f(i, i)
)2
, it follows that:
E[QX(f)4]− 3 = 48‖f
1
a f‖2 + 16χ4(X)
n∑
k=1
E[QN(f(k, ·))4] + 16χ4(X)2
n∑
k1,k2=1
f(k1, k2)
4
≥ 48‖f
1
a f‖2 + 16χ4(X)
n∑
k=1
E[QN(f(k, ·))4]
≥ 48α+ 16χ4(X)
n∑
k=1
3E[QN(f(k, ·))2]2
= 48α (1 + χ4(X)), (3.2.4)
due to
n∑
k=1
E[QN(f(k, ·))2]2 = α. Therefore, since α > 0 and f 6= 0, if χ4(X) > −1, (3.2.4) is
strictly positive, yielding in turn E[QX(f)4]− 3 > 0.
Proposition 3.2.11. Let d = 2 and assume that X satisfies Assumption (2) and E[X4] > 2
(or, equivalently, χ4(X) > −1). Then, X satisfies the quadratic Fourth Moment Theorem.
Besides, the law of X is universal for normal approximations of quadratic homogeneous sums.
Proof. Formula (3.2.1) for a sequence of admissible kernels fn : [n]
2 → R gives:
E[QX(f)4]− 3 = E[QN(f)4]− 3 + 48χ4(X)αn + 16χ4(X)2βn,
where
αn =
n∑
i=1
(
fn
1
a fn(i, i)
)2 ≥ βn = n∑
i,k=1
fn(i, k)
4 =
n∑
i,k=1
E[QN(fn(i, k))4].
If E[QX(fn)4]− 3 −→ 0, as n→∞, then, from 3.2.4, it follows that:
αn =
n∑
i=1
(
fn
1
a fn(i, i)
)2 → 0,
implying βn → 0, and, in turn, E[QN(fn)4] − 3 −→ 0. The conclusion then follows as in the
proof of Theorem 3.2.1.
Despite the fact that for d = 2 a stronger sufficient condition can be provided, no information
about the optimality of such condition, neither of its necessity, can be easily achieved with the
tools so far introduced. A more general discussion of this problem will be addressed in Chapter
5.
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3.2.5 Multidimensional CLT
The invariance principle for homogeneous sums in independent random variables, stated via
Theorem 1.1.10 in Part I, has been extended to the multidimensional setting in [70, Theo-
rem 4.1], in the case one of the sequences is composed of discrete random variables, and in
[80, Theorem 7.1], where the authors provided an explicit bound for the distance in law be-
tween (QX(f
(1)
n ), . . . , QX(f
(m)
n )) and its Wiener-Chaos counterpart (QN (f
(1)
n ), . . . , QN (f
(m)
n )),
as summarized in the next statement in a simplified version, that is sufficient for the present
framework.
Theorem 3.2.12. Let m ≥ 1 and d ≥ 1. Let X = {Xi}i≥1 be a sequence of centered indepen-
dent random variables, with unit variance, whose third moments are uniformly bounded (namely,
such that there exists β > 0 such that sup
i≥1
E[|Xi|3] < β). For j = 1, . . . ,m, let f (j)n : [n]d → R
be an admissible kernel according to Definition 3.1.1. If N = {Ni}i≥1 denotes a sequence of
i.i.d. standard Gaussian random variables, for every thrice differentiable function ψ : Rm → R,
with ‖ψ′′′‖∞ <∞, there exists a constant C = C(β,m, d, ψ) such that:∣∣E[ψ(QX(f (1)n ), . . . , QX(f (m)n ))]−E[ψ(QN (f (1)n ), . . . , QN (f (m)n ))]∣∣ ≤ C√ max
j=1,...,m
max
i=1,...,n
Infi(f
(j)
n ).
The main result of the present subsection is a multidimensional version of Theorem 3.2.1, stated
via Theorem 3.2.14: the proof we will provide exploits the findings of [90, Proposition 2], where
it is shown that, for vectors of the type (QN (f
(1)
n ), . . . , QN (f
(m)
n )), joint convergence towards
the multidimensional normal distribution is equivalent to componentwise convergence, as sum-
marized in the next statement (note that the original statement does not concern exclusively
homogeneous sums, but deals, in full generality, with vectors of multiple Wiener integrals of
symmetric functions).
Theorem 3.2.13. For d ≥ 2 and m ≥ 1, assume that C = (Ci,j)i,j=1,...,m is a real valued,
positive definite, symmetric matrix. For every j = 1, . . . ,m, let QX(f
(j)
n ) be a sequence of
homogeneous polynomials of degree d, with f
(j)
n : [n]d → R symmetric kernel, vanishing on
diagonals, such that:
lim
n→∞E[QX(f
(j)
n )QX(f
(i)
n )] = Ci,j ∀ i, j = 1, . . . ,m.
Then, the following statements are equivalent as n→∞:
(i) QN (f
(j)
n )
Law−→ N (0, Cj,j) for every j = 1, . . . ,m;
(ii) (QN (f
(1)
n ), . . . , QN (f
(m)
n ))
Law−→ N (0, C), with N (0, C) denoting the m-dimensional Gaus-
sian distribution with covariance matrix given by C.
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Combining Theorem 3.2.13 and Theorem 3.2.1, it is possible to conclude that the equivalence
between joint and componentwise convergence for normal approximations of random vectors
(QX(f
(1)
n ), . . . , QX(f
(m)
n )) always holds true under the assumption E[X4] ≥ 3, as made precise
in the following statement.
Theorem 3.2.14. Fix m ≥ 1 and d ≥ 2. Let X = {Xi}i≥1 be a sequence of independent copies
of a random variable X verifying Assumption (2) and E[X4] ≥ 3. For every j = 1, . . . ,m, let
QX(f
(j)
n ) be a sequence of homogeneous polynomials of degree d, with f
(j)
n : [n]d → R symmetric
admissible kernel, such that:
lim
n→∞E[QX(f
(j)
n )QX(f
(i)
n )] = Ci,j ∀ i, j = 1, . . . ,m ,
where C = (Ci,j)i,j=1,...,m is a real valued, positive definite, symmetric matrix. Then, the
following statements are equivalent as n→∞:
(i) QX(f
(j)
n )
Law−→ N (0, Cj,j) for every j = 1, . . . ,m;
(ii) (QX(f
(1)
n ), . . . , QX(f
(m)
n ))
Law−→ N (0, C), with N (0, C) denoting the m-dimensional Gaus-
sian distribution with covariance matrix given by C.
Proof. It is sufficient to prove that (i)⇒ (ii), since the reverse implication always holds.
Assume that (i) occurs. Under the assumption E[X4] ≥ 3, and by virtue of Theorem 3.2.1,
X satisfies the Fourth Moment Theorem, and its law is universal, at the order d, for normal
approximations of homogeneous sums of degree d, implying, in particular, that:
QN (f
(j)
n )
Law−→ N (0, Cj,j) for every j = 1, . . . ,m,
for a sequence N of independent standard Gaussian random variables. Besides, from Theorem
3.1.5, τ
(j)
n = max
i=1,...,n
Infi(f
(j)
n ) −→ 0 as n→∞, for every j = 1, . . . ,m. Since
E[QX(f (j)n )QX(f (i)n )] = E[QN (f (j)n )QN (f (i)n )] ∀i, j = 1, . . . ,m,
by virtue of Theorem 3.2.12, the random vectors (QN (f
(1)
n ), . . . , QN (f
(m)
n )) and
(QX(f
(1)
n ), . . . , QX(f
(m)
n )) are asymptotically close in distribution. The conclusion follows by
Theorem 3.2.13.
Remark 3.2.15. By virtue of Theorem 3.2.6, the identical distribution hypothesis on the se-
quence X can be dropped in the statement of Theorem 3.2.14.
3.3 Alternative proofs
The aim of this section is to provide two alternative proofs of Theorem 3.2.1: the first one uses
mixtures of random variables, and it applies to every order d ≥ 2, while the second appeals to
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the Stein’s method of exchangeable pairs, but only in the quadratic case d = 2. Despite this
deficiency, the Stein’s method approach will allow us to derive a quantitative version of the
quadratic Fourth Moment Theorem for homogeneous sums QX(fn), with an explicit bound on
the Wasserstein’s distance between the law of QX(fn) and the standard Gaussian law.
3.3.1 The technique of mixtures
The aim of this section is to discuss a different approach to prove Theorem 3.2.1, involving
mixtures of random variables. The strategy here adopted will turn out to be particularly
helpful in Chapter 5, which is dedicated to the discussion of the optimality of the condition
E[X4] ≥ 3.
Lemma 3.3.1. For every θ > 0, there exists a square-integrable random variable T ∈ L2(Ω),
with values in R+ \ {0} and with compact support, such that E[T ] = 1 and E[T 2] = 1 + θ.
Proof. For the fixed θ > 0, set αq :=
√
(1 + θ)1/q − 1, for q ∈ N. If q →∞, then (1 + θ)1/q → 1
and hence, for q large enough, αq ∈ [0, 1). If V1, . . . , Vq are independent random variables with
distribution
1
2
(δ1−αq +δ1+αq ) (where δy denotes the Dirac’s function in y), the random variable
T := V1 · · ·Vq takes its values in [x,∞[ with x = (1 − αq)q > 0, and satisfies E[T ] = 1 and
E[T 2] = (1 + α2q)q = 1 + θ.
Observe that, for the chaotic random variable QN(fn), the positiveness of the fourth cumulant
(see (0.2.5)):
E[QN(fn)4]− 3E[QN(fn)2]2 > 0
corresponds to the condition E[QN(fn)4]− 6E[QN(fn)2] + 3 > 0. Indeed, one can write:
E[QN(fn)4]− 3E[QN(fn)2]2 + 3(E[QN(fn)2]− 1)2 = E[QN(fn)4]− 6E[QN(fn)2] + 3.
Theorem 3.3.2. Let X be a random variable satisfying Assumption (2) and such that E[X4] ≥
3. Then, for every d ≥ 2, X satisfies the Fourth Moment Theorem, and is universal (at the
order d) for normal approximations of homogeneous sums of degree d.
Proof. For the sake of clarity, the proof is divided into two steps. Before starting, note that for
sequences of homogeneous sums with kernels having non-constant normalizations, Definition
3.1.3 should be extended as follows: if fn : [n]
d → R is a sequence of symmetric and vanishing
on diagonals kernels, such that E[QX(fn)2] = σ2n < ∞ for all n ≥ 1, and if lim
n→∞σ
2
n = σ
2 > 0,
then we shall say that X satisfies the CFMTd if the convergence
χ4(QX(fn)) = E[QX(fn)4]− 3E[QX(fn)2]2 → 0
implies, as n→∞, QX(fn) Law→ N (0, σ2).
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1. If N ∼ N (0, 1), then there exists a random variable T , with finite variance and indepen-
dent of N , such that, for every i = 1, 2, 3, 4, E[Xi] = E[(TN)i] = E[T i]E[N i]. Indeed,
setting θ := E[X4]/3 − 1, by virtue of Lemma 3.3.1, there exists a positive random vari-
able V , with compact support non containing the zero, such that E[V 2] = 1 + θ; then,
it suffices to set T :=
√
V . Therefore, E[T 4] = E[X4]/3 ≥ 1. Consider, then, a sequence
T = {Ti}i≥1 of independent copies of T , as well as a sequence N = {Ni}i≥1 of indepen-
dent standard normally distributed random variables, such that T and N are independent.
Then, for every sequence of admissible kernels fn : [n]
d → R, the homogeneous sums
QTN(fn) =
n∑
i1,...,id=1
fn(i1, . . . , id)Ti1Ni1 · · ·TidNid ,
satisfy E[QTN(fn)i] = E[QX(fn)i], for i = 1, 2, 3, 4.
2. Given a sequence of admissible kernels fn : [n]
d → R, assume that E[QX(fn)4] → 3 as
n→∞, and write:
E[QX(fn)4]− 3 = E[QTN(fn)4]− 3
= E
[
E[QTN(fn)4|T]− 3
]
= E
[
E[QTN(fn)4|T]− 6E[QTN(fn)2|T] + 3
]
= E
[
E[QTN(fn)4|T]− 3E[QTN(fn)2|T]2 + 3
(
E[QTN(fn)2|T]− 1
)2 ]
.
Since T is independent of N, QTN(fn) is in the d-th Wiener chaos T-a.s., and hence:
E[QTN(fn)4|T]− 3E[QTN(fn)2|T]2 > 0 T-a.s.
Then, under the assumption E[QX(fn)4]→ 3, and up to extracting a subsequence, almost
surely in {Ti}i≥1, and for n→∞, it follows that:
- E[QTN(fn)4|T]− 3E[QTN(fn)2|T]2 → 0 ;
- E[QTN(fn)2|T]− 1 → 0 ,
yielding together that QTN(fn)
Law−→ N (0, 1) T-a.s., which in turn implies
max
i1=1,...,n
n∑
i2,...,id=1
fn(i1, . . . , id)
2T 2i1 · · ·T 2id −→ 0 T- a.s.
Since T ≥ x > 0, this condition in turn implies that:
τn(fn) := max
i1=1,...,n
n∑
i2,··· ,id=1
fn(i1, i2, · · · , id)2 −−−−→
n→∞ 0.
The asymptotic normality of QX(fn) then follows by de Jong’s Criterion (see [80, Theorem
1.9] for a modern proof). Moreover, the law of X is universal: if QX(fn)
Law−→ N (0, 1),
then E[QX(fn)4]− 3→ 0 which, as just shown, implies τn(fn)→ 0.
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Remark 3.3.3. In order to drop the assumption E[X3] = 0, one should extend Lemma 3.3.1
to prove the existence of a positive random variable V such that E[V ] = 1,E[V 2] = 1 + θ,
and E[
√
V 3] = E[X3], and consider mixtures between T and a random variable Z satisfying a
Fourth Moment Theorem and all the necessary properties needed in the proof. For instance,
one can choose Z to be a centered Poisson random variable P with parameter 1. In this case,
E[QX(fn)i] = E[QTP(fn)i] for every i = 1, 2, 3, 4. Indeed, random variables in the Poisson
Wiener Chaos satisfy both the Fourth moment Theorem and the universality phenomenon (see
Theorem 3.2.5 and [92, Theorem 3.4]), and enjoy as well the feature of having strictly positive
fourth cumulant: E[QP(fn)4]− 3 > 0 (see identities (4.10) and (4.11) in [92]), which has been
crucial property for the proof.
3.3.2 λ-Stein pairs and normal approximation of quadratic homoge-
neous sums
In this subsection, we will provide an alternative proof of the quadratic Fourth Moment Theorem
for homogeneous sums in independent copies of a random variables X, satisfying Assumption
(2) and χ4(X) ≥ 0, using the tools of the Stein’s method of exchangeable pairs [115, 22, 95].
Let X denote a random variable satisfying Assumption (2), such that χ4(X) ≥ 0. As al-
ready seen in Subsection 3.2.4, for a quadratic homogeneous sum, with admissible coefficient
f : [n]2 → R, formula (3.2.1) can be explicitly written as:
E[QX(f)4]− 3 = 48‖f
1
a f‖2 + 16χ4(X)
n∑
k=1
E[QN(f(k, ·))4] + 16χ4(X)2
n∑
k1,k2=1
f(k1, k2)
4 .
(3.3.1)
The aim of this subsection is to analyse normal approximations of quadratic homogeneous sums
in independent copies of X, by combining the Lindberg method of influence functions with the
Stein’s method of exchangeable pairs [22], in the particular setting of λ-Stein pairs. Recall that
an exchangeable pair (T, T ′) is called a λ-Stein pair if there exists λ ∈ (0, 1] such that, almost
surely:
E[T ′|T ] = (1− λ)T.
The analysis will be performed via the following bound for the Wasserstein distance dW(·, ·) be-
tween QX(f) and a random variable having the standard normal distribution (see, for instance,
[95, Theorem 3.7]).
Theorem 3.3.4. Let T = T (X1, . . . , Xn) be a symmetric statistics of the independent obser-
vations X1, . . . , Xn, and let T
′ be a random variable such that (T, T ′) is a λ-Stein pair. Then,
for N ∼ N (0, 1),
dW(T,N) ≤
√
Var(E[(T − T ′)2|T ])√
2piλ
+
E|T − T ′|3
3λ
.
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More specifically, the next proposition provides a bound for the Wasserstein distance
dW(QX(fn),N (0, 1)), depending on the maximum of the influence functions τn, and on the
fourth moment of QX(f). As a consequence, and as an application of the formula (3.2.1), an
alternative proof of the Fourth Moment Theorem for X can be achieved, independently of the
Fourth Moment Theorem and of the universality property of the Gaussian distribution.
Proposition 3.3.5. If X satisfies Assumption (2) and χ4(X) ≥ 0, there exist constants
M1,M2, only depending on E[X4], and a constant R3 (not depending on X) such that:
dW(QX(f), N) ≤
√
M1
(
E[QX(f)4]− 3
)
+M2τ(f)
2
√
2pi
+
4R3(E[|X|3])2
√
τ(f)
3
,
where τ(f) = max
i=1,...,n
Infi(f).
Note that, since T = T (X1, . . . , Xn), by virtue of the inequality:
Var
(
E[(T − T ′)2|T ]) ≤ Var(E[(T − T ′)2|X1, . . . , Xn]),
one can derive bounds directly for Var(E[(T − T ′)2|X1, . . . , Xn]), instead that for
Var(E[(T − T ′)2|T ]).
The following result is known as Rosenthal inequality , and will be of use to derive the desired
bounds (see [51] for generalizations of the Rosenthal’s inequality for symmetric statistics of
higher orders, in non identically distributed variables).
Proposition 3.3.6. For every t ≥ 2, let X1, . . . , Xn be centered independent random variables,
such that E[|Xi|t] < ∞ for every i = 1, . . . , n. Then, there exists a positive constant Rt such
that:
E
[∣∣∣∣ n∑
i=1
Xi
∣∣∣∣t] ≤ Rt max( n∑
i=1
E[|Xi|t],
( n∑
i=1
E[X2i ]
) t
2
)
.
The proof of Proposition 3.3.5, some preliminary arguments are needed. Assume that X satisfies
Assumption (2) and χ4(X) ≥ 0, and consider a homogeneous sum of degree 2, based on
independent copies of X, say
Q := QX(f) =
∑
1≤i<j≤n
f(i, j)XiXj ,
where f : [n]2 → R is an admissible kernel. Then, for every k = 1, . . . , n:
Q =
∑
i<k
f(i, k)XiXk +
∑
j>k
f(j, k)XjXk +
∑
1≤l<r≤n
l,r 6=k
f(l, r)XlXr.
If I is a random index, chosen uniformly from {1, . . . , n}, consider Q′ obtained from Q by
replacing XI with an independent copy X
′
I . Then
Q−Q′ =
∑
i<I
f(i, I)Xi(XI −X ′I) +
∑
j>I
f(j, I)Xj(XI −X ′I).
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Proposition 3.3.7. (Q,Q′) is a λ-Stein pair, with λ =
2
n
.
Proof. From:
Q−Q′ =
∑
i<I
f(i, I)Xi(XI −X ′I) +
∑
j>I
f(j, I)Xj(XI −X ′I),
it follows that:
E[Q−Q′|X1, . . . , Xn] = E[
∑
i<I
f(i, I)Xi(XI −X ′I) +
∑
j>I
f(j, I)Xj(XI −X ′I)|X1, . . . , Xn]
=
1
n
n∑
k=1
(∑
i<k
f(i, k)XiE[Xk −X ′k|X1, . . . , Xn] +
∑
j>k
f(j, k)XjE[Xk −X ′k|X1, . . . , Xn]
)
=
1
n
n∑
k=1
(∑
i<k
f(i, k)XiXk +
∑
j>k
f(j, k)XjXk
)
=
2
n
Q.
Remark 3.3.8. Proposition 3.3.7 is a particular case of the following general picture. IfX1, . . . , Xn
are independent and identically distributed random variables, let V = V (X1, . . . , Xn) be a sym-
metric, degenerate U -statistics of order d < n, that is:
V =
∑
1≤i1<i2<···<id≤n
f(Xi1 , . . . , Xid),
where the kernel f satisfies E[f(X1, . . . , Xd)|X1, . . . , Xd−1] = 0 a.s.. For a random index I, cho-
sen uniformly from {1, . . . , n}, let V ′ be obtained from V by replacing XI with an independent
copy X ′I . Then, thanks to independence,
E[V ′|X1, . . . , Xn] = 1
n
n∑
j=1
( ∑
1≤i1<···<id≤n
il 6=j
f(Xi1 , . . . , Xid)
)
.
Moreover, due to the exchangeability of X1, . . . , Xn, E[f(Xi1 , . . . , Xid)|V ] =
1(
n
d
)V , for every
i1, . . . , id ∈ [n], and, in turn:
E[V ′|V ] =
(
n−1
d
)(
n
d
) V = (1− d
n
)
V.
Hence, (V, V ′) is a λ-Stein pair for λ =
d
n
.
In particular, if f : [n]d → R is an admissible kernel, homogeneous sums QX(f) of degree d < n,
in i.i.d. random variables, are instances of symmetric, degenerate U -statistics, and hence we
obtain a dn -Stein pair by replacing XI with an independent copy X
′
I . Remark that, for homo-
geneous Rademacher sums, the above construction of an exchangeable pair has already been
observed and exploited for the analysis on the Rademacher Chaos (see [81, Section 3.3]).
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Remark 3.3.9. Note that, throughout the previous chapters, the homogeneous sums have been
defined as:
QX(f) =
n∑
i,j=1
f(i, j)XiXj = 2
∑
1≤i<j≤n
f(i, j)XiXj ,
where the last equality is due to the symmetry of f . Therefore, up to replace λ with 4n , in the
sequel the focus will be on
QX(f) =
∑
1≤i<j≤n
f(i, j)XiXj .
Thanks to Proposition 3.3.7, it is possible to apply Theorem 3.3.4 to prove Proposition 3.3.5.
Remark that, even if Proposition 3.3.7 can be generalised for homogeneous sums of every order
d ≥ 2, the forthcoming discussion only holds, with the tools available so far, in the quadratic
case.
Proof. In order to bound the second summand in the right-hand side of the inequality stated
with Theorem 3.3.4, write:
E[|Q−Q′|3] = 1
n
n∑
k=1
E
[∣∣∣∣∑
i<k
f(i, k)Xi(Xk −X ′k) +
∑
j>k
f(j, k)Xj(Xk −X ′k)
∣∣∣∣3]
=
1
n
n∑
k=1
E
[∣∣∣∣(Xk −X ′k) n∑
i=1
i 6=k
f(i, k)Xi
∣∣∣∣3]
=
1
n
n∑
k=1
E
[∣∣Xk −X ′k∣∣3∣∣∣∣ n∑
i=1
i6=k
f(i, k)Xi
∣∣∣∣3]
=
1
n
n∑
k=1
E
[|Xk −X ′k|3]E[∣∣∣∣ n∑
i=1
i6=k
f(i, k)Xi
∣∣∣∣3],
where the last equality follows by independence, and apply the Rosenthal inequality:
E
[∣∣∣∣ ∑
i=1,...,n
i6=k
f(i, k)Xi
∣∣∣∣3] ≤ R3 max(E[|X|3] ∑
i=1,...,n
i6=k
|f(i, k)|3 ,
( ∑
i=1,...,n
i 6=k
f(k, i)2E[X2i ]
) 3
2
)
= R3 max
(
E[|X|3]
∑
i=1,...,n
i6=k
|f(i, k)|3 , (Infk(f)) 32).
By applying the Ho¨lder inequality, one obtains the estimates:∑
i=1,...,n
i6=k
|f(i, k)|3 =
∑
i=1,...,n
i 6=k
|f(i, k)|f(i, k)2
≤
( ∑
i=1,...,n
i 6=k
f(i, k)4
) 1
2
( ∑
i=1,...,n
i 6=k
f(i, k)2
) 1
2
=
( ∑
i=1,...,n
i 6=k
f(i, k)4
) 1
2 (
Infk(f)
) 1
2
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≤
(( ∑
i=1,...,n
i 6=k
f(i, k)2
)2) 12(
Infk(f)
) 1
2
= Infk(f)
(
Infk(f)
) 1
2 =
(
Infk(f)
) 3
2
yielding:
E
[∣∣∣∣ ∑
i=1,...,n
i 6=k
f(i, k)Xi
∣∣∣∣3] ≤ R3 max(E[|X|3](Infk(f)) 32 , (Infk(f)) 32).
Since max(E[|X1|3], 1) = E[|X1|3] (indeed, by Jensen’s inequality, 1 = E[|X1|2] 32 ≤ E[|X1|3]),
finally one has:
E[|Q−Q′|3] ≤ 1
n
n∑
k=1
E
[|Xk −X ′k|3]R3 max(E[|X1|3](Infk(f)) 32 , (Infk(f)) 32)
≤ R3E[|X|
3]E
[|X1 −X ′1|3]
n
n∑
k=1
(
Infk(f)
) 3
2
≤ R3E[|X|
3]E
[|X1 −X ′1|3]
n
(
max
k=1,...,n
Infk(f)
) 1
2
n∑
k=1
Infk(f)
=
R3E[|X|3]E
[|X1 −X ′1|3]
n
(
max
k=1,...,n
Infk(f)
) 1
2
(due to
n∑
k=1
Infk(f) = 1). In conclusion, for λ =
2
n ,
E[|Q−Q′|3]
3λ
≤ R3E[|X1|
3]
6
E
[|X1 −X ′1|3](τ(f)) 12 ,
with τ(f) = max
k=1,...,n
Infk(f). The conclusion then follows by virtue of the inequality E
[|X1 −
X ′1|3
] ≤ 8E[|X1|3], that can be proved by first expanding the cube, and then by applying the
Ho¨lder inequality.
Finding a desirable bound for the first summand appearing in the bound stated via Theorem
3.3.4 is a bit more demanding:
E[(Q−Q′)2|X1, . . . , Xn] = 1
n
n∑
k=1
E
[( n∑
j=1
j 6=k
f(j, k)Xj(Xk −X ′k)
)2
|X1, . . . , Xn
]
=
1
n
n∑
k=1
( n∑
j=1
j 6=k
f(j, k)Xj
)2
E[(Xk −X ′k)2|X1, . . . , Xn]
=
1
n
n∑
k=1
(X2k + 1)
( n∑
j=1
j 6=k
f(j, k)Xj
)2
.
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Then,
E
[
E[(Q−Q′)2|X1, . . . , Xn]
]
=
2
n
n∑
k=1
E
[( n∑
j=1
j 6=k
f(j, k)Xj
)2]
=
2
n
n∑
k=1
Infk(f) =
2
n
so that (
E
[
E[(Q−Q′)2|X1, . . . , Xn]
])2
=
4
n2
(recall that
n∑
i=1
Infi(f) = 1). On the other hand,
(
E[(Q−Q′)2|X1, . . . , Xn]
)2
= A+B,
where we have set:
A :=
1
n2
n∑
k=1
(X2k + 1)
2
( ∑
j=1,...,n
j 6=k
f(j, k)Xj
)4
(3.3.2)
and
B :=
1
n2
∑
k,l=1,...,n
k 6=l
(X2k + 1)(X
2
l + 1)
( ∑
j=1,...,n
j 6=k
f(j, k)Xj
)2( ∑
i=1,...,n
i 6=l
f(i, l)Xi
)2
. (3.3.3)
Since X satisfies Assumption (2), and the Xi’s are independent, straightforward computations
yield that:
E[A] =
E[(X2 + 1)2]
n2
(
E[X4]
n∑
k=1
n∑
j=1
j 6=k
f(j, k)4 + 3
n∑
k=1
n∑
j1,j2=1
j1 6=j2
f(j1, k)
2 f(j2, k)
2
)
; (3.3.4)
E[B] =
4E[X4]
n2
n∑
k,l=1
k 6=l
n∑
j=1
j 6=k,l
f(j, l)2f(j, k)2 +
(E[X4] + 1)2
n2
n∑
k,l=1
k 6=l
f(k, l)4
+
2(E[X4] + 1)
n2
n∑
k,l=1
k 6=l
f(k, l)2
n∑
j=1
j 6=k,l
f(j, k)2 +
2(E[X4] + 1)
n2
n∑
k,l=1
k 6=l
f(k, l)2
n∑
i=1
i6=k,l
f(i, l)2
+
4
n2
n∑
k,l=1
k 6=l
n∑
j,i=1
j 6=i
j,i 6=k,l
f(i, l)2 f(j, k)2 +
8
n2
n∑
k,l=1
k 6=l
n∑
j,i=1
j 6=i
j,i 6=k,l
f(j, k)f(i, k)f(i, l)f(j, l) . (3.3.5)
In the end, setting:
1. P1(E[X4]) = E[X4]E[(X2 + 1)2] + (E[X4] + 1)2,
2. P2(E[X4]) = 3E[(X2 + 1)2] + 4E[X4],
one can write:
E
[(
E[(Q−Q′)2|X1, . . . , Xn]
)2]
=
P1(E[X4])
n2
n∑
k=1
n∑
j=1
j 6=k
f(j, k)4
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+
P2(E[X4])
n2
n∑
k=1
n∑
j1,j2=1
j1 6=j2
f(j1, k)
2f(j2, k)
2 +
4
n2
n∑
k,l=1
k 6=l
n∑
i,j=1
i 6=j,i,j 6=k,l
f(i, l)2f(j, k)2
+
8
n2
n∑
k,l=1
k 6=l
n∑
i,j=1
i 6=j,i,j 6=k,l
f(j, k)f(i, k)f(i, l)f(j, l) +
2(E[X4] + 1)
n2
n∑
k,l=1
k 6=l
f(k, l)2
n∑
j=1
j 6=k,l
f(j, k)2
+
2(E[X4] + 1)
n2
n∑
k,l=1
k 6=l
f(k, l)2
n∑
j=1
j 6=k,l
f(j, k)2. (3.3.6)
Note that P1(E[X]4), P2(E[X4]) > 0, and that, under the assumption χ4(X) ≥ 0,
max
(
8, P1(E[X4]), P2(E[X4])) = P1(E[X4]) . Therefore, considering the inequalities:
n∑
k,l=1
k 6=l
f(k, l)2
n∑
j=1
j 6=k,l
f(j, k)2 ≤
n∑
k=1
Infk(f)
2
≤ τ(f) ,
and, similarly,
n∑
k,l=1
k 6=l
f(k, l)2
n∑
i=1
j 6=k,l
f(i, l)2 ≤ τ(f),
as well as:
n∑
k,l=1
k 6=l
n∑
i,j=1
i 6=j,i,j 6=k,l
f(i, l)2f(j, k)2 <
( n∑
k=1
Infk(f)
)2
= 1,
it follows that:
E
[(
E[(Q−Q′)2|X1, . . . , Xn]
)2] ≤ 4
n2
+
P1(E[X4])
n2
‖f
1
a f‖2
+
4(E[X4] + 1)
n2
n∑
k=1
Infk(f)
2
≤ 4
n2
+
P1(E[X4])
n2
(
16χ4(X)
2
n∑
k=1
n∑
j=1
j 6=k
f(j, k)4
+ 48χ4(X)
n∑
k=1
n∑
j1,j2=1
j1 6=j2
f(j1, k)
2f(j2, k)
2 + 48‖f
1
a f‖2‖
)
+
4(E[X4] + 1)
n2
τ(f)
and, in the end,
Var
(
E[(Q−Q′)2|X1, . . . , Xn]
) ≤ P1(E[X4])
n2
(
E[QX(f)4]− 3
)
+
4(E[X4] + 1)
n2
τ(f).
Hence, for λ =
2
n
, and N ∼ N (0, 1),
dW(QX(f), N) ≤
√
Var
(
E[(Q−Q′)2|X1, . . . , Xn]
)
√
2piλ
+
E[|Q−Q′|3]
3λ
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≤
√
P1(E[X4])
(
E[QX(f)4]− 3
)
+ 4(E[X4] + 1)τ(f)
2
√
2pi
+
4(E[|X1|3])2R3
√
τ(f)
3
, (3.3.7)
and the claim follows.
As a consequence, another proof of the quadratic Fourth Moment Theorem for QX(fn) can be
achieved.
Corollary 3.3.10. Let X be a random variable satisfying Assumption (2) and χ4(X) ≥ 0.
Then, X satisfies the Fourth Moment Theorem at the order d = 2.
Proof. Apply Proposition 3.3.5 to a sequence QX(fn), with fn : [n]
2 → R admissible kernel,
and note that formula (3.3.1), together with the assumption χ4(X) ≥ 0, implies E[QX(fn)4]−
3 ≥ 48‖fn
1
a fn‖2. Then, if E[QX(fn)4] − 3 → 0 as n → ∞, from (2.2.1) it follows that
τn := τ(fn)→ 0 and, in turn,
dW(QX(fn), N)→ 0.
The conclusion follows considering that the topology induced by the Wasserstein distance is
stronger than the topology of convergence in distribution.
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Chapter 4
The free probability setting:
Fourth Moment Theorem and
universality
In this chapter, we will focus on free probability spaces, where the contents presented in the
Chapter 3 will be adapted to deal with homogeneous polynomials in freely independent random
variables. The idea of the proofs developed in the following sections are similar to those exploited
in the previous chapter: however, the peculiar structure of the lattice of non-crossing partitions
will allow us to simplify some arguments (compare, for instance, the formulae (4.2.1) and
(3.2.1)). In particular, one consequence of dealing with non-crossing partitions is that no
assumption on the vanishing of the third moment will be required, so that Theorem 4.2.1
covers a wider class of random variables than Theorem 3.2.1 in the classical setting.
On the other hand, there will be no analogue of the alternative proof based on mixtures of
random variables, since this technique trivializes when dealing with free independence. Finally,
the equivalence between joint and componentwise convergence for the whole class of random
variables Y with ϕ(Y 2) ≥ 2 will be established (see Theorem 4.3.1), allowing one to have
available a general multidimensional transfer principle for central convergence of symmetric
homogeneous sums in independent copies of random variables having non-negative kurtosis
(see Theorem 4.3.3).
4.1 Preliminaries
For every n ∈ N, set [n] := {1, . . . , n}.
Definition 4.1.1. Let d ≥ 2. An admissible kernel is a function f : [n]d → R satisfying the
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following properties:
(i) vanishing on diagonals: f(i1, . . . , id) = 0 whenever ij = ik for some k 6= j;
(ii) symmetry: f(i1, . . . , id) = f(iσ(1), . . . , iσ(d)) for any permutation σ ∈ Sd and any
(i1, . . . , id) ∈ [n]d;
(iii) f has unit variance:
n∑
i1,...,id=1
f(i1, . . . , id)
2 = 1.
Let (A, ϕ) be a fixed W ?-probability space. As in Part I, for a centered random variable Y
having unit variance, namely ϕ(Y ) = 0 and ϕ(Y 2) = 1, it will be said, for short, that Y satisfies
Assumption (1).
Let Y = {Yi}i≥1 be a sequence of freely independent copies of Y , that are assumed to be
defined on (A, ϕ)1. If f : [n]d → R is an admissible kernel, consider the homogeneous sum
QY(f) defined by:
QY(f) =
n∑
i1,...,id=1
f(i1, . . . , id)Yi1 · · ·Yid . (4.1.1)
Assumption (1) and the properties of f ensure that ϕ(QY(f)) = 0 and ϕ(QY(f)
2) = 1.
Remark 4.1.2. A different normalization for the admissible kernels is chosen here to ensure that
the homogeneous polynomial QY(f) has unit variance.
In the free setting, the natural choice for the coefficients of a homogeneous sum would be a mirror
symmetric function, namely a kernel f : [n]d → C such that f(i1, i2, . . . , id) = f(id, . . . , i2, i1)
for every i1, . . . , id ∈ [n], with z¯ denoting the complex conjugate of z. This assumption is the
weakest possible to ensure that the element QY(f) is self-adjoint. However, the forthcoming
discussion will heavily rely on the universality property of the Wigner Semicircle law, that has
been so far established only for homogeneous sums with symmetric real-valued coefficients: in-
deed, both in [33] and in [16], counterexamples to the universality for mirror symmetric kernels
have been provided. On the other hand, the symmetry assumption on f will allow us a better
handling of QY(f) for the computation of its fourth moment.
For several reasons, the semicircular distribution is considered the non-commutative analogue
of the Gaussian distribution: for instance, it is the limit law for the free version of the Central
Limit Theorem, and joint moments of a semicircular system satisfy a Wick-type formula [72].
One further reason, most interesting for our purposes, is that the semicircular law satisfies both
1Up to take the free product of the spaces Ai, with Yi ∈ Ai.
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the Fourth Moment Theorem and the universality property (as recalled in Theorems 2.1.1 and
1.1.13 of Part I), inspiring the following definition.
Definition 4.1.3. Fix d ≥ 2, let Y satisfy Assumption (1) and let S ∼ S(0, 1).
(a) We shall say that Y satisfies the Fourth Moment Theorem at the order d if, for
any sequence fn : [n]
d → R of admissible kernels, the following conditions are equivalent
as n→∞:
(i) QY(fn)
Law−−→ S(0, 1);
(ii) ϕ(QY(fn)
4)→ ϕ(S4) = 2.
(b) We shall say that Y is universal at the order d (for semicircular approximations of
homogeneous sums) if, for any sequence fn : [n]
d → R of admissible kernels, QY(fn) Law−−→
S(0, 1) implies, as n→∞,
τn(fn) := max
i=1,...,n
Infi(fn) −→ 0,
where Infi(fn) :=
n∑
i2,...,id=1
fn(i, i2, . . . , id)
2 is the i-th influence function of fn.
Remark 4.1.4. By virtue of Theorem 1.1.11, Y is universal at the order d if, equivalently, for
any sequence fn : [n]
d → R of admissible kernels, the following conditions are equivalent as
n→∞:
(i) QY(fn)
Law−−→ S(0, 1);
(ii) QW(fn)
Law−−→ S(0, 1) for any other sequence W = {Wi}i≥1 of freely independent random
variables satisfying Assumption (1).
Remark 4.1.5. Recall that, in the free probability setting, the convergence in law of a sequence of
random variables is realized, by definition, with the convergence of the corresponding moments.
This is why no hypercontractivity argument is required to prove the convergence of the moments
under the assumption of convergence in law.
4.2 Main results
The goal of this section is to prove the free counterpart of Theorem 3.2.1, which is established
with the next statement.
Theorem 4.2.1. Fix d ≥ 2 and consider a random variable Y verifying Assumption (1) and
such that ϕ(Y 4) ≥ 2. Then, Y satisfies the Fourth Moment Theorem and it is universal at the
order d for semicircular approximations of homogeneous sums.
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As for the commutative case, some combinatorial arguments are needed for the proof. In the
sequel, S = {Si}i≥1 will denote a sequence of freely independent standard semicircular random
variables. For every k = 1, . . . , n and a given admissible kernel f : [n]d → R, consider the
function f(k, ·) : [n]d−1 → R, defined via:
(i1, . . . , id−1) 7→ f(k, i1, . . . , id−1),
and the corresponding semicircular homogeneous sums of order d− 1:
QY(f(k, ·)) =
n∑
i1,...,id−1=1
f(k, i1, . . . , id−1)Si1 · · ·Sid−1 .
Remark 4.2.2. In contrast to Assumption (2) in the commutative case, no extra assumption on
the vanishing of the third moment ϕ(Y 3) will be needed thanks to the simpler combinatorics
of the non-crossing partitions that will emerge in the proofs.
The first step towards the free counterpart to Theorem 3.2.1 is the following new formula for
the fourth moment of QY(f).
Proposition 4.2.3. Let the above notation prevail. If Y verifies Assumption (1), then, for
every admissible kernel f : [n]d → R:
ϕ(QY(f)
4) = ϕ(QS(f)
4) + κ4(Y )
n∑
k=1
ϕ(QS(f(k, ·))4), (4.2.1)
where κ4(Y ) denotes the free fourth cumulant of Y .
Proof. Write:
ϕ
(
QY(f)
4
)
=
∑
i=(i1,...,i4d)∈[n]4d
f⊗4(i)ϕ(Yi1 · · ·Yid · · ·Yi4d),
where f⊗4(i) =
4∏
l=1
f(i(l−1)d+1, . . . , ild). Since f vanishes on diagonals, the moment-cumulant
formula (0.3.1) reduces to:
ϕ
(
Yi1 · · ·Yid · · ·Yi2d · · ·Yi3d · · ·Yi4d
)
=
∑
σ∈NC([4d])
σ∧pi?=0ˆ
∏
b∈σ
κ|b|(Yij : j ∈ b),
where pi? = d⊗4 denotes the interval partition with 4 consecutive blocks of cardinality d. In
the right-hand side of the above equation, the only partitions that give a non-zero contribution
are those whose blocks have at most cardinality 4, since they have to intersect each block of
pi? at most at one element. Therefore, only cumulants up to the order 4 will be involved.
Recalling that NC?(d⊗4) denotes the set of the partitions σ ∈ NC([4d]), such that σ ∧ pi? = 0ˆ,
every σ ∈ NC?(d⊗4) will give a non-zero contribution only if its blocks have cardinality 2 or
4. Indeed, since Y is centered, whenever B ∈ σ is a singleton, say B = {j}, then κ1(Yj) = 0.
86
4.2. Main results
Similarly, σ cannot have any block of cardinality 3, otherwise there would be at least one
singleton, and the corresponding cumulant would vanish.
Therefore, the only non-vanishing terms are those relative either to full pairings that respect
pi?, or to partitions that respect pi? whose blocks have cardinality 2 or 4: denote this set by
NC?2,4(d⊗4). The crucial point in the following discussion is that such a partition can only have
exactly one 4-block and 2(d− 1) pairings 2.
To count the partitions in NC?2,4(d⊗4), start by forming the 4-block. Choose j1 ∈ {1, . . . , d}.
Then, if j2 ∼ j1 is selected in {d+1, . . . , 2d}, then necessarily, to avoid crossings, j2 = 2d−j1 and
every l, for l = j1 +1, . . . , d, has to be matched with d+ l, l = 1, . . . , d−j−1. Continuing in this
way, the block of cardinality 4 has to be determined by j1 + 1 ∼ 2d− j1 ∼ 2d+ j1 + 1 ∼ 4d− j1.
The same reasoning allows us to show that there cannot exist another block of cardinality 4.
Indeed, assume that there exist two blocks of size 4, say h+ 1 ∼ 2d− h ∼ 2d+ h+ 1 ∼ 4d− h
and j + 1 ∼ 2d − j ∼ 2d + j + 1 ∼ 4d − j. Without loss of generality, say h < j, but then
2d+h+ 1 < 2d+ j+ 1 and there would be a crossing h < j < 2d+h+ 1 < 2d+ j+ 1 (if j < h,
then 2d− j < 2d− h and there would be the crossing j < h < 2d− j < 2d− h). After having
formed the 4-block (say, h+ 1 ∼ 2d−h ∼ 2d+h+ 1 ∼ 4d−h, for a given h = 0, . . . , d− 1), the
remaining 4(d− 1) elements have to be paired in such a way that there are no pairings within
a block of pi?. The only possibility is then determined by the conditions:
1. j ∼ 2d− j + 1, for j = h+ 2, . . . , d;
2. j ∼ 4d− j + 1, for j = 1, . . . , h;
3. 2d+ j ∼ 2d− j + 1, for j = 1, . . . , h;
4. 2d+ j ∼ 4d− j + 1, for j = h+ 2, . . . , d,
or, equivalently, for j = 1, . . . , d, the element ρj ∈ NC?2,4(d⊗4) is determined by the following
conditions:
- the 4-block is determined by j ∼ 2d− j + 1 ∼ 2d+ j ∼ 4d− j + 1;
- the pairings are determined by:
- h ∼ 4d− h+ 1 and 2d+ h ∼ 2d− h+ 1, for h = 1, . . . , j − 1,
- h ∼ 2d− h+ 1, for h = j + 1, . . . , d;
- 3d+ h ∼ 3d− h+ 1, for h = 1, . . . , d− j,
yielding |NC?2,4(d⊗4)| = d.
2This difference with the formula in the classical setting is due to the fact that for every choice of the 4-block,
the remaining elements can be paired in exactly one non-crossing way.
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1b . . .hbh+1b h+2b . . .db d+1b . . .2d-h-1b 2d-hb 2d-h+1b . . . 2db 2d+1b . . .2d+hb 2d+h+1b 2d+h+2b . . . 3db 3d+1b . . .4d-h-1b 4d-hb 4d-h+1b . . .4db
Figure 4.1: Diagram of ρh+1, for h = 0, . . . , d− 1
Therefore, the moment-cumulant formula applied to ϕ
(
Yi1 · · ·Yid · · ·Yi2d · · ·Yi3d · · ·Yi4d
)
can be
rewritten as:
ϕ
(
Yi1 · · ·Yid · · ·Yi2d · · ·Yi3d · · ·Yi4d
)
=
∑
σ∈NC2([4d])
σ∧pi?=0ˆ
∏
{r,s}∈σ
ϕ(YirYis) +
d∑
j=1
κρj ,
where:
κρj = κ4(Yij , Yi2d−j+1 , Yi2d+j , Yi4d−j+1)
d−j∏
h=1
ϕ(Yi3d+hYi3d−h+1)
d∏
h=j+1
ϕ(YihYi2d−h+1)
j−1∏
h=1
ϕ(YihYi4d−h+1)ϕ(Yi2d+hYi2d−h+1).
The vanishing property of cumulants of freely independent random variables then entails that
ϕ
(
Yi1 · · ·Yid · · ·Yi2d · · ·Yi3d · · ·Yi4d
) 6= 0 if and only if Ker(i) ∈ NC?2(d⊗4), in which case equals
1, or Ker(i) ∈ NC?2,4(d⊗4), in which case equals κ4(Y ), where i = (i1, . . . , i4d). Moreover, the
Wick formula for semicircular elements establishes that:
ϕ(Si1 · · ·Sid · · ·Si4d) =
∑
σ∈NC?2(d⊗4)
∏
{r,t}∈σ
ϕ(SirSit) =
∑
σ∈NC?2(d⊗4)
∏
{r,t}∈σ
ϕ(YirYit),
yielding
ϕ
(
QY(f)
4
)
= ϕ
(
QS(f)
4
)
+ κ4(Y )
d∑
j=1
∑
i∈[n]4d
Ker(i)=ρj
f⊗4(i), (4.2.2)
where, if i ∈ [n]4d, with Ker(i) = ρj ,
f⊗4(i) = f(i1, . . . , ij−1, ij , ij+1, . . . , id)f(id, . . . , ij+1, ij , i2d−j+2, . . . , i2d)
f(i2d, . . . , i2d−j+2, ij , i2d+j+1, . . . , i3d)f(i3d, . . . , i2d+j+1, ij , ij−1, . . . , i1).
Note that, for h = 0, . . . , d − 1, the restriction of ρh+1 to its pairings corresponds naturally to
the partition σh ∈ NC?2((d− 1)⊗4), determined by the matchings:
1. j ∼ 2(d− 1)− j + 1, for j = h+ 1, . . . , d− 1;
2. j ∼ 4(d− 1)− j + 1, for j = 1, . . . , h;
3. 2(d− 1) + j ∼ 2(d− 1)− j + 1, for j = 1, . . . , h;
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4. 2(d− 1) + j ∼ 4(d− 1)− j + 1, for j = h+ 1, . . . , d− 1.
1b . . .hb h+1b . . .d-1b db . . .2d-h-2b 2d-h-1b. . . 2d-2b 2d-1b . . .2d-2+hb 2d-1+hb . . . 3d-3b 3d-2b . . .4d-4-hb 4d-3-hb. . . 4d-4b
Figure 4.2: Diagram of σh, h = 0, . . . , d− 1
Therefore, a bijection σh 7−→ ρh+1 is determined by inserting in the diagram of σh, a block of
cardinality 4, with elements between h and h + 1, 2d − h − 2 and 2d − h − 1, 2d − 2 + h and
2d− 1 + h, 4d− 4− h and 4d− 3 + h, in such a way that the diagram of ρh+1 is recovered (in
particular, then, |NC?2((d− 1)⊗4)| = |NC?2,4(d⊗4)| = d). Therefore,
ϕ
(
QY(fn)
4
)
= ϕ
(
QS(fn)
4
)
+ κ4(Y )
d∑
j=1
∑
i∈[n]4d
Ker(i)=ρj
f⊗4n (i)
= ϕ
(
QS(fn)
4
)
+ κ4(Y )
d−1∑
h=0
∑
i∈[n]4d
Ker(i)=ρh+1
f⊗4n (i).
In conclusion, observe that every i ∈ [n]4d, with Ker(i) = ρh+1, is uniquely determined by the
value k := ih+1 = i2d+h+1 = i2d−h = i4d−h, corresponding to the 4-block, and by the sub-vector
j ∈ [n]4(d−1) with Ker(j) = σh, from which it follows that:
ϕ
(
QY(f)
4
)
= ϕ
(
QS(f)
4
)
+ κ4(Y )
d−1∑
h=0
∑
i∈[n]4d
Ker(i)=ρh+1
f⊗4(i)
= ϕ
(
QS(f)
4
)
+ κ4(Y )
n∑
k=1
d−1∑
h=0
∑
j∈[n]4(d−1)
Ker(j)=σh
f(k, ·)⊗4(j)
= ϕ
(
QS(f)
4
)
+ κ4(Y )
n∑
k=1
ϕ
(
QS(f(k, ·))4
)
.
Thanks to formula (4.2.1), it is now possible to prove Theorem 4.2.1.
Proof. Let S = {Si}i≥1 be a sequence of freely independent standard semicircular random
variables, and assume that κ4(QY(fn)) = ϕ(QY(fn)
4) − 2 → 0 as n → ∞. Keeping in mind
that κ4(QS(fn)) = ϕ(QS(fn)
4) − 2 is positive (see (0.3.4)), the assumption ϕ(Y 4) ≥ 2 entails
that:
κ4(QY(fn)) = ϕ(QY(fn)
4)− 2 ≥ ϕ(QS(fn)4)− 2,
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and, in turn, ϕ(QS(fn)
4)→ 2. Here, Theorem 2.1.1 applies implying that QS(fn) Law−→ S(0, 1),
and finally Theorem 1.1.13 yields the desired conclusion QY(fn)
Law−→ S(0, 1). The reverse impli-
cation, that is, QY(fn)
Law−→ S(0, 1)⇒ κ4(QY(fn))→ 0, holds trivially because the convergence
in law, in the free case, is exactly the convergence of all the moments (equivalently, all the
cumulants).
Remark 4.2.4. In order to generalize, in the free probability setting, the technique of the mix-
tures used in Subsection 3.3.1, one should consider a sequence {Zi}i≥1 of freely independent
random variables, freely independent of {Si}i≥1 in such a way that the Zi’s and the Sj ’s com-
mute (to suitably handle the conditional expectation). But this is possible only if Zi has
vanishing variance (see [72, Lecture 5]).
4.2.1 The non identically distributed case
Even in the present non-commutative framework, the choice of dealing with homogeneous sums
in identically distributed entries is made just to ease the notation: indeed, the findings proved
with Theorem 4.2.1 admit a generalization in the case the sequence Y = {Yi}i≥1 is composed
of freely independent centered random variables, with unit variance, possibly non identically
distributed, but the starting point would be an inequality rather than an equality.
For every n ≥ 1, set βn = min
i=1,...,n
κ4(Yi), and assume that there exists β > 0 such that
inf
n≥1
βn > β. Repeating the reasoning that led to the proof of formula (4.2.1), and recalling that
for j = 1, . . . , d, ρj denotes the partition whose only 4-block is determined by the condition
j ∼ 2d− j + 1 ∼ 2d+ j ∼ 4d− j + 1, it follows that:
ϕ(QY(fn)
4)− 2 = ϕ(QS(fn)4)− 2 +
d∑
j=1
∑
i∈[n]4d
Ker(i)=ρj
κ4(Yij )f
⊗4
n (i)
> ϕ(QS(fn)
4)− 2 + βn
n∑
k=1
d−1∑
h=0
∑
i∈[n]4(d−1)
Ker(i)=σh
fn(k, ·)⊗4(i)
> ϕ(QS(fn)
4)− 2 + β
n∑
k=1
ϕ(QS(fn(k, ·))4), (4.2.3)
where σh is the restriction of ρh+1 to its pairings. In particular, the estimate in (4.2.3) applies
whenever κ4(Yi) > 0 for all i ≥ 1.
Theorem 4.2.5. Let the above notations and assumptions prevail. Then, ϕ
(
QY(fn)
4
) −→ 2
is a necessary and sufficient condition for the convergence QY(fn)
Law−→ S(0, 1). Moreover,
QY(fn)
Law−→ S(0, 1) implies QZ(fn) Law−→ S(0, 1) for every sequence Z = {Zi}i≥1 of freely
independent random variables, non necessarily i.i.d., satisfying Assumption (1).
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Proof. Assume that ϕ(QY(fn)
4) − 2 → 0 as n → ∞. Since β > 0 and ϕ(QS(fn)4) − 2 > 0,
the inequality (4.2.3) implies ϕ(QS(fn)
4) − 2 −→ 0. The conclusion then follows by applying
Theorems 1.1.13 and 2.1.1 of Part I.
In particular, since ϕ(Un(S)
4) ≥ 2 for every n ≥ 1, Theorem 4.2.5 allows us to recover Corol-
laries 2.2.6, 2.2.7 for Chebyshev sums in semicircular entries.
4.2.2 Free Poisson approximations of homogeneous sums
Assume that d ≥ 2 is even. By virtue of Theorem 2.1.2 and Lemma 2.2.1, QS(fn) Law−→ Z(λ)
implies the asymptotic vanishing of the influence functions τn(fn)→ 0. Moreover, homogeneous
sums QS(fn) are universal at the order d also as to Z(λ)-approximations: see Corollary 2.2.7
in Part I.
If f is an admissible kernel as in Definition 4.1.1, then ϕ
(
QY(f)
3
)
= ϕ
(
QS(f)
3
)
: indeed, if
NC>0([3d]) denotes the set of non-crossing partitions of [3d] with no singleton, then
|NC?>0(d⊗3)| = |NC?2(d⊗3)|.
Therefore, assuming that ϕ
(
QY(f)
2
)
= ϕ
(
QS(f)
2
)
= λ > 0, from (4.2.1) it follows that:
ϕ(QY(f)
4)− 2ϕ(QY(f)3)− (2λ2 − λ) = ϕ(QS(f)4)− 2ϕ(QS(f)3)− (2λ2 − λ)
+ κ4(Y )
n∑
k=1
ϕ(QS(k, ·)4) (4.2.4)
From formula (4.2.4), Theorem 2.1.2 can be generalized to a Fourth Moment Theorem for
homogeneous sums in freely independent copies of any centered random variable Y , with unit
variance, and such that κ4(Y ) ≥ 0, providing the analogous of Theorem 4.2.1 with respect to
the Free Poisson limit.
Theorem 4.2.6. Let d ≥ 2 be even. If Y satisfies Assumption (1) and κ4(Y ) ≥ 0, for every
sequence of admissible kernels fn : [n]
d → R, with ϕ(QY(fn)2) → λ, the following statements
are equivalent in the limit as n→∞:
(i) QY(fn)
Law−→ Z(λ);
(ii) ϕ
(
QY(fn)
4
)− 2ϕ(QY(fn)3) −→ ϕ(Z(λ)4)− 2ϕ(Z(λ)3) = 2λ2 − λ.
Besides, the law of Y is universal for free Poisson approximations of homogeneous sums at
the order d, that is, QY(fn)
Law−→ Z(λ) implies QZ(fn) Law−→ Z(λ) for every other sequence
Z = {Zi}i≥1 of freely independent random variables, satisfying Assumption (1).
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Remark 4.2.7. Let T denote a Tetilla distributed free random variable on a fixed W ?-probability
space. Once a combinatorial formula for the sixth moment of a homogeneous sum QY(f) is
provided, in the spirit of formula (4.2.1), a similar approach could lead to a Fourth Moment
type statement for the Tetilla approximation of homogeneous sums, extending the results in
[32, Theorem 1.1], where the authors proved that, for a sequence of (mirror) symmetric kernels
fn : [n]
d → R, the conditions ϕ(QS(fn)6)→ ϕ(T 6) and ϕ(QS(fn)4)→ ϕ(T 4), are sufficient for
the Tetilla approximation of the sequence QS(fn).
Example 4.2.8.
1. Every random variable Y , satisfying Assumption (1), and whose law is infinitely divisible
with respect to the additive free convolution, satisfies κ4(Y ) = ϕ(Y
4) − 2 ≥ 0. Indeed,
by definition, for every integer n ∈ N, there exist freely independent and identically dis-
tributed random variables Y1,n, . . . , Yn,n, such that Y
Law
= Y1,n + Y2,n + · · ·+ Yn,n, which
yields κ4(Y ) = nκ4(Y1,n) due to the additivity of cumulants. Moreover, for every random
variable Z, satisfying Assumption (1), κ4(Z) = ϕ(Z
4)−2 ≥ −1 (since ϕ(Z4) ≥ 1). There-
fore, if κ4(Y ) < 0, for n large enough one would find κ4(Y ) < −1, which is impossible.
Hence, every freely infinitely divisible law satisfies the Fourth Moment Theorem (and the
universality) as to semicircular and free Poisson approximations, at any order d ≥ 2.
2. For k ≥ 1, if Uk(x) denotes the k-th Chebyshev polynomial (of the second kind) and
S ∼ S(0, 1), then:
ϕ[Uk(S)
4] = |NC?2(k⊗4)| ≥ 2 .
Therefore, Uk(S) satisfies the Fourth Moment Theorem and is universal at any order
d ≥ 2. Note that the universality of the law of Uk(S) for semicircular (and free Poisson)
approximations of homogeneous sums has been also obtained in Part I.
3. Let T be a Tetilla distributed random variable, namely T Law= 1√
2
(S1S2 + S2S1), where
S1, S2 are freely independent standard semicircular random variables. Since κ4(T ) = 12 ,
T satisfies both the Fourth Moment Theorem and the universality property for semicir-
cular approximations of homogeneous sums, at any order d ≥ 2, and for free Poisson
approximations when d is even (see [32]).
4. Let X ∼ Gq(0, 1), with Gq(0, 1) denoting the q-Gaussian distribution [18, 31]. Then,
κ4(X) = ϕq(X
4) − 2 = q, and hence, if q ∈ [0, 1], X satisfies the Fourth Moment The-
orem and the law Gq(0, 1) is universal (at any order d ≥ 2) (see [31, Theorem 3.1 and
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Proposition 3.2] for the general Fourth Moment Theorem for integrals with respect to a
q-Brownian motion of symmetric kernels, for non-negative values of q). Equivalently, the
fourth moment and the universality phenomena for X can be alternatively deduced from
the fact that, for positive values of q, the q-Gaussian distribution is also freely infinitely
divisible [7].
4.2.3 The quadratic case
Similarly to the classical setting, the condition ϕ(Y 4) ≥ 2 might not be the best in every
dimension d. This is the case, for instance, when d = 2. Indeed, the multiplication formula for
Wigner stochastic integrals (0.3.3) entails that formula (4.2.1) can be rewritten as:
ϕ
(
QY(fn)
4
)
= 2 + ‖fn
1
a fn‖2 + κ4(Y )
n∑
k=1
ϕ
(
QS(fn(k, ·))4
)
,
where:
- ‖fn
1
a fn‖2 =
n∑
i,j=1
(
n∑
k=1
fn(i, k)fn(k, j)
)2
;
- ϕ
(
QS(fn(k, ·))4
)
= 2
n∑
i,j=1
fn(i, k)
2fn(k, j)
2.
Then, the chain of inequalities:
ϕ
(
QY(fn)
4) = 2 + n∑
i,j=1
( n∑
k=1
fn(i, k)fn(k, j)
)2
+ 2κ4(Y )
n∑
k=1
n∑
i,j=1
fn(i, k)
2fn(k, j)
2
≥ 2 +
n∑
i=1
( n∑
k=1
fn(i, k)
2
)2
+ 2κ4(Y )
n∑
k=1
n∑
i,j=1
fn(i, k)
2fn(k, j)
2
= 2 +
n∑
i=1
( n∑
k=1
fn(i, k)
2
)2(
1 + 2κ4(Y )
)
, (4.2.5)
provides that, if κ4(Y ) > − 12 (or equivalently ϕ(Y 4) > 32 ), then ϕ
(
QY(fn)
4
)− 2 > 0.
Proposition 4.2.9. Let Y be a random variable verifying Assumption (1). Then, if ϕ(Y 4) > 32
(or, equivalently, κ4(Y ) > − 12), Y satisfies the quadratic Fourth Moment Theorem. Besides,
the law of X is universal at the order d = 2, for semicircular and free Poisson approximation
of quadratic homogeneous sums.
Proof. Given a sequence of admissible kernels fn, assume that ϕ
(
QY(fn)
4
) → 2 as n → ∞.
Then, from (4.2.5), it follows that:
αn =
n∑
i=1
( n∑
k=1
fn(i, k)
2
)2
=
n∑
k=1
ϕ
(
QS(fn(k, ·))4
)→ 0.
Finally, considering the limit in equation (4.2.1), it follows that ϕ(QS(fn)
4) → 2, and then
Theorems 2.1.1 and 1.1.13 provide together that QY(fn)
Law−→ S(0, 1).
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Despite the stronger sufficient condition ϕ(Y 4) > 32 for the validity of the quadratic Fourth
Moment Theorem, no inference can be fruitfully done to claim its optimality nor even its being
necessary. This problem will absorb the bulk of the next chapter.
4.3 Multidimensional CLT in the free setting
In [83, Theorem 1.3], the free counterpart to the findings in [90, Proposition 2] was achieved,
showing that, for semicircular approximations on the Wigner Chaos, joint convergence is equiv-
alent to componentwise convergence (see Theorem 2.2.2 in Part I).
Combining Theorem 1.2.1 (see Part I), applied for hi = 1 for every i = 1, . . . , d and d ≥ 2, and
Theorem 4.3.1, it is possible to extend Theorem 2.2.2 to all random variables with non-negative
free kurtosis, providing the free counterpart to Theorem 3.2.14.
Theorem 4.3.1. Fix m ≥ 1 and d ≥ 2. Let Y = {Yi}i≥1 be a sequence of freely inde-
pendent copies of a random variable Y , verifying Assumption (1) and ϕ(Y 4) ≥ 2. For ev-
ery j = 1, . . . ,m, let QY (f
(j)
n ) be a sequence of homogeneous polynomials of degree d, with
f
(j)
n : [n]d → R symmetric admissible kernels, such that:
lim
n→∞ϕ
(
QY (f
(j)
n )QY (f
(i)
n )
)
= Ci,j ∀i, j = 1, . . . ,m.
If C = (Ci,j)i,j=1,...,m is a real-valued, positive definite, symmetric matrix, and (s1, . . . , sm)
denotes a semicircular system with covariance determined by C, the following statements are
equivalent as n→∞:
(i) QY (f
(j)
n )
Law−→ sj for every j = 1, . . . ,m;
(ii) (QY (f
(1)
n ), . . . , QY (f
(m)
n ))
Law−→ (s1, . . . , sm).
Proof. It is sufficient to prove that (i) ⇒ (ii), since the reverse implication always holds.
Assume that (i) occurs. Under the assumption ϕ(Y 4) ≥ 2, and by virtue of Theorem 4.2.1, Y
satisfies the Fourth Moment Theorem and its law is universal for semicircular approximations of
homogeneous sums, at the given order d. In particular, QS(f
(j)
n )
Law−→ sj for every j = 1, . . . ,m;
besides, from Theorem 1.1.13 in Part I, τ
(j)
n = max
i=1,...,n
Infi(f
(j)
n ) −→ 0 for every j = 1, . . . ,m.
Since:
ϕ
(
QY (f
(j)
n )QY (f
(i)
n )
)
= ϕ
(
QS(f
(j)
n )QS(f
(i)
n )
) ∀i, j = 1, . . . ,m
by virtue of Theorem 1.2.1 it follows that (QS(f
(1)
n ), . . . , QS(f
(m)
n )) and (QY (f
(1)
n ), . . . , QY (f
(m)
n ))
are asymptotically close in distribution. Hence, the conclusion follows by Theorem 2.2.2.
In [83, Theorem 1.6], the authors established the following transfer principle for the multidi-
mensional CLT between Wiener and Wigner Chaos, here recalled only for homogeneous sums.
94
4.3. Multidimensional CLT in the free setting
Theorem 4.3.2. Let d ≥ 1 and m ≥ 1 be fixed integers, and let C = (Ci,j)i,j=1,...,m be a
real-valued, positive definite, symmetric matrix. For every j = 1, . . . ,m, let f
(j)
n : [n]d → R be
an admissible kernel, and assume that, for every i, j = 1, . . . ,m:
ϕ(QS(f
(i)
n )QS(f
(j)
n ))→ Ci,j ,
E[QN (f (i)n )QN (f (j)n )]→ d!Ci,j ,
where S denotes a sequence of freely independent, standard semicircular random variables,
and N denotes a sequence of independent, standard Gaussian random variables. Then, if
(s1, . . . , sm) denotes a semicircular system, with covariance given by C, and N (0, C) denotes
the multivariate normal distribution of covariance C, the following statements are equivalent as
n→∞:
(i) (QS(f
(1)
n ), . . . , QS(f
(m)
n ))
Law→ (s1, . . . , sm)
(ii) (QN (f
(1)
n ), . . . , QN (f
(m)
n ))
Law→ d!N (0, C).
Thanks to Theorems 3.2.14 and 4.3.1, Theorem 4.3.2 can be completely generalized to a transfer
principle, for central convergence, between homogeneous sums 1√
d!
QX(fn), with X satisfying
Assumption (2) and with non-negative kurtosis, over a classical probability space, and free
homogeneous sums QY(fn), with Y satisfying Assumption (1) and with non-negative free
kurtosis, over a free probability space (A, ϕ).
Theorem 4.3.3. Let X be a random variable (in the classical sense), satisfying Assumption
(2) and such that E[X4] ≥ 3, and Y be a free random variable satisfying Assumption (1) and
ϕ(Y 4) ≥ 2. Let m ≥ 1, and f (j)n : [n]d → R, with d ≥ 2, be a symmetric admissible kernel as in
Definition 4.1.1 for every j = 1, . . . ,m, such that
lim
n→∞ϕ
(
QY(f
(i)
n )QY(f
(j)
n )
)
=
1
d!
lim
n→∞E[QX(f
(i)
n )QX(f
(j)
n )] = Ci,j , ∀i, j = 1, . . . ,m,
with C = (Ci,j)i,j=1,...,m real-valued, positive definite, symmetric matrix. Then the following
conditions are equivalent as n→∞:
(i)
( 1√
d!
QX(f
(1)
n ), . . . ,
1√
d!
QX(f
(m)
n )
) Law−→ N (0, C);
(ii)
(
QY(f
(1)
n ), . . . , QY(f
(m)
n )
) Law−→ (s1, . . . , sm),
with (s1, . . . , sm) denoting a semicircular system with covariance determined by C.
Proof. Assume first that (i) holds: then, for every j = 1, . . . ,m,
1√
d!
QX(f
(j)
n )
Law−→ N (0, Cj,j),
implying, by virtue of Theorem 3.2.1, that 1√
d!
QN(f
(j)
n )
Law−→ N (0, Cj,j). By virtue of Theo-
rem 3.2.13, then, we have the joint convergence ( 1√
d!
QN(f
(1)
n ), . . . ,
1√
d!
QN(f
(m)
n ))
Law−→ N (0, C),
which is, in turn, equivalent to the joint convergence
(
QS(f
(1)
n ), . . . , QS(f
(m)
n )
) Law−→ (s1, . . . , sm),
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By virtue of [83, Theorem 1.6]. Finally, Theorem 2.2.2 implies that QY(f
(j)
n )
Law−→ sj and the
conclusion follows by Theorem 4.3.1.
To prove the reverse implication, start with Theorem 4.2.1 and consider Theorem 3.2.14 instead
of Theorems 3.2.1 and 4.3.1, respectively.
Remark 4.3.4. As remarked in Chapter 3, Theorem 3.2.1 does not fit the Poisson homogeneous
Chaos, due to the necessity of working under the assumption E[X3] = 0. In view of the Transfer
principle provided with Theorem 4.3.3, this failure accounts for the lack of a Transfer principle,
for central convergence, between classical and free Poisson Chaos, as highlighted with a coun-
terexample in [17].
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Chapter 5
The threshold problem
In view of Theorem 3.2.1 (respectively, Theorem 4.2.1 in non-commutative probability spaces),
a random variable having non-negative kurtosis (customarily called leptokurtic) satisfies the
Fourth Moment Theorem and the universality principle for normal (resp. semicircular) approx-
imations of homogeneous sums at every order d ≥ 2.
On the other hand, no further information about the optimality of such conditions for a fixed
d can be inferred from the tools so far developed, and no conclusion can be drawn about the
condition being also necessary. More precisely, when speaking of an optimal threshold at the
order d, it is meant the smallest real number rd such that E[X4] ≥ rd (resp. ϕ(Y 4) ≥ rd) is a
necessary and sufficient condition for QX(fn) (resp. QY(fn)) to satisfy a CLT under the only
condition that E[QX(fn)4]→ 3 (resp. ϕ(QY(fn)4)→ 2).
The first logical step to accomplish in order to determine the threshold in every dimension d ≥ 2
is the prove of its existence. Once this goal is achieved, several questions arise: for instance,
are the thresholds increasing (namely, rd < rd+1 for every d)? If this is the case, which is their
supremum? Might it be 3? Unfortunately, so far it has been possible to establish only the
existence of the optimal threshold rd in every dimension d ≥ 2.
Despite the main results proved in Chapter 3 and 4 have been reached following similar ap-
proaches, to discuss the threshold problem it will be necessary to adopt different strategies
within the two settings. In particular, the result achieved in the classical probability setting is
weaker than the one in the non commutative framework, in the sense that the existence of the
threshold for the Fourth Moment Theorem is determined under the hypothesis of universality.
On the other hand, in the classical setting it is possible to provide a dimension-free lower bound
for the thresholds rd’s.
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5.1 Threshold in the classical setting
Few auxiliary statements are needed for the proof of the main theorem of the section: Theorem
5.1.5.
Proposition 5.1.1. Assume that X is universal and satisfies the Fourth Moment Theorem at a
fixed order d ≥ 2. Then, either χ4(QX(f)) < 0 for every admissible kernel f , or χ4(QX(f)) > 0
for every admissible kernel f .
Proof. The proof is divided into two steps.
Step 1: First, note that if X satisfies both the Fourth Moment Theorem and the universality
property, then χ4(QX(f)) 6= 0 for every admissible kernel f . Indeed, if there exists f such
that χ4(QX(f)) = 0, then the constant sequence QX(f) will be normally distributed,
and then, the universality of X would yield QN(f)
Law
= N (0, 1), which is absurd, because
random variables living in Wiener Chaoses of order d ≥ 2 cannot be normally distributed
(see, (0.2.5), or [77, Corollary 5.2.11]).
Step 2: Assume that there exist two admissible kernels f0 and f1 such that E[QX(f0)4] > 3 and
E[QX(f1)4] < 3, and consider, for every t ∈ [0, 1], the admissible kernel
ft =
tf1 + (1− t)f0√
E[(tQX(f1) + (1− t)QX(f0))2]
.
Since χ4
(
QX(f1)
)
< 0 and χ4
(
QX(f0)
)
> 0, there exists t? ∈ (0, 1) such that
χ4
(
QX(ft?)
)
= 0, which contradicts the conclusion of the first step. To establish which
case applies, it is enough to check for QX(f) = X1 · · ·Xd.
Remark 5.1.2 (The Rademacher Chaos). In [80, Proposition 4.6], the authors provided the
quadratic Fourth Moment Theorem when E[X4] = 1, that is, for elements in the Rademacher
chaos of order 2 (the case d ≥ 3 is still open). Nevertheless, the reader should keep in mind
that Rademacher chaos is not universal (see, for instance, [80]), and hence such result is not
in contrast with the forthcoming Theorem 5.1.5. Therefore, for the present discussion, it is
legitimate to exclude the case E[X4] = 1, corresponding to Rademacher random variables.
Remark 5.1.3. If E[X4] > 1, it is always possible to consider a homogeneous sum with positive
fourth cumulant. Indeed, for n ∈ N large enough, and the fixed d ≥ 2, set N := 1+(n−1)(d−1),
and consider the homogeneous polynomial:
QX(gN ) =
X1√
n− 1
( n−1∑
j=1
d∏
l=2
X(j−1)(d−1)+l
)
=
N∑
i1,...,id=1
gN (i1, . . . , id)Xi1 · · ·Xid ,
with
gN (i1, . . . , id) =
1
d!
√
n− 1
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if {i1, . . . , id} = {1, (j − 1)(d − 1) + 2, . . . , (j − 1)(d − 1) + d} for a certain j = 1, . . . , n − 1,
and gN (i1, . . . , id) = 0 otherwise. Note that gN is an admissible kernel, since gN (i1, . . . , id) =
gN (iσ(1), . . . , iσ(d)), for every σ ∈ Sd, and every {i1, . . . , id} ⊂ [N ], it is suitably normalized,
and vanishes on diagonals, by definition. A direct computation, then, provides:
E[QX(gN )4] = E[X4]
(
3 +
E[X4]d−1 − 3
n− 1
)
−→
n→∞ 3E[X
4] > 3.
Proposition 5.1.4. Let X satisfy the Fourth Moment Theorem and the universality property
at the order d ≥ 2. Then, necessarily, E[X4] > d√3.
Proof. As a consequence of Proposition 5.1.1, E[X4] 6= d√3 (otherwise, for QX(f) = X1 · · ·Xd,
one would have χ4(QX(f)) = 0). By contradiction, assume that E[X4] ∈ (1, d
√
3). Then, for
QX(f) = X1 · · ·Xd, E[QX(f)4] < 3, and hence E[QX(g)4] < 3 for any other admissible kernel
g, which contradicts the previous remark. In conclusion, if E[X4] < d
√
3, X cannot satisfy the
Fourth Moment Theorem.
Theorem 5.1.5. For every d ≥ 2, there exists a real number rd ∈ ( d
√
3, 3] such that, for any
centered random variable X satisfying Assumption (2), that is universal (for normal approxi-
mations of homogeneous sums, at the order d), the following are equivalent:
1. X satisfies the Fourth Moment Theorem at the order d;
2. E[X4] ≥ rd.
Proof. Assume that X satisfies the Fourth Moment Theorem. Then, as a consequence of the
above discussion, E[QX(f)4] > 3 for every admissible kernel f . Let Z be a random variable
satisfying Assumption (2) as well as E[Z4] ≥ E[X4]: to obtain the existence of the desired
threshold rd, it is enough to show that Z satisfies the Fourth Moment Theorem as well. The
proof involves several steps, considering mixtures between X and a suitable random variable T .
Before starting, it is convenient to adapt Definition 3.1.3 to sequences of homogeneous sums
with kernels having non-constant normalizations. Let fn : [n]
d → R be a sequence of symmetric
and vanishing on diagonals kernels, such that E[QX(fn)2] = σ2n <∞ for all n ≥ 1. If lim
n→∞σ
2
n =
σ2 > 0, then we shall say that X satisfies the CFMTd if the convergence
χ4(QX(fn)) = E[QX(fn)4]− 3E[QX(fn)2]2 → 0
implies, as n → ∞, QX(fn) Law→ N (0, σ2). In particular, Proposition 5.1.1 still holds when
dropping the unit normalization for admissible kernels.
Step 1: Consider a random variable T , independent of X, with values in [x,∞[ for some x > 0
and with E[T 2] = 1 and E[T 4] = E[Z4]/E[X4] (the existence of T is ensured by Lemma
3.3.1). Let X = {Xi}i≥1, T = {Ti}i≥1, Z = {Zi}i≥1 be sequences of independent copies
of X, T and Z, respectively, such that X,T and Z are independent between each others.
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Step 2: Set QTX(fn) =
n∑
i1,··· ,id=1
fn(i1, · · · , id)(Ti1Xi1) · · · (TidXid). From Step 1 it follows that
E[QTX(fn)2] = 1 and E[QTX(fn)4] = E[QZ(fn)4]. Moreover, one can write:
E[QZ(fn)4]− 3 = E
[
E[QTX(fn)4|T ]− 3
]
= E
[
E[QTX(fn)4|T ]− 6E[QTX(fn)2|T ] + 3
]
= E
[(
E[QTX(fn)4|T ]− 3E[QTX(fn)2|T ]2
)
+ 3
(
E[QTX(fn)2|T ]− 1
)2]
(5.1.1)
As already underlined, since X satisfies the Fourth Moment Theorem, χ4(QTX(gn)) > 0
for every sequence of admissible kernels: in particular, almost surely in {Ti}i≥1 and due
to the independence between T and X, it holds true that:
χ4(E[QTX(fn)|T ]) = E[QTX(fn)4|T ]− 3E[QTX(fn)2|T ]2 > 0.
Therefore, from 5.1.1, if E[QZ(fn)4]→ 3 as n →∞ and up to extracting a subsequence,
almost surely in {Ti}i≥1 it holds true that:
E[QTX(fn)2|T ] −→
n→∞ 1,
E[QTX(fn)4|T ] −→
n→∞ 3. (5.1.2)
Step 3: Since X satisfies the Fourth Moment Theorem, from (5.1.2) it follows that, T -a.s.
QTX(fn)
Law−−−−→
n→∞ N (0, 1).
Since X is assumed to be universal, by Theorem 3.1.5, it follows that, almost surely in
{Ti}i≥1,
max
i1=1,...,n
n∑
i2,··· ,id=1
fn(i1, i2, · · · , id)2(Ti1 · · ·Tid)2 −−−−→n→∞ 0.
Finally, being Ti ≥ x > 0 for all i, one has:
τn := max
i1=1,...,n
n∑
i2,...,id=1
fn(i1, . . . , id)
2 −−−−→
n→∞ 0.
Then, as in the proof given in Subsection 3.3.1, de Jong’s Criterion, ensures that Z sat-
isfies the Fourth Moment Theorem as well. Besides, the law of Z is universal.
Step 4: In conclusion, the desired threshold rd is given as the smallest real number t ∈ ( d
√
3, 3]
such that there exists X satisfying Assumption (2), the Fourth Moment Theorem and
the universality property at the order d, and such that E[X4] = t.
Remark 5.1.6. To relax Assumption (2), it would be necessary to prove the existence of a
random variable T such E[Zi] = E[T i]E[Xi] for i = 1, 2, 3, 4, whatever are the third moments
of Z and of X (in this regard, see Remark 3.3.3).
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5.2 Threshold in the free setting
The problem under consideration in the present section is the free counterpart to the questions
analysed in Section 5.1.
Compared to the commutative setting, here the linearity in the fourth cumulant of formula
(4.2.1) allows a simpler argument to derive the existence of the threshold for the fourth moment,
with the advantage that there will be no need in putting the extra assumption on the universality
of Y . On the other hand, since the technique of the mixtures would be trivial in this setting (see
Remark 4.2.4), a different approach would be nevertheless required to reach the free counterpart
of Theorem 5.1.5. Conversely, since formula (3.2.1) is not linear in χ4(X), the following strategy
cannot be adapted for the determination of the threshold in the classical case.
Remark 5.2.1. For every sequence Y = {Yi}i≥1 of identically distributed, freely independent
random variables satisfying Assumption (1), if d ≥ 2, it is always possible to exhibit a sequence
QY(gn), with gn admissible kernel according to Definition 4.1.1, and with strictly positive fourth
cumulant. Indeed, for every n ∈ N and every i = 1, . . . , d, set:
Z(i)n =
1√
n
n∑
j=1
Y(i−1)d+j ,
and consider the homogeneous sum (with admissible kernel gn, say):
QY(gn) =
1
d!
∑
σ∈Σd
Z(σ(1))n · · ·Z(σ(d))n .
Then, according to the free CLT (see, for instance, [72, Theorem 8.10]) Z
(i)
n
Law−→
n→∞ S
(i) ∼ S(0, 1)
for every i = 1, . . . , d, with the S(i)’s freely independent: finally, the multidimensional CLT (see
[72, Theorem 8.17]) assures that QY(gn) converges in law to an element in the d-th Wigner
Chaos.
Theorem 5.2.2. For any d ≥ 2, there exists sd ∈]1, 2] such that, for every random variable
Y ∈ A, with ϕ(Y ) = 0, ϕ(Y 2) = 1, the following statements are equivalent:
(i) Y satisfies the Fourth Moment Theorem at the order d;
(ii) ϕ(Y 4) ≥ sd.
Proof. The proof is divided into 3 steps.
Step 1: Let t ∈]1, 2] be such that for all Y ∈ A satisfying Assumption (1) the following implication
holds (
ϕ(Y 4) = t
)
⇒ Y satisfies the Fourth Moment Theorem
(Theorem 4.2.1 hints the existence of such t: indeed, at the worst, t = 2, but, for instance,
when d = 2, t can be chosen to be any real number in ( 32 , 2]).
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Then, κ4(QY(f)) is constant in sign, no matter the admissible kernel f : indeed, assume
that there exists an admissible kernel f such that κ4(QY(f)) < 0, and consider an admis-
sible kernel g such that κ4(QY(g)) > 0. For every r ∈ [0, 1], consider the homogeneous
sum:
QY(fr) =
rQY(f) + (1− r)QY(g)√
ϕ
(
( rQY(f) + (1− r)QY(g) )2
) ,
such that f0 = g and f1 = f . Then, as for the proof of Proposition 5.1.1, there exists
r? ∈ (0, 1) such that the admissible kernel h := fr? verifies κ4(QY(h)) = 0. It follows that,
for every free random variable Z, centered and with unit variance, such that ϕ(Z4) =
ϕ(Y 4) = t, κ4(QZ(h)) = 0 as well. Since Z satisfies the Fourth Moment Theorem,
κ4(QZ(h)) = 0 entails that κp(QZ(h)) = 0 for any p ≥ 3.
Consider, then, the set Lt of random variables Z ∈ A, with ϕ(Z) = 0, ϕ(Z2) = 1 and
ϕ(Z4) = t, and set:
Et =
{
(a, b, c) ∈ R3
∣∣∣∃Z ∈ Lt : ϕ(Z3) = a, ϕ(Z5) = b, ϕ(Z6) = c}
=
{
(ϕ(Z3), ϕ(Z5), ϕ(Z6))
∣∣∣Z ∈ Lt}.
Since κ6(QZ(h)) = 0 for every Z ∈ Lt, Et has zero Lebesgue measure: indeed, by ex-
panding κ6(QZ(h)) = 0 as a multivariate polynomial Pt in ϕ(Z
3), ϕ(Z5), ϕ(Z6), it turns
out that Et ⊂ {(a, b, c)|Pt(a, b, c) = 0}. On the other hand, since the criterion of solv-
ability of the Hamburger’s moment problem is a necessary condition for the solvability of
the Hausdorff’s moment problem, if (a, b, c) ∈ Et, then in particular the Hankel matrix
Mt = (ϕ(Z
i+j))0≤i,j≤3 is positive definite (see [24, Theorem 6.1]). However, the set of
triplets (ϕ(Z3), ϕ(Z5), ϕ(Z6)) such that Mt is positive definite is a non-empty open subset
of R3 and has then positive Lebesgue measure (indeed, since Mt is positive definite, all
the upper-left minors are strictly positive1, that is:
det(Mt) =
1 0 1 a
0 1 a t
1 a t b
a t b c
> 0
Trivially, Ft := det(Mt) is a continuous function of a, b, c, and hence F
−1
t ((0,∞)) is an
open set of matrices with respect to the metric induced by a given matrix norm (or
precisely, the topology of the balls of such metrics). For instance, for the norm ‖ · ‖1 for
N -dimensional matrices, one has
d(A,B) = ‖A−B‖1 := max
j=1,...,N
N∑
i=1
|ai,j − bi,j |,
1This characterization is sometimes referred to as Sylvester’s criterion for the positive definiteness of matrices.
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and hence if bi,j is in a neighbourhood of ai,j for all i, j = 1, . . . , N , then B is in a neigh-
bourhood of A. Therefore, the open subset F−1t ((0,∞)) of the positive definite matrices
can be obtained by considering matrices whose entries are in open neighbourhoods of the
entries of Mt. Since such set of entries is an open subset of R3, it should have positive
Lebesgue measure. By contradiction, it follows that the existence of the admissible kernel
f is impossible. So, for any admissible kernel g, κ4(QY(g)) > 0.
Step 2: From the first step of the proof, κ4(QY(fn)) > 0 for every sequence of admissible kernels
fn. Then, every free random variable Z satisfying Assumption (1) and ϕ(Z
4) > t, satisfies
the Fourth Moment Theorem as well: indeed, by applying the formula (4.2.1) to Y and
Z and by taking the difference, one can write:
κ4(QZ(fn)) = κ4(QY(fn)) + (ϕ(Z
4)− t)
n∑
k=1
ϕ
(
QS(fn(k, ·))4
)
. (5.2.1)
Then, if κ4(QZ(fn)) −→ 0 as n→∞, from equation (5.2.1) it follows that
n∑
k=1
ϕ
(
QS(fn(k, ·))4
)→ 0
and, in turn, from the formula (4.2.1) written for Z, QS(fn)
Law−→ S(0, 1) as n→∞; finally,
Theorem 1.1.13 completes the proof. Besides, the law of Z is universal at the order d.
Step 3: In conclusion, the desired threshold sd is given as the smallest real number t ∈]1, 2]
such that there exists Y satisfying Assumption (1), ϕ(Y 4) = t, and the Fourth Moment
Theorem at the order d.
Remark 5.2.3. In principle, the first steps of the proof of Theorem 5.2.2 could be adapted in the
classical setting: the problem would arise in drawing the final conclusion, since the non-linearity
in the cumulant of formula (3.2.1) could not afford to proceed as from equation (5.2.1).
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Part III
Invariants and semi-invariants:
from orthogonal polynomials to
cumulants
105

Synopsis
In the modern probability scenario concerning stochastic integration, a prominent role is played
by the so called multiplication formulae for the products of multiple integrals. As a consequence
of the orthogonality (isometry) property enjoyed by these random objects (see [88, Proposition
5.5.3], or [77, Proposition 2.7.5] for the Gaussian setting), diagram formulae for the moments
of multiple integrals can be derived [88, Theorem 7.1.3].
Orthogonal polynomials are the gist of several other pages of stochastic analysis [105] and ran-
dom matrix theory [42, 60, 69], as well as of the combinatorial theory of symmetric functions
[66]. In other words, orthogonal polynomials are far from being an outdated mathematical
subject.
The work that lie behind the contents here presented aimed at recasting the theory of orthog-
onal polynomials in a unified algebraic framework: so far, the most suitable to accomplish
this goal appears to be the symbolic method of invariant theory (for binary forms), through
apolarity, as developed in [61]. Even if it is doubtless not surprising that orthogonality can be
settled in terms of apolarity, here the details of such intuition are defined, providing, among
other results, explicit formulae for generalized orthogonal polynomials (equivalently, the apo-
lar form of a given binary form) and for the moments of the so called random discriminants [64].
The main contributions can be summarized as follows:
1. generalized orthogonal polynomials are triangular arrays of polynomials satisfying par-
tial orthogonality properties: indeed, they have already been considered in the literature
under the name of partial orthogonal polynomials [103]. In Chapter 6, an algebraic repre-
sentation and a determinantal formula for generalized orthogonal polynomials associated
with a probability distribution are given, both in a univariate (Theorem 6.1.3) and in a
multivariate setting (Theorems 6.2.4 and 6.2.6). These formulae are consistent with the
corresponding representations for orthogonal and biorthogonal polynomials [52], both of
which are encoded in a sequence of generalized orthogonal polynomials.
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2. The choice of dealing with orthogonality in a separate chapter is made to introduce in
a perhaps more reader-friendly way the topic under consideration: apolarity, which is
at the core of Chapter 7. The starting point is the definition of a family of covariants
(see identity (7.2.4)) that allows to show that generalized orthogonal systems can be
naturally embedded in the invariant theory of binary forms via apolarity (in the sense
specified in Theorem 7.2.6). As a matter of fact, explicit determinantal formulae for
these covariants are provided (Theorem 7.2.7), corresponding to the representations for
generalized orthogonal polynomials given in Chapter 6: the transition between covariants
and orthogonal polynomials is then explicitly described in Theorem 7.2.9. The framework
so set allows to derive an immediate application to probability theory, since two explicit
formulae for the moments of the statistics usually called random discriminants are given,
for simple random samples drawn from any distribution (see [64]). These formulae are
achieved via a suitable multivariate extension of Sylvester’s Theorem and involve the so
called Christoffel’s numbers (see Corollary 7.3.8 and Theorem 7.3.11). Finally, in the last
section, apolarity and invariant theory are discussed in a general multivariable setting.
Even if the proofs and the whole presentation will proceed analogously to the first sections,
the choice of dealing separately with the two settings is mainly due to the necessity of
highlighting some important differences, arising from the fact that there is no standard
way of defining orthogonality nor apolarity in several variables. However, with Theorem
7.4.7, what appears to be the most suitable and natural definition is discussed.
3. Last, Chapter 8 deals with the most prominent example of semi-invariants in probability
and statistics: the cumulants, analysed with the tools deriving from the combinatorial ap-
proach to stochastic integration initiated in [101]. The starting point is the representation
of cumulants as the expectation of the so-called diagonal measures. This approach turns
out to be particularly suitable to manage cumulants of Le´vy processes and of their process
of variations. Moreover, this setting for diagonal measures allows to provide a measure-
theoretical description of κ-statistics and polykays for positive random measures, in both
the classical and the free setting.
The findings exposed in the present part are essentially based from the references [93] and [108].
Bibliographic comments
For a survey on the classical invariant theory, as set up by to Gordan, Clebsch, Capelli, Hodge,
Igusa, and many others, see [59] or [55].
The symbolic method of invariant theory was actually born with the pioneering work of Grace
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and Young, back to the early 900’s [47], but it was resettled and organized in the eighties,
in the main reference [61], through the language and the techniques of the umbral calculus as
developed in [100]. More recent outcomes of the umbral methods can be found in [36]. For
a survey on the use of umbral calculus in invariant theory, see [19]; a general outline of the
contributions of Gian-Carlo Rota in invariant theory can be found in [48] or [98].
Other methods other than the symbolic one have been exploited to study and develop the clas-
sical invariant theory: for instance the combinatorics of Young tableaux [37] and superalgebras
[20]. Back to the seventies, a characteristic free approach to the invariants of classical groups
has been provided [28]. For a focus on apolarity and its applications, see [43, 106].
As to classical orthogonal polynomials in one variable, standard references include [24, 116, 53,
119]. Orthogonal polynomials (OPs, for short) have a long history: nevertheless they are still
one of the mainstream subjects in modern research areas, as they contribute to several appli-
cations and different topics, including moments problems [25], random matrix theory [58], and
stochastic integration: for instance, see [105] for a comprehensive introduction to the subject,
as well as [110], and [5] for a combinatorial interpretation of the linearization coefficients of
some classical OPs via stochastic processes. However, when speaking about orthogonality, it is
important to specify if one refers to orthogonal polynomials in the classical sense, as several gen-
eralizations have been brought to life to answer to specific needs: see, for instance, [52, 23, 60].
See moreover [6] for a non-commutative counterpart, as well as [42] and [60] for connections
between random matrix theory and the theory of multiple orthogonal polynomials.
As underlined throughout the whole part, there is no standard agree in the definition of multi-
variate orthogonal polynomials: some references on the topic are [39, 40], and [122] for Hermite
polynomials.
The classical problem of decomposing a binary form of degree n into a sum of n-th powers of
linear forms usually goes under the name of Waring’s problem, originating in number theory.
See [49, 41] for different techniques of solving the Waring’s problem. In the present essay, for
binary forms of odd degree, the solution is achieved via Sylvester’s Theorem and to a suit-
able multivariable version (see Theorem 7.3.7). See also [65] for a n-reducibility criterion for
complex-valued Borel measures, related to the solvability criterion for the complex moment
problem.
As to random discriminants, the reference [64] provides also a short overview of the different
ways of determining its distribution, other than surveying its applications: among others, the
squared Vandermonde often occurs together with Jack symmetric polynomials within random
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matrix theory [42, 69].
Since [101], the combinatorial theory of stochastic integration has been deeply investigated and
developed: a very comprehensive survey on the subject is the book by G. Peccati and M.S.
Taqqu [88], while some interesting works on related topics are those by J.L. Sole´ et al. (see [46]
for instance). See [3, 4, 5] for the non-commutative probability setting.
Standard references about κ-statistics and polykays include [112, 113, 120]; recently, a very fast
algorithm for the computation of such estimators and their generalizations has been given in
[34] using umbral methods.
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Chapter 6
Algebraic representation for
orthogonal polynomials
Throughout the present chapter, (Ω,F ,P) will denote a fixed probability space (in the classical
sense), and E the associated expectation. As usual, C, N and N0 will denote the field of complex
numbers, the set of positive integers, and the set of non-negative integers, respectively.
6.1 Generalized OPs
In the sequel, let X0 be a real random variable, with finite moments of every order, whose
law is determined by its moments. Consider the linear functional E : C[x0] → C such that
E[xk0 ] = E[Xk0 ] for every k ∈ N0, and a triangular array of polynomials {pnm(x0)}n,m≥1 =
{pnm(x0) |m,n ∈ N,m = 1, . . . , n}, satisfying deg pnm(x0) = n for every m = 1, . . . , n.
Definition 6.1.1. The triangular array {pnm(x0)}n,m≥1 is called a generalized orthogonal
polynomial system (GOPs, for short) for X0 (or equivalently, for E) if and only if, for every
n ∈ N, and every m ≤ n,
E[Xk0 pnm(X0)] = 0 ∀ k = 0, . . . , n−m, (6.1.1)
and E[Xn−m+10 pnm(X0)] 6= 0.
Remark 6.1.2. Note that the assumption that the law of X is determined by its moments en-
sures that, if a GOPs {pnm(x0)}n,m≥1 exists fo X, one could refer to {pnm(x0)}n,m≥1 as a
GOPs for the law of X, so that (6.1.1) holds true whenever X0 is replaced by any other random
variable with the same moments as X.
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If C[x0]≤d denotes the subspace of C[x0] consisting of the polynomials of degree at most d, then
(6.1.1) is equivalent to:
E[q(X0)pnm(X0)] = 0 ∀ q(x0) ∈ C[x0]≤n−m. (6.1.2)
Observe that, for a fixed p0(x0) ∈ C, if a generalized orthogonal polynomial system exists
for X0, the sequence {pn(x0)}n≥0, with pn(x0) := pn1(x0) for every n ≥ 1, is an orthogonal
polynomial system for E in the classical sense [24] (OPs, for short), that is:
E[pk(x0)pn(x0)] = 0 ∀ k 6= n, and E[pn(x0)2] 6= 0.
Similarly, the sequence qn(x0) := pn2(x0) is a quasi-orthogonal polynomial sequence in the sense
of [23], while rn(x0) := pnn(x0) reduces to the biorthogonal polynomials introduced in [52] (in
the sequel, BOPs for short). Generalized orthogonal polynomials are the topic of investigation
in [103], where, for a fixed m ≥ 1, the polynomials pnm(x0), for n ≥ 1, are called partially
orthogonal polynomials of deficiency m: in particular, the focus is on recursion relations and
on examples of GOPs.
Assume that a sequence {Xi}i≥0 of independent (not necessarily identically distributed) ran-
dom variables, on the fixed probability space is given, whose elements have finite moments of
every order: then, in particular, for every k ∈ N, for every integers i1, . . . , ik with is 6= ij ,
j 6= s, and non-negative integers l1, . . . , lk, E[X l1i1 · · ·X lkik ] = E[X l1i ] · · ·E[X lkik ]. If E0[·] = E[·|X0]
denotes the conditional expectation with respect to X := X0, the independence assumption
yields that E0[X l00 X
l1
1 · · ·X lnn ] = X l00 E[X l11 · · ·X lnn ]. Next statement aims to provide a deter-
minantal formula for a GOPs for E (equivalently, for X0), that corresponds to the well-known
determinantal expression for the OPs associated with X0 when m = 1 (see [24, Exercise 3.1]),
and to the one for BOPs when m = n (see [52]).
Theorem 6.1.3.
(i) Let X0 be a centered random variable, with finite moments of every order, say aj = E[Xj0 ]
for j ≥ 1, and set a0 = 1. For every n ≥ 1, assume that X1, . . . , Xn are independent
random variables, not identically distributed, that are, in turn, independent of X0. If
ajk = E[Xkj ] for j = 1, . . . , n, for every n ≥ 1 and every m = 1, . . . , n, the polynomial
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sequence defined via
pnm(x0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 x0 x
2
0 . . . x
n
0
a0 a1 a2 . . . an
a1 a2 a3 . . . an+1
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 am 1 am 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (6.1.3)
is a generalized orthogonal polynomial system for X0, provided that deg pnm = n for every
m = 1, . . . , n.
(ii) Let ∆(x0, x1, . . . , xm) =
∏
0≤i<j≤m
(xj − xi) denote the Vandermonde polynomial, and as-
sume that X1, . . . , Xn are independent random variables, independent of X0, such that
at least X1, . . . , Xn−m+1 are identically distributed with X0. Then, the random variable
defined via:
pnm(X0) = E0[∆(X1, X2, . . . , Xn−m+1)∆(X0, X1, . . . , Xn)], (6.1.4)
satisfies (6.1.1), provided that deg pnm = n for all m = 1, . . . , n.
Proof. First, assume that the moments aij ’s are such that deg pnm = n, namely, that for every
n and every m ≤ n,
a0 a1 . . . . . . an−1
a1 a2 . . . . . . an
...
...
an−m an−m+1 . . . . . . a2n−m−1
a2 0 a2 1 . . . . . . a2n−1
...
...
am 0 a2n−m 1 . . . . . . amn−1
6= 0 .
In this case, for every k = 0, . . . , n−m,
E[Xk0 pnm(X0)] =
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= EXk0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 X0 X
2
0 . . . X
n
0
a0 a1 a2 . . . an
a1 a2 a3 . . . an+1
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= E
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Xk0 X
k+1
0 X
k+2
0 . . . X
n+k
0
a0 a1 a2 . . . an
a1 a2 a3 . . . an+1
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2 . . . an+k
a0 a1 a2 . . . an
...
...
...
...
ak ak+1 ak+2 . . . an+k
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
(since two rows are equal in the determinant). Moreover, E[Xn−m+10 pn,m(X0)] 6= 0. Indeed:
E[Xn−m+10 pnm(X0)] =
= E
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Xn−m+10 X
n−m+2
0 . . . . . . X
2n−m+1
0
a0 a1 a2 . . . an
a1 a2 a3 . . . an+1
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−m+1 an−m+2 . . . . . . a2n−m+1
a0 a1 a2 . . . an
a1 a2 a3 . . . an+1
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)n−m+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 . . . an
...
...
...
...
ak ak+1 ak+2 . . . an+k
...
...
...
...
an−m an−m+1 an−m+2 . . . a2n−m
an−m+1 an−m+2 . . . . . . a2n−m+1
a2 0 a2 1 a2 2 . . . a2n
...
...
...
...
am 0 a2n−m 1 a2n−m 2 . . . amn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
that equals (at most up to a sign) the leading coefficient of pn+1,m(x0).
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To prove (6.1.4), set:
qn,m(X0, X1, . . . , Xn) = X2X
2
3 · · ·X l−1l · · ·Xn−mn−m+1∆(X0, X1, . . . , Xn),
and, for i /∈ {1, . . . , n}, assume that Xi is an independent copy of X1. For a fixed k =
0, . . . , n−m, if τ = (i, k + 1) denotes the transposition exchanging i and k + 1,
E[
(
Xki qn,m(Xi, X1, X2, . . . , Xn)
)τ
] = E[
(
Xki X2 · · ·Xn−mn−m+1∆(Xi, X1, . . . , Xk+1, . . . , Xn)
)τ
]
= −E[Xki qn,m(Xi, X1, X2, . . . , Xn)],
entailing E[Xk0 qn,m(X0, X1, X2, . . . , Xn)] = 0 (here, (a(x1, . . . , xm))τ denotes the polynomial
obtained from a(x1, . . . , xm) by letting τ acting on the variables x1, . . . , xm). The canonical
symmetrization of qn,m(X0, X1, . . . , Xn) over Sn−m+1 yields:
1
(n−m+ 1)!
∑
σ∈Sn−m+1
(
qn,m(X0, X1, . . . , Xn)
)σ
=
=
1
(n−m+ 1)!
∑
σ∈Sn−m+1
(
∆(X0, X1, . . . , Xn)X2X
2
3 · · ·Xn−mn−m+1
)σ
=
1
(n−m+ 1)!∆(X0, X1, . . . , Xn)
∑
σ∈Sn−m+1
(−1)σX0σ(1)Xσ(2)X2σ(3) · · ·Xn−mσ(n−m+1)
=
1
(n−m+ 1)!∆(X0, X1, . . . , Xn)∆(X1, . . . , Xn−m+1).
Remarking that every σ ∈ Sn−m+1 acts on X0 as the identity, and thanks to the identical
distribution assumption on X1, . . . , Xn−m+1, the random variables
pnm(X0) = E0[∆(X0, X1, . . . , Xn)∆(X1, . . . , Xn−m+1)]
satisfy:
E[Xk0 pnm(X0)] = E[Xk0 ∆(X0, X1, . . . , Xn)∆(X1, . . . , Xn−m+1)]
=
∑
σ∈Sn−m+1
E[Xk0
(
qn,m(X0, X1, . . . , Xn)
)σ
]
=
∑
σ∈Sn−m+1
E[
(
Xk0 qn,m(X0, X1, . . . , Xn)
)σ
]
= (n−m+ 1)!E[Xk0 qn,m(X0, X1, . . . , Xn)] = 0,
for every k = 0, . . . , n−m. The conclusion, then, follows, by remarking that E[Xn−m+10 pnm(X0)]
equals the coefficient of Xn+10 in pn+1,m(X0). Indeed, since Xn−m+2 is an independent copy of
X0, we can write:
E[∆(X1, . . . , Xn−m+2)∆(X1, . . . , Xn−m+2, . . . , Xn+1)] =
= E[∆(X1, . . . , Xn−m+1, X0)∆(X1, . . . , Xn−m+1, X0, Xn−m+3, . . . , Xn+1)]
= (n−m+ 2)!E[X2X23 · · ·Xn−mn−m+1Xn−m+10 ∆(X1, . . . , Xn−m+1, X0, Xn−m+3, . . . , Xn+1)]
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= (−1)σ(n−m+ 2)!E[X2X23 · · ·Xn−mn−m+1Xn−m+10 ∆(X0, X1, . . . , Xn−m+1, Xn−m+3, . . . , Xn+1)]
= (−1)σ(n−m+ 2)!E[Xn−m+10 Y2Y 23 · · ·Y n−mn−m+1∆(X0, Y1, . . . , Yn−m+1, Yn−m+2, . . . , Yn)]
= (−1)σ(n−m+ 2)!E[Xn−m+10 pn,m(X0)],
where σ denotes the permutation of {0, . . . , n − m + 1} shifting (X1, . . . , Xn−m+1, X0) to
(X0, X1, . . . , Xn−m+1), and where we have set Yj := Xj for j = 1, . . . , n−m+1, and Yj := Xj+1
for j = n−m+ 2, . . . , n.
If the distribution of X0 is absolutely continuous with respect to the Lebesgue measure, say
with density (or weight) ω(t), then its moments admit the integral representation:
ak = E[Xk0 ] =
∫
I
tk ω(t) dt, ∀k ∈ N.
Similarly, assume that for every j, the random variable Xj in (6.1.4) has a density ωj over Ij ,
so that:
ajk = E[Xkj ] =
∫
Ij
tk ωj(t) dt ∀ k ∈ N. (6.1.5)
In this case, the representation provided with (6.1.4) can be seen as a generalized Heine integral
formula (see, for instance [58, 53, 116]).
Theorem 6.1.4 (Heine integral formula). For every n ≥ 1 and every m = 1, . . . , n, the
triangular array of polynomials {pnm(x0)}n,m≥1 defined by
pnm(x0) :=
∫
I1×I2×···×In
∆(x1, x2, . . . , xn−m+1)∆(x0, x1, . . . , xn)
n−m+1∏
j=1
ω0(xj)dxj
n∏
i=n−m+2
ωi(xi)dxi
is a generalized orthogonal polynomial system for X0, provided that deg pnm = n for every
m = 1, . . . , n.
Example 6.1.5.
1. Assume that X0, X1, . . . , Xn−m+1 are i.i.d.. Then, the leading coefficient of pnm(x0) is
given by:
E[∆(X1, X2, . . . , Xn−m+1)∆(X1, X2, . . . , Xn)],
implying that deg pnm = n if and only if
E[∆(X1, X2, . . . , Xn−m+1)∆(X1, X2, . . . , Xn)] 6= 0.
Therefore, when m = 1, Theorem 6.1.4 reduces to the Heine integral formula for orthog-
onal polynomial sequences: in this case, deg pn = n is satisfied if and only if
E[∆(X1, X2, . . . , Xn)2] = n! det(ai+j)i,j=0,...,n−1 6= 0, (6.1.6)
while by setting n = m and ∆(x1) = 1, Theorem 6.1.4 reduces to the integral formula for
biorthogonal polynomials proved in [52]. In particular, deg pnn = n if and only if
E[∆(X1, X2, . . . , Xn)] 6= 0.
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2. The orthogonal polynomials {pn1(x0)}n≥1 are instances of multiple orthogonal polynomials
of the second kind (for short, II OPs) [60]: given p ∈ N, and real weight functions
ω1, . . . , ωp, consider n = (n1, . . . , np) ∈ Np0. A (monic) polynomial Pn(x0) of degree
|n| = n1 + · · ·+ np is of the type II OPS if∫
R
Pn(x0)x
k
0ωj(x0)dx0 = 0 ∀k = 0, . . . , nj − 1,∀j = 1, . . . , p .
The determinantal and the integral formulae provided with Theorem 6.1.3, for m = 1,
should be then compared with the corresponding ones for multiple orthogonal polynomi-
als, provided in [60].
Remark 6.1.6. Assume that, for a fixed X := X0, a GOPs {pnm(x0)}n,m≥1 exists, and consider
the associated OPs pn(x0) := pn1(x0): in this case, (6.1.4) can be rewritten as:
pn(X) = E0[(X1 −X) · · · (Xn −X)∆(X1, . . . , Xn)2]. (6.1.7)
Apart from occurring in the representation for the OPs, the statistics
(X1 − X) · · · (Xn − X) and ∆(X1, . . . , Xn)2 play their own significant role in probability: if
a = E[X], then E [(X1 −X) · · · (Xn −X)] = E [(a −X)n], the n-th central moment of X (up
to a sign), while ∆(X1, . . . , Xn)
2 is called random discriminant, and arises in spectral theory
of random matrices (see [64]).
Example 6.1.7. Let Hn(x) denote the n-th (monic) Hermite polynomial. If N1, . . . , Nk are
independent N (0, 1) distributed random variables, and n1 + · · ·+ nk = n, random variables of
the form
k∏
j=1
Hnj (Nj) are the generators of the so called n-th Gaussian Wiener homogeneous
Chaos (see [54, Theorem 3.2.1],[45, Theorem 1.1], [67, Corollary 2.3], [77]). More generally,
consider the polynomials
pn(x) = p
(0)
n0 (x0)p
(1)
n1 (x1) · · · p(d)nd (xd),
with n = (n0, n1, . . . , nd) ∈ Nd+10 , x = (x0, x1, . . . , xd) and {p(j)n (xj)}n≥0 is an OPs for a
random variable Xj , admitting finite moments up to every order. Then, via (6.1.4) for m = 1,
pn(x) admits the symbolic representation:
pn(X0, X1, . . . , Xd) =
d∏
j=0
E0j [∆(X1,j , . . . , Xnj ,j)∆(Xj , X1,j , . . . , Xnj ,j)],
with E0j denoting the conditional expectation with respect to Xj , and X1,j , . . . , Xnj ,j indepen-
dent copies of Xj .
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6.2 Generalized OPs in several variables
In the literature, there are several possible ways of defining orthogonality for polynomials in
several indeterminates (see, for instance [40], [66, Chapter 2]). In order to enhance some differ-
ences with the univariate setting, we have chosen to discuss generalized orthogonal polynomials
in d+ 1 indeterminates, for d ≥ 0, in a separate section.
Consider a random vector X = (X0, X1, . . . , Xd). For the joint moments of X (all of which are
assumed to exist finite), the following multi-index notation will be of use: if k = (k0, k1, . . . , kd) ∈
Nd+10 , then X
k =
d∏
j=0
X
kj
j .
Whenever a sequence {Xi}i≥0 of independent (non necessarily identically distributed) random
vectors (defined on the same probability space) is given, say Xi = (Xi0, Xi1, . . . , Xid), the
independence assumption implies that, for every k1, . . . ,kl ∈ Nd+10 , and every i1, . . . , il ≥ 0,
ij 6= ip for every j 6= p,
E[Xk1i1 X
k2
i2
· · ·Xklil ] = E[Xk1i1 ]E[Xk2i2 ] · · ·E[Xklil ]. (6.2.1)
In analogy with the first section, E0 will denote the conditional expectation with respect to X0,
namely:
E0[Xn00 X
n1
1 · · ·Xnrr ] = Xn00 E0[Xn11 · · ·Xnrr ],
and E0[Xn11 · · ·Xnrr ] = E[Xn11 · · ·Xnrr ].
Let ≤ denote the componentwise order on Nd+10 , defined via: (a0, . . . , ad) ≤ (b0, . . . , bd) if and
only if ai ≤ bi for every i = 0, . . . , d.
Remark 6.2.1. The choice of the componentwise order is made to ensure that (Nd+10 ,≤) is a
graded poset (see [114]), namely a partially ordered set with a rank function ρ : Nd+10 → N0
such that:
- if n ≤m, then ρ(n) ≤ ρ(m) (where, with abuse of notation, ≤ denotes both the compo-
nentwise order on Nd+10 and the usual order on N0);
- if m = (m0, . . . ,md) covers n = (n0, . . . , nd), namely if mj = nj + 1 for the only j such
that mj > nj , then ρ(m) = ρ(n) + 1.
Moreover, the choice of such ordering implies that, if m ≤ n, the element n−m is always well
defined (unlike in the case ≤ is, for instance, the lexicographical order : m ≤ n if mi < ni for
i = min{j : mj 6= nj}). In other words, the choice of the componentwise order leads to the
most appropriate extension of (N0,≤). This setting will be crucial to encode orthogonality in
a general unified framework for apolarity in higher dimensions, even if, in principle, ≤ might
be replaced by any order  such that (Nd+10 ,) is a graded poset verifying, at any stage, the
required properties.
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Example 6.2.2. Consider the set of positive integers N equipped with the divisibility relation:
a ≤ b if and only if a|b, with minimal element 1. (N, |) is a graded poset, with rank function
ρ(a) equal to the number of prime factors of a, counted with multiplicity. Remark that b covers
a if and only if b/a is prime. Consider, then, the k-fold direct product of (N, |), with partial
order defined by a = (a1, . . . , ak)| b = (b1, . . . , bk) if and only if ai|bi for all i = 1, . . . , k. Then,
(Nk, |) is a graded poset with rank function ρk(a) =
∑k
i=1 ρ(ai). In particular, if a|b, then
b− a ∈ Nk: indeed, a|b implies a ≤ b, if ≤ denotes the componentwise order.
Definition 6.2.3. For the fixed ≤, consider a triangular array of polynomials in C[x0] (where
x0 = (x0, x1, . . . , xd)), say
pnm(x0) =
∑
0≤k≤n
(
n
k
)
p(k)nm x
k
0 with p
(n)
nm 6= 0, (6.2.2)
for every n,m ∈ Nd+10 , with m ≤ n, m 6= 0. Then {pnm(x0) : m ≤ n}n∈Nd+10 is a general-
ized orthogonal polynomial system for X0 if it satisfies
E[Xk0 pnm(X0)] = 0 ∀k : 0 ≤ k ≤ n−m, (6.2.3)
and E[Xa0 pnm(X0)] 6= 0 for every multi-index a ≤ n, covering n−m.
A polynomial of the type (6.2.2) will be said of degree n. If C[x0]≤d denote the space of all
polynomials having degree at most d, then (6.2.3) means that pnm(x0) is orthogonal to all
elements in C[x0]≤n−m.
The next theorems are meant to generalize the formulae (6.1.3) and (6.1.4) in the present
multivariate setting: to this aim, for every k ∈ Nd+10 , set s(k) = |{h ∈ Nd+10 : h ≤ k}|.
Theorem 6.2.4. For every n,m ∈ Nd+10 , with m ≤ n, and with the above notation, set:
1. s := s(n)− 1 and {k |0 ≤ k ≤ n} = {0 = k0,k1, . . . ,ks := n};
2. r := s(n−m)− 1 and {h |0 ≤ h ≤ n−m} = {0 = h0,h1, . . . ,hr := n−m}.
Set X := X0, and, for every n ∈ N0, let X1, . . . ,Xs be independent, but non identically
distributed random vectors, independent of X, and set ak = E[Xk0 ], ajk = E[X
k
j ] for every
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j ≥ 1. Then, the polynomials pnm(x0) defined by:
pnm(x0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 xk10 x
k2
0 . . . x
n
0
a0 ak1 ak2 . . . aks
ah1 ak1+h1 ak2+h1 . . . an+h1
ah2 ak1+h2 ak2+h2 . . . an+h2
...
...
...
...
ahr ak1+hr ak2+hr . . . a2n−m
a2k0 a2k1 a2k2 . . . a2n
...
...
...
...
as−r k0 as−r k1 as−r k2 . . . as−rn,
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
form a generalized orthogonal polynomial system for X0, provided that pnm(x0) is of degree n
for every m ≤ n, m 6= 0.
Proof. Assume that pnm(x0) is of degree n for every m ≤ n and consider k : 0 ≤ k ≤ n−m,
so that k = hi for some i = 0, . . . , r. Then
Xk0 pnm(X0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Xhi0 X
k1+hi
0 X
k2+hi
0 . . . X
ks+hi
0
a0 ak1 ak2 . . . aks
ah1 ak1+h1 ak2+h1 . . . aks+h1
ah2 ak1+h2 ak2+h2 . . . aks+h2
...
...
...
...
ahr ak1+hr ak2+hr . . . a2n−m
a2k0 a2k1 a2k2 . . . a2n
...
...
...
...
as−r k0 as−r k1 as−r k2 . . . as−rn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
so that two rows are equal in the determinant, and hence E[Xk0 pnm(X0)] = 0. Similarly to
the univariate setting, finally one has that E[Xa0 pnm(X0)] 6= 0 for every multi-index a ≤ n,
covering n −m. Indeed, set a := n −m + δi, with δi denoting the multi-index with 1 in
the i-th position, and 0 elsewhere, and assume that a ≤ n: then, E[Xa0 pnm(X0)] equals the
leading coefficient of pn+δim(x0).
Remark 6.2.5. Note that the choice of the labelling for the multi-indices k : k ≤ n does not
affect the result and the proof, since the value of the determinant would simply change in sign
whenever some columns are switched.
In order to state the multivariable counterpart to the symbolic representation (6.1.4), consider
the following determinants: for all n ∈ Nd+10 , if s = s(n) − 1 and {k |0 ≤ k ≤ n} = {n0 :=
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0,n1, . . . ,ns = n}, set
∆n(X0,X1, . . . ,Xs) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 Xn10 X
n2
0 · · · Xns0
1 Xn11 X
n2
1 · · · Xns1
1 Xn12 X
n2
2 · · · Xns2
...
...
...
...
1 Xn1s X
n2
s · · · Xnss
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
σ∈S{0,...,s}
(−1)σXnσ(0)0 X
nσ(1)
1 · · ·X
nσ(s)
s ,
and
∆∗n(X1,X2, . . . ,Xs) =
∣∣∣∣∣∣∣∣∣∣∣
Xn11 X
n2
1 · · · Xns1
Xn12 X
n2
2 · · · Xns2
...
...
...
Xn1s X
n2
s · · · Xnss
∣∣∣∣∣∣∣∣∣∣∣
=
∑
σ∈S{1,...,s}
(−1)σXnσ(1)1 · · ·X
nσ(s)
s .
Theorem 6.2.6. Given n,m ∈ Nd+10 , with m ≤m, set r := s(n−m)− 1 and s := s(n)− 1.
If X0,X1, . . . ,Xn are independent, and at least X0, . . . ,Xr are identically distributed, then
the random variable pnm(X0) defined by
pnm(X0) = E0[∆∗n−m(X1,X2, . . . ,Xr)∆n(X0,X1, . . . ,Xs)] for every m : 0 <m ≤ n,
with pnm(x0) of degree n for every m: 0 < m ≤ n, satisfies E[Xk0pnm(X0)] = 0 for every
k ≤ n −m, and E[Xa0 pnm(X0)] 6= 0 for every multi-index a ≤ n, covering n −m. Hence,
pnm(x0) is a GOPs for X0.
Proof. The proof is analogous to the proof of (6.1.4), but one has to start from
qn,m(X0,X1, . . . ,Xs) := X
h1
1 X
h2
2 · · ·Xhrr ∆n(X0,X1, . . . ,Xs).
In particular, remark that the choice of the labelling for the elements in {k : 0 ≤ k < n} does
not affect the result, thanks to the assumption of identical distribution on X1, . . . ,Xr.
If the random vectors are real-valued, and for every j there exists a density ωj(t) = ωj(t0, t1, . . . , td)
such that
E[Xnj ] =
∫
Rd+1
xnωj(x)dx , (6.2.4)
with dx = dx0dx1 · · · dxd, then the following Heine integral formula can be deduced as a direct
consequence of Theorem 6.2.6.
Corollary 6.2.7 (Heine integral formula). Under the hypotheses and notations of Theorem
6.2.6, the polynomials
pnm(x0) =
∫
Rs(d+1)
∆∗n−m(x1,x2, . . . ,xr)∆n(x0,x1, . . . ,xs)
s∏
i=1
ωi(xi)dxi (6.2.5)
form a GOPs for X0.
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Chapter 7
What are orthogonal
polynomials, really?
In his Fubini lecture “What is invariant theory, really?” [97], Gian-Carlo Rota disclosed new
motivations to investigate the classical invariant theory (of binary forms) via the symbolic
method introduced in [61]. As the title suggests, the aim of his lecture was to explore what
really should be meant by invariant theory in a simple and effective way, exploiting the features
of the so-called umbral calculus (see [36, 100]). Indeed, as Rota himself said (see [98]),
“The purpose of invariant theory, from Boole to our day, is precisely the translation of
geometric facts into invariant algebraic equations expressed in terms of tensors. This program
of translation of geometry into algebra was to be carried out in two steps. The first step
consisted in decomposing the tensor algebra into irreducible components under changes of
coordinates. The second step consisted in devising an efficient notation for the invariants for
each irreducible component. The first step was successfully carried out in this century; the
second was abandoned sometime in the twenties, and only recently it has resurfaced”.
In this chapter, the symbolic method of invariant theory, as set in [61], is slightly revisited in
order to fit the theory of orthogonal polynomials (see Section 7.1). In particular, the algebraic
representation for generalized orthogonal polynomials that has been achieved in Chapter 6 will
be encoded in a symbolic expression for a family of joint-covariants of binary forms: the apolar
covariant. In this direction, it will be shown that the classical orthogonality of a sequence of
polynomials with respect to a linear functional, as in [24], is nothing but apolarity of binary
forms in disguise (see Section 7.2). As a consequence, in Section 7.3, new formulae for the
computation of the moments of an important statistic in modern probability theory, known as
the random discriminant, are discussed: the most recent outcomes for the computation of the
distribution of random discriminants can be found in [64].
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7.1 The symbolic method of invariant theory
The symbolic method of invariant theory, in its modern setting, has been developed in the
landmark paper by Kung and Rota [61], that is the starting point of the present discussion.
The notation here is slightly revisited to better perform the algebraic approach to the theory
of orthogonal polynomials. In particular, the roman variables (u1, u2) and the Greek letters
(α1, α2), (β1, β2), . . ., denoting the umbrae, used in [61], are respectively replaced by pairs of
indeterminates (x0, y0), and (x1, y1), (x2, y2) . . .; the action of the umbral operator U on a poly-
nomial p will be denoted by U p, while the coefficients of a generic form of degree n, originally
written A0, A1, . . . , An, will occur here as (−1)na0, (−1)n−1a1, . . . , an. Therefore, covariants
of binary forms of degree n will be expressed as polynomials in a0, a1, . . . , an, x0, y0 instead of
A0, A1, . . . , An, X, Y .
Given two infinite sets of indeterminates x = {xi | i ∈ N0} and y = {yi | i ∈ N0}, let C[x,y]
denote the ring of polynomials with coefficients in C 1, and variables in x ∪ y. The general
linear group GL2(C) acts on C[x,y] via the standard matrix multiplication:g11 g12
g21 g22
xi
yi
 =
g11xi + g12yi
g21xi + g22yi
 , ∀ i ∈ N0. (7.1.1)
Hence, if p ∈ C[x,y] and g ∈ GL2(C), g ·p denotes the polynomial obtained from p by replacing
all its indeterminates according to (7.1.1).
Definition 7.1.1. If m ∈ N0, a polynomial p ∈ C[x,y] is said to be an invariant of index
m if and only if it satisfies:
g · p = (det g)m p ∀ g ∈ GL2(C).
An important class of invariants of the general linear group is the set of the brackets, defined
for i 6= j as the polynomial:
[i j] = xi yj − xj yi .
Brackets polynomials are the generators of the subring C[x,y]GL2(C) of C[x,y] consisting of all
the invariant polynomials in C[x,y] (see [48, 59]).
Definition 7.1.2. For n ∈ N, let a0, a1, . . . , an be independent indeterminates over C. A
generic binary form of degree n is a polynomial f(a0, a1, . . . , an;x0, y0) ∈ C[a0, a1, . . . , an;x0, y0]
of the type
f(a0, a1, . . . , an;x0, y0) =
n∑
k=0
(
n
k
)
(−1)n−kakxn−k0 yk0 . (7.1.2)
1More generally, C could be replaced by any field of characteristic zero.
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When a0, a1, . . . , an are replaced by elements in C, with at least one a0 6= 0, then (7.1.2) is a
homogeneous polynomial f(x0, y0) ∈ C[x0, y0] of degree n, and it is usually referred to as binary
form of degree n.
For every c11, c12, c21, c22 ∈ C such that c11c22 − c12c21 6= 0, a linear change of variables is
a mapping φ = φ(c11, c12, c21, c22) defined on the pair of indeterminates (x0, y0) via matrix
multiplication:
φ
(
x0
y0
)
=
(
c11 c12
c21 c22
)(
x0
y0
)
. (7.1.3)
Under the action of a linear change of variables, a generic binary form of degree n,
f(a0, a1, . . . , an;x0, y0) ∈ C[a0, a1, . . . , an;x0, y0] is mapped to the generic binary form of degree
n defined via:
f(a¯0, a¯1, . . . , a¯n;x0, y0) := f(a0, a1, . . . , an; c11x0 + c12y0, c21x0 + c22y0). (7.1.4)
Definition 7.1.3. For l ≥ 1, let (fi(ai0, ai1, . . . , aini ;x0, y0))1≤i≤l be an ordered sequence of
generic binary forms, with fi of degree ni ∈ N, and set n = (n1, n2, . . . , nl). A joint-covariant
of index m ∈ N0 of binary forms of degree n is a non-constant polynomial
I(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) ∈ C[. . . , ai0, ai1, . . . , aini , . . . , x0, y0], homogeneous of degree
νi in ai0, ai1, . . . , aini , and of degree µ in x0, y0, called the order, satisfying
I(. . . ; a¯i0, a¯i1, . . . , a¯ini ; . . . ;x0, y0) = (det φ)m I(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0)
for every linear change of variables φ = φ(c11, c12, c21, c22), where
I(. . . ; a¯i0, a¯i1, . . . , a¯ini ; . . . ;x0, y0) := I(. . . ; ai0, ai1, . . . , aini ; . . . ; c11x0 + c12y0, c21x0 + c22y0).
In particular, n1ν1 + · · ·+ nlνl = 2m+ µ.
Covariants that do not depend on x0 nor on y0 are called invariants. When l = 1, joint-
covariants are simply called covariants.
Definition 7.1.4. A covariant of index m of generic binary forms of degree n is a homoge-
neous non-constant polynomial I(a0, a1, . . . , an;x0, y0) ∈ C[a0, a1, . . . , an;x0, y0] satisfying
I(a¯0, a¯1, . . . , a¯n;x0, y0) = (det φ)mI(a0, a1, . . . , an;x0, y0)
for every linear change of variables φ = φ(c11, c12, c21, c22), where
I(a¯0, a¯1, . . . , a¯n;x0, y0) := I(a0, a1, . . . , an; c11x0 + c12y0, c21x0 + c22y0).
In particular, n ν = 2m+µ, where ν and µ are respectively the degrees of I(a0, a1, . . . , an;x0, y0)
as a polynomial in a0, . . . , an and in x0, y0.
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Example 7.1.5. Some of the most important examples of joint covariants are listed below (see
[55, 61]):
- If n = 2q, for the binary form f =
n∑
k=0
Akx
n−kyk, the Hankel determinant
Hank(f) = det(Ai+j)i,j=0,...,q
is the invariant of degree ν = q + 1 and index m = q(q + 1), usually called Catalecticant .
- If f is a binary form of degree n, the Hessian determinant
H(f, x0, y0) =
∂2f
∂2x0
∂2f
∂x0∂y0
∂2f
∂y0∂x0
∂2f
∂2y0
is a covariant of degree ν = 2, order µ = 2(n− 2) and index m = 2.
- If fi is a binary form of degree ni for i = 1, 2, the Jacobian determinant
J(f1, f2, x0, y0) =
∂f1
∂x0
∂f1
∂y0
∂f2
∂x0
∂f2
∂y0
is a joint covariant of degrees ν1 = ν2 = 1, order µ = n1 + n2 − 2, and index m = 1.
Remark 7.1.6. Since every polynomial can be uniquely decomposed as a sum of homogeneous
polynomials, there is no loss of generality in assuming that the joint covariants are homogeneous:
indeed, the homogeneous components of an invariant polynomial are themselves invariant.
If the degree n of a generic binary form is fixed, consider the linear operator
U := U (n) : C[x,y]→ C[a0, a1, . . . , an;x0, y0]
defined by the following conditions:
U xk1i y
k2
i =

xk10 y
k2
0 if i = 0,
ak1 if k1 + k2 = n and i ∈ N,
0 otherwise,
(7.1.5)
U xk10 y
k2
0 x
l1
1 y
l2
1 x
m1
2 y
m2
2 · · · = U xk10 yk20 U xl11 yl21 U xm12 ym22 · · · , (7.1.6)
for every non-negative integers k1, k2, l1, l2,m1,m2, . . ..
Remark 7.1.7. As pointed out in the first place by Grace and Young [47], in order to have a
proper generic binary form, it is fundamental to have an infinite number of umbrae represent-
ing the same coefficient (here, an infinite number of indeterminates xi), over which the umbral
functional U factorises.
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The umbral operator U allows one to associate a generic binary form with a bracket polynomial,
in the sense that for every i ∈ N:
f(a0, a1, . . . , an;x0, y0) = U [i 0]
n = U (xiy0 − x0yi)n . (7.1.7)
As a consequence, the action of a linear change of variables φ = φ(c11, c12, c21, c22) on f can
be expressed as an action of gφ ∈ GL2(C) on the pairs of indeterminates (xi, yi)’s with i ∈ N,
where:
gφ =
 c22 −c12
−c21 c11
 . (7.1.8)
Then,
gφ · [i 0]n = (xi(c21x0 + c22y0)− yi(c11x0 + c12y0))n, (7.1.9)
so that, by comparing (7.1.4), (7.1.7) and (7.1.9), it follows that:
U gφ · [i 0]n = f(a¯0, a¯1, . . . , a¯n;x0, y0), (7.1.10)
which is, in turn, equivalent to:
U (c22xi − c12yi)k1(−c21xi + c11yi)k2 = a¯k1 , (7.1.11)
for all k1, k2 ∈ N0 such that k1 + k2 = n.
One of the major results in the invariant theory of binary forms is the so-called First Funda-
mental Theorem (see [61, Theorem 3.1], as well as the reference therein), stating that every
covariant I(a0, a1, . . . , an;x0, y0) of binary forms of degree n, of index m, is obtained as:
I(a0, a1, . . . , an;x0, y0) = U p,
where p ∈ C[x,y] is a product of a finite number of brackets involving exactly m brackets of
the type [j i] (with i, j 6= 0), and n being such that nν = 2m + µ, if ν, µ are respectively the
degree and the order of I(a0, a1, . . . , an;x0, y0).
Example 7.1.8. For m ≥ 1, the polynomial in C[a0, . . . , am, x0, y0] defined by:
pm(a0, . . . , am, x0, y0) = U
( m∏
j=1
[0 j]
∏
1≤i<j≤m
[i j]2
)
is a covariant of index m(m− 1) of binary forms of degree n = 2m− 1: indeed, both its order
and its degree (as in Definition 7.1.3) are equal to m. We shall see that the pm’s correspond
naturally to classical orthogonal polynomials.
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To represent joint covariants, the umbral operator defined in (7.1.5) and (7.1.6) has to be
generalized as follows: let N1,N2, . . . ,Nl be pairwise disjoint infinite sets, satisfying N1 ∪ N2 ∪
· · · ∪ Nl = N, and consider the linear operator U := U(N1, . . . ,Nl)
U := U(N1, . . . ,Nl) : C[x,y]→ C[. . . , ai0, ai1, . . . , aini , . . . ;x0, y0],
defined by the conditions:
U xk1i y
k2
i =

xk10 y
k2
0 if i = 0,
ajk1 if k1 + k2 = nj and i ∈ Nj ,
0 otherwise,
(7.1.12)
U xk10 y
k2
0 x
l1
1 y
l2
1 x
m1
2 y
m2
2 · · · = U xk10 yk20 U xl11 yl21 U xm12 ym22 · · · , (7.1.13)
for all non-negative integers k1, k2, l1, l2,m1,m2, . . ..
Then, a joint-covariant of index m of binary forms of degree n = (n1, . . . , nl) can be represented
as
I(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) = U p,
where p ∈ C[x,y] is a product of a finite number of brackets, involving exactly m brackets of
the type [j i], for i, j 6= 0.
For a fixed l ≥ 1, and binary forms fi(x0, y0) ∈ C[x0, y0] of degree ni ∈ N, for i = 1, . . . , l,
consider the linear operator
U(f1, f2, . . . , fl) : C[x,y]→ C[x0, y0],
defined as follows: if p ∈ C[x,y], then U(f1, f2, . . . , fl) p is obtained from U p by evaluating
the variable aij with the corresponding coefficient of fi(x0, y0). Particularly relevant for the
subsequent discussion is the polynomial
I(f1, f2, . . . , fl)(x0, y0) := U(f1, f2, . . . , fl) p ∈ C[x0, y0]
obtained by evaluating a joint-covariant I(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) = Up at the coeffi-
cients of f1(x0, y0), f2(x0, y0), . . . , fl(x0, y0).
7.2 The apolar covariant and Sylvester’s Theorem
Binary forms that are the n-th power of a linear factor, say f(x0, y0) = (r x0−s y0)n, or sums of
a finite number of such polynomials, are the simplest examples possible. Since the expression of
a binary form f(x0, y0) may be rather complicated, it is preferable to have available reducibility
criteria for f(x0, y0): the simplest form to which a binary form can be reduced is usually called
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canonical form.
With the notation introduced in the previous section, let l = 2 and consider a partition of N
into two infinite sets N1 ∪ N2 = N. Without loss of generality, assume that 1 ∈ N1 and 2 ∈ N2
(more generally, 1 can be replaced by any i ∈ N1 and 2 by any j ∈ N2). Finally, set n = (n,m)
with n ≥ m.
Definition 7.2.1. The polynomial in C[a10, a11, . . . , a1n; a20, a21, . . . , a2m;x0, y0] defined by:
A(a10, a11, . . . , a2n; a20, a21, . . . , a2m;x0, y0) = U [1 0]n−m[2 1]m , (7.2.1)
is called the apolar covariant (here, uniqueness is meant up to a multiplicative constants). If
binary forms f1(x0, y0) of degree n and f2(x0, y0) of degree m are given, f1 and f2 are said to
be apolar if and only if A(f1, f2)(x0, y0) = 0 identically. The bilinear form {·, ·} induced by the
apolar covariant via {f1, f2} = A(f1, f2)(x0, y0) is called the apolar form.
For n,m ∈ N with m ≤ n, assume that l = 2m − n ≥ 1 and let f(x0, y0) and g(x0, y0) be of
degree n and m, respectively. From (7.2.1), it follows that
A(f, g)(x0, y0) = U(f)
n−m∑
k=0
(
n−m
k
)
(−1)n−m−kxk1yn−m−k1 g(x1, y1)xn−m−k0 yk0 , (7.2.2)
where U is the umbral operator in (7.1.5) and (7.1.6), so that U(f) p equals U p evaluated at
the coefficients of f(x0, y0). This means that {f, g} = 0 if and only if
U(f)xk1y
n−m−k
1 g(x1, y1) = 0 ∀ k = 0, . . . , n−m. (7.2.3)
The set of all the binary forms of degree m, which are apolar to a given form of degree n, is a
C-vector space, whose properties are summarized in the next statement.
Proposition 7.2.2. For all n ∈ N, let Vn denote the C-vector space of the binary forms of
degree n.
(i) If m ≤ n, every joint covariant map from Vn × Vm to Vn−m is a constant multiple of the
apolar form {·, ·} : Vn × Vm → Vn−m (see [61, Lemma 5.1]).
(ii) If f ∈ Vn, g ∈ Vm, h ∈ Vr, with m + r ≤ n, then {f, g h} = {{f, g}, h}. In particular,
{f, g} = 0 implies {f, g h} = 0 for every h ∈ Vr (see [61, Lemma 5.2, Corollary 5.1]).
(iii) Let g ∈ Vm be a non-zero form. For every n ≥ m, the dimension of the space Vm,n(g) of
the binary forms of degree n, apolar to g, equals m (see [61, Proposition 5.1]).
(iv) Let n,m ∈ N, with m ≤ n, and take f ∈ Vn, as in (7.1.2). The dimension of the C-vector
space Vn,m(f) of the forms g(x0, y0) =
∑m
h=0
(
m
h
)
(−1)hbhxh0ym−k0 of degree m which are
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apolar to f is at least 2m− n. More precisely, it has dimension m− r+ 1, where r is the
rank of the system of linear equations given by the condition {f, g} = 0, namely
m∑
h=0
(
m
h
)
(−1)hbhak+h = 0 for k = 0, . . . , n−m
(see [61, Proposition 5.2 and Corollary 5.2]).
Remark 7.2.3. The matrix Mn,m of the linear system arising from {f, g} = 0 is the Hankel ma-
trix (ai+j)i=0,...,n−m
j=0,...,m
in the coefficients a0, a1, . . . , an of the binary form f . In this setting, these
coefficients arise as the moments of the linear functional U(f). For the purposes of the present
discussion, it will be always assumed that all the Hankel determinants det(ai+j)i,j=0,...,k are
non-zero, for every k ≥ 1. Under these assumptions, Mn,m has maximum rank r = n−m+ 1,
implying that the dimension of Vn,m(f) equals 2m− n. For instance, this is the case when the
coefficients ak’s are the moments of a probability measure admitting an OPs (see [24, Theorem
3.1].
The most celebrated theorem about apolarity is Sylvester’s Theorem [61, Theorem 5.1], dealing
with the case 2m− n = 1.
Theorem 7.2.4 (Sylvester’s Theorem). Let f(x0, y0) be a binary form of odd degree n = 2m−1.
Then, there exists a unique non-zero form g(x0, y0) of degree m, uniquely determined up a to
multiplicative factor, such that A(f, g) = 0. Moreover, if g(x0, y0) can be written as the product
of m distinct linear factors rix0− siy0, for i = 1, . . . ,m, then there exist unique c1, . . . , cm ∈ C
such that
f(x0, y0) =
m∑
i=1
ci(rix0 − siy0)n.
Within the language of invariant theory and the notation introduced so far, Sylvester’s The-
orem says that there exists a covariant J (a0, a1, . . . , a2m−1;x0, y0) of binary forms of degree
n = 2m− 1, of order m, such that if f(x0, y0) is of degree 2m− 1 and g(x0, y0) = J (f)(x0, y0),
then g(x, y) is a form of degreem, satisfying {f, g} = 0. The covariant J (a0, a1, . . . , a2m−1;x0, y0)
so introduced is customarily referred to as the covariant J [97].
In [61, Lemma 5.3], other than a symbolic expression, the authors provided an explicit de-
terminantal formula for the covariant J , which will be here generalized to a wider family of
joint-covariants.
For l ≥ 2, fix a partition N1 ∪ N2 ∪ · · · ∪ Nl = N, where N1, . . . ,Nl are pairwise disjoint infinite
sets. If n = (n,m, . . . ,m) ∈ Nl, consider the joint-covariant defined by:
Jn,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) := U
∏
1≤i<j≤n−m+1
[j i]
∏
0≤i<j≤m
[j i] (7.2.4)
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where, without loss of generality, it is assumed that 1, 2, . . . , n−m+ 1 ∈ N1, n−m+ 2 ∈ N2,
. . . , n−m+s ∈ Ns, . . . , . . ., m ∈ Nl, andU is the umbral operator defined in (7.1.12), (7.1.13). If
a form f(x0, y0) of degree n is given, then a form g(x0, y0) of degree m, and apolar to f(x0, y0),
can be obtained by suitably replacing each aij in Jn,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) with
an element in C, as made precise in Theorem 7.2.6, with the help of the following vanishing
criterion.
Lemma 7.2.5 (Vanishing criterion). Let U denote the operator defined by (7.1.12) and (7.1.13),
and assume that p ∈ C[x,y] changes in sign by permuting two pairs of its indeterminates, say
(xi1 , yi1) and (xi2 , yi2), with i1, i2 ∈ Ni, for some i. Then, U p = 0.
Proof. According to (7.1.12) and (7.1.13), since i1, i2 ∈ Ni for the same i, U p does not change
if (xi1 , yi1) and (xi2 , yi2) are exchanged. On the other hand, under this swapping, p changes in
sign, implying U p = −U p, and therefore U p = 0.
Theorem 7.2.6. Let f(x0, y0) be a binary form of degree n, and let m ≤ n be such that
l = 2m − n ≥ 1. For a sequence (fi(x0, y0))1≤i≤l of forms of degrees n = (n,m, . . . ,m) ∈ Nl
such that f1(x0, y0) = f(x0, y0), set
g(x0, y0) = Jn,m(f1, f2, . . . , fl)(x0, y0).
Then, g(x0, y0) = 0 or, if f1, . . . , fl are linearly independent, g(x0, y0) is a form of degree m
such that {f, g} = 0.
Proof. Fix a partition N1 ∪ N2 ∪ · · · ∪ Nl = N of N into infinite subsets, and assume that
1, 2, . . . , n−m+ 1 ∈ N1, n−m+ 2 ∈ N2, . . ., m ∈ Nl. Consider the polynomial:
q(x0, y0, x1, y1, . . . , xm, ym) = y
n−m
1 x2y
n−m−1
2 · · ·xkk+1yn−m−kk+1 · · · xn−mn−m+1
∏
0≤h<j≤m
[j h],
(7.2.5)
and choose i ∈ N1 \{1, 2, . . . , n−m+1}. Then, for every k = 0, . . . , n−m, since n−m+1 ≤ m,(
xki y
n−m−k
i q(xi, yi, x1, y1, . . . , xm, ym)
)τ
= −xki yn−ki q(xi, yi, x1, y1, . . . , xm, ym),
where τ is the transposition of {1, 2, . . . , n−m+1, i} such that τ(i) = k+1. Since k+1, i ∈ N1,
the vanishing criterion applies, yielding:
U xki y
n−m−k
i q(xi, yi, x1, y1, . . . , xm, ym) = 0 ∀ k = 0, . . . , n−m. (7.2.6)
Moreover, if h(x0, y0) := U(f1, f2, . . . , fl) q(x0, y0, x1, y1, . . . , xm, ym), then h(x0, y0) = 0 or
h(x0, y0) is a form of degree m satisfying
U(f)xki y
n−m−k
i h(xi, yi) = 0 ∀k = 0, . . . , n−m. (7.2.7)
By virtue of (7.1.12) and (7.1.13), the pair (xi, yi) may be replaced in (7.2.7) by any pair (xj , yj),
such that j ∈ N1. For (xj , yj) = (x1, y1), it follows that {f, h} = 0. Then, symmetrizing
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q(x0, y0, x1, y1, . . . , xm, ym) with respect to (x1, y1), (x2, y2), . . ., (xn−m+1, yn−m+1), it follows
that: ∑
σ∈Sn−m+1
(q(x0, y0, x1, y1, . . . , xm, ym))
σ
=
∏
1≤i<j≤n−m+1
[j i]
∏
0≤i<j≤m
[j i] .
Indeed, consider the polynomial Q(x0, x1, . . . , xm) obtained from q(x0, y0, . . . , xm, ym) by set-
ting yi = 1 for all i = 0, . . . ,m, namely:
Q(x0, x1, . . . , xm) := x2x
2
3 · · ·xn−mn−m+1∆(x0, . . . , xm).
Since ∆(x0, . . . , xm)
τ = (−1)τ∆(x0, . . . , xm) for every τ ∈ Sn−m+1, the symmetrization of
Q(x0, . . . , xm) over Sn−m+1 can be written as:
1
(n−m+ 1)!
∑
τ∈Sn−m+1
(
Q(x0, x1, . . . , xm)
)τ
=
=
1
(n−m+ 1)!∆(x0, . . . , xm)
∑
τ∈Sn−m+1
(−1)τx0τ(1)xτ(2)x2τ(3) . . . xn−mτ(n−m+1)
=
1
(n−m+ 1)!∆(x1, . . . , xn−m+1)∆(x0, x1, . . . , xm).
Then, the conclusion for q(x0, x1, . . . , xm) follows considering that:
q(x0, y0, . . . , xm, ym) = y
m
0
n−m+1∏
j=1
ynj
m∏
r=n−m+2
ymr Q
(
x0
y0
, . . . ,
xm
ym
)
.
Indeed, ∑
σ∈Sn−m+1
(
q(x0, y0,x1, y1, . . . , xm, ym)
)σ
=
=
∑
σ∈Sn−m+1
(
ym0
n−m+1∏
j=1
ynj
m∏
r=n−m+2
ymr Q
(
x0
y0
, . . . ,
xm
ym
))σ
= ym0
n−m+1∏
j=1
ynj
m∏
r=n−m+2
ymr
∑
σ∈Sn−m+1
(
Q
(
x0
y0
, . . . ,
xm
ym
))σ
and ∑
σ∈Sn−m+1
(
Q
(
x0
y0
, . . . ,
xm
ym
))σ
= ∆
(
x0
y0
, . . . ,
xm
ym
)
∆
(
x1
y1
, . . . ,
xn−m+1
yn−m+1
)
=
1
ym0
n−m+1∏
j=1
1
ynj
m∏
r=n−m+2
1
ymr
∏
1≤i<j≤n−m+1
[j i]
∏
0≤i<j≤m
[j i].
On the other hand, since 1, 2, . . . , n−m+ 1 ∈ N1, then
U (q(x0, y0, x1, y1, . . . , xm, ym))
σ
= U q(x0, y0, x1, y1, . . . , xm, ym)
for all σ ∈ Sn−m+1, implying that:
g(x0, y0) = Jn,m(f1, f2, . . . , f2m−n)(x0, y0) = (n−m+ 1)!h(x0, y0),
and, finally, that {f, g} = (n−m+ 1)! {f, h} = 0.
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Since the space of all the forms of degree m, which are apolar to a given form of degree n,
has dimension 2m − n, 2m − n = 1 (i.e. n = 2m − 1) and 2m − n = m (i.e. n = m)
are the minimum and the maximum values respectively for which a form g(x0, y0) of degree
m, and apolar to f(x0, y0) of degree n ,exists. So, when 2m − n = 1, f(x0, y0) is of degree
2m − 1, g(x0, y0) = Jn,m(f)(x0, y0) 6= 0 is of degree m, and {f, g} = 0. In particular, since
n−m+1 = m, the covariant (7.2.4) reduces, up to a sign, to the covariant J of Kung and Rota
[61]:
J2m−1,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) = U
∏
1≤i<j≤m
[j i]
∏
0≤i<j≤m
[j i].
The determinantal formula for Jn,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0) is provided by the next
theorem.
Theorem 7.2.7. Let n,m ∈ N with l = 2m−n ≥ 1 and let Jn,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0)
be the joint-covariant defined in (7.2.4). Then:
Jn,m(. . . ; ai0, ai1, . . . , aini ; . . . ;x0, y0)
=
1
(n−m+ 1)!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ym0 x0y
m−1
0 x
2
0y
m−2
0 . . . x
m
0
a1 0 a1 1 a1 2 . . . a1m
a1 1 a1 2 a1 3 . . . a1m+1
...
...
...
...
a1n−m a1n−m+1 a1n−m+2 . . . a1n
a2 0 a2 1 a2 2 . . . a2m
...
...
...
...
al 0 al 1 al 2 . . . alm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (7.2.8)
Proof. Fix a partition N1,N2, . . . ,Nl of N into infinite subsets, and assume that 1, 2, . . . , n −
m+ 1 ∈ N1, n−m+ 2 ∈ N2, . . ., m ∈ Nl. By virtue of (7.1.12) and (7.1.13), it follows that:
U
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ym0 x0y
m−1
0 x
2
0y
m−2
0 . . . x
m
0
yn1 x1y
n−1
1 x
2
1y
n−2
1 . . . x
m
1 y
n−m
1
x2y
n−1
2 x
2
2y
n−2
2 x
3
2y
n−3
2 . . . x
m+1
2 y
n−m−1
2
...
...
...
xn−mn−m+1y
m
n−m+1 x
n−m+1
n−m+1y
m−1
n−m+1 x
n−m+2
n−m+1y
m−2
n−m+1 . . . x
n
n−m+1
ymn−m+2 xn−m+2y
m−1
n−m+2 x
2
n−m+2y
m−2
n−m+2 . . . x
m
n−m+2
...
...
...
ymm xmy
m−1
m x
2
my
m−2
m . . . x
m
m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U ym0 U x0y
m−1
0 . . . U x
m
0
U yn1 U x1y
n−1
1 . . . U x
m
1 y
n−m
1
U x2y
n−1
2 U x
2
2y
n−2
2 . . . U x
m+1
2 y
n−m−1
2
...
...
...
U xn−mn−m+1y
m
n−m+1 U x
n−m+1
n−m+1y
m−1
n−m+1 . . . U x
n
n−m+1
U ymn−m+2 U xn−m+2y
m−1
n−m+2 . . . U x
m
n−m+2
...
...
...
U ymm U xmy
m−1
m . . . U x
m
m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ym0 x0y
m−1
0 x
2
0y
m−2
0 . . . x
m
0
a1 0 a1 1 a1 2 . . . a1m
a1 1 a1 2 a1 3 . . . a1m+1
...
...
...
...
a1n−m a1n−m+1 a1n−m+2 . . . a1n
a2 0 a2 1 a2 2 . . . a2m
...
...
...
...
al 0 al 1 al 2 . . . alm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= Uq(x0, y0, x1, y1, . . . , xm, ym),
where q(x0, y0, x1, y1, . . . , xm, ym) is the polynomial defined in (7.2.5). Indeed,
q(x0, y0, x1, y1, . . . , xm, ym) = y
m
0 y
n
1 y
n
2 · · · ynn−m+1ymn−m+2 · · · ymmQ
(
x0
y0
,
x1
y1
, . . . ,
xm
ym
)
,
with Q(x0, x1, . . . , xm) = x2x
2
3 · · ·xn−mn−m+1∆(x0, x1, . . . , xm), namely
q(x0, y0, x1, y1, . . . , xm, ym) =
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ym0 x0y
m−1
0 x
2
0y
m−2
0 . . . x
m
0
yn1 x1y
n−1
1 x
2
1y
n−2
1 . . . x
m
1 y
n−m
1
x2y
n−1
2 x
2
2y
n−2
1 x
3
2y
n−3
2 . . . x
m+1
2 y
n−m−1
2
...
...
...
...
xn−mn−m+1y
m
n−m+1 x
n−m+1
n−m+1y
m−1
n−m+1 x
n−m+2
n−m+1y
m−2
n−m+1 . . . x
n
n−m+1
ymn−m+2 xn−m+2y
m−1
n−m+2 x
2
n−m+2y
m−2
n−m+2 . . . x
m
n−m+2
...
...
...
...
ymm xmy
m−1
m x
2
my
m−2
m . . . x
m
m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Finally, (7.2.8) follows by symmetrizing q(x0, y0, x1, y1, . . . , xm, ym) with respect to (x1, y1),
(x2, y2), . . . , (xn−m+1, yn−m+1) (since 1, . . . , n − m + 1 ∈ N1, as in the proof of Theorem
7.2.6).
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7.2.1 Apolarity and orthogonality
Formula (7.2.8) corresponds to (6.1.3) whenever yi = 1 for all i = 0, . . . ,m. This is a conse-
quence of the fact that orthogonality (in the general sense of [24]) is as a realization of apolarity,
and vice versa, in the sense of Theorem 7.2.9 below.
Assume that infinitely many, pairwise disjoint infinite sets N0,N1,N2, . . . are given, such that
N0 ∪ N1 ∪ N2 ∪ · · · = N0, and that a subset {aij | i, j ∈ N} of C is given, with ak = a0k = a1k
for all k ∈ N. Consider the linear functional E : C[x]→ C defined by
E xki = ajk if and only if i ∈ Nj , (7.2.9)
E xk00 x
k1
1 x
k2
2 · · · = E xk00 E xk11 E xk22 · · · , (7.2.10)
for every choice of non-negative integers i, j, k, k0, k1, k2, . . . ∈ N0 (in the sequel, ajk will be
said the k-th moment of E on Nj). Any linear functional E : C[x] → C of the type (7.2.9)
and (7.2.10) can be equivalently determined by the set {fjn(x0, y0) | j, n ∈ N} of binary forms
defined by:
fjn(x0, y0) =
n∑
k=0
(
n
k
)
(−1)n−kajkxn−k0 yk0 . (7.2.11)
Therefore, for all j, n ∈ N,
U(fjn)x
k
i y
n−k
i = E x
k
i ∀k = 0, . . . , n , i ∈ Nj . (7.2.12)
On the other hand, let E0 : C[x]→ C[x0] denote the linear operator defined by:
E0 x
k0
0 x
k1
1 x
k2
2 · · · = xk00 E xk11 xk22 · · · (7.2.13)
for every non-negative integers k0, k1, k2, . . . ∈ N0, and then extended by linearity. Besides, let
e1 : C[x,y]→ C[x0] denote the map evaluating each p ∈ C[x,y] at yi = 1, for all i. Hence, by
comparing (7.1.12) and (7.1.13) with (7.2.9) and (7.2.10), it follows that
U(fj1n1 , fj2n2 , . . . , fjlnl) p = E0 e1(p), (7.2.14)
for all p ∈ C[x,y] whose indeterminates (xi, yi)’s satisfy i ∈ Nj1 ∪Nj2 ∪ · · · ∪Njl . In particular,
for every N,M with M ≤ N and l = 2M −N ≥ 1, via (7.2.14), the covariant defined in (7.2.4)
can be written as:
JN,M (f1N , f2M , . . . , flM )(x0, 1) = E0 ∆(x1, x2, . . . , xN−M+1)∆(x0, x1, . . . , xM ), (7.2.15)
with E0 as in (7.2.13). In particular, assume that ak = ajk for all j ≥ 1, namely assume that
the restriction of E to C[x0] is uniquely determined by the sequence {fn(x0, y0)}n≥1 of binary
forms
fn(x0, y0) =
n∑
k=0
(
n
k
)
(−1)n−kak xn−k0 yk0 an 6= 0∀n ∈ N. (7.2.16)
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Let {pnm(x0)}n,m≥1 := {pnm(x0) |n ∈ N,m = 1, . . . , n} be a triangular array of polynomials in
C[x0], satisfying deg pnm(x0) = n for every m = 1, . . . , n.
Definition 7.2.8. The triangular array {pnm(x0)}n,m≥1 is called a generalized orthogonal
polynomial system (GOPs, for short) for E : C[x0]→ C if, and only if, for every n ∈ N and
every m ≤ n,
E[xk0 pnm(x0)] = 0 ∀ k = 0, . . . , n−m, (7.2.17)
and E[xn−m+10 pnm(x0)] 6= 0.
Then, if {pnm(x0)}n,m≥1 is a GOPs for E, for every i ∈ N, by comparing (7.1.6) and (7.2.16),
it follows that:
U(fn)x
k
i y
n−k
i = E[x
k
0 ] ∀k = 0, . . . , n ,
implying that the orthogonality condition (7.2.17) can be restated in the equivalent form:
U(f2n−m)xk1y
n−m−k
1 gnm(x1, y1) = 0 ∀k = 0, . . . , n−m,
where gnm(x0, y0) := y
n
0 pnm
(
x0
y0
)
, or also as:
{f2n−m, gnm} = 0 ∀m = 1, . . . , n. (7.2.18)
All the previous considerations are gathered in the next statement.
Theorem 7.2.9. Let E be a linear functional satisfying (7.2.9) and (7.2.10). For every n ∈ N
and every m = 1, . . . , n, let f2n−m(x0, y0) be the binary form associated with E, as in (7.2.16),
and assume that g2(x0, y0), . . . , gm(x0, y0) are (linearly independent) binary forms of degree n.
Then, every generalized orthogonal polynomial system {pnm(x0)}n,m≥1 for E corresponds to a
set {gnm(x0, y0)}n,m≥1 of binary forms such that gnm(x0, y0) is of degree n, and is apolar to
f2n−m(x0, y0), via gnm(x0, y0) := yn0 pnm
(
x0
y0
)
. Dually,
pnm(x0) = J2n−m,n(f2n−m, g2, . . . , gm)(x0, 1),
with the covariant J as defined in (7.2.4).
Proof. Apply relation (7.2.15) with N = 2n−m and M = n, and follow the same steps required
in the proof of Theorem 6.1.3, replacing the random variable Xj with the indeterminate xj .
Remark 7.2.10. If N = 2M − 1 in (7.2.15),
J2M−1,M (f1 2M−1)(x0, 1) = E0
[
∆(x1, . . . , xM )
2
M∏
j=0
(xj − x0)
]
corresponds to the representation of the orthogonal polynomial pM,1(x0) extracted from a GOPs
for E.
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Example 7.2.11. If 2m − n = m, and g(x0, y0) = Jn,m(f, g2, . . . , gm)(x0, y0) 6= 0, both
g(x0, y0) and f(x0, y0) are of degree m. In this case, since n − m + 1 = 1, the apolarity
condition {f, g} = 0 can be equivalently referred to by saying that the covariants
Jm,m(. . . ; ai0, ai1, . . . , aim; . . . ;x0, y0) = U
∏
0≤i<j≤m
[j i]
correspond to the biorthogonal polynomials studied by Iserles and Norsett [52]: for every m ≥ 1,
assume that a set of distributions {F (x, µl) : l = 1, . . . ,m} is given, where {µ1, . . . , µn, . . . } is
a set of real parameters. A monic polynomial pm(x;µ1, . . . , µm) of degree m is said to satisfy
the biorthogonality condition if∫
R
pm(x;µ1, . . . , µm)dF (x, µl) = 0 ∀ l = 1, . . . ,m.
For every j = 1, . . . ,m, set hj(x0, y0) =
m∑
k=0
(
m
k
)
(−1)kbj,kxm−k0 yk0 , where bj,k =
∫
R x
kdF (x, µj).
Then, by virtue of Theorem 7.2.9, the polynomial
pm(x0;h1, . . . , hm) := Jm,m(h1, h2, . . . , hm)(x0, 1)
satisfies the biorthogonality condition. In particular, the determinantal representation provided
in [52, Theorem 1] is recovered via (7.2.8); likewise, for the integral representation [52, Theorem
2], which is a particular case of (7.2.15).
7.3 Moments of random discriminants
In statistics, for a simple random sample X1, . . . , Xn, for n ∈ N, the random discriminant is
defined as the square of the Vandermonde polynomial in the independent and identically dis-
tributed variablesX1, . . . , Xn, namely ∆(X1, . . . , Xn)
2. The interest in studying this statistics is
motivated by the wide range of applications it is concerned: spectral theory of random matrices
and hypothesis testing, just to cite a few. In [64], a direct investigation of the topic is provided:
more precisely, the author applies Selberg’s integral formula to obtain stochastic representations
for random discriminants, when the sample is drawn from a Normal, Gamma or Beta popu-
lation. Due to the identity (6.1.6), one could in principle apply the techniques available for
moment matrices to study its distribution. However, as underlined in the same reference [64],
the aforementioned stochastic representation hints that the distribution of ∆(X1, X2, . . . , Xn)
2
might be rather complicated, reason why stochastic bounds, or other results that can supply
some information in this regard, are found to be of major interest.
The main achievements of this section are explicit formulae for the moments of the random
discriminant. It is worth to note that no strict assumption on the distribution of the underlying
sample is required: indeed, the algebraic technique here adopted applies for the computation of
137
CHAPTER 7. What are orthogonal polynomials, really?
E[∆(X1, . . . , Xn)2k], k ≥ 1, regardless of the distribution of the population the sample is drawn
from.
The starting point is, once more, apolarity and, in particular, Sylvester’s Theorem, but in
terms of linear functionals E : C[x] → C and E0 : C[x] → C[x0], rather than the umbral func-
tional U : C[x,y] → C[x0, y0]. To ease the notation and highlight the connection with the
theory of orthogonal polynomials, the binary form fn(x, y) and the corresponding polynomial
Pn(x) := fn(x, 1) will be used interchangeably, and apolarity will be referred to polynomials
instead of binary forms. The bottom line is the generalization of the symbolic expression for the
covariant J in terms of its homogenized roots [61, Algorithm 4.1], to a wider family of apolar
covariants.
In general, for a binary form f(x, y) of degree 2n − 1, its covariant J is the unique apolar
covariant of order n (see [61, Lemma 5.3]). Sylvester’s Theorem, at this point, does not pro-
vide any extra information about when the covariant J factorizes into n distinct linear factors,
giving rise to a decomposition of f as sum of (2n-1)-th powers of n linear factors. As a con-
sequence of Theorem 7.2.9, such a representation always occurs for binary forms of the type
fn(x, y) = E[(yX−x)2n−1], where X is a random variable whose OPs pn(x) provides its covari-
ant J via J(x, y) = ynpn
(
x
y
)
(indeed, real orthogonal polynomials admit real and simple roots
[24, Theorem 5.2]).
Before detailing these conclusions via Theorems 7.3.1 and 7.3.3, it might be convenient to start
with a brief example. In the following, for a given random variable X, consider the sequence
of polynomials An(x) = E[(X − x)n], for all n ≥ 1. If N ∼ N (0, 1) denotes a random variable
distributed according to the standard Gaussian law, and Hn(x) denotes the sequence of the
monic Hermite polynomials, then
A3(x) = −(x3 + 3x) = 1
2
(1− x)3 − 1
2
(x+ 1)3 , (7.3.1)
with H2(x) = x
2 − 1 = (x+ 1)(x− 1). Similarly,
A5(x) = −(x5 + 10x3 + 15x) = −2
3
x5 +
1
6
(
√
3− x)5 − 1
6
(x+
√
3)5 , (7.3.2)
with H3(x) = x(x−
√
3)(x+
√
3).
This phenomenon is the result of the following general picture. In particular, the exactness of
the classical Gauss quadrature formula (see, for instance, [24, Theorem 6.1]) can be embedded
in the following formulation of Sylvester’s Theorem.
Theorem 7.3.1. Let f(x0, y0) be a binary form of degree 2n − 1. For any linear functional
E : C[x] → C satisfying (7.2.9) and (7.2.10) with ak = ajk for all j, k ∈ N, assume that
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g(x0, y0) = J2n−1,n(f)(x0, y0) factorizes as:
g(x0, y0) = (x0r1 − y0s1)(x0r2 − y0s2) · · · (x0rn − y0sn),
where the linear factors are pairwise distinct, and si 6= 0 for all i = 1, . . . , n 2. Then, for every
n ∈ N, there exist unique complex numbers c1,n, . . . , cn,n, called Christoffel numbers, such that:
E0 [(x1 − x0)2n−1] =
n∑
i=1
ci,n(ζi − x0)2n−1, (7.3.3)
where ζi := ri/si for all i = 1, . . . , n.
By expanding both sides of equation (7.3.3) as polynomials in x0, and comparing the corre-
sponding coefficients, one has:
ak = E[x
k
0 ] =
n∑
i=1
ci,n ζ
k
i ∀ k = 0, . . . , 2n− 1, (7.3.4)
and, more generally, for every p(x0) ∈ C[x0]2n−1, since E[p(x1)] = E[p(x0)], it follows that:
E[p(x0)] =
n∑
i=1
ci,n p(ζi) . (7.3.5)
In this framework, this classical result arises as a corollary of Sylvester’s Theorem. Indeed,
Sylvester’s Theorem guarantees that there exists a unique solution to the system
ak =
n∑
j=1
cj,nζ
k
j k = 0, . . . , 2n− 1 ,
obtained by extracting the equations corresponding to k = 0, . . . , n − 1. Then, Cramer’s rule
entails that, for i = 1, . . . , n,
ci,n =
E[∆(ζ1, . . . , ζi−1, x0, ζi+1, . . . , ζn)]
∆(ζ1, ζ2, . . . , ζn)
(7.3.6)
=
E
[ ∏
j 6=i
(x0 − ζj)
]
n∏
j=1
j 6=i
(ζj − ζi)
Remark 7.3.2. Equivalently, the Christoffel’s numbers can be computed as:
ci,n =
bn
bn−1
1
pn−1(ζi)
∏n
j=1
j 6=i
(ζi − ζj) ,
where bn denotes the leading coefficient of pn(x) (see [116]).
2The coefficients ri, si, for i = 1, . . . , n, are usually called homogenized roots of the covariant J
139
CHAPTER 7. What are orthogonal polynomials, really?
As a matter of fact, (7.3.6) allows to detect a nice property enjoyed by the weights ci,n’s: the
invariance under translation (see Proposition 7.3.4 below). In order to enhance this property,
it might be convenient to restate (7.3.3) for E = E on a fixed probability space, yielding as a
consequence an explicit expression for the translated moments E[(X − x)n] of a (real) random
variable X.
Theorem 7.3.3. Let X be a random variable, admitting moments up to all orders, and let
{pn(x)}n≥1 denote the associated OPs. If An(x) = E[(X − x)n], n ∈ N, then
{A2n−1(x), pn(x)} = 0.
Moreover, if r1,n(X), r2,n(X), . . . , rn,n(X) denote the n (real) roots of pn(x), then there exist
unique complex numbers c1,n(X), . . . , cn,n(X) such that:
A2n−1(x) =
n∑
j=1
cj,n(X)(rj,n(X)− x)2n−1.
As in the general setting, Sylvester’s Theorem guarantees that there exists a unique solution to
the system
ak =
n∑
j=1
cj,n(X)rj,n(X)
k k = 0, . . . , 2n− 1,
that will be given by:
ck,n(X) =
E[∆(r1,n(X), . . . , rk−1,n(X), X, rk+1,n(X), . . . , rn,n(X))]
∆(r1,1(X), . . . , rn,n(X))
, (7.3.7)
where aj(X) = E[Xj ].
Proposition 7.3.4. If the above notation prevails, then, for every t ∈ R and for every k =
1, . . . , n, ck,n(X + t) = ck,n(X) .
Proof. First of all, remark that the existence of an OPs for X+ t, for all t ∈ R, follows from the
invariance under translation of the statistics ∆(X1, . . . , Xn)
2. For every t ∈ R, let rj,n(X + t)
denote the j-th root of the orthogonal polynomial pn(x,X + t) = pn(x− t,X) for X + t. Then,
rj,n(X + t) = rj,n(X) + t, and hence:
ck,n(X + t) =
E
[
∆(r1(X) + t, . . . , rk−1(X) + t,X + t, rk+1(X) + t, . . . , rn(X) + t)
]
∆(r1(X) + t, . . . , rn−1(X) + t)
=
E
[
∆(r1(X), . . . , rk−1(X), X, rk+1(X), . . . , rn(X))
]
∆(r1(X), . . . , rn(X))
= ck,n(X).
Remark 7.3.5. Cumulants are an important class of invariants under translation associated
with the law of a random variable X (classically, they are called semi-invariants): it might be
interesting, then, to determine if there is an explicit relation between the weights ck,n(X) and
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the cumulants χn(X) of the random variable X. Note that a representation of cumulants in
terms of (generalized) Vandermonde polynomials has been provided in [99, Theorem 4.1], using
umbral methods.
Remark 7.3.6. It is worth to remark that (7.3.4) says that the decomposition (7.3.5) applies,
in particular, if the moment problem for the ak’s as in (7.3.4) has a solution. Indeed, in this
case, all the Hankel determinants det(ai+j)i,j=0,...,n−1 are positive, and the corresponding OPs
for E : E[xk] = ak exists, with pn(x) having n simple roots ζ1, . . . , ζn for every n.
Via Theorem 7.3.1, (7.3.5) can be easily generalized in the following way.
Theorem 7.3.7. Let E : C[x]→ C be a linear functional satisfying (7.2.9) and (7.2.10), with
ak = ajk for all j, k ∈ N. Assume that {pn(x0)}n≥1 is an orthogonal polynomial system associ-
ated with E : C[x0]→ C 3, with pn(x0) having pairwise distinct roots ζ1, ζ2, . . . , ζn for every n.
If P (x1, x2, . . . , xN ) ∈ C[x] is of degree at most 2n− 1 in each xi, then
E[P (x1, x2, . . . , xN )] =
∑
(i1,i2,...,iN )
1≤ik≤n
ci1ci2 · · · ciN P (ζi1 , ζi2 , · · · , ζiN ), (7.3.8)
where c1, c2, . . . , cn are given by (7.3.6).
Proof. Write P (x1, . . . , xN ) =
∑
1≤ij≤2n−1
j=1,...,N
Ai1,...,iNx
i1
1 · · ·xiNN , with Ai1,...,iN ∈ C. Then,
E[P (x1, . . . , xN )] =
∑
1≤ij≤2n−1
j=1,...,N
Ai1,...,iNE[x
i1
1 ] · · ·E[xiNN ].
Since ij ≤ 2n− 1, one has E[xijj ] = aij =
n∑
lj=1
clj ,nζ
ij
lj
, yielding:
E[P (x1, . . . , xN )] =
∑
1≤ij≤2n−1
j=1,...,N
Ai1,...,iN
N∏
j=1
( n∑
lj=1
clj ,nζ
ij
lj
)
=
∑
1≤ij≤2n−1
j=1,...,N
Ai1,...,iN
∑
l1,...,lN
1≤lj≤n
cl1,n · · · clN ,nζi1l1 · · · ζiNlN
=
∑
l1,...,lN
1≤lj≤n
cl1,n · · · clN ,n
∑
1≤ij≤2n−1
j=1,...,N
Ai1,...,iN ζ
i1
l1
· · · ζiNlN
=
∑
l1,...,lN
1≤lj≤n
cl1,n · · · clN ,nP (ζl1 , . . . , ζlN ).
3With abuse of notation, E is used to denote both E : C[x0] → C and its linear extension to E : C[x] → C.
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As a consequence, the following formula for the moments of a Vandermonde polynomial can be
stated. Since the vanishing criterion ensures that E[∆(x1, x2, . . . , xn)
2k−1] = 0, for all k ∈ N
(recall that ak = ajk for all k ∈ N), it is sufficient to focus only on even moments.
Corollary 7.3.8. For given n, k,N ∈ N, assume that 2k(N − 1) ≤ 2n− 1. Then,
E[∆(x1, x2, . . . , xN )
2k] =
∑
(i1,i2,...,iN )
1≤ij≤n
ci1ci2 · · · ciN ∆(ζi1 , ζi2 , · · · , ζiN )2k, (7.3.9)
where c1, c2, . . . , cn, ζ1, ζ2, . . . , ζn ∈ C are determined via Sylvester’s Theorem as in (7.3.6).
Proof. ∆(x1, x2, . . . , xN )
2k has maximum degree 2k(N − 1) in xi, for every i. Then, Theorem
7.3.7 applies whenever 2k(N − 1) ≤ 2n− 1.
If X1, X2, . . . , XN are independent and identically distributed random variables on a given
probability space, the most natural choice for the functional E is the the expectation E. In
this case, the statistics ∆(X1, X2, . . . , XN )
2 is the random discriminant [64]. Then, identity
(7.3.9) can be seen an explicit formula for the moments of a random discriminant in terms of
the roots the orthogonal polynomials associated with the law of X1. In particular, when k = 1
and N = n, Corollary 7.3.8 yields that:
E[∆(X1, X2, . . . , Xn)2] = n! c1c2 · · · cn ∆(ζ1, ζ2, · · · , ζn)2,
which shows that the expected value of the random discriminant reduces to the discriminant of
the n-th orthogonal polynomial (up to multiplicative coefficients).
Example 7.3.9. In [64], Selberg’s integral is used to compute the exact distribution of the
random discriminants ∆(X1, . . . , Xn)
2, where X1, . . . , Xn are i.i.d. random variables, Gaussian,
Gamma or Beta distributed: in these cases, an explicit formula for E[∆(X1, . . . , Xn)2k] is
provided. For instance, if X1, . . . , Xn are N (µ, σ)-distributed random variables, then for every
k ≥ 1,
E[∆(X1, . . . , Xn)2k] = σn(n−1)k
n∏
j=1
jjk
∏
1≤i<j≤n
Γ(k + ij )
Γ( ij )
,
where Γ(r) denotes the Gamma function (see [64, Lemma 3.1]). For instance, set N = 3, n = 5,
k = 2, µ = 0 and σ = 1. Then E[∆(X1, X2, X3)4] = 4320. Since the roots of H5(x) = x5−10x3+
15x are r1 = 0, r2 =
√
5−√10, r3 = −
√
5−√10, r4 =
√
5 +
√
10 and r5 = −
√
5 +
√
10, the
computation of the ci’s as in (7.3.6) gives
4
1. c1 = 0.5333333333;
2. c2 = c3 = 0.2220759228;
4The computations have been run with Maple 13.
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3. c4 = c5 = 0.01125741133,
and therefore, via formula (7.3.9), E[∆(X1, X2, X3)4] = 4320.
Another approach to compute the moments of the random discriminant for any random variable
X can be outlined by carrying the dual reasoning to the one that led to formula (7.3.8). For
the sake of clarity, the strategy is first sketched with an example.
Example 7.3.10. For the first Hermite polynomials Hn(x) arising from (6.1.7), for a standard
Gaussian random variable N ,
H2(x) = 2(x
2 − 1) = (x− ı)2 + (x+ ı)2 , (7.3.10)
with E[(N − x)2] = −(x2 + 1) = −(x+ ı)(x− ı). Similarly,
H3(x) = −12(x3 − 3x) = −8x3 + 2(x− ı
√
3)3 +−2(x+ ı
√
3)3 (7.3.11)
and E[(N − x)3] = −(x3 + 3x) = x(ı√3− x)(x+ ı√3).
Let X be a centered random variable, and assume that pn(x) =
∑n
h=0
(
n
h
)
(−1)hbn−hxh is
its OPs, as in (6.1.7). As a consequence of the orthogonality, if An(x) = E[(X − x)n], then
{pn(x), An(x)} = 0: indeed, if ak = E[Xk], E[pn(X)] =
∑n
h=0
(
n
h
)
(−1)hahbn−h = 0. Assume,
further, that An(x) has simple roots for every n, say r1, . . . , rn. Then, for every j = 1, . . . , n, the
polynomial qj(x) = (rj−x)n is apolar to An(x) (see, for instance, [97, Theorem 1] for the proof
via umbral methods), and since q1(x), q2(x), . . . , qn(x) are linearly independent, Sylvester’s
Theorem implies the existence of unique coefficients c1, c2, . . . , cn such that:
pn(x) =
n∑
j=1
cj(rj − x)n,
and hence, by comparing the leading terms,
E[∆(X1, . . . , Xn)2] =
n∑
j=1
cj .
More generally, for any k ≥ 1, consider the polynomials pn,k(x) := pn,k(x,X) defined via
pn,k(x) = n!E[qnk(x,X1, . . . , Xn)], (7.3.12)
with
qnk(x, x1, . . . , xn) = x
n−1
1 x
n−2
2 · · ·xn−1∆(x, x1, x2, . . . , xn)2k−1 ,
and X1, . . . , Xn independent copies of X. By symmetrizing qnk(x, x1, . . . , xn) with respect to
x1, x2, . . . , xn, one has
pn,k(x) = E[(X1 − x)2k−1(X2 − x)2k−1 · · · (Xn − x)2k−1∆(X1, X2, . . . , Xn)2k].
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In the sequel, if m = n(2k − 1), write:
pn,k(x) =
m∑
h=0
(
m
h
)
(−1)hbm−hxh.
Theorem 7.3.11. Let the previous notation prevail, and, for fixed n, k ∈ N, if m = n(2k− 1),
assume that Am(x) = E[(X−x)m] has m simple roots, say r1(X), . . . , rm(X). Assume that the
linear system
bm−k =
m∑
j=1
cjr
m−k
j ∀k = 0, . . . ,m
admits a unique solution (cm,1(X), . . . , cm,m(X)). Then,
(−1)mE[∆(X1, . . . , Xn)2k] =
m∑
j=1
cm,j(X).
Proof. Let I(x, y) denote the covariant obtained by replacing Xi −Xj with the bracket [i j] in
pn,k(x), so that pn,k(x) = I(x, 1). Then, the vanishing criterion with respect to the functional
E, applied to xhn+1 qnk(xn+1, x1, x2, . . . , xn), for h = 1, . . . , n− 1, implies that:
E[q(X) pn,k(X)] = 0 ∀q(x) ∈ C[x]≤n−1,
implying in turn that the apolar covariantA(f, I) vanishes whenever f(x, y) = E[(yX−x)2kn−1].
In terms of polynomials, the orthogonality conditions satisfied by pn,k(x) can be rewritten as:
A(Am(x), pn,k(x)) = 0.
Then, by virtue of Sylvester’s Theorem, pn,k(x) can be decomposed as:
pn,k(x) =
m∑
j=1
cm,j(X)(rj(X)− x)m
=
m∑
j=1
cm,j(X)
m∑
h=0
(
m
h
)
(−1)hxhrj(X)m−h
=
m∑
h=0
xh
(
m
h
)
(−1)h
m∑
j=1
rj(X)
m−hcm,j(X),
and the conclusion follows by identifying the leading terms.
Example 7.3.12. Let n = k = 2, so that m = n(2k − 1) = 6. If N ∼ N (0, 1), A6(x) =
x6 + 15x4 + 45x2 + 15, whose zeros are given by r = [r1, . . . , r6],
1. r1 = −1.349630430 · 10−9 − 0.6167065905 ı,
2. r2 = 1.349630430 · 10−9 + 0.6167065905 ı,
3. r3 = 2.340691285 · 10−10 − 3.324257434 ı,
4. r4 = −2.340691285 · 10−10 + 3.324257434 ı,
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5. r5 = 6.504148675 · 10−11 − 1.889175878 ı,
6. r6 = −6.504148675 · 10−11 + 1.889175878 ı.
Moreover,
p2,2(x) =
6∑
h=0
(
6
h
)
(−1)hbm−hxh = 12x6 + 90x2 − 360
and, if N1, N2 are independent N (0, 1)-distributed, E[∆(N1, N2)4] = 12. Then, the solution
of the system M · c = b, where M = (r6−ij )i,j , for i, j = 1, . . . , 6, and b = [b5, b4, . . . , b0]T =
[0, 0, 0, 6, 0, 12]T , is given by:
1. c1 = 8.244073700− 0.5810482414e−8 ı,
2. c2 = 8.244073680− 0.5810482378e−8 ı,
3. c3 = 0.2504273076− 0.6122705598e−9 ı,
4. c4 = 0.2504273069− 0.6122705576e−9 ı,
5. c5 = −2.494501001 + 0.6422752968e−8 ı,
6. c6 = −2.494500994 + 0.6422752942e−8 ı,
yielding c1 + c2 + · · ·+ c6 = E[∆(N1, N2)4].
7.4 Invariant theory in several variables
The present section aims at extending the algebraic framework for orthogonality, based on in-
variant theory, for polynomials in C[x0, x1, . . . , xd]. The choice of dealing separately with the
multivariable setting is made to highlight some non-trivial aspects that arise here and that were
missing in the univariate framework.
Recall that a q-ary form of degree (k0, k1, . . . , kq) ∈ Nq+10 is a polynomial in
C[x0, x1, . . . , xq, y0, y1, . . . , yq], homogeneous of degree kj in (xj , yj). One of the major ad-
vantages in working with the symbolic method of invariant theory is that the proofs using
umbral notation, in the setting of binary forms, are suitable to be easily generalized for q-ary
forms. However, quoting Rota and Kung [61], “[...]The notion of a covariant ramifies in several
variables into several kinds of concomitants5, and the various kinds of apolarity never seem to
have been fully explored [..]”. Hence, the framework set in the sequel is not meant to be ex-
haustive; on the other hand, it corresponds to what is, in the author’s belief, the most natural
extension of the univariate setting discussed in Chapters 6 and 7.
5Concomitants are a class of invariants.
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Consider two sets of independent indeterminates {xi : i ∈ N0} and {yi : i ∈ N0}. For a
fixed d ∈ N, set xi = {xi(d+1), xi(d+1)+1, . . . , xi(d+1)+d}, and x = {xi | i ∈ N0}. Similarly, set
yi = {yi(d+1), yi(d+1)+1, . . . , yi(d+1)+d} and y = {yi | i ∈ N0}. To further shorten the notation,
set xij = xi(d+1)+j and yij = yi(d+1)+j and writexi
yi
 =
xi0 xi1 . . . xid
yi0 yi1 . . . yid
 for all i ∈ N0. (7.4.1)
Let GL2(C)d+1 denote the direct product of d + 1 copies of GL2(C). Every element g =
(g0, g1, . . . , gd) ∈ GL2(C)d+1 acts on
xi
yi
 according to the rule:
gk ·
xik
yik
 =
g(k)11 g(k)12
g(k)21 g
(k)
22
xik
yik
 ∀i ∈ N0, ∀k = 0, . . . , d,
if gk = (g
(k)
ij )i,j=1,2. Then, for every polynomial p ∈ C[x,y], g · p is obtained from p by letting
gk act on (xik , yik).
Definition 7.4.1. A polynomial p ∈ C[x,y] is said to be a GL2(C)d+1-invariant of index
n = (n0, n1, . . . , nd) ∈ Nd+10 if, and only if,
g · p = (det g0)n0(det g1)n1 · · · (det gd)nd p ∀ g ∈ GL2(C)d+1.
If n = (n0, n1, . . . , nd) ∈ Nd+10 , and following the standard multi-index notation:
xni =
d∏
j=0
x
nj
i,j and y
n
i =
d∏
j=0
y
nj
i,j for all i ∈ N,
one example of GL2(C)d+1-invariant of index n is the bracket polynomial, defined, for i, j ∈ N,
as the 2(d+ 1)-ary form given by:
[i j]
n
= (xi0yj0 − yi0xj0)n0 (xi1yj1 − yi1xj1)n1 · · · (xidyjd − yidxjd)nd .
Indeed, gk · (xikyjk − yikxjk)nk = (det gk)nk (xikyjk − yikxjk)nk for all k ∈ N. More generally,
any product of the type
[i1 j1]
n1 [i2 j2]
n2 · · · [il jl]nl
is a GL2(C)d+1-invariant of index n if and only if n1+n2+· · ·+nl = n, where n1+n2+· · ·+nl
denotes the componentwise sum (by virtue of the First Fundamental Theorem, any invariant p
of index n is a linear combination of products of this type).
For all k,n ∈ Nd+10 , consider the componentwise order: k ≤ n if and only if k = (k0, k1, . . . , kd),
n = (n0, n1, . . . , nd) and ki ≤ ni for all 0 ≤ i ≤ d. As already underlined in Chapter 6, this
choice guarantees that (Nd+10 ,≤) is a graded poset, with rank function ρ : Nd+10 → N0 given by
ρ(n) = n0 + n1 + · · · + nd, and corresponds to the most natural extension of the univariate
setting on (N0,≤) (see [114]).
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Definition 7.4.2. For a fixed n ∈ Nd+10 , a generic 2(d+1)-ary form of degree n is a polynomial
in C[a0, . . . , an;x0,y0] of the type
f(a0, . . . , an;x0,y0) =
∑
0≤k≤n
(
n
k
)
(−1)ρ(n−k) ak xn−k0 yk0 ,
where 0 = (0, 0, . . . , 0), and we have set:(
n
k
)
=
(
n0
k0
)(
n1
k1
)
· · ·
(
nd
kd
)
.
Hereafter, set
s(n) :=
∣∣ {k |0 ≤ k ≤ n}∣∣ (7.4.2)
so that s(n) equals the number of monomials in the generic form of degree n. A 2(d + 1)-ary
form of degree n is a polynomial f(x0,y0) arising from the generic form of degree n when
a0, . . . , an specialize at given coefficients in C.
Given an ordered sequence φ = (φ0, φ1, . . . , φd) of linear changes of variables, acting on
f(a0, . . . , an;x0,y0), the generic form f(a¯0, . . . , a¯n;x0,y0) is defined by letting φj act on the
pair (x0j , y0j).
Definition 7.4.3. For n,m ∈ Nd+10 , a GL2(C)d+1-covariant of index m for 2(d + 1)-ary
forms of degree n is a polynomial I(a0, . . . , an;x0,y0) satisfying, for every ordered sequence
φ = (φ0, . . . , φd) of linear changes of variables, with φj = φj(c
(j)
11 , c
(j)
12 , c
(j)
21 , c
(j)
22 ),
I(a¯0, . . . , a¯n;x0,y0) = (det φ0)m0(det φ1)m1 · · · (det φd)mdI(a0, . . . , an;x0,y0),
where
I(a¯0, . . . , a¯n;x0,y0) := I(a0, . . . , an;x′0,y′0),
and x′0i
y′0i
 = φi
x0i
y0i
 =
c(i)11x0i + c(i)12y0i
c(i)21x0i + c
(i)
22y0i
 , ∀ i = 0, . . . , d.
Similarly, if g(x0,y0) ∈ C[b0, . . . , bm,x0,y0] is a generic 2(d + 1)-ary form of degree m, a
joint-covariant of index k ∈ Nd+1 of 2(d + 1)-ary forms of degree (n,m) is a polynomial
I(a0, . . . , an, b0, . . . , bm;x0,y0) such that
I(a¯0, . . . , a¯n, b¯0, . . . , b¯m;x0,y0)
= (det φ0)
k0(det φ1)
k1 · · · (det φd)kdI(a0, . . . , an, b0, . . . , bm;x0,y0),
for every ordered sequence of linear changes φ = (φ0, . . . , φd).
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Let N1,N2 be a partition of N into disjoint infinite subsets. For fixed m,n, with m ≤ n,
consider generic forms f(a10, . . . , a1n;x0,y0) and g(a20, . . . , a2m;x0,y0) of degree n and m,
respectively, and consider the linear operator
U : C[x,y]→ C[a10, . . . , a1n; a20, . . . , a2m;x0,y0]
defined by
U xk1i y
k2
i =

xk10 y
k2
0 if i = 0;
a1k1 if k1 + k2 = n and i ∈ N1;
a2k1 if k1 + k2 = m and i ∈ N2;
0 otherwise.
If f(x0,y0) and g(x0,y0) are 2(d+ 1)-ary forms of degree n and m, respectively, then U(f) p
(respectively U(f, g)) will denote the operator whose value U(f) p (respectively U(f, g) p) is
obtained from U p by replacing the variates aik’s with the corresponding coefficients of f(x0,y0)
(respectively of f(x0,y0) and g(x0,y0)). For instance,
U(f, g)[1 0]
n
= f(x0,y0) and U(f, g)[2 0]
m
= g(x0,y0),
provided that 1 ∈ N1 and 2 ∈ N2. Furthermore,
U(f, g) [1 0]
n−m
[2 1]
m
= U(f)
∑
0≤k≤n−m
(
n−m
k
)
(−1)ρ(n−m−k) xk1yn−m−k1 g(x1,y1)xn−m−k0 yk0 . (7.4.3)
Definition 7.4.4. If m ≤ n, the apolar GL2(C)d+1-covariant is the joint-covariant of index
m of 2(d+ 1)-ary forms of degree (n,m) defined by
A(a10, . . . , a1n; a20, . . . , a2m;x0,y0) = U [1 0]n−m[2 1]m. (7.4.4)
For 2(d+ 1)-ary forms f and g of degrees n and m respectively, the associated apolar form is
obtained by setting
{f, g} = U(f, g) [1 0]n−m[2 1]m, (7.4.5)
so that, f(x0,y0) and g(x0,y0) are said to be apolar if and only if {f, g} = 0 or, equivalently,
from (7.4.3), if and only if:
U(f)xk1y
n−m−k
1 g(x1,y1) = 0 ∀k : 0 ≤ k ≤ n−m. (7.4.6)
Note that, by virtue of (7.4.6) the C-vector space of the forms of degree m that are apolar to
a given form of degree n has, in general, dimension s(m) − s(n −m), with s(m), s(n −m)
as defined in (7.4.2). Indeed, (7.4.3) asks for the solution of the system in s(n−m) equations
and s(m) unknowns a2hj ’s
s∑
i=0
(
m
hi
)
(−1)ρ(m−hi)a2hia1hi+kj = 0 for j = 0, . . . , r ,
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where s = s(m) − 1, {k : k ≤ m} = {h0 = 0,h1, . . . ,hs = m} and r = s(n −m) − 1, with
{k : k ≤ n−m} = {k0 = 0,k1, . . . ,kr = n−m}.
In analogy with the case d = 0, the apolar form leads to generalized orthogonal polynomial
systems in d + 1 indeterminates with respect to a linear functional E : C[x] → C satisfying
(7.2.9) and (7.2.10), and with ak = a0k = a1k. Trivially, E can be determined either by the
sequence of its moments or by the family {fn(x0,y0) |n ∈ Nd+1} of 2(d+ 1)-forms defined by
fn(x0,y0) =
∑
0≤k≤n
(
n
k
)
ak(−1)ρ(n−k) xn−k0 yk0 , ∀n ∈ Nd+1. (7.4.7)
Definition 7.4.5. For the fixed ≤, consider a triangular array of polynomials in C[x0] as in
(6.2.2). Then {pnm(x0) : 0 <m ≤ n}n∈Nd+10 is a generalized orthogonal polynomial system for
E if it satisfies
E[xk0 pnm(x0)] = 0 ∀k : 0 ≤ k ≤ n−m, (7.4.8)
and E[xk0 pnm(x0)] 6= 0 for every multi-index k ≤ n, covering n−m.
With these tools, Theorem 7.2.9 can be extended to the multivariable setting.
Theorem 7.4.6. A set of 2(d+ 1)-ary forms {gnm(x0,y0): 0 <m ≤ n} of degree n, satisfies
{f2n−m, gnm} = 0, for 0 <m ≤ n,
or, equivalently,
U(f2n−m)xk1y
n−m−k
1 gnm(x1,y1) = 0 ∀k : 0 ≤ k ≤ n−m, 0 <m ≤ n
if, and only if, gnm(x0,y0) = y
n
0 pnm(x
n
0 y
−n
0 ), with pnm(x0) generalized orthogonal system
for E as in (7.4.8).
Classical orthogonal polynomial systems are uniquely determined up to a multiplicative factor
(see Theorem 2.2. and its corollary in [24]). This is due to the fact that the space of all binary
forms of degree n, that are apolar to a given form of degree 2n − 1, has, in general, dimen-
sion 1. Moreover, as shown in Chapter 6, classical orthogonal polynomials arise by selecting
those polynomials corresponding to m = 1 from a generalized orthogonal polynomial system
{pnm(x0)}n,m≥1.
This phenomenon is no longer true in the multivariable setting. In fact, if δ has rank 1 (i.e.
ρ(δ) = 1), the space of the forms of degree n that are apolar to a given form of degree 2n− δ
does not have, in general, dimension 1. For instance, consider δk = (0, 0, . . . , 1, . . . , 0), then
2n−δk = (2n0, 2n1, . . . , 2nk− 1, . . . , 2nd), 2n−δk−n = (n0, n1, . . . , nk− 1, . . . , nd), hence for
every hj ≤ nj for j = k + 1, . . . , d, the element (n0, n1, . . . , nk, hk+1 . . . , hd) ≤ n but  n− δk.
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As such, the polynomial sequence obtained by extracting all the polynomials pnm(x0), for
m = δk, is not uniquely determined, up to multiplicative factors.
To achieve the multivariable counterpart to this phenomenon, it is necessary to proceed as
follows: let δ0 = (1, 0, . . . , 0), δ1 = (0, 1, . . . , 0), . . . , δd = (0, 0, . . . , 1) be the only d + 1
elements in Nd+1 having rank equal to 1, and consider the binary forms {fi(x0,y0) | 0 ≤ i ≤ d}
defined by (7.4.7) with fi(x0,y0) := f2n−δi(x0,y0). Then, consider the space of the 2(d+1)-ary
forms g(x0,y0) of degree n such that:
{f0, g} = {f1, g} = · · · = {fd, g} = 0.
Then, mindful of the notation introduced in the previous sections, a form g(x0,y0) of degree n
is apolar to each fi(x0,y0) if, and only if, the polynomial pn(x0) obtained from g(x0,y0) by
setting yi0 = 1 for all i = 0, . . . , d+ 1, satisfies:
E[xk0pn(x0)] = 0 ∀k : 0 ≤ k ≤ n− δj , ∀j = 0, . . . , d, and E[xn0 pn(x0)] 6= 0,
and, hence, if and only if
E[xk0 pn(x0)] = 0 ∀k : 0 ≤ k < n, and E[xn0 pn(x0)] 6= 0. (7.4.9)
These relations imply that pn(x0) belongs to a vector space whose dimension, in general, is
1, and therefore the sequence {pn(x0)}n∈Nd+10 is uniquely determined up to a multiplicative
factor. In particular, the polynomials pn(x0) satisfy:
E[pn(x0)pm(x0)] = 0 for m < n or m > n , and E[x
n
0 pn(x0)] 6= 0.
In conclusion, explicit formulae for pn(x0) can be obtained by applying a reasoning that closely
parallels the proofs of Theorem 6.2.4 and Theorem 6.2.6, as summarized in the next statement.
Theorem 7.4.7. For every fixed n ∈ Nd+10 , let {k |0 ≤ k ≤ n} = {k0 := 0,k1, . . . ,ks = n}.
Then, the polynomials defined via:
pn(x0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 xk10 x
k2
0 . . . x
ks
0
a0 ak1 ak2 . . . aks
ak1 ak1+k1 ak2+k1 . . . aks+k1
ak2 ak1+k2 ak2+k2 . . . aks+k2
...
...
...
...
aks−1 aks−1+k1 aks−1+k2 . . . aks−1+ks
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (7.4.10)
or, equivalently, via
pn(x0) = E0[∆
∗
n(x1,x2, . . . ,xs)∆n(x0,x1, . . . ,xs)], (7.4.11)
satisfy (7.4.9), provided that deg pn(x0) = n, where E0[x
s0
0 x
s1
1 · · ·xsrr ] := xs00 E[xs11 · · ·xsrr ].
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Cumulants and diagonal
measures
In Chapter 7, orthogonal polynomials are found to correspond to apolar covariants of binary
forms, under the image of a suitable linear operator (see Theorem 7.2.9). When considering
only the group of affine transformations, one speaks about semi-invariants. A semi-invariant
(of binary forms of degree n) is a polynomial I(a0, a1, . . . , an) in the coefficients of a generic
binary form f of degree n, such that there exist non-negative integers µ,w satisfying:
I(a¯0, . . . , a¯n) = αµ det(T )wI(a0, . . . , an),
for every matrix T ∈ GL2(C) of the type:
T =
(
α 0
γ δ
)
,
where the coefficients a¯k are determined according to (7.1.11), for the umbral operator Ux
r
i y
n−r
i =
ar (remark that the subgroup of such matrices is isomorphic to the group of the affine trans-
formations of the plane, determined by x 7→ αx+ γ/δ). When dealing with semi-invariants, it
is sufficient to focus on matrices of the type:
T =
(
1 0
−t 1
)
,
for t ∈ R, and in such cases, a semi-invariant I(a0, . . . , an) satisfies:
I(a¯0, a¯1 . . . , a¯n) = I(a0, a1, . . . , an),
with a¯k =
∑k
r=0
(
k
r
)
trak−r.
For probabilists and statisticians, the most important family of semi-invariants are the cumu-
lants [68, 111, 107]: setting a0 = 1, the n-th cumulant of a random variable X, admitting finite
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moments a1, . . . , an up to the order n, is a polynomial χn(X) = χn(a1, . . . , an) in the first n
moments of X (without constant term), which is semi-invariant under translation:
χn(X + t) = χn(X) ∀n ≥ 2, χ1(X + t) = χ1(X) + t,
for every t ∈ R, or equivalently χn(a¯1, . . . , a¯n) = χn(a1, . . . , an).
In this chapter, using the language introduced by Rota and Wallstrom [101], cumulants are
presented as the stochastic counterpart to orthogonal polynomials, in the sense that cumulants
are found to be the expectation of random variables that are invariant under translation: diag-
onal measures (see Theorem 8.2.4). In the wake, some combinatorial and statistical properties
of diagonal measures will be highlighted.
The original setting in [101] gave the birth to the first systematic theory of stochastic integration
in combinatorial terms. The basic idea is the representation of the product random measure
as a sum of partition-depending measures, one of this being the exact random analogue of the
classical one: the stochastic measure. One speaks about exact random analogue because the
product random measure does not vanish identically when integrating on the so called diagonal
sets, producing therefore an “anomaly” (see [45, 88, 101]). As a consequence, several known
identities concerning stochastic integrals were recovered in a more compact way as identities
over the lattice of partitions, giving a unifying treatment of the subject.
In the sequel, the accent will be put, in particular, on the diagonal measures associated with
Le´vy processes: the process of variations. As pointed out in [110], the variations process
of a semi-martingale is homogeneous, that is, for any real number a and for all n ≥ 1,
(aX)(n) = anX(n). Moreover, for two semi-martingales X and Y , with zero quadratic co-
variation [X,Y ]t = 0 for all t, the additivity property turns into: (X + Y )
(n) = X(n) + Y (n).
When Y is a constant process, say Yt = c, for all t ≥ 0, the additivity turns to be a semi-
invariance property, namely (X+ c)(1) = X(1) + c, while for all n ≥ 2, (X+ c)(n) = X(n). Since
these three properties characterize cumulants [99], and E[X(n)t ] = χn(Xt), the process of vari-
ations (and, more generally, diagonal measures) can be referred to as functions of cumulant type.
Here is a short outline of the chapter:
1. Section 8.1 presents a brief summary on the combinatorial theory of stochastic integration,
which is not meant to be exhaustive: any unspecified result can be traced to [88] and [101];
2. in Section 8.2, Theorem 8.2.4 provides cumulants as (deterministic) measures, namely
the expectation of the diagonal measures. As a consequence, an alternative simpler proof
of the identity between cumulants of a Le´vy processes and cumulants of its variation
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processes (see (8.2.8)) is achieved. The advantage of this approach is that the expression
provided for the cumulants does not depend on the orders of the involved variations
processes.
3. In Section 8.3, Theorem 8.2.4 is given a statistical interpretation: more specifically, it
is shown that diagonal measures naturally correspond to κ-statistics for positive random
measures. At the end, the discussion is supplied with comparison with analogous results
in the free probability setting [3, 4].
8.1 Preliminaries: Random measures
Let (Z,Z) denote a Polish space (that is, a complete metrizable and separable topological
space), where Z denotes the Borel σ-algebra of Z. For every n ≥ 1, let (Z⊗n,Z⊗n) denote the
n-fold product space of (Z,Z). Following Rota and Wallstrom [101], a measurable set of the
type A = A1 × · · · ×An in Z⊗n will be called a rectangle, and a rectangle with equal sides will
be called a cube.
The combinatorial approach to the theory of stochastic integration is based on the concept of
partitions of a set: for any partition pi ∈ P([n]), and any measurable set A ∈ Z⊗n, consider:
(i) the diagonal set associated with pi:
Api = {(z1, . . . , zn) ∈ A : zi = zj if and only if i ∼pi j};
(ii) the superdiagonal set associated with pi:
A≥pi = {(z1, . . . , zn) : i ∼pi j ⇒ zi = zj},
where i ∼pi j denotes the equivalence relation on [n]: i ∼pi j if and only if i and j belong
to the same block of pi.
Since the product space is itself a Polish space (and therefore, it is second countable), every
diagonal set can be written as the union of at most countably many rectangles whose kernel is
pi (where a rectangle A1 × · · · ×An is said to have kernel pi if Ai ∩Aj = ∅ for i pi j). Thanks
to the σ-additivity property of the random measures defined later on, one can and will focus
the attention only on such rectangles.
It is easy to check that the following properties hold:
1. A≥pi =
⋃
σ≥pi
Aσ (in particular, A≥0ˆ =
⋃
σ≥0ˆ
Aσ = A);
2. Api ∩ Aσ = ∅ for σ 6= pi.
Definition 8.1.1. A random measure Φ on (Z,Z) is a finitely additive set function admitting
a σ-additive extension, that maps each A ∈ Z to a random variable Φ(A) in some Banach
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space of random variables on a fixed probability space (Ω,F ,P), and such that Φ(∅) = 0 a.s. . Φ
is said to be a completely random measure (for short, CR-measure) if it has “independent
increments”, that is if it maps pairwise disjoint sets to a system of independent random variables.
Remark 8.1.2. Usually, random measures are defined over L2(Ω), or
⋂
p≥1
Lp(Ω) (see [88]). In
the literature, completely random measures are also called independently scattered measures.
Unlike the deterministic product measure, the σ-additive extension of the product Φ⊗n need
not be uniquely determined (see [45]). When this is not the case, and accordingly with the
definitions given in [88] and [101], Φ will be referred to as a good random measure.
On the space (Z,Z), a σ-finite non-atomic measure ν is given to control the random measure
Φ as follows:
E[Φ(B)2] = ν(B), E[Φ(B)Φ(C)] = ν(B ∩ C),
where, as usual, E denotes the expectation on the fixed probability space. The most important
feature of a non-atomic measure ν is that, for every integer N , any measurable set A, with
0 < ν(A) < ∞, can be partitioned into N measurable subsets, pairwise disjoint and with the
same measure:
A =
N⋃
i=1
AiN , with ν(AiN ) =
ν(A)
N
. (8.1.1)
Remark 8.1.3. By definition, a measure ν is non-atomic if for every measurable set A with
0 < ν(A) < ∞, for every r ∈ (0, ν(A)) there exists a measurable set B ⊂ A with ν(B) = r.
The non-atomicity of the measure ν is needed to ensure that the random field Φ is composed
of infinitely divisible distributions (see, for instance, [88, Proposition 5.3.2]), and to ensure that
the class of elementary (simple) functions of n variables is dense in the space L2(ν⊗n) of func-
tions that are square-integrable with respect to ν⊗n, for every n (see, for instance, [88, Lemma
5.5.2]). The most important example of non-atomic measure is the Lebesgue measure on the
real line.
For good CR-measures, the main idea in [101] was to consider the restrictions of the product
measure to diagonal and superdiagonal sets as measures themselves. In the sequel, as in [110],
the setting will be that of the product of n jointly good random measures, according to the
following definition.
Definition 8.1.4. Let Φ1, . . . ,Φn be completely random measures given on the same space
(Z,Z). Φ1, . . . ,Φn are jointly good if the (finitely additive) product vector measure Φ1⊗· · ·⊗Φn
can be extended to a unique σ-additive random measure on the product space (Z⊗n,Z⊗n).
If Φ1, . . . ,Φn are assumed to be jointly good on a Polish space (Z,Z), the following definitions
are well-posed.
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Definition 8.1.5. For every pi ∈ P([n]) and A ∈ Z⊗n, define:
St(Φ1,...,Φn)pi (A) := Φ1 ⊗ · · · ⊗ Φn(Api) (8.1.2)
and
St
(Φ1,...,Φn)
≥pi (A) := Φ1 ⊗ · · · ⊗ Φn(A≥pi). (8.1.3)
It is easy to verify, by using the additivity property of Φ1⊗ · · · ⊗Φn, and the Mo¨bius inversion
theory on the lattice P([n]) [96, 114], that the measures St(Φ1,...,Φn)pi and St(Φ1,...,Φn)≥pi satisfy the
combinatorial identities summarized in the next proposition (see [110]).
Proposition 8.1.6. Let Φ1, . . . ,Φn be jointly good CR-measures. Then:
(i) Φ1 ⊗ · · · ⊗ Φn =
∑
σ∈P([n])
St
(Φ1,...,Φn)
σ ;
(ii) St
(Φ1,...,Φn)
≥pi =
∑
σ∈P([n])
σ≥pi
St
(Φ1,...,Φn)
σ ;
(iii) St
(Φ1,...,Φn)
pi =
∑
σ∈P([n])
σ≥pi
µ(pi, σ)St
(Φ1,...,Φn)
≥σ ;
(iv) St
(Φ1,...,Φn)
0ˆ
=
∑
σ∈P([n])
µ(0ˆ, σ)St
(Φ1,...,Φn)
≥σ ,
where µ(σ, pi) is the Mo¨bius function on the interval [σ, pi] = {τ ∈ P([n]) : σ ≤ τ ≤ pi} (see [96]).
The measure St
(Φ1,...,Φn)
0ˆ
is called the stochastic measure of order n: it is concentrated on the
so-called completely non-diagonal subset A0ˆ of A, that is, on the subset of A whose elements
are the n-tuples with coordinates all distinct among themselves. In this direction, rectangles
with kernel 0ˆ are called triangles, since they have only trivial diagonal subsets. Moreover, note
that the product measure Φ1⊗ · · · ⊗Φn can be recovered as St(Φ1,...,Φn)≥0ˆ . More generally, when
Φj = Φ for every j = 1, . . . , n, St
[n]
≥pi := St
(Φ,...,Φ)
≥pi is always a product measure, in the sense
specified in the following proposition [101].
Proposition 8.1.7. The measure St
[n]
≥pi is the product of the completely non-diagonal measures
related to the blocks of pi ∈ P([n]):
St
[n]
≥pi =
⊗
b∈pi
Stb
1ˆ
, (8.1.4)
where Stb
1ˆ
is a short for St
(Φ⊗|b|)
1ˆ
.
Remark 8.1.8. Thanks to Proposition 8.1.7 and identities (ii)-(iii) of Proposition 8.1.6, in
dealing with random measures, it is sufficient to focus on the measures St
[n]
0ˆ
and St
[n]
1ˆ
.
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Definition 8.1.9. If Φ1, . . . ,Φn are jointly good CR-measure, the n-th diagonal measure of
A ∈ Z is defined by ∆n(A) := St(Φ1,...,Φn)1ˆ (A⊗n).
It is easy to check that ∆n(A∪B) = ∆n(A) + ∆n(B) whenever A and B are disjoint, and that
diagonal measures satisfy the following intersection property [101]:
St
(Φ1,...,Φn)
1ˆ
(A1 × · · · ×An) = St(Φ1,...,Φn)1ˆ
(( ⋂
i∈[n]
Ai
)⊗n)
= ∆n
( ⋂
i∈[n]
Ai
)
. (8.1.5)
8.2 Cumulants and diagonal measures
Jointly multiplicative random measures are defined accordingly with the definition of multi-
plicative measure given in [101, 88].
Definition 8.2.1. Let Φ1, . . . ,Φn be (jointly good) random measures over the same Polish
space. Φ1, . . . ,Φn are jointly multiplicative if, for every partition pi ∈ P([n]), the following
factorization over the blocks of pi holds:
E[St(Φ1,...,Φn)pi ] =
⊗
b∈pi
E[St(Φj :j∈b)
1ˆ
]. (8.2.1)
It can be easily proved, just rearranging the corresponding proof in [101, Proposition 8], that
jointly multiplicative random measures can be characterized in the following way (it is a con-
sequence of the fact that the product of a non-atomic measure does not charge diagonals).
Proposition 8.2.2. Let Φ1, . . . ,Φn be (jointly good) CR-measures on a fixed Polish space.
Then, the following statements are equivalent:
(i) Φ1, . . . ,Φn are jointly multiplicative;
(ii) for every b ⊆ [n], the deterministic measure E[St(Φj :j∈b)
1ˆ
(·)] is non-atomic.
Example 8.2.3. The main examples of multiplicative good CR-measures are listed below (see
[101, 88]):
- the Gaussian measure, such that Φ(A) ∼ N (0, ν(A)) for every A with ν(A) < ∞, has
diagonal measures given by ∆1(A) = 0, ∆2(A) = ν(A), ∆n(A) = 0, for all n ≥ 3;
- the Poisson measure, such that Φ(A) has a Poisson distribution of rate ν(A) for every
A with ν(A) < ∞, has diagonal measures given by ∆n(A) = Φ(A), for all n ≥ 2, while
∆1(A) = Φ(A)− ν(A);
- the Compound Poisson measure given by Φ(A) = X1+· · ·+XΨ(A), where Ψ(·) is a Poisson
measure of control ν(A), has diagonal measure given by ∆n(A) = X
n
1 + · · ·+XnΨ(A), for
all n ≥ 1;
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- let Φ denote the random measure spanned by a ca´dla´g1 Le´vy process X = {Xt}t≥0, with
control given by the Lebesgue measure on the positive half-line of the real numbers, namely
Φ([s, t]) = Xt −Xs for every s < t. Then, ∆n([0, t]) = X(n)t , where X(n) = {X(n)t }t≥0 is
the n-th process of variations of X.
The representation of cumulants as deterministic real measures is established via the next
statement.
Theorem 8.2.4. For n ∈ N, let Φ1, . . . ,Φn be jointly good and multiplicative completely random
measures. Then, for every A1, . . . , An ∈ Z of finite measure,
χ(Φ1(A1), . . . ,Φn(An)) = E[St(Φ1,...,Φn)1ˆ
(
A1 × · · · ×An
)
], (8.2.2)
where χ(Φ1(A1), . . . ,Φn(An)) denotes the multidimensional cumulant of the random vector
(Φ1(A1), . . . ,Φn(An)) (see (0.2.2)).
Proof. By virtue of Proposition 8.1.6,
Φ1 ⊗ · · · ⊗ Φn
(
A1 × · · · ×An
)
=
∑
pi∈P([n])
St(Φ1,...,Φn)pi
(
A1 × · · · ×An
)
. (8.2.3)
Since the random measures are jointly multiplicative, taking the expectation on both sides of
the above equation yields:
E[Φ1 ⊗ · · · ⊗ Φn
(
A1 × · · · ×An
)
] =
∑
pi∈P([n])
∏
b∈pi
E[St(Φj :j∈b)
1ˆ
(⊗
j∈b
Aj
)
], (8.2.4)
from which trivially follows that:
χ(Φj(Aj) : j ∈ b) = E[St(Φj :j∈b)1ˆ
(⊗
j∈b
Aj
)
]. (8.2.5)
In particular, when pi = 1ˆ, the desired relation follows.
Applying (8.2.2) for Φ = Φj for all j = 1, . . . , n, and the diagonal measures ∆n associated with
its product Φ⊗n, the following statements hold.
Theorem 8.2.5. Let Φ be a multiplicative good CR-measure on the non-atomic Polish space
(Z,Z, ν). For every measurable set A ∈ Z, with ν(A) <∞:
χn(Φ(A)) = E[∆n(A)]. (8.2.6)
The following corollary points out the relationship between multivariate and univariate cumu-
lants for any random measure, obtained straightforwardly from the intersection property of
diagonal measures.
1Within the theory of stochastic processes, ca´dla´g is a short for continue a` droite, limite a` gauche, indicating
that the paths Xt are right continuous and admit a left-limit.
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Corollary 8.2.6. Let Φ be a multiplicative good CR-measure on the Polish space (Z,Z, ν).
Then, for every A1, . . . , An ∈ Z, ν(Aj) <∞,
χn(Φ(
⋂
j∈[n]
Aj)) = χ(Φ(A1), . . . ,Φ(An)). (8.2.7)
Example 8.2.7. Let Φ denote the random measure spanning a Le´vy process X = {Xt}t≥0,
with X0 = 0 a.s., namely Φ([s, t]) = Xt −Xs if s < t. Then, for every n ∈ N and every choice
of real numbers 0 ≤ t1 < t2 < · · · < tn, identity (8.2.7) gives:
χ(Xt1 , . . . , Xtn) = χn(Xt1).
Theorem 8.2.5 entails, as a consequence, that the additivity of cumulants is inherited by the
additivity of measures on disjoint measurable sets. Likewise, Corollary 8.2.6 provides the van-
ishing of cumulants of independent entries (Φ(Ai),Φ(Aj), if Ai ∩ Aj = ∅) as a consequence of
Φ(∅) = 0 a.s..
8.2.1 An application to the process of variation of a Le´vy process
Let X = {Xt}t≥0 denote a ca´dla´g Le´vy process on R+, admitting moments of all orders (see
[8, 104] for any unspecified definition). Recall that for every integer n ≥ 1, the n-th process of
variations X(n) = {X(n)t }t≥0 associated with X is the Le´vy process defined by:
(i) X
(1)
t = Xt;
(ii) X
(2)
t = σ
2t+
∑
0<s≤t
(∆Xs)
2;
(iii) for every integer n ≥ 3, X(n)t =
∑
0<s≤t
(∆Xs)
n,
where σ2 denotes the variance of the Gaussian component of X (as in the Khintchine formula
for its characteristic function), and ∆Xs is the jump in s, namely ∆Xs = Xs − Xs− , with
Xs− = lim
t→s−
Xt. Cumulants of the variations process are related to the process X via:
χ(X
(c1)
t , . . . , X
(cn)
t ) = χc1+···+cn(Xt), (8.2.8)
where cj ∈ N, and with a slight abuse of notation, χ denotes both a multidimensional and a
unidimensional cumulant.
Consider the n-dimensional variations process (X(1), . . . , X(n)) associated X = {Xt}t≥0. For
every t ≥ 0, the characteristic function of the random vector (X(1)t , . . . , X(n)t ) is given by:
ϕt(z1, . . . , zn) = exp
{
−1
2
tz21σ
2 + ıtz2σ
2 + t
∫
R
(eı
∑n
j=1 zjx
j − 1− ız1x)µ(dx)
}
, (8.2.9)
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where µ denotes the Le´vy measure of X and σ2 the variance of its Gaussian component (see,
for instance, [110]). Similarly, for every t ≥ 0 and every choice of non-negative integers cj ’s, the
characteristic function of the n-dimensional variations process (X
(c1)
t , . . . , X
(cn)
t ) is given by:
ϕt(z1, . . . , zn) = exp
−
1
2
tσ2
∑
h,j=1,...,n
ch=cj=1
zhzj + ıtσ
2
∑
h=1,...,n
ch=2
zh + t
∫
R
(e
ı
∑
cj≥2
zjx
cj
− 1− ız1x)µ(dx)
 .
(8.2.10)
Thanks to (8.2.10), it follows that, if c1 + · · ·+ cn ≥ 3:
χ(X
(c1)
t , . . . , X
(cn)
t ) = t
∫
R
xc1+···+cnµ(dx) = tLc1+···+cn , (8.2.11)
while, if c1 + · · ·+ cn = 2 (in the case n = 2), then one has:
χ(X
(c1)
t , . . . , X
(cn)
t ) = tσ
2 + tL2, (8.2.12)
where Lm denotes the m-th Le´vy moment of X (that is, the m-th moment of the Le´vy measure
µ). From these identities, (8.2.8) follows trivially remarking that, if c1 + · · ·+ cn ≥ 3, then:
χc1+···+cn(Xt) = tLc1+···+cn , (8.2.13)
while if c1 + · · ·+ cn = 2 (in the case n = 2):
χ2(Xt) = tσ
2 + tL2, (8.2.14)
In general, (8.2.8) is proved by differentiating the respective cumulant generating functions (as
for the computation of any cumulant), and by checking that the two quantities are equal. One
of the advantages of the random measure approach is that (8.2.8) follows simply by taking an
expectation. For any integer c ≥ 1, consider the random measure spanning the variation process
of the Le´vy process X, namely Φc([s, t]) = X
(c)
t - X
(c)
s , as introduced in [46]. In particular,
Φc([0, t]) = X
(c)
t if X0 = 0 a.s. . For every choice of non-negative integers c1, . . . , cn, the
authors in [46] showed that the diagonal measure associated with the product random measure
Φc1 ⊗ · · · ⊗Φcn corresponds to the variation of order c1 + · · ·+ cn. More precisely, if St(c1,...,cn)1ˆ
stands for St
(Φc1 ,...,Φcn )
1ˆ
, and following the notation introduced in [46], one has:
St
(c1,...,cn)
1ˆ
([0, t]⊗n) = Φc1 ⊗ · · · ⊗ Φcn
(
([0, t]⊗n)1ˆ
)
= Φc1+···+cn([0, t]) = X
(c1+···+cn)
t , (8.2.15)
and therefore, if m = c1 + · · ·+ cn,
St
(c1,...,cn)
1ˆ
([0, t]⊗n) = St(Φ1,...,Φ1)
1ˆ
([0, t]⊗m), (8.2.16)
namely, the diagonal measure associated with Φ1 = Φ.
Remark 8.2.8. For the random measures Φc1 , . . . ,Φcn spanning the processes of variations of
orders c1, . . . , cn, Proposition 8.1.7 has been generalized to yield (see [110, Lemma 4.4]):
Φc1 ⊗ · · · ⊗ Φcn
(
(A⊗n)≥σ)
)
=
m∏
j=1
Φ ∑
i∈Bj
cj (A),
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for σ ∈ P([n]), where B1, . . . , Bm denote the blocks of σ.
Most importantly, the random measures spanning the processes of variation of a Le´vy process
are jointly-multiplicative.
Proposition 8.2.9. The random measures Φc1 , . . . ,Φcn generating the variations processes of
orders c1, . . . , cn of a (ca´dla´g) Le´vy process X, with moments of all orders, are jointly multi-
plicative.
Proof. From (8.2.15), it follows that for every b ⊆ [n],
E[St(cj :j∈b)
1ˆ
(
[0, t]⊗|b|
)
] = E[X(ab)t ] = Lab t ,
where ab :=
∑
j∈b
cj .
For the sake of convenience, Theorem 8.2.4 will be reformulated explicitly for random measures
spanning the processes of variation of a Le´vy process.
Proposition 8.2.10. Let X be a (ca´dla´g) Le´vy process, with finite moments of all order. For
every n ∈ N, and every choice of non-negative integers c1, . . . , cn:
χ(X
(c1)
t , . . . , X
(cn)
t ) = E[St
(c1,...,cn)
1ˆ
(
[0, t]⊗n
)
]. (8.2.17)
As a consequence, (8.2.8) can be proved in few lines.
Proof. As already recalled, for a random measure spanning a Le´vy process, the diagonal mea-
sures correspond to the processes of variations: ∆n([0, t]) = X
(n)
t . Then, from (8.2.6) and
by virtue of Theorem 8.2.4, the identity (8.2.8) follows simply by taking the expectation in
(8.2.15).
8.3 Diagonal measures and κ-statistics
Throughout this section, assume that Φ is a positive good CR-measure on the fixed non-atomic
Polish space (Z,Z, ν), that is Φ(A) ≥ 0 a.s. for every measurable set A in Z, with ν(A) finite.
Example 8.3.1. This is the case for the random measure on R+ spanning a Le´vy process that
is a subordinator (namely, a Le´vy processes that is a.s. increasing in time), as for the Poisson
and the Gamma processes (see [8]).
Few statistical definitions, in the setting of simple random sampling, will be needed.
Definition 8.3.2.
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- An estimator V of a population characteristic θ is called unbiased if E[V ] = θ.
- Given a finite population x = {x1, . . . , xN} of size N , consider a sequence of statistics
T = {T1, . . . , TN}, with Tn function of n variables for all n ≥ 1 (usually, θ := TN (x)
is a parameter to be estimate). T is said to be inherited on the average if, for every
n ≤ N , the average over all possible samples y = (y1, . . . , yn) of size n, drawn from the
population x, equals TN (x1, . . . , xN ), in symbol:
E[Tn(y)|x] = TN (x).
- For an infinite population, the inheritance on the average is satisfied in the limit, as:
lim
n→∞E[Tn(y)] = θ,
where y = (y1, . . . , yn) denotes a sample of size n drawn from the population.
Remark that unbiasedness and inheritance on the average are two structurally different concepts:
indeed, unbiasedness refers to a single estimator, while inheritance is concerned with sequences
of statistics. Sometimes, statistics being inherited on the average for finite populations are
called natural statistics (see [35] for a new approach to natural statistics for spectral samples,
via symbolic methods).
Definition 8.3.3. Given any statistical distribution, or equivalently any random variable X,
the κ-statistics cn is the unique symmetric unbiased estimator of its cumulant χn(X), that
is, E[cn] = χn(X). A polykay cr,...,s is an unbiased estimator for a product of cumulants:
E[cr,...,s] = χr(X) · · ·χs(X), for r, . . . , s ∈ N.
Moreover, sequences of κ-statistics and polykays satisfy the inheritance on the average property.
By virtue of Theorem 8.2.5, the n-th diagonal measure ∆n(A) is an unbiased estimator for the
n-th cumulant of Φ(A) whenever Φ is a good CR-measure. Similarly, if Φ is multiplicative, the
sequence St
[n]
pi (A⊗n) is a sequence of polykays for the parent distribution Φ(A).
More generally, the decomposition (8.1.1) yields an explicit description of the κ-statistics for
Φ(A), in the sense of the following proposition.
Proposition 8.3.4. Consider the population described by Φ(A), and a sample of size N , whose
elements are described by the i.i.d. random variables Φ(A1N ), . . . ,Φ(ANN ). For every integer
n ≥ 1, the sequence with general term
N∑
i=1
Φ(AiN )
n satisfies the inheritance on the average
property as to estimation of χn(Φ(A)), namely:
lim
N→∞
E
[ N∑
i=1
Φ(AiN )
n
]
= χn(Φ(A)). (8.3.1)
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Proof. Last statement follows straightforwardly starting from the L2-limit relation for diagonal
measures provided in [101, Proposition 12]: for a fixed integer n ≥ 1, and a multiplicative good
CR-measure Φ, if for every m < n there exist positive constants cm and dm such that:
1. E[(∆m − 〈∆m〉)2] ≤ cmν,
2. |E[∆m]| ≤ dmν;
(where ν denotes the non-atomic control of Φ and ∆n the n-th diagonal measure associated
with Φ⊗n), then it holds true that:
∆n(A) = lim
N→∞
N∑
i=1
Φ(AiN )
n , (8.3.2)
where the limit is to be intended in L2(Ω).
Since, for every Le´vy process, the non-atomic control is given by the Lebesgue measure times
its second Le´vy moment, from the identity:
E[X(n)t X(n)s ] = L2nmin{s, t}+ L2nt2
(see [46]), it is easy to check that the diagonal measures associated with X satisfy these require-
ments. Indeed, for cm :=
L2m
L2
, dm =
|Lm|
L2
, one has:
1. E[(X(m)t − Lmt)2] = E[(X(m)t )2]− L2mt2 = L2mt = cmL2t;
2. |E[X(m)t ]| = |t Lm| = |Lm|t = dm|L2t,
where Ln’s are the Le´vy moments of X (note that, by virtue of Wolfe’s Theorem, the Le´vy
process X has finite moments of every order if and only if its Le´vy measure has, see for instance
[88, Lemma 5.3.4]). Since L2-convergence implies the convergence in L1-norm for finite measure
spaces, the desired conclusion follows by applying Theorem 8.2.5:
lim
N→∞
||
N∑
i=1
Φ(AiN )
n||L1 = ||∆n(A)||L1 = E[∆n(A)]. (8.3.3)
Free κ-statistics In [3, 4], the author extended the combinatorial approach to stochastic
integration to the free probability setting, namely for integration with respect to processes with
freely independent increments.
Definition 8.3.5. A stationary stochastic process X with freely independent increments on a
W ?-probability space (A, ϕ) is an additive function that maps every real interval I = [a, b] to a
random variable X(I) ∈ A such that:
- X(I) is centered, and ϕ(X(I)2) = m(I), with m(·) denoting the Lebesgue measure on R;
- X(A) and X(B) are freely independent whenever A ∩B = ∅;
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- if 0 ≤ t1 < t2 < · · · < tn, the increments X(t1), X(t2)−X(t1), · · · , X(tn)−X(tn−1) are
freely independent (where X(t) is a short for X([0, t]));
- (stationarity) if s < t, the distribution of X(t)−X(s) equals that of X(t− s).
Let X be a fixed stationary stochastic process with freely independent increments. The non-
atomicity of the Lebesgue measure guarantees that every measurable set A, with m(A) < ∞,
can be decomposed as the union of N half-open finite intervals of the real line, for every integer
N : let X1,N , X2,N , . . . , XN,N be the freely independent, identically distributed, and adding up
to X(A), random variables corresponding to such intervals, namely X(A) = X1,N + · · ·XN,N .
The diagonal measure of order k of A is defined to be the limit (in the operator norm) of the
k-th power sum polynomial:
∆k(A) = lim
N→∞
N∑
j=1
Xkj,N . (8.3.4)
Moreover, in [3], the author defined X to be a free multiplicative random measure on a W ?-
probability space (A, ϕ), if X fulfills the requirement:
ϕ(Stpi) =
∏
B∈pi
ϕ(∆|B|), (8.3.5)
where, with the same notation as in [3],
Stpi(A
⊗k) = lim
N→∞
∑
(i1,...,ik)∈[N ]k
Ker(i1,...,ik)=pi
Xi1,N · · ·Xik,N
for pi ∈ P([k]). It is important to stress that the process X is multiplicative in the above sense
only with respect to the lattice of non-crossing partitions, that is, for such a process, (8.3.5)
holds if and only if pi is non-crossing (see [3, Corollary 2]).
Since for any element a ∈ (A, ϕ), the Cauchy-Schwarz inequality implies |ϕ(a)| ≤ ‖a‖, where
‖a‖ = ϕ(aa?) 12 , for every non-negative integers N and r, setting aN = ∆r(A) −
N∑
j=1
Xrj,N , the
inequality |ϕ(aN )| ≤ ‖aN‖ implies, in its limit, that:
ϕ(∆r(A)) = lim
N→∞
ϕ
( N∑
j=1
Xrj,N
)
,
yielding in turn, together with ϕ(∆r(A)) = κr(X(A)) (see [3, Theorem 2]), that the sequence
{{
N∑
j=1
Xrj,N}N≥1}r≥1 can be said to be a sequence of free κ-statistics for X(A). Similarly, if X
is multiplicative, and pi ∈ NC([k]), the sequence∑
(i1,...,ik)∈[N ]k
Ker(i1,...,ik)=pi
Xi1,N · · ·Xik,N
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can be referred to as free polykays since it verifies:
ϕ(Stpi(A)) =
∏
B∈pi
κ|B|(X(A)).
In this sense, the theory of partition-depending stochastic measures supplies the free probability
setting with the concept of unbiased estimators.
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