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Novel Word Recognition and Word Spotting Systems for Offline Urdu Handwriting
Malik Waqas Sagheer
Word recognition for offline Arabic, Farsi and Urdu handwriting is a subject which has
attained much attention in the OCR field. This thesis presents the implementations of
offline Urdu Handwritten Word Recognition (HWR) and an Urdu word spotting
technique. This thesis first introduces the creation of several offline CENPARMI Urdu
databases. These databases were necessary for offline Urdu HWR experiments. The
holistic-based recognition approach was followed for the Urdu HWR system. In this
system, the basic pre-processing of images was performed. In the feature extraction
phase, the gradient and structural features were extracted from greyscale and binary word
images, respectively. This recognition system extracted 592 feature sets and these
features helped in improving the recognition results. The system was trained and tested
on 57 words. Overall, we achieved a 97 % accuracy rate for handwritten word
recognition by using the SVM classifier.
Our word spotting technique used the holistic HWR system for recognition purposes.
This word spotting system consisted of two processes: the segmentation of handwritten
connected components and diacritics from Urdu text lines and the word spotting
algorithm. A small database of handwritten text pages was created for testing the word
spotting system. This database consisted of texts from ten Urdu native speakers. The rule-
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based segmentation system was applied for segmentation (or extracting) for handwritten
Urdu subwords or connected components from text lines. We achieved a 92% correct
segmentation rate for 372 text lines.
In the word spotting algorithm, the candidate words were generated from the segmented
connected components. These candidate words were sent to the holistic HWR system,
which extracted the features and tried to recognize each image as one of the 57 words.
After classification, each image was sent to the verification/rejection phase, which helped
in rejecting the maximum number of unseen (raw data) images. Overall, we achieved a
50% word spotting precision at a 70% recall rate.
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Pattern Recognition and Image Processing are important and progressive subjects in the
field of computer science. It is always very captivating to find ways of enabling
computers to understand and perform just like humans, i.e., to read, understand and
recognize images [67].
There are thousands of languages being spoken and written around the world.
Handwriting has been developed over hundreds of years as a way of communication and
also to expand the human memory. Nowadays, handwriting recognition has become an
important and challenging subject within the pattern recognition community because of
the difficulty in recognizing data such as cheques and postal addresses that are written by
hand. Also, nowadays, some electronic devices like Personal Digital Assistants (PDAs)
and special digitizers are giving options to people to communicate through handwriting.
There has been much research on Optical Character Recognition (OCR) since 1950 to
improve the computer's capability to understand handwriting [67].
Off-line recognition and on-line recognition are two different ways of recognizing
handwriting. In off-line recognition, the handwritten data is scanned from the paper and
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converted into a digital format, and in on-line recognition, the handwritten data is
extracted in real time by writing on special digitizer screens with a special pen. The
recognition rate is higher for on-line recognition systems because they have fewer
recognition problems for unconstrained written words as compared to off-line recognition
systems [68]. Strokes, direction of strokes and dynamic information can lead to a good
accuracy in on-line recognition. Still, off-line recognition is very useful in the recognition
of addresses and cheques recognition, signature verification and in the recognition of
historical handwritten documents.
There are two kinds of handwriting recognition, one is word recognition and other one is
digit recognition. Word recognition is a little more complicated as there is a higher
number of letters than the number of digits in any language. Word recognition of the
Arabic script is more difficult than Latin scripts because of its cursive nature. The Urdu is
a famous language in South Asia. Its alphabet was derived from the Persian alphabet,
which itselfhas been derived from the Arabic alphabet. Like Arabic, Urdu is written from
right to left. However, Urdu has more isolated letters (38) than Arabic (28) and Persian
(32) as shown in Fig. 1.2. This fact makes Urdu different from Arabic and Persian in
appearance in such a way that it uses a slightly more complicated and complex script.



























































































































































There has been very little research work done on online Urdu handwriting recognition [1 -
3] and almost none on offline Urdu handwriting recognition. In this thesis, we have
created offline Urdu handwritten databases, worked on Urdu handwritten word
recognition and on word spotting, for the very first time in the field of pattern recognition
and image processing.
Our main focus of the research was to propose two systems for the Urdu language: the
offline handwritten word recognition system and the word spotting system. For the
creation of these systems, finding a good handwritten database was the main issue.
However, there were no databases available for the Urdu language, so we had to start our
research from creating comprehensive handwritten databases for the Urdu language [45].
The databases included dates, isolated digits, numeral strings, isolated characters, special
symbols and 57 words of the Urdu Language. The data was collected with the help of
data entry forms filled by native Urdu speakers. We also created the databases for
handwritten text documents from ten different writers (also Urdu native speakers) at the
Centre for Pattern Recognition and Machine Intelligence (CENPARMI) in Montreal.
Each document consisted of four pages and each page consisted of different texts
including those 57 words.
Our proposed word spotting system consists of different subsystems. The first and very
important subsystem is Urdu offline handwritten word recognition. In this subsystem, we
extracted the 464 global features from each image and trained our system on 57 words,
taken from CENPARMI Urdu databases, where each dataset of one word represents one
class. We used the Support Vector Machine (SVM) for classification purposes and we
obtained the recognition accuracy of 96.02%. In our next subsystem, we worked on the
segmentation of handwritten text lines which were taken from handwritten text document
databases. Segmentation ofwords in Arabic languages is not easy and sometimes it is not
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possible because the inner-word space in a handwritten text line is bigger than the outer-
word space. To overcome this problem, we proposed that instead of segmenting the
words, we should segment the main connected components. In order to accomplish this
goal, we performed the connected component analysis and Urdu diacritics recognition.
Diacritics such as dots, double dots, etc., in Arabic scripts helped in the segmentation. In
our proposed system, on the given text line, each diacritic was separated with its main
component and each main component was segmented from the text line. In our final
subsystem, we took the segmented connected components and applied our novel
algorithm to spot the word. In this method, each word was recognized with the help of
our first subsystem. Once the word was spotted, we performed the validation to make
sure that we were not getting the garbage data. We used some rules (such as counting the
number of dots in a word, height and width ratio of a word, etc.) for verification purposes
and we also calculated the Euclidean Distance of each identified word from the mean of
its class to make the rejection method strong.
1.3 Objectives of This Thesis
The main objectives of this thesis are:
• To propose the handwritten databases of the Urdu language. These standard
databases could be useful for different research purposes such as Urdu numeral
recognition, Urdu date recognition, Urdu character and word recognition and also
Urdu word spotting.
• To propose the Handwritten Word recognition system by using global features.
Therefore, there was no need for segmentation of a word for recognition purposes.
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• To propose a word segmentation system using connected component analysis that
could be useful for word spotting purposes.
• To propose and explore some challenges that could lead to a successful Urdu
word spotting system.
This thesis is organized as follows: in Chapter 2, different approaches to handwritten
word recognition and word spotting are discussed. Chapter 3 focuses on the creation of
the CENPARMI Urdu databases. In Chapter 4, we discuss our handwritten word




Literature Review: Approaches to Offline
Handwritten Word Recognition and Word
Spotting
2.1 Introduction
There are three different kinds of offline handwriting recognition: characters, words and
numerals. In cursive languages, Handwritten Word Recognition (HWR) is more
challenging and complex as compared to character and numeral recognition. For this
reason, HWR for the cursive Arabic languages is the subject of significant research in the
OCR field.
Some past research has been conducted on Urdu online handwriting recognition, but to
date no significant work has been conducted on Urdu offline handwriting recognition. On
the other hand, much research has been conducted on the recognition of Arabic and Farsi
handwritten words, characters and numerals. In this chapter, because of the minimal work
conducted on the Urdu language, we will focus on some state-of-the-art techniques for
Arabie/Farsi HWR, word spotting and also some other techniques that are related to this
research. This chapter is organized as follows: In section 2.2, different techniques for the
implementation of Arabie/Farsi handwritten word recognition are discussed. In section
2.3, we discuss different methods that are used for Arabic text line segmentation and
word spotting.
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2.2 Handwritten Word Recognition
Many applications use offline HWR techniques, such as postal address reading for mail
sorting purposes, cheque recognition and word spotting on a handwritten text page, etc.
The generalized offline HWR consists of five different components for recognition
algorithms: pre-processing, representation, segmentation (only for segmentation-based
recognition), feature extraction and classification [5]. The illustration of an HWR system













Fig. 2.1: Generalized Structure for Handwritten Word Recognition System
In subsection 2.2. 1 , we will review the pre-processing phase. In subsection 2.2.2, we will
discuss the representation phase. In subsection 2.2.3, we will review the different
recognition approaches used in the recognition process.
2.2.1 Pre-processing
The first task for handwriting recognition is Pre-processing which is used for several
different purposes mentioned below:
• To reduce or remove the noise in the text image
• To binarize the image
• To normalize the image
• To detect the baselines
• To correct the skew or slant
Pre-processing helps in improving the recognition results. It also helps in simplifying the
feature extraction phase [6]. In Arabic HWR, two important pre-processing methods are
baseline detection and slant correction. M. Dehghan et al. [9] and Rashaideh et al. [6]
found the baseline in an Arabic text line by counting the maximum value in a horizontal
projection histogram. They took the baseline of a skewed image by estimating the
baseline that is rotated by an angle threshold between +T and -T. Rashaideh et al. 's
methods [10] are summarized in the following steps:
• They applied the horizontal projection and then calculated the maximum value.
• They rotated the image by angles of +20 degrees and -20 degrees and then applied
the horizontal projection profiles and again calculated the maximum value.
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• They compared the two peaks, and if the maximum value was higher than the
previous maximum, they updated the maximum value, otherwise they stopped and
determined the baseline. Detection of the baseline by using a horizontal projection
is shown in Fig. 2.2, below:
y*
Fig. 2.2: Horizontal Projection Method for Detecting Baseline.
F. Farooq et al. [7] defined the importance of baseline detection for Arabic handwriting.
Their research was based on the IFN/ENIT databases. They found the baseline using the
local minima points of words. In Arabic text, the maximum value in a horizontal
projection is usually the baseline. They were successful 78.5% of the time in locating the
baseline. But in the case where the text had a large number of diacritics as compared to
the main component, they were unsuccessful in finding the correct baseline. In another
paper, J. AlKhateeb et al. [8] proposed that in the Arabic language, the baseline always
lies below the middle line of the image. This method helped in improving the results. The
results are shown in Fig. 2.3, below:
L^ >>. (jk-jr
Fig. 2.3: Top Image shows failure in baseline detection by horizontal projection and




There are two well-known representations of images for HWR, Skeletons and Contours,
and they are described below:
2.2.2.1 Skeletons
The skeleton image is the thinnest representation of an original image. Skeletons are
usually one pixel wide. There are different algorithms ([6],[12],[14],[15]) that have been
used to extract skeletons from an image. The skeleton of an Arabic word is shown in Fig.
2.4 (b), below:
JjJ
(a) Word (b) Skeleton
Fig. 2.4: (a) Arabic Word and its (b) Skeleton
In 1996, Amin at al. [12] used skeletons of characters for their character recognition
system. They extracted the following structural features from skeletons: End Points,
Cross points, Branch points, number of Dots and their positions, Hamza ("* ) and its
position, loops, curves and lines. The End Points, Cross points and Branch points are
shown in Fig. 2.5, below:
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(a) End points (b) Branchpoints (c) Cross points
Fig. 2.5: Different Structural Feature Points
Amin at al. [12] used an artificial neural network which consisted of five layers. Two
thousand (2000) characters were used to train the system and another thousand (1000)
characters were used to test their recognition system. An accuracy rate of 92% was
achieved. In another study, Abuhaiba et al. [13] used skeleton representation for their
study on handwritten text recognition. The method adopted by them for feature extraction
was the segmentation method, which is defined below:
(I)A word was segmented into subwords
(2) Subwords were segmented into strokes
(3) Strokes were segmented into small parts called tokens
The segmentation of a skeleton word into strokes and tokens is shown in Fig. 2.6, below:
T) «7
(a) Arabic word (b) Skeleton (c) Segmentation into Strokes (d) Tokens
Fig. 2.6: Arabic word and skeleton of it's main part, and its segmentation into strokes and
then into tokens[ 13].
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In this study, each token was considered as a vertex that represented dots or loops or
sequences of the vertex [16]. The "fuzzy sequential machine" was used as a recognizer of
their system. Their system consisted of classes, sets of initial states and terminal states,
stroke directions for entering states, and a function for transitioning between states. After
the segmentation of strokes into tokens, each token passed through a recognition phase. If
a token did not belong to any class, then that token was saved for the token learning
process. A recognition rate of 55.4% was obtained for subwords, while a rate of 51.1%
was achieved for character recognition.
2.2.2.2 Contours
Contours are defined as a set of border pixels or as the boundary of an image, and look
like 2D polygons. Different algorithms ([17],[18],[19]) can be used to create contours of





Fig. 2.7: (a) Arabic Word, and (b) its contour
2.2.3 Recognition Approaches
There are two approaches used for the recognition phase in HWR: holistic and
segmentation-based. In the holistic approach, each word is processed as a whole and
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there is no segmentation of a word into characters and in the segmentation-based
approach, each word is first segmented into characters and each character is recognized
independently [5]. In the next two subsections, we will review the state-of-art techniques
for both approaches
2.2.3.1 Segmentation-Based Approaches
Arabic languages are written from right to left and characters connect with each other to
make words. In Arabic languages, characters have different shapes depending on their
position in the word. The same characters can have different shapes at starting, middle


































































Fig. 2.8: Farsi Characters and their Shapes According to Start, Middle and End Points in
aWord[21].
In the segmentation-based recognition approach, a given word is first segmented into
characters (according to starting, middle or ending points) or strokes. There are two kinds
of character segmentation: Explicit Character Segmentation and Implicit Character
Segmentation. In explicit character segmentation, characters are segmented before the
recognition process of a word. In implicit character segmentation, characters are
segmented during the recognition process of a word.
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In 1999, Mostafa and Darwish [20] presented an explicit segmentation approach for a
handwritten text in Arabic. Their proposed approach was based on the study of the upper
and lower contours of the word. They approached the study using baseline-independent
algorithms to detect lines, to segment words into characters, and to extract dots and they
used chain codes for their segmentation algorithms. The segmentation results achieved in
this study are shown in Table 2.1, below:







In 1985, Almuallim et al. [16] defined the segmentation process of Arabic words. They
also defined the characteristics of Arabic characters like the number of dots, loops, and
the similarity of different characters in Arabic words. In the segmentation process, they
proposed the algorithm to find the start and end point of any character or stroke from a
word. They used skeletons to extract cross points, branch points and end points for
segmentation purposes. For classification purposes, they divided the strokes into five
different groups: dots, hamza, characters with loops, characters without loops (ending on
a cross point or a branch point) and characters without loops (ending on a line end). The
breakdown of an Arabic word into characters is shown in Fig. 2.9, below:
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Fig. 2.9: Breakdown of an Arabic Word into Characters [16]
For feature extraction, they calculated the angle of the first part of the stroke curve from
the starting point and another angle of the ending part of the stroke curve, as well as the
height and width of the loop, if any. They trained their system on 400 words written by
two individuals and achieved a rate of 81.25 % in the recognition results.
In another study (2005), Safabakhsh and Adibi [21] worked on the recognition of
handwritten Farsi words in the Nastaaligh style (Fig. 2.10) and used the Continuous-
Density Variable-Duration Hidden Markov Model (CDVDHMM [22]) for recognition.
The Nastaaligh style may contain overlapping between different strokes in a word, which
could become a problem in detecting a baseline or in ordering a character in a word. In
this study, they defined the new algorithm to remove the ascenders, descenders and dots
during the preprocessing stage of an image and they also proposed a segmentation
algorithm based on analyzing the upper word contour. They used chain codes for
contours to find the local minima of the upper word contour and then performed the
segmentation process. Also, another process was proposed for the detection and
segmentation of overlapped strokes in the word. In the feature extraction phase, they
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extracted eight features including the Fourier descriptors, the height and width ratio, the
total number of loops, the position of left and right connections and the pixel densities
from each segmented character. In this study, four reasons were defined that made the
Hidden Markov Model (HMM) [26] a suitable classifier for their recognition process:
• The Markov model can easily code the sequential information that is useful for
the Arabic nature of writing (that is also sequential).
• In an HWR system, HMM tries to find the sequence of segmented characters as
hidden states, where these sequences were trained as observations during the
observation process.
• There is no vector quantization error in the continuous symbol probability
distribution and the properties of Arabic or Farsi characters can be modeled by the
mixture of a Gaussian distribution.




Fig. 2.10: Two Nastaaligh Style Handwritten Farsi Words [2 1 ]
For their experiments, they [21] used three data sets. The first dataset consisted of written
words for training purposes. The second dataset consisted of 50 words written by seven
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different writers and they achieved a 69% recognition rate result on 5 iterations and a
91% recognition rate result on 20 iterations. They also tested their system on their third
dataset which consisted of unknown words. For unknown words, their system achieved a
52.38% recognition rate on 5 iterations and a 90.48%) recognition rate on 20 iterations.
Overall, the segmentation-based recognition approach is more complex for the Arabic
languages as compared to the holistic-based recognition approach. In the segmentation-
based approach, the segmentation process should be very strong in order to achieve the
highest recognition results.
2.2.3.2 Holistic Approaches
There is no segmentation of words required in the holistic approach and words are
recognized as a whole. Different approaches to implement holistic-based handwritten
Arabic / Farsi word recognition have been proposed using HMM ([19],[23-25]). For the
recognition process, the HMM classifier has been widely used for handwritten as well as
for printed Arabic scripts because of the cursive nature ofArabic / Farsi languages [23].
In 2005, Al-Hajj Mohamad et al. [23] proposed a one-dimensional HMM holistic-based
offline handwriting recognition system for the Arabic language. In their proposed system,
they extracted language-independent features as well as baseline-dependent features from
binarized word images. Feature vectors were extracted by using a sliding window
technique. They used the HMM classifier for recognition and IFN/ENIT [26] databases,












Fig. 2.1 1: Block Diagram of the Recognition System [23]
In the baseline estimation phase, they extracted the upper and lower baselines from the
word image and these baselines divided the word image into three different zones, as
shown in Fig. 2.12. The middle zone did not contain any ascenders and descenders, but
the other two zones could have contained ascenders and descenders. Their approach to
find baselines was based on finding the maximum pixel density in a horizontal projection
curve. The maximum of the projection profile of a word corresponded to the lower
baseline and the maximum of the projection profile from the top to the lower baseline
corresponded to the lower baseline.
üp; j h
Wv& J
Fig. 2.12: Lower and Upper Baselines of Two Arabic Words [23]
Il ·.
It t fi
die , Ol «LI I
" j*L _—é\* ßm m, mm*' I
Cl
Frames
Fig. 2.13: Arabic word divided into frames
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In the feature extraction phase, they divided the image into frames, as shown in Fig. 2.13,
where each frame was divided into cells. The height of the frame was varied according to
the size of the image but the size of the cell was fixed at 4 pixels. From each frame, they
extracted a set of 24 features. Two different types of features were extracted by using a
sliding window: distribution features and concavity features. Sixteen of those 24 features
were distribution features based on black pixel densities and eight were concavity
features. Concavity features provided the local concavity information and stroke
information in each frame, as shown in Fig 2.14, below:
Fig. 2.14: Four kinds of concavity features for a pixel P [23]
In this study, they used the right-left HMM model (Fig. 2.15) for recognition. Also, a
character model of HMM was used to implement the word model, where they found the
following characteristics:
• Four states in the model
• Three transitions in each state
• Three Gaussian distribution mixtures used for each state
SlS2S3S4
Fig. 2.15: A four-state Right-Left HMM model, where S Represents States.
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They trained their system by using character-HMM parameters on whole words instead
of on a character by character basis. With this approach, they first tested their system on
15 features without baseline detection and achieved a 74.90% recognition rate result.
Then, when they detected baselines, their recognition results improved to 86.51%. So,
baseline-dependent features helped in improving the recognition result by 1 1.61%.
In another study, M. Dehghan et al. [19] proposed a holistic approach to recognize
handwritten Farsi words, by using a discrete HMM. Their lexicon size consisted of more
the 17,000 images of 198 city names and they used greyscale images with 300 dpi (Dots
Per Inch) resolution. They used the contour representation of images and saved the chain
codes of each pixel from the contours. In the feature extraction phase, the image was
divided into frames of a fixed size and there was a 50% overlap between two successive
frames. The width of the frames was estimated to be twice the average stroke width that










Fig. 2.16: (a) Arabie word, and (b) Contour ofthe Word in (a) and Division of
the Image into Zones [19]
Each frame was divided into five zones of equal heights, as shown in Fig. 2.16. From
each zone, they calculated a local histogram of chain codes. They used the right-left
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HMM model for recognition, where they achieved a 32.04% recognition rate for their top
one choice and a 93.63% recognition rate for their top 20 choices.
2.3 Handwritten Word spotting
In the word spotting or keyword matching technique, a handwritten text document image
is scanned and then the word spotting program tries to locate a query word on that text
document image. If the query word exists on the page, then the program will look for the
coordinates ofthat word on the image. For Arabic languages, word spotting is not an easy
task because sometimes the inner-word space of a word is larger than the outer-word
space. Also, there is often overlapping of different words or within a word. There are two
ways of spotting the words, segmentation-based and non segmentation-based. In
segmentation-based word spotting, a given text page is segmented into text lines and then
text lines are segmented into words. In non segmentation-based word spotting, a given
query word is spotted directly on the page without any segmentation of text lines into
words.
There have been several studies on Arabie/Farsi word spotting ([27-3O]). In 2008, Raid
Saabani and Jihad El-Sana [30] proposed a non segmentation-based (word) Arabic
handwritten word spotting algorithm. Before applying the spotting algorithm, baselines of
the rows of the given image were aligned horizontally, followed by segmentation of a
text page into text lines and each connected component on a text line was labelled. For
image representation, contours of connected components were used. In this study, they
divided the connected components into two categories, main component and secondary
component. Diacritics such as Dots and Hamzas were called secondary components.









Fig. 2.17: Connected Components (Main Component (in black) and Secondary
Component (in red and blue)) of Arabic Words [30]
Fig. 2.17 (a) shows a word and there is no secondary component involved and the other
two images (b and c) show two subwords consisting of main component and secondary
components.
An algorithm was used to simplify the contour image by converting it into a vertices
format. In the feature extraction phase, they extracted geometric features (which are
usually used for online Arabic handwriting recognition). They extracted vertices from the
contour, and from the vertices they extracted the following features:
• The angle between two vectors
• The length of a vector
• The total number of loops in a connected component
• The length of a contour
In this study [30], two classifiers, Dynamic Time Warping (DTW) [31] and HMM, were
used for matching two similar images. However, those images which were really
different were not used for matching. They calculated horizontal and vertical histograms
from the contours of two matching images. They used a threshold value for rejecting
unknown images. They also counted the number of diacritics and their positions in the
image for rejection or verification of a test image and called it a rule-based system.
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Fig. 2.18: Out of Seven Images, Two Images (c) and (g) show similarity in vertical and
horizontal histograms [30]
Forty Arabic handwritten pages which consisted of more than 8000 words and 15,000
subwords were used. They achieved 82% and 70% recognition rate results using DTW
and HMM, respectively, for the small training set. They achieved 86% and 76%
recognition rate results for the large training set. They found that DTW gives a better
performance than HMM.
In another study, S. N. Srihari et al. [28], in 2005, proposed an algorithm for handwritten
word spotting on a text page by using a software called CEDARABIC. The
CEDARABIC system was developed for spotting an Arabic word (it inherited most of its
functionalities from the CEDAR-FOX software, developed by U.S. law enforcement for
forensic examinations [32]). In this study, they focused on the following:
• The data collection for designing and testing of a system
• The user Interface of CEDARABIC
• Word segmentation
• Word-shape matching algorithm
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Ten writers contributed in their data collection process and each of them wrote on 10
pages in the Arabic language. The databases consisted of 20,000 word images. In the
word segmentation process, each line was divided into a set of Connected Components
(CC). Contour representation was used for each connected component. Connected
components were divided into two categories, major components and minor components
or diacritics. Diacritics were found above and below the major components and were
merged with major components to make clusters.
Fig. 2.19: Contours of Connected Components [28]
In this study, they found that the Alif character ( / ) was a strong indicator for finding a
word gap between two clusters. The height and width of a component helped in finding
the Alif character. They used the following nine features to perform the segmentation by
applying a neural network [33]: (1) The width of the first cluster, (2) The width of the
second cluster, (3) The difference between the bounding boxes of two clusters, (4) The
presence of the Alif character in the first cluster, (5) The presence of the Alif character in
the second cluster, (6) The total number of components in the first cluster, (7) The total
number of components in the second cluster, (8) The minimum distance between convex
hulls around the two clusters, and (9) The ratio of the sum of the area of each cluster to
the total area of both clusters.
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The distance between convex hulls of the two clusters in an Arabic word is shown in Fig.
2.20, below:
Distance between convex hulls
Fig. 2.20: Gaps Between Two Clusters and Convex Hull Around One Cluster in the
Arabic Language are Shown by the Red Line and gaps around Both Clusters are shown
by the Green Line
In their spotting method, their system used the global word shape features to spot the
word. They also used 1024 binary features for matching the words with the help of a
correlation similarity measurement that is given below:
d(X,Y) = ^[l S11S00 - S10SQ1[(no + s:i)(soi + soo)(sn + soi)(soo + 5Io)]1
(2.1)




Overall, in this study, a 60% correct segmentation rate was achieved and an accuracy rate
of 70% was achieved for word spotting, when their system was trained on the writing of
eight writers.
In this chapter, some proposed approaches for offline Arabic / Farsi word recognition and




CENPARMI Off-Line Handwritten Urdu
Databases
3.1 Introduction
Urdu is an Indo-European [34] language originating in India. It is a popular language in
South Asia. Urdu is one of the 23 official languages in India and it is one of the two
official languages in Pakistan. Urdu is also one of the most spoken languages around the
world [46].
Written Urdu was derived from the Persian alphabet, which itself was derived from the
Arabic alphabet. Urdu uses almost 70% of the grammar from the Persian language, and
the rest comes from Arabic and Turkic languages. Muslims started using this language in
the 1600's in India. After the 14th of August, 1947, when Pakistan was separated from
India, Urdu became the national language of Pakistan and today more than 200 million
people use it in the Indian subcontinent.
Finding a good database is a common issue in handwriting recognition. There is only one
known offline handwritten Urdu database that was created at the Centre for Pattern
Recognition and Machine Intelligence (CENPARMI) [45]. This Urdu database can be
used for multiple applications, and it will be used for our experiments. The value of this
Urdu database is based on the variety of its contents. The database contains a large
number of Urdu isolated digits and numeral strings of various lengths, including those
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with decimal points. This database can be used for various applications such as digit,
letter, word, and cheque recognition as well as for word spotting.
This chapter is divided into seven sections. In Section 3.2, we describe the related work
in HWR. In Section 3.3, we describe the data collection process. Section 3.4 describes the
data extraction and includes a description of pre-processing methods. In Section 3.5, we
discuss the summary of the database followed by descriptions of the dataseis. In Section
3.6, we explain the ground truth data. In Section 3.7, we discuss the use of Urdu isolated
numerals in previous recognition experiments. In Section 3.8, we discuss the conclusion.
3.2 Related Work
Different handwritten databases have been created for cursive languages, such as Arabic
([37-38],[42]), Farsi ([40],[43-44]), Pashto [41] and Dari [39], for different off-line
handwritten recognition purposes.
In 2002, an offline database called IFN/ENIT was created for the Institute for
Communications Technology (IFN) by the Technical University Braunschweig in
Germany and Ecole Nationale d'Ingénieur de Tunis (ENIT) in Tunisia. There were 41 1
writers who contributed to creating this database and it consisted of more than 26,400
images of 937 town/village names. This database also provided the ground truth
information of each image such as the sequence of character shapes and the baseline
information. The IFN/ENIT database was divided into four different sets for testing and
training purposes. In 2008 [43], a similar work was done for the creation of a database in
Farsi handwriting.
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In 2008, the Centre for Pattern Recognition and Machine Intelligence (CENPARMI) at
Concordia University in Canada had researchers working for the first time in the creation
of handwritten databases for the Dari [39] and Arabic languages [38]. These databases
consisted of handwritten dates, isolated digits, numeral strings, isolated characters and
words and special symbols used in each language. About 200 writers contributed to the
creation of the Dari databases and 328 writers contributed to the Arabic databases.
Special forms were designed and used for the collection of data. Both databases were
created in binary and greyscale formats. These databases also provided the ground truth
information of each image such as the writer's personal information and the contents of
each image. The databases were divided into three sets for training, testing and validating
purposes.
At CENPARMI, researchers collected data for Dari, Pashto [41], Farsi [40], Arabic, and
Urdu languages all at the same time. We followed the same method as other researchers
for the creation of each database. Therefore our database structure is similar to
CENPARMFs Dari and Arabic databases.
3.3 Data Collection Process
Much effort was spent on the collection of Urdu handwritten data. To start things off, a
two-page data entry form was designed for the collection of handwritten data. We started
the collection process in Montreal and Winnipeg, in Canada, but the data collection was
limited so we moved our efforts to Pakistan, where 70% of the data was collected.
The first page of the form contains 20 Indian isolated digits (two samples of each digit), a
freestyle handwritten date, 38 numeral strings of various lengths, 37 isolated characters, 6
31
special isolated characters and 16 words. The second page includes the remaining 41
words, five special symbols and the writer's personal information (at the bottom of the
form). Fig. 3.1 and 3.2 show samples of a filled form.
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Urdu
üiß jl¿ g"¿^ Ji uV
Urdu Handwritten Collection Form
Concordia University (Montreal, Canada)
Email: malikwaqass@gmail.com
Address:
1455 de Maisonneuve W - EV3.403,
Montreal QC H3G 1M8, Canada
htW://www.cenmirmLconcordia.ca
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Fig. 3.1: Sample of a Filled Form (Page 1).
uí> jij* ¿r- cr^ Ji *kì
Data Entry Form far Research on Urdu Handwritten Recognition
Concordia University (Montreal, Canada)























Male Left Handed Age l' Cfetífs
^ Female ^ Right Handed Edu <ff. /7 O
Fig. 3.2: Sample of a Filled Form (Page 2).
We gathered handwriting samples from 343 different writers. We kept track of the
writer's sex, age, and handedness (left or right), as seen in the last part of Fig. 3.2. Even
though for this research, the writer's personal information has no significance, it may be
useful for future research. The writers were distributed into three categories as follows:
right-handed males (75.4%), left-handed males (5.6%), and right-handed females (19.0%)
[45]. We noticed that right-handed writers outnumbered the left-handed writers in our
database. There were no left-handed female participants in our study.
3.4 Data Extraction and Pre-processing
Digital versions of all forms were obtained after scanning them. We saved those images
as color (24 bit) TIFF images with a resolution of 300 Dots per Inch (DPI). The data
extraction process was started by removing the red lines from the forms. Some writers
exceeded the boundaries while writing on the forms, as shown in Fig.3.3. A special
algorithm was used to remove the red lines from the digital images [45], as shown in Fig.
3.4. Removal of these red lines helped in extraction of handwritten data from the form.
Cl/ c/f
(i) (bj
Fig. 3.3: Two Samples of Urdu Handwritten Words Exceeding the Field Boundaries.
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O 6 ¿ d ¿ li L ^ * * 5 Ù
~4 ¿»j-1 (»'^ j>y uA° J^ J^
^t uh M- ô£ jJ ^1 ¿dJJ ^1
¿7 ^1, /1T (/ j» ^iI V" ¿"'
Fig. 3.4: A Small Portion of a Form After Removing the Red Lines.
After removing the red lines, the box's coordinates were located for each handwritten
sample. A special filter was applied to remove the salt and pepper noise on each image.
There was also a great effort involved in manually cleaning those images. Besides true
color, all the forms were saved in two other formats: greyscale and binary. Coordinates of
the area for each handwritten element on the true color form were located manually.
After the red lines were removed from the true color forms, a special program was
developed to automate the data extraction process in the true color formats. By taking the
coordinates of each box, this program extracted the box image in its true color. The
images from the same box numbers of each form were saved in a unique folder. Once the




We created three databases in total: true color, greyscale, and binary formats. There were
six basic dataseis in each database: isolated digits, dates, isolated letters, numeral strings,
words, and special symbols. In each dataset, the data was divided into training,
validation, and testing sets by picking elements with the approximate distributions of
60%, 20%, and 20%, respectively.




















Fig. 3.5: The overall structure of Urdu Databases
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A complete description and statistics of each dataset are given in the following
subsections.
3.5.1 Urdu Date Dataset
In the Urdu language, there are multiple ways to write dates and the Gregorian calendar is
followed for doing so. Writers were given the freedom to write the dates in any format.
They sometimes used slash 7', hyphen '-'and/or dot '.' to separate the day, month and
year. Some people drew a curvy line beneath the year ( ''s^-^'), which represents i>
(san) in Urdu which means year in English, and some used the hamza V at the end of a
year, which represents isj^^ (Aiswee) in Urdu which means A.D. in the Gregorian
calendar. Some people also wrote the name of a month in Urdu letters ( a$/¦¦ means July)
instead of writing it in numeral format.
From the English influence, some people also used the dot to separate the month, day and
year. This was a challenge in date recognition, since the dot is similar in shape to the
Urdu digit zero. Some samples of Urdu dates are shown in the Table 3.1. Of the 318 date
samples, 190 belonged to the training set and 64 images belonged to each of the
validation and test sets.
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Table 3.1: Different Samples of Urdu Dates.
English Date Urdu Date
12/02/2007 'rf-r/r- c
7-7-2007 ¿— ¿.-f. .¿.





3.5.2 Urdu Isolated Digit Dataset
Each form contained two samples of each isolated digit. In the numeral strings, each digit
was repeated 14 to 18 times at different positions. We performed segmentation of the
numeral strings by using a segmentation algorithm to separate and extract the digits.
Segmentation was performed on the greyscale and binary images. After the segmentation,
a set of isolated digits was created.
All of the other dataseis are available in true color except for the isolated digits. We
extracted a total of 60,329 digits, where 33,974 were selected for training, 13,177 for
validation, and 13,178 for testing, A sample of each extracted digit is shown in Table 3.2.
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Table 3.2: Samples of Handwritten Urdu Isolated Digits
Nine Eight Seven Six Five Four Three Two One Zero
a C < V
The Urdu isolated digits (dataset) from these databases were used for recognition
experiments at CENPARMI [45]. Basic pre-processing was performed and 400 gradient
features were extracted from each greyscale image. In this study, a very high accuracy of
98.61% was achieved on a test set by using the Support Vector Machine (SVM)
classifier.
3.5.3 Urdu Numerical Strings Dataset
The data entry forms contained fields for 38 different numeral strings with varying
lengths of 2,3,4,6 and 7 digits. Every digit, including the decimal point, was represented
at least once in the strings (the details were explained in section 3.5.2). There are two
ways in Urdu to write a decimal point; one way is to use a dot (.) and the second way is to
use a hamza (*). In most of the samples, the positions of the dot and the hamza in the
numeral strings were located below the baseline. This could be a challenge in the
recognition of real strings as the dot (.) looks like a zero in Urdu. We divided this dataset
into two sets - an integer set and a real set. The integer set contained the numerical
strings of lengths 2, 3, 4, 6 and 7. The real set included decimal numbers of lengths 3 and
4. Samples for integer and real numeral strings are shown in Table 3.3. A total of 12,914
strings were extracted, which were divided into training (7,750 strings), validation (2,584
strings), and testing (2,580 strings) sets.
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Table 3.3: Samples of Different Numeral Strings





3.5.4 Urdu Alphabet Dataset
The Urdu alphabet consists of 38 basic letters and five special characters. A special
character may exist by itself or may consist of a combination of a letter and a diacritic.
Each diacritic generates a different sound for the letter. We added some of these special
characters to our data entry form, as shown in Table 3.4.
Similar to Arabic and Farsi [9], the words in Urdu are written in a cursive manner, and
the shape of a letter in Urdu changes according to its position within a word. The data
entry form included one sample of each of the 38 Urdu isolated letters and each of the
special characters. There were 14,890 letters in total, including special characters, with
8,934 of the letters marked for training and 2,978 of the letters for each of the validation
and testing sets.
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Table 3.4: Some Special Urdu Characters
AHf Mud AA Bardi ye Hamza Noon Guna Chooti Ye Hamza HeyHamza
S
¿~ Cj IS 6
3.5.5 Urdu Words Dataset
We selected 57 Urdu (mostly finance-related) words for our word dataset. It included
words for weights, measurements, and currencies. Samples of some of these Urdu words
are shown in Table 3.5. The total number of extracted images was 19,432. These were
divided into training (60%), validation (20%), and testing (20%) sets.
Table 3.5. Samples of Urdu Finance-Related Words
Cash Thousand Cost Decrease Balance Amount
S*> >*>i ^J)i <fi oU? ?'
3.5.6 Urdu Special Symbols Dataset
The data entry form also included some special symbols that usually appear in any Urdu
document. The following symbols, commonly used in other languages, were used:
comma (,), colon (:), at (@), slash (/), and pound (#). The total number of training
42
samples used was 1 ,020. The validation set and the testing set contained 340 and 345
images, respectively.
3.6 Ground Truth Data
For each folder that contained handwritten samples, we included the ground truth data
file. For each sample, the ground truth data file included the following information:
image name, content, number of connected components (CCs), writer number, length of a
content, gender, and handwriting orientation. Also, the writer number, the box number
and the page number of the data entry form could be found in the image name. An
example of the ground truth data for the numeral strings dataset is shown in Table 3.6,
below:
Table 3.6. Examples of the Ground Truth Data for Urdu Numeral Strings Dataset
Image Name URD01 10 POl 056.tif URD0090 POl 029.tif
Content 0581294 47
Handwritten Content ÄAivir <?c
Writer No. URD0110 URD0090
Page No. (Forms) 01 01
Box No. 56 29
Sex M
Hand Orientation R R
Length (No. of CCs)
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3.7 Conclusion:
This database could help in solving new and different challenges in the recognition of
Urdu handwritten dates, isolated digits, strings, isolated characters, words, and symbols.
We used the Urdu word dataset from this database for our Urdu handwritten word
recognition system (holistic approach) and we will discuss this in detail in our next
chapter. The Urdu word dataset will be applied to our word spotting system and is
discussed in Chapter 5.
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CHAPTER 4
Urdu Handwritten Word Recognition: A
Holistic Approach
4.1 Introduction
Offline handwritten word recognition, especially cursive handwritten word recognition,
has always been a challenging area in pattern recognition. Offline word recognition is
usually complex as compared to offline numeral and character recognition. In this
chapter, we will focus on our HWR system. As defined in chapter 2, an HWR system can
be holistic-based or segmentation-based. Our HWR system is holistic-based and consists
of the following phases:
• Pre-processing
• Feature extraction
• Recognition or Classification
• Experiments and results
In this chapter, we will define each phase in detail.
4.2 Pre-Processing
Pre-processing of images is an essential part of the off-line recognition phase.
Recognition results rely on the pre-processing phase. A little noise on the image can
result in incorrect recognition. Our pre-processing phase consists of the following steps:
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1) During database creation, writers used either blue or black ink. Sometimes the
color of the ink was very light or we lost the intensity of handwriting during our
scanning process. In order to make the handwritten text consistent, we converted
greyscale images into binary format based on a threshold value of 0.9.
(a) (b)
Fig. 4.1 : Two Urdu Words with Different Ink Colors
Fig 4.1 shows two different color intensities in two different images. After
converting them into binary format, both images had the same color intensities as
shown in Fig. 4.2, below:
ò
(a) (b)
Fig. 4.2: Two Urdu Words with the Same Color Intensities.
2) Median filters were applied on the binary images to reduce the salt and pepper
noise and to smooth the images. The size of each filter was 3-by-3 neighbourhood





(a) Image with Noise (b) Smooth Image after applying
median filter
Fig. 4.3 : Image (a) Shows Some Noise and Image, and (b) Without Noise
after Applying Median Filter
3) White space around the written word in an image does not help in any recognition
process. So this unwanted white space around the word was eliminated. To
eliminate this white space, bounding boxes were used. From each side of the
binary image, the first pixel of the written word was located. This produced four
points which formed the boundaries of the bounding box. The white area around
this box could then be eliminated using these four values. The elimination of
white space in an image is shown in Fig. 4.4, below:
T^
(a) (b)
Fig. 4.4: Image (b) Shows Elimination of White Space from Image (a)
4) It is normal that everyone does not write with the same style and size. Before
extracting the features, it was necessary to normalize the size of all images before
the training and testing phases. Word size normalization is an important pre-
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processing operation and each image was normalized to two different sizes, 64 ?
64 pixels and 128 ? 128 pixels (Fig. 4.5), by using an aspect ratio adaptive
normalization strategy [47]. Two different sizes of the image were used for two





(b) 64x64 (c) 128x128
Fig. 4.5: Size Normalization of Urdu word (a) into different sizes (b) and (c)











Image ready for feature extraction
Fig. 4.6: Pre-processing Phase
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4.3 Feature Extraction
Feature extraction is the most important phase of any recognition system. Locating
relevant and good features will always lead to high recognition results. Different features
are extracted depending on the problem's domain. For handwriting recognition, different
features like chain codes, structural features, statistical features, curvature features,
projection profile and gradient features (directional features) have been used in different
studies ([4],[19],[36],[25],[48]).
In our study, we extracted two different types of features from each image: gradient
features and structural features. We conducted various experiments with different
features and found that the combination of these two features produced the best results
for our HWR system. The Following sections will explain the extraction processes for
both features.
4.3.1 Gradient Feature Extraction
Gradient features are directional features and can be extracted from the gradient of a
greyscale image for a handwritten text. A gradient vector of discrete direction is
decomposed into two components by specifying a number of standard directions
(chaincode directions). The Decomposition of a gradient vector into two components is
shown in Fig. 4.7, below:
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2V- ? O
Fig. 4.7: Gradient Vector Decomposition, where g = Gradient Vector.
In 2002, M. Shi et al. [36] used gradient features and curvature features for handwritten
numeral recognition. They achieved 98.25% and 99.49% recognition results for two
different databases. In our experiments on Urdu isolated numerals [45], we used gradient
features and achieved high recognition results (97.60%). Gradient features have already
been used for word spotting ([49], [50]) in English handwritten texts with encouraging
word spotting results.
In our gradient feature extraction phase, after the pre-processing phase, each image of
size 128 ? 128 pixels was converted back into a greyscale image. The following steps
were taken for the extraction of features:
• Robert's filter masks were applied on images. These masks are shown in Fig. 4.8,
below:
ro mi or
L-I OJ LO -lJ
Fig. 4.8: Robert's Filter Mask for Extracting Gradient Features
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• Let I(x, y) as an input image of size 128x128 pixels. After applying the Robert
filter masks, the horizontal gradient component (gx) and vertical gradient
component (gy) were calculated, as follows:
gx =I(x+l,y+l)-I(x,y) (4.1)
gy = I(x+l,y)-I(x,y+l) (4.2)
• The gradient strength and direction of each pixel I(x,y) were calculated as
follows:
Strength: f(x, y) = ,Jgx2 + gy2 (4.3)
Direction: ?(?, y) = tan-1 (gyJgx) (4.4)




Fig. 4.9 : (a) Greyscale image of size 128x128, (b) Gradient Strength, and (c) Gradient
Direction
Once the gradient strength and direction for each pixel were calculated, the following
steps were taken in order to calculate the feature vector:
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I. In equation 4.4, 6(x,y) returns the directon of a vector (gx, gy) in the range of [p,
-p]. These gradient directions were quantized to 32 intervals ofp/16 each.
II. The gradient image was divided into 81 blocks, with 9 vertical blocks and 9
horizontal blocks, as shown in Fig. 4.10. For each block, the gradient strength was
accumulated in 32 directions. By applying this step, the total size of the feature set
in the feature vector will be (9 ? 9 ? 32) = 2592.
III. In general, the recognition system would take a lot of time and memory to
compute 2592 features from each image in the training and testing sets. If we
downsample the feature size, then the system will take less memory and the speed
for the training and testing would increase. The trade-off for this benefit of
improved time and space is that the recognition rate will most likely decrease.
To reduce the size of a feature vector, a 5 ? 5 Gaussian filter was applied to
reduce the spacial resolution by down sampling the number of blocks from 9x9
to 5 ? 5. Also, the number of directions was reduced from 32 to 16 by down
sampling with a weight vector [1 4 6 4 1], to obtain a feature vector of size 400 (5





Fig. 4.10: Division of Gradient Image into 9-by-9 Blocks.
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IV. A variable transformation ( y = x0A ) was applied on all features to make the
distribution of features guassian-like [36].
We also tested the Sobel filter for extracting the gradient features, but we achieved a
higher accuracy with Robert's filter. We will compare both filters in the next subsection.
4.3.2 Robert's Filter vs. Sobel Filter
The gradient can also be computed by the Sobel operator [67], which has two masks for













Fig. 4. 1 1 : Sobel Masks for Extracting Gradient Features.
The horizontal gradient component (gx) and vertical gradient component (gy) are
computed as follows:
gx = I(u-l,v+l) + 2I(u,v+l) + I(u+l,v+l) - I(u-l,v-l) - 2I(u,v-l) - I(u+l,v-l) (4.5)
gy = I(u-l,v-l) + 2I(u-l,v) + I(u-l,v+l) - I(u+l,v-l) - 2I(u+l,v) - I(u+l,v+l) (4.6)
In our experiments, we extracted the gradient features by using the Sobel filter and
compared our results with the Robert filter. There was not much difference in the results
but we achieved a slightly improved performance with the Robert filter. The comparison
in experimental results of both filters is shown in Table 4.1, below:
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Table 4.1 : Robert's Filter vs. Sobel Filter
Image Size Robert Filter Sobel Filter Upper Profile Results
64-by-64 ¦/ S 94.4032%
(3559/3770)
64-by-64 V V 94.9602%
(3580/3770)
128-by-128 ^ y 95.7294%
(3609/3770)
128-by-128 ¦/ -/ 96.02%
(3621/3770)
4.3.3 Structural Feature Extraction
The structural features are physical attributes of an image. The structural features include
projection profile, topological features [67], upper and lower profiles [48], and so on. The
outline shape of a handwritten or printed text is captured by the upper profile and lower
profile features [48]. The upper profile features are used to capture the outline shape of
the top part of the word, and the lower profile features are used to capture the outline
shape of the bottom part of the word. The lower and upper profile features capture almost
the same shape of a word if Aere is no overlapping in the word image. In the Urdu
language, overlapping is an issue but in our word dataset, some word classes do not have
many overlapping problems. So at this stage in our study, we extracted only the upper
profile features from each normalized (64 ? 64 size) binary image. The outline shape of a
word captured by the upper profile is shown in Fig. 4. 1 2(b), below:
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Fig. 4.12: (a) Urdu Word, and (b) Outline shape by using the Upper Profile of (a)
We took the bounding box of the word image so that there was no white space around the
handwritten text, and this image was generated in the pre-processing phase. During this
process, the following steps were taken to extract the upper profile features:
• The image was converted into a two-dimensional array.
• In each image, each column was examined from right to left.
• In each column, the distance was measured from the top of the image to the
closest ink pixel by counting the number of white pixels. This step would return
the value of the distance in the range of 0 to 64. This distance calculation from the
top of image to the closest ink pixel by counting the number of white pixels is
shown in Fig. 4.13, below.
4, 2,2, 9, 5,4, 3, 2,2, 1, 0,0
Distance
Fig. 4.13: Calculation of Distance (Upper Profile) in Each Column in a Small Portion of
the Image
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• A variable transformation ( y = x0A ) was also applied on these features to make
the distribution of features guassian-like and to make all the features of the same
type and in the same scale.
4.3.4 Feature Vector
After extracting the gradient features and upper profile features from each image, both
features were merged together to make a feature vector of size of 464 (400 gradient
features and 64 upper profile features). Then, this feature vector was passed to the





Image (128 ? 128)
Gradient Features
Image (64 ? 64)
Upper Profile /
structural Features
400 feature points 64 feature points
Feature Vector
464 feature points
Fig. 4.14: Feature Vector Extraction Phase
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4.4 Classification/Recognition
As discussed in chapter 2, the HMM classifier has been the state-of-art classifier for
Arabie/Farsi word recognition. In our study, we used the Support Vector Machine (SVM)
classifier for recognition purposes. SVM has been accepted as a tool for implementing
pattern classification and it has been very successful for offline and online cursive
handwriting recognition ([53],[41],[45],[55]) and mostly for character recognition [57].
In 2006, B. Gatos et al. [53] used SVM for cursive handwritten word recognition. Their
databases consisted of a training set (23,171 word images) and a testing set (3799 word
images). They achieved 87.68 % recognition results while adopting a holistic approach.
The Support Vector Machine is a technique in the field of statistical learning theory. It
was primarily designed for 2-class classification problems and is an alternative to Neural
Networks. SVM is better than neural networks because of its learning capacity and its
structural behaviour.
An SVM performs classification by creating an N-dimensional hyperplane that optimally
separates the data into two categories. A brief review of simple binary SVM classification
is given in the next section.
4.4.1 Binary SVM classification
In binary SVM classification:
Given is the L dimensional training data (xi,yi) (X2.V2) (?3>?3)>··· (??»??) where x¡ 6 R1
and y? ={-1,1}. If this training data is linearly separable, then a hyperplane or decision
factor can easily separate the data into two classes with the help of support vectors. The
decision factor is given by:
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wTx + ò=0 (4.7)
where the vector w defines a direction perpendicular to the hyperplane and is given by:
and
W = ZUiOCiViXi (4.8)
a¿ = Coefficient weights
b = Constant
A decision factor, as in Eqn. 4.7, helps in maximizing the margin from the hyperplane to










Vector wTx + b = 0
wTx + b = — 1
Xl
Fig. 4.15: Binary Classifier with SVMs
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When training data is not linearly separable, then SVM uses a kernel function (k) to map
(F) data into a higher dimensional space (feature space), where data can be linearly
separated, as shown in Fig. 4.16, below:
Input space Feature space
K[X0Xj) = 0(X1)M[Xj)
? ? ?
Fig. 4.16: Mapping of data into a higher dimensional space
Detailed explanations of SVM can be found in ([59],[60],[61],[62]).
In our experiments, we used LibSVM, an open source library for the implementation of
SVM [56]. LibSVM takes the input feature matrix and outputs the classification results in
probabilities. LibSVM is a one-against-one [63] strategy implementation of SVM in
multi-class problems. LibSVM uses the Radial Base Function (RBF) kernal for mapping
a nonlinear data sample into a higher sample space. The RBF kernal which presents the
first norm is given by:
K(Xi1Xj) = BXPd-YWXi-XjW2), ?>0. (4.9)
For the fc-class problem, k2 SVMs are trained with a pairwise approach and the
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probability p¿ is estimated for any test sample ? that belongs to class i. The probabilties
are obtained from r¿y where (i, j = 1,2,3,···, k). The r¿-y is a one-against-one class
probability and it is obtained from known training data by solving the following problem:
k
minp- 2^ 2_, (rijpi - riJPjY
where
Pi — P(y = i\x), f°r class label y of?.
4.4.2 Training
Before training, the two optimal parameters ? and C were chosen by using v-fold cross-
validation. In Eq. 4.9, y is a parameter used in RBF and C is a penalty parameter for the
error term. After choosing the best parameters ? and C, we trained our system on the
whole training set. In our Urdu word dataset we had 57 classes and in the training folders
from each class, we had 1 1,104 images in total. We provided a matrix of 1 1,104 feature
vectors with their class labels for training purposes.
4.4.3 Testing
In the testing phase, we used the same parameters ? and C as used in the training phase.
We tested our system with 3770 images. These images were taken from the testing folder
of each class. Our system successfully classified 3621 images. The overall HWR
recognition system flowchart is shown in Fig. 4.17, below:
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Input Image





Image (64 ? 64)
Gradient Features Upper Profile / Structural
Features







Fig. 4.17: Overall Handwritten Word Recognition System Flowchart
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4.5 Experiments and Results
We performed different experiments to obtain the best results. In our experiments, the
recognition results varied according to the size of the images for normalization, the
different features and the different number of training samples. In the end, we achieved
97.00% recognition rate results with 592 feature points and with an increased size
(14,407) of the training set. In the following subsections, we will discuss these
experiments, their recognition results and their error analyses.
4.5.1 Image Size for Normalization
Different image sizes were used in our normalization process in order to find the best
image size for recognition purposes. Increasing the size of the image also increased the
recognition results, but it slowed down the recognition process. We found the best results
with the image size of 128 ? 128 pixels when extracting gradient features. For upper
profile features, the image size of 64 ? 64 pixels was found to be optimal for extracting
outer shape of a word image. In these experiments, we fixed the size of 64 ? 64 pixels for
extracting 64 upper profile features and tested different image sizes for extracting the 400
gradient features. The experimental results with different image sizes are shown in Table
4.2, below:
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Image Size (Gradient Feature) Feature Size Results




128-by-128 464 96.02%I I (3621/3770)
From the above table, it is evident that the best results were achieved by image size 128-
by-128. The results could still be improved if the image size is increased but it will slow
up the recognition process. The typical errors generated from these experiments will be
explained in section 4.5.3.
4.5.2 Improving the Results
In our experiments, our main focus was to improve the recognition results. We found that
if we added more suitable features to our feature vector, then the recognition results
would improve. Also, we improved our recognition results by adding more images to our
training set, to train our system on more samples. We will discuss both of these
procedures in the following subsections.
4.5.2.1 Adding More Sets of Features
The recognition result is dependent on the selection of the best features. Different
features like horizontal and vertical projection histogram features [8], and structural
features were used in our experiments. Fig 4.18 shows horizontal and vertical histograms
of an Urdu word. We extracted 64 horizontal features and 64 vertical features from each
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binary image of size 64 ? 64 pixels. In our experiments, we found a better performance
with the combination of gradient features, upper profile features and histogram features.
The recognition results with different feature sets (fv) are shown in Table 4.3.
(a) Urdu Word Image (b) Horizontal Projection | (c) Vertical Projection
Fig. 4.18: (a) Urdu Word Image, (b) its Horizontal Projection, and (c) Vertical Projection



















fv2 V V 128
77.24%
(2912/3770)






fv5 V V 464
96.02%
(3621/3770)
fv6 V S V Y 592
96.63%
(3643/3770)
In the above table, the first column shows the different feature sets, column two to
column five show the different feature types, column six shows the total number of
feature points in a feature vector and the last column shows the recognition results for
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each feature set. Column six and column seven clearly show that the recognition results
improve by adding more features.
4.5.2.2 Increasing Training Samples
At first, we were only using the training folder from our CENPARMI Urdu databases for
training purposes. As we were not using the validation folder for any purpose, this folder
was added to the training folder. The system was trained again on this combination of
two folders and we noticed enhanced results for the testing folder. This is the best
example for machine learning. When the machine is trained on more data samples, then
the machine is able to predict the result more accurately. For our experiments, the results
are shown in Table 4.4. In the next subsection, we will focus on recognition errors, to
understand the problems faced in word recognition.
Table 4.4: Improved Results by Enhanced Training Set
Training Samples Test Samples Features Recognition
_______________________________________________________Results
11,104 Images 3770 Images 464 96.02%
(3621/3770)
14,407 Images 3770 Images 464 96.87%
(3652/3770)
14,407 Images 3770 Images 592 97.00%
(3657/3770)
In the above table, the first column shows the total number of training samples, the
second column shows the total number of test samples, the third column shows the total
number of features and the last column shows the recognition results. The first column
and the last column show that the recognition results improve by adding more training
samples. Finally, a recognition result of 97% was achieved by adding more feature sets.
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4.5.3 Error Analysis
There are a few words in our CENPARMI Urdu database that are visually similar to each
other and our system gave most of the wrong results for those images, and we found the
wrong output for those word images in the recognition process. For example two Urdu
words, translated into English as "Litre" and "Metre", look very similar and are shown in
Fig. 4.19, below:
%
(a) Litre (b) Metre
Fig. 4.19: Two Similar Words in the Urdu language













Fig. 4.20: Similarities in Urdu Words
The complete error analysis can be seen in a confusion matrix in Appendix B.
4.6 Comparison of a System with Existing System
In past research on Arabie/Farsi offline word recognition, we noticed that the Hidden
Markov Model (HMM) was the default choice for many researchers
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([4],[9],[19],[21],[25]). To the best of our knowledge, this is the first time an SVM
classifier is being used for offline Arabic (Urdu) word recognition. In January 2010, P. J.-
Haghighi [69] at Concordia University, Montréal used the Discrete HMM for the
recognition of Farsi words. She used the CENPARMI Farsi word dataset [40], which
consists of 73 Farsi words. In this system, recognition was performed on a word level
(Holistic-based). For comparison with that system, we trained and tested our system on
the same CENPARMI Farsi word dataset and achieved almost the same recognition
accuracy on the test set. The training set consisted of 20,817 images and the testing set
consisted of 7007 images. A comparison between these two systems is shown in Table
4.5 below:
Table 4.5: Comparison of Recognition Results on CENPARMI Farsi Word Testing Set
Researcher Classifier Used Number of Features Recognition Results
PJ.Haghighi Discrete HMM 75,000 (aprox) 96.04%
M.W.Sagheer SVM 592 95.70%
The second column of Table 4.5 shows the classifier used for each system. The third
column shows the sizes of the feature vectors and the fourth column shows the
recognition results. Both systems produced almost the same results. Our system consisted
of only 592 feature points and we already showed in Table 4.3 that the recognition results
rose after increasing the size of the feature vector. However, extracting 75,000 features
from each image will slow the recognition process. We could not compare the overall
recognition process time because the recognition performance time was not available in
[69]. Overall, we achieved a 95.70% recognition result which is very close to the result of
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Haghighi. These results show that the SVM classifier can be very useful for the
recognition of Arabic, Farsi or Urdu words.
4.7 Conclusion
In this chapter, we described our handwritten word recognition system. We described
different pre-processing techniques and feature extraction processes. We noticed that the
recognition results improved by adding more feature sets and more training samples.
Usually, the SVM classifier is not preferred for an Arabic word recognition system but
we used SVM, and obtained high recognition results. We also compared our system with
an HMM-based system and achieved similar results. In the future, our system may be
extended by adding new words.
As mentioned in Chapter 1, word recognition can be used for different tasks. From those
tasks, one of the best examples is word spotting on handwritten text pages. There has
been very minimal work done on Arabic word spotting because of the complexity in the
segmentation of handwritten text pages and lines. We applied our HWR system to word
spotting and it will be discussed in the next chapter.
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CHAPTER 5
Urdu Word Spotting Technique
5.1 Introduction
Handwritten word spotting has already gained significant attention among researchers in
the field of Pattern recognition. In Arabic languages, different people write texts in
different styles. There is no defined method to write two words. Some people could
overlap these two words, while others may give enough space between two words, and
still others may give more space within a word (inner-word space) than the space given
between two words (outer-words space). This situation poses a problem and makes word
segmentation a very difficult process as a wrong segmentation can lead to the wrong
word spotting. An example of overlapping and variation in an inner-word and space












Fig. 5.1: A Variation of Inner-Word and Outer-Word Space
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Our proposed word spotting system was implemented on text lines and it consists of the
following phases:
• Handwritten Text Databases
• Pre-processing
• Text Line Segmentation
• Feature Extraction
• Word spotting
We will now discuss each phase in the proceeding topics.
5.2 Handwritten Text Databases
For our word spotting experiments, a handwritten Urdu text database was not available.
For this reason, we first collected a small Urdu database at CENPARMI, in Montreal, at
Concordia University. This database consisted of a total often writers, all of whom were
native Urdu speakers. Each writer was asked to write four pages and approximately ten
lines of text on each page. All samples were taken from our CENPARMI Urdu databases
and each sample consisted of isolated digits, numeral strings, dates and words. We added
fifty-seven words, from our CENPARMI Urdu database, in different text line positions.
The writers were also asked to write in a free style on plain pages. All of these writers did
not participate in creating the CENPARMI Urdu databases. So, for word spotting
experiments, we used writing samples from these ten new writers. A sample of a
handwritten Urdu text page is shown in Fig. 5.2.
70
??.-0??-\.????.








< ,,/ ^^uï/ôîM^/'^'^ y s
/ c££~*} ) i?I^L?ls¿yU u S- ^ ^ ^ ^y
¿L-· &'' -.J . ? n^.4\ ¿sfochi ^J ¿
f 1 1 j .{, /ves ^v
,# dcf f —'. / c ' „ .,
LfiOJJ /f y / ¿
•y/ '' tí' / r~^ ?<~- ^sSKJ /j ? -J O b·
¡J ^ ¿Í-! /.>¦*·*- , CJ '—
/
Fig. 5.2: Sample of a Handwritten Urdu Page
5.3 Word Segmentation
In our word spotting system, we assumed that the text pages were segmented into text
lines. Firstly, we manually extracted lines from each text page. Then, each line was
segmented into main connected components (CCs) with their secondary components, also
known as diacritics, in order to find the words. Diacritics appeared above and below the
main components. There are nine different diacritics in the Urdu language, and they are
shown in Table 5.1.
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Table 5.1: Nine Different Urdu Diacritics










Single line for kaaf y K? y
Double lines for Gaaf ¿-
These diacritics are the most important parts of words and their absence/position can
change the meaning of words. Some isolated characters may have the same main
component shapes but they differ from each other by their diacritics. In Table 5.2, there
are some isolated characters with the same main component shape but with different
diacritics in different positions.
Table 5.2: Similar Main Component Shapes with Different Diacritics
>. LJ
Se Tay Te pey Be
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In Urdu, a combination of two or more characters makes a word or part of a word. In a
text line, each connected part of a word is called a main connected component (CC) or a
diacritic, as shown in Fig. 5.3, below:
Diacritic
DiacriticsDiacritic
Diacritic Main Connected components
Main Connected components
Fig. 5.3: Main Connected Components and Diacritics in an Urdu Text Line
In the handwritten word segmentation, our goal was to group the main CCs with each of
their diacritics and then segment those groups. Grouping the main CCs with their
diacritics is not an easy task. Diacritics are usually written above or below the main CC.
Their geometrical features cannot guarantee that they are recognized as diacritics or that
each is grouped with its own main component. Also, overlapping of two words is
common and sometimes the size of a diacritic is bigger than the main CC. This
overlapping or the size of diacritics can sometimes cause the wrong grouping. Also, at
times diacritics touch the baseline. Because of these problems, the segmentation of a text
line is difficult. As we only segmented the main connected components, we first had to
recognize the diacritics and their main components so that each main connected
component could be segmented properly. In the following subsection, we will discuss our
pre-processing of a text line and our segmentation algorithm.
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Main Baseline1?? \J% •P
<
Lower Baseline
Fig. 5.4: Upper and Lower Baselines in a Text Line
5. Each connected component in the binary image was labeled.
5.3.2 Segmentation Algorithm
After the pre-processing of a text line, we performed the following steps to group the
diacritics with their main components:
1 . Connected components that were coming above the upper baseline and below the
lower baseline were considered as the diacritics.
2. The skeleton of each connected component, which touched the baseline area
(between upper and lower baselines), was obtained by using the Zhang-Suen
thinning algorithm [64]. This algorithm takes the Boolean image and reduces it to
an 8-connected skeleton. In this algorithm, each iteration consists of two steps.
The southeast boundary points and northwest corner points are removed in the
first step ('0' pixel values are replaced by T). The northwest boundary points
and southeast corner points are also removed in the first step. Let pi, p2,....,ps










Fig. 5.5: The Eight Neighbours ofpixel ?
Let B(p) be the number of nonzero eight neighbour pixels of pixel ? and let A(p)
be the number of zero-to-one conversions in the ordered sequence pi , P2, · · · ·>?8, pi ·
If ? is a contour point (at least one pixel value out of the eight neighbour pixel
values of ? is equal to ?') then in step one, then the following four conditions
should be satisfied in order to flag the pixel ? for removal:
1. 2<B(p)<6
2. A(p)=l
3. pi. p3. p5 = 0
4. p3.p5.p7 = 0
The removal of pixel ? will be delayed until all the pixels of the image have been
examined by the algorithm. In the second step, the contour point ? is flagged for
removal if the following four conditions are satisfied:
1. 2<B(p)<6
2. A(p)=l
3. pi. p3. p7 = 0
4. pi. p5. p7 = 0
After applying the above two steps to all the pixels of the image, the resulting
image will be the skeleton. An example of a skeleton that was generated from the
Urdu word image is shown in Fig. 5.6, below:
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/?*
(b) Word Skeleton(a) Urdu Word
Fig. 5.6: (a) Urdu Word image, and (b) its Skeleton generated by the Zhang-Suen Algorithm
The number ofblack pixels of each skeleton was counted to identify the diacritics.
As the skeletons of dots had a maximum of four pixels, the process of finding dots
was usually easy. We had a threshold value of 50, to identify the diacritics by
their size which was given by:
Threshold value < 50 pixels (for Diacritics)
The value 50 (number of black pixels) was found to be the best threshold value
for diacritics in our experiments on the CENPARMI Urdu word training sets.
3. Sometimes the size of the diacritics was more than 50 pixels. We considered them
as main connected components and saved them as separate images.
Once all the diacritics were located, the grouping process was performed. An
Urdu handwritten text line with its main CCs and diacritics are shown in Fig. 5.7
and the diacritics from that text line are shown in Fig. 5.8.
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Fig. 5.7: Urdu Handwritten Text Line
, >
Fig. 5.8: Diacritics Found in the Text Line of Fig. 5.7
4. For each recognized diacritic, we located its nearest main connected component
(base) and saved both the base component and its associated diacritic as a separate
image. We also saved a record of the original location of that component on the
text line. We then extracted the main connected components (CC) with their
diacritics from right to left. We took a text line, as in Fig 5.7, and then extracted
all the main CCs with their diacritics from this text line, as shown in Table 5.3,
below:
Table 5.3: Segmented Connected Components With Their Diacritics
> /ß OV
/
(J ^ ^J^ A H SJ
CC.13 CC. 12 CC. 11 CClO CC.9 CC.8 CC.7 CC.6 CC.5 CC.4 CC.3 CC.2 CCl
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Fig. 5.9: Word Segmentation Flowchart
5.3.3 Segmentation Results
We tested our segmentation method for each handwritten text line from 10 documents
written by ten different writers. A few of those writers did not write clearly and there was
much overlapping in their handwritten texts. But we still obtained satisfactory
segmentation results. The segmentation results for each writer are given in Table 5.4,
below:











WOOOO 37 888 823 92.68%
WOOOl 32 809 743 91.84%
W0002 38 846 766 90.54%
W0003 40 803 731 91.03%
W0004 36 865 780 90.17%
W0005 39 857 803 93.70%
W0006 45 875 835 95.43%
W0007 38 909 850 93.51%
W0008 34 872 817 93.69%
W0009 33 829 730 88.06%
Overall 372 8553 7878 92.11%
In Table 5.4, the first column shows a number assigned to identify each writer and the
second column shows the total number of text lines written by each writer. The third
column shows the total number of segmented subwords (main CCs with their diacritics)
written by each writer. The fourth column shows the total number of correctly segmented
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subwords (main CCs with their diacritics) and the last column represents the correct
segmentation rate for each writer.
Overall, we tested our segmentation method on 372 text lines, and we achieved a 92.1 1%
correct segmentation rate overall. We will discuss some segmentation errors in the
following subsection:
5.3.4 Segmentation Error Analysis
There were a few major segmentation errors which could have resulted in wrong word
spotting but overall, the segmentation errors were insignificant and may be overcome in
future research. Most of these errors came from the Alif (I) character and also, from the
two diacritics: Single line for kaaf (-^) and double lines for kaaf ( ^" ). We will
review these errors in the following subsections.
5.3.4.1 Errors with Alif
In our segmentation algorithm, we were calculating the number of black pixels and the
position of each CC to differentiate between the main CC and the diacritics. Most of the
writers wrote the Alif (I) character too small and its number of black pixels was less than
50 pixels, which was the threshold value for diacritics in our system. We found that if
AHf ( I) character was coming in the middle or at the ending position in a word, then this
Alif character was overlapped on top of the previous main CC and it was also not
touching the baseline area. Because of these problems, most of the time the Alif character
was recognized as the diacritic and was merged with its previous main CC. Some
examples of these segmentation errors are shown in Table 5.5, below:
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In the above table, the images in a, b and c contain the Alif character, but the AHf
characters are incorrectly segmented from the main CCs.
5.3.4.2 Errors from Diacritics
Most of the diacritics were merged correctly with their main CC in our segmentation
method, except for two: single line for kaaf (^) and double lines for kaaf (^*). The two
diacritics are alike and have the same geometrical information. Both of the diacritics are
always written on top of the main CC. We found that these diacritics were overlapped
with two main CCs (their own main CC and the previous main CC). In our segmentation
method, text lines are processed from right to left and these two diacritics were merged
with the closest main CC (the previous main CC) instead of their own main CC. Some
examples of these segmentation errors are shown in Table 5.6, below:





In the table above, the images in a, b and c contain the single line for kaaf diacritic but
these diacritics are incorrectly segmented from the previous main CCs.
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5.4 Word Spotting
Our word spotting method consisted of the following phases:
• Word generation
• Word spotting algorithm
• Verification/Rejection
We will discuss each phase in the following subsections:
5.4.1 Word Generation
Because there is variation in the outer-words space in a handwritten Urdu text, it is not
possible to know how many words can be segmented in a handwritten text line. The
segmentation of a text line into connected components gave us the option to make the
word by combining neighboring components together. Given a text line as in Fig 5.7,
segmented into connected components as shown in Table 5.3, then from the first three
connected components (CCI, CC.2, CC.3), the candidate words [65] can be generated,
as shown below:
KJ
First candidate word: I
SJ
Second candidate word: L· \
KJ
Third candidate word: I c~ 1
Fourth candidate word: L·
(CCl)
(CC.2 + CCl): read from right to left
(CC.3 + CC.2 + CCl)
(CC2)
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Fifth candidate word: I V. (CC.3 + CC.2)
Sixth candidate word: I (CC.3)
Suppose there are ? connected components iri a given text line, then the number of
possible Candidate Words (CW) is given by:
n(n+l)
For our research, we only extracted words with four or less connected components. Out
of fifty-seven classes (words) in our CENPARMI Urdu databases, fifty-six consisted of 4
or less connected components. In our word spotting algorithm, we used a sliding window
to extract the candidate words using the following algorithm:
If there are ? connected components in a text line, then the size of a sliding window (SW)
at each iteration is given by:
SW = 4 for ? > 4 (5.2)
SW = ? for ? < 4, (5.3)
and the total word regions (R) on a text line are given by:
R = ? (5.4)
So there will be ? iterations to extract the candidate word regions in any given text lines.




Ot* •V6> ? \
Fig. 5.10: Candidate Word Regions in a Text Line
In each word region, we can generate up to four words by combining neighbouring CCs
together from right to left. In a text line, there will be (R - 3) regions having four CCs
and we can generate 4*(R-3) candidate words from those regions. From the remaining
three regions, we can generate 6 candidate words. In this case, the total number of
Candidate Words (CW) in the text line is given by:
CW = 4(A - 3)+6
n(n+l)
CW= —
for ? > 4, and
for ? < 4,
(5.5)
(5.6)
where R = ? (Eqn. 5.4) and ? = the total number of connected components.
By using this method, we covered all the possibilities to check every individual
component and to check the union of neighbouring components up to a maximum of
three inner-word spaces. It was sometimes a slow process to recognize each of these
components, and the unions of these components.
After generating the words, each candidate word was sent to a classifier for classification,
as explained in the next subsection.
5.4.2 Word Spotting Algorithm
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We used the following algorithm to spot (recognize) the words:
1 . In the first iteration, the following four images were sent to the classifier:
a. CCl ( Í )
b. CC.2 + CC.1 (TJ I)
c. CC.3 + CC.2 + CCI (I TJ i)
d. CC.4 + CC.3 + CC.2 + CCl (y' I "C I)
2. In the second iteration, the following four images were sent to the classifier:
a. CCl(V)
b. CC.3+ CC.2 (\7J)
c. CC.4 + CC.3 + CC.2 (/I TJ)
? M
d. CC.5 + CC.4 + CC.3 + CC.2 (^-^/ I ?J)
We used our holistic HWR system for recognition purposes, as explained in the next
subsection.
5.4.2.1 Classification
Classification in the word spotting algorithm is different from the one described in
chapter 4. In this case, most of the time the words that we tried to recognize did not exist
in our database. We wanted the system to only try to recognize the words that existed in
the databases and to reject all the other words.
86
As discussed earlier, LibSVM generates the outputs for test samples in probabilities. On
the basis of these probabilities, the system recognizes the class for that sample. Given that
a system is trained on three classes, the classification of any sample point (I) is given by
the following formula:
• The system will first extract the feature vector.
• The system will then map that feature vector into the Feature space.
• In the feature space, the system will find the closest hyperplane of Class N, which
can divide all samples into two classes (is and isn Y), and assign this test point to
Class N. For example, a classification of test sample I with three classes is shown




Closest Distance Class 3
Class 2
Test Point (I)
Fig. 5. 1 1 : An Example of Prediction of Sample Test Point (I) with Three Classes in a
Feature Space
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Where P is the probability
If the class of a sample point does not exist in the database or SVM is not trained on that
class, then SVM will map that sample into the feature space as it does for known data,
and it will try to classify that sample to a closest class. These kinds of errors are called
falsepositive.
In our system, after segmentation, each image went through the following processes for
classification:
• Pre-processing: As the image was already binarized and noise removal was
already performed on the text line, we only normalized the image into 64-by-64
and 128-by-128 sizes.
• 400 gradient features [36] were extracted from the greyscale image of size 128-
by-128.
• 64 upper profile features were extracted from the binary image of size 64-by-64.
• 64 horizontal histogram features and 64 vertical histogram features were extracted
from the binary image of size 64-by-64.
• A feature vector of size 592 was labeled randomly, as the image class information
was not known.
• This feature vector was sent to our holistic HWR classifier for recognition.
• Once the image was classified, LibSVM returned the results in probabilities. We
assumed that this classified image belonged to a class that had the highest
probability.
• The class with the highest probability did not mean that a word really belonged to
it. To avoid these false positive errors, the image was passed to another phase
called the Verification/Rejection phase. To avoid spotting the wrong word, we
performed verification in order to reject or accept the image. This phase would
make sure that the image actually belongs to a class on which our system was
trained. If the image did not match with the class that had the highest probability
then that image was rejected. The Verification/Rejection phase is explained
further in section 5.4.3.
5.4.3 Verification/Rejection Phase
Once our system classified an image, we began the verification step in order to confirm
that this classified image was actually one of the 57 words we had trained. This step was
applied to avoid supplying false positives and to make sure that the classified word was
one of the 57 words. Usually, our system gave a low probability for images that did not
exist in our words database, but occasionally, a high confidence value was returned for
these types of words. This led us to develop a rejection method in order to identify these
images and to obtain a higher reliability rate for our system. Our system checked for the
following rules in order to accept or reject a word image:
• High probability
• Number of dots in a word image
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• Number ofblack pixels in a word image
• Height to width ratio of a word image
• Euclidean Distance Measurement
We will discuss each rule in detail in the following subsections.
5.4.3.1 High Probability
Our holistic HWR system provided the results in probabilities. We noticed that for our
word spotting system, when the handwriting was clear, the HWR gave a very high
probability for a word that belonged to a class that existed in our database. We put the
threshold value higher than 0.95% to accept the word without any further acceptance
rules. We also put the threshold value lower than 0.20% to reject the word without
applying any further rejection rules.
5.4.3.2 Number of Dots
Like Farsi, 18 Urdu characters out of 39 are found with dots in a group of one, two or
three. These dots can be found above or below the characters. In 2008, S. Mozaffari et al.
[66] proposed a system for finding dots in handwritten Farsi/Arabie words for lexicon
reduction (database reduction). Dots are the most commonly used diacritics and give
important information about a word. As mentioned in section 5.3, some characters have
the same main component shapes, but the number of dots and their positions distinguish
those characters from each other.
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As mentioned in section 5.3.2, in the diacritics recognition process, a single dot can be
recognized easily. There are many variations in writing double dots and triple dots as
shown in Table 5.7, below:







During the diacritics recognition process in word segmentation, we had already recorded
how many dots were found in an image. For verification, our algorithm recognized the
dots above and below the baseline in a word image. For each word class in
CENPARMFs Urdu database, the dots were calculated from binary images by the
following method:
• The skeleton of each image was taken using the Zhang-Suen algorithm.
• The baseline of a word image was estimated by a horizontal projection.
• Single dots were found easily. The skeleton of a single dot consists of one pixel or
a maximum of four pixels.
• The diacritics recognition system was used to find the double as well as the triple
dots.
• The total number of dots was calculated above and below the baseline.
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• For each class, both the minimum and maximum numbers of dots were calculated.
Our verification method finds the total number of dots in each spotted word image. The
number of dots in the image had to match with the number of dots in a word's respective
class.
5.4.3.3 Number of Black Pixels
For each word class in our CENPARMI Urdu databases, we calculated the number of
black pixels from the skeleton of each image. A 128-by-128 normalized image was used
for this purpose. The minimum and maximum numbers of black pixels were calculated
for each word class.
For each spotted word, the total number ofblack pixels from the skeleton was calculated.
The value of this number was required to be between the minimum and maximum
numbers ofblack pixels for all the word images in its respective word class.
5.4.3.4 Height to Width Ratio
For each word class in our CENPARJVII Urdu databases, we calculated the height to
width ratio of each 128-by-128 normalized image. For each word class, the height to
width ratio of each image was calculated. From these calculated ratios, both the minimum








Fig. 5.12: Height and Width of an Urdu Word Image
For each spotted word, after 128-by-128 normalization, the height to width ratio was
calculated. This ratio was expected to lie between the minimum and maximum ratios of
all the word images in its respective class.
5.4.3.5 Euclidean Distance Measurement
The Euclidean distance finds the distance between two points in an «-space. If
? = (pi,p2,- .,Pn) and q = (q\,q2,...,qn) are two points, then the Euclidean distance d
between these two points is given by:
d = ^U(Pi - qù2 (5.7)
For each word class in our CENPARMI Urdu database, we calculated its mean point by
using the feature vectors. As mentioned in section 5.4.2.1, each feature vector had a size
of 592 points. The distance of each sample in the word class was calculated by the
Euclidean distance measurement. For each word class, the maximum distance was
obtained from the mean.
The Euclidean distance between the spotted word image and the mean of its respective
word class was calculated. If this distance was greater than the maximum distance of its
respective word class, then the spotted word image was rejected. The calculation of the
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maximum distance of each class using the Euclidean distance measurement is given in
the following formulas:
Let V = (V]7 V2, V3, ?592) be the feature vector, then the mean value for each coordinate of
w¡ in each class is given by:
W1 = -^ - (5.8)
?
where i = 1 to 592 (feature vector size) and n= number of samples in the class; in this
case, 300 samples, and j = l,2,3,....,n.
After calculating the mean value of each coordinate, the mean vector is obtained, which
is given by:
w = (W1, W2, W3, ,W592) (5.9)
After calculating the mean vector, the Euclidean distance between the feature vector and
the mean of its class is calculated by:
Distance (w, v¡) = jEf=i(w¿ - t?i;·)2 (5.10)
The maximum distance is also obtained for each class, shown below:
Class max distance (d) = MAX [Distance(w, V·)]^J (5.11)




Fig. 5.13: Maximum Distance d From the Mean to the Outermost Point
Next, the Euclidean distance (p) between a spotted word and the mean of its class is
calculated as follows:
Let X = (xi, X2, X3, , X592) be the feature vector of a spotted word, where w* is the
mean of its class and dk is the maximum distance of class k, which was calculated in Eqn.
5.10. The Euclidean distance between this feature vector and the mean of its class is
given by:
? = Distance (wk, X) = JZf=i(w¿ - x¿)2 ¦ (5.12)
In order to accept the spotted word, the distance (P) should be less than or equal to the
distance dk:
To Accept: (P < 4)
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Probability > 0.95 0.20 < Probability < 0.95Probability < 0.20
Count No. ofDots above
and below the BaselineAccept (Spotted Word)
Count No. ofBlack Pixels (BP)
Min no. BP <
No. of BP <
Max no. BP
Height (H) to Width (W) ratio
ratio
Euclidean Distance Measurement
Distance ? < d^
Accept (Spotted Word)
Fig. 5.14: Verification/Rejection Processes Flowchart















Result (spotted Word with its
Class Information)
Fig. 5.15: Word Spotting System Flowchart
In the next subsection, we will discuss our experiments and results for word spotting.
5.4.4 Experiments and Results
In our word spotting experiments, we tested our system on each segmented text line
written by ten writers. There were 57 words written by each writer in different locations
on different text lines. These words were written a total of 86 times. Our system first
found the candidate words on each handwritten text line. By using Eqs. 5.5 and 5.6, our
word spotting system tested 3,000 (approximately) candidate words for each writer, as
shown in Table 5.8. Overall, we achieved a 50% precision rate at a recall rate of 70%.
Precision is the probability that a retrieved image is a target word and is defined by [70]:
True Positive
Precision = — : t~.—True Positive+ False Positive
where True Positive (TP) is defined as the total number of correctly spotted target
samples and False Positive (FP) is defined as the total number of spotted samples which
were misrecognized.
Recall is defined by the successful retrieval of relevant target samples in the document
and is given by:
True Positive
Recall = — :—
True Positive+ False Negative
where False Negative (FN) is defined as the total number of target samples which were
misspotted.
The spotting results for each writer and the overall results are shown in Table 5.8, below:
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W0000 3062 2917 59 83 58.45
WOOOl 3132 3009 37 26 60 61.86
W0002 3260 3139 35 52 34 49.28
W0003 2972 2820 56 24 62 52.54
W0004 3244 3071 87 11 75 52.82
W0005 3154 3023 45 38 48 51.61
W0006 3230 3111 33 33 53 50.00
W0007 3408 3263 59 28 58 49.57
W0008 3284 3123 75 29 57 43.18
W0009 3118 2934 98 14 72 42.35
Overall 31864 30410 584 258 602 50.76
In the above table, column one shows the writer number and column two shows the total
number of candidate words, which the system produced for each writer. Column three
shows the total number of unseen samples which were rejected successfully also called
True Negatives (TN). Column four showsfalse positives. Column five shows the number
target samples which were misspotted, also called the False Negative (FN), and column
six shows the number of correctly spotted words (True Positives). Column seven shows
the precision percentage of correctly spotted words.
There were many unseen data (garbage data) and our system rejected them the majority
of the cases. However, our system accepted words that did not exist in our database or
accepted the spotted words that were very close to word shapes in our database. Also,
there were some errors from the segmentation of the text lines. A detailed error analysis
is presented in the next subsection.
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5.4.4.1 Error Analysis in Word Spotting
Our word spotting system uses the holistic HWR system. As discussed in Chapter 4,
section 4.3, our holistic HWR system extracted the directional and structural features.
Because of the directional features, some types of errors in the spotting results came from
words which were very similar to the word shapes in our databases and some errors came
from the wrong segmentation of text lines. We found the seven errors which were
repetitive for every writer. The seven most common types of errors are shown in Table
5.9, below:










1 Decrease ^ J (/J /Oo <J '(fcf
Nine
J* JJi J ' ' . ' ·J J s 3 >
Two J^ ??&.;? O -V ^ /J
Item
¿r"
Milli J* (/¦ & & u^&ecJ"
Debit
£*?· t^cf'ti' d-d Z L
Ten O** vr^Cs">iS*> OTW1GT1
In Table 5.9, the first column shows the error number, the second column shows the word
name, the third column shows the word image, the fourth column shows the handwritten
word samples taken from the training folder and the last column shows the wrongly
spotted images.
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In our experiments, the first error came from the shape (c5 ), which is similar to the
word shape decrease ( t> ) in the Urdu language. Error two came from the isolated letter
Zey (J), which is very similar to the word 'nine' shape in the Urdu language. In the
Urdu language, the word 'two' (J^) is a combination of the two characters Dal (^) and
Vao (J). In error three, the combination of the two isolated letters Re (J) and Vao (J) is
very similar to the word 'two' shape. This error came because of the similarity in isolated
letters Re (J) and Dal (^). This error is very confusing even for the human eye. The sixth
error came from the isolated letter Jeem (¿f) which is similar to the shape of a word
'debit' in the Urdu language. The frequency of the shape (<J ) is common in the Urdu
language. The frequency of the errors that came from this word shape and the frequencies
of other types of errors (from Table 5.9) are shown in Table 5.10, below:
Table 5.10: The Frequencies of Seven Errors (Listed in Table 5.9) for Each Writer
Error No
Writer no.
W0000 WOOOl W0002 W0003 W0004 W0005 W0006 W0007 W0008 W0009
Error 1 . 12 10 11 16 11 12 11
Error 2. 11
Error 3. 14 17 12 11 18 16
Error 4. 0
Error 5. 11 10
Error 6.
Error 7.
Total 51 34 30 43 40 39 40 37 61 59
The above table shows the frequencies of the seven error types, which were presented in
Table 5.9. In the above table, the frequencies of these error types are presented for each
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writer. In our experiments, out of a total of 584 FP errors, 434 errors (75%) came from
these seven types of errors and 150 errors (25%) came from unseen data.
In the next subsection, we will conclude our discussions on our word spotting system.
5.5 Conclusion
In this chapter, we discussed our word segmentation and word spotting systems. We also
discussed the results and error analysis of our word spotting system. Overall, we achieved
a 92.1 1% correct segmentation rate and a 50.75% word spotting precision rate. In word
spotting, we found that most of the errors came from seven different types of errors. In
the future, the spotting accuracy may be improved if we focus on these seven types of
errors. Some of these errors could be eliminated either by analyzing the context of the
Urdu language or ifwe perform character recognition in word spotting.




Conclusions and Future Work
6.1 Conclusions
The goal of this thesis was to implement systems for offline Urdu handwritten word
recognition and for word spotting. This was the first time that a system was designed for
offline Urdu handwritten word recognition.
Our handwritten word recognition system consisted of holistic-based recognition such
that the segmentation of the word into characters was not required. In this system, the
basic pre-processing of images was performed. The gradient and structural features were
extracted from word images in the feature extraction phase. This system extracted 592
feature sets and these features helped in enhancing the recognition results. This system
was trained and tested on 57 words. Overall, we achieved a 97 % accuracy rate for
handwritten word recognition by using the SVM classifier. We noticed that the results
could be improved by adding more training data and more feature sets. This holistic
HWR system was used for our word spotting system.
Our word spotting system consisted of two processes: the segmentation of handwritten
Urdu text lines and the word spotting algorithm. We implemented the rule-based
segmentation system for handwritten Urdu text lines. In this segmentation system,
connected components were categorized into main connected components and diacritics.
Each main connected component was grouped with its nearest diacritics and then these
103
grouped components were segmented from the other main connected components in a
text line. These segmented connected components were passed to the word spotting
algorithm for recognition.
In the word spotting algorithm, the system first generated the candidate words from the
segmented connected components. The candidate word could consist of one segmented
connected component or a combination of up to four consecutive segmented connected
components. These candidate words were sent to our holistic HWR system, which
extracted the features and recognized the image as one of the 57 words, on which our
holistic HWR system was trained. After classification, each image was sent to the
verification/rejection phase. In this phase, the recognized image with a low probability
(less than 0.20) was rejected and with a very high probability (greater then 0.95) was
accepted as a correctly spotted word. For the remaining recognized image, the system
checked the number of black pixels in the image, height to width ratio of the image,
number of dots in the image and the Euclidean distance of the image from its class by
using the 592 features. Our verification/rejection phase helped in rejecting the maximum
number of unseen (garbage data) images. Overall, we achieved a 50% word spotting
precision rate.
6.2 Future Work
We achieved satisfactory results for our holistic HWR system by using 57 classes.
However, we intend to increase the number of classes by collecting more handwritten
data in the future. We also intend to collect more samples for these 57 classes.
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For our word spotting system, results may be improved for the word segmentation if we
perform recognition-based segmentation. The correct segmentation of words could
improve the word spotting results.
There are some unique characteristics for the writing of Urdu text. One of the important
characteristics is: There are 29 isolated letters which never appear at the beginning of a
word and if they appear in any position on a text line, then that means the word is ending
there. If we train our system on those isolated letters, then it will help in generating the
candidate words and it will also prevent the system from generating the garbage data.
Those 29 Urdu isolated letters, which do not appear at the start of the words, are shown in
the Table 6.1, below:
Table 6.1 : The Urdu Isolated Letters Which Do Not Appear at the
Beginning of a Word in Isolated Form
CH
Seen Khe Hey Che Jim Se Tay Te pe Be
& o> o3 LH









Noon Mim Lam Gaf
In our system for segmentation of text line, we found that most of the errors came from
the isolated letter alif (I), which was wrongly segmented, and from a diacritic, the single
line for kaaf (^). The segmentation results could also be improved if we would correctly
recognize diacritics and the isolated letter Alif ( I) in a text line. For diacritic recognition,
we have already created a database for the diacritics. From our CENPARMI Urdu
databases, we extracted the diacritics and made some new diacritics databases. We
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divided these databases into three different sets - Training, Testing and Validation. The
sizes of the training set and the testing set are shown in Table 6.2, below:









Single line for kaaf


















The word spotting results could also be improved by working on the seven most common
errors, which are mentioned in chapter five, section 5.4.4.1. We noticed that 63% of the
errors came from those seven types of errors. Those errors could be minimized if we train
our system for recognizing each type of error. For example, error one, we may implement
a binary classifier to train our system on two classes, which include the word decrease
(^* ) and its similar shape (<J> ), and we may also implement a binary classifier for
each error. This would help in minimizing the errors in word spotting.
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Appendix A: The Complete data sets and distribution
of data in each class
Databases Total Training Testing Validation




































































































































































Thahy 343 206 69 68
The al 343 206 69 68
Toway 343 206 69 68
Ty 343 206 69 68
Wao 343 206 69 68










































































































































































































Gallon 343 206 69 68
Gram 343 206 69 68
Hundred 343 206 69 68
Inch 343 206 69 68
Increase 343 206 69 68
Interest 343 206 69 68
Inventory 343 206 69 68
Item 343 206 69 68
Kalo 343 206 69 68
Lease 343 206 69 68
Length 343 206 69 68
Liter 343 206 69 68
Meter 343 206 69 68
Müi 343 206 69 68
Words Nine 343 206 69 68
No. 343 206 69 68
One 343 206 69 68
Part 343 206 69 68
Payment 343 206 69 68
Plus 343 206 69 68
Price 343 206 69 68
Product 343 206 69 68
Rent 343 206 69 68
































































































































Appendix B: (a) Confusion Matrix HWR Results for classes 1 to 32.
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55 67 67 70
56 69 70
Cor. 66 61 67 61 67 67 65 60 60 66 67 65 67 65 66 62 62 63 67 66 60 67 69 GG81 3770
Inc.
Total 74 68 70 69 65 67 67 68 70 73 66 65 74 68
Rank 32 54 38 27 16 32 48 53 7 49 7 41 51 36?36?23G16 54 56 31 1
Appendix B: (b) Confusion Matrix HWR Results for classes 33 to 56
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Appendix C: (a) Samples ofFirst Two Handwritten Text Pages
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