Bayesian methods for dynamic models in marketing have so far been parametric. For instance, it is invariably assumed that model errors emerge from normal distributions. Yet using arbitrary distributional assumptions can result in false inference, which in turn misleads managers. The author therefore presents a set of flexible Bayesian nonparametric (NP) dynamic models that treat error densities as unknown but assume that they emerge from Dirichlet process mixtures. Although the methods address misspecification in dynamic linear models, the main innovation is a particle filter algorithm for nonlinear state-space models. The author used two advertising studies to confirm the benefits of the methods when strict error assumptions are untenable. In both studies, NP models markedly outperformed benchmarks in terms of fit and forecast results. In the first study, the benchmarks understated the effects of competitive advertising on own brand awareness. In the second study, the benchmark inflated ad quality, and consequently, the effects of past advertising appeared 36% higher than that predicted by the NP model. In general, these methods should be valuable wherever state-space models appear (e.g., brand and advertising dynamics, diffusion of innovation, dynamic discrete choice).
Marketing scholars have used Bayesian methods to study dynamic phenomena in many research areas; examples include branding (Ataman, Mela, and Van Heerde 2008) , new product forecasting (Neelamegham and Chintagunta 2004) , advertising (Bass et al. 2007; Bruce 2008; Bruce, Murthi, and Rao 2017; Naik, Prasad, and Sethi 2008) , market structure (Rutz and Sonnier 2011) , and eye tracking (Teixeira et al. 2012) . These studies, however, are based on parametric methods for linear and nonlinear models (e.g., Ristic, Arulampalam, and Gordon 2004) where all components (e.g., errors) arise from known distributions. For example, it is invariably assumed that model noise arises from normal distributions. This restriction is often pragmatic, because it allows the use of Gaussian filters (e.g., the Kalman filter [KF] , extended KF [EKF] , unscented KF [UKF] ), which are all relatively easy to implement. Yet pragmatism can lead to model misspecification, resulting in poor inferences that later mislead managers (Naik and Tsai 2000) . That is, strict distributional assumptions may be unsuitable for time series for which sample sizes are small and data are far from Gaussian (e.g., discrete-valued, constrained, skewed, multimodal; MacDonald and Zucchini 1997; Palacios and Steel 2006) . For example, such time series are often encountered in the study of dynamics among products that have short life cycles, such as motion pictures, books, and music (Bruce, Peters, and Naik 2012) , and in the study of brand awareness (Naik, Prasad, and Sethi 2008) . However, the larger question is, How should one proceed if one wishes to study dynamics in a Bayesian way when the data-generating process, specifically the noise densities, is unknown?
To do this, flexibility must be added to dynamic models, regardless of their functional forms or the data on which they are built. A potential solution is to assume that errors arise from finite Gaussian mixtures (FMs; see, e.g., Diebolt and Robert 1994; Richardson and Green 1997 ). Yet FMs may be unsuitable in applications that have truncated or constrained distributions (e.g., Rossi 2014) and in those that require estimating large numbers of components from small samples. Still, a more basic issue for FMs is the choice of the number of components. This problem is often addressed by fitting several models, each with different numbers of components, and choosing one by using deviance, Bayesian, or Akaike information criterion (DIC, BIC, or AIC, respectively) measures. However, doing so separates model estimation and cluster selection steps, so the number of components chosen a priori cannot adjust to new data. This suggests that FMs are unfit for modern real-time tracking applications (Macdonald, Wilson, and Konus 2012) . Moreover, this approach ignores the uncertainty in the selection of the number of clusters. In cases in which the data identify no clear winner, uncertainty could be important, and quantifying it thus seems necessary. One solution is the reversible jump Markov chain Monte Carlo (MCMC) algorithm (e.g., Green 1995) , but this is often very difficult to implement efficiently in state-space models (Bruce, Peters, and Naik 2012) . Finally, FMs force the underlying models to be conditionally Gaussian. They are likely impracticable in nonlinear dynamic models, where intractable posteriors are represented as a set of particles and their weights (see, e.g., Bruce 2008; Bruce, Murthi, and Rao 2017) .
To deploy more flexible dynamic models, I thus adopt a nonparametric (NP) approach in which the probability density functions of the models' random noise are uncertain (Caron et al. 2008) . In particular, I use Dirichlet process mixtures (DPMs) to model the evolution of the system and observation noises (see, e.g., Escobar and West 1995; Ghosh and Ramamoorthi 2003) . The DPM assumes that model errors emerge from the infinite mixtures of densities or kernels; the parameters of these (e.g., normal) kernels come from random "mixing" densities drawn from a Dirichlet process (DP). Although most marketing applications with DPMs are based on normal kernels, it is notable that there are applications in which other choices seem preferable (e.g., Dunson 2005; Kottas 2006; Patiño 2015) . More importantly, even though the DPM model introduces flexible dynamics, one cannot estimate the resulting NP models with linear filters (e.g., KF) or sample the DPM with simple MCMC (Li and Ansari 2014) . This is because, here, the DPM parameter is discrete and time varying, and its predictive distribution is the Pólya urn process (Blackwell and MacQueen 1973) . Thus, to estimate an NP dynamic linear model (DLM) or any similar NP dynamic model, sequential Monte Carlo (SMC) methods should be adopted (Doucet, De Freitas, and Gordon 2001) ; these are simulation-based methods (e.g., particle filter [PF] ) that can estimate posterior distributions when dynamic model components are nonlinear and/or non-Gaussian. Table 1 lists abbreviations used in this article.
The goal of this study is to present SMC algorithms that can mitigate error misspecification in all state-space models thus far used in marketing 1 : linear, conditional linear, and nonlinear. I then show the flexibility of these algorithms in capturing dynamics in marketing data that do not fit standard forms; that is, in a context in which the data-generating process appears unclear. As noted, given the DPM error assumptions, the state space now includes the time-varying, discrete parameters of the DPM. Thus, all basic filtering methods (e.g., KF, EKF, UKF) break down. This complicates my work considerably: the joint posterior distribution of the substantive state variable(s) (e.g., goodwill in a later application) and the DPM cluster variables is now intractable. Thus, I provide three SMC algorithms to estimate these two types of state variables in both linear and nonlinear NP dynamic models (see Figure 1) . First, for NP models, linear in the substantive variables, I use Algorithm I, the RaoBlackwellized particle filter (RBPF; e.g., Doucet, De Freitas, and Gordon 2001) . Algorithm I partitions the joint posterior vector so that the substantive state variables originate from a Gaussian linear model, which I then estimate with the KF; next, I use the PF to sample the discrete variables of the DPM. I apply similar ideas to nonlinear models. For nonlinear models, where the state variables allow for linear approximations, I propose Algorithm II, another RBPF. It again iteratively samples the DPM parameter using the PF but samples the substantive state variables using the EKF. Finally, for other nonlinear models, I design an innovative particle scheme (Algorithm III) that can jointly sample both the DPM parameter and the substantive state variables. This method, roughly a generalization of the RBPF, allows for non-Gaussian kernels and nonadditive errors, a novel feature that greatly expands the range of models to which it applies. The insight behind Algorithm III comes from knowing how to construct its importance function (its sampling distribution), a "hybrid" that derives its samples from the Pólya urn scheme (Blackwell and MacQueen 1973 ) and a , and show their flexibility in capturing marketing dynamics in two ad response models. Finally, I argue that these algorithms should be able to address misspecification in all statespace models used so far in marketing. A recent marketing study addressed robustness in dynamic models (Rubel and Naik 2017) . Others have applied the DPM in marketing, though exclusively in static models (e.g., Ansari and Iyengar 2006; Li and Ansari 2014 ). Yet the DPMs in this article model time-varying densities; thus, I efficiently sample their parameters with nonlinear filters and not, as is done in static DPM models, with MCMC (Gamerman 1997) . Some previous studies have used DPMs to model consumer heterogeneity, but they applied it with Gaussian kernels. Here, I create an innovative algorithm that can use many types of kernels; the random processes in dynamic models assume many forms, some more effectively covered by non-Gaussian kernels (Kottas 2006; Patiño 2015) . More relevantly, Rubel and Naik (2017) describe a method to obtain robust estimates that requires no error densities. However, the method has limitations that SMC algorithms-and consequently, my method-readily overcome (Table 2) . First, it is derivativebased (min-max) and applies only to a DLM with continuous dependent measures. However, discrete data abound in marketing. There are many applications of nonlinear dynamics, derived (say) from optimal control, differential games, and empirical industrial organization-for example, nonlinear advertising (Sethi 1983) , diffusion of innovations (Xie et al. 1997) , and dynamic discrete choice (Blevins, Khwaja, and Yang 2018; Nishida and Yang 2017) . My RBPF (Algorithm I) can address robustness not only in linear models but also in generalized linear models (GLMs), and so it can handle both discrete and continuous data. Algorithm III can address misspecification in highly nonlinear models, employ different kernel densities, and work with additive or multiplicative errors. Indeed, it is known that once nonlinear models need to be estimated (vs. the basic DLM/KF), simulation-based methods (e.g., PFs) are more general than analytic (derivative-based) methods (see, e.g., Ristic, Arulampalam, and Gordon 2004, p. 32) . Finally, although the min-max procedure used by Rubel and Naik works without distributions, and my method requires them, mine is also flexible because it can adopt kernels from different parametric families (e.g., normal, gamma). Even so, it is difficult not to notice the philosophical differences here: rather than avoid distributions altogether, the Bayesian NP modeler imposes uncertainty over them.
Finally, I use two studies of ad response to show the benefits of the algorithms for studying marketing dynamics when strict distributional assumptions could mislead inference. First, I apply Algorithm II to Naik, Prasad, and Sethi (2008;  originally estimated with the EKF), which studied brand awareness formation in an oligopoly as a nonlinear function of a brand's own and competitive advertising. I estimate the model using unpublished but similar awareness and gross ratings point (GRP) data for five telecom brands from Bass et al. (2007) . Second, I apply Algorithm III to the nonlinear ad wear-out model in Bruce (2008;  originally estimated with the PF), using awareness and GRP data for a dominant consumer brand from an unpublished advertising study. (For an application of Algorithm I, see Web Appendix E.) I compare the NP results with those obtained from the parametric and FM versions of the models, except in the Bruce (2008) model. Here, I excluded the FM estimation for tractability reasons because the state spaces are sets of discrete particles and their weights. In both cases, the NP models markedly outperformed the benchmarks in terms of fit and forecast performance. Unlike the benchmarks, moreover, the NP model found (in the first case) that a competitor's ads can either increase or decrease awareness for own brands owing to, for example, "confusion effects" and "share of voice" (see, e.g., Dekimpe, Hanssens, and Silva-Risso 1999; Pauwels 2004; Pauwels, Hanssens, and Siddarth 2002) . It also found that ads from smaller brands have a larger impact on the awareness formation of their rivals than the benchmarks models suggested. The benchmarks failed to capture these key features of the awareness formation, and as a result, could misdirect the allocation of advertising resources (Naik and Tsai 2000) . In the second case, the benchmark model inflates ad quality, and consequently, the effects of prior ads appear 36% higher than those predicted by the NP model. This is partly because the benchmark's mean estimate of ad wear-out is almost a third of the same estimate from the NP model. Thus, the benchmark could (ceteris paribus) mislead an advertiser into persisting with a campaign under the notion that it is more effective than the datagenerating process would suggest with an NP model. In summary, this article presents SMC algorithms to address misspecification in all types of state-space models, using DPMs to model the evolution of unknown error distributions. In marketing, this problem has been addressed exclusively in DLMs, using classical methods that do not easily generalize to other models and data. Furthermore, although DPMs have been used in static models, they pose stiffer inferential problems in dynamic models. Although I tackle misspecification in linear models, my primary innovation is a PF (Algorithm III) that handles the problem in nonlinear state-space models, adopting different functional forms, error structures, and kernel densities. Again, the key insight for its development comes from a "hybrid" optimal importance function derived from the Pólya urn scheme and a conditional of the state variable. The scheme exploits the discreteness inherent in a DPM to create a PF that can apply NP methods to many types of dynamic models. It is true that the class of PF for this problem is large (e.g., auxiliary PF, regularized PF), and strategies abound to improve their efficiency (e.g., Godsill and Clapp 2001) . However, access to this optimal importance function guarantees efficient sampling. As a result, my methods should be useful wherever state-space models apply: for example, differential games (e.g., Erickson 1991) , structural dynamic models (e.g., Blevins, Khwaja, and Yang 2018) , and reduced-form econometric studies.
The remainder of the article is organized as follows. The next section defines the Bayesian NP density problem and notes the new questions it poses when applied to dynamic models. Subsequent sections describe the approaches to linear and nonlinear models as well as the SMC algorithms for their estimation (experiments in Web Appendices A-D confirm the performance of these methods and provide extensions). The last sections apply them to two ad-response models. The article ends with a discussion of the method and implications for modeling NP dynamics.
Bayesian Nonparametric Density Estimation
With the introduction of the DP, a distribution over probability distributions, Ferguson (1973) created the foundation for modern Bayesian nonparametric inference. This gave rise to several variants of the DP and of other prior processes (e.g., DPM, beta processes), expanding their use to a range of problems, including cluster analysis, survival analysis, and density estimation (see Dey, Muller, and Sinha 1998) . Marketing studies have applied the DP for density estimation, but only in static parameter models (e.g., Li and Ansari 2014) , adopting basic MCMC methods as the main inferential tools. In state-space models, however, I apply the DPM to time-varying densities and, thus, adopt nonlinear filtering methods (i.e., PF; see the technical review in Web Appendix F). This avoids the convergence difficulties (or "stickiness") associated with MCMC (e.g., Metropolis-Hastings type) procedures (see Gamerman 1997) . This means the DP poses markedly different estimation problems in my dynamic models than it does in static parameter models; I address these challenges subsequently. Before providing a formal definition of the DP and the Pólya urn process (the sampling procedure used in my estimation), however, it is necessary to clarify what I mean by Bayesian NP density estimation.
Consider the simple case of a set of observations (z t ) drawn from an unknown distribution, H; that is, z * H. If the objective is to estimate rather than assume the density of H, as done in parametric Bayesian models, one can begin with the general model:
where y 2 Y is a latent or cluster variable; k is a kernel (or form of the) density; and GðÁÞ is the mixing (measure) distribution (Gelman et al. 2013 ). If GðÁÞ is discrete with a finite set of components, then Equation 1 is an FM model. The Bayesian NP paradigm, however, treats the distribution GðÁÞ as a random probability measure (or equivalently, a random cumulative distribution function [CDF] ), distributed according to some prior distribution. In other words, the NP method assumes knowledge of the data-generating process H is imprecise and thus leaves aspects of the process unspecified. A common form of this prior distribution is the DP (Ferguson 1973) , which extends Equation 1 to a mixture model with an infinite number of components. This is not to suggest that units in the current sample occupy infinitely many latent clusters; the model simply becomes flexible enough to incorporate new clusters when new data arise, which is not the case in FMs. More formally, a DP is a distribution over the probability measures defined on a space C such that the distribution of any partition A 1 ; A 2 ; :::; A k of that space C is a Dirichlet distribution. That is,
where a is a positive scale factor and G 0 is a base distribution. The formal construction of this result is beyond the scope of this article but is available in, for example, Hjort et al. 2010 . However, the insights for the DP arise partly from the conjugate property of a multinomial likelihood and its Dirichlet prior and partly from the properties of the Dirichlet distribution (see Ferguson 1973) . 2 The base distribution G 0 defines the "location" or "center" of the prior, and the scalar parameter a 2 The reasoning for the DP follows the conjugate relationship between a multinomial likelihood and its Dirichlet prior. This conjugacy suggests to Ferguson (1973) that one could construct a distribution over the space of probability measures (CDFs) that induces a Dirichlet distribution simply by grouping data in different ways. To see this, recall that given any finite Dirichlet distribution, the sum of the probabilities of any of its disjointed "categories" (or partitions) gives rise to another Dirichlet distribution, whose parameters arise from those of the original distribution (Hjort et al. 2010 ).
governs the concentration of the prior around the base. It thus measures the strength of belief in the prior guess; for large values of a scalar, samples will be close to the prior.
Because the DP is also a prior on the CDF GðÁÞ, one can rewrite the density from Estimation Problem 1 in a hierarchical form known as the DPM 3 :
where a is the above positive scale factor and G 0 is the base distribution. The task is then to estimate y k by sampling a set of conditional distributions. This is simple, given the properties of the DP model: just as the Dirichlet is the conjugate prior for a multinomial likelihood, the DP is a conjugate prior for estimating a completely unknown distribution from i.i.d. samples. For example, suppose there are n random samples, y 1 ; y 2 ; . . . ; y n , from G, where G*DPðaG 0 Þ, and d y k ¼ 1 if y k is among the n samples and zero otherwise. The posterior Gjy 1:n is also DP 4 :
Moreover, from Blackwell and MacQueen (1973) , the predictive distribution obtained after integrating over G admits the following mixture:
Sampling from the DP This predictive model in Equation 5 suggests a sequential algorithm to obtain the joint distribution of n observations y 1:n from G, drawn from DPðaG 0 Þ, that one can exploit in dynamic models. To begin, one first samples from the base distribution y 1 *G 0 . Then, given the previous samples y 1:n , the probability that a new sample is the same as a previous one is, in general, n=a þ n and, with probability a=a þ n, I sample independently from G 0 . Many of these previous samples y 1:n could also have the same values; so, the number of unique draws may be less than n, even though the number of samples is equal to n. Furthermore, when the precision parameter a nears zero, fewer unique samples are obtained, and as a tends to infinity, draws from the base G 0 are mostly obtained. This sampling procedure, described in Blackwell and MacQueen (1973) , is known as the generalized Pólya urn scheme 5 ; it played a key role in the development of Bayesian NP inference through the DP.
Note also that the Pólya urn scheme has at least two advantages that accelerate posterior simulations in NP dynamic models. First, it provides a straightforward way to sample the latent cluster variables y. Second, it is the posterior predictive distribution of the DP (see footnote 5), and so already accounts for the uncertainty in G; this means that posterior inference in my NP dynamic models need only focus on the joint distribution of this discrete variable y and the other dynamic model parameters. I exploit these ideas first in linear and then in nonlinear dynamic models.
A Nonparametric Linear Model
Bayesian state-space models in marketing have thus far invariably stayed within the basic DLM/KF framework.
6 As a result, this section begins with an NP extension to the linear model (Algorithm I) in which error distributions are unknown and modeled as DPMs (as in, e.g., Caron et al. 2008 ). Thus, the resulting "NP DLM" will not itself be a DLM because (as previously noted) the state space now contains the DPM's (time-varying) discrete mixture or cluster variables (y), whose evolution (predictive distribution) will be driven by the Pólya urn process in Equation 5. Naturally, NP methods appropriate for DLMs will extend seamlessly to dynamic GLMs (e.g., binomial, multinomial, and Poisson), but different methods are required for estimating nonlinear models. I thus suggest two strategies for nonlinear models in subsequent sections. I first suggest linear analytic approximations, when practical (Algorithm II). I then invent a general Monte Carlo simulation method (Algorithm III) for highly nonlinear dynamic systems. Collectively, these algorithms help address robustness in all 3 To further explain the DPM, it is useful to restate it in terms of its so-called "stick-breaking representation" (see Sethuraman 1994) 
Note that in this infinite mixture, the prior favors allocating nonnegligible weight only to the first few components, for small values of a. This leads to a sparse representation in which only a few components are occupied in a given sample, though infinitely many components are possible. The model can thus be made more complex as the sample increases (see Li and Ansari 2014.) 4 To understand this result, note the following: Suppose the values y 1 ; :::; y n *G are observed. Let A 1 ; :::; A k be a finite partition of C and n r ¼ fi : y i 2 A r g be the number of observed values in A r : Now, suppose the prior, G, is randomly drawn from a DP, G*DPðaG 0 Þ. In other words, suppose ½GðA 1 Þ; :::; GðA k Þ*D½aG 0 ðA 1 Þ; :::; aG 0 ðA k Þ is a Dirichlet prior. The likelihood is clearly multinomial because n r is a frequency count in each A r : Because the Dirichlet and multinomial are conjugate pairs, the posterior Gjy 1 ; :::; y n must also be a DP and be the same as for the prior. The exact result follows from this conjugate relationship. follows from the Dirichlet multinomial results (see Rossi 2014, p. 63) . The sampling scheme, however, has a physical analogy that converges to this predictive distribution. Suppose one draws colored balls from an urn G 0 , which initially contains a balls of y different colors. The first ball, of color y 1 *G 0 , is drawn and replaced with two balls of the same color. Define another ball of color y 2 ; the conditional probability of drawing y 2 jy 1 is thus y 2 jy 1 *ðd y1 þ aG 0 Þ=ð1 þ aÞ. That is, with probability a=ð1 þ aÞ, a new ball is sampled from G 0 , or with probability d y1 =ð1 þ aÞ, y 1 is resampled. Similarly, y 3 jy 2 ; y 1 *ðd y1 þ d y2 þ aG 0 Þ=ð2 þ aÞ, and so on. After n draws, one obtains the predictive, y nþ1 jy 1:n *ð 
where f 0 *Nðm 0 ; B 0 Þ, f t is the unobservable (substantive) state variable, y t is the observation, G and L are known transition and observation matrices, D t is a known input or drift, and v t w t are mutually independent random errors, with v t *H v and w t *H w : If these are assumed to be normal errors, the posterior distribution of the state vector pðf 1:t jy 1:t Þ is linear and normal and thus sampled through the basic KF. Marketing research has often used this framework to study such subjects as branding (e.g., Ataman, Mela, and Van Heerde 2008) and advertising (Bass et al. 2007) , with the substantive state variable f t quantifying goodwill or brand equity. Still, retaining the Gaussian assumption in dynamic models for which the data-generating process is uncertain or when H v and/or H w are multimodal, constrained, or skewed may induce substantial variability over time. This could then lead to poor model fit, inference, and choice (see, e.g., Web Appendices A-D).
As a result, it is useful in some applications to consider NP models for the error distributions (H v and H w ); this offers broad support for any arbitrary noise distribution. This approach guards against the potential for gross misspecification of the true data-generating process. Thus, following the previous discussion (Equation 1), noise distributions are assumed to be NP: w ; x v ; a v ; a w ; G; LÞ. I hereinafter retain the notations fy t ; f t ; y t ; xg and their definitions (observations, substantive state variables, DP cluster/mixture variables, and fixed hyperparameters, respectively) for all NP dynamic models throughout the article.
More importantly, note two key implications of these DPM assumptions when they are used in the dynamic models. First, the joint posterior of the state variables, pðf 0:t ; y 1:t jy 1:t ; xÞ, will now include both the substantive state variables f 0:t of the model and the DP's discrete mixture variables y 1:t , whose marginal distribution, as previously outlined, is the Pólya urn scheme. Second, the assumptions that the base G ð:Þ 0 has an NIW prior and that the kernel is normal are convenient for later estimation. The normal kernel ensures that, conditional on sampling the discrete DP parameters y 1:t , Equations 6 and 7 become a conditional DLM, so the posterior pðf 0:t jy 1:t ; y 1:t ; xÞ can be sampled with the KF; Algorithms I and II exploit this feature. Similarly, a NIW base G ð:Þ 0 ensures that the kernel hð:Þ and base G ð:Þ 0 are conjugate pairs, which in turn ensures that the new clusters in the Pólya urn scheme can be sampled directly from an analytic posterior of the base (Neal 2000) . Because the choice of a normal kernel is convenient, it is also important to understand the alternatives and the implications of this decision in dynamic models.
DPM Kernel Choice in State-Space Models
As already noted, a normal kernel is a computationally convenient choice: it makes sampling the DPM cluster variables y t relatively easy and allows for the ability to use Gaussian filters (e.g., KF, EKF) to estimate the conditional posterior of the substantive state variable f t : Nonetheless, a Gaussian kernel is one of many possible choices for a DPM. One criterion for a kernel hð:jy ð:Þ t Þ is that it should be flexible enough to cover the sample space on which the unknown density resides (see, e.g., Wu and Ghosal 2008) . The normal is one of several location-scale kernels (e.g., logistic, t-distribution) that covers the real line. In addition, there are applications in which nonnormal kernels may be preferred: for example, in models for count data (e.g., Canale and Dunson 2011; Dunson 2005) , in (duration) models for survival and reliability analyses (e.g., Kottas 2006) , and in density estimation on bounded regions (Patiño 2015) . As result, my NP methods adopt non-Gaussian kernels when needed because I can deploy the PFs to estimate the state variable pðf 0:t jy 1:t ; y 1:t ; xÞ (Algorithm III) instead of the KF (Algorithm I) or the EKF (Algorithm II), which both need normal kernels. The key problem is that if one adopts non-Gaussian kernels, the posterior pðf 0:t jy 1:t ; y 1:t ; xÞ may become intractable. This means a flexible solution to error misspecification in state-space models requires nonlinear methods for these intractable cases.
NP Linear Model Estimation: RBPF
Next, I consider the estimation strategy for NP linear models: how one could estimate the posterior pðf 0:t jy 1:t ; xÞ of the state variables of a dynamic model (an NP DLM) defined by Equations 6 and 7 and the assumptions in Equations 8 and 9. This distribution is intractable, however, because of the DPM priors (Equations 8 and 9) on the observation and system error distributions, H v and H w ; basic KF (and basic MCMC; Gamerman 1997) methods are thus unsuitable. That is, to obtain pðf 0:t jy 1:t ; xÞ, the time-varying, discrete cluster variables y ð:Þ t must be integrated out as well as the DP mixing distribution G. Yet, as discussed previously, the Pólya urn scheme (Blackwell and MacQueen 1973) , the marginal distribution for the DP, analytically integrates out G from the joint posteriors (see footnote 5). Posterior inference therefore needs only to consider the joint pðf 0:t ; y 1:t jy 1:t ; xÞ, which still retains the discrete variable y ðÁÞ t but factors into the following: pðf 0:t ; y 1:t jy 1:t ; xÞ ¼ pðf 0:t jy 1:t ; y 1:t ; xÞpðy 1:t jy 1:t ; xÞ:
Indeed, the DP introduces discrete time-varying parameters into the state space, and their predictive distribution is the Pólya urn process. Thus, the NP DLM is a jump linear model. More importantly, this factorization and the normal kernel assumptions (Equations 8 and 9) suggest that conditional on sampling y t , Equations 6 and 7 constitute a linear Gaussian model. One can therefore apply the KF to recover the conditional posterior pðf 0:t jy 1:t ; y 1:t ; xÞ. The conditional posterior pðy 1:t jy 1:t ; xÞ of the cluster variables remains intractable, but it can be simulated with SMC integration (e.g., a PF; Bruce 2008; for details, see Web Appendix F). The procedure provides a discrete approximation of the posterior through a set of N support points (or particles) 
In summary, I use an SMC method to generate samples from the posterior distribution of one subvector and then compute the estimates of the remaining state variables as weighted averages of the KF outputs. This method exploits the conditional linearity of the NP DLM, which is computationally convenient. The basic algorithm, also relevant for highdimensional state spaces, is referred to as the RBPF (see Dou- ; whereŵ i t is the probability of resampling the state y It is useful to explore a few general points about this RBPF (Algorithm I). First, because of the DPM prior, the optimal importance function qðy t jy 1:tÀ1 ; y 1:t Þ, optimal in terms of computational efficiency, is intractable (Doucet, De Freitas, and Gordon 2001; Ristic, Arulampalam, and Gordon 2004) . Thus, I use the prior importance function, which in this case is the Pólya urn distribution pðy t jy 1:tÀ1 Þ (Equation 5), and rely on the resampling step to address possible degeneracy (see Bruce, Murthi, and Rao 2017) . This is a potential limitation of the DPM when it is the sole basis for an importance function, even though degeneracy is not an issue in subsequent simulations and applications. In another section, I show the advantage of the DPM when it is part of a joint importance function in the hybrid PF (HPF; Algorithm III). In the RBPF, samples of the state variables f i 0:t can be generated from the analytic posterior pðf 0:t jm i 0:t ; C i 0:t Þ with the Kalman smoother; given the state variables, other hyperparameters can be generated from their respective posteriors. Note also that I solve the filtering problem for each realization of the mixture state parameter y i t . Consider also the value of a, the DP hyperparameter, which influences the number of unique clusters (k) in a set of draws from N samples of the DP. If a is small, the DP calculates a larger probability of a small number of unique values. Still, it is possible to estimate the DP hyperparameters using ideas in Escobar and West (1995) . That is, given the likelihood derived in Antoniak (1974) , pðkja; NÞ / ½GðaÞ=½Gða þ KÞ; and a gamma prior a* GammaðW 1 ; W 2 Þ; W 1 >0; W 2 >0; the posterior pðajkÞ is a mixture of two gamma posteriors (for details, see Escobar and West 1995) . In the RBPF, a improves estimation of the state variables and speeds convergence. Large values during the early iterations enable better exploration of the state spaces; the values will then fall in later iterations, when the RBPF discovers good clusters. Finally, one can choose values of N by running the RBPF filter as a prestep to select values that give good model fit (e.g., Doucet, De Freitas, and Gordon 2001).
Extension to Dynamic GLMs
The RBPF (Algorithm I) can also extend seamlessly to dynamic GLMs (e.g., multinomial, Poisson) . This requires a model for the "link" function (e.g., y t ¼ log Poisson mean) to be linear in the state variables (f t ), with an additive error. One would then include an additional step (before step 2) in the RBPF to sample the GLM's mean before using the KF to sample pðf t jy t ; y t Þ at each sampled value of y i t (see Simulation III, Web Appendix C). However, if the model were nonlinear, one could not apply the RBPF as defined previously; one would need new methods, supplied here.
Nonparametric Nonlinear Dynamic Models
The earliest example of a state-space model in marketing was a nonlinear dynamic model employed (with the EKF) to study new product diffusion (Xie et al. 1997) . Since then, nonlinear filtering methods have been routinely applied in such areas as studies of ad effectiveness (e.g., Bruce 2008; Bruce, Murthi, and Rao 2017; Kolsarici and Vakratsas 2010) , ad competition (Naik, Prasad, and Sethi 2008) , and, more recently, structural dynamic models (e.g., Blevins, Khwaja, and Yang 2018) . Most of these studies employ classical/derivative-based estimation procedures. In this section, however, I extend Bayesian NP ideas to nonlinear dynamic models. In this new problem, the distribution pðf t jy t ; y t ; xÞ is now also intractable; the previous RBPF (Algorithm I) thus breaks down. I consider two types of solutions to the problem: derivative and (Monte Carlo) simulation based. In the first approach (Algorithm II), I retain normal assumptions for the kernels hðv t jy v t Þ and hðw t jy w t Þ but embed an EKF step in the RBPF, which takes a linear approximation of the nonlinear functions in the model. In another approach (Algorithm III), I invent a PF scheme to estimate a discrete representation of the joint posterior pðf t ; y t jy t ; xÞ. Recall that the insight for Algorithm III comes from knowing how to construct its importance function as a "hybrid" derived from the Pólya urn sampling of pðy t jy tÀ1 Þ and the conditional pðf t jf tÀ1 ; y t y t ; xÞ of the state variable.
Consider the following nonlinear, discrete-time state-space model:
where f t is the unobservable state vector, y t is the observation, b 2 x are among the unknown hyperparameters, and v t and w t are mutually independent random errors. Their distributions, v t *H v and w t *H w , remain the NP models defined in Equations 8 and 9, with DP mixing distributions Gðy v t Þ and Gðy w t Þ and normal kernels hðv t jy v t Þ and hðw t jy w t Þ; subsequently, I relax this kernel choice. I retain the DPM assumptions for errors and the meanings of the parameters (e.g., y ðÁÞ t ; x), so the new issue is the nonlinearity of functions g v and g w (Equations 13 and 14), which could be any real value function of the parameters: in Bruce (2008) , g w is a nonlinear NerloveArrow model; in Bruce, Murthi, and Rao (2017) , g v is the zero-inflated Poisson distribution; in Xie et al. (1997) , g w is a diffusion model; in Naik, Prasad, and Sethi (2008) , g w is a square root function of the state variable; and so on. These functions could be any nonlinear function or even a GLM. Note that the errors v t and w t could be multiplicative, though for the purposes of this explanation, it is assumed that they enter their respective functions additively. Web Appendix A gives a multiplicative example.
NP Nonlinear Model Estimation: An EKF
Step Within the RBPF As stated previously, conditional on sampling the cluster variable y t , the posterior pðf t jy t ; y t ; xÞ is no longer available analytically because at least one function (g v or g w ) is nonlinear in the (substantive) state variable f t . Thus, the RBPF (Algorithm I) breaks down at step 2. One strategy takes a linear, analytic approximation of the nonlinear functions, replacing the KF in step 2 of Algorithm I with the EKF (see, e.g., Harvey 1994, p. 161; Nia and Bruce 2017) . In Algorithm II, I undertake the filtering step with the following first-order approximations of the nonlinear functions: ; whereŵ i t is the probability of resampling the state y 
NP Nonlinear Model Estimation: An HPF
A main advantage of employing the EKF within the RBPF (Algorithm II) is that it is simple to implement and will execute relatively fast. Yet linear Gaussian approximations (the EKF and its numerical alternative, the UKF) are limiting. They preclude Algorithm II from modeling the higher-order moments of highly nonlinear systems (Ristic, Arulampalam, and Gordon 2004) and from adopting non-Gaussian kernels. Moreover, the success of the EKF depends on the problem being quasilinear, in the sense that errors resulting from the linear approximation must be insignificant (Grewal and Andrews 2008) . Naturally, if the nonlinear functions (g v and/or g w ) are discontinuous, the EKF within the RBPF is not applicable (Ristic, Arulampalam, and Gordon 2004) . To overcome these limitations, a better strategy for estimating Equations 13 and 14 is to employ an SMC approach (i.e., the PF) that estimates the true (intractable) posterior pðf t jy t ; y t ; xÞ, not its approximation. Remember that the PF will estimate the continuous state variable f t as discrete. Thus, the task in this scenario is to obtain a discrete representation of the joint distribution pðf t ; y t j; y t ; xÞ, because the DP cluster y t parameter is, by definition, also discrete. This means that a discrete representation as a set of joint support points Recall that with the RBPF, I estimated f t as continuous and y t as discrete (i.e., as a jump Markov process). Now, both parameters are discrete, which suggests that the DPM's discreteness is an advantage that can be exploited. To apply an SMC method, the central task is to construct an importance function: the sampling distribution for the PF.
An Importance Function for the NP Nonlinear Model
To develop a PF for this problem, I first need to construct an importance function, a distribution from which I draw samples before constructing their weights (see, e.g., Bruce 2008; Ristic, Arulampalam, and Gordon 2004) . Recall that if the variance of these weights is high, the samples may become degenerate, with all but one particle having negligible weights after a certain number of iterations. Thus, an "optimal importance" function qðf t ; y t jf 0:tÀ1 ; y 0:tÀ1 ; y 1:t Þ is required, one that minimizes the variance of the weights fŵ i 1:t g N i¼1 (for a PF review, see Web Appendix F). This function incorporates both the system and observation processes ff 0:tÀ1 ; y 0:tÀ1 ; y 1:t g. Thus, a resulting PF algorithm will not waste samples and time exploring regions of low importance. Nonetheless, qðf t ; y t jf 0:tÀ1 ; y 0:tÀ1 ; y 1:t Þ is obviously intractable in the NP nonlinear model, but fortuitously (and this is the key insight), it factors into two components that can be sampled directly: qðf t ; y t jf 0:tÀ1 ; y 0:tÀ1 ; y 1:t ; xÞ ¼ pðf t jf 0:tÀ1 ; y 0:t ; y 1:t ; xÞpðy t jy 0:tÀ1 Þ:
Recall that I sampled y t from pðy t jy tÀ1 Þ using the Pólya urn algorithm. The conditional posterior pðf t jf 0:tÀ1 ; y 0:t ; y 1:t Þ, however, will be analytically available only when the observation Equation 15 (i.e., g v ðf t Þ) is linear (see the discussion in Bruce 2008; Ristic, Arulampalam, and Gordon 2004) , and I use normal kernels in the DPM (y t returns Gaussian distributions). Still, one can obtain good approximations in several ways. One can linearize Equation 15, as done in the EKF for Algorithm II, but with the aim of approximating pðf t jf 0:tÀ1 ; y 0:t ; y 1:t Þ. One can obtain a linear/normal approximation of the function at its mode, where the mode arises from an iterative Newton-Raphson step (see the example in Web Appendices A and B). This requires l ðf t Þ ¼ lnp ðy t jf t ; y t ; x Þp ðf t jf tÀ1 ; y t ; x Þ to be twice differentiable (see the proof in Web Appendix B), which still allows the use of many applications and models in the exponential family (e.g., Poisson, binomial). Finally, one can obtain this conditional importance function through Monte Carlo approximation, though that procedure may be inefficient (Doucet, De Freitas, and Gordon 2001) . Regardless of the strategy used, I can sample qðf t ; y t jf 0:tÀ1 ; y 0:tÀ1 ; y 1:t Þ, a hybrid of the Pólya urn distribution and conditional posterior pðf t jf 0:tÀ1 ; y 0:t ; y 1:t Þ, to efficiently estimate an NP nonlinear dynamic model using the following HPF:
Algorithm III: Hybridized PF (NP Nonlinear Dynamic Models) 
Summary NP Bayesian Dynamic Models
In summary, I have presented three algorithms to estimate NP state-space models. These algorithms address misspecification by assuming that their unknown error densities evolve over time as a DPMs. Algorithm I uses the RBPF to estimate an NP DLM. Algorithm II updates the RBPF with the EKF and then uses it to estimate a nonlinear dynamic model in which I replace the nonlinear functions of the state and/or observation equations with conditional linear approximations. Algorithm III proposes an innovative PF for the estimation of highly nonlinear dynamic models. This means that a Bayesian NP solution to the error misspecification problem in dynamic models involves iteratively sampling the state ðf t ; y t Þ and hyperparameters x in two "overall" steps:
1. pðf t ; y t j; y t ; xÞ (Algorithm I, II, or III) 2. pðxjy t ; f t ; y t Þ (sample hyperparameters)
Return to steps 1 and 2.
The hyperparameters x include those from the DPM and the underlying state-space model. The algorithms apply depending on the linearity (nonlinearity) of the underlying models. That is, Algorithm I is for linear models; Algorithm II is for nonlinear models, if the nonlinear functions are quasilinear (as defined previously) and f t is continuous (Grewal and Andrews 2008; Ristic, Arulampalam, and Gordon 2004) ; and Algorithm III is for all other models. The HPF (Algorithm III), this article's primary methodical contribution, constructs an optimal importance function with samples from the Pólya urn distribution and from the conditional optimal importance density of the state variable. This density is not always available analytically, but I note strategies for its approximation. The class of PFs available for Algorithm III is admittedly large. I could have proposed others (e.g., auxiliary PF, regularized PF), as well as other strategies within the filters to improve their computational efficiency (e.g., MCMC move steps). Yet access to the optimal importance function ensures that sampling will be efficient. I quantify the benefits of these methods (and some extensions) in a sequence of experiments (in Web Appendices A-D) and with two studies of ad dynamics in nonlinear models (Bruce 2008; Naik, Prasad, and Sethi 2008) . Web Appendix E provides an example for linear models.
Application A: Nonlinear Advertising Competition
As noted previously, Bayesian applications in marketing have largely stayed within the linear, KF framework. Yet there are many marketing applications for nonlinear dynamics, inspired by methods likely more common in operations and economics, contexts in which linearity may be too restrictive. Examples of the former include applications of differential game models of advertising (e.g., Erickson 1991; Feichtinger, Hartl, and Sethi 1994) ; those of the latter include applications of structural dynamic models (e.g., Blevins, Khwaja, and Yang 2018; Nishida and Yang 2017) . In the NP inference for these nonlinear dynamic models, the DPM cluster y t and substantive state parameters f t are both nonlinear; thus, the standard RBPF (Algorithm I) cannot apply. Recall that the problem is that the conditional posterior pðf t jy t ; y t ; xÞ is now also intractable. I noted several ways to proceed, depending on the order of the nonlinearity: in some nonlinear models, it may be practical to work with linear (analytic) approximations, so one could apply the EKF in step 2 of the RBPF (Algorithm II) to sample pðf t jy t ; y t ; xÞ. Another strategy, used in the next application, is to estimate a discrete version of the true conditional pðf t jy t ; y t ; xÞ in a hybridized PF (Algorithm III) for the DP, which is more general than approximation methods. Here, however, I employ the RBPF with the aforementioned analytic approximation (EKF) to estimate a nonlinear dynamic model of advertising competition (for other examples, see Erickson 1991) . I find that, relative to my NP model, the benchmark models underperform in terms of fit and forecast performance and understate the effect of competitive ads on brand awareness in a telecom market.
The model in this application, adapted from the differential game literature (Sethi 1983 ) and first proposed in Naik, Prasad, and Sethi (2008) , captures brand awareness formation in an oligopoly as a nonlinear function of a brand's own and competitive advertising. In the marketing literature, awareness formation models describe the growth and decay of a brand's awareness over time. Naik, Prasad, and Sethi (2008) was the first study to estimate a multivariate, nonlinear dynamic model in marketing; previous studies often ignored the role of competition in the brand awareness process, so there was a lack of both an empirical and a normative understanding of how competition influenced that process. Naik, Prasad, and Sethi therefore proposed an N-brand awareness model and estimated it with (a derivative-based approach to) the EKF, using adtracking data for five car brands. They then derived the optimal Nash equilibrium strategies for each brand. The main (normative) findings from the study suggest that large (small) brands should invest in advertising proportionally less (more) than small (large) brands; the empirical results supported the normative model in terms of fit and forecast measures.
An appealing feature of that empirical model, however, is that it allows the cross-competitor effects of advertising on brand awareness to be positive or negative (Naik, Prasad, and Sethi 2008, p. 132) . After all, empirical studies (e.g., Pauwels 2004) have shown that a competitor's advertising can either increase the awareness of own brands (for example, owing to confusion effects) or decrease it (owing to the share of voice). In the same way, promotions for one brand may increase shopper attention to a category, which enhances a competitor's sales (Dekimpe, Hanssens, and Silva-Risso 1999; Pauwels, Hanssens, and Siddarth 2002) . Naik, Prasad, and Sethi (2008) did not give a normative analysis of cross-effects among the five car brands in their study. In my data, however, these crosseffects differ considerably when estimates emerge from NP and benchmark methods. The latter, of course, make stricter assumptions about the data-generating process.
To begin the analyses, briefly recall the normative specification of the relevant nonlinear dynamic model. It states that, given the total market awareness among N brands
it ; the ad awarenessÂ for each brand evolves according to the following nonlinear differential equation:
where u t ðtÞ is the advertising effort for brands in a set f1,2, . . . , Ng, r i is the own effect of a brand's advertising, and z ij is the cross-effect of competitive advertising. Ad spending levels and awareness are both assumed to be strictly positive. The model also permits the cross-effect parameter to be z ij <0, so that own awareness A i can increase as the other brand's ad spending u j increases. To estimate this system, Naik, Prasad, and Sethi (2008) applied the EKF using maximum likelihood estimation. This is an appealing strategy because the state equation will only include square-root terms of several state variables and will be linear in one variable. For estimation, the authors applied the usual steps. First, they discretized Equation 18 for a set of brands in their sample (i.e., for five car brands):
Second, they recast the model in a discrete-time, nonlinear state-space form, which is shown in the previous notation:
where y t ¼ fy 1t ; y 2t ; :::; y 5t g ;f t ¼ fÂ 1t ;Â 2t ; :::;Â 5t g ; and g w ðÁÞ, the nonlinear part of the right-hand side of the state Equation 19, is a 5 Â 1 vector-valued function of f tÀ1 : Naik, Prasad, and Sethi (2008) followed established marketing practice to assume that dynamic model errors are additive normal distributions, v t *Nð0; S v Þ and w t *Nð0; S w Þ. With this specification, the standard KF does not apply because of the nonlinearity (i.e., the square root term) in the state variable. Thus, the authors employ the EKF, which takes a (first-order) normal approximation of the state equation. It approximates the nonlinear part of the state Equation 21 as follows:
is a Jacobian matrix evaluated at the previous mean, f E tÀ1 ¼ Eðf tÀ1 jD tÀ1 Þ. To adapt the Equation 22 specification for Bayesian NP estimation (Algorithm II), I allow the additive observation and system errors to be drawn from unknown distributions, v t *H v and w t *H w , and retain the DPM assumptions, including the choice of Gaussian kernels, h ðv t jy v t Þ and h ðw t jy w t Þ. Yet recall that in this case, under the DPM assumption, not only is the joint posterior pðf t ; y t jy t ; xÞ intractable but so too is the conditional posterior pðf t jy t ; y t ; xÞ. Thus, one can only employ the RBPF if one adjusts its step 2 (Algorithm II) to estimate the continuous part of the state space ff t g I use similar data to that in Naik, Prasad, and Sethi (2008) . My brand awareness y t and advertising data u t come from the Bass et al. (2007) study of advertising effectiveness in the telecommunications industry, a traditional oligopoly. Ad awareness in the data consists of the responses from a random sample of adults asked if they had seen any TV ads for telephone companies in the previous month. I obtained a time series of T ¼ 62 weeks (Naik, Prasad, and Sethi [2008] worked with 83 weeks) of awareness data (i.e., percentage of respondents who saw ads) for each of five telecommunications brands (B1-B5), along with their respective weekly advertising effort in terms of GRP (January 1998 -March 1999 . Table 3 summarizes these data. Brand B1 is the dominant provider in this market for both mobile and land lines. It has the highest average awareness but the second-highest average GRP. Brand B2 is a large mobile provider, with the highest spending and second-highest awareness. Brands B3 to B5 are smaller players whose spending levels are low in absolute terms but high relative to their market awareness. That means the data (i.e., the ratio of awareness to GRP) seem consistent with the aforementioned normative findings (Naik, Prasad, and Sethi 2008) : large (small) brands should invest in advertising proportionally less (more) than small (large) brands.
Drawing on the Jarque-Bera 8 test for observations (Jarque and Bera 1987) , I deem the five awareness time series to be non-Gaussian. In this context, it would be incautious to apply the basic EKF without some investigation, because the underlying data generating process is unclear. Again, histograms in Figure 2 show that the empirical distribution of the series tjT ¼ 1 À step Ahead. 8 I suggest using the Jarque-Bera test to assess data normality. Recall that there are two simple tests (Jarque and Bera 1987, pp. 165-67) for normality in regression residuals (JB r ) and in observations (JB o ):
where s 2 and k are skewness and kurtosis, and n and p are the numbers of observations and variables, respectively. In both cases, the test statistic (JB) is chi-squared with two degrees of freedom, JB O=r *w ð2Þ .
deviates considerably from the normal distribution, in different ways. The small size of the sample suggests a challenge to standard finite Gaussian models; that is, large numbers of mixture components cannot be employed for arbitrary levels of accuracy (Rossi 2014) . Tables 4 and 5 and Figure 3 show the performance and benefits of the proposed NP method. Table 4 shows the DIC, MAPE, MAD, and MSE for the proposed RBPF-EKF (Algorithm II), FM-EKF, and EKF algorithms. The best FM-EKF models retained three clusters. On all three measures, the performance of the RBPF-EKF is best, and the performance of the FM-EKF is better than that of the EKF. When I employed the RBPF-EKF instead of the EKF, I obtained 24.75% and 77.19% improvement in DIC and MAPE, respectively. Relative to the FM-EKF, the RBPF-EKF led to 22.40% and 68.89% improvements in DIC and MAPE, respectively. There are thus substantial gains in model performance when the dynamic Bayesian NP approach is used. Figure 3 reports satisfactory in-sample (T ¼ 1:52) and out-of-sample (T ¼ 53:62) forecasts for each of the five brands. To construct these plots, I estimated the RBPF-EKF using T ¼ 1:52 weeks and then used T ¼ 53:62 for outsample predictions. Table 5 provides perspective on awareness formation among the five brands. It reports estimates of the effects of own ads r (the diagonals numbers) and competitive ads z (the off-diagonals numbers) on the awareness of the five brands (B1-B5). There are three sets of estimates for r and z, one for the proposed (RBPF-EKF) model, and two for the benchmark (FM-EKF and EKF) models. The rows in Table 5 report the effects of own and competitive advertising from all brands B1-B5 on the awareness of each brand. Significant results (shown in bold) are those whose 95% highest posterior density interval (HPDI) excludes zeros. Recall that because of Equation 18, a cross-effect has a positive (negative) influence on own-brand awareness when the cross estimates z are negative (positive). I compare own and competitive effects. The own effects r of TV advertising (the Table 5 expected, consumers are generally aware of the telecom TV ads, and this effect is robust across the three models. Nonetheless, these own effects are generally larger in the winning RBPF-EKF model. Next, consider the competitive effects of advertising among the biggest service providers, B1 and B2. These are all negative because z is always significant and positive, and advertising for each brand thus diminishes awareness of the other (confirming the "share of voice" prediction). But these cross-brand effects are also asymmetric. The negative effects of the leading brand's (B1) advertising on Brand B2's awareness are .0473, .0166, and .0146 in RBPF-EKF, FM-EKF and EKF, respectively, but the effects of B2's advertising on B1 are .0217, .0092, and .0094, respectively, for the same models (Table  5) . Moreover, in the proposed RBPF-EKF model, these "share of voice" effects (B1 on B2 and B2 on B1) are significantly larger than in the benchmarks (e.g., .473 vs. .0166/.0146, and .0217 vs. .0092/.0094; p-values < .001) .
Moreover, all the benchmark models (FM-EKF and EKF) report no further cross-effects z among the five competing brands and therefore do not detect "confusion effects," whereby a competitor's advertising increases the awareness of a rival's brands (see, e.g., Pauwels 2004 ). There are fewer significant cross-effect parameters among the results derived from the worse-fitting KF and FM-KF models. The RBPF-EKF model, however, suggests that the smaller brands (B3, B4, and B5) may have greater impacts on awareness formation in this market: for example, advertising from B3 (the brand with the lowest average ad spend but the highest spend relative to awareness) has a significant negative effect on the awareness of rival brands B1, B2, and B5 (.0141, .0151, and .0160, respectively) . Conversely, although B1's advertising has a negative effect on B5's awareness (.0241), advertising from Brands B4 and B5 has a significant positive effect (À.0174 and À.01800) on awareness of leading brand, B1. This can occur if the smaller rival is using comparative advertising messages (Naik, Prasad, and Sethi 2008) .
In summary, the RBPF-EKF model found evidence that a competitor's ads might either increase or decrease awareness for own brands because of, for example, confusion effects or share of voice. It also found that ads from smaller brands (B3-B5) have a greater impact on the awareness formation of rivals than the benchmark models suggested. In the same data, the benchmarks (FM-EKF and EKF) detected only share of voice effects, and those only among the two leading brands; the parametric models thus failed to capture key features of the data. As a result, an advertising manager planning her budget based on FM-EKF and EKF results would likely misallocate ad resources (Naik, Prasad, and Sethi 2008) .
Application B: Nonlinear Advertising Decay
Here, I apply Bayesian NP methods to another nonlinear dynamic model in marketing, one that used the PF for its estimation (Bruce 2008) . Recall that the PF estimates a discrete version of the true distribution of the state density pðf t jy t ; y t ; xÞ with a set of support points and their weights. As a result, the PF is more flexible than the extended KF (EKF), which works with linear approximations that preclude it from inferring the moments of highly nonlinear models (Ristic, Arulampalam, and Gordon 2004) . In fact, the PF is the most general approach for estimating nonlinear dynamic systems (Doucet, De Freitas, and Gordon 2001) and is central to the estimation of the NP dynamic models in this article. The DPM parameter y t is always discrete; thus, to address error misspecification in applications that use the PF (e.g., Bruce 2008; Bruce, Murthi, and Rao 2017; Blevins, Khwaja, and Yang 2018) , both parameters, y t and that of the model f t , would need to be sampled as a joint discrete distribution. For this problem, I apply the proposed HPF or hybridized PF (Algorithm III). Here, the discreteness of DPM is a natural advantage; that is, it provides the opportunity to design a general and computationally efficient algorithm (via an optimal importance function) that can handle misspecification in many state-space models. Conversely, the finite Gaussian mixture has another computational drawback in PF applications: it requires the estimation of multiple PFs, which can rapidly become impractical for more than a few components, and is therefore not a good benchmark in this application. The parametric benchmark (Bruce 2008) underperforms in this sample and inflates the effects of prior ads by 36% relative to the NP model estimated with Algorithm III.
To the best of my knowledge, Bruce (2008) is the first application of the PF in marketing. This study extended Naik, Mantrala, and Sawyer (1998) and Bass et al. (2007) to quantify the interaction between pairs of themes in an ad campaign and factors that may change forgetting (or conversely, carryover) rates. Naik, Mantrala, and Sawyer (1998) originally used the Nerlove-Arrow (1962) model to study the impact of ad spending u(t) on awareness y(t) over time (t). Here, advertising goodwill evolves according to the following differential equation:
where A(t) is goodwill;qðtÞ is the effectiveness of advertising; d is the constant rate of decay of goodwill; u(t) is ad spending, such that IðuÞ ¼ 0 when u(t) > 0 and 1 otherwise; and c and r are copy and repetition wear-out, respectively. Copy wear-out occurs due to the passage of time, regardless of the level of ad spending; repetition wear-out is a consequence of excessive advertising. This specification allows ad quality to vary over time (i.e., to wear out and then recover in periods with no spending; IðuÞ ¼ 1; uðtÞ ¼ 0Þ. In the notation fy t ; f t ; y t ; xg, the previously shown goodwill and ad-quality state variables become f ðtÞ ¼ ff 1 ðtÞ; f 2 ðtÞg ¼ fAðtÞ;qðtÞg. Bruce (2008) modeled this decay rate (d t ) as a time-varying function, Fðf 1tÀ1 ; Z 1t ; ZÞ, of exogenous variables (Z t ) and prior goodwill (f 1tÀ1 ), where Z is a vector of unknown parameters. To capture the effects of diminishing returns with respect to prior goodwill, a quadratic term f 2 1tÀ1 was also included in the function. Finally, because d t lies between zero and one, the study used the generalized logistic transformation:
where s > 0 is a shape parameter to be estimated. The study confirmed that forgetting (or conversely, carryover d t ¼ 1 À d t ) rates might be time-varying and a function of several advertising variables; the linear and quadratic goodwill terms (f 1tÀ1 and f 2 1tÀ1 ) were significant, the linear effect was negative, and the quadratic effect was positive. Thus, carryover could increase with prior ad spending, but at a diminishing rate. These results are consistent with ad repetition studies (e.g., Blattberg and Jeuland 1981; Gensch and Welam 1973) . My objective is to replicate these results using Algorithm III.
To begin the analysis, I recast the differential equations (Equations 23 and 24) in discrete-time, state-space form (Equations 26 and 27) and in my notation (see estimation details in Bruce 2008) . As a result, while the observation, awareness (y t ), is a linear function of goodwill f 1t , the system equation (Equation 27) will be highly nonlinear because the decay rate (d t ) is an exponential function of linear and quadratic goodwill terms f 1tÀ1 and f 2 1tÀ1 :
aðuÞ ¼ c þ ru t ; and ð28Þ
This means that Algorithm II (which uses the EKF in the RBPF) would be inappropriate in this application. Of course, the parametric version of this model restricts the observation and system errors to be independent Gaussians, v t *Nð0; s v Þ and w t *Nð0; P w Þ; respectively. To adapt it for Bayesian NP estimation, I again allow these errors to be drawn from unknown densities, v t *H v and w t *H w . The DPM assumptions, including the choice of Gaussian kernels hðv t jy v t Þ and hðw t jy w t Þ, are also retained (see Web Appendix A for a non-Gaussian example). Finally, the substantive hyperparameters are copy and repetition wear-out and the parameters of the ad decay model fc; r; Zg 2 x.
This application also helps draw attention to a performance feature of Algorithm III. Recall that Algorithm III works best when the conditional importance function pðf t jf tÀ1 ; y t ; y t ; xÞ can be sampled directly, along with pðy t jy tÀ1 Þ, from the Pólya Urn scheme. Fortunately, pðf t jf tÀ1 ; y t ; y t ; xÞ can be obtained analytically in this model (Equations 26-29) because the nonlinearity in the model resides in the system equation (for discussion and references, see Web Appendix F). This means that the optimal importance function can be easily accessed and employed in the HPF (Algorithm III) to estimate a discrete representation of the state space as a set of support points For estimation, I use ad awareness (y t ) and GRP (u t ) data for a dominant consumer brand, from an unpublished ad effectiveness study. I obtained a time series of T ¼ 90 weeks for years [2002] [2003] . The mean and standard deviation for the awareness series are 52.67 and 7.10; and those for the GRP are 213.75 and 164.38, respectively. As usual, these awareness observations (percentage of respondents who saw ads) are non-Gaussian (Jarque and Bera 1987) , which is also shown in the histogram in Figure 4 . Next, I compare my proposed model (HPF) with the standard model (PF) in Bruce (2008) , using the same measures of performance: DIC, MAPE, MAD, and MSE. I then evaluate the out-sample performance of the HPF in the usual way. Tables 6 and 7 9 For the justification for these functional forms, see Bass et al. (2007) . Table 6 shows that the DIC, MAPE, MAD, and MSE for the proposed HPF are superior to those of the regular PF in Bruce (2008) , with 76.01% MAPE and 26.43% DIC improvements. The gains in model performance from the HPF are impressive: the standard PF model cannot address the flexible dynamics required by the data, because it maintains the normal assumptions. Moreover, Figure 5 shows satisfactory forecast performances using the proposed model in both the in-sample (T ¼ 1:72) and out-sample (T ¼ 73:90). As expected from the fit measures in Table 6 , the HPF's (in-sample) forecast is considerably better than the forecast from the regular PF (Figure 6 ). Table 7 reports the mean ad effectiveness and the hyperparameters fc; r; Z; sg; or copy wear-out, repetition wear-out, decay rate, and shape parameter, respectively. Significant results (shown in bold) are those whose 95% HPDI excludes zeros. Estimates related to the decay rate ðd t Þ in both the PF and HPF models are consistent with Bruce (2008) : the linear and quadratic effects of prior goodwill ðf tÀ1 Þ on decay rate ðd t Þ are significant; the linear effect is negative; and the quadratic effect is positive. This means that carryover rates, d t ¼ 1 À d t can increase with prior goodwill, but at a decreasing rate. The implication for decision makers is that the effects of a very heavy campaign on ad awareness may be short-lived unless adequate amounts of goodwill have already accumulated (Gensch and Welam 1973) . Although both models support this conclusion, the decay rate ðd t Þ estimates in the PF model have higher absolute values and standard deviations. Thus, it is likely that although the mean rates may be similar, carryover from the PF model will be more variable than that derived from Algorithm III. Note that in Figure 7 , the mean rates for the two models are .9729 and .9748 (respectively), similar to the constant rate estimated in Bass et al. (2007; .9656) .
Furthermore, while the estimates of repetition wear-out are not significant, estimates of copy wear-out are significant and positive but differ considerably across the two models. The PF model reports a much lower copy wear-out (.1061) than that reported by the HPF model (.3298; p-value < .001). Recall that copy wear-out measures the decay in ad effectiveness due to the passage of time. As expected, the PF model thus reports a significantly higher average ad effectiveness (.3437) than the HPF model (.1539; p-value < .001), with a 123.3% positive bias. What are long-term implications of this bias? To determine this, one can calculate carryover awareness based on the two sets of estimates in Table 7 .
First, remember that ad efficiency depends not only on carryover rates but also on the quality or effectiveness of advertising content. I therefore recursively substitute the goodwill Equation 27 into the ad awareness Equation 26 to obtain the distributed lag model (see Bruce 2008; Gensch and Welam 1973) : Figure 7 . Time-varying carryover rates.
Thus, ad quality f 2ðÁÞ affects both the current and carryover component of advertising; for ad quality, f 2ðÁÞ affects the current effects of ads at time t, hðu t Þ; and the lag weights applied to all advertising prior to time t, fd t f 2tÀ2 (t ¼ 2, 3 , . . . , T) carryover awareness (divided by total ad expenditure). This value is 3.4547 for the proposed HPF but 4.6909 for the PF model, which inflates the effects of prior ads on brand awareness by 36%. Thus, the parametric (PF) specification could (ceteris paribus) mislead an advertiser into persisting with a campaign under the belief that it is more effective than the data-generating process would suggest with an NP model.
Conclusion
Clearly, to derive inferences from time series data, marketing scholars must make assumptions about the process that generated the data. Yet without full knowledge, it is often necessary to adopt flexible methods to prevent the potentially flagrant misspecification of this generating process. This study presented a set of flexible Bayesian NP dynamic models that treat densities as unknown but assume they emerge from DPMs. Nonetheless, while the use of DPM priors in dynamic models can mitigate misspecification, the resulting NP dynamic models cannot be estimated with linear filtering or basic MCMC methods. Thus, I provide three SMC algorithms for their estimation. Algorithm I uses the RBPF to estimate an NP DLM; Algorithm II updates the RBPF with the EKF and then uses it to estimate a nonlinear model, in which the nonlinear functions of the state and/or observation equations are replaced with linear approximations; and Algorithm III (a generalization of the RBPF) proposes an innovative HPF for the estimation of highly nonlinear dynamic models. It exploits the discreteness of the DPM to construct an optimal importance function with samples from the Pólya urn distribution and from a conditional density of the substantive state variable in the dynamic model. I then use two ad response studies (and another in Web Appendix E), as well as data from parallel studies, to show the flexibility and benefits of my NP methods for the study of marketing dynamics in cases in which the strict distributional assumption would be naive. In both applications, the NP models markedly outperformed the benchmarks in terms of fit and forecast performance. For example, in one application the benchmark underreports the effects of competitive ads on brand awareness relative to the NP model. In a second application, the equivalent parametric model inflates the effects of prior ads by 36% relative to the NP model. Thus, misspecification can be costly to marketing managers. Of course, this work has similar objectives to that of Rubel and Naik (2017) , who focused exclusively on the DLM, and those of the static DPM articles. Yet the methods here are relevant to a wider set of dynamic applications, models, data, and research audiences (e.g., nonlinear dynamics, discrete data, marketing, operations, empirical industrial organization). As a result, the ideas in this study should be useful wherever state-space models apply (e.g., differential games, structural dynamic models, reduced-form econometric studies).
