Abstract
Introduction
Adaptation has been recognized as a central issue for current and future Internet services. Several systems and even products exist that offer shallow or deep adaptation mostly based on user profiling obtained by the analysis of past user interactions with a service. In these systems profile data are stored and managed at the service provider. Adaptation tailored to mobile and ubiquitous computing is still in its infancy and most systems are limited to transcoding services that are activated by detection of specific values in HTTP header requests. Some location based services should also be mentioned among services offering a form of adaptation.
However, in our view mobility calls for much more advanced personalisation techniques which involve both presentation and content adaptation and that can be obtained only by the use of information which is naturally distributed among different sources. This includes but is not limited to user personal data and preferences, device capabilities, device status, available bandwidth, location, local time, speed, and other contextual information, as well as past user interactions with the service, and the content of the service request.
In our framework [1] we use the word profile in a generalised sense, which includes the specification of the above information, and we extend CC/PP [16] to provide an adequate representation formalism.
Mobility also emphasises the need for modelling the dynamics of some of the profile attributes. For example, changes in the available bandwidth (due, e.g., to a switch to a different mobile device and infrastructure) should correspond to a change in the value of the attributes specifying the desired bitrate for streaming video services. A natural approach to the modelling of this dynamics is augmenting the profile attributes with policies; that is, rules that set or change certain profile attributes based on the current values of other profile attributes.
While distributed profile and policy specification enables the enhanced form of adaption that we envision for mobile computing, a technical problem can be easily identified. Different entities (user, network provider, device manufacturer, service provider, etc..) may provide partial and possibly conflicting profile data. For example, the location reported both by the user GPS module and by the network operator infrastructure may be inconsistent. Similarly, conflicts can arise when policies given by different entities, or even by the same entity, determine conflicting values for a profile attribute.
The contribution of this paper can be summarised as follows: (i) we analyse sources of conflicts in profiles and policies provided by different sources, and propose resolution strategies; (ii) by encoding policies, explicit values assignments, and priorities into logic programs we provide both a clear semantics for the intended model of a set of aggregated policies, and an evaluation procedure; (iii) we show experimental results performed on a prototype system.
A lot of related work exists, and will be addressed in Section 6.
The rest of the paper is structured as follows: In Section 2 we briefly illustrate the general architecture we are considering. In Section 3 we explain how profile data and policies are represented. In Section 4 we provide a solution for profile aggregation and policy conflict resolution and we show some interesting properties. Section 5 briefly reports on a prototype implementation and experimental results. Section 6 discusses related work, and Section 7 concludes the paper.
Architecture
In principle, profile data should include any information useful for offering a "better" response to a request; i.e., the information characterizing the user, the device, the network infrastructure, the context and the content involved in a service request.
However, as mentioned in the introduction, these pieces of information are owned by various entities located in different logical and physical places. We identified three main entities involved in the task of building an aggregated profile, namely: the user and his devices (called user in the rest of the paper), the network operator (called operator), and the service provider. Every entity is associated with a Profile Manager (called UPM, OPM, and SPPM respectively) devoted to manage profile information and policies. In particular:
• The UPM stores information related to the user and his devices. These data include, among other things, personal information, user preferences, context information, and device capabilities. The UPM also manages policies defined by the user, which can dynamically determine content and presentation parameters.
• The OPM is responsible for managing attributes describing the current network context (e.g., location, connection profile, and network status).
• Finally, the SPPM is responsible for managing service provider proprietary data including information about users derived from previous service experiences and service provider policies.
All profile manager modules also have to manage and enforce access control policies and authentication. While a detailed description of the mechanism is outside the scope of this paper, some details will be given later in this section.
Our architecture is applicable to a scenario where a set of service providers interact with a set of users, and each user may use different devices to request the same services. Service providers willing to retrieve the complete profile must query all the relevant profile managers. Figure 1 provides a general overview of the proposed architecture. The main steps involved in a typical service request are the following: In Step 1, a user issues a request to a service provider through his device and the connectivity offered by a network operator. In order to retrieve the profile information needed to perform adaptation, the service provider queries the SPPM (Step 2), which in turn queries the User Profile Manager (UPM) and the Operator Profile Manager (OPM) to retrieve profile data and user's policies (Step 3). Then, in Step 4 the SPPM forwards collected and local profile data and policies to the Inference Engine (IE). In Step 5, the IE first aggregates profile data; then, it evaluates service provider and user policies against the merged profile, solving possible conflicts. The resulting profile attributes are then returned to the Service Provider. These attribute values are used by the application logic to properly select content and customize its presentation (Step 6). Finally, in Step 7 the formatted content is sent to the user.
The dynamic nature of some profile attribute values claims for a mechanism for keeping up-to-date the profile information used by the service provider during a session, in order to allow the service provider to adapt the service to the new context. Our choice is to include in our architecture a trigger mechanism to obtain asynchronous feedback on specific events (e.g., available bandwidth dropping below a certain threshold, user location changed by more than 100 metres). Triggers can be defined over attributes managed by UPM and OPM. When a trigger fires, the corresponding profile manager sends the new values of the modified attributes to the SPPM module, which should then re-evaluate the profile attributes.
The architecture may be also easily extended by introducing other profile managers (e.g., profile managers owning context services) and by extending the per-user UPM model to a peer-to-peer network of UPM modules.
A very relevant issue for our architecture is privacy. The distribution of profile data is restricted by an authorization mechanism implemented at each profile manager. Autho-rizations specify which entities can access which components of a profile and the associated policies. For example, a set of UPM authorizations could allow the user client interface and user trusted agents to update personal data and policies, allow the user GPS module to update location data, and allow a set of service provider profile managers to read the profile attribute values in certain CC/PP components. Note that profile managers are considered trusted agents by their corresponding entities. We adopt a formalism for authorization rules which is very close to database access control models [15] and we also investigate extensions to classical approaches [4] . This ensures a clear formal semantics, well-known properties, and the application of materialization techniques which provide enhanced performance. Authentication and encryption issues are addressed with standard protocols.
Specification of Profiles and Policies
In order to aggregate profile information, data retrieved from the different entities must be represented using a well defined schema, providing a mean to understand the semantics of the data. For this reason, we chose to represent profile data using the Composite Capabilities/Preference Profiles (CC/PP) structure and vocabularies [16] . CC/PP uses the Resource Description Framework (RDF) to create profiles describing device capabilities and user preferences. In CC/PP, profiles are described using a 2-level hierarchy in which components contain one or more attribute-value pairs. CC/PP components and attributes are declared in RDFS vocabularies; values can be either simple (string, integer or rational number) or complex (set or sequence of values, represented as rdf:Bag and rdf:Seq respectively). It must be observed that different vocabularies can identify different attributes or components using the same name. In order to avoid ambiguities each attribute must be identified by means of its name, its vocabulary, its component, and its component vocabulary. Thus, in our framework attributes are identified using the notation
where: V ocabulary1 refers to the vocabulary the component belongs to; Component is the ID of the component containing the attribute; V ocabulary2 refers to the vocabulary the attribute belongs to; and Attribute is the ID of the attribute. In order to improve readability, throughout the paper the attributes syntax is simplified by omitting the vocabulary and possibly the component they belong to.
Currently, CC/PP is mainly used for describing device capabilities and network conditions; well known CC/PPcompliant vocabularies are UAProf [19] and its extensions. These vocabularies provide an exhaustive description of device capabilities and network state; however, they do not take into account various data that are necessary to obtain a wide-ranging adaptation and personalization of services. Vocabularies describing information like user's interests, content and presentation preferences, session variables, and user's context are also needed. We have been working in this direction mostly considering very confined domains, with the goal of experimenting our framework on test applications. Since a detailed discussion on vocabularies and their sharing policies is out of the scope of this paper, from now on we assume there exists a sufficiently rich set of profile attributes that is accessible by all entities in the framework.
As anticipated in the introduction, policies can be declared by both the service provider and the user. In particular, service providers can declare policies in order to dynamically personalize and adapt their services considering explicit profile data. For example, a map service provider can choose the appropriate points of interest and the resolution of the map, depending on the user's interests and his device capabilities. Similarly, users can declare policies in order to dynamically change their preferences regarding content and presentation depending on some parameters. For instance, a hypothetical user of the map service may prefer to receive image content when browsing from his desktop, while choosing audio instructions when driving his car. Both service providers and users' policies determine new profile data by analyzing profile attribute values retrieved from the aggregated profile.
As usual, the choice of a representation language is a compromise between simplicity, expressiveness, and efficiency. The policy language must also support the definition of a mechanism for handling conflicts that could arise when user and service provider policies determine different values for the same attribute. Our choice for a policy language has privileged low complexity, well-defined semantics and well-known reasoning techniques. Indeed, our policies are specified as a set of first-order definite clauses [18] with negation-as-failure and no function symbols, forming a general logic program. Each policy rule is composed by a set of conditions on profile data (interpreted as a conjunction) that determine a new value for a profile attribute when satisfied. A policy in our language is composed by a set of rules of the form:
where A k is a predicate corresponding to a CC/PP attribute, V k is either a value or a variable, and C i is either a subgoal like A j (V l ) or not A j (V l ). Note that the semantics of not in our rules is negation as failure.
For example, the informal user policy:
"When I am in the main conference room using my palm device, any communication should occur in tex-tual form"
can be rendered by the following policy rule:
The language also includes various built-in comparative predicates, i.e., <, <=, >, >=, <>, ==, with their standard semantics in the domain of reals. Due to the special purpose of our logic programs, where atoms like P (a) represent the fact of a being the value of the profile attribute P , we need to ensure that at most a single ground atom for each predicate must be present in the program model. This is due to the implicit assumption that each profile attribute can have a single value (even if it could be a composite value). For this reason, we have extended the syntax of general logic programs in order to declare priorities between conflicting rules (i.e., rules having the same head predicate). In particular, in our language rules are labeled, and expressions of the form R 1 R 2 state that rule R 1 has higher priority than rule R 2 . The relation on the sets of rules having the same head predicate is a strict partial order. Priorities are declared by the same entity that declares the policy, and if they are not given, a default ordering is used. Since priorities are introduced in the language only for managing conflicts between rules, we restrict priorities to be assigned to rules having the same head predicate (i.e., rules setting a value to the same attribute). The formal semantics of a set of policy rules and priorities is given by the unique model of the logic program in which it can be encoded (details in Section 4).
In order to facilitate the exchange of policy rules between the components of the architecture, policies are wrapped in RuleML [5] , adopting the XML Schema defined for Datalog [8] with negation. Since that Schema does not allow the definition of priorities, we use the order of appearance of rules as an encoding of priorities. User friendliness issues are outside the scope of this paper, but we just mention that web based interfaces are currently used by service providers and users to insert and modify their own policies. User policies may also be taken or adapted from a library of predefined policy rules, as well as partially learned from user behavior.
Conflict resolution
The Inference Engine module, which receives all the profile data and policy rules collected from the profile managers, is in charge of profile aggregation and policy evaluation. In this section we explain in detail the adopted conflict resolution strategies.
Profile Aggregation
Even if no policies are given, conflicts can arise when different values are given by different profile managers for the same attribute. For example, the UPM could assign to the Coordinates attribute a certain value x (obtained through the user's device GPS), while the OPM could provide for the same attribute the value y, obtained through triangulation. This kind of conflict resolution is performed in our architecture by the Merge submodule of the IE. We have defined a simple language for allowing service providers to specify resolution rules at the attribute level. This means that, for instance, a service provider willing to obtain the most accurate value for user's location can give preference to the value supplied by the UPM while keeping the value provided by the OPM just in case the value from the UPM is missing. Priorities are defined by profile resolution directives which associate to every attribute an ordered list of profile managers.
Example 1 Consider the following profile resolution directives:
1. setPriority */* = (SPPM, UPM, OPM)
2. setPriority NetSpecs/* = (OPM, UPM,SPPM)
setPriority UserLocation/Coordinates = (UPM, OPM)
In (1) The semantics of priorities actually depends on the type of the attribute. When the attribute is simple, the value to be assigned to the attribute is the one retrieved from the first entity in the list that supplies it. When the attribute is of type rdf:Bag, the values to be assigned are the ones retrieved from all entities present in the list. If some duplication occurs, only the first occurrence of the value is taken into account (i.e., we apply union). Finally, if the type of the attribute is rdf:Seq, the values assigned to the attribute are the ones provided by the entities present in the list, ordered according to the occurrence of the entity in the list. All duplicates are removed keeping only the first occurrence.
Policy formal semantics and evaluation
Since policies can dynamically change the value of an attribute that may have an explicit value in a profile, or that A simple example of a conflict of this type is the use of policies to override default attribute values when specific events occur and/or specific conditions are verified. In this case, a policy given by an entity, deriving a value for an attribute, intuitively has higher priority over an explicit value for that attribute given by the same entity. Thus, the value derived from the policy must prevail.
Conflicts and resolution strategies

Conflict between an explicit attribute value and a policy given by a different entity that could derive a different value.
Conflicts of this type can occur, for instance, when a provider is not able or does not want to agree with a user explicit preference, and sets up a policy rule to override the values explicitly given by the user. This kind of conflict can be taken care of considering the priority rules adopted in Section 4.1 for explicit attribute values. Considering the priority over entities for that attribute, if the entity giving the explicit value has priority over the other, then the policy can be ignored, otherwise the policy should be evaluated and if a value is derived, it prevails over the explicit one.
Conflict between two policies given by two different entities on a specific attribute value.
Similarly to conflict (3), the priority over entities for that attribute states the priority in firing the corresponding rule. If a rule fires, no other conflicting rule from different entities should fire.
Conflict between two policies given by the same entity on a specific attribute value.
There is no intuitive way to solve such a conflict. Hence, we assume that the entity gives a priority over these rules, using the syntax provided by the policy language, and if this is not given, a default ordering will be used. The priority over rules for that attribute is used to decide which one to evaluate first. If a rule fires, no other conflicting rule from the same entity should fire.
Implementing conflict resolution
We now show how the conflict resolution strategies we have devised can be implemented. In the simple case when no policies are given for a certain attribute, conflicts are easily solved by the Merge submodule as explained above, and the resulting attribute value is directly passed to the Service Provider application logic. However, when policies are present, the resolution strategies must be integrated in the evaluation of logical rules. A set of policy rules can be encoded in a logic program where each rule has the following form:
where A, A 1 , . . . , A n are predicate symbols corresponding to profile attribute names, and X, X 1 , . . . , X n are either variable or constant symbols and denote attribute values. Note that our language allows positive and negative premises, with negative ones denoting the absence of a value for a specific attribute, but constrain the head of a rule to be positive. Moreover, safety imposes that if X is a variable appearing in the rule head, the same variable must appear in the rule body. We ensure that the logic program corresponding to the policy rules defined by each entity is acyclic [2] , by performing a simple test at the insertion of each new policy rule, and rejecting the rule if it generates a cycle. Note that this condition does not prevent rule chaining.
In addition to logic rules that encode policy rules, we have to encode in the logic program the implicit and explicit priorities that will be necessary to solve conflicts. For this purpose, a second argument, that we call weight, is added to each predicate, and the logic program encoding the policy rules is transformed in a program P by modifying each rule of the form (1) into:
where W 1 , . . . , W n are variables with values in nonnegative integers, and w is a non negative integer determined by Algorithm 1. Note that rules labels as well as priorities over rules are used only in this pre-processing phase, and therefore are removed from the logic program. The weight of a rule is defined as the weight assigned to the predicate in its head. Intuitively, rules on attributes for which a prevailing fact exists (see point 3 in Section 4.2.1) are not assigned any weight and discarded, all facts are Algorithm 1 Setting the Weight parameter.
Let ({E 3 {, E 2 {, E 1 }}}) be the priority over entities for the attribute A; E r be the entity among E 1 , E 2 , E 3 providing the value obtained by the Merge module for A; R E j ,A be the set of rules declared by E j for A; and R E j ,A,k be the k th rule ∈ R Ej ,A in increasing order of priority, according to E j .
\ * Facts have always weight
given weight 0, and other rules are assigned increasing weights accordingly to priorities over entities and priorities specified by each entity. Algorithm 1 ensures that (i) no pair of rules exist having the same head predicate symbol and the same weight; (ii) rules having the same head predicate but higher weight have higher priority, according to our conflict resolution strategy, over those with lower weights.
From a logic programming point of view we can also observe that if the starting set of rules is acyclic, then the above transformation preserves acyclicity. Indeed, it is easily seen that by simply adding a second argument to each predicate, independently from the value assigned to it, a cycle can exist only if one was present in the input program.
Evaluation
The intuitive evaluation strategy is to proceed, for each attribute A, starting from the rule having A() in its head with the highest weight, and continuing considering rules on A() with decreasing weights till one of them fires. If none of them fires, the value of A is the one specified by the fact on A, or none if such a fact does not exist.
In order to give a standard formal semantics to our policies and to enforce the above evaluation strategy, we still need to encode in the logic program the fact that we do not allow two different values for the same attribute in the output. This means that the logic program should have a unique model and this model should contain at most one single atom for each predicate. For this purpose, program P is once more modified as follows. subgoal: not A(Y, w + 1) , where Y is a variable with the same domain as X, X 1 , . . . , X n , leading to:
Transformation 1 Each rule (2) is modified by adding the
We call P the resulting program. 
In this case, the value of A 1 is determined as b by the firing of rule (p2-user).
We now show an essential and non-trivial property of Transformation 1.
Theorem 1 Given an acyclic program P with weights assigned by Algorithm 1, the logic program P obtained by Transformation 1 is acyclic.
Since acyclic logic programs are a subclass of locally stratified programs [2] , the program P is locally stratified.
Despite these formal properties guarantee the uniqueness of the intended model, and hence provide a clear semantics to our prioritized rulesets, they do not guarantee in general an efficient evaluation procedure. However, in our case a direct evaluation algorithm can be devised that is linear in the number of rules, since each rule has to be evaluated only once. The algorithm is not illustrated here for lack of space, however, in Section 5 we show that the adhoc Inference Engine we developed can evaluate our rulesets in linear time. Moreover, since -for most internet services -adaptation will probably be performed considering a small subset of CC/PP attributes, we chose to adopt a form of goal-driven reasoning, implementing our Inference Engine using a backward-chaining approach. Hence, the cost of the evaluation will be generally less than linear in the size of policies, since a number of irrelevant rules will be ignored.
Despite we proved that all the transformations we applied preserve acyclicity, and acyclicity of rules is guaranteed in each entity ruleset, it is still possible that a cycle is created when policies are joined. The presence of such a cycle can be tested quite efficiently as a preprocessing step before rule evaluation. 1 However, for efficiency reasons, this test can also be integrated in the evaluation algorithm. Once a cycle is recognized, different strategies can be adopted. Our approach is to disregard the rules which were involved in the cycle, and continue the evaluation.
Prototype and experimental results
We have already developed part of the architecture [1] ; while a description of the software implementation is out of the scope of this paper, we will briefly describe a prototype web application we developed for experimenting on our framework. The goal was to build a testbed, in order to evaluate the effectiveness of the profile integration mechanism against a real service. The web application is a locationbased micro-portal addressed to tourists visiting a imaginary town. The portal shows an ordered list of Points Of Interest (POIs), i.e. hyperlinks that point to a web page providing multimedia information of a physical place. The list of POIs and the multimedia content to be delivered are selected by taking into account profile data such as the user location coordinates, device capabilities, network conditions, context information, as well as user and service provider policies. We will now consider the case of John, a business man browsing using his PDA while moving across the city. John's PDA has a local proxy installed and running that will attach the URL of the profile managers to each service request (see Fig.2-A) . When he connects to the portal, the list of POIs is shown (see Fig.2-B) . The micro-portal continuously adapts to the context changes, showing different POIs and multimedia content. These changes are driven by the IE upon the evaluation of policies declared by both John and the service provider; policies generate different directives based on the different integrated profile obtained from the Merge module. As an example, following John's interests, at first on top of the list of POIs appear the "Baseball Stadium", and the multimedia content is delivered in highresolution, since John happens to be in a Wi-Fi hot spot of its provider (see Fig.2-C) . In the afternoon the weather gets worse and thus, applying John's policy, the application logic brings on top a list of indoor spots. John selects the nearest movie theatre (that appears on top of the list), and trailers are delivered in low resolution since he is now only covered by a GPRS network service (see Fig.2-D) . Given the simple nature of the prototype scenario, adaptation was performed considering a small number of rules, and essentially no appreciable delay due to conflict resolution could be observed in response time. In order to estimate the feasibility of the evaluation of policies based on logic programming for more sophisticated services, we performed an experiment using the ad-hoc Inference Engine we developed and artificial rulesets of various cardinalities. Each rule in the rulesets had three random subgoals, one of which was negative. For each attribute, each ruleset contained three conflicting rules. Rulesets were properly built in order to avoid recursion, and to allow a random rule to fire for each set of conflicting rules over an attribute. Figure 3 shows experimental results of executing the rulesets on a two-processor Xeon 2.4 GHz workstation. Evaluation times are averages of ten runs, each using a different random ruleset: Results show that a ruleset of 45 rules is evaluated in around 1 millisecond, while a ruleset of 180 rules is evaluated in around 5 milliseconds. It should be noted that evaluation times exhibit a linear increase with the number of rules in the ruleset. In order to compare our Inference Engine with a widely adopted solver, we performed the same experiments using the DLV system [17] (rules syntax has been slightly modified in order to be acceptable by the DLV parser). As expected, evaluation times are considerably higher with DLV, since the class of logic programs it considers (i.e., Disjunctive Datalog programs) is more complex than ours.
In conclusion, rulesets evaluation time seems to be acceptable for the class of services we consider; Therefore, we expect that response time will be dominated by the network latency.
Related Work
With respect to the issue of integrating multi-source profile data, our approach is similar to the one adopted by DELI [7] and Intel CC/PP SDK [6] . These frameworks adopt the profile aggregation approach of UAProf [19] , consisting in associating a resolution rule to every attribute. Whenever a conflict arises, the resolution rule determines the value to be assigned to the attribute by considering the order of evaluation of partial profiles. This corresponds to assigning priorities to partial profiles, as opposed to assigning priorities to single attributes as we do. Furthermore, since resolution rules are defined in the CC/PP vocabulary, service providers cannot have control over the aggregation mechanism. Our approach to profile aggregation (see Section 4.1) overcomes the above mentioned limits providing, in our opinion, a more flexible and powerful aggregation mechanism. Moreover, policies are not considered in these frameworks.
Considering work on policy conflict resolution, we should mention the PDL language and the monitor concept introduced in [9] . PDL, as many other policy languages, is based on the event-condition-action paradigm, however its semantics is given in terms of nonmonotonic logic programs as in our approach. An interesting extension of PDL that allows the specification of preferences regarding the application of monitors is proposed in [3] . However, with respect to PDL and its extensions we allow chaining of rules since we believe this is essential in our context to enable composition of policies specified by different entities.
A possible approach for implementing a form of prioritized conflict resolution is to adopt PLP [11] , a Prolog compiler for logic programs with preferences. Programs are compiled by PLP into regular logic programs, that is the class of logic programs in which we encode our policies. However, the need of a Prolog compilation phase poses major problems in terms of response time, especially considering that policies can dynamically change and thus the compilation should be performed run-time.
An interesting class of engines is the one of production rules systems (e.g., engines based on the RETE algorithm [12] such as OPS-5, CLIPS, and Jess). These engines encode a built-in conflict resolution strategy that in certain systems can be modified. For instance, in Jess rules can be prioritized, and default conflict resolution strategies can be overridden. However, the use of priorities is discouraged, since it can have a negative effect on performance. Furthermore, production rules adopt the forward-chaining approach, which do not seem to be optimal in our case, as explained in Section 4.2.3.
Datalog engines like DLV and Mandarax would be suitable for evaluating our rulesets after the preprocessing phase (Transformation 1 in Section 4.2.3). Nevertheless, the experimental results shown in Section 5 confirm the intuition that even an optimized Datalog engine is slower than an ad-hoc implementation, since the restrictions we impose to our rulesets can be profitably exploited for improving the evaluation time.
A mechanism of rule evaluation against user context data similar to ours is adopted in the Houdini framework [14] . The focus of Houdini is on providing user context information to service providers while preserving the privacy of data. While the policy rule languages have similar expressiveness, requiring acyclicity but allowing rule chaining, in Houdini rules are declared by the user only and evaluated by a proper user-trusted module. Being primarily focused on adaptation, our policy mechanism is different: policies are declared by multiple entities in order to determine customization parameters, and our focus is on conflict resolution strategies.
The IBM CommonRules project investigates rule-based business processes for e-commerce and is based on courteous logic programs [13] which are closely related to the ones in which we encode our policy rules. However, due to the complex application domain addressed in that project, their rule language is more expressive and evaluation cannot be achieved in linear time as in our case.
Conclusions
In this paper we addressed the problem of profiles and policies conflict resolution in a framework devoted to support a comprehensive adaptation and personalization of internet based services in a mobile environment. We are extending this work in several directions. One of these concerns the issue of privacy policies and their enforcement by the profile managers which is particularly critical for the success of the framework. Other interesting issues regard intra-session adaptation and related techniques for partial re-evaluation of policy rules.
