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Abstract
In this paper we investigate the problem of existence of positive solutions for the nonlinear singular
third-order three-point boundary value problem
u′′′(t) − λa(t)F (t, u(t))= 0, 0 < t < 1,
u(0) = u′(η) = u′′(1) = 0,
where λ is a positive parameter and η ∈ [1/2,1) is a constant. By using a fixed point theorem of cone
expansion-compression type due to Krasnosel’skii, we establish various results on the existence of
single and multiple positive solutions to the boundary value problem. Under various assumptions on
functions F and a, we give explicitly the intervals for parameter λ in which the existence of positive
solutions is guaranteed. Especially, we allow the function a(t) of nonlinear term to have suitable
singularities.
 2004 Elsevier Inc. All rights reserved.
Keywords: Positive solutions; Singular; Third-order three-point boundary value problem; Fixed point theorem
✩ Project supported by NSFC (19871075), NSFSP (Z2003A01) and EDZP (20040495).
E-mail addresses: sunyongping@126.com, syp@mail.hzrtvu.edu.cn.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.10.029
590 Y. Sun / J. Math. Anal. Appl. 306 (2005) 589–6031. Introduction
The purpose of this paper is to establish the existence of single and multiple positive
solutions for a class of third-order ordinary differential equations subject to three-point
boundary conditions. More specifically, we consider the following nonlinear singular third-
order three-point boundary value problem (BVP):
u′′′(t) − λa(t)F (t, u(t))= 0, 0 < t < 1, (1.1)
u(0) = u′(η) = u′′(1) = 0, (1.2)
with λ > 0, η ∈ [1/2,1), where a(t) is a nonnegative continuous function defined on (0,1)
and F : [0,1]× [0,∞) → [0,∞) is continuous. Here, by a positive solution of the BVP we
mean a function u∗(t) which is positive on (0,1) and satisfies differential equation (1.1)
and the boundary conditions (1.2). Therefore, our positive solutions are nontrivial ones. In
the special case λ = 1 and a(t) ≡ 1, F(t, u(t)) = f (u(t)), Anderson [1] proved that there
exist at least three positive solutions to the BVP by using the famous Leggett–Williams’
fixed point theorem. Anderson and Avery [2] investigated the discrete three-point boundary
value problem by a generalization of the Leggett–Williams’ fixed point theorem. See also
Yao [3] for related results. Handerson and Thompson [4] studied the multiple symmetric
positive solutions for a second order boundary value problem. It is worthy to point out that
all these works are concerned on the case when a(t) is nonsingular. Inspired by the work
of above papers, the aim of the present paper is to establish some simple criteria for the
existence of single and multiple positive solutions of the BVP (1.1) and (1.2) in an explicit
interval for λ. Specially, we allow our nonlinearity a(t) to have suitable singularities at
t = 0 and/or t = 1. All results are based on the following fixed point theorem of cone
expansion-compression type due to Krasnosel’skii. See, for example, [5] and [6].
Theorem 1.1. Let E be a Banach space and K ⊂ E is a cone in E. Assume Ω1 and Ω2 are
open subsets of E with 0 ∈ Ω1 and Ω¯1 ⊂ Ω2. Let T :K ∩ (Ω¯2 \Ω1) → K be a completely
continuous operator. In addition suppose either
(A) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1 and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2 or
(B) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2 and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1
holds. Then T has a fixed point in K ∩ (Ω¯2 \ Ω1).
The paper is organized as follows. In Section 2, we present some notations and lemmas
that will be used to prove our main results. In Section 3, we discuss the existence of a
single positive solution of the BVP and in Section 4 various conditions on the existence
of multiple positive solutions to boundary value problem are discussed. We would like to
point out that the existence results on infinitely many positive solutions of the BVP we
established has been given rather less attention in the existed literature. For every result, an
open interval of eigenvalues is determined in an explicitly way.
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In this section, we present some notations and lemmas that will be used in the proof our
main results.
Definition 2.1. Let E be a real Banach space. A nonempty closed convex set K ⊂ E is
called a cone of E if it satisfies the following two conditions:
(1) x ∈ K , λ > 0 implies λx ∈ K ;
(2) x ∈ K , −x ∈ P implies x = 0.
Definition 2.2. An operator is called completely continuous if it is continuous and maps
bounded sets into precompact sets.
We shall consider the Banach space C[0,1] equipped with standard norm
‖u‖ = max
0t1
∣∣u(t)∣∣.
C+[0,1] = {x | x(t)  0, t ∈ [0,1]} is the cone of nonnegative functions in C[0,1]. We
need some preliminary results before to prove our main results. The following result is well
known.
Lemma 2.1. Let y ∈ C[0,1], then the BVP
u′′′(t) − y(t) = 0, 0 t  1, (2.1)
u(0) = u′(η) = u′′(1) = 0, (2.2)
has a unique solution
u(t) =
1∫
0
G(t, s)y(s) ds,
where
G(t, s) =
{
t min{η, s} − 12 t2, 0 t  s  1,
t min{η, s} + 12 s2 − ts, 0 s  t  1.
A direct computation shows that 0G(t, s)G(η, s), 0 t, s  1.
Lemma 2.2. Suppose 0 < θ < 1/2. For y ∈ C+[0,1], the unique solution u(t) of the BVP
(2.1) and (2.2) is nonnegative and satisfies
min
t∈[θ,1−θ]u(t) θ‖u‖.
Proof. Let y ∈ C+[0,1], from G(t, s) 0 we know u(t) ∈ C+[0,1]. Since
u′′′(t) = y(t) 0, t ∈ [0,1],
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u′′(1) = 0 implies that
u′′(t) 0, t ∈ [0,1].
Hence u(t) is a concave function, i.e., for any t1, t2 ∈ [0,1] and α ∈ [0,1],
u
(
αt1 + (1 − α)t2
)
 αu(t1) + (1 − α)u(t2).
Since u′(η) = 0, we see that ‖u‖ = u(η). Therefore
u(t) ‖u‖min{t/η, (1 − t)/(1 − η)} ‖u‖min{t,1 − t}, t ∈ [0,1].
It follows that
min
t∈[θ,1−θ]u(t) ‖u‖ mint∈[θ,1−θ] min{t,1 − t} = θ‖u‖. 
Define the cone K by
K =
{
u ∈ C+[0,1]: min
t∈[θ,1−θ]u(t) θ‖u‖
}
.
Define the integral operator Tλ :K → C+[0,1] by
Tλu(t) = λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds. (2.3)
By Lemma 2.1, BVP (1.1) and (1.2) has a positive solution u = u(t) if and only if u is a
fixed point of Tλ.
We adopt the following assumptions:
(H1) a ∈ C((0,1), [0,∞)) and 0 <
∫ 1
0 G(η, s)a(s) ds < ∞;
(H2) F ∈ C([0,1] × [0,∞), [0,∞)).
Remark 2.1. By (H1), we know that there exists a point t0 ∈ (0,1) such that a(t0) > 0.
Lemma 2.3. Assume that (H1)–(H2) hold. Then Tλ :K → K is completely continuous.
Proof. By Lemma 2.2, we know that Tλ(K) ⊂ K . For n 2 define an by
an(t) =


inf{a(t), a( 1
n
)}, 0 < t  1
n
,
a(t), 1
n
 t  1 − 1
n
,
inf{a(t), a(1 − 1
n
)}, 1 − 1
n
 t  1,
and Tn :K → K by
Tnu(t) = λ
1∫
G(t, s)an(s)F
(
s, u(s)
)
ds.0
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orem [7] because G(t, s)an(s) is continuous on [0,1] × [0,1]. Denote BR = {u ∈ K:
‖u‖R}. We claim that Tn converges uniformly to Tλ as n → ∞. In fact, for any t ∈ [0,1],
fixed R > 0 and u ∈ BR ,
∣∣Tnu(t) − Tλu(t)∣∣ =
∣∣∣∣∣λ
1∫
0
[
a(s) − an(s)
]
G(t, s)F
(
s, u(s)
)
ds
∣∣∣∣∣
 λ
1/n∫
0
∣∣a(s) − an(s)∣∣G(η, s)F (s, u(s))ds
+ λ
1∫
1−1/n
∣∣a(s) − an(s)∣∣G(η, s)F (s, u(s))ds
→ 0 (n → ∞),
where we have used (H1) and (H2) and the fact that G(t, s)  G(η, s) for t, s ∈ [0,1].
Hence Tn converges uniformly to Tλ as n → ∞, and therefore Tλ is completely continu-
ous. 
Throughout this paper, we shall use the following notations:
A = max
t∈[0,1]
1∫
0
G(t, s)a(s) ds, B = max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s) ds,
where we can choose θ ∈ (0,1/2) such that t0 ∈ (θ,1 − θ), so A B > 0. Also we define
F0 = lim
x→0+ mint∈[0,1]
F(t, x)
x
, F∞ = lim
x→∞ mint∈[0,1]
F(t, x)
x
,
F 0 = lim
x→0+ maxt∈[0,1]
F(t, x)
x
, F∞ = lim
x→∞ maxt∈[0,1]
F(t, x)
x
,
F 0 = lim inf
x→0+ maxt∈[0,1]
F(t, x)
x
, F∞ = lim inf
x→∞ maxt∈[0,1]
F(t, x)
x
,
F 0 = lim sup
x→0+
min
t∈[0,1]
F(t, x)
x
, F∞ = lim sup
x→∞
min
t∈[0,1]
F(t, x)
x
.
3. Existence results
In this section, we are concerned on the existence of at least one positive solution of the
BVP (1.1) and (1.2). We obtain the following existence results.
Theorem 3.1. Suppose (H1)–(H2) hold. In addition, assume that there exist two positive
constants R = r such that
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(A2) F(t, x) RλB , ∀(t, x) ∈ [0,1] × [θR,R].
Then the BVP (1.1) and (1.2) has at least one positive solution u∗ ∈ K with min{r,R}
‖u∗‖max{r,R}.
Proof. We only consider the case r < R. The case r > R follows in a similar way. Let
Ω1 = {u ∈ C[0,1]: ‖u‖ < r} and Ω2 = {u ∈ C[0,1]: ‖u‖ < R}. It follows from (A1) that
for any u ∈ K ∩ ∂Ω1,
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1∫
0
G(t, s)a(s)
r
λA
ds = r = ‖u‖,
therefore
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω1. (3.1)
On the other hand, for any u ∈ K ∩ ∂Ω2, θR  |u(s)|R, θ  s  1 − θ . It follows from
(A2) that for any u ∈ K ∩ ∂Ω2,
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)
R
λB
ds = R = ‖u‖,
therefore
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.2)
Applying Theorem 1.1(A) to (3.1) and (3.2) yields that Tλ has a fixed point u∗ ∈ K ∩
(Ω¯2 \ Ω1), and then u∗ is a positive solution of the BVP (1.1) and (1.2). 
Theorem 3.2. Suppose (H1)–(H2) hold. In addition, assume that
(A3) F 0 = 0, F∞ = ∞, or
(A4) F0 = ∞, F∞ = 0.Then for any λ ∈ (0,∞), the BVP (1.1) and (1.2) has at least one positive solution.
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1
λA
> 0, there exists R1 > 0 such that F(t,x)x 
1
λA
, for (t, x) ∈ [0,1] × [0,R1], therefore,
F(t, x) x
λA
 R1
λA
, for (t, x) ∈ [0,1] × [0,R1].
On the other hand, since F∞ = ∞, for 1λθB > 0, there exists R2 > R1 such that F(t,x)x 
1
λθB
, for (t, x) ∈ [0,1] × [θR2,∞), which implies
F(t, x) x
λθB
 θR2
λθB
= R2
λB
, for (t, x) ∈ [0,1] × [θR2,∞).
Therefore, by using Theorem 3.1, Tλ has a fixed point u∗ ∈ K .
Next, let (A4) hold. In view of F0 = ∞, for 1λθB > 0, there exists R1 > 0 such that
F(t, x) x
λθB
, for (t, x) ∈ [0,1] × [0,R1]. (3.3)
Set Ω1 = {u ∈ C[0,1]: ‖u‖ < R1}. For u ∈ K ∩ Ω1, mins∈[θ,1−θ] u(s)  θ‖u‖ = θR1.
Thus, from (2.3) and (3.3) one can conclude that
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)
1
λθB
u(s) ds
 1
θB
max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)θ‖u‖ds = ‖u‖, (3.4)
which implies
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω1. (3.5)
Again, since F∞ = 0, for 1
λA
> 0, there exists R0 > 0 such that
F(t, x) x
λA
, for (t, x) ∈ [0,1] × [R0,∞). (3.6)
We consider two cases: F is bounded and F is unbounded.
Case (i). Suppose F is bounded, say F M . Let R2 = max{2R1, λMA}. If u ∈ K with
‖u‖ = R2,
‖Tλu‖ = max Tλu(t) = max λ
1∫
G(t, s)a(s)F
(
s, u(s)
)
dst∈[0,1] t∈[0,1]
0
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t∈[0,1]
1∫
0
G(t, s)a(s)M ds = λMAR2 = ‖u‖.
Consequently, ‖Tλ‖ ‖u‖. If we set Ω2 = {u ∈ K: ‖u‖ < R2}, then
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.7)
Case (ii). When F is unbounded, we let R2 > max{2R1,R0} such that F(t, x) 
F(t,R2) for (t, x) ∈ [0,1] × [0,R2]. For u ∈ K with ‖u‖ = R2, by (2.3) and (3.6),
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1∫
0
G(t, s)a(s)F (s,R2) ds
 λ max
t∈[0,1]
1∫
0
G(t, s)a(s)
R2
λA
ds R2 = ‖u‖.
If we set Ω2 = {u ∈ K: ‖u‖ < R2}, then
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.8)
Applying Theorem 1.1(B) to (3.5) and (3.7) yields that Tλ has a fixed point u∗ ∈ K ∩
(Ω¯2 \ Ω1). Also, applying Theorem 1.1(B) to (3.5) and (3.8) yields that Tλ has a fixed
point u∗ ∈ K ∩ (Ω¯2 \ Ω1). Then u∗ is a positive solution of the BVP (1.1) and (1.2). 
Theorem 3.3. Suppose (H1)–(H2) hold. In addition, assume that 0 < AF 0 < θBF∞ < ∞.
Then for each λ ∈ ( 1
θBF∞ ,
1
AF 0
), the BVP (1.1) and (1.2) has at least one positive solution.
Proof. We construct the sets Ω1 and Ω2 in order to apply Theorem 1.1. Let λ ∈
( 1
θBF∞ ,
1
AF 0
), and choose ε > 0 such that
1
θB(F∞ − ε)  λ
1
A(F 0 + ε) .
By the definition of F 0, there exists R1 > 0 such that F(t, x)  (F 0 + ε)x, for (t, x) ∈
[0,1] × [0,R1]. Let u ∈ K with ‖u‖ = R1, then
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
1∫
G(t, s)a(s)F
(
s, u(s)
)
dst∈[0,1]
0
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t∈[0,1]
1∫
0
G(t, s)a(s)(F 0 + ε)u(s) ds
 λ max
t∈[0,1]
1∫
0
G(t, s)a(s)(F 0 + ε)‖u‖ds
= λ max
t∈[0,1]
1∫
0
G(t, s)a(s)(F 0 + ε)R1 ds
= λA(F 0 + ε)‖u‖ ‖u‖. (3.9)
Consequently, ‖Tλu‖ ‖u‖. If we set Ω1 = {u ∈ K: ‖u‖ < R1}, then
|Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω1. (3.10)
Next we construct the set Ω2. By the definition of F∞, there exists R¯2 such that
F(t, x)  (F∞ − ε)x, for (t, x) ∈ [0,1] × [R¯2,∞). Let R2 = max{2R1, θ−1R¯2} and
Ω2 = {u ∈ K: ‖u‖ < R2}. If u ∈ K with ‖u‖ = R2, then mins∈[θ,1−θ] u(s) θ‖u‖ R¯2.
Therefore,
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)(F∞ − ε)u(s) ds
 λ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)(F∞ − ε)θ‖u‖ds
= λθ max
t∈[0,1]
1−θ∫
θ
G(t, s)a(s)(F∞ − ε)R2 ds
= λθB(F∞ − ε)‖u‖ ‖u‖. (3.11)
Hence
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.12)
Applying Theorem 1.1(A) to (3.10) and (3.12) yields that Tλ has a fixed point u∗ ∈ K ∩
(Ω¯2 \ Ω1), which is a positive solution of the BVP (1.1) and (1.2). 
598 Y. Sun / J. Math. Anal. Appl. 306 (2005) 589–603Theorem 3.4. Suppose (H1)–(H2) hold. In addition, assume that 0 < AF∞ < θBF0 < ∞.
Then for each λ ∈ ( 1
θBF0
, 1
AF∞ ), the BVP (1.1) and (1.2) has at least one positive solution.
Proof. We construct the sets Ω1 and Ω2 in order to apply Theorem 1.1. Let λ ∈
( 1
θBF0
, 1
AF∞ ), and choose ε > 0 such that
1
θB(F0 − ε)  λ
1
A(F∞ + ε) .
By the definition of F0, there exists R1 > 0 such that F(t, x)  (F0 − ε)x, for (t, x) ∈
[0,1] × [0,R1]. So, if u ∈ K with ‖u‖ = R1, then mins∈[θ,1−θ] u(s) θ‖u‖ = θR1. Thus,
in the same way of (3.11),
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds  λθB(F0 − ε)‖u‖ ‖u‖.
Consequently, ‖Tλu‖ ‖u‖. So, if we set Ω1 = {u ∈ K: ‖u‖ < R1}, then
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω1. (3.13)
Next we construct the set Ω2. By the definition of F∞, there exists R¯2 such that F(t, x)
(F∞ + ε)x, for (t, x) ∈ [0,1] × [R¯2,∞). We consider two cases: F is bounded and F is
unbounded. If F is bounded by M > 0, set R2 = max{2R1, λMA}. Then if u ∈ K with
‖u‖ = R2,
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 λ max
t∈[0,1]
1∫
0
G(t, s)a(s)M ds = λAM R2 = ‖u‖.
Consequently, ‖Tλu‖ ‖u‖. So, if we set Ω2 = {u ∈ K: ‖u‖ < R2}, then
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.14)
When F is unbounded, we let R2  max{2R1, R¯2} be such that F(t, x)  F(t,R2), for
(t, x) ∈ [0,1] × [0,R2]. If u ∈ K with ‖u‖ = R2, by using the method to get (3.9), we can
get that
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds  λA(F∞ + ε)‖u‖ ‖u‖.
Thus, ‖Tλu‖ ‖u‖. Hence, if we set Ω2 = {u ∈ K: ‖u‖ < R2}, then
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2. (3.15)
Applying Theorem 1.1(B) to (3.13) and (3.14) yields Tλ has a fixed point u∗ ∈ K ∩
(Ω¯2 \ Ω1). Also, applying Theorem 1.1(B) to (3.13) and (3.15) yields that Tλ has a fixed
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proof is complete. 
We state the following results similar to Theorems 3.3 and 3.4 without proof.
Theorem 3.5. Suppose (H1)–(H2) hold.
(1) If F∞ = ∞, 0 < F 0 < ∞, then for each λ ∈ (0, 1AF 0 ), the BVP (1.1) and (1.2) has at
least one positive solution.
(2) If F0 = ∞, 0 < F∞ < ∞, then for each λ ∈ (0, 1AF∞ ), the BVP (1.1) and (1.2) has at
least one positive solution.
(3) If F0 = ∞, 0 < F∞ < ∞, then for each λ ∈ ( 1θBF∞ ,∞), the BVP (1.1) and (1.2) has
at least one positive solution.
(4) If F∞ = ∞, 0 < F 0 < ∞, then for each λ ∈ ( 1θBF 0 ,∞), the BVP (1.1) and (1.2) has
at least one positive solution.
4. Multiplicity results
In this section, we discuss existence results of multiple positive solutions.
Theorem 4.1. Suppose (H1)–(H2) hold. In addition, assume that F0 = F 0 = F∞ =
F∞ = ∞. Then for each λ ∈ (0, λ∗), the BVP (1.1) and (1.2) has at least two positive
solutions. Here
λ∗ = sup
m>0
m
Amax(t,u)∈[0,1]×[0,m] F(t, u)
.
Proof. Define
h(m) = m
Amax(t,x)∈[0,1]×[0,m] F(t, x)
.
It is easy to show that h : (0,∞) → (0,∞) is continuous and
lim
m→+0h(m) = limm→∞h(m) = 0.
Let m0 ∈ (0,∞) such that h(m0) = supm>0 h(m) = λ∗. For λ ∈ (0, λ∗), there exist two
constants c1 and c2 (0 < c1 < m0 < c2 < ∞) such that h(c1) = h(c2) = λ. Hence
F(t, x) c1
λA
, for (t, x) ∈ [0,1] × [0, c1], (4.1)
and
F(t, x) c2
λA
, for (t, x) ∈ [0,1] × [0, c2]. (4.2)
On the other hand, since F0 = F∞ = ∞, there exist two constants d1, d2 (0 < d1 < c1 <c2 < d2 < ∞) with F(t,x)x  1λθB for (t, x) ∈ [0,1] × (0, d1) ∪ (θd2,∞). Thus
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λB
, for (t, x) ∈ [0,1] × [θd1, d1], (4.3)
and
F(t, x) d2
λB
, for (t, x) ∈ [0,1] × [θd2, d2]. (4.4)
Therefore, from (4.1), (4.3) and Theorem 3.1, it follows that the BVP (1.1) and (1.2) has
one positive solution u1 ∈ K with d1  ‖u1‖ c1. In the same way, from (4.2), (4.4) and
Theorem 3.1, it follows that the BVP (1.1) and (1.2) has one positive solution u2 ∈ K with
c2  ‖u2‖ d2. 
Theorem 4.2. Suppose (H1)–(H2) hold. If F0 = F 0 = F∞ = F∞ = 0, then for each λ ∈
(λ∗∗,∞), the BVP (1.1) and (1.2) has at least two positive solutions. Here
λ∗∗ = inf
m>0
m
B min(t,u)∈[0,1]×[θm,m] F(t, u)
.
Proof. Define
p(m) = m
B min(t,u)∈[0,1]×[θm,m] F(t, u)
.
It is easy to prove that p : (0,∞) → (0,∞) is continuous and
lim
m→+0p(m) = limm→∞p(m) = ∞.
Let m0 ∈ (0,∞) such that p(m0) = infm>0 p(m) = λ∗∗. For λ ∈ (λ∗∗,∞), there exist two
constants d1, d2 (0 < d1 < m0 < d2 < ∞) such p(d1) = p(d2) = λ. Thus
F(t, x) d1
λB
, for (t, x) ∈ [0,1] × [θd1, d1], (4.5)
and
F(t, x) d2
λB
, for (t, x) ∈ [0,1] × [θd2, d2]. (4.6)
On the other hand, because F 0 = 0, there exists a constant c1 (0 < c1 < d1) such that
F(t,x)
x
 1
λA
, for (t, x) ∈ [0,1] × (0, c1). Thus
F(t, x) c1
λA
, for (t, x) ∈ [0,1] × [0, c1]. (4.7)
By F∞ = 0, there exists a constant c (d2 < c < ∞) with F(t,x)x  1λA for any (t, x) ∈[0,1] × (c,∞). Let M = sup(t,x)∈[0,1]×[0,c] F(t, x) and c2  max{λMA,c}. It is easy to
see that
F(t, x) c2
λA
, for (t, x) ∈ [0,1] × [0, c2]. (4.8)
Therefore, from (4.5), (4.7) and Theorem 3.1, it follows that the BVP (1.1) and (1.2) has
one positive solution u1 ∈ K with c1  ‖u1‖ d1. In the same way, from (4.6), (4.8) and
Theorem 3.1, it follows that the BVP (1.1) and (1.2) has one positive solution u2 ∈ K with
d2  ‖u2‖ c2. 
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(1) If F(t, u) is nondecreasing on u and 0 < AF 0 < θBF 0 < ∞, then for each λ ∈
( 1
θBF 0
, 1
AF 0
), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1
with ‖uk‖ → 0 (k → ∞).
(2) If F(t, u) is nondecreasing on u and F 0 = ∞, 0 < F 0 < ∞, then for each λ ∈
(0, 1
AF 0
), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1 with
‖uk‖ → 0 (k → ∞).
(3) If F(t, u) is nondecreasing on u and F 0 = 0, 0 < F 0 < ∞, then for each λ ∈
( 1
θBF 0
,∞), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1
with ‖uk‖ → 0 (k → ∞).
(4) If F(t, u) is nondecreasing on u and F 0 = ∞, F 0 = 0, then for each λ ∈ (0,∞), the
BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1 with ‖uk‖ → 0
(k → ∞).
Proof. We only prove the case (1). By λ ∈ ( 1
θBF 0
, 1
AF 0
) we know F 0 < 1
λA
and F 0 > 1λθB .
Choose positive number sequences {ak}, {bk} with ak → 0, bk → 0 (k → ∞) such that
max
s∈[0,1]
F(s, ak)
ak
λA
, min
s∈[0,1]F(s, bk)
bk
λθB
, k = 1,2,3, . . . .
Without loss of generality, we may assume that
a1 > b1 > a2 > b2 > · · · > ak > bk > · · · .
For any k, set
Ω1k =
{
u ∈ K: ‖u‖ < bk
}
, Ω2k =
{
u ∈ K: ‖u‖ < ak
}
.
Let u ∈ ∂Ω2k , then ‖u‖ = ak and 0 u(t) ak , 0 s  1. Since F(t, u) is nondecreasing
on u,
F
(
s, u(s)
)
 F(s, ak)
ak
λA
, 0 s  1.
Therefore,
‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 ak
A
max
t∈[0,1]
1∫
0
G(t, s)a(s) ds = ak.
Consequently,
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω2k. (4.9)
If u ∈ K ∩ ∂Ω1k , then ‖u‖ = bk and minθs1−θ u(s)  θbk , θbk  u(s)  bk , θ  s 
1 − θ . Since F(t, u) is nonincreasing on u,( ) θbk bkF s,u(s)  F(s, θbk)
λθB
=
λB
, θ  s  1 − θ.
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‖Tλu‖ = max
t∈[0,1]
λ
1∫
0
G(t, s)a(s)F
(
s, u(s)
)
ds
 max
t∈[0,1]
λ
1−θ∫
θ
G(t, s)a(s)F
(
s, u(s)
)
ds
 bk
B
max
t∈[θ,1−θ]
1−θ∫
θ
G(t, s)a(s) ds = bk.
Consequently,
‖Tλu‖ ‖u‖, for u ∈ K ∩ ∂Ω1k. (4.10)
Applying Theorem 1.1(A) to (4.9) and (4.10) yields that Tλ has a fixed point uk ∈
K ∩ (Ω¯2k \ Ω1k) such that bk  ‖uk‖  ak . Since ak → 0, bk → 0 (k → ∞) we know
‖uk‖ → 0 (k → ∞). 
Similarly we have the following
Theorem 4.4. Suppose (H1)–(H2) hold.
(1) If F(t, u) is nondecreasing on u and 0 < F∞, F∞ < ∞, then for each λ ∈
( 1
θBF∞
, 1
AF∞ ), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1
with ‖uk‖ → ∞ (k → ∞).
(2) If F(t, u) is nondecreasing on u and F∞ = ∞, 0 < F∞ < ∞, then for each λ ∈
(0, 1
AF∞ ), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1 with
‖uk‖ → ∞ (k → ∞).
(3) If F(t, u) is nondecreasing on u and F∞ = 0, 0 < F∞ < ∞, then for each λ ∈
( 1
θBF∞
,∞), the BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1
with ‖uk‖ → ∞ (k → ∞).
(4) If F(t, u) is nondecreasing on u and F∞ = ∞, F∞ = 0, then for each λ ∈ (0,∞), the
BVP (1.1) and (1.2) has infinitely many positive solutions {uk}∞k=1 with ‖uk‖ → ∞
(k → ∞).
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