Dimensionality reduction is a popular approach to tackle high-dimensional data with low-dimensional nature. Subspace Restricted Isometry Property, a newly-proposed concept, has proved to be a useful tool in analyzing the effect of dimensionality reduction algorithms on subspaces. In this paper, we establish the subspace Restricted Isometry Property for random projections satisfying some specific concentration inequality, which is called by Johnson-Lindenstrauss property. Johnson-Lindenstrauss property is a very mild condition and is satisfied by numerous types of random matrices encountered in practice. Thus our result could extend the applicability of random projections in subspace-based machine learning algorithms including subspace clustering and allow for the usage of, for instance, Bernoulli matrices, partial Fourier matrices, and partial Hadamard matrices for random projections, which are easier to implement on hardware or are more efficient to compute.
Introduction
In this paper we investigate the subspace Restricted Isometry Property (RIP) of random projections with Johnson-Lindenstrauss property. In more intuitive language, given two linear subspaces in an ambient space, we ask whether the "distance" of the two subspaces, * The authors are with Department of Electronic Engineering, Tsinghua University, Beijing 100084, China.
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when defined properly, is almost invariant under a map that approximately preserves Euclidean norm. The precise meaning of these terms will be presented later in this section.
Before that, we ground our results with some preliminaries.
Background
High-dimensional signals can be computationally expensive, or even intractable to analyze.
Fortunately, many real-world high-dimensional signals are of low-dimensional nature. In this vein, numerous low dimensional models have been proposed and have remarkably fascinated researches in signal processing [1] [2] [3] . Union of Subspaces (UoS) is a powerful low dimensional model which subsumes many classical models including sparse representation and has been used extensively in the recent decade [4] . Briefly speaking, UoS model assumes that in a dataset with high ambient dimension, the data points actually lie on a few low dimensional linear subspaces, and these subspaces characterize the intrinsic structure of the dataset.
Subspace clustering [5] [6] [7] is one of the various successful applications of the UoS model that has achieved impressive performance in tasks such as motion segmentation, face clustering, and anomaly detection. Moreover, the performance of subspace clustering is theoretically guaranteed under fairly general conditions, a fact proved in [5] based on the concept of affinity, c.f. Definition 2. However, for traditional subspace clustering algorithms there is a high computational cost in building the so-called similarity representation when the dataset is of high dimension. This defect can be overcome by random compression, as was done in Compressed Subspace Clustering (CSC) [8, 9] . While random compression can significantly reduce the computational burden, it raised a new concern that the affinity between two subspaces may not be preserved after random compression, hence it is not clear whether there is a theoretical guarantee for CSC.
Part of the above concern was addressed in [10] [11] [12] , which provided theoretical analyses for several popular CSC algorithms. However, these analyses are done per algorithm and do not focus on the concept of affinity. A theorem on "invariance property" of affinity under random projections would constitute a more universal framework to analyze the performance of CSC. Such a theorem was given in [13, 14] : Theorem 1. Assume Φ is an n × N Gaussian matrix with i.i.d. entries sampled from N (0, 1/n). For any two subspaces X 1 ,
denote by Y 1 , Y 2 the image of X 1 , X 2 under Φ. Then for any 0 < ε < 1/2 there exists positive constants c 1 (ε), c 2 (ε), such that for n > c 1 (ε)d, the following is true with probability exceeding 1 − e c 2 (ε)n .
Remark 1. In the above theorem aff(X 1 , X 2 ) denotes the affinity between subspaces X 1 , X 2 , c.f. Definition 2 in this paper. Using the notion of projection Frobenius-norm distance, c.f.
Definition 3, (1) has the following corollary in an easy-to-remember form:
In other words, the distance of two subspaces only changes by a small portion after random projections with overwhelming probability. We thus call the "affinity preserving" property in (1) by subspace Restricted Isometry property (subspace RIP), a term resembling the classical Restricted Isometry Property for sparse vectors [15] .
Basically, Theorem 1 states that the change of affinity between two subspaces is likely to be small under Gaussian random projections. The factor (d 1 − aff 2 (X 1 , X 2 )) provides an insight that closer-related subspaces, i.e. the pairs of subspaces with higher affinity, are less likely to be repelled far away by random compression.
In this paper we will prove the subspace RIP for a much wider class of random matrices, namely those random matrices with Johnson-Lindenstrauss property. This class subsumes many useful random matrices, e.g. subgaussian matrices, partial Fourier matrices, and partial Hadamard matrices. Note that in [11] the analysis of CSC algorithms is also done for random matrices with Johnson-Lindenstrauss property. Our result combines the advantages of [11] and Theorem 1, so that we simultaneously have weak assumptions on Φ and universal performance guarantee that are not constrained to specific algorithms.
Our Contribution
In this paper we established the subspace RIP for random matrices with Johnson-Lindenstrauss property, under some mild restriction on dimensions. As mentioned above, this is an improvement on both results in [11] and [14] . Our bound is tighter than the one in [11] and
gives the further implication that closer-related subspaces are less likely to be repelled far away by random compression, which could potentially yield better performance guarantee of CSC. Compared with the subspace RIP for Gaussian random matrices in [14] , our result holds for a much more general class of random matrices, hence allows the application of random matrices that are more useful in practice, for instance those matrices which are easier to generate and store on hardware, e.g. Bernoulli matrices, or those who arise in the physical world naturally and are more efficient to compute, e.g. partial Fourier matrices and partial Hadamard matrices. As pointed out in [16] , in applications such as compressive spectral imaging, typical projection matrices are not Gaussian. Instead, Bernoulli matrices can be used [17] . Our result demonstrate more practical scenarios where techniques of random projections and in particular, CSC algorithms may apply.
Furthermore, our proof deviates from the one in [14] in that we do not rely on any analysis of Gauss space geometry. Since Gauss space geometry often leads to delicate results which fail to hold for non-Gaussian cases, e.g. the celebrated Slepian's lemma and concentration of measure [18] , the proof in [14] can not be carried over to resolve the complicated cases of subgaussian matrices, partial Fourier matrices, partial Hadamard matrices, etc.
To deal with these more general cases, we highlight the concept of Johnson-Lindenstrauss property to summarize the common property shared by this variety of matrices, and introduce the technique of covering arguments to overcome many technical difficulties arising in establishing the subspace RIP for matrices with Johnson-Lindenstrauss property. The independence on special properties of Gaussian distribution makes our proof more intrinsic and flexible.
Notations and Conventions
Throughout this paper, c and C denote two positive universal constants that may vary upon each appearance, whilec is the universal constant in the definition of Johnson-Lindenstrauss property, c.f. Definition 1. Bold upper case letters, e.g. A, are used to denote a matrix, while bold lower case letters, e.g. u, are used to denote a vector. Φ will always be a random matrix with Johnson-Lindenstrauss property. If X is a linear subspace of R N , X ⊥ denotes its orthogonal complement. Orthogonal projections onto subspace X will be denoted by P X . The maximal and minimal singular value of a matrix A will be denoted by s max (A) and s min (A). v is the Euclidean norm of the vector v, and A F is the Frobenius norm of the matrix A. The (n − 1)-dimensional unit sphere in R n is denoted by S n−1 , i.e. S n−1 = {x ∈ R n : x = 1}. The affinity between subspaces X 1 , X 2 , defined in Definition 2, will be denoted by aff(X 1 , X 2 ). Occasionally we will write aff X (resp. aff Y ) as an abbreviation of aff(X 1 , X 2 ) (resp. aff(Y 1 , Y 2 )). The probability of an event is denoted by P(·).
Organization
The rest of this paper is organized as follows. In Section 2, definitions and basic properties 
Preliminaries
The class of random projections we will focus on is the ones with so-called JohnsonLindenstrauss property (Section 9.5, [19] ), defined as following Definition 1. A random matrix A ∈ R n×N is said to satisfy Johnson-Lindenstrauss property, if there exists some universal constantc > 0, such that for any 0 < ε < 1/2 and for
See Section 6.1 for a remark on some variants of this definition. Examples of random matrices with Johnson-Lindenstrauss property are pervasive in both theory and practice.
Appendix 9 provides a non-comprehensive list of such examples and also a related theorem which asserts that classical RIP for sparse vectors with sufficiently small restricted isometry constants implies Johnson-Lindenstrauss property.
Another key ingredient in the statement of our results is the affinity between two subspaces, defined as following [5, 11, 14] :
Denote by P X 1 , P X 2 the matrix of orthogonal projection onto X 1 and X 2 . The affinity between X 1 and X 2 is
There are several alternative ways to compute the affinity which will be used interchangeably. They are summarized in the following lemma.
where · F is the Frobenius norm.
ii) If U 2 are orthonormal bases of X 2 , then
iii) There exists orthonormal bases U 1 , U 2 of X 1 , X 2 , such that
where u 1,i ,u 2,j denotes the i-th column of U 1 and the j-th column of U 2 respectively.
As its name suggests, affinity measures how close two subspaces are to each other. A relevant notion is the projection Frobenius-norm distance of two subspaces [14] .
Definition 3. The projection Frobenius-norm distance of two subspaces X 1 ,X 2 is defined as
where P X i is the matrix of orthogonal projection onto X i , i = 1, 2.
Affinity and projection Frobenius-norm distance are related by
Intuitively, this means that the closer two subspaces are to each other, the less distant they are to each other, which sounds tautological. Our main results will be stated based on affinity, but they can be easily translated to statements on projection Frobenius-norm distance by (3).
We record here a mode of probabilistic argument that will be used implicitly:
Proposition 1. Suppose A,B,C are three events, satisfying A ∩ B ⊇ A ∩ C and
This simple fact will be invoked in an informal way as "assume A to be true, then C implies B; so P(B) ≥ 1 − 2ε".
We will be a bit blurry when using "infinitesimal" ε. That is, we will implicitly shrink the value of ε by a constant ratio when needed. For example, we will assert P(X > ε) < e −cε 2 n while we actually proved P(X > 2ε) < e −cε 2 n . Such gaps are usually easy to fill and harmless to skip. In fact, the former statement can be easily derived from the latter by replacing ε with ε/2 and replacing c with 4c.
Main results
Our main result is the following theorem.
Let Φ be an n × N random matrix with Johnson-Lidenstrauss property. Denote by Y i the image of X i under Φ, i = 1, 2. Then for some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d 2 , the affinity aff X between
with probability at least 1 − e −cε 2 n .
Remark 2. Using projection Frobenius-norm distance, the above theorem has the corollary that
The special case d 1 = 1 in the above theorem turns out to be an important intermediate step towards a proof. We state it separately as a lemma below.
Lemma 2. Suppose X 1 , X 2 are respectivly a one-dimensional and a d-dimensional subspace
Let Φ be an n × N random matrix with Johnson-Lidenstrauss property.
Denote by Y i the image of X i under Φ, i = 1, 2. Then for some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d, we have
Johnson-Lindenstrauss property
In this section we discuss some consequences of Johnson-Lindenstrauss property and re- But the proof there fails for the more general case of matrices with Johnson-Lindenstrauss property, and in this paper we prove for the first time Corollary 2 in this more general case, by a method which is very different from the one in [14] . On the other hand, Lemma 6 has already been proved as Theorem 9.9 in [19] , but we sketch a proof here to highlight some useful tools for our proof of the main results.
We begin with a simple consequence of Johnson-Lindenstrauss property.
Lemma 3 (Perturbation on inner products). Suppose u, v are orthogonal unit vectors in R N . Let Φ be an n × N random matrix with Johnson-Lindenstrauss property. Then for some universal constant c > 0 we have
Proof. This follows from the definition of Johnson-Lindenstrauss property since
Lemma 3 is an example of "pointwise" estimates which bound the large deviation probability of a random function f evaluated at a point (u, v). In many cases, we will need their "global" versions, which should be a large deviation inequality for sup u,v f (u, v). There is a convenient device, the covering arguments, to transport from such "pointwise" estimates to "global" ones. We take a detour to introduce the essential idea of this useful tool.
Covering arguments
Roughly speaking, covering arguments are based on finite skeleton of totally bounded 1 metric space and perturbation inequalities. The former idea is captured in the definition of an ε-net:
The metric entropy of X is a function N (X, ε) defined as the minimum cardinality of an ε-net of X.
For subsets of Euclidean space, the metric entropy can be easily bounded by a volume packing argument. For the Euclidean unit ball the corresponding result reads as following:
Lemma 4 (Proposition C.3, [19] ). Let B n be the unit ball in R n . Then
Next we turn to some simple perturbation inequalities which control the error induced by working with ε-net. In particular, we are concerned with bounding the operator norm of a n × n matrix A, expressed as sup x∈S n−1 Ax . Instead of bounding Ax for all x on the unit sphere, we restrict our attention to a ii) Let A be a n × n matrix. Then
where · op denotes the operator norm.
Proof
The proof of ii) is similar and can be found in [20] , Lemma 5.3.
Johnson-Lindenstrauss property and subspace perturbation
We return to our discussion on Johnson-Lindenstrauss property.
Lemma 6 (Perturbation on orthonormal basis). Suppose U is an N × d matrix with orthonormal columns, i.e. U T U = I d . Let Φ be an n × N random matrix with JohnsonLindenstrauss property. Then for some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d, we have
where s min (·) and s max (·) denotes respectively the minimal and the maximal singular value of a matrix. In particular, the probability that ΦU is of full rank is at least 1 − e −cε 2 n .
Proof. Note that it suffices to prove P max
For any x ∈ S d−1 , Johnson-Lindenstrauss property implies
The desired inequality (4) follows from (5) and a standard covering argument. By Lemma 4, one may find a set N ⊆ S d−1 with cardinality 5 d such that
Then by Lemma 5
By (5), (6) and union bound,
The proof is completed once we choose C large enough so that d log 5 + log 2 < C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d, we have
Proof. This can be proved by applying Lemma 6 to the matrix [v, U]. Alternatively, one may use Lemma 3 and a standard covering argument. We detail the latter approach to illustrate the usage of covering arguments. By Lemma 5 we have
where N is a 
By (7), (8) and union bound,
The proof is completed once we choose C large enough so that d log 5 + log 4 < 1 2 cε 2 n whenever n > Cε −2 d.
The following corollary turns out to be the essence of Lemma 2.
Corollary 2. Keeping the same notation in Lemma 2, assume further that X 1 and X 2 are orthogonal to each other. Let u 1 be a unit vector in X 1 and y 1 = Φu 1 . Then for some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d, we have
Consequently, denotingŷ 1 =
, the following is true by Johnson-Lindenstrauss property:
] be an orthonormal basis for X 2 . Set V 2 = ΦU 2 . By Lemma 6, one may assert with probability at least 1 − e −cε 2 n that V 2 is of full rank and all of its singular values are in (
In this case we have
Thus
Now one may invoke Corollary 1 to conclude the proof.
We are now prepared to finish the proof of Lemma 2 and Theorem 2, as we shall do in the next section.
Proof of main results

Proof of Lemma 2
To begin with, choose unit vectors u 1 ∈ X 1 and u 2,1 ∈ X 2 , such that λ
This is possible by the existence of principal orthonormal bases (Lemma 1). In fact, u 2,1 is the direction vector of the projection of u 1 onto X 2 . We thus have
where u 0 is some unit vector orthogonal to u 2,1 . Recall that the squared affinity of Y 1 and Y 2 is defined as
In light of (9), we have
Note that P Y 2 Φu 2,1 = Φu 2,1 since Φu 2,1 ∈ ΦX 2 = Y 2 . Furthermore,
where the first equality is elementary geometry. Thus
Combining these equations, we have
According to Johnson-Lindenstrauss property, Lemma 3, and Corollary 2, the above quantity can be bound by (1 − λ) 2 ε with probability at least 1 − e −cε 2 n , as desired.
Proof of Theorem 2
Choose a principal orthonormal bases (Lemma 1) U 1 , U 2 for X 1 , X 2 . In this proof we also borrow the notation of λ k from Lemma 1. Denote V 1 = ΦU 1 , V 2 = ΦU 2 . The k-th column of U 1 , U 2 and V 1 are respectively denoted by u 1,k , u 2,k and v 1,k . Note that v 1,k = Φu 1,k by definition.
For the sequel we assume that V 1 , V 2 are of full rank and all of their singular values lie
, by virtue of Lemma 6 and Proposition 1. We shall need two auxiliary matrices derived from V 1 . The first one is the column-normalized version of V 1 , defined aŝ
, . . . ,
]. The second one is the orthogonal matrix obtained from GramSchmidt orthogonalization of columns of V 1 , which we denote by Q 1 . The k-th column of V 1 and Q 1 are respectively denoted byv 1,k and q 1,k . Let P Y 2 be the orthogonal projection onto Y 2 , i.e. the column space of V 2 . We have
We estimate the last two quantities in (11) respectively. Proposition 2. For some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d 2 , the following is true with probability at least 1 − e −cε 2 n :
Proof. We have
Observe that U T 2 u 1,k is the affinity between X 2 and the one-dimensional subspace spanned by u 1,k , while P Y 2v1,k is the affinity between Y 2 and the one-dimensional subspace spanned by Φu 1,k . Furthermore, U T 2 u 1,k = λ k since U 1 , U 2 are principal orthonormal bases. By Lemma 2, one may find universal constants c > 0, C > 0 such that whenever
By union bound,
with probability at least 1 − d 1 e −cε 2 n . If we choose C > 2c −1 , then log
In this case the conclusion is obvious since 1 −
Proposition 3. Then for some universal constants c > 0, C > 0 and for any 0 < ε < 1/2, whenever n > Cε −2 d 2 , the following is true with probability at least 1 − e −cε 2 n :
Proof. Similar to (12), we have
Denote by Z k the space spanned by v 1,1 , . . . , v 1,k . Then
Note that q 1,k ,v 1,k are unit vectors, hence by Pythagorean theorem we have
and
where Y ⊥ 2 denotes the orthogonal complement of Y 2 . Combining (14) and (15) we obtain
This together with (16) yields
By Corollary 2, P Z k−1v 1,k 2 ≤ ε with probability at least 1 − e −cε 2 n . The proof would be complete once we show
By (13) and the discussion prior to it (which says that U T 2 u 1,k = λ k ), the following is true with probability at least 1 − e −cε 2 n :
whence establishing (19) . For (18) , however, some more work is required. Let Z k−1 be a orthonormal basis of Z k−1 . Then
One recognizes at once that Z T k−1v 1,k 2 = P Z k−1v 1,k 2 , which is bounded by ε 2 /4 with probability at least 1 − e −cε 2 n according to Corollary 2. It remains to prove
Since Z k−1 has orthonormal columns, it follows that
By definition, Z k−1 is spanned by the first (k − 1) columns of V 1 = ΦU 1 . Denote by
Recall that we assumed V 1 = ΦU 1 to have all singular values lying in (
A "pointwise" bound of the right hand side in (22) is immediate. That is, for any x = (x 1 , . . . , x k−1 ) T ∈ S k−2 , the following is true with probability at least 1 − e −cε 2 n :
where the inequality and the probability bound follows from s 2 max (ΦU 1,1:k−1 ) ≤ 1 + ε and Lemma 2. Since P X 2 u 1,i = λ i u 2,i by choice of principal orthonormal bases, we have
Combining (21), (22), (23), (24) and a standard covering argument, we obtain (20) as desired.
Discussions
About Universal Constant
Recalling Definition 1, some authors (e.g. [11, 19] ) allow the constantc to be dependent on N . Actually, such definition is what we meant when we claim partial Fourier matrices and partial Hadamard matrices satisfy Johnson-Lindenstrauss property. Fortunately, the dependence ofc on N is usually mild in practice, e.g.c N −1/2 , see Appendix 9 2 . Thus one may still regardc as a "universal constant". Anyway, we require c to be universal in our definition for convenience. Reader would not be bothered by this simplification since our proof in this paper works for both definitions. In general, one only needs to replace n > Cε −2 d by n > Cc −1 ε −2 d and replace e −cε 2 n by e −ccε 2 n in the statement of Theorem 2, Lemma 2, and Lemma 6, etc.
About the Proof
Corollary 2 and its proof are novel. On the other hand, once Corollary 2 is established, the proof of Lemma 2 is easy computation and follows the same line as in [14] .
The proof of Theorem 2 is more delicate and does not follow from the same argument in [14] . The main difficulty is that an orthonormal basis fails to remain orthonormal after random projection, and the structure gets more complicated if we perform an orthogonalization on this new basis. For i.i.d. Gaussian case there is still some relief that the new basis vectors are jointly independent, which greatly simplifies the analysis of effects of orthogonalization in [14] . However, this trick fails even for Gaussian matrix with mildly dependent entries and for i.i.d. subgaussian matrix, let alone the case of matrix with
Johnson-Lindenstrauss property which involves no independence assumption at all. We have to introduce covering arguments to remove the i.i.d. Gaussian assumption. Another issue is that unlike in the Gaussian case, Y 1 no longer has the same dimension as X 1 almost surely, so more care needs to be taken.
Up till Equation (17) includes the less new contribution of the proof, which mostly follows the similar lines of arguments in [14] . The remaining part of the proof which relies heavily on covering arugments diverges from the one in [14] and is novel.
Simulations
We verify our results on Yale Face Database B [21] and test the performance of Sparse Subspace Clustering (SSC) after random projection by Gaussian matrix, Bernoulli matrix, partial Fourier matrix, and partial Hadamard matrix. Yale Face Database B is a database with ambient dimension N = 32256 that contains the face images of 10 human subjects.
For convenience we randomly select 4 subjects to analyze their face images.
The performance is evaluated in terms of clustering error rate [6] , i.e. the rate that SSC algorithm clusters a randomly compressed image to the correct subject, see Fig. 1 . We are also concerned with the boost-up in computational efficiency supplied by fast algorithms for partial Fourier matrices and partial Hadamard matrices, which will be evaluated in terms of average running time, i.e. the time it takes to compute the random projection of a high-dimensional vector, see N is larger and n ≫ log N .
Conclusion
In this paper we proved the subspace RIP for random matrices with Johnson-Lindenstrauss property. Johnson-Lindenstrauss property is a very general property that is satisfied by a wide range of random matrices, including Gaussian matrices, Bernoulli matrices and other subgaussian matrices, partial Fourier matrices and partial Hadamard matrices. Our proof is based on a more refined and intrinsic geometric argument than previous results, therefore provides more accuracy and applicability.
Subspace RIP, or in plain language, the almost-invariance of affinity under random projections, has played an important role in the analysis of Compressed Subspace Clustering algorithms. Hence our result demonstrates more scenarios where random projection and CSC may apply and has the potential to give better performance guarantee for CSC algorithms. Furthermore, since subspace RIP is a universal concept that does not depend on any specific algorithm, our result may find its application in various subspace-based machine learning algorithms, which we leave to future research.
9 Appendix: Examples of Random Matrices with Johnson-
Lindenstrauss Property
There are two wellsprings of random matrices with Johnson-Lindenstrauss property. The first one is subgaussian concentration property, and the other one is Restricted Isometry Property for sparse vectors. We demonstrate these two points respectively.
Subgaussian concentration
We begin by defining subgaussian random variables and subgaussian random vectors. Denote by E(·) the expectation operator in this appendix. It is possible to generalized the above definition to a multi-dimensional setting.
Definition 6. Let Γ be a positive semidefinite matrix. An Γ-subgaussian random vector is a random vector u taking value in R n such that for any x ∈ R n ,
Such a random vector is said to satisfy Bernstein condition, if
for some constant C > 0, where · op denotes the operator norm. Proof. See Theorem 2.10 in [22] . Proof. Only d) deserves a proof, which can be found in Remark 2.9 in [22] .
Restricted Isometry Property
Restricted isometry property for sparse vectors [15] 
The function δ(s) is called the restricted isometry constant of A.
It is easy to see that Johnson-Lindenstrauss property implies RIP, see for instance Theorem 5.2 in [23] ). The converse is also true in some sense, as the following theorem shows.
Theorem 4. Assume A is an n × N matrix with RIP and restricted isometry constant δ(s). Fix some ε ∈ (0, 1/2). Assume further that for some s > 0 we have δ(s) < ε/4. Let D ǫ be a diagonal matrix with i.i.d. Rademacher random variables on its diagonal, then for any x ∈ R N , we have
for some universal constantc > 0.
Proof. This follows from decoupling of order-2 Rademacher chaos in [24] . For a more direct account see the proof of Proposition 3.2 in [25] .
Partial Fourier matrices and partial Hadamard matrices are both examples of a more general class of random matrices, namely random sampled Bounded Orthonormal Systems (BOS). For such matrices it was shown that their restricted isometry constants are sufficiently small:
Theorem 5 ( [19, 24] ). Let A ∈ C n×N be the random sampling associated to a BOS with constant K ≥ 1. For ζ, η 1 , η 2 ∈ (0, 1), if n log(9n) ≥ C 1 η In fact, milder dependence on N can be obtained if we pose the condition that n is not too large. For example, take s = ⌈ε 2 n/α(N )⌉, where α(n) is a function growing with the order at least log 4 N . Then for n ≤ α 2 (N ), we have P( AD ǫ x 2 − x 2 > ε x 2 ) ≤ 2e −cε 2 n/α(N ) .
