This paper presents a novel hybrid control protocol yielding safe motion planning for multiple vehicles with constraints on control inputs. More specifically, we consider turning rate and linear speed constraints to represent fixed-wing or car-like vehicles. A set of statefeedback controllers along with a state-dependent switching logic are synthesized in a hybrid system to generate collision-free trajectories that converge to the desired destinations of the vehicles. The switching law is designed so that the safety can be guaranteed while no Zeno behavior can occur. A novel temporary goal assignment is adopted to guarantee convergence. We analyze the individual modes for safety and the closed-loop hybrid system for convergence. The protocol is provably safe and scalable with the number of agents.
I. Introduction
Distributed control in multi-agent systems has attracted much attention over the last decade, some of the recent works include but not limited to [1] [2] [3] [4] [5] [6] . A fundamental problem of interest in this area is the multi-agent motion planning, i.e., the problem of generating collision-free trajectories for multiple agents so that they converge safely to assigned destinations. More specifically, considering linear speed and turning radius constraints has attracted much attention in recent years [7, 8] , motivated in part by conflict resolution for fixed-wing aircraft. Numerous methodologies have appeared in recent years with one of the most popular being vector-field based methods. For instance [9] utilizes potential-field flow theory, [10] presents a barrier function based verification method for reactive controllers, and [11] extends the Navigation Function-based approach to 3-D motion. Optimization-based techniques are used in [12, 13] , where the problem of collision avoidance is formulated as a Markov Decision Process. Authors in [14] present probabilistic maps based method for path planning, see also [15] for overview of sampling based algorithms for motion planning. The work presented in [16, 17] uses Model Predictive Control (MPC)-based coordination. The survey paper [18] presents a comparison among various algorithms for Unmanned Aerial Vehicles (UAV) path following, such as carrot-chasing algorithm, vector-field based path following, Pure-pursuit and LOS-based (PLOS) path following, and Non-linear Guidance Law (NLGL).
Within the plethora of planning and control methodologies, hybrid (switched) control has its own merits. The introductory paper [19] provides an overview of the hybrid systems framework, and states the merits of using hierarchical organization with this framework; namely, that it helps in managing complexity since in principle it requires less detailed models at higher levels (discrete abstraction). In the context of UAV planning and control, several hybrid or switched systems approaches have been developed; for instance, [20] presents a solution that yields convergence to an objective circular path, [21] presents a hybrid law for autonomous transition flight, and [22] proposes a safe hybrid control scheme for non-holonomic vehicles flying through an obstacle environment. There has been lot of work on conflict resolution of two aircraft system, see [23] [24] [25] [26] . The authors in [24] present a method of designing hybrid controllers for safety specifications, see also [25] . They work with relative configuration model for the case of two aircraft, and define two modes of operation: follow a straight line course and follow a half-circle. While their approach is limited to two aircraft, it also requires the aircraft to be able to change their heading angles instantaneously, resulting into non-smooth trajectories.
where > 0 is some small number.
Remark 2. It is worth noting that the lower bound on communication radius R c is independent of the number of agents N and is only a function of system parameters, like safety distance d m and input bounds.
D. Notations
Throughout the paper, we use ||v|| for the Euclidean norm of vector v, |v| for absolute value if v is a scalar element (e.g., θ i ) and cardinality or number of elements if v is a set (e.g., N i ). We use α ij to denote the difference between α i and α j , i.e. α ij = α i − α j . In particular, angular difference between agents i and j denoted as θ ij , is the shortest angle between their orientation vectors, i.e. θ ij = min{|θ i − θ j |, 2π − |θ i − θ j |}. While r gi is the actual goal location of agent i, we refer to r gitemp as the assigned goal location. Parameters δ, ∆ and are small, positive numbers. Lastly, in the Figures 1, 3, 5 and 6, the thinner arrows depict the path taken by the respective agent, while the thicker arrows depict the transition of the agents from one mode to another, and their behavior in the new mode.
E. Design Overview
We are seeking the synthesis of a hybrid system whose modes accomplish safe trajectory generation and convergence to desired goal locations for multiple agents. The system modes are described in detail in Section III, and correspond to (combinations of) simple maneuvers that aircraft-like vehicles can perform, such as moving along a straight line (M 1 ) and moving in a circular path (M 2 ). Table 1 gives an overview of the objectives of the various modes, and the situations under which they become active. Loiter at Goal (M 2 ) Once reached at the goal Details about the terms used in the hybrid system formulation as well as the control law are discussed in the following sections.
III. Modes of the Hybrid System
A. Go-Round (q i1 ) This mode is used if an agent i is in conflict with another agent j which is not close in terms of orientation, i.e., if their orientation are such that θ ij > θ c . In this manner, the agents can maintain safe distance even with bounded control inputs by going around a circular path on which their inter-agent distance remains constant. Agent i moves on a circular path C i : {r ∈ R 2 | r − p ob (i) = r ob (i)} whose radius is r ob (i) around the centre p ob (i) = p obx (i) p oby (i)
T (see Figure 1 ).
Figure 1. Conflict resolution in Go-Round Mode
The center of the orbits p ob (i) = p ob (j) and r ob (i) = r ob (j) are given as
where t min = − r T ijṙij |ṙij | 2 , r ij = r i − r j ,ṙ ij =ṙ i −ṙ j and k i , k j denote the modes of the agent i and agent j, respectively, before switching to mode q 1 . If agent j is already in mode q j1 , then agent i chooses the same center of the circular orbit but a larger radius, i.e. p ob (i) = p ob (j) and r ob (i) = r ob (j) + 2d m . This allows agent i to maintain the safe distance with agents in the inner circle.
The control law u i1 under this mode is given as:
where t s is the time instant when agent i switches to mode q i1 , k v1 is given by (10), ϕ i1 = arctan
and the vector field
T for the limit-cycle (see Figure 2 ) is given as:
where x = (x i − p obx (i)) and y = (y i − p oby (i)). Control gain k v1 is chosen so that the linear speed is continuous at switching instant, i.e.
i1y (x i (t s )) = v ij (t s ) with q ij being the mode in which agent i was before switching to mode q i2 . Hence:
B. Change-u (q i3 )
This mode is used to avoid collision between agents coming at a small angular difference. Agent i switches to this mode if θ ij ≤ θ c where j ∈ N i and
where
Rc and v r = vmin vmax . If the agents are such that one agent is in front of the other agent, in particular, the following geometric condition holds
then agent i decreases its linear speed and agent j increases its linear speed. If the condition (12) holds with i replaced by j, then agent i increases its speed while agent j decreases its linear speed. If none of these conditions hold, then the agent whose linear speed is smaller at the switching instant decreases it to v min , while the other one increases it to v max . If the linear speeds of the agents are same, then agent with smaller label value decreases its speed while the other one increases its speed Without loss of generality, assume that agent i decreases and agent j increases its linear speed. The control law u i3 is given as:
Here a v3i , b v3i , c v3i , d v3i are chosen as per (14) 
= 0, so that the variation of f (t) looks as per Figure 4 . With these boundary conditions on f (s), we get
Similarly, the control law of agent j reads:
where a v3j , b v3j , c v3j , d v3j are chosen as per (14) with f 1 = v jl (t s ) where q jl is the mode from which agent j switched to mode q j3 and f 2 = v max .
C. Follow-Leader (q i2 )
Agent i switches to this mode if it is resolving conflict with agent j while in mode q i3 , and another agent k comes in conflict with them. Agent i makes a formation with agent j to resolve the conflict with the agent k. The formation acts as a single entity and decisions for agents outside the formation are made with respect to the leader lead(i) (see Figure 5, 6) . For instance, according to the orientation of agent k w.r.t. the leader, the two entities (agent k and the formation) resolve the conflict by switching to either mode q k1 or q k3 . While in this mode, agent i follows its leader lead(i), in the sense that it aligns its orientation and linear speed with those of the leader's, while maintaining the safe distance from it. The agent nearest to the geometric center of the agents is chosen as leader, i.e. lead(i) = argmin
If there are multiple such j, then out of these agents, one with the least label value act as the leader (see Remark 3) . If agent i is the leader, then it switches to mode q i1 or q i3 to resolve the conflict with the agent k. The control law u i2 is given as:
, where t 0 = t s is the switching instant, and the interval length is t j+1 − t j = δ t . This ensures that v i2 (t) matches with time-varying v lead(i) (t).
Remark 3. In this case, the choice of leader does not matter as long as all the agents know which agent is the leader. This heuristic is adopted to avoid any uncertainty as to who should act as the leader.
D. Go-towards-Goal (q i4 )
Agent i switch to this mode when its free of any conflict, i.e. N i = ∅. In this mode, agent i moves radially towards its assigned goal location r gitemp under a globally attractive vector field. The control law for this mode u i4 is as follows:
where k v4 (t s ) = v ij (t s ) and j is the mode in which agent i was before switching to mode 4 and t s is the
is the orientation of the vector field F i4 which is given by:
E. Loiter-At-Goal (q i5 )
Agent switches to this mode from q i4 when it is close enough to its assigned goal location, i.e. if r i − r gitemp = r c . In this mode, agent i loiter in a circular orbit centered at r gitemp , radius r c under the control law u i5 given as:
where F i1 is given by (9) with p ob (i) = r gitemp and r ob (i) = r c . Gain k v5 (t s ) is chosen so that u i is continuous at the time of switching:
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IV. Analysis of Individual Control Laws
A. Safety and Convergence of mode q i1 (Go-Round) and q i5 (Loiter-At-Goal)
Since control laws under the modes q i1 and q i5 are same, we only need to analyze one of the modes for convergence:
Under the effect of control law (8), the closed-loop trajectory of agent i converges to the circular orbit C i .
Proof. It can be readily observed that vector field F i1 as per (9) has a circular limit-cycle of radius r ob (i) centered at p ob (i) (see Figure 2 ). Agent i under the control law (8) asymptotically tracks this vector field. This can be verified by choosing candidate Lyapunov function V (θ i ) = (θ − ϕ i1 ) 2 whose derivative along the system trajectory under control law (8) 
2 . SinceV is negative definite, we have that θ i tracks ϕ i1 asymptotically. Note that the linear speed in control law (8) is non-zero except for r i = p ob (i). Therefore, agent i follows the vector field (9) and converge to the circular path around p ob (i). Proof. With the choice of p ob (i) = p ob (j) as per A, one has that v i1 = v j1 in this mode. Therefore, once they are on the circle, the inter-agent distance remain constant. We choose this protocol only when this constant inter-agent distance is greater than the minimum allowed separation between agents. Agents i and j go to this mode at time instant t only when their angular separation θ ij ≥ θ c . Now, since the control laws of agent i and j are same under this protocol, their angular difference also remains same (see Figure 7 ). Hence, we get that d = 2r sin θ where value of the angle θ in worst case is θ = θ c while minimum
From the choice of minimum radius as (4), we get that the modes q i1 and q i5 are safe.
B. Convergence of mode q i2 (Follow-Leader)
In this mode, agent i will follow its leader agent j = lead(i), in the sense that it will align its linear speed and angular position along those of the leader j: Lemma 3. Under the effect of control law (16), agent i aligns its linear speed u i and angular position θ i along that of leader speed v lead(i) and orientation θ lead(i) , respectively.
Proof. For the linear speed u i , we observe that under the protocol (16), agent changes its speed to match that of its leader. To simplify the notations, let j = lead(i). Define the error terms as θ ij θ i − θ j . Choose candidate Lyapunov function as V (θ ij ) = 
2 , which is negative definite over R. Hence the error term θ ij asymptotically goes to zero, i.e. agents align its linear speed and orientation with those of its leader.
It is also required that the agents maintain safety: Proof. W.L.O.G., assume that the leader's orientation θ lead(i) = 0 and v lead(i) = 0 so that the speed and orientation of agent i are relative to those of the leader's. Also, to simplify the notation, assume that the leader is located at origin so that we get (
where t = 0 denotes the time instant when the agents detect each other (see Figure 8) . Once agent i is in the mode q i2 , as per (16) its closed loop dynamics read:
where x 0 = −R c and 0 ≤ s = t−t0 δt ≤ 1. By integrating first equation between s = 0 to 1, we get
Hence with choice of R c as per (5), we get that agent i maintains safe distance from its leader while in mode q i2 .
C. Safety of mode q i3 (Change-u)
This mode is used when the inter-agent angular separation is small, i.e., θ ij ≤ θ c . In this situation, adjusting the linear speeds of the agents in conflict can maintain the minimum distance:
If agents i and j follow the control law (13), (15) , then the inter-agent distance satisfies
Proof. Under the effect of this control law, agents i and j do not change their orientations. Hence, W.L.O.G., we can assume that θ i = 0. Letî andĵ denote the unit vectors along the coordinate axes (see Figure 9 ). With θ i = 0, we have thatṙ
If we modify the linear speeds of the agents as per (13a) and (15a), we get:
Let the orientation of agent 2 be θ 2 = −θ. Now, since the agents change their speeds while in this protocol, let us assume that agent 1 decreases its speed to v min while agents 2 increases its speed to v max . Now, from the figure, we need that 
From this, we get cos
Since the agents switch to this mode only if θ ij < θ c , from the choice of critical angle θ c as per (11), we get that the agents i and j would maintain the safe distance in this mode.
D. Convergence Analysis of mode q i4 (Go-towards-Goal) Theorem 1. Under the effect of control law (17), agent i moves towards its goal location r gi .
Proof. Similar to Lemma 1, it can be verified that under the control law (17) , agent i will asymptotically track the vector field (18) . Hence, agent i points along the orientation of vector field F i4 , i.e., ∠ṙ i = ∠F i4 . From (17a), we have that the magnitude of the velocity vector
. Taking its time derivative along the system trajectories under the control law (17), we getV = (r i − r gi ) (18) , its easy to see that the vector field F i4 points towards −(r i − r gi ) i.e. F i4 = − (ri−rgi) ri−rgi . Define r e = r i − r gi and θ e = θ i − ϕ i4 so that we have:
We have thatV is a negative definite function over R 3 and hence, equilibrium r gi is globally asymptotically stable. Hence, under the effect of control law (17) , agent i moves towards its goal location.
E. Input bounds in each mode
To complete the analysis of individual modes, it is necessary to show that the control input bounds are satisfied in each of the modes: Theorem 2. There exists proper control gains k vj , k ωj in each mode q j j ∈ {1, 2, 3, 4} such that the control input in the respective mode satisfy the constraints (2c), u i is continuous and piece-wise differentiable and ω i is piece-wise differentiable with finite number of jump discontinuities for t ∈ [0, ∞).
Proof. See Appendix A for input bounds. For the other part, it can be readily noted that control inputs v ij , ω ij in each mode q ij are continuously differentiable. Hence, we only need to show that v ij is continuous at the time instant when agent i switches from one mode to another. This can be verified easily since for each mode q ij , control gain k vj is chosen at the time of switching so that it maintains continuity of v ij , i.e.
where t k is the time of switch. For finite number of jumps for ω ij , it is sufficient to show that there there are only finite number of switches, which we prove in Section V.
In next section, we present the switching logic among the modes of the hybrid system, and prove convergence of the system trajectories to mode q 5 .
V. Switching Logic and Convergence to Goal

A. Hybrid System Formulation
For each agent i, the hybrid system describing the evolution of its state trajectories can be defined using the following [29] :
• The set of discrete states: Q i = {q i1 , q i2 , q i3 , q i4 , q i5 }.
• The set of continuous states:
• The vector field: f j (x i , u ij , q ij ) given out of (2).
• A set of initial states: X 0 = {x | r i − r j > R c ∀j = i} ⊂ X.
• A set of edges: E :
• A guard condition G(·, ·) :
B. Temporary Goal Assignment
The reset map R(q i1 , q i4 ) assigns temporary goal location to agent i when it is in mode q i1 and its goal location is very close to its current location. It assigns the goal location of agent j if the agent j is in a circular orbit at the same center as agent i but with a smaller radius, i.e. it is an inner orbit. This makes agent i to go to the goal location of agent j. In the resent condition R(q i5 , q i4 ), the vector z is a random vector such that z = r c . This makes the temporary goal location and actual location of agent i are different. This assignment is temporary because as soon as agent i is out of conflicts, i.e. N i = ∅, the reset condition R(q i4 , q i4 ) resets the temporary goal location so that r gi = r gitemp . Lastly, the reset condition R(q i2 , q i4 ) assigns a temporary goal location on the free side (i.e. the space where (r − r i ) T (r j − r i ) < 0 where j = lead(i)), so that the agent i can leave the mode q i2 (see Figure 10 ). Figure 10 . Temporary goal assignment by R(q i2 , q i4 ). The "free-side" is the space away from the agents in formation. The temporary goal location is chosen so that it is on the free-side. Here, the blue square is the actual goal location of the agent i while yellow star is the assigned temporary goal location.
C. Contents of Communication Package
Each agent i maintains and communicates certain flags and lists to depict the complete situation in terms of what type of conflict it is in, what control law it is following, and how many and which agents are there around it in conflict:
• AtGoal : If the agent i is in mode q i5 , it sets AtGoal(i) to 1 and keep it 0 otherwise.
• AtObstacle : If an agent is in mode q i1 or q i5 , it sets AtObstacle(i) to 1.
• InFormationWith (IFW): Agent i maintains a list IF W (i) of agents in its formation while in mode q i2 .
• InConflictWith (ICW): Each agent i maintains a list of the agents j ∈ N i whom it is in conflict with.
• p ob and r ob : Agent i also maintains the position of center p ob (i) and radius r ob (i) of the circular path C i while in mode q i1 or q i5 .
D. Switching Logic
The switching logic of the agents can be represented as an Automaton as per Figure 11 . Any agent i initiates with mode q i4 from any initial condition (x i (0), q i0 ). Throughout the system evolution, agent i switches between modes as described below:
• From Mode q i1 : It switches to mode q i4 if G(q i1 , q i4 ) is active, i.e. if it does not have any other agent j ∈ N i with r ob (i) ≥ r ob (j) ∀ j at the same centre and if it has its goal in the line of sight, i.e. |θ i − ∠(r gi − r i )| < δ for some small δ > 0. Furthermore, since it switches only if cos(∠(p ob (i) − r i (t)) − ∠(r gi − r i (t))) < 0, this guarantees that agent does not leave the mode as soon as it enters. Now, if the goal location of the agent lies inside or very close to its circular orbit, i.e. if r i − r gi ≤ 4r ob (i), then a temporary goal location r gitemp is assigned to the agent i by reset R(q i1 , q i4 ) to make it switch to mode q i4 .
• From Mode q i2 : Agent i switch to mode q i4 from q i2 when the guard condition G(q i2 , q i4 ) is satisfied: if there is no agent with which the formation has to resolve the conflict (i.e. all the neighboring agents are in formation) and if the agent is farthest away from the the leader (i.e. r i − r j ≥ r k − r j ), Figure 11 . Automaton Representation of the Switching law then the agent i leaves the formation by switching to mode q i4 . If it has its temporary goal location on the free side, i.e. if (r gitemp − r i ) T (r lead(i) − r i ) < 0, it switches to mode q i4 directly. Otherwise, it resets its temporary goal location per R(q i2 , q i4 ) which would fall on the free side and then switch to mode q i4 .
• From Mode q i3 : Agent i switches to mode q i4 when G(q i3 , q i4 ) is active, i.e. if there is only agent in conflict (|N i | = 1) and it starts moving away from the agent in conflict
T η j > 0). It switches to mode q i2 when G(q i3 , q i2 ) is active, i.e. if another agent k comes in conflict.
• From Mode q i4 : It switches to mode q i1 if G(q i4 , q i1 ) is active, i.e. if the agent-in-conflict (say, agent j) is coming head on i.e. θ ij > θ c or if it is already in mode q j1 or q j5 so that AtObstacle(j) = 1. Otherwise, it switches to mode q i3 if G(q i4 , q i3 ) is active, if the agent-in-conflict is coming towards agent i in such a way that θ ij ≤ θ c . It switches to mode q i5 once it reaches a point such that r i − r gi = r c .
• From Mode q i5 : If r gi = r gj for some j = i, then once agent j comes in communication radius of agent i, i.e. when j ∈ N i , agent i switches to mode q i4 and resets its temporary goal location as per R(q i5 , q i4 ).
In the following subsection, we show that every agent eventually converges to the mode q i5 . Theorem 1 ensures that all the agents reach their respective goal location once they are in mode q 5 . Hence, it is sufficient to show that every agent reaches this mode and stays in it indefinitely, that is to say: (i) any agent i doesn't stay in any of the mode q i1 , q i2 , q i3 or q i4 indefinitely and (ii) it does not execute Zeno-behaviour on any of the switching surfaces.
E. Convergence to mode q i5
Theorem 3. Under the effect of designed hybrid control law as per Section V-A, every agent i reaches its goal location.
We first provide the outline of the proof, which follows right after:
• First we show that for every agent i, the assigned goal location r gitemp is an asymptotically stable equilibrium point using results from [28] (Theorem 4).
• In order to use the aforementioned result, we show that agent i spends only finite amount of time in any of the modes q ij , j ∈ {1, 2, 3, 4} (Lemma 6).
• We then show that there is no Zeno behavior at any of the switching surfaces S i1i2 (Lemma 7).
• We complete the proof using induction to show that any number of agents N would eventually reach their respective goal locations (Lemma 8), without getting stuck at the temporarily assigned goal locations r gitemp . In other words, we show that eventually r gitemp = r gi for each agent i.
Proof. We say agent i has reached to its goal location when it is in mode q i5 with r gitemp = r gi . Every agent i would reach its goal location if the goal location is an asymptotically stable equilibrium point. To prove that the goal location is asymptotically stable, we make use of the following result from [28] (Th. 3.9):
Theorem 4. Suppose that for each k ∈ Q i , there exists a positive definite generalized Lyapunov-like function V k (x) with respect to f k and the associated trajectory. Then, i The equilibrium of the system (2) with u = 0 is stable if and only if there exist class GK functions α j satisfying
ii The equilibrium of the system (2) is asymptotically stable if and only if (21) holds and there exists j such that V j (x(t j k ))) → 0 as k → ∞.
Since we are concerned about reaching to the goal, we consider the following common candidate Lyapunov function for any mode of the hybrid system:
From Theorem 1, we get that mode q i4 satisfies the condition (ii) of Theorem 4. To prove that any agent i would eventually remain in this mode we first show that none of agents remains forever in mode q i1 , q i2 or q i3 . To prove that candidate Lyapunov functions in each mode remain bounded, we show that any agent i spends only finite amount of time in each mode. Lastly, to satisfy the assumption, we show that there is no Zeno behavior on any of the switching surfaces of the hybrid system. First we show that agent spends finite amount of time in any mode:
Lemma 6. Agent i spends finite amount of time in any mode q ij for j = {1, 2, 3, 4}.
Proof. Mode q i1 : Agent i leaves the mode q i1 only if ∀ j ∈ N i r ob (j) ≤ r ob (i). If this is not true, every agent j with r ob (j) > r ob (i) would leave the mode. This leaves the agent i with r ob (i) ≥ r ob (k). Whenever agent i has its goal in its L.O.S, it will leave the mode. If R 11 is active, it moves towards a temporary goal to resolve the deadlock. Hence, agent i doesn't stay in mode q i1 indefinitely. Mode q i2 : Agent i remains in the mode q i2 only till the formation has an external agent in conflict, i.e. ∃j ∈ N i , j / ∈ IF W (i). The formation would switch to either mode q i1 or q i3 in order to resolve conflict with this agent j. As the formation spends only a finite amount of time in any of these modes, it will be free of any conflict in a finite time. Hence, agent i will leave the mode q i2 if it is at the maximum distance from the leader. If this is not the case, all the agents farther away from agent i would switch their modes, leaving agent i at the maximum distance from leader. Hence, agent i would eventually leave the mode q i2 .
Mode q i3 : Agent i, while in mode q i3 doesn't change its orientation and keeps moving in the same direction. Hence, on the straight line path, there always is a point after which the 2 agents in conflict start moving away from each other (i.e.ḋ ij ≥ 0). Hence, when agent i reaches this point, it leaves the mode. The other case is when another agent comes in conflict with the pair. In this case, agent switches to q i2 .
Mode q i4 : If any other agent comes in conflict with agent i, it would switch to modes q i1 or q i3 . Otherwise, from Theorem 1, we have that agent i keeps moving towards its goal location. Hence, in a finite amount of time, it reaches a position such that r i − r gi = r c and switches to mode q i5 .
In summary, agent i cannot stay in any of these modes indefinitely. We now analyze infinite switching at the switching surface S i1i2 (i) where i 1 denotes the initial and i 2 denotes the target mode for agent i.
Lemma 7.
There is no Zeno (chattering) behavior on any of the Switching surfaces for the hybrid system as defined in Section V-A.
Proof. See Appendix B
We have so far shown that the system would not stay in any of the modes indefinitely and would not exhibit any Zeno behavior. To complete the proof, we need to show that the candidate Lyapunov function in each mode remains bounded. Since the chosen candidate function as per (22) represents the distance of agent i from its goal location, we need to show that agent travels bounded distance away from its goal location in any of the modes to keep the increment in the candidate Lyapunov function bounded. Define the switching sequences an agent can have, starting from the asymptotically stable mode q i4 (see Figure 11 ):
From Theorem 1, we know that the value of the candidate Lyapunov function (22) decreases in the mode q i4 . Agent can have one of the above mentioned switching sequences starting from and ending in this asymptotically stable mode. Hence, we need to show that condition (i) of Theorem 4 is satisfied for all of the above switching sequences. Assume that an agent i takes T l switching sequence n il number of times. From the above analysis, we already know that agent spends only finite amount of time in any of the modes q ij . Let t l denotes the maximum time agent spends in the switching sequence T l in n il counts. Hence, the worst case bound of the distance travelled by agent in any sequence T l is d l = n il t l v max . This is the maximum distance agent would travel away from its goal location, which is a fixed bounded value depending upon the initial condition r i (0). Hence, one can choose α(
. This shows that the hybrid system satisfies both the conditions of the Theorem. Now, as per the reset conditions, agent i can be assigned to move towards a temporary goal location. To complete the proof, we need to show that it does not get stuck at a goal location r gitemp = r gi . Lemma 8. Each agent i would eventually reach its own goal location r gi .
Proof. To prove this, we use induction to show that each agent reaches its own goal location. Case of 1 agent is trivial. For case of 2 agents, we note that 2 agents can resolve their conflict either in mode q 1 or q 3 . In either modes, once agents resolve their conflicts, they would move towards their respective goal location and would not come in conflict with each other. Hence, they would reach their respective goal locations. For case of 3 agents, assume the worst case scenario that all the agents are in mode q 1 at the goal location of agent 1. In this case, agent 1 would be assigned to move to the goal location of either agent 2 or 3 depending upon the reset condition R(q i1 , q i4 ). Lets assume that the temporary goal location of agent 1 is assigned as the goal location of agent 2. From the above analysis, agent would reach to the assigned goal location. Meanwhile, other agents would resolve their conflict and move towards their own goal locations. Once agent 2 reaches its goal, agent 1 would get assigned to move towards its actual goal location. Since agent 2 has already reached to its goal location at this time, we now have a system of 2 agents (agent 1 and agent 3). We have already shown that 2 agents can resolve their conflict and reach their respective goal locations. Hence, all 3 agents would reach their respective goal location. To complete the proof by induction, lets assume N agents would be able to resolve their conflicts and reach their goal location. For the case of N + 1 agents, note that there are 2 cases possible:
• (N + 1) − th agent reaches its goal location after resolving the conflict with all other agents.
• (N + 1) − th agents reaches temporary goal location which is the goal location of some other agent j.
In both the cases, one of the agents have reached to the assigned goal location, leaving behind a system of N agents. From the assumption, we have that these N would eventually reach their respective goal location. So, even in the second case above, once agent j reaches its goal location, (N + 1) − th agent would reset its goal location first as per R(q N +15 , q N +14 ) and then as per R(q N +14 , q N +14 ) to move towards its own goal location. Note that once agent j reaches its goal location, we again have a system of N agents. So, from the assumption of the induction, we have that these N agents would reach their respective goal locations. Hence, we have that all N + 1 agents reach their goal location.
The reset conditions R(q i1 , q i4 ), R(q i4 , q i4 ) and R(q i5 , q i4 ) are carefully designed to that that the agents do not keep switching the goals. Since R(q i1 , q i4 ) only resets the temporary goal location if r gj = r gjtemp , i.e. the actual and temporary goal locations of the neighbor agent j are same. This avoids the following situation: assume agent i gets in conflict with some agent j near the location r gi so that its temporary goal location is assigned as r gj . We know that agent j would reach its goal location eventually. Now, once agent j reach its goal location, it comes in contact with agent i. If R(q i5 , q i4 ) would assign the actual goal location of the agent directly as the temporary goal location, then R(q j1 , q j4 ) would be satisfied for agent j and hence, the agent j would be assigned to move to the goal location of the agent i. This to-and-fro motion can happen indefinitely for some specific set of initial conditions. On the other hand, the reset condition R(q i5 , q i4 ) assigns a temporary goal location slightly different from the actual goal location of the agent. This prevents the above situation from occurring as the conditions for the reset R(q j1 , q j4 ) are not met for the agent j. Furthermore, the condition R(q i4 , q i4 ) makes sure that if and only if the agent is free of any conflict, its temporary goal location is reset as its actual goal location.
This shows that for a system of N agents, where N can be arbitrary, all the agents would be able to resolve their conflicts while maintaining safety (section IV) and would eventually reach their goal locations.
VI. Simulations
We consider two simulation scenario involving 10 agents and 3 agents, respectively, with 1.2 ≤ u i ≤ 1.8 and |ω i | ≤ 0.5 for all agents. The minimum allowed distance is chosen as d m = 0.41 while the communication radius is chosen as R c = 1.64. With these parameters, conditions of Lemma 2 and 4 are satisfied.
In the first scenario, the initial and goal locations of the agents are given in the Table 2 . These are chosen in such a way that agents encounter lots of cross-overs during their motion. Thus many conflicts are created during the system evolution among the agents, showing the efficacy of the designed protocol in handling them. Figure 12 shows the minimum pairwise distance between any two agents at each time instant. Clearly, the agents maintain the required minimum distance at all times. Figure 13 shows the paths of the agents. The paths are smooth and consist of combinations of circular and straight-line segments. The circular arcs at one end of the paths of a few agents (e.g. right end of green and yellow paths) correspond to the starting point, while the circular paths at the other end are the circles C gi around the goal location r gi . For the second case, the initial and goal locations are chosen such that the goal re-assignment can take place. First, agents 1 and 2 meet at the goal location r g1 , so that the agent 1 resets its temporary goal location to that of agent 2 via R(q 11 , q 14 ). When agents 1 and 2 are moving towards the goal location of agent 2, the agent 3 meets agent 2 at the goal location r g3 so that agent 3 also gets assigned its temporary goal location as the goal location of agent 2 by the reset condition R(q 31 , q 34 ). We have deliberately chosen the speed of agent 1 more than agent 2, which makes agent 1 reaches the r g2 before agent 2. So, the agent 1 reaches r g2 before agent 2 and stays until the agent 2 reaches there. Once agent 2 reaches there, the agent resets its goal location via R(q 14 , q 15 ) and start moving towards the location r g1 + z. After a small time duration, agent 1 is free of all conflicts, and hence via R(q 14 , q 14 ), it resets its temporary goal location to the actual goal r g1 .
In the Figure 16 , the temporary goal assignments of each agents have been plotted against time. When R(q i4 , q i5 ) assigns a temporary goal, the goal location of the agent i does not match the actual goal location of any other agent, which is depicted in the Figure by assigning −1 value. Similar behavior can be observed for agent 3 as well: first it is assigned to move to the goal location of agent 2, then it resets its temporary goal location to r g3 + z and eventually, re-assigns the actual goal location. 
VII. Conclusions and Future Work
We presented a safe multi-agent coordination protocol for agents with input constraints with application to fixed-wing aircraft. Our designed hybrid protocol is provably safe and scalable with number of agents. In future, we would like to study the case of input-and state-constrained agents under state and output uncertainties which are operating in obstacle environments. Ongoing research focus on designing hybrid protocol for fixed-wing aircraft in the presence of wind disturbances and sensor noises. In this paper, we assumed that the perfect state information is available to the agents and that there are no communication lags or losses. It would interesting to see how the design of the Hybrid system changes if the communication between the agents happen at discrete time events, i.e. the information is transmitted/received at discrete times.
We demonstrated a way of generating various modes and a hand-synthesized switching law so that the safety and convergence can be guaranteed for a particular class of constrained dynamical system. We are investigating the systematic way of generating such hybrid systems for more general class of non-linear, constrained systems. A broader problem that we would like to address in future is, given a dynamical system, its constraints, the information available to the system and the capabilities of the system, how to synthesize the modes and the switching law for jumping between those modes systematically so that the given specifications or objectives can be met.
B. Proof of Lemma 7
Proof. We use the following condition to show that there is no Zeno behavior on the switching surface:
is the time derivative of S ij along the system trajectory and −, + denotes the value of the derivative just before and just after the switch, i.e. on either side of the switching surface. This would imply that the vector field of the agent point in the same direction on either side of the surface (See Figure  17) . We analyze each switching surface as following: 
Here ± depends upon the sign of θ i − ∠(r gi − r i ). Agent switch to this mode when |θ i − ∠(r gi − r i )| − δ ≤ 0. This means that at switching surface, the derivative (ω i1 − d dt ∠(r gi − r i )) must be negative since in mode q i1 , agent moves in a circular orbit, which means the difference in its orientation and the vector joining its current location and goal location (|θ i − ∠(r gi − r i )|) decreases, henceṠ 14 (i) − < 0. Now, on the other side of the switching surface, i.e. in mode q i4 , agent aligns its orientation along that of the vector (r gi − r i ) as per (17) , which means the derivative of (|θ i − ∠(r gi − r i )| =Ṡ 14 (i) + < 0). This impliesṠ 14−Ṡ14+ > 0 and hence, there is no Zeno behavior. Switch surface represents the angle between the vectors r gi − r i and r lead(i) − r i . While in mode q i2 , agent switch to mode q i4 only if the goal location is on the free side. Hence, in mode q i2 , the angle between these 2 vectors would be increasing. Once the agent switches, it starts moving towards its goal location. This would further increase the angle between the 2 vectors. Hence, the time derivativeṠ 24 (i) is positive on either side of the surface. Also, due to the Guard condition, agent make a switch only when its goal location is on the free side. Therefore, agent i moves away from the leader lead(i) and it would not come in conflict with the formation again and hence, there would be no Zeno behavior. S 32 (i): The switching surface is given by S 32 (i) : r i − r k − R 2 c = 0. Before switching to mode q 2 , agents i and k are moving towards each other, i.e.Ṡ 32 (i) − = 2(r i − r k ) T (ṙ i3 −ṙ k ) < 0. Once it switches, it changes its speed and orientation to match that of its leader. Until then, the distance between the 2 agents keep decreasing (see Lemma 4) . Hence, the time derivative on the other sideṠ 32 (i) + < 0. Hence, agent stays on other side of switching surface.
S 34 (i): The switching surface is governed by S 34 (i) : v i3 (r i − r j ) T η i − v j3 (r i − r j ) T η j = 0. This is equal to the rate change of inter-agent distance between agent i and j. Since the switching occurs whenḋ ij becomes positive, the derivatives on either side of the surface are, i.e.Ṡ 34 (i) − =d − ij andṠ 34 (i) + =d + ij are positive which implies no Zeno behavior on this switching surface.
