INTRODUCTION {#mrm26501-sec-0005}
============

Ultrahigh field (UHF) MRI presents great opportunities for the acquisition of images at unprecedented spatial resolutions and contrasts [1](#mrm26501-bib-0001){ref-type="ref"}. To fully benefit from the improved signal‐to‐noise ratio (SNR) and contrast‐to‐noise ratio at UHF [2](#mrm26501-bib-0002){ref-type="ref"}, [3](#mrm26501-bib-0003){ref-type="ref"}, [4](#mrm26501-bib-0004){ref-type="ref"}, [5](#mrm26501-bib-0005){ref-type="ref"}, the well‐known problem of radiofrequency (RF) transmit ( $B_{1}^{+}$) inhomogeneity [6](#mrm26501-bib-0006){ref-type="ref"} must be overcome first. Solutions that are currently available include novel RF coil design [7](#mrm26501-bib-0007){ref-type="ref"}, dielectric pads [8](#mrm26501-bib-0008){ref-type="ref"}, [9](#mrm26501-bib-0009){ref-type="ref"}, RF pulse design [10](#mrm26501-bib-0010){ref-type="ref"}, parallel transmission (pTx) with RF shimming [11](#mrm26501-bib-0011){ref-type="ref"}, [12](#mrm26501-bib-0012){ref-type="ref"}, [13](#mrm26501-bib-0013){ref-type="ref"}, [14](#mrm26501-bib-0014){ref-type="ref"}, and transmit sensitivity encoding (SENSE) [15](#mrm26501-bib-0015){ref-type="ref"}, [16](#mrm26501-bib-0016){ref-type="ref"}, [17](#mrm26501-bib-0017){ref-type="ref"}.

A previous simulation study at 9.4T has shown that only limited $B_{1}^{+}$ homogenization can be achieved with static RF shims alone [12](#mrm26501-bib-0012){ref-type="ref"}. For 2D imaging, a class of pTx pulses called "spokes" has shown promising homogenization capability at both 7T [18](#mrm26501-bib-0018){ref-type="ref"} and 9.4T [19](#mrm26501-bib-0019){ref-type="ref"}, [20](#mrm26501-bib-0020){ref-type="ref"}. Spokes pulses typically consist of slice‐selective RF pulses, such as *sinc* or Shinnar‐Le Roux pulses [21](#mrm26501-bib-0021){ref-type="ref"}, which are fully adjustable in both phase and amplitude per transmit channel, played out once or multiple times with interleave gradient blips between the subpulses to provide an effective spatial variation in phase as an extra degree of freedom. Static RF shim can be considered as the special case of one spoke. The phases and amplitudes required for the *sinc* subpulses can be found using magnitude least‐squares (MLS) optimization [22](#mrm26501-bib-0022){ref-type="ref"}, while taking into account the subject‐specific B~0~ field distribution and complex channel‐by‐channel $B_{1}^{+}$ sensitivity maps with the formalism of the spatial domain method [15](#mrm26501-bib-0015){ref-type="ref"}. For multislice acquisitions, slice‐ or slab‐specific spokes pulses have been shown to be beneficial for the overall achievable homogenization in the imaging region [11](#mrm26501-bib-0011){ref-type="ref"}, [19](#mrm26501-bib-0019){ref-type="ref"}, [23](#mrm26501-bib-0023){ref-type="ref"}, [24](#mrm26501-bib-0024){ref-type="ref"}, [25](#mrm26501-bib-0025){ref-type="ref"}.

The method of flip angle homogenization using spokes pulses can be further extended to the case of parallel‐transmit simultaneous multislice (SMS‐pTX) excitations [26](#mrm26501-bib-0026){ref-type="ref"}, and has been demonstrated for single‐spoke [24](#mrm26501-bib-0024){ref-type="ref"} and multispokes SMS‐pTX excitations [27](#mrm26501-bib-0027){ref-type="ref"}, [28](#mrm26501-bib-0028){ref-type="ref"}, [29](#mrm26501-bib-0029){ref-type="ref"}. Simultaneous multislice (SMS) imaging allows the signals from simultaneously excited slices to be separated using parallel imaging techniques [30](#mrm26501-bib-0030){ref-type="ref"}, [31](#mrm26501-bib-0031){ref-type="ref"}, [32](#mrm26501-bib-0032){ref-type="ref"}, [33](#mrm26501-bib-0033){ref-type="ref"}, [34](#mrm26501-bib-0034){ref-type="ref"}. SMS has in recent years received considerable attention, especially for its ability to significantly accelerate blood‐oxygen‐level dependent and diffusion‐weighted echo planar imaging acquisitions [35](#mrm26501-bib-0035){ref-type="ref"}, [36](#mrm26501-bib-0036){ref-type="ref"}, [37](#mrm26501-bib-0037){ref-type="ref"}, where SMS and in‐plane accelerations \[e.g., SENSE [38](#mrm26501-bib-0038){ref-type="ref"} or generalized autocalibrating partially parallel acquisitions (GRAPPA) [39](#mrm26501-bib-0039){ref-type="ref"}\] work in synergy to reduce scan time as well as reduce artifacts such as geometric distortion and T~2~‐blurring caused by long readout time. The application of SMS is also rapidly extending to the clinical domain for anatomical T~2~‐ and $T_{2}^{*}$‐weighted imaging and below the neck. \[For a review of technique and applications, see Barth et al. [40](#mrm26501-bib-0040){ref-type="ref"} and Setsompop et al. [41](#mrm26501-bib-0041){ref-type="ref"}\]. SMS is particularly attractive for high‐resolution 2D multislice imaging, which is time‐consuming due to the high number of phase‐encoding lines and slices that need to be acquired. Furthermore, SMS offers an SNR‐per‐unit‐time advantage over within‐slice (in‐plane) undersampling, because the speed‐up is achieved by acquiring additional signal from the simultaneously excited slices rather than by skipping phase encoding lines. As a consequence, the use of SMS only incurs a g‐factor penalty in the reconstruction [30](#mrm26501-bib-0030){ref-type="ref"} but no bandwidth penalty due to fewer sampling points. In addition, there may be interslice signal leakage due to residual slice aliasing, which is qualitatively similar to the residual ghosting in SENSE‐ [38](#mrm26501-bib-0038){ref-type="ref"} or GRAPPA‐based [39](#mrm26501-bib-0039){ref-type="ref"} in‐plane reconstructions, but depends strongly on the choice of SMS reconstruction algorithm. In high‐resolution structural imaging, SMS allows an additional degree of freedom on how the time saved can be exploited: 1) it can be used simply to shorten the acquisition of a fixed number of slices; 2) it can be used to increase the volume coverage by increasing the number of slices acquired in a similar acquisition time as a single‐band protocol; or 3) the shortened acquisition time can be exchanged to improve SNR by acquiring multiple averages.

In this study, we addressed both the $B_{1}^{+}$ inhomogeneity and acquisition time challenges for 2D high‐resolution gradient‐recalled echo (GRE) imaging at 9.4T. Slice‐specific spokes pulses were designed within the framework of a previously demonstrated static field and flip angle homogenization workflow [42](#mrm26501-bib-0042){ref-type="ref"} and multiplexed on the scanner to form $B_{1}^{+}$ homogenized SMS excitation pulses. Here, we first provide a brief mathematical description of the pulse design. The number of spokes and the optimal parameters for spokes positions in the pulse design were determined from simulation results. Then, a novel SMS pulse flip angle mapping method based on presaturation TurboFLASH was used to demonstrate the successful design and application of these RF pulses. Finally, 9.4T in vivo 2D GRE images with an in‐plane resolution of 0.28 × 0.28 mm using 3‐spoke SMS (which demonstrates a 50% reduction in scan duration) as well as single band excitations were acquired and evaluated.

THEORY {#mrm26501-sec-0006}
======

Here, we briefly introduce the main mathematical formalism used in the spokes pulse design and the nomenclature that is used in Results and Discussion \[for further details, see Grissom et al. [15](#mrm26501-bib-0015){ref-type="ref"}, Setsompop et al. [22](#mrm26501-bib-0022){ref-type="ref"}, and Sbrizzi et al. [43](#mrm26501-bib-0043){ref-type="ref"}\]. Using small tip‐angle approximation [10](#mrm26501-bib-0010){ref-type="ref"}, spokes pulses optimization can be represented as a regularized MLS minimization problem through the spatial domain method [15](#mrm26501-bib-0015){ref-type="ref"}: $$\mathbf{b} = \text{arg}\,\min\limits_{\mathbf{b}}{\left\{ {\left\| \left| {\mathbf{A}\mathbf{b}} \right| \right. - \left| \mathbf{m} \middle| \right\|_{2}^{2} + \lambda\left\| \mathbf{b} \right\|_{2}^{2}\,} \right\},}$$where **b** is a column vector of length *N* ~*Tx*~ containing the complex RF scaling factors for each of the transmit channels, **A** is a *N* ~*vox*~ × *N* ~*Tx*~ system matrix containing the complex transmit sensitivity from each of the *N* ~*Tx*~ transmit coils in each of the *N* ~*vox*~ region of interest voxels with the phase induced from the local B~0~ offset and the spokes gradient blips, **m** is a column vector of length *N* ~*vox*~ representing the transverse magnetization target set in each of the *N* ~*vox*~ region of interest voxels, and $\lambda$ is the Tikhonov regularization parameter as a means to regularize the global RF power. This problem can be solved efficiently by the multishift version of conjugate gradients for least‐squares (mCGLS) algorithm [43](#mrm26501-bib-0043){ref-type="ref"} together with the local variable exchange method [22](#mrm26501-bib-0022){ref-type="ref"}. Using mCGLS, the solutions of a set of $\lambda$ can be obtained simultaneously [43](#mrm26501-bib-0043){ref-type="ref"}. MLS was chosen for this study instead of least‐squares because MLS has been shown to improve the achieved magnitude profile as well as lower the required RF power [22](#mrm26501-bib-0022){ref-type="ref"}.

For a *N* ~*spk*~‐spoke pulse (i.e., *N* ~*spk*~ \> 1), the additional system matrices and the complex RF scaling factors for each of the *N* ~*spk*~ subpulses can be concatenated in the form $$\mathbf{Ab} = \begin{bmatrix}
A_{1} & \ldots & \mathbf{A}_{N_{spk}} \\
\end{bmatrix}{\begin{bmatrix}
\mathbf{b}_{1} \\
 \vdots \\
\mathbf{b}_{N_{spk}} \\
\end{bmatrix}.}$$

The elements in the system matrix for the *k* ^th^ spokes subpulse can be expressed as [44](#mrm26501-bib-0044){ref-type="ref"} $$A_{k}{}_{ij} = S_{ij}e^{i\mathbf{r}_{i} \cdot \mathbf{k}(t_{k}^{'})}\sum\limits_{l = 1}^{N_{rf}}f_{l}e^{i\gamma\Delta B_{0i}{({t_{k}^{'} + N_{rf}\Delta t - l\Delta t})}},$$where *S* ~*ij*~ is complex transmit sensitivity of the *j* ^th^ transmit coil in the *i* ^th^ voxel, $\mathbf{r}_{i}$ is the position vector of the *i* ^th^ voxel relative to the gradient\'s isocenter, and $\mathbf{k}\left( t_{k}^{'} \right)$ is the excitation k‐space trajectory, which is the product of the gyromagnetic ratio, $\gamma$, and the total gradient moment from the end of the *k* ^th^ subpulse to the end of the pulse train (i.e., $t_{k}^{'}$), $N_{rf}$ is the total number of discretized samples of the slice‐selective RF waveform of which the sample at the *l* ^th^ time point is $f_{l}$, $\Delta B_{0i}$ is the frequency offset in the *i* ^th^ voxel and $\Delta t$ is the RF dwell time.

To quantify the homogenization quality against the global RF power, we used the *l* ^2^‐norm of the complex RF scaling factor (i.e., $\left\| \mathbf{b} \right\|_{2}$). To visualize the trade‐off in the set of solutions obtained by solving Equation \[[1](#mrm26501-disp-0001){ref-type="disp-formula"}\] with mCGLS simultaneously for a set of $\lambda$ values, the $\left\| \mathbf{b} \right\|_{2}$ values of each solution can be plotted against their normalized root‐mean‐square error (NRMSE) values, yielding the so‐called L‐curves. In this study, the desired trade‐off between homogenization and global RF power was chosen by the point on the L‐curves where curvature is the highest [45](#mrm26501-bib-0045){ref-type="ref"}.

For multislice acquisitions, the complex RF scaling factors **b** can be specifically optimized for each slice location by repeating the optimization routine with slice‐specific system matrices **A**. Once the optimal values of **b** are known for the whole slice stack, these complex scaling factors for each slice, spokes subpulse, and transmit channel can be taken into account when modulating a single‐band *sinc* waveform to generate the SMS‐pTX spokes pulses (i.e., the multiband pulses with slice and channel‐specific complex weights on the different frequency bands). The *l* ^th^ time point of the digital multiband waveform discretized in time for the *j* ^th^ transmit coil and the *k* ^th^ spokes subpulse is given by $$f_{sms}{}_{jkl} = \sum\limits_{i = 1}^{N_{sms}}f_{sinc}{}_{l}b_{i}{}_{jk}e^{i\gamma Gl\Delta tz_{i}}e^{i\phi_{i}},$$where *N* ~*sms*~ is the SMS acceleration factor, $f_{sinc}{}_{l}$ is the *l* ^th^ time point of the single band *sinc* waveform, $b_{i}{}_{jk}$ is the complex RF scaling factor of the *j* ^th^ transmit channel and *k* ^th^ subpulse for the *i* ^th^ slice in the SMS group, *G* is the amplitude of the slice‐selective gradient, $\Delta t$ is the RF dwell time, *z* ~*i*~ is the slice position of the *i* ^th^ slice in the SMS group, and $\phi_{i}$ is an extra slice‐dependent phase term that can be used to minimize the peak amplitude of the final multiband waveform [46](#mrm26501-bib-0046){ref-type="ref"}, [47](#mrm26501-bib-0047){ref-type="ref"}. When **b** is determined on a slice‐by‐slice basis, inherently there are interslice phase differences between the different frequency bands that depend on the slice location, the coil\'s $B_{1}^{+}$ profile, and the target pattern selected for the $B_{1}^{+}$ shim. Therefore, a look‐up table for $\phi_{i}$ would not guarantee to minimize the peak amplitude of the final SMS waveform. In this case, the phase factor $\phi_{i}$ can be determined with an additional optimization step that takes **b** into account [28](#mrm26501-bib-0028){ref-type="ref"}, [48](#mrm26501-bib-0048){ref-type="ref"}. In this study, Equation \[[4](#mrm26501-disp-0004){ref-type="disp-formula"}\] is implemented directly into the imaging sequence to generate the SMS waveforms, with a dwell time $\Delta t$ of 1 µs, for each SMS slice‐group from a set of **b** input values. Also, the imaging sequence calculates the required gradient blips for traveling between the set spokes locations from a set of $\mathbf{k}\left( t_{k}^{'} \right)$ input values.

METHODS {#mrm26501-sec-0007}
=======

Scanner Hardware {#mrm26501-sec-0008}
----------------

All scans were conducted on a 9.4T human MR scanner (Siemens Medical Solutions, Erlangen, Germany) with a head gradient set (AC84‐mk2, maximum amplitude 80 mT/m, maximum slew rate 333 T/m/s, inner diameter 36 cm) and a 16‐channel pTx system (1 kW per channel). A custom‐built 16‐channel dual‐row‐transmit 31‐channel receive array coil [49](#mrm26501-bib-0049){ref-type="ref"} was used for all experiments. Online local specific absorption rate (SAR) monitoring was achieved with a vendor‐provided system installed on the transmit chain [50](#mrm26501-bib-0050){ref-type="ref"}. The SAR matrices used in the online monitoring were derived from an electromagnetic (EM) simulation [12](#mrm26501-bib-0012){ref-type="ref"} on an adult male model with a safety margin factor of 2, with limits set according to Hoffmann et al. [51](#mrm26501-bib-0051){ref-type="ref"}, and compressed according to the virtual observation points (VOPs) method [52](#mrm26501-bib-0052){ref-type="ref"}. The same VOP‐compressed SAR matrices were used in local SAR estimation during the off‐line spokes pulses optimization. All in vivo experiments were approved by the local ethics committee and were performed in accordance with internal safety guidelines; all participating volunteers gave written informed consent.

B~0~ and $B_{1}^{+}$ Acquisition {#mrm26501-sec-0009}
--------------------------------

Subject‐specific B~0~ and $B_{1}^{+}$ maps are required for setting up the system matrices **A** as shown in Equation \[[3](#mrm26501-disp-0003){ref-type="disp-formula"}\] in the spokes pulses optimization. The B~0~ field in a whole brain region of interest was homogenized using all first‐ and second‐order shim coils plus an extra four third‐order coils (Z3, Z2X, Z2Y, ZX2Y2) as described in Tse et al. [42](#mrm26501-bib-0042){ref-type="ref"}. After shimming, B~0~ field maps for the pulse calculations were obtained from a dual‐echo 3D GRE sequence (repetition time TR = 30 ms, echo time TE~1~ = 1.00 ms, TE~2~ = 3.21 ms, nominal flip angle = 8^o^, nominal voxel size = 4 mm isotropic, matrix size = 50 × 50 × 44, bandwidth = 1560 Hz/pixel, total scan duration = 1:49 min). The phase difference of the two echoes was unwrapped [53](#mrm26501-bib-0053){ref-type="ref"} and scaled, and then fed into Equation \[[3](#mrm26501-disp-0003){ref-type="disp-formula"}\] as $\Delta B_{0}$. Complex $B_{1}^{+}$ sensitivity maps from all 16 transmit channels, the **S** term in Equation [(3)](#mrm26501-disp-0003){ref-type="disp-formula"}, were acquired with a transmit phase‐encoded [54](#mrm26501-bib-0054){ref-type="ref"}, T~2~‐ and $T_{2}^{*}$‐compensated version of DREAM [55](#mrm26501-bib-0055){ref-type="ref"} (imaging train repetition time = 6.8 ms, TR = 7.5 s, TE~1~ = 2.22 ms, TE~2~ = 4.44 ms, nominal imaging flip angle = 7 °, nominal preparation pulse flip angle = 55.5 °, imaging slice thickness = 4 mm, slice separation = 8 mm, preparation pulse slice thickness = 8 mm, voxel size = 4 mm isotropic, matrix size = 64 × 56 × 12, bandwidth = 690 Hz/pixel, 32 transmit phase‐encoding steps, total scan duration = 4:00 min). A typical set of in vivo B~0~ and $B_{1}^{+}$ maps from our system is provided in Supporting Figure S1.

Spokes‐Pulse Calculation {#mrm26501-sec-0010}
------------------------

The subject‐specific spokes pulses optimization was performed in MATLAB (MathWorks, Natick, Massachusetts, USA) on a separate multicore computer connected to the MR scanner. The target slice positions for the imaging scan were automatically exported from the scanner during the setup of the intended imaging protocol, for example, from the PreSat‐TFL or GRE sequence. In general, for flexibility, $\Delta B_{0}$ and **S** used in Equation \[[3](#mrm26501-disp-0003){ref-type="disp-formula"}\] can be interpolated from each subject\'s B~0~ and $B_{1}^{+}$ maps to form the system matrices specific for the chosen imaging slice locations when they do not coincide with the slice positions of the maps [29](#mrm26501-bib-0029){ref-type="ref"}. For the complex value entity **S**, the interpolations are done separately on amplitude and phase. Interpolations were not required in our experiments because the slice positions of our B~0~ and $B_{1}^{+}$ maps were aligned to the desired GRE imaging slice positions. The voxels in the region of interest (i.e., the rows in **A** and **m** in Eq. \[[1](#mrm26501-disp-0001){ref-type="disp-formula"}\]) were defined by a brain mask in each of the slices. The brain mask was generated by FSL‐BET [56](#mrm26501-bib-0056){ref-type="ref"} from the sum of all magnitude images in the DREAM acquisition. To avoid solutions with $B_{1}^{+}$ voids, which could occur at local minima, a region‐growing algorithm was employed in the optimization process in which **b** was first solved for a small subregion at the center of the region of interest as defined by the brain mask, before being fed into the next iteration on a bigger subregion as the initial value [57](#mrm26501-bib-0057){ref-type="ref"}.

For all the imaging experiments, the *sinc* subpulse in the spokes pulses were set to a bandwidth time product of 2.7 and the subpulses\' peak‐to‐peak separation of 3.3 ms. Monopolar (fly‐back) slice‐selective gradient lobes were used in a 3‐spoke configuration with the positions of the spokes in the kx--ky plane (i.e., $\mathbf{k}\left( t_{k}^{'} \right)$ in Eq. \[[3](#mrm26501-disp-0003){ref-type="disp-formula"}\]), fixed to $\left\{ {\begin{bmatrix}
{- k\cos\theta} \\
{- k\sin\theta} \\
\end{bmatrix},\begin{bmatrix}
{k\cos\theta} \\
{k\sin\theta} \\
\end{bmatrix},\begin{bmatrix}
0 \\
0 \\
\end{bmatrix}} \right\}$, where *k* = 4.77 m^−1^ and $\theta$ = −168.8 °. The same values of *k* and $\theta$ as well as the number of spokes, *N* ~*spk*~, were used in all imaging experiments. These values were predetermined from simulations using in vivo B~0~ and $B_{1}^{+}$ maps of five healthy volunteers. They were picked because they showed in the simulations that they provide the best figures of merit in flip angle homogeneity, global RF power efficiency, and reproducibility across subjects and slice positions. Further details of the simulations are provided in Supporting Figures S2--S6.

SMS Spokes‐Pulse Flip Angle Validation {#mrm26501-sec-0011}
--------------------------------------

DREAM provides a fast and B~0~ inhomogeneity insensitive way of collecting the $B_{1}^{+}$ sensitivity maps from the 16 individual transmit channels; however, its compact RF pulse layout and timing make it less convenient for mapping the flip angle of the computed spokes excitations, especially those with multiple subpulses. Instead, a presaturation TurboFLASH (PreSat‐TFL) sequence [58](#mrm26501-bib-0058){ref-type="ref"} was used to verify the flip angle distribution of the designed spokes pulses against the prediction from the optimization routine. The imaging parameters for PreSat‐TFL were: imaging train repetition time = 5.9 ms, TR = 10 s, TE = 2.24 ms, nominal imaging flip angle = 8 °, nominal preparation pulse flip angle = 40 °, imaging slice thickness = 1 mm, preparation pulse slice thickness = 2 mm, in‐plane voxel dimension = 4 × 4 mm, matrix size = 64 × 64 × 12, bandwidth = 690 Hz/pixel, and total scan duration = 20 s. For validating the flip angle distribution of the SMS spokes pulses, Equation \[[4](#mrm26501-disp-0004){ref-type="disp-formula"}\] was programmed into the PreSat‐TFL to generate the SMS versions of the saturation pulses using the same *sinc* waveform and the same set of complex RF scaling factors **b** as in the single band version. The imaging pulse in the sequence was kept as a single band and imaged the slices within an SMS group one by one [29](#mrm26501-bib-0029){ref-type="ref"}. This meant that the same SMS pulse needed to be played out multiple times in a period of TR. To allow sufficient T~1~ recovery time within an SMS slice group, the TR in the PreSat‐TFL was increased by a factor equal to the SMS factor when acquiring the saturated set of images.

GRE Acquisition with SMS‐pTX {#mrm26501-sec-0012}
----------------------------

During the in vivo imaging session, B~0~ and $B_{1}^{+}$ maps were first acquired as described above. The field map data as well as the position of the selected imaging slices were exported in real time from the scanner host to the pulse calculation computer for full slice‐specific spokes pulses optimization. The entire process, including the B~0~ and $B_{1}^{+}$ maps reconstructions, takes approximately 2 min. The complex RF scaling factors **b** were written into text files in the vendor‐defined format and exported directly back to the scanner host. PreSat‐TFL protocols were then run for CP‐mode and 3‐spoke with single‐band, SMS‐2, and SMS‐3 to map the flip angle achieved in the various configurations. The same set of complex RF scaling factors was then used to acquire $T_{2}^{*}$‐weighted images in single‐band as well as SMS‐2 and SMS‐3 using a CAIPIRINHA [30](#mrm26501-bib-0030){ref-type="ref"} enabled SMS GRE sequence. For GRE, the imaging parameters were TR = 400 ms, TE = 14 ms, flip angle = 17 °, slice thickness = 1 mm, number of slices = 12, in‐plane resolution = 0.28 × 0.28 mm, matrix size = 562 × 562 × 12, bandwidth = 70 Hz/pixel, CAIPIRINHA slice shift by gradient blips = FOV/2 for SMS‐2 and FOV/3 for SMS‐3, no in‐plane GRAPPA acceleration. The total acquisition times for the single‐band, SMS‐2, and SMS‐3 protocols were 3:44, 1:52, and 1:15 min, respectively. The 10‐s averaged maximum local SAR estimated for this protocol using the VOP‐compressed SAR matrices described above were 3.1, 6.3, and 9.5 W/kg for single‐band, SMS‐2, and SMS‐3, respectively. For comparison, the single‐band protocol was repeated with a CP‐mode excitation. The 10‐s averaged maximum local SAR estimated for the CP‐mode protocol was 3.8 W/kg. To demonstrate that an increased volume coverage can be achieved within a reasonable acquisition time by using SMS, the 3‐spoke SMS‐3 protocol was repeated with the number of slices increased to 48. The same 12 sets of slice‐by‐slice complex RF scaling factors were used as before, but they were applied to groups of four neighboring 1‐mm‐thick slices separated by 1‐mm gaps. The TR was increased from 400 to 1550 ms to accommodate the extra slices, leaving a total acquisition time of 4:50 min. The 10‐s averaged maximum local SAR estimated for this protocol was 9.8 W/kg. All SMS‐GRE images were reconstructed in MATLAB using slice‐GRAPPA [33](#mrm26501-bib-0033){ref-type="ref"} with a 7 × 6 kernel, using a low‐resolution (matrix size = 64 × 64) single‐band spokes acquisition as reference. The extra acquisition time for the reference and noise scans were 58 s for the 12‐slice protocols and 2:02 min for the 48‐slice protocol.

RESULTS {#mrm26501-sec-0013}
=======

Figure [1](#mrm26501-fig-0001){ref-type="fig"} shows the flip angle maps of the measured CP‐mode (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}a), the 3‐spoke flip angle prediction from MLS optimization (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}b), as well as the flip angle maps of the actual single‐band (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}c), SMS‐2 (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}d), and SMS‐3 (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}e) excitations as verified by PreSat‐TFL. Excellent agreement can be observed visually between the predicted and measured flip angle distribution patterns. NRMSE were also estimated from the PreSat‐TFL flip angle maps. The NRMSE for the CP‐mode pulse was 0.357, and 0.119, 0.137 and 0.132 for the single‐band, SMS‐2 and SMS‐3 3‐spoke pulses, respectively. The predicted NRMSE from the MLS optimization for this particular 3‐spoke pulse setting was 0.082.

![(**a**) CP‐mode flip angle map measured by PreSat‐TFL. (**b**) Predicted flip angle distribution from 3‐spoke pulse MLS optimization in a region of interest defined by a brain mask. (**c**--**e**) Single‐band (c), SMS‐2 (d), and SMS‐3 (e) 3‐spoke pulse flip angle maps measured by PreSat‐TFL. Horizontal color bars indicate the SMS grouping (i.e., slices with the same color bar are in the same SMS group). The black outlines in the images indicate the brain mask used in the spokes optimization. All the maps were acquired from the same subject within a single scanning session.](MRM-78-1050-g001){#mrm26501-fig-0001}

The same 3‐spoke pulses were successfully applied in the SMS‐pTX and CAIPIRINHA‐enabled GRE sequence to obtain high‐resolution in vivo $T_{2}^{*}$‐weighted images, which are presented in Figures [2](#mrm26501-fig-0002){ref-type="fig"}, [3](#mrm26501-fig-0003){ref-type="fig"}, and [4](#mrm26501-fig-0004){ref-type="fig"}. The impact of inhomogeneous excitation on the GRE images can be seen in Figure [2](#mrm26501-fig-0002){ref-type="fig"}. Comparing with the images acquired with the 3‐spoke excitation, the CP‐mode images showed unwanted spatial variations in contrast as well as SNR. $B_{1}^{+}$ voids or low‐intensity regions in the CP‐mode images left the finer structures (e.g., blood vessels) in the brain more difficult to observe. Subtle contrast in white matter due to fiber orientation can be seen more clearly in the flip angle homogenized 3‐spoke GRE images. In Figure [3](#mrm26501-fig-0003){ref-type="fig"}, the images from single‐band, SMS‐2, and SMS‐3 showed highly comparable image quality, as well as their spatial variations, indicating that the multiplexing process described by Equation \[[4](#mrm26501-disp-0004){ref-type="disp-formula"}\] did not interfere with the effectiveness of the 3‐spoke pulses in flip angle homogenization. This is also supported by the PreSat‐TFL flip angle maps, which show similar NRMSE for the single‐band, SMS‐2, and SMS‐3 (0.119, 0.137, and 0.132, respectively). Figure [4](#mrm26501-fig-0004){ref-type="fig"} shows the images from the 3‐spoke SMS‐3 48‐slice protocol. The spatial distributions of the 12 slab‐specific excitation pulses are shown in the far‐right column of Figure [4](#mrm26501-fig-0004){ref-type="fig"}. Homogenous 3‐spoke SMS‐3 excitations were successfully applied in this protocol. Similar image quality to the 12‐slice protocols can be observed in these images without any noticeable degradation in homogeneity across any four slices that shared the same spokes pulses.

![In vivo high‐resolution single‐band GRE images acquired with CP‐mode (**a**) and 3‐spoke (**b**) excitations.](MRM-78-1050-g002){#mrm26501-fig-0002}

![In vivo high‐resolution SMS‐GRE images acquired with 3‐spoke (**a**) single‐band, (**b, c**) SMS‐2 and (**d, e**) SMS‐3 excitations. Rows b and d show the SMS images before slice‐GRAPPA reconstruction.](MRM-78-1050-g003){#mrm26501-fig-0003}

![In vivo high‐resolution 3‐spoke SMS‐3 GRE images in a 48‐slice coverage. Each row of the GRE image slices were grouped together to share the same slab‐specific spokes pulses. The far‐right column shows the spatial distribution of the excitation flip angle. The black outlines in the flip angle maps indicate the brain mask used in the spokes optimization. The SMS slice grouping is indicated by the color bar to the right of the flip angle maps.](MRM-78-1050-g004){#mrm26501-fig-0004}

DISCUSSION {#mrm26501-sec-0014}
==========

In this study, we demonstrated that high‐quality SMS‐pTX accelerated GRE images can be acquired at different SMS factors without compromising flip angle homogeneity. To our knowledge, this is the first time that multiband slice‐selective pulses with homogenized flip angle distribution was achieved in vivo with multiple spokes in a 16‐channel pTx system at 9.4T. Furthermore, we demonstrated that the absolute flip angle distribution of an SMS slice group can be mapped sequentially with a modified version of the PreSat‐TFL sequence [29](#mrm26501-bib-0029){ref-type="ref"}. We harnessed the flip angle homogenization properties of spokes pulses in simultaneous multislice imaging with minimal modification in the RF optimization routine. By implementing the SMS waveform generation (Eq. \[6\]) directly into the MR sequence, the same set of spokes‐pulses solution **b** can be reused for generating pulses at different SMS factors. This offers the flexibility for on‐the‐fly adjustment of the imaging protocol at the scanner without having to recalculate the SMS‐pTX waveforms offline depending on the desired SMS factor.

At 9.4T, the severe flip angle inhomogeneity over the brain in the CP‐mode (Fig. [2](#mrm26501-fig-0002){ref-type="fig"}a) necessitates the use of optimized excitations to ameliorate the $B_{1}^{+}$ voids and the unwanted variations in SNR and contrast within the imaging volume (Fig. [2](#mrm26501-fig-0002){ref-type="fig"}). The remaining signal variations that can be seen in the 3‐spoke GRE images in Figures [2](#mrm26501-fig-0002){ref-type="fig"}, [3](#mrm26501-fig-0003){ref-type="fig"}, [4](#mrm26501-fig-0004){ref-type="fig"} are due to the receive sensitivity, which is difficult to normalize on systems without an extra transceiver coil, such as the body coil commonly found on clinical MR systems. The NRMSE was used as a metric on the flip angle inhomogeneity. The actual flip angle maps measured by PreSat‐TFL indicated a considerable improvement in homogeneity when using a 3‐spoke pulse over a CP‐mode excitation. This agreed well with the simulation results (see Supporting Figs. S2--S6) and also with previous studies at 9.4T [12](#mrm26501-bib-0012){ref-type="ref"}, [42](#mrm26501-bib-0042){ref-type="ref"}.

We observed a good match between the predicted flip angle distribution, and the flip angle maps measured by PreSat‐TFL at each SMS factor (Fig. [1](#mrm26501-fig-0001){ref-type="fig"}). Nonetheless, a small systematic offset was observed between the predicted NRMSE value and the measured PreSat‐TFL values independent of SMS factor. Several experimental factors can contribute to this difference. First, in the current PreSat‐TFL setting, the imaging train excitation pulses are in CP‐mode and hence with a flip angle distribution profile same as that shown in Figure [1](#mrm26501-fig-0001){ref-type="fig"}a. Although the CP‐mode profile in the imaging pulse is expected to be removed by dividing the reference image during the flip angle calculation, the SNR of the estimated flip angle is expected to vary spatially, especially in the regions where $B_{1}^{+}$ voids are prominent. Furthermore, other effects that could affect the magnetization phase during the pulse, such as eddy currents [20](#mrm26501-bib-0020){ref-type="ref"}, were not considered in our implementation of spokes pulses optimization. To minimize the possibility of other phase effects on the spokes pulses, we used a monopolar slice‐selective gradient, despite this resulting in an increased subpulse spacing in comparison to a dual‐polarity excitation.

The number of spokes *N* ~*spk*~ and their positions in k‐space for the pulse optimization in imaging experiments were determined from simulation results on five sets of previously obtained B~0~ and $B_{1}^{+}$ maps. When considering *N* ~*spk*~, cases of *N* ~*spk*~ ≥ 4 were not considered, because their overall pulse duration would be greater than 10 ms with the 3.3‐ms subpulse peak‐to‐peak separation setting. Long overall pulse duration reduces the flexibility in setting the TR or the number of slices in the imaging protocols. Also, the T~2~ relaxation time of gray matter and white matter at 9.4T were estimated to be 35 and 29 ms, respectively [59](#mrm26501-bib-0059){ref-type="ref"}. Hence, for long overall pulse duration, the effective transverse relaxation needs be considered in the pulse optimization, which is not the case in our current implementation.

The benefits of slice‐ or slab‐specific spokes pulses have been reported previously (11,23--26,29) and also can be seen in our simulation results (Supporting Figs. S2--S6). The individual slice spokes pulses optimization can be performed in parallel on a multicore computer because no communication is required between the calculations of different slices, thus incurring no penalty in the overall optimization time. In this study, the spokes pulses\' slice‐specificity was limited to the complex RF scaling factor **b** only. The same fixed set of spokes positions in k‐space were used for all slices. While slice‐specific optimization of the spokes location may in principle allow marginal additional improvements, this will only work for single‐band excitations. For SMS‐pTX pulses, all the slices within an SMS slice group have to share the same excitation k‐space trajectory, and therefore the spokes positions were fixed for all slices, so that a given set of **b** can be used to compute pulses for any SMS factor. The deviation from the theoretical optimal NRMSE by having all slices sharing the same excitation k‐space trajectory as well as its non--subject‐specific determination are expected to be small, as indicated by our simulations of five different sets of in vivo B~0~ and $B_{1}^{+}$ maps at different 12 slice positions. Due to the limitation of the maximum number of RF pulses that can be handled by a pulse sequence, the SMS‐GRE protocol with 48 slices (Fig. [4](#mrm26501-fig-0004){ref-type="fig"}) was run using a set of 12 slab‐specific 3‐spoke complex RF factors, i.e., groups of 4 neighboring slices (forming a thin slab of 8 mm) shared the same RF pulses. A previous simulation study has demonstrated the validity of this approach [25](#mrm26501-bib-0025){ref-type="ref"}.

The optimal spokes configuration, namely the number of spokes, *N* ~*spk*~, and the spoke positions in the excitation kx‐ky plane, $\mathbf{k}\left( t_{k}^{'} \right)$, were predetermined from simulation results of five sets of in vivo B~0~ and $B_{1}^{+}$ maps. One should be cautious in overinterpreting the meaning of the results from these spokes optimization parameters and extrapolating them to other experimental settings, because the simulations were conducted specifically for this particular field strength, coil design, anatomical region, and slice arrangement. For instance, another study with a different head coil geometry at 7T found that a 3‐spoke pulse brings only marginal benefit over a 2‐spoke pulse [60](#mrm26501-bib-0060){ref-type="ref"} \[for a more general approach in joint optimization of complex RF scaling factors and k‐space trajectory, see Cao et al. [61](#mrm26501-bib-0061){ref-type="ref"} and Dupas et al. [62](#mrm26501-bib-0062){ref-type="ref"}\]. A recent study has shown that by using a more advanced twisted spokes trajectory, the subpulse duration can be further shortened while achieving better slice profile, homogenization, and robustness against off‐resonance [63](#mrm26501-bib-0063){ref-type="ref"}.

RF exposure to volunteers is a major concern in UHF MR, especially in combination with the use of parallel transmission. Using VOP‐compressed SAR matrices estimated from EM simulation, maximum local SAR was predicted for a particular scan protocol immediately after the pulse optimization step. This allowed scanner operators to readjust scan parameters when the prediction exceeded the 10‐s or 6‐min limits (20 W/kg and 10 W/kg, respectively, according to IEC 60601‐2‐33). As shown above, the maximum local SAR of the SMS‐GRE protocols used here were below these limits because of the low flip angle used. In our current implementation, the global RF power is regularized as described in Equation \[[1](#mrm26501-disp-0001){ref-type="disp-formula"}\]. The regularization can be extended to local SAR as well by using the VOP‐compressed SAR matrices [64](#mrm26501-bib-0064){ref-type="ref"}. For other imaging protocols that are more demanding in terms of SAR, local and global SAR‐constrained RF optimizations are recommended [27](#mrm26501-bib-0027){ref-type="ref"}, [62](#mrm26501-bib-0062){ref-type="ref"}, [65](#mrm26501-bib-0065){ref-type="ref"}, [66](#mrm26501-bib-0066){ref-type="ref"}.

The comparable contrasts and SNR across the single‐band, SMS‐2, and SMS‐3 GRE images in Figure [3](#mrm26501-fig-0003){ref-type="fig"} indicate that SMS is a desirable method to reduce acquisition time without excessive penalty on image quality. Because only a short prescan is required for the reference scans, all the SMS protocols saved time compared with the single‐band protocol. For example, the demonstrated SMS‐3 protocol with a 48‐slice near full‐brain coverage (Fig. [4](#mrm26501-fig-0004){ref-type="fig"}) took 6:52 min including the reference scans, instead of the 14:30 min with a single‐band protocol. The shorter acquisition time can increase subject compliance and reduce potential subject‐induced motion artifacts. One of the main applications of UHF MRI is high‐resolution imaging because of the improved SNR, and the shortened acquisition time is particularly attractive for this type of application. When the acceleration provided by SMS is used to reduce TR, the effect of the shorter TR on T~1~ weighting should be considered. For small flip angle protocols, such as those in this study, this effect is very small. The maximum reduction in the steady state incoherent signal among all the protocols used here was estimated to be 25% \[from single‐band of 0.4s TR to SMS‐3, using a flip angle of 17 ° and 1.4 s and 2.0 s as the T~1~ values at 9.4T for white matter and gray matter, respectively [59](#mrm26501-bib-0059){ref-type="ref"}\]. In Figure [3](#mrm26501-fig-0003){ref-type="fig"}, no visible SNR or contrast difference can be seen across the single‐band, SMS‐2, and SMS‐3 images. By taking the g‐factors and the reduction of steady state incoherent signal into account, SNR can be potentially boosted by increasing the number of averaging while keeping the total acquisition time low using SMS protocols.

In conclusion, time‐efficient flip angle homogenized high‐resolution GRE imaging at 9.4T was achieved by using slice‐specific SMS‐pTx spokes excitations. Three‐spoke pulses provided a great improvement in excitation homogeneity over CP‐mode (from NRMSE \> 0.35 to NRMSE \< 0.14), which ameliorated $B_{1}^{+}$‐related artifacts in GRE images. These 3‐spoke pulses were multiplexed for simultaneous multislice imaging without the loss of excitation homogeneity, which allowed a near full‐brain coverage high‐resolution GRE protocol to be run in just under 7 min, which is a clinically acceptable scan duration. The absolute spatial flip angle distributions of these SMS spokes pulses were validated with a modified PreSat‐TFL sequence.
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**Fig. S1**. (**a**) $B_{1}^{+}$ magnitude maps from each of the transmit channels. (**b**) $B_{1}^{+}$ phase maps from each of the transmit channels. (**c**) B~0~ distribution after shimming. In all the sub‐figures, the left column is the sagittal view, the middle column is the coronal view, and the right column is the transversal view.

**Fig. S2**. The gradient waveforms and the k‐space trajectories for (**a**) *N* ~*spk*~ = 1, (**b**) *N* ~*spk*~ = 2, and (**c**) *N* ~*spk*~ = 3. Monopolar slice‐selective gradient was used where the *sinc* or the multiband RF pulses were played out only during the plateau of the negative lobes of the slice‐selective gradient Gz.

**Fig. S3**. Two‐spoke simulation results mapped against *k* and $\theta$. (**a**) Mean NRMSE. (**b**) Mean $\mathbf{b}_{2}$. (**c**) Standard error of NRMSE. (**d**) Standard error of $\mathbf{b}_{2}$. At *k* = 6.52 m^−1^ and $\theta$  = 0°, the simulation results have low values for all these four figures of merit.

**Fig. S4**. 3‐spoke simulation results mapped against *k* and $\theta$. (**a**) Mean NRMSE. (**b**) Mean $\mathbf{b}_{2}$. (**c**) Standard error of NRMSE. (**d**) Standard error of $\mathbf{b}_{2}$. At *k* = 4.77 m^−1^ and $\theta$  = −168.8°, the simulation results have low values for all these four figures of merit.

**Fig. S5**. Summary of NRMSE and $\mathbf{b}_{2}$ for *N* ~*spk*~ = 1, 2, and 3. For *N* ~*spk*~ = 1, the position of the spoke is located at the center of the kx--ky plane. For *N* ~*spk*~ = 2 and 3, the results are taken from the optimal spoke positions as found in Supporting Figs. S3 and S4. The spokes are at $\left\{ {\begin{bmatrix}
{k\cos\theta} \\
{k\sin\theta} \\
\end{bmatrix},\begin{bmatrix}
0 \\
0 \\
\end{bmatrix}} \right\}$ with *k* = 6.52 m^−1^ and $\theta$  = 0° for *N* ~*spk*~ = 2; and at $\left\{ {\begin{bmatrix}
{- k\cos\theta} \\
{- k\sin\theta} \\
\end{bmatrix},\begin{bmatrix}
{k\cos\theta} \\
{k\sin\theta} \\
\end{bmatrix},\begin{bmatrix}
0 \\
0 \\
\end{bmatrix}} \right\}$ with *k* = 4.77 m^−1^ and $\theta$  = −168.8° for *N* ~*spk*~ = 3.

**Fig. S6**. Summary of NRMSE and $\mathbf{b}_{2}$ for various slice group size.
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