Abstract. We prove some results about the first Steklov eigenvalue d 1 of the biharmonic operator in bounded domains. Firstly, we show that Fichera's principle of duality [9] may be extended to a wide class of nonsmooth domains. Next, we study the optimization of d1 for varying domains: we disprove a long-standing conjecture, we show some new and unexpected features and we suggest some challenging problems. Finally, we prove several properties of the ball.
Introduction
For any open bounded domain Ω ⊂ R n (n ≥ 2) with Lipschitz boundary, consider the fourth order Steklov boundary eigenvalue problem
in Ω u = 0 on ∂Ω ∆u − du ν = 0 on ∂Ω where d ∈ R and u ν denotes the outer normal derivative of u on ∂Ω. By a solution of (1) we mean a function u ∈ H 2 ∩ H 1 0 (Ω) such that (2)
An eigenvalue of (1) is a value of d for which (2) admits nontrivial solutions, the corresponding eigenfunctions. Let d 1 (Ω) be defined by
where the infimum is taken over all functions u ∈ H 2 ∩ H 1 0 (Ω) \H 2 0 (Ω). If the infimum in (3) is achieved then d 1 (Ω) is the first (smallest) eigenvalue of (1) and the corresponding minimizer u is the first eigenfunction.
Elliptic problems with parameters in the boundary conditions are called Steklov problems from their first appearance in [24] . In the case of the biharmonic operator, these conditions were first considered by Kuttler-Sigillito [17] and Payne [20] who studied the isoperimetric properties of the first eigenvalue d 1 . As pointed out by Kuttler [15, 16] , d 1 is the sharp constant for L 2 a priori estimates for solutions of the (second order) Laplace equation under nonhomogeneous Dirichlet boundary conditions. More recently, the whole spectrum of the biharmonic Steklov problem was studied in [8] where one can also find a physical interpretation of d 1 and of the Steklov boundary conditions. We also refer to [4, 5, 10] for some related nonlinear problems and for the study of the positivity preserving property of the biharmonic operator under Steklov boundary conditions. In this paper we study the first Steklov eigenvalue d 1 from several points of view.
In Section 2.1 we state that a function u ∈ [H 2 ∩ H 1 0 (Ω)] \ H 2 0 (Ω) which achieves equality in (3) exists provided the domain Ω is either smooth (C 2 ) or satisfies a geometric condition which is fulfilled if Ω has no "reentrant corners" (for instance, if Ω is convex).
With a suitable scaling, one sees that d 1 (kΩ) = k −1 d 1 (Ω) for any bounded domain Ω and any k > 0 so that d 1 (kΩ) → 0 as k → ∞. This fact suggests that d 1 (Ω) becomes "smaller" when the domain Ω becomes "larger". Problem 1.9 in [8] raises the question whether the map Ω → d 1 (Ω) is monotone decreasing with respect to domain inclusion. On one hand, in view of the validity of such property for several "similar" maps (for instance, the first Dirichlet eigenvalue of −∆), it would be reasonable to expect a positive answer. On the other hand, since functions in the space H 2 ∩ H 1 0 (Ω) allow no truncations and no trivial extensions outside Ω, it also appears reasonable to expect a negative answer. In Section 2.2 we show that the answer is negative.
Due to the above mentioned homogeneity, one is then led to seek domains which minimize d 1 (Ω) under suitable constraints, the most natural one being the volume constraint. It is known since Faber-Krahn [7, 13, 14] that under such constraint the minimizer for the first Dirichlet eigenvalue of −∆ is a ball. Smith [22] stated that the same holds true for d 1 , at least for planar domains. But, as noticed by Kuttler and Sigillito, the argument in [22] contains a gap, see the "Note added in proof" at p.111 in [23] . A few years later, Kuttler [15] proved that a (planar) square has a first Steklov eigenvalue d 1 which is strictly smaller than the one of the disk having the same measure; the estimate by Kuttler was recently improved in [8] . Therefore, it is not true that d 1 
where Ω * denotes the spherical rearrangement of Ω. For this reason, Kuttler [15] suggested a different minimization problem with a perimeter constraint; in [15, Formula (11) ] he conjectures that a planar disk minimizes d 1 among all domains having fixed perimeter. He brings numerical evidence that on rectangles his conjecture seems true, see also [18] . In Section 2.2 we show that also this conjecture is false and that no optimal shape for d 1 exists since its infimum is zero under perimeter constraint in any space dimension n ≥ 2. Our argument shows that cylinders with "small holes" have arbitrarily small d 1 . In Problem 1 we suggest a new different optimization problem under the convexity constraint.
The question of stability of the first eigenvalue for small geometric perturbations of the disk is discussed in Section 2.3. In Theorem 6 we prove that the first eigenvalue of the Steklov problem on circumscribed regular polygons converges to the first eigenvalue of the disk, when the number of edges goes to infinity, hence no "Babuska paradox" holds. Finally, we state that, although the ball has no isoperimetric property, it is a stationary domain for the map Ω → d 1 (Ω) in the class of C 4 domains under smooth perturbations which preserve measure. This paper is organized as follows. In the next section we state our main results; those are divided in three subsections (existence of minimizers, shape optimization, stability and stationarity of the ball). In Section 3 we set up the functional analytic framework. Sections 4-9 are devoted to the proofs of the main results. [4, 8, 9] . Next, we recall from [8, 9] an alternative characterization of d 1 (Ω). Let
Main results

2
2 Ω ; ∆v = 0 in Ω and consider the norm defined by
H Ω with respect to the norm · H .
Since Ω is assumed to have a Lipschitz boundary, by [12] we infer that
Therefore, the quantity
is well defined. This minimization problem was previously studied in [8, 9] assuming that ∂Ω ∈ C 2 . Here we prove 
2.2. Shape optimization. We are here interested in studying the map Ω → d 1 (Ω) when Ω varies in suitable classes of domains. We first consider a class of cylinders:
This statement has several important consequences. Firstly, it shows that d 1 (Ω) has no optimal shape under the constraint that Ω is contained in a fixed ball:
where the infimum is taken over all domains Ω ⊆ B R such that ∂Ω ∈ C ∞ if n = 2 and ∂Ω is Lipschitzian if n ≥ 3.
The difference of regularity between dimensions n = 2 and n ≥ 3 is that ∂Ω ε ∈ C ∞ whenever n = 2 while ∂Ω ε is just Lipschitzian whenever n ≥ 3; in the latter case, Ω ε satisfies the uniform outer ball condition with radius R = ε.
A second consequence of Theorem 3 is that it disproves a conjecture by Kuttler [15] which states that the disk has the smallest d 1 among all planar regions having the same perimeter; this forces us to propose two alternative problems suggested by Theorem 3 and Corollary 1: Problem 1. Denote by B the unit ball in R n . Consider the following minimization problems:
where M B is the family of all convex domains Ω ⊂ R n such that |Ω| = |B| and
where P B is the family of all convex domains Ω ⊂ R n such that |∂Ω| = |∂B|. Does there exist an optimal shape for the minimization problems (4) and (5)? If an optimal shape for (4) exists, we know it is not the ball.
Theorem 3 also gives an answer to Problem 1.9 in [8] and shows that the map Ω → d 1 (Ω) is not monotone decreasing with respect to domain inclusion.
Finally, Theorem 3 raises several natural questions. Why do we consider an annulus in the plane and the region between two cylinders in space dimensions n ≥ 3? What happens if we consider an annulus in any space dimension? The quite surprising answer is given in
Theorems 3 and 4 highlight a striking difference between dimension n = 2, dimension n = 3 and dimensions n ≥ 4. This difference may find some explanation in the capacity of a domain whose behaviour strictly depends on the space dimension. But more surprises are in order... Since the set Ω ε is smooth, by Theorem 2 it follows that d 1 (Ω ε ) = δ 1 (Ω ε ). Moreover, since our proof of Theorem 4 uses radial harmonic functions h = h(r) (r = |x|), we may rewrite the ratio defining δ 1 (Ω ε ) as
In this setting, we can treat the space dimension n as a real number. Then, we prove
Theorem 5 shows that dimensions n = 1 and n = 3 are "discontinuous" dimensions for the behaviour of γ ε . This is due to the asymptotic behaviour of some trial functions, see the proof. But we have no physical explanation of this fact.
2.3. Stability and stationarity of the ball. The convergence of the spectrum of elliptic operators with Dirichlet boundary conditions on varying domains can be handled, in general, via the Mosco convergence of the corresponding functional spaces, see [6, . In our case two difficulties occur: on the one hand the spaces under consideration are H 2 ∩ H 1 0 (P k ) and, in view of Babuska's paradox [3] , it is not clear whether a suitable Mosco convergence holds for the entire spaces and, on the second hand, the Steklov boundary condition (producing a boundary integral in the denominator of the Rayleigh quotient) requires a strong geometric convergence (namely a very fine topology) in order to preserve the perimeter.
We show that we do have stability of the first eigenvalue on the sequence of regular polygons converging to the disk: Theorem 6. Let n = 2 and let {P k } be a sequence of regular polygons with k edges circumscribed to the unit disk D centered at the origin. Then
For any multi-index α = (α 1 , ...α n ) ∈ N n let |α| = i α i and for any real smooth function u defined in R n , let
the Banach space endowed with the norm
The next statement shows continuity of the map Ω → d 1 (Ω) under smooth perturbations:
is continuous with respect to C 2 diffeomorphism of R n in the sense that for any fixed domain Ω 0 with C 2 boundary we have: for any ε > 0 there exists
Finally, let us explain what we mean by a stationary domain:
We prove the following Theorem 8. The unit ball B ⊂ R n is a stationary domain with respect to C 4 b (R n ; R n ) volume preserving deformations.
The volume preserving assumption in Theorem 8 is crucial: indeed, we know that kd 1 (kB) = d 1 (B) so that the unit ball is not a stationary domain with respect to such a kind of deformations.
Preliminaries
We first endow the space H 2 ∩ H 1 0 (Ω) with a Hilbert structure: Lemma 1. Assume that Ω is a Lipschitz bounded domain which satisfies the uniform outer ball condition. Then the space H 2 ∩H 1 0 (Ω) becomes a Hilbert space when endowed with the scalar product
, it is a Hilbert space when endowed with the scalar product of H 2 (Ω). In view of the assumptions made on Ω, we know that elliptic regularity estimates hold for the second order Poisson equation
for a suitable constant C independent of f , see [1] . Hence, by the Closed Graph Theorem it follows that the norm defined by (6) is equivalent to the norm induced by H 2 (Ω) so that H 2 ∩ H 1 0 (Ω) is a Hilbert space also when endowed with (6).
We now consider the following linear variational problem:
Since Ω is a bounded Lipschitz domain, by [19, Theorem 6.2, Chapter 2], we deduce that the boundary integral in (8) makes sense and that the linear map
is well defined and compact. On the other hand, the normal derivative to a Lipschitz domain is defined almost everywhere on ∂Ω so that u ν ∈ L 2 (∂Ω) for any u ∈ H 2 ∩ H 1 0 (Ω). Then, we can prove
Proof. Let T, Z be the linear operators implicitly defined by
, namely T is a linear continuous operator. By the Riesz Representation Theorem in Hilbert spaces we know that T is an isomorphism, i.e. T −1 exists and
Moreover, the compactness of the map (9) implies that Z is a compact linear operator from 
In view of (10), this means
and, in turn,
Finally, it is clear that u * ∈Ker(T − dZ) if and only if u * solves (2)
. This completes the proof.
Proof of Theorems 1-2
Proof of Theorem 1. Let {u m } be a minimizing sequence for
Up to a subsequence, we may assume that there exists u ∈ H 2 ∩ H 1 0 (Ω) such that u m u in H 2 (Ω), see Lemma 1. Then, since Ω is Lipschitzian and satisfies the uniform outer ball condition, the map in (9) is compact and we deduce that (
On the other hand, since {u m } is a minimizing sequence,
Moreover, by weak lower semicontinuity of the norm, we also have
This proves that u is a minimizer for d 1 (Ω) . Uniqueness up to a constant multiplier follows by arguing as in [4] .
Proof of Theorem 2. In the first part of this proof, we just assume that Ω is a domain with Lipschitz boundary. Let {h m } ⊂ H\ {0} be a minimizing sequence for δ 1 (Ω) with
Up to a subsequence, we may assume that there exists h ∈ H such that h m h in H. By regularity estimates [11, 12] , we infer that there exists a constant C > 0 such that
(Ω) up to a subsequence and, by compact embedding, we also have
Moreover, by weak lower semicontinuity of · H we also have
This proves that h is a minimizer for δ 1 (Ω).
In the rest of the proof, we make the further assumption that Ω satisfies the outer ball condition. Under this condition, by Theorem 1 we have the existence of a minimizer for d 1 (Ω) . The fact that δ 1 (Ω) = d 1 (Ω) follows by arguing as in [8, Section 5] : in particular, there is a one-to-one correspondence between minimizers of δ 1 (Ω) and d 1 (Ω) so that uniqueness of a minimizer for δ 1 (Ω) up to a constant multiplier follows from Theorem 1.
Proof of Theorem 3
For any ε ∈ (0, 1) let
Then we have
It follows immediately that
This completes the proof of the theorem for n = 2. We now consider the case n ≥ 3. Let
where w ε is as in (11); note that u ε vanishes on ∂Ω ε and u ε ∈ H 2 ∩ H 1 0 (Ω ε ). Then, we have
(with the convention that i∈∅ β i = 1) and
On the other hand, we have
and since w ε vanishes on ∂D ε we obtain
as ε → 0 + in view of (12) . Therefore, by (13) we obtain
which proves the theorem also when n ≥ 3.
Proof of Theorems 4-5
In Theorem 4 we assume that n ≥ 3 is an integer, so that by Theorem 2 we know that d 1 (Ω ε ) = δ 1 (Ω ε ) for any ε ∈ (0, 1) and that δ 1 (Ω ε ) admits a unique minimizer h ε up to a constant multiplier. By the symmetric structure of Ω ε , we deduce that h ε is necessarily radially symmetric. Moreover by Theorem 1.8 in [8] , h ε is not a constant function. Therefore
where the infimum is taken among all radial functions h ∈ C 2 Ω ε which are harmonic in Ω ε . If we put r = |x| then any radial harmonic function h = h(r) belongs to the space K ε and δ 1 (Ω ε ) = γ ε (n) for integer n, where K ε and γ ε are defined in the statement of Theorem 5. Therefore, if we prove Theorem 5, also Theorem 4 follows. Assume that n ≥ 1 and n = 2, the case n = 2 being already established in Theorem 3. It is straightforward that any nonconstant h ∈ K ε , up to a constant multiplier, has the form
for some a ∈ R. Hence, if we define
then, by direct computation we obtain
To study this minimization problem, we need the following simple fact: let α, β, γ, λ, µ, ν ∈ R, then
In the rest of this proof we distinguish several cases according to the value of n.
The cases 3 < n < 4 and n > 4. According to (15)- (16), in this case we have
and, by (17), we have
Since A ε > 0 for ε < 1, (18) shows that g ε achieves its global minimum at
Then, as ε → 0 + , we have
Finally, we obtain
The case n = 4. In this case, by (15) and (16), we obtain
4 a 2 + (1 − ε 2 )a − log ε and, according to (17), we have again (18) but now with
as ε → 0 + . Since A ε > 0 for ε < 1, we know that g ε attains its minimum at
Hence,
The case n = 3. In order to compute N ε (a) and D ε (a), it is sufficient to replace n = 3 into (15) and (16) . Also A ε , B ε , C ε may be obtained by replacing n = 3 into (19) (20) (21) . But now the asymptotic estimates as ε → 0 + become
while C ε = 0 for any ε ∈ (0, 1). As in the previous cases, we infer that g ε achieves its global minimum at a ε = 0 and
The cases 1 < n < 2 and 2 < n < 3. In these cases, we obtain the following asymptotic expansions as ε → 0 + :
Note that A ε , B ε , C ε > 0 if 2 < n < 3 whereas A ε , B ε , C ε < 0 if 1 < n < 2. However, in both these situations we have
as ε → 0 + . Therefore, we obtain
The case n = 1. In this case, we have A ε ≡ 0 and, as ε → 0 + :
Therefore, the function g ε admits a maximum for a = −C ε /B ε = −1/2 + o(1) and no minimum. This fact has a simple explanation: the function h a introduced in (14) is not correct if n = 1 since minimizers for δ 1 in intervals are constants, see [4, 8] for the details. This corresponds to the case a = ∞ in (14) . Since g ε (a) tends to 2 at infinity, we have
Proof of Theorem 6
We start with the following Lemma 3. Let {P k } be the sequence of polygons as in the statement of Theorem 6. If u ∈ H 1 0 (P k ) and ∆u ∈ L 2 (P k ) then u ∈ H 2 (P k ) and moreover there exists a constant C > 0 independent of u and k such that
Proof. Using the notations of [1] , for any k ≥ 3 we define the function β k such that
and the radii of the inscribed and circumscribed disk:
We prove some uniform estimates of the Lipschitz constant for β k . It is not restrictive assuming that one of the vertices of the polygon P k lies on the x 1 axis so that it is enough to study the function β k in the interval [0, 2π/k]. We have
By elementary computations one sees that
Since β k ≥ 0 in 0, 
Hence, the Lipschitz constant M k for β k is uniformly bounded with respect to k. On the other hand, we have ρ 0k = 1 and
Moreover, the uniform outer ball condition for P k is satisfied by a radius R > 0 independent of k. 
For any
Then by Lemma 3 we infer that there exists a constant C > 0 independent of k such that
and hence if the restriction of u k to the unit disk D is still denoted by u k then the sequence {u k } is bounded in H 2 (D). If {u k m } is an arbitrary subsequence then up to extract another subsequence we may assume that
Our purpose is to prove that
where ν k m and ν denotes respectively the outer normals to ∂P k m and to ∂D. By Theorem 6.2, Chapter 2 in [19] we obtain
Therefore in order to prove (23) we only need to prove that (25)
In the next lemma we prove that convergence in (25) occurs for the initial sequence {u k }.
Proof. Let L k be an arbitrary edge of the polygon P k and let S k ⊂ ∂D be the corresponding arc. Since the set of minimizers for P k is a 1-dimensional vector space then u k is invariant under the action of the group of symmetries of the polygon P k . Therefore we have that
Up to rotations in the plane, it is not restrictive assuming that the edge L k is horizontal so that
The rest of the proof is divided in several steps.
Step 1. We prove
as k → ∞. By (28) and Hölder inequality, we have
and by trace inequality
After the change of variable θ = arccos t by (27) and Step 1, the statement of the lemma is reduced to prove that
Step 2. We prove that
We have
Step 3. We show that
By the symmetry properties of u k and Hölder inequality we have
for some constant C q > 0 depending only on q. Since n = 2, we may choose q > 2 so that (30) tends to zero as k → ∞. Summarizing, by (29), Step 2 and Step 3, it remains to prove that (31)
We proceed as follows.
and by Hölder inequality
and hence using again Hölder inequality we obtain
is bounded in view of (22) and
then in order to prove that I 4k converged to zero as k → ∞ it is sufficient to show that
This follows immediately from the fact that
for some positive constant independent of k.
By Theorem 2 we have for any k
In particular we have that the sequence d 1 (P k ) is bounded. By (24), (25) and Lemma 4 we have along a subsequence
Finally we have
Then (32), (33) imply that along the initial sequence we have
so that the proof of the theorem is complete.
Proof of Theorem 7
Let δ ∈ 0, 1/(2n 2 ) , so that
Then by the Banach Fixed Point Theorem and the Local Inversion Theorem we infer that the map I + θ is a diffeomorphism of R n of class C 2 for any θ ∈ C 2 b (R n ; R n ) which satisfies θ C 2 b < δ. Put Ω = (I + θ) (Ω 0 ) and assume that w is a minimizer for d 1 (Ω) which satisfies
where C 1 is a positive constant depending only on n. By (35) and Hölder inequality we have
On the other hand, since the determinant is a locally Lipschitz function with respect to any norm in the space of matrices, for any ε ∈ (0, 1) we may choose δ ∈ (0, ε) small enough such that
Combining (34), (36), (37) and using the fact that θ C 2 b < δ < ε we obtain
On the other hand, after explicit computation of |∇u| we find
where C 3 is a positive constant depending only on n.
Using a local parametrization for ∂Ω 0 we prove that there exists a positive constant C 4 > 0 depending only on Ω 0 such that
with δ > 0 small enough. Inserting this estimate into (39) and using the fact that θ C 2 b < δ < ε we obtain (40)
Then, by combining (38) and (40) we infer
for a suitable constant C 5 > 0 depending only on n and Ω 0 .
On the other hand, we prove that there exists a constant C 6 > 0 depending only on n such that (I + θ)
Reversing the roles of Ω and Ω 0 by (41) we deduce that there exists a constant C 7 > 0 depending only on n and Ω 0 such that
and hence we obtain
for any Ω = (I + θ) (Ω 0 ) with θ C 2 b < δ and δ = δ (ε) > 0 small enough. This completes the proof of the theorem.
Proof of Theorem 8
Let B ⊂ R n be the unit ball centered at the origin and let u 0 (x) = 1 − |x| 2 be the unique (up to a constant multiplier) eigenfunction associated to d 1 (B) (see [4] ). For any θ ∈ C 4 b (R n ; R n ) let u θ be the unique positive solution of
In the first part of this section we prove that the functional θ → d 1 (θ) is differentiable in a neighbourhood of θ = 0. Let
Since ∂ ((I + θ) (B)) ∈ C 4 and since the Steklov boundary conditions satisfy the complementing conditions (see Lemma 15 in [4] ) by elliptic regularity [2] we know that u θ ∈ H 4 ((I + θ) (B)) and, in turn, also v θ ∈ H 4 (B) for any θ ∈ Θ.
Consider the transposed inverse matrix of the Jacobian of the map I + θ,
for any smooth function u defined on B. Then the function v θ solves the problem
where ν θ = ν θ 1 , ..., ν θ n is the unit normal vector to the boundary ∂ ((I + θ) (B)) . Define the map
see Section 1.3 in [21] for more details. This implies that the map F is of class
By means of the Implicit Function Theorem we prove the following
Proof. The partial variation of the map F with respect to the the pair (d, v) takes the form 
By Lemma 2 we deduce that (49) In order to compute the first variation of d 1 (θ) with respect to θ we introduce the functionals
so that
In the next lemma we prove that the functionals J and K are of class C 1 in a neighbourhood of θ = 0. Proof. We start with the functional J. In view of Lemmas 5, 6 we know that there exists a neighbourhood U of θ = 0 such that the map θ → v (θ) is of class C 1 from U into H 4 ∩ H 1 0 (B) so that the assumptions (3.2), (3.6), (3.8) and (3.9) of Theorem 3.3 in [21] hold true with m = 4 and p = 2. The assumption (3.14) of Theorem 3.3 in [21] is also true in view of Theorem 3.4 in [21] . Therefore all the assumptions of Theorem 3.3 are satisfied in any point θ ∈ U so that J is of class C 1 in U .
Let us recall that from [4] we know that
Then, by (3.15) in [21] we infer By Green formula we immediately obtain (55). Consider now the functional K. Using again Lemmas 5, 6 we deduce the assumptions (5.1)-(5.6) of Theorem 5.1 in [21] hold true with m = 4 and p = 2. The assumption (5.7) of Theorem 5.1 in [21] 
