On approximate Inertial Manifolds to the Navier-Stokes equations  by Titi, Edriss S
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 149, 540557 (1990) 
On Approximate Inertial Manifolds to the 
Navier-Stokes Equations 
EDRISS S. TITI 
Mathematrcal Sciences Institute, Cornell University, 
Ithaca, New York 14853 
and Department of Mathematics, University of Cahfornia, 
Irvine, Califorma 92717 
Submitted by C. Foias 
Recerved February 27. 1989 
Recently, the theory of Inertial Manifolds has shown that the long time behavior 
(the dynamics) of certain dissipative partial differential equations can be fully 
discribed by that of a finite ordinary differential system. Although we are still 
unable to prove existence of Inertial Manifolds to the Navier-Stokes equattons. we 
present here a nonlinear finite dimensional analytic mamfold that approximates 
closely the global attractor in the two-dimensional case, and certam bounded 
Invariant sets in the three-dimensional case. This approximate manifold and others 
allow us to introduce modified Galerkm approximations. ‘(-1 1990 Academic Press. Inc 
INTRODUCTION 
In numerical simulation of turbulant flows one is interested in numerical 
schemes that approximate the solutions of the Navier-Stokes equations 
(N.S.E.) for long intervals of time. This leads to the difficult question of 
relating the long time behavior of the exact solutions of the N.S.E. to that 
of the approximating finite dimensional system. The problem is difftcult 
because of its unstable nature. Namely, if for example the exact solution of 
the N.S.E. is converging to an unstable stationary solution, it is most 
unlikely, in general, that the solution of the approximating scheme would 
converge to an approximation of this unstable stationary solution. The fact 
that the two-dimensional N.S.E. have finite dimensional universal (global) 
attractors (see [ 17, 3, 71 and the literature cited there) and a finite number 
of determining modes ([ 13, 111) indicates that the dynamics of these 
equations are controlled by a finite number of parameters, which makes the 
above question more significant. Some attempts, restricted to simple con- 
figurations like stationary and time periodic solutions, are made to answer 
the above question when the approximating scheme under consideration is 
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the usual Galerkin approximation associated to the eigenvectors of the 
Stokes operator (cf. [6, 27, 291); for questions related to long time 
approximation by finite elements Galerkin approximation see [ 191. 
In recent years the concept of Inertial Manifold (1. M.), which is a 
positively invariant finite dimensional Lipschitz manifold that attracts 
every trajectory exponentially, emerged as a significant feature for the study 
of long time behavior of dissipative partial differential equations (P.D.E. ) 
(cf. [ 15, 4, 12, 21, 23, 16, 51). Notice that the whole dynamics of the P.D.E. 
lies in the I.M., whenever it exists; moreover, the P.D.E. reduces to an 
ordinary differential equation (O.D.E.) on the I.M. As a result one can 
examine the dynamical properties (e.g., stability, bifurcation, etc.) of 
solutions of the P.D.E. by studying the inertial form, i.e., the reduced 
O.D.E. If in addition we know that the I.M. is asymptotically complete, as 
was established for instance in [4, 161, then the dynamics of the P.D.E. is 
completely described by the inertial form. Even in the cases where we know 
that I.M.‘s exist, like the Kuramoto-Sivashinski equation and certain 
Reaction Diffusion equations, we are still unable to represent them in 
explicit forms. Hence alternatively we approximate them by simple 
manifolds which are well motivated by the dynamics of the equation 
(cf. [ 161). Moreover, we use these approximate manifolds as substitutes 
in the real applications (see e.g., [S]). Inspired by the theory of l.M.‘s 
Foias-ManleyyTemam [9, lo] introduced an approximate I.M., say , /Z,,. to 
the two-dimensional N.S.E., even though the question of existence of 1.M. 
is still open for the two-dimensional N.S.E. 
This paper is organized as follows: In Section 1 we review the N.S.E. and 
we recall certain known estimates and facts that we use later. Section 2 is 
divided into two paragraphs. In paragraph 2.1 we recall the concept of 
I.M., inertial form, and approximate I.M. We state the results of [9, lo] in 
Theorem 2.1. Estimate (2.10) is of particular interest to us because we use 
it later in the proof of Theorem 2.4. To indicate the significance of the 
results of [IS, lo] we present an illustrative example which we announced 
in [28] with the other results of this work. In paragraph 2.2 we recall the 
analytic manifold J[‘, which contains all the stationary solutions of the 
N.S.E. .z?’ was presented in two different ways in [ 18, 141. We emphasize 
the fact that .K’ exists in the two- as well as in the three-dimensional case. 
In this work we consider -4’ as an approximate I.M. In Theorem 2.4 WC 
consider the two-dimensional case and we show that orbits in the universal 
(global) attractor are closer to .K‘ than to I &,. We remark that the proofs 
of Theorem 2.4 and the other results of this work can be easily extended to 
the tree-dimensional case when we replace orbits in the global attractor by 
orbits in invariant sets which are bounded in the H’-Sobolev norm 
(cf. [7] ). Therefore, we shall concentrate in this work on the two-dimen- 
sional case. Because c N‘ = graph @‘, and @’ is given implicitly by (2.13 ). we 
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introduce in paragraph 2.3 an explicit approximating function Q”, of @” 
such that the graph(@;) approximates the universal attractor as well as 
A’. We observe that when the N.S.E. are not supplemented with the 
periodic boundary condition (see (1.4a) and (1.4b)), we need to compute 
infinitely many Fourier coefficients in order to find @“,. This fact prevents 
us from implementing these approximate inertial manifolds in real 
computations. Hence, we present in paragraph 2.3, in the case of boundary 
condition (1.4a), appropriate approximating functions @; k to @” and @“, 
that can be implemented in real computations. These approximating 
functions @; k yield error estimates imilar to those obtained for @‘. 
Let us also mention that recently R. Temam [26] introduced a different 
type of asymptotic approximation to the solutions of the two-dimensional 
N.S.E. The method introduced in [26] leads to error estimates imilar to 
the ones we obtain in this work. 
These approximate I.M.‘s, that we introduce here, and others induce 
modified Galerkin approximations that will be studied in subsequent 
works. 
1. PRELIMINARIES AND NOTATIONS 
Let Q be a bounded domain in [w’. The Navier-Stokes equations of 
two-dimensional viscous incompressible flows in 52 are given as: 
au ~-vdu+(u.V)u+Vp=F in .QxR+ (1.1) 
v.u=o in Qx[FB+ (1.2) 
u(x, 0) = u&c) in Q, (1.3) 
where u = u(x, t) is the velocity vector, p =p(x, t) is the pressure, v >O is 
the kinematic viscosity (which is given), and F= F(x) represents the exter- 
nal body forces (which are also given). We consider only the case when F 
is time independent. 
We complete the N.S.E. with either the homogeneous Dirichlet boundary 
condition or the periodic boundary condition. Namely, 
Homogeneous Dirichlet boundary condition: 
or 
(1.4a) 
periodic boundary condition: 
Q = (0, L, ) x (0, L2) and U, p are periodic of period L, in 
the direction x,, i= 1, 2. (1.4b) 
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In the case (1.4a) we denote: 
I‘= (DE (C’;(Q))‘: div r=O), 
and in the case ( 1.4b) we denote 
Y = v = trigonometric polynomial of period L,, 
the direction xl, i = 1, 2, with values in R’, 
divv=Oand I 
\ 
R 
L,(.K)d.y=o . 
1 
(1Sa) 
(l.Sb) 
In both cases we set 
H=closureof Y‘in (L,‘(Q))’ 
V=closure of Y‘in (H’(O))‘, 
where H’(Q) (s= 1, 2, . ...) denotes the Sobolev space of order s. 
For u E H and t’ E V we denote by 
and 
the norms in H and V respectively. The corresponding scalar products will 
be denoted by ( ., .) and (( ., . )), respectively. 
From now on we shall assume that in the case (1.4a) the domain D has 
a sufficiently smooth boundary. 
As usual let P be the orthonormal projection of (L’(i2))’ onto H, set 
D(A) = Vn (H’(G))‘, and define the Stokes operator 
Au= -PAu, Vu E D( A ), 
and the bilinear operator 
B(L$ IV) = PC(L) ‘V) w], Vr, 11’ E D(A). 
It is well known that A is a linear unbounded self-adjoint positive 
operator, with A- ’ compact (see e.g., [24, 25, 20, 21). Since D(A) c H is 
dense, then H has an orthonormal basis 1 w,; ,7=, of eigenvectors of the 
operator A, Aw, = i,w,, j= 1, 2, . . . . with 0 < A1 < Lz Q . . Moreover, EL,,, 
satisfies 
I 
coh,m<A,<c,A,m, m = 1, 2, . . . . (1.6) 
for some positive constants c0 and c1 (cf. [22]). (Here and elsewhere in this 
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work c,,, ci, c2, . . . . denote positive absolute constants or nondimensional 
positive constants that depend on 52.) 
We recall the following inequalities which are satisfied by B(u, v) 
(cf. [24,25, 20, 21): 
I(B(u, u), w)l G c2 I 24 I 1’2 II 24 II 1’2 II 0 II I w I 1.‘2 II W’ II li2, vu, u, M’E v (1.7) 
I(Nk fJ)> w)l d c3 II z4 II L”(R) II v II I M’I 9 Vz4ED(A),VUE v, VWEH. (1.8) 
Also we recall from [ 1 ] 
II u II L*(R) 6 c4 II u II ( 1 + log (g&))"'? VUEml). (1.9) 
From (1.8) and (1.9) one concludes: 
I(~(~,~h~)l~c,II4I I~lllUIl 1+21og ( ($$))‘;29 
and 
VUED(A),VVE V,VWEH, (1.10) 
VUEH, VUE v, t/WED(A). (1.10)’ 
(For other inequalities which are satisfies by the bilinear operator B(u, v) 
the reader is referred to [24, 25, 20, 2, 11, 271). 
In addition, the operator B enjoys the following fundamental property: 
(B(u, 01, u.) = - (4% w), VI, VUE H, Vu, WED(A). (1.11) 
Using the above notation, the system (l.l)-(1.3) completed by (1.4a) or 
(1.4b) is equivalent to the following functional differential equation (see, 
e.g., [24, 25, 20, 21). 
du 
z + VA24 + B( u, u) =f (1.12) 
u(0) = 240. (1.13) 
For results concerning existence, uniqueness, and regularity of solutions 
to (1.12), (1.13) see, for instance, [24, 25, 21. 
It is also well known that there exist constants M, and M,, which 
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depend only on v, / f 1, and Ai, such that for every solution u(t) of ( 1.12 ), 
( 1 .13) there is a time to depending on uO, Y, / f 1, and 3., such that 
I dt)l GM, and II 4t)ll GM, for all t 3 t,, (1.14) 
(see, e.g., [17, 24, 21). 
In particular if u0 belongs to the universal (global) attractor then ( 1.14) 
holds for all t E R. 
We remark here that the existence of the constant M,, such that ( 1.14) 
holds, is not known in the three-dimensional case. Therefore. in order to 
extend the results of this work to the three-dimensional case we need to 
consider the approximation of invariant sets which are bounded in I’. 
2. NONLINEAR GALERKIN APPROXIMATION 
In this section we recall the concepts of Inertial Manifold, Inertial Form. 
and Approximate Inertial Manifold. 
2.1. Inertial Manifolds and Approximate Inertial MarCfolds 
Denote by P, the orthogonal projection of H onto H,,, = 
span{rc,, . . . . iv,,), and f&=Z--P,, and set p = P,,,u and q = Q,u. then 
Eq. ( 1.12 ) is equivalent to 
~+vAp+P,,,B(p+q,p+qi=P,,,f (2.1 ) 
ds a’I+~‘Aq+Q,,B(p+q,p+q)=P,,f. (2.2 I
An Inertial Manifold (I.M.) for Eq. (1.12) is a subset .fl c H which 
enjoys the following properties: 
(i) ,&’ is finite dimensional Lipschitz manifold, 
(ii) .,fl is positively invariant under the flow (i.e., if 
u,~.&‘thenthesolutionof(1.12),(1.13)u(t)~.N 
for all t > 0), 
(iii) ,zV attracts every trajectory exponentially (i.e., for 
every solution u(t) of (1.12) dist(u( t), <K) + 0 
exponentially. ) 
(2.3) 
(See, e.g., [ 154, 12, 23, 21. 16, 51 for existence and nonexistence results of 
I.M.‘s for certain evolution equations.) Note that (2.3)(iii) implies that the 
universal (global) attractor is contained in K. 
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If in addition we require &! to be a graph of a Lipschitz function 
@J: H,,, + Q,H, then the invariance condition (2.3)(ii) is equivalent to state 
that for every solution p(t) and q(t) of (2.1) (2.2) with q(0) = @(p(O)) one 
has q(t) = @(p(t)) for all t > 0. Hence, if such a function @ exists, then the 
reduction of the system (2.1), (2.2) to JZ!’ is equivalent to the ordinary 
differential system, which we call an inertial form: 
z+ v AP + ~‘,B(P + Q(P), P + Q(P)) = Pmf, PEH,. (2.4) 
Even for equations, like the KuramotooSivashinski equation, that have 
an I.M. as a graph of a Lipschitz function, say @, we still cannot get an 
explicit analytic form for @ ([15, 4, 12, 21, 51). Instead there were 
attempts, motivated by the dynamics of the evolution equation, to 
approximate @ by simple explicit functions, and to use these functions in 
new numerical schemes [ 16, 81. 
Although the existence problem of I.M. to the N.S.E. is still an open 
problem, the theory suggests to approximate the universal (global) attrac- 
tor by smooth manifolds that will be called approximate inertial manifolds 
[9, 10, 26, 281. 
Indeed, the usual Galerkin approximation method associated with the 
eigenvectors of the Stokes operator ‘A, proposes the linear manifold H, as 
an approximate inertial manifold. Namely, we replace the mapping @ in 
(2.4) by zero to obtain the usual Galerkin approximation (see, e.g., 
C24 25,21) 
dum dt+vAu,+P,B(u,,u,)=P,f, U,EH,. 
Heuristic and physical arguments led Foias-Manley-Temam in [9, lo] to 
introduce the finite dimensional analytic manifold J& = graph(@,), 
G(P) = (VA)-’ tQmf- QmB(p, ~11, PEH,, (2.5) 
as a better approximate manifold to the universal (global) attractor 
than H,. 
THEOREM 2.1 [9, lo]. Let m be large enough such that 
Then every solution u(t) = p( t) + q(t) of (2.1), (2.2) satisfies 
(2.6) 
I q(t)1 <Kc&:, L”2 (2.7) 
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I/ q(t)\1 < K, i.,, :‘f L’ ’ (2.8) 
1 Aq(t)( < K, L’,’ (2.9) 
where T, > 0 depends on v, i, , / f / , und RO, ivhen / u( 0 )I < R,, . 
L = ( 1 + log(j,,,,/I., )), and lidzere K,,, K;,, K, , K2 denote pos~tiuc constunts 
thut depend on v, E., and I f / . 
Renurk 3.2. 
(i) We remark that if u(t) is an orbit in the universal attractor then 
the estimates (2.7)-(2.11) hold for all t E R. 
(ii) In the case of periodic boundary condition (i.e., (1.4b)) one can 
find in [lo] an explicit analytic form for the above constants in terms of 
V, i,, and I f j. 
(iii) To appreciate the significant improvement achieved by intro- 
ducing @,, we recall the following example that we presented in [28]. 
EXAMPLE. Let U’ = Cl-= 1 u~H’~, where Us = ak 3 ‘( 1 + log li) ’ and 
CT > 0 to be chosen. Thanks to (1.6) U’ E D(,4 1. U’ is a stationary solution to 
(1.12) with f defined to be 
f=\~Au’+B(u’. u‘). 
By choosing cr large enough, for fixed v >O. one can make the Grashof 
number G = I f I/v’i., sufficiently large so that the dynamics of (1 ,121 with 
the above ,f would not be trivial. 
Because of (1.6) it is clear that 
/I Qllu' (I 3 c,rri,; "' (l+log($)) forall n-1,2,.... (2.12) 
Since U’ belongs to the universal attractor, (2.12) makes the estimate 
(2.8) optima1 up to the logarithmic terms. Accordingly, a comparison 
between (2.8) and (2.11) verifies the significant improvement achieved by 
introducing @,). 
In the next paragraph we introduce another approximate inertial 
manifold, and show that it yields a smaller error in comparison to (2.11 ). 
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2.2. THE APPROXIMATE MANIFOLD 4'" 
Denote by 
and 
where M, satisfies (1.14). 
We recall (cf. [18, 141) that for m large enough there exist a mapping 
@“: g -+ Qm V, which satisfies 
@j’(p) = (VA)-’ [Qmf- Q,,B(p + @“(P)> P + Qi”(~))l, VPEE. (2.13) 
Moreover, the graph of @‘, which we denote A?“, is a C-analytic 
manifold. Notice that A?’ contains all the stationary solutions of (1.12). 
In the next theorem we recall the existence of @’ from [18] and give a 
lower bound for m. 
THEOREM 2.3. Let m be large enough such that 
Then there exists a unique mapping W: 59 -+ Qm V that satisfies (2.13). 
Moreover 
where r, = v-‘c~~M:L”~ + v’c,EM~ + v’A.;y: ( f I , 
r2= [vp’c,2M, L”‘+ v~‘c,6M,], and, as before, 
L=( 1 +log(?)). 
Proof. Let p E 99 be fixed; we define T,: B’I --f Q,,, V such that 
T,(q)=WF' CQmf- Q,WP+SP+~)I- 
It is sufficient to show that T, has a unique fixed point. First we show 
that T,: SY1 + 69’. Let qE.CB’, and let w E H, with 1 w I = I; then 
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I(PT/Jq), w)I dV’[ l(B(p+q,p+q), .4 “&~t3,1 
+IA ‘QmflI’~~ll 
dv~-‘[I(B(p,p+q). A ’ ?Q,,>II’)l 
+ I(B(q,p+qL A ’ -Q,,,~t~)ll 
+(vj.,,+,) ’ I f i. 
Using (1.10) and (1.7) we get 
+v ‘c2 lql”2 llqll’~‘/l p+qIl 
x IA “2Q,w,“z IN/‘=+(\~,,,+,) ’ I f / 
+ v ‘cJ,:f8M;? + (vi “,,, + , ) ’ 1.1 I 
Therefore, 
by (2.14) 
I/ Tp(q)ll d &,:;h, 
II TJq)ll 6 2M,, 
(2.16) 
Now we show that T, is a contraction. Observe that 
; T,(q)v=(vA)-’ Q,Cf4~+q, rl)+B(s~+q)J b E Q,,, b’. 
Let WE/Y, with /WI = 1, then 
using (1.10) and (1.7), 
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Q-h Ilvlll ~-1~2Q,n~~l II pl
+ v ~ ‘c2 1 q 1 1:2 II q I/ I;’ I/ tj II I A ~ “2Qm w / ‘:* I w I ‘I7 
+ 1’ ‘~2 Iv I “* II v] II “* I/ p + q II I A ~ ll*Qmw 1 l/2 I M‘ II.2 
r1 1 42; IIYIII 
Thus 
(2.17) 
Thanks to (2.14) we conclude from (2.17) that 
1 
6-. 
Z’IQ,,, b’) 2 
By the contraction principle we conclude that there is a unique q(p) E ~9’ 
such that q(p)= T,,(q). We denote @“(p)=q(p). Observe that (2.16) 
implies (2.15 ). 
By virtue of the example in Remark 2.2(iii) one can easily verify that for 
large m’s (2.15) is sharp up to the logarithmic terms. 
To see that A’” ( = graph(0”)) is C-analytic one is referred to [18, 141. 
Next we show that every trajectory u(t) =p( t) + q(t) approaches a small 
neighborhood of the manifold ,&” ; in particular the universal (global) 
attractor lies in this neighborhood. 
THEOREM 2.4. Let m he large enough such that (2.14) holds. Then for 
euery solution u(t) =p(t) + q(f) of (2.1), (2.2) uye have 
llq(f)-~~(~(f))ll~~,_::iL’:’ forall t>T, (2.18) 
where T, and Kb are as in Theorem 2.1 
Proof Let d(l) = q(z) - @“(p(t)). From (2.2) and (2.13) we have 
~lAA+Q,[B(A,p+~“(p))+B(p+q, A)]+$=O. 
We take the scalar product in H of the above equation with A and we use 
(1.11) to obtain 
~IlAl12~I(B(A,~+~S(p)),A)l+ 24 . 
I( >I 
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and applying (1.7) we get 
“/I~//‘d~~I~IIl~I/l/P+~~~P~ll+ 2 14. 
I 1 
(2.19) 
For t 3 T, we have /I p(t) I/ d M, ; by virtue of Theorem 2.3 we have 
11 @‘(p( t))ll 6 2M,. Substituting (2.10) in (2.19) implies 
Y 11 A I/’ < c: j.,,, yi IIAI~~(M,+~M,)+K;,E,,N~~L” lI.,liI. 
Using (2.14) we conclude 
/IA// <~i,,,)iL ‘. 
which concludes our proof. 
2.3. EXPLICIT APPROXIMATIONS TO @‘ 
Notice that a straight comparison between (2.11 ) and (2.18) shows that 
~0’ gives a better approximation than QO. However, Q0 has the advantage 
of having an explicit analytic form by (2.5), while @‘ is given implicitly by 
(2.13 ). Nevertheless, @‘ was constructed in Theorem 2.3 by the contraction 
principle, therefore it can be approximated by simple explicit functions, as 
we shall see in Theorem 2.5, using the successive approximations proce- 
dure. Later in this paragraph we introduce appropriate “truncations” to 
these sample functions that can be implemented in real computations. 
THEOREM 2.5. Let m he large enough such thut (2.14) holds. For cwr~ 
p E .J bve define T!, : 98’ + .J#’ as in Theorem 2.3: 
T,,(q)= (I’A)~‘CQ,,f-Q,,B(p+q.p+q)l. vqEAL 
Denote his 
Then 
@;+,@I = T,,(@;(P)). Vp E ti und for n = 0, 1, 2. 
II@‘(p)-@i,(p)II ~2(rZ~.,~~~)“+‘E~~~f\~ ‘[l,f / +4c,MyL”‘], (2.21) 
tvhere rz is us specqi’ed in Theorem 2.3. 
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Proof: First notice that @i(p) = @&), for every PE LS?. By virtue of 
Theorem 2.3 and because of (2.17) and (2.14) one can easily show that 
II @“(P) - @~JP) II G 2(r21;:‘: 1” + ’ II @G(P) II . (2.22) 
Hence, it is enough to estimate )I Q;(p)11 . From (2.20) we have 
@“o(~)=@o(~)=(vA)-’ KLnf-Qrn~(~,~)l, (2.23) 
then 
IA@h(P)l <VP’ IfI +v’ lNp,p)l; 
applying (1.10) 
I A@;(p)1 < VP1 Ifl +v-‘c, II P/I2 l+log ( (,, b;1~y))‘-’ 
IA@“,(p)l dv--’ IfI +v-‘c,4M$“2, 
hence, 
IIWP)ll a,:/:v-‘[lfl+4c,M:L”“]. (2.24) 
Combine (2.24) and (2.22) to conclude (2.21). 
COROLLARY 2.6. Let m be large enough such that (2.14) holds. Then for 
every solution u(t) =p(t) + q(t) of (2.1), (2.2) we have 
II q(t) - @“,Mt)) II 
~~,~:~L”‘+2(r,i,~~:)“+’ 
V 
n,~:v-‘[lfl +4C+14:L”2] (2.25) 
for all t > T, and all n = 0, 1, 2, . . . . where @P:, is given by (2.20), T,, L, and 
Kb are as in Theorem 2.1 and r2 as in Theorem 2.3. 
Proof: The proof is a direct consequence of Theorem 2.4 and 
Theorem 2.5. 
Notice that the function Go, which was introduced in [9, lo], appears 
here as a first-order (iterate) approximation of Qi”. However, we need to 
take here the second or maybe even higher iterates in order to approximate 
the universal attractor as well as QcS’ does (see (2.25) and (2.18)). It is clear 
from (2.25) that for any improvement in the estimate (2.18) we can always 
choose a sufficiently large n such that @“, approximates the universal 
attractor as well as @” does. 
Next we introduce appropriate finite approximations to @” and @L 
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which will allow us to implement this idea of approximate inertial 
manifolds in real computations. Notice that this step is not necessary in the 
case of periodic boundary condition ( 1.4b). 
LEMMA 2.7. Let m he large enough such thut (2.14) holds. Then for cxcv-~~ 
integer k 3 m + 1 \Ve haoe 
/lQk@‘(~)lldK,j-,~f~ vp E .#I’, (3.26 1 
brthere 
.,=~(l+log~)‘~~+l f’,. 
Proof: From (2.13) we have 
“‘AQk~~(p)+QxB(p+~‘(p),p+~‘(~))=Ql f: 
Taking the scalar product in H with Q’(p) we get 
~~~~Q~~‘~P~I/~~I~~~~+~“~~~~P+~‘~~~~~Q,~‘~~~~I+I.~‘~IQ,~‘~~~~ 
v IIQ~~‘(~)ll~6l(B(p+P,~‘(p),p+~,‘(p)). Q,@‘(p))I 
+ I(B(Q,~~(p),p+~“(p)), Q~@“(p),l + I f’l IQ~@‘(P)I: 
using (1.7) and (1.10) we obtain 
~‘/lQ~@“(p)ll’~~~ I/ p+@“(p)ll’lQ~@‘(p)l 1 +log+ 
i 1,Y 
+c, IQ~~~~~,~/IQ,~‘~~~I/I/P+~“~~~~~+I f‘lIQ @‘(p)l: 
and from (2.15) and the definition of J we get 
Because of (2.14) we conclude from the above (2.26). 
By virtue of the example in Remark 2.2 (iii) one can easily verify that for 
large k’s (2.26) is sharp up to the logarithmic terms. 
Let k 2 nz + 1, where m large enough satisfies (2.14). We consider the 
standard Galerkin approximation of order k: 
~ul.+eAu,+PxB(uk,lli)=P(f; where uA E H,. (2.27) 
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One can easily verify, by applying the proof of Theorem 2.3 to Eq. (2.27) 
that there exists a unique function @“3 k: g -+ PkQ, V which satisfies 
Notice that the graph of @“3 k passes through ail the stationary solutions of 
(2.27). 
LEMMA 2.8. Let m be large enough such that (2.14) holds. Then for every 
integer k 2 m + 1, we have 
II Q”(p) - P”(p)11 < K&:.;2, VP’P% (2.29) 
where 
1 +(2c5+C2’2JiiM A- 
V 
, k::(l+log+)‘i2]K, 
and K, is as in Lemma 2.7. 
Proof For pi@ we denote u=p+@“(p), ~=p+@“~~(p), A= 
Pk(u - II), and q = Qk(u - I)) = Qk@“(p). We are interested in estimating 
u-v=A+q. 
From (2.13) and (2.28) we have 
vAA+P,Q,[B(u-o,u)+B(v,u-u)]=O 
vAA + P,Q,[B(A + ye, u) + B(v, A + q)] = 0. 
Take the scalar product in H with A and use (1.11) to get 
~Il~II’~I~~~~+~,~~,~~l+I~~~~,rl~,~~l~ 
use (1.11) 
6 I(B(4 ~1, A)l + l(B(rl, ~1, A)l + l(B(P,v, A), r)l 
+ 1 (B(!&A A), S)l, 
and apply (1.7), (l.lO)‘, (l.lO), and (1.7), respectively, to obtain 
vI1412~czI~II141/I~I/+c,I~III~IlII~II l+l& 
( J’:’ 
+c, lI~llll~lllsl(~+l~~~)“2 
+ Cz I QkV 1 1’2 11 QkV 11 u2 11 A 11 I ? 1 l/2 11 VI 11 “2. (2.30) 
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Notice that (2.15) implies that I/ u 11 d fi M, , and similarly we can obtam 
I/ 1’ /I 6 $174,. Therefore, (2.30) implies 
and because of (2.14) we get 
-WCs + C?) 
II416 ,’ $M, /Iv11 2;,:;(1 +logy (2.31 I
Use (2.26) and (2.31) to conclude (2.29). 
THEOREM 2.9. Let m he large enough such thut (2.14) holds. cmd let 
k 2 m + I he given. For every p E .d we dqfinc T, : .A’ + ~9 I us irl 
Theorem 2.3, 
T,>(q)=(\lA) ’ CQmf-Q,~(p+q~p+q~l~ tlq E ,iA’~. 
Denote h? 
@I;‘(p) = P, T,(O), Vp E 9, und 
@:;: I(P)= PJ’,(@;;k(ph 
(2.32 ) 
Vp E .A? and fbr 11 = 0, 1. 2, . . . . 
Then 
l/@‘.A(p)-@;;k(p)II <2(rzi.,~~)“+’ E.,;:;v ‘[I f’l +4c,MfL”]. (2.33) 
Moreover, for every solution u(f) = p( t ) + q(f) of ( 2.1 ), (2.2 ) rise haw 
x[IJ’I+4c,M:L’,~]+K,~,:f. (2.34) 
fbr all. t 3 T, and ever?’ n = 0, 1, 2, . . . . w,herr T,, L. and K;, art’ as irl 
Theorem 2.1, ra as m Theorem 2.3, and Kz is as in Lemma 2.8. 
Proof: To deduce (2.33) we repeat the proof of Theorem 2.5, while 
replacing @’ by Pk. The estimate (2.34) is a direct consequence of (2.18). 
(2.29). and (2.33). 
Here again estimate (2.18) is the leading term in all our error analysis. 
Namely, for any improvement in the estimate (2.18 I we can choose 
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appropriate n and k such that CD:” approximates the universal attractor as 
well as @,’ does. However, we believe that any improvement in our 
approximation algorithm should involve a better approximation to the 
dynamics (i.e., to dq/dr). To match the estimate that we currently have in 
(2.18) it is enough to choose n - log m and to choose k, in the case of 
(1.4a), large enough such that Ak + , - ;11+ ,, i.e., k - m3 (see (1.6)). 
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