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Recent theoretical advances offer an exact, first-principle theory of jamming criticality in infinite
dimension as well as universal scaling relations between critical exponents in all dimensions. For
packings of frictionless spheres near the jamming transition, these advances predict that nontrivial
power-law exponents characterize the critical distribution of (i) small inter-particle gaps and (ii)
weak contact forces, both of which are crucial for mechanical stability. The scaling of the inter-
particle gaps is known to be constant in all spatial dimensions d – including the physically relevant
d = 2 and 3, but the value of the weak force exponent remains the object of debate and confusion.
Here, we resolve this ambiguity by numerical simulations. We construct isostatic jammed packings
with extremely high accuracy, and introduce a simple criterion to separate the contribution of
particles that give rise to localized buckling excitations, i.e., bucklers, from the others. This analysis
reveals the remarkable dimensional robustness of mean-field marginality and its associated criticality.
PACS numbers: 63.50.Lm,45.70.-n,61.20.-p,64.70.kj
I. INTRODUCTION
The analogy between glasses and sand piles, which
are both rigid and disordered, was first proposed by
Bernal [2], who pioneered comparing their structure.
The analogy received renewed attention following Liu
and Nagel’s suggestion that different disordered solids
could be described by the same jamming phase dia-
gram [3]. Motivated by the ubiquity of jamming in mate-
rials physics, an intense research effort from the soft and
granular matter community, on the one hand, and from
the statistical mechanics of disordered systems commu-
nity, on the other, has since ensued [4–6].
Recent theoretical breakthroughs have succeeded in
transforming this analogy into a solid predictive frame-
work. Quite remarkably, results from what appeared, at
first, to be two independent lines of work now point to-
wards a unifying view of the glass problem, understood
as encompassing a broad range of amorphous materials.
First, the exact infinite-dimensional (mean-field) solu-
tion of the celebrated hard-sphere model precisely unifies
glass formation and jamming [6–10]. This d = ∞ solu-
tion predicts, from first principles, that jammed packings
are mechanically stable but only marginally so [9, 10].
The packings are therefore isostatic [11, Sec. A], i.e., the
number of interparticle contacts matches Maxwell’s cri-
terion for mechanical stability [4, 5]. The solution further
predicts a (non-trivial) criticality near jamming [9, 10].
Second, a real-space description of elementary excita-
tions near jamming finds that soft modes pervade in that
regime [12, 13]. This approach further provides scaling
relations between the jamming critical exponents, based
on marginal stability [1, 14–17].
Both approaches agree that two power-law exponents
characterize the structure of disordered jammed pack-
ings. The distribution (i) of spatial gaps between parti-
cles that are nearly (but not quite) in contact, and hence
of the average number of neighbors away from a sphere
surface, scales as Z(h)−Z(0) ∼ h1−γ for small h, where
h = (r − σ)/σ is the gap size for spheres of diameter
σ [18]; and (ii) of weak forces f between spheres scales
as P (f) ∼ fθf for small f . The d = ∞ solution further
predicts γ = 0.41269 . . . and θf = 0.42311 . . . [9, 10].
For isostatic jammed packings, it is found that open-
ing a force contact between particles destabilizes the
system by creating a soft mode [11, Sec. A7], which
is a collective particle excitation that preserves the re-
maining contacts [1, 14, 16, 19]. Phenomenologically, it
was noted that some of the resulting excitations are ex-
tended while others are localized [1]. This distinction
suggests the existence of two different force exponents:
P (f) ∼ fθe for contacts associated with extended modes,
and P (f) ∼ fθℓ for contacts associated with localized
modes. The observed total force distribution, which is
a weighted average of the two, should therefore have
the asymptotic form P (f) ∼ fθf , with θf = min(θe, θℓ).
Marginal mechanical stability analysis provides univer-
sal scaling relations for the exponents: θℓ = 1 − 2γ and
θe = θℓ/γ [1, 14–16].
We are now, however, left with a conundrum. Us-
ing γ = 0.41269 from the d = ∞ solution with the
scaling relations derived from marginal stability gives
θe = 0.42311 and θℓ = 0.17462. The d = ∞ solution
thus exactly obeys the scaling relations, but only if one
assumes θf = θe. Yet this assumption is inconsistent with
the relation θf = min(θe, θℓ) = θℓ, which must be true if
localized modes exist with finite probability.
The situation is further muddled by the currently avail-
able numerical estimates for γ and θf in finite d. The
value γ = 0.40(2) is found to remain unchanged for all
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FIG. 1. Cumulative force distribution G(f) for d= 2, 3, and 4, in (a), (b), and (c), respectively. The distributions P (f)
(square), Pℓ(f) (circle), and Pe(f) (triangle) all show power-law scalings at small forces (in d = 2, squares and circles are nearly
superimposed because of the large proportion of bucklers), but with different exponents. For the combined distribution, θf
grows steadily with d, but Pℓ(f) and Pe(f) are consistent with the exponents obtained by combining the d =∞ solution with
marginal stability arguments, i.e., θℓ = 0.17462 and θe = 0.42311, respectively. In d = 2, the results for θe are consistent with
those obtained by ranking contacts based on the coupling of their related soft modes to external forces [1]. In d = 3, comparing
two system sizes, Ni = 16384 (full symbols) and Ni = 1024 (empty symbols), confirms the absence of significant finite-size
effects.
d ≥ 2 [1, 16, 20–22], and is consistent with the d = ∞
solution. The upper critical dimension for the jamming
transition may thus be as low as du = 2 [21, 22], with
all jamming critical exponents being constant for d ≥ 2.
Reported values for θf , however, range from 0 [23, 24]
to 0.42 [22]. Encouragingly, for d = 2 the most reliable
determinations found θf = 0.18(2) [1, 16], independently
of the interaction potential [11, Sec. A8]. For d=3, how-
ever, no such agreement is observed and the results even
depend on microscopic details of the system [16]. In this
letter, we resolve this perplexing situation by identifying
a simple geometrical criterion associated with localized
modes, which allows us to accurately study the weak tail
of the force distribution.
II. ISOSTATICITY AND THE FORCE
NETWORK
Consider a packing with i = 1 · · ·N particles located
in positions ri = {riα} in α = 1 · · · d dimensions with
〈ij〉 = 1 · · ·Nc contacts, where i < j. At the jamming
transition, particles do not overlap, hence |rj − ri| ≥ σij ,
where σij = (σi+σj)/2 is the sum of particle radii. Two
particles are in contact if |rj − ri| = σij , and in this
case they exchange a radial force along the contact vec-
tor nij = (rj − ri)/|rj − ri|. The scalar contact force
fij = fji on each contact defines ~f = {fij}, an Nc-
dimensional vector, and the external forces Fiα define
an Nd-dimensional vector ~F = {Fiα}. The force balance
equations for particle i, given the set ∂i of particles in
contact with it, then reads
Fiα =
∑
j∈∂i
nαjifji ⇒ ~F = S
T ~f , (1)
where S is a Nc × Nd matrix with elements S
kα
〈ij〉 =
(δjk − δik)nαij [11, Sec. A1]. For a system under cubic
periodic boundary conditions and in mechanical equilib-
rium under no external force, i.e., ~F = ~0, Eq. (1) givesNd
homogeneous linear equations for the Nc contact forces,
i.e., ST ~f = 0. The contact vector ~f is therefore a zero
mode of ST . For convenience, we define the Nc×Nc sym-
metric matrix N = S ST , which has all the zero modes
of ST , but may also have additional ones [11, Sec. A3].
After taking into account global translational invari-
ance, Equation (1) results in a system of (N − 1)d ho-
mogeneous linearly independent equations over Nc vari-
ables [11, Sec. A1], and therefore admits max{Nc− (N −
1)d, 0} non-zero linearly independent solutions. It has
further been argued that jamming takes place in the
isostatic limit [1, 14, 21, 25], which corresponds to the
existence of a single solution to ST ~f = 0 (Eq. (1)),
and hence Nc = (N − 1)d + 1 under periodic bound-
ary conditions [11, Secs. A6 and B1]. Note that in the
thermodynamic limit the average particle connectivity,
Z(0) = 2Nc/N , converges to the usual Maxwell criterion
for mechanical stability, limN→∞ Z(0) = 2d, consistently
with the d = ∞ solution [11, Sec. B1]. For an isostatic
system, N has a unique zero mode [11, Sec. A6], and be-
cause N = SST we also have N ~f = 0. The solution vec-
tor ~f must therefore be the unique zero mode of N , with
an overall scale factor corresponding to the global pres-
sure. In summary, given the orientation vectors for each
pair of contacts in an isostatic packing, the distribution
of contact forces can be uniquely determined by finding
the eigenvector corresponding to the zero-eigenvalue of
N .
3III. NUMERICAL CONSTRUCTION OF
JAMMED PACKINGS AND CALCULATION OF
THE FORCES
Several protocols have been proposed to construct
jammed packings of frictionless spheres, see, e.g. [1, 21–
26]. Some of them, however, do not systematically re-
sult in packings that are precisely isostatic [11, Sec. B1].
Because the scaling laws between the jamming expo-
nents follow from isostaticity [14–16], this requirement
is here strictly enforced [11, Sec. B2]. Isostatic pack-
ings under periodic boundary conditions are numeri-
cally obtained by minimizing the energy of athermal soft
spheres with a quadratic contact potential on general
purpose graphical processing units using quad-precision
calculations [22, 27, 28]. Our protocol begins with Ni
randomly-distributed particles at a packing fraction ϕ
that is roughly twice the final jamming density ϕJ. An
isostatic point is approached by successively minimizing
the system potential energy U using a FIRE algorithm
[29], and then shrinking the particle radii. The isostatic
configuration can be efficiently approached by exploiting
the scaling U ∝ (ϕ− ϕJ)
2 [22, 23, 30] to iteratively esti-
mate the value of ϕJ, and then target a new density at
an energy that is a fixed fraction of the previous one [11,
Sec. B2]. For d = 3 and 4, we thereby obtained approx-
imately 100 single-component systems with Ni = 16384,
and 100 equimolar binary mixtures with Ni = 4096 in
d = 2 with a diameter ratio of 1:1.4. A more limited
set of configurations was also obtained for Ni = 4096
in d = 5 − 8. In all cases, the choice of system and
preparation protocols are known to fully suppress crys-
tallization [20, 22, 31, 32]. Note that applying this same
preparation protocol to any other contact potential form
(e.g., Hertzian) would also result in configurations that
are valid hard sphere packings [11, Sec. A]. Although
the specific packing sensitively depends on the choice of
contact potential, algorithm details and initial configura-
tion, similar structural scaling relations are known to be
robustly independent of this choice [1, 16, 22].
We analyze the contact network at ϕJ by first elimi-
nating particles with Z < d+1 contacts, i.e., the rattlers
(Fig. 2) [23, 24]. After this step, most configurations have
Nc = (N − 1)d + 1, where N is the number of remain-
ing particles. We discard the configurations for which
this condition is not satisfied [11, Sec. B3]. In princi-
ple, the minimization procedure also outputs the force
vector ~f , but extracting small forces from it requires an
even heavier use of quad precision arithmetics than what
we have used for the energy minimization [11, Sec. B3].
We instead determine ~f as the zero mode of N for this
packing [11, Sec. A6], for which double precision arith-
metics suffices. Because N is sparse, the eigenvector cor-
responding to the zero-mode can efficiently be extracted
with the Lanczos algorithm [11, Sec.B3], as implemented
in Mathematica [33, 34].
FIG. 2. Schematic depiction of (left) rattlers and (right) buck-
lers. At jamming, rattlers (also known as floaters – green) are
not part of the force network. Their neighbors (grey) are part
of the force network (red lines) and form a rigid cage within
which the rattler can freely move (dashed green line). By con-
trast, bucklers are part of the force network (red and green
lines), but breaking their weakest contact (dot-dashed green
line) only creates a localized excitation (top and bottom).
Bucklers are thus typically particles with d nearly co-planar
stronger contacts and a weaker d+1th contact that balances
the resulting normal force.
IV. RESULTS
Figure 1 gives the cumulative force distributionG(f) =∫ f
0 P (f
′)df ′ for d=2, 3, and 4. In all cases, a power-law
scaling at weak forces is detected, but the value of θf
is found to increase with d. Recall that over the same
d range γ remains robustly constant [22] and is consis-
tent with γ = 0.41269 from the d = ∞ solution [9, 10].
The changing value of θf with d is therefore inconsistent
with the scaling relations between exponents θ and γ in
a marginally stable phase [1, 14–16].
Soft mode excitations suggest a possible way to resolve
this paradox [1, 15, 16]. The proposed mechanism for lo-
calized excitations is for a particle to have all but one of
its contact vectors be nearly co-planar [1]. The remaining
contact must then necessarily be weak (by force balance).
Breaking that contact should then result in facile back
and forth buckling. Because this motion does not affect
the rest of the packing much, the resulting excitation is
fairly localized (Fig. 2). Although a nearly coplanar ar-
rangement of neighbors is formally possible for a particle
with any Z, in a sufficiently disordered (non-crystalline)
system it grows increasingly unlikely with Z. This ar-
rangement is therefore most likely to occur for particles
that have the minimal Z for maintaining local stability,
i.e., Z = d+1. Particles with Z = d+1 contacts and for
which one contact is weak (we dub them bucklers) are also
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FIG. 3. (a) Probability distribution of the number of con-
tacts Z for particles within the force network (neglecting rat-
tlers) at jamming in d = 2 . . . 8, from left to right, for the
protocol described in the text. Note that the distribution
peaks around Z = 2d. (b) Rescaling these distributions us-
ing a large-deviation form shows the results to converge fairly
quickly with d. For this preparation protocol, the form is
nearly Gaussian (red line). The large deviation form suggests
that the proportion of particles with Z = d + 1 (and thus of
bucklers) decays exponentially with d, (inset) as is explicitly
observed in finite d (red line).
overwhelmingly likely to have its other d contact particles
be nearly coplanar with its center of mass [11, Sec. B4].
Any other arrangement would entail the presence of at
least two weak contacts, which is highly unlikely. In sum-
mary, with high probability, all bucklers have d+ 1 con-
tacts and all particles with d+1 contacts and a weak force
are bucklers. In Fig. 1, we consider Pℓ(f) the distribu-
tion of all forces involving particles with d + 1 contacts
(and thus all bucklers), and Pe(f) that of the remain-
ing contact forces. This breakdown cleanly separates the
power-law regimes for θe and θℓ. Remarkably (this is our
main result), Pℓ(f) ∼ fθℓ while Pe(f) ∼ fθe , with expo-
nents independent of d and consistent with the d = ∞
solution and the scaling relations.
This finding also provides an explanation for the be-
havior of θf . In order to see why, let us define the distri-
bution of the number of contacts Pc(Z) (
∑
Z ZPc(Z) ≈
2d). The fraction of forces adjacent to bucklers is then
nℓ = (d+1)Pc(d+1)/2d, and the total force distribution
P (f) = nℓPℓ(f) + (1− nℓ)Pe(f) . (2)
For large d, it is reasonable to expect that Pc(Z) ∼
edηc(Z/d) becomes strongly peaked (in relative terms)
around the average of Z, and is roughly Gaussian around
that average. Figure 3 confirms this hypothesis, and
as a result Pc(d + 1) and nℓ ∼ Pc(d + 1)/2 both de-
crease exponentially with d. For small f , it follows that
P (f) ∼ nℓf
θℓ + (1 − nℓ)f
θe . Hence, it is correct that
asymptotically one should observe θf = min(θe, θℓ), but
only when nℓf
θℓ ≫ fθe , i.e., for forces exponentially
small in d. This result explains why no trace of bucklers
nor of localized modes can be found in the d = ∞ solu-
tion, for which nℓ = 0 and thus θf = θe. It also suggests
that the contribution of bucklers cannot be perturba-
tively detected around that solution either. In the force
regime that is numerically (and experimentally) accessi-
ble in low d, an effective mixed value for θf is observed,
which is close to θℓ in d = 2 and increases smoothly to-
wards θe as d increases, reflecting the systematic decrease
of nℓ.
V. CONCLUSION
Our results demonstrate that the jamming critical-
ity remains robustly constant for d ≥ 2, although
the spurious contribution of rattlers and bucklers must
be excluded from the structural analysis in order to
cleanly detect it. This remarkable outcome confirms
that certain aspects of mean-field marginality subsist in
finite-dimensional systems, including in experimentally-
relevant d = 2 and 3 [9, 10]. These results should there-
fore be experimentally verifiable.
The theoretical explanation as to why long-wavelength
fluctuations do not renormalize the properties of jam-
ming criticality in these systems remains thus far unan-
swered (see [35] for a preliminary investigation). One
may argue that the complete absence of thermal fluctu-
ations at jamming, and/or the presence of long-ranged
elastic interactions [17], may play a role. This observa-
tion would then suggest that marginal systems with other
types of disorder, be it related to constraint satisfaction
or size dispersity, may also exhibit similarly robust mean-
field criticality upon approaching their ground state. It
is important to note, however, that this universality does
not imply that away from jamming thermal fluctuations
may not destroy the mean-field marginal state structure
and round off the associated phase transitions [35].
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Appendix A: Isostaticity, force network, and soft modes
This section consolidates and completes the results of Refs. [1, 16, 19] that are needed for the presentation of the
main text. Note that in order to highlight the logical flow of the discussion, we denote the main results and summaries
by (R1), (R2), etc.
Consider a packing with k = 1 · · ·N particles in α = 1 · · · d dimensions. Two particles are in contact if |ri−rj | = σij ,
where σij = (σi + σj)/2 is the sum of the particle radii. We define ∂k the set of particles that are in contact with
particle k. A contact is an ordered pair 〈ij〉 with i < j that we consider as a single index 〈ij〉 = 1 · · ·Nc, where Nc
is the total number of contacts. On each contact there is a scalar contact force fij = fji, and we define ~f = {fij}, a
vector that lives in a Nc-dimensional vector space. The particles positions are rkα and the external forces are Fkα. We
use bold letters, e.g., rk and Fk, to denote d-dimensional vectors. By contrast, we define ~F = {Fkα} and ~r = {rkα}
as vectors that live in the Nd-dimensional vector space. We also define the contact vector nij = (rj − ri)/|rj − ri|.
Note that nij = −nji.
1. Force balance equations
The force balance equations
Fkα =
∑
j∈∂k
nαjkfjk (A1)
can be written in matrix notation as
Fkα =
∑
〈ij〉
(ST )
〈ij〉
kα fij =
∑
〈ij〉
Skα〈ij〉fij ⇒
~F = ST ~f , (A2)
where S is a Nc ×Nd matrix with elements
Skα〈ij〉 = (δjk − δik)n
α
ij . (A3)
We also define a Nc ×Nc symmetric matrix N = S ST with elements
N
〈lm〉
〈ij〉 =
∑
kα
Skα〈ij〉S
kα
〈lm〉 = (δil − δmi − δlj + δmj)nij · nlm , (A4)
and keep in mind that the zero modes of ST are also zero modes of N , but that N can have additional zero modes.
In the following, we consider two possible situations.
1. Imposing Fkα = 0, which corresponds to a mechanical equilibrium in absence of external forces, such as under
periodic boundary conditions. Then Eqs. (A1) are Nd homogeneous linear equations for the Nc contact forces.
Note, however, that
∑N
k=1 Fkα =
∑
k,j∈∂k n
α
jkfjk = 0 because fij is symmetric while nij is antisymmetric. This
condition expresses the global translational invariance of the system. As a consequence, we get that d equations
are linearly dependent of the others, and thus only (N − 1)d equations are independent.
In absence of external forces, Eqs. (A1) admit max[Nc − (N − 1)d, 0]
non-zero linearly independent solutions.
(R1)
62. Imposing mechanical equilibrium under non-zero external forces that satisfy
∑
k Fkα = 0. This situation corre-
sponds, for instance, to the presence of external confining walls that fix the center of mass of the packing. In
this case, Eqs. (A1) are inhomogeneous.
In presence of external forces, Eqs. (A1) admit a unique solution for Nc = (N − 1)d,
while for Nc > (N − 1)d the solutions form a linear space of dimension Nc − (N − 1)d.
(R2)
2. Particle displacements
For a given packing, we now consider a displacement δriα of particle i in direction α and the distance between a
pair of particles ρij = |ri − rj |. To linear order,
δρij =
∑
α
nαij(δrjα − δriα) , ⇒ δ~ρ = Sδ~r , (A5)
where δ~ρ = {δρij} lives in the Nc-dimensional vector space, while δ~r = {δrkα} lives in the Nd-dimensional vector
space. Displacements δ~r that leave the distances in the packing invariant should satisfy 0 = Sδ~r. Equations (A5) thus
always admit d trivial solutions δrkα = δα,α′ that correspond to uniform translations of the packing in the d available
directions.
Now, consider soft harmonic spheres that are almost at jamming. The potential energy is
U = κ
∑
〈ij〉
(|ri − rj | − σij)
2θ(σij − |ri − rj |), (A6)
where θ(r) is the Heaviside function, and the stiffness κ is set to unity without loss of generality. Thus, |ri − rj | =
σij − εij for contacts, and |ri − rj | > σij for non-contacts. Assuming that contacts cannot be opened, in the limit
ε→ 0 the Nd×Nd elements of the Hessian matrix are
Hjα
′
iα =
∂2U
∂riα∂rjα′
= δij
∑
k∈∂i
nαkin
α′
ki − n
α
ijn
α′
ij δ(〈ij〉) , (A7)
where δ(〈ij〉) = 1 if ij are in contact and zero otherwise. It follows that H = STS, which can be shown using Eq. (A3):
(STS)jα
′
iα =
∑
〈kl〉
Siα〈kl〉S
jα′
〈kl〉 =
∑
〈kl〉
(δli − δki)n
α
kl(δlj − δkj)n
α′
kl =
∑
〈kl〉
nαkln
α′
kl (δliδlj − δkiδlj − δliδkj + δkiδkj)
= δij
∑
k∈∂i
nαkin
α′
ki − n
α′
ij n
α′
ij δ(〈ij〉) = H
jα′
iα .
(A8)
The energy of small displacements, i.e., displacements small enough that they do not open any contact, is
U ∼ δ~rTHδ~r = δ~rTSTSδ~r = (Sδ~r)2 .
(R3)
3. Eigenvalue Algebra
From the definition of the Nc×Nd matrix S in Eq. (A3), of the Nc×Nc symmetric matrix N = S ST in Eq. (A4),
and the Nd×Nd symmetric matrix H = STS in Eq. (A8), it follows that, for all p, the eigenvalues λ obey
Nd∑
i=1
λpH,i = TrH
p = TrN p =
Nc∑
i=1
λpN ,i , ∀p . (A9)
This result implies that the non-zero eigenvalues of N and H are identical.
Recall that H always has d zero eigenvalues due to translational invariance. Then, if Nc ≥ (N − 1)d, the matrix
N must have zN = Nc −Nd+ d = Nc − (N − 1)d zero eigenvalues. Similarly, if Nc ≤ (N − 1)d, the matrix H must
7have zH = Nd−Nc zero eigenvalues.
The number of zero modes of the matrices N and H is
zN =
{
Nc − (N − 1)d if Nc ≥ (N − 1)d
0 if Nc ≤ (N − 1)d
,
zH = d+
{
0 if Nc ≥ (N − 1)d
(N − 1)d−Nc if Nc ≤ (N − 1)d
.
(R4)
4. Floppy modes
Now, consider a packing with Nc contacts. We select one of these contacts, 〈ij〉, which for notational simplicity
we label τ = 〈ij〉 (for two particles touching). We want to displace the particles by δ~r(τ), such that all distances
ρkl in contacts 〈kl〉 6= τ remain unchanged, while the contact τ is opened by an infinitesimal amount. The resulting
excitation is the floppy mode associated with opening contact τ . It is floppy, because the contact is opened, hence
it does not contribute anymore to the system energy, and all the other contacts 〈kl〉 remain at a distance σkl, hence
they also do not contribute to the energy. The total system energy thus remains zero. To lowest order, the variation
of the distance ρkl is given by Eq. (A5), and we want to impose δρij = 1 (or any other infinitesimal amount, because
the equations are in any case linear), while δρkl = 0 for all other contacts. We thus want to solve
δρ
(τ)
kl = nkl · (δr
(τ)
k − δr
(τ)
l ) = δτ,〈kl〉 ⇒ δ~ρ
(τ) = Sδ~r(τ) = ~τ , (A10)
where the Nc-dimensional vector ~τ belongs to the space of contacts with components τ〈kl〉 = δτ,〈kl〉, i.e. it is equal
to 1 for contact τ and zero for all other contacts. Because we want to exclude global translations of the packing
from the solutions of Eq. (A10), we impose
∑N
k=1 δr
(τ)
k = 0. In this way, (i) the vector δ~r
(τ) is orthogonal to the d
zero modes of S, and (ii) it is parametrized by (N − 1)d independent variables. Equation (A10) is thus a set of Nc
non-homogeneous linear equations for (N − 1)d independent variables.
Equations (A10) admit a unique solution for Nc = (N − 1)d,
while for Nc < (N − 1)d the solutions form a linear space of dimension (N − 1)d−Nc.
(R5)
5. Response to a dipolar force field
By applying ST to Eq. (A10) we obtain
STSδ~r(τ) = Hδ~r(τ) = ST~τ . (A11)
From Sec. A 1, we know that matrix ST has Nc − (N − 1)d zero modes, and therefore three scenarios are possible.
1. If Nc < (N − 1)d, then Eq. (A10) has many solutions, and ST has no zero modes.
If Nc < (N − 1)d, Eq. (A10) and Eq. (A11) have the same solutions. (R6)
2. If Nc > (N − 1)d, then Eq. (A10) has no solutions. Hence, ST has some zero modes, and Eq. (A11) can admit
solutions if
Sδ~r(τ) − ~τ = ~f (τ) , (A12)
where ~f (τ) is one of the zero modes of ST . In general we do not know how many solutions of Eq. (A12) exist.
However, the vector (ST~τ)kα = Skατ = (δjk − δik)n
α
ij is clearly orthogonal to the d trivial zero modes of S and
H, because
∑
k(S
T~τ )kα =
∑
k(δjk − δik)n
α
ij = 0. If Nc ≥ (N − 1)d, these are the only zero modes of H, and
therefore we can invert H by restricting ourselves to the space orthogonal to the d trivial zero modes. We then
have
δ~r(τ) = H−1ST~τ . (A13)
8If Nc > (N − 1)d, Eq. (A10) has no solutions and Eq. (A11) has a unique solution given by Eq. (A13). (R7)
3. If Nc = (N − 1)d, then Eq. (A10) has a unique solution and ST has no zero modes. Hence, Eq. (A11) also has a
unique solution. In addition, H only has the trivial zero modes so the reasoning from the previous point applies.
If Nc = (N − 1)d, Eq. (A13) is the unique solution of both Eq. (A10) and Eq. (A11). (R8)
Note that Eq. (A13) can be interpreted as the response to a dipolar force field. Suppose that we take a packing in
equilibrium with zero external forces and we apply an external force ǫST~τ to it. Recall that (ST ~τ)kα = (δjk − δik)nαij
hence we are applying a force Fi = ǫnij on particle i and Fj = −ǫnij on particle j, i.e., a dipolar force. For small ǫ,
minimizing the energy gives
∂U
∂riα
(~r + ǫδ~r) = ǫ(ST~τ)iα ⇒
∑
jα′
Hjα
′
iα δrjα′ = (S
T~τ)iα , (A14)
which coincides with Eq. (A11) and is solved by Eq. (A13) for Nc ≥ (N − 1)d.
6. Isostaticity in absence of external forces
We consider the special case Nc = (N − 1)d+1 in absence of external forces, which corresponds to a packing under
periodic boundary conditions. In this case, we have that:
• zN = 1, hence N has a unique zero mode (Sec. A 3);
• the force balance equation ST ~f = 0 has a unique solution (Sec. A 1);
• because N = SST , the solution of ST ~f must be the unique zero mode of N .
Hence, the contact forces ~f are given by the unique zero mode of N and are fixed up to an overall scale factor (the
global pressure), which is left free because there are no external forces. We also have zH = d (Sec. A 3), hence the
only zero modes of the small displacement matrix are those corresponding to global translations of the packing, and
there are no floppy modes (Sec. A 4).
Under periodic boundary conditions, isostaticity corresponds to Nc = (N − 1)d+ 1, and:
the forces are determined by the packing geometry through N ~f = 0, up to an overall scale factor;
the packing is mechanically stable in the sense that H has no non-trivial zero (or floppy) modes;
the response to a dipolar force is given by Eq. (A13).
(R9)
7. Isostaticity in presence of external forces
We consider the special case Nc = (N − 1)d in presence of external forces, which corresponds to a packing confined
by walls. In this case, we have that:
• the force balance equation has a unique solution (Sec. A 1);
• contact forces are fully determined by the external forces;
• H has no zero modes apart from the trivial ones.
Hence, small fluctuations that do not break contacts are stable. However, each contact τ corresponds to a unique
floppy mode, given by Eq. (A13), that breaks contact τ keeping all the other contact distances fixed. This non-linear
9soft mode has non-zero energy only because of the external forces. These soft modes are the ones used in the stability
analysis of Ref. [1].
In presence of external walls, isostaticity corresponds to Nc = (N − 1)d, and:
the forces are uniquely determined by the external forces;
the packing is mechanically stable in the sense that H has no zero modes;
floppy modes allow a contact to open without affecting the other contacts;
they are given by Eq. (A13), and their energy depends only on the external confining forces.
(R10)
8. Other harmonic systems (including hard spheres)
We now consider the generalization of the discussion of Sec. A 2 to packings of other types of harmonic spheres near
jamming. First, we consider a potential energy U =
∑
〈ij〉 κij(|ri − rj | − σij)
2θ(σij − |ri − rj |) with heterogeneous
stiffnesses κij . Assuming that contacts cannot be opened, the elements of the Hessian matrix are then
Hjα
′
iµ =
∂2U
∂riα∂rjα′
= δij
∑
k∈∂i
κkin
α
kin
α′
ki − κijn
α
ijn
α′
ij δ(〈ij〉) , (A15)
Second, we consider a system with a potential energy U = κ
∑
〈ij〉
∣∣|ri − rj | − σij ∣∣νθ(σij − |ri − rj |). The force on
contact 〈ij〉 is then
fij ∝
∣∣|ri − rj | − σij ∣∣ν−1 , (A16)
and the effective stiffness is
κij ∝
∣∣|ri − rj | − σij ∣∣ν−2 ∝ f (ν−2)/(ν−1)ij . (A17)
At a isostatic point under periodic boundary conditions, contact forces are uniquely determined by the force balance
equations, and are thus independent of the particular choice of potential. Once the forces are determined, the effective
stiffnesses can be obtained via Eq. (A17). Plugging this result in Eq. (A15), we obtain a matrix H that gives the
small fluctuations associated with this modified potential, provided the harmonic approximation holds.
A special case of interest is that of hard spheres, which corresponds to ν → 0 in the absence of thermal excitations,
and thus κij ∝ f2ij . The corresponding Hessian matrix has elements
Hjα
′
iα =
∂2U
∂riα∂rjα′
= δij
∑
k∈∂i
f2kin
α
kin
α′
ki − f
2
ijn
α
ijn
α′
ij δ(〈ij〉) . (A18)
In this case, we can define a modified matrix S˜ with elements
S˜kα〈ij〉 = fij(δjk − δik)n
α
ij . (A19)
Using Eq. (A19), one can then show that H = S˜T S˜ by noting that
(S˜T S˜)jα
′
iα =
∑
〈kl〉
S˜iα〈kl〉S˜
jα′
〈kl〉 =
∑
〈kl〉
f2kl(δli − δki)n
α
kl(δlj − δkj)n
α′
kl
= δij
∑
k∈∂i
f2kin
α
kin
α′
ki − f
2
ijn
α
ijn
α′
ij δ(〈ij〉) = H
jα′
iα .
(A20)
Note also that because the contact forces are determined by the force balance condition in Eq. (A2), the modified
matrix S˜ must have a zero eigenvector with constant components.
Appendix B: Numerical simulations
This section completes the numerical details used in order to obtain isostatic configurations and to extract their
force network.
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FIG. 4. Energy per particle U/N ∝ (ϕ − ϕJ)
2 for the successive minimization of a representative system with Ni = 16384
in d = 3. Black stars show the energy of minimized packings and the red line is a fit to a harmonic function. Note that the
simulated packings are logarithmically spaced over 10 orders of magnitude in ϕ− ϕJ with roughly 10 systems per decade.
1. Isostaticity Considerations
The exact solution for d = ∞ finds that limN→∞(2Nc/N) = 2d for jammed packings, independently of the
jamming density, but does not explicitly provide the finite N corrections. From that viewpoint, any solution that
gives Nc = dN + O(1) may thus be acceptable. One might nevertheless wonder what Nc should be, for a finite N
systems, in order to most efficiently converge to the thermodynamic limit. Is it sufficient to have Nc = dN +O(1), or
does one need exactly Nc = (N−1)d+1 ≡ N isoc (under cubic periodic boundary conditions; other choices of boundary
conditions have different O(1) corrections [25])? Early numerical simulations [23, 24], including our own [22], did not
pay much attention to this issue. The protocols used did not exactly result in Nc = N
iso
c , typically because of
compression rates that were too rapid, incorrect stopping criteria, insufficient numerical precision, etc. Although the
packings had Nc − N
iso
c 6= 0, most of the jamming phenomenology was nevertheless found to be robustly conserved
from one set of simulations to another. Recently, the results of several more careful simulation protocols [1, 21, 25]
have, however, highlighted the importance of having exactly Nc = N
iso
c to observe some key aspects of jamming
criticality in finite systems. In particular, the theoretical analysis of Ref. [14] relies heavily on packings being strictly
isostatic with Nc = N
iso
c . For this reason, in this study we exclusively consider packings with Nc = N
iso
c , which
allows us to directly apply the analysis outlined in Sec. A. It may nonetheless be interesting to check to what extent
measurements of the critical exponents in finite N are affected by Nc ≈ N isoc , but this analysis is left for future work.
2. Detailed Numerical Minimization Protocol
The key difficulty in obtaining packings with N isoc is distinguishing between contacts and near contacts. In finite-
precision arithmetics, this challenge follows from the gap distribution for near contacts being singular and the contact
force distribution having a fat power-law tail at weak forces. Hence, being insufficiently close to jamming results in
ambiguities in the force network determination. Compounding this difficulty is the need to precisely remove rattlers,
as they are not part of the force network itself. In order to produce a packing that is truly isostatic, one thus need
to impose that the distance between the contact spheres should be very near the particle diameter, with a precision
that increases with Ni. For instance, in a system with Ni = 16384 in d = 4, with high probability at least one near
contact is only O(10−9)σij away from contact. All contact pairs must therefore be known to within a higher precision
than that value.
The protocol we implemented is designed to reliably converge to an isostatic configuration. It does so by producing
a series of packings with logarithmically spaced energies and excess packing fractions. We empirically found that
choosing nsteps = 10 packings per decade of packing fraction provides a reasonably high degree of success. As shown
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in Figure 4, for a quadratic contact potential as in Eq. (A6), the system energy scales with the distance to jamming
as
U ∝ (ϕ− ϕJ)
2θ(ϕ− ϕJ). (B1)
We begin by creating a configuration at an initial packing fraction ϕ0 ≈ 2ϕJ, and an initial estimate for the jamming
density, ϕ˜0. We minimize the energy of this packing using the FIRE algorithm [29] to U0, and calculate the packing
fraction for the next iteration, ϕ1, using the general rule
ϕi+1 = ϕ˜i + (ϕi − ϕ˜i) 10
−1/nsteps . (B2)
Every particle is then isotropically dilated to this new packing fraction and the system energy is minimized to Ui,
which we then use to compute a new, better estimate for the jamming density
ϕ˜i+1 =
ϕi+1 − ϕi
√
Ui/Ui−1
1−
√
Ui/Ui−1
. (B3)
As this process evolves we see that ϕi and ϕ˜i converge to ϕJ, and that
√
Ui/Ui−1 converges to 10
−1/nsteps . Here, we
continue this procedure until U/N ≤ 10−20 for d = 3 and 4, and U/N ≤ 10−24 for d = 2.
In order to perform the energy minimization efficiently, our numerical routines make extensive use of general
purpose graphical processing units (GPGPU) that are part of the University of Oregon ACISS supercomputer (156
NVIDIA M2070). Meeting the needed resolution between contacts and near contacts requires more precision than
is offered by IEEE 754 double-precision number formats. Our GPGPU hardware does not, however, implement
IEEE 754 quadruple-precision computations. We have thus resorted instead to implementing double-double precision
algorithms, whereby each number is represented by a pair of double precision numbers, and provides 106 bits of
precision in the significand (as opposed to 113 for quad precision) and 11 bits in the exponent (as opposed to 15
for quad precision). The basic mathematical operations are based on the NVIDIA implementation of double-double
precision arithmetic [28].
3. Detailed Analysis Protocol
The lowest energy configuration is used for subsequent analysis. Contacts and near contacts are distinguished, using
a gap threshold of 10−11σij , but the distinction is fairly robust to a choice of threshold within an order of magnitude
of this value. Particles with Z < d + 1 contacts are considered to be rattlers and are discarded from the rest of the
analysis. Note that the rattler determination is done self-consistently, in case two or more rattlers are initially in
contact with one another. After rattlers are removed, only configurations with Nc = N
iso
c are kept for the subsequent
force analysis. In d = 3 and 4, more than two-thirds of the systems met that criterion, and in d = 2 about a quarter
did so (the origin of this difference is unclear). Even though Nc may be off by only one or two contacts, the algorithm
for extracting forces is acutely sensitive to this requirement and therefore non-isostatic configurations ought to be
left out of the subsequent analysis. Further modifying these packings using a different algorithm, such as sequential
linear programming [26] or following the unstable modes of slightly hypostatic packings [1], may increase the yield of
packings with N isoc contacts, but this approach has not been attempted here.
Following the results of Sec. A 2, we extract contact forces from the zero-eigenvalue eigenvector of matrixN . Because
N is sparse, the relevant part of its eigensystem can be efficiently determined with the Lanczos algorithm [33], as
implemented in Mathematica 10 [34]. It is expected of perfectly isostatic systems that all elements of that eigenvector
share the same sign, which corresponds to fij > 0. For the vast majority of configurations, it is indeed the case. As
a last check for isostaticity, the rare systems that do not meet this criterion are eliminated from the force analysis.
4. Coplanarity and Weak Forces
In the main text, we have argued that particles with Z = d + 1 contacts are responsible for the anomalous tail
of the force distribution. The collection of particles giving rise to the anomalous scaling is further argued to have d
neighbors that are nearly coplanar with itself, which results in a weak resulting force (by force balance) on the d+1th
particle and in localized soft modes. In order to disentangle the contribution of coplanarity from that of connectivity
in determining what particles have an anomalous behavior, we explicitly separate the two effects below.
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FIG. 5. (a) Cumulative distribution of f¯ for particles with Z = d + 1 contacts in systems with Ni = 16384 in d = 4. The
power-law scaling at weak forces is consistent with θe. (b) Correlation between the relative strength of the weakest force and
the relative degree of coplanarity for particles with Z = d+ 1 contacts in six of these same systems.
First, we note that the average force on particles with Z = d+ 1
f¯i =
1
Z
∑
j∈∂i
fij (B4)
follows the mean-field scaling (Fig. 5), and therefore cannot on its own capture the anomalous scaling.
Second, we validate the correlation between coplanarity and weak forces. As a measure of coplanarity, we consider
the volume Qd of the parallelepiped spanned by the d contact vectors that are closest to being coplanar with the
center of a given particle i with Z = d+1 contacts. In order to do so, we define a d× d matrix V for these j = 1 . . . d
contact vectors as
Vjα = r
α
j − r
α
i , (B5)
where the component index α = 1 . . . d, and note that Qd = |det(V)|. After correcting for the inherent heterogeneity
in f¯i, we observe a strong correlation between coplanarity and weak forces (Fig. 5).
Joining these results with those presented in the main text confirms that the physical origin of the anomalous θℓ
scaling is the weakest force of the particles that are most likely to buckle. Further analysis of these bucklers is left for
future work.
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