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Abstract
In this paper we prove that the controllability for evolution equations in Banach spaces is not
destroyed, if we perturb the equation by “small” unbounded linear operator. This is done by
employing a perturbation principle from linear operator theory and a characterization of surjective
operators in Banach spaces. Finally, we apply these to a control system governed by partial integro-
differential equations.
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1. Introduction
In this paper we study the following infinite dimensional control system
z′ = (A+B(t))z, z(t) ∈Z, u(t) ∈U, t > 0, (1.1)
where Z, U are Banach spaces and t → B(t) :R→ L(Z) is bounded, continuous in the
strong operator topology of L(Z). A is the infinitesimal generator of a C0-semigroup
{T (t;A)}t0 and the control function u belongs to the spaces L2(0, t1;U).
Here we are interested in answering the following question: If the control system (1.1)
is controllable, then for which class of unbounded linear operators P on Z the perturbed
system
z′ = (A+ P)z+B(t)z, t > 0, (1.1)P
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For finite dimensional system this result is true. In fact, the following theorem is well
known and can be found in Lee and Markus [6, Chapter 2.3, Theorem 11].
Theorem 1.1. Consider an autonomous linear system in Rn
x˙ =A0x +B0u. (1.2)
If (1.2) is controllable, then there exists an  > 0 such that every autonomous linear system
x˙ =Ax +Bu with ‖A−A0‖<  and ‖B −B0‖<  (1.3)
is also controllable. Moreover, the set of all controllable autonomous linear systems is open
and dense in the metric space of all autonomous linear systems in Rn.
But, if the system is of infinite dimension and P is unbounded this result is not
true in general. Nevertheless, for some particular family of evolutionary equations like
partial differential equations we may allow P to be unbounded. In fact, we prove that the
controllability is preserved under a large class of unbounded linear perturbation.
In this paper we shall answer this question for a very large class of unbounded linear
operators P(A) such that L(Z)⊂P(A) (see Section 3). One of the goals in this work is to
prove the following statement:
If for some P0 ∈ P(A) the system (1.1)P0 is exactly controllable on [0, t1] according to
Definition 2.1, then there exists a neighborhoodN (P0) of P0 such that for all P ∈N (P0)
the system (1.1)P is also exactly controllable on [0, t1].
2. Notations and preliminaries
For all z0 ∈ Z and admissible control u ∈ L2(0, t1;U), Eq. (1.1) admits a unique mild
solution given by
z(t, z0, u)= T (t;A)z0 +
t∫
0
T (t − s;A)B(s)u(s) ds, 0 t  t1. (2.1)
Definition 2.1 (Exact controllability). We shall say that the system (1.1) is exactly control-
lable on [0, t1], t1 > 0, if for all z0, z1 ∈ Z there exists a control u ∈L2(0, T ;U) such that
the solution z(t) of (2.1) corresponding to u, verifies: z(t1)= z1.
Consider the following bounded linear operator
G :L2(0, t1;U)→ Z, Gu=
t1∫
0
T (t − s,A)B(s)u(s) ds. (2.2)
Then, the following proposition is a characterization of the exact controllability of the
system (1.1).
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operator G is surjective, that is to say,
GT (θ)L
2(0, T ;U)=GT (θ)L2 = Range(G)=Z.
The following characterization for the exact controllability of system (1.1) can be found
in [1], and it follows from Theorem 4.2.
Theorem 2.1. If Z and U are reflexive Banach spaces, then (1.1) is exactly controllable on
[0, t1] iff there exists γ > 0, such that
γ ‖B∗(·)T ∗(·)z∗‖L2[0,t1;U∗]  ‖z∗‖z∗, z∗ ∈ Z∗. (2.3)
3. Perturbation principle
The results presented in this section follow from a combination of Theorem 19 in [3,
p. 31] and chapter XIII of [4]. It is well known that, if A is the infinitesimal generator of a
C0-semigroup {T (t;A)}t0 in the Banach space Z and P is a bounded linear operator in Z
(P ∈L(Z)), then A+P is the infinitesimal generator of a C0-semigroup {T (t;A+P)}t0
which is given by the following formula
T (t;A+ P)z= T (t;A)z+
t∫
0
T (t − s;A)PT (s;A+ P)zds, z ∈ Z. (3.1)
Now, we shall see that: if P is an unbounded linear operator which is not too irregular
relative to A, then A + P is the infinitesimal generator of a C0-semigroup {T (t;
A+ P)}t0, but, the formula (3.1) is not true in general.
We shall denote by D(S) the domain of an operator S in a Banach space W , L(W) the
space of bounded and linear operator defined on W and σ(S) the spectrum of the linear op-
erators S. With these notation in mind, we will consider the following class of unbounded
linear operators: If A is the infinitesimal generator of a C0-semigroup {T (t;A)}t0 we
denote by P(A) the class of closed linear operators P satisfying the conditions
(I) D(A)⊆D(P ),
(II) for each t > 0, there exists a constant h(t) 0 such that
‖PT (t,A)z‖ h(t)‖z‖, ∀z ∈D(A),
(III) the integral ∫ 10 h(t) dt exists.
Remark 3.1. A is bounded if and only if A ∈ P(A).
The following theorem can be found in [3, p. 631].
Theorem 3.1. Let A be the infinitesimal generator of a C0-semigroup {T (t;A)}t0 in Z.
If P ∈ P(A), then A+ P defined on D(A+ P)=D(A) is the infinitesimal generator of a
C0-semigroup {T (t;A+P)}t0. Furthermore,
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∞∑
0
Sn(t), t  0, (3.2)
where
S0(t)= T (t;A) and
Sn(t)z=
t∫
0
T (t − s;A)PSn−1(s)z ds, n 1, z ∈Z,
and the series (3.2) is absolutely convergent in the uniform norm of L(Z), uniformly with
respect to the t variable in each finite interval. For each n and z the function Sn(t)z is
continuous for t  0.
The following facts can be found in [3].
(a) ⋃t>0 T (t;A)z⊆D(P ),
(b) the mapping z→ PT (t;A)z, z ∈D(A), has a unique extension to a bounded operator
defined on Z. In order to simplify the notation, we will call this extension PT (t),
(c) PT (t)z is continuous in t > 0 at each z ∈ Z. If ω0 = limt→∞ log‖T (t)‖/t , then
lim sup
t→∞
log‖PT (t)‖
t
 ω0,
(d) if R(λ) > ω0, then
PR(λ;A)z=
∞∫
0
e−λtPT (t)z dt, z ∈Z,
whereR(λ;A)= (A− λI)−1,
(e) if ω > ω0, then there exists Mω <∞ such that
‖T (t)‖Mωeωt and ‖PT (t)‖Mωeωt , t  0,
(f) for all β > 0
β∫
0
‖PT (t)‖dt <∞,
(h) if γ = ∫∞0 e−ωt‖PT (t)‖dt < 1, then
‖Sn(t)‖Mωeωtγ n, n 0.
Proposition 3.1. Let A be the infinitesimal generator of a C0-semigroup {T (t;A)}t0 of
type ω0. Define the function
dA(P1,P2)=
1∫
‖(P1 − P2)T (t;A)‖dt, P1,P2 ∈P(A), (3.3)0
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δA(P1,P2)=
∞∫
0
e−ωt‖(P1 − P2)T (t;A)‖dt, P1,P2 ∈P(A). (3.4)
Then δA(P1,P2) and dA(P1,P2) are equivalent metrics on P(A), i.e., there exist constants
MA and mA such that
mAδA(P1,P2) dA(P1,P2)MAδA(P1,P2), P1,P2 ∈ P(A).
Remark 3.2. If P1 −P2 is bounded, then
dA(P1,P2)
( 1∫
0
‖T (t;A)‖dt
)
‖(P1 − P2)‖.
Theorem 3.2. The function P ∈ P(A)→ T (t;A+ P) ∈L(Z) is continuous, i.e.,
lim
dA(P,P0)→0
‖T (t;A+ P)− T (t;A+ P0)‖ = 0,
uniformly with respect to t in each interval of the form [0, β], β > 0.
Furthermore, if δA(P,P0) < 1, then there exists a constant M =M(P0) such that
‖T (t;A+P)− T (t;A+ P0)‖ δA(P,P0)1− δA(P,P0)Me
ωt , t  0.
4. Main results
From the foregoing section we have that (P(A), dA) is a metric space endowed with the
metric dA. Now, we are ready to study the following family of infinite dimensional control
systems:
z′ = (A+ P)z+B(t)u(t), t > 0, P ∈ (P(A), dA). (1.1)P
To this end, we shall use the following important results from Linear Operator Theory.
Theorem 4.1. Let W and Z be Banach spaces and G ∈ L(W,Z) with Range(G) = Z.
Then there exists α > 0 such that for all S ∈ L(W,Z) with ‖G − S‖ < α we have that
Range(S)=Z.
Proof. See Kolmogorov and Fomin [5, p. 227]. ✷
The following characterization of surjective linear operators can be found in [1].
Theorem 4.2. If W and Z are reflexive Banach spaces and G ∈ L(W,Z), then the
following statements are equivalent:
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(b) there exists γ > 0 such that
γ ‖G∗z∗‖W∗  ‖z∗‖Z∗, z∗ ∈Z∗.
The following corollary is a particular case of Theorem 4.1 for reflexive Banach spaces.
Corollary 4.1. If γ > 0 is given under the hypothesis of Theorem 4.2, then for all
S ∈L(W,Z) with ‖G− S‖< 1/γ we have that Range(S)=Z.
Proof. Since ‖G− S‖ = ‖G∗ − S∗‖< 1/γ and
γ ‖G∗z∗‖W∗  ‖z∗‖Z∗,
‖G∗z∗ − S∗z∗‖W∗  ‖G∗ − S∗‖‖z∗‖Z∗, z∗ ∈Z∗,
then
‖S∗z∗‖W∗  ‖G∗z∗‖W∗ − ‖G∗z∗ − S∗z∗‖W∗  1
γ
‖z∗‖Z∗ − ‖G∗ − S∗‖‖z∗‖Z∗
=
(
1
γ
− ‖G∗ − S∗‖
)
‖z∗‖Z∗ .
If we put 1/) = 1/γ − ‖G∗ − S∗‖> 0, we get that
)‖S∗z∗‖W∗  ‖z∗‖Z∗, z∗ ∈Z∗,
and from Theorem 4.2 we get the result. ✷
Theorem 4.3. If for some P0 ∈ (P(A), dA) the linear control system (1.1)P0 is exactly on
[0, t1], then there exists a neighborhood N (P0) of P0 such that for each P ∈N (P0) the
system (1.1)P is also exactly controllable on [0, t1].
Proof. Without loss of generality, we will suppose that P0 = 0. Next, consider the
following linear bounded operator
GP :L
2(0, t1;U)→ Z, GPu=
t1∫
0
T (t − s,A+ P)B(s)u(s) ds. (4.1)
From Proposition 2.1 it is enough to prove that GP is surjective for all P in a neighborhood
N (0) of zero. Since system (1.1) is exactly controllable on [0, t1], the operator G given by
(2.2) is surjective, i.e., Range(G)=Z.
Now, using Theorem 4.1
‖GPu−Gu‖ =
∥∥∥∥∥
t1∫
0
(
T (t − s;A+ P)− T (t − s;A))B(s)u(s) ds
∥∥∥∥∥
 δA(P,0)
1 − δA(P,0)Me
ωt1
t1∫
‖B(s)‖‖u(s)‖ds0
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1 − δA(P,0)Me
ωt1‖B‖L2‖u‖L2 .
Hence,
‖GP −G‖ δA(P,0)1 − δA(P,0)Me
ωt1‖B‖L2 .
Then, we can take δA(P,0) small enough such that
δA(P,0)
1 − δA(P,0)Me
ωt1‖B‖L2 < α,
i.e.,
δA(P,0) <
α
‖B‖L2Mexp(ωt1)+ α
= r. ✷
5. Applications
This section deals with an application of the above result to a system of physical interest.
Namely, partial integro-differential equation of hyperbolic type

ytt (t, x)= yxx + 
x∫
0
φ(s)y(t, s) ds + u(t, x),
y(t,0)= y(t,1)= 0, t ∈ [0, t1],
(5.1)
where φ ∈L2[0,1], ∫ t10 ∫ 10 |u(t, x)|dx dt <∞, and  > 0 small enough.
Let H = L2[0,1] be the space of square integrable function and consider the following
linear operators:
A :D(A)⊂H →H, Af =−fxx, D(A)=H 2 ∩H 10 ,
L :H →H, (Lf )(x)=
x∫
0
φ(s)f (s) ds.
Then, the system (5.1) can be written in H as an abstract system as follows
y¨ =−Ay + Ly + u(t). (5.2)
Making the change of variable w = y˙ we can transform this equation in to the following
first order equation in the space Z =D(A1/2)×H
z′ =Az+ Pz+Bu, (5.3)
where
u ∈ L2[0, t1;H ], B =
[
0
I
]
, A=
[
0 I
−A 0
]
and P =
[
0 0
L 0
]
.
The operatorA generate a strongly continuous semigroup {T (t)}t0 given by
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

∞∑
n=1
2
[
〈z1, φn〉H cosnπt + 1
nπ
〈z2, φn〉H sinnπt
]
φn
∞∑
n=1
2
[−nπ〈z1, φn〉H sinnπt + 〈z2, φn〉H cosnπt]φn

 . (5.4)
The inner product in Z is given by
〈z, z¯〉H =
1∫
0
z1x(x)z¯1x(x) dx +
1∫
0
z2(x)z¯2(x) dx, and φn = sinnπx.
Using Theorem 2.1, it is proved in [1, p. 57] that the unperturbed system
z′ =Az+Bu (5.5)
is exactly controllable on [0, t1] for all t1 > 0.
Then, applying Theorem 4.3 we can prove for  > 0 small enough the system (5.1) is
also controllable on [0, t1].
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