In the present work, we deal with nonlinear fractional differential equations with "maxima" and deviating arguments. The nonlinear part of the problem under consideration depends on the maximum values of the unknown function taken in time-dependent intervals. Proceeding by an iterative approach, we obtain the existence and uniqueness of the solution, in a context that does not fit within the framework of fixed point theory methods for the self-mappings, frequently used in the study of such problems. An example illustrating our main result is also given.
Introduction
One of the most interesting kinds of nonlinear functional differential equations is the case when the nonlinear part depends on the maximum values of the unknown function. These equations, called functional differential equations with "maxima", arise in many technological processes. For instance, in the automatic control theory of various technical systems, it occurs that the law of regulation depends on the maximal deviation of the regulated quantity (see [1, 2] ). Such problems are often modeled by differential equations that contain the maximum values of the unknown function (see [3] [4] [5] ). Recently, ordinary differential equations with "maxima" have received wide attention and have been investigated in diverse directions (see, for example, [4, [6] [7] [8] [9] [10] [11] and the references therein). As far as we know, in the fractional case, these equations are not yet sufficiently discussed in the existing literature, and thus form a natural subject for further investigation. Motivated by the previous fact and inspired by [11] , in this work, we focus on the existence and uniqueness of the solution for similar systems in a fractional context, and in more general terms. We consider the following nonlinear fractional differential equation with "maxima" and deviating arguments: u (σ) , u (t − τ 1 (t)) , ..., u (t − τ N (t)) , t > 0,
with the initial condition function
where C D α denotes the Caputo fractional derivative operator of order α ∈ [0, 1] , N is a positive integer, a, b and τ i (with 1 ≤ i ≤ N) are real continuous functions defined on R + = [0, +∞] subject to conditions that will be specified later, φ : [−∞, 0] −→ R is a continuous function such that φ (0) = φ 0 > 0, and f : R + × R 1+N −→ R is a nonlinear continuous function. In the following definition, n denotes the positive integer such that n − 1 < α ≤ n and d n /dt n is the classical derivative operator of order n. For simplicity, we set du/dt = u (t).
Definition 2. The Caputo fractional derivative of a function u
provided that the right-hand side exists pointwise on [0, ∞].
In particular, when 0 < α < 1,
Let us denote by C (R) the set of all real continuous functions on R. Applying the Riemann-Liouville fractional integral operator I α of order α to both sides of Equation (1) and using its properties (see [19, 21] ), together with the initial condition Equation (2), we easily get the following lemma. Lemma 1. If f , a, b and τ i (with 1 ≤ i ≤ N) are continuous functions, then u ∈ {v ∈ C (R) s.t. v (t) = φ (t) for t ≤ 0 } is a solution of Equations (1) and (2) if and only if u (t) = Fu (t), where
Proof. Let u ∈ C (R). The functions a and b are continuous, so, according to the Remark in [7] (page 8) , see also [4] (Remark 3.1.1, page 62), max
) as a composition of continuous functions, it is also continuous. Now, we are able to follow the usual approach to show this type of result (see [15, 19, 21, 23, 24] 
Let now u ∈ {v ∈ C (R) s.t. v (t) = φ (t) for t ≤ 0 } be a solution of Equations (1) and (2) . Thus, in view of the first equality in Equation (6), Equation (1) can be rewritten as
Since the right-hand side of Equation (7) is continuous, then according to the definition of the Riemann-Liouville fractional derivative given by the second equality in Equation (6), we have
Thus, using [21] (Lemma 2.9, (d) with γ = 0), we have
where
Since U is continuous, for every T > 0, there exists L > 0 such that |U (t)| ≤ L : for all t ∈ [0, T]. Thus, the following inequality holds true for every t > 0, sufficiently small
Hence, the fact that 1 − α > 0, together with the continuity of I 1−α U resulting from Equation (8) , imply that I 1−α U (0) = 0. Consequently, Equation (9) becomes
Now, returning to Equation (7), applying the Riemann-Liouville fractional integral to both sides, and then using Equation (11) together with Equation (2), we obtain Equation (4) .
Suppose now that u ∈ {v ∈ C (R) s.t. v (t) = φ (t) for t ≤ 0 } is a solution of Equations (4) and (5) . Then, in view of Definition 1, we can rewrite Equation (4) as
Since u is continuous, then the right-hand side above is continuous too. By applying the Caputo fractional derivative operator C D α to both sides, then using its linearity (see [19] (Theorem 3.16)), as well as the fact that the derivative of a constant (in the sense of Caputo) is equal to zero [21] (Property 2.16), together with [21] (Lemma 2.21), we get Equation (1) .
In the present work, the state space will be regarded as a complete Hausdorff locally convex space. For further details on these spaces, we refer to [25] . In the sequel of this paper, we make use of the following lemma, which can be found in [26] 
([Lemma 2).
Lemma 2. Let X be a complete Hausdorff locally convex space, E a closed subset of X and u, v ∈ X. If u ∈ E and v / ∈ E, then there exists
The Main Results
In this section, we not only prove the existence-uniqueness result for Equations (1) and (2), but we also give this solution as a limit of an iterative process.
First, let us set the following hypotheses: 
(H 4 ) There exist positive constants l 1 and l 2 , such that f satisfies the Lipschitz condition
(H 6 ) f is a non negative function, and, moreover, ∃h
Let X = C (R) be the locally convex sequentially complete Hausdorff space of all real valued continuous functions defined on R, and {P K : K ∈ K} be the saturated family of semi-norms, generating the topology of X, defined by
where K runs over the set of all compact subsets of R denoted by K, and λ is a positive real number to be specified later. We denote by E φ,M , the subset of X defined by
where a * , b * and M are the constants given by (H 1 ) and (H 5 ). It can be easily seen that E φ,M is a closed subset of X and its boundary is
Throughout the remaining of this paper, F denotes the operator defined on E φ,M by Equations (4) and (5) . Thus, according to Lemma 1, F maps E φ,M into X and the fixed points of F are continuous solutions of problems Equations (1) and (2). Remark 1. It should be pointed out that under hypotheses (H 1 )-(H 3 ), (H 6 ) with the additional condition max 1≤i≤N t i < b * , F is a non-self mapping on E φ,M . Indeed, as is noted in the proof of [11] (Theorem 3) , for any
and h is the constant given by (H 6 ), it can be easily seen that Fu / ∈ E φ,M . This will be checked by the example of the last section.
The introduction of a self-mapping of the index set in uniform spaces is motivated by applications in the theory of neutral functional differential equations [11, 27, 28] . Following this idea, let us define a map
Remark 2. Note that, for every K ∈ K and every integer n greater than 1, we have j n (K) = j(K).
In the next proposition, we show that F satisfies Equation (14), which is a weakened version of the usual contraction when L λ < 1 (see Remark 3).
Proposition 1. Under hypotheses
with
Proof. Note that it suffices to consider K + = ∅, since otherwise P K (Fu − Fv) = 0. Letting t ∈ K + , we obtain by means of hypotheses (H 3 ) and (H 4 )
where r i (s) = s − τ i (s) . Note that, due to the definition Equation (13) and under hypothesis (H 1 ), it is clear that, for every
Now, multiplying the both sides of the above inequality by e −λt , then performing the change of variable u = λ (t − s), we get
Let µ := 1 + α and ν := 1 + 1/α. Taking into account (H 3 ), Hölder's inequality gives
Thus, the result is obtained by taking the supremum on K.
is satisfied, then Equation (14) holds true. Therefore, due to the choice of j, in the present context, the usual contraction is a particular case of Equation (14) when L λ < 1.
To reach our aim, we proceed by adapting the proof of [11] , [Theorem 1] with some completeness, for the construction of an iterative process converging to the unique continuous solutions of Equations (1) and (2) .
According to Remark 1, the standard process of Picard's iterations fails to be well defined. To overcome this fact, we make use of Lemma 2 to construct a sequence of elements of E φ,M as follows: starting from an arbitrary point u 0 ∈ E φ,M , we define the terms of a sequence {u n } n∈N * in E φ,M iteratively as follows:
Note that the terms of the sequence {u n } n∈N * belong to A ∪ B ⊂ E φ,M , with B ⊂ ∂E φ,M , where
Furthermore, if u n ∈ B, a straightforward computation leads to
Proposition 2. Let u 0 ∈ E φ,M , and {u n } n∈N * be the sequence defined iteratively by Equation (16) . Then, under hypotheses (H 1 )-(H 5 ), for each K ∈ K and every integer m greater than or equal to 1, the following estimation holds true:
where L λ is given by Equation (15) and
Consequently, two consecutive terms of the sequence {u n } n∈N * can not belong to B (recall that B ⊂ ∂E φ,M ). Thus, it suffices to consider the three cases below.
Case 1. u n , u n+1 ∈ A. From Equation (14), we have
Case 2. u n ∈ A, u n+1 ∈ B. From the condition Equation (14) together with Equation (17) (for u n+1 instead of u n ), we get
Case 3. u n ∈ B, u n+1 ∈ A. Then, ∃β n ∈ [0, 1] : u n = (1 − β n )u n−1 + β n Fu n−1 , which implies that
Thus, by Equation (14), for every integer number n ≥ 2, we obtain either
Moreover,
In summary, the following inequality is true in all cases
We now prove Equation (18) by induction. Using Equation (19), we have either
and similarly we obtain
Consequently, Equation (18) is satisfied for m = 1. Assume now that Equation (18) holds true for some m > 1. Using Equation (19), we get either
Thus, the fact that C j(K) = C K , which follows from Remark 2, leads to
In the same way, we get
which means that Equation (18) holds for m + 1, and this completes the proof.
We are now ready to prove our main result.
the sequence {u n } n∈N * defined iteratively by Equation (16) , converges in E φ,M to the unique continuous solution of Equations (1) and (2) provided that
Proof. Let us put λ = 1/max{τ, b * } in Equation (12) . Thus, according to Proposition 1, for every K ∈ K and u, v ∈ E φ,M , Equation (14) holds true with L λ < 1/4. Therefore, for an arbitrary fixed K ∈ K, and, for each ε > 0, there exists a positive integer s satisfying
Hence, for n ≥ 2s, q ≥ 1 and a sufficiently large l, we get, by means of Equations (18) and (22),
Consequently, {u n } n∈N * is a Cauchy sequence in the closed subset E φ,M of the complete locally convex space X, and so it converges to a point u ∈ E φ,M . Let {u n k } k≥1 be a sub-sequence of {u n } n≥1 in A, which is u n k +1 = Fu n k for every positive integer k. Then, for each compact K ∈ K, we have
Therefore, u = Fu and so, according to Lemma 1, u is a solution of Equations (1) and (2) . For the uniqueness, assume that there exists another solution v ∈ E φ,M such that u = v. Since X is Hausdorff, then P K 0 (u − v) = 0 for some compact K 0 ∈ K. Using Equation (14) and Remark 2, we get for every positive integer n
. This completes the proof.
Example
The following example illustrates the applicability of our theoretical result. Let us consider the following equation
subject to the initial condition function
Problems in Equations (23) and (24) are identified to Equations (1) and (2) with α = 0.5, N = 1, It is clear that u 0 ∈ E φ, 1.9 , where E φ,1.9 = u ∈ C (R) : u (t) = 2t 2 + 1.168 for t ≤ 0 and u (t) ≤ 1.9 for t ∈ 10 −1 , 2 .
Note that, for 0 < t − τ 1 (t) < τ, we have
Then, hypothesis (H 6 ) yields to
which means that Fu 0 / ∈ E φ,1.9 . Thus, in this framework, the iterative processes usually used in the self-mapping context can not be applied, while, according to Theorem 1, the process defined by Equation (16) , converges in E φ, 1.9 , to the unique continuous solutions of Equations (23) and (24) . The first term is approximately given by For t > 0, the other terms can be computed using the following formulas: By successive iterations up to the order n − 1, the term u n is given by u n (t) = 
Conclusions
In this contribution, the investigated question concerns the existence and uniqueness of the solution for a class of nonlinear functional differential equations of fractional order. The considered problems in Equations (1) and (2) are distinguished by the fact that the nonlinear part depends on maximum values of the unknown function, which is not frequently discussed in the existing literature. These maximums are taken on time-dependent intervals and, moreover, the equation is of mixed type, i.e., with both retarded and advanced deviations. It should be noted that, if the hypotheses (H 6 ) and Equation (20) are omitted, the operator F can be a self mapping, and thus, by the usual contraction methods, it can be shown that the result of Theorem 1 remains valid with the bound in Equation (21) weakened to 1. When additional conditions are necessary to meet the physical or mechanical requirements of the phenomenon governed by Equations (1) and (2), we leave the previous usual framework of study. In this case, our main result of Theorem 1 shows that the condition in Equation (21) is sufficient for the existence and uniqueness of the solution.
