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This document presents a sampling of unclassified, unlimited distribution (public release) NPS 
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produced between 2018 and 2019. Most citations were collated from Calhoun, the Dudley Knox 
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Adesanya, Kehinde A., and Santhosh K. Shivashankar. Trust and Understandability in 
Autonomous and Unmanned Surface Vehicles. Master’s thesis, Naval Postgraduate 
School, 2019. http://hdl.handle.net/10945/63429  
Abstract:  Within the human-machine relationship, distrust can arise. The Department of 
Defense utilizes automation, autonomous systems, and artificial intelligence to reduce 
cognitive workload and improve mission capabilities; however, adoption rates of autonomous 
unmanned surface vehicles (USVs) remain low. This thesis asks how human distrust of 
machines and machine learning relates to adoption rates. First, we identify trust components 
by building upon a model created by Gari Palmer, Anne Selwyn, and Dan Zwillinger in 2016. 
Then, we identify components that apply to the military environment that could affect the 
adoption rate such as smoothing time, policies and regulations, competition, robustness, 
understandability, subjective norm, human interaction, policy effect, risk to force, time 
sensitivity, war, time between wars, and catastrophic failure. Through S-curve and smoothing 
modeling, we find that trust components can be quantified in the human machine relationship 
as positive or negative trust, and that a relationship exists between understandability and 
adoption. While autonomous system components generally undergo rigorous testing to verify 
suitability and operability, human-machine trust is not usually incorporated into design and 
testing phases. When trust is built into the design and acquisition process, adoption of 
autonomous USVs is more likely to increase. Researchers can apply our trust model to future 
autonomous systems to mitigate distrust and human-machine teaming. 
 
Bowman, Brandon. Anomaly Detection Using a Variational Autoencoder Neural Network with 
a Novel Objective Function and Gaussian Mixture Model Selection Technique. Master’s 
thesis, Naval Postgraduate School, 2019. http://hdl.handle.net/10945/62853  
Abstract:  Anomalies in data often convey critical information that can be leveraged in a 
variety of applications. For the military engaged in combat, this can amount to identifying 
threats early and preserving a lethal edge over an adversary. In other more benign cases it 
can corrupt data integrity and lead to ineffective application of other data analysis techniques. 
To tackle the problem of anomaly detection, there are several common methods provided in 
statistics and machine learning literature, including variational autoencoders (VAEs). Using a 
VAE, we develop a novel objective function to improve its performance detecting anomalies. 
Additionally, we introduce a modeling pipeline that works in the fully unsupervised context, 
where one does not know the true proportion of anomalies present in the data. To construct 
this pipeline, we fit reconstruction errors using a Gaussian mixture model (GMM) and select 
the model whose characteristics best match our performance metrics. Using our approach, we 
observe an increase in anomalies detected against a standard objective function, and we 
measure an average improvement of 0.4021 in F1 scores. We show our findings using four 
labeled benchmark data sets and apply our conclusions on an open-source, unlabeled data set 















Chapman, Brannon W. Object Detection in Low-Spatial-Resolution Aerial Imagery Using 
Convolutional Neural Networks. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62841  
Abstract:  Supervised machine learning by convolutional neural networks has proven effective 
for regional object detection in digital imagery. However, when applied to low-spatial-
resolution aerial imagery, such networks are generally less effective because of the low object-
to-image size ratio, the unconstrained orientation of objects, and a shortage of labeled data. 
The purpose of this research is to assess whether a deep learning technique can be optimized 
for regional detection and classification of ships, aircraft, or similar platforms in aerial imagery. 
During tests, we sought and observed improvements in detection precision resulting from 
adaptations to the region proposal technique of the Faster Regional Convolutional Neural 
Network (R-CNN) model while using a shallower, fourteen-layer network. Specifically, we 
found that both k-means clustering and a segmented least-squares fitting technique reveal 
object orientation patterns in training data that can be used as the basis for the dimensions of 
Faster R-CNN region proposals. Detection precision was most notably improved for objects not 
tightly bound by a rectangular region due to their orientation in the image plane. 
 
Grooms, Geoffrey B. Artificial Intelligence Applications for Automated Battle Management 
Aids in Future Military Endeavors. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62722  
Abstract:  This thesis seeks to study artificial intelligence (AI) technologies that can improve 
decision-making in complex military tactical environments. Tactical environments can become 
highly complex in terms of threats, the tempo of events, the element of surprise or 
unexpected events, the limits of battlespace awareness, and the potential deadly 
consequences. This type of environment translates into a highly challenging decision space for 
tactical warfighters. Tactical decision-making tasks quickly surpass the cognitive abilities of 
humans in terms of identifying decision options, weighing the relative value of numerous 
options, calculating the predictive success of options, and performing these tasks under 
extremely short timeliness. The Navy has identified the need to develop automated battle 
management aids (ABMA) to support human decision-makers. The concept is for ABMAs to 
process large amounts of data to develop battlespace knowledge and awareness and identify 
and prioritize warfare resource and course of action options. Recent developments in AI 
methods show promise as a critical enabler of ABMAs to support tactical decision-making. This 
thesis studies AI methods with an objective of identifying specific applications to the realm of 
tactical decision-making. 
 
Hudalla, Daniel R. Forecasting Army Reserve Officer Training Corps Commissions Using 
Machine Learning Techniques. Master’s thesis, Naval Postgraduate School. Accessed 
December 3, 2019. http://hdl.handle.net/10945/62728  
Abstract:  The U.S. Army Cadet Command (USACC) produces about two–thirds of the Army 
officer corps in any given year. The command currently forecasts commissions 24 months 
before the completion of a fiscal year despite limited ability to influence production within this 
timeframe. Consequently, USACC must make recruiting decisions to shape its cohorts at least 
six months before current forecasts begin. This study explores the use of statistical machine 
learning models to forecast the number of currently enrolled cadets who will commission in a 
cohort nearly three years out. The developed forecasts can be used to determine the number 
of new cadets USACC must recruit to accomplish future recruiting missions. We find that a 
machine learning model can identify predictors that increase or decrease the likelihood of 














Keller, Ryan P. Observational Oversight for Understanding Trust in Interactive Human and Ai 
Systems. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/63466  
Abstract:  Trust in artificial intelligence is an important field of research influencing 
developments such as autonomous cars, aircraft, the employment of drone swarms, and 
military decision aid tools. Understanding trust between humans and artificially intelligent 
systems will help accelerate decision-making cycles, inform better system design, and avoid 
automation bias or under-utilization of intelligent systems. Using the Hoff and Bashir model of 
trust in automation as a theoretical foundation of trust, we create a three-dimensional 
interface for a mobile network control system (NCS) composed of unmanned vehicles (UxV). 
In support of a ground team element, the NCS uses adaptive submodularity to configure a 
topology of network nodes that maximizes communications, sensor coverage, and network 
robustness. Interaction with the NCS is accomplished with a virtual reality (VR) interface by 
suggesting UxV positions to be evaluated by adaptive submodularity. The VR system is 
capable of capturing user interaction events, user positions, and total utility of the NCS as 
reported by adaptive submodularity. The measurements taken from the user may be analyzed 
post-event for potential indicators of trust development, how quickly the user learned to use 
the system, and if the user’s ability to work with the NCS to accomplish a goal improved over 
time. 
 
Lebrun, Caliph. Vision-Based Terrain Classification and Learning to Improve Autonomous 
Ground Vehicle Navigation in Outdoor Environments. Master’s thesis, Naval 
Postgraduate School, 2019. http://hdl.handle.net/10945/63474  
Abstract:  Terrain is an important factor for autonomous ground vehicles (AGV), potentially 
ruining a mission or the platform itself. The purpose of this thesis is to develop a method for 
an AGV to identify and avoid hazardous terrain. This work builds on a previously developed 
system that uses artificial potential fields to avoid obstacles and navigate to a goal. Terrain 
was identified by developing a random forest machine-learning algorithm, classifying terrain 
as hazardous or traversable. The random forest was grown using data from images collected 
during this work. The classification of hazardous terrain was used to generate a repulsive force 
for use with artificial potential fields. The system was designed to avoid known areas of 
hazardous terrain using path planning, developing paths using approximate cell decomposition 
and the A* search algorithm. Tests of the developed random forest revealed accurate 
classification capabilities for all terrain types, but a tendency to misclassify certain terrain 
types. Portions of the navigation solution were simulated and confirmed the path planning 
capability. Trials conducted in a real-world environment revealed the solution stopped the AGV 
from entering hazardous terrain, and successfully planned routes around hazardous terrain. 
Improvements to the localization solution will allow the AGV to perform more consistently and 
over longer ranges. 
 
Lee, Nicholas L. Utilization of Machine Learning Techniques to Detect Anomalies in 
Department of Defense Contract Data. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62268  
Abstract:  The Federal Funding Accountability and Transparency Act (FFATA) of 2006 makes 
available to public view information on all federal contracts beginning in 2006. This 
transparency presents an opportunity to examine large volumes of procurement data, in 
particular to infer whether anomalies or irregularities are present. In this thesis, we examine 
direct-order purchases made by the U.S. Army between calendar years 2013 and 2017. A total 
of 73,570 direct-order contracts were issued by the Army during this period, with a total 
obligation value of over $36 billion. We use supervised machine learning techniques to detect 
trends regarding levels of competition, set-aside programs used, sole sourcing, and monies 
spent both in individual contracts and in the awarding offices that issued the contracts. We 
also identify specific contracts that warrant further inspection. The suite of analytical tools that 
we develop can be applied generally to direct-order contracts issued by other DoD service 
branches. Application of these tools would allow an investigator to identify DoD contracts that 
warrant further scrutiny, and would allow contracting activities to be monitored with respect to 






criteria that are identified with best spending practices. 
 
Peters, Kevin M. 21st Century Crime: How Malicious Artificial Intelligence Will Impact 
Homeland Security. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62283  
Abstract:  Artificial intelligence (AI) is a field of research with the potential to radically change 
society’s use of information technology, particularly how personal information will be 
interconnected and how private lives will be accessible to cybercriminals. Criminals, motivated 
by profit, are likely to adapt future AI software systems to their operations, further 
complicating present-day cybercrime investigations. This thesis examines how transnational 
criminal organizations and cybercriminals may leverage developing AI technology to conduct 
more sophisticated criminal activities and what steps the homeland security enterprise should 
take to prepare. Through a future scenario methodology, four scenarios were developed to 
project how cybercriminals might use AI systems and what should be done now to protect the 
United States from the malicious use of AI. This thesis recommends that homeland security 
officials expand outreach initiatives among private industry and academia that are developing 
AI systems to understand the dual-use implications of emerging AI technology and to provide 
public security perspectives to AI research entities. Finally, this thesis recommends that 
federal agencies develop specific initiatives—aligning with existing national cyber and AI 
strategies—that confront the potential challenge of future, AI-enabled cybercrime. 
 
Rodney, Christopher A. and Yusef Akbarut. Artificial Intelligence (AI) Strategy and Design for 
Marine Corps Intelligence. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62806  
Abstract:  Within the past 15 years, artificial intelligence (AI) has represented a rapidly 
expanding field that will intrinsically overhaul analytical processes. Historically human-centric 
processes and capabilities are quickly being overrun by expanding data collection, creating a 
gap that AI tools can fill. The use of AI applications that have benefited commercial industry 
provide similar opportunities to add value within the military domain. The Marine Corps is 
heavily invested in expanding its collection capabilities across the Marine Corps Intelligence, 
Surveillance, and Reconnaissance Enterprise (MCISRE). The MCISRE 2015–2020 plan directs a 
modernization of intelligence, surveillance, and reconnaissance assets across all intelligence 
disciplines. As collection capabilities expand, analytical tools that process and exploit 
information must evolve in a similar fashion. In order to expand its analytical abilities, Marine 
Corps intelligence must establish a strategy that identifies how to approach integrating AI 
capabilities. This thesis leverages current AI technological capabilities and proposes a strategy 
to integrate them across MCISRE. The strategy will provide a holistic outlook across the 
Doctrine, Organization, Training, Materiel, Leadership/Education, Policy, and Facilities 
(DOTMLPF) spectrum to provide recommendations for senior leadership on material and non-
material solutions to support AI integration within MCISRE. 
 
Streams, Jr., James E. Utilizing Adaptive Design of Experiments with Logistics Battle 
Command to Determine the Most Important Factors for a Decision Maker. Master’s 
thesis, Naval Postgraduate School, 2019. http://hdl.handle.net/10945/63507  
Abstract:  The Army makes extensive use of simulation models to obtain data on the 
operational effectiveness of future capabilities to inform acquisition decisions. A key step in 
this process is understanding how the key performance parameters of a new system impact 
the system’s performance in the operational environment. This enables decision makers to set 
threshold and objective values of these parameters to provide to industry as system 
requirements. Another challenge faced with new technology is understanding how tactics are 
potentially impacted by the new capability. This requires the exploration of new methods of 
employment. Efficiently exploring the interaction between key performance parameters and 
tactics within its simulation models remains a challenge for the analytic community. The 
analytic community makes use of some methods from the design of experiments literature but 
continues to require more efficient methods of searching the design space. Methods from the 
adaptive sequential design of experiments community or the field of machine learning could 






potentially be leveraged to address this need. These methods make use of the results of 
previous experimentation to inform the subsequent trials, potentially resulting in fewer costly 
simulation experiments. TRAC has identified the Logistics Battle Command (LBC) model as a 
candidate for proof-of-principle work in this area. The end result is a metamodel of LBC for the 
selected factors with significant factors highlighted. 
 
Vu, Carolyne. A Method for Classification of Incomplete Networks: Training the Model with 
Complete and Incomplete Information. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/62313  
Abstract:  The rise of accessible real-world data creates a growing interest in effective 
methods for accurate classification, especially for networks with incomplete information. The 
intelligence community requires an understanding of a network before the team can develop a 
strategy to combat the adversary. These problems are typically time-sensitive; however, 
gathering complete and actionable intelligence is a challenging mission. An adversary’s actions 
are secretive in nature. Crucial information is deliberately concealed. Intentionally dubious 
information creates problematic noise. Therefore, if an observed incomplete network can be 
classified as-is without delay, the network can be properly analyzed for a strategy to be 
devised and acted upon earlier. This thesis considers a machine learning technique for 
classification of incomplete networks. We examine the effects of training the model with 
complete and incomplete information. Observed network data and their structural features are 
classified into technological, social, information, and biological categories using supervised 
learning methods. 
 
Wood, Scott. Artificial Intelligence Applications for Solving Combat Identification Problems 
Concerning Unknown Unknowns. Master’s thesis, Naval Postgraduate School, 2019. 
http://hdl.handle.net/10945/63521  
Abstract:  The Navy has identified a need to exploit the benefits of artificial intelligence, 
particularly in the realm of common tactical picture (CTP), combat identification (CID), and 
battle management aids. Of grave concern to the Navy is the CID of unknown unknowns or 
things that are not known to exist or can be easily tracked. Artificial Intelligence, and related 
machine learning, deep learning, and deep analytics tools, provides a technology that can be 
used to assist commanders in processing information to help determine these unknown 
unknowns. The limitations of current CID systems, coupled with the increased amount of the 
sensor data overloading current watch-stander’s abilities to determine regularized patterns 
and anomalies, offers a technological opportunity to exploit and ease a human’s workload. 
Machine learning and other AI systems may be able to fill this gap, assisting in the 
determination of unknown-unknowns. Research conducted on machine learning and deep 
learning techniques determined possible applications for CID use in the surface Navy, with 
technology acquisition and integration as the limiting factors. Continued research concerning 
the integration of legacy systems and new technologies is necessary to realize the true 
potential of AI in CID unknown-unknown applications. 
 
  








Bell, Brown, Jason R. An In-Depth Analysis of a Machine-Learning-Based Network Routing 
Protocol for Networking in a Highly Mobile Topology. Master’s thesis, Naval 
Postgraduate School, 2018. http://hdl.handle.net/10945/61317  
Abstract:  This thesis studies the performance of a machine-learning-based DTN routing 
protocol, QGeo. QGeo is based on the reinforcement learning model called Q-learning whereby 
an agent in some context takes an action, gains a reward and adapts its decision-making 
policy based on the reward’s value. QGeo is implemented in the ns-3 simulator, and the 
implementation in this work is based on the previously implemented GAPR protocols. QGeo is 
then tested in ns-3 alongside GAPR, GAPR2 and GAPR2a, as well as the more commonly 
known Epidemic, Vector and Centroid DTN protocols. Testing is performed rigorously across 
four simulation scenarios. The Helsinki scenario simulates mobile traffic in a city, the Omaha 
and Bold Alligator scenarios simulate amphibious military exercises with various properties, 
and the Swarm scenario simulates the behavior of a drone swarm based on real-world sensor 
flight data. This thesis ultimately shows that QGeo is a highly selective protocol in terms of 
making forwarding decisions, based primarily in the Q-learning mechanism. This thesis also 
advances the research previously done at the Naval Postgraduate School in DTN research and 
development by furthering the testing effort of the protocols that have been implemented. 
Finally, an added benefit of this study is the incorporation of the Swarm scenario to the DTN 
testbed, increasing the range of testing capability for comparison of DTN routing protocol 
characteristics. 
 
Clark, Tiffany. Integrity-Based Trust Violations within Human-Machine Teaming. Master’s 
thesis, Naval Postgraduate School, 2018. http://hdl.handle.net/10945/59637  
Abstract:  Successful human-machine teaming requires humans to trust machines. While 
many claim to welcome automation, there is also mistrust of machines, which may stem from 
more than competence concerns. Human-automation trust research to date has considered 
automation capable of competence-based trust violations (CBTV), but integrity-based trust 
violations (IBTV) should also be studied. Future advances in artificial intelligence and cyber 
warfare could result in the perception—and possible reality—of automation committing IBTVs. 
The current study paired human participants with an automated teammate to complete a 
sequence of computer-based visual search and investment tasks. During each session, the 
automation committed either an IBTV or CBTV, and participants’ trust responses were 
measured through self-reported trust, trust-based reliance behavior, time spent making 
reliance decisions, and investment behavior. The results found that (a) average self-reported 
trust in the automation was significantly lower in the IBTV than the CBTV condition, (b) 
personal investment behavior was more consistent with reported trust levels than reliance 
behavior and may be a better gauge of trust, and (c) trust behavior differed more between 
IBTV and CBTV conditions among participants who invested more in their automated 
teammate. The differences found in participant trust response between conditions are enough 
to warrant further research into how humans react to automation committing IBTVs. 
 
Clarke, Alan J. and Daniel F. Knudson, III. Examination of Cognitive Load in the Human-Machine 
Teaming Context. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/59638  
Abstract:  The Department of Defense (DoD) is increasingly hoping to employ unmanned 
systems and artificial intelligence to achieve a strategic advantage over adversaries. While 
some tasks may be suitable for machine substitution, many parts of the DoD’s mission 
continue to require boots on the ground and humans in the loop working in interdependent 
human-machine teams. The commercial unmanned systems marketplace and active UxS and 
autonomous systems offer military research and acquisitions professionals promising technical 
solutions, but may integrate poorly in a human-machine team application. The authors 
developed a framework for analyzing task-to-technology matches and team design for military 
human-machine teams. The framework is grounded in the cognitive theories of situational 






awareness and decision making, team dynamics, and functional allocation literature. 
Additionally, the research recommends developing a shared DoD-wide understanding of 
autonomous systems terms and taxonomy, and educating operational leaders, acquisitions 
staff, and executives about realistic expectations and employment of autonomous systems in 
human-machine environments. 
 
Erwert, Jonathan P. Frequency-Based Feature Extraction for Malware Classification. Master’s 
thesis, Naval Postgraduate School, 2018. http://hdl.handle.net/10945/61360  
Abstract:  Traditional signature-based malware detection is effective, but it can only identify 
known malicious programs. This thesis attempts to use machine-learning techniques to 
successfully identify previously unknown malware from a set of Windows executable 
programs. We analyzed the histogram of 4-, 8-, and 16-bit-sequence values contained in each 
program. We then analyzed the effectiveness of using these histograms in part or in full as 
feature vectors for machine learning experiments. We also explored the effect of an offset at 
the beginning of each program and its impact on classifier performance. We successfully show 
that a machine learning classifier can be learned from these features, with an f-measure in 
excess of 90% attained in one of our experiments. Using a part of the histogram as the 
feature vector did not significantly affect classifier performance up to a point, nor did including 
an offset. Our results also suggest that features derived from histograms are better suited to 
tree-based algorithms compared to Bayesian methods. 
 
Fox, Andrew J. Putting the Lid on the Devil’s Toy Box: How the Homeland Security Enterprise 
Can Decide Which Emerging Threats to Address. Master’s thesis, Naval Postgraduate 
School, 2018. http://hdl.handle.net/10945/58296  
Abstract:  Evolving developments in nanotechnology, materials science, and artificial 
intelligence are paving the way for exponential growth in humanity’s abilities to create-and 
destroy. Emerging Promethean technologies will deliver capabilities to average persons that, 
until recently, have been relegated only to governments, militaries, and large research 
laboratories. The responsibilities of the homeland security enterprise can be divided between 
two mission sets: the systemic mission (responding to known threats) and the future-shock 
mission (preparing for highly uncertain threats from emerging technologies). The latter 
mission encompasses forecasting which emerging Promethean technologies are most likely to 
be actualized and then used by bad actors, and which have the direst plausible consequences. 
Pandora’s Spyglass, a decision-support tool for performing a devil’s toy box analysis, fuses 
best practices from a wide variety of predictive analytical techniques. It produces an ordinal 
list of most-destructive scenarios involving emerging Promethean technologies likely to come 
to market within a five- to ten-year window-a to-do list for counter-future-shock research and 
development. It is a ranking tool, not meant to serve as a budget justification or formulation 
tool; however, the procedure’s assumptions and variables can be validated so that it could 
legitimately serve that latter function. 
 
Herrmann, David W. Morphodynamic Classification of Coastal Regions Using Deep Learning 
Through Digital Imagery Collection. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/61381  
Abstract:  The DoD is investing in autonomy, AI, and machine learning. Deep learning, a sub-
field of machine learning is increasing due to newer and cheaper hardware, new algorithms, 
and big data. Deep learning uses a neural network with multiple weighted layers designed to 
learn hierarchical feature representations. This research uses the technique of transfer 
learning, which takes the well-constructed architecture of a source model and retrains it to a 
target data set—in this case, different coastal landscapes. Eight different classes were trained 
with oblique (≥ 45°) images. An average accuracy of 95% correct identification was achieved 
through validation testing. Carmel River State Beach is a known morphodynamic site that 
changes seasonally. Five different stitched together <10° off NADIR mosaics of this site were 
selected to test the model’s ability to detect and correctly label areas of change over time. The 
mosaics were broken into four quadrants of equal area to increase homogeneity of the 
features. The two landward quadrants showed successful label and change detection; the 






seaward quadrants showed poor results attributed to smearing and gradient distortion from 
the stitching process. Successful transfer learning was accomplished with high accuracy; angle 
differences and stitching caused mislabeling. Larger datasets with single images from multiple 
angles may reduce labeling error. Multi-label and multispectral approach will enhance and 
broaden the application of this process. 
 
Johnston, David. L’Union Fait La Force: Future Trends Shaping Interoperability between 
CANSOFCOM and the RCAF. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/59692  
Abstract:  A mature Special Operations Forces (SOF) capability requires dedicated airpower, 
yet the Royal Canadian Air Force (RCAF) has not responded to the deepening relevance of 
Canadian Special Operations Forces Command (CANSOFCOM). This study qualitatively 
analyzes eight trends that Canada should address to optimize SOF airpower. The trends are: 
remote piloting; artificial intelligence and machine autonomy; processing, exploitation, and 
dissemination (PED); Intelligence, Surveillance, and Reconnaissance (ISR); SOF mobility; 
precision strike; Alternative Service Delivery; and fuel sources. From these trends, this study 
finds ten implications for Canada and like-minded nations: the enduring need for human 
involvement as only human influence achieves long-term success; human-machine teaming 
that fuses human discernment and machine learning; the concept of joint by design; the idea 
of modular by design; Alternative Service Delivery and roll-on/roll-off platforms; alternative 
fuel futures like high-altitude pseudo-satellites and the Airfield Surface Assessment and 
Reconnaissance capability; big data PED, including smart sensors and novel analytics; 
employment considerations for Manned ISR assets; tilt-rotor and the future of vertical lift; and 
the trade-offs between fifth-generation stealth fighters like the F-35 and the down-teched OA-
X observation-attack aircraft. This study ultimately advocates for greater interoperability 
between CANSOFCOM and the RCAF. Both are stronger together. 
 
Layug, Christine. Extracting Major Topics from Survey Text Responses Using Natural 
Language Processing. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/60425  
Abstract:  In this thesis, we enhance the comment analysis approach of Cairoli’s 2017 Naval 
Postgraduate School thesis, to help the fleet analyze comment responses in Department of 
Defense surveys and utilize the results to make important decisions. This methodology 
automates applying descriptive labels to a comment and then uses those labels to categorize 
comments into a small set of meaningful prevalent topics. We apply this methodology to 
comments from two recent surveys: a command climate survey as well as an investigation 
survey looking into the recent increase of physiological episodes experienced by T-45 and F/A-
18 aircrews. When applying novel approaches to different data, unexpected matters emerge. 
These matters shed light on areas of the approach that may need expansion or modification. 
Motivated by our analysis of text comments from two very different Navy surveys, we extend 
Cairoli’s approach in four ways. Our modifications lead to a generalized model; an approach 
independent of the need to acquire and preprocess an external reference corpus; more 
automation of the topic discovery process; and an added element that allows a comment to 
have more than one topic. 
 
Lobo, Keith. Submunition Design for a Low-Cost Small UAS Counter-Swarm Missile. Master’s 
thesis, Naval Postgraduate School, 2018. http://hdl.handle.net/10945/61217  
Abstract:  The emergence of high-performance, consumer-grade, and low-cost drones (under 
$1000), combined with artificial intelligence and low-cost computer processing power, has 
provided the tools and platforms on which to build drone swarms. In the context of recent 
weaponization of commercially available unmanned aerial systems such as quadcopters, these 
trends present two major challenges: the possibility of defenses getting overwhelmed and the 
large cost asymmetry between currently available defenses and the cost of these threats. 
Survivability methodology was used to study the susceptibility and vulnerability of threat 
vehicles. This analysis was then used to design and develop a submunition possessing a low-
cost kill mechanism, such that multiple units could be delivered by a low-cost delivery vehicle. 






Vulnerability analysis revealed that a fouling mechanism would be highly effective and was 
therefore chosen as the kill mechanism. The submunition’s aerodynamics were modeled and 
used to develop a concept of operations involving the deployment of multiple submunitions 
from a single delivery vehicle. The kill mechanism, submunition, and delivery vehicle were 
manufactured using commercially available components and additive manufacturing. 
Experimental testing has demonstrated the viability of these designs and the ability to provide 
a defense against small UAS swarms with low-cost technologies. 
 
Mcgowan, Jeremy A. Small Satellite Sensor and Processing Analysis for Maritime Domain 
Awareness. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/59719  
Abstract:  The potential feasibility for on-board image processing on small satellites was 
investigated to meet rapid revisit requirements for Maritime Domain Awareness (MDA). 
Hardware and software solutions for on-board processing were explored. Resolution 
requirements for use of satellite imagery to both determine the type and class of a ship were 
investigated. Current small satellite imaging sensor technology was discussed to meet this 
resolution requirement. Current unclassified ship detection and classification software 
developed by Space and Naval Warfare Systems Command (SPAWAR) was researched and 
discussed as a possible solution and also to gain an understanding of current image processing 
software capabilities and shortcomings for identifying and classifying ships. Consequently, the 
state of the art for satellite digital image processing was investigated along with computer 
vision and machine learning techniques. MATLAB was used to simulate the effectiveness of 
current forms of these techniques on high-resolution satellite imagery for certain ship classes. 
Processing hardware and artificial intelligence image processing algorithms for detecting and 
classifying ships within images were found not yet suited to full automation and hosting on a 
small satellite. Further research and development efforts are needed in this area. 
 
Salazar, Daniel. Leveraging Machine-Learning to Enhance Network Security. Master’s thesis, 
Naval Postgraduate School, 2018. http://hdl.handle.net/10945/59578  
Abstract:  This research examines the use of machine-learning techniques to identify malicious 
traffic in an emulated tactical computer network. The intent is to identify low-cost solutions 
based on open-source software capable of employment on computer hardware of currently 
fielded tactical data networks. These machine-learning techniques are investigated for 
application where it is prohibitive to employ bulky alternate network security measures such 
as security information and event management products. These methods are evaluated as a 
complementary solution to existing security measures, rather than as a replacement. A test 
network is established with sixteen hosts emulating generation of normal baseline traffic for 
periods of 48 hours. One machine is infected with a botnet simulator and sends malicious 
traffic at four levels of intensity. The traffic flows are captured, labeled, and used as training 
and testing sets for four commonly used machine-learning algorithms to generate models for 
identifying the botnet traffic. The trained models are then tested against other flow datasets to 
evaluate their ability to classify malicious traffic without prior signatures. We identify the J48 
Decision Tree as the strongest single algorithm across six of our seven metrics. Our work also 
produces a report for network administrators that is clear, easy to understand, and most 


















Tanalega, Michelle. Application of Machine Learning Techniques to Identify Foraging Calls of 
Baleen Whales. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/59603  
Abstract:  An unsupervised machine learning algorithm has been applied to passive acoustic 
monitoring datasets to detect and classify foraging calls of blue whales, Balaenoptera 
musculus, and fin whales, Balaenoptera physalus. This approach involves using a k-means 
clustering algorithm to cluster data based on common features, which produces a number of 
specified centroids. The centroids are then compared to machine-selected candidates for 
classification. Once divided into initial clusters, further clustering is done to fine-tune results. 
Preliminary testing of the algorithm yielded promising results. The cross-validation method 
and the DCLDE 2015 scoring tool were used to estimate out-of-sample performance of the 
detection algorithm. The automated detector/identifier has been applied to data collected 
during different seasons, and its performance was analyzed for various types of noise present 
in data, signal-to-noise ratios, and acoustic environment. The advantages of this approach 
over traditional manual scanning are increased reliable performance, and time and cost 
efficiency. This approach could potentially be a faster method of sorting and classifying large 
acoustic data sets. 
 
Therrio, Eric A. Machine Learning Techniques for Development of a Condition-Based 
Maintenance Program for Naval Propulsion Plants. Master’s thesis, Naval Postgraduate 
School, 2018. http://hdl.handle.net/10945/61283  
Abstract:  In this thesis, we investigate a specific type of machine learning (ML) algorithm, 
specifically a support vector machine (SVM) regressor, as the foundation behind a condition-
based maintenance (CBM) program for the major components affecting a naval propulsion 
system (NPS). This program is designed to specifically monitor the degradation of the ship’s 
engines, the propeller, and the hull. Simulated data generated in previous work by modeling a 
combined diesel electric and gas NPS is applied to design the SVM and optimize its 
hyperparameter values—insensitivity, penalty parameter, and kernel spread. Our results show 
that an optimally tuned and trained SVM algorithm can make predictions with error rates 
below 0.5%. Results also show our SVM algorithm outperforms the SVM algorithm discussed in 
previous work. In this work, we established a good base for developing a CBM program for the 
U.S. Navy. 
 
Vanzant, Timberon C. Simplifying Data Analysis for Subject Matter Experts. Master’s thesis, 
Naval Postgraduate School, 2018. http://hdl.handle.net/10945/61292  
Abstract:  In today’s data-intensive world, the power to analyze huge amounts of data is 
critical to the success of any organization, including the military. Many data analysis tools 
have been developed in the past decade along with the high-performance machine learning 
algorithms. At present, many of these tools unfortunately are out of reach of the target 
audience—subject matter experts—because one must master some of the advanced computer 
science concepts to use these tools effectively. This thesis proposes to build a prototype data 
analysis platform that will hide the underlying complexity of the tools from the subject matter 
experts. Using the platform, the end users can analyze data through a simple, menu-driven 
interface. The prototype will be built using the programming language Python and the open-
source, distributed data processing engine Apache Spark 2.0. Different components of Spark 
2.0 will be studied and evaluated to determine the best approach for building the prototype. 
The effectiveness of the prototype will be examined using the ADSB (Automatic Dependent 
Surveillance - Broadcast) unfiltered flight data. The thesis concludes with the review of the 














Will, Lucas E. and Clayton W. Schuety. The American Way of Swarm: A Machine Learning 
Strategy for Training Autonomous Systems. Master’s thesis, Naval Postgraduate School, 
2018. http://hdl.handle.net/10945/61265  
Abstract:  Deploying multiple autonomous systems that coordinate as a cohesive swarm on 
the battlefield is no longer science fiction. As new technologies disrupt the character of war, 
the American military is investing in algorithms to allow its drone forces to conduct swarm 
tactics across all domains. However, the current frameworks in development for conducting 
drone swarm tactics are reliant on centralized control. These frameworks limit the speed and 
flexibility of the swarm by placing an overreliance on perfect communication and by 
overtasking the centralized human controller. To overcome these limitations, the American 
Way of War should adapt; the military must explore novel strategic frameworks that can 
rapidly train drone algorithms to be effective at decentralized execution, thereby rebalancing 
the workload of the resulting human-autonomy teams. This thesis proposes that training 
decentralized swarming algorithms, using the synergy of wargames and machine learning 
techniques, provides a powerful framework for optimizing drone decision making. The research 
uses a genetic algorithm to iteratively play a base defense wargame to train local drone 
interaction rules for a decentralized swarm that generates a desired global behavior. The 
results show a reduction in average base damage of 78–82% (p<0.001) when comparing the 
mission effectiveness between a pre-trained and a post-trained defensive drone swarm against 
a baseline adversary. 
 
Zhou, Jim Z. Using Apache Spark to Speed Analysis of ADS-B Aircraft-Tracking Data 
Techniques. Master’s thesis, Naval Postgraduate School, 2018. 
http://hdl.handle.net/10945/59630  
Abstract:  The U.S. Navy is exploring the feasibility of using a big-data platform and machine-
learning algorithms to analyze combat-identification data. Combat identification involves a 
large number of remote sensors that report back data for aggregation and analysis. In this 
thesis, we used a sample of ADS-B aircraft-tracking data to test big-data methods for 
machine-learning methods developed previously. We showed large speed improvements in the 
analysis setup over the previous single-processor methods, and a lesser speed improvement 















Rowe, Neil C., Riqui Schwamm, Bruce D. Allen, and Pawel Kalinowski. Analysis of AUV Signals. NPS-
CS-19-001. Monterey, CA: Naval Postgraduate School, 2019. 
https://calhoun.nps.edu/handle/10945/61776  
Abstract: We were tasked to assess the suitability of deep-learning methods for complex high-
frequency signals such as were produced by recent automated underwater vehicles. Such 
vehicles transmit detailed data that is considerably more complex than traditional sensors. We 
interpreted the task as including several subgoals. First, we need to determine distinctive 
features of these signals. Second, we need to distinguish different signal sources from each 
other. Third, we need to distinguish periods of time within those signals and make guesses as 
to what is happening in each. We used an approach of extracting features from both the time 
domain (wavelets were the most helpful) and the frequency domain (logarithmically spaced 
frequency components were the most helpful). We trained several kinds of machine-learning 















Brutzman, Don, Curtis L. Blais, Duane T. Davis, and Robert B. McGhee. “Ethical Mission Definition and 
Execution for Maritime Robots Under Human Supervision.” IEEE Journal of Oceanic 
Engineering 43, no. 2 (April 2018): 427–43. http://hdl.handle.net/10945/61086  
Abstract: Experts and practitioners have worked long and hard toward achieving functionally 
capable robots. While numerous areas of progress have been achieved, ethical control of 
unmanned systems meeting legal requirements has been elusive and problematic. Common 
conclusions that treat ethical robots as an always-amoral philosophical conundrum requiring 
undemonstrated morality-based artificial intelligence are simply not sensible or repeatable. 
Patterning after successful practice by human teams shows that precise mission definition and 
task execution using well-defined, syntactically valid vocabularies is a necessary first step. 
Addition of operational constraints enables humans to place limits on robot activities, even 
when operating at a distance under gapped communications. Semantic validation can then be 
provided by a Mission Execution Ontology to confirm that no logical or legal contradictions are 
present in mission orders. Thorough simulation, testing, and certification of qualified robot 
responses are necessary to build human authority and trust when directing ethical robot 
operations at a distance. Together these capabilities can provide safeguards for autonomous 
robots possessing the potential for lethal force. This approach appears to have broad 
usefulness for both civil and military application of unmanned systems at sea. 
 
Davis, Zachary. “Artificial Intelligence on the Battlefield: Implications for Deterrence and Surprise.” 
Prism 8, no. 2 (2019): 114–31. http://hdl.handle.net/10945/63427  
Abstract: Predicting the future of technology is a risky business. We know with certainty that 
AI is being incorporated into an array of military missions with the intent of improving our 
knowledge of the operational environment, adversary capabilities, and the speed and precision 
of offensive and defensive weapons. We can usefully speculate about how these developments 
are poised to change the face of modern warfare and how those changes might affect regional 
and strategic deterrence stability, based on our understanding of established political and 
military realities. More elusive, however, is a clear picture of how AI might converge with 
other technologies to produce unexpected outcomes, or “unknown unknowns.” Nevertheless, 
there are a few possibilities that could have major strategic consequences and alter the 
underlying realities on which regional and strategic stability are founded. 
 
Eisenberg, Daniel, Thomas Seager, and David L. Alderson. “Rethinking Resilience Analytics.” Risk 
Analysis 39, no. 9 (September 2019): 1870–84. https://doi.org/10.1111/risa.13328. 
Abstract: The concept of "resilience analytics" has recently been proposed as a means to 
leverage the promise of big data to improve the resilience of interdependent critical 
infrastructure systems and the communities supported by them. Given recent advances in 
machine learning and other data-driven analytic techniques, as well as the prevalence of high-
profile natural and man-made disasters, the temptation to pursue resilience analytics without 
question is almost overwhelming. Indeed, we find big data analytics capable to support 
resilience to rare, situational surprises captured in analytic models. Nonetheless, this article 
examines the efficacy of resilience analytics by answering a single motivating question: Can 
big data analytics help cyber-physical-social (CPS) systems adapt to surprise? This article 
explains the limitations of resilience analytics when critical infrastructure systems are 
challenged by fundamental surprises never conceived during model development. In these 
cases, adoption of resilience analytics may prove either useless for decision support or harmful 
by increasing dangers during unprecedented events. We demonstrate that these dangers are 






not limited to a single CPS context by highlighting the limits of analytic models during 
hurricanes, dam failures, blackouts, and stock market crashes. We conclude that resilience 
analytics alone are not able to adapt to the very events that motivate their use and may, 
ironically, make CPS systems more vulnerable. We present avenues for future research to 
address this deficiency, with emphasis on improvisation to adapt CPS systems to fundamental 
surprise. 
 
Fister, Dusan, Johnathan C. Mun, Vita Jagrič, and Timotej Jagrič. “Deep Learning for Stock Market 
Trading: A Superior Trading Strategy?” Neural Network World 29, no. 3 (2019): 151–71. 
https://doi.org/10.14311/NNW.2019.29.011. 
Abstract: Deep-learning initiatives have vastly changed the analysis of data. Complex 
networks became accessible to anyone in any research area. In this paper we are proposing a 
deep-learning long short-term memory network (LSTM) for automated stock trading. A 
mechanical trading system is used to evaluate its performance. The proposed solution is 
compared to traditional trading strategies, i.e., passive and rule-based trading strategies, as 
well as machine learning classifiers. We have discovered that the deep-learning long short-
term memory network has outperformed other trading strategies for the German blue-chip 
stock, BMW, during the 2010-2018 period. 
 
Johnson, Bonnie, and William A. Treadway. “Artificial Intelligence-An Enabler of Naval Tactical Decision 
Superiority.” AI Magazine 40, no. 1 (Spring 2019): 63–78. 
https://doi.org/10.1609/aimag.v40i1.2852.  
Abstract: Artificial intelligence, as a capability enhancer, offers significant improvements to our 
tactical war fighting advantage. AI provides methods for fusing and analyzing data to enhance 
our knowledge of the tactical environment; it provides methods for generating and assessing 
decision options from multidimensional, complex situations; and it provides predictive 
analytics to identify and examine the effects of tactical courses of action. Machine learning can 
improve these processes in an evolutionary manner. Advanced computing techniques can 
handle highly heterogeneous and vast datasets and can synchronize knowledge across 
distributed warfare assets. This article presents concepts for applying AI to various aspects of 
tactical battle management and discusses their potential improvements to future warfare. 
 
Johnson, Bonnie, Karen Holness, Wayne Porter, and Alejandro Hernandez. “Complex Adaptive 
Systems of Systems: A Grounded Theory Approach.” Grounded Theory Review 17, no. 1 
(December 2018): 52–69. http://groundedtheoryreview.com/wp-
content/uploads/2019/01/06-Johnson-Complex-GTR_Dec_2018.pdf 
Abstract: This paper details the classic grounded theory approach used in a research project to 
develop a conceptual theory for an engineering solution to address highly complex problems. 
Highly complex problem domains exist and are on the rise as we enter an Age of Interactions 
and Complexity. Our current world has been characterized by the plethora and ubiquity of 
information and global interconnections that link events and decisions to outcomes and effects 
that are often unpredictable and result in severe unforeseen and unintended consequences. 
Technological advances such as computers, the internet, Big Data, social media, artificial 
intelligence, and communication networks have expanded complex problem spaces. However, 
these same technologies present an opportunity to engineer a complex adaptive system of 
systems solution to address these challenging problems. This research project embarked on a 
classic grounded theory approach to study a number of knowledge domains and engineering 
processes, allowing a conceptual theory to emerge that offers an engineering solution to 
address highly complex problems. The project resulted in the emergence of a theory for a new 
class of engineered CASoS solutions. This paper details the classic grounded theory approach 












Johnson, Jeffrey, Peter Denning, Kemal A. Delic, and David Sousa-Rodrigues. “‘Big Data or Big 
Brother?’ That Is the Question Now.” Ubiquity 2018, no. 2 (August 2018). 
http://hdl.handle.net/10945/60975  
Abstract: This ACM Ubiquity Symposium presented some of the current thinking about big 
data developments across four topical dimensions: social, technological, application, and 
educational. While 10 articles can hardly touch the expanse of the field, we have sought to 
cover the most important issues and provide useful insights for the curious reader. More than 
two dozen authors from academia and industry provided shared their points of view, their 
current focus of interest and their outlines of future research. Big digital data has changed and 
will change the world in many ways. It will bring some big benefits in the future, but combined 
with big AI and big IoT devices creates several big challenges. These must be carefully 
addressed and properly resolved for the future benefit of humanity. 
 
Lewis, Ted G., and Peter J. Denning. “The Profession of IT Learning Machine Learning: A Discussion of 
the Rapidly Evolving Realm of Machine Learning.” Communications of the ACM 61, no. 12 
(December 2018): 24–27. http://hdl.handle.net/10945/60898  
Abstract: A discussion of the rapidly evolving realm of machine learning. 
 
McAbee, Carson, Max D. Wakefield, John D. Roth, and James W. Scrofani. “A Topological Approach to 
Understanding Location-Based Data.” In Conference Record of the Asilomar Conference on 
Signals Systems and Computer, edited by M.B. Matthews, 1772–76. Pacific Grove, CA: IEEE, 
2018. http://hdl.handle.net/10945/63116. 
Abstract: Location-based services have seen a boon in data production recently which has 
simultaneously stoked the research community to better understand this type of information. 
Traditional methods in analyzing such data require significant a priori understanding of the 
organization of the data. We submit that the nascent held of topological data analysis (TDA) 
may be able to contribute new insights to analysis of such data without the aforementioned 
requirement. To this end, we propose two novel methods of embedding such data in order to 
leverage the expressive power of TDA. To demonstrate its effectiveness we apply the 
embeddings to maritime automated information system data. 
 
Papakonstantinou, Nikolaos, Ahmed Z. Bashir, Bryan O’Halloran, and Douglas Lee Van Bossuyt. “Early 
Assessment of Drone Fleet Defence in Depth Capabilities for Mission Success,” 1–7. Orlando, 
FL: IEEE, 2019. https://doi.org/10.1109/RAMS.2019.8769017  
Abstract: To manage the organization and operation of drone fleets, many high-level factors 
and their inter and intra-dependencies must be understood by the designer of the mission. 
These include but are not limited to strategic, tactical, warfighter, socio-technical, economic, 
security, and regulatory factors. Defence in Depth (DiD) is an established strategy for 
designing cyber-physical systems with improved reliability, safety and security performance 
and is suitable for complex systems executing complex processes. However, DiD has not been 
shown to be applicable to the requirements definition and early portion of the design process 
before costly decisions are made. As such, the contribution of this paper is a methodology for 
early assessment of basic DiD characteristics of a drone fleet based on its dependency model 
and a other DiD-related attributes. The DiD principles that are evaluated in this paper include 
Redundancy, Diversity, Functional Isolation and Physical Separation. A Unified Modelling 
Language (UML) profile is created to define the attributes needed to support the modelling 
process. The methodology presented in this paper is applied to a fleet of autonomous and 
manned devices on a Naval Mine Counter Measures (NMCM) mission. The interfaces as well as 
the dependencies are identified and modeled. The UML model of a fleet consisting of 
autonomous, remotely-operated, and manned underwater, surface, and air vehicles is 
evaluated using a prototype software tool against the DiD characteristics and report is 











Rowe, Neil C. “Finding and Rating Personal Names on Drives for Forensic Needs.” In ICST Institute for 
Computer Sciences, Social Informatics and Telecommunications Engineering 2018, edited by 
P. Matoušek and M. Schmiedecker, 49–63. Cham: Springer, 2018. 
http://hdl.handle.net/10945/60805  
Abstract: Personal names found on drives provide forensically valuable information about 
users of systems. This work reports on the design and engineering of tools to mine them from 
disk images, bootstrapping on output of the Bulk Extractor tool. However, most potential 
names found are either uninteresting sales and help contacts or are not being used as names, 
so we developed methods to rate name-candidate value by an analysis of the clues that they 
and their context provide. We used an empirically based approach with statistics from a large 
corpus from which we extracted 303 million email addresses and 74 million phone numbers, 
and then found 302 million personal names. We tested three machine-learning approaches 
and Naïve Bayes performed the best. Cross-modal clues from nearby email addresses 
improved performance still further. This approach eliminated from consideration 71.3% of the 
addresses found in our corpus with an estimated 67.4% F-score, a potential 3.5 times 
reduction in the name workload of most forensic investigations.  
 
Zhao, Ying, and Charles C. Zhou. “A Game-Theoretic Lexical Link Analysis for Discovering High-Value 
Information from Big Data.” In 2018 IEEE/ACM International Conference on Advances in Social 
Networks Analysis and Mining (ASONAM), edited by U. Brandes, C. Reddy, and A. Tagarelli, 
621–25. Barcelona, Spain: IEEE, 2018. https://doi.org/10.1109/ASONAM.2018.8508317  
Abstract: We demonstrate a machine learning and artificial intelligence method, i.e., lexical 
link analysis (LLA) to discover high-value information from big data. In this paper, high-value 
information refers to the information that has the potential to grow its value over time. LLA is 
a unsupervised learning method that does not require manually labeled training data. New 
value metrics are defined based on a game-theoretic framework for LLA. In this paper, we 
show the value metrics generated from LLA in a use case of analyzing business news. We 
show the results from LLA are validated and correlated with the ground truth. We show that 
by using game theory, the high-value information selected by LLA reaches a Nash equilibrium 
by superpositioning popular and anomalous information, and at the same time generates high 
social welfare, therefore, contains higher intrinsic value. 
 
Zhao, Ying, Charles C. Zhou, and Jennie K. Bellonio. “Multilayer Value Metrics Using Lexical Link 
Analysis and Game Theory for Discovering Innovation from Big Data and Crowd-Sourcing.” In 
2018 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining 
(ASONAM), edited by U. Brandes, C. Reddy, and A. Tagarelli, 1145–51. Barcelona, Spain: 
IEEE, 2018. https://doi.org/10.1109/ASONAM.2018.8508498. 
Abstract: We demonstrated a machine learning and artificial intelligence method, i.e., lexical 
link analysis (LLA) to discover different layers of semantic network that contribute to 
innovative ideas from big data. The LLA is an unsupervised machine learning paradigm that 
does not require manually labeled training data. Multilayer value metrics are defined based on 
game theory for LLA. We showed the following results: 1) the value metrics generated from 
LLA in a use case of an internet game and crowd-sourcing; 2) the results from LLA are 
validated and correlated with the ground truth; 3) the game-theoretic LLA can help an 
information provider to present the information in the most valuable way. The information 
presentation can solve a problem (e.g., a search request of innovation) that no other 
information providers can solve (i.e., expertise). In addition, it ties also to a broader context 
that the unique value can propagate through the consensus. Based on the game-theoretic 
LLA, an information provider should not always present expertise content or authoritative 
content but rather with a mixed strategy where each type of content is presented with certain 
probabilities for the best value overall. 
 
  












NPS Computer Science Department Presents: Harnessing Artiticial Intelligence Lecture 
Series. 
 
Darken, Chris. “Harnessing Artificial Intelligence - Unsupervised Learning AI (Lecture #6) [Video],” 
NPS Computer Science Department Presents: Harnessing Artiticial Intelligence. October 16, 
2019. http://hdl.handle.net/10945/63581.  
 
Darken, Rudy. “Harnessing Artificial Intelligence - Human-Machine Teaming AI (Lecture #7) [Video],” 
NPS Computer Science Department Presents: Harnessing Artiticial Intelligence. October 21, 
2019. http://hdl.handle.net/10945/63577.  
 
Denning, Peter. “Harnessing Artificial Intelligence - Hierachy of AI Machines (Lecture #2) [Video],” 
NPS Computer Science Department Presents: Harnessing Artiticial Intelligence. October 2, 
2019. http://hdl.handle.net/10945/63576.  
 
———. “Harnessing Artificial Intelligence - Origins and History (Lecture #1) [Video],” NPS Computer 
Science Department Presents: Harnessing Artiticial Intelligence. September 30, 2019. 
http://hdl.handle.net/10945/63578.  
 
Kroll, Joshua. “Harnessing Artificial Intelligence - Automation (Lecture #3) [Video],” NPS Computer 
Science Department Presents: Harnessing Artiticial Intelligence. October 7, 2019. 
http://hdl.handle.net/10945/63575.  
 
Monaco, Vinnie. “Harnessing Artificial Intelligence - Rule-Based AI (Lecture #4) [Video],” NPS 
Computer Science Department Presents: Harnessing Artiticial Intelligence. October 9, 2019. 
http://hdl.handle.net/10945/63579.  
 
Orescanin, Marko. “Harnessing Artificial Intelligence - Supervised Learning AI (Lecture #5) [Video],” 
NPS Computer Science Department Presents: Harnessing Artiticial Intelligence. October 15, 
2019. http://hdl.handle.net/10945/63580.  
 
Rowe, Neil. “Harnessing Artificial Intelligence - Aspirational AI (Lecture #8) [Video],” NPS Computer 





Center for Homeland Defene and Security Masters Thesis Series. “21st Century Crime: How Malicious 
Artificial Intelligence Will Impact Homeland Security [Video],” May 2019. 
http://hdl.handle.net/10945/62110  
Abstract: Kevin Peters, Deputy Director for Current Intelligence at the Department of 
Homeland Security, Office of Intelligence & Analysis, discusses his Master’s thesis, 21st 
Century Crime: How Malicious Artificial Intelligence Will Impact Homeland Security. This thesis 
examines how transnational criminal organizations and cybercriminals may leverage 
developing AI technology to conduct more sophisticated criminal activities and what steps the 
homeland security enterprise should take to prepare. 







Fansler, Aaron A.D. “Non-Traditional Attack Surfaces to CIP and IIOT Networks [Video].” NPS Defense 
Energy Seminar, July 20, 2018. http://hdl.handle.net/10945/59919  
Abstract: Mr. Fansler presentation will discuss the use of machine learning in cyber security. 
Some significant steps have been made in the I.T. world but not in the O.T. world. The only 
advances come from the attacker’s side where they are now getting smarter and faster. Their 
success is accomplished by implementing machine learning algorithms. Machine learning is a 
branch of computer science aimed at enabling computers to learn new behaviors based on 
empirical data. The goal is to design algorithms that allow a computer to display behavior 
learned from past experience, rather than human interaction. Machine learning is a rapidly 
developing field at the intersection of statistics, computer science, and applied mathematics, 
and it is having transformative impact across the engineering and natural sciences. In the 
past, Machine Learning has not had as much success in cyber security as in other fields. Many 
early attempts struggled with problems such as generating too many false positives, which 
resulted in mixed attitudes towards it. Some have argued that that while machine learning is 
very good at finding similarities, it is less successful at finding anomalies and therefore not 
suited to Cyber Security. On the other side, cybersecurity is “basically broken” and machine 
learning is one of the few ‘beacons of hope.’ Mr. Fansler will present his opinion of the latter. 
Machine learning will enable 24/7/365 monitoring of larger data loads. It will still require 
human interaction and intervention. Machine learning will require tuning and lots of learning in 
order to accurately filter real attacks from what appear suspicious but are actually benign 
activity. It will complement traditional defenses to create a more multi-layered defense. It is 
inevitable that this is where the future of cyber security is. Ampex’s objective is to design, 
develop, and demonstrate the use of distributed machine learning techniques in a mesh 
network to optimize sharing of Graphics Processing Units (GPUs) across platforms which will 
will provide a cyber-capability created specifically for control systems in the form of a high 
speed, high capacity, rugged computer devices, which, can detect, define, analyze, and 
mitigate cyber threats and vulnerabilities. 
 
Joung, Sang Ki, Kwang sub Song, Moon Hwan Kim, and Peter Chu. “Mine and Mine Like Objects 
Classifications through Deep Learning Neural Network Systems [Video].” CRUSER TechCon 
2018 Research at NPS, April 18, 2018. http://hdl.handle.net/10945/58086  
Abstract: Threats of sea mines are increasing due to recent technology development, such as 
autonomous systems and computer systems with artificial intelligent capability. There are 
many solutions to solve MCM problems as far as difficulties to detect identify and classification. 
Unmanned systems integrated with emerging technologies are the minesweepers and hunters 
of the future MCM operations. A focused technology effort needed to incorporate unmanned 
systems into the mine countermeasure ship and other related MCM fleet forces. In MCM 
operation, it has several due sequences; identification location, neutralization and analysis. In 
this study, we try to use deep learning AI technique to identify, classify, and locate mines, so 
that lead to programming decisions allowing mine hunting and minesweeping missions to 
perform without a man onboard, eliminating the risk to personnel. Most of data and 
information for mine detection are acquired as form of image pixel from size scan sonar or 
bathometry sonar. However, detection of mine from sonar image is not easy to perform 
because sonar image has low resolution, shadows of different shape or size and complexity of 
ocean environment. There are plenty of Identification and Classification Algorithms using up to 
date Deep Learning Method that requires huge training data and Processing Hard Ware with 
Graphic Processor Unit. AI system needs long training time for Neural Networks tuning, but 
mine and mine like object and their respective SONAR signal data are few and restrictive to 
access We select faster regional CNN deep learning neural network as deep learning network 
for mine classifications, but it needs long processing time and data for signal from minefield. 
Deep learning functional process are largely divided by region selection and classification 
sequences, and applying AI process to region selection require more time than well-defined 
classification process. In this works, we separate Region of Interest selection processing from 
whole Deep Learning Package for Mine Classification. Region of Interest are selected by 
combined identification process with simple model referenced CNN circuit, Tactical Mine 






Database, Environmental Condition probability and SONAR signal processing, which give much 
fast processing time. Selected regions of interest (ROI) provide through well-established 
Faster R-CNN Package for Classifications Efficiency test and accuracy test are to compare 
other deep learning classification packages and give a better accuracy and computation time. 
We normally check classification accuracy from trained data and non-trained (blind) data from 
mine warfare databases. 
 
Kvalvik, Sverre. “The Future of Military Automation and Manpower [Slides used in video].” CRUSER 
TechCon 2018 Research at NPS, April 17, 2018. http://hdl.handle.net/10945/58043  
Abstract: The rapid development in autonomous vehicles and artificial intelligence over the 
last decade has left most analysts and scholars convinced that the armed forces are facing a 
large scale change of technology, doctrine and organization. But few if any have addressed the 
question of how large this change will be and in what areas the change will come. It used to 
be the case that robots were made to perform repetitive and manual tasks, mainly replacing 
low-skilled workers. This latest version of automation is however being driven by new 
achievements in artificial intelligence and machine learning, and access to big data. This has 
the potential to not only change what kind of jobs our robots do, but also what kind of job the 
humans do. The aim of this paper is to quantify the amount of change and identify where that 
change will most likely occur. In this paper I use the US Navy as a case study to gain insights 
into the wider consequences for the armed forces. By using methodology developed for 
studying the computerization of the US economy, I am able to assess over 1,500 different 
occupations in the Navy. The 173 military specific occupations have not yet been assessed. 
The 1,500 occupations are assessed along three critical dimensions: the need for discerning 
perception and manipulation in task execution, the need for creative intelligence and the need 
for social intelligence. A task that requires little complexity in perception and manipulation, 
does not need to creativity and does not interact in a complex manner with others, is thus 
deemed likely to be computerized and replaced by robots and algorithms. Taking advantage of 
the extreme detail in the available descriptions of the different occupations, each occupation is 
thus assigned a probability of being replaced within the next two decades. Around a quarter of 
the occupations, 400, are found to have a higher than 70 percent chance of being 
computerized, while 850 have a lower than 30 percent chance of being computerized. More 
than half of the occupations in the Navy are thus not likely to be directly affected of the 
coming of the robots. Almost all of the occupations deemed having a high risk of being 
automated are in support services. Typical examples are culinary specialist, data transcriber, 
accounting, and a range of occupations involved in maintenance operation of equipment. 
Surprisingly large shares of the occupations that are deemed to have a high likelihood are 
either officer’s occupations or warrant officer’s occupations. Enlisted and civilians are almost 
unrepresented in this group. Based on these findings there is reason to believe that the 
potential for computerization is somewhat lower in the armed forces than in the economy as a 
whole. The occupations that have been assigned a high probability still represent a tantalizing 
opportunity for the Navy and the armed forces as a whole, and the potential benefits from 
seeking computerization in these low hanging fruits might be large. Scholars and military 
planners alike should train their eyes on this topic to get a better understanding of the 
dynamics and implications of the coming change. 
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Abstract: Unmanned aerial vehicles (UAVs) are cost-effective platforms that can be used to 
quantify large-scale coastal change caused by extreme events, such as beach breaching, 
typically caused by significant storm events. The U.S. Navy and Marine Corps often conduct 
exercises and real world operations in littoral waters and the accompanying coastal landscape. 
Damage to DoD assets resulting from the passage of such events is difficult to predict and 






therefore developing quick and accurate methods to assess change, both to the coastal 
landscape and to coastal infrastructure, is essential. This project uses digital aerial imagery 
(visual and IR) from UAVs in conjunction with in-situ measurements of water/sand properties 
to develop a techniques to monitor and quantify coastal morphological and water quality 
response with the passage of extreme weather events. Specifically, UAV surveys were 
conducted at Carmel River State Beach, Carmel, CA, that has undergone significant 
morphological change due to mechanical and natural river breaching events. The Carmel River 
is an ephemeral river, characterized by periods of beach closure during dry months and 
periods of direct connection between the river and coastal ocean during wet months. During 
the seasonal transition from dry to wet, the River undergoes a series of breaching and closure 
events. These events are unpredictable, and are similar morphologically to breaches caused by 
storms on barrier beaches. Given that the River and Beach morphology are constantly 
changing, this location provides the opportunity to test UAV monitoring techniques. Large area 
images of the beach are compiled from UAV surveys to provide digital elevation maps (DEMs) 
of the beach. These DEMs are currently being analyzed to determine the amount of sediment 
transport during the breach-closure cycle. In addition, a deep learning computer neural net is 
being developed and trained on a coastal dataset with the intention of creating a change 
detection algorithm that will detect areas of greatest change from pre-storm to post-storm 
morphologies. 
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