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a b s t r a c t
We consider the family of all the Cellular Automata (CA) sharing the same local rule but
having differentmemories. This family contains also all CAwithmemorym ≤ 0 (one-sided
CA) which can act both on AZ and on AN. We study several set theoretical and topological
properties for these classes. In particular, we investigate whether the properties of a given
CA are preservedwhen considering the CAobtained by changing thememory of the original
one (shifting operation). Furthermore, we focus our attention on the one-sided CA acting
on AZ, starting from the one-sided CA acting on AN and having the same local rule (lifting
operation). As a particular consequence of these investigations, we prove that the long-
standing conjecture [Surjectivity⇒Dense Periodic Orbits (DPO)] can be restated in several
different (but equivalent)ways. Furthermore,we give some results onproperties conserved
under the iteration of the CA global map.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and motivations
Cellular automata (CA) are a simple formal model for complex systems. They are used in many scientific fields ranging
from biology to chemistry or from physics to computer science [15,2,34,31,26]. For an introduction to CA theory, recent
results on CA dynamics and an extensive up-to-date bibliography see for instance [14,20,30,33,37,39,18,21,24,11,19,10,25,
17,22].
A CA ismade of an infinite set of finite automata distributed over a regular latticeL. All finite automata are identical. Each
automaton assumes a state, chosen from a finite set A, called the set of states or the alphabet. A configuration is a snapshot of
all states of the automata i.e. a function fromL to A. In the present paper,L = Z orL = N.
A local rule updates the state of an automaton on the basis of its current state and those of a fixed set of neighboring
automata which are individuated by the neighborhood frame N = {−m,−m+ 1, . . . ,−m+ d}, where m ∈ Z, d ∈ N, and
r = max{m, d−m} are thememory, the diameter, and the radius of the CA, respectively. Formally, the local rule is a function
f : Ad+1 → A.
All the automata of the lattice are updated synchronously. In other words, the local rule f induces a global rule Fm : AZ →
AZ describing the evolution of the whole system from time t to t + 1:
∀x ∈ AZ,∀i ∈ Z, Fm(x)i = f (xi−m, . . . , xi−m+d).
I A short version of this paper has been presented at CiE 2007 Conference [L. Acerbi, A. Dennunzio, E. Formenti. Shifting and lifting of cellular automata.
in: Third Conference on Computability in Europe, CiE 2007, in: Lecture Notes in Computer Science, vol. 4497, Springer Verlag, 2007, pp. 1–10].∗ Corresponding author. Tel.: +33 4 92 07 66 56; fax: +33 4 92 07 66 55.
E-mail addresses: luigi.acerbi@gmail.com (L. Acerbi), dennunzio@disco.unimib.it (A. Dennunzio), enrico.formenti@unice.fr (E. Formenti).
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Fig. 1. Evolution of a periodic Coven CA withw = 11, starting from a random initial configuration.
Fig. 2. Evolution of elementary CA ECA120 starting from a random initial configuration.
The shift map σ : AZ → AZ, defined as σ(x)i = xi+1,∀i ∈ Z,∀x ∈ AZ, is one among the simplest examples of CA. Indeed, it
is induced by the local rule f : A→ A, defined as ∀a ∈ A, f (a) = a, withm = −1, d = 0. Moreover, remark that σ can also
be induced by the local rule f : A2 → A defined as ∀a, b ∈ A, f (a, b) = b with m = 0, d = 1. We prefer to use the former
representation since it minimizes the neighborhood size.
A discrete time dynamical system (DTDS) is a pair 〈X, g〉 where X is a set equipped with a suitable distance d and
g : X 7→ X is a mapping which is continuous on X with respect to the metric d. When the configuration space AZ is
equipped with a suitable metric, the structure 〈AZ, Fm〉 is a DTDS. From now on, for the sake of simplicity, we identify a CA
with the dynamical system induced by itself or even with its global rule Fm.
The local rule of a CA can be conveniently represented by a look-up table. However, the look-up table does not uniquely
define the CA since one has to fix m. Indeed, for each value of m, we have a different CA. It is therefore natural to wonder
what dynamical properties are conserved by the CA when changing the value of m but keeping the same look-up table for
the local rule. This paper tries to answer this question.
Remark that the solution to the problem is absolutely not trivial. For instance, a periodic Coven automaton is a CA defined
by the following local rule (A = {0, 1},m = 0 and d ∈ N): f (a0, a1, . . . , ad) = a0⊕∏dk=1(ak⊕wk⊕1), where⊕ is the usual
xor operation andw = w1w2 . . . wd ∈ {0, 1}d is a periodic word. (Awordw ∈ {0, 1}d is periodic if there exists 1 ≤ p ≤ d−1
such that wi = wi+p for 1 ≤ i ≤ d − p, while it is aperiodic if it is not periodic.) Despite the fact that for aperiodic Coven
automata almost everything is known [5], very little is known about the periodic case even for the simplest example i.e.
whenw = 11. CallA this last automaton and F0 its global rule. Taking the same look-up table asA butm = −1, we obtain
the elementary CA rule called ECA120. Most of the dynamical properties of ECA120 are well known (see [13], for instance).
More formally, one can write that ECA120 = σ ◦ F0. For this reason we say that ECA120 is a shifted version of F0. Figs. 1 and 2
give an example of evolution of these two CA, both of them start with the same initial condition. Time goes top-down and
periodic boundary conditions are applied. An empty square stands for ‘0’, a black one stands for ‘1’.
In [40], Sablik studies the behavior of the shift operation over look-up tablesw.r.t. the equicontinuity property and gives
precise bounds for conservation and non-conservation. In this paper, we focus on the periodic behavior. We show that an
old-standing conjecture about dense periodic orbits (DPO) can be restated in several but equivalent ways. For example, it
is enough to prove the conjecture for the sub-class of topologically mixing CA, i.e., a much smaller class with very special
dynamical behavior. Maybe this would simplify the task of proving the conjecture. The result is obtained as a by-product of
our results about the conservation of other interesting properties like surjectivity, left (or right) closingness etc.
Any CAwithmemorym ≤ 0 iswell defined both on AZ and on AN. In the ANweprefer to use the slightly different notation
Φm in order to avoid confusion with the AZ case. The mappingΦm : AN 7→ AN acts on any configuration x ∈ AN as follows
∀i ∈ N, Φm(x)i = f (xi−m, . . . , xi−m+d).
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Along the same line of thoughts as before, one can wonder which properties can be lifted, i.e., which properties are
conserved when passing from AN to AZ using the same local rule (with memory m ≤ 0). The opposite case, i.e., when
passing from AZ to AN is trivial.
In [6], Blanchard and Maass show a deep combinatorial characterization of expansive CA on AN. These results were
successively extended by Boyle and Fiebig [8]. Unfortunately, both the constructions are of no help for the AZ case. In this
paper we show that most of the interesting properties are conserved when passing from AN to AZ. Whether the same holds
for DPO is still an open question.
The final section focuses on properties which are conserved under the iteration of the global function Fm of a CA . These
kinds of studies can be useful in several aspects. For example, some CA evolve to attractors governed by the relation F hm = σ k
for some h, k ∈ N [29,28]. Since the dynamics of σ k is well known, one may wonder which properties Fm and F hm share.
2. Topology and dynamical properties
In order to study the dynamical properties of CA, AZ is usually equipped with the Cantor metric d defined as follows
∀x, y ∈ AZ, d(x, y) = 2−n, where n = min {i ≥ 0 : xi 6= yi or x−i 6= y−i} .
Then AZ is a compact, totally disconnected and perfect topological space (hence AZ, a Cantor space). Note that the global rule
Fm of a CA is a (uniformly) continuous map with respect to the Cantor metric. Hence the pair 〈AZ, Fm〉 is a DTDS.
For any pair i, j ∈ Z, with i ≤ j, we denote by x[i,j] the word xi · · · xj ∈ Aj−i+1, i.e., the portion of the configuration
x ∈ AZ inside the integer interval [i, j] = {k ∈ Z : i ≤ k ≤ j}. A cylinder of block u ∈ Ak and position i ∈ Z is the set
Ci(u) = {x ∈ AZ : x[i,i+k−1] = u}. Cylinders are clopen sets w.r.t. the Cantor metric.
Given a DTDS 〈X, g〉, a point x ∈ X is periodic for g if there exists an integer p > 0 such that gp(x) = x. The minimum p
for which gp(x) = x holds is called the period of x. If the set of all periodic points of g is dense in X , we say that the DTDS has
dense periodic orbits (DPO). A CA Fm has the joint denseness of periodic orbits (JDPO) if it has a dense set of points which are
periodic both for Fm and σ .
The study of the chaotic behavior of CA (and more in general of DTDS) is interesting and it captured the attention of
researchers in the last twenty years. Although there is not a universally accepted definition of chaos, the notion introduced
by Devaney is the most popular one [23]. It is characterized by three properties: sensitivity to the initial conditions, DPO
and transitivity.
Recall that a DTDS 〈X, g〉 is sensitive to the initial conditions (or simply sensitive) if there exists a constant ε > 0 such that
for any configuration x ∈ X and any δ > 0 there is a configuration y ∈ X such that d(y, x) < δ and d(gn(y), gn(x)) > ε
for some n ∈ N. A DTDS 〈X, g〉 is positively expansive if there exists a constant ε > 0 such that for any pair of distinct
elements x, y we have d(gn(y), gn(x)) ≥ ε for some n ∈ N. If X is a perfect set, positive expansivity implies sensitivity. A
DTDS 〈X, g〉 is (topologically) transitive if for any pair of non-empty open sets U, V ⊆ X there exists an integer n ∈ N such
that gn(U) ∩ V 6= ∅. In general DTDS, sensitivity is implied by transitivity with the additional condition of DPO [3], while
all transitive CA are sensitive [16]. A DTDS 〈X, g〉 is (topologically) mixing if for any pair of non-empty open sets U, V ⊆ AZ
there exists an integer n ∈ N such that for any t ≥ n we have g t(U) ∩ V 6= ∅. Trivially, any mixing DTDS is also transitive.
A DTDS 〈X, g〉 is (topologically) strongly transitive if for any non-empty open set U ⊆ AZ, it holds that⋃n∈N gn(U) = X .
A DTDS 〈X, g〉 is open (resp., surjective) (resp., injective) iff for any open set U ⊆ X , g(U) is open (resp., g is surjective)
(resp., g is injective). Remark that any strong transitive system is surjective. Moreover, in compact spaces, transitive (or
mixing) DTDS are surjective.
Let 〈X, g〉 be a DTDS. An element x ∈ AZ is an equicontinuity point for g if ∀ε > 0 there exists δ > 0 such that for all
y ∈ AZ, d(y, x) < δ implies that ∀n ∈ N, d(gn(y), gn(x)) < ε. For a CA Fm, the existence of an equicontinuous point is
related to the existence of a special word, called blocking word. A word u ∈ Ak is s-blocking (s ≤ k) for a CA Fm if there exists
an offset j ∈ [0, k − s] such that for any x, y ∈ C0(u) and any n ∈ N, Fm(x)[j,j+s−1] = Fm(y)[j,j+s−1] . A word u ∈ Ak is said to
be blocking if it is s-blocking for some s ≤ k. A DTDS is said to be equicontinuous if ∀ε > 0 there exists δ > 0 such that for
all x, y ∈ X , d(y, x) < δ implies that ∀n ∈ N, d(gn(y), gn(x)) < ε. If X is a compact set, a DTDS 〈X, g〉 is equicontinuous iff
the set E of all its equicontinuity points is the whole X . A DTDS is said to be almost equicontinuous if E is residual (i.e., E can
be obtained by an infinite intersection of dense open subsets). In [35], Kůrka proved that a CA is almost equicontinuous iff
it is non-sensitive, iff it admits an r-blocking word.
Recall that a CA Fm is nilpotent if there is a state a ∈ A and an integer n > 0 such that for any configuration x ∈ AZ we
have F nm(x) = (a)∞ (infinite concatenation of awith itself).
All the definitions seen so far can be easily adapted to work on AN.
3. Shifting
Let 〈AZ, Fm〉 be a CA. For a fixed h ∈ Z, we consider the CA 〈AZ, Fm+h〉. Since Fm+h = σ h ◦Fm, we say that the CA 〈AZ, Fm+h〉
is obtained by a shifting operation which moves the memory of the originally given CA from m to m + h. In this section we
study which properties are preserved by the shifting operation.
A CA 〈AZ, Fm〉 is right (resp., left) closing iff Fm(x) 6= Fm(y) for any pair x, y ∈ AZ of distinct left (resp., right) asymptotic
configurations, i.e., x(−∞,n] = y(−∞,n] (resp., x[n,∞) = y[n,∞)) for some n ∈ Z, where z(−∞,n] (resp., z[n,∞)) denotes the portion
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of a configuration z inside the infinite integer interval (−∞, n] (resp., [n,∞)). A CA is said to be closing if it is either left or
right closing. Recall that a closing CA has JDPO [9] and that a CA is open iff it is both left and right closing [9].
Proposition 1. Let 〈AZ, Fm〉 be a CA. For any h ∈ Z, 〈AZ, Fm+h〉 is surjective (resp., is injective, is right closing, is left closing, has
JDPO) iff 〈AZ, Fm〉 is surjective (resp., is injective, is right closing, is left closing, has JDPO).
Proof. All the statements follow immediately from the definition of Fm+h. For JDPO, just remark that any periodic point for
Fm and σ with periods p and q, respectively, is periodic for Fm+h with period pq. 
The following theorem establishes the behavior of the shift operation w.r.t. sensitivity, equicontinuity and almost
equicontinuity. Its proof is essentially contained in [40].
Theorem 1. For any CA 〈AZ, Fm〉 one and only one of the following statements holds:
S0: the CA 〈AZ, Fm+h〉 is nilpotent (and then equicontinuous) for any h ∈ Z;
S1: there exists an integer h¯ with h¯+m ∈ [−d, d] such that the CA 〈AZ, Fm+h〉 is equicontinuous for h = h¯ and it is sensitive for
any h 6= h¯;
S2: there is a finite interval I ⊂ Z, with I + m ⊆ [−d, d], such that the CA 〈AZ, Fm+h〉 is almost equicontinuous but not
equicontinuous iff h ∈ I (and then it is sensitive for any other h ∈ Z \ I);
S3: the CA 〈AZ, Fm+h〉 is sensitive (ever-sensitivity) for any h ∈ Z.
We want to restate Theorem 1 for surjective CA, but before that we need the following notion and result. A CA 〈AZ, Fm〉 is
strictly right (resp., strictly left) ifm < 0 (resp., d−m < 0).
Proposition 2. A surjective strictly right (or strictly left) CA is mixing.
Proof. We give the proof for a strictly right CA, the case of strictly left CA is similar. Consider a strictly right CA with
memory m and diameter d. For any u, v ∈ A? and i, j ∈ Z, consider the two cylinders Ci(u) and Cj(v). Fix t ∈ N
such that i − (d − m)t + |u| < j. Let x ∈ Ci(u). The value of x in [i, i + |u|] depends only on the value of F−tm (x) in[i − mt, i − (d − m)t + |u| − 1]. Therefore build y ∈ AZ such that ∀k ∈ Z, yk = vk−j+1 if j ≤ k ≤ j + |v| and yk = xk,
otherwise. Then F tm(y) ∈ Ci(u) and y ∈ Cj(v). 
Theorem 2. For any surjective CA 〈AZ, Fm〉 one and only one of the following statements holds:
S′1: there exists an integer h′, with h′ + m ∈ [−d, d], such that the CA Fm+h is equicontinuous for h = h′ and it is mixing for
h 6= h′;
S′2: there exists an integer h′, with h′ +m ∈ [−d, d], such that the CA Fm+h is almost equicontinuous but not equicontinuous for
h = h′ and it is mixing for h 6= h′;
S′3: there is at most a finite set I ⊂ Z, with I +m ⊆ [−d, d], such that if h ∈ I then the CA Fm+h is sensitive but not mixing, while
it is mixing if h ∈ Z \ I .
Proof. By Theorem 1 and Proposition 2, it is enough to prove that if a surjective CA Fm is almost equicontinuous then for any
h 6= 0, Fm+h ismixing.We give the proof for h > 0, the other case is similar. Let u ∈ Ak and v ∈ Aq be two arbitrary blocks and
letw ∈ As be an r-blockingwordwith offset jwhere r is the radius of the CA. Thewordwvw is l-blocking (l = s+q+r) with
offset j and the configuration y = (wv)∞ is periodic for Fm (see, for instance, the proof of Theorem 5.24 in [36]). Let p > 0
be the period of y. Then for any configuration x ∈ C0(wvw) and any n ∈ N we have that F p+nm (x)[j,j+l−1] = F nm(x)[j,j+l−1], in
particular F pm(x)[s,s+q−1] = x[s,s+q−1] = v. Let t0 > 0 be a multiple of p such that ht0− s ≥ k and ht0− s+ (p−1)(h− r) ≥ k.
For any integer t ≥ t0, consider the configuration z ∈ C0(u) ∩ Cht−s+a(h−r)(v′) where a = t mod p and v′ ∈ f −a(wvw) is
an a-pre-image block ofwvw. In this way we are sure that F tm+h(z) ∈ C0(v) and thus the CA Fm+h is mixing. 
The next proposition ensures that positively expansive CA are in class S′3.
Proposition 3. If 〈AZ, Fm〉 is a positively expansive CA, then for any h ∈ Z the CA 〈AZ, Fm+h〉 is sensitive.
Proof. For h = 0, the thesis immediately follows from the perfectness of AZ. We give the proof for h > 0, the case h < 0
is similar. Let q = max {r, h, s} + 1, where r is the radius of Fm and s ∈ N is an integer such that 12s is less than the
expansivity constant of Fm. We show that 〈AZ, Fm+h〉 is sensitive with sensitivity constant  = 12q . Given a sufficiently large
k ∈ N and a configuration x ∈ AZ, consider a configuration y ∈ AZ such that y(−∞,k] = x(−∞,k] with yk+1 6= xk+1. By
the expansivity of Fm, the sequence {jn}n∈N = min
{
i ∈ Z : F nm(y)i 6= F nm(x)i
}
is well defined and for any n ∈ N we have
jn+1 − jn ≥ −r . We now prove the existence of an integer t ∈ N such that F tm(y)[−q+ht,q+ht] 6= F tm(x)[−q+ht,q+ht] (equivalent
to d(F tm+h(y), F
t
m+h(x)) ≥ ). By contradiction, assume that no integer satisfies this condition. Thus, for any t ∈ N, we
have jt /∈ [−q + ht, q + ht]. If for all t ∈ N, jt > q + ht we obtain a contradiction since the original CA is positively
expansive. Otherwise, there is an integer t ∈ N, such that jt < −q + ht and jt−1 > q + h(t − 1). In this way, we have
jt − jt−1 < −2q+ h < −r , obtaining again a contradiction. 
The following is a long-standing conjecture in CA theory which dates back at least to [7].
Conjecture 1. Any Surjective CA has DPO.
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Proposition 1 states that the shift operation preserves surjectivity. Therefore, Conjecture 1 leads naturally to the
following.
Conjecture 2. For any CA 〈AZ, Fm〉 and any h ∈ Z, 〈AZ, Fm+h〉 has DPO iff 〈AZ, Fm〉 has DPO.
Recall that both surjective almost equicontinuous CA and closing CA have JDPO [7,9]. By Proposition 1, JDPO is preserved by
the shifting operation; so all the CA in the classes S′1 and S
′
2 have JDPO. We conjecture that the same holds for (non-closing)
CA in S′3:
Conjecture 3. If a CA has DPO then it has JDPO.
Remark that Conjectures 1 and 3 are known to be true for the class of additive CA and the class of number-conserving
CA [12,14,27].
We now want to show the equivalence between Conjectures 2 and 3 but before that we recall the following result.
Proposition 4 (Theorem 3.2 in [13]). Let 〈AZ, Fm〉 be a strictly right CA. Any periodic configuration for the CA is also periodic forσ .
The following corollary is a trivial consequence of the previous proposition.
Corollary 1. Conjecture 3 is true for strictly right CA.
Proposition 5. Conjecture 2 is equivalent to Conjecture 3.
Proof. Assume that Conjecture 2 is true. Let 〈AZ, Fm〉 be a CA with DPO. There exists an integer h such that the 〈AZ, Fm+h〉 is
a strictly right CA. Then, by the hypothesis, it has DPO. Corollary 1 and Proposition 1 ensure that 〈AZ, Fm〉 has JDPO.
Assume that Conjecture 3 is true. By the hypothesis, a CA 〈AZ, Fm〉 has DPO iff it has JDPO. Proposition 1 concludes the
proof. 
As a by-product of our investigations we have the following result.
Theorem 3. In the CA settings, the following statements are equivalent
(1) surjectivity implies DPO;
(2) surjectivity implies JDPO;
(3) for strictly right CA, topological mixing implies DPO.
Proof. (1⇔ 3) It is obvious that 1 implies 3. For the opposite implication assume that 3 is true. Let 〈AZ, Fm〉 be a surjective
CA. There exists an integer h such that 〈AZ, Fm+h〉 is strictly right. By Propositions 1 and 2, 〈AZ, Fm+h〉 is a surjective and
topologically mixing CA. Then, by the hypothesis, it has DPO. Corollary 1 ensures that it also has JDPO. Using Proposition 1
again we conclude the proof. The proof for (1⇔ 2) can be obtained in a similar way. 
Theorem 3 tells us that in order to prove Conjecture 1 one can focus on mixing strictly right CA. Remark that all known
examples of topologically mixing CA have DPO. We now want to present a result which furthermore supports the common
feeling that Conjecture 1 is true.
Proposition 6. Any surjective CA (both on AZ and on AN) has an infinite set of points which are jointly periodic for the CA and σ .
Proof. Consider a CA Fm on AZ. Given a σ -periodic configuration x of period p, Fm(x) is periodic for σ with period p′ which
divides p. LetΠn be the set of periodic points of σ of period n. Hence, if p is a prime number and x ∈ Πp we have that Fm(x)
belongs either toΠp or toΠ1. By a result of Hedlund [32, Theorem 5.5], we know that for surjective CA, each configuration
has a finite number of pre-images. In particular, eachΠp has a finite number of pre-images by Fm. Hence, if p is a big enough
prime number we have that Fm(Πp) ∩Πp 6= ∅. This concludes the proof since for any prime number p′ > p we must have
Fm(Πp) ⊆ Πp. 
4. Lifting
For a fixed local rule f , consider the two one-sided CA 〈AZ, Fm〉 and 〈AN,Φm〉 on AZ and AN, respectively. They share the
same local rule f and the same memory m ≤ 0. In this section we study the properties that are conserved when passing
from AZ to AN and vice versa.
Recall that two DTDS 〈X, g〉 and 〈X ′, g ′〉 are topologically conjugated if there exists a homeomorphism ϕ : X 7→ X ′ such
that the following diagram commutes
X
g−−−−→ X
ϕ
y yϕ
X ′ −−−−→
g ′
X ′
(1)
i.e., g ′ ◦ϕ = ϕ ◦g . 〈X ′, g ′〉 is a factor of 〈X, g〉 if there exists a continuous and surjective map ϕ : X → X ′ such that the above
diagram commutes. Remark that, in that case, 〈X ′, g ′〉 inherits from 〈X, g〉 some properties such as surjectivity, transitivity,
mixing, and DPO.
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Consider the projection P : AZ → AN defined as follows: ∀x ∈ AZ, ∀i ∈ N, P(x)i = xi. Then, P is a continuous, open,
and surjective function. Moreover, the following diagram commutes
AZ
Fm−−−−→ AZ
P
y yP
AN −−−−→
Φm
AN
(2)
i.e., Φm ◦ P = P ◦ Fm. Therefore, the CA 〈AN,Φm〉 is a factor of 〈AZ, Fm〉. For these reasons, we also say that the CA on AZ is
obtained by a lifting (up) operation from the CA on AN (having the same rule and memory). As an immediate consequence of
the fact that Φm ◦ P = P ◦ Fm, the CA on AN inherits from the CA on AZ several properties such as surjectivity, transitivity,
mixing, DPO, JDPO, left closingness, and openness.
We now recall the notion of the left Welch index L(f ) for a local rule f : Ad+1 7→ A of a surjective CA. This index is an
upper bound for the number of the left possible extensions of a block u which are mapped by f to the same word (where
with an abuse of notation, f represents the extended application of the rule f on any word of length greater than d+ 1). Let
n ≥ d and k > 0 be two integers and let u ∈ An be a block. A left k-extension of u is a word vu where v ∈ Ak. A set of left
k-extensions v1u, v2u, . . . , vnu of u is said to be compatible with f if f (v1u) = f (v2u) = · · · = f (vnu). Set
L(u, k, f ) = max{|W | : W set of left k-extensions of u compatible with f }
and define L(u, f ) = maxk>0{L(u, k, f )}. The left Welch index of the local rule f is L(f ) = L(u, f ). Since the number L(u, f )
does not depend on the choice of u (see for instance [32]), the left Welch index is well defined.
The following proposition shows that the injectivity property is lifted down only under special conditions involving the
Welch index. Proposition 8 proves that the opposite case (lift up) is verified without additional hypothesis.
Proposition 7. Let 〈AZ, Fm〉 be an injective one-sided CA. The CA 〈AZ,Φm〉 is injective if and only if m = 0 and the left Welch
index L(f ) = 1.
Proof. IfΦm is injective (and then also surjective) we necessarily havem = 0. By contradiction, if L(f ) ≥ 2 there exist blocks
u, w,w′, v, with w 6= w′, such that f (wu) = f (w′u) = v. Take x = wu∞ and y = w′u∞, then Φ0(x) = Φ0(y). Conversely,
assume that L(f ) = 1 andm = 0. If, by contradiction,Φ0 is not injective then there exist two distinct configurations x, y ∈ AN
having the same image z ∈ AN. By surjectivity (see also [32, Theorem 9.5 pag. 27] adapted to AN), we have two cases. First
case: x and y are right asymptotic. So there is a block with two distinct left extensions which collapse by f in the sameword,
contrary to the fact that L(f ) = 1. Second case: for any i large enough we have x[i,i+d−1] 6= y[i,i+d−1]. By a result in [32],
L(f ) = 1 implies that f is leftmost permutive (that is, iff for any u ∈ Ad, b ∈ A there exists a ∈ A such that f (au) = b). Thus
we are able to build two distinct configurations x′, y′ ∈ AZ, with x = P(x′) and y = P(y′), such that F0(x′) = F0(y′), contrary
to the hypothesis. 
Proposition 8. If 〈AN,Φm〉 is an injective (resp., surjective) CA, then the lifted CA 〈AZ, Fm〉 is injective (resp., surjective).
Proof. Assume that Fm is not injective. There exist two configurations x, y ∈ AZ, with xi 6= yi for some i ≥ 0, such that
Fm(x) = Fm(y). Therefore x′ = P(x) and y′ = P(y) are two different configurations in AN such that Φm(x′) = Φm(y′).
As to surjectivity, by a theorem of Hedlund [32, Theorem 5.4], we have that, a CA is surjective (on AN or on AZ) iff for any
u ∈ A+, |f −1(u)| = Ad. 
The following proposition directly follows from the definitions.
Proposition 9. Left closingness is conserved by the lifting up operation.
The following results are immediately obtained from the fact that a word is blocking for a CA on AN iff it is blocking for its
lifted CA.
Proposition 10. A CA 〈AN,Φm〉 is equicontinuous (resp., almost equicontinuous) (resp., sensitive) iff the CA 〈AN, Fm〉 is
equicontinuous (resp., almost equicontinuous) (resp., sensitive).
Positive expansivity is not preserved by the lifting operation. Indeed, there are no positively expansive one-sided CA on
AZ [6]. For the sake of completeness we give a proof of this result.
Proposition 11. No one-sided CA 〈AZ, Fm〉 is positively expansive.
Proof. For the sake of argument assume that 〈AZ, Fm〉 is positively expansive and one-sidedwith expansivity constant  > 0.
Let k ∈ N be an integer such that 1
2k
<  and let x, y ∈ AZ be two different configurations with x[−k,∞) = y[−k,∞). Then, for
any t ∈ N, d(F tm(x), F tm(y)) < . 
Proposition 12. If 〈AN,Φm〉 is mixing (resp., transitive), then its lifted CA 〈AZ, Fm〉 is mixing (resp., transitive).
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Proof. Weprove the thesis for a topologicallymixing CA. By Proposition 2, it is sufficient to consider the casem = 0. Indeed,
if m > 0 then Fm is strictly right and surjective; hence, by Proposition 2, it is mixing. Let u ∈ A2k+1 and v ∈ A2h+1 be two
arbitrary blocks. There exist a sequence of one-sided configurations x(n) ∈ Cl−k(u) and a time t0 ∈ N such that for any t ≥ t0,
Φ t0(x
(t−t0)) ∈ Cl−h(v)where l = max{h, k}. Let z(n) ∈ AZ be a sequence of two-sided configurations such that z(n)[−k,∞) = x(n).
Hence, for any t ≥ t0, F t0(z(t−t0)) ∈ C−h(v). 
The lifting (up) of DPO remains an open problem even if on the basis of the results of Section 3we conjecture that this should
be true. This is also partially supported by the following easy proposition.
Proposition 13. If 〈AN,Φm〉 has JDPO, then 〈AZ, Fm〉 has JDPO (i.e. JDPO is lifted up).
Proof. Choose an arbitrary configuration x ∈ AZ and an integer k ∈ N. Let y = P(σ−k(x)) ∈ AN. By the hypothesis, there
exists a block u ∈ Ah, with h ≥ 2k + 1, such that the configuration p = (u)∞ ∈ AN is periodic for Φm. Thus, both the
configurations q = (u)∞ ∈ AZ and σ k(q) are periodic for Fm. In particular, σ k(q)[−k,k] = x[−k,k]. 
The following result will be used later; it is the AN version of Proposition 2.
Proposition 14. A surjective strictly right CAΦm on AN is strongly transitive.
Proof. For any block u ∈ A∗ and any i ∈ N, consider the cylinder Ci(u). Fix t ∈ N such that −mt > i + |u|. Any arbitrary
configuration y ∈ AN depends on the values of x ∈ AN in [−mt,+∞), where x ∈ Φ−tm (y). Build any configuration z ∈ AN
such that z[i,i+|u|−1]=u and zj = xj for j ≥ −mt . Hence, z ∈ Ci(u) andΦ tm(z) = y. 
Proposition 4 and Corollary 1 also hold for CA on AN. As a consequence we have the following result. The proof is the same
as that of Theorem 3.
Proposition 15. The following statements are equivalent for CA on AN:
(1) surjectivity implies DPO;
(2) surjectivity implies JDPO;
(3) strong transitivity implies DPO;
As a by-product of the previous results we obtain another equivalent version of Conjecture 1.
Proposition 16. The following statements are equivalent:
(1) for CA on AZ, surjectivity implies (J)DPO;
(2) for CA on AN, strong transitivity implies (J)DPO;
Proof. It is obvious that 1 implies 2. For the opposite implication, assume that 2 is true. Let Fm be a surjective CA on AZ.
There exists an integer h such that Fm+h is strictly right and surjective. Consider the (lifted down) CA Φm+h on AN. By
Propositions 1 and 14, Φm+h is strongly transitive. Then, by the hypothesis, it has DPO. Since it is strictly right it also has
JDPO. By Proposition 13, JDPO is lifted up, and hence Fm+h has JDPO. Using Proposition 1 again, the thesis is obtained. 
5. Iteration
In this section we study which interesting dynamical properties are conserved when iterating the function of a DTDS. In
particular, we focus on CA.
Proposition 17. Let 〈X, g〉 be a DTDS. For any integer h > 0, 〈X, g〉 has the property P iff 〈X, gh〉 has P , where P is one of the
following:
(1) topologically mixing (assuming that g is surjective or open in the ‘‘only if’’ part);
(2) openness;
(3) equicontinuity (assuming that g is uniformly continuous in the ‘‘only if’’ part);
(4) DPO.
Proof. (1) It is obvious that if g is mixing then gh is mixing too. Assume now that gh is mixing and g is surjective. Choose two
arbitrary non-empty open setsU, V ⊆ X . There exists k0 > h such that ghn(U)∩V 6= ∅ for all n ≥ k0. Since g is surjective, for
each i = 1, . . . , h− 1, the open sets g−i(U) are non-empty. By the hypothesis, there exist ki such that ghn(g−i(U))∩ V 6= ∅
for all n ≥ ki. Taking k = max{ki}, we have that gn(U) ∩ V 6= ∅ for all n ≥ k.
On the other hand, if gh is mixing and g is open, Choose two arbitrary non-empty open setsU, V ⊆ X . There exists k0 > h
such that g−hn(U) ∩ V 6= ∅ for all n ≥ k0. Since g is open, for each i = 1, . . . , h− 1, the open sets g i(U) are non-empty. By
the hypothesis, there exist ki such that g−hn(g i(U))∩V 6= ∅ for all n ≥ ki. Taking k = max{ki}, we have that g−n(U)∩V 6= ∅
for all n ≥ k.
(2) It is obvious that if g is open then gh is open too. Assume now that gh is open and let U be an open set. Consider the
open set g−h+1(U). By the hypothesis, gh(g−h+1(U)) = g(U) is open.
(3) It is obvious that if g is equicontinuous then gh is equicontinuous too. Assume now that gh is equicontinuous. We
know that ∀ > 0, ∃δ0 > 0 such that ∀x, y with d(x, y) < δ0 it holds that ∀n ∈ N, d(gnh(x), gnh(y)) < . Choose  > 0.
Since g is uniformly continuous, for each i = 1, . . . h − 1, there exists δi > 0 such that ∀x, y with d(x, y) < δi we have
d(g i(x), g i(y)) < δ0 with the consequence that ∀n ∈ N, d(gnh+i(x), gnh+i(y)) < . Setting δ = min δi we obtain that
∀n ∈ N, d(gn(x), gn(y)) < .
(4) is clear. 
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It is easy to check that if a DTDS 〈X, gh〉 (h > 0) is topologically transitive, then 〈X, g〉 is transitive. In the case of CA also the
converse is true [38]. This is not the case for other DTDS.
Before proving the main result of this section we recall a further notion which is useful for its proof. A subshift is a DTDS
〈S, σ 〉where S is a closed subset of AN (or AZ) which is invariant with respect to σ , i.e., σ(S) ⊆ S.
Proposition 18. Let Fm be a CA. For any integer h > 0, 〈AZ, Fm〉 has the property P iff 〈AZ, F hm〉 has P , where P is one of the
following:
(1) positive expansivity;
(2) sensitivity;
(3) almost equicontinuity.
Proof. (1) It is obvious that if F hm is positively expansive then Fm is positively expansive too. Assume now that the CA 〈AZ, Fm〉
is positively expansive. Then it is conjugated to a subshift 〈S, σ 〉 on the alphabet B = A2r+1, where r is the radius of the given
CA [35]. As a consequence, the CA 〈AZ, F hm〉 is conjugated to the DTDS 〈S, σ h〉. Set C = Bh and define ϕ : BN 7→ CN as follows:∀y = (y0, . . . , yh−1, yh, . . . , y2h−1, . . .), ϕ(y) = ((y0 · · · yh−1), (yh · · · y2h−1), . . .). The mapping ϕ is a homeomorphism and
the DTDS 〈S, σ h〉 is topologically conjugated to 〈S ′, σ 〉, where S ′ = ϕ(S). Since S ′ is a subshift, then it is positively expansive.
Due to the topological conjugacy, the CA F hm is positively expansive too.
(2) and (3) It is obvious that if F hm is sensitive then Fm is sensitive too. Assume now that F
h
m is almost equicontinuous and
let x ∈ AZ be an equicontinuity point for F hm. Let x[−k0,k0] be an r-blocking word for F hm, where r is the radius of Fm. Since F hm
admits a dense set of equicontinuity points, for each i = 1, . . . , h − 1 it is possible to find positive integers k1, . . . , kh−1
such that F im(x)[−ki,ki] is an r-blocking word for F
h
m. Let k be such that for each i = 0, . . . , h− 1 the word F im(x)[−k,k] contains
the block F im(x)[−ki,ki]. Hence x[−k,k] is an r-blocking word of Fm. Therefore, the CA Fm is almost equicontinuous. 
The same result as Proposition 18 holds also for CA on AN.
6. Conclusions and future works
In this paper we studied the behavior of some operations on the rule space of CA, namely, the shifting, lifting, and
iteration operations. These investigations helped to shape out a new scenario for the old-standing conjecture about the
equivalence between surjectivity and DPO for CA: the study can be restricted to topologically mixing strictly right CA. This
enhances a former idea of F. Blanchard [4]. The work can be continued along several directions: transitivity and stronger
variants, languages generated by the involved CA, and attractors. Moreover a generalization of the obtained results and of
the forthcoming studies can be considered in terms of directional dynamics as introduced in [40]. The authors are currently
investigating these subjects.
For further reading
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