Abstract. This paper studies synchronization via pinning control on general complex dynamical networks, such as strongly connected networks, networks with a directed spanning tree, weakly connected networks, and directed forests. A criterion for ensuring network synchronization on strongly connected networks is given. It is found that the vertices with very small in-degrees should be pinned first. In addition, it is shown that the original condition with controllers can be reformulated such that it does not depend on the form of the chosen controllers, which implies that the vertices with very large out-degrees may be pinned. Then, a criterion for achieving synchronization on networks with a directed spanning tree, which can be composed of many strongly connected components, is derived. It is found that the strongly connected components with very few connections from other components should be controlled and the components with many connections from other components can achieve synchronization even without controls. Moreover, a simple but effective pinning algorithm for reaching synchronization on a general complex dynamical network is proposed. Finally, some simulation examples are given to verify the proposed pinning scheme.
Nowadays, it is still quite challenging to consider the pinning scheme on a general complex network. Recently, pinning synchronization on directed networks was discussed [32, 62] . However, the derived conditions were based on the sum of the Laplacian matrix and its transpose which may have some eigenvalues with negative real parts. Then, by choosing a standard Lyapunov function, the derivative of this function along the trajectory of the system might be positive such that the whole system can not converge. Therefore, these conditions lack the structural information of the network, and the key factor needed for reaching network synchronization is not revealed. By considering the control signal as the state of a virtual system, the authors of [42, 43] gave a general pinning scheme in directed networks based on network structure and algebraic graph.
The main contribution of this paper is that it further addresses the problem of pinning synchronization based on the more detailed structural information of general complex dynamical networks, particularly strongly connected networks, networks with a directed spanning tree, weakly connected networks, and directed forests. (A simplified version of pinning synchronization for complex networks with strongly connected topologies was reported in [56] .) We offer some new findings. First, it is found that the vertices with very small in-degrees should be pinned first. Second, the condition for reaching synchronization with controllers is shown to be equivalent to a simple condition without control, which implies that the vertices with very large out-degrees should also be pinned. Third, a criterion for achieving synchronization on networks with a directed spanning tree, which can be composed of many strongly connected components, is derived. It is found that the components with very few connections coming from other components should be controlled, and the components with many connections coming from other components can achieve synchronization even without control. Finally, an effective pinning algorithm for reaching synchronization on a general complex dynamical network is proposed.
The rest of the paper is organized as follows. In section 2, some preliminaries about model formulation and graph theory are briefly outlined. Some pinning synchronization criteria on strongly connected networks, networks with a directed spanning tree, and general complex dynamical networks are given in sections 3-5. In section 6, the pinning scheme on a representative network is simulated to illustrate the theoretical analysis. Conclusions are drawn in section 7.
Preliminaries.
Consider a complex dynamical network consisting of N identical vertices with linearly diffusive coupling [18, 19, 36, 37, 44, 49, 61] , described bẏ
where x i (t) = (x i1 (t), x i2 (t), . . . , x in (t))
T ∈ R n is the state vector of the ith vertex, f : R n × R + −→ R n is a continuously differentiable vector function, c is the coupling strength, Γ ∈ R n×n is the inner coupling matrix, and G = (G ij ) N ×N is the coupling configuration matrix representing the topological structure of the network. G ij are defined as follows: if there exists a connection from vertex j to vertex i, then G ij > 0; if there exists a connection from vertex i to vertex j, then G ji > 0; otherwise, G ij = 0 (j = i); and the diagonal elements of matrix G are defined by 
Consider also a solution s(t) of an isolated vertex, satisfyinġ
Here, s(t) may be an equilibrium point, a periodic orbit, or even a chaotic solution, which can be viewed as the state of the reference vertex, or as the virtual leader in multi-agent dynamical systems [23] .
The pinning strategy is applied on a small fraction δ (0 < δ < 1) of vertices in the network [7, 54, 38] . Suppose that the vertices q 1 , q 2 , . . . , q l are selected to be pinned, where l = δN represents the integer part of the real number δN . Then, the controlled complex network can be conveniently described bẏ
are n-dimensional linear feedback controllers with all the control gains d qi > 0 to be designed.
The objective of control here is to find some appropriate controllers (2.6) such that the solutions of the controlled network (2.5) globally synchronize with the solution of (2.4), in the sense that
for any initial conditions. When the controlled complex network (2.5) achieves synchronization, the coupling terms and control inputs will automatically vanish due to the diffusive condition N j=1 G ij = 0, i = 1, 2, . . . , N, which indicates that any solution x i (t) of a single vertex is also a solution of the synchronized coupled network.
Throughout the rest of the paper, the following assumption is needed. Assumption 1. There exists a constant matrix K such that
Note that Assumption 1 is very mild and that many systems, for example, Lorenz system [7] [7] , linear systems, and piecewise linear systems, satisfy this condition if ∂f i /∂x j (i, j = 1, 2, . . . , n) are uniformly bounded and Γ is positive definite. Generally speaking, any function in the system satisfying the Lipschitz condition can guarantee Assumption 1. In order to derive the main results, some basic notions and properties from graph theory are introduced.
Let G = (V, E, G) be a weighted directed network of order N , with the set of vertices V = {v 1 , v 2 , . . . , v N }, the set of directed edges E ⊆ V × V, and a weighted adjacency matrix G = (G ij ) N ×N . A directed edge E ij in network G is denoted by the ordered pair of vertices (v i , v j ), where v i and v j are called the terminal and initial vertices, respectively. Definition 2.1 (see [14] Note that the pinning synchronization over undirected networks considered [54] is a special case of the directed networks in this paper if 
). A network G is undirected if there is a connection between vertices i and j in
where
Obviously, a nonzero matrix G of order 1 is irreducible. Next, a lemma is given to show the relation between an irreducible matrix and the corresponding strong connectivity in the network. Let S, P, W, and F denote the sets of all the strongly connected networks, networks with a directed spanning tree, weakly connected networks, and directed forests, respectively. Then, one has S ⊆ P ⊆ W ⊆ F. For undirected networks, S = P = W. So, clearly the study of pinning synchronization on undirected networks is much easier than that on directed networks.
Let ρ(A) be the spectral radius of matrix A, λ max (F ) be the largest eigenvalue of matrix F , F T be the transpose of matrix F , I N be the N -dimensional identity matrix, and 1 N ∈ R N be a vector with each entry being 1. For matrices A and B with the same order, A > B denotes that A − B is a positive definite matrix.
, and a vector x ∈ R N is positive if every entry
. Matrix G in this paper is a singular and irreducible Metzler matrix [31] . In this paper, we focus on algebraic graph theory based on network topology and try to understand the basic principles for synchronization in directed complex networks.
Lemma 2.7 (see [7] ). If G is irreducible,
. , N, then all eigenvalues of the matrix
are negative for any positive constant ε.
Lemma 2.8 (Theorem 8.4.4 of [14]). Suppose that A is irreducible and nonnegative. Then, ρ(A) is an eigenvalue of A and there is a positive vector x such that
Lemma 2.9 (Lemma 8.
of [14]). Suppose that A is nonnegative. If the row sums of
Lemma 2.10. For a strongly connected directed network G in the form of (2.2) , where
Proof. From the Gersgorin theorem, all the eigenvalues of G are located in the union of N discs given by
where C is the complex plane and · C is the Euclidean norm of complex numbers. Since N j=1 G ij = 0, it is easy to see that R(λ) ≤ 0 for all i = 1, 2, . . . , N. For Downloaded 04/05/13 to 144.214.74.199. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a strongly connected directed network, G has one eigenvalue 0 with multiplicity 1 [22] .
For an undirected or a balanced network, it is well known that 1 N is not only the left eigenvector but also the right eigenvector of G associated with eigenvalue 0 [29, 30] , that is, G1 N = 0 N and 1
However, for a general directed network, 1 N is not the left eigenvector of G associated with eigenvalue 0. Since the left eigenvector is very important in determining the final asymptotic states [27] , the following property is derived.
Lemma 2.11. Suppose that G is irreducible and satisfies
. . , N. Then, the matrix G + lI N is nonnegative, and by Lemma 2.9,
Lemma 2.12. Suppose that G is irreducible and satisfies
Proof. It is clear that G is symmetric, namely,
T Ξ is a matrix, with the sum of the entries in each row being zero. Since N j=1 G ij = 0, one has ΞG1 N = 0, and the sum of the entries in each row of ΞG is also zero. Consequently, the sum of the entries in each row of matrix G is zero. In addition, since G is symmetric, the sum of the entries in each column of matrix G is also zero.
Lemma 2.13 (Schur complement [4]). The linear matrix inequality (LMI)
T is equivalent to one of the following conditions:
In algebraic graph theory, the lemmas given above are very helpful for deriving synchronization conditions via pinning control on networks, as shown in the following section.
3. Synchronization criteria via pinning control on strongly connected networks. In this section, some general pinning synchronization criteria on strongly connected complex networks are derived. Without loss of generality, we rearrange the order of the vertices in the network so that the first l vertices are controlled.
Then, subtracting (2.4) from (2.5) yields the following error dynamical network:
where 
where ⊗ is the Kronecker product,
Ξ is a positive definite diagonal matrix obtained by Lemma 2.12, and G =
Proof. Consider the Lyapunov functional candidate
where Ξ = diag(ξ 1 , ξ 2 , . . . , ξ N ) is a positive definite matrix obtained by Lemma 2.12.
Taking the derivative of V (t) along the trajectories of (3.1) gives
,
2) is satisfied, the directed network (2.5) is globally synchronized under the given linear feedback pinning controllers.
Assume that K and Γ are commutable, and let
Note that the above assumption is very reasonable. Γ is the inner coupling matrix in (2.1), and K is defined in Assumption 1 to represent the Lipschitz condition. For a positive definite matrix Γ, one can choose a large θ such that
Here, only θ ≥ 0 is considered for simplicity; otherwise, the network is synchronized even without pinning control [54] . 
where Ξ is a positive definite diagonal matrix obtained by Lemma 2.12, and G = 1 2 (ΞG + G T Ξ). Proof. From (3.5) and the fact that Γ is positive definite, it can be easily verified that
If θΞ + c( G − ΞD) < 0 and Γ > 0, then it follows that condition (3.2) is satisfied [20] .
Let
where C 11 and C 12 are matrices with appropriate dimensions, 
where Ξ is a positive definite diagonal matrix obtained by Lemma 2.12, and G =
where the control gain matrix is chosen by
Since ξ is positive, by Lemma 2.7, it is easy to see that G − ΞD * is negative definite, where D * corresponds to having only one controller, i.e., l = 1. Then one obtains
is satisfied. The proof of (i) is completed. Condition (ii) can be proved by using Lemma 2.13, as in [54] . Normally, the theoretical coupling strength and control gain matrix given in (3.8) and (3.9) are very conservative-usually much larger than the needed values. The adaptive technique [7, 47, 57, 61] can be used here to choose smaller coupling strength and control gain. Detailed results can be found in [54] and thus are omitted here. Downloaded 04/05/13 to 144.214.74.199. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 1. In Corollary 3.3, condition (i) provides a way to choose the coupling strength when the network structure and the pinning scheme are given; condition (ii) shows that synchronization can be reached in a lower-dimensional setting by appropriately choosing the control gain matrix when the network structure and the coupling strength are fixed. If the coupling strength is very large and satisfies condition (3.8), then by controlling very few vertices, the network can achieve synchronization. In addition, note that C is obtained by removing the 1, 2, . . . , l row-column pairs of matrix θΞ + c G, which is independent of matrix D. Therefore, the pinning controllers are not involved in (3.9), which provides some guidance for choosing appropriate pinning schemes. After choosing the positive definite matrix C, one can design the control gain matrix such that
, it is easy to see that the network more likely can reach synchronization if the vertices with large out-degrees are pinned, which means that there are many nonzero entries in C (3.6) . Then, one has 
Proof. To ensure C < 0 in (3.6), it is necessary that C ii < 0. Remark 2. In Corollary 3.4, the in-degree of vertex i without control should be greater than a critical value, that is, k in i > θ c . Therefore, it is easy to see that under condition (3.6), the vertices with very small in-degrees less than θ/c should be controlled first, where condition (3.10) is not satisfied. Note that some vertices with very small in-degrees receive very little information from all the other vertices, and therefore it is inadequate to drive these small in-degree vertices in order to achieve network synchronization. Condition (3.6) in Corollary 3.2 is very simple; however, how to choose the minimal number of pinning controllers under a fixed network structure with a fixed coupling strength is still a challenging research problem.
Synchronization criteria via pinning control on networks with a directed spanning tree.
In the previous section, pinning synchronization on strongly connected networks was studied. Considering the reference vertex with state s(t) in (2.4) as a virtual leader in the network, now we will change our focus to pinning synchronization on each strongly connected component of a general network, where the network contains a directed spanning tree with the virtual leader as the root.
The dynamics of (2.4) and (2.5) can be rewritten in compact form as follows:
where y 1 = s, y i+1 = x i for i = 1, 2, . . . , N, 
In the following, suppose that the controllers are added to the q 1 , q 2 , . . . , q l vertices, and so
and D is a diagonal matrix with diagonal elements
Since the matrix G is irreducible, as discussed in the previous section, the network structure G has a directed spanning tree as long as at least one vertex is controlled by the leader s, which is a root in the directed spanning tree [34] . In order to derive the main result, the following Frobenius normal form is needed.
Lemma 4.1 (see [5] ). Let G be a matrix of order N + 1. Then, there exists a permutation matrix P of order N + 1 and an integer m ≥ 1, such that
. . , G m ∈ R pm×pm are square irreducible matrices which are uniquely determined to within simultaneous permutation of their lines, but their ordering is not necessarily unique. G be a directed network and G 1 , G 2 , . . . , G m be the strongly connected components of G with connection matrices
Definition 4.2 (see [5]). Let
G 1 , G 2 , . . . , G m . Then G *
is a condensation network of G if there is a connection from a vertex in V( G j ) to a vertex in V( G i ) (i = j), and then the weight G
Note that the condensation network G * of any directed network G has no closed directed walks [5] , where a directed (undirected) walk from vertex v j to v i is a sequence of edges 
If there exist positive definite diagonal matrices Π j = diag (Π j1 , Π j2 , . . . , Π jpj ) for j = 2, . . . , m, such that Proof. Let Q i be of the form (4.6)
Then, Q m = Δ ΠG + G T ΠΔ. From (4.4), it is easy to see that Q 2 < 0. Next, the lemma is proved by induction. Suppose that Q i < 0. We need to show that Q i+1 < 0. By Lemma 2.13, Q i+1 < 0 is equivalent to Π i+1 G i+1 + G T i+1 Π i+1 < 0, and we have
is sufficiently smaller than Δ j for j < i + 1, then (4.7) can be satisfied. Therefore, by choosing Δ i+1 to be sufficiently smaller than Δ j for j < i + 1, condition (4.7) can be satisfied.
Theorem 4.5. Suppose that Assumption 1 holds and Γ is a positive definite matrix. The controlled network with a directed spanning tree (2.5) is globally synchronized if the following condition is satisfied:
Proof. Consider the Lyapunov functional candidate Let
Corollary 4.7. Suppose that Assumption 1 holds and Γ is a positive definite matrix. The controlled network with a directed spanning tree (2.5) is globally synchronized if the following condition is satisfied:
Remark 4. A j is a zero row-column-sum symmetric matrix. By Lemma 2.7,
and only if C j = 0 or D j = 0, which means that if there are no connections from all the other strongly connected components and the leader to a particular strongly connected component, then synchronization in this component can not be achieved. This result is easy to understand since the vertices in this component can not receive any information from the leader.
Remark 5. If D j = 0 for some 2 ≤ j ≤ m, then in order to reach synchronization, one must have C j = 0 and θ Π j + c(A j − Π j C j ) < 0, which implies that if the outer in-degree of a strongly connected component is very high, then synchronization can be easily achieved in this component. If C j = 0 for some 2 ≤ j ≤ m, then the jth strongly connected component must be controlled in order to achieve network synchronization. 
(ii) there exist some controllers with large gains, such that
where Ω j is obtained by removing the row-column pairs of the controlled vertices in
The proof can be completed by the same approach as in Corollary 3.3. Corollary 4.9. Suppose that Assumption 1 holds and Γ is a positive definite matrix. The first i strongly connected components of the controlled network with a directed spanning tree (2.5) are globally synchronized if the following condition is satisfied:
The derived condition in Corollary 4.9 can be used to study partial synchronization [48] of the whole network.
Synchronization criteria via pinning control on general complex networks.
This section proposes an algorithm for pinning synchronization on general complex networks, including weakly connected networks and directed forests, as follows.
Pinning scheme algorithm.
(1) Reorder the vertices to obtain the Frobenius normal form (4.3). Initially, let j = 2 and then go to step (2) .
(2) If (4.11) is satisfied when D j = 0, the jth strongly connected component can achieve synchronization without control. If so, go to step (6); otherwise, turn to step (3) .
(3) If the outer in-degree of every vertex in the jth strongly connected component is 0, i.e., C j = 0, then this jth component must be controlled through the gain matrix D j . Then, go to step (4); otherwise, turn to step (6) .
(4) For the ith vertex in the jth strongly connected component, if its in-degree k in rj−1+i ≤ θ c , then this vertex must be controlled. Then, go to step (5) . (5) Find the controllers such that (4.13) can be satisfied as discussed in sections 3 and 4, and then go to step (6) .
(6) If j < m, then set j = j + 1 and go to step (2); otherwise, stop. Remark 6. If (4.11) is satisfied without control, then this strongly connected component can achieve synchronization. Suppose that a strongly connected component does not receive information from all the other strongly connected components. By Lemma 4.3, this component must be controlled so as to form a spanning tree as shown in step (3) . Note that the directed network G in (4.3) contains a directed Downloaded 04/05/13 to 144.214.74.199. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php spanning tree if and only if, for each j, C j = 0 or D j = 0, which means that there are connections from all the other strongly connected components or the leader to the jth strongly connected component. Steps (4) and (5) are the pinning control schemes on the jth strongly connected component, which was discussed in section 3.
In this section, an algorithm for studying the pinning synchronization on general complex networks is proposed. Note that a general complex network can be composed of many strongly connected components. If there are no connections from all the other strongly connected components to a particular strongly connected component, then this component must be controlled. After that, it is easy to see that the whole network forms a directed spanning tree with the leader being the root. Then each vertex in the network can receive information from the root and synchronization may be achieved in a successive way.
Simulation examples.
In order to clearly show the theoretical results in this paper, synchronization via pinning control on a small-size network is first given in this section. Then, to verify the proposed algorithm in this paper, synchronization via pinning control on a large-size scale-free network is performed.
Consider a complex network (2.3) that consists of N identical Chen systems [54] , described byẋ
and θ = 31 [54] . The outer in-degrees of strongly connected components 2 and 3 are zero. So these two components must be controlled, as illustrated in Figure 6 Remark 7. Suppose that a network is composed of some strongly connected components as in (4.2) . If the outer in-degrees of all the vertices in some strongly connected components are zero, then these components must be controlled since they do not receive any information from other components, and therefore synchronization can not be reached without control. In the above example, for this reason, the second and third strongly connected components must be controlled. Vertex 2 in the third strongly connected component should be controlled since it transmits a large amount of information to the other vertices. So, by Corollary 3.4, synchronization can be easily achieved if such vertices with large out-degrees are controlled. If a strongly connected component, for example, the fourth strongly component in Figure 6 .1, receives a large amount of information from the other components, then it can reach synchronization even without control. Though a strongly connected component, like the fifth strongly component in Figure 6 .1, receives a lot of information from the other strongly connected components, it can not achieve synchronization if vertex 9 is not controlled. Vertex 9 receives very little information from the other vertices, and hence it is difficult or inadequate to drive vertex 9 to synchronize with other vertices, and thus it must be controlled. Therefore, in order to reach network synchronization, the vertices with large out-degree or small in-degree should be controlled. 6.2. Synchronization via pinning control on a large-scale complex network. Choose Γ = diag(1, 2, 1), c = 28, d i = 30, and N = 100. The simulation is performed on a scale-free complex network [3] , where the direction for each edge is randomly chosen. The initial number of vertices is 5, and in each time step, a new vertex is connected to 5 vertices with directed links according to preferential attachment. The designed directed scale-free network is disconnected into several strongly connected components. By using the algorithm in section 5 with the designed pinning schemes, a small fraction of all the vertices is controlled. The initial conditions are randomly chosen from [−1, 1] in each simulation, and synchronization can be reached in the whole network as shown in Figure 6 .3, which is performed on 30 networks on average in each data. It is found that the percentage for the pinning controlled vertices becomes smaller as the network size becomes larger. 7. Conclusions. In this paper, pinning synchronization of general complex dynamical networks, including strongly connected networks, networks with a directed spanning tree, weakly connected networks, and directed forests, has been discussed. A criterion for ensuring network synchronization on strongly connected networks was given. It was found that the vertices with very small in-degrees should be pinned first. In addition, it was shown that the original condition with controllers can be reformulated such that it does not depend on the form of the chosen controllers. Then, a criterion for achieving network synchronization on networks with a directed spanning tree, possibly composed of many strongly connected components, was derived. It was found that the components with very few connections from other components should be controlled, and the components with many connections from other components can achieve synchronization even without controls. Moreover, an effective pinning algorithm for reaching synchronization on a general complex dynamical network was proposed.
It is still a quite difficult problem to quantify at least how many vertices should be pinned and to determine what are the most important factors for a given complex network to realize synchronization. In addition, an involved complex network in nature is usually time-varying. Therefore, pinning schemes for synchronization in time-varying dynamical complex networks are more challenging nowadays. Moreover, it could be interesting to see how the proposed algorithm scales up as the number of vertices increases. Nevertheless, pinning synchronization on general complex dynamical networks is a very interesting topic with wide potential applications and deserves further investigation in the future.
