Abstract-This paper reports the error correcting capability of an associative memory model built around the sparse network of cellular automata (CA). Analytical formulation supported by experimental results has demonstrated the capability of CA based sparse network to memorize unbiased patterns while accommodating noise. The desired CA are evolved with an efficient formulation of simulated annealing (SA) program. The simple, regular, modular, and cascadable structure of CA based associative memory suits ideally for design of low cost high speed online pattern recognizing machine with the currently available VLSI technology.
I. INTRODUCTION
T HIS paper reports an associative memory model to address the problem of "pattern recognition." The solution is based on an elegant computing model of a particular class of sparse network referred to as cellular automata (CA). Analytical formulation supported with extensive experimental results has established CA based associative memory as an efficient and cost-effective alternative to the solutions generated with dense network of neural net. By convention, the task of pattern recognition demands automatic identification of objects and images by their shapes, forms, outlines or some other attributes. In the internetworked society of cyber-age, the task of pattern recognition has become ubiquitous, involving automated recognition of specific patterns of bit/symbol string. It is an integral part in machine intelligence systems.
In conventional approach of pattern recognition, machine compares the given input pattern with each of the learnt/stored patterns and identifies the closest match. If there are patterns, time to recognize the closest match is . As the number of stored patterns goes up, recognition process becomes slow.
Over the years, research in the field has been directed toward development of recognition algorithm in constant time. In pattern recognition, there are mainly two steps-1) learning the pattern set; and 2) identifying one of the learnt patterns that has closest match to the given input pattern to be recognized. The process of learning a pattern set involves one time computation cost, while recognition of the incoming patterns is a repetitive process. In this context, schemes which take longer time for learning but reduce delay of the recognition process, have attracted considerable attention. The "associative memory" model provides a solution to the problem where time to recognize a pattern is independent of the number of patterns learnt/stored [1] . This model divides the entire state space into pivotal points a-d (Fig. 1 ) that represent the patterns learnt. The pivotal points are also referred to as "stable states." On the other hand, states close to a pivotal point get associated with the corresponding learnt pattern and are referred to as "transient states." A transient state can be also viewed as a stable state with some noise. Identification of an input pattern (without or with distortion due to noise) amounts to traversing the transient path, as shown in Fig. 1 , from the given input pattern to the closest pivotal point. As a result, the process of recognition "associates" a set of transient states with a learnt pattern and the process of identification becomes independent of the number of patterns learnt. A logical evolution is to build the associative memory model for pattern recognition.
In early 1980s, the seminal work of Hopfield [9] made a breakthrough by modeling a recurrent, asynchronous, neural net as an associative memory system. Extensive research [2] , [10] , [13] , [16] , [22] have been reported in this field in last two decades. However, the user community of the networked society of present age look forward for high speed, low cost, online pattern recognition systems. The dense network of neural net and its complex structure cannot efficiently support such demands of current age. In this background, search for alternative model of pattern recognizing machine around the simple sparse network of CA continued [3] , [11] , [17] , [18] , [20] . The simple, regular, modular, cascadable local neighborhood structure of CA serves as an excellent sparse network. This network, as reported in [4] , can be efficiently realized in hardware.
In this paper, we propose an elegant model of associative memory for pattern recognition. The model is built around a general class of CA termed as generalized multiple attractor CA 1083-4427/03$17.00 © 2003 IEEE (GMACA). This specific class of CA displays encouraging results in the field of pattern recognition [5] , [6] , [8] , [14] , [15] . While in [8] we have mainly dealt with memorizing capacity of CA based associative memory, in the present one we focus our attention on its error correcting capability. The evolutionary scheme of simulated annealing (SA) is employed to evolve desired GMACA configurations.
In the above context we present CA preliminaries in Section II followed by an overview of GMACA synthesis scheme in Section III. Theoretical analysis of the error correcting capability of GMACA rule space is reported in Section IV. The problem of exponential complexity of synthesis algorithm has been addressed with efficient formulation of simulated annealing (SA) in Section V. The rule space theoretically derived in Section IV, can be found to be a subset of the CA rules of GMACA evolved with SA program. Finally, the experimental results reported in Section VI confirm the GMACA based associative memory as an efficient model for pattern recognition.
II. CELLULAR AUTOMATA (CA)
A CA consists of a number of cells organized in the form of a lattice. It evolves in discrete space and time [19] . The next state of a cell depends on its own state and the states of its neighboring cells. In this paper we develop an associative memory model around three-neighborhood (left, self, and right neighbor) onedimensional (1-D) CA with each cell having two states-0 or 1.
In a two state three-neighborhood CA, there can be a total of -that is, 256 distinct next state functions. If the next state function of a cell is expressed in the form of a truth table, then the decimal equivalent of the output is referred to as "rule" for the cell [23] . Two sample rules 90 and 150 are illustrated in the equation at bottom of the page.
The first row lists the possible -that is, eight combinations of present states (left, self, and right) for a three-neighborhood CA cell at time . The next two rows list the next states for the th cell at time instant for two different rules. with the rule ; each being one of the possible 256 rules. In an uniform CA, same rule is applied on each of the CA cells.
A. Generalized Multiple Attractor CA
The concept of Multiple Attractor Cellular Automata (MACA) has been introduced in [4] . Its state transition behavior consists of multiple components-each component, as noted in Fig. 2 , is an inverted tree. A node with self loop is referred to as an attractor. The nodes with binary number 0000, 0001, 1000, and 1001 are the attractors of the four components in the MACA of Fig. 2 . The set of nodes in a component with attractor is referred to as -basin.
Even though such an MACA displays interesting characteristics, it employs only XOR/XNOR rules. This rule set is functionally incomplete in the sense that any next state function cannot be realized with this restricted rule set. Hence, the research reported in this paper explores a more general class of MACA termed as Generalized Multiple Attractor CA (GMACA) designed with nonlinear CA rules implementing all possible logic functions-AND, OR, XOR, NOT, etc.
A GMACA is a hybrid CA-that is, unlike uniform CA, same rule is not applied for each of the cells. It can efficiently model an associative memory [5] - [8] , [14] , [15] to perform pattern recognition task. Fig. 3 illustrates the state space of a four-cell hybrid GMACA with rule vector -that is, rule 202 is applied on left most cell, followed by rule 168 on next one and so on. The state space of this CA is divided into two Neighborhood Rule attractor basins-Basin-1 and Basin-2 built around attractor-1 and attractor-2. Unlike MACA (Fig. 2) , a GMACA has attractors of cycle length greater than or equal to 1. For the GMACA of Fig. 3 , the attractor-1 and attractor-2 have cycle length 1 and 2, respectively. The states in a basin not covered by the attractor cycles are referred to as "transient states" in the sense that a CA finally settles down in one of its attractor cycles after passing through such transient states.
B. GMACA Modeling an Associative Memory
A GMACA having its state space distributed into disjoint basins ( Fig. 3 ) with transient and attractor states, models an associative memory. The patterns to be learnt, as shown in Fig. 1 , are modeled as "pivotal point/stable state." The entire state space built around the given set of pivotal points is the state space generated by a GMACA with its attractors and transient states. Memorizing the set of pivotal points is equivalent to design of a GMACA with the pivotal points as the states in different attractor cycles. The states in an attractor cycle other than the pivotal point are viewed as "pseudo-transient states/points" in the present work and treated as transient states. Any transient point , with limited distance from a pivotal point , can be considered as a pattern with some noise. The correct output can be produced in time proportionate to the traversal of GMACA from the state . In the present work we have assumed hamming distance (HD) as the distance metric.
A GMACA satisfying following two relations models an associative memory storing the set . 1) R1: Each attractor basin of the GMACA should contain one and only one pattern to be learnt in its attractor cycle; the corresponding basin is referred to as -basin. 2) R2: The hamming distance (HD) of each state -basin with is lesser than that of with any other 's,-that is, and . The relation R1 ensures uniqueness of the stored patterns in an attractor cycle, whereas the relation R2 ensures recognition of patterns with distortion due to noise. The following example illustrates the relations for the example GMACA of Fig. 3 .
Example 1: To design a machine for recognition of two patterns and with single bit noise, we first synthesize a CA (rule vector) for which the state transition behavior of GMACA is similar to that of Fig. 3 while satisfying both the relations R1 and R2.
It learns two patterns, and . The state has the hamming distances 1 and 3 with and , respectively. Let be given as the input and its closest match is to be identified with one of the learnt patterns. The recognizer designed with the GMACA of Fig. 3 is loaded with and returns the desired pattern after two time steps. Next section addresses the problem of GMACA synthesis scheme for recognizing a given set of patterns.
III. GMACA SYNTHESIS SCHEME
The synthesis algorithm of GMACA can be viewed as the training phase of CA based pattern recognizer to recognize a given set of patterns. The output of synthesis algorithm is GMACA based pattern recognizer with its rule vector specifying the rule number applied for each of the cells. For example, the rule vector of the GMACA having pattern recognizing capability illustrated in Example 1 is .
A. Design of GMACA Rule Vector
The GMACA synthesis algorithm consists of three phases. It is assumed to recognize patterns with maximum noise of bits.
1) Phase I-Generate a directed graph with a cycle, and map a pattern (to be learnt) on to a cyclic node of this graph. Also, map the noisy patterns (where ) to other nodes of the graph. Two associated parameters-number of nodes in a graph and its cycle length-have been dealt with in subsequent discussions. In order to recognize patterns, number of directed graphs are generated. 2) Phase II-Derive state transition table for each of the graphs generated in Phase I. 3) Phase III-Generate rule vector of the GMACA satisfying the next state logic specified in the state transition tables derived in Phase II. The synthesis algorithm accepts the pattern set of cardinality to be learnt as the input, each being an -bit pattern. It cycles through three phases in successive stages till desired -bit GMACA with -attractor basins is reached or the specified time limit gets elapsed with null output. The search is guided by the rules R1 and R2 reported in Section II.B. The rule R1 ensures presence of only one pattern in the cycle of a graph that can be viewed as an attractor cycle of a GMACA to be synthesized. "Maximum permissible cycle length" is assumed to be . For implementing R2, the algorithm accepts an input that specifies "maximum permissible noise." That is, a noisy pattern say (where ) should be correctly recognized as by GMACA based model. The three phases of synthesis algorithm is next illustrated with an example.
Phase I-Since, the state transition diagram of a GMACA can be conceived as a graph, we first randomly generate number of directed graphs with each node coded as an -bit string. The cycle length permissible for the generated graph is assumed to be less than or equal to . Each graph represents a basin of the candidate GMACA to be synthesized, while its cycle represents an attractor cycle. Each directed graph has a unique pattern in its attractor cycle, while those with limited noise added to are the patterns in the -basin. The number of nodes of each graph is equal to the number of states in the corresponding basin-that is, the patterns without or with specified noise. So (1) where is the number of noisy bits and is the maximum permissible noise that can be tolerated by GMACA based pattern recognizer. After mapping a particular pattern (say to be learnt) in the cyclic node of a graph, we randomly map other patterns to be covered by -basin at different nodes of same graph. Note that the -basin of GMACA to be synthesized covers the states with permissible noise of bits ( to ) added to . A design example follows. Example 2: Fig. 4 (a) represents two arbitrary graphs generated in Phase I for and . Patterns to be learnt and are mapped onto the nodes of the attractor cycle of length 3 and 1 respectively. The sets 0001, 0010, 0100, 1000 and 1110, 1101, 1011, 0111 are the noisy patterns with noise of 1 bit added to respectively. These are mapped in two attractor basins as shown in Fig. 4 
(a).
Phase II- Fig. 4 (b) represents a state transition table derived from two directed graphs shown in Fig. 4 
(a). Total number entries in the state transition table is
, where is the number of patterns to be learnt and is the number of states in each graph (1) . For the example graphs of Fig. 4(a) , the number of patterns to be learnt is 2 ( and ) and the number of states in each basin is 5. So, total number entries in the state transition table of Fig. 4 (b) is 10.
Phase III-Design rule vector of the GMACA cells from the state transition table.
Consider a cell (say th cell) whose rule is to be identified. We concentrate on three columnsth, th and th columns of all the number of patterns of the state transition table of Fig. 4(b) . Suppose, for a present state configuration of the th cell, the next state is '0' for times and "1" for times, then state "0" and "1" collides with each other to become the next state of the th cell for that configuration. and . So, for "000" configuration, the next state of third cell may be "0" or "1" generating an instance of collision.
In order to resolve this conflict we introduce the following heuristic.
B. Resolution of Collision

1) If
, the collision between state "0" and "1" is high. In that case, we randomly decide the next state of a cell. 2) If or , the collision is minimum. In that case, the next state of a cell is '0' if , otherwise "1." The synthesis scheme searches for desired GMACA conforming rules R1 and R2 while resolving the collision, if there is any. Characterization of GMACA rule space undertaken in next section aims to reduce this search space.
IV. CHARACTERIZATION OF RULE SPACE OF DESIRED GMACA
This section characterizes the rule space of desired GMACA displaying pattern recognition capability. Such characterization is based on noise immunity of synthesized GMACA to recognize patterns.
The characterization of rule space proceeds under the following assumptions.
Assumptions: 1) Attractor cycles of GMACA are of length 1.
2) GMACA is designed to recognize patterns with single bit noise.
Note: (According to the analysis reported in Section VI-A1, this does not pose any restriction to recognize patterns corrupted with multiple bit noise).
3) Transient length of the pattern corrupted with single bit noise is equal to 1. 4) Rule space generated for a GMACA designed to recognize two patterns is a superset of the rule space generated to recognize more than two patterns. Each of the above assumptions, as per the analysis and experimental results reported in Sections VI-A1, VI-A2, VI-B1, VI-C, can be found to be valid for the GMACA model developed for pattern recognition.
Based on the above assumptions, the pattern recognizer is built with three-neighborhood CA. So in order to analyze the noise immunity (that is, error correcting capability (ECC)) of the th cell, we concentrate only on the bit patterns of th, th and th cells as explained below. Definition 1: For number of -bit patterns, total number of noisy patterns with single bit noise is
[as per the Assumption (2)]. To ensure ECC for the th cell, its rule should be so designed that the cell recovers correct bit irrespective of the noise on th, th, or th bit positions [as per the Assumptions (3)]. So, total number of noisy patterns with single bit noise to be recovered by the rule of th cell is . Thus, the error correcting capability (ECC) of the th cell is defined as the ratio of number of noisy patterns correctly recognized and . For ease of subsequent discussions we introduce the following terminologies. All three bit configurations are noted as a bit string of with middle one refers to th cell (Fig. 5) .
Terminologies:
1) denotes the probability that the state of th cell of all attractors is same. 2) denotes the probability that the state of th cell of all attractors is different. 3) denotes the hamming distance between 3-bit neighborhood configurations of the th cell of two attractors-that is, (Fig. 5) . 4) denotes the number of distinct neighborhood configurations of the th cell ; hence . 5) denotes the probability of occurrence of distinct neighborhood configurations for the th cell in the patterns to be learnt. 6) denotes the number of configuration pairs of th cell with HD as . 7) ECC(1) denotes the error correcting capability of the th cell if state of the th cell is same in the patterns to be learnt. 8) denotes the error correcting capability of the th cell with number of distinct neighborhood configurations in the patterns to be learnt. 9) denotes the error correcting capability when HD between two configurations is . Based on the Assumption (4), we first characterize CA rule space for "two attractor basins" GMACA recognizing two patterns.
A. Rule Space of GMACA With Two Attractor Basins
Under the assumption of single cycle attractor [Assumption (1)], we investigate effective CA rules for "two attractor basins" GMACA recognizing two patterns without or with single bit noise. The CA rule corresponding to the th cell depends on its next state value for different neighborhood configurations in the GMACA state transition graph. For example, in Fig. 5 , the CA rule corresponding to the second cell depends on its next state value for different neighborhood configurations (i.e.,
). If the state of the th cell is different, there are -that is, 16 possibilities (Fig. 5) . Evaluation of each of these cases are next formalized in the following theorems based on the analysis of bit patterns of two attractor states.
Theorem 1: If state of the th cell of two attractors is same, its error correcting capability (ECC(1)) is 100%.
Proof: Suppose, the state of the th cell is 0 for two attractors. The neighborhood configurations of the th cell may be 000, 001, 100, 101, which must map to 0. Besides these, as the cell accommodates some noise, other neighborhood configurations (i.e., 010, 011, 110, 111) which are regarded as the noisy configurations of the th cell corrupted with single or multiple bit noise, also map to 0. So, there is no collision between state "0" and "1" for any one of eight configurations; thus, it can recover single bit noise at one of the three positions-. In this case, the effective rule of the th cell is 0 and the error correcting capability is 100%. Similarly, if the state of the th cell is 1, the effective rule must be 255 to act as an useful memory and its error correcting capability is 100%. Two rules 0 and 255 are illustrated in the equation at the bottom of the page. , two configurations of two attractors of the th cell differ at all their three positions. So, the hamming distance between one of noisy configurations corrupted with single bit noise at th, th or th positions of an attractor with attractor itself is always less than that of another attractor; in effect there is no collision between state "0" and "1" for any one of eight possible present state configurations. Thus the th cell can recognize a noisy configuration correctly if 1 out of 3 bits differs from its original configuration. Hence, the error correcting capability of the th cell is 100%.
Neighborhood Rule
CA Rules: If , there are four possible configurations of the th cell. These are and . The effective CA rules for these configurations are Rule 77, 142, 212, and 232.
Theorem 5: If the state of the th cell of "two attractors" is different, the error correcting capability (ECC(2) ) of the th cell is 75%. Proof: If the state of the th cell is different for "two attractors," then according to Theorems 2-4, the error correcting capability [ECC (2) ] is given by %
Hence, the result follows. Theorem 6: The average error correcting capability of the th cell of "two attractor basins" GMACA to recover single bit noise in single time step is 87.5%.
Proof: The probability that the state of the th cell of two attractors is same is and that of different is . Now, according to Theorem 1 and Theorem 5, if the th cell of "two attractor basins" GMACA recovers single bit noise in single time step, % and %. So, the average error correcting capability is given by
Hence, the results follows. Based on the above theoretical formulation dealing with all possible three-bit configurations, we can evaluate the probability of occurrence of different CA rules appearing on th cell to ensure its ECC of single bit noise. Fig. 6 reports the distribution of effective rules in CA rule space for "two attractor basins" GMACA memorizing two patterns with average single bit ECC of 87.5%.
B. Rule Space of GMACA With Multiple Attractor Basins
This subsection analyzes the rule space of GMACA with "multiple attractor basins" formalized in the following theorems. In the subsequent discussions is denoted as follows: is the number of distinct neighborhood configurations of the th cell; hence, .
While the first theorem provides the probability of occurrence of different distinct configurations at th cell, the remaining theorems establish the error correcting capability of th cell for different values of .
Theorem 7: For number of patterns to be learnt, the probability of occurrence of distinct configurations at the th cell is given by (5) where
Proof: Out of total configurations, in 4 configurations-, state of the th cell is "0" and in other four configurations-, state is "1." So, number of distinct configurations with state of the th bit as "0" can be obtained in ways and rest number of distinct configurations with state "1" can be obtained in possible ways. So, total possible ways to obtain distinct configurations is given by where varies from 1 to . For number of patterns can vary from 2 to . Hence, the probability of occurrence of distinct configurations at the th position is given by (6) where Theorem 8: If the number of distinct configurations of the th cell is equal to 1, the error correcting capability of the th cell is 100%.
Proof: Proof follows from that of Theorem 1. Theorem 9: If the number of distinct configurations of the th cell of number of patterns (to be learned) is 2, the error correcting capability is 75%.
Proof: If number of distinct configurations is equal to 2, the th cell of number of patterns behaves as a cell of "two attractor basins." Then, according to Theorem 5, the error correcting capability (ECC(2)) of the th cell is 75%.
Theorem 10: If , the error correcting capability of the th cell is 66.67%.
Proof: If number of distinct configurations , the th cell can accommodate noise of th and th positions, but cannot recover that of th position in single time step as there is a collision between state "0" and "1." So, in these cases, the error correcting capability of the th cell is -that is, 66.67%. Hence, the result follows. Theorem 11: The error correcting capability (ECC) of the th cell to recover single bit noise in single time step is given by (7) where is the number of patterns to be learnt, and . Proof: For number of patterns, there are total possible combinations of the th columns. Out of combinations, only in two cases, the states of the th cell of patterns is same-that is, in case of all zero and all one columns. So, the probability that the state of the th cell of patterns is same is given by ; while that of different is given by . The probability of occurrence of distinct configurations at the th cell, as per Theorem 7, is equal to . If denotes the error correcting capability of the th cell with distinct configurations, then the error correcting capability of the th cell for number of patterns is given by (8) (9) where . Hence, the result follows. Evolution of Relation 9, as shown in Fig. 7 represents the error correcting capability of the th cell (to recover single bit noise in single time step) for "multiple attractor basins." The graph in Fig. 7 shows that as the value of (number of patterns to be learned) increases the error correcting capability of the th cell decreases. Ultimately, it saturates to a critical value % for . Hence, the following theorem. Theorem 12: For , the error correcting capability of the th cell is constant.
Proof: According to Theorem 11, the error correcting capability of the th cell of number patterns (to be learned) is given by (10) where . For , the term reduces to zero and the term tends to one. So, for , the error correcting capability of the th cell is given by (11) where . Equation (11) is independent of the value of (number of patterns to be learnt) and is equal to 67%. Hence, the result follows.
CA Rules: The most effective GMACA rules for "multiple attractor basins" are Rule 76, 140, 196, 200, 204, 205, 206, 220, 236 , as well as rules reported in Fig. 6 which are the effective rules for "two attractor basins." So, in CA rule space, the set of most effective rules of "multiple attractor basins" is a subset of Characterization of rules in CA rule space shows that the collision of state "0" and "1" of a configuration reduces the error correcting capability of the th cell. If the single bit error of the th cell is recovered in more than one time step, it may reduce the collision and increase the error correcting capability of the th cell.
Design of a synthesis algorithm to arrive at such an effective GMACA is a hard problem. So, we fall back on the SA framework to solve this problem. The next section introduces the SA formulation.
V. SIMULATED ANNEALING PROGRAM FOR GMACA EVOLUTION
The aim of SA-based evolutionary search is to identify the GMACA that can recognize a given set of patterns without or with specified noise.
SA is a generalization of a Monte Carlo method for examining the equations of state and frozen states of n-body systems [12] . The concept is based on the manner in which liquids freeze or metals recrystallize through the process of annealing.
The GMACA synthesis scheme, as noted below, can be elegantly mapped to this Monte Carlo approach.
1) current state of a thermodynamic system is analogous to the current solution of the synthesis scheme; 2) energy equation for the thermodynamic system is analogous to the "cost function;" 3) finally, the ground state is analogous to the desired GMACA rule space. So, we map and appropriately tune SA process to generate appropriate graphs out of which desired GMACA can be derived.
In SA an initial temperature is set. The temperature decreases exponentially during the process. At each discrete temperature point number of graphs are randomly generated, where is the number of patterns to be learnt. From all these graphs we generate a state transition table and calculate cost function to arrive at the effective rules for different CA cells.
Cost Function: The following cost function is employed to evaluate the quality of solution derived through Phase I-III of GMACA synthesis algorithm. (12) where and are the number of occurrence of state "0" and "1," respectively for a specific present state configuration of a cell. If , then collision, as defined in Section III.B, is maximum. The value of cost function is maximum and close to 1 for this case; whereas if or , then becomes zero and we get GMACA configurations with high degree of precision.
Based on the value of cost function, new sets of graphs are generated. The entire process-generation of graphs, and its evaluation through cost function-that is, Phase I to III, continues till temperature becomes zero. So, the emphasis is to arrive at graphs with low value of cost function. This demands low collision. Following two schemes are employed to reduce the collision on randomly generated graphs with attractor cycle length in Phase I of synthesis scheme, where denotes maximum permissible length of the attractor cycle.
Scheme 1: Reduction of Cycle Length of a Given Graph: In this case, we reduce the attractor cycle length of a given graph. Fig. 8 illustrates an example of this technique along with the state transition table and next state function. For this example when the cycle length of the graph is 4, there is a "collision" between state "0" and "1" for "111" configuration of the third cell; whereas when the cycle length is reduced from four to three, there is no "collision" for the same configuration.
Scheme 2: Increment of Cycle Length of a Given Graph: In this case, we increase the cycle length of a given graph. Fig. 9 illustrates an example of this technique. When cycle length of the given graph is 1, there is a "collision" between state "0" and "1" for "111" configuration of the second cell; whereas when the cycle length is incremented from 1 to 2, the "collision" disappears.
In Schemes 1 and 2, we change the state transition table by changing the cycle length of the given graphs. As a result, the collision between state "0" and "1" of a particular configurations of a cell is changed. Consequently, the cost function is also changed.
The cost value is evaluated according to (12) . There are two solutions based on cost value-best solution (BS) and current solution (CS). BS is the solution which has achieved minimum cost value during the lifetime of annealing, while CS is the solution achieved at the present temperature point . A new solution (NS) at the immediate next Temp point compares its cost value with that of current solution. If NS has lesser cost value than CS, then NS becomes CS. The new solution (NS) is also compared with BS and if NS is lesser, then NS becomes BS. Even if NS is not as good as CS, NS is accepted with a probability. This step is incorporated to avoid any local minima.
We first derive a rule vector for number of -bit patterns (to be learnt) according to theoretical formulations reported in Section IV; and store it as "theoretically derived rule" (TDR). Also, store its cost value as "theoretical cost value" (TCV). Next, we initialize the best solution (BS) as TDR and the cost value of BS as TCV. The evolutionary algorithm of simulated annealing starts after this initialization process that leads to reduced search space of desired GMACA. The complete algorithm is next presented.
Algorithm 1: GMACA Evolution
Input: Pattern Size (n), Attractor Set P = fP1; P2; . . . ; P k g, Initial temperature (Temp initial ). Output: Evolved GMACA. begin:
Step 1. Generate GMACA rule vector according to Section IV Step 2. Store it as "theoretically derived rule" (TDR)
Step 3. Store its cost value as "theoretical cost value" (TCV)
Step 4. Initialize CS as zero rules and BS as TDR.
Step 5. Initialize cost value of CS as zero and cost value of BS as TCV. (ii) Map a pattern P i (to be learnt) on to the cyclic node of a graph. set to arrive at the desired solution with feasible computation. While the value of -maximum permissible noise at the synthesis phase of GMACA and attractor cycle length of the GMACA give the measure of computation cost of SA evolution, the quality of desired solution can be gauged from the basins of attraction, recognition complexity, etc. of evolved GMACA.
VI. EXPERIMENTAL RESULTS
In this section, we perform extensive experiments based on randomly generated data set for different values of (number of bits in a pattern) and (number of patterns to be learnt) to analyze convergence rate of evolutionary algorithm of SA, performance of GMACA based pattern recognizer, and distribution of CA rules for the evolved GMACA. The experiment has been done in Linux (version 2.2.6) environment having machine configuration Pentium II (i686), 400 MHz, 512 KB cache, and 132 MB RAM.
A. Convergence Rate
The time required to arrive at the desired -cell GMACA increases with the value of -the maximum permissible noise. The number of nodes in a graph increases with (maximum permissible noise) and so search space for GMACA evolution goes up. Our objective is to identify the optimum value of while reducing this search space.
1) Minimum Value of Maximum Permissible Noise:
specifies the noise level at training/synthesis phase of GMACA. To identify the minimum value of , we carry out extensive experiments to evolve pattern recognizable -cell GMACA for different values of . For each , 15 different sets of patterns to be trained are selected randomly. The value of (number of patterns to be learned) is set in the range of 4 to 10 for different values of . Definition 2: Percentage of convergence/recognition at a particular noise of bit is defined as follows. It is the ratio of number of noisy patterns correctly recognized and total number of noisy patterns with noise of bits.
Column I of Table I represents noise allowed in training phase, whereas Column II represents the percentage of recognition for different noise value of bit in identification/ recognition phase. The results of Table I clearly establish the following fact: in the training (synthesis) phase if we consider that the patterns are corrupted with only one bit noise, the percentage of convergence at recognition phase is better irrespective of noise level .
So, the minimum value of is set to 1 at synthesis phase for which GMACA based associative memory performs better. So, (1) (Section III-A) reduces to (13) where represents number of bits in the patterns to be learnt and denotes number of nodes in each graph generated in Phase I of Section III-A. This fact validates the Assumption (2) of Section IV. The logic behind this experimental result/assumption follows.
In training phase, if we train patterns with only one bit noise, then total number of patterns in state transition table is , where is the total number of patterns learnt. In that case the collision of state "0" and "1," as explained in Section III-B, is likely to be lesser. This leads to higher probability of generation of best fit GMACA. On the other hand, if we consider noise in more than one bit, then total number entries in the state transition table is higher. This leads to more collisions. As a result the evolutionary algorithm of Simulated Annealing fails to arrive at the GMACA with desired pattern recognition capability.
2) Selection of Attractor Cycle Length: In the context of the observation noted in Section VI-A1, we have analyzed the attractor cycle length of evolved GMACA. We have observed that the length of the attractor cycle of evolved GMACA is equal to one in majority of cases. These results validate the Assumption (1) of Section IV. The result/assumption follows.
If the cycle length of an attractor is equal to one, same neighborhood configurations of the th cell of an attractor map to same next state more times; in effect collision of state "0" and "1" gets reduced. As a result, the convergence rate of the evolutionary algorithm of Simulated Annealing gets accelerated.
3) Evolution Time: Next, we report the evolution time to arrive at the desired GMACA for different values of (number of bits) for number of patterns to be learnt. Table II represents the evolution time to evolve GMACA by SA program. Column I and II of Table II represent the different CA size and number of patterns to be learnt , respectively; while Column III depicts the "initial temperature" required to find out the best possible GMACA configuration by SA. In Column IV, we provide the evolution time required to synthesize GMACA for different values of . The results clearly establish the fact that evolution time of SA program grows within a feasible limit with the increase of and .
B. Performance Analysis
This subsection deals with error correcting capability (ECC) of GMACA based associative memory with single bit noise, basins of attraction, and identification/recognition complexity. Extensive experimental results reported here confirm that GMACA can be employed as an associative memory for pattern recognition.
1) Error Correcting Capability (ECC) of Evolved GMACA:
Error correcting capability (ECC) of GMACA, as defined in Section IV, is the ratio of number of noisy patterns correctly recognized and . Whereas the number of iterations required to recognize a noisy pattern is equal to the transient length of the GMACA. Table III represent the error correcting capability (ECC) of single bit noise and the average number of iterations (transient length of the GMACA) required to recognize a noisy pattern corrupted with single bit noise for "two attractor" and "multiple attractor basins," respectively. All the results reported in Table III validate the Assumption (3) of Section IV-that is, 2) Basins of Attraction: The patterns stored in an associative memory must act as attractors. Ideally, they will be the only attractors and will act parsimoniously, so that a given initial state will relax to the nearest attractor.
The radius of the basin of attraction of a pattern is defined as the largest hamming distance within which almost all states flow to the pattern. The average of the radii of attraction of each of the stored patterns provides a measure of the pattern recognition capability for a given trained network. The perfect/ideal attractor has basin of attraction is equal to unity, which means that it is possible to move away from any stored pattern, and stay within its basin of attraction up to the point at which another stored pattern becomes nearer.
In Fig. 10 , the closest pattern in the training set to is , at a distance . Optimal performance occurs when all the vectors within the hypersphere centered on and radius , are attempt to . If all patterns stored in a network exhibit this performance, its average basin of attraction is 1.
Figs. 11(a)-(c) and 12(a)-(c) represent the performance of recognition/convergence at different noise values in terms of number of bits. Figs. 11(a)-(c) and 12(a)-(c) show the percentage of correct recognition/convergence in the event of noisy patterns input to the GMACA based associative memory. Computation shown is for a fixed hamming distance (HD) between the patterns stored. It is seen that the convergence rate drops about linearly with the amount of noise of the stored patterns.
In Fig. 11(a) -(c), it is shown that, the correct convergence rate also reduces as the number of stored patterns increases for a fixed distortion value of patterns. With the increase in the value of (the number of patterns to be learned), the performance, as shown in Fig. 11 , deteriorates. Fig. 12(a)-(c) represent that, for a fixed value of , as the number of input bits increases, the performance of recognizing noisy patterns improve. The recognizer performs very well at , but accommodates noise rather poorly at for both and [ Fig. 12(a)-(c) ].
3) Recognition Complexity:
In identification process, when a pattern comes as an input (without or with distortion due to noise), the GMACA is run with this pattern for a number of cycles equal to the transient length of the CA and finally settles down to the correct attractor of the incoming pattern. So, the process of identification is independent of the number of patterns learnt
; it depends on the transient length of given input pattern to the correct attractor. Fig. 13(a)-(c) ensure that the time taken to recognize a noisy pattern is independent of number of patterns learnt/stored . Also, it does not depend on the size of the patterns learnt . Only, it depends on the transient length of the CA, which is constant.
Hence, the cost of computation for entire recognition/identification process is constant. 
C. Distribution of CA Rule of Evolved GMACA
We have studied the rule space of evolved GMACA both for "two attractor" and "multiple attractor basins" in terms of probability of occurrence of different CA rules. The distribution of different CA rules derived from evolutionary algorithm of Simulated Annealing for "two attractor basins" is shown in Fig. 14(a) , while Fig. 14(b) shows the distribution for "multiple attractor basins." The distributions reported in Figs. 6 and 14(a)-(b) validate the following fact: the rule space theoretically derived (in Section IV), is a subset of CA rules arrived at through GMACA evolution with SA program. 
VII. HARDWARE ARCHITECTURE OF GMACA BASED PATTERN RECOGNIZER
The hardware architecture of proposed CA-based associative memory model is shown in Fig. 15 . The nonlinear CA used for pattern recognition can be realized out of the universal programmable CA (UPCA) structure of Fig. 16 . While the basic structure of programmable CA reported in [4] employs only Linear/Additive CA rules with XOR/XNOR logic, an UPCA cell reported in [21] can be configured with any one of the 256 CA rules-Linear/Additive/Non-Linear. It requires one 8:1 MUX. The three-neighborhood configuration of CA cell acts as the control input of this 8:1 MUX.
The rule vector of CA realizing pattern recognizer are stored in program memory as shown in Fig. 15 . The input pattern is stored in the input register. The control block configures the UPCA with the rule vector and run for a cycle by taking the Input Register value. The output of UPCA is stored in the output register. We have written the Verilog code for different blocks and simulated using Cadence Verilog Simulator on Sun Ultra-60 machine. The design has been implemented with 0.25 m-CMOS technology.
VIII. CONCLUSION AND FUTURE WORKS
This paper reports the error correcting capability of a CA-based associative memory. Extensive experimental results reported in this paper confirm that CA-based associative memory provides an efficient model for pattern recognition. The simple, regular and modular structure of CA-based associative memory can be employed for high speed online pattern recognition.
Further, the CA-based pattern recognizer can be conveniently employed to address following two problems of practical importance.
1) The proposed CA-based associative memory model can efficiently address the well known "parity" problem. While all the even parity patterns are in one set of attractor basins, another set of attractor basins holds all the odd parity patterns. 2) In word spelling correction problem, the proposed model can be employed considering most commonly used words as the attractors of different attractor basins. Introducing the errors to the extent the model can accommodate, GMACA can be designed for automatic correction of the spelling.
