We present a new approach to diffeomorphic non-rigid registration of medical images. The method is based on optical flow and warps images via gradient flow with the standard L 2 inner product. To compute the transformation, we rely on accelerated optimisation on the manifold of diffeomorphisms. We achieve regularity properties of Sobolev gradient flows, which are expensive to compute, owing to a novel method of averaging the gradients in time rather than space. We successfully register brain MRI and challenging abdominal CT scans at speeds orders of magnitude faster than previous approaches. We make our code available in a public repository: https://github.com/dgrzech/fastreg.
Introduction
Medical imaging research has led to excellent solutions to problems such as volumetric brain registration [12, 21] , thoracic CT registration [34] , and cardiac MRI registration [24] . However, making a registration algorithm fast and applicable to a wide range of imaging modalities, organs, and settings, e.g. longitudinal vs cross-sectional data, is still an open problem. For instance, popular registration methods tend to fail in case of abdominal CT scans [39] . The difficulty of abdominal CT is the result of inter-subject variability, e.g. due to age, gender, and weight, and variation in inter-organ relationships, e.g. due to pose, respiratory cycles, and illness. Moreover, open-source registration tools leave a lot to be desired in terms of processing speed.
In parallel to new developments in image registration on the medical front, in recent years optical flow has been a hot topic in computer vision. Variational methods and deep learning models for optical flow are becoming more accurate, more robust, and faster [5, 14] , and are finding use in new applications, such as deformable 3D scene reconstruction [29, 28] .
In this work we build on the latest research in optical flow to address the problems of medical image registration robustness, accuracy, and speed by employing a novel method of accelerated optimisation on infinite-dimensional manifolds, in particular the manifold of diffeomorphisms. We propose using a new optimiser to solve the optical flow problem in a variational setting, allowing us to minimise the energy functional at a reduced computational cost. Thus we achieve processing speeds which are orders of magnitude faster than in other tools for medical image registration, without compromising on the accuracy. We show that the method is successful on the challenging tasks of registration of abdominal CT scans and of brain MRI scans, paving the way to new clinical applications of medical image registration. The main highlights of our contribution are:
1. We introduce FastReg, a system for medical image registration that leverages recent advances in non-convex optimisation. 2. We build on the latest research in optimisation, which generalises the concept of Nesterov accelerated momentum to infinite-dimensional manifolds, to design and implement a new tool for non-rigid diffeomorphic image registration. 3. Our approach is significantly faster than previous non-rigid registration methods, while outperforming most of them in terms of the Dice segmentation overlap on the registration of challenging abdominal CT scans with multiorgan segmentations, and of brain MRI with tissue segmentations. 4. The presented framework is highly suitable for parallelisation and we provide a publicly available implementation, which makes use of GPU acceleration.
Related work
Non-rigid medical image registration. Non-rigid registration is a key element in many clinical imaging applications. Prominent examples include population-based studies, both cross-sectional and longitudinal, on brain image data from magnetic resonance imaging (MRI) and morphometric applications that require images to be mapped into a canonical space. Registration to canonical spaces allows to characterise morphological changes and has helped gain new insight in diseases such as Alzheimer's disease [18, 19] and cancer [4] . Variants of free-form deformation (FFD) algorithms [25] have long been popular for non-rigid registration methods, with improvements mainly due to more efficient implementations, e.g. using GPUs [22] . However, the difficulty of computing smooth deformation fields between semantically similar structures, e.g. in the presence of local motion discontinuities due to sliding motion between organs, has been a major obstacle in clinical applications [26] .
In drop [8] this problem was mitigated by reformulating the continuous domain of FFD algorithms in order to enable the use of fast discrete optimisation. In DEEDS [11] , the ideas used in drop have been further enhanced with elements that allow for more complex motion modelling.
Conversely, the demons algorithm and its variants [33, 35, 17] propose a parameterisation of deformations derived from optical flow. These approaches are promising for enabling accurate solutions, but sometimes suffer from limited robustness due to discretisation issues of the continuous demons domain [36] . Computational bottlenecks also remain challenging, especially for applications with real-time constraints.
Accelerated optimisation. Accelerated optimisation methods are widely used in machine learning. They include e.g. Nesterov accelerated gradient descent [23] , Adadelta [40] , and Adagrad [6] . For convex problems, they are known to produce optimal convergence rates among first-order optimisation schemes. Recently, the class of functions where linear convergence is possible only with first-order information has been expanded to include non-strongly convex functions [20] . Meanwhile, in the non-convex case, accelerated gradient descent is used to provide robustness to local minima. However, these acceleration methods are only valid for optimisation problems in finite dimensions, which makes them unsuitable for variational problems.
In optical flow and segmentation applications, the non-convex nature of the problem is often addressed via inverse differential operators. Sobolev gradients [32] which make gradient descent robust to shallow local minima have been successfully used for a wide range of tasks in computer vision, including image interpolation [15] and image registration [2, 3] . However, the computation of inverse differential operators is expensive in practice, involves a number of approximations, and proved to be a bottleneck in uses where speed is a critical factor. In [30] , authors of the work on Sobolev active contours [31] outlined a new method to accelerate optimisation on infinite dimensional manifolds, e.g. that of diffeomorphisms, which produces a similar effect to Sobolev gradients without the spatial averaging of gradients. The new method is itself an extension of a general class of accelerated optimisation methods for finite-dimensional variational problems proposed in [37] . These novel accelerated schemes for variational optimisation are the core of our system. 1) and (9) for the deformation ψ and the inverse ψ −1 Fig. 1 : System overview. We calculate the deformation by solving a number of partial differential equations through integration. Updates to the mass density ρ, velocity field v, and deformation fields ψ and ψ −1 are all local, which allows to process each voxel independently and in parallel.
The volumes to be registered consist of voxel grids indexed by triples r = (x, y, z) ∈ N 3 . We rescale the image intensities to the interval [0, 1].
For each φ source , we calculate the diffeomorphism ψ : N 3 → R 3 that aligns the source image to the reference image, i.e. φ source • ψ = φ target , and the inverse diffeomorphism ψ −1 : N 3 → R 3 that aligns the reference image to the source image, i.e. φ source = φ reference • ψ −1 .
Optimisation
In image registration and optical flow, standard gradient descent is prone to get stuck in numerical local minima and so requires significant data pre-processing. Sobolev gradients are a popular way around this but involve expensive computation of inverse differential operators. Here we describe how accelerated optimisation on the manifold of diffeomorphisms allows to derive local evolution equations, which overcome issues associated with vanilla gradient descent. We obtain robustness properties of Sobolev gradients but without use of spatial convolution, which is a major computational bottleneck in methods which use them. This leads to a significant speed-up over previous registration methods and enables fast registration at higher resolutions.
The main idea of the accelerated optimisation scheme can be summarised as follows. To compute the transformation, we use an energy consisting of a potential term and a kinetic term. The potential term is the motor of the registration and allows to align the images. The kinetic term endows the scheme with dynamics and keeps the solver from getting stuck in shallow local minima. It models the evolution of an infinite number of particles represented by a mass density, which is evolved with the transformation.
In what follows, we make use of the result that any diffeomorphism can be generated by integrating a smooth time-varying vector field over time [7] . Let v t be a time-varying collection of vector fields evaluated at time t:
Potential energy. To drive registration, we use a potential term which is a three-dimensional equivalent of the energy formulation proposed for optical flow in [13] . Let U be the potential energy, Ω the image domain and w reg the regularisation weight. We have:
The potential consists of a data term E data , which ensures similarity between the volumes based on image intensities, and a classical Tikhonov regularisation term E reg , which imposes smooth motion.
Kinetic energy. In addition to the potential energy U discussed above, we define a kinetic energy T on the space of diffeomorphisms.
To define the kinetic energy we require mass. We represent it with a mass density ρ : R n → R, which corresponds to an infinite number of particles in R n , and which is evolved with the velocity field v. Let ρ 0 ∈ R. We have ρ(r) = ρ 0 . The mass density is evolved in time according to the continuity equation:
The continuity equation states that the rate at which mass enters a voxel is equal to the rate at which mass leaves the neighbouring voxels. These assumptions allow us to define the kinetic energy of the system as follows:
It is the same as the definition of mass density which arises in fluid dynamics.
It is worth noting that other designs of the kinetic energy may be used here, leading to an accelerated optimisation scheme with different dynamics, desirable e.g. in case of multi-channel images.
Action integral. The definitions of the potential U and the kinetic energy T let us define the Lagrangian of the system. To ensure convergence to a local minimum of the energy functional, we also need to consider energy dissipation. Let a, b : [0, ∞] → R + . We define the action integral which describes the dynamics of the system as follows:
Velocity field. We set a(t) = t 3 /2 and b(t) = 2t. This leads to the following evolution equation for the velocity field:
where Dv is the Jacobian of the velocity field and ∇U (ψ) is the variational gradient of the potential on the warped domain. The term −(3/t)v functions as a frictional dissipative term, analogous to viscous resistance in fluids.
To further enhance the robustness of our method to shallow local minima of the energy functional, we use a simple heuristic and we add a diffusion term to the velocity update. Let τ be the diffusion coefficient:
Large values of τ result in a preference for coarse-scale deformations in the early stages of optimisation, producing an effect similar to Sobolev gradients [30] . We have observed that due to noise in the data velocity diffusion is essential from the perspective of optimisation to output an accurate deformation field but adds little computational cost.
With the added diffusion term, the equation becomes very similar to the incompressible Navier-Stokes equation in convective form. It only differs in the frictional term −(3/t)v, which we use for energy dissipation.
Inverse deformation. The velocity field allows us to compute analytically not only the forward deformation ψ but also the inverse deformation ψ −1 . It is given by:
Energy gradient. Given the definition (2) of the potential U (ψ), the gradient of the potential on the un-warped domain can be calculated as:
where ∇φ source is the spatial gradient of the image φ source and ∆ψ is the Laplacian of ψ.
Implementation details. Eq. (4), (8), (1), and (9) completely describe our model and allow us to compute the required deformation by integrating them in time. Updates to the mass density ρ as well as the velocity v and the deformation fields ψ and ψ −1 are all local, so we can process all voxels independently and in parallel. This makes the accelerated optimisation scheme well-suited for a GPU implementation. We use the default parameters ρ 0 = 1, ∆t = 0.004, τ = 0.2, and w reg = 0.2. The value of ρ 0 is chosen heuristically to ensure sufficient regularity of the solution whilst giving the transformation model enough capacity to recover finescale details. We initialise ψ(r) = ψ −1 (r) = r and v(r) = (0, 0, 0). The solver is run for a maximum number of 2048 iterations.
Due to lack of explicit spatial smoothing, correct setting of the regularisation weight w reg is crucial to ensure accurate and meaningful registration. However, as w reg and the diffusion coefficient τ are increased, the Courant-Friedrichs-Lewy (CFL) conditions due to the second-order terms in the form of the Laplacian of the deformation and velocity fields begin to dominate in the numerical implementation of the PDEs and necessitate smaller time steps.
Evaluation
In order to evaluate FastReg, we tested our system on two datasets of CT and MRI scans.
The first one is a publicly available dataset of abdominal CT scans 5 . In [39] , the same dataset was used for the comparison of a number of non-rigid registration tools: FSL, ANTs-CC and ANTs-QUICK-MI, IRTK, Nifty-Reg, and DEEDS. It is worth noting that the evaluation in [39] was carried out with parameters optimised for the data by the authors of the software packages. The dataset consists of clinically acquired CT images with aligned segmentation masks. Thirteen abdominal organs were considered regions of interest (ROIs) for the segmentation, including spleen, right kidney, left kidney, gallbladder, esophagus, liver, stomach, aorta, inferior vena cava, portal and splenic vein, pancreas, left adrenal gland, and right adrenal gland. The ROIs were manually labelled by two undergraduate students, with the segmentations later verified by an experienced radiologist.
For each target image among the 21 scans, we performed cross-subject registration where the remaining 20 scans were used as source images to the target image in a pair-wise manner. As baseline affine registration have been shown to affect the efficacy of non-rigid registration methods [16, 39] , we performed rigid registration prior to non-rigid using the Nifty-Reg implementation of the blockmatching algorithm, running only rigid registration, without the affine part. Rigid registration failed in approx. 25% of cases. For this reason, we include in our analysis only the 293 results where the rigid part of the pipeline succeeded out of 420 total registrations.
The second dataset consists of 15 clinically acquired brain MRI scans. Five tissues and structures were considered ROIs for the segmentation, including grey matter, white matter, cerebrospinal fluid, lateral ventricles, and brain stem. The ROIs were labelled by trained image analysis professionals. We registered each target image among the 15 scans, where the remaining 14 scans were used as source images to the target image in a pair-wise manner.
To test registration accuracy, we used the Dice coefficient, measuring the volumetric overlap between the estimated and the ground truth segmentations. On brain MRI we additionally measured the Hausdorff distance from the segmentation to the ground truth averaged for all ROIs.
Results. Figure 2 shows the Dice score values on 11 organs for the output of our method on the abdominal CT data. It can be compared to Figure 3 in [39] . Table 1 presents the overall performance of the method averaged across all organs, alongside results from [39] .
On the brain MRI dataset, we asked the author of DEEDS for help registering the images using their software. Table 2 shows the average performance of FastReg and DEEDS on all the registrations and the five ROIs. Figure 3 shows an example registration.
Discussion
Runtime. To process the abdominal CT scans, we required approx. 14GB of GPU memory. For this reason, our code was run on a machine with an Nvidia Tesla P40 with 24GB of memory. Smaller image dimensions would allow to speed up registration, not only due to reduced dimensionality of the problem but also the fact that cheaper GPUs with less memory tend to offer higher clock rates. At a resolution of 128 × 128 × 128 voxels and using a machine with an Nvidia GeForce RTX 2080Ti, we are able to register up to seven image pairs per second.
Accuracy. In terms of accuracy, our method is on par with the state-of-the-art on the challenging task of registration of abdominal CT scans. Only DEEDS performs better than our scheme in terms of the Dice score. It was originally developed for registration of lung CT scans, which makes it well-suited also to cross-subject registration of abdominal CT data, with large deformations of small organs, sliding motion between organs, and changing image contrast. On brain MRI data, where such deformations are not prevalent, the gap between FastReg and DEEDS is much smaller. Moreover, our method is adaptable to any kind of medical and non-medical data, and more generally any non-convex optimisation problem.
The results here are based on a single similarity metric and we have not used other possible similarity metrics within the proposed scheme. It is possible to integrate cross-correlation, modality-independent neighbourhood descriptors (MIND) [10] , or self-similarity context (SSC) [12] into the data term metric, which would likely change the measured accuracy of the framework.
Limitations. Similarly to previous algorithms, on abdominal CT, the proposed method registers large organs, such as liver and kidneys, with higher accuracy than smaller organs, e.g. gallbladder. Registration of smaller organs in the abdomen is an area with potential for further research.
Like all other non-rigid registration methods, FastReg struggles with very large deformations. This is due to the CFL conditions on the step size ∆t, which needs to be made smaller with increasing maximum norm of the velocity field Table 1 : Metrics on 400 abdominal CT registrations as evaluated in [39] . We can see that FastReg compares favourably to other non-rigid registration methods. Note that the evaluation of all methods except FastReg was performed in [39] on a system with twelve 2.8GHz cores and 48 GB RAM, whereas we measured the runtime of FastReg on a system with four 3.6GHz cores, 32GB of RAM, and a Tesla P40 GPU.
Method DSC Time (min)
ANTs-CC [1] 0.18 ± 0.21 411.60 ± 74.20 ANTs-QUICK-MI [1] 0.27 ± 0.25 50.18 ± 21.93 DEEDS [12, 9] 0.49 ± 0.26 3.73 ± 0.77 FastReg (our method) 0.36 ± 0.17 1.78 ± 0.01 FSL [38] 0.12 ± 0.19 951.73 ± 201.20 IRTK [27] 0.28 ± 0.26 220.27 ± 91.79 Nifty-Reg [22] 0.35 ± 0.29 116.91 ± 34.94 vector and of the components of the velocity field Jacobian. The update scheme underlying the method relies on forces based on image gradients, which are local in their scope. The typical response of a multilevel scheme, to capture larger deformations at a higher resolution, would not solve the local scope of the gradient-based update scheme. The step size ∆t can be dynamically adjusted based on its analytical upper bound. However, for large deformations this upper bound is likely to become infeasibly small, below machine precision. In theory, demons-based methods enable to capture more complex and larger deformations. We do not not compare our method to demons-based methods due to lack of a standard benchmark with parameters optimised to the data.
Conclusion
In this paper we have presented a new, elegant method for non-rigid diffeomorphic image registration which is based on accelerated optimisation on the manifold of diffeomorphisms. The proposed approach is problem-agnostic and leads to registrations of higher quality than related techniques, at faster speeds. It also shows promise for use in other image processing tasks. FastReg is a step forward towards faster and more general accurate medical image registration, leveraging recent advances in optimisation research. In the future we will explore the choice of functions used for energy dissipation in order to achieve a better convergence rate for our problem. A data-driven analysis of the trade-off between the momentum and the gradient at each iteration of the solver is likely to improve robustness of the model to noise. We will also study the possibility of applying deep learning to refine the estimate of the flow. Deep learning models for computing optical flow could be used to provide an initial guess for the scheme and a better initialisation would likely allow to improve the final estimate of the variational scheme.
