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Abstract. Driving on the limits of vehicle dynamics requires predictive planning
of future vehicle states. In this work, a search-based motion planning is used to
generate suitable reference trajectories of dynamic vehicle states with the goal
to achieve the minimum lap time on slippery roads. The search-based approach
enables to explicitly consider a nonlinear vehicle dynamics model as well as con-
straints on states and inputs so that even challenging scenarios can be achieved in a
safe and optimalway. The algorithmperformance is evaluated in simulated driving
on a track with segments of different curvatures.
1 Introduction
Similarly to other autonomous systems, autonomousvehicle control is basedonaSensing-
Planning-Acting cycle. Predictive planning of future vehicle states can enable real-time
control of driving while avoiding static obstacles [1] and can be extended to racing sce-
narios with multiple agents (although not real-time) [2]. However, this Motion Planning
(MP) approach is based on an exhaustive search and works well only for short horizons
(due to exponential complexity) and in high friction conditions (where fast transitions be-
tween simple, constant velocity primitives can be achieved).Approaches like this cannot
be used for controlling a vehicle in lower friction conditions, which require larger hori-
zons and a more detailed vehicle model as the control action often enters the saturated
region.
Another line of work considers this kind of situations, i.e. driving with high side-slip
angles like drifting, trail-braking, etc. Most of the current work in this direction consid-
ers sustained drift or transient drift scenarios. One example of a transient drift scenario
is drift parking, as shown in [3], where the vehicle enters temporarily a drift state. On
the other hand, in sustained drift scenarios, the goal is to maintain steady-state drifting.
Velenis et al. modeled high side-slip angle driving and showed that for certain boundary
conditions it can be a solution for the minimum-time cornering problem [4], [5]. Tav-
ernini et al. showed that aggressive drifting maneuvers provideminimum time cornering
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in low-friction conditions [6]. Because of computational complexity,most of theseworks
cannot achieve online performance.
Based on results generated offline, by using [5], You and Tsiotras proposed a solution
for the learning of primitive trail-braking behavior, enabling online generation of trail-
brake maneuvers [7]. This approach decomposes trail-braking into three stages: entry
corner guiding, steady-state sliding and straight line exiting. A similar decomposition of
the problem was also presented in [8]. This one divides the horizon into three regions,
finds a path for each region and then concatenates them. As it appears from the results,
though, in the drifting region the rule-based solution produces non optimal solutions.
Impressive demonstration of model-based reinforcement learning approach on scaled
vehicle is shown in [9], however, as for the aforementioned sustained drift approaches,
considered scenario is relatively simplewith only one curve. It is hard to expect that these
approaches generalize well to more complicated scenarios. Driving the full track gener-
ally requires solving more curves, with variable curvature radius and a mix of right and
left curves. In this scenario the “three-segments” assumption does not hold, and finding
out how to split the horizon and assigning the segments arises as a problem, which can
be viewed as a combinatorial optimization problem. This confirms that the problem of
continuous driving is a different one from sustained drift or transient drift.
As generating references in a continuous driving problem can be considered as a com-
binatorial optimization problem, heuristic searchmethods likeA∗ can be effectively used
for automated optimal trajectory generation. In this paper, a novel A∗ search-based ap-
proach to the problem of generating “trackable” references is presented. The presented
A∗ search-basedplanner is amodified version of the one illustrated in [10], where a rather
simple vehicle model was used to generate vehicle trajectories in complex urban driving
scenarios. The space of the possible trajectories is explored by expanding different combi-
nations of motion primitives in a systematic way, guided by a heuristic function.Motion
primitives are generated using two different vehicle models. A bicycle model is used
for small side-slip angle operations (i.e. entry and exit maneuvers and close-to-straight
driving) and a full nonlinear vehicle model for steady state cornering maneuvers. Such
automated motion primitives generation enables to generate arbitrary trajectories, not
limited to just one curve as in previous approaches.
The presented expansion approach is similar to the closed-loop prediction approach
(CL-RRT) [11], which uses closed-loopmotion primitives for the expansion when open-
loop dynamics are unstable, so that the explorationby variations in the open-loopdynam-
ics becomes inefficient. In our approach,we expand steady state corneringmotion primi-
tives, which are considered to be achievable via closed-loop control such, as in e.g. [12].
2 Problem Formulation and Vehicle Models
The tackled problem in this work is minimum lap time driving on an empty track in low
friction conditions, i.e. gravel road. It is assumed that the vehicle is equippedwith a map
of the road and a localization system. Therefore, the vehicle has the information about
the road ahead, as well as left/right boundaries and exact position and orientation.More-
over, the full vehicle state feedback information is available. In particular, besides dy-
namic states, the low level controller (which is not covered in this work) for state tracking
requires measurements and estimates of several quantities, including wheel forces and
wheel slips, both longitudinal and lateral (see e.g. [13]). Finally, the combined longitudi-
nal/lateral tire-road contact forces characteristics are assumed to be known and constant.
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The road, on the other hand, is assumed to be flat, with static road-tire characteristic and
can have arbitrary shape with constant width.
2.1 Vehicle kinematic model
The vehicle trajectories are generated by concatenating smaller segments of trajectories,
the so-called "motion primitives". These are generated based on a model for the vehicle
planar motion. Such model is comprised of six states [x,y,ψ ,v,β , ψ˙]T , where x, y and
ψ represent kinematic states (position and yaw angle), and v, β are vehicle velocity and
side-slip angle respectively. The evolution of x and y is given by:{
x˙=v·cos(ψ+β )
y˙=v·sin(ψ+β )
(1)
whereas v, β , ψ˙ are given by the selected vehicle model.
In regular driving situations, i.e. for small values of β , the trajectory identified by (1)
is mostly determined by v and ψ˙ , and therefore can be planned by means of linearized
vehiclemodels, valid for small variations of β and ψ˙ . When driving on slippery surfaces,
such solution is not suitable anymore, due to the effect of β in (1) and to the complex-
ity of the model which describes the vehicle motion for growing values of β . A major
limitation which stems from using a full nonlinear vehicle model is the so-called "curse
of dimensionality", and related computational explosionwhen introducing new states. In
fact, if motion primitives were generated with the full nonlinear vehicle model, the com-
putational burden would increase excessively, thus making it a non viable option for an
online implementation.
To overcome unnecessary increase in computation, we generate motion primitives by
using: i) the so-called “bicycle model” [14] in straight-driving/mild-turning scenarios,
and ii) a convenient approximation of the full nonlinear model, based on the theoretical
vehicle-equilibrium-states during cornering.
2.2 Equilibrium States Manifold
For cornering, themotion primitives are generated based onpreviously computedvehicle-
equilibrium-states.When generating target reference states, one of the main issues is en-
suring that the reference values can be actually reached in a sufficiently short time. This
problem is made harder by the slow dynamics of the vehicle longitudinal and lateral ac-
celerations, due to the slippery surface considered. Two devices are exploited to counter
this problem: i) “slow varying” reference set-points are used, in order to allow the low
level actuator to bring the actual state in proximity of the desired one; ii) only reference
states belonging to a specific “Equilibrium States Manifold” (ESM) are considered. To
obtain such manifold, which requires a reliable model for vehicle and tire-road contact
forces, an off-line computation is performed,which provides the steady-state solutions of
the vehicle cornering at different curvature radii [15]. These solutions include the vehicle
control inputs (steeringwheel angle and rearwheels slip) aswell as the vehicle states v, β ,
ψ˙ . For the offline computationof the equilibriumpoints, the full-vehicle nonlinearmodel
is exploited, where the tire-road forces Fx,Fy for each axle (Fx, f =0 due to the RWD con-
figuration) are obtained from the normal forces Fz and the combined longitudinal/lateral
friction model (see [16]):
Fx,i=Fz,iµx(λi,αi), Fy,i=Fz,iµy(λi,αi) (2)
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Fig. 1. Equilibrium points sets Sss (and linear interpolation) in the v, β , ψ˙ space for counter-
clockwise cornering maneuvers with different curvature radii Rc.
where µ is the friction coefficient, λ and α the longitudinal and lateral slips respectively.
The nonlinear friction functions take the form of theMagic Formula (MF) tire friction
model, with an isotropic friction model being used for simplicity. This requires the com-
putation of the theoretical slip quantities (σ j, j ∈{x,y}), which can be obtained from α ,
λ as follows:
σx=
λ
1+λ
, σy=
tanα
1+λ
, σ =
√
σ2x +σ
2
y (3)
Then, the one-directional friction coefficients are given by
µi=
σi
σ
Dsin[Cλ arctan{σB−E(σB−arctanσB)}], (4)
for i = x,y, with B = 1.5289, C = 1.0901, D = 0.6, E = −0.95084 being the Pacejka
parameters corresponding to gravel.
The vehicle responses can be obtained from the following system of nonlinear equa-
tions, which considers the lateral, longitudinal and rotating balance equilibrium equa-
tions around the vehicle center of gravity:

v˙= ψ˙vβ+
Fx,r
m
mv(β˙+ψ˙)=Fy, f +Fy,r
Jzψ¨ = l f Fy, f −lrFy,r
(5)
where Jz is the vehicle inertia around the z-axis, m the vehicle mass and l f , lr are the dis-
tances of the vehicle COG from the front and rear axles respectively. In addition, also the
longitudinal weight transfer is considered. Assuming a RWD drivetrain configuration,
and given different sets of values of the constant control inputs (steering wheel angle
δ , driving wheels slip λ ) the equilibrium points Sss =[vss,βss,ψ˙ss]
T can be computed, in
order to achieve different constant curvature radiiRc, by considering the uniform circular-
motion relation ψ˙ = v
Rc
, and imposing in (5) the steady-state condition
v˙= β˙ = ψ¨ =0. (6)
In Fig. 1 these sets are graphically displayed in the 3-dimensional state-space, for varying
Rc. The corresponding surfaces, generated for δ and λ are displayed in Fig. 2.
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Fig. 2. ESM for the inputs δ (left) and λ (right), counter-clockwise maneuvers. The highlighted
portion of the β − ψ˙ plane corresponds to the one in which the bicycle model representation is
considered valid. The intervals of values [δmin,δmax], [λmin,λmax] are used for the bicycle-model
expansion explained in Section 3.1.
Let us assume that the tire-road contactmodel and the vehiclemodel (2)-(5) are correct,
and that a trajectory of any curvature radius Rc is given, for which at least one reference
state Sss(Rc) exists. Then, if a locally stable feedback controller for the tracking of the
state is designed, such trajectory can be tracked, given an initial condition close enough
to the target state.
A race track is composed of different sections, with varying curvature radii as well
as straight segments. Therefore, in order to determine the sequence of vehicle states to
be tracked by the vehicle, a continuous transition between different equilibrium points
would be required, neglecting condition (6). For this reason, the sets Sss(Rci), i = 1,..,r
in Fig. 1 have been interpolated into a map v= f (β ,ψ˙), which represents the ESM from
which the sequences v,β ,ψ˙ which generate the trajectories are taken, the same procedure
being applied for δ , λ in Fig. 2.
2.3 Drivable road and Criteria
It is considered that the vehicle can drive only on the roadR. Therefore, the drivability
of the trajectory generated based on the vehicle model is validated based on vehicle coor-
dinates x, y and yaw angle ψ only (not by higher dynamic states). To simplify planning,
the drivable road is modeled using a Frenet frame [17]. Instead of using x and y coordi-
nates, in Frenet frame one dimension represents the distance traveled along the road s,
and other the deviation from the road centerline d. In this way, to determine whether the
vehicle is on the road, it is sufficient to check the lateral deviation in Frenet frame. The
Frenet frame is only used for trajectory evaluation during planning, to ensure that the
planning procedure remains the same for each segment of the road. It is not used for the
underlyingmotion primitive generation,which is based on the vehicle dynamicmodel in
Euclidean space.
As for the trajectory evaluation criteria, since the goal is tominimize lap time and plan-
ning horizon time is fixed, an equivalent behavior can be achieved by maximizing the
distance traveled along the road in a defined time horizon. The criteria can be evaluated
simply by considering the first coordinate in Frenet frame.
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Algorithm 1: A∗ Heuristic Search for a horizon
input :nI, Obstacles data (O), h(n)
1 begin
2 n←nI ,CLOSED←∅,OPEN←n // initialization
3 while n.k≤khor and OPEN 6=∅ and OPEN.size()≤Ntimeout do
4 n←Select(OPEN)
5 (n′,nC)← Expand(n, Children, ColCheck)
6 CLOSED←CLOSED∪n∪nC,OPEN←OPEN\n∪n
′
7 return Path ()
3 Motion planning
The proposedMotion planning framework is based on theA∗ searchmethod [18], guided
by an heuristic function in anMPC-like replanning scheme. After each time interval Trep,
replanning is triggered from the current vehicle state, togetherwith information about the
drivable road ahead.
The trajectory is generated by a grid-like search using A∗ (see Algorithm 1). The grid
is constructed via discretization of the state variables x. Starting from the initial node (i.e.
state), chosen as the first current node, all neighbors are determined by expanding the
current node using motion primitives. The resulting child nodes are added to the OPEN
list. If the child node is already in the OPEN list, and the new child node has a lower cost,
the parent of that node is updated, otherwise it is ignored. From the OPEN list, the node
with the lowest cost is chosen to be the next current node and the procedure is repeated
until the horizon is reached, the whole graph is explored or the computation time limit
for planning is reached. Finally, the node closest to the horizon is used to reconstruct the
trajectory. To avoid rounding errors, as the expansion of a node creates multiple transi-
tions which in general do not end at gridpoints, the hybrid A∗ approach [19] is used for
planning. Hybrid A∗ also uses the grid, but keeps continuous values for the next expan-
sion without rounding it to the grid, thus preventing the accumulation of rounding errors.
Each node n contains 20 values: 6 indexes for each state in x (n.xk, n.yk, n.ψk, etc.), 6
indexes for the parent node (to reconstruct the trajectory), six remainders from the dis-
cretization of states (n.xr, n.yr, n.ψr, etc.), the exact cost-to-come to the node (n.g), and
the estimated total cost of traveling from the initial node to the goal region (n. f ). The
value n. f is computed as n.g+h(n), where h(n) is the heuristic function.
The planning clearly requires processing time. The compensation of the planning time
can be achieved by introducing Tplan, a guaranteed upper bound on planning time. The
planning is then initiated from a position where the vehicle would be after the Tplan. The
old trajectory is executed while the new one is being processed. Thus, the new trajectory
is already planned when Tplan arrives. This approach has been widely used in MP for
automated vehicles [20].
3.1 Node expansion
To build trajectories iteratively, nodes are expanded and child nodes (final states on the
motion primitives) are generated, progressing towards the goal. From each node n, only
dynamically feasible and collision-free child nodes n′ should be generated.Asmentioned
NOTICE: this is the authors’ version of the work that was accepted for publication in proceedings
of the IAVSD 2019 conference.
-0.6 -0.4 -0.2 0 0.2 0.4
β
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
ψ˙
No Exp.
Surface
Both
Bicycle
(a) (b)
Fig. 3. (a) β−ψ˙ map representing the expansion modes depending on initial states. (b) Expanding
parent node n to different child nodes n′ on the ESM.
before, child nodes (motion primitives) are generated based on two models, bicycle
model for a close-to-straight driving and vehicle-equilibrium-states during cornering.
During cornering, the child nodes (motion primitives) are generated based on the
steady state dynamic states Sss, as explained in Section 2.2. Based on the current steady
state Sss, several reachable dynamic states are generated and (1) is used to simulate the
evolution of other states (x,y,ψ) during the linear transition to these new steady states.
New steady states are obtained by sampling the β − ψ˙ space around the current value
(β0,ψ˙0), with the density of the samples decreasing as the distance from the current po-
sition increases (see Fig. 3(b)). The number of evaluated samples is a tuning parameter,
which impacts considerably the performance of the search, as a trade-off between compu-
tation time and sufficient space exploration is needed. Since (6) assumes that the rate of
change of states is equal to zero, in order to generate trajectories which keep the vehicle
on the road, this constraint must be ’softened’.
In order to avoid generating and propagating an excessive amount of branches, before
the nodes which are in collision are removed, the following rules are considered: i) only
equilibrium points defined within the surface in Fig. 1 are considered, so that the mini-
mum reachable curvature radius is Rc,min=10m; ii) the (small) portion of curve such that
β · ψ˙ > 0 is neglected, since in general equilibrium points in which β and ψ˙ share the
same sign are associatedwith low velocity conditions; iii) a maximumvelocity deviation
∆v between two successive nodes is defined, such that ∆v/T s< amax, where amax is the
estimated maximumdeceleration allowed on the given road surface.
Nodes are always expanded by “exploring” the neighboring states of the ESM. How-
ever, as illustrated in Fig. 3(a), when the current conditions are close enough to the origin
of the β −ψ˙ plane, i.e. for |β |<βlin and |ψ˙ |< ψ˙lin, also dynamic states and trajectories
generated according to a nonlinear bicycle model are considered, where the forces in (5)
are replaced with their linearized approximations
Fy, f =−C f (β+l f
ψ˙
v
−δ ), Fy,r=−Cr(β−lr
ψ˙
v
), Fx,r =−Cxλ (7)
In (7) the longitudinal and lateral stiffness coefficientsCx,C f ,Cr are consistent with the
full characteristics given by (4). In order to generate the node expansions, the steering
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Fig. 4.Graphical representation of the trajectories exploration inU-turn (left) and wide turn (right).
wheel angle δ and the rear wheels slip λ are variedwithin the ranges defined by |β |<βlin
and |ψ˙|< ψ˙lin in the equilibrium surfaces in Fig. 2.
3.2 Heuristic function
The heuristic function h(n) is used to estimate the cost needed to travel from some node
n to the goal state (cost-to-go). As it is shown in [18], if the heuristic function is under-
estimating the exact cost to go, the A∗ search provides the optimal trajectory. For the
shortest path search, the usual heuristic function is the Euclidean distance. On the other
hand, to find the minimum lap time, the heuristic should estimate the distance which the
vehicle can travel from the current node during the defined time horizon. It is optimistic
to assume that the vehicle accelerates (with maximum acceleration) in the direction of
the road central line until it reaches the maximum velocity, and then maintains it for the
rest of time horizon. Based on this velocity trajectory, the maximum travel distance can
be computed and used as heuristic.
Sacrificing optimality, in order to bias expansions towards the preferred motion and
a better robustness, the heuristic function is augmented considering, among others: i) a
“dynamic states evolution” cost, which helps limiting the rate of change of the references
v, β , ψ˙ , in order to obtain smooth trajectories and facilitate state tracking; ii) penalization
for trajectories approaching the road side; iii) penalization of the nodeswith less siblings,
thus biasing the search to avoid regions where only few trajectories are feasible.
4 Simulations
The presented concept is evaluated in the Matlab/SIMULINK environment, assuming
perfect actuation, i.e. the actual vehicle dynamical states/positionsmatch theones planned
at the previous iteration. The trajectory exploration can be appreciated in Fig. 4in the case
of a U-turn and of a wider curve. The explored branches are represented by the red links,
and the closed nodes aremarked as green. The light-blue car frames represent the optimal
vehicle states (see Fig. 4).
In Fig. 5(a) several frames of the same maneuver are shown (the top left turn in the
track illustrated in Fig. 5(c)). From these, it is possible to appreciate how at each iteration
the optimal trajectory is re-calculated based on the current position. Given the nature of
the receding horizon approach, it is not guaranteed (nor preferred) that all or part of the
previously computed trajectory are kept in the next iteration. In fact, while in the first
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(a) U-turn maneuver: consecutive frames.
(b) Reference dynamical states.
S1
S2
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S6
50 m
(c) Obtained driving trajectory.
Fig. 5. Dynamical states and trajectory evolution over the full test-circuit.
step the trajectory ’dangerously’ approaches the side of the road, in the next two steps
the trajectory is incrementally regularized, thanks to the fact that the exploration of such
portion of the track is now being evaluated in earlier nodes.
The dynamical states, which represent the output of the trajectory generation, are de-
picted in Fig. 5(b). One can see how the generated references are varied smoothly, in
particular in terms of v and β , which are the quantities characterized by slower actuation
dynamics. Moreover, it is possible to distinguish clearly 4 intervals in which the optimal
generated maneuver is a ’drift’ one with β > 0.4rad. These same intervals can be recog-
nized in Fig. 5(c), where the overall trajectory on the considered 10m-wide track can be
evaluated.
5 Conclusions
In this paper, a novel A∗ search-based motion planning for performance driving is pre-
sented and used to generate dynamically feasible trajectories on a slippery surface. The
proposedmethod extends drift-like driving from a steady state drifting on single curve to
a continuous driving on the road effectively entering and exiting drifting maneuvers and
switching between right and left turns. The proposed method assumes that the vehicle
parameters and the road surface properties are known to a certain degree, which allows
to define a set of steady-state cornering maneuvers. The method is evaluated on a mixed
circuit characterized by slippery conditions (gravel), which contains several road sec-
tions of varying curvature radiiRc. In several instances, due to the particular road surface
considered, the optimal selected trajectory involves drifting, which in certain conditions
ensures the maximum lateral acceleration. Such a result demonstrates the capability of
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the proposed hybridA∗ algorithm to generate feasible sub-optimal trajectories on slippery
conditions, while considering a limited prediction horizon.Moreover, when considering
U-turns with curvature radius as tight as 15m, such trajectories are comparable in shape
to the ones obtained when the full segment is optimized in order to find the minimum
time optimal maneuver, as in e.g. [6].
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