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Abstract
The recent spark in machine learning and computer vision methods requiring increasingly larger
datasets has motivated the introduction of optimisation algorithms specifically tailored to solve very
large problems within practical time constraints. This demand in algorithms challenges the practica-
bility of state of the art methods requiring new approaches that can take advantage of not only the
problem’s mathematical structure, but also its data structure. Fortunately, such structure is present
in many computer vision applications, where the problems can be modelled with varying degrees of
fidelity. This structure suggests using multiscale models and thus multilevel algorithms.
The objective of this thesis is to develop, implement and test provably convergent multilevel opti-
misation algorithms for convex composite optimisation problems in general and its applications in
computer vision in particular. Our first multilevel algorithm solves convex composite optimisation
problem and it is most efficient particularly for the robust facial recognition task. The method uses
concepts from proximal gradient, mirror descent and multilevel optimisation algorithms, thus we call
it multilevel accelerated gradient mirror descent algorithm (MAGMA). We first show that MAGMA
has the same theoretical convergence rate as the state of the art first order methods and has much
lower per iteration complexity. Then we demonstrate its practical advantage on many facial recogni-
tion problems.
The second part of the thesis introduces new multilevel procedure most appropriate for the robust
PCA problems requiring iterative SVD computations. We propose to exploit the multiscale structure
present in these problems by constructing lower dimensional matrices and use its singular values for
each iteration of the optimisation procedure. We implement this approach on three different optimi-
sation algorithms - inexact ALM, Frank-Wolfe Thresholding and non-convex alternating projections.
In this case as well we show that these multilevel algorithms converge (to an exact or approximate)
solution with the same convergence rate as their standard counterparts and test all three methods on
numerous synthetic and real life problems demonstrating that the multilevel algorithms are not only
much faster, but also solve problems that often cannot be solved by their standard counterparts.
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Chapter 1
Introduction
1.1 Motivation and Objectives
The recent spark in machine learning and computer vision methods requiring increasingly larger
datasets has motivated the introduction of optimisation algorithms specifically tailored to solve very
large problems within practical time constraints [SNW12, BCN16]. However, although the state
of the art optimisation methods are tuned to operate most efficiently for the problems with special
mathematical structure that appear in many machine learning problems, they still lack the ability to
exploit the underlying data structure prevailing in most computer vision applications. This lack of
most efficient algorithms not only results in often unacceptably long computational times, but also
limits the accuracy of the models by enforcing the user to work with impractically small datasets.
Arguably the two most important problems in statistical machine learning are the least absolute
shrinkage and selection operator (LASSO) [Tib96] and prinicple componenet analysis (PCA) [Hot33]
methods. These methods and their extensions have found myriads of applications in computer vision
and we will discuss them in more detail in the subsequent chapters. What’s more interesting is that
they both can be mathematically modelled within the same framework called convex composite opti-
misation. This is a very generic model and as we will see even the state of the art algorithms are not
best suited for solving moderately large problems. Therefore, given the importance of the problems
in question and the lack of efficient algorithms that can exploit their underlying data structure, there
24
is a need for new and specialised methods.
The objective of this thesis is to develop, implement and test provably convergent optimisation algo-
rithms for the above mentioned computer vision problems. We will use ideas and methods from the
multilevel optimisation literature [Nas00, WG09, HP16] to significantly accelerate the state of the art
methods. The reason is that many computer vision problems can be modelled with varying degrees
of fidelity, thus having a multiscale structure. We will exploit this structural knowledge to develop
algorithms that perform the most computationally expensive tasks of the optimisation procedures on
the model with the lowest possible fidelity and use these as multilevel update steps within the iterative
methods.
1.2 Contributions and Thesis Outline
The thesis consists of three main chapters. We begin with Chapter 2, where we give all required
background knowledge about the computer vision problems, their mathematical models and state of
the art optimisation algorithm. Here we will not dive into the mathematical proofs, but rather present
the material in a coherent way citing to appropriate literature for the details.
Chapter 3 introduces our first multilevel algorithm. In general it can solve any convex composite opti-
misation problem, however it is most efficient and is intended particularly for the robust facial recog-
nition task. Our method uses concepts from proximal gradient, mirror descent and multilevel optimi-
sation algorithms, thus we call it multilevel accelerated gradient mirror descent algorithm (MAGMA).
We first show that MAGMA has the same theoretical convergence rate as the state of the art first order
methods and has much lower per iteration complexity. Then we demonstrate its practical advantage
on many facial recognition problems. The content of this chapter has been published in [HPZ16]. It
has also been presented during the 7th British-French-German Conference on Optimization in June
2015 and during the SIAM conference on Imaging Science in May 2016.
Then Chapter 4 introduces a new multilevel procedure most appropriate for robust PCA and related
problems. The problems in this category can be separated into two (or more) simple problems and
one of them requires performing singular value decomposition on a large, but approximately low rank
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matrix. We propose to exploit that structural knowledge by instead constructing lower dimensional
matrices and use its singular values. We implement this approach on three different optimisation algo-
rithm. From theoretical point of view, we show that these multilevel algorithms converge (to an exact
or approximate) solution with the same convergence rate as their standard counterparts. Moreover,
multilevel algorithms have much less per iteration complexity. We then test all three algorithms on
numerous synthetic and real life problems and demonstrate that the multilevel algorithms are not only
much faster, but also solve problems that often cannot be solved by their standard counterparts. The
experimental results of multilevel robust PCA and non-convex alternating projections methods will
be presented at ICCV Matrix and Tensor Factorization Methods in Computer Vision workshop and
also appear in its proceedings. Furthermore, the multilevel Frank-Wolfe Thresholing method together
with all theoretical results has been submitted to the SIAM journal on Imaging Sciences.
Notation. Throughout the thesis, scalars are denoted by lower-case letters, vectors (matrices) are
denoted by lower-case (upper-case) boldface letters, e.g. x (X). I denotes the identity matrix with
appropriate dimension. The ℓ1 and ℓ2 norms of a vector x are defined as ‖x‖1 =
∑
i |xi| and ‖x‖2 =√∑
i x
2
i , respectively. The matrix ℓ1 norm is defined as ‖X‖1 =
∑
i
∑
j |xij |, where | · | denotes the
absolute value operator. The Frobenius norm is defined as ‖X‖F =
√∑
i
∑
j x
2
ij , and the nuclear
norm ofX (i.e., the sum of singular values of a matrix) is denoted by ‖X‖∗. We use the ‖ · ‖⋆ notation
also to define the dual norm of ‖ · ‖ as ‖z‖⋆ = sup{〈z,x〉 : ‖x‖ ≤ 1}. The distinction between matrix
nuclear norm from the dual norm will be clear from the context. The l-th largest singular value of
matrixX is denoted as σl(X). In algorithm pseudocodes we useX
(k) (xk and uk) to denote the value
of matrixX (vector x and scalar u, accordingly) at iteration k.
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Chapter 2
Background
2.1 Convex Composite Optimisation
Composite convex optimisation models consist of the optimisation of a convex function with Lip-
schitz continuous gradient plus a non-smooth term. They arise in several applications, and are es-
pecially prevalent in inverse problems with a sparsity inducing norm and in general convex opti-
misation with simple constraints (e.g. box or linear constraints). Applications include signal/image
reconstruction from few linear measurements (also referred to as compressive or compressed sensing)
[Can06, CRT06, CW08, Don06], image super-resolution [YWHM10], data classification [WMM+10,
WYG+09], feature selection [SIL07], sparse matrix decomposition [CRT06], trace norm matrix com-
pletion [CR09], image denoising and deblurring [EHN96], to name a few.
Let f : Rn → (−∞,∞] be a convex, continuously differentiable function with an Lf -Lipschitz
continuous gradient:
‖∇f(x)−∇f(y)‖∗ ≤ Lf‖x− y‖,
where ‖ · ‖∗ is the dual norm of ‖ · ‖ and g : Rn → (−∞,∞] be a closed, proper, locally Lipschitz
continuous convex function, but not necessarily differentiable. Assuming that the minimizer of the
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following optimisation problem:
min
x∈Rn
{F (x) = f(x) + g(x)}, (2.1)
is attained, we are concerned with solving it.
Given the large number of applications it is not surprising that several specialized algorithms have
been proposed for convex composite models. Second order methods outperform all other methods
in terms of the number of iterations required. Interior point methods [Ber99], Newton and truncated
Newton methods [KKL+07], primal and dual Augmented Lagrangian methods [YZB+13] have all
been proposed. However, unless the underlying application posses some specific sparsity pattern
second order methods are too expensive to use in applications that arise in practice. As a result the
most widely used methods are first order methods. Following the development of accelerated first
order methods for the smooth case [Nes83] and the adaptation of accelerated first order methods to
the non-smooth case ([BT09b, Nes13]) there has been a large amount of research in this area. State
of the art methods use only first order information and as a result (even when accelerated) take a
large number of iterations to compute an acceptable solution for large-scale problems. Applications
in image processing can have millions of variables and therefore new methods that take advantage of
problem structure are needed.
In this section we will introduce the classical and state of the art methods for solving generic convex
composite optimisation problems, before showing how they are applied for the particular models
studied in this thesis. Then in the subsequent chapters we will introduce new methods aiming to solve
problems that the state of the art algorithms cannot.
2.1.1 Gradient Descent Methods
Numerous methods have been proposed to solve (2.1) when g has a simple structure. By simple
structure we mean that its proximal mapping, defined as
proxL(x) = argmin
y∈Rn
{
L
2
‖y− x‖2 + 〈∇f(x),y− x〉+ g(y)
}
,
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for some L ∈ R, is given in a closed form for any f . Correspondingly, denote
ProgL(x) = − min
y∈Rn
{
L
2
‖y− x‖2 + 〈∇f(x),y− x〉+ g(y)− g(x)
}
.
We often use the prox and Prog operators with the Lipschitz constant Lf of ∇f . In that case we
simplify the notation to prox(x) = proxLf (x) and Prog(x) = ProgLf (x)
1.
When the stepsize is fixed to the Lipschitz constant of the problem, ISTA reduces to the following
simple iterative scheme,
xk+1 = prox(xk).
If g(·) ≡ 0, the problem is smooth, prox(x) ≡ xk − 1Lf∇f(xk) and ISTA becomes the well-known
steepest descent algorithm with
xk+1 = xk − 1
Lf
∇f(xk).
For composite optimisation problems it is common to use the gradient mapping as an optimality
measure [Nes04]:
D(x) = x− prox(x).
It is a generalisation of the gradient for the composite setting and preserves its most important prop-
erties used for the convergence analysis.
We will make use of the following fundamental Lemma in our convergence analysis. The proof can
be found, for instance, in [Nes04].
Lemma 1 (Gradient Descent Guarantee). For any x ∈ Rn,
F (prox(x)) ≤ F (x)− Prog(x).
Using Lemma 1, it can be shown that ISTA computes an ǫ-optimal solution in terms of function values
in O(1/ǫ) iterations (see [BT09b] and references therein).
1These definitions without loss of generality also cover the case when the problem is constrained and smooth. Also
see [Nes05] for the original definitions for the unconstrained smooth case.
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2.1.2 Mirror Descent Methods
Mirror Descent methods solve the general problem of minimizing a proper convex and locally Lips-
chitz continuous function F over a simple convex setQ by constructing lower bounds to the objective
function (see for instance [NYD82], [Nes09]). Central to the definition of mirror descent is the con-
cept of a distance generating function.
Definition 2.1. A function ω(x) : Q → R is called a Distance Generating Function (DFG), if ω is
1-strongly convex with respect to a norm ‖ · ‖, that is
ω(z) ≥ ω(x) + 〈∇ω(x), z− x〉+ 1
2
‖x− z‖2 ∀x, z ∈ Q.
Accordingly, the Bregman divergence (or prox-term) is given as
Vx(z) = ω(z)− 〈∇ω(x), z− x〉 − ω(x) ∀x, z ∈ Q.
The property of DFG ensures that Vx(x) = 0 and Vx(z) ≥ 12‖x− z‖2 ≥ 0.
The main step of mirror descent algorithm is given by,
xk+1 = Mirrxk(∇f(xk), α), where Mirrx(ξ, α) = argmin
z∈Rn
{Vx(z) + 〈αξ, z− x〉+ αg(z)}.
Here again, we assume thatMirr can be evaluated in closed form. Note that choosing ω(z) = 1/2‖z‖22
as the DFG, which is strongly convex w.r.t. to the ℓ2-norm over any convex set and correspondingly
Vx(z) =
1
2
‖x−z‖22, the mirror step becomes exactly the proximal step of ISTA. However, regardless of
this similarity, the gradient and mirror descent algorithms are conceptually different and use different
techniques to prove convergence. The core lemma for mirror descent convergence is the so called
Mirror Descent Guarantee. For the unconstrained2 composite setting it is given below, a proof can be
found in [Nes04].
2Simple constraints can be included by defining g as an indicator function.
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Lemma 2 (Mirror Descent Guarantee). Let xk+1 = Mirrxk(∇f(xk), α), then ∀u ∈ Rn
α(F (xk)− F (u)) ≤ α〈∇f(xk),xk − u〉+ α(g(xk)− g(u))
≤ α2Lf Prog(xk) + Vxk(u)− Vxk+1(u).
Using the Mirror Descent Guarantee, it can be shown that the Mirror Descent algorithm converges to
the minimizer x∗ in O(LF/ǫ), where ǫ is the convergence precision [BTN13].
2.1.3 Accelerated First Order Methods
A faster method for minimizing smooth convex functions with asymptotically tightO(1/√ǫ) conver-
gence rate [NYD82] was proposed by Nesterov in [Nes83]. This method and its variants were later
extended to solve the more general problem (2.1) (e.g. [BT09b], [Nes13], [AZO14]), see [Tse08]
for full review and analysis of accelerated first order methods. The main idea behind the accelerated
methods is to update the iterate based on a linear combination of previous iterates rather than only
using the current one as in gradient or mirror descent algorithms. The first and most popular method
that achieved an optimal convergence rate for composite problems is FISTA [BT09b]. At each itera-
tion it performs one proximal operation, then uses a linear combination of its result and the previous
iterator for the next iteration.
Algorithm 1 FISTA
Input: FISTA(f(·), g(·), x0)
1: Choose ǫ > 0
2: y1 ← x0
3: t1 ← 1
4: for k = 0, 1, 2, ... do
5: xk+1 ← prox(xk)
6: tk+1 ← 1+
√
1+4t2
k
2
7: yk+1 ← xk + tk−1tk+1 (xk − xk−1)
8: if ‖D(xk)‖∗ < ǫ then return xk
9: end if
10: end for
11:
Alternatively, Nesterov’s accelerated scheme can be modified to use two proximal operations at each
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iteration and linearly combine their results as the current iteration point [Nes05]. In a recent work
this approach was reinterpreted as a combination of gradient descent and mirror descent algorithms
[AZO14]. The algorithm is given next.
Algorithm 2 AGM
Input: AGM(f(·), g(·), x0)
1: Choose ǫ > 0
2: Choose DGF ω and set Vx(y) = ω(y)− 〈∇ω(x),y− x〉 − ω(x)
3: y0 ← z0 = x0
4: for k = 0, 1, 2, ... do
5: αk+1 ← k+22L
6: tk ← 2k+2
7: xk ← tkzk + (1− tk)yk
8: if ‖D(xk)‖∗ < ǫ then return xk
9: end if
10: yk+1 ← prox(xk)
11: zk+1 ←Mirrzk(∇f(xk), αk+1)
12: end for
13: return yk+1
The convergence of Algorithm 2 relies on the following lemmas.
Lemma 3. If tk =
1
αk+1Lf
then it satisfies that for every u ∈ Rn,
αk+1〈∇f(xk), zk − u〉+ αk+1(g(zk)− g(u))
≤ α2k+1Lf Prog(xk) + Vzk(u)− Vzk+1(u)
≤ α2k+1Lf(F (xk)− F (yk+1)) + Vzk(u)− Vzk+1(u).
Lemma 4 (Coupling). For any u ∈ Rn
α2k+1LfF (yk+1)− (α2k+1Lf − αk+1)F (yk) + (Vzk+1(u)− Vzk(u)) ≤ αk+1F (u).
Theorem 2.1 (Convergence). Algorithm 2 ensures that
F (yT )− F (x∗) ≤ 4ΘLf
T 2
,
where Θ is any upper bound on Vx0(x
∗).
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Remark. In [AZO14] the analysis of the algorithm is done for smooth constrained problems, however
it can be set to work for the unconstrained composite setting as well.
Remark. Whenever Lf is not known or is expensive to calculate, we can use backtracking line search
with the following stopping condition
F (yk+1) ≤ F (xk)− ProgL(xk), (2.2)
where L > 0 is the smallest number for which the condition (2.2) holds. The convergence analysis of
the algorithm can be extended to cover this case in a straightforward way (see [BT09b]).
2.1.4 Smoothing and First Order Methods
A more general approach of minimizing non-smooth problems is to replace the original problem
by a sequence of smooth problems. The smooth problems can be solved more efficiently than by
using subgradient type methods on the original problem. In [Nes05] Nesterov proposed a first order
smoothing method, where the objective function is of special max-type. Then Beck and Teboulle
extended this method to a more general framework for the class of so-called smoothable functions
[BT12]. Both methods are proven to converge to an ǫ-optimal solution in O(1/ǫ) iterations.
Definition 2.2. Let g : E → (−∞,∞] be a closed and proper convex function and let x ⊆ dom g
be a closed convex set. The function g is called ”(α, β,K)-smoothable” over X , if there exist β1, β2
satisfying β1+β2 = β > 0 such that for every µ > 0 there exists a continuously differentiable convex
function gµ : E→ (−∞,∞) such that the following hold:
1. g(x)− β1µ ≤ gµ(x) ≤ g(x) + β2µ for every x ∈ X .
2. The function gµ has a Lipschitz gradient overX with a Lipschitz constant such that there exists
K > 0, α > 0 such that
‖∇gµ(x)−∇gµ(y)‖∗ ≤
(
K +
α
µ
)
‖x− y‖ for every x,y ∈ X.
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We often use Lµ = K +
α
µ
.
It was shown in [BT12] that with an appropriate choice of the smoothing parameter µ a solution
obtained by smoothing the original non-smooth problem and solving it by a method with O(1/√ǫ)
convergence rate finds an ǫ-optimal solution in O(1/ǫ) iterations.
2.1.5 Frank-Wolfe Method
The increasingly larger problems have triggered studying and improving optimisation algorithms best
fit for the largest problems. One very popular such method is the well studied Frank-Wolfe (FW)
method [FW56], also known as the conditional gradient method [LP66]. The method minimises any
convex smooth function f over a bounded convex set D ⊆ H, where H is a Hilbert space endowed
with an inner product 〈·, ·〉, thus in this subsection we study the following optimisation problem:
min f(x) s.t x ∈ D, (2.3)
where f has a L-Lipschitz continues gradient:
∀x,y ∈ D, ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖. (2.4)
Throughout, we let D = maxx,y∈D ‖x − y‖ denote the diameter of the feasible set D. The Frank-
Wolfe method, as well as all its variants and extensions studied in this thesis will assume that the
feasibility set D is bounded, i.e. D < ∞. The classical Frank-Wolfe method has many variants with
different update rules, but in the most general form it can be written as in Algorithm 3 [MZWG16].
Algorithm 3 Frank-Wolfe (FW)
Input: x(0) ∈ D
1: for k ← 1 to ... do
2: v(k) ∈ argminv∈D〈v,∇f(x(k))〉;
3: γ = 2
k+2
4: Update x(k+1) to a point in D so that f(x(k+1)) ≤ f(x(k) + γ(v(k) − x(k)));
5: end for
6: return x(k+1)
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The two most common updating rules for x(k+1) are the simple
x(k+1) = x(k) + γ(v(k) − x(k)), (2.5)
and the following slightly more sophisticated one
x(k+1) ∈ argminx f(x) s.t. x ∈ conv{x(k),v(v)}. (2.6)
In this thesis we will use the more advanced update rule (2.6) for its better practical performance.
Using standard techniques it can be shown that the FW method converges at a rate of O(1/k) in
function values.
Theorem 2.2. Let x⋆ be an optimal solution of (2.3). For {x(k)} generated by Algorithm 3, we have
for k = 0, 1, 2, ..
f(x(k))− f(x⋆) ≤ 2LD
2
k + 2
. (2.7)
Proof. The proof can be found, for example, in [MZWG16].
2.2 Sparse Decompositions
Finding a sparse (or even the sparsest) decomposition of a given signal/image from an arbitrary dic-
tionary received a lot of attention in recent years. Sparse decompositions have countless applications,
including inverse problems, such as signal/image reconstruction from few linear measurements (also
referred to as compressive or compressed sensing) [CW08], image super-resolution [YWHM10], data
classification [WYG+09] and feature selection [SIL07], to name a few.
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2.2.1 Sparse Solutions for Underdetermined Linear Systems
An important special case of (2.1) is when f(x) = 1
2
‖Ax−b‖22 and g(x) = λ‖x‖1, whereA ∈ Rm×n
is a full rank matrix withm < n, b ∈ Rm is a vector and λ > 0 is a parameter. Then (2.1) becomes
min
x∈Rn
1
2
‖Ax− b‖22 + λ‖x‖1, (P1)
The problem (P1) arises from solving underdetermined linear system of equations Ax = b. This
system has more unknowns than equations and thus has infinitely many solutions. A common way
of avoiding that obstacle and narrowing the set of solutions to a well-defined one is regularisation via
sparsity inducing norms [Ela10]. In general, the problem of finding the sparsest decomposition of
a matrix A with regard to data sample b can be written as the following non-convex minimisation
problem:
min
x∈Rn
‖x‖0 subject to Ax = b, (P0)
where ‖ · ‖0 denotes the ℓ0-pseudo-norm, i.e. counts the number of non-zero elements of x. Thus
the aim is to recover the sparsest x such that Ax = b. However, solving the above non-convex
problem is NP-hard, even difficult to approximate [AK98]. Moreover, less sparse, but more stable
to noise solutions are often more preferred than the sparsest one. These issues can be addressed by
minimizing the more forgiving ℓ1-norm instead of the ℓ0-pseudo-norm:
min
x∈Rn
‖x‖1 subject to Ax = b. (BP)
It can be shown that problem (BP) (often referred to as Basis Pursuit (BP)) is convex, its solutions
are gathered in a bounded convex set and at least one of them has at most m non-zeros [Ela10]. In
order to handle random noise in real world applications, it is often beneficial to allow some constraint
violation. Allowing a certain error ǫ > 0 to appear in the reconstruction we obtain the so-called Basis
Pursuit Denoising (BPD) problem:
min
x∈Rn
‖x‖1 subject to ‖Ax− b‖22 ≤ ǫ, (BPD)
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or using the Lagrangian dual we can equivalently rewrite it as an unconstrained, but non-smooth
problem (P1). Note that problem (P1) is equivalent to the well known LASSO regression [Tib96].
Often BP and BPD (in both constrained and unconstrained forms) are referred to as ℓ1-min problems.
A relatively new, but very popular example of the BPD problem is the so-called dense error correction
(DEC) [WM10], which studies the problem of recovering a sparse signal x from highly corrupted
linear measurementsA. It was shown that ifA has highly correlated columns, with an overwhelming
probability the solution of (BP) is also a solution for (P0) [WM10]. One example of DEC is the face
recognition (FR) problem, where A is a dictionary of facial images, with each column being one
image, b is a new incoming image and the non-zero elements of the sparse solution x identify the
person in the dictionary whose image b is.
2.2.2 Robust Face Recognition
In [WM10] it was shown that a sparse signal x ∈ Rn from highly corrupted linear measurements
b = Ax+ e ∈ Rn, where e is an unknown error andA ∈ Rm×n is a highly correlated dictionary, can
be recovered by solving the following ℓ1-minimisation problem
min
x∈Rn,e∈Rm
‖x‖1 + ‖e‖1 subject to Ax+ e = b.
It was shown that accurate recovery of sparse signals is possible and computationally feasible even
for images with nearly 100% of the observations corrupted.
We introduce the new variable w = [xT , eT ]T ∈ Rn+m and matrix B = [A, I] ∈ Rm×(m+n), where
I ∈ Rm×m is the identity matrix. The updated (P1) problem can be written as the following optimisa-
tion problem:
min
w∈Rm+n
1
2
‖Bw− b‖22 + λ‖w‖1. (2.8)
Note that this new model generates significantly larger optimisation problems, therefore requires
carefully modified algorithms capable of taking into account the problem structure.
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A popular application of dense error correction in computer vision, is the face recognition problem.
There A is a dictionary of facial images stacked as column vectors3, b is an incoming image of a
person who we aim to identify in the dictionary and the non-zero entries of the sparse solution x∗
(obtained from the solution of (2.8) w∗ = [x∗T , e∗T ]T ) indicate the images that belong to the same
person as b. As stated above, b can be highly corrupted, e.g. with noise and/or occlusion.
In a recent survey Yang et. al. [YZB+13] compared a number of algorithms solving the face recog-
nition problem with regard to their efficiency and recognition rates. Their experiments showed that
the best algorithms were the Dual Proximal Augmented Lagrangian Method (DALM), primal dual
interior point method (PDIPA) and L1LS [KKL+07], however, the images in their experiments were
of relatively small dimension - 40× 30 pixels. Consequently the problems were solved within a few
seconds. It is important to notice that both DALM and PDIPA are unable to solve large-scale (both
large number of images inA and large image dimensions) problems, as the former requires inverting
AAT and the later uses Newton update steps. On the other hand L1LS is designed to take advantage
of sparse problems structures, however it performs significantly worse whenever the problem is not
very sparse.
2.2.3 Optimisation Methods for ℓ1-min Problems
Many optimisation algorithms have been proposed to solve the ℓ1-min problems. In this section a brief
review of the most visible ones in literature is given. For more details see the appropriate references.
3facial images are, indeed, highly correlated.
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Primal-Dual Interior Point Algorithm
For the sake of simplicity we assume that x ≤ 0. Under this assumption BP can be rewritten as a LP
and solved via the primal-dual interior-point algorithm (PDIPA) [Sch98], [BV04]:
Primal (P) Dual (D)
minx 1
Tx maxy,z b
Ty
subject to Ax = b subject to ATy + z = 1
x ≥ 0 z ≥ 0
(2.9)
PDIPA uses Newton update steps at each iteration with complexityO(n3), thus is very sensitive to the
problem size and is not suitable for large-scale ℓ1-min problems. Therefore fast approximate meth-
ods have been proposed in literature. Namely [KKL+07] uses pre-conditioned conjugate gradient
(PCG) [WN99] to approximately solve the Newton system and develops an interior point method
that solves (BPD). PDIPA with this approximation is called truncated Newton interior-point method
(TNIPM) and it was implemented within L1LS framework [KKL+07]. Based on the choice of the
pre-conditioner, it can be comparable to the first-order methods in solving large problems with modest
accuracy, while is able to solve them with high accuracy at relatively small additional cost.
Homotopy
Homotopy methods were first studied in the context of LASSO [OPT00], then eventually led to Ho-
motopy algorithms for (BP) in [MCW05], [DT08]. The basic idea of Homotopy is as follows: While
solving (BPD), it takes advantage of the fact that the objective function F (x) undergoes a homotopy
from the ℓ2 constraint to the ℓ1 objective as λ decreases, i.e. when λ → ∞, the solution x∗ = 0 and
when λ → 0, x∗ converges to the solution of (BP). Homotopy also uses Newton update steps, but
only on the coefficients in sparse support set I, which could be very small when x is sparse. The
computational cost is then bounded by O(dm2 + dmn), if it correctly recovers a d-sparse signal in d
steps [DT08]. However when the sparsity of x and the observation dimensionm grow proportionally
with the signal dimension n, the worst-case complexity is still O(n3).
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Proximal Gradient Methods
There are several first order algorithms aiming to solve (BPD) in particular and (2.1) in general,
amongst which the ones most related to our research are the ISTA and FISTA (see [BT09b] and
references therein).
The main step of ISTA is of form
xk+1 = prox
(
xk − α∇f(xk)
)
, (2.10)
where
prox(y) = argmin
x∈R
{
g(x) +
1
2αk
‖x− y‖2
}
, (2.11)
where αk is the step-size at iteration k and can be chosen by a backtracking procedure.
In case of (BPD), the proximal operator prox(y−α∇f(y)) becomes the so-called shrinkage-thresholding
operator Tα(x)i = (|xi| − α)+sgn(xi) and the iteration step is xk+1 = Ttλ
(
xktA
T (Axk − b)
)
.
In a recent study [BT09b] presents a new fast iterative shrinkage-thresholding algorithm (FISTA) for
solving (2.1), which is both computationally simple and have proven better global rate of convergence
on function values than the original ISTA. FISTA enjoys improved rate of convergence of O(1/k2)
instead of O(1/k) of ISTA. This improvement is achieved by adding one well chosen extra point
in each iteration (similar to the ”optimal” method of Nemirovski and Yudin [NYD82]). FISTA is
discussed in more detail in the next section.
The complexity of FISTA at each iteration is bound by the complexity of the matrix-vector multipli-
cation (ATA)x, assuming that ATA can be calculated and stored before the iterations start. Thus it
has O(n2) worst case complexity.
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Augmented Lagrangian Methods
In [BCG11] the proximal operator is used to solve convex conic programs of form
minx f(x)
subject to A(x) + b ∈ K,
(2.12)
where f(·) is a convex function, A is a linear operator, b is a fixed point and K is a closed convex
cone. Note that both BP and P1 fall into this category. The idea behind TFOCS is to first formulate
the dual problem of (2.12), then smooth its objective function if it’s not smooth, then use the proximal
operator to solve the arising dual problem while obtaining the primal solutions during each iteration.
It is proven in [BCG11] that for sufficiently small smoothing parameter TFOCS converges to the
optimal solution of (2.12), however its convergence speed too depends on that parameter.
In [YZB+13] two other Augmented Lagrangian Methods (ALM) methods were proposed: primal and
dual. Both methods are used to solve the constrained (BP) problem.
The Augmented Lagrangian of (BP) is given by
Lξ(x, θ) = g(x) + ξ
2
‖b−Ax‖22 + θT (b−Ax), (2.13)
where θ ∈ Rm is a vector of Lagrange multipliers and ξ > 0 is a smoothing penalty parameter. It
is proven that the optimal solution of (BP) can be found by minimizing the augmented Lagrangian
function Lξ(x, θ) [Ber99], [YZB+13]. It can be done by using the method of multipliers [Ber99] as
follows:  xk+1 = argminxLξk(x, θk)θk+1 = θk + ξk(b−Ax) , (2.14)
where ξk is a predefined positive sequence. In [YZB
+13] FISTA was used to solve the xk+1 =
argminx Lξk(x, θk) problem, thus has worst case complexity O(n2). This method is called Primal
ALM and was shown to perform better when the dimension n of A is small, but is noticeably slow
for large n.
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In [YZB+13] ALM was also applied to the dual problem of BP:
maxy∈Rm b
Ty
subject to ATy ∈ B∞1
, (2.15)
where B∞1 = {x ∈ Rn : ‖x‖∞ ≤ 1}. Then the associated augmented Lagrangian function is given
by
maxy,z −bTy − xT (z−ATy) + β2‖z−ATy‖22
subject to z ∈ B∞1
, (2.16)
here x is the Lagrangian multiplier for the dual problem. Here as well the authors propose to alterna-
tively minimize the objective function w.r.t. to one of the variables while holding the rest constant in
order to avoid the difficulties of minimizing w.r.t. y, x and z simultaneously.
Given thatAAT is invertible the main step of the proposed Dual ALM becomes
zk+1 = PB∞1 (ATyk + xk/β);
yk+1 = (AA
T )−1(Azk+1 − (Axk − b)/β);
xk+1 = xk − β(zk+1 −ATyk+1).
(2.17)
Where PB∞1 is the projection operator onto B∞1 . Note that the inverse (AAT )−1 can be calculated
before starting the iterations and in case of moderate number of images in the dictionary DALM is a
very fast, with complexity O(m2 +mn). However, it lacks the ability to handle the special structure
of B = [AI] when the images are occluded. This means that A must be replaced by B and x
by w = [ xe ], and when the image dimensions are relatively large inverting B
TB can be extremely
expensive.
Parallel Coordinate Descent
In [EMZ07] the proximal operator is used in a coordinate descent (CD) manner, i.e. at each iteration
k the current estimate xk is updated one entry at a time. This way the sequence xk is proven to
converge, however it requires access to each column of dictionaryA, which is often computationally
inefficient, becauseA2 can contain transforms instead of the actual images. This problem was solved
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in [EMZ07] by changing to a so-called parallel update rule resulting to a PCD algorithm.
In [EMZ07] PCD is further accelerated by using a sequential subspace optimisation SESOP tech-
nique. The idea behind SESOP is that instead of searching along the current direction as in PCD
algorithm, directions from the lastM steps is also considered, whereM is user defined.
Stochastic Gradient Descent
In recent years a very popular methodology for solving ℓ1-regularised separable optimisation prob-
lems is the stochastic gradient descent method and its extensions. In this subsection we will give a
brief review of these methods and discuss in what setting they are appropriate for our problems in
hand. For an excellent review of recent developments in stochastic optimisation algorithms applied to
machine learning problems we refer the reader to [BCN16]. More specifically, in this subsection we
briefly introduce the empirical risk minimisation (ERM) problem, see for instance [HTF02], and some
algorithms for solving it. Here the minimisation problem is a special case of the convex composite
optimisation model defined in (2.1):
min
x∈Rn
F (x) = f(x) + Ψ(x), (2.18)
where f andΨ are proper convex lower semicontinuous convex functions and f is smooth. Moreover,
for this particular setting we also assume that f can be written as an average of many smooth functions
as follows:
f(x) =
1
n
n∑
i=1
fi(x). (2.19)
Clearly, regularised least squares problems can be modelled as ERM, with each fi corresponding to
Ai,:x − bi, where Ai,: is the i-th row of matrixA. Many statistical machine learning problems have
been modelled as ERM, thus provoking a development of many very efficient algorithms for solv-
ing large-scale ERM problems. Particularly, most popular methods are derivations of the stochastic
gradient (SG) method. Namely, we implemented one recently very popular algorithm called proxi-
mal stochastic variance reduced gradient (SVRG) [XZ14] and tested it on robust facial recognition
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problems.
The main idea behind SG methods is to use one (or some) of the coordinates of the components
fi so that instead of gradient updates at each iteration we choose one subset of fi and use it as an
estimate for the true gradient. This results in a convergent method with extremely low per iteration
complexity, however the continuous gradient approximation results in increasing variance, so the
variance reduction technique [XZ14] has been introduced so that at each iteration the gradient is
corrected so that the variance remains zero.
Another very popular randomised method is the accelerated randomised proximal coordinate gradient
method (APCG) [LLX15, FR15]. This is a accelerated randomised version of the coordinate descent
method, so that at each iteration only one (or some) of the coordinates of x are used. In this case
the gradient will be estimated exactly and thus there is no need for variance reduction. However, this
method should be applied on the dual of ERM.
While the robust facial recognition problem can be modelled as ERM and thus both SVRG and APCG
can be applied to solve it, as we will see in Chapter 3 their are not appropriate for this particular
problem.
2.3 Robust Principal Component Analysis
Low-rank matrix recovery is a cornerstone in data analysis and dimensionality reduction, with the
principal component analysis (PCA) [Hot33] being the most widely employed method for this task.
Even though the PCA is easy to do by means of eigen-decomposition, it is fragile to the presence
of gross, non-Gaussian noise and outliers and the estimated low-rank subspace may be arbitrarily
away from the true one; even when a small fraction of the data is corrupted [Hub11]. To alleviate
this, robust PCA (RPCA) models have been proposed [CLMW11]. The RPCA aims to recover a
low-rank matrix from sparse corruptions that are of unknown value and support by decomposing the
observation matrix D into two terms: a low-rank matrix L and a sparse one S, accounting for sparse
noise and outliers, namely D = L + S. In [WGMM13] the RPCA model has been extended to the
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case where the low-rank and sparse components can be recovered from a small set of linear measure-
ments. Mathematically, observations have the form D
.
= PQ[M] = PQ[L + S], where Q ⊆ Rm×n is
a linear subspace and PQ denotes the projection operator onto that subspace. This model was called
compressive principle component pursuit (CPCP). These models have profound impact in visual data
analysis and computer vision applications such as image denoising [CLMW11], background substrac-
tion, image alignment [PGW+12], texture recovery [ZGLM12], deformable models [SPZP14], face
finalisation [SPZP16], structure from motion [AZP11], to mention but a few examples.
A natural approach to estimate the low-rank plus sparse decomposition of the RPCA is to minimise
the rank of L and the number on non-zero entries of S , measured by ℓ0 quasi norm [CLMW11].
Unfortunately, both rank and ℓ0-norm minimisation are NP-hard [VB96, Nat95]. The nuclear- and
the ℓ1- norms are typically adopted as convex surrogates to rank and ℓ0- norm, respectively yielding a
convex relaxation, which can be provably solved under some natural conditions on the low rank and
sparse components.
Common solvers for the convexRPCA and CPCP models include: Iterative Thresholding (IT) [DDDM04],
Accelerated Proximal Gradient (APG) [PB13], Augmented Lagrange Multipliers (ALM) [LCM10]
and Linearized Augmented Lagrangian method [YY13]. However, all these solvers exhibit signif-
icant computational drawbacks. In particular, their each iteration requires computing several (not
necessarily all) singular values and vectors of a large matrix, which can be computationally expensive
even when only a few singular values are required.
There have been several attempts to reduce the computational time of large nuclear norm regularised
optimisation problems. Namely, [LY12] proposed to reduce the problem dimension by writing the
large solution matrix as a product of a small orthogonal and another matrix. They solved the resulting
non-convex problem via an augmented Lagrangian alternating direction method. Another very pop-
ular approach for reducing large problem dimensions is to create smaller sub-problems using various
randomised techniques [AZL16, DKM06, LLSG14, MM15, OMTSK15].
The increasingly large problem dimensions have encourage new approaches for solving problems that
require SVDs. Most notably, in recent years Frank-Wolfe (FW) algorithms have regained popular-
ity for their extremely low per iteration complexity. Particularly, if algorithms based on proximal
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gradient updates require computing a few largest singular values of a large matrix at each iteration,
FW-based methods require only the largest singular value. This makes the FW methods very attrac-
tive. Specifically, the Frank-Wolfe Thresholding (FWT) method proposed in [MZWG16] is arguably
the most efficient method for solving large CPCP problems. However, these methods need signifi-
cantly more iterations to converge and even computing only the largest singular value of a large matrix
for hundreds of iterations can be impractically time consuming.
2.3.1 The CPCP and RPCA models
In this subsection we give a formal presentation of the compressive principal component pursuit
(CPCP) [WGMM13] model. Let Q ⊆ Rm×n be a linear subspace spanned by the set of sensing
matrices, and PQ denotes the projection operator onto that subspace. In many applications Q is the
subset of observed values of data D. Then the problem is to find a low rank matrix L⋆ and a sparse
matrix S⋆ such that thePQ[L⋆+S⋆] = PQ[D]. The problem can be written as a convex unconstrained
minimisation problem as follows:
min
L,S
1
2
‖PQ[L + S−D]‖2F + λL‖L‖∗ + λS‖S‖1, (CPCP)
where λL and λS are positive penalising coefficients.
An important special case of (CPCP) is the well known robust principle component analysis (RPCA)
problem, where Q is the entire space Rm×n and PQ is the identity, i.e. all values of D have been
observed. The problem in this case can be formulated as to represent the input data matrixD ∈ Rm×n
as a sum of a low rank matrix L⋆ and a sparse matrix S⋆. This can be exactly solved via the following
convex constrained optimisation problem:
min
L,S
‖L‖∗ + λ‖S‖1, subject to D = L+ S, (RPCA)
where λ > 0 is a weighting parameter.
In the subsequent subsections we will give state of the art methods for solving the RPCA and CPCP
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problems.
2.3.2 Inexact ALM
We start with the simpler RPCA problem. A classical approach for solving (RPCA) is by minimising
its augmented Lagrangian defined as
L(L,S,Y, µ) = ‖L‖∗ + λ‖S‖1 + 〈Y,D− L− S〉 + µ
2
‖D− L− S‖2F , (2.20)
where Y ∈ Rm×n is the Lagrangian variable and µ > 0 is a penalty parameter. (2.20) can be solved
via alternating directions method, aka solve the problem for each variable separately at each iteration,
while µk is increasing at each iteration [LCM10]. In this case each resulting subproblem has a closed
form solution.
Solving S(k+1) = argmin
S
L(L(k+1),S,Y(k), µk) is equivalent to stacking S as a vector and computing
its proximal operator, which can be done using the soft thresholding operator (see e.g. [BT09b]).
The solution of L(k+1) = argmin
L
L(L,S(k),Y(k), µk) is given by thresholding the singular values of
D−S(k)+µ−1k Y(k) [CCS10]. The resulting procedure was dubbed Inexact ALM (IALM) in [LCM10]
and is formally given here in Algorithm 4.
Algorithm 4 Inexact ALM (IALM)
Input: D,S(0),Y(0) ∈ Rm×n; µ0 > 0
1: for k ← 1 to ... do
2: // Solve L(k+1) = argmin
L
L(L,S(k),Y(k), µk)
3: M(k) ←D− S(k) + µ−1k Y(k)
4: (U,Σ,V)← SVD(M(k))
5: L(k+1) ←USµ−1
k
[Σ]V⊤
6: // Solve S(k+1) = argmin
S
L(L(k+1),S,Y(k), µk)
7: S(k+1) ← Sλµ−1
k
[D− L(k+1) + µ−1k Y(k)]
8: // Update the Lagrangian variable
9: Y(k+1) ←Y(k) + µk(D− L(k+1) − S(k+1))
10: Update µk ← µk+1
11: end for
12: return (L(k+1),S(k+1))
Minimising (2.20) overL requires computing singular values of a largem×nmatrix. It is well known
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that computing the k largest singular values has a computational complexity of O(kmn). Thus for
practical efficiency it is important to compute only a few singular values [LCM10]. However, the
SVD of step 4 remains the computational bottleneck of Algorithm 4. Theorem 2.3 [LCM10] gives an
asymptotic convergence result for Algorithm 4.
Theorem 2.3. For Algorithm 4, if µk is non-decreasing and
∑+∞
k=1 µ
−1
k = +∞, then (L(k),S(k))
asymptotically converges to an optimal solution of the RPCA problem.
2.3.3 Frank-Wolfe Thresholding
In this section we will present how the Frank-Wolfe method can be applied to problem (CPCP). Since
the FW algorithm can be applied only for smooth and constrained convex optimisation problems with
a bounded feasible set, we first need to reformulate (CPCP) into a such problem. In [MZWG16] it
was done by first performing an epigraph reformulation on (CPCP) obtaining
min f(L,S, tL, tS) :=
1
2
‖PQ[L + S−D]‖2F + λLtL + λStS
s.t. ‖L‖∗ ≤ t, ‖S‖1 = tS.
(2.21)
Now the objective function has a 2-Lipschitz gradient∇f with partial derivatives given as follows:
∇Lf(L,S, tL, tS) = ∇Sf(L,S, tL, tS) = PQ[L+ S−D], (2.22)
∇tLf(L,S, tL, tS) = λL,∇tSf(L,S, tL, tS) ≤ λS. (2.23)
Then to make the feasible region bounded we introduce upper bounds UL and US for tL and tS ,
respectively. It can be shown [MZWG16] that we can choose
UL =
1
2λL
‖PQ[D]‖2F , US = 12λS ‖PQ[D]‖2F , (2.24)
and the resulting feasible set has a bounded diameter: D ≤ √5√U2L + U2S .
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Now we can apply the FW algorithm on
min f(L,S, tL, tS) :=
1
2
‖PQ[L + S−D]‖2F + λLtL + λStS
s.t. ‖L‖∗ ≤ t ≤ UL, ‖S‖1 = tS ≤ US.
(2.25)
Setting x = (L,S, λL, λS) and using the gradient expressions (2.22)-(2.23) we can derive the linear
optimisation oracle in step 2 of Algorithm 3 as two independent linear optimisation problems:
(V
(k)
L , V
(k)
tL
) ∈ argmin
‖VL‖∗≤VtL≤UL
〈PQ[L(k) + S(k) −D],VL〉+ λLVtL , (2.26)
(V
(k)
S , V
(k)
tS
) ∈ argmin
‖VS‖∗≤VtS≤US
〈PQ[L(k) + S(k) −D],VS〉+ λSVtS . (2.27)
Both (2.26) and (2.27) are seperable and can be solved in closed form using the leading singular
values and the largest in magnitude elements of PQ[L(k) + S(k) −D] [MZWG16]. This is given in
steps 3 − 16 in Algorithm 5. Finally, step 17 uses the update rule (2.6) for problem (2.25). This can
be formulated as an quadratic problem over the set [0, 1]2 with two variables by writing the convex
hulls of the two points as their convex combinations and solved using any standard method.
A major drawback of the FW method is that for the ℓ1-norm, at each iteration it projects a linear
function on a ℓ1 ball, thus updating only one entry of a very large matrix. To resolve this problem
[MZWG16] suggested to add a thresholding operation to the FW algorithm, calling it Frank-Wolfe
Thresholding (FWT). This is performed in steps 18 − 19 of Algorithm 5. Finally, as suggested in
[MZWG16], in steps 20− 21 we update the bounds UL and US tightening the feasibility set.
We present the complete Frank-Wolfe Thresholding method in Algorithm 5. Both primal and dual
convergence of the FWT algorithm was established in [MZWG16]. Since the thresholding (and more
generally proximal) operator decreases the function value more than the Frank-Wolfe update, The
Frank-Wolfe Thresholding algorithm can be seen as a special case of Algorithm 3 [MZWG16]. There-
fore FWT converges to the solution (L⋆,S⋆) in function value with the same O(1/k) rate. Although
the FWTmethod requires only computing the largest singular value of am×nmatrix at each iteration,
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SVD computations still remain the computational bottleneck.
Algorithm 5 Frank-Wolfe Thresholing (FWT)
Input: D ∈ Rm×n;λL, λS > 0
1: Set L(0) = S(0) = 0; t
(0)
L = t
(0)
S = 0;U
(0)
L = f(L
(0),S(0), t
(0)
L , t
(0)
S )/λL;U
(0)
S =
f(L(0),S(0), t
(0)
L , t
(0)
S )/λS.
2: for k ← 1 to ... do
3: M
(k)
L ∈ argmin
‖M
(k)
L
‖∗≤1
〈PQ[L(k) + S(k) −D],M(k)L 〉;
4:
5: M
(k)
S ∈ argmin
‖M
(k)
S
‖1≤1
〈PQ[L(k) + S(k) −D],M(k)S 〉;
6:
7: if λL ≥ −〈PQ[L(k) + S(k) −D],M(k)L 〉 then
8: V
(k)
L = 0; V
(k)
tL
= 0
9: else
10: V
(k)
L = ULM
(k)
L ; V
(k)
tL = UL
11: end if
12: if λS ≥ −〈PQ[L(k) + S(k) −D],M(k)S 〉 then
13: V
(k)
S = 0; V
(k)
tS = 0
14: else
15: V
(k)
S = USM
(k)
S ; V
(k)
tS
= US
16: end if
17: Compute (L(k+1),S(k+
1
2
), t
(k+1)
L , t
(k+ 1
2
)
S ) as a minimiser of
min
L,S,tL,tS
1
2
‖PQ[L+ S−D]‖2F + λLtL + λStS
s.t.
(
L
tL
)
∈ conv
{(
L(k)
t
(k)
L
)
,
(
V
(k)
L
V
(k)
tL
)}
,(
S
tS
)
∈ conv
{(
S(k)
t
(k)
S
)
,
(
V
(k)
S
V
(k)
tS
)}
;
(2.28)
18: S(k+1) ← SλS [S(k+
1
2
) − PQ[L(k+ 12 ) + S(k+ 12 ) −D]]
19: t
(k+1)
S ← ‖S(k+1)‖1
20: U
(k+1)
L ← g(L(K+1),S(k+1), t(k+1)L ), t(k+1)S /λL
21: U
(k+1)
S ← g(L(K+1),S(k+1), t(k+1)L ), t(k+1)S /λS
22: end for
23: return (L(k+1),S(k+1))
2.3.4 Non-convex Alternating Projections
In a recent paper Netrapalli et al proposed a new method for recovering a low-rank matrix from sparse
corruptions [NNS+14]. Its main idea is to perform alternating projects onto low rank and sparse
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matrix spaces. Although these sets are not convex, projections onto them can be done efficiently
using the hard thresholding operator Hζ [x], which is applied on vectors and matrices element-wise,
i.e. Hζ [X]i,j = Xi,j if |Xi,j| ≥ ζ and 0 otherwise. Specifically, solve the following non-convex
problem of finding a low rank plus sparse matrix decomposition:
min
L,S
‖D− L− S‖2, subject to L is low rank, and S is sparse (2.29)
where r is a given upper bound on the rank of low rank component L⋆. Although the problem in
(2.29) is not convex, it can provably be solved in linear time under mild conditions. The main steps
of the method are given in Algorithm 6, which alternatively solves two sub-problems at each iteration
by fixing one variable and solving for the other. The main difference here is that the arising sub-
problems are constrained with the corresponding non-convex sets. The first problem is a projection
on the space of low rank matrices and is given by hard thresholding its singular values (Eckart-Young-
Mirsky theorem, see for instance [GVL12]). The second problem is a projection on the space of sparse
matrices and is given by simply hard thresholding its elements.
Algorithm 6 Alternating Projections (AltProj)
Input: D ∈ Rm×n, target rank r
1: Initialize L(0) = 0 and S(0) = Hζ0(D− L(0))
2: for Stage l ← 1 to r do
3: for Iteration k ← 0 to T do
4: // Solve argmin
L:rank(L)≤l
‖D− L− S(k)‖22
5: M(k) ←D− S(k)
6: (U,Σ,V)← SVD(M(k), l)
7: L(k+1) ←UHl[Σ]V⊤
8: // Solve argmin
S:‖S‖0≤ζ
‖D− L(k+1) − S‖22
9: Update threshold ζ as in [NNS+14]
10: S(k+1) ←Hζ [D− L(k+1)]
11: if σl+1(L
(k+1)) < ǫ then
12: return (L(T ),S(T ))
13: else
14: S(0) ← S(T )
15: end if
16: end for
17: end for
18: return (L(T ),S(T ))
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Here SVD(M, l) returns the first l singular values of M with corresponding singular vectors. Al-
though Algorithm 6 requires only l singular values at stage l = 1, . . . , r, SVD operations are still the
computational bottleneck.
2.4 Multilevel Optimisation Algorithms
The algorithms proposed in this thesis are based on multilevel optimisation methods. They take ad-
vantage of the structure present in many applications and in image processing in particular. The
proposed methodology uses the fact that many applications that give rise to large scale models can
be modelled using varying degrees of fidelity. The typical applications of convex composite optimi-
sation include dictionaries for learning problems, images/videos for computer vision applications, or
discretisation of infinite dimensional problems appearing in image processing [AK06]. We propose
to use the solution of a low dimensional model to generate the next step of various iterative schemes.
2.4.1 Introduction to Multilevel Optimisation Algorithms
Amultilevel method for solving convex infinite-dimensional optimisation problems was introduced in
[BDH99] and later further developed by Nash in [Nas00]. Although [Nas00] is one of the pioneering
works that uses a multilevel algorithm in an optimisation context, it is rather abstract and only gives a
general idea of how an optimisation algorithm can be used in a multilevel way. The author proves that
the algorithm converges under certain mild conditions. Extending the key ideas of Nash’s multilevel
method in [WG09], Wen and Goldfarb used it in combination with a line search algorithm for solving
discretized versions of unconstrained infinite-dimensional smooth optimisation problems. The main
idea is to use the solution obtained from a coarse level for calculating the search direction in the
fine level. On each iteration the algorithm uses either the negative gradient direction on the current
level or a direction obtained from coarser level models. They prove that either search direction is
a descent direction using Wolfe-Armijo and Goldstein-like stopping rules in their backtracking line
search procedure. Later a multilevel algorithm using the trust region framework was proposed in
[GST08]. In all those works the objective function is assumed to be smooth, whereas the problems
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addressed in this thesis are not. We also note that multilevel optimisation methods have been applied
to PDE optimisation for many years. A comprehensive review of the latter literature appeared in
[BS09].
The first multilevel optimisation algorithm covering the non-smooth convex composite case was in-
troduced in [PLRR14]. It is a multilevel version of the well-known Iterative Shrinkage-Thresholding
Algorithm (ISTA) ([BT09b], [CDVLL98], [DDDM04]), called MISTA. In [PLRR14] the authors
prove R-linear convergence rate of the algorithm and demonstrate in several image deblurring ex-
amples that MISTA can be up to 3-4 times faster than state of the art methods. However, MISTA’s
R-linear convergence rate is not optimal for first order methods and thus it has the potential for even
better performance.
Motivated by this possible improvement, we applied Nesterov’s acceleration techniques on MISTA,
and show that it is possible to achieve O(1/√ǫ) convergence rate, where ǫ denotes the desired ac-
curacy. To the best of our knowledge this is the first multilevel method that has an optimal rate. In
addition to the proof that our method is optimal, we also show in numerical experiments that, for
large-scale problems it can be up to 10 times faster than the current state of the art. These results
in turn motivated us to apply the multilevel approach on other optimisation algorithms, namely we
developed multilevel algorithms for the inexact augmented Lagrange multipliers [LCM10], Frank-
Wolfe [MZWG16] and non-convex alternating projections [MZWG16] methods. For these methods
as well we showed (approximate) convergence results, as well as their practical superiority over the
standard methods.
2.4.2 Coarse Model Construction
We use the index H to indicate the coarse level of a multilevel method: xH ∈ RnH is the coarse
level variable, fH(·) : RnH → (−∞,∞] and gH(·) : RnH → (−∞,∞] are the corresponding coarse
surrogates of f(·) and g(·), respectively. In theory, these functions only need to satisfy a few very
general assumptions, but of course, in practice they should reflect the structure of the problem, so that
the coarse model is a meaningful smaller sized representation of the original problem. In all examples
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studied in this thesis we used fairly straightforward coarse models: we take linear combinations of
the columns of the corresponding matrix.
Throughout this thesis we use linear restriction and prolongation operatorsR : Rn×nH andP : RnH×n
respectively, where nH < n is the size of the coarse level variable. The restriction operatorR transfers
the current fine level point to the coarse level and the prolongation operator P constructs a point in
for the fine level from the coarse level solution. The techniques we use are standard (see [BM+00])
so we keep this section brief.
There are many ways to designR and P operators, but they must always satisfy the following condi-
tion to guarantee the convergence of the algorithm,
σP = RT ,
with some scalar σ > 0. Without loss of generality we assume σ = 1, which is a standard assumption
in multilevel literature [BM+00], [Nas00].
In all applications we use a simple interpolation operator given in the form of a standard full weighting
operator [BM+00] as a restriction operator:
Rx =
1
4

2 1 0 0 0 0 ... 0
0 1 2 1 0 0 ... 0
0 0 0 1 2 1 ... 0
... 0
0 ... 0 0 1 2 1

∈ Rni2 ×ni (2.30)
and its transpose for the prolongation operator. Since multilevel methods often use more than one
level constructed by applying the corresponding restriction and prolongation operators multiple times.
Indeed, assume that IHh ∈ RH×h is a linear operator that transfers x from Rh to RH . Now, we
can define our restriction operator as R =
∏l
i=1 I
Hi
hi
, where h1 = n, hi+1 = Hi and Hl = nH .
Accordingly, the prolongation operator will be P =
∏1
i=l I
hi
Hi
, where σiI
hi
Hi
= (IHihi )
⊤. Note that this
construction satisfies the assumption that σP = R⊤, with σ =
∏l
i=1 σi.
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Chapter 3
MAGMA
3.1 Introduction
In this chapter we propose to speed up first order methods by taking advantage of the structure present
in many applications and in image processing in particular. The proposed methodology uses the fact
that many applications that give rise to large scale models can be modelled using varying degrees of
fidelity. The typical applications of convex composite optimization include dictionaries for learning
problems, images for computer vision applications, or discretization of infinite dimensional problems
appearing in image processing [AK06]. First order methods use a quadratic model with first order
information and the Lipschitz constant to construct a search direction. We propose to use the solu-
tion of a low dimensional (not necessarily quadratic) model to compute a search direction. The low
dimensional model is not just a low fidelity model of the original model but it is constructed in a way
so that is consistent with the high fidelity model.
One very popular recent approach for handling very large scale problems are stochastic coordinate de-
scent methods [FR15, LLX15]. However, while being very effective for ℓ1-regularized least squares
problems in general, stochastic gradient methods are less applicable for problems with highly cor-
related data, such as the face recognition problem and other pattern recognition problems, as well
as in dense error correction problems with highly correlated dictionaries [WM10]. We compare our
method both with accelerated gradient methods (FISTA) as well as stochastic block-coordinate meth-
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ods (APCG [FR15]).
Our convergence proof is based on the proof of Nesterov’s method given in [AZO14], where the au-
thors showed that optimal gradient methods can be viewed as a linear combination of primal gradient
and mirror descent steps. We show that for some iterations (especially far away from the solution)
it is beneficial to replace gradient steps with coarse correction steps. The coarse correction steps are
computed by iterating on a carefully designed coarse model and a different step-size strategy. Since
our algorithm combines concepts from multilevel optimization, gradient and mirror descent steps we
call it Multilevel Accelerated Gradient Mirror Descent Algorithm (MAGMA). Furthermore, or the
purposes of establishing a step-size strategy for MAGMA it is convenient to work with smooth prob-
lems. Thus we combine the theoretical superiority of non-smooth methods with the rich mathematical
structure of smooth models to derive a step size strategy that guarantees convergence. MAGMA does
not use smoothing in order to solve the original problem. Instead, it uses a smoothed version of the
original model to compute a step size when the search direction is given by the coarse model (coarse
correction step).
The proposed method converges in function value with a faster rate than any other existing multilevel
method for convex problems, and in addition has the same rate as accelerated methods which is known
to be optimal for first order methods [NYD82]. However, given that we use the additional structure
of problems that appear in imaging applications in practice our algorithm is several times faster than
the state of the art.
The rest of this chapter is structured as follows: Section 3.2 is devoted to presenting a multilevel
model as well as our multilevel accelerated algorithm with its convergence proof. Then, in Sec-
tion 3.3 we present the numerical results from experiments on large-scale face recognition problems.
Mathematical definitions and algorithms most related to MAGMA can be found in Section 2.1.
3.2 Multilevel Accelerated Proximal Gradient Algorithm
In this section we formally present our proposed algorithm within the multilevel optimization setting,
together with the proof of its convergence with O(1/√ǫ) rate, where ǫ is the convergence precision.
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3.2.1 Model Construction
First we present the notation and construct a mathematical model, which will later be used in our
algorithm for solving (2.1). A well-defined and converging multilevel algorithm requires appropriate
information transfer mechanisms in between levels and a well-defined and coherent coarse model.
For the information transfer we use the same restriction and prolongation operators as described in
Section 2.4.2.
For the algorithm proposed in this section we do not use the direct prolongation of the coarse level
solution to obtain a solution for the fine level problem. Instead, we use these coarse solutions to
construct search directions for the fine level iterations. Therefore, in order to ensure the convergence
of the algorithm it is essential to ensure that the fine and coarse level problems are coherent in terms
of their gradients [Nas00, WG09].
However, in our setting the objective function is not smooth. To overcome this in a consistent way,
we construct smooth coarse models, as well as use the smoothed version of the fine problem to find
appropriate step-sizes1. Therefore, we make the following natural assumptions on the coarse model.
Assumption 1. For each coarse model constructed from a fine level problem (2.1) it holds that
1. The coarse level problem is solvable, i.e. bounded from below and the minimum is attained,
and
2. fH(x) and gH(x) are both continuous, closed, convex and differentiable with Lipschitz contin-
uous gradients.
On the fine level, we say that iteration k is a coarse step, if the search direction is obtained by coarse
correction. To denote the j-th iteration of the coarse model, we use xH,j .
A key property of the coarse model is that at its initial point xH,0 the optimality conditions of the two
models match. This is achieved by adding a linear term to the coarse objective function:
FH(xH) = fH(xH) + gH(xH) + 〈vH ,xH〉, (3.1)
1We give more details about smoothing non-smooth functions in general, and ‖ · ‖1 in particular, at the end of this
section.
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where the vector vH ∈ RnH is defined so that the fine and coarse level problems are first order
coherent, that is, their first order optimality conditions coincide.
In this setting, however, we have a non-smooth objective function and assume the coarse model is
smooth with LH-Lipschitz continuous gradient, which can be done by using the smoothing technique
described in subsection 2.1.4. For the face recognition problem (and (P1) in general), where g(x) =
λ‖x‖1, it can be shown [BT12] that
gµ(x) = λ
n∑
j=1
√
µ2 + x2j (3.2)
is a µ-smooth approximation of g(x) = λ‖x‖1 with parameters (λ, λn, 0) [BT12].
Furthermore, we construct vH such that the gradient of the coarse model is equal to the gradient of
the smoothed fine model’s gradient:
∇FH(Rx) = R∇Fµ(x), (3.3)
where Fµ(x) is a µ-smooth approximation of F (x) with parameters (a, β,K). Note that for the
composite problem (2.1) Fµ(x) = f(x) + gµ(x), where gµ is a µ-smooth approximation of g(x). In
our experiments for (P1) we use gµ(x) as given in (3.2). The next lemma gives a choice for vH , such
that (3.3) is satisfied.
Lemma 5 (Lemma 3.1 of [WG09]). Let FH be a Lipschitz continuous function with LH Lipschitz
constant, then for
vH = R∇Fµ(x)− (∇fH(Rx) +∇gH(Rx)) (3.4)
we have
∇FH(Rx) = R∇Fµ(x).
The condition (3.3) is referred to as first order coherence. It ensures that if x is optimal for the
smoothed fine level problem, thenRx is also optimal in the coarse level.
While in practice it is often beneficial to use more than one levels, for the theoretical analysis of our
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algorithm without loss of generality (see Section 2.4.2) we assume that there is only one coarse level.
3.2.2 MAGMA
In this subsection we describe our proposed multilevel accelerated proximal algorithm for solving
(2.1). We call it MAGMA for Multilevel Accelerated Gradient Mirror descent Algorithm. As in
[Nes05] and [AZO14], at each iteration MAGMA performs both gradient and mirror descent steps,
then uses a convex combination of their results to compute the next iterate. The crucial difference
here is that whenever a coarse iteration is performed, our algorithm uses the coarse direction
yk+1 = xk + skdk(xk),
instead of the gradient, where dk(·) is the search direction and sk is an appropriately chosen step-size.
Next we describe how each of these terms is constructed.
At each iteration k the algorithm first decides whether to use the gradient or the coarse model to
construct a search direction for the gradient descent step. This decision is based on the optimality
condition at the current iterate xk: we do not want to use the coarse direction when it is not helpful,
i.e. when
• the first order optimality conditions are almost satisfied, or
• the current point xk is very close to the point x˜, where a coarse iteration was last performed, as
long as the algorithm has not performed too many gradient correction steps.
More formally, we choose the coarse direction, whenever both of the following conditions are satis-
fied:
‖R∇Fµk(xk)‖∗ > κ‖∇Fµk(xk)‖∗,
‖xk − x˜‖ > ϑ‖x˜‖ or q < Kd,
(3.5)
where κ ∈ (0,min (1,min ‖R‖)), ϑ > 0 and Kd are predefined constants, and q is the number of
consecutive gradient correction steps [WG09], [PLRR14].
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If a coarse direction is chosen, a coarse model is constructed as described in (3.1). In order to satisfy
the coherence property (3.3), we start the coarse iterations with xH,0 = Rxk, then solve the coarse
model by a first order method and construct a search direction:
dk(xk) = P(xH,NH −Rxk), (3.6)
where xH,NH ∈ RnH is an approximate solution of the coarse model after NH iterations. Note that
in practice we do not find the exact solution, but rather run the algorithm for NH iterations, until
we achieve a certain acceptable xH,NH . In our experiments we used the monotone version of FISTA
[BT09a], however in theory any monotone algorithm will ensure convergence.
We next show that any coarse direction defined in (3.6) is a descent direction for the smoothed fine
problem.
Lemma 6 (Descent Direction). If at iteration k a coarse step is performed and suppose thatFH(xH,NH) <
FH(xH,1), then for any xk it holds that
〈dk(xk),∇Fµk(xk)〉 < −
κ2
2LH
‖∇Fµk(xk)‖2∗ ≤ 0.
Proof. Using the definition of coarse direction d(xk), linearity ofR and Lemma 5 we obtain
〈dk(xk),∇Fµk(xk)〉 = 〈R⊤(xH,NH − xH,0),∇Fµk(xk)〉
= 〈xH,NH − xH,0,R∇Fµk(xk)〉
= 〈xH,NH − xH,0,∇FH(xH,0)〉
≤ FH(xH,NH)− FH(xH,0),
(3.7)
where for the last inequality we used the convexity of FH . On the other hand using the monotonicity
assumption on the coarse level algorithm and lemma (1) we derive:
FH(xH,NH )− FH(xH,0) < FH(xH,1)− FH(xH,0) ≤ −
1
2LH
‖∇FH(xH,0)‖2∗. (3.8)
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Now using the choice xH,0 = Rxk and (3.3) we obtain:
∇FH(xH,0) = ∇FH(Rxk) = R∇Fµk(xk). (3.9)
Then combining (3.8), (3.9) and condition (3.5) we obtain
FH(xH,NH )− FH(xH,0) < −
1
2LH
‖∇RFµk(xk)‖2 ≤ −
κ2
2LH
‖∇Fµk(xk)‖2. (3.10)
Finally, combining (3.7) and (3.10) we derive the desired result.
After constructing a descent search direction, we find suitable step sizes for both gradient and mirror
steps at each iteration. In [AZO14] a fixed step size of αk+1 =
1
Lf
is used for gradient steps. However,
in our algorithm we do not always use the steepest descent direction for gradient steps, and therefore
another step size strategy is required. We show that step sizes obtained fromArmijo-type backtracking
line search on the smoothed (fine) problem ensures that the algorithm converges with optimal rate.
Starting from a predefined sk = s
0, we reduce it by a factor of constant τ ∈ (0, 1) until
Fµk(yk+1) ≤ Fµk(xk) + csk〈dk(xk),∇Fµk(xk)〉 (3.11)
is satisfied for some predefined constant c ∈ (0, 1).
For mirror steps we always use the current gradient as search direction, as they have significant
contribution to the convergence only when the gradient is small enough, meaning we are close to
the minimizer, and in those cases we do not perform coarse iterations. However, we need to adjust the
step size αk for mirror steps in order to ensure convergence. Next we formally present the proposed
algorithm.
Now we show the convergence of Algorithm 7 with O(1/√ǫ) rate. First we prove an analogue of
Lemma 3.
Lemma 7. For every u ∈ Rn and ηk > 0 and
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Algorithm 7MAGMA
Input: MAGMA(f(·), g(·), x0, T )
1: y0 ← z0 = x0
2: α0 ← 0
3: for k = 0, 1, 2, ..., T do
4: Choose ηk+1 and αk+1 according to (3.19) and (3.20)
5: tk ← 1αk+1ηk+1
6: xk ← tkzk + (1− tk)yk
7: if Conditions (3.5) are satisfied then
8: Perform NH coarse iterations
9: dk ← P(xH,NH −Rxk)
10: yk+1 ← xk + skd(xk)
11: with sk satisfying (3.11)
12: else
13: yk+1 ← prox(xk)
14: end if
15: zk+1 ←Mirrzk(∇f(xk), αk+1)
16: end for
ηk+1 =
 Lf , when k + 1 is a gradient correction stepmax{ 1
4α2
k
ηk
, LH
cskκ2
}
, otherwise
it holds that
αk+1〈∇f(xk), zk − u〉+ αk+1(g(zk)− g(u))
≤α2k+1Lf Prog(xk) + Vzk(u)− Vzk+1(u)
≤α2k+1[ηk+1(Fµk(xk)− Fµk(yk+1)) + Lfβµk] + Vzk(u)− Vzk+1(u)
Proof. First note that the proof of the first inequality follows directly from Lemma 4.2 of [AZO14].
Now assume k is a coarse step, then the first inequality follows from Lemma 2. To show the second
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one we first note that for x˜ = prox(xk),
Prog(xk)− 1
2Lf
‖∇Fµk(xk)‖2
=− Lf
2
‖x˜− xk‖2 − 〈∇f(xk), x˜− xk〉 − g(x˜) + g(xk)− 1
2Lf
‖∇Fµk(xk)‖2
≤− Lf
2
‖x˜− xk‖2 − 〈∇f(xk), x˜− xk〉 − 〈x˜− xk,∇gµk(xk)〉+ βµk −
1
2Lf
‖∇Fµk(xk)‖2
=− Lf
2
(‖x˜− xk‖2 + 2〈x˜− xk, 1
Lf
∇Fµk(xk)〉+ ‖
1
Lf
∇Fµk(xk)‖2) + βµk
≤βµk.
Here we used the definitions of Prog, prox and gµ, as well as the convexity of gµ. Therefore from
Lemma 6 and backtracking condition (3.11) we obtain that if k is a coarse correction step, then
Lf Prog(xk) ≤ 1
2
‖∇Fµk(xk)‖2 + Lfβµk
≤ −LH
κ2
〈dk(xk),∇Fµk(xk)〉+ Lfβµk
≤ LH
cskκ2
(Fµk(xk)− Fµk(yk+1)) + Lfβµk.,
Otherwise, if k is a gradient correction step, then from Lemma 1
Lf Prog(xk) ≤ Lf (F (xk)− F (yk+1)) ≤ Lf (Fµk(xk)− Fµk(yk+1)) + Lfβµk.
Now choosing
ηk+1 =
 Lf , when k + 1 is a gradient correction stepmax{ 1
4α2
k
ηk
, LH
cskκ2
}
, otherwise
we obtain the desired result.
Remark. The recurrent choice of ηk+1 may seem strange at this point, as we could simply set it to
max{ LH
cskκ2
, Lf}, however forcing ηk+1 ≥ 14α2
k
ηk
helps us ensure that tk ∈ (0, 1] later.
Lemma 8 (Coupling). For any u ∈ Rn and tk = 1/αk+1ηk+1, where ηk+1 is defined as in Lemma 7,
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it holds that
α2k+1ηk+1F (yk+1)− (α2k+1ηk+1 − αk+1)F (yk) + (Vzk+1(u)− Vzk(u))
≤ αk+1F (u) + (Lf + ηk+1)α2k+1βµk. (3.12)
Proof. First note that, if k is a gradient correction step, then the proof follows from Lemma 4. Now
assume k is a coarse correction step, then using the convexity of f we obtain
F (xk)− F (u) = f(xk)− f(u) + g(xk)− g(u)
≤ 〈∇f(xk),xk − u〉+ g(xk)− g(u).
(3.13)
On the other hand, from the definition of gµk and its convexity we have
g(xk)− g(zk) ≤ gµk(xk) + β1µk − gµk(zk) + β2µk
≤ 〈∇gµk(xk),xk − zk〉+ βµk.
(3.14)
Then using (3.14), we can rewrite g(xk)− g(u) as
g(xk)− g(u) = (g(xk)− g(zk)) + (g(zk)− g(u))
≤ 〈∇gµk(xk),xk − zk〉+ βµk + (g(zk)− g(u)).
(3.15)
Now rewriting 〈∇f(xk),xk−u〉 = 〈∇f(xk),xk−zk〉+ 〈∇f(xk), zk−u〉 in (3.13) and using (3.15)
we obtain
F (xk)− F (u) ≤ 〈∇Fµk(xk),xk − zk〉+ βµk + 〈∇f(xk), zk − u〉 + (g(zk)− g(u)), (3.16)
where we used that ∇Fµk(xk) = ∇f(xk) +∇gµk(xk).
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From the choice tk(xk − zk) = (1− tk)(yk − xk) and convexity of Fµk we have
〈∇Fµk(xk),xk − zk〉 =
(1− tk)
tk
〈∇Fµk(xk),yk − xk〉
≤ (1− tk)
tk
(Fµk(yk)− Fµk(xk))
≤ (1− tk)
tk
(F (yk)− F (xk)) + (1− tk)
tk
βµk,
where for the last inequality we used that Fµk is a µk-smooth approximation of F . Then choosing
tk = 1/(αk+1ηk+1), where αk+1 is a step-size for the Mirror Descent step and ηk+1 is defined in
Lemma 7, we have
〈∇Fµk(xk),xk − zk〉 ≤ (αk+1ηk+1 − 1)(F (yk)− F (xk)) + (αk+1ηk+1 − 1)βµk. (3.17)
Plugging (3.17) into (3.16) we obtain
αk+1(F (xk)− F (u)) ≤ (α2k+1ηk+1 − αk+1)(F (yk)− F (xk)) + α2k+1ηk+1βµk
+ αk+1〈∇f(xk), zk − u〉+ αk+1(g(zk)− g(u)). (3.18)
Finally, we apply Lemma 7 on (3.18) and obtain the desired result after simplifications:
αk+1(F (xk)− F (u)) ≤ (α2k+1ηk+1 − αk+1)(F (yk)− F (xk))
+ α2k+1[ηk+1(F (xk)− F (yk+1)) + (Lf + ηk+1)βµk] + Vzk(u)− Vzk+1(u).
Theorem 3.1 (Convergence). After T iterations of Algorithm 7, without loss of generality assuming
that the last iteration is a gradient correction step for
ηk+1 =
 Lf , when k + 1 is a gradient correction stepmax{ 1
4α2
k
ηk
, LH
cskκ2
}
, otherwise
(3.19)
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and
αk+1 =

k+2
2Lf
, when k + 1 is a gradient correction step
1
2ηk+1
+ αk
√
ηk
ηk+1
, otherwise
(3.20)
it holds that
F (yT )− F (x∗) ≤ O
(
Lf
T 2
)
,
Proof. By choosing ηk+1 and αk+1 according to (3.19) and (3.20), we ensure that α
2
kηk = α
2
k+1ηk+1−
αk+1 +
1
4ηk+1
and tk = 1/(αk+1ηk+1) ∈ (0, 1]. Then telescoping Lemma 8 with k = 0, 1, . . . , T − 1
we obtain
T−1∑
k=0
[α2k+1ηk+1F (yk+1)− α2kηkF (yk) +
1
4ηk+1
F (yk)] + VzT (u)− Vz0(u)
≤
T−1∑
k=0
[αk+1F (u) + (Lf + ηk+1)α
2
k+1βµk].
Or equivalently,
α2T ηTF (yT )− α20η0F (y0) +
T−1∑
k=0
1
4ηk+1
F (yk) + VzT (u)− Vz0(u)
≤
T−1∑
k=0
[
αk+1F (u) + (Lf + ηk+1)α
2
k+1βµk
]
,
Then choosing u = x∗ and noticing that F (yk) ≥ F (x∗) and VzT (u) ≥ 0, for an upper bound
Θ ≥ Vz0(x∗), we obtain
α2TηTF (yT )− α20η0F (y0) ≤ Θ+
T−1∑
k=0
[(
αk+1 − 1
4ηk+1
)
F (x∗) + (Lf + ηk+1)α
2
k+1βµk
]
.
Now using the fact that αk+1 − 14ηk+1 = α2k+1ηk+1 − α2kηk, for k = 0, 1, . . . , T − 1 we simplify to
α2TηTF (yT )− α20η0F (y0) ≤ Θ+ α2TηTF (x∗)− α20η0F (x∗) +
T−1∑
k=0
(Lf + ηk+1)α
2
k+1βµk.
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Then defining α0 = 0 and η0 = Lf and using the property of Bregman distances we obtain
α2TηT (F (yT )− F (x∗)) ≤ Θ+ α20η0(F (y0)− F (x∗)) +
T−1∑
k=0
(Lf + ηk+1)α
2
k+1βµk
≤ Θ+ 1
Lf
+
T−1∑
k=0
(Lf + ηk+1)α
2
k+1βµk.
Then assuming that the last iteration T is a gradient correction step2 and using the definitions of αT
and ηT for the left hand side, we can further simplify to
(T + 1)2
4Lf
(F (yT )− F (x∗)) ≤ Θ+
T−1∑
k=0
(Lf + ηk+1)α
2
k+1βµk,
or equivalently
F (yT )− F (x∗) ≤ 4Lf
Θ+
∑T−1
k=0 (Lf + ηk+1)α
2
k+1βµk
(T + 1)2
.
Finally, choosing µk ∈
(
0, ζ
(Lf+ηk+1)α
2
k+1βT
]
for a small predefined ζ ∈ (0, 1], we obtain:
F (yT )− F (x∗) ≤ 4Lf(Θ + ζ)
(T + 1)2
.
Remark. Clearly, the constant factor of our Algorithm’s worst case convergence rate is not better
than that of AGM, however, as we show in the next section, in practice MAGMA can be several times
faster than AGM.
3.3 Numerical Experiments
In this section we demonstrate the empirical performance of our algorithm compared to FISTA
[BT09b] and a variant of MISTA [PLRR14] on several large-scale face recognition problems. We
chose those two particular algorithms, as MISTA is the only multilevel algorithm that can solve
2This assumption does not lose the generality, as we can always perform one extra gradient correction iteration
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non-smooth composite problems and FISTA is the only other algorithm that was able to solve our
large-scale problems in reasonable times. In Section 3.3.3 we also compare FISTA and MAGMA to
two recent proximal stochastic algorithms: (APCG [LLX15]) and SVRG [XZ14]. We chose Face
Recognition (FR) as a demonstrative application since (a) FR using large scale dictionaries is a rela-
tively unexplored problem 3 and (b) the performance of large scale face recognition depends on the
face resolution.
3.3.1 MAGMA for Solving Robust Face Recognition
In order to be able to use the multilevel algorithm, we need to define a coarse model and restriction
and prolongation operators appropriate for the given problem. In this subsection we describe those
constructions for the face recognition problem used in our numerical experiments.
Creating a coarse model requires decreasing the size of the original fine level problem. In our exper-
iments we only reduce n, as we are trying to improve over the performance of first order methods,
whose complexity per iteration is O(n2). Also the columns of A are highly correlated, which means
that reducing n loses little information about the original problem, whereas it is not necessarily true
for the rows of A. Therefore, we introduce the dictionary AH ∈ Rm×nH with nH < n. More pre-
cisely, we set AH = AR
⊤
x , with Rx defined in (2.30). With the given restriction operator we are
ready to construct a coarse model for the problem (2.8):
min
wH∈R
m+nH
1
2
‖
[
AH I
]
wH − b‖22 + λ
m+nH∑
j=1
√
µ2H +w
2
H,j + 〈vH ,wH〉, (3.21)
where wH = [x
⊤
H , e
⊤]⊤ and vH is defined in (3.4). It is easy to check that the coarse objective
function and gradient can be evaluated using the following equations:
FH(wH) =
1
2
‖AHxH + e− b‖22 + λ
m+nH∑
j=1
√
µ2H +w
2
H,j + 〈vH ,wH〉,
3FR using large scale dictionaries is an unexplored problem in ℓ1 optimization literature due to the complexity of the
(P1) problem.
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∇FH(wH) =
A⊤HAH A⊤H
AH I

xH
e
−
A⊤Hb
b
+∇gH(wH) + vH ,
where ∇gH(wH) is the gradient of gH defined in (3.2) and is given elementwise as follows:
λwH,j√
µ2H +w
2
H,j
, ∀j = 1, 2, . . . , nH .
Hence we do not multiply matrices of sizem× (m+ nH), but onlym× nH .
We use a standard full weighting operator 2.30, which constructs linear combinations of the columns
of dictionary A and its transpose for the prolongation operator. However, we do not apply those
operators on the whole variable w of the model (2.8), as this would imply also reducing m. We
rather apply the operators only on part x ofw = [x⊤, e⊤]⊤, therefore our restriction and prolongation
operators are of the following forms: R = [Rx, I] and P = R
⊤ = [R⊤x , I]
⊤.
In all our experiments, for theMirr operator we chose the standard Euclidean norm ‖ · ‖2 and accord-
ingly 1
2
‖ · ‖22 as a Bregman divergence.
3.3.2 Numerical Results
The proposed algorithm has been implemented inMatLab R© and tested on a PCwith Intel R© CoreTM
i7 CPU (3.4GHz×8) and 15.6GB memory.
In order to create a large scale FR setting we created a dictionary A of up to 8, 824 images from
more than 4, 000 different people 4 by merging images from several facial databases captured in
controlled and in uncontrolled conditions. In particular, we used images from MultiPIE [GMC+10],
XM2VTS [LM98] and many in-the-wild databases such as LFW [HRBLM07], LFPW [BJKK11] and
HELEN [LBL+12]. In [YZB+13] the dictionary was small hence only very low-resolution images
were considered. However, in large scale FR having higher resolution images is very beneficial (e.g.,
from a random cohort of 300 selected images, low resolution images of 40×30 achieved around 85%
4Some people had up to 5 facial images in the database some only one.
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440 images 944 images 8824 images
MISTA 7 2 2
MAGMA 7 7 13
Table 3.1: Number of coarse levels used for MISTA and MAGMA for each dictionary
recognition rate, while using images of 200 × 200 we went up to 100%). Hence, in the remaining of
our experiments the dictionary used is
[
A I
]
of 40, 000×48, 824 and some subsets of this dictionary.
In order to show the improvements of our method with regards to FISTA as well as to MISTA, we
have designed the following experimental settings
• Using 440 facial images, then
[
A I
]
is of 40, 000× 40, 440
• Using 944 facial images, then
[
A I
]
is of 40, 000× 40, 944
• Using 8,824 facial images, then
[
A I
]
is of 40, 000× 48, 824
For each dictionary we randomly chose 20 different input images b that are not in the dictionary and
ran the algorithms with 4 different random starting points. For all of those experiments we set the
parameters of the algorithms as follows: κ = 0.9, 0.8 and 0.7 respectively for experiment settings
with 440, 944 and 8, 824 images in the database, Kd = 30 for the two smaller settings and Kd = 50
for the largest one, the convergence tolerance was set to ǫ = 10−6 for the two smaller experiments
and ǫ = 10−7 for the largest one, λ = 10−6, τ = 0.95 and s0 = 10. For larger dictionaries we slightly
adjust κ and Kd in order to adjust for the larger problem size, giving the algorithm more freedom to
perform coarse iterations. In all experiments we solve the coarse models with lower tolerance than
the original problem, namely with tolerance 10−3.
For all experiments we used as small coarse models as possible so that the corresponding algorithm
could produce sparse solutions correctly identifying the sought faces in the dictionaries. Specifically,
for experiments on the largest database with 8824 images we used 13 levels for MAGMA (so that in
the coarse modelAH has only 2 columns) and only two levels for MISTA, since with more than two
levels MISTA was unable to produce sparse solutions. The number of levels used in MAGMA and
MISTA are tabulated in Table 3.1.
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440 images 944 images 8824 images
FISTA 98.69 175.77 1753
MISTA 68.77 70.4 1302
MAGMA 25.73 29.62 481
Table 3.2: Average CPU running times (seconds) of MISTA, FISTA and MAGMA
In all experiments we measure and compare the CPU running times of each tested algorithm, because
comparing the number of iterations of a multilevel method against a standard first order algorithm
would not be fair. This is justified as the multilevel algorithm may need fewer iterations on the
fine level, but with a higher computational cost for obtaining each coarse direction. Comparing all
iterations including the ones in coarser levels would not be fair either, as those are noticeably cheaper
than the ones on the fine level. Even comparing the number of objective function values and gradient
evaluations would not be a good solution, as on the coarse level those are also noticeably cheaper
than on the fine level. Furthermore, the multilevel algorithm requires additional computations for
constructing the coarse model, as well as for vector restrictions and prolongations. Therefore, we
compare the algorithms with respect to CPU time.
Figures 3.1a, 3.1b and 3.1c show the relative CPU running times until convergence of MAGMA and
MISTA compared to FISTA5. The horizontal axis indicate different input images b, whereas the ver-
tical lines on the plots show the respective highest and lowest values obtained from different starting
points. Furthermore, in Table 3.2 we present the average CPU times required by each algorithm until
convergence for each problem setting, namely with databases of 440, 944 and 8824 images. As the
experimental results show, MAGMA is 2− 10 times faster than FISTA. On the other hand, MISTA is
more problem dependant. On some instances it can be even faster than MAGMA, but on most cases
its performance is somewhere in between FISTA and MAGMA.
In order to better understand the experimental convergence speed of MAGMA, we measured the error
of stopping criteria6 and objective function values generated by MAGMA and FISTA over time from
an experiment with 440 images in the dictionary. The stopping criteria are log-log-plotted in Figure
3.2a and the objective function values - in Figure 3.2b. In all figures the horizontal axis is the CPU
5We only report the performance of FISTA, as AGM and FISTA demonstrate very similar performances on all experi-
ments.
6We use the norm of the gradient mapping as a stopping criterion
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(c) CPU times with 8824 images
Figure 3.1: Comparing MAGMA and MISTA with FISTA. Relative CPU times of MAGMA and
MISTA compared to FISTA on face recognition experiments with dictionaries of varying number of
images (440, 944 and 8824). For each dictionary 20 random input images b were chosen, which
indicate the numbers on horizontal axis. Additionally, the results with 4 random starting points for
each experiment are reflected as horizontal error bars.
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Figure 3.2: MAGMA and FISTA convergences over time. Comparisons of gradient mappings and
function values of MAGMA, MISTA and FISTA over time.
time in seconds (in log scale). Note that the coarse correction steps of MAGMA take place at the
steep dropping points giving large decrease, but then at gradient correction steps first large increase
and then relatively constant behaviour is recorded for both plots. Overall, MAGMA reduces both
objective value and the norm of the gradient mapping significantly faster.
3.3.3 Stochastic Algorithms for Robust Face Recognition
In this section we test the state of the art stochastic gradient and randomised coordinate descent
methods against FISTA and MAGMA for solving robust face recognition problems.
In our numerical experiments we found that CD and SG algorithms are not suitable for robust face
recognition problems. There are two reasons for this. Firstly, the data matrix contains highly corre-
lated data. The correlation is due to the fact that we are dealing with a fine-grained object recognition
problem. That is, the samples of the dictionary are all facial images of different people and the prob-
lem is to identify the particular individual. The second reason is the need to extend the standard
ℓ1 regularized least squared model so that it can handle gross errors, such as occlusions. It can be
achieved by using the dense error correction formulation [WM10] in (2.8) (also referred to as the
“bucket” model in [WM10]).
To demonstrate our argument we implemented APCG and SVRG and compared them with FISTA
[BT09b]. We run all three algorithms for a fixed time and compare the achieved function values.
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For APCG we tried three different block size strategies, namely 1, 10 and 50. While 10 and 50
usually performed similarly, 1 was exceptionally slow, so we report the best achieved results for all
experiments. For SVRG one has to choose a fixed step size as well as a number of inner iterations.
We tuned both parameters to achieve the best possible results for each particular problem.
We performed the experiments on 5 databases: the 3 reported in the previous subsection (with 440,
944 and 8824 images of 200× 200 dimension) and two “databases” with data generated uniformly at
random with dimensions 40, 000 × 100 and 40, 000 × 8, 000. The later experiments are an extreme
case where full gradient methods (FISTA) are outperformed by both APCG and SVRG when on
standard ℓ1-regularized least squared problems, while MAGMA is not applicable. The results are
given in Figure 3.3. As we can see from Figures 3.3a and 3.3b all three methods can achieve low
objective values very quickly for standard ℓ1-regularized least squared problems. However, after
adding an identity matrix to the right of database (dense error correction model) the performance
of all algorithms changes: they all become significantly slower due to larger problem dimensions
(Figures 3.3c and 3.3d). Most noticeably SVRG stagnates after first one-two iterations. For the
smaller problem (Figure 3.3c) FISTA is the fastest to converge to a minimizer, but for the larger
problem (Figure 3.3d) APCG performs best. The picture is quite similar when looking at optimality
conditions instead of objective function values in Figures 3.3e to 3.3h: all three algorithms, especially
SVRG are slower on the dense error correction model and for the largest problem APCG performs
best.
This demonstrates that for ℓ1-regularized least squares problems partial gradient methods with a ran-
dom dictionary can often be faster than accelerated full gradient methods. However, for problems
with highly correlated dictionaries and noisy data, such as the robust face recognition problem, the
picture is quite different.
Having established that APCG and SVRG are superior than FISTA for random data with no gross
errors, we turn our attention to the problem at hand, i.e. the robust face recognition problem. First
we run FISTA, APCG, SVRG and MAGMA on problems with no noise and thus the bucket model
(2.8) is not used. We run all algorithms for 100 seconds on a problem with n = 440 images of
m = 200× 200 = 40, 000 dimension in the database. As the results in Figure 3.4 show all algorithms
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Figure 3.3: Comparing FISTA, APCG and SVRG after running them for a fixed amount of time
with ((c), (d), (g) and (h)) and without ((a), (b), (e) and (f)) the bucket model on randomly generated
data. The first row contains sequences of the objective values and the bottom row contains optimality
criteria, i.e gradient mappings.
achieve very similar solutions of good quality with APCG resulting in obviously less sparse solution
(Figure 3.4g).
Then we run all the tested algorithms on the same problem, but this time we simulated occlusion
by adding a black square on the incoming image. Thus, we need to solve the dense error correction
optimisation problem (2.8). The results are shown in Figure 3.5. The top row contains the original oc-
cluded image and reconstructed images by each algorithm and the middle row contains reconstructed
noises as determined by each corresponding algorithm. FISTA (Figure 3.5b) and MAGMA (Fig-
ure 3.5e) both correctly reconstruct the underlying image while putting noise (illumination changes
and gross corruptions) into the error part (Figures 3.5f and 3.5i). APCG (Figure 3.5c), on the other
hand, reconstructs the true image together with the noise into the error part (Figure 3.5g), as if the
sought person does not have images in the database. SVRG seems to find the correct image in the
database, however it fails to separate noise from the true image (Figures 3.5d and 3.5h). We also re-
port the reconstruction vectors x⋆ as return by each algorithm in the bottom row. FISTA (Figure 3.5j)
and MAGMA (3.5m) both are fairly sparse with a clear spark indicating to the correct image in the
database. SVRG (Figure 3.5l) also has a minor spark indicating to the correct person in the database,
however it is not sparse, since it could not separate the noise. The result from APCG (Figure 3.5k) is
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Figure 3.4: Result of FISTA, APCG, SVRG and MAGMA in an image decomposition example with-
out occlusion. Top row ((a) to (e)) contains the original input image and reconstructed images from
each algorithm. The bottom row ((f) to (i)) contains the solutions x⋆ from each corresponding algo-
rithm.
the worst, since it is not sparse and indicates to multiple different images in the database, thus failing
in the face recognition task.
Note that this is not a specifically designed case, in fact, SVRG, APCG and other algorithms that use
partial information per iteration might suffer from this problem. Indeed, APCG uses one or a few
columns ofA at a time, thus effectively transforming the original large database into many tiny ones,
which cannot result in good face recognition. SVRG, on the other hand, uses one row ofA and all of
variable x at a time for all iterations, which allows it to solve the recognition task correctly. However,
when the dense error correction optimisation problem in (2.8) is used the minibatch approach results
in using only one row of the identity matrix with each corresponding row of A and one coordinate
from variable e together with x, therefore resulting in poor performance when there is noise present.
To further investigate the convergence properties of the discussed algorithms, we plot the objective
function values achieved by APCG, SVRG, FISTA and MAGMA on problems with 440, 944 and
8824 images in the database in Figure 3.6 7. As we can see from Figures 3.6a and 3.6b APCG is
slower than FISTA for smaller problems and slightly outperforms it only for the largest dictionary
(Figure 3.6c). SVRG on the other hand quickly drops in function after one-two iterations, but then
stagnates. MAGMA is significantly faster than all three algorithms in all experiments.
7For all experiments we use the same standard parameters.
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Figure 3.5: Result of FISTA, APCG, SVRG and MAGMA in an image decomposition example with
corruption. Top row ((a)-(e)) contains the original occluded image and reconstructed images from
each algorithm. The middle row ((f)-(i)) contains the reconstructed noise (e⋆ reshaped as an image)
as determined by corresponding algorithms. The bottom row ((j)-(m)) contains the solutions x⋆ from
each corresponding algorithm.
However, looking at the objective function value alone can be deceiving. In order to obtain a full
picture of the performance of the algorithms for the face recognition task, one has to look at the
optimality conditions and the sparsity of the obtained solution. In order to test it, we run FISTA,
APCG, SVRG and MAGMA until the first order condition is satisfied with ǫ = 10−6 error. As
the plots in Figure 3.7 indicate APCG and SVRG are slower to achieve low convergence criteria.
Furthermore, as Table 3.3 shows they also produce denser solutions with higher ℓ1-norm.
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Figure 3.6: Comparing the objective values of FISTA, APCG, SVRG and MAGMA after running
them for a fixed amount of time on dictionaries of various sizes.
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Figure 3.7: Comparing the first order optimality criteria of FISTA, SVRG, APCG and MAGMA after
running them for a fixed amount of time on dictionaries of various sizes.
Method CPU Time (seconds) Number of iterations ‖x⋆‖1
FISTA 1690 554 3.98
APCG 680 68, 363 (block size 10) 6.67
SVRG ≥ 10, 000 ≥ 93 (epoch length 17, 648) 5.19
MAGMA 526 144 fine and 120 coarse 3.09
Table 3.3: Running FISTA, APCG, SVRG and MAGMA on the largest dictionary (with 8824 images)
until convergence with ǫ = 10−6 accuracy or maximum time of 10, 000 CPU seconds returning x∗ as
a solution.
3.4 Conclusion and Discussion
In this chapter we presented a novel accelerated multilevel algorithm - MAGMA, for solving convex
composite problems. We showed that in theory our algorithm has an optimal convergence rate of
O(1/√ǫ), where ǫ is the accuracy. To the best of our knowledge this is the first multilevel algorithm
with optimal convergence rate. Furthermore, we demonstrated on several large-scale face recognition
problems that in practice MAGMA can be up to 10 times faster than the state of the art methods.
In terms of theory, we note that even though we prove that MAGMA has the same worst case asymp-
totic convergence rate as Nesterov’s accelerated methods, it would be interesting to see, what condi-
tions (we expect it to be high correlation of the columns of A) imposed on the problem ensure that
MAGMA has a better convergence rate or at least a strictly better constant factor. This could also
suggest an automatic way for choosing parameters κ andKd optimally and a closed form solution for
the step size sk.
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Chapter 4
Multilevel Robust PCA
4.1 Introduction
In this chapter, motivated by the recent advances in multilevel optimisation algorithms [HP16, HPZ16,
JH17, Nas00, SP16, Par17], we propose a simple, yet quite generic and very effective approach for
significantly reducing computational costs for many problems that require solving nuclear norm based
oracles, including (RPCA) and (CPCP) models. We exploit the fact that many problems arising from
computer vision and machine learning applications can be modelled using various degrees of fidelity.
For instance, video frames from a fixed camera or facial images taken with varying illuminations are
highly correlated, and therefore, their linear combinations maintain the model’s underlying informa-
tion.
The basic idea is to construct and solve lower dimensional (coarse) models for each optimisation
oracle and then lift its solution to the original problem dimension. We show that the multilevel variants
always have significantly cheaper per iteration complexity compared to the standard version. In all our
experiments we observed at least two times per iteration speed-up and the average per iteration speed
was 3.2 times. More importantly, we show that using special restriction and prolongation operators
result in algorithms converging to a (approximate) solution of the original problem.
We apply the multilevel approach on three state of the art algorithms - the inexact augmented La-
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grange multiplier method (IALM) for the robust PCA problem [LCM10], the Frank-Wolfe Thresh-
olding (FW-T) method for the more general CPCP model [MZWG16] and the alternating projections
(AltProj) method for non-convex robust PCA model [NNS+14].
For the IALM we are proposing an approximate multilevel algorithm and show that i) it converges to
an approximate solution and the approximation error is very small for the type of problems we are
concerned with, and ii) in practice it is several times faster than the standard IALM. To the best of our
knowledge this is the first provably convergent variant of IALM (and alternating directions methods
in general) with approximate updates.
For the FW-T method we prove that its multilevel variant converges in function value with the same
worst case iteration complexity, however, each iteration of the multilevel algorithm is much cheaper.
We then show on various synthetic and real life problems that for both methods the multilevel variant
solves large-scale problems several times faster than its standard counterpart. Moreover, not only the
speed up achieved via the multilevel methods allows us to solve large problems that would otherwise
take impractically long computational time, but also on some problems the standard method fails to
solve the problem at all, while its multilevel variant solves it very efficiently.
We also present a multilevel variant for the non-convex alternating projections method. In this case
we do not give a formal convergence proof, but we do show that each multilevel iteration achieves a
very good approximate solution. And more importantly, we demonstrate in many synthetic and real
problems that the multilevel AltProj algorithm is much faster and can solve problems that the standard
one fails.
Before proceeding to the proposed multilevel algorithms, let us restate the two problems of interest:
(RPCA) and (CPCP). RPCA (robust principal component analysis) refers to the following constrained
minimisation problem:
min
L,S
‖L‖∗ + λ‖S‖1, subject to D = L+ S, (RPCA)
where λ > 0 is a weighting parameter. And CPCP (compressive principle component pursuit) refers
to the following more general minimisation problem:
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min
L,S
1
2
‖PQ[L + S−D]‖2F + λL‖L‖∗ + λS‖S‖1, (CPCP)
where λL and λS are positive penalising coefficients.
These models have myriads of applications. For example, consider a surveillance video from a fixed
camera. Then by stacking each frame of the video as a column vector we can represent the video as a
matrix and then decomposing it as a sum of low rank and sparse matrices we will achieve a separation
of background (low rank) and moving objects (sparse). Specifically, if we denote the solution of either
(RPCA) or (CPCP) by {L⋆,S⋆}, then L⋆ will be the matrix containing the video background and S⋆
- the matrix containing only the moving objects.
4.2 The Coarse Model
In this section we will introduce a generic lower dimensional model for the (CPCP) and (RPCA)
problems. It uses the so-called restriction operator R ∈ Rn×nH , for some nH ≤ n, where nH is
the dimension of the coarse model. Throughout this chapter we will make the following assumption
about the restriction operatorR.
Assumption 2. The restriction operatorR has linearly independent columns. Therefore,R has a left
inverseR† ∈ RnH×n so thatR†R = InH (in general,RR† 6= In andR may not have a right inverse).
Assumption 2 is a very generic and natural assumption about the restriction operator and it is satisfied
for all restriction operators used in this work. Indeed, there is no practical advantage of having
redundant columns in R, and we can always remove the redundant columns thus creating lower
dimensional coarse models. In fact, the full weighted operator 2.30 and its powers used in this work
are full rank operators.
Throughout this chapter we will denote L⋆ ∈ Rm×n as the low rank component of either the (RPCA)
or (CPCP) problems. We also make the following natural assumptions about the coarse model.
Assumption 3.
rank(L⋆) ≤ nH ≤ m+ 1
2
. (4.1)
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The first inequality of (4.1) holds whenever n < m, which is the case in all practical problems we
consider in this chapter. The second inequality, on the other hand, has to be explicitly enforced using
an approximate guess on the rank of L⋆, which is well known for most applications. For example, for
the video background extraction problem rank(L⋆) ≈ 1 and for the facial shadow removal problem
it is ≈ 9. In all experiments we use this a priori knowledge to set the number of levels so that (4.1) is
satisfied.
Assumption 4. The low-rank component L⋆ can be represented as L⋆ = L⋆HR
⊤ for some coarse L⋆H .
Let us consider a simple demonstrative example. Let L⋆ be a simple white rank one background
extracted from a video, and thus it can be written as a matrix of ones. Also assumeR is the normalised
full weighted operator (2.30). Then setting LH
⋆ as a matrix of ones multiplied with an appropriate
normalising constant we get
L⋆HR
⊤ =

1 1 1
· · ·
1 1 1
 · 12

2 2 1 0 0 0
0 0 1 2 1 0
0 0 0 0 1 2
 =

1 1 1 1 1 1
· · ·
1 1 1 1 1 1
 = L⋆. (4.2)
Assumption 4 is the main assumption of this chapter. It essentially says that the solution can be
represented with varying degrees of fidelity, which is what we observe in many applications, including
those studied here. It is important to notice, that while we assume the existence of such L⋆H , we do
not need to know its value. Nowhere in our multilevel algorithms we use the value of L⋆H .
In multilevel literature the standard choice for restriction operator is the full weighted operator (2.30)
and we will also use it in our experiments. Often in practice we use more than 2 levels of coarse
models. Specifically, we use a restriction operatorR = RnRn
2
. . .RnH ∈ Rn×nH , whereRk ∈ Rk×
k
2
is the full weighted operator of appropriate dimensions. For all experiments we use up to the deepest
possible levels, so that nH > max{rank(L⋆), r}, where r is the number of singular values required
by the overlying algorithm. Clearly, thisR has linearly independent columns and thus is full rank.
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4.3 Multilevel IALM
In this section we present a computationally efficient multilevel variant of the Inexact ALM algorithm
presented in Section 2.3.2. First, we make an additional assumption for this subsection:
Assumption 5. R is normalised so that ‖R‖2 ≤ ‖R‖⋆ ≤ 1.
Before we proceed, we shall present an important inequality about singular values that we will use in
the proofs of this chapter. It’s given below and the proof can be found for instance in [WX97].
Theorem 4.1. LetA,B ∈ Rm×n are matrices andm ≥ n. Then for any k ∈ [1, n]
k∑
i=1
σi(A)σn−i+1(B) ≤
k∑
i=1
σi(AB) ≤
k∑
i=1
σi(A)σi(B). (4.3)
Now we show that the restriction operator approximately preserves the nuclear norm.
Theorem 4.2. For any LH ∈ Rm×nH and R ∈ Rn×nH with nH ≤ n ≤ m, the following inequalities
hold:
1.
‖LHR⊤‖∗ ≥ ‖LH‖∗ − ǫ, (4.4)
with ǫ =
∑rH
k=1 σk(LH)(1− σnH−k+1(R)), where rH = rank(LH); and
2. if ‖R‖2 ≤ 1, then also
‖LH‖∗ ≥ ‖LHR⊤‖∗. (4.5)
Proof. Since n ≤ nH , then using (4.3) we have
‖LHR⊤‖∗ ≥
nH∑
k=1
σk(LHR
⊤)
≥
nH∑
k=1
σk(LH)σnH−k+1(R
⊤)
= ‖LH‖∗ −
rH∑
k=1
σk(LH)(1− σnH−k+1(R)).
(4.6)
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The second part can be shown similarly. From Assumption 2 we have
‖LH‖∗ = ‖LHR⊤R†⊤‖∗
≥
nH∑
k=1
σk(LHR
⊤R†
⊤
)
≥
nH∑
k=1
σk(LHR
⊤)σnH−k+1(R
†⊤)
= ‖LHR⊤‖∗ −
rH∑
k=1
σk(L)(1− σnH−k+1(R†))
= ‖LHR⊤‖∗ −
rH∑
k=1
σk(L)(1− σ−1nH−k+1(R)).
(4.7)
Finally, if σk(R) ≤ 1 for all k = nH − rH + 1, . . . , nH , then ‖LHR⊤‖∗ ≤ ‖LH‖⋆.
As it can been seen from Theorem 4.2, in general having ǫ = 0 requires an orthogonalR, which may
not be sparse, thus making each iteration of the algorithm computationally expensive. However, if L⋆
is low rank with quickly decreasing singular values and also σi(R) drop slowly, then ǫ will be small.
This is indeed the case for many computer vision applications such as video background extraction
and facial shadow removal discussed in this chapter, where L⋆ is not only low rank, but also has
quadratically decreasing singular values. Moreover, it is easy to check that the singular values of the
full weighted restriction operator (2.30) satisfy σ1(R)/σnH(R) ≤ 2.
Now we proceed to introduce our multilevel inexact augmented Lagrangian method of multipliers in
Algorithm 8. It is derived from Algorithm 4 by replacing the singular value thresholding of steps
2 − 5 by a multilevel singular value thresholding. Here we first create a coarse model forM(k) (step
3), then perform singular value thresholding on the lower dimensional coarse matrix (steps 4−5) and
prolong it to the fine dimension usingR⊤ (step 6).
Now we proceed to study the convergence of Algorithm 8. First, we define the sequence Ŷ(k), which
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Algorithm 8Multilevel Inexact ALM (ML-IALM)
Input: D,S(0),Y(0) ∈ Rm×n; µ0 > 0
1: for k ← 1 to ... do
2: // Solve L
(k+1)
H = argmin
L
LH(L,S(k),Y(k), µk)
3: M
(k)
H ← (D− S(k) + µ−1k Y(k))R
4: (UH ,ΣH,VH)← SVD(M(k)H )
5: L
(k+1)
H ←UHSµ−1 [ΣH ]V⊤H
6: L(k+1) ← L(k+1)H R⊤
7: // Continue as in Algorithm 4
8: S(k+1) ← Sλµ−1
k
[D− L(k+1) + µ−1k Y(k)]
9: Y(k+1) ←Y(k) + µk(D− L(k+1) − S(k+1))
10: Update µk ← µk+1
11: end for
12: return (L(k+1),S(k+1))
we will use throughout this section. Let
Ŷ(k+1) = Y(k) + µk[D− S(k) − L(k+1)]. (4.8)
Now we can proceed to prove multilevel versions of some lemmas of [LCM10], which we will use
to show the convergence of Algorithm 8. We begin with Lemma 1 from [LCM10] and show that
Multilevel IALM also produces bounded sequences.
Lemma 9. Let Ŷ(k+1) be defined as in (4.8) andY(k) be defined as in Algorithm 8. Then the sequence
{Y(k)} is bounded and the following hold:
1.
Ŷ(k+1)R+ µkL
(k+1)
H (R
⊤R− I) ∈ ∂‖L(k+1)H ‖∗, (4.9)
for any L
(k+1)
H ∈ Rm×nH .
2.
Y(k+1) ∈ ∂‖S(k+1)‖∗. (4.10)
Proof. To show (4.9) we use the optimality condition of LH and the constructionL(k+1) = L(k+1)H R⊤.
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We have
0 ∈∂LHL(L(k+1)H ,S(k),Y(k), µk)
=∂‖L(k+1)H ‖∗ −Y(k)R− µk[(D− S(k))R− L(k+1)H ]
=∂‖L(k+1)H ‖∗ − Ŷ(k+1)R− µk(L(k+1)H R⊤R− L(k+1)H ).
(4.11)
Similarly, using the optimality condition for updating S(k+1) we can show (4.10):
Y(k+1) ∈ ∂‖S(k+1)‖∗. (4.12)
Lemma 10 ([LCM10], Lemma 2).
‖S(k+1) − S⋆‖2F + µ−2k ‖Y(k+1) −Y⋆‖2F
=‖S(k) − S⋆‖2F + µ−2k ‖Y(k) −Y⋆‖2F − ‖S(k+1) − S(k)‖2F − µ−2k ‖Y(k+1) −Y(k)‖2F
− 2µ−1k (〈Y(k+1) −Y(k),S(k+1) − S(k)〉+ 〈L(k+1) − L⋆, Ŷ(k+1) −Y⋆〉+ 〈S(k+1) − S⋆,Y(k+1) −Y⋆〉).
(4.13)
Proof. Since the proof of Lemma 2 in [LCM10] relies only on the optimality of L⋆ and S⋆ and the
update formula for Y(k+1), but not on the update rule for L(k+1) (the only multilevel update part of
ML-IALM), then its proof can be exactly repeated for Algorithm 8.
Lemma 11. If ‖R‖2 ≤ 1, then under Assumption 4
〈L(k+1) − L⋆, Ŷ(k+1) −Y⋆〉 ≥ −ǫ− µk∆k+1, (4.14)
for ǫ defined as in Theorem 4.2 and ∆k+1 = 〈L(k+1)H (R⊤R− I),L(k+1)H − L⋆H〉.
Proof. SinceY⋆ ∈ ∂‖L⋆‖∗, we have
‖L(k+1)H R⊤‖∗ − ‖L⋆HR⊤‖∗ ≥ 〈Y⋆,L(k+1) − L⋆〉. (4.15)
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Then applying Theorem 4.2 with LH = L
⋆
H we derive:
‖L(k+1)H R⊤‖∗ − ‖L⋆H‖∗ ≥ 〈Y⋆,L(k+1) − L⋆〉 − ǫ. (4.16)
On the other hand, from (4.9) we have
‖L⋆H‖∗ − ‖L(k+1)H ‖∗ ≥ 〈Ŷ(k+1)R+ µkL(k+1)H (R⊤R− I),L⋆H − L(k+1)H 〉. (4.17)
Then adding (4.16) and (4.17) and using Assumption 4 we get
‖L(k+1)H R⊤‖∗−‖L(k+1)H ‖∗ ≥ 〈Y⋆− Ŷ(k+1),L(k+1)−L⋆〉− ǫ−µk〈L(k+1)H (R⊤R− I),L(k+1)H −L⋆H〉.
(4.18)
We finish the proof applying the constructionL(k+1) = L
(k+1)
H R
⊤ and denoting∆k+1 := 〈L(k+1)H (R⊤R−
I),L
(k+1)
H − L⋆H〉.
Lemma 12. Let ∆k be defined as in Lemma 11 and define
ck := µ
−1
k (〈Y(k+1)−Y(k),S(k+1)−S(k)〉+〈L(k+1)−L⋆, Ŷ(k+1)−Y⋆〉+〈S(k+1)−S⋆,Y(k+1)−Y⋆〉).
(4.19)
Then if µk is non-decreasing, then
• ck ≥ −ǫµ−1k −∆k+1, and
• ∑k=+∞k=1 ck < +∞.
Proof. Let (L⋆,S⋆,Y⋆) be a saddle point of the Lagrangian of (RPCA). So we have
Y⋆ ∈ ∂‖L⋆‖∗, Y⋆ ∈ ∂‖λS⋆‖1. (4.20)
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Then from Lemma 3 of [LCM10] andY(k+1) ∈ ∂‖λS(k+1)‖1 we have
〈S(k+1) − S⋆,Y(k+1) −Y⋆〉 ≥ 0,
〈S(k+1) − S(k),Y(k+1) −Y(k)〉 ≥ 0.
(4.21)
Adding (4.14) and the two inequalities of (4.21) we get
〈Y(k+1)−Y(k),S(k+1)−S(k)〉+〈L(k+1)−L⋆, Ŷ(k+1)−Y⋆〉+〈S(k+1)−S⋆,Y(k+1)−Y⋆〉 ≥ −ǫ−µk∆k+1.
(4.22)
Showing that ck ≥ −ǫµ−1k −∆k+1.
Show part 2, we apply Lemma 10 and use µk+1 ≥ µk to get
‖S(k+1)−S⋆‖2F+µ−2k+1‖Y(k+1)−Y⋆‖2F ≤ ‖S(k)−S⋆‖2F+µ−2k ‖Y(k)−Y⋆‖2F+2ǫµ−1k +2∆k+1. (4.23)
Therefore from Lemma 10 we conclude that
2µ−1k (〈Y(k+1) −Y(k),S(k+1) − S(k)〉+ 〈L(k+1) − L⋆, Ŷ(k+1) −Y⋆〉+ 〈S(k+1) − S⋆,Y(k+1) −Y⋆〉)
≤(‖S(k) − S⋆‖2F + µ−2k ‖Y(k) −Y⋆‖2F )− (‖S(k+1) − S⋆‖2F + µ−2k+1‖Y(k+1) −Y⋆‖2F ).
Theorem 4.3 (Convergence ofMultilevel IALM). For Algorithm 8, if {µk} is non-decreasing,
∑+∞
k=1 µ
−1
k =
+∞ and∑+∞k=1 µ−2k < +∞, then (L(k),S(k)) asymptotically converges to an approximate solution of
(RPCA).
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Proof. Similar to the proof of Lemma 12 we have that
µ−2k ‖Y(k+1) −Y(k)‖2F − 2ǫµ−1k − 2[∆k+1]+
≤µ−2k ‖Y(k+1) −Y(k)‖2F − 2ǫµ−1k − 2∆k+1
≤(‖S(k) − S⋆‖2F + µ−2k ‖Y(k) −Y⋆‖2F )− (‖S(k+1) − S⋆‖2F + µ−2k+1‖Y(k+1) −Y⋆‖2F )− 2ǫµ−1k − 2∆k+1
− 2µ−1k (〈Y(k+1) −Y(k),S(k+1) − S(k)〉+ 〈L(k+1) − L⋆, Ŷ(k+1) −Y⋆〉+ 〈S(k+1) − S⋆,Y(k+1) −Y⋆〉)
≤(‖S(k) − S⋆‖2F + µ−2k ‖Y(k) −Y⋆‖2F )− (‖S(k+1) − S⋆‖2F + µ−2k+1‖Y(k+1) −Y⋆‖2F ).
(4.24)
Therefore,
+∞∑
k=1
(µ−2k ‖Y(k+1) −Y(k)‖2F − 2ǫµ−1k − 2[∆k+1]+) < +∞. (4.25)
Thus, µ−2k ‖Y(k+1) −Y(k)‖2F − 2ǫµ−1k − 2[∆k+1]+ → 0, and since 2ǫµ−1k → 0 we see that
‖D− L(k) − S(k)‖F = µ−1k ‖Y(k) −Y(k−1)‖F → (2[∆k+1]+)1/2, (4.26)
Moreover, since we showed in Lemma 9 that {Y(k+1)} is a bounded sequence, it follows that so is
[∆k]+. Therefore, denoting max{∆k} := δ we show that any accumulation point of (L(k),S(k)) is a
δ-feasible solution.
On the other hand, denote the optimal objective value of problem (RPCA) by f ∗. As Ŷ(k)R ∈
∂‖L(k)H ‖∗ andY(k) ∈ ∂(λ‖S(k)‖1), under Assumption 5 we have
‖L(k)‖∗ + λ‖S(k)‖1
≤‖L(k)H ‖∗ + λ‖S(k)‖1
≤‖L⋆H‖∗ + λ‖S⋆‖1 − 〈Ŷ(k)R,L⋆H − L(k)H 〉 − 〈Y(k),S⋆ − S(k)〉
≤‖L⋆‖∗ + ǫ+ λ‖S⋆‖1 − 〈Ŷ(k),L⋆ − L(k)〉 − 〈Y(k),S⋆ − S(k)〉
=f ⋆ + 〈Y⋆ − Ŷ(k),L⋆ − L(k)〉+ 〈Y⋆ −Y(k),S⋆ − S(k)〉 − 〈Y⋆,L⋆ − L(k) + S⋆ − S(k)〉+ ǫ
=f ⋆ + 〈Y⋆ − Ŷ(k),L⋆ − L(k)〉+ 〈Y⋆ −Y(k),S⋆ − S(k)〉 − 〈Y⋆,D− L(k) − S(k)〉+ ǫ.
(4.27)
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Similarly to Lemma 12 we notice that from Lemma 10
µ−1k (〈L(k) − L⋆, Ŷ(k) −Y⋆〉+ 〈S(k) − S⋆,Y(k) −Y⋆〉)
≤(‖S(k) − S⋆‖2F + µ−2k ‖Y(k) −Y⋆‖2F )− (‖S(k+1) − S⋆‖2F + µ−2k+1‖Y(k+1) −Y⋆‖2F ).
(4.28)
And therefore,
k=+∞∑
k=1
µ−1k (〈L(k) − L⋆, Ŷ(k) −Y⋆〉+ 〈S(k) − S⋆,Y(k) −Y⋆〉) < +∞. (4.29)
As
∑+∞
k=1 µ
−1
k = +∞, there must exist a subsequence (L(kj),S(kj)) such that
〈L(kj) − L⋆, Ŷ(kj) −Y⋆〉+ 〈S(kj) − S⋆,Y(kj) −Y⋆〉 → 0. (4.30)
Then since ‖D− L(k) − S(k)‖F ≤ δ, we have that
lim
j→+∞
‖L(kj)‖∗ + λ‖S(kj)‖1 ≤ f ⋆ + ǫ+ δ. (4.31)
So (L(kj),S(kj)) approaches to an (ǫ+ δ)-approximate solution of problem (RPCA).
Notice that Theorem 4.3 gives a similar convergence results as Theorem 2.3, meaning that one should
expect a similar number of iterations for IALM and ML-IALM methods. This is indeed the case,
as observed from empirical studies. However, since ML-IALM performs SVDs on much smaller
dimensional matrices, its each iteration is significantly cheaper.
Of course, as opposed to the original IALM algorithm, here we only showed an approximate con-
vergence. However, as several numerical experiments will demonstrate, the approximation error is
practically negligible.
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4.4 Multilevel Frank-Wolfe
In this section we use operator notation for the linear restriction operator, i.e. R : H → HH is a
linear operator from the original spaceH to the coarse spaceHH . H andHH are both Hilbert spaces
endowed with inner products. Naturally,HH has lower dimension. In the next subsection we will see
what H,HH andR are for the CPCP model.
First we create a coarse model for the gradient by applying the restriction operator R, then solve the
linear optimisation oracle over the coarse gradient, then lift the solution back to the original dimension
applying the transpose of the restriction operator. For the algorithm we use a convex set DH ⊆ HH
such that for every xH ∈ DH it holds thatR⊤(xH) ∈ D. The method is given in Algorithm 9.
Algorithm 9Multilevel Frank-Wolfe (ML-FW)
Input: x
(0)
H ∈ DH
1: x(0) ←R⊤(x(0)H )
2: for k ← 0, 1, to . . . do
3: v
(k)
H ∈ argminv∈DH 〈v,R(∇f(x(k)))〉
4: v(k) ←R⊤(v(k)H )
5: γ ← 2
k+2
6: Set x(k+1) ∈ D so that f(x(k+1)) ≤ f(x(k) + γ(v(k) − x(k)))
7: end for
8: return x(k+1)
Using techniques similar to the original proof [MZWG16], it can be shown that the ML-FW method
converges to a point obtained from the coarse level at a O(1/k) rate in function values.
Theorem 4.4. For any x⋆H ∈ DH and for {x(k)} generated by Algorithm 9, we have for any x⋆H ∈ HH
and k = 0, 1, 2, ..
f(x(k))− f(R⊤(x⋆H)) ≤
2LD2
k + 2
. (4.32)
Proof. For k = 0, 1, 2, . . . we have
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f(x(k+1)) ≤ f(x(k) + γ(v(k) − x(k)))
≤ f(x(k)) + γ〈∇f(x(k)),v(k) − x(k)〉+ Lγ
2
2
‖v(k) − x(k)‖2
≤ f(x(k)) + γ〈∇f(x(k)),R⊤(v(k)H )−R⊤(x(k)H )〉+ γ〈∇f(x(k)),R⊤(x(k)H )− x(k)〉+
γ2LD2
2
= f(x(k)) + γ〈R(∇f(x(k))),v(k)H − x(k)H 〉+ γ〈∇f(x(k)),R⊤(x(k)H )− x(k)〉+
γ2LD2
2
≤ f(x(k)) + γ〈R(∇f(x(k))),x⋆H − x(k)H 〉+ γ〈∇f(x(k)),R⊤(x(k)H )− x(k)〉+
γ2LD2
2
= f(x(k)) + γ〈∇f(x(k)),R⊤(x⋆H)− x(k)〉+
γ2LD2
2
≤ f(x(k)) + γ(f(R⊤(x⋆H))− f(x(k))) +
γ2LD2
2
.
(4.33)
Here for the first line we used the updating rule in Algorithm 9; for the second line we used the
Lipschitz continuity of f ; for the third line - the definitions of v
(k)
H andD, and we added and subtracted
R⊤(x(k)H ); for the fourth line - the property of inner product; for the fifth line - the optimality of v(k)H ;
for the sixth line - the property of inner product and definition x(k); and for the last line - the convexity
of f .
Now rearranging the terms we get
f(x(k+1))− f(R⊤(x⋆H)) ≤ (1− γ)(f(x(k))− f(R⊤(x⋆H))) +
γ2LD2
2
. (4.34)
Therefore, by mathematical induction, it can be verified that
f(x(k))− f(R⊤(x⋆H)) ≤ 2LD
2
k+2
for k = 1, 2, 3, . . . . (4.35)
Theorem 4.4 tells us, that if the minimiser x⋆ can be accurately represented in terms of a course
variable, then ML-FWT is a good and efficient method for that particular problem. As we will see in
the next subsection, this is indeed the case for the CPCP model.
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4.4.1 Multilevel Frank-Wolfe Thresholding for CPCP
In this subsection we will modify the Multilevel Frank-Wolfe method similarly to the Frank-Wolfe
Thresholding method introducing the Multilevel Frank-Wolfe Thresholding method and apply it for
the CPCP problem (CPCP). In this case as well, we will apply the multilevel update only on nuclear
ball projections.
We begin with defining the fine and coarse spaces, and the restriction operator for the CPCP problem.
In this setting our variables becomes x = (L,S, tL, tS) and the space isH = Rm×n×Rm×n×R×R.
Since we are applying the multilevel steps only for updating L(k), we will use the following restriction
operator:
R =

Rx
In×n
1
1

, (4.36)
so that
R(L,S, λL, λS) = (LRx,S, λL, λS)
R⊤(∇Lf,∇Sf,∇λLf,∇λSf) = (∇LfRx,∇Sf,∇λLf,∇λSf),
(4.37)
and thus R(∇f(x)) only affects ∇Lf(L,S, tL, tS) and correspondingly, R⊤(vH) only affects ∇fL.
HereRx = R
d
n withRn being the restriction operator and d ≥ 2 the number of levels used. Therefore,
the coarse space becomesHH = Rm×nH ×Rm×n ×R×R. Now we can define the coarse feasibility
set DH for the CPCP problem as follows:
‖ML,H‖∗ ≤ 1/‖R‖∗, (4.38)
so that for each k = 0, 1, . . .
‖M(k)L ‖∗ = ‖RT (M(k)L,H)‖∗ ≤ ‖R‖∗‖M(k)L,H‖∗ ≤ 1, (4.39)
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is a feasible point of the fine problem, whereML,H is the coarse variable. We call the new algorithm
Multilevel Frank-Wolfe Thresholding (ML-FWT) and give it in Algorithm (10).
Algorithm 10Multilevel Frank-Wolfe Thresholing (ML-FWT)
Input: D ∈ Rm×n;λL, λS > 0
1: Initialize as in Algorithm 5
2: for k ← 1 to ... do
3: M
(k)
L,H ∈ argmin
‖ML,H‖∗≤1/‖R‖∗
〈R(PQ[L(k) + S(k) −D]),ML,H〉
4:
5:
6: M
(k)
L ←R⊤(M(k)L,H)
7: // Continue as in Algorithm 5
8: end for
9: return (L(k+1),S(k+1))
Thus the multilevel update step for M
(k)
L requires calculating only the largest singular value with
the corresponding singular vectors for much lower dimensional matrices. The next theorem gives
convergence guarantees for the ML-FWT method.
Theorem 4.5. Let f(L,S, tL, tS) be defined as in (2.25) and rank(L
⋆) ≤ nH . Then under Assump-
tions 2 and 4, for x(k), k = 1, 2, . . . defined as in Algorithm 10 the following holds
f(x(k))− f(x⋆) ≤ 2LD
2
k + 2
. (4.40)
Proof. From assumption 4 we derive
f(R⊤(L⋆H ,S⋆, t⋆L, t⋆S)) =
1
2
‖PQ[D− L⋆HR⊤ − S⋆]‖2F + λLt⋆L + λSt⋆S
=
1
2
‖PQ[D− L⋆ − S⋆]‖2F + λLt⋆L + λSt⋆S
=f(L⋆,S⋆, t⋆L, t
⋆
S).
(4.41)
Therefore, the claim follows from Theorem 4.4.
Finally, note that since FWT and ML-FWT have the same convergence rate and multiplying by the
sparse matrix R (and its powers) is much cheaper than computing one singular value (although both
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have the sameO(mn) rate of complexity), ML-FWT has a lower overall complexity.
4.5 Multilevel Non-Convex Alternating Projections
To demonstrate the extensibility of the multilevel approach, in this section we are proposing to apply it
for the non-convex robust PCA model and accordingly the alternating projection algorithm presented
with it in section 2.3.4. In this case we create coarse models for subproblems of finding low rank
approximations for intermediate matrices M = D − S(k), solve these subproblems and lift their
solutions to the original fine dimension.
Each iteration of the Alternating Projections algorithm requires solving
min
L∈Rm×n
‖D− L− S‖2 s.t. rank(L) ≤ l, (4.42)
which has a closed form solution given by the hard thresholding operator as follows 1
L̂ = UHl[Σ]V⊤, (4.43)
where Hl[x] is the hard thresholding operator and is defined element-wise for vectors and matrices.
Therefore, for this setting we use the hard thresholding operator on the coarse model to construct an
approximate solution for problem (4.42) as follows:
LH = UHHl[ΣH ]V⊤HR⊤, (4.44)
whereMR = MH = UHΣHV
⊤ is a SVD of the coarse model. Notice that the multilevel operator
computes SVDs on much smaller problems than the original algorithm in this case as well. Then in
Theorem 4.6 we show that the LH defined in (4.44) gives a good approximate solution for problem
(4.42).
1this is the Eckhart-Young-Mirsky thoerem [GVL12]
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Theorem 4.6. The multilevel low rank approximation procedure of (4.44) gives a (σ1 + σH,1)-
approximate solution of the problem (4.42), where σH,1 is the largest singular value ofMH =MR.
Proof. The proof follows the proof of Eckhard-Young-Mirsky theorem [GVL12] and is given below.
First note that for any B = XY⊤ (X,Y ∈ Rm×k) we can find a vector ω = ∑k+1i=1 γivi so that
ω⊤X = 0 and ‖ω‖2 =
∑k+1
i=1 γ
2
i = 1, where vi are the columns ofV. Then
‖M−B‖22 ≥ ‖ω⊤(M−B)‖22 = ‖ω⊤M‖22 =
k+1∑
i=1
γ2i σ
2
i ≥ σ2k+1. (4.45)
On the other hand
‖M− LH‖2
= ‖U0Σ0V⊤0 +U1Σ1V⊤1 −UH,0ΣH,0V⊤H,0R⊤‖2
≤ σ1 + σk+1 + σH,1,
(4.46)
whereU0,V0,UH,0 andVH,0 (respectively,U1,V1,UH,1 andVH,1) are correspondingly the singular
vectors associated with the largest k (respectively, smallest n − k and nH − k) singular values ofM
andMR. From these two inequalities we have that for any B
‖M− LH‖2 − ‖M−B‖2 ≤ σ1 + σH,1. (4.47)
Then we can use (4.44) inside Algorithm 6 to efficiently solve the corresponding subproblem. The
resulting method is presented in Algorithm 11.
4.6 Experiments
To test the practical efficiency of the proposed methods we compare them with the standard Inexact
ALM [LCM10] and Frank-Wolfe Thresholding [NNS+14] algorithms on several synthetically gener-
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Algorithm 11Multilevel Alternating Projections (ML-AltProj)
Input: D ∈ Rm×n, target rank r
1: Initialize LH
(0)
= 0 and S(0) = Hζ0(D− LH (0))
2: for Stage l ← 1 to r do
3: for Iteration k ← 0 to T do
4: // Approx solve argmin
L:rank(L)≤l
‖D− L− S(k)‖2
5: M
(k)
H ← (D− S(k))R
6: (UH ,ΣH ,VH)← SVD(M(k)H , l)
7: LH ←UHHl[ΣH ]V⊤H
8: LH
(k+1) ← LHR⊤
9: // Continue as in Algorithm 6
10: Update threshold ζ as in [NNS+14]
11: S(k+1) ←Hζ [D− LH (k+1)]
12: if σl+1(L
H (k+1)) < ǫ then
13: return (LH
(T )
,S(T ))
14: else
15: S(0) ← S(T )
16: end if
17: end for
18: end for
19: return (LH
(T )
,S(T ))
ated problems, as well as real life video background extraction and facial shadow removal problems.
For the standard Inexact ALM and Frank-Wolfe Thresholding algorithms we used the provided Mat-
lab code. Then for each multilevel variant we replaced the standard singular value thresholding parts
of respective algorithms with corresponding multilevel singular value thresholding code, keeping the
rest of the algorithms unchanged. Particularly, we used the same optimality criteria, so that the com-
parisons are fair. All methods were tested in Matlab R2015a on a standard desktop machine with Intel
Core i7 processor and 32GB RAM.
4.6.1 Synthetic Data
First we test the multilevel algorithms on synthetically generated data matrix D = Lˆ + Sˆ ∈ Rm×n,
where Lˆ has a fixed low rank r and Sˆ is η-sparse (i.e. has at most η · mn non-zero entries). We
generate the synthetic data so that the singular values of the low rank component follow 1/k2, where
k indicates the k-th largest singular value.
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problem IALM ML-IALM
dimensions rank sec f ⋆ error(L⋆) error(S⋆) f ⋆ error(L⋆) error(S⋆)
5000× 100 2 5 19 7 0.1 10 1 0.02
5000× 100 5 5 18 6 0.1 7.5 1 0.02
5000× 1000 2 10 64 42 0.8 7 1 0.01
5000× 1000 5 10 64 43 0.8 8 1 0.01
Table 4.1: Achieved objective function values and relative errors from ground truth after running
IALM and ML-IALM on RPCA problems with synthetic data for a fixed time.
We run two sets of experiments. The first one compares the results achieved after running IALM
and ML-IALM on RPCA problems for a fixed time. We run two pairs of experiments: with smaller
and larger data, each with lower and higher rank of the low-rank component. The experiments are de-
scribed in Table 4.1, with each row corresponding to one experimental setting. The first three columns
describe the particular setting and the number of seconds dedicated to solve the problem. Then each
triplet of columns gives the results achieved by IALM and ML-IALM algorithms correspondingly.
The reported results are f ⋆ - achieved objective value, error(S⋆) and error(L⋆) - achieved relative
errors from corresponding ground truths. It is evident that ML-IALM accurately solves all four prob-
lems, while both objective values and relative errors from IALM are several times larger than those of
ML-IALM. This effectively means that ML-IALM can solve large problems in reasonable time that
may require impractically long times for IALM.
Then we synthetically generate similar data, but this time with partial observations. This setting is
modelled as a CPCP problem and is then solved using FWT andML-FWTmethods. The experimental
settings are given in Table 4.2. Here as well we have two pairs of problems: larger and smaller with
larger and smaller ranks of the low-rank component. Here we run both problems until 10−3 tolerance
as suggested in [MZWG16]. Here both algorithms achieve relatively small objective values and
relative errors from the ground truth, with ML-FWT being slightly better, however ML-FWT takes
significantly less time to do so. In fact, it is it is more than twice faster for the smaller rank settings.
4.6.2 Video Background Extraction
Now we test the algorithms on real surveillance videos. Assume we are given a surveillance video
from a fixed camera and the task is to separate the constant background from moving objects. This
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problem FWT ML-FWT
dimensions rank sec f ⋆ err(L⋆) err(S⋆) sec f ⋆ err(L⋆) err(S⋆)
10000× 500 2 14.5 8 · 10−4 1.3 88 9 2 · 10−4 1.1 89.4
10000× 5000 2 209 0.02 1.3 125 91 7 · 10−4 1 125
10000× 500 5 14.4 8 · 10−4 1.3 89 12.5 2 · 10−4 1.1 89
10000× 5000 5 203 0.002 1.3 125 90 7 · 10−4 1.1 125
Table 4.2: CPU times (in seconds), achieved objective function values and relative errors from ground
truth after running FWT and ML-FWT on CPCP problems with synthetic data until 10−3 convergence
error.
problem can be modelled as a RPCA problem [BSJ+16]. We first stack each frame of the video as a
column vector creating a data matrix D. Then, since the fixed background remains (approximately)
constant in each frame and the moving objects take a relatively small portion of each frame, they can
respectively represent the low rank and sparse components of the RPCA decomposition. We tested
all algorithms on several surveillance videos described below.
• highway: 48× 64× 400; run 5 seconds
• copy machine: 48× 72× 3400; run 50 seconds 2
• walk: 240× 320× 794; run 30 seconds [VCWL12]
• gates: 240× 320× 1895; run 200 seconds [VCWL12]
First we test the IALM and ML-IALM methods. Here we run both methods for a fixed amount of
time until a reasonably small error from ground truth has been achieved. The running times for each
problem are indicated above. we then compare the results, which are reported in Figure 4.1. Each row
represents a tested video. The first column contains sample frames from each corresponding video,
then each of the following column triplets contains corresponding low rank and sparse components as
returned from IALM and ML-IALM algorithms. Below each frame we also report the corresponding
achieved rank and the feasibility gap (FG) i.e. ‖D− L⋆ − S⋆‖F/‖D‖F .
As the results indicate, both algorithms produce similar results for all videos, except the larger copy-
machine and gates examples, for which ML-IALM produces significantly clearer separation of back-
ground than IALM.
2http://wordpress-jodoin.dmi.usherb.ca/dataset2012/
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Original
Low Rank Sparse
IALM ML-IALM IALM ML-IALM
highway rank =5 rank=3 FG = 0.0176 FG=0.01
copy machine rank = 7 rank=4 FG = 0.0364 FG=0.0031
walk rank = 2 rank=1 FG = 0.02 FG=0.0231
gates rank = 3 rank=3 FG = 0.05 FG=0.04
Figure 4.1: Examples from solving video background extraction problems via IALM and ML-IALM
methods. Both IALM andML-IALM run for a fixed CPU seconds. Each row corresponds respectively
to highway (48 × 64 × 400), copy machine (48 × 72 × 3, 400), walk (240 × 320 × 794) and gates
(240 × 320 × 1, 895) videos from top to bottom. With each frame we also report the respective rank
of the low rank component and the feasibility gap (FG): ‖D− L− S‖F/‖D‖F .
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In order to further investigate the convergence properties of the ML-IALM algorithm compared to
the standard IALM, we measure the relative error of the current iterates compared to the ground truth
(L0,S0) and FGs during the iterations of both algorithms through the same time interval. We re-
port those relative errors against CPU time (seconds) and iteration numbers in Figure 4.2. The plots
suggest that ML-IALM performs only slightly faster than IALM on the smaller highway example,
however, as expected it is significantly faster on the larger copy machine problem. As we could
anticipate from the theory, at each iteration ML-IALM achieves a very good approximation as mea-
sured by the reconstruction error, and since its iterations are significantly cheaper, it performs more
iterations during the same time interval than IALM.
In all experiments we used 4 levels of coarse models for all four problems. In this case as well, the
multilevel variant largely outperforms the original algorithm. In fact, the larger the original problem,
the bigger relative speed up can be achieved using the multilevel approach, since for larger n we can
use deeper levels.
Next we test the performance of our ML-FWT algorithm against the standard FWT. In this case we
will also add 75% random noise to the original video. Here we run both algorithms until convergence
with 10−3 accuracy as suggested in [MZWG16]. Consequently, here we will report the running
times and the achieved results (objective value, rank of the low-rank component and sparsity of the
sparse component) of each algorithm in Table 4.3. As the numbers indicate both algorithms achieve
very similar objective values and sparsity of the sparse component. However that ranks of the low
rank components is better for ML-FWT. In fact for the largest problems FWT returns values with
very large ranks and thus fails to solve the problem, while ML-FWT performs equally well on all
problems. Furthermore, ML-FWT is much faster, especially on larger problems.
4.6.3 Shadow removal from facial images
Here we have a set of facial images from one individual under various illuminations and the task is to
remove shadow/light noises from images. This problem can also be modelled as RPCA by stacking
the facial images as column vectors and then putting them together to form the data matrix. Then since
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Figure 4.2: Comparing the relative errors during IALM and ML-IALM iterations. The first two
columns give relative errors (RE) compared to the ground truth (L0,S0), and the third column gives
feasibility gaps (FG) during iterations. Each row corresponds respectively to highway (48×64×400),
copy machine (48 × 72 × 3, 400), walk (240 × 320 × 794) and gates (240 × 320 × 1, 895) videos
from top to bottom.
problem (dimensions)
FWT ML-FWT
sec f ⋆ rank(L⋆) sp(S⋆) sec f ⋆ rank(L⋆) sp(S⋆)
highway (3072× 400) 14 0.001 39 0.22 10 0.001 36 0.22
hall (25344× 200) 50 0.001 38 0.47 37 0.001 12 0.47
copym. (3456× 3400) 373 0.001 104 0.11 160 0.001 26 0.17
mall (81920× 300) 337 0.001 32 0.42 195 0.001 9 0.43
lobby (20480× 1000) 487 0.001 111 0.05 385 0.001 31 0.06
Table 4.3: CPU time (in seconds), achieved objective value, rank and sparsity after solving the re-
sulting PCP problem for noisy video background extraction up to tolerance 10−3 using the standard
Frank-Wolfe Thresholding (FWT) and its multilevel variant ML-FWT.
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Original
Low Rank Sparse
IALM ML-IALM IALM ML-IALM
Yale B01 rank = 5 10 FG = 0.24 0.05
Yale B02 rank = 5 10 FG = 0.24 0.05
Yale B10 rank = 3 10 FG = 0.24 0.05
Figure 4.3: Examples from solving facial shadow removal problems via IALM and ML-IALM algo-
rithms on cropped Yale B database (96 × 84 × 2414). We run both IALM and ML-IALM for fixed
five seconds. With each image we also report the respective rank of the low rank component and the
feasibility gap (FG): ‖D− L− S‖F/‖D‖F .
aligned frontal facial images span a low dimensional subspace, we can represent the clear images as
the low-rank component of the data matrix and the shadow will become the sparse component.
We used images of individuals from the Yale B facial extended database [GBK01]. It contains (96 ×
84) dimensional facial images of 39 subjects taken under various poses and illuminations each, with
total 2, 414 images. For this setting as well we ran the IALM and ML-IALM algorithms for a fixed
5 second and compare the returned results, which are reported in Figure 4.3. Here as well each row
represents a particular problem setting (individual). The first column contains sample frames from
each corresponding facial database, then each of the following four columns contains correspondingly
low rank and sparse components as returned from IALM, andML-IALM algorithms. With each image
we also report the corresponding achieved rank of the low rank component and the feasibility gap.
A brief examination of the Table 4.3 reveals that ML-IALM produces much better separation for each
subject, with a more accurate rank 10 of the low-rank component and a five times smaller feasibility
gap.
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For the shadow removal problem as well, we test the Frank-Wolfe methods on the noisy data with 75%
contaminated entries. Both FWT and ML-FWT run until convergence with 10−3 tolerance and record
CPU times (seconds) and the achieved rank of the low-rank component and sparsity of the sparse
component. The results of all 35 subjects are reported in Table 4.4. In all experiments we used up to 4
levels of coarse models. Here in all experiments both methods achieved similar objective values and
sparsity values, as expected. However ML-FWT is not only twice faster, but it also achieves a much
better rank of the low-rank component. In fact, FWT fails to solve the problem, since the low-rank
component is essentially full rank.
4.6.4 Multilevel Non-convex Alternating Projection
We devote this last section to experimentally studying the multilevel alternating projections method
(ML-AltProj). We test it on the same problems as ML-IALM and ML-FWT, i.e. synthetic data,
video background extraction and shadow removal. We begin the presentation of the results from the
synthetically generated data sets as described in Table 4.1.
Table 4.5 shows that the standard alternating projections method fails to solve the problems. The
Ml-AltProj method, on the other hand, not only converges several times faster, but also solves the
problems to a high accuracy. This is a very interesting observation, showing that the AltProj is largely
dependant on the model assumptions and may fail in many common scenarios.
To have a better understanding of how quickly either of the algorithm converges, we also measured the
distances from ground truth over time at each iteration. The plots are given in Table 4.4. These plots
confirm that the AltProj iterations fail to move towards the ground truth, even though it decreased
the feasibility gap at each iteration. Interestingly, each iteration of both algorithms achieves a similar
decrease in feasibility gap. Thus considering that each iteration of ML-AltProj is much cheaper,
ML-AltProj decreases the feasibility gap faster in CPU time.
Next we present the results after running AltProj and ML-AltProj algorithms on video background
extraction problems. We use the same videos as for the IALM methods in Section 4.6.2. The exper-
imental results are given in Table 4.5. The first column contains the problem names. Then each next
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problem
FWT ML-FWT
sec f ⋆ rank(L⋆) sp(S⋆) sec f ⋆ rank(L⋆) sp(S⋆)
yaleB01 83 0.001 65 0.71 41 0.001 8 0.73
yaleB02 71 0.00098 65 0.71 39 0.00098 8 0.74
yaleB03 75 0.00099 65 0.71 40 0.00099 8 0.73
yaleB04 72 0.001 65 0.72 42 0.001 8 0.73
yaleB05 61 0.00096 65 0.7 33 0.00094 8 0.73
yaleB06 77 0.001 65 0.72 48 0.001 8 0.73
yaleB07 78 0.001 65 0.72 42 0.00099 8 0.73
yaleB08 75 0.00099 65 0.71 44 0.00098 8 0.73
yaleB09 84 0.001 65 0.71 48 0.00097 8 0.73
yaleB10 67 0.00099 65 0.72 45 0.001 8 0.73
yaleB11 75 0.00098 60 0.71 41 0.00097 7 0.73
yaleB12 79 0.00099 59 0.71 41 0.00097 7 0.73
yaleB13 60 0.00096 60 0.71 35 0.00097 7 0.74
yaleB15 85 0.001 63 0.71 43 0.00097 8 0.73
yaleB16 77 0.00098 62 0.7 47 0.001 7 0.73
yaleB17 66 0.00098 63 0.71 42 0.00099 8 0.73
yaleB18 85 0.001 63 0.71 45 0.00099 8 0.73
yaleB19 77 0.001 64 0.71 48 0.001 8 0.73
yaleB20 73 0.00099 64 0.7 43 0.001 8 0.73
yaleB21 75 0.00098 64 0.7 43 0.00099 8 0.73
yaleB22 88 0.00098 64 0.69 44 0.00093 8 0.72
yaleB23 63 0.00098 64 0.71 45 0.001 8 0.73
yaleB24 74 0.00099 64 0.71 49 0.001 8 0.73
yaleB25 75 0.00099 64 0.7 48 0.001 8 0.73
yaleB26 77 0.001 64 0.71 45 0.00099 8 0.73
yaleB27 61 0.00097 64 0.69 40 0.00096 8 0.72
yaleB28 61 0.00096 64 0.69 40 0.00097 8 0.73
yaleB29 71 0.00099 64 0.7 44 0.00099 8 0.73
yaleB30 72 0.00098 64 0.71 43 0.00099 8 0.73
yaleB31 78 0.001 64 0.71 48 0.001 8 0.73
yaleB32 60 0.00096 64 0.7 37 0.00097 8 0.72
yaleB33 79 0.00099 64 0.7 44 0.00099 8 0.73
yaleB34 78 0.00099 64 0.7 37 0.00097 8 0.73
yaleB35 75 0.00099 64 0.7 45 0.00099 8 0.73
yaleB36 72 0.00099 64 0.71 42 0.00098 8 0.73
Table 4.4: CPU times (in seconds) after solving shadow removal problems up to a fixed tolerance
using the standard Frank-Wolfe Thresholding algorithm and its multilevel variant. For all experiments
we used 2 levels for the multilevel algorithm.
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problem AltProj ML-AltProj
dimensions rank sec f ⋆ error(L⋆) error(S⋆) sec f ⋆ error(L⋆) error(S⋆)
1 5000× 100 2 6.3 6.5 74 10 46 1 0.85 0.02
2 5000× 100 5 12 10 113 8.5 50 1 1 0.02
3 5000× 1000 2 42 14 105 5 80 1.4 1.1 0.02
4 5000× 1000 5 61 15 144 7 70 2 1 0.03
Table 4.5: CPU times (in seconds), achieved objective function values and relative errors from ground
truth after running AltProj and ML-AltProj on non-convex robust PCA problems with synthetic data
until 10−7 convergence error.
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Figure 4.4: Comparing the relative errors during AltProj and ML-AltProj iterations. The first two
columns give relative errors compared to the ground truth (L0,S0), and the third column gives fea-
sibility gaps (FG) during iterations. Each row corresponds to synthetic data of following dimension
and rank as given in Table 4.5.
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Problem
CPU time (sec) Low Rank Sparse
AltProj ML AltProj ML-AltProj AltProj ML-AltProj
highway 9.9 7.4
rank =1 rank = 1 FG = 0.3 FG = 0.2
copymachine 79.4 21.3
rank = 1 rank = 1 FG = 0.5 FG = 0.4
walk 580.7 332.7
rank = 1 rank = 1 FG = 1.6 FG = 1.6
gates 1045 466
rank = 2 rank = 2 FG = 1.6 FG = 1.5
Figure 4.5: Examples from solving video background extraction problems via non-convex AltProj
and ML-AltProj methods. Both AltProj and ML-IALM run until convergence with 10−7 error. Each
row corresponds respectively to highway (48 × 64 × 400), copy machine (48 × 72 × 3, 400), walk
(240 × 320 × 794) and gates (240 × 320 × 1, 895) videos from top to bottom. With each frame we
also report the respective rank of the low rank component and the feasibility gap (FG): ‖D − L −
S‖F/‖D‖F .
pair compares the CPU running times (in seconds), and achieved low-rank and sparse components
from each algorithm. As the table shows that both algorithms find visually very similar solutions,
however ML-AltProj does it in much less time.
And finally, we test the algorithms for shadow removal problems on the same Yale B database. Here
as well, we run both algorithms until convergence with 10−7 error. The results are reported in Table
4.6. As it was in all previous examples, the multilevel algorithm converges to a similar solution in
less computational time, however in this case the difference is smaller, since these are very small
problems and can be solved quickly with very high accuracy. Interestingly, in this case as well,
the Alternating Projections method fails for some cases. For the Yale B02 individual the low-rank
component contains large amount of noise, while the multilevel version correctly separates the face
from strips.
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Original
time Low Rank Sparse
AltProj ML-AltProj AltProj ML-AltProj AltProj ML-AltProj
34 25
Yale B01 rank = 9 rank = 9 FG = 4 · 10−4 FG = 2 · 10−4
36 29
Yale B02 rank = 9 rank = 9 FG = 4 · 10−4 FG = 2 · 10−4
35 26
Yale B10 rank = 9 rank = 9 FG = 4 · 10−4 FG = 2 · 10−4
Figure 4.6: Examples from solving facial shadow removal problems via the non-convex alternating
projections (AltProj) and multilevel alternating projections (ML-AltProj) algorithms on samples from
croppedYale B database (96×84×65). We run both methods until convergence with 10−7 error. With
each experiment we also report the required CPU times in seconds, respective ranks of the low-rank
component and the feasibility gaps (FG): ‖D− L− S‖F/‖D‖F . for each method
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4.7 Conclusion
In this chapter we developed a generic multilevel framework for solving robust PCA type problems.
We applied the approach on three state of the art optimisation algorithms.
The first algorithm is a multilevel variant of the well-known inexact augmented Lagrange method (or
more generally, ADMM), called ML-IALM. We proved that ML-IALM converges to an approximate
solution, with approximation error being small for many computer vision problems, including those
studied here. To the best of our knowledge this is the first time when an ADMM with approximate
steps was proven to converge.
Our second algorithm is a multilevel variant of the well known Frank-Wolfe method modified to be
most efficient for CPCP problems. We showed that this multilevel algorithm also converges to the
solution of the CPCP problem with the same rate as its standard counterpart, while have much lower
per iteration complexity.
The third method is based on the alternating projection algorithm designed for the non-convex formu-
lation of robust PCA. In this case we did not give a formal convergence proof, leaving it for the future
research. However we showed that the each iteration of the ML-AltProj method gives a good approx-
imate projection. Moreover, we showed on many numerical examples that the multilevel alternating
projections method is not only significantly faster, but also in many situations it can solve problems
where its standard counterpart fails.
We tested all three algorithms methods on various synthetic and real life problems. The results clearly
show that the multilevel algorithms are not only several times faster (especially on larger problems),
but also can often solve problems that their standard counterparts cannot.
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Chapter 5
Discussion
5.1 Summary
The aim of this thesis was to develop, implement and test multilevel optimisation algorithms for some
of the most important computer vision problems. We started the thesis with a chapter dedicated to
the background theory required for the subsequent chapters. Specifically, we had discussions about
the convex composite optimisation model, algorithms for solving it and how many statistical machine
learning and computer vision problems can be modelled as a convex composite minimisation problem.
The first project of the thesis was aimed to solve large convex composite optimisation problems and
specifically facial recognition problems that previously could not be solved due to the lack of efficient
algorithms. Based on the observation that facial recognition problems (as many others in computer
vision) can be modelled using varying degrees of fidelity we proposed a multilevel algorithm. It uses
techniques from several well known optimisation algorithms, namely gradient descent and mirror de-
scent, thus its name - multilevel accelerated gradient mirror descent algorithm (MAGMA).We showed
that MAGMA converges to a solution with the best generally possible convergence rate having much
cheaper per iteration complexity. Moreover, as we demonstrated on several facial recognition prob-
lems, MAGMA is up to a magnitude times faster than the state of the art.
The second chapter was dedicated to developing multilevel optimisation algorithms for the well-
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known robust PCA model. In fact, we proposed three state of the art methods, i) multilevel inexact
augmented Lagrange method of multipliers, ii) multilevel Frank-Wolfe Thresholding method, and iii)
multilevel non-convex alternating projections method. We first showed that the algorithms converge
to a (approximate) solution and require much less computational time that their standard counterparts.
We also performed comprehensive numerical experiments to demonstrate that the large advantage that
multilevel methods have.
5.2 Future Work
Although the two projects of the thesis are self content and complete, there are ways to improve them.
First, we used smoothing and line search techniques for MAGMA in Chapter 3, since choosing a step-
size is not clear for the multilevel versions of accelerated first order methods. However, smoothing not
only makes the method more complicated, but also limits its applicability to problems where either
smoothing or line search is expensive. For instance, MAGMA in its current form is not applicable
for robust PCA, since it would require several full SVDs for each iteration to determine the best step
size. Thus it is extremely interesting to see if it is possible to extend FISTA or APG to use multilevel
updates.
Second, we did not proof the convergence of the non-convexmultilevel alternating projectionsmethod,
instead only showing that its each iteration gives a good approximation. This is clearly only a heuris-
tic, though a very good one as we showed on several synthetic and real problems. However, it should
be possible to show that ML-AltProj converges to perhaps an approximate solution using similar
techniques as in [NNS+14].
And finally, it would be very interesting to see multilevel algorithms applied to other vision problems.
They have already been applied to deblurring [PLRR14, Par17] and photoacoustic tomography, but
there are much more problems that have the potential to greatly benefit much more efficient multilevel
methods. More interestingly, we showed in Chapter 4, the same multilevel technique can be applied
within very different methods largely improve all of them. So another interesting research direction
would be developing more multilevel algorithms. This has partly been done by my colleagues Chin
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Pang Ho [Ho16] and Juan Campos [Sal17].
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Appendix A
List of acronyms
Here we give an index of acronyms used in the thesis.
acronym full name
AGM accelerated gradient mirror descent
ALM augmented Lagrange multipliers
AltProj alternating projections
APCG accelerated randomised proximal coordinate gradient method
BP basis pursuit
BPD basis pursuit denoising
CD coordinate descent
CPCP compressive principle component pursuit
DALM Dual Proximal Augmented Lagrangian Method
DEC dense error correction
DFG distance generating function
ERM empirical risk minimisation
FG feasibility gap
FISTA fast iterative shrinkage thresholding algorithm
FR face recognition
FW Frank-Wolfe
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FWT Frank-Wolfe thresholding
IALM inexact augmented Lagrange method of multipliers
ISTA iterative shrinkage thresholding algorithm
IT iterative thresholding
LASSO least absolute shrinkage and selection operator
MAGMA multilevel accelerated gradient mirror descent algorithm
ML-AltProj multilevel alternating projections
ML-FW multilevel Frank-Wolfe
ML-FWT multilevel Frank-Wolfe thresholding
ML-IALM multilevel inexact augmented Lagrange method of multipliers
PDIPA primal dual interior point method
PCA principle component analysis
PCG pre-conditioned conjugate gradient
RPCA robust principle component analysis
SG stochastic gradient
SVD singular value decomposition
SVRG stochastic variance reduced gradient
SVT singular value thresholding
TNIPM truncated Newton interior-point method
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