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The non-classicality of single quantum systems can be formalised using the
notion of contextuality. But can contextuality be convincingly demonstrated in
an experiment, without reference to the quantum formalism? The operational
approach to contextuality due to Spekkens requires finding operationally equi-
valent preparation procedures [1]. Previously these have been obtained by
demanding indistinguishability under a set of measurements taken to be tomo-
graphically complete. In the language of generalised probability theories, this
requires the ability to explore all the dimensions of the system’s state space.
However, if the true tomographically complete set is larger than the set as-
sumed, the extra measurements could break the operational equivalences and
hence eliminate the putative contextuality. Such extra dimensions could arise
in post-quantum theories, but even if quantum theory is exact there can be
unexpected degrees of freedoms due to imperfections in an experiment. Here
we design tests of contextuality that are immune to this effect for a given num-
ber of extra measurements in the tomographically complete set, even if nothing
is known about their statistics. This allows contextuality to be demonstrated
with weaker assumptions.
. . . as we know, there are known knowns; there are things we know
we know. We also know there are known unknowns; that is to say
we know there are some things we do not know. But there are
also unknown unknowns: the ones we don’t know we don’t know.
Donald Rumsfeld, Department of Defense news briefing, 2002
1 Introduction
Many of the ways in which quantum theory departs from classical intuitions can be form-
alised and unified by the notion of contextuality [2, 3]. To understand contextuality, it
is helpful to take Spekkens’ view [1], which defines a noncontextual model as one where
whenever two operational procedures (like pressing some sequences of buttons in the lab)
produce indistinguishable results, then the model should describe the procedures identic-
ally at the ontological level. If this is not possible, so that the model is proven to have a
fundamental degeneracy at the ontological level, it is said to be contextual.
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However, even the most careful experimental demonstration of such contextuality to
date [4] relies on a key assumption: that a tomographically complete set of preparations
and measurements were achieved.1 This allows the determination of which procedures are
indistinguishable. If the assumption is false, then operational equivalences may evaporate
and the experiment may admit a noncontextual model.
For a simple example with a qubit, imagine an experimenter was only aware of the
measurements represented by real-valued POVM elements. In other words, the experi-
menter believes the Pauli X and Z measurements form a tomographically complete set.
Then the experimenter would believe preparations correpsonding to the two eigenstates of
the Pauli Y are operationally equivalent. If the two preparations could be shown to differ
at the ontological level, the experimenter would claim to have demonstrated contextual-
ity. But this conclusion would be mistaken, because the two preparations are not in fact
operationally equivalent, indeed a measurement of Pauli Y can distinguish them perfectly.
In more realistic examples, the experimenter will have a firm grasp of quantum theory
but may have underestimated the dimension of their system (perhaps due to unexpected
non-Markovian interaction with the environment), or quantum theory might not provide
an exact description at all.
To ameliorate this difficulty, we will develop tests of contextuality that still work even
if there are a certain number of unknown procedures in the tomographically complete set.
In particular, we focus on preparation contextuality and consider a scenario where the
true tomographically complete set consists of some of the measurements which can actually
be performed (Rumsfeld’s "known knowns") but also a known number of measurements
whose statistics remain completely unknown ("known unknowns"). This prevents identi-
fying any two given preparations as operationally equivalent, because they may differ on
the unknown measurements. Nevertheless, we find that we can sometimes prove that oper-
ationally equivalent preparations must exist (which preparations they are depends on the
statistics of the unknown measurements), and are able to ground a proof of contextuality
on such partially-characterised equivalences.
The remaining loophole is of course that the number of unknown measurements may in
fact be larger than assumed (the excess being the dreaded "unknown unknowns"). But even
the interpretation of “loophole free” Bell experiments depends on discounting certain logical
possibilities (such as correlations between measurement settings and hidden variables) on
the grounds of physical implausibility [5]. The potential power of our results is that any
analogous plausibility arguments for contextuality experiments need only provide some
bound on the total number of measurements in a tomographically complete set, whereas
before our results it seemed necessary to rule out the existence of any measurements at all
that were not characterised by the measurements that were actually done.
Our main technical results are as follows:
• We show in section 3.3 that for any finite number of additional measurements, there
is a proof of contextuality (using known measurements as on a qubit) that works
regardless of the statistics of the unknown measurements. However, this proof uses
a large number of preparations and measurements that must be almost noiseless.
• For the simplest case of one unknown measurement, in section 3.4 we construct a
more experimentally-friendly proof that uses the minimal numbers of preparations
and measurements.
1In the language of generalised probabalistic theories, this requires knowing the dimension of the state
space.
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• For any finite number of additional measurements, in section 3.5 we provide an al-
gorithm able to confirm that contextuality can be shown using a given set of statistics
for the known measurements.
2 Setting and framework
2.1 Operational description of experiments
An operational theory is defined by indexing all the procedures that an experimenter
could (in principle) implement. These can include: a set of measurementsM, where each
measurementM ∈M has associated outcomesKM ; preparations P; other transformations.
Note that there is not necessarily a fundamental physical difference between preparations,
transformations and measurements; the distinction may just be a practical one.
The underlying causal model behind a prepare-and-measure protocol assumes that the
choice of preparation is independent of the choice of measurement, and that the outcome
may depend on both,
P
M
}
−→ KM .
2.1.1 Probabilistic descriptions
In order to make probabilistic statements, agents must assume that they can implement the
same procedure independently many times. In this case we lift the observed measurement
frequencies to probability distributions P e(k|P,M),2 as KM becomes associated with a
random variable KM ,
P
M
}
P e(k|P,M)−−−−−−−−→ KM .
For the purpose of this work it is also helpful to consider settings where the experimenter
may have access to an external source of randomness that enables arbitrary probability
distributions Q(P ) to be used by the experimenter to choose a preparation.
?
Q(P )−−−−−−−→ P
M
 P e(k|P,M)−−−−−−−−→ KM ,
so we have a convex combination of the original P e,
P e(k|PQ,M) =
∑
P
Q(P ) P e(k|P,M).
2.1.2 Operational equivalence
We say that two preparations are operationally equivalent if we cannot distinguish them
through the measurements specified by the experiment. Here we will be particularly in-
terested in distributions Q(P ) and Q′(P ) leading to operationally equivalent preparations
PQ and PQ′ :
P e(k|PQ,M) = P e(k|PQ′ ,M) ⇔∑
P
Q(P ) P e(k|P,M) =
∑
P
Q′(P ) P e(k|P,M), (1)
2P e stands for experiment/empirical probabilities.
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a. M1
M2
P1
P2P4
P3
Pm
b.
Figure 1: Operational equivalences. We represent the measurement statistics of n preparations
and m binary measurements as n points in a m-dimensional vector space (Eq. 2). a. Four preparations
and two measurements: the convex hulls of {P1,P4} and {P2,P3} (dashed lines) intersect. The point
of intersection Pm corresponds to an operational equivalence. b. The same preparations, one extra
measurement: the operational equivalence was lifted. In other words, measurement M3 allows us to
distinguish the two mixtures Pm and P′m.
for all M ∈M and k ∈ KM .
2.2 Tomographic completeness
The notion of a tomographically complete set of measurements is also an operational one,
and relative to a set of preparations P. The idea is that there exists a subset of measure-
mentsMC ⊂M which determine the statistics of all the other measurements inM. That
is, for any measurement M ∈M, there exists a deterministic function fM satisfying
P e(k|P,M) = fM (k, {P e(k′|P,M ′)}k′∈KM′ ,M ′∈MC ),
for all outcomes k ∈ KM and preparations P ∈ P. To ensure the right behaviour under
convex mixtures, fM (k|·) must be a linear function [6, 7].3
For finite fixed sets of preparations, claims that a set of measurements is complete can
be experimentally falsified by finding a measurement for which no such f exists.
2.3 Geometric representation of measurement statistics
We consider a setting where P consists of n preparations, and m binary measurements
form a tomographically complete set. The measurement statistics of each preparation Pi
may be fully described by the m-dimensional vector [6, 7]
Pi =

P e(0|Pi,M1)
P e(0|Pi,M2)
...
P e(0|Pi,Md)
 ∈ [0, 1]⊗m. (2)
(Since we are considering binary measurements, P e(1|P,Mj) = 1 − P e(0|P,Mj), so we
only need the probability of outcome 0 to define the space.) Let us call the set of all such
3Analogously, given a fixed set of measurementsM, an operational theory may have a notion of tomo-
graphically complete set of preparations. Since this is only needed to find equivalent measurements (as for
“measurement noncontextuality”), we will not need to refer to this concept explicitly.
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vectors PM := {Pi}i ⊂ [0, 1]⊗m. Adding a new unknown measurement toMC corresponds
to increasing the dimension of the vector space where PM lives by one.
The measurement statistics of any convex combination of preparations will lie in the
convex hull of PM, as
P e(0|PQ,M1)
P e(0|PQ,M2)
...
P e(0|PQ,Md)
 =

∑
iQ(Pi) P e(k|Pi,M1)∑
iQ(Pi) P e(k|Pi,M2)
...∑
iQ(Pi) P e(k|Pi,Md)
 =
∑
i
Q(Pi) Pi ∈ Con(PM),
where Con(S) denotes the convex hull of a set S of vectors. In particular, tomographic
completeness ensures that operational equivalence of two preparation mixtures Q and Q′
can be expressed as ∑
i
Q(Pi) Pi =
∑
i
Q′(Pi) Pi. (3)
This corresponds to finding two subsets of PM whose convex hulls intersect, as shown in
Fig. 1a.
2.4 Ontological models
Ontological models form a simple framework for describing physical systems underlying
an operational description. In particular, it is assumed that between preparation and
measurement the system has a complete description λ, called the ontic state. It is further
assumed that the dependence of the measurement outcome on the preparation procedure
is mediated by λ. Hence we consider the causal structure
P −−→ Λ
M
}
−−→ KM .
Ontological models may be non-deterministic: for example, the mapping between de-
scriptions and elements of the underlying theory could be done by probabilistic maps or
non-probabilistic embeddings. In this work we will consider probabilistic models, of the
form
P µ(λ|P )−−−−−−−−→ Λ
M
 P t(k|λ,M)−−−−−−−−−−→ KM ,
so that the observed statistics can be decomposed as
P e(k|P,M) =
∫
Λ
dλ µ(λ|P ) P t(k|λ,M).
When the preparation is chosen according to some Q(P ) we obtain the model
?
Q(P )−−−−−→ P µ(λ|P )−−−−−−→ Λ
M
 P t(k|λ,M)−−−−−−−−−→ KM ,
which results in
P e(k|PQ,M) =
∑
P
Q(P ) P e(k|P,M)
=
∑
P
Q(P )
∫
Λ
dλ µ(λ|P ) P t(k|λ,M).
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2.5 Noncontextuality
The assumption of noncontextuality [1] can be summarised as “operational equivalence
implies ontological equivalence.” Here we focus on preparation noncontextuality, which
applies this to the case of operationally equivalent preparations. We start from operational
equivalence between two distributions Q and Q′,
P e(k|PQ,M) = P e(k|PQ′ ,M) ⇔
⇔
∑
P
Q(P ) P e(k|P,M) =
∑
P
Q′(P ) P e(k|P,M) ⇔
⇔
∑
P
Q(P )
∫
Λ
dλ µ(λ|P ) P t(k|λ,M) =
∑
P
Q′(P )
∫
Λ
dλ µ(λ|P ) P t(k|λ,M),
for all M ∈M and k ∈ KM . Noncontextuality is the assumption that this implies∑
P
Q(P ) µ(λ|P ) =
∑
P
Q′(P ) µ(λ|P ), (4)
for all λ ∈ Λ. Notice that (4) always implies the operational equivalence. The justification
for noncontextuality is that ontological equivalence is the best explanation for operational
equivalence: the preparations cannot be distinguished because the resulting systems have
identical properties.
3 Results
3.1 Robust proofs of contextuality need additional preparations
Before constructing proofs of contextuality that work in the face of unknown measurements,
we first show that a price must be paid in terms of the number of (known) preparations.
Theorem 1. Consider a setup with n preparations andm known measurements, such that
if the known measurements are tomographically complete the scenario does not admit a
noncontextual model. Suppose all n preparations are crucial to the contextuality: any
n − 1 of them alone admit a noncontextual model. If the true tomographically complete
set in fact includes an additional binary measurementM∗, then there exists an assignment
of probabilities to M∗ allowing a noncontextual model for all n preparations.
Proof. The assignment is as follows: M∗ always returns the first outcome for n− 1 of the
preparations and always returns the second outcome for the final preparation.
We can now construct a noncontextual model as follows. By assumption there exists a
noncontextual model with ontic state space Λ˜ for the original measurements on the n− 1
preparations. We can then specify that M∗ gives the first outcome for any ontic state in
that model:
P t(k|λ,M∗) = δk0 ∀λ ∈ Λ˜. (5)
This model therefore reproduces the correct operational predictions for any of the meas-
urements, includingM∗, on the first n−1 preparations. Next, supplement this model with
an additional ontic state λ∗ that is prepared with certainty by the final preparation Pn,
i.e. µ(λ∗|Pn) = 1. Set
P t(k|λ∗,M) = P e(k|Pn,M), (6)
so that the operational probabilities for Pn are trivially reproduced.
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Now we argue that this extended model, with state space Λ = Λ˜∪ {λ∗}, is noncontex-
tual. Suppose two distributions Q and Q′ give rise to operationally equivalent mixtures:∑
iQ(Pi)Pi =
∑
iQ
′(Pi)Pi. Then in particular, they are equivalent on the second outcome
of M∗: ∑
i
Q(Pi)P e(1|Pi,M∗) =
∑
i
Q′(Pi)P e(1|Pi,M∗), (7)
and recalling that by construction P e(1|Pi,M∗) = δin this gives Q(Pn) = Q′(Pn) := q.
Except in the trivial case Q = Q′, we must have q < 1. Subtracting qPi from each side of∑
iQ(Pi)Pi =
∑
iQ
′(Pi)Pi we find
n−1∑
i=1
Q(Pi)Pi =
n−1∑
i=1
Q′(Pi)Pi, (8)
and dividing through by 1− q gives a normalized operational equivalence. Hence we can
apply the noncontextuality of the model for the first n− 1 preparations to conclude that
n−1∑
i=1
Q(Pi)µ(λ|Pi) =
n−1∑
i=1
Q′(Pi)µ(λ|Pi) ∀λ ∈ Λ˜. (9)
By construction µ(λ|Pn) = 0 for all λ ∈ Λ˜ and so we in fact have
n∑
i=1
Q(Pi)µ(λ|Pi) =
n∑
i=1
Q′(Pi)µ(λ|Pi) ∀λ ∈ Λ˜. (10)
Finally, µ(λ∗|Pi) = δin, so
n∑
i=1
Q(Pi)µ(λ∗|Pi) = Q(Pn) = Q′(Pn) =
n∑
i=1
Q′(Pi)µ(λ∗|Pi), (11)
and we have established ontological equivalence for all λ ∈ Λ.
Iterating this result means that every time we add an additional unknown measurement
to the tomographically complete set, we must add at least one more preparation to have
any hope of proving contextuality.
3.2 Robust proofs of contextuality may need additional measurements
We also find there can be a price in terms of known measurements. Specifically, if for some
m we want a proof of contextuality that works for a tomographically complete set of size
2m − 1 (or greater), then at least m+ 1 known measurements are required.
Theorem 2. Consider a setup with m known binary measurements. If the true tomo-
graphically complete set contains at least 2m − 1 binary measurements, then there exists
an assignment to the unknown measurements allowing a noncontextual model.
Proof. Consider the trivial ontological model with 2m ontic states where each ontic state is
a deterministic assignment to measurement outcomes (i.e. a function from measurements
to outcomes), and the distribution over the ontic states is just the product of the P e for
each measurement:
µ(λ|P ) =
∏
M
P e(λ(M)|P,M). (12)
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Consider the 2m − 1 (possibly unknown) measurements {Mλ} that ask “is the ontic
state λ or not?” for the first 2m − 1 ontic states:
P e(0|P,Mλ) = µ(λ|P ). (13)
Notice that the m known measurements are linear functions of the statistics of the {Mλ},
because they simply ask which of two subsets the ontic state is in. Hence we can take the
2m−1 measurements {Mλ} to be our tomographically complete set, and then the model is
clearly preparation noncontextual because the operational statistics of these measurements
(plus normalisation) uniquely determine the distribution over ontic states.
3.3 General result: no finite number of additional measurements allows a noncontextual
model of a qubit
We now turn to the main problem: constructing a proof of contextuality that allows for
unknown measurements in the tomographically complete set. First note that by the results
of Ref. [8], if there exists a noncontextual model for a finite number of preparations and
measurements then there exists a model with a finite number of ontic states. Hence the
following reformulation of the problem will be useful.
Lemma 3. Suppose Λ is finite. Associate each preparation Pi with a vector µi =
(µ(λ1|Pi), µ(λ2|Pi), . . . ). Let k be the affine dimension of {µi}. Then there must be
at least k measurements in a tomographically complete set in order for the model to be
preparation noncontextual.
Proof. By preparing the corresponding convex combinations of the {Pi}, we can prepare
any distribution over ontic states in the convex hull of the {µi}. By preparation noncon-
textuality, each member of the convex hull must correspond to operationally inequivalent
preparations, i.e. give different predictions for at least one measurement in the tomo-
graphically complete set. Since mapping from µi to measurement probabilities is linear,
each measurement can only distinguish the vectors in one direction, and so we need at
least k measurements. If one of those measurements is a linear combination of the others,
it won’t provide a new direction, so the k measurements must be linearly independent.
Hence the size of a tomographically complete set of measurements, which spans the set of
measurements, must be at least k.
We can obtain one bound using the following rather trivial lemma.
Lemma 4. Let M be a (0, 1)-valued matrix with rank k. Then the number of distinct
rows in M is at most 2k.
Proof. Take k columns that span the columns of M . In each row there are 2k possible
entries in those columns. Take two rows that have the same entries in those columns.
Since the other columns are just linear combinations of the spanning columns, they will
also have the same entries in those two rows.
Theorem 5. For any k ∈ N there exists 2k preparations and measurements, with statistics
compatible with a qubit model, that would require k measurements in a tomographically
complete set for a preparation noncontextual model.
Proof. We use essentially the same properties of a qubit as [9]. Take n = 2k non-orthogonal
pure states as the preparations. Let the measurements be the projections onto those states.
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For each preparation Pi (with corresponding measurement Mi), form a vector of length
|Λ| whose components vj are 1 where P t(0|λj ,Mi) = 1 and 0 otherwise. µi must be
zero wherever v is zero, because projection onto the same state is guaranteed to succeed.
Meanwhile the µi′ with i′ 6= i must have some non-zero components where v is zero,
because projection onto a different state fails some of the time. Hence the {µi} vary in
the direction of v.
Now consider a new value of i, and form the corresponding v. This must be distinct
from the previous one, because it must be 1 wherever µi is non-zero, whereas, as argued
above, the previous one had at least zero component where µi is non-zero.
Taking the v for all values of i as rows of a matrix M gives a 2k × |Λ| (0, 1)-valued
matrix where every row is distinct. Hence by Lemma 4 the rank of M is at least k. So
the {µi} vary in at least k linearly independent directions, i.e. have an affine dimension
at least k and so Lemma 3 applies.
Notice that the dependence of known preparations and measurements on unknown
measurements is exponential. The argument stated above requires certain probabilities
(the projection of a state onto itself) to be exactly 1, but in Appendix B we give a version
that works provided probability of the projection onto a state failing is  < 14η
2, where
η is the smallest probability of a projection onto a different state failing (this will shrink
with k because some pairs of states will be close together, and it may be smaller than the
quantum prediction due to noise).
3.4 Example: a more economical proof for the simplest case
As argued in Ref. [10], the simplest scenario for a standard proof of preparation contex-
tuality is when two binary measurements form a tomographically complete set, and there
are four preparations. Hence we now consider adding one unknown measurement to this
scenario. Our aim is then to find a proof of contextuality that is still valid regardless of
the statistics of the unknown measurement. Since all four preparations are essential, the
result of Section 3.1 tells us we will need to consider an additional (known!) preparation.
Similarly, the result of Section 3.2 tells us that two known binary measurements requires
at most 22− 1 = 3 binary measurements in the tomographically complete set to guarantee
a noncontextual model, whereas we want to show at at least 4 are required. Hence we
will need an additional known measurement. It will turn out we can make do with an
additional known measurement whose statistics are a function of the first two known ones,
so this additional known measurement is not required for a tomographically complete set.
In short, we consider here a scenario with five preparations with three binary meas-
urements in the tomographically complete set – two known and one unknown. We also
consider a third known measurement, not part of the tomographically complete set.
The preparations will approximately be pure states evenly spaced around the edge of
the rebit Bloch circle, thus forming a pentagon that is approximately regular (Fig. 2). By
applying a simple geometrical argument, Lemma 8 in Appendix A, we see that, even with
the unknown additional measurement, the convex hull of some triple of the states must
intersect the convex hull of the remaining pair:
paPa + pbPb = pαPα + pβPβ + pγPγ . (14)
One of (Pα, Pβ), (Pβ, Pγ) or (Pγ , Pα) must be adjacent vertices of the pentagon, we take
the convention that it is (Pα, Pβ). We can define the probability pαβ = pα + pβ and a new
preparation Pαβ = pαpαβPα +
pβ
pαβ
Pβ to obtain the operational equivalence
paPa + pbPb = pαβPαβ + pγPγ . (15)
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We are now back to four preparations and hence we can apply the inequality from
Ref. [10]. If that inequality is violated then there is no noncontextual model even with
the additional measurement. However, without knowing the statistics of the additional
measurement we don’t know the equivalence (14) and so we need to check the inequality
is violated for all of the possible equivalences of this form.
Define xi = P e(0|Pi,M0) − P e(1|Pi,M0) and yi = P e(0|Pi,M1) − P e(1|Pi,M1). The
noncontextuality inequality in Ref. [10], subject to (xa, yb), (xγ , yγ), (xb, yb) and (xαβ, yαβ)
being the vertices of a convex quadrilateral in clockwise order [10, Section III], is:
det

xa ya xa + ya − 1 1
xγ yγ −xγ + yγ + 1 1
xαβ yαβ xαβ − yαβ + 1 1
xb yb −xb − yb − 1 1
 ≤ 0. (16)
By the definition of Pαβ , xαβ = pαpαβ xα +
pβ
pαβ
xβ and yαβ = pαpαβ yα +
pβ
pαβ
yβ . And since
determinants are linear in each row, we have
det

xa ya xa + ya − 1 1
xγ yγ −xγ + yγ + 1 1
xαβ yαβ xαβ − yαβ + 1 1
xb yb −xb − yb − 1 1
 =
pα
pαβ
det

xa ya xa + ya − 1 1
xγ yγ −xγ + yγ + 1 1
xα yα xα − yα + 1 1
xb yb −xb − yb − 1 1
+ pβpαβ det

xa ya xa + ya − 1 1
xγ yγ −xγ + yγ + 1 1
xβ yβ xβ − yβ + 1 1
xb yb −xb − yb − 1 1
. (17)
Hence it suffices to check for a violation of (16) in the two extreme cases Pαβ = Pα and
Pαβ = Pβ , i.e. we need
Vi := det

xa ya xa + ya − 1 1
xγ yγ −xγ + yγ + 1 1
xi yi xi − yi + 1 1
xb yb −xb − yb − 1 1
 > 0 (18)
for i = α and i = β.
In the ideal case of pure states and projective measurements of the Pauli X and Z
matrices, (xi, yi) = (sin θi, cos θi), with θi =
(
1
5ni +
1
20
)
2pi and, for example, (na, nb, nα, nβ, nγ) =
(1, 3, 4, 0, 2), as in Fig. 2. Notice that for any values of pα and pβ we have that (xa, yb),
(xγ , yγ), (xb, yb) and (xαβ, yαβ) are the vertices of a convex quadrilateral in clockwise order
and so (16) applies and we can check its violation using Vα and Vβ as argued above. For
these ideal statistics we obtain
Vα =
1
4
(
5
√
5−
√
10
(√
5 + 5
)
+ 5
)
≈ 1.9 > 0 (19)
and
Vβ =
1
4
(
5
√
5− 2
√
5
(
2
√
5 + 5
)
+ 5
)
≈ 0.6 > 0. (20)
For an actual experiment the two Vi can simply be calculated from (18).
We say “for example” above because we have no control over which preparations appear
in (14). We can enumerate the possible a, b, α, β, γ as follows. Firstly Pa can be any of
10
xi
yi
−1 1
−1
1
β
a
γ
b
α
αβ
Figure 2: The ideal statistics as displayed using (xi, yi) for the first case considered. The dotted circle
shows all the possibilities for X and Z measurements according to quantum theory (i.e. a slice of
the Bloch sphere). The four brown preparations are those to be plugged into the noncontextuality
inequality, but it is only known that Pαβ is some convex combination of the known preparations Pα
and Pβ shown in green.
the 5 preparations. Pb must be non-adjacent to Pa, which gives a factor of two. However,
the difference between a and b is merely conventional, so we can always take the shortest
path around the pentagon from Pa to Pb to be clockwise. Pγ is then whichever preparation
is between Pa and Pb on that path. This leaves two preparations which must be Pα and
Pβ , again the assignment is conventional and so we adopt the convention that the shortest
path from Pα to Pβ is clockwise. We can summarise these conventions by saying that Pa
can be any of the five preparations, and (Pa, Pγ , Pb, Pα, Pβ) are arranged clockwise. The
example of the previous paragraph indeed follows this convention.
We have already considered na = 1 above. Let us now consider the remaining four
possibilities, as illustrated in Fig. 3. If (na, nb, nα, nβ, nγ) = (2, 4, 0, 1, 3) we swap the
role of the X and Z measurements, and flip the outcome of the Z measurement, so that
(xi, yi) = (− cos θi, sin θi) giving
Vα = 5−
√
5
2
(
5−√5
)
≈ 2.4 > 0 (21)
and Vβ like (19). (This and all the transformations considered below preserve orientation,
here because det
(
0 −1
1 0
)
= 1 > 0, and thus the condition on the ordering of the convex
quadrilaterals needed for the validity of the argument in the first case is unaffected.)
If (na, nb, nα, nβ, nγ) = (3, 0, 1, 2, 4) we can leave X and Z as in the first example, but
flip the outcomes of both measurements, so that (xi, yi) = (− sin θi,− cos θi) giving Vα as
in (19) and Vβ like (21).
If (na, nb, nα, nβ, nγ) = (4, 1, 2, 3, 0) we can again swap the role of X and Z, this time
flipping the outcome of the X measurement, so that (xi, yi) = (cos θi,− sin θi) giving values
of Vα and Vβ the other way round than the first example.
The most difficult case is (na, nb, nα, nβ, nγ) = (0, 2, 3, 4, 1). No post-processing of the
X and Z measurements gives positive Vα and Vβ . This is where we need the additional
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Figure 3: The other four cases of which equivalence is preserved by the unknown measurement, left
to right in the same order as considered in the text. The top row shows the original (xi, yi) similarly
to Fig. 2. The bottom row shows the result of the transformation described for that case in the
text. Notice that all the transformation are orientation-preserving and thus the ordering of the relevant
quadrilateral’s vertices are preserved, whilst the individual vertices are restored to similar positions as
in Fig. 2 to ensure the noncontextuality inequality is violated. Notice also that in the final case the
transformation distorts the dotted curve because the two measurements are no longer represented by
orthogonal directions in the Bloch sphere.
known measurement. We now consider a measurement at an angle 310pi along with Z so
that (xi, yi) =
(
sin
(
θi + 310pi
)
, cos θi
)
giving
Vα =
5
8
(
3
√
10− 2√5− 2√5− 2
)
≈ 0.4 > 0 (22)
and
Vβ =
5
4
(√
2
(√
5 + 5
)
−√5− 1
)
≈ 0.7 > 0. (23)
3.5 An algorithm for checking arbitrary statistics
Consider the state space of functions from (known) measurements to outcomes, i.e. de-
terministic assignments λ(M) = k. For a preparation P we define the assignment polytope
∆P of distributions consistent with P ’s statistics, i.e. distributions µ(λ) such that for all
measurements M : ∑
λ
δkλ(M)µ(λ) = P e(k|P,M). (24)
Clearly this is nonempty because, we have e.g. µ ∈ ∆P where µ(λ) = ∏M P e(λ(M)|P,M).
∆P is defined by linear inequalities (positivity) and the linear equality (24). The first step
of the algorithm is to convert this into a list of vertices, using e.g. CDD [11].
The second step is, for every pair of disjoint subsets {Pi1 , Pi2 , . . . } and {Pj1 , Pj2 , . . . },
to use a simple linear program (based on the lists of vertices) to check if corresponding
convex hulls Con({∆Pi1 ,∆Pi2 , . . . }) and Con({∆Pj1 ,∆Pj2 , . . . }) intersect.
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Theorem 6. If the above algorithm finds there are no intersections, there is no noncon-
textual model.
Proof. In Ref. [8] it is shown that for a finite number of measurements and outcomes,
without loss of generality a noncontextual model can be built from a finite set of ontic
states, namely the vertices of the “noncontextual measurement-assignment polytope”.
Since we are not considering any restrictions from measurement noncontextuality, the lat-
ter is just the polytope of arbitrary conditional probability distributions, whose vertices
are the deterministic assignments.
So suppose there is a noncontextual model for the entire scenario (known and un-
known measurements), which, by the above, we can take to use deterministic assignments.
We can then coarse-grain this model by identifying ontic states that give the same out-
comes for the known measurements (i.e. they differ only in their assignments to unknown
measurements), assigning the coarse ontic states probabilities equal to the sum of the
probabilities assigned to the corresponding original states. The coarse-grained model will
no longer necessarily be able to reproduce the statistics of the unknown measurements, but
any preparations that were operationally equivalent for all of the measurements will still
have the same distribution in the coarse-grained model. The predictions for the known
measurements will still be correct, meaning the distributions over ontic states satisfy (24).
Suppose we have n ≥ d + 2 preparations, where d is the dimension of the state space
including the unknown measurements. Then by Lemma 8 we know that there are disjoint
set of preparations whose convex hulls intersect, i.e. some mixture of preparations piPi in
the first set is operationally equivalent to some mixture of preparations qiPi in the second.
Consider the coarse-grained noncontextual model, with shorthand µi(λ) = µ(λ|Pi). Since
we know that µi ∈ ∆Pi , and
∑
i piµi =
∑
i qiµi, the convex hulls of the ∆Pi with pi > 0
must intersect the convex hull of the ∆Pi with qi > 0. Note that we have to check all the
disjoint sets because we don’t know which one Lemma 8 will give.
4 Conclusions
Contribution. Although determining if two preparations are operationally equivalent
requires access to a tomographically complete set, we have shown that the statistics from
an incomplete set can be enough to determine that there exist operationally equivalent
preparations, and furthermore that we can know enough about that equivalence to be sure
that it cannot be represented noncontextually. This shows that the most significant as-
sumption made in previous experimental tests of contextuality can be significantly relaxed.
It is not necessary to be able to perform a tomographically complete set of measurements,
but merely to know how large such a set might be.
We can give a concrete example of a possible application of our results.4 Consider a
recent paper which applies the concept of tomographic completeness to experimental data
[12]. An anonymous referee pointed out that there are reasons (e.g. [13]) to think that for
the simplest systems, the number of measurements in a tomographically complete set may
be related to the dimension of physical space. This number might not be three. For ex-
ample, string theory suggests that, despite appearances, the number of spatial dimensions
is in fact 9, 10 or 25. The referee argued that the same mechanisms that make those spatial
dimensions hard to observe could also make the extra measurements hard to implement
(e.g. those measurements would involve rotating systems into the extra dimensions). In
short, we could have reasons to suspect that systems which appear to behave like qubits
4This example was suggested by Rob Spekkens.
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(in particular, 3 binary measurements being tomographically complete) may in fact be
described by a theory with up to 25 measurements in the true tomographically complete
set. Our results would, in principle, allow a noncontextual model of such a theory to be
excluded just using the qubit-like statistics we can already access.
Directions and open questions. The number of preparations and known measure-
ments used in the proof of Theorem 5 is exponential in the number of unknown measure-
ments. The only lower bound we have is from Section 3.1, namely that at least one extra
preparation is required for each unknown measurements, i.e. a linear relationship. It would
be good to reduce this gap. In particular, a more efficient proof, perhaps a generalisation
of the results in Section 3.4, would be useful for experiments and any applications of this
form of contextuality.
It would also be useful to clarify the relation between Theorem 5 and Hardy’s proof
that there are no ontological models of a qubit using a finite number of ontic states [9].
Theorem 5 is logically a strengthening of Hardy’s result because if there was a model
with k ontic states then k − 1 binary measurements in the tomographically complete set
would be enough to determine the ontic state and hence ensure a noncontextual model
(we used a similar argument in Section 3.2). There cannot be a simple argument in the
other direction because it is trivial to increase the number of ontic states used in a model
without increasing the number of measurements required for a noncontextual model, for
example by duplicating every ontic state and splitting the probabilities assigned to each
equally. But even though our result is logically stronger, our proof uses exactly the same
features of a qubit’s statistics as [9]. This leads to the question of whether any set of
statistics that gives a version of Hardy’s result also gives a version of ours. One could ask
much the same question for other results that can be viewed as bounds on the number
of ontic states required to model some scenario [14], such as classical dimension witnesses
[15, 16] and memory requirements from Kochen-Specker contextuality [17, 18]. If such a
translation is possible, it may enable a solution to efficiency problem discussed above.
We only showed in Theorem 6 that our computational algorithm gives a sufficient
condition for being able to demonstrate contextuality. It would be useful to understand in
what circumstances, if any, the lack of intersections is a necessary condition.
Finally, it is of course crucial for the application of our results to search for more
examples of physical reasoning that might bound the number of unknown measurements
in an experiment.
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A Geometrical Lemma
First we recall Carathéodory’s theorem [19].
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Figure 4: Illustration of Lemma 8. We start from a set of four points, S = {x1, . . . , x4} and a point
x = (0.2, 0.6) in the interior of Con(S). This point admits the decomposition x = 0.3 x1 + 0.5 x2 +
0.1 x3+0.1 x4. By Carathéodory’s theorem (Theorem 7), x also admits a decomposition into the yellow
simplex, x = 0.2 x1 +0.6 x2 +0.2 x3. The two decompositions are not disjoint, but Lemma 8 allows us
to find a new point y with disjoint decompositions. To do so, first we compare the two decompositions
and subtract the smallest terms, (0.3 − 0.2) x1 + (0.5 − 0.5) x2 + (0.1 − 0.1) x3 + (0.1 − 0.0) x4 =
(0.2− 0.2) x1 + (0.6− 0.5) x2 + (0.2− 0.1) x3, that is 0.1 x1 + 0.1 x4 = 0.1 x2 + 0.1 x3. Next, we
renormalize this new point, y = (0.1 x1 + 0.1 x4)/0.2 = (0.1 x2 + 0.1 x3)/0.2 = (0.5, 0.5). We found
a decomposition into two disjoint simplices, generated by {x1, x4} and {x2, x3}.
Theorem 7 (Carathéodory). Let S be a set of points in Rd. Then every point in the
convex hull of S is also contained in a simplex whose vertices are at most d+ 1 points of
S,
x ∈ Con(S) =⇒ ∃ A ⊆ S : x ∈ Con(A) & |A| ≤ d+ 1.
This gives the following useful Lemma.
Lemma 8. Let S = {xi}ni=1 be a set of n ≥ d + 2 points in Rd. Then there exist two
disjoint subsets of points whose convex hulls intersect,
∃ A,B ⊂ S : A ∩ B = ∅ & Con(A) ∩ Con(B) 6= ∅.
Furthermore, |A|, |B| ≤ d+ 1, that is Con(A) and Con(B) are simplices.
Proof. We take a point in the convex hull of S, x = 1/n∑ni=1 xi. By Carathéodory’s
theorem, there exists a subset of at most d + 1 points whose convex hull contains x. We
have
x =
N∑
i=1
1
n
xi =
d+1∑
i=1
bixi.
To find disjoint subsets of extremal points, we subtract∑i min(1/n, bi) xi from both sides,∑
i:1/n>bi
(1/n− bi)xi =
∑
i:1/n<bi
(bi − 1/n)xi.
Now we renormalize to obtain a valid point
y = 2∑
i |1/n− bi|
∑
i:1/n>bi
(1/n− bi) xi = 2∑
i |1/n− bi|
∑
i:1/n<bi
(bi − 1/n) xi.
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Finally we apply Carathéodory’s theorem to each decomposition, to ensure that we end
up with two disjoint simplices.
B Noise tolerant proof of Theorem 5
As before, take n = 2k non-orthogonal pure states as the preparations. Let the meas-
urements be the projections onto those states. For each preparation Pi (with correspond-
ing measurement Mi), form a vector vi of length |Λ| whose λ-th component is 1 where
P t(1|λ,Mi) < η2 and 0 otherwise.
Now, the sum of the components of µi where vi is zero (i.e. P t(1|λ,Mi) ≥ η2 ) must be
less than or equal to  2η , because projection onto the same state fails with probability at
most . By assumption  2η <
η
2 . On the other hand for j 6= i, the sum of the components
of µj where vi is zero must be at least η2 , because projection onto the i-th state fails at
least η of the time, and the terms where vi is one can contribute at most η2 to that. Hence
the {µi} vary in the direction of vi.
By the definition of η we have P e(1|Pi,Mj) ≥ η for all j 6= i. Suppose there was j 6= i
with vi = vj . We have that
η ≤ P e(1|Pi,Mj) =
∑
λ
P t(1|λ,Mj)µi(λ). (25)
Consider first the terms of the above sum where the corresponding component of vi is 1:∑
λ|vi(λ)=1
P t(1|λ,Mj)µi(λ) ≤ η2
∑
λ|vi(λ)=1
µi(λ) ≤ η2 . (26)
This leaves the terms whose corresponding component is 0:
∑
λ|vi(λ)=0
P t(1|λ,Mj)µi(λ) ≤
∑
λ|vi(λ)=0
µi(λ) ≤
∑
λ|vi(λ)=0
2
η
P t(1|λ,Mi)µi(λ)
≤ 2
η
∑
λ
P t(1|λ,Mi)µi(λ) = 2
η
P e(1|Pi,Mi) ≤ 2
η
, (27)
where we have used that P t(1|λ,Mi) ≥ η2 for such λ and the definition of η. Putting these
back into (25) gives η ≤ η2 + 2η and thus  ≥ 14η2. Hence if  < 14η2 there cannot be a j 6= i
with vi = vj .
We now conclude as in the noiseless case. Taking the {vi} for all values as rows of
a matrix M gives a 2k × |Λ| (0, 1)-valued matrix where every row is distinct. Hence by
Lemma 4 the rank of M is at least k. So the {µi} vary in at least k linearly independent
directions, i.e. have an affine dimension at least k and so Lemma 3 applies.
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