We present three di erent architectures that make use of analog VLSI velocity sensors for detecting the focus of expansion, time to contact and motion discontinuities respectively. For each of the architectures proposed we describe the functionality of their component modules and their principles of operation. Data measurements obtained f r om the VLSI chips developed demonstrate their correct performance and their limits of operation.
1: Introduction
Analog velocity sensor circuits have been thoroughly investigated in the past years 19, 2 , 1 , 7 , 4 , 1 7 , 5 . Nonetheless, researchers were unable to obtain a device that would simultaneously be compact, robust to background brightness level, insensitive t o s t i m ulus contrast and have a wide, unambiguous, range of speed selectivity. Recently novel velocity sensors that are sensitive to low contrast stimuli, independent o f c o n trast for intermediate and high contrast values, selective t o o ver 3 orders of magnitude of velocity a n d o ver 2 orders of magnitude in light irradiance have been proposed 13, 1 1 . These sensors being extremely compact, we are at a point n o w in which w e can actually integrate such sensors at a system level and apply them to realtime machine-vision applications that require specialpurpose parallel hardware for computing motion across the entire image. Since analog circuits are limited by low precision in the values of their state variables, we target applications that rely on integrative features of the optical ow eld rather than on the precise value of its vectors. Speci cally, i n t h i s p a p e r w e present three di erent a r c hitectures that make use of the velocity sensor de ned as facilitate and sample in 13 for focus of expansion, time to contact and motion discontinuity detection respectively.
2: Focus of Expansion
During observer motion through the environment, the velocity v ectors of the optical ow eld generated in an instant of pure translational motion are radial in nature and expand out from a point that corresponds to the direction of heading, also referred to as the focus of expansion FOE 6 . By choosing a particular applica- tion domain, such as for example the one of vehicle navigation, we can use a-priori information and make a ssumptions that simplify the problem of FOE detection in general cases. Speci cally, f o r v ehicle navigation, we can restrict our analysis to pure translational motion taking advantage of the fact that it is possible to compensate for the rotational component of motion using lateral accelerometer measurements from other sensors often already present on the vehicle. Furthermore, being interested in determining, and possibly controlling, Figure 2 . Block diagram of the analog VLSI architecture for determining the FOE position for an observer translating in a xed environment the heading direction mainly along the horizontal axis, we can greatly reduce the complexity of the problem by considering one-dimensional arrays of velocity sensors.
In such a case, where only the horizontal component of the optical ow v ectors, obtained from pure translational motion in a xed environment, is measured, the problem of detecting the FOE reduces to detecting the point in which the optical ow v ectors change direction. Coding such v ectors with positive v alues for one direction and negative v alues for the opposite direction, the problem then is to detect the zero-crossing in the data array. Ideally, using this convention, the velocity v ectors of an object translating toward an array o f v elocity sensors should yield a result as the one shown in Fig. 1 . To analyze the computational properties of the optical ow for typical vehicle navigation scenes in real cases, we performed software simulations on sequences of images obtained from a camera with a 64 64 pixel silicon retina placed on a moving truck.
Such simulations revealed that real image sequences may generate erroneous optical ow v ectors that give rise to spurious zero-crossings, arising from noise in the input images, extreme lighting conditions, sparseness of the data or noise in the state variables e.g. due to device mismatch of the hardware implementation 9 . To account for such errors and select the zerocrossing corresponding to the correct FOE position we designed, simulated and implemented the architecture shown in Fig. 2 . The input stage of this architecture is a 1-D array of 25 elementary velocity sensors. Each velocity sensor has a di erential output with one terminal for the preferred direction of motion and the other for the non-preferred direction of motion, such that stimuli moving in the preferred direction will cause an output proportional to the speed of the stimulus on the rst terminal and a null output on the second terminal and vice versa for stimuli moving in the opposite direction. This di erential signal is then fed into a wide-range transconductance ampli er operated in the subthreshold domain. The output current o f e a c h ampli er will hence be proportional to the hyperbolic tangent of the di erential voltage input 14 . At this stage the output current, which can be both positive or negative, is half-wave recti ed so that the positive part of the current is copied into one branch of the architecture and the negative part is copied into the other branch. Having separated positive and negative parts of the currents, we can perform spatial smoothing on both parts using two separate resistive networks 3 . Following the smoothing stage there is the zerocrossing detection stage, which is implemented by u sing a summing correlator" circuit: negative currents from one velocity sensor are inverted and fed into one terminal of the circuit and positive currents from the neighboring velocity sensor are fed in the other terminal of the circuit so that the co-presence of low negative c u r r e n ts from one unit and high positive currents from the neighboring unit is signaled. Since more than one zero-crossing could be detected at a given time the summing-correlator circuits are connected to a winnertake-all network with lateral excitation 15 . Lateral excitation facilitates units close to the chosen winner and inhibits units farther away. T h us the network selects the zero-crossing with maximum steepness closest to the previously selected unit. This operation is extremely useful since it accounts for the fact that generally the FOE doesn't jump abruptly from one part of the image to another but shifts smoothly in time.
The velocity sensors used as input stage of the architecture are based on a minor modi cation of the ones described in 12 . Speci cally, the part of the circuit that has been modi ed is the one de ned in 12 a s the pulse-shaping circuit. The pulse-shaping circuit is responsible for generating two t ypes of pulses at the onset of a voltage pulse at its input node: the rst one should be a slowly decaying pulse whereas the second one should be a sharp fast pulse used to sample the slowly decaying pulse generated from a neighboring velocity sensor. Since the original circuit is unable to reliably generate sharp and high enough fast pulses for extremely low v elocities lower than approximately 17m=s, we designed a new pulse-shaping circuit, using 5 additional transistors and a small capacitor of 60fF, able to respond also to such r a n g e s o f v elocities. This operation was necessary because stimulus velocities close to the FOE position can be extremely low see Fig. 1 . To evidence the modi cations made to the circuit, both its original and modi ed versions are shown in Fig. 3. Fig. 4 shows the shape of the fast pulses for both circuits for a typical stimulus velocity in the top trace and for an extremely low stimulus velocity in the bottom trace. As shown, in the latter case the fast pulse of the original pulse-shaping circuit is low t o a p o i n t that could be insu cient t o a c t i v ate the sample-and-hold circuit used to sample the slowly decaying pulse. The remaining circuits used in the proposed architecture are very compact and operate in current mode i.e. signals are represented as currents whereas voltages play only a minor role. The circuit used to rectify the current generated from the wide-range transconductance ampli er that codes for the direction of motion is shown in Fig. 5a . The resistive networks that implement the smoothing operation are implemented using one transistor per node operated in the subthreshold domain. The summing correlator" circuit that is responsible for the zero-crossing detection is shown in Fig. 5b . This circuit behaves as an analog AND gate: if either one of two inputs is zero i.e. below a set threshold no current can ow through transistor M1, hence the output is switched o , whereas if both input currents are above the threshold, transistors M10 and M11 are turned on and the output is activated. The output current then corresponds to the sum of the two input currents. The threshold value that determines the minimum input current from both terminals necessary to activate the output can be controlled by changing the voltage on the node CBias. Figure 7 . Data obtained from measurements of the output current of the transconductance ampli ers, having provided a random moving stimulus as input bottom trace, from the output of the half-wave rectifying circuits middle trace and from the resistive networks top trace. The currents are scanned out and converted o chip with a linear current to voltage converter and displayed using di erent bias voltages as reference.
To test the functionality of the proposed architecture we designed two di erent c hips. The rst chip contains the circuitry from the velocity sensor array u p to the resistive networks see Fig. 7 , while the second chip has as input stage an array of transconductance ampli ers, with one terminal connected to a common line and the other to external potentiometers, and contains the circuitry up to the winner-take-all network.
The top trace of Fig. 8 shows the output of the array of correlator circuits for the input con guration shown on the bottom trace. As shown, the output of the correlator circuits is proportional to the steepness of the zero-crossings for those cases in which the currents from neighboring units code for expanding stimuli while contracting cases are neglected. This will allow the winner-take-all network to select the correct FOE position and, by means of the lateral excitation, lock on to it in time. 
3: Time to contact
Another quantity that can be extracted from an optical ow eld obtained with analog VLSI velocity sensors is the time to contact with an object that partially or completely covers the visual eld. The time to contact is de ned as the time it would take t h e o b s e r v er to collide with the object, if the relative v elocity b e t ween observer and object would remain constant. The time to contact is thus a very useful quantity for navigation systems, especially in the case of motion in a rigid environment. For translatory motion with a relative s p e e d v of the observer with respect the object, the time to contact is given by
where d is the distance between object and observer measured along the direction of relative motion. The time to contact is therefore the inverse of the rate of looming v=d.
Behavioral and electro-physiological evidence supports the hypothesis that the time to contact is used to trigger landing responses in ies and birds and escape responses in a variety of animals including humans 21 . For translatory motion towards a planar 100 m µ motion computation photodiode direction selection current mirror output Figure 9 . Layout of an analog VLSI chip for t h e determination of time to contact. The 12 pairs of photoreceptors arranged on two concentric circles with radii of 400 m resp. 600 m a re coupled to 12 velocity-sensing elements that estimate the radial components of the optical ow eld. The pulse-shaping circuits and motion circuits are located in the central part of the chip and the direction-selection circuits are located on the left and right sides. Their output currents are summed for each direction outward and inward and subtracted using a current mirror to yield the nal output that is inversely proportional to the time to contact.
The size of the layout is 1.6 mm 1.6 mm.
surface perpendicular to the optical axis of the imaging system, the velocity eld V in the image is linear and its divergence r V is thus constant across the sur- where N denotes the number of elements on the circle and V k the radial velocity components at the locations of the elements. We implemented such a circuit on a VLSI chip with 12 radially-oriented velocity-sensing elements. The layout of this chip is shown in Fig. 9 . The photodiodes of the velocity-sensing elements are arranged on two concentric circles with radii of 400 m and 600 m r espectively. The size of the layout is 1.6 mm 2 . T h e output voltage of each v elocity-sensing element i s u s e d to control a subthreshold transistor current. Since this voltage is logarithmically-dependent o n v elocity, the current is proportional to velocity and the sum of the velocity components can be calculated by aggregating the currents from all elements on two lines, one for outward motion and one for inward motion, and taking the di erence of the total currents. The resulting bidirectional output current is then an inverse function of the signed time to contact.
The circuit yields reasonably accurate estimates of the time to contact for an approaching or receding pattern of high-contrast concentric rings centered on the focus of expansion and for a spiral stimulus on a rotating disk that simulates approaching or receding motion. Fig. 10 shows the averaged output current in response to the spiral stimulus as a function of simulated time to contact with a theoretical t. The stimulus was projected onto the chip via a microscope lens under incandescent room illumination, such that the simulated focus of expansion was approximately centered with respect to the photodiode circles. The expected inverse relationship of output current and time to contact is qualitatively observed and the sign expansion or contraction is robustly encoded. However, the deviation of the output current from its average can be substantial. Since the output voltage of each v elocity-sensing element gradually decays due to leak currents and since the spiral stimulus causes a serial update of the velocity values along the array, a step change in the output current is observed upon each update, followed by a s l o w decay. The e ect is aggravated, if the individual elements measure signi cantly di ering velocities. This is generally the case, because the focus of expansion is often not centered on the sensor and because of inaccuracies in the velocity measurements due to circuit o sets, noise, and the aperture p r oblem 20 . Nonetheless, due to the integrative c haracter of the algorithm, more robust results may be expected from stimuli with higher edge densities and arrays with a larger number of sensing elements, so that reasonable estimates for the time to contact in more general scenes should be obtained.
4: Motion discontinuities
Segmentation of images into di erent objects and a background is an important step in most image processing systems. In dynamic environments, objects can be segregated by their di erent apparent v elocities with respect to the observer. These are either induced by motion parallax due to motion of the observer or by independent motion of the objects. For reasonably fast motions, segmentation based on motion discontinuities is less error-prone in complex environments than segmentation based on extracted edges. It therefore lends itself well to implementation in navigation systems mounted on rapidly-moving platforms. Motion discontinuities can be extracted from an array o f velocity-sensing elements by comparing the velocities measured by n e i g h boring elements. Figure 11 . Schematic diagram of the motion discontinuity detection circuitry for a pair of adjacent velocity-sensing elements. The absolute value of the di erence of the output voltages is compared against a threshold set by the thr bias voltage for both directions of motion. If the di erence exceeds the set threshold for o n e or both directions of motion, a current signal is output.
We implemented a circuit that nds motion discontinuities in a one-dimensional image and outputs current signals at their locations. It uses a linear array o f velocity-sensing elements as a front e n d . T h e v oltage outputs of pairs of adjacent elements are compared for both directions of motion separately. If the absolute value of the voltage di erence for either direction of a pair exceeds a set threshold, a current is activated at the location of the pair, signaling a discontinuity. T h e value of this current is a monotonic function of the speed di erence, that saturates at large di erences. If the voltage di erence remains below the threshold, the current remains shut o . The threshold is set with a bias voltage to exceed the xed-pattern and temporal noise of the velocity-sensing array for uniform image motion. For testing purposes, the output currents at the di erent locations along the array are scanned o the chip using an on-chip scanner, passed through a linear current-to-voltage converter, and displayed on an oscilloscope. The array c o n tains 24 velocity-sensing elements with a pitch o f 6 0 m, giving 23 discontinuity measurements. The total size of the circuitry is ogy. Fig. 12 shows a scope trace of the circuit response to a black bar translating in front o f a b a c kground of uniformly moving black and white stripes. The two current peaks mark the locations of the edges of the black bar. The velocity di erence was large enough to saturate the output currents at the edge locations. The data of Fig. 12 was taken with the bar moving in the same direction as the background, but the same type of signal was measured for opposite directions of motion of bar and background. For uniform image motion no output was observed. If we consider a resistive n e t work connecting the outputs of neighboring velocity-sensing elements to smooth out random noise and circuit o sets, we can use the motion discontinuity signals to diminish or eliminate the amount of smoothing across object boundaries by increasing the local resistance or by opening switches at their locations respectively 10, 8 . With such a feedback a r c hitecture it would be possible to implement smoothing and segmentation simultaneously. Due to the analog nature of the discontinuity signals, they could be used to vary the local resistance of the network in such a w ay that the smoothing gradually decreases with increasing velocity di erence. This would correspond to a weighting of smoothing and segmentation depending on the con dence level for the presence of an object boundary. I f t h e v elocity di erences to be segmented are signi cantly above the o set and noise levels, binary switches can be used in conjunction with a l o w-resistivity n e t work, so that the velocities of the di erent objects in the image can be robustly measured through averaging, and their boundaries can be determined accurately at the the same time. Work is in progress to implement s u c h s c h e m e s o n c hip.
5: Conclusions
We described three analog VLSI architectures that make use of robust elementary velocity sensors to selectively integrate features of the optical ow eld for detecting the focus of expansion, time to contact and motion discontinuities. By choosing applications that rely on integrative properties of the optical ow, we demonstrated how it is possible to use these compact, low-power smart-vision chips for stand-alone applications. The chips developed have been fabricated using old and low-cost 2m VLSI technology. By using more aggressive technologies it would be possible to enhance the performance of the architectures proposed e.g. by increasing the pixel resolution and apply them to industrial applications.
