Abstract-The current work deals with the efficient physical design of patch antennas given the desired parameters like resonant frequency , feed point position , substrate thickness , relative permittivity , input impedance (= + ), and efficiency . Based loosely on the analogy of perception of the human brain, a neurocomputing network has been designed, consisting of two distinct phases, namely, the training phase and the application phase. The training phase accepts as input the exhaustive set of the said parameters for patches of different shapes and sizes and determines the optimized processors (processors that adequately define the information topology of the input data set) from the exhaustive training instances using a set of information extracting self-organizing neural networks. The outputs of the training phase are sets of processors, being the number of different shapes of patches taken into consideration. The application phase determines the shape and size of a microstrip antenna when its desired parameters are presented to the network as the external input. This is achieved by comparing the external input with each set of processors, hence determining the cost due to each comparison. A cost matrix is thus formed which when passed through an optimization network gives the best match and hence the shape and shape determining attributes of the patch whose parameters had been passed as external input.
I. INTRODUCTION
R ECENTLY, nonlinear neural optimization networks have been used for the analysis of microstrip patch antennas [1] - [3] . Microstrip patches have become very popular due to their many advantages such as small size, low cost and wide usage in conformal structures. The analyses of microstrip antennas are complicated and exhaustive. In this work, an attempt has been made to obtain the best-suited patch shape and size corresponding to the specified parameters of the patch for a particular application. The analyses of the patch antennas have been done by cavity model [4] , [5] to generate the data for the training of the nets. After proper training, the optimization network completely bypasses the repeated analysis of the patch antennas.
This work, in a loose sense, uses the analogy of perception of the human brain to solve an otherwise very difficult problem of ascertaining the shape along with the measure of the shape determining attributes (SDA) of a patch antenna when the desired parameters are given. SDA for a particular shape of a patch antenna may be defined as the attributes necessary and suffi- cient for specifying the shape. However, these attributes might not be unique. As for example, radius is the SDA of a circular patch antenna while any one side is the SDA for a square patch antenna. Equivalently, any one diagonal might also be considered as the SDA for a square patch antenna. In order to use the stored knowledge to face an unknown situation decisively, the neural nets have been resorted to. The proposed network uses two distinct phases-the training phase and the application phase (vide Fig. 1 ). The training phase utilizes a set of information extracting self-organizing neural networks (IESONN) [6] to extract and store the relevant information from the exhaustive set of inputs consisting of the different parameters of patches of all possible shapes and sizes while the application phase uses a modified Hopfield-like optimization network [7] , [8] to decide the best suitable match for the unknown input using the knowledge stored by the IESONNs.
II. TRAINING PHASE
This section deals with the phase responsible for extracting meaningful information from a huge multidimensional data set. For the purpose, the IESONN [6] has been resorted to. The IESONN is a variant of the Kohonen's self-organizing feature map (SOFM) [9] , [10] . The SOFM has a fixed neighborhood topology as a result of which the topology of the input pattern cannot be completely adapted [10] , [11] . Hence, it is necessary to implement a dynamic change in the network topology. Though, several variants of the SOFM were reported in different contexts [11] - [14] , yet in almost all of them, the weights specify the clusters or vector centers of the set of input vectors such that the point density function of the vector centers tends to approximate the probability density function of the input vectors [9] . As a result, these algorithms do work well to explore structures in cases of multidimensional data sets only when the data points are uniformly distributed. The IESONN will be considered here as it overcomes this drawback and has properties most beneficial for the purpose of the present work.
The IESONN is initialized with a very small number of noninterconnected processors, the weight corresponding to each of which assumes random initial values. Each feature vector, presented to the IESONN, is associated with an input vector from the dimensional input space, and an output vector from the dimensional output space. The weight vectors of the processors, having exactly the same input/output dimensions as the features, are updated iteratively on the basis of the feature vectors in , being the set of feature vectors defining the neighborhood of a processor initially. It might be noted that is initialized to contain the entire set of feature vectors but as time proceeds, will dynamically shrink to define a specific neighborhood unique for each processor. On convergence, a set of processors whose weight vectors efficiently represent the informative features of the exhaustive input set is obtained. From each IESONN in the memory of the proposed network (vide Fig. 1 ), we obtain a set of such weight vectors.
In IESONN model, initially the topology is completely data driven. The net grows in size by means of a certain processor evolution mechanism [9] , given by (1) where is the gain term which decreases with , denote the set of processors and is the weight vector for the processor at the time . At time instant , is presented to the net. All the processors compete and two weight vectors and are selected such that
Thereafter modifies the weight vector according to (1) . However, is also modified according to (1) but with a lesser gain if and only if it lies within the neighborhood defined by at that time instant . In this process the modification of the weights is continued, the weights tend to approximate the information content of the feature set in an orderly fashion. The limiting weight vectors define the ordering. One presentation each of all the vectors makes one sweep consisting of iterations. After one sweep is completed, the iterative process for the next sweep starts again from through . Several sweeps make one phase. One phase is completed when the weight vectors of the current set of processors converge, that is, when (4) where and are the iteration numbers at the end of two consecutive sweeps and is a predetermined small positive quantity that decreases with each phase exponentially. After the completion of a phase, connectivity is assigned to the processors. For each pair of weight vectors, say and , the number of feature vectors is calculated for which is the nearest and is the second nearest. Thus the entire space spanned by the feature vectors is partitioned with respect to the weight vectors and the cardinality of the partitions is stored in the form of a matrix, say . If , being a predefined threshold, then a link between the processors and is established.
After the completion of a particular phase, a new phase starts with the introduction of a new processor. The eigen values of the correlation matrix of each partition is computed and a new processor is introduced in that partition which has the minimum principal eigen value among all the partitions. The correlation matrix provides a measure of the correlation among the different dimensions of all the elements in the partition. It might be inferred that better the correlation is, lesser is the information content in the partition [6] . This process continues until there are enough processors to represent the informative structure of the multidimensional data set under consideration. In [6] , Banerjee provides a detailed discussion on the various issues related to the IESONN and how information might be interpreted for practical purposes like in the present problem.
III. APPLICATION PHASE
The application phase is a decision making phase, the decision being achieved by deploying a continuous Hopfield-like optimization network [8] . An optimization network [7] , [15] - [19] can be used to solve discrete combinatorial optimization problems like the Travelling Salesman Problem (TSP). The current phase utilizes an altogether new approach for determining the best suitable match using parallel computation. Solutions of this form are unique and at the same time elegant for two specific reasons. First, the cost matrix, formed for the purpose of parallel computation, has an immense information storing capability. In fact all the information available about the parameters of the patches participating in the training phase is contained in the matrix which thus helps in efficient interpretation. Secondly, once the cost matrix is formed, a parallel computation algorithm based on the lines of Hopfield and Tank's optimization network [7] , [8] , [15] allows fast and easy interpretation of the stored information. So, the current section focuses on two main aspects-information storage in a cost matrix and interpretation of the stored information using an optimization network.
The correct decision is achieved by matching the input parameters of the external input with each set of weight vectors obtained from the IESONNs and associating a cost with each, reflecting the degree of each match. These costs form a twodimensional (2-D) cost matrix, which is presented to the input of the optimization network. The energy function of the network is designed such that on convergence, a 2-D matrix having exactly one element as unity and all others zero is obtained, the unity element giving the best match out of all the matches. Such a matrix is obtained by minimizing the energy function of the optimization network, where is specifically designed to meet the requirements of the problem as follows: (5) see (6) at the bottom of the page.
is the cost due to matching the external input with the th output of the IESONN corresponding to the th shape and are constants to be determined, . The first two terms in (5) have minima if the sum over all outputs equals either 1 or 0 for only one row and one column respectively. The third term has minima if all are either 1 or 0 and, together with the first two terms, it enforces the constraints. The fourth term in (5) is simply the overall cost of a particular solution given the constraints are met. The last term further reinforces the above constraints by ensuring that there exists only a single 1 in the matrix at convergence. Furthermore, it is common to use constant factors , , , , and as additional parameters in (5). These parameters have the effect of "weighing" the constraints and the cost-function and allow a fine-tuning of the performance [16] .
For mapping (5) into an optimization network, the values for the connections and the external inputs are to be derived. First, extending the notation of the Liapunov function to two dimensions, we obtain (7) By comparing (7) and (5) it follows after some algebraic transformations that if
where is the Kronecker delta defined by if otherwise. (8) and (9), the equations of motion for the network may be given as follows: (11) The cost function designed for the matching purpose may be given by (12) if the external input matches with the th output of the IESONN corresponding to the th shape otherwise. where is the mode number, is the resonant frequency, is the relative permittivity, is the input impedance, is the feed point position, is the substrate thickness while denotes the efficiency of the antenna under consideration as the external input. The subscript " " refers to the th output of the IESONN corresponding to the th shape.
, are constants to be determined and are dependent on the nature of influence of a particular parameter on the physical shape of the antenna. Now this cost function is applied to evaluate the cost matrix for storing the information obtained from the IESONNs after the training phase is over. The cost matrix that is to be formed here will, in general, not be a square matrix. In fact one will be unable to predict the number of rows of the matrix beforehand as it will be formed dynamically after the training phase. The columns of the cost matrix contain information about the different shapes while the rows contain those of sizes. Table II shows an example of a typical cost matrix.
Once the cost matrix has been formed, the task of efficient interpretation of the information stored therein is achieved with the help of the optimization network, the initial concept of which was originated by Hopfield and Tank [7] and later modified by many [16] - [19] . The reasons for the use of such a network are manifold. First, it allows parallel computation and, hence, reduces considerable time in case of large cost matrices i.e., it helps to provide the required interpretation in real time. Second, the proposed model will be adaptive to changes in costs and variation in the number of patch sizes and shapes. Finally, it is highly fault-tolerant.
An advantage of the proposed model is that it maps the data (here defined by ) into the biases rather than into the neural interconnections [16] , [17] . This is due to the fact [18] , [20] , [21] that the data terms are associated with linear rather than quadratic expressions in the energy function, given by (5) . One advantage of the proposed representation scheme is flexibility reflected by the fact that costs 's and the network topology information can be changed through the biases. Since, in this case, we do not have to modify the internal parameters of the neural net architecture, then the proposed algorithm can adapt rapidly to changes in network topology and costs. This will make the algorithm very attractive to operate in real time. Another advantage is that the interconnection strengths do not depend on a particular training or input pattern. Hence, the neural network can find the best solution by properly choosing the input biases as given in (8) and (9). In addition the connection matrix of the proposed algorithm is simple and requires minimal connections.
IV. RESULTS
Given the initial neurons' input voltages 's at time , the time evolution of the state of the optimization network is simulated by numerically solving (11) . This corresponds to solving nonlinear differential equations, where the variables are the neurons' output voltages 's. To achieve this, the Predictor-Connector method was chosen since it is sufficiently accurate and easy to implement. Accordingly, the simulation consisted of observing and updating the neuron output voltages at incremental time steps . In addition, the time constant of each neuron is set to 1 without any loss of generality and for simplicity, it is assumed that all independent of the subscript [17] . Simulation has shown that a good value of is 10 . Reducing this tolerably small value increases the simulation time without improving [5] the results. Another important parameter in the simulation is the neuron's initial input voltage 's. Since the neural network should have no apriori favor for a particular code, all the 's should be set to zero. However, some initial random noise will help to break the symmetry caused by symmetric network topology [17] . The simulation is stopped when the system reaches a stable final state. This is assumed to occur when all neuron output voltages do not change by more than a threshold value of from one update to the next. At the stable state each neuron is either ON or OFF . One major issue related to the efficiency of the Hopfield model in solving combinatorial optimization problems is the lack of rigorous guidelines in selecting appropriate values of the energy function coefficients [16] , [17] . A trial and error approach, along with intuition, has been extensively applied throughout the literature.
Experimentally, it has been found that there is a compromise between choosing a small or a large value of the neural transfer parameter . While a large gives rise to a fast neural response for which the solution is not always a global minimum, a small yields a slower response which can guarantee an optimum solution. In order to allow the neurons' dynamics to wander freely in their state space [17] in the search for the global minima, is chosen to be 0.25. The simulated neural algorithm is run quite a few times using different patch shapes and sizes.
Simulations had been performed using circular, semi-circular, elliptical, triangular and rectangular patches. Data have been generated for these patches over a range of and . After training the IESONNs, some of the external inputs presented to the network along with the corresponding outputs from the network are shown in Table I . Unless otherwise stated, in all the observations, TE or TM modes have been used with in megahertz, in ohm, in ohm, in centimeters, in centimeters and measure of the SDA in centimeters.
As for example, in the first observation , , MHz, , , , cm, and cm. At convergence, the output of the optimization net indicated that a square patch antenna having each side length equal to 11.3 cm best suits the external input parameters. This exactly matches with Lo's report [5] . Thus the proposed network successfully interprets the shape and measure of the SDAs from the stored information. It Table I were not included in the exhaustive set of inputs presented to the IESONNs at the start of the training phase. The number of iterations required for the application phase to converge varies between 10 and 50. It generally depends on the dimension of the cost matrix as well as on the elements of the cost matrix. Larger the dimensions, more iterations are required. Also, if the relative differences of the elements of the cost matrix are lesser, number of iterations increases. However, the network always converged within two seconds in a Pentium III 733 MHz PC. Hence, the network is suitable for real time applications. Thus the proposed network works similar to human perception with respect to interpretation from previously stored knowledge. Again, the elegance of this network lies in the fact that it bypasses all complex calculations in determining the shapes and measure of the SDAs in real time. Moreover, a network to determine the shape of a patch antenna that would be suitable for the given set of parameters is perhaps the first of its kind.
V. DISCUSSION
The results show that the performance of the proposed neural architecture is efficient with respect to accuracy as well as speed. In case of the problem under consideration, the neural network has been properly designed (through careful choice of the weighing coefficients) to guarantee convergence to valid solutions which are often global minima. This is also supported by earlier results where it was found that neural networks with linear cost functions perform much better than those with quadratic cost functions. Further, although it is intended to solve a problem which is by far simpler than the nondeterministic polynomial time (NP) complete TSP, the Hopfield energy function inherits a key problem, namely the growing tendency to converge toward an invalid final stable state as the network size gets larger [16] , [22] . But fortunately, here, this problem was not encountered because our constraints were much loosely bound. However, the number of iterations required for valid convergence was considerable until an adaptive nature of the increment was resorted to [19] . was initialized at 0.0005 and gradually decreased to provide time for finer convergence using the following rule: iterations (13) As a result of this adaptive increment, our algorithm converged within 50 or lesser iterations with the stable states occurring at 0.9999 or, 0.0000.
VI. CONCLUSION
Thus an elegant solution to the problem of generalized physical design of microstrip patch antennas is proposed, exploiting the synergism of a set of IESONNs and a modified Hopfield type optimization network. The proposed model combines many features, such as a very good convergence and scaling properties, a relatively low programming complexity, an ability to operate in real time and to adapt to changes in network topology and costs. From the simulation results, obtained with different degrees of problem complexity, it can be concluded that the proposed model is both efficient and effective in determining the shape and the measure of the SDA corresponding to the unknown input.
