The multimesh finite element method is a technique for solving partial differential equations on multiple non-matching meshes by enforcing interface conditions using Nitsche's method. Since the non-matching meshes can result in arbitrarily cut cells, additional stabilization terms are needed to obtain a stable variational formulation. In this contribution we extend the multimesh finite element method to the Navier-Stokes equations based on the incremental pressure correction scheme. For each step in the pressure correction scheme, we derive a multimesh finite element formulation with suitable stabilization terms. The overall scheme yields expected spatial and temporal convergence rates on the Taylor-Green problem, and demonstrates good agreement for the drag and lift coefficients on the Turek-Schafer benchmark (DFG benchmark 2D-3). Finally, we illustrate the capabilities of the proposed scheme by optimizing the layout of obstacles in a channel.
Introduction
A variety of physical processes that are relevant in science and engineering can be described by partial differential equations (PDEs). To find numerical approximations to the solution of these PDEs, a wide range of discretization methods relies on meshes to discretize the physical domain. To be able to obtain high quality approximations of the physical system, high quality meshes are usually required.
Mesh generation is expensive, both computationally and in terms of human resources as it can require human intervention. For instance the generation of biomedical image data [1] , or complex components used in engineering [2] . This is a particular challenge for problems where the geometry of the domain is subject to changes during the simulation. This occurs for instance in fluid-structure interaction problems, where mechanical structures can undergo large deformations, but also in optimization problems where the shape is the design variable. When large domain deformations occur, even advanced mesh moving algorithms might be pushed beyond their limit, and the only resort is a costly remeshing step. One potential remedy is to decouple the geometric description of the physical domain from the definition of the approximation spaces as much as possible. This can be done by using a union of overlapping non-matching meshes to represent the computational domain, and this technique has been studied in a wide variety of settings.
In the setting of finite volume and finite difference methods, the idea of decoupling the computational domain was already studied in the 1980s using domain decomposition techniques [3] . It has later gone under the name of Chimera [4, 5] and Overset [6, 7] methods. See also e.g. [8, 9] for the finite element setting. A recent overview may be found in [10] .
Several fictitious domain formulations where Lagrange multipliers are used to enforce boundary and interface conditions have been proposed in literature, see e.g. [11, 12, 13] . In [14] , enriched finite element function spaces were introduced to handle crack propagation. This led to the development of XFEM, which has been used for a large variety of problems [15, 16, 17, 18, 19] . As opposed to enriching the finite element function space as in XFEM, the method proposed in [20, 21] uses Nitsche's method [22] for enforcing boundary and interface conditions weakly. For the interface problem, two meshes are allowed to intersect, meaning that there is a doubling of the degrees of freedom in the so-called cut cells. These methods would form the basis of CutFEM, see e.g. [23, 24] and references therein. Worth mentioning is that classical discontinuous Galerkin methods [25] , as well as recent formulations of the finite cell methods [26, 27, 28, 29] , also makes use of the Nitsche based formulation.
There are vast number of other methods for problems where the discretization of the computational domain is based on non-matching meshes, using either finite differences, finite volumes and finite elements. For example, there is the classical immersed boundary method [30, 31, 32] , immersed interface methods [33, 34] and the s-version of the finite element method [35, 36] , to name a few. An overview of recent developments can be found in [37] .
For the generality of a method based on overlapping meshes, the placement of the meshes should be arbitrary. This means that arbitrarily small intersections can occur, which can fatally influence the discrete stability as well as lead to arbitrarily large condition numbers. One approach to resolve this, is suitable preconditioning [38] . In the multimesh FEM, which is the method used in this paper, this is addressed by adding suitable stabilization terms over the cut cells. As in CutFEM, continuity over the artificial interface caused by the intersecting meshes is enforced by Nitsche's method. In [39, 40] it is proven that the multimesh FEM is stable both in the sense of coercivity and condition number for the Poisson problem. The Stokes equations have been studied in [41] .
Methods using overlapping meshes, such as the multimesh FEM, offer several potential advantages over standard, single-mesh techniques. First, complex geometries can be broken down into individual sub-domains which are easier to mesh, and which can be re-used if a component occurs more than once in the geometry. Second, the sub-domains can be easily re-arranged during a simulation, which can be helpful both during an initial design face, as well for automated design optimization at a later design phase. Finally, the overlapping mesh method is beneficial when mesh-deformation schemes or re-meshing is necessary, since the deformation or re-meshing can be restricted to those sub-domains that require treatment. Overall, this results in a reduction of the computational effort, and preserves the mesh quality longer compared to mesh deformation on the entire geometry [42] .
In this paper, we explore the multimesh FEM in the setting of the Navier-Stokes equations. The Navier-Stokes equations are non-linear, transient and the pressure and velocity have a non-trivial coupling. Because of this complexity, a popular approach is to split the problem into several simpler equations which are consistent on the operator level. The original splitting scheme was proposed by Chorin and Témam [43, 44] , using an explicit time stepping. This scheme was later improved by Goda [45] and made popular by Van Kan [46] , adding a correction step for the velocity at each time step, known as the incremental pressure-correction scheme (IPCS). Following [45] , an alternative formulation called the IPCS scheme on rotational form, was proposed by Timmermans et al. [47] , avoiding numerical boundary layers. A thorough overview of error-estimates for these splitting schemes can be found in [48] .
The IPCS scheme is composed of three equations,
• the tentative velocity step, a reaction-diffusion-convection equation,
• the pressure correction step, a Poisson equation,
• the velocity update step, a projection.
In this paper, we present the appropriate multimesh Nitsche and stabilization terms for these three equations. We present two IPCS schemes for multimesh FEM based on the second order backward difference and Crank-Nicolson temporal discretization schemes. The paper is structured as follows. We review the classical IPCS scheme in section 2.1 in the setting of the second order backward difference and Crank-Nicolson temporal discretization schemes. Then, in section 3 we present an equivalent formulation for a domain decomposed into N disjoint domains. In section 4, we introduce the finite element method for arbitrary overlapping meshes, called the multimesh FEM. Then, in sections 4.1 to 4.3 we present the multimesh variational formulation for each of the steps in the IPCS algorithm. In section 6, we present several numerical results. First, in section 6.1, the multimesh IPCS scheme is employed to solve the 2D Taylor-Green flow problem. We obtain expected spatial and temporal convergence rates. Second, in section 6.2 the Turek-Schafer benchmark (DFG benchmark 2D-3) is presented. We compare lift and drag coefficients for the multimesh IPCS scheme with results from a standard FEM. Finally, in section 6.3, we present an application example considering optimization of the position and orientation of six obstacles in a channel flow. Concluding the paper, section 7 summarizes and indicates future research directions.
The Navier-Stokes equations and the incremental pressure correction Scheme
This section provides a brief introduction to the incremental pressure correction scheme (IPCS), which is an operator splitting scheme for solving the Navier-Stokes equations.
This scheme was initially introduced by Goda [45] . We will throughout this paper restrict us to the setting where the spatial domain Ω is stationary.
We start by considering the Navier-Stokes equations: Find the velocity field u and pressure field p such that
Here, T > 0 is the end time, ν is the kinematic viscosity and n is the outer normal vector field on the domain boundary ∂Ω. Vector valued functions are denoted in bold. We partition as ∂Ω = ∂Ω D ∪ ∂Ω N where ∂Ω D ∩ ∂Ω N = ∅. If ∂Ω D = ∂Ω, we also require that Ω p dx = 0 and ∂Ω g(·, t) · n ds = 0 ∀t ∈ (0, T ).
Incremental Pressure Correction Scheme
In this subsection, we present two IPCS variations based on the second order backward difference (BDF2) and Crank-Nicolson (CN) approximations of the temporal derivative. IPCS decomposes eq. (2.1) into three, uncoupled equations for the velocity u n and pressure p n for each time step n = 1, . . . , N with t n = t 0 + nδt.
We assume that u 0 = u 0 and p 0 = p(·, 0) are given. In case p 0 is unknown, it can be computed from solving
which result from taking the ∇· of the momentum equation to obtain a Poisson problem for the initial pressure, exploiting that ∇· ∂ t u = 0 thanks to the incompressibility constraint, then deriving a corresponding weak formulation by multiplying with q and integrating over Ω. Suitable boundary conditions for eq. (2.2) are not obvious and are discussed for instance in [49, 50, 51 ].
Second order backward difference scheme (BDF2)
At time-step n, we have the following algorithm.
Step 1 (Tentative velocity step). Find the tentative velocity u * solving
where [u * · ∇u * ] AB is a 2nd order approximation of the non-linear convection term based on an Adams-Bashforth extrapolation [52] . In this paper, we consider operator splitting schemes which use either a fully explicit or a semi-implicit linearisation of the convection term. The fully explicit linearisation is
4)
while for the semi-implicit linearisation, we use
In the remaining parts of the section, either linearisation can be employed. In the numerical results, we will explicitly state which of the Adams-Bashforth approximations is used. The implicit approximation gives us a linear system that has to be reassembled at each time-step, as opposed to the explicit scheme. However, the implicit approximation allows for bigger time-steps, as it performs better with respect to Courant-Friedrichs-Lewy condition (CFL) [53] .
If u n−1 is not known, a standard procedure is to perform an initial time-step with IPCS and implicit Euler discretisation of the time derivative and advection terms.
Step 2 (Projection step). Find u n+1 and φ such that
6d)
and set p n+1 = p n + φ. Alternatively, the projection step can be rewritten as a Poisson problem for the pressure correction and a subsequent update of the velocity. More precisely, we solve
Step 2a (Pressure correction). Find φ satisfying
7c)
and set p n+1 = p n + φ.
Step 2b (Velocity update step). Finally, we compute the velocity approximation u n+1 at t n+1 by
Second order scheme using Crank-Nicolson (CN) An alternative second order accurate scheme is obtained by using Crank-Nicolson for the time discretization:
where [u * · ∇u * ] AB is an Adams-Bashforth approximation of the convection term that can be either explicit
12c)
and set p n+ 1 /2 = p n− 1 /2 + φ.
Step 2b (Velocity update step). Finally, we obtain the velocity u n+1 at t n+1 by
There are other related splitting schemes, such as the IPCS scheme on rotational form, proposed by Timmermans et al [47] . The derivations in the following sections applies to this scheme in the same way.
Incremental Pressure Correction Scheme for multiple domains
In this section we describe how the IPCS-scheme with BDF2 (eqs. (2.3), (2.7) and (2.8)) and CN (eqs. (2.9), (2.12) and (2.13)) is altered by introducing a decomposition of Ω into N overlapping domains. The definitions and notation follow [39, 40] but is included here in brevity for completeness:
• Let Ω 1 = Ω ⊂ R d be the background predomain. We assume thatΩ 1 has a polygonal boundary.
• In the interior of Ω 1 we have polygonal domains Ω i , i = 2, . . . , N , placed in an ordering such that we say that Ω j is on top of Ω i if j > i. We call Ω i the ith predomain. Figure 1 illustrates such an ordering for three predomains.
• Let Ω i be the visible part of Ω i , i.e., defined as
The predomains Ω i intersect each other and thus create interfaces. For these interfaces we use the following notation.
• Let the interface Γ i be defined by
and let
The corresponding visible domains and interfaces for fig. 1 are visualized in fig. 2 . The Neumann and Dirichlet boundaries are defined on each subdomain as ∂Ω D,i = ∂Ω D ∩ ∂Ω i and ∂Ω N,i = ∂Ω N ∩ ∂Ω i for i = 1, . . . , N . Further, we denote the normal n i to be the outer-pointing normal of Ω i . With these definitions, we now modify the IPCS scheme such that each step is solved on the visible domains Ω i , i = 1, . . . , N and add interface conditions on Γ ij to ensure that the solution is equivalent to applying IPCS to Ω. First, we consider the modified scheme with the BDF2 time discretization. For the tentative velocity step (2.3), this yields: Figure 1 : Three polygonal predomains placed on top of each other in such an ordering that Ω 1 is placed lowest, and Ω 3 highest. for i, j = 1, . . . , N, j < i. The velocity u i and and pressure p i are functions defined on Ω i , and the jump operator is defined as
Similarly, for the pressure correction step, we obtain additional interface conditions
As in the original IPCS scheme, the pressure is then updated with p n+1 i = p n i + φ i for i = 1, . . . , N . Finally, the tentative velocity update step is
for i = 1, . . . , N .
For the IPCS scheme with the Crank-Nicolson time-discretization one obtains identical interface conditions at the artificial interface Γ as above. The details are hence not presented here explicitly for brevity.
Multimesh Finite Element Formulations of the Incremental Pressure Correction Schemes
In this section we explain how to find an approximate solution to the multiple domain IPCS scheme presented in section 3 with a finite element method using multiple nonmatching overlapping meshes.
We begin with reviewing the notation for defining discrete function spaces spanned by finite elements on multiple meshes, following [39, 40] .
• Let
be the active meshes. These are of particular importance, since the finite element spaces will be constructed on these meshes.
• Let
denote the active domains, i.e., the domains defined by the active meshes T i .
Note that Ω h,i typically extends beyond the corresponding domain Ω i , as shown in fig. 3 , since it also includes all elements that are partially visible. To obtain a robust multimesh finite element scheme, we will need to define stabilization terms on these extensions. We will use the following notation the denote these extensions:
and let With this notation, we can now define finite element spaces on multiples meshes. First, we associate with each active mesh T i the space of continuous, piecewise polynomials of order k 1,
Then the corresponding multimesh finite element space is simply defined as the direct sum of the individual spaces,
If the polynomial order is not important or clear from the context, we simply drop the superscript k. Now the multimesh function spaces for the velocity and pressure are based on the multimesh realization of the standard inf-sup stable Taylor-Hood velocity and pressure spaces [54] :
Moreover, we adopt the notation V g h and V 0 h to indicate the incorporation of Dirichlet data on the physical boundaries in test and trial function space. Similar notation will be used for the Q h test and trial function spaces.
Since the meshes are not disjoint, multimesh functions are multi-valued in the regions where the meshes overlap. For this reason, the evaluation of a function q ∈ Q h at a point x is done in the top-most domain, i.e., we define the inclusion Q h → L 2 (Ω) by q(x) = q i (x) for x ∈ Ω i . A similar definition is made for evaluating the velocities.
Similarly to the jump operator (3.5), we define the average operator as
where v i and v j are the finite element solutions represented on the active meshes T i and T j . The jumps and averages on V h are defined analogously.
Variational form for the multimesh tentative velocity step
Initially, we will describe the variational form for the tentative velocity step using the BDF2 temporal discretization and an implicit Adams-Bashford approximation, as described in section 2.1.1. Then, we will point to the differences that occur with a CN discretization (section 2.1.2).
To derive the variational formulation of the tentative velocity step (3.4), we multiply the equations with test functions v and integrate over the visible domains Ω i , i = 1, . . . , N . This yields:
The convection term in the semi-implicit scheme has been brought into skew-symmetric form to ensure coercivity of the bi-linear form in the advection driven regime, similar to Discontinuous Galerkin methods [55] . Next, we integrate the diffusion and pressure terms by parts:
(4.11)
Note that boundary terms over ∂Ω N vanish due to the Neumann condition, and the boundary terms over ∂Ω D vanish since the test functions are zero at these boundaries. Using the identity ab = a b + a b and the interface-condition eq. (3.4e), we obtain:
(4.16)
Using the multimesh finite element method to weakly enforce the interface conditions over Γ in eq. (3.4) we obtain: Find u * ∈ V g h such that
with α t > 0, β t > 0, and β p > 0. Equation (4.18a) weakly enforces the interface conditions (3.4d),(3.4e) over Γ using the Nitsche approach [22] , similar as in a standard symmetric DG method [25] . The Nitsche interior penalty parameter α t has to be chosen sufficiently large to obtain a coercive bilinear form if δtν 1. Equation (4.18b) is a stabilization for the Nitsche-terms on the overlapping domains O ij , which controls the coercivity of the variational form and the condition number of the arising linear system for arbitrary mesh intersections. Equation (4.18c) weakly enforces continuity in proximity of the artificial interfaces in cases where δtν is small, in which case the other stabilization terms may also be small.
For the Crank-Nicolson scheme (section 2.1.2), one obtains a similar left hand side of the problem, with different weights on the diffusive, temporal and convection terms, as shown in section 2.1.2. Further, due to the centered difference of the diffusive term, one obtains the following additional terms on the right hand side l(v)
Note that the interface integrals over Γ ij are non-zero, due to the multimesh discretization, where eq. (3.4e) is enforced weakly.
Variational form for the multimesh pressure correction step
The pressure correction equation (3.6) is a Poisson equation, which has been explored extensively in the multimesh setting, see [40] for an overview. Therefore we can phrase the pressure correction step as:
We recognize the traditional Nitsche and overlap enforcement of continuity over multiple meshes from eqs. (4.18a) and (4.18b). Similarly, the CN-discretization of the pressure correction equations only have a different scaling of the right hand side, and can be written on the same form as eq. (4.21).
Variational form of the multimesh velocity update
The velocity update step eq. (3.7) is solved through the following projection: Find
where
As for the pressure correction scheme, only the right hand side of the equation changes for the CN-scheme.
Implementation and creation holes
The multimesh finite element method is implemented in FEniCS [56, 57] . The code to reproduce the numerical results is available on Zenodo [58] . In the multimesh implementation in FEniCS, the active domains Ω h,i are denoted with cell-markers on T i , as shown in fig. 3 . This implies that we do not alter the meshes, and they include both the active and inactive cells. The corresponding multimesh function space is built over the whole mesh, and the inactive degrees of freedom are treated as identity rows in the arising linear systems. A benefit of this approach is that one can change the positioning of the top meshes, without remeshing the lowermost mesh. Only mesh intersections and new cell-markers has to be determined.
To be able to efficiently create holes and to simplify the mesh generation, we extend the lowermost domain, such that Ω ⊆ Ω 1 (as opposed to Ω = Ω 1 ). In fig. 5 an example for such a selection of meshes is visualized, where the top mesh describes a elliptic obstacle, and the bottom mesh described a channel. Then, by changing the status of the cells that are overlapped or cut by the obstacle from active to inactive, we obtain the meshes describing our physical domain. A more detailed description of this process can be found in [42] .
Numerical Results
This section presents several validations of the multimesh IPCS scheme from section 4. First, a Taylor-Green flow problem with known analytical solution is used to check spatial and temporal convergence for the proposed multimesh schemes. Then the results for the Turek-Schäfer benchmark are presented and relevant numerical quantities are compared to values obtained with a single mesh implementation in FEATFLOW. Finally, the Navier-Stokes multimesh method is used in an optimization setting to demonstrate the flexibility of the proposed method with regards to larger mesh deformations.
Taylor-Green Flow
This section considers the two dimensional Taylor-Green flow [59] , which is an analytical solution to the Navier-Stokes problem (2.1) given by u e = − sin(πy) cos(πx)e −2π 2 νt , sin(πx) cos(πy)e −2π 2 νt , (6.1a) p e = − 1 4 cos(2πx) + cos(2πy) e −4π 2 νt , (6.1b) f e = (0, 0) T . (6.1c)
We solve this problem in the domain Ω = [−1, 1] 2 , T = 1, a kinematic viscosity ν = 0.01, and with Dirichlet boundary conditions on the entire boundary, i.e., u = u e on ∂Ω. To obtain a unique pressure solution, we further require that Ω p dx = 0. The domain Ω was decomposed into three predomains as shown in fig. 1 . The Taylor-Hood finite element pair P 2 − P 1 was employed if otherwise not stated. For the spatial convergence analysis, the predomains where meshed with increasing resolution. The cell diameters of the coarsest multimesh are 0.25, 0.177, and 0.259 for the blue, green, and red predomains, respectively. The resulting mesh is shown in fig. 3 . For each spatial refinement level, denoted as L x , the cell diameter was halved. Similarly, for the temporal convergence analysis, we define a sequence of decreasing time-steps. The coarsest time-step used was δt = 0.1. For each temporal refinement level, denoted as L t , the timestep was halved. The stabilization parameters were set to α t = α c = 50 and β p = β t = β c = 10. As in traditional Nitsche methods, the α parameters scales with k 2 , k being the polynomial degree of the function space. For the β parameters, 10 is a common choice in literature.
The initial conditions for u 0 , u −1 and p 0 were obtained by interpolating the analytical solution at the appropriate time steps t = 0 and t = −δt into the corresponding multimesh function space. If not otherwise mentioned, we use the Taylor-Hood finite element pair to represent the velocity and pressure solutions.
The measure the error of the discrete solutions, we define appropriate error norms. Specifically, we consider the space-time L 2 norm ||·|| L 2 (Ω)×L 2 (0,T ) and the H 1 -space L 2 time norm as ||·|| H 1 (Ω)×L 2 (0,T ) . For the different norms, we expect the following behavior, see [48] :
The convergence rates are computed as followed. Denote u i,j the discrete velocity solution for the i-th spatial refinement level and the j-th temporal refinement level. Then, the spatial convergence rate is computed as
the temporal convergence rate is computed as (2), (6.4) and the spatial-temporal convergence rate is computed as
The resulting space-time errors and convergence rates using the P 2 − P 1 finite element pair and the BDF2-scheme with an implicit Adams-Bashforth approximation of the convection term, is visualized in Tables 1 to 3.
In Table 1 , we observe the spatial convergence rates and errors for the finest temporal discretization in boldface. The expected convergence rates eoc x are obtained for the first temporal refinements. Similarly, we observe the expected temporal convergence rate for the three first refinements (in italics) for the finest spatial discretization. Similarly, the combined space time errors and corresponding convergence rates are underlined. We observe a reduction in order of convergence in both eoc x and eoc t for fine discretizations, as the temporal and spatial error is of the same order of magnitude. Similar observations, matching the expected convergence behavior for the pressure is visualized in Table 2 . We note that the temporal convergence rate of the H 1 0 norm of the velocity in table 3 is heavily influenced by the spatial discretization.
To eliminate spatial discretization errors, we use the same mesh configuration as above, but a higher order function space pair, P 4 − P 3. Also, observe larger temporal changes, we change the temporal discretization to δt = 0.5,T = 6. The errors, and corresponding convergence rates are visualized in Tables 4 to 6. Here we observe the expected temporal convergence rate eoc t for all temporal refinement levels.
Errors and corresponding convergence rates were also computed for the solution at the end time, obtaining similar results as the space-time norms.
For the Crank-Nicholson scheme with an implicit Adams-Bashforth approximation, the same convergence study was preformed, yielding similar results as for the BDF2 scheme. Note that for explicit Adams-Bashforth approximations, a finer temporal discretization is needed to obtain a stable solution, as the CFL-condition [53] is stricter for explicit schemes. Table 1 : Errors and convergence rates for the velocity u i,j with t = (0, 1) in the L 2 − L 2 space-time norm with P 2 − P 1 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
5.07 · 10 −2 7.67 · 10 −3 4.97 · 10 −3 5.03 · 10 −3 5.07 · 10 −3 5 .08 · 10 −3 − 1 5.16 · 10 −2 6.56 · 10 −3 1.54 · 10 −3 1.29 · 10 −3 1.31 · 10 −3 1 .32 · 10 −3 1 .94 2 5.21 · 10 −2 6.32 · 10 −3 9.78 · 10 −4 3.62 · 10 −4 3.27 · 10 −4 3 .31 · 10 −4 2 .00 3 5.28 · 10 −2 6.24 · 10 −3 8.26 · 10 −4 1.92 · 10 −4 8.95 · 10 −5 8 .22 · 10 −5 2 .01 4 5.31 · 10 −2 6.43 · 10 −3 7.62 · 10 −4 1.37 · 10 −4 4.40 · 10 −5 2 .23 · 10 −5 1 .88 5 5.32 · 10 −2 6.84 · 10 −3 7.70 · 10 −4 1.02 · 10 −4 2.85 · 10 −5 . ·  Table 2 : Errors and convergence rates for the pressure p i,j with t = (0, 1) in the L 2 − L 2 space-time norm with P 2 − P 1 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
3.49 · 10 −2 9.01 · 10 −3 4.94 · 10 −3 4.54 · 10 −3 4.49 · 10 −3 4 .48 · 10 −3 − 1 3.55 · 10 −2 7.59 · 10 −3 2.13 · 10 −3 1.28 · 10 −3 1.18 · 10 −3 1 .17 · 10 −3 1 .94 2
3.65 · 10 −2 7.26 · 10 −3 1.68 · 10 −3 5.28 · 10 −4 3.24 · 10 −4 2 .99 · 10 −4 1 .97 3
3.77 · 10 −2 7.18 · 10 −3 1.58 · 10 −3 4.05 · 10 −4 1.31 · 10 −4 8 .14 · 10 −5 1 .88 4
3.85 · 10 −2 7.29 · 10 −3 1.55 · 10 −3 3.76 · 10 −4 9.94 · 10 −5 3 .27 · 10 −5 1 .32 5
3.96 · 10 −2 7.51 · 10 −3 1.55 · 10 −3 3.65 · 10 −4 9.18 · 10 −5 . ·  − 0 .41 eoc Table 3 : Errors and convergence rates for the pressure u i,j with t = (0, 1) in the H 1 0 − L 2 space-time norm with P 2 − P 1 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
1.34 · 10 0 3.19 · 10 −1 8.27 · 10 −2 6.40 · 10 −2 6.51 · 10 −2 6 .49 · 10 −2 − 1 1.35 · 10 0 3.31 · 10 −1 7.10 · 10 −2 1.93 · 10 −2 1.59 · 10 −2 1 .64 · 10 −2 1 .98 2 1.33 · 10 0 3.32 · 10 −1 7.37 · 10 −2 1.58 · 10 −2 4.56 · 10 −3 3 .94 · 10 −3 2 .06 3
1.31 · 10 0 3.31 · 10 −1 7.41 · 10 −2 1.64 · 10 −2 3.64 · 10 −3 1 .11 · 10 −3 1 .83 4 1.28 · 10 0 3.30 · 10 −1 7.40 · 10 −2 1.66 · 10 −2 3.79 · 10 −3 8 .64 · 10 −4 0 .36 5
1.27 · 10 0 3.29 · 10 −1 7.38 · 10 −2 1.66 · 10 −2 3.83 · 10 −3 . ·  − −0 .06 eoc Table 4 : Errors and convergence rates for the velocity u i,j with t = (0, 6) in the L 2 − L 2 space-time norm with P 4 − P 3 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
4.66 · 10 −1 4.65 · 10 −1 4.65 · 10 −1 4.65 · 10 −1 4 .65 · 10 −1 − 1 1.51 · 10 −1 1.51 · 10 −1 1.51 · 10 −1 1.51 · 10 −1 1 .51 · 10 −1 1 .62 2 4.10 · 10 −2 4.07 · 10 −2 4.06 · 10 −2 4.06 · 10 −2 4 .06 · 10 −2 1 .89 3
1.08 · 10 −2 1.04 · 10 −2 1.04 · 10 −2 1.04 · 10 −2 1 .04 · 10 −2 1 .96 4
3.03 · 10 −3 2.64 · 10 −3 2.62 · 10 −3 2.62 · 10 −3 . ·  − 1 .99 eoc x − 0.20 0.01 0.00 0.00 eoc xt − 1.63 1.89 1.96 1.99 Table 5 : Errors and convergence rates for the pressure p i,j with t = (0, 6) in the L 2 − L 2 space-time norm with P 4 − P 3 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
2.53 · 10 −1 2.53 · 10 −1 2.53 · 10 −1 2.53 · 10 −1 2 .53 · 10 −1 − 1 7.88 · 10 −2 7.87 · 10 −2 7.87 · 10 −2 7.87 · 10 −2 7 .87 · 10 −2 1 .68 2 2.12 · 10 −2 2.11 · 10 −2 2.11 · 10 −2 2.11 · 10 −2 2 .11 · 10 −2 1 .90 3 5.49 · 10 −3 5.42 · 10 −3 5.42 · 10 −3 5.42 · 10 −3 5 .42 · 10 −3 1 .96 4
1.50 · 10 −3 1.37 · 10 −3 1.37 · 10 −3 1.37 · 10 −3 . ·  − 1 .98 eoc x − 0.13 0.00 0.00 0.00 eoc xt − 1.68 1.90 1.96 1.98
Turek-Schäfer Benchmark (flow around a cylinder)
In this section, we consider the Turek-Schäfer benchmark [60] for unsteady flow around a cylinder with Reynolds number 100 for a fixed time interval T = [0, 8].
The problem consists of a cylinder with diameter 0.1 is placed in a channel, as shown in fig. 4 . The outlet condition is chosen as the natural boundary-condition eq. (2.1d), the top and bottom wall has a homogeneous Dirichlet condition, and the inlet condition is:
where U (t) = 1.5 sin(πt/8). The kinematic viscosity ν = 0.001 and the fluid density ρ = 1. Table 6 : Errors and convergence rates for the pressure u i,j with t = (0, 6) in the H 1 0 − L 2 space-time norm with P 4 − P 3 elements using the BDF2-scheme with an implicit Adams-Bashforth approximation.
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1.97 · 10 −2 1.29 · 10 −2 1.29 · 10 −2 1.29 · 10 −2 . ·  For this problem, we use a multimesh consisting of two meshes, one describing the channel, and one describing the obstacle, as shown in fig. 6 . The cells of the background mesh that is inside the obstacle is marked as covered cells, as explained in [42] . The total of active degrees of freedom in the velocity and pressure space is 15,114. There are 1,789 deactivated degrees of freedom, due the the marking of the obstacle, and cells fully covered by the top mesh. The meshes are visualized in fig. 5 . We choose the temporal discretization δt = 1/1600, similar to [60] . We use the same multimesh stabilization parameters as for the Taylor-Green problem in section 6.1. For this benchmark, the representative quantities are the the drag and lift coefficients over the cylinder for the full time interval. Also, the pressure difference between (0.15, 0.2) and (0.25, 0.2) is common. In two dimensions, the drag and lift coefficient can be written as the following [60] .
where u t S is the tangential velocity component at the interface of the obstacle ∂Ω S , defined as u t S = u·(n y , −n x ), U mean = 1 the average inflow velocity, and L the length of the channel. The flow and pressure at the final time t = 8 for the implicit Crank-Nicholson scheme is visualized in fig. 6 . Figure 6 : The velocity magnitude and pressure field visualized at the end time for the implicit Crank-Nicholson scheme. Note that the values of the inactive dofs inside the obstacle is (0, 0) for the velocity and 0 for the pressure.
We compare our numerical values with those obtained from the FEATFLOW webpage [61] . For this comparison, we consider two schemes:
• The BDF2 scheme with an explicit Adams-Bashforth approximation • The Crank-Nicholson scheme with an implicit Adams-Bashforth approximation
The computed drag and lift coefficient, and the pressure difference, is shown in fig. 7a , alongside with the data obtained from Featflow [61] . The absolute error between the multimesh simulation and the FEATFLOW data is also visualized. We observe that the lift coefficient has a slight phase shift and a lower amplitude than the Featflow data. The multimesh is further refined to closer match the number of degrees in [60] . The refined problem now contains a total of 32,271 degrees of freedom. Due to the explicit handling of the convection term in eq. (2.1), a fine time discretization is employed, δt = 1/2000, to ensure that the CFL condition [53] holds. In fig. 7b , we observe that the phase shift and dampening disappears for both the Crank-Nicolson and BDF2 multimesh scheme. Also the error decreases with one order of magnitude.
Positional optimization of six obstacles
In this section, we use the multimesh Navier-Stokes splitting scheme in an optimization setting to demonstrate the flexibility of the proposed method with regards to larger mesh deformations. The goal of this section is to find the optimal placement and orientation of 6 obstacles, to maximize the drag coefficient (6.6).
The mathematical formulation of the optimization problem is
subject to eq. (2.1),
where c i denotes the center and θ i the orientation of the ith obstacle with boundary ∂Ω i , d ij denotes the minimal distance between the center of the ith and jth obstacle, [l, l + l 1 ] × [h, h + h 1 ] denote the bounded area of the optimization parameters, and L and H the length and width of the channel, respectively. For all boundaries but the outlet, we prescribe Dirichlet boundary conditions:
Here ∂Ω in denotes the inlet and ∂Ω w denotes the top and bottom wall of the channel. The optimization problem consists of 6 obstacles, that are free to move within a a rectangular area in a channel, see fig. 8 .
The time discretization parameter δt = 0.01, the kinematic viscosity ν = 0.001, the source term f = (0, 0) and the multimesh stabilization parameters were the same as in the previous examples. The domain parameters in our example where set to L = 2, H = 1.5, l = 0.3, l 1 = 0.9, h = 0.4, h 1 = 0.7, d ij = 0.183 for i, j = 1, . . . , 6, i = j. The obstacles are ellipses with r y = 0.05,r y = 0.025.
We use the multimesh Crank-Nicholson splitting scheme with an implicit Adams-Bashforth approximation for the numerical simulation of the state constraint eq. (2.1). To solve the optimization problem, we use IPOPT [62] . A finite difference gradient, with = 10 −3 is supplied to IPOPT. The optimization algorithm was terminated manually after 40 iterations, as no further increase was observed.
After 40 iterations, the functional value J had increased from 2.64 to 13.09. The IPOPT iterations are visualized in fig. 9 . Note that sometimes the functional value decreases from one iteration to another, due to a change in the barrier parameters used in IPOPT. The initial and final configuration of the obstacles are visualized in fig. 10 . We observe that no re-meshing or mesh deformation schemes are needed to update the domain, as they can move independently of each other.
A breakdown of the time-consumption of a forward simulation is visualized in table 7. The forward simulation is split into four core components: Each of the steps in the splitting scheme, and the mesh update procedure. Each of the three steps are then further split into an assembly and solve step, while the mesh update step is split into the movement of the meshes, and the re-computation of intersections and marking of degrees of freedom inside the obstacles. We observe that the first step is the most time-consuming step, as we have to re-assemble the left hand side of the linear system for each time step with the implicit Adams-Bashforth approximation. The second-most expensive step is the velocity update steps, since the velocity function space is higher order than the pressure space. The mesh update barely takes any time, while the intersection computation, done once per forward run, takes as much time as solving the pressure correction equation at a single time step.
Conclusions
In this paper we have presented two fractional step methods based on the incremental pressure correction method for finite element methods of non-matching meshes. The two schemes were based on BDF2 and Crank-Nicolson temporal discretization. We verified Functional value Figure 9 : The functional value for each IPOPT iteration. The sporadic decrease in the functional from one iteration to another is explained by an increase in the barrier parameter, which are enforcing the non-collision and box constraints. Figure 10 : The initial and final configuration of the turbines. The final configuration was reached after terminating IPOPT at 40 iterations. Then the functional had increased from 2.64 to 13.09. The termination is due to the finite difference approximation of the gradient, who is not discretely consistent without changing the step since in the finite difference operation.
the implementation by considering the 2D Taylor-Green flow problem with an analytical solution. The schemes are also verified by considering the Turek-Schafer benchmark for flow around a cylinder for a fixed time interval. Finally, we presented an application of Table 7 : Timings for a forward run of the optimization problem with the implicit Adams-Bashforth approximation and Crank-Nicholson temporal discretization. Each of the three steps of the splitting scheme is split into an assemble and a solve operation. The assembly operation generates the linear system and applies boundary conditions. The solve operation solves the corresponding linear system. The mesh update step consists of two operations, translating and rotating all of the meshes, and computing the intersection between the meshes and deactivating the dofs inside the obstacles. The total time corresponds to the time a full forward simulation with 100 time steps. It is averaged over 5 runs.
multimesh, considering the drag maximization over 6 obstacles subject to their position and orientation. This example highlighted that each obstacle can be freely translated and rotated, without the need for mesh deformation or re-meshing.
In this paper, we used a finite difference approximation of the gradient used in the optimization example. Further studies would have to be conducted to obtain a optimizethen-discretize gradient for the multi domain Navier-Stokes equation.
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