Abstract. A certain class of functions is used to apply results related to opial type inequalities. Also applications of Riemann-Liouville fractional integral and Caputo fractional derivative with respect to this class of functions are given.
Introduction and preliminaries
In [2] we gave applications of Riemann-Liouville fractional integral, Caputo fractional derivative and integral representation of Riemann-Liouville fractional derivative [6] , on opial type inequalities considering a particular class of functions. Here we prove similar results by using another class U(v, K) of functions u : (K(x,t)) p dt
Proof. Proof is on the same lines as the proof of such theorem in [7] , (see also theorem 8.15 in [5, p. 237, 238] ).
To prove exponential-convexity of a class of certain functions the following Definition and Proposition [3] , help us. 
In [3] we also have the following corollary.
exponentially convex function then h is a log-convex function:
We present the paper in such a way that section 2 contains mean value theorems, exponential convexity, Cauchy's means for a class of linear functionals. In section 3 we give theorems for Riemann-Liouville fractional integral and Caputo fractional derivative.
Preparatory inequalities
DEFINITION. Let h : [0, ∞) → R be the function with assumptions of Theorem 1. We define the linear functional β h (u, v) as:
We have proved the following Lemma in [2] .
Then the functions φ 1 , φ 2 defined as:
are convex functions with respect to g( 
Proof. Suppose that min y∈I (ψ(y)) = m 1 and max y∈I (ψ(y)) = M 1 where
Using φ 1 from Lemma 1 instead of φ in (1.2) we get
Similarly, using φ 2 from Lemma 1 instead of φ in (1.2) we get
By combining the above two inequalities and using the fact that
there exist ξ ∈ I such that we get (2.2).
Then there exists ξ ∈ I such that
provided the denominators are not equal to zero.
Proof. The proof is similar to the proof of such theorems for example see in [4] .
Throughout the paper we frequently use the following family of convex functions with respect to g(
In the following we use Λ ϕ s (u, v) in the place of β ϕ s (u, v), when we put h = ϕ s in equation (2.1) , that is
, is a positive
This implies that f is convex with respect to g(x) = x q , and also f (0) = 0. So using this f in the place of h in (2.1) we have
Hence the matrix,
is positive and exponentially convex so by Corollary 1,
If we put h 1 = ϕ(s); h 2 = ϕ r in Theorem 3, then we have a mean defined as:
In limiting cases we have:
When s goes to r
where
In (2.10) when r goes to q we get
When s goes to q we have
and
Now we prove monotonicity of means N [q]
s,r (u, v).
Proof. The following inequality holds for convex function ϕ see in [5, p. 4] ϕ(
Since by Theorem 4, Λ ϕ s (u, v) is log-convex, we can put in (2.14):
We get
therefore we get
From (2.15) we get our result for t = s, l = m and for t = s, l = m; t = s, l = m; t = s, l = m we can consider limiting cases.
Inequalities for fractional integrals and derivatives
As 
Proof. From Theorem 2, we have
3) for some ξ ∈ I and v has Riemann-Liouville fractional integral of order α, so
Here 
4)
Proof. By Theorem 3 we have
for some ξ ∈ I and from the proof of Theorem 6, we can easily get (3.4) with required conditions.
If v has Riemann-Liouville fractional integral of order α, α > 1 q . Then (2.7) becomes
v) defined above we have a) for every n ∈ N and p i ∈ R the matrix
Proof. The proof is similar to the proof of Theorem 4.
If we put h 1 = ϕ(s); h 2 = ϕ ( r) in Theorem 7, then we have a mean defined as:
where A 1 , B 1 , P 1 , Q 1 are as follows:
Further we prove monotonicity of above means.
Proof. The following inequality holds for convex function ϕ see in [5, p. 4] ,
is log-convex, we can put in (3.11):
therefore we have
(3.12)
From (3.12), we get our result for t = s, l = m and for t = s, l = m; t = s, l = m; t = s, l = m we can consider limiting cases.
To give more results we apply the following definition of Caputo fractional derivative (see [6, p. 92] ). 
Proof. From Theorem 2 we have [a, b] , has Caputo fractional derivative of order α, and n is even so
, is a positive-semidefinite matrix.
Proof. For proof see the proof of Theorem 4.
If we put h 1 = ϕ(s), h 2 = ϕ(r) in Theorem 11, then we have a mean defined as:
In limiting cases we have: 
that is 
