The rapid growth of mobile network traffic has brought great pressure and challenge to the current mobile network, and the backhaul network pressure is huge. The surge in mobile network traffic makes the mobile backhaul link under pressure and the bandwidth resources are very tight. The content is transmitted repeatedly which can increase the load of network resources. The current mobile network also adopts the end-to-end transmission mechanism, which makes a large number of popular content repeated transmission. The network delay is large, and the user experience is not so good. Thus, this study proposes to use mobile edge computing to solve this issue. To this issue, the deployment of computing and caching resources using mobile edge computing has become the focus of academic and industry attention. This technology can provide users the access to the nearest network and business services. In order to avoid network congestion and load balancing, the joint optimization of data caching and request forwarding is considered, and the random optimization model is used to limit network stability to minimize average transmission cost. This study also proposed an optimization technology to largely improve the performance of network. Using Liapunov optimization technology, the joint optimization problem is changed to linear planning problems, and the design of real-time caching and forwarding online algorithms. The results of the simulation experiment show that the algorithm can realize congestion avoidance and load balancing with reducing transmission cost.
promote the development of innovative mobile applications. Broadband, mobile and cloud-based application have become the basic trends of the information and communication industry [7] , [8] . The mobile Internet, IoT, cloud computing and big data and other technologies are driving a new round of integration and transformation of the information industry [9] . Mobile cloud computing (MCC) can migrate data processing, intelligent computing and other tasks to mobile smart devices, mobile devices as a client from the cloud to obtain services including computing, storage, networking, security. Thus the breakthrough of the performance and power limits of mobile smart devices for mobile Internet and new business intelligence is achieved [10] [11] [12] . Multi-breeding has brought about a huge space for development. However, in order to support the communication and interaction between people, people and machines, machines and machines in the future network, it is difficult to be adapted for current technology [13] . Especially for the emerging applications in the civil, industrial, and military fields with high computing VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ density, low power consumption, high mobility and realtime response, the intelligent and reliable networking and computing capabilities, traditional mobile cloud computing technologies are needed [14] , [15] . The main issues are listed as follows in terms of these new development needs:
A. BUSINESS WITH TIME DELAY SENSITIVITY Whether in the civil, industrial or military fields, some business applications must be controlled in microseconds, which requires the network design process has strict delay control to adapt to these delay sensitive business [16] , [17] . For example, the ability of individual industrial equipment to interact with sensors, makes it possible to automate the application of industrial systems with very low latency. With a large number of sensors, not only in the industrial sector, but also in the future of robotics/drone, such as military operations, disaster relief, social services there exists a lot of applications [18] .
To ensure real-time interaction between the robot/drone and the controller, it must be processed quickly with very low latency [19] . In the traditional mobile cloud computing technology, the client needs to access the cloud through the Wide Area Network, the time-extended and uncontrollable in communication is very strong [20] . For the delay sensitive business, excessive delay and jitter will greatly reduce the user experience or even cannot support the effective application of the business.
B. COMPUTING MIGRATION OF IOT APPLICATIONS [21] IoT technology enables some resource-constrained devices to be networked, constrained by their application environment, and many IoT devices (wearable or embedded) have relatively low storage and computing power, making high computing density applications (such as virtual reality, surveillance systems, etc.) [6] , [22] . It is impossible to implement on these devices. Mobile cloud computing migrates the computing tasks of IoT applications to remote cloud computing servers in the network, but during task execution, mobile devices are in a high-power state for a longer period of time due to the need for remote network interaction. Thus, sometimes this can increase energy consumption by 50%.
C. MOBILE BIG DATA ANALYSIS
In recent years, mobile devices allow users to connect to the network. Collecting user information and analyzing user behavior through mobile devices is an important way to develop and optimize working patterns and interactive strategies [23] . In traditional mobile big data analysis technology, data is transmitted from mobile device to the cloud from the core network, which not only increases the data interaction delay, but also causes the large consumption of core network bandwidth.
D. SAFETY AND RELIABILITY
Security reliability in mobile cloud computing is a basic consideration for designers. As users need to connect to cloud services over a multi-hop network, user information becomes more vulnerable in the process, more vulnerable to disclosure or malicious tampering [24] . The more complex and the more jumps uses go through, the less secure and reliable users are. In many cases, the request to access the cloud service requires the user to initiate, the user's mindless operation will also expose private information, remote access may have a serious security risk. In order to improve the performance of mobile networks, the model of edge computing is combined with mobile networks to enhance the quality of the user's service experience by improving the availability and reuse of data. At the same time, by designing a reasonable request forwarding strategy, reduce the burden of the core network, thereby reducing transmission costs. A combined data caching and request forwarding strategy is proposed to avoid network congestion and achieve load balancing.
The rest section of our article is structured as follows: Section II, a model with network-based caching and forwarding is proposed. Section III, we study the network model and optimized the algorithm. Section IV, experimental results and analysis are discussed in detail. Section V concluded the whole study with future direction.
II. ESTABLISHMENT OF NETWORK A. MOBILE EDGE COMPUTING
Mobile edge computing is an emerging technology that provides information technology service environment and cloud computing capabilities on the edge of mobile networks or near the user's wireless access network [25] , [26] . At the same time, MEC can provide them with ultra-low latency and high bandwidth network service environments for application developers and content providers. In general, MEC servers are placed closer to the user's access network or even in the base station [27] . The content, services, and computing power closer to the user in place can be supplied. As shown in Figure 1 , the basic structures of MEC are displayed. The main components are the consumeroriented services, the MEC server, the network performance and improvement services, and the third party services. Such kind of a combined system can help user achieve a convenient experience with a much lower response time.
In the MEC scenario, operators also provide open communication capabilities for mobile networks. They will open up certain network resources to authorized third parties to allow them to deploy innovative services and applications flexibly and quickly, and laying a good foundation for innovative business applications related to network capabilities [28] , [29] . MEC can be thought of as a cloud server running on the edge of a mobile network to perform special tasks that are not possible in traditional network infrastructure. MEC transforms base stations into intelligent service centers that deliver highly personalized, diverse network services directly at the edge of the network and at the same time, optimal mobile network performance is ensured [30] , [31] . MEC is the natural evolution of mobile base station development and the convergence of internet technology and telecommunications networks. MEC will provide consumers and enterprise customers with new vertical services and services, applications include: video analytics, location services, the Internet of Things, augmented reality, optimized local content distribution and data caching [32] . It can sense the state of the local access network in real time and guide local content distribution. Mitigate congestion can further effectively serve for local content distribution by deploying a variety of services and content caches on the network edge using mobile core network.
B. NETWORK-BASED CACHING 1) BASE STATION CACHE
Deploying a cache in a base station is an important implementation for mobile edge caching [4] , [33] , [34] . Among them, according to the location of the cache deployment, the base station cache can be divided into macro base station cache and small base station cache. Generally, the macro base station will have a larger cache capacity. When the base station deploys the cache, the processes of requesting the content by user are: a) User initiates the content request. b) If the small base station hits the cache, the small base station immediately responds to the user; c) If the macro base station also does not hit, the macro base station forwards the user request to the mobile core network until the target content. Deploying a cache at a base station can greatly relieve the pressure on backhaul links and mobile core networks and reduce network latency [35] . After the base station deployment cache, the mobile base station network can be abstracted into a distributed network model. Therefore, the base station collaboration cache, base station encoding cache has also attracted wide attention in the academic circles through the strengthening of content caching strategy and the collaboration between the base stations. This technology can further improve content distribution and the utilization of cache resources.
2) MOBILE CONTENT DISTRIBUTION NETWORK
Another approach to move the edge cache is the Mobile Content Distribution Network (Mobile CDN) [5] . Traditional CDNs are used on the Internet, and Mobile CDNs combine traditional CDN technology with this scenario for mobile communication networks. In the literature, Yousaf et al. [36] proposed a mobile CDN architecture (as shown in Figure 2 ) that is self-built by a mobile network operator, based on an evolutionary packet system (EPS) architecture. In a traditional EPS architecture, P-GW represents the topological anchor point of the IP address of a mobile device, and all mobile traffic data passes through P-GW, but P-GW is far away from the user and is not conducive to efficient content distribution. Most of the current researches are to use traffic unloading methods to improve content distribution efficiency, ease the pressure on the core network through the establishment of distributed local gateway SL-GWs outside the core network. The mobile data traffic directly go through L-GW access to the internet, in which these L-PWs provide similar functions to P-GW, and allows content to be flexibly routed to L-GWs without having to go through a centralized P-GW. As a result, the distributed L-GW provides the basis for deploying a distributed content cache, deploying mobile CDN serving near L-GW Point is equivalent to an edge cache server for a traditional CDN system, deploying a content cache to respond quickly to a user's content request.
Given the network architecture characteristics and communication quality requirements of mobile communication networks, mobile CDN is not simply a copy of the way CDNs are deployed on internet. There are a number of factors that need to be considered. For example, how to determine the optimal location for the deployment of cache nodes, maximizing the use of cache resources and ensuring the user's network experience, how to ensure efficient collaboration between mobile CDN systems and the current mobile network, and how to design mechanisms and interfaces for interaction between the two. To take full advantage of the architectural features of the current mobile network, as well as the advantages of mobile CDN system in efficient content distribution is necessary.
3) TRANSPARENT CACHING
Transparent caching is a distributed cache network managed by Internet Service Providers (ISPs) that cache popular VOLUME 7, 2019 content closer to end users, and can be understood simply as a content caching and distribution mechanism for customers, content providers, and applications. In a transparent cache, the customer does not know that the content is provided by the cache, the content service provider is able to receive all customer requests, the content source addition, deletion, modification, stop can be reflected in the service in real time, there are no restrictions on the application, cannot be cached, forwarded away, does not affect the business provision. This technology is primarily designed to mitigate the rapidly growing amount of OTT (Over the Top) traffic generated by CDNs or ISPs, but without additional benefits for ISPs. Transparent caching does not require changing enduser clients, but simply redirects user traffic to the cache server using techniques such as Deep Packet Detection (DPI), Physics-Based Rendering (PBR), and Boundary Gateway Protocol (BGP). There are two main types of the latest transparent cache architecture: In-line and Out-of-band, as shown in Figure 3 . Deploying a transparent cache in a mobile network is similar to a common transparent cache, including the in-line and out-out band methods. However, in a specific deployment location, you need to deploy according to the characteristics of the mobile network. In-line, for example, we take the transparent caching scheme of PeerApp's mobile network, which provides two layers of caching, on the core and on edge (wireless access networks) respectively. Where the cache in the core network supports the cache in the edge network. It can provide faster content distribution to the network with two levels of caching. In the out-of-band approach, we take Qwilt's solution as an example. Similar to PeerApp's scenario, cache deployments are deployed in two layers, on the core network side and on the base station side. However, transparent caching systems are deployed by bypass.
Efficient management of computing, caching, and network resources is an important challenge. Combined with a software-defined approach, you can improve the governance performance of computing, caching, and network resources, and finally improve the network utilization. Especially in the scene of distributed cache base station and distributed edge cloud, it is an important trend to realize the efficient utilization of resources and the efficient distribution of content by using software-defined network (SDN) methods to allocate resources and dispatch content through the real-time state of computation, caching and network. The active push algorithm of content is related to the hit rate of the cache, which in turn affects the distribution performance of the content. With the continuous development of artificial intelligence, big data, deep learning and other technologies, it is of great significance to predict the interests and hobbies of end users, to obtain the popularity of network content through big data analysis, and to push popular content to the edge of mobile network, which is of great significance to improve the cache hit rate and relieve the pressure of the backhaul network and the core network. The current mobile network communication mechanism is mainly based on TCP/IP technology, content by tightly coupled addressing, which is more suitable for end-to-end communication. However, with the increasing proportion of content in network traffic, network communication is more based on end-to-content communication. Users want secure and trusted content, regardless of where it is. In the information-centric network (ICN), content is named, routed, and forwarded based on the content name. In the current network, in order to obtain the user's request content, we need to use deep packet detection equipment, to the application layer to extract analysis, increase the processing load of the network, increase a certain processing delay. Therefore, it is of great significance to design the caching, routing and forwarding mechanism based on content naming, which is of great significance to improve the efficiency of content distribution and is also the development direction of mobile network in the future.
III. NETWORK MODEL AND OPTIMIZATION ALGORITHMS A. MEC-BASED NETWORK MODEL
The network system under consideration consists of N base stations. Each of them n i (i = 1, 2, . . . , N ) has basic storage capability. And the base station transmits data to other base stations over a mobile network. Mobile users send data requests to their base stations, which check that the requested data is stored in their cache. If the base station does not have this data, the base station forwards the appropriate request to another base station. When the remote data server n 0 (the data source) receives the request, the data server will transfer the requested data back to the mobile user when one of the following conditions is met:
Condition 1: The mobile user cannot find the requested data from any base station;
Condition 2: The cost of data transmission from the data server is lower than the cost of obtaining data from the candidate base station;
Condition 3: The data is experiencing severe network congestion when it returns from the server.
The network system is a dynamic environment, assuming that the system is running over a discrete time period of t ∈ {0, 1, 2, ...}. The system's main parameters, including user location, data requests, and congestion status, change over time, assuming that these parameters remain constant over a period of time. For the current moment t, the parameter value of the next moment t + 1 is unknown. Therefore, a real-time online algorithm is proposed to achieve long-term optimization goals. It is supposed to use k to represent a data k ∈ {0, 1, 2, . . . , k} and use x k i (t), (0 ≤ x k i (t) ≤ 1) to represent the decision variable of data placement which is the ratio of the number of data blocks cached by the base station n i at the moment t to the amount of data required to decode. The size of a block of data is represented by s k , and the cache capacity of the base station is A i . Therefore, the following constraint equation is achieved:
When the data block stored locally in the base station is not sufficient to decode the raw data, the system should decide where to forward the mobile user request. The decision variable for request forwarding is defined as x k ij (t), which represents the ratio of time t forwarded from base station n i to the base station n j block. The following constraints equations are got:
Each base station maintains a data transfer queue, assuming that the uplink capacity of base station n i at the time t is B i (t) and the queue length is Q i (t). Then if the formula (5) is achieved, the queue Q i (t) is considered to be strong and stable.
In practice, if the long-term average departure rate of the queue is greater than or equal to the long-term average arrival rate of the queue, the system can achieve strong stability. As long as the queue is stable, all blocks of data in the base station queue are forwarded. Therefore, strong stability avoids the appearance of queue backlog and network congestion. Moreover, if all base station queues are strong and stable, so many queue network systems are strong and stable, which means that the transmission queues of the network system are bounded, and all base stations can reach a state of no congestion.
B. MODELING OF JOINT OPTIMIZATION ISSUES
The goal of this study is to minimize the forwarding cost of user requests while achieving load balancing of traffic between base stations and avoiding network congestion. Assuming that the cost parameters are known, the unit transfer cost forwarded from the base station n i to the base station n j is c ij (t) at time t. The transmission cost from the data server to the base station is c 0 (t), and the mobile user's request rate to base station n i at the time t is d i k (t), the total cost at the time t is:
The problem is then described as the following random optimization issue, with the goal of minimizing long-term average transport costs, constrained by storage capacity, content integrity, and network stability:
The random optimization problem (7) is solved by Liapunov's offset and penalty method, which transforms the original problem (7) into a series of static optimization problems, minimizing the offset penalty in t at each moment. The secondary Lyapnov function is defined as follows for the current transport queue vector:
The secondary Lyapnov function is able to balance the flow load between the base stations. When the function value is large, at least one base station is subjected to this large traffic load. Therefore, lowering the function value ensures the stability of the network while achieving load balancing. Suppose that all queues are empty when t is 0, L(Q(t)) = 0 is made. The Liapunov offset Q(t) is:
The purpose of this method is to minimize the offset plus penalty (Q(t))+βE{c(t)|Q(t)}, so that the state of the queue gradually moves closer to the low congestion state, and the long-term cost is closer to its optimal value. The upper bound of the offset is as follows:
where, B should be satisfied the equation:
Then, you can get offset plus penalty of the upper bound as follows:
β is an adjustable positive parameter. Getting data from a data server is more expensive than from other base stations. However simply forwarding user requests to the base station can lead to network congestion, which reduces the quality of the user's experience (Q 0 E). Therefore, adjusting the value of β adjusts the balance between cost and congestion. By using the concept of opportunistic minimization expectations, you can use a greedy algorithm to minimize offset plus penalty items (Q(t)) + βE{c(t)|Q(t)} to the right:
Thus, solving the optimization problem (7) is equivalent to solving the following optimization equation (15) min
C. REAL-TIME CACHING AND FORWARDING ALGORITHMS
The target function of the optimization equation (15) consists of two parts: the cost of receiving data from the data server and the cost of data transfer between the base stations. Equation (15) is a linear planning problem, but the complexity of the problem is not conducive to rapid online solution. Therefore, an effective online algorithm needs to be designed. The complexity of the problem comes from the joint optimization of data caching and request forwarding. One way to reduce complexity is to break the federation problem into data cache sub-issues and request forwarding sub-issues, and then solve the two sub-issues separately. The objectives function are equations (17) and (20) .
1) DATA CACHE SUB-ISSUES
The sub-issues can be described as
The sub-problem (17) is obtained by replacing the data transmission variable x k ij of the base station with the data cache variable x k i . By making x k 0i = 0 and x k ij = x k i , the feasible solution to any sub-problem (17) is a viable solution to the optimization equation (15) . Therefore, the optimal solution to the sub-problem (17) is the upper bound of the solution to the optimization equation (15) . Sub-problem (17) is a typical linear generalized allocation problem (LGAP), which relaxes the 0 to 1 variable to a continuous non-negative variable and uses a linear planning algorithm to solve the LGAP problem. This algorithm describes in detail the data caching algorithm at each time t . The algorithm runs on the control nodes in the network and then sends the data cache decision as a broadcast.
2) REQUEST FORWARDING SUB-QUESTIONS
Once the data caching policy is determined, you can begin solving the request forwarding sub-issue, which is as follows:
In sub-problem (20) , {x k i } is a known parameter. It can be solved with the minimum-cost maximum flow model. First, you need to build an abstract network structure. The network structure is a bipartite graph that contains a source node (represented by f ) and a aggregation node (represented by s). It is to divide the base station into two categories (expressed by i and j), and to map the base station to nodes in an abstract network structure. All representing BSs of two sets are the same using these symbols to repeat the role of b to send and receive content. For each base station n j , another set of nodes represented by j 0 is added to represent the data server. The next step is to add an directional edge to the abstract network architecture, which will be divided into four categories. The first is the directional edge from the source node f to the base station j. The second category is the directional edge from the base station j to the base station i. The third category is the directional edge from the data server j 0 to the base station i. The fourth category is the directional edge from base station i to the aggregation node s. The request forwarding algorithm uses this abstract network structure to determine the optimal solution for a given data k. Further the sub-problem (21) is divided into K sub-problems which can be solved separately using the minimum cost maximum stream. The algorithm based on updates can be obtained by solving data caching and request forwarding problems at each moment. The algorithm can run in the control node of the network. First, each base station sends its current parameter and other parameter to the control node, and then the control node uses a typical LGAP algorithm to solve the data cache sub-problem and broadcast the cache decision to the base station. Next, the control node builds an abstract network architecture and solves the requestforwarding sub-problem with the least-cost maximum flow algorithm.
Accordingly, it is achieved by the virtualization of hardware infrastructure and management of virtual resources through a tiered structure. This includes the infrastructure layer, the virtualization layer, and the application platform layer. The upper most layers are the application platform layer, which provides a running environment for different types of applications. The virtualization tier is the middle tier, providing primarily virtualization resources, and the bottom layer is the infrastructure layer. The implementation process is as follows:
1) Set the access node default configuration information, including data transfer mode, data reception port, data storage path and other information, modify the function config_get environments, the main indicators of network performance: time delay and bandwidth are tested.
A. MEC PLATFORM NETWORK PERFORMANCE ANALYSIS
The network performance of the platform is verified mainly from the aspects of delay, bandwidth and packet loss rate. The network parameters involved are end-to-end measurements.
In the relevant performance analysis, the method of comparing the relevant parameters of mobile edge computing and traditional remote servers frame snare is mainly adopted.
1) NETWORK DELAY
The general network delay includes the sending delay, propagation delay and processing delay. In order to be closer to the real scene, the round-trip delay (RTT) is used to evaluate the platform delay performance. RTT refers to the beginning of sending data from the test client to that the test client received confirmation from the test server side (the test server received the data immediately after the confirmation). A total of the delay contains all the send delay, propagation delay, processing delay. This can more accurately depict the use of the real network. As shown in Figure 4 (a) , two curves are obtained after a test of total 120 s. RTT is positively correlated with end-to-end geographic distance, which grows as the geographic distance from the experimental terminal to the data center increases. At the same time, it can also be seen from the Figure 4 (a) , the jump of terminal to the edge cloud can control the network delay within 70 ms. The ultralow latency of mobile edge computing is verified. In addition, the RTT under different access modes was studied. As shown in Figure 4 (b) , different access modes (802.11a wireless, 802.11ac wirelss, 100 Mbps Ethernet, 1000 Mbps Ethernet) can be seen. In fact, the distance is determined the physical distance between cities since the tests are the VOLUME 7, 2019 corporation with other institutions. The longer distance is more than 1500 km, which is from Shanghai China to Shenyang China. The middle distance is within 200 km to 1500 km, and the low distance is less than 200 km. RTT with the distance increases the law unchanged. At the same time, we can see that the wireless access mode RTT is generally greater than wired mode due to the large packet loss possibility caused by the retransmission.
2) NETWORK BANDWIDTH
Bandwidth is the data transfer rate which usually refers to the number of bits transmitted within 1 s. In the actual network environment, the TCP throughput is the main indicator affecting the user's actual experience. Using the iperf tool can measure the end-to-end TCP throughput to verify the bandwidth performance of mobile edge calculation. As shown in Figure 5 (a) , the end-to-end throughput of MEC calculation is compared. Because the test terminal is directly connected to the edge cloud platform, TCP throughput can reach the switch interface rate and reach gigabit in the experimental environment being built, and the bandwidth to the remote cloud platform is limited by the core network and cloud platform access bandwidth, which is generally the minimum value of the entire TCP link. It is known that when the test terminal to the remote cloud platform TCP link bandwidth bottleneck is 100 Mbps, the maximum bandwidth measured will not exceed 100 Mbps. In other words, in the test environment the final TCP bandwidth is the upper limit of 100 Mbps according to the network rule. Although the experiment of this study used 802.11ac with the nominal 1200 Mbps wireless access, the actual TCP throughput can only reach the 1/3 of it for longer distance (>1500 km) due to the channel interference and other factors. For remote cloud platforms to implement MEC, the bottleneck affecting TCP throughput exists in the core network and cloud platform access network. Therefore, the results can be acceptable in mobile edge computing and mobile cloud computing environment. In addition, as shown in Figure 5 (b), band width of wireless access is significantly smaller than wired access (1000 Mbps Ethernet) because it is not affected by other factors such as core network bandwidth.
3) PACKET LOSS RATE
Using the iperf network test tool, the end-to-end UDP dropoff packet was tested by experiment. The UDP window size in the test experiment was always maintained at 208 Kbyte, the packet size of the transmission packet was always maintained at 1470 byte, and the expected bandwidth under Ethernet access conditions was 100 M. The expected bandwidth is 40 M under Wi-Fi access conditions. The results are shown in Figure 6 . In the mobile edge computing environment, the packet loss rate of all access modes is close to 0. Under the condition of Ethernet access, the network packet loss rate of the mobile edge computing system scheme is zero. That is to say, the packet transmission from the experimental terminal to the mobile edge node test server is not lost. The network drop rate of the mobile edge computing system scheme under Wi-Fi connection is also very low. In contrast, mobile cloud computing network architecture scheme will inevitably produce packet loss because the packet end-to-end distance is long and, the transmission process has to pass through more network nodes.
In summary, the quality of network quality of service, in terms of the network delay, the throughput, and packet loss rate as key metrics, the mobile edge computing system scheme has obvious advantages over the traditional network architecture scheme.
B. CACHING AND FORWARDING PERFORMANCE ANALYSIS
This section establishes a simulation platform to evaluate the performance of online federated data caching and request forwarding algorithms. The network used in the experiment consists of three base stations with a topology. Communication between base stations is achieved by the central server. The experiment runs in a total loops of 500. Assuming that the uplink capacity of base station n i at the timing t is the uplink capacity of the B i (t) (satisfying µ = 1Gbps and σ 2 = 100Mbps ), the upper link capacity is the service rate of the queue. The uplink capacity is the service rate of the queue. In the simulation experiment, the amount of data is 10, and the size of each data is 25 MB. The cache capacity for each base station is 120 MB. Each base station is responsible for serving 100 mobile users. The request of the mobile user is subject to the zipf distribution. The cost of transmission between base stations including data servers, is shown in Table 1 . In Table  1 , the transmission costs from base stations 1 to base stations 2 and 3 are 1 and 2 respectively. Base station 2 to base station 1, 3 transmission costs are 1 and 2. Base station 3 to base station 1 and 2 transmission costs are 2 and 2. The transfer cost which is defined in equation (6) to the data server for all base stations is 5. The performance of the algorithm in solving equation (15) is examined in terms of quality, average queue length, average cost, and average cache hit rate as β changes.
The algorithm of this paper is a kind of MEC-based one, which will be compared with the existing two algorithms. The first algorithm uses the IBM ILOG CPLEX optimizer (''CPLEX'') to solve the optimization equation (15) . The second algorithm ''CCST'', stabilizes the network queue by optimizing the throughput of the network to cache the data. In the simulation experiment, the bandwidths are set to be the same value, 120 MB. The total number of nodes are allowed to 1000.
Among them, the result of the CPLEX optimizer solves the correct optimal solution of the optimization equation (15) . So we use the CPLEX results as a benchmark to evaluate the accuracy of the algorithm in this paper. Figure 7 shows the objective function values obtained by the algorithm for solving optimization equation (15) in this paper with normalized results. The process of normalization is to divide the exact optimal value obtained by the CPLEX solution by the optimal value calculated by the algorithm in this paper. The closer the normalization results to 1, the more accurate the algorithm is in this paper. As the value of β increases, the normalized target function value gradually tends to 1, which shows that using the algorithm in this paper to solve optimization equation (15) can obtain a higher-quality solution. According to the findings in this paper, the increasing of β results in the decrease of objective function values. Figure 8 shows the average queue length of the three algorithms. When β increases, the average queue length increases. This is because the increase in β uses optimization to focus on reducing costs, at which point requests are forwarded to the base station rather than to the data server. This results in an increase in the length of the queue. According to the Little theorem, the average queue length is proportional to the average delay. Thus, long queues mean greater network delay. As a result, the CCST algorithm causes a large delay. Although the queue length of this algorithm is slightly longer than CPLEX, the resulting performance degradation is acceptable compared to the CCST algorithm. Figure 9 is the result of the average transfer cost of all stations. It is observed that as β increases, the cost of the algorithm in this paper decreases gradually. Combined with the results of Figure 8 , it can be seen that when β is small, the algorithm in this paper tends to maintain a low network congestion state. More requests are forwarded to the data server, resulting in higher transport costs. Figure 10 is the result of an experiment on the cache hit rate of the three algorithms. With the increase of β, the hit rate of algorithm in this paper is optimal.
Although the results in Figures 9 and 10 show that CCST has the lowest transmission cost, CCST is not the optimal one in terms of comprehensive performance (i.e., low cache hit rate and high queue length). First, the CCST algorithm does not consider the data server, and requests can only be forwarded between base stations. Second, CCST has an average hit rate of only about 81%. For the algorithm and CPLEX, all mobile user requests are completed at the same time. For CCST, requests were delayed until the next time due to low data diversity and availability for some users. In this paper, the algorithm achieves high cache hit rate and low queue length at reasonable transmission cost. At the same time, the balance between cost and congestion can be achieved by adjusting β.
Furthermore, based on the idea of optimization in the discrete event dynamic system, a model based on the partial lying observable Markov decision Processes (POMDP) is proposed, and this forwarding strategy is adopted in this paper. In addition, there are two other forwarding strategies: uniform random (UR) forwarding strategies and best route (BR) for comparison. The convergence of the algorithm is analyzed firstly. It is known that the optimization goal is to minimize the total average running cost of the network. The Figure 11 shows a function graph that the average expected performance of the network varies with the number of iterations. As can be seen from the results, the expected performance increases with the number of iterations Eventually the performance converges to the average of the infinite time. Because the sample track length is limited and the events in the experiment are random, the average expected performance of the network obtained by the simulation is reflected in fluctuations near the convergence value. It is defined that the parameter strategy corresponding to the average performance in the steady-state area in the curve is the optimal forwarding strategy under the given network parameters. Then, without changing the network parameters, the POMDP policy is compared to UR forwarding and BR forwarding strategy. The two following performance metrics are considered: 1) Average content download time, which represents the time that takes from the first requested packet of the user to the last packet of that content returns.
2) The average number of hops, which represents the average number of hops each requested interest package was forwarded before it reaches the data source node.
The results of the experiment regarding to downloading performance with time are shown in Figure 12 , which describes the pattern of the average content download time J. Liu, C. Shi: Optimization of Network-Based Caching and Forwarding Using Mobile Edge Computing of the three forwarding strategies over time. As can be seen, the content download time of the BR strategy increases gradually with the increase of simulation time. This is because BR always uses the same path to forward content requests. Thus, the simulation time increases when the number of requests from users increases and the network becomes increasingly congested. Second, the average content download time for both UR and POMDP is significantly shorter than that used by the optimal path strategy, because both can utilize the multipath mechanism provided by the network architecture for dynamic request forwarding. In addition, compared to the UR, POMDP can be seen to perform better than the UR because it can make more efficient use of cached resources and reduce unnecessary data transfer, which also shows that the POMDP is better adapted to the dynamic feature of the network.
V. CONCLUSION
This study analyzed the great pressure that the mobile network faces under the background of the rapid development of mobile services. In terms of this problem, this paper proposed mobile network edge computing cache technology, illustrated the significance of integrating mobile network edge computing and cache. Finally, this study summarized the challenges and development direction of mobile network edge computing cache technology, which is of certain significance to improve content distribution efficiency of mobile network and user network experience.
From the analysis of this paper, mobile edge computing network can migrate cloud computing to the access network, providing a low network delay, high bandwidth application environment for mobile application services. This study of mobile edge computing applications validates the improvement of network performance such as time-lapse bandwidth for mobile edge computing compared to traditional mobile computing. As well as the role of network opening to the role of innovative mobile cloud services to promote the joint optimization of data caching and request forwarding, simulation experiments verify that the algorithm in this paper has better performance in congestion avoidance and transmission cost optimization. Although an online algorithm to solve the problem of joint optimization is proposed, the algorithm needs to run on a central control node and does not conform to the distributed characteristics of the network. Therefore, future research will focus on the design of distributed algorithms.
