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The issue of data replication is considered in the context of a restricted
system model motivated by certain distributed data-warehousing applica-
tions. A new replica management protocol is defined for this model in which
global serializability is ensured, while message overhead and deadlock frequency
are less than in previously published work. The advantages of the protocol
arise from its use of a lazy approach to update secondary copies of replicated
data and the use of a new concept, virtual sites, to reduce the potential for
conflict among global transactions.  1999 Academic Press
1. INTRODUCTION
With the advent of distributed data warehouses and data marts at the high end,
and distributed data in often-disconnected mobile computers at the low end
[KI96], the problem of consistent access to replicated data has re-emerged as a
challenge in recent years [CRR96, GHOS96, HHB96, PL91, SAB+96]. The
fundamental problem, as identified by [GHOS96], is that the standard transac-
tional approach to the propagation of updates to replicas is unstabledeadlocks
increase as the cube of the number of network sites and as the fourth power of
transaction size. This is particularly problematic with relatively long data-mining
queries and with mobile transactions. The former access many data items, while the
latter effectively live for a long period of time if the mobile computer is disconnected.
Thus, deadlock is no longer a rare event with a negligible effect on performance;
instead, it is a barrier to the ability of systems to scale.
Any practical protocol for the management of replicated data must consider
tradeoffs among:
v Serializability: Can we accept non-serializable executions that meet certain
alternative criteria for correctness?
v Currency: Can we accept that certain transactions (read-only transactions)
may read old values of data that represent prior consistent database states? How
old can these values be?
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v Atomicity: Can we permit compensation as a recovery mechanism
[LKS91b, LKS91a, HS91], rather than strictly enforcing the classical notion of
atomicity?
v Availability: Can we guarantee availability of the data at all times without
compromising data consistency?
To achieve reasonable tradeoffs between serializability, currency, atomicity, and
availability one may dispense with traditional ‘‘eager’’ (that is, all or all available
replicas are updated when a write operation is performed on at least one replica)
propagation strategies (see, e.g., [Hol81, HHB96] for a survey) and employ instead
a ‘‘lazy’’ approach. Under lazy propagation, the transaction first updates a single
replica. After the transaction updating the replica commits, separate transactions at
each site containing other replicas are run to propagate the new value of the data
item. Lazy propagation effectively reduces transaction size but creates the possibility of
two or more transactions committing conflicting updates to a data item if they operate
on distinct replicas. For example, T1 could update data item d using the replica
at site s1 while T2 updates the replica of d at s2 . Assume that both transactions
commit. Only when updates are propagated is the conflict discovered by the system.
Such conflicts require the use of either compensating transactions [KLS90] or an
update reconciliation. Consistency can be ensured despite lazy propagation by
directing all data item updates to a preselected replica called the primary copy and
employing an appropriate concurrency control protocol. Such an approach is called
the lazy-master approach in [GHOS96]. The concurrency control protocol must
take lazy propagation into account lest an update transaction read ‘‘old’’ replicas
of some data, resulting in an execution that generates an inconsistent database
state, as the following example illustrates:
Example 1. Consider a bank database for checking and savings accounts that
is distributed over two sites, s1 and s2 . Site s1 contains the primary copy of the
checking-account relation and a replica of the savings-account relation. Site s2
contains the primary copy of the savings-account relation and a replica of the
checking-account relation. The bank requires only that the sum of a customer’s
checking and savings accounts be positive.
Suppose that a husband and wife have joint checking and savings accounts and
the current balances in these two accounts are 8300 and 8700, respectively. The
husband withdraws 8900 from the checking account using an ATM at s1 and, at
approximately the same time, the wife withdraws 8900 from the savings account
using an ATM at s2 . Due to the delay in update propagation resulting from the
lazy approach, both transactions may succeed. However, after the updates are
propagated, both accounts have a negative balance, violating the bank’s constraint
that the sum of the balances must be positive.
To avoid anomalies such as the one illustrated above and guarantee global
serializability, the lazy-master approach must be augmented with one of the following:
v Restrictions on placement of primary copies of data among different sites
[CRR96].
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v Restrictions on the order of propagation of replica updates after the
primary copy has been updated.
v A global concurrency-control mechanism that minimizes coordination
among sites.
In this paper, we choose the last approach. We require that transaction execu-
tions be serializable and atomic and that the transactions read only committed
data. The atomicity protocol, however, should not cause blocking [BHG87].
Hence, neither the two-phase nor three-phase commit protocols can be used to
guarantee transaction atomicity. In this paper we extend the notion of lazy replica
propagation and present a new protocol that has fewer deadlocks than the
approach of [GHOS96], permits local read-only transactions to run without the
need to acquire global locks, permits substantial use of the local database system’s
concurrency control for update transactions (for increased efficiency over global
locking for all accesses), and reduces the distributed transaction management
problem to that of maintaining a globally consistent graph (which we call the
replication graph). In terms of the classifications defined in [GHOS96], we use
master permission regulation and lazy-update propagation. Previous protocols for
managing updates within these assumptions [GHOS96] either fail to guarantee
either database consistency or transaction atomicity or are subject to a prohibitive
number of deadlocks. We present a protocol based on our replication graph that
ensures global serializability. Alternatively, one may choose a lazy, or optimistic,
approach to replication graph maintenance that improves performance further
while introducing a small risk of compensation or reconciliation. Furthermore, our
approach extends to a two-version scheme in which read operations are never
delayed and 1-copy serializability [BHG87] is ensured.
Site failures in our approach are handled completely by relying on the local
database system’s recovery manager. Singleton network partitions (as arise from the
disconnection of a mobile computer) are easily managed. Only in the case of
general partitions do we need to resort to blocking or reconciliation. This paper
contains a stronger version of results that first appeared in [BK97].
2. RELATED WORK
Initial work on replicated databases has concentrated on the issues of how to
guarantee global serializability and atomicity in an environment where the sites as
well as communication between sites were subject to failures [BHG87]. Global
serializability can be achieved by using a distributed version of any protocol that
guarantees serializability, such as two-phase locking or timestamp protocols
[BHG87], in combination with one of the replica update-propagation schemes
(read-one, write-all or read-any, write-all-available, etc.). To ensure atomicity
despite failures, the two-phase commit protocol is used in combination with a
replica-coherency scheme. The various published protocols vary in their degree of
central control and the specific techniques used. We refer the reader to the literature
[Ell77, Tho78, GS78, Min79] rather than repeat the details here. Such approaches
guarantee the ACID (atomicity, consistency, isolation, and durability) properties of
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transactions [GR93]. The problem, however, is that such approaches are suscep-
tible to deadlocks, transaction aborts, and site blocking. As the number of sites and
data items and the degree of replication grow, the frequency of these undesirable
effects rises dramatically. We shall not elaborate on these approaches further but
refer the reader to [HHB96]. Rather, we wish to emphasize that to generate a
practical algorithm for updating replicated data, some compromise is needed to
achieve better performance. The notion of correctness must be relaxed or the set of
allowed actions by transactions must be restricted or both.
Recently, Gray et al. [GHOS96] proposed a taxonomy of replication manage-
ment strategies that is based on who may update what data and how updates are
propagated to other replicas. Their taxonomy is based on the regulation and
propagation paradigms as follows:
v Regulation. Group permission, in which any site holding a replica may
initiate an update, versus master permission, in which only the primary site for the
data item (that is, the site that contains a primary copy of the data item) may
initiate an update to that data item.
v Propagation. Eager propagation by the update transaction itself versus
lazy propagation by a separate asynchronous transaction.
Agrawal et al. [AAS97] considered a lazy propagation of transactions that
guarantees both global serializability and transaction atomicity. The paper describes
two algorithms for update propagation: pessimistic and optimistic. The former
approach guarantees global serializability, provided that each local DBMS employs
the strict two-phase locking protocol [BHG87]. Transaction atomicity is achieved
by using a standard version of the two-phase commit protocol. The latter approach,
on the other hand, may improve transaction throughput but may sometimes
generate non-serializable executions. Using the two-phase commit protocol exposes
both approaches to blocking; the probability of which grows with the number of
sites.
Several authors considered the issues of global serializability and ensuring
atomicity without an atomic commit protocol [CRR96, SAB+96]. Their approach
is based on either group or master permission and a lazy replica propagation
paradigm. Global serializability is achieved by means of a distributed version of one
of the standard concurrency control protocols, but when a transaction ends at some
site, it commits locally and releases its locks without waiting for commitment at
other sites. However, there are potential data inconsistencies resulting from certain
copies of replicated data items holding obsolete data. Thus, there must be a
mechanism that ensures data item replica convergence [GHOS96].
In [CRR96] the authors propose to guarantee database consistency by ensuring
the acyclicity of a directed graph (which they call the data placement graph). Two
sites are connected by an edge if one of the sites contains a primary copy of the
data item and the other site contains a secondary copy of the same data item. If a
data placement graph is acyclic, each local DBMS employs a rigorous two-phase
locking protocol, and propagation messages are sent and received in commit order,
then global serializability is guaranteed. However, the probability that the data
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placement graph would be acyclic in a realistic application is low, since each site
normally contains a large database and the number of sites is usually much smaller
than the number of data items. This limits the practical applicability of their
proposed solution. In [BKRSS99] the authors proposed two protocols that impose
an order on replica propagation schemes. Both their protocols guarantee global
serializability.
In [SAB+96] another approach to data replication is described. This approach
is based on lazy propagation and master permission. It appears that the system
ensures eventual replica convergence but does not guarantee global serializability.
In [RGK96] the authors propose a decentralized propagation algorithm that
guarantees data convergence with a limited number of messages exchanged between
sites. Their approach, however, does not guarantee global serializability.
Finally, several authors consider alternative notions of correctness in dealing
with replicated data [MRKS91, BGMS92]. Among them are:
v Strong correctness. In this approach, transaction management guarantees
that each transaction sees a database that satisfies all database integrity constraints
and each transaction, if started from a consistent database state, leaves a database
in a consistent state. Every globally serializable schedule is also strongly correct but
not vice versa [MRKS91].
v Weak correctness. In this approach, each schedule transforms a consistent
database state into another consistent database state. That is, a schedule must
preserve the integrity of the database, but it need not ensure that every transaction
reads consistent data. Schedules that guarantee weak correctness guarantee data
convergence [GHOS96].
v Temporal consistency. Under temporal consistency, the database is guaran-
teed to be consistent only at certain predetermined times (for example, every hour
on the hour). No specific guarantees are made regarding the current data values at
other times. A transaction can ensure that it sees a consistent database state by
reading a possibly old version of each data item corresponding to the most recent
consistent state.
3. SYSTEM MODEL
Our system model is derived from our motivating application that consists of a
set of data warehouses each containing a large database (up to a few terabytes). We
assume that all data warehouses are interconnected by a wide-area network. Much
of the network bandwidth is used for the actual transfer of updates to sites holding
replicas. Thus, network bandwidth is a scarce resource and the round-trip time for
a message and acknowledgment is relatively large. Each site runs a database system
locally that ensures the usual ACID properties [GR93] (including serializability).
We assume that the communication protocol guarantees message delivery even in
presence of sites and communication line failures. Any two transactions originating
at the same site may send replica update operations either in arbitrary order or in
the order of the transaction commits at their origination site. Our protocol,
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however, does not require any specific order of sending replica update messages.
Furthermore, the messages at the receiving site are either executed in the arbitrary
order or executed in the order of transactions commits at the origination site.
Finally, we disallow general network partitions, although we do allow that a site
can be unreachable, as often happens in the case of mobile hosts.
The data consists of a relational database distributed over a set of k sites. Data
may be replicated to any degree (1, ..., k). For each data item a, there is a unique
site denoted by p(a) that is responsible for the updates to a. Site p(a) is called the
primary site of a. A copy of a located at p(a) is called the primary copy. Every other
copy of a is called a secondary copy of a.
3.1. Transaction Model
Each transaction is submitted at some local site. A transaction is called local if
it runs only at the site where it is submitted. Otherwise, the transaction is called
global. If transaction Ti is submitted at site sj , then sj is called the origination site
of Ti and is denoted by o(Ti).
A local transaction, Ti , is a partial order, <i , on a set of read and write opera-
tions (denoted by ri and wi , respectively) with either commiti (denoted by ci) or
aborti (denoted by ai) (but not both) as a single maximal element of <i . A
read-only transaction is one that contains no write operations. An update transac-
tion contains at least one write operation.
A local schedule S over a set of transactions T is a partial order <S of all opera-
tions of all transactions in T such that for any transaction Ti in T, <i is a subset
of <S . If o i<S oj in S, then we say that operation oi is executed before operation
oj in S. Transaction Ti is committed (aborted ) in schedule S if S contains ci (ai)
operation. Transaction Ti is active in S if it is neither committed nor aborted in S.
We say that schedule S is serial if for every two transactions Ti and Tj in S either
all operations of Ti appear before any operation of Tj or vice versa [BHG87].
Following [BGMS92], we say that schedule S over the set of transactions T is
an sp-schedule if and only if there exists a mapping sp from transactions in T to
their operations such that:
(1) sp(Ti)=ok , where ok # Ti and Ti # T.
(2) if sp(Ti) occurs before sp(Tj) in S, then there exists a serial schedule
equivalent to S in which T i precedes Tj .
As shown in [BGMS92], not every local schedule is an sp-schedule. If a schedule
is an sp-schedule, then the operation of Ti into which sp maps Ti is called its
serialization point operation (sp-operation). If a local DBMS uses the two-phase
locking protocol, then the acquisition of the last lock by the transaction (before it
started to release locks) is the sp-operation of the transaction.
We say that two operations in schedule S conflict if they belong to different
transactions and operate on the same data item and at least one of the operations
is a write operation. Two schedules are conflict equivalent if they have the same set
of ordered pairs of conflicting operations. We say that schedule S is conflict
serializable (or simply, serializable) if it is conflict equivalent to a serial schedule
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over the same set of transactions as schedule S. In this paper, we assume that each
local site guarantees conflict serializability of a local schedule. Furthermore, if a
local DBMS uses the two-phase locking protocol, then we assume that it also
manages local deadlocks that may occur at the local site.
A global transaction is represented by several local subtransactionsone for each
site that holds replicas of one or more data items updated by the transaction. For
simplicity of notation, we denote a global transaction and all its local subtransac-
tions by the same name (e.g., Ti).
For the purposes of this paper our model is subject to the following restrictions:
(1) Each transaction Ti can read data only at its origination site o(Ti). That
is, we disallow any read operations on data items that are not locally available. We
assume that the database was designed in such a way that no transaction Ti should
need data that is not at the transaction origination site o(Ti). If, however, some
transaction does need data item a that is not at o(Ti), then Ti is suspended, waiting
until a copy of a is placed at o(Ti). We assume that such a situation should not
happen very often and thus we ignore it. Consequently, this restriction does not
seem to be a severe limitation of our model.
(2) A data item a at site p(a) can be updated only by transaction T i such that
o(Ti)= p(a). This is a significant restriction that limits the sets of data items that
may be updated within a single transaction. However, a variety of applications that
we have studied fit within this restriction; and, as we shall see, this restriction is a
key to the power of our replica management protocol. Generally, any application
in which each data item has a specific owner fits within this restriction.
(3) When a primary copy of data item a is updated, the new value of a must
be propagated to all other sites where a is replicated. This propagation can start at
any time. However, the new value of a at the secondary site can be installed only
after the transaction updating the primary copy of a has committed or has executed
its sp-operation at site p(a). By local commit of transaction T i at site sj we mean
that Ti not only has performed all its readwrite operation, but also guarantees that
all data updated at sj is persistent and cannot be undone. If a local site uses locks
for local concurrency control, then all locks held by Ti at sj are released as well.
Because of our lazy approach to update propagation, there is no global atomic
commit; once Ti has committed or executed its sp-operation at its origination site,
it eventually commits independently at other sites at which it runs.
From the restrictions listed above we derive three simple properties of our model
that we use throughout the paper.
v Property 1. Each read-only transaction is local (since it accesses data only
at one site). An update transaction that does not update any replicated data items
is also local. An update transaction is global if it updates some replicated data
items.
v Property 2. If two different transactions Ti and Tj have write operations
on the same data item a, then these transactions must originate at the same site.
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The reason this property holds is as follows. If transactions Ti and Tj write data
item a at site sl , then either they originated at sl or they update a secondary copy
of a at sl . In the latter case, both of these transactions must have updated a at site
p(a). Since a transaction cannot update any data item until it has committed at site
o(T ) and since any transaction Ti cannot update a at site o(Ti) unless p(a)=o(Ti),
it follows that o(Ti)=o(Tj).
v Property 3. A transaction must perform its read operations only at its
origination site.
The reason Property 3 holds is as follows. If a transaction is local, it does not
perform any operations at sites other than its origination site. If, on the other hand,
the transaction is global, then by Restriction 1, it first does all its operations at its
origination site; it then commits and only after that (by Restriction 3) it propagates
its updates to other sites. Consequently, the global transaction can perform only
write operations at sites other than its origination site. Thus, any global transaction
cannot have any read operations at sites where it updates secondary copies.
From Property 2, it follows that if two transactions perform write operations on
the same replicated data item a, then updates can be easily coordinated by using
the Thomas Write Rule [BHG87]. This rule uses data and transaction timestamps
to order events. Write operations with a timestamp older than the timestamp of
the data item can be ignored. Consequently, any replication coherency protocol
must only consider coordination of readwrite and writeread conflicts. A readwrite
(writeread) conflict occurs if a transaction reads (writes) a data item before another
transaction writes (reads) it. We refer to readwrite and writeread conflicts collectively
as rw-conflicts. We define rw-conflict equivalent and rw-conflict serializable schedules
in a manner similar to the standard definition of conflict equivalent and conflict
serializable schedules [BHG87]. Namely, two schedules are rw-conflict equivalent if
they are defined over the same set of transactions and have the same set of rw-conflicts.
A schedule is rw-conflict serializable (or just rw-serializable) if it is rw-conflict
equivalent to a serial schedule.
A union of local schedules is called a global schedule. We say a global schedule
is globally serializable if and only if there is a total order of all transactions such
that if Ti precedes Tj in the total order, then Ti is serialized before Tj at all local
sites at which these two transactions are executed together.
3.2. Transaction States
During processing of Ti at some local site sj , the transaction can be in one of the
following local states: aborted, if local DBMS at sj has aborted Ti at sj ; active, if
Ti has executed at least one of its operations at sj but did not execute commit i at
sj ; and committed, if Ti has executed commiti at site sj . At the time that Ti submits
its first operation at sj it becomes active at sj . It continues to be active at sj until
it executes its commit or abort operation. In the former case it becomes committed,
while in the latter case it becomes aborted. It is possible that Ti has committed at
its origination site and yet when it tries to propagate its updates at sj the local
DBMS may abort the update propagation subtransaction of Ti . In such a case, Ti
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becomes aborted at sj . Eventually, Ti is restarted at sj and consequently, becomes
active there. Hence, if a transaction is in the committed state at its origination site,
it eventually must commit at all sites at which it runs. However, in the process of
update propagation it may go through any of the defined local states. If a transac-
tion has entered the aborted state at its origination site, it remains in that state.
In addition to the local states for transactions, we define four global states as
follows:
v aborted, if Ti has aborted at its origination site o(Ti);
v active, if Ti is active at its origination site o(Ti);
v committed, if Ti has either committed or executed its sp-operation at its
origination site o(Ti), but is not yet in the completed state;
v completed, if at every site at which Ti executes, it has executed its sp-opera-
tion (if the local schedule is an sp-schedule) or has committed (if the local schedule
is not an sp-schedule) and is preceded in that site’s local serialization order only by
completed transactions.
Figure 1 depicts a state transition diagram for global transaction states.
In practice, there is, of course, a delay between the time at which a global state
transition occurs and the time remote sites are informed of the transition. While
substantial delays of this sort would harm performance, we show here that our
protocol is robust in the face of arbitrary delays in the communication of global
state transitions. In the sequel, by transaction state we mean a global transaction
state unless we explicitly state differently.
Each transaction eventually enters either the committed or aborted state. If a
transaction is in the active or aborted state, then the transaction did not execute any
operations at sites other than its origination site. From the active state, the transac-
tion may either transfer into the aborted or committed state or remain in the active
state. It cannot transfer directly into the completed state. When the transaction has
entered into the aborted state, it remains there. If a global transaction is in the
committed state, then it may have started propagation of its updates to sites other
than its origination site. From the committed state, the transaction can be trans-
ferred only into the completed state.
If there is no information about a local database manager, we assume that it does
not generate sp-schedules. Thus, to decide whether the transaction has completed,
we first check whether it has committed at each of its execution sites and then we
FIG. 1. State transition diagram.
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check whether at any local sites it is preceded by other completed transactions. A
transaction that has committed at each of its sites is not necessarily completed since
some non-completed transactions may precede the transaction at some of the local
sites at which it was executing. To illustrate, consider the following example.
Example 2. Consider a database consisting of two sites s1 and s2 . Site s1
contains primary copies of data items a, b, and c. Site s2 contains secondary copies
of b and c. Consider the following three transactions:
T1 : a=b+2; b=b+2;
T2 : c=a&1;
T3 : print(b+c).
Transactions T1 and T2 originate at s1 , while T3 originates at s2 . Assume that the
global execution is as follows (an operation superscript indicates the site at which
the transaction operation is executed and a subscript indicates the transaction to
which the operation belongs):
r11(b), w
1
1(a), w
1
1(b), c
1
1 , r
2
3(b), w
2
1(b), c
2
1 , r
1
2(a), w
1
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2
2(c), c
2
2 , r
2
3(c), c
2
3 .
Then the following local schedules are generated at each site:
S1 : r1(b), w1(a), w1(b), c1 , r2(a), w2(c), c2
S2 : r3(b), w1(b), c1 , w2(c), c2 , r3(c), c3 .
It is simple to see that the above schedule is not globally serializable. T1 precedes
T2 at s1 , while at s2 , T2 precedes T3 which precedes T1 . At the point where T1 has
committed everywhere (just after c21 in the global execution order), T3 is still active.
By our definition, T1 is not in the completed state, although it has committed at
each site. Furthermore, at the point where T3 has committed, transaction T1 is still
not in the completed state, since it is preceded by T2 and T3 neither of which has
completed. If a global concurrency control protocol chose no longer to worry
whether T1 has completed after it has committed everywhere, it would not be
possible to detect the non-serializability of the execution. For this reason, our
protocol keeps transactions under consideration until they enter the completed
state. We shall see that, under our protocol, once a transaction reaches the com-
pleted state, it can no longer cause non-serializability of a global schedule.
If a transaction has committed at all sites but has not yet completed it may
become completed at some later stage. For example, suppose that site s1 contains
primary copies of a and b, while site s2 contains their secondary copies. We assume
that the DBMS at s2 does not generate an sp-schedule. Further suppose that at sites
s1 and s2 the following schedules are generated by local DBMSs:
S1 : w1(a), c1 , r2(a), w2(b), c2 ,
S2 : r3(b), w2(b), c2 , w1(a), c1 , r3(a), c3 .
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At the time when T2 has committed at both sites, it is not completed, since it is
preceded by T3 at site s2 which is not completed. However, when T3 commits at s2 ,
it becomes completed and, consequently, T2 also becomes completed. Observe that
T1 is completed as soon as it has committed at s2 , since it is not preceded at either
site by any non-completed transaction.
The system must manage the transmission of updates in a way that is compatible
with the load factor for the sites and network links in question, as well as any
application-imposed deadlines for update propagation. The main goal of update
propagation is to reduce the time during which a transaction is in the committed
but not in the completed state. The set of committed but not completed transactions
grows proportionally to the average time that a transaction spends in the committed
but non-completed state. This, as we shall see, may cause the protocol to spend
more time determining whether an operation submitted by a transaction should
proceed or wait or whether the transaction needs to be aborted.
3.3. Site Autonomy
The system model we presenta distributed database system with local con-
currency control at each sitemust address the issue of autonomy, that is, the
degree of independence of individual sites from global system control. Unlike a
multidatabase system [BGMS92], where there is a strong autonomy assumption,
our application allows us to assume a weaker notion of autonomy. Our goal is to
exploit the existing local DBMS transaction management capability as much as
possible for reasons of simplicity and efficiency but we are free to impose protocols
on top of these systems as needed. Unlike the situation in multidatabase systems,
local transactions may also be subject to constraints imposed by the distributed
system.
4. CHARACTERIZATION OF GLOBALLY SERIALIZABLE SCHEDULES
In this section, we derive a characterization of globally serializable schedules for
databases with unlimited replication. Our characterization is formulated in the
terms of replication graph acyclicity defined below.
4.1. Virtual Sites
Since each site’s local database system ensures local serializability, we could view
our problem as one of coordinating executions among these database systems.
However, treating the local database systems as monolithic ‘‘black boxes,’’ creates
an artificially high degree of contention among global transactions. It would be
possible to reduce the amount of contention if we could consider smaller though
more numerous sites. However, the number of sites and the number of data items
located at any site are system characteristics and cannot be changed at will. It is
reasonable to assume, however, that most transactions access only a very small
number of data items relative to the size of the database. Consequently, we identify
with each transaction a logical site, called a virtual site, that contains all data items
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that the transaction accessed at a local site. That is, roughly, a virtual site is in fact
a set of data items accessed by a transaction at specific site sj . The size of a virtual
site is therefore comparable to the average number of operations submitted by a
transaction. Splitting a physical site into virtual sites and guaranteeing our transac-
tion model assumptions at each virtual site, in effect reduces the coordination of
transaction execution among physical sites to coordination of transaction execution
among virtual sites. This allows more concurrency and better throughput as results
in [ABKW98] demonstrate.
In defining a set of virtual sites, however, we need to ensure that the model
restrictions imposed on a set of transactions executing at a set of physical sites still
hold if a physical site is replaced with a set of virtual sites. That is, the set of data
D at a given physical site accessed by a set of transactions that have conflicting
operations on data from D must belong to the same virtual site. Local transaction
management within each virtual site is provided by the database system running at
the physical site containing the virtual site.
Thus, we divide each physical site into a dynamically changing set of virtual sites
and our replication management protocol provides global transaction management
over the set of virtual sites. A virtual site exists from the time the corresponding
transaction(s) begins until the protocol explicitly removes it from consideration. We
denote the virtual site for Ti at physical site sj by vs ji . It is important to note that
more than one transaction may share a virtual site. Thus, for some transactions Ti
and Tk executing at site s j , it may be the case that vs ji and vs
j
k are identical (which
we denote by vs ji =vs
j
k). The set of virtual sites is constructed and maintained based
on the following three rules:
v Locality rule. We require that each local transaction execute at precisely
one virtual site. A global update transaction, however, has several virtual sitesone
at each physical site at which it executes. At every point in time, vs ji must contain
the set of all data items at physical site s j that transaction Ti has accessed up to that
point. A transaction is said to access data item d at site s if it has executed a read
of d at s or has executed a write on any replica of d regardless of site.
v Union rule. If two transactions Ti and Tk , access data item d in common
at site s j , their virtual sites vs ji and vs
j
k at site sj must be merged if either Ti and Tk
are in a rw- or wr-conflict or Ti and Tk are in ww-conflict on a primary data item.
Merging of vs ji and vs
j
k at site sj means that these virtual sites become the same and
the merged site (now called both vs ji and vs
j
k) contains all the data accessed so far
by Ti or by Tk at s j . Observe that if two transactions T i and Tk have a ww-conflict
on secondary copy of the data item at site sj , the virtual sites vs ji and vs
j
k are not
merged. Consequently, it is possible that two distinct virtual sites would have some
data in common. That is, virtual sites at the same physical site do not necessarily
constitute a partition of data items of the physical site.
v Split rule. When physical site sj determines that Ti has entered either the
aborted or the completed state, any data items accessed exclusively by Ti are
removed from vs ji and the replication protocol need no longer consider Ti . If there
is no Tk distinct from Ti such that vs ji =vs
j
k , this effectively removes vs
j
i . Otherwise,
40 BREITBART AND KORTH
we may recompute the virtual sites at site sj for all transactions Tk such that
vs ji =vs
j
k using the locality and union rules. This computation can be optimized
using transaction conflict information to reduce overhead.
The locality rule ensures that at each physical site there is a single virtual site in
which the transaction is executing. The union rule guarantees that if two transac-
tions have originated at the same physical site and conflict directly or indirectly,
then these transactions execute at the same virtual site at their origination site.
If two transactions execute write operations on the same data item at the same
physical site, then their ww-conflict can be handled by the Thomas Write Rule
[BHG87] at any site that contains a primary or secondary copy of the data item
(as we shall see in the protocol definitions). If a ww-conflict is on the primary data
item, however, it needs to be recorded in the virtual site of the transaction origina-
tion site to guarantee global serializability in the presence of local transactions that
conduct a write operation on non-replicated data items. There is, however, no need
to merge virtual sites due to a ww-conflict on a secondary data item, since transac-
tions that have such a conflict have originated at the same site (see Property 3) and
the DBMS at that site has already recorded this conflict. This makes it possible to
keep virtual sites smaller and to reduce the amount of contention during replica
propagation.
Whereas the locality and union rules are requirements for correctness, the split
rule is aimed at necessary performance improvements for the protocols to be practi-
cal. The power of the protocol arises from keeping virtual sites as small as possible.
Thus, when a transaction Ti enters the aborted or completed state, it is desirable to
use this information to split, shrink, or eliminate virtual sites.
Clearly each physical site can also be considered as a virtual site for all transac-
tions that run at the site. Consequently, for a given set of transactions there is at
least one set of virtual sites that satisfies the locality, union, and split rules. If the
selected set of virtual sites satisfies the locality, union, and split rules, we call such
a set of virtual sites an acceptable set of virtual sites for a given set of transactions.
In particular, the set of physical sites at which the transactions are executing is an
acceptable set of virtual sites. However, that set negates the advantages of virtual
sites versus physical sites.
As we noted earlier, two virtual sites may have some data items in common,
provided that two transactions that led to creation of these virtual sites do not
conflict on any primary data items or do not rw-conflict on secondary data items
within their virtual sites. In fact, it is possible to have two virtual sites that consist
of the same data items and yet can be considered as different. Thus, in addition to
a set of data items contained in a virtual site, the virtual site has a unique identifier.
Consider the following example:
Example 3. Consider a database consisting of data item a located at two sites
s1 and s2 with site s1 containing the primary copy of a. Let T1 and T2 originate at
s1 and write data item a. The virtual sites for T1 and T2 at s1 are identical, since
T1 and T2 have a ww-conflict on a primary data item. That is, vs11=vs
1
2=a.
The virtual sites for T1 and T2 at site s2 also consist of a single data item a.
However, virtual sites for T1 and T2 at site s2 are different, since there is no
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rw-conflict between T1 and T2 at that site. Thus, vs21 {vs
2
2 . To distinguish two
virtual sites for T1 and T2 at the physical sites we must identify each of them with
a unique identification number.
4.2. Replication Graph
Let T be a set of transactions and let S be a schedule over the set T. Let VS be
an acceptable set of virtual sites for T. Intuitively, each virtual site in VS is
associated with a set of transactions that conflict at a specific physical site. Conse-
quently, executing such a set of transactions at a given virtual site imposes an order
on these transactions. To guarantee global serializability, we need to ensure that the
serialization order imposed on transactions executing at a virtual site is the same
as that at virtual sites at which those transactions propagate their updates. To
guarantee this, we introduce the notion of a replication graph.
We associate a replication graph with a given schedule S over the set of transac-
tions T to represent conflicts arising from updates to replicated data. With each
execution there are several possible replication graphs that could be constructed.
We shall prove that there is an acyclic replication graph for a given schedule S, if
and only if S is globally serializable. A replication graph RG=(T _ VS, E) is an
undirected bipartite graph whose set of nodes are virtual sites from an acceptable
set of virtual sites VS and transactions from T. Edge (vsij , Tj) belongs to E if and
only if S contains an operation wj (x), where x is a replicated data item belonging
to virtual site vsij . From the replication graph definition, it follows that only global
update transactions need be present among transaction nodes of the graph, since
those are the only transactions that can have edges incident on them.
A replication graph for the global schedule given in Example 2 is shown in Fig. 2.
Each of the virtual sites in the graph shown in Fig. 2 is at a distinct physical site.
The replication graph for this schedule is unique. However, a replication graph for
a global schedule is not necessarily unique, since for a given execution of a set of
transactions T there may be many acceptable sets of virtual sites for T. Consider the
following example.
Example 4. Consider a database located at two sites: s1 and s2 . Site s1 contains
primary copies of a, b, and c. Site s2 contains secondary copies of b and c. Consider
the following three transactions:
FIG. 2. Replication graph for Example 2.
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T1 : r1(b), w1(a), w1(b)
T2 : r2(a), w2(c)
T3 : r3(c).
Transactions T1 and T2 originate at s1 , while T3 originates at s2 .
Then the following local schedules may be generated at sites s1 and s2 :
S1: r1(b), w1(a), w1(b), c1 , r2(a), w2(c), c2
S2: w2(c), c2 , r3(c), c3 , w1(b).
A replication graph for the global schedule given above is shown in Fig. 3(a), where
virtual site vs11=vs
1
2 contains a, b, and c; virtual site vs
2
1 contains b, and virtual site
vs22 contains c. An alternative replication graph is shown in Fig. 3(b), where virtual
site vs11=vs
1
2 contains a, b, and c and virtual site vs
2
2=vs
2
1 contains b and c. Note
that the graph of Fig. 3(a) is acyclic, while the graph of Fig. 3(b) is cyclic.
In what follows, we characterize the set of replication graphs for globally
serializable schedules. To do so we first define a reduction process for a replication
graph. We then prove that the reduction process applied to a replication graph
results in an empty graph if and only if the global schedule is serializable.
Let S be a global schedule and let RG be a replication graph for S. We define
a reduction procedure for RG as follows. We remove from the graph all completed
transactions along with all edges incident on it and apply the split rule. If a virtual
site node does not have any edges incident on it, we remove that node as well. The
graph G$ obtained from RG using this reduction procedure is called the reduced
graph of schedule S.
FIG. 3. Replication graphs for Example 4.
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For the rest of this section, we consider replication graphs for global schedules
in which all transactions are either committed or aborted at all sites. We call such
schedules complete. Given a schedule S, we construct a reduced replication graph
for S by starting with the first operation of S and for each operation we apply the
locality, union, and split rules whenever they are applicable. The replication graph
RG resulting from this procedure is a reduced one. This follows from the fact that
the set of completed transactions is determined uniquely by a given schedule. As a
result of the procedure defined above, we remove from the graph all completed
transactions. Thus, in the remaining graph no transaction can be removed and the
graph is reduced. We denote the reduced graph for S obtained by the above proce-
dure as G(S). The importance of the reduced replication graph stems from the
following theorem:
Theorem 1. Let S be a complete global schedule over the set of transactions T.
S is globally serializable if and only if its reduced replication graph is empty.
To prove the theorem, we first prove two lemmas. Our first lemma establishes
that if two global schedules S and S$ are conflict equivalent then their reduced
replication graphs G(S) and G(S$) are identical. Our second lemma states that the
reduced replication graph of any serial schedule is empty.
Lemma 1. Let S and S$ be two conflict equivalent global schedules over the set
of transactions T. Then their reduced replication graphs G(S) and G(S$) are identical.
Proof. We define two operations to be commutative if they belong to distinct
transactions and do not conflict. From [Pap86] it follows that if S is equivalent to
S$, then S can be transformed into S$ by a series of permutations of pairs of two
adjacent commutative operations in S.
A complete proof of this lemma is conducted by induction on the number of
commutative pairs of adjacent operations in S that are applied to obtain S$. Let S
be a schedule and let oj (x) and ok( y) be two adjacent operations in S that do not
conflict and that belong to distinct transactions. Let S$ be obtained from S by
exchanging the order of these operations. Let G(S) be a reduced replication graph
for S up to, but not including, the execution of operation oj (x).
We consider two cases:
(1) oj=rj , ok=rk . In this case, the operations either change an existing
virtual site or lead to a virtual site merge regardless of the order of operations.
Consequently, G(S)=G(S$).
(2) One of the operations is a write. Without loss of generality, suppose that
oj=wj and either ok=rk , or ok=wk , or ok=ck . Since operations are not conflicting,
they operate on different data items. Consequently, the write operations possibly added
new edges to nodes that contain a replica of x and the read operation possibly merged
some nodes. It is easy to see that the order of these operations does not affect the
replication graph obtained after applying both of these operations. Since the opera-
tions do not conflict with wj , transactions Tj and Tk will or will not be in the
completed state regardless of the order of these operations. K
Lemma 2. The reduced replication graph for a complete, global serial schedule is
empty.
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Proof. Consider a complete serial global schedule of local and global transac-
tions. Because the schedule is serial, only one transaction is active anywhere in the
system at any time. Thus, when a transaction commits or executes its sp-operation
everywhere, it is in the completed state and can be removed from the graph.
Consequently, we end up with an empty graph. K
Proof of Theorem 1. From Lemmas 1 and 2, it follows that if schedule S is
serializable, then its reduced replication graph is empty. To prove that an empty
reduced replication graph implies that the schedule is serializable, we assume to the
contrary that schedule S is not serializable but the reduced replication graph of S
is empty.
Since S is not serializable, its global serialization graph contains a cycle. Let
T1 , ..., Tk , T1 be a cycle in the global serialization graph. Since every local site
guarantees a serializable execution, it follows that this cycle is composed from a
union of local paths taken from at least two different local sites. Without loss of
generality, suppose that
T1 , Ti1 , ..., Tiq , T2
T2 , Tj1 , ..., Tjp , T3
b
Tk , Tr1 , ..., Trl , T1
are paths taken from local sites s1 , ..., sk , respectively, where k>1. Consequently,
each of T1 , T2 , ..., Tk are global transactions. Each of T i (i=1, 2, ..., k) contains a
write on a replicated data item, since it is executed at at least two local sites. Conse-
quently, at the time Ti (i=1, 2, ..., k) has submitted its write operation on a
replicated data item at si (i=1, 2, ..., k), it creates a node T i and edges (vs ii , Ti)
and (vs i+1i , Ti) (if it does not already exist) in the replication graph. After Ti
commits or executes its sp-operation (i=1, 2, ..., k) at its origination site, it cannot
be removed from the graph using the split rule, since none of these transactions
have completed. Indeed, suppose that T1 has completed at some point. Then at
every site T1 is preceded in the local serialization order only by completed transac-
tions. However, we cannot derive that any T2 , ..., Tk have completed. Consequently,
we cannot conclude that any of T1 , ..., Tk has completed. Thus the reduced replica-
tion graph cannot be empty, which contradicts our assumption. Hence, the theorem
is proven. K
5. PROTOCOL BGS AND ITS PROPERTIES
In this section, we state the basic global serializability (BGS) protocol that
guarantees a serializable execution of global transactions. The protocol uses a dynami-
cally evolving replication graph and guarantees that at each step, the replication graph
is acyclic. Protocol BGS is a stronger version of the protocol GS [BK97] in that
the set of schedules generated by protocol BGS is a proper superset of the set of
schedules generated by protocol GS.
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We begin by defining a test, which we call RGtest, that is applied by BGS when
a transaction Ti submits an operation. The test consists of tentatively applying the
locality and union rules to virtual sites in the replication graph and tentatively
adding any edges that would be mandated by the definition of the replication
graph. If no cycle results, then the test succeeds and the tentative changes to the
graph are applied. The protocol rules are as follows:
Protocol BGS. (1) If Ti submits a read or write operation at its origination
site:
v If RGtest succeeds, allow the operation to execute subject to Rule 2 and
make the tentative changes to the graph permanent. If the first operation of Ti was
executed at the Ti ’s origination site, assign a timestamp ts(Ti) to Ti . If Ti is in the
completed state, remove it by deleting it from the replication graph (if it was
present) and applying the split rule. Check whether any waiting transactions can be
activated or aborted as a result.
v If RGtest fails and Ti is local, Ti submits the abort operation.
v If RGtest fails and Ti is global, test the tentative replication graph to see if
any cycle includes a transaction in the committed state. If so, Ti submits the abort
operation, else Ti waits.
(2) If Ti submits a write operation on a replicated data item, check the trans-
action timestamp. If it is less than the timestamp of the last write operation on the
data item, do not perform the write or else allow the operation to proceed. If Ti is
in the completed state, remove it by deleting it from the replication graph (if it was
present) and applying the split rule. Check whether any waiting transactions can be
activated or aborted as a result.
(3) If Ti submits the commit operation, proceed with execution. If Ti is in the
completed state, remove it by deleting it from the replication graph (if it was
present) and applying the split rule. Check whether any waiting transactions can be
activated or aborted as a result.
(4) If Ti submits the abort operation at its origination site, delete it from the
replication graph and remove sub-transactions of Ti from any waiting queues in
which they appear. Apply the split rule. Check whether any waiting transactions
can be activated.
As one can see, during the transaction processing no loops can exist in the
replication graph. Furthermore, the protocol does not abort any transaction that is
in the committed state. Consequently, an aborted transaction could have changed
data only at its origination site. Thus, no transaction at any other site would have
to be aborted as a result of some other transaction abort. However, if two transac-
tions originated at the same site and are in the active state, then the abort of one
transaction by a local DBMS may cause the abort of another. This occurs only if
the local DBMS is not cascadeless [BHG87]. Suppose now that each local site
guarantees a local cascadeless schedule. Then from the above considerations, it
follows that protocol BGS guarantees a cascadeless global schedule also.
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Let us revisit our checking and savings account example discussed in the Intro-
duction. At both sites independently, both transactions read local balances of the
customer’s checking and savings accounts. After one of the transactions, say at site
s1 , writes a new value of the checking account and commits there, the new value
of the checking balance is shipped to site s2 . When the transaction at s2 tries to
write a new value of the savings account, it will not be allowed to do so since a
loop will be discovered in the replication graph. Furthermore, the transaction at
site s2 will not be allowed to wait since it would wait for a committed transaction.
Thus, the transaction that attempted to update a value of the savings account at
site s2 will be aborted. After it is resubmitted, it would be rejected due to insufficient
funds.
Note that although local transactions do not appear as nodes in the replication
graph, they do have virtual sites. Therefore, by the union rule, local transactions
(both update and read-only transactions) affect the set of virtual sites and can delay
removal of a global transaction from the replication graph. Consider the following
example:
Example 5. Consider a database consisting of two sites: s1 and s2 . Site s1 contains
primary copies of data items a, e, and f. Site s2 contains secondary copies of e and
f and a primary copy of data item c. Consider the following five transactions:
T1 : r1(a), w1( f ) T4: r4(e), w4(c)
T2 : w2(a), r2(e) T5: r5(c), r5( f ).
T3 : w3(e)
Transactions T1 , T2 , and T3 originate at site s1 , while transactions T4 and T5
originate at site s2 . Note that T1 and T3 update replicated data, whereas T2 and T4
are local update transactions (that is, they do not update replicated data). T5 is a
read-only transaction. Suppose that execution has proceeded at s1 and s2 as
indicated below:
S1 : r1(a), w1( f ), c1 , w2(a), r2(e), c2 , w3(e), c3
S2 : w3(e), c3 , r4(e), w4(c), c4 , r5(c).
The replication graph at this point is shown in Fig. 4. In the figure VS1=vs11=vs
1
2
=vs13 ; VS2=vs
2
3=vs
2
4=vs
2
5 ; and VS3=vs
2
1 .
FIG. 4. Replication graph for Example 5.
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Observe that after T3 has committed at both sites, it is not removed immediately
from the graph. The reason is that T3 is preceded by T1 at site s1 (T1  T2  T3)
and T1 is not yet committed at s2 . Data item e, which is accessed exclusively by
local transaction T2 remains in virtual site VS1 even after T2 has committed. The
reason is that T2 is preceded at site s1 by T1 and T1 is not yet committed at s2 .
Likewise, data item c remains in virtual site VS2 after local transaction T4 commits.
Suppose that T5 submits its last operation, r5( f ). In processing this operation,
RGtest merges VS2 with VS3 , thus creating a cycle. Therefore, RGtest fails and T5
is aborted. Observe that the cycle included T1 , which had committed at s2 . Subse-
quently, T1 may execute its replica update for f at site s2 , all active transactions
commit and complete, and T5 can be restarted.
Our next example illustrates the usage of the Thomas Write Rule by protocol BGS.
Example 6. Consider a database consisting of two sites s1 and s2 . Site s1
contains primary copies of data items a and b. Site s2 contains secondary copies of
a and b. Consider the following two transactions:
T1 : w1(b), w1(a)
T2 : w2(a).
Transactions T1 and T2 originate at s1 . Assume that the global execution is
w11(b), w
1
2(a), c
1
2 , w
1
1(a), w
2
2(a), c
2
2 , c
1
1 , w
2
1(b), w
2
1(a), c
2
1 .
After operations w11(b) and w
1
2(a) are executed, timestamps ts(T1) and ts(T2) are
assigned to T1 and T2 such that ts(T1)<ts(T2). The replication graph after the
execution of w11(b), w
1
2(a), and w
1
1(a) is shown in Fig. 5.
After the execution of c22 , T2 is in the completed state and is removed from the
graph along with all edges incident on T2 . After the operation w11(a) is submitted,
it is not executed, since a has already been written by a transaction with larger
timestamp. Similarly, when operation w21(a) is submitted it is also not executed.
Finally, when the operation c21 is executed, T1 is in completed state and is removed
from the graph.
A transaction cannot be removed from the replication graph until it enters the
completed state, even if it has committed at all sites. The next example demonstrates
the need for this constraint for an arbitrary long chain of everywhere-committed-
but-not-completed transactions.
FIG. 5. Replication graph for Example 6.
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Example 7. Consider a distributed database located at k sites: s1 , s2 , ..., sk . Site
si (1<ik) contains a primary copy of data item ai and a secondary copy of the
data item ai&1 . Site s1 contains a primary copy of a1 and a secondary copy of ak .
Consider the following transactions:
Ti : wi (ai) (i=1, 2, ..., k)
Tk+i : rk+i (ai) rk+i (ai&1) (i=2, 3, ..., k),
Tk+1 : rk+1(a1) rk+1(ak).
Transactions Ti and Tk+i originate at site si (i=1, 2, ..., k). Suppose that after
executing operations w1(a1), c1 at site s1 and w2(a2), rk+2(a2), rk+2(a1) ck+2 ,
w1(a1) c1 at site s2 , transaction T1 has been removed from the replication graph.
Observe that T1 has not completed yet, since it is preceded in the serialization order
at site s2 by transaction T2 that has not completed at s2 .
The following local schedules are generated at sites s1 , s2 , ..., sk , respectively:
s1 : w1(a1), c1 , rk+1(a1), rk+1(ak), ck+1 , wk(ak), ck+1
s2 : w2(a2), c2 , rk+2(a2), rk+2(a1), ck+2 , w1(a1), c1
b
sk : wk(ak), ck , r2k(ak), r2k(ak&1), c2k , wk&1(ak&1), ck&1 .
The global schedule is not globally serializable. The schedule would not have been
generated, if transaction T1 were left in the schedule. In the latter case, none of the
transactions T1 , T2 , ..., Tk could have been removed after they have been committed,
since none of them are in the completed state. The protocol BGS would deal with
this case as follows. After the operation r2k(ak&1) was submitted, the protocol
would abort T2k and the resulting schedule would be globally serializable.
Observe that only global transactions can be present as nodes in the replication
graph. However, read-only and local-update transactions can delay removal of a
global transaction from the replication graph for an arbitrarily long time, as
demonstrated by the following example.
Example 8. Let k>0 be an even number. Consider a database consisting of
(k+2)2 sites. Site s1 contains a secondary copy of data items a0 , a1 , ..., ak&1 .
Site s2 contains the primary copy of data items a0 and ak&1 . Each other site si
(i=3, 4, ..., (k+2)2) contains the primary copy of data items a2(i&2)&1 and a2(i&2) .
The following read-only transactions originate at site s1 :
Ti : ri (ai&1), ri (ai) (i=1, 3, ..., k&1).
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The following transactions originate at site s2 :
T0 : w0(a0)
Tk : wk(ak&1)
Tk+1 : rk+1(a0) rk+1(ak&1).
Note that T0 and Tk are global. The following transactions originate at site sj for
j=3, 4, ..., (k+2)2:
Ti : wi (ai&1), wi (ai) (i=2, 4, ..., k).
Suppose that the following schedules at sites s1 , s2 , ..., sk&1 were generated just
before the operation rk+1(ak&1) was submitted for execution (to simplify the
presentation, we assume in this example that the transaction commits at the site as
soon as it submits its last operation at that site):
s1 : r1(a0), w0(a0), w2(a1), r1(a1), r3(a2), w2(a2), w4(a3),
r3(a3), ..., rk&1(ak&2), wk&2(ak&2), wk(ak&1)
s2 : w0(a0), rk+1(a0), rk+1(ak&1), wk(ak&1)
sj : wi (ai&1), wi (ai) (i=2, 4, ..., k and j=3, 4, ..., (k+2)2).
None of the global update transactions have been removed by protocol BGS, since
each time the global transaction is committed at all sites, there is either a read-only
transaction that precedes it and is not completed, or there is another non-com-
pleted global transaction that precedes it. After operation rk+1(ak&1) is submitted,
protocol BGS discovers a cycle in the replication graph and aborts Tk+1 . After
that, all transactions in the graph will be removed at the same time.
Theorem 2. Protocol BGS guarantees global serializability.
Proof. We prove first that if there is a loop in the global serialization graph of
global schedule S, then any replication graph of schedule S also contains a loop.
Following that, we observe that protocol BGS does not allow loops in the replica-
tion graph. Consequently, the assumption that the protocol generates a globally
nonserializable schedule would lead to a contradiction. First we prove three
lemmas.
Lemma 3. Let P=T1 , T2 , ..., Tk be a path in the global serialization graph for
global schedule S contributed by the local schedule at physical site s1 , where T1 and
Tk are global transactions and T2 , ..., Tk&1 are local transactions and k>2 (that is,
Tk is the first global transaction after T1 in P). Then there is a path from T1 to Tk
in any replication graph for S that includes at least virtual site vs11 , provided that the
split rule was not applied.
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Proof. Let P=T1 , T2 , ..., Tk be a path in the global serialization graph for
global schedule S contributed by the local schedule at physical site s1 . Every two
adjacent transactions in P have a pair of conflicting operations. Suppose that all
conflicting pairs are of the ww type. In such a case, T2 has a writewrite conflict
with T1 which is global. Consequently, T2 must be also global since it writes to a
global data item. That is, k2 which contradicts the lemma assumption.
Consequently, T1 and T2 are in a rw-conflict. By the union and locality rule,
vs11=vs
1
2 . Since all T3 , ..., Tk&1 are local, they originate at s1 . The conflict between
Tk&1 and Tk cannot be of the ww type (otherwise Tk&1 would have to be global
too). Consequently, by the union and locality rules, we obtain that vs1k&1=vs
1
k .
Thus, vs11=vs
1
2= } } } =vs
1
k&1=vs
1
k . Consequently, the following path satisfies the
lemma assertion: T1 , vs11 , Tk . K
Lemma 4. Let P=T1 , T2 , ..., Tk be a path in the global serialization graph for
global schedule S contributed by the local schedule at physical site s1 , where
T1 , T2 , ..., Tk are global transactions and each pair of adjacent transactions has a
ww-conflict on a nonprimary data item. Then, there is a path between vs11 and vs
1
k that
includes transactions T1 and Tk , provided that the split rule was not applied.
Proof. Since T1 , T2 , ..., Tk are global transactions with every two adjacent
transactions in a ww-conflict on a secondary data item, by Property 2 (see
Section 3.1), these transactions have originated at a single physical site st and
share there the same virtual site vst1 . Thus the following path satisfies the lemma
assertion: vs11 , T1 , vs1 , Tk , vs
1
k . K
Lemma 5. Let P=T1 , T2 , ..., Tk be a path in the global serialization graph of
global schedule S contributed by the local schedule at physical site s1 , where T1 and
Tk are global transactions. Furthermore, let there be at least one pair of adjacent
transactions in P that conflict on a primary data item. Then, any replication graph for
S contains a path between T1 and Tk that includes virtual site vs11 , provided that the
split rule was not applied.
Proof. Consider path P. Without loss of generality, we assume that P is built
from triples TR=(P1P2 P3) of segments: segment P1 of global transactions
followed by segment P2 of local transactions, which, in turn, is followed by segment
P3 of global transactions. The segment of local transactions in the triple may be
empty. Two adjacent triples TR1=(P1 P2P3) followed by TR2=(Q1Q2Q3) satisfy
the following condition: P3=Q1 .
Consider the case in which P contains a single triple. If the segment of local
transactions in the triple is empty, P consists of only global transactions, and there
is at least one conflict on a primary data item. By Property 2, T1 , T2 , ..., Tk have
originated at the same site s1 and share the same virtual site there. Thus, the lemma
assertion holds.
Suppose now that the segment of local transactions in the triple is not empty.
Then, the assertion follows from Lemma 4 as follows. Let P=T1 , T2 , ..., Ti ,
Ti+1 , ..., Tj , Tj+1 , ..., Tk , where T1 , T2 , ..., Ti is a segment of global transactions,
Ti+1 , ..., Tj is a segment of local transactions and Tj+1 , ..., Tk is a segment of global
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transactions. By Lemma 4, transactions T1 , T2 , ..., Ti have originated at the same
virtual site vs1 at their common origination site. By Lemma 3, there is a path in the
replication graph from Ti to Tj+1 and by Lemma 4, there is a path from Tj+1
to Tk .
Using induction on the number of triples (and consequenly, the number of
segments of local transactions in P) we obtain the lemma assertion. The lemma is
proven. K
We now proceed with the proof of the theorem. Assume to the contrary that the
global schedule generated by protocol BGS is not globally serializable. Then there
is no total order on a set of transactions in the global schedule and the union of
local serialization graphs contains a loop,
T1 , Ti1 , ..., Tiq , T2
T2 , Tj1 , ..., Tjq , T3
b
Tk , Tr1 , ..., Trl , T1
Without loss of generality, we assume that T1 , Ti1 , ..., Tiq , T2 is contributed from
site s1 , T2 , Tj1 , ..., Tjp , T3 is contributed from site s2 and, finally, Tk , Tr1 , ..., Trl , T1
is contributed from site sk .
Consequently each of these paths starts and terminates with a global transaction.
If each of these paths consists of only ww-conflicts on secondary data items, then
by Property 2 all of T1 , T2 , ..., Tk have originated at the same virtual site and by
the Thomas Write Rule of protocol BGS, the loop indicated above could not have
occurred.
Let Ti , ..., Ti+1 be the first path contributed to the loop above by a local schedule
at site si that contains not only ww-conflicts on secondary data items. By Lemma 5,
there is a path P in the replication graph between T1 and Ti . Let vs be a virtual
site where both Ti and Ti+1 have originated. We now have the following path
between T1 and Ti+1 : P, vs. Ti+1 . Repeating this procedure for any Ti , ..., Ti+1 that
does not have only ww-conflicts on secondary data items, we obtain that there is
a loop in the replication graph. Thus, a loop in the union of local serialization
graphs implies a loop in the replication graph. Since the protocol does not allow
loops in the replication graph, it must be the case that at some point a completed
transaction has been removed from the replication graph such that if it were to
stay, a loop would have occurred in the graph. Without loss of generality, we
assume that T1 has been committed and removed from the graph and if it were to
stay in the graph, the loop in the replication graph would have occurred.
At the time of removal of T1 from the graph, the replication graph did not have
a loop. Thus, the loop occurred only after some other transaction Tj had submitted
some operations that either caused a merge of virtual sites or completed a loop in
the graph that includes T1 . We consider each of these cases separately.
(1) Let operation ol be the first operation that caused a merge of virtual sites
vs1 and vsm that led to a loop in the graph if T1 were not removed. By our assump-
tion, T1 has been operating at virtual sites vs1 and vs2 , T2 has been operating at
virtual sites vs2 and vs3 , ... Tk has been operating at virtual sites vsk and vsm .
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At the time of T1 ’s removal, no noncompleted transaction at vs1 preceded T1 in
the serialization order there. Consequently, after the site merge, we obtain that T1
precedes Tk at the merged site vs1 and also T1 precedes T2 at site vs2 . Thus, the
loop indicated above cannot occur.
(2) Some transaction Tk has submitted the operation that would have
completed a loop in the replication graph if T1 had not been removed. At the time
of the removal of T1 , it was not connected to Tk . Otherwise, the protocol would
not have been able to remove T1 , since it would have been preceded by a non-com-
pleted transaction. Consequently, T1 precedes Tk and the loop indicated above
could not occur. K
The union and locality rules applied by protocol BGS are reminiscent of a lock-
ing mechanism whose granularity is a virtual site. If two transactions execute at the
same virtual site, then their execution order is preserved at all other sites where they
may conflict. Virtual sites conservatively approximate the access set of a transac-
tion. Consequently, protocol BGS enforcing an absence of loops in the replication
graph can be considered similar to the global two-phase protocol, that enforces an
absence of loops in the global serialization graph. Thus, the class of schedules
generated by protocol BGS is closely related to the class of schedules generated
by the global two-phase locking (2PL) protocol [BHG87]. Furthermore, since
protocol BGS uses a conservative approximation of the transaction access set, one
would expect that BGS allows a proper subset of schedules allowed by the global
2PL protocol. However, this is not the case. Specifically, we prove below that the
class of schedules generated by protocol BGS is a proper superclass of global
schedules generated by the global two-phase locking protocol.
Theorem 3. Let S be a global schedule generated by the global 2PL protocol.
Then S can be generated by protocol BGS.
Proof. Consider the global 2PL protocol. Consequently, each local DBMS
employs locally a two-phase locking protocol. Furthermore, the locking point
[BHG87] is each transaction’s sp-operation. That is, locks acquired by the transac-
tion are not released until the transaction has achieved its locking point at each
local site.
To prove the theorem, we have to show that each time that an operation is
scheduled by the global 2PL protocol, it can also be scheduled by protocol BGS.
Let oi (x) be an operation submitted by transaction Ti and scheduled for execu-
tion by the global 2PL protocol. To schedule this operation, the protocol BGS
must ensure that no loop would appear in the replication graph. The loop in the
replication graph can appear for one of the two reasons:
(1) the union rule was applied and resulted in a merge of virtual sites, and
as a result, a loop emerged in the replication graph;
(2) new edges that led to a loop were introduced into the replication graph.
We consider each of these cases separately demonstrating that if an operation oi (x)
were scheduled by the global 2PL protocol, then neither of the above two cases
could occur.
53REPLICATION AND CONSISTENCY
Case 1. Assume to the contrary that the union rule causes a loop in the replica-
tion graph. Since the global 2PL protocol is employed, the global schedule is
globally serializable. Scheduling oi (x) means that every transaction that conflicts
with oi (x) and is serialized before Ti has released its lock on x before oi (x) is
scheduled.
Suppose that oi (x) leads to a merge of sites vs tl and vs
t
m , both containing the data
item x and both belonging to the same physical site st . Let Tl and Tm be two global
transactions that execute at vs tl and vs
t
m , respectively, that directly or indirectly
rw-conflict with oi (x). Transactions that directly rw-conflict with oi (x) and precede
Ti at st have executed their sp-operations; otherwise the global 2PL protocol would
not have been able to acquire a lock for oi (x). The loop in the replication graph
that we assumed exists contains both transactions T l and Tm . Let Tl , Tm , Ti1 ,
Ti2 , ..., Tik , Tl be the presumed loop in the replication graph after o i (x) is scheduled.
If Tl has executed its sp-operation at the site where Tik was executing, then Tl has
executed its sp-operation at each local site it was executing, since otherwise the lock
for oi (x) would not have been granted. By the same token, each transaction that
precedes T l also has completed its sp-operation at each local site. Thus, Tl has
completed and thus the loop could not have occurred. If, on the other hand, Tl has
not executed its sp-operation at that site, then by induction on the length of the
loop, we prove that there is a site in the presumed loop where two transactions
from the loop are executing, these transactions conflict and yet neither has executed
its sp-operations. That contradicts the global 2PL protocol at the local site.
Case 2. Assume to the contrary that operation wi (x) has been scheduled and it
introduced additional edges to the replication graph that caused a loop in the
graph. We prove now that at least one of the transactions in the loop must be com-
pleted. Consequently, protocol BGS could not generate a loop in the replication
graph by scheduling wi (x).
Suppose that a loop in the replication graph is as follows: Ti , T1 , T2 , ..., Tk , Ti ,
where each two adjacent transactions execute at the same virtual site. Since Ti has
submitted the write operation on a replicated data item (that is the only way that
new edges are inserted into a replication graph!), it is not yet completed, since it
did not execute any operations on secondary copies (observe that edges are inserted
into a replication graph only when a transaction submits a write operation on a
replicated data item at the primary site). Consequently, T1 has executed its
sp-operation at the site of Ti before Ti has submitted its operation that conflicts
with T1 . By the same token, transactions T2 , ..., Tk must execute its sp-operation
before T1 . Consequently, there is a transaction in the loop that has executed its
sp-operations at all sites at which it executes and is not preceded by any of the
transactions in the loop. Thus, there is a completed transaction in the loop. The
theorem is proven. K
Observe that if the definition of a complete state, instead of requiring that a
transaction execute its sp-operation at each site it was executing, had required only
that a transaction execute commit operation at each site it was executing, then
Theorem 3 would not have held. Consider the following example:
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Example 9. Consider a database consisting of two sites, s1 and s2 . Both sites
contain data item a whose primary copy resides at s1 . Let T1 and T2 be two trans-
actions that originated at site s1 each of which consists of a read operation on a
followed by a write operation on a. Suppose that T1 has completed its operations
at s1 , commits there and after that T1 writes a replica of a at s2 . At s2 transaction
T3 reads a copy of a and after that T2 read and writes a at s1 , commits there and
writes a replica of a at s2 . Finally, all transactions at s2 commit. Clearly, such a
schedule can be generated by a global two-phase locking protocol.
Consequently, the following schedules are generated at local sites:
S1 : r1(a), w1(a), c1 , r2(a), w2(a), c2
S2 : w1(a), r3(a), w2(a), c1 , c3 , c2 .
The corresponding global schedule would not, however, be accepted by BGS if we
were to require that the transaction complete after it committed everywhere and it
were not preceded by a noncompleted transaction at each site at which it was
executing. Indeed, after T2 submits its write at s1 a loop in the replication graph is
discovered and since T1 has committed at s1 , T2 is aborted by BGS. However, T1
could have been removed from the replication graph after w1(a) has been executed
at s2 without waiting for T1 to commit at s2 . The reason is that w1(a) is an
sp-operation for T1 .
We now exhibit an example of the schedule that can be generated by the protocol
BGS but cannot be generated by the global 2PL protocol.
Example 10. Consider a database located at three sites: s1 , s2 , and s3 . Site s1
contains primary copies of data items a and b. Site s2 contains the primary copy of
data item c and a secondary copy of b. Site s3 contains secondary copies of a and
c. Consider the following three transactions:
T1 : w1(a), w1(b) T2 : r2(b), w2(c) T3 : r3(c), r3(a).
Transactions T1 , T2 , and T3 originate at sites s1 , s2 , and s3 , respectively. Note that
transactions T1 and T2 update replicated data items, whereas T3 is a local read-only
transaction. Suppose that operations w1(a), r2(b), r3(c) have been submitted and
executed by the global 2PL protocol. After that, T1 has to wait for a global write
lock on b, T2 waits for a global write lock on c, and T3 waits for a global read lock
on a. Thus a deadlock! On the other hand, if the operations are submitted in the
order
w11(a), r
2
2(b), r
3
3(c), w
1
1(b), c
1
1 , w
2
1(b), c
2
1 , w
2
2(c), c
2
2 , r3(a), c
3
3 , w
3
1(a), c
3
1 , w
3
2(c), c
3
2
then protocol BGS generates the set of local schedules
S1 : w1(a), w1(b), c1
S2 : r2(b), w1(b), c1 , w2(c) c2
S3 : r3(c), r3(a), c3 , w1(a), c1 , w2(c), c2 .
Observe that each local schedule can be generated by the local 2PL protocol.
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It is interesting to observe that the class of global schedules generated by the
pessimistic protocol described in [AAS97] is a subclass of global schedules
generated by the global 2PL protocol. Hence, the class of schedules generated by
the pessimistic protocol from [AAS97] is a proper subclass of schedules generated
by the protocol BGS.
6. DEADLOCKS
The deadlock phenomenon in our protocol differs from traditional deadlock.
Waits in protocol BGS are induced by an operation that would cause a cycle in the
replication graph. Such waiting transactions are not waiting for a specific transac-
tion to ‘‘go away,’’ but rather for any transaction in the cycle to be removed or any
virtual site to be split in a way that breaks the cycle. This motivates a more general
definition of deadlock that applies both to protocol BGS and to the standard
notion of a deadlock as it exists in lock-based protocols in local database systems.1
6.1. Definition of Deadlock
A set D of global and local transactions is said to be in a deadlock if every trans-
action in D has submitted an operation that either
(1) waits for another member of D within the concurrency control of some
local database system or
(2) waits under protocol BGS due to the RGtest generating a cycle involving
only transactions in D (and their associated virtual sites).
Our definition of deadlock takes into account all possible waits and, therefore, all
possible deadlocks. For simplicity in our discussions, we shall always assume that
a deadlock set is minimal. To illustrate a deadlock situation caused by protocol
BGS consider the following example:
Example 11. Consider a database located at three sites. Site s1 contains primary
copies of a and c and secondary copies of d and e. Site s2 contains primary copies
of b and d and a secondary copy of a. Site s3 contains secondary copies of b and
c and a primary copy of e.
Let T1 , T2 , and T3 be transactions originating at sites s1 , s2 , and s3 , respectively,
and defined as follows:
T1 : r1(d), r1(e), w1(a), w1(c)
T2 : r2(a), w2(b), w2(d )
T3 : r3(b), r3(c), w3(e).
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1 We assume that all local waits arise from data-item conflicts. That is, if T1 waits for T2 , then they
conflict on some data item and T2 accessed that data item first.
Suppose that so far transaction operations r1(d ), r1(e), w1(a), r2(a), w2(b), r3(b),
r3(c) have been submitted and executed at their origination sites. Such execution
has resulted so far in the replication graph shown in Fig. 6 and the local schedules
shown below:
s1 : r1(d ), r1(e), w1(a)
s2 : r2(a), w2(b)
s3 : r3(b), r3(c).
If T1 wants to write data item c at site s1 , RGTest adds c to vs31 and merges vs
3
2
with vs31 . Such an action generates a loop in the replication graph. Consequently,
BGS makes T1 wait, since otherwise the loop T1 , vs31 , T2 , vs
2
1 , T1 would occur in
the replication graph. If T2 wants to write d, it has to wait too, since otherwise loop
T1 , vs11 , T2 , vs
2
2 , T1 would occur. Finally, if T3 wants to write e, it also has to wait
since otherwise loop T1 , vs11 , T3 , vs
3
3 , T2 , vs
2
2 , T1 would occur. Consequently, none
of these transactions can proceed. Hence, a deadlock results.
Deadlocks generated by protocols BGS may involve local transactions. Further-
more, it is possible that all local transactions involved in a deadlock are in the
committed state but none can be in the completed state. To illustrate, consider the
next example:
Example 12. Consider a database located at three sites. Site s1 contains primary
copies of data items a and f and secondary copies of d and e. Site s2 contains primary
copies of b and d and a secondary copy of a. Site s3 contains secondary copies of
b and f and a primary copy of e and c.
Let T1 , T2 , and T3 be global transactions originating at sites s1 , s2 , and s3 ,
respectively, and let T4 , T5 , and T6 be local transactions at sites s1 , s2 , and s3 ,
respectively. These transactions are defined as follows:
T1 : w1(a), w1( f ) T4 : r4(a), r4(d ), r4(e)
T2 : w2(b), w2(d ) T5 : r5(b), r5(a)
T3 : w3(c), w3(e) T6 : r6(b), r6(c), r6( f ).
FIG. 6. Deadlock in replication graph for Example 11.
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FIG. 7. Deadlock in replication graph for Example 12.
Suppose that so far transaction operations w1(a), r4(a), r4(d ), r4(e), w2(b), r5(b),
r5(a), w3(c), r6(b), r6(c), and r6( f ) have been submitted and executed at their
respective transaction origination sites. After that, transactions T4 , T5 , and T6
commit. However, the data items they accessed exclusively at their sites cannot be
removed from the virtual sites formed so far, since at their respective origination
sites they are preceded by active global transactions T1 , T2 , and T3 , respectively.
Consequently, such execution has resulted so far in the replication graph shown
in Fig. 7.
If T1 attempts to write data item f at site s1 , BGS requires that T1 wait, since
otherwise the replication graph would contain a loop. By the same token, if T2
attempts to write d at site s2 or T3 attempts to write e at s3 , the transactions have
to wait, since otherwise the replication graph would contain a loop. Therefore, none
of these transactions can proceed, and hence, a deadlock results.
In the absence of local transactions and in the absence of read operations in
global transactions no deadlock can be generated by the BGS protocol. The reason
is that two write operations at secondary copies cannot cause two virtual sites to
merge. For that at least one read operation is required.
6.2. Managing Deadlocks
Deadlocks involving only waits within one local database system are managed by
that local DBMS. We shall not concern ourselves with the specific manner in which
these deadlocks are managed.
Due to the model’s restrictions only certain types of deadlocks are possible. Any
distributed deadlockthat is, a deadlock involving more than one sitemust
involve at least one global transaction. As a consequence of lazy update propaga-
tion, a global transaction executes only at its origination site until it commits there.
Consequently, until a global transaction commits at its origination site, it cannot
request any locks at other sites. Furthermore, after the transaction has committed
at its origination site, it releases all its locks at the origination site and conse-
quently, the transaction cannot be involved any longer in a local deadlock at the
origination site. A transaction in the committed state runs independent subtransac-
tions at each local site at which it must propagate updates. These subtransactions,
however, do not wait for each other, since they are committed locally. Thus, if a
global transaction has a lock on some data item at site s, it may wait for a lock
somewhere else, but these waits do cause the subtransaction at s to delay entering
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a committed state. Consequently, in our model a global deadlock generated solely
by local waits for locks is not possible. Thus, each deadlock is either a deadlock
generated by the protocol BGS or a local deadlock, or a combination of the
protocol BGS waits with local waits for locks. Consider now the latter case.
Suppose that at site sj , transaction T1 from D waits for data item a on which T2
has a local lock. Assume that, while T1 is waiting for T2 , T2 submits an operation
that causes a loop in the replication graph and, according to protocol BGS, T2
must wait. Thus, while T1 would be allowed by the protocol BGS to proceed, it is
waiting at sj for a lock currently held by T2 . T2 , on the other hand, is waiting for
any transaction from D (including T1). Hence, we have a deadlock that is a com-
bination of the local wait with a wait caused by protocol BGS. In such a situation,
neither protocol BGS nor the local site has sufficient information to detect the
deadlock. Fortunately, the situation described above cannot occur in our model, as
the next theorem states.
Theorem 4. Let D be a set of local and global transactions that are in a
deadlock. Then either (1) deadlock is local or (2) none of the transactions in D is in
a local wait and each transaction’s nest operation cannot pass the RGTest.
Proof. Suppose that at site s1 , T1 is waiting (directly or indirectly) for a lock
held by T2 . If T2 directly or indirectly waits for T1 , then a local deadlock has
occurred. Suppose that at s1 there is no local deadlock that involves T2 . T1 and T2
originated at the same site s1 and share the same virtual site vs1 at s1 , since T1 is
waiting for a lock allocated to T2 , which means that there is a conflict between T1
and T2 at sl .
If T1 is in the committed state, then according to the protocol BGS, T2 must
abort if its next operation causes a loop in the replication graph, since one of the
transactions in the loop (T1) is committed. Hence, no deadlock ensues. T2 is not in
the committed state either, since it has some operation to submit that causes a loop
in the replication graph.
Since neither T1 nor T2 is in the committed state, T1 and T2 did not execute any
operations at any other site besides their origination site s1 . Let vsk1 and vs
k
2 be
virtual sites for T1 and T2 at site sk (k{l ). If T2 submits a write operation on
replicated data item at its origination site that leads to merging of vsk1 and vs
k
2 , then
there are local transactions at sk that create rw-conflicts between T1 and T2 at sk .
These local transactions, however, precede both T1 and T2 in a local serialization
order at sk , since neither of the transactions has executed any operations yet.
Consequently, when these local transactions commit a split rule can be applied and
sites vs l1 and vs
l
2 can be split again. Consequently, transaction T2 can proceed and
no deadlock occurs. K
From Theorem 4 it follows that any deadlock in our system is either a local
deadlock that is handled by a local DBMS or a global deadlock solely caused by
protocol BGS. Deadlocks that involve waits generated by protocol BGS are
particularly difficult to detect. In a standard wait-for graph, a straightforward cycle
detection algorithm can be executed. However, waits generated by protocol BGS
are waits for any member of the cycle found by RGtest, not all of them and not any
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specific one. To detect such deadlocks algorithmically, we thus need to create an
andor graph of waits. Deadlock detection in such graphs has been studied
previously [CMH83, KKNR83, Kna87]. In practice, we would avoid this com-
plexity by implementing a timeout-based scheme to abort transactions that had
been waiting ‘‘too long’’ and were therefore likely to be in deadlock. Such an
approach to deadlock management is acceptable only if deadlocks that are not
exclusive to local database systems occur very infrequently. As we shall see below,
this is indeed the caseglobal deadlock under our protocol is much less likely
asymptotically than deadlock within a local database system.
6.3. Probability of Deadlock in Protocol BGS
We begin our consideration of deadlock probability by showing that deadlock
sets must have cardinality 3 or greater unless the deadlock is local.
Theorem 5. Assume that in any local database system, waits result only from
data-item conflicts (as in locking). Let T1 , T2 , ..., Tt be a set of global transactions
that are involved into a global deadlock. Then t>2.
Proof. Consider a deadlock set D. If D contains only one global transaction,
then the deadlock must be contained within one local database system. Such a
deadlock is a local deadlock.
Consider the case in which D contains exactly two global transactions: T1 and
T2 . Since T1 and T2 are in a deadlock due to the cycle in the replication graph,
none of these transactions is in the committed state, as follows from Theorem 4.
There are two possible cases.
Case 1. T1 and T2 have originated at the same site sk and at this site i their
virtual sites are the same vsk1=vs
k
2 . By Property 3, these transactions can only be
in direct ww-conflict at any other site sl . Consequently, by protocol BGS their
virtual sites at site sl are the same only if there are local transactions that create
indirect rw-conflicts between T1 and T2 . Since neither T1 nor T2 have executed any
operations at sl , local transactions at sl are serialized before T1 and T2 . Conse-
quently, after local transactions commit, the split rule is applied and no deadlock
involving only T1 and T2 can occur.
Case 2. T1 and T2 have originated at distinct local sites sk and sl with virtual
sites vsk1 and vs
l
2 , respectively. Suppose that there are exactly two virtual sites in the
replication graph involving transaction T1 and T2 . In order for T1 and T2 to be in
a deadlock caused by protocol BGS, at least at one of these virtual sites, say vs l2 ,
T1 and T2 must have a rw-conflict. In such a case, T1 can submit its next operation
without causing a deadlock. Thus, the replication graph contains at least three
virtual sites, vsk1 , vs
l
2 , and vsp , where vsp is a virtual site where either T1 or T2 must
update some secondary copy. If T1 and T2 are in rw-conflict at vsp , then there are
some local transactions that are serialized before T1 and T2 , and, consequently, the
split rule is applied. Thus, a deadlock cannot occur. Thus, vsp is associated with
either T1 or T2 but not both. Without loss of generality, suppose that vsp is a
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FIG. 8. Intermediate graph for Theorem 5.
virtual site of T2 at sp , i.e., vsp=vs p2 . If T1 and T2 do not have any virtual site in
common, then no deadlock can occur. Without loss of generality, suppose that
vsl1=vs
l
2 . Figure 8 illustrates the graph that we assume may lead to the deadlock
generated by the protocol BGS.
In order for a deadlock to occur, T1 must submit an operation that causes a
write at sp so that virtual sites for T1 and T2 at sp are the same. However, as we
stated earlier, that cannot happen. Therefore, no deadlock ensues. K
The efficiency of our protocol depends on how often the deadlocks occur. If
deadlocks occur often, then the protocol is not very useful. In the next few para-
graphs we show that the deadlocks caused by the protocol are rare if the number
of data items all global transactions update is relatively smaller than the number of
all data items at each local site.
We now consider the probability of deadlocks that involve protocol BGS. In
order to simplify our analysis, we make several assumptions:
v There are n global transactions that are not yet completed.
v Each such transaction accesses r data items.
v There are m data items at each local site, all of which are fully replicated.
v Data accesses are uniformly distributed, and all accesses are writes.
v Each transaction is half-executed and, thus, has accessed r2 data items.
v No (direct or indirect) conflicts have yet occurred between any two trans-
actions.
From these assumptions it follows that no transactions share a virtual site. Suppose
that each transaction uniformly picks a random data item and writes a new value
for that item. Furthermore, to derive an upper bound on a probability of a
deadlock caused by protocol BGS, we consider all conflicts between transactions
rather than only rw-conflicts at replica sites. Such an assumption may only increase
the probability of a deadlock, since loops in the replication graph may occur more
often if two global transactions that write the same replica (and consequently,
having a writewrite conflict on the replica) would have the same virtual site of the
replica’s physical site. In practice, there would be read operations for global trans-
actions, not all data would be replicated, and data that is replicated would not all
be fully replicated. Our assumptions, though pessimistic, correspond to those of
[GHOS96, GHKO81].
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Because of our assumption of update-only transactions, there is a path in the
replication graph between a pair of transactions if and only if they conflict directly
or indirectly on data items. The probability that an operation submitted by Ti
conflicts with some already-submitted operation of Tj is r2m. The probability that
any remaining unsubmitted operation of Ti conflicts with some already-submitted
operation of Tj is slightly less that r24m2 (and equal if we ignore the chance that
two transactions may have more than one operation in conflict).
Now consider a chain T0&T1& } } } &Tt&1 such that Ti conflicts with Ti+1 for
i=0, 1, ..., t&2. The probability of such a chain is
\ r
2
4m2+
t&1
.
Now consider a set D=[T0 , T1 , ..., Tt&1] and consider the probability that this set
is a deadlock set. Each transaction in D must have submitted an operation that
would cause a cycle in the replication graph. Thus, there must be an ordering of D
such that for i=0, 1, ..., t&2, Ti and Ti+1 share a virtual site and, therefore,
conflict. Without loss of generality, we assume that the transactions in D are so
numbered.
The probability that an operation submitted by a transaction in D conflicts with
another transaction in D is bounded above by (t&2)r2m for T2 , T3 , ..., Tt&2 , and
by (t&1) r2m for T1 and Tt&1 . The (t&2) factor arises from Theorem 5, which
implies that in a conflict chain T0&T1& } } } &Tt&1 , if T i has submitted an opera-
tion on replicated data conflicting with Ti+1 , then Ti=1 cannot have caused a
deadlock by submitting an operation conflicting with Ti .
Thus, the probability that D is a deadlock set is the probability that there is a
chain of conflicts T0&T1& } } } &Tt&1 times the probability that each Ti submits
an operation conflicting with some other transaction Tj . This probability is bounded
above by
\ r
2
4m2+
t&1
\(t&1) r2m +
2
\(t&2) r2m +
t&2
.
Observe that, as expected from Theorem 5, this probability is zero for t=1 and
t=2.
For simplicity, we weaken our upper bound as follows:
\ r
2
4m2+
t&1
\ tr2m+
2
\ tr2m+
t&2
.
Combining terms, and eliminating the constant term, we get
r3t&2tt
23t&2m4t&2
.
To obtain the overall probability of deadlock, we need to consider not only one
set D of t transactions, but rather, all the ways such a set of t transactions can be
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chosen. Since there are n transactions, for each value of t there are ( nt ) sets to
consider. This gives
:
n
t=3 \
n
t+
r3t&2tt
23t&2m4t&2
.
The summations starts at 3 because we already know that the probability is zero
for t=1 and t=2. Assuming that nr<<m, n  B, and r2<<m the t=3 term
dominates in the sum. We thus conclude that the probability that the system is in
distributed deadlock is
PDbgs=O \n
3r7
m10+ .
The probability that a given transaction deadlocks is PDn.
To put this result in perspective, we compare it to that of [GHOS96], which
relies on global strict two-phase locking to ensure serializability. In [GHOS96] the
probability that a transaction deadlocks is (using our notation)
PDghos=O \n
2r4
m2 + .
The ratio of the probability of distributed deadlocks in our protocols to that of
[GHOS96] is
PDbgs
PDghos
=
n3r7m5
n2r4m2
=
nr3
m3
.
This difference is significant since nr<<m.
7. PROTOCOL GHOS
In this section we compare the protocol BGS with the protocol given in
[GHOS96] (we term it protocol GHOS) that uses the lazy master replication
approach as does BGS.
In GHOS, each transaction must request a read lock from the primary site of
each data item that it reads. Transactions must submit update operations to the
primary site of the data item being updated. Thus, read and update operations
onflict at the primary site of the data item. Until an update is completed for all
replicas of data item a, no other transaction can read a. Write operations on data
item replicas are synchronized using the Thomas Write Rule (TWR) [BHG87].
Thus, in the terminology of [BHG87] the concurrency control mechanism uses the
Thomas Write Rule to synchronize ww-conflicts. Synchronization of readwrite
onflicts may take several different forms. One way to do it would be to use a
specific form of two-phase locking, which we term two-phase locking with respect to
reads, or 2PL-R, as follows. A transaction must hold a shared lock on any data
item it reads. A transaction may not request a shared lock if it has already released
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a shared lock. A transaction must obtain an exclusive lock on a data item prior to
writing it. An exclusive lock obtained on a data item must be retained until all
writes to all replicas are completed, at which time the lock is released. Note the
two-phase requirement applies only to shared locks. There is no two-phase require-
ment pertaining to exclusive locks.
In order to guarantee global serializability, protocol GHOS must use the strict
2PL-R protocol. That is, shared locks must be held until the end of the transaction.
Otherwise, the global serializability may be violated as the following example
demonstrates:
Example 13. Consider a database consisting of two sites: s1 and s2 . Site s1
contains the primary copy of data items a and d, and a secondary copy of data item
b. Site s2 contains the primary copy of data items b and c, and a secondary copy
of data item d. Let T1 , T2 , T3 , and T4 be transactions defined as follows:
T1 : r1(a), w1(d ) T3 : r3(c), w3(b)
T2 : r2(b), w2(a) T4 : r4(d ), w4(c).
Transactions T1 and T2 originate at site s1 and transactions T3 and T4 originate at
site s2 . Observe that transactions T2 and T4 are local update transactions and
transactions T1 and T3 are global update transactions.
Suppose that transaction operations were submitted and executed in the follow-
ing global order:
r23(c), r
2
4(d ), w
2
4(c), c
2
4 , r
1
1(a), r
1
2(b), w
1
2(a),
c12 , w
2
3(b), c
2
3 , w
1
3(b), c
1
3 , w
1
1(d ), c
1
1 , w
2
1(d), c
2
1 .
The resulting schedule is not globally serializable. However, the above schedule can
be generated by nonstrict 2PL-R. Including the strictness requirement suffices to
rule out the above schedule.
It is interesting to note that the above global schedule results in local schedules
that are locally feasible under standard two-phase locking. We show these schedules
below:
s1 : r1(a), r2(b), w2(a), c2 , w3(b), c3 , w1(d ), c1
s2 : r3(c), r4(d ), w4(c), c4 , w3(b), c3 , w1(d ), c1 .
Another possibility for releasing global read locks is to keep them until the trans-
action commits at all sites. In this case, the protocol uses rigorous [BGMS92] 2PL
to synchronize readwrite conflicts and the Thomas Write Rule to synchronize
writewrite conflicts. For the purposes of our discussion we assume that each local
DBMS uses a rigorous 2PL protocol locally and the 2PL-R globally.
Theorem 6. Protocol GHOS guarantees global serializability.
Proof. Consider a global serialization graph generated by protocol GHOS. All
ww-conflicts between transactions are handled by the Thomas Write Rule. Other
rw-conflicts are handled by the global 2PL protocol. In order to prove that the
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protocol generates a globally serializable schedule, we need to prove that the global
serialization graph does not contain a loop contributed by rw- and wr-conflicts
only.
Assume to the contrary that there is a loop in the global serialization graph,
comprising only edges contributed by wr- and rw-conflicts. Let T1 , T2 , ..., Tk , T1 be
a loop in the local serialization graph where any two adjacent transactions have
either rw- or wr-conflict and execute at the same site. Consider several cases.
(1) Suppose that T1 and T2 execute at site sl and have a rw-conflict. Then,
T1 and Tk also execute at the same site and must have a wr-conflict. Thus, T1 has
committed at s1 before T2 . On the other hand, T1 can execute only write operations
at site sl and these operations could be executed only after T1 has committed at s1 .
Since Tk has committed at sl before T1 and they have a rw-conflict, Tk has obtained
a read lock before T1 has completed. Such situation could only occur if Tk has com-
mitted before T1 has started. By the same token, we obtain that Tk&1 , ... T2 have
started before T1 . However, we have already established that T2 has committed at
s1 before T2 has completed at s1 . Contradiction!
(2) Suppose that T1 and T2 execute at site sl and have a wr-conflict and T1
and Tk execute at the same site s l and have a wr-conflict. T1 has committed at s1
before T2 has executed its read operation and at s l Tk has committed before T1 has
executed its write operation. It can only be possible if Tk has acquired a read lock
before T1 has executed its write operation at s1 . Consequently, T2 , T3 , ..., Tk&1
have completed after Tk . Contradiction!
(3) Suppose that T1 and T2 execute at site sl and have wr-conflict and T1 and
Tk execute at the same site sl and have rw-conflict. This case is identical to Case (1).
K
Consider an execution of transactions by GHOS or BGS protocol. Assume that
so far the execution order is the same for both protocols. If now protocol BGS
deadlocks, then so does GHOS. Indeed, suppose that T1 , T2 , ..., Tk are active trans-
actions that are in a deadlock as a result of BGS protocol. This means that the last
operation submitted by each of T1 , T2 , ..., Tk creates a loop in the replication
graph. A loop in the replication graph can be created for one of two reasons:
(1) a new edge is introduced that creates a loop;
(2) two virtual sites are merged as a result of union rule application.
In the first case, the introduced edge indicates that there is a conflict between active
transactions at the same virtual site. Consequently, the strict two-phase locking
protocol would not allow that to happen and hence the transaction would have to
wait in the GHOS protocol as well. In the second case, the merging of virtual sites
would happen only as a result of some read operation. Since there are distinct data
items at both virtual sites that are being merged, those data items are in the process
of writing and consequently the read operation that merges the virtual sites also
will have to wait. Thus, at any time that the operation waits in the protocol BGS
it will also have to wait in the protocol GHOS. This proves the following theorem:
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Theorem 7. If both protocols GHOS and BGS have executed a prefix of a
schedule for transaction set T=[T1 , T2 , ..., Tk] and all members of T are active, then
if protocol BGS deadlocks at this point, then so does protocol GHOS.
On the other hand, it is possible that protocol GHOS deadlocks where the
protocol BGS proceeds with no deadlocks. Consider the following example that is
a slight variation of Example 12.
Example 14. Consider a database located at three sites. Site s1 contains the
primary copy of data items a and f and secondary copies of data items d and e. Site
s2 contains the primary copy of data items b and d and a secondary copy of data
items a. Site s3 contains secondary copies of b and f and the primary copy of data
items e and c.
Let T1 , T2 , and T3 be global transactions originated at sites s1 , s2 , and s3 ,
respectively, and T4 , and T5 local transactions at sites s1 , and s3 . These transac-
tions defined as follows:
T1 : w1(a) w1( f ) T4 : r4(e) r4(d ) r4(a) T2 : w2(b) w2(d )
T3 : w3(c) w3(e) T5 : r5( f ) r5(b) r5(c).
We assume that protocol GHOS is used to execute these transactions. Suppose that
so far transaction operations w1(a) w2(b) w3(c) r4(e) r4(d ) r5( f ) were submitted and
executed at sites of their origination. After that, transaction T1 must wait for T6 ,
T6 for T2 , T2 for T4 , and finally, T4 for T1 .
If protocol BGS is used for execution of these transactions, then it will execute
all these transactions with a possible abort of one of the read transactions to
guarantee global serializability.
Similarly to Theorem 3, the following statement holds:
Theorem 8. Each schedule generated by protocol GHOS can also be generated
by protocol BGS.
Example 9 shows a schedule that can be generated by BGS and cannot be
generated by GHOS. Thus, the class of schedules generated by protocol GHOS is
a subclass of schedules generated by protocol BGS.
Both protocols guarantee global serializability. The major difference between the
two protocols is that BGS allows read-only transactions to proceed and avoids any
delays connected with locks acquisition. Protocol GHOS must manage both update
and read-only transactions. On the other hand, the lack of management of read-
only transactions may result in aborts under BGS rather than waits as in GHOS.
Both protocols may generate deadlocks. The deadlock probability of the BGS
protocol is at least one order of magnitude smaller than that for the GHOS
protocol. Finally, the use of strict two-phase protocol to regulate rw-conflicts in
GHOS may cause significant delays in the transaction processing, since it may
require a transaction at some site to wait because some of the transactions at some
other site did not yet complete propagation of their updates at all sites. That cannot
happen with read-only transactions for protocol BGS.
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8. RECOVERY
Our protocol is robust in the presence of site failures, though it cannot handle
network partitions. If a site fails, we assume that the local database system recovers
correctly. Thus, no committed local transactions are lost. Any sub-transactions that
were performing updates to secondary copies and that were active during a failure
can be resubmitted.
Since a failed site cannot do any work before it recovers, it cannot take any
action to change the replication graph while it is down. Thus, other sites may
proceed. Of course, global transactions that cannot complete due to a site failure
must remain in the replication graph until the failed site recovers. In the event of
a network partition, each partition may modify the replication graph, resulting in
inconsistency. For this reason, our protocol cannot handle network partitions.
Our reliance on local DBMSs for recovery simplifies the problem of recovery at
the global level. Each site needs to maintain an accurate view of the replication
graph only as it pertains to its virtual sites and to transactions originating at the
site in order to enable recovery. Suppose that a site s1 crashes. Upon recovery, any
transaction that was active at s1 but did not originate at s1 must be completed by
accessing the primary copy of those data items that the failed transaction updated.
9. MESSAGE OVERHEAD
The key determinant of the practicality of our protocol is the overhead of main-
taining the replication graph. If we assume centralized graph maintenance and
compare this with centralized global locking, we can show that graph maintenance
requires fewer messages since
(1) only global writes generate new edges and
(2) updates to vs ji can be generated only by site sj , so a site needs to perform
graph maintenance globally only if it determines locally that virtual sites must be
merged. Furthermore, by propagating only paths between transactions globally,
local sites can avoid the need to distribute the actual set of data items in each
virtual site.
The split rule can be applied lazily to conserve network resources. In [ABKW98]
we report experimental results that confirm our assumption. We are able to achieve
reasonable, high transaction throughput with very low number of messages
exchanged by different sites.
10. CONCLUSIONS
Two concepts are key to our protocol. One is the use of virtual sites instead of
physical sites and the dynamic management of virtual sites to keep them small. The
second is the replication graph, which, in effect, reduces the problem of replica
management over a large set of data items to the problem of managing a global
graph whose size is on the order of the number of global transactions executing at
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a given time. Using these two concepts, we proposed a protocol for concurrency
control and replica propagation that achieves a significant reduction in the
asymptotic probability of global deadlocks as compared with prior work. Although
deadlock is normally a rare event in a centralized database system, it is not so rare
in a distributed system. The rapid growth in the number of deadlocks as a function
of the degree of replication has been identified previously [GHOS96] as the limit-
ing factor in achieving scalability in replicated databases. This paper has shown
analytically that the deadlock probability in our protocol is significantly reduced
from that of prior work. A related paper [ABKW98] shows that in practice signifi-
cant real-world performance gains are achievable despite central maintenance of the
replication graph. Future work to address the bottleneck of centralized graph main-
tenance promises even further gains in ensuring global serializability in a practical,
scalable system for replicated data management.
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