Abstract. Given a countable transitive model of set theory and a partial order contained in it, there is a natural countable Borel equivalence relation on generic filters over the model; two are equivalent if they yield the same generic extension. We examine the complexity of this equivalence relation for various partial orders, with particular focus on Cohen and random forcing. We prove, amongst other results, that the former is an increasing union of countably many hyperfinite Borel equivalence relations, while the latter is neither amenable nor treeable.
Introduction
Given a countable transitive model M of ZFC and a partial order P in M , we can construct M -generic filters G ⊆ P and their corresponding generic extensions M [G] using the method of forcing. We say that two such Mgeneric filters G and H are equivalent, written G ≡ P M H, if they produce the same generic extension, that is:
It is this equivalence relation that we aim to study.
The countability of M and the definability of the forcing relation imply that ≡ P M is a countable Borel equivalence relation (Lemma 2.6), that is, each equivalence class is countable and ≡ P M is a Borel set of pairs in some appropriately defined space of M -generic filters for P. The general theory of countable Borel equivalence relations affords us a broad set of tools for analyzing the relative complexity of each ≡ P M ; see the surveys [12] and [29] . In turn, each ≡ P M provides a natural, well-motivated example. To briefly review the general theory, for Borel equivalence relations E and F on Polish, or standard Borel, spaces X and Y , a Borel reduction of E to F is a Borel measurable function f : X → Y satisfying x E y if and only if f (x)Ef (y) for all x, y ∈ X. If such an f exists, we say that E is Borel reducible to F , written E ≤ B F . The relation ≤ B gives a measure of complexity amongst Borel equivalence relations. If E ≤ B F and F ≤ B E, then we say that E and F are Borel bireducible; they have the same level of complexity. If f only satisfies the forward implication in the displayed line above, we say that f is a Borel homomorphism of E to F . A bijective Borel reduction from E to F is called a Borel isomorphism, in which case we say that E and F are Borel isomorphic and write E ∼ = B F .
The simplest Borel equivalence relations, called smooth, are those Borel reducible to the equality relation ∆(R) on the reals. A benchmark example of a non-smooth countable Borel equivalence relation is eventual equality of binary strings, denoted by E 0 :
x E 0 y if and only if ∃m∀n ≥ m(x(n) = y(n)), for x, y ∈ 2 ω .
Amongst the countable Borel equivalence relations, those Borel reducible to E 0 are exactly those which are hyperfinite, that is, equal to an increasing union of countably many Borel equivalence relations, each with finite classes. These also coincide with orbit equivalence relations of Borel actions of Z (see Theorem 5.1 in [4] ).
Every hyperfinite equivalence relation is (Fréchet) amenable, see [12] for the (somewhat technical) definition. In fact, every orbit equivalence relation induced by a countable amenable group is amenable (Proposition 2.13 in [12] ), while it remains open whether the converse holds, and whether amenability and hyperfiniteness coincide for equivalence relations.
More generally, every countable Borel equivalence relation can be realized as the orbit equivalence relation of a Borel action of some countable group (Theorem 1 in [5] ). Consequently, much of the theory consists of analyzing the dynamics of group actions. Of particular importance are the Bernoulli shift actions: Given a countably infinite group Γ, Γ acts on the space 2 Γ by:
The corresponding orbit equivalence is denoted by E(Γ, 2). The free part of this action,
is a Γ-invariant Borel set on which the action is free, and is easily seen to be conull with respect to the usual product measure on 2 Γ . Denote by F (Γ, 2) the restriction of E(Γ, 2) to (2) Γ . When Γ = F 2 , the free group on 2 generators, E(F 2 , 2) and F (F 2 , 2) are not amenable, and thus not hyperfinite (cf. Proposition 1.7 in [12] and [24] ). E(F 2 , 2) is universal, every countable Borel equivalence relation is Borel reducible to it (Proposition 1.8 in [4] ). F (F 2 , 2) is treeable, meaning there is a Borel acyclic graph on the underlying space whose connected components are exactly the equivalence classes of F (F 2 , 2). Every hyperfinite Borel equivalence relation is treeable, while no universal one is (see [12] ).
One precursor to the present work is the recent paper [2] on the classification of countable models of ZFC up to isomorphism. While much of [2] is concerned with ill-founded models, the proof of Theorem 3.2 therein, that E 0 Borel reduces to the isomorphism relation for countable well-founded models, makes essential use of the the fact that ≡ C M , for C Cohen forcing, is not smooth. This observation was a starting point for our work here. This paper is arranged as follows: Section 2 consists of general results which apply to an arbitrary partial order P in M . We describe spaces of M -generic objects for P, prove Borelness of ≡ P M on these spaces, verify that the Borel complexity of ≡ P M is independent of different presentations of P, and discuss automorphisms of P and their relationship to ≡ P M . We show that, for many of the partial orders one encounters in forcing, ≡ P M is not smooth (Theorem 2.12).
Section 3 is devoted to Cohen forcing C. We prove that ≡ C M is an increasing union of countably many hyperfinite equivalence relations and is thus amenable (Theorem 3.1).
In Section 4, we consider random forcing B. For groups Γ ∈ M , we establish a connection between F (Γ, 2) and ≡ B M (Theorem 4.3), and use this to show that ≡ B M is not amenable (Theorem 4.4), not treeable (Theorem 4.7), and in particular, not hyperfinite. We also produce partial results concerning whether ≡ B M can be induced by a free action (Theorem 4.9) and whether it is universal (Theorem 4.11).
Section 5 concludes the paper with a series of further questions which we hope will motivate continued study of the equivalence relations ≡ P M .
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General results
Fix throughout a countable transitive model M of ZFC. 1 When we assert that "P is a partial order in M ", or just "P ∈ M ", we mean that P is a set partially ordered by ≤, and both P and ≤ are elements of M . P will always be assumed infinite, and thus, countably infinite in V. These conventions also apply to Boolean algebras in M . We say that a Boolean algebra A is "complete in M " if M |= "A is a complete Boolean algebra".
Spaces of generics.
Recall that a filter G ⊆ P is M -generic if it intersects each dense subset of P which is contained in M . Since M is countable, such filters always exist (Lemma VII.2.3 in [16] ). 1 To avoid metamathematical concerns, one may, as always, work with a model of a large enough finite fragment of ZFC. Nor do we really need M to be countable; for a given partial order P, it suffices that P(P) ∩ M is countable (in V). In particular, we could allow M to be a transitive class in V, such as when V is a generic extension of M after sufficient collapsing, or M = L under large cardinal hypotheses. In such cases, only the proofs of Lemma 2.6 and 2.9 need alteration, instead relying on Theorem 2.16. Definition 2.1. For a partial order P in M , the space of M -generics for P, denoted by Gen P M , is Gen P M = {G ⊆ P : G is an M -generic filter}, We identify Gen P M as a subspace of 2 P with the product topology. Lemma 2.2. Gen P M is a G δ subset of 2 P , and thus a Polish space. Proof. Note that for any p ∈ P, the sets {F ⊆ P : p ∈ F } and {F ⊆ P : p / ∈ F } are clopen. Enumerate the dense subsets of P in M as {D n : n ∈ ω}. Then,
For each n ∈ N,
and these sets are open, so n∈ω {F ⊆ P :
F ⊆ P is a filter if and only if F ∈ F 1 ∩ F 2 , where
Observe that
which is G δ , while 
Proof. Since Gen P M has the subspace topology it inherits from 2 P , the sets N p above are clopen. Suppose we are given a non-empty basic open set U = {G ∈ Gen P M : p 0 , . . . , p n ∈ G and q 0 , . . . , q m / ∈ G}, for p 0 , . . . , p n , q 0 , . . . , q m ∈ P. Since M -generic filters for P are, in particular, maximal, we may find conditions q ′ 0 , . . . , q ′ m ∈ P so that
is non-empty and contained in U . Taking p to be a common lower bound of p 0 , . . . , p n , q ′ 0 , . . . , q ′ m , which exists since U ′ = ∅, we have ∅ = N p ⊆ U ′ . Recall that a partial order P is atomless if for any p ∈ P, there are q, r ≤ p with q ⊥ r (i.e., they have no common lower bound). In all cases of interest, Gen P M will be uncountable, a consequence of the following lemma. Lemma 2.4. Gen P M has no isolated points if and only if P is atomless. Proof. (⇐) Suppose that P is atomless. Take G ∈ Gen P M . By Lemma 2.3, it suffices to consider a basic open set N p containing G, for p ∈ P. Since P is atomless, there are q, r ≤ p with q ⊥ r. Take G ′ and G ′′ to be M -generic filters containing q and r, respectively. Then G ′ , G ′′ ∈ N p , and at least one of them must be unequal to G, showing that G is not isolated.
(⇒) Suppose that Gen P M has no isolated points. Take p ∈ P, and let G be an M -generic filter containing p. Since Gen P M has no isolated points, there is a filter G ′ ∈ N p distinct from G, say with p ′ ∈ G ′ \ G. As G is maximal, there is a q ∈ G, which we may assume is ≤ p, with q ⊥ p ′ . But p ∈ G ′ , so there is also a r ≤ p, p ′ , and thus q ⊥ r.
By the minimality of generic extensions (Lemma VII.2.9 in [16] 
, which is countable as there are only countably many P-names in M . To see that ≡ P M is Borel, note that G ∈ M [H] if and only if there is a P-name τ ∈ M such that for every p ∈ P, p ∈ G if and only if ∃q ∈ H(q p ∈ τ ).
Since the forcing relation is arithmetic in a code for the model M , and both M and P are countable, this is a Borel condition on G and H.
The next lemma verifies that the Borel complexity of ≡ P M is invariant for forcing-equivalent presentations of P.
By standard results (Theorem VII.7.11 in [16] ), i is a well-defined bijection with inverse
which is clopen in Gen Every Borel set in M is coded by a real α in M ; we denote the interpretation of this code in a model N ⊇ M by B N α , a Borel set in N , omitting the superscript when N = V. We will often just refer to a Borel set B coded in M , without reference to the code itself. Likewise for Borel functions coded in M , identified with their Borel graphs. The basic properties of Borel codes can be found in [13] or [25] .
Many partial orders whose generic extensions are generated by adjoining a single real can be presented as idealized forcings [32] , that is, as the set P I of all Borel subsets of 2 ω not in I, ordered by inclusion, where I is a non-trivial σ-ideal of Borel sets.
Given an M -generic filter G for an idealized forcing P I in M , there is a unique (Proposition 2.1.2 in [32] 
M be the set of all M -generic reals for P I . Abusing notation, we define ≡ P I M in the obvious way on G
M is a Borel subset of 2 ω , and thus a standard Borel space. Proof. x is an M -generic real for P I if and only if
Since M is a countable transitive model, the set on the right is Borel.
Exactly as in Lemma 2.6, we have:
M is a countable Borel equivalence relation. Lemma 2.10. Suppose that in M , P is a partial order, I a σ-ideal of Borel subsets of 2 ω , and i : P I → P a dense embedding. Then, ≡
Proof. As in the proof of Lemma 2.7, the map i : Gen
, the M -generic real corresponding to i −1 (H), is a bijection which maps ≡ P M -equivalent filters to ≡ P I M -equivalent reals, and vice-versa. To see that i is Borel, given
which is Borel by Lemma 2.8. Thus, i −1 is Borel, and so i is as well.
In sum, when analyzing the complexity of ≡ P M we will be able to use various equivalent presentations of P.
2.2.
Automorphisms and homogeneity. Given a partial order P in M , let Aut M (P) be the automorphism group of P in M . By absoluteness,
There is a natural action Aut
for e ∈ Aut M (P) and G ∈ Gen P M . This action is well-defined and
Treating Aut M (P) as a discrete group, this action is continuous. A partial order P is weakly homogeneous (in M ) if for all p, q ∈ P, there is an automorphism e of P (in M ) such that e(p) is compatible with q.
A continuous action of a group Γ (or equivalence relation E, respectively) on a Polish space X is generically ergodic if every Γ-invariant (E-invariant, respectively) Borel set is either meager or comeager. Equivalently, the action of Γ is generically ergodic if and only if for all non-empty open U, V ⊆ X, there is a γ ∈ Γ such that γ(U ) ∩ V = ∅ (cf. Proposition 6.1.9 in [6]) Lemma 2.11. Let P be a partial order in M . The action of Aut M (P) on Gen P
M is generically ergodic if and only if P is weakly homogeneous in M .
Proof. (⇐) Suppose that P is weakly homogeneous. Let U, V ⊆ Gen P M be non-empty open sets. By Lemma 2.3, we may assume that U = N p and V = N q , for some p, q ∈ P. By weak homogeneity, there is an e ∈ Aut M (P) such that e(p) is compatible with q, say with common lower bound r. Let G be an M -generic filter for P which contains e −1 (r). Since e −1 (r) ≤ p, G ∈ N p . Likewise, since r ∈ e ′′ G and r ≤ q, e ′′ G ∈ N q , proving e(U )∩V = ∅.
(⇒) Suppose that the action is generically ergodic. Pick p, q ∈ P. By generic ergodicity, there is an e ∈ Aut M (P) such that e(N p ) ∩ N q = ∅. Say e ′′ G ∈ e(N p ) ∩ N q . But then, e(p), q ∈ e ′′ G, and e ′′ G is a filter, so e(p) and q are compatible.
Theorem 2.12. Let P be an atomless partial order in M . If P is weakly homogeneous in M , then ≡ P M is not smooth.
Proof. Since P is atomless, countable sets are meager in Gen P M by Lemma 2.4. The action of Aut M (P) of Gen P M is generically ergodic by Lemma 2.11, and has meager orbits, so it is not smooth (Proposition 6.1.10 in [6] ). The induced orbit equivalence relation is a subequivalence relation of ≡ P M , and thus these properties are inherited by ≡ P M .
We caution that weak homogeneity is not preserved by forcing equivalence; for every partial order, there is a rigid (i.e., having trivial automorphism group) partial order with the same Boolean completion [8] . However, weak homogeneity of the Boolean completion is preserved by forcing equivalence (cf. Theorem 8 in [9] ). Moreover, the apparently weaker condition of cone homogeneity, that for every p, q ∈ P, there are p ′ ≤ p and q ′ ≤ q such that P ↾ p ′ ∼ = P ↾ q ′ , implies weak homogeneity of the Boolean completion provided P is atomless (Fact 1 in [3] ). In practice, this latter property is often easier to verify.
The following are examples of atomless partial orders P satisfying one of the aforementioned homogeneity conditions, and thus, by Theorem 2.12, yield a non-smooth ≡ P M . Example 2.13. Cohen forcing: If we take our presentation of Cohen forcing C to be the infinite binary tree 2 <ω , ordered by extension, then given any p, q ∈ 2 <ω , say with |p| ≤ |q|, we can extend p to p ′ with |p ′ | = |q|, and use that the automorphism group of 2 <ω acts transitively on each level to get an automorphism e such that e(p) ≤ e(p ′ ) = q. As mentioned in the introduction, the non-smoothness of ≡ C M was previously observed in [2] . Example 2.14. Random forcing: Let B be all non-null Borel subsets of 2 ω in M , ordered by an inclusion. This is the idealized forcing corresponding the null ideal. The weak homogeneity of B boils down to the following fact: Whenever A and B are positive measure Borel sets, there is an s ∈ 2 <ω such that the translate of A by s, adding modulo 2 in each coordinate, has positive measure intersection with B. This is a consequence of the Lebesgue Density Theorem (cf. Chapter 7 of [23] ): Take basic open sets determined by finite binary strings of the same length and having a sufficiently large proportion of their mass intersecting each of A and B, respectively. Then, the s ∈ 2 <ω which translates one string to the other will be as desired.
Example 2.15. Sacks forcing, Miller forcing, Mathias forcing, Laver forcing
and many other classical forcing notions are easily seen to be cone homogeneous for the following reason: the cone below any condition is isomorphic to the whole partial order. For descriptions of these examples, see [13] .
Being a countable Borel equivalence relation, ≡ P M is induced by some Borel action of a countable group. When the partial order is a complete Boolean algebra A in M , this group can be taken to be Aut M (A), and the action the canonical one on generics described above: [19] . Another example, which shares properties (e.g., fusion and adding reals of minimal degree) with Sacks and Miller forcing, is given in [14] .
Cohen reals
To further analyze the complexity of ≡ C M for Cohen forcing C, we will find it useful to consider its idealized presentation; let C be all non-meager Borel subsets of 2 ω , ordered by containment, as computed in M . Since C satisfies the countable chain condition, we can identify the Boolean completion C of C, in M , with the quotient of all Borel subsets modulo the meager ideal (cf. Lemma II.2.6.3 in [25] ). Let C be the set of M -generic Cohen reals in 2 ω , that is, C = G C M in the notation of §2. The main result of this section is the following:
is an increasing union of countably many hyperfinite Borel equivalence relations. In particular, ≡ C
M is amenable. We will need the following results from the literature: . If E is a countable Borel equivalence relation on a Polish space X, then there is a comeager Borel set C ⊆ X such that E ↾ C is hyperfinite.
Theorem 3.3 (Maharam-Stone [17]). Every automorphism of the Boolean algebra of Borel sets modulo meager sets, in a complete metric space X, is induced by a meager-class preserving Borel bijection
Here, a bijection f : X → X on a Polish space is said to be meager-class preserving if both f and f −1 preserve meager sets.
A property of a Borel set B coded in M is absolute if it has the same truth value for B M in M as for B in V. We can show that a property of Borel sets is absolute by expressing it as a Π 1 1 predicate in their codes; absoluteness then follows by Mostowski's Absoluteness Theorem (Theorem 25.4 in [13] ). A property of B is upwards absolute if its truth for B M in M implies its truth for B in V.
Coding a Borel set, (non-)membership in a Borel set, and containment of Borel sets, are all expressible as Π 1 1 predicates in the codes (Theorem II.1.2 and Corollary II.1.2 in [25] ), and thus absolute. These will be used implicitly in what follows. We will need the absoluteness of several additional properties: 
Proof. (i) The statements that "f is a function" and that "f is injective" are universal in predicates for membership and non-membership in the graph of f , and thus can be expressed as Π 1 1 predicates in a code for f . (ii) It suffices to show that "x ∈ f ′′ B" is Π 1 1 in the codes for f and B. This is analogous to the classical fact that injective Borel images of Borel sets are Borel and can be derived from its effective version (4D.7 in [20] ). Proof. (i) The statement that "E is an equivalence relation" is universal in predicates for membership and non-membership in E, and thus can be expressed as a Π 1 1 predicate in a code for E. (ii) Being an equivalence class of a Borel equivalence relation can be expressed as a Π 1 1 predicate using predicates for membership and nonmembership in the equivalence relation. Since the property of being finite can be expressed using a Π 1 1 predicate (cf. Lemma II.1.6.7 in [25] ), having all classes finite is expressible as a Π 1 1 predicate as well. (iii) Both the statement that a Borel function f : Γ × 2 ω → 2 ω is an action of Γ, and the fact that E is the resulting orbit equivalence relation, are easily expressible as Π 1 1 predicates in the appropriate codes; we leave the verification to the reader. Proof. Suppose E is a Borel equivalence relation coded in M , and that in M , E M = n∈ω E M n , where each E M n is a Borel equivalence relation with finite classes. Since containment and countable unions are absolute for Borel codes (Lemma II.1.6.1 in [25] ), E = n∈ω E n in V, and by Lemma 3.5, is hyperfinite.
If g is a meager-class preserving Borel bijection coded in M , then by the absoluteness of meagerness (Lemma II.1.6.6 in [25] ) and Lemma 3.4 above, g M is a meager-class preserving Borel bijection in M , and induces an automorphism of C (and C) given by:
2 Being hyperfinite is a Σ 1 2 property in the codes, but whether it is Σ 1 2 -complete, and thus not absolute for countable models, appears to be unknown. This in turn induces an action on M -generic filters for C,
Passing to the generic reals, this action coincides with g's action on 2 ω :
Lemma 3.7. Let g : 2 ω → 2 ω be a meager-class preserving Borel bijection coded in M , x ∈ C, and H x the corresponding M -generic filter for C. Then,
Proof. Given the correspondence between M -generic Cohen reals and Mgeneric filters for C, it suffices to prove that
and thus g(x) ∈ A. This shows that
This intersection is a singleton by the genericity of
Proof of Theorem 3.1. In V, enumerate Aut M (C) as {γ n : n ∈ ω}. For each n, apply Theorem 3.3 in M to find a meager-class preserving Borel bijection f M n of (2 ω ) M which induces the automorphism γ n on C. Let Γ n be an abstract group in M which is isomorphic to that generated by {f M 0 , . . . , f M n−1 }. We use Γ n , rather than the group generated by {f M 0 , . . . , f M n−1 }, to simplify matters when passing to V. This induces a Borel action of Γ n on (2 ω ) M ; let E M n be the induced orbit equivalence relation. Note that while each f M n and Γ n is in M , their enumeration is not. For each n, apply Theorem 3.2 in M to obtain a comeager Borel set C M n on which E M n is hyperfinite. In V, let C = n∈ω C n , which is comeager by the absoluteness of meagerness (Lemma II.1.6.6 in [25] ), and let E = n∈ω (E n ↾ C). By Lemma 3.6, E is an increasing union of hyperfinite Borel equivalence relations. Since a real is in C if and only if it is contained in every comeager Borel set coded in M (cf. §II.2 of [25] ), C ⊆ C.
We claim that ≡ C M coincides with E ↾ C. Suppose that x, y ∈ C are E-related. Then, there is some n for which xE n y. By Lemma 3.5(iii), Γ n induces E n , so there is a g ∈ Γ n with y = g · x. g's action on 2 ω can be expressed as a word in f
meager-class preserving Borel bijection (2 ω ) M → (2 ω ) M , and thus, induces an automorphism of C (in M ) mapping the M -generic filter corresponding to x to that corresponding to y, by Lemma 3.7. Hence,
Conversely, suppose x, y ∈ C are ≡ C M -related. Since C is a complete Boolean algebra in M , we can apply Theorem 2.16 to obtain a γ k ∈ Aut M (C) such that γ k maps the M -generic filter corresponding to x to that corresponding y. By Lemma 3.7, f k (x) = y, and so xE k+1 y.
The amenability of ≡ C M follows from the fact that hyperfinite equivalence relations are amenable, and increasing unions of countably many amenable equivalence relations are amenable (Propositions 2.15 in [12] ).
Random reals
As in §3, we will view random forcing in its idealized form, as the set B of all non-null Borel subsets of 2 ω , ordered by containment, as computed in M . Since B also satisfies the countable chain condition, we can identify its completion B in M with the quotient of all Borel sets modulo the null ideal. Let R be the set of M -generic random reals in 2 ω .
As in §3, if g is a measure-preserving Borel bijection of 2 ω coded in M , then by the absoluteness of Lebesgue measure (Lemma II. for all δ ∈ Γ, which is arithmetic in the multiplication table of Γ. Thus, we can express that s is the Bernoulli shift of Γ as a Π 1 1 predicate in a code for s, using a real which codes Γ and its multiplication operation.
(ii) Likewise, the definition of the free part of the Bernoulli shift is also arithmetic in the multiplication table of Γ. By Lemma 4.2(i), the shift action of each γ ∈ Γ is a measure-preserving Borel bijection of 2 Γ coded in M .
We claim that R is Γ-invariant, that is, for every x ∈ 2 Γ and γ ∈ Γ, if x is random over M , then so is γ · x. To this end, suppose that x ∈ R and let γ ∈ Γ. Let H x be the corresponding M -generic filter for B. By Lemma 4.1, (γ M ) · H x = H γ·x , and so γ · x is the random real corresponding to the M -generic filter γ M · H x .
Observe that if x ∈ R and γ ∈ Γ, then Lemma 4.1 also shows that
. Thus, the restriction of E(Γ, 2) ↾ R is contained in ≡ B M . Lastly, we claim that R is contained in the free part the Bernoulli shift action, B = (2) Γ . By Lemma 4.2(ii), B is coded correctly in M , and so B M is conull in M by the absoluteness of Lebesgue measure (Lemma II.1.6.4 in [25] ). As a real is in R exactly when it is contained in every conull Borel set coded in M (Theorem II.2.6 in [25] ), we have that R ⊆ B = (2) Γ . Note that R itself is conull, again by the absoluteness of Lebesgue measure.
Theorem 4.4. ≡ B
M is not amenable. In particular, ≡ B M is not hyperfinite. Proof. Take Γ = F 2 , which is clearly in M . By Theorem 4.3, Γ acts in a free, measure preserving way on the conull set R ⊆ 2 Γ of M -generic random reals. Since Γ is a non-amenable group, any free, measure-preserving Borel action of Γ on a standard probability space yields a non-amenable orbit equivalence relation (Proposition 2.14 in [12] ). Hence, F (Γ, 2) ↾ R is not amenable. Since amenability is inherited by subequivalence relations (Proposition 2.15 in [12] ), ≡ B M is not amenable, and thus not hyperfinite, either.
Amenability is inherited downwards via Borel reductions (Proposition 2.15 in [12] ), so Theorems 3.1 and 4.4 imply:
Next, we will make use of results for actions of Kazdahn groups. We will not define the Kazdahn property here (see [33] ), as for our applications, only one such group is needed, namely SL 3 (Z).
A Borel homomorphism f from equivalence relations E to F , where E lives on a standard measure space (X, µ), is µ-trivial if there is a µ-conull Borel set C ⊆ X which f maps to a single F -class. If no such set exists, it is µ-nontrivial. The following theorem is a consequence of results in [1] : Theorem 4.6 (Hjorth-Kechris, Theorem 10.5 in [10] Proof. Let Γ be a countably infinite group in M . Suppose, towards a contradiction, that ≡ B M is Borel reducible to the orbit equivalence relation E of a free Borel action of Γ on some standard Borel space. We remark that E need not be coded in M .
Working in M , as there are uncountably many finitely generated groups, there exists a finitely generated group L which does not embed into Γ. Let S be the free product L * Z and let ∆ = SL 3 (Z)× S. Then, ∆ has no nontrivial finite normal subgroups and does not embed into Γ. The non-existence of such an embedding is absolute and thus applies in V.
By Theorem 4.3, F (∆, 2) ↾ R ⊆ ≡ B M , where R is the conull set of Mgeneric random reals in 2 ∆ . This induces a µ-nontrivial homomorphism from F (∆, 2) to E, and thus, by Theorem 4.8, an embedding of ∆ into Γ, a contradiction.
We note that Theorem 4.9 implies Theorem 4.7, since F (F 2 , 2) is universal for all treeable Borel equivalence relations (Theorem 3.17 in [12] ).
Lastly, we turn to the question of whether ≡ B M is a universal countable Borel equivalence relation. We will employ two results about universality that are conditional on the following conjecture of Andrew Marks:
Marks's uniformity conjecture (Conjecture 1.4 in [18] See [18] for the relevant definitions and details. We remark that this conjecture is closely related to Martin's conjecture on Turing invariant Borel maps; for instance, Theorem 4.10(2) below is also a consequence of Martin's conjecture (Theorem 5.4 in [27] Proof of Theorem 4.11. This argument is very similar to that in the proof of Theorem 3.1, so we will omit some of the details. Enumerate (in V) Aut M (B) as {γ n : n ∈ ω}. For each n, in M we use Theorem 4.13 to find a measure-preserving Borel bijection f M n of (2 ω ) M which induces the automorphism γ n . Let Γ n be an abstract group in M which is isomorphic to that generated by {f M 0 , . . . , f M n−1 }, and let E M n be the induced orbit equivalence relation on (2 ω ) M .
For each n, apply Theorem 4.10(2) in M to obtain a conull Borel set C M n on which E M n is not universal (in M ). In V, let C = n∈ω C n , and let E = n∈ω (E n ↾ C). Since M is Σ 1 2 -correct, each E n is not universal in V by Lemma 4.12. Thus, by Theorem 4.10(1), E is not universal. Since M -generic random reals are contained in every conull Borel set coded in M , R ⊆ C.
It remains to argue that ≡ B M coincides with E ↾ R. This is done in exactly the same way as for ≡ C M in the proof of Theorem 3.1, using the completeness (in M ) of the Boolean algebra of Borel sets modulo null sets, Theorem 2.16, and Lemmas 3.5 and 4.1.
Further questions
Much of this paper has focused on Cohen and random forcing. This is due to the intimate connections these examples have with Baire category
