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Entire solutions for a class of variational problems involving the
biharmonic operator and Rellich potentials
Mousomi Bhakta ∗ Roberta Musina †
Abstract
We study existence, multiplicity and qualitative properties of entire solutions for a noncompact
problem related to second-order interpolation inequalities with weights. More precisely, we deal
with the following family of equations
∆2u = λ|x|−4u+ |x|−β|u|q−2u in RN ,
where N≥ 5, q > 2, β=N−q(N − 4)/2 and λ∈R is smaller than the Rellich constant.
Keywords: Caffarelli-Kohn-Nirenberg type inequalities, weighted biharmonic operator, dilation
invariance, breaking positivity, breaking symmetry.
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1 Introduction
In this paper we study weak solutions to problem∆2u = λ|x|−4u+ |x|−β|u|q−2u in RNu ∈ D2,2(RN ) , u 6= 0 . (1.1)
Our main assumptions are the following: N ≥ 5 and
q > 2 , λ < γ2N , β = N − q
N − 4
2
, (1.2)
where
γN :=
N(N − 4)
4
. (1.3)
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It is well known that γ2N is the best constant in the Rellich inequality∫
RN
|∆u|2dx ≥ γ2N
∫
RN
|x|−4|u|2dx for any u ∈ D2,2(RN ), (1.4)
see [12], [13].
Some existence and multiplicity results for (1.1) in case λ = 0 can be found in [4]. If q = 2∗∗,
where
2∗∗ :=
2N
N − 4
is the critical Sobolev exponent, then (1.1) becomes∆2u = λ|x|−4u+ |u|2
∗∗−2u in RN
u ∈ D2,2(RN ) , u 6= 0.
(1.5)
In particular, if in addition λ = 0 then ground state solutions to (1.5) are extremals for the
Sobolev constant S∗∗ relative to the embedding D2,2(RN ) →֒ L2
∗∗
(RN ), see for instance [14].
The second-order version of (1.5), namely,−∆u = λ|x|−2u+ |u|2
∗−2u in RN
u ∈ D1,2(RN ) , u 6= 0
(1.6)
was studied by Terracini [15], under the assumption λ < (N − 2)2/4, the Hardy constant.
We quote also [5], [9] and references there-in for a larger class of problems related to the
Caffarelli-Kohn-Nirenberg inequalities [2].
In the first part of the paper we deal with radially symmetric solutions to (1.1). By using the
Rellich inequality (1.4) and the results in [4] one can check that for any q, λ and β satisfying
(1.2), the infimum
Sradq (λ) := inf
u∈D2,2(RN )
u=u(|x|) , u 6=0
∫
RN
|∆u|2dx− λ
∫
RN
|x|−4|u|2dx(∫
RN
|x|−β|u|qdx
)2/q
is positive. The following existence result holds.
Theorem 1.1 Let N ≥ 5, q > 2, λ < γ2N , and put β = N − q(N − 4)/2. Then problem (1.1)
has at least one radially symmetric solution u that achieves Sradq (λ).
Notice that problem (1.1) is invariant with respect to the weighted dilation
u(x) 7→ t
N−4
2 u(tx) , t > 0. (1.7)
From now on we will identify solutions that coincide up to a weighted dilation and change of
sign. This agreement is used in the next uniqueness and positivity result.
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Theorem 1.2 Let N ≥ 5, q > 2, and put β = N − q(N − 4)/2. If
−(N − 2)2 ≤ λ < γ2N ,
then there exists a unique radially symmetric solution u ∈ D2,2(RN ) to (1.1). Moreover, u is
positive on RN .
Theorems 1.1 and 1.2 will be proved in Section 3. Some preliminary results of independent
interest will be proved in Section 2.
Notice that the positivity of u does not follow from its characterization as an extremal
for Sradq (λ). Indeed, in problems involving the biharmonic operator a breaking positivity
phenomenon might appear and ground state solutions might be forced to change sign, see
for instance [4]. Actually one could wonder whether extremals for Sradq (λ) change sign if
λ << 0. A similar phenomenon would be completely new with respect to (1.6) and to similar
second-order problems.
In case q ≤ 2∗∗ one can use again variational methods to find solutions to (1.1) that are not
necessarily radially symmetric. We recall that∫
RN
|∆u|2dx ≥ S∗∗
(∫
RN
|u|2
∗∗
dx
)2/2∗∗
for any u ∈ D2,2(RN ), (1.8)
where S∗∗ is the Sobolev constant. If q and β are as in (1.2), then by interpolating (1.8) and
(1.4) via Ho¨lder inequality, one plainly gets that there exists a constant C = C(N, q) > 0
such that ∫
RN
|∆u|2dx ≥ C
(∫
RN
|x|−β|u|qdx
)2/q
for any u ∈ D2,2(RN ). (1.9)
Notice that (1.9) is the second-order version of the celebrated Caffarelli-Kohn-Nirenberg
inequalities [2]; we quote also [4] for a large class of dilation-invariant inequalities on cones.
It is clear that the infimum
Sq(λ) := inf
u∈D2,2(RN )
u 6=0
∫
RN
|∆u|2dx− λ
∫
RN
|x|−4|u|2dx(∫
RN
|x|−β|u|qdx
)2/q
is positive, provided that λ < γ2N . In addition, extremals for Sq(λ) give rise to solutions to
(1.1). In Section 4 we prove the next existence result.
Theorem 1.3 Let N ≥ 5, q ∈ (2, 2∗∗], λ < γ2N , and put β = N − q(N − 4)/2.
(i) The infimum Sq(λ) is achieved for any q ∈ (2, 2
∗∗).
(ii) The infimum S2∗∗(λ) is achieved if and only if λ ≥ 0.
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Clearly enough, it results that Sq(λ) ≤ S
rad
q (λ). In Section 5 we wonder whether the solu-
tions in Theorem 1.3 are radially symmetric or breaking symmetry occurs. First, by using
rearrangement techniques we prove that Sq(λ) = S
rad
q (λ) provided that λ ≥ 0. In contrast,
we show that if λ << 0 then Sq(λ) < S
rad
q (λ). Therefore, if in addition q ∈ (2, 2
∗∗) then
problem (1.1) has at least two distinct solutions.
Notation
We put R+ = (0,∞) and we denote by BR the open ball in RN of radius R > 0 centered at 0.
Let ω be a non-negative measurable function on a domain Ω in Rn. For any p ∈ [2,∞) the
weighted Lebesgue space Lp(Ω;ω(x) dx) is the space of measurable maps u in Ω with finite norm(∫
Ω |u|
pω(x) dx
)1/p
. If ω ≡ 1 we simply write Lp(Ω).
Let N ≥ 5. The space D2,2(RN ) is the completion of C∞c (R
N ) with respect to the Hilbertian norm
‖u‖2 =
∫
RN
|∆u|2 dx.
Then D2,2(RN ) →֒ L2(RN ; |x|−4dx) by the Rellich inequality (1.4), and D2,2(RN ) →֒ L2
∗∗
(RN ) by
Sobolev embedding theorem, where 2∗∗ = 2N/(N − 4). We denote by S∗∗ the (second order) Sobolev
constant, that is,
S∗∗ = inf
u∈D2,2(RN )
u6=0
∫
RN
|∆u|2 dx(∫
RN
|u|2
∗∗
dx
)2/2∗∗ .
It is well known that S∗∗ is achieved by a (unique, up to a multiplicative constant, and up to dilations
and translations in RN ) positive and radially symmetric function.
If g ∈ L1(R) we will often use the notation
∫
g ds instead of
∫∞
−∞
g(s) ds.
2 Homoclinic solutions to a fourth order ODE
To prove Theorems 1.1 and 1.2 we need some preliminary results that hold for ordinary
differential equations involving differential operators of the form
Lw = w′′′′ − 2Aw′′ +B2w.
We start with a lemma about a linear equation.
Lemma 2.1 Let a ∈ L∞, a ≥ 0 and let η ∈ H2(R+) be a solution toη′′′′ − 2A η′′ +B2η = a(s)η on R+η(0) = η′(0) = η′′(0) = 0 . (2.1)
If A ≥ B ≥ 0 then η ≡ 0 on R+.
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Proof. If η′′′(0) = 0 then we are done, since we immediately infer η ≡ 0. We argue by
contradiction. Replacing η with −η if needed, we can assume that η′′′(0) > 0. Since A ≥ B,
then the equation c2 − 2Ac+B2 = 0 has two real nonnegative roots c+, c−. Next we put
ψ = −η′′ + c+η. (2.2)
Notice that in particular ψ ∈ H1(R+) and it solves
−ψ′′ + c−ψ = a(s)η on R+
ψ(0) = 0
ψ′(0) < 0.
(2.3)
Since 6η(s) = η′′′(0)s3 + o(s3) and ψ(s) = −η′′′(0)s + o(s) as s → 0+, and since η′′′(0) > 0,
then η > 0 and ψ < 0 in a right neighborhood of 0. In addition, η is smooth and vanishes
at infinity. Thus there exists s∞ ∈ (0,∞] such that η > 0 in (0, s∞) and η ∈ H
1
0 (0, s∞). We
claim that ψ < 0 on (0, s∞). If not, there exists s1 ∈ (0, s∞) such that ψ < 0 on (0, s1) and
ψ ∈ H10 (0, s1). But then from (2.3) we readily get∫ s1
0
|ψ′|2 + c−
∫ s1
0
|ψ|2 =
∫ s1
0
a(s)ηψ ≤ 0 ,
which is impossible. Finally, using η ∈ H10 (0, s∞) as test function in (2.2) and recalling that
η > 0 and ψ < 0 on (0, s∞), we get∫ s∞
0
|η′|2 + c+
∫ s∞
0
|η|2 =
∫ s∞
0
ηψ ≤ 0 ,
a contradiction. The Lemma is completely proved. 
Next we state the main result of this section.
Theorem 2.2 Let q > 2 and let A,B be two given constants, such that A,B > 0.
(i) The ordinary differential equation
w′′′′ − 2Aw′′ +B2w = |w|q−2w on R (2.4)
has at least a solution w ∈ H2(R). More precisely, w achieves
I(A,B) := inf
w∈H2(R)
w 6=0
∫
(|wss|
2 + 2A|ws|
2 +B2|w|2)ds(∫
|w|qds
)2/q . (2.5)
(ii) If in addition A ≥ B then w is the unique (up to translations, inversion s 7→ −s and
change of sign) nontrivial solution to (2.4) in H2(R). Moreover, w can be taken to be
even, positive and strictly decreasing on R+.
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Proof. Existence follows by nowadays standard variational arguments, by showing that
every minimizing sequence is relatively compact in H2(R) up to translations in R (use for
instance the techniques in [11]).
Next, we assume that A ≥ B. We first notice that w has at least one critical point, since it
is smooth and vanishes at infinity. The next claim is the main step in our argument:
if w′(s0) = 0, then w is even with respect to s0. (2.6)
To prove the claim, we first notice that we can assume that s0 = 0. We put
η(s) := w(s)− w(−s) .
We also define a measurable function a(s) on R+ as follows. In points s where η(s) 6= 0 we
set
a(s) :=
|w(s)|q−2w(s)− |w(−s)|q−2w(−s)
w(s)− w(−s)
and we put a(s) ≡ 0 on {η−1(0)}. Notice that
0 ≤ a(s) ≤ (q − 1)max{|w(s)|q−2 , |w(−s)|q−2} for any s ∈ R
by the mean value theorem, so that in particular a ∈ L∞(R+). Moreover, η ∈ H
2(R) solves
(2.1), with a defined as above. Thus η ≡ 0 on (0,∞) by Lemma 2.1, that is, w(s) = w(−s)
for any s > 0. Claim (2.6) is completely proved.
Proof of the Theorem concluded. Since any solution w to (2.4) is smooth and vanishes at
infinity, we can assume that w attains its positive maximum at 0. Moreover, 0 is the unique
critical point of w. Indeed, assume that w′(s0) = 0. Then both s 7→ w(s) and s 7→ w(s0 + s)
are even by (2.6). Thus, for any s ∈ R we have that
w(s + 2s0) = w(s0 + (s0 + s)) = w(s0 − (s0 + s)) = w(−s) = w(s) .
Hence s0 = 0 since no function in H
2(R) can be periodic. In particular, w is strictly positive
on R and decreasing on R+. Uniqueness then follows by the Amick and Toland theorem in
[1]. The proof is complete. 
Remark 2.3 If A,B satisfy
A
B
=
q2 + 4
4q
> 1
then the unique solution to (2.4) is given by
w(s) = C (cosh νs)−
4
q−2 ,
where
ν2 =
(q − 2)2
2(q2 + 4)
A , Cq−2 =
2q(q + 2)(3q − 2)
(q2 + 4)2
A2 .
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Remark 2.4 By the results in [1], problem (2.4) has at most one homoclinic and positive
solution for any A,B > 0. However, if A < B we do not know if there might exists nodal
solutions w ∈ H2(R). Actually quite wild phenomena could appear. Consider the equation
w′′′′ − 2Aw′′ +B2w = |w|2 on R. (2.7)
It is not difficult to show that (2.7) has a ground state solution w ∈ H2(R) for any A,B > 0.
Moreover, if A ≥ B then w is positive, and hence it solves (2.4) for q = 3. It suffices to
introduce the root c± > 0 to equation c
2 − 2Ac + B2 = 0 as in the proof of Lemma 2.1 and
to notice that ψ := −w′′ + c+w solves −ψ
′′ + c−ψ = |w|
2 ≥ 0. Hence −w′′ + c+w ≥ 0, that
implies w ≥ 0.
On the other hand, it has been proved in [6] that a plethora (countably infinite set) of sign-
changing homoclinic solutions exists for A/B < 1 close enough to 1.
Remark 2.5 The differential equation in (2.4) is conservative, with Hamiltonian
H(w,w′, w′′, w′′′) = −w′′′w′ +
1
2
|w′′|2 +A|w′|2 −
1
2
B2|w|2 +
1
q
|w|q .
Therefore, any homoclinic solution w to (2.4) satisfies
− w′′′w′ +
1
2
|w′′|2 +A|w′|2 −
1
2
B2|w|2 +
1
q
|w|q ≡ 0 on R. (2.8)
Using (2.8) one infers the following a-priori bound on homoclinic solutions to (2.4):
‖w‖q−2∞ ≤
q
2
B2 .
3 Radially symmetric solutions
In this section we prove Theorems 1.1 and 1.2. The main tool is the Emden-Fowler transform,
which has already been used in [4].
Given a radially symmetric function u we define the Emden Fowler transform of u by w = Tu,
where
u(x) = |x|−
N−4
2 w(− log |x|).
It turns out that T maps radially symmetric functions u ∈ D2,2(RN ) into functions w ∈
H2(R), and moreover ∫
RN
|x|−β |u|qdx = ωN
∫
|w|qds (3.1)∫
RN
|∆u|2dx = ωN
∫
(|wss|
2 + 2(γN + 2)|ws|
2 + γN
2|w|2)ds, (3.2)
where ωN = |S
N−1| and γN = N(N − 4)/4, as in (1.3).
Proof of Theorem 1.1. From (3.1) and (3.2) it immediately follows that u achieves Sradq (λ)
if and only if w = Tu attains the infimum I(γN +2, γ
2
N −λ), see (2.5). The conclusion follows
from (i) of Theorem 2.2. 
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Proof of Theorem 1.2. A direct computation shows that u ∈ D2,2(RN ) is a radial solution
to (1.1) if and only if Tu = w ∈ H2(R) is a solution to
w′′′′ − 2(γN + 2)w
′′ + (γ2N − λ)w = |w|
q−2w on R.
Since λ ≥ −(N − 2)2, then
(γN + 2)
2 − (γ2N − λ) = 4(γN + 1) + λ = (N − 2)
2 + λ ≥ 0 .
The conclusion readily follows from the second part of Theorem 2.2. 
Remark 3.1 Using Remark 2.3, one can explicitly compute the radially symmetric solution
to (1.1) when
λ = λ(q) := γ2N −
(
4q
q2 + 4
)2
(γ2N + 2)
2 .
Notice that λ(q) > −(N − 2)2 for any q ∈ (2, 2∗∗] and that λ(2∗∗) = 0. If λ = λ(q) then the
unique radially symmetric solution to (1.1) is given by
u(x) = C˜ |x|
4−N
2
+ 4ν
q−2
(
1 + |x|2ν
)− 4
q−2
for a computable constant C˜ depending on N, q, where
ν =
(q − 2)2
2(q2 + 4)
(γ2N + 2) .
The preliminary results in Section 2 can be applied to a larger class of fourth order equations
in RN . Let us consider for instance a problem taken from [4].
Let N ≥ 2 be any integer, and let α be a given exponent, such that
α > 4−N , α 6= N .
By the results in [3], [4], it turns out that for any q ∈ [2,∞) the infimum
Sradq,α := inf
u∈N 2
rad
(RN ;α)
u 6=0
∫
Rn
|x|α|∆u|2dx(∫
Rn
|x|−βα |u|qdx
)2/q
is positive. Here
βα := N − q
N − 4 + α
2
and N 2rad(R
N ;α) is the completion of the space of radially symmetric functions in C∞c (R
N )
with respect to the Hilbertian norm
‖u‖2 =
∫
RN
|x|α|∆u|2 dx.
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More precisely, for q = 2 the radial Rellich constant is given by
Srad2,α = γ
2
N,α , where γN,α =
(N − 4 + α)(N − α)
4
,
and it is not achieved. In Theorem 2.8 of [4] it is proved that, for any q > 2, the infimum
Srad2,α is attained by some u ∈ N
2
rad(R
N ;α). Then, up to a Lagrange multiplier, u solves
∆ (|x|α∆u) = |x|−βα |u|q−2u on RN . (3.3)
We point out the following positivity and uniqueness result.
Theorem 3.2 Let α > 4−N , α 6= N . Then problem (3.3) has a unique nontrivial solution
u ∈ N 2rad(R
N ;α). Moreover, u > 0 on RN .
Proof. Existence follows from Theorem 2.8 in [4]. Following [3], we introduce the value
γN,α =
(
N − 2
2
)2
+
(
α− 2
2
)2
.
By direct computations (see also [3], [4]), we have that u ∈ N 2rad(R
N ;α) solves (3.3) if and
only if w ∈ H2(R) solves
w′′′′ − 2γN,αw
′′ + γ2N,αw = |w|
q−2w on R.
Here we have denoted by w = Tαu the weighted Emden-Fowler transform of u:
u(x) = |x|
4−N−α
2 w(− log |x|).
Since γN,α ≥ γN,α, then positivity and uniqueness follows by Theorem 2.2. 
4 On the infimum Sq(λ)
The following ε−compactness result is a basic tool in the proof of Theorem 1.3.
Proposition 4.1 Let un ∈ D
2,2(RN ) such that un ⇀ 0 in D
2,2(RN ) and
∆2un − λ|x|
−4un = |x|
−β |un|
q−2un + fn (4.1)∫
BR
|x|−β |un|
qdx ≤ ε0 for some ε0, R > 0, (4.2)
where fn → 0 in the dual space of D
2,2(RN ). If ε0 < Sq(λ)
q
q−2 , then
|x|−β |un|
q → 0 in L1loc(BR).
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Proof. Fix any R′ ∈ (0, R) and choose a cut off function φ ∈ C∞c (BR) such that φ ≡ 1 in
BR′ . Since ∇φ has compact support in R
N \ {0}, then∫
RN
∆un∆(φ
2un) dx =
∫
RN
|∆(φun)|
2 dx+ o(1)
by Rellich Theorem. Applying (4.1), Ho¨lder inequality and (4.2) we obtain∫
RN
[|∆(φun)|
2 − λ|x|−4|φun|
2]dx =
∫
RN
|x|−β|un|
q−2|φun|
2dx
≤ ε
q−2
q
0
(∫
RN
|x|−β|φun|
qdx
) 2
q
.
We estimate from below the left hand side of the above inequality by∫
RN
[|∆(φun)|
2 − λ|x|−4|φun|
2]dx ≥ Sq(λ)
(∫
RN
|x|−β|φun|
qdx
)2/q
.
Thus
Sq(λ)
(∫
RN
|x|−β |φun|
qdx
)2/q
≤ ε
q−2
q
0
(∫
RN
|x|−β |φun|
qdx
)2/q
.
Since ε
q−2
q
0 < Sq(λ) and φ ≡ 1 on BR′ , the conclusion follows by the arbitrariness of R
′ ∈
(0, R). 
4.1 Proof of Theorem 1.3 in case q < 2∗∗
Using Ekeland’s variational principle we can fix a minimizing sequence for Sq(λ) such that∫
RN
|∆un|
2 − λ
∫
RN
|x|−4|un|
2 =
∫
RN
|x|−β |un|
qdx+ o(1)
= Sq(λ)
q
q−2 + o(1) , (4.3)
∆2un − λ|x|
−4un = |x|
−β |un|
q−2un + fn , (4.4)
where fn → 0 in the dual of D
2,2(RN ). Up to a rescaling, we can also assume that∫
B2
|x|−β|un|
qdx =
1
2
Sq(λ)
q
q−2 . (4.5)
Finally, since λ < γ2N , then un is a bounded sequence in D
2,2(RN ) by Rellich inequality.
Therefore we can assume that there exists u ∈ D2,2(RN ) such that un ⇀ u weakly in
D2,2(RN ). By standard arguments, to conclude it suffices to show that u 6= 0. We argue
by contradiction. Suppose un ⇀ 0. We can use Proposition (4.1) to get
o(1) =
∫
B1
|x|−β |un|
qdx =
∫
B2
|x|−β|un|
qdx−
∫
1<|x|<2
|x|−β |un|
qdx .
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Thus from (4.5) we infer ∫
1<|x|<2
|x|−β|un|
qdx =
1
2
Sq(λ)
q
q−2 + o(1) (4.6)
which readily leads to a contradiction by Rellich theorem, as q ∈ (2, 2∗∗). Proposition (i) in
Theorem 1.3 is completely proved. 
4.2 Proof of Theorem 1.3 in the limiting case q = 2∗∗
We start by pointing out a sufficient condition for existence.
Lemma 4.2 If S2∗∗(λ) < S
∗∗ then S2∗∗ is achieved.
Proof. As in the proof of part (i) we select a minimizing sequence for S2∗∗(λ) satisfying∫
RN
|∆un|
2 dx− λ
∫
RN
|x|−4|un|
2 dx =
∫
RN
|un|
2∗∗dx+ o(1)
= S2∗∗(λ)
N/4 + o(1)
∆2un − λ|x|
−4un = |un|
2∗∗−2un + fn (4.7)∫
B2
|un|
2∗∗dx =
1
2
S2∗∗(λ)
N/4 ,
where fn → 0 in the dual of D
2,2(RN ). In addition, we can assume that un converges weakly
in D2,2(RN ). Again, we only have to exclude that the weak limit vanishes. By contradiction,
assume that un ⇀ 0 in D
2,2(RN ). Arguing as in the proof of part (i) we can conclude that
(4.6) holds with q = 2∗∗, that is,∫
1<|x|<2
|un|
2∗∗ dx =
1
2
S2∗∗(λ)
N/4 + o(1). (4.8)
Now we choose φ to be a cut off function in C∞c (R
N \ {0}) such that φ ≡ 1 in B2 \ B1. We
use φ2un as a test function in (4.7). Rellich theorem and Ho¨lder inequality plainly lead to∫
RN
[|∆(φun)|
2 − λ|x|−4|φun|
2]dx ≤ S2∗∗(λ)
(∫
RN
|φun|
2∗∗dx
)N−4
N
+ o(1)
(argue as in the proof of part (i)). Since φ has compact support in RN \ {0}, then Rellich
theorem again and the Sobolev inequality give∫
RN
[|∆(φun)|
2 − λ|x|−4|φun|
2] =
∫
RN
|∆(φun)|
2 + o(1) ≥ S∗∗
(∫
RN
|φun|
2∗∗
)2/2∗∗
.
In conclusion, we have proved that
S∗∗
(∫
RN
|φun|
2∗∗dx
)2/2∗∗
≤ S2∗∗(λ)
(∫
RN
R
N |φun|
2∗∗dx
)2/2∗∗
,
which implies
∫
RN
|φun|
2∗∗ = o(1). Hence
∫
B2\B1
|un|
2∗∗dx = o(1), since φ ≡ 1 in B2 \B1 This
is a contradiction to (4.8). Thus u 6= 0 and achieves S2∗∗(λ). 
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Proof of Theorem 1.3 - (ii). We start by recalling that the Sobolev constant S∗∗ is achieved
in D2,2(RN ), see for instance [14]. Next, let u be any fixed function in C∞c (R
N \ {0}), and
put vy(x) = u(x+ y). Since
S2∗∗(λ) ≤ lim
|y|→∞
∫
[|∆vy|
2 − λ|x|−4|vy|
2](∫
RN
|vy|
2∗∗
)2/2∗∗ = lim|y|→∞
∫
[|∆u|2 − λ|x− y|−4|u|2](∫
RN
|u|2
∗∗
)2/2∗∗
=
∫
|∆u|2(∫
RN
|u|2
∗∗
)2/2∗∗ ,
then S2∗∗(λ) ≤ S
∗∗ for every λ ∈ R. Now assume λ < 0. Then S2∗∗(λ) ≥ S
∗∗, that is,
S2∗∗(λ) = S
∗∗. Therefore S2∗∗(λ) can not be achieved since S
∗∗ is achieved.
Now assume 0 < λ < γ2N and let U be an extremal for S
∗∗. Then
S2∗∗(λ) ≤
∫
RN
[|∆U |2 − λ|x|−4|U |2](∫
RN
|U |2
∗∗
)2/2∗∗ <
∫
RN
|∆U |2(∫
RN
|U |2
∗∗
)2/2∗∗ = S∗∗.
and hence S2∗∗(λ) is achieved by Lemma 4.2. 
5 Positivity, symmetry and breaking symmetry
In this section we study the symmetry and breaking symmetry of Sq(λ) depending on the
parameter λ. We identify functions u that coincide up to a multiplicative constant and up
to a transform of the kind (1.7).
We start by recalling that in case λ = 0 and q = 2∗∗, the Sobolev constant S∗∗ = S∗∗2 (0) is
achieved by the radially symmetric function
U(x) =
(
1 + |x|2
) 4−N
2 ,
see for instance [14]. Moreover, u achieves S∗∗ if and only if u is the composition of U with
a translation in RN (here we use the above identification). Notice that in particular U is
positive.
Since truncations u 7→ u± are not allowed in dealing with fourth order differential operators,
the positivity of extremals for Sq(λ) does not follow by standard arguments.
In the first result we use rearrangement techniques and the uniqueness result in Theorem 1.2
to investigate the case λ ≥ 0.
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Theorem 5.1 Assume λ 6= 0 or q < 2∗∗. If λ ≥ 0 then Sq(λ) is achieved by a unique
function u ∈ D2,2(RN ). Moreover, u is positive, radially symmetric about the origin and
radially decreasing.
Proof. Let u to be an extremal of Sq(λ) and denote by (−∆u)
∗ the Schwartz symmetrization
of−∆u. We use Lemma A.1 in the appendix to introduce the function v ∈ D2,2(RN ) satisfying
−∆v = (−∆u)∗ .
In turns out that u∗ ≤ v on RN , see for instance Remark II.13 in [11]. Clearly, if u = u∗ then
we are done. Assume by contradiction that u 6= u∗. By the theory of symmetrisation (see
Lieb and Loss [10], Theorem 3.4), we first obtain∫
RN
|∆v|2 dx =
∫
RN
|(−∆u)∗|2 dx =
∫
RN
|∆u|2 dx .
In addition, since we are assuming that u∗ 6= u, then∫
RN
|x|−4|u|2 dx <
∫
RN
|x|−4(|u|2)∗dx =
∫
RN
|x|−4|u∗|2dx ≤
∫
RN
|x|−4|v|2dx .
Thus we infer that
λ
∫
RN
|x|−4|u|q dx ≤ λ
∫
RN
|x|−4|v|q dx ,
and that the strict inequality holds if λ > 0. Similarly, we find∫
RN
|x|−β|u|q dx ≤
∫
RN
|x|−β|v|q dx ,
and the strict inequality holds if β > 0, that is, if q < 2∗∗. In conclusion, since we are
assuming that λ and β are not contemporarily zero, we have that
Sq(λ) ≤
∫
RN
[|∆v|2 − λ|x|−4|v|2]dx(∫
RN
|x|−β |v|qdx
)2/q <
∫
RN
[|∆u|2 − λ|x|−4|u|2]dx(∫
RN
|x|−β|u|qdx
)2/q = Sq(λ) ,
a contradiction. Therefore u = u∗, that is, u is nonnegative and radially symmetric decreasing
function.
Uniqueness follows immediately by using the Emden-Fowler transform as in Section 3 and
Theorem 1.2. 
As soon as λ → −∞, a braking symmetry phenomenon appears. The next theorem applies
in case q < 2∗∗, due to the nonexistence result pointed out in the critical case q = 2∗∗, λ < 0.
We quote [9], and [7] for remarkable breaking symmetry results for similar second-order
equations.
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Theorem 5.2 If λ << 0 then Sq(λ) < S
rad
q (λ) and hence no extremal for Sq(λ) is radially
symmetric.
Proof. We already know that Sq(λ) ≤ S
rad
q (λ). We will give an explicit condition on λ to
have Sq(λ) < S
rad
q (λ). Define
n(u) =
∫
RN
[|∆u|2 − λ|x|−4|u|2] dx , d(u) =
(∫
RN
|x|−β|u|q dx
)2/q
and Q(u) = n(u)/d(u). Assume that u is a radially symmetric minimizer of Q on D2,2(RN ).
Our goal is to show that −λ can not be too large. By homogeneity we can assume that
d(u) = 1. Thus Q′(u) · v = 0 and Q′′(u)[v, v] ≥ 0 for all v ∈ D2,2(RN ), that is, n′(u) · v =
Q(u)d′(u) · v and
n′′(u)[v, v] ≥ Q(u)d′′(u)[v, v] (5.1)
for all v ∈ D2,2(RN ). We compute n′′(u)[v, v] = 2
∫
RN
(
|∆v|2 − λ|x|−4|v|2
)
and
d′′(u)[v, v] = 2(2− q)
(∫
RN
|x|−β|u|q−2uv
)2
+ 2(q − 1)
∫
RN
|x|−β |u|q−2v2 .
Now we choose the test function v. Let ϕ1 ∈ H
1(SN−1) be an eigenfunction of Laplace-
Beltrami operator on SN−1 corresponding to the smallest positive eigenvalue. Thus
−∆σϕ1 = (N − 1)ϕ1 ,
1
|SN−1|
∫
SN−1
|ϕ1|
2 dσ = 1 ,
∫
SN−1
ϕ1 dσ = 0.
Define the test function v as v = uϕ1. Thus
d′′(u)[v, v] = 2(q − 1)
∫
RN
|x|−β |u|q = 2(q − 1)
and ∫
RN
|∆v|2 =
∫
RN
|∆(uϕ1)|
2 =
∫
RN
|∆u− (N − 1)|x|−2u|2
≤
∫
RN
[|∆u|2 + (N − 1)2|x|−4u2]
+2(N − 1)
(∫
RN
|x|−4u2
)1/2(∫
RN
|∆u|2
)1/2
by Ho¨lder inequality. Therefore from (5.1) and from the definition of Q(u) = n(u) we obtain
(q − 2)
∫
RN
|∆u|2 ≤
(
(N − 1)2 + λ(q − 2)
) ∫
RN
|x|−4u2
+2(N − 1)
(∫
RN
|x|−4u2
)1/2 (∫
RN
|∆u|2
)1/2
.
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In particular, the quantity
X :=

∫
RN
|∆u|2∫
RN
|x|−4u2

1/2
satisfies the inequality
(q − 2)X2 − 2(N − 1)X −
(
(N − 1)2 + λ(q − 2)
)
≤ 0 ,
and hence it necessarily holds that
λ ≥ min
t∈R
(
t2 −
2(N − 1)
q − 2
t−
(N − 1)2
q − 2
)
= −
(q − 1)(N − 1)2
(q − 2)2
.
Thus, if
λ < −
(q − 1)(N − 1)2
(q − 2)2
.
then no extremal for Sq(λ) is radially symmetric and symmetry breaking occurs. 
Remark 5.3 If q is close enough to 2∗∗ then one can obtain a better estimate on the breaking
symmetry parameter λ by arguing as follows. Notice that X > γN by the Rellich inequality
(1.4). Thus, if γN ≥
N−1
q−2 that is, if
2 +
4(N − 1)
N(N − 4)
≤ q ≤ 2∗∗ ,
then the radial solution u does not achieve Sq(λ) unless
λ > min
t≥γN
(
t2 −
2(N − 1)
q − 2
t−
(N − 1)2
q − 2
)
= γ2N −
N − 1
q − 2
(N − 1 + 2γN ) .
Conversely, if
λ ≤ γ2N −
N − 1
q − 2
(N − 1 + 2γN )
then breaking symmetry occurs.
Appendix
The following lemma has been used in the proof Theorem 5.1 (see also [11], Remark II.13).
Lemma A.1 Let N ≥ 5 and g ∈ L2(RN ). Then the equation
−∆v = g on RN
has a unique solution v ∈ D2,2(RN ).
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Due to the unboundedness of the domain, Lemma A.1 does not follows by using a direct
variational approach. Indeed, in general, the solution v in Lemma A.1 does not belong to
D1,2(RN ). For instance, for any t ∈ [2, 4) the smooth function
v(x) =
(
1 + |x|2
) t−N
4
satisfies ∆v ∈ L2(RN ) but
∫
RN
|∇v|2 dx =∞.
Lemma A.1 can be proved by investigating the integrability properties of the Green’s function
at infinity. However, we will use here an alternative approach that allows us to underline the
unexpected role of the Rellich inequality.
Actually, to better understand the phenomena involved we will consider a larger class of
non-homogeneous linear problems on cones in RN , N ≥ 2. We emphasize the fact that low
dimensions are included. We first introduce some notation.
Let Σ be a domain of class C2 in the unit sphere SN−1. We introduce the cone
CΣ := { rσ | r > 0 , σ ∈ Σ } .
We denote by λΣ the bottom of the Dirichlet spectrum of the Laplace-Beltrami operator on
Σ. For instance, if Σ = SN−1 then CSN−1 = R
N \ {0} and λSN−1 = 0. If Σ is has compact
closure in SN−1 then λΣ > 0. Then the following Hardy inequality holds.
Lemma A.2 Let Σ be a domain of class C2 in the unit sphere SN−1, with N ≥ 2. Then∫
CΣ
|x|−2|∇u|2 dx ≥
[(
N − 4
2
)2
+ λΣ
]∫
CΣ
|x|−4|u|2 dx (A.1)
for any u ∈ C∞c (CΣ).
Proof. Fix any u ∈ C∞c (CΣ). Use the divergence theorem and Proposition 1.1 in [8] to
estimate ∫
CΣ
|x|−2|∇u|2 dx =
∫
CΣ
∣∣∇(|x|−1u)∣∣2 dx− (N − 3)∫
CΣ
|x|−4|u|2 dx
≥
[(
N − 2
2
)2
+ λΣ − (N − 3)
] ∫
CΣ
|x|−4|u|2 dx
=
[(
N − 4
2
)2
+ λΣ
]∫
CΣ
|x|−4|u|2 dx ,
as desired. 
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From now on we assume that
γN + λΣ > 0, (A.2)
where γN = N(N − 4)/4, as before. Assumption (A.2) is satisfied if Σ = S
N−1 and N ≥ 5.
In addition, the cases N ≥ 3 and CΣ = R
N
+ = homogeneous half-space are included, as the
first Dirichlet eigenvalue of the Laplace-Beltrami operator on the half-sphere in RN is N − 1.
In case N = 2, assumption (A.2) is satisfied by any strictly convex cone.
If (A.2) holds, then in particular the Hardy constant in inequality (A.1) is positive, and we
can define a Hilbert space D1,2(CΣ; |x|
−2 dx) of maps u vanishing on ∂CΣ (if not empty), and
such that
‖u‖2 =
∫
CΣ
|x|−2|∇u|2 dx <∞.
Then D1,2(CΣ; |x|
−2 dx) is continuously embedded into L2(CΣ; |x|
−4dx). Next we put
N 2(CΣ) =
{
u ∈ D1,2(CΣ; |x|
−2 dx) | ∆u ∈ L2(CΣ)
}
.
By the Rellich inequality on cones proved in [3] and using (A.2) we get that∫
CΣ
|∆u|2 dx ≥ (γN + λΣ)
2
∫
CΣ
|x|−4|u|2 dx for any u ∈ N 2(CΣ).
Thus N 2(CΣ) is a Hilbert space with norm
‖u‖2 =
∫
CΣ
|∆u|2dx,
and N 2(CΣ) →֒ L
2(CΣ; |x|
−4dx).
A density argument can be used to show that N 2(RN \ {0}) = D2,2(RN ) if N ≥ 5. Thus the
next proposition includes Lemma A.1 by taking Σ = SN−1.
Proposition A.3 Let Σ be a domain of class C2 in the unit sphere SN−1, and assume that
γN + λΣ > 0. Then for any g ∈ L
2(CΣ) there exists a unique v ∈ N
2(CΣ) such that
−∆v = g in CΣ.
Moreover, v satisfies the Navier boundary conditions
v = ∆v = 0 on ∂CΣ
if Σ is properly contained in SN−1.
Proof. We only have to prove existence. Uniqueness easily follows. For any R > 1 we put
AΣR =
{
rσ | R−1 < r < R , σ ∈ Σ
}
.
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Let vR ∈ H
1
0 (A
Σ
R) be the unique solution to−∆vR = g in AΣRv = 0 on ∂AΣR. (A.3)
We denote by vR ∈ D
1,2(CΣ; |x|
−4dx) the null extension of vR. Our aim is to use |x|
−2vR as
test function in (A.3). Notice that∫
AΣ
R
(−∆vR)|x|
−2vR =
∫
AΣ
R
|x|−2|∇vR|
2 dx+
1
2
∫
AΣ
R
∇(|x|−2) · ∇|vR|
2 dx
=
∫
AΣ
R
|x|−2|∇vR|
2 dx+ (N − 4)
∫
AΣ
R
|x|−4|vR|
2 dx
and therefore from (A.3) we get(∫
AΣ
R
|g|2 dx
)1/2(∫
AΣ
R
|x|−4|vR|
2 dx
)1/2
≥
∫
AΣ
R
|x|−2|∇vR|
2 dx+ (N − 4)
∫
AΣ
R
|x|−4|vR|
2 dx (A.4)
≥ (γN + λΣ)
∫
AΣ
R
|x|−4|vR|
2 dx
by the Cauchy-Schwarz inequality and by Lemma A.2. Since γN + λΣ > 0 by assumption,
we first infer that vR is bounded in L
2(CΣ; |x|
−4dx). Thus, using (A.4) again, we conclude
that vR is uniformly bounded in D
1,2(CΣ; |x|
−2 dx). Therefore, up to a sequence R → ∞,
we can assume that vR ⇀ v weakly in D
1,2(CΣ; |x|
−2 dx). It is easy to prove that v ∈
D1,2(CΣ; |x|
−2 dx) →֒ L2(CΣ; |x|
−4dx) solves −∆v = g on CΣ. Thus in particular ∆v = −g ∈
L2(CΣ), that implies v ∈ N
2(CΣ). In case ∂CΣ is not empty, then v satisfies Navier boundary
conditions by standard arguments. 
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