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Abstract
In this paper we consider heavy tailed Markov renewal processes and we
prove that, suitably renormalised, they converge in law towards the α-stable
regenerative set. We then apply these results to the strip wetting model
which is a random walk S constrained above a wall and rewarded or penalized
when it hits the strip [0,∞) × [0, a] where a is a given positive number. The
convergence result that we establish allows to characterize the scaling limit of
this process at criticality.
Keywords: heavy tailed Markov renewals processes, scaling limits, fluctuation
theory for random walks, regenerative sets.
Mathematics subject classification (2000): 60F77, 60K15, 60K20, 60K05,
82B27.
1 Introduction and main results.
1.1 The Markov renewal setup.
This work mainly focuses on the scaling limits of a Markov renewal process with
heavy tailed renewal times. By a Markov renewal process, we mean a point process
τ on N whose increments τ1, . . . , τn−τn−1, . . . are not necessarily i.i.d., but governed
by a Markov chain J with measurable state space (E , µ). Throughout this paper, we
will assume that (E , µ) is a compact Polish space equipped with its standard Borel
σ-field B(E).
The Markov dependence of J on τ may be described in various equivalent ways,
one of them is the following:
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1. First consider a kernel of the form Kx,dy(n) with x, y ∈ E , n ∈ Z+, that is a
function K : E ×B(E)×Z+ 7→ [0, 1] such that for fixed n ∈ Z+, K·,·(n) verifies
the following:
• for each x ∈ E , Kx,·(n) is a σ-finite measure on E .
• for every F ∈ B(E), K·,F (n) is a Borel function.
We will always assume that for every n ∈ N and x ∈ E , Kx,dy(n) has a density
with respect to µ(·) that we denote by kx,y(n), implying in particular that
k(x, y) :=
1
µ(dy)
∑
n≥1
Kx,dy(n) =
∑
n≥1
kx,y(n) (1)
is well defined.
2. Then sample J as a Markov chain on E starting from some initial point J0 =
x0 ∈ E and with transition kernel
Px0[Jn+1 ∈ dy|Jn = x] := k(x, y)µ(dy). (2)
3. Finally sample the increments (τi− τi−1)i≥1 as a sequence of independent, but
not identically distributed random variables according to the conditional law:
Px0[τn+1 − τn = m|{Ji}i≥0] =
kJn,Jn+1(m)
k(Jn, Jn+1)
, n,m ≥ 1. (3)
Markov renewal processes have been introduced independently by Le´vy [L5´6]
and Smith [Smi55], and their basic properties have been studied by Pyke [Pyk61],
Cinlar [C¸in68] and Pyke and Schauffele [PS64] among others. A modern reference
is Asmussen [Asm03][VII,4], which describes some applications related to these pro-
cesses, in particular in the field of queuing theory. More recently, they have been
widely used as a convenient tool to describe phenomena arising in models issued from
statistical mechanics, and more particularly in models related to pinning models,
such as the periodic wetting model ([CGZ07] and the monograph [Gia07][Chapter
3]) or the 1 + 1 dimensional field with Laplacian interaction ([CD08] and [CD09]).
We will show our results in the case where the kernel K satisfies the following
assumptions.
Assumption 1.1. We make the following assumptions on the kernel K:
• the transition function of the Markov chain J is absolutely continuous with
respect to µ, and its density k(·, ·) is continuous on the whole square E2.
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• There exist α ∈ (0, 1), a strictly positive continuous bounded function Φ(·) on
E2 and L(·) a slowly varying function such that the equivalence
kx,y(n) ∼ Φ(x, y)L(n)
n1+α
(4)
holds uniformly for (x, y) ∈ E2; moreover, we assume that the Markovian
renewal is non defective, that is for every x ∈ E :∫
y∈E
∑
n≥1
kx,y(n)µ(dy) = 1. (5)
A few remarks about these assumptions are in order:
• We will use the following notation which is valid for every measurable A ∈
σ(τ):
1
µ(dy)
P[A, J1 ∈ dy] =: P[A, J1 = y]. (6)
The fact that k is continuous implies that this definition makes sense every-
where, and not only almost everywhere.
• The strict positivity of the function Φ implies the strict positivity of the tran-
sition kernel of J on the whole E2. In particular, J is a regular Markov
chain (see [Fel71][VIII,7]). Regular Markov chains with strictly positive den-
sity are arguably the simplest example of Markov chains with continuous state
space which still satisfy the basic ergodic theorem. More precisely, it is well
known that every strictly positive regular kernel on a closed interval is ergodic,
and also that the ergodicity of such a kernel is equivalent to the existence
of a strictly positive stationary distribution which we will denote by Π (see
[Fel71][VIII,7, Theorems 1 and 2]).
A consequence of equation (4) is the fact that the Markov renewal process τ has
steps distribution with infinite mean. Making use of the Markov renewal theorem
(see [GW96] for this result in the case where J is Harris recurrent, which is the case
in our regular setup), this implies in particular that, as n→∞, the Green function
associated to τ verifies:
P[n ∈ τ ]→ 0. (7)
We point out that even for ordinary renewal processes, the exact rate of decay
of the Green function in the case of infinite mean has been a longstanding problem
which has been solved in great generality only recently by Doney (see [Don97]).
A consequence of Doney’s results is the fact that, given a true renewal τ with
interarrival times given by
P[τ1 = n] =
L(n)
n1+α
(8)
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where L(·) is some slowly varying function and α ∈ (0, 1), the following equivalence
holds:
P[n ∈ τ ] ∼ α sin(απ)
π
1
L(n)n1−α
. (9)
The extension of this deep result to the framework of Markov renewal theory
has been achieved in the case of finite state modulating chain in [CGZ06], but it
turns out that their techniques do not extend to the continuous state case we are
considering here.
As a matter of fact, our first result deals with the integrated behavior of the
Markov renewal function. More specifically, for (x, y, n) ∈ E2 × N, let us denote by
U(n, x, dy) the Markov renewal mass distribution function defined by U(n, x, dy) :=∑n
i=0
∑
k≥1Px[τk = i, Jk ∈ dy] =:
∑n
i=0 u(i, x, dy). The purpose of the section 2 of
the present work is to give asymptotics on U for large n, generalizing to our setup
the well known Tauberian theorems which hold for the classical renewal. We show
the following:
Theorem 1.2. As n→∞, for every x ∈ E , the following weak convergence holds :
U(n, x, dy)L(n)
nα
→ α
Γ(1 + α)Γ(1− α)
Π[dy]
EΠ(2)[Φ/k]
(10)
where Π(2) is the invariant measure associated to the Markov chain (Ji, Ji+1)i≥0.
By this we mean that for every continuous bounded function f on E and every
fixed x ∈ E , as n→∞, the following convergence holds :
L(n)
nα
∫
y∈E
U(n, x, dy)f(y)→ α
Γ(1 + α)Γ(1− α)
∫
y∈E f(y)Π[dy]
EΠ(2)[Φ/k]
(11)
Note that dΠ(2)[u, v] = Π(du)k(u, v)µ(dv) where Π(·) is the invariant measure
associated to the Markov chain J , and thus in particular one has the equality
EΠ(2)[Φ/k] =
∫
E2
Φ(u, v)Π(du)µ(dv). (12)
It turns out that Theorem 1.2 is sufficient to resolve the large scale behavior of
the set τ , which we describe by considering the class C∞ of closed subsets of [0,∞)
endowed with the Mathe´ron topology. This topology can be defined as follows: for
t ≥ 0, F ∈ C∞, we set dt(F ) := inf(F ∩ (t,∞)). The function t 7→ dt(F ) is right
continuous and F may be recovered from d·(F ) as F = {t ∈ R+, dt−(F ) = 0}. The
space of ca`dla`g functions may be endowed with the standard Skorohod topology, and
this topology gives the Mathe´ron topology via the previous identification. Under
this topology, C∞ is metrizable, separable and compact, in particular it is a Polish
space.
Finally, we introduce the classical notion of α stable regenerative set; recall that
a subordinator is a non decreasing Le´vy process. It is said to be α-stable (α ∈ (0, 1))
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if its Le´vy-Khintchine exponent φ(λ) is equal to λα. We consider Aα, the α stable
regenerative set, which is defined as being the closure of the range of the α stable
subordinator. We stress that Aα is a highly non trivial random element from C∞,
which coincides for α = 1/2 with the zero level set of a standard brownian motion.
If we consider τ as a subset of N, the set τ(N) :=
τ∩[0,N ]
N
may be viewed as a
(random) element of C∞. If the Markov renewal process (τ, J) satisfies Assumption
1.1, we show that the following result holds, it is actually the first main result of
this paper.
Theorem 1.3. The sequence of rescaled sets (τ(N))N converges in law towards the
set Aα ∩ [0, 1].
A proof of such a result in the classical renewal framework can be found in
[Gia07][Theorem 2.7] by making use of the pointwise convergence of the Le´vy ex-
ponent of a Poisson process whose range is equal to τ(N) towards the one of the α
stable-regenerative set, which directly implies the result (see [FFM85]); the same
idea is not available in our setup since the increments of τ are no longer i.i.d. An-
other idea which does not work here has been used in [CGZ07] to prove a very
similar result in the context of weakly inhomogeneous wetting models; the authors
use in an essential way the finiteness of the state space of the governing Markov
chain J , and the local behavior of the Green function given in equation (9).
1.2 Application to the strip wetting model.
Definition of the model.
The main motivation for proving Theorem 1.2 has been provided by a model which
originates from statistical mechanics and which we describe now.
We consider (Sn)n≥0 a random walk such that S0 := 0 and Sn :=
∑n
i=1Xi where
the Xi’s are i.i.d. and X1 has a density h(·) with respect to the Lebesgue measure.
We denote by P the law of S, and by Px the law of the same process starting from
x. We will assume that h(·) is continuous and bounded on R, that h(·) is positive
in a neighborhood of the origin, that E[X ] = 0 and that E[X2] =: σ2 ∈ (0,∞).
The fact that h is continuous and positive in the neighborhood of the origin
entails that
n0 := inf
n∈N
{(P[Sn > a],P[−Sn > a]) ∈ (0, 1)2} <∞. (13)
In the sequel, we will assume that n0 = 1 (and thus that (P[−S1 > a],P[S1 > a]) ∈
(0, 1)2). We stress that our work could be easily extended to the generic n0 ≥ 2
case, althought this should lead to some specific technical difficulties (for example
one should extend Theorem 1.3 to the case where the transition function of J may
vanish on E).
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For N a positive integer, we consider the event CN := {S1 ≥ 0, . . . , SN ≥ 0}. We
define the probability law PN,a,β on R
N by
dPN,a,β
dP
:=
1
ZN,a,β
exp
(
β
N∑
k=1
1Sk∈[0,a]
)
1CN (14)
where β ∈ R and ZN,a,β is the normalisation constant usually called the partition
function of the system. For technical reasons, for x ∈ [0, a], we will sometimes need
to consider the quantity
ZN,a,β(x) := Ex
[
exp
(
β
N∑
k=1
1Sk∈[0,a]
)
1CN
]
. (15)
Note that ZN,a,β = ZN,a,β(0).
PN,a,β is a (1 + 1)−dimensional model for a linear chain of length N which is
attracted or repelled to a defect strip of width a. By (1+1)−dimensional, we mean
that the configurations of the linear chain are described by the trajectories (i, Si)i≤N
of the walk, so that we are dealing with directed models. The strength of this
interaction with the strip is tuned by the parameter β. Regarding the terminology,
note that the use of the term wetting has become customary to describe the positivity
constraint CN and refers to the interpretation of the field as an effective model for
the interface of separation between a liquid above a wall and a gas, see [DGZ05].
The purpose of this part is to investigate the behavior of PN,a,β in the large N
limit. In particular, we would like to understand when the reward β is strong enough
to pin the chain near the defect strip, a phenomenon that we will call localization,
and what are the macroscopic effects of the reward on the system. We point out
that this kind of questions have been answered in depth in the case of the standard
wetting model, that is formally in the a = 0 case, and that the problem of extending
these results to the case where the defects are in a strip has been posed in [Gia07,
Chapter 2]. Note that a closely related pinning model in continuous time has been
considered and resolved in [CKMV09]; we stress however that their techniques are
very peculiar to the continuous time setup.
The free energy.
A standard way to define localization for our model is by looking at the Laplace
asymptotic behavior of the partition function ZN,a,β as N → ∞. More precisely,
one may define the free energy F (β) by
F (β) := lim
N→∞
1
N
log (ZN,a,β) . (16)
The basic observation is that the free energy is non-negative. In fact, one has:
ZN,a,β ≥ E
[
exp
(
β
N∑
k=1
1Sk∈[0,a]
)
1Sk>a,k=1,2,...,N
]
≥ P [Sj > a, j = 1 . . . , N ] .
(17)
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Choose some M > a such that P[S1 ∈ [a,M ]] > 0. Integrating over S1, one gets:
P[Sj > a, j = 1, . . . , N ] ≥
∫
[a,M ]
h(t)Pt [S1 > a, . . . , SN−1 > a] dt. (18)
A consequence of fluctuation theory estimates for killed random walk (see [Soh][Lemma
3.1] for the discrete case) is that for fixedM , the quantityN3/2Pt [S1 > a, . . . , SN−1 > a] ∈
[c, c′] for every N and every t ∈ [a,M ] where c, c′ are positive constants. Thus:
ZN,a,β ≥ c
N3/2
∫
[a,M ]
h(t)dt. (19)
Therefore F (β) ≥ 0 for every β. Since the lower bound has been obtained by ignoring
the contribution of the paths that touch the strip, one is led to the following:
Definition 1.4. The model {PN,a,β} is said to be localized if F (β) > 0.
The relevance of this classical definition is discussed for example in [Gia07][Chapter
1] for closely related models.
It is easy to show that F (·) is a convex function, in particular it is a continuous
since F (β) ≤ β ∨ 0 for every β ∈ R. On the other hand, F (·) is increasing since
for fixed N , ZN,a,β is increasing in β. Therefore, there exists a critical value β
a
c ∈ R
such that the strip wetting model is localized for β > βac .
Scaling limits of the system.
A common feature shared by the strip wetting model and the classical homogeneous
one is the fact that the measure PN,a,β exhibits a remarkable decoupling between
the contact level set IN := {i ≤ N, Si ∈ [0, a]} and the excursions of S between
two consecutive contact points (see [DGZ05] for more details in the standard homo-
geneous pinning case). Conditioning on IN = {t1, . . . , tk} and on (St1 , . . . , Stk),
the bulk excursions ei = {ei(n)}n :=
{{Sti+n}0≤n≤ti+1−ti} are independent un-
der PN,a,β and are distributed like the walk (S
′,PSti) conditioned on the event{
S ′ti+1−ti = Sti+1 , S
′
ti+j
> a, j ∈ {1, . . . , ti+1 − ti − 1}
}
. It is therefore clear that to
extract scaling limits on PN,a,β, one has to combine good control over the law of the
contact set IN and suitable asymptotics properties of the excursions.
This decoupling is the basis to the resolution of the large scale limits of the
laws {PN,a,β}; in fact, we can show that for β > βac , the diffusive rescaling limit
of the laws {PN,a,β} is simply the null function, whereas in the delocalized phase
the limiting law is the brownian motion conditioned to stay positive, that is the
brownian meander. We stress that the proofs are quite similar although technically
more involved that in the classical homogeneous wetting model, see [Soh10] for more
details.
What is left by these considerations is the critical case. For simplicity, in this
regime we describe the scaling limits in terms of the limit of the sequence {τ(N)}N .
7
We point out that additionnal tightness conditions should be made on the free
process S in order to ensure the convergence in law of the entire trajectories towards
the reflected brownian motion (see [CGZ] to get some insight into this issue).
It turns out that the scaling limits of the set of contact times with the strip is
almost the 1/2-stable regenerative set; more precisely, we compute its density with
respect to the law of A1/2.
Theorem 1.5. Consider the set τ := {j ∈ N, Sj ∈ [0, a]} where Sj is distributed
according to the law PN,a,βac . One has the convergence in law:
τ(N) ⇒ B1/2 ∩ [0, 1] (20)
where B1/2 is a random closed set whose law is absolutely continuous with respect to
the one of A1/2 with Radon Nykodym derivative given by
π
2
(
1−max(A1/2 ∩ [0, 1])
)1/2
. (21)
We stress that the density term that appears in the above result is pushing the
rightmost point of the process away from 1 and closer to the origin.
1.3 Outline of the paper.
The remaining of this paper is divided into three main parts, the first one dealing
with the generic Markovian renewal setup, the second one being devoted to the
application of the main result of the first part to the strip wetting model and the
last one focusing on results about random walks. More specifically, the exposition
of the paper will be organized as follows:
1. in section 2, we explicit the asymptotic behavior of the Markov mass renewal
function which forms the cornerstone to the proof of our two main results. We
then show Theorem 1.3 by using this asymptotic behavior.
2. in section 3, we describe the underlying Markov renewal structure inherent to
the strip wetting model.
3. in section 3.1, we describe some results issued from fluctuation theory for
random walks which will be the basis of our approach for the proof of Theorem
1.5.
4. in section 3.2, we give a suitable representation for the free energy of the strip
wetting model and apply it to the proof of Theorem 1.5.
5. in section 4, we prove the results given in section 3.1, relying on some recent
results by Doney [Don10].
8
2 Asymptotic equivalence of the mass Markov
renewal function.
2.1 Notations.
Given two kernels Ax,dy(n), Bx,dy(n) we define their convolution
(A ∗B)x,dy(n) :=
n∑
m=0
∫
E
Ax,dz(m)Bz,dy(n−m) (22)
and the k-fold convolution of the kernel A with itself will be denoted by A∗kx,dy where
by definition A∗0x,dy := δx(dy)1n=0.
For (x, y) ∈ E2, λ > 0, we consider the Laplace transform measure Ux,dy(λ)
associated to (u(n, x, dy))n defined by
Ux,dy(λ) :=
∑
j≥0
e−λju(j, x, dy). (23)
Our main technical step will be to prove the following proposition:
Proposition 2.1. For every x ∈ E , as λ ց 0, one has the following weak conver-
gence:
Γ(1− α)λαL(1/λ)EΠ(2)[Φ/k]
α
Ux,dy(λ)→ Π[dy]. (24)
To prove Proposition 2.1, we will need some technical results which we summarize
in the next section.
2.2 Proof of Proposition 2.1
The Markov renewal equation writes:
u(n, x, dy) =
∑
k≥0
K∗kx,dy(n) (25)
which implies
U(n, x, dy) =
∑
k≥0
n∑
j=0
K∗kx,dy(j). (26)
For conciseness, we will denote by z := (x, y) an element of E2. Note that
Assumption 1.1 implies in particular that 0 < minE2 Φ ≤ maxE2 Φ <∞.
For z ∈ E2, λ > 0, define
φz(λ) := Ex[e
−λτ1 |J1 = y]. (27)
We are able to control the behavior of φz(·) close to the origin, and this uniformly
on E2.
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Proposition 2.2. As λց 0, one has:
sup
z:=(x,y)∈E2
∣∣∣∣k(x, y)(1− φz(λ))λαL(1/λ) − Φ(z)Γ(1 − α)α
∣∣∣∣→ 0. (28)
To prove Proposition 2.2, we will need the following result:
Lemma 2.3. Given ρ > 0 and a family of atomfree measures V
(n)
z on R+ indexed
by z ∈ E2, n ∈ N. Denote by Ψ(n)z (λ) their Laplace transforms. Assume that they
verify that for every u > 0, one has
lim
n→∞
sup
z∈E2
∣∣V (n)z ([0, u])− uρ∣∣ = 0. (29)
and assume moreover that there exists d > 0 such that sup(n,z)∈N×E2 Ψ
(n)
z (d) < ∞.
Then for every λ > d:
lim
n→∞
sup
z∈E2
∣∣∣∣Ψ(n)z (λ)− Γ(ρ+ 1)λρ
∣∣∣∣ = 0. (30)
Note that in our case, the sequence of measures V (n) will have a density with
respect to Lebesgue measure, and thus will be without atoms.
Proof of Lemma 2.3. Let t > 0 be fixed; for any λ > a, uniformly on z ∈ E2, as
n→∞, we have: ∫
[0,t]
e−λuV (n)z (du)→
∫
[0,t]
e−λuρuρ−1du. (31)
Indeed, integrating by part in the left hand side above and making use of the fact
that the sequence V (n) is atomfree, one obtains:∫
[0,t]
e−λuV (n)z (du) = e
−λtV (n)z (t) + λ
∫
[0,t]
e−λuV (n)z (u)du (32)
and making use of the uniformity statement of equation (29) (which allows us in
particular to use dominated convergence) and reintegrating by part, equation (31)
is proved.
On the other hand, still for λ > d, it is clear that∫
[t,∞)
e−λuV (n)z (du) ≤ e−(λ−d)t sup
(n,z)∈N×E2
Ψ(n)z (d) (33)
which can be made arbitrarily small (independently of z, n) as soon as t is large
enough. Noting that ∫
[0,∞)
e−λuρuρ−1du =
Γ(ρ+ 1)
λρ
, (34)
we get the result.
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Now we prove Proposition 2.2.
Proof of Proposition 2.2. For z ∈ E2, we define the (infinite mass) measure on R+
Uz([0, n]) :=
∑
j≤nPx[τ1 > j, J1 = y]. The following equivalence holds uniformly on
E2:
Uz([0, n]) ∼
∑
j≤n
L(j)Φ(z)
αjα
∼ n
1−αL(n)Φ(z)
α(1− α) . (35)
Indeed, we use the general fact that if un(z) is a positive sequence depending on
z ∈ E2 verifying supz∈S |un(z)| <∞ and, as n→∞,
sup
z∈E2
∣∣∣∣nαun(z)L(n) − Φ(z)
∣∣∣∣→ 0, (36)
then
sup
z∈E2
∣∣∣∣∣ 1− αn1−αL(n)
∑
j≤n
uj(z)− Φ(z)
∣∣∣∣∣→ 0. (37)
Recalling the standard equivalence
n∑
j=1
L(j)
jα
∼ n
1−α
1− αL(n), (38)
the proof of this convergence is straightforward.
We denote by Ψz(λ) the Laplace transform associated to the measure Uz(·).
Integrating by part, we then have the equality which is valid for z ∈ E2, λ ≥ 0:
1− φz(λ) = (1− e−λ)
∑
n≥0
e−λnPx[τ1 > n|J1 = y]
= (1− e−λ) Ψz(λ)
k(x, y)
.
(39)
Making use of equation (35), we give the asymptotic behavior of Ψz(·) close to
the origin; more precisely, uniformly on z ∈ E2, the convergence
Ψz(λ) ∼ L(1/λ)Φ(z)Γ(1 − α)
αλ1−α
(40)
holds as λց 0. Clearly, if this is true, making use of equation (39), Proposition 2.2
will be proved.
We define a sequence of measures V
(n)
z on R+ by V
(n)
z ([0, u]) :=
Uz([0,nu])
Uz([0,n])
. Equa-
tion (35) implies that the hypothesis of Lemma 2.3 is verified by the sequence V
(n)
z
with ρ = 1− α with an arbitrary d > 0. It is plain that, for every fixed λ > 0,
Ψ(n)z (λ) =
Ψz(λ/n)
Uz([0, n])
. (41)
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Making use of Lemma 2.3, as n→∞, the convergence
Ψz(λ/n)
Uz([0, n])
→ Γ(2− α)
λ1−α
(42)
holds uniformly on E2. Hence we get:
Ψz(λ/n) ∼ Φ(z)L(n)Γ(2 − α)
α(1− α)(λ/n)1−α (43)
and this still holds uniformly on E2. Extending this convergence to any sequence
which decreases to zero (which is straightforward), making use of standard properties
of slowly varying functions and of the Gamma function, one gets the equivalence
(40).
To finally prove Proposition 2.1, we will need the following easy lemma.
Lemma 2.4. Let (cn)n be a positive sequence which converges towards c > 0, uk a
positive sequence which converges towards u > 0 and g(·) a function R+ → R which
is o(λ) as λց 0. Then, as λց 0, one has:∑
k≥0
cke
−k(λuk+g(λ)) ∼ c
uλ
. (44)
Proof of Lemma 2.4. Note that one can ignore the first k1 terms in the sum ap-
pearing in equation (44), where k1 ≥ 0 is an arbitrarily large fixed integer. Let
ε ∈ (0,min(u, c)) be fixed. For k1 large enough and λ small enough (independently
from k1), one has :
(c− ε)
∑
k≥k1
e−k(λ(u+ε)) ≤
∑
k≥k1
cke
−k(λuk+g(λ)) ≤ (c + ε)
∑
k≥k1
e−k(λ(u−ε)). (45)
Therefore
c− ε
c
u
u+ ε
≤ lim inf
λց0
λu
c
∑
k≥0
cke
−k(λuk+g(λ)) ≤ lim sup
λց0
λu
c
∑
k≥0
cke
−k(λuk+g(λ)) ≤ c+ ε
c
u
u− ε
(46)
and considering ε arbitrarily close to zero yields the statement.
Consider now a function f which is continuous and positive on E , and let x ∈ E be
fixed. Making use of the Markov renewal equation and of the fact that conditionally
on the Ji’s, the (τi − τi−1)i≥1 are independent, we get:
∫
E
f(y)Ux,dy(λ) =
∑
n≥0
∫
E
f(y)
∫
En−1
n−1∏
j=0
φxj ,xj+1(λ)Pxj [J1 = xj+1] (47)
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where x0 := x and xn := y. For (u, v) ∈ E2, we define
gu,v(λ) := 1− φu,v(λ)− Γ(1− α)λ
αL(1/λ)Φ(u, v)
αk(u, v)
. (48)
Recall that Proposition 2.2 asserts that sup(u,v)∈E2 |gu,v(λ)| = o(λαL(1/λ)) as
λց 0.
For fixed n and fixed z ∈ E2, one has:∫
En−1
n−1∏
j=0
φxj,xj+1(λ)Pxj [J1 = xj+1]
=
∫
En−1
exp
(
n−1∑
j=0
log
(
1− (1− φxj ,xj+1(λ))
))
Px[J1 = x1, . . . , Jn = xn]
(49)
Given ε ∈ (0, 1/2), there exists λ0 such that as soon as λ ∈ (0, λ0), for every
(u, v) ∈ E2, there exists cu,v(= cu,v(λ)) ∈ [1/2 − ε, 1/2 + ε] such that the last term
above is equal to:∫
En−1
exp
(
n−1∑
j=0
(1− φxj ,xj+1(λ)) + cxj ,xj+1(1− φxj ,xj+1(λ))2
)
P[J1 = x1, . . . , Jn = xn]
= E
[
exp
(
n−1∑
j=0
−Γ(1− α)λ
αL(1/λ)
α
Φ(Jj , Jj+1)
k(Jj , Jj+1)
− gJj ,Jj+1(λ) + cJj ,Jj+1(1− φJj ,Jj+1(λ))2
)
1Jn=y
]
.
(50)
Making use of the ergodic theorem(which holds in our case, since J is a regular
Markov chain (see [Fel71][VIII,7 Theorem 1]), we get that
1
n
n−1∑
j=0
Φ(Jj, Jj+1)
k(Jj, Jj+1)
→ EΠ(2)
[
Φ
k
]
=
∫
E
Π(dx)Φ(x, y)µ(dy) (51)
Px almost surely. When n becomes large, the generic term appearing in the sum of
the right hand side of (47) finally becomes equivalent to∫
y∈E
f(y)Px [Jn = y]
× exp
(
−n
(
Γ(1− α)λαL(1/λ)
α
EΠ(2) [Φ/k] + EΠ(2)
[
gJ0,J1(λ) + cJ0,J1(1− φJ0,J1(λ))2
]))
.
(52)
The function λ 7→ EΠ(2) [gJ0,J1(λ) + cJ0,J1(1− φJ0,J1(λ))2] is then o(λαL(1/λ)).
On the other hand, making use of the classical ergodic theorem, as n→∞, the
following convergence holds:∫
y∈E
f(y)Px [Jn = y]→
∫
E
f(y)Π[dy]. (53)
Finally, we can apply Lemma 2.4 to prove Proposition 2.1.
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2.3 Proof of Theorem 1.2.
To prove Theorem 1.2, we will use the following result, which is known as the
extended continuity theorem (see [Fel71][XIII Theorem 2a]):
Theorem 2.5. Let Un be a sequence of measures defined on R
+, and let φn denote
their Laplace transforms. For a fixed d > 0, if the sequence of functions φn con-
verges pointwise towards a function φ on (d,∞), then the sequence of measures Un
converges weakly towards a measure U with Laplace transform φ.
We consider a continuous function f on E and a fixed x ∈ E . Assume first that
f(·) is positive; making use of Proposition 2.1, for t ց 0 and fixed λ > 0, we get
the convergence: ∫
E Ux,dy(λt)f(y)∫
E Ux,dy(t)f(y)
→ 1
λα
. (54)
Consider now the measure mf(·) on R+ which is defined by
mf ([0, n]) :=
∫
E
f(y)U(n, x, dy), (55)
and denote by Ψf (·) its Laplace transform. It is then quite clear that one may
rewrite equation (54) as
Ψf (λt)
Ψf(t)
→ 1
λα
(56)
when tց 0. On the other hand, Ψf (λt) is the Laplace transform associated to the
measure mf (u/t), and thus by making use of the extended continuity theorem, this
implies the following convergence (for tց 0):
mf(u/t)
Ψf (t)
→ u
α
Γ(1 + α)
. (57)
Finally, considering the convergence (57) with u = 1 along the subsequence tn = 1/n,
as n→∞, one gets: ∫
E
f(y)U(n, x, dy) ∼
∫
E Ux,dy(n)f(y)
Γ(1 + α)
(58)
and making use of Proposition 2.1, this is exactly the statement of Theorem 1.2.
Making use of the linearity of the equivalence (58) and writing f = f+ − (−f−)
where f+ (respectively f−) is the positive (respectively the negative) part of f , we
are done.
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2.4 Proof of Theorem 1.3.
We finally prove Theorem 1.3.
The compactness of C∞ implies that every sequence of probability measures on
C∞ is tight, so that in order to check the convergence in law of a sequence (Pn)
towards P, one just has to show finite dimensional convergence, namely that for
every t1 < t2 < . . . < tn, the following weak convergence holds:
PNG
−1
t ⇒ PNG−1t (59)
where Gt : C∞ → [0,∞]n is defined by Gt(F ) := (dt1(F ), . . . , dtn(F )).
Let us recall that for t > 0, the law of dt underPα is given by (see [Ber99][Proposition
3.1])
Pα[dt ∈ dy] = sin(απ)
π
tα
y(y − t)α1y>tdy. (60)
For conciseness, we show (59) in the n = 1 case when J starts from an initial
state x ∈ E . Considering an arbitrary y > t, we have:
PN [J0 = x, dt > y] =
∑
k≥1
∫
E
Px [τk ≤ Nt, Jk ∈ dv, τk+1 > Ny]
=
∑
j≤[Nt]
∫
E
(∑
k≥1
Px [τk = j, Jk ∈ dv]
)
Pv [τ1 > Ny − j]
=
∑
j≤[Nt]
∫
E
u(j, x, dv)Pv [τ1 > Ny − j] .
(61)
Using Abel’s summation, we get:
PN [J0 = x, dt > y] =
∑
j≤[Nt]
∫
E
(U(j, x, dv)− U(j − 1, x, dv))Pv [τ1 > Ny − j] =
∫
E
U(Nt, x, dv)Pv[τ1 > N(t− y)− 1]
−
∑
1≤j≤Nt
∫
E
U(j, x, dv)Pv[τ1 = Ny − j − 1]−Px[τ1 > Ny]
(62)
Of course, Px[τ1 > Ny]→ 0 as N →∞.
As for the first term in the right hand side of equation (62), we get :∫
E
U(Nt, x, dv)Pv[τ1 > N(t− y)− 1]
→
∫
E
αtα
Γ(1 + α)Γ(1− α)
Π(dv)
EΠ(2)[Φ/k]
∫
E Φ(v, u)µ(du)
α(y − t)α
=
sin(απ)
π
(
t
y − t
)α
.
(63)
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For the second term in the right hand side of equation (62), first note that
for ε ∈ (0, y), making use of the uniform convergence property for slowly varying
functions, one has :
∑
εN≤j≤Nt
∫
E
U(j, x, dv)Pv[τ1 = Ny − j − 1]
∼
∫
E
∑
εN≤j≤Nt
αjαΠ[dv]
L(j)Γ(1 + α)Γ(1− α)EΠ(2)[Φ/k]
× L(Ny − j − 1)
∫
E Φ(v, u)µ(du)
(Ny − j − 1)α+1
∼ α
Γ(1− α)Γ(1 + α)
∫ t
ε
uα
(y − u)α+1du.
(64)
On the other hand, we get easily that
lim
εց0
lim
N→∞
∑
j≤εN
∫
E
U(j, x, dv)Pv[τ1 = Ny − j − 1] = 0. (65)
Thus we are left with checking the equality:
sin(απ)
π
∫ ∞
y
tα
u(u− t)αdu =
sin(απ)
π
(
t
y − t
)α
− α sin(απ)
π
∫ t
0
uα
(y − u)α+1du (66)
which is easy using integration by parts; just note that
∫ t
0
uα
(y − u)α+1du =
1
α
[(
u
y − u
)α]t
0
−
∫ t
0
uα−1
(y − u)αdu (67)
and finally the equality ∫ t
0
uα−1
(y − u)αdu =
∫ ∞
y
tα
u(u− t)αdu (68)
is obvious.
3 Application to the strip wetting model
3.1 Asymptotics about the kernel of the free process.
The following transition kernel will be of basic importance for the proof of Theorem
1.5:
Fx,dy(n) := Px[S1 > a, S2 > a, . . . , Sn−1 > a, Sn ∈ dy]1x,y∈[0,a]2 if n ≥ 2,
Fx,dy(1) := h(y − x)1x,y∈[0,a]dy.
(69)
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For all n ∈ N and x ∈ [0, a], the kernel Fx,dy(n) has a density fx,y(n) with respect
to the Lebesgue measure restricted to [0, a].
We define the sequence of entry times of S into the strip by τ0 := 0 and τn+1 :=
inf{k > τn, Sk ∈ [0, a]}. We also consider the process (Jn)n≥0 where Jn := Sτn ; the
process τ is then a Markov renewal process whose modulating chain is the Markov
chain J , and with associated kernel F·,·(·).
Note that the kernel F is defective, in the sense that
∫
[0,a]
∑
k≥1 Fx,dy(k) =
Px[S1 ≥ 0] ≤ P[S1 ≥ −a] < 1 for every x ∈ [0, a]. In particular, for every x ∈ [0, a],
the quantity Px[τ1 =∞] := 1−
∫
[0,a]
∑
k≥1 Fx,dy(k) is strictly positive.
We denote by lN the cardinality of {k ≤ N |Sk ∈ [0, a]}, and we define F x(k) :=∫
[0,a]
∑
j>k Fx,dy(j). With these notations, we write the joint law of (lN , (τn)n≤lN , (Jn)n≤lN )
under PN,a,β under the following form:
PN,a,β[lN = k, τj = tj , Jj ∈ dyi, i = 1, . . . , k]
=
eβk
ZN,a,β
F0,dy1(t1)Fy1,dy2(t2 − t1) . . . Fyk−1,dyk(tk − tk−1)
(
F yk(N − tk) +Pyk [τ1 =∞]
)
(70)
where k ∈ N, 0 < t1 < . . . < tk ≤ N and (yi)i=1,...,k ∈ Rk.
To describe the asymptotic behavior of the kernel F , we will need some results
issued from fluctuation theory for random walks. Let us collect some basic facts
about this topic.
For n an integer, we denote by Tn the nth ladder epoch; that is T0 := 0 and, for
n ≥ 1, Tn := inf{k ≥ Tn−1, Sk > STn−1}. We also introduce the so-called ascending
ladder heights (Hn)n≥0, which, for k ≥ 1, are given by Hk := STk . Note that the
process (T,H) is a bivariate renewal process on (R+)2. In a similar way, one may
define the strict descending ladder variables process (T−, H−) as (T−0 , H
−
0 ) := (0, 0)
and
T−n := inf{k ≥ Tn−1, Sk < STn−1} and H−k := −St−k . (71)
We define the following function:
Φa(x, y) :=
P[H−1 ≥ a− y]P[H1 ≥ a− x]
σ
√
2π
1x,y∈[0,a]. (72)
In the appendix, we show the following theorem, which will be the cornerstone
of our approach:
Theorem 3.1. The following equivalence holds uniformly on (x, y) ∈ [0, a]2:
n3/2fx,y(n) ∼ Φa(x, y). (73)
It is a well known fact that the continuity of h(·) implies the continuity of the
distribution function of H1 as one can deduce from the identity P[H1 ∈ I] =
17
∑
k≥1P[T1 = k, Sk ∈ I] which is valid for every interval I. Moreover, as we as-
sumed no = 1 in equation (13), Φa is continuous and strictly positive on the whole
square [0, a]2, as one has the equivalence
P[H1 > a] > 0⇐⇒ P[S1 > a] > 0 (74)
and of course a similar statement holds for the first descending ladder height process.
3.2 Defining the free energy through an infinite dimensional
problem.
In this section, we define the free energy in a way that allows us to make use of the
underlying Markov renewal structure inherent to this model.
For λ ≥ 0, we introduce the following kernel:
Bλx,dy :=
∞∑
n=1
e−λnFx,dy(n) (75)
and the associated integral operator
(Bλh)(x) :=
∫
[0,a]
Bλx,dyh(y). (76)
We then have the
Lemma 3.2. For λ ≥ 0, Bλx,dy is a compact operator on the Hilbert space L2([0, a]).
Proof. Of course Bλx,dy has a density with respect to the Lebesgue measure restricted
to [0, a] that we denote by bλ(x, y). To show Lemma 3.2, it is sufficient to show that
Bλx,dy is actually Hilbert-Schmidt, that is that∫
bλ(x, y)
2
1x,y∈[0,a]dxdy <∞. (77)
Note that Theorem 3.1 entails in particular that there exists c > 0 such that, for
all n ∈ N and x, y ∈ [0, a], fx,y(n) ≤ cn3/2 .
Making use of this inequality, it is then straightforward to show (77).
Lemma 3.2 enables us to introduce δa(λ), the spectral radius of the operator Bλ.
It is easy to check that δa(λ) ∈ (0,∞) for λ ≥ 0; δa(λ) is an isolated and simple
eigenvalue of Bλx,dy (see Theorem 1 in [Zer87]). The function δ
a(·) is non-increasing,
continuous on [0,∞) and analytic on (0,∞) because the operator Bλx,dy has these
properties. The analyticity and the fact that δa(·) is not constant (as δa(λ)→ 0 as
λ→∞) force δa(·) to be strictly decreasing.
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We denote by (δa)−1(·) its inverse function, defined on (0, δa(0)]. We now define
βac and F
a(β) by:
βac := − log(δa(0)), F a(β) := (δa)−1(exp(−β)) if β ≥ βac and 0 otherwise. (78)
Note that this definition entails in particular the analyticity of F (·) on R \ {βac }.
We discuss below the relevance of this definition in accordance with the definition
given in equation (16).
The fact that bF
a(β)(x, y) > 0 for every (x, y) ∈ [0, a] implies the uniqueness
(up to a multiplication by a positive constant) and the positivity almost everywhere
of the so-called right and left Perron Frobenius eigenfunctions of B
F a(β)
x,dy ; more
precisely, Theorem 1 in [Zer87] implies that there exist two functions vβ(·) and
wβ(·) in L2([0, a]) such that vβ(x) > 0 and wβ(x) > 0 for almost every x ∈ [0, a],
and moreover: ∫
y∈[0,a]
B
F a(β)
x,dy vβ(y) =
(
1
eβ
∧ 1
eβac
)
vβ(x) (79)∫
x∈[0,a]
wβ(x)B
F a(β)
x,dy dx =
(
1
eβ
∧ 1
eβac
)
wβ(y)dy. (80)
Spelling out these equalities, we get that
vβ(x) =
1
1
eβ
∧ 1
eβ
a
c
∑
n≥0
e−F
a(ε)n
∫
y∈[0,a]
fx,y(n)vβ(y)dy, (81)
which implies in particular the fact that vβ(·) is positive and continuous on the whole
[0, a] and not only almost everywhere. Similarly, the function wβ(·) is everywhere
positive and continuous. These considerations lead us to define the new kernel
Kβx,dy(n) := e
βFx,dy(n)e
−F a(β)n vβ(y)
vβ(x)
. (82)
It is then straightforward to check that∫
y∈R
∑
n∈N
Kβx,dy(n) =
eβ
vβ(x)
∫
y∈R
∑
n∈N
Fx,dy(n)e
−F a(β)nvβ(y)1y∈[0,a]
=
eβ
vβ(x)
∫
y∈R
B
F a(β)
x,dy vβ(y) = 1 ∧
eβ
eβac
.
(83)
In particular, when β = βac , K
βac·,· is a non defective Markov renewal kernel, which
satisfies Assumption 1.1. Indeed, when n→∞, it is a consequence of Theorem 3.1
that the following convergence holds uniformly on [0, a]2:
n3/2
K
βac
x,dy(n)
dy
∼ eβac vβ(y)
vβ(x)
Φa(x, y), (84)
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which is equation (4) with α = 1/2 and L(·) a trivial slowly varying function. Let us
define Φ˜a(x, y) := e
βac vβ(y)
vβ(x)
Φa(x, y). Note also that the strict positivity of Φ˜a on the
square [0, a]2 implies that the condition about the strict positivity of the transition
kernel of J is also satisfied.
It is not hard to see that for every β ∈ R, the measure Πβ(dx) := vβ(x)wβ(x)dx
is invariant for the Markov chain J ; moreover, both vβ(·) and wβ(·) being defined
up to a multiplicative constant, one can use this degree of freedom to make Πβ a
probability measure on [0, a].
Let us point out that it is not clear a priori that the quantity we define in (78)
actually coincides with the definition given in equation (16). We will not delve into
this issue in this paper; however, we stress that this identification relies on applying
the Markov renewal theorem to the kernel Kβ in the localized phase (thus when the
Markov renewal associated to Kβ is recurrent positive), and on direct (polynomial)
asymptotics on the partition functions in the delocalized one (for more details, see
the thesis [Soh10][Chapter 2]). For all relevant purposes, we will use the definition
given in equation (78) as a definition for the free energy.
3.3 Proof of Theorem 1.5.
We will need the asymptotic behavior of ZN,a,βac (x), which is given in the next lemma:
Lemma 3.3. As N →∞ and for x ∈ [0, a], the following equivalence holds:
ZN,a,βac (x) ∼ N1/2
vβac (x)(1− e−β
a
c )
πeβac
∫
[0,a]2
vβac (t)wβac (s)Φa(s, t)dsdt
∫
[0,a]
wβac (s)ds
∼ N1/2vβac (x)Ca,Φ.
(85)
Proof of Lemma 3.3. For (x, y, n) ∈ [0, a]2×N, we denote by κ the Markov renewal
mass function associated to the kernel K
βac·,· , that is κ(n, x, dy) :=
∑
k≥1(K
βac )∗kx,dy(n).
Summing over the last contact point of the process with the strip before time
N , we have:
ZN,a,βac (x) = vβac (x)
∫
[0,a]
N∑
n=0
κ(n, x, dy)
1
vβac (y)
Py[τ1 > N − n]
+ vβac (x)
∫
[0,a]
N∑
n=0
κ(n, x, dy)
1
vβac (y)
Py[τ1 =∞]
= vβac (x)
∫
[0,a]
N∑
n=0
κ(n, x, dy)
∑
j>N−n
∫
[0,a]
K
βac
y,du(j)
vβac (u)
+ vβac (x)
∫
[0,a]
N∑
n=0
κ(n, x, dy)
1
vβac (y)
Py[τ1 =∞].
(86)
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Taking into account the fact that vβac (·) is continuous and positive on [0, a], and
thatK
βac·,· is non defective (and thus that
∫
[0,a]
∑N
n=0 κ(n, x, dy)
∑
j>N−n
∫
[0,a]
K
βac
y,du(j) =
Px[S1 > 0] ≤ 1), the first term in the right hand side of equation (86) is bounded as
N becomes large. As for the second term, denoting by kβac (s, t) :=
1
dt
∑
n≥1K
βac
s,dt(n),
we make use of Proposition 1.2 in the case where E = [0, a] is equipped with the
Lebesgue measure to get the equivalence:
∫
[0,a]
N∑
n=0
κ(n, x, dy)
Py[τ1 =∞]
vβac (y)
∼ N
1/2
π
∫
[0,a]
Πβac (dy)
EΠ(2)[Φ˜βac /kβac ]
Py[τ1 =∞]
vβac (y)
. (87)
Then we recall that Πβac (du) = vβac (u)wβac (u)du and we make use of the equality∫
[0,a]
wβac (s)
(
1−
∑
j≥1
∫
[0,a]
Fs,dt(j)
)
ds =
(
1− e−βac ) ∫
[0,a]
wβac (t)dt. (88)
Finally making use of equality (12) we get Lemma 3.3.
We will also need the following deterministic lemma:
Lemma 3.4. Let vn, un and wn be positive sequences such that vn ∼ wn ∼
√
n
and un ∼ n−3/2 as n → ∞. For any (s, t) ∈ (0, 1)2 such that s < t, the following
convergence holds as N →∞:
1
vN
sN∑
i=1
wi
N∑
j=tN
(uj−i − uj−i−1)vN−j → −3
2
∫
(u,v)∈[0,s]×[t,1]
√
u(1− v)
(v − u)5/2 dudv. (89)
Proof of Lemma 3.4. Let ε ∈ (0, 1) and l ≥ 2 be fixed.
We write the left hand of the convergence appearing in equation (89) as
1
vN
sN∑
i=1
wi
l−1∑
m=0
VN,i,m (90)
where for i ∈ [1, sN ], m ∈ [0, l − 1], we defined
VN,i,m :=
tN+(1−t)N(m+1)/l∑
n=tN+(1−t)Nm/l
(un−i − un−i+1)vN−n. (91)
Defining
(⋆) :=
tN+(1−t)N(m+1)/l∑
n=tN+(1−t)Nm/l
(un−i − un−i+1)
√
N(1− t)
(
1− m
l
)
=
(
u
N(t+ (1−t)ml − iN )+N( 1−tl )
− u
N(t+ (1−t)ml − iN )
)√
N(1− t)
(
1− m
l
)
.
(92)
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for N large enough, the following inequalities hold for every i ∈ [1, sN ], m ∈ [0, l−1]:
(1− ε)(⋆) ≤ VN,i,m ≤ (⋆)(1 + ε). (93)
We get that, as N →∞, for every i ∈ [1, sN ], m ∈ [0, l − 1], one has:
(
t+
(1− t)m
l
− i
N
)3/2
N3/2
(
u
N(t+ (1−t)ml − iN )+N( 1−tl )
− u
N(t+ (1−t)ml − iN )
)
=

1 + 1−tl(
t+ (1−t)m
l
− i
N
)


−3/2
− 1 + o(1),
(94)
so that as N →∞, the following equivalence holds:
N × (⋆) ∼



1 + 1−tl(
t+ (1−t)m
l
− i
N
)


−3/2
− 1


√
(1− t)(1−m/l)(
t + (1−t)m
l
− i
N
)3/2 (95)
As a consequence, as N →∞, for every l ≥ 2, we get the following inequalities:
(1− ε)
∫
u∈[0,s]
√
u
l−1∑
m=0



1 + 1−tl(
t+ (1−t)m
l
− u
)


−3/2
− 1


√
(1− t)(1−m/l)(
t+ (1−t)m
l
− u
)3/2du
≤ lim inf
N→∞
1
vN
sN∑
i=1
wi
l−1∑
m=0
VN,i,m
≤ lim sup
N→∞
1
vN
sN∑
i=1
wi
l−1∑
m=0
VN,i,m
≤ (1 + ε)
∫
u∈[0,s]
√
u
l−1∑
m=0



1 + 1−tl(
t+ (1−t)m
l
− u
)


−3/2
− 1


√
(1− t)(1−m/l)(
t+ (1−t)m
l
− u
)3/2du.
(96)
For l → ∞, making use of Riemann’s sums and of the dominated convergence
theorem, the integral appearing in the last term of the above equation becomes
equivalent to
− 3
2
∫
u∈[0,s]
∫
v∈[0,1]
√
u
(1− t)3/2√1− v
(t+ (1− t)v − u)5/2
dudv, (97)
from which we deduce the result.
Now we go to the proof of Theorem 1.5.
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Proof of Theorem 1.5. As in the proof of Theorem 1.3, we just have to show finite
dimensional convergence.
We denote by PB1/2 the law of the limiting random set appearing in Theorem
1.3 and by P1/2 the law of the regenerative set with index 1/2. For F ∈ F , we also
define gt(F ) = sup(F ∩ [0, t)).
Let us first compute the limiting quantity we are looking for. For 0 < s < t < 1,
we write:
PB1/2(ds > t) = PB1/2(gt < s, g1 = gs) +PB1/2(gt < s, g1 > t)
= PB1/2(g1 ≤ s)
+
π
2
∫
u∈[0,s]
∫
v∈[t−u,1−u]
∫
w∈[u+v,1]
P1/2(gt ∈ du, dt − gt ∈ dv)
√
1− wP1/2(g1 ∈ dw|dt = u+ v).
(98)
We first make use of the explicit law of g1 (see [Ber99][Proposition 3.1]), and we
deduce the following equalities:
PB1/2(ds > 1) =
π
2
∫
[0,s]
√
1− uP1/2(g1 ∈ du)
=
π
2
∫
[0,s]
√
1− u 1
π
1√
u(1− u)du
=
√
s.
(99)
Then we note that for every x ∈ (t, 1) and w ∈ (x, 1), the following holds:
P1/2(g1 ∈ dw|dt = x) = P1/2(x+ g1−x ∈ dw) = 1
π
dw√
(w − x)(1 − w) . (100)
On the other hand, the following equality is well known (see [BS02]):
P1/2(gt ∈ du, dt − gt ∈ dv) = dudv
2π
√
uv3
. (101)
Finally one has:
PB1/2(ds > t) =
√
s+
1
2π
∫
(u,v)∈[0,s]×[t,1]
√
1− v
u(v − u)3dudv. (102)
In the same spirit as for the proof of Theorem 1.3, we then establish the conver-
gence of PN,a,βac (d
N
s > t) towards PB1/2(ds > t) as N → ∞, thus proving Theorem
1.5. A computation similar to the one we made for the proof of Lemma 3.3 leads to
the following convergence (for s ∈ (0, 1)):
PN,a,βac (d
N
s > 1)→
√
s. (103)
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Thus we are left with computing the limit of the second term in the right hand
side of the equality below:
PN,a,βac (d
N
s > t) = PN,a,βac (d
N
s ≥ 1) +PN,a,βac (dNs ∈ (t, 1)). (104)
We write:
PN,a,βac (d
N
s ∈ (t, 1)) =
vβac (0)
ZN,a,βac
sN∑
n=0
∫
x∈[0,a]
κ(n, 0, dx)
×
∫
y∈[0,a]
N∑
m=tN
K
βac
x,dy(m− n)
vβac (y)
ZN−m,a,βac (y).
(105)
Once again, we do not have access to the local behavior of the quantities κ(n, 0, x)
for n large, thus we use integration by part as in the proof of Theorem 1.3 and we
have:
PN,a,βac (d
N
s ∈ (t, 1)) =
vβac (0)
ZN,a,βac
∫
x∈[0,a]
sN∑
j=0
κ(j, 0, dx)
N∑
m=tN
∫
y∈[0,a]
K
βac
x,dy(m− sN)
vβac (y)
ZN−m,a,βac (y)
+
vβac (0)
ZN,a,βac
sN−1∑
n=0
∫
(x,y)∈[0,a]2
n∑
j=0
κ(j, 0, dx)
N∑
m=tN
K
βac
x,dy(m− n)−Kβ
a
c
x,dy(m− n− 1)
vβac (y)
ZN−m,a,βac (y)
+
vβac (0)
ZN,a,βac
∫
(x,y)∈[0,a]2
N∑
m=tN
K
βac
0,dy(m)
vβac (y)
ZN−m,a,βac (y)
=: (⋆) + (⋆⋆) + (⋆ ⋆ ⋆).
(106)
Making use of Lemma 3.3, it is straightforward to check that (⋆ ⋆ ⋆) is O(N−1/2)
as N →∞. As N →∞, the following holds:
(⋆) ∼ 1
N1/2Ca,Φ
∫
x∈[0,a]
√
sN
π
Πβac (dx)
EΠ(2)[Φ˜βac /kβac ]
N∑
m=tN
∫
y∈[0,a]
√
N −mCa,ΦΦ˜βac (x, y)
(m− sN)3/2 dy
→
√
s
π
∫ 1
t
√
1− u
(u− s)3/2du.
(107)
Making use of Lemmas 3.3, 3.4 and of the asymptotic behavior of Kx,dy(n)(which
holds uniformly on [0, a]2), we easily get the equivalence:
(⋆⋆) ∼ − 3
2π
∫
(u,v)∈[0,s]×[t,1]
√
u(1− v)
(v − u)5/2 dudv. (108)
24
Putting everything together, we finally have the following convergence:
PN,a,βac (d
N
s ∈ (t, 1))→
√
s
π
∫ 1
t
√
1− u
(u− s)3/2du−
3
2π
∫
(u,v)∈[0,s]×[t,1]
√
u(1− v)
(v − u)5/2 dudv.
(109)
On the other hand, integrating by part, we get the equalities:
∫
(u,v)∈[0,s]×[t,1]
√
1− v
u(v − u)3 =
[∫
v∈[t,1]
2
√
u(1− v)
(v − u)3/2 dv
]s
u=0
− 3
2
∫
(u,v)∈[0,s]×[t,1]
2
√
u(1− v)
(v − u)5/2 dudv
= 2
√
s
∫ 1
t
√
1− v
(v − s)3/2dv −
3
2
∫
(u,v)∈[0,s]×[t,1]
2
√
u(1− v)
(v − u)5/2 dudv.
(110)
With the help of the above, comparing the equality (102) and the convergence
appearing in equation (109), we are done.
4 Appendix
The aim of this section is to prove Theorem 3.1.
Let us consider the renewal function U(·) associated to the ascending ladder
heights process:
U(x) :=
∞∑
k=0
P[Hk ≤ x] = E[Nx] =
∫ x
0
∞∑
m=0
u(m, y)dy (111)
where Nx is the cardinality of {k ≥ 0, Hk ≤ x} and u(m, y) := 1dyP[∃k ≥ 0, Tk =
m,Hk ∈ dy] is the renewal mass function associated to (T,H). It follows in particular
from this definition that U(·) is a subadditive increasing function, and in our context
it is also continuous. Note also that U(0) = 1. We denote by V (x) the analogous
quantity for the process H−, and by v(m, y) the renewal mass function associated
to the descending renewal (T−, H−).
For u > 0, we define τu := inf{k ≥ 1, Sk ≥ u}. As we did for the Markov renewal
kernel, for any k ≥ 1 and for any B ∈ σ(S1, . . . , Sk−1), we introduce the useful
notation:
1
dx
P[B, Sk ∈ dx] =: P[B, Sk = x] (112)
Our proof is based on the following result, which is a specialization of results due to
Doney [Don10][Proposition 18]:
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Theorem 4.1. For x, y ∈ R+, let us define two sequences xn := x(σ2n)−1/2 and
yn := y(σ
2n)−1/2. For any fixed ∆0 > 0, the following estimate holds uniformly for
∆ ∈ (0,∆0): Uniformly as xn ∨ yn → 0,
P[Sn ∈ (x− y −∆, x− y], τx > n] ∼
U(x)
∫ y+∆
y
V (w)dw
σ
√
2πn3/2
. (113)
Moreover, there exists a constant c > 0 such that the left hand side of equation (113)
is dominated by a multiple of the right hand side.
Proof of Theorem 3.1. We denote by S˜ the random walk whose transitions are given
by
Px[S˜1 ∈ dy] := h(x− y)dy (114)
and for positive u, by τ˜u the quantity inf{k ≥ 1, S˜k > u}.
Let ε ∈ (0, 1) be fixed. Integrating over the first entry point of S into (a,∞) and
on the last location of S in (a,∞) before hitting the strip, for x, y ∈ [0, a]2, one gets
the equalities:
fx,y(n) = Px[S1 > a, . . . , Sn−1 > a, Sn = y]
=
∫
(a,∞)2
h(u− x)Pu [S1 > a, . . . , Sn−3 > a, Sn−2 = v] h(y − v)dudv
=
∫
(a,∞)2
h(u− x)P [S1 > a− u, . . . , Sn−3 > a− u, Sn−2 = v − u] h(y − v)dudv
=
∫
(a,∞)2
h(u− x)P
[
τ˜u−a > n− 2, S˜n−2 = u− v
]
h(y − v)dudv
=
∫
Dn1
. . .+
∫
Dn2
. . . =: In1 + In2 ,
(115)
where we defined the subsets of (a,∞)2:
Dn1 :=
{
(u, v) ∈ (a,∞)2, u ∨ v ≤ ε√n}
Dn2 :=
{
(u, v) ∈ (a,∞)2, u ∨ v ≥ ε√n} . (116)
We approximate the integral In1 by below and by above by breaking the range of
integration over v into subintervals of length η > 0, then we use the estimate given
in equation (113) and finally let η ց 0 to get the convergence:
lim
εց0
lim
n→∞
sup
x,y∈[0,a]2
∣∣∣∣σ√2πn3/2In1 −
∫
(a,∞)
h(u− x)V (u− a)du
∫
(a,∞)
U(v − a)h(y − v)dv
∣∣∣∣ = 0.
(117)
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Then we note that∫
(a,∞)
h(u− x)V (u− a)du =
∫ ∞
0
V (u)h(u+ a− x)du
=
∫ ∞
0
h(u+ a− x)du+
∫ ∞
0
∫
y∈[0,u]
∑
m≥1
v(m,w)h(u+ a− x)dudw
= P[H1 ≥ a− x, T1 = 1] +
∫
y∈[0,∞)
(∫
u∈[y,∞)
h(u+ a− x)du
)∑
m≥1
v(m, y)dy.
(118)
We use of the well known duality lemma (see [Fel71][chapter XII]), which asserts
that the following equality holds:
v(m, y) = P[S1 ≤ 0, . . . , Sm ≤ 0,−Sm = y]. (119)
Making use of the Markov property, we then get the equalities:∫
(a,∞)
h(u− x)V (u− a)du
= P[H1 ≥ a− x, T1 = 1] +
∑
m≥1
∫ ∞
0
P[S1 ≤ 0, . . . , Sm ≤ 0, Sm = −y]P[S1 ≥ y + a− x]
= P[H1 ≥ a− x, T1 = 1] +
∑
m≥1
P[H1 ≥ a− x, T1 = m]
= P[H1 ≥ a− x].
(120)
A very similar computation yields the equality∫
(a,∞)
U(v − a)h(y − v)dv = P[H−1 ≥ a− y]. (121)
To complete the proof of Theorem 3.1, we are left with showing that
n3/2 sup
(x,y)∈[0,a]2
In2 → 0 (122)
as n→∞.
We recall that as the density h(·) is bounded, it is a consequence of Stone’s local
limit theorem that there exists a constant c > 0 such that:
sup
n∈N
sup
x∈R
√
nP[Sn = x] ≤ c. (123)
Relying on this domination, the convergence (122) is easy. In fact, for fixed
ε > 0, as soon as n is large enough (c > 0 is a constant which may vary from line to
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line and which is independent from x and y):
sup
(x,y)∈[0,a]2
n3/2In2 ≤ n3/2 sup
(x,y)∈[0,a]2
∫
Dn2
h(u− x)P
[
S˜n−2 = u− v
]
h(y − v)dudv
≤ cn sup
(x,y)∈[0,a]2
∫
Dn2
(
u ∨ v
ε
√
n
)2
h(u− x)h(y − v)dudv
≤ c
ε2
∫
ε
√
n−a
u2h(u)du
≤ c
ε2
∫
ε
√
n/2
u2h(u)du
(124)
and recalling that X ∈ L2, the last inequality is sufficient to conclude.
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