Abstract-We propose a model predictive control approach to pushing based manipulation. The key feature of the algorithm is that it can adapt to the accuracy requirements of a task, by slowing down and generating "careful" motion when the task requires high accuracy, and by speeding up and moving fast when the task allows inaccuracy. We formulate the problem as an MDP and use an approximate online solution to the MDP. We use a trajectory optimizer with a deterministic model to suggest promising actions to the MDP, to reduce computation time spent on evaluating different actions. The trajectory optimizer is then initialized with trajectories with different speed profiles to generate a variety of actions for the MDP that can adapt to different tasks.
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I. INTRODUCTION
We propose a model predictive control (MPC) algorithm for non-prehensile manipulation. The key feature of our algorithm is task-adaptivity: the controller can adapt to the accuracy requirements of a task, performing fast or slow pushes. For example in Fig. 1 -top, the robot is pushing an object on a narrow strip. The task requires high-accuracy during pushing -otherwise the object can fall down. The controller therefore generates slow pushing actions that make small but careful progress to the goal pose of the object. In Fig. 1 -bottom, however, the object is on a wide table and the goal region for the object is large (circle drawn on the table). In this case, the controller generates only a small number of fast pushing actions to reach the goal quickly -even if this creates more uncertainty about the object's pose after each action, the task can still be completed successfully. We present a controller that can adapt to tasks with different accuracy requirements, such as in these examples.
There has been significant recent interest in non-prehensile pushing-based manipulation. Most existing work use motion planning and open-loop execution to address the problem of generating a sequence of actions to complete a non-prehensile manipulation task [8, 9, 3, 11, 6] . Others developed closed-loop approaches. Particularly, Hogan and Rodriguez [4] proposed a model predictive controller that uses integer programming to handle the different contact modes associated with the pusherslider system. Arruda et al. [1] considered the task of pushing an object to a goal region while avoiding regions of high predictive uncertainty through model predictive path integral control. We take a similar approach and propose a closed-loop controller for pushing tasks.
A common feature of existing work is the reliance on the quasi-static model of pushing [10, 5] the popularity of the quasi-static model may be the simpler analytic equations of motion it enables one to derive, another reason is the slow nature of quasi-static interactions, which keeps the uncertainty during pushing tightly bounded and therefore easier to control accurately. However, accuracy is not the main criterion for every task, as we illustrate in Fig. 1 . Fast motions, even if inaccurate may be desired during some tasks. We humans also adapt our actions to the task. Imagine reaching into a fridge shelf that is crowded with fragile objects, such as glass jars and containers. You move slowly and carefully. However, if the fridge shelf is almost empty, only with a few plastic containers that are difficult-to-break, you move faster with less care.
One way to build such a controller is to model the problem as a Markov Decision Process (MDP) with stochastic dynamics, where the stochasticity is action-dependent. Then, if this MDP is solved for an optimal policy under a cost that includes time to reach the goal, the resulting policy will use fast actions when it can, and fall back to slow actions for tasks that require higher accuracy.
In this paper, we model the problem as an MDP. However, we do not search for a globally optimal policy as this would be prohibitively computationally expensive. Instead, we solve the MDP online [12] . However, even in this online setting, evaluating the value of all possible actions (including actions of a wide variety of speeds), proves computationally expensive, since the cost of physics-based predictions are high. Therefore, instead of evaluating all possible actions, at any given state, we first use a fast trajectory optimizer to suggest a reduced set of promising actions, i.e. actions that are known to drive the system to the goal under the deterministic setting. We then evaluate these actions under stochasticity to pick the best one.
We make the following contributions:
‚ We propose a task-adaptive online solution to the stochastic MDP for pushing-based manipulation. ‚ We propose a trajectory optimizer to generate actions for evaluation under the MDP setting. ‚ We compare our task-adaptive method with a standard model predictive control approach using actions at the quasi-static speed. We show that our approach achieves similar success rates but in significantly smaller amounts of time. ‚ We implement our approach on a real robotic system and compare it with the standard MPC.
II. PROBLEM DESCRIPTION
We consider the problem where a robot must plan a sequence of non-prehensile actions to take an environment from an initial configuration to a desired goal configuration. We consider two task categories: In the pushing task the goal is to push a target object into a goal region; and in the grasping in clutter task the goal is to bring a target object, among other objects, into the robot's hand. Our scenes contain D dynamic objects. x i refers to the full pose (translation and rotation) of each dynamic object, for i " 1, . . . , D. We assume a flat working surface with edges and the robot is not allowed to drop objects off the edges.
We consider a 6 degrees of freedom manipulator with a 1-DOF end-effector (gripper) constrained to move in the same plane as our working surface. The robot's configuration is defined by a vector of joint values x R " pθ x , θ y , θ rotation , θ gipper q. We represent the complete state of our system as x t at time t. This includes the configuration and velocity of the robot and all dynamic objects; x t " px R , x 1 , . . . , x D , 9
x R , 9 x 1 , . . . , 9 x D q. The controls in our case are velocities applied to the robot's end-effector in the plane: u t " p 9 θ x , 9 θ y , 9 θ rotation , 9 θ gripper q. These velocities are transformed through the Jacobian and then applied to the manipulator's degrees of freedom. We then define the stochastic discrete time dynamics of our system as:
where f is the stochastic state transition function that describes the evolution of state x t given the action u t , and ζ is the plant dynamics noise. We assume an initial state of the system x 0 . Our goal is to generate a sequence of actions for the robot such that the desired final goal configuration of the environment is reached as quickly as possible without dropping objects off the edge of our working surface. In the foregoing paragraphs, u 0:n´1 denotes a sequence of control signals of fixed duration ∆ t applied in n time steps. In the same vein, we represent a sequence of states as x 0:n . Our state transition function is modelled with a physics engine [14] . Physics engines are an inaccurate model of the real world especially in domains with contact. Moreover, it is difficult for the robot to have complete knowledge of the geometric, intertial and frictional properties of the environment. Our aim is to generate actions that succeed even under model inaccuracies of the system and its dynamics.
III. FORMULATION AS A MARKOV DECISION PROCESS
To build a task-adaptive controller, we formulate our problem as an MDP, and we provide an approximate solution to it. An MDP is defined by a tuple ă S,U, P, L ą, where S is the set of states, U is the set of actions, P is the probabilistic transition function, and L defines the costs. In our problem S is given by all possible values of x t as described in the previous section. Similarly, U is given by all possible values of u t , and P can be computed using the stochastic relation in Eq. 1. The cost function L at every step is:
The first term in the cost penalizes a pushed object if it gets too close to or leaves the table's boundaries. We show the edge cost in Fig. 4 where we define a safe zone smaller than the table's boundaries. If an object is pushed out of this safe region as a result of a single action between t and t`1, we compute the pushed distance d p . Also note that k is a constant term and no edge costs are computed for objects in the safe zone. The second term in the cost penalizes if dynamic objects are moved away from their current locations. The third term, k act is a contant cost incurred for each action taken by the robot. w e and w s are weights for the edge and state deviation costs respectively. The optimal policy for a discrete MDP is given by:
π˚pxq " arg min uPU « lpx, uq`γ¨ÿ
where 0 ă γ ă 1 is the discount factor, and V˚is the optimal value function. An online one-step lookahead approximate solution to the MDP problem can be found by sampling and evaluating the average value over samples as in Péret and Garcia [12] :
Action evaluation under uncertainty where Spx, u, Qq is the set of Q samples found by stochastically propagating px, uq, and r V is an approximation of the value function.
This solution requires propagating Q samples for every possible discretized action u, to find the one with the minimum cost. Performing this for all actions u P U is not feasible for our purposes for a variety of reasons: First, we are interested in actions that span a wide range of speed profiles (i.e. fast and slow), which make our potential action set large; second, each propagation in our domain is a physics simulation which is computationally expensive; and third, our goal is closed-loop pushing behavior close to real-time speeds.
We present our algorithm for the online MDP approximate solution in Alg. 1. Instead of using a large action set, we propose to use a small set of promising actions with a variety of speed profiles. We identify such a set of actions using a trajectory optimizer based on the deterministic dynamics function f of the system.
We begin by generating U init which contains N straight line velocity profiles to the goal. These N profiles contain control sequences with different numbers of actions of fixed duration ∆ t . On line 2 of the algorithm, the procedure GetActionSet returns a restricted set of action sequences from which we get the first actions in line 3. We explain the details of how this action selection is performed in Sec. IV. In the algorithm, between lines 4-10, we compute the value of each action via sampling. Between lines 6-9, we calculate the value of one sample. On line 7, we perform a stochastic execution of our model of the system dynamics. More specifically, we apply the controls (velocities) to the robot for the duration ∆ t and thereafter we wait for a fixed extra time (t rest ) for the objects to come to rest before computing the cost. We use a physics engine to model the dynamics and induce stochasticity by adding Gaussian noise on the velocities v ∆ tsim of the robot and objects at every simulation time step ∆ tsim :
This approach is summarized in Fig. 2 where we have an example scene with a planar gripper and a green goal object. The task is to push the goal object to a desired goal location (the red spot) while avoiding the rectangular black region. Our method begins with generating straight line action sequences (N " 3) to the goal as shown in the first column with fast and slow actions since each action is of fixed duration. The next step then is to optimize these trajectories such that the robot pushes the target object to the goal location and also avoids obstacles. Afterwards, we take the first action from each of the optimized control sequences and evaluate them under uncertainty through sampling. Thereafter, we calculate the average cost of the various actions, we pick the best one and execute it. Moreover, at the next iteration, in addition to generating new straight line control sequences to the goal, we also re-use the best control sequence from the previous iteration. This process is then repeated until task completion.
where N is the Gaussian distribution and β i is the variance for object i. On line 8, we calculate the cost using Eq. 2. On line 9, C u is the utility/approximate value function r V of the next state which is returned by the GetActionSet procedure in line 2 for each action. x u,i " ExecuteStochpx, uq
x Ð execute r u 13 check task completion
IV. GENERATING A VARIETY OF ACTIONS Our task here is to generate a good set of actions that will be sent to our online MDP solver. We use samplingbased trajectory optimization as a planner that quickly suggests candidate actions. We explain our sampling-based algorithm in Sec. IV-B. Moreover, the sampling based algorithm, requires initialization and we exploit this to force the trajectory optimizer to return a variety of actions. More specifically, we initialize the trajectory optimizer with trajectories of varying time horizons and number of actions as shown in Alg. 2. 
In Alg 2, we use each profile U k init to initialize ST O such that it finds a locally optimal solution (lines 2-3). We then return the N optimal control sequencesÛ, and the cost set C for each action sequence starting from the second action. More specifically, C represents the approximate value function for the next state used in our online MDP solver after we stochastically evaluate the first action.
A. Finite Horizon Optimal Control
In finite horizon optimal control, we define a planning horizon, n and a cost function J as:
Jpx, u 0:n´1 q " 
Fig. 4: Edge cost terms
J is obtained by applying the control sequence u 0:n´1 starting from a given initial state and includes the sum of running costs l and a final cost l f . Note that x t must satisfy the state transition function constraint x t`1 " f px t , u t q. Then the optimal solution is the minimizing control sequence:
Jpx, u 0:n´1 q (7)
B. Stochastic Trajectory Optimization
With parallel rollouts on multiple cores of a PC, recent stochastic trajectory optimization methods such as STOMP [7] and model predictive control methods such as MPPI [15] show impressive speed. In addition, these stochastic optimization methods can use arbitrary cost functions that do not have to be differentiable. In contrast with sampling-based methods such as RRTs and PRMs [8, 11] , optimization approaches are able to produce lower cost trajectories within a time limit even if they do not take the system to the desired goal state. These benefits make stochastic trajectory optimization very attractive. In this work, we propose Alg. 3 which adapts the STOMP algorithm [7] for non-prehensile object manipulation. We begin with an initial nominal control sequence u 0:n´1 and iteratively seek lower cost trajectories (lines 2-12) until the cost reaches a threshold or until the maximum number of iterations is reached (line 2). We add stochastic noise on the nominal control sequence to generate K new control sequences at each iteration (line 5), we then propagate the states and compute the costs along the trajectory for each of the K samples (lines 3 -7) . Thereafter, we pick the minimum cost trajectory and set it as the new nominal control sequence for the next iteration.
The cost terms for the state-action sequences in this algorithm are equal to the running costs in Eq. 2, with the addition of a terminal cost on the final state depending on the task. The terminal cost for the pushing task is given by:
where w is a constant, R o is the distance between the pushed object and the center of a circular goal region of radius R g .
The terminal cost term for the task of grasping in clutter is given by:
T . We show how the distance d T and the angle φ T are computed in Fig. 3 . First, create a vector from a fixed point in the gripper to the target object where d T is the length of this vector and φ T is the angle between the forward direction of the gripper and the vector. We use w φ to weight angles relative to distances.
V. BASELINE APPROACH
In this paper, we implement a standard model predictive control algorithm (SMPC) as a baseline approach. It involves repeatedly solving a finite horizon optimal control problem using the stochastic trajectory optimizer presented in Alg. 3 and proceeds as follows: optimize a finite horizon control sequence, execute the first action, get the resulting state of the environment and then re-optimize to find a new control sequence. When re-optimizing, we warm-start the optimization with the remaining portion of the control sequence from the previous iteration such that optimization now becomes faster. In addition, we propose another baseline approach to compare against in this work: uncertainty aware model predictive control (UAMPC). This is a version of our online MDP solver where only low speed actions are considered.
VI. EXPERIMENTS
We verify how well our approach is able to handle uncertainty and adapt to varying tasks. First, we compare the performance of our task-adaptive online trajectory optimization (TAMPC) approach with a standard model predictive control method (SMPC). Here we hypothesize that:
‚ TAMPC will complete a given pushing task within a significantly shorter period of time. ‚ TAMPC will be able to adapt to different tasks, maintaining a high success rate under varying levels of uncertainty. ‚ With a limited time budget, SMPC will not be able to maintain a high success rate for high accuracy tasks. Next, we compare the performance of our approach with uncertainty aware MPC (UAMPC). Here we hypothesize that: ‚ UAMPC will have a similar success rate in comparison with TAMPC ‚ UAMPC will take a longer amount of time to complete the task in comparison with TAMPC Furthermore, we investigate whether using our algorithm, a robot can exhibit a truly task-adaptive behaviour in different environments: executing fast dynamic pushes for tasks where a low level of accuracy is required and executing slow quasistatic pushes for high accuracy tasks. We implemented our algorithms in Python using the Mujoco [14] physics engine. We conduct experiments in simulation and on a real robotic system for push planning and grasping an object in clutter. Given an environment for planning, we create two instantiations of it:
Planning environment: The robot generates plans in the simulated planning environment. The trajectory optimizer (Alg. 3) uses deterministic physics during planning and our online MDP solver uses stochastic physics as dictated by Eq. 1 to evaluate actions.
Execution environment: Here, the robot executes actions and observes the state evolution. The execution environment is stochastic. It is the physical world for real robot experiments but it is simulated for simulation experiments. In our simulation experiments, uncertainty level refers to the degree of stochasticity which is dictated by the variance of the Gaussian noise β injected at every simulation time step in Eq. 5.
A. Push planning simulation experiments
We present a high accuracy task in Fig. 5e which is a very thin strip with a small goal region. We also define a low accuracy task in Fig. 5a which is a much larger table with a wider goal region. We create 200 such planning environments for each of the high and low accuracy tasks. For each environment:
‚ We randomly select the shape (box or cylinder) of the pushed object. ‚ For each goal object, we randomly select 1 shape dimensions (radius and height for the cylinder, extents for the boxes), mass, and coefficient of friction. ‚ We randomly 2 select a position on the working surface for the pushed object. The concept of uncertainty level is dictated by the variance of the Gaussian noise injected at every simulation time step. We create four uncertainty levels: no uncertainty, low uncertainty, medium uncertainty and high uncertainty. For the no uncertainty case, no extra noise was added to the physics engine. For low, medium and high levels of uncertainty, β i " t0.003, 0.006, 0.009u respectively. We test different MPC algorithms and specify a timeout of 3 minutes including all planning, re-planning and execution for each of the algorithms. We use only the edge cost term as the running cost during push planning. Success rates: We declare success when the robot is able to push the goal object to the target region without dropping it off the edge of the table within the specified time limit. We plot the results in Fig. 7a and Fig. 7c. For the low accuracy level push planning task (Fig. 7a ), TAMPC and UAMPC were able to maintain a 100 % success rate while SMPC showed a slight decrease in success rates as uncertainty grew. For the high accuracy pushing task (Fig. 7c) , TAMPC and UAMPC were also able to maintain a good average success rate. However, SMPC fails to adapt yielding a poor performance as the uncertainty grew.
Furthermore, recall that SMPC involves planning a set of actions to be applied on the robot sequentially one after the other for a fixed time horizon, the first action is applied and the process is repeated. The policy-lag (re-planning time) is high in this domain, typically requiring the robot to execute an action, stop and wait until the next action becomes available. If an action injects acceleration on a pushed object, it will continue moving after the robot has stopped to re-plan. Then, undesired events such as objects falling off the table can occur solely due to the policy-lag with SMPC. We address this problem in TAMPC (Sec. III) during planning by waiting for objects to come to rest before computing the cost of an action.
Total time: The total time in our experiments includes all planning and execution time. Fig 7b and Fig 7d show the average of 200 scenes with 95 % confidence interval of the mean. For the low accuracy level task, our TAMPC planner is able to achieve the goal in under 5s (Fig 7b) , while UAMPC and SMPC took significantly more time to complete the task. This clearly shows that our method is able to generate successful fast actions while maintaining a high success rate. For the high accuracy level task (Fig 7d) , our planner is able to generate as many small actions as needed as the uncertainty grew. Hence it was able to maintain a high success rate and still complete the task within a very small amount of time in comparison with the baseline approach.
Furthermore, we investigate the adaptive behaviour of our approach for a changing environment in Fig. 6d . Where the robot executes small pushes while on the thin strip but realises at the end of the strip that a single dynamic push is able to complete the task. -d) where the robot pushes on obstacles and successfully clears a path to the goal object. However, for a less critical task (a-f), the robot grasps the target object with a single action.
B. Grasping in clutter simulation experiments
We conducted a small number of simulation experiments for grasping in clutter. Our scenes contain 15 randomly generated objects (boxes and cylinders) and a robot with four control inputs (including the gripper). We tested our task adaptive planner in clutter to observe how the planner adapts given different environment configurations. We see that the robot manipulates clutter and is able to grasp the target object. An example scene is shown in Fig. 8 . For a difficult grasping in clutter problem (Fig. 8(a-d) ), the robot is able to select small action sizes and plan locally optimal actions that push objects aside until it grasps the target object. However, for the less difficult task (Fig. 8(e-f) ), the robot is able to complete the task with a single action. We include the state deviation cost term during grasping in clutter.
C. Real robot experiments
In the real robot experiments we use a UR5 robot with a Robotiq 2 finger gripper attached as the end effector. We restrict the motion of the gripper to a plane parallel to the working surface such that we have a planar robot. We use OpenRave [2] to find kinematics solutions at every time step. For the push planning experiments, the gripper is completely open such that the robot receives 3 control inputs u t " p 9 θ x , 9 θ y , 9 θ rotation q at every time step. We use a medium uncertainty level to model the real world stochasticity. We place markers on the pushed object and track its full pose with a motion capture system [13] . We manually replicated 3 execution worlds for each task accuracy level from the randomly generated environments we created during push planning simulation experiments. We tested our planners in these environments. We show snapshots from our real robot experiments. In Fig. 5a , we have a low task accuracy environment where the standard MPC approach is successful after 20 actions. However, by using a single dynamic push in Fig. 1 , our task-adaptive control approach is able to complete the push planning task in under 2 seconds.
Moreover, for the high task accuracy problem, SMPC was unable to push the target object to the desired goal location (Fig. 5e) . It executes actions without reasoning about uncertainty and pushed the goal object off the edge. Our task-adaptive controller was able to generate small pushes ( Fig. 1) to complete the task with 21 actions. These results can be found in the accompanying video at https://youtu.be/ g7qMEzVcAjA
VII. CONCLUSION
In this work, we have presented a task-adaptive model predictive controller capable of adapting to the accuracy requirements of a task by generating both fast and slow actions. Robots today are driven with very conservative actions most of the time, but this could change if a task adaptive system were put in place. In the future, we will investigate the generalization of this task-adaptive system to other manipulation primitives and show its performance in more difficult tasks.
