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La Conception Assistée par Ordinateur (C.A.O.) est une
discipline dont le domaine d'application recouvre désormais
tou±e la plage des sciences physiques de l'ingénieur. Mais
ses liaisons avec la physique théorique sont souvent occultées
par un carcan informati'que qui rend difficilement accessibles
modèles et hypothèses.
La méthodologie de la Conception Assistée par Ordina-
teur est immuable :
- le modèle d'une classe d'objets ~ concevoir a été
pensé par le concepteur du système ;
- l'informatique lui a permis de matérialiser ce modèle
sous forme de programmes ;
- l'utilisateur du système va pouvoir construire sa
propre réalisation dans le cadre générique de ce
modèle: en décrivant l'objet particulier qu'il veut
étudier ;
- le système prend alors ~ sa charge les vérirications
nécessaires pour déterminer si la description de
l'objet à étudier est complète et cohérente vis-~-vis
du modèle ; puis il effectue la simulation du fonction-
nement de cet objet dans des conditions d'essais fixées
par l'utilisateur.
La modélisation est le fondement de toute approche
mettan~ en oeuvre la Conception Assistée par Ordinateur. Or,
l'apanage du physicien est justement de modéliser cette réalité
qu'il observe à travers le filtre de ses expériences. Nous
devons conclure ce syllogisme par "donc le physicien doit être
le véritable conc~pteur des modèles utilisés en CAO".
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Ce qui tombe sous le coup de la logique peut être per-
turbé par des impératifs d'ordre bassement technique. En effet,
la "matérialisation informatique d'un modêle" ne va pas sans
contraintes dues aux limites imposées par' les outils informa-
tiques dont dispose le constructeur de systêmes deC.A.O.
Les modêles souples et évolutifs pensés par le physicien
devront s'adapter aux techniques qui vont. les 'matérialiser:
de nombreux degrés de liberté vont être ainsi figés au point
que, de ~outes les variantes envisageables/une seule peut géné-
ralement être retenue 4 Au cour~ de cette phase, toujours plus
ou moins douloureuse, il arrive quelqu~fois que le contact
établi entre physicien et informaticien se rompe au détriment
de la qualité du produit.
Car le physicien ne peut pas être le seul concepteur
du modêle, il faut lui associer un mathématicien appliqué pos-
sédant la maltrise· des techn~ques informatiques, â moins que
lui-même ne se forme â ces méthoqes. Cette derniêre solution
le conduit hélas souvent â délaisser sa discipline d'origine
pour voir peu â peu consommer son temps par la dévorante techni-
que informatiqùe.
Ce sont ces problèmes, quotidiennement vécus dans bien
des laboratoires, qui nous ont conduit â mener le travail que
nous présentons ci-dessouse
- Le oond : étudier le processus de matérialisation
informatique d'un modèle' physique, dans le cadre de
la méthode des éléments finis.
- Le but : dégager une méthodologie qui assouplisse
les' contraintes apportées par l'informatique,afin
que les modèles utilisés dans les outils de C.A.O.
puissent être évolutifs et conçus par les physiciens
eux-mêmes ..
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- La déma~che.: proposer des exemples concrets de
modèles physiques, génêraliser â partir de ces cas
afin' de définir de nouveaux concepts, matérialiser
ces concepts par des outils informatiques généraux.
- e~ ~é~ultat~ : une méthodologie de construction de
système de C.A.O.,
un système informatique 'mettant
cette méthodologie en application dans le cadre de la
méthode des éléments finis.
- Un e~poi~ en6in, celui d'avoir peut être contribué
-à la création d'outils informatiques plus souples et
mieux adaptés aux besoins des concepteurs de modêles.
Notre :mémoire 'a été structuré en trois parties qui il-
lustrent la démarche inductive que nous avons suivi~.
La première partie présente les méthodes numériques
classiques généralement utilisées pour traiter les équations
aux dérivées partielles. Nous donnons également trois exemples
concrets d'application dans les domaines magnétodynamique,
thermodynamique et hydrodynamique.
La deuxième partie expose les outils conceptuels que
nous avons élaborés afin de proposer une méthodologie générale
de construction de système qui'permette une description conver-
sationnelle simple des équations aux dérivées partielles usuel-
les. Nous montrons comment un système générateur peut être mis
â la disposition du physicien afin qu'il décrive aisément ses
modèles d'équations aux dérivées partielles. Nous détaillons
les méthodes de résolution de problèmes qui permettent de con-
cevoir un programme général capable de résoudre tout problème
concret posé dans le cadre générique d'un modèle décrit à
l'aide du générateur.
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La troisième parti~ expose enfin les caractéristiques
du système FLUX-EXPERT que nous avons conçu selon ces principes.
Nous décrivons en détail la structure informatique de ce sys-
tème, et nous donnons en exemple trois utilisations de ~e pro-
gramme pour décrire des équations aux dérivées partielles
choisies parmi les centres d'intérêt que nous avons présentés
·au cours de la première partie : magnétique, thermique et hydrau-
lique.
Dans un document séparé, fourni en annexe, nous pré-
sentons la résolution de quelques problèmes concrets à l'aide





A.I METHODOLOGIE ET CHOIX DES EXEMPLES
A.I.I DOMAINE D'ANALYSE ET CHOIX MÉTHODOLOGIQUE
c'est une démarche inductive que nous avons suivie pour
notre étude: nous avons analysé la modélisation d'un domaine
de la physique, la magnéto-hydro-thermodynamique, qui nous a
fourni les exemples à partir desquels nous avons élaboré une
méthodologie générale. En effet, les équations de la MHD nous
offrent un terrain d'étude suffisamment va~te et complexe pré-
sentant une grande variété de problèmes de modélisation :
divers types de non linéarité dans les équations,des caraçté-
ristiques de matériaux variées, des conditions aux limites très
complètes, et surtout la nécessité de coupler des équations
mettant en jeu des phénomènes transitoires qui dépendent de
constantes de temps très différentes. Nous présenterons tout
d'abord chacun d~s problèmes magnétique, thermique, hydrauli-
que , de façon séparée en dégageant les caractéristiques qui
.. " .
leur sont propres, puis nous étudierons les difficultés posées
par le couplage entre ces équations.
Nous avons tenté de ne conserver dans cette .présenta-
tïon que les points caractéristiques qui nous ont conduit à
prendre des décisions.
A.I.2 CHOIX DE LA MÉTHODE NUMÉRIQUE
Pour traiter les problèmes d'équations aux dérivées
part+elles,dans des domaines aux formes compliquées.,trois mé-
thodes sont généra~ement utilisables : Différences-finies,
Eléments-finis, .Intégrales ?e frontièn$. Notre propos n'est pas
de dress.~r ici une analyse comparative de ces trois méthodes,
ceci à déjà été fait et nous conduirait· hors du cadre de ce
travail [lJ], [29]·
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La grande souplesse d'adaptation de la méthode des
éléments finis A modéliser des phénomènes complexes dans des
géométries élaborées, a conduit â la généralisation de son
utilisation dans presque tous les problèmes aux dérivées par-
tielles". C f est pourquoi notre étude sera menée dans ce cadre
génér~l, mais la méthode des différences finies sera également
utilisée par notre système pour le traitement des phénomènes
d'é~olution temporelle '[J7]. Quant â la méthode intégrale/son
domaine de prédilection demeure toujours le traitement des pro-
blèmes linéaires [26]. Bien que les phénomènes analysés soient
pour la plupart non linéaires, de grandes parties des domaines
étudiés ont souvent des caractéristiques linéaires. Nous n'avons·
donc pas exclu un couplage entre la méthode des élêmen~s finis
et la méthode intégrale, dans ces cas particuliers, â l'aide
de macro-éléments; mais nous n'avons pas approfondi ce prob~ème
difficile sur lequel beaucoup d'études sont en cours [40], [78],
[86] ..
A.II MODELISATION NUMERIQUE PAR ELEMENTS FINIS
D'excellents ouvrages généraux ont été écrits sur la
méthode des éléments finis, [lB] [19} [24] [31] [39], c'es'Ç
pourquoi, dans èe chapitre, nous ne présenterons "brièvement que
les notions' dont nous aurons besoin dans la suite de ce mémoire.
Les référen~es bibliographiques permettront au lecteur de con-
sulter en détail chaque thème abordé.
Nous rappelons que notre propos n'est pas d'élaborer
une nouvelle méthode de traitement des équations aux dérivées
partielles/mais d'analyser le processus de modélisation numéri-
que de phénomènes physiques très généraux â l'aide de méthodes
déj! classiques ..
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A.II.l MINIMISATION DE FONCTIONNELLE ET MÉTHODES PROJECTIVES
La méthode des éléments finis repose sur la recherche
d'une fonction globale représentant les phénomènes étudiés en
tout point du domaine analysé. Ce domaine doit être décomposé
au préalable en parties finies, adjacentes, appelées les élé-
ments finis. La fonction globale recherchée sera construite
par parties. sur chacun de ces éléments'.
L'inconnue ainsi élaborée devra vérifier globalement
les équations aux dérivées partielles, les conditions aux li-
mites associées et les propriétés de continuité requises par
les phénomènes étud~és, cela sur chacun des éléments comme sur
l'ensemble du domaine. Selon les équations traitées/on peut
généralement démontrer que, si la taille de chaque élément tend
vers zéro (le nombre d'éléments tendant vers l'infini), les
équations aux dérivées partielles sont alors véri~iées en tout
point du domaine.
Les éléments finis utilisés pour discrétiser le domaine
étudié sont généralement regroupés par familles topologiques :
segments, triangles, quadrilatères, tétraèdres, parall~lépi­
pèdes, prismes, etc ••• L'ensemble des éléments qui 'reconstituent
le domaine est dénommé le découpage ou la discrétisation géo-
métrique.
A l'intérieur d'un élément la fonction qui modélise le
phénomène est définie par une interpolation polynômiale en
fonction des valeurs de l'inconnue en chacun des sommets (ou
noeuds) de cet élément.
Le principe de la méthode consiste à trouver la répar-
tition de valeurs nodal~s qui entraine la vérification de
l'équation aux dérivées partielles du phénomène étudié et qui
remplisse ses conditions aux limites.
Deux approches peuvent alors être suivies la méthode
- 10 -
variationnelle ou une méthode projective.
METHODE VARIATIONNELLE DE RITZ RAYLEIGH.
Elle consiste à min~iser l'expression
(1)
0\1 F,et t sont des fonctionnelles supposées connues et l,
a-l" al alai' .ay' ai .0. respectivement l'inconnue et ses dérivées.
L'équation d'Euler appliquée "1" ce problème fournit le
problème d~fférentiel équivalent :
(2) aFaï - V.V = 0 en tout point du domaine fL
avec comme condition aux l~ites
at ,..(3) aï + V.n = 0 en tout point de la surface 1
oü V est le vecteur ayant pour composantes
aF aF aF
a (al)' (al)' (al)
3x ay az
Si on approche la fonction inconnue l p~r ~ne famille
de" fonctions :
fm(x, Y, z, Il' 12 •••• 0In ) où les termes Il 1 2 •••• In sont
des paramètres (en fait les valeurs de l'inconnue aux noeuds du
découpage en éléments finis), les fonctionnelles F et t de-
viennent de simples fonctions de x,y,z,I1 , I 2 , .••.• ,In ; et
l'intégrale E devient une fonction des seules valeurs I l ,I 2 , •..






face mettant en oeuvre
ne dépendent que de la
(6)
- Il -
On choisit les fonctio~s fmde telle sorte que
l (x,y,z)=f (x,y,z,I 1 .•.. I )= E ~ (x,y,z)I oa les fonctionsm ,m, n .=1 m; m.j~ (x,v,z) vêrifient les J ··v conditions aux
m;j
limites et le degrê de continuitê nêcessaire. Dans ce cas le
système d'êquations (4) fournit un système algêbrique linéaire
[ltt) ± = 'St
la matrice rH et du vecteur tR, êtant
par des intégrales de volume et de sur-
Ies fonctions ~ et. leurs dérivées, qui
géométrie du domaine étudié~
Cette méthode n'est donc applicable que si on connait
'une fonctionnelle équivalente au problème différentiel que l'on
veut résoudre. Or, dans bien des cas on ne peut pas trouver de
fonctionnelle [19] notamment en ce qui concerne les phénomènes
variant dans le temps et les êquations associant des termes
dérivês d'ordre pair et impair simultanément (cas des êqua-
tions de Navier- Stokes avec V. VV et V.. nVV) •
METHODES PROJECTIVES, METHODE DE GAER~IE.
Elles traitent directement l'ê~uation aux dérivées
partielles que l'on veut résoudre ..
d) (:;c."i'~" :i:",~i ,,~:t , ••••. ) = 0~-'C. a~
Comme dans la méthode de Ri tz on va approcher les
fonct~Rns inconn~es par des familles de fonctions de la forme
l ,E ~ (x,y;z)I .• Si on choisit pour I j une répartition
m j=l' m,j J
quelconque on aura])(x, ..••. )10
Cette dernière valeur, non nulle lorsque les valeurs I j
ne vérifient pas l'équation, est appelée le rêsidu.
La méthode consiste à projeter ce résidu sur une
- 1,2 -
famille de fonctions W1 ,indépendantes,! l'aide d'un produit
scalaire adéquat
(7) ffLl. 1) W.;. d.t1.
Les foncttons Wi engendrent un espace dans lequel pou~-que) soit
nul il est nécessaire qu'il soit s~ultanément orthogonal!
tous les vecteurs de base. De plus, comme la valeur dejD ne
dépend que des constante~ Il' 1 2 •••• In' nous disposons de n
degrés de liberté, ce qui fixe donc le nombre des fonctions Wi
et en.'· '~onséquence le nombre d'équations.
La méthode de Galerkine conduit sou~ent ! prendre comme
fonctions de projection les fonctions ai elles-mêmes. Ceci
conduit généralement alors au même système que celui que fournit
la méthode de Ritz (quand une fonctionnelle existe) [39] mais
d'autres fonctions peuvent être également choisies, comme nous
le verrons pour les problèmes axisymétriques ou dans des cas
d'inconnues vectorielles possédant des composantes interpolées
par des polynOmes dedegrés différents. (On consultera l'ouvrage
de Finlayson [20] pour approfondir la théorie de ces méthodes).
L'avantage de la méthode de Galerkine réside donc dans
le fait qu'elle ne nécessite pas la connaissance d'un principe
variationnèl associé! l'équation aux dérivées partielles
traitée ..
Dans les cas od un principe variationnel existe, on
aura toujours intérêt! l'utiliser car d'une part il conduit
directement à une forme symétrique des équations et d'autre
part son interprétation énergétique est fort utile pour. le
calcul de grandeurs intégrales comme
- les énergies stockées dans les dispositifs étudiés,
- les forces,
- les couples fJ
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- et beaucoup de grandeurs globales que l'on peut sou-
vent ainsi obtenir plus directement [74], [75].
Dans ce qui précède nous n'avons abordé que des problèmes
d'équations aux dérivées partielles par rapport â l'espace,
dans le cas oü les équations dépendent du temps (équations de
type parabolique ou hyperbolique) il faut envisager de nouvelles
méthodes.
A.II.2 TRAITEMENT DES OPÉRATEURS TEMPORELS
Ce sont les techniques très classiques de résolution
des systèmes d'équations diffêrentielles qui sont utilisées pour
traiter les phénomènes transitoires ou périodiques.
En effet, la méthode de Galerkine oeut être appliquée
â une équation dépendant du temps
(8) ~ ( ~1 )-II )X - ~:t )
J..) r"jt.l~"h"4r"··
sans aucune difficulté particulière.
Elle nous conduit alors â deux types de systèmes dif-
férentiels suivant la nature de l'équation~
Pour les équations paraboliques on obtient un système
de la forme
Alors que pour les équations hyperboliques on arrive â
=R
Les méthodes les plus couramment utilisées pour résoudre
les équations différentielles de ce type sont :
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- l'utilisation des nombres complexes,
- les méthodes de diffêrences finies
e les méthodes ! pas séparés
e les méthodes ! pas liés
• les méthodes de prêdiction-correction.
Nous allons brièvement discuter l'adéquation de chacune
aux problèmes éléments.finis et nous ne détaillerons que les
méthodes les pl~s adaptées ! ces problèmes.
A.·II. 2 • 1 ~!!_~2IDÈ~~!_9~E!~!~!
Leur ut~l1~ation est limitée aux équations dont la
matrice rHKl est obtenue par la discrétisation d'un problème
elliptique linéaire (âÎ) et dont la matrice I~] est constante.
Alors, si les sources sont de formes sinusoldalesl{=Rej(wt+<p),
la solution peut être recherchée sous la forme d'un nombre
complexe pour lequel
(11 ) jwÏ représente ·aI et 2- a~", l ce quiTI -w l représente at 2
ramène le problème !
(12) l ~w[LJ .... (Hi] ) l - ' ~
ou bien
([m1- "llL1) Ï ---(13) ='R
Dans le cas od l'équation traitée ·permet leur utilisa-
tion, les nombres complexes fournissent donc une méthode extrè-
mement efficace qui sera préférée! toutes les autres.
~our les problèmes linéaires périodiques non sinusoI-
daux, la décomposition en séries de Fourier permet de ramener




Elles consistent à décomposer en série de Taylor les
phênomênes d~pendant du temps et à ne conserver qu'un nombre
restreint de termes.
+ ••••••
Ces méthodes sont très utilisées car elles allient une
grande simplicité à la possibilité d'obtenir plusieurs schémas
de discrétisation. ,selon 'la précision ou la stabilité désirée.
• La méthode de Runge-Kutta
Elle met en oeuvre une discrétisation généralement
d'ordre 4 qui implique de pouvoir expliciter les valeurs ~~,
ce qui impose alors d'inverser la matrice fll. Ceci est quel-
quefois possible directement, mais de nombreux phénomènes
physiques conduisent à des problèmes où n-l est une matrice
singulière. Dans ces cas délicats il faut alors évalu~r la res-
triction de [J...J q'ui est régulière et ne traiter que le sous-
problème ainsi défini. D'autre part, cette méthode à un rayon
de stabilité assez faible (~2,8)/ce qui risque d'imposer des
pas de temps faibles. En conséquence de ces problèmes, cette
méthode n'est généralement, pas utilisée, bien que dans certains
cas particuliers elle puisse fournir de très bons résultats et
cela de faç~n très éco~omique [12~ •
. e~ méthode~ d'o~d~e 1 ou
On développe en série de Taylor l'inconnue l au voi-




ce qui fournit une approximation pour atG
a2 i
• Pour obtenir une approximation de (---2) il faut exé-
cuter un développement supplémentai~~ qui'lie les
valeurs In et I n+1 -
Nous supposerons que l'équation différentielle! ré-
soudre est étudiée l l'instant n~pris égal l t
n
_1+Jàt avec
0<;<1 et nous définirons ces valeurs intermédiaires (15) comme
la moyenne po~dérée InJ =JIn_1+ (l-di In; ceci conduit aux ap-
proximations suivantes :
(16) (#lJ I" - I,,--t.~ t
et
(17) ~ l t\~-1 - 2 If\ + l n-.o!-è> ~ 1 nd - A~l




(19) 1ft) + lÙ 1 ( -1-3) [rH]] T V\ r-1 =
Âtl(~n_1 + (~-)'R")_ [_ 2 [1] ~ Â~l)[~I~ - [1..J .L n-~
Remarques :
. Dans ce qui précède nous avons supposé que les matrices
[Ll et [Hi] ne dépendaient pas de l'inconnue l.
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• D'une manière générale, pour les équations paraboliques,
les méthodes implicites : d=O, et Crank-Nicholson :
èr=!, sont inconditionnellement stables alors que la
méthode explicite [=1, fait intervenir une condition de
st~bilité en -4 oü Kx est le "pas" de la discrétisation
spaciale [19].~x cette condition impose généralement
des pas de temps beaucoup trop faibles/c'est pourquoi
les méthodesJ=O et d:1/2, sont presque toujours pré-
férées .
• Dans le cas d!une équation hyperbolique'~e schéma
explicite d=1 est également conditionnellement stable
mais fait intervenir un terme moins défavorable aux
grands pas de temps car la stabilité dépend alors du
~t
rapport ilx [38].
Dans le cas non linéaire OÜ la matriceDtùdépend de
l'inconnue l les formules obtenues deviennent plus complexes.
Nous ne. les.détaillerons que pour le cas parabolique
(20) In = In + At (J f~~t-~ +. tt -J) (~~l )
qui multiplié par[l-~atrice indépendante de 1 conduit à
(21) [L]rn = [L)r n-~ + Lü ( J[Lld~~)~_{t~-) [L]~~)~ )
or [Ll{dI) ~ ~~-i - [m11 n-~
âr n--1 et [Lfï~I = 1{ _ [rrtJ ln
ce qui fournit : \a ~ t'\ r'\ ~
(22)[(L1t At (1-d) [Hill I~~[[l- âLJ[Jtt])}ft_i+À~(1tt(~-~)1()
J 'clprè~ (9 )
(23)
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• Enfin dans le cas où rLJ est une matrice également
dépendante de l la méthode centrée ne permet plus de
séparer les termes en In et I n- 1 sans inverser ~a ma-
trice • Nous revenons alors ~ un schéma purement impli-
cite :
( ~I) In-In-'1
. è>t n :: ~t
et [LJ(;~)~ - 1{~ - [tH ~] l ~
-ce· qui donne
(24) TL..) (In -I h - i ) + At [Hi] I~ = At:R n
o Le4 mé~hode4 d p«4 l1é4
Elles permettent d'obtenir une très bonne précision
mais imposent le stockage des valeurs sur un grand nombre de
pas et conduisent ! des systèmes ! résoudre qui sont souvent
prohibitifs vu le très grand nombre d'équations! traiter.
Le domaine d'utilisation de ces méthodes demeure les
problèmes différentiels mettant en oeuvre quelques dizaines
d'équations sLmultanées
Devant le grand nombre d'itérations que peut demander
la résolution d'un problème non lin~aire par une méthode impli-
cite, on doit chercher! minimiser les calculs ~ effectuer.
A chaque pas de temps,on doit évaluer l'inconnue au
temps suivant! l'aide d'une méthode itérative. Les performan-
ces de ces méthodes, que nous verrons au prochain chapitre,
dépendent bien sûr de la proximité de la valeur de départ
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qu'on doit leur fournir, par rapport à la solution escomptêe.
On peut certes leur fournir comme valeur celle de l'inconnue au
pas prêcêdent. mais on améliorera cela e~ ~pproc-hant la valeur
de départ à l'aide d'une méthode directe 0
Ce principe est celui de la méthode prédiction correc-
tion qui se déroule donc en deux temps. :
- évaluation d'une valeur de départ aussi proche que
possible de la solution (par une méthode peu onéreuse
si possible),
- calcul de la soiution par une méthode implicite qui
assure alors la stabilité du schéma.
Les techniques de prédiction sont généralement fondées
sur des méthodes directes explicite~.·
Prenons le cas d'une méthode d'ordre deux
en série la solution au voisinage du pas no
on dêveloppe
.. lIA L (&I) 6~(d1:)(25) n+-1 = r\ + u l " _ + -.-" _ +~ t n 2.. ~ t~ n
de même au pas précédent
( ~I:) _(dI) ~t (dtr) 6.~~.1 (dT,(26) dt n-1.- dt '" - ".-1 d et" +"""2 èH'jn +
ce qui conduit â (~I) t~I)
(27) I~+1. =- I" + Ar (dI) + ~+~ dé., - e& t .,--:1 +0"
n a ~ J'\ 2-
Â t n-1-
avec une erreur de troncature :
2-
Â t n--i
'3 d 3LCp = À~" + â r., ~ I p"+1. - l l'Hi.(28) ê)t 3~ t . e.xact-
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Ceci fournit donc un moyen d'obtenir la valeur prédite
Le schéma implicite déja rencontré (24) fournira alors
la valeur corrigée I qp+1 • Cela nécessite la mémorisation sup-
plémentaire des dérivées (~~)n et (~~)n-11 et le calcul de:
(29) (~) :: 2.' ( l l'\H - I", ) _ (dr)
\aé n+i Ar" dt:- ~
mais les calculs de (27) et de (29) sont très peu coQteux par
rapport au nombre d'itérations quGils font économiser dans la
résolution de la méthode implicite directe. L'équation non
linéaire (24) devient alors:
(30) [~(I n+:l~ (~"1TJ+ ~~ [H(f.p/n+i~ Ina: Ar fènf:l
"" /Les matricesL et 11i qui dépendent de I n+1 sont alors
calculées avec la valeur prédite I an+1 •
Dans l'équation (30) on peut également évaluer l'erreur
due a la troncature de la sérieJce qui donne (en tenant":compte
de (26» :
(31)
Les deux évaluations s~parées (28) et (31) permettent
d'approcher directement En car le calcul nous fournit Iijn+1
et I
n
+1 ce qui donne :
(32)
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On voit donc que cette mêthode permet très simplement
d'évaluer l'erreur commise à chaque pas par (32), et donc en
utilisant (31) d'en dêduire une valeur optimale du pas de temps
suivant
Si E représente l'erreur que l'on accepte pour l'êtude
en cours on obtient :
(33)
Dans le cas où cette formule conduit à un pas ôt
n
+1
nettement plus petit que ôt
n
il est alors prudent de reprendre




A.II.3 CAS DES PIÈCES EN MOUVEMENT
L'étude de :phénomènes physiques dans des ensembles com-
portant des pièces fixes et des pièces en mouvement conduit à
D d
considérer les dérivées temporelles comme Dt = dt + V.V, où V
est la vitesse des solides ou des liquides en mouvement par
rapport au repère fixe.
La méthode de Galerkine est encore valable pour l'opé-
rateur V.V mais les études en différences finies [33] [36]
ont montré que les schémas de discrétisation symétrique (diffê-
rences centrées) étaient instables. Dans la méthode des diffé-
rences finies,le choix d'un schéma dêcentré amont permet
de remédier à ~e problême.
Dans la méthode des éléments-finis/un phénom~ne simi- .
laire peut être mis en évidence : avec des fonctions de projec~
tion égales aux fonctions d'interpolation, on remarque une
oscillation des résultats selon la discrétisation choisie. Le
phénomène est moins ~ensible qu'avec les différences finies
(oü l'on rencontrait une divergence importante) mais justifie
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des études particulières qui ont conduit â l'utilisation de
fonctions de. projection mieux adaptées (105] fl06].
A.II.4 R~UI DES SYSTtMES NON LINÉAIRES
Dans les paragraphes précéG~nts nous avons vu que de
nombreuses discrétisations conduisaient â des sy~têmes d'équa-
tions algébriques non linéairese
Il semble que ce soit la méthode de Newton-Raphson qui
conduise le plus efficacement aux résultats. Le principe de
cette méthode consiste â développer en série la valeur du résidu
au voisinage de la solution.
Si nous notons l la variable vectorielle représentant
l'ensemble des vàleurs nodales de l'inconnue, le système
d'équations non" linéaires â résoudre peut s'écrire F(I) = O.
Soit 1 0 la solution recherchée. Il est possible de développer
F(I) au voisinage de 10 . par
(35)F(:t.) :. F(Io ) + [::{:I:O}1l\I 0 "'-" 0
d'où =
ou [~i] représente la matrice Jacobienne du système F(I)=O.
Cet algorithme ne converge généralement que si la
valeur de départ choisie nftest pas trop éloignée de la solution.
C'est pourquoi une grande précaution doit être prise pour
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élaborer ces valeurs de démarrage, ce qui justifie quelquefois
d'utiliser des techniques de prédiction peu coQteuses mais très
efficaces. Dans des cas délicats on peut avoir recours à des
méthodes incrémentielles qui construisent artificiellement une
suite de problèmes voisins pa~tant d'un état connu uniforme pour
parvenir aux conditions· particulières de l'étude. "Ainsi, chaque
solution précédente fournit un "bon" point de départ pour l'ap-
proche suivante. C'est un véritable régime transitoire artificiel
qui est ainsi reconstitué. (Dans les cas où plusieurs solutions
peuvent exister c'est une technique qui est pratiquement indis-
pensable : cas des équations. de Navier - Stokes) •
A.II.S DISCRÉTISATION D'UNE ÉQUATION AUX DÉRIVÉES PARTIELLES
PAR LA MÉTHODE DES ÉLÉMENTS FINIS
Il est toujours périlleux de vouloir propos~r un guide
méthodologique qui aspire à la généralité, mais l'an~lyse de
nombreux cas particuliers nous a çonduit à dégager un cadre
très général au sein duquel la plupart des études de discrétisation
d~équationsaùxdérivées partielles pourront être menées à bien.
Quatre étapes sont généralement néces~aires pour trans-
former une équation fournie par la physique en un ensemble de
systèmes algébriques linéaires traitables par un ordinateur.
a) Projection du résidu des équations à résoudre sur
une famille de fonctions Bi par la méthode de Galerklne.
On dispose alors d'un système d'équations aux dérivées
partielles de la forme
(37) III r~ F ( I) ~ 1 .,. ~~ 1 •••. ) =0
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b) Prise en compte des conditions aux ILmites.
- les conditions de type Dirichlet (variable connue
sur la limite) conduisent simplement à diminuer le nombre
de degr~s de liberté dans le choix des fonctions Bi et




- les conditions naturelles sont obtenues par intégra-
tion par partie des termes dérivés d'ordre le plus
élevé dans l'équation (37). Les termes obtenus sont
alors transformés à l'aide du théorème d'Ostrogradski
(en 3 dimensions) ou de Stokes (en 2 dimensions) pour
conduire à des expressions dont la structure est géné-
JJ
r
(3.4 L· " J r
JL (3-i 1. ~ d1
qui modélisent les échanges entre l~ domaine étudié et
l'extérieur ..
l êtant un vecteur dêpendant du problème a traiter
(éventuellement fonction de l'inconnue)
n étant la normale extérieure à la surface du domaine.
c) Discrétisation des opérateurs de dérivation temporel-
le (s'ils existent dans l'éauation) à l'aide d'un schéma aux
différences finies.
Le choix de la méthode de discrétisation sera fortement
dépendant de l'équation traitée,mais on peut dégager les cri-
tères généraux suivants
• Si les systèmes obtenus peuvent se mettre sous une
forme matricielle à coefficients iv~épendants de 1'in-
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connue, (problème linéaire) les méthodes de type Crank-
Nicholson assureront une précision correcte et une bonne
stabilité •
• Si lescoeffibients.dépendent de l'inconnue, les mé-
thodes implicites seront alors préférées, malgré leur
précision plus faible et "l'effet de lissage" qu'elles
présentent •
. Dans le cas de fortes non linéarités,des méthodes de
prédiction pourront être mises en oeuvre afin d'accélérer
les convergences des processus de résolution des sys-
tèmes non-linéaires.
d) Discrétisation des inconnues à l'aide des polynômes
d'interpolation et linéarisation.
Cette étape transforme alors les systèmes d'équations
obtenus en systèmes algébriques. Si ces systèmés sont linéaires
on peut alors considérer que l'étude mathématique est achevée.
Dans le cas non linéaire, généralement, on linéarise le système
obtenu à l'aide de la méthode de Newton-Raphson. Il faut donc
évaluer l'expression littérale de la matrice Ja·cobienne du sys-
tème à traiter, en dérivant chacune des équations par rapport
à chacune des variables (ce qui conduit souvent à l'apparition
de nombreux termes nouveaux, produits par les dérivations par-
tielles néces~aires).
e) Enfin les conditions initiales devront être étudiées
en détail.
Elle seront généralement fournies pour les problèmes
d'évolution temporelle, mais dans les cas non linéaires statiques
il faudra le plus souvent prévoir une analyse spéciale qui four-
nisse des valeurs initiales au procédé de résoiution itératif.
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Dans les chapitres qui suivent nous présentons de nom-
breux exemples concrets d'~pplication de cette démarche dans
les domaines magnétiques thermiques et hydrauliques.
A. III r1DDELES DES PHENOMENES· MAGNETIQUES
S1 nous négligeons' les courants de déplacement (~~) les
êquations de Maxwell s'écrivent:
(1) DBVxE =a - Dt VxH :a l V.B =- 0
avec O:a &E et B· ~H + Br
oü E et ~ sont des tenseurs.
Si nous ajoutons! ces équations la loi d'Ohm,
tous les modèles classiques en découlent par le biais d'hypo-
thèses simplificatrices successives.
Nous allons considérer quelques modèles parmi les plus
utilisés. Nous ne détaillèrons que les caractéristiques dont
nous devrons tenir compte lors de la modélisation numérique.
A~IIIII LES MODËLES SIMPLIFIés STATIQUES·
- Le modèle de conduction électrigue :
La loi de conservation du courant êlec~rique dans un
conducteur s'écrit ~.I. D'où, compte-tenu de VxE=O, on ob-
tient
(3) .(a~~) = 0 en ayant posé E = -~~ .
. La formule variationnelle équivalente s'écrit
(4)
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où I.n est la composante de l normale à la surface r.
Cette êquation est la plus simple car elle est dêpourvue
de terme source et de plus, les conditions aux limites les plus
couramment rencontrées dans les cas concrets sont très simples
• ~ potentiel électrique connu sur une section du con-
ducteur d'arrivée de courant,
· I.n=O sur la limite extérieure d'un conducteur.
• De plus cr est génêralement" indépendant de t, ce qui
conduit au problème ôt=O.
- Le modèle électrostatique
L'absence de terme d'évolution (:g~) dêcouple les
équations de Maxwell. et conduit à :
(5) VxE o V.D p donc E
d'où V. (e:Vt) -p
avec la formulation variationnelle équivalente
les conditions aux limites naturelles s'expriment en fonction
de grandeurs physiques facilement accessibles :
· Potentiel électrique connu sur la limite r ;
· Condition d~ symétrie où la composante normale de D
est nulle: !rD.n=O
Cette équation (6) est la plus classique, elle est
traitée par de nombreux codes [70] [73] [154] .• 0 généralement
en limitant les problèmes de conditions aux limites à tr=f(x,y,z)
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ou frD.n=O et en supposant que la valeur de € est indépendante
de E (matériau linéaire).
- Les mQdêles magnétostatigues
Lâ encore DB=O découple les équations de Maxwell quiDt
se réduisent·â :
(7) V.B 0, VxH = l
Dans les portions de matériaux dépourvues de sources,
on obtient VxH=O, ~'où l'on déduit que le champ H dérive d'un
potentiel scalaire $. Par ailleurs, le champ produit par les
courants peut être calculé isolément par ,la loi de Bl.ot et
,Savart, ce qui permet de réduire considérablement le nombre
d'inconnues par rapport à l'utilisation d'un potentiel vecteur.
En présence de courant c'est alors l'équation
(8) Vx",VxA l
avec V.A=O qu'il faut résoudree
Dans ces deux cas une approche variationnelle peut être
utilisée :
Pour le potentiel scalai~e la fonctionnelle est
(9)
(la)
Alors que dans le cas du potentiel vecteur on obtient
ff(/~HdB-IA]
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Tous ces modèles statiques simplifiês peuvent être
traitês de façon très classique et sont caractêrisês par la
présence d'un terme du 2ème ordre : soit~( 1) soit ~x~
qans lesquels k est une propriétê dépendant éventuellement de
l'inconnue l. Cette non linêarité est gênéralement traitée par
la méthode de Newton-Raphson dont la matrice Jacobienne com-
porte alors deux termes distincts
ffkV8 i Va j +
la grandeur ~ n'a généralement pas de sens physique direct et il
est nécessaire de passer par l'intermédiaire des dérivations
partielles aux~liaires. Prenons l'exemple du terme .~~ :
on remarque que ~ est une fonction du gradient de l'inconnue
principale : ~f(H)f(~);les perméabilités étant généralement
mesurées au laboratoire en fonction du module du champ H,ce
sont les courbes ~f(H.H) dont on peut disposer,ce qui conduit
à :
(11)
Suivant la formule (11) les intégrants deviennent
(12) ff2~ (V8 .• ~) (Va .• ~)
aH" l. J
Nous insistons sur ce type de problème car dans les équations
thermiques ou hydrauliques des termes qui peuvent paraître si-
milaires seront rencontrés ; mais nous montrerons que le
traitement des non-linéar±tês des propriétês conduit à des
expressions totalement différentes.
Remarque
La prise en compte de l'anisotropie linéaire de cer-
tains matériaux ne pose pas de problème et nous avons facile-
ment implanté leur traitement dans notre logiciel. Par contre,
dans le cas de matériaux anisotropes non linéaires, l'élabo-
ration des tensèurs ~ ou v est très délicate car la physique
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ne nous fôurnit pas pour l'instant des modèles macroscopiques
acceptables pour ces· phénomènes. Une recherche devrait être
développée d~ns ce sens.
A.III.2 LES MODËLES SIMPLIFIËS DYNAMIQUES BIDIMENSIONNELS
Les problèmes dynamiques imposent l'utilisati9n du
potentiel vecteur.
Si on utilise la jauge de Coulomb V.A=O, on peut alors
découpler les équations en A et t et ne conserver que le sys-
tème :
cr ~~ + vxfvVxA} = Iex
(13)
V.A 0
Dans une hypothèse bidimensionnelle le vecteur A n'a
qu'une composante (perpendiculaire au plan d'étude) ce qui
réduit consîdêr~blement le cotlt de résolution et assure V·.A-Q.
Ca..6 ti-néa.ilLe :
Si la perméabilité magnétique ne dépend pas de B, l'uti-
lisation des nombres complexes permet alors de traiter la
dérivation temporelle en représentant ~ ~~ par j~A où A est
un nombre complexeG L'équation (13) devient
(14) jWa"A + V*VXA) = tex
W étant la pulsation des sources sinusoIdales.
Cette approche limite le domaine de l'étude aux phéno-
mènes périodiques sinusoIdaux (ou décomposés en séries de
Fourier) Cl
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L'effet de peau constitue une difficulté supplémentaire
qui conduit souvent à des découpages très fins "et donc très
coilteux.
Ca~ non linéai~e :
L'utilisation des nombres complexes n'est plus compa-
tible avec le terme ~(B) B)ce qui impose alors l'utilisation
de méthodes de traitement en pas à pas sur le temps.
Les méthodes de type Crank-Nicholson avec prédiction-
correction conduisent à des formulations assez 'simples d' au-
tant que le terme a est..généralement indépendant de A. Prenons








par une méthode de Galerkine.
(16)
Projetons le résidu sur la base qes fonctions Bi:
DAzII~Bi ~ + IIB i VX(VVxAz ) - flBilex = 0
or
donc (16) devient ;
dans lequel il faut détailler les formules des termes du 2ème
ordre selon que v est un scalaire ou un tenseur:





dB i dA z dA z dB iII (vxxay-\.}cyax-)ay - (Vyxay-Uyya-x) ax








.1rai ('yyax--yX~)cos (n,x) + Bi ('JXXâY'z 'JxYâxz) cos (n,y)
ou bien si 'J est un scalaire:
âA âA
l r 'J(B i âX
z cos(n~ix') + ai 'OYz cos{n,y»
Dans le cas oft l'étude est conduite en présence de
pièces en mouvement/an~ées de la vitesse V/nous devons détail-
ler le terme gt l ce qui conduit à :
(20)
âA
Ilaa i " ât
Z
+ ffaai(V.VA z)
Choisissons des fonctions Qj interpolant l'inconnue
sur chaque élément :
(21)
(22)







On applique alors la méthode de Crank-Nicholson à
l'équation (23) ce qui fournit':
le deuxième membre de l'équation (28) n'est composé que de
termes indépendants de l'inconnue Azn, par contre les termes
des matrices L et H{ en dépendent. Le système obtenu (28) est
donc non linéaire. On.applique alors la méthode de Newton-Raphson
à ce système.
La matrice Jacobienne de (28) est
(29) [3] = J f (1' 8 i a j + ~ t f fa B~v •Va j) +
Lit Lit dV .~ ff(vVxa Jo ). (Vx8 i ) + ~ ff ~(xAz).~xB~J •
avle dernier terme de (29) doit être développé en effet~ n'est
pas directement calculablee On va donc procéder aux dérivltions
partielles intermédiaires classiques déjà présentées (on pose:
B=VxA) ,
(30)
avle terme d(B.B) pouvant être évalué à partir de la courbe
v(B.B) relevée au Laboratoire (dans le cas où v est un scalaire).
Il ne reste donc plus qu'à résoudre le système non
linéaire (28) en appliquant la méthode de Newton-Raphson pour
chaque oas de temps liT.
Dans le cas de fortes saturations, à chaque pas de
(31)
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temps il faudra de nombreuses boucles pour résoudre le-sys-
tème non linéaire obtenu, ce qui peut justifier alors l'utili-
sation.d'une prédétermination de la valeur de-A
nz
gr!ce !
une méthode de prédiction. On peut notamment utiliser :
~ 2 a~-Uz _ a~_2~.
(P) a~n-l) + ~t~_l'[at. at ]
Anz = Ap-l)Z + ~1n-l) -at-- --f=E A1n-2)
qui nécessite de mémoriser a~_yz
du pas âin-2r
a\l-2!
at et l~_ valeur
Dans le cas précédent l'effet de peau vient bien sUr
toujours imposer un découpage très fin sur le bord des pièces
conductrices.
A. 1t1.3 1NFLU_ENCE DU 5Y5TËME DE COORDONNËE5
Jusqu'! présent nous avons présenté tous nos exemples
dans le système Cartésien. Le système axisymétrique permet
très souvent de simplifier· considérablement les cas étudiés
• soit-en ramenant u~{problème·tridimensi6nnel! un
problème bidimensionnel (cas des systèmes oil ArAz_~
èt ou seul AS est à prendre en compte,
. soit en simplifiant des formulations notamment en
tridimensionnel.
De très nombreux changements de variables ont été pro-
posés, soit pour permettre l'utilisation d'intégrations ana-
lytiques, soit'pour simplifier les formules obtenues [6-1],
[65]; [66]. Nous avons pu conduire diverses expériencësde
formulations avec le logiciel FLUX2D et nous avons montré que
le changement de variable A=rAe conduisait d'une part à une
grande simplification dans les équations et d'autre part à une
très grande facilité d'écriture des conditions aux limites
qui s'expriment en effet souvent en fonction du flUXe
--- ----------~-----------------------------------
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J.L. COULOMB a montré [61] que ce même changement de variable
conduisait à une formulation beaucoup plus simple en tridi-
mensionnel.
Dans tous les cas, quelles que soient les fonctions
inconnues utilisées, les intégrants mis en oeuvre en coordonnées
axisymétriques diffèrent toujours des termes obtenus en 'Car-
tésien ce qui vient alourdir encore l'écriture d'un logiciel
qui se voudrait général.
Exemple
o~mula~ion d'un pAoblème mag~té~odynamique linéai~e en
axe de ~ymé~~ie me~~an~ en oeuv~e le ~hangemen~ de va~i~ble
ft ~Ae·
L'application de la méthode de Galerkine conduit 'à
l'équation:
(32) aA .f foB iat rdrdz + ff Si (V x (vV x A) ) rdrdz = fI Bi l rdrdz
dont la discrétisation directe conduit à l'expression:
(33) aA aB: aA aB i aA B.Af !aBiat rdrdz + ! !v(ar
1
ari-aZ" az) rdrdz + ! fv ~ drdz
aS i aA
+ ffv(a;A + Siar)drdz,
dans laquelle on peut remarquer que les conditions aux limites
ont été écrites en terme de VerA) qui est colinéaire à B et
non en terme de V(A) qui n'est pas colinéaire à B.
La formulation obtenue comporte malgré tout beaucoup
de nouveaux termes par rapport à l'expression en coordonnées
cartésiennes. Le changement de variableJt=rA associé aux fonc-
tions de projection S=% va considérablement simplifier l'ex~
pression qui devient :
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dans laquelle on remarque que les conditions aux limites sont
naturellement exprimées en fonction de dt =rA donc colinéaires
â B;' car :
(35)
En utilisant la notation des nombres complexes on ob-
tient finalement :
o
ffail r drdz + fraiHTrdr +J{ffailidrdz + fraiH~dr}
o il. Ï = Ir + l' Ii
L'équation (36) est un système linéaire symétrique que
l'on peut alors résoudre par les méthodes classiques.
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8.IV MODELE DES PHENOMENES THERMODYNAMIQUES
Nous supposerons que !a capacitê calorifique pC est
modélisée par un scalaire dépendant de la température, et que
la conductibili tê thermique k est un tenseur symétrique non dia-
gonal qui dêpend également de la température.
Q est la densité de source de chaleur,fonction du temps
et de ~'espacersupposée connue en tout point,
V la vitesse des piêces ou des fluides en mouvement
(fonction de l'espace,supposée connue),
p la masse volumique supposêe constante,
h le coefficient d'êchange convectif caractérisant une
paroi (fonction de la température),
€ l'émissivité mod~lisant les propriétês de rayonnement
des parois sur les limites.
Le bilan énergétique s'écrit
(l} pC ~~ + \J. (~k#) - q o (*produit tensoriel)
Une projection de Galerkine sur l'espace des fonctions
8i conduit au système d'équations:
(2~
On intègre par parties le terme de conduction qui, sur
un volume Q limité par une surface r, conduit à
( 3~
qui par le théorème d's~rogradski nous donne:
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od n est la normale extérieure de ro
Or les conditions aux limites sont données par ailleurs






pas d'échange avec l'extérieur
flux de chaleur échangé connu
(7l (k ;ffrVT).n -h~-) flux enlevé par convection sur une
surface baignant dans un fluide de
température ambiante connue T
o
(8) 4 4'
- -e:a(T -To ) flux émis par rayonnement (a
tante de Bolstzmann)
cons-
L'intégrale l1rBi(k~),npeutdonc s'exprimer à l'aide
de l'une quelconque des formules 5,6,7,8 ou même leur combi-
naison (cas de 7 et 8). L'équation 2 d~vient alors:
+fJJnBiPC ~~ + IfJnVB i e(k=iVT ) - IIJnBi q
(g} +ll rBi h(T-To ) + llrBie:a(4-~) = a
que l'on peut réécrire en regroupant les valeurs constantes (à
l'instant t) dans le deuxième membre, et en développant
D a
Dt (at + V.V) ·
(la) aT -IllnBi PC at + flf~2Bi pctv .. VT)t IllnVB i(k*VT)
4 4
+ ll r Bi hT + ffrBie:aT = IJfnBi q + Ur BihTo + ffrBie:aTo
En appliquant une interpolation polynomiale classique
T = ~ Qk Tk , nous obtenons un système d'équations non linéaires
en 1kdans lequel il faut de plus traitèr le terme ~~.







Ce choix nous fournit un systême non linéaire dans lequel pC,
k, h, EO sont des fonctions de la température.
(11~ fffnB i PC(Tn)Tn-fffnB i PC(Tn )Tn _1 + fffnB i C(n).n~t ..
+ fffnVBi.(k(T )~ )6t+ffr Bi h(T )T 6t+ff r B.EO(T )T46tH .n n n n 1 n n
Appliquons la méthode de Newton-Raphson à ce systême et
calculons pour cela sa matrice Jacobienne.
Les modêles des propriétês physiques des matériaux mis
en oeuvre nous fournissent les valeurs :
(PC)n , (llifl) valeurs scalairesaT n
(k)n ak termes tensoriels ., (aT)n
(h)n ah valeurs scalaires, (aT)n
(EO) n , ( a~':) valeurs scalairesaT' n
La dérivation partielle de l'équation nu par rapport à











a - -a;r-:(frrrz VB! • (k (Tn )\#'7Tn ) =rf rfi, VB i · [k (Tn ) t#= Va j ]
nJ
+ rlfoc (~~)#n) .VBilaj
La matrice Jacobienne est la somme de tous les termes
matriciels ainsi calculés (12)1119) dans lesquels toutes les
valeurs de l'inconnue au pas n-l sont connues et toutes les
valeurs au pas de temps n sont approchées par les valeurs ob-
tenues! l'itération (m-I) prêcêdente du processus de Newton
Raphson (nous ne les avon~ pas notées Tn ,m-1 pour éviter de
surcharger des expressions déjl bien fournies).
Pour toute autre méthode de traitement temporel (Crank
Nicholson ou implicite .~.) on pourra~t de même obtenir les
termes du système linéarisé correspondant.
Nous remarquerons seulement les 'termes caractéristiques
des phénomènes thermiques
a) un grand nombre de termes supplémentaires dans la
matrice Jacobienne dfts aux variations des termes de propriété~
en fonction de la température.
b) Toutes les variations de propriétés s'expriment
directement en fonction d~ l'inconnue principale (et non de son
gradient ou de son rotationnel comme c'est le'cas en magné-
tique) .
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c) La matrice Jacobienne ne peut jamais être symêtrisêe,
en effet le te~e de transport conduit â une valeur IlfpCS1V.VŒj)
intrinsèquement dissymêtrique comme d'autre part le terme
ait .LL'III ((( aT) n~ VTn ) •vs1a j .
d) Une non linéaritê très forte apparalt a cause du
rayonnement (lf4EOT3Si a.) qui risque de perturber le condition-n J
nement de la matrice Jacobienne si ce terme est localement
très important.
La modélisation que nous venons de proposer pour le
rayo~nement n'est valable que pour une êtude aux limites pour
lesquelles l'on suppose aucun effet de rêflexions. Dans le 'cas
d'un rayonnement mutuel entre des parois internes .au disposi tif
étudié il faudrait prendre en compte les effets de rêflexions
â l'aide de macro-êlêments appropriês .
. e) Si on ne met pas en oeuvre des techniques particu-
lières (décentrage géométrique, intégration décalée ou élêments
sur-paramêtriques [105], U06], [107], le terme de transport V,VT
traité par des êléments isoparamêtriques imposera un dêcoupage
en accord avec le nombre de Peclet caractérisant l'êtude
2k
h<pc 1vi·
En conclusion de cette brève étude nous pouvons remarquer
que l'approche mathématique n'est pas très complexe mais con-
duit a un grand nombre de termes intégrants qu'il est assez
fastidieux de manipuler. Nous montrerons que les concepts dê-
finis dans la deuxième partie viennent non seulement simplifier
considérablement l'implantation informatique d'un tel problème,
mais fournissent également une notation plus claire/beaucoup
plus simple a manipuler.
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A.V MODELISATION NUMERIQUE DES EQUATIONS DE NAVIER-STOKES
Pour un fluide compressible l'équation de Navier-Stokes
s'écrit
au 2 •~ + u.vu = -~(n.u) + v. (nVU) + v. (nU)
dans laquelle nous avons noté
u
U la vitesse· v
w
Vu
VU un vecteur ayant pour composante Vv
Vw
F les densités de forces de volume appliquées au fluide







S1 le fluide est supposé incompressible/la loi de con-
servation de masse nous donne V.U=O ce qui simplifie l'équa-
ti6n qui devient alors :
aup at + U.VU = pF + ç
dans laquelle ç est le tenseur V. (nVU) + V. (nÔ) - VP
Pour conserver plus de généralité! notre étude nous
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supposerons que la viscosité n n'est pas constante (ce qui peut
être important dans la modélisation de procédés mettant en
oeuvre des métaux en cours de solidification).
De nombreuses formuiations de ces équations peuvent
être obtenues. Il n'est pas possible de conduire ici une étude
exhaustive des diverses approches qui s'offrent au chercheur,
nous n'avons retenu que les plus souvent utilisées en modéli-
sation numérique.
Nous, présenterons tout d '-abord brièvement les modêles
statiques mettant en oeuvre des fonctions de potentiel ou de
courant, p~is nous conduirons l'êtude complète du modèle direct·
en (u,v,w,p). Ce travail thêorique sera conduit dans l'espace
tridimensionnel, le cas bidimensionnel (beaucoup plus réaliste
sur le plan pratique) pourra en être dêduit très simplement
comme cas particulier.
Enfin, nous présenterons les méthodes bidimensionnelles
mettant en oeuvre des fonctions de courant ~ et de vorticitê
w.
A.V.I FLUIDES NON VISQUEUX EN RËGIME STATIONNAIRE
On doi t alors vérifie~ l'équation d' incompressibilité 'il. u=o.
En choisissant une fonction de potentiel t, telle que
u =
at et v at cette équation devient
ax ay'
a2t a2t 0a-ï + a-2
x y
-D"e même pour les flots irrotationnels, 'ilxU=O peut s'exprimer
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II3y
en posant U ,=
..H3x
~ êtant alors la fonction de courant.
Dans les 'systêmes de coordonnées l axe de symétrie,
on obtient :




Une projection de type Galerkine sur ces équations con-
duit classiquement aux expressions .•-
3N 3N
// <_i 1! + _1 H) rdrdz + 2 / IN II drdz3r 3r 3z 3z i 3r
3N 3N
//< 111+ 1 l!)rdrdz3r 3r 3z 3z
La forme de ces équations étant extrêmement classique
nous ne détaillerons' pas leur traitement qui est donc rigou-
reusement s~ilaire aux cas déjl rencontrés en magnétique et
en thermique [19].
A.V.2 ~UDE TRIDIMENSIONNELLE DES ~UAI DE NAVIER-STOKES
DANS LA FORMULATION U,V,W,P POUR UN FLUIDE INCOMPRESSIBLE
L'équation à résoudre s'écrit:
(1 ) DUP Dt pF - ~p +~o (nVU) + V. (nÔ)
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Pour la composante x l'équation (1) devient
(2) (au u au + au + w. au ) = pFxp at + ax v ay az
+ 1- (2n au - P) + 1- (n au + n av) + 1- (n dU + n,aw)
ax ax ay ay ax az az ax
(3)
(4)
Pour la composante y
av u av + v av + av = pFyp(at + ax ay w fi)
+1- (n av + au +2- av
ax ax n ay) ay (2n ay
Et pour la composante en z
(aw + u aw + aw + w aw) = pF
zat ax v ay az
P) + ~z (n ~~ + n ~;)
+ .L (n (aw + au» + .L (n (aw + av» + ~ z (2n aw - P)
ax ax az ay ay az 0 az
A ces êquations il faut ajouter la condition d'incompressibi-
litê
(5) o
Il ,faut donc rêsoudre simultanêment les êquations (2),
(3), (4), (5). Soient Ni des fonctions de projection' pour la
mêthode de Galerkine.
Après projection et intêgration par partie des termes
du 2ème ordre on obtient
Pour la 1ère composante
(6) fffp au (udu + vau + auNi at + fffp Ni ax ay waz>
aNi au aNi aN i au aN+ fff2n ax- ax - Jff ax- p + fJfn ---+ JfJn _i av +ay ay ay ax
+ ffJn aNi au + fffn aNi aw fffN i Fx + ffrN i "Z"'x· naz- az az- ax
(7)
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~ Pour la 2ême compôsante
av (uav + v av + avfllpN i at + IffpN i ax ay wai)
+ Illn aNi av Illn aNi au flf2n aNi av aNi pax ai + ax ay + ay ay - III ay
+ Illn aNi av aNi aw IllNi Fy + IlrNi---+ .llln az ay = Ty .naz 3z
Et pour la 3ême composante
(8) aw 3w dW awIIIpN i at + IIIpN i (uax + ~ + wtz)
aN aN aN
+ Illn ---! aw + Illn ---! au + If/n _i aw +
ax ax ax az . ay ay
aN aN
+ /1/2n ---! ~ - III ~zi p
az 3z CI
aN i avIlln ay âZ
et l'équation dDincompressibilitê devient avec les fonctions
de projection Mi :
Dans les équations (6) i (7), (8) ~ T 1 T'-' T reprAsen-
x y z
tent les·lignes x~y,z du tenseur
1
2n :xU - p 1 n(au + av)
CI ay ax
- -1- .- -
1
l n (l!! + aw)az ax
-+ -
n (av + au) J 2n av - pin (l! + ~)
ax ay ay . az ay
- _1--;- ,__
1 1
n(aw + au) 1 n(~ + av) 2n .i!! - p3x az ay az 1 az
8
Nous reviendrons en fin d~ chapit~e sur 'la signification de'
ces conditions aux limites.
- 47 -
Nous avons donc le systême (6), (7), (8), (9) â rê-
soudre. Dans ce cas encore on peut· êcrire le systême
sous la forme gênêrale dêjâ rencontrêe.
(11) [L] ~~ + [M] l = R
les termes de la matrice [L] êtant indêpendants de l, on peut
envisager toutes les formes de discrêtisation du terme [L] :~
prêsentêes au chapitre A.II.
On peut remarquer que la matrice [L] est dêpourvue de
couplage entre inconnues et s'êcrit
///PNiŒ j 0 0 0 auat
0 ///PNiŒ j 0 0
av
at
0 0 ///PNiŒ j 0
aw
at
0 0 0 0 P
Par contre, la matrice [Ml prêsente de nombreux termes
de couplages qui vont conduire â une matrice Jacobienne pres-
que pleine. Si nous choisissons un schêma de discrêtisation
temporelle de type Crank-Nicholson on doit rêsoudre
(12) [L + 6t M ] l2 .n n
Nous considêrons la matrice Jacobienne construite par
blocs sous la forme :
~uu ·.Iuv .Iuw ~up
.Ivu J:vv ~vw ~vp
J:wu ~wv J:ww J:wp




On utilisera les notations suivantes
(13) [.I] '" [L ] + ~t {[M] + [DM]}
Luu = Lvv = Lww = Illp Nia.
. J
Llm = 0 si l = m et Lpp = 0
M
uu
~ + aN i aa j
Muv = /llpNia j ay flln ay ax
a aN i da j
Muw = 11/pNi a j a~ + Illn az- ax
aN!
f.tup = fIl ax Sj
a aN! aa j
M vu = IlipN"ia ; a~ + Ifln ax- ay
aN aa aN aa . aN aa
Mvv " UfPNiQj :; + fUn axi ax j + fff2n ayi a? + fUn a/ az j
~ + aN! aa j
M vw = fllpNiQj az flln az ay
aN i
M "'p':: Il1 3y Si
aN! ~ aN! aa j
Illn ay 3y + 1112n az 3z
M
wu
et pour la matrice DM
da.




DM DM D~f !!!PNi at- u + !1!PNi ai" v + /!!pNi ~ wuu vv ww
et
DMlm 0 si 1 -j: m
et DM 0pp
La matrice Jacobienne ~ est donc ainsi dêfinie totale-
ment.
On peut remarquer qu'elle n'est pas symêtrique et
qu'elle comporte un três grand nombre d'intégrants.
'int~gration d'un problême hydraulique tridimensionnel
sera donc três coQteuse, mais il nous a paru important de con-
duire l'analyse de ce problême complet, bien que nous n'envi-
sagions pas pour l'instant de traiter des problêmes concrets
avec cette méthode. En effet, cette êtude nous fournit un
exemple idêal de test pour êvaluer les outils de description
d'êquations que nous avons conçus.Au chapitre suivant, nous
montrerons qu'il est ~out-â-fait possible de dêcrire cette
êquation avec la mêthode opêrationnelle proposêe.
Le traitement de l'êquation (12) par la mêthode de
Newton-Raphson impose donc pour chaque pas de temps, la rêso-
lution d'un systême non linêaire. Afin de réduire le coQt de
p
résolution,la prêdêtermination d'une valeur Un proche de la
solution peut être effectuêe ~ l'aide de l'algorithme de pré-
diction dêjâ rencontrê.
- Etude des conditions aux limites dans cette formu-
lation
. Nous· avons montrê que les conditions aux limites natu-
relles de ces équations s'expriment en fonction du tenseur T.
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au 1 (~+ aw)P - 2n ,_ (au + av)ax n ay ax 1 -n az ax
-f---
-i-
-n(~ + au) 1 P - 2n av , (av + aw)ay -nay 1
-1_ az ay
-r-




On ne peut donc en aucun cas fixer la valeur de la
pression comme condition aux limites. En effet, la pression
est une variable implicite qui est assujettie A la contrainte
V_ u=o ; si o~ fixe la pression en un point, V_,U n'est plus
annulée par l'effet de la pression, il faut alors ne plus tenir
compte de cette équation dans le système (qui serait
sùrabondant) ; mais s1 on fait cela l'équation d'incompress1-
bilitê n'est plus vérifiée et la conservation de la· masse ne
sera vérifiée ni localement ni globalement U~_
Les conditions sont fournies sous forme de dirichlet
exclusivement. La pression n'intervenant que p~ son gradient
il faut fixer sa valeur en un seul point. Il faut alors sup-
pr~er l'équation correspondante dans V.U=O.
Remarque ;"
Les valeurs des vitesses fourni~s aux paroi~ doivent
bien entendu toujours vérifier ffIV.U=O c'est-A-dire
f 1rU.;'. dr=o Il
Si le terme de transport domine (Re»l) la condition
T=O conviente (Re ; nombre de Reynolds) 0
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Si on veut imposer un mouvement unidirectionnel au'
fluide il faut alors imposer Tn=O, Ut=O. Si on veut imposer
la pression il faut alors l'approcher par la condition sur le
dUtenseur Tn car si Re»l, 2n an est faible devant -P mais ceci
demeure une approximation U~.
La condition Un=O s'impose et êgalement Tt=O sur la
ligne de symêtrie.
En conclusion de cette êtude on peut remarquer que les
difficultês rencontrêes sont d'ordre três divers :
- C'est le terme U.VU qui pose le problême le plus
crucial en effet il est â la fois fortement non linê-
aire et non symêtrique et provoque de plus des insta-
bilités numêriques.
- La non linêaritê de n entralne deux types de problêmes
• Si n ne dêpend que des coordonnêes (par exemple
par l'effet d'une dépendance avec la tempêrature) le
problême n'est guêre plus complexe que dans le cas
oü n est supposée constante •
• Mais si n dépend directement de la vitesse (en
fonction du module de celle-ci) alors le nombre de
termes â calculer devient três grand.
- Les condit~6ns aux limites influent au plus haut
degré sur le ehoix d'une formulation. Nous montrerons
les' grandes difficultês que l'on peut rencontrer dans
certains cas.
- Le terme de pression VP couplê à l'êguatlon d'incom-
presslbilitê v.u=o contribue à mal conditionner la
matrice générale. Cela doit être attênuê par le choix
de fonctions de ~rojection M de degrê infêrieur aux
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fonctions d'interpolations ..
- Enfin compte-tenu de tous les probl.èm~s précédemment
cités, des études tridimensionnelles sont très déli-
cates et chaque fois que cela est possible une analyse
bidimensionnelle permet de simplifier non seulement le
nombre de termes a calculer mais également de choisir
des formulations souvent. plus adaptées.
A.V.3 FORMULATION EN TERMES DE RICI~ ET DE COURANT EN
CRD~E CARTÉSIENNES
L'équation générale s'écrit:





DU ~U au 1dt a't + U.VU.:a at + 2' V(U.U) _. Ux(VxU)
au 1 •ât + 2' V(u.U) - Ux(VxU) = pF - VP + V.(nVU) + V.(n U)
Si on prend le rotationnel des deux membres, tous les
gradients vont disparaltre, c'est-A-dire Vx(V(U.U»=O et
x()~ ~ il reste alors, en notant O=vxU
(17) ~~ - Vx (UxO) = pVxF + Vx (V .(nVU) + V.ln ü)}







U(VoO) - O(VoU) - u.. vn + O.VU··




VX(UxQ) = - U.VQ + Q.VU
d'oQ l'équation globale
(19) aQ + (U.V)Q= Q.VU .. pVxF + Vx (V.(nVU)+ V.ln Û»
at
Si l'étude est conduite en deux dimensions ou en axe
de symêtrie Q est perpendiculaire au plan de l'êtude et
Q.VU = O.
Première remarque
L'utilisation de la vorticitê n'a d'intêrêt que dans
une êtude en deux dimensions ou en axe de symêtrie. Dans ce
cas on obtient un système dont l'inconnue n'a qu'une composante
(Qz ou (Qe). En 3 dimensions cette représentation offre beau-
coup moins d!intêrêt par rapport â la reprêsentation én (U,P).
L'équation se rêduit donc â :
(20) aQp at + U. V Q pVxF + Vx (VonVU + V.n û)
nous sommes donc amenês â prendre le rotationnel du tenseur de
contraintes. Si nous dêveloppons ces dêrivations en tenant
compte de la variation de n on peut montrer qu'il est impos-
sible d'éliminer totalement la vitesse U en fonction de n dans
le terme Vx(V.nVU + V.n û).
Deuxième remarque
Le changement de variable Q=VxU n'est utilisable effi-
cacement que dans le cas oQ n = constante. Car alors
Vx (V .(n Ü» = 0 et V.(nVQ) = n~ n•
L'êquation â rêsoudre s'êcrit donc
(21 )
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aop at + u.vn - nâO = .pVxF
il reste 1 déterminer la pression et la vitesse.
Pour déterminer la pression, prenons la divergence de
l'équation de Navier-Stokes
(22) auv•p (at + U. VU) .+ V. (VP) - v.(nâU):z V. (pF)
ce qui donne
(23) p ~t (VeU) + pV. (U.V)U + ~ - ~nàU):z V. (pF)
d'od l'équation donnant la pression
(24) àP + PV. (u. V u) = V. (pF)
On retrouve une équation de poisson class~que.
Il nous reste 1 établir l'expression de la vitesse U.




_6 _ a21lJ quidans ce cas VxU devient. :-ï:-2 est égal 1 Q.
ax ay






p at + u.vn - nân = pVxF
âP + pV. (U.VU) = V. (pF)
-0
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Dans ce systême seules les êquations (25) et (27) sont




2 2(ao + ~ ao _ ~ ao) _ n(a-", + ~)
p at ay <lx ax ay ~ ay~
6 a2",
ax2 + a? = -Q
En utilisant une projection 'de type Galerkine sur l'en-
semble des fonctïons Ni et Mi on obtient :
(30)
(31)
. a2,,, a2'1Jff ~ M + ~ Mi
ax2 i ay. ...
Considêrons la premiêre êquation"que l'on intègre par
partie. Le terme Laplacien donne classiquement :
2 ao aNi 3 (lE. N )-nff~ Ni +nff ax ax·- nff ax
a x 2 (lx i
a2 0 an (lNi (l (ao N )
-nIf a y2 N· +nff (ly ay - nf f <lyi (ly i
et
le terme de transport peut être êgalement traitê par partie
en
ff (l'" an N (lN ff dW L enN )ff~n-i+ay dX i .(ly dX dY dX i
et dN iff 2.1 (lO N + ff aW n· - - ff 11 L(ON )<lx (ly i dX dY <lx dY i
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et
rI 11 l-CON ) - rI 11 1-(nN ) -, 1 ~ nN - 1 ~ nay ax 1 ,ax ay ,u i -, r ay U i·~ r ax uNi· 0y
n et n étant les c~sinus directeurs de la normale à r.
x v '
ConsidArons l'êquation(31)que l'on peut éqalement
traiter par partie, on obtient :
(32)
On obtient alors le système en nW :
(33)
n et n étant les cosinus directeurs de la normale-
x y
~.~ aMi ~ aMi II(34) Il ai ax- + Il ay ay = IINin + frMi an
, ",




[L] !x + [M] X = Rat
" 1°X =
, '"
Si on envisaqe un traitement par u~e méthode de type
Crank-Nicholson, on retrouve l'équation classique
.(36) [LB + g M lx2 n n
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dont on peut évaluer facilement la matrice Jacobienne
L + ât (M + DM)
"2
Des difficultés supplémentaires proviennent des condi-
tions aux limites. En effet :
• Les conditions aux limites de l'êquation (34) ne
posent aucun problême, car ~ s'~xprime directement en
fonction de U donc les conditions naturelles sont géné-
ralement connues physiquement pour cette équation
(~constante ou ~).
• Ce n'est pas le cas de l'équation (33) dont les con-
ditions aux limites s'écrivent en fonction de ~~ et n
qui ne s'expriment pas simplement en fonction de U.
• Sur une limite dépourvue de paroi (entrêe ou sortie
de chenal) on peut fixer ~o et ~~.
Il en est autrement sur les parois fixes qui sont
sources de vorticité. Il faut alors calculer la valeur des in-
tégrales IrNi ~~ et Ir ~ n Ni nx - ·/ r ~ n Ni ny
nulles (~ et ny étant les cosinus directeurs de la normale).
- On peut utiliser la méthode classique2suivante U09]ad, a ~ a2~A la paroi if est nul donc l'équation ~ + :-! = -n
at an
que l'on peut intégrer (dans lesquelles t et n repré-
sentent la tangente et .la normale).
- On peut également approcher la variation de n en
fonction de la géométrie sur la paroi (variation
linéaire par exemple) et intégrer cette équation ana-
lytiquement si la limite est simple (numériquement si
non). Cela conduit alors A une relation linéaire sup-
plémentaire entre les vorticités aux noeuds de la paroi
et les fonctions de courant supposées connues.
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- Une autre méthode consiste ! discrétiser localement
l'élément en un maillage plus fin pour évaluer plus
exactement la valeur de ~~ et calculer la contribution
de 1-' intégrale correspondante. Cette technique bien
adaptée aux différences finies est délicate l mettre
en oeuvre avec les él5ments finis.
Dans tous les cas on peut remarquer que,si la paroi
prêsente un angle, la-normale aura en ce ~oint une double défi-
nition ce· qui conduit 1 de nouvelles difficultés (généralement
résolues en pren~nt la moyenne)c
A.V.4· FORMULATION EN TERMES DE VORTICITÉ ET DE COURANT EN COOR-
DONNÉES AXISYMÉTRIQUES
Nous ne détaillerons pas le traitement de cette tormu-
lation qui suit la mêm~ démarche que l'analyse en coordonnées








(37) Va = 0
V =! il
z r ar
an l a~ an 1 al" an 1 a an a2n np ~at p [-- - _+_.:..:t. -]-n[- ~(r-)+--- ]=pWxF)r az ar r ar az r or ar az2 r2
On projête sur le champ de polynomes Ni' on obtient
alors
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aB. an aB. ank(39) -pllNi _J1II arkdrdz + pllNi _J'P az drdzaz j ar j
aN ank aNi ank
+nll(ari ar + az- az-)rdrdz = pIINi{Vx*'drdz
Ce dernier terme de conditions aux limites peut 'a~cectement
s'exprimer en terme de n ~ l'aide des diverses techniques,·prê-
sentêes dans l'êtude en coordonnêes cartêsiennes,qui peuvent
être facilement transposêes.
D'autre part le terme
(40)
peut être intêgrê par partie et fournit alors lés termes
(41)
et donc ~ un nouveau terme de conditions aux limites
Enfin, l'êquation de dêfinition de n s'êcrit VxV=O ce
qui conduit ~ :
(43) (aNi 11 + aNi .!PHrdz + fI aNi ~drdzIl ar- ar az a~ élr ar
= Il Ni n rdrdz + Ir Ni ~ cos(n,r)dr + Ir Ni t* cos(n,z)dr
dont les 'conditions aux limites peuvent s'écrire en fonction de V.
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Quant 1 1gexpression de lOêquation donnant la pression
elle devient alors g
(44)
ce qui fournit aprês intégration par par~ie :
(45)
CONCLUSION
Quelle que soit la formulation que l'on choisisse les
équations de Navier- Stokes conduisent l un système non linéaire
dont les inconnues ont plusieurs composantes (w,~,) ou bien
(u,v,P en 2 dimensions) ou bien (u,v,w,p dans l~ cas tridimen-
.sionnel). Le couplage entre ces compos·antes ~st toujours três
fort ce qui conduit â un système matriciel assez volumineux.
La non linéarité due essentiellement au terme de
transport u:vu est très importante et conduit â des problèmes
numériques délicats dès que le nombre de Reynolds devient trop
grand.
Les problèmes posés par la turbulence ne semblent pas
pouvoir être pris en compte dans le détail avec les modèles
que nous avons présentéso
Enfin, nous avons rappelê que 'es formulations en terme
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de vorticitê peuvent conduire a des problêmes dêlicats pour
l'expression des conditions aux limites, c'est pourquoi il semble
que les formulations en ter~e de u,v,w,p leur soient gênêrale-
ment prêfêrêes.
A.VI ETUDE DES EQUATIONS COUPLEES
Jusqu 1 A présent nous avons considêrê isolêment chacun
des phénomênes que nous. avons êtudiês.• Or,dans de nombreux dis-
positifs/les grandeurs magnétiques,thermiques et hydrauliques
interagissent êtroitement.
Il est tout-A-fait envisageable de pouvoir êtudier
simultanêment ces phênomênes en considêrant une inconnue gênê-
ralisêe dont les composantes seront dans le cas bidimensionnel
par exemple
:1 vitesse des fluides
p pression des fluides
t tempêrature des corps
A champ magnêtique
La mêthode de Galerkine peut alors être appliquêe au
systême obtenu e~ les opêrateurs temporels peuvent êgalement
être discrêtisês par des méthodes de type Crank-Nicholson. Les
difficultês rencontrées sembleraient donc, au premier abord,
n'être dues qu'au grand nombre de composantes de l'inconnue
gênéralisêe. En fait, le problême est beaucoup plus complexe
et 3 êcueils majeurs, doivent être êvitês.
A.VI.I DOMAINES D'ÉTUDE INCOMPATffiLES
Si on veut pouvoir rêsoudre simultanément les équations
des phénomênes couplês, il faut que chacune des équations prise
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sêparément soit définie sur le domaine complet de l'étude.
Cela n'est quelquefois pas le cas. Prenons pour exemple
l'étude d'un problème de brassage êlectromaqnêtique de mêtaux





L'étude des phênomênes magnétiques doit être conduite
dans le domaine tJalors que les problèmes thermiques peuvent
être réduits 1 la zone II,et~pour les problèmes hydrauliques,
c'est la zone III seule q~i doit être étudiée.
Il est donc impossible de résoudre s~ultanêment les
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problèmes couplês complets dans 'le domaine l puisque , notamment,
l'êquation hydraulique n'y est pas partout 'dêfinie.
Le domaine d'êtude implique donc quelquefois de dê-
coupler les êquations en plusieurs systèmes' sêparês qui seront
rêsolus tout A tour.
A.VI.2 TEMPS DE R~E
Dans l'êtude des problêmes de propagation ou de diffu-
sion les temps caractêristiques de chaéun des phênomènes sont
gênêralement três divers.'
Si nous reprenons l'exemple concret dêjA abordê au
paragraphe prêcêdent nous pouvons remarquer que :
• les phênomênes magnêtiques sont 'caractêrisês par un
temps de rêponse très bref de l'ordre de quelques milli-
secondes,
• les phénomènes hydrauliques sont beaucoup plus lents
et atteignent la seconde,
• et les phênomènes thermiques sont pour leur part
encore plus lentsG ,
Si on envisage une rêsolution simultanée des trois êqua-
tions magnéto-hydro-therrnodynamiques,la discrêtisation des termes
en ~t va conduire ! choisir un pas de temps nêcessairement
compatible avec le phênomène le plus rapide (le problème magnê-,
tique), ce qui va conduire à rêaliser un très grand nombre de
calculs inutiles pour les problèmes hydrothermiques et donc
augmentera inutilement le budget de l'êtude.
Cette re~arque conduit donc également A aborder les
problèmes de couplage à l'aide de systèmes distincts qui·ne se
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·synchronisent" que lorsque le temps de réponse caractéristique
de chacun le nécessitea
A. VI·.3 NATURE MATHÉMATIQUE DE LA VARIPa LE
Enfin, on doit considérer également des cas od la nature
de chacune des équations conduit ! choisir des variables de type
mathématiquesdifféren~pourles composantes de l'inconnue.
Dans l'exemple que nous avons déjl cité, l'équation
des phénomènes magnétiques est une équation linéaire (car les
propriétés des matériaux mis en oeuvre v e~ cr sont des cons-
tantes)e Lee sources de courants d'excitation étant souvent
sinusoldales, l'utilisation des nombres complexes s'impose pour
modéliser la variable A potentiel vecteur. Or, les équations
thermiques et hydrauliques demeurent intrinsèquement non liné-
aires et imposent donc l'utilisation de nombres réels.
Malgré de nombreuses tentatives,il nous a semblé im-
possible de concevoir une méthode qui permette de traiter simul-
tanément une inconnue globale dont certaines composantes
seraient réelles et dOautres seraient de type complexe.
LA encore il faut envisager le traitement de chacune
des équations séparément.
A.VI.4 TRAITEMENTS SIMULTANÉS ET TRAITEMENTS PARALLÈLES
Nous avons donc envisagé le traitement des couplages
suivant deux méthodes très distinctes.
METHODE DU TRAITEMENT SIMULTANE
Dans cette méthode l'inconnue est alors considérée
comme une variable vectorielle dont toutes les composantes
doivent être de même type ~ REELLES ou COMPLEXES.
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Les algorithmes de traitement des dêrivêes temporelles
sont appliquês simultanêment à toutes les composantes de l'in-
connue, à savoir :
• même pas de temps dans le cas des composantes de type
rêel,
même pulsation dans le cas des composantes de type
complexe.
Chacune ·des composantes doit être dêfinie sur tout le
domaine de l'êtude.
METHODE DE TRAITEMENTS PARALLELES
Dans cette approche chaque phênomène ~st traitê sépa-
rément, et conduit à un système autonome (qui peut, bien entendu,
concerner une variable vectorielle).
Dans un tel cas ,chaque système peut mettre en oeuvre
une variable de type mathématique diffêrent (Réel, Complexe)
des constantes de temps ou des pulsations distinctes et divers
domaines d'étude.
On peut alors envisager un traitement multiprocesseur
.ou monoprocesseur pou~ lequel il devra y avoir d'une part un
partage des rêsultats de tous les systèmes· (afin de pouvoir
mettre à jour les termes de couplage) et d'autre part un programme
superviseur assurant la synchronisation de l'ensemble des réso-
lutions suivant une stratégie compatible avec les divers temps
de rêponse de chacun des systèmes physiquesg
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AaVII CONCLUSION
Tout au lonq de cette première partie nous avons montrê
sur de nombreux exemples comment la mêthode des êléments finis
pouvait modêliser divers phénomènes physiques,reprêsentês par.
leurs êquations aux dêrivées partielles.
Au terme de chacune des êtudes que nous avons dêtail-
lêes~nous avons obtenu un ~ystème d'équations algêbriques linêaire
~~ non linéaire l rêsoudre. Il serait idéal que l'essentiel
du travail du chercheur consiste à êtablir les formules théo-
riques qui constituent Ces êquations discrétisêes.
En fait d'une manière génêrale, une fois que l'on a
ob~enu les formules des êquations discrêtisêes l résoudre, il
faut se plonger dans une phase de programmation extrêmement
longue et fastidieuse-'et qui demande de très bonnes conAais-
sanees en informatique.
Nous nous sommes donné comme but de concevoir un système
informatique qui permette au chercheur de dêcrire conversation-
nellement les êquations discrêtisêes l rêsoudre. Toute la
technique informatique sera prise en charge par le système ain-
si conçu.
Nous allons montrer,dans la deuxième partie de ce
mêmoire ,comment une telle description est possible et surtout
comment un p~ogr~e gênêral peut rêsoudre n'importe quel pro-
blême concret selon n'importe quels jeux d'équations descript~­
bles par notre système.
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Afin que le fruit de notre travail ne soit pas seulement
d'ordre théorique nous avons tenté de concevoir un systême suf-
fisamment élaboré pour pouvoir prendre en compte chacun des
modêles numériques que nous avons donnés en exemple dans çette
première partie.
Nous tiendrons compte donc de la grande variété de
modêles de propriétês physiques/de conditions aux limites et de
sources pouvant intervenir dans des études concr~te~ Les phéno-
mènes transitoires devront pouvoir ,être traités par des modêles
divers (implicites, explicites, Crank-Nicholson, prédiction-
correction, nombres complexes). Les non-linéarités seDont prises
en compte avec une utilisation généralisêe de la méth9de Newton-
Raphson. Les équations vectorielles pourront être décrites dans
le cas de systèmes simultànément couplés.
Plusieurs systêmes.d'~quations seront descriptibles
isolément et pourront donner lieu à des stratégies de résolu-
tions complexes tenant compte d~couplages que l'on pourra
réaliser entre ces systêmes.
Enfin, nouS essaierons de tenir compte de la grande
diversité que peut présenter la méthode des éléments finis en
laissant une' grande souplesse dans le choix des polynômes
(ded~qrés variables et de types quelconques) ou dans les méthodes
de résolution de systêmes linéaires.
L'étude nous avons 'conduite est indépendante de la
dimension de l'espace d'étude choisi. Nos programmes seront
donc utilisables pour des problêmes en 1 •.2 ou 3 dimensions,





MÉTHODOLOGIE GÉNÉRALE DE TRAITEMENT
D'UNE ÉQUATION PAR LA MÉTHODE DES ÉLÉMENTS FINIS




Beaucoup de travail a été fait pour fournir aux ingé-
nieurs des outils de Conception Assistée par Ordinateur qui les
libèrent· presque totalement de l'emprise 'de la technique informa:tique
Aucune connaissance poussée dans. ce domaine n'est désormaia
nécessaire pour utiliser les grands logiciels interactifs.
Par contre, le physicien concepteur d'un logiciel aux
éléments finis et l'ingénieur de laboratoire qui veut adapter
un programme a ses propres besoins, doivent se "plonger" 4ans
cette informatique dévoreuse de temps'10 % de physique, 90 %
de programmation.
L'adaptation d 8 un logiciel à un nouveau domaine d'hypo-
thèses peut paraltre plus aisé. Mais bien souvent la documenta-
tion fait cruellement défaut, et l'expérience montre qu'il est
parfois plus rapide de construire un nouvel outil.piutOt que de
tenter de modifier un logiciel mal documenté.
Notre but est d'alléger au maximum le travail de pro-
grammation d'un nouveau système et également de rendre ce dernier
le plus évolutif possible afin de pouvoir l'adapter aux besoins
de chaque concepteur.
Les techniques de résolution de problèmes et de cons-
truction assistée de systèmes permettent A l' heure actuelle de
surmonter ces difficultés. Nous allons étudier en détail les
diverses étapes d'un tel processus/en nous appuyant sur les ex-
périences que .~ous avons pu réaliser.
Enfin, lorsque l'on peut disposer d'outi~d'aide à la
constructiQn de système, il faut se poser la question : qu'elle
peut être la structure globalela mieux adaptée aux besoins ac-
tuels de la CAO utilisant les éléments finis? C 8 est sur cette
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structure que nous ~onclu~~Ds en montrant quelques exemples
de rêalisation.
Avant ~e dêtailler la mêthodologie que nous prêconisons
il nous a semblê indispensable de situer notre travail parmi
les diverses approches qui s'offraient â nous et de justifier
les options que nous avons prises.
B.I DIVERSES APPROCHES POSSIBLES
D~ffêrentes êcoles se sont employêes â rêsoudre le
problème posê par· l'adaptation de la mêthode des êlêments finis
au traitement d '"êquatiohs multiples.
LES GRANDS LOGICIELS: tels NASTRAN, ASKA •.••. ces grands codes
traitent de façon relativement monolithique diverses équations.
De par leur taille, ils offrent un choix qui peut permettre au
physicien de trouver/parmi l'ensemQle des possiblitês de ces
systèmes,un modèle numêrique qui corresponde à ses besoins.
Mais,dans le cas oft aucun des modèles ne peut convenir, il est
pratiquement impossible à "l'utilisateur de pouvoir intervenir
pour adapter ces grands codes à son problèmeo Seule l'êquipe qui
a conçu le logiciel peut entreprendre des modifications, et
même dans ce cas, la complexité de ces programmes réduit ênormé-
ment les possibilitês d'extensibn~"La taille critique une fois
atteinte, un tel système ne peut p~us continuer à se dêvelopper
sans poser de gros problèmes de fiabilité. Ces systèmes sont
donc pratiquement figês mais ils ont une efficacitê optimale dans
leur domaine d'utilisation: les très gros problèmes.
LES SYSTEMES BIBLIOTHEQUES : le plus 'caractéristique de ces sys-
tèmes est certainement MODULEF. Par essence, ces systèmes se
veulent évolutifs, car composés de modules que l'on peut pro-
grammer sêparêment et que l'on peut assembler en r~spectant des
règles strictes. L'aspect documentaire devient dans ce cas pri-
mordial et la gestion d'un tel système est assez délicate. Mais
les progrès sont assez considérables ; en effet, le concepteur
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d'un nouveau système va trouver tout programmés un grand nombre
des algorithmes dont il a besoine Les éléments manquants devront
être réalisés au format standard. L'aide est donc appréciable
au point de vue de fa programmation mais elle est beaucoup moins
efficace au niveau de l'archit~cture de système. Enfin, il peut
être particulièrement difficile de se plonger dans toute la
documentation nécessaire afin de pouvoir dêgager les pièces utiles
1 une nouvelle crêation. L'utilisation de tels systèmes n'est
donc pas a la'portêe des chercheurs qui ne possèdent pas d'une
part une solid~.formation informatique et d'~ut~~ .~art Une très
bonne conna1~sance du contenu\·des bibliothèques.
LES SYSTEMES UTILISANT DES MACHINES ABSTRAITES
Le principe de tels systèmes réside dans la création
d'une machine. virtuelle adaptée au traitement des informations
très particularisées qui sont mises en oeuvre dans la méthode
des éléments finis. Des macro-instructions permettent de traiter
l'information,pes programmes utilitaires gèrent automatiquement
les données et les entrées-sorties.
La programmation d'un programme éléments finis doit
alors être effectuée dans un langage de haut niveau, géré par la
machine virtuelle. Un interpréteur traite alors l'exécution du
système ainsi construit. Cette approche, caractéristique des
travaux de Schrem [175] L172], est dans la droite ligne des sys-
tèmes de CAO bâtis sur le modèle de' IeES dans le· domaine U73]
U74] du génie civil. Dans une recherche antérieure nous avons
été amenés 1 travailler sur de tels s~stèmes (ESPACE, CASCADE)
qui ne mettaient pas en oeuvre la technique des éléments finis
mais dont la" base reposait sur le principe d'une machine abs-
traite ll58], [1621, [167] e Le travail nous a permis de mettre
en évidence les avantages/L.ais également les inconvénients/que
peut présenter ce type d'approche.
L'aide méthodologique est considérable car la structure
du' système devient· beaucoup plus simple grâce a la machine
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abstraite qui accepte un langage de très haut niveau. Toute la
partie algorithmique s'en trouve donc simplifiêe. Sur le plan
de l'êcriture de système,cette mêthode est certainement la plus
performante.
Les problèmes concrets se rencontrent gênêralement en
trois points cruciaux."
- Si les lanqages mis en oeuvre sont idêaux pour l'al-
gorithmique, ils sont par contre gênêralement assez
lourds et surtout assez peu performants pour le calcul
,numêrique (compilations puis interprêtation sur la
machine abstraite). Or,malgrê les progrès techno~ogiques,
la mêthode des êlêments finis met encore en oeuvre des
problèmes dont la taille peut entrainer des coOts pro-
hibitifs. On est alors tentê de faire rêaliser les cal-
culs par des modules FORTRAN qui posent à leur tour de
dêlicats problèmes lorsque l'on manipule des donnêes de
taille variable.
- La construction d'un système aux êlêments finis avec
ce type d'approche demande ~ l'auteur un degrê d'abstrac-
tion (et de formation) très poussé ce qui l'êloigne
encore plus de la physique et des mathématiques 'appli-
quêes.
- Enfin,contrairement aux systèmes' bibliothèques, la
programmation demeure totalement ~ la charge du concep-
teur et cela peut être fastidieux. En effet, la méthode
dès êlêments finis met en oeuvre des traitements immuables
inhérents ~ cette technique, dont les degrês de libertê
sont bien dêlimitês et pour lesquels une aide â la pro-
grammation pourrait être apportée au concepteur.
En conclusion des ces diverses approches, nous pou~ons.
constater oue la mêthode idêale n'existe pas et il n'est ~as de
notre prêtention de vouloir la crêer. Ce que nous allons proposer
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se veut pragmatique, gardant présent à l'esprit le but qué nous
nous sommes fixés au départ de cette recherche : faciliter la
tâche du concepteur d'un système d'éléments finis afin qu'il
puisse consacrer la plus grande pa~tie de son énergie l la modé-
lisation phY$ico-mathématique de son problème.
Nous avions donc,dès le début de notre travail, pris des
options bien déterminées (que nous avons justifiées dans des
publications prospectives [lSœ [16~.
PRINCIPE D~U SYSTEME GENERATEUR
L'aide que ~ous avons choisie d'apporter au concepteur
d'un système va être concrétisée tout d'abord par un programme
général,dénommé "générateur "1 qui v~ permettre la description con-
versationnelle assistée des équations l résoudre et des méthodes
utilisées pour les résoudre.
Nous appelerons systême objet tout système ainsi décrit
1 l'aide de notre générateur. Chaque système objet sera autonome
et pourra être.mis en oeuvre comme un système aux éléments finis
classique sans qu 8 aucune connaissance du générateur ne soit
demandée l son utilisateur.
On pourra donc sur. chaque système objet
10 découper un sujet en éléments finis
2. affecter propriétés et conditions aux limites
3. faire résoudre le problème réel ainsi décrit
·4. présen~er les résultats.
La partie la plus complexe l décrire est bien sQr la
résolution de problème qui dépend étroitement des équations
et des méthodes choisies. Le découpage en éléments finis e~ la
définition des propriétés et conditions aux limites peuvent
être généralisées à partir des informations fournies pour dé-
crire équations et méthodes. Les étapes 1,2 et 4 pourront être
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abstraite qui accepte un langage de très haut niveau. Toute la
partie algorithmique s'en tro~ve donc simplifiée. Sur le p~an
de l'écriture de systême,cette méthode est certainement la plus
performante.
Les problêmes concrets se rencontrent généralement en
trois points cruciaux."
- Si les langages mis en oeuvre sont idéaux pour l'al-
gorithmique, ils sont par contre génêralement assez
lourds et surtout "assez peu performants pour le calcul
,numérique (compilations puis interprêtation sur la
machine abstraite). Or,malgrê les progrès techno~ogiques,
la mêthode des êléments finis met encore en oeuvre des
problèmes dont la taille peut entrainer des coQts pro-
hibitifs. On est alors tentê de faire réaliser les cal-
culs par des modules FORTRAN qui posent A leur tour de
délicats problèmes lorsque l'on manipule des données de
taille variable.
- La construction d'un système aux éléments finis avec
ce type d'approche demande A l'auteur un degré d'abstrac-
tion (et de formation) très poussê ce qui l'éloigne
encore plus de la physique et des mathêmatiques "appli-
quées.
- Enfin,contrairement aux systèmes bibliothèques, la
programmation demeure totalement à la charge du concep-
teur et cela peut être fastidieux. En effet, la méthode
dès éléments finis met en oeuvre des traitements immuables
inhérent~ A cette technique, dont les degrés de liberté
sont bien délimités et pour lesquels une aide à la pro-
grammation pourrait être apportée au concepte~r.
En conclusion des ces diverses approches, nous pouvons
constater oue la méthode idéale n'existe pas et il n'est nas de
notre prétention de vo~loir la créer. Ce que nous allons proposer
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se veut praqmatique o gardant prêsent l l'esprit le but qué nous
nous sommes fixés au départ de cette recherche : faciliter la
tâche du concepteur dftun système d'éléments finis afin qu'il
puisse consacrer la plus grande pa~tie de son énergie à la modé-
lisation phY$ico-mathêmatique de son problème.
Nous avions donc,dès le début de notre travail, pris des
options bien déterminées (que nous avons justifiées dans des
publications prospectives [1581 [168] e
PRINCIPE D~U SYSTEME GENERATEUR
LOaide que ~ous avons choisie d'apporter au concepteur
d'un système va être concrétisée tout d'abord par un programme
génêral,dénommé ft générateur "1 qui va permettre la description con-
versationnelle assistée des équations 1 résoudre et des méthodes
utilisées pour les résoudre.
Nous appelerons système objet tout système ainsi décrit
1 l'aide de notre générateur. Chaque système objet sera autonome
et pourra être mis en oeuvre comme un système aux éléments finis
classique sans qu'aucune connaissance du générateur ne soit
demandée 1 son utilisateur.
On pourra donc sur, chaque système objet
1. découper un sujet en éléments finis
2. affecter propriétés et conditions aux limites
3. faire résoudre le problème réel ainsi décrit
4. présen~er les résultats.
La partie la plus complexe à décrire est bien sQr la
résolution de problème qui dépend étroitement des équations
et des méthodes choisies. Le découpage en éléments finis et la
définition-des propriétés et conditions aux limites-peuvent
être généralisées à partir des informations fournies pour dé-
crire équations et méthodes. Les étapes 1,2 et 4 pourront être
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igu~e 2 Géné~a~eu~ et ~y~tlme obie~.
traitêes par des programmes gênêraux,programmês par nos soins
et s'adaptant automatiquement â la description fournie pour
1 'êtape 3 qui constituera donc l'essentiel du travai.~ d'un con-
cepteur de systême.
Nous n'avons pas retenu le principe de la machine abs-
traite pour l'ensemble de notre approche, en effet nous montre-
rons que le traitement ,de l'information êlêments finis peut
être dissociê en deux niveaux hiêrarchiques bien distincts grâce
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aux concepts de stratégie de résolution et problèmes potentiels
61êmentaires que nous définirons au: chapitre suivant. L'idée
de base de cette approche est de séparer l'algorithmique clas-
sique que l'on rencontre dans tout problème d'une part, de la
technique très particulière aux éléments finis d'autre part.
Nous exposerons ensuite comment la description de pro-
blèmesl l'aide d'un graphe d'enchalnement d'opérateurs permet
de d~finir a la fois les êquations 1 résoudre et la structure du
système éléments finis qui les traitera. Grace a cette approche
l'utilisation de biblIothèques d'opérateurs assouplit considéra-
blement la tAche du concepteu~od'un'systèmeobjet.
L'aide apportée sur le plan de la programmation est
donc presque totale puisque le concepteur n'aura généralement
qu'a choisir ses ·opérateurs dans les bibliothèques conçues a cet
effet. Sur le plan de l'algorithmique 8 il recevra une aide per-
manente puisque l'outil de description de problèmes le guidera
pas a pas suivant une méthodologie rigoureuse contrOlée par le
générateure
On peut donc considérer que notre systèm~ repose essen-
tiellement sur une méthode de description/résolution de problèmes
qui met en oeuvre des bibliothèques d'opérateurs.
Néanmo.ins, nous montrerons. que le traitement de sujets
complexes (non linéaires, dépendants du temps,systèmes couplés,
etc ••• ) ne peut pas être ramené 1 la rés~lution d'un seul type
de problème mais 1 l'enchalnement de plu~ieurs traitements
successifs. C'est dans ce domaine (la stratégie de réso~,ution)
que l'approche mettant en ~euvre une machine abstraite peut
porter des fruits de façon performante.
Le langage de programmation choisi, le FORTRAN, permet
de traiter avec une grande efficacité d'exécution tous les cal-
culs nécessaires ; ce qui garantit des temps de réponse accep-
tables pour les systèmes objets générés. Seuls des modules de
traitement numériques (les opérateurs) devront·être programmés
dans ce langaqeo En dehors de cette derni~re tâche tout le
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travail d'un concepteur de systême objet sera gêrê par le gênê-
rateur de façon totalement conversationnelle et assistêe.
Le point de vue de 'l'utilisateur d'un systême objet ne
doit pas non plus être laissê de côtê car il ne faut pas oublier
que le but final n'est pas la construction d'un systême mais son
utilisation : et cela bien sQr par une autre personne que le con-
cepteur lui-même. Dans'ce domaine noùs avons bênêficiê de l'ex-
périence que nous a apportêe l'utilisation industrielle du logi-
ciel FLUX [58], n54], n56]. Les outils que nous avons implantês
ont êté rêalisês sur ces bases (en apportant quelques amêliora-
tion9 par rapport à la version diffusée aujourd'hui). Cela ga-
rantit une qualitê d'interactivitê, que nous espêrons suffisante,
pour chacun des systêmes objets construits par notre gênérateur.
Enfin, nous montrerons comment la documentat~on interne
.et externe d'un tel systême a été réalisée afi~ que la plupart
des documents nécessaires puissent être élaborês' autom~tique­
ment, facilitant ainsi la mise au point et la'maintenance selon
des normes industrielles.
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B,II LES CONCEPTS DE BASE
S1 nous considérons les diverses discrétisations que
nous avons P7ésentêes dans la première partie, nous pouvons
mettre en évidence deux niveaux bien distincts d~ns l~traitement
d'une êquation·par la méthod~ des éléments finis.~
B.II,l RA~GIE ET RB~ME POTENTIELS
La stratégie de résolution : elle peut être concrétisée
par l'algorithme de Newton-Raphson, de Newton-
Kantorovitch, etc ••• ( pour un système non linêaire
• par les mêthodes classiques : implicite, Crank-
Nicholson. Prédiction correction, etc ••• , pour le
traitement des variables temporelles ;
~ par des bouclages entre êquations couplées, traitées
pax: des systèmes d'équations distincts'" ou résolues
par des traitements simultanês.
Les problèmes élémentaires : ils doivent être résolus
successivement au cours de la mise en oeuvre d'une stratégie.
p~ ~xempl~ la mlthod~ ~wton~Raph4on va demande~ le
t~aitement d~ deux type4 de p~obllme4 d'lllment4 oini4.
- ~l4olution de l'l.quaUonli.nl.a~i4l~ pa~ une mlthode
, .
di~e~te pou~ obteni~ le4 v4leu~4 initiale4 app~ochle4
de4 .i.nconnue4,
- ~l4olution4 itl.~l.e4 de l'l.quation Jacobienne du 4Y4-
t~me non linlai~e.
La mlthode p~l.di~t.i.on ~o~~e~tion néee44ite le t~aitement
de 3 type4 de p~obllme4 g
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- u~ili~a~ion d'une di~c~l~i~a~ion imptici~e pou~ dlma~­
~e~ te p~oce~~u~ (elte-même compo~le de~ deux ~ype~.de
p~obt~me~ u~ili~l~ pa~ la mé~hode de ew~on-Raph~on).
- ~l~otu~ion i~é~ée de la di~c~é~i~a~ion de C~ank-ichol~on
non linéai~e.
Nous constatons que le traitement d'une même êquation.
peut donc être effectuê_ par diverses stratêgies et qu'au sein
d'une même stratêgie plusieurs types de problêmes êlêmentaires
doivent être successivement rêsolus.
D'a~tre part, la stratêgie de rêsolution met en oeuvre
des algorithmes gênêraux qui sont totalemen~ indêpendants de la
mêthode des êlêmen~s finis, alors que c'est la construction de
chaque problême êlêmentaire qui utilise cette technique.
c'est pourquoi nous traiterons de façon totalement dif-
fêrente ces deux niveaux. Nous allons tout.d'abord analyser les
mêthodes de rêsolution des divers problêmes êlêmentaires qu~
peuvent être obtenus! partir d'êquationsque1conquespuis nous
reviendrons sur le traitement des stratêgies ! la fin de ce
volume.
PROBLEME REEL ET PROBLEME POTENTIEL ELEMENTAIRE
Un problême élêmentaire ! rêsoudre dêpend d'une part,
de l'êquation caractêrisant le phênomêne physique êtudiê mais
bien entendu aussi de l'objet êtudiê. Comme nous l'avons vu dans
le principe d'un gênêrateur permettant la construction d'un
"système objet", ce dernier pourra servir! la rêsolution d'une
infinitê de problêmes concrets (dans lesquels les formes et les
matêriaux pourront varier) •
. Au sein d'un même systême" objet, l'ensemble de tous
les problêmes rêels êlêmentaires, que l'on peut construire en
dêcrivant divers sujets d'êtude, forme une classe d'êquivalence.
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c'est cette classe d'êquivalence que nous dênommons
PROBLEME POTENTIEL et aui nous permet de faire abstraction des
dêcouoaqes concrèts traitês et des matêriaux rêels les consti-
tuant, pour ne prendre en compte que les aspects de mêthode de
rêsolution de problêmeset de description d'êquations.
B.II.2 NOTION D'~RAEUR ~~MEAIRE
Dêtaillons les diverses êtapes qui composent la rêso-
lution d'un problême êlêmentaire : il est toujours constituê
par la construction et la rêsolution d'un systême linêaire (prin-
cipe intrinsêque de la discrêtisation). Le systême linêaire est
obtenu par assemblage de la sous-matrice et du sous-vecteur
second-membre correspondant A chacun des êlêments.
Chaque sous-matrice ou sous-vecteur est donnê par la
formule de l'êquation discrêtisêe, A laquelle on a appliquê une
mêthode de linêarisation.
Citons quelques exemples que nous avons dêjA dêtaillês
. dans la premiêre partie:
Cas du problême de diffusion thermique non linêaire (cf lêre
partie ch. IV ) ; aprês une discrêtisation temporelle implicite}
l'êquation â rêsoudre s'êcrit : (equ. (11) Ch.A.IV p.39)
(1) .l~ fc~~ -ffI~. !(:.~ + JJJ~< ye" V UT" At +Iff'V(3< .(~{f 'VT:.) ll.~
4- ffr,(3.. ~~" Al:- +.K~i e~-r:1-r;; A~p,,'.. A.t+ fft.. ('t."A~+~~1E.s;,1:~
dont nous avons montrê que la matrice Jacobienne êtait composêe
des termes matriciels suivants- : (equ. (12) à (19) Ch.A.IV p.40)
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+illv. VT" (d (9C )) ~~Di.j +([fl~-i .(k f~)+f((~k)t Vf,,). r~~j+l(~,,~d.~ ~T., JJln. ~ cT t\ ~r" j
+il;n~ (3~~ +i»~e~-r:3r-i~j +K:~::~"~1-tr~~~i~djll:4:;)~~'
ft r' r
Cas de l'êquation de Navier -Stokes en 2 d~ensions l v1s~os1té'
constante (simplification de lUêtude générale conduite au chapitre v de
la 1ère Partie Equations (6) â (8) ppe45, 46)
Dans ce cas nous sommes en présence d'un systême
d'êquations intrinsêquement non linéaires de par la présence des
termes en~ U.Vu et U.VVe
Parmi les équations 6 caractêristique~ des phénomênes
classiques· de conduction-convection-diffusion-rayonnement, on
peut remarquer que les formules obtenues dépendent d'une part
de l'équation de départ à résoudre, d'autre part de la méthode
utilisée pour séparer les variables d'espace et de temps et pour
linéariser les problêmes obtenuse
Or ces méthodes mettent en oeuvre des opérateurs très
simples
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• combinaisons linêaires de matrices pour la discrêtisa-
tion des dêrivêes temporelles par la mêthode des diffê-
rences finies,
• dêrivation des systêmes matriciels non linêaires pour
les mêthodes de traitement des non-linêaritês.
Si nous qênêralisons les êquations prêcêdemment êtudiêes
.nous pouvons obtenir la formulation suivante
(G) [L] {~~} + [M] {I} {KS} + {XV}
d~ns laquelle :
• [L] ct [Ml sont des matrices dont les termes peuvent
êventuellement dêpendre des inconnues,
• {KS} le vecteur des sources (ou de leurs êquivalents) .
indêoendantes du temos.
• {KV} le vecteur des sources êvolutives.
L'ensemble des mêthodes de construction de systêmes
linêarisêsque nous avons êtudiê peut être obtenu à l'aide de
simples combinaisons d'expressions matricielles,mettant en oeuvre
les matrices dêjà rencontrêe~ (en divers instants de discrêti-
sation temporelle) et les dêrivêes de ces expressions par rap-
port à l'inconnue l, lorsaue ces êauations sont non linêaires.
Pour toutes les êquations oue nous avons traitêes. on

























(L ~1{;~ t + ['1) {I1- KS + KVfl
[Ln-il t~~-t [M.J[Il-~ KS + KVn_i
[;r ([M](I})) =[M}+ [DM)
I;I (fL] {I}) [L) + [DL]
On peut certainement envisager des méthodes 'de traite-
ment qui fassent intervenir d'autre~types.de matrices mais, dans
tous les ~as,les matrices mises en jeuJ seront toujours peu nom-
breuses et directement définies l partir des matrices constituant
l'équation de départ.
L'ensemble des matrices qui permettent de mettre en
oeuvre les diverses méthodes de résolution sont dénommêes
"MATRICES CONSTITUTIVES,".
La fo~ule qui permet de construire un système discrétisé
linéarisé à l'aide de ces matrices est appelée a'OPERATEUR DE
C~UCI" e
Nous pouvons reprendre les, exemples d'éauatlon~ déjà
citées en leur appliquant les concepts que nous venons de définir.
L'équation de. la diffusion thermique non linéaire
s'écrit alors
rL ] T 'fM]T' A~li n-1 11\-1 + L ~ n
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dont la matrice Jacobienne s'êcrit :
(12)







·[LL= [".~ = [lfJ.J2YC11I(3."'j]
· [M] ..=lc" foi V. V..Ij -l-fl(3~. (k..t V..Ij)+!(~-ii -+-~E~l:3~..'1J
·(DLt =IDL1:. (~t(3",4ljl·. .
·[D~i lJffA".i(~~. oI~ _ .
(17). [D~]~W.A:"et1.,~.1+ff~;~,.tvr~.V(3•.~j+.~!~1
. +3~u~~ (3~ol1 ~ffr:~~Çl~idj -ffr~,,~~t~~dj
·(kS) = fJJl (3-, 'l4]
-[k V] .. =aff)-i ~~" +IL ~-i (T." -4-ffr~~ ê~t;;]
Dans le cas de l'équation de Navier-Stokes dêjl prê-
sentêe/la fo~ulation de l'êquation qlob~le demeure identique
(20)
mais l'inconnue est alors vectorielle et les matrices sont d'-
finies par bloc.




Dans les exemples que nous venons de citer nous .pouvons
remarquer que chaque matrice constitutive est la somme de plu-
sieurs soùs matrices. Dans le cas 00 l'inconnue l est vectorielle
(cf équation de Navier-Stokes par exemple) les matrices consti-
tutives doivent être définies par "bloc".
Les matrices qui composent (par bloc) chaque matrice
constitutive sont appelées les "matrices intégrantes".
LDaction de combinaison des matrices intégrantes pour
obtenir les matrices constitutives est dénommée "opératéur de
constitution""
Donnons à nouveau quelques exemples de matrices inté-
grantes rencontréeso
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terme principal de stockage
terme principal de convection forcêe
TEl i ,.= ff!. T (llf) Bia). terme jacobien de stockage:Il n aT n
SECij= !!~ VB i .(k) #Va j ) terme principal de conduction anisotrope
SEC!i;: ff~(~;)~.va~aj terme jacobien de conduction anisotrope
SEFi j = !!h(fC)nB1V.VŒj)













terme principal de convection libre
terme jacobien de convection libre
terme principal de rayonnement
On peut remarquer que tous les intégrants sont composés
d'expressions polynômiales (projection et interpolation) des
dérivée's de ces expressions, et des propriétés physiques provenant
soit des matériaux qui constituent l'élément (l,v,k ••• ) soit
des propriétés qui caractérisent les conditions aux limites de
. aANeumann non homogêne (~, h, hTa , ••• ). Pour la plupart, ces
valeurs ne sont pas constantes sur un élément. Ceci justifie A
priori une intégration par méthode numérique qui s'impose égale-
ment si o·n utilise des éléments curviligne.s.
Nous dénonunerons "calcul d'intégrant" l'opérateur
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permettant d'évaluer une matrice intégrante.
Pour pouvoir effectuer son travail, cet opérateu~ ~pose
le.. calcul préliminaire des propriétés intervenant dans la fo~ule
de-·;:la matrice intégrante, ce qui doit être x:éalisé l 11 aide de
l'opérateur "calcul de propriété"", Il en est de même pour les
polynomes évalués par l'opérateur "calcul de polynome".
Enfin, le choix des formules d'intégration au sein de
l'êlêment("àbscisses et poids')compte tenu des géométries curvi~
~lgnes ,constitue le dernier degré de libertê concrétisé par
l' op.érateur 8Iformule d' intégration"s
Nous venons de montrer que la résolution de tout problèm~
élémentaire peut être effectuée par l'enchalnement des huit
classes d'opérateurs suivants
1 • Formules d'intégration
Coordonnées & poids d'intégrations
2· e Calcul des polynômes
Valeurs de~ polynômes et dérivées aux points d'intégration
3 e Calcul des propriétés
Valeurs des propriétés
4 • Calcul des intégrants
'.Sous-matrices· ~t sous-vecteurs intégrants
5 • Constitution
Sous-matrices et sous-vecteurs constitutifs
6 • Contruction du système linéarisé
Sous-matrice et sous-vecteur d'assemblage
7 . Assemblage
Matrice et deuxième membre du système
8 • Résolution du système linéaire algébrique
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B.III DESCRIPTION D'UN PROBLEME POTENTIEL
Pour dêcrire un problême potentiel nous avons ! notre
disposition les opérateurs qui ont été définis au pa~agraphe pré~
cédent. Il faut ajouter la notion de vàriable (traitée par ces
opérateurs) pour que le langage de description que nous proposons
soit complet.
B.III.l TYPES DES VARIABLES
Deux types de variables doivent être considêrés~
• celles qui dépenden~ de l'équation ou des méthodes de
traitement
• celles qui sont immuables et qui ne dépendent que de
la technique des éléments finis.
Ces derniêres constitueront les variab~es prédéfinies,
implicitement connues par le systême et dont la définition ne
sera pas! la charge du concepteur d'un systême objet. L'analyse
de l'ensemble des opérateurs utilisés par notre méthode conduit















1 termes temporels à l'instant n
n



















dérivêe partielle 4es-~.œrmes temporels, partie non
linéaire ~ l'instant n
dérivée partielle des termes temporels, partie non
linéaire! l'instant n-1
termes dOespace à l'instant n
termes d'espace 1 l'instant n-l
dérivée partielle des termes d'espace, partie non
linéaire 1 l'instant n
dérivée partielle des termes d'espace/partie non
linéaire 1 l'instant n-l
termes sources statiques
termes sources êvolutives à l'instant n
termes sources évolutives à l'tnstant"tt-l
Remargue : Vu la grande généralité des matrices constitutives,
nous n'avons pas choisi de laisser au concepteur la possibilité
de les 'définir 'lui-même.
Dans le cas oa une méthode de traitement mettrait en
oeuvre d 8 autres matrices constitutives, c'est au gestionnaire du
système générateur qu'il revient de modifier ces variables pré-
définies. (Cette action est tout-à-fait compatible avec les
techniques dé traitement mises en oeuvre qui sont t9utes indé-
pendantes du nombre et du type des matrices ~onstitutives·choisies).
Les variables qui doivent être définies par le concep-
teur d1un système objet sont les suivantes :
• L'inconnue principàle (nom de chacune des composantes),
type réel'ou complexe
• Chacune des matrices intégrantes (on ne p~end en ~ompte
que de~ va~iable~ de type ~lel, mai4 qui peuvent êt~e
de4 ~~alai~e4, de~ ve~teu~4 ou de4 tableaux quel~on­
que4 (ten4eu44), le4 p~op~iltl4 de type complexe
do~vent êt4e dé~~ite~ 40U4 6o~me d'un ~ou~le de deux
~éel4 aDb ou ~De)
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Chacune des matrices intêgrantes, qui sont toutes du
type rêel et peuvent être constituêes soit d'un vec-
teur (homogène. A une source) soit d'une matrice carrêe
dont la symêtrie ou la dissymêtrie dêpend de l'opêra-
teur qui l'êvalueo
A ces dêclarations prêliminaires il convient d'ajouter
le choix des, options globales qui dêfinissent :
:CLa dimension de l'espace d'êtude 10, 20 ou 3D
:CLe degrê des polynômes d'interpolation: et de projec-
tion (on a prêvu de pouvoir traiter les degrês 1,2,4).
B.III.2 D~CARAI DES ~RAEUR
Tous les opêrateurs que nous avons prêsentês précêdem-
ment sont gêrês par le système gênêrateuro
Les opêrateurs prêdêclarés
Dans chacune des classes d'opêrateurs que nous avons
prêsentêes, l'opêrateur"vid~peutêtre utile. Il est donc prê-
dêclarê par le système gênêrateur.
Tous les opêrateurs déclarês lors d'utilisations prêcê-
dentes au cours de la construction de systèmes objets peuvent
être mêmorisês. Cette tâche assez fastidi'euse ne sera- donc pas
à la charge du descripteur d'un nouveau système.
C'est donè seulement les nouveaux opêrateurs que le con-
cepteur d'un système objet devra dêc~arer de la même manière que
les variables.
Le langage de description est alors complet et permet
la dêfinition de chaque problème potentiel.
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B.III'1I3 DESCRIPTION ~RAIEE D'UN RB~ME POTENTIEL
Par définition/la résolution d'un problême potentiel
s'achève immuablement par. l'assemblage du systême linéaire
global et la résolution de ce systêmeo
Le seul degré de liberté de ces deux étapes è~ lié
au choix de l~opérateur de résolution qui définit :
\
SymétriqUe
s la structure de la matrice ou
dissymétrique
• son mode de stockage
-Ce qui est intrinsèquement caractéristique d'un problème
potentiel est donc le choix :
• de l'opérateur de construction
• de la liste de matrices intêgrantes composant chacune
des matrices constitutives mises en oeuvre par l'opéra-
teur de construction.
Ces deux étapes très s~ples définissent en effet tota-
lement l'êquation â traiter et la méthode mise en oeuvre pour
la résoudre. Illustrons ceci par un exemple simple.:
Dana le cas de l'équation thermodynamique déjà étudiêe,
nous aurons décrit totalement l'équation si nous choisissons
comme opérateur de construction :
[L]I - [LOllO + ât [M]I = ât (KS + KV)
dont la matrice Jacobienne est :
[L] + [DL] - lOLO] +ât ([M] + [DM])
et si nous définissons chacune des sous-matrices constitutives
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â l'aide des intêgrants qui les composent.
Par exemple la matrice M sera composêe de
intêgrant nommê SEF
+
ff r (h)n61Cl. j






En pratique la description d'un problême potentiel êlê-
mentaire peut être facilement rêalisêe de façon interactive,
uné fois que les opêrateurs mis en oeuvre ont étê décrits et
lorsque les variables concernêes ont êtê définies •
• Le concepteur d'un systême objet doit tout d'abord
choisir l'opérateur de construction de systêmescorres-
pondant, (parmi l'ensemble des opérateurs de ce type
prêsents en bibliothêque).
• Le programme génêrateur a alors accês A la liste des
matrices conititutives utilisées par l'opérateu~ choisi;
il peut alors demander au concepteur, pour chac~n~~es
matrices constitutives nécessaires, la liste des matri-
ces intégrantes qui les composent.
Le gênêrateur dispose alors de toutes les informations
nécessaires â la construction d'un problême objet potentiel.
Lorsque l'utilisateur d'un systême objet va demander la
rêsolution d'un problême réel, l'outil gênéral de résolution va
consulter d'une part le problême potentiel préalablement dêcrit
et d'autre part. les données concrêtes qui définissent le problême
réel (topologie du découpage/coordonnées des points, valeur des
propriétés physiques)'. Nous allons décrire le principe de
.~
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fonctionnement de cet ·algori thme"
B.IV- TRAITEMENT D'UN PROBLEME REEL
Le mode de traitement d' un probl.ème réel repose sur le
principe suivant : po~ chaque problème l'algorithme construit
un graphe de dlcision qui va définir les oparateurs .et les varia-
ble. nacessaires 1 sa rlsolution•
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B. 1V.I STRUCTURE G~~RAE DU GRAPHE
Rappelons briêvement l'enchalnement des opêrateurs qui
composent un problême potentiel ,élémentaire.
1. calcul des formules d'intégration
2. calcul des polynômes
intêgration 3. calcul des propriêtês
4. calcul des sous-matrices intêgrantes
s. calcul des s.,~us-matrices\.<:onsti tutives
6. construction du sous-système linêaire
rêsolution r· assemblage8. rêsolution du systême linéaire
L'êtapé de résolution 4~ systême est au~onome et succêde
! l'assemblage qui est constituê d'une boucle classique sur
l'ensemble des êléments. En outre, on suppose que les sous-matrices
d'assemblage ont êtê stockêes au préalable sur disque: les
phases 7 et 8 sont dênommêes phase de rêsolution. Les phases l
! 6 composent ce que nous dénommerons la phase globale d'intégra-
tion. Nous avons pris l'option de traiter la succession de ces
étapes pour chaque êlêment de fa'çon totalement indêpendante (ce
qui est particuliêrement bien adaptê 'A des structures de calcu-
lateurs multiprocesseursparallêle~.Nous allons dêtailler, pour
un êlêment quelconque/comment le programme de résolution de pro-
blêmespeut calculer les matrices d'assemblages correspondant ~
l'êquation dêcrite dans le problême potentielo
Pour chaque élêment,l'algorithme procêde en deux temps
• Analyse du graphe de dêcision qui permet de définir
les variables et les opérateurs nécessaires au calcul
de la sous-matrice d'assemblage et le sous-vecteur •
• Calcul de ces valeurs! l'aide desopêrateurs dêfinis
par le graph~ suivant l~ordre donné par ses niveaux suc-
cessifs.
· _pi1-~ Sfl-_4l ~'!!.4.f~;~ .:t~raj~
Er ]Y
<LI:ë ~ ~i;~ l
t1ec:~t.u
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B.IV.2 ~~UCI DU GRAPHE DE DÉCISION D'UN PROBLËME RÉEL
Deux sources d'information sont utilisêes par l'algo-
rithme.
• La description du problème potentiel : (fournie par
le concepteur d'un systême objet 1 l'aide du gênérateur).
o Le problème réel : le découpage du domaine et la dé-
finition de ses propriétés (fournis par l'utilisateur
du système' objet).
!2!yg_9!9!!!2~~!!_!
A chaque problème potentiel est associé un seul opêra-
teur de construction.• L'algorithme en déduit la. liste des matrices
constitutives qu'il faudra calculero
!2!B9_9!9!!!2ee!!_~!
Pour chaque matrice constitutive sêlectionnêe par le
niveau précédent l'algorithme trouve dans le problème potentiel
la liste des matrices intégrantes qui les composent.
~2!yg_2!9!!!2BB!!_!!!
Pour chaque matrice intégrante plusieurs opêrateurs de
calculs peuvent être mis en oeuvre pour les évaluer (selon l~
type de la propriété discriminante 6 cf § B.V.4) ; l'alg9rithme
consulte alors la description de la matrice intégrante dans ~e
problème potentiel ; il Y trouve le nom de la propriêté discri-
minante. Il scrute alors les donnêes du problème réel pour dêter-
miner le type de la propriété discriminante de l'élément en cours
de traitement. Cela permet donc de sélectionner l'opérateur de
calcul de matrice intégrante nécessaire.
~9!Y9_9!5!!!2aB!!_!Y
Le problème potentiel fournit pour chaque opérateur de
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matrice intégrante la liste des propriétés nécessaires â son
calcul.
~~~9_9~2~!~nn~!_Y
Le problême réel (notamment les propriêtés de l'élêment
en cours de calcul) permet de déterminer l'opérateur que l'on
doit utiliser pour càlculer chaque propriété.
~~~g_g!2!!!nn~1~Y!
Quand un opérateur de calcul de propriété a besoin â son
tour d'une autre propriété/le problême potentiel décrit la liste
des propriétês nécessaires.
Ces deux derniêres phases sont donc récurrentes jusqu'â
ce que toutes les propriêtés nécessaires soient fournies par des
modêles ne nécessitant pas le calcul de nouvelles propriétês
(aucune récursivité n'est bien sOr permise â ce niveau).
Il s'agit alors de déterminer, selon. le type d'élément,
les opérateurs de calcul de polynômes nécessaires. C'est le
problême réel qui fournit cette information.
~~yg_g~g!!!nn~!_Y!!!
Le type d'élément permet également le choix de l'opêra-
teur formule d'intégration.
B.IV.3 EX~CUI DU GRAPHE
Lorsque l'algorithme d'analyse de problême rêel a cons-
truit le graphe, il dispose de la liste de toutes les informations
à calculer et de tous les opérateurs nécessaires. Il lui suffit
alors d'enchaîner le calcul de ces opérateurs'. Deux piles peuvent
servir â cet enchaînement, d'une part la liste des opérateurs
et d'autre part celle de leurs interfaces d'entrée. Grâce au mode
d'analyse du graphe,un opêrateur trouvera toujours dans la pile
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d'interface les informations qui lui sont nécessaires et qui
auront. été automatiquement,calculées au préalable.
Nous ne détaillerons pas plus le traitement technique
de ce~ informations mais il est êvident que l'on peut l'adapter
aisément l une machine multiprocesseur (en construisant plusieurs
piles) et que l'on peut optimiser le nombre d'opérateurs utiles
en détectant d'éventuelles répétitions.
B.IV.4 ENCHAtNEMENT DYNAMIQUE DES ~RAEUR
Afin de pouvoir concevoir un programme général capable
de traiter tous les problèmes potentiels descriptibles par le
générateur et tous les problèmes réels posés par les utilisateurs
de chaque système objet, il faut disposer :
- d'une gestion dynamique de mémoire au sein de bases
de données qui concrétisent problème potentiel et pro-
blème réel.
- de la possibilité d'appeler dynamiquement l'un quel-
conque des opérateurs d'une même classe.
Cette dernière particularité, beaucoup moins classique, impose
la création d'outils informatiques spécialement conçus pour notre
système, (Appel dynamique de sous-programmes l l'exécution sans
que ceux-ci n'aient été définis lors de la compilation). En
effet, nous voulons que l'algorithme proposé puisse être programmé
et compilé une fois pour toutes sans que le concepteu~ d'un
système objet n'ait à le modifier. Nous exposerons dans la 3ème.
partie la réalisation technique d'un tel outil.
B.V DESCRIPTION DES OPERATEURS ELEMENTAIRES .-
Nous venons de mJnter comment il est possible de décrire
la rêsolutiondetout problême potentiel à lUaide d'un ehchalnement
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d'ooêrateurs~
Dans ce chaoitre nous allons dêtailler chacun des opêra-
teurs en caractêrisant les applications qu'ils concrêtisent
ainsi que leurs ensembles de dêpart et d'arrivêe.
De plus pour chaque cas nous dêlimiterons ce qui est
immuable (et donc peut être programmê une fois pour toutes) de
ce qui est êvolutif et doit être laissê au choix du concepteur
d'un système objet.
B.V.l OPÉRATEUR FORMULES n'INTÉGRATION,
Toutes les formules d'intêgration numêrique envisagêes
ici sont de la forme
fnfdO = ~ Pi f (Vi)
i'
oft Vi est le vecteurl~ des coordonnées des points
(dits points d'intêgrations) et Pi les poids associês A chacun
de ces points.
Gênêralement ces valeurs sont calculables une fois


















Les méthodes de Gauss sont les plus employées ; elles
utilisent en général peu de points dans chaque direction (maxi-
mum 10), mais dGautres formules peuvent être employées (notam-
ment pour les triangles, prismes ett~raêdres). Pour des raisons
de précision il faut êvite~ d'utiliser des points d'intégrati~n
dont les poids.~ssociés seraient de signes différ~nts ou de
valeurs trop disparates.
Oans' le cas d'éléments non réguliers ou curvilignes on
peut toujours trouver un changement de coordonnées qui ramène
l'intégration dans les bornes'-l ; +1 [25]. Il est alors néces-
saire de corriger les poids d'intégration i~ en les multipliant
par le déterminant de la transformation utilisée. Ceci peut être
effectué par un p~ogramme standard/indépendant des formules
d'intégration ~hoisiese
'Le concepteur d'un "système doit donc uniquement choisir
pour chaque type d'élément .mis en oeuvre dans-son projet, une
ou plusieurs formules d'intégration. L'opérateur "formule d'in-
tégration" réalisera donc l'application suivante
____-î-- .
NOMBRE DE POINTS 6 COORDONNEES DES POINTS, VALEURS DES POIDS.
B.V.2 ~RAEUR CALCULS QE ~YÔME
Le choix des polynômes d'interpolation dépend de trois
facteurs ~ D
- le type de l'équation traitée (doit-on assurer uni-
quèment la continuité de la variable ou également celle
des dérivées 1)& Ceci va déterminer la formule mathéma-
tique des polynômes nécessaires (pour les équations
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données en exemple. les polynômes de Lagrange conviennent).
- Le degré de l'interpolation choisie: On rappelle (cf
Navier-Stokes) que divers degrés d'interpolation peuven~
coexister dans un même système.
- La forme de l'élément interpolé.
Chaque opératèur "calcul de polynôme" doit donc concréti-
ser l'application suivante:
•• TYPE DE L'ELEMENT, COORDONNEES DES NOEUDS, CRDEE~
D'UN POINT ~
VALEUR. DES POLYNOMES, -V-AL--E-U-R-S--D-E-S--O-ER--IV-E-E-S-v
Remarque : LA encore les polynômes peuvent être définis directe-
ment sur des éléments réguliers normés, le passage l l'élément
fini curviligne étant effectué par un opérateur. programmé une
fois pour toutes/applicable A tous les opérateurs calcul de po-
lynôme (calcul des dérivées en coordonnées curvilignes).
B.V.3 OPËRATEURS CALCULS DE PROPRIETES
C'est dans ce domaine que la physique nous apporte la
plus grande variété de possibilités. Il est donc absolument im-
possible de concevoir un seul opérateur qui puisse modéliser
toutes les propriétés. Une très grande souplesse doit donè être
préservée.
Avant de passer à des opérateurs élaborés nous pouvons




Ces opérateurs devront donc faire partie du système et ne seront
pas 1 la charge d'un concepteurc
Pour les problèmes traités par couplage/il est fort
utile de pouvoir utiliser des propriétés qui ont été calculées
au préalable par un système aux êléments ~inis. Les polyn6mes
(que l'on a déjà présentés) peuvent donc fournir un moyen efficace
d'interpoler ces valeurs n()~·~:t-~s. Ce type d'opérateur peut· .égale-
ment être pré-programmé pour ne pas être l la charge du concep-
teur.
Il reste donc à définir la structure ~énêrale des opé-
rateurs que· le concepteur devra créer pour modéliser ses pro~
priétés. Nous avons prévu de fournir l ces opérateurs les infor-
mations suivantes
- les coordonnées des points od l'on doit calculer la
propriété XYZ
- la valeur du temps t
- la valeur de l~ variable principale aux points de cal-
cul (cha~ue composante dans le cas vectoriel) l
- la valeur du gradient ou du rotationnel de la variable
principale '(ou de ses composantes) VIi' VXl i
- la valeur d'une première propriété auxiliaire (ou de
son gradient ou de son rotationnel)
- la valeur d'une seconde propriété auxiliaire (ou de
son gradient ou de son rotationnel)
- une ~able quelconque définie par l'utilisateur qui
contiendra une liste de nombres réels (ce qui peut
servir â définir, des coefficients variables, pour des
fo~ules analytiques, des coordonnées·de points lors-
que les opérateurs modélisent des relevés expérimen-
taux, etcOlto)
- le nombre de valeurs de la table prêcédente.
notê :
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parmi toutes les expêriences que nous avons rêalisêes ou seule-
mentenvisag~es/cetopêrateur nous a paru largement suffisant.
Il pe~met de modlli~e~ de~ ea~t~~~ eomplexe~ eomme un eyele d'hy~­
tl~l~i~ qui dlpend du temp~ de la tempé~atu~ei de la p~e~~ion,
du ~otationnel de l'ineonnue p~ineipale, et que l'on dl6ini~ait
pa~ de~ ~é~eaux de eou~be~'inte~polée~ pa~ de~ 6onetion~ ~pline~.
Rema~que : 'opé~ateu~ ealeul de p~op~iété ~e~a mi~ en oeuv~e
dan~ not~e ~y~t~me pou~ ealeule~ quat~e type~ di~tinet~ de
valeu~~ :
· e~ p~op~iété~ ela~~ique~ de maté~iaux (~,v,n, ,cr,.)
valeu~~ de type volumique.
· e~ va~iable~ auxiliai~e~ (~ouvent elle~-même~ ealeu-
lée~ au p~éalable pa~ élément~ 6ini~ dan~ le~ ~y~t~me~
eouplé~) (empé~atu~e1 Champ de .ite~.& e .. ,. ) . '
· e~ eondition~ aux limite~ de Neumann non homog~ne :
. aT aAvaleu~ d'un 6lux eonnu ~u~ une pa~o~ (k an)' (v an) ou
bien de~ p~op~iété~ ea~aeté~i~ant l'éehange de~ pa~oi~ .
(h), (hTo )' (ee.6 valeu~~ étant ato~~ de type ~u~6aei­
que) .
· e~ eondition~ aux timite~ de tupe .i~iehlet to~~que
eelle~-ei dépendent du temp.6 (vateu~ de type ~u~6ae.ique).
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B.V,4 OPÉRATEUR"DE CALCULS D!INTESRANTS
Les exemples que nous avons déjl cités montrent la
grande diversité des formules que l'on doit prendre en compte.
Une nouvelle notion va nous pe~ettre de déterminer le type d'un
intêqrant d'après la' nature de l'une de ses propriétés: la pro-
priété discriminante.
Nous avons vu que/suivant les phénomènes physiques modé-
lisés,un même intégrant poùvait être évalué par divers types de
formules qui tiennent compte des différents modèles des proprié-
tAs. Un exemple caractéristique de ce problème est donné par le
terme V.kVT dans lequel k est soit un ~enseur (conductibilité
anisotrope) soit un scalaire (conductibilité isotrope),il co~­
duit/comme nous l'avons montré dans la première partie,l deux
manières distinctes de calculer l'intégrant correspondant.
produits scalaires
ou bien
SE = Iffai.k~aj produits tensoriels
Certes,il est mathématiquement possible de considérer
un scalaire comme un tenseur diagonal équivalent (k 0 0) mais
le coQt d'une telle généralisation est prohibi- l~ ~ ~l
tif sur le plan informatique. Le mode de chaque intégrant sera
donc associé 1 une propriété (appelée propriété discriminante
conductibilité k dans l'exemple proposé) 'dont le type (réel,
~ecteur6 tenseur) permettra de sélectionner l'opérateur de
calcul de matrice intégrante correspondant respectivement â
chacun de ces cas.
'D'autre part, si on considère la même équation mais
dans des systèmes de coordonnées distincts (cartésien ou axisy-
métrique) et avec,des inconnues pouvant avoir subi des change-
ments de variables (changement de variableJt = r~ très utile
en axisymétrique) 6 le nombre de formules de calculs~:d'intégrants,
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devient extrémement êlevé. Si on prévoit un seul type d'opérateur
pour traiter le calcul d'un intégrant on voit qu'il faudra que
le concepteur d'un système programme chacun des cas nécessaires
ce qui peut conduire A un travail fastidieux.
Mais b~aucoup de ces intégrants ont des structures simi-
laires :
c'est pourquoi on propose de dêcomposer le calcul en deux étapes
- êvaluation d'un élêment différentiel généralisé du
type :
dn~dn, ~rdn, vr-' ••• = dG
par un opérateur noté Pds
- et calcul de l'expression proprement dite
rr ~.Bi.ajdG ••• )rrraiajdG)rrraidG
par un opérateur noté Exi
On obtient gface A la combinaison de ces deux opérateurs
un nombre de programmes beaucoup plus restreint.
L'opérateur de calcul d'intêgrant sera donc noté Pds.Exi
~:9~~~_~~_~~_~: il effectue une application dont la
structure la plus générale que nous proposons est :
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dans laquel~e dG a été évalué par un opérateur quelconque réa-
lisant. une application du type Pds représentable par :
~
de
Dans laquelle P le poids' différentiel géométrique est la valeur
évaluée par l'opérateur calculant les formules d'intégrations
(corrigée par le changement de coordonnées curvilignes déjl
expliqué) fi
Donnons quelques exemples de à'composition de calcu~
de matrice intégrante l l'aide de ces opérateurs.
Supposons de les opérateurs suivants soient disponibles.
Exi = Il Pl Vai.Va j dG
Pdsl = dxdy Pds2 = rdrdz
alors dans un tel cas
Pds3 drdz=--r
Pdsl • Exi CU) calcule Ilu Va! 'la. dxdy,J
Pds2 e Exi (lot) calcule Ilk '\Ja i Va j rdrdz}
Pds3 ., Ex! (v) calcule : '1 Iv Vai·Va j ~r )
etceee.
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B.V.S CONSTITUTION DES SOUS-MATRICES CONSTITUTIVES
Nous avons vu que cet opérateur est unique et effectue
la sommation des matri~es intêgrantes pour reconstituer les ma-
trices constitutives. Il peut donc être programmé au niveau du
systême une fois pour toutes. Il ne sera donc pas à la charge
d'un concepteur.
Compte-tenu de la liste des matrices constitutives
prêalablement dêclarêe et de la liste des matrices intêgrantes
nécessaires à la reconstitution de chaque matrice cet op~rateur
três simple rêalise les sommations nêcessaires.
Même lorsque l" inconnue est un nombre complexe (c'est
le cas d'une discrétisation du type [jwL '+ M]{Ï}={Kr + jKi})
les matrices constitutives sont toujours de type réel.
B.V.6 CONSTRUCTION DE LA SOeS-MATRICE D'ASSEMBLAGE ET DU SECOND
~
C'est à ce niveau qu'intervient la mêthode choisie pour,
d'une part sêparer temps et espace, et d'autre part linêariser
les éventuels systêmes non linêaires obtenus.
Nous pouvons citer quelques méthodes déjà rencontrêes
dans la lêre partie- et que nous avons reformùlêes ~ l'aide des
notations déjà introduites.
• Cas linéaire (nombres, rêels)
[M]I = KS
• Cas non linêaire Newton-Raphson (nombres rêels)
R = [M] I-KS , [.J] = [~] + [DM]
• Cas linéaire (nombres complexes)
{[M] + jw[L]}I = KS + j.KV
• Cas linêaire dynamique implicite
{[L] + dt[M]}I = [L]I
o
+ dt {KS + KV}
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~ Cas non linéaire dynamique implicite Newton-Raphson
R=[L] (I-Io)+dt {[M]I-KS-KV}
[J]= [L] + [DL] - [OLO] + dt {[M] + [DM1}
• Crank Nicholson linéaire
{[L]+dt.r. [Ml}!";' = [L]IO - dt {s[M]IO-KS-sKVO-r.KV}
• Crank Nicholson-non linêaire méthode de Newton-Raphson
R = [L](I-IO)+dt{r(M]I + s[MO]IO - rKV
[~] = [L] + dt.r.{[M] + [DM]}
L'opêrateur général correspondant réal~se une application
dont la structure est·:
:.â_t_'__L_i_s_t_e__d_e__s_m__a_t_r_i_C~ constitutives réelles:
Sous-matrice et sous vecteur d'assemblage
(réels)
Remarquons que dans le cas où les va~e~r$ con~tituant ces ro~t~ices
obtenues sont des nombres complexes, l'opérateur à la structure:
w, Liste des matrices constitutives réelles
"
ous-matrice et sous vecteur d'assemblage
(complexes)
Nous distinguerons donc entre deux types d' opéra'teurs de cons-
truction (réel et complexe)e
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B.V.? ASSEMBLAGE DU Y~ME I~ARI~
Après l'application A tous les élêments de l'opêrateur
de construction/on dispose de la sous-matrice et du sous vecteur
deuxième membre pour chacun des êlêmen~s.
La phase d'assemblage est très technique et il nous a
semblê important de ne pas la laisser â la charge du conqepteur
d'un système. Nous avons donc construit un opêrateur d'assemblage
~pte â traiter une grande variêtê de problèmes.
• Parmi. les problèmes A· assembler on distingue tout
d'abord deux classes
- les problèmes où l'on doit assembler seulement le
deuxième membre (problèmes linêaires multisources,
mêthode de Newton-Kantorovitch ••• )
- les problèmes oQ la matrice et le deuxième membre
doivent être traitês.
On doit êgalement aborder différemment
- les cas traitant des nombres rêels
- les cas mettant en oeuvre de$ nombres complexes.
• La structure de la matrice à construire (symêtrie
êventuelle, mode de stockage) influe êgalement sur
l'algorithme.
- Deux cas sont donc envisagês : symêtrique et ~on
symêtrique
- L'algorithme peut's'adapter â divers modes de sto-
ckage (parmi ceux qui seront choisis pour l'.opêrateur
de rêsoluti~n de systêmesl.
• Le traitement des conditions aux limites constitue le
dernier degrê de libertê de l'opêrateur d'assemblage.
Remarquons tout d'abord ~ue les conditions de type
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Neumann non homogènes sont traduites au sein des êauations Dar'
des matrices intêgrantes (f1rv ~~ ai' ff r h Qiâi ••••• ) et n'in-
tervienneqt donc pas explicitement au ni~eau de l'assemblage
puisqu'elles participent l l'élaboration des matrices constituti-
ves. Il suffit donc de traiter l ce niveau les conditions de
type Dirichlet et les conditions topologiques. Nous avons prévu




Ii :Il I 8
Ii = -Xs
Ii = I j + ;
qui ont été largement utilisées dans le système FLUX et permet~
tent très souvent de·diminuer considérablement les domaines l
étudier. D'autres types de conditions pourraient être ajoutés
aisément.
Nous pensons que l'opêrateur gênéral ainsi conçu permet
de traiter un large éventail de problèmes qui ne devra:'ent pas
restreindre les degrés de liberté des systèmes objets conçus l
l'aide de notre générateur. econcepteu~' sera ainsi déchargé de
ce problème souvént délicat: concevoir un programme d'assemblage
et réaliser ce dernier~
B,VIS R~UI DES SYSTÈMES I~AIRE
Notre recherche n'a pas porté sur ce domaine (au demeu-
rant très important), nous avons simplement prévu que le con-
cèpteur nous fournirait- un opérateur de résolution de systèmes
linéaire s ~ont lé·a deg~és de liberté son1: :
- Type de la variable Réelle. Complexe
- Structure de lq matrice Symétrique. Dissymétrique
- Mode de stockage
Des. recherches conduites par ailleurs ont pu tester
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l'efficacitê de certains opêrateurs [61]
• ICCG pour les matrices symêtriques dêfinies positives
• gradient biconjuguê pour les matrices aissymêtriques
·et cela dans un mode de stockage adaptê à la structure três
creuse des matrices (stockage par matrice symbolique). Les opêra-
teurs correspondants sont/bien sQrlprogrammês et à la disposition
des utilisateurs qui ne v9udraient pas mettre en oeuvre leur
propre mêthode.
B.V.9 DEGR~ DE IBER~ D'UN PROBLËME POTENTIEL ~~MEAIRE
Dans les paragraphes prêcêdents v nous avons mis en évi-
dence ~es divers opêrateurs de traitement de l'information carac-
têristiques de la rêsolution d'un problême aux êlêments finis.
Nous avons montrê qu'un certain nombre de tAches êtaient ~uables
et pouvaient être prises en compte par le systême ou par des
opêrateurs gênêraux,programmês une fois pour toutes. Le concep-
teur doit donc dêterminer les opêrateurs qui lui.sont nêcessaires
parmi seulement chacune des 6 classes suivantes :
• formules d'intêgration
• calcu.l des polynômes
• êvaluation des propriêtés
• calcul des intêgrants
• construction d'un sous-systême
• résolution du systême linêaire
Bien entendu, dans la partie "bibliothêque" de notre
systême lé concepteur pourra trouver un grand nombre de ces opê-
rateurs déjà disponibles et il n'aura à sa charge que la réali-
sation de quelques opérateurs supplémentaires qui lui fer~iént
défaut pour la constuction d'un systême objet, et qui viendront
grossir le nombre des possibilités offertes dans la bi~liothêque.
La plus grande part du travail du concepteur d'un sys-
tême objet ne sera donc pas constituêe par la programmation des
opêrate"rs que l'on vient cie prêsenter mais elle se limitera
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essentiellement 1 la description des problèmes potentiels 1 l'aide
des opérateurs préalablement définis.
B.VI STRATEGIES GENERALES ET MACHINE ABSTRAITE
Dans le cas d'une équation statique linéaire un seul
problème potentiel permet de traiter le sujet· qui se compose donc
d'un seul problème réel. Mais dans le cas d'une équation plus
complexe (problèmes évolutifs ou problèmes non linéaires) il faut
utiliser des méthodes itératives 'Be~ton-Raphson, Newton-Kanto-
rovitch, Crank-N1cholson, prédiètion correction, etc ••• ) qui
mettent en oeuvre plusieu~s types de problèmes (plusieurs pro-
blèmes potentiels) et/pour chacun,néçessttent la résolution de
plusieurs problè~es réels successifs.
Nous avons dénommé "Stratégie générale de résolution"
l'algorithme qui ~raduit ce type de traitement.
Deux méthodes info~atiques peuvent être envisagées
pour matérialise~ les diverses stratégies utilisables : la méthode
opérationnelle ou la mise en oeuvre d'une machine abstraite.
B.VIJ TRAITEMENT OPÉRATIONNEL DES·STRATEGIES
Cette approche peut être étayée par la remarque suivan-
te : le nombre de stratégies que l'on peut envisager est relati-
vement faible. Il est donc possible de préprogrammer les stratégies
les plus classiques et ainsi de concevoir une bibliothèque d'opé-
rateu~s,três généraux capabies de traiter n'importe quel sujet
sur n'importe quel système objet. Cela revient 1 utiliser pou~
les stratégies la même méthode de traitement que pour les pro-
blèmes objets.
Avantages de cette solution
- Les stratégies prêpr~grammêes ne sont pas 1 la charge
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du concepteur d'un système objet, ce qui allège considê-
rablement son ~ravail qui se limitera alors à la descrip-
tion de chacun des problèmes potentiels mis en oeuvre
par les stratêgies existantes.
- L'utilisateur d'un système objet pourra choisir une
stratêgie adaptée à son sujet d'étude. Il lui suffira
de spécifier au programme général de rêsolution le nom
de l'opérateur de stratêgie choisi.
- Chaque opérateur de stratégie peut être programmé en
Fortran ce qui garantit une bonne rapiditê d'exécution.
Inconvénients
- Si le concepteur d'un système objet ne trouve pas,
parmi les opérateurs de stratégie/un cas qui conviennent
à ses êquations, il lui faudra êcrire un nouvel opéra-
teur. Mais la èonception d'un tel programme demande des
connaissances en informatique qui ne sont généralement
pas du ressort du physicien concepteur d'un système
objet.
- Le langage choisi pour cette programmation n'est pas
três bien adaptê au traitement algorithmique dynamique.
Une bonne connaissance des outils du systême est néces-
saire pour assurer la compatibilité avec l'utilisation
de l'outil de résolution de problème~ •
Nous conclurons de cette analyse, que le traitement
opérationnel des stratégies doit être limité au cas oü l'intro-
duction d'une nouvelle stratégie dans le systême, reste l'apanage
du gestionnaire du générateur et n'est pas â la charge du con~
cepteur d'un systême objet.
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B.VI.2 TRAITEMENT DES STRATÉGIES PAR MACHINE ABSTRAITE
Une telle mêthode est utilisable si on peut dêgager,au
sein de l'ensemble des stratêgies envisageables/des phases de
traitement de l'information. suffisamment gênêrales pour pouvoir
être concrêtis~es par des macro-instructions de la machine abs-
traite.
On peut vérifier aisêment que les stratégies déjl citées
sont des algorithmes très classiques mettant en oeuvre
- des opêrations vectorielles classiques
- la résolution d'un systême linêaire (prise en compte
par l'outil de résolution du problême qui constitue par
lui-même l'une des macro-instructions envisagêes)
- les instructions classiques du traitement algorithmi--
que (tant que g jusqu'l ce que, choix multiple, ••• )
- des entrêes-sorties conversationnelles qui peuvent être
gêrêes par des macro-instructions (choix dans un menu,
lecture de donnêes •••• )
- des dêclarations de variables compatibles avec l'outil
de rêsolut1on du problême et la gestion des bases de
donnêes (mais indêpendantes de la logique interne de ces
programmes).
Les avantages de cette approche
~ la stratêqie peut être décrite dans un langage algori-
thmique de haut niveau/beaucoup plus agréable â manipuler
que le fortran par exemple.
- La programmation dGune stratégie peut être rêalisêe
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par une personne qui n'est pas au courant des outils
informatiques mis en oeuvre dans le reste du systême
(contrairement à la solution prêcêdente).
- La possibilitê de conserver les stratêgies dêjà pro-
grammêes demeure.
L'inconvênient principal de cette mêthode est le temps
de rêponse qui est nêcessairement grevê par les techniques d'in-
terprêtation utilisêes par la machin~ abstraite.
D'autre part les outils informatiques mis en oeuvre par
une machine abstraite sont relativement lourds à rêaliser et
viennent encore augmenter la taille et la complexitê d'un systême
nécessairement dêjà bien volumineux.
B.VI.3 CHOIX DE LA M~HDE IMA~E DANS NOTRE PROTOTYPE
Dans le prototype que nous avons construit/c'est le
traitement opérationnel des stratêgies que nous avons mis en
oeuvre, pour des raisons d'efficacitê d'exêcution mais surtout
parce que c'êtait la solution la plus simple et donc la plus facile
à mettre au point. On pourra envisager d'implanter un traitement
par machine ~straite ultêrieurement,lorsque les concepts mis en
oeuvre dans notre systême auront étê validés par une utilisation
plus dense que les tests que nous avons pu réaliser.
Nous prêsentons en conclusion de ce chapitre la struc-
ture gênêrale de notre systême à l'aide d'un schéma global dans
lequel on retrouvera l'ensemble des êléments que nous avons prê-
sentês
- le générateur permettant la description de la stratégie
~tde chaque.problème potentiel
- l'outil d'analyse de problême qui parcourt le graphe
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des décisions selon les indications combinées du pro-
blême potentiel et du probltme réel
- l'outil de r6solution qui r6sout le problème pr6cédem-
ment constru1to
Nous avons omis sur ce schéma les outils de description
du probllme rAel et les outils de visualisation des rêsultats qui
peuvent. être totalement autonomes et n'interviennent donc pas

















L'êcriture d'un système expert est une vaste entre-
prise. Avanf de dêmarrer cette tâche nous en avons êvaluê
l'ampleur, et, devant la diffic~ltê, nous avons décidê de
forger une méthode de travail et des outils génêraux qu~ per-
mettent la construction' d'un système fiable, facile à mettre
au point puis à maintenir.
Le 4êcoupag~ logique en programmes indépendants dont
chacun correspond à une phase du travail de l'utilisateur est
apparu comme une nécessité essentielle.
En effet, les phases ainsi bien 'dêlimitêes ont des caractê-
ristiques informatiques (temps d'unité centrale et taille de
la mémoire utilisêe) très disparates, de même les interactions
homme-machine sont très particularisêes : certaines tâches
utilisent ·avant tout le graphique (dêcoupage) d'autres exclu-
sivement l'a~phanumêrique (gênêrateur), d'autres enfin peu,
voire pas, d'interaction (rêsolution). Toutes les parties de
notre système sont donc autonomes au point de pouvoir être
êventuellement traitêes par des machines totalement différentes
a titre d'exemple~les programmes gênêrateurs ont étê êcrits
et testés sur miniordinateur, alors que les autres parties .
1 ',ont êté sur grosse machine.
Cette totale indêpendance nous a conduit à dêfinir
des structures de, bases de donnêes assez particulières/sur
lesquelles nous r~viendrons en dêtail. De même, les outils
généraux que tous ces prog~ammes utilisent ont ét~ conçus en
fonction de la portabilitê imposée par ~. implantation sur
plusieurs machines.
Malgré la multiplicitê des phases de travail, une
unitê de mode d'interaction était nécessaire afin que
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l'utilisateur ait besoin d'un minimum de connaissance du système
pour l'utiliser et pou~ que IGapprentissaqe réalisé au cours
d1une phase soit utile l~rs des suivantes. C'est pourquoi les
structures des dialogues et des langages sont communes à
toutes les phases et toute interaction est auto-documentée.
Les programmes qui.ont été écrits ont une structure
très modulaire. LGoutil de base du fonctionnement de ce sys-
tAme est la notion de bibliothèque d'algorithmes.opérateurs ;
c'~st pourquoi beaucoup de travail a été réalisé dans la gestion
des bibliothèques. Ceci nous a imposé .. une pJ;'ogramma--' .,.. ~-' ....
tien três structurée avec un système de documentation et
d'aide à la mise au point automatique qui s'est avéré bien
utile.
Le système a été programmé en FORTRAN 1 cause de la
gran~e effic~çitê de ce langage • l'exêc~~~o~ et.êgalement.
cause de s~ très large diffusion qui en fait un langage pres-
que universellement supporté par les machines. Certes de nom-
b~eux outils ont été nécessaires pour augmenter la souplesse
de programmation (réservation dynamique de variables, appels
dynamiques de progr~es, gestion de textes, ••. ) nous re-
viendrons sur ces aspects techniques dans les prochains
chapitres.
Bien sQr un langage tel que ADA aurait résolu par
lui-même de nombreux problèmes de réalisation auxquels nous
nous sommes heurtés, mais d'une part ce langage n'existait
pas lors du démarrage de ce projet et, dOautre part, à l'heure
actuelle, les' compilateurs ADA sont si peu nombreux qu'il
nous aurait été impossible de mener,. bien la construction
d~ ce prototype e
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C.II STRUCTURE GENERALE DU SYSTEME
Nous allons dêcrire le système suivant deux éclairages
distincts.
Tout d'abord celui de l'utilisateur/ce qui nous per-
mettra de prêsenter brièvement le mode d'emploi de notre sys-
tème.
..
Dans un deuxième temps, nous analyserons fa structure
des programmes qui le constituent.
C.II.1 LES PHASES AUTONOMES DU Y~ME
~h!!!~!_d~~:_i_n~~~_jl_l!.x __c_~n.Ç~.p_t~!~_È~_1.Yl:_è.,!ll~.!9'!>j~_1:l_
Le système expert est composê de six tâches corres-
pondant chacune à un programme indêpendant. La tache gênération
qui permet la description des êquations à rêsoudre et le choix
des techniques de traitement de ces êquations.
~h!!!~!_d~..s_t._n.-ê_e~__ët\EC__u..t._l_ilj'-~~..s__d..e_.9~_s_l'y_s; ...è.!U.!!lL
La tâche de discrêtisation gêomêtrique qui traite la.
description de l'objet à êtudier et permet son dêcoupage en
êléments finis.
La tâche de modélisation des propriêtês qui p~end !
sa charge la description des modèles des propriétês physiques
des matériaux qui peuvent constituer tous les objets! étudier.
La tâche de dêfinition d'un problème qui affecte à un
dêcoupage les conditions aux limites et les modèles des pro~
priêtês des matêriaux composant l'objet à êtudier.
La tâche de rêsolution qui calcule les valeurs nodales
des inconnues.
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La tâche d'exploitation qui êvalue les grandeurs ponc-
tuelles ou intêqrales a partir des valeurs nodales et prêsente
les résultats 1 l8 utilisateur.
Chacune de ces phases est autonome et peut être implantêe
sur une machine qui lui est propre. Une base de donnê~s mêmo-
rise le travail achevé dans chaque phase ce qui permet de cons-
tituer ainsi des bases de savoir faire utilisables par toutes
les autres.parties d~ système. Il est' possible. d'interrompre
une tAche 1 tout instant et de la poursuivre ultêrieurement,
mais-seul un travail achevê par une phase peut être traitê par
les' suivantes.
Dans l'utilisat~on de chaque phase on peut mettre en
êvidence des étapes logiques de travail dont nous allons prê-



























C.II.,2 LES ËTAPES SUCCESSIVES DE LA CONSTRUCTION D'UN SYSTtME
C.Il.2.1 Les étapes de la phase générateur
- Etape 1
Elle consiste en la description des algorithmes dyna-
mique$ du système. Chacun de ces algorithmes constitue la
matérialisation des opérateurs que nous avons présentés dans
la deuxième partie :
e Calcul des abscisses et poids d'intégration
o Calcul des interpolations polynomiales
• Calcul des propriétés
'Calcul des intégrants
• Constitution des matrices
Construction du système
~ 'Résolution de système linéaire
Réunis dans une même bibliothèque, tous les programmes
travaillant sur une même classe d'opérateurs possèdent la même
structure d'interface d'entrée-sortie. Le nombre de programmes
de chaque groupe est indéterminé : le concepteur d'un système
peut programmer autant de nouveaux opérateurs qu'il le désire.
Il lui suffit de se conformer l la structure de l'interface
d'entrée associée'. Le programme générateur permet la gestion
conversationnelle de toutes les '~lasses d'opérateurs. Chaque
programme d'une classe doit être écrit en fortran absolument
classique sans aucune contrainte ; il doit être compilé sépa-
rément du reste du système qui demeure totalement inchangé.
C'est le superviseur de résolution qui se chargera de l'appel
dynamique d'un opérateur particulier qu'il aura sélectionné.
Au cours de cette phase de description, l'utilisateur
doit répondre aux questions posées par le système afin de
dê~inir chacun des opérateurs utilisés. Ce mode de travail
lLmite le risque d'erreur lors de la déclaration d'une interface.
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1
Le générateur analyse autant que possible la cohérence des
paramètres qui lui sont fournis et indique le résultat de ses
tests.Le travail réalisé peut être visaalisé, modifié, sauve-
gardé A tout instant.
Les résultats de cette description constituent une
base de données dynamiques appelée "NOYAU-OPERATEURS".
Ce travail est effectué une fois pour toutes et lors
de la construction d'un "système objê"t, il n'est g~~éralement
pas A reprendre. Seuls des compléments peuvent être ajoutés si un
opérateur nécessaire à un problème n'a·pas encore été créé
dans la base oy~~-pérateurs.
- Etape 2
Elle consiste en la description de toutes les variables
physiques utilisables par tous les systèmes que l'on envisage
d'écrire à l'aide du générateur.
Cette phase globale de déclaration de variables permet
d' éviter des homonymies lors de' couplages entre systèmes.
L'ensemble de ces variables constitue la base de
données ..NOyAU-VARIABLES .... Comme pour la base Noyau-Opérateurs
seuls quelques compléments seront à lui apporter lors de la
construction d'un système mettant en oeuvre des variables
non encore utilisées par les systèmes précédents.
Remarques
C'est à l'aide des variables et des opérateurs définis
dans le noyau que l'utilisateur va pouvoir décrire le système
qu'il veut construire.
Les étapes 1 et 2 sont totalement disjointes. Le con-
cepteur peut les aborder dans l'ordre de son choix ou même
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les imbriquer. Lors des phases suivantes, il ne pourra reprendre
les étapes 1 ou 2 que pour ajouter des dêclarations qu'il
aurait oubliées, car toute modification ou suppression dans le
noyau annule les travaux rêalisês dans les phases suivantes.
- Etape 3
Elle consiste en la dêclaration des variables utili-
sêes par le système objet en cours de construction.
Ces variables doivent dêjl appartenir 1 la base de
donnêes "Noyau-variables"e
De plus l'utilisateur·va devoir dêfinir
o les inconnues de son système objet,
o la dimension de l'espace êtudié (1,2 ou 3),
o le type de coordonnêes utilisêes~cartêsiennesou
axisymêtriques
le type de polynômes dGinterpolation (degrê des
approximations pou~ les variables),
o enfin, pour chacune des propriétés dont il aura
besoin pour dêcrire ses équations,l'utilisateur
doit définir les types de modèles qu'il sera'pos-
sible d'utiliser pour résoudre les divers problèmes
- valeurs constantes
- valeurs tabulêes globales
- valeurs tabulêes par êlêment
- valeurs tabulêes par région
- valeu~s calculées par un opérateur de la classe
des calculs de propriêtés.
Cette dernière possibilité permet de fixer diverses
façons de calçuler une même 9ropriêtê : en effet, plusieurs
types de courbes peuvent modêliser un mêm~ phénomène. Par
exemple :
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• une formule analytique
• une interpolation par splines
• une approxim~tion par moindres carrés
· etc ..•
L'ensemble de ces déclarations forme une base de
données appelée: "OBJET-VARIABLES".
- Etape 4
Après les étapes prêcédemment.décrites toutes les
variables nécessaires pour définir les équations sont disponi-
bles. :Le concepteur devra tout d'abord déclarer chacun des
intégrants élémentaires en lui donnant u~ nom et en choisissant
.l'opérateur associé â chacun des cas de calcul. Nous rappelons
qu'un même intégrant peut être calculé par des opérateurs dif-
férents selon le type de la propriêté discriminante qui la
caractérise (cf § .B.V.4, 2ême Partie).
"
Enfin, il lui faudra fournir la composition de chacune
des matrices constitutives nécessaires aux méthodes de cons-
truction qu'il aura choisies. En effet4la connaissance d'un
opérateur de construction et la constitution de chacune des
matrices de cet opérateur d~inissent totalement. l'équation à ré-
soudre.
Cette phase est donc particulièrement simple, mais
elle est très éloignée de l'écriture usuelle d'une équation
discrêtisée sous forme d'une formule mettant en oeuvre la no-
tation classique Il lAi .A j · sigma ·.dxdydz + ••• + ••• = III ...
C'est pourquoi/une fois la description formelle achevée,
l'utilisateur peut faire visualiser par le système l'équation
qu'il a décrite: un programme spécial de mise au format re-
construit la formule de· l'équation dans la notation classique.
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Remarque
Une fois les .:êtapes 1,2,3,4 achevées par le concepteur, l'utilisateur
dispose d'un "système objet'O complet qu'il va pouvoir activer
La base de données ISOBJET-SYSTEMEon est la réunion des 4 bases
NOYAU-OPERATEURS, NOYAU-VARIABLES, OBJET-VARIABLES, OBJET-
EQUATION.
C.II.2.2 La tache de discrétisation'géométrigue
Nous ne dêtaillerons pas ici les phases internes d'un
dêcoupage en éléments finis. En effet, notre travail de re-
~herche nDa pas du tout porté sur ce domaine qui est presque
totalement indépendant des équations qui vont traiter, la dis-
crétisation géométrique et topologique obtenue. Seul le degré
des polynômes et le type des êlêments fournis par la discréti-
sation doivent être compatibles avec les options choisies.
pour le système objete
Afin de pouvoir'connecter divers programmes de dAcou-
page l notre système, nous avons défini avec prêcision la
structure de la base de données dont notre programme a besoin
pour pouvoir travailler : ( v'PROBLEME-GEOMETRIE") •
Remargue
U~Ae le4 ~n60Ama~~on4 gloml~A~que4 (cooAdonnle4 de4
no eud4) e~ ~pologi..oue4 Cla.64i..que4 (numlAo de4 no eud4 de chaque.
ltlmen~) no~Ae ~y~~lme. d~~~ pU~A a~A accl4 a la no~i..on de
Jtlgio no
Une Jtlgi..on e4~ un en4emble d'lllmen~4 (non nlce44ai..Ae-
men~ connexe) qui.. p044lden~ le4 même.4 pAopti..é~é4 phY4~que4.
Ce~~e dloi..ni..~i..on e~t valab~e POUA de.4 llément4 6i..ni..4 li..né~que4
4UA~c~que4 et volumi..que4.
calcul de~ intég~ant~ et dan~ l'élabo~ation de~ condition~ aux
limite~.
Nous disposions d'un dêcoupeur 2 Dimensions dêjA
opêrationnel (le système ENTREE de FLUX2D) c'est pourquoi nous
avons êcrit les programmes assurant la compatibilité avec notre
système et ce dêcoupeur. Dès que nous pourrons disposer d'un
dêcoupeur 3 Dimensions, nous serons en mesure de tester notre
système sur cette nouvelle classe de problèmes avec plus de
souplesse.
C.II.2.3 La tâche de modêlisation des propriétés'
Une seule êtape constitue cette phase. Elle correspond
au besoin suivant: lo'rsqu'un système ob,jet vient d'ê~re cons-
truit,il peut être utilisé pour étudier une très grande diver-
sité de 'problèmes ; mais assez souvent les problèmes traités
peuvent être regroupés par classes de similitude (par exemple
lors de l'an~lyse d'un nouveau prototype industriel).
Plusieurs problèmes concrets similaires vont donc
souvent être traités successivement. Il serait fastidieux de
devoir redéfinir/pour chaque problème/des données immuables
telles les propriêtés physiques des matériaux disponibles pour
la construction de ces prototypes.
Notre programme permet de dêfinir tous les modèles
dont on peut avoir besoin au cours des problèmes d'une même
classe, exemples :
- Courbe de saturation magnétique des aciers classi-
ques
- Variation de la capacité calorifique du cuivre en
fonction de la température
- Valeur de la perméabilité magnétique du vide
- etc ..•
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L'utilisateur devra déclarer tous les modèles dont il
pou~ra avoir besoin, en leur donnant un nom et en précisant la
façon dont ils seront calculéso
- Le modèle "valeur nulle" est prédéfini.
- Dans le cas de valeurs tabulêes (globales,élémen-
taires ou régionales) l'utilisateur doit fournir le
nom du fichier contenant ces valeurs. Lorsque plusieurs
systèmes objets sont couplés/c'est le traitement d'un
problème précédent qui doit avoir construit ces
fichiers ..
- Dans le cas de valeurs calculées parles opérateurs
de 01 calculs de propriétésca l'utilisateur doi t fournir
pour chacun des modêles o le nom de l'opérateur qui
calcule la propriété et l'interface nécessaire 1 cette
fonction (paramètre des formules analytiques, coor-
données des points d'interpolation pour les courbes,
etc ••• ). On peut remarquer qu'une même fonction peut
servtr pour des modèles différents.
L'ensemble des modèles définis constitue une base de
données appelée ,,'MODELES-MATERIAUX·G qui peut être sauvegardée;
restaurêe; auqmentée p visualisée 1 volonté.
C.II.2.4 La tache de définition d'un problème réel
Les étapes accomplies précédemment permettent de'dis-
poser d'un système objet complet, d'une banque de modèles de
propriétés de divers matériaUX, et dGun sujet d'étude découpé
en éléments finis. Tout est prêt pour décrire le problème l
résoudree
- Etape 1
Elle permet dOaffecter les conditions aux limitese
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Seules les conditions de ~ype Dirichlet doivent être dêfinies !
ce niveau ; en effet, les conditions de Neumann non homoqênes
sont prises en compte dans l'équation elle-même (intégrales
linêiques en 2D ou de surface en 3D) .
Sur chacune des régions de la frontiêre (surxacique_ou
linêlque) l'utilisateur doit choisir le type de conditions aux






(topologie + valeur numêrique)
(valeurs numériques)
Pour les conditions qui nécessitent une valeur numéri-
que (translation et Dirichlet) si cette grandeur est constante
(indêpendante du temps), l'utilisateur doit fournir la valeur
correspondante, ~ais dans le cas on les conditions aux limites
dépendent du temps c'est le nom du modêle qui les calcule qui
doit être fourni. Ce modêle doit bien sOr avoir été défini au
préalable dans la banque "Modêle-Matériaux".
- Etape 8
Pour chacune des régions, l'utilisateur doit fournir
le modèle décrivant chacune des propriêtês du matériau qui
la constituè. Ceci doit être réalisé aussi bien pour les régions
internes que pour les régions aux limites comportant des con-
ditions de Neumann non homogênes.
Une fois l~s étapes 7 et 8 achevées, l'~tilisateur
dispose de deux bases de données globales qui résument son
travail
. la base OBJET-SYSTEME déjà décrite
• la base PROBLEME qui est composée
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C.II.2.S Etape de la tAche de résolution
Une seule êtape constitue cette phase a laquelle il
suffit de transmettre les deux bases OBJET-SYSTEME et. PROBLEME
pour qu 8 elle dispose de toutes les informations nécessaires a
la rés~lution du problème réel.
L'utilisateur de ce niveau a seulement la charge de
contrôler la bonne marche de la résolution :
- choix de la stratégie
- d.hoix· :des pas nécessaires
- choix des prêcisions souhaitées
Les programmes de ce niveau rajoutent aux deux bases #
de données précédentes la base "REUA~DAUX" ce qui permet
ainsi un trait~ent différé par le dernier niveau.
C.II.2.6 Etapes de la phase d'exploitation
Disposant de la solution et de toutes les informations
précédentes, res programmes de ce niveau ont pour charge de
p~êsentet les résul tats à l ,'utilisateur"
On doit distinguer deux classes d'informations
. les grandeurs directes qui sont constituées par les
valeurs nodales des inconnues et leurs interpolations
polynomiales (de même pour les dérivées de ces valeurs)
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• 'Les grandeurs nécessitant un calcul supplémentaire
(valeurs intégrales notamment) 0 Cette phase de cal-
cul supplémentaire devrait être configurable selon
l'équation traitée donc devrait pouvoir être décrite
au sein du "système OBJET". Nous n'avons pas eu le
temps nécessaire pour aborder ce problème· fort intê-
ressant qui constitue un sujet de recherche dans le·
prolongement logique de notre travail. Dans notre
prototype, seuls les programmes de visualisation de
résultats bruts ont· été réalisés (pour des géométries
bidimensionnelles) .
La phase de traitement comporte deux étapes logiques.
- Etape 10
Elle consiste en la visualisation des résultats ; pour
l'instant les valeurs de chaque composante de l'inconnue peuvent
être présentées en tout point du sujet étudié ; les lignes iso-
valeurs peuvent être tracées, les valeurs maximales localisées.
Si le problème dépend du temps, l'utilisateur doit
sélectionner au préalable l'êchantillon de temps oQ il veut
visualiser les résultats.·
- Etape Il
Cette dernière phase est optionnelle et ne sert qu'aux
problèmes couplés,résolus par des systèmes objets distincts.
Les valeurs nodales calculées sont,dans ce cas,néces-
saires ~ un autre système objet, soit sous forme de valeurs
tabulées globales, soit régionales, soit élémentaires.
L'utilisateur doit alors extraire les valeurs néces-
saires et constituer les fichiers correspondants.
Ces fichiers seront lus lors de l'étape (6) de définition
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des modèles du problème coupl~ correspondant (qu~ po~te~a donc
nlce44ai~ement 4U~ le même dlcoupage a moin4 que l'ut~li4ateu~
ait lu~-même ~lal~4l le4 ~nte~polation4 mult~-g~ille4 co~~e4­
pondante4o Il 4e~a p044ible d'ajoute~ a not~e 4Y4tlme le4 outil4
nlce44ai~e4 au t~aitement automatique. de4 inte~polation4
mut~i-g~~lle4)e
C.II.3 STRUCTURE DES INTERACTIONS UIIAEUR~Y~ME
Afin de simplifier l'utilisation de nos programmes, la
structure des interactions est homogène tout au long des étapes
que nous avons'présentées.
Seule l'étape de découpage échappe l cette règle car
elle est totalement indépendante de notre système.
Pour chacune des phasesila structure du dialogue est
arborescente: a chaqu~ branche de l'arbre le menu des branches
~n~êrieures est proposêo
Une clef particulière permet de remonter au niveau de
conversation de son choix/ceci qu'elle que soit l'interaction
en cours.
La structure des dialogues n'est pas évolutive mais
tous les mots clefs sont dynamiques et sont définis Lmplicite-
ment par l'utilisateur. Ceci est réalisé grâce â un principe
fort simple : les termes utilisés dans chacune des phases sont
ceux qui ont été définis par l'utilisateur dans les déclarations
qu'il a réalisées au cours des étapes précédentes. Il est donc
possible d'adapter très facilement le contenu et la forme des
dialogues aux besoins spécifiques de chaque système objet.
. A chaque interaction un contrOle de la correction des
paramètres est effectué; si une erreur est détectée, l'utili-
sateur en'est informé par un message. Dans la grande majorité
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des cas' la question est reposée et l'utilisateur peut faire af-
ficher l'ensemble des réponses correctes autorisées, si l'erreur
commise est plus grave l'action en cours est abandonnée et
l'utilisateur doit reformuler sa commande.
La description d'un systême objet et son utilisation
pour résoudre des problèmes est ~ssentie1lement interactive mais
la complexité des travaux à réaliser fait qu'il est très délicat
de décrire un systême sans une préparation préalable. Pour faci-
liter ce travail, nous avons écrit des programmes de visuali-
sation très détaillés pour les travaux effectués au cours de
chaque étape. L'utilisateur peut faire imprimer.~ur liste l'état
des bases de" données pour préparer le travail à effectuer dans
les phases ultérieures.
Nous donnons au chapitre suivant plusieurs exemples de
définition de systèmes objets. On pourra y consulter des exemples
d'interactions entre notre système et l'utilisateur.
C.III EXEMPLES D'UTILISATION ET ANALYSE DES PERFORMANCES DU
GENERATEUR ,-
Nous allons donner trois exemples d'u~ilisation de
notre système expert afin d'illustrer concrètement la méthode
que nous avons présentée dans la deuxième partie de notre mé-
moire.
Le premier exemple concerne la description du système
déjâ existant' FLUX2D â.l'aide notre système. Cette étude nous
a permis, d'une part, de tester notre prototype et d'autre part
d'évaluer ses performances par rapport â un système industriel
déjâ optimisé.
Le deuxiême exemple choisi : le traitement des phéno-
mènes de diffusion thermique en géométrie bidimensionnelle et
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axi symêtrique , permet d'illustrer la description d'un problème
mettant en oeuvre des propriêtés non linéaires, des conditions
aux l~ites assez variêes et des études de régimes transitoires.
Le troisième exemple traite l'équation de Navier-Stokes·
en formulation u,v,p dans un repère cartésien bidimensionnel
et met en évidence lDutilisation d'une va+iable vectorielle
,qui conduit 1 un système couplé dissymét~~que.
C. III 8~, COMPARA 1SON' AVEC lE Y~ME FLUX2D
Le système FLUX2D [58] [~6]offre 1 ses utilisateurs le
traitement de plusieurs types dOéquations : les problèmes magnê-
tostatiqu~s 1 matê~iaux non linéaires, magnétodynamiques l matê-
~1aux linéaires, en coordonnées bidimensionnelles cartésiennes
ou axisymêtriquese
A IDaide de notre système, nous avons pu reconstituer
chacun des cas' traités par le système FLUX2D, mais, nous ne
présenterQns ici que le cas magnétodynamique en coordonnées axi-
symétriques~ afin de ne pas alourdir cette i~lustration.
Nous avons déjl présenté l'analyse théorique d~ l'équa-
tion magnétodynamique au chapitre crIl) (1ère partie). Nous re-
prenons ici directemen~ l'équation discrétisée que nous avions
obtenue en c~ordonnées axisymêtriques.
{ ~ w iff cl", clj d~d)r +- IL.y o~ .Volj d~} ] A
J.J
01... :IR ~} +1, gi-i HTR dr + ; Ul'ol~ 'Ji ckJà +J1:Ii-i ~j d r)
:no r 4 :a. r
Nous devons tout d'abord choisir les identificateurs
des diverses variables que nous allons utiliser.
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l'inconnue AV AS composante du potentiel vecteur
NU inverse de la perméabilitê
SIG conductibilitê
les DJR partie réelle ~es sources
propriétés DJÎ partie "imaginaire des sources
HTR champ extérieur partie rêelle
HTI champ extêrieur partie imaginaire
Pour chaque propriétê, il faut définir les types de
modèles qui pourront être utilisês pour décrire des matêriaux
composant des problèmes rêels. On ~eut choisir les cas retenus
parmi les possibilitês ci-dessous
• Valeur constante
Valeur tabulée en tous les noeuds du domaine
• Valeur tabulêe sur chaque êlêment du domaine
Valeur tabulêe par rêgion
Valeur calculêe par un opérateur propriêtê
"an~ ce de~nie~ ca~ on doit alo~~ ~péci6ie~ le nomb~e
de 6onction~ di~tincte~ que l'on pou~~a utili~e~ et pouA chacune
il 6aut 6ou~ni~ le nom de l'opé~ateu~ de calcul de p~op~iété
qui e66ectue~a le calcul (cet opé~ateu~ doit bien ~û~ exi~te~
dan~ la ba~e NOYAU-OPERATEUR).
Dans l'exemple dêcrit, nous avons retenu les types cons-
tants ou tabulés pour toutes les propriêtés et nous n'avons pas
utilisê les valeurs calculêes par un opérateur propriêté.
Il faut ensuite spécifier
· le type de l'inconnue: COMPLEXE
la dimension de l'expace d'êtude 2
le type des ooordonnéesut~lisêes:AXISYMETRIQUE
· les polynôines utilisés : ISOPARAMETRIQUES de degré 2
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En e66et pui~que nou~ avon~ ~hoi4~ de4 6onction4 de
pojec.ti.on~ 19a1e~ aux oonction4 d'.inteJtpolation, un .6eul type
de polynôme e.4t nlc.e4.6ai.JLe. (nou4 ! p avon4 pJti4 de. degJtl 2 pouJt
êtJte. c.on6oJlme au. 4Y4tlme. FLUX2V)·.,i
Nous abordons alors la ~hase de description des inté-
grantse Nous rappelons que nous avons six intégrants distincts
qui composent notre équation. Pour chacun de ces intégrants,
nous devons choisir un identificateur g
Nou.6 Jtappelon4 qu'un .intlgJtant pe.ut êtJte. calcull paJt
d~4 oplJtateuJt.6 di.66lJtent.6 4elon le. type de l'une· de.6 caJtactlJti4-
tique.6 qui i.nteJtviennent dan4 4a QoJtmule : la caAa.ctéJti.6ti.que
di4 cILi.minante.
NotJte 4Y4tlme peJtme.t en outJte de QouJtniJt de4'op~~ateut4
de c.alc.u.l d'intégJtant.6 di.66éJtent.6 4elon que la catactéti4~ique
di4c.Jtimi.nante. e4t vaJtiable. 4uJt l'élément ou con4tante (caJt dan4
ce de~nie.t C.a.4 la. pJtopJtilté c.oJtJte4pondante peut êtJte 40Jttie du
c.ac.lul de. l'.intlgJtale ce qui peJtmet d'op~i.mi4et le nombJte d'opé-
ltation.6.)
Pour chaque intégrant/et selon le type de sa caracté-
°ristique discriminante,il faut décrire la formule correspondante
! l'aide de la combinaison de deux opérateurs choisis dans le
NOYAU-OPERATEQRS:
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L'un parmi les opérateurs EXPRESSION-INTEGRANTE.
L'autre parmi les opérateurs POIDS-DIFFERENTIEL.
Pour ce faire il faut donc consulter au préalable la base
NOYAU-OPERATEUR.
Dans le cas présent, nous avons sélectionné parmi tous







calculant Pi 55 ~-\ ~1 d6
JJol.t olj dG
Pi ff Vol-i • Vd.j dG
ff ~-i . 'Voij d &
Pi JI ~-i de; ·
JJ ol-1. de
~2!9!_9!~~~~~~!!!
POIAXV dG = drdz
r
POAVVl dG P3 drdz
r
POICVl dG P3 drdz
POIVID dG drdz
Ce qui permet de définir :
avec P3 = SIG wut
INAASV GD POAVVl
TE INAASC" POIAXV = Pi ..t~olj. d~dt :: SIGrfd.(d~ d~
avec Pl = SIG cs~ .
1)
ou bien
Jfol-i. a/j Il ~d~} -= ffe>(-i alj SIe;, d~drTE




avec Pl = NU C~~
. ou bien
SE. ~ INGGSV • POAVV1" ».A~-i.'Vol.j .. ~d~dt ::. 1l~-i .VoIj Nu d~t
avec P3 = NU VelA.
~R .. INTAC • POIVIO" P1. fLd.-ê,. Cl dit JJ = . J>:SRJL.Q(-i. cilt d}
avec Pl :II DJR C~~ .
ou bien.
VER .. INTAV • POICV1" ff:-ë. ail P3 cl~ dl'
avec P3 :8 DR~
VEi .. INTAC • POIVIO ~ "Pi .5.fj-i. • c:l~ cl} =
avec Pl :II Dlc~t
ou bien
VEÎ ~ INTAV • POICV1" Jiot... ~ P3 d't d} =fJ:-i '])Ji k d}
. avec P3 :a DJl '#4'AJl
LER ~. INTAC • POIVIO.. Pi.LIX-i." d r
avec Pl = HTR c:.>~
ou bien
LER ~ INTAV • POICV1" J.ot-i. dl P.3 d r
avec P 3 = HTR veùt,
LEi = INTAC • POIVro =
avec Pl = RTl c~r
ou bien
LEÎ .. INTAV • POICV1. 101.... dl P.3 dr
avec P3 = RTl vOIt r
= J,.o(-' HTR cl r
= HTi lol.( c:I f1
"
= 1o.~ ItTI dr
r
Après la description de chacun des intégrants, il faut
définir les matrices constitutives nécessair~s aux opêrateurs
de construction de problèmes potentiels que l'on dêsire utiliser.
En ce qui concerne le traitement des inconnues de type
complexe 8 une seule méthode de construction de problèmes est
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disponible dans notre système :
l'opérateur CSLIDY qui construit le problème suivant
=
.
K 5 + ~ \-(V
où L, K, KS et KV sont les matrices et vecteurs constitutits
déj! présentés au cours de la deuxième partie de notre mémoire.





KS = VER + LER
KV = VEI + LEI
Ces formules sont décrites conversationnellement à
l'aide de notre système qui demande tout d'abord' le nombre d'in-
tégrants composant chacune des matrices constitutives, pu±~ les
noms de ces intégrantsQ
A l'issue de cette phase/l'équation à résoudre est
totalement décrite, il est alors possible de traiter des pro-
blèmes effectifs en utilisant le système objet ainsi créé.
Remarque
La description d'une telle êquation ! l'aide de FLUX
EXPERT demande un maxim~ d'une heure de travail sur un terminal
alphanumérique, le cont de cette phase étantextrèmement faible
(infêrieur à quelques minutes d'utilisation d'unité centrale).
'utili~ation de ~e ~y~tème objet pou~ ~é~oud~e un
p~obl~me ~éel e~t p~é~ent~e dan~ l'annexe (1) oa nOUA dé~~i~on~
le ~al~ul d'un ~hamp magnétique dan~ un p~obl~me de ~hau66age
Ya~ indu~tion.
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C.IlIe2 UTILISATION DE FLUX EXPERT POUR RÉSOUDRE UN PROBLtME
THERMODYNAMIQUE TRANSITOIRE
Dans cet exemple nous reprenons l'équation de la dif-
fusion de la chaleur que nous avons déjà traitée au chapitre
(IV) de la 1ère partie :
·Iffi ~Cl ..T" - JlP-i ~C).. T.. _1. +-~lp. ~C)" V. VTni-
·~", ·( k" =ft VT,,) +Ir~": ~ ..T n +Jr f3.t lscrJT"li -
·f~ 9 .Jl..: W"ï;n - L(3..: ~~),,~: J ~ = 0
Pour décrire cette équation, nous devons tout d'abord














température au pas N
température aù pas N-l
valeur de pC.Capacité calorifique
vitesse des fluides ou des pièces en mouvement
(vecteur à 2 composantes)
conductibilité thermique réelle ou tensorielle
coefficient dSêchange convectif de surface
€o coefficient d'échange rayonnant des surfaces
densité des sources thermiques statiques
densité des sources thermiques évolutives
température de IGambiante au voisinage des sur-
faces
Certaines dérivées sont nécessaires pour évaluer l~




dérivée de RC (T)
dérivée de K(T) valeur;
réelle~ ou tensorielle
Nous avons supposê que les propriétés H et ES étaient
indépendantes de la température.
ou~ pouvon~ ~ema4que~ que le~ p~op~ié~é~
Re, v, .K, Q conce~nent de~ élément~ de ~u46ace
alo~.6 que :
H, ES, TA conce~nent .te.6 valeu~.6 aux limite~,donc de~ élément.6
liné'zque.6.
Pour traiter ces propriétés lors de la résolution de
problèmes réels,nous avons défini,pour chacune/la possibilité
d'utiliser des valeurs constantes, tabulêes, ou des fonctions.
Dans ce dernier cas 2 modêles ont été définis :
LINEAIRE, approximation par une formule du type A + BT
QUADRATIQUE, approximation par une formule du type
A + BT + CT2 .
Aprês avoir.dêcrit les variables,il faut choisir les
options générales :
le type de l'inconnue: REEL
la dimension de l'espace d'étude 2
le type de coordonnêes CARTESIEN
les polynômes utilis@s ISOPARAMETRIQUES de degré 2
Nou.6 avon~ choi.6i le.6 même.6 polynôme.6 pou~ le.6 6onc-
tion.6 de p~ojeêtion S· et le~ 6onction~·d'app~oximationn .•
~ J
Il faut alors décrire chacun des intégrants nécessaires
au calcul de l'équation et à l'évaluation de la matrice
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Jacobienne :
TES UJ.n. ~C ol-i, o(j Jxcl1]
1
OTES =- [Jf.n. TN (à;'Ct .x~ aq J:c:d1]
OTEO = [JfJ1. TP (~~C.)n o{.c: o{j d4:~
CE [ff.4. Re. cl" V. ol~.r.~
OCE .. [ft. V. VTN (~t0(-, ol~ d:x:J'fJ
SE fff.J1. ~.c: · (~ :li Velj)dxcl~
OSE
.. [ffl((~~ t*VTN). Vol" ) dj dx~
CV [I. H .cl" dj Jr]
r g ~
RYl [Ir EsTN o(.c:o(rl dr
VES .. Ut. Q5.0 Ct d.xcl~)
VEV := fSf-4 QV. 0(-, d.r. d1]
·VEC Ur \oLTA OCi clr]
VER Ur ES:TALt ot-c: Jr)
Pour décrire ces intégrants il faut choisir les couples
dUopêrateurs EXPRESSION INTEGRANTE et POIDS DIFFERENTIEL qui
peuv7nt les reconstituer 0 LOétude des opérateurs qui composent
le NOYAU nous permet de sélectionner
INAASV ft.ol~ 0{~ d(;
INAVGV D.A.d-ë, pt. oI~ cl c; .
INMYV '" HA':<'" dj ~. Pi cl Go
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fJAVdi · ('V.,(j =il Pi) d& . Poi 'IlINGGTV ~enseC"t
INGGSV JL'ild.~ · Velj d6
INVGAV ttpt.Vd-i) 0(. d&j
INTAV fta(-i dG
et les opérateurs de POIDS DIFFERENTIEL
POIVID
POICVl
dG dxdy ou dy
dG P3 dxdy ou P3 dy
POICV2 dG P3 P4 dxdy ou P3 P4 dy
POI3V2 dG {P3)3p4 dxdy ou {P3)3p4 dy
POI4V2 dG {P3)3p3 dxdy ou {P3)4p4 dy
POINV2 dG -P3 P4 dxdy ou -P3 P4 dy
POIN42 dG -{P3)4p4 dxdy ou _{3~4p4 dy
A l'aide de ces opérateurs nous pouvons décrire les
intégrants nécessair~s au calcul
TES = INAASV. POICVl = fJ.AD(-i ol~ • P3dxdy
avec P3 = RC variable
ou bien si Re = est INAASC ~ POIVID .
DTES = INAASV. POICV2 fJ c(-i 011 e P3P4 dxdy4-
avec P3 = DRC variables, P4 = TN
ou bien si DRC = est INAASC. POICVl
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DTEO :z INAASV. POICV2:11 ·JJ.n.ol-i. oI.j • P3P4 dxdy
avec P3 = DRe variable, P4 = TP
ou bien stORe = est INAVGC POICVi
CE '" INAVGV. POICVl '" :~ pt .V'dj • P3 dxdy
avec Pi ::8 V et P3 = RC variable
ou bien si RC = est INAVGC. POIVID
DCE = INAAW. POICVl :1: f~~dPi oP2 • P3 dxdy
avec Pi =- V # Pi == VTN, P3 =- DRC variable
ou bien si DRC = est INAAVV. POICCl
SE '" INGGTV. POIvrO IL"'-ë..{v~ 'ft",pi). dxdy
avec Pi == K tenseur variable, produit tensoriel
ou bien si K - cst INGGTC. POIVID
ou bien pour K scalaire
SE '" INGGSV. POICVl '" ffA.~.VcljP3.dxdy
avec P3 == K scalaire variable
ou bien s1 K == cst INGGSC. POIVID
OSE '" INOGTV. POIVIO '" J1« Pi :1 ~). VcI.J"'i GD d:Xd«f
avec pi == DK tenseur:ariable, Pi =VTN
ou bien pour K scalaire
OSE '" INVGAVepOICVl = 11·~)oqe P3 dxdy
avec .pt == VTN et P3 = OK scalaire variable
ou bien si OK = est INVGAC ~ POIVID
cv :: INAASV. POICVl == • P3 da'
avec P3 == H variable
ou bien si H = est INVAASC ~ POIVID
OCV '" INAASV. POICV2 '" Jrol-i. ali dt p~ Pli Jr
avec P3 == OH variable, P4 = TN
ou bien si OH ~ est INAASC ~ POICC2
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i o('d' ~DRY INAASV. POI3V2 r -t j ~ P3 pl.f dr
avec P3 TN et P4 = ES variable
ou bien si ES cst INAASC dD POI3Vl
VES INTAVepOICVl ffAol-i ~ P3 dxd't
avec P3 QS variable
ou bien si QS cst INTAC 0» POIVID
VEV '" INTAVepOICVl '" ffAd.-i GD P3 d...:d't
avec P3 QV variable
ou bien si QV cst INTAC. P01VID
VER INTAvepCPC4V Ir ol..~ ~ P3&.t Pli dr
avec P3 TA et P4 ES variable
ou bien si ES cst INTAC .PCPC3
L'opêrateur de construction de problêmes potentiels que
l'on a choisi pour ce problême thermodynamique met en oeuvre
. une méthode implicite,compatible avec la non-linêaritê des
termes de diffusion (voir lêre partie chapi~re IV).
Cet opêrateur : "CSNRDR" calcule le résidu du système
non linêaire ! rêsoudre sous la forme standard
R L. (i-I
o
) + ~t (M.I -,KS.. - KV)
"
"-
et construit la matrice Jacobienne de ce système sous la forme
L + DL - DLO + ~t (M + DM)
expressions dans lesquelles :
L, DL, DLO, M, DM, KS, KV sont les vecteurs et matrices consti-
tutifs.
En comparant terme! terme avec liexpression littérale
de l'êquation thermique et de sa· matrice Jacobienne, on en
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déduit, avec l = TN et l
o
= TQ
L = A~-i ol.je Re. = TES
M ... E:.i (1I.V«-j)RC +-~1../~ .(k« v.ljhL-4aljlf +f..~; E.~'E+r +CV+J)RY
KS'" ff:.c. QS .. J/. H.TA+ 1,,0<. E5.TA"= vEs+vec.i"VER
XV ... ff~4 QV :: VEY
Lés vecteurs et matrices 'aonst1.tutifs L, M, KS et KV
dêfinissent totalement le calcul du résidu.
Dans l'évaluation de la matrice Jacobienne
J .·L + DL - DLO + ât (M '+ DM),les matrices L et M interviennent
1 nouveau, mais d'autres termes apparaissent. Pour les évaluer
il suffit de procéder par élimination en com~arant l'expression
littérale donnée au chapitre A.IV et l'expression constitutive
proposée icio On obtient alors directement :
DL ... JJi-t ~i ~~~c. TN = '})TES
DLO = IJ ol-ë. otj ~ ec TP _ DTEO
JI. oT
et en regroupant tous les ~ermes facteurs de ~t
r~ nous avons déj! posé :
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d'oQ nous dêduisons,par êlimination,l'expression de DM :
d'oQ avec les intêgrants dêjâ dêfinis
.~ = CE + SE + CV + DRY
DM = DCE + OSE + 3 DRY
On peu~ ~ema~que~ que le te~me
de la ma~~ice Jacobienne a é~~ décompo~~ en :
a6in de ~e~~e~ compa~ible avec la d~6ini~ion de la ma~~ice M
qui compu~~e d~jà te ~e~me :
'DRY
Remarque
La description d'une telle équation demande une prépa-
ration assez soignée car l'expression de la matrice Jacobienne
est assez complexe. Sa description conversationnelle â l'aide
de notre systême expert demande plusieurs sêances d'utilisation.
2h â 4h d'interaction homme-machine sont nécessaires pour mener
à bien cette tâche dont le cont global est négligeable (quel-
ques minutes d'unité centrale) .
ou~ p~é~en~on~ dan~ l'annexe (2) l'utili~ation d'un
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tel 4Y4tlme objet pou~ la ~l4olution d'un p~obllme ~onc~et
bidimen4~onnel ~an4~to~~ee
C.lll.3 UTILISATION DE FLUX EXPERT POUR D~CRIRE '~UAI DE
NAVIER-STOKES BIDIMENSIONNELLE
Les problèmes numériques que pose la résolution de cette
êquation sont très délicats. (Non linla~itl# d~44ymlt~ie, dl-
c.en~age. a.mont nlce44ai~e a haute. vi..te44e, c.Dex..i..a.~anc.e de .,teJLme4
d'·oJide.6 di66·lJtent4 qui ..impo.6ent de.4 6onction4 de p~ojection 4ou4
p4~amlttique4)". C!lest pourquoi dans le cadre de cet exemple
·nous conduirons l'étude dans un espace bidimensionnel et nous
supposerons la viscosité constante 0




511 ~~ +- fUN( u.q~ +- ~~l!_f; p=t'~~+~ t·n
il! ~ ~~ +fft Ni U\7v + ~ff.n.~h V,,-[~ p=$..~ F'} t-,!t~. n
JJ M· ~u. + ITM- dV: - 0-c. è>. JJ..c. ~t.{A. t.:C J1., f1
Appliquons 1 ce problème une discrétisation implicite.








le système d'équations '(1), (2), (3) s'écrit
(4)
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Le systême" (4) est un systême non linêaire que nous
rêsoudrons pas la mêthode de Newton-Raphson ce qui impose de
calculer
- le rêsidu sous la forme standard :
(5) fL] (r-Io) + à~ ([MJT -KS -KV)
- la matrice Jacobienne suivant l'expression
(6) LL] + â \:- ( [M] i- [D M) )
Dans les formules (5) et (6) les matrices et vecteurs
L, M, KS, KV, DM sont les matrices et vecteurs constitutifs
standards dêfinis par rapport à l'inconnue vectorielle:
compte-tenu du systême d'êquations (1), (2)p (3) et
de l' opêrâ-ceur retenu (5) et (6) p nous en déduisons ,l'expression
littêrale de chaque terme constituti~
L, M, DM, KS , KV
Par identification nous obtenons :
(7)
· L lA.l.L L vv =LE f N-i, ~] T E
.0-
· L.e m - 0 .b..i. 1.:f: rY\ e. t- L pp = 0
· M u.u. lfJl Noë. Nd~ + rrJJ.n.VN.ë. .~-::TUX+Sf
· M u.v D1.~ Nj~ ] =-TUY
· Mu.p ~[-flA~ Mi~ = DXP
· M V II =ULr Ni Ni ~: =~ V X
(7)
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M vv = [r~~i~ t- 7f~tv-i.vtv~ =TVY +SE
.Mvp[-f~M1 =.1)YP
MfU.[fAM~~~ - PDX
M pv [AM-i~ PDY
M pp = 0
et pour la matrlce Jacobienne (J ] =. [L] t- 6. ~ ([MJ + tb r-'Ù)
Tous les autres termes de Dm sont nuls.
(9 ).
Les vecteurs constitutifs KS, KV, s'écrivent
· KS.IL =ll!"~ F5X +J....Ni TX] =q5X ;- qTX
· K~ V : [fJAtJ ... F5Y +Jr. N.t T'Y] = QSY + QTY
. KS p =0
· kV u =U~-i FVX] = QVX
· K Vv = DS.n.N-i fVY] = q VY
.K V p = 0
Afin de décrire ces intégrants à l'aide de notre sys-
tême,il faut tout d'abord choisir les identificateurs des va-
riables et des grandeurs physiques mises enoeuvre.
L'inconnue principale
Au pas N
UN composante en x de la vitesse





VNI composantes au pas précédent
PNI
Les grandeurs physiques :
ETA : la viscosité du fluide
TX et TY les composantes en x et en y du tenseur des
conditions aux limites/évalué ~ l'instant N
FVX et FVY les composantes en x et en y des forces
variables appliquées au liquide ~ l'instant
N
FSX et FSY les composantes en x et en y des forces
constantes appliquées au~ liquide
RHO la masse volumique du fluide
Notre système demande ensuite de préciser
• le type de l'inconnue: REEL
• la dimension de l'espace: 2
· le type de coordonnées utilisées.: CARTESIEN
· ~e degré des polynômes choisis : ISOPARAMETRIQUES
de degré 2 et SOUS-PARAMETRIQUES de degré'l
Le ~hoix de deux type~ de polynôme~ e~t né~e~~4i~e ~a~
la vite~~e et la p~e~~ion n'4ppa~ai~~ent pa~ dan~ l'équation 4ve~ le
même o~d~e de dé~iv~tion.
La vite~~e e~t une in~onnue qui inte~vient pa~ ~a
dé~ivée ~e~onde. Elle ~eAa gpp~oehée p4~ de~ polynôme~ de deg~é
2 que nou~ note~on~ Ni.
La p~e~~ion e~t une ineonnue qu~ n'inte~v~ent que p4~
~on g~4d~en~. Elle ~e~a inte~polée pa~ de~ 6onet~on~ de deg~é
in6é~~eu~ : p?lynôme~ d~ le~ deg~é que nou~ note~on~ Mi U04].
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Afin de pouvoir dêcrire les matrices constitutives,il










~ [IL Ni Nj RHO]
[SL.. ~ ~ ~:) RH~
[ffA. ~ N'Jo ;)~U;) RHO]
(fJ.Il. Ni. ~ ~:) RHO]
[fJa N-i ~ ~~'j) R~~
SE • [ETA KVN.t • ~1
..n. .[JLt'HO Ni ~~ U-N]
[JJ.q. RHO N.t ~~i VN]
DXP • [-Il~ Mj]
OYP = [- fJ.I1. ~~~ Mj]












OTY [S N... TI]
r'
Chacun de ces intêgrants doit être dêfini,comme dans
les exemples prêcêdents,par un coupie d'opêrateurs EXPRESSION
INTEGRANTE et POIDS'DIFFERENTIEL.
L'examen de la base de donnêes NOYAU-ALGORITHMES per-





P1. J1.o{.4. <'td.• d:cJ1 =INA"5C fD poivio =RHO51t.c. oI~ c:b:d1
avec Pi = Rlotocst
2.]o{~olj Pf:lC..c::6:c1~ =1NAAXC fD FtiViD: RHOJld..lolj dl1 d:lCdl(
a~c Pi = Vu :11 a.x a-
P2 = RH.ocst
P2jj.t0C#dlIckd'f =INMYC ~ roiV\O =R"§.:'.(~o~ c6:d'j
avec Pl = Vu . '(1
P2 = RHOcst
P2]etolj Pf.x.Clcb:J1:: I~AA)(C~iviD R"OffolocloJv JxJr.La~c pt =V v V.Q." :t ~X . f
P2 = RHO::st




= Pi»A.04.~ .dx~ = INGG5C.l2l l'OlviO=ETAJJ.1.,(.c.. ''ol~c6cd't
avec Pl = ETA est
= fiol.t~ \Il P3°Ptt cc~ =1NTAD)(~ j:b°ICC2 =fftX-i~ UN ° R"Ocl:cd~vec ~3 = UN' :n. é>.x: ~
P4 = RHO est
TOY fl1-<~ 411 P30 P4 J.cJ'f= tNTA])YCJ; PolCC2 ::.1:~~ VN. R"~d1
avec P3 = VN ~ .
P4 = RHO est
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DXP IJ ~oI...4. ~~ al(-dx.d~) :' INTDXBepCNVID.n.~.x..
OYP if ~o(-i. (3j ail (- d.xd~)= INTDYB lIlPCNVID
U.n.. ~'i
PDX ffA. ~<. ~~ QSl J.x.d~ ::; INTBDX "POIVID
. PDY = fIA. ~-i ~; la dxdi: INTBDY f2lPOIVID
QSX = .P-i flAo{.t, dQ d.x.d1 = INTAC <Il POIVID =F5xjj ol-i. d~:f
avec Pl = FSX est ~
· ou bien .ol~ <1 P3c6::.:t1 = lNTAVQII FOlc.V1 =lfAol-i FS>cclxdt
QSY = Pi JJAott 18l dx. d~ = INTAC dt POIVID = FS'tJ-lo/~ dxJ1
avec Pl = FSY est .
ou bien JJ.n..ol-i CS> P3dxd'1 = If\IT'AV" fb1C\l1 =ILcX-è. FSYc:l.xd1
QVX = Pi fl~.{ dll d.:r.d'J- = INTAC QII POIVID = FVX~ olid.x-J'l.~ _ ~ f
avec Pl = FVX cst · J
ou bien (( ol-è. CIl 3.kcd~ INTAV" fb\C\J1 =fi ~-i. FVXd..xd1
JJ.t1- . ~
QVY = Pi fJJt.o(-i l2l d::cd~ - INTAC QD POIVID =Y~d-idr1
avec Pl = FVY cst . ~
ou bien JJ4,.ol-i dQ 3tcd~= tNTAV<apo\cv1=Jf1-t yxd~
QTX = PiI,. o(~ " d r = INTAC GD POICID =1)(llX-i d fi
avec Pl = TX est r
ou bien J,.,ol-i, • P3 dr = 1tvTAV 3 FOicVi.= freX-i TX d r
QTY = Pi JI" o(~ QD d r = INTAC " POIVID = TY1oIoi d rt
avec Pl = TY est r
ou bien JrcX.4-. <8l P3 d r = 1tvTAV QI POle V1 =Irci... TY d,...
Pour construire une telle équation à l'aide de notre
générateur, une journée de travail intêractif est nécessaire~
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surtout â cause des vêrifications minutieuses qu'il faut effec-
tuer lors de la description des intêgrants.
Le coOt d'une telle description demeure nêanmo~ns três
faible:quelques minutes. de temps unitê centrale.
ou~ p4é~ente4on~ en annexe un p~obl~me 4ée! t4aité a
l'aide de eette équation: éeoulement dan~ un ehenal eompo4tant
une eavité en 604me de T.
C.IV SYNOPTIQUE DES COMMANDES DU PROTOTYPE
Nous présento~s brièvement ci-dessous l'ensemble des
commandes que notre systême met â la disposition des utilisa-
teurs.
ou~ n'abo4de4on~ pa~ iei la de~e4iption de la tâehe
de déeoupage e66eetuée pa4 le ~y~tème indu~t4iel ENTREE de
FLUX2V, la notiee d'util~~ation de ee ~y~tème [58] le dée4it
de maniè4e t4~~ détaillée.
C.IV.l LES COMMANDES DE TÂCHES










la,n.ee la tâehe :) ..de modéli~ation d'e~ p40p4ié-
té~ de~ maté4iaux
POU4 dée4i4e la di~e4éti~ation Béomét~ique
POU4 eon~t4ui4e un p40bième 4éei
POU4 ~é~oud4e un p40blème dont le~ ineonnue~
~ont de type 4éei
POU4 ~é~oud4e'un p40bième dont ie~ ineonnue~
~ont dL type eomplexe
pou~ expioite4 de~ 4é~uitat~
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C.IV.2 LES COMMANDES DE GESTION
Chacune des 7 tâches précédentes débute par le même
Nom du problème = ?
Voulez-vous récupérer la base précédente ?
Si oui : nom de la base. concernée
En ~66e~, chaque tache pe~met de ~on~t~ui~e une ba4e



















Ap~l4 la dl6inition du nom de la ba4e de donnle4 ~on­
~etnle, et ap~l4 avoi~ ~l~upl~l d'lven~uelle4 4auvega~de4 p~o­
. venant d'utili4a~ion4 p~l~lden~e4, cha~une de4 tâche4 o66~e
le4 ~ommande4 de ge4tion 4uivante4 :
STOP pOuJL a~~ête~ la tâche en cou~4
SAUVEGARDER ~ou~ 4auvega~de~ la b44e de donnle4 en
~U~4 de con4t~uction
RAMIIpou~ t~an4mett~e aux au~~e4 tâche4 du 4Y4-
tlme un t~avail a~hevl.
IMPRESSION pou~ imp~ime~ 4u~ li4te i'lta~ du t~avail
Jtlal.i4l e
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C,IV,3 LES COMMANDES PROPRES A LA TAcHE GË~RAEUR
a) Choix de l'êtape concernêe
Une commande pe~met d'active~ chacune de~ quat~e étape~
néce~~ai~e~ a la con~t~uction d'un ~y~t~me objet.
NV NOYAU-VARIABLE pour dêfinir les var~ables globales
NO NOYAU-OPERATEUR pour dêfinir les opêrateurs
OV OBJET-VARIABLE pour dêfinir les variables d'un
systême objet
OE OBJET-EQUATION pour dêfinir les êquations carac-
térisant le systême objet en cours
de construction





qui t~aitent de chacune de~ va~~able~ a
déc~i~e
qui pe~met de vi~uali~e~ :
• NOMS des variables déj! écrites
• DETAIL d'une variable
· LISTE de toutes les variables décrites
c) Dêtail des commandes NOYAU-oPERATEUR
Choix de ia cla~~e d'opé~ateu~~once~née.
· FORMULES-D'INTEGRATION
· POLYNôMES












adapté â chaque opérateur
identique pour tous les opérateurs
· !!2~!E!2~_9~Y9_2E!E!~!Y~_[~~!:~!~!!§~!!~
~ot~e 4Y4tlme demande ~ucce44ivement :
Nom du programme matérialisant l'opérateur







'utili4ateu~ doit donne~ te4 in6o~mation4 4uivante4
• Nom du programme matérialisant l'opérateur:
Degré du polynôme calculé a choi4i~ pa~mi :
• SOUS-paramétrique degré 1
• ISO - paramétrique degré 2
o SUR -paramêtrique degré 4







· Nom de l'opêrateur FORMULE-D'INTEGRATION associê :
on doit oou~ni~ dlo~~ le nom d'un opl~dteu~ dl6ini'
dU p~édldble et dont ld dimen~ion de l'e~pdce de
cdlcul doit êt~e compdtible.
• y a-t-il un polynôme sous-paramêtrique associê :
qUdnd le t~ditement d'une équdtion néce~~ite le cdl-
cul de polynôme~ de deg~é~ dio6é~ent~ (co dvie~­
toke~ ) le~ opl~dteu~~ qui le~ éVdluent doivent
êt~e compdtible~ ent~e-eux et ~ont dlo~~ dccouplé~o
Si ld ~lpon~e a ld que~tion po~le e~t oui le p~og~dmme
demdnde alo~~ :
Nom de l'opêrateur sous-paramêtrique associê
• y a-t-il un polyn8me sur-paramêtrique associê :
· Nom de l'opêrateur sur-paramêt~ique concernê :
ui~ le ~y~t~me dem~nde
• Nombre de noeuds de l'êlêment de rêfêrence sur le-
quel est calculê le polynôme :
· ~~~2~!E~!~_~~~~_E§~~~~~~_~~_~~~Y!!~_~~_2!§~~
~!~~~!~§


















PUi4 le.~Y4~lme d~e44e la li4~e de4 ma~~ice4 con4~i~u­
~ive4 e~ pou~ chacune demande
a Matrice utilisée ? oui-non
• Entrez la formule correspondante
Enoin, l'u~ili4a~eu~ doit oou~ni~ la oo~mule co~~e4pon­
dan~ a l'opl~4~eu~ en cou~4 de de4e~iption,aoin que celle-ci
appa~ai44e en clai~ dan4 la documenta~ion (c'e4t en eooet une
6o~mule m4~h~matique Qui ea~aetl~i~e un tel opl~ateu~ beaucoup
mieux qu'un nom dan4 une b~4e de donnle4). Aueune analY4e 4yn-
~axique ou 4lmentique n'e4~ eooectule 4u~ une telle oo~mule.
• Nom du programme matérialisant l'opérateur:
on ~appelle que chaque opl~ateu4 de cette cla44e peut
met~~e en oeuv~e deux type4 de polynôme4 di4tinet~
c'e4~ pou4quoi le ~Y4tlme demande:
Degré du 1er polynôme : 'a ehoi4i~ en~~e :





• Nature du 1er polynôme : d ehoi~i~ pa~mi :
• Directe : on utilise le polynôme tel quel
• Gradient : c'est le gradient du polyneme qui sera
calculé.





• Nature du 2ême polynôme
• Directe
• -Gradient
On ~appelle qu'une exp~e~~ion intég~ante peu~ 6ai~e
inte~veni~ deux p~op~iét~~' au ~ein de ~on inte~6ace, c'e~~ pou~­
quoi le ~g~tème demande alo~~ :
Propriété Pl d choi~i~ pa~mi
• Vide : pas de propriété utilisée




Type de l'intêgrant calculé
· Vecteur
· Matrice
an~ le ea~ d'une mat~iee il 6aut alo~~ p~éei~e~ :
Structure de l'intégrant calculé: a ehoi~i~ pa~mi
. Symétrique
. Dissymétrique
u~~ le ~y~tème demande
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Entrez la formule'correspondante
t.oujo-u.IL.6 a de4 o.i.n4 de doc.u.menta..ti.on, -i..l oau.t QouJtn.i.Jt
une de4c./L.i.p.tion 4.tandaJtd de l'expILe44.i.on c.alc.ulle.d
l'aide de4 vaJti.able.4 4ui.yan.te4 : A, B, C pouA te.4
d.i.veJt.6 .type4 de polyn~me~l, P2 pouJt le.4 pJtopJti.l.tl4 ~
GRAD~R~ OIV pouJt le4 oplJta.teuJt4 c.la44i.que4 de dlJti.-
va.tion et. le4 oplJtat.e.u44 c1Jt.i..thmlt.ique4 U4Ue.l4 + - X 1
~x. Ce.t.te QoJtmule 4eJtvLJta de modlte pouJt le 6oJtma.teuJt
4plc..i.al qui peJtme.t de. pJtl4en.teJt te Jtl4ulta.t d'une
de4eILip.t.i.on d'lqua.tion avec. te g~aphi4me U4uel
exemple. : (f /GJtad (Ai..) • GJtad (A j) ::Pl ::dr
e Nom- du programme matérialisant l'opérateur:
~U4 Jtappelon4 qu'un oplJta.teuJt-poLd4-dL66lJten.tie.t
peut 6aiILe Ln.teJtve.n.i.Jt 1941e.men.t deux pJtopJtil.tl4 phy-
4.i.que4 a.i.n4.i. que la valeuJt du Jtayon dan4 te c.a.6 de
c.oo~donnle4 axi4yml.tJtique4 c.'e4.t pouJtquoi. le 4Y4-
.tlme demande :
a C.ho.i.4i..Jt paJtmi










. Entrez la formule correspondante ~
c.omme. pouJt t'expJte44ion .i.n.tlgJtc1n.te, c.ett.e ooJtmule
4e4vi..Jt4 a Jte.c.on4t.i.tueJt te.4 équa.ti.on4 4elon le gJta-
phi4me u4ue.lo Exemple. : dG s R~dR~d.
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Nom du programme matêrialisant l'opêrateur
Opérateur fonction du temps ? oui-non
Opêrateur fonction de l'espace? oui-non
Opêrateur fonction de la variable principale 1 oui-no n
Opérateur fonction d'une autre propriêtê Pl ? oui-non
Opérateur fonction d'une propriêté P2 ? oui-non
• Entrez la formule correspondante :
ta enco~e cette 6o~mule ne ~e~t qu'a ta documentation
inte~ne et 6acilite te choix de~ dive~~ opé~ateu~~
to~~ de ta de~c~iption d'un modète de p~op~iété.
d) Détail des commandes de OBJET-VARIABLE
INCONNUE-PRINCIPALE
pe~met de dé6ini~
· le nombre de composante de l'inconnue principale)
• le nom donné à chacune des composantes au pa~ de temp~
cou~ant et au pa~ de. temp~ p~écédent pou~ te~' équa-
tion~ de phénomène~ d'évotution.
AJOUTER
commande qui pe~met de ~électionne~ te~ va~iabte~ uti-
ti~ée~ pa~ te~ équation~ en cou~~ de. de~c~ipt.ion, au
~ein de ta ba~e NOYAU-VARIABLES.
ou~ chaque va~iabte ain~.i ~étect.ionnée, .it 6aut égate-
ment p~éci~e~ te~ modète~ de catcut de p~op~.iété~ dont
on auto~i~e~a t'utili~ation dan~ te~ pha~e~ utté~.ieu~e~




· liste de valeurs nodales globales/
.. liste de valeurs nodales définies par élément,
o liste dè valeurs nodales définies par région,
e modèle calculé par un opérateur propriété/
dan~ ce de~nie~ ca~ le 4Y4tlme demande :
.. le nombre de modèles distincts envisagés et poa4
c.hac.un .:
- son nom l
- le nom de IDopérateur p~opriêtê qui le calcule.
EDITER
c.ommande .6tandaJLd qu.i peJLmet d'ldUe~ 4uJt con4ole. ou
4UJt t4te..
.. NOMS des variables définies
.. DETAIL dOune variable
• LISTE détaillée de toutes les variables
e) Détail des commandes de OBJET-EQUATION
OPTIONS GENERALES
petme~ de dl6ini~
.. le type des variables utilisées
.. REELLES
o COMPLEXE
· le type des coordonnées utilisées
.. CARTESIENNES
. AXISYMETRIQUES
.. la dimension de l'espace d'étude
l, 2 ou 3
& PUi4 POUJL c.hacun de4 op~~ateu~4 de CONSTRUCTION de
SYSTEMES-LINfARlSfS contenu: dan4 le NOYAU-OPERATEUR,
te pJLogJLamme demande 4i cet opé~ateu~ 4eJLa uti!i4l
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pa~ l'une de~ ~~~a~~gie~ de ~~~olu~ion. La 6o~mule de
ehaque opé~a~eu~ e~~ a66ieh~e ~imul~an~men~ a6in que
le ehoix ne néee~~i~e pa~ la eon~ul~a~ion de doeumen~~
ée~i~~ annexe~.
Commande I~EGRA-AUER
Elle a pou~ obje~ de d~e~i~e ehaeun de~ in~ég~an~~ qui
eompo~en~ l'équa~ion en p~éei~ant'~
• le nom de l'intégrant,
• la caractéristique discriminante ou ~i e'e~~ un in-
tég~an~ qui ne me~ pa~ en oeuv~e de p~op~ié~é, la
dimen~ion de ee~ in~ég~an~ : ponetuel, liné~que,
~u~6aeique, volumique, mae~o-élément4i~e,
le type de l'intégrant
• Matrice
• Vecteur
• Pour le cas oQ la propriété discriminante est une
constante:
Nom de l'opérateur expression intêgrante
Les opérandes effectifs de cet opérateur
p~op~ié~~~ Pl e~ P2
Nom de l'opérateur poids différentiel
Les opérandes effectifs de cet opérateur
p~op~ié~é~ P3 et P4




Pour le cas oft la propriété discriminante est variable
· Nom de l'opérateur expression intégrante
les opérandes effectifs de cet opérateur
Pl e~ P2
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• Nom de lOopérateur poids différentiel :
Les opérandes effectifs de cet opérateur
P3 et P4





Ce.t~e de.JtnilJte ~n6otmation pe.Jtme.t 4 t'ou~it de. Jtl40lu-
tion de pJtob.f.ème.4 d' op.ti.m.i~e.t le. nombJte. d' -i.ntlgJtant4 a c.a.lc.ule.Jt
dan.6 le.4 4tJta.tlgie.4 i.tlJtati.ve.4 (u.n .intlgJtant tinlaiJte e.4t 4UP-
p04l c.on4tant au c.ouJt.6 du dlJtoule.me.nt de. toute. la 4tJtatlgie.,
un intlgJtant dynami.que. e.4~ Jtec.alc.ull au wdlbut de. c.haque. p44 de.
te.mp4, un intlgJtant non linlaiJte. e.4t Jte.c.alc.ull a c.haque. Jtl4otu-
tian) .. 0
Commande INTEGRANTS-EDITER
Elle. peJtmet d'ld-i.te.Jt 4uJt c.on4ole.
. Le détail d'un intégrant déjâ créé
(t La liste détaillée de tous les intégrants déjâ créés.
Commande MATRICE-DESCRIPTION
Elle. pe.Jtme.t de. dl6iniJt le.4 ma..tJt.ic.e.4 c.on4ti~utive.4 nlc.e4-
~aite.4 pouJt le4 oplJtate.uJt4 de CONSTRUCTION de 4Y4t~me.4
linlaAi.~ê~ qui ont ltl Jte.te.nU4 au pJtlalable. paJt la
c.ommande. OPTIONS.
PouJt c.hac.une. de4 mattic.e.~ 4lec.tiànnle~ et pouJt chaque
bloc. de c.e4 mattice~ (dan4 le ca~ d'une inconnue multi-
comp04ante~) le. pJtogJtamme demande:
o Le nombre d'intégrants
.. Les noms de ces intêgrants
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Commande MATRICE-EDITION
Elle pe~met de 6a~~e éd~te~ le~ mat~~ce~ con~t~tut~ve~
p~éalablement dé6~n~e~o
C.IV.4 LES COMMANDES DE LA TÂCHE MD~IAI DES RRI~~
Commande AJOUTER
Elle pe~met d'ajoute~ un mod~le a l'a~de de~ ~n6o~mat~on~
.6u~vante~
• Nom du modèle ! créer
• Propriêtê modêlisée
• Type du modèle parmi
Valeur constante valeur de cette constante
• Valeurs tabulêes aux noeuds globalement
Valeurs tabulêes aux noeuds par êlêment
· Valeurs tabulêes aux noeuds par région
ou~ ce~ t~o~~ de~n~e~~ ca~/l'ut~l~~ateu~ do~t 6ou~n~~
le nom du 6~ch~e~ qu~ cont~ent le~ table~.
· Fonction
an~ ce de~n~e~ ca~/l'ut~l~~ateu~ do~t ~nd~que~
• le nom de la fonction choisie
• le nombre de paramètres variables définissant cette
fonction
• les valeurs de ces paramètres ou le nom du fichier
qui les contient (dan~ le ca~ d~ cou~be~ expé~~­
men'tale~ inte~polée~j.o
Commande SUPPRIMER




Elle pe~met de v~4u~li4e~
• Les noms des modèles décrits
· Le détail d'un modèle
e La liste détaillée de tous les modèles
~ 4u4 eon4o/e ou 4u~ diehe4
C.IV.S LES COMMANDES DE LA TÂCHE DE DESCRIPTION DE RB~ME R~E
Commande SYSTEME
'Pe4met de li~e le nom du ~Y4tlme objet eonten~nt le4
lquation4 4 t4aite4.
Commande DECOUPAGE
Pe4met de li4e le nom de la ba4e de donnle4 eontenant
l'objet di4e4lti4l en lllment4 oini~.
Commande MATERIAU
Pe4met de li4e. le nom de. la beue. de donnl.e4 eo·nte.n~nt
le4 modlle4 de4 p~op~ilt1.4.
Commande AFFECTER
ou~ ~haque ~lgion du dleoup~ge
• Tracé de la région sur terminal




• Affiche les contours de l'objet
pou~ ~haque ~ompo~ante de l'in~onnue






ou~ ~haque type de ~ond~tion aux lim~te~ on do~t 6ou~n~~
la li~te de~ numé~o~ de~ noeud~ du ~ontou~ (noeud de début, et
noeud de 6~n) et le~ valeu~~ numé~ique~ de~ in~onnue~ (pou~
~~~~hlet et ~an~la~on)o
C.IV.6 LES COMMANDES DE LA TÂCHE DE RÉSOLUTION DE PROBLÈMES
Elle~ ~on~i~tent a
• choisir la stratégie de résolution parmi les stratê-
gies proposées :
• linéaire direct statique
• non-linéaire statique Newton-Raphson
linéaire dynamique implicite
· linéaire dynamique Crank-Nicholson
· dynamique terme diespace non linéaire, terme de
temps linéaire. Crank-Nicholson
• dynamique terme d'espace non linéaire, terme de
temps linéaire implicite
· dynamique terme d'espace non linéaire, terme de
temps linêaire prédiction-correction
· dynamique termes spati~ux et temporels non linéaires
implicite
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• dynamique termes spatiaux et temporels non l~néaires
implicite
o dynamique termes spatiaux et temportels non linéaires
implicit~ prédiction-correction
• Choisir la méthode de résolution selon la structure
de la matrice g
• symétrique définie positive
• non défi~ie positive bien conditionnée,
· dissymétrique mal conditionnee
o Fournir les pas de temps, d'espace, les précisions
désirées de Newton Raphson, le pas d'échantillonnage
• des rêsultats sur disque (pour les phénomènes évolu-
tifs sur le temps). .
C.IV.l LES COMMANDES DE LA TAcHE D'EXPLOITATION DES R~UA
• Déterminer le numéro de l'échantillon! visualiser
o Déterminer la composante de l'inconnue! traiter
• Préparer le tracé
- des régions
- des lignes isovaleurs
- des vecteurs nodaux dan4 le ca4 d'une va~iable
vec..to~i.el.le
o Afficher les tracés préparés
o Sauvegarder les dessins obtenus
· Construire les fichiers de valeurs tabulées pour
couplage
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Le ~y~tème demande alo~~ le type de modèle pa~mi
• Tabulê global
· Tabulê par êlêment
• Tabulê rêgional
dan~ ~e de~nie~ ~a~ le nom de la ~égion ~on~e~nle doit
êt~e 6ou~ni.
C.V FONDEMENTS INFORMATIQUES DU SYSTEME
Nous av~ns dêjâ justifié l'organisation de notre sys-
tème en 6 phases auxquelles correspondent six programmes prin-'
cipaux. A l'exêcution, ces programmes sont totalement ~ndêpen­
dants : par contre, ils sont constituês ~ IVaide de sous-
programmes appartenant â des bibliothèques communes et ils
êchangent des données au moyen de bases de données partagêes.
Nous allons dêtailler cette organisation interne.
C.V.I BASES DE DONNÉES ET BANQUE DE SAVOIR-FAIRE
Nous avons vu, dans le paragraphe prêcédeat, que le
système gère de nombreuses bases de donnêeso Leur dimensionne-
ment ne peut en aucun cas être connu a priori, chacune des 6
phases du système accède donc â des bases de données dynamiques.
, .
"
Or, le système peut être rêparti sur des machines dif-
fêrentes, le problème de la communication entre phases se pose
donc. ,On doit remarquer, en outre, que l'utilisateur ne peut
accêder aux donnêes d'une phase prêcédente que lorsque le
travail correspondant â cette phase est totalement ache~é. Ceci
autorise donc le mode de gestion suivant
· Lorsque l'utilisateur estime qu'il a achevé une phase,
la commande "TRANSMISSION" lui permet de faire cons-
truire un fichier formaté portable: "la,base de donnée
statique" qui contient l'êtat de la base de données
qui vient d·et~e construire.
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Dis .que la phase suivante ëst démarrée, il faut bien
entendu récupérer le fichier correspondant et les programmes
reconstruisant automatiquement la base de donnée dynamique.
L'exp6rience nous a montré qu'il était très délicat
de gérer avec fiabilité des bases de données ainsi traitées
par deux jeux de programmes distincts/l'un écrivant la base,
l'autre la lisant et la reconstituant. C'est pourquoi chaque
base n'est qérêe que par un seul jeu de proqrammes qui assurent
la lecture ou l'écriture de façon totalement symétrique (un
paramètre dOentrêe permettant l'aiguillage selon l'option
choisie) •
~qu~e 11 Ba4e4 de donnle4 4~a~que e~ dynamique.
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L'intêrêt de pouvoir utiliser des bases de donnêes sous
- forme dynamique ou statique ne rêside pas seulement dans la pos-
sibilité de rêpartir le système sur des machineS diffêrentes,
cela permet êgalement de constituer des archives fort utiles,
notamment pour les bases de donnêes "système-objet". En outre,
le fait d'utiliser des fichiers formatês,rend ces archives par-
faitement lisibles. L'utilisateur peut donc ainsi se constituer
une banque de savoir-faire qu'il peut gêrer à son grê et sur-
tout qu'il peut rêactiver aisêment grâce aux programmes de
transfert.
La banque de savoir-faire de notre système se compose









La notion d'ensemble d'opêrateurs d'une même classe a
dêjà êtê prêsentêe dans la deuxième partie de ce' mêmoire, nous
exposons ici le dêtail de la structure informatique qui les
gère.
A chaque classe d'opêrateuIS correspond une bibliothèque
qui doit être êcrite en fortran. C'est l'utilisateur qui doit
p~ogrammer un algorithme qui ferait dêfaut dans le noyau :
c'est pourquoi .la documèntation prend dans ce cas une grande
importance.
La procédure à suivre pour programmer un opêrateur est
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fort simple :
- chaque classe d'opérateurs comporte un opêrateur par-
ticulier ~ lOopérateur VIDE, composé d'une seule ins-
truction : RETURN. Mais dans la subroutine correspondante
l'utilisateur peut trouver la description détaillée de
l'interface commune à tous les opérateurs de la classe,
la déclaration des types des paramètres et leur signi-
fication respectives, et des oonseils sur la program-
mation de tout opérateur. Il suffit donc de recopier
l' "opérateur vide·' dans un fichier, d'insérer la pro-
grammation du nouvel opêrateur et de modifier le nom
de la subroutine pour obtenir le programme'désiré sans
. ~ourir aucun risques d'erreur d'interface.
Le système comportant plusieurs centaines de sous-
programmes, le risque d'obtenir des noms homonymes est assez
important ; c'est pourquoi les deux premières lettres de tous
les noms des programmes d'une même bibliothèque sont' imposées.
Ceci restreint la lisibilité des noms de programmes (6 carac-
tères), mais la description détaillée fournie dans le générateur
et les commentaires dans le texte des opérateurs pallient cet
inconvénient.
Le principe de notre système repose sur la possibilité
d'ajouter des opérateurs chaque fois que cela est nécessaire,
sans être contraint de modifier le code des programmes déjà
écrits et~même sans avoir l refaire une édition de lien de ces
. ,
programmes. Un chargeur dynamique prépare l'interface des pro-
grammes opérateurs en consultant,d'une part le' dictionnaire
d'interface associé l chaque bibliothèque et d'autre part la
base de données"~BEME-REE"qui contient les valeurs numé-
riques demandées. La réalisation de ces outils spécifiques a
été grandement facilitée par l'utilisation du système MULTICS
qui met en oeuvre un chargeur dynamique de programmes, acces-
sible en PLI ..
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C.V.3 BIBIH~UE FONCTIONNELLES
Tout notre systême est orqanisê en bibliothèques que
l'on peut classer en trois catêqories (outre les opêrateurs
dêjA prêsentês) •
• Les outils non portables : ils sont en fait des exten-
sions apportêe,s au langage FORTRAN et sont propres A chacune-
des machines :
• les outils de base : êcrits en langage standard (mais
utilisant les outils non portables), ils résolvent
des problèmes qui peuvent apparattre dans plusieurs
phases du système,
· les bibliothèques structurelles : qui ne font que
regrouper/sous des rubriques logiques/les routines
générales de notre programmeD
C.V.3.1 Les outils non portables
Ils concernent
• la gestion des allocations dynamiques de variables
• les appels dynamiques d'opérateurs
· la gestion des fichiers séquentiels
· la -gestion des fichiers A accès direct
La plupart de ces ~utils avait dêjA êtê mise en oeuvre
dans le système FLUX, ils ont néanmoins été spécifiés A nouveau
pour les besoins de notre systême.
Il faut reprogrammer ces outils sur chaque nouvelle
machine mais l'expérience en ce domaine (acquise dans le trans-
port de FLUX sur au moins 5 machines différentes) nons a montré
que c'était un travail fastidieux mais posant peu de problêmes.
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Seul 1 Denchalnement dynamique des opérateurs pe~.t pO$er des
problèmes sur des machines qui ne disposent p~s' de chargeur
dynamique'.
C .. V.3.2 Les outils de base::
Ils sont composés de :
co la gestion des dialogues
e la gestion des dessins
e la gestion des structures de listes
Cette dernière partie est particulièrement importante
car notre système traite de nombreuses listes :
.. le4 lllment~. 40nt dlc~i~ pa~ une li4te de noeud4,
· le4 ~l9ion4 40nt con4t~tule4 de l~4te4 d'élément~,
• le4 valeU~4 de chaque ca~actl~~4t~que 40nt calculle4
pou~ tou4 te4 po~nt4 d'~ntlg~4t~on d'un lllment et
tabulle4 40U~' 6o~me de·l~4te4,
· le4 ~ntlg~4nt4 calcull4 pou~ chaque lilment 40nt
~eg~oupl4 4ou4 6o~me de l~4te4 .de mat~ice4.ou de v~c­
.teU~4.
o le4 m4t~~ce4 eon4~tut~ve4 40nt 19a1ement 4tockle4
D 40U4 60ltme de li4tU
en6~n ,chaque cl444e d'opé~ateu~6o~me une l~4te qu~
compo~te pou~ chaque ~tem le nom du p~og~amme FORTRAN
e66ectuant le t~ava~l et la de4c~~pt~on de 40n ~nte~­
6ace 6ollmelle ...
Toutes les listes mises en oeuvre par notre syst~me
sont directement gérées par. un outil commun écrit en FORTRAN,
compatible avec les primitives de déclarations dynamiques de
mémoire et la gestion des fichiers ! accès direct. Ceci permet
notamment de pouvoir aisément sauvegarder sur disque ces
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structures de liste et d'accéder a volonté ~ un item sélectionné
qu'il soit résidant en mémoire centrale ou stocké en mémoire
de masse.
La gestion des dessins est assurée par les programmes
que nous avons développés lors de l'écriture du systême FLUX2D
[1561.
La gestion des dialogues a été conçue par J.L. COULOMB
pour le ~ystême pédagogique Didact-Flux • Sa robustesse et
son utilisation três souple en font un outil particulièrement
performant ("il a été êcrit en Fortran 77).
C. V. 3.3 Les bibliothèques structurelles
Tout notre système est .organisé en bibliothèques qui
réunissent chacune les sous-programmes concernant une même phase
de traitement de l'information.
L'ensemble des quelques 500 routines de notre système
est organisê en une trentaine de bibliothèques qui comportent
donc en moyenne une vingtaine de programmes 0 Les plus volumi-
neuses sont bien sOr les bibliothèques d'opérateurs (par exemple
les opérateurs calcul d'exp~e~~io~-~n~êg~an~e~~on~ au nomb~e
de 45, le~ poid~ di66l~en~iel~ a~teignent le même nomb~e):
Afin de pouvoir gérer efficacement ces bibliothêques,
des outils de documentation automatique ont êté mis au point. :
Ils assurent :
. Une présentation standard du code (indentation
de~ boucle~ et de~ in~t~uction~ logique~, numê~otation
de~ étiquette~ pa~ valeu~~ c~oi~~ante~, éc~itu~e de~
commentai~e.6 en minu~ cul~ ) .
. Un contrôle des dêclarations dOinterface sous une
forme standardisée 0
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• La construction des chalnages d'appels directs et
inverses ainsi que la liste des commons référencés •
• L'édition automatique d'un recueil comportant les
interfaces et la description de tous les programmes.
c~~ ou~il~ on~ l~l en~l~emen~ ~lali4l4 pa~ MM Be~na~d
MOREL e~ a~~ick GIRARO en deux ve~4ion4 : langage PL' pui~
langage fORTRAN 110 eu~ u~i~a~on ~'e~~ mon~~le ~~l~ e66icace
dan~ la ge4~.lon de no~~e. ~..~~otype.
VI. CONCLUSION
Par la réalisation de ce prototype, nous pensons avoir
démontré que les techniques de résolution automatique~·de pro-
blêmes peuvent .être efficace~ pour le traitement des équations
aux dérivées partielles utilisant la méthode des éléments finis.
L'utilisation d'un tel outil ~ermet de réduire! quel-
ques jours le temps nécessaire ! la conception et ! la réalisa-
tion d'un code dOélêments finis adapté! des besoins bien par-
ticuliers.
Le langage de description que nous avons proposé n'est
'qu'un premier jet et nous estimons qu'il 'devra subir de nom-
breuses modifications pour sOadapter au mieux aux besoins de
ses utilisateurs. Cette phase d'adéquation devrait logiquement
faire suite! la phase de mise au point de notre prototype!
laquelle nous nous employons actuellement.
Nous pouvons cependant dès à présent remarquer que
l'utilisation dOune telle méthod~ pour décrire un système ne
va pas sans difficultés. En effet, la teçhnique informatique
prend à s~ charge .presque toutes les tâches fastidieuses que
l'on rencontrait dans l'écriture d'un code aux éléments finis
traditionnel. La-description d'un nouveau système, à l'aide de
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nos outils, demande en consêquence une concentration extrême de
la part de l'utilisateur. Toutes les dêcisions importantes con-
cernant le nouveau systême â construire doivent avoir êtê
prises avant le dêbut de la programmation, car le temps de rêponse
extrêmement rapide de la machine n'est pratiquement pas compa-
tible avec une rêflexion "on linette
-D'autre part, la programmation assistêe d'un système
informatique n'exclut pas la dure nêcessitê de tester le produit
obtenu. Certes,quelques vêrifications (souvent triviales) sont
effectuêes par notre -gênêrateur, mais, dans ce domaine, nous
sommes três loin d'avoir fourni toutes les sêcuritês qu'il
aurait êté possible de concevoir. Nous pensons qu'il serait utile
de conduire .une recherche dans cette direction afin de tester,
dans le détail, la cohêrence de toute programmation rêalisêe à
l'aide de notre systême expert.
Enfin, le temps -de réponse de nos outils de rêsolution
de problêmespeut certainement être amélioré cbnsidêrablement ;
nous pensons que l'application de notre technique aux géométries
tridimensionnelles dêpendra beaucoup des progrês que nous pour-
rons rêaliser dans ce domaine, soit en optimisant finement la
phase de rêsolution de problêmES, soit enèmettant en oeuvre des






Les mêthodes de la recherche appliquêe dans le domaine
de la conception de nouveaux prototypes ont êtê vêritablement
rêvolutionnêes par la puissance conjuguêe de la C.A.O. et des
mêthodes de rêsolution numêrique des êquations aux dêrivêes
partielles. La simulation du fonctionnement d'ensembles complexes
est actuellement rêalisable dans des conditions três proches
de leur mode de fonctionnement réel. La conception assistée
par ordinateur et la mêthode des élêments ~inis ont obtenus
dêfinitivement leurs lettres de noblesse.
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c'est dans ce contexte q~il nous a paru nécessaire de
conduire une réflexion sur le fond : peut-on dégager une
méthodologie générale qui rende compte le plus fidèlement pos-
sible de la grande majorité des modélisations de phénomènes
physiques qui mettent en oeuvre â la fois des techniques de
C.A.Oe et la méthode des éléments finis? Cette analyse détail-
lée nous a permis de concevoir de nouvelles techniques qui
peuvent d'une part intégrer un grand nombre d'outils de modé-
lisation et d'autre part alléger au maximum le travail infor-
matique que nécessite la réalisation d'un"lo~iciel de ce ~ype.
Dans les deux premières parties de notre mémoire, nous
avons exposé la méthodologie générale que nous .proposons pour
aborder une modélisation numérique de phénomènes physiques à
l'aide de la méthode des éléments finis. Cette méthodologie
permet de prendre en'compte un grand nombre de techniques
actuellement disponibles. Elle peut également être appliquée à
de nombreux phénomènes physiques régis pa~--d~s équations aux
dérivées partielles, elîiptiques, paraboliques, ou hyperboliques.
Nous avons choisi de prendre comme sujet .d'analyse des phéno-
mènes magnétiques, thermiques et hydrauliques mais les résul-
tats que nous avons obtenus sont indépendants de ces exemples
qui nous ont servi de support et ~ls peuvent être appliqués à
d'autres phénomènese
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Dans 'la,deuxiême partie de ce mêmoire nous avons monfrê
comment·les techniques usuellement utilisêes en·Intelligence
Artificielle permettent de matêrialiser sous forme de programmes
la mêthodoloqie que, nous avons dêgagêe.Nous nous sommes attachês
cependant à ne pas utiliser un langage propre à l'Intelligence
Artificielle ou même trop proche de l'informatique pour con-
crêti$er la méthodologie proposêe. En effet ·notre but êtait de
fournir des logiciels destinês aux physiciens et non aux infor-
maticiens. Nous avons essayê d'êviter toute formalisation qui
aurait pu paraltre êsotêrique ou trop informatique pour demeurer
à un niveau pragmatique qui nous a paru plus efficace. C'est le
même souci qui nous a· conduit à insister sur l'aspect physique
de notre approche au sein de ce mêmoire ; à l'analyse dêductive
théorisante, nous avons prêférê la dêmarche inductive caractê-
ristique de la physique.
Enfin, nous avons prêsentê le prototype de système
EXPERT que nous avons conçu et rêalisê •. La description d'un
système informatique est toujours dêlicate et là encore nous
avons prêférê une illustration à l'aide d'exemples ~'utilisa­
tion plutôt qu'une prêsentation plus systématique.
Grâce à ce système nous avons pumontrer que le temps
riécessaire â la construction d'un logiciel de C.A.O. qui uti-
lise la mêthode des élêments finis peut être ramené à quelques
jours de travail de modêlisation et quelques heures de travail
informatique. Les exemples concrets que nous avons pu réaliser
â l'aide de notre prototype ont également prouvé que le coOt
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en temps d'unité centrale de la construction d'un logiciel l
l'aide de notre générateur est pratiquement négligeable, alors
que les coOts d'utilisation des systèmes construits demeurent
comparables aux performances de systèmes industriels optimisés.
Mais notre approche "nuest que la première étape dans un
domaine de recherche qui reste très ouvert. En effet, de gros
progrès peuvent encore être envisagés dans de nombreux domaines
• L'analyse méthodologique doit être encore plus fouil-
lée pour permettre de mettre en oeuvre un plus grand
nombre d'outils performants (macro-éléments, couplage
avec les méthodes intégrales, ••• )
• L'étude des phénomènes couplés conduit l définir un
postprocesseur de traitement des résultats plus souple
et qui peut être décrit 1 l'aide de notre générateur.
• Les techniques d'intelligenc~ artificielle utilisées
permettent d'envisager des contrOles syntaxiques et
sémantiques beaucoup plus poussés que ceux que nous
avons implantés sur. notre prototype.
Les interactions hommes-machines doivent être asso~plies
et adaptées aux désidérata des utilisateurs de.notre
système 0
• Les performances enfin doivent être améliorées afin
qu~ le coat d 8 utilisation des systèmes générés soit
compatible avec des analyses tridimensionnelles de
taille conséquente.
• Un travail-technique considérable doit donc encore
être réalisé, mais c',est l'aspect humain de notre re-'
cherche qui est certainement le plus ouvert. En effet,
nous pensons avoir créé avec ce prototype une· nouvelle
classe d'outi~dont lOutilisation demeure encore déli-
càtee COast dans le domaine de la formation des
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utilisateurs de tels systèmes qu'il faudra ~ notre avis
investir le plus de travail. Cet effort devrait per-
mettre d'approfondir nos connaissances d~ns la mêtho-
dologie de la modêlisation et ainsi de mieux adapter
ces nouveaux outils aux besoins des enseignants, des
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ANALYSE METHODOLOGIQUE DE LA MODELISATiON NUMERIQUt
nEs ~UAI DE LA PHYSIQUE DES MILIEUX CONTINUS
AL'AIDE DE LA M~HDE DES ELEMENTS FINIS
* * *
FLUX EXPERT: UN SYSTÈME D'AIDE
A LA CONSTRUCTION DE LOGICIELS
Une métho1ogie générale de la modélisation numérique
des .équations aux ·dérivées partielles à l'aide de IF ti~§thode
des éléments finis· est proposée Q Son application aux ·§tFiations
de la physique des milieux continus est. exposée.. Ur-., système
informatique EXPERT mettant en oeuvre ces résultats a êté cons-
trui t, testé, et appliql\é ..~ plusieurs études caractéristiques.
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