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THE CORONA THEOREM IN WEIGHTED HARDY
AND MORREY SPACES
CARME CASCANTE, JOAN FA`BREGA, AND JOAQUI´N M. ORTEGA
Abstract. The main goal of this paper is to give an unified proof
of the corona problem on weighted Hardy spaces and on Morrey
spaces. We use a technique that allows to reduce the problem to
the Hardy spaces H2(θ).
1. Introduction
Let B denote the unit ball of Cn and S its boundary. Let dν and dσ
denote the corresponding Lebesgue measures on B and S. In [3] and [2]
the authors introduce the so called Hp−corona problem, which states
that if g1, . . . , gm are bounded analytic functions on B, satisfying
(1.1) inf{|g(z)|2 = |g1(z)|
2 + · · ·+ |gm(z)|
2 : z ∈ B} > 0,
then for any 1 ≤ p <∞, the mapMg : H
p×· · ·×Hp → Hp defined by
(f1, . . . , fm)→ g1f1+ . . .+ gmfm is surjective. Analogous problems for
Bergman, Lipschitz, Besov, BMOA and Bloch spaces in the unit ball
or in a more general class of domains have been considered by several
authors (see for instance [5, 6], [13] [16], [19], [21, 22, 23] ).
The goal of this paper is the study of the corona problem for holo-
morphic weighted Hardy spaces with respect to weights on S of the
Muckenhoupt class Ap, and for Morrey spaces.
For 1 < p < ∞, and θ ∈ Ap, the Hardy space H
p(θ) consists of
holomorphic functions f on B such that
(1.2) ‖f‖Hp(θ) =
(
sup
r
∫
S
|f(rζ)|pθ(ζ)dσ(ζ)
)1/p
<∞.
For 1 < p < ∞ and −1 < s ≤ n/p, we also define the Morrey-
Campanato space Mp,s on S given by
Mp,s = {f ∈ Lp(S) : ‖f‖Mp,s <∞} ,
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where
(1.3) ‖f‖p,s = ‖f‖p + sup
Iζ,ε
(
εsp−n
∫
Iζ,ε
|f(η)− f(ζ)|pdσ(η)
)1/p
,
‖f‖p denotes the usual L
p(S)− norm of f, and Iζ,ε = {η ∈ S; |1− ζ¯η| <
ε}.
It is clear that for s = n/p the space Mp,n/p coincides with Lp(S)
and that for s = 0, Mp,0 coincides with the non isotropic BMO space.
It is also well-known that for −1 < s < 0 the space Mp,s coincides with
the non isotropic Lipschitz space Λs.
Let HMp,s = Mp,s ∩ Hp be the corresponding holomorphic Morrey
space.
The main goal of this paper is to obtain necessary and sufficient
conditions on holomorphic functions g1, . . . , gm on B, such that Mg
maps X × · · · ×X onto X , where X = Hp(θ) or X = HMp,s.
We believe that the interest of the paper lies not only on the results
but on the techniques that allow to reduce the proof for Hp(θ) to the
particular case p = 2 and any weight in A2. The general result for every
weighted Hardy space Hp(θ) is then a consequence of Rubio de Francia
extrapolation theorem. This method gives an alternative simpler proof,
even for the decompositions for the unweighted Hardy spaces Hp.
The corona problem for the Morrey-Campanato spaces in the scale
−1 < s < 0, corresponding to Lipschitz spaces, was considered in
[16], the case s = 0 corresponding to BMOA in [21] and [6], and the
case s = n/p, corresponding to the Hp space, has been previously
mentioned. Therefore, only remains to consider the case 0 < s < n/p.
In this case the norm (1.3) is equivalent to the Morrey norm (see for
instance [17])
(1.4) ‖f‖Mp,s = sup
Iζ,ε
(
εsp−n
∫
Iζ,ε
|f(η)|pdσ(η)
)1/p
.
In order to have a well-defined problem, the multiplicative operators
f → gkf must map the corresponding space to itself, that is, the
functions gk must be pointwise multipliers of the corresponding spaces.
We will prove that for the weighted Hardy spaces Hp(θ) and for the
Morrey spaces HMp,s, 0 < s < n/p, the space of pointwise multipliers
coincide with H∞. Therefore, in the hypothesis of the corona problems
that we will consider, we will assume that gk ∈ H
∞ for any k.
Moreover, we will prove that if Mg is surjective, then the functions
gk must satisfy condition (1.1).
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The main object of this paper consist to prove that this condition is
also sufficient. To be precise, we will prove the following theorem.
Theorem 1.1. Let 1 < p <∞ and 0 < s < n/p. Let g1, . . . , gm ∈ H
∞.
Then, the following assertions are equivalent:
(i) The functions gk, k = 1, . . . , m satisfy inf{|g(z)| : z ∈ B} > 0.
(ii) Mg maps H
p(θ)× · · · ×Hp(θ) onto Hp(θ) for any 1 < p <∞
and any θ ∈ Ap.
(iii) Mg maps H
p(θ)×· · ·×Hp(θ) onto Hp(θ) for some 1 < p <∞
and some θ ∈ Ap.
(iv) Mg maps HM
p,s×· · ·×HMp,s onto HMp,s for any 1 < p <∞
and any 0 < s < n/p.
(v) Mg maps HM
p,s×· · ·×HMp,s onto HMp,s for some 1 < p <
∞ and some 0 < s < n/p.
Moreover, there exists a linear operator Tg such that Mg(Tg(f)) = f
for all the functions f in one of the above spaces.
Of course this theorem has interest only for n > 1, because if n = 1
the classical corona theorem in H∞ implies these results. Therefore,
we will assume from now on that n > 1.
We will finish the introduction giving a brief sketch of the proof
of Theorem 1.1 and the distribution of the parts of its proof in the
different sections of the paper.
As we have already mentioned, it is particularly interesting that the
proof of the key point of the theorem, (i) implies (ii), will be deduced
from the proof of the corona problem for H2(θ) for any weight θ ∈ A2.
In this case H2(θ) coincides with a weighted Besov space which makes
some of the computations easier to deal with. For this reason it is
convenient to add to the list of assertions in Theorem 1.1 the following
one
(vi) Mg maps H
2(θ)× . . .×H2(θ) onto H2(θ) for any θ ∈ A2,
the scheme of the proof of the corona theorem for the case of weighted
Hardy spaces will be the following:
(ii) ⇒ (iii) ⇒ (i) ⇒ (vi) ⇒ (ii).
Clearly (ii)⇒ (iii). The implication (iii)⇒ (i), which states that the
necessity of the condition (1.1), is proved in Section 4. The proof of (i)
⇒ (vi) is quite technical. In order to make the paper more readable,
we prove first this result for the particular case of two generators in
Section 5, and next in Section 6 we prove the general case. For the case
of two generators we will use and minimal solutions of the ∂¯∂−equation
and Wolff type techniques that allow to estimate the solutions of the
corona problem using Carleson measures for H2(θ).
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For the proof of the general case, we will consider as usual the Koszul
complex with estimates of the involved operators which are suitable for
the study of the required continuities.
Finally, in Section 7 we prove that (vi) ⇒ (ii). This result will be a
consequence of an extrapolation theorem due to J.L. Rubio de Francia.
The scheme of the proof of the Morrey case is similar and we will
show in this case that
(iv) ⇒ (v) ⇒ (i) ⇔ (ii) ⇒ (iv).
The first implication is obvious, and the proof of the second will be
given in Section 4. The proof of (ii) ⇒ (iv), given in Section 7, follows
from a theorem proved in [7].
2. Preliminaries
2.1. Notations. In this subsection we include most of the definitions
of operators, spaces of functions and measures that we will use through-
out the paper and that have not already been introduced.
As usual, we will adopt the convention of using the same letter for
various absolute constants whose values may change in each occurrence,
and we will write A . B if there exists an absolute constant M such
that A ≤ MB. We will say that two quantities A and B are equivalent
if both A . B and B . A, and, in that case, we will write A ≈ B.
2.1.1. Sets: For ζ ∈ S and r > 0, let Iζ,r = {η ∈ S : |1 − ηζ¯| < r}.
When ζ = z/|z| and r = (1 − |z|2), we write Iz instead of Iζ,r . If
ζ ∈ S, and α > 1, the admissible region is defined by Γζ,α = {z ∈
B ; |1− zζ| < α(1− |z|2)}, and if A ⊂ S, Tα(A) = (∪ζ /∈AΓα(ζ))
c is the
tent over A. When α = 1, we will write Γζ = Γζ,1, and T (A) = T1(A).
If ζ ∈ S, and r > 0, we will write Iˆζ,r = T (Iζ,r) and if ζ = z/|z| and
r = (1− |z|2), we write Iˆz = Iζ,r.
We denote by |A| the Lebesgue measure of A.
2.1.2. Differential operators: For 1 ≤ j ≤ n, let Dj =
∂
∂zj
. If 1 ≤ i <
j ≤ n, let Di,j be the complex-tangential differential operator defined
by Di,j = z¯jDi− z¯iDj. The tangential operators Di,j appear when one
computes the coefficients of the form
∂ϕ(z) ∧ ∂|z|2 =
(
n∑
i=1
Diϕ(z)dzi
)
∧
(
n∑
j=1
z¯jdzj
)
=
∑
1≤i<j≤n
Di,jϕ(z)dzi ∧ dzj .
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We will consider the usual pointwise norm of the forms
|∂ϕ(z)| =
n∑
j=1
|Djϕ(z)|, and
|∂Tϕ(z)| = |∂ϕ(z) ∧ ∂|z|
2| =
∑
1≤i<j≤n
|Di,jϕ(z)|.
Let R be the radial derivative R =
∑n
j=1 zjDj. For l > 0 and k a
positive integer, we define
(2.5) Rkl =
Γ(l)
Γ(l + k)
((l + k − 1)I +R) . . . (lI +R),
where I denotes the identity operator.
2.1.3. Integral operators: We will denote by C the Cauchy projection
and by P the Poisson-Sze¨go projection, that is
C(ϕ)(z) =
∫
S
ϕ(ζ)
(1− zζ¯)n
dσ(ζ) , P(ϕ)(z) =
∫
S
ϕ(ζ)
(1− |z|2)n
|1− zζ¯ |2n
dσ(ζ).
In the forthcoming sections, we will use the following kernels and
their corresponding integral operators.
Definition 2.1. Let N,M,L be real numbers satisfying N > 0 and
L < n. For z, w ∈ B, let
LNM,L(w, z) =
(1− |w|2)N−1
|1− zw¯|Mφ(w, z)L
,
where φ(w, z) = |1− zw¯|2 − (1− |w|2)(1− |z|2).
LNM,L will also denote the corresponding integral operator given by
ψ(z)→ LNM,L(ψ)(z) =
∫
B
ψ(w)LNM,L(w, z)dν(w).
The proof of the following result can be found in Lemma I.1 in [12].
Lemma 2.2. Let N,M,L be real numbers satisfying N > 0 and L < n.
If n+N −M − 2L 6= 0, then∫
B
LNM,L(w, z)dν(w) . 1 + (1− |z|
2)n+N−M−2L, z ∈ B.
Definition 2.3. We define the type of the kernel LNM,L by
type(LNM,L) = n+N −M − 2L.
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2.2. The Muckenhoupt class Ap on S: Given a non negative weight
θ ∈ L1(dσ) and E a measurable set in S, let θ(E) =
∫
E
θdσ. For z = rζ ,
ζ ∈ S, 0 < r < 1, we consider the average function on B associated to
θ defined by Θ(z) =
θ(Iz)
|Iz|
, where Iz = Irζ = {η ∈ S; |1− ηζ¯| < 1− r
2}.
The Muckenhoupt class Ap on S, 1 < p < ∞, consists of the non-
negative weights θ ∈ L1(dσ) satisfying
(2.6) Ap(θ) = sup
z∈B
(Θ(z))1/p (Θ′(z))
1/p′
<∞
where θ′ = θ−p
′/p and Θ′(z) =
θ′(Iz)
|Iz|
. Observe that θ ∈ Ap, if and only
if, θ′ ∈ Ap′.
If p = 1, the class A1 on S is the set of non-negative weights θ ∈
L1(dσ) satisfying
(2.7) A1(θ) =
∥∥∥∥MH−L(θ)(ζ)θ(ζ)
∥∥∥∥
L∞
<∞,
where MH−L(θ)(ζ) = supr Θ(rζ) is the Hardy-Littlewood maximal
function of θ in ζ .
Proposition 2.4. (i) If 1 < p, then A1 ⊂ Ap.
(ii) If 1 < p <∞ and ϕ ∈ Ap, then there exist 1 ≤ q < p such that
ϕ ∈ Aq.
(iii) For any θ ∈ Ap, the measure θdσ is a doubling measure. In
fact, there exist C > 0 and 0 < λ < np such that for any ζ ∈ S
and any r > 0, θ(Iζ,2r) ≤ C2
λθ(Iζ,r).
The proof of (i) can be found in p. 197 [27] and (ii) in p. 202 [27].
The estimate in (iii) with λ ≤ np is proved in p. 196 [27]. This estimate
together (ii) gives λ < np.
2.3. Holomorphic weighted Hardy spaces. Let us start recalling
some well known facts on the weighted Hardy-Sobolev spaces Hp(θ),
θ ∈ Ap.
Proposition 2.5. Let θ is in Ap and 1 < p < +∞.
(i) If Mα(f)(ζ) is the maximal admissible function Mα(f)(ζ) =
sup{|f(z)| : z ∈ Γζ,α}, then ‖f‖Hp(θ) ≈ ‖Mα(f)‖Lp(θ).
(ii) There exist 1 < p1 < p < p2 such that H
p2 ⊂ Hp(θ) ⊂ Hp1.
(iii) If 1 < p <∞ and θ ∈ Ap, then the Cauchy projection C maps
Lp(θ) to Hp(θ).
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(iv) The dual of Hp(θ) can be identified with Hp
′
(θ′) with the pairing
given by
(2.8) 〈f, g〉S = lim
r→1
∫
S
frg¯rdσ,
where fr(ζ) = f(rζ).
The proof of part (i) can be found in Section 5 in [20].
The following result (see [10]) gives that the weighted space H2(θ)
can be considered as a weighted Besov space.
Proposition 2.6. Let θ ∈ A2 and let k be any positive integer. The
following assertions are equivalent
(i) f ∈ H2(θ).
(ii) (1− |z|2)k−1/2Θ(z)1/2|(I +R)kf(z)| ∈ L2(B).
Of course, in the last expression we can replace the oprator (I+R)k
by an operator Rkl defined in (2.5).
Observe that Lemma 3.6 in [1], gives that if α < β, and h is a
holomorphic function on B, there exists C > 0 such that for any ζ ∈ S,∫
Γζ,α
|∂Th(z)|
2(1− |z|2)−ndν(z) .
∫
Γζ,β
|Rh(z)|2(1− |z|2)1−ndν(z).
Consequently, multiplying by θ(ζ) and integrating we obtain
(2.9)
∫
B
|Di, jh(z)|
2Θ(z)dν(z) .
∫
B
|Rh(z)|2(1− |z|2)Θ(z)dν(z)
In particular, we have from this observation and Proposition 2.6 that
Proposition 2.7. If f ∈ H2(θ), then∥∥Θ(z)1/2 (|∂Tf(z)| + (1− |z|2)1/2|∂f(z)|)∥∥L2(B) . ‖f‖H2(θ).
2.4. Holomorphic Morrey spaces 0 < s < n/p. The following em-
bedding is a consequence of Ho¨lder’s iequality, and will be used in the
forthcoming sections.
Proposition 2.8. If 1 < p < ∞ and 0 < s ≤ n/p, then Hn/s ⊂
HMp,s ⊂ Hp.
3. Pointwise multipliers and Carleson measures
In this section we will show that the space of pointwise multipliers of
the holomorphic weighted Hardy spaces Hp(θ) and of the holomorphic
Morrey spaces Mp,s coincide with H∞. We will also give examples of
Carleson measures for Hp(θ), which will play an important role in the
proofs of the main theorems.
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3.1. Pointwise multipliers and Carleson measures on weighted
Hardy spaces.
Proposition 3.1. A holomorphic function g on B is a pointwise mul-
tiplier of Hp(θ) if and only if g ∈ H∞.
Proof. It is clear that, if g ∈ H∞, then g is a pointwise multiplier of
Hp(θ).
The converse assertion is a consequence of the inequality ‖gm‖Hp(θ) ≤
‖Mg‖
m‖1‖Hp(θ), where ‖Mg‖ denotes the norm of the operatorMg(f) =
gf , and that ‖g‖H∞ . supm ‖g
m‖
1/m
Hp(θ). 
Proposition 3.2. Let 1 < p < +∞, θ ∈ Ap, λ the constant in
the doubling condition of θ, θ(Iζ,2r) . C2
λθ(Iζ,r), and Np > λ. Let
fz(w) =
1
(1− wz)N
, for z ∈ B. We then have
‖fz‖
p
Hp(θ) .
θ(Iz)
(1− |z|2)Np
.
Proof. By Proposition 2.4, the measure θdσ is a doubling measure and
θ(2Iz) . 2
λθ(Iz) with λ < np. If z = |z|ζ , and 2Iz = Iζ,2(1−|z|2), we
have∥∥∥∥ 1(1− wz)N
∥∥∥∥
p
Hp(θ)
=
∫
S
1
|1− ζz|Np
θ(ζ)dσ(ζ)
.
∑
k≥0
θ(2kIz)
2kNp(1− |z|2)Np
.
∑
k≥0
2kλθ(Iz)
2kNp(1− |z|2)Np
.
θ(Iz)
(1− |z|2)Np
,
where in last estimate we have used the fact that Np > λ. 
We recall that a positive Borel measure µ on B is a Carleson measure
for a space Xp of functions in B, if there exists C > 0 such that for any
f ∈ Xp,
(3.10)
∫
B
|f(z)|pdµ(z) ≤ C‖f‖pXp.
As in the unweighted case, when 1 < p < +∞, θ is an Ap and X
p is
either Hp(θ) or the space P[Lp(θ)], these measures can be characterized
in terms of conditions on tent of balls.
The space P[Lp(θ)] is normed by ‖u‖P[Lp(θ)] = ‖f‖Lp(θ), where u =
P [f ], and we recall that ‖u‖P[Lp(θ)] ≈ ‖Mα[u]‖Lp(θ).
We then have:
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Proposition 3.3. Let 1 < p < +∞, µ a positive Borel measure on B
and θ be a weight in Ap. Then the following assertions are equivalent:
(i) µ is a Carleson measure for P[Lp(θ)].
(ii) µ is a Carleson measure for Hp(θ).
(iii) There is a constant C such that for all z ∈ B, µ(Iˆz) ≤ Cθ(Iz).
Proof. From Theorem 5.6.8 in [25], and Proposition 2.5, it is immediate
to deduce that for any function f ∈ Hp(θ), f = C[f ∗] = P[f ∗], and
‖f‖Hp(θ) ≈ ‖f‖P[Lp(θ)] ≈ ‖f
∗‖Lp(θ), where f
∗ are the boundary values
of the function f . Hence, any Carleson measure for P[Lp[θ]] is also a
Carleson measure for Hp(θ), and, in consequence, (i) implies (ii).
Next, assume that (ii) holds, and for z = |z|ζ , and N > 0 big
enough, let fz(w) =
1
(1−wz)N
. We then have that for any w ∈ Iˆz,
|1− wz| . 1− |z|2. Thus Proposition 3.2 gives
µ(Iˆz)
(1− |z|2)Np
.
∫
B
dµ(w)
|1− wz|Np
. ‖fz‖
p
Hp(θ) .
θ(Iz)
(1− |z|2)Np
.
So we are left to show that (iii) implies (i). We have∫
B
|P[f ]|pdµ = p
∫ +∞
0
µ({P[f ] > λ})λp−1dλ.
But {P[f ] > λ} ⊂ T ({ζ ; MαP[f ] > λ}). Since Aλ = {ζ : MαP[f ] > λ}
is an open set, Aλ = ∪Iζ,rζ , and for any compact K ⊂ Aλ, there
exists a finite subfamily of pairwise disjoint open balls Iζi,rζi such that
K ⊂ ∪M1 Iζi,3rζi . Consequently,
µ(T (K)) ≤
M∑
i=1
µ(T (Iζi,3rζi )) .
M∑
i=1
θ(Iζi,3rζi )
.
M∑
i=1
θ(Iζi,rζi ) = θ(∪
M
i=1Iζi,rζi ) . θ(Aλ),
and∫
B
|P[f ]|pdµ .
∫ +∞
0
θ(Aλ)λ
p−1dλ ≈
∫
S
|MαP[f ]|
pdθ .
∫
S
|f |pdθ.

Proposition 3.4. If g ∈ H∞, then |∂g(z)|2(1 − |z|2)Θ(z)dν(z) and
|∂Tg(z)|
2Θ(z)dν(z) are Carleson measures for H2(θ).
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Proof. Let f ∈ H2(θ). Since gf ∈ H2(θ), by Proposition 2.7 we have
that ∫
B
|∂(gf)(z)|2(1− |z|2)Θ(z)dν(z) ≈ ‖gf‖2H2(θ) . ‖f‖
2
H2(θ).
This observation, the fact that f ∈ H2(θ), g ∈ H∞ and f∂g = ∂(gf)−
g∂f , give that,∫
B
|f(z)|2|∂g(z)|2(1− |z|2)Θ(z)dν(z)
≤
∫
B
|∂(gf)(z)|2(1− |z|2)Θ(z)dν(z)
+
∫
B
|∂f(z)|2|g(z)|2(1− |z|2)Θ(z)dν(z)
. ‖f‖2H2(θ).
We now deal with the second assertion. We have that fDi, jg =
Di, j(gf)− gDi, jf . Hence,∫
B
|f(z)|2|∂Tg(z)|
2Θ(z)dν(z) ≤
∫
B
|∂T (gf)(z)|
2Θ(z)dν(z)
+
∫
B
|∂Tf(z)|
2|g(z)|2(1− |z|2)Θ(z)dν(z).
Applying Proposition 2.8 to both f and gf in the preceding estimate
with g ∈ H∞, we obtain that∫
B
|f(z)|2|∂Tg(z)|
2Θ(z)dν(z) . ‖gf‖2H2(θ) + ‖f‖
2
H2(θ) . ‖f‖
2
H2(θ).

As a consequence of Propositions 3.3 and 3.4 we have:
Proposition 3.5. Let θ ∈ A2(S) and g ∈ H
∞. Let
dµg,θ(z) = Θ(z)
(
(1− |z|2)|∂g(z)|2 + |∂Tg(z)|
2
)
dν(z).
If ϕ ∈ L2(θ) , then∫
B
|P(ϕ)(z)|2 dµg,θ(z) . ‖ϕ‖
2
L2(θ).
3.2. Multipliers on Morrey spaces. The next result gives a char-
acterization of the pointwise multipliers of HMp,s, for 0 < s ≤ n/p.
Proposition 3.6. If 1 < p < ∞ and 0 < s ≤ n/p, a function g is a
pointwise multiplier of HMp,s, if and only if g ∈ H∞.
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Proof. It is clear that if g ∈ H∞, then ‖gf‖Mp,s ≤ ‖g‖∞‖f‖Mp,s.
To prove the converse result, note that for a positive integer m,
‖gm‖p ≤ ‖g
m‖Mp,s ≤ ‖Mg‖
m‖1‖Mp,s,
where ‖Mg‖ denotes the norm of the operator f → gf. Therefore,
‖g‖pm . ‖Mg‖. Since ‖g‖∞ = limm→∞ ‖g‖pm we obtain the result. 
4. Necessary conditions on the corona problem
4.1. Necessary conditions for weighted Hardy spaces. In order
to obtain necessary conditions on the corona problem we recall the
following lemma which has been proved in [10]
Lemma 4.1. Let 1 < p < +∞ and θ a weight in Ap. There exists
C > 0 such that for any holomorphic function f in B, and any z = |z|ζ,
|f(z)| ≤ C
(
|f(0)|+
∫ 1
1−|z|2
dt
θ(Iζ,t)1/p t
‖f‖Hp(θ)
)
.
As a corollary we obtain
Corollary 4.2. Let 1 < p < +∞ and θ a weight in Ap. There exists
C > 0 such that for any holomorphic function f in B, and any z ∈ B,
|f(z)| ≤ C
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
‖f‖Hp(θ).
Proof. Let z = |z|ζ 6= 0. The fact that θ is in Ap gives that θ
−p′/p is in
Ap′, it satisfies a doubling condition of order λ < np
′, and consequently∫ 1
1−|z|2
1
θ(Iζ,t)1/p
dt
t
≈
∫ 1
1−|z|2
(
θ−p
′/p(Iζ,t)
tn
)1/p′
1
tn/p
dt
t
.
∑
k≥0
2k(λ/p
′−n)
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
≈
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
.
In order to finish we just have to show that |f(0)| .
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
.
This is a consequence from the fact that
|f(0)| ≤
∫
S
|f |dσ =
∫
S
|f |θ1/pθ−1/pdσ . ‖f‖Hp(θ),
12 CARME CASCANTE, JOAN FA`BREGA, AND JOAQUI´N M. ORTEGA
and
1 .
(θ(Iz))
1/p (θ−p′/p(Iz))1/p′
(1− |z|2)n
.
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
.

Proposition 4.3. Let g1, . . . , gm ∈ H
∞ and θ ∈ Ap. If the operator
Mg : H
p(θ) × · · · × Hp(θ) → Hp(θ) is onto, then g = (g1, . . . , gm)
satisfies infz∈B |g(z)| > 0.
Proof. We first observe that by the open map Theorem, for every f ∈
Hp(θ), there exists functions fi ∈ H
p(θ), i = 1, . . . , m, such that
(i) f =
m∑
i=1
figi.
(ii) ‖fi‖Hp(θ) . ‖f‖Hp(θ), i = 1, . . . , m.
If z ∈ B, let fz(w) =
1
(1− wz)N
, where N > 0 is to be chosen. We
then have that there exist fi, i = 1, . . . , m, satisfying conditions (i)
and (ii) above. Therefore, Corollary 4.2 and Proposition 3.2, if N is
big enough, give
1
(1− |z|2)N
= |fz(z)| ≤
m∑
i=1
|fi(z)||gi(z)|
.
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
‖fz‖Hp(θ)
m∑
i=1
|gi(z)|
.
(
θ−p
′/p(Iz)
)1/p′
(1− |z|2)n
θ(Iz)
1/p
(1− |z|2)N
m∑
i=1
|gi(z)|,
and since θ is in Ap, we obtain that 1 .
m∑
i=1
|gi(z)|. 
4.2. Necessary conditions for Morrey spaces. The next lemma
gives a pointwise estimate for f ∈ HMp,s.
Proposition 4.4. Let 1 ≤ p < ∞, 0 < s < n/p, f in HMp,s, and
z ∈ B. Then |f(z)| . ‖f‖p,s(1− |z|
2)−s.
Proof. By the Cauchy formula
|f(z)| ≤
∫
S
|f(η)|
|1− zη¯|n
dσ(η).
Assume z 6= 0, and let ζ = z/|z|. For a positive integer j, let Ij =
{η ∈ S : |1− ηζ¯| ≤ 2j+1(1− |z|2)}.
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Therefore,
|f(z)| ≤
∫
I1
|f(η)|
|1− zη¯|n
dσ(η) +
∑
j>1
∫
Ij+1−Ij
|f(η)|
|1− zη¯|n
dσ(η)
.
∑
j≥1
(2j(1− |z|2))−n
∫
Ij+1
|f(η)|dσ(η).
By Ho¨lder’s inequality
|f(z)| .
∑
j≥1
(2j(1− |z|2))−s‖f‖p,s . (1− |z|
2)−s‖f‖p,s
which concludes the proof. 
Proposition 4.5. Assume that g1, . . . , gm ∈ H
∞. If for some 1 < p <
∞ and 0 < s < n/p the map Mg : HM
p,s × · · · ×HMp,s → HMp,s is
surjective, then inf{|g(z)| : z ∈ B} > 0.
Proof. By the open map Theorem, for every function f in HMp,s.
there exist functions f1, . . . , fm in HM
p,s, such that
m∑
k=1
gkfk = f and ‖fk‖Mp,s . ‖f‖Mp,s.
By Proposition 4.4
(4.11) |f(z)| ≤
m∑
i=1
|fi(z)| |gi(z)| . ‖f‖Mp,s(1− |z|
2)−s
m∑
i=1
|gi(z)|.
For N > s, consider the function fz(w) = (1 − wz¯)
−N . Since, by
Proposition 2.8, Hn/s ⊂ HMp,s, we have
‖fz‖Mp,s . ‖fz‖Hn/s ≈ (1− |z|
2)s−N .
Therefore, by (4.11)
(1− |z|2)−N = fz(z) . ‖fz‖Mp,s(1− |z|
2)−s
m∑
i=1
|gi(z)|
. (1− |z|2)−N
m∑
i=1
|gi(z)|,
which proves the result. 
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5. The H2(θ)-corona theorem for 2 generators.
Throughout this section we will assume that the functions g1, g2 ∈
H∞ satisfy infz∈B |g(z)| > 0.
We want to prove that the operator Mg defined by Mg(f1, f2) =
g1f1+ g2f2 maps H
2(θ)×H2(θ) onto H2(θ) for all the weights θ ∈ A2.
Let g = (g1, g2) and let G = (G1, G2) where Gj =
g¯j
|g|2
, j = 1, 2. An
easy computation proves that
(5.12) ∂¯G1 = −g2Ω, ∂¯G2 = g1Ω,
where
(5.13) Ω =
g1∂g2 − g2∂g1
|g|4
= G1∂¯G2 −G2∂¯G1.
Clearly g1G1 + g2G2 = 1, ∂¯Ω = 0 and ‖Gf‖L2(θ) . ‖f‖H2(θ).
Since the functions Gjf are not holomorphic on B, we must correct
them by using a solution of a ∂¯ problem. Since ∂¯(Ωf) = 0 for any
f ∈ H2(θ), we will choose a suitable integral operator K such that
∂¯K(Ωf) = Ωf and such that the linear operator
(5.14) Tg(f) = Gf + g
⊥K(Ωf), g⊥ = (g2,−g1)
maps H2(θ) to H2(θ)×H2(θ).
It is clear by construction that the components of Tg(f) are holo-
morphic functions on B and that Mg(Tg(f)) = f .
In order to choose a suitable operator K, let
KN0 (w, z) =
n−1∑
k=0
ck,N
(1− |w|2)N+k(s ∧ (∂¯w s)
n−1−k)(w, z)
(1− zw¯)n+N(1− wz¯)n−k
∧ (γ(w))k
where ∂¯ = ∂¯w (differential respect w), γ(w) = ∂¯
∂|w|2
1− |w|2
and s(w, z) =
(1− wz¯)∂|w|2 − (1− |w|2)∂w(wz¯).
It is well-known that the corresponding integral operators associated
to these kernels, also denoted by KN0 , that is, if ϑ is (0, 1)-form,
KN0 (ϑ)(z) =
∫
B
KN0 (w, z)ϑ(w)dν(w),
solve the ∂¯-equation or the ∂¯b-equation in the unit ball of C
n (see for
instance [26] or [12])
The following proposition gives the main properties of these op-
erators. In particular it gives a decomposition of KN0 (ϑ) as a sum
of two functions. The first one is an antiholomorphic function on
B, and the other term involves ∂ϑ. The main advantatge of this
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last term is that if ϑ is the form Ω defined in 5.13, then, by Propo-
sition 3.4, we obtain expressions like Θ(z)|∂Ω(z)|2(1 − |z|2)dν(z) or
Θ(z)|∂Ω(z)∧∂|z|2∧ ∂¯|z|2|2dν(z) that are Carleson measures for H2(θ),
and that will play an important rol in the calculus of the estimates.
Proposition 5.1. Let ϑ be a (0, 1)-form with coefficients in C1(B¯).
Then, for each positive integer N , there exist integral operators QN,10
and QN,20 satisfying the following properties.
(i) KN0 (ϑ) = Q
N,1
0 (ϑ) +Q
N,2
0 (∂ϑ).
(ii) ∂¯KN0 (ϑ) = ϑ if ∂¯ϑ = 0.
(iii) The function QN,10 (ϑ)(z) is antiholomorphic on B and for ζ ∈ S
QN,10 (ϑ)(ζ) = c
n+N∑
k=1
∫
B
(1− |w|2)Nϑ(w) ∧ ∂(wζ¯) ∧ (∂∂¯|w|2)n−1
(1− wζ¯)k
.
(iv) For ζ ∈ S,
|QN,20 (∂ϑ)(ζ)| .
∫
B
(1− |w|2)N+1|∂ϑ(w)|
|1− wζ¯|n+N
dν(w)
+
∫
B
(1− |w|2)N |∂ϑ(w) ∧ ∂|w|2 ∧ ∂¯|w|2|
|1− wζ¯|n+N
dν(w).
The proof of assertions (i), (iii) and (iv) can be found in [4]. Assertion
(i) is proved in [26] and [12].
We want to prove that for N > 0 big enough, T Ng maps H
2(θ)
to H2(θ) × H2(θ), that is ‖T Ng (f)‖L2(θ) . ‖f‖H2(θ) with a constant
depending of n,N , g and θ.
Since |T Ng (f)| ≤ |G||f |+ |g
⊥||KN(Ωf)| ≤ ‖G‖∞|f |+‖g‖∞|K
N (Ωf)|,
we only need to prove that for N > 0 large enough we have the estimate
‖KN(Ωf)‖L2(θ) . ‖f‖H2(θ).
Since KN0 (Ωf) = Q
N,1
0 (Ωf)+Q
N,2
0 (∂(Ωf)), we will need the following
estimates of Ωf and of ∂(Ωf).
Lemma 5.2. Let Ω as in (5.13). Then
|(Ωf)(w)| . |∂g(w)||f(w)|
|∂(Ωf)(w)| . |∂g(w)|2|f(w)|+ |∂g(w)||∂f(w)|.
|∂(Ωf)(w) ∧ ∂|w|2 ∧ ∂¯|w|2| . |∂Tg(w)|
2|f(w)|+ |∂Tg(w)||∂Tf(w)|.
Proof. All the above estimates follows from the definition of Ω and the
formulas |∂gk(w) ∧ ∂¯|w|
2| = |∂Tgk(w)| and |∂f(w) ∧ ∂|w|
2| = |∂Tf(w)|

We will obtain the estimates of the norm of KN0 (Ωf) in L
2(θ) by
duality. We will need the following lemmas.
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Lemma 5.3. If N > 0, then
|KN0 (Ωf)(ζ)| . |Q
N
0 (Ωf)(ζ) + L
N+1
n+N,0(W )(ζ),
where
W (w) = (1− |w|2)
(
|∂g(w)|2|f(w)|+ |∂g(w)||∂f(w)|
)
+ |∂Tg(w)|
2|f(w)|+ |∂T g(w)||∂Tf(w)|.
Proof. The proof is a consequence of Proposition 5.1 and Lemma 5.2.

Lemma 5.4. Let ψ be a continuous function on S. If N > n, then∣∣∣∣
∫
S
KN0 (Ωf)ψdσ
∣∣∣∣
.
n+N∑
k=1
∫
B
|∂g(w)||f(w)|(1− |w|2)N
∣∣∣∣
∫
S
ψ(ζ)
(1− wζ¯)k
dσ(ζ)
∣∣∣∣ dν(w)
+
∫
B
(1− |w|2)
(
|∂g(w)|2|f(w)|+ |∂g(w)||∂f(w)|
)
P(|ψ|)(w)dν(w)
+
∫
B
(
|∂T g(w)|
2|f(w)|+ |∂Tg(w)||∂Tf(w)|
)
P(|ψ|)(w)dν(w).
Proof. The proof is a consequence of Lemma 5.3, Fubini’s Theorem and
the estimate 1− |w|2 ≤ 2|1− ζw¯|. 
Lemma 5.5. If θ ∈ A2(S), then for any positive integer N we have
n+N∑
k=1
∫
B
Θ(w)(1− |w|2)2N−1
∣∣∣∣
∫
S
ψ(ζ)
(1− wζ¯)k
dσ(ζ)
∣∣∣∣
2
dν(w) . ‖ψ‖2L2(θ).
Proof. Observe that ‖C(ψ)‖H2(θ) =
∥∥∥∥
∫
S
ψ(ζ)
(1− wζ¯)n
dσ(ζ)
∥∥∥∥
H2(θ)
. ‖ψ‖L2(θ).
If n ≤ k ≤ n+N , then∫
S
ψ(ζ)
(1− wζ¯)k
dσ(ζ) = Rk−nn C(ψ)(z).
(see (2.5) for the definition of Rk−nn ). Therefore, the result is a conse-
quence of Proposition 2.6.
In order to prove the case 1 ≤ k < n, observe that
C(ψ)(z) = Rn−kk
∫
S
ψ(ζ)
(1− wζ¯)k
dσ(ζ).
Therefore, ∥∥∥∥
∫
S
ψ(ζ)
(1− wζ¯)k
dσ(ζ)
∥∥∥∥
H2(θ)
. ‖C(ψ)‖H2(θ)
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and by Proposition 2.6 we conclude the proof. 
Proposition 5.6. If N > n and θ ∈ A2, then ‖K
N
0 (Ωf)‖L2(θ) .
‖f‖H2(θ).
Proof. Let θ′ = θ−1 ∈ A2 and let Θ and Θ
′ be the corresponding
averages of θ and θ′. Let also
dµg,θ(z) = Θ(z)
(
(1− |z|2)|∂g(z)|2 + |∂Tg(z)|
2
)
dν(z).
We recall that by Proposition 3.5, µg,θ is a Carleson measure for H
2(θ).
Let
Ψ(w) =
n+N∑
k=1
(1− |w|2)N−1/2
∣∣∣∣
∫
S
ψ(ζ)θ(ζ)
(1− wζ¯)k
dσ(ζ)
∣∣∣∣ .
By Lemma 5.4, Ho¨lder’s Inequality and the fact that Θ(z)
1
2Θ′(z)
1
2 ≈
1, we have∫
S
KN0 (Ωf)ψ dσ =
∣∣∣∣
∫
S
(
QN,10 (Ωf) +Q
N,2
0 (∂(Ωf))
)
ψdσ
∣∣∣∣
.
(∫
B
|f |2dµg,θ
)1/2(∫
B
Θ′|Ψ|2dν
)1/2
+
(∫
B
|f |2dµg,θ
)1/2(∫
B
|P(ψ)|2dµg,θ′
)1/2
+
(∫
B
((1− |w|2)|∂f |2 + |∂Tf |
2)Θdν
)1/2(∫
B
|P(ψ)|2dµg,θ′
)1/2
.
Therefore, Propositions 2.7 and 3.5, and Lemma 5.5 give that∣∣∣∣
∫
S
KN0 (∂(Ωf))ψdσ
∣∣∣∣ . ‖f‖H2(θ)‖ψ‖L2(θ′)
which concludes the proof. 
As a consequence of the above proposition we have:
Theorem 5.7. Let g1, g2 ∈ H
∞ satisfying inf{|g(z)| : z ∈ B} > 0}.
If N > n, then T Ng (f) = Gf − g
⊥KN0 (Ωf) is a bounded operator from
H2(θ) in H2(θ)×H2(θ) for any θ ∈ A2.
6. The H2(θ)-corona problem for m generators.
It is a well known fact that one way to prove the corona problem with
m generators is based in a successive resolution of several ∂¯ problems
and a useful reformulation of the problem can be obtained by means of
the so called the Koszul complex. We will use the formula in Theorem
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3.1 in [6], which gives in a sintetic way this composition. However, in-
stead of obtaining properties of the solutions of each operator involved
in such expression, we will rather obtain an estimate of the operator
that solves the corona problem in each H2(θ) for any weight θ ∈ A2.
The extrapolation theorem we have already cited in the introduction
allows to deduce the general case for any Hp(θ) and any θ in Ap.
6.1. The Koszul complex. Let E = {e1, ..., em} be a basis in C
m
and let E∗ be the corresponding dual basis. We denote by Λl = Λl(E)
the elements eI = ei1 ⊓ . . . ⊓ eil where I = {i1, . . . , il}, of degree l of
the exterior algebra Λ = Λ(E). In order to avoid confusions, we use ⊓
to denote the exterior multiplication in Λ and ∧ to denote the exterior
product of differential forms. If v∗ ∈ E∗, δv∗ : Λ
l+1 → Λl denotes the
anti-derivation defined by
δv∗(ei1 ⊓ . . . ⊓ eil) =
l∑
j=1
(−1)j−1vjei1 ⊓ . . . ⊓ eij−l ⊓ eij+l . . . ⊓ eil.
Let Eq denote the space of (0, q)-forms with coefficients in C
∞(B¯) and
E = ∪nq=0Eq.
We also consider the space Eq(Λ) of Λ valued forms∑
I
ηIeI , ηI ∈ Eq,
and the union of these spaces E(Λ) = ∪nq=0Eq(Λ).
We will use similar notations to consider other Λ-valued spaces of
functions. For instance, H2(θ,Λ) consists of sums of hI(z)eI with hI ∈
H2(θ).
For F =
∑
I ηIeI , H =
∑
J ϑJeJ ∈ E(Λ), we let
F ⊓G =
∑
I,J
ηI ∧ ϑJ eI ⊓ eJ .
If K : E → E is a linear operator, we will also use K to denote the
operator defined on E(Λ) by K(ηI eI) = K(ηI) eI . If h
∗ =
∑m
j=1 hj(z)⊓
ej∗ ∈ E0((Λ
∗)1) (that is hj ∈ C
∞(B¯)), let δh∗(ηIeI) = ηI ⊓ δh∗(eI) =∑m
j=1 hjηIδe∗j eI . We denote by δh∗K : E(Λ)→ E(Λ) the composition of
K and δh∗ , that is (δh∗K)(ηIeI) = K(η) ⊓ δh∗(eI) =
∑m
j=1 hjK(ηI)δe∗j eI .
Using these notations, let us give an explicit formula to solve the
corona problem. Observe that
∑m
j=1 gjFj = f can be written as δg∗F =
f , where g∗ =
∑m
j=1 gj(z)e
∗
j and F =
∑m
j=1 Fj(z)ej .
Let us recall some integral operators K : E → E satisfying ∂¯K(η) = η
for any (0, q + 1)-form satisfying ∂¯η = 0.
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For N ≥ 0, consider the kernel
KN (w, z) =
n−1∑
k=0
ck,N
(1− |w|2)N+k
(1− w¯z)N+k
(s ∧ (∂¯ s)n−1−k)(w, z)
φn−k(w, z)
∧ (γ(w))k,
where ∂¯ = ∂¯w + ∂¯z (∂ in both variables w and z), and
γ(w) = ∂¯
∂|w|2
1− |w|2
=
∂¯∂|w|2
1− |w|2
+
∂¯|w|2 ∧ ∂|w|2
(1− |w|2)2
s(w, z) = (1− wz¯)∂|w|2 − (1− |w|2)∂(wz¯)
= (1− wz¯)∂(|w|2 − wz¯) + (|w|2 − wz¯)∂(wz¯)
φ(w, z) = |1− w¯z|2 − (1− |w|2)(1− |z|2)
= |(w − z)w¯|2 + (1− |w|2)|w − z|2
(6.15)
Let KN =
∑n−1
q=0 K
N
q where K
N
q denotes the component in K
N of
bidegree (0, q) in z and (n, n − q − 1) in w. If q = 0, then KN0 (w, z)
coincides with the kernel in Proposition 5.1.
Formulas (6.15) together with
∂¯ws(w, z) = (1− wz¯)∂¯w∂w|w|
2 − ∂w(wz¯) ∧ ∂¯w|w|
2
∂¯zs(w, z)) = −∂¯z(wz¯) ∧ ∂w|w|
2 − (1− |w|2)∂¯z∂w(wz¯)
= ∂¯z(|z|
2 − wz¯) ∧ ∂w|w|
2 − (1− |w|2)∂¯z∂w(wz¯)
− ∂¯z|z|
2 ∧ ∂w|w|
2,
∂¯w(wz¯) ∧ ∂w|w|
2 = ∂w(wz¯ − |w|
2) ∧ ∂w|w|
2,
give (see p. 69 [14]) the following decomposition of KNq (w, z).
Lemma 6.1.
(6.16) KNq (w, z) = K
N,1
q (w, z)+K
N,2
q (w, z)∧ ∂¯|w|
2+KN,3q (w, z)∧ ∂¯|z|
2,
with the folowing estimates:
|KN,1q (w, z)| . L
N+1
N+1−n,n−1/2(w, z)
|KN,2q (w, z)|, |K
N,3
q (w, z)| . L
N+1/2
N+1−n,n−1/2(w, z)
(6.17)
(we recall that the definition of the operators LNM,L is given in Definition
2.1)
Note that, if q = 0, then KN0 does not contain terms dz¯j , and there-
fore KN,30 = 0. Analogously, K
N,2
n−1 = 0.
If ζ ∈ S, then φ(w, ζ) = |1− ζw¯|2 and
(6.18) |KN,10 (w, ζ)| . L
N+1
n+N,0(w, ζ), |K
N,2
0 (w, ζ)| . L
N+1/2
n+N,0 (w, ζ).
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Observe that by (6.17), |KN,1q | is bounded by a kernel of type 1, and
that |KN,2q | and |K
N,3
q | are bounded by kernels of type 1/2. Therefore,
|KNq | is globally bounded by a kernel of type 1/2.
Now, given g = (g1, . . . , gm) ∈ H
∞, satisfying infz∈B |g(z)| > 0, let
Gj =
g¯j
|g|2
and let G =
∑m
j=1Gj(z)ej . Clearly, δg∗(G) = g G = 1.
Then, we will use the following formula which provides solutions of
the corona problem on Hardy spaces.
Theorem 6.2 ([6]). If g = (g1, . . . , gm) ∈ H
∞ satisfies infz∈B |g(z)| >
0, then the linear operator
(6.19) T Ng (f) =
min(n,m−1)∑
k=0
(−1)k
(
δg∗K
N
)k (
fG ⊓ (∂¯G)k
)
,
maps Hp to Hp(Λ1), 1 ≤ p <∞, and δg∗(T
N
g (f)) = f .
In order to facilitate the reading of this paper, we will give the explicit
computations of T Ng (f) for m = 2 and m = 3, and n ≥ 3.
If m = 2, then formula (6.19) coincides with the one of Section 5. In
order to prove this, observe that by bidegree reasons, the term k = 1
in (6.19) is
(δg∗K
N)
(
f(G1e1 +G2e2) ⊓ (∂¯G1e1 + ∂¯G2e2)
)
= (δg∗K
N
0 )
(
f(G1e1 +G2e2) ⊓ (∂¯G1e1 + ∂¯G2e2)
)
and that
(δg∗K
N
0 )
(
f(G1e1 +G2e2) ⊓ (∂¯G1e1 + ∂¯G2e2)
)
= (δg∗K
N
0 )
(
f(G1∂¯G2 −G2∂¯G1)e1 ⊓ e2
)
= KN0 (fG1∂¯G2 − fG2∂¯G1)(g1e2 − g2e1)
Following the notations of Section 5, by (5.13) we have fG1∂¯G2 −
fG2∂¯G1 = fΩ and therefore
T Ng (f) = (fG1 + g2K
N
0 (fΩ))e1 + (fG2 − g1K
N
0 (fΩ))e2,
which coincides with (5.14).
If m = 3, then similar computations prove that the term k = 1 in
(6.19) is
(δg∗K
N
0 )(G ⊓ ∂¯G) = K
N
0 (fG1∂¯G2 − fG2∂¯G1)(g1e2 − g2e1)
+KN0 (fG2∂¯G3 − fG3∂¯G2)(g2e3 − g3e2)
+KN0 (fG3∂¯G1 − fG1∂¯G3)(g3e1 − g1e3)
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Now, if Ωi,j =
∣∣∣∣ Gi Gj∂¯Gi ∂¯Gj
∣∣∣∣ = Gi∂¯Gj −Gj ∂¯Gi, then
(δg∗K
N
0 )(G ⊓ ∂¯G) = (g2K
N
0 )(fΩ2,1) + g3K
N
0 (fΩ3,1))e1
+ (g1K
N
0 (fΩ1,2) + g3K
N
0 (fΩ3,2))e2
+ (g1K
N
0 (fΩ1,3) + g2K
N
0 (fΩ2,3))e3.
(6.20)
In order to calculate the term k = 2 in (6.19), let
Ω123 =
∣∣∣∣∣∣
G1 G2 G3
∂¯G1 ∂¯G2 ∂¯G3
∂¯G1 ∂¯G2 ∂¯G3
∣∣∣∣∣∣
= 2
(
G1∂¯G2 ∧ ∂¯G3 +G2∂¯G3 ∧ ∂¯G1 +G3∂¯G1 ∧ ∂¯G2
)
.
It is easy to check that G⊓ ∂¯G⊓ ∂¯G = Ω123 e1⊓ e2⊓ e3. The use of the
determinants of forms to formulate the Koszul complex can be found
in [19].
Therefore,
(δg∗K
N
1 )(Ω123 e1 ⊓ e2 ⊓ e3)
= g1K
N
1 (Ω123) e2 ⊓ e3 + g2K
N
1 (Ω123) e3 ⊓ e1 + g3K
N
1 (Ω123) e1 ⊓ e2,
and
(δg∗K
N
0 )(δg∗K
N
1 )(Ω123 e1 ⊓ e2 ⊓ e3)
= KN0 (g1K
N
1 (Ω123)) (g2e3 − g3e2)
+KN0 (g2K
N
1 (Ω123)) (g3e1 − g1e3)
+KN0 (g3K
N
1 (Ω123)) (g1e2 − g2e1).
Observe that in general we have
Lemma 6.3. The coefficients of (δg∗K)
k (fG ⊓ (∂¯G)k), k ≥ 1 are lin-
ear combinations of terms of type
(6.21) Flel = gi0K0(gi1(K1(....(gik−1Kk−1(fGj0∂¯Gj1∧. . .∧∂¯Gjk)))))) el.
To conclude, for completeness, we recall the proof of the fact that
T Ng (f) ∈ H(Λ
1) given in Theorem 3.1 in [6].
Let r = min{n,m − 1} and let Vk = G ⊓ (∂¯G)
k. We define by
induction the forms Ur = Vr and Uk = Vk − (δg∗K)(Uk+1), 0 ≤ k < r.
Observe that U0 = T
N
g (f), δg∗(∂¯G) = (∂¯(δg∗G)) = 0 and δg∗(Vk) =
(∂¯G)k.
We want to prove that ∂¯Uk = 0 for all 0 ≤ k ≤ r. If r = n, then by
bidegree reasons, the form Vr = G⊓(∂¯G)
r satisfies ∂¯Vr = 0. If r = m−
1, then using δg∗ ∂¯G = 0 we also obtain ∂¯Vr = 0. Assume that ∂¯Uk+1 =
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0. Since δ2g∗ = 0, we have δg∗Uk+1 = δg∗Vk+1 = (∂¯G)
k+1 = ∂¯Vk.
Therefore, we have ∂¯((δg∗Kk)(Uk+1)) = δg∗(∂¯Kk(Uk+1)) = δg∗Uk+1 =
∂¯Vk, which proves that ∂¯Uk = 0.
6.2. Estimates of Fl in (6.21). We want to prove that if f ∈ H
2(θ),
then the terms Fl are in L
2(θ). This result will be a consequence of
the same technique used to prove the case of two generators, which
permit us to estimate the cases k = 0 and k = 1, and the following
proposition. For k ≥ 2 we will use other arguments, since in this case
by Lemma 6.6 below it is not necessary to use the decomposition of
the operator given in (i) of Proposition 5.1.
Proposition 6.4. For N large enough and k ≥ 2, we have∣∣(δg∗KN)k (fG ⊓ (∂¯G)k) (ζ)∣∣
.
∫
B
|f(w)|((1− |w|2)|∂g(w)|2 + |∂Tg(w)|
2) (1− |w|2)n
|1− ζw¯|2n
dν(w).
Assuming this result, it is easy to prove the corona theorem for p = 2.
Theorem 6.5. Let g = (g1, . . . , gm), gj ∈ H
∞ satisfying infz∈B |g(z)| >
0. If N is large enough, then the operator T Ng in Theorem 6.2 maps
H2(θ) to H2(θ,Λ1) for any θ ∈ A2.
Proof. The estimate of (δg∗K
N )0(fG) = fG, corresponding to the term
k = 0 in (6.19), is clear. The estimate of the term k = 1, that is
(δg∗K
N)(fG ⊓ ∂¯G), follows arguing as in the case of two generators
(observe that arguing as in (6.20) the coefficients of the terms that
appear in the representation of (δg∗K
N )(fG⊓ ∂¯G) are of the same type
of the expressions gjK
N
0 (fΩ) considered in Section 5).
Therefore, it remains to consider the terms k ≥ 2. For any ψ ∈
L2(θ−1), Proposition 6.4 gives∣∣∣∣
∫
S
Fl(ζ)ψ(ζ)dσ(ζ)
∣∣∣∣ .
∫
B
|f(w)||∂Tg(w)|
2
P(|ψ|)(w)dν(w)
+
∫
B
(1− |w|2)|f(w)||∂g(w)|2P(|ψ|)(w)dν(w).
Thus, arguing as in Proposition 5.6, Ho¨lder’s inequality, the fact that
Θ
1
2Θ′
1
2 ≈ 1 and Proposition 3.5 give∣∣∣∣
∫
S
Fl(ζ)ψ(ζ)dσ(ζ)
∣∣∣∣ .
(∫
S
|f |2dµg,θ
)1/2(∫
S
|P(ψ)|2dµg,θ′
)1/2
. ‖f‖H2(θ)‖ψ‖L2(θ′)
which proves that Fl(ζ) ∈ L
2(θ) and ‖Fl‖L2(θ) . ‖f‖H2(θ). 
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Therefore, it remains to prove Proposition 6.4.
Lemma 6.6. For k ≥ 2,
(6.22) (Gj0∂¯Gj1 ∧ . . . ∧ ∂¯Gjk)(w) = G˜R(w) + G˜T (w) ∧ ∂¯|w|
2
with
|G˜R(w)| . (1− |w|
2)2|∂g(w)|2 + (1− |w|2)1−k/2|∂Tg(w)|
2
|G˜T (w)| . (1− |w|
2)1/2−k/2
[
(1− |w|2)|∂g(w)|2 + |∂Tg(w)|
2
]
,
(6.23)
and consequently
|G˜(w)| . (1− |w|2)1/2−k/2
[
(1− |w|2)|∂g(w)|2 + |∂Tg(w)|
2
]
.
Proof. The decomposition
∂¯Gl(w) = (1− |w|
2)∂¯Gl(w) +
n∑
j=1
n∑
i=1
w¯iwjD¯iGl(w)dw¯j
+
n∑
j=1
n∑
i=1
w¯i(wiD¯jGl(w)− wjD¯iGl(w))dw¯j
= (1− |w|2)∂¯Gl(w) + R¯Gl(w)∂¯|w|
2 +
∑
i,j
w¯iD¯i,jGl(w)dw¯j,
and (1− |w|2)1/2|∂Tg(w)|+ (1− |w|
2)|∂g(w)| . 1, prove (6.22) with
|G˜R(w)| .
[
(1− |w|2)|∂g(w)|+ |∂T g(w)|
]k
. (1− |w|2)2|∂g(w)|2 + (1− |w|2)1−k/2|∂Tg(w)|
2
|G˜T (w)| .
[
(1− |w|2)|∂g(w)|+ |∂T g(w)|
]k−1
|∂g(w)|
Since k ≥ 2, (1− |w|2)k−1|∂g(w)|k . (1− |w|2)|∂g(w)|2 and
|∂Tg(w)|
k−1|∂g(w)| . (1− |w|2)1−k/2|∂Tg(w)||∂g(w)|
. (1− |w|2)1/2−k/2
(
|∂T g(w)|
2 + (1− |w|2)|∂g(w)|2
)
which ends the proof. 
The next lemma is well-known (see for instance Lemma 2.5 in [21]).
Lemma 6.7. If 0 ≤ A,B < N < n + A+B , then∫
B
(1− |u|2)N−1
|1− zu¯|n+A|1− uw¯|n+B
dν(u) .
1
|1− ζw¯|n+A+B−N
.
Lemma 6.8. If the kernel LNM,L has type κ = n + N −M − 2L > 0,
then for κ− n < A ≤ N and B ≥ 0,∫
B
LNn+A,0(z, ζ)L
N+B
M+B,L(w, z)dν(z) . L
N
n+A−κ,0(w, ζ).
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Observe that type(LNn+A−κ,0) = type(L
N
n+A,0) + type(L
N
M,L).
Proof. Since LN+BM+B,L(w, z) . L
N
M,L(w, z) we can consider B = 0.
The left hand side term in the above inequality is
I(w, ζ) = (1− |w|2)N−1
∫
B
(1− |z|2)N−1
|1− ζz¯|n+A|1− zw¯|M φ(w, z)L
dν(z).
Let ϕw(z) denotes the automorphism of the unit ball which maps w
to 0. We will use the change u = ϕw(z) and the formulas in Section
2.2 in [25] to reduce the above estimate to the one of Lemma 6.7.
Since
(6.24) 1− ϕw(z)ϕw(u) =
(1− |w|2)(1− zu¯)
(1− zw¯)(1− wu¯)
,
we have
1− |ϕw(u)|
2 =
(1− |w|2)(1− |u|2)
|1− uw¯|2
, and
φ(w, z) = |1− zw¯|2|ϕw(z)|
2.
Therefore, the change of variables u = ϕw(z) gives
I(w, ζ)
= c
∫
B
(1− |w|2)N−1(1− |ϕw(u)|
2)N−1
|1− ζϕw(u)|n+A|1− ϕw(u)w¯|M+2L|u|2L
(1− |w|2)n+1
|1− uw¯|2n+2
dν(u).
By (6.24),
1− ϕw(u)w¯ = 1− ϕw(u)ϕw(0) =
1− |w|2
1− uw¯
1− ζϕw(u) = 1− ϕw(ϕw(ζ))ϕw(u) =
(1− ζw¯)(1− ϕw(ζ)u¯)
1− uw¯
and therefore
I(w, ζ)
= c
(1− |w|2)N−1+κ
|1− ζw¯|N+A
∫
B
(1− |u|2)N−1
|1− ϕw(ζ)u¯|n+A|1− uw¯|N+κ−A|u|2L
dν(u)
We decompose the above integral in the sum of the integral in the
ball of radious 1/2 and of the integral in its complementary set. Since
L < 2n and |1 − u¯z| ≈ 1 on 1
2
B = {u ∈ B; |u| ≤ 1/2}, the integral in
this set is bounded. By Lemma 6.7, the integral in the complementary
of 1
2
B is bounded by
1
|1− ϕw(ζ)w¯|κ
=
|1− ζw¯|κ
(1− |w|2)κ
, which concludes the
estimate. 
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Proof of Proposition 6.4: Observe that by decomposition (6.16), and
the facts that ∂¯|w|2 ∧ ∂¯|w|2 = 0,
KN,2q (z, u) ∧ K
N,3
q+1(w, z) = 0, for all 0 ≤ q ≤ n− 1, and
KN,30 = 0,
(6.25)
the term in (6.21) is a sum of terms of type
F1 = gi0K
N,j0
0 (gi1(K
N,j1
1 (....(gik−1K
N,jk−1
k−1 (fG˜))....))),
with jl = 1, 2, 3 and at last one of them equal to 1, and one term of
type
F2 = gi0K
N,2
0 (gi1(K
N,2
1 (....(gik−1K
N,2
k−1(fG˜T ))....))).
Observe that by (6.25), all terms including KN,3q (fG˜) are considered
in the first type F1.
Since |KN,1q | is bounded by a kernel of type 1 and |K
N,2
q |, |K
N,3
q | are
bounded by a kernel of type 1/2, the kernels in F1 are bounded by a
product of kernels of type 1 or 1/2 and whose sum of types are greater
or equal to (k − 1)/2 + 1 = (k + 1)/2.
Analogously, the kernels in F2 are bounded by a product of kernels
of type 1/2 and whose sum of types is equal to k/2.
Therefore, if N is large enough, then the pointiwise estimate of G˜ in
Lemma 6.6, together Lemma 6.8 give
|F1(ζ)| .
∫
B
(1− |w|2)N−1/2
|1− ζw¯|n+N−k/2
(1− |w|2)1/2−k/2dµg(w)
=
∫
B
(1− |w|2)N−k/2
|1− ζw¯|n+N−k/2
dµg(w),
where dµg(w) = [(1− |w|
2)|∂g(w)|2 + |∂Tg(w)
2|] dν(w).
Analogously,
|F2(ζ)| .
∫
B
(1− |w|2)N−1/2
|1− ζw¯|n+N+1/2−k/2
(1− |w|2)1−k/2dµg(w)
=
∫
B
(1− |w|2)N+1/2−k/2
|1− ζw¯|n+N+1/2−k/2
dµg(w).
Therefore, taking N ≥ n+k/2 we obtain the estimate in Proposition
6.4. 
7. End of the proof of Theorem 1.1
7.1. Corona theorem for weighted Hardy spaces. In order to
prove the corona theorem for Hp(θ), we will use the following extrap-
olation theorem proved in [24] (see also p.223 [27]).
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Theorem 7.1. Let 1 < r < +∞, and T a sublinear operator which is
bounded on Lr(θ) for any θ ∈ Ar, with constant depending only on the
constant Ar(θ) of the condition Ar. Then T is bounded on L
p(θ) for
any 1 < p < +∞ and any θ ∈ Ap, with constant depending only on
Ap(θ).
Theorem 7.2. Let 1 < p <∞ and 0 < s < n/p. Let g1, . . . , gm ∈ H
∞.
Then, the following assertions are equivalent:
(i) The functions gk, k = 1, . . . , m satisfy inf{|g(z)| : z ∈ B} > 0.
(ii) Mg maps H
p(θ)× · · · ×Hp(θ) onto Hp(θ) for any 1 < p <∞
and any θ ∈ Ap.
(iii) Mg maps H
p(θ)×· · ·×Hp(θ) onto Hp(θ) for some 1 < p <∞
and some θ ∈ Ap.
(iv) Mg maps H
2(θ)× · · · ×H2(θ) onto H2(θ) for any θ ∈ A2.
Proof. We will follow the scheme: (ii)⇒ (iii)⇒ (i)⇒ (iii)⇒ (ii)
Clearly (ii) ⇒ (iii). The implication (iii) ⇒ (i) is proved in Propo-
sition 4.3. The proof of (i) ⇒ (iv) is given in Theorem 6.5 using the
linear operator T Ng . The proof of (iv) ⇒ (ii) follows from Theorem
7.1 applied to r = 2 and to each one of the operators T = T Ng,i ◦ C,
i = 1, . . . , m. Here T Ng,i are the components of the operator T
N
g and C
is the Cauchy kernel. 
7.2. Corona theorem for Morrey spaces. The following result was
proved in Theorem 3.1 in [7].
Theorem 7.3. Let ϕ and ψ be nonnegative Borel measurable functions
on S. Suppose that for each α ≥ 1 and every bounded weight θ ∈ A1,
such that A1(θ) ≤ α, there exists c(α) such that∫
S
ϕθdσ ≤ c(α)
∫
S
ψθdσ.
Then, for 0 < t < n, there exists a constant C depending on n and
t, such that ‖ϕ‖M1,t ≤ C‖ψ‖M1,t for any ϕ, ψ ∈M
1,t.
Theorem 7.4. Let 1 < p <∞ and 0 < s < n/p. Let g1, . . . , gm ∈ H
∞.
Then, the following assertions are equivalent:
(i) The functions gk, k = 1, . . . , m satisfy inf{|g(z)| : z ∈ B} > 0.
(ii) Mg maps HM
p,s×· · ·×HMp,s onto HMp,s for any 1 < p <∞
and any 0 < s < n/p.
(iii) Mg maps HM
p,s×· · ·×HMp,s onto HMp,s for some 1 < p <
∞ and some 0 < s < n/p.
Proof. The scheme of the proof of the Morrey case is similar and we
will show in this case that
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(ii) ⇒ (iii) ⇒ (i) ⇔ (ii)[Theorem 7.2] ⇒ (ii).
The first implication is obvious, and the proof of the second is given
in Proposition 4.5. The proof of (ii)[Theorem 7.2] ⇒ (ii) follows from
Theorem 7.3. Observe that, if 1 < p < ∞, ϕ = |Tg(f)|
p, ψ = |f |p
and t = sp < n, then the fact that A1 ⊂ Ap, (ii)[Theorem 7.2] and
Theorem 7.3 give
‖|Tg(f)|‖
p
Mp,s = ‖|Tg(f)|
p‖M1,sp ≤ C‖|f |
p‖M1,sp = ‖f‖
p
Mp,s,
which proves the result.

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