In these supplementary notes, we prove a number of results on the equilibrium points and stability of the system of differential equations which define the risk-hiv model in the main paper. It is assumed that the reader is familiar with the methods and language of dynamical systems. For readers interested in an introduction to the field, we suggest [1].
The Model
The model describes a two disease system in which becoming infected with the first disease is a prerequisite for becoming susceptible to the second disease. The first disease represents risk behaviour, which spreads in the population through social influence. The second disease is HIV, which requires existence of risk behaviour to propagate. HIV is modelled as a two stage, with the first called the acute phase and the second the chronic phase.
We define the model so that the total population in the system is constant. The fraction of the general population not engaged in risk behaviour is denoted by g. The fraction of the population engaged in risk behaviour and susceptible to HIV is denoted by s. The fractions of the population in the acute and chronic HIV phases are denoted by a and c, respectively. Individuals in the s, a, and c groups influence members in the general population to engage in risk behaviour at a rate per person β sac . The subpopulations g, s, and a have the same death rate δ gsa . The death rate of the HIV chronic phase is δ c . The rate per person that HIV positive individuals move from the acute phase to the chronic phase is ρ a . The infectivity of HIV positive individuals in the acute and chronic phases are λ a and λ c , respectively. The model is described by the following system of four differential equations, which correspond to the system of equations (6) in the main paper, with δ gsah replaced by δ gsa and equation (7) in the main paper used to define λ c and δ c :
(S1.1)
We rescale to dimensionless time by multiplying t by δ gsa . Relabelling the parameters to reflect these rescalings, as well as writing φ = λc λa gives the system of equations,
(S1.
2)
The parameters β, λ, and δ are all assumed to be strictly positive. The parameter φ satisfies 0 < φ < 1. The physically relevant region for this system of equations is the simplex
The variables g, s, a, and c satisfy the constraint g + s + a + c = 1, which allows us to reduce the system of four equation (S1.2) to the following three equations:
(S1.4)
The physically relevant region for this reduced system of equations is the convex hull
To show that the system of equations (S1.4) is a well-defined model, it is necessary to verify that R 1 is a trapping region. To prove this note that the vector field defined by (S1.4) is inward pointing at every point on the boundary of R 1 , except at (s, a, c) = (0, 0, 0), which is an equilibrium point.
Equilibrium Points
To find the equilibrium points of the system of equations (S1.4), set The risk-free equilibrium point
of the system (S1.4) corresponds to no risk behaviour, nor any disease in the population. The second equilibrium point corresponds to endemic risk behaviour, but no disease in the system. The value of this equilibrium point, which we call the risk-endemic equilibrium point, is
Observe that the risk-endemic equilibrium point is in the physical region R 1 if β ≥ 1.
To find the remaining equilibrium points, assume that s > 0, a > 0, and c > 0 in the system of equations
These equilibrium points would correspond to both endemic risk behaviour and endemic disease. Equation (S1.8c) gives c = γ δ a .
(S1.9)
Substituting this into equation (S1.8b) gives
Substituting from equations (S1.9) and (S1.10) into equation (S1.8a) gives
The quadratic equation (S1.11) may have zero, one or two real roots, which implies that the system may have as many as two equilibrium points at which the disease is endemic. However, it is shown below in Lemma 1 that if δ ≥ 1, then there can be at most one disease-endemic equilibrium point in the region R.
In terms of the original model equations (S1.1) this implies that if δ c ≥ δ gas , then there is at most one endemic HIV equilibrium point. Deaths caused by HIV occur after the acute phase, so this assumption corresponds to assuming that HIV infection increases the death rate. The first step in proving that δ ≥ 1 implies that there can be at most one disease-endemic equilibrium point is to simplify equation (S1.11) through the change in parameters
(S1.12)
Note that the map
The inverse is
In terms of the new parameters, the quadratic equation (S1.11) becomes
and the condition δ ≥ 1 is equivalent to ψ 2 ψ 3 ≥ ψ 1 . The result that there can be at most one diseaseendemic equilibrium point follows from the following lemma.
Lemma 1. If ψ 2 ψ 3 ≥ ψ 1 , then the equation (S1.17) has at most one positive root.
Proof. For the equation (S1.17) to have two positive roots, the coefficient of a must be strictly negative, which is equivalent to
The inequality (S1.19) simplifies to
For equation (S1.17) to have two roots greater than or equal to zero, the constant term must satisfy
Substituting from the inequality (S1.20) into the inequality (S1.21) implies that 1 − β ≥ 0. However, this result and the inequality (S1.20) contradict ψ 3 > 0.
The only equilibrium point of the system (S1.4) which can correspond to endemic disease is given by
(S1.22)
The requirement that s 2 ≤ 1 for this equilibrium point to be in R 1 implies that λ ≥ ψ 3 . A necessary and sufficient condition for this disease-endemic equilibrium point to be in R are given in the following proposition.
Proposition 1. The physical region R 1 of the system (S1.4) contains an equilibrium point with a > 0 if and only if β > 1 and λ > βψ 3 β − 1 , (S1.23)
δ+φρ , and δ ≥ 1.
Proof. Observe that the constant term in equation (S1.17) changes sign at ψ 3 =
. Therefore, one of the two roots of equation (S1.17) changes sign at this value of ψ 3 . Lemma 1 implies that it must be the largest root. It follows that equation (S1.17) has a single positive root if and only if the inequality (S1.23) holds.
It remains to show that if there is a positive root, then it must always correspond to an equilibrium point in R 1 by verifying that
which is equivalent to
Equations (S1.22) and the inequality (S1.23) imply that
(S1.26)
Stability of the Equilibrium Points
Conditions for each of the three equilibrium points -the risk-free equilibrium point, the risk-endemic equilibrium point, and the disease-endemic equilibrium point -to be stable in the physical region R are determined in this section. We shall prove local asymptotic stability for each of the three fixed points and global asymptotic stability for the risk-free equilibrium point. The Jacobian matrix of the system of equation (S1.4) is
(S1.27) An equilibrium point is locally asymptotically stable if the real parts of all three eigenvalues of the Jacobian matrix evaluated at the equilibrium point are strictly negative. The equilibrium point is unstable if the real part of any eigenvalue is strictly positive.
Risk-Free Equilibrium Point
The risk-free equilibrium point is the only equilibrium point in the the physical region R when β < 1. In this case, it is shown in the following theorem that the risk-free equilibrium point is locally asymptotically stable.
Theorem 1. The trivial equilibrium point (s 0 , a 0 , c 0 ) = (0, 0, 0) of the system (S1.4) is locally asymptotically stable if 0 < β ≤ 1 and unstable if β > 1.
Proof. At the equilibrium point (s 0 , a 0 , c 0 ) = (0, 0, 0), the Jacobian matrix (S1.27) is
The eigenvalues of J(s 0 , a 0 , c 0 ) are ν 01 = β − 1 , ν 02 = −ρ − 1 , and ν 03 = −δ , (S1.29)
which are all real and strictly negative for 0 ≤ β < 1.
In the following theorem, the LaSalle Invariance Principal [2, Chapt. 2: Corollary 6.5] is used to show global asymptotic stability of the risk-free equilibrium point in the physical region R. This implies that any solution (g(t), s(t), a(t), c(t)) of the system of equation (S1.2) approaches (1, 0, 0, 0) as t goes to infinity, for all initial values in R.
Theorem 2. If 0 < β ≤ 1, then the risk-free equilibrium point (g 0 , s 0 , a 0 , c 0 ) = (1, 0, 0, 0) is globally asymptotically stable in R.
Proof. First, we use the constraint g + s + a + c = 1 to eliminate the equation for c in the system (S1.2) and obtain:
(S1.30)
We define the Lyapunov-LaSalle function
Lyapunov functions of this form are somtimes referred to as Volterra-style Lyapunov functions [3] . A similar Lyapunov-LaSalle function was used to prove global stability for SIR, SIRS, and SIS models in [4] . The function L satisfies
(S1.32) and dL dt = 0 holds only at (g 0 , s 0 , a 0 ). Since R 2 is a compact positively invariant set, it follows from the LaSalle Invariance Principal [2, Chapt. 2: Corollary 6.5] that (1, 0, 0) is globally asymptotically stable in R 2 and that (1, 0, 0, 0) is globally asymptotically stable in R.
Risk-Endemic Equilibrium Point
As β increases through one, the risk-endemic equilibrium point (s 1 , a 1 , c 1 ) passes through the risk-free equilibrium point into the physical region R. The following theorem implies that a transcritical bifurcation occurs and the risk-endemic equilibrium point becomes locally asymptotically stable. Proof. The Jacobian matrix (S1.27) evaluated at (s 1 , a 1 , c 1 
The eigenvalues of J(s 1 , a 1 , c 1 ) are
(S1.34)
implies that ν 13 < 0 and ν 12 < 0. It is straightforward to verify that the inequality (S1.35) is equivalent to λ < βδ (ρ+1) λ(β−1)(δ+φρ) , which establishes both the stability and instability criterion in the theorem.
Disease-Endemic Equilibrium Point
The disease-endemic equilibrium point passes through the risk-endemic equilibrium point and into the physical region R when λ increases through (β−1)(δ+φρ) . The condition that ψ 2 ≤ ψ 1 is equivalent to φ ≤ 1, which means that the infectivity in the latent disease phase is less than or equal to the infectivity in the acute disease phase.
Proof. The Jacobian matrix at the disease-endemic equilibrium point given by the equations (S1.22) is
The characteristic polynomial of
where M i (J 2 ) are the principal minors of J 2 . It follows from the Routh-Hurwitz Criterion [5] that all three roots of (S1.37) have strictly negative real parts if and only if tr(J 2 ) < 0 (S1.38) and tr(J 2 )
First, we shall show that tr(J 2 ) < 0. From the matrix (S1.36), 
