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Abstract 
 
Since 2000, we have been trying to characterize and classify HIV epidemics to guide the 
strategic design of HIV prevention policies and focus HIV programmes and resource 
allocation by a regions’ epidemic type. We have used arbitrary thresholds of HIV prevalence 
across different risk-groups in a given population, ‘static’ mathematical models and classical 
epidemiological measures of the population attributable fraction that do not account for 
chains of transmission. As a result, these traditional approaches could be missing the 
underlying transmission dynamics and the role of key populations – such as female sex 
workers and their clients – on HIV spread. In this thesis, I build on a growing paradigm shift 
on how we should re-classify HIV epidemics based on the epidemiological features that lead 
to HIV emergence and persistence (i.e. the ‘epidemic drivers’ that influence the basic 
reproductive ratio, R0). I examine the extent to which our traditional approaches have been 
underestimating the contribution of sex work to HIV spread and likely misclassifying 
epidemic type by developing dynamic mathematical models of HIV transmission and 
simulating a large number of plausible ‘synthetic’ HIV epidemics. I then develop – as proof-
of-concept- a novel algorithm to diagnose epidemic type using these synthetic epidemics 
and glean the key epidemiological data that would be most useful to help distinguish 
between ‘epidemic drivers’, and therefore would be most useful to collect as part of HIV 
surveillance and future empirical research. 
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Thesis Overview 
The world health community has called for a 50% reduction in sexual HIV transmission 
between 2011 and 2015 [1,2]. It is well-recognized that to achieve this goal, we need to 
design locally-effective HIV prevention strategies [3,4]. As public health teams design HIV 
prevention programmes for a given region, they consider the following [4]:  
(1) What do we know about the epidemiology of HIV in our region? [3-5]  
(2) What are the effective HIV interventions currently available? [4,6]  
The ensuing prevention policy then calls for combining interventions and prioritizes the 
populations and places on which these interventions are focused [4]. Thus, the response (a 
region’s HIV prevention programme) would ideally reach the ‘right people, at the right time, 
and with the right scale’ [4] and achieve an effective, efficient, and sustainable impact [6]. In 
most cases, the populations refer to risk-groups, including key populations (KP). KP include 
those recognized to be at highest risk of acquiring HIV and of passing it on (HIV 
transmission), such as female sex workers (FSWs), men who have sex with men, and 
people who inject drugs and share needles [7,8]. This thesis centers on the first question 
with a focus on female sex work, and how we can better understand, appraise, or 
characterize local HIV epidemics to inform the design of HIV prevention programmes.  
There are five main approaches to ‘knowing’ our HIV epidemic, a process herein referred to 
as an epidemic appraisal [9] (Table 1.1 and detailed in Section 1.2). The first two appraisals 
are grounded in markers of unequal (or disproportionate) HIV prevalence or unequal per-
capita HIV incidence across subgroups or populations. Others include the classic population 
attributable fraction (PAF) of prevalent/incident HIV infections associated with risk-
behaviours; the traditional epidemic classification using HIV prevalence thresholds (the 
numerical proxy approach); and the annual distribution of new HIV infections across 
subgroups (usually from the HIV Modes of Transmission [MOT] model). The unifying feature 
of these five appraisals is to generate indicators or information that can help focus HIV 
prevention efforts to the most relevant populations. 
The overarching aim of the thesis is to deconstruct and examine the utility of these 
appraisals as tools for focusing HIV prevention and to propose new approaches. The focus 
is on heterosexual HIV epidemics in Sub-Saharan Africa (SSA) and especially the role of sex 
work in these HIV epidemics.  
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Table 1.1.The appraisal toolbox for focusing HIV prevention 
Appraisal Indicator or information from  
the appraisal 
Data needs How findings can help prioritize 
HIV prevention 
Mathematical modelling 
evidence of impact of 
prioritizing prevention using 
this appraisal framework 
1) Disproportionate disease 
burden (prevalence) across 
populations [10,11] 
Prevalence Ratios (PR), Odds 
Ratios (OR) of prevalent HIV 
infections across risk-groups or 
places 
HIV prevalence across 
representative samples of risk-
groups (age, KPs, etc.) and regions 
Prioritize risk-groups with the 
highest disease burden  [10,11] 
Shown using dynamic models to 
reduce new HIV infections [10-12] 
2) Disproportionate risk (per-
capita incidence) across 
populations  [13-15] 
Incidence Rate Ratios (IRR) across 
risk-groups or places 
HIV incidence (and time-frame for 
incidence measure) across 
representative samples of risk-
groups (age, KPs, etc.) and regions 
Prioritize risk-groups with the 
highest per-capita HIV incidence 
(or IRR) 
Shown using dynamic models to 
reduce new HIV infections [12-17] 
3) Classical Population 
Attributable Fraction 
% of prevalent (or incident) HIV 
infections among all males or 
females attributable to a specific 
exposure, where exposure = 
identifying as a KP 
HIV prevalence or incidence (and 
time-frame for incidence measure) 
in representative samples of KP 
and non-KP across regions (or PR, 
IRR); size of the KP in each region 
Not explicitly stated: used to help 
discern whether KPs ‘contribute’ to 
a large fraction of prevalent or 
incident infections 
No model-based evidence to date 
[17] 
4) Distribution of annual new 
HIV infections (from the MOT 
model) [18,19] 
% of new HIV infections acquired 
by different risk-groups (referred to 
as the MOT metric in this thesis) 
HIV prevalence, relative population 
size, STI prevalence, 
partners/year, sex acts within 
partnership/year, condom-use; all 
across representative samples of 
risk-groups (age, KPs, etc.) and 
regions 
Not explicitly stated, but has been 
translated to help discern whether 
KPs ‘contribute’ to a large fraction 
of prevalent or incident infections 
[20-22] 
No model-based evidence to date 
[17] 
5) Traditional epidemic 
classification [23] 
Classify epidemic as concentrated, 
generalized, or low-level based on 
whether overall HIV prevalence is 
< or ≥1% and KP HIV prevalence is 
< or ≥5% 
HIV prevalence in the general 
population (ANC clinics or 
household surveys); HIV 
prevalence in a representative 
sample of KPs in each region 
concentrateda epidemic: focus 
efforts on KP 
generalized, low-level`a epidemic: 
efforts should reach all segments 
of society [23] 
No model-based evidence to 
date[17] 
KP (key populations, such as female or male sex workers, other men who have sex with men, or persons who inject drugs); STI (sexually 
transmitted infection other than HIV); MOT (Modes of Transmission model) 
aThe terms concentrated and generalized refer to their definitions based on the numerical proxy approach to classifying epidemics.  
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Throughout the thesis, I refer to HIV epidemic drivers as the risk behaviours or risk-groups 
that enable HIV to establish and persist in a region.  Use of the term ‘epidemic driver’ in this 
thesis relates to the basic reproductive number. The basic reproductive number, R0, is the 
number of new infections generated by a single (typical) infectious individual over the course of 
his/her infection in a full susceptible population [24]. If R0 >1, then in an open population (where 
people enter and leave by births or migration), an HIV epidemic can establish and persist in the 
absence of any intervention. Epidemic drivers refer to behaviours (such as commercial sex 
work) or risk-groups (such as FSWs) that are both necessary and sufficient to enable R0 to 
exceed 1. That is, the use of the term ‘epidemic driver’ is restricted to specific behaviours and 
does not refer to distal (structural) factors on the causal pathway to unprotected sex within sex 
work (for example, stigma, etc.) [25]. 
In this Introduction chapter, I outline the rationale for focusing on sex work programmes in the 
HIV prevention response and summarize the model-based evidence thus far on the potential 
role of sex work in HIV epidemics. I then briefly review the appraisal frameworks from Table 1.1, 
and outline the rationale for focusing much of this thesis on HIV epidemics in SSA. I then 
describe the conceptual framework for the thesis, and conclude with an outline of chapter 
objectives and how I will address them. 
1.1 Rationale for focusing on sex work programmes in the response to HIV epidemics 
The rationale for focused HIV prevention programming stems from a practical feature of HIV 
programmes and a key feature of HIV epidemics:  
1) Tailored programmes are needed to identify, reach, engage, and address FSWs’ HIV risk, 
rather than relying on interventions designed to reach all segments of society [25,26]. 
2) At the population-level, unprotected sex work can contribute to HIV spread in the wider 
community, such that focused interventions not only benefit FSWs and clients, but also the 
wider community. 
The first point speaks to one of the limitations of the numerical proxy, which to date, has 
prescribed an HIV prevention policy to “reach all segments of society” in large HIV epidemics 
(Section 1.2.2). 
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The second point stems from early work [27-31] that (a) demonstrated the importance of 
heterogeneity in behavioural risk for epidemics of sexually transmitted infections (STIs); and (b) 
attempted to categorize risk-groups at either end of the spectrum in behavioural heterogeneity 
(core-groups, spread networks, and low-risk individuals). The importance of heterogeneity in 
behavioural risk was demonstrated in 1978 by Heathcote and Yorke who introduced the term 
‘core-groups’ [27]. Core-groups define a small fraction of the population whose behaviour 
(frequency of sexual partnerships) enables a sexually transmitted pathogen to establish and 
persist within the whole population (basic reproductive number, R0>1), such that without the 
core-group, there would be no epidemic (R0<1). The term core-group is differentiated from ‘high-
risk groups’ in so far as core-groups are meant to categorize a very small fraction of the 
population, such as FSWs, and not the fraction (albeit perhaps minority) of the population that 
engages in multiple partnerships outside of commercial sex (for example, multiple serial 
monogamy or long-term concurrency) [32].  Meanwhile, FSW-client networks are fluid, open, 
and connected through sex with the wider community, including multiple non-commercial 
partnerships [33-35]. Thus infections acquired and transmitted between FSWs and clients 
diffuse into what is often termed the wider or general population [28,32,36,37]. The implication is 
that interventions focused on FSWs and clients not only benefit them, but also the wider 
community (via indirect HIV prevention). 
1.1.2 Model-based evidence for the potential impact of sex work interventions on HIV in the 
wider community in SSA [17] 
Much of the evidence of the potential wider-community impact on HIV epidemics from sex work 
interventions comes from Asia, and primarily from quasi-experimental or mathematical 
modelling evaluations and model projections [17,38-40] (Appendix A). A systematic review of 
published mathematical models of HIV transmission found 10 studies which examined the 
potential direct and indirect impact of sex work interventions on the wider community in SSA 
(Table 1.3) [17]. The ten studies suggest that across a range of interventions, focused FSW 
programming could avert up to 85% of new HIV infections over 15 years [15,41-47], and reduce 
HIV incidence by up to 35% over 10 years in the wider community [15,41,47,48]. Reaching 
clients could also provide important incremental benefits [45,49]. Vissers et al showed that by 
including clients in targeted delivery of oral pre-exposure prophylaxis vs. FSWs alone, up to 4 
times as many HIV infections could be averted over 10 years [49]. When examined further, the 
estimated impact in the wider community increased over time [15,48].  
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Since the review, the potential impact (and cost-effectiveness) of sex work interventions was 
explored in three new dynamic models of HIV transmission in Benin and in Kenya [12,46,50]. 
One of these – the model-based evaluation of Benin’s sex work interventions – was based on 
observed efficacy at the individual-level. In Cotonou, consistent condom-use with clients in the 
previous month increased from 29.7% in 1993 to 87.7% in 2008, and was associated with a 
42% reduction in HIV prevalence among FSWs, and a 43% reduction among males not directly 
targeted by the intervention [51,52]. Detailed modeling of Cotonou’s HIV epidemic suggested 
the intervention may have prevented 63%, 50%, and 27% of new HIV infections among FSWs, 
clients, and the rest of the population respectively, between 1993 and 2008 [46]. If sustained 
into 2040, 56% of remaining HIV infections after 2008 could be prevented in the general 
population, i.e. infections “indirectly” prevented from an FSW/client intervention [46]. 
The review tried to tease out whether certain parameter inputs and epidemiological features of 
the HIV epidemics were associated with the impact of sex work interventions at the population-
level [17]. This was examined across 20 modelling studies (including those simulating HIV 
epidemics outside SSA) with their 265 available scenarios. In low-prevalence epidemics (overall 
HIV prevalence (≤5%), the following epidemiologic characteristics were influential sources of 
variability in the estimated fraction of HIV infections averted (prevented fraction, PF): the ratio of 
HIV prevalence in FSWs to general population females, the ratio of HIV prevalence in clients to 
general population males, size of the FSW population, ratio of clients to FSW population size, 
and overall HIV prevalence (Figure 1.1a). In high-prevalence epidemics (>5%), a larger HIV 
prevalence ratio between FSWs and general population females, and a larger risk differential in 
partnership rates between FSWs and general population females were correlated with a greater 
impact (Figure 1.1b). Across epidemic size, a larger ratio was associated with a larger PF 
(Figure 1.1a-b). 
Thus, accumulating model-based evidence suggests HIV policy-makers and programme 
planners should try and identify their local epidemic drivers [4], because focusing efforts on 
behaviours that drive and sustain HIV epidemics can lead to a large impact in the wider 
community [17]. In the next section, I review the existing approaches to HIV epidemic appraisal 
and concerns that have been raised about their validity as tools to identify epidemic drivers, and 
thus their utility as tools to help focus HIV prevention. 
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Table 1.2. Potential impact of FSW/client interventions on overall HIV transmission in Sub-Saharan Africa [17]. 
 
 
Study 
HIV prevalence at 
start of intervention in 
the model 
 
Sex work intervention 
(efficacy, coverage, risk-group) 
 
 
Potential impact in the wider community 
  
Overall 
 
FSWs 
  
Outcome1 
 
Time-horizon  
    HIV 
incidence* 
 
HIV prevalence* 
 
# of HIV infections averted 
 
PF 
 
Years 
Botswana         
Nagelkerke [53] 30% N/A Condom-use (100%, 75%, FSW)  27%2   30 
Nagelkerke [53] 30% N/A Anti-retroviral treatment (100%, 50%, FSW)  13%2   30 
Vissers [49] 33%2 N/A Oral pre-exposure prophylaxis (90%,75%, FSW)   251 per 100,000 uninfected 
person-years2 
 10 
Vissers [49] 33%2 N/A Oral pre-exposure prophylaxis (90%,75%, FSW and 
clients) 
  785 per 100,000 uninfected 
person-years2 
 10 
South Africa         
Vickerman [41] 30%4 60% Vaginal microbicide (40%, 75%, FSW) 1%2   1.3%2 4 
Vickerman [45]  27%3 62% ↑ condom-use (100%,20%) & STI treatment (100%, 20%, 
FSW) 
2%2  53-65 per 100,000 adults2  1 
Vickerman [45]  27%3 62% ↑ condom-use (100%,20%) & STI treatment (100%, 
100%, FSW) 
14%2    1 
Vickerman [45]  27%3 62% ↑ condom-use (100%,20%) & STI treatment (100%, 
100%, FSW and clients) 
28%2    1 
Johnson [54] 26%2 N/A HIV vaccine (30%, 60%, FSW)   0.4-2.4 per 100 FSWs vaccinated2  10 
Zimbabwe         
Hallett [48] 22% N/A Condom use (100%,80-100, FSW) & STI treatment 
(100%,10%, FSW) 
10%2    5 
Hallett [48] 22%2 N/A Condom use (100%,80-100, FSW) & STI treatment 
(100%,10%, FSW) 
35%2    10 
Kenya         
Vissers [49] 16%2 N/A Oral pre-exposure prophylaxis (90%,75%, FSW)   166 per 100,000 uninfected 
person-years2 
 10 
Vissers [49] 16%2 N/A Oral pre-exposure prophylaxis (90%,75%, FSW and 
clients) 
  733 per 100,000 uninfected 
person-years 
 10 
Decker [42] 6% 33.8%   prevalence of sexual violence from baseline 32% to 
2.4% 
  53,2002 12%2 5 
Wirtz [43,44] 6% 33.8% 100% FSW community empowerment from 5% ; leads to 
↑ consistent condom use by 51% 
  16,661-20,680 6%2 5 
Benin         
Boily [15] 1%2 53% ↑ Condom-use (100%,60%, FSW) &  STI treatment 
(100%,50%, FSW) 
19%3   58-85% 10 
Vickerman [47] 3%2 55% ↑ condom-use (100%, 81%, FSW) 21.5%2  
(17.7-24.9) 
   4 
Vickerman [47] 3%2 55% STI testing & treatment (80%,85%, FSW)    10% 
(6-12) 2 
4 
Vickerman [41] 3.3%4 49% Vaginal microbicide (40%,75%, FSW) 26%2   24.8% 4 
FSW (female sex worker); GP (general population); PF (prevented fraction; the % of HIV infections averted); N/A (not available from the study);  
*Relative change in HIV incidence or prevalence; 1Range, uncertainty bounds, or 95% credible intervals from multiple simulations or epidemic realizations are shown in brackets. 
2Total population (i.e. including FSWs and clients); 3General population females (i.e. excluding FSWs); 4Ante-natal clinic surveillance
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Figure 1.1. Influence of epidemiologic features on potential intervention impact [17].  
The coefficients range between -1 to +1, and indicate the relative influence (and direction) of 
epidemiologic and intervention-related characteristics in contributing to the variability in model outcomes. 
Model outcomes include: (A) the fraction of HIV infections averted in low-prevalence epidemics (≤5%) 
following a focused intervention; (B) the fraction of HIV infections averted in high-prevalence epidemics 
(>5%) following a focused intervention; (C) the relative reduction in HIV incidence in low-prevalence 
epidemics (≤5%) following a focused intervention; (D) the relative reduction in HIV incidence in high-
prevalence epidemics (>5%) following a focused intervention. All scenarios included FSWs and clients. 
FSW (female sex worker); GP (general population, does not include FSW/clients).  Efficacy refers to the 
% reduction in HIV susceptibility per sex act.  
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1.2 Revisiting our approaches to HIV epidemic appraisal 
1.2.1  Disproportionate burden and risk of HIV across risk-groups 
Heterogeneity in HIV prevalence and incidence across subgroups and regions is a consistent 
feature of HIV epidemics within and between countries [10-12,23,55,56]. Under the lens of 
individual-health and health-inequities, these patterns alone suggest that subgroups most likely 
to be living with HIV, or most at risk of acquiring HIV should be a focus for HIV prevention (and 
care) [11,56]. It is an argument that resonates in the socio-political sphere of HIV prevention – 
and from a human- and health-rights perspective, has consistently had a voice in reports from 
normative bodies (e.g. UNAIDS, World Health Organization) [23,55]. As discussed later in 
Section 1.3, heterogeneity in risk at an individual-level can have important population-level 
consequences, although this facet is not usually captured in appraisals of disproportionate HIV 
burden and risk [11,56]. Indicators of heterogeneity (such as the ratio of HIV prevalence across 
risk-groups) do, however, offer a feasible opportunity to capture population-level transmission 
dynamics (as discussed below in Sections 1.4 and 1.5). In Chapter 2, I examine the empirical 
(and quality of) evidence for disproportionate HIV burden/risk among FSWs and clients in SSA.  
1.2.2 The classic PAF of sex work on prevalent/incident HIV infections 
The classic PAF of a given exposure to prevalent (or incident) HIV infections can be estimated 
by using the ratio of HIV prevalence (or incidence rate ratio) across subgroups and the size the 
subgroups [57-59]. The subgroups represent the ‘exposure’ to the risk factor in question (in our 
case, sex work). The classic PAF is a commonly used in chronic disease epidemiology, and is 
defined as “the fraction of all cases (exposed and unexposed) that would not have occurred if 
exposure had not occurred” [57]. Thus, it is a particularly useful measure in public health 
because it can help us estimate the potential impact on a population of reducing the ‘exposure’ 
to zero. Using sex work as our example, then the classic PAF (cPAF) of sex work in prevalent 
HIV infections among males is given by [60]: 
           
                 
                    
         (1.1) 
Where P(clients) refers to the fraction of the total male population that are clients, and the RR is 
the relative risk of HIV among clients vs. non-clients (usually the HIV prevalence ratio). 
However, there are critical concerns with using the classic PAF as an HIV epidemic appraisal 
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tool. They include measurement error – if ‘exposure’ is the size of FSW or client populations, 
then it is important that we have reliable estimates of this ‘exposure. But the main issue with the 
classic PAF is that it inherently does not account for indirect (or secondary, onward) 
transmission along all the possible chains of transmission within and from commercial sex 
partnerships [61]. If our goal with the PAF is to estimate what would happen in the absence of a 
given risk-facto (as per its definition above [57]), then for communicable diseases like HIV, it is 
important to capture indirect transmissions when measuring the PAF (see Section 1.5.1).  
1.2.3. The distribution of annual new HIV infections and the HIV Modes of Transmission model 
The MOT approach involves predicting the number and distribution of new HIV infections that 
will be acquired by mutually exclusive risk-groups over a 1-year period. First applied in 2002 
[62], the MOT approach uses a static mathematical model (the MOT spreadsheet, available at 
www.unaids.org) [63] that is simple to use but requires more data than the numerical proxy 
approach. It requires: (a) estimates of the size of behaviourally defined subgroups and their 
direct sexual partners; (b) the frequency of sexual acts per year in different types of 
partnerships; and (c) the current prevalence of HIV and sexually transmitted infections (STIs) in 
each subgroup. An uninfected individual’s risk of acquiring HIV is a binomial function of their 
number of partners and contacts (or sex acts per partnership) and is dependent on the HIV 
prevalence among partners [18]. The results of MOT analyses have been used in a growing 
number of jurisdictions as a roadmap for HIV prevention, since they are intended to provide 
information on the current “sources” of new infections within the population and therefore, 
guidance on where prevention efforts should be prioritized [20-22]. I herein refer to the 
distribution of annual new HIV infections as the MOT metric (even though in practice, it can be 
obtained from other models or cohort data). 
The MOT metric has been criticised because of how some countries parameterized the MOT  
[21,22]. A critically examination of the MOT model used district-level data from India and 
analysed a series of MOT models (Appendix A)  [64]. The analysis showed that as we moved 
away from using representative surveys of KPs and district-specific KP data and relied on state- 
or national-level data and household surveys to inform KP-specific behaviours, the MOT metric 
under-estimated the fraction of annual new HIV infections in KPs [64]. Since then, 
recommendations have been made on how to choose data inputs, review and report data 
sources, and conduct sensitivity analyses on these MOT inputs [21].  
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Meanwhile, a systematic review of published MOT analyses found that across 29 countries, a 
median of 1.3% (range, 0.04-14.4%) of annual new HIV infections were estimated to be 
acquired by FSWs [22]. The review highlighted results that were not expected. For example, the 
MOT metric in FSWs was small even in countries where dynamic mathematical modelling 
studies suggest female sex work plays a major role in HIV transmission (i.e. are likely epidemic 
drivers) – such as in India and in Thailand [65,66]. The above findings led to concerns that the 
MOT model is (a) underestimating the size and behaviours of FSW and clients; or (b) the MOT 
metric itself (the distribution of annual new HIV infections) is not a good way to identify the real 
epidemic driver [64]. In Chapter 3, I perform a comparative modelling analysis to examine the 
validity of the MOT metric as an appraisal tool to focus HIV prevention policies. 
1.2.4 The numerical proxy approach to classifying HIV epidemics 
First introduced in 2000, the numerical proxy method classifies epidemics as concentrated, 
generalized, and low-level on the basis of cross-sectional HIV prevalence thresholds in different 
subgroups [23]. Epidemics are classified as low-level if HIV prevalence has not exceeded 5% in 
any subgroup [23]. Concentrated epidemics are those where the HIV prevalence is consistently 
greater than 5% in KPs but less than 1% in the general population [23]. Generalized epidemics 
required that HIV prevalence persistently exceeds 1% in pregnant women (or the overall 
general population) [23]. These were defined to guide HIV programmes and accordingly, HIV 
prevention would be prioritized to KPs in a concentrated epidemic, whereas they should reach 
‘all segments of society’ in a generalized epidemic [23]. In practice, this approach only requires 
prevalence data usually derived from periodic surveys among women attending sentinel 
antenatal clinics (ANC) as a proxy for the general population, and among defined KPs 
[23,67,68]. Throughout this thesis, for clarity, the terms concentrated, generalized, and 
low-level are italicised when referring to the numerical proxy definition.  
The theory for this classification is based partly on early work [27-31] that introduced the 
construct of epidemic phase in the presence of behavioural heterogeneity and core-groups 
[24,32]. Wasserheit and Aral then deconstructed core-groups into ‘spread’ and ‘maintenance’ 
networks, depending on whether R0 within each network was >1 or equal to 1, respectively [28]. 
Their conceptual framework suggested that early in an STI epidemic, infections enter into the 
population via spread networks, such as FSWs, and that via ‘bridge populations’ such as clients, 
infections enter the wider population, where the magnitude of the epidemic depends on a 
maintenance network, and the extent to which these two networks overlap.  Whether or not HIV 
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transmission was occurring within spread and maintenance networks were used to define 
epidemic phase. However, the concept of endemic equilibrium and the overall effective 
reproductive number of the system was not explicitly part of this construct [28]. 
The 1% HIV prevalence threshold meant that by the time 1% of the general population (or – in 
practice – pregnant women) was infected with HIV, we were in the ‘maintenance’ phase of an 
HIV epidemic[23]. Thus, the implicit ideas within the numerical proxy are that: 
1) Every epidemic will progress through the same series of phases depending on when 
HIV transmission crosses over to the wider population via bridge populations. 
2) Once HIV can be sustained outside of the core-group, it will be at least 1%. 
Specifically, the basis for the numerical proxy is that sustained transmission outside the core-
group and HIV prevalence >1% (in the absence of interventions) is just a matter of time. This 
approach does not, as I discuss in Section 1.5, infer the real causes or drivers of an HIV 
epidemic. That is, the numerical proxy does not tell us about the underlying epidemic drivers. 
Nonetheless, the appraisal is meant to help us decide whether or not to focus on HIV epidemic 
drivers  [23]. Its use has come under criticism in recent years because the threshold has never 
been validated as a tool to help us make that decision [4,5,32,69]. As a result, it has been 
suggested that we may be inadvertently neglecting interventions for KPs (including FSWs) in 
regions where overall HIV prevalence has exceeded 1% (such as most of SSA) [70,71]. Despite 
these criticisms, the numerical proxy approach to classifying epidemics remains a part of HIV 
parlance [72]. In Chapter 4, I examine the validity of the numerical proxy in distinguishing 
between epidemics where sex work is and is not an epidemic driver. 
1.3  Rationale for focusing the thesis on Sub-Saharan Africa 
Early in the HIV epidemic, sex work programmes were considered important in  SSA [73], but as 
epidemics grew, focused prevention became less of a priority [23]. Now, thirty-nine of 48 
countries in SSA are said to have generalized HIV epidemics because their overall HIV 
prevalence exceeds 1% [23,55,74]. Classifying epidemics as generalized, independent of the 
burden of HIV in key populations and their contribution to local transmission, means that HIV 
prevention is recommended for “all segments of society” [23,55]. This principle implies that 
existing HIV programs are reaching and providing effective interventions to everyone – including 
KPs at highest risk for acquiring and transmitting infection. HIV spread in concentrated 
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epidemics has been reduced by focused programming for key populations, such as FSWs and 
clients, particularly in Asia [5,16,38-40,75-79]. However, by classifying epidemics as 
generalized, we may have intentionally or inadvertently devalued the importance of focusing 
prevention on key populations in Africa [4,64,70,71,73,80].   
Of 36 SSA countries surveyed by UNAIDS, 30 are implementing condom-based prevention 
programs for FSWs, but few currently deliver FSW programmes at the scale and coverage 
achieved in Asia and even parts of West Africa [55,68,72,73,81]. In the 17 SSA countries that 
reported HIV expenditure data  between 2007 and 2012, a median of 0.35% (range, 0.0 to 
3.3%) of the HIV prevention budget was allocated to HIV prevention programmes for FSWs and 
clients [82]. Seventeen countries estimated that between 0.01 to 3.1% of HIV funding is 
benefitting FSWs and clients [82].  The available expenditure data goes back as far as 2007, 
and later estimates may be better aligned with the contribution of sex work to HIV epidemics.  
Meanwhile, the extent to which we are reaching FSWs with our prescription to “reach all 
segments of society” in generalized SSA epidemics remains unclear. To monitor FSW 
intervention reach or coverage, UNAIDS uses two indicators from FSW surveys or FSW 
programmes in major/capital cities: FSWs’ knowledge of where to access HIV testing and 
receipt of condoms in the last year [55]. FSW coverage was reported for 20 countries in the 
2012 UNAIDS Country Progress Reports, with data collected between 2008 and 2011. A 
country-median of 54.4% (range, 1.5 to 89.9%) of FSWs surveyed reported knowledge of where 
to access HIV testing and receipt of condoms in the last 12 months. Coverage estimates were 
based on convenience samples (18 from surveys), and only one had pre-sampling FSW size 
estimation; 28 countries did not report or have data on FSW coverage. However, knowledge of 
where to get tested for HIV and receipt of condoms in the last year do not tell us whether FSWs’ 
vulnerabilities and HIV risk are actually being addressed, how FSWs might have learned about 
access to HIV testing, and where and how they received condoms [24,25]. In a recent 
systematic review of community empowerment interventions for FSWs, there were no studies or 
reports from SSA [26]. Together, these data suggest that we cannot assume that programs and 
policies designed to focus on all segments of society in generalized HIV epidemics are indeed 
reaching and preventing HIV in FSWs and/or clients. 
For these reasons, there has been renewed interest in focusing on KPs (including FSWs) in 
SSA. But it remains a region where our appraisal tools need to be re-visited, tested, and 
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validated so that they best align the strategic design of HIV programmes with anticipated 
population-level short- and long-term impact. 
1.4  Adding to the appraisal toolbox – re-defined and new approaches?  
1.4.1  The transmission PAF of sex work on cumulative HIV infections over time 
Instead of using the classic PAF, we can use dynamic mathematical models to estimate the 
transmission PAF. Unlike static models like the MOT or epidemiological measures like the 
classic PAF, dynamic models capture both direct and indirect, or onward, secondary transmitted 
events – a critical feature of communicable diseases [24,83,84]. In dynamic models, incidence 
and prevalence feed into each other at every time-step, and change accordingly – creating a 
feedback loop between the two and allowing us to infer the effects of ‘exposures’ along a chain 
of transmission. The transmission PAF can be estimated from a dynamic model by essentially 
‘turning off’ a link in the chain – such as transmission within specific partnerships.  In this way, 
the transmission PAF measures the cumulative fraction of HIV infections in the total population 
due (directly and indirectly) to a given risk factor or risk behavior (for example, sex work). It can 
be estimated from a dynamical model as follows: 
          
                  
                        
               
  
                         
                 
  
  
 
                        
               
  
    
 (1.2)  
Where,                        
              refers to new HIV infections in the total population in the 
presence of the risk behavior, and                        
                 refers to new HIV 
infections in the total population in the absence of the risk behavior. The PAF from the 
dynamical model can be estimated by setting the transmission probability within specific 
partnerships (or risk behavior) to zero, from the start of each time-horizon (t0), and counting the 
cumulative number of HIV infections over t years (from t0 to t1). This can be bi-directional. For 
example, the transmission probability during sex work from females to males and from males to 
females can be set to zero. Alternatively, it can be unidirectional and we can estimate the 
transmission PAF via sex work from FSWs or from clients, for example. 
A systematic review of dynamic mathematical models found 2 studies reporting a transmission 
PAF of sex work in the wider community – both set in India [17]. In south India, the estimated 1-
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year PAF1 of sex work ranged between 86.4-97.5% in males and 12-42% in females [65]. In the 
same region, the estimated contribution of short-term client migration to overall transmission in 
the total population was 50% over 34 years (PAF34) compared to 99% over 44 years (PAF44) 
under the assumption that local sex work remained constant [85]. Since the review, two 
additional modelling papers have estimated the transmission PAF of sex work. Williams et al 
estimated that between 1993 and 2008, the median transmission PAF15 of sex work across 472 
calibrated simulations was 93% (range, 84-98%), and from 2008 to 2028, the transmission PAF 
of sex work could be 20% (range, 18-24%) if current condom-use is maintained. Steen et al 
used the individual-based STD-SIM model to estimate a PAF1 of 45.6% in Kisumu, Kenya in 
2010. These estimates highlight an important nuance about interpreting the transmission PAF of 
sex work for epidemic appraisals. The transmission PAF from this moment forward will reflect 
interventions (such as condom-use, uptake of HIV treatment among FSW, etc.) that are in 
place, and under the assumption that they can be sustained. They tell us about the remaining 
infections and thus, the fraction of infections we might be able to prevent if we can add to 
existing interventions and protect all FSWs and clients from HIV during sex work. They also 
tell us about the potential impact of a ‘perfect’ intervention that can block transmission. 
However, they do not tell us about interventions that change the organization and practice of 
sex work (such as reducing number of clients by increasing the price of sex acts, etc.) as a key 
aspect of the transmission PAF calculation is keeping all other factors – such as partnership 
formations (supply/demand in the case of sex work) – constant.  
In Chapter 3, I use the transmission PAF to compare the contribution of sex work over time to 
existing approaches for characterizing the contribution of sex work (MOT metric, etc.). 
1.4.2. Back to basics: defining epidemic types on the basis of epidemic drivers 
The numerical proxy method of classifying epidemics leads to an intriguing question: is it 
possible to improve on the numerical proxy and describe epidemics on the basis of their 
epidemic drivers? In the following paragraphs, I review advances in the framework for epidemic 
classification, propose a formal re-definition that builds on published work, and then discuss 
whether we can turn this theory into practice by developing a new approach for the appraisal 
toolbox: a diagnostic algorithm for epidemic types based on their underlying epidemic drivers. 
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1.4.3. Re-defining HIV epidemic types: frameworks to date 
In 2002, Blanchard suggested that there were three epidemic types with different trajectories, 
with the distinguishing characteristic that two types required the presence of an identifiable core-
group to expand (R0>1), while another could propagate independently of an identifiable core-
group [32]. In 2006, Lowndes and Alary suggested the term ‘mixed’ epidemic to reflect the 
additional contribution of core-groups when transmission appeared to be sustained outside of 
core-groups [73]. By this time, the terms concentrated, generalized, and low-level from the 
numerical proxy were a nomenclature stronghold in the academic literature and in policy. In 
2008, Moses, Blanchard and colleagues [5] re-defined the epidemic classifications suggested 
earlier by Blanchard [32] so that rather than an arbitrary prevalence threshold, epidemic 
classifications would reflect the underlying epidemic driver – i.e. the key behaviours that enable 
Ro>1 in the overall population. The proposed epidemic types specified by Moses and Blanchard 
[5], advocated by Halperin and Wilson [4], and refined in a later paper [64] are described in 
Table 1.3. The next section attempts to formalize the above concepts into an analytical 
framework to clarify definitions used in this thesis. 
Table. 1.3. Epidemic type framework by Moses, Blanchard, and colleagues [5]. 
Epidemic Type Description Recommendations for focused HIV 
prevention policies 
Concentrated 
epidemic 
If transmission persists in a group of individuals 
within a sexual or needle-sharing network.  This 
network may consist of FSWs, high risk MSM, 
and/or PWID who share needles, or any 
combination of persons most at risk of HIV 
acquisition and transmission. These networks 
can exist in the region of interest, or at 
destination sites for short-term migrants who 
move between regions.  
Scale up effective focused HIV prevention 
programmes to reduce transmission in high 
risk networks. 
Generalized 
epidemic 
If HIV transmission is sustained by sexual 
behaviour in the general population, without any 
necessary contribution by defined FSW, high-
risk MSM, or PWID networks to overall 
transmission.  
Focus on changing sexual behaviour 
patterns in the general population, 
particularly focusing on reducing multiple 
and concurrent partnerships, as well as 
other prevention technologies, such as, 
where relevant, increasing the proportion of 
men who are circumcised. 
Mixed epidemic If there is substantial contribution to overall 
transmission from (1) the general population’s 
sexual behavioural patterns, and (2) the defined 
FSW, high-risk MSM, and PWID networks. 
In such circumstances, halting and reversing 
the epidemic depends on a dual strategy of 
changing sexual behaviour patterns in the 
general population and reducing 
transmission among KPs. The relative 
contribution of the general population and 
KP networks will vary, and HIV prevention 
priorities would vary accordingly. 
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1.4.4. Re-defining HIV epidemics: the underlying framework of this thesis 
This section is illustrated with a simple dynamic HIV transmission model. The model is shown in 
Figure 1.2. The model has males and females, and two risk-groups - those involved in sex work 
(FSW/clients) and the rest of the population (called low-activity). 
 
 
 
 
Figure 1.2. Schematic of a simple 2-sex, 2-group model of ‘susceptible-infectious’ (SI) HIV 
transmission.  This model is  used to  describe the conceptual framework for defining  epidemics on the 
basis of the R0. 
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RBA is defined as the number of infections in group B due to 1 infected person in Group A over 
the duration of infectiousness in a fully susceptible Group B. RBA can be pulled from Figure 1.2 
as elements of a 4x4 matrix representing how many infections are produced from one group 
having sex with individuals in another group (or ‘who infected whom’). This is represented as the 
next generation matrix K and given as [83,86]: 
   
   
   
   
   
       
       
       
      
       
       
       
       
       
       
      
      
          (1.3) 
This model only includes heterosexual HIV transmission. Thus, the next generation matrix K can 
be given by: 
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 Using this next generation matrix, HIV epidemic types can be defined by performing two tests 
on the full system (Figure 1.3). 
Given R0 >1 in the full system, an epidemic is: 
 Concentrated if, when we set R21 = R12 = 0. (no transmission during commercial sex),  
R0 is less than 1. 
 Generalized if, when set R41 =R14 = R32  = R23 = R34 = R43 = 0.  (i.e. no transmission 
during non-commercial sex), R0 is less than 1 
 And mixed otherwise:  
R0 > 1 when R21 = R12 = 0. AND  
R0 > 1 when R41 = R14 = R32 = R23 =  R34 = R43 = 0. 
This definition of epidemic type is illustrated graphically in Figure 1.3, and described in words in 
Box 1.1. Throughout this thesis, the terms concentrated, mixed, and generalized (when not 
italicized) refer to the definition in Figure 1.3 and Box 1.1. 
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Figure 1.3. Conceptual framework for re-defining HIV epidemics on the basis of R0.  
Test 1 and Test 2 are mutually exclusive tests to help define epidemics.  In Test 1, if we stop transmission 
during non-commercial sex, and the R0 is below 1, then the epidemic is generalized; and not-generalized 
otherwise. In Test 2, if we stop transmission during commercial sex, and the R0 is below 1, the epidemic 
is concentrated; not-concentrated otherwise. If, after performing Test 1 and Test 2 separately, the answer 
is that the epidemic is not generalized and not concentrated, then the epidemic is mixed. 
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Box 1.1. Epidemic type based on underlying transmission dynamics 
Epidemic Type Definition 
Concentrated 
HIV epidemic 
Requires that commercial sex exist for HIV to establish and persist in 
the population, (R0 is greater than 1 in the presence of commercial 
sex, and <1 in the absence of commercial sex)  
Generalized HIV 
epidemic 
Region where commercial sex work is neither sufficient nor necessary 
to enable HIV to establish and spread (R0 >1 requires the presence of 
non-commercial sex) 
Mixed HIV 
epidemic  
Requires either commercial sex or other partnerships (for example, 
casual sex or multiple partnerships) for HIV to establish and persist, 
such that both commercial and casual sex acts would need to be 
protected to achieve long-term elimination (R0 <1). 
 
1.4.5. Can we distinguish between epidemic types? 
The numerical proxy assigned HIV prevalence thresholds to identify whether an epidemic was 
concentrated or generalized [23]. Although its thresholds have never been tested to see if they 
also help identify epidemic drivers, the approach suggests the possibility of using 
epidemiological (empirical) data, such as disproportionate HIV prevalence/incidence in different 
risk groups, as a way to help distinguish epidemic types defined in Box 1.1 (Appendix A) [64]. I 
use the HIV prevalence thresholds as the starting point in addressing Chapter 5’s question: Can 
we develop a decision algorithm that uses empirical data to classify and diagnose HIV 
epidemics on the basis of key behaviours that enable HIV to establish and persist in a region? A 
feasible and validated algorithm that uses a few pieces of routinely collected data (or even the 
indicators from the existing appraisals) to identify epidemic drivers could be useful for the 
following reasons: (i) if existing appraisals are not valid tools to identify epidemic drivers then a 
diagnostic tool would fill a major cap in the current appraisal toolbox; (ii) it could give added 
value to available data and help us prioritize future data collection and methods to reduce bias 
in our empirical estimates.  
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I first examine the validity of existing appraisals for identifying epidemic drivers and for 
focusing HIV prevention. I use lessons learned from the first three chapters to explore the 
feasibility of developing a diagnostic algorithm.  
1.5 Chapter objectives and approaches to address them 
Using different techniques ranging from systematic reviews to mathematical models, I will try to 
answer the following questions. 
Using a series of systematic reviews, Chapter 2 addresses the following: 
 What is the relative burden of HIV and relative risk of HIV acquisition among FSWs and 
their clients, compared to the general population in SSA; has this changed over time, 
and what is the quality of this evidence? 
 What is the “contribution” of sex work to HIV epidemics in SSA calculated using the 
existing approaches to epidemic appraisal (MOT metric and classic PAF)? 
Using a series of dynamic and corresponding MOT models, Chapter 3 addresses the following: 
 Do structural simplicity, biased parameters, or the use of a static model produce 
unreliable MOT metrics which underestimate the importance of epidemic drivers (sex 
work), or is it the MOT metric itself that limits the validity of the MOT model in identifying 
epidemic drivers? 
 Even if we could estimate the unbiased indicators from the MOT, is this information 
useful for focusing HIV prevention? 
Using a large number of synthetic HIV epidemics based on data from SSA, Chapter 4 
addresses the following:  
 How big can a concentrated HIV epidemic (driven by sex work) theoretically get based 
on available sexual behaviour data from SSA (West/Central Africa, East Africa, and 
Southern Africa)? 
 How sensitive and specific is the 1% threshold for defining concentrated HIV epidemics? 
Using the synthetic epidemics from Chapter 4 and classification trees via recursive partitioning, 
Chapter 5 is a proof-of-concept study addressing the following: 
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 Is it feasible to develop a decision algorithm that uses empirical data to classify and 
diagnose HIV epidemics on the basis of key behaviours that enable HIV to establish and 
persist in a region? 
Figure 1.4 outlines the overarching objective for each results chapter, and the approaches I will 
take to address them.  
 
 
Figure 1.4. Results chapter outline for overarching aim of using mathematical models to 
help characterize HIV epidemics.  
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Chapter 2 Objectives 
In this chapter, I perform a series of systematic reviews of the published and grey literature 
to synthesize and critically appraise the traditional evidence in support of focused HIV 
prevention programs for FSWs and clients in Sub-Saharan Africa (SSA). This chapter 
examines the following questions: 
Objective 2a. What is the relative burden of HIV and the model-estimated relative risk of 
HIV acquisition among FSWs and their clients, compared to the general population in SSA; 
has this changed over time, and what is the quality of this evidence? 
Objective 2b. What is the “contribution” of sex work to HIV epidemics in SSA calculated 
using traditional approaches (MOT distribution and classical PAF)? 
2.1  Rationale for the evidence synthesis  
The importance of key populations in generalized HIV epidemics is re-emerging in the 
academic and policy discourse [1,2] with a call to strengthen efforts on protecting FSWs and 
clients from becoming infected and on ensuring care for those with HIV [3]. This is partly 
based on growing evidence of a disproportionate burden of HIV among FSWs and the 
“contribution” of sex work to HIV epidemics in SSA [4-6]. However, this evidence has never 
been critically appraised for data quality or the methods we use to estimate the contribution 
of sex work. The contribution of sex work to HIV epidemics is traditionally characterized by 
calculating the population attributable fraction (PAF) of sex work to prevalent HIV infections 
among males or females (i.e. the classic PAF [7-10]) from empiric data, or by using the 
UNAIDS Modes of Transmission Model (MOT) to estimate the annual fraction of new HIV 
infections acquired by FSWs/clients [11,12]. A recent systematic review of the MOT revealed 
wide variability in the type and quality of input data [13], but syntheses of the classical PAF 
in SSA [4,6] have not been clear on the type and quality of data, and – in the case of HIV 
prevalence - at which year of the epidemic the data were collected, how representative the 
data are (risk of selection bias), and how sex work was defined [4,6]. The classic PAF also 
requires measurement of the ‘exposure’  (sex work) [14] – i.e. the size of FSW or client 
populations, and thus requires an exploration of how size data were collected.  
2.2  Methods 
I performed a series of systematic reviews and meta-analyses (where appropriate) in 
accordance with Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
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(PRISMA) [15] and Meta-Analyses and Systematic Reviews of Observational Studies 
(MOOSE) guidelines [16] to determine the absolute and relative burden of HIV among FSW 
and clients in SSA; and the classic PAF of sex work in SSA in relation to reported HIV 
expenditure on FSW/client programmes. Throughout, Ns refers to the number of 
studies/sources and Nc refers to the number of countries. 
2.2.1 Systematic review: empirical evidence  
2.2.1.1 Electronic database search 
The search was conducted in two parts. First, I searched Medline, EMBASE, PsycInfo, and 
Scopus, for peer-reviewed publications from January 1, 2002 to October 31, 2013, using the 
following terms in all fields: (“sex work* OR “commercial sex*” OR “paid sex*” OR prostitute* 
OR client*”) AND “(Afric* or [name of each of the 48 countries, Box 2.1]. The full search 
protocol is detailed in Appendix B)”. I purposefully did not include “transactional sex*” in the 
search terms because I wanted to capture data on what authors or programmes designated 
as sex work and not financially-motivated partnerships which studies, authors, or 
programmes explicitly describe as not sex work [17]. Results of the electronic database 
search were assessed in Endnote X7 to remove duplicates. I screened titles and abstracts, 
and then reviewed the full text for inclusion as per the criteria listed below for each outcome 
of interest (FSW/client population size; FSW/client HIV prevalence or incidence).  
Box 2.1. Search terms for electronic database. 
Search terms used in Scopus 
ALL("sex work*" OR "prostitut*" OR "paid sex*" OR "commercial sex*" OR "client") AND ALL("afric*" 
OR "angola" OR "benin" OR "botswana" OR "burkina faso" OR "Burundi" OR "Cameroon" OR 
"Cameroun" OR "Cape Verde" OR "Cabo Verde" OR "Central African Republic" OR "Republique 
Centrafricaine" OR "Chad" OR "Tchad" OR "Comoros" OR "Comores" OR "Congo" OR "ivory coast" 
OR "Eritrea" OR "Ethiopia" OR "Cote d'Ivoire" OR "Gabon" OR "Gabonaise" OR "Gambia" OR 
"Ghana" OR "Guinea" OR "Guinee" OR "Guinea-Bissau" OR " Guinee-Bissau" OR "Namibia" OR 
"Niger" OR "Nigeria" OR "Rwanda" OR "Sao Tome and Principe" OR "Senegal" OR "Seychelles" OR 
"Sierra Leone" OR "Somalia" OR "South Africa" OR "Sudan" OR "Kenya" OR "Lesotho" OR "Liberia" 
OR "Madagascar" OR "Malawi" OR "Mali" OR "Mauritan*" OR "Mauritius" OR "Mayotte" OR 
"Mozambique" OR "Swaziland" OR "Tanzania" OR "Togo" OR "Togolaise" OR "Uganda" OR 
"Zambia" OR "Zimbabwe") 
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The second part of the search includes an extensive search of the grey literature, which 
consisted of a bibliographic search of the following reports, systematic reviews, and a 
publication catalogue-database search as outlined below. 
2.2.1.2 Grey and review literature search  
Reports: I identified citations and/or extract publically available data via an examination and 
bibliographic hand-search of the following reports: the United Nations General Assembly 
Special Session on HIV and AIDS (UNGASS) Country reports 2012 [18]; UNAIDS Africa 
Regional Epidemic Update 2013 [19]; most recent National AIDS Spending Assessment 
(NASA) reports [20]; the World Bank report on the global HIV epidemics among sex workers 
[5]; the Modes of Transmission syntheses [21], the Global Fund Rounds 8,9, and 10 CCM 
Proposals [22,23], the World Bank West Africa Epidemiological Synthesis [10], Syntheses of 
Research on Prevention of HIV in South Africa [24], ReThink HIV reports [25], female sex 
worker (FSW) Integrated Biological and Behavioral Survey (IBBS) reports, the WHO 
literature review of HIV prevention for FSWs in Sub-Saharan Africa (SSA) [26], the WHO 
HIV Operational Plan 2012-2013 [27], the WHO guidance on HIV/STI prevention for FSWs 
[28], the Action for West Africa Region project reports [29], the AIDS 2031 report [30], and 
Demographic Health Surveys (DHS) in countries for which reports or survey data were 
available [31].  
Publication catalogues: Source online publication catalogues of Population Services 
International [32], AIDSTAR-One and AIDSTAR-two [33,34], the AIDS 2031 project [35], the 
Futures Institute [36], the International Organization for Migration [37], the World Bank [38], 
and the World Health Organization [39].  For data on FSWs, the following search terms were 
used in each catalogues’ search box: “sex work*”, OR, “paid sex*”, OR, “commercial sex*”, 
OR, “FSW*”; OR, “CSW*”; OR, “prostitut*”; OR “client”; AND (“Africa” or “[name of each of 
the 48 countries in SSA as above]”) to identify reports and papers. The abstracts and 
executive summaries were screened to assess inclusion/exclusion, with full-text review if this 
could not be determined at screening. 
Previous systematic reviews: Source systematic reviews on the individual and potential 
population-level impact of FSW programs [40-45], biomedical HIV intervention trials [46], HIV 
prevalence among self-identified FSWs [4,5], the association between paid sex and HIV 
prevalence [47], classic measures of the population attributable fraction (classic PAF) of sex 
work on prevalent HIV infections among women [4,6], characteristics of FSWs and clients  
[48,49], size estimates of formal FSW [50,51] and client populations [51,52], and analyses of 
Global Fund and PEPFAR proposals [53]. The reviews were used to identify published 
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papers and reports, which were subsequently examined to determine if they provided data 
as per inclusion/exclusion criteria. 
I contacted the primary authors of reports identified in the bibliographic search of the grey 
literature (including, but not restricted to, the UNGASS Country Progress Reports [18], and 
the World Bank West Africa Synthesis [10]) to obtain the source records if they could not be 
obtained from the grey or peer-review search.  
2.2.1.3 Inclusion and Exclusion Criteria  
The inclusion/exclusion criteria are listed in Box 2.2. Conference abstracts were excluded, 
and I restricted the search to sources written in English, French, or Portuguese. For 
FSW/client population size, I included sources reporting estimates from established methods 
(Table 2.1 [54,55]) used on or after January 1, 2002. If post-2002 data were not available for 
a country, I obtained the most recent pre-2002 estimates by expanding the search to 
include: (i) the bibliography of published systematic reviews that used or reported FSW size 
estimates [4,6,50] or client size estimates [52]; and (ii) national demographic health and 
AIDS indicator surveys [31].  For HIV prevalence/incidence, I included studies reporting HIV 
data from biological samples collected on or after January 1, 2002 on at least 50 FSWs or 
clients (i.e. excluded self-reported HIV status to reduce information bias). If the same data 
were reported in more than one source, I used the first publication which provided details on 
study design.  I excluded studies that explicitly referred to financially-motivated sexual 
partnerships or the exchange of sex for any material goods (including money) as not sex 
work. At the analysis stage, I excluded studies or estimates where FSWs/clients were 
defined solely on the basis of non-monetary exchange for sex (i.e. goods or other material). I 
contacted primary study authors for additional information. 
Box 2.2. Inclusion/exclusion criteria 
Inclusion criteria for eligibility 
 Data collected on or after January 1, 2002 
 HIV prevalence/incidence: measured using biological sampling (not self-report) 
 HIV prevalence/incidence: data on sample size available and sample size >50 
 HIV prevalence/incidence: data on sampling strategy available 
 FSW/client size: if surveys used, then must be household (population-based) surveys 
inclusive of age 15-49 years 
 FSW/client size: enumeration methodology available 
 Data collected in one of the 48 countries in Sub-Saharan Africa 
 Exclusion: studies where authors explicitly identified participants engaged in transactional 
sex as not engaged in sex work 
Analysis (quantitative synthesis) inclusion criteria 
 FSW/client size: refer to “current” sex work [i.e. exclude “ever” FSW/client] 
 Client HIV prevalence/incidence: refer to “current” sex work [i.e. exclude “ever” FSW/clients 
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Table 2.1. Methods used for estimating the size of FSW or client populations. 
Method Description Risk of potential biases/concerns 
Population- or household-based 
surveys using face-to-face 
interviews1 
Asking questions on high risk behaviours in general 
population surveys [54]. 
Social desirability bias [54]. Household 
survey may not reach highly mobile 
population. 
Population- or household-based 
using polling booth or audio-
assisted interviews1 
Asking questions on high risk behaviours in general 
population surveys [54]. 
Social desirability bias may be reduced 
[54,56-58]. Household survey may not reach 
highly mobile population. 
Mapping and Census Counting all members of FSWs in a given area [54]. Measurement bias (might only count those 
that are visible), and unless conducted over a 
short period of time, could lead to double-
counting because of sex work mobility[54]. 
Geographical Mapping Describes the full “universe” of places where a risk-
group congregates, and size estimates and 
characteristics of these locations[54,55]. 
Measurement bias (might only count those 
that are “visible”) [54]. 
Capture-recapture Estimate total population size using two 
independent “captures” of population members at 
different times, and how many are identified in both 
“captures” [54]. 
Assumes that the at-risk population is closed 
(no movement outside of the geographic area 
of study or turnover in FSWs/clients). 
Assumes that both captures are random 
samples of the underlying at-risk population 
[54]. 
Multiplier Method Similar to capture-recapture but using two 
independent sources of data: FSW/client 
programme data; and a representative survey of 
FSWs or clients [54]. 
Depends on how representative the surveys 
are, and whether the same definitions are 
used in the different data sources [54]. 
Wisdom of Crowds[59] Respondents from at-risk population asked to 
generate estimates of the population size of those 
who share same risk behaviours, with consensus 
(or median) estimate often reported[59] 
Measurement bias: depends on awareness of 
everyone engaged in same high-risk 
behaviour [59]. 
 Network scale-up) [54] Asking questions on high risk behaviours of 
respondents’ acquaintances (from general 
population or FSW/client-specific surveys)[54]. 
Measurement bias: respondents may not 
associate with or may be unaware of 
everyone in his/her network who engaged in 
the high-risk behaviour (especially if 
conducted in the general population)[54]. 
Nomination, respondent-driven, 
chain sampling  
Ask visible and accessible part of population under 
study to contact or provide contact information, or 
refer other individuals with the same risk behaviour 
[54]. 
Selection bias: estimates depends on the 
connectivity of members of the population, 
with over-representation of those with large 
personal networks [54]. Currently not a 
widely-recommended approach [54]. 
Indirect Method A type of multiplier method where FSW population 
size estimates and reported volume of clients, along 
with the client-reported average frequency of repeat 
FSW visits, is used to generate client population 
size estimates [7,8]. 
Depends on how representative the FSW and 
client surveys are, and the reliability of the 
FSW population size estimate [8]. 
1Respondents asked questions to determine if they are currently or have ever engaged in sex work, paid sex, etc.  
FSW (female sex worker) 
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2.2.2 Systematic review: model-based evidence 
I identified published MOT studies from a bibliographic search of two recent systematic 
reviews (one of which I was a collaborator on) of the MOT [13,60], and extracted MOT-
estimated per-capita incidence of HIV among FSW, clients, non-FSWs (who did not belong 
to another key populations (KP) such as persons who inject drugs), and non-clients (who did 
not belong to other KP such as men who have sex with men or persons who inject drugs). I 
estimated the HIV incidence rate ratio (IRR) of FSWs to non-FSW/non-KP females, and the 
IRR of clients to non-client/non-KP males. I also obtained the MOT-estimated fraction of 
annual new HIV infections acquired by FSWs or clients.  
2.2.3 Data extraction 
I extracted the data, and three collaborators verified data extraction (Marissa Becker 
[University of Manitoba], Holly Prudden [London School of Hygiene and Tropical Medicine], 
Lyle McKinnon [CAPRISA]). For population size, I extracted the method, enumeration year, 
regional scope, sex work or client definition, and estimates as the percentage of the adult 
female or male population (age 15-49 years). If estimates were not available as 
percentages, I used local census data on the total female/male population aged 15-49 years 
from the enumeration year to obtain them. 
For HIV data, I extracted study characteristics (data-collection year, age-group) and 
additional details to assess for risk of bias (sampling strategy, pre-sampling enumeration, 
definition of sex work/clients). For HIV prevalence, I extracted the numerator and 
denominator, confidence intervals (CI), and weighted numerators and point prevalence (if 
studies used respondent-driven sampling [RDS]) by data-collection year wherever possible. 
For HIV incidence, I extracted the number who acquired HIV and person-years of follow-up, 
incidence measure, CI if available, HIV prevalence at baseline among FSWs (i.e. those 
excluded from the incidence measure), attrition rate, and data on whether sex-work duration 
was compared among those included and excluded from the study at the time of screening.  
2.2.4 Plan of analysis 
2.2.4.1 Analyses: FSW and client population size 
For size estimates, I report the median and range of values within each country, using data 
on current FSWs and clients, and excluding those reporting “ever” sex work. I did not pool 
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results because of the different estimation methods which often provide a single point 
estimate or a range [50,54]. 
2.2.4.2 Analyses: absolute and relative burden of HIV among FSW and clients 
For HIV prevalence/incidence, I assessed data quality by examining sampling strategy 
(probabilistic versus other[61]), pre-sampling enumeration, decline or non-participation rate 
among those eligible, and whether outcomes and CIs were adjusted for sampling 
strategy[61]. For HIV incidence, I also assessed the attrition rate, HIV prevalence at 
enrollment, and whether differences in duration in sex work could be compared among those 
included and excluded from the cohorts.  To pool HIV prevalence or HIV incidence, I used 
the point estimates and the 95% CI provided in the primary studies. If CIs were not provided, 
I used exact methods based on the Binomial distribution (for prevalence) and the Poisson 
distribution (for incidence) to generate 95% CIs. If the numerator was zero, 0.5 was added to 
the numerator and denominator. I pooled prevalence and incidence estimates with a 
DerSimonian and Laird random-effects model using a double arcsine transformation, and 
then back-transformed the overall pooled estimate for reporting on the original scale[14,62].  
To compare prevalent HIV in FSWs compared to general population females aged 15-49 
years and estimate odds ratios (OR), I first obtained the general population female HIV 
prevalence in each year (2002 through 2013) as per Baral et al [4,5] using the UNAIDS 
estimate of the number of adult females and males (aged ≥15 years) as the denominator 
[63]. Because the majority of adults living with HIV are <50 years of age [19], I used the 
population size of males and females aged 15-49 years [64] as the denominator for a 
conservative estimate of female HIV prevalence. In keeping with previous studies [4,5] I 
assumed this overall female HIV prevalence did not capture HIV infections in FSWs, and 
thus represented general population females.  Because the UNAIDS HIV numerators rely on 
the demographic health surveys in which clients have been identified [52,65], I assumed that 
HIV numerators capture infections in clients. Thus, I used the median client population size 
(in each country) and study-specific client HIV prevalence, along with the overall male HIV 
prevalence, to calculate HIV prevalence in a non-client general population of males as the 
comparator group. I then calculated the OR from each study estimate and year of data 
collection, and pooled results using a DerSimonian and Laird random effects model. This 
approach is different from previous meta-analyses where multiple sources of data over 
different time-points were treated as a single convenience sample per country (irrespective 
of primary studies’ sampling strategies or data-collection year) and the OR was estimated by 
comparing to the HIV prevalence among females in a single year (2009) [4]. In contrast, our 
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approach let us explore sources of heterogeneity at the study-level and data-collection year, 
and integrate RDS-weighted and cluster-adjusted CIs in the meta-analysis if provided. 
I assessed heterogeneity across study estimates using the Cochran Q statistic and chi-
square test, and the I2 statistic [66], and performed meta-regression on the following 
covariates (chosen a priori) to examine potential sources of heterogeneity: region (West, 
Central, East, and Southern Africa) based on the United Nation Statistics Division 
classifications (except for Malawi and Zimbabwe which I include in Southern Africa); data-
collection year; sampling method (probabilistic or other, for FSW data; client-specific survey 
vs. other, for client data), FSW definition (FSW; sex for money only; sex for money or other 
goods) and client definition (exchanged money for sex and/or had sex with a sex worker; 
exchanged money or goods for sex). I present subgroup analysis by region (as long as ≥5 
studies were available per region). I pooled estimates by other covariates only if they were 
significant sources of heterogeneity. Meta-analyses were conducted using the ‘meta’ [67] 
and ‘metafor’ packages [68] in R (Version 3.0.2). 
2.2.4.3 Analyses: contribution of sex work to HIV epidemics via the classic PAF 
I estimated the classic PAF of prevalent HIV among females or males using the empiric data 
on the ratio of prevalent HIV infections compared to general population females and non-
clients (matched by data-collection year, as above) and the FSW/client population size 
estimates from each country[6]. For each study, I used the point prevalence of HIV and the 
95% CIs with the median, upper, and lower bounds of the population size to obtain central, 
upper, and lower bounds of the classic PAF. The median and upper/lower bounds of the 
classic PAF by country (across Ns studies per country) are reported. 
To estimate the classic population attributable fraction (PAF) of sex work for HIV infections 
among males, I used the HIV prevalence ratio (PR) for current male clients compared to 
non-clients and the estimated proportion of the adult male population that were clients using 
the formula [7,8,69]: 
           
                 
                    
        (2.1) 
Where P(clients) refers to the fraction of the total male population that are clients, and the 
PR is given by: 
                          
                            
                                     
  (2.2) 
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The same formulae were applied to cPAF of sex work for prevalent HIV infections among 
women, where PR reflected the ratio of HIV prevalence among FSWs to non-FSWs 
(assumed to be general population females, on whom the data does not capture FSWs), and 
P(FSW) was the relative population size of FSWs. 
2.3  Results 
2.3.1 FSW population size: data quality and summary estimates 
Of 4,004 unique records identified in the empirical-data search, 873 underwent full-text 
review (Figure 2.1).  Thirty-four primary sources and three reviews [4,6,50] provided FSW 
size data collected after 2002 in 29 countries; an additional six sources provided estimates 
collected before 2002 (Table 2.2).  Overall, 56 different size estimates in 35 countries were 
eligible for review. Six estimates were excluded from analysis because they referred to 
“ever” sex work, the exchange of goods but not money, or could not be presented as a 
proportion. Of the remaining estimates, forty count women identified or who self-identified as 
FSWs or reported money in exchange for sex, while 10 refer to the receipt of money or other 
goods in exchange for sex. Census and mapping[54] was used to generate 21 estimates, 
while 18 were based on face-to-face-interviews in household surveys, and two estimates (in 
South Africa[70] and Kenya[71]) were based on geographic mapping[55]. The remainder 
used capture-recapture, audio-administered or polling booth surveys, the multiplier method, 
wisdom of crowds, or network scale-up (Table 2).  Across the 50 point estimates ultimately 
used for the classic PAF analysis, the median FSW population size was 1.8% (range, 0.25-
13.0%). 
  
Chapter 2 Relative HIV burden/risk & classic PAF 
55 
 
Figure 2.1. PRISMA flowchart for empirical data review. Records identified from the systematic 
review of empiric data on FSWs and clients. Pop. (population); FSW (female sex worker); 1A single 
source could provide data on >1 outcome of interest; 2Duplicate data refers to >1 source reporting on 
same study population or data; 3Reviews refer to Baral et al [4], Pruss-Ustun et al [6], and Vandepitte 
et al.[50]. N refers to the number of records/studies. 
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Table 2.2. FSW population size estimates 
Source Geographic 
scope 
Year(s)1 FSW size estimate or 
range 
(% of females age 
15-49 years2) 
Approach Sex work definition Used 
for 
classic 
PAF 
Benin       
SIDA-3[72] Regional 2004 0.1-1.4% Mapping & census FSW √ 
Behnazin[56] Regional 2008 1.3 (95% CI: 0.8,2.1) Household GPS 
(FTFI) 
Received payment for sex in 
last 1 year 
√ 
Behnazin[56] Regional 2008 13.0 (95% 
CI:10.2,16.2) 
Polling Booth Survey Received payment for sex in 
last 1 year 
√ 
Behnazin[56] Regional 2008 2.4 (95% CI:1.6,3.3) Household GPS 
(FTFI) 
Ever received payment for 
sex 
No 
Behnazin[56] Regional 2008 16.7 (95% CI: 
13.6,20.2) 
Polling Booth Survey Ever received payment for 
sex 
No 
Botswana       
Weiser[73] Regional 2004-5 7.0 (95% CI: 5.1,9.4) Household GPS 
(FTFI) 
Exchange sex for money, 
food, or other resources in 
previous 12 months 
√ 
AIS[31] National 2008 1.2 (95% CI: 1.1,1.3) Household GPS 
(FTFI) 
Exchange of sex for money 
or goods in last 12 months 
√ 
Burkina Faso       
Vandepitte [50] Regional 2003 4.3  Mapping & census N/A [Personal 
communication cited in 
Vandepitte[50] 
√ 
Burundi       
CNLS[74] Regional 2010 0.27 Mapping & census FSW √ 
Cameroon       
Morrson [50,75] Regional 1997 2.2  Mapping & census FSW √3 
Cape Verde       
PEN [76] National 2010 0.79  Mapping & census FSW √ 
Chad       
DHS[31] National 1997 2.5 (95% CI: 2.1,2.9) Household GPS 
(FTFI) 
Exchange of sex for money 
or goods 
√2 
Comoros       
Baral[4] N/A N/A 3.6 N/A FSW √4 
Congo       
Baral[4] N/A N/A 3.6 N/A FSW √4 
DRC       
Baral[4] N/A N/A 0.67 N/A FSW √4 
Côte d'Ivoire       
Vandepitte [50] Regional 2004 0.6-1.2 Mapping & census FSW √ 
Vuylsteke[77] Regional 2008 1.4 (95% CI: 1.3,1.6) Capture-recapture  
(6 days)6 
FSW (at venues or places 
where known to receive or 
solicit clients) 
√ 
CCM-10[22,23] Regional 2004 4.0 Mapping & census FSW √ 
Ethiopia       
FHI-
360[50,78,79] 
Regional 2002 1.4-2.9 Mapping & census  Paid money in exchange for 
sex 
(establishment or street-
based) 
√ 
Ghana       
Vandepitte[50] Regional 2004 0.7-2.6 Mapping & census N/A [Personal 
communication cited in 
Vandepitte[50] 
√ 
UNGASS 
2012[80] 
Regional 2010 1.1 Mapping & census FSW √ 
Guinea       
Baral[4] & 
Pruss-Ustun[6] 
N/A N/A 0.08-3.6 
 
N/A FSW √4 
Kenya       
DHS[31] National 2003 5.6 (95% CI: 4.9,6.1) Household GPS 
(FTFI) 
Received money, gifts, or 
favours in return for sex in 
last 12 months 
√ 
Ferguson[81] Regional 2004 8000 [denominator not 
available] 
Mapping & census FSW No 
Oloo[82] Regional 2007- 8.9 (95% CI: 6.4,12.0) Household GPS Currently a person gives you √ 
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2008 (ACASI) money/gifts for sex 
Vuylsteke[77] Regional 2008 3.0 (95% CI: 2.8,3.2) Capture-recapture  
(6 days)5 
FSW (at venues or places 
where known to receive or 
solicit clients) 
√ 
Okal[14] Regional 2010 0.94 Wisdom of Crowds6 FSW √ 
Okal[14] Regional 2010 5.2 Multiplier FSW √ 
Kimani[83] Regional 2009 3.9 Capture-recapture  
(14 days) 5 
FSW √ 
Odek[71] National 2011-
2012 
5.0 Geographical Mapping Exchange anal, vaginal 
and/or oral sex for money or 
other items of value, 
primarily with men 
√ 
Madagascar       
DHS[31] National 2003-4 1.4 (95% CI: 1.2,1.7) Household GPS 
(FTFI) 
Received money, gifts, or 
favours in return for sex in 
last 12 months 
√ 
UNGASS 
2012[84] 
Regional 2011 1.3 Mapping & census FSW √ 
Malawi       
Baral[4] N/A N/A 0.9  N/A FSW √4 
Mali       
DHS[31] National 1996 6.5 (95% CI: 6.0,7.0) Household GPS 
(FTFI) 
Exchange of sex for money 
or goods in last 1 year 
√3 
Mauritius       
Johnston[85] National 2010 0.17 Multiplier FSW √ 
UNGASS 
2012[86] 
National 2010 0.25-0.37 Multiplier FSW √ 
Niger       
Vandepitte[50] Regional 2004 2.6 Mapping & census FSW √ 
Nigeria       
DHS[31] National 1999 5.5 (95% CI: 4.9,6.0) Household GPS 
(FTFI) 
Exchange of sex for money 
or goods in past 12 months 
√3 
Rwanda       
ESPHS[87] Regional 2010 3.5 (95% CI: 2.8,4.2) Household GPS 
(FTFI) 
Engage in commercial sex √ 
ESPHS[87] Regional 2010 0.32-0.49 Household GPS 
(Network-Scale-Up) 
Know someone by sight and 
name, who also know you 
by sight and name, and with 
whom you have had contact 
with in last 12 months, who 
are female sex workers 
√ 
UNGASS 
2012[88] 
National 2010-
2011 
0.95-1.7 Mapping & census FSW √ 
Sao Tome and 
Principe 
      
CCM-9[22,23] National 2009 0.42 Mapping & census FSW √ 
Senegal       
CCM-9[22,23] National 2009 0.42 Mapping & census FSW √ 
Sierra Leone       
CCM-9[22,23] National 2009 0.41-5.3 Mapping & census FSW √ 
Somalia       
UNGASS 
2012[89] 
National 2012 0.6 Mapping & census FSW √ 
South Africa       
SANAC[70] Regional 2013 0.9-1.24 Geographical mapping FSW √ 
South Sudan       
Gelmon[24] Regional 2008 10-137 Household GPS 
(FTFI) 
Exchange for money in the 
past 12 months 
√ 
Swaziland       
Weiser[73] Regional 2004-5 2.1 (95%CI: 1.0,3.8) Household GPS 
(FTFI) 
Exchange sex for money, 
food, or other resources in 
previous 12 months 
√ 
Tanzania   0.46-0.92 (2008)2    
NACP[90] Regional 2008 0.46-0.92 Multiplier FSW √ 
Togo       
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Sobela[9] Regional 2005 0.1-1.3 Mapping & census FSW √ 
UNGASS 2012 Regional 2010 3.4 Mapping & census FSW √ 
Uganda       
AIS[31] National 2004-5 0.5 (95%CI: 0.36-0.68) Household GPS 
(FTFI) 
Man paid to have sex with 
you in last 12 months 
√ 
DHS[31] National 2011 1.7 (95%CI: 1.4,2.0 ) Household GPS 
(FTFI) 
Gave sex in exchange for 
goods or services in the past 
12 months 
No 
DHS[31] National 2011 3.1 (95%CI: 2.7,3.5) Household GPS 
(FTFI) 
Ever gave sex in exchange 
for goods or services 
No 
DHS[31] National 2011 1.4 (95%CI: 1.2,1.7 ) Household GPS 
(FTFI) 
Gave sex in exchange for 
money in the past 12 
months 
√ 
DHS[31] National 2011 2.6 (95%CI: 2.3,2.9) Household GPS 
(FTFI) 
Ever gave sex in exchange 
for money 
No 
Zambia       
FHI-360[91] Regional 2000 2.7 Mapping & census FSW √3 
Zimbabwe       
DHS[31] National 1994 3.6 (95% CI: 3.1,4.2) Household GPS 
(FTFI) 
Exchange of sex for money 
or goods in past 12 months 
√3 
DHS (demographic health survey[31]) and the AIS (AIDS Indicator Survey[31]) are general population household surveys 
(GPS); ACASI (audio-computer assisted self interview); FTFI (face to face interview); CI (confidence intervals) included if 
estimate comes from a survey or capture-recapture approaches of enumeration; PAF (classic population attributable fraction, 
estimated using the range in point estimates of population size); FSW (female sex worker, refers to self-identified FSWs). 
Mapping refers to census and enumeration as described in the WHO/UNAIDS guidelines[54]. 
1Year of data collection. 
2Denominator includes all females 15-49 years (including those who may not be sexually active in the last 1 year) based on 
census data for the geographic scope of enumeration and year of data collection. 
3Estimate used for classic PAF calculation because post-2002 data not available. 
4Estimates were obtained or derived from published review papers [4,6], but original source could not be located, and year of 
enumeration and methodology were not available from the reviews. Estimates were used in classic PAF calculations because 
no other source available. 
5For capture-recapture approaches, the time between ‘capture’ and ‘recapture’ is given in parenthesis. 
6Wisdom of crowds: asked FSW participant in behavioural survey about their perception of number of FSWs in Nairobi, Kenya.  
7Denominator and/or confidence intervals not available  
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2.3.2 Client population size: data quality and summary estimates 
Fifty-eight primary sources provided client size data collected after 2002 in 33 countries; 
three additional sources provided estimates collected before 2002 (Table 2.3). 84 estimates 
from 36 countries were reviewed, 22 of which were excluded from analysis because they 
referred to “ever” sex work. Of the remaining estimates, seven count men who exchanged 
money or other material goods, while 55 refer to the exchange of money and/or sex with an 
FSW. Two estimates came from the indirect method[9,10], three from self-administered or 
polling booth surveys, one from network scale-up, and the remainder came from household 
general population surveys using face-to-face interviews (Table 2.3). Across the 62 
estimates used in the classic PAF analysis, the median client population size was 3.0% 
(range, 0.025-30%). 
Table 2.3. Client population size estimates 
Country Source/Survey Year Method N males % of adults males 
     Exchanged gifts, 
favours, or money 
for sex 
Exchanged payment or paid for 
sex, or sex with a sex worker 
     Last 12 months 
(95% CI) 
Last 12 
months 
(95% CI) 
 
Ever 
Benin1 Lowndes[10] 2005 Indirect ---  30.02  
Benin DHS[31] 2006 FTFI 4615  1.7 (1.4,2.1)  
Benin 1 Behanzin[56,92] 2008 FTFI 1159  12.6 
(10.7,14.6) 
16.0 (13.9, 
18.2) 
Benin  1 Behanzin [56] 2008 PBS 546  19.8 
(16.5,23.4) 
33.7 (29.7,37.8) 
Botswana Weiser[73] 2004-
5 
FTFI 610 13.0 (10.4,15.9)   
Botswana AIS[31] 2010 FTFI 255980  1.6 (1.6,1.6)  
Burkina Faso Lowndes[10] 2002 FTFI 590  15.5 
(12.6,18.6) 
 
Burkina Faso DHS[31] 2003 FTFI 3209  0.2 
(0.069,0.41) 
 
Burkina Faso DHS [31] 2010 FTFI 6500  1.2 (0.95,1.5) 5.3 (4.8,5.9) 
Burundi DHS [31] 2010 FTFI 3760  0.3 (0.15,0.52) 2.0 (1.6,2.5) 
Cameroon DHS[31] 2004 FTFI 4815  0.7 (0.49,0.99)  
Cameroon DHS[31] 2011 FTFI 6455  4.1 (3.6,4.6) 4.1 (3.6,4.6) 
Central African 
Republic 
DHS[31] 1994 FTFI 1541 10.9 (9.4,12.6)   
Chad DHS[31] 2004 FTFI 1682  2.2 (1.6,3.0)   
Democratic 
Republic Congo 
DHS [31] 2007 FTFI 4316  9.5 (8.6,10.4)  
Côte d'Ivoire DHS[31] 2005 FTFI 4503  2.2 (1.8,2.7)  
Eritrea DHS[31] 1995 FTFI 964 3.0 (2.0,4.3)   
Ethiopia DHS[31] 2010 FTFI 12834  1.1 (0.93,1.3) 5.4 (5.0,5.8) 
Gabon DHS[31] 2012 FTFI 5108  4.7 (4.1,5.3) 14.6 (13.6,15.6) 
Ghana DHS[31] 2003 FTFI 4529  1.6 (1.2,2.0) 8.1 (7.3,8.9) 
Ghana DHS[31] 2008 FTFI 4568  1.8 (1.4,2.2)  
Guinea DHS[31] 2012 FTFI 3352  2.2 (1.7,2.8) 5.0 (4.3,5.8) 
Guinea-Bissau GPA[31] 1990 FTFI 690 8.6 (6.6,10.9)   
Kenya 1 Oloo[82] 2007-
8 
 ACASI 423 15.4(12.1,19.2)    
Kenya DHS[31] 2003 FTFI 3363  2.9 (2.4,3.5) 15.3 (14.1,16.6) 
Kenya DHS[31] 2009 FTFI 3258  2.1 (1.6,2.6)  
Lesotho DHS[31] 2004 FTFI 2496  1.7 (1.2,2.7) 6.4 (5.5,7.4) 
Lesotho DHS[31] 2009 FTFI 3008  2.6 (2.1,3.2) 6.8 (5.9,7.8) 
Liberia DHS [31] 2007 FTFI 6009  2.5 (2.1,2.9)  
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Madagascar DHS[31] 2003-
4 
FTFI 2216  3.6 (2.8,4.5)  
Madagascar DHS[31] 2008-
9 
FTFI 7465  9.2 (8.6,9.9)  
Malawi DHS[31] 2004 FTFI 3114 5.0 (4.3,5.8)  21.8 (20.4,23.3) 
Malawi DHS[31] 2010 FTFI 6818  5 (4.5,5.5)  9.6 (8.9,10.3) 
Mali DHS [31] 2006 FTFI 2673  5.0 (4.2,5.9)  
Mozambique DHS [31] 2003 FTFI 2490  13.2 
(11.9,14.6) 
 
Mozambique DHS [31] 2009 FTFI 4168  8.9 (8.1,9.8)  
Namibia DHS [31] 2007 FTFI 3915  1.4 (1.1,1.8)  
Niger DHS [31] 2006 FTFI 2079  1.3 (0.86,1.9)  
Niger DHS [31] 2011 FTFI 3389  0.5 (0.19,0.80) 1.4 (1.0,1.8) 
Nigeria DHS[31] 2003 FTFI 2093  3.0 (2.3,3.8)  
Nigeria DHS[31] 2008 FTFI 13308  1.5 (1.3,1.7)  
Rwanda DHS[31] 2010 FTFI 5687  0.4 (0.26,0.61) 3.3 (2.9,3.8) 
Rwanda ESPHS[87] 2010 FTFI 5283  3.0 (2.5,3.5)  
Rwanda ESPHS[87] 2010 Network 
Scale-up 
---  0.02-0.032,4  
Senegal DHS [31] 2010 FTFI 4417  0.7 (0.48,1.0) 4.3 (3.7,4.9) 
Sierra Leone DHS[31] 2008 FTFI 2944  2.0 (1.5,2.6)   
South Sudan Household[93] 2010 FTFI N/A  20.02   
South Africa Jewkes[94] 2003 ACASI 1615   18.3 
(16.2,20.7)3 
Swaziland DHS[31] 2007 FTFI 1442  0.1 
(0.0018,0.39) 
 
Swaziland Weiser[73] 2004-
5 
FTFI 389 4.0 (2.4,6.6)   
Tanzania DHS[31] 2004-
5 
FTFI 2635  10.6 (9.4,11.8)  
Tanzania DHS[31] 2007-
8 
FTFI 6975  8.3 (7.7,9.0)  
Tanzania DHS[31] 2010 FTFI 2527  8.3 (7.3,9.5) 14.5 (13.1,15.9) 
Tanzania AIS[31] 2011 FTFI 8352  8.5 (7.9,9.1) 14.6 (13.8,15.4) 
Togo  Sobela[9] 2005 Indirect ---  7.2 (range 
0.70,31.9) 2  
 
Uganda AIS[31] 2004-
5 
FTFI 6330  1.0 (0.77,1.3)  
Uganda DHS[31] 2006 FTFI 2385  2.9 (2.3,3.6)  
Uganda AIS[31] 2011 FTFI 8735  2.4 (2.1,2.7)  
Uganda DHS[31] 2011 FTFI 2295  2.3 (1.7,3.0) 6.3 (5.4,7.4) 
Zambia DHS[31] 2002 FTFI 1943  10.3 (9.0,11.7)  
Zambia DHS[31] 2007 FTFI 5995  4.7 (4.2,5.3)   
Zimbabwe DHS[31] 2005-
6 
FTFI 6863  3.9 (3.5,4.4)  
Zimbabwe DHS[31] 2010-
11 
FTFI 7110  3.1 (2.7,3.5)  16.7 (15.8,17.6) 
DHS (demographic health survey [31]) and the AIS (AIDS Indicator Survey[31]) are general population household surveys, 
GPA (the Global Program on AIDS); PBS (polling booth surveys [56]); FTFI (face to face interviews); ACASI (audio-computer 
assisted self interview). CI (confidence intervals, abstracted or generated if size estimate was from a survey) 
Indirect method refers to the triangulation of behavioural data from FSW surveys and client surveys with FSW size estimates, 
as described by Cote et al [7]; In Togo, this was reported for six cities, and the point estimate reflects the weighted average[9]. 
Year refers to the year(s) of data collection. 
1Single city estimate 
2Denominator not available to calculate confidence intervals; or indirect method with range across cities instead of confidence 
intervals 
3Ever had sex with a woman in prostitution 
4Definition = “clients of sex workers”
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2.3.3 HIV burden in FSWs: empirical data quality 
Seventy-nine studies had HIV prevalence data on 62,920 FSW across 34 countries, 
including seven from Southern Africa (Figure 2.1, Table 2.4, Table 2.5). Two prevalence 
studies also had incidence data; in total, nine studies provided HIV incidence on 7,547 
person-years of follow-up across 6 countries (Table 2.6). Of these 85 studies, 56 defined sex 
workers as self-identified FSW or commercial sex workers, 9 specified the exchange of sex 
for money, while 20 included exchange of sex for money or other benefits (goods, etc.). Only 
12 studies (14.1%) used probabilistic sampling (cluster-design and/or random sampling) 
after enumerating FSWs to inform the sample frame; two of these studies combined this with 
convenience sampling. None of the eight studies with cluster-samples accounted for within-
cluster homogeneity when reporting CIs. Most HIV prevalence data came from convenience 
samples (Ns=52; 65.8%), with 22 studies using baseline data from enrollees in FSW/STI 
clinics, cohort studies, or intervention-trials; 14 of these reflect data on consecutive 
enrollees. The rest of the convenience samples were based on sex work venues or were not 
specified. Fourteen studies used RDS with nine reporting an RDS-weighted point prevalence 
(i.e. five were treated as convenience samples).  
Eight of the nine HIV incidence studies were observational cohorts, one was an intervention 
trial, and five enrolled FSWs throughout the follow-up period (i.e. open cohorts, Table 5). Six 
incidence studies reported pre-enrollment HIV prevalence which ranged from 24.0% to 
59.6%. The median duration of sex work was reported in five studies, and ranged from 3 to 5 
years; none reported the duration of sex work among HIV-infected FSWs at baseline (i.e. 
those excluded) compared to HIV-uninfected FSWs ultimately enrolled in the cohorts. The 
median follow-up period ranged from 6 months to 4.1 years, and the attrition rate ranged 
from 8.6 to 31.4 per 100-person years.  
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Table 2.4. Sources of data on HIV prevalence among FSWs in SSA  
Country Study/Source 
FSW study?, 
Pre-
sampling 
enumeration
? Study Design 
Sampling strategy 
(estimates adjusted 
for sampling 
strategy if RDS or 
cluster-design?) Age 
Year Data 
Collected1 Sex work definition Decline 
Angola INLS[1] Yes, No Cross-sectional RDS (No) 15-24 2010 FSW N/A 
Benin Lajoie[2] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive FSW 
Clinic Attendees ≥18 2008 FSW N/A 
Benin Behanzin[3] Yes, Yes Cross-sectional Cluster-PPS (No) ≥15 2002, 2005, 2008 FSW 15.0% 
Botswana AIS[4] No, No Cross-sectional 
Household-PPS 
(Yes) 15-49 2008 Exchange sex for money/gifts N/A 
Burkina Faso 
Didelot-
Rousseau[5] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive cohort 
enrollees 16-54 2004 FSW 0.0% 
Burkina Faso Nagot[6] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive cohort 
enrollees 16-54 2002-3 Sex with men who pay cash for sex 2.2% 
Burkina Faso Konate[7] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive cohort 
enrollees ≥16 2003-5 
Exchanging money, gifts, or other 
benefits for sex N/A 
Burkina Faso 
UNGASS 
2012[8] Yes, No Cross-sectional Convenience, venue ≥15 2010 FSW N/A 
Burkina Faso CNLS-IST[9] Yes, No Cross-sectional Convenience, venue ≥15 2006 "Visible" FSW N/A 
Burundi CNLS[10] Yes, Yes Cross-sectional Random ≥15 2007 FSW N/A 
Cameroon Mosoko[11] Yes, No Cross-sectional Convenience, venue ≥15 2004 FSW N/A 
Cape Verde IBBS[12] Yes, No Cross-sectional Convenience, venue N/A 2010 FSW N/A 
Chad CNLS[13] Yes, No Cross-sectional Convenience, venue ≥15 2009 FSW N/A 
Comoros Dada[14] Yes, No Cross-sectional Convenience, venue 15-48 2004, 2005 FSW N/A 
Cote d'Ivoire Vulylsteke[15] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive FSW 
clinic attendees ≥15 2007-2009 
Provide sexual services in exchange for 
money, goods, or other benefits 9.0%4 
DRC Vandepitte[16] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive FSW 
clinic attendees 12-32 2002 Involved in sex work (FSW) 14.4 
DRC 
Mwandagalirwa[
17] No, No Cross-sectional Convenience, venue ≥15 2002 
Received money or gifts in exchange for 
sex N/A 
DRC Mulanga[18] Yes, No Cross-sectional Convenience N/A 2002 FSW N/A 
DRC PNMLS[19] Yes, No 
Prospective 
cohort 
Convenience, FSW 
clinic attendees N/A 2010,2011 FSW 
N/A 
Gabon DGPS[20] Yes, No Cross-sectional Convenience N/A 2007 FSW N/A 
Gabon DGPS[21] Yes, No Cross-sectional Convenience N/A 2009 FSW N/A 
Gambia Peitzmeier[22] Yes, No Cross-sectional 
RDS (No), 
Convenience, venue ≥15 2010 
Receive money or goods in exchange 
for sexual services, either regularly or 
occasionally, in last 12 months N/A 
Ghana WAPCAS[23] Yes, Yes Cross-sectional 
Random and 
convenience, venue ≥15 2002 FSW 3.0%4 
Ghana Anarfi[24] Yes, Yes Cross-sectional 
Random and 
convenience, venue ≥15 2006 FSW 2.0%4 
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Ghana Anarfi[25] Yes, Yes Cross-sectional Cluster-PPS (No) N/A 2009 FSW N/A 
Guinea Aho[26] Yes, No 
Prospective 
cohort 
Convenience, FSW 
clinic attendees 15-49 2005 
Self-reported history of sexual relations 
in exchange for money, in the last 1 
month N/A 
Guinea Aho[27] Yes, No 
Prospective 
cohort 
Convenience, FSW 
clinic attendees 15-49 2006 
Self-reported history of sexual relations 
in exchange for money, in the last 1 
month N/A 
Guinea Diallo[28] Yes, No Cross-sectional Convenience, venue ≥15 2007 FSW N/A 
Guinea-
Bissau 
UNGASS 
2010[29] Yes, No Cross-sectional Convenience ≥15 2009 FSW 64.0% 
Kenya Kimani[30] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive FSW 
clinic attendees ≥18 
2002, 2003, 2004, 
2005 FSW N/A 
Kenya Chersich [31] Yes, No Cross-sectional RDS (No) ≥16 2005-2006 FSW N/A 
Kenya van der Elst[32] Yes, No 
Prospective 
cohort RDS (No) 24-35 2006-2008 Receiving goods or money for sex N/A 
Kenya Luchters[33] Yes, No Cross-sectional RDS (No) ≥16 2005 
Received money or gifts in exchange for 
sex in the past year 2.0%4 
Kenya Kavanaough[34] Yes, No 
Prospective 
cohort 
Convenience, 
consecutive cohort 
enrollees 18-45 
2002, 2003, 2004, 
2005, 2006, 2007 FSW N/A 
Kenya 
Vandenhoudt[35
] Yes, Yes Cross-sectional Random, venue ≥16 2008 FSW 
N/A 
Kenya IOM[36] Yes, No Cross-sectional RDS (Yes) ≥16 2010 FSW 9.0% 
Madagascar Harijaona[37] Yes, No Cross-sectional Convenience, venue 15-29 2003 
Receiving money or gifts in exchange for 
sex over the previous year  
Madagascar ESB[38] Yes, No 
Prospective 
cohort 
Convenience, FSW 
clinic attendees ≥15 2010 FSW N/A 
Malawi NAC Malawi[39] Yes, Yes Cross-sectional Cluster-Random (No) ≥18 2006 FSW N/A 
Mali HCNLS[40] Yes, No Cross-sectional Convenience, venue N/A 2009 FSW N/A 
Mauritius Johnston[41] Yes, No Cross-sectional RDS (Yes) 15-50 2010 
Vaginal/anal/oral sex in the last 6 
months with a male in exchange for 
money or gifts 2.0%4 
Mozambique 
UNGASS 
2012[42] Yes, No Cross-sectional 
Convenience, FSW 
clinic attendees ≥15 2009, 2010, 2011 FSW N/A 
Mozambique Zango[43] No, No Cross-sectional Convenience, venue 18-35 2009-2012 
Received money or goods in payment 
for sex in last 1 month 5.0% 
Niger CERMES[44]  Cross-sectional Convenience, venue 12-60 2002 FSW N/A 
Niger CNLS[45] Yes, No Cross-sectional 
Convenience, venue 
and FSW clinic 
attendees 14-50 2009 FSW 
N/A 
Niger Tohon[46] Yes, No Cross-sectional Convenience, venue ≥16 2002 FSW N/A 
Nigeria Imade[47] Yes, No Cross-sectional 
Convenience, FSW 
clinic attendees 16-33 2006 FSW 
N/A 
Nigeria Sule[48] No, No 
Prospective 
cohort 
Convenience, 
consecutive VCT 
attendees 18-45 2007 Self ID CSW N/A 
Nigeria Eluwa[49] Yes, Yes Cross-sectional 
Cluster-PPS; Take 
All2 (No) ≥15 2007,2010 
Receives money or other gifts/incentives 
in exchange for sex in areas such as 
brothels, bars, restaurants, nightclubs, 14.0% 
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hotels, or on the street 
Nigeria Ahmed[50] No, No 
Prospective 
cohort 
Convenience, 
consecutive VCT 
attendees ≥18 2005-2010 FSW 1.0%4 
Nigeria Forbi[51] Yes, No Cross-sectional Convenience, venue 18-35 2006 Women living in brothels (FSW) N/A 
Nigeria Lawan[52] Yes, Yes Cross-sectional Cluster-Fixed (No) ≥18 2011 Women living in brothels (FSW) 13.0% 
Nigeria Fayemiwo[53] Yes, No Cross-sectional Convenience, venue ≥18 2010 Women living in brothels (FSW) N/A 
Rwanda Braunstein[54] Yes, No Cross-sectional Convenience, venue ≥18 2006-2007 
Exchanged sex for money at least once 
in the last month (all self-declared sex 
work) N/A 
Rwanda TRAC Plus[55] Yes, No Cross-sectional TLS, venue ≥15 2010 FSW 17.0%4 
Senegal Wang[56] No, No 
Prospective 
cohort 
Convenience, 
consecutive FSW 
clinic attendees ≥21 2002-2004 CSW N/A 
Senegal Toure Kane[57] Yes, No Cross-sectional Convenience, venue ≥15 2006 FSW N/A 
Senegal CNLS[58] Yes, No Cross-sectional 
Convenience, 
consecutive FSW 
clinic attendees ≥21 2002 Registered FSW N/A 
Senegal CNLS[59] Yes, No Cross-sectional 
Convenience, 
consecutive FSW 
clinic attendees ≥21 2004 Registered FSW N/A 
Senegal SIDA-3[60] Yes, Yes Cross-sectional Convenience, venue ≥15 2003 FSW 2.0% 
Senegal SIDA-3[61] Yes, Yes Cross-sectional Convenience, venue ≥15 2005 FSW 1.0% 
Senegal ENSC[62] Yes, Yes Cross-sectional Cluster-PPS (No) ≥15 2006 FSW 14.0% 
Senegal ENSC[63] Yes, Yes Cross-sectional Cluster-PPS (No) ≥15 2010 FSW N/A 
Somalia Kriitmaa[64] Yes, No Cross-sectional RDS (Yes) ≥14 2008 
Exchanged sexual intercourse (vaginal 
and/or anal) for money, a gift, or a favour 
in the past 3 months N/A 
South Africa 
van 
Loggerenberg[6
5] Yes, No 
Prospective 
cohort Convenience, venue3 ≥18 2004-2005 
Self-identify as FSW or reported having 
had at least three partners in the 3 
months prior 
N/A 
South Africa Hedden[66] No, No Cross-sectional 
Convenience, venue, 
all PWID 18-40 2002-2006 
Transactional sex for money, food, 
shelter, and drugs in last 6 months 51.0% 
Sudan Abdelrahim[67] Yes, No Cross-sectional RDS (Yes) 18-49 2008 Paid for sex last 3 months 40.2% 
Sudan Elhadi[68] Yes, No Cross-sectional RDS (Yes) 15-49 2011-2012 FSW 3.0% 
Swaziland NERCHA[69] Yes, No Cross-sectional RDS (Yes) ≥15 2010 FSW N/A 
Tanzania Williams[70] No, No Cross-sectional 
Convenience, venue, 
all PWID ≥18 2005-2006 Ever traded sex for money N/A 
Tanzania NACP[71] Yes, No Cross-sectional RDS (Yes) ≥15 2010 
Exchanged sexual intercourse for money 
in the past month 
N/A 
Tanzania 
Watson-
Jones[72] No, No 
Prospective 
cohort Convenience, venue 16-24 2003-2005 
Sex in exchange for money or gifts in the 
last 3 months and 'sex work' is main 
source of income N/A 
Togo Sobela[73] Yes, Yes Cross-sectional Cluster-PPS (No) 12-50 2003, 2005 FSW N/A 
Togo Pitche[74] Yes, Yes Cross-sectional Convenience, venue 14-68 2011 
Exchanges sexual favors for a fee, 
occurring in brothels (brothel-based 
FSWs), hotspots (street-based and bar-
based FSWs) or covert FSWs (private 
sex workers or client contacts sex 
worker by phone or via hotel staff) 15.0% 
Chapter 2 Relative HIV burden/risk & classic PAF 
65 
 
Uganda Vandepitte[75] Yes, No Cross-sectional 
Convenience, 
consecutive FSW 
clinic attendees ≥15 2008-2009 
Involved in commercial sex work 
(defined as receiving money, goods, or 
other favors in exchange for sex) 23.3% 
Uganda 
Crane Surve 
y[76] Yes, No Cross-sectional RDS (Yes) ≥15 2009 FSW N/A 
Zimbabwe Cowan[77] Yes, No 
Prospective 
cohort Convenience, venue ≥15 2002 
Reported having accepted money, gifts, 
or favors in exchange for sex 5.0% 
Zimbabwe Cowan[78] Yes, Yes Cross-sectional RDS (Yes) ≥15 2009 FSW N/A 
West Africa Pepin[79] Yes, No 
Prospective 
cohort Convenience, venue ≥18 2004-2005 FSW 
N/A 
FSW (female sex worker); RDS (respondent-driven sampling); IBBS (integrated biological and behavioral survey); PPS (probability proportional to size of clusters/venues/fixed 
locations); TLS (time-location sampling); VCT (voluntary counselling and testing); STI (sexually transmitted infection); WHO (World Health Organization); UNGASS (United Nations 
General Assembly Special Session on HIV and AIDS); PWID (persons who inject drugs); Venue refers to sex work establishments or sex work “hotspots”; N/A (not available) ; SSA 
(Sub-Saharan Africa) 
1If multiple years shown separated by a comma, then data available for each year 
2A take-all approach was used because target sample size could not be achieved. 
3Includes women who reported >3 sexual partners in the previous 3 months. 
4Did not consent to biological sampling [i.e. denominator restricted to those who participated in the study otherwise] 
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Table 2.5. HIV prevalence among FSWs in SSA  
   
 
 FSWs with HIV  
Compared to HIV 
prevalence in 
general population 
females (GPF1) 
Country Author Year 
Sex work 
definition 
Sample 
Size n % 95% CI 
HIV 
prevalence 
(GPF) 1 OR 95% CI 
Angola INLS[95] 2010 FSW 489 35 7.2 5.0,9.8 2.6 2.9 2.1,4.1 
Benin Lajoie[96] 2008 FSW 69 20 29.0 18.7,41.2 1.6 24.3 14.5,40.9 
 Behanzin[97] 2002 FSW 723 333 46.1 42.4,49.8 2.0 42.4 36.6,49.1 
 Behanzin[97] 2005 FSW 828 280 33.8 30.6,37.2 1.8 27.9 24.1,32.2 
 Behanzin[97] 2008 FSW 613 179 29.2 25.6,33.0 1.6 24.6 20.7,29.3 
Botswana AIS[31] 2008 GM 2759 1032 37.4 35.6,39.2 32.6 1.2 1.1,1.3 
Burkina Faso 
Didelot-
Rousseau[98] 2004 FSW 379 139 36.7 31.8,41.7 2.2 25.7 20.8,31.7 
 Nagot[99] 2003 M 273 86 31.5 26.0,37.4 2.5 18.1 14.0,23.4 
 Konate[100] 2004 GM 658 169 25.7 22.4,29.2 2.2 15.3 12.9,18.3 
 
UNGASS 
2012[101] 2010 FSW 956 158 16.5 14.2,19.0 1.5 12.8 10.8,15.2 
 CNLS-IST[102] 2006 FSW 840 99 11.8 9.7,14.2 1.8 7.3 5.9,9.0 
Burundi CNLS[74] 2007 FSW 1200 462 38.5 35.7,41.3 2.2 27.6 24.5,31.0 
Cameroon Mosoko[103] 2004 FSW 1005 265 26.4 23.7,29.2 7.0 4.7 4.1,5.5 
Cape Verde IBBS[104] 2010 FSW 377 21 5.6 3.5,8.4 0.4 14.5 9.3,22.7 
Chad CNLS[105] 2009 FSW 1023 205 20.0 17.6,22.6 4.1 5.9 5.1,6.9 
Comoros Dada[106] 2004 FSW 70 1 1.4 0.0,7.7 0.0 70.7 9.5,526.0 
 Dada[106] 2005 FSW 83 0 0.0 0.0,4.3 0.0 29.0 1.8,477.8 
Cote d'Ivoire Vulylsteke[107] 2008 GM 1000 266 26.6 23.9,29.5 5.5 6.3 5.4,7.2 
DRC Vandepitte[108] 2002 FSW 501 62 12.4 9.6,15.6 2.0 6.8 5.2,8.9 
 
Mwandagalirwa[10
9] 2002 GM 83 19 22.9 14.4,33.4 2.0 14.4 8.6,24.0 
 Mulanga[110] 2002 FSW 162 38 23.5 17.2,30.7 2.0 14.8 10.3,21.3 
 PNMLS[111] 2010 FSW 512 91 17.8 14.6,21.4 1.6 13.1 10.4,16.7 
 PNMLS[111] 2011 FSW 841 186 22.1 19.4,25.1 1.6 17.7 15.0,20.8 
Gabon DGPS[112] 2009 FSW 423 85 20.1 16.4,24.2 8.0 2.9 2.3,3.7 
 DGPS[113] 2007 FSW 601 139 23.1 19.8,26.7 9.0 3.1 2.5,3.7 
Gambia Peitzmeier[114] 2010 GM 251 40 15.9 11.6,21.1 1.8 10.4 7.4,14.6 
Ghana WAPCAS[115] 2002 FSW 599 172 28.7 25.1,32.5 2.9 13.7 11.5,16.3 
 Anarfi[116] 2006 FSW 1143 429 37.5 34.7,40.4 2.4 24.4 21.6,27.5 
 Anarfi[117] 2009 FSW 1200 300 25.0 22.6,27.6 2.1 15.6 13.7,17.8 
Guinea Aho[118] 2006 GM 421 79 18.8 15.1,22.8 2.2 10.3 8.1,13.1 
 Aho[119] 2006 GM 223 79 35.4 29.2,42.1 2.2 24.4 18.6,32.1 
 Diallo[120] 2007 FSW 598 206 34.4 30.6,38.4 2.2 22.9 19.4,27.2 
Guinea-
Bissau 
UNGASS 
2010[121] 2009 FSW 164 64 39.0 31.5,46.9 5.2 11.6 8.5,15.9 
Kenya Kimani[122] 2002 FSW 211 82 39.0 32.2,45.8 9.8 5.8 4.4,7.7 
 Kimani[122] 2003 FSW 72 34 47.0 35.3,59.3 9.6 8.4 5.3,13.4 
 Kimani[122] 2004 FSW 19 9 47.0 24.4,71.7 8.7 9.5 3.8,23.3 
 Kimani[122] 2005 FSW 19 9 47.0 24.4,71.1 8.5 9.7 4.0,24.0 
 Chersich [123] 2006 FSW 689 249 36.1 32.5,39.9 8.3 6.3 5.4,7.3 
 van der Elst[124] 2007 GM 176 55 31.3 24.5,38.7 8.1 5.2 3.8,7.1 
 Luchters[125] 2005 GM 803 283 35.2 31.9,38.7 8.5 5.9 5.1,6.8 
 Kavanaough[126] 2004 FSW 624 332 53.2 49.2,57.2 8.7 12.0 10.2,14.0 
 Kavanaough[126] 2003 FSW 367 159 43.3 38.2,48.6 9.6 7.2 5.9,8.9 
 Kavanaough[126] 2004 FSW 337 186 55.2 49.7,60.6 8.7 13.0 10.5,16.1 
 Kavanaough[126] 2005 FSW 287 148 51.6 45.6,57.5 8.5 11.5 9.1,14.5 
 Kavanaough[126] 2006 FSW 197 92 46.7 39.6,53.9 8.3 9.7 7.4,12.9 
 Kavanaough[126] 2007 FSW 234 97 41.5 35.1,48.1 8.1 8.1 6.2,10.5 
 Vandenhoudt[127] 2008 FSW 479 277 57.8 53.3,62.3 7.9 16.1 13.4,19.3 
 IOM[128] 2010 FSW 572 132 23.1 18.4,28.2 8.0 3.4 2.8,4.2 
Madagascar Harijaona[129] 2003 GM 100 0 0.0 0.0,3.6 0.6 0.8 0.0,12.8 
 ESB[130] 2010 FSW 2195 12 0.5 0.3,1.0 0.5 1.1 0.6,1.9 
Malawi NAC Malawi[131] 2006 FSW 273 193 70.7 64.9,76.0 17.4 11.5 8.8,14.9 
Mali HCNLS[132] 2009 FSW 928 225 24.2 21.5,27.1 1.7 18.5 15.9,21.5 
Mauritius Johnston[133] 2010 GM 290 84 28.9 22.1,35.3 0.8 50.6 39.2,65.4 
Mozambique 
UNGASS 
2012[134] 2009 FSW 459 92 20.0 16.5,24.0 14.1 1.5 1.2,1.9 
 
UNGASS 
2012[134] 2010 FSW 437 33 7.6 5.3,10.4 13.8 0.5 0.4,0.7 
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UNGASS 
2012[134] 2011 FSW 309 69 22.3 17.8,27.4 13.5 1.8 1.4,2.4 
 Zango[135] 2011 GM 187 69 36.9 30.0,44.2 13.5 3.7 2.8,5.0 
Niger CERMES[136] 2002 FSW 771 197 25.6 22.5,28.8 1.1 30.6 26.0,36.0 
 CNLS[137] 2009 FSW 874 311 35.6 32.4,38.9 0.7 73.7 64.1,84.7 
 Tohon[138] 2002 FSW 116 58 50.0 40.6,59.4 1.1 89.1 61.9,128.2 
Nigeria Imade[139] 2006 FSW 398 192 48.2 43.2,53.3 5.1 17.4 14.3,21.2 
 Sule[140] 2007 FSW 99 39 39.4 29.7,49.7 5.1 12.0 8.0,18.0 
 Eluwa[141] 2007 GM 2897 700 24.2 22.6,25.8 5.1 5.9 5.4,6.4 
 Eluwa[141] 2010 GM 2963 506 17.1 15.7,18.5 4.8 4.1 3.7,4.5 
 Ahmed[142] 2007 FSW 1590 667 41.9 39.5,44.4 5.1 13.4 12.1,14.8 
 Forbi[143] 2006 FSW 900 335 37.2 34.1,40.5 5.1 11.1 9.7,12.7 
 Lawan[144] 2011 FSW 108 32 29.6 21.2,39.2 4.6 8.6 5.7,13.1 
 Fayemiwo[145] 2010 FSW 250 64 25.6 20.3,31.5 4.8 6.9 5.2,9.2 
Rwanda Braunstein[146] 2007 GM 800 192 24.0 21.1,27.1 3.9 7.9 6.7,9.3 
 TRAC Plus[147] 2010 FSW 1112 565 50.8 47.8,53.8 3.8 26.2 23.3,29.5 
Senegal Wang[148] 2003 FSW 1052 208 19.8 17.4,22.3 0.7 32.9 28.2,38.3 
 Toure Kane[149] 2006 FSW 604 122 20.2 17.1,23.6 0.8 30.3 24.9,37.0 
 CNLS[150] 2002 FSW 1479 253 17.1 15.2,19.1 0.7 28.6 25.0,32.8 
 CNLS[151] 2004 FSW 969 188 19.4 17.0,22.0 0.8 29.1 24.8,34.1 
 SIDA-3[152] 2003 FSW 251 69 27.5 22.1,33.5 0.7 50.6 38.3,66.8 
 SIDA-3[153] 2005 FSW 304 50 16.4 12.5,21.1 0.8 24.4 18.0,33.0 
 ENSC[154] 2006 FSW 601 119 19.8 16.7,23.2 0.8 29.6 24.2,36.2 
 ENSC[155] 2010 FSW 685 127 18.5 15.7,21.7 0.8 29.2 24.1,35.4 
Somalia Kriitmaa[156] 2008 GM 237 12 5.2 2.5,8.5 0.6 8.3 4.6,14.8 
South Africa 
van 
Loggerenberg[157
] 2005 GM2 775 462 59.6 56.1,63.1 22.0 5.2 4.5,6.0 
 Hedden[158] 2004 GM 119 65 54.6 45.2,63.8 21.8 4.3 3.0,6.2 
Sudan Abdelrahim[159] 2008 M 321 3 0.9 0.1,2.2 1.6 0.6 0.2,1.9 
 Elhadi[160] 2012 FSW 4094 62 1.5 1.2,1.9 1.6 1.0 0.8,1.3 
Swaziland NERCHA[161] 2010 FSW 326 227 69.6 64.3,74.6 34.2 4.4 3.5, 
Tanzania Williams[162] 2006 M 178 116 65.2 57.7,72.1 7.6 22.6 16.6,30.8 
 NACP[90] 2010 M 530 166 31.4 25.6,38.5 6.8 6.2 5.2,7.5 
 
Watson-
Jones[163] 2004 GM 50 11 22.0 11.5,36.0 8.0 3.2 1.7,6.3 
Togo Sobela[9] 2003 FSW 386 211 54.7 49.5,59.7 5.9 19.1 15.7,23.4 
 Sobela[9] 2005 FSW 925 263 28.4 25.5,31.5 5.6 6.7 5.8,7.7 
 Pitche[164] 2011 M 1106 145 13.1 11.2,15.2 4.0 3.6 3.0,4.3 
Uganda Vandepitte[165] 2009 GM 1027 381 37.1 34.1,40.1 8.8 6.1 5.4,6.9 
 
Crane Surve 
y[166] 2009 FSW 947 312 33.0 30.0,36.0 8.8 5.1 4.4,5.8 
Zimbabwe Cowan[167] 2002 GM 356 199 55.9 50.6,61.1 27.8 3.3 2.7,4.1 
 Cowan[168] 2009 FSW 338 171 50.6 43.5,58.6 20.7 3.9 3.2,4.9 
 Cowan[168] 2009 FSW 229 159 69.8 61.7,76.7 20.7 8.7 6.6,11.5 
 Cowan[168] 2009 FSW 237 120 50.6 41.7,59.0 20.7 3.9 3.0,5.1 
West Africa Pepin[169] 2005 FSW 585 152 26.0 22.5,29.7 2.7 12.5 10.4,15.1 
Sex work definition categorized for meta-regression as: FSW, M (exchange of money); GM (exchange of money and/or goods/other 
materials for sex); OR (odds ratio); SSA (Sub-Saharan Africa); FSW (female sex worker) 
1Using UNAIDS estimates of the number of females age ≥15 years living with HIV in 2012[63], while denominator = female 
population 15-49 years, in keeping with the approach used by Baral[4], Kerrigan[5] et al. to obtain a conservative estimate of the 
OR. 
2Includes women who reported >3 sexual partners in the previous 3 months. 
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Table 2.6. Empirical estimates of HIV incidence among FSWs in SSA 
 
PC (prospective cohort); RCT (randomized control trial); Conv. (convenience sampling to recruit for enrollment into study); “Closed” refers to confined enrollment period, whereas 
“open” refers to ongoing enrollment throughout the follow-up period. Declined indicates the percentage of those eligible (HIV uninfected) who declined to enroll/participate. IQR (inter-
quartile range). N/A (not available); FSW (female sex worker); SSA (Sub-Saharan Africa)
Country Study 
Pre-sampling 
enumeration 
Study design, 
sampling 
strategy 
FSW 
study 
Baseline 
HIV % Age 
Enrollment period 
(Study end) 
Declin
ed 
 
HIV 
cases/ 
Number 
enrolled 
Person
-years 
of 
follow-
up 
Incidence 
rate per 100-
person years 
(95% CI) 
Attritio
n rate 
(per 
100-
person 
years) 
FSW definition (median 
years in sex work, IQR) 
Burkina 
Faso Konate[100] No Open PC, Conv. Yes 25.7 ≥16 
Dec 2003-Jan 2005 
(Jan 2005) N/A 7/489 778 
0.90 
(0.24,1.58) 12.6 
Exchanging money, gifts, 
or other benefits for sex 
(5, 2-9) 
Kenya Graham[170] No Open PC, Conv. Yes 50 18-45 
Jan 2002-Dec 2007 
(Dec 2007) 33.0% 38/696 2851 
1.33 
(0.97,1.83) 13.9 
Self-identify as FSW (4, 
1-9) 
Kenya Price[171] No Open PC, Conv. No N/A ≥18 Jul 2005-Jun 2008 (Jun 2008) N/A 11/515 866 
1.27 
(0.63,2.27) 13.2 
Soliciting sex for goods or 
money (N/A) 
Kenya Lutchers[172] Yes Open PC, Conv. Yes 35.4 ≥16 May 2006-Sep 2007 (Sep 2007) N/A 10/400 384 
2.60 
(1.40,4.90) 8.6 
Received money in 
exchange for sex as part 
of her livelihood in last 6 
months 
(4, 2-7) 
Kenya Priddy[173] No Closed PC, Conv. Yes N/A 
18-
60 
Mar 2008-Oct 2008 
(Oct 2009) 17.0% 5/200 89 
5.60 
(1.62,11.67) 31.5 
Exchange sex for money 
or gifts at least three 
times in the past month 
(N/A) 
Rwanda Braunstein[146] No Closed PC, Conv. Yes 24 ≥18 
Oct 2006-Aug 2007 
(Aug 2009) 1.0% 22/553 756.3 
2.91 
( 1.82,4.40) 8.9 
Exchanged sex for money 
at least once in the last 
month,  all self-declared 
sex work (3,2-5) 
South 
Africa 
van 
Loggerenberg[1
57] 
No Open PC, Conv. No 59.6 ≥18 Aug 2004-May 2005 (May 2005) N/A 20/193 307.6 
6.50 
(3.97,10.04) 8.8 
Self-identify as FSW (3, 
1-8) 
Tanzania Watson-Jones[174] No 
Closed RCT,  
Conv. No N/A 
16-
35 
Nov 2003-Nov 2005 
(May 2006) N/A 28/205 368 
7.61 
(5.06,11.0) 11.0 
Sex in exchange for 
money or gifts in the last 
3 months 
(N/A) 
Uganda Vandepitte[175] No Open PC, Conv. Yes 37.2 ≥15 
Apr 2008- 
Apr 2009 
(Apr 2009) 
0.0% 42/646 1147 3.66 (2.71,4.96) 14.6 
Involved in commercial 
sex work, defined as 
receiving money, goods, 
or other favors in 
exchange for sex 
(N/A) 
Uganda Vandepitte[175] No Open PC, Conv. Yes 37.2 ≥15 
Apr 2008- 
Apr 2009 
(Apr 2009) 
0.0% 42/646 1147 3.66 (2.71,4.96) 14.6 
Involved in commercial 
sex work, defined as 
receiving money, goods, 
or other favors in 
exchange for sex 
(N/A) 
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2.3.4 HIV burden in FSWs: empirical summary estimates 
FSW HIV prevalence ranged from 0.3% in Madagascar [129,130] to 70.7% in Malawi [176] 
(Table 2.5, Figure 2.2A). The pooled HIV prevalence across 34 countries was 28.2% (95% CI: 
24.6-31.9), with considerable heterogeneity (I2=99.1%).  
Figure 2.2. Pooled HIV prevalence among FSWs and clients, compared to overall female and male 
HIV prevalence, by country. (A) Pooled HIV prevalence (95% CI) among female sex workers (FSWs) by 
country and overall HIV prevalence among females aged 15-49 years in 2012 (UNAIDS estimates). (B) 
Pooled HIV prevalence (95% CI) among males defined as current clients and overall HIV prevalence 
among males aged 15-49 years in 2012 (UNAIDS estimates). Epidemic classification based on the 
numerical proxy approach of using HIV prevalence thresholds[177]. CI (confidence intervals); STP (San 
Tome and Principe); DRC (Democratic Republic of Congo); CAR (Central African Republic). Note the 
different axis scale between panels. 
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In subgroup analysis, the pooled HIV prevalence in Southern Africa was 58.1% (95% CI: 44.7-
70.8) and significantly higher than in West, Central, and East Africa (27.3%, 19.0%, and 27.3% 
respectively, p=0.002, Table 2.7). HIV prevalence decreased significantly by data-collection 
year, primarily in West and East Africa (p=0.01). Pooled HIV prevalence in 2002-2005 was 
30.9% (27.0-34.8) compared to 19.6% (12.4-28.1) in 2010-2013 (Table 2.8, p<0.001).  
Table 2.7. Summary estimates by region for FSW and clients 
Region West Africa Middle Africa East Africa Southern Africa Overall 
FSWs      
Pooled HIV 
prevalence, % (95% 
CI) 
27.3% 
(24.2,30.4) 
I2=97.4%, Ns=39 
19.0% (15.2, 23.1) 
I2=92.8%, Ns=9 
27.3% 
(19.0,36.5) 
I2=99.5%, Ns=24 
57.7 % (47.7,67.4) 
I2=97.7%, Ns=7 
29.0% (25.4-32.8) 
I2=99.0%, Ns=79 
Pooled Odds Ratio of 
prevalent HIV 
infections1 (95% CI) 
17.2 (13.6,21.7) 
I2=98.7%, Ns=39 
6.8(4.4,10.5) 
I2=97.4%, Ns=9 
6.3 (4.5,8.6)  
I2=98.5%, Ns=24 
4.1 (1.9,8.7) 
I2=99.1%, Ns=7 
9.7 (7.9,11.8) 
I2=99.1%, Ns=79 
 
Pooled HIV incidence 
(per 100 PY, 95% CI) 
--- --- --- --- 3.0 (1.8,4.5) 
I2=90.0%, Ns=9 
Median (range) MOT-
estimated incidence 
rate ratio 
--- --- --- --- 4.0 (2.3,17.4), Ns=13 
 Median MOT-
estimated % of new 
HIV infections 
acquired by FSWs 
(range)  
--- --- --- --- 2.0 (0.1,13.7), Ns=18 
Median (range) of the 
classical PAF of 
prevalent HIV 
infections among 
females; number of 
countries 
18.9 (2.4,69.1);  
11 countries 
6.5 (5.7,10.2);  
3 countries 
4.2 (0.05,71.2);  
8 countries 
2.1 (0.6,4.9);  
5 countries 
6.5 (0.4,71.2); 
27 countries 
Current clients      
Pooled HIV 
prevalence (95% CI; 
I2, N) 
4.0% (2.9-5.3) 
I2=78.3%, Ns=18 
3.2% (1.0,6.3) 
I2=86.4%, Ns=5 
9.0% (5.1-13.8) 
I2=91.6%,  Ns=6 
16.1%  (10.6,22.4) 
I2=93.4%,  Ns=7 
6.4%  (4.3-8.9) 
 I2=96.6%, Ns=39 
Pooled Odds Ratio of 
prevalent HIV 
infections1 (95% CI) 
3.4 (2.0,5.6) 
I2=93.9%, Ns=18 
1.1 (0.64,2.0) 
I2=64.3%, Ns=5 
1.9 (1.2,3.0) 
I2=88.5%,  Ns=6 
0.94 (0.82,1.1) 
I2=27.7%,  Ns=7 
2.0 (1.4, 2.8) 
I2=97.3%, Ns=39 
Median (range) MOT-
estimated incidence 
rate ratio 
--- --- --- --- 2.8 (1.1,26.3), Ns=13 
 Median MOT-
estimated % of new 
HIV infections 
acquired by current 
clients (range) 
--- --- --- --- 6.3 (0.5,25.6) Ns=18 
Median (range) of the 
classical PAF of 
prevalent HIV 
infections among 
females; number of 
countries 
2.8 (0,88.0);  
13 countries 
1.4 (0.0,6.8);  
3 countries 
2.1 (0.0, 23.3);  
5 countries 
0.5 (0.0,1.6);  
4 countries  
2.0 (0.0,88.0);  
25 countries 
1Compared to HIV prevalence among women of reproductive age in the same year and country 
2Ns refers to the number of studies. 
3Coverage indicators refer to UNAIDS reported indicators: the percentage of FSWs who report having received condoms in the last 
12 months and know of where to access HIV testing; and were extracted from the 2012 UNGASS Country Progress Reports [18]. 
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Table 2.8. Pooled HIV prevalence and odds ratio (OR) pooled by data-collection period & 
region, FSWs. 
 FSWs 
 Pooled HIV prevalence (95% CI) Summary OR 
(95% CI) 
Years of 
data 
collection 
West Africa East Africa All All 
2002-2005 29.8% (24.8,35.0) 
I2=96.8%, Ns=15 
29.4% (18.9,41.1) 
I2=97.5%, Ns=7 
30.8% (25.9,36.0) 
I2=97.9%, Ns=28 
13.4 (10.2,17.6) 
I2=98.2%, Ns=28 
2006-2009 29.8 (25.6,34.2) 
I2=96.9%, Ns=17 
31.4 (22.8,40.8) 
I2=98.5%, Ns=10 
32.7 (28.8,36.8) 
I2=98.0%, Ns=35 
9.5 (6.8,13.1) 
I2=99.3%, Ns=35 
2010-2013 16.7 (13.3,20.3) 
I2=91.6%, Ns=6 
19.1 (6.6,36.2) 
I2=99.7%, Ns=8 
19.7 (12.5,28.1) 
I2=99.4%, Ns=18 
5.9 (3.8,9.3) 
I2=99.1%, Ns=18 
The odds ratio (OR) reflects prevalent HIV infections among female sex workers (FSWs) compared to HIV prevalence in general 
population females, derived using UNAIDS estimates of the number of females age ≥15 years living with HIV in 2012[1], while 
denominator = female population 15-49 years, in keeping with the approach used by Baral[2], Kerrigan[3] et al. to obtain a 
conservative estimate of the OR. 
Ns refers the number of studies (a study could provide HIV data on multiple years of data collection).  
 
 
HIV prevalence did not vary significantly by sampling method or FSW definition. Compared to 
HIV prevalence in reproductive-age women in the same country and year, FSWs bore a larger 
burden of HIV across epidemic size (Figure 2.3, Table 2.5) with a pooled OR of 9.7 (95% CI: 
7.9-11.9; I2=99.1%, Nc=34). The pooled OR was largest in West Africa (17.2, 95% CI: 13.6-
21.7), followed by Central, East, and Southern Africa with pooled ORs of 6.8 (95% CI: 4.4-10.5), 
5.9 (95% CI: 4.2-8.3), and 4.1 (95% CI: 1.9-8.7) respectively (p<0.001, Table 2.7). Overall, the 
OR decreased over time, driven by differences in FSW HIV prevalence over time in studies of 
West and East Africa. FSWs had a 13.4, 9.8, and 5.6 higher odds of HIV compared to other 
women in 2002-2005, 2006-2009, and 2010-2013 respectively (p<0.001, Table 2.8). 
The pooled FSW HIV incidence was 3.0 per 100 person-years (1.8-4.5, I2=90.0%, Nc=6, Table 
2.7). Due to the small number of studies and countries, I did not conduct subgroup analysis or 
explore sources of heterogeneity. In the three studies which reported incidence by time-period, 
all – including two open cohorts - noted a significant decline in HIV incidence over time 
[146,170,175]. 
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Figure 2.3. Relative burden of HIV infection among FSWs compared with general population 
females age 15-49 years. The odds ratio (OR) of prevalent HIV infections was estimated or pooled (if >1 
study per country) from empirical data on HIV prevalence in female sex workers (FSWs), compared to the 
HIV prevalence in general population females of reproductive age (age 15-49 years, from UNAIDS 
estimates), by country and by year of FSW data collection. The rate ratio of incident HIV infections comes 
from country-level Modes of Transmission (MOT) mathematical models which estimate the per-capita HIV 
incidence in a single year across risk-groups. The rate ratio compares HIV incidence among FSWs to 
non-FSW/non-KP females. * Epidemic classification based on the numerical proxy approach of using HIV 
prevalence thresholds[177]. CI (confidence intervals); STP (San Tome and Principe); DRC (Democratic 
Republic of Congo); CAR (Central African Republic); KP (key populations) 
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2.3.5 HIV burden in clients: empirical data quality and summary estimates 
Forty-two eligible studies provided HIV prevalence data on 17,012 clients from 27 countries; 
none reported HIV incidence (Figure 2.1, Table 2.9). Most were household general population 
surveys, four were surveys of specific populations (military base or transport workers), and eight 
were client surveys. The latter used convenience samples of men observed at sex-work venues 
(Ns=9), or referral by FSWs (Ns=1 [166]). None of the client surveys reported pre-sampling 
enumeration of clients, and all were convenience samples.  Thirty-nine studies defined clients 
as those who reported giving money for sex and/or had sex with an FSW, and three studies 
referred to the exchange of money or gifts for sex. One study distinguished between ‘paying’ 
and ‘non-paying’ male partners of FSWs [166]. 
The pooled HIV prevalence among current clients and ‘ever’ clients was 6.4% (95% CI: 4.3-8.9; 
I2=96.6%, Ns=39) and 13.6% (95% CI: 7.3-21.5; I2=95.3%, Ns=6; p=0.11) respectively. HIV 
prevalence among current clients did not vary significantly by data-collection year, sampling 
method (client survey vs. other), client definition, or region. Pooled HIV prevalence among 
current clients in West, Middle, East and Southern Africa was 4.0% (95% CI: 2.9-5.6), 3.2% 
(95% CI: 1.0-6.3), 9.0% (95% CI: 5.1-13.8), and 16.1% (95% CI: 10.6-22.4) respectively (Table 
2.7, p=0.01). Compared to the estimated HIV prevalence in non-clients, the pooled OR of 
prevalent HIV infections among current clients was 2.0 (95% CI: 1.4-2.8; I2=97.3%). The pooled 
OR was largest in West Africa (3.4, 95% CI: 2.0-5.6) followed by Central, East, and Southern 
Africa with pooled ORs of 1.1 (96% CI: 0.64-2.0), 1.7 (95% CI: 1.1-2.5), and 1.1 (95% CI: 0.88-
1.3) respectively (p=0.04, Table 2.7). The pooled OR was larger with HIV data from client 
surveys (4.3, 95% CI: 2.4-7.6) versus general or other population surveys (OR 1.5, 95% CI: 1.2-
1.8, p<0.001). 
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Table 2.9. HIV prevalence among clients in Sub-Saharan Africa. 
Country and 
Source 
Study 
Design 
(client-
specific?) 
Sampling Age Year(s) 
data 
collected 
Decline1 Sample 
size 
HIV + 
clients 
HIV % Clients  
(95% CI) 
HIV % 
GPM2 
OR 
(95% CI) 
Client definition Current 
client6  
Benin             
Lowndes[178] CS (Yes) Convenience, Venue3 >15 2002 25-40% 941 68 7.2 (5.7,9.1) 0.3 
27.5 
(21.5,35.3) 
Entering sex work 
venue & report sex with 
FSW 
√ 
Lowndes[178]  CS (Yes) Convenience, Venue3 >15 2005 25-40% 654 33 5.0 (3.5,7.0) 0.5 9.6 (6.8,13.7) 
Entering sex work 
venue & report sex with 
FSW 
√ 
DHS[31] CS Household 15-49 2006 N/A 70 0 0.0 (0.0,5.1) 1.5 0.5 (0.0,7.7) DHS-money  (< 1year) √ 
CNLS[179] CS (Yes) Convenience, Venue3 >15 2008 N/A 620 24 3.9 (2.5,5.3) 0.6 6.3 (4.2,9.5) 
Entering sex work 
venue & report sex with 
FSW 
√ 
Botswana             
AIS[31] CS Household 15-49 2008 N/A 4096 975 23.8 (22.5,25.1) 24.9 0.9 (0.8,1.0) DHS-money  (< 1year) √ 
Burkina Faso             
DHS[31] CS Household 15-49 2003 N/A 146 8 5.5 (2.4,10.5) 1.7 3.4 (1.7,6.9) DHS-money  (< 1year) √ 
Lowndes[10] CS (Yes) Convenience, Venue3 >15 2005 N/A 319 5 1.6 (0.51,3.6) 1.3 1.2 (0.5,2.8) 
Observed at sex work 
venue & report sex with 
FSW 
√ 
DHS[31] CS Household 15-49 2010 5.8% 73 4 5.4 (1.5,13.4) 1.0 5.7 (2.1,15.6) DHS-money  (< 1year) √ 
Cameroon             
DHS[31] CS Household 15-49 2004 N/A 141 15 10.8 (6.1,16.9) 5.0 2.3 (1.3,3.9) DHS-money (< 1year) √ 
DHS[31] CS Household 15-49 2011 N/A 268 10 3.8 (1.8,6.8) 4.6 0.8 (0.4,1.5) DHS-money  (< 1year) √ 
Côte d'Ivoire             
DHS[31] CS Household 15-49 2005 N/A 108 1 0.93 (0.02,5.1) 5.1 0.2 (0.0,1.2) DHS-money (< 1year) √ 
DRC             
DHS[31] CS Household 15-49 2007 N/A 466 3 0.6 (0.13,1.9) 1.4 0.5 (0.2,1.5) DHS-money (< 1year) √ 
Mwandagalirwa[
109] CS 
Convenience, 
Venue5 >15 2003-4 N/A 264 6 2.3 (0.84,4.9) 1.3 1.8 (0.8,4.0) 
Gave money or gift in 
exchange for sex in last 
1 year 
√ 
Ethiopia             
DHS[31] CS Household 15-49 2010 8.6% 222 10 4.5 (2.2,8.1) 1.1 4.1 (2.2,7.8) DHS-money (< 1year) √ 
Gabon              
DHS[31] CS Household 15-49 2012 N/A 239 6 2.4 (0.93,5.4) 3.0 0.8 (0.4,1.8) DHS-money (< 1year) √ 
Ghana              
DHS[31] CS Household 15-49 2003 N/A 62 4 6.9 (1.8,15.7) 2.0 3.4 (1.2,9.4) DHS-money (< 1year)  √ 
DHS[31] CS Household 15-49 2003 N/A 243 9 3.7 (1.7,6.9) 2.0 1.8 (0.9,3.6) DHS-money (“ever”) Ever 
Guinea             
Client CS Convenience, >15 2006 N/A 299 13 4.3 (2.3,7.3) 1.3 3.3 (1.9,5.8) Observed at sex work √ 
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Survey[180]  Venue3 venue & report sex with 
FSW 
DHS[31] CS Household 15-49 2012 N/A 68 2 2.9 (0.36,10.2) 1.4 2.1 (0.5,8.5) DHS-money (< 1year) √ 
Guinea-Bissau             
Biague[181] CS Convenience, Military base >18 2005 N/A 337 63 18.7 (14.7,23.2) 2.2 10.2 (7.7,13.4) 
Ever had sex with a 
CSW Ever 
Kenya              
Mattson[182] PC 
Convenience, 
consecutive trial 
enrollees 
>18 2004-5 N/A 484 37 8.0 (5.4,10.4) 6.4 1.2 (0.9,1.7) 
Ever had sex with 
woman for money or 
gifts 
Ever 
Mattson[182] PC 
Convenience, 
consecutive trial 
enrollees 
>18 2004-5 N/A 71 10 14.1 (7.0,24.3)  6.4 --- 
Ever had unprotected 
sex with a sex worker7 --- 
DHS[31] CS Household 15-49 2003 N/A 86 4 4.7 (1.3,11.5) 7.5 0.6 (0.2,1.6) DHS-money (< 1year)  √ 
DHS[31] CS Household 15-49 2003 N/A 355 26 7.3 (4.8,10.5) 7.4 1.0 (0.7,1.5) DHS-money (“ever”) Ever 
DHS[31] CS Household 15-49 2008-9 N/A 66 3 4.1 (0.95,12.7) 5.8 0.8 (0.2,2.4) DHS-money (< 1year) √ 
Lesotho             
DHS[31] CS Household 15-49 2004 N/A 105 42 40.0 (30.4,43.2) 24.5 2.1 (1.4,3.0) DHS-money (“ever”) Ever 
DHS[31] CS Household 15-49 2009 N/A 76 24 31.2 (21.4,43.3) 24.0 1.5 (0.9,2.4) DHS-money (< 1year) √ 
Liberia             
DHS[31] CS Household 15-49 2007 N/A 132 2 1.6 (0.18,5.4) 1.3 1.1 (0.3,4.6) DHS-money (< 1year) √ 
Malawi             
DHS[31] CS Household 15-49 2004 N/A 123 14 11.3 (6.4,18.4) 14.1 0.8 (0.4,1.4) 
Exchanged gifts, 
favors, or money for 
sex <1 year)  
√ 
DHS[31] CS Household 15-49 2004 N/A 466 75 16.1 (12.9,19.8) 13.8 1.2 (0.9,1.5) 
Exchanged gifts, 
favors, or money for 
sex (“ever”) 
Ever 
DHS[31] CS Household 15-49 2010 N/A 320 28 8.8 (5.9,12.4) 11.4 0.7 (0.5,1.1) DHS-money (< 1year) √ 
Mali             
DHS[31] CS Household 15-49 2006 N/A 68 7 1.0 (4.2,20.1) 1.3 8.6 (4.0,18.9) DHS-money (< 1year) √ 
Mozambique             
DHS[31] CS Household 15-49 2009 N/A 329 38 11.5 (8.3,15.5) 10.5 1.1 (0.8,1.6) DHS-money (< 1year) √ 
Niger              
Kone[183]  CS (Yes) Convenience, Venue3 >18 2003 N/A 315 19 6.0 (3.7,9.3) 1.0 6.5 (4.1,10.3) 
Observed at sex work 
venue & report sex with 
FSW 
√ 
Kone [183]  CS (Yes) Convenience, Venue3 >18 2005 N/A 323 7 2.2 (0.88,4.4) 0.9 2.4 (1.1,5.0) 
Observed at sex work 
venue & report sex with 
FSW 
√ 
Nigeria             
NACA[184] CS Convenience, Venue4 >18 2010 N/A 402 17 4.2 (2.5,6.7) 3.4 1.3 (0.8,2.1) 
Paid for sex in last 12 
months √ 
Rwanda             
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Harbertson[185] CS Military base 21-49 2008-10 N/A 167 9 27.3 (2.5,6.7) 2.5 2.3 (1.2,4.4) Sex with an FSW in last 3 months √ 
DHS[31] CS Household 15-49 2010 N/A 77 7 9.0 (3.7,17.8) 2.8 3.5 (1.6,7.6) DHS-money (< 1year) √ 
Senegal              
SIDA-3[153] CS (Yes) Convenience, Venue3 15-49 2003 N/A 292 6 2.1 (0.76,4.4) 0.4 5.1 (2.3,11.4) 
Entering sex work 
venue & report sex with 
FSW 
√ 
DHS[31] CS Household 15-49 2010 N/A 90 4 4.4 (1.2,11.0) 0.4 11.6 (4.3,31.7) DHS-money (< 1year) √ 
Sierra Leone              
DHS[31] CS Household 15-49 2008 N/A 55 0 0.0 (0.0,6.5) 1.7 0.5 (0.0,8.6) DHS-money (< 1year) √ 
Tanzania              
AIS[31] CS Household 15-49 2011 7.2% 697 24 3.5 (2.2,5.1) 4.8 0.7 (0.5,1.1) DHS-money (< 1year) √ 
Togo             
Sobela[9]  CS (Yes) Convenience, Venue3 >15 2005 N/A 682 37 5.4 (3.5,7.4) 4.1 1.3 (1.0,1.9) 
Observed at sex work 
venue & report sex with 
FSW 
√ 
Sobela[9]  CS (Yes) Convenience, Venue3 >15 2003 N/A 315 42 13.3 (9.8,17.6) 3.8 3.9 (2.8,5.4) 
Observed at sex work 
venue & report sex with 
FSW 
√ 
Uganda             
AIS[31] CS Household 15-49 2011 0.0% 64 10 15.8 (7.8,26.9) 7.0 2.5 (1.3,4.9) DHS-money (< 1year) √ 
Crane 
Survey[166]  CS (Yes) 
Recruited by FSW 
partner >18 2008 N/A 281 59 21.0 (16.4,26.3) 6.5 3.8 (2.9,5.1) 
Had sex with an FSW 
in last 6 months (paying 
partner) 
√ 
Crane 
Survey[166]  CS (Yes) 
Recruited by FSW 
partner >18 2008 N/A 292 50 17.0 (13.0,21.9) 6.6 2.9 (2.2,4.0) 
Had sex with an FSW 
in last 6 months (non-
paying partner) 
√ 
Zambia             
DHS[31] CS Household 15-49 2007 12.1% 251 42 16.7 (12.3,21.9) 14.7 1.2 (0.8,1.6) DHS-money (< 1year) √ 
Zimbabwe 
(12.3%)             
DHS[31] CS Household 15-49 2005-6 N/A 209 26 12.5 (8.3,17.7) 16.5 0.7 (0.5,1.1) DHS-money (< 1year) √ 
DHS[31] CS Household 15-49 2010 N/A 183 24 13.1 (8.6,18.9) 14.3 0.9 (0.6,1.4) DHS-money (< 1year) √ 
CS (cross-sectional); PC (prospective cohort); DHS (household demographic health surveys[31] of the general population, reflecting national-level data); AIS (AIDS Indicator 
Survey[31] of the general population, reflecting national-level data); FSW (female sex worker); NACA (National AIDS Control Agency). DRC (Democratic Republic of Congo);  
1Percentage of clients who declined to participate and/or provide biological samples for HIV testing.  
2GPM (general population males). GPM HIV prevalence excludes clients based on the median client population size estimates for each country. The numerator was derived using 
UNAIDS estimates of the number of males age ≥15 years living with HIV in 2012[63], while denominator = male population 15-49 years, in keeping with the approach used by Baral[4], 
Kerrigan[5] et al. to obtain a conservative estimate of the OR. 
3Convenicence sample of clients recruited at known solicitation sites.  
4Survey of high-risk men including the following subgroups: transport workers and policemen. Only data on clients is included. 
5Survey of men patrons of social establishments cited as “places where one goes to meet sex partners”. Only data on clients is included. 
DHS-money: exchanged payment, or paid for sex, or had sex with a sex worker (as one of their last 3 sexual partners) in the last 12 months (< 1 year).  If classified as (“ever”), refers 
to having ever exchanged payment or paid for sex. 
6Clients (< 1 year) considered “current clients” and included in the overall pooled analyses of current clients.  
7Unclear if subset of client data from same study[8], and thus, excluded from the meta-analyses.
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2.3.6 HIV burden in FSWs and clients: MOT model-based estimates 
Based on 13 MOT studies in SSA identified previously[13,60],  the median per-capita 
annual incidence of HIV in FSWs was 2.1% (range, 0.1-31.3), and 3.7% (range, 0.05-
25.6) in clients (Table 2.10). The corresponding median MOT-IRR for FSWs and clients 
was 4.0 (range, 2.3 to 17.4, Table 2.7, Figure 2.3), and 2.7 (range, 1.1 to 26.3, Table 
2.7, Figure 2.4), respectively 
 
 
Figure 2.4. Relative burden of HIV infection among clients compared with general 
population males age 15-49 years. The odds ratio (OR) of prevalent HIV infections was 
estimated or pooled (if >1 study per country) from empirical data on HIV prevalence in current 
clients, compared to the HIV prevalence in general population males (age 15-49 years, from 
UNAIDS estimates), by country and by year of client data collection. General population HIV 
prevalence was adjusted using the median (current) client population size estimates in each 
country. The rate ratio of incident HIV infections comes from country-level Modes of Transmission 
(MOT) mathematical models which estimate the per-capita HIV incidence in a single year across 
risk-groups. The rate ratio compares HIV incidence among clients to non-client/non-KP males. 
*Epidemic classification based on the numerical proxy approach of using HIV prevalence 
thresholds[177]. CI (confidence intervals); STP (San Tome and Principe); DRC (Democratic 
Republic of Congo); CAR (Central African Republic). KP (key population). 
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2.3.7 Contribution of sex work to HIV epidemics (classic PAF) 
The MOT models estimated that the annual fraction of new HIV infections acquired by 
FSWs and clients was 0.1-13.7% (median 2.0%) and 0.5-25.6% (median 6.3%) 
respectively, across 18 countries (Table 2.10, Figure 2.5, Figure 2.6). The classic PAF of 
sex work on prevalent HIV in females ranged from 0.4% to 71.2% (central estimate by 
country), with a median of 18.9%, 6.5%, 4.2%, and 2.1% in West, Central, East, and 
Southern Africa respectively (Table 2.7, Figure 2.5). The median classic PAF of paid sex 
on prevalent HIV in males was 2.0% across 25 countries (Table 2.7, Figure 2.6). 
Because the classic PAF depends on the relative burden of HIV and the size of the 
FSW/client population, it is very sensitive to these data.  Smaller estimates of FSW/client 
population size (for example, with data from general population surveys) led to smaller 
values of the classical PAF. For example, in Benin, if I used the pooled HIV prevalence 
but used client size estimates from the demographic health survey, polling booth survey, 
or the indirect approach, then the classic PAF was 1.4%, 58.4%, and 76% respectively.  
Table 2.10. Modes of Transmission (MOT) model estimates 
Country 
MOT year MOT-estimated per-capita 
annual HIV incidence1 (per 
susceptible) 
MOT-estimated % of HIV infections acquired by 
FSWs/clients (range; year) 
  FSWs Clients FSWs Clients 
Benin 2008[186] --- --- 4.4 (3.2,6.1) 14.0 (11.0,22.0) 
Botswana 2010[187] 17.3 1.06 5.59 0.46 
Burkina Faso 2008[186] --- --- 3.3 (2.1,4.9) 10.1 (6.5,15.0) 
Cote d'Ivoire 2005[188] 1.90 0.054 1.29 (0.8,2.0) 0.79 (0.60,2.1) 
Ghana 2010[189] 0.62 1.40 1.4 5.6 
Kenya 2008[190] 1.94 2.0 2.0 12 
Lesotho 2008[191] --- --- 0.47 0.59 
Malawi 2007[192] 0.10 4.3 0.1 18 
Mozambique 2008[193] 2.77 1.29 2.0 7 
Nigeria 2010[194] 1.09 0.69 3.4 (2.6,5.2) 4.8 (1.4,14.0) 
Senegal 2010[189] --- --- 0.8 (0.1,1.4) 3 (1.1,10.0) 
Sierra Leone 2008[195] 0.84 5.60 13.7 25.6 
South Africa 2011[196] --- --- 5.5 (1.0,18.0) 10.0 (1.0,37.0) 
South Sudan 2011[93] --- --- 3 (2.0,4.0) 4.0 (3.0,6.0) 
Swaziland 2011[197] 31.6 6.1 3.1 (3.0,3.2) 4.2 (3.9,4.7) 
Uganda 2010[198] 2.55 3.79 0.91 7.83 
Zambia 2009[199] 2.38 25.59 0.75 4.04 
Zimbabwe 2010[200] 2.21 3.71 2.07 9.63 
1Not all MOT studies provided per-capita HIV incidence rates 2Includes other most-at-risk and key populations; N/A (not 
available) 
MOT model has been used in Rwanda and identified via the 2012 UNAIDS Country Progress Reports, but were not 
identified in the previous review papers, that we used here to identify MOT studies[13,60,201]. Because we did not update 
the previous searches for the MOT reports, we did not include the Rwanda MOT in our review.  
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Figure 2.5. “Contribution” of sex work to HIV infections in females. The orange bars show 
the median of the classic population attributable fraction (classic PAF) of sex work on prevalent 
HIV infections among females estimated using empirical data on HIV prevalence and female sex 
worker (FSW) population size estimates, in each country. The black bars represent the upper and 
lower bounds of the classic PAF. The percentage of new HIV infections acquired by FSWs (and 
upper and lower bounds, if available) as estimated from the Modes of Transmission (MOT) 
models is shown in red. *Epidemic classification based on the numerical proxy approach of using 
HIV prevalence thresholds[177]. CI (confidence intervals); STP (San Tome and Principe); DRC 
(Democratic Republic of Congo); CAR (Central African Republic). 
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Figure 2.6. “Contribution” of sex work to HIV infections in males. The orange bars show the 
median of the classic population attributable fraction (classic PAF) of sex work on prevalent HIV 
infections among males estimated using empirical data on HIV prevalence and clients population 
size estimates, in each country. The black bars represent the upper and lower bounds of the 
classic PAF. The percentage of new HIV infections acquired by clients (and upper and lower 
bounds, if available) as estimated from the Modes of Transmission (MOT) models is shown in 
red. *Epidemic classification based on the numerical proxy approach of using HIV prevalence 
thresholds[177]. CI (confidence intervals); STP (San Tome and Principe); DRC (Democratic 
Republic of Congo); CAR (Central African Republic). 
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2.4 Discussion 
A review of the state of evidence on characterizing the contribution of sex work in SSA 
reveals a large body of empirical (and a smaller body of model-based) evidence for a 
large and disproportionate burden of HIV with sex work, but variable estimates of the 
‘contribution’ of sex work to HIV epidemics. Relatively few data on reliable population 
size estimates - especially among clients – continue to limit the representativeness of 
HIV data which suggest that overall, 28.2% of FSWs and 6.4% of clients in SSA have 
HIV. Using these data (HIV prevalence and population size), it is estimated that 0.4-
71.2%, and 0-88.0% of prevalent HIV infections in females and males can be 
‘attributable’ to those who report paid sex. The findings raise three key insights and 
necessitate a discussion of how future surveillance and epidemic appraisals may help fill 
empirical and methodological gaps. 
 
2.4.1 Evidence suggests that FSWs and clients continue to bear a disproportionate 
burden of HIV across epidemic size, but source data vary in quality 
 
FSWs were 9.7 times as likely to have HIV compared to women of reproductive age 
across 34 countries, slightly lower that reported from a recent meta-analysis (OR of 13.2 
from 16 countries in SSA). The methods for calculating the OR and pooling were 
different [4], as I used a year-by-year comparison across populations, and did not 
combine incident and prevalent infections into the numerators for prevalence [4]. Of 
note, the disproportionate burden of HIV borne by FSWs was marked even in the largest 
generalized HIV epidemics: the OR of prevalent HIV among FSWs was 4.4 and 5.1 in 
Swaziland and South Africa, respectively. Although the relative burden of HIV in FSWs 
decreased over the last decade, driven primarily by declining HIV in FSWs in West and 
East Africa, the most recent data (2010-2013) suggests that FSWs remain 5.6 times as 
likely to be HIV-infected as other women. Meanwhile, clients were estimated to have a 2-
fold higher HIV prevalence than non-clients. As a large proportion of the HIV data on 
clients came from demographic health surveys, my findings are similar to previous 
comparisons of clients and non-clients from within the surveys [65]. Compared to 
general population surveys, studies of FSWs and clients may provide more reliable 
estimates of HIV burden because they often captured a larger sample, but the sampling 
was not always representative [61]. Most of the HIV data came from convenience 
samples without sampling frames, and most estimates were not adjusted for sampling 
design [61]. Hence, the existing HIV prevalence data may under- or over-estimate the 
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burden of FSWs and clients [202]. There is little empiric data on HIV incidence among 
FSWs in SSA, some of which suggest that HIV incidence in FSWs declines over time 
and duration of sex work [146,170,175]. This means that overall, current estimates of 
HIV incidence likely do not capture early HIV risk in FSWs near the start of their sex 
work career: 24-60% of FSWs were already infected with HIV when they entered the 
research cohorts [100,146,157,170,172,175]. Hence, available incidence measures may 
be biased (under-estimated) from a frailty effect – those who enter the cohorts were 
always at less risk than those ineligible even with the same duration in sex work [14]. To 
better evaluate this effect, we would need estimates of how sex work duration varied 
among those ineligible (because they were already HIV-infected) and those who entered 
the cohorts. The same issue applies to MOT-derived estimates of HIV incidence and the 
MOT-IRR which ignore changing HIV risk along the sexual life-course of FSWs/clients 
[203,204]. Despite these limitations, the findings highlight ongoing and large inequities in 
disease and risk burden by subgroups in countries with generalized HIV epidemics. 
Thus, epidemic appraisals based on disproportionate burden or risk of HIV (Introduction 
Chapter’s Table 1.1) support the call for HIV programmes to reach those at risk and 
address the factors perpetuating these inequities [205]. 
 
2.4.2 Estimates of the contribution of sex work to HIV epidemics via the classic PAF and 
MOT vary widely from nearly zero to nearly all of prevalent and incident infections 
 
We may be underestimating the importance of sex work in SSA because estimates of 
the contribution of sex work are limited by (1) uncertain denominators (FSW/client size 
estimation), (2) unclear definitions, and (3) the way we measure the contribution.  The 
first two can also impede our ability to design, deliver, and scale-up effective sex work 
programmes [54,55]; while the third limitation may influence how we allocate HIV 
resources and funding [206].  
 
(1) Uncertain denominators limit our ability to characterize the contribution of sex 
work 
We currently rely on different approaches to estimating the size of FSW/client 
populations, all of which face operational challenges in the face of criminalized sex work 
[54]. Each has its potential biases as previously described [50,54,55] and summarized in 
Table 2.1. Most FSW size estimates use an approach other than general population 
surveys, but client size estimates mostly come from general population surveys which 
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are prone to social desirability bias from the stigma associated with formal sex work [56]. 
This is evident from comparative data available from Cotonou, Benin. In the 2006 Benin 
demographic health survey’s face-to-face-interview, 0.71% of males in Cotonou reported 
paying for sex in the last 12 months, compared with 19.8% of males surveyed using 
polling booth interviews, and 30% using the indirect approach [10,56,207]. With a 
median FSW population size of 1.8%, a median client population size of 3.0% does not 
seem plausible in the context of what is known about commercial sex work in SSA: each 
FSW has sex with several different (i.e. more than 2-3) clients per week as shown from 
the data I review in Chapter 4. Depending on which size estimate is used in the classic 
PAF, we get very different estimates of the classic PAF of sex work to HIV in males. The 
same limitation holds for the MOT-estimated fraction of new HIV infections in FSWs and 
clients, as previously shown [204,208]. Uncertain denominators also limit the collection 
of biological and behavioural data on FSWs/clients because without them, we cannot 
design sampling frames that are both efficient and reduce selection bias. Uncertain 
denominators have similar implications for the design, coverage, and evaluation of sex 
work programmes [54]. To date, only half of SSA countries have enumerated FSWs.  
 
(2) Unclear definitions of sex work limit our ability to characterize the contribution of 
sex work 
Unclear and broad definitions of sex work similarly limit our ability to appraise the role of 
sex work in HIV epidemics.  UNAIDS defines FSWs as those who “receive money or 
goods in exchange for sexual services, either regularly or occasionally, and who may or 
may not consciously define those activities as income-generating” [209]. Within this 
broad definition, the diversity of sex work in Africa has been described along a non-linear 
spectrum from implicit transactional partnerships (including cross-generational), through 
informal, clandestine, or intermittent sex in exchange for money or items of value; to 
formal sex work characterized by large client volumes [17,94,210-217]. I found that 
primary studies used different definitions of sex work. However, they were not an 
important source of variability in the HIV data. Yet by using these data in the classic PAF 
calculations and MOT models, our estimates of the contribution of sex work depends on 
the extent to which these definitions reflect sex work and are not diluted by the full 
spectrum of financially-motivated partnerships. Unclear and broad definitions have 
similar implications for the design of sex work programmes. While some policy-makers 
are using narrower definitions of sex work (compared to the UNAIDS definition [209]) for 
programmatic purposes [218], we have yet to develop and validate an internally 
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consistent definition that clearly distinguishes formal sex work for the purposes of 
epidemic appraisal (estimating the contribution of sex work) and for HIV programme 
design (reflecting the different factors that place one at risk via sex work versus other 
financially-motivated partnerships  [94,215,219]). 
 
(3) The classic PAF and MOT may underestimate the long-term contribution of sex 
work 
We may also underestimate the medium- to long-term contribution of sex work to HIV 
epidemics by using the MOT or the classical PAF because we automatically ignore 
onward transmission chains. In contrast, the utility of estimating the transmission PAF 
over time (as described in the Introduction, Chapter 1) is that it not only provides insights 
into HIV spread, but also gives us an idea of the potential impact a perfect sex work 
intervention could have on a local HIV epidemic, by stopping direct and onward HIV 
transmission from unprotected commercial sex [220,221]. The plausibility of these 
indirect benefits on the wider community were demonstrated with dynamic mathematical 
models, most of which were calibrated to FSW/client HIV prevalence data [44]. To date 
[40], only one empiric community-randomized trial measured the population-impact of a 
condom-based sex work intervention in the wider community and showed no 
measurable benefit over 3 years, but details of the FSW/client intervention were unclear, 
and FSW coverage (including FSW enumeration) by the intervention and changes to HIV 
prevalence in FSW/clients were not reported [222]. In Chapter 3, I explore the issue of 
short-term versus long-term measures of the contribution of sex work to HIV prevalence, 
incidence, and spread. 
 
2.4.3 Limitations 
To my knowledge, this is the first review to comprehensively and critically examine the 
different types of evidence in the rationale for focusing on sex work programmes in SSA. 
These evidence are being used in advocacy, policy design, resource allocation, HIV 
programme monitoring, and local epidemic surveillance [18,28,54]. Although I tried to 
examine the evidence with a critical lens there are important limitations to my approach. 
First, I used national-level data to estimate the relative burden of HIV in FSWs/clients 
instead of restricting the analyses to within-study comparisons across subgroups. 
Second, there was considerable residual heterogeneity in the pooled HIV prevalence 
estimates, even after subgroup analyses, suggesting that unmeasured ecological factors 
remained at play. This is not surprising given large heterogeneity observed in other 
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meta-analyses of HIV prevalence [4], and likely reflects underlying differences between 
country-level epidemics that cannot be explained by year of data collection, and the 
other study-related variables examined here.  
 
2.4.4 Conclusions 
To improve the current state of evidence on sex work and HIV risk associated with sex 
work in SSA, we need to systematically collect and report less biased HIV data with 
more representative (probabilistic) sampling [61] or adjusted estimates with non-
probabilistic sampling (like RDS) of FSWs/clients, estimate FSW/client population size to 
inform sampling frames and design and monitor sex work programmes [54], and develop 
and validate consistent and informative definitions of sex work [94,218,219]. 
Nonetheless, there is a large body of empirical and model-based evidence that supports 
the individual-level rationale for preventing HIV among FSWs and clients in SSA. It 
includes their disproportionately higher risk of HIV, and variable, but likely 
underestimates of, the contribution of sex work to prevalent and incident HIV.  In the next 
chapter, I examine the validity of using the MOT versus the transmission PAF to 
understand the contribution of sex work in HIV epidemics, and its implications for HIV 
programmes. 
 
Box 2.3. Key Findings from Chapter 2 
 Overall, the data inputs for appraisals of disproportionate HIV burden/risk and the 
classic PAF are of variable quality. 
 Nearly 2% of adult females are estimated to engage in sex work in SSA, while 
current estimates of client population size from surveys seem implausible in the 
context of sex work. 
 The best available data suggests that FSWs and clients continue to bear a 
disproportionate burden of HIV in SSA, although the relative burden of HIV has 
decreased over time in regions like West Africa. 
 Model-derived estimates of the relative incidence of HIV suggest up to 17-fold 
and 26-fold higher rates in FSWs and clients as compared with the general 
population. 
 The classic PAF of sex work on prevalent HIV infections in females and males 
ranges widely, but may be biased because of uncertainty surrounding population 
sizes of FSW and clients. The classic PAF inherently does not account for 
indirect transmission, and thus may underestimate the contribution of sex work to 
HIV epidemics. 
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Chapter 3 Objectives 
In this chapter, I develop a mathematical model of HIV transmission to generate 3 synthetic HIV 
epidemics (mixed, concentrated, and generalized) to test the utility of the HIV Modes of 
Transmission (MOT) model and metric in identifying epidemic drivers and helping focus to HIV 
prevention. Most MOT analyses to date suggest that the largest fraction of annual new HIV 
infections occur in low-activity groups and not in epidemic drivers [1,2]. This chapter aims to 
understand why this is the case and its implications for HIV prevention policies. I only examine 
commercial sex work and do not include a study of other key populations. Parts of this chapter 
have been published and are included in Appendix A. This chapter examines the following 
questions: 
Objective 3a) Do structural simplicity, biased parameters, or the use of a static model lead to 
unreliable MOT metrics which underestimate the importance of epidemic drivers, or is it the 
MOT metric itself that limits the validity of the MOT model in identifying epidemic drivers. 
Objective 3b) Even if we could estimate the unbiased MOT metric, is this information useful for 
focusing HIV prevention? 
3.1 Background and Rationale 
Policy-makers routinely select and prioritize subgroups to target interventions with a goal to 
mitigate local HIV epidemics [3,4]. Epidemic drivers are defined as subgroups or behaviors that 
are necessary and sufficient to enable HIV to establish and persist in a region [5]. Identifying 
those at highest risk of acquiring and transmitting HIV lets us design and focus interventions on 
behaviours that disproportionately sustain HIV spread [3,6]. However, there are concerns that 
the most widely used tool to appraise HIV epidemics and help focus country-specific HIV 
prevention [2,7-9] – the UNAIDS “Modes of Transmission” (MOT) model [9,10] - may not 
consistently identify epidemic drivers and therefore, may not adequately guide prevention[11]. 
The MOT is a static mathematical model that predicts the annual distribution of new HIV 
infections acquired by different risk-groups, herein referred to as the “MOT metric” [2,9,10] - a 
quantity often referred to as the current “source of HIV infections” [7,12] and sometimes 
mistakenly interpreted to mean the highest-ranking subgroup “drives the epidemic” [8,12,13]. 
The MOT metric is used by policy-makers to inform prevention by identifying subgroups 
predicted to acquire the largest fraction of new HIV infections in the coming year. In many 
cases, the model predicts that most new HIV infections are acquired by low-activity groups in 
stable partnerships [1,14], even in concentrated epidemics driven by commercial sex [11,14]. 
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This apparent contradiction raises three key concerns about the utility of the MOT model to 
identify epidemic drivers and to adequately inform prevention efforts [7,11].  
First, the structural simplicity of the generic MOT template has been criticized because: (i) it 
does not account for differential infectiousness by HIV stages; (ii) heterogeneity in risk is limited 
to a few mutually exclusive subgroups (female sex workers [FSWs], clients, men who have sex 
with men, people who inject drugs, individuals with multiple partnerships, main or spousal 
partners of those engaged in high-risk behaviours, and the remaining low-activity population); 
and (iii) individuals have only one type of HIV exposure (injecting drug use or sex) or 
partnership (commercial, casual, or spousal sex) [10]. Although the generic MOT can be 
modified to reflect the local setting in more detail if sufficient technical expertise and data is 
available [9,14], none of the published MOT analyses have incorporated multiple HIV 
exposures, and only five have modified the generic MOT with additional subgroups [1,14-18]. 
An overly-simplified model structure may produce biased MOT estimates, and partly explain 
why the generic MOT model does not identify epidemic drivers [14]. 
 
Second, using biased or implausible input parameters may produce biased MOT metric 
estimates [7,11,19]. Because the MOT model is not calibrated to observed HIV prevalence or 
incidence, we cannot determine if our parameter combinations reliably reproduce the observed 
HIV epidemic trends. For example, input parameters such as population size and behavior of 
high-risk groups are often lacking or underestimated [11,20,21], which may partly explain why 
MOT models fail to identify epidemic drivers [11,19]. 
 
Third, the MOT metric itself may be inadequate to identify the real epidemic drivers because it 
measures the short-term distribution of those who get infected, rather than those who transmit 
HIV infection. The MOT model does not capture the longer chains of secondary (indirect) 
transmissions due to high-risk behaviours [7], and does not account for the sexual life-course of 
individuals whose risk-taking behavior may change over time (in the absence of intervention) 
[11]. Hence, even reliable unbiased estimates of the MOT metric may underestimate the 
contribution of high-risk behaviors to overall HIV transmission, especially in the long-term as the 
number of secondary transmitted events increases over time [22-24]. 
Despite its extensive use in guiding policy [2], the MOT model has never been formally validated 
as a tool to prioritize HIV prevention efforts. Recent studies showed large differences in MOT 
metric estimates across data quality [11] and model complexity [14], but were unable to 
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determine which estimates were closer to the truth because they did not use an independent 
reference benchmark [11,14]. Therefore, I performed a comparative modelling analysis to 
objectively validate estimates of the MOT metric and the utility of the MOT model as a tool to 
identify epidemic drivers, and to select and prioritize HIV prevention targets as follows. I 
developed a complex dynamical mathematical model to simulate synthetic data from three 
epidemiologic contexts (concentrated, mixed, and generalized HIV epidemics). I used the 
synthetic data to generate our benchmark MOT metrics and to identify the epidemic drivers in 
each epidemic type. The MOT model was then applied to the same synthetic data to derive 
different estimates of the MOT metric using increasingly complex MOT models. In the absence 
of an empirical gold standard, using synthetic data is the best and only option to objectively 
compare the MOT metric against a known benchmark, and to answer the following questions:  
(1) Are structural simplicity, biased parameters, or the use of a static model leading to unreliable 
MOT metrics which underestimate the importance of epidemic drivers, or is it the MOT metric 
itself that limits the validity of the MOT model in identifying epidemic drivers;  
(2) Even if we could estimate the unbiased MOT metric, is this information useful for focusing 
HIV prevention? 
3.2 Methods 
3.2.1 Overview of Model Development, Epidemic Types, and Parameters 
I developed four mathematical models. To generate the synthetic data, I developed a dynamical 
model of heterosexual HIV transmission with a relatively complex sexual structure and four HIV 
stages reflecting variation in CD4 level and HIV infectivity (4-stage dynamical model, Figure 
3.1A, Figure 3.2). I then developed three models to generate the comparator MOT metrics: a 1-
stage dynamical model with uniform HIV infectivity that was otherwise exactly the same as the 
4-stage dynamical model; and a pair of static MOT models (a complex MOT [cMOT, Figure 
3.1B] and the generic MOT [gMOT, Figure 3.1C]). The synthetic data generated by the 4-stage 
dynamical model was used to parameterize the other three models (1-stage dynamical, cMOT, 
and gMOT). For example, the HIV prevalence inputs for the cMOT and gMOT were the 
prevalence outputs from the 4-stage dynamical model at the start of each year. Key differences 
between models are outlined in Table 3.1. In the Methods, I first outline the different models and 
how the MOT metric was calculated, describe the plan of analyses, and then detail the model 
equations and parameters in Section 3.2.4 (Model Development Details). 
3.2.1.1 Dynamical models 
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The compartmental, deterministic model divides the synthetic population into four activity 
classes, including FSWs and their male clients (Figure 3.1, Table 3.2). Movement from high- to 
low-activity classes were included, reflecting, for example, the retirement of FSWs (Figure 3.1). 
Individuals formed at least one of four types of sexual partnerships (Figure 3.1). The model 
included baseline male circumcision (reduced HIV susceptibility in males), and co-factor effects 
of a concomitant sexually transmitted infection (herpes simplex virus type 2). 
 
 Figure 3.1. Sexual structure of the dynamic model, complex MOT model, and generic MOT model. 
(A) In the dynamical model, the population is divided into four different activity classes based on the 
frequency of yearly partner change (FSWs/clients, two multiple partnership classes, and a low-activity 
class). Four partnership types are possible: commercial (regular or occasional), casual, or main. In the 
dynamical model, males and females who engage in higher-risk activity (commercial or casual sex) cease 
higher-risk activity and enter into the low-activity population reflecting a turn-over in each of the higher-
risk activity groups (solid black lines). Multiple concurrent exposures are possible, and subpopulations are 
linked via bridging groups (individuals with multiple exposures). The partnerships are therefore shown 
with double-headed arrows to represent bridging between groups. (B) The complex Modes of 
Transmission model (cMOT) divides the population into the same activity classes as the dynamical 
model. The cMOT allows for multiple exposures to HIV (i.e. multiple types of partnerships). For visibility, 
only partnerships where infections are acquired by males are shown. Infections acquired by males and by 
females are counted separately, and partnerships are therefore shown with single-arrows to represent the 
lack of bridging between groups.  Secondary infections and movement between risk-groups are not 
possible. (C) The generic Modes of Transmission model (gMOT) uses a simplified sexual structure, and 
only partnerships where infections are acquired by males are shown. In the gMOT, only one type of HIV 
exposure or partnership is possible, and subgroups are amalgamated in keeping with the generic MOT 
template [9,10]. Infections acquired by males and by females are counted separately. As with the cMOT, 
single-headed arrows are used to represent different partnerships without bridging between groups. 
Hence, indirect transmission via bridging populations and secondary infections, and movement between 
risk-groups are not possible.MOT (modes of transmission); FSWs (female sex workers). 
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Figure 3.2. Schematic of HIV progression, combination antiretroviral (cART) treatment, and discontinuation. 
Dashed arrows represent the excess mortality due to HIV. Symbols correspond to Equations 3.1 to 3.7 in Section 
3.2.4.1. cART (combination antiretroviral treatment).
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Table 3.1. Differences between the models 
 4-stage DM 
(synthetic 
epidemics) 
1-stage DM 
 
Complex MOT 
(cMOT) 
Generic MOT 
(gMOT) 
Input parameters Calibrated Same as 4-stage 
DM, except for HIV 
infectivity 
Same as 1-stage DM Same as 1-stage DM 
Biological structure     
Differential HIV infectivity by stage of HIV Yes No No No 
STI co-factor increases HIV susceptibility  
per sex-act 
Yes Yes Yes Yes 
STI co-factor increases HIV infectivity  
per sex-act 
Yes Yes Yes No 
Condom-use reduces HIV transmission Fraction of 
partnerships where 
condoms are used 
Same as 4-stage 
DM 
Same as 4-stage DM Fraction of sex acts 
protected 
Sexual structure     
Multiple HIV exposures Yes Yes Yes No 
Turn-over between risk-groups Yes Yes No No 
Subgroup size See Table 2 Same as 4-stage 
DM 
Same as 4-stage DM Aggregate the two 
MP classes 
Subgroup sexual behaviours See Table 2 Same as 4-stage 
DM 
Same as 4-stage DM Weighted average of 
the two types of  
commercial 
partnerships, and 
two MP groups 
Secondary, or indirect transmission events Yes Yes No No 
Can the model provide the following information?     
The distribution of new HIV infections acquired by 
different subgroups (MOT metric)? 
Yes Yes Yes Yes 
What is the fraction of new HIV infections transmitted 
from a given subgroup? 
Yes Yes Yes Yes 
Estimate contribution of specific partnerships/risk-groups 
to overall transmission in the total population, over t 
years? 
PAFt PAFt No No 
DM (dynamical model). MOT (Modes of Transmission model). PAFt (population attributable fraction over t years) reflects the contribution of each type of 
partnership to overall transmission. MP (multiple partnership). STI (sexually transmitted infection; in this study, only HSV-2 is considered)
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Table 3.2. Epidemiologic context and parameters 
 Concentrated Mixed Generalized 
Epidemiologic features    
Setting used to generate synthetic epidemics Belgaum, India Kisumu, Kenya Lesotho 
Epidemic drivers Commercial sex Commercial sex and 
multiple partnerships 
Multiple 
partnerships 
Level of condom-use among epidemic drivers High (≥75%) [25,26] Medium (30-58%) [27] Low (40%) a 
Population size    
Clients (% of adult males in 2005) 17.0 [11] 8.7 [28] 1.9[29] 
Total MP males ( High-frequency, Intermediate-frequency; % 
of adult males in 2005) 
9 (2,7)a [20,30,31] 23 (7,15)a [28] 23(3,21) a  [29,32] 
FSWs (% of adult females in 2005) 0.8[31] 3.0 [33,34] 0.8[35] 
Total MP females( High-frequency, Intermediate-frequency; % 
of adult females in 2005) 
5(1,4)a [20,30,31] 23 (7,15)a [28] 23(2,21)a  [29,32] 
Duration of time spent in each higher-activity class (years)    
FSW 8 [36] 1 [37] 1a 
Clients 20 [38] 10 10 
MP (assumption) b 10 10 10 
Fraction who form casual partnerships (%)    
FSWs, and currently low-activity 0 0 0 
Clients 10a 43 [39] 40a 
MP 100 100 100 
Fraction with a main partnership (%)    
FSWs 50 [36] 80 [37,40] 70a c 
Clients 65[38] 72 [39] 70a c 
MP 65[30] 50 [28] 70a c 
Currently low-activity 100 100 100 
Partner frequency by partnership type (per year)    
FSWs (occ. commercial, reg. commercial, main) 500 [36], 40[36], 1 104 [37,40], 7.8a, 1 40, 1a, 1 
Clients (occ. commercial, reg. commercial, casual, main) 24 [38], 2.4, 3, 1 36a, 3.6a, 5, 1 2 a, 0.8a,  20, 1 
High-frequency MP (casual, main) d 3 [31], 1 6a, 1 20a, 1 
Intermediate-frequency MP (casual, main) d 2 [31], 1 2a, 1 3 a, 1 
Currently low-activity (main)   1 1 1 
Number of sex acts per year and consistent baseline condom-
use (%) within each partnership type  
   
Main 104 [30], 10% [30] 104a, 10% [41] 124a, 10% [29] 
Casual 12a, 40%a [30] 48a, 30% [41] 52a, 40% [29] 
Regular commercial 18a, 75% [36] 14a, 55% [40-44] 12a, 40% [29] 
Occasional commercial 1, 85% [36] 1, 58% [41-44] 1, 58% [35] 
Proportion of clients that form regular commercial partnerships 
with FSWs (%) 
40 [36] 80a 5a 
Prevalence of sexually transmitted infection (HSV-2) (%)    
Clients, ex-clients 60.0 [31,38] 58.0 [44,45] 50.0 [45,46] 
MP, ex-MP males 18.0 [30] 58.0 [43,44] 50.0 [45,46] 
Always low-activity males 13.0 [30] 34.0 [44] 34.0 [45,46] 
FSW, ex-FSW 80.0 [31,36] 94.0 [37] 65.0 [45,46] 
MP, ex-MP females 18.0 [30] 67.7 [44] 65.0 [45,46] 
Always low-activity females 13.0 [30] 67. 7 [44] 65.0 [45,46] 
aCalibrated estimate.   
bThe duration of high-risk sex in the MP class was assumed to be approximately one-third of the total duration of sexual 
activity. The total duration of sexual activity was assumed to be 34 years in all regions.  
cLesotho: range (45-80) used for model calibration and set to equal levels across higher-risk groups to minimize the number of 
parameters to fit.  
dWhen calibrating for the two MP groups, the weighted average for partner frequency was restricted to 2-3 (Belgaum), or 2-8 
(Kisumu/Lesotho) [29,32,47].  
MP (multiple partnership) groups. FSW (female sex workers).HSV-2 (herpes simplex virus type 2)
Chapter 3  MOT 
116 
 
3.2.1.2 MOT models 
The cMOT matches the sexual structure of the dynamical model allowing for multiple HIV 
exposures and partnerships (Figure 3.1b, Table 3.1). In keeping with the generic template, our 
gMOT merges subgroups and partnerships, and does not allow for multiple HIV exposures 
(Figure 3.1) [9,10]. Neither MOT model includes secondary transmission or movement between 
activity classes.  
3.2.1.3 Epidemic types 
I used region-specific data from south India (Belgaum), Lesotho (country-level data, and Kenya 
(Kisumu) to derive plausible parameter values and simulate our synthetic epidemic with the 4-
stage dynamical model (Figures 3.3, 3.4, and 3.5). These regions were chosen for their different 
epidemiologic contexts (overall HIV prevalence and characteristics of commercial sex), and the 
geographic-level (national or sub-national) reflects the geographic-scope of available data. In 
particular, because there was very little FSW data from Lesotho, I used data from that region to 
try and generate a generalized synthetic epidemic. I then classified each synthetic epidemic as 
being concentrated, mixed, and generalized as per our definitions from Chapter 1 (Box 1.1) 
[3,6,11,23,48]. The concentrated epidemic required that commercial sex exist for HIV to 
establish and persist in the population, meaning that the basic reproductive ratio (average 
number of new infections due to one infectious case in an otherwise susceptible population, R0) 
is greater than 1 in the presence of commercial sex and <1 in the absence of commercial sex. 
The generalized epidemic required multiple partnerships (casual sex) for R0 to be greater than 1, 
such that existing commercial sex was neither sufficient nor necessary for R0 to exceed 1. The 
mixed epidemic required either commercial sex or casual sex for HIV to establish and persist, 
such that both commercial and casual sex acts would need to be protected to achieve long-term 
elimination (R0 <1). Each synthetic epidemic was classified by examining the counterfactual 
(‘turning off’ transmission within specific partnerships, Figure 3.6). The model was parameterized 
for each region, and parameters denoted as ‘calibrated’ in Table 3.2 were sampled using latin 
hypercube sampling to generate 10,000 synthetic epidemics. I then retained one synthetic 
epidemic for each context if it met the following two criteria: (i) it could be classified as 
concentrated (when using data from south India); generalized (when using data from Lesotho); 
and mixed (when using data from Kenya) and; (ii) it minimized the least squared difference in 
observed and predicted HIV prevalence in >2 subgroups (antenatal clinic or general population 
survey HIV prevalence in low-activity females, FSWs, and clients; where available) and 
proportion of HIV-infected adults on cART by 2011 in each region.  Thus, this analysis is not 
suggesting what kind of epidemic each region has. Rather, the data was only used to generate 
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plausible epidemics that also met our definition of an epidemic type for this analysis. The 
epidemic driver in the concentrated, mixed, and generalized epidemic was commercial sex, a 
combination of commercial and casual sex, and casual sex, respectively (Figure 3.6). Key 
differences between the three synthetic epidemics are listed in Table 3.2.  
 
Figure 3.3. Synthetic concentrated epidemic using data from Belgaum, south India. Depicts 
subgroup HIV prevalence in the concentrated epidemic as predicted by the 4-stage and 1-stage dynamical 
models and the observed HIV prevalence (Belgaum, India) from available data sources that were used for 
the 4-stage DM calibration to generate the synthetic concentrated epidemic. The 1-stage dynamical model 
(DM) assumes uniform HIV infectivity throughout an individual’s HIV infection, while the 4-stage DM 
incorporates differential HIV infectivity by stage of infection. The vertical capped lines represent 95% 
confidence intervals from the observed HIV prevalence. Note that different scales on the y-axis are used in 
A and B. ANC (antenatal clinic surveillance); GPS (general population survey); FSW (female sex worker). 
*ANC data was adjusted using 2007 GPS and ANC data comparison. 
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Figure 3.4. Synthetic generalized epidemic using data from Lesotho. Depicts subgroup HIV 
prevalence in the generalized epidemic as predicted by the 4-stage and 1-stage dynamical models (DM) 
and the observed HIV prevalence (Lesotho) from available data sources that were used for the 4-stage 
DM model calibration to generate the generalized epidemic. The 1-stage DM assumes uniform HIV 
infectivity throughout an individual’s HIV infection, while the 4-stage DM incorporates differential HIV 
infectivity by stage of infection. The vertical capped lines represent 95% confidence intervals from the 
observed HIV prevalence. Note that different scales on the y-axis are used in Panels A and B. ANC 
(antenatal clinic surveillance); DHS (demographic health survey).  
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Figure 3.5. Synthetic mixed epidemic using data from Kisumu, Kenya. Depicts subgroup HIV 
prevalence in the mixed epidemic as predicted by the 4-stage and 1-stage dynamical models (DM) and the 
observed HIV prevalence (Kisumu, Kenya) from available data sources that were used for the 4-stage DM 
calibration to generate the synthetic mixed epidemic. The 1-stage DM assumes uniform HIV infectivity 
throughout an individual’s HIV infection, while the 4-stage DM incorporates differential HIV infectivity by 
stage of infection. The vertical capped lines represent 95% confidence intervals from the observed HIV 
prevalence. Note that different scales on the y-axis are used in Panels A and B. ANC (antenatal clinic 
surveillance).  
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Figure 3.6. Epidemic curves for the synthetic concentrated, generalized, and mixed epidemics. The 
epidemic that would manifest in absence of commercial sex (dashed line) or the absence of casual sex 
(solid line with circles) is depicted alongside the full epidemic curve (solid line). In the generalized epidemic 
(B), commercial sex has little direct or indirect impact on HIV prevalence. In the mixed epidemic (C), 
commercial and casual sex both contribute to sustained transmission. Note that different scales on the y-
axis are used in each panel.  
Chapter 3  MOT 
121 
 
3.2.1.4. Calculation of the MOT metric 
I used the synthetic data on the annual number of new HIV infections by risk groups to derive the 
benchmark MOT metric. I then parameterized the 1-stage dynamical model and both MOT 
models with the same synthetic data to derive the MOT metric from each comparator model. The 
inputs for the gMOT represent a weighted average of the parameters for the relevant subgroups 
that were merged as per the generic MOT template[10]. Each comparator model assumes 
constant HIV infectivity throughout infection, and uses a weighted average of the transmission 
probability from the 4-stage dynamical model. 
The MOT metric is reported in line with the policy literature [8], by summing the number of HIV 
infections acquired by FSWs, clients, or individuals in the high- and intermediate-frequency 
multiple partner (MP) class. The remainder of infections occur in the low-activity class and are 
divided among those acquired by main or spousal partners of clients, main or spousal partners of 
the MP class, and among individuals where both partners reside in the low-activity class. 
3.2.2. Validity analysis of the MOT metric 
I assessed the validity of the MOT metric in the following four stages: 
(1) To assess the sensitivity of the MOT metric to biological and sexual structure (structural 
uncertainty), and model type (static vs. dynamic), we compared the MOT metrics 
obtained from our three comparator models to the benchmark MOT metric. 
(2) To assess the sensitivity of the MOT metric to potentially biased parameters, we 
compared the MOT metric from the cMOT using unbiased input parameters (i.e. 
parameters from the synthetic epidemics), to the MOT metric using biased parameters, 
which were varied one by one. In keeping with social desirability bias observed in 
behavioural surveys [20,21], the size of high-risk subgroups was varied by 0 to 100%. All 
other (47) parameters were varied by  50%. 
(3) To assess the validity of the MOT metric itself in identifying the relevant prevention 
targets over time, we compared the benchmark MOT metric at different time-points with 
the known epidemic drivers.  
(4) To assess the extent to which the MOT metrics (including the benchmark MOT metric) 
reflect the short- and long-term contribution of different subgroups to overall HIV 
transmission, we compared the MOT metrics with the cumulative population attributable 
fraction of infections (PAFt) from corresponding partnerships over one year (PAF1) and 
over 5-30 years (PAF5  - PAF 30), starting in 2012. The PAFt is estimated using the 4-stage 
dynamical model by “turning off” HIV transmission from specific subgroups in 2012, and 
calculating the relative difference in the number of new HIV infections acquired by the 
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total population over time (t years). We then compared the different MOT metrics 
(reflecting HIV acquisition) and the PAFt with the one-year fraction of HIV infections 
transmitted from the corresponding subgroups using the cMOT (“cMOT transmitted”).  
3.2.3. Prevention implications of using the MOT metric to guide policies 
3.2.3.1 Illustrative example with a generic intervention (Table 3.3) 
We used the 4-stage dynamical model to assess the potential impact on HIV incidence of 
introducing HIV prevention policies guided by the gMOT metric in 2012. For the illustrative 
purpose of this analysis, we applied a generic intervention that reduces per-act transmission by 
80% under a resource cap specific to each setting. The number of person-years of intervention 
was capped at the number required to increase condom-use within commercial partnerships to 
98% (assuming both FSWs and clients agree to use condoms) in the concentrated epidemic; the 
number required to double condom-use within casual partnerships in the generalized epidemic; 
and number required to increase condom-use within commercial partnerships to 98% and double 
condom-use within casual partnerships in the mixed epidemic. 
Four policies were examined (Table 3.3). Policies 1 and 2 used the ranking from the gMOT (as is 
most commonly cited in the policy literature [8,12,13,49]) to prioritize interventions to the 
subgroup with the largest burden of new infections. Policy 1 re-distributed resources by reducing 
the coverage of existing condom-based intervention programs for FSWs and/or the MP groups 
and re-allocated these resources to the subgroup with the largest burden of new HIV infections. 
Policies 2 to 4 assumed that resources were added to existing interventions, so condom-use was 
maintained at 2012 levels. Policy 3 used additional resources to target intervention to epidemic 
drivers (based on an increasing long-term PAFt). Policy 4 randomly distributed additional 
resources across subgroups, mimicking a situation without an epidemic appraisal. Each policy 
was implemented in 2012, with immediate scale-up and sustained efforts. 
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 Table 3.3. Prevention policies under finite resources, as formulated in 2012 
 
Policy description 
Resources for 
existing 
interventions 
 
Population 
 
Intervention 
1. gMOT-directed : resources are 
prioritized to subgroup with the largest 
burden of new HIV infections in 2012 
Redistributed a Low-activity generic 
  Multiple partners condoms 
  FSWs and clients (occasional) condoms 
  FSWs and clients (regular) condoms 
2. gMOT-directed : additional resources 
prioritized to reach the subgroup with the 
largest burden of new HIV infections 
Continued Low-activity generic 
  Multiple partners ↔condoms 
  FSWs and clients (occasional) ↔condoms 
  FSWs and clients (regular) ↔condoms 
3. Directed by Increasing long-term PAFt: 
additional resources prioritized to 
epidemic drivers b 
Continued Low-activity generic 
  Multiple partners ↔condoms + generic 
  FSWs and clients (occasional) ↔condoms + generic 
  FSWs and clients (regular) ↔condoms + generic 
4.No epidemic appraisal: random 
distribution of additional resources 
Continued Low-activity generic 
  Multiple partners ↔condoms + generic 
  FSWs and clients (occasional) ↔condoms + generic 
  FSWs and clients (regular) ↔condoms + generic 
MOT (modes of transmission).  
a Under policy 1, resources were redistributed from high-risk groups (condom-use coverage was reduced). Initiation of combination 
antiretroviral treatment is assumed to be equal across subgroups, and not affected by the prevention policies examined here.  
b Concentrated epidemic (FSWs and clients; commercial sex), Generalized epidemic (individuals with multiple partnerships; casual 
sex), Mixed epidemic (FSWs, clients, and individuals with multiple partnerships; commercial and casual sex)  
↔ (levels remained stable after 2012);  (coverage declined after 2012). 
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3.2.3.2 Illustrative example with an HIV ‘test and treat’ program (Table 3.4) 
To further understand the potential implications on intervention impact over time, I expanded 
the prevention analysis to include a tangible intervention for low-risk groups (HIV “test and 
treat” with cART). My aim was to look at infections averted after discounting (at 5%/year) the 
value of future infections averted in the future with and without a resource cap. I applied a 
targeted “test and treat” program, wherein HIV-positive individuals were initiated on cART 
immediately following diagnosis [50].  The intervention was started in 2012, and cART is 
assumed to reduce per-act HIV transmission by 96% [51]. I assumed that acute HIV 
remained undiagnosed with standard testing, and therefore progressed untreated. Treatment 
was restricted to first-line cART, and patients did not resume cART after failing or 
discontinuing first-line drugs. cART reduced HIV-attributable mortality.  
In all scenarios, I assumed that clinical cART delivery was scaled-up after 2012, in 
accordance with the 2010 World Health Organization recommendations to initiate cART at 
CD4 cell counts ≤350 cells/L, and had achieved 40%/year treatment rates among eligible 
individuals in all subgroups by 2015 (baseline scenario, table 1) [52].  I simultaneously 
allocated additional resources for the targeted “test and treat” intervention by prioritizing 
specific subgroups.  
To compare strategies (Table 3.4), I first applied a ceiling on the additional resources 
available for the “test and treat” program, at 1 person-years of intervention per adult 
population in the concentrated scenario (using the 2010 population estimate in Belgaum). 
Additional resources were capped at 10 person-years of intervention per adult population in 
mixed and generalized scenarios (based on the 2010 population estimate in Kisumu and 
Lesotho), because of their higher HIV prevalence. These additional resources were restricted 
to the additional person-years on cART for patients who began treatment under the “test and 
treat” program and were sexually active, and excluded efforts required for routine HIV testing.  
Second, I assumed that there was no resource ceiling, and that a “test and treat” program 
could achieve 6-monthly cART initiation rates in the targeted subgroup irrespective of CD4 
cell count beyond the acute stage. 
For all scenarios, I assumed that condom-use across subgroups was sustained at 2012 
levels such that resources for a targeted “test and treat” program were not diverted from 
existing HIV prevention programs. I linearly increased the person-years of additional 
interventions over 5 years, with sustained levels thereafter.  
The “test and treat” intervention strategies included the following (Table 3.4): 
1) Intervention directed by knowing the epidemic drivers: A “test and treat” program 
targeted to a subgroup based on largest relative increase in PAFt over time. Baseline 
cART for CD4≤350 cells/L is maintained for all subgroups. 
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2) Intervention directed by the single-year distribution of newly acquired HIV infections 
using the gMOT: A “test and treat” program targeted to the subgroup which incurred 
the largest burden of new HIV infections in 2012 using the gMOT. Baseline cART for 
CD4≤350 cells/L is maintained for all subgroups. 
I assumed that programs could not reliably differentiate between low-activity individuals 
whose main partners are also low-activity, from low-activity individuals whose main partners 
engage in high-risk sex. Thus, if the low-activity subgroup was prioritized for the “test and 
treat” program, then all ‘low-activity’ individuals (including low-activity main partners of high-
risk individuals) were included. Intervention impact was measured as the cumulative fraction 
of discounted HIV infections averted in the total population compared with the baseline 
scenario (Table 3.4), where the number of infections averted was discounted at a rate of 5% 
per year.  
Table 3.4. Illustrative HIV ‘test and treat’ strategies implemented in 2012 
Strategy Interventions Subgroup targeted 
for the  “test and 
treat” program 
ART  coverage of targeted subgroup 
in 2017* 
   Under a finite 
resource cap 
No resource cap 
Baseline 
scenario 
cART initiated at 0.4 per 
capita per year when 
CD4 ≤350 cells/L (all 
subgroups) 
N/A N/A N/A 
Directed by 
Increasing 
long-term 
PAFt: 
prioritized to 
epidemic 
drivers 
cART initiated at 0.4 per 
capita per year when 
CD4 ≤350 cells/L (all 
subgroups), and 
targeted cART as a “test 
and treat” program 
FSWs and clients 
(concentrated, 
mixed) 
 
Individuals in multiple 
partnerships 
(generalized) 
concentrated: 95% 
mixed: 98% 
 
 
generalized: 97% 
 
concentrated:90 % 
mixed: 82% 
 
 
generalized: 88% 
 
gMOT-directed 
prioritized to 
subgroup with 
the largest 
burden of new 
HIV infections 
in 2012 
cART initiated at 0.4 per 
capita per year when 
CD4 ≤350 cells/L (all 
subgroups), and 
targeted  
cART as a “test and 
treat” program 
low-activity group  
(all scenarios) 
concentrated: 78% 
generalized: 71% 
mixed: 74% 
concentrated: 90% 
generalized: 88% 
mixed: 89% 
PAF (population attributable fraction). cART (combination anti-retroviral treatment). N/A (not 
applicable). *Coverage refers to all HIV-infected individuals, and includes those with CD4 ≤350 
cells/L who were initiated on cART as per the baseline scenario (separate from the “test and treat” 
program). Note that cART coverage varies over time in all scenarios. 
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3.2.4. Dynamical Model Development Details 
3.2.4.1 Model structure & assumptions 
I developed a deterministic, compartmental mathematical model of heterosexual HIV 
transmission, and solved the system of ordinary differential equations using the Runge-Kutta 
4 numerical integration method in Matlab (Student Version R2009a). A schematic 
representation of the partnerships is shown in Figure 3.1 and a schematic representation HIV 
progression, treatment, and discontinuation of treatment is shown in Figure 3.2. The list of 
state variables and parameters are given below (Table 3.5). 
The model subdivides the population according to gender (males i=1, females i=2), and 
discrete higher-activity (male clients [j=1], female sex workers [FSW, j=1], high frequency of 
multiple partnerships [MP,j=2], intermediate frequency of MP [j=3]) and low-activity classes 
(individuals who had never engaged in higher-activity sex in their past [j=4], individuals who 
had previously engaged in sex work [j=5], individuals who engaged in high-frequency multiple 
partnerships [j=6], and in intermediate-frequency multiple partnerships [j=7] in their past). 
Upon start of sexual activity, males and females enter one of four activity classes ( j=1,2,3,4). 
After a specified duration of time spent in a higher-activity activity classes (j=1,2,3), 
individuals retire into their respective low-activity class (j=5,6,7) at a rate given by ij for j=1,2, 
or 3. To stabilize the relative size of subgroups before introducing HIV, the model is run with 
a 100-year burn in period. HIV infection is seeded with 50 infectious individuals with CD4 
200-350 cells/L in each activity class in 1975. 
Individuals are susceptible (S) upon start of sexual activity, and become infected with HIV 
(acute stage, I1) with a force of infection (HIV incidence per susceptible) dependent on 
partnership type, frequency of partner change, and HIV prevalence of the partners. 
Individuals then progress (at rates ) through a total of 4 (z) stages of untreated HIV (I2, I3, I4) 
reflecting the following: CD4 >350 cells/L, CD4 between 200-350 cells/L, and CD4 <200 
cells/L respectively. The natural history of HIV in the absence and presence of treatment is 
depicted in Figure 3.2. 
If patients are started on combination anti-retroviral treatment (cART) with rate     
 , they enter 
a short period on treatment but not yet virally suppressed (Ip1,Ip2,Ip3,Ip4), followed by viral 
suppression during the first year of treatment (Ity1,Ity2,Ity3,Ity4), and viral suppression during 
the remainder of their time on treatment while still sexually active (It1,It2,It3,It4). I assumed no 
treatment of acute stage HIV, and an equal rate of treatment for all other stages. After 
starting treatment, individuals experience a discontinuation rate (d, reflecting self-
discontinuation, treatment failure, or loss to follow-up), and enter a separate state where they 
are no longer virally suppressed (Id1,Id2,Id3,Id4). Transition from Ipz to Ityz is given by z,p 
while transition from Ityz to Itz is given by z,ty. The HIV-attributable or excess mortality rate 
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varies across the different treatment states. cART is assumed to reduce HIV-attributable 
mortality (), more so after the 1st year of treatment. cART is assumed to increase linearly 
from the first year of roll-out (setting-specific) to achieve the coverage (% of adults with HIV 
alive and on ART) by 2011. Following discontinuation or treatment failure, we assume that 2nd 
line treatment is not available and patients are not re-initiated on first line treatment. 
Co-infection with HSV-2 is included at a stable prevalence. HSV-2 is assumed to increase 
HIV infectiousness and susceptibility, per sex-act. Baseline male circumcision is included, as 
is baseline condom-use (assumed to have increased linearly to the last estimate of condom-
use available [2005 for Lesotho and Kisumu, 2008 for Belgaum], where levels remain 
constant for the baseline scenarios). 
Sexual activity does not change by HIV stage. Individuals leave this system (or population 
under study) upon cessation of all sexual activity and baseline mortality (ij) or HIV-
attributable mortality. Partnership formation and dissolution is instantaneous, and therefore 
this model does not take into account duration of partnerships.  
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3.2.4.2 Model equations 
The state variables are given by: 
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(3.7) 
The size of each subgroup is given by: 
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Where, for individuals entering into activity class j at a rate of    : 
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And the initial population of each activity class (   ) is given by: 
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Where,  
     
   
   
  
   
 
       
         
         
 (3.11) 
  
      
           after HIV is seeded into the population in 1975           (3.12) 
Where pr = population growth rate (assumed to be the same for males and females) 
 
The rate of movement from high to low-activity activity classes among individuals who have 
become infected, are given by: 
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Because all those in activity classes j=4,5,6,7 exhibit the same behaviour, they essentially 
form one ‘class’ when we balance partnerships. So we group them together such that j= l. 
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The sums of individuals who are infectious are divided into those who are virally suppressed, 
and those who are not virally suppressed. 
Not virally suppressed: 
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Virally suppressed: 
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The force of infection per susceptible individual is given by: 
               
 
   
 
         
    
       
  
  
    
      
       
   
  
    
 
     
     
   
    
    
    
  
     
  
    
     ;  
i i’,  j= 1,2,3,l          (3.21) 
Where: 
    
       
   and     
       
    represent the per-partnership transmission of HIV from infected 
individual in sex i’ to opposite sex i, when the infected partner is in sexual activity class j’ and 
HIV stage z, and the partnership is of the type . Betau reflects the per partnership 
transmission from partners who are not virally suppressed, and Betav reflects the per 
partnership transmission from partners who are virally suppressed. 
Partnership type is shown in the Table 3.5.The yearly partner exchange rate per individual in 
gender class i and sexual activity class j for each partnership type  is given by     . 
The mixing elements (        ) specify the patterns of mixing between sexual activity classes 
by partnership type (), which is schematically depicted in Figure 3.1a. The four types of 
partnerships include regular commercial sex  (=1), occasional commercial sex (=2), casual 
(=3), and main (=4) partnerships.  
Casual (=3) and main (=4) partnerships are assigned (and balanced) using a mixing matrix 
based on Garnett et al [53].  A fraction of clients form casual partnerships with individuals in 
the high-frequency and intermediate-frequency MP class (=3). Individuals in the high-
frequency MP class form casual partnerships with clients and members of the opposite sex in 
the high-frequency and intermediate-frequency MP class (=3). Individuals in the 
intermediate-frequency MP class form casual partnerships with clients and members of the 
opposite sex in the high-frequency and intermediate-frequency MP class (=3).The mixing 
elements for these fixed partnerships are shown in Table 3.5.  
The probability of forming a casual or main partnership with a given activity class of the 
opposite sex is given by: 
               
           
 
       
           
   
                  
 
    
 
    
            (3.22) 
Where,       
  = the fraction of individuals in each activity class who will form a casual (=3) 
or a main (=4) partnership.   =1 if j=j’ and  =0 if jj’.     (proportionate mixing) and     
(assortative mixing). The partnerships are constrained such that  partnerships offered by 
males must equal the total number of  partnerships of type offered by females. In addition, 
these must sum to the probability that an individual in class j will form partnerships of type . 
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      ; j=1,2,3,l    (3.23) 
Only FSWs and clients form regular (=1) and occasional (=2) commercial partnerships. 
The frequency of occasional commercial partners/year among FSWs (C211), and the ratio of 
regular commercial partners for every occasional commercial partner among clients 
(ratio_ro_com) are pre-set. Then: 
     
         
     
      
    
  
                        
      
   
   
  
      
 
      
       
Note that ratio_ro_com is varied during model calibration to provide a calibrated value of the 
C112, C212 (Table 3.1). 
The per-partnership transmission probability of HIV transmission is given by the following: 
 
(3.24) 
 
 
   
                          
   
                 (3.25) 
 
   
                
   
          (3.26) 
Where  
   
    is the transmission probability per unprotected sex-act to a susceptible individual 
in sex i from an individual of the opposite sex i’ who is infectious and in stage z , and either 
virally suppressed (q=v) or not virally suppressed (q=u). The number of sex acts per 
partnership is given by .  The fraction of partnership   where condoms are used is given by 
  . The prevalence of a sexually transmitted infection (specifically, HSV-2) is given by psij, 
which confers an increase in HIV susceptibility (rrs) and/or an increase in HIV infectiousness 
(rri) per sex-act. Because the generic MOT model assumes that the efficacy of condom-use 
will not be dampened by the presence of a sexually transmitted infection, we made that same 
assumption here for the comparative analysis. 
3.2.4.3 Developing plausible synthetic epidemics using the 4-stage dynamical model  
The 4-stage dynamical model was simulated assuming a linear increase in cART initiation 
(from ART roll-out to coverage achieved by 2011 in each setting), and a linear increase in 
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condom-use from 1995 to levels achieved by 2008 (Belgaum), and 2005 (Lesotho, Kisumu), 
as per Table 3.1.  
To ensure each synthetic epidemic reflected a plausible scenario, the model was calibrated 
as described above for each simulated setting. The model calibration was also restricted to 
the weighted average for observed partner change rate in the total MP group (intermediate- 
and high-frequency). For each setting, the model was calibrated to obtain parameter inputs 
which were unavailable or were least reliable (Table 3.1). 
Then HIV transmission within the following types of partnerships was “turned off” (    
       
    
= 0) at the start of each epidemic. 
Scenario 1) =1 and =2 [i.e. the absence of commercial sex] 
Scenario 2) =1 and =2 and =3  [i.e. absence of commercial and casual sex] 
Scenario 3) =3  [i.e. absence of casual sex] 
The synthetic epidemics were then classified as concentrated if Scenario 1 resulted in overall 
HIV incidence < 1 per 1000 susceptibles 50 years after the epidemic was seeded. The 
synthetic epidemics were classified as generalized if Scenario 3 produced overall HIV 
incidence < 1 per 1000 susceptibles 50 years after seeding. Synthetic epidemics were 
classified as mixed, and verified as such if Scenario 2 produced an overall HIV incidence <1 
per 1000 susceptibles 50 years after seeding. None of the sampled parameter sets produced 
HIV incidence <1 per 1000 susceptibles in both Scenario 1 and Scenario 3. I examined this 
because our diagnostic criteria is based on a threshold used by Granich et al [54], but in a 
deterministic system, it might have been possible to encounter this combination.  
3.2.4.4 Modifying the 4-stage dynamical to the 1-stage dynamical model 
The 1-stage dynamical model uses the same parameters as the 4-stage dynamical model 
(i.e. the synthetic epidemic), with the following exception: in the 1-stage dynamical model, a 
uniform per sex-act transmission probability is used (calculated as a weighted average 
across the 4 stages of HIV). 
 
   
         
 
  
   
   
       
 
   
 
 
       
 
   
        (3.27) 
3.2.2.5 Model analysis (Population Attributable Fraction) using the 4-stage dynamical model 
To measure the transmission population attributable fraction (PAFt) of specific subgroups to 
overall transmission, the cumulative number of infections (CI) in the total population is 
calculated when    
       
   is given by equation 24 (full model), and comparing the CI 
when    
       
     = 0 from time= mot for each subgroup given by ij. The PAFt is calculated as: 
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       ii’ and j=1,2,3,l  (3.28) 
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      for a given ij   
           (3.29) 
    
             
                                 
      
)      (3.30) 
3.2.2.6 Model analysis (Benchmark Modes of Transmission [MOT] metric) 
The benchmark MOT metric was obtained from the synthetic data generated by the 4-stage 
dynamical model. The number of HIV infections acquired within each subgroup over 1 year 
measured from the year of the MOT (time=mot) is given by the following: 
       
               
 
   
     
   
 
   
 
  
  
    
       
  
  
    
      
       
   
  
    
 
     
     
   
    
    
    
  
     
  
    
                               
           (3.31) 
Where mot = current year, and 1 year is the time step over which we want to ascertain how 
many new infections will occur in activity j as a result of a partnership with individuals in 
activity class j’. If  
    
  and Sij do not change very much over the 1 year time step, then 
equation 31 approximates to: 
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          (3.32)  
3.2.4.7 Model analysis (1-stage dynamical model MOT metric) 
The 1-stage dynamical model MOT metric was obtained in the same way as described in 
section 3.2.2.6, but using the 1-stage dynamical model.     
     
3.2.5 MOT Model Development Details 
I developed two MOT models: a complex MOT (cMOT) in keeping with the population risk 
stratification and partnerships defined in the dynamical model (Figure 3.1b), and a generic 
MOT (gMOT, Figure 3.1c) in keeping with the template provided by UNAIDS [10]. The MOT 
models were constructed and programmed in Stata 11 (StataCorp). 
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3.2.5.1 Complex MOT model (cMOT) 
For the one-year period of examination starting at time=mot, individuals in each gender and 
sexual activity class are divided into nij subsections as depicted in the Figure 3.1b. In the 
cMOT, individuals are allowed to have ≥1 type of HIV exposure in the year the MOT metric is 
measured. 
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             (3.34) 
As described by Gouws et al [9,10], the number of HIV infections within acquired by each risk 
group is given by the following: 
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Where nij are the divisions of the i activity class (Figure 3.1b-c), such that each combination 
of i,j,n can only have one type of partnership (). In order to directly compare the cMOT 
metric to the benchmark, the values of the input parameters for the cMOT model were 
obtained from the simulated outputs of the 4-stage dynamical model (i.e. the synthetic 
epidemic), at each specific time point in the epidemic (epidemic phase).  
It can be seen under assumption of the same parameter values, the same sexual structure 
(cMOT), and uniform HIV infectivity (1-stage DM compared with the cMOT), that equation 32 
approximates equation 35 when: 
1)  Sijn  0 [where Sijn = Sijn(time=mot) -  Sijn(time=mot+1)],  and         
     [where 
      
 =      
  (time=mot) -       
  (time=mot+1)]  
Mismatch in the estimates of the fraction of new infections acquired within a subgroup (MOT 
metric) from the benchmark MOT metric (from the dynamical model) and the cMOT metric 
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would be most evident when the above assumptions do not hold: for example, when Sijn 
changes due to acquired infections (high per-capita risk of HIV transmission) and due to rapid 
turn-over in the subgroup, as in the case of FSWs.  
3.2.5.2 Generic MOT model (gMOT) 
In the gMOT, risk-groups are allowed only one type of HIV exposure in the year the MOT is 
measured. Individuals in each gender and sexual activity class are divided into nij subsections 
as depicted in the Figure 3.1c. Therefore, the following simplifications to the cMOT are made 
in keeping with the generic template [10]. 
 The gMOT takes into account co-infection with a sexually transmitted infection, co-
infection only increases HIV infectiousness. 
 Condom-use is incorporated such that condom coverage,   , reflects the fraction of 
sex-acts protected within each partnership. 
 Clients can only become infected from FSWs via one type of commercial partnership 
 FSWs can only become infected from clients via one type of commercial partnership 
 The two multiple partnership classes are collapsed into one class, and can only 
become infected via casual partnerships. 
Therefore, commercial partnerships were modified as follows: =1 and =2 were 
amalgamated into =commercial. The number of sex acts per partnership per year in this 
amalgamated commercial partnership was set to equal 1 (= to # of sex acts in an occasional 
commercial partnership). 
                                   (3.36) 
              
                             
             
        (3.37) 
In the gMOT, casual partnerships only form between members of the MP class, and thus are 
modified as follows: 
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Therefore, equation 35 is modified for the gMOT: 
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           (3.43) 
3.2.6. Implementation of the ‘test and treat’ strategies (Table 3.4) 
Baseline treatment for CD4≤350 cells/L was linearly increased to 40% per year across 
subgroups by 2017: 
     
 
                                             (3.44) 
     
 
                                                         (3.45) 
     
 
                                              (3.46) 
I then applied a “test and treat” program with cART in 2012, and scaled-up linearly to 2017, 
as the intervention with which to compare a prevention strategy guided by the distribution of 
HIV infections versus a strategy guided by the source of HIV infections (long-term PAF30).  
3.2.6.1 Finite resource cap 
In this intervention scenario, first, I linearly increased the baseline treatment rate    
 to 40% 
per year across subgroups by 2017.  I then applied finite resources to compare intervention 
impact. The absolute person-years of intervention was kept constant in each region 
throughout the period of follow-up (30 years). Hence, intervention coverage could vary, but 
the number of person-years of intervention could not. The person-years of intervention refers 
to person-years on cART, among HIV-positive individuals who were diagnosed and initiated 
on cART under the “test and treat” strategy, and does not include individuals who initiated 
cART under the baseline scenario (Table 3.4), and excludes efforts required for routine HIV 
testing. 
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In order to fix the absolute person-years of intervention, I had to keep track of those who 
were treated under the ‘test and treat’ program. To do this, I set up additional differential 
equations (that do not change the underlying dynamic model). Thus, individuals tested and 
treated under the “test and treat” program are kept track of separately (xIp, xIty, xItr), so that 
the additional intervention resources could be allocated to treat HIV-infected individuals who 
did not initiate treatment via the baseline treatment pathway      
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Where, under the “test and treat” program, cART coverage for the targeted subgroup is 
restricted by the following: 
                                          (3.53) 
                                                            (3.54) 
Where rc=0.01 (concentrated epidemic, Belgaum), and 0.1 (generalized and mixed 
epidemics). 
When the ‘test and treat’ intervention is targeted to treatment naive FSWs and clients: 
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When ‘test and treat’ intervention is targeted to treatment naive FSWs, clients and individuals 
in multiple partnerships: 
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When ‘test and treat’ intervention is targeted to treatment naive individuals in multiple 
partnerships: 
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When ‘test and treat’ intervention is targeted to treatment naive currently low-activity 
individuals: 
                                
 
   
 
                
        
         
        
 
   
 
                    
(3.61) 
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cART coverage (under the “test and treat” program + baseline treatment for CD4≤350 
cells/L)  was then translated into a per-capita treatment rate for each HIV stage z, based on 
the following: 
   
     
      
                                     (3.63) 
We assumed that the cART coverage under the “test and treat” program would apply equally 
across all stages of HIV except for the acute stage (based on the assumption that acute 
stage HIV remains undetected) – that is, advanced stage patients (z=4) are not prioritized 
over asymptomatic patients.  The “test and treat” approach to HIV prevention does not 
incorporate ‘testing’ in the calculation of person-years of intervention for a cART-based 
prevention strategy. 
3.2.6.2 No resource cap 
In the absence of a resource cap, I applied the following cART initiation rates (increased from 
2012 to 2017, and stable thereafter): 
    
        
                                      (3.64) 
3.2.6.3 Intervention impact 
The impact of the intervention strategies (Table 3.4) were compared by estimating the 
cumulative fraction of discounted HIV infections averted over time, where  t0 is the start of the 
intervention (2012), and t  and T reflects the year in which impact was measured (up to 
2042). The fraction of discounted HIV infections averted (or prevented fraction, PF) is given 
by the following double summation: 
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       (3.65) 
And,                        
 
  
    j=1,2,3,l        (3.66) 
with r=0.05 (annual discount rate). 
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Table 3.5. State variables and parameters for the dynamical and MOT models 
Symbol Parameter/variable descriptor Value 
Subscripts and 
superscripts 
  
i Subscript for gender class 1=male 
2=female 
j Subscript for sexual activity class 1=commercial 
2=high-frequency multiple 
partnerships 
3=intermediate frequency multiple 
partnerships 
4=always low-activity group 
5=previously engaged in 
commercial sex 
6=previously high-frequency 
multiple partnerships 
7=previously intermediate-
frequency multiple partnerships 
l = 4,5,6,7 
z Stage of HIV 1= acute HIV 
2 = asymptomatic (CD4 >350) 
3 = pre-AIDS (CD4 200-350) 
4 = CD4 <200 
 Type of partnership 1=regular commercial 
2=occasional commercial 
3=casual 
4=main 
State variables   
Sij Susceptible to HIV (sexually active) State variable 
Iz HIV-infected, and treatment naive  
I1 (acute stage) 
I2 (CD4>350 cells/L) 
I3 (CD4200-350 cells/L) 
I4 (CD4≤200 cells/L) 
State variable 
j=1,2,3,l 
 
Ipz HIV-infected, initiated on cART, and not yet virally suppressed 
Ip1 (acute stage) 
Ip2 (CD4>350 cells/L) 
Ip3 (CD4200-350 cells/L) 
Ip4 (CD4≤200 cells/L) 
State variable 
j=1,2,3,l 
 
Ityz HIV-infected, first year on cART after viral suppression 
Ity1 (acute stage) 
Ity2 (CD4>350 cells/L) 
Ity3 (CD4200-350 cells/L) 
Ity4 (CD4≤200 cells/L) 
State variable 
j=1,2,3 l 
 
Itz HIV-infected, >1 year on cART after viral suppression 
It1 (acute stage) 
It2 (CD4>350 cells/L) 
It3 (CD4200-350 cells/L) 
It4 (CD4≤200 cells/L) 
State variable 
j=1,2,3,l 
 
Idz HIV-infected, no longer on effective cART due to self-discontinuation of cART, 
loss to follow-up, or virological treatment failure 
Id1 (acute stage) 
Id2 (CD4>350 cells/L) 
Id3 (CD4200-350 cells/L) 
Id4 (CD4≤200 cells/L) 
State variable 
j=1,2,3,l 
 
Transition rates 
and related 
parameters 
  
  
    Total starting population (15-49 years of age) in each gender 
(the initial population in 1975 was extrapolated from the 2011 population 
(Belgaum and Lesotho) or 2006 population (Kisumu), by using the linear growth 
rate,  pr). 
2011 population 
Belgaum [55] (projected population 
from 2001 census):  
    Females (1,180,389) 
    Males (1,243,092) 
Lesotho [56]: 
     Females(654,700)  
     Males (634,198) 
Kisumu county [57]:  
    Females(298,681)  
    Males (286,717) 
pr Annual crude birth rate[56] 
Rate assumed to remain unchanged 
Belgaum: 2.2% (India data) 
Lesotho: 2.8% 
Kisumu: 3.7% (Kenya data) 
    Number of individuals entering into each activity class j Eqn (3.1)  
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  21 Rate of entering commercial sex among female sex workers (per-capita) 1/duration of sex work 
(Table 3.1) 
  11 Rate of entering into commercial sex among clients (per-capita) 1/duration of paid sex among 
clients 
(Table 3.1) 
  i2,   i3 Rate of entering into the multiple partnerships class (per-capita) 1/duration of higher-risk sex 
among MP class 
(Table 3.1) 
    Fraction of individuals who enter each higher-activity class, calibrated to the 
following values in year 2005: 
   
  
                    for j=1,3,i=1,2 
   
  
                    for j=2,i=2 
 
   
  
                          
                   for j=2,i=1 
See Table 3.1for                  
 
 
  i4 Rate of entering into the low activity class (per-capita) 1/duration of sexual activity  
Table 3.1 
   
 Rate of moving from higher-activity to lower-activity group (per-capita) 
 
j=1,2,3;   ij 
j=4,5,6,7; 0 
    
 
Rate of ceasing to be sexually active (per-capita) 
 
j=1,2,3; 0 
j=4;   i4 
j=5,6,7;   
   
 
 
     
 
  
years-1 
    
 
    
     Rate of progression from HIV stage z to stage z+1 Nb: z=4; 0 
 
     Average duration of time (years) spent in each HIV stage, z, before progression 
to stage z+1 or dying due to HIV-attributable mortality. 
 
z=1; 0.21 [58] 
z=2; 4.8 [59,60] 
z=3; 3.7 [59,60] 
z=4; 2.0 [59]  
   HIV-attributable mortality rate (per-capita) in the following 3 groups: untreated, 
discontinued treatment, by stage of HIV prior to treatment initiation 
z=1; 0 
z=2; 5% [12] 
z=3; 10.4% [59] 
z=4; 50% [59] 
Assumption of no excess mortality 
during acute stage HIV (z=1). 
Excess HIV-attributable mortality 
before CD4 decline reflects AIDS 
defining illnesses (such as TB and 
bactermia  [59,61]). 
           HIV-attributable mortality rate (per-capita) during first year on treatment. 
z=2; 1.6%[61] 
z=3; 5%[62] 
z=4; 10%[62,63] 
Assumption that even before viral 
load suppression is achieved 
following the start of cART, a 
reduction in HIV-attributable 
mortality is expected due to 
diagnosis and treatment of 
concomitant disease  and 
prevention of opportunistic 
infections (eg. pneumocystis 
jirovicii pneumonia prophylaxis for 
stage z=4). However, excess 
mortality during the 1st year of 
treatment is higher than 
subsequent years on treatment. 
cART is not started in the acute 
stage of HIV. 
      HIV-attributable mortality rate (per-capita, per year) after the first year on 
treatment and while virally suppressed[12] 
z=2; 0.8% 
z=3; 2.5% 
z=4; 5% 
Excess mortality following the 1st 
year of treatment is assumed to 
occur at a constant rate. Excess 
mortality after the 1st year on 
treatment falls to half the excess 
mortality rate during the 1st  year 
on treatment. 
 
     1/time from cART initiation to viral load suppression 
6 months (irrespective of pre-treatment CD4 [z]) 
 
      1/time from viral load suppression to end of first year on treatment 
6 months 
 
   
  cART initiation rate (a combination of HIV testing, linkage to care, and initiation 
of cART either due to CD4 eligibility or stage 3-4 HIV) 
   
    
   
    
   
      (concentrated), 0.3 (generalizing), 0.2 (mixed) 
   
   .3 (concentrated), 0.3 (generalizing), 0.2 (mixed) 
Calibrated to overall 2011 ART 
coverage [4,31,64] 
   
   ,     
    
    
     cART discontinuation rate (treatment failure, or self-discontinuation, or persistent 
non-adherence), per-capita per year 
for all z, treatment state (p, ty, tr): 5%[63] 
Assumes a constant 
discontinuation rate and no 2nd line 
treatment, no viral load monitoring, 
 no re-initiation of cART 
Other parameters   
 Number of sex acts per year within each partnership type Table 3.1 
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     Yearly partner change rate for each type of partnership 
     
remainder 
 
1 
Table 3.1 
ii’111 Probability of a regular commercial sex partner among clients and FSWs Table 3.1, i'i 
ii’112 Probability of an occasional commercial sex partner among clients and FSWs 1  
i'i 
ii’j1 Probability of a commercial sex partner among non-FSWs and non-clients. 
=1,2 and j1 
0 
 i'i 
      
   
 Probability an individual has a casual partner i=1 and j=1;       
    0 
All others, see Table 3.1  
      
      Probability an individual has a regular commercial sex partner (=1) or 
occasional commercial sex partner (=2) 
j=4,5,6,7;       
    0 
j=4,5,6,7;       
    0 
 
Cij Partner exchange rate among individuals in sex i, activity class j, for partnership 
type  
 
Table 3.1 
   
    Probability of transmission per sex act from female to male, when the female 
partner is not virally suppressed (during asymptomatic, CD4>350, stage). 
 
(1-mc*eff_mc)*0.00043 [65,66] 
mc Proportion of males that are circumcised  Belgaum:0% 
Lesotho:10% [29] 
Kisumu: 25% [64] 
eff_mc Efficacy of male circumcision in reducing HIV susceptibility among HIV-negative 
males 
0.6 
   
    Probability of transmission per sex act from male to female, when the male 
partner is not virally suppressed (during asymptomatic, CD4>350, stage) 
0.00065 [65,66] 
 
 
   
         
   
    Relative increase in per-act transmission probability 
  Acute (z=1) 
  Asymptomatic (z=2) 
  Pre-AIDS, 200-350 cells/mm3 (z=3) 
  AIDS or <200 cells/mm3 (z=4) 
rr_1=5 [65,67] 
rr_2=1 
rr_3=1.9 [65,67] 
rr_4=5 [65,67] 
For the 1-stage dynamical model 
and each static MOT model, the 
weighted average of the per-act 
transmission probability was used 
rrs Relative increase in HIV susceptibility due to a concomitant HSV-2 and/or genital 
ulcer disease. Per sex act (while shedding). 20% of HSV-2 seropositive 
individuals are assumed to be shedding at any time 
2.0 [68-72] 
rri Relative increase in HIV infectivity due to a concomitant HSV-2 and/or genital 
ulcer disease. Per sex act (while shedding). 20% of HSV-2 seropositive 
individuals are assumed to be shedding at any time 
2.0 [66,72,73]  
eff_condom Efficacy of condoms in reducing HIV transmission per sex act. 85% [66] 
   Condom coverage by partnership type  Table 3.1and 3.3 
   
  Rate of initiating cART 
z=1; 0 for all i,j (no treatment for acute HIV) 
calibrated to overall cART coverage by 2011 in each representative 
region[64,74,75], and assumed to be one rate for z=2,3,4 
See Eqn (3.45) 
eff_art Efficacy of combination anti-retroviral treatment in reducing HIV transmission per 
sex act, assuming viral load suppression 
0.96 [51] 
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 3.3 Results 
3.3.1. Sensitivity of the MOT metric estimates to biological, sexual, and static structure  
Figure 3.7 compares the 2012 MOT metrics from different models with the benchmark. The 
MOT metrics generated by the 1-stage dynamical model and the cMOT were similar to the 
benchmark. This suggests that assumptions of uniform HIV infectivity in the MOT models do 
not substantially bias the MOT metric estimates. In contrast, the MOT metric was very 
sensitive to assumptions about sexual structure. Using the gMOT biased the predicted 
distribution of new HIV infections toward the low-activity group in all epidemics (Figures 3.7-
3.10). In all three epidemic types, all models predicted that most new HIV infections were 
acquired by low-activity groups in 2012 (Figure 3.7) rather than among local epidemic drivers. 
Using a simplified sexual structure in the MOT model reduces the validity of the MOT metric 
estimate, but does not explain why MOT models do not identify local epidemic drivers.  
 
Figure 3.7. Model-predicted distribution of new HIV infections over one year (MOT metric) in 
three epidemic types. The benchmark Modes of Transmission (MOT) metric is obtained from the 4-
stage dynamical model, and corresponding MOT metric obtained from the 1-stage dynamical model (1-
stage DM), complex MOT (cMOT), and generic MOT (gMOT) models. The MOT metric reflects the 
fraction of new HIV infections acquired by different risk groups (colored bars) estimated for 2012 using 
data from the synthetic epidemics.*local epidemic drivers. 
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Figure 3.8. The MOT metric over time in the concentrated epidemic, by model type. The Modes 
of Transmission (MOT) metric was measured every 5 years: (A) benchmark MOT (A); (B) MOT metric 
from the complex MOT model; (C) MOT metric from the generic MOT model (C). The MOT metric 
reflects the fraction of new HIV infections acquired by different risk groups (colored bars) estimated for 
2012 using data from the synthetic epidemics. Early in the epidemic, most new infections occurred 
among clients and FSWs. As the epidemic progressed, and in the presence of increasing condom-use 
within high-risk partnerships, most new HIV infections occurred in the low-activity group.  
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Figure 3.9. The MOT metric over time in the generalized epidemic, by model type. The Modes of 
Transmission (MOT) metric was measured every 5 years: (A) benchmark MOT (A); (B) MOT metric 
from the complex MOT model; (C) MOT metric from the generic MOT model (C). The MOT metric 
reflects the fraction of new HIV infections acquired by different risk groups (colored bars) estimated for 
2012 using data from the synthetic epidemics. Early in the epidemic, most new infections occurred 
among individuals in the multiple partner (MP) group. As the epidemic progressed, and in the presence 
of increasing condom-use within high-risk partnerships, most new HIV infections occurred in near 
equal proportions between the low-activity group and the MP groups (benchmark MOT [A] and the 
MOT metric from the complex MOT [B]).  
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Figure 3.10. The MOT metric over time in the mixed epidemic, by model type. The Modes of 
Transmission (MOT) metric was measured every 5 years: (A) benchmark MOT (A); (B) MOT metric 
from the complex MOT model; (C) MOT metric from the generic MOT model (C). The MOT metric 
reflects the fraction of new HIV infections acquired by different risk groups (colored bars) estimated for 
2012 using data from the synthetic epidemics. Early in the epidemic, most new infections occurred 
among individuals engaged in multiple partnerships (MP). As the epidemic progressed, and in the 
presence of increasing condom-use within high-risk partnerships, most new HIV infections occurred in 
the low-activity group.  
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3.3.2 Sensitivity of the MOT metric estimates to biased parameter inputs  
Of the 51 parameters explored in univariate sensitivity analyses, the size, the HIV 
prevalence, and the frequency of partner change in high-risk groups, and the number of sex-
acts within partnerships, were the most influential parameters on the cMOT metric across 
epidemic types (Figures 3.11-3.13). As expected, underestimates of the population size of 
high-risk groups led the cMOT metric to overestimate the relative burden of new HIV 
infections in the low-activity group (Figures 3.11-3.13). Overestimating sex acts within casual 
partnerships, or underestimating sex acts in main partnerships, led the biased cMOT to 
overestimate the burden of new infections in the multiple partnership groups and helped 
identify the local epidemic drivers; however, this effect was only observed in the generalized 
epidemic (Figure 3.12). The findings suggest that while biased inputs produce biased MOT 
metrics, and therefore, reduce validity, they do not explain why MOT models do not 
consistently identify local epidemic drivers. 
 
 
Figure 3.11. Sensitivity of the MOT metric to biased input parameters (concentrated epidemic). 
The range in the predicted fraction of new HIV infections acquired by the low-activity group (A), clients 
(B), and female sex workers (FSWs, C) are depicted for the five most influential parameters from the 
complex Modes of Transmission model (cMOT) using biased inputs. Also shown are the benchmark 
MOT metric and the unbiased cMOT metric. Across the parameter range examined here, the low-
activity group incurred the largest burden of new infections, and the unbiased MOT metric did not 
identify the epidemic driver (no red regions). Pop. (population); Prev. (prevalence). 
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Figure 3.12. Sensitivity of the MOT metric to biased input parameters (generalized epidemic). 
The range in the predicted fraction of new HIV infections acquired by the low-activity group (A), and 
individuals engaged in multiple partnerships (MP, B) are depicted for the five most influential 
parameters from the complex Modes of Transmission model (cMOT) using biased inputs. Also shown 
are the benchmark MOT metric and the unbiased cMOT metric. In the parameter range examined 
here, the biased cMOT model identified the epidemic driver (red regions) when (i) the number of sex-
acts/year in a main partnership was underestimated; or (ii) the number of sex-acts/year in a casual 
partnership was overestimated. Pop. (population); Prev. (prevalence). 
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Figure 3.13. Sensitivity of the MOT metric to biased input parameters (mixed epidemic). The 
range in the predicted fraction of new HIV infections acquired by the low-activity group (A), clients (B), 
female sex workers (FSWs, C), and individuals with multiple partnerships (D) are depicted for the five 
most influential parameters from the complex Modes of Transmission model (cMOT) using biased 
inputs. Also shown are the benchmark MOT metric and the unbiased cMOT metric. Across the 
parameter range examined here, the low-activity group incurred the largest burden of new infections, 
and the unbiased MOT metric did not identify the epidemic driver (no red regions). Pop. (population); 
Prev. (prevalence); MP (multiple partnership group). 
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3.3.3 Validity of the MOT metric itself in identifying the relevant prevention targets (epidemic 
drivers) over time 
Figures 3.14 and 3.8-3.10 show how the benchmark MOT metric changes over the course of 
an epidemic. In the concentrated epidemic, most new infections (77%) were acquired by 
clients and FSWs in 1990, compared to the low-activity group in 2012 (65%). In the 
generalized epidemic, 67% of new infections occurred in the multiple-partnership group in 
1990, compared to approximately 40% in each of the low-activity and multiple-partnership 
groups in 2012. Early in the mixed epidemic, most new infections occurred in FSWs and 
clients (37% in 1990), and the multiple-partnership group (39% in 1990), compared to the 
low-activity group in 2012 (48%). Hence, the benchmark MOT metric identified epidemic 
drivers early in the epidemics, but failed to do so in the later stages (with the possible 
exception of the generalized epidemic). Thus, even if perfectly estimated (as in the case of 
the benchmark MOT metric for our synthetic epidemics), the fraction of new HIV infections 
measured in a mature epidemic alone may not distinguish epidemic types, particularly 
between the concentrated and mixed epidemics (Figure 3.14).  
 
Figure 3.14.  The benchmark MOT metric over time in three epidemic types. The benchmark 
Modes of Transmission (MOT) metric is obtained from the 4-stage dynamical model, and is shown for 
the years 1990 and 2012. The MOT metric reflects the fraction of new HIV infections acquired by 
different risk groups (colored bars) estimated for 2012 using data from the synthetic epidemics.*local 
epidemic drivers. 
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3.3.4 MOT metric and the contribution of epidemic drivers to overall HIV transmission 
The fraction of HIV infections acquired in different subgroups (MOT metrics), the fraction of 
HIV infections transmitted from each subgroup (“cMOT transmitted”), and the contribution of 
that subgroup to overall HIV transmission (PAFt) is depicted across epidemic types (Figures 
3.15-3.17). In the concentrated and mixed epidemics (Figure 3.15a, Figure 3.17a), the 
fraction of HIV infections acquired by FSWs (benchmark MOT metric) underestimated the 
PAF1 of FSWs, while the fraction of HIV infections transmitted from FSWs (“cMOT 
transmitted”) approximated the PAF1 of FSWs. This is because HIV acquisition among FSWs 
(MOT metric) does not reflect HIV transmission to clients and other male partners over one 
year. In contrast, the benchmark MOT metric for the multiple-partnership and low-activity 
groups includes HIV infections acquired and transmitted between males and females within 
each respective group, and is thus similar to the cMOT metric and PAF1 (Figure 3.16a-b, 
Figure 3.15b, Figure 3.17b). 
The cumulative PAFt of the epidemic drivers increases over time (Figure 3.15a, Figures 
3.16a-3.17a).  For example, over 30 years, FSWs contributed to 42%-47% of overall 
transmission in the concentrated and mixed epidemics, compared to 17-22% over one year 
(Figure 3.15a, Figure 3.17a). In the generalized epidemic, sex within multiple partnerships 
contributed to 64% of all transmission over 30 years (Figure 3.16a). In contrast, the 
cumulative PAFt of sex within low-activity partnerships remained relatively stable over time 
(Figure 3.15b, Figure 3.16b, Figure 3.17b).  
Therefore, even unbiased estimates of the MOT metric (infections acquired), unbiased 
estimates of the annual fraction of HIV infections transmitted from epidemic drivers, or 
unbiased estimates of the PAF1 would underestimate the medium- to long-term contribution 
of epidemic drivers to overall HIV transmission. This underestimate was largest with the 
gMOT (Figures 3.15-3.17. The findings were similar over the range of values explored in the 
univariate sensitivity analysis of biased inputs for the cMOT (data not shown).  
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Figure 3.15.  MOT metrics by subgroups and their contribution to overall HIV transmission 
(concentrated epidemic). The predicted fraction of new infections acquired by female sex workers (A, 
FSWs) and the low-activity group (B), as obtained from the complex Modes of Transmission model 
(cMOT acquired) and the generic Modes of Transmission model (gMOT acquired), and the benchmark 
MOT (acquired), are shown in grey. The fraction of HIV infections transmitted from FSWs and the low-
activity group is shown in green (cMOT transmitted). The cumulative population attributable fraction 
(PAFt) over different time horizons measured from the year of the MOT (2012) for the epidemic driver 
(FSWs) and low-activity groups are shown in black. 
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Figure 3.16. MOT metrics by subgroups and their contribution to overall HIV transmission 
(generalized epidemic). The predicted fraction of new infections acquired by individuals with multiple 
partnerships (A, MP) and the low-activity group (B), as obtained from the complex Modes of 
Transmission model (cMOT acquired) and the generic Modes of Transmission model (gMOT 
acquired), and the benchmark MOT (acquired), are shown in grey. The fraction of HIV infections 
transmitted from FSWs and the low-activity group is shown in green (cMOT transmitted). The 
cumulative population attributable fraction (PAFt) over different time horizons measured from the year 
of the MOT (2012) for the epidemic driver (FSWs) and low-activity groups are shown in black. 
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Figure 3.17. MOT metrics by subgroups and their contribution to overall HIV transmission 
(mixed epidemic). The predicted fraction of new infections acquired by female sex workers (A, FSWs) 
and the low-activity group (B), as obtained from the complex Modes of Transmission model (cMOT 
acquired) and the generic Modes of Transmission model (gMOT acquired), and the benchmark MOT 
(acquired), are shown in grey. The fraction of HIV infections transmitted from FSWs and the low-
activity group is shown in green (cMOT transmitted). The cumulative population attributable fraction 
(PAFt) over different time horizons measured from the year of the MOT (2012) for the epidemic driver 
(FSWs) and low-activity groups are shown in black. 
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3.3.5 Prevention implications  
3.3.5.1 Illustrative example with a generic intervention.  
Figure 3.18 illustrates the plausible consequences of prevention policies based on different 
epidemic appraisals (gMOT, long-term PAFt, none) when applied under an equivalent 
resource cap across epidemic types. Based on the gMOT, diverting resources away from 
epidemic drivers (Policy 1) fared the worst, leading to increased overall HIV incidence, while 
Policy 3 (prioritizing epidemic drivers based on the long-term PAFt) achieved the largest long-
term impact. If additional resources were available and were focused on the low-activity 
population because the largest fraction of annual HIV infections were acquired within this 
group (gMOT-directed Policy 2), the result was a modest reduction in overall HIV incidence. 
Of note, random allocation of additional resources (Policy 4) – based on policies that did not 
use an epidemic appraisal and did not prioritize subgroups – achieved a similar or larger 
impact than MOT-guided policy 2. 
 
Figure 3.18. Impact of different prevention policies on the overall HIV incidence in three 
epidemic types. A generic intervention that reduces HIV transmission by 80% per sex-act is used. 
Policy 1 (red) prioritizes the low-activity group based on the largest burden of new HIV infections 
estimated from the generic Modes of Transmission model (gMOT) in 2012. gMOT-guided Policy 1 
redistributes finite resources from condom-use coverage in high-risk groups to a generic intervention 
focus on low-activity individuals. gMOT-guided Policy 2 (blue) prioritizes the low-activity group but 
resources are added to existing interventions (baseline condom use in high-risk partnerships is 
sustained). Policy 3 (green) is guided by an increasing long-term population attributable fraction over 
time t (PAFt), and therefore prioritizes epidemic drivers to receive the generic intervention. Policy 4 is 
not informed by an epidemic appraisal, and randomly allocates additional resources across subgroups. 
Each policy is implemented in 2012, is immediately scaled-up, and sustained over 30 years of follow-
up. The person-years of the generic intervention are fixed throughout the follow-up period, and 
equivalent within each simulated synthetic epidemic type. 
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3.3.5.2 Illustrative example with an HIV ‘test and treat’ strategy.  
Figure 3.19 depicts the potential impact of a targeted cART “test and treat” intervention under 
equivalent resources. In the three illustrative scenarios, a “test and treat” program targeted to 
epidemic drivers (based on the largest relative increase in the PAFt over time) achieved a 
larger intervention impact, compared with the same intervention targeted to the low-activity 
group (based on the largest burden of newly acquired HIV infections). This was partly due to 
greater coverage of high-risk groups under an equivalent resource cap when the “test and 
treat” program was prioritized to the largest transmission source. Figure 3.20 depicts the 
potential impact of targeting a cART “test and treat” intervention without a resource cap. With 
‘infinite’ resources, targeting the low-activity group achieved a larger impact in the short-term. 
However, even after discounting the value of future infections averted, the long-term impact 
was larger when this intervention is focused on epidemic drivers.  
 
Figure 3.19: Fraction of discounted HIV infections averted in the total population under finite 
resources, following a combination antiretroviral treatment (cART) intervention guided by the largest 
PAF30 versus the largest distribution of HIV infections (based on the gMOT) in 2012, in a concentrated 
(a), generalized (b), and mixed (c) epidemic. The intervention (cART initiated after acute-stage HIV, as 
a “test and treat” program), was scaled-up over 5 years starting in 2012, under a fixed person-years of 
intervention (resource cap). Both strategies assumed that at baseline, anti-retroviral treatment was 
also initiated at CD4≤350 cells/L for all subgroups, scaled-up to a yearly 0.4 per capita treatment 
initiation rate by 2017. FSW (female sex worker); MP (multiple partnership group). *Includes low-
activity individuals in a main partnership with high-risk individuals. HIV infections averted in the total 
population were discounted at 5%/year. 
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Figure 3.20. Fraction of discounted HIV infections averted in the total population under infinite 
resources, following a combination antiretroviral treatment (cART) intervention guided by the largest 
PAF30 versus the largest distribution of HIV infections (based on the gMOT) in 2012, in a concentrated 
(a), generalized (b), and mixed (c) epidemic. The intervention (cART initiated after acute-stage HIV, as 
a “test and treat” program), was scaled-up over 5 years starting in 2012 to achieve initiation rates of 2 
per capita per year in the targeted subgroup. Both strategies assumed that at baseline, anti-retroviral 
treatment was also initiated at CD4≤350 cells/L for all subgroups, scaled-up to a yearly 0.4 per capita 
cART initiation rate by 2017. FSW (female sex worker); MP (multiple partnership group). *Includes low-
activity individuals in a main partnership with high-risk individuals. HIV infections averted in the total 
population were discounted at 5%/year. 
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3.4 Discussion 
3.4.1 Validity of the MOT model and MOT metric 
Epidemic tools used to guide HIV prevention policies aim to ensure that the right populations 
are reached, the most effective interventions are applied at scale, and finite resources are 
aligned with the desired goals for epidemic control [3,76,77].  Using a dynamical transmission 
model and synthetic data to objectively validate the MOT metric in a controlled and simulated 
environment, this chapter demonstrated three key results.  
First, the MOT metric was sensitive to simplifications in the sexual structure and biases in the 
input parameters leading to biased estimates of the annual distribution of new HIV infections 
obtained from MOT models. However, estimates were improved, and essentially, unbiased, 
when the structure of the MOT model was equivalent to that of our synthetic population and 
used unbiased parameters. This means that with better (less biased) data and a more 
detailed and tailored model structure, more reliable estimates of the MOT metric could be 
obtained [11,14]. 
Second, this work showed that it was not the static MOT model per se, but the MOT metric 
itself – even if perfectly estimated or generated by a dynamical model - that was inadequate 
to identify the relevant prevention targets because it consistently underestimated the long-
term contribution of epidemic drivers to overall HIV transmission (Box 3.1). Similarly, none of 
the other ‘short-term’ measures (the unbiased annual fraction of HIV infections transmitted, 
the annual PAF) captured the long-term contribution of epidemic drivers. Hence, improving 
the reliability of MOT model predictions by improving model structure or using better 
parameters is unlikely to be sufficient if our objective is to focus country-specific HIV 
prevention and achieve a long-term impact.  
Third, translation of the MOT metric based on how subgroups rank by burden of newly 
acquired infections tended to prioritize the low-activity population across epidemic types. 
Thus, MOT-based policies often missed the role of epidemic drivers to overall HIV 
transmission, which undermined our ability to control our synthetic HIV epidemics in the long-
term. 
The failure of the MOT metric to identify epidemic drivers were exacerbated in the late 
(mature) epidemic phase, by simplifying the sexual structure of the MOT model, removing 
multiple HIV exposures, and when underestimating key parameters such as the size of high-
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risk groups. The benchmark MOT metric identified epidemic drivers in the early epidemic 
phase, but not later (mature) phases. In our synthetic generalized epidemic, the benchmark 
MOT identified the single epidemic driver (casual sex within multiple partnerships) even in the 
mature phase partly because individuals engaged in multiple partnerships were the largest 
risk group. As in most regions, the low-risk group in our synthetic epidemics was the largest 
risk group, which means that this group could acquire the largest burden of new HIV 
infections even if their per-capita HIV incidence rate is low [9]. This is evident from most 
published MOT analyses which identify the low-activity population as the most vulnerable 
subgroup, particularly if condom use is high within epidemic drivers (such as FSWs and 
clients) [1,2].  
3.4.2 Prevention implications 
The illustrative analysis of the impact of directly translating the MOT metric into policies 
(using a generic intervention) depended on how resources were allocated. MOT-guided 
policies did not perform better than random allocation of additional resources, highlighting the 
potential limited value in using the MOT to appraise epidemics and guide the selection of 
prevention targets. In addition, the prevention gains already made could even be reversed if 
resources are re-distributed based on the MOT results. The allocation of resources was 
illustrative and cannot be extrapolated to complex real-life choices. Nonetheless, it provides a 
simple exploration of what it could mean for HIV policies guided by expected short-term 
versus the longer-term impact.  
Not surprisingly, the example of cART targeted to the largest long-term transmission source 
resulted in the largest long-term impact in our illustrative scenarios – particularly when 
resources were capped, and despite a preference for short-term benefits (i.e. discounting into 
the future). The translation of the long-term PAF into intervention impact in HIV epidemics 
has been previously demonstrated in settings like Benin and India.[23,24,78] Similarly, the 
expected short-term benefits should be greater if interventions are targeted to the largest 
short-term source of transmission, and hence, the largest fraction of newly acquired HIV 
infections. In this study, the short-term benefit of a distribution-directed strategy was evident 
when resources were unlimited. However, the long-term impact of targeting high-risk groups 
remained larger even after discounting the future value of infections averted – although this is 
likely to vary by discounting rates. 
In reality, HIV prevention targets based on the MOT vary across countries [1,4,79]. While 
some countries explicitly target interventions to the highest-risk groups and local epidemic 
drivers [6], many countries prioritize prevention to the “general population” (which may or may 
not capture epidemic drivers) [1,79]. The importance of prioritizing prevention to key 
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populations, such as FSWs, in high-prevalence HIV epidemics has re-emerged in the policy 
discourse [71,80,81]. However, in regions such as sub-Saharan Africa, prevention efforts 
focused on key populations remain scarce, perhaps partly because the long-term contribution 
of key populations to overall HIV transmission and the potential long-term prevention benefits 
of key population interventions have been overlooked [79,82]. Relying on the MOT metric, or 
any short-term metric, to characterize local HIV epidemics and prioritize HIV prevention 
targets could continue to misdirect resources away from epidemic drivers [8,12,13,79].  
3.4.3 Strengths and Limitations  
To my knowledge, this is the first study to objectively assess the validity of the static MOT 
model [10] using synthetic epidemics generated by a dynamical HIV transmission model, and 
therefore, the first to evaluate the MOT model using an objective, benchmark MOT metric 
and epidemic drivers. The simulated settings were informed by regional empirical data in 
order to use realistic parameter values. The examination of three epidemic types improves 
generalizability of findings across epidemiologic context. This study also demonstrates the 
use of dynamical transmission models to simulate synthetic data, and how we can use them 
to test the validity and utility of different epidemic tools. 
I did not examine other key populations, including men who have sex with men and people 
who inject drugs. However, the overarching principles with respect to the MOT metric are 
expected to be similar if the sexual partnerships between other high-risk groups and the rest 
of the population resemble the connectivity between risk-groups in the heterosexual HIV 
epidemics studied here. Although our deterministic model to generate the synthetic data was 
somewhat limited in structural complexity, its sexual structure included the important features 
of most published models that include high-risk groups[83], and exceeded that of the generic 
MOT model[10,14]. A more complex model (e.g. with partnership duration) would have only 
increased differences between estimates of the static gMOT and the benchmark MOT, which 
would strengthen our conclusions about the MOT model’s lack of reliability. However, 
increasing the complexity of the sexual structure of the dynamical model would have little 
influence on the comparison between the benchmark and cMOT models, because the cMOT 
would be adjusted accordingly. 
Thus far, I have restricted the illustrative intervention example to cART under a “test and 
treat” strategy to enable a fair comparison across targeted subgroups, and under highly 
optimistic coverage. In practice, cART-based interventions are allocated under an 
assumption that they will achieve equal coverage across the population, although targeted 
strategies are now being considered [84]. Intervention impact from the MOT- targeted 
strategies reflects scenarios where high-risk groups are not reached by universal “test and 
Chapter 3  MOT 
161 
 
treat” programs (even if cART for CD4 ≤350 is equal across subgroups). We assumed that 
the resources required to “test and treat” across subgroups were equivalent, but reaching 
high-risk groups could be more difficult, costly, and resource-intensive. Conversely, in 
countries where targeted condom-based and behavioral intervention programs for high-risk 
groups (such as FSWs and clients) are already in place,[85] a targeted “test and treat” 
strategy may require less effort, especially if FSWs and clients routinely (and frequently) 
receive HIV testing via the condom-based program.[86]  While I did not explore interventions 
aimed at reaching uninfected individuals, the findings are expected to be similar under a finite 
resource cap because there are fewer high-risk individuals to reach and high-risk sex 
contributes more to long-term transmission. The findings may be different with no resource 
restriction. An important next step will be an examination of whether, under “infinite 
resources”, a short-term distribution or long-term transmission approach varies by 
intervention-type, and whether the intervention efficacy/coverage would be sufficient to 
achieve local elimination if focused on epidemic drivers, along different discounting rates, and 
whether the distinction between short-term and long-term outlook will be important if 
comprehensive HIV prevention packages always reach key populations. Finally, an important 
limitation of this work is that it was not meant to be predictive for a given region, and does not 
include an extensive uncertainty analysis. Thus, the interventions simulated from 2012 
onwards, and the resource-allocation examples, were illustrative. Nonetheless, they provide a 
useful warning for the potential implication of MOT-guided policies, and to highlight the need 
for policies to consider long-term impact. More detailed modelling and cost-effectiveness 
analysis would be required to make intervention-specific recommendations for policy-
decisions. 
3.4.4 Conclusions and Recommendations 
The generic MOT model remains the current template for HIV epidemic appraisals [10]. Our 
findings suggest that the reliability of the MOT metric could be improved by either using 
locally calibrated dynamical models for generating the MOT metric, or using parameters from 
calibrated dynamical models in the static MOT model (akin to the ‘unbiased’ inputs for the 
cMOT used here). We could also use alternate short-term metrics, such as the fraction of 
new HIV infections transmitted from a given subgroup (i.e. the “MOT transmitted”), or the 
annual PAF generated from dynamical models. However, none of these solutions address 
the fundamental issue that short-term estimates of HIV acquisition or transmission inherently 
underestimate the long-term contribution of epidemic drivers to overall HIV transmission 
under most conditions (except during the early epidemic phase). As the main problem with 
the MOT model rests with the inadequacy of the MOT metric, rather than model specification, 
the validity of the MOT metric in identifying epidemic drivers cannot be improved by 
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calibrating the MOT model (using ‘unbiased’ inputs), increasing the complexity of the MOT 
model structure, or using a dynamical model to generate the metric. 
This chapter suggests that the MOT metric, in and of itself, is not a valid stand-alone tool and 
should not be used for selecting HIV prevention targets because it consistently 
underestimates the contribution of epidemic drivers to overall HIV transmission in the 
medium- to long-term. Translation of the MOT metric into policy could fail to reach epidemic 
drivers, and lead to less effective HIV prevention. Additional tools to characterize HIV 
epidemics that are based on a new paradigm of taking a long-term view (such as the long-
term PAF) and that try to identify epidemic drivers are required, and their objective validation 
is necessary prior to wide-scale use.  
Box 3.1. Key Findings from Chapter 3 
 The annual distribution of new HIV infections (MOT metric) is an inadequate metric, in and of 
itself, for identifying local epidemic drivers and prioritizing the relevant HIV prevention targets, 
especially in mature HIV epidemics 
 An unbiased MOT metric does not consistently identify epidemic drivers because the metric 
inherently underestimates the long-term contribution of epidemic drivers to overall HIV 
transmission. The contribution of epidemic drivers to overall transmission increases over time 
due to secondary transmitted events. 
 Estimates of the MOT metric is sensitive to structural and parameter uncertainty, which 
exacerbate the bias in the annual fraction of HIV infections acquired by epidemic drivers, and 
the fraction of HIV infections due to epidemic drivers in the long-term. Improving the MOT 
model (by improving sexual structure and parameterization) will improve the reliability of the 
MOT model’s predictions. 
 The validity of the MOT metric in identifying epidemic drivers cannot be improved by 
increasing the complexity of the MOT model structure calibrating the MOT model (using 
‘unbiased inputs’), or using a dynamical model (instead of a static model) to generate the 
metric. 
 MOT-directed policies which do not prioritize HIV epidemic drivers could undermine our ability 
to reduce HIV incidence in the long-term. MOT-directed HIV prevention policies are only useful 
in the short-term if existing interventions for epidemic drivers are sustained. MOT-directed 
policies may not perform better than random allocation of additional resources. 
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Chapter Objectives:  
In this Chapter, I develop a mathematical model of heterosexual HIV transmission and 
use publically available data from Sub-Saharan Africa (SSA) to test the validity of the 1% 
HIV prevalence threshold for defining concentrated HIV epidemics (i.e. HIV epidemics 
where R0 <1 in the absence of female sex work). As with the previous Chapters, the 
focus here is on female sex work as the driver of concentrated HIV epidemics and as 
one of the drivers of mixed epidemics. I examine the following questions: 
Objective 4a) How big can a concentrated HIV epidemic theoretically get based on 
available sexual behaviour data from SSA (West/Central Africa, East Africa, and 
Southern Africa)? 
Objective 4b) How sensitive and specific is the 1% threshold for defining concentrated 
HIV epidemics driven by female sex work? 
Objective 4c) How do epidemiological and biological features (male circumcision, 
relative HIV and HSV-2 prevalence across different risk-groups, sexual mixing patterns 
across risk-groups,) correlate with the size of concentrated, mixed, and generalized HIV 
epidemics? 
I define a concentrated HIV epidemic as one in which sex work is both necessary and 
sufficient to enable HIV to establish and persist (Box 1.1) The thesis focuses on female 
sex workers as key populations, and so I only refer to commercial sex work when 
defining epidemic types, but this could refer to other key populations. 
 4.1 Background and Rationale 
4.1.1 Evidence challenging the numerical proxy threshold 
Since 2000, HIV epidemics have been classified based on their size (numerical proxy 
method to HIV epidemic appraisal) [1].  An epidemic was concentrated if HIV prevalence 
in the general population was less than 1% but exceeded 5% in key populations (KP) 
such as FSWs. Epidemics were generalized once HIV prevalence exceeded 1% in the 
general population, irrespective of the burden of HIV in KPs or their upstream 
contribution to HIV spread. All other epidemics were called low-level.  Throughout this 
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Chapter (and thesis), the terms concentrated, low-level, and generalized are written in 
italics in reference to the numerical proxy definition. 
The above classification has been called into question by studies using dynamic models 
of regions with >1% overall HIV prevalence in India [2,3], Kenya [4], and in Benin [5]. 
These modelling analyses suggest that between 50 to 95% of HIV transmission (1-year 
transmission population attributable fraction [PAF], as discussed in Chapter 3) could be 
due directly and indirectly to sex work. However, they did not check if their simulated 
epidemics were concentrated or mixed – i.e. they did not tell us whether the epidemic 
would have taken off or could now be sustained in the absence of sex work. In recent 
years, the academic literature has started to move away from using the 1% threshold for 
defining epidemics and for informing policy [6]. However, its use remains in much of the 
current policy discourse [7] because its validity as a definition for concentrated epidemics 
remains untested. 
4.1.2 Factors influencing HIV epidemic size  
In a simple susceptible-infectious (SI) system with births/deaths (i.e. births replenishing 
susceptibles), then the endemic equilibrium prevalence can be defined as 1-1/R0. 
However, this relationship describes a susceptible population that is all the same (i.e. 
homogenous) [8]. Early work on gonorrhea and on HIV showed that although 
heterogeneity in sexual risk (via contact rates or susceptibility) increases R0, it reduces 
endemic prevalence, for the same average contact rate and mixing patterns than under 
assumptions of homogeneity [8-12]. This is because infection in the high-risk groups 
quickly become ‘saturated’ such that future contacts are made with (and essentially 
‘wasted’ on) those already infected. Mixing patterns (‘who has sex with whom’) are also 
important. In regions with a large R0, epidemic size is smaller if individuals with similar 
contact rates preferentially have sex with each other (assortative mixing) versus in the 
presence of random mixing [9-11]. As Boily et al write, infections essentially become 
‘trapped’ in high-risk groups via assortative mixing [11,13]. Conversely, in settings with 
small R0, assortative mixing can increase overall HIV prevalence because it is 
transmission within and from the high-risk group that allows infection to invade a 
population and thus, increase prevalence [9,11,14].   
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Dynamic modelling and ecological studies have tried to explain regional differences in 
observed HIV prevalence. Orroth et al  used an individual-based dynamic model of HIV 
and STI co-transmission between men and women in two low-prevalence epidemics (4-
8% HIV prevalence; Cotonou, Yaounde) and two high-prevalence epidemics (26-29% 
HIV prevalence; Kisumu and Ndola) based on data from the Four Cities Study [15,16]. 
They found that differences in bacterial STI and HSV-2 prevalence, and in a subsequent 
analysis, differences in male circumcision prevalence could explain observed differences 
in the amplitude of the epidemics in the four cities [15,16].  Similar findings were 
suggested by Abu-Raddad et al, whose dynamic model suggested that HSV-2, more 
than any other STI, was amplifying HIV prevalence in southern Africa [17]. An ecological 
analysis of empirical data from 24 districts in India (with HIV prevalence between 0.2% 
and 2.5%) suggested that on univariate linear regression, FSW HIV prevalence, FSW 
HSV-2 prevalence, and client volume (mean clients/week) were each associated with 
higher HIV prevalence in the antenatal (ANC) female population [18]. On adjusted 
analyses, only FSW HIV prevalence was positively associated with ANC HIV prevalence  
[18]. More recently, Prudden et al showed that at the district-level in Nigeria (HIV 
prevalence, 3- 13%), empirical estimates of HIV prevalence among young females (age 
< 24 years) was associated with overall HIV prevalence in the total population [19], and 
suggested that non-commercial but financially motivated partnerships (transactional sex) 
and casual sex (especially among young females) could act as an amplifier for HIV 
prevalence in this region. 
Together, these studies suggest that differences in a few epidemiologic and biologic 
factors between regions are either leading to differences in epidemic size, or are 
predictive of differences in epidemic size. These factors are plausible from a mechanistic 
perspective - most influence R0 (via contact rates or the transmission probability). Others 
(such as HIV prevalence in FSWs or the young female population) are intuitive markers 
of epidemic size if HIV in a given risk group represents those whose risk behaviors mean 
they are most likely to transmit more than 1 infection. However, policy-relevant questions 
relevant to epidemic size remain unanswered:  
1) How big can a concentrated HIV epidemic driven by sex work theoretically get? 
2) Is the 1% threshold sensitive and specific enough to be able to adequately 
identify a concentrated HIV epidemic (based on the definition in Box 1.1)? 
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3) Which epidemiological or biological features could either lead to, or be markers 
of, epidemic size?  
By drawing on the above literature, on mechanistic plausibility (biological factors acting 
on HIV transmission probability and mixing patterns), and findings from Chapters 2 and 
3, I hypothesized the following: 
Hypothesis 4a. Concentrated HIV epidemics based on available parameters can 
produce overall HIV prevalence >1%. 
Hypothesis 4b. The 1% threshold is neither sensitive nor specific enough to differentiate 
between a concentrated HIV epidemic and a non-concentrated HIV epidemic. 
Hypothesis 4c. Epidemic size has an inverse relationship with male circumcision 
prevalence, an inverse relationship with heterogeneity in HSV-2 prevalence across risk-
groups, and is larger with less assortative mixing between risk-groups. Variability in 
epidemic size can be partly explained by variability in the following epidemiological 
markers (even in mixed and generalized epidemics): FSW HIV prevalence, Client HIV 
prevalence, HIV prevalence among young females (non-FSWs), Ratio of FSW to non-
FSW female HIV prevalence, Ratio of FSW to young non-FSW female HIV prevalence, 
client to non-client male HIV prevalence.  
4.2 Methods 
I developed a behaviorally-complex, dynamic, mathematical model of heterosexual HIV 
transmission using a compartmental, deterministic framework. I used the model to 
generate 1000 synthetic epidemics of each epidemic type (concentrated, mixed, 
generalized) and using data from each of West/Central, East, and Southern Africa. 
These simulations were used to determine the maximum epidemic size of each epidemic 
and to test the validity of the numerical proxy as a marker of concentrated epidemics.  
To ensure that the simulated synthetic epidemics were plausible, I comprehensively 
reviewed and extracted behavioral (including condom-use), HIV and HSV-2 prevalence 
data for sex work and other sexual partnerships in SSA (stratified by three regions: 
West/Central, East, and Southern Africa). Because most HIV programmes are 
implemented at the province or state level (usually with adult population size >250,000-
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500,000), I extracted data at the sub national level where available to more adequately 
capture heterogeneity between locales. In the Methods, I first describe the data sources 
and syntheses for parameters specific to each region in SSA. I then describe the model 
development and parameterization, and conclude with the plan of analysis. I differentiate 
commercial sex work from transactional sex, where the transactional sex refers to 
financially-motivated partnerships defined as ‘sex in exchange for gifts/goods but not 
money’ from any study or ‘sex in exchange for gifts/goods or money’ from general 
population surveys. It has been suggested that ‘sex in exchange for gifts/goods or 
money’ from general population surveys may be conflating non-commercial, financially 
motivated partnerships (with smaller partner change rates) with commercial sex (which 
usually have large partner change rates) [20-22]. Thus, to be as specific as possible 
when extracting data on sex work, I categorized data on ‘sex in exchange for gifts/goods 
or money’ from general population surveys as data on transactional sex.   
4.2.1 Data Syntheses: Parameters and HIV prevalence data for model constraints.  
I performed a 3-stage, comprehensive data syntheses to extract parameter values in the 
two main domains (biological [such as male circumcision and HSV-2 prevalence]; sexual 
behaviour). Wherever possible, the data or estimates were extracted at the sub national 
level. The first stage involved an expansion of the systematic review from Chapter 2 to 
obtain data on sexual behavior within commercial sex, HSV-2 and HIV prevalence on 
FSWs from 1985 onwards. The second stage involved extraction of raw data from the 
demographic health surveys (DHS [23]) to obtain sexual behaviour data on non-
commercial partnerships. The third part involved a grey literature search from the 
UNAIDS country reports for data on overall HIV prevalence across provinces/states and 
for reports on ‘non-commercial’ multiple partnerships, supplemented by drawing from 
published systematic reviews of parameters relevant non-commercial partnerships and 
populations. Tables 4.1-4.3 and Figures 4.1-4.5 show the parameters extracted from the 
above steps. Parameters which I assumed were not region-specific (such as the 
biological transmission probability of HIV per sex act, HIV progression, and population 
growth rates) were drawn from the literature.  
4.2.1.1 Expanded review on commercial and transactional sex data  
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In Chapter 2, I systematically reviewed FSW/client population size and HIV prevalence 
from 2002 onwards. Here I expanded that review to more widely define the range of 
plausible and measured parameter values and FSW HIV prevalence reported from 
empirical studies of commercial sex, and not to conduct meta-analyses. Thus, I 
expanded the search from Chapter 2 (Box 2.1) by adding the term “transact* sex” to the 
searches, and allowing publications from January 1, 1985 onwards. However, I was less 
restrictive in the inclusion/exclusion criteria. I included all published studies and grey 
literature with data on HIV prevalence in FSWs or clients of FSWs (irrespective of the 
denominator) as long as the prevalence was determined via biological sampling (and not 
self-reported HIV status). For sexual behaviour data, I included studies on FSWs and 
women classified as engaging in non-commercial transactional sex (for transactional sex 
partnership parameters), and studies on clients. A total of 7,436 unique records were 
identified, of which 2,113 were assessed at the full-text stage, and 493 sources 
(including the 213 from Chapter 2) provided HIV prevalence data on FSWs and/or 
behavioural data on commercial sex as reported by FSWs and/or clients. I extracted the 
following data to inform model parameters: 
 FSW population size (% of adult females) based on non-survey methods of 
enumerating FSWs (see Chapter 2, Table 2.1) 
 Proportion reporting transactional sex (exchange of money and/or gifts in 
exchange for sex) (females, males excluding ‘clients’ identified by the indirect 
method or who report sex with FSWs) 
 mean or median number of client encounters (visits) per unit time (day, week, or 
month, as provided) and % are with repeat/regular clients (FSWs only) 
 mean or median number of FSW encounters (visits) per unit time (day, week, or 
month, as provided) and % that are with repeat/regular FSWs (clients only) 
 % of clients who visit same FSW regularly 
 % of FSWs who have repeat clients  
 Number of repeat visits to same FSW per unit time (clients only) 
 mean or median number of non-commercial casual partners in the provided unit 
of time (FSWs, clients) 
 % of with main (spouse or other long-term) partner in the last year (FSWs, 
clients) 
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  condom-use (at last sex or ‘always’ over the provided period of time) by 
partnership type (occasional client, any client, regular client, or any non-
commercial partner [including spouse])  
 HSV-2 prevalence (clients, FSWs) 
 Duration in sex work (median, mean) (FSWs, clients) 
 HIV-prevalence among FSWs 
4.2.1.2 Non-commercial sex data from demographic health surveys 
The second stage involved extraction of sexual behavior data on the ‘general population’ 
across SSA, including those involved in non-commercial multiple partnerships – main, 
casual, or non-commercial but financially-motivated (transactional). I extracted raw data 
from the DHS for 36 SSA countries (a total of 74 surveys) for every survey round from 
which sexual behaviour data were available. I extracted data by sub-region (province or 
state, as defined by the survey team) and used the sampling weights provided. Because 
I used the point estimates (and not the variance) for the model inputs and cross-checks, 
I did not adjust for potential clustering resulting from how some surveys sampled 
households and neighborhoods.  I extracted the following DHS data to inform model 
parameters:  
 Mean number of sex acts / year in a main partnership defined by the respondent 
as spousal, cohabitating, or as girlfriend/boyfriend/lover (reported by sexually 
active males and females for the last 3 partners) 
 Mean number of sex acts / year in a non-main partnership (reported by sexually 
active males and females for the last 3 partners, and excluding partnerships 
defined as those with an FSW) 
 Mean number of main partners in the last year among those with ≥1 main partner 
(reported by sexually active males and females) 
 Proportion who report >1 non-main partner in the last year (denominator = 
sexually active males, females) 
 Proportion of those with ≤1 non-main partners who report ≥1 main partner in the 
last year (denominator = sexually active males, females), stratified by age-group 
(>24 and ≤24 years of age) 
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 Proportion of those with >1 non-main partner, who report ≥1 main partner in the 
last year (denominator = sexually active males, females), stratified by (>24 and 
≤24 years of age) 
 Mean number of non-main partners in the last year among those who report >1 
non-main partners in the last year [excluding partners referred to as FSWs] 
(reported by sexually active males, and females who did not report paid sex in 
the last year) 
 Ratio of mean number of non-main partners reported by the top decile of those 
with >1 non-main partners in the last year, to the bottom 90% of those with >1 
non-main partners in the last year (sexually active males, females; excluding 
partners referred to as FSWs and excluding female respondents who reported 
paid sex in the last year) 
 Proportion who used a male condom at last sex by partner type (main, non-main, 
commercial) and by year of the survey (denominator = sexually active males and 
females who reported ≥1 of any of a main, non-main, or commercial partnership 
in the last year) 
 Proportion with >1 non-main partners reporting transactional sex (exchange of 
money and/or gifts for sex [excluding sex with FSWs]) in the last year 
 Proportion of females between 15-24 years of age who had sex at least one male 
partner >10 years older in the last year 
 Overall HIV prevalence among sexually active adults by sub national region (as 
specified in the DHS) 
 HIV prevalence among women between 15-24 years of age by sub national 
region (as specified in the DHS) 
4.2.1.3 UNAIDS reports and published systematic reviews for remaining non-commercial 
sex parameters 
I reviewed the UNAIDS country reports (2004, 2008, 2010, and 2012) from SSA to 
extract HIV prevalence data by sub national region, including surveillance data from 
antenatal clinics (ANC), by year of data collection from 1990 onwards. I reviewed 
published systematic reviews for data on HSV-2 in the general and non-commercial 
high-risk groups (those with multiple partners or attending STI clinics) [24-26]. 
Chapter 4  Numerical Proxy 
 
 181 
4.2.1.4 The data and how they informed the model 
The ranges of extracted parameters used in the model and their sources are shown in 
Table 4.1 (biological parameters), Table 4.2 (non-commercial partnerships), and Table 
4.3 (sex work). Corresponding figures for key selected parameters are shown in Figures 
4.1 to 4.5 to illustrate the range within regions, and differences between regions.  The 
range in FSW HIV prevalence data is shown in Figure 4.6. The rationale for examining 
three regions of SSA was based on this synthesis, which suggested that overall and 
FSW HIV prevalence and the range of parameter values varied by region (Figures 4.1 to 
4.5).  
Levels of male circumcision were lower in Southern Africa (Figure 4.1A). West/Central 
Africa had lower HSV-2 prevalence among low-risk females (Figure 4.1B), but greater 
difference in HSV-2 prevalence between FSWs and low-risk females (Table 4.1) and by 
age-group (4.1E). 
The range in casual partners (non-main, non-commercial) per year was largest in East 
Africa (Figure 4.2A) which had the smallest number of sex acts within these partnerships 
(Figure 4.2C). In all regions, a larger fraction of males reported >1 casual partners than 
females (Figures 4.2D-E). Sex with older males was more commonly reported by young 
females in West/Central Africa (Figure 4.2F). The average number of main partners was 
also larger in West/Central Africa (Figure 4.3A). More males reported transactional sex 
in Southern and West/Central Africa (Figure 4.3B). Larger FSW population size was 
seen in East and in West/Central Africa (Figure 4.3D). Client visits were more frequent in 
West/Central Africa (Figure 4.3E), while duration of sex work was shorter in Southern 
Africa (Figure 4.3F). Condom-use during commercial sex rose in all three regions (Figure 
4.4) to much higher levels than in casual sex (Figure 4.5). As seen in Chapter 2, FSW 
HIV prevalence was generally higher in Southern Africa (Figure 4.6). From the sub-
national estimates of overall or ANC HIV prevalence prior to 2002, HIV prevalence 
reached as high as 18%, 40%, and 55% in West/Central, East, and Southern Africa 
respectively. Between 2002 and 2008, overall or ANC HIV prevalence was has high as 
15%, 35%, and 40% in West/Central, East, and Southern Africa respectively. 
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Table 4.1. Biological parameters that varied by region 
Data inputs for parameter range Model Input Range Figure 
Definition Model 
assumption 
Sources Notes WC E S  
% of males 
circumcised 
Stable over time DHS Most recent DHS 
(after 2002); self-
reported 
30-98 20-98 1-74 4.1A 
HSV-2 prevalence 
among low-risk 
females (%) 
Stable over time Published 
systematic 
reviews [24-26] 
Low-risk excludes 
FSWs and other 
high-risk females 
(>1 partner in last 
year1) 
13-26 14-54 29-57 4.1B 
Ratio of HSV-2 
prevalence among 
females vs. males (all 
risk-groups) 
Stable over time Published 
systematic 
reviews [24-26] 
Estimated using the 
same 
province/stage 
wherever possible 
1.5-5.6 1.2-2.4 1.2-7.1 4.1C 
Ratio of HSV-2 
prevalence among 
FSWs vs. low-risk 
females 
Stable over time Expanded 
Chapter 2 review 
Estimated using the 
same 
province/stage 
wherever possible 
1.1-4.4 1.1-2.2 1.3-1.9 4.1D1 
Ratio of HSV-2 
prevalence among  
>24 years vs. those 
≤24 years of age 
Stable over time Published 
systematic 
reviews [24-26] 
Estimated using the 
same 
province/stage 
wherever possible 
1.3-7.8 1.4-5.1 1.2-3.5 4.1E 
Ratio of HSV-2 
prevalence among 
non-commercial high-
risk women/men to  
low-risk women 
Stable over time  
 
Same for clients 
(no HSV-2 data 
on clients) 
Published 
systematic 
reviews [24-26] 
Estimated using the 
same 
province/stage 
wherever possible; 
High-risk refers to 
>1 partner in last 
year1 
1.3-2.8 1.0-4.0 1.6-3.8 4.1F 
WC (West and Central Africa); E (East Africa); S (Southern Africa); DHS (demographic health surveys [23]) 1or sexually transmitted infection (STI) clinic attendees 
1 HSV-2 prevalence shown, not ratio 
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Table 4.2. Sexual behaviour parameters for casual, transactional, and main partnerships 
Data inputs for parameter range Input Range Figure 
Definition Model assumption Source WC E S  
# of casual 
partners/year 
Assigned to males who 
have >1 casual sex 
partner/year (MP 
group); estimated for 
females to balance 
casual partnerships 
DHS: Mean number of sex acts / year in a non-main 
partnership (reported by sexually active males and 
females for the last 3 partners, and excluding 
partnerships defined as those with an FSW) 
 
2-4.9 2-18 2.05-12 4.2A 
Ratio, casual 
partners/year in 
the top decile vs. 
bottom 90% 
Used to estimate the 
number of 
casual/partners per 
year in the low-
frequency and high-
frequency MP group in 
the model (Section 
4.2.3) 
DHS: Ratio of mean number of non-main partners 
reported by the top decile of those with >1 non-main 
partners in the last year, to the bottom 90% of those 
with >1 non-main partners in the last year (sexually 
active males, females; excluding partners referred to 
as FSWs and excluding female respondents who 
reported paid sex in the last year) 
1.5-13.3 1-10.9 1.5-9.8 4.2B 
% of males with 
>1 casual 
partners/year 
Used to define the % 
of males who enter the 
MP class; the same 
fraction of clients are 
assumed to engage in 
casual sex 
DHS: % of females aged 15–49 who have had 
sexual intercourse with >1 non-main partner in the 
last 12 months (denominator = sexually active in last 
1 year) 
8-32 1-30 7-28 4.2D 
Ratio of females 
to males who 
enter the MP 
class 
The same fraction of 
FSWs are assumed to 
engage in casual sex 
DHS: % of males aged 15–49 who have had sexual 
intercourse with more than one non-main partner in 
the last 12 months (denominator = sexually active in 
last 1 year) 
0.01-0.47 0.04-0.28 0.06-0.43 4.2E1 
% of young 
females with 
partners >10 y 
older 
Translated to % of a 
young female’ casual, 
transactional or main 
partnerships that 
formed with a male 
>10 years  older than 
her 
DHS: % of females between 15-24 years of age who 
had sex at least one male partner >10 years older in 
the last year 
 
0--56 0-26 0-34 4.2F 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker); DHS (demographic health surveys [23]) 
1 shown as % of females with >1 casual partners/year 
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Table 4.2 continued. Sexual behaviour parameters for casual, transactional, and main partnerships 
Data inputs for parameter range Input Range Figure 
Definition Model assumption Source WC E S  
# of sex acts/year  
in a casual 
partnership 
 DHS 
 
8.3-26 10-24 12-28 4.2C 
# of sex acts/year  
in a main 
partnership 
 DHS 12-88 8-86 34-128 N/A 
# of sex acts/year 
in a transactional 
partnership 
 Studies reporting TS [21,27-32]. Because 
few data available, input range drawn from # 
casual sex acts/year 
8.3-26 10-24 12-28  
# of main 
partners/year 
Assigned to males; 
estimated for females to 
balance main partnerships 
DHS 1.12-1.83 1.0-1.45 1.04-1.21 4.3A 
% of males 
engaged in TS in 
the last year 
Applied to the MP groups 
and to the client groups 
DHS: % with >1 non-main partners reporting 
exchange of money and/or gifts for sex 
(excluding sex with FSWs) in the last year 
 
1-21 2-6 4-23 4.3B 
% of females 
engaged in TS in 
the last year 
Applied to the MP groups 
and to the FSW groups 
DHS: % with >1 non-main partners reporting 
exchange of money and/or gifts for sex in the 
last year 
 
8-13 1-4 1-29 4.3C 
Ratio of young to 
older female 
engagement in TS 
Applied to the MP, FSW, 
and client groups 
DHS and studies reporting TS [21,27-32] 1.5-7.9 2.1-5.4 1.45-4.35 N/A 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker); TS (Transactional sex is defined as non-commercial sex where money/gifts or other 
gifts are exchanged but where studies do not refer to females as FSWs or to males as clients, excludes males and females who report exchange of sex for money 
only [or ‘paid sex’]); DHS (demographic health surveys [23]) 
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Table 4.2 continued. Sexual behaviour parameters for casual, transactional, and main partnerships 
Data inputs for parameter range Input Range Figure 
Definition Model assumption Source WC E S  
% of low-risk males 
with main partners 
in the last year 
Applied to the always low-
activity and the former MP 
and former client groups 
DHS: % of those with 0 non-main partners 
who report ≥1 main partner in the last year 
(denominator = sexually active males), age 
15-49 
66-91 72-92 50-90 N/A 
% of high-risk 
males with main 
partners in the last 
year 
Same estimate applied 
across the MP and client 
risk-groups 
DHS and client surveys 13-79 25-84 22-87 N/A 
% low-risk females 
with main partners 
in the last year 
Applied to the always low-
activity and the former MP 
and former FSW groups 
DHS: % of those with 0 non-main partners 
who report ≥1 main partner in the last year 
(denominator = sexually active females), age 
15-49 
71-97 66-90 52-83 N/A 
% of high-risk 
females with main 
partners in the last 
year 
Same estimate applied 
across the MP and FSW 
risk-groups 
DHS and FSW surveys  2-75 3-95 3-85 N/A 
Ratio of the fraction 
of young to older 
males who have 
main partnerships 
 
Applied to all risk-groups DHS and client surveys; averaged across 
risk-groups 
0.04-0.31 0.09-0.43 0.05-0.61 N/A 
Ratio of the fraction 
of young to older 
females who have 
main partnerships 
 
Applied to all risk-groups DHS and FSW surveys; averaged across 
risk-groups 
0.33-0.87 0.27-0.81 0.24-0.72 N/A 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker); DHS (demographic health surveys [23]) 
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Table 4.3 Sexual behaviour parameters for commercial sex partnerships 
Data inputs for parameter range Input Range Figure 
Definition Model assumption Source WC E S  
FSW population 
size (% of adult 
females currently 
engaged in sex 
work) 
% of females who could 
enter sex work (which is 
then multiplied by the 
rate of entering sex work) 
Expanded Chapter 2 review; restricted to non-
survey enumeration  
0.1-4.3 0.17-5.2 0.45-2.7 4.3D 
Fraction of FSW or 
clients who are 
engaged in high-
volume sex work 
Probability of entering the 
high-volume FSW or 
client activity classes, if 
entering sex work 
Expanded Chapter 2 review 1-50 7-74 5-25 N/A 
Ratio of commercial 
sex partners/year 
between high- to 
low-volume FSWs 
or clients 
Used to estimate number 
of client encounters/year 
among FSWs; and 
number of FSW 
encounters/year among 
clients 
Expanded Chapter 2 review 1.12-30 2-25 3-20 N/A 
Number of client 
encounters or visits 
per year per FSW 
Used to generate the 
client population size (or 
fraction of males who 
could become clients) 
Expanded Chapter 2 review 37-2652 156-1456 132-1248 4.3E 
% of client 
encounters that are 
with repeat clients 
Used to generate the 
client population size (or 
fraction of males who 
could become clients) 
Expanded Chapter 2 review 20-50 28-90 1-90 N/A 
Fraction of FSW 
visits that are with 
regular FSWs 
Used to generate the 
client population size (or 
fraction of males who 
could become clients) 
Expanded Chapter 2 review; data was only 
available from West and East Africa, and thus 
applied to all regions 
0.2-0.6 0.2-0.6 0.2-0.6 N/A 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker) 
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Table 4.3 continued. Sexual behaviour parameters for commercial partnerships 
Data inputs for parameter range Input Range Figure 
Definition Model assumption Source WC E S  
# of sex acts in an 
occasional 
commercial 
partnership 
Assumed to be 1 per 
partnership 
 N/A N/A N/A N/A 
# of sex acts in a 
repeat/regular 
commercial 
partnership 
Used to generate the 
client population size (or 
fraction of males who 
could become clients) 
Expanded Chapter 2 review; data was only 
available from West and East Africa, and thus 
applied to all regions 
4.6-52 4.6-52 4.6-52 N/A 
% of FSWs who 
have repeat clients 
Used to generate the 
client population size (or 
fraction of males who 
could become clients) 
Expanded Chapter 2 review 52-69 60-90 1-90 N/A 
Duration of sex 
work among 
females (years) 
Assumed to be 
independent of age 
Expanded Chapter 2 review 0.6-7.9 1-9.2 2-6.2 4.3F 
Duration of time 
spent paying for 
sex among males 
(years) 
Assumed to be 
independent of age 
Expanded Chapter 2 review; data was only 
available from West Africa, and thus applied to 
all regions 
1-15 1-15 1-15 N/A 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker) 
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Figure 4.1. Distribution of biological parameter data by West/Central, East, and Southern 
Africa. The box-whisker plots show the distribution of point estimates (mean, median, or 
proportion as provided) from individual studies and provinces/states/cities in each region, with the 
median, inter-quartile range (solid), and outliers less or greater than 1.5X the inter-quartile range 
(dots) depicted. The full range by region was used to generate the synthetic epidemics. 
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Figure 4.2. Distribution of casual partnership parameter data by West/Central, East, and 
Southern Africa. The box-whisker plots show the distribution of point estimates (mean, median, 
or proportion as provided) from individual studies and provinces/states/cities in each region, with 
the median, inter-quartile range (solid), and outliers as less or greater than 1.5X the inter-quartile 
range (dots) depicted. The full range by region was used to generate the synthetic epidemics. * 
Weighted average among males and females in the demographic health surveys; estimates 
reflect self-reported number of non-main and non-commercial sexual partners in the last 12 
months (where main refers to spouse, cohabitating, lover, or girlfriend/boyfriend). 
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Figure 4.3. Distribution of partnership parameter data by West/Central, East, and Southern 
Africa. The box-whisker plots show the distribution of point estimates (mean, median, or 
proportion as provided) from individual studies and provinces/states/cities in each region, with the 
median, inter-quartile range (solid), and outliers less or greater than 1.5X the inter-quartile range 
(dots) depicted. The full range by region was used to generate the synthetic epidemics. 
*Weighted average among males and females in the demographic health surveys; estimates 
reflect self-reported number of sex acts with last 3 partners defined as spouse, cohabitating, 
lover, or girlfriend/boyfriend.**Transactional sex (TS) refers to the exchange of goods/gifts/money 
for sex as reported from general population surveys and excludes those who reported sex with a 
commercial sex worker or only exchange money for sex. Thus, the TS estimates likely include 
formal FSWs and clients of FSWs. 
Chapter 4  Numerical Proxy 
 
 191 
Figure 4.4. Distribution of condom use data by West/Central, East, and Southern Africa 
(commercial sex). Panels A-C show the point prevalence of condom use (fraction of FSWs or 
clients who report condom use at last sex with a commercial sex partner, or always condom use 
with a commercial sex partner in the last 1 week to 12 months) as obtained from our expanded 
systematic review. These estimates do not include repeat or regular client encounters (where 
client type was noted). Each country is represented by a different color on the scatter plots. 
Panels D-F show the corresponding median, inter-quartile range (boxes), and range of condom-
use by the following time-periods (1990-1995; 1995-2000; 2000-2005; 2005-2008) for each 
region. 
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Figure 4.5. Distribution of condom use data by West/Central, East, and Southern Africa 
(casual sex). Panels A-C show the point prevalence of condom use (fraction of respondents who 
report condom use at last sex with a non-spousal, non-commercial sex partner) from the 
demographic health surveys (each country is represented by a different color on the scatter plot). 
Panels D-F show the corresponding median, inter-quartile range (solid boxes), and range of 
condom-use by the following time-periods (1990-1995; 1995-2000; 2000-2005; 2005-2008) for 
each region. Due to few condom use data on transactional sex, we used the same range of 
condom use obtained from data on casual sex. 
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Figure 4.6. Observed HIV prevalence among FSWs over time, by region. FSW HIV 
prevalence data drawn from the expansion of the review conducted in Chapter 2. The median, 
inter-quartile range (solid box), with outliers less or greater than 1.5X the inter-quartile range are 
shown. The upper values for each time-period (until 2008) by region was used to help constrain 
the synthetic model outputs (bounding, Section 4.2.3). 
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4.2.2 Model Development 
I developed a dynamic, compartmental, deterministic model of heterosexual HIV 
transmission to reflect heterogeneity in sexual behaviour. The compartments represent 
‘states’ of different health and/or sexual activity and demographic status. The goal was to 
allow enough behavioural heterogeneity to answer the research question but stay 
aligned with the granularity of available data. Thus, to prevent additional complexity in 
the model (and thus, to avoid another layer of complexity to the research question at this 
stage) I did not include HIV treatment.  The model is defined by a set of coupled ordinary 
differential equations and numerically solved with a four-stage Runge-Kutta algorithm 
(time-step = 0.02 years). The model and solver were coded in C++ programming 
language. Analyses and graphics were conducted in R version 3.1.2. A schematic 
representation of the model is shown in Figure 1. The list of demographic state variables 
is shown in Table 1. There are two sexes (i), seven activity-groups (j), and two age-
groups (k).  
 
Figure 4.7. Schematic of the activity-classes in the model.  
The dashed arrows represent turn-over in the risk-groups. Former FSW, former clients, and 
former MP individuals have the same behaviour as the always low-risk group (grey). As 
individuals enter the sexually-active population, they first enter groups j=3,4,5 (entry arrows not 
shown). FSW (female sex worker); MP (multiple partnership group).  
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Figure 4.8. Biological structure of the HIV transmission model.   
Transitions for HIV progression are given by  while HIV-attributable mortality is given by  
. Births, baseline mortality and cessation of sexual activity are not shown.  
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Table 4.4. Demographic state variables 
Demographic State variables Index 
Sex  
Male i=1 
Female i=2 
Activity group (high-activity)  
High-volume sex work  j=1 
Low-volume sex work j=2 
High-frequency multiple partnership (MP) group  j=3 
Low-frequency multiple partnership (MP) group j=4 
Activity group (low-activity)  
Always low-activity j=5 
Formerly engaged in sex work j=6 
Formerly engaged in multiple partnerships (MP) j=7 
Age  
Young (<24 years of age) k=1 
Older (≥24 years of age) k=2 
Biological State Variables Label 
Susceptible to HIV S 
Acute-stage HIV I1 
HIV infected, CD4 >350 cells/mm3 I2 
HIV infected, CD4 200-350 cells/mm3 I3 
CD4 ≤200 cells/mm3 I4 
 
4.2.2.1 Demographic transitions.  Upon start of sexual activity, males and females enter 
one of three activity classes (       ) as young adults (k=1): the high- or low-frequency 
multiple partnership (MP) or low-activity classes. Individuals enter sex work (as FSWs or 
clients) from the always low-risk and MP groups at rate dependent on the fraction likely 
to enter sex work and the inverse of the duration in sex work. Entry into sex work is 
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assumed be to be independent of age. Ageing to the k=2 age-group is an exponential 
process where individuals spend an average of 10 years in the k=1 age-group unless 
they leave the model population as a result of age-specific baseline mortality     . After 
an average duration of time in a higher-activity class (            individuals “retire” into 
their respective low-activity class (     ), at rates given by ij. Duration in sex work or 
time spent in the MP activity-classes is assumed to be independent of age. Individuals in 
k=2 age-group then exit the population at cessation of sexual activity or baseline 
mortality, together given by one parameter ijk. To stabilize the relative size of subgroups 
before introducing HIV the model is run with a 100-year burn in period, and checked to 
ensure <0.01% variation in the relative proportion of individuals in each activity- and age-
group. HIV infection is then seeded with 1 infectious individual each activity-class of the 
younger age-group (k=1) in the seed year. The infectious stage of the seed is randomly 
selected for each simulation. 
4.2.2.2 Biologic transitions.  Individuals are susceptible (S) upon start of sexual activity, 
and become infected with HIV (acute stage, I1) with a force of infection (HIV incidence 
per S) dependent on partnership type, partner change rate, and HIV prevalence of the 
partners. Individuals then progress (at rates ) through a total of z stages of untreated 
HIV (I2, I3, I4) reflecting the following: CD4 >350 cells/L, CD4 between 200-350 cells/L, 
and CD4 ≤200 cells/L respectively. Each stage is associated with a different 
transmission probability. 
Co-infection with HSV-2 is included at a stable prevalence. HSV-2 is assumed to 
increase HIV infectiousness and susceptibility, per sex-act. Baseline male circumcision 
is included and assumed to remain stable over time. 
4.2.2.3 Sexual partnerships.  The model includes 5 partnership types (pt), each with its 
own number of sex acts/year and level of condom-use: occasional commercial (pt=1), 
regular/repeat commercial (pt=2), transactional (pt=3), casual (pt=4), and main (pt=5). 
Depending on whether individuals engage in a given type of partnership, they incur a 
force of infection from each of these partnerships. Partnership formation and dissolution 
is instantaneous, and therefore this model does not explicitly take into account duration 
of partnerships. Individuals within each activity and age-group have a specific probability 
of forming a partnership of each type, given by     
  . 
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Table 4.5. Features of each partnership type, and parameters by region 
 pt 
Activity 
class 
Occasional 
commercial 
pt=1 
Repeat 
commercial 
pt=2 
Transactional 
pt=1 
Casual 
pt=1 
Main 
pt=1 
j=1     Table 4.3 Table 4.2 Table 4.2 Table 4.2 
j=2     Table 4.3 Table 4.2 Table 4.2 Table 4.2 
j=3         Table 4.2 1 Table 4.2 
j=4         Table 4.2 1 Table 4.2 
j=5,6,7                 Table 4.2 
 
4.2.2.4. Key assumptions about sexual activity. I assumed that sexual behaviour does 
not differ by HIV stage, which our data from India suggest is likely the case among 
FSWs [33]. Individuals leave this system (or population under study) upon cessation of 
all sexual activity (while in k=2), baseline mortality (  ), or HIV-attributable mortality 
(  ). Because HIV-attributable mortality can result in large reductions in the relative size 
of high-activity groups, I assumed that individuals from low-activity groups replace high-
activity individuals who died from HIV at a ratio that ranges from 0.8:1 to 1:1. The extent 
to which the replacement HIV-attributable deaths (in high-risk groups) are required in a 
model remains uncertain. Modelling studies of non-commercial sex suggest that 
replacement would have little influence on endemic HIV prevalence [34]. However, 
models which included sex work (and very high contact-rates with relatively shorter 
duration of high-risk activity) suggest replacement may be important for HIV persistence 
[35-38]. There are little empiric data on what happens to the size of sex work 
communities due to HIV-attributable mortality, with few data on FSW size data from 
different time points for the same province/state (Chapter 2). I operationalized 
replacement as direct entry from HIV-stages proportional to the number in each HIV-
stage. To replace FSW and clients, individuals came from the always low-risk and MP 
groups. To replace HIV deaths in the MP group, individuals came from the always low-
risk groups. 
  
Chapter 4  Numerical Proxy 
 
 199 
4.2.2.5. Model equations: state variables and demographic transitions   
The state variables are given by: 
     
  
      
                                            (4.1) 
     
 
  
      
      
                   
              
              (4.2) 
    
     
 
  
     
      
                 
             
            
              (4.3) 
  
The size of each subgroup is given by: 
                
  
            (4.4) 
      
The following describes entry into the different activity-classes (      ).  
Upon start of sexual activity, individuals enter the k=1 age-group as MP or always low-
risk: 
      
      
      
 
 
             
            
        (4.5) 
Where,          
  
      
           after HIV is seeded into the population in the seed year, and pr = 
population growth rate (assumed to be the same for males and females).      is the 
inverse of the duration of time spent in the j class (Table 4.8), and     is the fraction of 
the population that enters class j at onset of sexual activity. 
Individuals enter sex work from the MP and always low-risk classes: 
                     
 
                  (4.6) 
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Where        is the rate of entering sex work from class j’  
                                         (4.7) 
And                     
Where,      is the relative fraction of the population in class j’ that will enter sex work 
(FSW or client).      is generated by multiplying initial FSW or client population size with 
the fraction that enters sex work from the MP class versus the always low-activity class 
(Table 4.8). 
Individuals enter the former sex work and former MP classes from high-activity classes: 
      
           
 
    
           
 
    
 
   
   
       (4.8) 
The rate of movement from high-activity to former sex work (FSW/client) and former MP 
classes among HIV-infected individuals is given by: 
    
    
 
            
  
    
            
  
    
 
         
          
          
                      (4.9)  
While the rate of entering sex work among HIV-infected individuals is given by: 
    
                  
     
    
                (4.10) 
Individuals age out of k=1 a rate of    and into k=2 at a rate of  
    
    
        
 
    
   
           (4.11) 
    
    
       
  
 
    
   
         (4.12) 
Untreated HIV progression into lower CD4 categories is represented by the parameter 
  , where     . The parameter is derived by using empirical estimates of the duration 
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of time spent in each CD4 category, which account for underlying and HIV-attributable 
mortality: 
   
 
    
                    (4.13) 
4.2.2.6 Model equations: force of infection   
Here one’s own activity and age category is denoted  j, and k, respectively, and those of 
members of the opposite gender are distinguished with a prime ( j’ and k’). 
Because the sexual activity classes         have the same sexual behaviour 
properties, they form one pool of currently low-activity individuals. Thus, I group them 
together for partnership allocation and mixing, herein denoted as     
          
 
             (4.14)  
          
 
            (4.15)  
    
       
  
             (4.16) 
The force of infection per susceptible individual is given by: 
                 
   
    
 
   
 
     
          
          
   
     
      
            (4.17)  
Where          
     is the per-partnership transmission rate of HIV from infected individuals in 
sex i’ to opposite sex i, when the infected partner is in activity-class j’ and age-class k’ 
and HIV stage z, and the partnership is of type pt. The pattern of contacts for each pt is 
defined through a matrix determining the age and activity group-specific rates of 
partnership formation with the age and activity groups of the opposite sex. 
          
   is the number of partnerships formed with individuals of the opposite sex by age 
and activity group. This number is calculated by distributing the total number of 
partnerships that are allocated to individuals in each sex, activity, and age-group     
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multiplied by     
  , the probability that individuals in sex i, class j, and age k engage in 
partnerships of type pt.  
The mixing element          
    is given by [14,39]: 
 
         
       
      
                 
   
 
             
  
 
      
  
  
             
  
 
      
   
  
   
    
       (4.18) 
Where,                                
Where      is the identity matrix. This pattern of mixing by activity-class ranges from 
assortative (‘like-with-like’,      ) to proportional (      , and the pattern of mixing 
by age is determined by      
   which is the fraction of a k-aged individual’s partnerships 
that are formed with individuals of age-group k’. 
We assume that for commercial sex (pt=1, pt=2), there is no age-preference and age-
mixing is proportional to the number of partnerships of type pt on offer by individuals of 
age k’. 
     
   
              
  
      
   
  
              
  
 
     
   
  
 
    
                  (4.19) 
For all other partnerships (casual, transactional, and main), I assume that older females 
do not form partnerships with younger males (and thus younger males do not form 
partnerships with older females) [40]. I translated the DHS estimates of the % of young 
women reporting at least 1 partner >10 years older, into      
   for         . Although 
these are not the best data to estimate the parameter     
  , they were the only DHS data 
available (i.e. data on the fraction of sexual partners >10 years older were not available 
from the DHS). Accordingly, the fraction of young female (k=1) partnerships that are 
formed with young males is given by: 
    
         
           (4.20) 
And so for males: 
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           (4.21) 
At every time-step, the mixing elements         
    are constrained such that the total 
number of partnerships of type pt formed by males j,k with females j’,k’ must equal the 
total number of partnerships of type pt formed by females j’,k’ with males j,k.  
            
                  
           (4.22) 
This condition is set from time=0. Thus, we set the proportion of males who are clients – 
i.e.      where j=1 and j=2 from the FSW client encounter data.      
       
      
   
        
   are calculated from the annual client encounters per FSW, % of FSWs who 
have repeat clients, % of client encounters that are repeat encounters (repeat clients), 
number of sex acts within a regular commercial partnership per year, and ratio of client 
encounters between high-volume and low-volume FSWs. We then use the estimates of 
the average number of FSW visits/client, ratio of FSW visits between high-volume and 
low-volume FSWs, and the % of clients who visit an FSW repeatedly to estimate the 
proportion of males who are clients. For the casual sex, we use size of the MP group 
among males and females (based on the data) and the average number of casual 
partners/year among males, to set the average number of casual partners/year among 
female MP groups. For transactional sex, we do the same but use the average number 
of transactional partners/year among females to set the average number of transactional 
partners among males. For main partnerships, we use the average number of main 
partners/year among males to set the number of main partners/year among females. 
During the model run, if equation 4.22 does not hold,         
   and         
   are adjusted 
as per Garnett et al  (denoted with *)[14]: 
    
            
  
             
          (4.23) 
         
   
 
          
                    (4.24) 
         
   
 
           
                 (4.25) 
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Where,   determines whether the demand for sexual partnerships of males (       
   or females (         is the strongest determinant of the pattern of partnership 
formation. For this analyses, we fixed      . 
The per-partnership transmission probability of HIV is given by the following: 
         
                                             
   
    
            (4.26) 
             and                 are given by 16 permutations of the following possible 
combinations:  
Table 4.6. Combinations influencing           
     
Factor influencing                               
Condom-use in each 
partnership type 
                          
  
   
 
        1 
HSV-2 prevalence in one’s 
partner and oneself 
                        
  
 
                       
 
                    1 
                       
 
Male circumcision (only 
applies to i=1):  
                                   
           1 
 
The prevalence of HSV-2 is given by    , which can increase the relative risk of HIV 
infectiousness (   ) or HIV susceptibility (   ) per sex-act. 
For condom-use, I assumed a linear increase in condom-use from zero in the seed year 
to Ycondom_year_1, which ranged from 1985-2002. The corresponding level of condom-use 
by partnership type at this point type was drawn from the range in the data shown in 
Table 4.7 and Figures 4.5-4.6. I then assumed that condom-use could vary in how it 
increased to the levels achieved by 2006-2008 (Ycondom_year_2). The latter condom-use 
level was also drawn from the corresponding range in the data per region, and assumed 
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to saturate at this level by time = Ycondom_year_2. The increase in condom-use from 
Ycondom_year_1 to Ycondom_year_2 could take any shape and rate under a generalized logistic 
function, where the growth rate is varied between 0.1 and 0.5, and the time of maximum 
growth varies between the first third of the time-period to the last quarter of the time-
period. If the sampled level of condom-use in Ycondom_year_2 was < Ycondom_year_1, then the 
lower of the two values was assumed and held constant from Ycondom_year_1 onwards. I 
fixed condom-use in main partnerships at 10% from Ycondom_year_1 onwards. 
Table 4.7 Condom-use parameters 
Data inputs for parameter range Input Range Figure 
Definition Source WC E S  
Proportion of occasional commercial 
partnerships where condoms are used 
(Ycondom_year_1) 
Expanded Chapter 
2 review 
0.2-0.98 0.19-0.99 0.02-0.98 4.4A-F 
Proportion of occasional commercial 
partnerships where condoms are used 
(Ycondom_year_2) 
Expanded Chapter 
2 review 
0.23-0.99 0.04-0.98 0.5-0.92 4.4A-F 
Ratio of condom-use during 
repeat/regular commercial sex vs. 
occasional commercial sex 
Expanded Chapter 
2 review; estimated 
wherever data from 
the same study was 
available 
0.16-0.98 0.74-1.0 0.65-0.94 N/A 
Proportion of casual partnerships 
where condoms are used 
(Ycondom_year_1) 
DHS 0.09-0.48 0.06-0.5 0.21-0.59 4.5A-F 
Proportion of casual partnerships 
where condoms are used 
(Ycondom_year_2) 
DHS 0.02-0.48 0.02-0.61 0.17-0.75 4.5A-F 
Proportion of transactional partnerships 
where condoms are used 
(Ycondom_year_1) 
Expanded Chapter 
2 review; there were 
few data  [21,27-
32], so I used the 
same range as for 
casual sex 
0.09-0.48 0.06-0.5 0.21-0.59 N/A 
Proportion of transactional partnerships 
where condoms are used 
(Ycondom_year_2) 
Expanded Chapter 
2 review; there were 
few data  [21,27-
32], so I used the 
same range as for 
casual sex 
0.02-0.48 0.02-0.61 0.17-0.75 N/A 
MP (multiple partnership group, see Section 4.2.3); FSW (female sex worker); WC (West/Central 
Africa): E (East Africa); S (Southern Africa). 
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Table 4.8. Parameter Values and Descriptions 
Symbol Parameter/variable descriptor Value or Range Varied or 
Fixed by 
region 
Subscripts and 
superscripts 
   
pt Type of partnership 1=regular commercial 
2=occasional 
commercial 
3=transactional 
4=casual 
5=main 
N/A 
Transition rates and 
related parameters 
   
Seed Year 1 HIV infection seeded into each activity class of k=1 1975-1985 Varied 
  
    Total starting population (15-49 years of age) in each 
gender 
(the initial population in the seed year) 
250,000 Fixed 
pr Annual crude birth rate [41]. Rate assumed to remain 
unchanged and taken as the average across SSA from the 
last 20 years. 
0.024 Fixed 
 21,   22 Per-capita rate derived from the inverse of duration in sex 
work among FSWs, used for rate of entering and exiting 
sex work 
1/duration of sex work 
(Table 4.3) 
Varied 
  11,  12 Per-capita rate derived from the inverse of duration in sex 
work among clients, used for rate of entering and exiting 
sex work 
1/duration of paid sex 
among clients 
(Table 4.3) 
Varied 
  i3,   i4 Per-capita rate derived from the inverse of duration in MP 
class, used for exiting MP class 
1/10 Fixed 
  i5,   i6,   i7 Currently low-activity class 0 Fixed 
  i3 
  i4 
Rate of entering into the multiple partnerships class (per-
capita, per year) after onset of sexual activity 
1/10 
 
Fixed 
  i5 Rate of entering into the low activity class (per-capita, per 
year) 
1/35 Fixed 
  ij Sex work, former sex work, and former MP groups                  Fixed 
   Rate of transitioning from k=1 to k=2 
 
       
     
Fixed 
    Fraction of individuals who enter the MP class: 
                                                
 
                                                
          
 
   
  
 
High-frequency MP are fixed at the highest-decile as 
drawn from the DHS data 
Table 4.2 
 
Varied 
      Fraction of individuals in sex work (FSWs or clients) or 
who are high-volume (j=1). Thus,  
              
Table 4.3 Varied 
    
 Fraction in i,j,k who will enter sex work  
 
                  
                
              
Table 4.3 Fixed 
     
 
Rate of ceasing to be sexually active (per-capita, per year) 
in the older age-group k=2 
That is, 
 
       
 
Parameters were confined such that 
     ≥0 
j=1,2,3,4;        
 
j=5;                
 
j=6;      = 1/(25-duration 
of sex work or paid sex) 
j=7;      = 1/(25-duration 
of time spent in MP 
class) 
N/A 
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     Rate of progression from HIV stage z to stage z+1 (per-capita per year) 
Nb: z=4; 0 
N/A N/A 
     Average duration of time (years) spent in each HIV stage, 
z, before progression to stage z+1 or dying due to HIV-
attributable mortality. 
 
z=1; 0.21[42] 
z=2; 4.8 [43,44] 
z=3; 3.7 [43,44] 
 
Fixed 
   HIV-attributable mortality rate (per-capita per year) 
 
z=1; 0 
z=2; 5% [12] 
z=3; 10.4% [43] 
z=4; 50% [43] 
Fixed 
   Baseline per-capita mortality/year among <24 year old 
age-group, taken as average from the SSA using last 
decadal data[41] 
          
     
Fixed 
Other parameters    
    Mixing from assortartive (0) to proportional (1), and 
independently sampled for each partnership type 
 Varied 
sapt Number of sex acts per year within each partnership type Tables 4.2-4.3 
 
Varied 
    
   Yearly partner change rate for each type of partnership 
 
Tables 4.2-4.3 
 
Varied 
    
   Probability of an individual from ijk forms a partnership of 
type pt 
Tables 4.2-4.3 Varied 
    
   Fraction of a young females’ partners who are older males. For pt= 3,4, and 5 only, 
given in Table 4.2 
Varied 
pmc Proportion of males that are circumcised  Table 4.1 Varied 
efficacymc Efficacy of male circumcision in reducing HIV susceptibility 
among HIV-negative males 
0.6 [45,46] Fixed 
   
  Probability of transmission per sex act from female to 
male, when the female partner is not virally suppressed 
(during asymptomatic, CD4>350, stage). 
 
0.00043 – 0.00065 [47-
49] 
Varied 
        
 
                  
  
Probability of transmission per sex act from female to 
male, when the female partner is not virally suppressed 
(during asymptomatic, CD4>350, stage). Does not depend 
on age, 
        1-1.5 [47,48] 
 
Varied 
 
        
       
        
  Relative increase in per-act transmission probability 
  Acute (z=1) 
  Asymptomatic (z=2) 
  Pre-AIDS, 200-350 cells/mm3 (z=3) 
  AIDS or <200 cells/mm3 (z=4) 
rr_1=5-13 [47,50] 
rr_2=1 
rr_3=1.9 [47,50] 
rr_4=5-19 [47,50] 
 
rr_1 and 
rr_4 
varied, 
others 
fixed 
rrs Relative increase in HIV susceptibility due to a 
concomitant HSV-2 and/or genital ulcer disease. Per sex 
act (while shedding). 20% of HSV-2 seropositive 
individuals are assumed to be shedding at any time 
2.0 [51-55] Fixed 
rri Relative increase in HIV infectivity due to a concomitant 
HSV-2 and/or genital ulcer disease. Per sex act (while 
shedding). 20% of HSV-2 seropositive individuals are 
assumed to be shedding at any time. 
2.0 [48,55,56]  Fixed 
efficacycondom Efficacy of condoms in reducing HIV transmission per sex 
act. 
85% [48] Fixed 
    Condom coverage by partnership type pt Figure 4.4-4.5, Table 4.7 Varied 
Ycondom_year_1 Year that condom-use increases via a sigmoidal function  1991-2000 Varied 
Ycondom_year_2 Year that condom-use is assumed to saturate and stay 
constant thereafter (using the latest data from the surveys) 
2005-2008  Varied 
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4.2.2.7 Sampling parameters and plausibility checks   
I used latin hyper-cube sampling with a uniform distribution of the parameter range for 
each region due to the large number of parameters. As much as possible, correlations 
between parameter values were accounted for by using ratios and relative risks (such as 
with HSV-2 prevalence and contact rates within specific risk-groups). Generating relative 
risks and ratios was governed by data availability for the same province/state or within 
the same source (publication or survey). I also sampled parameters for each region 
separately. 
To ensure I sampled enough parameter sets where there was no sex work (to mimic 
locales where the data might truly suggest there is no commercial sex work), I set 15% 
of sampled parameter sets to have zero FSWs (and thus, values of zero for all sex work 
parameters). This was also done to ensure that I did not bias the study towards all 
synthetic epidemics including some (even if very small networks of) sex work.  
I conducted plausibility checks to ensure the following: 
1) The relative size of risk-groups remained relatively stable; i.e. that they did not 
vary by more than 15% of their value at the start of the epidemic (HIV seeding). 
2) Client population size would not exceed 35% of the male population. This was 
based on the largest sub-national estimate using the indirect method of 
estimating client population size from Chapter 2. 
3) The total population did not exceed a 5% annual growth rate [41]. 
4) Each type of partnership balanced at every time point, and that the adjusted 
         
   
 
 and          
   
 
 did not produce     
    estimates that were more than 
15% of their initial value when     
   was held at its initial value. That is, I checked 
that the balancing of partnerships did not produce large changes in the partner 
change rates of a given partnership type in each activity-class. 
5) FSW incidence would not exceed 50% in the first two years of seeding HIV. This 
was based on pre-2002 HIV incidence measurements of 10-30% per year [57]. 
These empirical estimates were measured among women who had already been 
in sex work for >2 years, and estimated after 1994, I used 50% as my upper 
bound for feasibility checks. 
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6) An epidemic established when all condom-use was set to zero from the start of 
the epidemic. That is, each synthetic epidemic satisfied the following condition in 
the absence of condom-use: total HIV incidence exceeded 1 per 1000 people per 
year (as per Granich et al working definition for local elimination [58]) at 50 years 
from HIV seeding. 
4.2.3 Plan of Analyses 
Objective 4a (predicted maximum epidemic size) was addressed by the following steps 
using data from each region (West/Central, East, and Southern Africa): 
1) Each simulation that passed the plausibility checks was run to 50 years post-seeding 
and the epidemic type (as per Box 1.1) was determined for each simulation.  This step 
was repeated until 1000 of each epidemic for each region was obtained. 
2) The predicted maximum HIV prevalence in the total population was determined using 
(i) the above (un-bounded) simulations and (ii) bounded simulations (see Section 
4.2.3.2).  
4.2.3.1 To determine the epidemic type, I simulated two scenarios with the same 
parameter set: 
(A) Where the transmission from sex work (partnership pt =1 and pt=2) was set to 0 
in both directions (from clients to FSWs and from FSWs to clients). In this counterfactual, 
condom-use within pt=3 (transactional sex), pt=4 (casual sex), and pt=5 (main 
partnerships) were set to zero. 
(B) Where the force of infection from non-sex work (partnership pt=3, pt=4, and pt=5) 
was set to 0 in both directions (from males to females and from females to males). In this 
counterfactual, condom-use within pt=1 and pt=2 were set to zero. 
An epidemic was classified as concentrated if in scenario (A), the annual HIV incidence 
in the total population was less than one case per 1000 people per year (as per Granich 
et al working definition for local elimination [58]) at 50 years after seeding. An epidemic 
was classified as generalized if in scenario B the annual HIV incidence in the total 
population was less than one case per 1000 people per year (this invariably included 
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scenarios, and was verified in, simulations there was no sex work). Epidemics were 
classified as mixed if incidence was greater than the incidence criteria in both 
counterfactuals. The 50 year time-frame was chosen after checking the sensitivity of the 
classification to assessment post-seeding. 
4.2.3.2 Predicted maximum HIV epidemic size 
(i) Un-bounded analysis: I first determined the predicted maximum epidemic size using 
the outputs stratified by epidemic type. The epidemic size was the maximum HIV 
prevalence in the total population. It was measured at any time after seeding and before 
2009 from the 1000 simulations of each epidemic type based on data from each of the 
three regions. These results provide a theoretical estimate of how big an epidemic of 
each type can get. I conducted a sensitivity analysis where the general population 
females (females excluding FSWs) was used, and because results were not very 
different (less than 10% relative difference in the maximum), I used the overall HIV 
prevalence (in the total population) in this chapter.  
(ii) Bounded analysis: Although the goal was not to fit the model to a given region or 
country, I wanted to restrict the model prediction to the observed epidemics in each 
region. Thus, I bounded the simulations by imposing constraints using the upper bound 
of the documented FSW (Figure 4.6) and province/state-level overall or ANC population 
HIV prevalence ranges for each region by time-period. Parameters were re-sampled and 
the above steps repeated until 1000 of each epidemic type was obtained for each 
region. I used the overall HIV prevalence data to bound HIV prevalence in young 
females (excluding FSWs), but did not bound client HIV prevalence. Additional sampling 
was conducted as above until 1000 of each epidemic type after bounding was obtained 
for each region. 
The model does not include ART. The estimated fraction of HIV-infected adults on ART 
ranged between 2% and 21% by 2008 across SSA [59]. Hence, I restricted my analysis 
of the synthetic up to 2008 to minimize loss of generalizabillity in the absence of ART in 
the model.  
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Objective 4b (diagnostic utility of the 1% threshold) was addressed by the following 
steps: 
1) I combined synthetic epidemic outputs from all three regions. 
2) Then I determined how many epidemics at two time-points (1990 and 2008) 
would be classified by the numerical proxy as low-level (i.e. HIV prevalence <5% 
in FSWs and overall HIV prevalence <1%). 
3) Excluding epidemics classified as low-level, I estimated the sensitivity, specificity, 
positive predictive value, and negative predictive value  of the numerical proxy in 
differentiating between concentrated vs. non-concentrated, and between 
concentrated/mixed vs. generalized epidemics using overall HIV prevalence 
outputs from the synthetic epidemics from 1990 and from 2008. I only reported 
the point estimates. Note that although I calculated positive and negative 
predictive values, these estimates are only relevant under the assumption that 
each epidemic type occurs with an equal probability in real-life (see section 4.5, 
Discussion). Finally, I generated receiver-operating characteristic (ROC) curves 
to examine the potential diagnostic utility of using the numerical proxy to 
distinguish between epidemic types. The ROC curves display the sensitivity of 
overall HIV prevalence (at all possible values generated by the synthetic 
epidemics) against the false positive rate (or 1- specificity) [60]. Thus, ROC 
curves show the trade-off between sensitivity and specificity of predictive or 
diagnostic tools. ROC curves were constructed using overall HIV prevalence 
outputs for 1990 and 2008 separately. 
Objective 4c (factors associated with epidemic size) was addressed with a exploratory 
and descriptive analysis of the factors listed in Hypothesis 4c. This involved a scatter plot 
to visualize potential associations, and an estimate of the univariate coefficient of 
determination (R2). The R2 gave us a measure of how much of the variability in epidemic 
size could be explained by variability in a given parameter or an epidemiological marker 
(such as FSW HIV prevalence). The R2 was only assessed for linear associations in this 
exploratory analysis, and restricted to epidemiological markers. I performed this 
exploratory analysis for outputs in 1990 and 2008 separately, and within each region 
(because the range of parameters and upper bounds for HIV prevalence varied between 
regions). 
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4.3 Results 
4.3.1 How big can a concentrated HIV epidemic theoretically get based on sexual 
behaviour data from SSA? 
Figure 4.9 (West and Central Africa), Figure 4.10 (East Africa), and Figure 4.11 
(Southern Africa) show the predicted, unbounded HIV prevalence in the total population 
over time from 1000 synthetic epidemics of each type. Without imposing prevalence 
constraints, a concentrated HIV epidemic (solely driven by sex work) can get as big as 
13%, 14%, and 17%, based on observed parameters from West/Central, East, and 
Southern Africa, respectively. Mixed epidemics had the largest epidemic potential (20-
28% overall HIV prevalence). At all time-points, generalized epidemics (where sex work 
was not a driver) were smaller than mixed epidemics. However, none of the 3000 
synthetic epidemics produced the highest overall HIV prevalence observed from the 
regional data from East and Southern Africa (with upper bounds of pre-2002 HIV 
prevalence from sub-national locales of 40% and 55%, respectively). 
Figure 4.12 shows the predicted, unbounded HIV prevalence over time of 1000 synthetic 
epidemics of each type. After imposing HIV prevalence constraints, a concentrated HIV 
epidemic can get as big as 12.0%, 10%, and 10% using parameters from West/Central, 
East, and Southern Africa, respectively. The bounded results produced smaller predicted 
maxima than the unbounded results, but remain considerably higher than the 1% HIV 
prevalence threshold from the numerical proxy definition. The pattern of epidemic size by 
epidemic types was similar with bounded and unbounded results, with one notable 
exception. After bounding the synthetic epidemics based on Southern Africa data, the 
largest epidemic potential was seen with generalized HIV epidemics (Figure 4.12G-I). 
However, the median HIV prevalence at all time-points was consistently highest in mixed 
epidemics across regions (like the unbounded results). 
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Figure 4.9. Unbounded HIV prevalence in the total population based on parameter inputs 
from West and Central Africa. Overall HIV prevalence (total population) from synthetic 
epidemics generated using range of data from West and Central Africa without constraints 
imposed by observed data (such as observed trends in overall HIV prevalence, etc.). The box-
whisker plots show the interquartile range (solid), while the outliers (dots) represent the 
prevalence points >3.5-X the interquartile range in either direction for years 1970, 1980, 1990, 
2000, and 2008. The figures reflect 1000 synthetic epidemics from each type: mixed (blue 
[Panels A, D]), concentrated (red [Panels B, E]), and generalized (green [Panels C, F]), on the 
basis of their underlying transmission dynamics.  
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Figure 4.10. Unbounded HIV prevalence in the total population based on parameter inputs 
from East Africa. Overall HIV prevalence (total population) from synthetic epidemics generated 
using range of data from East Africa without constraints imposed by observed data (such as 
observed trends in overall HIV prevalence, etc.). The box-whisker plots show the interquartile 
range (solid), while the outliers (dots) represent the prevalence points >3.5-X the interquartile 
range in either direction. The figures reflect 1000 synthetic epidemics from each type: mixed (blue 
[Panels A, D]), concentrated (red [Panels B, E]), and generalized (green [Panels C, F]), on the 
basis of their underlying transmission dynamics. 
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Figure 4.11. Unbounded HIV prevalence in the total population based on parameter inputs 
from Southern Africa. Overall HIV prevalence (total population) from synthetic epidemics 
generated using range of data from Southern Africa without constraints imposed by observed 
data (such as observed trends in overall HIV prevalence, etc.). The box-whisker plots show the 
interquartile range (solid), while the outliers (dots) represent the prevalence points >3.5-X the 
interquartile range in either direction. The figures reflect 1000 synthetic epidemics from each type: 
mixed (blue [Panel A]), concentrated (red [Panel B]), and generalized (green [Panel C]), on the 
basis of their underlying transmission dynamics. 
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Figure 4.12. Bounded HIV prevalence in the total population based on parameter inputs 
from West and Central (A-C), East (D-F), and Southern (G-I) Africa. Overall HIV prevalence 
(total population) from synthetic epidemics generated using range of data from each region with 
constraints imposed by observed data (upper values of observed trends in HIV prevalence in the 
total population, young women <24 years of age, and FSWs prior to 2008). The box-whisker plots 
show the interquartile range (solid), while the outliers (dots) represent the prevalence points >3.5-
X the interquartile range in either direction. The figures reflect 1000 synthetic epidemics from 
each type: mixed (blue [Panels A, D, G]), concentrated (red [Panels B, E, H]), and generalized 
(green [Panels C, F, I]), on the basis of their underlying transmission dynamics. Prevalence data 
are shown for 1000 synthetic epidemics of each type. 
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4.3.2 How sensitive and specific is the 1% threshold for a concentrated HIV epidemic?   
By 1990 and 2008, 2% and 3% of bounded synthetic epidemics would have been 
classified as low-level by the numerical proxy. Excluding those which could be classified 
as low-level (i.e. HIV prevalence <5% in FSWs), Figure 4.13 shows the cumulative 
proportion of bounded synthetic epidemics that reached a fixed HIV prevalence in the 
total population by 1990 and by 2008. By 1990 (Figure 4.13A), 4%, 65%, and 10% of the 
synthetic mixed, concentrated, and generalized epidemics were <1%. This means at the 
early phase, 96%, 35%, and 90% of mixed, concentrated, and generalized HIV 
epidemics had surpassed the 1% threshold would be classified as generalized by the 
numerical proxy. By 2008, 7%, 89%, 31% of the synthetic mixed, concentrated, and 
generalized epidemics were <1% HIV prevalence. Thus, 93%, 11%, and 69% of mixed, 
concentrated, and generalized HIV epidemics would have been classified as generalized 
by the numerical proxy. This means that 47% of the time (in 1990) and 32% of the time 
(2008), synthetic epidemics driven partly (mixed) or solely (concentrated) by sex work 
were classified as generalized by the numerical proxy.  
 
Figure 4.13. The cumulative 
proportion of bounded synthetic 
epidemics have reached the overall 
HIV prevalence in the x-axis, at two 
time-points A) 1990 and B) 2008, by 
epidemic type, based on parameter 
inputs across SSA. The cumulative 
proportion is shown for each epidemic 
type (in different colors), and the 
vertical dashed line marks the 1% 
threshold from the numerical proxy.  
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The diagnostic utility of the numerical proxy was further explored with ROC curves 
(Figures 4.14A and 4.14B). Table 4.9 summarizes the results. Based on these 3000 
concentrated epidemics and 6000 non-concentrated epidemics (mixed and generalized) 
the sensitivity and specificity of the numerical proxy (<1% threshold) was 65% and 92% 
using the 1990 outputs. This means that 35% of the time the numerical proxy would fail 
to identify an epidemic exclusively driven by sex work. Sensitivity increased and 
specificity decreased when we used the 2008 outputs because rising condom-use during 
sex work had reduced HIV prevalence in concentrated HIV epidemics. Sensitivity also 
increased and specificity decreased when we increased the prevalence threshold. This 
was expected because as Figures 4.12 showed, the epidemic potential was largest in 
mixed epidemics. The positive and negative predictive values of the numerical proxy 
were 80% and 84% in 1990 (Table 4.9). This means if epidemic types were equally likely 
in real-life, then the probability that an epidemic classified as concentrated with the 
numerical proxy is driven solely by sex work (concentrated as per Box 1.1) is 80%. It 
also means a 16% probability that an epidemic we call generalized via the numerical 
proxy is, in fact, concentrated (driven only by sex work). The findings were similar for 
differentiating between concentrated/mixed from generalized as shown in Figure 4.14B 
and 4.14C and Table 4.9. However, the negative predictive value was worse: with a 32-
47% probability that an epidemic we call generalized via the numerical proxy, is in fact, 
driven partly of completely by sex work. Again, the shape of the ROC curves and the 
diagnostic utility of the numerical proxy varied by year, suggesting the utility of using 
overall HIV prevalence to distinguish between epidemic types would depend on how well 
we understand what phase of the epidemic we are in (especially in the absence or 
presence of interventions like condom-use).  
Table 4.9. Diagnostic utility of the <1% threshold based on bounded synthetic 
epidemics using parameter inputs from SSA (all regions combined) 
Epidemic Type Year (of 
outputs from 
synthetic 
epidemics) 
Sensitivity 
(%) 
Specificity 
(%) 
PPV (%) NPV (%) 
Concentrated1 vs.  
Non-concentrated (Mixed 
and Generalized) 
1990 65% 92% 80% 84% 
2008 89% 75% 65% 94% 
(Concentrated and Mixed) 
vs. Generalized 
1990 60% 90% 93% 53% 
2008 83% 63% 85% 68% 
1Exclusively driven by sex work 
PPV (positive predictive value); NPV (negative predictive value)  
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Figure 4.14. Receiver operating characteristic (ROC) curves for using the overall HIV 
prevalence to define concentrated HIV epidemics (Panels A [1990], B [2008]), and to define 
concentrated/mixed epidemics (Panels C [1990], D [2008]).  The ROC curves display the 
sensitivity of overall HIV prevalence (at all possible values generated by the synthetic epidemics) 
against the false positive rate (or 1- specificity) and shows the trade-off between sensitivity and 
specificity of most ‘predictive’ or ‘diagnostic’ tools. The circle denotes the 1% overall HIV 
prevalence. A perfect threshold has a sensitivity and specificity at the top left hand corner of an 
ROC curve (denoted by the orange star). 
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4.3.3 Exploratory univariate analysis of correlates of HIV epidemic size  
Figures 4.15 to 4.18 show the scatter plot for the parameters and epidemiological data 
hypothesized to be associated with variability in overall HIV prevalence (shown for the 
1990 synthetic epidemic outputs using East Africa data). The patterns were similar for 
2008 and in the other two regions.  
4.3.3.1 Biological parameters (Figure 4.15) and mixing (Figure 4.16) 
Epidemics tended to be smaller with higher levels of male circumcision in all three 
epidemic types, but there was no clear pattern between HSV-2 prevalence and ratios of 
HSV-2 prevalence (Figure 4.15). The association between mixing across risk-groups via 
casual, transactional, and main partnerships was not easily disentangled from this 
univariate picture (Figure 4.16). Large HIV prevalence (>8-10%) was seen with less 
assortative mixing within casual and main partnerships – particularly in the mixed and 
generalized epidemics.   
These univariate plots do not account for the joint effect of multiple parameters that work 
alongside biological co-factors and mixing to influence overall HIV prevalence. For 
example, the model includes a parameter for the probability that any given risk-group will 
participate in each partnership type (and onto which the mixing is applied). I did not 
disentangle these parameters to find one or a composite of parameters that would be 
‘identifiable’ for predicting epidemic size (i.e. to uncover a ‘one-to-one’ relationship 
between a composite for mixing and epidemic size, see Section 4.4.4 Limitations).   
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Figure 4.15. Scatter plot of biological parameters (male circumcision and HSV-2 
prevalence) and overall HIV prevalence from bounded synthetic epidemics (East Africa).  
Shown for model outputs at year = 1990, for mixed (blue), concentrated (red), and generalized 
(green) synthetic HIV epidemics. Panels G-I exclude epidemics with zero FSWs. 
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Figure 4.16. Scatter plot of mixing parameter and overall HIV prevalence from bounded 
synthetic epidemics (East Africa).  Shown for model outputs at year = 1990, for mixed (blue), 
concentrated (red), and generalized (green) synthetic HIV epidemics. For panels A to I, mixing 
ranges from assortative mixing (0) to proportional mixing (1). Panels J-L refer to the fraction of 
young females’ non-commercial partners who are >10 years older. 
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4.3.3.2 Epidemiological markers (HIV prevalence in specific subgroups) 
Figure 4.17 shows the association between overall HIV prevalence and HIV prevalence 
in three subgroups: FSWs; young females (excluding young FSWs); and clients. In each 
case, overall HV prevalence was positively correlated with HIV prevalence in each risk-
group. Variability in risk-group HIV prevalence explained ≥15% of the variability in overall 
HIV prevalence. This is not surprising given that infections overlap in the dependent and 
independent variables when the R2 is estimated via a linear-linear relationship – so there 
is some degree of autocorrelation present. These relationships were similar across 
epidemic type. Of note, there appears to be a non-linear relationship between FSW HIV 
prevalence and overall HIV prevalence (Figure 4.17A-C). Overall HIV prevalence 
appeared to be less sensitive to changes in FSW HIV prevalence at low FSW HIV 
prevalence compared to the higher-range of FSW HIV prevalence. The pattern was 
similar when I examined general population HIV prevalence (excluding FSWs) instead of 
overall HIV prevalence. Interestingly, the relationship was evident across epidemic type 
– even in generalized HIV epidemics. 
Figure 4.18 shows the relationship between the PR and overall HIV prevalence. A larger 
ratio was associated with a lower overall HIV prevalence across epidemic types.  Very 
large ratios (>100 in females, and >20 in males) were restricted to the concentrated 
epidemics. Variability in the ratios did not explain the variability in the overall HIV 
prevalence very well (R2<0.4) but this may be an artifact of our assessment of the R2 
under a linear relationship lens.  
Figure 4.19 shows the same relationships, but with the PR (FSW to all females) using 
the 2008 synthetic model outputs and the observed PR from Chapter 2. The PR data 
was collected between 2002 and 2013, with maximum HIV prevalence higher than the 
maximum from the synthetic epidemics. Nonetheless, the observed PR exhibits the 
same inverse relationship with overall HIV prevalence. The distribution of observed PR 
falls within those of the synthetic epidemics across epidemic type. This suggests that 
while in theory the PR may help distinguish between epidemic types, the PR we observe 
in practice may not. 
  
Chapter 4  Numerical Proxy 
 
 224 
 
Figure 4.17. Scatter plot of HIV prevalence across risk-groups and overall HIV prevalence 
from bounded synthetic epidemics (East Africa).  Shown for model outputs at year = 1990, for 
mixed (blue), concentrated (red), and generalized (green) synthetic HIV epidemics. In Panels D-
F, estimate of HIV prevalence in young females (x-axis) does not include young FSWs.  
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Figure 4.18. Scatter plot of HIV prevalence ratio (PR) across risk-groups and overall HIV 
prevalence from bounded synthetic epidemics (East Africa).  Shown for model outputs at 
year = 1990, for mixed (blue), concentrated (red), and generalized (green) synthetic HIV 
epidemics.  
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Figure 4.19. Observed ratio of FSW to all female HIV prevalence (prevalence ratio, PR) and 
overall HIV prevalence from Chapter 2 and from the bounded synthetic epidemics (all 
regions). Shown for model outputs at year = 2008, for mixed (blue), concentrated (red), and 
generalized (green) synthetic HIV epidemics. The observed PR comes from the systematic 
review from Chapter 2 and refers to HIV data collected from 2002 to 2013. Note that the 
maximum observed HIV prevalence in the overall population (y-axis points of the orange 
triangles) exceeds the maximum from our synthetic epidemics. 
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4.4 Chapter Discussion 
Using the best available data on sex work to generate synthetic HIV epidemics, this 
study found that HIV prevalence in concentrated epidemics can be substantially more 
than 1%. Concentrated epidemics based on SSA data can theoretically get as large as 
17%, and up to 12% when constrained by observed HIV prevalence data. Between a 
third to half of the time, synthetic epidemics driven partly (mixed) or solely (concentrated) 
by sex work are classified as generalized by the numerical proxy. I herein discuss these 
findings with respect to their implications for epidemic appraisals, their methodological 
limitations, and next steps. 
4.4.1 A concentrated epidemic’s size and the potential to distinguish between epidemic 
types: implications for HIV epidemic appraisals.  
The findings suggest that we should not use the numerical proxy alone to identify 
concentrated HIV epidemics because (i) much bigger epidemics could still theoretically 
be concentrated; and (ii) the numerical proxy might misclassify up 11-35% of 
concentrated epidemics as generalized. Just as importantly, the numerical proxy might 
also classify mixed epidemics as generalized over 90% of the time. In such cases, if 
policy-makers translate the numerical proxy recommendations into an HIV policy to 
‘reach all segments of society’ without tailored programmes to ensure they also reach 
FSWs, the policy may not achieve the anticipated impact.  
While sensitivity and specificity are useful for evaluating diagnostic performance, the 
positive and negative predictive values are often more useful in practice [60]. The 
positive predictive value tells us the probability that an epidemic is concentrated if overall 
HIV prevalence is <1%. However, this value depends on the underlying proportion of 
epidemics that are, in fact, concentrated. That is, it depends on the underlying 
‘prevalence’ of concentrated epidemics. I created 3000 of each epidemic type, so the 
estimates of positive and negative predictive assume that each epidemic type exists in 
equal proportions. Under this assumption, the numerical proxy has variable positive 
predictive values (65-93%) and variable negative predictive values (53-94%) at the two 
time-points assessed. For example, when we classify a locale as having a generalized 
HIV epidemic, there is a 32-47% probability that we will fail to recognize that the locale’s 
epidemic is partly or exclusively driven by sex work. Although this work is theoretical 
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because I only used synthetic epidemics, it provides the first explicit model-based 
evidence of the validity and limitation of the numerical proxy as a tool to identify epidemic 
drivers. 
The findings also suggest that overall HIV prevalence (not the numerical proxy per se) 
could have some diagnostic utility in differentiating epidemic types (based on the ROC 
curves). However, I only examined diagnostic utility at two time-points, and noted that 
overall prevalence performed better at the later time-point (2008). This was due to 
systematic differences in the ‘course’ or trajectory of the three epidemic types even after 
ensuring the relative size of risk-groups remained stable. For example, one systematic 
difference was condom-use in commercial sex which was generally higher than condom-
use during non-commercial sex, and drove HIV prevalence down in concentrated and 
mixed epidemics. Hence, even though epidemics could have been in different phases at 
a given time-point, I did not capture the full spectrum of HIV prevalence across each 
epidemic’s phase (in the absence and/or presence of interventions like condom-use). 
Given the variable diagnostic utility of HIV prevalence at two time-points, the 
generalizability of HIV prevalence alone as a distinguishing feature may be poor. Thus, a 
better examination of the diagnostic utility of HIV prevalence should take into account 
other systematic differences between epidemic types. 
4.4.2 Understanding the features associated with epidemic size 
Results of the exploratory analyses of select biological and epidemiological factors 
associated with HIV epidemic size were in keeping with previous findings on biological 
correlates and epidemiological markers [15,18,19]. However, given a large number of 
input parameters, it was difficult to disentangle the influence of a single parameter on 
epidemic size. An important next step to go from an exploratory to a more robust 
sensitivity analysis is to conduct a multivariate sensitivity analysis, and derive composite 
variables from >1 parameters in order to make inferences on ‘identifiable’ features 
associated with epidemic size, and how they differ by epidemic type. It would also be 
important to include a proxy for epidemic phase when examining these associations. 
One such proxy includes the total incidence to prevalence ratio, which I used with Dr. 
Michael Pickles in his work examining the contribution of early-stage infection to HIV 
epidemics among FSWs and clients in India [61]. 
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Despite these limitations, I learned that it is unlikely that one biological or epidemiological 
feature is likely to explain variability in overall HIV prevalence – especially given the 
variability in data across SSA. The presence and strength of empirical correlates of 
epidemic size at an ecological-level, such as HIV prevalence among young women in 
Nigeria [19] are unlikely – on their own - to be indicative of how large HIV epidemics can 
get over time. The PR across risk-groups was an attempt to subsume heterogeneity 
across the respective risk-groups. This marker suggested that with greater 
heterogeneity, overall HIV prevalence was smaller – across epidemic types. Importantly, 
the largest ratios (hence, largest differences between risk-groups) was seen in 
concentrated epidemics, suggesting that the PR may help distinguish between epidemic 
types. I explore the PR for this purpose further in Chapter 5. 
4.4.3 Limitations 
In addition to those listed above, there are methodological limitations to the approach I 
took to address the Chapter 4 Objectives. They broadly fall under the themes of model 
specification and model parameterization. 
4.4.3.1 Model specification 
First, I did not explicitly include concurrency via overlapping partnerships within a given 
length of partnership. Johnson et al showed that if all other inputs are the same, then 
incorporating concurrency and 6-month duration of partnerships in an individual-based 
model would generally lead to lower endemic STI prevalence than predicted from 
deterministic models where partnerships are instantaneous [62]. The difference in model 
predictions was related to the estimated fraction of STI transmission from the first 6 
months of infection: a smaller contribution of early STI transmission led to the 
deterministic model overestimating endemic prevalence [62]. Of note, very little 
difference in the predicted endemic prevalence was found with long-duration STIs such 
as HIV and HSV-2 [62], where, by endemic equilibrium, the contribution of early 
transmission can be small [63].  Eaton et al found that endemic prevalence was also 
related to the average partner change rate itself – with fewer partnerships leading to 
larger ‘gaps’ between partnerships and less transmission – and thus, a lower prevalence 
[64]. Similarly, Silhol et al showed that a deterministic framework with instantaneous 
partnerships will predict less efficient HIV transmission than an individual-based model 
Chapter 4  Numerical Proxy 
 
 230 
with concurrency, and the reverse with sequential partnership formation [65]. These 
studies suggest that I may have under-estimated HIV prevalence in our analysis if the 
main partnerships in our model were, in reality, concurrent. This error would apply 
across epidemic types in our analysis. Furthermore, if concurrency led to a larger 
number of transmissions during the course of an infected person’s sexual life-span, then 
it could also shift some concentrated epidemics into a mixed type. The synthetic 
epidemics generated using the SSA data did not reach levels observed in reality, and so 
our analysis is likely underestimating how big each of the epidemic types can get. Future 
analyses will include examining a concentrated epidemic’s maximum HIV prevalence 
using a dynamic model that explicitly incorporates concurrency.  
4.4.3.2 Model parameterization 
First, future analyses should include a larger number of simulations (beyond 1000 per 
epidemic type) because the research question is focused on the maximum – which is, by 
its nature, the extreme or outlier in a large number of simulations. Although 1000 
synthetic epidemics is a reasonable number, more simulations will let us explore the 
outlier range of the maximum predicted epidemic size with more certainty.  
Second, our bounded synthetic epidemics did not reach the levels seen in the HIV 
prevalence data. Thus, future analyses should include placing larger bounds on some of 
the behavioural parameters (including condom-use) in case they are under- or over-
estimated due to measurement (especially social desirability) bias, which in turn, may 
prevent the model from generating the largest epidemics observed in SSA. Another 
reason our synthetic epidemics may not have reached observed HIV prevalence levels is 
the way the HIV was seeded in the model – with only one infection. This may have 
slowed the early dynamics such that epidemics (especially those driven by sex work) 
may not have reached their maximum prevalence before high condom-use started to 
have an impact (and reduce HIV prevalence). 
Third, although this work took steps to address how parameters are correlated, it did not 
fully address correlated parameters. Thus, some of the epidemics result from parameter 
combinations that area unlikely to hold true in real life. Sampling parameters and 
constraining the synthetic epidemics by the region started to address the issue of 
correlated parameter values. I also tried to address correlated parameter values by 
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generating relative risks and ratios as parameter inputs wherever possible (such as with 
HSV-2 prevalence and contact rates within specific risk-groups). Given the large number 
of parameters, one solution would be to sample parameter ranges by country or even 
province/state from which the data were drawn. However, my goal was to generate a 
large number of synthetic epidemics and not to fit to a large number of sub-national HIV 
epidemics. As described in the Chapter 6 (Discussion Chapter), examining Chapter 4’s 
research with fitted models across several locales is an important next step. 
4.4.4 Conclusion and Next Steps 
While alluded to in studies using regional, fitted models [2-5], this was - to my knowledge 
[66] - the first attempt to explicitly test the utility of numerical for identifying concentrated 
HIV epidemics driven by sex work. Concentrated epidemics can theoretically get much 
larger than the traditional 1% definition, and our epidemic appraisals should move away 
from defining epidemics and identifying epidemic drivers using the numerical proxy on its 
own. In the next Chapter, I attempt a proof-of-concept study to determine if it is feasible 
to classify epidemic types on the basis of a few biological and epidemiological makers. 
Box 4.1. Key findings from Chapter 4 
 Concentrated HIV epidemics driven solely by sex work can theoretically reach 
17% HIV prevalence based on data from SSA. 
 Assuming that concentrated, mixed, and generalized epidemics occur at an equal 
frequency in real life, then when we classify a locale as having a  generalized HIV 
epidemic by the numerical proxy, there is a 32-47% probability that we will fail to 
recognize that the locale’s epidemic is partly or exclusively driven by sex work. 
 The numerical proxy has limited utility in identifying epidemic drivers on its own. 
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5. Feasibility of using epidemiological data to diagnose an HIV 
epidemic 
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Chapter Objectives 
In this chapter, I use the bounded synthetic HIV epidemics from Chapter 4 to determine if it is 
possible to differentiate between three epidemic types (concentrated, mixed, and generalized) 
using typical epidemiological markers and the epidemic appraisal indicators from Table 1.1 
(Introduction Chapter). I use a classification tree approach based on recursive partitioning. The 
objectives of this chapter are: 
Objective 5a) To determine how well each of the following epidemiological markers 
differentiates between epidemic types: 
 overall HIV prevalence 
 HIV prevalence in FSWs, clients, and young females (who are not FSWs) 
 size of FSW population (% of adult females currently engaged in sex work) 
 ratio of client to FSW population 
 client visits per FSW 
 ratio of client visits per FSW to total number of non-commercial partners per non-FSW 
Objective 5b) To determine how well each of the following appraisal indicators differentiates 
epidemic types: 
 HIV prevalence ratio between risk-groups (PR) 
 HIV incidence rate ratio (IRR) of FSWs to non-FSW females 
 classic population attributable fraction (PAF) of prevalent HIV infections among males 
where exposure is being a client of an FSW (as per Chapter 2) 
 classic population attributable fraction (PAF) of prevalent HIV infections among females 
where exposure is being an FSW (as per Chapter 2) 
 fraction of annual new HIV infections acquired by FSW and clients (Modes of 
Transmission [MOT] metric, as per Chapter 2) 
Objective 5c) To assess the feasibility of developing a diagnostic algorithm using a combination 
of the above can help classify epidemics as defined in the Introduction (Box 1.1)  
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5.1 Background and Rationale 
5.1.1 Rationale for developing a tool to distinguish between epidemic types 
First – and most importantly - if we are interested in epidemic control, then we should know 
what is driving HIV emergence and persistence in a given region [1]. Second, epidemic 
classification by epidemic drivers could be an additional, broad framework in the appraisal 
toolbox for decision making. Like the numerical proxy, a broad framework has the potential to 
work with existing data granularity across geographic boundaries, and can be useful as a 
starting point for HIV policy/program design [1-3]. That is, we can begin with an appraisal of 
epidemic drivers and move on to finer details about the local HIV epidemiology as we design 
programmes. Because we start with epidemic drivers, the path to final programme-design 
should give us our best chance at local HIV control [2-4]. Third, if we know our epidemic drivers, 
then we can start to estimate if our resources are enough to bring about local HIV control if we 
address these drivers. If the available resources cannot achieve this [5], then we may need to 
re-assess how we prioritize populations and the time-frame for anticipated impact. For all these 
reasons, it can be helpful to know what kind of epidemic we are dealing with.  
Detailed mathematical models calibrated to observed data can also help identify the local 
epidemic drivers. However, these require more expertise than the simple tools in the existing 
appraisal toolbox. Indeed, the simple tools are commonly used because they are easy to use 
and understand [6], and why reference groups for UNAIDS and other agencies advocate their 
use and continue to work on improving them. A diagnostic tool that makes use of the best 
available empirical data (and/or indicators from epidemic appraisals) could fill one key gap by 
reliably answering a question that remains unanswered by current, easy to use, appraisals: 
what are the local HIV epidemic drivers? 
5.1.2 Is it theoretically possible to distinguish between epidemic types? 
In Chapter 1, epidemic types were defined on the basis of R0 and shown with an illustrative 2-
sex, 2 group model (Figure 1.3). Recall the following (mutually exclusive) definitions. The next 
generation matrix K of the illustrative model (Equation 1.4, Figure 1.2 in Chapter 1) was:  
   
    
       
    
   
          
    
   
    
         
   
    
   
   
     
   
    
         (1.4)  
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Given R0 >1 in the full system, we can perform two tests (or ask two questions) on this system. 
 Concentrated if, when we set R21 = R12 = 0. (no transmission during commercial sex),  
R0 is less than 1. 
 Generalized if, when set R41 =R14 = R32  = R23 = R34 = R43 = 0.  (i.e. no transmission 
during non-commercial sex), R0 is less than 1 
 And mixed otherwise:  
R0 > 1 when R21 = R12 = 0. AND  
R0 > 1 when R41 = R14 = R32 = R23 =  R34 = R43 = 0. 
Thus, with no transmission during non-commercial sex, the next generation matrix is given by 
KGEN 
      
    
    
           (5.1) 
Where R0 is the dominant eigenvalue [7,8] of KGEN: 
                     (5.2) 
Thus, for a generalized epidemic, 
                     (5.3) 
Which means in a generalized epidemic: 
                   (5.4) 
Where, 
             
                
                   (5.5) 
And where   is the per-contact (in this case, partnership) transmission probability (assumed to 
be 0.001 per partnership/year), and   is the duration of infectiousness (assumed to be 10 
years). In this simple model, we assume that the value of   is the same irrespective of whether 
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transmission is from the male or from the female, and   is the same for all groups.              
is the per-capita commercial sex partnership rate per unit time for group x.  Partnerships must 
balance, and thus, for commercial partnerships: 
  
                
                     (5.6) 
Thus, for a generalized epidemic: 
         
           
 
 
  
  
           (5.7) 
Which re-arranges to: 
   
           
 
 
  
  
  
 
     
         (5.8) 
Using fixed values for              , then an epidemic would be generalized if: 
   
           
 
 
  
  
                (5.9) 
A similar analytical framework can be applied in the absence of commercial sex, where the next 
generation matrix [7,8] is given by KCONC  
       
       
 
     
     
     
    
   
    
         
   
    
   
   
     
   
    
          (5.10) 
 
Where R0 is the dominant eigenvalue [7,8] of KCONC. This is given by: 
     
 
 
             
 
          (5.11) 
Where,  
                                (5.12) 
                        (5.14) 
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And thus, for a concentrated HIV epidemic: 
  
 
 
             
 
 
           (5.15) 
Which means in a concentrated HIV epidemic: 
 
 
 
                        (5.16) 
Knowing that                      are the terms from groups 1-4 that would vary, then for    of 
KCONC to be less than 1, the non-commercial partner change rate for each group will be key. 
These rates are balanced, and thus will depend on the proportion of each group that engages in 
non-commercial partnerships, partner-preference (like with like or proportional), and the relative 
size of each group.  
Finally, we can say that an epidemic is mixed if neither of the inequalities in Equation 5. 4 and 
equation 5.16 are satisfied. That is, an epidemic is mixed if: 
          and      
 
 
                  
What this analytical framework from a simple model tells us is that key parameters may help 
distinguish between epidemic types, even if the transmission model we are using to test this 
hypothesis is more complicated. Based on insights gained from this analytic framework, factors 
associated with sex work intervention impact from the systematic review of models (Appendix 
A), and lessons learned in Chapters 3 and 4, I hypothesize that a combination of data and 
appraisal indicators listed under Objectives 5a-b could help distinguish between epidemic types. 
5.1.3 Challenges to developing a ‘predictive’ or diagnostic tool 
There are several multivariate analytic approaches to try and ‘predict’ what type of epidemic we 
have using epidemiological markers. Generalized linear regression models are most common 
parametric approach, and allow for interactions between covariates on the main outcome we 
want to predict (here, epidemic type). When covariates or interactions are not additive in their 
base-form we usually transform the covariates as appropriate. However, this does not always 
capture non-linear interactions, or complicated >2-way (higher-order or high-dimensional) 
interactions, which can become difficult to interpret. This is particularly true of datasets with a 
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large number of parameters. We also tend to build traditional regression-based prediction model 
after discarding variables found to not be a significant source of variability in the outcome on 
univariate analysis. Thus, in systems were we expect complex interactions, we might miss out 
on information provided by certain predictors that are only informative in a subset of the data. 
5.1.4 Rationale for using predictive trees via recursive partitioning 
An alternative, non-parametric regression approach is to sub-divide (or partition) the data space 
into smaller regions, where interactions are easier to handle [9]. By repeatedly partitioning the 
data space, we can theoretically reach clusters that are easy to fit simple statistical models to 
[9,10]. These clusters of the data space are created such that observations with similar 
outcomes are grouped. Building predictive trees via recursive partitioning has been used in 
various fields – particularly in clinical decision-making [11]. 
Predictive trees are a class of non-linear predictive models, of which there are two general types 
based on the outcome: regression trees (for linear outcomes) and classification trees (for 
categorical outcomes) [9,10]. The steps involve defining an outcome Y, and predictor variables 
Xn (i.e. n potential predictor variables). We then randomly divide our dataset into training and 
testing (or cross-validation) subsets. We then use a pre-specified algorithm (developed by 
Brieman et al [10]) to grow what is known as a ‘binary’ tree using the training dataset. The pre-
specified algorithm tests one of the Xn inputs at the node (for example, is Xi > a given value).  If 
the answer is yes (no), we go along the right (left) branch, until we come to a leaf (or a terminal 
node). The algorithm selects the first node (or first binary split) by testing all possible nodes from 
the n predictor variables at all their values, and selecting the node (and the threshold) that 
explains most of the variability in the outcome (in the case of a categorical outcome, significantly 
[at the 5%-level] minimizes the negative log likelihood). If two predictors (or two values of one 
predictor) are equivalent, then the algorithm randomly selects one of these as the node and its 
threshold value. The process is repeated in each branch after the first split, and predictors can 
be used more than once. The pre-specified algorithm can be further restricted as described 
below (just as we would do in step-wise parametric regression). Figure 5.1 shows a simple 
schematic of how nodes and leaves are defined in a prediction tree. When we get to the leaf, we 
make a prediction by aggregating all the training data points  [9,10]. The prediction at the 
terminal node (leaf) can be interpreted as a direct classification (concentrated, mixed, or 
generalized based on the largest probability of each) or as the probability distribution of each 
epidemic type (i.e. the positive predictive value at each leaf). 
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Figure 5.1. Example of a predictive tree, defining nodes and leaves. At each node, a question is 
posed, and the answer directs the path to the terminal node (leaf). 
 
It is well-recognized that predictive trees are prone to over-fitting [11,12]. To try and preserve 
parsimony and to increase generalizability (i.e. external validity against an external dataset), we 
can select stopping criteria (such as the minimum size of each node before it can be partitioned, 
and a threshold for how much more information an extra split provides over the current node 
[i.e. how much more of variability in the outcome is explained]) [9]. These can sometimes lead 
to early stopping, and miss complex interactions from variables which are not very informative 
by themselves, but which can lead to informative splits down the road [9].  
The usual approach to prevent over-fitting is to ‘prune’ the tree [9]. One way to prune involves 
dividing the dataset into a training and testing dataset (as above), and then applying the tree-
growing algorithm to the training dataset only. The tree from this training dataset will almost 
always over-fit the data, and thus, we can cross-validate at each node using the testing dataset 
to prune the tree [9,10]. At each pair of nodes with a common ‘parent’, the log-likelihood ratio 
statistic is used to determine if the negative log-likelihood would be significantly (at the 5%-level) 
smaller if the two leaves were removed and the parent became the terminal node (or leaf) 
[9,10]. If the negative log-likelihood is smaller, then we prune; and repeat until additional pruning 
does not further decrease the negative log-likelihood [9,10]. This process can be done using 
only the training dataset, but pruning at each node with the testing data-set improves its 
generalizability [9,10]. To further maximize the benefits of pruning on reducing generalizability 
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error (how poorly the tree from the testing data fits the training data), we can then exchange the 
role of the training and testing datasets, and grow the pruned tree to fit the other dataset, and so 
forth until the number of leaves does not change and the final tree is selected on the basis of 
the smallest negative log likelihood at this stable number of leaves [9]. Finally, we can test the 
external validity of the final tree against an external dataset (which was not used for training or 
testing above) [11]. 
Given its amenability to include complicated and non-linear interactions – particularly those that 
can arise from complex dynamic models -  and its ability to help us visualize these as a 
decision-tree [12], I attempted this approach to determine if it would be feasible to develop a 
diagnostic algorithm for epidemic types. 
5.2 Methods  
I used model outputs from the bounded synthetic epidemics in Chapter 4 at two time-points 
(1990 and 2008) to generate my ‘epidemic dataset’. First, I performed a descriptive univariate 
analysis of epidemiological makers and appraisal indicators across epidemic type. Second, I 
generated a classification tree using recursive partitioning[9,10] using the R packages tree [13] 
and partykit [14].  
 5.2.1 Univariate analysis of epidemiological markers and appraisal indicators by epidemic type 
 Objectives 5a-b were addressed in the following steps: 
1) The epidemiological markers and appraisal indicators were drawn for each time-point 
from the epidemic dataset. The classic PAF of prevalent HIV infections in males and in 
females was estimated using the synthetic data (from the synthetic epidemics) as 
described in Chapters 1 and 2. The MOT metric (% of annual new HIV infections 
acquired in FSWs or in clients) was estimated directly from the dynamic model (just like 
the benchmark MOT metric in Chapter 3). Thus, for this analysis, I am assuming we 
have unbiased epidemiological data and unbiased appraisal indicators. 
2) The epidemiological makers and appraisal indicators were visualized using box-plots. 
Univariate multinomial logistic regression (R package nnet [15]) was used to determine 
which epidemiological markers and appraisal indicators were different between the three 
epidemic types at the 10%-level. 
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3) Receiver-operating characteristic (ROC) curves and the area under the curve were used 
to assess the univariate diagnostic utility of each epidemiological marker as a tool to 
differentiate between concentrated vs. non-concentrated epidemics, and between 
concentrated/mixed vs. generalized epidemics. The area under the ROC curve would be 
1 in a perfect diagnostic test (100% sensitivity and 100% specificity) [16]. 
5.2.2 Developing an epidemic classification algorithm 
Objective 5c was addressed in the following steps: 
1) First, I randomly divided the full epidemic dataset into a training and cross-validation (or 
testing) data set. Thus, the training set had 4500 data-points from 1990 and 4500 data-
points from 2008 (hence, 9000 ‘outcomes’ for the tree). The testing data-set comprised 
an independent 4500 synthetic epidemics with data from the two time-points. I used 17 
possible ‘predictors’ plus a proxy for epidemic phase (overall HIV incidence to 
prevalence). The precision of the values of the predictors were restricted to their 
precision seen in the empirical data.  
2) I built a classification tree using the training dataset [9,10]. The algorithm was restricted 
by ensuring each node or leaf had a minimum size of 500 epidemics, which meant a 
maximum of 18 terminal nodes. 
3) The tree underwent cross-validation at each node and pruning with the testing data. 
Cross-validation and pruning was repeated after iteratively exchanging the training and 
testing datasets until number of leaves did not change. The final tree was selected 
based on the smallest negative log likelihood  [9,10]. 
4) The prediction at the leaves was reported as the probability distribution by epidemic type 
given the conditions along the tree (positive predictive value at each terminal node) [9]. 
5.2.3 External validation 
Finally, I generated another 3000 synthetic epidemics of each type (1000 bounded epidemics 
using data each of 3 SSA regions as described in Chapter 4), and used the outputs from 1990 
and 2008 to generate a synthetic external validation dataset. Using these 9000 external testing 
data at two time-points, I assessed the proportion of each epidemic type that would be correctly 
classified by the predictive tree (for example, the % of times the tree misclassified an epidemic 
as not concentrated if it were actually concentrated). That is, I assessed the positive and 
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negative predictive value of the final tree (not just each leaf) for each epidemic type using an 
external validation dataset of synthetic epidemics generated by the same dynamic model. This 
starts to assess uncertainty in our predictions from the tree, but does not completely address 
uncertainty about the tree itself – i.e. how different the tree have been if we had generated many 
different epidemic datasets (training and testing) from the same source (the synthetic 
epidemics). I discuss this issue further and offer next-step solutions in Section 5.4 (Chapter 5 
Discussion). 
5.3 Results 
5.3.1 Univariate analysis of epidemiological markers by epidemic type 
Figure 5.2 shows the distribution of epidemiological markers by epidemic type. As we saw in 
Chapter 4, overall HIV prevalence tended on average to be larger in mixed, followed by 
generalized and concentrated HIV epidemics. The same pattern was seen with FSW, clients, as 
well as non-FSW young females (Figures 5.2B-D). In general, FSW population size was larger 
in mixed epidemics. In contrast, client volume (annual client visits/FSW), and the ratio of 
commercial to non-commercial partner rate, tended to be larger in concentrated HIV epidemics. 
The ratio of client to FSW population size was also slightly larger in concentrated epidemics, but 
was not ‘significantly’ different across epidemic types (when ‘significant’ was assessed at an 
alpha-level of 10%). 
5.3.2 Univariate analysis of appraisal indicators by epidemic type 
Figure 5.3 shows the distribution of indicators from different epidemic appraisals by epidemic 
type for 1990 and 2008. As we saw in Chapter 4, concentrated epidemics had larger HIV 
prevalence ratios (comparing HIV prevalence between FSWs and non-FSW females or non-
FSW young females, Figure 5.3 A-B). A similar pattern was noted with the PR among clients to 
non-clients, as well as the HIV incidence rate ratios (IRR). The classic PAF of sex work on 
prevalent HIV infections among males (Figure 5.3 F) and among females (Figure 5.3G) tended 
to be greater in mixed epidemics. The MOT metric followed the same pattern. All indicators 
were ‘significantly’ different on univariate analysis. Importantly, as we saw the ratio of HIV 
prevalence among FSWs to non-FSWs in Chapter 4, we obtained IRR that were much larger 
(Figure 5.3D) than those drawn from the MOT modelling review from Chapter 2. 
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Figure 5.2. Distribution of epidemiological markers by epidemic type from synthetic epidemics. 
The box-plots show the median, inter-quartile range, with outliers reflecting less or greater than 2.5X the 
inter-quartile range. FSW (female sex worker). In Panel G, commercial partner rate refers to number of 
client visits/FSW/year and non-commercial partner rate refers to sum of casual, main, and transactional 
partners/year across all subgroups. 
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Figure 5.3. Distribution of appraisal indicators by epidemic type from synthetic epidemics. The 
box-plots show the median, inter-quartile range, with outliers reflecting less or greater than 2.5X the inter-
quartile range. The classic PAF (Panels F and G) refers to the 1-year population attributable fraction of 
prevalent HIV infections among males, where exposure = current clients; and among females where 
exposure = current FSWs. MOT (Modes of Transmission) metric refers to the fraction of annual new HIV 
infections acquired by clients (Panel H) or FSWs (Panel I). FSW (female sex worker). PR (HIV prevalence 
ratio); IRR (HIV incidence rate ratio). 
  
Chapter 5  Diagnostic Algorithm 
 
252 
 
5.3.3 Diagnostic performance of epidemiological markers and appraisal indicators  
Figures 5.4 to 5.8 show the ROC curves for each epidemiological marker and appraisal 
indicator. The ideal diagnostic curve should rapidly tend towards 100% sensitivity at a 0% false-
positive value (orange star in Figures 5.4-5.8), such that the area under the ROC curve would 
be 1. Overall HIV prevalence (Figure 5.4A-B) and HIV prevalence in young, non-FSW, females 
(Figure 5.4G-H) had the best diagnostic properties (largest area under the curve). The 
remaining epidemiological markers (FSW population size, ratio of partnership rates) appear to 
have little utility as suggested by a straight diagonal on Figure 5.5. The epidemic appraisal 
indicators (PR, IRR, classic PAF, and MOT metric) also performed poorly on this univariate 
assessment of diagnostic performance.  There was little difference between diagnostic utility 
when the outcome was concentrated vs. non-concentrated epidemics (the left-hand panels with 
the red ROC curves) and when the outcome was epidemics driven and not driven by sex work 
(the right-hand panels with the purple ROC curves). 
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Figure 5.4. Receiver-operating characteristics (ROC) curve for epidemiological markers. The ROC 
curves display the utility of each epidemiological marker as a tool to differentiate between concentrated 
vs. non-concentrated (red) and between epidemics driven by sex work vs. those not driven by sex work 
(purple). The orange star indicates perfect sensitivity/specificity. 
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Figure 5.5. Receiver-operating characteristics (ROC) curve for epidemiological markers. The ROC 
curves display the utility of each epidemiological marker as a tool to differentiate between concentrated 
vs. non-concentrated (red) and between epidemics driven by sex work vs. those not driven by sex work 
(purple). The orange star indicates perfect sensitivity/specificity. 
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Figure 5.6. Receiver-operating characteristics (ROC) curve for HIV Prevalence Ratios (PR) across 
risk-groups. The ROC curves display the utility of the PR as a tool to differentiate between concentrated 
vs. non-concentrated (red) and between epidemics driven by sex work vs. those not driven by sex work 
(purple). The orange star indicates perfect sensitivity/specificity. 
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Figure 5.7. Receiver-operating characteristics (ROC) curve for HIV Incidence Rate Ratios (IRR) 
across risk-groups. The ROC curves display the utility of the IRR as a tool to differentiate between 
concentrated vs. non-concentrated (red) and between epidemics driven by sex work vs. those not driven 
by sex work (purple). The orange star indicates perfect sensitivity/specificity. 
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Figure 5.8. Receiver-operating characteristics (ROC) curve for classic PAF and MOT. The ROC 
curves display the utility of the classic PAF and MOT to differentiate between concentrated vs. non-
concentrated (red) and between epidemics driven by sex work vs. those not driven by sex work (purple). 
The orange star indicates perfect sensitivity/specificity. Classic PAF refers to the fraction of prevalent HIV 
infections among males or females where exposure = being a client or exposure = being a FSW, 
respectively. The MOT (Modes of Transmission) metric refers to the fraction of annual new HIV infections 
acquired by clients or FSWs. FSW (female sex worker). 
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5.3.4 Developing an epidemic classification algorithm 
Figure 5.9 shows the final classification tree generated using the training and testing datasets 
after pruning. Prior to pruning, there were 14 leaves, with an optimal tree size of 7 leaves after 
the iterative cross-validation and pruning process described above. The leaves show the 
positive predictive value of each leaf in classifying an epidemic type. For example, when we get 
to leaf 1, we have classified our epidemic as concentrated. The probability that a concentrated 
epidemic has been correctly classified as concentrated is 90%. 
The tree shows an early split using HIV prevalence in non-FSW young females which is 
consistent with the findings from the univariate ROC curves above (Figure 5.3G-H). At low 
(<0.5%) HIV prevalence in young non-FSW females, the size of the FSW population helps 
differentiate concentrated and generalized epidemics such that if FSW comprise ≥0.2% of the 
adult female population, the epidemic is most likely concentrated. The optimal young non-FSW 
female HIV prevalence was lower than that of the numerical proxy (1% in the total population). 
The splits along the right-hand side, which include our proxy for epidemic phase (HIV incidence 
to prevalence ratio), large HIV prevalence (≥50%) helps differentiate between mixed and 
generalized HIV epidemics. The only epidemic appraisal indicator that was retained in this tree 
was the MOT metric for FSWs (% of annual new HIV infections acquired by FSWs). This 
indicator performed poorly on univariate assessment of diagnostic utility (Figure 5.8G-H) but 
appeared to have helpful discriminating properties in subsets along the tree. However, its 
optimal threshold value (10% and 4.8%) in the final tree is much higher than those estimated 
from published MOT models (Chapter 2). In general, the tree appears to discriminate well 
between concentrated and non-concentrated epidemics, but does less well when trying to 
discriminate between mixed and generalized epidemics. 
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Figure 5.9. Final classification tree generated after iterative pruning using the training and testing datasets. The bar-graphs at each leaf 
(terminal node) show the probability of a given epidemic type in the subset of the data in the leaf. The classification at each leaf represents the 
most probable epidemic type (M, C, G) as mixed, concentrated, and generalized, respectively.
Chapter 5  Diagnostic Algorithm 
 
260 
 
The final tree was assessed for one measure of external validity against an independent sample 
of 9000 synthetic epidemics using outputs from the same two time-points (1990 and 2008). 
Table 5.1 shows the sensitivity, specificity, and the positive and negative predictive values 
(PPV, NPV) of the whole tree (not just a single leaf) against this external validation dataset. As 
before, the assumption for the PPV and NPV are that each epidemic type occurs in equal 
proportions. The final classification tree was marginally better than the numerical proxy at 
classifying concentrated epidemics (5-10% higher positive and negative predictive values). The 
final classification was much better than the numerical proxy at differentiating 
concentrated/mixed epidemics vs. generalized epidemics. The PPV and NPV of the 
classification tree were 87% and 77% versus those of the numerical proxy (85-93% and 53-
68%), respectively. 
Table 5.1. Utility of the final classification tree against an external validation dataset 
Epidemic Type Sensitivity 
(%) 
Specificity 
(%) 
PPV (%) NPV (%) 
Concentrated1 vs.  
Non-concentrated (Mixed and 
Generalized) 
78% 95% 89% 89% 
(Concentrated and Mixed) vs. 
Generalized 
91% 62% 87% 77% 
1Exclusively driven by sex work 
PPV (positive predictive value); NPV (negative predictive value) 
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5.4 Discussion 
In this chapter, I conducted preliminary analyses to develop and validate a diagnostic algorithm 
that could differentiate between epidemic types. I generated a classification approach using a 
subset of outputs at two time-points from 9,000 synthetic HIV epidemics. This preliminary 
analysis is a necessary first step to develop a more predictive diagnostic tool, and findings also 
suggest ways of improving and validating the tool before its use in practice. Based on this early 
work (i.e. prior to additional validation work required and as outlined below), a combination of 
epidemiological data including HIV prevalence in young females, FSW HIV prevalence, FSW 
population size, and the MOT metric may be useful in distinguishing between concentrated, 
mixed, and generalized heterosexual HIV epidemics. In the following section, I discuss the 
potential implications of this early work for epidemic appraisals, its limitations, and future 
analyses. 
5.4.1 Implication for HIV epidemic appraisals 
We saw in Chapter 3 (validation of the MOT metric) that HIV prevention focused on epidemic 
drivers – especially under fixed resources– can be more effective in the long-term than random 
allocation or efforts that do not reach epidemic drivers. The illustrative findings from Chapter 3 
are consistent with detailed modelling evaluations of past sex work interventions in India [17] 
and in Benin [18], and other recent modelling studies that project into the future [19-22]. 
Although it is early in development a classification tree approach suggests that it may be 
possible to identify epidemic drivers using routinely collected data like HIV prevalence and size 
of different risk-groups. Importantly, this includes epidemiological markers that on their own 
were poor discriminators between epidemic types (such as FSW population size), and includes 
appraisal indicators (like the MOT metric) which had very little utility as stand-alone tools to 
identify epidemic drivers.  
The preliminary work suggests that HIV prevalence in young non-FSWs (at an optimal threshold 
of 0.5%) and FSW population size (at 0.2%) work well together to help differentiate between 
concentrated and generalized epidemics. FSW HIV prevalence (at a threshold of 50%), the 
MOT metric in FSWs, and a proxy for epidemic phase (HIV incidence to prevalence ratio) work 
in concert to help differentiate between mixed and generalized epidemics. Based on the data 
syntheses in Chapters 2 and 4, only 2 of 24 SSA countries have estimated FSW population size 
of less than 0.2%, so the diagnostic algorithm would suggest that most regions with low HIV 
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prevalence in young, non-FSW females are concentrated epidemics. Meanwhile, 20% of 
provinces/states/cities across SSA with HIV data on FSWs reported an FSW HIV prevalence of 
>50% (from 1985 onwards). Out of 18 MOT models from SSA, 2 and 4 MOT models estimated 
that ≥10% and ≥4.8% of new HIV infections are acquired by FSWs, respectively. Overall, the 
predictive power of the diagnostic algorithm was better than the numerical proxy – especially 
when differentiating between epidemics driven partly or exclusively by sex work 
(mixed/concentrated) from those that were not driven by sex work (generalized). The PPV and 
NPV of the preliminary diagnostic algorithm was 89% and 89% when differentiating between 
concentrated and non-concentrated epidemic (combined for two time-points), while the PPV and 
NPV of the numerical proxy was 65-80% and 84-94% respectively (Chapter 4). The PPV and 
NPV of the preliminary diagnostic algorithm was 87% and 77% when differentiating between 
concentrated/mixed and generalized epidemics (combined for two time-points), while the PPV 
and NPV of the numerical proxy was 85-93% and 53-68% respectively (Chapter 4). This means 
that if the diagnostic algorithm classifies an epidemic as generalized, then there is a 23% 
probability that it fails to identify sex work as an epidemic driver. In contrast, if the numerical 
proxy defines an epidemic as generalized, there is a 32-47% probability it fails to identify sex 
work as an epidemic driver. Thus, using this preliminary diagnostic tool could improve our 
chances of not missing the importance of sex work in driving local HIV epidemics. 
The diagnostic algorithm was built using a limited number of predictors, and epidemic data from 
only two time-points. Thus, it requires further analyses and development before I apply it to the 
regional data synthesized in Chapter 4. Nonetheless, the findings suggest that if  the 
identification of epidemic drivers changes a locale’s HIV prevention policy and lead to a larger 
long-term impact (and even local epidemic control), then the value of information from these few 
data can be improved substantially [23]. That is, the collection of less biased or more precise 
estimates of these key data (such as FSW population size) would be a worthwhile investment. 
Thus, a reliable yet parsimonious diagnostic algorithm has the potential to minimize the data 
needed and maximize their use while providing a strong decision-based justification to collect 
missing data. While additional work and validation is needed (see Limitations below), the work 
to date is encouraging and suggests that it may be possible to build a feasible, rapid, tool to 
diagnose epidemics and help prioritize future data collection and surveillance [2]. 
5.4.2 Limitations and future work 
5.4.2.1 Internal validity 
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It is reassuring that the classification tree’s early splits reflected findings from the univariate 
exploration of diagnostic utility [9]. In keeping with a predictive tree’s property of exposing 
complex interactions in the data, we saw that appraisal indicators (such as the MOT metric) 
which performed poorly on their own became informative in subsets of epidemics. Surprisingly, 
none of the behavioural markers of heterogeneity previously identified in the systematic review 
of mathematical models (such as the ratio of partner change rates across risk-groups [19], 
Appendix A) were informative according to the final classification tree. I included 17 predictors 
(plus epidemic phase) selected a priori based on what I learned from previous chapters, from 
epidemic theory, and from the existing literature. I therefore followed a more parsimonious 
approach than most studies which have used classification trees as a data-mining approach and 
examined a much larger number of predictors [11]. Thus, by restricting to these 18 markers and 
indicators, I may have excluded predictors that produce important interactions, such as 
variability in factors that influence the biological transmission probability (levels of male 
circumcision, condom-use, herpes-simplex type 2 [HSV-2] prevalence, etc), mixing patterns, 
etc. I also limited this analysis to synthetic epidemic data at two time-points, and thus did not 
capture the full spectrum of epidemic phase.  
Epidemiological markers such as HIV prevalence and appraisal indicators were more 
informative than single parameters in the tree. This highlights the fact that single parameters in 
our epidemic are not ‘identifiable’ with our outcome (epidemic type). This is not surprising and 
can be seen with our illustrative simple model. For example, take the inequality show in 
equation 5.8. An infinite combination of parameters of N1, N2, C1commercial (even if  and D are 
fixed), can satisfy the condition set forth in equation 5.7. Thus, our tree would either need to 
include all parameters that influence R0 of our complex model, or capture enough of these 
parameters in the epidemiological markers and available appraisal indicators. The improved 
predictive power (especially the NPV) of the diagnostic algorithm over the numerical proxy 
suggests that we are starting to capture the composite of single parameters in the classification 
tree. 
Thus, future analyses to improve internal validity at the level of tree-building include re-visiting 
the list of epidemiological data and appraisal indicators to include markers of biological 
variability in the tree. For example, levels of male circumcision, HSV-2 prevalence across risk-
groups, and condom-use in casual sex could be an important distinction between concentrated 
and mixed epidemics if most other behavioural features are the same. Future analyses will 
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include data-points in all years and include ‘past or trend’ of markers (such as the rate of 
change in HIV prevalence and HIV prevalence ratio among FSWs to non-FSW females). 
5.4.2.2 External validity  
The work to date is also limited by two barriers to external validity. The first has to do with 
issues related to only using a single ‘best’ tree. The second applies to our specific research 
question and external validation required before applying a diagnostic algorithm in practice. I will 
discuss the first barrier and approaches to address them here. I will discuss the second issue 
further in the Discussion Chapter 6 as part of the larger ‘future work’ in this line of inquiry. 
This work to date is also limited because I generated a single ‘best’ tree. This is often the case 
with trees built with empirical data [11]. But, a single tree cannot give us sufficient information 
about the influence of uncertainty (small changes in) tree structure on its prediction power [9]. 
There are several approaches to address this – all are based on generating a large number of 
predictive trees (as I did here) and trying to assess how the size and predictors in the trees vary 
[10,11]. They involve either (i) dividing the training and testing datasets several times (randomly) 
and repeating the entire process for each combination of training and testing dataset; (ii) 
generating a bootstrapped replication of the data; or (iii) sampling repeatedly from an external 
dataset of the same underlying population. The latter is recognized as the best approach but 
also the most difficult with empirical data but is feasible with synthetic epidemics [11]. The 
process involves generating a large number of predictive trees using the same steps as with a 
single best tree (or just using the training dataset and un-pruned trees) [10,24]. The result is a 
‘random forest’ of trees [10,11,24]. We then ‘test’ the forest with an external dataset by going 
down each tree in the forest. The final result is a set of classifications that can be averaged to 
give us a ‘majority’ ruling for categorical outcomes. Importantly, random forests can tell us how 
often certain predictors are informative (their ‘importance’ in classification), their respective 
thresholds at various nodes, and the inter-tree variability in optimal number of leaves [24]. 
Fortunately, our synthetic data allows us to take this approach as an attempt at external 
validation, and to see how stable the final trees generated from our synthetic epidemics can be 
in a random forest.  Prior to the second-stage of external validation (described in Discussion 
Chapter 6) with a different dynamic model structure and with locally calibrated epidemics, I will 
take each of the above steps to build on the preliminary work in Chapter 5. 
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5.4.2.3 Improving the usefulness of a diagnostic tool with missing or biased data and indicators 
So far, I have assumed that predictors were unbiased estimates from representative samples of 
the population. In particular, I used the MOT metric obtained from the dynamic model (which, as 
we saw in Chapter 3, reflects an unbiased value of the MOT metric). Future analyses to improve 
the practical use of a diagnostic tool include assessing its performance under the following 
conditions and to determine if the diagnostic algorithm should vary by, or include correction 
factors for: (i) missing data; (ii) biased measurements of the data (for example, under-estimating 
FSW population size or the potential bias present in using the generic MOT to obtain the MOT 
metric).  
5.4.3 Summary 
Mathematical modelling has shown how focusing interventions on epidemic drivers is key to 
epidemic control. Using synthetic epidemics, preliminary work suggests that it might be feasible 
to use epidemiological data and existing appraisal indicators to identify epidemic drivers if 
epidemics are classified on the basis of their underlying transmission dynamics. The preliminary 
work also suggests that such a tool might yield better predictive power than the numerical proxy 
alone. 
Box 5.1. Key findings from Chapter 5 
 
 It is feasible to develop a diagnostic algorithm to differentiate epidemic types based on 
their epidemic drivers. 
 Preliminary work suggests that a diagnostic algorithm using unbiased estimates of HIV 
prevalence in young, non-FSW females and in FSWs, the MOT metric in FSWs, FSW 
population size, and the HIV incidence to prevalence ratio (as a proxy for epidemic 
phase) could have better predictive power than using the numerical proxy (or the MOT 
metric) alone in identifying epidemic drivers. 
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6.1 Summary of Key Findings 
Early in the HIV pandemic, focused interventions for key populations (KPs) were thought to be 
the key to local epidemic control [1-5]. With the numerical proxy construct that epidemics had 
generalized when general population HIV prevalence exceeded 1%, there was less of a focus 
on KPs in regions with >1% HIV prevalence - particularly in Sub-Saharan Africa (SSA) [6-8]. 
Indeed, our response to the HIV pandemic in low- and middle-income countries continues to 
evolve. A global response initially built on a platform of behaviour-change is now looking to 
complex interventions with different combinations of behavioural, biomedical, and structural 
approaches to reduce local HIV incidence in the total population [9]. This raises questions about 
the optimal mix of interventions, its sustainable delivery, and where to target for maximal health 
benefits at an affordable cost [9-14]. Chief among them is whether, and to what extent, focused 
HIV programmes are needed for KPs such as female sex workers (FSWs) and their clients [15]. 
These questions are usually answered with epidemic appraisals to ‘know your epidemic’ in 
order to ‘plan your response’ [15]. Existing appraisals such as the numerical proxy and the HIV 
Modes of Transmission (MOT) model and metric have been criticised because their indicators 
seemed to point away from focusing on KPs in regions where other (more detailed modelling 
studies) suggested that KPs play an important role in HIV transmission [16-18]. To objectively 
explore these criticisms, the thesis examined the usefulness of five main approaches to HIV 
epidemic appraisal and proposed the use of two others: the transmission population attributable 
fraction [PAF] and a diagnostic algorithm to classify HIV epidemics based on their epidemic 
drivers.  
This body of work stemmed from the rationale that (i) sex work interventions can benefit not only 
FSWs and clients but also the wider community [1-5] and yet in many regions with high HIV-
prevalence (such as in SSA), there has been less of a focus on FSWs (and other KPs); and (ii) 
that existing approaches to HIV epidemic appraisals could lead to HIV policies that are less 
effective in the long-term because they do not identify epidemic drivers.  In Chapter 2, I found 
that the empirical data that goes into appraisals of disproportionate HIV burden/risk and the 
classic PAF vary in quality: a key limitation remains the lack of representative sampling and 
enumeration of FSWs and clients. Despite their limitations, the data suggest that the 
disproportionate HIV burden among FSWs and clients in SSA continues to this day. In Chapter 
3, I found that the MOT metric (not the MOT model per se) was not a useful tool, on its own, to 
identify epidemic drivers because it underestimated the long-term contribution of epidemic 
drivers to HIV transmission (estimated by the transmission PAF). Chapter 4 showed that up to 
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half the time, the numerical proxy could also fail to identify epidemics driven partly or exclusively 
by sex work. Chapter 5 showed the feasibility of combining epidemiological markers and 
appraisal indicators to better distinguish between epidemic types (and thus, identify local 
epidemic drivers). Throughout, the focus (and thus the relevance of the findings) was on female 
sex work. Table 6.1 summarizes the key findings from the thesis. 
Table 6.1. Summary of Findings 
Chapter Appraisal and/or 
the appraisal 
indicator 
Findings Limitations 
2 Disproportionate 
HIV burden/risk 
and the classic 
PAF 
FSW and clients continue to bear a 
disproportionate burden of HIV, but this indicator is 
based variable data quality, which also influences 
the classic PAF. 
Did not use studies which 
directly compared FSW to 
non-FSW, clients to non-
clients. 
3 MOT metric The MOT itself metric does not consistently identify 
epidemic driver(s) because it underestimates the 
long-term contribution of epidemic drivers to 
overall HIV transmission. 
Examined only one synthetic 
epidemic of each type; 
illustrative intervention 
analyses. 
 Transmission PAF The long-term transmission PAF could be a useful 
appraisal indicator for focusing interventions on 
epidemic drivers. 
4 Numerical proxy 
approach to 
epidemic 
classification 
HIV epidemics driven only or partly by sex work 
can theoretically get much larger than 1%. The 
numerical proxy is not a valid stand-alone tool to 
identify epidemic drivers (sex work). 
Synthetic epidemics did not 
reach the upper HIV 
prevalence in the data; 
some correlations in 
parameters not accounted 
for. 
5 Diagnostic 
algorithm to 
classify epidemics 
based on their 
epidemic drivers 
It is feasible to develop a diagnostic algorithm 
using epidemiological markers and some of the 
above appraisal indicators to differentiate between 
epidemic types.  
Proof-of-concept only; 
needs further analyses and 
external validation. 
MOT (Modes of Transmission); PAF (population attributable fraction) 
 
In this closing chapter, I discuss the implications of this body of work for the appraisal toolbox 
and for HIV programmes, the use of models to develop and validate appraisal tools, the 
importance of validation before appraisals are used in practice, and the limitations of the thesis. 
I conclude with an outline of future work needed in this line of inquiry. 
6.2 Sex work is diverse in SSA, can theoretically lead to large HIV epidemics, and 
needs reliable appraisals to identify whether it is an epidemic driver 
By conflating commercial sex work with other financially motivated partnerships (transactional 
sex), anecdotal evidence suggests that HIV programmes have considered most heterosexual 
sex in SSA to be transactional and thus, deduced that formal sex work industries may not exist 
in most parts of SSA [6,19]. This thesis found that sex work exists across SSA and is diverse in 
its features (annual client visits, duration in sex work, and HIV prevalence in FSWs and clients) 
Chapter 6  Discussion 
272 
 
across West/Central, East, and Southern Africa. The empirical data are limited by sampling that 
has been largely unrepresentative although better size estimations of FSWs (and indeed, other 
KPs) are underway and becoming part of recommended practice for HIV programmes [20,21]. 
Importantly, the thesis showed that based on these existing data on sex work in SSA, HIV 
epidemics driven solely by sex work can theoretically reach 17% HIV prevalence, and up to 
12% when constrained by observed HIV prevalence data – and contrary to long-held beliefs 
about a 1% threshold [22]. The findings suggest that FSW interventions are likely to be useful in 
various settings – from India to West Africa, and even East and Southern Africa. The findings on 
predicted maximum epidemic size also support results from more detailed, and region-specific 
modelling studies.  
The findings in this thesis also support the revival of focused FSW (and KP) interventions. In 
recent years, discussion surrounding the importance of focused HIV programmes has re-
emerged in regions classified with generalized HIV epidemics [6,7,11,23-28]. In the 2014 
International AIDS Conference, KP programmes in SSA were a focal point discussion 
(http://www.aids2014.org/). This partly stems from the disproportionate HIV burden/risk 
experienced by KPs, a human-rights framework for ensuring access to HIV prevention and care 
to all those in need, and the rationale that tailored KP programmes are needed to reach the 
vulnerable and marginalized [29-31]. The epidemiological rationale stems from the population-
level HIV transmission impact of focusing on KPs, especially in the face of finite resources 
[11,26,32,33]. However, as momentum leads the world health community to a KP-focused 
programme agenda, it is important that appraisals are reliable and give us the information we 
need to make decisions that align with our stated goals (for example, short-term or long-term 
impact, epidemic control, etc.). Otherwise, in place of reliable and useful appraisal indicators, 
we may rely on the momentum to design HIV programmes instead of the science, and thus, fail 
to see the anticipated impact of our efforts [15]. It can be argued that all HIV policies should 
include and reach KPs. Indeed, this is what the numerical proxy has prescribed all along: when 
HIV prevalence reaches or exceeds 1% HIV prevention should reach all “segments of society” 
[22]. Yet in practice, a systematic focus on FSWs and other KPs and adequate coverage of 
FSWs and other KPs did not happen [6-8,34]. HIV epidemic appraisals (such as the diagnostic 
tools and the long-term transmission PAF) also provide a platform for estimating the potential 
long-term impact of interventions (qualitatively in the case of the diagnostic tool; and 
quantitatively with the transmission PAF). For example, not only would it be important (and 
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necessary) to focus on FSWs in mixed epidemics, but also to focus on other epidemic drivers 
(such as multiple partnerships). 
6.3  Expanding the appraisal toolbox and implications for HIV decision-making 
The thesis proposed using the transmission PAF of sex work on cumulative HIV infections and 
using a re-definition of epidemic types based on their epidemic drivers as additional tools in the 
appraisal toolbox. The potential usefulness and limitations/caveats of each is discussed in turn. 
6.3.1 Utility of the transmission PAF of sex work for HIV prevention 
The MOT metric, the classic PAF (comparison not shown), and the 1-year transmission PAF all 
underestimate the direct and indirect contribution of sex work to overall HIV transmission over 
time [35] as measured by the long-term transmission PAF of sex work. The transmission PAFt 
(as calculated in this thesis) estimates the potential impact of a perfect intervention that could 
block transmission from FSWs or (bi-directionally) during sex work from now until the next t 
years. That is, it tells us what fraction of future HIV infections we can prevent with sex work 
interventions. In Chapter 3, it was shown how the PAFt of an epidemic driver increases over 
time. Thus, in the short-term, the PAFt of an epidemic driver may not be larger than the PAFt of 
non-drivers (Figures 3.15 to 3.17). More-over, as we saw with the concentrated epidemic based 
on data from south India, the largest long-term PAF30 was in the low-activity group because 
condom-use in sex work was already high (>80%) and the epidemic was already declining when 
we start measuring the PAF30. That is, the PAF30 of sex work (or FSWs) can still be smaller than 
the PAF30 of the low-activity populations in settings where interventions have already 
substantially reduced transmission within sex work. The implication of a larger PAF30 in 
populations that do not reflect local epidemic drivers is that we should sustain FSW 
interventions and find a way to prevent the residual HIV infections – most of which are now due 
to direct and indirect transmissions within the low-activity groups. It is important to note that a 
smaller PAF30 from FSW (or of sex work) – especially in mixed and concentrated epidemics - 
does not mean we should stop focusing on sex work.  
The long-term transmission PAFt can be a useful appraisal indicator because it directly 
translates into what we could achieve with a perfect transmission-blocking intervention. It has 
the following limitations and/or caveats:  
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 It requires a dynamic transmission model, calibrated to empirical HIV data on all relevant 
risk-groups (at minimum, HIV prevalence/incidence in FSWs and general population) 
and behavioural, size, and partnership data on sex work 
 The PAF time-frame (t) would ideally correspond to the time-frame for anticipated 
outcome from HIV programmes. Thus, if the anticipated outcomes are in the short-term 
(1 year, for example), then the PAFt may add little additional information than what we 
learn from the MOT metric or the classic PAF. That is, the PAFt is most useful when we 
are interested in potential impact beyond the first few years of programme 
implementation. 
6.3.2 Feasibility and usefulness of a diagnostic algorithm to identify epidemic drivers  
There has been a long history of modelling studies showing the importance of heterogeneity in 
HIV risk and on targeting epidemic drivers [32]. Hence, this thesis defined epidemics based on 
epidemic drivers. In order to improve on the MOT and numerical proxy approaches to HIV 
epidemic appraisal, I wanted to develop an appraisal that would be able to discriminate between 
epidemic types based on their epidemic drivers. I anticipated this process to be challenging after 
finding that the MOT metric alone and overall HIV prevalence alone were insufficient. However, 
the preliminary analysis suggests that it may be possible – even though additional work is 
needed. A diagnostic tool can be useful if its contents (the questions posed at each node) are 
informative, reliable, valid against external models (see Section 6.4), and easy to use. The 
potential benefits of a diagnostic algorithm include: 
 It only relies on a few epidemiological markers and appraisal indicators that can be 
feasibly collected or calculated, or that are already routinely collected 
 It would provide information on what and where to prioritize future data collection (to fill 
gaps, reduce measurement bias, etc.) 
 It is directly and explicitly formulated to identify epidemic drivers (unlike the existing five 
main appraisals), including (after future work) other KPs 
 The outputs of the tool can be presented as a probability distribution of epidemic type 
(and thus, expand beyond one KP) 
 The classification can be combined with the transmission PAF and other short-term 
appraisals (like the MOT metric, etc.) to inform a step-wise approach to characterizing 
HIV epidemics (see Section 6.4) 
Chapter 6  Discussion 
275 
 
Beyond its ability to distinguish between epidemics types, the tool could also help explain some 
of the differences we see in epidemic trajectories in relation to their epidemic drivers. There is a 
growing notion that there are many concentrated sub- or micro-epidemics within a country with 
a generalized HIV epidemic but without a clear understanding as to what creates these 
differences [6,36]. The tool offers us a way explore some of the features associated with 
epidemic type (such as FSW population size) and how they differ across locales, and thus, how 
these features could be creating different epidemic types across locales. 
Beyond the tool itself there are benefits of identifying epidemic drivers. First, by knowing our 
epidemic drivers, we might avoid decisions and policies that (a) fail to achieve the impact we 
anticipate because we have not reached KPs; and (b) reverse gains already made in existing 
programmes for KPs and other populations whose behaviour reflects local drivers (such as 
multiple partnerships). For example, by classifying epidemics as generalized when HIV 
prevalence reaches and exceeds 1%, we imply that we do not need to prioritize KPs. 
Examination of the synthetic epidemics in Chapter 4 suggests that 32-47% of epidemics 
classified as generalized at two time points (1990 and 2008) have sex work as epidemic drivers 
(i.e. they are actually concentrated and mixed epidemics). It means that if we follow the 
recommended prevention policies for generalized epidemics, we may fail to adequately address 
epidemic drivers by prescribing interventions to ‘reach all segments of society’ [22] up to half the 
time. Second, it has been suggested that generalized epidemics are now becoming 
concentrated because we have been effective in reducing HIV prevalence and incidence in 
many SSA countries [6,37]. This is true if epidemics are defined by the numerical proxy. But if 
the implication is that we should shift our focus to KPs in these epidemics that have ‘moved’ 
from generalized to concentrated, then we could miss the fact that we may have been dealing 
with a mixed epidemic (based on epidemic drivers) and lose some of the gains already made.  
Despite criticisms about using the numerical proxy [6,7,18,38], we need to officially change our 
nomenclature to ensure local policy-makers and programme implementers have the right 
appraisals to design the best (most effective) programmes. The findings from this thesis lend 
modelling-based evidence to the momentum for changing the way we define HIV epidemics 
[15,18,39]. 
Second, defining an epidemic by its drivers provides a starting point for designing HIV policies 
and programmes. By first knowing what the drivers are, we can then work our way through the 
other appraisal indicators and try to use each additional piece of information to inform the 
programme design. That is, the classification helps us first decide whether we need to focus on 
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FSWs and other KPs. The classification does not tell us about the intensity, scale (coverage), 
and specific programme components that will be needed. For these, we can use indicators such 
as the transmission PAF to begin fine-tuning the prevention programme in relation to the 
available resources, the combination of HIV interventions available, and their known efficacy in 
different risk-groups. Figure 6.1 suggests a potential framework for situating the diagnostic 
algorithm within the full appraisal toolbox, including detailed mathematical modelling of 
interventions and their cost-effectiveness [11]. 
 
Figure 6.1. A suggested framework for incorporating the diagnostic algorithm and revised epidemic 
classification system alongside existing and other new epidemic appraisals.1Includes detailed 
mathematical models of HIV transmission calibrated to specific locales (provinces, states, cities) that 
provide regions-specific estimates of effectiveness and efficiency [11]. The red boxes highlight 
approaches to epidemic appraisal that require more technical expertise and data, while the green boxes 
comprise appraisals that use few data and are easy/simple to use. The framework suggests that we begin 
by asking what the epidemic driver(s) are, and then follow-up with appraisals that allow us to fine-tune our 
understanding of the local epidemic. The framework also suggests a few questions to answer along the 
way to help decide which appraisal(s) to use for fine-tuning. KP (key population); MOT (Modes of 
Transmission). 
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There are caveats to the diagnostic tool and classifying epidemics based on epidemic drivers: 
1) At this stage, it is a proof-of-concept, and additional work and validation are needed 
before it can be recommended for use in the appraisal toolbox (see Section 6.4). This 
point is a major theme of the thesis –validation should be conducted before appraisals 
are used in practice. 
2) To date, its development has been based on the following consideration: Epidemic 
drivers and the epidemic type refer to R0. This has two implications: 
a. An epidemic is one type even if interventions change the effective reproductive number 
over the course of the epidemic. For example, let us assume that in a mixed epidemic, 
condom-use during casual sex rose to very high levels and onward transmission was 
only sustained by commercial sex at this point. This is like saying the epidemic is now 
concentrated – i.e. that additional interventions should focus only on commercial sex 
assuming existing interventions reaching non-commercial sex can be maintained. Our 
epidemic classification based on epidemic drivers would not be able to tell us this 
because it only refers to the properties of HIV invasion into a region (even if we use 
epidemiological markers well after invasion to try and diagnose the epidemic).  
b. As mentioned above, it does not tell us anything about the coverage of a risk-group 
(such as FSWs) that would be needed to achieve local HIV epidemic control [40]. 
Caveats 2a and 2b can be addressed by using additional appraisals like the transmission PAF, 
and detailed mathematical modelling of interventions in a given locale (Figure 6.1). Indeed, the 
appraisals discussed in this thesis are different from other frameworks for allocating resources 
taking costs and resources into account – including cost-effectiveness analyses under fixed and 
floating budgets and a mixture of program efficiency and efficacy data [11,41]. As work on 
appraisals advance, incorporating interventions, cost, and fixed budgets will need to be a part of 
a combination appraisal framework. 
6.3.3 Using mathematical models and synthetic epidemics to validate and develop appraisals 
Mathematical models have been used in many ways to inform the design and evaluation of HIV 
prevention studies, programmes, and policies [42-44] and to infer causes of different patterns in 
HIV spread and the effect of behaviour change [45,46]. This thesis used mathematical models 
to (a) clarify the re-definition of epidemic types; and (b) compare (validate) and develop new HIV 
epidemic appraisal tools. To my knowledge, the use of mathematical models and use of 
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synthetic epidemics to validate HIV epidemic appraisals has not been done before. Synthetic 
epidemics offer a helpful approach to examine HIV epidemic appraisals in the absence of a 
gold-standard population-based cohort study (where we capture a representative sample of all 
risk-groups). The use of classification trees on synthetic data also offers an opportunity to 
explore complex data-spaces generated by epidemic models, and has been used before to 
classify trajectory and size of outbreaks [47]. Nonetheless, there are limitations to the appraisals 
developed in the thesis. The next section outlines the key limitations and future analyses. 
6.4 Limitations and Future Analyses 
Specific methodological limitations were discussed in each of the results chapters. Here, I 
discuss the broad limitations of the thesis and outline future analyses that are needed to 
advance the epidemic appraisals proposed and developed here.  
6.4.1. Estimating the contribution of sex work to HIV epidemics: improving the transmission PAF 
The transmission PAF depends on the mathematical model structure. Further work is needed to 
determine how sensitive the transmission PAF is to heterogeneity in KPs and in non-KPs and 
mixing between risk-groups. The findings would help us understand the level of heterogeneity 
we need to incorporate in our models, and the data we would need to estimate a transmission 
PAF within the precision-bounds that would influence a change in HIV programme design. To 
date, the models estimating a transmission PAF have calibrated it to HIV prevalence and/or 
incidence data [32]. HIV sequence data have been used to infer transmission chains in other 
(non sex-work) populations in SSA, and offer an opportunity to infer sexual mixing patterns and 
the contribution of sex work to onward transmission within a population of FSW, clients, and the 
wider population [48]. They also offer an opportunity to assess the added value of HIV 
sequence data to estimating the transmission PAF (beyond a calibrated epidemic model). 
6.4.2. Improving and validating the diagnostic tool: addressing internal and external validity  
In addition to the further analyses described in Section 5.5 of Chapter 5, two key validation 
steps are important before a diagnostic tool should be used in practice. First, we can validate 
the diagnostic tree generated from the random forest (Section 5.5) against a large number of 
synthetic epidemics generated from an independent HIV transmission model (i.e. a different 
model from the one used to generate the synthetic epidemics in Chapter 4). The independent 
dynamic model should include features that were not in the original model – such as 
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concurrency. This will help us assess the sensitivity of the diagnostic algorithm to assumptions 
in dynamic model used to generate the synthetic epidemics. Second, we can test the diagnostic 
algorithm against epidemics from several independent HIV transmission models that are 
calibrated to data (i.e. that reproduce HIV epidemics in specific cities, provinces/states, or 
countries). In each case, simulations from each model would be classified as concentrated, 
mixed, or generalized by turning off transmission in specific partnerships as described in 
Chapters 3 and 4. The independent models would then generate the unbiased estimates of the 
relevant epidemiological markers and appraisal indicators needed by the diagnostic algorithm. 
We would apply the diagnostic algorithm to these data and assess how often the algorithm 
classified the underlying epidemic from the independent models correctly. 
For the diagnostic tool to be widely useful, the dynamic model and tree development steps will 
need to include other KPs (high-risk men who have sex with men and persons who inject 
drugs). In addition to the validation steps, it will be important to assess the relative importance of 
missing data in the algorithm (as described in Section 5.5, and to address the influence of 
biased data and how we might be able to correct for it in the algorithm (or develop different 
algorithms depending on the type and quality of data available). Data quality pertains to all 
epidemic appraisals (new and old), and is discussed in the following section. 
 
Figure 6.2. Outline of future 
work to expand and validate the 
diagnosed algorithm. 
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6.4.3. The value of information, data quality, and biased estimates 
An important benefit of a diagnostic tool is that it can help us also assess which pieces of data 
we should be collecting and trying to measure in an unbiased way. Sex work data (and indeed, 
sexual behaviour data across risk-groups) is fraught with challenges including social desirability 
and selection bias [21,49-53]. A particular challenge is FSW and client size estimation, which 
are key determinants of whether we can try to reach a representative sample of FSWs/clients 
on whom to measure HIV prevalence, behaviour, etc [54]. To date, much of the sex work data in 
SSA was collected without pre-sampling size estimation (enumeration) (Chapter 2). However, 
size estimation is becoming part of standard practice, with mapping and enumeration exercises 
recently conducted in regions with historically few sex work programmes, including South Africa 
[55,56]. As we move forward with a KP-agenda for HIV prevention in regions traditionally 
classified as generalized, collecting unbiased estimates of HIV prevalence across risk-groups, 
size estimates, and other data depending on the appraisal, will become key to obtaining reliable 
information from the appraisals. 
6.4.4. Integrating an epidemic appraisal and an intervention appraisal framework 
It is widely accepted that combination interventions have replaced a desire for a ‘magic bullet’ 
[9]. The same can be said for HIV epidemic appraisals. It is likely that we will need to use 
different appraisal indicators to fully understand our epidemic – from identifying drivers, to 
estimating the distribution of new HIV infections in the next year, to estimating the long-term 
transmission PAF. Each piece of information tells us something different, and when used in 
combination, may help us formulate a better HIV policy/programme aligned than if we used only 
one indicator.  
6.5 Conclusions  
This thesis reviewed and integrated the best available data on female sex work in SSA with 
mathematical modelling to generate synthetic epidemics. Synthetic epidemics were used to test 
the utility of existing approaches to epidemic appraisals for focusing HIV prevention policies, 
and to propose new approaches. The work advances the HIV epidemic appraisal framework by 
re-focusing on epidemic drivers and objectively assessing the role of sex work in HIV epidemics. 
In doing so, it re-frames our approach to epidemic appraisal so that we may know our epidemic 
and its drivers, in order to plan our response. 
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Search strategies  
A. Empiric Data Search Strategy & Protocol 
A systematic review of the size estimate and HIV prevalence/incidence data on FSWs and 
clients, to address the following objectives: 
i. To determine the overall prevalence of HIV among FSWs and clients in SSA, and 
explore sources of heterogeneity by data quality (study characteristics), sex work 
definition, and region. 
ii. To estimate the odds ratio of prevalent HIV infections among FSWs compared to 
females of reproductive age by country and year of HIV data collection, and explore 
sources of heterogeneity as above. 
iii. To estimate the odds ratio of prevalent HIV infections among clients compared to 
non-clients age 15-49 years, by country and year of HIV data collection, and explore 
sources of heterogeneity as above. 
iv. To estimate the overall HIV incidence among FSWs in SSA, and explore sources of 
heterogeneity as above. 
v. To estimate the classic population attributable fraction (PAF) using the median FSW 
and client size estimates for each country. 
A1. Background 
1.1. Important population characteristics: The search is restricted to female sex workers 
(FSWs) and clients of FSWs in 48 Sub-Saharan countries. 
1.2. Relevance: Provide policy-relevant evidence for the rationale for focusing on sex work 
programmes in the HIV response in SSA, by enabling us to estimate HIV disease burden and 
classic PAF. 
1.3. Rationale & Justification: Existing systematic reviews of FSW HIV prevalence data come 
from primary studies published between 2007-2011, and were treated as convenience samples 
within a given country, irrespective of the year of data collection, and compared against the 
Appendix B  Review Protocol for Chapter 2 
352 
 
2009 HIV prevalence in the overall female population[1]. The last review of client population size 
(published in 2006) only used data from the demographic health surveys[2]. The last review of 
FSW population size was conducted in 2006[3]. This review would substantially add to the 
existing knowledge, and advance our understanding by also performing a rigorous meta-
analysis and meta-regression to examine sources of variability. 
 
1.4. Specification: The review does not examine a health intervention. Observational outcomes 
include any one of (a) HIV prevalence and/or HIV incidence (measured using biological 
sampling); (b) population size of FSWs and/or clients. 
 
A2. Methods 
2.1  Electronic database search: the search strategy consists of a search of multiple electronic 
databases (Medline, EMBASE, PsycInfo, and Scopus), using the following terms (shown as 
used in Scopus): 
 
ALL("sex work*" OR "prostitut*" OR "paid sex*" OR "commercial sex*" OR "client") AND 
ALL("afric*" OR "angola" OR "benin" OR "botswana" OR "burkina faso" OR "Burundi" OR 
"Cameroon" OR "Cameroun" OR "Cape Verde" OR "Cabo Verde" OR "Central African 
Republic" OR "Republique Centrafricaine" OR "Chad" OR "Tchad" OR "Comoros" OR 
"Comores" OR "Congo" OR "ivory coast" OR "Eritrea" OR "Ethiopia" OR "Cote d'Ivoire" OR 
"Gabon" OR "Gabonaise" OR "Gambia" OR "Ghana" OR "Guinea" OR "Guinee" OR "Guinea-
Bissau" OR " Guinee-Bissau" OR "Namibia" OR "Niger" OR "Nigeria" OR "Rwanda" OR "Sao 
Tome and Principe" OR "Senegal" OR "Seychelles" OR "Sierra Leone" OR "Somalia" OR 
"South Africa" OR "Sudan" OR "Kenya" OR "Lesotho" OR "Liberia" OR "Madagascar" OR 
"Malawi" OR "Mali" OR "Mauritan*" OR "Mauritius" OR "Mayotte" OR "Mozambique" OR 
Appendix B  Review Protocol for Chapter 2 
353 
 
"Swaziland" OR "Tanzania" OR "Togo" OR "Togolaise" OR "Uganda" OR "Zambia" OR 
"Zimbabwe") 
 
The search is limited to publications between January 1, 2002 and October 31, 2013.  
 
The second component of the search includes an extensive search of the grey literature, which 
consists of a bibliographic search of the following reports, systematic reviews, and a publication 
catalogue-database search as outlined below. 
 
2.2.  Grey and review literature search:  
2.2.1. Reports: Identify citations and/or extract publically available data via an examination and 
bibliographic hand-search of the following reports: the United Nations General Assembly 
Special Session on HIV and AIDS (UNGASS) Country reports 2012[4]; UNAIDS Africa Regional 
Epidemic Update 2013[5]; most recent National AIDS Spending Assessment (NASA) reports[6]; 
the World Bank report on the global HIV epidemics among sex workers[7]; the Modes of 
Transmission syntheses[8], the Global Fund Rounds 8,9, and 10 CCM Proposals[9,10], the 
World Bank West Africa Epidemiological Synthesis[11], Syntheses of Research on Prevention 
of HIV in South Africa[12], ReThink HIV reports[13], female sex worker (FSW) Integrated 
Biological and Behavioral Survey (IBBS) reports, the WHO literature review of HIV prevention 
for FSWs in Sub-Saharan Africa (SSA) [14], the WHO HIV Operational Plan 2012-2013[15], the 
WHO guidance on HIV/STI prevention for FSWs[16], the Action for West Africa Region project 
reports[17], the AIDS 2031 report[18], and Demographic Health Surveys (DHS) in countries for 
which reports or survey data were available[19].  
 
2.2.2. Publication catalogues: Source online publication catalogues of Population Services 
International[20], AIDSTAR-One and AIDSTAR-two[21,22], the AIDS 2031 project[23], the 
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Futures Institute[24], the International Organization for Migration[25], the World Bank[26], and 
the World Health Organization[27].  For data on FSWs, the following search terms were used in 
each catalogues’ search box: “sex work*”, OR, “paid sex*”, OR, “commercial sex*”, OR, “FSW*”; 
OR, “CSW*”; OR, “prostitut*”; OR “client”; AND (“Africa” or “[name of each of the 48 countries in 
SSA as above]”) to identify reports and papers. The abstracts and executive summaries were 
screened to assess inclusion/exclusion, with full-text review if this could not be determined at 
screening. 
 
2.2.3. Previous systematic reviews: Source systematic reviews on the individual and potential 
population-level impact of FSW programs[28-33], biomedical HIV intervention trials[34], HIV 
prevalence among self-identified FSWs[1,7], the association between paid sex and HIV 
prevalence[35], classical measures of the population attributable fraction (classical PAF) of sex 
work on prevalent HIV infections among women[1,36], characteristics of FSWs and 
clients[37,38], size estimates of formal FSW[3,39] and client populations[2,39], and analyses of 
Global Fund and PEPFAR proposals[40]. The reviews were used to identify published papers 
and reports, which were subsequently examined to determine if they provided data as per 
inclusion/exclusion criteria.  
 
A3. Selection Criteria: inclusion criteria for eligibility 
 Data collected on or after January 1, 2002 
 HIV prevalence/incidence: measured using biological sampling (not self-report) 
 HIV prevalence/incidence: data on sample size available and sample size >50 
 HIV prevalence/incidence: data on sampling strategy available 
 FSW/client size: if surveys used, then must be household (population-based) 
surveys inclusive of age 15-49 years 
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 FSW/client size: enumeration methodology available 
 Data collected in one of the 48 countries in Sub-Saharan Africa 
 Exclusion: studies where authors explicitly identified participants engaged in 
transactional sex as not engaged in sex work 
 
Analysis (quantitative synthesis) inclusion criteria: 
 FSW/client size: refer to “current” sex work [i.e. exclude “ever” FSW/client] 
 Client HIV prevalence/incidence: refer to “current” sex work [i.e. exclude “ever” 
FSW/clients 
 
A4. Additional/supplementary searches for FSW/client population size estimates: 
If FSW/client population size data not available for a given country on the main search, perform 
a supplemental search and include pre-2002 data from (i) three published systematic reviews 
that used or reported FSW size estimates[1,3,36] or client size estimates[2]; and (ii) searching 
the national demographic health and AIDS indicator surveys[19]. For estimates identified from 
supplementary search, can relax the inclusion criteria on availability of details on enumeration 
methodology to enable the classical PAF calculations and because size estimates were not 
being pooled in meta-analyses. 
A5. Quality assessment 
Data quality will be assessed by examining for potential risk of selection bias, attrition bias (in 
the case of HIV incidence studies), and information bias (definition of sex work). This will be 
performed by assessing whether pre-sampling enumeration had been conducted, the sampling 
strategy, whether estimates accounted for sampling strategy, reporting attrition rates, and how 
sex work was defined. 
A6. Data extraction 
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Key data extracted includes: 
Population size: method/approach, year of data collection, scope (national, regional), 
numerator, denominator/confidence intervals if surveys, percentage of 15-49 year old 
males/females, definition 
HIV prevalence: pre-sampling enumeration, sampling strategy, sex work definition, number 
eligible and invited, number declined to participate, numerator, denominator, adjusted 
numerator for sampling design, point estimate for HIV prevalence, confidence intervals for HIV 
prevalence, year of data collection 
HIV incidence: as above, except for person-years of follow-up, attrition rate, HIV prevalence 
among those screened for eligibility, duration of sex work among those eligible and those 
enrolled 
Data will be extracted into an Excel database, and presented as tables and forest plots. 
A7. Data synthesis 
To pool HIV prevalence or HIV incidence, we use the point estimates and the 95% CI provided 
in the primary studies. If CIs are not provided, we use exact methods based on the Binomial 
distribution (for prevalence) and the Poisson distribution (for incidence) to generate 95% CIs. If 
the numerator is zero, 0.5 is added to the numerator and denominator. We pool prevalence and 
incidence estimates with a DerSimonian and Laird random-effects model using a double arcsine 
transformation, and then back-transform the overall pooled estimate for reporting on the original 
scale[41,42].  
 
To compare prevalent HIV in FSWs compared to general population females aged 15-49 years 
and estimate odds ratios (OR), we obtain the general population female HIV prevalence in each 
year (2002 through 2013) as per Baral et al.[1,7] using the UNAIDS estimate of the number of 
adult females and males (aged ≥15 years) as the numerator[43]. Because the majority of adults 
living with HIV are <50 years of age[5], we use the population size of males and females aged 
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15-49 years[44] as the denominator for a conservative estimate of female HIV prevalence. In 
keeping with previous studies[1,7] we assume this overall female HIV prevalence does not 
capture HIV infections in FSWs, and thus represents general population females.  Because the 
UNAIDS HIV numerators rely on the demographic health surveys in which clients have been 
identified [2,45], we assume that HIV numerators capture infections in clients. Thus, we use the 
median client population size (in each country) and study-specific client HIV prevalence, along 
with the overall male HIV prevalence, to calculate HIV prevalence in a non-client general 
population of males as the comparator group. We then calculate the OR from each study 
estimate and year of data collection, and pool results using a DerSimonian and Laird random 
effects model.  
 
We assess heterogeneity across study estimates using the Cochran Q statistic and chi-square 
test, and the I2 statistic [46], and perform meta-regression on the following covariates to 
examine potential sources of heterogeneity: region (West, Central, East, and Southern Africa) 
based on the United Nation Statistics Division classifications (except for Malawi and Zimbabwe 
which we include in Southern Africa); data-collection year; sampling method (probabilistic or 
other, for FSW data; client-specific survey vs. other, for client data), FSW definition (FSW; sex 
for money only; sex for money or other goods) and client definition (exchanged money for sex 
and/or had sex with a sex worker; exchanged money or goods for sex). We present subgroup 
analysis by region (as long as ≥5 studies were available per region). We pool estimates by other 
covariates only if they were significant sources of heterogeneity. Meta-analyses are conducted 
using the ‘meta’ and ‘metafor’ packages in R (Version 3.0.2). 
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