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Abstract
In this work we show that the fundamental structure of the electronic energy spectrum of binary
Fibonacci quasicrystals can be decomposed in terms of two main contributions, stemming from
two related characteristic symmetries. The algebraic approach we introduce allows us for a unied
and systematic description of the energy spectrum ner structure details in terms of block matri-
ces commutators properties, within the framework of a renormalization approach based on transfer
matrices. Close analytical expressions can be explicitly obtained by exploiting some algebraic prop-
erties of these blocks commutators. In particular, the overall main features of the electronic energy
spectrum structure are related to the roots of a series of polynomials of the form pFj (E), where the
subscript denotes the degree of the polynomial, which is given by a Fibonacci number Fj . These
polynomials, in turn, are derived in a systematic way from commutators involving progressively
longer palindromic fundamental blocks containing two types of basic renormalized matrices. In
this way, we can classify the resonance energies dening the di¤erent fragmentation patterns of
the energy spectrum on the basis of purely algebraic criteria. The transmission coe¢ cient of these
resonant states is always bounded below, although their related Landauer conductance values may
range from highly conductive to highly resistive ones, depending on the system length. The obtained
results signicantly contribute to gain a better understanding of the symmetry principles governing
the fragmentation process leading to the characteristic nested structure of the energy spectrum.
Keywords: Quasicrystals, Fibonacci, energy spectrum structure, transfer matrix based renormalization
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INTRODUCTION
Quasicrystalline alloys provide an intriguing example of ordered solids made of typical
metallic atoms which do not exhibit most of the physical properties usually signaling the
presence of metallic bonding. In fact, quasicrystals (QCs) remarkably depart from standard
metallic behaviour and, attending to their electrical transport properties, thermodynami-
cally stable QCs of high structural quality resemble a more semiconductor-like than metallic
character.[15] A growing number of both experimental measurements and numerical sim-
ulation results suggest that a main factor determining the remarkable properties of both
decagonal and icosahedral QCs might be related to physicochemical aspects involving near-
est and next-nearest atomic neighbours, thereby highlighting the important role of chemical
bonding in the emergence of some specic physical properties of QCs.[610] In actual QCs
the bonding network extends throughout the three dimensions of physical space, resulting
in an involved quasiperiodic distribution of atoms and bonds which renders the full-edged
problem not amenable to analytical treatment.[11] Accordingly, as a rst approximation we
will consider a suitable one-dimensional model system able to account for the role of a qua-
siperiodic pattern of both atoms and chemical bonds in the resulting electronic structure in
the simplest possible manner.
Previous studies have demonstrated that several characteristic physical properties of one-
dimensional quasiperiodic lattices, like the fractal structure of their energy spectra and their
related eigenstates, can be understood in terms of resonance e¤ects involving a relatively
small number of atomic clusters of progressively increasing size. In most of these works this
scenario has been discussed in terms of real-space based renormalization group approaches
considering either the mathematically simpler, but chemically unrealistic, diagonal (di¤erent
types of atoms connected by the same type of bond) and o¤-diagonal (the same type of atom
but di¤erent types of bonds between them) models.[1219] Relatively fewer works have been
addressed to the mathematically more complex general case in which both diagonal and o¤-
diagonal terms are present in the model Hamiltonian.[2027]
Since the properties of a chemical bond linking two di¤erent atoms generally depend on
their chemical nature, any realistic treatment must explicitly consider that the aperiodic
sequence of atoms along the chain naturally induces an aperiodic sequence of bonds in the
considered alloy. Accordingly, in this work we will study the structure of the electronic
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energy spectrum of Fibonacci quasicrystals (FQCs) characterized by the presence of both
atomic and chemical bonding quasiperiodic distributions, which are described by means of a
tridiagonal Hamiltonian. This feature properly distinguishes the FQCs studied in this work
from both the purely geometric on-site and the chemically unrealistic transfer models, which
have been extensively considered in the physical and mathematical literature during the last
three decades.[3, 2831]
In our treatment we will make use of the transfer matrix formalism in order to translate
the quasiperiodic order of atoms and bonds in general FQCs to a sequence of elemental block
matrices describing the dynamics of electrons moving through the system. In this way we can
exploit a renormalization approach based on the transfer matrices set, which was previously
introduced to e¢ ciently study tridiagonal Fibonacci Hamiltonians.[20, 24, 3234] In so doing,
we nd out that (i) the zeroth order structure of the energy spectrum in the energy-bond
strength phase diagram is entirely determined by the characteristic ination symmetry of
the Fibonacci sequence, and (ii) the hierarchical fragmentation pattern of the spectrum,
given by the number and location of the main subbands present in it, is determined by the
adopted blocking scheme in the renormalization process. Thus, for a given bond strength
value, the progressive fragmentation of the energy spectrum results from resonance e¤ects
among certain atomic clusters of progressively increasing size at di¤erent scales. Therefore,
long-range correlations stemming from the local isomorphism symmetry characteristic of
quasiperiodic order ultimately determine the nested hierarchical structure of the energy
spectrum in general FQCs. In order to properly describe this hierarchical structure we
introduce a suitable algebraic approach allowing for a unied and systematic mathematical
description of the spectrum splitting patterns by means of commutators involving a number
of basic block matrices related to those atomic clusters. In this way, we obtain closed
analytical expressions for the energy spectrum structure in terms of the roots of energy
dependent polynomials whose degree is given by successive Fibonacci numbers.
FIBONACCI QUASICRYSTAL ALLOY MODEL
Within the independent electron approximation the electron dynamics through a given
one-dimensional lattice can be described in terms of a tight-binding model given by the
3
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Schrödinger equation (in ~ = 2m = 1 units)
(E   Vk) k   tk;k 1 k 1   tk;k+1 k+1 = 0; (1)
where E is the electron energy, the on-site energies Vk account for the atomic potentials
at the k-th lattice site, the transfer integrals tk;k1 measure the hopping amplitudes of the
electron between neighbouring atoms, and  k stands for the amplitude of the wave function
at site k. In the mathematical literature Eq.(1) is referred to as a substitution Jacobi
operator, related to the discrete Hamiltonian
(H )k = ak+1 k+1 + ak k 1 + bk k; (2)
where ak+1  tk;k+1, ak  tk;k 1, and bk  Vk, so that the discrete Laplacian ak+1 k+1 +
ak k 1 represents the kinetic energy, and bk k represents the potential energy.[35]
In this work we will study Eq.(1) by considering one-dimensional binary alloys where
two kinds of atoms, say A and B, are arranged according to the Fibonacci sequence, so
that the total number of atoms in the lattice is N = Fj, where Fj+1 = Fj + Fj 1, with
F0 = F1 = 1, is a Fibonacci number. Since the nature of bonds linking di¤erent atoms
depends on their chemical nature, the quasiperiodic arrangement of atoms naturally induces
a quasiperiodic sequence of bonds in our system, whose strength is measured in terms of
the transfer integrals tAB = tBA and tAA in Eq.(1). Indeed, the possible existence of two
consecutive B atoms is not allowed in a Fibonacci sequence, resulting in the presence of two
possible kinds of bonds, namely, A A and A B (B A), in a FQC. Accordingly, our FQC
model is characterized by the existence of both atomic and chemical bonding quasiperiodic
distributions.[36] The resulting sequences of atomic potentials fVkg and bonds ftk;k+1g is
illustrated in Fig. 1(a) for a FQC containing N = F6 = 13 atoms.
In order to disclose the nature of the correlation between both sequences, the lattice
shown in Fig. 1(a) is resolved in terms of A A dimers and A B A trimers, respectively
labeled  and  in Fig. 1(b), to obtain the sequence of  and  atomic clusters shown in
Fig.1(c)-(d). In so doing, overlapping of neighbouring A   A and A   B   A clusters is
allowed by sharing their respective ending atoms, as it is highlighted in Fig. 1(b).[37] In this
way, we realize that the sequence of bonds in a FQC containing Fj atoms can be grouped in
terms of Fj 1 clusters, which are arranged themselves according to the Fibonacci sequence
given by the substitution rule g() =  and g() =  starting with .
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FIG. 1: The structure of the original FQC shown in (a) is resolved in terms of overlapping AA
and ABA clusters, respectively labeled  and , as it is shown in (b), where shared neighboring
atoms are dashed. The resulting sequence of atomic clusters  and  is arranged according to the
Fibonacci sequence, as it is illustrated in (c) and (d).
The wave function amplitudes in Eq.(1) can be recursively obtained according to the
expression 0@  N+1
 N
1A = 1Y
k=N
Mk
0@  1
 0
1A MN(E)
0@  1
 0
1A ; (3)
where
Mk Mk 1;k;k+1 =
0@ E Vktk;k+1   tk;k 1tk;k+1
1 0
1A ; (4)
is referred to as the local transfer matrix, andMN(E) is the so-called global transfer matrix.
Making use of Eqs.(3) and (4) it has been recently proved,[38] on the basis of the trace map
5
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formalism,[39, 40] that the spectrum of the general tridiagonal Hamiltonian given by Eq.(2)
is a Cantor set of zero Lebesgue measure belonging to the purely singular continuous type,
thereby extending the results previously rigorously proved for diagonal and o¤-diagonal
models only. Furthermore, the spectrum has a multifractal Hausdor¤ dimension, instead
of a simple fractal single-valued one, which depends on the adopted ak and bk values in
the general tridiagonal case.[38] Since both the Laplacian and the potential terms in Eq.(2)
follow a substitution Fibonacci sequence in general FQCs, the above results are applicable
to our proposed model, hence indicating that the inner structure of the energy spectrum of
a tridiagonal FQC model is richer than that corresponding to the diagonal and o¤-diagonal
simpler models. In the following section we will disclose the main features of its structure
by considering a renormalization method based on the properties of the transfer matrices.
DISCLOSING THE ELECTRONIC SPECTRUM STRUCTURE
The elemental block matrices
According to Eq.(3) the underlying quasiperiodic order of the atoms and bonds in FQCs
is naturally encoded in the specic order of appearance of the local transfer matrices in
MN(E), as well as by the number of di¤erent kinds of local transfer matrices which must
be considered in theMN product. This matrix product can be renormalized by introducing
the matrix blocks r MBABMABA and R MAABMBAAMABA, so that the renormalized
global transfer matrix readsMN(E) = : : :RrRrRRrR, and it depends on just two matrices
arranged according to the Fibonacci sequence given by the substitution rule g(r) = R and
g(R) = rR.[24, 32] Thus, the quasiperiodic order of the original distribution of atoms and
bonds in the FQC is preserved in the renormalized matrix sequence describing its electron
dynamics. It can be shown by induction that this matrix sequence contains nR = Fj 3
matrices R and nr = Fj 4 matrices r, where Fj = N is the number of atoms in the FQC.
Thereafter, we will refer to r and R as the elemental block matrices.
From a physical point of view these matrices respectively describe the electron dynamics
through the minimal atomic clusters BA and BAA in terms of which the entire FQC can
be decomposed via an exact deation process.[41, 42] Making use of Eq.(4) their traces
can be written tr(r) = E2   a2  p2(E), with a2  2 + 2, and tr(R) =  1p3(E), with
6
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p3(E)  E3   E2   (2 + a2)E    (2   a2), where the subscripts denote the polynomial
degree, and where the origin of energies is dened in such a way that VA =  VB  ,
  tAA=tAB, and the energy scale is given by tAB  1 without loss of generality. As we see,
these trace related polynomials depend on both the on-site energies and the A A relative
bond strength through the model parameters  and , respectively. Making use of these
polynomials the elemental block matrices can be written
r =
0@ p2 + 1   E
+ E  1
1A , R =  1
0@ p3 + E    2   (E   )2
p2 + 1   E
1A : (5)
As it can be readily checked det r = detR = 1, so thatMN(E) 2 SL(2;R) group.
Ination symmetry related commutators
In order to analyze the role of the characteristic scale-invariance symmetry in the en-
ergy spectrum structure of FQCs, we will consider commutators containing progressively
longer string products of elemental blocks matrices r and R, as prescribed by the succes-
sive application of the Fibonacci substitution rule. These Fibonacci matrix strings can be
recursively obtained from the concatenation formula Fn = Fn 1Fn 2, n  2, starting with
F0  r, F1  R.[43] Therefore, the resulting matrix blocks express the characteristic ina-
tion symmetry of FQCs in a natural way, and we will refer to them as Fibonacci blocks. Since
det r = detR = 1, all Fibonacci blocks belong to the SL(2;R) group. The rst members of
the commutator series we are interested in read
g[R; r]  [g(R); g(r)] = [Rr;R] =  R[R; r]: (6)
To obtain the next members in a systematic way we will exploit the concatenation prop-
erty of Fibonacci blocks Fn, so that any commutator involving two successive arbitrary
blocks can be expressed in the form
gn[R; r]  [Fn+1;Fn] = FnFn 1Fn   FnFnFn 1 =  Fn[Fn;Fn 1]; (7)
where n  1 indicates the ination stage. The expressions above can be recursively iterated
to obtain
gn[R; r] = ( 1)n
1Y
j=n
Fj [R; r]  ( 1)n n [R; r]: (8)
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Therefore, commutators including progressively longer Fibonacci blocks can be expressed
in terms of the elemental commutator [R; r], along with a string product of Fibonacci blocks
given by n . Making use of (5) we obtain,
[R; r] =  1p1
0@ 1 0
+ E  1
1A   1p1F; (9)
where
p1(E) =
 
2   1E +   2 + 1 : (10)
We note that, in the case  = 1, which corresponds to the on-site diagonal model, this
polynomial reduces to the constant value p1 = 2, so that there do not exist resonance
energies for this model, as it is well known.[44] We also note that F has null trace and
detF =  1, so that, although both R and r belong to the SL(2;R) group, the commutator
[R; r] does not.[45] The F matrix satises the relationships F2 = I, where I is the 2  2
identity matrix, and
rFr = F, RFR = F: (11)
By plugging Eq.(9) in Eq.(8) one has
gn[R; r] = ( 1)n 1p1 nF: (12)
Thus, in order to look for the possible existence of resonance energies satisfying the
condition gn[R; r] = 0 (alternatively, ~gn[R; r] = 0) for any n  1, one must consider the
algebraic equation p1(E) = 0, along with the matrix equation nF = 0 (alternatively,
F~n = 0). Now, we know that F 6= 0 and detF 6= 0 for any energy value. On the other
hand, since Fn 2 SL(2;R) 8n, the string products n and ~n are themselves unimodular,
so that detn = det ~n = 1. Therefore, since the necessary condition for the equation
M1M2 = 0 to be satised by two arbitrary square matrices (M1 6= 0 andM2 6= 0) is that one
of the matrices appearing in the product has zero determinant, we conclude that nF 6= 0
and F~n 6= 0; 8n  1.
Consequently, at any arbitrary ination stage the commutation condition gn[R; r] = 0
(alternatively, ~gn[R; r] = 0) reduces to the algebraic equation p1(E) = 0, leading to the
same resonance energy
E = 
1 + 2
1  2 ; 8n: (13)
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This energy depends on the model parameters  and  6= 1 ( = 1 has no physical
meaning in a FQC), i.e., E(; ). The parametric curve E(; ) thus denes the zeroth
order energy spectrum structure for any FQC. This curve is even with respect to  (i.e.,
E( ; ) = E(; )) and odd with respect to  (i.e., E(; ) =  E(; )). It also exhibits
the bonding exchange symmetry E( 1; ) =  E(; ), 8 6= 1, under permutation of the
bond strength values between A   A and A   B pairs. For a given  value, E scales
linearly with , whereas for a given  value E varies with  in a signicant non-linear way,
and displays vertical asymptotes in the limits  = 1. Since E is the only solution to the
resonance conditions gn[R; r] = 0, for any n  1, the resonance energy value given by Eq.(13)
becomes extremely degenerate as one considers commutators involving progressively longer
Fibonacci blocks, approaching the quasiperiodic limit n ! 1. Therefore, the global scale
ination symmetry, described in terms of the successive application of the characteristic
Fibonacci substitution rule g, does not account for the progressive fragmentation of the
energy spectrum by its own.
Local isomorphism related commutators
Let us now consider multi-scale, long-range correlations described by means of commu-
tators involving non-successive generation Fibonacci blocks of the form [Fn+k;Fn] (alterna-
tively, [~Fn+k; ~Fn]), with k  2. Let us start by considering the case k = 2. Taking into
account the concatenation property of Fibonacci blocks and making use of Eqs.(8) and (9)
we have
[Fn+2;Fn] = [Fn+1;Fn]Fn = ( 1)n 1p10nFn; (14)
where 0n  nF, with n  1. The obtained expressions are formally equivalent to those
given by Eq.(12), and since det0n =  1 and the Fibonacci block matrices are unimodular,
the resonance conditions [Fn+2;Fn] = 0 reduce to the well-known equation p1(E) = 0 leading
to Eq.(13). On the contrary, for the case k = 3 we get
[Fn+3;Fn] = [Fn+1FnFn+1;Fn] = ( 1)n 1p1trFn+2 nF; (15)
with n  1, where we have used Eqs.(8) and (9) along with Eq.(46) given in the Appendix.
By comparing with Eq.(12), which gives the commutators corresponding to two arbitrary but
consecutive Fibonacci blocks, we see that Eq.(15) di¤ers by the presence of the factor trFn+2.
9
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In order to gain a deeper insight on the important physical role played by the presence of
this factor, it is convenient to introduce a family of polynomials which are related to the
traces of the Fibonacci blocks. Indeed, since Fn matrices are unimodular and they obey the
concatenation rule Fn+1 = FnFn 1, their traces satisfy the recursion relation,[39, 46]
trFn+1 = trFntrFn 1   trFn 2; n  2; (16)
with trF0  tr(r) = p2, trF1  tr(R) =  1p3, and trF2  tr(Rr) = tr(rR) =  1p5, where
p5(E)  p2p3   E + , is obtained from Eq.(5) by explicit multiplication. Making use of
Eq.(16) recursively we obtain
trF3 = trF2trF1   trF0 =  2p5p3   p2   2p8; (17)
trF4 = trF3trF2   trF1 =  3p8p5    1p3   3p13; (18)
trF5 = trF4trF3   trF2 =  5p13p8    1p5   5p21; (19)
: : :
trFj = trFj 1trFj 2   trFj 3 =  Fj 1pFj+2 ; j  3; (20)
where we have dened the energy dependent polynomials
pFj(E)  pFj 1pFj 2   2Fj 5pFj 3 ; j  5; (21)
whose degree is given by Fibonacci numbers. Henceforth, we will refer to the polynomials
introduced in Eq.(21) as Fibonacci spectral polynomials.[47]
By plugging Eqs.(20) and (21) into Eq.(15) we obtain
[Fn+3;Fn] = ( 1)n (1+Fn+1)p1pFn+4 nF; (22)
with n  1. Therefore, when one considers commutators involving non-consecutive Fi-
bonacci blocks of the form Fn+k, satisfying the threshold condition k  3, the resonance
conditions [Fn+3;Fn] = 0 naturally lead to new energy levels given by the roots of the
Fibonacci spectral polynomials pFn+4(E) = 0, with n  1. Physically this means that for
a given atomic cluster, corresponding to the Fibonacci block Fn, resonant e¤ects involving
atomic clusters related to the next and second-next Fibonacci blocks Fn+1 and Fn+2 are
ine¤ective in order to give rise to novel energy levels in the energy spectrum. To this end,
at least third generation related Fibonacci blocks are required, thereby indicating the exis-
tence of a generation threshold value for the emergence of hierarchical nested structure in
the spectra of FQCs.
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FIG. 2: Numerically obtained phase diagram for a FQC with N = 34 atoms and on-site energy
 = 1=2, over the range 0    2. The zeroth-order energy spectrum given by Eq.(13) is
highlighted with a thin white line. The regions closer to this line are densely populated as a
consequence of the high degeneration of the resonance energy E. The ABA molecule energy
levels corresponding to the weak coupling limit, E(1)0 = 1=2 and E
(1)
 = 3=2, are indicated in the
ordinate axis on the left. On the right, we indicate the energy values of the pentamer ABABA
molecule, E(2)0 = 1=2, E
(2)
1 = 
p
5=2, and E(2)2 = 
p
13=2 (horizontal green lines).
Weak A A bonding energy spectrum
Very interesting results regarding the energy spectrum structure of FQCs can be obtained
in terms of the Fibonacci spectral polynomials. In fact, in the case  = 0 Eq.(21) adopts
the factorized form pFj = pFj 1pFj 2 ( j  5), with p2 = E2   a2, p3 = (E   )p2, and
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p5 = (E   )(p22   1), so that by induction one readily obtains the general expression
pFj(E) = (E   )Fj 3(p22   1)Fj 4pFj 52 ; j  5; (23)
whose roots are given by E = , p2 = 0 =) E(1) = 
p
2 + 2, and p2 = 1 =) E = ,
E
(2)
1 = 
p
2 + 1, and E(2)2 = 
p
2 + 3.[48] For the sake of illustration, in Fig.2 the location
of these resonance energies is indicated in a numerically obtained phase diagram for a FQC
with N = 34 atoms and  = 1=2.
A close inspection to the phase diagram shown in Fig. 2 clearly shows that the overall
energy spectrum becomes progressively simpler and its fragmentation degree signicantly
reduces as one approaches the limit  ! 0. Physically this limit describes a systematic
weakening of bonds between the atoms composing the A A dimers, which e¤ectively break
apart when the antibonding condition tAA = 0 is attained. In that case the original FQC
fragments itself into a series of ABA trimers and ABABA pentamers (see Fig.1(a)). Their
corresponding molecular energy levels are ET0 =  and E
T
 = 
p
2 + 2, for the trimers,
and EP0 = , E
P
1 = 
p
2 + 1, and EP2 = 
p
2 + 3, for the pentamers. As we see,
these clustersenergy level exactly coincide with the Fibonacci spectral polynomials roots
previously obtained, where the energy levels ET0 = E
P
0 =  are degenerate, their common
value coinciding with the zeroth order resonance energy E(; 0). The energy spectrum
structure of a FQC in the weak A  A bonding limit can then be understood as stemming
from resonance e¤ects involving the molecular energy levels corresponding to the ABA and
ABABA clusters alone, which explains the relatively simpler fragmentation structure of the
energy spectrum for small  values, consisting of seven main bands, as it is illustrated in
Fig.2. As the coupling between A A atoms increases, the onset of multiple resonant e¤ects
among progressively longer atomic clusters at di¤erent scales will split these degenerate
molecular levels, giving rise to a gradual fragmentation of the energy spectrum.
HIERARCHICAL STRUCTURE OF THE ENERGY SPECTRUM
To this end, we must consider alternative blocking schemes, involving progressively longer
atomic clusters at di¤erent scales. In order to proceed in a systematic way, we will begin
by considering blocking schemes involving the elemental matrices R and r, along with their
related doublets Rr, rR, and RR (note that rr pairs are forbidden by construction in
12
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
FQCs). Afterwards, we will study ensembles consisting of increasingly longer blocks. As the
considered scale length linearly increases with the block size itself this approach allows us to
study the emergence of long-range quasiperiodic order ngerprints in the resulting energy
spectrum as we approach the asymptotic N !1 and n!1 limits in a natural way.
First order fragmentation pattern
Let us consider the FQC renormalized global transfer matrix MN =
: : :RrRRrRrRRrRRrRrRRrRrR. There exist six blocking schemes in which this
matrix string can be grouped in terms of single and double elemental matrices blocks. Two
of them, namely, : : :(Rr)R(Rr)(Rr)R(Rr)R(Rr), and : : :R(rR)R(rR)(rR)R(rR)R(rR),
are respectively related to the commutators [Rr;R] = g[R; r] and [rR;R] = ~g[R; r], which
were considered in the previous Section (where we saw they only contribute to the resonance
energy E belonging to the zeroth order energy spectrum). The remaining blocking schemes
include RR pair blocks, and the related commutators are respectively given by [RR; r],
[RR;Rr], and [RR; rR], along with [RR;R], which trivially vanishes. The non-trivial
commutators above can be easily evaluated by expressing the RR product in the power
form
R2 = (trF1)R  I = 1p3R  I; (24)
where we made use of Eq.(42) given in the Appendix. Accordingly, the commutators we are
interested in read
[RR; r] =  2p1p3F, [RR;Rr] =  2p1p3RF, [RR; rR] =  2p1p3FR; (25)
where we have used Eqs.(24), (9) and (6). Now, we know that F 6= 0, RF 6= 0 and FR 6= 0
8E, so that the resonance condition for the commutators (25) requires that p1(E) = 0 and/or
p3(E) = 0. Therefore, in addition to the resonance energy E given by Eq.(13), we have three
new resonance energy values given by the roots of the Fibonacci spectral polynomial p3(E),
which dene the rst order hierarchy of the energy spectrum fragmentation pattern. We
note that the simultaneous presence of the polynomials p1 and p3 in the factorized Eq.(25)
naturally accounts for the overall nested structure of the resulting spectrum.
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FIG. 3: Analytical phase diagram for a FQC with  = 1=2; over the A   A bond strength range
0    2, showing the zeroth order (in black) and the rst order (in green) energy spectrum
fragmentation pattern contributions. In the weak coupling limit  ! 0 the spectrum consists of
three bands located at the ABA molecule energy levels E(1)0 = 1=2 and E
(1)
 = 3=2. As soon as
the A A atomic coupling becomes non-negligible the spectrum consists of four bands due to the
splitting of the degenerate ET0 = E level, except for those  values satisfying the band crossing
condition p3(E; ; ) = 0 (encircled points). The crossing points exact coordinates in the phase
diagram are (
p
3
6
 p
13  1 ; p132 ) and (p36  p13 + 1 ; p132 ). We note that the ordinate values
of the encircled crossing points coincide with the energy values of the second order fragmentation
energies E(2)2 in the weak coupling limit (see Fig.2).
For the sake of illustration the rst order energy spectrum, determined by the parametric
curves p1(E; ; ) = 0 and p3(E; ; ) = 0, is plotted in Fig. 3 for a FQC composed of
atoms with on-site energies VA = 1=2 =  VB, within the A   A bond strength range
0    2. As we see, the total number of bands present in the energy spectrum depends
on the adopted  value. In the weak coupling limit we have p3(E; ; 0) = E3  E2 a2E+a
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2, whose roots E(1)0 = , E
(1)
 = 
p
2 + 2, coincide with the energy levels of the ABA
molecule, so that the resulting energy spectrum only displays three main bands. As the
A   A atomic coupling increases the doubly degenerated level E(1)0 =  = E(0)0 , splits and
the energy spectrum consists of four bands instead, except for those  values satisfying
the condition E(; ) = E
(1)
 (; ), leading to double degenerate states in the upper and
lower bands, thereby rendering a trifurcated spectrum as well. The corresponding crossing
points (encircled in Fig. 3) can be analytically obtained from the condition p3(E; ; ) = 0,
to get  =
p
bpb2   1, with b  1 + 22=3. Finally, we note that lim!1E(; ) =
lim!1E
(1)
0 (; ) =  , which also leads to a nearly trifurcation pattern of the energy
spectrum in the very strong A  A bonding regime.
Second order fragmentation pattern
In order to describe the next hierarchy level in the energy spectrum structure we will
consider blocking schemes including suitable triplets of elemental clusters matrices r and R.
To this end, we recall that the blocking scheme consisting of the Fibonacci blocks RrR = F3
and R = F1 do not contribute to the fragmentation of the energy spectrum. Thus, we have
identied three possible blocking schemes, namely: (1) RrR triplets along with single r
matrices, (2) rRr triplets along with single R matrices, and (3) rRr triplets along with RR
pairs. The corresponding commutators read,
[RrR; r] = trF2[R; r] =  2p1p5F; [rRr;R] =  trF2[R; r] =   2p1p5F; (26)
[rRr;RR] = [rRr; (trF1)R  I] = trF1[rRr;R] =   3p1p3p5F, (27)
where we have used Eq.(46) given in the Appendix along with Eqs.(9), (24), and (26),
respectively. It is worth noticing that the commutators involving the blocks rRr and RrR
in Eq.(26) are mutually related through the conjugation operation C : r ! R, so that one
gets the relationship C[RrR; r] =  [rRr;R].
By comparing Eqs.(26) and (27) we see that the Fibonacci spectral polynomial p3 ap-
pears in the factorized expression of commutator [rRr;RR], but it does not appear in the
expressions of both commutators [RrR; r] and [rRr;R]. This is due to the fact that the
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FIG. 4: Second order energy spectrum structure determined by the roots of the Fibonacci spectral
polynomial p3(E; ; ) and p5(E; ; ) for a FQC with N = 34 atoms,  = 1=2 and 0    3. The
upper and lower bands resolve into two bands belonging to di¤erent spectral polynomials each.
e¤ective scale related to these conjugate commutators is shorter than that corresponding to
the former one. The presence of the Fibonacci spectral polynomial p5(E) in the commuta-
tors above discloses a new set of resonance energy values, given by the condition p5(E) = 0,
which denes the second order fragmentation pattern in the energy spectrum. In the weak
bonding limit  ! 0 the roots of the polynomial p5(E; ; 0) = (E   )(p22   1) coincide
with the ABABA molecule energy levels, namely, E(2)0 =  (note that the energy level
 = E
(2)
0 = E
(1)
0 = E
(0)
0 becomes triply degenerate at this stage of the energy spectrum
generation), E(2)1 = 
p
2 + 1, and E(2)2 = 
p
2 + 3, as it is shown in Fig. 2. In Fig.
4 we show the overall structure of the second order hierarchy in the energy spectrum of a
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FQC with on-site energy  = 1=2 over the range 0    2.
Third, fourth and fth order fragmentation patterns
The next hierarchies in the energy spectrum fragmentation pattern are obtained by con-
sidering blocking schemes based on the quadruplet block rRRr in combination with: (1)
isolated R matrices, (2) RR pairs, and (3) RrR triplets. Accordingly, we must consider the
following commutators:
[rRRr;R] = [r((trF1)R  I)r;R] = trF1[rRr;R]  [r2;R] (28)
=  trF1trF2[R; r] + trF0[R; r] =  trF3[R; r] =   3p1p8F; (29)
where we have taken into account Eqs.(24), (26), (17), (9), respectively, and we used Eq.(42)
to express r2 = (trF0)r  I.
[rRRr;RR] =  tr(RrR)[RR; r] =  trF3trF1[R; r] =   4p1p3p8F; (30)
where we made use of (46) and the cyclic permutation property of the trace tr(rRR) =
tr(RrR) = trF3, along with Eqs.(17) and (25).
[rRRr;RrR] = [r((trF1)R  I)r;RrR] = trF1[rRr;RrR] + trF0[RrR; r]
= (trF1   trF2(trF2trF1   trF0))[R; r] = (trF1   trF2trF3)[R; r]
=  trF4[R; r] =   4p1p13F; (31)
where we have used Eqs.(24), (26), (17) and (18), along with Eqs.(42) and (44) in the
Appendix to express,
[rRr;RrR]  (rR)3 (Rr)3=(1 tr2F2)[R; r]: (32)
The roots of the Fibonacci spectral polynomials p8(E) in (29) and (30), and p13(E) in
(31), respectively determine the main features of the third and fourth order fragmentation
patterns of the energy spectrum.
The fourth order fragmentation pattern can also be obtained by considering blocking
schemes including longer blocks, hence involving multiple resonances among di¤erent shorter
atomic clusters at the considered scale length. For instance, let us consider the commutator
17
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[RRrRrRR; rRr] =  tr(rRrRR)[rRr;RR] =  tr(RrRRr)[rRr;RR]
= trF1trF2trF4[R; r] =  6p1p3p5p13F; (33)
where we used Eq.(46) takingA = rRr andB = RR, along with Eqs.(27), (26) and (18). As
we see, three consecutive fragmentation pattern hierarchies are included via the Fibonacci
spectral polynomials p3, p5 and p13 appearing in the factorized expression of this commutator.
Finally, blocking schemes yielding the fth order fragmentation pattern involve blocks
containing seven elemental block matrices r and R at least. The simpler commutator rep-
resentative is given by,
[rRRrRRr;RrR] = [(rR2)2r;RrR] = trF3[rRRr;RrR] + [RrR; r]
= ( trF2   trF3trF4) [R; r] =  trF5 [R; r] =   6p1p21F; (34)
where we used Eq.(42) to get (rR2)2 = U1(z)rR2   U0(z)I = trF3(rR2)   I, as well as
Eqs.(31), (26), and (19). The roots of the Fibonacci spectral polynomial p21(E) determine
the fth order fragmentation pattern of the energy spectrum.
THE BASIC BLOCKS ALGEBRA
The main commutator expressions obtained in Sec. are summarized in Table I. Attending
to their factorized forms the commutators listed in the third and fourth columns can be
classied into two classes. On the one hand, we have those commutators which can be
reduced to the simple expression
[Bk;Bl] = trFj [R; r] =  (1+Fj 1)p1pFj+2F; j  1; (35)
with Fj+2 = k + l   3. Eq.(35) shows that the emergence of successive fragmentation
patterns in the energy spectrum, as prescribed by the roots of Fibonacci spectral polynomials
pFj(E), ultimately arises due to resonance e¤ects among certain atomic clusters related to
the blocks B1 = r, B2 = R, B5 = RR, B6 = rRr, B7 = RrR = F3, B9 = rRRr, and
B17 = rRRrRRr, where the subscript indicates the number of bonds in the corresponding
clusters. Accordingly, we will refer to these blocks as basic blocks thereafter. We note that
1) the elemental matrices R and r are included in the basic blocks set, and 2) the basic
18
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
block B7 belongs to the Fibonacci blocks family as well. At this point we should emphasize
that the basic blocks listed in Table I are not the only possible blocking schemes able to
give the simple factorized commutator form given by Eq.(35), but they are those involving
the minimum number of elemental R and r matrices to this end. For instance, making
use of the data listed in the rst row of Table I along with Eq.(11), it is readily checked
that [rRRr; r] = r[RR; r]r = trF1[R; r] or [RrR;RR] =  R[RR; r]R =  trF1[R; r], so
that the simple commutator form trF1[R; r] can also be obtained by considering longer
blocks, which naturally resolve in terms of the simpler [RR; r] commutator upon explicit
calculation.
On the other hand, we have those commutators which include more than one Fibonacci
block trace value in their factorized form:
[Bk;Bl] = 
Y
trFj [R; r] =  (1+F^j)
Y
pFj+2F; (36)
where F^j  maxftrFjg and only certain Fibonacci blocks traces are included in the product,
according to the selection rule k + l   2 = PFm, where PFm stands for the sum of the
Fibonacci spectral polynomialsdegrees in Eq.(36).
Quite interestingly, factorized commutators given by Eqs.(35) and (36) can be written in
the unied way
[Bk;Bl] = akl(Uj(zi))[R; r]; (37)
where Uj(zi) are Chebyshev polynomials of the second kind given in terms of Fibonacci
blocks semi-traces zi = 12trFi, as is illustrated in Table II. Since these semi-traces can be
readily expressed in terms of Fibonacci spectral polynomials pFj(E), the tabulated factors
akl are nested polynomials of the electron energy themselves.[50]
As a nal remark we note that all the basic cluster blocks listed in Table I are palindromes,
hence indicating that this symmetry has a fundamental signicance in order to understand
the energy spectrum structure of FQCs.[51] Indeed, according to a number of mathematical
works published during the last two decades, palindromic order seems to play a fundamental
role in the emergence of purely singular spectra in aperiodic systems based on the application
of substitution rules.[5255]
19
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
TRANSPORT PROPERTIES OF RESONANT STATES
The transport properties of electronic states in a given one-dimensional lattice can be
studied by means of the Landauer conductance,[56] given by the expression gN(E) =
g0TN(E), where g0 = 2e2=h is the quantum of conductance, and
TN(E) =
4(detMN)2 sin2 
[M12  M21 + (M11  M22) cos]2 + (M11 +M22)2 sin2 
; (38)
is the transmission coe¢ cient for a chain containing N atoms, where one assumes the lattice
is sandwiched between two periodic chains (playing the role of contacts), each one with
on-site energy "0 and transfer integral t0, so that their dispersion relation is given by E =
"0+2t0 cos. For the resonant energies given by Eq.(13) the global transfer matrix elements
Mij can be derived analytically
MN(E) = rnr RnR =
0@ UN  UN 1
 1UN 1  UN 2
1A ; (39)
where Um(z) are Chebyshev polynomials of the second kind with z = 12
p
E2   2  cos.[3,
24, 32] Taking into account the relationship Um Um 2 = 2Tm, where Tm(z) = cos(m cos 1 z)
are Chebyshev polynomials of the rst kind, one gets jtr(MN(E))j = j2 cos (N)j  2, so
that E belongs to the spectrum for any N value, and therefore in the quasiperiodic limit
(N !1) as well.
By plugging the Mij elements given by Eq.(39), into Eq.(38) we obtain
TN(E) =

1 +
(1  2)2
(4  E2)2
sin2

N cos 1


1  2
 1
; (40)
where N  Fj is a Fibonacci number, and we have assumed 0 = 0 and t0 = 1 for the sake of
simplicity. As it can be readily seen, the transmission coe¢ cient is always bounded below
(i.e., TN(E) 6= 0) for any lattice length, which proves the physically extended character of
the E resonant states. Notwithstanding this, we must highlight that by extended we mean
non-localized, and we do not necessarily have in mind a transparent, highly conductive
state, as it occurs for Bloch states in periodic lattices. In fact, by systematically varying the
adopted system length, the resulting transmission coe¢ cients exhibit a series of alternating
maxima (describing full transmission states with TN(E) = 1) and minima (taking on values
within the range 0 < TminN < 1), which correspond to those model parameters satisfying
20
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FIG. 5: (a) Numerically obtained phase diagram for the FQC shown in Fig.2, including the res-
onance energies E(2)2 = 
p
13=2, E+ = 
p
11+2
p
5
2 , and E
 
 = 
p
11 2p5
2 , which are encircled in
green, orange and blue, respectively. (b) Variation of the transport coe¢ cients corresponding to
the resonance energies E(2)2 (blue diamonds), E
+
 (orange dots), and E
 
 (green squares), encircled
in Fig.5(a), as a function of the system size (ranging from N = F2 = 2 to N = F32 = 3524 578).
the conditions sin (N) = 0 and sin (N) = 1, respectively. Thus, the nature of the E
extended states does not only include transparent states, typical of periodic systems, but
also embraces a big set of states exhibiting a broad palette of possible Landauer conductance
values, ranging from highly conductive to highly resistive ones.
For the sake of illustration in Fig.5(b) we plot the transmission coe¢ cients corresponding
to the resonance energies encircled in Fig.5(a) as a function of the number of atoms in
the FQC. These energies correspond to the crossing points between the zeroth-order energy
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curve and the rst- and second-order energy spectra bands, respectively. The coordinates for
the zeroth-rst order bands crossing points in the phase diagram were previously obtained
and its location is shown in Fig.3 for the particular model parameters choice  = 1=2
and N = 34. The coordinates for the zeroth-second order bands crossing points can be
analytically obtained from the condition p5(E; ; ) = 0, and they are given by the general
expressions
+ =
vuut1 + b+ 1
s
1 +
2
b+
!
,   =
vuut1 + b  1
s
1 +
2
b 
!
;
E+ = 
p
2 +  2 + 1, E  = 
p
2 + 3   ;
where b  22a , with a = 5
p
5
8
, and   1+
p
5
2
is the golden mean.
Two main conclusions can be drawn from Fig.5. First, the Landauer conductance of
these resonant states sensitively depends on the number of atoms in the considered FQC,
exhibiting a remarkable log-periodic pattern which is characteristic of each energy value.
This log-periodic feature stems from an interesting relationship between the Fibonacci num-
ber N = Fj value and its related divisors.[57] Second, the Landauer conductance variation
range depends on the relative location of the considered resonant state in the overall energy
spectrum, taking on signicantly higher (lower) TminN values for eigenvalues located closer to
the less (more) fragmented regions of the spectrum, respectively. In addition, we note that
the resonance energies E+ ' 1: 966 731 : : : (which are close to the energy spectrum band-
edges located at Eb = 
q
2 + 4 cos2
 

2N

= 2:059482 : : : for the model parameters choice
 = 1=2 and N = 34) exhibit relatively high conductance values (including full transmission
ones for some specic N values), in agreement with the experimental results obtained in the
study of light transport through the band edge states of photonic FQCs.[58, 59]
CONCLUSIONS
The dynamics of electrons in FQCs is conveniently described in terms of suitable block
matrices, say Bk, involving a number of elemental matrices r and R. These block matri-
ces characterize certain local arrangements of atoms and bonds (clusters) whose resonance
energies can be properly obtained by means of commutators of the form [Bk;Bl]. These
commutators naturally introduce a correlation length allowing for the onset of multiple res-
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onance e¤ects at di¤erent scales, which give rise to a nested hierarchy of splitting patterns
in the energy spectrum. The full-edged overall spectrum structure is then determined by
local scale resonances involving locally isomorphic atomic clusters of progressively increas-
ing sizes. In this way, we disclose a full hierarchy of resonant states naturally related to
the quasiperiodic long-range order of FQCs. The transmission coe¢ cient of these resonant
states is always bounded below, although their related Landauer conductance values may
range from highly conductive to highly resistive ones, depending on the number of atoms in
the considered FQC.
The recourse to basic cluster blocks allows one to readily disclose suitable blocking
schemes yielding commutators which can be readily factorized in terms of Fibonacci spec-
tral polynomials. In this way, we can classify the resonance energies dening the di¤erent
fragmentation patterns of the energy spectrum on the basis of purely algebraic criteria. This
feature signicantly contributes to gain a better understanding of the symmetry principles
governing the fragmentation process of the energy spectrum in a clear way. Thus, the overall
electronic energy spectrum of an arbitrary FQC of length N = Fj, can be obtained as a su-
perposition of an increasing number of bi-parametric resonance energy curves E = EFj(; )
obtained from the roots of a hierarchical series of spectral Fibonacci polynomials pFj(E). In
so doing, we are able to disclose the physical role played by di¤erent kinds of symmetries
naturally intertwined in FQCs, namely, the ination/deation global symmetry described
by the characteristic Fibonacci substitution rule g, the repetitiveness symmetry related to
the local isomorphism property and palindromicity.
APPENDIX
The Cayley-Hamilton theorem states that any n  n square matrix M over the real or
complex eld is a root of its own characteristic polynomial det(M I) = 0,[49] so that one
can write
M2   2zM+ I detM = 0; (41)
where z  1
2
trM. If M belongs to the SL(n;R) group one can readily use (41) in order to
properly express any higher power of M as a linear combination of matrices I and M. In
the case of 2 2 unimodular matrices one obtains by induction the expression
MN = UN 1(z)M UN 2(z)I; (42)
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where
UN  sin(N + 1)'
sin'
; (43)
with '  cos 1 z, are Chebyshev polynomials of the second kind satisfying the recursion
relation
Uk+1   2zUk + Uk 1 = 0; k  1 (44)
with U0(z) = 1 and U1(z) = 2z.
Let A and B be 2 2 unimodular matrices. According to the Cayley-Hamilton theorem
we have
(AB)2 = U1(z)AB U0(z)I, (BA)2 = U1(z)BA U0(z)I; (45)
with U1(z) = tr(AB) = tr(BA). Making use of (45) we readily obtain the useful relation
[BAB;A] =  U1(z)[A;B] =  tr(AB)[A;B]: (46)
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Bk Bl [Bk;Bl] [Bk;Bl]
RR r trF1[R; r]  2p1p3F
RrR r trF2[R; r]  2p1p5F
rRr R  trF2[R; r]   2p1p5F
rRRr R  trF3[R; r]   3p1p8F
rRRr RrR  trF4[R; r]   4p1p13F
rRRrRRr RrR  trF5[R; r]   6p1p21F
rRr RR  trF1trF2[R; r]   3p1p3p5F
rRRr RR  trF1trF3[R; r]   4p1p3p8F
RrRRrR rRRr trF3trF4[R; r]  6p1p8p13F
RRrRrRR rRr  trF1trF2trF4[R; r]   6p1p3p5p13F
TABLE I: Basic blocks and their related commutator expressions. Some commutators listed in
this Table can be obtained making use of Eq.(46). For instance, we have [RRrRrRR; rRr] =
[B6B7B6] =  tr(B7B6)[B7;B6] =  trF4[B7;B6] =  trF1trF2trF4[R; r], where we used the
cyclic property tr(rRrRR) = tr(RrRRr) = trF4. Note that all basic block are palindromes.
akl B1 B2 B5 B6 B7 B9 B17
B1 0  1  U1(z1)  1  U1(z2)  U1(z1)  U1(z1)U1(z3)
B2 1 0 0 U1(z2) 1 U1(z3) U2(z3)
B5 U1(z1) 0 0 U1(z1)U1(z2) U1(z1) U1(z1)U1(z3) U1(z1)U2(z3)
B6 1  U1(z2)  U1(z1)U1(z2) 0  U2(z2) U1(z0) U1(z0)U1(z3)  1
B7 U1(z2)  1  U1(z1) U2(z2) 0 U1(z4) U1(z5)
B9 U1(z1)  U1(z3)  U1(z1)U1(z3)  U1(z0)  U1(z4) 0  U1(z1)
B17 U1(z1)U1(z3)  U2(z3)  U1(z1)U2(z3) 1  U1(z0)U1(z3)  U1(z5) U1(z1) 0
TABLE II: Matrix representation of the trace factors related to the basic blocks commutators set.
The commutators properties [Bi;Bi] = 0 and [Bj ;Bi] =  [Bi;Bi] guarantee that this matrix
belongs to the Lie algebra sl(2;R).
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