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Abstract-T& paper introduces a method for solving linear systems of equations being produced 
by finite element approximation of self-conjugate and nonself-conjugate problems. This method is 
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1. SCHEME OF THE METHOD 
Denote the system of linear equations as 
Ax=f, (1) 
and try x0 as a solution vector. The following iterative process is proposed for solving (1): 
r” =f-Ax’, g = p I 
(A&-l, +--l) 
% = (Ask-l&k-l)’ 
xk = xk-’ + (ykzk-‘, 
Tk = ,.k-1 _ akAz’+’ 
7 
7; = (AZ”-‘,Ar”), 7; = (Azk-‘,Azk-‘), 
Zk = @k?-” + (1 - l@kl)zk--! 
2. BASE OF THE METHOD 
The iterative process (2)-(S) is based on the following concepts. The approximate solution 
xk on the ICth iteration is found by minimization of square (rk, r”) of residual norm along the 
direction of vector zk-l [l]. Indeed, considering (5) one can write 
(2) 
(3) 
(4 
(5) 
(6) 
(if rlk > O>, (7) 
(8) 
(T’~, 7’“) = (rk-l - akAzk-l, Tk-’ - akh”-‘) 
= (+-I, ,.k--1 ) - 2ak(rk-‘, lb”-‘) + &AZ’-‘, AZ’--‘). 
To minimize (9) assign its derivative with respect to ok to be equal to zero 
-2(rk-‘, AZ”-‘) + 2ak(Azk-‘, A.&‘) = 0. 
(9) 
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This yields (3). The way of choosing the direction z ’ for minimization of the residual norm 
square is the main difference between the proposed scheme (2)-(B), the well-known conjugate 
gradient method (CGM), or conjugate direction method [l]. The new direction .rk is derived as 
the weighted sum of the vectors ~~ and z’-’ (see (8)). The coefficient @k E [-l,l] from (8) is 
calculated in (6) and (7) to minimize the next iteration value of (T’+‘, TV+‘). In the following we 
give the proof. 
Using (3) and (5), one can write: 
(TV+‘, To+‘) = (rk - CQ+~AZ~, ~~ - ak+lAZk) 
= (TIC, Tk) - 2ak+r(Azk, rk) -I- c&(Azk, Azk) 
= (Tk,Tk) - 2(Azk,Ar”) (Azk’ ‘“) (Azk, T”) + ,k4fk$!;, (AZ", Atk) 
, 
(Azk, Tk)2 
= (Tk, Tk) - (Azk,Azk) = (Tk, Tk) - d. 
(10) 
Let us continue the transformation applying (8) for the second term in (10) d one can get 
d = (A~“YT~)~ _ (PkATk + (1 - (&l)AZk-1,Tk)2 
(Azk,Azk) - (&ATk + (1 - I&l)Azk-l,,&ATk + (1 - ]bkj)A.Zk-l) 
@(Ark, rk) + (1 - ]/%])(Azk-‘, rk))2 
= @(AT”, Ark) + 2pk(l - I&()(ATk, Azzkml) + (1 - ]Pk])2(Azk-1, AZk-l) * 
Denote 
Due to (3) and (5) 
74 = (Ark, AT”), 7: = (AT~,T~). (11) 
(Aak-‘,rk) = (Azk-‘,rk-’ - akAzk_‘) = (Az~-‘,T~-‘) - cxk(Azk-l,A~k-l) 
= (Azk-‘, rkel) - (($;;;;;;j) (AZ"-l, AZ”-‘) = 0, 
Using (6) and (ll), one can write 
d= P,“(r,“)” 
(12) 
The minimum vahre of (T’+‘, Tk+‘) corresponds to the maximum value of d (see (10)). Since d 
is positive (see (10)) and the numerator of (12) does not depend on pk then the maximum value 
of d corresponds to the minimum value of denominator of (12): 
Denote 
(1-I~‘I)2yzk~min 
p2 , pk E (-1~11. 
k 
Since $J does not depend on @k the problem (13) can be transformed into the following: 
(13) 
(14) 
2(t - sign(t))$ + (t - sign(t))2ri + min, t E (--00, -1) u [l, 00). (15) 
Iterative Method 89 
For t E (--00, -1) the problem (15) can be presented as follows: 
2(t + 1)-y? + (t + l)“$ + min, t E (-co, -1). 
From here 
27:: + 2(t + l)$ = 0, 
or 
Applying (16),(14) and condition t E (-co, -1) (where $ 
ratio of (7). In case t E [l, 00) all conclusions are similar: 
2(t - 1)~: + (t - l)“$ + min, 
27: + 2(t - l)$ = 0, 
k Y. 
(16) 
> 0, since +& 1 0) yields the second 
i! E [l&9 
(17) 
Using (17), (14) and the condition t E [l, co) yields the first part of (7). 
The meaning of the steps (6)-(8) which specify the choice of direction zk, is the following. 
Denote as H” the hyperplane constituted by linear combinations of vectors zkW1 and rk. Then, 
if 7: > 0 then zk is placed in H” between zk-’ and -rk, and if $ < 0 then it is placed between 
zk-l and rk. The direction zk is chosen so that minimal value of (rk+l, rk+l) along it yields the 
minimal value of (rk+l, rk+l) along any direction z E H”. 
3. COMPUTATIONAL EXPERIMENTS 
Since the main time-consuming operation in the iterative process (3)-(8) is the multiplication 
of matrix by vector, the computational times for one iteration of method (2)-(8) are the same as 
for CGM. Indeed, each iteration of process (2)-(8) re q uires to execute only one multiplication of 
matrix A by vector rk. The vector Azk (which is used during the next iteration as AZ”-‘) can 
be easily derived from the vector Ark by using (8): 
Azk = ,&drk + (1 - I~kl)dz”-‘. 
And the other computations in the method (2)-(8) (calculation of scalar products, linear combi- 
nations of vectors) are practically the same as in CGM. 
4. APPLICATION OF THE METHOD 
TO SOLVE PRACTICAL PROBLEMS 
Method (2)-(8) has been applied for solving a number of large scale steady-state and time- 
dependent problems of modelling in three-dimension temperature and electromagnetic fields. 
Finite element approximation of self-conjugate problems (modelling heat conduction without 
convection or nonharmonic electromagnetic fields) leads to solve system (1) which has a symmetric 
positive definite matrix A. The systems were solved by two methods: method (2)-(8) and CGM 
to compare their effectiveness. 
In both methods, first the solution of system (1) was derived for the systems with the form 
where 
&i=g, 
B = D-r&D--‘12, Y = D’j2K 9 g = D-‘/2 f? 
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and D is a diagonal matrix, consisting of the diagonal elements of matrix A. The stopping 
criterion of iterations for both methods was specified by the inequality: 
The accomplished numerical experiments demonstrated that both CGM and method (2)-(8) have 
practically similar effectiveness in solving symmetric positive definite systems. 
However, the main advantages of method (2)-(8) were revealed by solving the problems for 
modelling convective heat transfer or harmonic electromagnetic fields. The finite element approx- 
imation of system (1) for such problems has nonsymmetric matrix A. 
The approximation of first derivatives for convective heat transfer was based on the upstream 
scheme [2] which has been adjusted to finite element method. This approach provides good 
properties of matrix A (i.e., positiveness of diagonal elements and good conditioning number) for 
any convective heat-conduction characteristics. 
For finite element approximation of harmonic electromagnetic fields six unknowns were used 
for each node of the finite element mesh: three sinusoidal and three cosinusoidal components of 
electric field strength vector. 
To solve these problems other methods given in [l] such as: relaxation, minimal residuals, dif- 
ferent variations of conjugate directions (AtA and AAt minimal iterations) have been attempted. 
But, none of these methods reached the required accuracy of the considered problems within a 
reasonable period of time. In particular, minimal iteration methods for AtA and AAt not only 
were twice more time consuming due to multiplication of matrices A and At by vectors, but they 
lost the stability of calculations long before reaching the required accuracy (because of the bad 
conditioning of matrices AtA or AAt). Both the relaxation method and the minimal residuals 
method had very slow convergence properties which did not allow them to get any practical 
problem solution within a reasonable time period. Effective results were obtained by applying 
direct methods (for example Holessky method) and their combinations with iteration methods 
(block relaxation with the application of Holessky method to get the solution within a block). 
Nevertheless, even the possibilities of the direct methods are very restricted by the number of 
the nodes in the three-dimensional finite element mesh. 
The application of method (2)-(8) all ows to solve a number of problems in the above mentioned 
problems (e.g., modelling of convective heat conduction and harmonic electromagnetic fields), 
when neither iterative methods (because of slow convergence) nor direct methods (because of the 
lack of computational resources) work. But even if it was possible to get a solution for some of 
these problems having either small dimension of finite element system (1) or almost symmetric 
matrix A by any of the traditional methods, the computational expenditures were much higher 
than by using method (2)-(8). 
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