Abstract : The notion of testing for equivalence of two treatments is widely used in clinical trials, pharmaceutical experiments, bioequivalence and quality control. It is essentially approached within the intersection-union (IU) principle. According to this principle the null hypothesis is stated as the set of effects lying outside a suitably established interval and the alternative as the set of effects lying inside that interval. The solutions provided in the literature are mostly based on likelihood techniques, which in turn are rather difficult to handle, except for cases lying within the regular exponential family and the invariance principle. The main goal of present paper is to go beyond most of the limitations of likelihood based methods, i.e. to work in a nonparametric setting within the permutation frame. To obtain practical solutions, a new IU permutation test is presented and discussed. A simple simulation study for evaluating its main properties, and three application examples are also presented.
Introduction and motivation
The idea of testing for equivalence of two treatments is widely used in clinical trials, pharmaceutical experiments, bioequivalence and quality control (Wellek , 2010 , and reference therein) , (Berger , 1982; Lakens , 2017; Anderson-Cook and Borror , 2016) . In the literature it is typically approached by the so-called Intersection-Union (IU) principle (Berger , 1982; Berger and Hsu , 1996; Julious , 2010; Wellek , 2010) . The FDA glossary (FDA , 1998; Liu et al. , 2002) defines equivalence of clinical trials as: A trial with the primary objective of showing that the response to two or more treatments differs by an amount which is clinically unimportant. That is usually demonstrated by showing that the true treatment difference is likely to lie between a lower and an upper equivalence margin of clinically acceptable differences.
The IU approach considers with the role of alternative hypothesis (H 1 say) that the effect of a new treatment -typically a drug-lies within a given interval around that of the comparative treatment and with the role of null hypothesis (H 0 ) that it lies outside that interval.
Without loss of generality and for the sake of simplicity, we illustrate the proposed methodology with reference to a two-sample design and a one dimensional endpoint variable X ∼ F, where the distribution F is unknown unless it is explicitly defined. Extensions to multidimensional settings and to other designs will be the matter of further researches. Assume that n 1 IID data are drawn from X 1 related to treatment A and, independently, n 2 IID observations related to treatment B are drawn from X 2 . This setting can generally be obtained when n 1 units out of n are randomly assigned to A and n 2 = n−n 1 to B. We define responses as X 1 = X + δ A and X 2 = X + δ B , where the underlying variable X is common to both populations where δ A and δ B represent the effects of treatments A and B, respectively. Hence, X 1 = (X 11 , . . . , X 1n 1 ) are the data of sample A and X 2 = (X 21 , . . . , X 2n 2 ) those of sample B . Of course, if effects are fixed, data are homoschedastic, a condition which can considerably be weakened, see Salmaso (2010, 2012) .
To make inference on the substantial equivalence of two treatments, the IU approach consists in checking if the effect δ B lies in a given interval around δ A . That is, by defining the difference of effects as δ = δ B −δ A , to specifically test for the null hypothesis H 0 : [(δ ≤ −ε I ) OR (δ ≥ ε S )] against the alternative H 1 : (−ε I < δ < +ε S ), where ε I > 0 and ε S > 0 are the non-inferior and the non-superior margins for δ. Margins that are assumed to be suitably established by biological, clinical, pharmacological, physiological, technical or regulatory considerations. The literature on the subject matter is quite wide and to our goal of presenting a new permutation procedure we quote only some few relevant papers: Berger (1982) ; Berger and Hsu (1996) ; Wellek (2010) ; Liu et al. (2002) ; Laster and Johnson (2003) ; Mehta et al. (1984) ; Romano (2005) ; Zhong et al. (2012) ; D'Agostino et al. (2003) ; Hung and Wang (2009) ; Röhmel et al. (2006) .
Assuming that H 0I : δ ≤ −ε I , H 1I : δ > −ε I , H 0S : δ ≥ ε S , and H 1S : δ < ε S are the related partial sub-hypotheses, the hypotheses of a IU test are then stated as H 0 = H 0I H 0S against H 1 = H 1I H 1S . It is worth noting that H 0 is true if only one between H 0I and H 0S is true, because the two cannot have common points; H 1 is true when both sub-alternatives H 1I and H 1S are jointly true. In practice, the IU solution requires Two One-Sided partial Tests (TOST) (Schuirmann , 1981 (Schuirmann , , 1987 , for instance, such as those based on divergence of sample averages: T I = (X 2 + ε I ) −X 1 and T S =X 1 − (X 2 − ε S ), where T I is for testing H 0I V.s H 1I and T S for H 0S V.s H 1S (note that large values of both statistics are evidence against the respective sub-null hypotheses). After then, according to the IU principle, to obtain a global test, two partial tests must be suitably combined into T G = IU (T I , T S ). A typical and effective combination is:
where (λ I , λ S ) are two p-value statistics.
It is to put into evidence that two partial tests are negatively related. Indeed, when ε I = ε S = 0 they are such that T I + T S = 0 with probability one. Figure 1 presents a sketch of the IU testing situation where R I and R S represent two sub-rejection regions in the δ axis.
Of course, when either ε I or ε S is large (or even infinitely large), measured by the T G distribution, the problem becomes of non-inferiority or non-superiority. It is worth noting that in such a case the testing problem becomes equivalent to a very standard onesided situation for a composite null against a composite alternative, then presenting no real difficulties. Difficulties which, instead, come out whenever (ε I , ε S ) and/or (n 1 , n 2 ) are not sufficiently large and that are the core problem for testing equivalence within the IU principle.
The rationale for the IU approach, which in practice is the only one adopted in the literature for equivalence, is that equivalence is accepted if both partial tests jointly reject. It is, however, worth noting that this solution mimics that connected to the well-known theorem in Lehmann (1986) ; see also: Wellek (2010); Romano (2005) . This essentially states that, under very stringent assumptions one unconditionally likelihood-based optimal (UMPUI) test T Opt exists.
Denoting by φ T and φ h the indicator functions of rejection regions of tests T and T h , h = I, S, respectively, with clear meaning of the symbols such a solution is optimal within the class of tests T that satisfy the conditions: a) sup δ∈H 0 [E F (φ T , δ)] ≤ α, i.e. T is at most of size α; and b) inf δ∈H 1 [E F (φ T , δ)] ≥ α, i.e. T is at least unbiased. So, it is required that every such global test T ∈ T has type I error rate not larger than α. And thus each T has to satisfy α at both extremes of H 1 . That is: E F (φ T , ε h ) ≤ α at ε h = −ε I , ε S , and E F (φ T , δ) ≥ α, at −ε I < δ < +ε S . As a consequence, each partial test T h , h = I, S, must be calibrated (Romano , 2005) so as their IU combination must satisfy both conditions. This leads to define calibration, expressed in terms of partial type I error rate α c , by means of the equation:
under the condition
It is worth noting that calibrated α c is common to both margins, because it essentially depends on the equivalence interval length ε I + ε S , and on the distributions associated to the specific partial tests T h and global test T under consideration. More specifically, it depends on F , on partial tests T h and on global T through their rejection regions φ h , h = I, S, and φ T , where this latter to be defined requires the knowledge of the solution α c . Thus, the calibration is generally not a simple process. Indeed, a rather intriguing mathematical problem comes out, since we can say that to obtain calibrated α c , in practice one has to know it. According to Lehmann (1986) , this calibration can be achieved via numeric calculations if the underlying distribution F lies within a uniparametric or even a bi-parametric regular exponential family, if for the latter the invariance property works for one nuisance parameter (Wellek , 2010) . In other cases, it has to be obtained via Monte Carlo simulations under the conditions stated at the following point ii) because, to the best of our knowledge, direct numeric calculations are not available.
In practice, the IU T G rejects at global type I error rate α if max(λ I , λ S ) ≤ α c . Such a condition is not always simple to fulfill because, in order to establish if with actual data X both partial tests T I and T S do reject, it entails to know the distribution function of global T G , that depends on the underlying F , on two margins (ε I , ε S ), on sample sizes (n 1 , n 2 ), and two statistics (T I , T S ). The central difficulty for finding the IU T G distribution is that two partial tests T I and T S are negatively dependent and their dependence, which in turn depends on the T G measure of ε I + ε S , is generally much more complex than linear. This becomes quite compelling for multivariate settings where regressions are generally more complex than pairwise linear and so it is practically impossible to properly manage estimators of all related coefficients, the number and type of which are essentially unknown. In the literature such issues have been pointed out by Sen (2007) and Hoeffelder et al. (2015) . In these conditions, a general solution could be found if we were able to nonparametrically manage that underlying dependence. This is possible if we stay within the permutation testing principle and more specifically within the NonParametric Combination (NPC) of dependent Permutation Tests (PTs) (Pesarin , 1990 (Pesarin , , 1992 (Pesarin , , 2001 ).
The permutation testing principle essentially requires that in the space of effects δ there is a point δ 0 / ∈ H 1 such that data permutations are equally likely (generally, but not always, this corresponds to the data exchangeability property). In particular, PTs and the NPC take benefits from the conditional and unconditional uniform monotonicity property. Roughly speaking, this can be referred to as: testing for H † 0 : δ ≤ δ 0 V.s H † 1 : δ > δ 0 by any unbiased PT T, with rejection region indicator φ T , such a property states that for any δ < δ 0 < δ < δ , any data X, any sample sizes (n 1 , n 2 ) ≥ 2,and any underlying distribution F, the following relations respectively hold:
} represent permutation p-value statistics of test statistic T on data sets X( · ) with effect (·), X * (·) being a random permutation of X(·); moreover, due to discreteness of permutation distributions, the α-values are those that are really attainable.
The IU-TOST approach, as well as the likelihood-based one, presents some serious pitfalls, as we will see while analyzing simulation results of our permutation approach (Section 3). Most important are:
i) It does not admit any solution when ε I = ε S = 0, that is when the null hypotheses is H 0 : [(δ ≤ 0) (δ ≥ 0)] in which case the alternative H 1 becomes logically impossible since it is empty, H 1 = ∅ say.
ii) Unless the invariance property works, to obtain via Monte Carlo simulations the IU-TOST T G calibrated, in practice it is required the complete knowledge of underlying distribution F of data X, including all its nuisance parameters. When, for partial test distributions, a central limit theorem is working, calibrated α c can be approximately determined according to Wellek (2010) , since the interval length ε I + ε S can be measured in terms of underlying standard error σ X [n 1 n 2 /(n 1 + n 2 )] 1/2 . iii) When the T G measure of ε I + ε S is small there still remain severe difficulties to establish equivalence when it is true. iv) According to Hoeffding (1952) , we will see that our IU permutation test T G = min(T I , T S ) quickly converges to T Opt in the conditions for the latter. v) Unless min(n 1 , n 2 ) or ε I +ε S are very large, once the equivalence is rejected, the application of multiple testing techniques for establishing which H 0h is active, if not impossible, is generally difficult since calibrated α c lie in the half-open interval [α, (1 + α)/2). vi) While using ranks, only within our permutation approach it seems possible to express margins in terms of the same physical unit of measurement of the data X (Arboretti et al. , 2015; Janssen and Wellek , 2010) . Indeed, expressing them in terms of rank transformations implies considering something similar to random margins, the meaning of which become doubtful or at least questionable.
The IU-TOST solution usually considered in the literature (Berger and Hsu , 1996) corresponds to the non-calibrated versionT G , that which rejects global H 0 at type I error rate α when both partial tests reject each at the same rate α in place of calibrated α c , i.e. whenα I =α S = α. This heuristic and naiveT G solution has several further specific pitfalls:
I) It satisfies Lehmann's condition a) but not b); by the way, it trivially satisfies Theorem 1 of Berger (1982) .
II) When the T G measure of ε I + ε S is very large, the non-calibrated naiveT G , whose partial type I errors areα I =α S = α, and the calibrated T G coincide, and so they both are consistent (Section 2.4). Indeed, if T I and T S are consistent partial tests (Pesarin and Salmaso , 2013) and the central limit theorem is approximately working, as sample sizes increase the T G measure of ε I + ε S increases being it measured in terms of σ X [n 1 n 2 /(n 1 + n 2 )] 1/2 . III) The naive TOSTT G can be dramatically conservative since its maximal rejection probability can be much smaller than α, even close to zero, as we will see. IV) Theorem 2 in Berger (1982) , essentially states that there exist margins (ε I , ε S ) such that the power of naiveT G is not smaller than α. That, however, is not a constructive condition and so is not beneficial for finding practical solutions. Indeed, in any real problem, based on technical or biological or regulatory consideration, margins are established prior to the experiment for collecting data is conducted, and not after data are collected, with the aim of conferring the unbiasedness property to the naive TOSTT G . V) Paradoxically, when interval length ε I + ε S is small in terms of T G distribution, the maximal probability for the naive TOSTT G to find a drug equivalent to itself can be about zero. This is especially true when both partial rejection regions are external to the equivalence interval defined by H 1 , i.e. when (
VI) As a consequence,T G is not a member of class T , and so in our opinion there are no rational reasons for taking it into consideration for testing equivalence.
It is worth noting that the FDA definition of testing for equivalence is compatible also with a sort of dual formulation (mirror-like) to that commonly considered in the literature (Pesarin et al. , 2016) . Indeed, the roles of null and alternative hypotheses can be reversed. As a matter of facts, we could rationally also considerH 0 : (
We are not interested, here, to provide a comparison of two formulations, essentially because we have to firstly discuss the permutation solution to the standard formulation and to examine some of its performances. Such a comparison, or better such a parallel analysis, will be the subject matter of a further specific research.
The remainder of this paper is organized as follows: Section 2 is entirely devoted to develop our IU-TOST-NPC method; Section 3 contains a simple simulation study with the aim of assessing performances and pitfalls of the IU approach; with the role of putting into evidence that IU-NPC requires large margins to detect equivalence, Section 4 contains the discussion of three examples: one in which two-sample data are essentially equivalent in distribution, one near to practical equivalence, and one in which a non-equivalence is empirically evident; finally, some concluding remarks are in Section 5.
The nonparametric IU permutation test
For testing H 0 against H 1 within the IU our proposal is to test separately, but simultaneously, H 0I against H 1I and H 0S against H 1S . For the sake of generality, let us suppose that data Y are really observed and that margins (ε I , ε S ) are expressed in the same physical units of measurements of the data. So, (Y 1 , Y 2 ) are two observed data sets. For testing H 0I against H 1I and H 0S against H 1S , let us consider the data transformations
, where two components are deterministically related.
A basic assumption for conferring the conditionally and unconditionally unbiasedness to permutation partial tests (Pesarin and Salmaso , 2010) is that the underlying variable Y is provided with the so-called dominance in distribution property with respect to the effect δ. This implies that for every real t two cumulative distribution functions are related either as
, the equality ∀t being satisfied only in one point δ 0 / ∈ H 1 . According to this, we have to assume that two cumulative distributions do not intersect. Of course, this is trivially satisfied when treatment effects are fixed. It can also be satisfied for most random effect models, in which case for δ = δ 0 there might be non-homoschedasticities in the data. It may be not satisfied in some problems where treatment effects can interact with some underlying genetic configuration (Bertoluzzo et al. , 2003) . It is worth noting, however, that in δ = δ 0 , Y 1 and Y 2 being equal in distribution, data are exchangeable. Within the permutation theory random effects are only required to be either non-negative or non-positive with probability one, without requiring for them the existence of moments of any order.
Suppose now that partial tests are based on divergence of sample means of suitable transformations of the data, such as:
. Thus, two partial tests assume the general form: T I =X I2 −X I1 and T S =X S1 −X S2 , whereX hj = i≤n j X hji /n j , j = 1, 2, h = I, S, are sample means. This is of particular interest when working with rank or log transformations (Arboretti et al. , 2015) .
For the sake of simplicity and without loss of generality, let us refer to the identity transformation, i.e. X = Y. The permutation test T I , for H 0I against H 1I , is based on comparison of two sample means, where the data X 2 of sample B are modified to X I2 = X 2 +ε I , while those of sample A are retained as they are, i.e. X I1 = X 1 . In this way, we may
, ∀t, data are exchangeable. Thus, the Rejection Probability (RP) of
e. RP is conditionally and unconditionally monotonic in δ ], RP is not larger than α at δ < −ε I , and not smaller than α at δ > −ε I . And this uniformly for all sample data X and all underlying distributions
we use the test statistic T S =X S1 −X S2 , where X S1 = X 1 and X S2 = X 2 − ε S .
It is worth observing that large values of both partial test statistics T I and T S are significant. So, two partial tests lead to p-value like statistics λ I and λ S (as defined at step 8 of the algorithm 2.2) that are smaller in distribution under H 1 than under H 0 . It is also to be observed that as H 0I true implies H 0S false, and vice versa, i.e. two null sub-hypotheses cannot jointly be true; whereas two sub-alternatives H 1I and H 1S can. This fact implies that two partial p-values statistics are negatively dependent. Such a property has to be accurately taken into consideration while defining the T G distribution and while discussing its properties.
It is important to note that since for positive variables, X P > 0 say, two test statistics X h1 −X h2 andX h1 /X h2 , h = I, S, are permutationally equivalent (Pesarin and Salmaso , 2010) , then for such variables difference intervals and ratio intervals have the same handling within the permutation setting. There is, however, a difference in the physical meaning assigned to margins: a) in testing by difference of sample means, margins are expressed in the same physical units of measurements of data X and their length is evaluated, at least approximately, in terms of standard deviation σ X ; b) in testing by ratio of means, they are expressed in terms of percent of mean µ X . Thus, it is not always possible to find a meaningful correspondence between two meanings. In any case, it is to put into evidence that the equivalence interval length is always measured in terms of the T G distribution.
Following the spirit of the NPC methodologies, once two partial tests and related pvalue statistics (λ I , λ S ) are obtained, we must suitably combine them so as to infer which in the light of the data X between H 0 and H 1 is to be retained with type I error rate not exceeding a given α-value. This combination can be done by a nonparametric combining function ϕ : [0, 1] 2 → R + , small values of which are significant. Although several combining functions are available, mostly due to its fast convergence to the optimal test when this exists, the one we consider is T G = max(λ I , λ S ). We observe that since the rejection region of such a solution is convex in the space of p-value statistics (Pesarin and Salmaso , 2010) , then the IU-NPC test T G is a member of a complete class of test statistics, and so it is admissible (Birnbaum , 1954a,b) . This means that there does not exist any other combining function of (λ I , λ S ) which is uniformly more powerful than T G , unless stringent distributional conditions on data X are assumed.
The permutation solution
Suppose, to this end, that X 1 = (X 11 , . . . , X 1n 1 ) are the IID A-data, and independently X 2 = (X 21 , . . . , X 2n 1 ) the IID B -data, so that X = (X 1 , X 2 ) = (X i , i = 1, . . . , n; n 1 , n 2 ), where the latter notation means that first n 1 elements of pooled set X are from first sample and the rest n 2 = n − n 1 from the second. So, if u * = (u * 1 , . . . , u * n ) is any permutation of unit labels u = (1, . . . , n), the corresponding data permutation is X * = (X(u * i ), i = 1, . . . , n; n 1 , n 2 ), so that X * 1 = (X(u * i ), i = 1, . . . , n 1 ) and X * 2 = (X(u * i ), i = n 1 + 1, . . . , n) are the two permuted samples, respectively. Partial tests T * I =X * I2 − X * I1 and T * S = X * S1 −X * S2 are then calculated on the same permutation of units so as to obtain their bivariate permutation distribution (steps 6 and 7 of the algorithm).
The related observed p-value statistics are defined as:
It is worth noting that such λ h were true p-values only if the sharp null δ = δ 0 were true. In permutation testing, however, such quantities are used with the role of statistics that summarize testing information contained in the observed data X, the most important property of which are the conditional and unconditional monotonicity with respect to δ.
It is important to observe that λ I and λ S , being computed on essentially the same data, are necessarily dependent (Sen , 2007) . Moreover, since they are obtained by means of non-linear transformations of the data (point 8 of the algorithm), their dependence is generally too difficult to model and to cope with. It is only known that they are negatively dependent (Lehmann , 1986; Pesarin , 2001; Pesarin and Salmaso , 2010 ) and that such a permutational dependence depends on data X and margins (ε I , ε S ). So, unless their bivariate distribution is known, possibly except for some few estimable nuisance parameters, they must be combined in a nonparametric way in accordance with the NPC of dependent tests. Thus, they must be processed simultaneously by means of the same permutations of units.
An algorithm for the IU-NPC test
Unless the number of all possible permutations is relatively small, according to the literature (Edgington and Onghena , 2007; Good , 2000; Hirotsu , 2007; Pesarin , 2001; Pesarin and Salmaso , 2010) , we estimate the T G distribution by means of a conditional Monte Carlo procedure, consisting of a random sample of R runs from the set of all data permutations (commonly, R is set at least equal to 1000). Two p-value statistics are then estimated aŝ
where I is the indicator function andX *
hjir /n j , h = I, S, j = 1, 2 are calculated at the rth permutation, r = 1, . . . , R (see Pesarin (2001, chapter 6 ); Pesarin and Salmaso (2010, chapter 4)). Of course, if the whole permutation space were inspected, in place of estimations exact numeric values were provided.
An algorithm for the IU permutation test is based of the following steps:
1. read the data set X = (X 1 , X 2 ) = (X i , i = 1, . . . , n; n 1 , n 2 ) and two margins ε I and ε S ; 2. define two data vectors X I = (X I1 , X I2 ) = (X I1i = X 1i , i = 1, . . . , n 1 ; X I2i = X 2i + ε I , i = 1, . . . , n 2 ) and X S = (X S1 , X S2 ) = (X S1i = X 1i , i = 1, . . . , n 1 ; X S2i = X 2i − ε S , i = 1, . . . , n 2 ); 3. compute the observed values of two statistics: T o I =X I2 −X I1 and T o S =X S1 −X S2 and take memory; 4. take a random permutation u * = (u * 1 , . . . , u * n ) of unit labels u = (1, . . . , n);
5. define the two permuted data sets: X * I = (X I (u * i ), i = 1, . . . , n; n 1 , n 2 ) and X * S = (X S (u * i ), i = 1, . . . , n; n 1 , n 2 ), both defined on the same permutation u * ;
6. compute the related permuted values of two statistics: T * I =X * I2 −X * I1 and T * S = X * S1 −X * S2 and take memory; It is worth noting that combined test T G , in respect to the general NPC definitions (Pesarin and Salmaso , 2010) is nothing else than an adaptive admissible combining function. Then, as such it enjoys all properties of NPC functions. To be specific, if at least one partial test is consistent, then T G is consistent (that property is discussed in Section 2.4). Since partial tests T I and T S are not positively related, unbiasedness property must be directly proved. Such a proof simply implies making reference for two partial tests to the calibrated type I error rates α c in place of the global α , as discussed in Section 1. It is also worth noting that rank or other monotonic transformations are to be set at the end of step 2. 
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Some limiting properties
Let us assume that population mean E F (X) is finite, so that E(X * |X) is also finite for almost all X ∈ X n , whereX * is the sample mean of a without replacement random sample of n 1 or n 2 elements from the pooled set X, taken as a finite population. Firstly, consider the behavior of partial test T * S (δ) =X * S1 −X * S2 , where its dependence on effect δ is emphasized. In Pesarin and Salmaso (2013) , based on the law of large numbers for strictly stationary dependent sequences, as are those generated by the without replacement random sampling (any random permutation is just a without replacement sample from the pooled data set X S ), it is proved that, as min(n 1 , n 2 ) → ∞, the permutation distribution of T * S (δ) weakly converges to E F (X S1 −X S2 ) = (ε S − δ). Thus, for any δ < ε S the RP of T S (δ) converges to one: E F (φ T S , δ) → 1. Moreover, for any δ > ε S its RP converges to zero. At the right extreme of H 1S , δ = ε S say, since for sufficiently large sample sizes T S (ε S ) rejects with probability α, its limit rejection is also α. The behavior of T I (δ) mirrors that of T S (δ). That is, its limiting RP: i) for δ = −ε I is α; ii) for δ < −ε I is zero; iii) for δ > −ε I is one. In the global alternative H 1 : (−ε I < δ < ε S ), since both permutation tests T I and T S are jointly consistent, the global test T G is consistent too, that is E F (φ T G , δ) → 1. Correspondingly, for every (δ < −ε I ) (δ > ε S ) the limiting RP is E F (φ T S , δ) → 0. Moreover, in the extreme points of H 0 , when δ is either −ε I or ε S , as one and only one can be true if at least one is positive, the limiting RP of T G is α (if ε I = ε S = 0, this RP is not defined).
A simple simulation study
In present section we wish to evaluate the behavior of the IU-NPC permutation solution both under H 0 and in power. A comparison with the optimal likelihood-based competitor T Opt (from Wellek (2010)) is also shown. Firstly, by using the IU-NPC algorithm with obvious modifications, we report in Table 2 : the IU-calibrated α c so as α G ≈ .05 for n 1 = n 2 = 12, X ∼ N (0, 1); maximal IU power W T * G at δ = 0 and α G ≈ .05, maximal IU power WT * G of naive TOST atα I =α S = .05; simulations are with R = 5000 and M C = 10000. Table 2 : IU-calibrated α c so as α G ≈ .05 for n 1 = n 2 = 12, X ∼ N (0, 1); maximal IU power W T * G at δ = 0 and α G ≈ .05, maximal IU power WT * G of naive IU-TOST atα I =α S = .05; simulations are with R = 5000 and M C = 10000. These results confirm that calibrated α c lie in the half-open interval [α, (1 + α)/2), and that for margins ε smaller than about σ X /3 the maximal power of naive TOSTT G is close to zero (in first three decimal figures; moreover, there are situations where it can be exactly zero). The latter justify our sentence that the naive TOST with moderate sample sizes and margins never can find that a drug is equivalent to itself; i.e. the spirit of point V in Section 1 is largely confirmed. In particular, for naiveT G to be unbiased, i.e. for its power is at least .05, when ε I = ε S = 0.2 sample sizes of n 1 = n 2 ≈ 280 are needed. In our opinion, these facts suggest to abandon the naive TOST solution in the analysis of practical equivalence problems. Table 3 report simulation results for: X ∼ N (0, 1); α = 5%; M C = 5000; R = 2500; n 1 = n 2 ; ε I = ε S ; maximal power WT * G at δ = 0 for naive TOSTT * G ; calibrated partial α c ; maximal power W T * G for calibrated T * G ; maximal power W T Opt for optimal invariant test T Opt (the latter are from Wellek (2010, page 122) ). Latter results confirm optimality of T Opt . However, performances of T Opt and of IU-NPC T G are comparable and their power are quickly converging according to increasing sample sizes (point iv in Section 1). Also confirmed is that power of naiveT G converges to that of calibrated IU-NPC T G as margins increase and that both tend to one according to Berger's Theorem 2 (Arboretti et al. , 2015) . The same IU-NPC simulation algorithm can also be used for determining the design n 1 = n 2 such that Max W T G = p at standardized margins ε I = ε S and calibrated α c = α. The following table contains some few designs obtained by assuming: X ∼ N (0, 1); α = 5%; p = 0.80; M C = 5000; R = 2500. Assuming that at ε = 1 the sample size, as obtained by interpolating the entire simulation results, is n(1) = 17.38, designs for ε = (0.40, 0.20, 0.10) have been obtained according to the rule n(ε ) = (1/ε ) 2 n(1). This same rule can also be used for deducing all intermediate designs. It is worth noting that these designs are strictly close to those obtained within the naive TOST approach as reported in Lakens (2017) . Such a practical coincidence is mostly due to the fact that calibrated α c coincides with non-calibrated α for interval length, adjusted with sample sizes, of about (ε I + ε S ) n 1 n 2 /nσ 2 > 5.4. Table 3 : Simulation results for: X ∼ N (0, 1); α = 5%; M C = 5000; R = 2500; n 1 = n 2 ; ε I = ε S ; maximal power WT * G at δ = 0 for naive IU-TOSTT * G ; calibrated partial α c ; maximal power W T * G for calibrated T * G ; maximal power W T Opt for optimal invariant test It is asked to establish if sulfur content is equivalent on two batches. Basic statistics are:X 1 = 0.487,X 2 = 0.497,σ 1 = 0.0265,σ 2 = 0.0234,σ = 0.0252.
For two-sided (sharp) hypotheses H 0 :
= X 2 ,with R = 100000, PT T = |X 1 −X 2 | the p-value statistic isλ = 0.2221; a value that manifest a substantial equivalence (Eq) of two distributions. The results of our IU-NPC analysis for margins ε I = ε S = (0.005, 0.010, 0.020, 0.0232, 0.0239, 0.025), corresponding to standardized values (in terms ofσ) of (0.198, 0.397, 0.794, 0.921, 0.950, 0.992) , for respectively original data X and their mid-ranks MR are reported in the following table: Note: ε I = ε S = 0.02 ( †) (corresponding to a standardized value of 0.794) are the margins adopted by Anderson-Cook & Borror in their analyses while adopting the naive TOST testT G based on Student's t distribution. It is worth observing that their corresponding non-calibrated p-value is of 0.103, the same as calibrated ours based on permutations. Permutation p-value statistics were obtained with R = 100000 random permutations. Calibrated α c , corresponding to α G = 0.05, that cannot be exactly determined since the underlying distribution F is not known (point ii in Section 1), were assessed assuming validity of the permutation central limit theorem, leading to approximate partial test distributions by assuming normal laws for the data, i.e. Y h ∼ N (µ h = ε h /σ, σ h =σ), h = −ε I , ε S , with 5000 Monte Carlo simulations and R = 2500 random permutations each. Mid-ranks are used in place of plain ranks to reduce the impact of ties; indeed, when there are no ties mid-ranks and plain ranks give exactly the same results. The IU-NPC on original data X accepts non-equivalence (N-Eq) for all standardized margins ε < 0.921 and equivalence (Eq) for ε > 0.921.Of course, mid-rank based results reflect the same behavior as those on original data except that, to obtain corresponding inferences, slightly larger margins and/or sample-sizes are apparently required. In particular it is worth observing that non-equivalence N-Eq is obtained for margins up to 0.950. In our opinion, standardized margins of 0.921 for original data X and of 0.950 for midranks are too large for meaningful practical applications of equivalence testing in the area of quality control. These IU-NPC results, however, manifest severe difficulties for T G to detect a substantial equivalence when it is really evident in practice.
Example 2. Consider the data from Hirotsu (2004) on the end-point variable Log C max , related to n 1 = 20 Japanese subjects and n 2 = 13 Caucasians, after prescribing a drug. Data concern a bridging study conducted to investigate for bio-equivalence between two populations. So, it is asked to test if two populations can be retained as bio-equivalent with respect to that variable. Data are in Table 5 . The basic statistics with these data are:X Jap = 1.518;σ Jap = 0.0812;X Cau = 1.457; σ Cau = 0.0951; pooledσ = 0, 0869. By firstly using the permutation test T * = |X = X C against the two-sided alternative H 1 : X J d = X C , with R = 100000 we obtain the p-value statisticλ = 0.0535 (for the one-sided H 1 : X J d > X C it isλ = 0.0268; with Fisher-Mood's median test the one-sided exact p-value is λ = 0.0581). Thus, denoting a practical equivalence between two data sets at α = 5%, althoughX Jap appears to be slightly larger thanX Cau . Let us consider the IU-NPC T G for testing equivalence with a list of margins ε I = ε S = (0. 022, 0.058, 0.071, 0.109, 0.120, 0.125) , approximately corresponding to (1/4, 2/3, 0.82, 1.25, 1.38, 1.44) times the pooledσ = 0.0869, respectively. The results, with R = 100000 on original data X and their mid-rank transformations M R respectively are: 
At ε such thatα(ε) = α G = 0.05, i.e. ε ≈ 0.071 (corresponding to ≈ 0.82σ), type I error rates of naifT G (ε) and of T G approximately coincide, since α c ≈α ≈ α. Of course, this coincidence remains also for larger margins and sample sizes. With the data of the example, the equivalence of two data sets is accepted if margins ε I = ε S 1.38σ. In our opinion, these too wide margins might be considered as an extremely poor result which puts into evidence a known characteristic difficulty of the IU-TOST approach, as well as that of the likelihood-based one, while detecting for equivalence especially when it practically is. Example 3. Data, from Pesarin and Salmaso (2010) , are related to a psychological experiment on job satisfaction of n = 20 workers in a company, where n 1 = 12 were classified as Extroverted and n 2 = 8 as Introverted. Some criteria for equivalence analysis of psychological data can be found, for instance, in Kruschke and Liddell (2017) . Data are in Table 6 Basic statistics are:X 1 = 65.92;σ 1 = 8.61;X 2 = 48.63;σ 2 = 9.44; pooled σ = 8.93. For the two-sided (sharp) hypotheses H 0 :
= X 2 , with R = 100 000, PT T = |X 1 −X 2 | leads toλ = 0.00086 which manifests a substantial nonequivalence. The IU-NPC for equivalence with R = 100000, using ε I = ε S , gives results in Table 7 Since for margins ε ≥ 15, calibrated α c is approximately equal to α = 0.05, the IU-NPC results permit declaring non-equivalence for margins ε ≤ 24 and equivalence for larger values, when data X lie in the rangeX ± 2.7σ, i.e. ≈ 59 ± 25. Extroverted: X 1 = (66, 57, 81, 62, 61, 60, 73, 59, 80, 55, 67, 70) n 1 = 12 Introverted: X 2 = (64, 58, 45, 43, 37, 56, 44, 42) n 2 = 8
Mid-rank-based results in Table 7 reflect those on original data. Of course, when standardized mean difference is large, (65.92 − 48.63)/8.93 ≈ 1.94, say), IU-NPC detects nonequivalence with a probability larger than α (the approximate maximal power of N-Eq in this framework would be of about 0.982). However, since from in Kruschke and Liddell (2017) for psychological experiments the suggested equivalence margins are of ε ≈ 0.1·σ ≈ 0.9, which would correspond a maximal power of about 0.052 with calibrated α c = 0.437. Indeed, a very poor performance in that discipline. Moreover and considerably important in our opinion, on three examples once H 0 : N-Eq has been accepted it is unclear how to proceed for making inference on which of two arms, H 0I or H 0S , is active while controlling type I errors especially when calibrated α c is larger than nominal α. 
Conclusions
From all three examples it results that IU approaches (likelihood-based, naive TOST, and NPC calibrated) apparently try to preserve the non-equivalence conclusion even when this is evidently not true. Moreover, from simulations it results that their power in detecting equivalence when it is really true is generally too poor, thus implying quite severe inferential costs. The nonparametric combination (NPC) of dependent permutation tests, when the permutation testing principle applies, enables us dealing with the rather intriguing problem of testing for equivalence and non-inferiority in a general unidimensional setting according to the IU-NPC approach. Two related crucial points, as pointed out by Sen (2007) , are how to go beyond the likelihood ratio methods, which are generally too difficult to apply properly, and how to do with the generally too complex dependence structure of the two partial test statistics in which such an analysis is usually broken down. Using the results and methods discussed in the books of Pesarin (2001) and Pesarin and Salmaso (2010) concerning the NPC we are able to provide a general solution to the testing under the TOST approach which rationally can interpret one of the ways to face the equivalence and non-inferiority problem. Extensions to multivariate settings (see for example Arboretti Giancristofaro et al. (2014) ), especially when, for some of the variables, equivalence effects are in hyper-rectangular margins and others are hyper-unidirectional (for instance, as with side effects of drugs for which it is required to be not larger than a target) as well as extensions to one sample designs, to C > 2 samples, to ordered categorical endpoint variables, to repeated measurements, and to some situations where missing and/or censored data are informative on treatment effects, will be the subject matters of future researches. We expect that these extensions can be obtained by suitable adaptive modifications of the combining functions with respect to the corresponding solutions discussed in Pesarin (2001) ; Pesarin and Salmaso (2012) and Corain and Salmaso (2015) on multi-aspect testing and the NPC (O'Gorman , 2012) . Another promising research field where the method we proposed could be effectively applied, is that one of statistical process control; in particular, the IU permutation solution for two-sample equivalence testing could be helpful to face the problem of ranking of several industrial product/prototypes (Corain and Salmaso , 2007) and monitoring industrial processes in case of multivariate responses (Corain and Salmaso , 2013) . Since the equivalence problem at hand can find appropriate solution also within the UnionIntersection (UI) approach, as is done in Pesarin et al. (2016) , we postpone to a further paper a parallel analysis of IU-NPC and UI-NPC permutation solutions.
