Sensor sharpening [J. Opt. Soc. Am. A 11, 1553 (1994)] has been proposed as a method for improving computational color constancy, but it has not been thoroughly tested in practice with existing color constancy algorithms. In this paper we study sensor sharpening in the context of viable color constancy processing, both theoretically and empirically, and on four different cameras. Our experimental findings lead us to propose a new sharpening method that optimizes an objective function that includes terms that minimize negative sensor responses as well as the sharpening error for multiple illuminants instead of a single illuminant. Further experiments suggest that this method is more effective for use with several known color constancy algorithms.
INTRODUCTION
Sensor sharpening refers to using a linear transformation of camera responses [red-green-blue (RGB)] to improve computational color constancy methods based on independently scaling the three sensor channels. 1 Here the scaling, or diagonal map, is applied to all the sensor responses of a scene under one illuminant to estimate the corresponding responses under a standard, canonical illuminant. Using the appropriate linear transformation before the scaling and its inverse after the scaling reduces the rms mapping error. The original work 1 thus suggested that some color constancy algorithms could, in theory, benefit by sensor sharpening. However, the practicality of sharpening remains unclear because determining the sharpening transform requires knowledge of the scene illuminant (database sharpening), strong conditions on scene illuminant and scene surfaces (perfect sharpening), or optimizations that are not directly related to color constancy error (sensor-based sharpening). Furthermore, the error in scene illuminant parameter estimation is often much larger than the reduction in error that is possible 'to achieve by sharpening, even assuming that the illumination is known. Finally, color constancy processing is not necessarily independent of sharpening. For example, sharpening may help color constancy processing above and beyond the possible reduction in mapping error by improving the estimation of the required mapping. Alternatively, sharpening may work against the color constancy algorithm.
In preliminary work we applied sharpening to several algorithms 2 and found that sharpening could improve performance in a few cases. The difficulties we encountered led us to propose a new sharpening method (multiple-illuminant-with-positivity sharpening), which we describe here. We also analyze the relationship between sharpening and color constancy error for several color constancy algorithms. We then provide detailed results using an improved experimental protocol.
The efficacy of sensor sharpening is expected to be dependent on the camera sensors. Thus we provide results for four different cameras: a Sony DXC-930 CCD video camera, 3 a Kodak DCS-460 digital camera, a Kodak DCS-200 digital camera, 4 and a Kodak DCS-420 digital camera. 4 Our general conclusion is that when the sensors are already relatively sharp (e.g., the Sony camera), further sensor sharpening is not helpful and can have a detrimental effect. However, when the sensors are not sharp (e.g., the DCS-460, the DCS-200, and the DCS-420), sensor sharpening can have a substantial positive effect, depending on the algorithm, especially when the proposed new method is used.
SENSOR-SHARPENING FORMULATION
We begin with an explanation of sensor sharpening. 1 The motivation for sensor sharpening is the observation that many of the most effective current color constancy algorithms employ a diagonal model of illumination change. To understand this model, consider a white patch under two different illuminants. Suppose that under the first illuminant the color is (r, g, b) and under the second illuminant the color is (rЈ, gЈ, bЈ). It is possible to map the color of white under the first illuminant to the color under the second by postmultiplication by a diagonal matrix:
͑ rЈ, gЈ, bЈ͒ ϭ ͑ r, g, b͒diag͑rЈ/r, gЈ/g, bЈ/b͒.
If the same diagonal matrix transforms the (r, g, b) of all surfaces (not just the white ones) to a good approximation, then we say that we have a diagonal model of illu-mination change. It turns out that the accuracy of the approximation is a function of the vision system's sensors.
The idea of sensor sharpening is to map the data by a linear transform T into a new space where the diagonal model holds more faithfully. Color constancy algorithms that rely on the diagonal model can then proceed more effectively. The final result is then mapped back to the original RGB space with the inverse transformation T Ϫ1 . Working in the transform space is like having new sensors that are linear transformations of the old ones. Generally speaking, the sensitivity functions of sensors that support the diagonal model tend to look sharper in the sense that they have narrower peaks than ones that do not. For the limiting case-that of Dirac delta functions as sensors-the diagonal model holds exactly. From these observations, we get the name ''sensor sharpening.' ' The main technical result in sensor sharpening is how to find the transformation T. Finlayson et al. 1 propose three methods for finding T: ''sensor-based sharpening,'' ''database sharpening,'' and ''perfect sharpening.'' In database sharpening, RGBs are generated by using a database of reflectance spectra, together with an illuminant spectrum and the sensors. This is done for two separate illuminants. Let A be the matrix of RGB for the first illuminant and B be the matrix for the second, with the RGBs placed rowwise. In the sharpening paradigm, we map from B to A with a sharpening transform, followed by a diagonal map, followed by the inverse transform. If we express each transform by postmultiplication by a matrix we get A Ϸ BTDT Ϫ1 . In database sharpening the matrix T (and implicitly D) is found that minimizes the rms error, ʈA Ϫ BTDT Ϫ1 ʈ 2 . The sharpening transform gives exactly the same error as the best linear transform M. In fact, T is found by diagonalizing M, where M minimizes ʈA Ϫ BMʈ 2 .
Sensor-based sharpening finds the transform T by using an optimization designed to capture the intuitive notion of sharpness. This optimization requires specifying in advance a sharpening interval and the value of a Lagrange multiplier. For this work we chose database sharpening over sensor-based sharpening because of the unambiguous correspondence between the sharpening method and a color constancy error measure, as well as the difficulties in relying on user-specified parameters.
Perfect sharpening computes the sharpening transform on the assumption that surface reflectances can be fitted by using a three-dimensional linear model and, more critically, that illuminant spectra can be fitted by using a two-dimensional linear model. Although one of the strengths of this method is that it applies to a range of illuminants, it did not work well for us because our test illuminant set did not meet the key requirement of being two dimensional, partly owing to the inclusion of fluorescent lights.
Regarding database sharpening, two implementation issues should be noted. First, the above procedure can lead to complex numbers in T. Fortunately, this does not occur too often, and when it does occur, the imaginary components tend to be small. We set all imaginary components to zero.
A second implementation issue is as follows: The result of the diagonalization is ambiguous up to scaling and swapping of the columns of T. As is standard, we use columns of norm 1. Furthermore, we put the element of T of largest absolute value on the diagonal by swapping columns and ensure that it is positive by multiplying the column by Ϫ1 if necessary. Then in a similar way we attempt to make the other diagonal elements as large as possible. This procedure is used to reduce the number of negative components of sharpened data. In this paper we view color constancy as the transformation of an input image of a scene taken under an unknown illuminant to an output image representing the same scene as though it were taken under a known, ''canonical,'' illuminant. 5 A priori, the nature of the transformation is open, but most algorithms find a diagonal transform, and it is these algorithms that interest us here. Of course, the best linear transformation, if it could be found, would by definition always do as well as or better than the best diagonal transformation, but clearly the generalized diagonal transform TDT Ϫ1 gives us a chance of doing as well with a diagonal model. 6 It could be argued that the need to improve diagonal color constancy through sharpening indicates that the diagonal model itself should be reconsidered. In short, why not find a linear transform? We argue that sharpening is important for several reasons. First, a number of promising algorithms are defined in terms of diagonal models, and effective counterparts for linear transforms are not available. Sharpening allows us to use these algorithms even when the diagonal model is not a very good approximation. Second, we have found empirically that when a camera with sharp sensors is used, the error in finding the best diagonal transform far exceeds that due to the subsequent mapping. Put differently, if we could consistently find the best diagonal transform with such a camera, the color constancy problem would essentially be solved (assuming spatially uniform illumination). This indicates that the simplifications afforded by reducing the number of parameters to be estimated can easily justify the less accurate model.
SENSOR SHARPENING IN PRACTICE
Database sharpening transform is defined in terms of an illuminant pair. In the context of color constancy, this presents a problem since we know only one of the illuminants (the canonical). The other is the scene illuminant, which is unknown and is precisely what needs to be found by any color constancy method. Therefore, for sharpening to be useful in color constancy, we need to find a substitute for the unknown illuminant.
One simple approach, introduced here to provide a baseline for later comparison, is to use the average of a database of common illuminant spectra 7, 8 to represent the second illuminant. The illuminant spectra must be normalized with respect to overall magnitude so that the different illuminants make comparable contributions to the average spectra. We will refer to this method as average-illuminant sharpening (''ave'' sharpening).
Another approach is to find a smaller set of feasible illuminants and then average their spectra to derive a representative illuminant for sharpening. The feasible illu-minants are found by using gamut-mapping color constancy. 5, 9 The estimates can then be refined by repeating this process: The average illuminant is used to recompute the sharpening transform, which is then used to recompute the feasible set of illuminants. Although this iterative method has some intuitive appeal, we found that the results were not much better than using the simple average, and thus we do not include this method in the experiments reported here.
To determine the upper bound on color constancy performance by using sharpening, we also computed the best database sharpening transform T on the basis of correctly guessing the illuminant spectrum. Since T minimizes possible rms mapping error, we will call this method ''optimal.'' It should be noted, however, that this method is not necessarily truly optimal once it is used in conjunction with a specific color constancy algorithm. It is possible that illuminant estimation may be best performed in some other space, with the effect that the other transform gives lower error with the chosen color constancy method. This is more likely to be the case when the initial sensors are already sharp, because a smaller portion of the error is due to the lack of sharpness. Thus with sharp sensors, using this ''optimal'' sharpening method can lead to worse results than not using sharpening at all. This emphasizes one of the main points of this paper: Since sharpening is not defined as minimizing the error of any particular practical computational color constancy method, existing sharpening methods cannot be assumed to improve color constancy. In this paper we provide some theoretical analysis and empirical results to help choose and develop sharpening methods on an algorithm-byalgorithm basis.
An empirical approach is useful because the interaction between sharpening and the color constancy algorithms is complex. One complication is that sharpening can lead to negative camera responses (in the sharpened space), which can be a problem for the gamut-mapping 5,9-12 color constancy algorithms. The gamut-mapping algorithms are otherwise good candidates for sharpening since they are very effective [12] [13] [14] and they rely completely on the diagonal model. Not only can negative sensor responses arise in the input data, but they can also occur in the algorithms' calibration sets when they are mapped into the sharpened space. In fact, negative input data can be tolerated by the three-dimensional gamut-mapping algorithms, and the problems with negative sensor responses are confined to some of the calibration sets. In general, depending on the variation used, negative components in calibration data can present severe difficulties.
If we are to add sharpening to gamut-mapping algorithms, we must decide what to do with negative components. One strategy is to set the negative components to zero or to a small positive number if zero is also unacceptable. Unfortunately, this often leads to poor performance, or at least worse performance than without sharpening.
Simply discarding input with negative components can also lead to worse performance because the additional data may help the nonsharp version. In both cases the problem is aggravated by the fact that the more extreme data (data that affects hull boundaries, including those of the calibration sets) is the most critical for the gamut-mapping algorithms, and thus either changing or ignoring such data is problematic. We therefore take the view that when these algorithms are faced with invalid data, the best action is to revert to processing in a nonsharp space.
This leads to the following general strategy. If an algorithm is faced with invalid data due to sharpening, then sharpening is simply not used. Instead, the standard result without sharpening is computed. We report the number of times this occurred for each combination of algorithm and sharpening method tested. This strategy exposes the overall benefits (or lack thereof) of sharpening. For example, an algorithm that gives better results with sharpening half of the time, but cannot use sharpening because of negative values the other half of the time, still is improved overall by sharpening. Our testing strategy thus measures the effect of sharpening when it can be applied without modifying the specification of any algorithm.
We note that a few sensor/algorithm/ sharpening combinations are always incompatible. The resulting performance in these cases is exactly the same as it would be without sharpening.
Reverting back to nonsharp computation in case of difficulties is preferred to the approach used in preliminary work, 2 where we simply excluded from further consideration all data that gave any algorithm trouble. All algorithms were then tested on the same reduced data set. This approach is biased because the excluded data are not random, and its exclusion can favor some color constancy algorithms. 15 So far we have described performing all color constancy processing in the sharpened space. A second possibility is to estimate the RGB of the illuminant in the original sensor space and then use a sharpening to correct the image on the basis of that estimate. Thus sharpening could improve the image correction results for algorithms tuned to estimate the illuminant RGB on the basis of nonsharp sensor responses. This strategy, which we will refer to as ''sharp correction,'' circumvents the negative-component problem. By definition, it does not affect the illumination estimation performance but only the mapping performance. Thus sharp correction cannot help with the illumination parameter estimation part of color constancy, which, at least in the case of gamut-mapping color constancy, is an expected benefit of sharpening. Further analysis of the relationship between sharpening and the color constancy algorithms tested in this work are provided in Section 7.
NEW APPROACH TO SHARPENING
We now introduce a new method for sharpening that deals with some of the problems inherent in database sharpening. We begin by changing the objective function of the database sharpening minimization problem. In its original form, this objective function minimizes the diagonal mapping error between the responses of a set of reflectances under two known illuminants. However, since in the context of color constancy one of these illuminants is not known, we instead minimize the average of the mapping error over a representative set of possible illuminants. Next, we include a term that encourages posi-tive sensor response values. Finally, we include a term that encourages the transform to be norm 1. Since the resulting function is difficult to minimize directly, we look for suitable local minima by using gradient descent. We will refer to this method as multiple-illuminant-withpositivity sharpening (''mip'' sharpening).
Computing the objective function requires a database of reflectance spectra that model the surfaces of the world and a database of illuminants that is a representative set of the illuminants in the world. The illuminant set should be normalized so that their magnitudes are identical. Then, for a given illuminant i, all the responses to all the reflectances can be computed by using the camera sensitivity functions. We put the responses into the rows of a matrix A i . We also form a similar matrix for the canonical illuminant B. Then, given a transform T, we compute the sharpened responses A i T and BT. We then compute the best diagonal map, in the least-squares sense, between these two matrices. This is done by averaging the rows of each matrix, dividing the two averages elementwise, and using these three ratios as the elements of a diagonal matrix. For each illuminant we thus obtain a diagonal map, D i . Finally, we can express the overall mapping error by
where ʈ ʈ F is the Frobenius matrix norm (the square root of the sum of the squares of all matrix elements).
To encourage positive sensor responses, we compute a penalty function from all the current sharpened responses, A i T. Since some algorithms cannot cope with zeros, it helps for the responses to be at least a small offset larger than zero (we used a value of 0.1 in the experiments). The penalty function is
The total penalty, P, is the sum of f(x) over all sensor responses A i T over all illuminants, i. Finally, we add a term to keep T near norm one. Without such a term, the positivity term could be reduced by simply scaling T downward. For this we use
The overall objective function is therefore
where P and N are weights that control the relative importance of the three parts of the objective function. Finding a suitable value of N is straightforward because we are essentially using it as a convenient way to enforce a constraint, and thus we can use a very large value. We note that the magnitude of T has no effect on the mapping error, because both T and T Ϫ1 occur in the expression. Once N is sufficiently large, increasing it further will have very little additional impact on the resulting T. On the other hand, increasing P will lead to larger overall mapping error, and thus we would like to use the smallest value possible. This is discussed further below.
Thus given some T, we can compute the error, and, given a change in any of the nine components of T, we can compute the change in the error and thus the gradient. We then change T in the direction of the gradient. If this change increases the error, we reduce the amount of change until the error does decrease. We carry on the process until T does not change more than a small threshold.
This leaves the determination of the initial T. Since gradient descent does not necessarily converge to the global minimum, different starting points can give different results. We tried two different strategies. First, we tried starting with the sharpening matrix obtained by using the average illuminant, as described above. Second, we tried starting with the identity matrix. Both methods gave good results, but over the three camera sensors used in preliminary work, the identity matrix starting point proved to be the best choice, and thus we use it here. The preference of the identity starting point makes sense in terms of the results presented below, which indicate that ignoring positivity can lead to much larger error than simply missing out on a possible sharpening benefit. Sharpening by using the average illuminant can lead to small or negative responses, and moving significantly away from such a transform by gradient descent will not always be possible.
Finlayson et al. added positivity to sensor-based sharpening by using two different criteria. 16 The first criterion constrains the coefficients of the sharpening matrix to be positive. The second criterion, which is weaker and thus more useful, takes a more direct approach and simply insists that the sensors themselves be positive. The conditions on positivity imposed by Eq. (2) are even weaker in two ways. First, Eq. (2) only penalizes negative sensor responses to the set of input spectra; the sensor functions themselves can have small negative components. Second, our penalty function allows for the possibility of an occasional small negative sensors response. In fact, this is how we set the weight for the positivity term. We use a value that yields ''positive-enough'' responses for the algorithms under consideration. Thus conceptually, the weight is a function of the algorithms(s) to be improved. Given our strategy of reverting back to the standard form of the algorithm if necessary, we can tolerate the occasional negative sensor response. However, since we wished to use the same sharpening transform for all the algorithms under consideration, we found it convenient to choose a value for the weight that yielded very few negative sensor responses.
Finally, we note that the method developed in this section also sidesteps having to deal with the occurrence of complex elements in the transform matrix. As mentioned above, such elements sometimes occur when standard database sharpening is used.
COLOR CONSTANCY METHODS
We will now discuss briefly the color constancy algorithms that we test here in the context of sensor sharpening. Further details on these algorithms are available. 12, 13 The first two algorithms are based on the assumption that the average RGB of a scene under a given illuminant is the same as that of ''gray.'' The exact definition of ''gray'' distinguishes the algorithms. One possibility is simply true gray, specifically, a 50% uniform reflectance. This leads to the algorithm labeled GW in the results. A second choice is to use the average of the reflectance database. This method has an unfair advantage when tested on synthetic data generated from the same reflectance database. Its results are guaranteed to be excellent if a large number of surfaces are used. In the case of real images, however, the actual average surface reflectance is not known, and thus this method is expected to fare relatively less well. 12, 17 We denote this algorithm DB-GW (database-gray world) in the results. The implied diagonal map is the ratio of the known RGB of gray under the canonical illuminant to the RGB of gray under the test illuminant, estimated by the average of the scene RGB.
The second algorithm is loosely based on the Retinex model of human vision. [18] [19] [20] The result is computed by using the maximum in each channel as an estimate of the color of white under the test illuminant. Similar to the gray-world algorithm, the implied diagonal map is the ratio of the known color of white under the canonical illuminant to the estimate. This algorithm is labeled SCALE-BY-MAX in the results.
The gamut-mapping approach introduced by Forsyth 5 estimates the diagonal map directly from a set of possible maps. The possible maps can be constrained by considering the scene RGB (Ref. 5) and insisting on plausible illuminants. 9 The two gamut-mapping algorithms described below use both sources of constraints.
Given a set of possible diagonal maps, a solution needs to be chosen from this set. One method for doing so is maximizing the volume of the convex hull of the mapped RGBs (Ref. 5 ) that is used in the algorithm ECRULE-MV. A second method is to use the average of the possible maps.
10-12 When Finalyson's illumination constraint is used, the set of possible maps is nonconvex, and thus in the algorithm labeled ECRULE-ICA in the results, the average is estimated numerically.
We do not report any results for the chromaticity versions of gamut mapping, for three reasons. First, since these methods do not consider overall illuminant brightness, their results cannot be used in conjunction with the RGB mapping error. Second, we have found the threedimensional methods more effective overall. 10, [12] [13] [14] 17 Third, we have found that the chromaticity gamutmapping methods are by far the most sensitive to negative sensor responses.
ERROR MEASURES
We consider color constancy processing as transforming an image of a scene taken under an unknown illuminant to an image of the same scene as if it were taken under a standard, canonical illuminant. 5 In the context of image correction, the canonical illuminant would normally be one for which the camera was balanced. Achieving this transformation implicitly characterizes the illuminant. Many color constancy algorithms first explicitly characterize the illuminant, often by the RGB of pure white, and then correct the image on that basis. Regardless, it is natural to consider the correction error as the measure of color constancy performance.
In this work we compute the rms RGB difference between the corrected image and the target image, where the target is defined as the same scene imaged under the canonical illuminant. This measure is similar to the one that sensor sharpening attempts to minimize. There is one ambiguity worth further discussion. Either we can measure the transformation error for the specific scene as described above, or we might consider the transformation error for the set of known surfaces as reported in preliminary work. 2 The second error is more precisely what is minimized when the sharpening transform is computed but is less indicative of how well images are being corrected and is further removed from our main goal. Therefore in this work we report the scene-oriented mapping error.
To compute this error, we start with a diagonal transformation that takes sharpened responses under the unknown illuminant to sharpened responses under the canonical illuminant. If the algorithm is being applied to sharpened input data, then this transformation is immediately available as output. If sharpening is being used only to correct the image on the basis of an estimate of the RGB of the illuminant, then that estimate is transformed to an estimate of the illuminant in the sharpened space. The ratio of the RGB of the canonical illuminant in sharpened space to this estimate is then used as the diagonal transform in sharpened space. Regardless of which approach is used to find the transform, it is then applied to the sharpened input data to obtain an estimate of the scene under the canonical illuminant in the sharpened space. We then apply the inverse sharpening transform to this mapped set to obtain the estimate of the responses under the canonical illuminant without sharpening. This estimate is compared with the target by using the rms of the RGB difference between them.
We also report a measure of the error in the estimated illuminant chromaticity. This estimate is implicit in the gamut-mapping algorithms and is essentially explicit in the other algorithms studied here that estimate the RGB of the illuminant. It is reasonable to consider chromaticity because we are often less interested in the overall brightness of the illuminant. For example, if we are correcting a properly exposed image taken with incorrect camera balance, then the brightness of the illuminant is implicit, and we need only to correct for the illuminant chromaticity. In fact, a number of algorithms work only with chromaticity. 9, 21, 22 We do not consider any of these algorithms here, but a good counterpoint to the rms RGB mapping error measure is a chromaticity error measure. The one that we use here is the angle between the illuminant RGB and the estimate thereof, considered as vectors in RGB space.
COLOR CONSTANCY WITH SHARPENING
Each color constancy algorithm is affected differently by sharpened data. We consider the gray-world algorithms first. The illuminant estimate provided by these two algorithms is given by
where the r i are the observed sensor responses, w c is the RGB of white under the canonical illuminant, g c is the RGB of gray under the canonical illuminant, ./ is used to denote elementwise division, and diag( ) transforms a vector to a diagonal matrix. When sharpening is used, Eq. (5) becomes
As discussed above, we have two different definitions of gray, giving two different values of g c . In the case of the GW algorithm, the reflectance spectrum of gray is assumed to be half that of perfect white. Under this condition, w c is twice g c and diag(w c ./g c ) can be replaced by 2. Similarly, w c T ϭ (2g c )T ϭ 2(g c T ), and diag͓(w c T )./ (g c T )͔ can also be replaced by 2. It is then straightforward to see that Eqs. (5) and (6) are the same. Hence we expect sharpening to have absolutely no effect on the estimate of the illuminant when the GW algorithm is used. It should also be clear that when g c is not a simple scalar times w c , as is the case with DB-GW, that there will be some effect. Intuitively, the effect should be small, as we expect g c to be not too far from a scalar times w c . However, given the nature of the expression, it is possible for the effect to be large. For example, the illuminant estimate becomes unstable for sharpening transforms T that map a component of g c close to zero.
The effects of sharpening in terms of the mapping error are more interesting. In the nonsharp case, the grayworld algorithms estimate the diagonal mapping D, which maps RGB taken under the unknown illuminant to the corresponding RGB taken under the canonical illuminant by
In the sharp case, the estimate is for the analogous mapping, D , applied in the sharpened space. D is computed similarly to D, but with the sharpened quantities g c T and r i T used in place of g c and r i :
Now, if the sharpening transform produces negative components, it is entirely possible that the sum in Eq. (8) might be close to zero. In this case, the error in D can be become arbitrarily large. Thus even in the case of the GW algorithm where the illuminant estimate is identical to that obtained without sharpening, the RGB mapping error can be much larger than that obtained without sharpening. This may seem contradictory, but it even applies when sharpening is used only for correcting the
In the sharp case, we have:
If the illuminant estimate has components close to zero in the sharp space, then the error in D , and therefore the mapped RGB, will likely be large. This analysis indicates that this problem should be much less severe with use of the multiple-illuminantwith-positivity sharpening method introduced in Section 4 since it is designed to yield at most a few small negative components. However, since there is no indication that the result should be better-only less worse-we conclude that sharpening does not make sense with gray-world algorithms.
The SCALE-BY-MAX algorithm is not likely to have the same problem with near-zero values since its estimate is based on the maximum from each channel, which are likely to be significantly greater than zero for any reasonable sharpening method. This argument applies with less force in the case of sharp correction. Here the space used for the maximum is different from the mapping space, and the problem illustrated by Eq. (10) still exists.
If we apply the SCALE-BY-MAX algorithm entirely in a sharpened space, we need to consider whether the maxima will still provide a reliable estimate of the illuminant. Without sharpening, the maximum of each channel is justified, since as the number of surfaces in the scene increases, eventually there will either be a white one or at least one each with maximal R, G, and B values. This is not necessarily the case when sharpening is used. For example, suppose that
Further, suppose that the RGB corresponding to white is (1, 1, 1) . Then the RGB corresponding to white in the sharpened space is (1, 1, 1)* T ϭ (1, 1, 2/3). In general, the RGB in the sharpened space are given by ͓R, G, B Ϫ (1/3)R͔. It is quite possible that there are valid sensor responses that are larger in the third coordinate than the one corresponding to white. For example, for RGB ϭ (1/2, 1, 1), then the maximum of the third channel after sharpening could reach 5/6, which is greater than the value of 2/3 for white. For the above example to work, the sharpened sensors must have significant negative responses. Thus sharpening with positivity should largely solve this problem. Furthermore, there may be some benefit to sharpening with SCALE-BY-MAX during illumination estimation since it estimates each channel of the illuminant RGB separately, and these channels become less correlated with sharpening. Consider the red channel. If the sensor has broad support, then for the response to be close to the maximum possible under the given illuminant, it needs a broad input spectrum. Thus it needs a correspondingly whiter surface in the image for the same performance. Since the existence of a near-white surface does not degrade performance in the sharp case, the overall effect should be improved performance in the sharp case, all else being equal. Since sharpening can also improve results by reducing the mapping error, we investigate these effects by considering both the full-sharpening results and the sharp-correction results, using both the mapping-error measure and illuminant-chromaticity error measure.
With the gamut-mapping methods we estimate the diagonal maps first and then, if necessary, use the maps to compute illuminant estimates. We remind the reader that the estimation of the maps consists of two parts. First, we compute the set of possible maps using applicable constraints. Second, we choose a map from this constraint set. The first part is highly dependent on the diagonal model, and thus gamut-mapping algorithms are likely candidates for improvement through sharpening.
It is less clear what the effect of sharpening will be on the various methods for choosing the solution from the constraint set. We first consider using the average of the possible maps to choose the solution. Averaging as used in ECRULE-ICA was originally proposed to reduce the error using the RGB mapping measure, 10 and further work supports the notion that this method is the best choice for this measure.
12-14 Furthermore, we expect that the arguments that justify this choice in the nonsharp case are not overly eroded in the sharpened case. Specifically, even if sharpening is used, we still expect that the solutions will be distributed throughout the constraint set without overly large bias and that the computation of the corresponding mapping error will not add too much additional bias.
On the other hand, the maximum volume heuristic used in ECRULE-MV may be sensitive to problems similar to those outlined above for the SCALE-BY-MAX method. This heuristic is not fully understood in the standard case, and things become even more complex when sharpening is added. Nonetheless, we expect that encouraging positivity will likely alleviate most problems.
In summary, the effect of sharpening on the various algorithms is hard to predict. This is especially the case for the gamut-mapping algorithms, which are the conjunction of two different parts, each of which interacts with sharpening differently. Thus we believe that the most effective way to further understand the role of sharpening is to look at empirical results, which we do next.
EXPERIMENTS WITH SYNTHETIC DATA
We investigated sensor sharpening in the case of a Sony DXC-930 CCD video camera and a Kodak DCS-460 camera (both calibrated as described by Barnard 7 ), a Kodak DCS-200 digital camera, 4 and a Kodak DCS-420 digital camera. 4 The sensors for each camera together with the sharpened versions for two sharpening methods are shown in Fig. 1 . We provide results for each camera in turn, first numerically in Tables 1-4 and then graphically with respect to the RGB mapping error measure in Fig. 2 .
The algorithms were first calibrated on a set of 87 illuminants constructed to cover that portion of chromaticity space ͓r ϭ R/(R ϩ G ϩ B), g ϭ G/(R ϩ G ϩ B)] which includes most common illuminants in a roughly uniform manner. For testing, we used a similar set of illuminants, but we reduced the spacing in (r, g) space by a factor of 2 in order to obtain a larger illuminant set (287 illuminants) that had similar scope in (r, g) space. Additional description of these illuminant sets is available, 8, 12 and the data itself are on line.
7 For surface reflectances we used a set of 1995 spectra compiled from several sources (also available on line 7 ). These surfaces included the 24 Macbeth ColorChecker® patches, 1269 Munsell chips, 120 Dupont paint chips, 23 170 natural objects, 23 the 350 surfaces in the Krinov data set, 24 and 57 additional surfaces measured by ourselves.
The results are the rms average results for 3000 synthetically generated scenes, each using a randomly selected illuminant and eight randomly chosen surfaces. For each algorithm we computed the results both with and without sharpening. There were three sharpening methods as described above: (i) the optimal database method, which uses the actual illuminant (not normally available); (ii) database sharpening using the average training set of the illuminants; and (iii) multiple illuminant with positivity sharpening. We also used these sharpening transforms to correct the images on the basis of an estimate of the illuminant RGB computed by using the unmodified (nonsharp) input (sharp correction).
For the optimal sharpening we recorded the number of eigenvectors having imaginary components above a small threshold, and we averaged their magnitudes for the 3000 generated scenes. Since there are only 287 test illuminants, and the optimal sharpening is only a function of the illuminant, there are many repeats. Each optimal sharpening yields 3 eigenvectors of unit length. For the DXC-930 camera, 1086 eigenvectors had nonnegligible imaginary components with average magnitude 0.021. For the DCS-460, there were 1248 with average magnitude 0.039; for the DCS-200, there were 1692 with average magnitude 0.046; and for the DCS-420, there were 1344 with average magnitude 0.028. These relatively small numbers support the conclusion that imaginary components do not create a significant problem.
We include the results for several comparison ''algorithms.'' The first is the minimum-error result obtained by finding the best linear fit between the RGB of the reflectance database under the canonical and the test illuminants (BEST-LINEAR). This result is invariant to matrix multiplication and thus is the same for all sharpening methods. The second comparison method is the bestdiagonal map computed over the entire dataset (BEST-DIAGONAL). The third comparison method is the RGB of white under the test illuminant (ACTUAL). The error with this method is zero, with use of illuminant-based error measures, and would also be zero in the case of mapping error if the diagonal model held perfectly. This comparison method provides an additional insight into whether the diagonal model is much improved, without the complexities introduced by the interactions with the algo-rithms. Finally, we provide the result of doing nothing, in other words taking the input as the output (NOTHING). This result is valid only for the illumination-based error measure. We do not compute its RGB mapping error because the data sets were generated with use of illuminants normalized by magnitude, and so NOTHING gives an , the sensors sharpened with the multiple-illuminant-with-positivity method are very close to the original ones, and the two sets of sensor curves are blended for much of the wavelength range. Since these sensors are already ''sharp,'' this is encouraging. The three Kodak cameras have blue sensors that have secondary peaks in the red region of the spectrum as well as significant responses in the green region. The red sensors also have significant response in the green region. Sharpening essentially removes these characteristics and also yields narrower green sensors. Thus for these three cameras, the term ''sharpening'' is very appropriate. excellent estimate of illuminant magnitude simply as a consequence of our testing paradigm. None of the other algorithms benefit since they all attempt to compute the illuminant magnitude.
RESULTS WITH SYNTHETIC DATA
As expected, the results are quite camera dependent. We define the degree of sharpness of the camera sensors as the ratio of the BEST-LINEAR result to the BEST-DIAGONAL result. By this measure, the Sony DXC-930 camera is quite sharp (0.70), and the Kodak DCS-460, DCS-200, and the DCS-420 are less sharp (0.33, 0.33, and 0.34 respectively).
The two comparison algorithms BEST-DIAGONAL and ACTUAL give some idea as to the scope of improvement that is possible as a result of reducing mapping error. Especially in the case of ACTUAL, sharpening plays no role in the illumination estimation part of color constancy. With this ''algorithm'' and the DCS-460 and DCS-200 sensors, the average-illuminant (''ave'') sharpening method produced sufficient components close to zero to destabilize the mapping process and give a large mapping error. This is also true to a lesser extent with the DXC-930 and the DCS-400. Optimal (''opt'') sharpening has the same problem in the case of the DCS-460 but oth- a Assuming that the algorithms provide estimates that are normally distributed around the target values, the uncertainty in these numbers is roughly 1%. An asterisk is used for values that are not relevant or appropriate. An equal sign is used for results which must be the same as the nonsharp result. The results from the optimal database transform (assuming the illuminant is known) are indicated by ''opt,'' the results from the database transform with the average illuminant by ''ave,'' and the results from the multiple-illuminant-with-positivity sharpening method by ''mip.'' Results from using the two error measures are provided. In the case of the rms RGB mapping error, we provide results both for using sharpening throughout the processing (full sharp), and for using sharpening only to correct the image based on an illuminant estimate found in nonsharp space (sharp correction). Sharp correction has no effect on the estimation of the illumination RGB, and the angular error is exactly the same as for no sharpening and thus is not listed. The sharpcorrection mapping errors are the same as their full-sharp counterparts in the case of ACTUAL and GW. Here we simply repeat the numbers. erwise gives the best mapping results.
Multipleilluminant-with-positivity (''mip'') sharpening always improved the mapping when used with ACTUAL and BEST-DIAGONAL.
We now move onto the real color constancy algorithms. In the case of the already sharp camera, we found that there was very little to be gained by sharpening. Interestingly, the ave and opt sharpening methods often made the results substantially worse. In the case of opt sharpening applied to GW, DB-GW, and SCALE-BY-MAX, the results were extremely poor owing to the inversion of numbers near zero. By contrast mip sharpening did not substantively increase (or decrease) the error of any of the algorithms.
For the Kodak cameras, the opt sharpening method was again often unstable with GW, DB-GW, and SCALE-BY-MAX. Even the generally better-behaved ave sharpening method often made matters worse; mip sharpening fared better. Its error was comparable (within 1%) to no sharpening for GW and DB-GW, and it was modestly better than no sharpening for SCALE-BY-MAX. This supports the notion in Section 7 that sharpening can improve SCALE-BY-MAX provided that the negative components are not a problem.
Furthermore, since the illuminationchromaticity error was generally decreased at least as much (relatively) as the mapping error, our results indicate that sharpening helps SCALE-BY-MAX to estimate illumination parameters. Moving to sharp correction, we found that the results (only the mapping results are applicable) are always substantially worse. The negative impact is consistently greater with ave and opt compared with mip, but even when positivity was encouraged, sharp correction gives poor results. This is not surprising in the light of the discussion in Section 7. When the correction is done in the same space used for the maximum, then, provided that positivity is encouraged, the de- nominator in Eq. (10) should not be close to zero. On the other hand, if the correction is done in a space other than that used for the maximum, then there is no such guarantee.
With the ECRULE-ICA algorithm, we found that sharpening has a large positive effect as gauged by both error measures in the case of opt and mip, which had comparable results. With the Kodak DCS-460 and DCS-200 cameras, ave sharpening could not be used with this algorithm owing to the problem with negative components, and thus it gives the same result as without sharpening. In the case of the Kodak DCS-420 camera, the ave sharpening method was viable, but it gave a poor result. In summary, for the ECRULE-ICA algorithm, mip sharpening offers the same significant benefits as opt sharpening, but at the same time it is realizable in practice.
The results for the ECRULE-MV algorithm are a little more complex. The results for mip again parallel those for opt; however, with this algorithm, sharpening has only a very small positive effect with the mapping measure but a very significant positive effect with the illuminantbased chromaticity measure.
EXPERIMENTS WITH IMAGE DATA
Testing the effect of sharpening algorithms on real data is difficult because ideally one would like to report the RGB mapping error. However, this would require images of the same scene taken under different illuminants with a minimal change in the illumination geometry and no change in the scene geometry. The only easy way to acquire such images is by using filters to change the illumination, but this conflicts with the goal of testing over the range of common lighting. [12] [13] [14] Furthermore, we would prefer to test the effect of sharpening on a camera with relatively nonsharp sensors. These two criteria rule out reliance on the existing image set taken with the Sony DCX-930. [12] [13] [14] Thus to test sharpening in practice, we collected a new color constancy data set using the Kodak DCS-460. The illuminants and the experimental protocol were similar to those used previously, 7, 8, [12] [13] [14] except that the three fluorescent lights were excluded, leaving eight lights that could be changed without affecting the illumination geometry. These eight illuminants consisted of four incandescent lights each with and without a blue filter, chosen to cover the chromaticity range of daylight. The four light sources were affixed to a trolley that was rolled back and forth behind a single aperture. The light passed through the aperture and then alternately through a filter or no filter. We took images of 18 scenes for a total of 144 images. The results were computed by using the same canonical illuminant as in previous work, 7, 8, [12] [13] [14] namely, the Sylvania 50MR16Q, whose spectrum is similar to that of a household incandescent light.
The ave and the mip sharpening transforms were the same as the ones used for the synthetic experiments. In analogy to the synthetic experiments, the opt sharpening transform was recomputed for each scene on the basis of the measured spectrum of the illumination. It is important to note that the relationship of the sharpening trans- forms to the scene reflectance and test illuminant statistics is different from that in the synthetic experiments. In the synthetic experiments, the illuminant and reflectance sets used for finding the ave and the mip sharpening transforms were exactly the same as the ones used for generating test scenes. On the other hand, the illuminants used for the image data were the eight described above, and the statistical occurrence of the scene surfaces is likely quite different from those in the reflectance database. We assume that if we made the conditions of the real image experiment sufficiently similar to those in the synthetic case (or vice versa), then the results would also be similar. We chose instead to apply the existing machinery to the new conditions in order to complement the synthetic experiments as well as possible.
RESULTS WITH IMAGE DATA
We provide numerical results for the image data in Table  5 . In general, the results confirm that sharpening can provide modest benefit to the SCALE-BY-MAX algorithms and very significant benefit to the gamut-mapping algorithms. Interestingly, the improvement with averageilluminant sharpening is significantly better than with multiple-illuminant-with-positivity sharpening in some cases. However, the multiple-illuminant-with-positivity method does very well in general, significantly improving computational color constancy performance in every case where sharpening can help. These two observations expose the trade-offs of multiple-illuminant-with-positivity sharpening: Peak possible performance is exchanged for robust performance under a wider variety of circumstances. The results based on the average illuminant illustrate the other side, which is that in specific circumstances, another method can do better.
CONCLUSIONS
We have investigated applying sensor sharpening to a variety of computational color constancy algorithms. We The results are the rms of 144 results. Assuming that the variation of the errors for a given algorithm is Gaussian, the error in the results is roughly 5%.
found that doing so with existing methods leads to a number of problems, and as a result, using these methods is attractive only in specific circumstances. These difficulties led us to propose a new sharpening method (multipleilluminant-with-positivity sharpening) which is less ambitious in terms of theoretical gains but addresses the needs of the color constancy algorithms studied here. The resulting sharpening transform substantially improves color constancy performance in many cases and only rarely has a small negative effect. Thus this work validates the original 1 intuition that sharper sensors should help facilitate color constancy.
In more detail, we found that sensor sharpening can be beneficial, sometimes significantly so, but only for some combinations of cameras, algorithms, and sharpening methods. To summarize the main points:
1. Some cameras, such as the Sony DXC-930, have quite sharp sensors that already accommodate diagonal color constancy. Getting better results by further sensor sharpening is difficult at best.
2. For the algorithms studied, if sharpening is used, it is almost always better to do all the color constancy calculations in the sharpened space. This works much better than using sharpening only for mapping results based on an illuminant estimate found in nonsharp space (''sharp correction'').
3. The gray-world algorithm cannot be significantly improved by sharpening. Furthermore, depending on the variant and error measure, sharpening with gray world may reduce color constancy performance. Sharpening with gray-world algorithms is not recommended.
4. With initially nonsharp camera sensors and multiple-illuminant-with-positivity sharpening, a modest benefit can be expected with the SCALE-BY-MAX algorithm.
5. Significant benefit can be obtained in conjunction with gamut-mapping algorithms. Since these algorithms rely on the diagonal model, we expected the most benefit here, but the large degree of improvement often exceeded our expectations.
6. Multiple-illuminant-with-positivity sharpening worked very well in general, but in the experiments with real images the method based on the average illuminant performed even better. This suggests that additional characterization of the relationships between sharpening transforms and color constancy algorithm performance should be helpful.
7. Although sharpening was originally introduced from the perspective of improving image correction, our results show that with some camera/algorithm/error combinations, sharpening can also improve illumination parameter estimation. Since such estimation is the more difficult part of color constancy processing, this is a significant result. It is supported by two observations. First, the mapping errors can be reduced substantially beyond that indicated by the pure diagonal error. Second, the illumination-chromaticity estimation error can be substantially reduced. The separation of color constancy into these two parts is somewhat artificial in the case of the gamut-mapping algorithms, but it is precisely the tight integration of these parts that makes sharpening attractive when gamut mapping is used.
