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ABSTRACT
In many machine learning applications data is assumed to be locally simple, where
examples near each other have similar characteristics such as class labels or regression
responses. Our goal is to exploit this assumption to construct locally simple yet glob-
ally complex systems that improve performance or reduce the cost of common machine
learning tasks. To this end, we address three main problems: discovering and sep-
arating local non-linear structure in high-dimensional data, learning low-complexity
local systems to improve performance of risk-based learning tasks, and exploiting
local similarity to reduce the test-time cost of learning algorithms.
First, we develop a structure-based similarity metric, where low-dimensional non-
linear structure is captured by solving a non-linear, low-rank representation problem.
We show that this problem can be kernelized, has a closed-form solution, naturally
separates independent manifolds, and is robust to noise. Experimental results in-
dicate that incorporating this structural similarity in well-studied problems such as
clustering, anomaly detection, and classification improves performance.
Next, we address the problem of local learning, where a partitioning function di-
vides the feature space into regions where independent functions are applied. We
focus on the problem of local linear classification using linear partitioning and local
decision functions. Under an alternating minimization scheme, learning the partition-
v
ing functions can be reduced to solving a weighted supervised learning problem. We
then present a novel reformulation that yields a globally convex surrogate, allowing
for efficient, joint training of the partitioning functions and local classifiers.
We then examine the problem of learning under test-time budgets, where acquir-
ing sensors (features) for each example during test-time has a cost. Our goal is to
partition the space into regions, with only a small subset of sensors needed in each
region, reducing the average number of sensors required per example. Starting with
a cascade structure and expanding to binary trees, we formulate this problem as an
empirical risk minimization and construct an upper-bounding surrogate that allows
for sequential decision functions to be trained jointly by solving a linear program.
Finally, we present preliminary work extending the notion of test-time budgets to the
problem of adaptive privacy.
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1Chapter 1
Introduction
A common assumption in machine learning is the notion of local simplicity, that is, ex-
amples which are near to each other have similar characteristics such as class labels or
regression responses. Exploiting this assumption has many benefits in most learning
tasks, as enforcing this not only potentially improves performance, but also can reduce
the complexity of models or decision functions. Most often, the idea that neighboring
examples have similar characteristics is enforced on globally complex models, where
a complex function has the potential to fit or model every individual example but
is penalized for complexity. For example, consider a universally consistent classifier
such as a radial basis function (RBF) support vector machine (SVM). RBF classifiers
have the flexibility to assign arbitrary labels to every unique data point, however
in training the SVM, a regularization parameter penalizes overly complex decision
boundaries, encouraging similar points to have be classified with the same labels.
Rather than constructing globally complex models and enforcing local examples to
have similar behavior, we instead directly attempt to enforce this property through
construction of systems that are locally simple yet globally complex. To this end,
we address three main applications of this property of local similarity: modelling of
high-dimensional structure as a union of simple structures, training piece-wise simple
local learning functions such as local linear classifiers, and exploiting local similarity
to reduce the cost of applying learning algorithms during test time.
In the first chapter, we examine the problem of partitioning the data based on non-
2linear low-rank manifold structure. Instead of learning a globally complex non-linear
model, our goal is to learn a non-linear transformation that projects data onto linearly
independent low-rank structures. In this projected space, examples lying on differ-
ent structures are orthogonal, allowing for independent learning on each manifold.
We present an efficient approach to finding these low-rank non-linear manifolds and
prove that the proposed transformation projects data to a block-diagonal structure.
Learning linear functions on this structure is equivalent to learning independent linear
functions on each subspace, yielding an efficient algorithm for independent manifold
learning.
Next, we examine the problem of exploiting simple local structure in loss-based
learning. Under this assumption, we attempt to model learning functions using simple
piece-wise functions composed of partitioning functions, which divide the space into
multiple regions, and local learning functions which are applied independently in each
partitioned region. First, we present a general framework to learn local functions
under an empirical risk minimization (ERM) framework. By exploiting the structure
of local loss functions, we show that learning the space partitioning of data can be
reduced to a weighted supervised learning problem. This approach is applied to learn
local classification and regression functions, with performance using extremely simple
functions comparable to highly complex learning approaches while still maintaining
computational tractability and generalization guarantees. For the case of supervised
learning, we propose a globally convex approach to learning both the partitioning and
classification functions based on a novel transformation of the empirical risk, allowing
for efficient and repeatable minimization of the empirical risk.
We expand the local learning framework to the problem of adaptively acquiring
sensor measurements during test time. In this setting, observing sensor measurements
(features) during test time incurs a cost. Our goal is to learn a sensor acquisition
3(a) Dense KNN Graph (b) Sparse KNN Graph
Figure 1·1: Left: K-nearest neighbor graph constructed on densely-
sampled 2-D simulated dataset. Right: K-nearest neighbor graph con-
structed on sparsely-sampled 2-D simulated dataset.
system which adaptively acquires sensors for each example such that the cost of sensor
measurements is minimized without loss of learning performance. We assume that
neighboring examples are well characterized by similar sets of sensor measurements,
and therefore adopt a strategy of partitioning the space into separate regions with
only the necessary sensors acquired for each region.
1.1 Kernel Low-Rank Representations
The notion of distance, or more generally, similarity between observations, is at the
root of most learning algorithms such as manifold learning, unsupervised clustering,
semi-supervised learning, and anomaly detection. Most methods, at a basic level,
are based on some function of Euclidean distance, such as the radial basis func-
tions prevalent in supervised classification. Graph-based learning methods employ
Euclidean distances to describe local neighborhoods for observations.
In many cases, notably sparsely sampled sets of data, Euclidean neighborhoods
are not sufficient to represent underlying structure. Consider data drawn from two
independent structures. Ideally, a graph would capture the structure of the data with
4minimal connection between observations on separate structures. For densely sampled
data on the manifolds, as shown in Fig. 1·1(a), local Euclidean neighborhoods tend
to lie on the same independent manifold, and therefore the K-nearest neighbor graph
using Euclidean distance captures the structure of the data. However, when the data
is sparsely sampled, neighboring points in the Euclidean sense fail to lie on the same
structure, as shown in Fig. 1·1(b).
For many datasets, observations are well described by either a single low-dimensional
manifold or a union of multiple low-dimensional manifolds. Most methods deal with
this scenario by patching together local neighborhoods or local linear subspaces.
These local neighborhoods are generally based on local Euclidean balls around each
data sample. Unfortunately, Euclidean distance does not capture low-dimensional
structure of observations unless the manifold is highly sampled. In cases when ob-
servations are sparsely sampled, are noisy, or lie in regions where the underlying
manifold has high curvature, distance-based local approximations can be inaccurate
and may fail to characterize the underlying manifold. Additionally, the notion of sim-
ilarity based on Euclidean distance fails in the case of high-dimensional data. In these
cases, the curse of dimensionality is only overcome based on the assumption that data
lies on a lower-dimensional structure, in which case Euclidean distance in the high-
dimensional space (and local neighborhoods in general) may be poor representations
of similarity between observations.
We propose a novel approach to more accurately describe local neighborhoods by
explicitly incorporating non-linear low-dimensional manifold structure of data.1 The
proposed approach yields a transformation which naturally partitions the data based
on the underlying distinct manifolds upon which the data is embedded. Examples
lying on distinct manifolds are transformed to representations with non-overlapping
1This chapter is based on work appearing in [Wang et al., 2011a,Wang et al., 2011b,Wang et al.,
2011c].
5support, implicitly partitioning the data and allowing for linear functions to be applied
independently on each manifold by learning in this transformed space.
1.2 Local Loss-Based Learning
Next, we develop a novel approach to performing local empirical loss minimization
by adaptively partitioning the feature space into different regions and learning inde-
pendently in each region.2
We incorporate both feature space partitioning (reject classifiers) and region-
specific functions into a single global empirical risk/loss function. We then optimize
this global objective by means of coordinate descent, namely, by optimizing over one
reject classifier or local function at a time. In this context we show that each step of
the coordinate descent (learning a reject classifier) can be reformulated as a weighted
supervised learning problem. This result is somewhat surprising in the context of
partitioning and has broader implications. First, we can now solve feature space par-
titioning through ERM and so powerful existing methods including boosting, decision
trees and kernel methods can be used in conjunction for training flexible partitioning
functions.
Second, because data is usually locally “well-behaved,” simpler local functions,
such as linear classifiers, often suffice for controlling local risk. Furthermore, since
complex boundaries for partitions can be approximated by piecewise linear functions,
feature spaces can be partitioned to arbitrary degree of precision using linear bound-
aries (reject classifiers). Thus the combination of piecewise linear partitions along
with linear region classifiers has the ability to adapt to complex datasets leading to
low training error. Yet we can prevent overfitting/overtraining by optimizing the
number of linear partitions and linear region classifiers, since the VC dimension of
2This chapter includes work appearing in [Wang and Saligrama, 2012, Wang and Saligrama,
2013,Wang et al., 2013].
6such a structure is reasonably small. In addition this also ensures significant robust-
ness to label noise.
Limiting reject and region classifiers to linear methods has computational advan-
tages as well. Since the datasets are locally well-behaved we can locally train with
linear discriminant analysis (LDA), logistic regression and variants of perceptrons.
These methods are computationally efficient in that they scale linearly with data size
and data dimension. So we can train on large high-dimensional datasets with possible
applications to online scenarios.
Our approach naturally applies to multi-class datasets. Indeed, we present some
evidence that shows that the partitioning step can adaptively cluster the dataset into
groups and letting region classifiers to operate on simpler problems. Additionally
linear methods such as LDA, Logistic regression, and perceptron naturally extend to
multi-class problems leading to computationally efficient and statistically meaningful
results as evidenced on challenging datasets with performance improvements over
state of the art techniques.
1.3 Adaptive Sensor Acquisition
We apply the same techniques developed for the local learning problem to the task of
adaptive sensor acquisition.3 A majority of machine learning research has focused on
improving performance of classification algorithms. Recently, costs in learning have
gained importance, particularly the test time cost in decision making. This problem
arises in classification systems constrained by a measurement acquisition budget.
In this setting, a collection of sensor modalities with varying costs is available to
the decision system. The objective is to learn a classifier that utilizes inexpensive
sensing modalities for majority of decisions and requests the expensive (and more
3Portions of this chapter have been previously published in [Wang et al., 2014a, Wang et al.,
2014b].
7informative) sensors only for the few difficult decisions. Such a strategy maintains
classifier accuracy while reducing the average acquisition cost per decision.
Several researchers [Chen et al., 2012, Trapeznikov et al., 2013, Trapeznikov and
Saligrama, 2013, Xu et al., 2013] have made significant progress in developing algo-
rithms to learn such decisions systems with promising experimental results. Due to
the potentially high dimensional nature of sensor data, a discriminative learning ap-
proach is used to learn decision functions directly by minimizing an empirical risk
objective over a training set. However, the optimization problems are inherently non-
convex and most solutions resort to alternative minimization schemes [Chen et al.,
2012, Trapeznikov et al., 2013, Trapeznikov and Saligrama, 2013, Xu et al., 2013].
While experimental results demonstrate good performance, lack of global optimality
prevents theoretical guarantees for the algorithms and the solutions.
In this work, we focus on the sequential decision framework studied in [Trapeznikov
and Saligrama, 2013]. In this setting, the order in which sensors are acquired is given.4
Typically, earlier stages use cheap or fast sensors while later stages can acquire expen-
sive or slow sensors. The decision function at each stage controls whether to stop and
classify if enough information has been acquired for a confident decision or to continue
and acquire the next sensor measurement (see Fig. 1·2). The authors in [Trapeznikov
et al., 2013] introduce a global ERM problem and present an alternative minimization
scheme to learn a decision function at each stage of the system.
Our main contribution is a novel convex formulation of the empirical risk prob-
lem. We reformulate the empirical risk in [Trapeznikov and Saligrama, 2013] into
maximization of sums of indicator functions. This key transformation enables us
to introduce convex surrogates for the indicator functions and, in turn, results in
4For instance, such sequential decision problems arise in security screening and medical applica-
tions. In these scenarios, the objective is use a low cost modality (fast x-ray scanner, cheap blood
test, etc) to make most classifications, and utilize an expensive modality (slow human inspection,
invasive surgery) for as few as possible.
8a convex optimization problem. Without our transformation, direct substitution of
surrogates in the original empirical risk results in a non-convex bilinear formulation
which is known to be NP-complete [Megiddo, 1988]. We upper-bound this reformu-
lated objective and reduce it to a linear program (LP). This LP formulation learns
sequential decision systems on real data and has the following advantages of convex
programming:
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0 0
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Figure 1·2: Multi-Stage System consists of K stages. Each stage is a
classifier with a reject option. The system incurs a penalty of ck at kth
stage if it rejects to seek more measurements. The kth classifier only
sees the first k sensing modalities in making a decision.
Convergence: The linear program is guaranteed to converge to a solution,
whereas the alternating optimization approach of [Trapeznikov and Saligrama, 2013]
has no such guarantee.
Global Optimum: The linear program converges to a globally optimal point,
whereas the alternating optimization approaches of [Trapeznikov and Saligrama,
2013, Bennett and Mangasarian, 1993, Wang and Saligrama, 2012] at best can only
guarantee convergence to a local minimum if the algorithm converges.
9Repeatability: No random initialization is necessary, whereas previous approaches
( [Trapeznikov and Saligrama, 2013,Bennett and Mangasarian, 1993,Wang and Saligrama,
2012]) for training sequential decisions all rely on multiple random initializations in
an attempt to find a “good” local minimum.
Computational Efficiency: The linear program does not rely on random ini-
tialization or alternating optimization, allowing the solution to be found efficiently
with a single optimization problem, whereas the alternating optimization approaches
require repeatedly solving supervised learning problems. Additionally, given that the
algorithm is a convex function, online training using approaches such as sub-gradient
stochastic descent are feasible when the entire dataset is not available as a whole.
In the experimental section, we show that the proposed LP approach allows for
dramatic reductions in average sensor acquisition cost while maintaining excellent
classification performance on both synthetic and real world datasets. Additionally,
we show performance that matches or exceeds non-convex optimization approaches
while maintaining the previously mentioned advantages and clearly outperforming
naive approaches.
We then further generalize to directed acyclic graph (DAG) structures with non-
linear cost-structures. For structures where only a relatively small number of sensor
subsets exist, we present a simple algorithm to train system decision functions. Along
with added flexibility introduced by the new cost structure, we show that this simple
algorithm is universally consistent and outperforms existing algorithms.
Finally, we extend the problem of learning under budgets to the structured predic-
tion problem, where each example is composed of multiple elements, such as letters in
a word. Finding policies over this structured space presents two major obstacles, the
problem of learning a policy flexible enough to handle variable and possibly unseen
structures (such as different length words) and to exploit the underlying structure of
10
the data in the policy. We show that the problem of learning a policy for budgeted
structured prediction can be reduced to a weighted structured prediction problem,
allowing for flexible policies to be efficiently trained using existing structured learning
approaches.
1.4 Adaptive Privacy
An area of increasing interest is the protection of user privacy, in particular protection
of private information of users. Recently, quantifying protection of privacy has been
formalized by differential privacy [Dwork, 2006], however in machine learning tasks,
this notion of differential privacy has generally been studied on a task-by-task basis.
In the presence of multiple tasks, we attempt to construct a framework protecting
the privacy of users while maximizing performance.
A fundamental trade-off in building learning systems under privacy constraints is
the trade-off between learning performance and the privacy protection of the training
dataset. Consider the problem of constructing a recommender system for movies.
The goal is to learn a function for each new movie that, based on a subset of users
who have viewed and rated the movie, will determine to whom the movie should
be recommended. A fundamental trade-off in learning these functions is between
performance and privacy of the raters. One approach to protecting the privacy of
the raters is to apply a satisfactory level of differential privacy across all learned
recommendation functions learned. Although this approach protects the privacy of
the raters, it does so by assuming that each movie is best served by identical levels
of privacy. This assumption fails to exploit that the performance vs. privacy trade-
off is not identical across all movies, as some movies (such as popular blockbusters)
have small performance gains from decreased levels of privacy, whereas other movies
(such as documentaries on narrow subject-matter) have large performance gains from
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decreased levels of privacy. Rather than apply a fixed level of privacy across all
movies, we propose an adaptive privacy scheme that during assigns different privacy
levels for each movie.
1.5 Organization
The dissertation is organized as follows:
Chapter 2 will describe our approach to learning low-rank non-linear structure.
We formulate the non-linear low-rank problem, show that a robust closed-form so-
lution exists, formulate a manifold anomaly detection algorithm, and demonstrate
performance on synthetic and real-world data.
Chapter 3 presents an approach to training local learning functions under an ERM
framework. After motivating the approach and presenting related work, we derive an
alternating minimization framework. Next, we show an empirical risk transformation
that allows for partitioning and classification functions to be jointly learned using
convex optimization techniques.
Chapter 4 deals with incorporation of test-time costs in learning. We first present
a linear program to incorporate test-time costs in classification. We extend test-time
costs to other ERM problems and present preliminary work on including test-time
costs in structured learning.
Chapter 5 provides concluding remarks on the work presented.
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Chapter 2
Kernel Low-Rank Representation
In this chapter we examine the notion of locality and similarity in high-dimensions.
A key component in many machine learning algorithms such as clustering and graph
construction is the notion of similarity between examples, with the assumption that
an example has closely related behavior, response, label, etc. as similar examples.
These algorithms generally apply the Euclidean distance as the basis of measuring
similarity between examples, which in the case of densely sampled data (with respect
to observed dimensionality) often accurately captures underlying relationships among
data. However, Euclidean distance often fails to capture similarity between sparsely
sampled examples. This effect in particular arises in high dimensions, where the
observed dimensionality of the data is much higher than the intrinsic dimensionality
of the data, and Euclidean distance can is susceptible to noise. A standard approach to
overcoming this issue is through the use of dimensionality reduction techniques, which
seek to project the data from the observed high-dimensional space to an underlying
low-dimensional space. Unfortunately, most dimensionality reduction techniques fail
to account for the fact that observations are often not drawn from a single low-
dimensional space, but from one of many possible low-dimensional spaces. To account
for this, we present a data transformation such that examples lying in distinct non-
linear low-dimensional spaces are dissimilar.
We first develop this non-linear low-rank transformation for a fixed set of data
and show that examples on separate low-dimensional structures have low similarity
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even in the presence of noise. This transformation is then extended to apply to new
test examples to allow generalization on new observations, leading to an approach
to constructing kernels incorporating low-dimensional non-linear structure. Next, we
apply this notion of structural similarity to the anomaly detection problem to incor-
porate structure into p-value estimation. Finally, we show improvement of empirical
performance for a wide range of learning tasks by incorporating structural similarity.
2.1 Related Work
The most common notion of similarity is Euclidean distance, or a function of Eu-
clidean distance such as radial basis functions. Graph-based learning methods em-
ploy Euclidean distances to describe local neighborhoods for observations. K-nearest
neighbors and -neighborhoods based on Euclidean distances are used in manifold
learning (Isomap [Tenenbaum et al., 2000] and LLE [Roweis and Saul, 2000]), spec-
tral clustering [Ng et al., 2001], anomaly detection algorithms [Zhao and Saligrama,
2009, Hero, 2007] and in label propagation algorithms for semi-supervised learn-
ing [Zhu and Ghahramani, 2002].
The problem of determining an approximate representation for data using low-
rank subspaces has recently drawn significant interest in the field of matrix comple-
tion problems [Cande`s and Recht, 2009, Keshavan et al., 2009]. Methods for low-
rank representations (LRR) of data drawn from multiple sources belonging to union
of subspaces have also been developed [Liu et al., 2010, Wang et al., 2011a, Wang
et al., 2011b]. Low-rank representations seek to segment data vectors such that
each segmented collection belongs to a low-dimensional linear subspace. Low-rank
representation of data is related to traditional simultaneous sparse representation
techniques [Tropp et al., 2006] with important differences. The objective in simulta-
neous sparsity is to decompose data vectors so that they have a common basis in a
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dictionary. In both the rank-minimization and simultaneous sparsity problems, the
goal is representation of data subject to a structural constraint. In comparison , we
are not interested in exact representation of observations, but instead in embedding
points in a linear plane, with the notion of low-rank structures as a means of defin-
ing neighborhoods. In particular, our resulting minimization resembles the problem
posed by Liu et al. [Liu et al., 2010]. However, the problem posed in this paper can be
solved in a computationally efficient manner, extended to nonlinear manifolds, and
analyzed in the presence of noise.
2.2 Low-Rank Data Transformation
Consider a set of observations, X = [x1, x2, . . . xn], where xi ∈ Rd×1, approximately
embedded on multiple independent, low-dimensional manifolds. Our goal is to dis-
cover these manifolds by using techniques to learn low-rank representations of the
data. In the case where the observations are embedded on linear subspaces, the
low-rank representation (LRR) problem [Liu et al., 2010] can be formulated as:
Z = min
Z
1
2
‖X −XZ‖2F (2.1)
s.t. Rank(Z) = R
where ‖·‖F is the Frobenius norm, and the solution, Z, is the minimum squared-error
linear embedding on a R-dimensional subspace. Relaxing the constraint in (2.1), the
minimization can be equivalently written:
min
Z
1
2
‖X −XZ‖2F + λ · Rank(Z) (2.2)
Optimizing the rank of a matrix is a non-convex, combinatorial optimization. The
convex relaxation of rank, the nuclear norm, is substituted, resulting in the convex
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optimization:
min
Z
1
2
‖X −XZ‖2F + λ‖Z‖∗ (2.3)
This related problem was originally posed as a subspace segmentation method by
Liu et al. [Liu et al., 2010], who minimize the `2/`1 embedding error. A Kernelized
Low-Rank Representation (KLRR) formulation of the problem naturally follows for
the case where data is embedded on nonlinear subspaces:
min
Z
1
2
‖φ(X)− φ(X)Z‖2F + λ‖Z‖∗ (2.4)
where φ(·) is an expanded basis function with an associated kernel function, K(i, j) =
φ(i)Tφ(j). The form and parameters of the function φ(·) are an assumption on the
structure of the observations. Ideally, φ(·) is chosen such that all observations are
well approximated in the expanded basis space with a linear low-dimensional ap-
proximation while still maintaining the relationship between observations. As in all
kernel methods, the accuracy of the approximation of the manifold is dependent on
the ability of the kernel to fit the data. We refer only to the kernelized problem, as
the linear problem is a specific case, where φ(X) = X and K(X,X) = XTX.
Theorem 2.2.1. For λ ≥ 0, the KLRR problem (2.4) is minimized by the represen-
tation:
Z∗ = UDλUT (2.5)
where the singular vectors, U , are found by the singular value decomposition (SVD) of
the kernel matrix K(X,X) = φ(X)Tφ(X) = UDUT , and Dλ is the diagonal matrix
defined
Dλ(i, i) =
1− λσi if σi > λ0 otherwise (2.6)
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and σi is the ith singular value of the kernel matrix.
Proof. The nuclear norm is unitarily invariant, so substituting Zˆ = UTZU , where U
is the matrix of singular vectors of the kernel matrix produces an equivalent mini-
mization
UTZU = argmin
Zˆ
1
2
‖V DUT − V DZˆUT‖2F + λ‖Zˆ‖∗ (2.7)
where V DUT is the singular value decomposition of the matrix φ(X). The Frobenius
norm is also unitarily invariant, and therefore pre-multiplying and post-multiplying
the argument of the Frobenius norm by the matrices V T and U respectively produces
the following minimization:
UTZU = argmin
Zˆ
1
2
‖D −DZˆ‖2F + λ‖Zˆ‖∗ (2.8)
In the above minimization, D is a diagonal matrix, resulting in Zˆ also being a diagonal
matrix, as any off diagonal elements will increase the value of the cost function in
both the Frobenius norm and nuclear norm terms. With a diagonal structure, the
Frobenius norm is equivalent to the `2 norm of its weighted diagonal terms, and the
nuclear norm of Z˜ is equivalent to the `1 norm on its diagonal.
UTZU = Dλ = argmin
Zˆ
1
2
‖diag
(
D(I − Zˆ)
)
‖22
+λ‖diag(Zˆ)‖1 (2.9)
The solution to this minimization is given by the soft-thresholding operator, which
gives the closed-form solution in the theorem statement.
The closed-form solution to the KLRR problem has previously been shown in
[Wang et al., 2011b], with the closed-form solution to the linear low-rank representa-
tion problem shown in [Favaro et al., 2011].
From Theorem 2.2.1, low-rank representations of high-dimensional expanded basis
space observations can be computed efficiently using only kernel functions. Addition-
ally, this solution has near block-diagonal structure for sets of observations existing
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on independent subspaces1 in the expanded basis space.
Theorem 2.2.2. Given observations lying on independent subspaces in the expanded
basis space, the low-rank representation is near block-diagonal, with elements off-block-
diagonal bounded:
|zij| ≤ λ
√√√√∑
i:σi>λ
(
1
σi
)2
(2.10)
where xi and xj lie on independent manifolds.
Proof. Consider the case of φ(X) = [φ(X1) φ(X2)], where φ(X1) ∈ RD×n1 and
φ(X2) ∈ RD×n2 span independent subspaces and have rank r1 and r2, r1 + r2 < D
and Rank(φ(X)) = r1 + r2.
φ(X) is composed of observations lying on independent subspaces and therefore
any point in φ(X1) or φ(X2) can be expressed as a linear combination of other points
in the sets φ(X1) or φ(X2), respectively. Given the compact SVD, φ(X) = UXΣXV
T
X ,
which is equivalent to the full SVD with the singular vectors associated with zero
singular values are removed in the basis UX and VX and the columns and rows as-
sociated with zero singular values removed from the singular value matrix SX . The
linear transformation
W = Σ−1X U
T
Xφ(X) = V
T
X (2.11)
preserves the dependence structure of φ(X), resulting in the decomposition:
W = [B1 B2]
[
α1 0
0 α2
]
(2.12)
where B1 ∈ Rr1+r2×r1 and B2 ∈ Rr1+r2×r2 are basis matrices and α1 ∈ Rr1×n1 and
α2 ∈ Rr2×n2 are the representation associated with each independent subspace. Sub-
stituting the singular value decompositions α1 = U1Σ1V
T
1 and α2 = U2Σ2V
T
2 , W can
be expressed:
W = B′
[
V T1 0
0 V T2
]
(2.13)
1Independent subspaces are defined as in [Liu et al., 2010], such that a set of subspaces are
independent if and only if
∑k
i=1 Si = ⊕ki=1Si.
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where B′ = [B1U1Σ1 B2U2Σ2]. The matrix W is a set of singular vectors, so the
following property must hold:
WW T = B′
[
V T1 0
0 V T2
] [
V1 0
0 V2
]
B′T = B′B′T = I (2.14)
Therefore, B′ is an orthonormal matrix.
The solution to the KLRR problem can be expressed
Z∗ = VX(I − λΣ−1X )V TX = VXV TX − VXλΣ−1X V TX
=
[
V1 0
0 V2
]
B′TB′
[
V T1 0
0 V T2
]
− VXλΣ−1X V TX (2.15)
The term VXV
T
X is block diagonal, so the inner product between representations
lying on separate independent subspaces can be bounded by examining the off-
block-diagonal elements introduced by the term VXλΣ
−1
X V
T
X . This expression can
be bounded:
‖VXλΣ−1X V TX ‖∞ ≤ ‖VXλΣ−1X V TX ‖F = λ‖Σ−1X ‖F (2.16)
From this structure, we construct measures of similarity that result in large dis-
tance between observations on separate manifolds independent of Euclidean distance,
resulting in separation of independent manifolds.
For reliable performance, the near block-diagonal structure of the KLRR matrix
should remain in the presence of small perturbations. To demonstrate the robustness
to noise, we bound the Frobenius norm of the off-diagonal elements when the kernel
matrix is perturbed, guaranteeing near block-diagonal structure in the presence of
noise.
Theorem 2.2.3. Consider a perturbed kernel matrix
K˜(X,X) = K(X,X) + E (2.17)
where K(X,X) has a rank r composed of two independent subspaces. The perturbed
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KLRR, Z˜, is found using the matrix K˜(X,X). Define the matrix N to be the off
diagonal blocks of the matrix Z˜, such that for all zij ∈ N , the observations xi and xj
lie on independent manifolds. Then the matrix N is bounded:
‖N‖F ≤ 4
√
2‖E‖F
σr − σe (2.18)
where σr is the r
th largest singular value of K(X,X) and σe is the largest singular
value of the matrix E.
Proof. The right eigenvectors for K(X,X) can be expressed as in (2.13), with the
perturbed right eigenvectors expressed:
V˜X = B˜
[
V˜ T1 p1
p2 V˜
T
2
]
(2.19)
where B˜ is an orthogonal matrix constructed as with B′,
From (2.15), the solution to the KLRR problem in the case of added perturbation
can then be written:
Z˜ =
[
V˜1D1V˜
T
1 + p
T
2D2p2 V˜
T
1 D1p1 + p
T
2D2V˜2
pT1D1V˜1 + V˜
T
2 D2p2 V˜2D2V˜
T
2 + p
T
1D1p1
]
(2.20)
where D1 and D2 are diagonal matrices whose elements are less than 1 (as defined
in (2.6)). By the triangle inequality, the norm on the off diagonal elements can be
bounded:∥∥∥∥[V˜ T1 D1p1 + pT2D2V˜2pT1D1V˜1 + V˜ T2 D2p2
]∥∥∥∥
F
≤ ‖V˜ T1 p1 + pT2 V˜2‖F + ‖pT1D1V˜1 + V˜ T2 D2p2‖F
= 2‖V˜ T1 D1p1 + pT2D2V˜2‖F (2.21)
The term L1 can be bounded by further use of the triangle inequality:∥∥∥V˜ T1 D1p1 + pT2D2V˜2∥∥∥
F
≤
∥∥∥V˜ T1 p1 + pT2 V˜2∥∥∥
F
≤ ‖V˜ T1 p1‖F + ‖pT2 V˜2‖F = ‖p1‖F + ‖p2‖F
(2.22)
The set of canonical angles between Ur and U˜r, denoted Θ can bounded ( [Stewart
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and guang Sun, 1990], Thm V.4.1)
‖ sin Θ‖F ≤
√‖R‖2F + ‖S‖2F
δ
(2.23)
with R and S defined:
R = K˜(X,X)U − V Σ
S = K˜(X,X)TV − UΣ
where K(X,X) = UΣV is the singular value decomposition of the kernel matrix and
δ is a value chosen such that:
δ ≤ |σr − σe|
This bound can be simplified:
‖ sin Θ‖F ≤
√
2‖E‖F
σr − σe (2.24)
By the definition of canonical angles (Definition I.5.3 [Stewart and guang Sun, 1990]),
this can be rewritten
‖
√
I − Γ2‖F ≤
√
2‖E‖F
σr − σe (2.25)
where Γ2 is a diagonal matrix, whose ith diagonal element,γ2i , can be written
γ2i = 〈v1ioi, v˜1io˜i〉2 (2.26)
where oi and o˜i are truncated vectors from some unitary matrices O and O˜, respec-
tively, and v1i and v˜1i are the ith column of the matrices V1 and V˜1, respectively. By
the Cauchy-Schwarz Inequality, γ2i can be bounded:
γ2i ≤ ‖oiv1i‖2‖o˜iv˜1i‖2 ≤ 〈v˜1i, v˜1i〉 (2.27)
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Substituting for Γ produces the bound:√√√√ r∑
i=1
1− 〈v˜1i, v˜1i〉 ≤
√
2‖E‖F
σr − σe (2.28)
Given that the matrix U˜r is unitary, the bound can be further reduced:√√√√ r∑
i=1
〈v˜1i, v˜1i〉+ 〈p1i, p1i〉 − 〈α˜i, α˜i〉 ≤
√
2‖E‖F
σr − σe
where p1i is the ith column of the matrix p1. Therefore, we can bound the norm of
the matrix p1
‖p1‖F ≤
√
2‖E‖F
σr − σe (2.29)
Following the same steps produces an identical bound for the term ‖p2‖F , and there-
fore:
‖p1‖F + ‖p2‖F ≤ 2
√
2‖E‖F
σr − σe (2.30)
The theorem bound follows directly from (2.22) and (2.30).
Theorem 2.2.3 illustrates the robustness to noise of the low-rank representation.
This is an adversarial bound, with the no restrictions placed on the structure of the
perturbations. Given small perturbations such that σe ∈ o(σr), the norm of the
off diagonal elements can be bounded linearly with the norm of the perturbation.
Therefore, small perturbations in the observations have small effects on the structure
of the KLRR representation.
2.3 Transformation for Test Observations
Consider a new observation, xtest ∈ Rd×1. In order to represent the new observa-
tion in the low-rank representation space, we extend the KLRR formulation from
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Equation (2.4). We project the data onto the expanded basis span of the KLRR
representation, φ(X)Z, where Z is the KLRR on the training set X. The minimum
norm projection can be calculated as a function of kernel functions.
ztest = Z
(
ZTK(X,X)Z
)−1
ZTK(X, xtest) (2.31)
The representation, ztest, can be treated as a new sample from the low-rank feature
space. This representation may be a poor representation of the original observa-
tion if it does not lie on the manifold. One measure of how well a new observation
is characterized by a manifold is by projecting the new observation onto the low-
dimensional manifold (2.31), then measuring the residual energy of the observation
in the expanded basis space.
rtest = ‖φ(xtest)− φ(X)ztest‖2 (2.32)
This residual can also be calculated using only kernel functions and provides an
evaluation of how well the low-rank representation fits a new observation.
2.4 Structured Kernel Design for Supervised and Unsuper-
vised Learning
From the low-rank representation, we now present methods of constructing kernels.
The low-rank transformation of the raw data offers possibilities for designing kernels
that incorporate the underlying structure in the data.
In order to exploit this structure we consider some specific PSD kernels, which
are basically the dot product, i.e.,
wij =
zTi zj
‖zi‖‖zj‖ (2.33)
where wij is the similarity between observations i and j and zi and zj are the ith
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and jth columns of Z, respectively. The value wij is the magnitude of the cosine
of the angle between the vectors zi and zj. Given the near block-diagonal structure
of the KLRR matrix, as shown in Theorem 2.2.2, observations lying on independent
subspaces have a very small similarity.
One issue with this similarity function is that it is undefined if either zi or zj is
identically zero. Consequently, we can define wij = 0 if either zi or zj is zero. With
this convention it is possible to show that this similarity satisfies the properties of
PSD, i.e.,
N∑
i,j=1
cicjK˜(zi, zj) ≥ 0
for any vector [c1, . . . , cN ]. This follows directly given the fact that the kernel is an
inner-product of a rescaled version of the matrix Z. The similarity proposed in (2.33)
captures the structure of the observations, however, the scaling information is lost.
In order to incorporate structural information while preserving spatial relationships
in the observation space, we propose the PSD kernel:
sij = K(xi, xj) =
〈zi, zj〉
‖zi‖ · ‖zj‖e
−‖xi−xj‖2
2σ2 (2.34)
Two observations only have a large similarity if the observations lie on the same man-
ifold and have a small geometric distance. If xi and xj lie on independent manifolds,
from the structure of the KLRR matrix, the angle between the observations is small,
and therefore the similarity, sij, is also small. Alternatively, if the observations lie on
the same low-dimensional manifold, but have a large geometric distance, the expo-
nential term drives the similarity to a small value. This kernel is a PSD kernel as it
is composed of the product of two PSD kernels.
Figs. 2·1(a) and 2·1(b) demonstrate the effect of using structural similarity as
opposed to Euclidean distance on the same sets of data as presented in Fig. 1·1.
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(a) Dense Graph (b) Sparse Graph
Figure 2·1: Left: Graph for densely sampled 2-D simulated dataset
constructed by connecting the K-nearest structurally similar neighbors
as defined by (2.34). Right: Graph constructed by connecting the
K-nearest structurally similar neighbors as defined by (2.34), which
captures the structure of the data. The Euclidean K-nearest neighbor
graph fails to capture the structure of the data, as shown in Fig. 1·1.
In the case of densely sampled manifolds, using both notions of similarity construct
graphs that capture the underlying structure of the data, as shown in Fig. 2·1(a).
However, when the data is sparsely sampled, the use of structural similarity allows
the graph to accurately characterize the underlying structure of the data, as shown
in Fig. 2·1(b).
From the definition of similarity posed in (2.34), a means of defining distance
between observations follows:
d(xi, xj) =
√
sii + sjj − 2sij (2.35)
The metric (2.35) defines a new set of distances between observations combining both
the structural similarity of the data as well as the Euclidean distance of the data.
Two observations have a small distance if and only if the observations lie on the same
low-dimensional manifold and have a small distance in the observations space.
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2.5 Manifold Anomaly Detection
The goal of our anomaly detection scheme is to define points not based on distance
to nominal points, but instead based on distance to a low-dimensional manifold on
which the training (nominal) points are embedded. In K-NN and -NN approaches,
the underlying manifold is modeled by dense sampling of data points, whereas our
approach no longer requires dense sampling of data points, but instead structural
assumptions on the data. For a set of nominal observations embedded on a manifold,
we propose a method of anomaly detection based on p-value estimation [Zhao and
Saligrama, 2009].
Given a set of nominal training observations, X, a kernelized low-rank represen-
tation, Z, is found as described in Section 2.2. For a new test observation, xt, a
corresponding low-rank representation, zt, is found through the update method de-
scribed in Section 2.3. From these low-rank representations, the residual of the test
observation is compared to the residuals of the labeled observations:
pt =
1
n
n∑
i=1
1w¯te−rt>w¯ie−ri (2.36)
where ri is the residual of the ith labeled observation, calculated as shown in (2.32),
and w¯t and w¯i are the average angles cosine similarities of the representations as de-
fined in (2.33). The test observation is declared anomalous if pt > α. The proposed
anomaly detection characterizes the nominal set by a nonlinear low-dimensional man-
ifold and uses a measure of similarity to the manifold to determine if test observations
are anomalous.
We modify our algorithm to simplify analysis. Assuming that n is even, we divide
the training set into two sets S1 and S2. We compute the KLRR as defined by (2.4)
for the set S1 and compute representations for the set S2 and the training sample, xt,
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as defined by (2.31). The p-value of the new observation is then estimated as follows:
pˆt =
1
|S2|
∑
i∈S2
1w¯te−rt>w¯ie−ri (2.37)
The distribution of pˆt approaches a uniform distribution over the range [0, 1] given
that xt is nominal and drawn from the same distribution as the nominal observations,
X. This follows from the lemma given by Zhao et al. [Saligrama and Zhao, 2012]:
Lemma 2.5.1. Given a function G(x) has the nestedness property, that is, for any
t1 > t2 we have x : G(x) > t1 ⊂ x : G(x) > t2. Then Px∼fn (G(x) ≥ G(η)) is uni-
formly distributed in [0, 1] if η ∼ fn.
From this lemma, we can directly show that the distribution of pˆt converges to a
uniform distribution.
Theorem 2.5.2. For a nominal test point, xt, drawn from the same distribution as
the labeled observations, X, pˆt converges to a uniformly distributed random variable
in the range [0, 1].
Proof. This follows directly from Lemma 2.5.1, as the function G(xi) = w¯ie
−ri has
the nested property.
The distribution of pt converges to a uniform as n→∞, and therefore the prob-
ability of false alarm converges to α.
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2.6 Experimental Results
2.6.1 Clustering
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Errors
Figure 2·2: 2-D simulated dataset. Two classes are constructed, a line
and circle, with 200 observations in each class and random Gaussian
noise added. Sample clustering results on simulated 2-D line-circle
dataset are shown using k-means clustering on the structural similarity
defined in Equation (2.33).
Dataset Classes Observation Kernel Similarity (W)
Simulated 2 49.4± 0.1% 35.8± 4.9% 9.4± 0.1%
Ionosphere 2 28.8± 0.1% 28.9± 0.1% 22.7± 0%
Iris 3 17.3± 9.8% 15.3± 8.5% 7.6± 6.4%
JAFFE 10 29.5± 4.4% 25.5± 5.0% 12.7± 5.3%
Table 2.1: Average clustering error rates and standard deviation over
100 random initializations. Performance was compared for different
representations: the original observations space (Observation), the ex-
panded basis space (Kernel), and the cosine similarity space defined
in (2.33) (Similarity (W)). For the JAFFE [Yang et al., 2010] and Iris
databases [Eggermont et al., 2004], these performance rates are compa-
rable to the best achieved results in literature and are achieved using an
extremely simple algorithm (k-means clustering) on structured data.
To evaluate performance, k-means clustering [Hartigan and Wong, 1979] was per-
formed on representations of the data, with the results shown in Table 2.1. The
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k-means clustering algorithm was chosen as means to compare data representations
due to its wide-spread use and lack of tuning parameters to be optimized. Initializa-
tion was performed by assigning observations to random clusters, with the error rates
and standard deviations found for 100 random initializations. K-means clustering
was tested on the data in the original feature space and in the kernel space. For the
simulated data, the expanded basis was generated from a 3rd order inhomogeneous
polynomial kernel multiplied with a Gaussian RBF kernel
K (xi, xj) =
((
1 + xTi xj
)3)
e
(xi−xj)
T
(xi−xj)
2σ2
with the kernel parameter σ = 0.5. Note that this kernel does not perfectly transform
the data to linear subspaces as the Gaussian RBF function does not map the two
structures into linearly independent space. As a result, exact linear subspace recovery
methods cannot be applied to this transform. For the Ionosphere, Iris, and JAFFE
datasets, the expanded basis space was generated by Gaussian RBF kernel
K (xi, xj) = e
(xi−xj)
T
(xi−xj)
2σ2
with parameters σ = 1, σ = 2, and σ = 75, respectively.
Spectral clustering [Ng et al., 2001] performance using the previously described
kernels is compared to similarity measures incorporating structure in Table 2.2. As
with k-means clustering, inclusion of structure improved clustering performance in
all example cases.
2.6.2 Anomaly Detection
We compare performance of our manifold anomaly detection approach with the K-
nearest neighbors graph (K-NN) method presented by Zhao et al. [Zhao and Saligrama,
2009] and a One-Class SVM [Manevitz and Yousef, 2002]. We evaluate performance
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Dataset Kernel Similarity (W) Struct. Kernel
Simulated 46.0± 0% 17.5± 0% 17.7± 0%
Ionosphere 35.9± 0% 22.5± 0% 22.8± 0%
Iris 15.9± 3.1% 5.2± 7.2% 4.5± 5.9%
JAFFE 17.14± 5.2% 13.5± 5.8% 13.7± 5.3%
Table 2.2: Average spectral clustering error rates and standard de-
viation over 100 random initializations. Performance was compared
for different measures of similarity: the expanded basis space (Kernel),
the cosine similarity space defined in (2.33) (Similarity (W)), and the
structured kernel space defined in (2.34) (Structured Kernel). For the
JAFFE [Yang et al., 2010] and Iris databases [Eggermont et al., 2004],
these performance rates are comparable to the best achieved results
in literature and are achieved using an extremely simple algorithm (k-
means clustering) on structured data.
on simulated datasets, the Ionosphere dataset [Frank and Asuncion, 2010], the USPS
Digits dataset [Hastie et al., 2003], and the JAFFE dataset [Lyons et al., 1998].
The simulated clusters dataset Fig. 2·3(a) consists of nominal data uniformly
drawn from two Gaussian distributions with means [−2, 0] and [2, 0] and variances
[ 0.02 00 0.02 ] and [
0.3 0
0 0.3 ]. Anomalous data is uniformly drawn from either a uniform
distribution in the rectangle from [−3,−2] to [3, 2] or a Gaussian distribution with
mean [−2, 0] and variance [ 0.3 00 0.3 ]. The motivation for this synthetic data is to present
an example where nearest neighbor distance alone may have difficulty separating
anomalous points, as nominal examples are drawn from different Gaussians with
drastically different variances.
The classifier was trained using 20 random nominal points, and performance was
measured on a test set composed of 50 unobserved nominal points and 50 anomalous
points, as shown in Fig. 2·3(a). A Gaussian radial basis function kernel (with σ =
0.5) was used to approximate the manifold, and performance was averaged over 100
randomly generated datasets, with average performance shown in Fig. 2·3(b).
The simulated linear dataset was constructed of points generated form the linear
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Figure 2·3: Left: Example of simulated clusters data. Training was
performed on 20 labeled nominal points (blue circles), and testing was
performed on 50 unlabeled nominal points (green dots) and 50 unla-
beled anomalous points (red crosses). Right: ROC curves averaged
over 100 randomly generated datasets. Performance of p-value estima-
tion using the KLRR residual is compared to p-value estimation using
a Euclidean neighborhood (2nd nearest neighbor) and One-Class SVM
with µ = 0.5.
subspace [1, 1], with nominal points having small random perturbations (drawn from a
zero mean Gaussian distribution with variance [ 0.02 00 0.02 ]) and anomalous points having
large perturbations (drawn from a zero mean Gaussian distribution with variance
[ 2 00 2 ]). As before, the classifer was trained using 20 random nominal points, and
performance was measured on a test set composed of 50 unobserved nominal points
and 50 anomalous points, as shown in Fig. 2·4(a). The experiment was repeated using
100 randomly generated datasets, with an average performance shown in Fig. 2·4(b).
A linear low-rank representation of the labeled points was used to approximate the
manifold.
For the Ionosphere dataset [Frank and Asuncion, 2010], 175 observations were
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Figure 2·4: Left: Example of simulated linear data. Training on 20
labeled nominal points (blue circles), testing on 50 unlabeled nominal
points (green dots) and 50 unlabeled anomalous points (red crosses).
Right: ROC curves averaged over 100 randomly generated datasets.
Performance of p-value estimation using the KLRR residual is com-
pared to p-value estimation using a Euclidean neighborhood (2nd near-
est neighbor) and One-Class SVM with µ = 0.5.
labeled as nominal observations (drawn from the set which show evidence of structure
in the ionosphere) and 30 observations were unlabeled for use as test data (uniformly
drawn from both the observations showing evidence of structure like the nominal
examples and examples showing no evidence of structure). A Gaussian radial basis
function kernel was used (with σ = 1.5), and performance was compared to anomaly
detection using a K-nearest neighbor graph and a One-Class SVM, as shown in Figure
2·5(a).
For the JAFFE dataset, 50 labeled nominal images were chosen from 3 random
individuals (defined as nominal individuals) to construct the classifier. The test set
was composed of 15 unobserved images randomly drawn from the nominal individuals
and 100 anomalous images drawn from the other individuals. A Gaussian radial basis
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function kernel (with σ = 75) was used to transform the data. The performance using
the KLRR residual was compared to the use of a K-nearest neighbor graph for p-value
estimation [Zhao and Saligrama, 2009] and a One-Class SVM [Manevitz and Yousef,
2002]. For the USPS Digits dataset, 200 nominal images (the digit 8) were labeled,
with 167 unlabeled images randomly drawn from the unobserved nominal images and
33 anomalous images drawn from the other digits. A Gaussian RBF (with σ = 104)
was used to find the low-rank representation for both the USPS and JAFFE datasets,
and the same kernel functions were used in the One-Class SVM. Performance was
averaged over 100 randomly assigned datasets for all experiments, with performance
shown in Fig. 2·5(b) and Fig. 2·5(c) for the JAFFE and USPS datasets, respectively.
Use of the KLRR residual energy improved classification performance for simulated
and real-world datasets. The ROC curves for the experiments lie above the ROC
curves for either the K-nearest neighbor method or the One-Class SVM, indicating
that the underlying nominal distribution likely lies on a low-dimensional manifold,
and this low-dimensional structure is well approximated by the Z.
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Figure 2·5: ROC curve on the Ionosphere, JAFFE, and USPS digits
dataset generated by averaging results over 100 random sets of labeled
and unlabeled points. Performance using the KLRR residual and Eu-
clidean distance (3rd, 3rd, and 9th nearest neighbor, respectively) for
p-value estimation are shown, as is the performance of a One-Class
SVM (µ = 0.5).
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Chapter 3
Local Risk-Based Learning
In this chapter we examine approaches to constructing local classifiers, where we
exploit the fact that learning functions, such as classification decision boundaries or
regression functions, are often locally of low-complexity, though may not be globally
well characterized by a single low-complexity function/model. Rather than learn a
single high-complexity function to apply to the entire dataset, we instead attempt to
partition the space into smaller regions, with simple functions applied within each
region.
Our goal is to jointly learn functions which partition the feature space into sepa-
rate regions and simple learning functions (such as classifier, regressors, rankers, etc.)
applied to examples within each region. We first present an approach to learning
local linear classifiers, where the data is partitioned by a cascade of linear functions
into separate regions, with separate multiclass linear classification functions applied
to each partitioned region. We show that under an alternating optimization frame-
work, the problem of learning the partitioning functions is equivalent to solving a
weighted binary classification problem and the problem of learning local classification
functions simplifies to learning classification functions over subsets of the data. Next,
we reformulate the empirical risk function for the local learning problem which yields
a globally convex upper-bounding surrogate function, which allows for efficient global
optimization as well as online training of classification and partitioning functions.
We show that low-complexity local linear classification functions can efficiently yield
35
robust decision functions with performance comparable to high-complexity classifiers
such as AdaBoost and Kernel SVM.
3.1 Related Work
Our approach fits within the general framework of combining simple classifiers for
learning complex structures. Boosting algorithms [Freund and Schapire, 1997] learn
complex decision boundaries characterized as a weighted linear combination of weak
classifiers. In contrast our method takes unions and intersections of simpler decision
regions to learn more complex decision boundaries. In this context our approach is
closely related to decision trees [L. Breiman and Stone, 1984], and in particular de-
cision trees with multivariate splits [Brodley and Utgoff, 1995]. One main difference
is that decision trees typically attempt to greedily minimize some loss or a heuris-
tic, such as region purity or entropy, at each split/partition of the feature space. In
contrast our method attempts to minimize global classification loss. Also decision
trees typically split/partition a single feature/component resulting in unions of rect-
angularly shaped decision regions; in contrast we allow arbitrary partitions leading
to complex decision regions.
Our work is loosely related to so called coding techniques that have been used in
multi-class classification [Dietterich and Bakiri, 1995, Allwein et al., 2001]. In these
methods a multiclass problem is decomposed into several binary problems using a
code matrix and the predicted outcomes of these binary problems are fused to obtain
multi-class labels. Jointly optimizing for the code matrix and binary classification is
known to be NP hard [Crammer and Singer, 2000] and iterative techniques have been
proposed [Guruswami and Sahai, 1999,Sun et al., 2005]. There is some evidence (see
Sec. 3.4) that suggests that our space partitioning classifier groups/clusters multiple
classes into different regions; nevertheless our formulation is different in that we do
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not explicitly code classes into different regions and our method does not require
fusion of intermediate outcomes.
Despite all these similarities, at a fundamental level, our work can also be thought
of as a somewhat complementary method to existing supervised learning algorithms.
This is because we show that space partitioning itself can be re-formulated as a
supervised learning problem. Consequently, any existing method, including boosting
and decision trees, could be used as a method of choice for learning space partitioning
and region-specific decision functions.
We use simple linear classifiers for partitioning and region-classifiers in many
of our experiments. Using piecewise combinations of simple functions to model a
complex global boundary is a well studied problem. Mixture Discriminant Analysis
(MDA) [Hastie and Tibshirani, 1996] models each class as a mixture of Gaussians,
with linear discriminant analysis used to build classifiers between estimated Gaussian
distributions. MDA relies upon the structure of the data, assuming that the true
distribution is well approximated by a mixture of Gaussians. Local Linear Discrimi-
nant Analysis (LLDA), proposed by Kim et al. [Kim and Kittler, 2005], clusters the
data and performs linear discriminant analysis (LDA) within each cluster. Both of
these approaches partition the data then attempt to classify locally. Partitioning
of the data is independent of the performance of the local classifiers, and instead
based upon the spatial structure of the data. In contrast, our proposed approach
partitions the data based on the performance of classifiers in each region. A recently
proposed alternative approach is to build a global classifier ignoring clusters of er-
rors, and building separate classifiers in each error cluster region [Dekel and Shamir,
2012]. This proposed approach greedily approximates a piecewise linear classifier in
this manner, however fails to take into account the performance of the classifiers in
the error cluster regions. While piecewise linear techniques have been proposed in the
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past [Dai et al., 2006,Toussaint and Vijayakumar, 2005], we are unaware of techniques
that learn piecewise linear classifiers based on minimizing global ERM and allows any
discriminative approach to be used for partitioning and local classification, and also
extends to multiclass learning problems.
The optimization problem generated by the local linear learning problem has been
previously studied in the context of bilinear separation [Bennett and Mangasarian,
1993]. In the bilinear separation problem, an attempt is made to directly minimize
empirical risk. The empirical loss is expressed as a product of indicators which are
approximated with hinge loss surrogate functions. This introduces a bilinear opti-
mization problem whose globally optimal solution cannot be efficiently found. The
space partitioning classifier framework can be seen as a generalization of the bilinear
separation problem, where alternating minimization is used to train the partitioning
and local classifiers, with each subproblem posed as a standard supervised learning
problem. Space partitioning classifiers have been shown to have strong performance,
however existing techniques can only guarantee convergence to a local minima without
resorting to exhaustive search.
3.2 Learning Space Partitioning Functions
The goal in empirical risk minimization(ERM) is to learn a function, f(x), that maps
features, x ∈ X , to an output, y ∈ Y , by minimizing a loss function, R(f), over
training data (xi, yi), i = 1, 2, . . . , n:
R(f) =
1
n
n∑
i=1
L (xi, yi, f) ,
where L is the loss associated with the learning task, such as the indicator loss in
supervised learning or the `2-loss in regression. Our goal is to minimize R(f) over
all classifiers, f(·), belonging to some class F . It is well known that the complexity
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g1(x) 
g2(x) 
Local 
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AdaBoost Decision Tree 
Figure 3·1: Left: Architecture of our system. Reject Classifiers,
gj(x), partition space and region classifiers, fj(x), are applied locally
within the partitioned region. Right: Comparison of our approach
(upper panel) against Adaboost and Decision tree (lower panel) on the
banana dataset [Ra¨tsch et al., 1998]. We use linear perceptrons and
logistic regression for training partitioning classifier and region classi-
fiers. Our scheme splits with 3 regions and does not overtrain unlike
Adaboost.
of the family F dictates generalization of the learned function. If F is too simple,
it often leads to large bias errors; if the family F is too rich, it often leads to large
variance errors. With this perspective we consider a family of functions (see Fig. 3·1)
that adaptively partitions data into regions and fits simple functions within each
region. We predict the output for a test sample, x, based on the output of the
trained simple function associated with the region x belongs to. The complexity
of our family of classifiers depends on the number of local regions, the complexity
of the local functions in each region, and the complexity of the partitioning. We
formulate space partitioning and local learning into a single objective and show that
space partitioning is equivalent to solving a weighted-binary classification problem.
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3.2.1 Binary Space Partitioning as Supervised Learning
In this section we consider learning binary space partitioning for ease of exposition.
The function g(·) partitions the space by mapping features, x ∈ X , to a binary label,
z ∈ {0, 1}. Region learning functions f0(x), f1(x) operate on the respective regions
generated by g(x) (see Fig. 3·1). The empirical risk/loss associated with the binary
space partitioned classifiers is given by:
R(g, f0, f1) =
1
n
n∑
i=1
1{g(xi)=0}L(xi, yi, f0) +
1
n
n∑
i=1
1{g(xi)=1}L(xi, yi, f1) (3.1)
Our goal is to minimize the empirical error jointly over the family of functions g(·) ∈ G
and fi(·) ∈ F . From the above equation, when the partitioning function g(·) is fixed,
it is clear how one can view choice of functions f0(·) and f1(·) as standard ERM
problems over subsets of the dataset. In contrast, even when f0, f1 are fixed, it is
unclear how to view minimization over g ∈ G as an ERM. To this end, we define
the quantity `i indicating whether classifier f0 has a lower empirical risk than f1 on
example xi:
`i =

0 if L(xi, yi, f0) < L(xi, yi, f1)
1 otherwise
. (3.2)
Additionally, we define wi as the difference in losses between functions f0 and f1:
wi = |L(xi, yi, f0)− L(xi, yi, f1)| . (3.3)
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We can then rewrite Eq. 3.1 with respect to g as follows:
R(g) =
1
n
n∑
i=1
1{g(xi)=0}L(xi, yi, f0) +
1
n
n∑
i=1
1{g(xi)=1}L(xi, yi, f1)
=
1
n
n∑
i=1
1{g(xi)=0} (L(xi, yi, f0)−min (L(xi, yi, f0), L(xi, yi, f1)))
+
1
n
n∑
i=1
1{g(xi)=1} (L(xi, yi, f1)−min (L(xi, yi, f0), L(xi, yi, f1)))
+
1
n
n∑
i=1
min (L(xi, yi, f0), L(xi, yi, f1)) .
From this, we can state the following lemma:
Lemma 3.2.1. For fixed f0 and f1 the problem of choosing the best binary space
partitions, g(·), in Eq. 3.1 is equivalent to choosing a binary classifier g that optimizes
following empirical loss function:
R˜(g) =
1
n
n∑
i=1
wi1{g(xi)6=li}.
The composite function F (x) based on the partitioning classifier g and region
classifiers f0 and f1 can be written compactly as F (x) = fg(x)(x). We observe several
aspects of our proposed scheme:
(1) Binary partitioning is a weighted binary classification problem on the training
set with pseudo-labels, (xi, `i), i = 1, 2, . . . , n.
(2) The pseudo-label, `i, chooses the local learning function f0 or f1 with a smaller
empirical loss. Similarly, the weight, wi, represents the change in empirical loss if the
partitioner label does not match the pseudo-label, that is g(xi) 6= `i.
(3) Note that training g is independent of the minimum loss, min
(
L(xi, yi, f0),
L(xi, yi, f1)
)
, as the system will incur at least this risk regardless of the function
g for fixed f0 and f1.
41
3.2.2 Surrogate Loss Functions, Algorithms and Convergence
An important implication of Lemma 3.2.1 is that we can now use powerful learning
techniques such as decision trees, boosting and SVMs for learning space partitioning
functions. Our method is a coordinate descent scheme which optimizes over a single
variable at a time. Each step is a risk minimization problem and so any appropriate
learning method can be used at each step.
Convergence Issues: It is well known that that indicator losses are hard to min-
imize, even when the class of functions, F , is nicely parameterized. Many schemes
are based on minimizing surrogate losses. These surrogate losses are upper bounds
for indicator losses and usually attempt to obtain large margins. Our coordinate
descent scheme in this context is equivalent to describing surrogates for each step
and minimizing these surrogates. This means that our scheme may not converge, let
alone converge to a global minimum, even when surrogates at each step are convex.
This is because even though each surrogate upper bounds indicator loss functions at
each step as opposed to a single global objective which upper-bounds Eq. 3.1, where
smoothness properties of the surrogate may allow lead to a local or global minimum.
Consequently, we need a global surrogate to ensure that the solution does converge.
Loss functions are most conveniently thought of in terms of margins. For notational
convenience, in this section we will consider the case where the partition classifier,
g, maps to labels ˆ` ∈ {−1, 1}, where a label of −1 and 1 indicates use of local
function f0 and f1, respectively. We seek functions φ(z) that satisfy 1z≤0 ≤ φ(z).
Many such surrogates can be constructed using sigmoids, exponentials etc. Consider
the classification function sign (g(x)). The empirical error can be upper bounded:
1ˆ`g(x)=1 = 1−ˆ`g(x)≤0 ≤ φ(−ˆ`g(x)) We then form a global surrogate for the empirical
risk function. Approximating the indicator functions of the empirical risk/loss in
Eq. 3.1 with surrogate functions, the global surrogate is given by:
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Rˆ(g, f0, f1) =
1
n
n∑
i=1
φ (g(xi))L(xi, yi, f0) +
1
n
n∑
i=1
φ (−g(xi))L(xi, yi, f1), (3.4)
which is an upper bound on Eq. 3.1. Optimizing the partitioning function g(·) can
be posed as a supervised learning problem, resulting in the following lemma (see
Appendix A.1 for a proof):
Lemma 3.2.2. For a fixed f0, f1 the problem of choosing the best binary space par-
titions, g(·) in Eq. A.1 is equivalent to choosing a binary classifier g that optimizes
a surrogate function φ(·):
Rˆ(g) =
1
2n
2n∑
i=1
wˆiφ (g(xi)ri) ,
ri =
{
1, i < n+ 1
−1, otherwise , wi =
{
L(xi, yi, f0), i < n+ 1
L(xi, yi, f1), otherwise
.
Theorem 3.2.3. For any continuous differentiable surrogate φ(·) and continuous
differentiable loss function L(·, ·, ·), performing alternating minimization on the pa-
rameters of functions f0, f1, and g belonging to the family of functions characterized
by a finite set of parameters converges to a local minima of Eq. 3, with a loss upper-
bounding the empirical loss defined by Eq. 3.1.
Proof. This follows directly, as this is coordinate descent on a smooth cost function.
3.2.3 Multi-Region Partitioning
Lemma 3.2.1 can be used to also reduce multi-region space partitioning to supervised
learning. We can obtain this reduction in one of several ways. One approach is
to use pairwise comparisons, training classifiers to decide between pairs of regions.
Unfortunately, the number of different partition classifiers scales quadratically, so we
instead employ a greedy partitioning scheme using a cascade structure.
Fig 3·1 illustrates a recursively learnt three region space partitioning classifier.
In general, the regions are defined by a cascade of binary partitioning classifiers,
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gk(x), k ∈ {1, 2, . . . , r − 1}, where r is the number of classification regions. Region
functions, fk(x), k ∈ {1, 2, . . . , r}, operate only on observations in the associated
region. At stage k, if gk(x) = 0, function fk is applied to an observation, otherwise
the observation is passed to the next stage of the cascade. At the last reject classifier
in the cascade, if gr−1(x) = 1, the observation is passed to the final function, fr(x).
This ensures that only r − 1 reject classifiers have to be trained for r regions.
Now define for an arbitrary instance (x, y) and fixed {gj}, {fj}, the 0/1 loss func-
tion at each stage k,
Lk(x, y, gk) =

(
1{gk(x)=0}
)
L(fk, x, y) +
(
1{gk(x)=1}
)
Lk+1(x, y) if k < r
L(fr, x, y) if k = r
, (3.5)
We observe that the aggregate 0/1 empirical risk/loss is the average loss over all
training points at stage 1, namely,
R (g1, g2, . . . , gr−1, f1, f2, . . . , fr) =
1
n
n∑
i=1
L1(xi, yi, g1) (3.6)
In the expression above we have made the dependence on reject classifiers and region-
specific functions explicit. We minimize Eq. 3.6 over all gj, fj by means of coordinate
descent, namely, to optimize gk we hold fj, ∀j and gj, j 6= k fixed. Based on the ex-
pressions derived above the coordinate descent steps for gk and fk reduces respectively
to:
gk(·) = argmin
g∈G
1
n
n∑
i=1
Ck(xi)Lk(xi, yi, gk), fk(·)
fk(·) = argmin
f∈F
1
n
n∑
i=1
Ck(xi)L(f, xi, yi)1{gk(xi)=0}, (3.7)
where, Cj(x) = 1{∧j−1i=1 {gi(x)=1}}, denotes whether or not an example makes it to the
jth stage. The optimization problem for fk(·) is exactly the standard empirical loss
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minimization over training data that survived upto stage k. On the other hand,
the optimization problem for gk is exactly in the form where Lemma 3.2.1 applies.
Consequently, we can also reduce this problem to a supervised learning problem:
gk(·) = argmin
g∈G
1
n
n∑
i=1
wi1{g(xi)6=`i}, (3.8)
where
`i =

0 if L(fk, xi, yi) > Lk+1(xi, yi)
1 otherwise
and wi = |L(fk, xi, yi)− Lk+1(xi, yi)|..
The composite function F (x) based on the reject and region functions can be written
compactly as follows:
F (x) = fs(x), s = min{j | gj(x) = 0 ∪ {r}} (3.9)
Observe that if the kth region function has a lower cost on example xi than the later
assigned function, then this would encourage gk(xi) = 0. This is because gk(xi) = 1
would induce an increased cost in terms of increasing Lk+1(xi, yi). Similarly, if the kth
region has an increased loss, then the optimization would prefer gk(xi) = 1. Also note
that if the kth region classifier loss is the same as subsequent stages then the weight on
that example is zero. This is not surprising since reject/no-reject does not impact the
global cost. We can deal with minimizing indicator losses and resulting convergence
issues by deriving a global surrogate as we did in Sec. 3.2.2. A pseudo-code for the
proposed scheme is described in Algorithm 1.
3.2.4 Local Linear Classification
Linear classification is a natural method for learning local decision boundaries, with
the global decision regions approximated by piecewise linear functions. In local linear
classification, local classifiers, f1, f2, . . . , fr, and reject classifiers, g1, g2, . . . , gr−1, are
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Algorithm 1 Space Partitioning Classifier
Input: Training data, {(xi, yi)}ni=1, number of classification regions, r
Output: Composite function, F (·)
Initialize: Assign points randomly to r regions
while F not converged do
for j = 1, 2, . . . , r do
Train region functions fj(x) to optimize empirical loss of Eq. (3.7).
end for
for k = r − 1, r − 2, . . . , 2, 1 do
Train reject classifier gk(x) to optimize empirical loss of Eq. (3.8).
end for
end while
optimized over the set of linear functions. Local linear rules can effectively tradeoff
bias and variance error. Bias error (empirical error) can be made arbitrarily small by
approximating the decision boundary by many local linear classifiers. Variance error
(classifier complexity) can be made small by restricting the number of local linear
classifiers used to construct the global classifier. This idea is based on the relatively
small VC-dimension of a binary local linear classifier.
Theorem 3.2.4. The VC-dimension of the class composed (Eq. 3.9) with r−1 linear
classifiers gj and r linear classifiers fj in a d-dimensional space is bounded by 2(2r−
1) log2(e(2r − 1))(d+ 1).
The proof of this theorem is based on Lemma 3 of [Sontag, 1998] and is included
in Appendix A.2. The VC-dimension of local linear classifiers grows linearly with
dimension and nearly linearly with respect to the number of regions. This is seen
from Fig. 3·1. In practice, few regions are necessary to achieve low training error as
highly non-linear decision boundaries can be approximated well locally with linear
boundaries. For example, consider 2-D XOR data. Learning the local linear classifier
with 2 regions using LDA produces a classifier with small empirical error. In fact our
empirical observation can be translated to a theorem:
Theorem 3.2.5. Consider an idealized XOR, namely, samples are concentrated into
four equal clusters at coordinates (−1, 1), (1, 1), (1,−1), (−1,−1) in a 2D space. Then
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with high probability (where probability is wrt initial sampling of reject region) a two
region composite classifier trained locally using LDA converges to zero training error.
Figure 3·2: Local LDA clas-
sification regions for XOR data,
the black line is reject classifier
boundary.
The proof of this theorem is included in Ap-
pendix A.3.
In general, training linear classifiers on the in-
dicator loss is impractical. Optimization on the
non-convex problem is difficult and usually leads
to non-unique optimal solutions. Although mar-
gin based methods such as SVMs can be used,
we primarily use relatively simple schemes such
as LDA, logistic regression, and average voted
perceptron in our experiments. We use each of
these schemes for learning both reject and region-
classifiers. These schemes enjoy significant com-
putational advantages over other schemes.
Computational Costs of LDA, Logistic Regression and Perceptron: Each
LDA classifier is trained in O(nd2) computations, where n is the number of training
observations and d is the dimension of the training data.1 As a result, the total
computation cost per iteration of the local linear classifier with LDA scales linearly
with respect to the number of training samples, requiring O(nd2r) computations per
iteration, where r is the number of classification regions. Similarly, the computational
cost of training a single linear classifier by logistic regression scales O(ncd2) for a fixed
number of iterations, with the local linear classifier training time scaling O(rncd2)
computations per iteration, where c is the number of classes. A linear variant of the
voted perceptron was implemented by taking the average of the weights generated
1Note that the number of data points is assumed to be larger than the dimensionality of the data
(n > d), and therefore the cost of matrix inversion in estimating the inverse covariance matrix is not
the dominant factor in computational cost.
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H
Figure 3·3: Two classifiers that induce identical decision boundaries.
This symmetry of solutions is a fundamental obstacle for convex relax-
ations of the empirical error.
by the unnormalized voted perceptron [Freund and Schapire, 1999]. Training each
perceptron for a fixed number of epochs is extremely efficient, requiring only O(ndc)
computations to train. Therefore, training local linear perceptron scales linearly with
data size and dimensions, with O(ndcr) computations, per iteration.
3.3 Convexly Learning Local Linear Classifiers
For the case of learning local linear decision functions, we reformulate the empirical
risk which leads to a convex upper-bound on the empirical risk. From this reformu-
lation, we derive an efficient learning algorithm which we refer to as a locally linear
learning machine (L3M).
Naive convexification of a space partitioning classifier (SPC) induces classifier
symmetry, which leads to fundamental problems. To demonstrate this, consider the
two classifiers shown in Fig. 3·3. Both classifiers induce the same decision boundaries
and empirical error over the training set, and both classifiers minimize the empirical
error. Unfortunately, minimizing any convex relaxation of the empirical loss, will
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yield a single global classifier instead of either of these optimal classifiers:
Proposition 3.3.1. For any convex relaxation of
R(G, f1, f2) =
n∑
i=1
[
1G(xi)<01yif1(xi)≤0 + 1G(xi)≥01yif2(xi)≤0
]
,
the solution f1 = f2 and G = 0 is globally optimal.
Proof. Consider the solution f1 = f
∗
1 , f2 = f
∗
2 , and G = G
∗ that minimizes the
empirical error. The solution f1 = f
∗
2 , f2 = f
∗
1 , and G = −G∗ will induce the same
decision boundaries and identical loss. For any convex relaxation of the empirical
risk, by the definition of convexity, the solution f1 =
f∗1 +f
∗
2
2
, f2 =
f∗1 +f
∗
2
2
, and G = 0
will at least match the loss of these solutions.
While the convex relaxation of the solution allows for the functions to be jointly
optimized, many of the possible solutions may be far from optimal with respect to
the indicator loss function, such as the case in Fig. 3·3. Similar symmetry issues
have previously been raised when convexifying latent variable models, as noted by
Guo and Schuurmans [Guo and Schuurmans, 2008]. A simple way to overcoming this
issue is to break the symmetry. Specifically, we can remove the solutions G < G∗ from
the set of feasible solutions to the optimization problem by imposing a constraint.
In particular, we accomplish this by choosing a random point, xk, and constraining
G(xk) ≥ β, which immediately removes the symmetric part of solution.
To build intuition we first consider the 2-region binary L3M. From (3.1), the
empirical risk for this structure can be expressed:
R(G, f1, f2) =
n∑
i=1
[
1G(xi)<01yif1(xi)≤0 + 1G(xi)≥01yif2(xi)≤0
]
. (3.10)
The classification output F (x) as shown in Fig. 3·4 associated with this empirical
loss can be expressed as a function of the partitioning and local classifiers:
F (x) = 1G(x)<0f1(x) + 1G(x)≥0f2(x). (3.11)
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The function G(x) partitions the feature space into two regions, and in each region,
a local classifier, f1(x) or f2(x), predicts a label for the observation.
We recast the empirical risk as an optimization problem over introduced vari-
ables, transforming the problem from a fundamentally difficult bilinear optimization
problem to a convex optimization problem. To accomplish this, we first make the
following observation:
Proposition 3.3.2. The product of indicators can be expressed as a minimization:
1a<01b<0 = min
λ∈[0,1]
λ1a<0 + (1− λ)1b<0
.
This observation allows the product of indicators to be separated into a linear com-
bination of indicators. One natural approach is to replace the products of indicators
in Eqn. 3.10 with this transformation, transforming the empirical error to:
R(G, f1, f2) =
n∑
i=1
min
λ1,λ2∈[0,1]
[
λ11G(xi)<0 + (1− λ1)1yif1(xi)≤0
+ λ21G(xi)≥0 + (1− λ2)1yif2(xi)≤0
]
.
While replacing the indicator functions with upper-bounding surrogates yields a
tighter surrogate function on the empirical error than previously proposed bilinear
surrogates [Bennett and Mangasarian, 1993], the problem is still a bilinear optimiza-
tion problem whose global optimum is computationally intractable to find. Instead,
we make one more basic observation that allows us to convert the problem from a
bilinear optimization problem to a convex optimization problem:
Proposition 3.3.3. The empirical error can be expressed by the event of a correctly
classified observation:
1F (xi)6=yi = 1− 1F (xi)=yi
.
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Using these observations, we reformulate the empirical error by expressing the
empirical error with respect to the event of a correctly classified observation:
Theorem 3.3.4. The empirical risk (3.10) can equivalently be expressed:
R(G, f1, f2) =
n∑
i=1
max
[
1G(xi)≥0 + 1yif2(xi)≤0,1yif1(xi)≤0 + 1G(xi)<0
]
− 1. (3.12)
Proof. From Proposition 3.3.3, we express the empirical error with respect to the
event of a correct classification:
R(G, f1, f2) =
n∑
i=1
[
1− 1G(xi)<01yif1(xi)>0 − 1G(xi)≥01yif2(xi)>0
]
From Proposition 3.3.2, we convert the empirical risk to a minimization over two
introduced variables, λ1 and λ2:
R(G, f1, f2) =
n∑
i=1
[
1− min
λ1∈[0,1],λ2∈[0,1]
(
λ11G(xi)<0 + (1− λ1)1yif1(xi)>0
+ λ21G(xi)≥0 + (1− λ2)1yif2(xi)>0
)]
=
n∑
i=1
max
λ1∈[0,1],λ2∈[0,1]
[
1− λ11G(xi)<0 − (1− λ1)1yif1(xi)>0
− λ21G(xi)≥0 − (1− λ2)1yif2(xi)>0
]
.
By definition, 1z<0 = 1− 1z≥0, so we substitute for the indicator functions:
R(G, f1, f2) =
n∑
i=1
max
λ1∈[0,1],λ2∈[0,1]
[
λ11G(xi)≥0 + (1− λ1)1yif1(xi)≤0
+ λ21G(xi)<0 + (1− λ2)1yif2(xi)≤0 − 1
]
.
The optimal values of λ1 and λ2 may not be unique. However, given that 1G(xi)≥0 =
1 − 1G(xi)<0, one optimal solution always lies on the line λ1 = 1 − λ2. Consider the
case where 1G(xi)≥0 = 1 and 1G(xi)<0 = 0. In this case, one optimal solution is λ1 = 1
(as 1G(xi)≥0 ≥ 1yif1(xi)≤0) and λ2 = 0 (as 1G(xi)<0 ≤ 1yif2(xi)≤0). Changing the sign of
G(xi) results in the opposite case, where one solution is λ1 = 0 and λ2 = 1. Therefore,
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we substitute λ = λ1 and λ = 1− λ2:
R(g, f1, f2) =
n∑
i=1
max
λ∈[0,1]
[
λ1G(xi)≥0 + (1− λ)1yif1(xi)≤0
+ (1− λ)1G(xi)<0 + λ1yif2(xi)≤0 − 1
]
.
The variable λ acts as a maximization function and can be removed, yielding the
expression in (3.12).
3.3.1 Convex Surrogate:
A key advantage of the empirical risk as formulated in Eqn. 3.12 is that replacing
the indicator functions with convex surrogate functions yields a globally convex ob-
jective, whereas introducing convex surrogate functions in the empirical risk proposed
in (3.10) does not generally yield a convex objective. From the empirical risk as for-
mulated in Eqn. 3.12, we construct a convex, upper-bounding surrogate function by
replacing the indicator functions with hinge losses:
Rˆ(G, f1, f2) =
n∑
i=1
max
[
(1− yif1(xi))+ + (1−G(xi))+,
(1 +G(xi))+ + (1− yif2(xi))+
]
− 1, (3.13)
where the hinge loss is defined (1 − z)+ = max (1− z, 0). This relaxation of the
empirical risk is not only convex, but additionally is the tightest convex relaxation as
stated below. Proof appears in supplementary section.
Proposition 3.3.5. For a function of the form
max
[
1a≥0 + 1b≤0,1c≤0 + 1d≤0
]
− 1,
the tightest upper-bounding convex surrogate is given by
max
[
(1 + a)+ + (1− b)+ , (1− c)+ + (1− d)+
]
− 1,
where the tightest convex surrogate Φ(·) is defined such that for any other convex
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T
Figure 3·4: Left: 2-region L3M architecture. Right: L3M decision
boundaries for two synthetic 2-dimensional examples.
surrogate function Ω, there exists a constant γ such that Φ(·) ≤ γΩ(·).
Proof of this is included in Appendix A.4.
The final optimization problem, including the linear constraint arising from Prop.
3.3.1 and a regularization term to maximize margins, can be formulated:
min
G,f1,f2,G(xk)≥β
n∑
i=1
max
[
(1− yif1(xi))+ + (1−G(xi))+, (1 +G(xi))+ + (1− yif2(xi))+
]
+ λ
(‖f1‖22 + ‖f2‖22) (3.14)
where xk is a randomly chosen test observation and λ > 0 and β > 1 are user chosen
parameters that minimize the empirical training error.
Fig. 3·4 shows the decision boundaries on two synthetic 2-dimensional examples
on the right. On the top right of Fig. 3·4, data is generated from four symmet-
ric Gaussian distributions, with means at (−1,−1), (−1, 1), (1,−1), (1, 1) and uni-
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form variances of [ 0.4 00 0.4 ], with data generated from Gaussians centered at (1, 1) and
(−1,−1) having positive labels and data centered at (1,−1) and (−1, 1) having neg-
ative labels. On the bottom right, the data is drawn from 4 symmetric Gaussians
with means on the x-axis at (0, 0), (1, 0), (2, 0), (3, 0) and uniform variances of [ 0.4 00 0.4 ]
with alternating positive and negative labels associated with each Gaussian. As seen
in Fig. 3·4, the proposed convex formulation learns both a partitioning function and
and local classification functions with no empirical error of the training sets.
3.3.2 Qualitative Behavior of Indicator & Convex Risks
To examine the behavior of the reformulated loss and convex relaxation, we consider
two cases. In the first case, we assume that the partitioning function G is fixed and
examine the effect of local classifiers f1 and f2 on the loss. In the second case we
examine the opposite situation, where the local classifiers f1 and f2 are fixed and
observe the behavior of G on the loss.
In the first case, assume that G is fixed such that G(xi) < 0. Under this as-
sumption, 1yif1(xi)≤0 + 1G(xi)<0 − 1 ≥ 1G(xi)≥0 + 1yif2(xi)≤0 − 1, so the empirical error
simplifies to 1yif1(xi)≤0. The empirical risk on the observation xi has the desired be-
havior, as it is independent of f2(xi), with a value of 1 if f1(xi) 6= yi and a value of 0
if f1(xi) = yi.
In the second case assume the local classifiers are fixed such that f1(xj) 6= yj and
f2(xj) = yj. In this case, 1yjf1(xj)≤0 + 1G(xj)<0 − 1 ≥ 1G(xj)≥0 + 1yjf2(xj)≤0 − 1, so
the loss can be simplified to 1G(xj)<0. This can be viewed as a pseudo-label for the
classifier G on observation xj, with a “correct” label of G(xj) = 1, such that the
observation xj is partitioned into the second region and correctly classified by f2, and
an “incorrect” label of G(xj) = −1, where the observation is partitioned into the first
region and incorrectly classified by f1. In this manner, the pseudo-label partitions
training examples into the regions where the local classifier correctly estimates the
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label, as described in [Wang and Saligrama, 2012].
Similarly, we examine the same cases for the convex loss function in Eqn. 3.14.
For the first case, where the partitioning function is fixed G(xi) = −1, the objective
of (3.14) is independent of f2(xi) unless the hinge loss of yif2(xi) is larger than
the partitioning margin and the hinge loss of yif1(xi). In the case where the local
classifier margins are roughly the same magnitude, |f1(xi)| ≈ |f2(xi)|, the surrogate
loss function is independent of f2(xi), that is not dependent on the classifier in the
region the observation is not assigned.
Alternatively, consider the second case with fixed local classifiers such that for an
observation xj, yjf1(xj) = 1 and yjf2(xj) = −1. For the observation xj, the classifier
G minimizes the loss function is G(xj) = −1, that is observation xj is partitioned into
region 1, with the loss equalling 1. In the event that G(xj) = 1, the observation is
partitioned into region 2, where a mistake is made, resulting in a loss equalling 3. As
in the indicator case, the optimal solution of the convex loss function is to partition
observations into the region where the local classifier makes a correct classification.
L3M Summary: We summarize some of unique features of L3M below.
Global Minimum: A global minimum of the objective function can be efficiently found
using existing convex optimization tools. This allows for reliable and repeatable per-
formance compared to finding a local minimum of the non-convex formulations as
done in past work [Bennett and Mangasarian, 1993,Wang and Saligrama, 2012].
Outlier Robustness: The proposed surrogate function is more robust to outliers, as
the margins of the partitioning and classifying functions introduced by the convex
surrogates add as compared to the multiplicative behavior exhibited by the bilinear
loss formulation [Bennett and Mangasarian, 1993]. As a result, outlier observations
far away from both the partitioning boundary and the local classification boundary
have a significantly smaller effect on the empirical risk minimization problem.
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Learning with Big Data: Since the empirical risk formulation is convex, established
approaches to optimizing over large training sets can be applied. In particular,
the convex formulation can be trained directly using stochastic gradient descent
techniques, allowing training using streaming observations and batch processing ap-
proaches that still converge to a global minimum [Shalev-Shwartz, 2012, Zinkevich,
2003]. We demonstrate the ability to train in an online fashion in Section 3.3.5.
3.3.3 L3M for Multiple Regions and Multiclass Data
Multiple Regions: A natural extension of the 2-region L3M is to partition the
feature space into multiple (r > 2) regions using the structure shown in Fig. 3·5. In
this structure, G is a multiclass partitioning function that partitions the space into r
regions, with the associated local classifiers, f1, . . . , fr, applied independently in each
region.
Figure 3·5: Left: L3M architecture. Right: Decision regions on the
banana dataset for local linear classification, AdaBoost using stumps
as weak learners, GDI decision tree, and Gaussian RBF SVM.
The key observations from the 2-region case can be applied to the case of multiple
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regions, allowing the empirical risk to be reformulated as a maximization over sums
of indicator functions:
Theorem 3.3.6. For a classifier of the form shown in Fig. 3·5, the empirical risk
can be expressed:
R(G, f1, . . . , fr) =
n∑
i=1
max
k∈{1,...,r}
[
1fk(xi) 6=yi + 1G(xi)=k − 1
]
. (3.15)
Replacing the indicator functions with upper-bounding convex surrogates yields a glob-
ally convex, upper-bounding surrogate function on the empirical risk.
The proof of Thm. 3.3.6 follows closely from the proof of Thm. 3.3.4 and is
included in the supplementary material.
As in the case of 2 regions, the empirical loss proposed in Thm. 3.3.6 is a max-
imization over sums of indicator functions, and as a result, yields a globally convex
objective when the indicator functions are replaced with convex surrogate functions.
In the case of more than 2 regions, the partitioning function G(x) can be viewed as a
multiclass classification function, with an appropriate convex upper-bounding surro-
gate function required for the function 1G(xi)=k. To handle this multiclass problem,
we define the partitioning function as a one-vs-all maximum margin approach, with
the partitioning function defined G(x) = argmaxk∈{1,...,r} gk(x). As in the two region
case, we assume that the partitioning functions g1, . . . , gr are linear functions. While
multiple alternative multiclass coding schemes and surrogate functions are valid, such
as the multicategory SVM [Lee et al., 2004] or simplex SVM [Mroueh et al., 2012] ap-
proaches, for technical simplicity we implement the one-vs-all scheme in constructing
L3M’s with multiple regions.
For a partitioning function of this form, we upper bound the indicator function
1G(xi)=k ≤ φ(G, k, xi), where the function φ(G, k, xi) is defined:
φ(G, k, xi) = max
[
(1 + gk(xi))+ ,max
j 6=k
(1− gj(xi))+
]
. (3.16)
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This is equal to the maximum hinge-loss over the one-vs-all classifiers. For this
surrogate function, the only case where φ(G, k, xi) is equal to zero is the case where
the kth classifier has a large negative margin (gk(xi) < −1) and all other classifiers
have a large positive margin (gj(xi) > 1, ∀j 6= k).
Using the surrogate function φ, we construct an upper-bounding convex function
for the empirical risk:
R(G, f1, . . . , fr) =
n∑
i=1
max
k∈{1,...,r}
[
(1− yifk(xi))+ + φ(G, k, xi)− 1
]
. (3.17)
This surrogate function is convex and can in fact be expressed as a maximization
of a linear function over a set of linear inequality constraints. In practice, quadratic
regularization constraints are added on the functions f1, . . . , fr based on the maximum
margin principle. Note that the result from Prop. 3.3.5 can be generalized to the
multiclass case using tight multiclass convex surrogates such as the simplex coding
SVM [Mroueh et al., 2012].
The symmetry issue noted in Prop. 3.3.1 arises in the case of multiple regions. To
overcome this issue, we assign r−1 randomly selected observations to different regions
and enforce positive margins for these points within these regions. Comparing the
empirical error between multiple random assignments allows for verification of poorly
selected constraints. In practice, few random assignments are necessary to find a
suitable solution as r is small (see Experimental section for more details).
Multiclass Classification: The convex formulations proposed in Eqns. (3.13)
and (3.17) can also be naturally extended to multiclass data. In practice, we use
the same maximum margin one-vs-all scheme as used in the partitioning function to
define the functions f1, . . . , fr. In order to upper bound the indicator function, the
binary hinge losses in Eqns. (3.13) and (3.17) associated with the local classifiers is
replace with a multiclass hinge loss similar to the one proposed in Eqn. (3.16). As in
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the multi-region partitioning case, multiple alternative multiclass coding schemes and
surrogate functions can be substituted in place of the proposed one-vs-all scheme.
3.3.4 Properties of L3M
Generalization Error: One important consideration in constructing L3M’s is choos-
ing the parameter r, which dictates the number of linear functions used to approxi-
mate the decision boundary. Increasing the number of partitioned regions (r) allows
for the empirical error to be made small by using many local linear classifiers. Con-
versely, the variance error introduced by complex classifiers can be controlled by
limiting the number of partitioned regions. In this sense, the parameter r can be
viewed as a tradeoff parameter between bias and variance error, with behavior in the
binary case characterized by the VC-dimension:
Theorem 3.3.7. The VC-dimension of a local linear classifier with r regions can be
bounded:
2(
(r − 1)2
2
+ r) log
(
e(
(r − 1)2 + r
2
)
)
(d+ 1).
The proof of this theorem is based on decomposing the classifier into a boolean
function of binary classifiers [Sontag, 1998] (see Appendix A.5 for details).
The VC-dimension of L3M’s grows linearly with dimension and polynomially with
the number of partitions. In practice, few regions (r << d) are necessary to suffi-
ciently reduce empirical error, implying that complex non-linear boundaries are often
well approximated with piecewise linear functions. Additionally, the VC-dimension
yields a direct approach to finding the number of partitions by choosing the parameter
r to minimize a high-probability bound on the generalization error.
Test Time Computational Efficiency: Test time computational efficiency is
a major advantage of L3M. In the case of binary labels, the cost of predicting a
test label scales linearly with the dimension of the data, as label estimation requires
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O(dr+ d) computations, where d is the dimension of the data and r is the number of
regions.
Significant test time computational savings occur in the multiclass setting as label
predictions can be accomplished in O(dr + dc) computations, where c is the number
of classes. In comparison, prediction using a one-vs-all kernel SVM scales O(dsc),
where s is the sparsity of each one-vs-all SVM. Similarly, in the case of one-vs-all
AdaBoost, prediction requires O(Nc) computations, where N is the number of weak
learners, which is typically significantly larger than d. Of note, the computational
cost of partitioning the space (O(dr)) scales independently of the number of classes,
whereas approximating the decision boundary more accurately in the standard one-
vs-all approach scales linearly with respect to the number of classes. Experimental
results validate that L3M’s allow accurate approximations of highly complex decision
boundaries while still maintaining low computational cost.
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3.3.5 Online Training of L3M’s
Algorithm 2 Online Update
Input: Observation and label, xt, yt, current partitioning classifier, α, and local
classifiers β1, β2
Output: Updated partitioning classifier, α, updated local classifiers β1, β2
1. Find active region
rt =

1 if log(1 + eα
T xt) + log(1 + e−ytβ
T
1 xt) >
log(1 + e−α
T xt) + log(1 + e−ytβ
T
2 xt)
2 otherwise
2. Calculate the subgradient for the partitioning classification functions:
5α =
{ −xt
1+e−αT xt
if r = 1
xt
1+eα
T xt
if r = 2
,
5β1 =
{ −ytxt
1+eytβ
T
1 xt
if r = 1
0 if r = 2
, 5 β2 =
{
0 if r = 1
−ytxt
1+eytβ
T
2 xt
if r = 2
3. Return updated functions:
α = α− 5α√
t
, β1 = β1 − 5β1√
t
, β2 = β2 − 5β2√
t
To demonstrate online training of L3M’s, we upper bound the indicator losses
in (3.12) using logistic loss functions. The logistic loss function is an ideal choice
when training local linear classifiers using streaming data, as it is smooth continu-
ously differentiable while asymptotically approximating the tightest convex surrogate
functions (hinge losses as shown in [Lee et al., 2004]). Although hinge losses produce
a tighter convex surrogate, we find that training in an online setting converges notice-
ably faster when using smooth loss functions. Starting with a random set of functions,
we use a stochastic subgradient descent algorithm shown in Alg. 2 to find the local lin-
ear classifier that minimizes the objective function [Zinkevich, 2003]. Using a descent
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rate of t
−1
2 , the average regret between the stochastic subgradient descent solution
and the global optimal solution has been shown to approach zero [Zinkevich, 2003].
Figure 3·6: Left: Synthetic gaussian XOR data. Right: Average
training error over the entire training set vs. observed training obser-
vations.
Performance of this online algorithm is shown on a synthetic dataset in Fig. 3·6.
The synthetic dataset, shown in Fig. 3·6, was generated from a mixture of Gaus-
sians, with a single gaussian distribution centered in each quadrant at (±1,±1) with
variance [ 0.4 00 0.4 ] and labels corresponding to each Gaussian equal to the XOR of the
mean coordinates. A randomly initialized local linear classifier is updated by ran-
domly generated training examples. The average training error on the entire training
dataset is shown on the right of Fig. 3·6. On the Gaussian XOR dataset, the local
linear classifier converges at an extremely fast rate, with convergence approximately
after 200 updates.
62
Figure 3·7: Left: Partitioned regions learned via online training.
Right: Decision boundaries learned by online training.
3.4 Experimental Results
We present experimental results for local classification using both non-convex and
convex algorithms, as well as results for local linear regression.
3.4.1 Local Linear Classification: Alternating Minimization
In this section we present experimental results for local linear classifiers trained using
Algorithm 1.
Multiclass Classification:Experimental results on six datasets from the UCI repos-
itory [Frank and Asuncion, 2010] were performed using the benchmark training and
test splits associated with each dataset, as shown in Table 3.3. Confidence intervals
are not possible with the results, as the predefined training and test splits were used.
Although confidence intervals cannot be computed by multiple training/test splits,
test set error bounds [Langford, 2006] show that with test datasets of these sizes, the
difference between true error and empirical error is small with high probability. The
six datasets tested were: Isolet (d=617, c= 26, n=6238, T=1559), Landsat (d=36,
c=7, n=4435, T=2000), Letter (d=16, c=26, n=16000, T=4000), Optdigit (d=64,
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c=10, n=3823, T=1797), Pendigit (d=16, n=10, n=7494, T=3498), and Shuttle
(d=9, c=7, n=43500, T=14500), where d is the dimensions, c the number of classes,
n training data size and T the number of test samples.
Local linear classifiers were trained with LDA, logistic regression, and perceptron
(mean of weights) used to learn local surrogates for the rejection and local classifi-
cation problems. The classifiers were initialized with 5 classification regions (r = 5),
with the trained classifiers often reducing to fewer classification regions due to empty
rejection region. Termination of the algorithm occurred when the rejection outputs,
gk(x), and classification labels, F (x), remained consistent on the training data for
two iterations. Each classifier was randomly initialized 15 times, and the classifier
with the minimum training error was chosen. Results were compared with Mixture
g2(x) g3(x) g4(x) g5(x)g1(x)
Figure 3·8: Histogram of classes over test data for the Optdigit dataset
in different partitions generated by our approach using the linear voted
perceptron.
Discriminant Analysis (MDA) [Hastie and Tibshirani, 1996] and classification trees
trained using the Gini diversity index (GDI) [L. Breiman and Stone, 1984]. These
classification algorithms were chosen for comparison as both train global classifiers
modeled as simple local classifiers, and both are computationally efficient.
For comparison to globally complex classification techniques, previous state of the
art boosting results of Saberian and Vasconcelos [Saberian and Vasconcelos, 2011] and
Jhu et al. [Zhu et al., 2009] were listed. Although the multiclass boosted classifiers
were terminated early, we consider the comparison appropriate, as early termination
limits the complexity of the classifiers. The improved performance of local linear
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learning of comparable complexity justifies approximating these boundaries by piece-
wise linear functions. Comparison with kernelized SVM was omitted, as SVM is
rarely applied to multiclass learning on large datasets. Training each binary kernel-
ized classifier is computationally intensive, and on weakly learnable data, boosting
also allows for modeling of complex boundaries with arbitrarily small empirical error.
Algorithm Isolet Landsat Letter Optdigit Pendigit Shuttle
One vs All AdaBoost
[Freund and Schapire, 1997]
11.10% 16.10% 37.37% 12.24% 11.29% 0.11%
GDI Tree
[L. Breiman and Stone, 1984]
20.59% 14.45% 14.37% 14.58% 8.78% 0.04%
MDA
[Hastie and Tibshirani, 1996]
35.98% 36.45% 22.73% 9.79% 7.75% 9.59%
AdaBoost-SAMME
[Zhu et al., 2009]
39.00% 20.20% 44.35% 22.47% 16.18% 0.30%
GD-MCBoost
[Saberian and Vasconcelos, 2011]
15.72% 13.35% 40.35% 7.68% 7.06% 0.27%
Local Classifiers
LDA
Logistic Regression
Perceptron
5.58%
19.95%
5.71%
13.95%
14.00%
20.15%
24.45%
13.08%
20.40%
5.78%
7.74%
4.23%
6.60%
4.75%
4.32%
2.67%
1.19%
0.32%
Table 3.1: Multiclass learning algorithm test errors on six UCI
datasets using benchmark training and test sets. Bold indicates best
test error among listed algorithms. One vs All AdaBoostis trained
using decision stumps as weak learners. AdaBoost-SAMME and GD-
MCBoost are trained using depth-2 decision trees as weak learners.
In 4 of the 6 datasets, local linear classification produced the lowest classification
error on test datasets, with optimal test errors within 0.6% of the minimal test error
methods for the remaining two datasets. Also there is evidence that suggests that
our scheme partitions multiclass problems into simpler subproblems. We plotted
histogram output of class labels for Optdigit dataset across different regions using
local perceptrons (Fig. 3·8). The histogram is not uniform across regions, implying
that the reject classifiers partition easily distinguishable classes. We may interpret our
approach as implicitly learning data-dependent codes for multiclass problems. This
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can contrasted with many state of the art boosting techniques, such as [Saberian and
Vasconcelos, 2011], which attempt to optimize both the codewords for each class as
well as the binary classification problems defining the codewords.
Figure 3·9: Test error for different values of label noise. Left: Wis-
consin Breast Cancer data, Middle: Vertebrae data, and Right: Wine
data.
Robustness to Label Noise: Local linear classification trained using LDA, logistic
regression, and averaged voted perceptron was tested in the presence of random label
noise. A randomly selected fraction of all training observations were given incorrect
labels, and trained as described for the multiclass experiments. Three datasets were
chosen from the UCI repository [Frank and Asuncion, 2010]: Wisconsin Breast Can-
cer data, Vertebrae data, and Wine data. A training set of 100 randomly selected
observations was used, with the remainder of the data used as test. For each label
noise fraction, 100 randomly drawn training and test sets were used, and the average
test error is shown in Fig. 3·9.
For comparison, results are shown for classification trees trained according to
Gini’s diversity index (GDI) [L. Breiman and Stone, 1984], AdaBoost trained with
stumps [Freund and Schapire, 1997], and support vector machines trained on Gaussian
radial basis function kernels. Local linear classification, notably when trained using
LDA, is extremely robust to label noise. In comparison, boosting and classification
trees show sensitivity to label noise, with the test error increasing at a faster rate than
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LDA-trained local linear classification on both the Wisconsin Breast Cancer data and
Vertebrae data.
3.4.2 Local Linear Learning: Convex Algorithm
Multiclass Classification Performance: Experimental results are reported in Ta-
ble 3.3 for seven benchmark datasets from the Statlog Project [Michie et al., 1994]
and UCI repository [Frank and Asuncion, 2010]2. These datasets have been previ-
ously experimented on to demonstrate multiclass performance [Wang and Saligrama,
2012,Mroueh et al., 2012,Hsu and Lin, 2002].
Dataset Dimension Classes Training Set Test Set
Banana 2 2 400 4900
DNA 180 3 2000 1186
Landsat 36 7 4435 2000
Vowel 10 11 528 462
Optdigit 64 10 3823 1797
Pendigit 16 10 7494 3498
Image Seg. 19 7 210 2100
Table 3.2: Multiclass dataset properties. Benchmark training and
test splits are used.
The L3M’s were constrained to 6 regions (r = 6) for all examples, and for each
dataset, a sweep was performed over the parameters λ ∈ [102, 103, 104, 105, 106] and
β ∈ [102, 103, 104, 105, 106], with 30 random sets of constraints tested for each pa-
rameter pair. The resulting quadratic program was solved using the CVX convex
optimization package [CVX Research, 2012]. The pair of parameters and linear con-
straints producing the smallest empirical error on the training set were used to select
the final classifier. Indeed it is easy to show using basic probability that if there exists
a good partition with similar number of data points in each region then for a 6 region
2Note that confidence intervals are not possible with the results, as the predefined training and
test splits were used. Although fixed training and test splits are used, test set error bounds [Langford,
2006] show that with high probability the difference between true error and empirical error is small.
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split about 30 random initializations ensures with 95% confidence that we get the
right one.
For comparison, we implemented a variety of non-linear supervised learning meth-
ods. A one-vs-all AdaBoost classifier using stumps as weak learners was constructed,
with weak learners added until the training error rate ceased to improve [Freund and
Schapire, 1997] . The AdaBoost training error was generally small, with four of the six
datasets having zero training error, and the remaining datasets having training errors
bounded by 3%, implying that weak learnability issues do not arise on these datasets
when using stumps. Decision trees were trained using the Gini Diversity Index (GDI)
as a splitting criteria, with optimal pruning performed and a minimum of 5 training
examples in each leaf of the tree [L. Breiman and Stone, 1984]. MDA, a generative
local linear approach, was trained using 6 Gaussian clusters to represent each class,
producing a decision boundary of equal complexity to L3M [Hastie and Tibshirani,
1996]. A Gaussian RBF SVM was trained for each dataset, using the heuristic of
setting σ equal to the median of the pairwise distances between distinct points, and
the regularization parameter chosen using 4-fold cross-validation over a logarithmic
sweep λ ∈ [10−3, 104]. The resulting error rates are comparable to previously reported
error rates [Mroueh et al., 2012].
Table 3.3: Multiclass learning algorithm test errors on Statlog and
UCI datasets using benchmark training and test sets.
Algorithm Banana DNA Landsat Vowel Optdigit Pendigit Image Seg.
One vs All Linear SVM 39.55% 7.08% 17.90% 59.09% 7.63% 10.92% 8.24%
One vs All RBF SVM 11.86% 5.48% 9.70% 37.23% 2.34% 1.86% 11.30%
One vs All AdaBoost 32.98% 8.35% 16.10% 69.70% 12.24% 11.29% 10.38%
GDI Tree 14.33% 9.36% 14.45% 56.93% 14.58% 8.78% 9.71%
MDA 20.45% 12.14% 36.45% 67.32% 9.79% 7.75% 15.43%
L3M 11.84% 5.31% 17.50% 40.69% 7.12% 10.52% 10.76%
As shown in Table 3.3, L3M generally outperforms AdaBoost, MDA, and GDI
decision trees and is only moderately outperformed by Gaussian RBF SVM. While
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Gaussian RBF SVM generally outperforms L3M, L3M has multiple computational
advantages over RBF SVM. Computationally, the quadratic program for L3M scales
in the same fashion as a standard linear SVM. Additionally, L3M’s can be learned
using streaming training data without the need to store the full set of training data
in memory, whereas the RBF kernel cannot even be formed without storing the en-
tire training set. Finally, during test time, the computational cost of evaluating a
L3M is extremely small, whereas evaluating the the Gaussian RBF kernel can be
computationally expensive, especially in the case of multiclass data.
Test Time Cost Comparison: An important aspect of handling large sets of data
is computational cost for predicting labels. To compare the test time computational
cost, error rates were computed for classifiers of varying test time computational cost,
as shown in Fig. 3·10.
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Figure 3·10: Test error vs. number of test time computations. The
range of test time computational costs for L3M is limited even for com-
plex decision boundaries due to linear scaling with respect to number
of regions. We attribute V-shaped curve for Vowel dataset to over-
training. Left: Image Segmentation data, Middle: Banana data, and
Right: Vowel data.
For comparison, we compare performance with one vs. all AdaBoost, and one
vs. all RBF kernel ν-SVM [Scho¨lkopf et al., 2000]. To construct AdaBoost classifiers
under different test time computation constraints, the number of stumps used to con-
struct each binary classifier were limited. To control the test time cost of the kernel
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ν-SVM, the parameter ν was varied to construct classifiers with varying support sizes.
ν-SVM was chosen due to the ability to the direct trade-off between empirical error
and classifier sparsity through the parameter ν. In general, non-additive kernel SVM’s
perform poorly when limited to small test time costs, as observed by the instability
of low test time cost ν-SVM. This is due to the highly sparse kernel classifiers con-
structed, which change dramatically when individual support vectors are added. Also,
note that in the Image Segmentation data, ν-SVM cannot be driven sparse enough to
produce an output apart from a constant label. L3M’s were constructed in the same
manner as in the multiclass experimental results, with test time cost controlled by
varying the number of partitioned regions r ∈ {2, . . . , 16}. Due to the slow growth of
test time cost, a significantly smaller range of test time costs are possible with L3M,
as the cost scales linearly with r and independently of the number of classes. In the
case of the Image Segmentation dataset, L3M appears to overtrain even for extremely
low computational costs (r > 6), as the test error increases whereas the training error
did not increase when adding more regions.
For a fixed test time computational cost, L3M outperforms both AdaBoost and
kernel ν-SVM by a sizable margin. L3M offers performance comparable or better
than significantly more computationally expensive approaches. Furthermore, of these
methods, L3M is the only approach that can naturally be trained in an online fash-
ion, providing computational savings both in training and test time compared to
alternative approaches.
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Chapter 4
Learning with Budget Constraints
As the scale and complexity of machine learning tasks grow, a fundamental issue that
has arisen is the cost of machine learning algorithms during test time usage. In par-
ticular, the cost of sensor acquisition (for example the cost of performing additional
medical tests or risks associated with radiographic imaging) or computation (such as
the wait time for search results or the inability to perform complex computer vision
tasks in real-time) have become increasingly important with the spread of machine
learning applications. One common approach to reducing cost is to reduce the fea-
tures (sensors) used by learning system or the complexity of models or functions.
Unfortunately, this often has a direct reduction in performance.
Rather than simply reducing the complexity or feature support of learning sys-
tems, we instead propose an approach to adaptively acquire features or apply more
complex systems. Intuitively, the goal is to learn a system which uses few features
or a low complexity model on examples which are “easy” and only expensive fea-
tures/models for “hard” examples, with a goal of reducing the cost of running the
system during test time with minimal loss in performance. In order to achieve this,
we present the problem as an adaptive model selection problem, where decision func-
tions are trained to determine the appropriate model to be used for each example.
We first formulate a decision cascade system, where we show a novel reformulation of
the empirical risk which leads to a jointly convex global surrogate which can be solved
using linear programming. Following this, we extend this framework to learning a
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tree structure, allowing significantly more flexibility in the choice of models for each
example. For both the cascade and tree, we show the ability to dramatically reduce
test time cost with minimal loss in performance. Finally, we present an approach to
learning systems where only a small number of models exist. We formulate the system
as a directed acylic graph and train using a simple bottom-up scheme. This system
yields high performance results and is shown to be universally consistent, with the
decision system asymptotically converging to the Bayesian optimal decision system.
4.1 Related Work
Several researchers have explored efficient algorithms for sequential learning and their
applications to learning with test time costs.
Learning sequential decisions has been studied extensively in unconstrained su-
pervised learning. In the discriminative setting, attempts have been made to optimize
the empirical risk formulated as a product of indicators [Bennett and Mangasarian,
1993, Wang and Saligrama, 2012]. In the generative setting, the problem is loosely
related to mixture of experts framework [Lima et al., 2007,Cao, 2003]. The mixture of
experts framework hybridizes generative and discriminative approaches by replacing
the decision system with a “latent” probability distribution. Alternating minimiza-
tion is used, switching between learning the parameters of the “latent” distribution
and training local classifiers using standard learning methods.
Non-Adaptive methods reduce test time cost by identifying a common sparse
subset of features that improves accuracy across all examples. Some of these methods
include `1 regularization [Efron et al., 2004] and gradient boosting [Xu et al., 2012].
Generative methods pose the problem as a POMDP, learn conditional probability
models [Zubek and Dietterich, 2002,Sheng and Ling, 2006,Bilgic and Getoor, 2007,Ji
and Carin, 2007,Kanani and Melville, 2008,Kapoor and Horvitz, 2009], from training
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data and select actions myopically at test time. Along these lines [Gao and Koller,
2011] propose a locally weighted regression method during test time and assume a
Gaussian model to myopically select features based on information gain of unknown
features. These methods tend to have high computational cost during test time
and require generative assumptions, which could be an issue in dealing with high-
dimensional sensor data.
MDP-based methods [Karayev et al., 2012, Dulac-Arnold et al., 2011, Karayev
et al., 2013, He et al., 2012, Busa-Fekete et al., 2012] encode current observations as
state, unused features as action space, and formulate various reward functions to ac-
count for classification error and costs. He et. al. [He et al., 2012] apply imitation
learning of a greedy policy with a single classification step as actions. Dulac-Arnold et
al [Dulac-Arnold et al., 2011] and Karayev et al [Karayev et al., 2012,Karayev et al.,
2013] apply reinforcement learning to solve this MDP. They linearly parameterize
action-value function (Q-function) to deal with combinatorial state/action space and
use linear regression to estimate Q-functions. In general these methods are comple-
mentary and fundamentally different from our approach. Our algorithm uses a fixed
tree structure during test time and allows only limited sensor orderings. In contrast
these methods learn a policy that allows for unlimited sensor orderings during test
time. We minimize a globally convex risk function that upper bounds classification
and budget costs. In contrast, no such correspondence between the true empirical
objective and approximate Q-function is known for these methods.
Trapeznikov et al [Trapeznikov and Saligrama, 2013] generalize detection cascades
to classifier cascades to handle balanced and/or multi-class scenarios. As noted be-
fore we extend their work to trees and develop convex surrogates that bounds the
global empirical risk. Such classifier cascades has also been proposed by Benbouzid
et al [Busa-Fekete et al., 2012] within an MDP framework. They consider a fixed-
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ordering of features and extend sequential boosted classifier with an additional skip
action. Our work is also related to cost-sensitive trees proposed by Xu et al [Xu
et al., 2013]. Similar to our work they also propose an empirical risk objective on
trees. Different from our work they learn classification, decision functions and tree
architectures simultaneously in the training phase. This results in a non-convex ob-
jective, which they solve using alternative minimization. In contrast we assume that
the classifiers are fixed black-boxes and our setup directly lends itself to a convex
objective leading to a different approach.
4.1.1 Budgeted Sequential Learning
We begin by introducing the sequential learning problem, defining the empirical risk
objective in terms of indicator functions and highlighting the difficulties with this
formulation.
Problem Statement: Let (x, y) ∈ X × {1, 2, . . . C} be distributed according to
an unknown distribution D. A data point has K features, x = {x1, x2, . . . , xK}, and
belongs to one of C classes indicated by its label y. A kth feature is extracted from
a measurement acquired at kth stage. We define a truncated feature vector at kth
stage: xk = {x1, x2, . . . xk}.1 Let X k be the space of the first k features such that
xk ∈ X k.
The system has K stages, the order of the stages is fixed, and kth stage acquires
a kth measurement. At each stage, k, there is a decision with a reject option, fk.
It can either classify an example, fk(xk) : X k → {1, 2, . . . , C}, or delay the decision
until the next stage, fk(xk) = r and incur a penalty of ck+1. Here, r indicates the
“reject” decision. fk has to make a decision using only the first k sensing modalities.
1For simplicity we refer to xk as a feature, however xk need not be a scalar feature and is often
a set of features associated with the kth stage
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The last stage K is terminal, a standard classifier. We define the system risk as,
R(f 1, . . . , fK , x, y) =
K∑
k=1
Sk(xk)Rk(fk,xk, y) (4.1)
Here, Rk is the cost of classifying at kth stage, and Sk(xk) ∈ {0, 1} is the binary state
variable indicating whether x is classified at the kth stage.
Rk(xk, y, fk) = 1fk(xk) 6=yi + α
k∑
j=1
cj (4.2)
Sk(xk) =

1, f j(xj) = r ∧ fk(xk) 6= r,∀j < k
0, else
If x is classified at stage k, the penalty is the sum of previous rejection penalties
c1 + . . . + ck plus a penalty of 1 if the example is misclassified at stage k. The
rejection penalty ck can be thought of as the acquisition cost of feature k, with the
parameter α controlling the tradeoff between average acquisition cost and budget.
Small values of α penalize misclassification over acquisition cost, whereas large values
of α encourage low acquisition cost at the expense of classification accuracy.
If the distribution D is known the problem reduces to a POMDP and the optimal
strategy is to minimize the expected risk,
min
f1,...,fK
ED
[
R(f 1, . . . , fK ,x, y)
]
(4.3)
Empirical Risk Problem However, in our setting, the probability model D is not
known and cannot be estimated due to high-dimensionality of the data. Instead,
our task is to find multi-stage decision rules based on a given training set with full
measurements: (x1, y1), (x2, y2), . . . , (xN , yN).
We formulate an expected risk minimization problem that approximates the ex-
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pected risk with a sample average over the training set:
min
f1,...,fK
N∑
i=1
R(f 1, . . . , fK ,xi, yi) (4.4)
Following the decomposition in [Trapeznikov and Saligrama, 2013], we simplify
the empirical risk by decomposing the reject and the classification decisions:
fk(xk) =

dk(xk), gk(xk) ≤ 0
reject, gk(xk) > 0
(4.5)
As in [Trapeznikov and Saligrama, 2013], we assume that at each stage, our system
has a fixed stage classifier, dk : X k → {1, . . . C}.2 And our goal is only to learn
a binary reject decision function for each stage, gk : X k → R. An example, xi is
rejected at stage k, if gk(xk) is greater than zero, and classified by dk(xk) otherwise.
Using this decomposition of reject decisions, the empirical risk minimization in
(4.4) can be expressed in terms of indicator functions, 1[·]. The resulting empirical
risk is a product of indicator functions:
R(g1, . . . , gK ,x, y) =
K∑
k=1
(
1dk(xk)6=yi + α
k∑
j=1
ck
)
︸ ︷︷ ︸
stage risk, Rk(·)
1gk(xk)≤0
k−1∏
j=1
1gj(xj)>0︸ ︷︷ ︸
state of xi, S
k(·)
(4.6)
Stage risk Rk denotes the cost of acquiring features up the stage k and making an
error at that stage. The second term denotes at which stage xi is classified. The
system pays a penalty Rk at stage k only if the state, Sk. is non-zero.
Difficulty in Minimizing Empirical Risk Optimizing the product of indicator
functions in (4.6), min
∑
iR(g
1, . . . , gK ,xi, yi), is a computationally challenging prob-
lem. The fundamental difficulty arises due to dependency between decision functions
2Since the last stage is a terminal decision the reject decision at stage gK(x) := −1.
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g1, . . . , gK . For example, the cost of making a decision with g1 for a particular exam-
ple depends on the outputs of g2, . . . , gK , and similarly, the distribution of examples
operated by gK is dependent on the decisions of classifiers g1, . . . , gK−1.
One previously proposed approach to solving this problem is approximate block
coordinate descent, where each individual binary reject function is solved while hold-
ing the rest of the system fixed, yielding a supervised learning problem at each
step [Trapeznikov and Saligrama, 2013]. Unfortunately, this approach does not have
any optimality or convergence guarantees and can be computationally expensive.
Previous solutions proposed for learning sequential decision functions introduce
loss functions in place of the indicators and find a local minima of the resulting bilin-
ear problem [Bennett and Mangasarian, 1993,Wang and Saligrama, 2012]. However,
directly replacing indicators with upper-bounding surrogates, such as hinge or logistic
losses, yields a bilinear function, making global optimization intractable. As previ-
ously shown, the bilinear separation problem is NP-complete [Megiddo, 1988] and a
global minima cannot be efficiently found. Instead, a local minima is found using
alternating optimization, with each alternating optimization solved as a quadratic
program.
4.1.2 Convex Sequential Learning
Rather than directly substituting surrogate functions for indicators in (4.6) and at-
tempting to solve the previously described bilinear optimization problem, we refor-
mulate the empirical risk objective. By doing so, the risk is transformed from a
product of indicator functions to a maximization of sums of indicators. As a re-
sult, introducing convex upper-bounding surrogate functions no longer results in a
computationally difficult bilinear programming problem, but instead yields a convex
minimization problem, allowing for globally optimal solutions to be efficiently found.
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In reformulating the empirical risk, we find it useful to define the quantities:
piki = 1dk(xki )=yi + α
K∑
j=k+1
cj
The value piki is composed of two terms, an indicator, representing if x
k
i is correctly
classified at stage k, and the sum of the penalties after stage k, which are not incurred
if xki is classified at stage k. These values represent the empirical risk “savings” if
the observation xi is classified at stage k as opposed to the worst case outcome.
In this case, all sensor measurements are acquired incurring a penalty of
∑K
i=1 ck
and the observation is incorrectly classified. The empirical penalty of classifying the
observation xi at stage k can therefore be expressed 1 + α
∑K
i=1 ck − piki .
Theorem 4.1.1. The risk in (4.6) can be expressed:
R(g1, . . . , gK , x, y) =
1 + α
K∑
k=1
ck︸ ︷︷ ︸
maximum
possible
cost
−
K∑
k=1
pik︸ ︷︷ ︸
savings of
all stages
+ max
k∈{1,...,K}
[
k−1∑
j=1
pij1gj(xj)>0︸ ︷︷ ︸
savings lost from
stages before k
+
(
K∑
j=k+1
pik
)
1gk(xk)≤0︸ ︷︷ ︸
savings lost for
stages after k
]
(4.7)
Proof. We transform the risk in (4.6) with respect to the “savings” gained:
R(g1, . . . , gK , x, y) = 1 + α
K∑
k=1
ck −
K∑
k=1
pik
(
1gk(xki )≤0
k−1∏
j=1
1gj(xji )>0
)
.
The product of indicators can be expressed as a minimization over the indicators, or
equivalently a maximization over negative indicators:
R(g1, . . . , gK , x, y) = 1 + α
K∑
k=1
ck
+
K∑
k=1
(
pik max
(−1gk(xk)≤0,−1g1(x1)>0, . . . ,−1gk−1(xk−1)>0) ).
78
Next we change the sign of the indicators by changing the inequality directions:
R(g1, . . . , gK , x, y) = 1 + α
K∑
k=1
ck −
K∑
k=1
pik+
K∑
k=1
pik max
(
1gk(xk)>0,1g1(x1)≤0, . . . ,1gk−1(xk−1)≤0
)
Note that this form of the empirical risk is a maximization of linear functions of
indicators, and substituting the indicators with convex surrogates yields a convex
upper-bounding function. We further simply this expression to the form presented in
(4.7) by taking advantage of dependencies of the indicator functions (see Appendix
A.6 for additional details).
The reformulated empirical risk in (4.7) has the following interpretation. If we
fix a k in the maximization term then, for an example x and decisions g1, . . . , gK , we
incur the penalty of the maximum possible cost minus the savings of all stages, plus
the savings lost from stages before k and savings lost for stages after k. Therefore,
for a fixed k, this empirical risk is a linear combination of indicators as opposed to a
product of indicators as in (4.6). Recall that for a particular x, only a single Sk
∗
(xk
∗
)
is 1, and this k∗ is the maximizer in (4.7).
The empirical risk formulation in (4.7) has a distinct advantage over the prod-
uct of indicator formulation (4.6). Consider the upper-bounding convex surrogate
function  L(z) ≥ 1z≤0. Replacing indicators with the surrogate function  L(·) in (4.6)
yields a bilinear expression, a fundamentally difficult optimization problem. In con-
trast, by expressing the risk as a maximization of sums of indicator functions, re-
placing the indicator functions in (4.7) with a convex surrogate functions yields a
globally convex upper-bounding surrogate to the empirical risk function. We denote
the upper-bounding risk with surrogate L(·) in place of the indicator function as
RˆL(g
1, . . . , gK ,x, y) and the resulting convex optimization problem over the training
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set and a suitable family of functions G:
min
g1,...,gK∈GK
N∑
i=1
RˆL(g
1, . . . , gK ,xi, yi) (4.8)
4.1.3 Learning Sequential Decisions as a Linear Program
For an upper-bounding convex surrogate function, we use a hinge-loss function L(z) =
max (0, 1− z). Replacing indicators in (4.7) with hinge-loss functions yields a linear
program upper-bound of the empirical risk minimization problem.
Proposition 4.1.2. For L(z) = max (0, 1− z) and GK limited to linear functions of
the data, the minimization problem in (4.8) is equivalent to the linear problem:
min
g1,...,gK ,γ1,...,γN
β11 ,...,β
K
N ,κ
1
1,...,κ
K
N
N∑
i=1
γi (4.9)
subject to:
k−1∑
j=1
pijiκ
j
i +
(
K∑
j=k+1
piji
)
βki ≤ γi,
∀k ∈ {1, . . . , K}, ∀i ∈ {1, . . . , N}
1− gk(xki ) ≥ βki , ∀k ∈ {1, . . . , K}, ∀i ∈ {1, . . . , N}
1 + gk(xki ) ≥ κki , ∀k ∈ {1, . . . , K}, ∀i ∈ {1, . . . , N}
βki ≥ 0, κki ≥ 0, ∀k ∈ {1, . . . , K}, ∀i ∈ {1, . . . , N}.
To convert the maximization over k in (4.7) to a set of linear constraints in (4.9),
we introduce auxiliary variables γi. Similarly, to express the hinge loss, we introduce
the auxilary variables, βki , κ+ i
k and their corresponding contraints. For simplicity of
notation, we eliminate the constant terms in the objective of (4.7). We restrict the
family of rejection decision functions GK to be linear functions, however non-linear
functions can also be trained with the proposed linear program through the use of
expanded basis functions, φ(x). See Appendix A.7 for more details on the proposition.
This linear programming formulation has multiple advantages over the existing
non-convex alternating optimization approach [Trapeznikov and Saligrama, 2013].
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The proposed program is a convex minimization problem, so a global optimum can
efficiently be found. In contrast, previous approaches to solving problems of this
form have only been shown to converge to a local minimum [Bennett and Mangasar-
ian, 1993, Wang and Saligrama, 2012] or cannot even guarantee convergence of any
form [Trapeznikov and Saligrama, 2013]. As a result, these approaches rely on random
initialization to improve performance, decreasing repeatability and reliability while
increasing computation time. Finally, the proposed approach is computationally effi-
cient when compared to non-convex approaches. Only a single linear program needs
to be solved to return a solution, whereas alternating approaches require repeatedly
solving supervised learning problems. The linear program is of similar order complex-
ity compared to each of iteration of alternating optimization approaches. The number
of variables in the linear program is of the order O(KN), whereas each iteration of the
alternating approach proposed in [Trapeznikov and Saligrama, 2013] requires solving
K supervised learning problems with N training examples in each problem. Finally,
stochastic subgradient descent methods are viable and can be shown to converge to
the global minimum [Zinkevich, 2003], allowing for the sequential decision functions
to be learned in the case where the training data is not available in aggregate and is
instead only available in a streaming or batch setting.3
Budget Constraints: Our goal is to learn a set of sequential decision functions that
minimize classification error subject to an average budget constraint. In order to learn
decisions for different average budgets, we sweep over values of α, yielding multiple
decision functions of varying error rates and average budgets. Note that a system
matching a desired budget may not be learned, however any point in the convex
hull of the error/budget points from learned systems is achievable by a randomized
3Although training with streaming data is possible, linear programming packages tend to solve
the problem faster than stochastic subgradient descent methods, so online training methods are not
employed in experimental results.
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system. We therefore take the lower convex hull of the points in the space of average
error vs. average cost to learn decision systems for any average budget constraint.
VC-Dimension: As shown in [Wang and Saligrama, 2012,Trapeznikov and Saligrama,
2013], the VC-dimension of cascades is relatively small, growing on the order of
K log(K)D, where D is the maximum VC-dimension of the rejection decision func-
tions g1, . . . , gK [Sontag, 1998]. Intuitively, this implies that the rejection cascade
does not dramatically increase complexity and that generalization error of the entire
classification system is comparable to the generalization error of each individual clas-
sifier d1, . . . , dK (see [Sontag, 1998, Wang and Saligrama, 2012] for a more in-depth
analysis of generalization of the system).
Regularization and Kernelization: Two issues that arise in the linear program
formulated are whether the solution is unique and whether overfitting occurs. In this
paper, we focus on linear rejection functions which generally avoid these problems.
If the set of training examples is full-rank with respect to the dimension of the data
and the costs c1, . . . , cK are all nonzero, the solution is unique. Due to the limited
complexity of the linear function class and large training sets with respect to the
dimension of the data, overfitting tends not to occur. However, in the case where
uniqueness and overfitting arise, the natural solution is to include regularization in
the objective function, such as the L2 norm. Regularization immediately removes
non-unique solutions, with the optimal solution now the minimum-norm solution of
the unregularized problem (for sufficiently small regularization coefficients). The L2
regularization term in combination with hinge-losses also allows trade-off between
decision “error” and margins, preventing overfitting. Furthermore, addition of the
L2 norm to the objective allows the problem to be kernelized, as the dual problem is
entirely in the space of inner products φ(xk)φ(xk) for some expanded basis function
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φ(·). Although the problem can be kernelized by transforming the optimization from
a linear program to a quadratic program, empirically we find linear rejection func-
tions to be sufficiently powerful for strong system performance without the need for
regularization.
4.2 Adaptive Sensor Acquisition on Trees
A natural extension of learning cascade decision functions is generalization to tree
structures. Consider a data instance, x ∈ X , consists of M sensor measurements,
x = {x1, x2, . . . , xM} and belongs to one of L classes indicated by its label y ∈ Y =
{1, 2, . . . L}. Each sensor measurement, xm, is not necessarily a scalar and may be
a high-dimensional quantity and has an associated cost cm. Let the pair, (x, y), be
distributed according to an unknown joint distribution D.
Figure 4·1: Converting a multi-child tree to a binary tree.
In this case, the decision function at the first node choosing
between sensor 1, 2, or 3 can be viewed as two sequential binary
decisions.
We assume we
have a fixed struc-
ture decision tree,
with a goal of learn-
ing the decision func-
tions inside the tree.
We represent our
decision system as
a binary tree, as
all decision systems
can be expressed as
a binary tree with decisions over multiple actions decomposed as a series of binary
decisions. The binary tree is composed of K leaves and K−1 internal nodes (see Fig.
4.2 for a simple example). At each internal node, j = 1, . . . , K−1, is a binary decision
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function, sign[gj(x)] ∈ {+1,−1}. This function determines which action should be
taken for a given example. The binary decisions, gj(x)’s, represent actions from the
following set: stop and classify with the current set of measurements, or choose which
sensor to acquire next. Each leaf node, k = 1, . . . K, represents a terminal decision to
stop and classify based on the available information. We assume that the classifiers
at each leaf, fk(x) ∈ Y , are given and fixed.4 The objective is to learn the internal
decision functions: gj(x)’s. We define the system risk:
R(g,x, y) =
K∑
k=1
Rk(fk,x, y)Gk(g,x) (4.10)
Here, g = {g1, . . . gK−1} is the set of decision functions. Rk(fk,x, y) is the risk of
making a decision at a leaf k. It consists of two terms: error of the classifier at the
leaf and the cost of sensors acquired along the path from the root node to the leaf. Sk
is this set of sensors, and α is a parameter that controls trade-off between acquisition
cost and classification error.
Rk(fk,x, y) = 1fk(x) 6=y + α
∑
m∈Sk
cm (4.11)
Gk(g,x) ∈ {0, 1} is a binary state variable indicating if x is classified at the kth
leaf. We compactly encode the path from the root to every leaf in terms of internal
decisions, gj(x)’s, by two auxiliary binary matrices: P, N ∈ {0, 1}K×K−1. If Pk,j = 1
then, on the path to leaf k, a decision node j must be positive: gj > 0. If Nk,j = 1
then on the path to leaf k, a decision at node j must be negative: gj ≤ 0. A kth row
in P and N jointly encode a path from the root node to a leaf k. The sign pattern
for each path is obtained by P − N. For an example refer to Fig. 4·2. Using this
4For notational simplicity, we denote applying a decision node and a leaf classifier as gj(x) and
fk(x) respectively. However note, the functions implicitly operate only on the sensors that have
been acquired along the path to the corresponding node.
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path matrix and the convention that 00 = 1, the state variable can be defined:
Gk(g,x) =
K−1∏
j=1
[1gj(x)>0]
Pk,j [1gj(x)≤0]
Nk,j (4.12)
Our goal is to learn decision functions g1, . . . , gK−1 that minimize the expected
system risk:
min
g
ED [R(g,x, y)] (4.13)
However, the model D is assumed to be unknown and cannot be estimated reliably
due to potentially high-dimensional nature of sensor outputs. Instead, we are given a
set of N training examples with full sensor measurements, (x1, y1), . . . , (xN , yN). We
approximate the expected risk by a sample average over the data and construct the
following empirical risk minimization (ERM) problem:
min
g
N∑
i=1
R(g,xi, yi) =
N∑
i=1
K∑
k=1
risk of leaf k︷ ︸︸ ︷
Rk(fk,xi, yi)
K−1∏
j=1
[1gj(xi)>0]
Pk,j [1gj(xi)≤0]
Nk,j
︸ ︷︷ ︸
Gk(·) = state of xi in a tree
(4.14)
Note that by the definition of risk in (4.10), the ERM problem can be viewed as a
minimization over a function of indicators with respect to decisions: g1(x), . . . , gK−1(x).
4.2.1 Convex Objective
A popular approach to solving ERM problems is to substitute indicators with convex
upper-bounding surrogates, φ(z) ≥ 1[z] and then to minimize the resulting surrogate
risk. However, such strategy generally leads to a non-convex, multi-linear optimiza-
tion problem. Previous attempts to solve problems of this form have focused on
computationally costly alternating optimization approaches with guarantees of con-
vergence only to a local minimum [Trapeznikov and Saligrama, 2013, Bennett and
Mangasarian, 1993, Wang and Saligrama, 2012]. Rather than attempting to solve
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this non-convex surrogate problem, we instead reformulate the indicator empirical
risk in (4.14) as a maximization over sums of indicators before introducing convex
surrogate. Our approach yields a globally convex upper-bounding surrogate of the
empirical loss function. In the next section, we derive this reformulation for a binary
tree of depth 2 in Fig. 4·2 before generalizing to arbitrary trees.
g1
g2 g3
+-
- - ++
f1 f2 f3 f4
P N0 0 00 1 0
1 0 0
1 0 1
−
1 1 01 0 0
0 0 1
0 0 0
 =
−1 −1 0−1 +1 0
+1 0 −1
+1 0 +1

Figure 4·2: An example decision system of depth two: node g1(x1)
selects either to acquire sensor 2 for a cost c2 or 3 for a cost c3. Node
g2(x1, x2) selects either to stop and classify with sensors {1, 2} or to
acquire 3 for c3 and then stop. Node g3(x1, x3) selects to classify with
{1, 3} or with {1, 2, 3}.
Simple Tree Example
Consider the decision system shown in Fig. 4·2. The goal is to learn the decision
functions g1, g2, and g3 that minimize the empirical risk (4.14).
In reformulating the risk, it is useful to define the ”savings” for an example.
The savings, piik, for an example i, represents the difference between the worst case
outcome, Rmax and the risk Rk(fk,xi, yi) for terminating and classifying at the kth
leaf. The worst case risk is acquiring all sensors and incorrectly classifying: Rmax =
1 + α
∑
m cm.
piik = Rmax −Rk(fk,xi, yi) = 1fk(xi)=yi + α
∑
m∈SCk
cm (4.15)
Here, SCk is the complementary set of sensors acquired along the path to leaf k (the
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sensors not acquired on the path to leaf k). Note that the savings do not depend on
the decisions variables, g′js.
For our example, there are only 4 leaf nodes and the state of terminating in a
leaf is a encoded by a product of two indicators. For instance, to terminate in Leaf
1, g1(xi) ≤ 0 and g2(xi) ≤ 0. This empirical risk can be formulated by enumerating
over the leaves and their associated risks:
R(g,xi, yi) =
Leaf 1︷ ︸︸ ︷(
Rmax − pii1
)
1g1(xi)≤01g2(xi)≤0
}
+
Leaf 2︷ ︸︸ ︷(
Rmax − pii2
)
1g1(xi)≤01g2(xi)>0
}
+
(
Rmax − pii3
)
1g1(xi)>01g3(xi)≤0
}
︸ ︷︷ ︸
Leaf 3
+
(
Rmax − pii4
)
1g1(xi)>01g2(xi)>0
}
︸ ︷︷ ︸
Leaf 4
(4.16)
Directly replacing every 1[z] with an upper bounding surrogate such as a hinge loss,
max[0, 1 + z] ≥ 1[z], produces a non-convex bilinear objective due the indicator prod-
uct terms. Bilinear optimization is computationally intractable to solve globally.
As in the case of the cascade in Section 4.1.1, rather than directly substituting
surrogates and solving the non-convex minimization problem, we reformulate the
empirical risk with respect to the indicators in the following theorem:
Theorem 4.2.1. Empirical risk (4.16) is equal to (4.17).
R(g1, g2, g3,xi, yi) = Rmax − pii1 − pii2 − pii3 − pii4+
max
[
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
21g2(xi)≤0, (pi
i
3 + pi
i
4)1g1(xi)≤0 + pi
i
11g2(xi)>0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
41g2(xi)≤0, (pi
i
1 + pi
i
2)1g1(xi)>0 + pi
i
31g3(xi)>0
]
(4.17)
Proof. Here, we provide a brief sketch of the proof. For full details please refer to
Appendix A.8. We utilize the following two identities: 1[A]1[B] = min[1[A],1[B]] and
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1[A] = 1− 1[A¯] and express the risk in (4.16) in terms of maximizations:
R (g1, g2, g3,xi, yi) = Rmax − pii1 − pii2 − pii3 − pii4 (4.18)
+ pii1 max
(
1g1(xi)>0,1g2(xi)>0
)
+ pii2 max
(
1g1(xi)>0,1g2(xi)≤0
)
+ pii3 max
(
1g1(xi)≤0,1g3(xi)>0
)
+ pii4 max
(
1g1(xi)≤0,1g3(xi)≤0
)
Recall that the signs of g1, g2, g3 encode a unique path for xi. So consider sign
patterns for each path. For instance, to reach leaf 1, g1 ≤ 0 and g2 ≤ 0. In this
case, by inspection of (4.18), the risk is (pii3 + pi
i
4)1[g1(xi)≤0] + pi
i
21[g2(xi)≤0]+ constants.
This is exactly the first term in the maximization in (4.17). We can express this for
each leaf (term in the max) in a similar fashion. And due to the interdependencies
in (4.18), the term corresponding to a valid path encoding will be the maximizer in
(4.17).
Risk Interpretability: Intuitively, in the reformulated empirical risk in (4.17),
each term in the maximization encodes a path to one of the K leaves. The largest
(active) term corresponds to the path induced by the gj’s for an example xi. Ad-
ditionally, the weights on the indicators in (4.17) represent the savings lost if the
argument of the indicator is active. For example, if the decision function g1(xi) is
negative, leaves 3 and 4 cannot be reached by xi, and therefore pi
i
3 and pi
i
4, the savings
associated with leaves 3 and 4, cannot be realized and are lost.
A distinct advantage of the reformulated risk in (4.17) arises when replacing indi-
cators with convex upper-bounding surrogates of the form φ(z) ≥ 1z≤0. Introducing
such surrogates in the original risk in (4.16) produces a bilinear function for which a
global optimum cannot be efficiently found. In contrast, introducing convex surrogate
functions in (4.17) produces a convex upper-bound for the empirical risk.
4.2.2 Extension to Arbitrary Binary Trees
We now generalize the simple tree to any binary tree and present a convex surrogate.
Consider a binary tree, T , composed of K − 1 internal nodes and K leaves. As in
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(4.15), each leaf has a corresponding savings piik that captures the difference between
the worst case risk and the risk of classifying at leaf k.
Note that in the previous example, the risk (4.14) consists of a max of K terms.
Each term is a weighted linear combinations of indicators, and each weight corre-
sponds to the savings lost if the decision inside the indicator argument is true. For
an arbitrary binary tree of K leaves, the risk has an analogous form.
Before stating the result, we define the weights for the linear combination in each
term of the max. For an internal node j, we denote Cnj as the set of leaf nodes in
a subtree corresponding to a negative decision gj(x) ≤ 0. And Cpj is the set of leaf
nodes in a subtree corresponding to a positive decision. For instance in Fig. 4·2,
Cp1 = {Leaf 3, Leaf 4}, and in our example (4.17), the weight multiplying 1[g1(xi)≤0]
is the sum of these savings for leaves 3 and 4 (i.e. savings lost if g1 ≤ 0). Therefore,
sets C
p/n
j define which pi
i
k’s contribute to a weight for a decision term.
For a compact representation, recall that the kth rows in matrices P and N define
a path to leaf k in terms of g1, . . . , gK−1, and a non-zero P/Nk,j indicates if gj ≶ 0
is on the path to leaf k. So for each xi and each leaf k, we introduce two positive
weight row vectors of length K − 1:
win,k =
Nk,1 ∑
l∈Cp1
piil , . . . ,Nk,K−1
∑
l∈CpK−1
piil
 (4.19)
wip,k =
Pk,1 ∑
l∈Cn1
piil , . . . ,Pk,K−1
∑
l∈CnK−1
piil
 (4.20)
The jth component of win,k multiplies 1[gj(xi)≤0] in the term corresponding to the
kth leaf. In our 4 leaf example in (4.17),
(
win,1
)
1
= pii3 + pi
i
4. If P/Nk,j is zero then
decision gj ≷ 0 is not on the path to leaf k and the weight is zero. Using these weights
the empirical risk (4.17) can be extended to arbitrary binary trees:
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Corollary 4.2.2. The empirical risk of tree T is:
R(g,xi, yi) = (4.21)
Rmax −
K∑
k=1
piik + max
k∈{1,...,K}
wip,k
 1g1(xi)>0...
1gK−1(xi)>0
+ win,k
 1g1(xi)≤0...
1gK−1(xi)≤0

The proof of this theorem is included in Appendix A.9 and follows the same steps
as Thm. 4.2.1.
The empirical risk in (4.21) represents a scan over the paths to each leaf (k =
1, . . . , K), and the active term in the maximization corresponds to the leaf to which
an observation is assigned by the decision functions g1, . . . , gK−1. An important ob-
servation is that each term in the max in (4.21) is a linear combination of indicators
instead of a product as in (4.14). This transformation enables us to upper-bound each
indicator function with a convex surrogate, φ(z): φ[gj(x)] ≥ 1[gj(x)>0] , φ[−gj(x)] ≥
1[gj(x)≤0] . The result is a novel convex upper-bound on the empirical risk in (4.21).
We denote this risk as Rφ(g). The optimization problem given training examples,
{xi, yi}Ni=1 and a family of decision functions G is:
max
g∈G
N∑
i=1
Rφ (g,xi, yi) (4.22)
As in the case of the cascade, substituting hinge-losses in place of the indicator func-
tions yields a linear program, allowing for efficient global optimization.
4.2.3 Regularization and Kernelization
The issues of uniqueness and overfitting arise when learning decision systems by
solving the linear program. We restrict the decision functions to the class of linear
functions in experiments, and as a result, uniqueness and overfitting are generally
avoided. One approach to preventing overfitting in the case of limited training data
is incorporation of regularization. The `∞,1 norm can be incorporated into the objec-
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tive. The `∞,1 norm promotes leaf sparsity, with the objective function increased if
the diversity of paths is increased. Incorporating this regularization into the objective
function preserves the linearity of the problem and therefore the efficiency of optimiza-
tion. In practice, we find that overfitting is generally not an issue in learning decision
functions, and therefore we do not incorporate this regularization in our experimen-
tal results. One case where non-uniqueness arises is in the case of expanded basis
functions, where the observations xi are replaced in the linear program by ψ(xi) for
some expanded basis function ψ(·). For expanded basis functions, a natural solution
to the non-uniqueness problem is to add `2 regularization on the decision functions,
converting the linear program to a quadratic program. Addition of `2 regularization
removes non-unique solutions, with solution of the regularized problem equal to the
minimum norm solution of the unregularized problem (for a sufficiently small regular-
ization parameter value). Furthermore, the `2 regularization allows for the problem
to be kernelized, as the optimization can be expressed with respect to expanded basis
inner products of the form ψ(xi)
Tψ(xj) in the dual problem. Although the problem
can be kernelized, yielding a quadratic optimization problem in place of the proposed
linear program, empirical evidence indicates that on real-world data the family of
linear and low-order polynomial decision functions is sufficiently rich and therefore
we do not explore kernelization in the experimental section.
4.2.4 Selecting Tree Structure
Learning a complete adaptive sensor selection policy can be viewed as a global risk
minimization over the tree structure, S, the classifiers are each leaf, f , and the decision
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functions in the tree structure g:
L(S, f ,g) =
N∑
i=1
K∑
k=1
(
1fk(xi)6=yi + α
∑
m∈Sk
cm
)
1gJ (xi)=bk −→ minS minfK mingJ L(S, f ,g).
(4.23)
Rather than attempt to solve the problem of jointly learning these elements of the
classification structure, we break the problem into its component parts.
For simplicity we assume a binary sensor tree with K leaves and K − 1 internal
nodes. Motivated by previous methods [Gao and Koller, 2011, Xu et al., 2013],
we assume that the number of leaves K is small relative to the feature dimension.
Our approach identifies a sub-collection of subsets of features S = {S1, . . . , SK} from
training data, and as such, the tree structure, T . Assuming arbitrarily powerful
decision functions, g1, . . . , gK−1, effectively implies we can route each example to its
optimal subset. Furthermore, assuming that we have access to an oracle classifer, fj’s
we can predicted the class on any subset of features. Then the optimization loss of
Eq. 4.23 associated with the subcollection S reduces to:
L(S1, . . . , SK) =
1
N
N∑
i=1
min
j∈{1,...,K}
1fsj (xi)6=yi + α∑
k∈Sj
ck
 (4.24)
Even in the absence of noise, as noted before the problem of minimizing this loss
is NP-hard and motivates greedy strategies. For notational convenience, we first
redefine the problem in terms of reward:
R(S1, . . . , SK) =
1
N
N∑
i=1
max
j∈{1,...,K}
1fsj (xi)=yi + α ∑
k∈SCj
ck
 . (4.25)
Equivalent to minimizing the loss in (4.24), our goal here is to maximize the reward.
Note that maximizing the reward in (4.25) is a computationally intractable problem,
however the reward function does have the following property:
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Lemma 4.2.3. The reward function R(S1, . . . , SK) is submodular with respect to the
set of subsets such that adding any new set to the reward yields diminishing returns.
Proof. Consider the function:
G(S) = max
k∈S
F (k). (4.26)
Our goal is to show that this function is submodular, that is to prove that the in-
equality:
G(A ∪ s)−G(A) ≥ G(B ∪ s)−G(B) (4.27)
holds for all A ⊂ B. In order to show this, we consider the four following scenarios:
• First, consider the case where G(A) = G(B), that is the maximal element in
set B is also present in the subset A. In this case, G(A ∪ s) = G(B ∪ s), and
therefore the inequality in (4.27) holds with equality.
• Next, consider the case where G(B) > G(A) ≥ G(s). In this case, G(A ∪ s) =
G(A) and G(B ∪ s) = G(B), so again Eq. (4.27) holds with equality.
• Similarly, consider the case where G(s) ≥ G(B) > G(A). In this case, G(A ∪
s) = G(B ∪ s), and therefore the inequality in (4.27) holds as G(B) > G(A).
• Finally, consider the case where G(B) ≥ G(s) ≥ G(A). Under this assumption,
G(B ∪ s) = G(B). As G(A ∪ s) ≥ G(A), Eq. (4.27) must hold.
The inequality in Eq. (4.27) holds for all possible cases, and therefore the function
in Eq. (4.26) is submodular.
Using this property, we can then show that the greedy strategy yields a solution
with bounded loss:
Theorem 4.2.4. Given that the empirical risk of each classifier fsk is monotonically
decreasing and supermodular with respect to the elements in sk, the greedy strategy in
Alg. 3 is a 1− 1
e
approximation of the optimal reward.
Proof. Consider adding a sensor k to any subset Sj. The reward is monotonically
increasing, so the reward can be bounded:
R(S1, . . . , Sj, . . . , SK) ≤ R(S1, . . . , Sj, Sj ∪ k, . . . , SK).
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Due to the fact that the empirical risk of the classifiers are monotonically decreasing
(and therefore the reward is monotonically increasing), the reward for any training
point xi using Sj is less than the reward from using Sj ∪ k, the inequality can be
updated to an equality:
R(S1, . . . , Sj, . . . , SK) = R(S1, . . . , Sj, Sj ∪ k, . . . , SK).
Each sensor added by the algorithm is equivalent to adding a new subset, which from
Lemma 4.2.3 is a submodular, and therefore the reward in (4.25) is submodular with
respect to adding sensors to each subset.
Additionally, we overcome the issue of an oracle classifier by learning it as we
grow the tree greedily. While many greedy strategies exist in the literature for related
objectives, they are not directly applicable to our setting.5 Our greedy algorithm is
related to [Awasthi et al., 2013], who learn sparse trees/polynomials in the separable
PAC setting and provide statistical and computational guarantees. We adapt their
approach to our setting by greedily adding sensors to the subset of sensors until no
gains are returned.
Algorithm 3 Sensor Subset Selection
Input: Number of Subsets K
Output: Feature subsets, s1, . . . , sK
Initialize: s1, . . . , sK = ∅
(i, j) = argmini∈{1,...,K} argminj∈sCi L(s1, ..., si ∪
j, ..., sK)
while L(s1, ..., si∪ j, ..., sK) < L(s1, ..., si, ..., sK)
do
si = si ∪ j
(i, j) = argmini∈{1,...,K} argminj∈sCi L(s1, ..., si∪
j, ..., sK)
end while
Tree Structure: Given the
set of sensor subsets s1, . . . , sK ,
the problem of choosing a tree
structure partitioning between
these sensor subsets arises. We
propose a hierarchical cluster-
ing approach, where subsets are
grouped based on the number of
common elements. Given a set
of feature subsets, the two subsets with the highest number of common elements are
5For instance [Cicalese et al., 2014] proposes a submodular surrogate to leverage properties of
Wolsey greedy algorithm but their surrogates require discrete sensor measurements.
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grouped together and replaced in the set with the intersection of their elements. This
is recursively repeated until only a single subset exists, resulting in a binary tree
structure. This can be viewed as a generalization of the cascade approach, as given
the set of feature subsets where an additional sensor is added to each previous subset,
a cascade structure is always recovered.
Once a tree structure, T is learnt we need to populate it with decision functions so
that we can generalize to unseen examples. In order to learn these decision functions,
we solve the LP that arises from the empirical risk in (4.21) with hinge-losses in place
of the indicators losses.
4.3 Learning Small Budget-Constrained Systems
In this section, we present an approach to training small-scale, fixed structure budget-
constrained systems. In particular, we focus on the problem where only a small
number of sensors exist such that the total number of all possible sensor subsets is
small. We describe the formulation of learning test time budget-constrained systems
over the space of possible states, which we formulate as learning decision functions
in a directed acyclic graph (DAG). For this structure, we present an asymptotically
Bayesian optimal strategy for learning decisions which empirically yields improved
performance compared to past work.
4.3.1 Problem Formulation
In this section, we describe a general framework to view the problem of budget-
constrained systems and map the problem of feature selection to this framework.
Consider a state space, S = {s1, . . . , sK} (such as the possible subsets of sensor
measurements) and a valid state transition function that maps a state to a set of
new states, T : S → S (which sensors can be added to the current measurement
in the sensor acquisition problem). These states define a directed graph, which we
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assume is limited to a DAG by the set of valid state transitions, such as in Figure
4.3.1. Additionally, consider a distribution of observations, X , which will traverse this
graph. Associated with every valid observation/state-transition triple, (x, s1, s2) ∈
S × S ×X , there exists a distribution of costs, C (x, s1, s2) (in the sensor acquisition
problem, the cost of acquiring sensors in the set s2\s1 or the error classifying with
sensors in state s1 if state s2 represents the “stop and classify” state). A finite set
of training examples is drawn from the distribution of examples, x1, . . . , xN , and for
each example, the cost of every valid state transition is drawn from the associated
distribution, c(xm, si, sj) ∈ C (xm, si, sj) ,∀m ∈ [1, N ], si ∈ S, sj ∈ T (s).
Figure 4·3: A simple example of a sensor selec-
tion DAG for a three sensor system. At each state
represented by a binary matrix, a policy pi chooses
between a new state where one sensor is added or
between stopping and classifying (not shown in the
figure).
We define a policy as a set
of functions pi1, . . . , piK ∈ Π be-
longing to a family of functions
Π that map each observation
to a new state for every state.
For a given policy (pi1, . . . , piK),
we define the P (x, pi1, . . . , piK)
to be the set of state transitions
(path) induced by the policy for
observation x. Our goal is to
learn a policy which minimizes
the expected path cost(over the
joint distribution of both exam-
ples and costs):
argmin
pi1,...,piK∈Π∀s∈S
Ex∼X
 ∑
(sj ,sj+1)∈P (x,pi1,...,piK)
Ec∼C(x,sj ,sj+1) [c]
 . (4.28)
In practice, we are not given the distributions over examples and transition costs, but
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instead given IID examples x1, . . . , xN drawn from the distribution X , and for each
example, independent realizations of costs c (xk, sm, sn) drawn from the distribution
C (xk, sm, sn) for all examples k ∈ {1, . . . , N} and all states sm, sn ∈ S. We therefore
minimize the policy over the empirical estimates of the expectations:
argmin
pi1,...,piK∈Π∀s∈S
N∑
i=1
∑
(sj ,sj+1)∈P (xi,pi1,...,piK)
c (x, sj, sj + 1) . (4.29)
4.3.2 Learning policy functions in a DAG
The problem of learning the functions pi1, . . . , piK which minimize the cost in (4.29)
is a highly coupled problem. In particular, trying to solve for a single policy function
without knowing the behavior of other functions leads to poorly defined future costs
induced by an action (the cost-to-go)
However a special case exists for nodes where all actions lead to leaf nodes.
Theorem 4.3.1. Given a set of training examples x1, . . . , xN , for a node associ-
ated with state st whose outgoing edges lead only to leaves L with associated costs
c(xk, st, sl) for all k ∈ {1, . . . , N}, the problem of learning a policy pit(x) is equivalent
to solving a cost sensitive learning problem, where labels represent leaves and costs are
transition costs from st to the each leaf. Given a universally consistent cost sensitive
learning algorithm, the policy pit converges to the optimal policy for pit in (4.28) as
the training set size grows.
Proof. Note that a universally consistent learning algorithm by definition converges
to the point-wise Bayesian optimal decision function as the number of training ex-
amples grows. In the path P (x, pi1, . . . , piK), the policy functions on the path from
the root node to node t are deterministic with respect to their inputs and modify the
distribution of examples that reach node t only by partitioning the input space. As
the function pit is point-wise Bayesian optimal, it is optimal on any partitioned region
of the input space, and as a result, pit is Bayesian optimal independent of the other
policy functions.
Thm. 4.3.1 naturally leads to Alg. 4 which learns the policy functions pi1, . . . , piT
by learning policies at the leaves and iteratively eliminating nodes from the graph.
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Algorithm 4 Graph Reduce Algorithm
Input: Observations x1, . . . , xN , a DAG over the space of feasible states consist-
ing of nodes and edges, G and E, respectively, costs for each state transition,
c(xi, sm, sn),∀(sm, sn) ∈ E,∀i ∈ {1, . . . , N}, and a universally consistent cost-
sensitive learning algorithm, Learn ((x1, ~w1), . . . , (xj, ~wj)))→ pi(·)
Output: Policy functions, pi1, . . . , piK
1. Choose a node, j ∈ G such that all children of j are leaf nodes
2. For every example i ∈ {1, . . . , N}, construct the weight vector ~wi of costs
associated with each action from the cost of each state transition.
3. Learn the function pij = Learn ((x1, ~w1), . . . , (xN , ~wN)))
4. Evaluate the pij and update all state transition costs to node j for each example
xi:
c(xi, sn, sj) = ~w
j
i (pij(xi)) + c(xi, sn, sj)
5. Remove all outgoing edges from node j and remove all nodes disconnected from
the root node
6. If graph G consists of only one node, stop, otherwise return to Step 1.
. For Alg. 4, the following statement can be made:
Theorem 4.3.2. As N → ∞, the system learned from Alg. 4 is universally consis-
tent.
Proof. From Thm 4.3.1, learning the policy function of a node whose children are only
leaves is universally consistent. By definition, the decisions converge to the point-wise
optimal decisions and therefore the updated costs in Step 4 approach the Bayesian
optimal costs. By recursion, this implies that every decision function approaches the
point-wise Bayesian optimal decision, and as a result, the system learned approaches
the Bayesian optimal system.
Thm. 4.3.2 not only implies that the resulting system learned by Alg. 4 is optimal
as the amount of training data increases, but additionally that alternating optimiza-
tion is unnecessary given sufficiently flexible policy functions and sufficient training
data. Abstractly, this implies that the policy functions are flexible enough such that
over a subset of the data points, the policy function trained globally has behavior
similar to a decision function trained solely on these points. This intuitively matches
98
the assumption on the predictors/models at each leaf, where it is assumed that these
leaves are fixed regardless of the subset of data sent to each leaf.
4.3.3 Learning with Test Time Budget Constraints
The problem of learning with test time budget constraints can be naturally mapped
into this problem. In this case, the state set S is characterized by all possible feature
subsets (including a root state containing the empty set, s0) as well as an induced
“stop and classify” state, sSC . The set of valid state transitions for a state sj ∈ S
includes all states in the set {s ∈ S : sj ⊂ s} as well as the state sSC . Finally, for a
transition (sj, sk), if sk 6= sSC , the transition cost C (x, sj, sk) is the cost of acquiring
the sensors in the set sk\sj, otherwise if sk = sSC , the transition cost is the error
associated with stopping and classifying with the sensor subset sj. Policies are trained
for every state including the root state containing the empty set, s0. Note that the
policy learned on the empty set cannot differentiate between examples as no features
have been observed, and therefore is equivalent to choosing which initial feature is
chosen.
This formulation allows for a far more general cost structure than the standard
budgeted learning problem, as costs can be random, example dependent, and path
dependent (as opposed to the traditional framework, where costs are a linear function
of the support). Although the learned systems converge to the optimal system as the
number of training examples grows, one question that arises is how to prevent the
system from overfitting due to the added complexity of the system. In order to
account for this, we modify the cost of stopping as follows:
C (x, sk, sSC) =

0 if f(x) = y
1fsk (x)6=y otherwise
, (4.30)
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where f(x) is the predicted label given all of the sensors and fsk(x) is the predicted
label given the sensors in subset sk. This modified cost eliminates the cost of mis-
classifying and example that is incorrectly classified using all the sensors. By doing
this, the policy is prevented from overfitting that occurs when the final classifier f(x)
incorrectly labels example x but some subset of classifiers correctly predicts the label
for x. Note that the systems trained using this modified cost vs. the original cost
C (x, sk, sSC) = 1fsk (x)6=y converge to the same values as the number of samples grows.
4.4 Budgeted Structured Learning
Structured learning has recently seen growing popularity in a wide variety of machine
learning tasks ranging text parsing to image recognition . While structure learning
has shown the potential to dramatically increase learning performance, little research
has examined the cost of using structured predictors during test time. In particular,
we consider test time costs associated with acquiring new sensor measurements or the
computational cost of evaluating complex feature extractions and evaluating complex
models.
For example, consider the optical character recognition problem, where the goal is
to recognize characters from handwritten text. Introducing a new feature transform
may only increase computation time on average 0.1 seconds per character, however
when applied to an average novel (with approximately 65, 000 words and an average
word length of approximately 6 characters), the resulting computational cost increases
by 10 hours. Although the introduced feature has the potential to increase the system
performance, more complex features are often required only to distinguish among a
small subset of “difficult” examples. Our goal is to learn a system that adaptively
determines which features/sensors should be acquired for each individual example in
order to balance system performance with test time cost.
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4.4.1 Learning Structured Policy Functions
The problem of learning structured policy functions presents multiple obstacles. In
particular, in order to learn a complete system, a “structure” must be defined (either
explicitly, such as a tree structure or limiting actions, or implicitly, such as by limiting
complexity of decision functions), and on this structure, decision functions must be
learned to generalize from training examples to new examples. Given a structure,
learning an individual decision function present three challenges: determining the
correct distribution of examples on which the function is applied, correctly defining
the cost/reward of each action, and finally correctly learning decision functions given
the distribution and rewards. Below the third challenge is addressed.
Given a set of training examples, x1, . . . , xN ∈ X , a set of valid states a learned
policy can choose from for training examples A : X → S, and a reward function for
each training example and new valid state that the policy selectsR : (X ,S)→ R, the
goal is to learn a policy, pi : X → S, which maps an observed example to a new state.
For this setting, the following statement can be made:
Lemma 4.4.1. Learning the policy function pi is equivalent to solving a weighted
structured learning problem over the augmented training set:xj, ajk, ∑
l∈A(xj)\ajk
R (xj, l)
 , ∀j ∈ {1, . . . , N},∀k ∈ A(xj).
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Proof. The goal in learning a policy is to maximize the reward over the actions:
argmax
pi
N∑
j=1
∑
a∈A(xj)
R(xj, a)1pi(xj)=a (4.31)
= argmin
pi
N∑
j=1
∑
a∈A(xj)
−R(xj, a)1pi(xj)=a
= argmin
pi
N∑
j=1
∑
a∈A(xj)
−R(xj, a)
(
1− 1pi(xj)6=a
)
= argmin
pi
N∑
j=1
 ∑
a∈A(xj)
 ∑
l∈A(xj)\a
R(xj, l)
1pi(xj)6=a − ∑
a∈A(xj)
R(xj, a)

= argmin
pi
N∑
j=1
∑
a∈A(xj)
 ∑
l∈A(xj)\a
R(xj, l)
1pi(xj)6=a
Note that in general this is equivalent to a multiclass learning problem, however
in our setting, the policy function pi is itself a maximization over the possible space
of actions, exploiting the structure of the data and space of actions.
Although the above lemma represents an exact mapping of the policy learning
problem to the structured learning problem, this presents a problem as it expands
the training data greatly, especially in the case where training the space of actions is
not severely limited. In order to overcome this, an upper-bounding problem can be
formulated:
Lemma 4.4.2. The weighted structured learning problem over the training set:(
xj, argmax
a∈A(xj)
R(xj, a), max
a,b∈A(xj)
(R(xj, a)−R(xj, b))
)
,∀j ∈ {1, . . . , N}
is equivalent to solving a lower-bound on the policy learning problem.
Proof. The proposed structured learning problem represents the minimization
argmin
pi
N∑
i=1
max
a,b∈A(xj)
(R(xj, a)−R(xj, b))1pi(xj)6=argmaxa∈A(xj)R(xj ,a), (4.32)
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which can equivalently be viewed as the maximization
argmax
pi
N∑
i=1
max
a,b∈A(xj)
(R(xj, a)−R(xj, b))
(
1pi(xj)=argmaxa∈A(xj)R(xj ,a)
− 1
)
. (4.33)
This can be transformed into the problem:
argmax
pi
N∑
i=1
[
max
a,b∈A(xj)
(R(xj, a)−R(xj, b))
(
1pi(xj)=argmaxa∈A(xj)R(xj ,a)
− 1
)
+ max
a∈A(xj)
R(xj, a)
]
(4.34)
= argmax
pi
N∑
i=1
[
max
a∈A(xj)
R(xj, a)1pi(xj)=argmaxa∈A(xj)R(xj ,a)
+ min
b∈A(xj)
R(xj, b)1pi(xj)6=argmaxa∈A(xj)R(xj ,a)
]
. (4.35)
The argument of this optimization problem is less or equal to the argument of the
policy learning problem (4.31), with equality strictly when the policy chooses action
argmaxa∈A(xj) R(xj, a).
4.5 Experimental Results
4.5.1 Convex Sequential Learning Performance
We compare our LP approach to the discriminative myopic strategy and non-convex
(alternating minimization) algorithm presented in [Trapeznikov and Saligrama, 2013].
Discriminative Myopic Strategy: The discriminative myopic strategy rejects
observations by thresholding classification confidence at each stage:
gkmyop =

−1 if σdk(xk) ≤ tk
1 otherwise
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where σdk(x
k) is the confidence of the classifier dk on observation xk and tk is a
constant threshold. In practice, we fix choose the threshold tk at each stage k to
reject a constant fraction of examples. This strategy does not consider future cost
when rejecting, instead looking only at current uncertainty and is therefore considered
myopic [Trapeznikov and Saligrama, 2013].
Alternating Minimization Algorithm: The non-convex algorithm attempts to
minimize the empirical risk of the system as formulated in (4.6) using alternating
minimization [Trapeznikov and Saligrama, 2013]. After a random initialization, the
algorithm attempts to optimize each rejection decision gk by fixing all other rejection
decision functions and minimizing the empirical risk (4.6). The resulting optimization
problem for learning each gk is equivalent to a weighted binary supervised learning
problem. As with our linear program, this algorithm attempts to minimize the em-
pirical risk, however convergence and global optimality cannot be guaranteed. Addi-
tionally, this algorithm can be computationally expensive, as multiple initialization
and passes through the system may be required. As in the LP, the average system
budget is controlled by a trade-off parameter α. In the experimental results shown,
for each parameter α, the alternating optimization algorithm is randomly initialized 5
times, with each initialization running through the system for 10 iterations (or fewer
if the system converges and ceases to change between iterations). Training of each
rejection function gk is done by solving a weighted logistic regression problem.
Performance Metric: To evaluate performance of the sequential decision systems,
we compare average acquisition cost vs. system error. For the myopic approach, this
is achieved by sweeping the threshold tk. For both our linear programming approach
and the alternating minimization algorithm, the system is trained for varying values
of α, yielding systems of varying average acquisition cost and error. Small values of
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α lead to a system with lower error rates but higher average acquisition cost, whereas
large values of α result in systems with low average acquisition cost at the expense
of increased system error. The lower convex hull of the learned systems is shown, as
any average budget and error in the convex hull of systems is achievable through a
randomized system (where each observation is randomly sent to one of the systems
with varying weight).
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Figure 4·4: (a) Synthetic dataset used to compare performance.
(b,c,d) Projection of the data along different axes. (e) The numbers
represent the sensor measurement required to distinguish between the
two classes (for example, an observation labeled 2 requires the second
sensor distinguish between classes). Points marked by x represent data
in a region where classification is never better than random, regardless
of the sensor measurements acquired. (f) Comparison of the error vs.
budget tradeoff of the myopic approach, non-convex approach, and LP
approach. The LP approach is clearly superior to the myopic approach,
and matches the performance of the non-convex approach which require
a significant number of random initializations.
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Synthetic Example: To demonstrate the performance of our algorithm, we first
experiment on a synthetic dataset. This dataset is based on the synthetic dataset
presented in [Trapeznikov and Saligrama, 2013], where data is generated uniformly
in 8 unit cubes, as shown in Figure 4·4(e)(a-d). In different regions of the space,
different sensor measurements are necessary if the data is separable, as shown in
Figure 4·4(e)(e). Some data cannot be classified using any sensors, denoted by red
x in the figure. The goal when learning sequential decision processes is to learn a
system that does not acquire new features for the x observations while acquiring
the necessary features to classify the rest of the data. The myopic approach does
not take into account the future performance of the system, and therefore acquires
measurements for the x observations, whereas the convex and non-convex decision
systems do not acquire new features for these observations, reducing budget while
maintaining classification accuracy.
Dataset TargetError Myopic Non-Convex Convex
synthetic 0.21 96% 39% 37%
MNIST .11 81% 51% 33%
landsat .19 71% 42% 44%
letter .4 73% 51% 51%
pima .22 73% 48% 51%
Table 4.1: Average percentage of the budget required to achieve a
desired error rate. The target rate is chosen to be close to the er-
ror achieved using the entire set of features (the target error rates are
approximately 95% of the improvement gained using all features com-
pared to using only the initial features). The percentage of the budget
required is with respect to the maximum budget. For example, if there
are 3 stages and a budget of 50% indicates that on average, each ex-
ample gains one additional feature in order to achieve the target error
rate.
Datasets: In addition, we compare performance of the sequential decision systems
on 4 real world datasets used in [Trapeznikov and Saligrama, 2013]. For all examples,
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Dataset Classes
Training
Size
Test
Size
Stage 1 Stage 2 Stage 3 Stage 4
synthetic 2 1000 1000 Sensor 1 Sensor 2 Sensor 3 -
MNIST 10 60000 10000 4× 4 image 7× 7 image 14× 14 image 28× 28 image
landsat 6 4435 2000 Band 1 Band 2 Band 3 Band 4
letter 26 16000 4000 Pixel Count Moments Edge Features -
pima 2 768 - Weight, Age,. . . Glucose Insulin -
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Figure 4·5: Comparison of error vs. average budget trade-off between
a myopic approach, a non-convex optimization approach, and our linear
programming algorithm. Our linear programming approach clearly out
performs the myopic approach, and generally matches or exceeds the
non-convex approach with the added benefit of reduced computational
cost, repeatability, and guaranteed convergence. In the case of the pima
dataset, the LP is outperformed by the non-convex approach for small
budgets due to the discreteness of the first stage data.
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we assume the cost of acquiring each new feature is 1, and therefore the average
cost of the system is the number of features acquired. For the MNIST dataset,
lower quality sensors are simulated by downsampling the original 28 × 28 images to
resolutions of 4× 4, 7× 7, and 14× 14. The goal is to correctly classifying the digit
using the lowest resolution sensor possible. The 3 other datasets are from the UCI
repository [Frank and Asuncion, 2010]. The landsat dataset consists of 3× 3 satellite
images of the same area at four different hyperspectral bands, with a goal of correctly
classifying the type of soil imaged. The letter dataset consists of features extracted
from hand written digits, with the first five features generated from position and
pixel counts, the next 7 features in the second stage correspond to more complex
features such as spatial moments, and the final 4 features in stage 3 correspond to
the most complex features, such as edge based features. The objective for the pima
dataset is to diagnose diabetes, with patient history information in the first stage, a
glucose test in the second stage, and an insulin test in the final stage. Note that for
the pima dataset, we show performance on the entire dataset due to the limited set
size and lack of a benchmark training/test split. For the MNIST, landsat, and letter
datasets, the benchmark splits are used, with performance shown on the test sets.
For all of these datasets, the sequential sensor selection structure (cascade structure)
is fixed and known a priori, with classifiers trained a priori at each stage (d1, . . . , dK).
These classifiers are restricted to the family of linear functions and are trained using
standard multiclass logistic regression.
Discussion: As seen in Figs. 4·4 and 4·5 and Table 4.1, the linear programming
formulation clearly outperforms the myopic approach. In general, the linear program-
ming approach matches or exceeds the performance of the non-convex optimization
approach while offering numerous advantages, as discussed in Section 4.1.3. Only in
the case of the pima dataset does the non-convex approach appear to outperform the
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linear programming approach for a small set of budget values. This is due to the fact
that the linear programming approach does not produce a system for small budget
values (apart from a system that never acquires new measurements, where g1 < 0).
For smaller budgets, the system is instead created by randomly sampling between a
system with a higher budget and a system that never acquires new sensor measure-
ments. We believe this effect arises because the first stage of the pima dataset consists
solely of discrete features, and therefore partitioning of the data into arbitrary-sized
groups in the linear programming setting (done by increasing the margins of some
examples while decreasing the margins of others) is difficult. This is supported em-
pirically, as once the budget increases beyond 2 (where on average each example sees
the second real-valued sensor), performance of the system matches the non-convex
approach.
4.5.2 Budgeted LP Tree Performance
We demonstrate performance of our LP approach on a synthetic example and compare
performance on real world datasets with Dataset Aggregation (DAGGER) [Ross et al.,
2011], an imitation learning algorithm applied to the problem of sensor selection.
Budget Constraints: Our goal is to train a set of decision functions for a fixed
tree that minimize classification error subject to an average budget constraint. We
sweep over values of the tradeoff parameter α in order to learn systems of varying
average budget, resulting in a series of learned trees of differing error rates and average
budgets. Although a system may not be learned that exactly matches a desired
budget, any point in the convex hull of budget/error points learned is achievable by
weighted randomization over learned systems. As a result, we take the lower convex
hull of points in the space of average error vs. average cost to learn a decision system
for any average budget. Note that in the experimental results, a convex hull over the
training points is taken, with the corresponding policies applied to unseen test data,
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and therefore the resulting curve is not necessarily a convex hull. For all experimental
results, we set the costs of acquiring the sensors to be uniform (c1 = c2 = . . . = cM).
Performance Metric: We examine average acquisition cost vs. average system
error to compare performance of the proposed LP approach. Varying the cost/error
tradeoff parameter α of the proposed linear program yields systems of different aver-
age acquisition cost and error. Increasing the value of α biases the system to learn
decisions with low average acquisition cost with an increased system error, while de-
creasing the value α yields systems with smaller error at the expense of an increase
in cost.
Leaf Classifiers: Each individual leaf classifier, f1, . . . , fK , operates on a subset
of the sensors collected on the path to that leaf. We assume fk’s are pre-computed
prior to learning the decision system. In the experiments, each fk is a linear classifier
trained using logistic regression. Note, for the purpose of learning the system, each
classifier is treated as a black box and may be private or proprietary systems or be
difficult to characterize or model, such as classification by a human expert.
Synthetic Example: We first demonstrate performance of our algorithm on a
synthetic dataset.6 We assume that the 1st sensor is initially acquired, and the goal
is to learn a system that decides which sensors to acquire to accurately classify the
data. As shown in Fig. 4·6(a), the dataset is composed of three regions with distinctly
different behavior. One region contains data that can be separated with any sensor
and is ideally classified using only the 1st sensor, as the 2nd and 3rd sensors add
little value to the classification performance. The second region contains data that
is separable only using the 2nd sensor, and ideally the system acquires only the 2nd
sensor. Finally, third region contains data separable only using the 3rd sensor, and
6The synthetic data consists of data uniformly drawn from six Gaussian distributions with means
(2, 0, 0), (3, 1, 1), (4, 0, 0), (4, 1, 0), (5, 0, 0), and (5, 0, 1), uniform variances of
[
0.1 0 0
0 0.1 0
0 0 0.1
]
, and alter-
nating −1/1 labels.
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ideally the system acquires only the 3rd sensor before classifying.
The goal here is to show that the solution to our convex objective leads to Bayes
consistent decisions with moderately complex function families. Here we learn 3rd
and 5th-order homogeneous polynomial functions (trained by explicitly expanding
the basis function and learning linear classifiers on subsets of the 9/15-dimensional
spaces). The performance of the Bayes optimal decision along with the learned deci-
sion systems is shown in Fig. 4·6(b). Increasing the order of the polynomial improves
performance, with the risk of the 5th-order systems approaching the optimal Bayes
risk. Note that the optimal decision performance is available for the synthetic example
where the distribution is known, however is unavailable on real world data.
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Figure 4·6: (a) The plot on the left show the data projected into
the space of the first and second sensors and first and third sensors.
The data in the spans (−∞, 3.5), (3.5, 4.5), and (4.5,∞) in the first
sensor measurement require any sensor, the second sensor, and the
third sensor, respectively, to be classified correctly. (b) Comparison
of the tradeoff between error and average acquisition budget of the
system learned using the proposed linear program. For reference, the
performance of the optimal Bayesian decision system is shown.
Real World Datasets: To demonstrate performance of our system, we compare
performance of our LP to DAGGER (described in the next section) on two real world
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Figure 4·7: (a,b) Comparison of error vs. average budget trade-off
between DAGGER and our linear programming approach. Our linear
programming approach clearly outperforms the imitation learning ap-
proach employed by DAGGER both when using a single classifier for
all missing sensor patterns (denoted “DAGGER SC”) as well as us-
ing separate classifiers for all missing sensor patterns (denoted “DAG-
GER”). (c) Comparison of average training vs. average test budget
between DAGGER and the LP approach on the image segmentation
dataset. The linear programming approach generalizes well to the test
data. The system learned by DAGGER using only a single classifier for
all sensor patterns generalizes well but performs poorly, while training
classifiers for all missing sensor patterns improves performance at the
cost of generalizes.
datasets.
The landsat dataset [Frank and Asuncion, 2010] has a small number of sensors (4),
112
and therefore an exhaustive tree can be constructed, with comparable complexity of
the decision systems for both the LP and DAGGER. The goal is to correctly classify
the type of soil imaged, with data composed of 3 × 3 satellite images of the same
area at 4 different hyperspectral bands (sensors). The spectral band with the highest
individual performance was chosen as the first sensor acquired, and a tree containing
all subsets of sensors that include this sensor was constructed (for a total of 8 leaves).
The image segmentation dataset has previously been used for the sensor selection
problem [He et al., 2012], composed of 7 types of features corresponding to location,
pixel intensity, color, texture, etc. of a 3 × 3 region, with a goal of classifying the
image patch. Training a tree over the entire set of possible decisions is infeasible, so
a simple tree was naively constructed. Two cascades were constructed by greedily
selecting sensors that minimized classification error, with the second cascade forced
to choose a different second sensor than the first cascade. These two cascades were
merged at the root node and trained using the proposed approach.
Algorithm A PrioriKnowledge
Missing Sensor
Patterns
Optimization
Problem
DAGGER Oracle forany state
Combinatorial
(2|S|)
Repeated
learning
problem
LP Tree Fixedstructure
Predefined
(K)
Single
LP
DAGGER: We compare our method to an imitation learning (IL) aproach for
budgeted learning. [He et al., 2012] use multiple variations of the DAGGER [Ross
et al., 2011] algorithm to learn a decision system. In the IL framework, the goal is
to train a policy by mimicking the actions of an oracle. We use an oracle proposed
in [He et al., 2012]. For a given example and a set of acquired sensors, this oracle
selects a sensor that maximizes the classification margin offset by α× cost of that
sensor or stops if no sensor increases such metric. At each iteration DAGGER learns
a policty that imitates oracle actions on the aggregate state data. Here, a state
corresponds to the subset of sensors acquired for an example. In order to recover
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Figure 4·8: Comparison of decision systems learned using DAGGER
vs. the proposed LP approach. As shown, the system learned by DAG-
GER is significantly more complex than tree used for the proposed
linear approach.
from unvisited states, DAGGER learns on the states aggregated from all the previous
policy estimates. We parametrize this policy as a linear function for every action.
Every iteration of DAGGER reduces to a multiclass learning problem with “classes”
corresponding to oracle actions. We use logistic regression to learn such a policy. We
run DAGGER until the policy converges (about 20 iterations).
As with our system, we train several policies for varying values of the cost vs. error
parameter α and display their performance on test sets. Each point in Fig. 4·7(a,b)
corresponds to a policy with a different α. We show individual policies instead of
a convex hull due to the mismatch between training and test budgets as shown in
4·7(c). Mismatch means that (budget,error) point achieved on training data by a
policy is significantly different when evaluated on test data. So the convex-hull curve
would not be representative of the achievable performance.
Given a new example, the learned policy is applied, with the output action either
indicating the sensor to be acquired or the decision to stop and classify using the
previously acquired information. As the same function is applied to every input state
and is free to choose any available action, the final system is highly flexible, limited
only by the complexity of the parametrized policy.
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Note that due to the flexibility of the decision system, classifiers may be required
for an arbitrary subset of sensors. For problems with many sensors, this requires either
approaching the problem as a missing feature problem, with only a single classifier
trained to handle any subset of sensors with the unmeasured sensor values set to zero
(denoted as “DAGGER SC” in the plots), or to train an exponential set of classifiers,
with a separate classifier trained for each possible set of acquired sensors (denoted
“DAGGER” in the plots). For high classification performance, we find that classifiers
must be trained for each set of sensors acquired, which requires a large amount of
training time, however this leads to poor generalization, as shown in Fig. 4·7(c),
whereas using a single classifier improves correspondance of training and test budgets
at the expense of performance.
Discussion: DAGGER and the proposed LP approach the problem in fundamen-
tally different ways. In applying DAGGER, the problem is cast into the imitation
learning framework, requiring an oracle decision for states during training. In com-
parison, the LP approach does not utilize information of each state, but instead
requires structural information. Structural information limits the possible actions of
the system, however requires only system-wide prior knowledge and can be expert
motivated.
Posing the sensor selection problem as an imitation learning problem increases the
flexibility of the system, however this flexibility comes at an expense. The high degree
of flexibility in systems learned using imitation learning results in the potential to ac-
quire any sensor subset, requiring a classifier that can operate on any subset of sensors
or a separate classifier for every sensor subset. In the image segmentation example,
we compared the LP tree to DAGGER both with a single classifier operating on all
sensor subsets, with unobserved sensor values set to 0 in the linear classifiers. Despite
only containing 7 sensors, performance suffered greatly, with system error comparable
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to a random policy. Using all 27 classifiers with a separate classifier trained for every
sensor subset improved performance, but caused training and test budgets to vary
greatly. Regardless, our LP outperforms DAGGER despite significantly lower system
complexity (see Fig. 4·8).
4.5.3 Budgeted DAG Performance
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Figure 4·9: Comparison of error vs. average budget trade-off between
LP tree systems and DAG systems on three datasets.
We compare performance of our trained DAG with that of a complete tree trained
using the LP presented in Corollary 4.2.2 with hinge-losses for the landsat, pima, and
letter datasets. To construct the sensor DAG’s, we include all subsets of sensors
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(including the empty set) and connect any two nodes differing by a single sensor,
with the edge directed from the smaller sensor subset to the larger sensor subset. By
including the empty set, no initial sensor needs to be selected by the user. 3rd-order
homogeneous polynomial functions are used for both the classification and system
functions in the LP and DAG.
As seen in Fig. 4·9, the systems learned with a DAG outperform the LP tree
systems. Note that the performance of all systems outperforms the original cascade
and LP tree performances presented in Figs. 4·5 and 4·7 as both the classification
functions and system decision functions are 3rd-order polynomial functions as opposed
to linear functions, providing greater discriminative flexibility. Additionally, the DAG
systems are generally trained faster, as solving the cost sensitive learning problems
independently tends to be faster than jointly learning all systems with the higher-
dimensionality induced by the expanded polynomial basis functions. Note that the
underlying structures between the DAG and LP tree systems differ, as the DAG uses
a structure where all sensor subsets are present and directed edges lead from every
subset to all subsets that include 1 additional sensor (such as in Figure 4.3.1). In
contrast, the LP tree is constructed such that every node has exactly one parent and
at each node in the tree, any unmeasured sensor can be added at the next depth. As
a result, each sensor subset is repeated in the system. For example, the state where
an example has acquired every sensor measurement is repeated 3 times (which are the
children of the sensor subsets missing only a single sensor) in the tree for a 3 sensor
system.
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Chapter 5
Adaptive Privacy
In this chapter, we present preliminary work on a novel extension of the budgeted
learning problem. We consider the case where the budget represents user privacy. Our
goal is to learn while preserving the privacy of users in a training set. In this problem,
we seek to exploit the fact that different tasks (such as movie recommendations) have
different privacy/performance trade-offs. Our goal is to design systems that allocate
privacy to maximize performance subject to a total privacy constraint. We first
present the problem of allocating privacy levels over a set of tasks, where the goal
is to choose privacy levels for each task such that the error is minimized subject to
a total privacy constraint. This problem is then generalized to unseen tasks, with
the goal of predicting a privacy level for new tasks to minimize error subject to an
expected privacy constraint over tasks.
5.1 General Multi-Task Problem
Consider the problem of movie recommendation, which we treat as a binary classifica-
tion problem (whether or not to recommend a movie to a user). Assume for a particu-
lar movie, k, we are given the following training data: Xk ∈ Rd×Nk , the d-dimensional
features for the Nk training users who have rated movie k, Yk ∈ {−1, 1}Nk , a vector of
binary labels (whether or not a user rated a movie highly) for the Nk training users,
and Zk ∈ Rdz , a feature vector representing side information about movie k, such as
the movie genre, cast, and title. The goal is to learn a predictor, fk : Rd → {−1, 1},
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which maps the d-dimensional feature vector of a user to a prediction of whether or
not the user will rate the movie k highly. To evaluate the performance of a predictor,
we have a loss function, L : ({−1, 1} × {−1, 1}) → R, which maps from a predicted
label and true label to a real valued loss. The predictor fk is then chosen to minimize
this loss over the training data:
fk = argmin
f∈F
Nk∑
i=1
L (f (Xk(i)) , Yk(i)) , (5.1)
where Xk(i) are the features in Xk corresponding to user i, Yk(i) is the label in Yk
corresponding to user i, and F is a user-chosen family of functions from which fk will
be selected.
In practice we are given multiple movies such that k = 1, 2, . . . , T , with the goal
of learning functions f1, f2, . . . , fT . In order to do this, we solve the problem:
(f1, . . . , fT ) = argmin
f˜1,...,f˜T∈FT
T∑
k=1
Nk∑
i=1
L (f (Xk(i)) , Yk(i)) . (5.2)
Note that this is equivalent to independently solving the optimization problem in
(5.1) for each movie.
5.2 Differential Privacy
The problem now is to train prediction functions while preserving the privacy of the
user information in the training sets. In order to characterize the amount of privacy
lost by learning the prediction functions, we use the notion of -Differential Privacy (-
DP) [Dwork, 2006]. The output of an algorithm is defined as -Differentially Private
if the following inequality is satisfied for all (Xk, Yk) and (X
′
k, Y
′
k) differing by a single
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element (features and/or label for a single user in our movie example):
Prob (fk|Xk, Yk)
Prob (fk|X ′k, Y ′k)
≤ e, (5.3)
where fk|Xk, Yk and f ′k|X ′k, Y ′k are the classifiers found by minimizing (5.1) on the
datasets Xk, Yk and X
′
k, Y
′
k , respectively. Note that -DP algorithms are generally
randomized algorithms, as in order for the output of the algorithm to be dependent
on the input yet still informative randomization must be introduced (for example a
classification algorithm trained on data would require randomization to be added,
otherwise privacy would only be preserved if the classifier was not dependent on the
data). -DP ensures that the log-likelihood of the algorithm returning a particular
classifier does not change by more than , regardless of the information associated
with a single individual. An important property of differential privacy is sequential
composition [McSherry, 2009], which states that if f1, . . . , fT are 1-DP,. . .,T -DP,
respectively, then the sequence (f1, . . . , fT ) is
(∑T
k=1 k
)
-DP.
One approach to training an -DP learner is to add randomness to the optimization
problem in (5.1), either by adding noise to the data, adding noise to the output
of (5.1), or adding a noise into the argument of the minimization. We define this
randomized algorithm as A : (X × Y × [0,∞))→ DF , which maps from a set of data
(Xk, Yk) ∈ X × Y and a level of privacy  ∈ [0,∞) to a distribution over the family
of functions F .
5.3 Adaptive -Differential Privacy
Our goal is not to train a single classifier while preserving privacy of the dataset,
but instead to train a set of classifiers while preserving privacy over the collection of
datasets. This problem can be further broken into two distinct problems: the privacy
allocation problem and the privacy-preserving policy problem.
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Privacy Allocation Problem
Our goal is to exploit variance in the privacy/performance trade-off to maximize learn-
ing performance while preserving a fixed level of privacy. For example, consider the
movie rating problem, where an extremely popular movie is universally rated highly.
An -DP classifier with a small value of  (high level of privacy) will accurately predict
ratings for this movie as the learning problem is relatively easy (the ranker essentially
outputs a constant recommendation). In contrast, a highly controversial movie may
require a highly complex decision boundary and therefore a large differential privacy
parameter  may be required for high performance, as some users rate it very highly
while others rate it very poorly.
In the privacy allocation problem, we are given a set of tasks and training data
with the goal of assigning privacy levels to each task. We seek to maximize empirical
performance subject to a constraint on the differential privacy across the entire set
of tasks. More precisely, the goal is to learn a strategy such that the sequence of
classifiers f1, . . . , fT is ¯T -DP.
min
1,...,T∈[0,T ¯]
T∑
k=1
Ef∼A(Xk,Yk,k)
[
Nk∑
i=1
L (f (Xk(i)) , Yk(i))
]
, (5.4)
s.t. log
(
Prob (A (X1, Y1, 1) , . . . , A (XT , YT , T ) ∈ S)
Prob (A (X ′1, Y
′
1 , 1) , . . . , A (X
′
T , Y
′
T , T ) ∈ S)
)
≤ ¯, ∀S ⊂ F
for any datasets (X ′1, Y
′
1) , . . . , (X
′
T , Y
′
T ) differing from the original data by a single
individual.
By assuming that the randomized algorithm A(X, Y, ) preserves  differentially
privacy and exploiting the fact that sequential composition holds for differential pri-
vacy, this is equivalent to a strategy that outputs privacy levels 1, . . . , T whose
average value is bounded by ¯.
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(∗1, . . . , 
∗
T ) = argmin
1,...,T∈[0,∞)
T∑
k=1
Ef∼A(Xk,Yk,k)
[
Nk∑
i=1
L (f (Xk(i)) , Yk(i))
]
, (5.5)
s.t.
T∑
k=1
k ≤ T ¯
where Nk is the number of users that rate task k.
One natural privacy preserving strategy over multiple tasks is to set a fixed privacy
level ¯ for all tasks. Although this strategy is a feasible solution to the minimization in
(5.5), this solution is generally not optimal. Our goal is to choose the values 1, . . . , T
that minimize the loss. Although the -differential privacy of the users is preserved
due to the sequential composition property, this approach is overly pessimistic, as
the formulation in (5.5) preserves worst case privacy, where it is assumed that every
individual is included in every task when in practice, most individuals in the training
sets appear in only a few tasks.
We further refine the constraint in Equation (5.5) to account for the fact that
individuals in the training set do not necessarily appear in every training task. The
constraint in Equation (5.5) assumes at least one individual has been involved in every
task as differential privacy is additive, and therefore requiring the global differential
privacy to be less than a constant implies that at least one user has appeared in every
training set. For example, consider the case where the training sets for each task have
no overlap and a policy of differential privacy T ¯ is applied. In this case, each task
does not leak information about users in other tasks and the differential privacy of
the system is T ¯. Although this system is T ¯-DP, the constraint in (5.5) is clearly
violated.
In practice, especially with a large number of tasks, users generally review only
a small number of movies, making this constraint unnecessarily pessimistic. Rather
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than simply constraining the differential privacy across tasks, we instead constrain
the differential privacy across tasks and individuals. This equates to constraining the
differential privacy across tasks by the maximum information leaked across tasks for
any individual.
We first define the matrix of individual participation in tasks S ∈ {0, 1}T×N , where
N is the total number of unique individuals in the training sets (X1, Y1) , . . . , (XT , YT )
and S(k, i) is 1 if individual i is in task k and 0 otherwise.
(∗1, . . . , 
∗
T ) = argmin
1,...,T∈[0,∞)
T∑
k=1
Ef∼A(Xk,Yk,k)
[
Nk∑
i=1
L (f (Xk(i)) , Yk(i))
]
. (5.6)
s.t.
T∑
k=1
S(k, p)k ≤ T ¯,∀p ∈ {1, . . . , N}
Note that the constraints in (5.6) is equivalent to a single constraint on the maximum
privacy revealed for any individual, that is for any individual, the differential privacy
as defined in (5.3) is bounded by T ¯. In the extreme case where every individual
appears in only one training set (
∑T
k=1 S(k, p) = 1∀p), the privacy level for each task
is T ¯, as information about any individual is only revealed through a single task.
Conversely, in the event that an individual occurs in all training sets, the problem in
(5.6) is equivalent to (5.5)
Although the functions are differentially private, the choice of privacy levels po-
tentially leaks private information of the users in the training set. In order to preserve
that no information is leaked by selecting the privacy levels, we discretize the privacy
levels to the set of L levels c1, . . . , cL and randomize the algorithm by introducing
noise to the objective:
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(∗1, . . . , 
∗
T ) = argmin
1,...,T∈{c1,...,cL}
T∑
k=1
[
Ef∼A(Xk,Yk,k)
[
Nk∑
i=1
L (f (Xk(i)) , Yk(i))
]
+ Lap
(
δL
′
)]
. (5.7)
s.t.
T∑
k=1
S(k, p)k ≤ T ¯,∀p ∈ {1, . . . , N}
where δL is the maximum change induced in Ef∼A(Xk,Yk,k)
[∑Nk
i=1 L (f (Xk(i)) , Yk(i))
]
by replacing any individual with arbitrary feature values and Lap(p) is a random
number drawn from a distribution with a mass at x proportional to e
−|x|
p . Note
that the noise added to the objective in (5.7) is used to obscure the performance of
the classifiers at different privacy levels from an adversary. For this algorithm, the
following privacy statement can be made:
Theorem 5.3.1. The output of (5.7) is (TL′ + T ¯)-differentially private.
This result follows directly from [Dwork et al., 2006]. The major problem to be
studied is the sensitivity δL for different private learning algorithms and choosing
the privacy level ′. Although this setup allows for private choice of privacy levels,
in many real world applications, the goal is to choose private levels in a streaming
fashion. In the next section we study this problem.
5.4 Privacy Level Policy Problem
We often are presented with tasks in a streaming fashion and must choose privacy
levels in a timely fashion. For example, in a movie recommendation system new
movies are continually being produced. The system must output recommendations for
movies as they enter the system, and once a privacy level is chosen for a given movie,
information about individuals in the training set has been revealed and therefore
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privacy cannot be subsequently increased. To handle this case, we introduce the
privacy level policy problem.
The privacy level policy problem seeks to generalize the privacy allocation problem
to choose differential privacy levels in a streaming fashion as new tasks arrive. To
accomplish this generalization, we learn a policy pi from the family of functions Π
which maps from a set of task features Z (such as movie genre, cast, production
year, etc.) to a differential privacy level . This can be viewed as equivalent to the
privacy allocation problem, however instead of explicitly choosing the privacy levels
1, . . . , T , we instead generalize to a function (policy) pi:
pi∗ = argmin
pi∈Π
T∑
k=1
Ef∼A(Xk,Yk,pi(Zk))
[
Nk∑
i=1
L (f (Xk(i)) , Yk(i))
]
. (5.8)
s.t.
T∑
k=1
pi(Zk) ≤ T ¯
As in the privacy allocation problem, the distribution of -differentially private func-
tions A can be difficult to approximate, however can be efficiently sampled. Therefore,
the policy is optimized over the empirical mean of performance:
pi∗ = argmin
pi∈Π
T∑
k=1
J∑
j=1
Nk∑
i=1
L
(
f
pi(Zk)
kj (Xk(i)) , Yk(i)
)
, (5.9)
s.t.
T∑
k=1
pi(Zk) ≤ T ¯
where j ∈ {1, . . . , J} represent the J random realizations of the differentially private
algorithm.
Unfortunately, this presents an extremely difficult optimization problem. The
dependence of the loss L on the policy pi is extremely complex and it is unclear how
to construct a new objective function that both upper-bounds the original objective
function and is efficiently optimized. Rather than attempt to learn a policy which
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maps to a real-valued privacy level, we instead discretize the space of privacy values:
pi∗d = argmin
pid∈Πd
M∑
l=1
1pid(Zk)=l
(
T∑
k=1
J∑
j=1
Nk∑
i=1
L
(
f lkj (Xk(i)) , Yk(i)
))
, (5.10)
s.t.
M∑
l=1
T∑
k=1
l1pid(Zk)=l ≤ T ¯
where Πd is a family of functions that map from task information Z to a discrete
value {1, . . . ,M} and 1, . . . , M are a fixed set of differential privacy levels in the
range [0, T ¯]. Although it initially appears unclear how to optimize pid, this problem
can be mapped to a well-studied problem:
Theorem 5.4.1. For a convex indicator surrogate φ(y, z) ≥ 1y=z, learning an upper-
bound on the policy in (5.10) created by replacing indicators with the surrogate φ(·, ·) in
the objective and constraint is equivalent to solving the cost-sensitive learning problem
over the training examples
min
pid∈Πd
M∑
l=1
T∑
k=1
W (l, k)φ(pi(Zk), l), (5.11)
where the weights are defined W (l, k) =
∑T
k=1
∑J
j=1
∑Nk
i=1 L
(
f lkj (Xk(i)) , Yk(i)
)
+ αl
for some value α that corresponds to the constraint in (5.10).
This theorem follows directly from moving the constraint in (5.10) into the ob-
jective using a Lagrange multiplier and combining the two resulting summations in
the objective into a single summation. This problem is equivalent to a standard cost
sensitive learning problem, however the policy acts on the space of tasks as opposed
to the more common case of a function operating on the space of users.
As in the privacy allocation problem, the privacy constraint in (5.10) ensures
that individual privacy is protected without regard to the fact that individuals do
not appear in every training set (for example, in the movie rating problem it is
unlikely that an individual in the training set has rated every single movie). In many
applications where individuals have rated only a few movies, the constraint in (5.10)
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is excessive, and as such, we change the constraint to represent the privacy revealed
over users:
pi∗d = argmin
pid∈Πd
M∑
l=1
1pid(Zk)=l
(
T∑
k=1
J∑
j=1
Nk∑
i=1
L
(
f lkj (Xk(i)) , Yk(i)
))
. (5.12)
s.t.
M∑
l=1
T∑
k=1
S(k, p)l1pid(Zk)=l ≤ T ¯, ∀p ∈ {1, . . . , N}
By expanding the constraint to be over both tasks and users, the policy learned in
(5.12) leverages the fact that lower levels of privacy are needed over tasks if users
appear infrequently in training sets.
5.5 Jester Collaborative Filtering Dataset
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Figure 5·1: Jester Results: Comparison of privacy vs test error per-
formance of the adaptive privacy policy and a uniform privacy level
policy.
The Jester Collaborative Filtering Dataset contains ratings for 100 different jokes
by 73,421 users, with each user having provided a continuous rating in the range
[−10, 10] for between 15 and 100 of the jokes. We consider the problem of predicting
if a user will rate a new joke as positive or negative (with a rating of 0 considered
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positive) based on whether they rate other jokes as positive or negative. We discretize
the space of differential privacy levels into 5 levels ranging from  = .04 to  = .2. From
the set of jokes, a training set of 70 jokes is randomly selected, with the remainder
of the jokes used for testing. Similarly, we randomly partition the users into training
and test users. For each level of differential privacy and joke in the training set, a
privacy preserving logistic regression function is trained over training users who rated
the joke, with the other joke labels (−1 for negative rating, 1 for positive rating, and
0 for unrated) used as features. From the output of these classifiers, the weights in
Thm. 5.4.1 can be defined for different values of α, with the loss defined as the mean
error rate over the training users. In order to train a policy operating on the space of
tasks, we use as a kernel the negative exponential of the disagreement fraction (over
the users who have rated the jokes):
K(yi, yj) = exp
(
−
∑N
n=1 1yi(n)6=yj(n)1yi(n)6=01yj(n) 6=0∑N
n=1 1yi(n)6=01yj(n)6=0
)
.
For each value of α, the cost sensitive learning problem defined in Thm. 5.4.1 is
constructed, with the policy trained using a filter tree with logistic regression functions
at each split in the tree. To evaluate performance of this system, the kernel above
kernel is constructed between training and test jokes on the training users, with
privacy levels found for each joke and classification functions trained on the training
users using the privacy levels. Finally, performance on these test jokes is measures
by computing the error of these classification functions on unseen test users, with the
experiment repeated 20 times. The results shown in Fig. 5·1 with the performance of
a uniform privacy level system. The adaptive policy system clearly outperforms the
uniform system, in particular for small privacy levels.
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Chapter 6
Conclusions
We present three main approaches to the problem of local learning: local learning
on independent non-linear manifolds, local learning by space partitioning, and local
learning to reduce test-time costs.
In the structured similarity section, we present a structured similarity metric
that separates independent, non-linear manifolds into orthogonal spaces. Learning
linear functions on this transform is equivalent to learning different functions on the
partitioned manifolds. We show that incorporating structure in many commonly used
machine learning algorithms improves performance.
Our work in local learning presents two efficient approaches to learning local linear
classifiers. First, we present an alternating optimization scheme that reduces learning
each decision function to weighted classification problems. Following this, we derive
a novel transformation that yields a convex upper-bounding surrogate, allowing for
efficient and repeatable training of local linear classifiers. Both of these algorithms
show state of the art performance compared to significantly more complex decision
functions.
The sequential learning framework employed in local linear classification is ex-
tended to the problem of learning sequential decision functions to reduce test-time
costs. A novel linear programming formulation is constructed to learn the partition-
ing functions in budgeted systems for both cascades and trees, with the resulting
systems demonstrating improved performance compared to existing approaches. A
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simple graph reduction algorithm is presented for small sensor systems, that is few
subsets of sensors are available for the system to choose from. For these systems, this
simple algorithm yields further performance improvement compared to the LP sys-
tems. Finally, we present preliminary work extending test time budgets to adaptive
privacy.
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Appendix A
Proofs and Additional Detail
A.1 Proof of Lemma 3.2.2
The global loss surrogate is given by:
Rˆ(g, f0, f1) =
1
n
n∑
i=1
φ (g(xi))φ (yif0(xi)) +
1
n
n∑
i=1
φ (−g(xi))φ (yif1(xi)) . (A.1)
The data can be viewed as training data of twice the size. Each point is represented
twice,once with label 1 and weight are φ (yif0(xi)) and once with label −1 with weight
φ (yif1(xi)).
Note that if the loss of both f0 and f1 is the same for both classifiers, the point
does not effect the learning of the partitioning classifier. Otherwise, even if both f0
and f1 produce the same sign for the output, the partitioning classifier will attempt
to place the observation in the region with the largest positive margin.
A.2 Proof of Theorem 3.2.4
The local linear classifier, F , is composed of the rejection classifiers, g1, g2, . . . , gr−1,
and the region classifiers, f1, f2, . . . , fr. As the output F can be expressed as a boolean
function of 2r − 1 linear functions, each with a VC-dimension of d+ 1, from Lemma
2 of [Sontag, 1998], the VC-dimension of the local linear classifier can be bounded:
V C (F ) ≤ 2(2r − 1) log(e(2r − 1))(d+ 1). (A.2)
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A.3 Proof of Theorem 3.2.5
Consider the 4 clusters of points, C1, C2, C3, and C4, located at (1, 0), (0, 1), (−1, 0),
and (0,−1), each with an identical number of points (|C1| = |C2| = |C3| = |C4|).
For the XOR, without loss of generality, let the points in cluster C1 and C3 have a
label of −1, and the points in the other cluster have a label of 1. Consider the initial
random sampling of the reject region, ri, and define the rejected set in each cluster
as R1, R2, R3, and R4, where |Rj| =
∑
i∈Cj 1ri=1. Suppose we sample equally from
each label, ssuch that |R1|+ |R3| = |R2|+ |R4|. Then with high probability one of the
two clusters for each label will have more points. Without loss of generality, assume
C3 has a larger rejected set than the other clusters, i.e. |R3| > |R1|, |R3| > |R2|, and
|R3| > |R4|, and therefore C1 has a smaller rejected set than all other clusters. The
class prior probabilities can be expressed:
pi−1 = pi1 =
1
2
.
The mean of the points labeled −1 that are not rejected can be expressed:
[µ−1, 0] =
[ |R3| − |R1|
|C1|+ |C3| − |R1| − |R3| , 0
]T
.
Given that more points are rejected from cluster C3, µ−1 > 0. Similarly, the mean of
the points labeled 1 that are reject can be written:
[0, µ1] =
[
0,
|R4| − |R2|
|C2|+ |C4| − |R2| − |R4|
]T
.
Given that |R3| > |R2|, |R3| > |R1|, |R1| < |R2|, and |R1| < |R4|, µ−1 > |µ1|.
Additionally, the covariance can be expressed:
Σ =
[
1−µ2−1
2
0
0
1−µ21
2
]
.
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Points in cluster C3 have linear discriminant functions:
δ−1 =
µ−1
(µ−1 − 1) ,
and
δ1 =
µ21
(µ21 − 1)
.
C3 will be classified incorrectly if the following inequality holds:
δ−1 < δ1.
This inequality can be rewritten:
µ−1
µ−1 − 1 <
µ21
µ21 − 1
µ−1
(
µ21 − 1
)
< µ21 (µ−1 − 1)
µ21 < µ−1,
As −1 ≤ µ1 ≤ 1, 0 < µ−1 < 1, and µ−1 > |µ1|, the above inequality must hold,
and therefore the points in cluster C3 will be classified incorrectly. Similarly, for the
points in C1, the discriminant functions can be expressed:
δ−1 =
µ−1
(1 + µ−1)
,
and
δ1 =
−µ21
(1− µ21)
.
C1 will be classified correctly if:
δ−1 > δ1.
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This is equivalent to:
µ−1
(1 + µ−1)
>
−µ21
(1− µ21)
,
which must hold, as −1 ≤ µ1 ≤ 1 and 0 < µ−1 < 1.
For the rejected points, the points in C1 will be classified incorrectly and the
points in C3 will be classified correctly by f1. Therefore, C1 and C3 will have different
rejection labels and will be partitioned into region 0 and 1, respectively. Given these
clusters are in separate regions, the data in each region is linearly separable regardless
of the partitioning of C2 and C4 and will be classified correctly.
Therefore if we reject data points equally with respect to labels, local linear clas-
sification using LDA will only fail to converge to the correct answer if |R1| = |R2| =
|R3| = |R4|.
A.4 Proof of Proposition 3.3.5
As previously shown in [Lee et al., 2004], the tightest convex surrogate for the indi-
cator function is the hinge loss in the sense that any convex upper-bounding function
of the indicator can be lower bounded by a scaled hinge loss. Given that taking sums
and maxima preserves tightness of convexity, replacing the indicators in the function:
max
[
1a≥0 + 1b≤0,1c≤0 + 1d≤0
]
− 1
with hinge losses produces the tightest convex surrogate in the previously described
sense.
A.5 Proof of Theorem 3.3.7
The L3M is composed of the partitioning classifier, G, and the local classifiers,
f1, f2, . . . , fr. The maximum margin rejection classifier G can be viewed as a boolean
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function of (r−1)
2
2
linear functions, and each of the local classifiers is a linear function.
Therefore, the output of the L3M can be viewed as a boolean function of (r−1)
2
2
+ r
functions, each with a VC-dimension of d+ 1, where d is the observation dimension.
From Lemma 2 of [19], the VC-dimension of the L3M can be bounded:
V C (F ) ≤ 2((r − 1)
2
2
+ r) log(e(
(r − 1)2
2
+ r))(d+ 1). (A.3)
A.6 Additional Detail of Proof of Theorem 4.7
The empirical risk, as shown in the Proof of Theorem 4.7, can be expressed:
R(f 1, . . . , fK , x, y) =
1 + α
K∑
k=1
ck −
K∑
k=1
pik +
K∑
k=1
pik max
(
1gk(xk)>0,1g1(x1)≤0, . . . ,1gk−1(xk−1)≤0
)
.
We focus solely on the maximization term, which can be equivalently expressed by
introducing new variables λ11, . . . , λ
K
K :
K∑
k=1
pik max
λ1k,...,λ
k
k∈[0,1]
(
λkk1gk(xk)>0 +
k−1∑
j=1
λjk1gj(xj)≤0
)
where the variables λ11, . . . , λ
K
K are constrained
∑k
j=1 λ
j
k = 1. Consider the first j such
that gj(xj) ≤ 0. For all k > j, one optimal solution for the indicators is λjk = 1,
as the indicator 1gj(xj)≤0 = 1. Additionally, for all k < j, the solution λkk = 1 is a
valid solution. Restricting the solutions of λ11, . . . , λ
K
K to this form forces the solution
to lie on a hyperplane. We can enforce this constraint, which allows the variables
λ11, . . . , λ
K
K to be eliminated and the maximization to be expressed:
max
k∈{1,...,K}
((
K∑
j=k+1
pik
)
1gk(xk)>0 +
k−1∑
j=1
pij1gj(xj)≤0
)
.
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Substituting into
R(f 1, . . . , fK , x, y) =
1 + α
K∑
k=1
ck −
K∑
k=1
pik +
K∑
k=1
pik max
(
1gk(xk)>0,1g1(x1)≤0, . . . ,1gk−1(xk−1)≤0
)
produces the empirical risk as shown in (6).
A.7 Additional Details on Proposition 4.1.2
The linear program in (4.9) introduces new variables to replace the maximization
functions in the reformulated empirical risk and the hinge losses. In particular, the
variable γi replaces the maximization maxk∈{1,...,K} . . ., the variables βki captures the
hinge-loss maximization max(1−gk(xki ), 0) ≥ 1gk(xki )≤0, and the variables κki captures
the hinge-loss maximization max(1+gk(xki ), 0) ≥ 1gk(xki )≥0. Introducing the variables
γi, β
k
i , κ
k
i allow the maximizations to be replaced with constraints. Additionally, we
drop the constant terms in the optimization as these do not affect the functions
g1, . . . , gK found by solving the optimization.
A.8 Proof of Theorem 4.2.1
The product of indicators can be expressed as a minimization over the indicators,
allowing the empirical loss to be expressed:
R (g1, g21, g22, xi, yi) =
(
1 +
K∑
k=1
ck
− pii1 min
(
1g1(xi)≤0,1g21(xi)≤0
)− pii2 min (1g1(xi)≤0,1g21(xi)>0)
− pii3 min
(
1g1(xi)>0,1g22(xi)≤0
)− pii4 min (1g1(xi)>0,1g22(xi)>0)
)
.
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By swapping the inequalities in the arguments of the indicator functions, the mini-
mization functions can be converted to maximization functions:
R (g1, g21, g22, xi, yi) =
(
1 +
K∑
k=1
ck
+ pii1 max
(
1g1(xi)>0,1g21(xi)>0
)− pii1 + pii2 max (1g1(xi)>0,1g21(xi)≤0)− pii2
+ pii3 max
(
1g1(xi)≤0,1g22(xi)>0
)− pii3 + pii4 max (1g1(xi)≤0,1g22(xi)≤0)− pii4
)
.
Note that due to the dependence of the indicators, there will always be 3 maximization
terms equal to 1 and 1 maximization term equal to zero. As a result, the sum of
maximizations can be expressed as a maximization over the 4 possible combinations,
yielding the expression:
R (g1, g21, g22, xi, yi) =
(
1 +
K∑
k=1
ck − pii1 − pii2 − pii3 − pii4
max
(
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
21g21(xi)≤0, (pi
i
3 + pi
i
4)1g1(xi)≤0 + pi
i
11g21(xi)>0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
41g21(xi)≤0, (pi
i
1 + pi
i
2)1g1(xi)>0 + pi
i
31g21(xi)>0
))
.
A.9 Proof of Corollary 4.2.2
The product of indicators over an arbitrary binary tree is given by:
R(g,xi, yi) =
K∑
k=1
risk of leaf k︷ ︸︸ ︷
Rk(fk,xi, yi)
K−1∏
j=1
[1gj(xi)>0]
Pk,j [1gj(xi)≤0]
Nk,j .︸ ︷︷ ︸
state of Gk(·) = xi in a tree
Converting the product into a minimization over indicators, the function can be
rewritten:
R(g,xi, yi) =
K∑
k=1
(
Rmax − piik
)
min
j∈{1,...,K−1}
(
[1gj(xi)>0]
Pk,j , [1gj(xi)≤0]
Nk,j
)
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and using the identity 1A = 1− 1A¯, this can be converted to the maximization:
R(g,xi, yi) = Rmax −
K∑
k=1
piik +
K∑
k=1
piik max
j∈{1,...,K−1}
(
[1gj(xi)≤0]
Pk,j , [1gj(xi)>0]
Nk,j
)
.
As in the 2-region case, the dependence of the indicators always results in K − 1
maximization terms equal to 1 and 1 maximization term equal to 0. By examination,
the sum of maximization functions can be expressed as a single maximization over
the paths of the leaves, resulting in a loss shown in (12).
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