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We consider interpolating sequences for holomorphic Besov spaces,
introduced by the M .obius invariant semi-norm
jjf jjpBp ¼
Z
U
ðjf 0ðzÞjð1 jzj2ÞÞpð1 jzj2Þ2:
These are the sequences fzng for which the map f/
f ðznÞ
an
transforms Bp
onto and into lp, where an is the norm of the point-evaluation functional
at zn. These sequences can be seen to be exactly those for which we have free
interpolation for Bp. This means that whenever fwng satisﬁes jwnj4jf ðznÞj
for some f in Bp, we can ﬁnd g in Bp with gðznÞ ¼ wn.
The multipliers of Bp are those j for which j 	 f is in Bp whenever f is in
Bp. The corresponding notion of interpolating sequences for such functions
is that the map f/ f ðznÞ should transform the multipliers of Bp onto l1.
The problem of characterising the interpolating sequences for multipliers
of B2 was posed in [2], which also contained an existence result. This was
taken up in [7], where a complete description was given. It was also proved
in [7] that for p ¼ 2 these two notions of interpolation coincide in that they
are described by the same sequences.
The purpose of the present paper is to give a similar characterisation for
Bp, where 15p51. In [7] Hilbert space techniques are used extensively. In
particular, the interpolating functions are not constructed, but only shown
to exist. The main point in our approach is the use of a reproducing-type
formula which allows us to construct an interpolating analytic function. The
current proof is also, in our opinion, simpler for the case p ¼ 2 than the one319
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BJARTE BO¨E320in [7]. We also construct bounded linear extension operators for these
interpolation problems, that is, inverses to the restriction maps.
As for bounded analytic functions (see [3]), the characterisation of the
interpolating sequences involves a separation condition that tells how close
two points in the sequence can be. This is expressed in the hyperbolic metric
bðz;wÞ ¼
1
2
log
1þ rðz;wÞ
1 rðz;wÞ
;
where r is the pseudohyperbolic distance
rðz;wÞ ¼ jfzðwÞj ¼ j
z w
1 %zw
j:
Analogously as for Hp, we deﬁne the Carleson measures for Bp by requiring
that the inclusion into Lp is continuous, that is,Z
U
jf ðzÞjp dmðzÞ4C 	 jjf jjpBp :
The role of these measures in the characterisation of interpolating sequences
is similar to the Hp situation.
It will be convenient for us to identify a multiplier j with the operator
given by Mjðf Þ ¼ j 	 f . By using the operator norm as the multiplier norm,
we introduce the Banach space MBp of multipliers.
Throughout we make the convention f ð0Þ ¼ 0, so that jj 	 jjBp is a norm.
We will make extensive use of the pairing
hf ; gi ¼
Z
U
f 0g0;
where integration is against Lebesgue measure normalised to have mass 1.
When otherwise is not stated, integration will be against this measure. The
pairing above gives a duality B*p ¼ Bq; 1p þ
1
q ¼ 1. Here, we must remark that
the Bq norm is equivalent to the functional norm (see [18, 5.3.7] for this).
There are also reproducing kernels kw in the sense
f ðwÞ ¼ hf ; kwi;
which by a simple computation (see e.g. [7]) can be seen to be given explicitly
by kwðzÞ ¼ log 11 %wz.
We can now state our main theorem.
Theorem 1.1. The following conditions are equivalent:
The map f/ ff ðznÞg from MBp is bounded and onto l
1; ð1Þ
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bnkzn
  
Bq
4C 	
X
ankzn
  
Bq
whenever jbnj4janj; ð2Þ
X
an
kzn
jjkzn jjBq




Bq
 jjanjjlq ; ð3Þ
The map f/
f ðznÞ
jjkzn jjBq
( )
from Bp is bounded and onto lp; ð4Þ
bðzn; zmÞ5C 	 bðzn; 0Þ and
X
jjkzn jj
p
Bq dzn is a Carleson measure for Bp: ð5Þ
We point out that in the case p ¼ 2, Theorem 1.1 is proved in [7].
Condition (2) states that the reproducing kernels corresponding to {zn} are
an unconditional basic sequence in the dual space. A similar formulation
holds for interpolation in Hp spaces (see [9, p. 188]). We should also
mention that a general discussion of unconditional bases, together with a
number of conditions equivalent to (2), can be found in [13, 17.1]. The
interpolations in (1) and (4) can be done linearly, as stated in the next two
theorems.
Theorem 1.2. Suppose (5) holds, then we can find hzn satisfying
hznðzmÞ ¼ dn;m and
The map fwng/
X
n
wnhzn is bounded from l
1 to MBp :
Theorem 1.3. Suppose (5) holds, then we can find hzn satisfying
hznðzmÞ ¼ dn;m and
The map
wn
jjkzn jjBq
( )
/
X
n
wnhzn is bounded from l
p to Bp:
The proofs of these theorems give explicit constructions of such functions.
The spaces we denote by Bp are part of a larger scale of Besov spaces, where
they are denoted by B1=ppp . The analogous interpolation problems for the
BJARTE BO¨E322Besov spaces Bspp with sp51 have been considered in [4, 17]. However, in
these cases, the methods used are adaptations of those developed for Hp and
for bounded analytic functions. For Bp these techniques do not readily
apply, mainly because there are no Blaschke products in these spaces. In this
connection we should also mention the papers [8, 12] where similar
interpolation problems for other function spaces are considered. Finally,
we remark that the recent preprint [10] contains alternative characterisations
of Carleson measures for Bp as well as some partial results in the direction of
Theorem 1.1.
2. PRELIMINARIES ON BESOV SPACES AND
THE MULTIPLIER SPACES
In the description of Carleson measures, we will use the capacity
associated with the function space. To deﬁne this, we need the space Brp of
boundary values of the real parts of functions in Bp. It is normed by
jjgjjBrp ¼ jjgjjLpðT Þ þ
Z 2p
0
Z 2p
0
jgðeiðyþtÞÞ  gðeiyÞjp
t2
dy dt
 1=p
:
The capacity is deﬁned for K  T by
CpðKÞ ¼ inf jjgjj
p
Brp
;
where inﬁmum is taken over those g with g51 on K.
The Carleson measures are characterised explicitly by the following
capacitary condition:
m
[
i
SðIiÞ
 !
4C 	 Cp
[
i
Ii
 !
; ð6Þ
where Ii is a collection of disjoint intervals and SðIiÞ are associated Carleson
boxes deﬁned by SðIÞ ¼ fz: zjzj 2 I ; 1 jI j4jzj41g. We will also need the
observation that the p0th root of the best constant in (6) is comparable to
the Carleson norm, by which we mean the norm of the imbedding operator.
References for this material are [6, 16].
Another useful fact is that the Cp capacity of an interval is comparable
to logð 1jI jÞ
ðp1Þ, where jI j is the length of the interval. This can be found
e.g. in [6].
The connection between Carleson measures and multipliers is the
following.
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Carleson measure for Bp and f is bounded. Further, the multiplier norm is
bounded by the Carleson norm plus the H1  norm:
A proof of this is in [16]. Capacity has a property similar to that of a
doubling measure. This is surely not unexpected, and we now give a simple
proof.
Lemma 2.1. Suppose Ii is a collection of disjoint intervals, then we have
Cp
[
i
2Ii
 !
4C 	 Cp
[
i
Ii
 !
:
Proof. Choose g in Brp so that g51 on
S
i Ii. Then Mg5
1
4
on
S
i 2Ii where
M is the maximal operator. The statement follows by the boundedness of the
maximal operator on Brp (see e.g. [16, p. 153] for an argument). ]
We now state a computational lemma.
Lemma 2.2. The integral
Z
U
ð1 jzjÞt
j1 %zz j2þtþc
; t > 1
is comparable to ð1 jzjÞc when c > 0 and to log 1
1jzj
 
when c ¼ 0.
A proof is in e.g. [18, 4.2.2]. Using this lemma, we can be more explicit
about the norms of the reproducing kernels that appear in (5), that is,
jjkwjj
q
Bq 
Z
U
ð1 jzjÞq2
j1 %wzjq
 log
1
1 jwj
 
 bðw; 0Þ: ð7Þ
The separation condition in (5) is connected to the regularity of functions
in Bp inside the disk. This is described by a H .older-type estimate in the
hyperbolic metric.
Lemma 2.3. For f 2 Bp, 1p þ
1
q ¼ 1, we have the estimate
jf ðzÞ  f ðwÞj4Cp 	 jjf jjBp 	 bðz;wÞ
1=q:
For proof, see [19, Theorem D], or note that it follows from the case
w ¼ 0 by the M .obius invariance of both the hyperbolic metric and the Bp
semi-norm, and that this special case is contained in estimate (7) of the
reproducing kernel.
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the following reproducing formula for analytic functions (see e.g. [16,
p. 162]):
f ðzÞ ¼ f ð0Þ þ Cs
Z
U
f 0ðzÞð1 jzj2Þs
%zð1 %zzÞ1þs
: ð8Þ
More precisely, we will construct analytic functions of the form
f ðzÞ ¼
Z
U
gðzÞð1 jzjÞs
ð1 %zzÞ1þs
; ð9Þ
where g is non-analytic. We will need a characterisation of multipliers suited
to this representation. Observe that for functions f given by (9), we have
f 0 ¼ Cs 	 TsðgÞ, where Ts is the operator given by
TsðgÞ ¼
Z %zgðzÞð1 jzjÞs
ð1 %zzÞ2þs
:
The following lemma will give us what we need.
Lemma 2.4. Suppose jgjpð1 jzjÞp2 is a Carleson measure for Bp, then
for s > 1p, jTsgj
pð1 jzjÞp2 is also a Carleson measure of norm bounded by
that for jgjpð1 jzjÞp2 plus jjgðzÞð1 jzjÞjjL1 .
Proof. First, we remark that Ts is bounded on Lpðð1 jzjÞ
p2Þ whenever
s > 1p (see [20]). Now choose any h in Bp. Since h 	 g has L
pðð1 jzjÞp2Þ
norm bounded by C 	 jjhjjBp , where C is the Carleson norm of jgj
pð1 jzjÞp2,
we only need an estimate on hTsg TsðhgÞ. Pointwise, we have
hðzÞTsgðzÞ  TsðhgÞðzÞ ¼
Z
%zgðzÞ
hðzÞ  hðzÞ
ð1 %zzÞ2þs
ð1 jzjÞs:
We choose q so that 1qþ
1
p ¼ 1. H .older’s inequality then gives that the above
is bounded by
jjgðzÞð1 jzjÞjjL1 	
Z
jhðzÞ  hðzÞjp
j1 %zz j4
 1=p
	
Z
ð1 jzjÞðs1Þ	q
j1 %zz jð2þs4=pÞ	q
 !1=q
:
By choosing s large enough for the last factor to be ﬁnite (s > 1p), we see from
Lemma 2.2 that it is comparable to ð1 jzjÞð2pÞ=p. The Lpðð1 jzjÞp2Þ-norm
of hTsg TsðhgÞ is hence bounded by
jjgðzÞð1 jzjÞjjL1 	
Z
jhðzÞ  hðzÞjp
j1 %zz j4
dAðzÞ dAðzÞ
 1=p
:
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Bp in [18, 5.3.4]. This gives the desired estimate. ]
Some remarks on this lemma and its proof seem to be in order.
(i) The main point in the calculation above is clearly that hTsg Ts
ðhgÞ is essentially insigniﬁcant compared to TsðhgÞ.
(ii) It would be tempting to prove this lemma using the capacitary
description of Carleson measures, but this condition seems difﬁcult to check
since it involves collections of intervals.
3. PROOF OF THE NECESSITY OF CONDITION (5)
(1) implies (2): We choose j so that jðznÞan ¼ bn. As in [7], a reproducing
kernel is an eigenvector of the adjoint of the multiplication operator. More
precisely, M *j ðkzn Þ ¼ jðznÞkzn holds. This givesX
bnkzn
  
Bq
¼ M *j
X
ankzn
   
Bq
4 jjMjjj 	
X
ankzn
  
Bq
4C 	 jj ðznÞjjl1 	
X
ankzn
  
Bq
;
where the last inequality follows from the open mapping theorem.
(2) implies (3): Our proof will be based on a rather curious lemma. We will
formulate it in some generality, since we believe it could be of independent
interest.
Lemma 3.1. Suppose fn is an unconditional basic sequence in LpðdmÞ of
positive functions. Then it holds
jj jjanfnjjl1 jjLp4C 	 jj jjanfnjjl1jjLp :
Proof. We will make use of the Rademacher functions rn and the
Khintchine inequality stating that for functions in the linear span of rn, all
Lp norms are comparable (see e.g. [14, IV, 5.2]). This inequality will reduce
an Lp norm to an L2 norm, allowing us to use the orthogonality of the
Rademacher functions. The calculation is as follows:
X
anfn
  p
Lp
4C 	
Z 1
0
X
rnðtÞanfn
  p
Lp
dt
¼C 	
Z Z 1
0
X
rnðtÞanfn
 p dt dm4C 	 Z jjanfnjjpl2 dm:
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jjanfnjj
2
l24jjanfnjjl1 	 jjanfnjjl1 ;
an application of Schwarz inequality gives
Z
jjanfnjj
p
l2 dm4
Z
jjanfnjj
p
l1 dm
 1=2
	
Z
jjanfnjj
p
l1 dm
 1=2
:
Since fn are positive and form an unconditional basic sequence, we have
X
anfn
  
Lp

X
janjfn
  
Lp
¼ jj jjanfnjjl1 jjLp ;
so we get
jj jjanfnjjl1 jjLp4C 	 jj jjanfnjjl1jjLp : ]
Observe that Lemma 3.1 implies
jj jjanfnjjl1 jjLp  jj jjanfnjjlp jjLp ¼ jjanjjfnjjLp jjlp : ð10Þ
We now want to apply this consequence in our situation. We will work
with Re 1
1znz
¼ Re1
%zn
k0zn since these functions are positive. Observe that for an
real, since j 1
%zn
j4C, we have from (2) that
X
ank0zn
  
Lqðð1jzjÞq2Þ

X
anRe
1
1 znz




Lqðð1jzjÞq2Þ
: ð11Þ
Here we also used the boundedness of the Hilbert transform. So from this
and (2) we get that Re 1
1znz
is an unconditional basic sequence. Applying
(10) to Re 1
1znz
and also using (11) we get (3).
In conclusion, we should point out that a simpler proof is available in the
Hilbert case p ¼ 2. We then have
X
an
kzn
jjkzn jjB2




2
B2

Z 1
0
X
rnðtÞan
kzn
jjkzn jjB2




2
B2
dt ¼ jjanjj2l2 :
In particular, we do not need Lemma 3.1. Also, a different simple proof for
p ¼ 2 can be found in [7].
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f ;
kzn
jjkzn jjBq
* +



lp
¼ sup
jjan jjlq¼1
f ;
X
an
kzn
jjkzn jjBq
* +

4 sup
jjan jjlq¼1
jjf jjBp 	
X
an
kzn
jjkzn jjBq




Bq
4C 	 jjf jjBp :
To obtain that the map is onto, we apply the Banach theorem (see e.g. [11,
4.13]). Since the adjoint operator sends fang to
P
an
kzn
jjkzn jjBq
, the required
inequality is just one direction in relation (3). Note that here we use the
equivalence of the Bq norm and the norm considered as an element in the
dual of Bp.
(4) implies (5): The Carleson measure condition is simply a reformulation
of the boundedness of the map. To get the separation condition, we choose
f so that f ðznÞ ¼ 1 and f ðzmÞ ¼ 0 for m=n. It now follows from the open
mapping theorem and Lemma 2.3 that
jjf jjBp4C 	
jf ðznÞj
jjkzn jjBq
4C 	 jjf jjBp 	
bðzn; zmÞ
1=q
bðzn; 0Þ
1=q
:
To end this section, we show that free interpolation for Bp coincides with
interpolation in the sense of (4).
It is clear that (4) implies that fzng is a sequence of free interpolation. We
consider the converse. The trace space lBp ¼ ff ðznÞ : f 2 Bpg can be
identiﬁed with Bp=Bznp where B
zn
p is the subspace of Bp consisting of those
functions satisfying f ðznÞ ¼ 0. This identiﬁcation gives a norm on lBp .
Deﬁne the operator TwnðanÞ ¼ fwnang from lBp to itself, wn 2 l
1, which is
well deﬁned by assumption. Using the closed graph theorem one checks that
Twn is bounded. For ﬁxed an in lBp deﬁne the operator Tan ðwnÞ ¼ fwnang from
l1 to lBp . Again, the closed graph theorem shows it is bounded. The
Banach–Steinhaus theorem then gives
jjTwn jj4Cjjwnjjl1 ; ð12Þ
where C is independent of fwng. Observe that
X
cnkzn
  
Bq
¼ sup
jjf jjBp41
X
cnkzn ; f
D E  ¼ sup
jjf jjBp41
X
cnf ðznÞ
 
for any fcng. From this and (12) it is easy to verify (2) and hence (4) follows.
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We now assume (5) holds and prove (1). First, we consider the separation
condition in (5). It is easy to transform it into the condition
1 rðzn; zmÞ
24C 	 ð1 jznjÞ
l;
where l is the constant in (5). Written like this, we see it coincides with the
one used in [7].
As in [7], we will make use of the fact that a ﬁnite number of points may
be added to an interpolating sequence and it will still be interpolating. This
is because the original sequence also is a zero sequence. This observation is
used in [7] for getting consequences of the separation condition, and we will
also need it in Lemma 4.2 below.
To a point z, we associate a region Vz deﬁned by
Vz ¼ fw : w 2 U ; jw z* j4ð1 jzjÞ
bg:
Here z* denotes the radial projection zjzj of z. Suppose two such regions
Vzn ; Vzm intersect and that zn is the point closest to the boundary. Then ð1
jznjÞ4ð1 jzmjÞ
Z and zm is outside of Vzn . Here, b (51) and Z (> 1) are chosen
so that 15Z52b1
1l and Z 	 b > 1. These choices ensure the ﬁrst and second
properties, respectively. A proof of these consequences of the separation
condition can be found in [7].
We also need to choose a and r so that 1 > a > r > b. These two indices
will only be needed in deﬁning the support of the function g in Lemma 4.1
below.
We will need a way of constructing a function living essentially in a region
Vw, with good estimates on how it behaves for all points. This is contained in
the following.
Lemma 4.1. Suppose s > 1, then to a point w in the disk, we can find g so
that
f ðzÞ ¼
Z
U
gðzÞð1 jzjÞs
ð1 %zzÞ1þs
satisfies f ðwÞ ¼ 1, and for points in Vw the value is estimated by
f ðzÞ ¼ cðgðzÞÞ þ O log
1
1 jwj
 1 !
:
Here g ¼ gðzÞ is defined by jz w* j ¼ ð1 jwjÞg and cðgÞ is 0 for
g5r, grar for r4g4a and 1 for g > a. For points outside of Vw, we have
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jf ðzÞj4C 	 log
1
1 jwj
 ðp1Þ
:
Further, it holds that
Z
U
jgðzÞjpð1 jzjÞp24C 	 log
1
1 jwj
 ðp1Þ
: ð13Þ
Proof. Deﬁne g by the relation
gðzÞð1 jzjÞs
ð1 %zwÞ1þs
¼ K 	 log
1
1 jwj
 1
	 jz w* j2;
when z lives in the annulus
ð1 jwjÞa4jz w* j4ð1 jwjÞr
and is further restricted to a cone with vertex in w* and ﬁxed small aperture.
For all other z, g is taken to be zero. Also, K is chosen so that f ðwÞ ¼ 1.
Observe that from the deﬁnition, we get that
jgðzÞj4C 	 log
1
1 jwj
 1
	 jz w* j1:
When estimating f ðzÞ, we ﬁrst treat the case that z is in Vw. We split the
support of g into E1 ¼ fz: jz w* j4ð1 jwjÞ
gg and E2 ¼ fz : jz w* j >
ð1 jwjÞgg and consider the contributions separately. For E1, we haveZ
E1
gðzÞð1 jzjÞs
ð1 %zzÞ1þs

4C 	 ð1 jwjÞgð1þsÞ 	
Z
E1
jgðzÞjð1 jzjÞs
4C 	 log
1
1 jwj
 1
:
For E2 we see, after a calculation, thatZ
E2
gðzÞð1 jzjÞs
ð1 %zwÞ1þs
¼
g r
a r
:
Since
jð1 %zwÞ1s  ð1 %zzÞ1sj4C 	 jz wj 	 ð1 jzjÞ2s;
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E2
gðzÞð1 jzjÞs
ð1 %zwÞ1þs

Z
E2
gðzÞð1 jzjÞs
ð1 %zzÞ1þs

4C 	 jz wj 	
Z
E2
jgðzÞj
ð1 jzjÞ2
4C 	 log
1
1 jwj
 1
:
For a point z outside of Vw we see that j1 %zzj5C 	 ð1 jwjÞ
b holds when z
belongs to the support of g. Thus, we have
jf ðzÞj4C 	 log
1
1 jwj
 1
	 ð1 jwjÞðrbÞð1þsÞ4C 	 log
1
1 jwj
 ðp1Þ
:
Finally, estimate (13) is a direct calculation. ]
Observe that whenever p42, the estimate on points outside of Vw would
also hold if we took r ¼ b, so we would then need not introduce the index r.
We also remark that the exact value of cðgÞ will never enter into the
applications. However, we have stated it for deﬁniteness.
It seems necessary to motivate our choice of g here. Referring to (8) and
(9), we would like g to have at least the same size properties as f 0. Since the
Bloch space contains the Besov spaces Bp, it is natural for jgðzÞð1 jzjÞj to be
bounded. We also point out that the functions f constructed in Lemma 4.1
behave similar to the real functions in [7, p. 29], the crucial difference being
that the functions in Lemma 4.1 are analytic.
From now on, we will assume when referring to Lemma 4.1 that s is ﬁxed
for a particular p and chosen large enough for Lemma 2.4 to apply.
The functions in the previous lemma will now be used as ‘building blocks’
in an inductive construction of an approximating function.
Lemma 4.2. Suppose wn 2 l1, we can find ai so that f ¼
P
i aifi
approximates it in the sense jjf ðznÞ  wnjjl15d 	 jjwnjjl1 (05d51). The
coefficients ai as well as jjf jjH1 are bounded by C 	 jjwnjjl1 . Here, fi is the
function in Lemma 4.1 corresponding to zi.
Proof. For simplicity, we normalise by jjwnjjl1 ¼ 1. We will inductively
construct the coefﬁcients, and we consider the points in sequence, ordered
by their distance to the boundary. To a point z1, we pick out an increasing
‘chain’ of regions Vz1  Vz2  	 	 	  Vzk at each step choosing the smallest
region strictly containing all the previous ones. Deﬁne the numbers bi as the
cðgiÞ in Lemma 4.1, where gi is given by jzi1  z*i j ¼ ð1 jzijÞ
gi . The
coefﬁcients a2; . . . ; ak corresponding to z2; . . . ; zk are already deﬁned. We
assume by induction that j
Pk
3 biaij41. The coefﬁcient a1 corresponding to
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a1 ¼ w1 
Xk
2
biai:
To verify the induction hypothesis, we write
Xk
2
biai ¼b2 	 a2 þ
Xk
3
biai
 !
þ ð1 b2Þ 	
Xk
3
biai
¼b2 	 w2 þ ð1 b2Þ 	
Xk
3
biai;
keeping in mind that a2 is deﬁned in the same way as a1. This implies
j
Pk
2 biaij41. From that we get ja1j42. We need to check the asserted
properties of f . We ﬁx a point z1 and keep notation as in the construction
above. Write
f ðz1Þ  w1 ¼
Xk
i¼2
ðaifiðz1Þ  biaiÞ þ
X
zi=z1;...; zk
fzi ðz1Þ: ð14Þ
We consider the ﬁrst term. Since jz1  zi1j42 	 ð1 jzijÞ
Z	b42 	 ð1 jzijÞ we
see that
jfiðz1Þ  bij4C 	 log
1
1 jzij
 1
:
By repeatedly applying the separation condition, we have ð1 jzijÞ4
ð1 jzk jÞ
Zki . So in total there is a bound
C 	
Xk1
j¼0
Zj
 !
	 log
1
1 jzk j
 1
4C 	 log
1
1 jzk j
 1
: ð15Þ
We now look to the second term in (14). It will turn out that the
contributions are essentially negligible. We ﬁrst consider the case that z1 is
not in Vzi . We then have the estimate jfziðz1Þj4C 	 logð
1
1jzi j
Þðp1Þ. Suppose
now that z1 is in Vzi . Observe that jzij5jz1j. Since Vzi is not in the chain
corresponding to z1, we can ﬁnd Vzj in the chain that is not contained
in Vzi so that jzjj5jzij. Since diamðVzj Þ42ð1 jzijÞ
Z	b42ð1 jzijÞ, we have
jz1  z*i j5C 	 ð1 jzijÞ
b. This gives us the estimate jfziðz1Þj4
C 	 logð 1
1jzi j
Þðp1Þ.
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jf ðz1Þ  w1j4C 	 sup
zj
log
1
1 jzjj
 1
þ
X
i
log
1
1 jzij
 ðp1Þ !
:
The last term is ﬁnite, as can be seen from the Carleson measure condition.
So, the entire expression can be made smaller than a prescribed d51 by
removing ﬁnitely many points from the sequence.
Finally, we consider the estimate on H1 norm. Suppose ﬁrst z is
contained in some region Vz1 , which we assume to be the smallest such
region. Observe that the estimates on fiðz1Þ can be applied to get jf ðzÞj4C.
For other z, such an estimate is easy to obtain. ]
We remark that when p42, the Carleson measure condition implies thatP
i logð
1
1jzi j
Þ1 converges, so for this range the pointwise error estimates
would be simpler.
By repeatedly applying Lemma 4.2 we ﬁnd a function f ¼
P
i aifi with
f ðziÞ ¼ wi satisfying jaij4C 	 jjwnjjl1 and jjf jjH14C 	 jjwnjjl1 .
The proof of (1) will be completed by an estimate on the multiplier norm
of f . Since each fi comes from a gi as in Lemma 4.1, f is given by g ¼P
i aigi in representation (9). We ﬁrst estimate the Carleson norm of
jgjpð1 jzjÞp2. Observe that, as a consequence of the separation condition,
the supports of gi are disjoint. Also, note that if the support of gi intersects a
Carleson box SðIÞ, then zi is contained in Sð2IÞ. With this in mind, we have
the following:
Z
[iSðIiÞ
jgðzÞjpð1 jzjÞp2
4
X
zj2[iSð2IiÞ
jajjp 	
Z
U
jgjðzÞjpð1 jzjÞ
p2
4C 	 jjwnjj
p
l1 	
X
zj2[iSð2IiÞ
log
1
1 jzjj
 ðp1Þ
4C 	 jjwnjj
p
l1 	 Cp
[
i
Ii
 !
: ð16Þ
Here we used (13), the Carleson measure condition in (5) and the doubling
property of capacity in Lemma 2.1. So we see that the norm in question
is bounded by C 	 jjwnjjl1 . We now apply Lemma 2.4 and remark that,
by construction, jjgðzÞð1 jzjÞjjL14C 	 jjwnjjl1 , so the Carleson norm
of jf 0jpð1 jzjÞp2 is also bounded by C 	 jjwnjjl1 . Using Theorem 2.1,
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jjf jjH14C 	 jjwnjjl1 .
5. CONSTRUCTION OF LINEAR EXTENSION OPERATORS
In this section, we give the construction of the extension operators in
Theorems 1.2 and 1.3. The ideas are much the same as above: however, we
will need more explicit control during the construction. The essential part is
contained in the following lemma.
Lemma 5.1. We can find hzn so that hzn ðznÞ ¼ 1, hznðzmÞ ¼ 0 for m=n and
hzn ¼
P
i azi ;znfzi , where fzi are as in Lemma 4.1. The size of the coefficients of
a particular fzi is estimated by X
n
jazi ;zn j4C: ð17Þ
Proof. To a particular point z1, we choose regions Vz1  	 	 	  Vzk and
numbers bi as in the proof of Lemma 4.2. We assume numbers czj;zm are
already deﬁned, where 15j4k and zm is any point in the sequence. We
deﬁne cz1;z1 ¼ 1, cz1;z2 ¼ b2, and recursively
cz1;zj ¼ ð1 b2Þ 	 cz2;zj ; 25j4k:
All other cz1;zm are taken to be zero. Observe that
Xk
j¼2
jcz1;zj j41; ð18Þ
which follows by induction since
Xk
j¼2
jcz1;zj j ¼ b2 þ ð1 b2Þ 	
Xk
j¼3
jcz2;zj j:
Deﬁne
h*zn ¼
X
i
czi ;znfzi :
We take h*zn as an initial approximation to hzn . First, we estimate h
*
znðznÞ.
By construction, czi ;zn is only non-zero for zi in Vzn . As in the proof of
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1
1jzi j
Þðp1Þ for such zi. So we get
X
zi=zn
czi ;znfziðznÞ

4C 	
X
zi2Vzn
log
1
1 jzij
 ðp1Þ
4C 	 CpðVzn \ T Þ
4C 	 log
1
ð1 jznjÞ
b
 ðp1Þ
4C 	 log
1
1 jznj
 ðp1Þ
; ð19Þ
where we used the Carleson measure condition in (5). Thus, we have
h*znðznÞ ¼ 1þ O log
1
1 jznj
 ðp1Þ !
: ð20Þ
We now consider h*zn ðz1Þ, where z1 is a point containing zn in the chain,
say, zn ¼ zj in the previous notation. We ﬁrst look at the contribution
coming from those zi between z1 and zj. Suppose j ¼ 2, then by choice of
cz1;z2 we have
cz1;z2 þ cz2;z2b2 ¼ 0:
For the case j > 2, it follows by deﬁnition of cz1;zj that
cz1;zj þ
Xj
i¼2
czi ;zjbi ¼ cz2;zj þ
Xj
i¼3
czi;zjbi:
By induction, the expression on the left is 0. Now, recalling from the proof
of Lemma 4.2. that jfziðz1Þ  bij4C 	 logð
1
1jzi j
Þ1, we use the separation
condition as in (15) to get
Xj
i¼1
czi;zjfziðz1Þ

4C 	
Xj
2
log
1
1 jzij
 1
4C 	 log
1
1 jzjj
 1
:
Next, we consider the remaining zi. As in the proof of Lemma 4.2, we have
jfziðz1Þj4C 	 logð
1
1jzi j
Þðp1Þ. Similar to (19) we get that
X
zi=z1;...;zj
czi ;znfziðz1Þ

4C 	
X
zi2Vzn
log
1
1 jzij
 ðp1Þ
4C 	 log
1
1 jznj
 ðp1Þ
:
So in total, we have
jh*zn ðz1Þj4C 	 log
1
1 jznj
 1
þlog
1
1 jznj
 ðp1Þ !
: ð21Þ
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not contained in the chain associated with z1, the same must be true for
any point zi for which the coefﬁcient czi;zn is non-zero. So the estimate
jfziðz1Þj4C 	 logð
1
1jzi j
Þðp1Þ is available and we have
jh*zn ðz1Þj ¼
X
i
czi ;znfziðz1Þ

4C 	 log 11 jznj
 ðp1Þ
; ð22Þ
which follows as in (19).
We now correct h*zn using the methods in the previous section. More
precisely, using Lemma 4.2 repeatedly gives a function gzn ¼
P
i bzi;znfzi
satisfying gzn ðznÞ ¼ 1 h
*
zn ðznÞ and gznðzjÞ ¼ h
*
zn ðzjÞ ( j=n). We then put
hzn ¼ h
*
zn þ gzn .
Estimates (20)–(22) give bounds on the values gzn is interpolating. So
jbzi ;zn j4C 	 log
1
1 jznj
 1
þlog
1
1 jznj
 ðp1Þ !
ð23Þ
holds for any zi. For zm not having zn in its chain we need a better bound. We
claim that it holds
jbzm;zn j4C 	 log
1
1 jznj
 ðp1Þ
: ð24Þ
We may assume p > 2 since otherwise estimates (23) and (24) are the
same. To verify (24), we refer to the proof of Lemma 4.2. After one iteration
in the construction of gzn the coefﬁcient corresponding to a point zm has a
bound
d 	 C 	 log
1
1 jznj
 ðp1Þ
þC 	 log
1
1 jznj
 1
	C0 log
1
1 jznj
 ðp1Þ
; ð25Þ
where d51. The ﬁrst term is the total contribution from the points where
(22) holds. The second from those points where only (21) holds, these points
are in Vzn and a computation similar to (19) veriﬁes the above bound.
Assuming logð 1
1jzn j
Þ1 is small enough, (25) is bounded by g 	 C	
logð 1
1jzn j
Þðp1Þ where g51. From this it is clear that (23) holds. We now
check (17). Let z1 be a point in the sequence and use notation as in the
beginning of the proof. We have by deﬁnition that az1;zn ¼ cz1;zn þ bz1;zn . Since
we already have (18), we look at
X
n
jbz1;zn j ¼
Xk
j¼1
jbz1;zj j þ
X
zn=z1;...;zk
jbz1;zn j:
BJARTE BO¨E336To see this is bounded, use (23) on the ﬁrst term on the right and (24) on the
second. ]
Suppose fhzng are the functions in Lemma 5.1, then the extension
operator in Theorem 1.2 is given by
fwng/
X
n
wnhzn :
To check it is continuous, we remark that the extension is given by
X
i
gzi
X
n
wnazi ;zn
in representation (9). Condition (17) gives that the inner sum is bounded by
C 	 jjwnjjl1 , so the estimate on the multiplier norm goes in the same way as in
(16).
Using Lemma 5.1 we also prove Theorem 1.3. Choose fwng so that
f wnjjkzn jjBqg is in l
p and let fhzng be the functions in Lemma 5.1. We estimate the
Bp norm of
P
n wnhzn . Recall that f
0
zi ¼ Cs 	 TsðgziÞ. So changing the order of
summation, we have
X
n
wnhzn
 !0
¼ CsTs
X
i
gzi
X
n
wnazi ;zn
 !
:
Ts is bounded on Lpðð1 jzjÞ
p2Þ and the supports of gi are disjoint, so we
need to bound
X
i
Z
U
jgzi j
pð1 jzjÞp2
X
n
wnazi;zn


p !
: ð26Þ
For ﬁxed i we use (13) on the ﬁrst term and split the second to get
X
i
log
1
1 jzij
 ðp1Þ X
n;Vzn ] zi
wnazi;zn


p !
ð27Þ
þ
X
i
log
1
1 jzij
 ðp1Þ X
n;V czn ] zi
wnazi ;zn


p0
@
1
A: ð28Þ
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H .older and (17), we get
X
n
wnazi ;zn

4
X
n
jwnj
p
 !1=p X
n
jazi;zn j
q
 !1=q
4
X
n
jwnjp
 !1=pX
n
jazi ;zn j4C
X
n
jwnjp
 !1=p
;
where summation is over the n so that Vzn ] zi. This means (27) is bounded byX
i
log
1
1 jzij
 ðp1Þ X
n;Vzn ] zi
jwnjp
 !
:
Changing the order of summation and applying (5), we get
X
n
jwnj
p
X
zi2Vzn
log
1
1 jzij
 ðp1Þ
4C
X
n
jwnj
p log
1
1 jznj
 ðp1Þ
:
This completes the estimate of (27). We turn to (28). From (24) and H .older,
we have for any i that
X
n;V czn ] zi
wnazi ;zn


p
4C
X
n
jwnj
p log
1
1 jznj
 ðp1Þ
:
Inserting this into (28) gives the required estimate of (28) and hence of (26).
Denote
m ¼
X
jjkzn jj
p
Bq dzn ;
so that m is the measure in condition (5). In the proof of Lemma 5.1 and
Theorem 1.3 the Carleson measure condition (5), (6) is only used for boxes
and not for collections of boxes. Thus, we have the following.
Corollary 5.1. Suppose that fzng satisfies the separation condition in (5)
and that mðSðIÞÞ4C 	 logð 1jI jÞ
ðp1Þ for all intervals I . Then Theorem 1.3 still
holds.
Thus, when m satisﬁes (6) for intervals, the map f/ f f ðznÞjjkzn jjBqg is onto
lp. For this map also to be into lp we need (6) for collections of intervals.
We now give a proof of Theorem 1.2 using ideas from [15]. The result in
[15] is formulated for uniform algebras and cannot be cited directly;
however, the method can readily be adapted. The resulting proof is may be
BJARTE BO¨E338more easy than the one given before, but we remark that we have not been
able to prove Theorem 1.3 using this method.
Fix an integer N , we ﬁrst look only at the points z1; . . . ; zN in the sequence.
Denote
nnð jÞ ¼ exp 2pin
j
N
 
; 04j5N :
Choose fj 2 MBp , jjfjjjMBp4M , so that
fjðzkÞ ¼ nkðjÞ:
The proof of Theorem 1.1 states that
fjðzÞ ¼
Z
U
jjðzÞð1 jzjÞ
s
ð1 %zzÞ1þs
ð29Þ
for some jj satisfying j jj4jfj, where f is independent of j and
jfjpð1 jzjÞp2 is a Carleson measure for Bp. Deﬁne
gn ¼
1
N
XN
j¼1
fjnnðjÞ;
so that gnðzÞ is the nth fourier coefﬁcient of ffjðzÞg viewed as a function of j.
Observe that
gnðzkÞ ¼
1
N
XN
j¼1
nkðjÞnnðjÞ ¼ dn; k ;
since the characters fnng are orthonormal. Deﬁne hn ¼ g2n. The property
hnðzkÞ ¼ dn;k follows from a similar one on gn. Applying Plancherel, we have
XN
n¼1
wnhn

4jjwnjj1
XN
n¼1
jgnj2
 !
4Cjjwnjj1: ð30Þ
We now check the norm estimate. Using Schwarz inequality
XN
n¼1
wnhn
 !0
 ¼ 2
XN
n¼1
wngng0n

42jjwnjj1
XN
n¼1
jgnj2
 !1=2 XN
n¼1
jg0nj
2
 !1=2
:
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factor observe that
g0nðzÞ ¼
Z
U
1
N
XN
j¼1
jjðzÞnnðjÞ
 !
%zð1 jzjÞs
ð1 %zzÞ2þs
:
The expression in parentheses is the nth fourier coefﬁcient of fjjðzÞg as a
function of j. Minkowski’s inequality followed by Plancherel gives
XN
n¼1
jg0nj
2
 !1=2
4
Z
U
jfðzÞj
ð1 jzjÞs
j1 %zzj2þs
: ð31Þ
Letting N tend to 1 and taking weak limits, we get functions hn, gn
satisfying the same estimates as (30) and (31). Arguing as in Lemma 2.4, we
get from (31) that jð
P
n wnhnÞ
0jpð1 jzjÞp2 is a Carleson measure for Bp.
Together with (30) and Theorem 2.1 this proves Theorem 1.2.
As a corollary to Theorem 1.2, we have that MBp contains a closed
complemented subspace isomorphic to l1. This can be established exactly as
for H1, see [5, p. 295].
6. REMARKS AND EXAMPLES
While condition (5) together with (6) give a complete characterisation of
interpolating sequences, it may be difﬁcult to check (6) in concrete instances,
especially since it involves a lower bound on the capacity of an arbitrary
collection of intervals. If some assumptions are made on how dispersed the
intervals are, then general inequalities of this type exist. Speciﬁcally, suppose
Ii is a collection of intervals so that the intervals of same centre as Ii and of
length logð 1jIi jÞ
ðp1Þ are disjoint. Then a ‘quasiadditivity’ of capacity holds, in
the sense that
X
i
CpðIiÞ4C 	 Cp
[
i
Ii
 !
(see [1, Theorem 5]). We can use this to produce examples of interpolating
sequences. Suppose fzng satisﬁes the necessary condition
mðSðIÞÞ4C 	 log
1
jI j
 ðp1Þ
;
where m ¼
P
i logð
1
1jzi j
Þðp1Þdzi . Further, consider the intervals of centre z
*
i
and length 1 jzij, and suppose that for any two such intervals where none
BJARTE BO¨E340of them is contained in the other, the expanded intervals of the same centre
and length logð 1jI jÞ
ðp1Þ are disjoint. Then m is a Carleson measure for Bp.
We conclude with some remarks on possible extensions of the present
results. It would be nice to have a proof that (2) implies (1) without using the
characterisation (5), as an analogue of the Pick property which is available
in the Hilbert case p ¼ 2. (see [7]).
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