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Abstract
Let R be a finite ring and let Cent(R) denote the set of all distinct
centralizers of R. R is called an n-centralizer ring if |Cent(R)| = n. In
this paper, we characterize n-centralizer finite rings for n ≤ 7.
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1 Introduction
Let F be an algebraic system having finite number of elements which is
closed under a multiplication operation. Let Cent(F ) denote the set {C(x) :
x ∈ F} where C(x) = {y ∈ F : xy = yx} is called the centralizer of x in F .
F is called n-centralizer if |Cent(F )| = n. The study of finite n-centralizer
group was initiated by Belcastro and Sherman [7] in the year 1994. Since
then many mathematician have studied n-centralizer group for different val-
ues of n. Characterizations of finite n-centralizer groups for n = 4, 5, 6, 7, 8
and 9 can be found in [1, 2, 3, 4, 5, 7, 10]. In [12], the authors have ini-
tiated the study of finite n-centralizer rings and characterized n-centralizer
finite rings for n = 4, 5. Further, Dutta has extended the characterizations
of 4-centralizer groups and rings to infinite case in [10] and [11] respec-
tively. In this paper, we give a characterization of n-centralizer finite rings
∗Corresponding author
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for n = 6, 7 including a new characterization for n = 4, 5. The problem
of characterizing finite rings has received considerable attention in recent
years (see [6, 8, 9, 14, 15] etc.) starting from the works of Eldridge [13] and
Raghavendran [17].
2 Preliminaries
In this section first we describe some notations and prove some results which
are useful for the subsequent sections. Throughout this paper R denotes a
finite ring. For any subring S of R, R/S or RS denotes the additive quotient
group and |R : S| denotes the index of the additive subgroup S in the
additive group R. Note that the isomorphisms considered are the additive
group isomorphisms. Also for any two non-empty subsets A and B of R, we
define A + B := {a + b : a ∈ A, b ∈ B}. We shall use the fact that for any
non-commutative ring R, the additive group RZ(R) is not a cyclic group (see
[16, Lemma 1]) where Z(R) = {s ∈ R : rs = sr for all r ∈ R} is the center
of R.
In [12], we have observed that there is no 2, 3-centralizer ring. We also
have the following result.
Theorem 2.1. Let R be a non-commutative ring. Then
(a) |Cent(R)| = 4 if and only if |R : Z(R)| = 4 (see [12, Theorem 3.2]).
(b) |Cent(R)| = 5 if and only if |R : Z(R)| = 9 (see [12, Theorem 4.3]).
A family of proper subgroups of a group G is called a cover of G if G
is the union of those subgroups. A cover X = {H1,H2, . . . ,Hk} of G is
called irredundant if no proper subset of X is also a cover of G. In this
paper, we shall use frequently the following two results regarding cover and
irredundant cover of a group, proved by Tomkinson [18].
Lemma 2.2 ([18], Lemma 3.3). Let M be a proper subgroup of the (finite)
group G and let H1,H2, . . . ,Hk be subgroups with |G : Hi| = βi and β1 ≤
β2 ≤ · · · ≤ βk. If G =M ∪H1 ∪H2 ∪ · · · ∪Hk, then β1 ≤ k.
Furthermore, if β1 = k, then β1 = β2 = · · · = βk = k and Hi ∩Hj ≤M ,
for all i 6= j.
Theorem 2.3 ([18], Theorem 3.4). Let {X1,X2, . . . ,Xn} be an irredundant
cover of a group G such that |G : Xi| = αi where α1 ≤ α2 ≤ · · · ≤ αk and
D =
n
∩
i=1
Xi. Then
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(a) α2 ≤ n− 1.
(b) If α2 = n− 1 then |G : D| ≤ (n− 1)
2(n− 3)!.
(c) If α2 < n− 1 then |G : D| ≤ (n− 2)
3(n− 3)!.
Let F be an algebraic system having finite number of elements which is
closed under a multiplication operation. A nonempty subset T = {r1, r2, . . . ,
rt} of F is called a set of pairwise non-commuting elements if rirj 6= rjri for
all 1 ≤ i 6= j ≤ t. A set of pairwise non-commuting elements of F is said to
be of maximal size if its cardinality is the largest one among all such sets.
This extends Definition 2.1 of [1]. Considering F to be a finite group
Abdollahi et al. [1] have obtained several results regarding set of pairwise
non-commuting elements having maximal size (see Remark 2.1, Lemma 2.4,
Proposition 2.5 and Lemma 2.6 of [1]). In this section, we consider F to be
a finite ring and obtain the following analogous results.
Proposition 2.4. Let {r1, r2, . . . , rt} be a set of pairwise non-commuting
elements of R having maximal size. Then
(a) R = CR(r1) ∪CR(r2) ∪ · · · ∪CR(rt)
(b)
t
∩
i=1
CR(ri) = Z(R).
(c) {CR(ri) : i = 1, 2, . . . , t} is an irredundant cover of R.
Proof. (a) Suppose there exists an element r ∈ R−(
t
∪
i=1
CR(ri)), then {r1, r2,
. . . , rt, r} is a set of (t+1)-pairwise non-commuting elements of R, which is
a contradiction. Hence R =
t
∪
i=1
CR(ri).
(b) Suppose there exists an element r ∈ (
t
∩
i=1
CR(ri))−Z(R), then rs 6= sr
for some s ∈ R . Now for each i = 1, 2, . . . , t, we define yi = ri if ris 6= sri
and yi = r + ri if ris = sri. Then {y1, y2, . . . , yt, s} is a set of (t + 1)-
pairwise non-commuting elements of R, which is a contradiction. Hence,
t
∩
i=1
CR(ri) = Z(R).
(c) If not, then there exists a proper non-commutative centralizer CR(ri)
for some i, 1 ≤ i ≤ t such that CR(ri) ⊆
t
∪
j=1,i 6=j
CR(rj). This contradicts the
hypothesis that {r1, r2, . . . , rt} is a set of pairwise non-commuting elements
of R.
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Proposition 2.5. Let {r1, r2, . . . , rt} be a set of pairwise non-commuting
elements of a ring R having maximal size. Then
(a) t ≥ 3
(b) t+ 1 ≤ |Cent(R)|
(c) If R is a ring such that every proper centralizer is commutative then
for all a, b ∈ R−Z(R) either CR(a) = CR(b) or CR(a)∩CR(b) = Z(R).
Proof. (a) Given R is not commutative, so there exist r, s ∈ R−Z(R) such
that rs 6= sr. Thus {r, s, r+ s} is a set of pairwise non-commuting elements
of R and so t ≥ 3.
(b) Given r1, r2, . . . , rt is a set of pairwise non-commuting elements of
R, so CR(r1), CR(r2), . . . , CR(rt) all are distinct. Hence, t+ 1 ≤ |Cent(R)|.
(c) Suppose for some a, b ∈ R − Z(R) we have CR(a) ∩ CR(b) 6= Z(R).
Then there exists an element c ∈ CR(a) ∩CR(b)−Z(R). Then a, b ∈ CR(c)
and so for any r ∈ CR(a) we have r ∈ CR(c), since CR(a) is commuta-
tive. Therefore CR(a) ⊆ CR(c). Similarly, it can be seen that CR(c) ⊆
CR(a), CR(b) ⊆ CR(c) and CR(c) ⊆ CR(b). Hence CR(c) = CR(a) =
CR(b).
Proposition 2.6. Let R be an n-centralizer ring such that the cardinality of
pairwise non-commuting elements of R is n− 1. Then for every non-central
elements r and s of R, CR(r) = CR(s) or CR(r) ∩ CR(s) = Z(R).
Proof. Let {r1, r2, . . . , rn−1} be a set of pairwise non-commuting elements of
R. Then CR(r1), CR(r2), . . . , CR(rn−1) are all distinct and so by Proposition
2.5(b), Cent(R) = {R,CR(r1), CR(r2), . . . , CR(rn−1)}. Suppose for some
i, 1 ≤ i ≤ n − 1, CR(ri) is non-commutative. So there exist elements a, b ∈
CR(ri) such that ab 6= ba. So CR(a) 6= R,CR(b), CR(ri). Without any loss,
we can assume that CR(a) = CR(rj) for some j 6= i, 1 ≤ j ≤ (n − 1). This
gives ri ∈ CR(a) = CR(rj) and so rirj = rjri, a contradiction. Hence every
proper centralizer is commutative. So by Proposition 2.5(c), we have the
required result.
We conclude this section by a new characterization of 4, 5-centralizer
finite rings which is analogous to [1, Lemma 2.4]. The following lemma is
useful in proving Theorem 2.8.
Lemma 2.7. Let R be a ring and |R : Z(R)| = 4 or 8. Then CR(x) is
commutative for all x ∈ R− Z(R).
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Proof. For any x ∈ R − Z(R) we know that, Z(R) ⊆ Z(CR(x)) ⊆ CR(x) ⊂
R. Therefore
CR(x)/Z(R)
Z(CR(x))/Z(R)
∼=
CR(x)
Z(CR(x))
and so | CR(x)Z(CR(x)) | = 2 or 1. Hence CR(x) is commutative.
Theorem 2.8. Let {r1, r2, . . . , rt} be a set of pairwise non-commuting ele-
ments of a ring R having maximal size. Then
(a) |Cent(R)| = 4 if and only if t = 3,
(b) |Cent(R)| = 5 if and only if t = 4.
Proof. (a) Suppose |Cent(R)| = 4. By Proposition 2.5, we have that t ≥ 3
and t+ 1 ≤ |Cent(R)| which gives t ≤ 3. Hence t = 3.
Conversely, suppose that t = 3. Then by Proposition 2.4 and Theorem
2.3, we have
|R : Z(R)| ≤ max{(3 − 1)2(3− 3)!, (3 − 2)3(3− 3)!} = 4
which gives |R : Z(R)| = 4. Hence, by Theorem 2.1(a), it follows that
|Cent(R)| = 4.
(b) Suppose |Cent(R)| = 5. By Proposition 2.5, we have that t ≥ 3 and
t + 1 ≤ |Cent(R)| which gives t = 3 or 4. If t = 3 then by part (a), we
have |Cent(R)| = 4, a contradiction. Hence t = 4. Conversely, suppose that
t = 4. Then by Proposition 2.4 and Theorem 2.3, we have
|R : Z(R)| ≤ max{(4 − 1)2(4− 3)!, (4 − 2)3(4− 3)!} = 9
which gives |R : Z(R)| = 4, 8 or 9. Suppose |R : Z(R)| = 4 or 8 then by
Lemma 2.7 we have CR(r) is commutative for any r ∈ R − Z(R). So, by
Proposition 2.5 we have CR(r) ∩ CR(s) = Z(R) for any r, s ∈ R − Z(R)
and r 6= s. Also we have that for any r ∈ R − Z(R), |R : CR(r)| divides
|R : Z(R)|. So if β2 = 3 then 3 divides |R : Z(R)|, a contradiction. Hence
β2 = 2 = β1. Therefore |R| ≥ |CR(r1) + CR(r2)| and so |R| ≥
(|R|/2)(|R|/2)
|Z(R)|
which gives |R : Z(R)| = 4. Hence by Theorem 2.1 (a), we have |Cent(R)| =
4 and so by part(a), t = 3, a contradiction. Therefore |R : Z(R)| = 9, so by
Theorem 2.1 (b) we have |Cent(R)| = 5. This completes the theorem.
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3 6-centralizer finite rings
In this section, we have the following characterization of 6-centralizer finite
rings.
Theorem 3.1. Let R be a 6-centralizer finite ring. Then |R : Z(R)| = 8, 12
or 16.
Proof. Given |Cent(R)| = 6. Let {r1, r2, . . . , rt} be a set of pairwise non-
commuting elements of R having maximal size. Then CR(ri), 1 ≤ i ≤ t
are distinct proper centralizers of R. Suppose Si = CR(ri), 1 ≤ i ≤ t
and |S1| ≥ |S2| ≥ · · · ≥ |St|. Using Theorem 2.8, we have if t = 3 then
|Cent(R)| = 4 and if t = 4 then |Cent(R)| = 5. So in both cases we get
contradictions. Hence using Proposition 2.5 and Proposition 2.6, we have
t = 5 and for every non-central elements r and s of R, CR(r) = CR(s) or
CR(r) ∩ CR(s) = Z(R). Therefore, we have that
|R| =
5∑
i=1
|Si| − 4|Z(R)|.
Suppose |S1| <
|R|
4 that is |S1| ≤
|R|
5 as 1 < |S1| ≤
|R|
2 . Then we have |R| ≤
|R| − 4|Z(R)| which gives |R| < |R|, a contradiction. Hence |S1| =
|R|
2 ,
|R|
3
or |R|4 .
Case 1: |S1| =
|R|
2 . So |R| ≥ |S1 + S2| =
(|R|/2)|S2|
|Z(R)| which gives |S2| ≤
2|Z(R)| and hence |S2| = 2|Z(R)|. So |S3| = |S4| = |S5| = 2|Z(R)|. There-
fore |R| = |R|2 + 8|Z(R)| − 4|Z(R)| which gives |R : Z(R)| = 8.
Case 2: |S1| =
|R|
3 . So |R| ≥ |S1 + S2| =
(|R|/3)|S2|
|Z(R)| which gives |S2| ≤
3|Z(R)|.
Subcase (i): |S2| = 2|Z(R)|. Therefore |S3| = |S4| = |S5| = 2|Z(R)| and
so |R| = |R|3 +2|Z(R)|+|S3|+|S4|+|S5|−4|Z(R)| which gives |R : Z(R)| = 6,
a contradiction.
Subcase (ii): |S2| = 3|Z(R)|. Therefore |R| =
|R|
3 +3|Z(R)|+|S3|+|S4|+
|S5| − 4|Z(R)| which gives
2|R|
3 < |S3| + |S4| + |S5| ≤ 9|Z(R)|. Therefore
|R| ≤ 13|Z(R)| and hence using Theorem 2.1, |R : Z(R)| = 8, 12.
Case 3: |S1| =
|R|
4 . So |R| ≥ |S1 + S2| =
(|R|/4)|S2|
|Z(R)| which gives |S2| ≤
4|Z(R)|.
Subcase (i): |S2| = 2|Z(R)|. Therefore |R| =
|R|
4 +2|Z(R)|+ |S3|+ |S4|+
|S5| − 4|Z(R)| which gives
3|R|
4 < |S3| + |S4| + |S5| = 6|Z(R)|. Therefore
|R| < 8|Z(R)|, a contradiction.
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Subcase (ii): |S2| = 3|Z(R)|. Therefore |R| =
|R|
4 +3|Z(R)|+|S3|+|S4|+
|S5| − 4|Z(R)| which gives
3|R|
4 < |S3| + |S4| + |S5| ≤ 9|Z(R)|. Therefore
|R| < 12|Z(R)| and hence |R : Z(R)| = 8.
Subcase (iii): |S2| = 4|Z(R)|. Therefore |R| =
|R|
4 + 4|Z(R)| + |S3| +
|S4|+ |S5| − 4|Z(R)| which gives
3|R|
4 ≤ 12|Z(R)|. Therefore |R| ≤ 16|Z(R)|
and hence |R : Z(R)| = 8, 12, 16. Hence the theorem follows.
We conclude this section by the following theorem which shows that the
converse of Theorem 3.1 is not true.
Theorem 3.2. Let R be a non-commutative ring. If RZ(R)
∼= Z2 × Z2 × Z2
then |Cent(R)| = 6 or 8.
Proof. Given RZ(R)
∼= Z2×Z2×Z2. Suppose
R
Z(R) = {Z, r1 +Z, . . . , r7+Z},
where Z := Z(R). Then |Cent(R)| ≤ 8.
Suppose Cent(R) < 8 then CR(ri) = CR(rj) for some 1 ≤ i, j ≤ 7 (i 6=
j). Now we consider CR(ri)Z . Then possible orders of
CR(ri)
Z are 2 and 4.
If |CR(ri)Z | = 2 then CR(ri) = Z ∪ (ri + Z) which is a contradiction, as
rj , (ri+rj) ∈ CR(ri). So |
CR(ri)
Z | = 4 and
CR(ri)
Z = {Z, ri+Z, rj+Z, (ri+rj)+
Z} =
CR(rj)
Z . Next, we consider
CR(ri+rj)
Z . Here also, proceeding in a similar
way, we get |
CR(ri+rj)
Z | = 4 and
CR(ri+rj)
Z = {Z, ri +Z, rj +Z, (ri+ rj)+Z},
as ri, rj ∈ CR(ri+ rj). Therefore CR(ri) = CR(rj) = CR(ri+ rj) = Z ∪ (ri+
Z) ∪ (rj + Z) ∪ (ri + rj + Z). Hence |Cent(R)| ≤ 6. If |Cent(R)| = 4 then
by Theorem 2.1 (a), we have |R : Z| = 4, a contradiction. If |Cent(R)| = 5
then by Theorem 2.1 (b), we have |R : Z| = 9, a contradiction. Thus
|Cent(R)| = 6.
The group theoretic analogue of the above result can be found in [4].
4 7-centralizer finite rings
In this section, we give a characterization of 7-centralizer finite rings. We
begin with the following result.
Lemma 4.1. Let R be a finite ring and X = {r1, r2, . . . , rt} be a set of pair-
wise non-commuting elements of R having maximal size. If |Cent(R)| = t+2
then there exists a proper non-commutative centralizer CR(r) which contains
CR(ri1), CR(ri2) and CR(ri3) for three distinct ri1 , ri2 , ri3 ∈ {1, 2, . . . , t}.
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Proof. Suppose, there exists an ri ∈ X such that S := CR(ri) is non-
commutative. So |Cent(S)| ≥ 4 and S contains at least three proper cen-
tralizers, say CS(sj), j = 1, 2, 3. Therefore by hypothesis CR(ri) 6= CR(sj)
for every i ∈ {1, 2, . . . , t} and j ∈ {1, 2, 3}. Hence |Cent(R)| > t + 2, a
contradiction. Thus each CR(ri), 1 ≤ i ≤ t is commutative.
Next, suppose for an element r ∈ R, CR(r) is commutative. So, there ex-
ists an index j ∈ {1, 2, . . . , t} such that r ∈ CR(rj). Now for any element s ∈
CR(r) we have s ∈ CR(rj), as CR(rj) is commutative. Therefore CR(r) ⊆
CR(rj). Similarly, it can be seen that CR(rj) ⊆ CR(r). Hence for each ele-
ment r ∈ R, Cr(R) is commutative if and only if CR(r) = CR(rj) for some
i ∈ {1, 2, . . . , t}. Therefore there exists a proper centralizer CR(r) := T such
that T is not commutative, as |Cent(R)| = t+2. So |Cent(T )| ≥ 4. Suppose
CT (ri1), CT (ri2) and CT (ri3) are three proper centralizers of T , so these are
three proper centralizers of R. Hence CR(r) contains CR(ri1), CR(ri2) and
CR(ri3) for three distinct ri1 , ri2 , ri3 ∈ {1, 2, . . . , t}, as |Cent(R)| = t + 2.
Thus the lemma follows.
The next result, which is analogous to [1, Lemma 2.7], is also useful.
Lemma 4.2. Let R be a 7-centralizer ring. Then |R : Z(R)| is not a power
of 2.
Proof. Suppose that |R : Z(R)| is a power of 2. Let {r1, r2, . . . , rt} be a
set of pairwise non-commuting elements of R having maximal size such that
|R : CR(ri)| = βi, 1 ≤ i ≤ t with β1 ≤ β2 ≤ · · · ≤ βt. By Theorem 2.8, if
t = 3 then |Cent(R)| = 4 and if t = 4 then |Cent(R)| = 5. So in both cases
we get contradictions. Hence, by Proposition 2.5, we have t = 5 or 6.
Suppose t = 5. Then by Theorem 2.3, we have β2 ≤ 4. Also by Propo-
sition 2.5 of [1], there exists a proper non-commutative centralizer CR(r)
which contains CR(ri1), CR(ri2) and CR(ri3) for three distinct i1, i2, i3 ∈
{1, 2, . . . , 5}. So CR(ri) ∩ CR(rj) = Z(R) for all i, j ∈ {1, 2, . . . , 5}, other-
wise ∃ l ∈ CR(ri) ∩ CR(rj) − Z(R) such that CR(l) 6= CR(ri) for all i and
|Cent(R)| will be atleast 5 + 1 + 1 + 1 = 8, a contradiction. If β2 = 3 then
|R| ≥ |CR(r1) + CR(r2)| =
|CR(r1)||CR(r2)|
|CR(r1) ∩ CR(r2)|
≥
(|R|/3)(|R|/3)
|Z(R)|
which gives |R : Z(R)| ≤ 9 and so |R : Z(R)| = 9, as 3 divides |R : Z(R)|.
Therefore, by Theorem 2.1(b), we have |Cent(R)| = 5, a contradiction. If
β2 = 2 then β1 = β2 = 2. Therefore
|R| ≥ |CR(r1) + CR(r2)| =
|CR(r1)||CR(r2)|
|CR(r1) ∩ CR(r2)|
=
(|R|/2)(|R|/2)
|Z(R)|
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which gives |R : Z(R)| = 4. Thus, by Theorem 2.1 (a), we have |Cent(R)| =
4, a contradiction. Hence β2 = 4. So by Lemma 2.2, we have βi = 4 for
i ≥ 2. Therefore by Lemma 4.1 there exists a proper non-commutative
centralizer CR(r) which contains at least three CR(ri)’s, say i = 2, 3, 4.
Therefore R = CR(r1) ∪ CR(r5) ∪ CR(r) and so by Theorem 2.3, β5 = 2, a
contradiction.
Now suppose that t = 6. Therefore, by Proposition 2.6, we have every
proper centralizer of R is commutative and for every non-central elements r
and s of R, CR(r) = CR(s) or CR(r)∩CR(s) = Z(R). Now for any r+Z(R) ∈
CR(ri)
Z(R) ∩
CR(rj)
Z(R) we have r ∈ Z(R). So for any ri, rj ∈ {1, 2, . . . , 6}, i 6= j, we
have CR(ri)Z(R) ∩
CR(rj)
Z(R) = {Z(R)}. We assume that |
CR(ri)
Z(R) | = ki for 1 ≤ i ≤ 6.
Also for any r ∈ R we have r ∈ CR(ri), for some i. Therefore
R
Z(R) =
6
∪
i=1
CR(ri)
Z(R) this gives |
R
Z(R) | =
6∑
i=1
|CR(ri)Z(R) |−5 so
6∑
i=1
ki = |
R
Z(R) |+5. Hence
6∑
i=1
ki
is an odd integer, which is a contradiction, as all kis are even. Thus the
lemma follows.
Now we give the main result of this section.
Theorem 4.3. Let R be a 7-centralizer ring. Then |R : Z(R)| = 12, 18, 20, 24
or 25.
Proof. Given |Cent(R)| = 7. Let {r1, r2, . . . , rt} be a set of pairwise non-
commuting elements of R having maximal size. Then CR(ri), 1 ≤ i ≤ t
are distinct proper centralizers of R. Suppose Si = CR(ri), 1 ≤ i ≤ t and
|S1| ≥ |S2| ≥ · · · ≥ |St|. Using Theorem 2.8, if t = 3 then |Cent(R)| = 4
and if t = 4 then |Cent(R)| = 5. So in both cases we get contradictions.
Hence using Proposition 2.5, we have t = 5 or 6.
Suppose t = 5. Then by Lemma 4.1 there exists a proper non-commutative
centralizer CR(r) which contains CR(ri1), CR(ri2) and CR(ri3) for three dis-
tinct i1, i2, i3 ∈ {1, 2, . . . , 5}. So CR(ri) ∩ CR(rj) = Z(R) for all i, j ∈
{1, 2, . . . , 5}, otherwise ∃ l ∈ CR(ri) ∩ CR(rj) − Z(R) such that CR(l) 6=
CR(ri) for all i and |Cent(R)| will be at least 5 + 1 + 1 + 1 = 8, a con-
tradiction. Now using Theorem 2.3, if |R : CR(ri)| = βi, 1 ≤ i ≤ 5
and β1 ≤ β2 ≤ · · · ≤ β5, then β2 ≤ 4. Suppose β2 ≤ 3 then |R| ≥
|CR(r1) + CR(r2)| =
|CR(r1)||CR(r2)|
|CR(r1)∩CR(r2)|
≥ (|R|/3)(|R|/3)|Z(R)| gives |R : Z(R)| ≤ 9 and
so by Lemma 4.2, we have |R : Z(R)| = 4, 9. Therefore, by Theorem 2.1, we
have |Cent(R)| = 4 or 5, a contradiction. If β2 ≤ 4, in a similar way it can
be seen that |R : Z(R)| ≤ 16. So using Lemma 4.2, Theorem 2.1, we have
|R : Z(R)| = 12.
9
Suppose t = 6 then using Proposition 2.6, we have for every non-central
elements r and s of R, CR(r) = CR(s) or CR(r)∩CR(s) = Z(R). Therefore
we have
|R| =
6∑
i=1
|CR(i)| − 5|Z(R)|.
Suppose |S1| <
|R|
5 that is |S1| ≤
|R|
6 as 1 < |S1| ≤
|R|
2 . Then we have
|R| ≤ |R| − 5|Z(R)| which gives |R| < |R|, a contradiction. Hence |S1| =
|R|
2 ,
|R|
3 ,
|R|
4 or
|R|
5 .
Case 1: |S1| =
|R|
2 . So |R| ≥ |S1 + S2| =
(|R|/2)|S2|
|Z(R)| which gives |S2| ≤
2|Z(R)| and hence |S2| = 2|Z(R)|. Similarly it can be seen that |S3| =
|S4| = |S5| = |S6| = 2|Z(R)|. Therefore |R| =
|R|
2 + 10|Z(R)| − 5|Z(R)|
which gives |R : Z(R)| = 10 and hence R is commutative, a contradiction.
Case 2: |S1| =
|R|
3 . So |R| ≥ |S1 + S2| =
(|R|/3)|S2|
|Z(R)| which gives |S2| ≤
3|Z(R)|.
Subcase (i): |S2| = 2|Z(R)|. Therefore |S3| = |S4| = |S5| = |S6| =
2|Z(R)| which gives |R| = |R|3 +10|Z(R)|−5|Z(R)| and so |R| is not divisible
by |Z(R)|, a contradiction.
Subcase (ii): |S2| = 3|Z(R)|. Therefore |R| =
|R|
3 +3|Z(R)|+|S3|+|S4|+
|S5|+ |S6| − 5|Z(R)| which gives
2|R|
3 < |S3|+ |S4|+ |S5|+ |S6| ≤ 12|Z(R)|.
Therefore |R| < 18|Z(R)| and hence using Lemma 4.2, Theorem 2.1, we
have |R : Z(R)| = 12.
Case 3: |S1| =
|R|
4 . So |R| ≥ |S1 + S2| =
(|R|/4)|S2|
|Z(R)| which gives |S2| ≤
4|Z(R)|.
Subcase (i): |S2| = 2|Z(R)|. Therefore |R| =
|R|
4 +2|Z(R)|+ |S3|+ |S4|+
|S5|+ |S6| − 5|Z(R)| which gives
3|R|
4 < |S3|+ |S4| + |S5|+ |S6| = 8|Z(R)|.
Therefore |R| ≤ 10|Z(R)| and hence |R : Z(R)| = 4, 8, 9. So using Lemma
4.2, Theorem 2.1, we have |Cent(R)| = 4 or 5, a contradiction.
Subcase (ii): |S2| = 3|Z(R)|. Therefore |R| =
|R|
4 +3|Z(R)|+|S3|+|S4|+
|S5|+ |S6| − 5|Z(R)| which gives
3|R|
4 < |S3|+ |S4|+ |S5|+ |S6| ≤ 12|Z(R)|.
Therefore |R| ≤ 15|Z(R)| and hence using Lemma 4.2, Theorem 2.1, we
have |R : Z(R)| = 12.
Subcase (iii): |S2| = 4|Z(R)|. Therefore |R| =
|R|
4 +4|Z(R)|+|S3|+|S4|+
|S5|+ |S6| − 5|Z(R)| which gives
3|R|
4 < 16|Z(R)|. Therefore |R| ≤ 21|Z(R)|
and hence using Lemma 4.2, Theorem 2.1, we have |R : Z(R)| = 12, 18, 20.
Case 4: |S1| =
|R|
5 . So |R| ≥ |S1 + S2| =
(|R|/5)|S2|
|Z(R)| which gives |S2| ≤
5|Z(R)|.
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Subcase (i): |S2| = 2|Z(R)|. Therefore |R| =
|R|
5 +2|Z(R)|+ |S3|+ |S4|+
|S5| + |S6| − 5|Z(R)| which gives
4|R|
5 < 8|Z(R)|. Therefore |R| ≤ 9|Z(R)|,
a contradiction.
Subcase (ii): |S2| = 3|Z(R)|. Therefore |R| =
|R|
5 +3|Z(R)|+|S3|+|S4|+
|S5|+ |S6| − 5|Z(R)| which gives
4|R|
5 < |S3|+ |S4|+ |S5|+ |S6| ≤ 12|Z(R)|.
Therefore |R| < 15|Z(R)| and hence using Lemma 4.2, Theorem 2.1, we
have |R : Z(R)| = 12.
Subcase (iii): |S2| = 4|Z(R)|. Therefore |R| =
|R|
5 +4|Z(R)|+|S3|+|S4|+
|S5|+ |S6| − 5|Z(R)| which gives
4|R|
5 < 16|Z(R)|. Therefore |R| < 20|Z(R)|
and hence using Lemma 4.2, Theorem 2.1, we have |R : Z(R)| = 12, 18.
Subcase (iv): |S2| = 5|Z(R)|. Therefore |R| =
|R|
5 + 5|Z(R)| + |S3| +
|S4| + |S5| + |S6| − 5|Z(R)| which gives
4|R|
5 ≤ 20|Z(R)|. Therefore |R| ≤
25|Z(R)| and hence using Lemma 4.2, Theorem 2.1, we have |R : Z(R)| =
12, 18, 20, 24, 25. This completes the proof.
We conclude this paper by noting that the converse of the above theorem
is true if |R : Z(R)| = 25.
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