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Abstract
We consider the scattering problem governed by the Helmholtz equation with inho-
mogeneity in both “conductivity” in the divergence form and “potential” in the lower
order term. The support of the inhomogeneity is assumed to contain a convex corner.
We prove that, due to the presence of such corner under appropriate assumptions on
the potential and conductivity in the vicinity of the corner, any incident field scatters.
Based on corner scattering analysis we present a uniqueness result on determination of
the polygonal convex hull of the support of admissible inhomogeneities, from scatter-
ing data corresponding to one single incident wave. These results require only certain
regularity around the corner for the coefficients modeling the inhomogeneity, whereas
away from the corner they can be quite general. Our main results on scattering and
inverse scattering are established for R2, while some analytic tools are developed in
any dimension n ≥ 2.
Key words: Inverse medium scattering, corner scattering, transmission eigenvalues, non-
scattering wave numbers, shape determination
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1 Introduction
The existence of non-scattering wave numbers (otherwise referred to as frequencies or ener-
gies) in the scattering by inhomogeneous media, remains a perplexing question despite the
recent progress starting with the pioneering paper [6]. A non-scattering wave number for a
given inhomogeneity corresponds to the frequency for which there exists an incident wave
that is not scattered by the media. It is easily seen that non-scattering wave numbers, if exist,
are examples of the so-called transmission eigenvalues [10]. The latter are the eigenvalues of a
non-selfajoint eigenvalue problem with a deceptively simple formulation, given by two differ-
ent elliptic equations in a bounded domain that coincides with the support of inhomogeneity
and sharing the same Cauchy data on the boundary. It has been shown that, under suitable
assumptions on the contrast of scattering media, real transmission eigenvalues exist [11] and
they can be seen in the scattering data [12, 21]. However, for a transmission eigenvalue to
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be non-scattering wave number, one must be able to extend the part of the transmission
eigenfunction corresponding to the background equation as a solution to the background
equation in the entire space, which is not a trivial question in general. It is well-known
that real transmission eigenvalues corresponding to a spherically stratified inhomogeneity
are non-scattering wave numbers [15] and furthermore, all transmission eigenvalues uniquely
determine the spherically stratified refractive index [14]. However beyond the case of spher-
ically stratified media, there is no other known type of bounded supported inhomogeneities
for which non-scattering wave numbers are proven to exist. We remark that, the existence
of non-scattering waves has been observed in scattering problems for waveguides [8]. The
connection between transmission eigenvalues and non-scattering energies is also studied in
some cases of hyperbolic geometries [7, 9].
The absence of non-scattering wave numbers was first shown in [6] for inhomogeneities
whose support contains a right corner. It was further studied in [24] for convex conic corners,
in [16] for 2D corners and 3D edges, in [17] for more general corners and edges, in [22] for
weakly singular interfaces in 2D, and in [1] for the source problem. Recently, in [5] and [23]
the corner scattering investigation is extended to electromagnetic inhomogeneous scattering
problems. The fact that corners and edges always scatterer is employed to prove that the
far field pattern corresponding to one single incident wave uniquely determines the support
of a convex polygonal inhomogeneous media, see e.g. [3], [17] and [19]. Related studies [2]
and [4] discuss the properties of the transmission eigenfunctions and their possible extension
in a neighborhood of a corner.
In this paper we undertake a study of corner scattering for the scalar scattering problem
corresponding to inhomogeneities with contrast in both the main operator and the lower
term. For notational simplicity, with an abuse of terminology though, we call “conductiv-
ity” the coefficient in the main operator and “potential” the coefficient in the lower term,
throughout the paper. We prove that, any incident wave produces non-zero scattered field
in the exterior of the inhomogeneity, providing the existence of a corner at the support of
the potential with non-zero contrast where the conductivity contrast vanishes to the second
order at the vertex. In addition we show that if the aperture of the corner is an irrational
factor of pi, we have the same nontrivial scattering result for all incident waves. Otherwise,
if the conductivity has nontrivial contrast at the corner, or the conductivity contrast goes
to zero slower than second order at the vertex, we need to exclude a certain class of incident
fields from our results. For more detailed statements we refer the reader to Theorems 5.1
and 5.3 in the paper. As an application of corner scattering we discuss an approximation
property of transmission eigenfunctions by Herglotz wave functions in the presence of corners
on the support of the inhomogeneity, providing more insight to this issue already discussed
in [2] and [4].
Another main result of our paper concerns the inverse scattering problem of shape deter-
mination for inhomogeneities, for which the uniqueness is proven by applying corner scatter-
ing analysis. We show that scattering data corresponding to a single incident field uniquely
determines the polygonal convex hull of the support of the inhomogeneity under appropriate
assumptions on conductivity and potential contrasts at the corners of the polygonal. In
particular, Theorem 6.1 states the uniqueness result for inhomogeneities whose polygonal
convex hull has potential jump at all corners and at the vertices the conductivity contrast
vanishes to the second order. However, we remark that this uniqueness result is in fact
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valid for other types of inhomogeneities. For example, we could allow that all corners of the
polygonal convex hull where the conductivity has a jump, have aperture as irrational factor
of pi. More generally, if two inhomogeneities lead to the same scattering data when probed
by the same incident wave, we can conclude that the difference between the two convex hulls
cannot contain certain types of corners.
Our results generalize the previous work on corner scattering and shape determination
in [3, 6, 16, 17, 19, 24], where the authors consider only the case when the conductivity is
identically one in the whole space. In particular, this is a special case of our setting where
the contrast of the conductivity vanishes to second order at the corner. Nevertheless, we
recall that here we do not assume any additional properties of the conductivity away from
the corner, besides basic ellipticity and boundedness requirements for the forward problem,
making our setting much more general. For example, we allow inhomogeneities with dis-
connected support or with voids inside (see e.g. Figures 1, 2 and 3, for a visualization of
the support of admissible inhomogeneities), or even anisotropic materials could be allowed
away from the corners. The setting where the conductivity possesses contrast at the corner
is a novelty of this study and it presents interesting questions related to potential exclusive
incident waves for special corners, which calls for deeper understanding.
Finally, we remark that our approach is based on asymptotic analysis on the integrals
appearing in an identity which is obtained as consequence of the non-scattering phenomenon.
In order to do so, it is of fundamental importance to construct the so-called Complex Ge-
ometric Optics (CGO) solutions with desired estimates for the corresponding differential
operator. We develop this analytical framework for any dimension n ≥ 2, including the
construction of CGO solutions as well as the derivation of asymptotic estimates on the in-
tegrals. However, in the analysis of corner scattering we restrict ourselves to R2, avoiding
technicalities that higher dimensions present in a key point of our analysis, namely deducing
the strictly non-zero asymptotic behavior of a certain integral.
The paper is organized as follows. Having formulated the problem in the next section,
Sections 3 and 4 are devoted to the construction of CGO solutions for the considered problem
and their use to analyze the behavior of solutions of the transmission eigenvalue problem in
the vicinity of a generalized corner both in R2 and R3. In Section 5 we restrict ourselves
to the two-dimensional case, and provide a comprehensive analysis of “conductivity” and
“potential” corner scattering in Theorems 5.1 and Theorem 5.3, respectively. Section 6 is
devoted to the aforementioned applications of corner scattering to inverse scattering theory.
2 Formulation of the scattering problem
We consider the scattering problem governed by
∇ · a∇u+ k2cu = 0 in Rn, (2.1)
where the total field u := uin + usc ∈ H1loc(Rn) is composed of the incident field uin and the
scattered field usc. The incident field satisfies the Helmholtz equation
∆uin + k2uin = 0 in Rn, (2.2)
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and the scattered field satisfies the Sommerfeld radiation condition
xˆ · ∇usc − ikusc = o(|x|n−12 ) (2.3)
uniformly with respect to xˆ = x/|x|. The coefficients a and c in (2.1) representing the
constitutive material properties of the media, are real valued scalar L∞ functions satisfying
a(x) ≥ a0 > 0 for almost all x ∈ Rn, (2.4)
with a constant a0 and
supp(c− 1) ∪ supp(a− 1) ⊆ Ω, (2.5)
where Ω is a simply connected bounded region in Rn, i.e. the inhomogeneity is included in
Ω and in the background media the constitutive material properties are a = 1 and c = 1.
We sometimes denote such an inhomogeneity as (a, c,Ω), despite the fact that the specific
domain Ω could be chosen differently. Note that (2.1) implicitly contains the continuity of
the field and co-normal derivative wherever a jumps.
The far field pattern u∞(xˆ) of the scattered field us is defined via the following asymptotic
expansion of the scattered field
usc(x) =
exp(ik|x|)
|x|n−12 u
∞(xˆ) +O
(
1
|x|n+12
)
, r →∞
where xˆ = x/|x| (c.f. [10]). We are particularly interested in the situation when the support
of the contrast a − 1 and/or c − 1 has a corner at its shape. We would like to show that
when there is such a corner, then for any incident field uin, the scattered wave usc cannot
vanish identically outside any region containing Ω, or equivalently, the far-field aplitude u∞
cannot be trivially zero. Notice that this problem, in general, cannot be transformed into
the parallel study on corner scattering for the problem governed by
∆v + k2
(
c
a
− 1
k2
∆a1/2
a1/2
)
v = 0 in Rn, (2.6)
by the dependent change of variables v := a1/2u, since it will introduce new singularities in
the above equation. Later on, we impose some regularity assumptions on the coefficients a
and c in a neighborhood of the corner. Nevertheless we allow for jumps on a and c across
the boundary of supp(a− 1)∪ supp(c− 1). In fact, away from the corner, a can be even L∞
positive-definite matrix-valued function.
2.1 A consequence of the non-scattering phenomenon
We assume that for a given inhomogeneity with constitutive parameters a(x) and c(x) there
exists a nontrivial incident field uin which would not be perturbed by a and c when observed
by a far-field observer. In this case, the corresponding far-field pattern u∞ will vanish
identically or equivalently, the scattered field usc will be zero in the exterior of any simple-
connected Lipschitz domain Ω enclosing supp(c − 1) ∪ supp(a − 1) (see Figure 1). As a
consequence, the following transmission eigenvalue problem is satisfied
∇ · a∇u+ k2cu = 0, ∆v + k2v = 0, in Ω, (2.7)
u = v, a∂νu = ∂νv, on ∂Ω, (2.8)
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with v := uin, where ν is the outward unit normal to ∂Ω.
Figure 1: Sketch of an inhomogeneity satisfying our assumptions. Dotted filling depicts
supp(c − 1), uniform coloring depicts supp(a − 1), while darker dotted filling depicts the
support of supp(c− 1) ∩ supp(a− 1). The domain Ω must contain a corner for the contrast
c− 1 or/and a− 1.
Lemma 2.1. If u and v satisfy (2.7), then one has∫
Ω
(a− 1)∇v · ∇w dx− k2
∫
Ω
(c− 1) vw dx =
∫
∂Ω
a∂νw (v − u)− w (∂νv − a∂νu) ds
for any solution w to
∇ · a∇w + k2cw = 0, in Ω.
Proof. Since u and w are both solutions to the same equation, we have from the Green’s
formula that ∫
∂Ω
au∂νw ds =
∫
Ω
a∇u · ∇w − k2cuw dx =
∫
∂Ω
aw∂νu ds.
Similarly we have∫
Ω
a∇v · ∇w dx− k2
∫
Ω
cvw dx =
∫
∂Ω
av∂νw ds
=
∫
Ω
∇v · ∇w dx− k2
∫
Ω
vw dx−
∫
∂Ω
w∂νv ds+
∫
∂Ω
av∂νw ds,
where in the second identity we have used that v satisfies the Helmholtz equation. It is hence
obtained that∫
Ω
(a− 1)∇v · ∇w dx− k2
∫
Ω
(c− 1) vw dx =
∫
∂Ω
av∂νw − w∂νv
=
∫
∂Ω
a∂νw (v − u)− w (∂νv − a∂νu) ds.
The identity in the above lemma is a fundamental tool in our forthcoming analysis of
the scattering by corners. Later in Section 4, we analyze in details these integrals near the
corner, i.e. in Bε(x0) ∩ Ω as shown in Figure 1.
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3 Complex rapidly decaying solutions
In this section, we shall seek for solutions to the equation
∇ · γ∇w + k2ρw = 0 in Rn, (3.1)
which are of the form
w = wτ = γ
−1/2(1 + r(x))eη·x. (3.2)
Here, η ∈ Cn is defined as
η = −τ (d+ id⊥) , (3.3)
with d, d⊥ ∈ Sn−1 satisfying d · d⊥ = 0. These solutions are referred to in the literature as
Complex Geometrical Optics (CGO) solutions. Given s ∈ R and p ≥ 1, we recall the Bessel
potential space
Hs,p := {f ∈ Lp(Rn); F−1[(1 + |ξ|2)sFf ] ∈ Lp(Rn)},
where F and F−1 denote the Fourier transform and its inverse, respectively.
Condition 3.1. Given s ∈ R, the coefficients γ and ρ are such that q := γ−1/2∆γ1/2−k2ργ−1 ∈
Hs,p˜ and
‖qf‖Hs,p˜ ≤ C1‖f‖Hs,p for any f ∈ Hs,p, (3.4)
with some 1 < p˜ < 2 satisfying
2/(n+ 1) + 1/p ≤ 1/p˜ < 2/n+ min{1/p, s/n}. (3.5)
Some instances of feasible choices for the parameters s, p, p˜ such that (3.5) holds are given
next. For s = 0 in R2 for any p > 3 one can find 1 < p˜ < 2, whereas in R3 a number p˜ in
the interval (3/2, 2) can be chosen for any p > 6. If s = 1 is chosen, then for any p > 6/5 in
R2 and any p > 2 in R3 one can find 1 < p˜ < 2. We will be more specific when we apply the
result from this section to our inverse scattering problem.
In order to see the relevance of introducing the function q in Condition 3.1, we note that if
we let v := γ1/2w then v satisfies
∆v − qv = 0 in Rn.
Thus we can make use of existing results on the CGO solutions for the above equation.
Proposition 3.1. Given n = 2, 3, s ∈ R, let γ satisfy Condition 3.1 with the constant p
subjected to p > 1 + 2/(n − 1) and n/p < 2/(n + 1) + s. Then for any τ > 0 large enough,
there is a solution w to (3.1) which is of the form (3.2) with the residual r satisfying
‖r‖Hs,p = O(τ s−n/p+σ), (3.6)
with a constant σ > 0 independent of τ and r.
In order to prove Proposition 3.1, we apply the following lemma from [24, Proposition
3.3], which is based on the uniform Sobolev inequalities given in [20].
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Lemma 3.1. Suppose that n ≥ 2, s ∈ R, 1 < p˜ < 2, and p > 1 satisfying 2/(n + 1) ≤
1/p˜ − 1/p < 2/n. Then for any η ∈ Cn of the form (3.3) with τ sufficiently large, there is
an operator Gη : Hs,p˜ → Hs,p which maps f ∈ Hs,p˜ to a solution r = Gηf of
(∆ + 2η · ∇)r = f in Rn, (3.7)
which satisfies
‖Gηf‖Hs,p . ‖f‖Hs,p˜
τ 2−n(1/p˜−1/p)
.
We remark that in the formulation of the lemma and in what follows throughout the paper,
the notation.means less than or equal to up to a constant independent of τ , for τ sufficiently
large.
Proof of Proposition 3.1. Substituting the form (3.2) into the equation (3.1) yields
∆r + 2η · ∇r = qr + q, (3.8)
where q is the function defined in Condition 3.1. Conversely, one can observe that if w is
defined as in (3.2) with r satisfying (3.8), then w is a solution to (3.1).
We construct
r := (Id.−Gηq)−1 Gηq, (3.9)
by claiming that (Id.−Gηq)−1 Gη is a bounded operator mapping from Hs,p˜ to Hs,p, with
‖ (Id.−Gηq)−1 Gηf‖Hs,p . ‖f‖Hs,p˜
τ 2−n(1/p˜−1/p)
.
If this claim is true, one can verify straightforwardly that the function r defined in (3.9)
satisfies (3.8), by using that Gη is a solution operator of (3.7). Moreover, we have
‖r‖Hs,p . ‖q‖Hs,p˜
τ 2−n(1/p˜−1/p)
=
‖q‖Hs,p˜
τσ−s+n/p
,
with the constant σ := 2− n/p˜+ s > 0. We are left to prove the claim.
Notice that Gηq is a bounded operator on Hs,p. In particular, one has
‖Gηqf‖Hs,p . ‖qf‖Hs,p˜
τ 2−n(1/p˜−1/p)
. ‖f‖Hs,p
τ 2−n(1/p˜−1/p)
,
for any f ∈ Hs,p. Recall that 2 − n(1/p˜ − 1/p) is positive. As a consequence, the operator
Id.−Gηq is invertible on Hs,p with a bounded inverse for τ sufficiently large. Therefore we
have for any f ∈ Hs,p that
‖ (Id.−Gηq)−1 Gηf‖Hs,p . ‖Gηf‖Hs,p . ‖f‖Hs,p
τ 2−n(1/p˜−1/p)
.
The proof is complete.
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4 Local analysis of solutions near a corner
We now use the CGO solutions introduced in Section 3 to analyze the behavior of solutions
the partial differential equations of interest in a neighborhood of a corner, providing the
bridge to final goal of understanding the scattering by an inhomogeneity whose support
contains a corner. In what follows, Sn−1 denotes the unit sphere in Rn n ≥ 2, and Sn−1+
denotes the upper half unit sphere.
Let K be a given open subset of Sn−1+ which is Lipschitz and simply connected. We
define the (infinite and open) “generalized cone” C = CK as C := {x ∈ Rn; xˆ ∈ K}. Denote
C := C ∩ B and K := C ∩ ∂B, where B is the ball centered at the origin of radius  > 0.
Given a positive constant δ, we define K′δ as the open set of Sn−1 which is composed of all
directions d ∈ Sn−1 satisfying that
d · xˆ > δ > 0, for all xˆ ∈ K. (4.1)
Let ρ ∈ L∞(Rn) and γ ∈ L∞(Rn) satisfy
0 < λ1 ≤ γ(x) ≤ λ2 <∞, for almost all x ∈ C. (4.2)
The following result is a direct consequence of Lemma 2.1.
Lemma 4.1. If u, v ∈ H1(C) satisfy
∇ · γ∇u+ k2ρu = 0, ∆v + k2v = 0, in C,
u = v, γ∂νu = ∂νv, on ∂C \ K,
(4.3)
then one has∫
C
(γ − 1)∇v · ∇w − k2(ρ− 1)vw dx =
∫
K
γ∂νw (v − u)− w (∂νv − γ∂νu) ds (4.4)
for any solution w to
∇ · γ∇w + k2ρw = 0, in C. (4.5)
Denote the vector field ~b = ~bγ as
~b = ~bγ(x) := −∇γ
−1/2
γ−1/2
=
∇γ1/2
γ1/2
= 2
∇γ
γ
= −2∇γ
−1
γ−1
= 2∇ ln γ.
Lemma 4.2. Given γ ∈ W 1,∞ satisfying (4.2), let u, v ∈ H1(C) satisfy (4.3) and let w be a
solution to (4.5) of the form (3.2) with r ∈ H1(C) and d ∈ Sn−1 satisfying (4.1). Then one
has ∣∣∣∣∫C (γ − 1)∇v · ∇w − k2(ρ− 1)vw dx
∣∣∣∣ = O(τe−δτ), (4.6)
for τ sufficiently large.
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Proof. It is observed that
|eη·x| ≤ e−τd·x ≤ e−τδ|x|, for any x ∈ C ∩B.
Hence for w of the form (3.2) we have∣∣∣∣∫K w (∂νv − γ∂νu)
∣∣∣∣ = ∣∣∣∣∫K γ−1/2(1 + r(x)) (∂νv − γ∂νu) eη·x
∣∣∣∣
≤e−δτ
∫
K
|1 + r(x)|
(
λ
−1/2
1 |∂νv|+ λ1/22 |∂νu|
)
.e−δτ ,
where λ1 and λ2 are the constants in (4.2). Notice that
∇ (γ−1/2eη·x) = (η −~b)γ−1/2eη·x.
Then we have
∇w = γ−1/2(∇r + (1 + r) (η −~b))eη·x, (4.7)
and hence
∂νw = γ
−1/2(∂νr + (1 + r) (η −~b) · ν)eη·x.
Therefore we have∣∣∣∣∫K γ∂νw (v − u)
∣∣∣∣ = ∣∣∣∣∫K γ1/2(∂νr + (1 + r) (η −~b) · ν) (v − u) eη·x
∣∣∣∣
≤λ1/22
∣∣∣∣∫K ( |∂νr|+ 2 |1 + r| ) |v − u|
∣∣∣∣ τe−δτ
+ 2λ
1/2
1
∣∣∣∣∫K ∂νγ (1 + r) (v − u)
∣∣∣∣ e−δτ
.τe−δτ .
Now the proof can be completed by using the identity (4.4).
In the following, we will use repeatedly the estimate∫ s
0
tb−1e−µtdt = Γ(b)/µb + o
(
e−<µ/2
)
, as <µ→∞, (4.8)
for any real number b > 0 and any complex number µ satisfying <µ  1, where Γ stands
for the Gamma function. We include the proof of (4.8) for readers’ convenience.
Proof of (4.8). Denote µ1 := <µ 1. Suppose that µ1 ≥ 2(b− 1)/s. Then
tb−1 ≤ eµ1t/2, for all t ≥ s,
and hence ∣∣∣∣∫ ∞
s
tb−1e−µtdt
∣∣∣∣ ≤ ∫ ∞
s
tb−1e−µ1tdt ≤
∫ ∞
s
e−µ1t/2dt = 2e−µ1s/2/µ1.
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Notice that ∫ ∞
0
tb−1e−µtdt = L{tb−1}(µ) = Γ(b)/µb,
where L represents the Laplace transform and Γ is the gamma function. Therefore, we have∫ s
0
tb−1e−µtdt =
∫ ∞
0
tb−1e−µtdt−
∫ ∞
s
tb−1e−µtdt
= Γ(b)/µb + o
(
e−µ1s/2
)
, as µ1 = <µ→∞.
Lemma 4.3. Under the same notations and conditions as in Lemma 4.2, suppose that there
are constants p, pˆ > 1 and σ0 > 0 such that the residual r in the form (3.2) of w satisfies
‖r‖Lp(C) = O(τ−n/p−σ0) and ‖∇r‖Lpˆ(C) = O(τ 1−n/pˆ−σ0) (4.9)
for τ sufficiently large. Assume further that there exist constants α, β, σ ∈ R, with σ > 0,
α 6= −1, and functions γβ, V ∈ L∞(K), which are all independent of τ , satisfying
(γ(x)− 1)γ−1/2(x) = γβ(xˆ)|x|β +O(|x|β+σ), (4.10)
and
∇v(x) = V (xˆ)|x|α +O(|x|α+σ), (4.11)
for all x ∈ C. Then one must have∣∣∣∣∫C γβ(xˆ)V (xˆ) · η|x|α+βeη·xdx
∣∣∣∣ = ‖γβ‖L∞(K)‖V ‖L∞(K)O( 1τn+β+α−1 ), (4.12)
and ∣∣∣∣∫C [(γ(x)− 1)∇v(x) · ∇w(x)− γβ(xˆ)V (xˆ) · η|x|α+βeη·x] dx
∣∣∣∣
= ‖γβ‖L∞(K)‖V ‖L∞(K) O
( 1
τn+β+α
)
+O
( 1
τn+β+α−1+σ
)
,
(4.13)
as τ →∞, for any d ∈ K′δ with δ > 0.
Proof. Recalling (4.7) from before we have∫
C
(γ − 1)∇v · ∇w dx =
∫
C
γ−1/2 (γ − 1)∇v ·
(
η −~b+ (∇+ η −~b )r) eη·xdx
Using (4.10) and (4.11) we observe that
(γ − 1) γ−1/2∇v = γβ(xˆ)V (xˆ)|x|α+β +O
(|x|α+β+σ) .
Thus we are able to split the integral in (4.13) as∫
C
(γ − 1)∇v · ∇w dx− I10 =
3∑
j=1
I1j, (4.14)
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where the integrals I1j, j = 0, . . . , 3, are defined by
I10 :=
∫
C
γβ(xˆ)V (xˆ) · η|x|α+βeη·xdx,
I11 := −
∫
C
γβ(xˆ)|x|α+βV (xˆ) ·~b(x)eη·xdx,
I12 :=
∫
C
γβ(xˆ)|x|α+βV (xˆ) ·
(
∇+ η −~b(x)
)
reη·xdx,
and
I13 :=
∫
C
O
(|x|α+β+σ) · (η −~b(x) + (∇+ η −~b(x))r) eη·xdx,
which can all be viewed as functions of τ .
Notice that
|I10| ≤ τ‖γβV ‖L∞(K)
∫
C
e−τd·x|x|α+β dx.
By applying (4.8) and the property (4.1) for d ∈ K′δ we obtain that
|I10| . τ ‖γβV ‖L∞(K)
∫ s
0
∫
K
tn+α+β−1e−tτd·xˆ dσ(xˆ)dt
. τ ‖γβV ‖L∞(K)
∫ s
0
tn+α+β−1e−tτδ dt . ‖γβV ‖L∞(K)
τn+α+β−1
.
(4.15)
Using the same arguments and recalling (2.4) we also observe that
|I11| ≤λ−11 ‖∇γ‖L∞(C)‖γβV ‖L∞(K)
∫
C
e−τd·x|x|α+β dx . ‖γβV ‖L∞(K)
τn+α+β
.
For the estimate concerning I12, we first have that∣∣∣∣∫C reη·xγβ(xˆ)|x|α+βV (xˆ) ·
(
η −~b(x)
)
dx
∣∣∣∣ . τ‖γβV ‖L∞(K) ∫C e−τd·x|x|α+βr dx
. τ‖γβV ‖L∞(K)‖r‖Lp(C)
(∫
C
e−p
′τd·x|x|p′(α+β) dx
)1/p′
,
where p′ denotes the Ho¨lder conjugate of p. In the same way as for (4.15), we can derive
that ∫
C
e−p
′τd·x|x|p′(α+β) dx ≤ σ(K)
∫ s
0
tn+p
′(α+β)−1e−tp
′τδ dt . 1
τn+p′(α+β)
,
and hence that∣∣∣∣∫C reη·xγβ(xˆ)|x|α+βV (xˆ) ·
(
η −~b(x)
)
dx
∣∣∣∣ . ‖γβV ‖L∞(K)‖r‖Lp(C)τn/p′+α+β−1 = ‖γβV ‖L∞(K)‖r‖Lp(C)τn+α+β−1−n/p .
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Similarly, we can obtain the following estimate for the rest part of the integral I12,∣∣∣∣∫C eη·xγβ(xˆ)|x|α+βV (xˆ) · ∇r dx
∣∣∣∣ . ‖γβV ‖L∞(K)‖∇r‖Lpˆ(C)(∫C e−pˆ′τd·x|x|pˆ′(α+β) dx
)1/pˆ′
.
‖γβV ‖L∞(K)‖∇r‖Lpˆ(C)
τn+α+β−n/pˆ
.
Therefore, the condition (4.9) implies
|I12| = ‖γβV ‖L∞(K) O
( 1
τn+α+β−1+σ0
)
.
As for the integral I13, analogous to the estimates for I11 and I12 one has∣∣∣∣∫C eη·xO (|x|α+β+σ) ·
(
−~b+ (∇+ η −~b )r) dx∣∣∣∣ = O( 1τn+α+β+σ )+O( 1τn+α+β−1+σ+σ0 ).
Applying the argument in (4.15) for the rest of I13 we obtain that∣∣∣∣∫C eη·xη ·O (|x|α+β+σ) dx
∣∣∣∣ . τ ∫C e−τd·x|x|α+β+σdx . 1τn+α+β+σ−1 .
Hence we have
|I13| = O
( 1
τn+α+β+σ−1
)
.
The proof is complete.
Lemma 4.4. Adopting the same notations and assumptions as in Lemma 4.3, assume further
that there exist constants α0, β0 ∈ R and functions ρ0, v˜ ∈ L∞(K), which are all independent
of τ , satisfying
(ρ(x)− 1)γ−1/2(x) = ρ0(xˆ)|x|β0 +O(|x|β0+σ), (4.16)
and
v(x) = v˜(xˆ)|x|α0 +O(|x|α0+σ), (4.17)
with some δ > 0, for all x ∈ C. Then one must have∣∣∣∣∫C ρ0(xˆ)v˜(xˆ)|x|α0+β0eη·xdx
∣∣∣∣ = ‖ρ0‖L∞(K)‖v˜‖L∞(K) O( 1τn+β0+α0 ), (4.18)
and ∣∣∣∣∫C [(ρ− 1)vw − ρ0(xˆ)v˜(xˆ)|x|α0+β0eη·x] dx
∣∣∣∣
=‖ρ0‖L∞(K)‖v˜‖L∞(K) O
( 1
τn+β0+α0+σ0
)
+O
( 1
τn+β0+α0+σ
)
,
(4.19)
as τ →∞, for any d ∈ K′δ with δ > 0.
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Proof. We first observe from (4.16) and (4.17) that
(ρ− 1)γ−1/2v = ρ0(xˆ)v˜(xˆ)|x|α0+β0 +O(|x|α0+β0+σ).
Substituting the form (3.2) of w we can split the integral∫
C
(ρ− 1)vw dx− I20 = I21 + I22, (4.20)
where the integrals I20, I21 and I22 are defined by
I20 :=
∫
C
ρ0(xˆ)v˜(xˆ)|x|α0+β0eη·xdx,
I21 :=
∫
C
ρ0(xˆ)v˜(xˆ)|x|α0+β0r(x)eη·xdx,
and
I22 :=
∫
C
O
(|x|α0+β0+σ) (1 + r)eη·xdx,
which can be regarded as functions of τ . Applying similar arguments as in the proof of
Lemma 4.3 and using (4.8) we have
|I20| .‖ρ0v˜‖L∞(K)
∫
C
e−τd·x|x|α0+β0 dx
= ‖ρ0v˜‖L∞(K)
∫ s
0
∫
K
tn+α0+β0−1e−tτd·xˆ dσ(xˆ)dt
. ‖ρ0v˜‖L∞(K)
∫ s
0
tn+α0+β0−1e−tτδ dt . ‖ρ0v˜‖L∞(K)
τn+α0+β0
.
Making use of (4.9) we can derive
|I21| . ‖ρ0v˜‖L∞(K)
∫
C
re−τd·x|x|α0+β0 dx
. ‖ρ0v˜‖L∞(K)‖r‖Lp(C)
(∫
C
e−p
′τd·x|x|p′(β0+α0) dx
)1/p′
. ‖ρ0v˜‖L∞(K)
‖r‖Lp(C)
τn/p′+β0+α0
= ‖ρ0v˜‖L∞(K)
‖r‖Lp(C)
τn+β0+α0−n/p
. ‖ρ0v˜‖L∞(K)
τn+β0+α0+σ0
.
Now the following estimate for I22 can be obtained analogously from those for I20 and I21,
|I22| . 1
τn+β0+α0+σ
+
1
τn+β0+α0+σ+σ0
.
The proof is complete.
The following result provides an estimate of an integral over C involving the solution v
of the problem (4.3).
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Proposition 4.1. Under the same notations and assumptions as in Lemmas 4.3 and 4.4,
one must have ∣∣∣∣∫C γβ(xˆ)V (xˆ) · η|x|α+βeη·xdx
∣∣∣∣
=k2‖ρ0‖L∞(K)‖v˜‖L∞(K) O
( 1
τn+β0+α0
)
+ k2O
( 1
τn+β0+α0+σ
)
+ ‖γβ‖L∞(K)‖V ‖L∞(K) O
( 1
τn+β+α
)
+O
( 1
τn+β+α−1+σ
)
,
(4.21)
k2
∣∣∣∣∫C eη·xv˜(xˆ)ρ0(xˆ)|x|α0+β0dx
∣∣∣∣
=k2‖ρ0‖L∞(K)‖v˜‖L∞(K) O
( 1
τn+β0+α0+σ0
)
+ k2O
( 1
τn+β0+α0+σ
)
+ ‖γβ‖L∞(K)‖V ‖L∞(K) O
( 1
τn+β+α−1
)
+O
( 1
τn+β+α−1+σ
)
,
(4.22)
and ∣∣∣∣∫C eη·x [−k2v˜(xˆ)ρ0(xˆ)|x|α0+β0 + γβ(xˆ)V (xˆ) · η|x|α+β] dx
∣∣∣∣
=k2‖ρ0‖L∞(K)‖v˜‖L∞(K) O
( 1
τn+β0+α0+σ0
)
+ k2O
( 1
τn+β0+α0+σ
)
+ ‖γβ‖L∞(K)‖V ‖L∞(K) O
( 1
τn+β+α
)
+O
( 1
τn+β+α−1+σ
)
,
(4.23)
as τ →∞, for any d ∈ K′δ with some δ > 0.
Proof. This is a direct consequence of Lemmas 4.2, 4.3 and 4.4, more precisely, by rewriting∫
C
eη·x
[−k2v˜(xˆ)ρ0(xˆ)|x|α0+β0 + γβ(xˆ)V (xˆ) · η|x|α+β] dx
= k2
∫
C
[
(ρ− 1)vw − ρ0(xˆ)v˜(xˆ)|x|α0+β0eη·x
]
dx
−
∫
C
[
(γ − 1)∇v · ∇w − γβ(xˆ)V (xˆ) · η|x|α+βeη·x
]
dx
+
∫
C
(γ − 1)∇v · ∇w − k2(ρ− 1)vw dx,
and using the estimates (4.6), (4.13), (4.18), (4.12) and (4.19).
Remark 4.1. Under sufficient regularity, the term γβ(xˆ)|x|β in (4.10) can be regarded as the
first non-zero term, which is a homogeneous polynomial in this case, of the Taylor expansion
for γ−1/2(γ − 1) around x = 0. The same situation is true for (4.11), (4.16) and (4.17),
concerning V , ρ and v, respectively.
Remark 4.2. Later on, we will present some situations or conditions which would yield a
contradiction of (4.23). As a consequence, we will be able to characterize the non-scattering
property as well as some behavior of transmission eigenfunctions under certain circumstances.
14
Corollary 4.1. Under the same notations and assumptions as in Proposition 4.1, assume
further that β = β0 = 0, N := α ≥ 0 an integer and both γβ = γ0 and ρ0 are constants. If
α0 ≥ N = α, then one has
γ0
∣∣∣∣∫C V (xˆ) · η|x|Neη·x dx
∣∣∣∣ = o(τ 1−n−N). (4.24)
Otherwise if α0 = N − 1, then∣∣∣∣γ0 ∫C V (xˆ) · η|x|Neη·x dx− k2ρ0
∫
C
eη·xv˜(xˆ)|x|N−1dx
∣∣∣∣ = o(τ 1−n−N). (4.25)
Remark 4.3. The constants γ0 and ρ0 in Corollary 4.1 can be viewed as the contrast of the
coefficients γ(x) and ρ(x) comparing to the constant 1. In fact, under sufficient smoothness,
one has
γ0 = (γ(0)− 1) γ−1/2(0) and ρ0 = (ρ(0)− 1) γ−1/2(0).
The above corollary highlights the complicated interplay of the behavior near the corner of
the contrasts in γ and ρ, as well as of the fields v and ∇v, in deciding whether (4.22) or
(4.23) or both are the dominating terms in the asymptotic expansions.
5 Scattering by inhomogeneities with corners in 2D
We revisit the problem (4.3), or (2.7), in this section. We prove under the space dimension
n = 2 that, when certain conditions are satisfied, the asymptotics (4.23) can not hold true
unless the vector field V is trivial. As a consequence, we are able to derive some results
concerning the “never trivial” scattering property of an inhomogeneous media in dimension
two whose contrast in the main operator or/and the lower order term has a corner in its
support.
5.1 Preliminaries
We first introduce some preliminary results. The the first one is a standard result, see
e.g. [13].
Lemma 5.1. If v is a solution to the Helmholtz equation
∆v + k2v = 0. (5.1)
in an open domain in Rn, then v is real analytic in that domain.
Lemma 5.2. Let v be defined in a neighborhood of a point x0 ∈ Rn for some σ > 0 and
satisfies the Helmholtz equation (5.1). Write the Taylor series of v and ∇v around x0 as
v =
∞∑
j=N0
vj and ∇v =
∞∑
j=N
Vj ,
where vj and Vj are homogeneous (vectorial) polynomials of (x− x0) with degree j for each
j ∈ N, vN0 and VN are not identically zero, and N0, N ∈ N. Then the following are true, in
the neighborhood where both of the Taylor series converges,
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1. The vector field Vj is curl free for each j.
2. There holds N ≤ N0 ≤ N +1, except for the case that N0 = 0 and N = 1. In the latter
case, one must have in addition, v1 = ∇ · V2 = ∆v3 ≡ 0.
3. VN is divergence free if N 6= 1, and ∇ · VN = −k2v0 when N = 1.
4. The polynomials vN0, vN0+1, VN and VN+1 are harmonic.
Proof. Notice that
∇v =
∞∑
j=N0
∇vj,
with ∇vj homogeneous vectorial polynomials of degree j − 1, which is curl free, for each
j ≥ 1. Hence each Vj is curl free, and we also observe N0 − 1 ≤ N . On the other hand from
the Helmholtz equation we have
−k2v = ∇ · ∇v =
∞∑
j=N
∇ · Vj .
Compare it to the original Taylor series of v we obtain that N − 1 ≤ N0. Now let us look
at the case when N0 = N − 1 ≥ 0. If N 6= 1, then ∇vN0 = ∇vN−1 is either identically
zero or a homogeneous vectorial polynomial of degree N − 2 ≥ 0. However, we know that
the first nonzero term from the Taylor series of ∇v should be VN . Therefore, we must have
∇vN−1 ≡ 0, which implies that vN−1 = vN0 is a constant, namely, N = 1. Next, we verify
that ∇ · VN = 0 when N 6= 1. If N = 0, this is trivial since V0 is a constant vector. For
N ≥ 2, we have that ∇ · VN = −k2vN−1 = 0, because we have shown that vj ≡ 0 for all
j ≤ N − 1. The last statement is known, see, [6, 24]. It can be seen directly by taking
Laplacian on each term of the Taylor series and using the fact that both v and ∇v solve the
Helmholtz equation.
We are now in a position to introduce an estimate which can be related to (4.23). In the
following, we shall restrict ourselves only in dimension n = 2. However, similar estimates
and results are expected for dimension three or higher. Under this consideration, we still
keep the notation n, instead of 2, and specify n = 2 when needed.
We define our local corner first. Denote ψ0 ∈ (0, pi) as the aperture of a (convex) corner.
Given positive constants  and δ, let K = {(cosψ, sinψ); 0 < ψ < ψ0}, C, C and K′δ be
defined accordingly as in the beginning of Section 4. In particular, we remind here that K′δ
is an open set of Sn−1 where elements d satisfy (4.1).
Lemma 5.3. Let the index of dimension n = 2, and let the complex vector η be of the form
(3.3) with τ > 0 and d ∈ K′δ. Given N ∈ N, let V˜ = V˜ (x) be the gradient of a homogeneous
polynomial of degree N + 1 which is harmonic. Suppose that V˜ is not identically zero. Then
one must have ∫
C
eη·xV˜ · η dx = C0τ 1−n−N + o
(
τe−τ/2
)
, (5.2)
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with a constant C0 independent of τ . Moreover, if C0 is zero when taking both the two
opposite directions of d⊥ for fixed d, then one must have
ψ0 =
2lpi
n+ 2N
=
lpi
1 +N
∈ (0, pi), i.e., N = pi
ψ0
l − 1 ∈ N, (5.3)
for some l ∈ N.
Remark 5.1. When N = 0, namely when V˜ is a constant vector, then C0 6= 0 for corners of
any angle unless V˜ is the zero vector. If N = 1, then (5.3) implies that ψ0 = pi/2 is the only
case for C0 = 0 with V˜ not identically zero.
Before proving the above lemma, it is insightful to remark that the above exception of
ψ0 (which translates to a particular form of u
in) is not an exception for the potential case
(∆+k2ρ)u = 0, i.e when γ = 0 (see i.e [6]). For our case concerning the operator∇·γ∇+k2ρ,
even if we replace V˜ · η in (5.2) with V˜ · ~p, with ~p ∈ C2 and ~p · η = 0, would not exempt
us from getting exceptional ψ0 that yield C0 = 0 and non zero V˜ . In fact, such a vector ~p
would satisfy
~p = c0(d
⊥ − id) = −ic0(d+ id⊥) = −ic0η/τ.
This basically means that even a “direct” CGO solution for ∇w of the form ∇w = γ1/2(~p+
~r)eη·x with ~p ∈ C2 satisfying ~p · η = 0 might not be of help in improving the results.
Proof of Lemma 5.3. It is known that (x1±ix2)N form a base of all homogeneous harmonic
polynomial of degree N , where x1 and x2 denote the Cartesian components of x ∈ R2.
Therefore, the vector field V˜ can be written as
V˜ (x) = b1
(
1
i
)
(x1 + ix2)
N + b2
(
i
1
)
(x1 − ix2)N
= b1
(
1
i
)
|x|NeiNψ + b2
(
i
1
)
|x|Ne−iNψ,
where we have adopted the parametrization as xˆ = (cosψ, sinψ)T . Denote d = (cosϕ, sinϕ)T .
Taking ϕ∓ pi/2 as the angular coordinate of d⊥, then d⊥ = ±(sinϕ,− cosϕ)T and
d+ id⊥ =
(
cosϕ± i sinϕ
sinϕ∓ i cosϕ
)
=
(
1
∓i
)
e±iϕ.
Under these notations we have
η · xˆ = −τe±iϕ (cosψ ∓ i sinψ) = −τe±i(ϕ−ψ). (5.4)
and, depending on the opposite direction choices of d⊥,
−|x|−N V˜ (x) · ητ−1 =2b1ei(Nψ+ϕ) or − |x|−N V˜ (x) · ητ−1 = 2ib2e−i(Nψ+ϕ). (5.5)
It is observed that∫
C
|x|Neη·xe±iNψ dx =
∫ s
0
∫ ψ0
0
tN+n−1e−tτe
±i(ϕ−ψ)
e±iNψdψdt.
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Applying the estimate (4.8) yields∫
C
|x|Neη·xe±iNψ dx− o (e−τ/2)
=
Γ(N + n)
τN+n
e∓iϕ(N+n)
∫ ψ0
0
e±i(N+n)ψe±iNψdψ = C±
Γ(N + n)
τN+n
,
(5.6)
with the constant
C± := e∓i(N+n)ϕ
∫ ψ0
0
e±i(2N+n)ψdψ =
±i
2N + n
(
1− e±i(2N+n)ψ0) e∓i(N+n)ϕ.
Therefore, we have from (5.5) and (5.6) that∫
C
eη·xV˜ · η dx = −2b1e±iϕτ
∫
C
|x|Ne±iNψeη·xdx
= −2b1C±Γ(N + n)
τN+n−1
e±iϕ + o
(
τe−τ/2
)
,
where the constant b1 should be in fact ib2 when the ∓ is taken as the + sign. We have now
verified (5.2) with the constant
C0 = −2ib1 Γ(N + n)
2N + n
e−i(N+n−1)ϕ
(
1− ei(2N+n)ψ0) ,
if we take ϕ− pi/2 as the angular of d⊥, or if we take ϕ+ pi/2 as the angular of d⊥
C0 = −2b2 Γ(N + n)
2N + n
ei(N+n−1)ϕ
(
1− e−i(2N+n)ψ0) .
If C0 = 0 for both cases, then one must have either
(2N + n)ψ0 = 2lpi, for some l ∈ N, (5.7)
or b1 = b2 = 0. However, the latter cannot be true since we have assumed the non-triviality
of V˜ .
The following result is known, see [24]. It was first established in [6] for rectangular
corners and γ = 1.
Lemma 5.4. Let n = 2, and let η be of the form (3.3) with τ > 0 and d ∈ K′δ. Let vN0 be
a homogeneous polynomial of degree N0 ∈ N which is harmonic. Then there is a constant
C1,N0, which depends on d but not on τ , such that∫
C
vN0(x)e
η·x dx = C1,N0τ
−n−N0 + o
(
τe−τ/2
)
. (5.8)
Moreover, the constant C1,N0 = C1,N0(d) cannot be zero for all directions d in any open subset
of Sn−1.
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The next result is a particular case of Lemma 5.4, when N0 = 0. We give a proof for the
sake of obtaining the explicit value of the constant C1,N0 in (5.8), which will be used later.
Lemma 5.5. Under the same notations as in Lemma 5.4, one has∫
C
eη·x dx = C1τ−n + o
(
τe−τ/2
)
, (5.9)
with a constant C1 6= 0 which is independent of τ .
Proof. Applying (5.4) and (4.8) we have∫
C
eη·x dx =
∫
C
e−τ |x|e
±i(ϕ−ψ)
dx =
∫ s
0
∫ ψ0
0
tn−1e−tτe
±i(ϕ−ψ)
dψdt
=
Γ(n)
τn
∫ ψ0
0
e∓in(ϕ−ψ) dψ + o
(
τe−τ/2
)
.
Therefore, we have derived (5.9) with the constant
C1 = Γ(n)e
∓inϕ
∫ ψ0
0
e±inψdψ = ±iΓ(n)/ne∓inϕ (1− e±inψ0) ,
where the plus or minus signs depend on the choice of direction or angular, ϕ∓ pi/2, of the
unit vector d⊥.
Lemma 5.6. Let the index of dimension n = 2, and Let V˜ = V˜ (x) be a fixed homogeneous
polynomial for x of degree N = 1 which is curl free and satisfies ∇ · V˜ = −k2v0 6= 0, where
v0 is a constant. Let the complex vector η = η(τ, d) be of the form (3.3) with τ > 0 and
d ∈ K′δ. Then one has ∫
C
eη·xV˜ · η dx = C˜0τ−n + o
(
τe−τ/2
)
, (5.10)
and
γ0
∫
C
eη·xV˜ · η dx− k2v0ρ0
∫
C
eη·x dx = C˜1τ−n + o
(
τe−τ/2
)
, (5.11)
with constants C˜0 and C˜1 independent of τ but possibly dependent on d. Moreover, one can
always find a direction d ∈ K′δ and a corresponding perpendicular vector d⊥ so that C˜1 6= 0
unless ψ0 = pi/2 and ρ0 = 0 both hold true.
Proof. We apply the parametrization xˆ = (cosψ, sinψ)T as before and write
V˜ (x) =
(
b11
b21
)
(x1 + ix2) +
(
b12
b22
)
(x1 − ix2) =
(
b11
b21
)
eiψ +
(
b12
b22
)
e−iψ.
It is obtained from the curl and divergence condition that
b21 − ib11 = ik2v0/2 and b12 − ib22 = −k2v0/2,
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and hence
V (xˆ) = b11
(
1
i
)
eiψ + b22
(
i
1
)
e−iψ + k2v0/2
(
0
i
)
eiψ − k2v0/2
(
1
0
)
e−iψ,
where |x|V (xˆ) = V˜ (x). We adopt the notations in the proof of Lemma 5.3 for d, d⊥ and η,
and recall from (5.6) that
I± :=
∫
C
|x|eη·xe±iψ dx = C±,1 Γ(1 + n)
τ 1+n
+ o
(
e−τ/2
)
,
with the constant
C±,1 =
±i
2 + n
(
1− e±i(2+n)ψ0) e∓i(1+n)ϕ = ±i (1− e±i4ψ0) e∓i3ϕ/4.
Letting b+ = b11 and b− = ib22, we observe from straightforward computation that
−τ−1e∓iϕ
∫
C
eη·xV˜ · η dx = 2b±I± ± k2v0(I+ ∓ I−)/2.
Therefore, we have derived (5.10) with the constant
C˜0e
∓iϕ/Γ(1 + n) = −2b±C±,1 + k2v0(C−,1 ∓ C+,1)/2.
Further, combining the above with (5.9) we arrive at (5.11) with the constant
C˜1 = γ0C˜0 − k2v0ρ0C1.
Lastly, we show that C˜1 = C˜1(d) = C˜1(ϕ) cannot be zero for all directions d in the open set
K′δ, unless ψ0 = pi/2 and ρ0 = 0 both hold. Straightforward computation shows
±i4C˜1e±2iϕ/(k2v0γ0) =4b±
(
1− e±i4ψ0) /(k2v0) + 2ρ0/γ0 (1− e±i2ψ0)
± (1− e−i4ψ0) ei3ϕe±i3ϕ + (1− ei4ψ0) e−i3ϕe±i3ϕ.
Suppose that C˜1 = 0 for both ± signs, then we have
4b11
(
1− ei4ψ0) /k2v0 = − (1− e−i4ψ0) ei6ϕ − (1− ei4ψ0)− 2ρ0/γ0 (1− ei2ψ0) ,
and
4ib22
(
1− e−i4ψ0) /k2v0 = − (1− ei4ψ0) e−i6ϕ + (1− e−i4ψ0)− 2ρ0/γ0 (1− e−i2ψ0) .
If ψ0 6= pi/2, then neither
(
1− ei4ψ0) or (1− e−i4ψ0) could be zero since ψ0 ∈ (0, pi). In this
case, C˜1 = 0 for all d in a neighborhood would imply that b11 and b22 are variables depending
on d, which is not the case since V˜ is a fixed vector. Otherwise if ψ0 = pi/2, then we have
ρ0/γ0
(
1− ei2ψ0) = ρ0/γ0 (1− e−i2ψ0) = 0,
which could only be true when ρ0 = 0. The proof is completed.
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5.2 Do corners in 2D always scatterer?
Now we return our attention to the scattering problem governed by (2.1). We first intro-
duce the mathematical definition of the corners in the support of the inhomogeneity we are
concerned with. Roughly speaking, we are able to deal with constitutive material properties
a and c, whose support of the contrast to the background, i.e. supp(c − 1) or supp(a − 1),
contains a convex corner which could be small. As a particular case when a ≡ 1, our results
recover those proven in [6], [16] and [17]. We require some regularity of a and c locally around
the corner. We do not need to impose any additional assumptions on a and c elsewhere (see
Figure 1).
Definition 5.1. A function f is said to have a corner at its support if the following is satisfied:
Let a simple connected domain Ω ∈ R2 be such that supp f ⊆ Ω. There is a point x0 ∈ ∂Ω,
a ball B(x0) of radius  > 0 centered at x0 and a cone C(x0) := {x ∈ R2 : x̂− x0 ∈ K} with
K = {(cosψ, sinψ); 0 < ψ < ψ0}, such that
Ω ∩B(x0) = supp f ∩B(x0) = C(x0) ∩B(x0) := C(x0).
In this case, we call x0 = [x0; C(x0)] a corner of (the support of) f of radius .
Definition 5.2. Given constitutive material properties a ∈ L∞(R2), c ∈ L∞(R2), suppose
that x0 = [x0; C(x0)] is a corner of either a−1 or c−1 with radius . The corner x0 is called
regular, with respect to a and c, if there exist γ ∈ L∞(R2) and ρ ∈ L∞(R2) satisfying the
following:
1. There is a constant ε0 > 0 such that γ ∈ H3,1+ε0 and ρ ∈ H1,1+ε0 .
2. γ|C = a|C in H3,1+ε0(C) ∩ L∞(C) and ρ|C = c|C in H1,1+ε0(C) ∩ L∞(C).
3. There are constants γ0, ρ0 and some σ > 0 such that
(γ(x)− 1) γ−1/2(x) = γ0 +O(|x− x0|σ), (5.12)
and
(ρ(x)− 1)γ−1/2(x) = ρ0 +O(|x− x0|σ), (5.13)
for almost all x ∈ C(x0).
Moreover, by an abuse of terminology, we say that there is a conductivity jump (for a(x))
at x0 if γ0 6= 0, or a potential jump (for c(x)) if ρ0 6= 0.
Remark 5.2. We note here that the first listed condition in Definition 5.2 suffices for γ
and ρ to satisfy the assumptions in Proposition 3.1 and Condition 3.1 with n = 2 and
s = 0, 1. In particular, we can take p˜ = 1 + ε0/2 and p ≥ 3(1 + 2ε0)/(1 − 4ε0) > 3. The
property (3.4) now holds by taking 1/p = 1/p˜− 1/(1 + ε0) and using the Ho¨lder’s inequality
‖gh‖Lp˜ ≤ C‖g‖Lp‖h‖L1+ε0 .
Theorem 5.1 and Theorem 5.3 in the following state our main results concerning the lack
of non-scattering phenomena. To this end, we give a class of incident fields for which we
cannot conclude yet whether or not they will be scattered by inhomogeneities with corners.
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Definition 5.3. Given a corner of aperture ψ0 and an incident field u
in, denote N ∈ N as
the order of the first nonzero term from the Taylor expansion of ∇uin at the corner. We
say that the pair (uin, ψ0) belongs to the class E if there holds N = (l/ψ0) pi − 1 with some
positive integer l.
Theorem 5.1 (Conductivity corner scattering). Given a, c ∈ L∞(R2) satisfying (2.4) and
(2.5), let u = uin + usc be the total field of the scattering problem (2.1)–(2.3). Suppose that
there is a corner x0 = [x0; C(x0)] at the support of a − 1 which is regular with respect to a
and c in the sense of Definition 5.2. Assume further that there is a conductivity jump for a
at x0. Then the scattered field u
sc cannot be identically zero in the exterior of any bounded
ball in R2 except, perhaps, if (uin, ψ0) belongs to the class E with ψ0 the aperture of C(x0).
Proof. We prove this result by contradiction. Assume, up to a rigid change of coordinates,
that x0 locates at the origin. Suppose that u
sc is identically zero outside some bounded
ball. Then by unique continuation, usc is zero in R2 \ Ω for any Lipschitz domain Ω as in
Definition 5.1 for a−1. As a consequence, the interior transmission eigenvalue problem (2.7)
and (2.8) are satisfied for u the total field and v = uin the incident field of the scattering
problem. In particular, the local problem (4.3) is satisfied with functions γ and ρ as in
Definition 5.2 for a and c, respectively.
Given d ∈ K′δ with a fixed constant δ > 0, for any positive τ sufficiently large, we can
find from Proposition 3.1 a solution w to (3.1) that is of the form (3.2) with the residual r
satisfying
‖r‖Hs,ps = o(τ s−2/ps), s = 0, 1, (5.14)
where p0 and p1 are those constants as specified in Definition 5.2. Let the vector field
V˜ = V˜ (x) = V (xˆ)|x|N be the first nonzero (the N -th) term from the Taylor expansion of
∇uin at the corner. Then we can always write v = uin in the form (4.17) around the corner,
with either N0 ≥ N or N0 = 0 and N = 1, according to Lemma 5.2. In the latter case,
the function v˜ in (4.17) degenerates to a constant v0. Letting γ0 be the constant defined in
Definition 5.2 for γ or a, we denote the integral
I := γ0
∫
C
V˜ (x) · ηeη·x dx. (5.15)
If N0 ≥ N , then we know from (4.24) in Corollary 4.1 that I = o(τ 1−n−N), where n = 2 is
the space dimension. However, Lemma 5.3 implies that I = γ0C0τ
1−n−N + o(τe−τ/2). These
two asymptotics can not both be true unless C0 = 0, namely, when (5.7) holds. Otherwise
if N0 = 0 = N − 1, applying (4.25) yields∣∣∣∣I − k2ρ0v0 ∫C eη·xdx
∣∣∣∣ = o(τ−n).
However, Lemma 5.6 implies that this cannot be true unless ψ0 = pi/2 and ρ0 = 0 both holds
true. This ends the proof.
Next, we give some consequent results of Theorem 5.1, which shows that a wide class of
incident waves of interest in applications always scatterer.
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Corollary 5.2. Assume that the constitutive material properties a and c satisfy the as-
sumptions in Theorem 5.1. Any incident field uin that satisfies either one of the following
conditions:
1. ∇uin(x0) 6= 0,
2. uin(x0) 6= 0 and ψ0 6= pi/2 or ρ0 6= 0,
must scatter.
Proof. We adopt the notations in the proof of Theorem 5.1. The first condition ∇uin(x0) 6= 0
is equivalent to N = 0. In this case, Theorem 5.1 along with Remark 5.1 implies that uin
will always scatter. When the second condition is true, we have N0 = 0, which implies either
N = 0 or N = 1. If N = 0, we are back to the case. For N0 = 0 and N = 1, we know
from the proof of Theorem 5.1 that ψ0 = pi/2 and ρ0 = 0 are both necessary for u
in to be
non-scattered.
Theorem 5.3 (Potential corner scattering). Given a, c ∈ L∞(R2) satisfying (2.4) and (2.5),
let u = uin + usc be the total field of the scattering problem (2.1)-(2.3). Suppose that there
is a corner x0 = [x0; C(x0)] at the support of c − 1 which is regular with respect to a and c
in the sense of Definition 5.2. Let γ be the function as in Definition 5.2 corresponding to a.
Assume further that there is a potential jump for c at x0. Then the scattered field u
sc cannot
be trivially zero in the exterior of any bounded ball in R2 if any of the following conditions
is satisfied:
1. For all x ∈ C(x0) and some constant σ > 0
(γ(x)− 1) γ−1/2(x) = O(|x− x0|2+σ). (5.16)
2. For all x ∈ C(x0) and some constant σ > 0
(γ(x)− 1) γ−1/2(x) = O(|x− x0|1+σ), (5.17)
and N0 = N , where N0 and N are the degrees of the first nonzero term from the Taylor
expansion of uin and ∇uin, respectively, at the corner.
3. For all x ∈ C(x0) and some constant σ > 0
(γ(x)− 1) γ−1/2(x) = O(|x− x0|σ), (5.18)
(i.e. γ0 = 0, where γ0 is defined in Definition 5.2), and u
in(x0) 6= 0 and ∇uin(x0) = 0.
Remark 5.3. We note here that the conditions (5.16), (5.17) or (5.18), essentially describe
the order of vanishing at the corner of γ − 1, or in other words of the contrast a− 1 at the
corner. As a consequence, Theorem 5.3, in particular in the case of (5.16), generalizes the
previous results proven in [6], [16] and [17] for the scattering problem where a ≡ 1.
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Proof of Theorem 5.3. We first follow the proof of Theorem 5.1 and the notations therein
up to (5.15). Then we let the vN0(x) = v˜(x)|x|N0 be the first nonzero (the N0-th) term from
the Taylor expansion of uin, and let ρ0 6= 0 be the constant defined in Definition 5.2 for ρ or
c. Lemma 5.4 implies that one can alway find a direction d ∈ K′δ and a constant C1,N0 6= 0,
which satisfy
I˜ := k2ρ0
∫
C
vN0(x)e
η·xdx = C1,N0k
2ρ0τ
−n−N0 + o
(
τe−τ/2
)
. (5.19)
On the other hand, applying Proposition 4.1, in particular the estimate (4.22) with β2 = 0,
we obtain
I˜ = o
(
τ−n−N0
)
+ ‖γβ‖L∞(K) O
(
τ−n−(N−1+β1)
)
+ o
(
τ−n−(N−1+β1)
)
, (5.20)
where the function γβ and the constant β1 are chosen for γ to satisfy (4.10). Recall from
Lemma 5.2 that N0 ≥ N or N0 = 0 and N = 1.
In the first case when (5.16) holds true, we can take β1 = 2 and γβ ≡ 0 in (4.10). Since
N ≤ N0 + 1, we obtain from (5.20) that I˜ = o
(
τ−n−N0
)
, which contradicts (5.19). When the
second condition is valid, namely, if N0 = N and there holds (5.17), then setting β1 = 1 and
γβ ≡ 0 in (4.10) we arrive at the same contradiction I˜ = o
(
τ−n−N0
)
against (5.19). Lastly
in the third case, we have N0 = 0 and N = 1. Taking β1 = 0 and γβ = γ0 = 0 in (4.10) lead
to the same contradiction as before. The proof is completed.
We end this section with a remark on the “exclusive” corners and incident waves in
Theorems 5.1 and 5.3. As seen from the statement of these results, in the most general
settings, there are particular conductivity or potential corners and related special incident
fields for which we cannot conclude that the corresponding scattered field is non-zero. At
this time we don’t know whether these exceptions are artifact of our technique or a more
fundamental issue arising from the presence of the contrast in conductivity near the corner,
as we were not able to construct a counter example of a non-scattering corner along with
the corresponding incident field.
6 Applications to inverse scattering for inhomogeneous
media
In this section we present some applications of the above corner scattering results to inverse
scattering theory for two dimensional inhomogeneous media. More precisely we consider
the scattering problem (2.1) with n = 2, where the constitutive material properties a and c
defined in the beginning of Section 2.
6.1 A global uniqueness theorem
We consider the inverse problem of determining the convex hull of (the support of) an in-
homogeneity from the scattered data. We prove that the polygonal convex hull of certain
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inhomogeneities can be uniquely determined by a single far-field measurement. Our unique-
ness result extends the ones proven in [17] and [19]. We start by defining the admissible set
of the inhomogeneities.
Definition 6.1 (Admissible inhomogeneities). Given constitutive material properties a ∈
W 1,∞(R2), c ∈ L∞(R2), a(x) ≥ a0 > 0, and D the convex hull of supp(c− 1) ∪ supp(a− 1),
the inhomogeneity (a, c,D) is called admissible if it satisfies the following properties:
1. The convex hull D is a polygon.
2. Each corner x0 of the polygon D is a corner for c− 1 as in Definition 5.1 (which may
or may not be a corner for a − 1); in particular, there exist a cone C(x0) of aperture
ψ0 and a constant  > 0 such that
C = C(x0) := C(x0) ∩B(x0) = supp(c− 1) ∩B(x0).
3. At each corner x0 of D, there exist constant ε0 := ε0,x0 > 0 and functions γ = γx0 ∈
H3,1+ε0(Rn) ∩ L∞(Rn) and ρ = ρx0 ∈ H1,1+ε0(Rn) ∩ L∞(Rn) satisfying
a|C = χCγ and c|C = χCρ,
where χC denotes the characteristic function of the set C. Moreover, there are con-
stants σ = σx0 > 0 and ρ0 := ρ0,x0 6= 0 such that for almost all x ∈ C(x0),
(ρ(x)− 1) = ρ0 +O(|x− x0|σ) and (γ(x)− 1) = O(|x− x0|2+σ). (6.1)
We denote by A the set of admissible inhomogeneities (a, c,D) (see Figure 2 for some exam-
ples).
Figure 2: Examples of admissible inhomogeneities. Dotted filling indicates supp(c − 1),
uniform coloring indicates supp(a−1) darker dotted filling indicates the support of supp(c−
1)∩ supp(a− 1). One incident field suffices to determine the polygonal convex hull depicted
by the tick line.
We can prove the following uniqueness theorem. We recall that an incident field uin is entire
solution the Helmholtz equation
∆uin + k2uin = 0 in R2.
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Theorem 6.1. Given an admissible inhomogeneity (a, c,D) ∈ A. Then the far field pattern
u∞ corresponding to one single incident wave uin uniquely determines the convex hull D of
supp(c− 1) ∪ supp(a− 1).
Proof. Let (aj, cj, Dj) ∈ A, j = 1, 2 be two admissible inhomogeneities, and let uj = uscj +uin
and u∞j 6= 0 be the corresponding total field and far field pattern, respectively, due to the
incident field uin. Assume that u∞1 (xˆ) = u
∞
2 (xˆ) for all xˆ in the unit circle. Then from Rellich’s
Lemma the scattered fields usc1 = u
sc
2 coincide, and consequently so do the total fields u1 = u2,
up to the boundary of R2 \ D1 ∪D2, where we recall D1 and D2 are the (polygon) convex
hull of supp(c1− 1)∪ supp(a1− 1) and supp(c2− 1)∪ supp(a2− 1), respectively. If D1 6= D2,
then there is a corner x0 := [x0; C] for some small  > 0 (to fix the idea) of D1 that lies in the
exterior of D2 (see Figure 3). Hence, we have that∇·a1∇u1+k2c1u1 = 0 in C, ∆u2+k2u2 = 0
in B, and u1 = u2 and a1∂νu1 = ∂νu2 at the vertices of C. Since, by assumption of the
admissible inhomogeneities, the corner x0 := [x0; C] satisfies the assumption 1 of Theorem 5.3
and hence by exactly the same argument as in the proof of Theorem 5.3 we conclude that
u2 ≡ 0 in B whence u2 ≡ 0 in R2, by unique continuation [18]. The latter means that
the (radiating) scattered field usc2 = −uin satisfies the Helmholtz equation in R2, therefore
usc2 ≡ 0 and u∞2 = 0. We arrive at a contradiction, which proves that D1 = D2.
Figure 3: Intersection of two different admissible inhomogeneities. Dotted filling indicates
the support of the contrast c supp(c − 1), darker dotted filling indicates the support of
supp(c− 1) ∩ supp(a− 1).
Although, for simplicity of the statement, we give the uniqueness result only for inhomo-
geneities from the admissible class A as specified in Definition 5.2, similar shape determina-
tion results can be shown for more general class of inhomogeneities. What type of additional
inhomogeneities can be included, it is easily seen from the proof of Theorem 6.1. In partic-
ular, the admissible inhomogeneities in Definition 5.2 require the conductivity contrast to
vanish to second order at the corners of the convex hull. However, we can enlarge the admis-
sible class A by including also inhomogeneities whose polygonal convex hull has corners with
conductivity jump, i.e. γ satisfies (5.12) with γ0 6= 0 assuming in addition that such corner
has aperture which is an irrational factor of pi. Formally speaking, we can even consider
any bounded inhomogeneities. In this case, if the far-field data corresponding to one single
incident wave is the same for two inhomogeneities, then we can conclude that the difference
between the two corresponding convex hulls (not necessarily polygons) cannot contain any
“admissible pair of corner and total field” as specified in Section 5.2. Here, by admissible
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pairs we mean corners and related waves which will always be non-trivially scattered by the
corner ([x0; C] and u2 in the proof of Theorem 6.1 for example).
As a particular case of Theorem 6.1 we have the following uniqueness theorem for the support
of a polygonal inhomogeneity.
Corollary 6.2. Given an admissible inhomogeneity (a, c,D) ∈ A, and assume further that
supp(c − 1) ∪ supp(a − 1) is a convex polygon (i.e. supp(c − 1) ∪ supp(a − 1) = D). Then
the far field pattern corresponding to a single incident wave uniquely determines the support
of the inhomogeneity supp(c− 1) ∪ supp(a− 1).
6.2 Approximation by Herglotz functions
Most of the reconstruction techniques using the linear sampling methods and transmission
eigenvalues depends on denseness properties of the so-called Herglotz functions, which are
entire solutions to the Helmholtz equation defined by
vg(x) :=
∫
Sn−1
g(d)eikx·ddsd, g ∈ L2(Sn−1),
where Sn−1 := {x ∈ Rn : |x| = 1}, and g is referred to as kernel of the Herglotz function vgg.
It is well-known (see e.g. [10]) that the set
{vg : g ∈ L2(Sn−1)}
is dense in
{v ∈ H1(Ω) : ∆v + k2v = 0 in Ω}
with respect to the H1(Ω)-norm, where Ω ∈ Rn is a bounded region with connected comple-
ment.
Given the inhomogeneity (a, c,Ω) defined at the beginning of Section 2, let k > 0 be a
transmission eigenvalue, i.e. the following problem
∇ · a∇u+ k2cu = 0, ∆v + k2v = 0, in Ω,
u = v, a∂νu = ∂νv, on ∂Ω,
has nonzero solution u, v ∈ H1(Ω). Our corner scattering analysis in the two dimensional
case yields the following result, which concerns the approximation of the eigenfunction v
by Herglotz functions. To this end, at a transmission eigenvalue k > 0, let the sequence of
Herglotz functions {vg} approximate the eigenfunction v, i.e.
lim
→0
‖vg − v‖H1(Ω) = 0.
Lemma 6.1. Assume that Ω ⊂ R2 has a corner x0 = [x0; C(x0)] for a− 1 with the assump-
tions of Theorem 5.1 for corner aperture ψ0 /∈ {ppi; p ∈ Q ∩ (0, 1)}, or for c − 1 with the
assumptions of Theorem 5.3 with condition 1. Then lim sup ‖g‖L2(S1) =∞.
Proof. Assume to the contrary that
{‖g‖L2(S1)} is bounded. Then up to a subsequence
g ⇀ g ∈ L2(S1) weakly as  → 0. Obviously vg → vg in C1(Ω) and thus v := vg|Ω
which means that vg does not scatterer. This contradicts the assumptions, and the lemma
is proven.
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We remark that for the case of a ≡ 1 in [4] the authors have shown that if the transmission
eigenfunction v is approximated by a sequence of Herglotz functions with uniformly bounded
kernels (which according to Lemma 6.1 never happens in this case), then v must vanish at the
corner. Indeed our analysis for “potential corner” shows that v has to vanish at any order at
the corner and by analyticity be identically zero. The exceptional cases due to the presence
of the contrast a − 1 stated in Theorem 5.1 and Theorem 5.3 describe necessary vanishing
properties at the corner of the transmission eigenfunction v if it can be approximated by a
sequence of Herglotz functions with uniformly bounded kernel, which is equivalent to k being
a non-scattering wavenumber. However, these are not sufficient conditions for the latter to
occur.
7 Conclusions
We conclude the paper with a few remarks. Firstly, our construction of CGO solutions
and their use to study local behavior of solutions of concerning PDEs near the vertex of a
generalized corner in any dimension higher than one lays out the needed analytical framework
to study corner scattering. Although, here for sake of presentation, the latter is carried out
only in two dimensional case, we strongly believe that the analogue is true for conical corners
in dimension three. Moreover, similar techniques are expected to be developed to analyze
edge scattering in three dimensions. If proven, such results can then be used to obtain
similar uniqueness theorem as in Section 6.1 for polyhedral convex hull of the support of
inhomogeneity in R3.
Secondly, we are perplexed by the exceptional corners in the case of contrast in con-
ductivity. We don’t know yet whether this is a shortcoming of our approach or is a more
essential continuation question related to this case. Unfortunately, for geometries with cor-
ners even in R2 it is hard to get simple explicit calculations for the transmission eigenvalue
problem in order to see if for any of such exceptional corners the eigenfunction corresponding
to the equation of the background can be extended outside the corner, i.e. to conclude that
corner does scatterer. In order to have a different angle of investigation to this issue, in a
forthcoming study, we consider singularity analysis on the pair of the solution to the interior
transmission problem near a generalized corner, following the lines of [17]. We are hoping to
perform this singularity analysis for anisotropic conductivity coefficient also, for which the
construction of CGO solutions is more complicated.
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