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a b s t r a c t
In this work, we analyze the discrete in time 3D system for the globally modified
Navier–Stokes equations introduced by Caraballo (2006) [1]. More precisely, we consider
the backward implicit Euler scheme, and prove the existence of a sequence of solutions of
the resulting equations by implementing the Galerkin method combined with Brouwer’s
fixed point approach. Moreover, with the aid of discrete Gronwall’s lemmas we prove that
for the time step small enough, and the initial velocity in the domain of the Stokes operator,
the solution is H2 uniformly stable in time, depends continuously on initial data, and is
unique. Finally, we obtain the limiting behavior of the system as the parameter N is big
enough.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let  ⊂ R3 be a bounded domain with regular boundary 0 = ∂. The globally modified Navier–Stokes equations of
viscous incompressible fluids are [1];
vt − ν△v + FN(‖∇v‖) [(v · ∇)v]+∇p = f in, (1.1)
div v = 0 in, (1.2)
where, v = (v1, v2, v3) is the velocity of the fluid, ν is the kinematic viscosity, p the pressure, and f ≡ f (t) is the external
body force, and for some N ∈ R+, FN : R+ −→ R+ given by
FN(r) = min

1,
N
r

.
The convection term (v · ∇)v is defined as
(v · ∇)v =
3−
i=1
vi
∂v
∂xi
.
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Of course, Eqs. (1.1) and (1.2) are completed with the boundary and initial conditions respectively given as
v = 0 on 0, (1.3)
v(x, 0) = v0(x) in. (1.4)
For the mathematical understanding of the problem, we introduce the following functional spaces [2]
H2()3 = v ∈ L2 ,R3 : ∂βv ∈ L2 ,R3 , |β| ≤ 2 ,
V = v ∈ H10 ()3, div v = 0 ,
H = v ∈ L2()3, div v = 0, v · n = 0 on 0 ,
H−1() = the dual of H10 (),
(1.5)
where, n is the unit outward normal on 0, the derivative ∂βv has to be understood in the sense of distribution. We will
denote by ‖ · ‖k the classical Sobolev norm, and by (·, ·) and ‖ · ‖ the L2-inner product and norm respectively. The notation
will be used for scalar-, vector- and matrix-valued functions, with the norms for the latter two types of functions begin
defined in the usual, component-wise way. As usual, u(t) stands for the function x ∈  −→ u(x, t).
The space H is endowed with the classical L2 structure, while Vwill be endowed thank to Poincaré’s inequality with the
scalar product and the norm
((v, u)) = (∇v,∇u), |||v||| = ‖∇v‖.
We denote by P the Leray projection of L2()d onto H, and by D(A) the domain of the Stokes operator A = −P△ in H.
Clearly, A is a linear continuous operator from V −→ V′ such that
⟨Au, v⟩V′,V = (∇u,∇v) u, v ∈ V.
Also, from the regularity theory for the Stokes equation, it is proved by several authors (see in particular [2]), that
D(A) = H2()3 ∩ V,
and the following holds true
D(A) ⊂ V ⊂ H,
each injection being continuous:
|||u||| ≤ 1√
λ1
‖Au‖, for all u ∈ D(A), (1.6)
and
‖u‖ ≤ 1√
λ1
|||u|||, for all u ∈ V, (1.7)
where λ1 > 0 is the first eigenvalue of the Stokes operator A. We also introduce a bilinear operator B : V × V −→ V′,
defined as
⟨B(u, v),w⟩V′,V = b(u, v,w), u, v,w ∈ V,
where
b(u, v,w) =
3−
i,j=1
∫

ui
∂vj
∂xi
wjdx, for all u, v,w ∈ V.
From [2],
|b(u, v,w)| ≤ Cb‖u‖1/4|||u|||3/4|||v|||‖w‖1/4|||w|||3/4 for all u, v,w ∈ V, (1.8)
|b(u, v,w)| ≤ Cb|||u|||1/2‖Au‖1/2|||v|||‖w‖ for all u ∈ D(A), v ∈ V,w ∈ H, (1.9)
|b(u, v,w)| ≤ Cb‖u‖1/4‖Au‖3/4|||v|||‖w‖ for all u ∈ D(A), v ∈ V,w ∈ H, (1.10)
b(u, v, v) = 0 for all u, v ∈ V.
We denote
bN(u, v,w) = FN(|||v|||)b(u, v,w), for all u, v,w ∈ V. (1.11)
The form bN is linear in u andw, but nonlinear in v, and enjoys the following property
bN(u, v, v) = 0 for all u, v ∈ V(the skew property). (1.12)
So, if we denote by BN : V× V into V′, the bilinear form defined as
⟨BN(u, v),w⟩V′,V = bN(u, v,w), u, v,w ∈ V.
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With the above notations in place, the globally modified Navier–Stokes equations (1.1)–(1.4) can be re-written in the
weak form as;
vt + νAv + BN(v, v) = f , v(x, 0) = v0(x). (1.13)
Caraballo et al. [1], have shown that the weak formulation (1.13) admits a unique regular solution provided that
f ∈ L∞(R+; L2()3), and v0 ∈ V. Moreover, they have also shown that the solution v(t) depends continuously on the
initial conditions, N and v0. The latter continuous dependence allowing them to construct a nonlinear C0 semigroup S(t)
acting on the phase space V. Thanks to a uniform compactness condition (called the flattening property), they have shown
that the semigroup S(t) constructed has a global attractor inV. Recently, Marco [3] has proved uniqueness of weak solutions
of (1.13), provided that the initial condition is in H.
As rightfully mentioned in [1], the system of partial differential equations under consideration violates the laws of
physics. But, it has the remarkable property of controlling the gradient which prevents explosion. The term global comes
from the fact that the stabilization term FN is function of |||v|||, and defined over the whole domain . The system is well
grounded mathematically, and it has been shown to approximate in some sense Navier–Stokes equations.
In this work, we consider the time discretization of (1.13) using Euler’s implicit scheme
vm+1 − vm
k
+ νAvm+1 + BN

vm+1, vm+1
 = f m+1, v0 = v0, (1.14)
where k is the time step, vm is the approximation of v|tm , and
f m+1 = 1
k
∫ (m+1)k
mk
f (t)dt,
and we seek to obtain uniform bounds with respect to m of the solutions vm of (1.14) in L2, H1, and H2. Next, we find
circumstances under which vm depends continuously on N and v0, and prove the unique solvability of (1.14). Finally, we
construct the discrete semigroup Sm and deduce the absorbing set and global attractor associated to it.
Before we proceed further, we should mention that works on the numerical analysis of Navier–Stokes equations and its
variants arewell documented in the literature (the impressivework of RolandGlowinski or Vivette Girault can be considered
as testimony), but it must be recognized that most of the time they have been concerned with well-posedness of boundary
and initial value problems, convergence rate, linear/nonlinear stability and computational techniques.
In the present paper, we present energy estimates for the velocity similar in spirit to those of [2,4,5]. Numerical schemes
that inherit properties of the continuous model are now well documented in the literature (see [4–15], among others).
In that regard, two dimensional Navier–Stokes equations have been studied in [8,4,6,9,10], while numerical schemes that
replicate the a priori estimate of the H2 norm of the velocity for MHD have been constructed in [5]. Ning Ju [7], has proved
the existence of a global attractor in V by using the method presented in [16] [Chap 3], which consists of obtaining some
a priori estimate in more regular function spaces and using compact embedding of the Sobolev spaces. A similar approach
will be adopted here.
It is worth mentioning that the discrete in time problem (1.14) is consistent in the sense that the sequence (vm)m≥1
defined through (1.14) satisfies the weak problem (1.13) as k −→ 0.
The structure of the rest of thiswork is as follows. In Section 2, the existence of solutions of (1.14) is established combining
Faedo-Galerkin and Brouwer’s fixed point theorem. Section 3 deals with the uniform stability of vm in H and V. Section 4 is
concernedwith the stability of the solutions inD(A), continuous dependence of the solutionswith respect to initial data, the
unique solvability of (1.14), and the construction of the discrete semi group Sm. Finally, the limiting behavior of the solution
vmN as N is big enough is discussed in Section 6, while we summarize the results obtained in our work in Section 7.
2. Solvability
In this section, FaedoGalerkin’smethod togetherwith Brouwer’s fixed strategy is adopted to construct theweak solutions
of (1.14). This approach is classical and heavily discussed for two dimensional Navier–Stokes equations in [2,17,18]. A weak
solution is understood here to be any solution which satisfies the differential equation and boundary condition in the weak
(distributional) sense.
The following inequalities will be used thoroughly
ab ≤ ϵ
p
ap + 1
qϵq/p
bq for all a, b, ϵ > 0, with
1
p
+ 1
q
= 1. (2.1)
2(u− v, u) = ‖u‖2 − ‖v‖2 + ‖u− v‖2 for all v, u ∈ L2()3. (2.2)
Also of importance are the following Sobolev inequalities [2], whichwill be employed for ⊂ R3: there exists a constant
c > 0, depending only on, such that for all v ∈ H1(),
‖v‖L3() ≤ c‖v‖1/2|||v|||1/2,
‖v‖L6() ≤ c|||v|||.
(2.3)
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We will also utilize the following results proven in [1].
Lemma 2.1. For M,N, p, q in R+, there holds
(a) |FN(p)− FN(q)| ≤ |p−q|q .
(b) |FM(p)− FN(q)| ≤ |M−N|q + |p−q|q .
The following is one of the main results of this section.
Theorem 2.1. We suppose that  is sufficiently regular, and u0 ∈ V. Let f ∈ L∞(R+;H), and we set ‖f ‖∞ = ‖f ‖L∞(R+;H). Let
k > 0, and m ≥ 1, be integers. Then one can find at least one vm ∈ D(A) solution of (1.14).
Proof. The existence of a sequence of solutions (vm)m≥1 of (1.14) is shown by the Galerkin method in several steps as
follows:
Step 1: Existence of approximate solutions.
Let p ≥ 1 be an integer. Knowing v1, v2, . . . , vm−1, we define an approximate solution of problem (1.14) by
vmp =
p−
i=1
gmipwi, g
m
ip ∈ R,
vmp − vm−1
k
+ νAvmp + BN

vmp , v
m
p
 = f m, (2.4)
where {wi}∞i=1 ⊂ D(A), corresponding to the eigenvectors of the Stokes operatorA, which are ortho-normal bases inH, and,
orthogonal in V.
To prove the existence of vmp , we consider the operator Q : Kp −→ Kp defined by:
((Q (u), v)) = (u, v)+ νk(∇u,∇v)+ kbN(u, u, v)−

um−1, v
− k f m, v ,
where Kp = ⟨w1,w2, . . . ,wp⟩ is the space generated by the indicated vectors.
At this stage, it suffices to implement a consequence of Brouwer’s fixed point theorem (see Corollary 1.1, Page 297,
in [17]).
We first show that Q is continuous. Let u1, u2, v ∈ Kp, one has
(Q (u1)− Qp(u2), v)
 = (u1 − u2, v)+ νk (∇ (u1 − u2) ,∇v)
+ k (FN (|||u1|||) b (u1, u1, v)− FN (|||u2|||) b (u2, u2, v))
≤ ‖u1 − u2‖‖v‖ + νk|||u1 − u2||||||v|||
+ k (FN (|||u1|||) b (u1, u1, v)− FN (|||u2|||) b (u2, u2, v)) . (2.5)
To continue further, we need to bound FN(|||u1|||)b(u1, u1, v)− FN(|||u2|||)b(u2, u2, v).
First, from (1.12), and the triangle inequality, one gets
FN (|||u1|||) b (u1, u1, v)− FN (|||u2|||) b (u2, u2, v) = FN (|||u1|||) b (u1 − u2, u1, v)+ FN (|||u2|||) b (u2, u1 − u2, v)
+ (FN (|||u1|||)− FN (|||u2|||)) b(u2, u1, v)
Firstly from the definition of FN , (1.8) and (1.7), we obtain
FN (|||u1|||) b (u1 − u2, u1, v) ≤ CN|||u1 − u2||||||v|||. (2.6)
Secondly, from Lemma 2.1, (1.8) and (1.7), we find
(FN (|||u1|||)− FN (|||u2|||)) b (u2, u1, v) ≤ C |||u1 − u2||||||u2||||||v|||. (2.7)
Thirdly one gets similarly,
FN (|||u2|||) b (u2, u1 − u2, v) ≤ |b (u2, u1 − u2, v) |
≤ Cb|||u2||||||u1 − u2||||||v|||. (2.8)
Returning to (2.5) with (2.6)–(2.8), and using (1.7), we obtain
((Q (u1)− Q (u2), v)) ≤ C |||u1 − u2||||||v||| + νk|||u1 − u2||||||v||| + kCN|||u1 − u2||||||v|||
+ kCb|||u2||||||u1 − u2||||||v||| + kC |||u1 − u2||||||u2||||||v|||, (2.9)
which indicates that Q is continuous on V.
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Next, for u ∈ Kp, using Cauchy–Schwarz, and (1.7)
((Q (u), u)) = ‖u‖2 + νk|||u|||2 − um−1, u− k f m, u
≥ ‖u‖2 + νk|||u|||2 − ‖um−1‖‖u‖ − k‖f m‖‖u‖
≥ min (1, νk) (‖u‖2 + |||u|||2)− ‖u
m−1‖√
λ1
|||u||| − k‖f
m‖√
λ1
|||u|||
≥ C min(1, νk)|||u|||2 − ‖u
m−1‖√
λ1
|||u||| − k‖f
m‖√
λ1
|||u|||
≥ |||u|||
[
C min(1, νk)|||u||| − ‖u
m−1‖√
λ1
− k‖f
m‖√
λ1
]
. (2.10)
Let r such that r > ‖u
m−1‖+k‖fm‖
C min(1,νk)
√
λ1
. Therefore for any u ∈ Kp, with |||u||| = r , one has ((Q (u), u)) > 0. We then deduce the
existence of vmp ∈ Kp, a solution of (2.4).
Step 2: Some a priori estimates.
At this junction, we recall that k and m are kept fixed, and we want to obtain a priori estimates independent of p, and
then pass to the limit as p −→∞.
Taking the L2 inner product of (2.4) with vmp , and after using (2.2), we obtain,
‖vmp ‖2 + ‖vmp − vm−1‖2 + 2νk|||vmp |||2 = ‖vm−1‖2 + 2k

f m, vmp

. (2.11)
The right hand side of (2.11) is treated with Cauchy–Schwarz, (1.7) and (2.1) as follows
2k

f m, vmp
 ≤ 2k‖f m‖‖vmp ‖ ≤ kνλ1 ‖f m‖2 + νk|||vmp |||2,
which combined with (2.11) gives
‖vmp ‖2 + νk|||vmp |||2 + ‖vmp − vm−1‖2 ≤ ‖vm−1‖2 +
k
νλ1
‖f m‖2. (2.12)
Next, taking the L2 inner product of (2.4) with Avmp , we find (where we have used (2.3))
ν‖Avmp ‖2 =

f m,Avmp
− vmp − vm−1
k
,Avmp

− bN

vmp , v
m
p ,Av
m
p

≤ ‖f m‖‖Avmp ‖ +
vmp − vm−1k
 Avmp + N|||vmp ||| ‖ vmp · ∇ vmp ‖‖Avmp ‖
≤ ‖f m‖‖Avmp ‖ +
vmp − vm−1k
 Avmp + N|||vmp ||| ‖vmp ‖L6 |||vmp |||L3‖Avmp ‖
≤ ‖f m‖‖Avmp ‖ +
vmp − vm−1k
 Avmp + NC |||vmp |||1/2‖∂2vmp ‖1/2‖Avmp ‖
≤ ‖f m‖‖Avmp ‖ +
vmp − vm−1k
 Avmp + NC |||vmp |||1/2‖Avmp ‖3/2,
which together with (2.1), gives
‖Avmp ‖2 ≤ C‖f m‖2 + C
vmp − vm−1k

2
+ N4C |||vmp |||2.
Combining the latter inequality with (2.12), one has
‖Avmp ‖2 ≤ C

1/ν, 1/k, ‖f m‖, ‖vm−1‖,N . (2.13)
Step 3: passage to the limit.
We recall that k and m are fixed. Thus the inequality (2.13) implies that {vmp }p is bounded in D(A). Thus one can extract
from {vmp }p a subsequence, denoted also by {vmp }p, such that:
vmp −→ vm, weakly in D(A) for p −→∞.
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But, D(A) ↩→ V is compact, so
vmp −→ vm, strongly in V for p −→∞. (2.14)
Now, we shall prove that vm is the solution of problem (2.4).
For that purpose, it is enough to show that
lim
p→∞ FN
|||vmp ||| b vmp , vmp ,wj = FN |||vm||| b vm, vm,wj , for all 1 ≤ j ≤ p.
For that purpose,
FN
|||vmp ||| b vmp , vmp ,wj− FN |||vm||| b vm, vm,wj
= FN
|||vmp ||| b vmp , vmp ,wj− b vm, vm,wj+ FN |||vmp |||− FN |||vm||| b vm, vm,wj
≤ b vmp , vmp ,wj− b vm, vm,wj+ FN |||vmp |||− FN |||vm||| b vm, vm,wj
≤ b vmp , vmp ,wj− b vm, vm,wj+ ||||vmp ||| − |||vm|||||||vm||| b vm, vm,wj , (2.15)
where we have used Lemma 2.1. At this step, following [2], one has
b(vmp , vmp ,wj)− b(vm, vm,wj) → 0 when p → ∞.
Now since |b(vm, vm,wj)| is bounded uniformly with respect to p, and using (2.14), one sees that
||||vmp ||| − |||vm||||
|||vm|||
b vm, vm,wj→ 0 for p →∞.
Therefore, from (2.15), we get the desired result. 
3. Stability in H and V
In this section, we are interested in obtaining some a priori estimates on the approximate solutions constructed in
Theorem 2.1. We follow [2,4] where the stability of the 2d Navier–Stokes system has been established.
3.1. Uniform estimates in H
Lemma 3.1. Let (vm)m be the solution sequence of (1.14), constructed in Theorem 2.1. Then for all integers m ≥ 1, vm remain
bounded in H, in the following sense:
‖vm‖2 ≤ ‖v0‖2 + ‖f ‖
2∞
ν2λ21
= K1, for all m ≥ 1, (3.1)
for L ≥ i,
L−
m=i
‖vm − vm−1‖2 + νk
L−
m=i
|||vm|||2 ≤ K1 + ‖f ‖
2∞
νλ1
(L− i+ 1)k. (3.2)
Proof. Taking the scalar product of (1.14) with 2kvm+1 in H, and using (2.2), and the skew property (1.12), we obtain
‖vm+1‖2 − ‖vm‖2 + ‖vm+1 − vm‖2 + 2νk|||vm+1|||2 = 2k f m+1, vm+1 . (3.3)
The right hand side of (3.3) can be treated using the Cauchy–Schwarz inequality, Poincaré inequality, (1.7) and (2.1) as
follows
2k

f m+1, vm+1
 ≤ 2k‖f m+1‖‖vm+1‖ ≤ 2k√
λ1
‖f m+1‖|||vm+1||| ≤ k
νλ1
‖f m+1‖2 + kν|||vm+1|||2,
which combined with (3.3) imply
‖vm+1‖2 + ‖vm+1 − vm‖2 + νk|||vm+1|||2 ≤ ‖vm‖2 + k
νλ1
‖f m+1‖2. (3.4)
Thanks once more to (1.7), (3.4) becomes
‖vm+1‖2 ≤ 1
(1+ νλ1k)‖v
m‖2 + k
νλ1 (1+ νλ1k)‖f
m+1‖2. (3.5)
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Now, using (3.5) recursively, we find
‖vm‖2 ≤ 1
(1+ νλ1k)m ‖v
0‖2 + ‖f ‖
2∞
ν2λ21

1− (1+ νλ1k)−m

. (3.6)
It is then apparent that
‖vm‖2 ≤ ‖v0‖2 + ‖f ‖
2∞
ν2λ21
= K1, (3.7)
which is the first inequality announced in Lemma 3.1.
From (3.6), it appears that there exists an integerm0 > 0, such that
ifm > m0 then ‖vm‖2 ≤ 1+ ‖f ‖
2∞
ν2λ21
= d1. (3.8)
Next, adding the inequalities (3.4) form = i, i+ 1, i+ 3, . . . , L− 1, one gets
‖vL‖2 +
L−1
m=i
‖vm+1 − vm‖2 + νk
L−1
m=i
|||vm+1|||2 ≤ ‖v i‖2 + k
νλ1
L−1
m=i
‖f m+1‖2
≤ ‖v i‖2 + ‖f ‖
2∞
νλ1
(L− i). (3.9)
Putting together (3.7) and (3.9), one obtains
L−
m=i
‖vm − vm−1‖2 + νk
L−
m=i
|||vm|||2 ≤ K1 + ‖f ‖
2∞
νλ1
(L− i+ 1)k, 1 ≤ i ≤ L,
which is the second inequality announced in Lemma 3.1. 
3.2. Uniform estimates in V
Lemma 3.2. Let (vm)m be the solution sequence of (1.14), constructed in Theorem 2.1. Then for all integers m ≥ 1, vm remain
bounded in the space V and D(A), in the following sense: there exists a positive constant C, such that
|||vm|||2 ≤ |||v0|||2 + C
νλ1

N8K1
ν7
+ ‖f ‖
2∞
ν

= K2 for all m ≥ 1,
L−
j=i
|||v j − v j−1|||2 + νk
L−
j=i
‖Av j‖2 ≤ K2 + C

N8K1
ν7
+ ‖f ‖
2∞
ν

(L− i+ 1)k, for L ≥ i.
(3.10)
Proof. Taking the scalar product of (1.14) with 2kAvm+1 in H, and using (2.2), we obtain
|||vm+1|||2 − |||vm|||2 + |||vm+1 − vm|||2 + 2νk‖Avm+1‖2 = −2kbN

vm+1, vm+1,Avm+1
+ 2k f m+1,Avm+1 . (3.11)
From, (1.10), the definition of FN , and (2.1)
2k
bN vm+1, vm+1,Avm+1 = 2kFN |||vm+1||| b vm+1, vm+1,Avm+1
≤ kNC|||vm+1||| ‖v
m+1‖1/4‖Avm+1‖3/4|||vm+1|||‖Avm+1‖
= kNC‖vm+1‖1/4‖Avm+1‖7/4
≤ k7ν
8
‖Avm+1‖2 + kN
8C8
8ν7
‖vm+1‖2,
2k

f m+1,Avm+1
 ≤ 2k‖f m+1‖‖Avm+1‖ ≤ k
ν
‖f m+1‖2 + νk‖Avm+1‖2.
Returning to (3.11), one obtains
|||vm+1|||2 + |||vm+1 − vm|||2 + ν
8
k‖Avm+1‖2 ≤ |||vm|||2 + kN
8C8
8ν7
‖vm+1‖2 + k
ν
‖f m+1‖2. (3.12)
By (1.6) and (3.7), (3.12) gives
1+ ν
8
λ1k

|||vm|||2 ≤ |||vm−1|||2 + kN
8C8K1
8ν7
+ k
ν
‖f m‖2. (3.13)
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We let
α = 1+ νλ1k
8
.
Using (3.13) recursively one gets
|||vm|||2 ≤ α−m|||v0|||2 + kN
8CK1
ν7
m−
i=1
1
αi
+ k
ν
m−
i=1
1
αi
‖f m+1−i‖2
≤ α−m‖v0‖2 + k

N8CK1
ν7
+ ‖f ‖
2∞
ν
 m−
i=1
1
αi
≤ α−m|||v0|||2 + C
νλ1

N8K1
ν7
+ ‖f ‖
2∞
ν

1−

1+ νλ1k
8
−m
,
from which we deduce
|||vm|||2 ≤ |||v0|||2 + C
νλ1

N8K1
ν7
+ ‖f ‖
2∞
ν

= K2, (3.14)
which proves the first inequality in Lemma 3.2.
One also observes that there is an integerm0 > 0 such that
ifm > m0 then |||vm|||2 ≤ 1+ C
νλ1

N8K1
ν7
+ ‖f ‖
2∞
ν

= d2. (3.15)
Next, Adding up (3.12) withm from i to L, we find
|||vL|||2 +
L−
j=i
|||v j − v j−1|||2 + νk
8
L−
j=i
‖Av j‖2 ≤ |||v i−1|||2 +

N8C8K1
8ν7
+ ‖f ‖
2∞
ν

(L− i+ 1)k
≤ K2 +

N8C8K1
8ν7
+ ‖f ‖
2∞
ν

(L− i+ 1)k.
We then easily obtain the second inequality announced in Lemma 3.2. 
4. Uniform bound for v
m+1−vm
k in H
In this section, we want to obtain uniform bounds with respect to m of the quantity v
m+1−vm
k in H. A closely related
analysis where this section is inspired has been recently conducted in [5]. Ju Ning has obtained uniform bounds of v
m+1−vm
k
when dealing with parabolic p-Laplacian in [7]. The estimates obtained here are based on classical and uniform Gronwall’s
lemmas.
We first claim that;
Lemma 4.1. Let f ∈ L∞(R+,H), v0 ∈ D(A), and (vm)m≥1, the solution sequence defined by the numerical scheme (1.14). Then
there exists C such thatv1 − v0k
 ≤ K3,
K3 = νCNK2 + ν

1+ CNK 1/22

‖Av0‖ + (1+ ν)‖f ‖2L∞ + ν2‖Av0‖2
+ CNK 1/42

CNK2 + CNK 1/22 ‖Av0‖ + ‖f ‖2L∞ + ν‖Av0‖2
1/4 + CNK 1/42 ‖Av0‖1/2.
Proof. For n = 0 in (1.14) andw1 = v1 − v0, we obtain
w1
k
+ νAw1 + BN

w1 + v0,w1 + v0 = f 1 − νAv0, (4.1)
where the linearity of A has been used. We take the scalar product of (4.1) with Aw1 in H, we find
|||w1|||2
k
+ ν‖Aw1‖2 + bN

w1 + v0,w1 + v0,Aw1 = f 1 − νAv0,Aw1 . (4.2)
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The right hand side of (4.2) can be treated using the Cauchy–Schwarz inequality as follows
f 1 − νAv0,Aw1 ≤ ‖f 1‖‖Aw1‖ + ν‖Av0‖‖Aw1‖.
Next,
bN

w1 + v0,w1 + v0,Aw1 = FN |||w1 + v0||| b w1 + v0,w1 + v0,Aw1
≤ FN
|||w1 + v0||| w1 + v0 · ∇ w1 + v0 ‖Aw1‖
≤ FN
|||w1 + v0||| ‖w1 + v0‖L6 |||w1 + v0|||L3‖Aw1‖
≤ CFN
|||w1 + v0||| |||w1 + v0|||3/2 ∂2 w1 + v01/2 ‖Aw1‖
≤ CFN
|||w1 + v0||| |||w1 + v0|||3/2 A w1 + v01/2 ‖Aw1‖
≤ CN|||w1 + v0|||1/2 A w1 + v01/2 ‖Aw1‖
≤ CN|||v1|||1/2 ‖Aw1‖1/2 + ‖Av0‖1/2 ‖Aw1‖, (4.3)
where we have used (2.3). Combining (4.3) with (3.14), we find
bN

w1 + v0,w1 + v0,Aw1 ≤ CNK 1/42 ‖Aw1‖3/2 + CNK 1/42 ‖Av0‖1/2‖Aw1‖. (4.4)
Returning to (4.2), one has
|||w1|||2
k
+ ν‖Aw1‖2 ≤ CNK 1/42 ‖Aw1‖3/2 + CNK 1/42 ‖Av0‖1/2‖Aw1‖ + ‖f 1‖‖Aw1‖ + ν‖Av0‖‖Aw1‖,
which, together with (2.1), leads to
|||w1|||2
k
+ C‖Aw1‖2 ≤ CNK2 + CNK 1/22 ‖Av0‖ + ‖f 1‖2 + ν‖Av0‖2
≤ CNK2 + CNK 1/22 ‖Av0‖ + ‖f ‖2L∞ + ν‖Av0‖2. (4.5)
Again taking n = 0 in (1.14), we find
v1 − v0
k
= −νAv1 − BN

v1, v1
+ f 1.
Having in mind that v1 = w1 + v0, one getsv1 − v0k
 ≤ ν‖Aw1‖ + BN v1, v1+ ν‖Av0‖ + ‖f ‖L∞
≤ νCNK2 + ν

1+ CNK 1/22

‖Av0‖ + (1+ ν)‖f ‖2L∞ + ν2‖Av0‖2 +
BN v1, v1
≤ νCNK2 + ν

1+ CNK 1/22

‖Av0‖ + (1+ ν)‖f ‖2L∞ + ν2‖Av0‖2 + CN|||v1|||1/2‖Av1‖1/2
≤ νCNK2 + ν

1+ CNK 1/22

‖Av0‖ + (1+ ν)‖f ‖2L∞ + ν2‖Av0‖2
+ CNK 1/42 ‖Aw1‖1/2 + CNK 1/42 ‖Av0‖1/2,
which together with (4.5), gives the desired result, that isv1 − v0k
 ≤ νCNK2 + ν 1+ CNK 1/22  ‖Av0‖ + (1+ ν)‖f ‖2L∞ + ν2‖Av0‖2
+ CNK 1/42

CNK2 + CNK 1/22 ‖Av0‖ + ‖f ‖2L∞ + ν‖Av0‖2
1/4 + CNK 1/42 ‖Av0‖1/2. 
Remark 4.1. Contrary to the case of Navier–Stokes and magnetohydrodynamics equations studied in [4,5], we do not have
the restriction on themesh size kwhen estimating the gradient of the velocity (see Lemma 3.2).We believe that this surprise
result is due to the stabilizing effect of the nontrivial expression bN(u, v,w) = FN(|||v|||)b(u, v,w). As a consequence, we
do not have any restriction on the mesh kwhen estimating
 v1−v0k  in Lemma 4.1.
Secondly, we claim that
Lemma 4.2. Let f , f ′ ∈ L∞(R+,H), with f ′ being the time derivative of f . If v0 ∈ D(A), and (vm)m≥1 is the solution sequence
defined by (1.14).
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Then there exist C1, C3 such that for 2kC1 < 1, one hasvm+1 − vmk
2 ≤ [K 23 + C3C1 ‖f ′‖2L∞
]
1
(1− 2kC1)m .
Proof. Let
wm+1 = v
m+1 − vm
k
.
From (1.14), one has
wm+1 −wm
k
+ νAwm+1 + 1
k

BN

vm+1, vm+1
− BN vm, vm = 1k f m+1 − f m .
Take the scalar product of the latter equation with 2kwm+1 in H, we find
‖wm+1‖2 − ‖wm‖2 + ‖wm+1 −wm‖2 + 2kν|||wm+1|||2
= 2FN(|||vm|||)b

vm, vm,wm+1
− 2FN |||vm+1||| b vm+1, vm+1,wm+1+ 2 f m+1 − f m,wm+1
= 2 FN |||vm|||− FN |||vm+1||| b vm, vm,wm+1
+ 2FN
|||vm+1||| b vm, vm,wm+1− b vm+1, vm+1,wm+1+ 2 f m+1 − f m,wm+1
= 2 FN |||vm|||− FN |||vm+1||| b vm, vm,wm+1
+ 2FN
|||vm+1||| b vm − vm+1, vm+1,wm+1+ 2 f m+1 − f m,wm+1 . (4.6)
From Lemma 2.1, there holds
FN
|||vm|||− FN |||vm+1||| b vm, vm,wm+1 ≤ k |||wm+1||||||vm||| b vm, vm,wm+1
≤ k|||wm+1|||‖vm ·wm+1‖
≤ k|||wm+1|||‖vm‖L6‖wm+1‖L3
≤ Ck|||wm+1||||||vm|||‖wm+1‖1/2|||wm+1|||1/2
≤ CK 1/22 k‖wm+1‖1/2|||wm+1|||3/2. (4.7)
Next,
FN
|||vm+1||| b vm − vm+1, vm+1,wm+1 ≤ N|||vm+1||| b vm − vm+1, vm+1,wm+1
≤ N vm − vm+1 ·wm+1
≤ N‖vm − vm+1‖L6‖wm+1‖L3
≤ NC |||vm − vm+1|||‖wm+1‖1/2|||wm+1|||1/2
≤ NCk‖wm+1‖1/2|||wm+1|||3/2. (4.8)
Finally,
f m+1 − f m,wm+1 ≤ k  f m+1 − f mk
 ‖wm+1‖
≤ k√
λ1
 f m+1 − f mk
 |||wm+1|||
≤ k√
λ1
‖[f m+1]′‖|||wm+1|||
≤ k√
λ1
‖f ′‖L∞ |||wm+1|||. (4.9)
Returning to (4.6) with (4.7), (4.8) and (4.9), one obtains
‖wm+1‖2 − ‖wm‖2 + ‖wm+1 −wm‖2 + 2kν|||wm+1|||2 ≤ CK 1/22 k‖wm+1‖1/2|||wm+1|||3/2
+NCk‖wm+1‖1/2|||wm+1|||3/2 + 2k√
λ1
‖f ′‖L∞ |||wm+1|||,
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which, with (2.1) implies that one can find C1 = C1(ν,N, λ1, K2), C2 = C2(ν,N, λ1, K2) and C3 = C3(ν,N, λ1, K2) such that
(1− 2kC1) ‖wm+1‖2 + ‖wm+1 −wm‖2 + kC2|||wm+1|||2 ≤ ‖wm‖2 + kC3‖f ′‖2L∞ . (4.10)
But since by assumption 1− 2kC1 > 0. Thus
‖wm+1‖2 ≤ 1
1− 2kC1 ‖w
m‖2 + kC3
1− 2kC1 ‖f
′‖2L∞ . (4.11)
Using (4.11) inductively, one has
‖wm+1‖2 ≤ 1
(1− 2kC1)m ‖w
1‖2 + kC3‖f ′‖2L∞
m−
j=1
1
(1− 2kC1)j
≤ 1
(1− 2kC1)m ‖w
1‖2 + C3
C1
‖f ′‖2L∞
1− (1− kC1)m
(1− 2kC1)m .
Hence
‖wm+1‖2 ≤
[
‖w1‖2 + C3
C1
‖f ′‖2L∞
]
1
(1− 2kC1)m , (4.12)
which gives the desired inequality by applying Lemma 4.1. 
One clearly observes that Lemma 4.2 is valid only for a finite time, say for some m, with m = 1, 2, . . . ,M = ent(T/k),
where ent(T/k) is the entire part of T/k with T an arbitrarily fixed constant. In order to get a bound valid for all m > M ,
we shall adapt Lemmas 7 and 8 presented in [5]. We first recall or introduce the discrete version of the uniform Gronwall
lemma formulated in [5], which is a powerful tool in getting uniform Gronwall’s bounds.
Lemma 4.3. Let {xm}, {ym}, {zm}, be non-negative sequences, and k > 0. Assume that there are integers m0,m1 such that
kym < 1/2, for all m ≥ m0,
(1− kym) xm ≤ xm−1 + kzm, for all m > m0 +m1,
and that for all integers m∗ ≥ m0,
k
m∗+m1−
m=m∗
ym ≤ a1, k
m∗+m1−
m=m∗
zm ≤ a2, k
m∗+m1−
m=m∗
xm ≤ a3,
then
xm ≤

a3
km1
+ a2

exp 4a1, for all m > m0 +m1.
We can now state the uniform a priori bound of v
m−vm−1
k form > M . We then claim that
Lemma 4.4. Let f , f ′ ∈ L∞(R+,H), v0 ∈ D(A), and (vm)m≥1, the solution sequence defined by (1.14). Let T > 0 be arbitrarily
fixed and let k be such that k < min (1/2C1, T/4). Then one can find K4 > 0 such thatvm+1 − vmk
2 ≤ K4 ‖f ‖L∞ , ‖f ′‖L∞ , ν,N, T , ‖v0‖, ‖Av0‖ for all n > M = ent(T/k).
Proof. Replacingm bym− 1 in (4.10), one has,
(1− 2kC1) ‖wm‖2 + kC2|||wm|||2 ≤ ‖wm−1‖2 + kC3‖f ′‖2L∞ .
We let;
xm = ‖wm‖2, zm = C3‖f ′‖2L∞ , ym = 2C1, m0 = 2, m1 = M − 3.
We then apply Lemma 4.3. 
Having the uniform bound for v
m−vm−1
k in L
2, and vm in V, we are now able to state the following result.
Proposition 4.1. Under the assumptions of Lemma 4.4, there exists a positive constant K5 ≡ K5(‖f ‖L∞ , ‖f ′‖L∞ , ν,N, T , |||v0|||,
‖Av0‖), such that
‖Avm‖ ≤ K5, for all m ≥ 1.
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Proof. We take the L2 inner product of (1.14) with Avm+1, which gives
ν‖Avm+1‖2 = −

vm+1 − vm
k
,Avm+1

− bN

vm+1, vm+1,Avm+1
+ f m+1,Avm+1
≤
vm+1 − vmk
 ‖Avm+1‖ + N|||vm+1||| ‖ vm+1 · ∇ vm+1‖‖Avm+1‖ + ‖f m+1‖‖Avm+1‖
≤
vm+1 − vmk
 ‖Avm+1‖ + N|||vm+1||| ‖vm+1‖L6 |||vm+1|||L3‖Avm+1‖ + ‖f m+1‖‖Avm+1‖
≤
vm+1 − vmk
 ‖Avm+1‖ + NC |||vm+1|||1/2‖∂2vm+1‖1/2‖Avm+1‖ + ‖f m+1‖‖Avm+1‖
≤
vm+1 − vmk
 ‖Avm+1‖ + NC |||vm+1|||1/2‖Avm+1‖3/2 + ‖f m+1‖‖Avm+1‖,
which from (2.1) gives
‖Avm+1‖2 ≤ C1
vm+1 − vmk
2 + N4C2|||vm+1|||2 + C3‖f m+1‖2, (4.13)
with C1, C2, C3 positive constant depending only on ν and . We then get the desired inequality by applying Lemmas 4.4
and 3.2. 
5. Continuous dependence of solutions on initial data and N
In this paragraph, we show the continuous dependence of the solutions of (1.14) with respect to the initial data v0, and
N .
Lemma 5.1. Let M,N > 0, and v0, u0, both given in D(A).
Let (vm)m be the solution of (1.14), with initial condition v0 and parameter N.
Let (um)m be the solution of (1.14) with initial condition u0 and parameter M.
Under the assumptions of Lemma 4.4, and assume furthermore that there is a positive constant C such that
k <
1
C

N4 + K 25
 . (5.1)
Then
|||vm − um|||2 ≤ 1
1− kC M4 + K 25 m
[
|||v0 − u0|||2 + K
2
5
M4 + K 25
|M − N|2
]
. (5.2)
Proof. Letwm = vm − um, from (1.14), we find
wm+1 −wm
k
+ νAwm+1 + BN

vm+1, vm+1
− BM um+1, um+1 = 0,
w0 = w0.
(5.3)
Taking the scalar product of thewm-equation of (5.3) with 2kAwm+1 in H and using (2.2), we obtain
|||wm+1|||2 − |||wm|||2 + |||wm+1 −wm|||2 + 2kν‖Awm+1‖2
= 2k FM |||um+1||| b um+1, um+1,Awm+1− FN |||vm+1||| b vm+1, vm+1,Awm+1 . (5.4)
It is clear that to proceed further, we need to estimate the quantity
FM(|||um+1|||)b(um+1, um+1,Awm+1)− FN(|||vm+1|||)b(vm+1, vm+1,Awm+1).
First, from (1.12), one gets
FM
|||um+1||| b um+1, um+1,Awm+1− FN |||vm+1||| b vm+1, vm+1,Awm+1
= FM
|||um+1||| b wm+1, um+1,Awm+1+ FM |||um+1|||− FN |||vm+1||| b vm+1, um+1,Awm+1
+ FN
|||vm+1||| b vm+1,wm+1,Awm+1 .
Now using (1.9), and the definition of FM , we obtain
FM
|||um+1||| b wm+1, um+1,Awm+1 ≤ CbM|||wm+1|||1/2‖Awm+1‖3/2. (5.5)
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Next, from Lemma 2.1, (1.9) and (1.6)
FM
|||um+1|||− FN |||vm+1||| b vm+1, um+1,Awm+1 ≤ Cb
λ1
[ |M − N|
|||um+1||| +
|||wm+1|||
|||um+1|||
]
‖Avm+1‖|||um+1|||‖Awm+1‖
≤ Cb
λ1
|M − N| + |||wm+1||| ‖Avm+1‖‖Awm+1‖. (5.6)
Thirdly,
FN
|||vm+1||| b vm+1,wm+1,Awm+1 ≤ b vm+1,wm+1,Awm+1
≤ Cb‖Avm+1‖|||wm+1|||‖Awm+1‖,
which together with (5.5), (5.6) and (3.4), gives
|||wm+1|||2 − |||wm|||2 + |||wm+1 −wm|||2 + 2kν‖Awm+1‖2
≤ 2kC1

M|||wm+1|||1/2‖Awm+1‖3/2 + |M − N| + |||wm+1||| ‖Avm+1‖‖Awm+1‖
+ 2kC1‖Avm+1‖|||wm+1|||‖Awm+1‖. (5.7)
In what follows, we estimate the right hand side of (5.7).
First from (2.1),
2kC1M|||wm+1|||1/2‖Awm+1‖3/2 ≤ 3kϵ12 ‖Aw
m+1‖2 + kC
4
1M
4
2ϵ31
|||wm+1|||2. (5.8)
Next
2kC1|M − N|‖Avm+1‖‖Awm+1‖ + 2kC1|||wm+1|||‖Avm+1‖‖Awm+1‖
≤ k
[
C21 |M − N|2
ϵ2
+ |||w
m+1|||2
ϵ3
]
‖Avm+1‖2 + k(ϵ2 + ϵ3)‖Awm+1‖2. (5.9)
Finally,
2kC1‖Avm+1‖|||wm+1|||‖Awm+1‖ ≤ kC
2
1‖Avm+1‖2|||wm+1|||2
ϵ4
+ kϵ4‖Awm+1‖2. (5.10)
Returning to (5.7) with (5.8) and (5.9), we obtain
|||wm+1|||2 + |||wm+1 −wm|||2 + k

2ν − ϵ4 − ϵ2 − ϵ3 − 3ϵ12

‖Awm+1‖2
≤ |||wm|||2 + k
[
C21‖Avm+1‖2
ϵ2
]
|M − N|2 + k
[
C41M
4
2ϵ31
+ C
2
1‖Avm+1‖2
ϵ4
+ ‖Av
m+1‖2
ϵ3
]
|||wm+1|||2. (5.11)
Thus for an adequate choice of ϵi, there is positive constant C such that
|||wm+1|||2 + |||wm+1 −wm|||2 + kC‖Awm+1‖2 ≤ |||wm|||2 + kC‖Avm+1‖2|M − N|2
+ kC M4 + ‖Avm+1‖2 |||wm+1|||2, (5.12)
which, with Proposition 4.1 implies that
1− kC M4 + K 25  |||wm+1|||2 ≤ |||wm|||2 + kCK 25 |M − N|2,
which can be re-written as
|||wm+1|||2 ≤ 1
1− kC M4 + K 25  |||wm|||2 + kCK
2
5
1− kC M4 + K 25  |M − N|2. (5.13)
The desired result is obtained by using (5.13) recursively. 
Once again, one sees that Lemma 5.1 is valid for finite time, this is to say that there exists a time T , such that for
m = 1, 2, . . . , L = ent(T/k) and k given with (5.1), (5.2) holds true.
In order to obtain a result valid for all time, we should proceed as in Lemma 4.4, which amounts to applying Lemma 4.3
to (obtained from (5.12))
1− kC M4 + K 25  |||wm|||2 + kC‖Awm‖2 ≤ |||wm−1|||2 + kCK 25 |M − N|2,
with xm = |||wm|||2, zm = CK 25 |M − N|2, ym = C(M4 + K 25 ),m0 = 2,m1 = L− 3.
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For the uniqueness of the solution of (1.14), one has
Corollary 5.1. Under the assumptions of Lemma 5.1, the problem (1.14) admits only one solution.
It suffices to apply Lemma 5.1 withM = N and v0 = u0.
Thus, from the existence result Theorem 2.1, and Corollary 5.1, one can define a nonlinear C0 semigroup Sm, acting on
the phase space V, and defined as follows
Smv0 = vm, for allm ≥ 0,
acting on the phase space V.
Corollary 5.2. (a) the semi-group Sm associated with problem (1.14) has an absorbing set inH (see (3.8)). Indeed, the absorbing
set can be defined as follows
BH =

vm ∈ H, ‖vm‖2 ≤ 1+ ‖f ‖
2∞
ν2λ21

. (5.14)
(b) the semi-group Sm associated with problem (1.14) has an absorbing set in V (see (3.15)). Indeed, the absorbing set can be
defined by
BV =

vm ∈ V, |||vm|||2 ≤ 1+ C
νλ1

N8K1
ν7
+ ‖f ‖
2∞
ν

. (5.15)
6. Limiting behavior for N −→∞
In this section, we shall analyze the asymptotic behavior of the solution (vmN )N of (1.14) when N goes to infinity.
First, one sees from Lemma 3.1, that
|||vmN |||2 ≤
K1
νk
+ ‖f ‖
2∞
ν2λ1
. (6.1)
Thus for m and k fixed, the sequence {vmN }N is bounded in V uniformly in N . Therefore, we can extract from {vmN }N a
subsequence still denoted by {vmN }N such that
vmN −→ vm weakly in V as N −→∞.
As the injection V ↩→ H is compact, we also have
vmN −→ vm strongly in H as N −→∞. (6.2)
Clearly, in order to show that vm is the solution of the discrete in time Navier–Stokes equations
vm+1 − vm
k
+ νAvm+1 + B vm+1, vm+1 = f m+1, v0 = v0, (6.3)
we shall show that
lim
N→∞ FN
|||vmN ||| b vmN , vmN ,w = b vm, vm,w , for allw ∈ D(A). (6.4)
Indeed, a simple computation gives
FN
|||vmN ||| b vmN , vmN ,w− b vm, vm,w = FN |||vmN |||− 1 b vmN , vmN ,w+ b vmN , vmN ,w− b vm, vm,w .
Clearly we need to show that when N −→∞,
FN
|||vmN |||− 1 b vmN , vmN ,w −→ 0
and
b

vmN , v
m
N ,w
− b vm, vm,w −→ 0.
First, by the definition of FN , we have
1 ≥ FN
|||vmN ||| = min{1,N/|||vmN |||}.
But from (6.1), one has
N
|||vmN |||
≥ N
[
K1
νk
+ ‖f ‖
2∞
ν2λ1
]−1/2
.
Hence, if N

K1
νk + ‖f ‖
2∞
ν2λ1
−1/2 ≥ 1, that is N ≥  K1
νk + ‖f ‖
2∞
ν2λ1
1/2
, we find from the definition of FN , that
FN
|||vmN ||| = 1,
indicating that FN(|||vmN |||) goes to 1 when N tends to infinity.
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Next, we shall show that b(vmN , v
m
N ,w) is bounded uniformly with respect to N . For that purpose, one directly has from
(6.1)
b

vmN , v
m
N ,w
 ≤ c‖vmN ‖|||vmN |||‖Aw‖ ≤ c√
λ1
|||vmN |||2‖Aw‖
≤ c√
λ1
[
K1
νk
+ ‖f ‖
2∞
ν2λ1
]
‖Aw‖,
showing that b(vmN , v
m
N ,w) is uniformly bounded with respect to N . Thus, one can conclude that
FN
|||vmN |||− 1 b vmN , vmN ,w tends zero as N goes to infinity.
Using the strong convergence (6.2), we can prove as in [2], that
b

vmN , v
m
N ,w

tends to b

vm, vm,w

when Ngoes to infinity.
Thus, we have obtained the following result
Theorem 6.1. If f ∈ L∞(R+;H), with v0 ∈ D(A), and considering the assumptions on Lemma 4.4, the sequence of solution
(vmN )N of (1.14) converges to the weak solution of the following time discrete Navier–Stokes equations
1
k

vm − vm−1,w+ ν ∇vm,∇w+ b(vm, vm,w) = f m,w , for allw ∈ V,
v0 = v0,
when N →∞.
7. Conclusion
In this work, a fully nonlinear implicit scheme based on Euler discretization has been proposed and analyzed for the
globally modified three dimensional Navier–Stokes equations introduced in [1]. We have shown that the formulated time
discrete scheme is uniquely solvable, and studied the uniform stability of the sequence of solutions in the spacesH andV, and
D(A). Next, we have established that the solution sequence obtained preserves the qualitative properties of the continuous
model, viz, depends continuously on initial condition and admits a global attractor, the limiting behavior of themodel when
N approaches infinity.
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