ABSTRACT Multivariate statistical methods are effective data-driven approaches for complex practical systems. Traditional partial least squares (PLS) serves as a latent projection approach applied to the qualityrelated process monitoring field widely. However, PLS is not suitable for quality-related fault detection which performs an oblique projection to the X variables. In order to address this problem, an improved principal component regression (IPCR) is proposed in this paper. IPCR separates the process measurements into a quality-related part and a quality-unrelated part. Compared with the conventional method, IPCR can represent the relationship between the fault and product quality more clearly. Furthermore, we design the corresponding test statistics to build the logic of fault detection. A numerical experiment and the Tennessee Eastman process simulator are utilized to illustrate the performance of the proposed approach.
I. INTRODUCTION
With the ever-growing demands of safety and stability of modern industrial systems, process monitoring has attracted enormous research interests in recent years [1] - [4] . Monitoring performance of processes or systems are extremely paramount as it can avoid accidents and considerable economic losses [4] - [7] . In the modern industrial systems, productive or manufacturing process will generate a high volume data [3] , [5] . For instance, the sensors and networked machines of cyber-physical systems (CPS) usually result with the continuous generation of a host of data [6] - [8] . Different from other process monitoring methods, data-driven technology can derive the information of the running state from data sets directly [9] - [12] .
As an effective data-driven process monitoring technology, multivariate statistical process monitoring (MSPM) can adapt to the complicated conditions or chemical environments according to the principles of statistics [13] - [16] . Principal component analysis [14] , [17] , [18] (PCA) and partial least squares (PLS) [19] - [22] are two classical projection methods of MSPM. They are utilized to train a model under normal conditions. The trained model is employed to detect faults or abnormal conditions online [23] - [26] .
From the point of process monitoring, PCA is merely used to consider the abnormal condition in the X variables [24] , [25] . In contrast, PLS is appropriate for both output and input variables which can build the relationship between output and input data. In the traditional PLS algorithm, the variables are decomposed into two subspaces, and two different statistics are applied to observe all the variables [27] , [28] . Nevertheless, these two decomposed subspaces cannot provide good monitoring results in some cases. In order to improve the process monitoring performance, Zhou et al. [27] proposed total PLS (T-PLS) based on the decomposition of traditional PLS. Shortly after that, Yin et al. [28] proposed an approach based on the regression coefficient matrix between X and Y variables, which is called modified PLS (M-PLS). By combining the advantages of the above two approaches, Liu et al. [29] devised the current partial least squares (C-PLS).
In industrial manufacturing processes, key-performanceindicator (KPI) has a significant influence on the final products. KPI contains the operational costs, production rates, product quality, and so on [3] , [12] , [30] . With the process data, PLS is able to ensure the product quality based on its technical feature. Although PLS has been applied to many industrial processes, it will generate a false alarm when the detection strength increases [30] , [31] . In process monitoring, not all the faults will influence the product quality in the end. In the quality-related process monitoring field, the faults are divided into two parts, namely quality-related faults and quality-unrelated faults [25] , [30] , [32] . The qualityunrelated fault is not necessary for engineers and workers to take emergency measures in the operating state. According to that, as the modern information systems, CPS will reach the goal of intelligent machines or self-adaptable manufactures in the industry 4.0 [5] , [6] , [33] . For better performance of the quality-related process monitoring, Xie et al. [30] designed an approach to handle process outliers, named advanced PLS (A-PLS). On the basis of M-PLS, Wang and Yin [34] combined the orthogonal signal correction (OSC) with MPLS, which represents a data preprocessing technique.
Although these methods have made important contributions to quality-related process monitoring, they still leave some problems unsolved, for instance, unstable operation, complicated structure, and false alarm [35] - [37] . According to the theory of the traditional PLS, principal component regression (PCR) can be applied to solve the problem of quality-related process monitoring [32] . Compared with PCA, PCR can reveal the relationship between the score matrix and product variables.
In this paper, an improved PCR (IPCR) approach is proposed to overcome the drawbacks of the former methods. The proposed approach separates the variables into two independent subspaces based on the regression coefficient matrix between the input and output measurements. The corresponding statistics are devised to monitor the running status of processes. Finally, the performance of IPCR is demonstrated with the Tennessee Eastman process (TEP) model.
The contributions of this paper are presented as follows: 1) IPCR is presented as a new decomposition algorithm and it is complementary to quality-related issues.
2) We offer a new detection logic for fault detection.
3) The proposed IPCR can provide more precise detection results than PLS for quality-related process monitoring.
The remainder of this paper is organized as follows. The traditional PLS and the origin of drawbacks are described in Section II. In Section III, the details of the proposed approach are presented. Section IV shows the availability of IPCR with two simulation experiments. Finally, we summarize conclusions in Section V.
II. PRELIMINARIES
The normal process data are collected from an industrial process to build the input and output matrices. Assume that the given process works under a desired operating point and all status measurements belong to the normal distribution, i.e, we use the following matrices to denote the input and output matrices. The measurement noise and process noise follow a normal distribution. 
A. OFFLINE TRAINING
The traditional PLS projects the process variables X into a low-dimensional space with m latent variables [3] . Then Y can be condensed based on these latent variables. Thus the model of PLS can be constructed as
whereX denotes the principal part, E is the residual part of X, F is the residual part of Y. T and P represent the score matrix and the loading matrix of X, respectively. Q is the loading matrix of
In the PLS model,
is weights vectors. R is the matrix which scores the weights vectors, then T can be simplified as T = XR.
B. ONLINE MONITORING
Each new online sample can be decomposed into two parts based on the model of PLS.
In the process monitoring of PLS, T 2 and SPE statistics are applied to detect the abnormal conditions of samples [13] .
Then the thresholds for T 2 and SPE can be defined as
where µ and S denote the mean and variance of SPE statistic, respectively. g = S/2µ and h = 2µ 2 /S.
is F distribution with α control limit, k 1 and k 2 are the degrees of freedom. gχ h follows the λ 2 distribution and the degrees of freedom is h. For the quality-related process monitoring, the trained model by PLS is utilized to detect the fault or abnormal condition. According to the detection results, the fault detection logic of PLS is used to identify the situation of the running process. The fault detection logic of PLS is described as
⇒ a quality-unrelated fault occurs in the residual subspace;
The samples can be separated into two subspaces based on the orthogonal decomposition of traditional PLS, which are called principal part and residual part, respectively. However, PLS performs an incompletely decomposition, and the principal part may contain some unrelated components to Y . Similarly, the residual part may also consist of the related ingredient to the quality. Consequently, PLS fails to be appropriated for the quality-related process monitoring [20] .
III. IMPROVED PCR
In this section, a novel method called IPCR is proposed to be used in quality-related process monitoring.
A. PCR ALGORITHM
For the increasing demands of quality-related monitoring, PCA is not suitable for the manufacture process. According to the PCA algorithm (Step 1 to Step 5), PCR is proposed to resolve the quality-related process monitoring issues based on the relationship between score matrix T and quality variables Y [32] .
The PCR algorithm is condensed as following steps:
• Step 1 Perform eigenvalue decomposition on
, where p and s denote the eigenvector and eigenvalue, respectively.
• Step 3 Form a new eigenvectors matrix based on B eigenvectors in P which correspond to the first B largest eigenvalue in S.
• Step 4 Calculate the score matrix of X. T = XP.
• Step 5 Divide X into two parts,
whereX is principal part andX is residual part.
• Step 6 Calculate the loading matrix of Y based on the least squares regression between T and Y.
• Step 7 Obtain the coefficient matrix between X and Ŷ Y = TQ
whereŶ is the online prediction of Y. In this case, the relationship between the input variables and output variables can be obtained as B. PCR can be used in the quality-related process monitoring. However, the coefficient matrix B is decomposed deficiently. To solve this problem, a further decomposition named improved PCR is proposed.
B. TECHNIQUE OF IPCR
Based on the theory of PCR algorithm, X and Y can be constructed as
whereX andX are orthogonal to each other.
Similar to the decompositions of PLS algorithm, PCR also divides the measurements into two subspaces. For the qualityrelated process monitoring,X may contain the qualityunrelated components and therefore be unfit for monitoring as an quality-related subspaces by means of T 2 statistics. Accordingly, the singular value decomposition (SVD) is performed on the matrix BB T , then the related projection matrices can be determined as
where P B ∈ R l×m ,P B ∈ R l×(l−m) and B ∈ R m×m . B and ⊥ B represent the projection matrices of X. X can be separated into two parts,X andX, and then
whereX andX are highly correlated part and non-correlated part with Y. T re and T un denote the score matrices ofX and X, respectively. For each online sample, IPCR decomposes it into two parts, x andx. From Eqn. (15) to Eqn. (16) , the test statistics can be formed as
Hence the T 2 statistics ofx andx are as follows
Then the significance level α is given, and the thresholds of T 2 re and T 2 un are constructed as
Similar to the decompositions of PLS algorithm, the fault detection logic of IPCR is presented as 
C. IMPLEMENTATION OF IPCR TECHNIQUE
The implementation procedure of IPCR is presented as follows.
Offline Designing: 1) Form the matrices of X and Y based on the normal data and quality data.
2) Evaluate and normalize X and Y into unit variance and zero mean.
3) Apply PCA on X to get T. 4) Obtain B by Eqn. (8) 3) Set the thresholds by Eqn. (25) and Eqn. (26). 4) Determine the condition of process based on the detection logic.
IV. THE SIMULATION EXPERIMENTS
Here, the effectiveness of IPCR for fault detection is demonstrated in the following experiments and compared with PLS. We use the fault detection rate (FDR) to evaluate the detection performance.
FDR =
No.of alarmed samples total samples × 100% (27) A
. THE NUMERICAL EXPERIMENT
This numerical experiment is employed to manifest the availability of IPCR, and the corresponding details are described in [3] . The numerical example can be presented as
where m j ∼ N (1, 0.001 2 ) (j = 1, 2, 3), e ∼ N (1, 0.005 2 ). If a fault occurs in x 1 , it will influence the y directly. It will not exert effect on output data while the fault is added in x 2 .
• Fault 1: x 2 = x * 2 + x f , x f is quality-unrelated fault.
• Fault 2: x 2 = x * 2 + (Nt − 200)x f , x f is quality-unrelated fault.
• Fault 3: x 1 = x * 1 + x f , x f is quality-related fault. are fault data. The models of IPCR and PLS are constructed from the train samples. We perform the simulations of the PLS and IPCR on the same computer. We select Fault 1 and Fault 3 to verify the performance of IPCR and PLS.
Fault 1 (Quality-Unrelated Fault):
The fault x f is added into the x 2
The detection results of the IPCR and PLS are presented in Figure 1 and Figure 2 , respectively. As shown in Figure 1 , T 2 un part alarms and T 2 re doesn't. The quality-unrelated fault can be successfully detected by IPCR based on its fault detection logic. In Figure 1 , T 2 part alarms which is the principal part. Compared with IPCR, PLS cannot provide correct results when a quality-unrelated fault occurs in the samples.
Fault 3 (Quality-Related Fault):
The fault x f is added into the x 1
The detection results of quality-related fault by IPCR and PLS are presented in Figure 3 and Figure 5 , respectively. From Figure 3 , both T 2 re and T 2 un alarm. As shown in Figure 5 , the residual part of PlS alarms. Obviously, PLS cannot offer a correct detecting results. According the fault detection logic, it is clear that IPCR provides more accurate detection results. Table 1 shows the results of FDR based on these two techniques. It can be observed that IPCR generates more C. Sun, J. Hou: IPCR for Quality-Related Process Monitoring of Industrial Control Systems accurate detection results than PLS in quality-related process monitoring. The running times for the PLS and IPCR are 9.36s and 8.61s, respectively. It can be found that, IPCR has less computational burden than PLS. In this numerical example, the performance of PLS is not satisfactory for qualityunrelated fault and quality-related fault. In contrast, IPCR generates better detection performance in this simulation.
B. THE TENNESSEE EASTMAN PROCESS SIMULATION
The TEP simulator is accepted widely as a simulation program for the monitoring and control methods [32] , [38] . This process model is built under the industrial environment and it is shown as Figure 4 . The sampling interval is set as 3 min, then 22 train data sets and 22 test data sets can be obtained from the TEP model. TEP consists of eight components: A, The reactions of TEP can be presented as
where g and liq represent gas component and liquid component, respectively. The final product components are G and H . The gas components A, C, D, and E and inert ingredients B react to produce the final product components G and H . F is by-product of the productive process. The whole process is open loop and irreversible. These measurements are derived (6) and IDV (14) . from stream 6, 9, 11. The sample interval and time delay of stream 6 and 9 are both 6 min, and the stream 11 is 15 min.
In the TEP, 21 faults (IDV(1)-IDV(21)) are designed, which include 15 known faults and 6 unknown faults. According to the prior knowledge, IDV(1) to IDV(7) belong to the step fault, and IDV (8) to IDV (12) are closely related to the increasing of the process ingredients; IDV (13) is caused by the slow drift; IDV (14) and IDV(15) are valve fault. For these 21 faulty sets, the fault is added in 161th sample. The variables of TEP can be decomposed into two blocks. One block contains 41 measurements, i.e., XMEAS (1-41), which include 19 sampled process measurements and 22 continuous process measurements. The other block is 12 manipulated variables, i.e., XMV (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . In the train data sets, IDV(0) is utilized to construct the statistics model frequently.
The prediction results is a measure which can illustrate the accuracy of models. We select quality variable XMEAS (35) as the true values to verify the predictive ability of IPCR and PLS. Figure 6 shows the predicted values and true values of by IPCR and PLS under IDV(0) condition. As can be seen, IPCR has an accurate prediction results than PLS.
In order to monitor the process quality ulteriorly, the global Mahalanobis distance (MD) is applied to the fault C. Sun, J. Hou: IPCR for Quality-Related Process Monitoring of Industrial Control Systems detection [21] . The test statistic and threshold of Y can be denoted as
where (·) † represents the Moore-Penrose pseudoinverse.
In Figure 7 (a), once IDV(6) occurs, the fault influences the quality all the time. Hence, IDV(6) can be denoted as a quality-related fault. However, in Figure 7 (b), the fault (IDV (14)) not influences the quality. It can be concluded that IDV (14) is a quality-unrelated fault. According to these results, the 15 known faults can be divided into quality-related faults (IDV (1, 2, 5, 6, 7, 8, 10, 12, 13) ) and quality-unrelated faults (IDV (3, 4, 9, 11, 14, 15) ).
Here, we select 33 variables as the input data X, which consist 22 process variables (XMEAS (1-22)) and 11 available variables (XMV (1-11) ). We select the final product component G (XMEAS (35) ) as the quality variable y (l = 1). The number of normal samples is set as N=500 and the number of test data is Nt=960. The models of PLS and IPCR are trained under IDV(0). We perform the simulations of PLS and IPCR on the same computer under the operating condition of IDV (14) . Figure 8 and Figure 9 further show the detection capabilities of IPCR and PLS.
The detection results of IDV (14) (quality-unrelated fault) by IPCR and PLS are presented in Figure 8 and Figure 9 , respectively. From Figure 8 , T 2 un alarms and T 2 re doesn't. According the fault detection logic, it is obviously that IPCR can obtain more accurate detection results. In contrast, as shown in Figure 9 , PLS cannot offer a satisfying detect results since both the principal part and residual part alarm. Figure 10 manifests the FDRs of PLS and IPCR, and it illustrates the performance of IPCR directly. For the qualityunrelated faults, IPCR generates low FDRs in T 2 re . Further, for quality-related faults, IPCR reveals better detectability than PLS which has a higher FDRs.
In conclusion, IPCR separates the faulty operation states into quality-related subspace and quality-unrelated subspace. Through the comparison between the simulation results of IPCR and PLS, the advantages of the proposed approach over the traditional PLS is demonstrated in the quality-related process monitoring.
V. CONCLUSION
In this paper, a quality-related process monitoring technique called IPCR is presented based on PCR algorithm. The proposed approach decomposes the input data into two subspaces according to the corresponding relationship with product quality. The TEP simulation and a numerical example were taken as the case study to evaluate the performance of the traditional PLS and IPCR. The comparison demonstrates that the IPCR generates more precise fault detection results than the traditional PLS in the quality-related process monitoring.
