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ABSTRACT 
The safe operation and efficient control of a nuclear power plant requ ires reliable 
information about the state of the process. Therefore the validity of sensors which 
measure the process variables is of great importance. Signal validation is the detection, 
isolation and characterization of faulty signals .  Properly validated process signals are 
also beneficial from the standpoint of increased plant availability and reliability of 
operator actions. 
In recent years , several methods have been developed for signal validation (SV). Some of 
these methods include generalized consistency checking (GCC) , process empirical 
modeling (PEM) for prediction, multi-dimensional process hypercube (PHC),  univariate 
and multivariate autoregression modeling, and expert systems. The purpose of this 
research is to investigate the effectiveness of a few other techniques such as artificial 
neural networks (ANN) and extended Kalman filters for signal estimation during steady­
state as well as transient operating conditions. The new and improved signal validation 
modules were integrated into one computer program for easy access. The final decision 
about the validity of signals was made using a fuzzy logic algorithm. 
The integrated system consists of the following modules: 
• Generalized Consistency Checking (GCC), 
• Process Empirical Modeling (PEM), 
IV 
• Artificial Neural Network (ANN) prediction, and 
• Kalman Filtering Technique (KFT). 
These modules operate in parallel and the system architecture is flexible for adding or 
removing a SV module. 
The integrated system utilizes modern graphical user interface (GUI) techniques for 
displaying and accessing information. Due to the popularity and the increase in 
computing power and the decrease in the cost of PC's, nuclear power plants are also 
incorporating PC' s into their engineering divis ions to access process data over local area 
networks (LAN) .  The software in this study was therefore developed on an IBM 
compatible PC operating under Microsoft Windows 3. FM. Hypertext buttons ,  
compatible with different aspects of Microsoft Windows 3 . 1  ™, were provided in  parts of 
the GUI, for displaying the processed information and the results . The dynamic form of 
the empirical modeling and the Kalman filtering technique showed superior performance 
in s ignal validation. 
The implementational details of the system were evaluated off-line, us ing steady-state and 
transient data from operating pressurized water reactor (PWR) nuclear power plants .  The 
application of this new system was illustrated for a U-tube steam generator (UTSG) of a 
PWR nuclear power plant. A system executive was developed for controlling the 
functions of various modules ,  interfacing the input-output (I/0) with the environment, 
and for decision making. The use of new modules ,  improvement in the previous 
v 
techniques ,  and the use of GUI have resulted in a robust and easily implementable signal 
validation system for power plants . 
VI 
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Chapter 1 
INTRODUCTION 
1 .1  Statement of the Problem 
In order to achieve the desired operating configuration in any process, the system 
conditions must be measured. Examples of measurements are temperature, pressure, 
t1ow, level, motor current, vibration, etc. However, in order to operate within desired 
l imits, it is important to know the reliability of plant measurements. Signal validation 
(SV) deals with this issue, and is defined as the detection, isolation and characterization 
of faulty signals .  Also referred to as fault detection, signal validation checks 
inconsistencies among redundant measurements and estimates their expected values using 
other measurements and system models. 
The benefits of signal validation are both economic and safety related. Catastrophic 
signal fai lure can result in plant shutdown and lost revenue. Pre-catastrophic fai lure 
detection would therefore minimize plant downtime and increase plant availability. The 
control action taken depends primarily upon the information provided by the plant 
instruments. Thus, increased plant productivity and increased reliability of operator 
actions, would result from the implementation of such a system. 
The purpose of this study is to investigate some of the existing signal validation methods 
by incremental improvements and to develop new modules. Each of the SV modules 
performs a specific task. The architecture consists of four modules ,  an information base 
and a system executive integrated with a graphical user interface (GUI). The fol lowing 
four modules were integrated in the new PC-based system. 
• Generalized Consistency Checking (GCC) ,  
• Process Empirical Modeling (PEM) ,  
• Artificial Neural Network (ANN) prediction, and 
• Kalman Filtering Technique (KFT). 
The primary advantage of using different SV algorithms is to compensate for prediction 
errors during transient operating conditions, in which some SV modules may not give 
good estimations of the measured variables .. Another potential benefit is to have software 
redundancy, so that false alarms may be reduced. These modules operate in parallel and 
the system architecture is flexible for adding or removing a SV module. 
All the modules are used for validation during both steady-state and transient operating 
conditions. The entire system was developed in the PC-framework under Microsoft 
Windows 3. JTM. Some improvements were made in the structure of static data-driven 
models by incorporating one and two-step regression. Kalman filtering is based on the 
use of a physical model of plant components and was implemented for the first time for a 
steam generator system in nuclear power plants. This is applicable to both steady-state 
and transient operations. 
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The system executive performs several tasks: sequencing of module operation, requisition 
of additional data, evaluating SV information from the various modules, and displaying 
instrument or system status to the operator. The decision-making within the system 
executive was developed using a fuzzy logic approach. The computer display was 
performed by GUI objects compatible with Microsoft Windows 3 . 1 ™. 
1.2 Review of Previous Work 
An extensive research m the area of signal validation and fault detection had been 
performed in the past. The initial research focused on methods which use redundant 
signals for a given process variable to check for inter-signal consistency [ 1 ] . This method 
is known as the parity-space technique and is used in most of the nuclear power plants in 
the United States. The simplest method of consistency checking between three signals is 
to use an average of the signal . This method was expanded by adding analytical 
redundancy. Analytical redundancy is achieved by estimation of the process variable 
using a system model. Model equations are based on conservation of mass, energy and 
momentum. Nonlinear empirical models were also developed for generating signal 
redundancy [2] . One of the primary goals of analytical and empirical redundancy i s  the 
detection of common-cause failures. 
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Many applications of the SV technology are found in the aerospace and nuclear 
industries. Fault detection has been implemented in flight control systems and the space 
shuttle [3 ,  4, 5 ] .  Signal validation techniques have been applied at the Experimental 
Breeder Reactor-II (EBR-II) and commercially at Northwest Utilities Millstone Units 2 
and 3 [6, 7] . A system state analyzer has also been applied to the surveillance of the 
EBR-II [8] .  Signal Validation has recently been incorporated into a digital feedwater 
control system in several North American nuclear power plants [9] . 
The fol lowing methodologies were developed at The University of Tennessee for SV 
application to nuclear power plants [ 1 0, 1 1 , 1 2] :  
• GCC using redundant process signals and empirical redundancy, 
• Univariate autoregression modeling for wideband frequency analysis, 
• PEM to detect measurement system drift, 
• Multi-dimensional process hypercube comparison for data compression and 
for tracking instrument and process behavior, 
• Bias and noise detection for basic signal changes, and 
• Rule-based expert system for qualitative signal validation. 
Each of the modules was developed both as a stand-alone system and as part of a 
comprehensive SV system. 
In addition to the above mentioned techniques, ANN' s  have also been utilized at The 
University of Tennessee for monitoring, estimation and control purposes. Back-
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propagation algorithm has proven to be an effective training method in developing these 
ANN's .  
S ince the original publication of R. E .  Kalman 's  paper in 1 960, the Kalman Fi ltering 
Technique (KFT) has been studied and developed thoroughly in several areas [ 1 3] .  
Without the help of KFT the Apollo mission to the moon could not have been successful .  
Aeronautics, flight engineering and missile tracking systems use KFT for tracking and 
navigational control .  I t  is  used in signal processing to solve system identification and 
deconvolution problems of linear systems. It has also found a large area of applications 
in communication and control .  KFT is applied in geophysics for seismic signal 
processing [ 14] .  
Local sensor monitoring was also addressed by several investigators [ 1 5 , 1 6] .  This 
assumes no sensor redundancy and no model-based independent estimation. An 
individual signal characterization and the availability of a sensor knowledge base are used 
in this approach. 
Fuzzy logic has become one of the most commonly used techniques in control and 
decision-making with applications from a simple camcorder to a nuclear power plant 
(Fugen nuclear power reactor in Japan). The advent of fuzzy logic technology has offered 
another opportunity for signal processing and validation. . The features offered by fuzzy ."" 
logic can lend themselves to a more reliable and perhaps fau !t-tolerant approach. The 
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fuzzy logic methodology for fault-tree analysis was previously developed at The 
University of Tennessee [ 1 7] .  In the present work, it was incorporated for decision­
making in the system executive module. 
The current trend towards graphics and the use of visual images are among the important 
developments of this decade, not only for technical personnel using computers but also 
for nontechnical users. Sensory immersion, such as that provided by virtual reality, is  
becoming an option for understanding the underlying complex information. The 
widespread use of IBM-compatible personal computers (PC) and the low cost of high­
performance chips made Microsoft Windows 3 . 1 TM a very popular operating system 
which simulates multitasking-multiprocessing and uses modern graphical user interfaces 
(GUI) for custom control and display. Today, most of the nuclear power plant personnel 
uses PC' s  for applications from engineering computations to word processing. 
1.3 Overview of the Methodology 
The present study uses some of the previously developed techniques, as well as some 
newly developed modules such as KFT, ANN and fuzzy logic decision-making. Four 
modules were used for signal validation and state estimation: GCC, PEM, ANN and 
KFT. 
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The GCC module was included for a systematic check of consistencies among redundant 
signals measuring the same process variable. The algorithm provides information about 
measurement inconsistencies at each sampling time. The sequential probabi lity ratio test 
(SPRT) was also included as part of this module to continuously check for sensor 
degradation, and to record the sensor degradation history [ I I ] .  
The PEM module establishes nonlinear multiple-input single-output models. The 
measured sensor output is then compared against the predicted output estimated by the 
PEM model. Although the use of signal values at previous time instants is common in 
dynamic neural networks, in this study a dynamic PEM model was developed for the first 
time as part of the SV system. The performance of the dynamic empirical model is better 
than that of the static model . 
ANN's  are intrinsically parallel and non-algorithmic methods. The ability of the back­
propagation method to learn any arbitrary nonlinear mapping from inputs to outputs, and 
the fault-tolerant property of a multi-layer network was utilized for the prediction of 
instrument outputs (state variables) to be validated [ 1 8 , 1 9] .  The PC-based signal 
validation system then compares the estimation against the measurement. 
The Kalman filter, in general, uses a nonlinear system model to estimate system variables. 
However, the model may have uncertainities and may be less accurate bacause of a 
reduced model order. By using measurements as corrections to the prediction of the 
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model, the KFT gives the proper estimate of the validated signal. The estimate is then 
compared against the measurement. The KFT module is developed using a nonlinear 
system model of a PWR U-tube steam generator (UTSG), previously developed at The 
University of Tennessee [20, 2 1 ,  22]. 
These four modules were integrated with a system executive, which makes the final 
decision according to the results of the modules. The decision-making algorithm uses a 
fault-tree approach to detect the faulty signal : if any of the SV modules reports a fault 
within the sensitivity of that module, the signal is marked as faulty. However, since each 
module has different sensitivity and design parameters, it is necessary to incorporate the 
#;;.�"' 
differences in the decision making process. This was achieved very easily using fuzzy .i 
. � .. 
logic. Results of each module were converted to fuzzy sets, which can be defined as a 
possibility distribution of truthness of the sensor being faulty. The flexibility of defining 
this possibility distribution enables us to adjust the decision-making for different SV 
modules having different estimation characteristics. Then, each of these fuzzy sets is 
presented to the fault tree using fuzzy operations .  The output of the fault tree is also a 
fuzzy set which is interpreted using prototype fuzzy sets such as very had, had, medium, 
good and very good . 
Displaying the result of the decision-maker in a textual form may be confusing if the 
validated signals are many or are updated in such a short time interval that the user does 
not have enough time to read them. Modern GUT techniques make it possible to have a 
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more flex ible and innovative graphical display. Virtual objects placed on the information 
window make it easy to display complex results and navigate through the information 
space. 
1.4 Contributions of the Thesis 
The major accomplishment of this research is the design and implementation of a PC­
based signal validation system for a UTSG. Many of the SV systems, incorporated in 
nuclear power plants are part of a comprehensive and complex main program. The 
development of a separate SV module, which was flexible in design and execution, was 
incorporated into the end-user PC' s  that operate under Microsoft Windows 3 . 1 ™ . 
Another accomplishment of this project 1s  the design of two new signal validation 
modules: ANN and KFT. Several issues were considered in creating ANN models. 
Input -output signal selection, selection of training data, selection of network structure 
and training algorithm were some of these issues. In developing the KFT, previously 
developed models were used for prediction of the state variables. However, since the 
system is nonlinear in nature, the system equations were discretized so that the extended 
Kalman filter could be applied. Time-dependency is incorparated in the dynamic version 
of the PEM module. This provides a better estimation, especially when time lags exist 
among signals .  
9 
A new decision-making algorithm was also developed as part of this thesis .  The use of a 
fuzzy logic methodology for fault-tree analysis enables the system to adapt itself to 
different sensitivities of the SV modules, and provides a quality index to the 
measurement. The output of the fuzzy logic fault-tree is displayed in graphical icons, 
which are easy to be interpreted and recognized by the end-user. 
Finally, the off-l ine developed SV system was integrated on the Local Area Network 
(LAN) of an operating PWR nuclear power plant. An interface program was developed 
for this  purpose in order to transfer l ive sensor data to end-user PC' s .  
1 .5 Organization of the Thesis 
The descriptions and algorithms of the SV modules are given in Chapter 2 .  Since GCC, 
SPRT, PEM and ANN are well-known techniques they are covered in one chapter. The 
KFT is a newly developed SV module and is described in Chapter 3 .  
Chapter 3 gives an introduction to the classical Kalman filter, orginally established for 
l inear systems. Since most of the real-world applications are nonlinear by nature, the 
extended Kalman filter was described for such systems. 
implementational consideration of KFT are also discussed. 
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Some issues for 
In Chapter 4 a description of the UTSG is given. Model equations and control system 
equations are part of the prediction of the KFT module. 
Chapter 5 describes the integration of the SV modules. A description of the fuzzy logic 
reasoning and the application to fault-tree methodology is given in this chapter. Other 
system executive components such as GUI and Input I Output are also explained in detail .  
The results o f  application of the SV modules and the decision-making procedure using 
data from operational nuclear plants, are discussed in Chapter 6. 
Summary, conclusions and recommendations for future work are presented in Chapter 7 .  
I I  
Chapter 2 
DESCRIPTION OF THE SIGNAL VALIDATION MODULES 
2.1 Introduction 
The PC-based signal validation system consists of four different modules: 
• Generalized Consistency Checking (GCC), 
• Process Empirical Modeling (PEM), 
• Artificial Neural Network (ANN) prediction, and 
• Kalman Filtering Technique (KFT). 
The first three modules were thoroughly investigated and developed at The University of 
Tennessee for several applications including signal validation, state estimation, 
monitoring and control [ 1 1 ,  23, 24] . In this chapter a brief description of these modules 
and changes to enhance their performances are given. The reader may refer to additional 
sources for derivation of equations and other forms of these modules. 
Although Kalman filtering was developed and studied for three decades, its use in signal 
validation for a UTSG is new. In order to emphasize this aspect, KFT is explained 
separately in Chapter 3 .  
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2.2 Generalized Consistency Checking (GCC) and Sequential Probability Ratio 
Test (SPRT) 
The GCC and SPRT techniques were developed previously at The University of 
Tennessee and applied to a signal validation system [2, 1 0, 1 1 ] .  GCC is a method for the 
systematic cross comparison of signals from redundant sensors measuring the same 
process variable. The algorithm provides information about measurement inconsistencies 
at each sampling instant. After excluding the signals with maximum inconsistency 
indices, the best estimate at any time is computed as a weighted average of the remaining 
signals .  The procedure is then repeated for subsequent sampling instants. The algorithm 
does not make compari sons between sets of measurements at different times. Any two 
redundant measurements are defined to be inconsistent if the difference between their 
values is greater than a specified threshold value. This threshold value depends on the 
selected signal pair and is based on sensor tolerances or technical specifications. The 
inconsistency indices of the individual measurements and the best estimate for the given 
process variable are determined as functions of sampling time instants. 
The availabil ity of sufficient redundancy is an important requirement for this SV method. 
If only one signal is available, the SV is l imited to the observation of unusual behavior by 
checking the changes in the sensor time constant and signal-to-noise ratio .  In case of 
duplex redundancy, the algorithm is capable of detecting a sensor failure, but not the 
identification of the failure itself. The triple redundancy provides the capability of 
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detecting and identifying the sensor failure. The process variable is also reconstructed in 
the form of a weighted average of the readings from redundant sensors after excluding the 
most inconsistent measurements. 
To achieve the required levels of redundancy, a redundant array of like sensors is used 
when they are available., , If direct or hardware redundancy is not available, carefully 
validated and tuned analytical models may be used to provide estimates of process 
variables. The analytical redundancies are obtained from physical or empirical 
relationships that exist among variables in the system measured by dissimilar sensors . 
Physical models representing mass, energy or momentum balances, or system description 
in the form of differential equations, have fixed structure or functional forms so that they 
fit only to a specific system component. A schematic of the GCC algorithm having 
analytical measurement diversity is shown in Figure 2. 1 .  
The output of the decision I estimator (D/E) unit at a given time instant consists of the 
error messages to the user, the different error parameters (inconsistency and exclusion 
indices, SPRT parameters) ,  and the estimate of the process variable based on the 
consistent subset of signals .  The number of inputs to the DIE may vary and reaching an 
estimate is stil l  possible even with one or more degraded input signals .  However, a 
minimum of three signals is required to identify a faulty signal , and to obtain a reliable 
estimate [ 1 1 ] .  
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The first part of the algorithm determines the degrees of consistency among a given set of 
measurements at time instant k. A pairwise comparison of the measurements is made 
based on the individual sensor system tolerances. An inconsistency index (/i) is 
computed for each signal. This index is used to exclude signals to determine a best 
estimate of the signal . In the event that the redundant group is partially consistent the 
estimate is computed from a weighted summation using the inconsistency index of each 
signal . 
At time instant t, any two like measurements mi(t) and mj(t) are said to be consistent with 
respect to each other if  
(2. 1 )  
where£ i s  the error tolerance of each signal, respectively. 
If Equation (2. 1 )  is  not satisfied, the signals are said to be inconsistent with each other. 
The error indices of both signals (/i and 11) are increased by one each time the given signal 
pair is inconsistent. This comparison is performed for all possible signal pairings. This 
error index,  ranges between zero to (n-1), where n is the number of redundant signals .  
Further management and isolation of faulty readings is based on: 
• The values of maximum Umax) and minimum Umin) error indices and 
• The number of s ignals having the maximum (Nnuu,) and minimum (Nmin) error index.  
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Depending on the values of Imin, l111w, Nntin and Nmax and the individual inconsistency 
indices, the best estimate for the process variable is calculated directly, or only after 
repeating the whole reasoning with elimination of the most faulty signals. If Imax = 0, all 
measurements are consistent and their average is the estimate. If Imax > 0, but !min = 0, 
the signals are partially inconsistent and the estimate is calculated as a weighted average. 
If f11111x > 0 and Imin > 0, then Nmax signals will be isolated as faulty and excluded from 
further calculations or may be given low weight. If all signals are inconsistent, that is 
Nmax = n-1, then no estimate is possible on the basis of the current observation. 
The estimate (.X(t)) at the current sample IS calculated usmg only fully or partially 
consistent signals. 
where wi = n-1-h 
ll 
Iwimi(t) 
.X (t) = -'-i=..:....l -n--
L,wi 
i=l 
(2.2) 
The SPRT has the ability to check and record sensor degradation. The SPRT makes 
decisions on the basis of cumulative information provided by the measurement history. 
Contrary to the GCC method, the SPRT does not make intersignal compari son or 
consistency checking among the signals. 
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·-".. 
The SPRT is an optimal decision-making procedure and requires a minimum number of 
samples from a sensor to make decisions based on specified missed- and false-alarm 
probabilities. These quantities provide a measure of confidence for the decision. The 
SPRT is applied to the difference between the sensor output and the estimated value of 
the process variable. The estimate is obtained from the GCC algorithm. 
Let the measured value of a process variable (sensor value) be m(t) at time instant t and 
let the estimate of the process variable be :X (t) at the same time instant. The measurement 
residual s(t) = m(t)- x(t) is computed at each sample during normal operation in order 
to determine a mean llo and a variance ao� . These define the Gaussian density function 
modeling of the normal mode signal error 
2 1 (s- !lo) [ 2 Po= p(s; llo,ao ) = r::-2 exp - 2 -v 2rra 6 2ao (2.3) 
For a normal sensor the mean of the error should be zero. The sensor fai lure can be 
detected by a change in the mean value ( llo) or a change in the variance (a,:). Failure 
thresholds in terms of mean value and variance are defined, and the corresponding 
Gaussian density functions p1 = p(s; Ill ,ah model the output statistics of degraded 
sensors. The approach used in this study is based on SPRT of the normal mode against 
an alternate degraded mode, assuming that both modes can be characterized by Gaussian 
distributions. 
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The SPRT uses recursive calculations of the logarithm of the l ikelihood rat io (LLR) 
funct ion A11, represent ing the degradation informat ion of a sensor based on n samples : 
(2.4) 
The LLR is updated at each sampling t ime, substituting the new sensor error sn+t into the 
funct ional form of LLR's .  Its value is compared against two boundaries (A < 0 and 
B > 0) derived from the specified error probabilities of false (a) and missed (�) alarms: 
A = l_(-� ) 1\1-a { 1 - �' 
B = l  --a J 
(2.5) 
(2.6) 
For a normal sensor ,  the ratio would decrease and finally reach the specified bound A < 0. 
Then the decision is made that the sensor is normal and the ratio is init ial ized by setting it 
equal to zero. The cont inuous version of the increase I decrease of the ratio for a sensor 
can be represented by a stochastic diffusion process drifting between two boundar ies. 
The sensor errors are assumed to be independent for each sample so that the density 
function in the expression for the LLR is obtained by multiplying the individual Gaussian 
density functions. Rearranging Equation (2.4 ), the recursive procedure becomes 
(2.7) 
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The general form of the LLR can be simplified in two ways to distinguish between bias 
degradation and excessive noise degradation. First, to check only the bias degradation 
( cr1 = cr0 = cr), the expression for the LLR reduces to (with !J.D = 0):  
(2 .8) 
Second, to detect only the excessive noise levels (�1 = llD = 0), LLR reduces to the form 
(2.9) 
While checking for the bias degradation, instead of analyzing for both the normal mode 
and the degraded mode, an a-priori assumption is made that a sensor is in the normal 
mode at the beginning of the SPRT. Consequently, a drift of the LLR parameter in the 
negative direction does not provide any additional information, since this is expected 
from a sensor in normal operation. A control action of resetting the LLR parameter to 
zero is applied, every time the parameter has a negative value. The previously 
accumulated information is of no value. If the LLR drifts to values larger than zero, the 
sensor is more likely in the degraded mode and no control action is applied in this case. 
The detection of a degraded signal needs more measurements, thus the recursive 
calculation of the LLR parameter proceeds. 
The parameters A and B in Equations (2.5) and (2 .6) are based on specified false-alarm 
and missed-alarm probabilities respectively . Another method is to use the one-sided 
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SPRT which is related to the previous two-sided SPRT. In this case, a specified mean 
time (T) is used to determine a degradation threshold. The relationship between the new 
* 
bound B and the specified mean time between false alarms (T) is given as 
2cr 2 ( s" * ) 
T= 1112 
e - B  - 1  (2. 1 0) 
where s* is given by 
s* = 1J 1112 T l l 2cr 2 ) (2 .  I I )  
for large T. 
The detection performance 'T(T) is defined as the mean detection time for a specific mean 
time T between false alarms and has the form: 
'[ ( I J J 2cr � !11- 3 'T (T) = -,- In --, T --Ill 2cr � 2 (2. 1 2) 
Maintaining the same specified mean time between false alarms, the relationship between 
the one-sided and two-sided systems is 
* e8 - 1  
en - B - 1 = A --- B 
ell -1 
(2. 1 3) 
If the LLR for bias degradation is computed for a time greater than the specified mean 
time between false alarms and the LLR does not exceed the degradation bound, then the 
LLR is reinitialized to zero. 
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This one-sided approach developed for detecting bias degradation has several advantages: 
• Checking the LLR parameter against lower bound A < 0 representing the normal state 
is not necessary. 
• The extra time delay in detecting the degraded mode, due to the negative magnitude 
of the LLR accumulated under the normal mode, is eliminated when the control 
resetting to zero is applied. In this way, if only the degradation test is performed, less 
observation time is required. 
• If a sensor degradation occurs, the probability of its ultimate detection is one. 
The SPRT is performed for bias and noise degradations after the GCC analysis of the 
module is completed. Both of the algorithms are combined as one module (GCC) and 
produce several outputs for the use of decision-making: 
• Estimate of the process variable, 
• LLR for each signal , 
• Inconsistency index for each signal, and 
• Indication if  the signal is excluded from calculations. 
2.3 Process Empirical Modeling 
The Process Empirical Modeling (PEM) module was developed and used previously at 
The University of Tennessee for SV appl ications [2, 1 0, 1 1 ] .  The PEM establishes 
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multiple-input single-output (MISO) models .  The measured sensor output is then 
compared against a predicted output based on the PEM. The module provides an 
independent estimation of a process variable. Monitoring sensor degradation or drift by 
on-line monitoring of the sensor output is possible using the estimates of the PEM 
module. 
The analytical measurement or prediction of a critical signal y as a function of related 
variables in a subsystem, during steady-state or quasi steady-state operations is given by 
(2. 14) 
No assumption is made that the input variables are independent of the output variable. 
The PEM creates an optimal nonlinear MISO model from a given data set. This data set 
has a similar function as the training data set used in ANN's .  The form of the data-driven 
predictive model is 
where 
111 
y = Co + I ci <l>i c�) 
i=l 
y = estimate of the process variable, 
� = vector of input signals, 
m = number of terms in the model, 
<1>, = nonlinear function of input signals ,  and 
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(2. 1 5) 
ci = constant coefficient. 
A geometrical description of the nonlinear modeling algorithm is as follows. The closest 
nonlinear cross-product vector relative to the output vector is determined. New nonlinear 
vectors are subsequently selected by projecting the remaining unselected vectors onto a 
subspace of the original vector space orthogonal to the selected vector [2] . This 
procedure continues until n terms are chosen. The final step is to fit a linear type model 
using the selected terms to compute the coefficients. A more complete mathematical 
description is given in Figure 2 .2 .  
The modeling program varies both the polynomial order and the number of terms. The 
optimal model is selected such that the error between the predicted output and the 
measured output is less than a prescribed value. The overall fractional prediction error 
(Ep) is defined as 
(2. 1 6) 
where 
N = number of measurements used in the fit, 
Ynlk) = measurement at time instant k, and 
yp(k) = prediction at time instant k. 
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Begi m i ng  w i th N data s�l es 
I nput vectors: !(K )  0 OUtput vector: � z � 
1 
Compute M cross-products (vectors) 
V( i )  = v0 ( i )  = t(X( K ) )  
< i = 1 �2, • • •  ,M> <k=1, 2 ,  • • •  , N} 
1 
Ca lculate the proj ec t i on  matri ces to determi ne the 
cross-product term c l osest t o  the output vector, �· 
[Vj ( i )] [Vj ( i )] T  
P( i )  = - . -
[�J ( i )] T [�j ( i )l 
{ i =1 , 2 ,  • • •  ,M} 
where j=number of terms so far sel ected 
1 
Proj ect the output vector on each cross-product and compute the scalar l ength of each . 
xj < o = PC i > xj 
R( i )  = [Xj ( i )] T [�j ( i )] 
The next term in the model i s  se l ected from the 
cross - product wi th the l argest sca lar length , R ( i k ) .  
Ca lcul ate the proj ec t i on  mat r i x  
correspond i ng t o  the selected tenn 
[�j ( i k)]  [�j ( i k)] T 
PC i k )  = --,-----,--­
[�j ( i k) ]  T [�j ( i K)]  
Project the remai n i ng  vectors i nto a vector space 
orthogona l to a l l vectors prev i ous l y  selected: 
�j+1 ( i )  = Mj �j ( i )  
{ i = 1 , 2, • • •  , M}  < i = i k ; k=1 , 2 ,  • • •  , j } 
j tti = I • t P( i K ) k=1 
1 
Project the output vector onto th i s  subspace 
Xj+l ( i )  = Mj Xj ( i )  
1 
I f  more terms are des i red, cont i nue .  
Otherwise compute the error a nd  stop. 
Figure 2.2: Process empirical modeling flow-chart [2] . 
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The actual standard deviation of the prediction error of the signal at any time instant is 
estimated from: 
(2. 1 7) 
As a new contribution of this research, the static model given in Equation (2 . 1 4) is  
extended also for dynamic systems in which system variables can change significantly 
over time. A system may be modeled with a first order or a second order differential 
equation in the form: 
dy 
dt = .f (:!) 
or 
or 
Using finite-difference numerical technique, the first derivative is approximated as 
dy y( t) - y(t - 1 ) 
dt 1'1t 
(2 . 1 8) 
(2. 1 9) 
(2.20) 
(2.2 1 )  
where t denotes the discrete sampling time and 1'1t denotes the sampling time interval . 
Then Equation (2. 1 8) can be converted from continuous time domain to discrete time 
domain as: 
y( t) = .f(:!(t) , y(t - l )) (2.22) 
26 
Equation (2.20) becomes 
y(t) = f(�( t) , �( t  - 1)) (2.23) 
Both forms of discrete representations (Equations (2.22) and (2 .23)) were incorporated in 
the PEM module . The previous values of input and output vectors are treated as an 
additional input to the regular PEM model given in Equation (2. 1 5) .  Thus,  the algorithm 
remains the same for all forms of the model equation. 
2.4 Artificial Neural Networks 
Artificial neural networks (ANN) are computational models inspired by the architecture 
of the human nervous system. The basic unit in an ANN is analogous to a neuron in the 
human brain, and is called a processing element (PE) . As shown in Figure 2.3 ,  a PE has 
many connections to other PE' s  by means of input paths and output paths. The PE 
combines the weighted inputs usually by a simple summation. The combined input is 
then passed through a transfer function to produce the output of the PE. The output of the 
PE is called the activation value . 
The output of a PE is connected to the input paths of other PE' s  through connection 
weights, so that the output of each PE is multiplied by the corresponding connection 
weights before reaching other PE' s .  In this manner, PE' s  combine the modified 
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Figure 2.3: Schematic of a processing element. 
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activation values from other elements. 
An ANN consists of many PE's  interconnected in the above mentioned manner. PE' s  
are grouped into layers or slabs which are designated i n  sequence from input t o  output 
layers. Then the connections are built between the neighboring layers. The input layer 
receives information from the outside, while the output layer transmits information to the 
outside. All the other layers in an ANN are called hidden layers. They receive and 
transmit information within the network. An ANN is said to be auto-associative if  the 
output and the input information are identical . Otherwise, it is called hetero-associative. 
An example of a three-layer topology of an auto-associative ANN is given in Figure 2.4. 
Figure 2.5 shows a three-layer hetero-associative ANN. 
ANN's  have mainly two phases of operation: 
1 .  Learning, in which the ANN is constructed and developed. 
2 .  Recall ,  in  which the ANN performs its design function. 
Many ANN's  are classified according to the operational differences in these two phases. 
For example, the learning algorithm of ANN's  may be classified as supervised learning 
and unsupervised learning. If the connections between the PE' s  are updated to match the 
desired output for an input pattern, then the learning process is called supervised. If there 
is no desired output, but the user seeks a clustering of the inputs, then the learning process 
is called unsupervised. The rule, which updates the connection weights of the ANN, may 
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Figure 2.4: Auto-associative ANN for signal monitoring. 
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Figure 2.5 : Hetero-associative back-propagation ANN for signal estimation. 
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also determine the type of the ANN (e.g. back-propagation algorithm). 
During the recall process, the input pattern is propagated through the ANN in which the 
connections have been predetermined by the training. In this manner, a final output is 
determined for a given input. If there are no lateral of feedback connections between the 
PE' s ,  the ANN is said to be feedforward, and the network recall is straightforward and 
takes one pass from the input layer to the output layer [24] .  
One of  the algorithms to  train the connection weights of an ANN is  the back-propagation 
algorithm. It has been applied to problems from data encoding to signal processing, and 
from financial analysis to stock market prediction. The back-propagation algorithm is a 
generalization of the least-squares minimization of error algorithm. It uses gradient 
descent technique to minimize the cost function which is the mean-squared difference 
between the desired and the actual network outputs [25] . 
A typical back-propagation ANN has an input layer, an output layer and one or more 
hidden layers. For most of the applications one hidden layer is enough to map the input­
output relationship [261 . Each layer is fully connected to the succeeding layer. During 
recal l ,  information flows from the input layer to the output layer in a feedforward manner. 
During learning, information is also propagated back through the ANN and is used to 
update the connection weights. The network can either be hetero-associative or auto-
associative. 
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A back-propagation PE transfers its inputs as fol lows : 
where 
s j'("' ( s s- 1 ) ) xi =  7 wiixi 
x \ = I(r )  J J 
xJ = current output state ofjth PE in layer s, 
w ;i = weight on connection joining ith PE in layer (s- 1 )  to jth PE in layer s, 
I J = weighted summation of inputs to j th PE in layer s, and 
.f( z) = nonlinear transfer function. 
(2.24) 
The hyperbolic tangent was used as the transfer function in this study and has the form: 
where y is an adjustable parameter. 
e yz - e -yz 
f (z) = 
_ , 
e Y'" + e -y,. 
(2.25) 
The reason for selecting the hyperbolic tangent instead of a sigmoid function is that, the 
output range of the sigmoid ranges from 0 to + 1 ,  whereas the hyperbolic tangent ranges 
from - 1  to + 1 giving a wider range to map nonlinear systems. A plot off( z) is shown in 
Figure 2.6. 
For a back-propagation ANN, the local error is given with 
(2.26) 
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Figure 2.6: Plot of hyperbolic tangent given in Equation (2 .25) .  
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where f ' ( z) is the partial derivation of.f( z) with respect to z. 
The mam learning mechanism in a back-propagation ANN is to propagate the input 
forward through the layers to the output layer, determine the error at the output layer 
usmg 
(2.27) 
and then propagate the error back through the ANN from the output layer to the input 
layer using Equation (2.26). Using the gradient descent rule, the weights are updated 
with a weight difference of 
A s � s s- 1 DW · ·  = £ · X · Jl J l (2.28) 
where � is the learning coefficient in the standard back-propagation training algorithm. 
The fast back-propagation algorithm usually includes a momentum term by adding a 
vector The fast back-propagation algorithm has usually includes a momentum term by 
adding a vector aL1w (which is a fraction a of the previous wight change) to the new 
weight change. The incremental weight is then defined as 
s s s- 1 s L1w . .  = R£ · x - +aL1w . .  J l  1-' J l Jl (2.29) 
This prevents the network training from possible oscillations, helps avoid local minima 
and accelerates training [27] .  
As  i n  the case of  the process empirical modeling, artificial neural networks were also 
developed for dynamic estimation. Such systems may have the form shown in Equations 
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(2. 1 8) - (2.20) and may be simplified to Equation (2.23). Then the inputs at previous time 
samples may be treated as separate inputs, fitting them into time-dependent ANN's .  An 
example of a dynamic ANN is shown in Figure 2. 7 .  
Both the PEM module and the ANN module in the PC-based signal validation system 
produce an estimate of the state variable with different sensor inputs. The estimates and 
the actual measurements are then used in the decision-making module to determine the 
status of the sensors. 
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Figure 2.7: Back-propagation ANN for dynamic systems such as transient and semi­
transient behaviors in Nuclear Power Plants. 
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Chapter 3 
THE EXTENDED KALMAN FILTERING TECHNIQUE 
3.1 The Linear Kalman Filter 
The Kalman filtering technique (KFT) is an optimal state estimation algorithm for general 
stochastic systems. It requires the knowledge of a dynamic system model and is 
applicable to both stationary and nonstationary processes. The KFT has been studied and 
developed thoroughly in several areas since the original publication of R. E. Kalman ' s  
paper in  1 960 [ 1 3] .  The extensions of  the original filter to  nonlinear system estimation 
and to parameter estimation have been applied in many areas. Aeronautics, t1ight 
engineering and missile tracking systems use KFT for tracking and navigational control .  
This technology has been implemented in space missions. It is  used in signal processing 
to solve system identification and deconvolution problems of linear systems. It has also 
found a large area of appl ication in communication, control, as well as in seismic signal 
processing in geophysics [ 14,  28] . 
There are several rearrangements and extensions and numerous derivations of the KFT. 
However, the Kalman filter can be thought of as an optimal estimator that produces three 
types of outputs, given a noisy measurement sequence and the associated models (Figure 
3 . 1 ) .  It can be thought of as a state estimator or a reconstructor, that is, it reconstructs 
estimates of the state x(t) from noisy measurements y(t) . In this respect, it is 
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Figure 3.1: Various representations of the Kalman filter estimator. 
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almost an implicit solution of equations: since the state is not available directly, the 
models used can be considered as the means to implicitly extract x(t) from y(t) . Second, 
the Kalman estimator may be thought of as a measurement filter. It accepts a noisy 
measurement sequence y(t) , and produces a filtered measurement sequence .Y( t lt) as the 
output. Finally, the estimator serves as a whitening filter that accepts noisy correlated 
measurements y(t) and produces uncorrelated or white random process e(t), called the 
innovation sequence. All these properties of the Kalman filter have been exploited i n  
various applications including fault detection [29] . 
A process may be modeled by a set of stochastic linear vector difference equations in the 
state-space form as 
x(t ) = Ax(t - I ) +  Bw(t - I ) (3 . 1 )  
where x i s  the state vector with Gaussian noise sequence { w }  and noise covariance Q. 
The corresponding measurement model is given by 
y(t) = Cx(t ) + v(t) (3 .2) 
where y is the measurement vector with Gaussian nOise sequence { v } and nOise 
covariance R. Coefficient matrices A, B and C are determined using the parameters of the 
physical model. The equations that describe the state estimation are called the Kalman 
fi lter equations. Given the measurement sequence { y(t) } and the above defined model , 
the optimal fi lter minimizes the mean-squared error 
E{[x (t ) - x (t l t )J [x(t ) - x (t l t )J} (3 .3 )  
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The optimal filtered estimate x(t lt) is then computed recursively 
x(t lt) = x(tlt - I ) + G(t )e(t) 
where 
x(tl t - I )  = one-step state prediction, 
G( t) = Kalman gain, and 
(3 .4) 
e(t) = innovation sequence, information gained from subsequent measurement. 
The notation (tl t- 1 )  denotes an estimation for time instant t with given measurements for 
time instant t- I .  
The one-step predictor is given by 
x(t lt - t) = Ax( t - ti t - I )  
The prediction error covariance matrix is updated as 
P(tlt - 1) = AP(t - I l t - ! )AT + BQBT 
The estimation error covariance matrix is 
P(tlt) = [1 - G(t)C] P(t l t - 1 )  
where I is  the identity matrix .  
P(tlt - 1 ) = E{[ x(t) - x( t lt - 1)] [ x(t) - x(tl t - l)r } 
P(tit) = E{[ x(t) - x(tit )][ x(t) - x( tlt)r } 
The innnovation sequence is given by 
e(t )  = y(t) - .v( tlt - 1) = y(t) - Cx(t l t - 1) 
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(3 .5) 
(3.6) 
(3 .7) 
(3 .8) 
(3 .9) 
(3 . 1 0) 
and the innovation covariance is 
R, (t) = CP(tlt - 1)C + R (3 . 1 1 )  
Finally, the Kalman gain matrix is calculated as 
G(t) = P(t lt - 1)C' R, ' (t) (3 . 1 2) 
The recursive algorithm of the KFT is illustrated in Figure 3 .2 .  
The recursive algorithm is initiated with P(OIO) = P(O) , which is the initial error 
covariance matrix of the initial state estimation .X( 010) . The algorithm is executed for 
each measurement sample, and a filtered estimate is calculated. 
3.2 Extension to State Estimation of Nonlinear Systems 
The primary assumption made, while developing the Kalman filter equations was that the 
system to be modeled should be linear. However, most of the real-world modeling 
includes nonlinear equations, so that a modification to the standard Kalman filtering 
algorithm is needed. For example the U-tube steam generator model of a PWR I S  
described by nonlinear equations and is used in this study for the application of KFT. 
A common modification procedure is described [30] . First, the system is modeled using 
nonlinear difference equations in the state-space form as 
x(t) = f(x( t  - 1)) + w( t  - 1) (3 . 1 3) 
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Figure 3.2: Kalman fil ter calculations. 
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and the corresponding measurement model 
y(t) = h(x(t ) ) + v(t) (3 . 1 4) 
where 
x(t) = state vector with Gaussian noise sequence { w }  and noise variance Q, 
y( t) = measurement vector with Gaussian noise sequence { v }  and noise variance 
R, and 
.f( x(t)), h(x(t)) = nonlinear functions of the state vector. 
The optimal filter estimate is calculated using the fol lowing equations 
x(t lt) = x( tlt - 1) + G(t )e(t) 
.X( tlr - 1) = f (.X( t - tlr - 1)) 
The one-step prediction covariance matrix is 
P (t l t - 1 )  = F (x(t - * - 1))P(t - * - 1 )F T  (x(t - t i t - 1))+  Q 
The filter error covariance matrix is 
P(tlt) = [1 - G(t)H(x( tl t - 1))] P(t lt - 1 ) 
The matrices F and H are defined as 
A 
df(x) F (x(t - Jit - 1 )) =-dx x=.\(Hi t- 1 )  
dh(x) H (i(t lt - l )) =-dx x= r(tl t - 1 )  
The innovation sequence is given by 
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(3 . 1 5) 
(3. 1 6) 
(3 . 1 7) 
(3 . 1 8) 
(3 . 1 9) 
(3 .20) 
e(t )  = y(t) - y(tlt - I ) = y(t) - h(x(tlt - 1)) (3 .2 1 ) 
The innovation covariance matrix has the form 
(3 .22) 
Finally the Kalman filter gain matrix is  calculated from 
(3 .23) 
The algorithmic procedure for the extended Kalman filter in calculating the optimal 
estimates is simi lar to the one given in Figure 3 .2 , with the additional matrix calculations 
at each time step given in Equations (3 .22) and (3 .23) .  
The PC-Based Signal Validation System has a KFT module which IS based on the 
extended Kalman filter, and uses a nonlinear system model . 
3.3 Issues to be Considered in Implementing the Kalman Filter 
The approach for developing Kalman filters has evolved from the solution of navigation 
and tracking problems. Designing a Kalman fi lter is a straightforward procedure as long 
as al l the information about the process or system under investigation is available or can 
be gathered in a reasonable period of time. After deciding that a fi lter is necessary, the 
development proceeds through various phases of the Kalman filter design methodology 
[3 1 ] :  
• Model development, 
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• Simulation, and 
• Application. 
The first phase consists of developing model s for the process phenomenology, that is, a 
"process model" in the form of l inear or nonlinear dynamic mathematical equations. 
Typically, this requires that the signal processor has the needed knowledge or that an 
expert in the area is avai lable. Simultaneously, the measurement instrumentation is 
investigated in terms of bandwidth, response time, physical rel ations, etc . ,  to develop a 
"measurement system" model . Finally, models of the inherent uncertainties must be 
developed. Here both random and systematic errors should  be considered. 
Once the models of the process, measurements, and noise are completed, then a simulator 
should be constructed to ensure that reasonable measurements are being produced. These 
phases of the KFT module were successful ly developed by previous studies at The 
University of Tennessee for U-tube steam generators [20, 2 1 ,  22] . Discretized versions of 
the models are incorporated in the KFT module for state estimation. Sensor data from 
two operational nuclear power plants were used to verify the performance of the module. 
It should be emphasized that several assumptions were made in deriving the Kalman fi lter 
equations . The basic recursive formula given in Equation (3 .4) shows the importance of 
having a convenient way of recursively determining the innovations of the observed 
process. The state-space formulation is very helpful in this regard, but in many problems 
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such model s  are not readily available. In such cases, much effort may often be spent by 
first trying to obtain good models for Kalman filter applications. 
Most of the time the basic assumption of the model can not be described by a l inear form 
as given in Equations (3 . 1 )  and (3 .2) . In fact, most of the system models in a typical 
PWR are nonlinear differential equations of the first or second order. Also, since having 
a state-space model in the form of Equations (3 . 1 3) and (3 . 1 4) is very important to 
develop an extended Kalman filter, differential equations must be converted to difference 
equations. Suppose that a system is modeled by nonlinear differential equations in the 
form 
dx = J(x(t )) dt (3 .24) 
Using the forward-difference technique, Equation (3 .24) can be approximated with a first 
order error as 
or 
x(t + 1 ) - x(t) = J(x( t)) M 
x(t + 1 )  = J (x( t ))!-:..t + x(t) 
x(t) = j (x( t - 1))!-:..t + x( t - 1 ) 
where M i s  the sampling time interval of measurements from process sensors. 
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(3 .25) 
(3 .26) 
The filter equations are m the form of a predictor-corrector algorithm. Any small 
uncertainties in the process model will be compensated by the corrector term. 
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Chapter 4 
U-TUBE STEAM GENERATOR MODEL 
4.1 Description of a Typical U-Tube Steam Generator 
The most widely used type of steam generator in PWR systems is the recirculation type 
U-tube steam generator (UTSG). The general arrangement of a typical Westinghouse 
UTSG is given in Figure 4. 1 [22] . 
The primary coolant enters the steam generator through an inlet nozzle at the left bottom 
of the inlet plenum. The coolant flows inside the U-tubes first upward and then 
downward, and thus transfers heat to the secondary fluid in the she l l  side of the steam 
generator. The primary fluid leaves the outlet plenum through an outlet nozzle connected 
to the cold leg p iping [32] . 
Feedwater enters inside the downcomer shell at a level just above the U-tubes region. It 
flows down through an annulus inside the shell and mixes with water coming from the 
drum section. The water enters the tube bundle region where heat is transferred to the 
fluid. As it flows over the outside of the U-tubes, a mixture of steam and water is 
formed. The mixture enters the riser region where the nozzle effect increases the natural 
driving force. As the flow passes through the separator region, water is removed from the 
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Figure 4.1 :  Schematic diagram of a typical Westinghouse U-tube steam generator [22] 
50 
steam and returned to the drum section. The steam leaving the separator passes through 
steam dryers and exits the steam generator with a quality of approximately 99.75%.  The 
design parameters of a Westinghouse UTSG are l isted in Table 4. 1 .  
4.2 Steam Generator Model 
Many theoretical models of the UTSG have been developed at The University of 
Tennessee. Al i ' s  detailed nonlinear model was developed by Naghedolfeizi and extended 
by Erylirek for the Sequoyah Nuclear Plant (SNP) appl ication [20, 2 1 ,  22] . The model 
can predict the dynamic behavior of thermal hydraulic processes in a UTSG system. The 
model is developed using the conservation of mass, energy and momentum principle with 
the fol lowing assumptions: 
• Both water and steam are considered to be saturated. 
• Density and specific heat capacity of feedwater, fluid in the subcooled region, 
and the primary side fluid are assumed to be constant. 
• Heat transfer coefficients are constants. 
• Steam leaving the UTSG is  assumed to be 100% saturated. 
• Heat transfer between the downcomer and tube bundle regions is negligible. 
The thermodynamic properties of the saturated water and steam are assumed to be l inear 
5 1 
Table 4.1 :  UTSG design parameters. 
Parameter Value 
Number of U-tubes 3388 
Tube outside diameter 0.875 inches 
Tube metal thickness 0.05 inches 
Height of U-tubes 35 .54 ft 
Total height of steam generator 67 .67 ft 
Effective flow area in tube region 60.87 ft2 
Effective flow area in downcomer region 
Effective flow area in riser region 48.7 ft2 
Effective flow area in drum region 1 1 0.74 ft2 
Riser Height 9 .63 ft 
Primary water mass flow rate 39.39 mi ll ion lbm/hr 
Volume of primary water in UTSG 1 011 fe 
Specific heat capacity of primary water 1 .39 btu/lbm-°F 
Inlet temperature of primary water 592 .5 °F 
Outlet temperature of primary water 542.5 °F 
Average pressure in primary side 2250 psia 
Average density of primary water 45.7 1  lbm/ft3 
Outlet steam flow rate 3 .73 1 million lbm/hr 
Steam pressure 849.7 psia 
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Table 4. 1 Continued 
Parameter 
Steam temperature at saturation pressure 
Inlet temperature of feedwater 
Average density of secondary subcooled 
water 
Effective heat transfer area 
Film heat transfer coefficient of primary 
water in tubes 
Film heat transfer coefficient of secondary 
subcooled water 
Film heat transfer coefficient of secondary 
boiling water 
Metal tube conductivity 
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Value 
52 1 .9 °F 
434.3 °F 
s2.32 lbm/fe 
5 1 500 ft2 
1 5  btu/lbm-°F 
functions of the steam pressure for a range of ± 1 00 psi from the normal operating point. 
The fol lowing equation defines the mathematical expression of this assumption. 
(4. 1 ) 
where 
F P = saturated steam or water property, 
X111 = constant, 
dF K = --P and 11 ()p ' 
P = steam pressure . 
The steam flow leaving the UTSG is considered to be a cri tical flow. The flow is  defined 
in terms of steam generator pressure and steam valve coefficient as: 
(4.2) 
where 
W, = steam flow rate, 
C1 = steam valve coefficient, and 
P = steam generator pressure. 
A set of 1 9  state variables defines the nonlinear mathematical model of the UTSG.  The 
forcing functions of the isolated UTSG model are: 
• primary inlet temperature, 
• steam valve coefficient, 
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• feedwater temperature. 
The mathematical formulation of the UTSG is based on the model shown in Figure 4.2 
[2 1 ] . The governing equations of the UTSG are given next and the description of the 
variables are given in Table 4.2. 
Primary S ide Equations 
dTP1 = 
dt 
Wpi 
(T - T )+ UpmSp11z l (T - T  ) A L Jll p I  M c Ill I p i  P pi p s l  p i  p i  
W1,i 
( ) 
UpmSpm2
( ) 
(Tp2 - Tp i ) dL1 1 T - T  + T - T  + _c__ _ _ 
A p i p2 M C m2 p2 L dt P pi p L12 p i  p i  s2 
Wpi 
( ) 
U pm Spm2 
( ) 
(Tp3 - Tp4 )  dL11 -----'-- T - T  + T - T  + --
L p i  p2 M C m4 p4 L dt P piAp sl p i  p i  s l  
Metal Tube Equations 
dTpo Wpi 
( ) -- = -- T - T  d M p4 JW t po 
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(4.3) 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
sl  
(SFDRL ) 1-=-=---�·-
-..:u:: 
( 11TL 2 )  
T m2 
-
\� so 
x , Tsat 
L . dw 
( MTL3)  II:" 
�m3 
( PRL2 )  ( SFBL ) ( PRL3 ) t i..-- 1..-- J . - - t - - -;.=.,- - - - - P�? .Tct- .=-It- - -f- - -
T pl 1---� Tm !--+- T s 
( PRL l ) � ( S FSL ) 
( r1TL 1 )  
I-- Tm4 � 
L......-
( HTL4 ) 
Tp4 · 
( PRL4 ) 
• 
, 
(SFDCL) 
( PR I Ii )  ( PROUT) 
t H , T 11 po 
Figure 4.2: Schematic diagram of the UTSG model [2 1 ] .  
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Table 4.2: UTSG model variables used in Equations (4.3) - (4.36) . 
Variable Definition 
secondary flow area in the U-tube region 
effective area of the drum water region 
effective pressure drop coefficient in the recirculation loop 
steam valve coefficient 
specific heat capacity of the metal tubes 
specific heat capacity of the primary fluid and subcooled region 
average enthalpy of the boiling region 
saturated and latent enthalpies of water 
exit enthalpy of the boiling region 
av, av,, dhr dh,, d'(, dp g 
-- -- - -- -- --
dP ' dP ' dP ' dP ' dP ' dP 
L effective height of U-tubes 
downcomer length 
water level in the drum section of the steam generator 
Ls/.2 subcooled and boil ing lengths 
metal mass in metal nodes I ,2 
mass of water in the primary nodes 1 -4 
mass of water in inlet plenum 
p steam generator pressure 
Pr/,2 inside and outside perimeters of the U-tubes 
57 
Variable 
Smsl.2 
Spml.2 
�)1 -4 
Umsl,2 
v,. 
Table 4.2 Continued 
Definition 
heat transfer areas from the U-tubes to the secondary side in the 
subcooled and boiling regions 
heat transfer areas from the primary side to the U -tubes in nodes 1 ,2 
downcomer temperature 
drum water temperature 
metal tube temperatures in nodes 1 -4 
primary coolant temperatures in nodes 1 -4 
coolant temperature in inlet plenum 
coolant temperature in outlet plenum 
saturated temperature of the water and steam in UTSG 
heat transfer coefficient from the primary side to the metal side 
heat transfer coefficient from the metal side to the subcooled and boiling 
regions 
volume of the drum section 
specific volume of the saturated water and steam 
volume of riser region 
steam flow rate 
constant parameters 
exit quality of the steam leaving the boiling region 
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Table 4.2 Continued 
Variable Definition 
average density of the fluid in the boil ing region 
density of the saturated steam 
p,. density of the fluid in the riser region 
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u s dT1114 _ pm pm l T p4 dt M,11 1C111 
Secondary S ide Equations 
Subcooled Region Equations 
Boil ing Region Equations 
dL" _ (w, -w2 ) 
dt P."At� 
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(4. 1 0) 
(4 . 1 1 )  
(4. 1 2) 
(4. 1 3) 
(4. 1 4) 
(4. 1 5) 
( 4 . 1 6) 
Drum Region Equations 
dp,. _ _  (KI + K2Xe ) dP 
dt (vl + xevl� )2 dt 
Downcomer Region Equation 
d�t - � (T T ) dt - M dtr - d d 
Recirculation Loop Equation 
Thermodynamic Properties of Water and Steam 
6 1  
(4. 1 7) 
(4. 1 8) 
(4. 1 9) 
(4.20) 
(4.2 1 )  
(4.22) 
(4.23) 
(4 .24) 
(4.25) 
(4.26) 
(4.27)  
p ,. = ----­
v + xe v 
I 2 /;; 
4.3 Steam Generator Control System 
(4.28) 
(4.29) 
(4.30) 
(4 .3 1 )  
(4.32) 
(4.33) 
(4.34) 
(4.35) 
(4.36) 
A three-element controller is considered as the UTSG control system in this study. The 
three-element controller is used to regulate the water level in  the steam generator and 
utilizes three signals, namely, feedwater flow rate, steam flow rate and steam generator 
water level. It maintains the level at a desired set point, which is derived from the first-
stage turbine impulse pressure, by controlling the feedwater flow rate to the system. 
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The block diagram representation of a three-element controller designed by the 
Westinghouse Corporation and used at the Sequoyah Nuclear Plant (SNP) is shown in 
Figure 4 .3 .  I t  includes a filter, proportional and integral (PI) controllers, and feedwater 
valve dynamics.  The actuating level signal is preprocessed using a low-pass filter before 
entering the first PI control element having a gain factor G J(s). This helps to diminish the 
effect of high frequency noise in the signal . The negative feedwater flow rate and 
positive steam flow rate signals are summed with the output signal of the first PI 
controller having a gain G J(s) and passed through the second PI control element having a 
gain G2(s). The resulting signal leaving the controller governs the feedwater valve 
positioner which has a second order system characteristic. 
The mathematical formulations of the UTSG controller are based on the schematic shown 
in Figure 4.4. The governing equations of the controller are given next and the 
description of the variables are given in Table 4 .3 .  
dV _ Ldw - �1wo - V 
dt 1: 
dU G1 (Ldw - Ldwo - V )  V 
- =  + -
dt 1: 1:1 
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(4.37) 
(4.38) 
(4.39) 
(4 .40) 
Steam Generator 
Level Signal 
Impulse Stage 
Turbine Pressure 
Signal 
Feedwater Flow 
Signal 
Steam Flow 
Signal 
1 
l + �s 
c 
-
±. 
-
±. 
c{l +-1 J 't 1 S 
+ 
SUMMER 
c, (l + -1-\ 
't 2 
s / 
Feedwater Valve 
Position 
Figure 4.3: Block diagram representation of the three-element controller. 
64 
...J 
<( 
E 
+ 
...J 
g !d  
<( 
E 
c 
0 
"' 
0 
(L 
CD 
> 
� 
> 
32 
.... (/') .... ---------<�-ai�B� z � ,IJ, 11--11111111 O N """ U n 
0: .... 
+ 
Figure 4.4: Design schematic of the UTSG controller used in this study. 
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Table 4.3: Three-element controller variables used in Equations (4.37) - (4.4 1 ) . 
Variable 
M 
p 
u 
v 
w 
z 
'rJ 
Definition 
gain factor of the first PI controller 
gain factor of the second PI controller 
gain factor feedwater valve system 
feedwater valve coefficient 
water level in the UTSG (measured above the 
bundles) 
flow signal to the controller element 
steam generator pressure 
control signal leaving the first PI controller 
level signal leaving the filter element 
control signal leaving the second PI controller 
feedwater flow rate 
dummy variable 
filter time constant 
time constant of the first PI controller 
time constant of the second PI controller 
damping ratio of the feed water valve system 
natural frequency of the feed water valve system 
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Design Value 
3 . 3  
32 .2  
5 seconds 
30 minutes 
200 seconds 
3 . 1 8  
0.63 radians/second 
(4.4 1 )  
Equations ( 4 .37) - ( 4.4 1 )  are used to model the UTSG controller and appended to the 
steam UTSG model and are set up in the difference equation form. 
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Chapter 5 
SIGNAL VALIDATION SYSTEM INTEGRATION 
5.1 Introduction 
The PC-based signal validation system consists of four modules as described in Chapters 
2 and 3 .  Each of the modules produces an estimate of a sensor output to be validated. In 
addition, the GCC module calculates inconsistency indices which are also utilized in 
decision-making. The difference between the measured sensor output and the module 
estimated state value is converted to a fuzzy set, which is presented to the decision­
making algorithm of the system executive. The outcome of the decision-making process 
is compared with the information base, which consists of a library of prototype 
membership functions. A final decision about the signals to be val idated is reached in 
linguistic forms as very bad, bad, medium, good or very good. An overall schematic of 
the PC-based signal validation system is shown in Figure 5 . 1 . 
The system executive also controls input-output (I/0) among various devices and the 
programs. One important task of the system executive is to receive l ive data from an 
operational nuclear power plant. This is accomplished by using a local area network 
(LAN) and gathering information from a data acquisition computer. Another important 
task of the system executive is to display processed and measured data to the user. 
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Figure 5.1 :  Integration of signal validation modules with the system executive. 
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This task must be accomplished in a user-friendly environment in which the user would 
be able to navigate through the information space easily. Hypertext links and Microsoft 
Windows 3 . 1 TM standards enable the design of GUI objects, which the user can recognize 
by relating them with every-day objects [33] .  Navigation through this information space 
is managed by point-and-click operations of the mouse interface of a standard PC. A 
large volume of information and linguistic readings are converted to graphical objects 
such as plots and icons. 
5.2 System Executive Design 
5.2.1 Overview of Fuzzy Logic Reasoning 
A fuzzy logic decision-making approach was developed for combining the signal 
validation results from the four modules. Problems in decision-making and in other areas 
such as pattern recognition, control , structural engineering and validation involve 
numerous aspects of uncertainty [34]. Additional vagueness is introduced as models 
become more complex but not necessarily more meaningful .  
As far as uncertain data are concerned, we have neither instruments nor reasoning at  our 
disposal, as well defined and unquestionable as those used in probability theory. When 
measurements are bad or no longer possible and when we really have to make use of 
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human reasoning, then the theories dealing with the treatment of uncertainty provide the 
required complement and fil l  in the gap left in the field of knowledge representation. 
Fuzzy sets and fuzzy logic theory, founded by Zadeh, provide a systematic framework for 
dealing with uncertain systems [35 ] .  
As  an example, consider a measurement of  a variable, such as the steam generator water 
level . Measurements may indicate that the steam generator level i s  at 60%, 70% or 80%, 
which is a crisp value. However, human reasoning interprets this reading as low, normal 
or high. Fuzzy logic uses such values in its computations, and the variable that takes 
l inguistic values is called a "fuzzy variable". The values low, normal and high are called 
"fuzzy values". 
In cnsp logic, if 70% is defined as a normal measurement, 68% may be a low 
measurement. However, the difference between the two measurements is 2% which may 
be very well an error in the measurement, resulting in false decision. Fuzzy computation 
uses an extension of the set theory and assigns a membership function (!-lAx)) for each 
fuzzy value. If we consider the measurement variable steam generator water level, the 
value low may be assigned as a fuzzy set: 
1 1 I 0.6 0.3 0.1 0 0 0 0 
Low = -- + -- + -- + -- + -- + -.- + -- + -- + -- + -- (5 I )  
1 0% 20% 30% 40% 50% 60% 70% 80% 90% 1 00% 0 
The + signs in Equation (5 . 1 )  should not be interpreted as additions, but rather a union of 
set operation. Equation (5 . 1 )  indicates that a grade of membership is assigned for every 
7 1  
measurement in  the class low. The numerator denotes the membership function ()lA{x)) 
for every crisp steam generator water level measurement x, shown in the denominator. 
The nearer the value is to 1 ,  the more it belongs to the fuzzy set low. A graphical 
representation is given in Figure 5 .2 .  
Several composition methods of fuzzy relations exist to build an inference engine [36, 
37] . The extension principle is used to provide a general method for extending nonfuzzy 
mathematical concepts, such as logical operations, to deal with fuzzy quantities. The 
max-min composition is one of the applications of the extension principle which defines 
a new fuzzy set as a result of fuzzy operations on two fuzzy sets (R1 and R2) : 
(5 .2) 
where o denotes any mathematical operation and X denotes the Cartesian product of two 
sets. The corresponding membership functions are determined as: 
(5 .3)  
In these two equations, it should be noted, that the mathematical operation I S  not 
performed on the membership functions, but rather on the elements of the set. 
As an example of how the max-min composition works, let X = [ 1 , 100 I be the universe 
of discourse where the fuzzy sets 
(5 .4) 
and 
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Figure 5.2: Representation of fuzzy variable steam generator level with three fuzzy 
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(5 .5 )  
are defined. To compute the fuzzy-arithmetic-product of these two sets using the max-
min composition as 
(5 .6) 
where "." denotes the arithmetic product of two crisp values, we first produce the 
Cartesian products of these two sets, and assign the minimum of the two membership 
functions of set A and B as a membership function. A set for 
A B 
0.3 0.3 0.3 0.3 0.3 0.3 0.3 
X = -- + -- + -- + -- + -- + -- + --- + 
(1 ,2) (1,4) (1 ,5) (1 ,6) (1 ,8) (1 ,9) (1 ,1 0) 
0.4 0.4 0.4 0.4 0.4 0.4 0.3 
-- + -- + -- + -- + -- + -- + -- + 
(3,2) (3,4) (3,5) (3,6) (3,8) (3,9)  (3,10) 
0.4 0.6 0.6 0.6 0.6 0.6 0.3 
-- + -- + -- + -- + -- + -- + -- + 
(5,2) (5,4) (5,5) (5,6) (5,8) (5,9)  (5,1 0) 
0.4 0.6 0.8 0.8 0.8 0.6 0.3 
-- + -- + -- + -- + -- + -- + -- + 
(6,2) (6,4) (6,5) (6,6) (6,8) (6,9)  (6,1 0) 
(5 .7) 
0.4 0.6 0.8 1 0.8 0.6 0.3 
-- + -- + -- + -- + -- + -- + -- + 
(7,2) (7,4) (7,5) (7,6) (7,8) (7,9)  (7,10) 
0.4 0.6 0.7 0.7 0.7 0.6 0.3 
-- + -- + -- + -- + -- + -- + -- + 
(8,2) (8,4) (8,5) (8,6) (8,8) (8,9) (8,1 0) 
0.4 0.5 0.5 0.5 0.5 0.5 0.3 
-- + -- + -- + -- + -- + -- + --
(9,2) (9,4) (9,5) (9,6) (9,8) (9 ,9 )  (9 ,1 0) 
i s  produced. The members in the denominator are multipl ied. since the arithmetic 
product of sets A and B is wanted. In the resulting set, if same two members appear, the 
one that has the largest membership function is left. Finally, the fuzzy-arithmetic-product 
of A and B is formed as 
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A B 0.3 0.3 0.3 0.4 0.3 0.3 0.4 . = - + - + - + - + - + - + - + 
2 4 5 6 8 9 1 0  
0.4 0.4 0.4 0.4 0.4 0.6 0.6 
- + - + - + - + - + - + - +  
1 2  1 4  1 5  1 6  1 8  20 24 
0.6 0.4 0.6 0.6 0.6 0.8 0.8 
- + - + - + - + - + - + - +  
25 27 2 8  30 3 2  3 5  36 
0.7 1 0 .6 0.8 0.3 0 .6 0.8 
- + - + - + - + - + - + - +  
40 42 45 48 50 54 56 
0.3 0 .6 0.7 0.3 0 .6 0.3 0.5 0 .3 
- + - + - + - + - + - + - + -
60 63 64 70 72 80 8 1  90 
(5 .8) 
As Equations (5 .6) - (5 .8) show, A. B  is  computed by changing both the membership 
functions and the members. 
5.2.2 Fault-Tree Methodology Using Fuzzy Logic 
Fault-tree methodologies graphically illustrate the failure logic associated with the 
development of a particular system failure (top event) from basic subcomponent failures 
(primary events). The term "event" denotes a dynamic change of state that occurs to 
system elements, which may include hardware, software, human, or environmental 
factors. A fault-tree represents a detailed and deductive analysis that requires extensive 
system information. The knowledge incorporated in a fault-tree can be articulated in 
logical rules of the form "IF A is true THEN B is true. " "However, it is well known that 
this type of syllogism fai ls to give an answer when the satisfaction of the antecedent 
clause is only partial ." Zadeh suggested a new type of fuzzy conditional inference, 
referred to as generalized modus ponens, and reads as follows [35] :  
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Premise: A is partially true 
Implication: IF A is true THEN B is true 
Conclusion : B is partially true 
In generalized modus ponens, the antecedent is true only to some degree; hence, it is  
desired to compute the grade to which the consequent is satisfied. Fuzzy sets provide a 
natural environment for this type of computation because fuzzy variables (e.g. B)  can take 
fuzzy values (e.g. partially true). 
In the methodology used in this study, the primary events in the fault-tree are considered 
as fuzzy sets, and the term true is employed as a topic-neutral logical "true." For 
example, consider that one of the primary events in a fault -tree will occur if the pressure 
exceeds 2300 psia. Boolean logic requires that all pressure measurements higher than 
2300 psia should satisfy the prerequisite set to the same degree. Contrary to that 
philosophy, the linguistic variable Truth is introduced, which will assign different degrees 
of membership to the fuzzy set Pressure Higher Than 2300 psia for different pressure 
measurements. In other words, a measurement of 2400 psia will be associated with a 
level of presumption of I ,  where a crisp value of 230 I psia might receive a membership 
value 0. 1 .  Therefore, every crisp measurement of the variable A is associated with a point 
v(A) in the interval of the linguistic variable Truth, V = [0, I}, representing the truth value 
of the proposition "u is A" [ 17 ] .  
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The decision-making algorithm consists of three steps: 
1 .  Construction of fuzzy sets from errors between measurements and module 
estimations (for the GCC module from inconsistency indices) .  
2. Propagation of fuzzy sets through the fault-tree (fuzzy OR gate) .  
3 .  Comparision of the resultant fuzzy set with prototype fuzzy sets (very bad, 
bad, medium, good or very good) using dissemble index calculations. 
In the first step, the ANN, PEM and KFT modules of the PC-based signal validation 
system produce an estimate. The absolute difference between the estimated and 
measured value is used to construct a fuzzy set in the truthness domain .  For the GCC 
module, the inconsistency index is used to construct this fuzzy set. A graphical 
representation of converting from crisp error to fuzzy truthness is given in Figure 5 . 3a. 
Suppose the difference between the measured and estimated steam generator pressure is 
30 psi , from Figure 5 .3a, this yields with 70% belief, the sensor is faulty (If the error is 
more than 40 psi, i t  i s  definite that the sensor is faulty). The truth 0.7 is then taken as 
basis of the maximum of the membership function and a triangular membership function 
in the Truth domain [0, 1] is constructed as shown in Figure 5 .3b.  Here Truth i s  an 
indication of the truthness of the sensor being faulty. The relationship between the 
confidence and error changes for each state variable and for each module. If the signal 
validation module produces estimates closer to the measurements, then the relationship 
between the error and confidence will be on a much tighter scale (e.g. 30 psi will mark a 
1 00% confidence, rather than 30 psi marking 70% confidence of the sensor being faulty) .  
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(b) 0 0.7 1 Truth 
Figure 5.3: Construction of fuzzy sets from crisp errors between measurements and 
estimates (Valid for ANN, PEM and KFT modules). 
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The scale will also differ for different state variables (e.g. flow, level, etc . ) .  
In  the second step, every primary event ( in  this study the error between the measured and 
estimated state) of the fault-tree is considered as fuzzy and a membership function, !lrdx) 
� [0, 1 }, describing the degree of membership to a particular set, is  constructed. The 
AND, OR, and NOT gates composing the fault-tree are treated l inguistically, and their 
dyadic operation on the fuzzy sets constituting the primary events is computed through 
the extension principle. For example, the OR gate is modeled using the extension 
principle as: 
(5.9) 
where u denotes the maximum of two crisp values. 
The fault-tree, used in decision-making for the PC-based signal validation system, is 
shown in Figure 5 .4 .  In the final step of decision-making, the outcome of the logical 
operations is a new fuzzy set defined in the universe of discourse [0, 1 ]. The top event is 
also considered as a fuzzy variable that takes five fuzzy values, namely, safe, no fault, 
fault warning, fault, severe fault. This value also can be interpreted as a sensor qual ity 
index such as very good, good, medium, had and very had. The five fuzzy values are 
algebraically depicted in  the universe of discourse [0, 1]  with five membership functions 
that compose a l ibrary of prototypes. Generally, the result of the logical operations on the 
membership functions defining the primary events will be somewhat different from the 
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Figure 5.4: Fault-tree leading to sensor fault. 
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prototype membership functions defining the l inguistic values of the top event. In order 
to draw a conclusion concerning the type of top event, the distance between the computed 
membership function and the prototype membership functions is calculated. This 
distance is also referred to as the dissemblence index and the minimum dissemblence 
index value is used to define the output of the fault-tree as safe, no fault, fault warning, 
fault or severe fault. 
5.3 Graphical User Interface 
The PC-based signal validation system is developed in Microsoft Windows 3. PM 
environment with Microsoft Visual Basic 3 .0. The Visual Basic programming system 
allows programmers to create attractive and useful applications that fully exploit the 
graphical user interface (GUI). Visual Basic makes the programmer more productive by 
providing appropriate aspects of the GUI development. The programmer creates GUI' s 
for applications by drawing objects in a graphical manner. Then the properties on these 
objects are set to refine their appearance and behavior. This interface reacts to the user by 
responding to events that occur in the interface. 
Using Visual Basic, the programmer can create powerful ,  full-featured applications that 
exploit the key features of Microsoft Windows, including multiple-document interface 
(MDI), object linking and embedding (OLE), dynamic data exchange (DDE), graphics 
8 1  
and more. Visual Basic can be extended by adding custom controls and by calling 
procedures in the dynamic-link libraries (DLL' s) .  The finished application is a true .EXE 
file that uses run-time DLL's  which can be distributed freely [38] .  
The computational modules (GCC, PEM, ANN and KFT) were developed in standard 
FORTRAN language. They were compiled into DLL ' s  and combined with the GUI 
provided by Visual Basic. A final .EXE file was produced which could be transported to 
any PC. 
The GUI of the PC-based signal validation system provides hypertext buttons to the users. 
These enable the user to navigate in the information space with basic mouse operations, 
such as point and click. Virtual reality techniques are also combined in these buttons, 
such that they give the user a three-dimensional sense, recognizing itself as a real-world 
button. This simplifies the use of key sequences to accomplish a certain action. The 
procedure to be fol lowed can be accomplished by navigating through the hypertext 
command buttons provided in the GUI of the PC-based signal validation system. An 
example of such a GUI,  used in this study is shown in Figure 5 .5 .  
The GUI of the PC-based signal validation system has different ways of displaying 
information. Instant measurements are displayed in digital and analog forms. The analog 
displays, as shown in Figure 5 .5 ,  are simulated using graphical objects. However, digital 
presentations of the measurements are always important for plant engineering systems. 
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Figure 5.5: Initial GUI of the PC-based signal validation system. 
83 
Also, a historical trend plot of the measured and estimated values is of importance, to 
conclude a final decision about the system. The graphical plots are created with Visual 
Basic ' s  extended custom control objects . Navigating to these plots are established by 
hypertext buttons, located at the border of each corresponding information window. 
The results of the decision-making module are also displayed by means of modern 
techniques. If the sampling time is in the order of a minute or less, it may be difficult for 
the user to read out the final outcome of the fuzzy logic fault -tree in terms of l ingui stic 
values, such as safe, no fault, fault warning, fault and severe fault. Instead, icon 
representations of such values are used as shown in Figure 5 .5 .  The icon "smiley" is used 
to indicate the final outcome of the decision-making module. 
5.4 System Input I Output Operations 
Another task, the �ystem executive performs is the input I output (I/0) operation. Such 
operations include acquiring sensor data, feeding them to the SV modules, getting the 
results from the individual SV modules and displaying them to the user. 
Acquiring data from the sensors is indirectly accomplished by using the data acquisition 
computer' s  capabilities. This computer collects and stores sensor data which represent 
several state values. These values are first stored in a certain block of memory, and then 
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transferred to a hard disk (HD) in a compressed form. An interface program, running on 
the data acquisition computer extracts the sensor data to be used by the PC-based signal 
validation system and writes them to a file on the HD. The file has a time stamp at the 
beginning and is fol lowed by the sensor outputs of interest. At each sampling time, the 
file is rewound and each of the data field is updated. An example of such an interface file 
is given in Figure 5 .6 .  
The PC-based signal validation system uses the local area network (LAN) to access this 
file on the data acquisition computer at the plant. The file is opened in a shared mode, 
and for each new data sampling the system executive reads this file from the beginning. 
In this manner, the desired inputs to the SV modules are acquired. A schematic 
representation of this information access is shown in Figure 5. 7 .  
I t  is  important to install a proper network program in  the PC. In  this study SunSelect PC 
Networking File SystemTM and DEC Pathworks™ are used to access information over the 
local area network (LAN). 
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Figure 5.6: A typical format of an interface file. 
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Figure 5.7: Information flow from process computer to the PC-based signal validation 
system. 
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Chapter 6 
APPLICATIONS TO PWR PLANT Measurements 
6.1 Introduction 
The PC-based signal validation system uses different algorithms to validate the sensors of 
interest. While the generalized consistency checking (GCC) module takes advantage of 
having multiple channels (redundancy) for each state variable to be measured, other 
modules use different, but physically related measurements to make an estimation of the 
same state variable. The calculational diversity of having four different signal validation 
(SV) modules provides an effective monitoring of plant signals and reduces the 
probability of missing a fault due to model errors. 
The GCC module was previously developed at The University of Tennessee, and was 
modified to be integrated as a library function into the PC-based signal validation system. 
The software for process empirical modeling (PEM) module was also developed in a 
previous research program. The resultant nonlinear equations produced by the PEM, 
were incorporated as a function in the program. The ANN ' s  were created by a 
commercial software package called NeuralWorks [27] . The output of this package was a 
C subroutine, which was incorporated into the PC-based signal validation system as a 
library function. 
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The study was performed off-line using operational data from two different commercial 
PWR nuclear power plants. For porprietary reasons, they are referred to as PWR- 1 and 
PWR-2. PWR- 1 data consists of shut-down data while PWR-2 data consists of turbine­
trip data. The developed signal validation platform is being modified for transfer to 
TVA' s  Sequoyah Nuclear Plant (SNP). In this chapter, each section describes results for 
each different nuclear power plant data and for each different computational structure for 
estimating the state variable of interest. 
The steam generator level and steam generator pressure variables of a UTSG in a four­
loop pressurized water reactor plant were chosen as examples for testing the signal 
validation modules. Each module was tested individually for these two state variables, 
and the PC-based program displays information about these two measurements in 
separate information windows. 
6.2 Generalized Consistency Checking and Sequential Probability Ratio Test 
The generalized consistency checking (GCC) was performed on two different 
measurements: steam generator narrow range water level and steam generator pressure. 
The steam generator wide range water level has only one measurement channel. 
89 
Therefore the consistency checking i s  not applicable. The corresponding signals used in 
this study are shown in Table 6. 1 .  
The probabilities of false (a) and missed (�) alarms were specified to be 0.00 1 5 , while 
the sensor standart deviation ( cr) for the steam generator narrow range water level was 
taken to be 0 .33% and for the steam generator pressure to be 2 psi. 
The GCC estimates as shown in Figures 6. 1 ,  6.4, 6.5 and 6. 7 are calculated according to 
Equation (2.2) .  The GCC module found inconsistencies in steam generator narrow range 
water level channel 4 for PWR- 1 as shown in Figure 6.2 and recorded a sensor 
degradation as shown in Figure 6 .3 .  This sensor value was excluded from calculations 
for 98 .46% of the samples. 
The GCC module did not detect any fault in the steam generator narrow range water level 
for PWR-2 or steam generator pressure for PWR- 1 (Figure 6.6) . However, steam 
generator pressure channel 3 for PWR-2 was recorded to be faulty as shown in Figures 
6 .8 and 6.9. 
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Table 6.1 :  Signal list used by generalized consistency checking. 
Measurement 
Steam Generator A Narrow 
Range Water Level, Channel 1 
Steam Generator A Narrow 
Range Water Level, Channel 2 
Steam Generator A Narrow 
Range Water Level, Channel 3 
Steam Generator A Narrow 
Range Water Level, Channel 4 
Steam Generator A Pressure, 
Channel 1 
Steam Generator A Pressure, 
Channel 2 
Steam Generator A Pressure, 
Channel 3 
PWR-1 Tag # 
CFLT6000 
CFLT55 1 0  
CFLT5500 
CFLT5490 
SMPT5080 
SMPT5090 
SMPT5 1 00 
9 1  
PWR-2 Tag # 
FWS-L5 1 7  
FWS-L5 1 8  
FWS-L5 1 9  
N/A 
MSS-P5 1 4  
MSS-P5 1 5  
MSS-P5 1 6  
co 
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Figure 6.1 :  GCC estimate of steam generator narrow range water level for PWR - 1 .  
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Figure 6.2: Inconsistency indices computed by GCC for the steam generator narrow 
range water level for PWR - 1 . 
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Figure 6.3: Log l ikelihood ratios computed by GCC for the steam generator narrow 
range water level for PWR- 1 .  
94 
0 
r--------,�------�--------�---------r------------------�� 
< I  o 
�--�f-i------+------ -+----1- : r-------i�� �----r-------+-------�-------+------�� 
����--�==tl ��==±==i� 
(jJ 
Q) ......, 
;:j ' >=i 1 o · -1----- --11'-----!-----< · -----+------ j---·---1- 0 8 
j co .._  
I 
I 
!-·---- �··----i·------·f------+------+-- ---1- g 
<0 
Q) 8 . ...... E-< 
f.---·-. -------+--------+--------i ---- -r--------� g 
...,. 
----- �'--·---+------+-----+------_j___·-----+ g 
C\1 
r-------��------�---------+--------�--------4---------+-o 
0 
<0 
0 
M 
(%) FM.<TJ 
0 
C\1 
0 0 
Figure 6.4: GCC estimate of steam generator narrow range water level for PWR-2. 
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Figure 6.5 :  GCC estimate of steam generator pressure for PWR- 1 .  
96 
0 0 
,­
I 
0 
C\1 I 
-co C\1 
--
(I) 
0 
,--
C\1 
--
(I) 
0 _... 
Q) 
E 
� 
Figure 6.6: Log likelihood ratios computed by GCC for the steam generator pressure for 
PWR- 1 .  
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Figure 6. 7: GCC estimate of steam generator pressure for PWR-2.  
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Figure 6.8: Inconsistency indices computed by GCC for the steam generator pressure 
for PWR-2. 
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6.3 Process Empirical Modeling 
The process empirical modeling (PEM) was performed for two variables: steam generator 
wide range water level and steam generator pressure. Data from PWR- 1 and PWR-2 
were used for developing empirical models. Tables 6.2 and 6 .3 show functional forms 
and results of the PEM module for these two different data sets with the fol lowing input 
signals .  
x( 1) = steam generator main feed water flow rate, 
x(2) = steam generator wide range water level at previous time instant, 
x(3) = reactor coolant system (RCS) flow rate, 
x( 4) = steam generator steam flow rate, 
x( 5) = steam generator steam pressure at previous time instant, 
x( 6) = hot leg temperature, and 
x(7) = cold leg temperature. 
The models were created using 1 00 training patterns, which were sampled at regular 
intervals over the entire data interval. The PEM models (Appendix B)  were incorporated 
into the PC-based signal validation system. As it is presented in the tables and figures of 
this section, dynamic models (model # 3, 4, 7 and 8) improved the PEM estimation. 
However, in some cases a static model was adequate for estimation (model # 6). The 
graphical representations of the estimations of the models are shown in Figures 6. 1 0  
1 0 1  
Model # Figure 
2 
3 
4 
6 . 1 0  
& 
6. 1 1  
6 . 1 2  
& 
6 . 1 3  
6 . 1 4  
& 
6 . 1 5  
6 . 1 6  
& 
6 . 1 7  
Table 6.2: Process empirical models using PWR- 1 data. 
Modeled State 
Variable 
Model Constants 
Steam Ge;er�t��-� 1x(6)x(-ll� c2x(�- c1 =--9. 1x!0-8 
Water Level c3x( 1/ + c4x( !/ + c5 c2 = 0.074 
Steam Generator 
Pressure 
Steam Generator 
Water Level 
Steam Generator 
Pressure 
c1x(3) + c2x(7) + 
c 1x(1) + c4x(4) + c5 
c 1x(l) + c2x( I )x(7) + 
c 1x(2/ + c4x(/ )  + 
c5x(6/ + c6 
c1x(5) + c2x(7) + 
C ;X(2) + C�(6) + 
c,x(J) + Co 
1 02 
C ;  = 0.002 
c4 � -2.0xl 0 5 
c5 = 71 .2 !  
c, = 0.344 
c2 = 14. 103 
C ;  = - / . 018 
C4 = - /5. 720 
c, = -68!.493 
c, = 0. 295 
c2 = -1 .8x/U
4 
c1 = -9. /x/o-4 
C4 = 0. / 90 
c5 = -7.4x10-5 
C0 = 56.866 
c, = 0.810 
c2 = 1 .820 
C1 = 0.587 
C4 = -0.4ff  
cs = -0.060 
c6 = -61 1.886 
Modeling 
Error 
0.84% 
0.54% 
0.70% 
0.2 1 %  
Table 6.3: Process empirical models using PWR-2 data. 
_ ,  _ __ _  , 
Model # Figure Modeled State Model Constants Modeling 
Variable Error 
5 6 . 1 8  Steam + CJ = -0. 003 4. 1 3 % 
Generator c2x(7) + clx(7/ c2 = 59.869 
Water Level + c4x(6) + C3 = -0. 054 
c5x(6/ + c6 c4 = - 16. 315 
c, = 0. 0/4 
c6 = - / 1 76. 855 
6 6 . 1 9  Steam c1x(7) + c2x(4) CJ = 8. 3 J J 0.3 1 %  
Generator + C ;X(6) + c2 = - /3.888 
Pressure C4X( J) + C5 C ;  = 0. / 2 /  
c4 = -0. 016 
c5 = -3633. 133 
7 6.20 Steam c1x(2) + c2x(7) CJ = 0. 993 0.47% 
& Generator + c lx(6) + c2 = - .040 
6.2 1 Water Level c4x( 1) + c5x( 4) C; = 0. 04 / 
+ c6 C4 = 0. 00/ 
c5 = -2. 266 
c6 = .33 /  
8 6.22 Steam c1x(5) + cA7) CJ = / . 0 1 9  0.09% 
& Generator + C3X(6) + c2 = 0. / 90 
6.23 Pressure c4x( / )  + c,x(4) C ;  = -0.368 
+ c6 c4 = 0. 003 
c, = 4.348 
c6 = 78.404 
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Figure 6.10: PEM estimate of steam generator wide range water level for PWR- 1 using 
static modeling. 
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Figure 6.11 :  Error in PEM estimation shown in Figure 6. 1 0. 
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Figure 6.12: PEM estimation of steam generator pressure for PWR- 1 using static 
modeling. 
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Figure 6.13: Error in PEM estimation shown in Figure 6. 1 2. 
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Figure 6.14: PEM estimate of steam generator wide range water level for PWR- 1 using 
dynamic modeling. 
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Figure 6.15: Error in PEM estimation shown in Figure 6. 1 4. 
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Figure 6.16: PEM estimation of steam generator pressure for PWR- 1 using dynamic 
modeling. 
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Figure 6.17: Error in  PEM estimation shown in Figure 6. 1 6. 
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Figure 6.18: PEM estimate of steam generator wide range water level for PWR-2 using 
static modeling. 
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Figure 6.19: PEM estimate of steam generator pressure for PWR-2 using static modeling. 
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Figure 6.20: PEM estimate of steam generator wide range water level for PWR-2 using 
dynamic modeling. 
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Figure 6.21 :  Error in PEM estimation shown in Figure 6.20. 
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Figure 6.22: PEM estimate of steam generator pressure for PWR-2 using dynamic 
modeling. 
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Figure 6.23: Error in PEM estimation shown in Figure 6.22. 
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through 6.23 (also see Tables 6.2 and 6.3) .  
A sensitivity analysis of PEM estimates can be performed easily since an analytical 
equation is available. Sensitivity analysis for the dynamic PEM indicates that the most 
important signal is the hot leg temperature for the steam generator wide range water level 
estimate, and the cold leg temperature for the steam generator pressure estimate. 
The relative sensitivities for model #7 and model #8 were found as 
dLevel 
dx( l) 
= 0.05 
dLevel 
dx(2) = 
0.40 
dLevel 
dx(6) 
= 0.94 
dLevel 
dx(7) = 
-0.2 1 
dPressure 
dx( 1) = 
0.0 1 
dPressure ---- = -0 .27 
dx(6) 
dPressure 
dx(2) 
= 0.04 
dPressure 
dx(5) = 
0.8 1  
dPressure 
dx(7) 
= l .07 
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(6. 1 )  
(6.2) 
(6.3) 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
The sensitivity results were obtained by using partial derivatives of the polynomial model 
with respect to the input variables, and then substituting the nominal values of the 
variables. 
6.4 Artificial Neural Networks 
The estimation of process variables using artificial neural networks (ANN) modeling was 
peformed for steam generator wide range water level and steam generator pressure 
signals. Data from PWR- 1 and PWR-2 were used for the ANN estimates. 
Table 6.4 shows the input variables used for static and dynamic ANN models used in this 
study. All ANN models were developed using the commercial software package 
NeuralWorks. The ANN models were constructed by using the fast back-propagation 
algorithm with a three-layer topology. Although initial research of this study also 
included an auto-associative ANN, hetero-associative ANN' s  were more successful in 
training speed and recall precision, so that this study focused only on hetero-associative 
ANN's  having only one processing element (PE) in the output layer. The number of PE' s  
i n  the hidden layer was twice the number o f  PE' s  in the input layer to memorize specific 
transient patterns. Training was stopped when the root-mean-square error (RMSE) was 
reduced to approximately 0.05 (this corresponds approximately to 20000 iterations for 
1 1 9 
dynamic networks and 1 00000 iterations for static networks) . The generated network was 
exported to C and incorperated in the PC-based signal validation program (Appendix C) .  
Figures 6.24 - 6.40 show the results obtained using ANN modeling. According to these 
results the best estimates were obtained using type 1 dynamic ANN' s  in which the value 
of the output variable at previous sampling time was used as an input to the ANN 
(Figures 6.28, 6.30, 6.37 and 6.39). However, in some cases having a static ANN was 
adequate for a good estimate (Figure 6.36). 
6.5 Implementation of the Kalman Filtering Technique 
The Kalman filtering technique (KFT) uses the UTSG model described in Chapter 4. The 
model consists of 1 9  state variables for the steam generator and 4 state variables for the 
controller, for a total of 23 state variables. The measurement vector includes 
• steam generator wide range water level, 
• steam generator pressure, 
• steam generator main feed water flow, 
• steam generator steam flow, 
• RCS flow, 
• hot leg temperature, and 
• cold leg temperature. 
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Table 6.4: Input variables used in various artificial neural network models . 
. M'-··M--�·--�--
Estimated Steam 
Variable Generator 
Steam 
Generator 
Water Level 
or Pressure 
for Static 
Modeling 
(Figure 6.24 -
6.27, 6.34 -
6J6) 
Steam 
Generator 
Water Level 
for Type I 
Dynamic 
Modeling 
(Fi gure 6.28, 
6 . 29, 6.37, 
6.38) 
Stearn 
Generator 
Pressure for 
Type I 
Dynamic 
Modeling 
(Figure 6.30, 
6.3 1 ,  6.39. 
6.40) 
Steam 
Generator 
Water Level 
or Pressure 
for Type 2 
Dynamic 
Modeling 
( Figure 6.32. 
6 13) 
Main 
Feedwatcr 
)<'low 
t, t- 1 
RCS 
Flow 
t, t- 1 
Steam 
Generator 
Steam Flow 
t, t - 1  
Hot Leg 
Temperature 
t.  t- 1 
1 2 1  
Cold Leg 
Temperature 
t, t- 1 
Steam 
Generator 
Water 
Level 
N/A 
t- 1 
N/A 
N/A 
Steam 
Generator 
Pressure 
N/A 
N/A 
t- 1 
N/A 
The UTSG model equations were discretized as follows: 
The inlet plenum temperature is modeled as 
dTpi wpi � ) 
- = - 8 - T .  
dt M .  I f'l pt 
(6. 1 0) 
where the variables are defined in Table 4.2. Using the forward difference technique, the 
differential can be approximated as 
(6. 1 1 )  
where L1t denotes the sampling time. Equation ( 6. 1 1 ) simplifies to 
(6. 1 2) 
which has the same form given in Equation (3 . 1 3) .  This final form i s  used in the KFT 
calculations. 
Figures 6.4 1 - 6.46 and Figures 6.49 - 52 show results obtained using the extended KFT 
for PWR- 1 and PWR-2 .  The results in these figures indicate that the estimations of the 
KFT module are quite close to the actual good measurements. The use of measurements 
provides high accuracy in estimating these variables. This is also one of the main reasons 
why the KFT module gives better estimations than other signal validation modules. 
Defining the Kalman filtering correction as 
Kalman filtering correction = Kalman gain x innovation sequence 
(6. 1 3) 
= G(t) X e(t) 
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Figure 6.24: ANN estimate of steam generator wide range water level for PWR - 1  using 
static modeling. 
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Figure 6.25: Error in ANN estimation shown in Figure 6.24. 
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Figure 6.26: ANN estimate of steam generator pressure for PWR - 1  using static 
modeling. 
1 25 
co 
r---------------��------------------------------�� 0 
� Q) C\J ....... - ro 
8 o 
C\J C\J 
c;, 0 
0 r-----.-----.-----�-----.-----.-----,------r-----+� 
0 (") 0 0 
0 <.0 0 C\J 0 C\J 
I 
(!Sd) UO!lB!A9Q 
0 <.0 
I T""" 
I 
Figure 6.27: Error in ANN estimation shown in Figure 6.26. 
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Figure 6.28: ANN estimate of steam generator wide range water level for PWR - 1  using 
type 1 dynamic modeling. 
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Figure 6.29: Error in ANN estimation shown in Figure 6.28. 
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Figure 6.30: ANN estimate of steam generator pressure for PWR- 1 using type 1 
dynamic modeling. 
1 29 
CX) 
.--------------------=----------------------------�� 
0 0 
""" 
I 
Figure 6.31:  Error in ANN estimation as shown in Figure 6.30. 
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Figure 6.32: ANN estimate of steam generator wide range water level for PWR- 1 
using type 2 dynamic modeling. 
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Figure 6.33: ANN estimate of steam generator pressure for PWR - 1  using type 2 dynamic 
modeling. 
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Figure 6.34: ANN estimate of steam generator wide range water level for PWR-2 using 
static modeling for steady-state and semi-transient operating conditions. 
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Figure 6.35: ANN estimate of steam generator wide range water level for PWR-2 using 
static modeling for transient operating conditions. 
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Figure 6.36: ANN estimate of steam generator wide pressure for PWR-2 using static 
modeling. 
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Figure 6.37: ANN estimate of steam generator wide range water level for PWR-2 using 
type 1 dynamic modeling. 
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Figure 6.38: Error in ANN estimation as shown in Figure 6.37. 
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Figure 6.39: ANN estimate of steam generator pressure for PWR-2 using type 1 dynamic 
modeling. 
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Figure 6.40: Error in ANN estimation as shown in Figure 6.39. 
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Figure 6.4 1 :  KFf estimation of steam generator wide range water level for PWR- 1 with 
level and pressure measurements included. 
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Figure 6.42: Error in KFT estimation shown in Figure 6.4 1 .  
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Figure 6.43: KFf estimation of steam generator pressure for PWR- 1 with level and 
pressure measurements included. 
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Figure 6.44: Error in KFT estimation shown in Figure 6.43. 
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Figure 6.45: Kalman filtering correction to the estimate given in Figure 6.4 1 .  
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Figure 6.46: Kalman filtering correction to the estimate g iven in Figure 6.43. 
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Figure 6.47: KFf estimation of steam generator wide range water level for PWR- 1 with 
level and pressure measurements excluded. 
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Figure 6.48: KFf estimation of steam generator pressure for PWR-2 with level and 
pressure measurements excluded. 
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Figure 6.49: KFf estimation of steam generator wide range water level for PWR-2 with 
level and pressure measurements included. 
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Figure 6.50: Error in KFT estimation shown in Figure 6.49. 
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Figure 6.5 1 :  KFf estimation of steam generator pressure for PWR-2 with level and 
pressure measurements included. 
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Figure 6.52: Error in KFT estimation shown in Figure 6.5 1 .  
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Figures 6.45 and 6.46 show the Kalman filtering correction for steam generator wide 
range water level and steam generator pressure estimates. These figure indicate that the 
KFT corrects the inaccuracies of the model during steady-state and transient operating 
conditions. 
Steam generator water level and pressure estimations are also computed without 
including their measurements as shown in Figure 6.47 and Figure 6.48 respectively. 
However, the use of measurements to be validated provides a higher accuracy in 
estimating these variables . One of the reasons that the KFT could not track the steady­
state fluctuations, may be that the UTSG model has inaccuracies and certain assumptions 
(e.g. critical flow assumption) ,  thus limiting the estimation accuracy. It is  important to 
note that even though the UTSG model was developed using design data for the 
Sequoyah N uclear Plant, it performed very well for PWR- 1 and PWR-2 data analysis. 
The nOise covariance matrix Q is computed with the system noise vanances of the 
computed state variables, whereas the noise covariance matrix R i s  computed with the 
noise variance of the sensors (e.g. steam generator pressure sensor noise sensor was 2 
psi g) .  
The KFT was incorporated as a DLL subroutine and is given in Appendix D. 
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6.6 System Executive and Graphical User Interface 
The system executive was designed using Microsoft Visual Basic, which creates 
applications executable in Microsoft Windows 3 . 1 ™ . The decision-making and the VO 
scheduling were programmed in Visual Basic (Appendix E). The signal validation (SV) 
modules, written in FORTRAN and C, were compiled and added as a DLL library to the 
PC-based signal validation system. 
The main navigational window, appears during the initial execution of the program. This 
window, shown in Figure 6.53, has hypertext buttons, which were created by Visual 
Basic graphical objects, thus adding virtual realism. Through this window, the user may 
access several other information windows, including instant data and historical trend plots 
windows of sensor measurements and signal estimates. 
The information to be displayed was categorized mainly into two groups: 
• Steam generator wide range level, and 
• Steam generator pressure. 
Different information windows were created for each variable to reduce the confusion in 
information display. Figures 6.54 and 6.55 show information windows for the steam 
generator narrow range water level and the steam generator pressure respectively. The 
information displayed in these windows are instantaneous displays of measured values, 
results of SV module estimates and fuzzy logic based decision-making results. 
153  
Figure 6.53: Main window for navigation through the signal validation information 
space. 
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Figure 6.54: Information window for instantaneous steam generator wide range water 
level measurement and signal validation results. 
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Figure 6.55: Information window of instantaneous steam generator pressure 
measurements and signal validation results. 
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A virtual realism was added to display measured sensor values in the analog form as well 
as in the digital form. The analog display of the sensor measurements may help plant 
operators to recognize SV information quickly and therefore take necessary preventive 
actions .  On the other hand, digital displays are convenient ways to display information to 
plant engineers. Historical trend plots are also provided by the system executive. These 
information are incorporated in separate windows and are illustrated in Figures 6.56 -
6.58. Each of the instantaneous information windows displays results of decision-making 
in the form of the icon "smiley." Hypertext buttons are provided for each information 
window to navigate to the historical trend plot window, to the main window, or to print 
the current information window to obtain a hard copy. 
Each of the historical trend plots includes point-by-point companson of actual 
measurement and the signal estimates from all the four signal validation modules . This 
display can be selected using the bottom hypertext button of each window. In addition an 
historical plot of the quality index is also shown as a function of time. The quality index 
has the fol lowing meanings. 
0 = safe, 
1 = nofault, 
2 =fault warning, 
3 =fault, 
4 = severe fault. 
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Figure 6.56: Information window displaying the historical trend of steam generator wide 
range water level and SV results. 
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Figure 6.57:  Information window displaying the historical trend of steam generator 
pressure and SV module estimates. 
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Figure 6.58: Information window displaying the historical trend of SV decision­
making results for steam generator pressure. 
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A graphical representation of these values, which are incorporated into the l ibrary of 
prototype fuzzy sets is shown in Figure 6.59. 
As the decision-making plots indicate, faults were detected in the steam generator wide 
range level for some time instants. The fault might have occurred due to the level 
fluctuations inside the UTSG during process transients. The decision-making algorithm 
of the system executive detected very few anomalies (in spikes) in the steam generator 
pressure sensors. 
An example of how a decision is reached is shown in Figure 6.60. The result of the 
decision-making is shown using the icon representation "smiley" in Figure 6.55. 
The system executive also provides some hypertext buttons, which provide l inks to 
product information and on-line help. Figure 6.6 1 shows such a window, displaying 
product information about the PC-based signal validation system. 
The design of the system executive is such that any of the existing SV module can be 
removed or any new SV module can be added. However, each module must be adapted 
for specific nuclear power plants. 
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6.7 Summary of Results 
In this chapter, results of the performance of the individual signal validation modules and 
the system executive are presented. A comparision of the four SV modules is provided 
for steam generator pressure and level in two PWR's .  The modules were developed off­
l ine using operational data from PWR- 1 and PWR-2. 
According to the module results, successful modeling using ANN's  and PEM yields very 
similar results for the same training data set. On the other hand the GCC and KFT 
modules produce results that agree very well with normal measurements. The use of 
redundant measurements and taking their average as an estimate in the GCC module is 
the main reason for its excellent performance. The performance of the KFT module is 
enhanced by including all available plant measurements and a system model . 
The following models and modules were integrated into the PC-based signal validation 
system. 
• GCC module for steam generator pressure measurements. 
• Static ANN model for steam generator pressure measurements. 
• Dynamic ANN model for steam generator wide range water level measurements. 
• Static PEM model for steam generator pressure measurements. 
• Dynamic PEM model for steam generator wide range water level measurements. 
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• KFT with level and pressure measurements. 
These modules were successfully integrated through a system executive, which also 
includes a sensor status evaluation unit. Fuzzy logic and fault-tree methodology were 
used to make the final validity check. . The methodology in system executive design 
makes the replacement of modules easy. 
The GUI was developed usmg Visual Basic, so that it is compatible with Microsoft 
Windows™ graphical objects. The GUI also used virtual real ism in displaying data, as 
well as icon representations and historical plots. 
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Chapter 7 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS FOR 
FUTURE RESEARCH 
7.1 Summary 
A PC-based signal validation system, incorporating previously developed techniques and 
two new modules, was developed and applied to operational data from two PWR's .  The 
system consists of four signal validation modules (generalized consistency checking, 
process empirical modeling, artificial neural networks, and the Kalman filtering 
technique) and a system executive with a fuzzy logic decision-maker. 
While the previously developed GCC module was integrated into the PC-based signal 
validation system, the results obtained from the PEM were incorporated as functions into 
the program. NeuralWorks provided similar tools for producing functions in C, which 
were similarly incorporated into the dynamic link libraries (DLL). 
A detailed UTSG model was utilized to construct an extended Kalman filter. The KFT 
module was carefully tuned and programmed as a FORTRAN subroutine. This module 
was later integrated into the DLL. 
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The system executive was designed with the aid of Microsoft Visual Basic, which has the 
ability to create hypertext links and GUI objects in a very easy manner. 
A decision-making algorithm, combining fuzzy logic and fault-tree analysis, was 
developed to establish the degree of a sensor fault. The results were presented in the 
linguistic domain such as safe, no fault, fault warning, fault and severe fault. These 
results were later displayed in icons, to make them easily recognizable on a fast updating 
information window. 
7.2 Conclusions 
In general , the results obtained from the studies in this thesis have shown the feasibility of 
implementing a PC-based signal validation system for nuclear power plants. The UTSG 
in a nuclear power plant was the focus of study in this research. Steam generator water 
level and steam generator pressure signals from a UTSG were used to illustrate the 
performance of the four signal validation modules. The Kalman filtering technique was 
used for the first time in this system and was found to be very robust. The UTSG model 
developed using data for TVA's  Sequoyah Nuclear Plant (SNP). This model performed 
very well when used in conjunction with measurements from another similar plant. 
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The PC-based signal validation system was tested using off-line data obtained from two 
PWR' s .  The sampling interval for PWR- 1 data was 1 5  minutes, whereas the sampling 
interval for PWR-2 data was 30 seconds. It was noticed in  this study, that the sampling 
time of data is important to obtain an accurate model for the PEM and ANN modules. 
For example, if fluctuating water levels are measured at very short sampling intervals, the 
model to be fit to the data may confuse the training phase of constructing these models. 
Therefore, longer sampling times are more suitable for steam generator water level (e.g. 
in the order of minutes). However, steam generator pressure may be measured with 
shorter sampling time intervals .  
While, the incorporation of the GCC module in the PC-based signal validation system 
was straightforward, the development of the PEM and ANN modules required several 
variations in input signal selection. Static models were found to be sufficient to validate 
the steam generator pressure. The steam generator wide-range water level signal was 
modeled successfully with dynamic structures such as incorporating past measurements 
of the input variables. The use of such models is very common in the ANN l iterature, 
whereas the same technique was applied to the PEM module for the first time to construct 
a model of the steam generator wide range water level. 
The sensitivity analysis of the dynamic models showed that the most important signal for 
steam generator water level estimation was the hot leg temperature, while the most 
important signal for steam generator pressure estimation was the cold leg temperature. 
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Another important observation that was made during this study was the similarity 
between ANN's  and PEM: for the same number and type of training patterns ( 1 00 
training patterns over the entire transient and steady-state operating conditions) both 
models behaved similarly in predicting the signals to be validated. 
Since the KFT requires an analytical model of the system to be validated, previously 
developed models of the UTSG were used in the KFT. The measurement of several 
signals is crucial in obtaining a good KFT estimate. Since the KFT module and the 
UTSG model make several assumptions (given in Chapters 3 and 4 ), the state estimation 
has some error, compared with the state measurement. Excellent results can be obtained 
by including state measurement in correcting the KFT estimate. The exclusion of these 
signals may introduce some error in the estimation. If the steam generator wide range 
level itself was included in the measurement vector, the KFT could successfully make an 
estimation for both steady-state and transient operating conditions. 
A fault-tree methodology provided a useful tool in developing a procedure for sensor 
status determination. To reach a final conclusion, a fuzzy logic was used for fault-tree 
computations. The results were displayed in a user-friendly manner by means of icons, so 
that the results of the decision-making could be recognized easily, even at short sampling 
time intervals and at a high screen information update rate. 
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The development of the signal validation system in the Microsoft Windows 3 . 1 TM 
environment enabled the use of effective GUI' s. Since this is a common operating 
system, this validation technology can be easily ported to compatible PC' s in nuclear 
power plants. 
7.3 Recommendation for Future Research 
The SV modules of the PC-based signal validation system were developed using off-line 
data obtained from two PWR's .  The system is currently under development for 
implementation at the SNP. Plant specific ANN and PEM models will be constructed for 
this system. 
The use of fast back-propagation algorithm may be replaced with the Logicon Projection 
NetworkTM, which, according to the vendor, is supposed to be the fastest error 
minimizing neural network. Thus, at least the static ANN models may be updated for 
field applications. 
The GUI, especially the historical trend plots of the measurements and SV results, may be 
adj usted for the convenience of different users at different power utilities. 
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APPENDICES 
APPENDIX A 
Code Listing for Generalized Consistency Checking 
Sub gee ( )  
meas ( 1 )  = deger ( B )  
meas ( 2 ) = deger ( 9 )  
meas ( 3 )  = deger ( 1 0 )  
k = ns ign1 
For j = 1 To ns ign1 
darray ( j ,  1 )  = j 
exe l ( j )  = 0 #  
Next j 
B O O  : 
For j = 1 To ns ignl 
i :�dex ( j )  = 0 
Next j 
For j = 1 To ns i gnl - 1 
JS = darray ( j ,  1 )  
For 1 = j + 1 To ns ignl 
ls = darray ( l ,  1 )  
I f  Abs ( mea s ( JS )  - meas ( l s ) ) > ( erb ( JS )  + erb ( l s ) ) Then 
i ndex ( JS )  index ( JS )  + 1 
index ( l s )  = index ( l s )  + 1 
End I f  
Next 1 
Next j 
For j = 1 To n s ignl 
JS = darray ( j ,  1 )  
darray ( j ,  2 )  meas ( JS )  
darray ( j ,  3 )  = index ( JS )  
Next j 
i te s t  = 0 
Fo� j = 1 To nsignl 
itest = itest + index ( j ) 
Next j 
I f  i te s t  = 0 Then 
Cal l es tmat 
If k = ns ignl Then 
GoTo 9 0 0  
E l s e  
F o r  j = k + 1 To ns ignl 
exe l ( darray ( j , 1 ) ) = 1 #  
Next j 
GoTo 9 0 0  
End I f  
End I f  
7 0 0  : 
Fo� 1 = 1 To k - 1 
JMIN = 1 
For j = 1 + 1 To k 
I f  darray ( j ,  3 )  < darray ( JMIN,  3 )  Then JMIN 
Next j 
TEMP1 = darray ( l ,  1 )  
TEMP2 = darray ( l ,  2 )  
TEMP] = darray ( l ,  3 )  
darray ( l ,  1 )  = darray ( JMIN,  1 )  
darray ( l ,  2 )  = darray ( JMIN,  2 )  
darray ( l ,  3 )  = darray ( JMIN,  3 )  
darray ( JMIN , 1 )  TEMP 1 
darray ( JMIN , 2 )  TEMP2 
darray ( JMIN , 3 )  = TEMP3 
Next l 
For j = 1 To k 
JS = darray ( j , 1 )  
Next j 
imax 
irnin 
nrnax 
darray ( k ,  3 )  
darray ( 1 ,  3 )  
0 
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6 0  
8 5  
For 1 = k T o  1 S tep - 1  
I f  darray ( l ,  3 )  = darray ( k, 3 )  Then nmax 
Next 1 
I f  imax = 0 Or imin = 0 Then 
C a l l  es tmat 
If k = n s i gn l  Then 
GoTo 9 0 0  
E l s e  
F o r  j = k + 1 To n s i gnl 
exc l ( darray ( j ,  1 ) ) = 1 #  
Next j 
GoTo 9 0 0  
E:1d I f  
End I f  
I f  imax = ( k  - 1 )  Then 
I f  k = nmax Then 
Ca l l  pastest 
If  j inc lp = 0 Then 
For 1 = 1 To k 
darray ( 1 ,  3 )  = k - 1 #  
Next 1 
For j = 1 To nsignl 
excl ( darray ( j , 1 ) ) 1 #  
Next j 
GoTo 9 1 0  
End I f  
� = j inc lp 
?or j = 1 To n s i gnl 
For 1 = 1 To j inc l p  
I f  j = ninclp ( l )  Then GoTo 6 0  
Next 1 
exc l ( darray ( j , 1 ) ) = 1 #  
Next j 
GoTo 9 0 0  
E l s e  
k = k - nmax 
For 1 = 1 To k 
darray ( l ,  3 )  = darray ( l ,  3 )  - nmax 
Next 1 
GoTo 7 0 0  
End I f  
End I f  
I f  nmax = 1 Then 
k = k - nmax 
GoTo 8 0 0  
End I f  
I f  k = nmax Then 
Ca l l  pa s t e s t  
I :  j inclp = 0 Then 
For 1 = 1 To k 
darray ( l ,  3 )  = k - 1 #  
Next 1 
For j = 1 To ns ignl 
exc l ( darray ( j , 1 ) ) 1 #  
Next j 
GoTo 9 1 0  
End I f  
k = j inc l p  
F o r  j = 1 To ns ign1 
For 1 = 1 To j inc1p 
If j = n i nc l p ( 1 )  Then GoTo 8 5  
Next l 
exc 1 ( darray ( j , 1 ) ) = 1 #  
Next j 
GoTo 9 0 0  
End I f  
k = k - nmax 
GoTo 8 0 0  
9 0 0  : 
For j = 1 To ns i gnl 
i s i g ( j )  = darray ( j , 1 )  
X ( i s ig ( j ) )  = Abs ( darray ( j , 2 ) - xestmt ) 
B S ETTOO ( j )  = 0 
nmax + 1 ElsE' Exi t  For 
sprtb ( i s ig ( j ) )  = sprtb ( i s i g ( j ) )  + B IAS ( i s ig ( j ) )  * ( X ( i s ig ( j ) ) - B IAS ( i s ig ( j ) ) I 2 # )  I 
VARO ( i s ig ( j ) )  
I f  sprtb ( i s ig ( j ) )  > boundb Then 
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BSETTOO ( i s ig ( j ) )  1 
End I f  
I f  sprtb ( i s ig ( j ) )  < bounda Then 
BSETTOO ( i s ig ( j ) )  1 
End I f  
Next j 
9 1 0  : 
For 1 = 1 To n s i gn l  
n s i d  = darray ( l ,  1 )  
For j = 1 To ns ignl 
If ns i d  = j Then nplace ( j )  1 
Next j 
Next 1 
For 1 = 1 To ns i gn l  
I f  sprtb ( l )  > =  boundb Then DBIAS ( l )  = DBIAS ( l )  + 1 
I f  sprtb ( l )  < =  bounda Then NBIAS ( l )  = NBIAS ( l )  + 1 
I f  B S ETTOO ( l )  = 1 Then sprtb ( l )  = 0 #  
N�XCL ( l )  = NEXCL ( l )  + exc l ( l )  
S I I ( l )  S I I ( l )  + darray ( nplace ( l ) , 3 )  
SUM ( l )  = SUM ( l )  + meas ( l )  
Next 1 
p e s tm t  = xes tmt 
xtot = xtot + xestmt 
End Sub 
Sub pas t e s t  ( )  
j inc l p  = 0 
JEXCLP = 0 
For 1 = 1 To k 
I f  Abs ( da rray ( l ,  2 )  - pes tmt ) < erb ( darray ( l ,  1 ) ) Then 
j inc l p  = j inc l p  + 1 
ninc l p ( j i nc lp )  = 1 
End I f  
Next 1 
I f  j in c l p  = 0 Then 
xestmt pestm t  
E l s e  
w = 1 #  
SU!1l = 0 #  
SU!12 = 0 # 
For 1 1 To j inc lp 
SUM1 = W * darray ( ninc lp ( l ) , 2 )  + SUM1 
SUM2 = SUM2 + W 
Next 1 
xestmt = SUM1 I SUM2 
End I f  
End Sub 
Sub es tmat ( )  
SUMl = 0 #  
SUM2 = 0 #  
For j = 1 T o  k 
I f  darray ( j , 3 )  > ( k  - 1 )  I 2 Then 
SUM1 SUM1 + ( 1  ( 2 #  I ( ( k 1 )  A 2 ) ) * darray ( j , 3 )  A 2 )  * darray ( j , 2 )  
SUM2 SUM2 + ( 1  ( 2 #  I ( ( k -- 1 ) A 2 ) )  * darray ( j , 3 )  A 2 )  
E l s e  
SUMl SUMl + ( ( 2 #  
SUM2 SUM2 + ( ( 2 #  
End I f  
Next j 
xes tm t  
End Sub 
SUM1 I SUM2 
( ( k  
( ( k  
1 )  A 2 ) )  * ( k  
1 )  A 2 ) )  * ( k  
1 
1 
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darray ( j , 3 ) ) A 2 )  * darray ( j , 2 )  
dar ray ( j , 3 )  ) A 2 )  
APPENDIX B 
Code Listing for Process Empirical Modeling 
Sub pem ( l ev, pre ) 
l ev = 1 . 2 7 3 1 3 7  * . 3 3 1 5 7 6  * eskideger ( 1 )  + . 4 5 7 0 6 4 8  * . 0 2 4 9 1 5 7 8  * deger ( 6 )  + . 0 2 5 6 8 7 1 7  * 
( . 3 3 1 5 7 6  * e s k i deger ( 1 ) ) A 2 + . 2 1 4 2 9 7 4  * . 0 0 5 2 7 2 0 2 3  * deger ( 5 l  � . 0 0 0 5 0 3 6 6 7 4  * . 0 0 5 2 7 2 0 2 3  
* dege r ( 5 )  * ( . 0 2 4 9 1 5 7 8  * deger ( 6 ) ) A 2 + 1 7 . 9 5 2 7 3  
pre = 1 5 . 5 2 2 0 9  * . 0 2 9 7 5 8 0 7  * eskideger ( 4 )  + 9 . 2 3 3 8 7 5  * . 0 2 4 9 1 5 7 8  * deger ( 6 )  + 7 0 . 6 9 3 5 5  * 
. 0 1 6 1 9 2 6 8  * deger ( 2 )  � 4 . 1 0 2 9 9 3  * . 0 0 5 2 7 2 0 2 3  * deger ( 5 )  � 4 . 9 6 5 6 3 1 * . 0 3 4 2 8 3 2 8  * dege r ( 3 )  
� 2 9 6 . 0 4 8 6  
End Sub 
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APPENDIX C 
Code Listing for Artificial Neural Network 
! * Wed Nov 0 3  1 5 : 3 5 : 1 4 1 9 9 3  ( l ev . c )  * / / * Reca l l -Only Run - t i me for < l eve l >  * /  
! *  Con t r o l  S trategy i s :  <bkp fas t >  * /  
# i f  STDC 
#def ine ARGS ( x )  x 
# e l s e  
#de f ine ARGS ( x )  ( )  
# endi f / *  STDC * /  
/ *  - - - External Rout ines - - - * !  
extern double tanh ARGS ( ( doubl e ) ) ;  
/ *  * * *  MAKE SURE TO L INK IN YOUR COMP I LER ' s  MATH L I BRARIES * * *  * !  
# i f  STDC 
int leve l ( vo i d  *Ne t P t r ,  f loat Yin [ 6 ] , f l oat Yout [ l ]  ) 
# e l s e  
int leve l ( Ne t Pt r ,  Y i n ,  Yout ) 
void *Net P t r ; / *  Network Poi�ter ( no t  used) * /  
f l oat Y in [ 6 ] , Yout [ l ] ; / *  Data * /  
# endi f  / *  STDC * /  
{ 
f loat 
l ong 
! *  
! *  Read 
Xout [ 2 ]  
Xout [ 3 ]  
Xout [ 4 ]  
Xout [ 5 ]  
xout [ 6 ]  
Xout [ 7 ]  
Xout [ 1 9 ] ; ! * work arrays * /  
ICmpT ; / *  temp for compar i sons * /  
WARNING : Code generated as suming Reca l l  
and s c a l e  input into network * /  
Y in [ O ]  * ( 0 . 0 3 1 8 2 5 8 2 8 )  + ( - 1 8 . 8 2 7 4 3 5 ) ;  
Y in [ l ]  * ( 0 . 3 6 1 8 9 3 4 )  + ( - 2 0 1 . 4 3 7 1 9 ) ;  
Y in [ 2 ]  * ( 0 . 0 2 2 9 2 2 8 9 8 ) + ( - 1 . 0 0 0 2 4 0 7 ) ; 
Y i n [ 3 ]  * ( 0 . 4 6 7 7 4 7 6 1 ) + ( - 3 9 . 2 2 5 5 4 1 ) ; 
Y in [ 4 ]  * ( 0  . 5 3 6 0 9 8 6 )  + ( - 1 . 0 2 5 7 7 3 5 ) ; 
Y i n [ 5 ]  * ( 0 . 0 1 2 2 4 8 2 1 3 )  + ( - 1 2 . 4 0 3 4 8 9 ) ; 
0 * * *  * I  
LABl l O : 
! *  Generat ing code for PE 5 in layer 2 * /  
Xout [ 7 ]  = 0 ;  ! *  Di sabled PE * /  
! *  Generating code for PE 0 in layer 3 * /  
Xout [ 8 ]  = ( f loat ) ( 2 . 3 4 0 8 4 4 9 ) + ( f loat )  ( 1 . 4 4 0 8 4 6 9 )  * Xout [ 2 ]  + 
( f loa t )  ( - 1 . 1 6 7 3 8 2 )  * Xout [ 3 ]  + ( f l oat )  ( 0 . 2 0 9 3 6 2 7 6 )  * Xout [ 4 ]  + 
( f loat )  ( 0 . 1 2 7 4 4 2 ) * Xout [ 5 ]  + ( f l oa t ) ( 0 . 1 9 2 3 3 5 8 4 ) * Xout [ 6 ]  + 
( f loa t ) ( 0 . 0 4 2 9 3 4 9 8 4 ) * Xout [ 7 ] ; 
Xout [ 8 ]  = tanh ( Xout [ 8 ]  ) ;  
! *  Generat ing code for PE 1 i n  layer 3 * /  
Xout [ 9 ]  = ( f l oat )  ( - 2 . 4 6 8 0 6 5 7 ) + ( f loa t )  ( - 1 . 1 4 2 3 9 3 2 ) * Xout [ 2 ]  + 
( f l oat )  ( 0 . 5 2 8 8 7 5 2 3 )  * Xout [ 3 ]  + ( f l oa t )  ( - 0 . 1 4 7 1 2 7 0 2 ) * Xout [ 4 ]  + 
( f loat ) ( - 0 . 1 0 8 4 2 8 4 5 )  * Xout [ 5 ]  + ( f l oa t )  ( 0 . 0 0 1 9 5 5 2 5 7 5 )  * Xout [ 6 ]  + 
( f loat )  ( - 0 . 0 3 9 0 0 9 9 5 5 )  * Xout [ 7 ] ;  
Xout [ 9 ]  = tanh ( Xout [ 9 ]  ) ; 
! * Genera t i ng code for PE 2 in layer 3 * / 
Xout [ l O ]  = ( f loat ) 1 - 2 . 4 4 0 5 9 5 4 )  + ( f loat ) ( - 0 . 3 4 0 0 2 3 8 8 )  * Xout [ 2 ]  + 
( f loa t )  ( 0 . 2 6 5 3 6 0 1 5 )  * Xout [ 3 ]  + ( f l oa t )  ( 0 . 3 5 4 8 0 3 7 1 )  * Xout [ 4 ]  + 
( f l oat ) ( 0 . 0 6 6 2 2 2 0 0 5 ) * Xout [ 5 ]  + ( f loat ) ( 0 . 2 7 5 5 2 7 1 8 ) * Xout [ 6 ]  + 
( f l oat ) ( 0 . 0 8 2 5 7 3 5 4 8 )  * Xout [ 7 ] ; 
Xout. [ l O ]  = tanh ( Xout [ l O ]  ) ;  
! *  Generat ing code for PE 3 i n  layer 3 * /  
Xout [ l l ]  = ( f loat ) ( - 2 . 6 1 4 1 7 2 5 )  + ( f l oat )  1 - 0 . 1 4 6 1 9 6 8 ) * Xout [ 2 ]  + 
( f loat )  ( - 0 . 5 0 9 6 9 3 1 5 )  * Xout [ 3 ]  + ( f loat ) ( 0 . 6 0 1 5 2 3 7 6 )  * Xout [ 4 ]  + 
( f loat )  ( 0 . 1 5 2 8 0 9 0 2 ) * Xout [ 5 ]  + ( f loat ) 1 0 . 4 1 5 2 7 0 1 5 ) * Xout [ 6 ]  + 
( f l oa t )  ( 0 . 0 5 5 6 1 6 8 8 5 ) * Xout [ 7 ] ; 
Xout [ l l ]  = tanh ( Xout [ l l ]  ) ;  
1 8 1  
I *  Generat ing code for PE 4 in layer 3 * I  
Xout [ 1 2 ]  = ( f loat ) ( - 1 . 9 3 9 6 2 1 2 ) + ( f loat ) ( - 0 . 2 9 3 1 5 2 2 4 )  * Xout [ 2 ]  + 
( f loa t )  ( - 0 . 3 5 1 7 4 6 5 6 )  * Xout [ 3 ]  + ( f loat ) ( - 0 . 0 7 5 0 5 5 9 7 9 )  * Xout [ 4 ]  + 
( f l oat )  ( - 0 . 0 1 9 6 8 2 4 6 1 )  * Xout [ 5 ]  + ( f l oat ) ( 0 . 0 7 2 4 0 5 5 1 )  * Xout [ 6 ]  + 
( f l oat ) ( 0 . 0 0 6 2 3 5 6 6 4 7 ) * Xou t [ 7 ] ; 
Xout [ 1 2 ]  = tanh ( Xout [ 1 2 ]  ) ; 
I *  Generat i ng code for PE 5 in layer 3 * I  
Xout [ 1 3 ]  = ( f l oat )  ( - 2 . 9 0 5 9 2 9 3 )  + ( f l oa t )  ( - 1 . 8 4 5 2 2 6 4 ) * Xout [ 2 ]  + 
( f loat ) ( 0 . 7 9 7 8 3 1 )  * Xout [ 3 ]  + ( f loat ) ( - 0 . 3 5 9 1 1 0 2 1 )  * Xout [ 4 ]  + 
( f l oa t )  ( 0 . 0 6 9 0 8 9 1 1 5 ) * Xout [ 5 ]  + ( f l oat )  ( - 0 . 1 1 8 0 4 5 0 7 ) * Xout [ 6 ]  + 
( f l oa t ) ( 0 .  0 9 9 3 3 1 7 3 7 ) * Xout [ 7 ] ; 
Xout [ 1 3 ]  = tanh ( Xout [ 1 3 ]  ) ; 
I *  Generat i ng code for PE 6 in layer 3 * I  
Xout [ 1 4 ]  = ( f loat ) ( 2 . 4 9 9 9 4 1 3 )  + ( f loa t ) ( 1 . 2 0 5 7 0 0 8 )  * Xout [ 2 ]  + 
( f loat )  ( - 0 . 2 7 9 2 6 6 8 6 ) * Xout [ 3 ]  + ( f loat )  ( 0 . 1 4 8 3 7 6 7 6 )  * Xout [ 4 ]  + 
( f loa t )  ( 0 . 0 8 7 9 4 0 9 3 1 )  * Xout [ 5 ]  + ( f loat )  ( 0 . 2 6 4 9 5 8 8 9 )  * Xout [ 6 ]  + 
( f l oa t ) ( 0 . 0 2 5 6 5 4 7 2 ) * xou t [ 7 ] ; 
Xout [ 1 4 ]  = tanh ( Xout [ 1 4 ]  ) ; 
I *  Generat ing code for PE 7 in layer 3 * I  
Xout [ 1 5 ]  = ( f loat )  ( 2 . 5 7 14 4 1 2 ) + ( f l oa t )  ( 1 . 2 5 7 8 2 1 7 )  * Xout [ 2 ]  + 
( f l oa t ) ( - 0 . 7 3 4 9 3 3 4 4 ) * Xout [ 3 ]  + ( f loat ) ( 0 . 1 6 9 3 6 4 6 )  * Xout [ 4 ]  + 
( f loat ) ( 0 . 1 5 9 3 9 8 5 4 ) * Xout [ 5 ]  + ( f loat ) ( 0 . 3 5 8 4 9 2 2 6 )  * Xout [ 6 ]  + 
( f loat ) ( 0 . 0 7 7 0 2 2 5 )  * Xout [ 7 ] ; 
Xout [ 1 5 ]  = tanh ( Xout [ 1 5 ]  ) ; 
I *  Genera t i ng code for PE 8 in layer 3 * I  
xout [ 1 6 ]  = ( f loat ) ( - 1 . 7 2 8 1 9 7 9 ) + ( f loat ) ( - 0 . 5 4 7 4 0 6 8 5 )  * Xout [ 2 ]  + 
( f loa t )  ( 0 . 1 3 3 2 7 9 9 2 ) * xout [ 3 ]  + ( f loat )  ( - 0 . 2 6 8 0 9 2 7 5 )  * Xout [ 4 ]  + 
( f loat ) ( - 0 . 1 0 5 1 6 2 0 6 )  * Xout [ 5 ]  + ( f l oa t )  ( - 0 . 1 8 7 8 4 9 8 )  * Xout [ 6 ]  + 
( f l oat ) ( 0 . 0 6 0 5 2 8 2 2 6 )  * Xout [ 7 ] ; 
Xout [ 1 6 ]  = tanh ( Xout [ 1 6 ]  ) ; 
I *  Generat ing code for PE 9 in layer 3 * I  
Xout [ 1 7 ]  = ( f loat )  ( 3 . 9 9 2 7 4 9 2 )  + ( f loat ) ( 2 . 8 8 5 9 4 5 3 ) * Xout [ 2 ] + 
( f loat )  ( - 1 . 3 1 1 6 1 0 6 ) * Xout [ 3 ]  + ( f l oa t ) ( 0 . 6 5 2 5 0 2 8 3 ) * Xout [ 4 ]  + 
( f l oa t )  ( - 0 . 1 2 9 3 4 5 9 7 ) * Xout [ 5 ]  + ( f loat ) ( 0 . 4 8 7 0 6 7 6 7 ) * Xout [ 6 ]  + 
( f l oat ) ( 0 . 0 3 3 7 2 2 6 0 6 )  * Xou t [ 7 l ; 
Xout [ 1 7 ]  = tanh ( Xout [ 1 7 ]  ) ;  
! *  Generat ing code for PE 0 in layer 4 * I  
Xout [ 1 8 ]  = ( f l oat ) ( - 0 . 9 1 1 4 1 1 8 2 ) + ( f loat ) ( 3 . 6 3 0 0 1 2 3 ) * Xout [ B ]  + 
( f loa t )  ( 3 . 9 3 3 9 2 4 2 ) * Xout [ 9 ]  + ( f loat ) ( 4 . 8 9 5 0 7 5 8 )  * Xout [ 1 0 ]  + 
( f loat )  ( 6 . 7 8 1 5 5 9 9 )  * Xout [ l l ]  + ( f loat ) ( - 7 . 5 7 9 9 3 5 6 )  * Xout [ l 2 ]  + 
( f loat ) ( - 3 . 5 0 3 9 6 0 1 )  * Xout [ 1 3 ]  + ( f loat )  ( - 3 . 7 8 6 6 1 7 3 ) * Xout [ 1 4 ]  + 
( f loat ) ( - 4 . 0 6 8 7 2 4 6 )  * xout [ 1 5 ]  + ( f loat )  ( - 5 . 8 7 3 1 2 7 ) * Xout [ 1 6 ]  + 
( f loat )  ( 4 . 0 9 3 6 3 0 8 ) * Xout [ 1 7 ] ; 
xout [ 1 8 ]  = tanh ( Xout [ 1 8 ]  ) ; 
! *  De - scale and wr i t e  out::;:>ut from network * I  
Yout [ O ]  Xout [ 1 8 ]  * ( 5 . 7 1 2 1 9 4 4 ) + ( 5 9 . 0 6 0 9 2 5 ) ; 
re turn I 0 ) ; 
I *  Wed Nov 0 3  1 5 : 3 5 : 4 3 1 9 9 3  ( p re . c )  * I I *  Reca l l -Only Run- t ime for <pr e s s >  * I  
I *  Contr o l  S trategy i s : <bkpfast> * I  
# i f  STDC 
#def ine ARGS ( x )  x 
# e l se 
# de f ine ARGS ( x )  I )  
# endi f I *  STDC * I  
I *  - - - Exte rnal Rou t ines - - - * I  
extern doubl e  tanh ARGS ( ( dounle ) ) ;  
I *  * * * MAKE SURE TO LINK IN YOUR COMPILER ' s  MATH L I BRARIES * * *  * I  
# i f  STDC 
int pres s ( void *Net Ptr , f l oat Y i n [ 5 ] , f l oat Yout [ 1 ]  
# e l s e  
int pres s ( NetPt r ,  Y i n ,  Yout ) 
vo i d  * Ne t Pt r ;  I *  Network Poi�ter ( not used)  * I  
f l oat Y in [ 5 ] , Yout [ 1 ] ; I *  Data * I  
#end i f  I *  STDC * I  
( 
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f loat 
l ong 
I *  
I *  Read 
Xout [ 2 ]  
Xout [ 3 ]  
Xout [ 4 ]  
Xout [ 5 ]  
Xout [ 6 ]  
LAB l l O : 
Xout [ l 8 ] ; I *  work arrays * I  
ICmpT ; I *  temp for compari sons * I  
WARNING : Code generated as suming Recal l  
and s c a l e  input into network * I  
Y in [ O ]  * ( 0 . 0 3 1 8 2 5 8 2 8 )  + ( - 1 8 . 8 2 7 4 3 5 ) ; 
Y in [ 1 ]  * ( 0 . 3 6 1 8 9 3 4 )  + ( - 2 0 1 . 4 3 7 1 9 ) ; 
Y in [ 2 ]  * ( 0 . 0 2 2 9 2 2 8 9 8 )  + ( - 1 . 0 0 0 2 4 0 7 ) ; 
Y in [ 3 ]  * ( 0 . 4 6 7 7 4 7 6 1 ) + ( - 3 9 . 2 2 5 5 4 1 ) ; 
Y in [ 4 ]  * ( 0 .  5 3 6 0 9 8 6 )  + ( - 1 .  0 2 5 7 7 3 5 ) ;  
I *  Generat ing code for PE 0 in layer 3 * I  
0 * * *  * /  
Xout [ 7 ]  = ( f l oa t ) ( - 0 . 0 0 0 8 5 8 0 6 6 7 2 ) + ( f l oat )  ( - 0 . 0 9 7 7 2 9 3 6 3 )  * Xout [ 2 ]  + 
( f l oat ) ( 0 . 0 0 1 2 8 8 8 8 3 4 ) * Xout [ 3 ]  + ( f loat )  ( 0 . 0 8 3 6 4 0 6 4 2 ) * Xout [ 4 ]  + 
( f l oa t )  ( 0 . 0 4 9 9 5 3 0 5 8 ) * Xout [ 5 ]  + ( f l oat )  ( - 0 . 0 3 2 3 5 1 5 2 7 ) * Xout [ 6 ] ; 
Xout [ 7 ]  = tanh ( Xout [ 7 ]  ) ;  
I *  Generat ing code for PE 1 i n  l ayer 3 * I  
Xout [ 8 ]  = ( f loat )  ( - 0 . 1 5 9 2 0 0 3 7 )  + ( f l oa t )  ( 0 . 3 0 3 5 0 0 3 8 )  * Xout [ 2 ]  + 
( f l oat )  ( - 0 . 2 4 1 1 3 1 3 5 )  * Xout [ 3 ]  + ( f loat )  ( 0 . 0 3 8 5 9 3 6 3 1 )  * Xout [ 4 ]  + 
( f loat )  ( 0 . 0 2 8 7 8 1 9 9 3 )  * Xout [ 5 ]  + ( f l oat )  ( 0 . 0 9 7 8 5 0 2 4 1 )  * Xout [ 6 ] ; 
Xout [ 8 ]  = tanh ( Xout [ 8 ]  ) ;  
I *  Generat ing code for PE 2 i n  l ayer 3 * I  
Xout [ 9 ]  = ( f loat ) ( 0 . 0 5 8 0 1 4 9 1 1 )  + ( f loat )  ( - 0 . 1 1 9 3 7 2 0 3 ) * Xout [ 2 ]  + 
( f loa t )  ( 0 . 1 7 0 2 0 9 8 1 )  * Xout [ 3 ]  + ( f loat ) ( - 0 . 0 2 0 5 6 9 5 0 7 )  * Xout [ 4 ]  + 
( f loa t )  ( - 0 . 0 1 4 1 8 9 8 3 8 )  * Xout [ 5 ]  + ( f l oa t )  ( - 0 . 0 5 1 6 5 4 9 1 6 )  * Xout [ 6 ] ; 
Xout [ 9 ]  = tanh ( Xout [ 9 ]  ) ;  
I *  Generat ing code for PE 3 i n  layer 3 * I  
Xout [ 1 0 ]  = ( f l oat )  ( 0 . 0 1 0 6 3 2 5 4 2 ) + ( f loat ) ( - 0 . 2 8 7 3 4 6 0 4 ) * Xout [ 2 ]  + 
( f loa t )  ( 0 . 0 6 8 6 4 3 9 4 2 ) * Xout [ 3 ]  + ( f l oa t )  ( - 0 . 0 2 4 0 4 1 4 2 7 ) * Xout [ 4 ]  + 
( f loat ) ( 0 .  0 1 6 1 4 7 2 6 9 ) * Xout [ 5 ]  + ( f l oa t )  ( - 0 .  0 3 9 1 9 7 7 2 4 )  * Xout [ 6 ] ; 
Xout [ 1 0 ]  = tanh ( Xout [ 1 0 ]  ) ; 
I *  Generat ing code for PE 4 in l ayer 3 * I  
Xout [ l l ]  = ( f l oa t )  ( 0 . 0 5 7 J 0 9 2 6 9 )  + ( f l oat )  ( 0 . 2 8 0 3 8 4 1 5 ) * Xout [ 2 ]  + 
( f l o a t ) ( - 0 . 0 5 0 3 6 0 2 9 2 ) * Xout [ 3 ]  + ( f loat ) ( 0 . 0 2 5 0 1 3 2 2 ) * Xout [ 4 ]  + 
( f loat ) ( - 0 . 0 8 4 1 0 6 2 9 6 )  * Xout [ 5 ]  + ( f loat ) ( 0 . 1 4 9 5 4 3 9 4 )  * Xout [ 6 ] ; 
Xou t [ 1 1 ]  = tanh ( Xou t [ 1 1 ]  ) ; 
I *  Generat ing code for PE 5 i n  layer 3 * I  
Xout [ 1 2 ]  = ( f loat )  ( - 0 . 0 1 3 1 5 3 1 9 2 ) + ( f l oa t )  ( 0 . 1 9 4 7 0 1 6 9 )  * Xout [ 2 ]  + 
( f l oa t ) ( - 0 . 0 5 5 0 4 2 7 8 1 )  * Xout [ 3 ]  + ( f loat ) ( 0 . 1 5 2 6 1 2 1 8 )  * Xout [ 4 ]  + 
( f 1 oat )  ( 0 . 0 3 3 6 4 0 7 2 ) * Xou t [ 5 J + ( f 1 oat ) ( 0 . 2 1 6 1 7 0 2 7 ) * Xou t [ 6 ]  ; 
Xout [ 1 2 ]  = tanh ( Xout [ 1 2 ]  ) ;  
I *  Generat ing code for PE 6 in layer 3 * I  
Xout [ 1 3 ]  = ( f loat ) ( - 0 . 0 0 3 6 2 1 3 8 4 4 ) + ( f l oa t )  ( - 0 . 1 0 9 1 1 8 8 7 ) * Xout [ 2 ]  + 
( f loat )  ( 0 . 1 9 0 8 6 3 7 4 ) * Xout [ 3 ]  + ( f l oa t )  ( - 0 . 0 7 3 1 1 1 7 4 3 ) * Xout [ 4 ]  + 
( f loat ) ( 0 . 0 1 8 4 0 7 7 3 )  * Xout [ 5 ]  + ( f l oa t )  ( - 0 . 1 0 0 4 9 2 8 9 )  * Xout [ 6 ] ; 
Xout [ 1 3 ]  = tanh ( Xout [ 1 3 ]  ) ; 
/ *  Generat ing code for PE 7 i n  layer 3 * I  
Xout [ 1 4 ]  = ( f l oat ) ( 0 . 0 0 1 2 8 6 5 4 3 4 )  + ( f loat ) ( - 0 . 0 0 5 2 7 1 3 4 7 7 ) * Xout [ 2 ]  + 
( f l oat )  ( - 0 . 1 5 6 5 8 1 6 1 )  * Xout [ 3 ]  + ( f loat )  ( - 0 . 0 2 9 8 5 1 8 7 2 ) * Xout [ 4 ]  + 
( f l oa t )  ( - 0 . 0 2 1 2 2 4 3 5 3 ) * Xout [ 5 ]  + ( f loa t )  ( 0 . 1 1 1 6 0 6 2 9 )  * Xout [ 6 ] ; 
Xout [ 1 4 ]  = tanh ( Xout [ 1 4 ]  ) ; 
I *  Gener a t i ng c ode for PE 8 i n  layer 3 * I  
Xout [ 1 5 ]  = ( f l oa t ) ( - 0 . 1 4 6 3 2 9 3 4 )  + ( f loat )  ( 0 . 3 3 0 9 5 3 4 8 )  * Xout [ 2 ]  + 
( f l o a t ) ( - 0 . 2 9 7 8 2 2 6 5 )  * Xout [ 3 ]  + ( f loat )  ( 0 . 0 1 0 4 8 6 3 5 )  * Xout [ 4 ]  + 
( f l oa t )  ( - 0 . 0 6 2 2 9 1 7 )  * Xout [ 5 ]  + ( f loat ) ( 0 . 1 4 8 5 3 9 3 9 )  * Xout [ 6 ] ; 
Xout [ 1 5 ]  = tanh ( Xout [ 1 5 ]  ) ; 
/ *  Genera t i ng code for PE 9 in l ayer 3 * I  
Xout [ 1 6 ]  = ( f loat )  ( 0 . 0 4 9 7 2 9 7 4 6 )  + ( f loat ) ( - 0 . 2 1 5 2 5 0 3 1 )  * Xout [ 2 ]  + 
( f loat )  ( 0 . 1 4 9 5 6 4 7 ) * Xout [ 3 ]  + ( f loat ) ( - 0 . 0 1 3 4 2 2 9 4 6 )  * Xout [ 4 ]  + 
( f loa t )  ( - 0 . 1 2 4 8 2 5 7 8 )  * Xout [ S ]  + ( f l oat ) ( 0 . 0 3 1 1 2 6 0 8 )  * Xout [ 6 ] ; 
Xout [ l 6 ]  = tanh ( Xout [ 1 6 ]  ) ; 
! *  Generat ing code for PE 0 in layer 4 * I  
Xout [ l 7 ]  = ( f loat ) ( - 0 . 2 2 1 2 6 3 4 2 ) + ( f loat ) ( 0 . 0 5 6 8 0 2 6 1 6 )  * Xout [ 7 ]  + 
( f loat ) ( - 0 . 3 9 7 2 8 5 5 2 ) * Xout [ 8 ]  + ( f l oa t )  ( 0 . 1 9 7 4 4 6 9 6 )  * Xout [ 9 ]  + 
( f loat ) ( 0 . 2 9 3 2 0 2 5 5 )  * Xout [ l O ]  + ( f l oa t )  ( - 0 . 3 0 7 8 2 5 0 3 ) * Xout [ 1 1 ]  + 
( f loa t )  ( - 0 . 3 1 7 7 5 1 6 2 ) * Xout [ 1 2 ]  + ( f l oa t ) ( 0 . 2 5 3 4 2 6 2 5 )  * Xout [ 1 3 ]  + 
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( f l oat )  ( - 0 . 1 1 3 7 0 6 2 6 )  * Xout [ 1 4 ]  + ( f loat ) ( - 0 . 4 6 0 4 2 1 0 6 ) * Xout [ 1 5 ]  + 
( f loat ) ( 0 . 2 7 1 0 6 2 9 1 )  * xout [ 1 6 ] ; 
Xout [ 1 7 ]  = tanh ( Xout [ 1 7 ]  ) ; 
! *  De - s c a l e  and wr i t e  output f rom network * /  
Yout [ O ]  Xout [ 1 7 ]  * ( 1 0 2 . 0 5 5 7 ) + ( 1 0 1 2 . 6 7 7 5 ) ; 
re turn ( 0 ) ; 
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APPENDIX D 
Code Listing for Kalman Filtering Technique 
SUBROUTINE FEX3 ( T ,  Y ,  YDOT ) 
impl i c i t  rea l * B  ( d )  
DOUBLE PREC I S ION T ,  Y ,  YDOT , u l , kkk 
DIMENS I ON Y ( 2 4 ) , YDOT ( 2 4 )  
c c ommon / al i l / u l , kkk 
c 
rea l * B  tsam , a l , a2 , a3 , pO , puvO , pi n O , prO , pdvO , pdis , puvdO , wmfpO O , qO 
rea l * 8  e f fp , wsg O O , i , l t t , kp , tau , area , hi n O , hout O , kr l , kr 2 , kl l , kl 2 , l s p , l se t  
rea l * B  psuc , taul , tgo , npumpO , wf O , t k i ck , i nc l , intpi , int f i , inwpi , inwf i , tmax 
rea l * B  densm , densw, densrO , densd , densdw , densgO , dens s , densbO , n  
rea l * B  do , di , l , l s l O , ar , adw , ad , a f s , l r , l dwO , ld , vp , vs , vr , vdr 
rea l * B  the t a i , tp i x , t p l O , tp 2 0 , tp4 0 , tpoO , tm l O , tm2 0 , tm4 0 
rea l * B  tdwO , tdO , ts a t O , t f i x , t f w , tp3 0 , tm3 0 , t f i O , hf , hf g , vf 
rea l * B  v fg , xe O , kl , k2 , k3 , k4 , k5 , k6 , k7 , xl , x2 , x3 , x4 , xS , x6 , h i , hos 
rea l * B  hob , k th , cpl , cp2 , cm , wf i O , wp i x , wl O , c l x , c d , tou , tou l , tou2 , gl , g2 , gv 
rea l * B  wnv , z tv , vO , uO , wO , rO , mO , pi , rho l , wmftpO , kr , i O r , phdO , hO , pd i s O  
rea l * B  f l , f 2 , £ 3 , kv , fv , hout , w2 0 , w3 0 , w4 0 , l s 2 0 , mm , mm l , mm4 , mm2 
rea l * S  mm3 , sm , sms l , sms2 , sms 3 , sms4 , spml , spm2 , spm3 , spm4 , pr l  
rea l * S  pr2 , dm , ap , mp , mp l , mp2 , mp3 , mp 4 , ms l , upm , ums l , ums 2 , vp i , mp i , mpo , md 
rea l * S  hbO , hxeO , lbO , c l , wr , xldwO , xwst O , xp O , txde l O , xt f i , t f i , thpi 
rea l * B  wpi , tp i 0 , c l , ws t , denl , den2 , k ( 2 7 )  , pr ( 1 6 )  , aux ( l O )  , w ( 4 )  , a fwvO , fwcont 
rea l * B  de lps , ga i n l , gain2 , ga in3 , ga in4 , l set s , puvds , puvs , phds , pd i s s  
real * S  h s , n f s l , npump l , duml , arvl , nf , afwv , wf i , phd 
rea l * S  puv , pdv , de l tap , h , xp t , xpump , wmfpt , wf i s , afwvs 
rea l * S  t p i , tp l , tp2 , tp3 , tp4 , tpo , tm l , tm2 , tm3 , tm4 , densb , densr , l s l , xe , l dw 
rea l * S  tdw , p , td , wf , puvd , npump , dtpi , dtpl , dtp2 , dtp3 , dtp4 , dtpo , dtml 
rea l * S  dtm2 , dtm3 , dtm4 , ddensb, ddens r , d l s l , dxe , dldw 
r ea l * S  dtdw , dp , dtd , dwf , dpuvd , dnpump , l l l , econtr ( 2 ) , auto ( 2 )  
rea l * S  x l set , xldw , x l l , dx l 2 , dx1 3 , ta l 3 , ka 1 3 , bxs t , bxwf , xs t , xw f , dx1 4 , x 1 3  
rea l * S  ka1 4 , xl 4 , xl 4a , x1 4 b , x l 5 , xl 2 , xl 6 , a fwvb , k f i n  
rea l * S  x 12 0 , x1 3 0 , xl 4 0 , ta l 2 , t a l 4  
common / a l i 3 3 / x l2 0 , xl 3 0 , xl 4 0 , ta l 2 , t a 1 4  
common / al i 3 1 /  xldw , xl l , dxl2 , dx l 3 , ta 1 3 , ka l 3 , bxs t , bxwf , xs t , xwf , dx l 4 , xl 3  
common / a l i 3 2 /  xlset , kal4 , xl 4 , xl 4 a , xl 4 b , xl 5 , xl 2 , xl 6 , a fwvb , k f i n  
common / a l i O l /  
+ tsam , a l , a2 , a 3 , pO , puvO , pi n O , pr O , pdvO , pdis , puvdO , wmfpO O , q0 
common / a l i 0 2 / 
e f f p , wsg O O , i , l t t , kp , tau , area , hinO , hout O , kr l , kr 2 , kl l , kl 2 , l s p , l s e t  
common / a l i O O /  
psuc , taul , tgo , npumpO , wf O , tkick , i nc l , intpi , in t f i , i nwp i , i nwf i , tmax 
common / al i 0 3 /  densm , densw , densrO , densd , densdw , densgO , dens s , densbO , n  
common / al i 0 4 /  do , di , l s l O , ar , adw, ad , a f s , l r , l dwO , l d , vp , vs , vr , vdr 
common / a l i O S /  the t a i , tp i x , tpl O , tp 2 0 , tp 4 0 , tpoO , tm l O , tm2 0 , tm4 0 
common / a l i 0 6 /  tdwO , tdO , tsatO , t f ix , t fw , tp3 0 , tm 3 0 , t f i O , h f , h fg , vf 
common / a l i 0 7 /  v f g , xe0 , kl , k2 , k3 , k4 , k5 , k6 , k7 , xl , x2 , x3 , x4 , x5 , x6 , hi , ho s  
common / a l i O S /  hob , kth , cp l , cp2 , cm , wf i O , wpix 
c ommon / de l i O l / wl 0 , c l x , c d , tou , tou l , tou2 , gl , g2 , gv 
common / al i 0 9 /  wnv , z tv , vO , uO , wO , r O , mO , pi , rhol 
c ommon / de l i 0 2 / wmftpO , kr , i O r , phdO , hO , pd i s O  
common / al i l O /  f l , f 2 , £ 3 , kv , fv , hout , w2 0 , w3 0 , w4 0 , l s 2 0 , mm , mm l , mm4 , mm2 
common / al i l l /  mm3 , sm , sms l , sms2 , sms 3 , sms4 , spm l , spm2 , spm3 , spm4 , pr l  
common / al i l 2 /  pr2 , dm , ap , mp , mp l , mp2 , mp 3 , mp4 , ms l , upm 
common / de l i 0 3 / um s l , ums 2 , vp i , mp i , mpo , md , thpi 
c ommon / a l i l 3 /  hbO , hxeO , lbO , c l , wr , xldwO , xws t O , xp O , txde l O , xt f i , t f i  
c ommon / a l i l 4 /  wp i , tp i O , c l , ws t , denl , den2 
common / de l i 0 4 /  k , pr , aux , w , a fwvO , fwcont 
c ommon / a l i l S /  
+ delps , ga i n l , gain2 , ga i n3 , gain4 , l sets , puvds , puvs , phds , pd i s s  
c ommon / a l i l 6 /  h s , n f s l , npump l , duml , arvl , nf , afwv , wf i , phd 
c ommon / a l i l 7 /  puv , pdv , de l tap , h , xp t , xpump , wmfpt , wf i s , a fwvs 
c orrnnon / al i l 8 /  
+ tp i , tp l , tp2 , tp3 , tp4 , tpo , tml , tm2 , tm3 , tm4 , densb , dens r , l s l , xe , l dw 
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corrunon l al i 1 8 1  
+ tpi , tp l , tp2 , tp3 , tp4 , tpo , tm1 , tm2 , tm3 , tm4 , densb, dens r , l s 1 , xe , ldw 
corrunon l al i 1 9 1  
+ t dw , p , td , wf , puvd , npump , dtp i , dtp1 , dtp2 , dtp3 , dtp4 , dtpo , dtm1 
corrunon l a l i 2 0 1  dtm2 , dtm3 , dtm4 , ddensb, ddensr , dl s 1 , dxe , dldw 
corrunon l a l i 2 1 1  dtdw , dp , dtd , dwf , dpuvd , dnpump , l l l , econt r , auto 
c u 1 = - . 0 5 d0 *y ( 1 ) + . 0 1d 0 * y ( 2 ) + kkk 
c YDOT ( 1 )  = - . 0 5 DO * Y ( 1 )  + . 0 1 d0 * Y ( 2 )  
c YDOT ( 2 )  = . 3 d0 *Y ( 2 ) - 2 . 0d 0 * Y ( 2 )  
c - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c c  
tp i =y ( l )  
c 
tp1 =y ( 2 )  
tp2 =y ( 3 )  
Tp3 =y ( 4 )  
tp4=y ( 5 )  
tpo=y ( 6 )  
tm1 =y ( 7 )  
l s 1 =y ( 8 )  
tm2 =y ( 9 )  
tm3 =y ( 1 0 )  
tm4=y ( 1 1 )  
xe=y ( l 2 )  
p=y ( l 3 )  
densb=y ( 1 4 )  
densr=y ( l S )  
ldw=y ( 1 6 )  
tdw=y ( 1 7 )  
td=y ( 1 8 )  
puvd=y ( 1 9 ) 
Npump=y ( 2 0 )  
w f =y ( 2 1 )  
x 1 2 =y ( 2 2 )  
x l 3 =y ( 2 3 )  
x 1 4 =y ( 2 4 )  
1 = 1 1 1  
c S tate equat i on # 1  
c 
dtpi = 1 . 1 thpi * ( theta i - tp i ) 
DTpiTpi = 1 . - DELTAT i thpi 
c c c c c c c c  A l l  other par t i a l  der ivat ives are zero 
ydot ( 1 ) =dtpi 
c - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - ·- - - - -
c 
c Sate Equat ion # 2  
c 
DTp1 = Wp i * Tp i i ( DENSw*Ap * Ls 1 ) - ( Wp i i ( DENSw*Ap * Ls 1 ) + 
+ ( Upm* Spm1 ) 1 ( Mp 1 *Cp1 ) ) *Tp1 + (  ( Upm*Spm 1 ) 1 ( Mp 1 *Cp 1 ) ) * Tm1 
ydo t ( 2 ) =dtp1 
C + + + + + + + + + + + + + + + + + + ++ + + ++ + + + + + + + + + +  
DTp 1 Tp i =  DELTAT *Wp i i ( DENSw*Ap * l s 1 )  
DTp l Tp l =  1 . +DELTAT * ( Wpi i ( DENSw*Ap * Ls l ) + ( Upm* Sp�l ) I ( Mp l *Cpl ) )  
DTp1 Tm l = DELTAT* ( Upm* Sprr,l ) I ( Mp 1 * Cp l ) 
DTp 1 Ls 1 =  DF.LTAT * ( Wp i  I ( DENSw* Ap ) -Wpi *Tpi I ( DENSw* Ap ) ) * ( l s l  * * ( - 2 . 0 )  ) 
c c c c c c c c  A l l  other par t ia l  der i va t ives are zero 
C + + � + + + + + + + + + + + + + + + + + + + + + + + + + + ++ + + + +  
c wf=wfO 
W ( 1 )  = C 1 * ( (  DENSd* ( Ldw+Ld-Ls 1 ) - ( L - Ls 1 ) * DENSb-L r * DENSr ) * * . 5 ) 1 1 2 .  
Dw1 L s 1 =  C l * (  ( DENSd* ( Ldw+Ld-Ls 1 ) - ( L - L s l ) * DENSb- Lr * DENS r )  * * ( - . 5 ) ) 1 2 4 . *  
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+ ( DENSb-DENSdl 
DwlDENSb= C l * ( (  DENSd * ( Ldw+Ld-Ls l i - ( L- Ls l ) * DENSb - L r * DENSr ) * * ( - . 5 ) ) 1 2 4 . *  
+ ( Ls l - L )  
DwlDENSr =  C l * ( ( DENSd* ( Ldw+Ld- Ls l ) - ( L- L s l ) * DENSb-Lr * DENSr ) * * ( - . 5 1 ) 1 2 4 . *  
+ ( -Lr ) 
AUX ( 7 1  = Md* ( Tdw - Td I IW ( l l  
DAux 7 Ls l =  - Dw 1 L s l *Aux i 7 1 1W ( l ) 
DAux7 Densb= - Dw1Densb*Aux ( 7 1 1W ( l l  
DAux7 Densr= -Dw1Densr * Aux ( 7 ) 1W ( l l  
DAux7Tdw= Mdi W ( l )  
DAux7 Td= -MdiW ( l )  
DENl ( A f s * DENSs * Cp 2 * ( Td +Xl+K5 * P ) I 2 . )  
DDenlTd= A f s * DENSs *Cp2 1 2 . 
DDenlP= A f s * DENSs *Cp2 *K5 1 2 . 
DEN2 ( DENSb* A f s * ( L-Ls l ) * ( X S +K4 * P ) I 2 . )  
DDen2Densb= A f s * ( L- L s l ) * ( X5 + K4 * P ) I 2 . 
DDen2Ls l =  DENSb*Afs * ( XS+K4 * P ) I 2 . 
DDen 2 P =  A f s * ( L- Ls l ) * K4 1 2 . 
K (  0 1 )  = - ( K l  + K2 * Xe i 2 . ) 1 ( ( ( X2 +K l * P )  + Xe * ( X3 + K2 * P ) I 2 . ) * * 2 . )  
DKO lP =  2 * ( K l  + K 2 * Xe i 2 . ) 1 ( ( ( X2 +Kl * P ) + Xe * ( X3 + K2 * P ) I 2 . ) * * 3 . )  * 
+ ( Kl +Xe *K2 1 2 )  
DK01Xe= 2 * ( K l  + K2 * Xe i 2 . ) 1 ( ( ( X 2 + K l * P )  + Xe * ( X3 + K2 * P ) I 2 . ) * * 3 . )  * 
+ ( X3 + K2 * P )  I 2 . - ( K2 I 2 . ) I 
+ ( ( ( X2 + Kl * P )  + Xe * ( X3 + K2 * P ) I 2 . ) * * 2 . )  
+ 
+ 
+ 
+ 
+ 
K ( 0 2 ) 
DK0 2 P= 
DK02Xe= 
K ( 0 3 )  
DK0 3 P= 
DK03Xe= 
K ( 0 4 )  
= - ( X 3 +  P * K2 ) / 2 *  ( ( ( X 2 +K l * P )  + Xe * ( X3 + K2 * P )  1 2 . ) * * 2 . )  
- K2 1 2 . * ( ( ( X2 +Kl * P )  + Xe * ( X3 + K2 * P ) I 2 . ) * * 2 . )  -
( X 3 +  P * K2 ) * ( ( X2 +K l * P )  + Xe * ( X3 + K2 * P ) / 2 . ) * ( Kl +Xe * K2 1 2 . )  
- ( X 3 +  P * K2 ) * ( ( X2 +K l * P )  + Xe * ( X 3  + K2 * P )  / 2 . ) * 
( X3 + K2 * P ) I 2 .  
= - ( K l  + K 2 *Xe) I ( ( ( X2 +K l * P )  + Xe * ( X3 + K2 * P )  ) * * 2 . )  
2 * ( Kl + K2 * Xe ) I ( ( ( X2 +K l * P )  + Xe* ( X3 + K2 * P )  ) * * 3 . ) *  
( Kl +Xe * K2 ) 
-K2 1 ( ( ( X2 +K l * P ) + Xe * ( X3 + K2 * P )  ) * * 2 . )  + 
2 * ( Kl + K2 *Xe ) I ( ( ( X2 +Kl * P )  + Xe* ( X3 + K2 * P )  ) * * 3 . ) *  
( X 3  + K2 * P )  
= - ( X 3 + P * K2 ) I ( ( ( X2 +Kl * P )  + Xe * ( X 3  + K2 * P )  ) * * 2 . )  
DK0 4 P =  -K2 / ( ( ( X2 +Kl * P )  + Xe * ( X3 + K2 * P )  ) * * 2 . )  + 
-t- 2 * ( X3 +P * K2 ) 1 (  ( ( X2 +K l * P )  + Xe * ( X3 + K2 * P )  ) * * 3 . ) *  
+ ( Kl +Xe * K2 ) 
DK0 4Xe= 2 * ( X3 +P * K2 ) / (  ( X2 +K l * P )  + Xe* ( X3 + K2 * P )  ) * * 3 . ) *  
+ ( X 3  + K 2 * P )  
+ 
K ( O S )  
K ( 0 6 )  
= - DENS s *A f s  
= (  Ums l * Pr2 * Ls l * ( Tm l + Tm4 -Td-Xl - K 5 * P ) +W ( l ) *Cp2 *Td­
A fs * DENSs * L s l * Cp 2 * AUX ( 7 ) / 2 . ) / DEN1 
DK0 6 Ls l =  ( Ums l * Pr2 * ( Tml +Tm4 -Td-Xl -K S * P )  + DW1Ls l * Cp 2 *Td-
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+ ( A f s * DENSs *Cp2 *AUX ( 7 ) +Af s * DENS s * L s l * Cp2 * DAUX7Ls l ) / 2 . )  
+ / DENl 
DK0 6 DENSb= ( DW1 DENSb*Cp2 * Td-A f s * DENSs *Ls l * Cp2 * DAUX7DENSb / 2 . )  
+ / DENl 
DK0 6 DENSr= ( DW 1DENSr *Cp2 *Td-Af s * DENS s * L s l *Cp2 * DAUX7DENSr / 2 . )  
+ / DENl 
+ 
+ 
DK0 6Tml =  Ums l * Pr2 * Ls l / DEN1 
DK0 6Tm4 = Ums l * Pr 2 * Ls l / DEN1 
DK0 6 P =  -Ums l * Pr2 * Ls l * K5 / DEN1 - K ( 0 6 ) * DDen l P / DENl 
DK0 6Tdw= ( DW 1Tdw*Cp 2 *Td-Afs * DENS s * Ls l * Cp2 * DAUX7Tdw / 2 . )  
/ DENl 
DK0 6Td =  ( -Ums l * Pr2 + I!J ( l )  *Cp2 + Td*Cp 2 * DW1Td -
A f s * DENS s * L s l *Cp2 * DAUX7Td/ 2 . ) / DEN1 - K ( 0 6 ) * DDenTd/ DEN1 
K ( 0 7 )  = - Cp2 * ( X l +K 5 * P ) / DEN1 
DK0 7 P= -Cp2 *K5 / DEN1 - K ( 0 7 ) * DDEN 1 P / DEN1 
DK0 7 Td= - K ( 0 7 ) * DDEN1Td/ DEN1 
K ( 0 8 )  = -A f s * DENS s * Ls l * Cp 2 *K5 / DEN1 
DKO S L s l =  -A f s * DENSs *Cp2 *K5 / DENl 
DKO S Td= -K ( 0 8 ) * DDEN1Td / DEN1 
DKO S P =  - K ( 0 8 ) * DDEN 1 P / DEN1 
K ( 0 9 )  A f s *  ( L- Ls l )  
DK0 9 Ls l =  A f s  
K ( l O )  =Af s * DENSb 
DDK l O DENSb= A f s  
K ( l l )  = (  Ums 2 * Pr2 * ( L-Ls l ) * (  Tm2 +Tm3 -2 * ( X l + K 5 * P ) ) ) / DEN2 
DKl lLs l =  -Ums 2 * Pr2 * (  Tm2 +Tm3 - 2 * ( X l +K 5 * P )  ) / DEN2 -
K ( l l ) * DDEN2 Ls l / DEN2 
DK1 1Tm2 = Ums 2 * Pr2 * ( L - Ls l ) / DEN2 
DK1 1TM3 = Ums 2 * P r2 * ( L- L s l ) / DEN2 
DKl l P= - Ums 2 * Pr2 * ( L - Ls 1 ) * 2 * K 5 / DEN2 - K ( l l ) * DDEN2 P / DEN2 
DKl l DENSb= - K ( l l ) * DDEN2 DENSb/ DEN2 
K ( 1 2 ) = ( X4 +K3 * P )  / DEN2 
DK1 2 P =  K3 / DEN2 - K ( 1 2 ) *DDEN2 P / DEN2 
DK1 2 L s l =  -K ( l 2 ) * DDEN2Ls l / DEN2 
DK1 2 DENSb= K ( 1 2 ) * DDENSb/ DEN2 
K ( l 3 )  = - ( X 4 + K3 * P  + Xe* ( X S  + K4 * P )  ) / DEN2 
DK1 3 P= K ( 1 3 ) * DDEN2 P / DEN2 - ( K3 + Xe * K4 ) / DEN2 
DK1 3Xe= - ( X 5  + K4 * P ) / DEN2 
DK1 3 L s l =  - K ( 1 3 ) * DDEN2 Ls l / DEN2 
DK1 3 DENSb= - K ( l 3 ) * DDEN2 DENSb/ DEN2 
K ( 1 4 )  = -Af s * ( L-Ls l ) * (  X4 +K3 * P  + Xe* ( X 5  + K4 * P ) / 2 . ) / DEN2 
DK1 4 L s l =  A f s *  ( X4 +K3 * P  + Xe * ( X 5  + K 4 * P )  / 2 . ) / DEN2 -
+ K ( l 4 ) * DDEN2 Ls l / DEN2 
DK1 4 P= -Afs * ( L-L s l ) * ( K3 + Xe * K4 / 2 . ) / DEN2 -
+ K ( 1 4 ) * DDEN2 P / DEN2 
DK1 4 DENSb= -K ( 1 4 ) * DDEN2 DENSb/ DEN2 
DK1 4Xe= -Af s * ( L-Ls l ) * ( ( X 5  + K 4 * P ) / 2 . ) / DEN2 
K ( l 5 )  =Af s * DENSb* ( X4+K3 * P  + Xe * ( X 5  + K 4 * P )  / 2 . ) / DEN2 
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DKl S DENSb= K ( l S ) / DENSb - K ( l S ) * DDEN2DENSb/ DEN2 
DK1 5 P =  A f s * DENSb * ( K3 * P  + Xe * K4 * P / 2 . ) / DEN2 -
+ K ( 1 5 } * DDEN2 P / DSN2 
DK1 5Xe= A f s * DENSb* ( XS + K 4 * P } / 2 . / DEN2 
DK1 5L s 1 =  - K ( 1 5 } * DDEN2Ls l / DEN2 
K ( 1 6 )  = -Af s * ( L- L s 1 } * ( K3 + X e * K4 / 2 . ) / DEN2 
DK1 6 Ls 1 =  A f s * ( K3 + Xe * K4 / 2 . ) / DEN2 - K ( 1 6 } * DDEN2Ls l / DEN2 
DK1 6 DENSb= - K ( 1 6 ) * DDEN2 DENSb/ DEN2 
DK1 6 P =  - K ( l 6 ) * DDEN2 P / DEN2 
DK1 6Xe= -A f s * ( L - L s 1 ) * K4 / 2 . / DEN2 
K ( 1 7 )  Vr 
K ( 1 8 )  =wf / ( Adw* DENSdw ) 
DK 1 8w f =  K ( l 8 } /wf 
K ( l 9 )  = ( 1 - Xe } / (  Adw*DENSdw) 
DK1 9Xe= - 1 / ( Adw* DENSdw ) 
K ( 2 0 )  = -W ( l )  / (  Adw* DENSdw) 
DK2 0 Ls 1 =  - Dw1Ls l / ( Adw* DENSdw ) 
DK2 0 DENSb= -Dwl DENSb / ( Adw * DENSdw ) 
DK2 0 DENSr= - Dw1 DENS r / ( Adw* DENSdw) 
K ( 2 1 )  =wf * T f i / ( Adw* DENSdw* Ldw) 
DK2 1w f =  K ( 2 1 ) /Wf 
DK2 1 Ldw= - K ( 2 1 ) / Ldw 
K ( 2 2 )  = ( 1 - Xe ) * ( X1 +K 5 * P } / (  Adw * DENSdw* Ldw) 
DK2 2Xe= - ( X1 + KS * P } / (  Adw*DENSdw* Ldw) 
DK2 2 P= ( 1 - X e ) * KS / ( Adw* DENSdw* Ldw) 
DK2 2 Ldw= - K ( 2 2 } / Ldw 
K ( 2 3 )  = -W ( l ) *Td/ ( Adw * DENSdw * Ldw) 
DK2 3 L s 1 =  - Dw1 L s 1 *Td/ ( Adw * DENSdw * Ldw) 
DK2 3 DENSb= - Dw 1DENSb* Td / ( Adw * DENSdw * Ldw) 
DK2 3 DENSr =  - Dwl DENSr*Td/ ( Adw* DENSdw * Ldw ) 
DK2 3 Ldw= - K ( 2 3 } / Ldw 
K ( 2 4 )  = - Tdw* DENSdw*Adw / ( Adw* DENSdw * Ldw) 
DK2 4 Tdw= K ( 2 4 ) /Tdw 
DK2 4 Ldw= - K ( 2 4 )  /Ldw 
K ( 2 5 )  =Xe / ( K7 * ( Vdr-Adw * Ldw) 
DK2 5Xe= K ( 2 5 } /Xe 
DK2 5 Ldw= K ( 2 5 ) *Adw / ( Vdr-Adw*Ldw) 
K ( 2 6 )  = - C l * P / ( K7 * (Vdr-Adw*Ldw) 
DK2 6 P= K ( 2 6 ) / P  
DK2 6Ldw= K ( 2 6 ) * Adw/ ( Vdr-Adw*Ldw) 
K ( 2 7 )  = ( X6 + K7 * P ) *Adw / ( K7 * ( Vdr-Adw*Ldw )  
DK2 7 P= K7 *Adw / ( K7 * (Vdr -Adw*Ldw) ) 
DK2 7 Ldw= K ( 2 7 ) * Adw/ (Vdr-Adw* Ldw )  
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p r ( l )  =K ( 1 8 ) +K ( 1 9 ) *W ( l ) +K ( 2 0 )  
Dprl w f =  DK1 8w f  
Dpr lXe= DK1 9Xe * W ( l )  
Dpr lLs l =  Dw1Ls l *K ( 1 9 )  + DK2 0 L s l  
Dpr lDENSb= Dwl DENSb * K ( 1 9 )  + DK2 0DENSb 
Dpr l DENSr= Dwl DENS r * K ( l 9 )  + DK2 0 DENSr 
pr ( 2 )  =K ( 1 9 )  * ( K ( 5 ) +K ( 1 0 ) ) 
Dpr2Xe= K ( 5 ) +K ( 1 0 )  
Dpr2 DENSb= K ( l 9 ) * DK 1 0 DENSb 
pr ( 3 )  = ( K ( l 7 ) * K ( 3 ) +K ( 9 ) * K ( l )  ) * K ( 1 9 )  
Dpr 3 L s l =  DK0 9 Ls l *K ( l ) *K ( 1 9 )  
Dpr3 P= ( K ( 1 7 ) * DK 0 3 P +K ( 9 ) * DK 0 1 P ) * K ( 1 9 )  
Dpr3Xe= DK1 9 Xe * ( K ( l 7 ) * DK0 3 P +K ( 9 ) * DK 0 1 P )  + 
K ( l 9 ) * ( DK 0 3 Xe * K ( l 7 ) +DK 0 1 Xe * K ( 9 ) ) 
pr ( 4 )  = ( K ( l 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 ) ) * K ( l 9 )  
Dpr 4 L s l =  DK0 9 Ls l *K ( 2 ) * K ( l 9 )  
Dpr 4 P =  ( DK 0 4 P * K ( l 7 )  +DK0 2 P * K ( 9 ) ) * K ( l 9 )  
Dpr4Xe= DK 1 9Xe * ( K ( l 7 ) *K ( 4 ) +K ( 9 ) * K ( 2 ) ) + 
+ K ( l 9 ) * ( K ( l 7 ) * DK 0 4 Xe+K ( 9 ) *DK02Xe)  
pr ( 5 )  = K ( 2 1 )  + K ( 2 2 ) * W ( l ) +K ( 2 3 ) +K ( 2 4 ) *pr ( l )  
Dpr 5wf= DK2 lwf +Dp r lwf * K ( 2 4 )  
Dpr5 Ls l =  Dw1Ls l *K ( 2 2 ) +DK 2 3 Ls l +K ( 2 4 ) * Dpr1Ls l 
Dpr 5DENSb= DwlDENSb * K ( 2 2 ) +DK2 3 DENSb+ K ( 2 4 ) * DprlDENSb 
Dpr 5 DENSr =  DwlDENSr * K ( 2 2 ) +DK2 3 DENSr + K ( 2 4 ) * DprlDENSr 
Dpr 5Ldw= DK2 2 Ldw * w ( l ) +DK2 3 Ldw+DK2 4 Ldw*pr ( l )  
Dpr 5 Xe =  DK2 2 X e *w ( l ) +K ( 2 4 ) * Dpr1Xe 
Dpr 5 P =  DK2 2 P * w ( l )  
Dpr5Tdw= DK2 4 Tdw*pr ( l )  
p r  ( 6 )  = K ( 2 2 ) * ( K ( 5 ) +K ( l 0 )  ) +K ( 2 4 ) *pr ( 2 )  
Dpr 6Xe= DK2 2Xe* ( K ( 5 ) +K ( l 0 )  ) +K ( 2 4 ) * Dpr2Xe 
Dpr 6 P =  DK2 2 P * ( K ( 5 ) +K ( l0 ) ) 
Dpr 6Ldw= DK2 2 Ldw* ( K ( 5 ) +K ( l 0 )  ) +DK2 4 Ldw*pr ( 2 )  
Dpr 6DENSb= K ( 2 2 ) * DK 1 0 DENSb+K ( 2 4 ) * Dpr2 DENSb 
Dpr 6Tdw= DK2 4 Tdw*pr ( 2 )  
p r  ( 7 )  = K ( 2 2 ) * ( K ( l 7 ) * K ( 3 ) +K ( 9 ) * K ( l ) ) +K ( 2 4 ) * pr ( 3 )  
Dpr7Xe= DK2 2 Xe * ( K ( l 7 ) *K ( 3 ) +K ( 9 ) * K ( l ) ) +K ( 2 2 ) * ( DK 0 3 Xe * K ( l 7 ) + DK 0 1 Xe *K ( 9 ) ) 
+ + Dp r 3 Xe * K ( 2 4 )  
Dpr7 P =  DK2 2 P * ( K ( l 7 ) * K ( 3 ) +K ( 9 ) * K ( l ) ) +K ( 2 2 ) * ( DK 0 3 P * K ( l 7 ) + DK 0 1 P * K ( 9 ) ) 
+ +Dpr 3 P * K ( 2 4 )  
Dpr7Ldw= Dk2 2 Ldw* ( K ( l 7 ) * K ( 3 ) +K ( 9 ) * K ( l ) ) +DK2 4 Ldw*pr ( 3 )  
Dpr 7 Ls l =  DK0 9 Ls l * K ( l ) * K ( 2 2 ) +K ( 2 4 ) * Dp r 3 L s l  
Dpr 7 Tdw= DK2 4 Tdw*pr ( 3 )  
pr ( 8 )  = ( K ( l 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 ) ) * K ( 2 2 ) +K ( 2 4 ) * pr ( 4 )  
Dpr8 P =  ( K ( l 7 ) * DK 0 4 P + K ( 9 ) * DK0 2 P ) * K ( 2 2 ) +  
( K ( l 7 ) * K ( 4 ) +K ( 9 ) *K ( 2 ) ) * DK 2 2 P+ K ( 2 4 ) * Dpr4P 
Dpr8Xe= ( K ( l 7 ) * DK 0 4 Xe+K ( 9 ) * DK 0 2 Xe ) * K ( 2 2 ) +  
+ ( K ( l 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 ) ) * DK2 2Xe+K ( 2 4 ) * Dpr4Xe 
+ 
Dpr8 L s l =  K ( 2 2 ) * K ( 2 ) * DK0 9 L s l + K ( 2 4 ) * Dpr4Lsl 
Dpr8Ldw= DK2 2 Ldw* ( K ( l 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) +DK 2 4 Ldw* pr ( 4 )  
Dpr 8Tdw= DK2 2Tdw * ( K ( l 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) +DK2 4 Tdw*pr ( 4 )  
pr ( 9 )  = ( K ( 2 5 )  * W  ( 1 )  + K ( 2 6 )  + K ( 2 7 )  *pr ( 1 )  ) I 
( l � ( K ( l 7 ) * K ( 3 ) +K ( 9 ) * K ( l )  ) * K ( 2 5 ) � K ( 2 7 ) *pr ( 3 ) ) 
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Dpr 9Xe = ( ( DK2 5Xe *W ( 1 ) +K ( 2 7 ) * Dpr1Xe ) * 
( 1 - ( K ( 1 7 )  * K ( 3 ) +K ( 9 )  * K ( l ) ) * K ( 2 5 )  -K ( 2 7 )  * pr ( 3 ) ) -
( K ( 2 5 ) *W ( 1 ) +K ( 2 6 ) +K ( 2 7 ) * pr ( 1 ) ) *  
( DK2 5Xe* ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) +K ( 2 5 ) * (  
DK0 3 Xe * K ( 1 7 ) +DK0 1Xe * K ( 9 ) ) -K ( 2 7 ) * Dpr3Xe) ) *  
( 1 - ( K ( 1 7 )  * K ( 3 )  + K ( 9 )  * K  ( 1 )  ) * K  ( 2 5 )  - K ( 2 7 )  * pr ( 3 )  ) * * ( - 2 . ) 
Dpr 9Ldw= ( ( DK 2 5 Ldw*W ( 1 ) + DK2 6Ldw+DK2 7 Ldw*pr ( 1 )  ) *  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( l ) ) *K ( 2 5 ) - K ( 2 7 ) *pr ( 3 ) ) -
( K ( 2 5 )  *W ( 1 )  + K ( 2 6 )  + K ( 2 7 )  *pr ( 1 )  ) * 
( DK2 5 Ldw* ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) -DK2 7 Ldw*pr ( 3 ) ) ) *  
( 1 - ( K ( 1 7 )  * K  ( 3 )  + K ( 9 )  * K  ( 1 )  ) * K  ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) * * ( -2 . ) 
Dpr9 P =  ( ( DK 2 6 P+DK2 7 P *pr ( 1 )  ) *  
( 1 - ( K ( 1 7 )  * K ( 3 )  +K ( 9 )  * K ( 1 ) ) * K ( 2 5 )  -K ( 2 7 )  * pr ( ] ) ) + 
( K ( 2 5 ) * W ( 1 ) +K ( 2 6 ) +K ( 2 7 ) *p r ( 1 )  ) *  
( DK 2 7 P *pr ( 3 ) +K ( 2 7 ) * Dp 3 P )  ) *  
( 1 - ( K ( 1  7 )  * K  ( 3 )  + K ( 9 )  * K  ( 1 )  ) * K  ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) * * ( - 2 . ) 
Dpr 9 DENSb= ( K ( 2 5 ) * Dw1 DENSb+K ( 2 7 ) * Dpr1 DENSb ) /  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) - K ( 2 7 ) *pr ( 3 ) ) 
Dpr 9 DENSr = ( K ( 2 5 ) * Dw1DENSr+K ( 2 7 ) * Dpr 1 DENS r ) / 
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) - K ( 2 7 ) *pr ( 3 ) ) 
Dpr 9 L s 1 = ( K ( 2 5 ) * Dw 1 Ls 1 *  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) -K ( 2 7 ) * pc ( 3 )  ) -
+ ( K ( 2 5 ) *W ( 1 ) +K ( 2 6 ) +K ( 2 7 ) *pr ( 1 ) ) *  
+ ( K ( 1 ) * K ( 2 5 ) * DK9Ls1 - K ( 2 7 ) * Dp r 3 Ls 1 ) ) *  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) *K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) * * ( - 2 . )  
Dpr 9wf=K ( 2 7 ) * Dp r1wf / 
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) -K ( 2 7 ) * pr ( 3 ) ) 
+ 
pr ( 1 0 )  = ( K ( 2 5 )  * ( K  ( 5 )  +K ( 1 0 )  ) + K  ( 2 7 )  *pr ( 2 )  ) I 
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) 
Dpr1 0Xe= ( ( DK2 5Xe * ( K ( 5 ) +K ( 1 0 )  ) +K ( 2 7 ) * Dpr2Xe ) * 
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) - K ( 2 7 ) * pr ( 3 ) ) ­
( K ( 2 5 )  * ( K ( 5 )  + K ( 1  0 )  ) + K ( 2 7 )  *pr ( 2 )  ) * 
+ ( DK2 5Xe* ( K ( 1 7 ) *K ( 3 ) +K ( 9 ) * K ( 1 )  ) +  
+ K ( 2 5 ) * ( K ( 1 7 ) * DK 0 3 Xe+K ( 9 ) * DK0 1Xe ) -K ( 2 7 ) * Dpr3Xe ) ) *  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) * * ( - 2 . )  
Dpr 1 0Ldw= ( ( DK2 5Xe * ( K ( 5 ) +K ( 1 0 ) ) ) *  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) - K ( 2 7 ) *pr ( 3 )  ) -
+ ( K ( 2 5 ) * ( K ( 5 ) +K ( 1 0 )  ) +K ( 2 7 ) *pr ( 2 )  ) *  
+ ( DK2 5 Ldw* ( K ( 1 7 i * K ( 3 ) +K ( 9 ) * K ( 1 ) ) - DK2 7 Ldw'pr ( 3 ) ) ) *  
( 1 - ( K ( 1 7 )  * K  ( 3 )  + K ( 9 )  * K  ( 1 )  ) * K  ( 2 5 )  - K ( 2 7 )  *pr ( 3 )  ) * * ( - 2 . ) 
Dpr 1 0 P= ( DK 2 7 P *pr ( 2 ) * ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) -K ( 2 7 ) * pr ( 3 ) ) -
+ ( K ( 2 5 ) * ( K ( 5 ) +K ( 1 0 ) ) +K ( 2 7 ) *p r ( 2 )  ) *  
+ ( K ( 2 5 ) * ( K ( 1 7 ) * DK 0 3 P+K ( 9 ) * DK0 1 P ) - DK2 7 P *pr ( 3 ) ) ) *  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) * * ( - 2 . )  
Dpr 1 0 DENSb= ( DK 1 0 DENSb*K ( 2 5 ) +K ( 2 7 ) * Dpr2 DENSb ) /  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) 
+ 
Dpr 1 0Ls 1 = ( K ( 2 5 ) * ( K ( 5 ) +K ( 1 0 ) ) +K ( 2 7 ) *pr ( 2 )  ) *  
p r  ( 1 1 )  
( ( K ( 2 5 ) * DK 0 9 L s 1 -K ( 2 7 )  ) * Dpr3 L s 1 ) * 
( 1 - ( K ( 1 7 )  * K  ( 3 )  + K ( 9 )  *K ( 1 )  ) *K ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) * * ( - 2 . ) 
= ( ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 ) ) * K ( 2 5 ) +K ( 2 7 ) *pr ( 4 ) ) /  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) -K ( 2 7 ) *pr ( 3 ) ) 
Dpr 1 1Xe= ( ( ( K ( 1 7 ) * DK 0 4 Xe+K ( 9 ) * DK 0 2 Xe ) * K ( 2 5 ) +  
+ DK2 5Xe * ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) +K ( 2 7 ) * Dpr4Xe ) * 
( 1 - ( K ( 1 7 )  *K ( 3 )  + K ( 9 )  * K  ( 1 )  ) *K ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) -
+ ( ( K ( 1 7 ) * K ( 4 ) -K ( 9 ) * K ( 2 ) ) * K ( 2 5 ) +K ( 2 7 ) * pr ( 4 ) ) *  
+ ( ( K ( 1 7 ) * DK0 3 Xe+K ( 9 ) * DK 0 1Xe ) * K ( 2 5 ) +  
DK2 5Xe * ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) - K ( 2 7 ) * Dpr3 Xe )  ) *  
+ ( 1 - ( K ( 1  7 ) * K ( 3 ) + K ( 9 ) * K ( 1 )  ) * K ( 2 5 )  -K ( 2 7 ) * pr ( 3 ) ) * * ( - 2 . ) 
Dpr 1 1 P = ( ( ( K ( 1 7 ) * DK 0 4 P +K ( 9 ) * DK0 2 P ) * K ( 2 5 ) +DK2 7 P *pr ( 4 ) + Dpr 4 P * K ( 2 7 ) ) *  
+ ( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) - K ( 2 7 ) * pr ( 3 )  ) -
( ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) * K ( 2 5 ) +K ( 2 7 ) * pr ( 4 )  ) *  
( ( K ( 1 7 ) * DK 0 3 P+K ( 9 ) * DK0 1 P ) * K ( 2 5 )  
-K ( 2 7 ) * Dp r 3 Xe - DK2 7 P *pr ( 3 ) ) ) *  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 )  ) * K ( 2 5 ) -K ( 2 7 ) *p r ( 3 )  ) * * ( - 2 . )  
Dpr 1 1 Ldw= ( ( ( DK2 5 Ldw* ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) +DK2 7 Ldw*pr ( 4 )  ) ) *  
( 1 - ( K ( 1 7 )  * K  ( 3 )  + K ( 9 )  * K  ( 1 )  ) * K  ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) -
+ ( ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 )  ) * K ( 2 5 ) +K ( 2 7 ) * pr ( 4 )  ) *  
+ ( DK 2 5 Ldw* ( K ( 1 7 )  * K ( 3 )  +K ( 9 )  * K ( 1 ) ) - DK2 7 Ldw*pr ( 3 ) ) )  * 
( 1 - ( K ( 1 7 )  *K ( 3 )  + K ( 9 )  *K ( 1 )  ) * K  ( 2 5 )  -K ( 2 7 )  *pr ( 3 )  ) * * ( - 2 . ) 
1 9 1  
c c  
c c  
cc 
cc 
c c  
c c  
c c  
c c  
Dpr 1 1Ls 1 = ( ( ( DK 0 9 L s 1 * K ( 2 ) *K ( 2 5 ) +K9 2 7 ) * Dpr4Ls 1 ) *  
+ ( 1 - ( K ( 1 7  ) * K ( 3 ) + K ( 9 ) * K ( 1 )  ) * K ( 2 5 )  - K ( 2 7 ) * pr ( 3 )  ) -
+ ( ( K ( 1 7 ) * K ( 4 ) +K ( 9 ) * K ( 2 ) ) * K ( 2 5 ) +K ( 2 7 ) *pr ( 4 ) ) *  
pr ( 1 2 )  
( DK 0 9 Ls 1 * K ( 1 ) * K ( 2 5 ) -K ( 2 7 ) * Dpr3Ls 1 )  ) *  
( 1 - ( K ( 1 7 ) * K ( 3 ) +K ( 9 ) * K ( 1 ) ) * K ( 2 5 ) - K ( 2 7 ) *pr ( 3 )  ) * * ( - 2 . )  
= ( K ( 6 )  + K ( 7 )  *W ( l )  ) I ( 1 - K ( 5 )  * K ( 7 ) ) 
Dpr 1 2 L s 1 =  ( DK 0 6 Ls 1 +K ( 7 ) * Dw1Ls 1 ) 1 ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr 1 2 DENSb= ( DK 0 6 DENSb+ K ( 7 ) * Dw1 DENSb ) I ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr1 2 DENSr =  ( DK 0 6 DENSr+K ( 7 ) *Dw1 DENSr ) I ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr 1 2 Tdw=DK0 6Tdw i ( 1 - K ( 5 ) * K ( 7 ) ) 
Dpr 1 2 Tm 1 = DK0 6Tm1 1 ( 1 - K ( 5 ) * K ( 7 ) ) 
Dpr 1 2 Tm 4 = DK0 6Tm4 1 ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr 1 2 P= ( DK 0 6 P + DK0 7 P * w ( 1 ) ) 1 ( 1 -K ( 5 ) *K ( 7 ) ) -
+ ( K ( 6 )  + K ( 7 ) *W ( 1 )  ) * ( K ( 5 ) * DK0 7 P ) * ( 1 - K ( 5 ) *K ( 7 ) ) * * ( - 2 . )  
Dpr 1 2 Td= ( DK0 6Td+DK 0 7 Td*w ( 1 )  ) 1 ( 1 -K ( 5 ) * K ( 7 )  ) -
+ ( K ( 6 )  + K ( 7 )  * W ( l )  ) * ( K ( 5 )  * DK0 7Td)  * ( 1 -K ( 5 )  * K ( 7 ) ) * *  ( - 2 . )  
+ 
pr ( 1 3 )  = K ( 8 ) 1 ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr 1 3 L s 1 =DK0 8 L s 1 1 ( 1 -K ( 5 ) * K ( 7 ) ) 
Dpr1 3 Td=DK0 8Tdi ( 1 - K ( 5 ) * K ( 7 ) ) - K ( 8 ) * DK0 7 Td * ( 1 -K ( 5 ) * K ( 7 )  ) * * ( - 2 . )  
Dpr 1 3 P =DK0 8 P I ( 1 - K ( 5 ) *K ( 7 )  ) -K ( 8 ) * DK0 7 P * ( 1 - K ( 5 ) *K ( 7 )  ) * * ( - 2 . )  
pr ( 1 4 )  = ( K ( 1 1 )  + ( K ( 1 3 ) +K ( 1 2 )  ) *W ( 1 )  ) I ( 1 - ( K ( 2 )  * K  ( 9 )  * K  ( 1 3 ) + K  ( 1 4 )  
* K  ( 2 ) ) )  
Dpr 1 4 Tm2 = DK 1 1 Tm2 1 ( 1 - ( K ( 2 ) *K ( 9 ) *K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) )  
Dpr 1 4 Tm3 = DK 1 1Tm3 1 ( 1 - ( K ( 2 ) *K ( 9 ) *K ( 1 3 ) +K ( 1 4 ) *K ( 2 ) ) )  
Dpr 1 4 P= ( ( DK 1 1 P +W ( 1 ) * ( DK 1 3 P+DK1 2 P ) ) * ( 1 - ( K ( 2 ) *K ( 9 ) * K ( l 3 ) + K ( 1 4 ) * K ( 2 ) ) )  
+ + ( K ( 9 ) * ( DK 0 2 P * K ( 1 3 ) +DK 1 3 P * K ( 2 ) ) +K ( 2 ) * DK: 4 P+ DK 0 2 P * K ( 1 3 ) ) *  
( K ( 1 1 )  + ( K ( 1 3  ) + K ( 1 2  ) ) *W ( 1 )  ) ) * 
( 1 - ( K ( 2 )  *K ( 9 )  * K  ( 1 3 ) + K ( 1 4 )  *K ( 2 )  ) ) * * ( - 2 . ) 
Dpr 1 4 DENSb= ( ( DKl l DENSb+DW1DENSb* ( K ( 1 3 ) + K ( 1 2 )  ) +\IJ ( 1 )  * 
( DK 1 3 DENSb+DK 1 2 DENSb ) ) *  
+ ( 1 - ( K ( 2 ) * K ( 9 ) * K ( l 3 ) +K ( 1 4 ) * K ( 2 ) ) ) + 
+ ( K ( 1 1 ) + ( K ( 1 3 ) +K ( 12 ) ) *W ( l ) ) *  
+ ( K ( 2 ) * K ( 9 ) * DK 1 3 DENSb+K ( 2 ) *DK14 DENSb ) ) *  
+ ( 1 - ( K ( 2 )  * K ( 9 )  * K ( l 3 )  +K ( l 4 )  * K ( 2 ) ) )  * *  ( - 2 . )  
Dpr 1 4 Ls 1 = ( ( DK 1 1Ls 1 + DW1Ls 1 * ( K ( 1 3 ) +K ( 1 2 ) ) +W ( 1 ) * ( DK 1 3 L s 1 + DK 1 2 Ls 1 ) ) *  
+ ( l - ( K ( 2 ) * K ( 9 ) * K ( l 3 ) +K ( 14 ) * K ( 2 ) ) ) + 
+ ( K ( 1 1 ) + ( K ( l 3 ) +K ( 1 2 ) ) *W ( 1 ) ) *  
+ ( K ( 2 ) * ( DK0 9 Ls 1 * K ( 1 3 ) +K ( 9 ) *DK13Ls1 ) +K ( 2 ) * DK 1 4 L s 1 ) ) *  
+ ( 1 - ( K ( 2 ) *K ( 9 ) * K ( l 3 ) +K ( 1 4 ) * K ( 2 ) ) ) * * ( - 2 . )  
Dpr1 4 Xe = ( W ( 1 ) *DK13Xe+ ( K ( 9 ) * ( DK02Xe*K ( 1 3 ) +K ( 2 ) * DK 1 3 Xe ) + K ( 2 ) * DK 1 4 Xe +  
DK0 2Xe * K ( 1 4 ) ) ) * ( 1 - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( 14 ) *K ( 2 ) ) ) * * ( - 2 . )  
Dpr 1 4 DENSr = DW 1 DENSr * ( K ( 1 3 ) +K ( 1 2 ) ) 1 ( 1 - ( K ( 2 ) * K ( 9 ) *K ( 1 3 ) +K ( 1 4 ) 
+ * K  ( 2 ) ) )  
+ 
pr ( 1 5 )  = ( K ( 1 2 ) *K ( 5 ) - ( K ( 5 ) +K ( 1 0 )  ) * K ( 1 3 ) +K ( 1 5 )  ) I  
( 1 - ( K ( 2 )  * K ( 9 )  * K ( l 3 )  +K ( l 4 )  * K ( 2 ) ) )  
Dpr 1 5 P = ( ( DK1 2 P * K ( 5 ) +DK1 3 P * ( K ( 5 ) +K ( 1 0 ) ) +DK1 5 P ) * 
+ ( 1 - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( l 4 ) *K ( 2 ) ) ) +  
+ ( K ( 1 2 ) *K ( 5 ) + ( K ( 5 ) +K ( 1 0 ) ) * K ( 1 3 ) +K ( 1 5 )  ) *  
+ ( DK 1 3 P * K ( 2 ) * K ( 9 ) +K ( 1 4 ) * DK0 2 P+ DK 1 4 P * K ( 2 ) ) ) *  
( 1 - ( K ( 2 )  * K  ( 9 )  * K  ( 1 3 )  + K ( 1 4 )  * K  ( 2 )  ) ) * * ( - 2 . ) 
Dpr 1 5Ls 1 =  ( ( DK 1 2 Ls 1 * K ( 5 )  +DK1 3 Ls l *  ( K ( 5 )  + K ( 1 0 ) ) +DK1 5Ls l )  * 
+ ( l - ( K ( 2 ) * K ( 9 ) * K ( l 3 ) +K ( l 4 ) * K ( 2 ) ) ) + 
+ ( K ( 1 2 ) *K ( 5 )  + ( K ( 5 )  + K ( 1 0 )  ) *K ( 1 3 )  +K ( 1 5 )  ) * 
+ ( K ( 2 ) * ( DK 1 3 P * K ( 9 ) +K ( 1 3 ) * DK0 9 L s 1 ) + DK 1 4 Ls 1 * K ( 2 ) ) ) *  
+ ( 1 - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( 14 ) * K ( 2 ) ) ) * * ( - 2 . )  
Dpr1 5 DENSb= ( ( DK 1 2 DENSb* K ( 5 ) + DK 1 3 DENSb* ( K ( 5 ) +K ( 1 0 )  ) +  
+ DK1 0 DENSb * K ( 1 3 ) + DK 1 5 DENSb ) * 
( l - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( l 4 ) * K ( 2 ) ) ) +  
+ ( K ( 1 2 ) * K ( 5 ) + ( K ( 5 ) +K ( 1 0 )  ) * K ( 1 3 ) +K ( 1 5 )  ) *  
+ ( K ( 2 ) * K ( 9 ) * DK 1 3 DENSb+DK14 DENSb* K ( 2 ) ) ) * 
+ ( 1 - ( K ( 2 )  *K ( 9 )  * K ( 1 3 )  + K ( 1 4 )  * K  ( 2 )  ) ) * * ( -2 . ) 
Dpr 1 5Xe= ( ( DK 1 3 Xe * ( K ( 5 ) +K ( l 0 )  ) +DK1 5Xe ) * 
( l - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) ) +  
( K ( 1 2 ) * K ( 5 ) + ( K ( 5 ) + K ( 1 0 ) ) * K ( l 3 ) +K ( 1 5 )  ) *  
+ ( K ( 2 ) * K ( 9 ) * DK 1 3Xe+DK 1 4 X e * K ( 2 ) ) ) *  
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cc 
cc 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
+ ( 1 - ( K ( 2 )  * K  ( 9 )  *K ( 1 3 ) + K ( 1 4 )  *K ( 2 )  ) ) * * ( - 2 .  ) 
pr ( 1 6 )  = ( K ( l ) * K ( 9 ) *K ( l 3 ) +K ( l4 ) *K ( l ) +K ( l 6 ) ) /  
+ ( 1 - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) )  
Dpr 1 6 P= ( ( DK 0 1 P * K ( 9 ) *K ( 1 3 ) +K ( 1 ) * K ( 9 ) * DK 1 3 P +  
DK1 4 P *K ( 1 ) +DK0 1 P * K ( 1 4 ) + DK1 6 P ) * 
+ ( 1 - ( K ( 2 )  * K ( 9 )  *K ( 1 3 )  + K ( 1 4 )  * K ( 2 ) ) )  + 
+ ( K ( l )  * K ( 9 )  * K ( 13 )  + K ( 1 4 )  * K ( 1 )  +K ( 1 6 ) ) * 
+ ( DK 0 2 P * K ( 9 ) * K ( 1 3 ) +K ( 2 ) * DK 1 3 P * K ( 9 ) + DK 1 4 P * K ( 2 ) +  
DK0 2 P * K ( 1 4 ) ) ) *  
+ ( 1 - ( K ( 2 )  * K  ( 9 )  *K ( 1 3 ) + K ( 1 4 )  *K ( 2 ) ) ) * * ( - 2 . ) 
Dpr l 6Xe= ( ( DK 0 1 Xe * K ( 9 ) *K ( 1 3 ) +K ( 1 ) * K ( 9 ) * DK 1 3 Xe+ 
+ DK1 4 Xe * K ( 1 ) + DK0 1 Xe * K ( 1 4 ) + DK 1 6 Xe ) * 
( 1 - ( K ( 2 ) * K ( 9 ) *K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) ) +  
+ ( K ( 1 )  * K ( 9 )  * K ( 1 3 )  +K ( 1 4 )  * K ( l )  + K ( 1 6 ) ) * 
+ ( DK 0 2 X e * K ( 9 ) * K ( 1 3 ) +K ( 2 ) * DK1 3 Xe *K ( 9 ) + DK 1 4 Xe * K ( 2 ) +  
DK0 2 Xe * K ( 1 4 ) ) ) *  
( 1 - ( K ( 2 )  * K ( 9 )  * K ( 1 3 )  +K ( l 4 )  * K ( 2 ) ) )  * *  ( -2 . )  
Dpr 1 6Ls 1 = ( ( K ( 1 ) * ( DK 0 9 Ls 1 *K ( 1 3 ) + DK 1 3 Ls 1 *K ( 9 ) ) +K ( 1 ) * DK 1 4 L s 1 +  
+ DK1 6L s 1 ) * ( 1 - ( K ( 2 ) *K ( 9 ) * K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) ) + 
+ ( K ( 1 )  * K ( 9 )  * K ( 1 3 )  +K ( 1 4 )  * K ( 1 )  +K ( 1 6 ) ) * 
+ ( K ( 2 ) * ( DK 0 9 LS 1 * K ( 1 3 ) +K ( 9 ) * DK 1 3 LS 1 ) +K ( 2 ) * DK 1 4 LS 1 ) ) *  
+ ( 1 - ( K ( 2 )  *K ( 9 )  *K ( 1 3 )  + K ( 1 4 )  * K  ( 2 )  ) ) * * ( -2 . ) 
Dpr 1 6 DENSb= ( ( K ( l ) * K ( 9 ) * DK 1 3 DENSb+DK 1 4 DENSb * K ( 1 ) +DK1 6 DENSb) * 
+ ( 1 - ( K ( 2 ) * K ( 9 ) * K ( 1 3 ) +K ( 1 4 ) * K ( 2 ) ) ) +  
+ ( K  ( 1 )  *K ( 9 )  *K ( 1 3 ) +K ( 1 4 )  *K ( 1 )  +K ( 1 6 ) ) * 
+ ( K ( 2 ) * K ( 9 ) *DK13 DENSb+DK1 4 DENSb*K ( 2 ) ) ) *  
( 1 - ( K ( 2 )  * K  ( 9 )  * K  ( 1 3 )  + K ( 1 4 )  * K  ( 2 )  ) ) * * ( - 2 . ) 
AUX ( 1 )  = ( pr ( 1 2 ) +pr ( 1 3 ) * pr ( 9 ) + ( pr ( 1 3 ) *pr ( 1 1 ) * ( pr ( 1 4 ) +pr ( 1 6 )  
+ * pr ( 9 ) ) / ( 1 -pr ( 1 6 ) *pr ( 1 1 ) ) ) ) / ( ( 1 - pr ( 1 0 ) * pr ( 1 3 ) ) -
+ ( pr ( 1 3 ) *pr ( 1 1 ) * ( pr ( 1 5 ) +pr ( 1 6 ) * pr ( 1 0 ) ) ) /  
+ ( 1 -pr ( 1 6 ) * pr ( l l ) ) )  
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
DAUX1 Tm 1 = Dp r 1 2 Tm 1 / (  ( 1 -pr ( 1 0 ) *pr ( 1 3 ) ) ­
( pr ( 1 3 ) * pr ( l 1 ) * ( pr ( 1 5 ) +pr ( 1 6 ) * pr ( 1 0 ) ) ) /  
( 1 -pr ( 1 6 ) *pr ( 1 1 ) ) )  
DAUX1Tm2 =pr ( 1 3 ) *pr ( 1 1 ) * Dp r 1 4 Tm2 / ( ( 1 -pr ( 1 0 ) *pr ( 13 ) ) ­
( pr ( 1 3 ) *pr ( 1 1 ) * ( pr ( 1 5 ) +pr ( 1 6 ) * pr ( 1 0 ) ) ) /  
( 1 -pr ( 1 6 )  * pr ( l l ) ) )  
DAUX 1 Tm3 =pr ( 1 3 ) *pr ( 1 1 ) * Dp r 1 4Tm3 / ( ( 1 -pr ( 1 0 ) * pr ( 13 ) ) -
( pr ( 1 3 ) * pr ( 1 1 ) * ( pr ( 1 5 ) +pr ( 1 6 ) * pr ( 1 0 ) ) ) /  
( 1 -pr ( 1 6 ) *pr ( 1 1 ) ) )  
DAUX 1 Tm4 =Dpr 1 2 Tm4 / ( ( 1 -pr ( 1 0 ) *pr ( 1 3 )  ) ­
( pr ( 1 3 ) *pr ( 1 1 ) * ( pr ( 1 5 ) +pr ( 1 6 ) *pr ( 1 0 ) ) ) /  
( 1 - pr ( 1 6 )  *pr ( 1 1 )  ) ) 
DAUX 1 L s 1 = ( Dp r 1 2 L s 1 +Dpr 1 3 L s 1 *pr ( 9 ) +pr ( 1 3 ) * Dpr 9Ls 1 +  
( ( Dp r 1 3 Ls 1 *pr ( 1 1 ) * ( pr ( 1 4 ) +pr ( 1 6 ) * pr ( 9 ) ) +  
pr ( 1 3 ) * ( Dp r 1 1 Ls 1 * ( pr ( 1 4 ) +pr ( 1 6 ) * pr ( 9 ) ) +  
pr ( 1 1 ) * ( Dpr14Ls 1 +Dpr1 6 L s 1 *pr ( 9 ) +Dpr9Ls 1 *  
pr ( 1 6 ) ) )  ) * ( 1 -pr ( 1 6 ) * pr ( 1 1 )  ) +  
pr ( 1 3 ) * pr ( l � ) * ( pr ( 1 4 ) +pr ( 1 6 ) * pr ( 9 )  ) *  
( Dp r 1 6Ls l *pr ( 1 1 ) +Dpr 1 1 L s 1 *pr ( 1 6 ) ) ) *  
( 1 -pr ( 1 6 )  * pr ( 1 1 )  ) * * ( - 2 . ) ) * ( ( 1 - pr ( 1  0 )  *pr ( 1 3 ) ) -
( pr ( 1 3 ) * pr ( 1 1 ) * ( pr ( 1 5 ) +pr ( l 6 ) * pr ( 1 0 ) ) ) / 
( 1 - pr ( 1 6 ) *pr ( 1 1 ) ) ) ­
( pr ( 1 2 ) +pr ( 1 3 ) *pr ( 9 ) + ( pr ( 1 3 ) *pr ( 1 l ) * l pr ( 1 4 ) +pr ( 1 6 )  
*pr ( 9 )  ) I ( 1 -pr ( 1 6 )  *pr ( 1 1 )  ) ) ) * 
( Dp r l 0 L s l *pr ( 1 3 
c + + + + + + + + + + ++ + + + + + + + + + + + + + + + + + + + + + + + + + +  
c - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
c c  
DTp2 = Wpi * ( Tp 1 -Tp2 ) / ! DENSw*Ap * ( L- Ls 1 ) ) 
+ - Upm* Spm2 * ( Tp2 -Tm2 ) / ( Mp2 * Cp 1 )  - ( Tp 1 -Tp2 ) *AUX ( 1 ) / ( L - Ls l )  
DTp 2 Tp2 = ( -Wpi / ( DENSw*Ap * ( L-Ls l )  ) -Upm * Spm2 / ( Mp2 * Cp l ) +  
+ AUX ( l ) / ( L -Ls l ) ) *de l ta t + l . 
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+ 
DTp3 Wpi * ( Tp2 -Tp3 ) / ( DENSw*Ap* ( L- L s l ) )  
-Upm* Spm2 * ( Tp3 -Tm3 ) / ( Mp2 * Cp l ) 
DTp3 Tp3 = ( -Wpi / ( DENSw*Ap * ( L- Ls l )  ) -Upm * Spm2 / ( Mp2 *Cp l ) ) *  
+ del tat + l . 
DTp4 = Wpi * ( Tp 3 - Tp4 ) / I DENSw*Ap * L s l ) 
+ -Upm* Spml * ( Tp4 - Tm4 ) / ( Mp l * Cp l )  - ( Tp4 -Tp3 ) *AUX ( l ) / L s l  
DTp4Tp4 = ( - Wpi / ( DENSw*Ap * Ls l ) -Upm * Spml / ( Mpl * Cp l ) -AUX ( l ) / Ls l )  
+ * de l ta t + l . 
DTpo = ( l . / Thp i ) * ( Tp4 -Tpo ) 
DTpoTpo= 1 . - 1 . /Thp i * de l t a t  
DTm1 = ( ( Upm * Spm1 ) / ( Mml * Cm ) ) *Tpl +Td*Ums 1 * Sms 1 / ( 2 *Mm1 * C m )  
+ - ( ( Upm* Spm1 + Ums 1 * Sms l ) / ( Mm 1 * C m )  ) * Tm1 +  
+ ( Ums l * Sms 1 / ( 2 *Mm1 * Cm )  ) * ( X 1  + KS * P ) -
+ ( Tm l - Tm2 ) *AUX ( 1 ) / ( 2 * Ls 1 )  
DTm1Tml = l . - (  ( Upm* Spm1 + Ums 1 * Sms l ) / ( Mm 1 *Cm) +AUX ( 1 ) / ( 2 * L s l ) ) 
+ * de l tat - ( Tm 1 - Trn2 ) * DAUX 1 Tm1 / ( 2 * Ls 1 ) * de l tat 
D l s l =aux ( 1 )  
c D l s 1 l s l =DAUX1 L s 1  
D l s 1 Ls 1 = 1 . 
DTm2 = ( ( Upm* Spm2 ) / ( Mm2 * C m )  ) * Tp2 +  
+ - (  ( Upm* Spm2 + Ums 2 * Sms 2 ) / ( Mm2 *Cm)  ) * Tm2 + 
+ ( Ums 2 * Srns 2 / ( Mm2 *Cm)  ) * ( X 1  + K S * P ) -
+ ( Tm 1 -Tm2 ) *AUX ( 1 ) / ( 2 * ( L-L s l ) ) 
DTm2 Tm2 = 1 . - (  ( ( Upm* Sprn2 + Ums 2 * Sms 2 ) / ( Mm2 * Cm ) ) -
+ AUX ( 1 ) / ( 2 * ( L-Ls1 ) ) ) * de l t a t +  
+ 
DTm3 
( Tm 1 -Tm2 ) * DAUX1Tm2 / ( 2 * ( L-Ls l ) ) * de l ta t  
( ( Upm* Spm3 ) / ( Mm3 * Cm )  ) * Tp3 
- ( ( Upm* Spm3 + Ums 2 * Sms 3 ) / ( Mm3 * C m )  ) * Trn3 
+ (  Ums 2 * Sms 3 / ( Mm3 * Cm )  ) * ( X 1  + K 5 * P ) -
( Tm4 -Tm3 ) *AUX ( 1 ) / ( 2 * ( L-Ls l ) ) 
DTm3Tm3 = 1 . - ( ( Upm* Spm3 + Ums 2 * Sms3 ) / ( Mm3 * Cm ) + 
+ AUX ( 1 ) / ( 2 * ( L- Lsl ) ) ) *de l ta t -
+ ( Tm4 - Tm3 ) * DAUX1Tm3 / ( 2 * ( L - Ls 1 ) ) * de l ta t  
DTm4 ( ( Upm* Spm4 ) / ( Mm4 *Cm)  ) * Tp4+Td * Ums l * Sms4 / ( 2 *Mm4 * Cm )  
+ - ( ( Upm* Spm4 + Ums 1 * Sms 4 ) / ( Mm4 * C m )  ) * Trn4 
+ + (  Ums 1 * Sms4 / ( 2 *Mm4 *Cm)  ) * ( X 1  + K S * P ) -
( Tm 4 - Tm3 ) *AUX ( l ) / ( 2 *Ls 1 )  
DTm4Tm4 = 1 . - ( ( Upm* Spm4 + Ums 1 * Sms4 ) / ( Mm4 *Cm) -AUX ( l ) / ( 2 * L s 1 ) ) 
+ *de l tat - ( Tm4 -Trn3 ) * DAUX1Tm4 / ( 2 * Ls 1 ) * de l tat 
r e turn 
end 
subrout i ne f i r l a  
rea l * B  t s am , a l , a2 , a3 , pO , puvO , pinO , pr O , pdvO , pdi s , puvdO , wm f pO O , q0 
real * B  e f fp , wsgO O , i , l tt , kp , tau , area , hinO , hou t O , kr 1 , kr2 , kl 1 , kl 2 , l sp , l s e t  
rea l * B  psuc , tau1 , tgo , npumpO , wf O , tkic k , i nc l , i ntpi , int f i , i nwp i , inwf i , tmax 
real * B  densm , densw, densrO , densd , densdw, densgO , dens s , densbO , n  
real * B  do , di , l , l s 1 0 , ar , adw , ad, a f s , l r , l dwO , ld , vp , vs , vr , vdr 
rea l * B  theta i , tpix , tplO , tp 2 0 , tp4 0 , tpoO , tm1 0 , tm2 0 , tm4 0 
rea l * 8  tdwO , tdO , t s a t O , t f i x , t fw , tp3 0 , tm3 0 , t f i O , hf , h fg , vf 
rea l * 8  v fg , xe O , k1 , k2 , k3 , k4 , k5 , k6 , k7 , x1 , x2 , x3 , x4 , x5 , x6 , hi , hos 
rea l * B  hob, k th , cp1 , cp2 , cm , wf i O , wp ix , wl O , c l x , c d , tou , tou1 , tou2 , g1 , g2 , gv 
rea l * 8  wnv , z tv , vO , uO , wO , r O , mO , p i , rho1 , wm f tpO , kr , i 0 r , phdO , hO , pd i s O  
rea l * 8  f 1 , f 2 , f 3 , kv , fv, hout , w2 0 , w3 0 , w4 0 , l s 2 0 , mm , mm 1 , mm4 , mm2 
rea l * B  mm3 , sm , sms l , sms2 , sms3 , sms 4 , spm 1 , spm2 , spm3 , spm4 , pr 1  
rea l * 8  pr2 , dm , ap , mp , mp1 , mp2 , mp3 , mp4 , ms 1 , upm , ums 1 , ums2 , vp i , mp i , mpo , md 
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rea l * B  hbO , hxeO , lbO , c  , wr , x l dwO , xw s t O , xp O , txde l O , xt f i , t f i , thp i  
rea l * B  wp i , tp i O , c l , ws , denl , den2 , k ( 2 7 )  , pr ( 1 6 )  , aux ( l O )  , w ( 4 )  , a fwvO , fwcont 
rea l * B  delps , gainl , ga n2 , gain3 , ga in4 , l set s , puvds , puvs , phds , pd i s s  
rea l * B  hs , n f s l , npump l , duml , arvl , nf , a fwv , w f i , phd 
rea l * B  puv , pdv , del tap , h , xpt , xpump , wmfpt , wf i s , a fwvs 
rea l * B  tpi , tp l , tp2 , tp3 , tp4 , tpo , tm l , tm2 , tm3 , tm4 , dens b , densr , l s l , xe , l dw 
rea l * 8  tdw , p , t d , wf , puvd , npump , dtpi , dt p l , dtp2 , dtp3 , dtp4 , dtpo , dtml 
real * 8  dtm2 , dtm3 , dtm4 , ddensb , ddens r , d l s l , dxe , dldw 
rea l * B  dtdw , dp , dtd , dwf , dpuvd , dnpump , l l l , econtr ( 2 ) , auto ( 2 )  
rea l * B  x l s e t , xl dw , xl l , dx 1 2 , dx1 3 , ta l 3 , ka l 3 , bx s t , bxwf , xs t , xwf , dxl 4 , x1 3  
rea l * B  ka 1 4 , xl 4 , x1 4a , x1 4 b , x l 5 , xl 2 , xl 6 , a fwvb , k f i n  
rea l * 8  x 1 2 0 , x1 3 0 , x1 4 0 , ta l 2 , ta14  
common / a l i 3 3 /xl 2 0 , x1 3 0 , x1 4 0 , t a l 2 , t a 1 4  
common / a l i 3 1 /  x l dw , x l l , dx l 2 , dx l 3 , ta 1 3 , ka 1 3 , bxst , bxwf , xs t , xw f , dx 1 4 , x1 3  
c ommon / a l i 3 2 /  x l s e t , ka l 4 , xl 4 , x1 4a , x1 4 b , x l 5 , x1 2 , x1 6 , a fwvb , kf in 
common / a l i O l /  
+ tsam, a l , a2 , a3 , pO , puvO , p inO , pr O , pdvO , pd i s , puvdO , wm f pO O , q0 
common / a l i 0 2 / 
+ e f f p , wsgO O , i , l t t , kp , tau , area , hinO , houtO , kr l , kr 2 , kl l , kl 2 , l s p , l s e t  
common / al i O O /  
+ psuc , taul , tgo , npumpO , wf O , tkick , i nc l , intpi , in t f i , inwp i , inwf i , tmax 
common / a l i 0 3 /  densm , densw , densrO , densd , densdw , densgO , dens s , densbO , n  
common / a l i 0 4 /  do , di , l s l O , ar , adw , ad , a f s , l r , ldwO , ld , vp , vs , vr , vdr 
common / a l i O S /  thetai , tp i x , tpl O , tp2 0 , tp4 0 , tpoO , tml O , tm2 0 , tm4 0 
common / a l i 0 6 /  tdwO , tdO , t satO , t f ix , t fw , tp3 0 , tm3 0 , t f i O , h f , h f g , vf 
common / a l i 0 7 /  vfg , xe O , k l , k2 , k3 , k4 , kS , k6 , k7 , xl , x2 , xJ , x4 , x5 , x6 , hi , ho s  
common / a l i O S /  hob , k th , cpl , cp2 , cm , w f i O , wpix 
common / de l i O l /  w l O , c l x , c d , t ou , toul , tou2 , gl , g2 , gv 
common / a l i 0 9 /  wnv , z tv , vO , uO , wO , r O , mO , pi , rhol 
common / de l i 0 2 / wmf tp O , kr , i O r , phdO , hO , pdi s O  
common / a l i l O /  f l , f2 , f3 , kv , fv, hout , w2 0 , w3 0 , w4 0 , l s 2 0 , mm , mm l , mm4 , mm2 
common / a l i l l /  mm3 , sm , sms l , sms2 , sms 3 , sms 4 , spm l , spm2 , spm3 , spm4 , pr l  
common / a l i l 2 / pr2 , dm , ap , mp , mp l , mp2 , mp3 , mp4 , ms l , upm 
common / de l i 0 3 / ums l , ums2 , vp i , mp i , mpo , md , thp i  
common / a l i l 3 /  hbO , hxeO , lb O , c l , wr , xldwO , xw s t O , xp O , txde l O , xt f i , t f i  
c ommon / al i l 4 /  wp i , tp i 0 , c l , ws t , denl , den2 
c ommon / de l i 0 4 /  k , pr , aux , w , a fwvO , fwcont 
common / al i l S /  
+ de lps , ga i n l , gain2 , gain3 , gain4 , l se t s , puvds , puvs , phds , pdi s s  
common / a l i l 6 /  hs , nf s l , npump l , dum l , arvl , nf , a fwv , wf i , phd 
common / a l i l 7 /  puv , pdv , del tap , h , xp t , xpump , wmfp t , wf i s , a fwvs 
common / al i 1 8 /  
+ tpi , tp l , tp2 , tp3 , tp4 , tpo , tml , tm2 , tm3 , tm4 , dens b , dens r , l s l , xe , l dw 
c ommon / al i 1 9 /  
+ t dw , p , td , wf , puvd , npump , dtpi , dt p l , dtp2 , dtp3 , dtp4 , dtpo , dt m l  
common / a l i 2 0 /  dtm2 , dtm3 , dtm4 , ddensb , ddensr , dl s l , dxe , d l dw 
common / a l i 2 1 /  dtdw , dp , dtd, dwf , dpuvd , dnpump , l l l , econtr , auto 
t sam= S 
a 1 = 2 4 4 0  
a 2 = 2 4 1 . 1 9 
a ] = - 8 6 9 . 1 7 
p 0 = 8 4 8 . 9 3 4  
puv0 = 9 1 7 
p i n0 = 1 6 0  
p r0 = 1 6 0  
pdv0 = 8 7 7 . 6  
pdi s = 9 8 9 . 1 7 
puvd0 = 9 1 7 . 5 8 4  
wmfp 0 0 = 1 3 2 2 7 4  
q0 = 1 8 6 0 0 . 9 8 
e f fp = l  
wsg0 0 = 1 4 9 2 1 7 0 3  
i = 1 6 0  
l t t = l O O O  
kp= S  
tau= l O O  
area=2 . 7  
hin0 = 1 2 7 1 . 4  
hou t = 9 7 6 . 2  
kr l = 0 . 0 3 
kr2 = 0 . 0 0 0 3  
k l 1 = 3 . 3  
k l 2 = 2  
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l sp= l O  
l s e t =4 2 . 1 7 
psuc = 3 6 0  
tau l = 5  
t go = O  
npump0 = 5 3 4 3 . 3 1 
w f 0 = 1 0 3 5 . 2 6  
t k i c k= 5 0 0  
i nc l = O  
intp i = O  
i nt f i = O  
i nwp i = O  
i nw f i = O  
tmax = l O O  
densm= 5 3 0  
densw= 4 5 . 7 1 0  
densr 0 = 7 . 8 7 6 9 5  
densd= 5 0 . 3 2 
densdw= 4 7 . 6 6 
densg0 = 1 . 8 3 2 5  
dens s = 5 2 . 3 2 
densb0 = 1 3 . 6 2 6 9  
n = 3 3 8 8  
do= . 8 7 5  
d i = . 7 7 5  
1 = 3 5 . 5 4 
l s 1 0 = 3 . 4 4 3 7 2  
a r =4 8 . 7  
adw= l l O . 7 4  
ad= 3 2  
a f s = 6 0 . 6 7 
l r = 9 . 6 3 
ldw0 = 9 . 6 3 
ld= 3 5 . 5 4 
vp= 1 0 7 7  
vs = 3 3 3 2 . 2 8 
vr=4 6 8 . 9 8 1  
vdr =4 3 9 8 . 7 0 6  
t he t a i = 5 9 2 . 5  
tpix=5 9 2 . 5  
tp1 0 = 5 8 7 . 3 7 
tp2 0 = 5 5 7 . 3 4 3  
tp4 0 = 5 3 9 . 2 5 6  
tpo 0 = 5 3 9 . 2 5 6  
tm1 0 = 5 5 3 . 4 6 8  
tm2 0 = 5 3 6 . 0 5 
tm4 0 = 5 2 7 . 3 02 
tdw 0 = 5 0 4 . 3 1 5  
td0 = 5 0 4 . 3 1 5  
t s a t 0 = 5 2 1 . 9  
t f i x = 4 3 4 . 3  
t fw= 4 3 4 . 3  
tp3 0 = 5 4 1 . 0 6 5  
tm3 0 = 5 2 9 . 5 2 1  
t f i 0 = 4 3 4  
h f = 5 1 5 . 2  
h f g = 6 7 8 . 3  
v f = 0 . 0 2 0 9 8  
vfg=0 . 5 2 4 7  
xe0 = 0 . 1 9 9 7 5  
k l = 3 . 5 e - 6  
k2 = - 7  . 1 3 5 e - 4  
k 3 = 0 . 1 7 
k 4 = - 0 . 2  
k 5 = 0 . 1 4 
k 6 = 0 . 1 4 
k7 = 2 . 3 7 e - 3  
x1 = 4 0 2 . 9 4 
x2 = 0 . 0 1 8  
x3 = 1 . 1 3 0 9 6  
x 4 =3 7 0 . 7 5 1  
x 5 = 8 5 0 . 0 4 
x 6 = - 0 . 1 8 1 2 8 9  
h i = 1 . 2 5 
hos = 0 . 8 7 6 0 3  
hob= 1 . 8 7 
kth= 0 . 0 0 8 8 2 7 5  
c p 1 = 1 . 3 9 
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cp2 = 1 . 1 6 5  
cm=O . 1 1 
w f i 0 = 1 0 3 5 . 2 6 
wpix= 1 0 9 4 1 . 6  
w 1 0 = 5 1 8 1 . 9 5 
c l x = 1 . 2 1 9 5  
cd=4 . 1 0 1 4 8 6 2 3 e - 7  
tou= 5 . 2  
tou1 = 2 5 0  
tou2 = 1 2 0  
g 1 = 6 5 . 2  
g 2 = 1 . 0  
qv=3 2 . 2  
wnv= 0 . 6 3 
z tv= 3 . 1 8 
v O = O  
u O = O  
wO = O  
r O = O  
m O = O  
p i =acos ( - 1 . )  
Wmf p t O =wmfp0 0 / 3 6 0 0 / 2  
Kr=Wmfpt 0 / 1 6 6 . / 0 . 5  
I 0 r = 0 . 5 / Kr 2  
rho l = S O  
Phd0 =4 5 . + 0 . 6 6 E - 0 5 *Wf0 
H O = a 1 + a 2 +a 3  
Pdi s O = Psuc + H O * Rho 1 / 1 4 4  
f 1 = ( Pd i s 0 - Phd0 ) /W f 0 * * 2  
f 2 = ( Phd0 - Puv0 ) /Wf 0 * * 2  
f 3 = ( Pdv0 - P O ) / W f 0 * * 2  
Kv=Wf O / sqrt ( PuvO - PdvO ) 
fv= l / Kv / Kv 
hou t = h i n O  - H O *Wf0 / ( 7 7 8 * E f fp * Wmfpt 0 )  
W 1 0  
W 1 0  
W 1 0  
W2 0 
W3 0 
W4 0 
L s 2 0  
Mm 
Mml 
Mm4 
Mm2 
Mm] 
Sm 
Sms 1 
Sms2 
Sms3 
L - L s 1 0  
DENSm*N* L * P I * ( Do * * 2 - Di * * 2 ) / ( 4 * 1 4 4 ) 
Mm*Ls l O / L  
Mm1 
Mm* ( Ls 2 0 / L )  
Mm2 
L * P I * Do*N/ 1 2  
Sm*L s 1 0 / L  
Sm* ( Ls 2 0 / L )  
Sms 2 
Sms4 = Sms 1 
Spml = Sms 1 * Di / Do 
Spm2 Sms 2 * D i / Do 
Spm3 Spm2 
Spm4 Spm1 
P r 1  Spm 1 / L s l 0  
Pr2 Sms 2 / L s 2 0  
Dm ( Di + Do )  / 2  
Ap 
Mp 
Mp1 
Mp2 
Mp3 
Mp4 
Ms 1 
P I * Di * * 2 *N / ( 4 . ' 1 4 4 . )  
DENSw*Ap * L  
Mp * L s 1 0 / L  
Mp * Ls 2 0 / L 
Mp2 
Mp1 
A f s * DENS s * L s 1 0  
Upm 
Ums 1  
Ums 2  
1 . / ( 1 . /h i  + ( D i *alog ( real ( Dm / Di ) ) ) / ( 2 4 * K t h )  ) 
1 . / ( 1 . / hos + ( Do * alog ( real ( Do / Dm ) ) ) / ( 2 4 *Kth ) ) 
1 . / ( 1 . / hob + ( Do * a l og ( rea l ( Do / Dm ) ) ) / ( 2 4 * K t h ) ) 
Vpi 
Mpi 
Mpo 
Md 
( Vp-Ap * 2 * L ) / 2  
DENSw*Vpi 
Mpi 
DENSd*Ad*Ld 
wpi =wp ix 
Thpi = Mpi /Wp i  
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HbO 
Hxe O  
DENSbO =  
LbO 
Hf + XeO * H f g / 2  
H f  + XeO * H f g  
1 / ( V f +Xe O *Vfg / 2 . )  
Ls 2 0  
C 1  = 1 . / SQRT ( Cd )  
\'Jr = ( l �XeO )  *\'J4 0 
X l dwO = l dwO 
Xws t O =p D * c lx 
XpO =pO 
txdel 0 = ( tp 4 0 � tp 1 0 ) * ( t f i O � tdw0 ) 
xt f i O = t f i x  
1 1 1 = 1  
tpi O = tp i x  
delps = 1 9 5 . 0  
ga i n 1 = 1 0 . 0  
gain2 = 1 0 . 0  
gain3 = 5 . 0  
gain4 = 5 . 0  
l s e t s = 9 . 6 3 
t f i = t f ix 
c l = c lx 
ta 1 2 = 5 . 0  
tal 3 = 1 8 0 0 . 0 
ka l 3 = 4 . 0 
ta 1 4 = 3 0 0 . 0  
ka 1 4 = 0 . 0 0 1  
k f i n = 1 . 0  
x l 2 0 = 0 . 0  
x l 3 0 = 0 . 0  
x 1 4 0 = 0 . 0  
re turn 
end 
Sub kf ( k f 1e v ,  k fpre ) 
e s t ( 1 1  = 1 . 2 7 3 1 3 7  * . 3 3 1 5 7 6  * kf lev + . 4 5 7 0 6 4 8  * . 0 2 4 9 1 5 7 8  * deger ( 6 )  + . 0 2 5 6 8 7 1 7  * 
( . 3 3 : 5 7 6  * k f lev) A 2 + . 2 1 4 2 9 7 4  * . 0 0 5 2 7 2 0 2 3  * deger ( 5 )  � . 0 0 0 5 0 3 6 6 7 4  * . 0 0 5 2 7 2 0 2 3  * 
deger ( 5 )  * ( . 0 2 4 9 1 5 7 8  * deger ( 6 ) ) A 2 + 1 7 . 9 5 2 7 3  
e s t ( 2 ) = 1 5 . 5 2 2 0 9  * . 0 2 9 7 5 8 0 7  * k fpre + 9 . 2 3 3 8 7 5  * . 0 2 4 9 1 5 7 8  * deger ( 6 )  + 7 0 . 6 9 3 5 5  * 
. 0 1 6 : 9 2 6 8  * deger ( 2 )  � 4 . 1 0 2 9 9 3  * . 0 0 5 2 7 2 0 2 3  * deger ( 5 )  � 4 . 9 6 5 6 3 1  * . 0 3 4 2 8 3 2 8  * deger ( 3 )  
� 2 9 6 . 0 4 8 6  
dldl 
d1dp 
dpd1 
dpdp 
1 . 2 7 3 1 3 7  * . 3 3 1 5 7 6  + 2 #  * . 0 2 5 6 8 7 1 7  * ( . 3 3 1 5 7 6  * k f l ev )  * . 3 3 1 5 7 6  
0 #  
0 #  
1 5 . 5 2 2 0 9  * . 0 2 9 7 5 8 0 7  
f ( 1 '  1 )  
f ( 1 '  2 )  
f ( 2 '  1 )  
f ( 2 '  2 )  
po ( 1 ,  1 )  
1 )  + p ( 2 ,  
po ( 1 ,  2 )  
1 )  + p ( 2 '  
po ( 2 ,  1 )  
1 )  + p ( 2 '  
po ( 2 , 2 )  
1 )  + p ( 2 ,  
tmp ( 1 ,  1 )  
tmp ( 1 ,  2 )  
tmp ( 2 ,  1 )  
t mp ( 2 ,  2 )  
dettmp = 
dldl 
d l dp 
dpd1 
dpdp 
= f ( 1 '  1 )  
2 )  * f ( 1 '  
= f ( 1 ,  1 )  
2 )  * f ( 2 '  
= f ( 2 '  1 )  
2 )  * f ( 1 '  
- f ( 2 ' 1 )  
2 )  * f ( 2 '  
po ( 1 ,  
po ( 1 ,  
po ( 2 ,  
po ( 2 ,  
tmp ( 1 ,  1 )  
* ( p ( 1 ,  
2 ) ) 
* ( p  ( 1 ,  
2 ) ) 
* ( p  ( 1 ,  
2 ) ) 
* ( p ( 1 ,  
2 I I 
1 )  + . 3  
2 )  
1 )  
2 )  • 1 #  
* tmp ( 2 ,  
1 1  * 
1 )  * 
1 )  * 
1 )  * 
2 )  
tmpi ( 1 , 1 )  = tmp ( 2 ,  2 )  I det tmp 
f ( 1 '  1 )  + p ( 1 , 2 )  * f ( 1 , 2 ) ) + f ( 1 '  2 )  
f ( 2 '  1 )  + p ( 1 ,  2 )  * f ( 2 '  2 ) ) + f ( 1 '  2 )  
f ( 1 ,  1 )  + p ( 1 ,  2 )  * f ( 1 ,  2 ) ) + f ( 2 ,  2 )  
f ( 2 '  1 ) + p ( 1 '  2 1  * f ( 2 ' 2 1 1 + f ( 2 '  2 )  
·- tmp ( 1 ,  2 )  * tmp ( 2 ,  1 )  
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* ( p  ( 2 ' 1 )  * f ( 1 '  
* ( p ( 2 ' 1 )  * f ( 2 '  
* ( p  ( 2 '  1 )  * f ( 1 '  
* ( p  ( 2 ' 1 )  * f ( 2 '  
tmpi ( 2 ,  2 )  
tmpi ( 1 ,  2 )  
tmpi ( 2 ,  1 )  
g ( 1 ,  1 )  
g ( 1 ,  2 )  
g ( 2 '  1 )  
g ( 2 '  2 )  
kerr ( 1 )  
kerr ( 2 )  
corr ( 1 )  
corr ( 2 ) 
tmp ( 1 ,  1 )  I dettmp 
- tmp ( 1 ,  2 )  I dettmp 
- tmp ( 2 ,  1 )  I dettmp 
po ( 1 ,  1 )  * tmpi ( 1 ,  1 )  + po ( 1 ,  2 )  * tmpi ( 2 ,  1 )  
po ( 1 ,  1 )  * tmpi ( 1 ,  2 )  + po ( 1 ,  2 )  * tmpi ( 2 ,  2 )  
po ( 2 , 1 )  * tmpi ( 1 ,  1 )  + po ( 2 , 2 )  * tmpi ( 2 , 1 )  
po ( 2 ,  1 )  * tmpi ( 1 ,  2 )  + po ( 2 ,  2 )  * tmpi ( 2 ,  2 )  
deger ( 7 )  - e s t ( 1 )  
deger ( 1 0 ) - e s t ( 2 ) 
g ( 1 ,  1 )  * kerr ( 1 )  + g ( 1 ,  2 )  * kerr ( 2 )  
g ( 2 ,  1 )  * kerr ( 1 )  + g ( 2 ,  2 )  * kerr ( 2 )  
e s t ( 1 )  = e s t ( 1 )  + corr ( 1 )  
e s t ( 2 )  = e s t ( 2 )  + corr ( 2 ) 
p ( 1 ,  1 )  
p ( 1 ,  2 )  
p ( 2 '  1 )  
p ( 2 '  2 )  
k f lev 
k fpre 
End Sub 
( 1 # - g ( 1 , 1 )  ) * po ( 1 , 1 ) + g ( 1 , 2 ) * po ( 2 , 1 )  
( 1 # - g ( 1 ,  1 )  ) * po ( 1 ,  2 )  + g ( 1 ,  2 )  * po ( 2 ,  2 )  
g ( 2 ,  1 )  * po ( 1 , 1 )  + ( 1  # g ( 2 ,  2 )  ) * po ( 2 ,  1 )  
g ( 2 ,  1 )  * po ( L 2 )  + ( 1 # - g ( 2 , 2 )  ) * po ( 2 , 2 )  
e s t  ( 1 )  
e s t ( 2 )  
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APPENDIX E 
Code Listing for System Executive 
VERS I ON 2 . 0 0 
& H O O C O C O C O &  
Beg i n  F o r m  d i sp lay 
Bac kCo l o r  
Cap t i o n  
C l i entHe ight 
C l ientLe f t  
C l i entTop 
C l ientWidth 
Height 
" Ins tant SV for Steam Generator A - Uni t  1 "  
8 7 1 5  
Icon 
Le f t  
L inkTop i c  
MaxBut ton 
S c a l eHe i ght 
Sca l eWidth 
Top 
1\li dt h  
Beg i n  CommonDi a l og 
DialogT i t l e  
L e f t  
Top 
End 
7 0 5  
3 0 0  
1 1 2 9 5  
9 1 2 0  
D I SPLAY . FRX : O O O O  
6 4 5  
" Form1 " 
0 ' Fa lse 
8 7 1 5  
1 1 2 9 5  
- 4 5  
1 1 4 1 5  
CMDialog 1  
· svs He lp " 
1 0 2 0 0  
7 4 4 0  
Begin SS Pane l Pane l 3 D1 
BackC o l o r  &HO OCOCOCO& 
1 ' Inset Beve l Inner 
Cap t ion 
Font 3 D  
Heigh t  
Le f t  
Tabindex 
Top 
Width 
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Begin T imer T imer l 
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Begin SSCommand Command3D9 
Caption " Pr int A l l  SV" 
Fon t 3 D  3 ' Inset w/ l i ght shading 
End 
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Le f t  8 8 8 0  
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Tabindex 4 8  
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Wi dth 1 2 1 5  
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Cap t i on 
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F'oreCo l o r  
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Le f t  
Frame 3 D l 3  
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Tabindex 4 7  
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Beg i n  S SConunand 
Cap t i on 
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Capt ion 
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Heigh t  
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End 
L e f t  
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Conunand3D7 
" He lp "  
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4 9 5  
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Conunand3DB 
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3 ' Inset w / l ight s hading 
4 9 5  
2 0 4 0  
4 3  
9 6 0  
1 2 1 5  
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3 ' Inset 
4 9 5  
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4 9 5  
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X1 
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BorderWidth 
X 1  
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End 
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A l i gnment 
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Font 3 D  
ForeC o l o r  
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Le f t  
Tab I ndex 
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Begi n  Gauge Gauge2 
Aut o s i z e  
BackCo lor 
ForeCo lor 
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InnerLe f t  
InnerRight 
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Le f t  
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M i n  
NeedleWidth 
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End 
Begin Gauge Gauge2 
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1 6 8 0  
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&H0 0 8 0 8 0 8 0 &  
3 
1 4 4 0  
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1 8 0 0  
1 8 0 0  
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3 
1 6 8 0  
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6 0 0  
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&H0 0 8 0 8 0 8 0 &  
3 
1 6 8 0  
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&H0 0 8 0 8 0 8 0 &  
3 
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&H0 0 8 0 8 0 8 0 &  
3 
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&H0 0 8 0 8 0 8 0 &  
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1 ' Ve r t i c a l  Bar 
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7 0 0  
1 0 9 5  
- 1 ' True 
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InnerLe f t  
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Le f t  
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End 
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5 
5 
5 
5 
3 3 6 0  
1 1 0 0  
7 0 0  
1 
1 ' Vert i ca l  Bar 
5 4  
4 8 0  
7 0 0  
1 0 9 5  
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Le f t  
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Begin P i c tureBox 
BackC o l o r  
Border S ty l e  
He ight 
End 
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L e f t  
P i c ture 
Scal eHei gh t  
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Tab I ndex 
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V i s ible 
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Begin P i c tureBox 
BackCo l o r  
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He ight 
End 
I ndex 
Le f t  
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Sca l eHeigh t  
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Vis i b l e  
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Begin P i c tureBox 
BackC o l o r  
BorderStyle 
Heigh t  
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Le f t  
P i c ture 
ScaleHe i gh t  
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End 
Begin Pic tureBox 
BackCo l o r  
BorderStyle 
Heigh t  
I ndex 
Le f t  
P i c ture 
ScaleHe ight 
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1 ' Ra i sed w / l ight 
& HO O O O O O O O &  
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P i c ture1 
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0 ' None 
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P i c ture 1 
& H O O C O C O C O &  
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4 9 5  
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D I S PLAY . FRX : 0 7 8 6  
4 9 5  
4 9 5  
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4 8 0  
0 ' Fa l s e  
4 9 5  
P i cture1 
& H O O C O C O C O &  
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4 9 5  
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4 9 5  
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4 8 0  
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4 9 5  
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& H O O C O C O C O &  
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4 9 5  
1 6  
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4 9 5  
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V i s i b l e  
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4 9 5  
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4 8 0  
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Begin P i c tureBox 
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Borde r S ty l e  
H e i gh t  
P i c ture1 
End 
I ndex 
Le f t  
P i c ture 
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V i s i b l e  
W i d t h  
Begi n  SSFrame Frame3 D2 
A l i gnment 
Cap t i on 
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DISPLAY . FRX : 1 0 8C 
4 9 5  
4 9 5  
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4 8 0  
0 ' Fa l s e  
4 9 5  
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Font 3 D  
ForeC o l o r  
1 ' Ra i sed w / l i gh t  shading 
&HO O O O O O O O &  
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Index 
Le f t  
Tab Index 
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7 3 5  
3 
2 4 0  
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2 4 0  
1 4 5 5  
&HO O C O C O C O &  
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BackCo l o r  
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Beve l Outer 
Fon t 3 D  
ForeC o l or 
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3 ' Inset w / l i gh t  shading 
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End 
End 
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L e f t  
Tab I ndex 
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3 7 5  
3 
1 2 0  
3 8  
2 4 0  
1 2 1 5  
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A l i gnment 
Cap t ion 
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Font 3 D  
ForeCo l o r  
H e i gh t  
I ndex 
Le f t  
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Begin P i c tureBox 
BackCo l or 
BorderStyle 
Height 
I ndex 
L e f t  
P i c ture 
S c a l eHe ight 
S c a l eWi dth 
Tab Index 
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Vis ible 
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Begi n  P i c tureBox 
BackC o l or 
BorderStyle 
H e i gh t  
I ndex 
Le f t  
P i c ture 
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1 ' Ra i sed w / l ight 
&HO O O O O O O O &  
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2 
2 7 6 0  
3 3  
3 3 6 0  
2 4 1 5  
P i c ture1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
1 4  
1 8 0 0  
DIS PLAY . FRX : 1 3 8 E  
4 9 5  
4 9 5  
6 9  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c turel 
&HO O C O C O C O &  
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4 9 5  
1 3  
1 8 0 0  
DI S PLAY . FRX : 1 6 9 0  
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End 
Scal e He i ght 
S c a l eWidth 
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Vis ible 
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Begi n  P i c tureBox 
BackColor 
BorderStyle 
Height 
End 
I ndex 
L e f t  
P i c ture 
ScaleHeight 
ScaleWidth 
Tab Index 
Top 
Vi s ible 
Width 
Begin Pic tureBox 
BackColor 
BorderStyle 
Height 
I ndex 
Le f t  
P i c ture 
ScaleHe ight 
Sca l eWidth 
Tab Index 
Top 
V i s ible 
Width 
End 
Begin P i c tureBox 
BackColor 
BorderS tyle 
Height 
I ndex 
Le f t  
P i c ture 
ScaleHe ight 
Sca l eWidth 
Tab Index 
Top 
V i s ible 
Width 
End 
4 9 5  
4 9 5  
6 8  
4 8 0  
0 ' Fa l s e  
4 9 5  
Pic turel 
&HOOCOCOCO& 
0 ' None 
4 9 5  
1 2  
1 8 0 0  
DISPLAY . FRX : l 9 9 2  
4 9 5  
4 9 5  
6 7  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c turel 
&HO O C O C O C O &  
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4 9 5  
1 1  
1 8 0 0  
D I S PLAY . FRX : lC 9 4  
4 9 5  
4 9 5  
6 6  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c turel 
& H O O C O C O C O &  
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4 9 5  
1 0  
1 8 0 0  
D I SPLAY . FRX : l F 9 6  
4 9 5  
4 9 5  
6 5  
4 8 0  
0 ' Fa l s e  
4 9 5  
Begin S SFrame Frame3 D2 
A l i gnment 2 ' Center 
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F on t 3 D  
ForeC o l or 
He i ght 
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Le f t  
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1 ' Ra i sed w / l i ght 
&HOO O O O O O O &  
7 3 5  
2 
2 4 0  
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2 4 0  
1 4 5 5  
&HOOCOCOCO& 
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1 ' Inset 
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Beg i n  SS Panel mes 
BackColor 
Bevel I nner 
Bevel Outer 
Font 3 D  
ForeColor 
Height 
3 ' Inset w / l i ght shading 
&H0 0 4 0 4 0 8 0 &  
End 
End 
End 
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L e f t  
Tab I ndex 
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Beg i n  Gauge Gauge2 
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BackC o l o r  
3 7 5  
2 
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3 5  
2 4 0  
1 2 1 5  
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ForeC o l or 
He ight 
Index 
I nnerBot t om 
I nnerLe f t  
I nnerRight 
I nnerTop 
Le f t  
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M i n  
NeedleWidth 
S tyle 
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Top 
Va lue 
Width 
End 
&H0 0 8 0 8 0 8 0 &  
2 7 7 5  
0 
5 
5 
5 
5 
8 4 0  
1 1 0 0  
7 0 0  
1 
1 ' Ve r t i c a l  Bar 
3 2  
4 8 0  
7 0 0  
1 0 9 5  
Begi n  S SFrame 
A l i gnment 
Cap t i on 
Measurement 
Font 3 D  
ForeC o l o r  
He i gh t  
I ndex 
Le f t  
Tab Index 
Top 
Width 
Beg i n  P i c tureBox 
BackCo l o r  
End 
Border S tyle 
Heigh t  
I ndex 
Le f t  
Pic ture 
Sca leHeight 
S c a l eWidth 
Tab I ndex 
Top 
V i s ible 
Width 
Begi n  P i c tureBox 
BackCo lor 
BorderStyle 
He i gh t  
I ndex 
Le f t  
Pic ture 
Sca leHeigh t  
S c a l eWidth 
Tabindex 
Top 
Visible 
\cVidth 
End 
Begi n  P i c tureBox 
BackC o l or 
BorderStyle 
Heigh t  
Index 
L e f t  
P i c ture 
Sca leHeigh t  
S c a l eWidth 
Tab I ndex 
Top 
V i s ib l e  
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End 
Begin P i ctureBox 
Bac kColor 
Borde r S tyle 
H e i gh t  
I ndex 
L e f t  
P i c ture 
ScaleHeight 
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" Measuremen t " 
1 ' Ra i sed w / l ight 
&HO O O O O O O O &  
1 0 9 5  
1 
2 4 0  
2 9  
3 3 6 0  
2 4 1 5  
P i c ture1 
& H O O C O C O C O &  
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4 9 5  
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1 8 0 0  
D I SPLAY . FRX : 2 2 9 8  
4 9 5  
4 9 5  
6 4  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c ture l 
& H O O C O C O C O &  
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4 9 5  
8 
1 8 0 0  
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4 9 5  
4 9 5  
6 3  
4 8 0  
0 ' Fa l s e  
4 9 5  
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& H O O C O C O C O &  
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4 9 5  
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4 9 5  
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4 8 0  
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4 9 5  
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& H O O C O C O C O &  
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4 9 5  
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V i s ible 
Width 
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L e f t  
P i c ture 
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Top 
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0 ' Fa l s e  
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&HO O O O O O O O &  
Heigh t  
I ndex 
L e f t  
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End 
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Heigh t  
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Cap t i on 
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2 4 0  
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&HO O C O C O C O &  
2 ' Rai sed 
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3 ' Inset w / l ight shading 
& H0 0 4 0 4 0 8 0 &  
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2 ' Center 
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1 ' Ra i sed w / l i gh t  
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4 5 6 0  
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L e f t  
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" KFT " 
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L e f t  
Tabindex 
Top 
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Fon t 3 D  
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L e f t  
Tab I ndex 
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End 
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L e f t  
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He ight 
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Le f t  
Tab Index 
Top 
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1 ' Ra i sed w / l ight 
&HO O O O O O O O &  
7 3 5  
2 4 0  
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& H O O C O C O C O &  
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3 7 5  
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1 ' Ra i sed w / l ight shading 
& HO O O O O O O O &  
8 5 3 5  
1 2 0  
0 
1 2 0  
2 8 9 5  
Begi n  SSFrame 
A l i gnment 
Cap t i on 
E s t imates 
Font 3 D  
ForeC o l o r  
H e i ght 
Le f t  
Tab Index 
Top 
Width 
2 ' Center 
" Es t imates " 
1 ' Ra i sed w / l ight 
&HO O O O O O O O &  
3 7 3 5  
4 8 0  
5 
4 5 6 0  
1 9 3 5  
shading 
Beg in SSFrame Frame3D1 
A l i gnment 2 ' Center 
" GCC " Cap t i on 
Font 3 D  
ForeC o l or 
He ight 
Le f t  
Tab Index 
Top 
Width 
1 ' Ra i sed w / l ight shading 
&HO O O O O O O O &  
7 3 5  
2 4 0  
1 2  
2 4 0  
1 4 5 5  
209 
Begi n  S SPanel e s t  
BackCol or 
Beve l Outer 
Capt i on 
Fon t 3 D  
ForeC o l or 
Heigh t  
I ndex 
Le f t  
Tab I ndex 
Top 
Width 
End 
End 
Begi n  SSFrame Frame 3 D3 
A l i gnment 
Cap t ion 
Font 3 D  
ForeCo l or 
H e i gh t  
L e f t  
Tabindex 
Top 
Width 
Begi n  S S Panel est 
BackC o l or 
Beve l Outer 
Fon t 3 D  
ForeC o l o r  
Heigh t  
End 
End 
Index 
L e f t  
Tab Index 
Top 
Width 
Beg i n  SSFrame Frame3 D4 
A l i gnment 
Cap t i o n  
F on t 3 D  
ForeC o l or 
Heigh t  
L e f t  
T ab I ndex 
Top 
Width 
Beg i n  SS Pane l est 
BackC o l or 
Beve l Outer 
Font 3 D  
ForeCo lor 
Height 
End 
End 
Index 
L e f t  
Tab Index 
Top 
Width 
Begin SSFrame Frame3 D5 
A l i gnment 
Cap t i on 
Fon t 3 D  
ForeC o l or 
Height 
Le f t  
Tab Index 
Top 
Width 
Begin S SPane l e s t  
BackC o l o r  
Beve l Outer 
Font 3 D  
ForeC o l or 
Heigh t  
Index 
L e f t  
& H O O C O C O C O &  
1 ' Inset 
" N / A "  
1 ' Ra i sed w / l ight shad i ng 
&HO O C O O O O O& 
3 7 5  
0 
1 2 0  
1 3  
2 4 0  
1 2 1 5  
2 ' Center 
" PEM '' 
1 ' Ra i sed w / l i gh t  
& HO O O O O O O O &  
7 3 5  
2 4 0  
1 0  
1 0 8 0  
1 4 5 5  
&HO O C O C O C O &  
1 ' Inset 
shading 
1 ' Ra i sed w / l i ght shading 
& H O O CO O O O O &  
3 7 5  
1 
1 2 0  
1 1  
2 4 0  
1 2 1 5  
2 ' Center 
" ANN " 
1 ' Ra i sed w / l ight 
& HO O O O O O O O &  
7 3 5  
2 4 0  
8 
1 9 2 0  
1 4 5 5  
& H O O C O C O C O &  
1 ' Inset 
shading 
1 ' Ra i sed w / l ight shading 
&HOOCO O O O O &  
3 7 5  
2 
1 2 0  
9 
2 4 0  
1 2 1 5 
2 ' Center 
" KFT " 
1 ' Raised w/ l ight 
&HO O O O O O O O& 
7 3 5  
2 4 0  
6 
2 7 6 0  
1 4 5 5  
& H O O C O C O C O &  
1 ' Inset 
s hading 
1 ' Ra i sed w / l ight shading 
& H O O C O O O O O &  
3 7 5  
3 
1 2 0  
2 1 0  
Tab I ndex 
Top 
Width 
End 
End 
End 
7 
2 4 0  
1 2 1 5  
Begin S SFrame 
A l ignment 
Cap t i on 
Measureme:tt 
Fon t 3 D  
ForeCo l or 
Heigh t  
Index 
L e f t  
Tabindex 
Top 
Width 
Begi n  P i c tureBox 
BackColor 
BorderStyle 
H e i gh t  
Index 
Le f t  
P i c ture 
S c a l eH e i gh t  
ScaleWidth 
Tab Index 
Top 
V i s i b l e  
Width 
End 
Begin P i c tureBox 
BackCo lor 
BorderStyle 
H e i gh t  
End 
I ndex 
Le f t  
P i c ture 
S c a l eHeigh t  
S c a l eWidth 
Tab Index 
Top 
V i s ible 
Width 
Begin P i c tureBox 
BackCo lor 
Borde r S tyle 
Heigh t  
End 
Index 
Le f t  
P i c ture 
Sca l eHeigh t  
ScaleWidth 
Tab Index 
Top 
Vis ible 
Width 
Begi n  P i c tureBox 
BackColor 
Border Style 
H e i gh t  
I ndex 
Le f t  
P i c ture 
S c a l eH e i gh t  
Scal eWidth 
Tab Index 
Top 
V i s i b l e  
Width 
End 
Begin P i c tureBox 
BackCo lor 
Border Style 
Heigh t  
Index 
2 ' Center 
" Measurement " 
l ' Ra i sed w / l ight 
&HO O O O O O O O& 
1 0 9 5  
0 
2 4 0  
2 
3 3 6 0  
2 4 1 5  
P i c ture1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
2 
1 8 0 0  
DISPLAY . FRX : 3 1A2 
4 9 5  
4 9 5  
1 8  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c ture 1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
0 
1 8 0 0  
D I SPLAY . FRX : 3 4A4 
4 9 5  
4 9 5  
1 7  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c ture1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
1 
1 8 0 0  
D I SPLAY . FRX : 3 7A6 
4 9 5  
4 9 5  
1 6  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c ture1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
3 
1 8 0 0  
D I SPLAY . FRX : 3 AA8 
4 9 5  
4 9 5  
1 5  
4 8 0  
0 ' Fa l s e  
4 9 5  
P i c ture1 
& H O O C O C O C O &  
0 ' None 
4 9 5  
4 
2 1 1 
shading 
End 
Le f t  
P i c ture 
S c a leHeight 
ScaleWidth 
Tab Index 
Top 
V i s i b l e  
Width 
1 8 0 0  
D I SPLAY . FRX : 3 DAA 
4 9 5  
4 9 5  
1 4  
4 8 0  
0 ' Fa l s e  
4 9 5  
Begin S SFrame Frame 3 D2 
A l i gnment 2 ' Center 
" 1L 0 4 0 3 A "  
End 
Cap t i on 
Fon t 3 D  
ForeC o l or 
He i ght 
Index 
L e f t  
Tab I ndex 
Top 
Width 
Begi n  S S Pane l mes 
BackC o l or 
Bevel Inner 
Beve lOuter 
Font 3 D  
ForeC o l o r  
He ight 
Index 
Le f t  
Tab Index 
Top 
Width 
End 
End 
End 
Beg i n  Gauge Gauge1 
Aut o s i z e  
BackC o l or 
ForeColor 
H e i ght 
InnerBottom 
I nnerLe f t  
I nnerRight 
InnerTop 
L e f t  
Max 
M i n  
NeedleWidth 
Style 
Tab I ndex 
Top 
Va lue 
Width 
End 
Begi n  Labe l Labe l 2  
BackC o l o r  
Cap t i on 
End 
He i ght 
Le f t  
Tab Index 
Top 
Width 
Begin Label Labe l l  
BackCol or 
Cap t i on 
He i ght 
L e f t  
Tab Index 
Top 
\'iidth 
End 
End 
Dim fuzpre ( 3 )  
Sub Command 3 D l _C l i c k  ( )  
d i splay . WindowS tate = 1 
1 ' Ra i sed w / l i ght shading 
&HO O O O O O O O &  
7 3 5  
0 
2 4 0  
3 
2 4 0  
1 4 5 5  
& H O O C O C O C O &  
2 ' Ra i s ed 
1 ' Inset 
3 ' Inset w / l ight shading 
& H 0 0 4 0 4 0 8 0 &  
3 7 5  
0 
1 2 0  
4 
2 4 0  
1 2 1 5  
- 1 ' True 
&H0 0 8 0 8 0 8 0 &  
&H0 0 8 0 8 0 8 0 & 
2 7 7 5  
s 
5 
s 
s 
8 4 0  
1 0 0  
5 0  
1 
1 ' Ve r t i c a l  Bar 
1 
4 8 0  
5 0  
1 0 9 5  
&HOOCOCOCO& 
" 1 0 0  % "  
2 5 5  
1 9 2 0  
5 1  
4 8 0  
6 1 5  
&HOOCOCOCO& 
" 5 0  % "  
2 5 5  
1 9 2 0  
5 0  
3 0 0 0  
4 9 5  
2 1 2  
p l o t . Show 
p l o t . WindowS tate 0 
End Sub 
Sub Command3 D2 C l i c k  -
s i g:-:�a l s . Show 
End Sub 
Sub Command3 D3 C l i c k  
norm . Show 
End Sub 
Sub Command3 D4 _C l ic k  
yaxis . Show 
End Sub 
( )  
( )  
( )  
Sub Command3 D 6  C l i c k  ( )  
about . Show 
End Sub 
Sub Command3 D7 C l i c k  ( )  
cmd i a l og l . He lpFi l e  = " svs . hlp " 
cmdialog 1 . He lpCommand = &Hl O l  
cmdia l og 1 . He lpKey = " SVS " 
cmdia l og 1 . Ac t i on = 6 
End Sub 
Sub Command3D8_C l i c k  ( )  
cmdialogl . He l pCommand &H2 
cmdia logl . Ac t ion = 6 
End 
End Sub 
Sub Command3 D 9  C l i c k  ( )  
printe r . P r int 
printer . Pr i n t  " S i gnal Va l i da t i on Resu l t s  for S team Generator A - Uni t  1 "  
Pressure E s t i ma t i on 
printer . Pr in t  
printer . Pr in t  " Time 
printer . Pr i nt 
printer . Pr in t  " 1L 0 4 0 3 A  
printer . Pr in t  " Dec i s i on 
printer . Pr i nt " 1 P 0 4 0 0A 
printer . Pr i n t  " Dec i s i on 
printer . Pr in t  " 1 P 0 4 0 1A 
printer . Pr i nt " Dec i s i on 
printer . Pr i nt " 1 P 0 4 0 2 A  
p r inter . Pr in t  " Dec i s i on 
printe r . P r i nt 
printer . Pr i nt " GCC 
printer . Pr in t  " PEM 
printer . Pr i nt 
printer . Pr in t  
printer . Pr int 
printer . Pr i nt " KFT 
printer . Pr i nt " KFT 
printer . Pr i n t  
printer . Pr in t  
printer . Pr in t  
printer . Pr in t  
printe r . P r i n t  
p r inter . Pr i nt 
printer . Pr in t  
pr inter . EndDoc 
" PEM 
" ANN 
" ANN 
Wide Range Level E s t i ma t i on 
Pressure E s t i ma t i on 
Wide Range Level Es t i mat i on 
Pressure Est ima t i on 
Wide Range Leve l E s t i ma t i on 
Pressure E s t ima t i on 
" 1T 0 4 0 6A 
" lT 0 4 1 9A 
" lT 0 4 1 8A 
" 1F 0 4 0 3 A  
" 1F 0 4 0 5A 
" 1 P 0 4 0 3 A  
O ldWidth = p 1 o t . Graph l . Wi dth 
o l d�eight = p l o t . Graph 1 . Height 
p l o t . Graph l . Width = printer . Width 
p l o t . Graph1 . He i gh t  = printer . Heigh t  
p l o t . Graph 1 . DrawMode = 5 
printer . EndDoc 
plot . Graph 1 . Wi dth = O l dWidth 
p l o � . Graph 1 . Heigh t  = o l dheig�t 
O l dWidth = gcc_p l o t . Graph 1 . Width 
o l dhe ight = gcc_p l o t . Graph l . Hei gh t  
gcc_p lo t . Graph l . Width = printer . Width 
gcc_p l o t . Graph 1 . Heigh t  = printer . Heigh t  
gc c_pl o t . Graph l . DrawMode = 5 
p r inte r . EndDoc 
2 1 3  
II . zaman$ 
" · deger ( 7 )  ; " % "  
" ·  p l o t_data ( 9 6 ,  2 7 )  
" · deger ( 8 ) ; " Ps i g "  
" ·  plot_data ( 9 6 ,  2 8 )  
" ·  deger ( 9 ) ; " Ps i g "  
" · plot_da ta ( 9 6 ,  2 9 )  
" ·  deger ( 1 0 ) ; " Ps i g "  
" · plo t_data ( 9 6 ,  3 0 )  
" . 
" . 
" . 
" . 
" . 
" . 
" . 
" . 
" . 
plot_clata ( 9 6 ,  
plot_cla ta ( 9 6 ,  
plot_clata ( 9 6 ,  
plo t_clata ( 9 6 ,  
plot_cla t a  ( 9 6 ,  
plot_clata ( 9 6 ,  
plo t_clata ( 9 6 ,  
5 ) ; " Ps i g "  
6 )  ; " % "  
7 ) ; " Ps i g "  
8 )  ; " % "  
9 ) ; " Ps i g "  
1 0 )  ; " % "  
1 1 ) ; " Ps i g "  
deger ( 1 ) ; " DegF " 
deger ( 2 ) ;  " DegF " 
cleger ( 3 )  ; " DegF " 
deger ( 4 ) ; " Kbh " 
deger ( 5 ) ; " Kbh " 
cleger ( 6 ) ; " Ps i g "  
gcc�p l o t . Graph l . Width = O l dWidth 
gcc�p l o t . Graph l . Heigh t  = oldhe i gh t  
O ldWidth = gcc�p l o t . Graph2 . Wi dt h  
o l dh e i gh t  = gcc_p lo t . Graph 2 . Heigh t  
gcc�p l o t . Graph 2 . Wi dth = printer . Width 
gcc�p l o t . Graph2 . Height = printer . Heigh t  
gcc�p l o t . Graph2 . DrawMode = 5 
printer . EndDoc 
gcc�p l o t . Graph2 . Wi dth = OldWidth 
gcc�p l o t . Graph 2 . H e i gh t  = oldheigh t  
OldWidth = gcc�p l o t . Graph3 . Width 
oldheigh t  = gcc�p l o t . Graph3 . He ight 
gcc�p l o t . Graph3 . Width = printer . Width 
gcc�p l o t . Graph3 . Heigh t  = printer . Heigh t  
gcc_p l o t . Graph3 . DrawMode = 5 
p r i n te r . EndDoc 
gcc�p lo t . Graph 3 . Width = Old\�idth 
gcc�p l o t . Graph3 . He ight = oldhe i gh t  
OldWidth = gcc_p l o t . Graph4 . lvidth 
o l dheight = gcc�plo t . Graph4 . Heigh t  
gcc�p l o t . Graph4 . Width = printer . Width 
gcc�p lo t . Graph4 . He i gh t  = printer . Heigh t  
gcc�p l o t . Graph4 . DrawMode = 5 
printe r . EndDoc 
gcc�p l o t . Graph 4 . Width = OldWidth 
gcc�p l o t . Graph4 . He ight = o ldheight 
End Sub 
Sub Form�Load ( ) 
Rem f i l e i / o  
Rem z aman$ = " 2 4 -MAR- 1 9 9 4  2 0 : 1 2 : 3 4 "  
Rem Open " f : \ a s e \ tva2 \ tvapem . da t "  For Input Access Rec:d As # 1  
Rem I nput # 1 ,  dummy$ 
Rem GoTo 1 0  
Open " svs . da t "  For I nput A s  # 1  
Input # 1 ,  f i l ename$ 
I nput # 1 ,  numskip 
Input # 1 ,  alarm ( l ,  1 ) , a l arm ( L  2 ) , alarm ( L  3 ) , a l arrr. ( L  4 )  
I nput # 1 ,  a l arm ( 2 ,  1 ) , a l a rm ( 2 ,  2 ) , alarm ( 2 ,  3 ) , alarm ( 2 ,  4 )  
C l o se # 1  
Open " log . da t "  For Output As # 2  
Rem 1 0 : 
Rem begi n  i n i t i a l i z a t i on o f  modu l e s  . . .  
e s kideger ( l )  = 7 5 #  
e s kideger ( 4 )  = 8 3 0 #  
npoint = 2 2 9 0  
f lag = 0 
p ( l ,  1 )  . 3  
p ( 2 ,  2 )  1 #  
p ( l ,  2 )  0 #  
p ( 2 ,  1 )  0 #  
npo int 2 2 9 0  
n s i gn l  3 
erb ( l )  4 #  
erb ( 2 )  4 #  
e rb ( 3 )  4 #  
B IAS ( 1 )  6 #  
B IAS ( 2 )  6 #  
B IAS ( 3 )  6 #  
VARO ( l )  2 #  
VAR0 ( 2 )  2 #  
VAR0 ( 3 )  2 #  
a lpha = . 0 0 0 1  
beta = . 0 0 0 1  
bounda = Log ( be t a  I ( 1 # - a lpha ) ) 
boundb = Log ( ( l # - be t a )  I a lpha ) 
For k = 1 To n s i gn l  
sprtb ( k )  = 0 #  
excl ( k )  = 0 #  
NEXCL ( k )  0 #  
NBIAS ( k )  = 0 #  
DBIAS ( k )  = 0 #  
S I I ( k )  = 0 #  
sd ( k )  = 0 #  
2 1 4  
ms tdd ( k )  = 0 #  
mstdn ( k )  = 0 #  
s num ( k )  = 0 #  
Next k 
Rem p l o t  i n i  t . . .  
s i gna l s . Check 3 D1 ( 0 )  . Value - 1  
s i gna l s . Check 3 D 1 ( 5 )  . Va lue - 1  
s i gna l s . Check 3 D1 ( 7 )  . Value - 1  
s i gna l s . Check3 D 1 ( 9 )  . Va lue - 1  
For i = 0 To 1 0  
going_to_p l o t ( i  + 1 )  = s igna l s . Check3 Dl ( i )  . Va lue 
Next i 
Open " norm . da t "  For Input As # 5  
For i = 0 T o  7 
I nput # 5 ,  norm_da ta ( i  + 1 0 )  
norm . Text l ( i )  . Text = norm_data ( i  + 1 0 )  
Next i 
norr:1 da ta ( 1 )  
norn_da ta ( 2 )  
norn __ da ta ( 3 )  
norm_da ta ( 4 )  
norm_data ( 5 )  
norm_data ( 6 )  
norm_da ta ( 7 )  
norm_data ( 8 )  
norm_da ta ( 9 )  
C l ose # 5  
norm_ data ( 1 0 )  
norm_ data ( 1 1 )  
norm_ data ( 1 1 )  
norm_da ta ( 1 1 )  
norm_ data ( 1 1 )  
norm_da ta ( 1 0 )  
norm_data ( 1 1 )  
norm_da ta ( 1 0 )  
norm_da t a  ( 1 1 )  
p l o t . Graphl . Th i s S e t  = 1 
p l o t . Graph 1 . Thi s Po i n t  = 1 
I f  s igna l s . Check3D1 ( 0 ) . Va lue Then p l o t . Graphl . LegendText " 1 L 0 4 0 3 A "  Else 
p l o t . Graph 1 . LegendText 
p l o t . Graph1 . Th i s Se t  = 2 
p l o t . Graph 1 . Thi s Point = 2 
I f  s igna l s . Check 3 D l  ( 1 )  . Value Then p lo t . Graphl . LegendText " 1 P 0 4  O O A "  E l s e  
p l o t . Graphl . LegendText 
p l o t . Graph l . Th i sSet = 3 
p l o t . Graph 1 . ThisPoint = 3 
I f  s igna l s . Check3Dl ( 2 )  . Value Then p l o t . Graphl . LegendText " 1 P 0 4 0 1A "  E l s e  
p l o t . Graph 1 . LegendText 
p l o t . Graph l . Th i s Se t  = 4 
p l o t . Graph1 . Th i sPoint = 4 
I f  s igna l s . Check 3 D 1 ( 3 )  . Value Then p l o t . Graphl . LegendText " 1 P 0 4 0 2 A "  E l s e  
p lo t . Graph1 . LegendText 
p lo t . Graph1 . Th i s S e t  = 5 
p lo t . Graph l . Thi s Po in t  = 5 
I f  s i gna l s . Check 3 D 1 ( 4 )  . Va lue Then p l o t . Graph 1 . LegendText " GCC Pressure E s t ima t e " E l s e  
p l o t . Graphl . LegendText 
p lo t . Graph1 . Th i s Se t  = 6 
p l o t . Graph 1 . Th i s P o i nt = 6 
I f  s igna l s . Check3D1 ( 5 ) . Va lue Then p l o t . Graph l . LegendText " PEM Leve l E s t ima t e " E l s e  
p l o t . Graph1 . LegendText 
p l o t . Graph 1 . Th i s S e t  = 7 
p lo t . Graph 1 . Thi s Po i nt = 7 
I f  s igna l s . Chec k3D1 ( 6 )  . Value Then p lo t . Graph l . LegendText " PEM Pres sure E s t ima t e "  E l s e  
p l o t . Graph l . LegendText = " "  
p l o t . Graphl . Th i s S e t  = 8 
p l o t . Graph 1 . Thi s Po i n t  = 8 
I f  s igna l s . Check3D1 ( 7 )  . Value Then p l o t . Graph l . LegendText " ANN Level E s t imat e " Else 
p l o t . Graphl . LegendText = " "  
p l o t . Graph 1 . Th i sS e t  = 9 
p lo t . Graph l . Thi s Po i n t  = 9 
I f  s igna l s . Check3Dl ( 8 )  . Va lue Then p l o t . Graph 1 . LegendText 0' " ANN Pressure E s t imat e " E l s e  
p l o t  . Graph 1 . L egendText = " "  
p l o t . Graph l . Thi sSet = 1 0  
p l o t . Graphl . Th i s Point = 1 0  
I f  s i gna l s . Check3 D 1 ( 9 )  . Value Then p l o t . Graph l . LegendText " KFT Leve l E s t ima t e "  E l s e  
p l o t . Graph 1 . LegendText - " "  
p l o t . Graph 1 . Thi sSet = 1 1  
p l o t . Graphl . Th i s Point = 1 1  
I f  s i gna l s . Check3D1 ( 1 0 )  . Value Then p l o t . Graph 1 . LegendText " KFT Pres sure E s t imat e " E l s e  
p l o t . Graph 1 . LegendText -
p l o t . Graph1 . Th i sSet = 1 2  
p l o t . Graph 1 . Thi sPoint = 1 2  
I f  go i ng_to_p l o t ( 1 2 )  Then p l o t . Graphl . LegendText " 1T 0 4 0 6A "  E l s e  p l o t . Graph l . LegendText 
p l o t . Graph 1 . Th i s Se t  = 1 3  
2 1 5  
p l ot . Graphl . Th i sPoint = 1 3  
I f  going_to_p l o t ( l 3 )  Then plo t . Graph 1 . LegendText 
p l o t . Graph 1 . Th i s S e t  = 1 4  
plot . Graph 1 . T h i s Po i n t  = 1 4  
I f  going_to_p l o t ( 1 4 )  Then p lo t . Graph 1 . LegendText 
p l o = . Graph 1 . ThisSet = 1 5  
p l o t . Graph l . Th i s P o i nt = 1 5  
I f  going_to_p l o t ( 1 5 )  Then plot . Graph 1 . LegendText 
plot . Graphl . Th i s S e t  = 1 6  
p l o t . Graph 1 . Th i sPoint = 1 6  
I f  goi ng_to_p l o t ( 1 6 )  Then plot . Graph l . LegendText 
plot . Graph1 . Th i s S e t  = 1 7  
p l o t . Graphl . Th i s Po in t  = 1 7  
I f  going_to_p l o t ( l 7 )  Then plot . Graph l . LegendText 
p l o t . Graph l . DrawMode = 3 
Load p l o t  
Load gcc_p l o t  
o l d_inp_checked = 0 
App . HelpF i l e  = " svs . hl p "  
End Sub 
Sub T imer1 T imer ( )  
Rem read data . . .  
" 1T0 4 1 9A "  E l s e  p lo t . Graph1 . LegendText 
" 1T 0 4 1 8A "  E l s e  p l o t . Graph l . LegendText 
" 1F 0 4 0 3A "  E l s e  p l o t . Graphl . LegendText 
" 1 F 0 4 0 S A "  E l s e  p l o t . Graph l . LegendText 
" 1 P 0 4 0 3 A "  E l s e  p lo t . Graph l . LegendText 
Rem I nput # 1 ,  deger ( l ) , deger ( 2 ) , deger ( 3 ) , deger ( 4 ) , deger ( S ) , deger ( 6 ) , deger ( 7 ) , 
deger ( 8 ) , deger ( 9 ) , deger ( l O ) , deger ( l 1 ) , deger ( l 2 )  
C a l l  kutuk_oku 
I f  eski zaman$ <> zaman$ Then 
e s k i z aman$ = z aman$ 
Pane l 3 Dl . Cap t i on = " La s t  SV at " + zaman$ 
plot . Pane l 3 Dl . Cap t i on = Panel 3 Dl . Cap t i on 
gcc_p lo t . Pane l 3 Dl . Caption = Pane l 3 Dl . Capt i on 
p l o t . Graphl . Th i sPoint 1 
p l o t . Graph l . Label Text Da teAdd ( " d " , � 1 ,  zaman $ ) 
p l o t . Graph l . ThisPoint 4 9  
p l ot . Graphl . Labe lText DateAdd ( " h " , - 1 2 , zaman $ ) 
gcc_p l o t . Graph l . Th i sPoint 1 
gcc_p l o t . Graph l . LabelText DateAdd ( " d " , - 1 ,  zaman$ )  
gcc_p l o t . Graph l . ThisPoint 4 9  
gcc_p l o t . Graph1 . Label Text Dat eAdd ( " h " , � 1 2 , zaman$ ) 
gcc_p l o t . Graph2 . Th i sPoint 1 
gcc_p lo t . Graph2 . Labe1Text DateAdd ( " d " , � 1 ,  zaman $ ) 
gcc_p l o t . Graph2 . Th i s Po in t  4 9  
gcc_p l o t . Graph2 . LabelText DateAdd ( " h " , - 1 2 ,  zaman$ )  
gcc_p l o t . Graph3 . Th i sPoint 1 
gcc_p l o t . Graph3 . LabelText DateAdd ( " d " , - 1 ,  zaman $ ) 
gcc_p l o t . Graph3 . Th i s Po in t  4 9  
gcc_p l o t  . Graph3 . Label Text DateAdd ( " h " , - 1 2 , zaman $ ) 
gcc_p l o t . Graph4 . Th i s Point 1 
gcc_p l o t . Graph4 . Label Text DateAdd ( " d " , � 1 ,  zaman $ ) 
gcc_p l o t . Graph4 . Th i s P o i n t  4 9  
gcc_p l o t . Graph4 . LabelText DateAdd ( " h " , � 1 2 , zaman$ ) 
Rem beg in SV . . .  
I f  f l ag = 0 Then 
l ev_kf t  = deger ( 7 )  
pre_kf t  = deger ( 1 0 )  
f lag = 1 
End I f  
l ev ann 
p re_ann 
ann_lev ( )  
ann_pre ( )  
2 1 6  
Cal l  k f ( l ev_k f t ,  pre_kf t )  
Ca l l  pem ( l ev_pem , pre_pem ) 
Cal l  gee 
e s ki deger ( 1 )  deger ( 7 )  
e s kideger ( 4 )  = deger ( 1 0 )  
Rem GUI 
For i = 1 To 9 5  
Fo:c j = 1 T o  3 0  
p l o t_da ta ( i ,  j )  
Next j 
Next i 
p l o t_data ( 9 6 ,  1 )  
p l o t  _  data ( 9 6 ,  2 )  
p l o t_data ( 9 6 ,  3 )  
p l o t  da ta ( 9 6 ,  4 )  
p l o t_data ( 9 6 ,  5 )  
plot_data ( 9 6 ,  6 )  
p l o t_da ta ( 9 6 ,  7 )  
p l o t_da ta ( 9 6 ,  B )  
p l o t_data ( 9 6 ,  9 )  
p l o t_data ( 9 6 ,  1 0 )  
p l o t_data ( 9 6 ,  1 1 )  
p l o t_data ( 9 6 ,  1 2 ) 
plot_data ( 9 6 ,  1 3 ) 
p l o t_data ( 9 6 ,  1 4 ) 
p l o t_data ( 9 6 ,  1 5 ) 
plot_data ( 9 6 ,  1 6 )  
plot_data ( 9 6 ,  1 7 )  
p l o t_data ( 9 6 ,  1 8 )  
p l o t_data ( 9 6 ,  1 9 )  
p l ot_data ( 9 6 ,  2 0 )  
p l o t_data ( 9 6 ,  2 1 )  
p l o t  data ( 9 6 ,  2 2 )  
p l o t  da ta ( 9 6 ,  2 3 )  
p l o t  data ( 9 6 ,  2 4 )  
p l o t_data ( 9 6 ,  2 5 )  
p l o t  data ( 9 6 ,  2 6 )  
plo t_da ta ( i  + 1 ,  j )  
deger ( 7 )  
deger ( B )  
deger ( 9 )  
deger ( 1 0 )  
xestmt 
l ev_pem 
pre_pem 
l ev ann 
pre_ann 
l ev_kf t  
pre_kf t  
deger ( 1 )  
deger ( 2 )  
deger ( 3 )  
deger ( 4 )  
deger ( 5 )  
deger ( 6 )  
sprtb ( 1 )  
sprtb ( 2 )  
sprtb ( 3 )  
darray ( nplaee ( 1 ) , 3 )  
darray ( nplaee ( 2 ) ,  3 )  
darray ( nplaee ( 3 ) , 3 )  
exe l ( 1 )  
exe l ( 2 )  
exe l ( 3 )  
gauge2 ( 0 )  . Value = deger ( B )  
gauge2 ( 1 )  . Va lue = deger ( 9 )  
gauge2 ( 2 )  . Va lue = deger ( 1 0 )  
gauge 1 . Va lue = deger ( 7 )  
mes ( 1 )  . Capt ion 
mes ( 2 )  . Caption 
mes ( 3 )  . Capt i on 
mes ( 0 )  . Capt i on 
e s t ( 1 )  . Capt i on 
e s t ( 2 )  . Caption 
e s t ( 3 )  . Capt ion 
e s t ( 4 )  . Capt i on 
e s t ( S )  . Capt i on 
e s t ( 6 )  . Caption 
e s t ( 7 )  . Capt ion 
Rem fuz 
Rem l evel s i gnal 
Forma t $ ( deger ( 8 ) , " # # # # . # "  + Chr $ ( 3 4 )  + "  P s i g "  + Chr$ ( 3 4 ) ) 
Forma t $ ( deger ( 9 ) , " # # # # . # "  + Chr$ ( 3 4 )  + " Ps i g "  + Chr$ ( 3 4 ) ) 
Format $ ( deger ( 1 0 ) , " # # # # . # "  + Chr$ ( 3 4 )  + " Ps i g "  + Chr$ ( 3 4 ) ) 
Forma t $ ( deger ( 7 )  I 1 0 0 # , " # # . # # % " )  
Forma t $ ( lev_pem I 1 0 0 # , " # # . # # % " )  
Format $ ( l ev_ann I 1 0 0 # , " # # . # # % " )  
Format $ ( l ev_kf t  I 1 0 0 # ,  " # # . # # % " )  
Forma t $ ( xe s tmt , " # # # # . # " + Chr$ ( 3 4 )  + "  P s i g "  + Chr$ ( 3 4 ) ) 
Forma t $ ( pre_pem , " # # # # . # "  + Chr$ ( 3 4 )  + P s i g "  + Chr$ ( 3 4 ) ) 
Forma t $ ( pre_ann , " # # # # . # "  + Chr$ ( 3 4 )  + P s i g " + Chr$ ( 3 4 ) ) 
Forma t $ ( pre_k f t ,  " # # # # . # "  + Chr$ ( 3 4 )  + Ps i g "  + Chr$ ( 3 4 ) ) 
buyuk = Abs ( l ev_kf t - deger ( 7 ) ) 
S e l e c t  Case buyuk 
C a s e  I s  > 3 #  
gor = 4 
Case 1 . 5 0 1  To 3 #  
gor � 3 
Case 1 . 0 0 1  To 1 . 5  
gor = 2 
Case . 4 0 1  To 1 #  
gor = 1 
Case E l s e  
g o r  = 0 
End S e l e c t  
2 1 7  
I f  i lk = 1 Then gor = 2 
P i c ture 1 ( fuz lev) . Vi s ible 0 
f u z l ev = gor 
P i c ture 1 ( f u z l ev )  . Vi s ible - 1  
p lot_data ( 9 6 ,  2 7 )  = fuz l ev 
Rem pres sure s i gna l s  
For i = 0 T o  2 
buyuk = Abs ( xe s tm t - deger ( S  + i ) ) 
Select Case buyuk 
Case I s  > 1 5 #  
gor = 4 
Case 1 0 . 0 0 1  To 1 5 #  
gor = 3 
Case 7 . 0 0 1  To 1 0 #  
gor = 2 
Case 4 . 0 0 1  To 7 #  
gor = 1 
Case E l se 
gor = 0 
End S e l e c t  
P i c ture1 ( fuzpre ( i  + 1 )  + 5 * ( i  + 1 ) ) . Vi s ible 0 
fuzpre ( i  + 1 )  = gor 
P i c ture 1 ( fuzpre ( i  + 1 )  + 5 '  ( i  + 1 ) ) . Vi s ible - 1  
p l o t_data ( 9 6 ,  2 8  + i )  = gor 
Next i 
For i = 1 To 9 6  
For j = 1 To 1 7 
p l o t . Graph 1 . ThisSet 
p l o t . Graph l . Thi s Point i 
I f  g o ing_to_p l o t ( j ) Then plot . Graph 1 . GraphData 
p l o t . Graph 1 . GraphData = p l o t . Graph1 . YAxi sMin 
Next j 
For j = 1 8  To 2 0  
gcc_p l o t . Graph 1 . Th i s Se t  = 
gcc_p l o t . Graph1 . Th i s Point 
gcc_p 1 o t . Graph1 . GraphData 
Next j 
For j = 2 1  To 2 3  
gcc_p l o t . Graph2 . Th i s S e t  
gcc_p l o t . Graph2 . Th i s Po int 
gcc_p l o t . Graph2 . GraphData 
Next j 
For j = 2 4  To 2 6  
gcc_p l o t . Graph3 . Th i s Se t  
gcc_p l o t . Graph3 . Th i s Point 
gcc_p l o t . Graph3 . GraphData 
Next j 
For j = 2 7  To 3 0  
gcc_p l o t . Graph4 . Th i s Set 
gcc_p l o t . Graph4 . Th i sPoint 
gcc_p l o t . Graph4 . GraphData 
Next j 
Next i 
- 1 7  
i 
p 1 o t_data ( i ,  j )  
- 2 0  
i 
plo t_data ( i ,  j )  
- 2 3  
i 
p l ot_da ta ( i ,  j )  
- 2 6  
i 
plot_da ta ( i ,  j )  
plot_data ( i ,  j )  I norm_data ( j )  E l s e  
I f  ( deger ( 7 )  > a1arm ( 1 ,  4 ) ) O r  ( deger ( 7 )  < alarm ( 1 ,  1 ) ) Then 
gauge 1 . ForeColor = RGB ( O ,  2 5 5 , 0 )  
E l s e  
I f  ( a larm ( l ,  1 )  < =  deger ( 7 )  And deger ( 7 )  < alarm ( 1 ,  2 ) ) O r  ( a larm ( 1 ,  3 )  < deger ( 7 )  And 
deger ( 7 )  < =  a l arm ( 1 ,  4 ) ) Then 
gauge 1 . ForeC o l or RGB ( 2 5 5 ,  1 3 0 ,  0 )  
E l s e  
ga�ge 1 . ForeC o 1 or = RGB ( 2 5 5 ,  0 ,  0 )  
End I f  
End I f  
For i = 0 To 2 
I f  ( deger ( 8  + i )  > a l arm ( 2 ,  4 ) ) Or ( deger ( 8  + i )  < alarm ( 2 ,  1 ) ) Then 
gauge2 ( i )  . Fo reC olor = RGB ( O ,  2 5 5 ,  0 )  
E l s e  
r :  ( alarm ( 2 ,  1 )  <= deger ( 8  + i )  And deger ( 8  + i )  < a l a rm ( 2 ,  2 ) ) Or ( a larm ( 2 ,  3 )  < 
deger ( 8  + i )  And deger ( 8  + i )  <= a l arm ( 2 ,  4 ) ) Then 
gauge2 ( i )  . ForeColor = RGB ( 2 5 5 ,  1 3 0 ,  0 )  
E l s e  
gauge2 ( i )  . ForeC o l or = RGB ( 2 5 5 ,  0 ,  0 )  
End I f  
2 1 8  
End I f  
Next i 
p l o t . Graph l . DrawMode = 3 
gcc_p l o t . Graphl . DrawMode 3 
gcc_p l o t . Graph2 . DrawMode 3 
gcc_p l o t . Graph 3 . DrawMode 3 
gcc_p l o t . Graph4 . DrawMode 3 
Print # 2 , z aman$ , 
For i = 1 To 3 0  
Print # 2 ,  p l ot_data ( 9 6 ,  i ) , 
Next i 
Print # 2 , 
End I f  
End Sub 
VERSION 2 .  0 0  
Begin Form About 
Border Style 
Cap t i on 
C l i en tH e i gh t  
C l i entLe f t  
C l i entTop 
C l i entWidth 
Con t r o l Box 
Height 
Le f t  
L inkMode 
L inkTop i c  
MaxBut ton 
MinButton 
Scal eHe i gh t  
Sca l eWidth 
Top 
Width 
1 ' F ixed S ingle 
" About SVS " 
3 6 9 0  
3 0 1 5  
1 9 6 5  
3 7 2 0  
0 ' Fa l s e  
4 0 9 5  
2 9 5 5  
1 ' Source 
" Form l " 
0 ' False 
0 ' Fa l s e  
3 6 9 0  
3 7 2 0  
1 6 2 0  
3 8 4 0  
Begi n  P i c tureBox 
Border Style 
H e i ght 
P i c turel 
Le f t  
P i c ture 
ScaleHeight 
Sca l eWidth 
Tabindex 
Top 
Width 
End 
Beg i n  T imer Timerl 
Interval 
L e f t  
Top 
End 
Begin Label Labe l l  
A l ignment 
Cap t i o n  
H e i ght 
I ndex 
Le f t  
Tab I ndex 
Top 
Width 
End 
0 ' None 
4 9 5  
1 5 6 0  
ABOUT . FRX : O O O O  
4 9 5  
4 9 5  
7 
3 1 2 0  
4 9 5  
1 5 0 0 0  
1 2 0  
3 12 0  
2 ' Center 
" August 1 9 9 4 " 
2 5 5  
8 
0 
5 
2 7 6 0 
3 6 1 5  
2 ' Center 
Beg i n  Label Label l  
A l i gnment 
Cap t i on 
H e i gh t  
" Nuclear Engineering Department " 
2 5 5  
End 
I ndex 
L e f t  
Tab Index 
Top 
Width 
Begin Labe l Labe l l  
A l i gnment 
Cap t i o n  
He i ght 
I ndex 
L e f t  
7 
0 
4 
2 4 0 0  
3 6 1 5  
2 ' C enter 
" The Univers i ty of Tennessee , Knoxv i l l e "  
2 5 5  
6 
0 
2 1 9  
Tab I ndex 
Top 
Width 
End 
Begin Labe l Labe l l  
A l i gnment 
Cap t i on 
Height 
Index 
L e f t  
Tab Index 
Top 
Width 
End 
Begin Labe l Labe l l  
A l i gnment 
C ap t i on 
End 
H e i gh t  
Index 
Le f t  
Tab Index 
Top 
Width 
Begi n  Label Labe l l  
A l i gnment 
Cap t ion 
End 
He ight 
Index 
L e f t  
Tab Index 
Top 
Width 
Beg i n  Label Labe l l  
A l i gnment 
Cap t i on 
H e i ght 
I ndex 
Le f t  
Tab Index 
Top 
Width 
End 
End 
Sub T imerl T imer ( )  
Unl oad about 
End Sub 
VERS ION 2 . 0 0 
Begin Form Norm 
BackC o l o r  
BorderS tyle 
C ap t i on 
C l i entHe i ght 
C l i entLe f t  
C l i en tTop 
C l i entWidth 
Contro l Box 
Height 
L e f t  
L i nkTopic 
MaxBut t on 
MinBu t ton 
S c a l eH e ight 
ScaleWidth 
Top 
Width 
3 
2 0 4 0  
3 6 1 5  
2 ' Center 
" A l i  S .  Erbay " 
2 5 5  
5 
0 
2 
1 6 8 0  
3 6 1 5  
2 ' Center 
" by "  
2 5 5  
4 
0 
1 
1 3 2 0  
3 6 1 5  
2 ' Center 
" Vers i on 2 . 0 "  
2 5 5  
9 
0 
6 
7 2 0  
3 6 1 5  
2 ' Center 
" S IGNAL VALI DATION SYSTEM " 
3 7 5  
0 
0 
0 
2 4 0  
3 6 1 5  
&HOOCOCOCO& 
3 ' Fixed Double 
" Norma l i z e Plot wi t h "  
3 7 3 5  
4 9 5  
1 2 7 5  
5 1 1 5  
0 ' False 
4 1 4 0  
4 3 5  
" Form l " 
0 ' Fa l s e  
0 ' Fa l s e  
3 7 3 5  
5 1 1 5  
9 3 0  
5 2 3  5 
Begin S SCommand 
Cap t i on 
Font 3 D  
Height 
Command3 D2 
End 
Le f t  
Tab Index 
Top 
Width 
" Cance l " 
3 ' Inset 
4 9 5  
2 6 4 0  
2 5  
3 1 2 0  
1 2 1 5  
Begin SSCommand Command3 Dl 
w / l ight shading 
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Cap t i on " OK "  
Fon t 3 D  3 ' Inset w / l i ght shading 
H e i gh t  4 9 5  
Le f t  1 3 2 0  
Tabindex 2 4  
Top 3 1 2 0  
Width 1 2 1 5  
End 
Beg i n  TextBox Tex t 1  
BackCo1or &HOCJCOCOCO& 
Borde r S tyle 0 ' None 
ForeColor & H O O FF O O O O &  
H e i ght 2 8 5  
Index 7 
L e f t  3 4 8 0  
Tab I ndex 1 5  
Top 2 6 4 0  
Width 8 5 5  
End 
Begin TextBox Tex t 1  
BackColor &HOOCOCOCO& 
Borde r S tyle 0 ' None 
ForeCo l o r  & HO O F F O O O O &  
He i ght 2 8 5  
Index 6 
Le f t  3 4 8 0  
Tabindex 1 4  
Top 2 2 8 0 
Width 8 5 5  
End 
Beg i n  TextBox Tex t l  
BackC o l or &HOOCOCOCO& 
Borde r S ty l e  0 ' None 
ForeColor & H O O FF O O O O &  
He i ght 2 8 5  
I ndex 5 
Le f t  3 4 8 0  
Tab Index 1 3  
Top 1 9 2 0  
Width 8 5 5  
End 
Beg i n  TextBox Tex t 1  
BackC o l o r  &HOOCOCOCO& 
Border S ty l e  0 ' None 
ForeColor & H O O FF O O O O &  
H e i ght 2 8 5  
I ndex 4 
L e f t  3 4 8 0  
Tabindex 1 2  
Top 1 5 6 0  
Width 8 5 5  
End 
Begi n  TextBox Tex t 1  
BackCo1or & H O OCOCOCO& 
Borde r S tyle 0 ' None 
ForeCo l o r  &HOOFF O O O O &  
He i ght 2 8 5  
Index 3 
Le f t  3 4 8 0  
Tab Index 1 1  
Top 1 2 0 0  
Width 8 5 5  
End 
Begin TextBox Tex t 1  
BackC o l o r  & H O O C O C O C O &  
BorderS tyle 0 ' None 
ForeColor &HOOFF O O O O &  
He i ght 2 8 5  
Index 2 
Le f t  3 4 8 0  
Tab Index 1 0  
Top 8 4 0  
Width 8 5 5  
End 
Begi n  TextBox Tex t 1  
BackC o l or &HOOCOCOCO& 
Borde r S ty l e  0 ' None 
ForeColor &HOOFF O O O O &  
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Height 2 8 5  
Index 1 
L e f t  3 4 8 :J  
Tabindex 9 
Top 4 8 0  
Width 8 5 5  
End 
Begi n  TextBox Textl 
BackCo l o r  & H O O C O C O C O &  
BorderS tyle 0 ' None 
ForeC o l o r  &HOOFFO O O O &  
H e i ght 2 8 5  
Index 0 
L e f t  3 4 8 0  
Tab Index 8 
Top 1 2 0  
Width 8 5 5  
End 
Beg i n  Label Labe l l 6  
BackC o l o r  &HOOCOCOCO& 
Cap t i on " Psig " 
He ight 2 5 5  
Le f t  4 4 4 0  
Tab Index 2 3  
Top 2 6 4 0  
Width 6 1 5  
End 
Begin Label Labe l l 5  
BackCo l o r  & H O O C O C O C O &  
Cap t i on " Kbh " 
He ight 2 5 5  
L e f t  4 4 4 0  
Tab Index 2 2  
Top 2 2 8 0  
l'Jidth 6 1 5  
End 
Begin Label Labe l l 4  
BackC o l o r  & H O O C O C O C O &  
Cap t i on " Kbh " 
H e i ght 2 5 5  
L e f t  4 4 4 0  
Tab Index 2 1  
Top 1 9 2 0  
Width 6 1 5  
End 
Beg i n  Label Labe l l 3  
BackC o l or &HOOCOCOCO& 
Cap t i on " DegF " 
Height 2 5 5  
Le f t  4 4 4 0  
Tab Index 2 0  
Top 1 5 6 0  
Width 6 1 5  
End 
Beg i n  Labe l Labe l 1 2  
BackCo l o r  &HOOCOCOCO& 
Cap t i on " DegF " 
Height 2 5 5  
Le f t  4 4 4 0  
Tab Index 1 9  
Top 1 2 0 0  
Width 6 1 5  
End 
Begin Label Label 1 1  
BackC o l or & H O O C O C O C O &  
Cap t i on " DegF " 
He i ght 2 5 5  
L e f t  4 4 4 0  
Tab Index 1 8  
Top 8 4 0  
Width 6 1 5  
End 
Begin Labe l Labe l 1 0  
BackCo l o r  & H O O C OC O C O &  
Cap t i on " Ps ig "  
He i gh t  2 5 5  
L e f t  4 4 4 0  
Tab Index 1 7  
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Top 
Width 
End 
Begi n  Labe l Labe l 9  
BackCo l o r  
Cap t ion 
He ight 
L e f t  
Tab Index 
Top 
Width 
End 
Begin Labe l Label S  
BackCo l o r  
Cap t i on 
End 
Height 
Le f t  
Tab I ndex 
Top 
Width 
Begi n  Label Labe l 7  
BackCo l o r  
Cap t i on 
End 
He ight 
L e f t  
Tab I ndex 
Top 
Width 
Begi n  Labe l Labe l 6  
BackCo l or 
Capt i on 
End 
H e i ght 
L e f t  
Tab I ndex 
Top 
Width 
Begin Label Labe l S  
BackC o l or 
Cap t i o n  
End 
H e i gh t  
Le f t  
Tab I ndex 
Top 
Width 
Beg in Label Labe l 4  
BackCo l o r  
Cap t i on 
He ight 
Le f t  
Tab I ndex 
Top 
Width 
End 
Begi n  Labe l Labe l 3  
BackCo l o r  
Capt i on 
Height 
L e f t  
Tab Index 
Top 
Width 
End 
Begin Label Labe l 2  
BackColor 
Cap t i on 
End 
Height 
Le f t  
Tab Index 
Top 
Width 
Begi n  Label Labe l l  
BackColor 
Cap t ion 
4 8 0  
6 1 5  
&HOOCOCOCO& 
" % "  
2 5 5  
4 4 4 0  
1 6  
1 2 0  
6 1 5  
&HOOCOCOCO& 
" 1 P 0 4 0 3 A  
3 7 5  
1 2 0  
7 
2 6 4 0  
3 2 5 5  
&HOOCOCOCO& 
" 1 F 0 4 0 5A 
3 7 5  
1 2 0  
6 
2 2 8 0  
3 2 5 5  
&HOOCOCOCO& 
" 1 F 0 4 0 3A 
3 7 5  
1 2 0  
5 
1 9 2 0  
3 2 5 5  
&HOOCOCOCO& 
" 1T 0 4 1 8A 
3 7 5  
1 2 0  
4 
1 5 6 0  
3 2 5 5  
& H O O C O C O C O &  
" 1T 0 4 1 9A 
3 7 5  
1 2 0  
3 
1 2 0 0  
3 2 5 5  
& H O O C O C O C O &  
" 1T 0 4 0 3 A  
3 7 5  
1 2 0  
2 
8 4 0  
3 2 5 5  
& H O O C O C O C O &  
" S team Generator Pressure 
2 5 5  
1 2 0  
1 
4 8 0  
3 2 5 5  
&HOOCOCOCO& 
" S team Generator Wide Range Level : "  
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End 
End 
He ight 
Le f t  
Tab Index 
Top 
Width 
2 5 5  
1 2 0  
0 
1 2 0  
3 2 5 5  
Sub Cornmand3 D1�C l i c k  ( )  
Open " norm . da t "  For Output As # 5  
norm�da ta ( 1 )  
norr:l�data ( 2 )  
norr:1�data ( 3 )  
norm�da ta ( 4 )  
norm�da ta ( 5 )  
norm�data ( 6 )  
norm�da ta ( 7 )  
norm data ( 8 )  
norm da ta ( 9 )  
For i = 0 To 7 
Val ( Text 1 ( 0 )  . Text ) 
Va l ( Text 1 ( 1 )  . Text ) 
Va l ( Text l  ( 1 )  . Text ) 
Va l ( Tex t 1 ( 1 )  . Text ) 
Va l ( Text 1 ( 1 )  . �ext ) 
Val ( Text 1 ( 0 )  . �ext ) 
Val ( Text 1 ( 1 )  . Text ) 
Va l ( Text 1 ( 0 )  . Text )  
Va l ( Text 1 ( 1 )  . Text ) 
norm�da ta ( i  + 1 0 )  = Va l ( Text 1 ( i )  . Text )  
Print # 5 ,  norm�da ta ( i  + 1 0 )  
Next i 
C l ose # 5  
For i = 1 T o  9 6  
For j = 1 T o  1 7  
p l o t . graph 1 . Th i s Se t  = j 
p l o t . graph 1 . Thi s Point = i 
I f  going�t o�p l o t ( j )  Then p l o t . graph 1 . GraphData 
p l o t . graph l . GraphData p l o t . graph 1 . YAxi sMin 
Next j 
Next l 
p l o t . graph 1 . drawmode 3 
norm . Hi de 
End Sub 
Sub Cornmand3 D2 C l i c k  ( )  
For i = 0 To 7 
norm . Text 1 ( i )  . Text = norm�data ( i  + 1 0 )  
Next i 
norm . Hide 
End Sub 
&HOOCOCOCO& 
plot�data ( i ,  j )  I norm� data ( j )  E l s e  
VERS I ON 2 . 0 0 
Begin Form p l o t  
BackColor 
C ap t i on 
C l ientHe i gh t  
C l i en tLe f t  
C 1 i entTop 
C 1 i entWidth 
Height 
" Hi s tory of SV for S team Generator A - Uni t  1 "  
8 7 1 5  
I c on 
L e f t  
L i:c1kTopic 
MaxBut ton 
Sca lellei gh t  
Sca leWidth 
Top 
Width 
- 1 5  
3 0 0  
1 2 0 0 0  
9 1 2 0  
PLOT . FRX : O O O O  
- 7 5  
" Form2 " 
0 ' False 
8 7 1 5  
1 2 0 0 0  
- 4 5  
1 2 1 2 0  
Begin S SCornmand Cornmand3 D6 
Cap t i on " More GCC " 
Fon t 3 D  3 ' Inset w / l i gh t  shading 
End 
Hei gh t  4 9 5  
Le f t  2 6 4 0  
Tabindex 6 
Top 8 1 6 0  
Width 1 2 1 5  
Begin S SCornmand Cornmand3 D 1  
" Ma i n "  Capt i on 
Font 3 D  
Height 
L e f t  
3 ' Inset w / l ight shading 
4 9 5  
Tab Index 
Top 
Width 
End 
1 3 2 0  
5 
8 1 6 0  
1 2 1 5  
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Begin SSCorrunand 
Cap t i on 
Font 3 D  
Heigh t  
Corrunand3 D4 
" Y -Axi s "  
3 ' Inset 
4 9 5  
w / l ight shading 
End 
Le f t  
Tab I ndex 
Top 
Width 
Begin S SCorrunand 
Cap t i on 
6 6 0 0  
4 
8 1 6 0  
1 2 1 5  
Font 3 D  
Height 
Corrunand3 D3 
" Nomi na l "  
3 ' Inset 
4 9 5  
w / l i ght shading 
End 
L e f t  
Tab I ndex 
Top 
Width 
Beg i n  SSCorrunand 
Cap t ion 
5 2 8 0  
3 
8 1 6 0  
1 2 1 5  
Font 3 D  
Height 
Corrunand3D2 
" S igna l s "  
3 ' Inset 
4 9 5  
w ! l ight shading 
Er:d 
L e f t  
Tabindex 
Top 
Width 
Begin GRAPH Graph1 
Asc i i F S i z e  
3 9 6 0  
2 
8 1 6 0  
1 2 1 5  
" 7 0 - 7 0 -7 0 - 7 0 "  
Asci iLabe l " DD-MMM- YYYY 
HH : MK : SS . s s ------- -----------------------------------------DD-MMM-YYYY 
HH : MM : S S . s s - ----------- ----------------------------------- 1 "  
Asc i iLegend " 1L C 4 0 3 A------------------------------------------------ 1 L 0 4 0 3 A "  
Asc i i Pattern " 0 - 0- 0 - 0 - 0 - 0 -2 - 2 - 2 - 2 - 2 -2 - 4 - 4 -4 - 4 - 4 "  
Autoinc 0 ' O f f  
DrawMode 3 ' Bl i t  
GraphType 6 ' Line 
H e i gh t  7 9 3 5  
LabelEvery 4 
Le f t  1 2 0  
NurnPo ints 9 6  
NumSets 17  
PrintStyle 1 ' Co lor 
RandornData 0 ' O f f  
Tabindex 1 
T i c kEvery 4 
End 
Top 1 2 0  
Width 1 1 7 7 5  
YAxi s Max 1 . 2  
YAxisMin 0 . 8  
YAx i sPos 2 ' Right 
YAx i s S ty l e  2 ' User-de f i ned 
YAxi s T i c ks 4 
Begin S SPanel Pane l 3 D1 
BackCo l or &HOOCOCOCO& 
Beve l i nner 1 ' Inset 
Capt i on 
Font 3 D  
Hei ght 
Le f t  
" Last S V  a t  DD-MMM-YYYY HH : MM : S S . s s "  
1 ' Ra i sed w / l ight shading 
End 
End 
Tab I ndex 
Top 
Width 
Sub Command 3 D 1  C l i c k  ( )  
p l o t . Windowstate = 1 
di splay . Show 
End Sub 
Sub Command3 D2 C l i c k  ( )  
s igna l s . Show 
End Sub 
Sub Corrunand3 D3 C l i c k  ( ) 
norm . Show 
End Sub 
4 9 5  
7 9 2 0  
0 
8 1 6 0  
3 9 7 5  
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Sub Command3 D4 C l i c k  ( )  
yaxi s . Show 
End Sub 
Sub Command3 D5 C l i c k  ( )  
graph l . DrawMode = 5 
p r i nter . EndDoc 
End Sub 
Sub Command3D6_C l i ck ( )  
p l o t . WindowS tate = 1 
gcc_p l o t . Show 
End Sub 
VER S I ON 2 . 0 0 
Begin Form s igna l s  
BackC o l o r  
Borde r S tyle 
Cap t i on 
C l i entHe i ght 
C l ientL e f t  
C l i entTop 
C l i entWidth 
Contro l Box 
Heigh t  
Le f t  
L inkTopi c  
MaxBut ton 
MinBu t ton 
Scal eHeight 
Sca l eWidth 
Top 
Width 
&HOOCOCOCO& 
3 ' F ixed Double 
" S i gnals to P lo t "  
6 3 7 5  
3 7 0 5  
1 8 4 5  
2 7 9 0  
0 ' Fa l s e  
6 7 8 0  
3 6 4 5  
" Form 1 " 
0 ' False 
0 ' Fa l s e  
6 3 7 5  
2 7 9 0  
1 5 0 0  
2 9 1 0  
Beg in S SCheck 
Cap t i on 
Font 3 D  
Height 
L e f t  
Check3D2 
End 
Tab I ndex 
Top 
Width 
Begi n  S SCheck Check3D1 
Cap t ion 
Fon t 3 D  
He ight 
Index 
L e f t  
Tab Index 
Top 
Width 
End 
Begin S SCheck Check3D1 
Cap t i on 
End 
Fon t 3 D  
Height 
Index 
Le f t  
Tab Index 
Top 
Width 
Begin S SCheck Check3 D1 
Cap t i on 
Font 3 D  
Height 
Index 
Le f t  
Tabindex 
Top 
Width 
End 
Begi n  S SCheck Check3D1 
Cap t i on 
Font 3 D  
H e i ght 
I ndex 
" Inpu t s : "  
0 ' None 
3 7 5  
1 2 0  
1 4  
4 0 8 0  
2 5 3 5  
" KFT P re s sure E s t imat e "  
0 ' None 
3 7 5  
1 0  
1 2 0  
1 3  
3 7 2 0  
2 5 3 5  
" KFT Level Est imate " 
0 ' None 
3 7 5  
9 
1 2 0  
1 2  
3 3 6 0  
2 5 3 5  
" ANN Pressure E s t ima te " 
0 ' None 
3 7 5  
8 
1 2 0  
1 1  
3 0 0 0  
2 5 3 5  
" ANN Leve l Est imate " 
0 ' None 
3 7 5  
7 
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L e f t  1 2 0  
Tab I ndex 1 0  
Top 2 6 4 0  
W i dth 2 5 3 5  
End 
Begi n  S SCheck Check3D1 
Cap t i on " PE!1 Pres sure E s t imate " 
Font 3 D  0 ' None 
Height 3 7 5  
I ndex 6 
L e f t  1 2 0  
Tab Index 9 
Top 2 2 8 0  
Width 2 5 3 5  
End 
Beg i n  S SCheck Check 3 D l  
Cap t i on " PE!1 Level E s t imate " 
Font 3 D  0 ' None 
He i ght 3 7 5  
I ndex 5 
L e f t  1 2 0  
Tabindex 8 
Top 1 9 2 0  
Width 2 5 3 5  
End 
Begin S SCheck Check3D1 
Cap t i on " GCC Pres sure E s t ima t e "  
Font 3 D  0 ' None 
Height 3 7 5  
Index 4 
L e f t  1 2 0  
Tabindex 7 
Top 1 5 6 0  
Width 2 5 3 5  
End 
Beg i n  S SCheck Check3D1 
Cap t ion " 1 P04 0 2 A "  
Font 3 D  0 ' None 
Height 3 7 5  
I ndex 3 
Le f t  1 2 0  
Tab Index 6 
Top 1 2 0 0  
Width 2 5 3 5  
End 
Begin S SCheck Check3D1 
Cap t i on " 1 P04 0 1 A "  
Font3 D 0 ' None 
Height 3 7 5  
I ndex 2 
Le f t  1 2 0  
Tab I ndex 0 
Top 8 4 0  
Width 2 5 3 5  
End 
Begin S SCheck Check3D1 
Cap t i on " l P 0 4 0 0A "  
Font 3 D  0 ' None 
He ight 3 7  5 
Index 1 
Le f t  1 2 0  
Tab I ndex 5 
Top 4 8 0  
Width 2 5 3 5 
End 
Begin S SCheck Check 3 D l  
Cap t i o n  " lL 0 4 0 3 A "  
Font 3 D  0 ' None 
He ight 3 7 5  
I ndex 0 
Le f t  1 2 0  
Tab Index 4 
Top 1 2 0  
Width 2 5 3 5  
End 
Begi n  SSCommand 
Cap t i on 
Fon t 3 D  
Command3 D2 
" Cancel " 
3 ' Inset w! l ight shading 
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End 
He ight 
Le f t  
Tab I ndex 
Top 
Width 
Begin SSCornmand 
Cap t ion 
Font 3 D  
Heigh t  
Le f t  
Tab Index 
Top 
Width 
End 
4 9 5  
1 4 4 0  
3 
5 7 6 0  
1 0 9 5  
Cornmand3Dl 
" OK "  
3 ' Inset 
4 9 5  
2 4 0  
2 
5 7 6 0  
1 0 9 5  
w! l ight shading 
&HOOCOCOCO& 
Beg in Labe l Labe l l  
BackCo lor 
Cap t i on 
Height 
" 1T04 0 6A 1T0 4 1 9A 1T0 4 1 8A 1 F 0 4 0 3 A  1 F 0 4 0 5A 1 P 0 4 0 3 A "  
1 2 1 5  
End 
End 
Le f t  
Tab Index 
Top 
Width 
6 0 0  
1 
4 4 4 0  
8 5 5  
Sub Check 3 D 2 _C l i c k  ( Va lue A s  Intege r )  
I f  Value Then 
I f  check 3 dl ( 4 )  . Value Then 
che c k 3 dl ( l )  . Va lue - 1  
check3dl ( 2 )  . Va l ue - 1  
chec k3d1 ( 3 )  . Va lue - 1 
End I f  
End I f  
I f  check3d1 ( 5 )  . Va l ue Then check3d1 ( 0 )  . Va lue - 1  
I f  check3d1 ( 6 )  . Va lue Then check3dl ( 3 )  . Value - 1  
End Sub 
Sub Cornmand3 D l_C l i c k  ( )  
For i = 0 To 1 0  
go ing_to_p l o t ( i  + 1 )  
Next i 
I f  che c k 3 dl ( l 1 )  . Va lue 
o l d_inp_checked = - 1 
I f  check 3 dl ( 5 )  . Va lue 
going_to_pl o t ( 1 6 )  = 
going_to_p l o t ( 1 7 )  = 
End I f  
I f  check 3 d l ( 6 )  . Va lue 
goi ng_to_p l o t ( 1 3 )  
going_to_p l o t ( 1 4 )  
going_to_plo t ( 1 6 )  
End I f  
For j = 7 To 1 0  
I f  check3d1 ( j )  Then 
For i = 1 2  To 1 7  
going_to_p l o t ( i )  
Next i 
End I f  
Next j 
E l s e  
For i = 1 2  T o  1 7  
go ing_to_p l o t  ( i )  0 
Next i 
check3d1 ( i )  . Va lue 
Then 
Then 
- 1  
- 1  
Then 
- 1  
- 1  
- 1  
- 1  
End I f  
p l o t . Graph l . Th i s Se t  = 1 
p lo t . Graph l . Thi sPoint = 
I f  chec k 3 d l ( O )  . Value Then pl ot . Graph l . LegendText 
p l o t . Graph l . ThisSet = 2 
p l o t . Graph1 . Th i s Point = 2 
I f  check 3 d 1 ( 1 )  . Value Then plot . Graph l . LegendText 
p l o t . Graph1 . Th i s Se t  = 3 
p l o t . Graph l . ThisPoint = 3 
I f  check 3 d1 ( 2 )  . Value Then plot . Graph 1 . LegendText 
p l o t . Graph 1 . Th i s Se t  = 4 
p l o t . Graph1 . Th i sPoint 4 
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" 1L 0 4 0 3 A "  Else p l o t . Graph1 . LegendText 
" l P04 0 0A "  E l s e  p l o t . Graph l . LegendText 
" l P 0 4 0 1A "  E l s e  pl o t . Graph l . LegendText 
I f  check3d1 ( 3 )  . Va lue Then plot . Graph1 . LegendText " 1 P 0 4 0 2 A "  E l s e  p l o t . Graph l . LegendText 
p l o t . Graph l . Th i s Set = 5 
plot . Graph l . Thi sPoint = 5 
I f  check3d1 ( 4 )  . Va lue Then plot . Graph l . LegendText 
p l o t . Graphl . LegendText 
p l o t . Graph l . Th i s Se t  = 6 
p lo t . Graph 1 . Thi s Point = 6 
I f  c heck3d1 ( 5 )  . Value Then plot . Graphl . LegendText 
p l o t . Graph 1 . LegendText 
p l o t . Graph l . Th i s Se t  = 7 
p l o t . Graph 1 . Thi sPoint = 7 
I f  check3d1 ( 6 )  . Va lue Then plot . Graph 1 . LegendText 
p l o t . Graph l . LegendText 
p l ot . Graph 1 . ThisSet = 8 
p l o t . Graph l . Th i sPoint = 8 
I f  check3dl ( 7 )  . Va lue Then p l o t . Graph1 . LegendText 
p l o t . Graph l . LegendText 
p l o t . Graphl . Th i s S e t  = 9 
p l o t . Graph l . ThisPoint = 9 
I f  check3dl ( 8 )  . Va lue Then plot . Graph 1 . LegendText 
p l o t . Graph1 . LegendText 
p lot . Graph l . Th i s Se t  = 1 0  
p l o t . Graph 1 . Thi sPoint = 1 0  
I f  check3d1 ( 9 )  . Va lue Then p l o t . Graphl . LegendText 
p l o t . Graph 1 . LegendText 
plot . Graph 1 . This Set = 1 1  
p l o t . Graph1 . Th i s Po i nt = 1 1  
I f  check3dl ( l 0 )  . Value Thee plot . Graph 1 . LegendText 
p l o t . Graphl . LegendText 
p l o t . Graph l . Th i s Se t  = 1 2  
p l o t . Graph 1 . Thi sPoint = 1 2  
" GCC 
" PEM 
" PEM 
" ANN 
" ANN 
" KFT 
" KFT 
Pres sure E s t ima t e " E l se 
Level E s t ima t e " E l s e  
P re s sure Es t i mate " E l s e  
Level E s t imate " E l s e  
Pressure E s t i ma t e " E l s e  
Level E s t i mate " E l se 
Pres sure E s t imate " E l s e  
I f  going_to_p l o t ( 1 2 )  Then p l o t . Graph 1 . LegendText " 1T 0 4 0 6A "  E l s e  p l o t . Graph 1 . LegendText 
p l o t . Graph l . Th i s Set = 1 3  
p l o t . Graph 1 . Thi s Point = 1 3  
I f  going_to_p l o t ( l 3 )  Then plot . Graph l . LegendText 
p l o t . Graph l . Thi sSet = 1 4  
p l o t . Graph l . ThisPoint = 1 4  
I f  goi ng_to_p l o t ( l 4 )  Then plot . Graph 1 . LegendText 
p l o t . Graph 1 . ThisSet = 1 5  
p l o t . Graphl . Th i sPoint = 1 5  
I f  going_to_p l o t ( l 5 )  Then plot . Graph 1 . LegendText 
p l o t . Graphl . Th i s S e t  = 1 6  
p l o t . Graph1 . Th i sPoint = 1 6  
I f  going_to_p l o t ( 1 6 )  Then p l o t . Graph 1 . LegendText 
p l o t . Graph l . Th i s S e t  = 1 7  
p l o t . Graph 1 . Thi s Point = 1 7  
I f  going_to_p l o t ( l 7 )  Then p l o t . Graph 1 . LegendText 
p l o t . Graph 1 . DrawMode = 3 
s i gnal s . H i de 
End Sub 
Sub Comrnand3D2 C l lck ( )  
For i = 0 To 1 0  
check3 d1 ( i )  . Va lue = going_to_p l o t ( i  + 1 )  
Next i 
I f  o l d_inp_checked Then check3d1 ( 1 1 )  - 1  
s igna l s . H i de 
End Sub 
&HOOCOCOCO& 
3 ' F ixed Double 
VER S I ON 2 . 0 0 
Begin Form yaxi s  
BackC o l o r  
B o r derStyle 
C ap t i on 
C l ientHe i gh t  
C l ient L e f t  
C l i entTop 
C l i en tWidth 
Control Box 
He ight 
" Di splay Plot in the Range o f "  
1 4 4 0  
L e f t  
7 7 1 0  
3 6 7 5  
3 0 3 0  
0 ' Fa l s e  
1 8 4 5  
7 6 5 0  
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" 1T 0 4 1 9A "  E l s e  p l o t . Graph 1 . LegendText 
" 1T 0 4 1 8A "  E l s e  p l o t . Graph1 . LegendText 
" 1 F 0 4  0 3 A "  E l s e  p l o t . Graphl . LegendText 
" 1F 0 4 0 5A "  E l s e  p l o t . Graph 1 . LegendText 
" 1 P 0 4 0 3 A "  E l s e  p l o t . Graph 1 . LegendText 
L inkTopi c  
MaxBut ton 
MinBut t on 
S c a l eHe i gh t  
ScaleWidth 
Top 
Width 
" Form3 " 
0 ' Fa l se 
0 ' Fa l s e  
1 4 4 0  
3 0 3 0  
3 3 3 0  
3 1 5 0  
Begin SSCommand Command3 D2 
Cap t i on " Canc e l " 
Fon t 3 D  3 ' Inset w / l i gh t  shad i ng 
End 
Heigh t  4 9 5  
L e f t  1 5 6 0  
Tabindex 5 
Top 8 4 0  
Width 1 2 1 5  
Begi n  S SCommand 
Capt i on 
Command3 Dl 
" OK "  
Font 3 D  
H e i gh t  
3 ' Inset 
4 9 5  
w ! l ight shading 
Er�d 
L e f t  
Tab Index 
Top 
Width 
Begin TextBox 
BackC o l o r  
Border S ty l e  
ForeC o l o r  
Heigh t  
L e f t  
Tabindex 
Top 
Width 
End 
Text2 
Beg i n  TextBox Textl 
BackCo l o r  
BorderStyle 
ForeC o l o r  
End 
H e i gh t  
L e f t  
Tab Index 
Top 
\�idth 
Begi n  Label Labe l 2  
BackC o l o r  
Cap t i on 
Heigh t  
L e f t  
Tabindex 
Top 
Width 
End 
Begin Label Labe l l  
BackC o l o r  
Cap t ion 
Heigh t 
L e f t  
Tab Index 
Top 
W idth 
End 
End 
Sub Command 3 D l  C l lck ( )  
p l o t . Graph l � yaxismin 
p lo t . Graph l . yaxi smax 
p l o t . Graph l . DrawMode 
yax i s . H ide 
End Sub 
Sub Command3D2 C l lc k  ( )  
2 4 0  
4 
8 4 0  
1 2 1 5  
& H O O C O C O C O &  
0 ' None 
&HO C FFO O O O &  
2 8 5  
2 4 0 0  
3 
4 8 0  
3 7 5  
&HOOCOCOCO& 
0 ' None 
& H O OFF O O O O &  
2 8 5  
2 4 0 0  
2 
1 2 0  
3 7 5  
& H O O C O C O C O &  
" Y -Axi s  Maximum Va lue : "  
2 5 5  
3 6 0  
1 
4 8 0  
2 0 5 5  
& H O OC O C O C O &  
" Y -Axis Min imum Va l ue · "  
2 5 5  
3 6 0  
0 
1 2 0  
2 0 5 5  
Val ( text l . tex t )  
Va l ( text 2 . tex t ) 
3 
t ext � . text p l o t . Graph l . yaxismin 
text 2 . text = p l o t . Graphl . yaxismax 
yax i s . H i de 
End Sub 
Sub Form_Load ( ) 
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text l . text 
text 2 . text 
End Sub 
p l o t . Graphl . yaxismin 
p l o t . Graph l . yaxismax 
G l obal mchan ( S ) , a lpha , beta , bounda , boundb 
G l oba l e rb ( S ) , var 0 ( 5 ) , bias ( 5 ) , nexc l ( S )  
G l obal mstdd ( S ) , mstdn ( S ) , s i i ( S ) , sum ( S ) , sd ( S ) , snum ( S )  
G l oba l meas ( S ) , darray ( S ,  3 ) , sprtb ( S ) , exc l ( S ) , tm ( S ,  1 0 0 0 )  
G l obal B S ETTOO ( S ) , np lace ( S ) , ninc lp ( S ) , dbias ( S ) , nbias ( S )  
G l oba l i ndex ( S ) , x ( S )  
G lobal ns ignl , k ,  npo in t , i t es t ,  xestmt 
G l obal j inclp , j exclp 
G loba l i s ig ( S )  As Integer 
G l obal deger ( 12 ) , eskideger ( 4 )  
G l oba l g ( 2 ,  2 ) , po ( 2 ,  2 ) ,  p ( 2 ,  2 ) , tmp ( 2 , 2 ) , tmpi ( 2 ,  2 ) , f ( 2 ,  2 )  
G l oba l going�to�plo t ( l 7 ) , p l o t�data ( 9 6 ,  3 0 ) , norm�data ( 1 7 )  
G loba l dec i s ion ( 9 6 ,  4 )  
G l obal f i l ename $ , numskip , zaman$ ,  eskizaman$ 
G l oba l a l a rm ( 2 , 4 ) , o l d�inp�check 
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APPENDIX F 
Code Listing for Input I Output Interface 
c 
C OUTVALUE - UT PROGRAM 
c 
IMPLI C I T  INTEGER * 4  ( A - Z ) 
INCLUDE 
INCLUDE 
' ( $ IODEF ) ' 
' ( $ SS DEF ) ' 
INCLUDE ' DATAO : [ SA IPMS . INCLUDE ] SYSPAR . I  
INCLUDE ' DATAO : [ SA I PMS . INCLUDE ] MESTAB . I  
INCLUDE ' DATAO : [ SA I PMS . INCLUDE ] POINTS . !  
INCLUDE ' DATAO : [ SA IPMS . INCLUDE ] CVTTAB . I  
INTEGER * 4  
INTEGER* 4  
INTEGER * 4  
I RETURN 
MESPTR 
CYCLE 
INDEX FOR POINT 
C MAX IMUM NUMBER OF POINTS I S  IMAX 
PARAMETER ( IMAX = 2 0 0 )  
charac t er * 2 3  
CHARACTER* 8  
REAL 
integer * 2  
da te t ime 
Z Z P I D ( 1 : IMAX) , Z P I D  
OUTVAL ( 1 : IMAX ) , de l tat 
outqua ( 1 : I MAX ) 
OPEN ( 1 , F I L E = ' OUTVALUE . INP ' , TYPE = ' UNKNOWN ' ) 
OPEN ( 2 ,  TYPE= ' UNKNOWN ' , F I LE= ' OUTVALUE . OUT ' , 
+ CARRIAGECONTROL = ' LI ST ' , SHARE D )  
REWIND ( 1 )  
REWIND ( 2 )  
NUMPTS = O  
read ( 1 , * )  del t a t  
D O  1 I = 1 , I MAX 
READ ( 1 ,  ' ( A8 ) ' , END= 3 1 0 )  Z Z P I D ( I )  
NUMPTS =NUMPTS + 1  
l CONTINUE 
3 1 0  CONTINUE 
CLOSE ( UN IT= 1 )  
1 0 0 0  CONTINUE 
s tatus = l ib$da te_t ime ( datetime ) 
DO 2 I = 1 , NUMPTS 
Z P I D = Z Z P I D ( I )  
CALL GNVERMES ( !RETURN, Z P I D ,  MESPT R )  
I F  ( MESPTR . NE .  - 1  ) THEN 
c WRI T E  ( 5 , * )  ' TYPE : ' , IME_TYPE ( MESPTR ) 
I F  ( IME_TYPE ( MES PTR ) . EQ .  I DA_EXT R )  THEN 
outqua ( I ) = I CV_QUAL ( MESPTR ) 
OUTVAL ( I ) =XCV_EU ( MESPTR ) 
ELSE IF ( IME_TYPE ( MESPTR ) . EQ .  8 )  THEN 
outqua ( I ) = ICV_QUAL ( MESPTR ) 
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OUTVAL ( I ) =XCV_EU ( MESPTR ) 
ELSE I F  ( IME_TYPE ( MESPTR ) . EQ .  I DA_EXTL ) THEN 
outqua ( I ) = I CV_QUAL ( MES PTR ) 
OUTVAL ( I ) = I CV_EU ( ME S PTR ) 
ELSE 
OUTVAL ( I ) = O . O  
outqua ( I ) = O 
END I F  
END I F  
2 CONT INUE 
REWIND ( 2 )  
wr i t e ( 2 , * ) da t e t ime 
DO 3 I = l , NUMPTS 
WRITE ( 2 , * )  OUTVAL ( I )  , ou tqua ( I )  
3 CONTINUE 
CALL L I B$WAIT ( de l t a t )  
GOTO 1 0 0 0  
END 
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