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EXACT SOLUTION OF THE SIX-VERTEX MODEL WITH DOMAIN
WALL BOUNDARY CONDITIONS. CRITICAL LINE BETWEEN
DISORDERED AND ANTIFERROELECTRIC PHASES
PAVEL BLEHER AND THOMAS BOTHNER
Abstract. In the present article we obtain the large N asymptotics of the par-
tition function ZN of the six-vertex model with domain wall boundary conditions
on the critical line between the disordered and antiferroelectric phases. Using the
weights a = 1 − x, b = 1 + x, c = 2, |x| < 1, we prove that, as N → ∞, ZN =
CFN
2
N1/12
(
1 +O(N−1)
)
, where F is given by an explicit expression in x and the x-
dependency in C is determined. This result reproduces and improves the one given in
the physics literature by Bogoliubov, Kitaev and Zvonarev [7]. Furthermore, we prove
that the free energy exhibits an infinite order phase transition between the disordered
and antiferroelectric phases. Our proofs are based on the large N asymptotics for the
underlying orthogonal polynomials which involve a non-analytical weight function, the
Deift-Zhou nonlinear steepest descent method to the corresponding Riemann-Hilbert
problem, and the Toda equation for the tau-function.
1. Introduction and statement of the main result
We begin with the description of the model under consideration. Given a square
lattice in Z2 with N2 vertices, we assign arrows along each edge obeying the following
rule: At every vertex two arrows point in and two arrows point out. Such a rule is called
the ice-rule and it only admits six possible arrow configurations, see Figure 1, hence the
name of the model: the six-vertex model or the model of two-dimensional ice.
On the boundary of the lattice we impose the domain wall boundary conditions
(DWBC), that is all arrows on the top and bottom side of the lattice are directed
inside the lattice and all arrows on the left and right side point outside, see Figure 2 for
a possible arrow configuration with DWBC.
To each of the six possible arrow configurations (i) we assign a positive real-valued
Boltzmann weight wi, i = 1, . . . , 6 and define the partition function ZN of the model as
ZN =
∑
configurations
6∏
i=1
wnii
with ni denoting the number of vertices with arrow configuration (i). By definition, ZN
depends on six parameters: the weights wi. However recalling some conservation laws
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Figure 1. The six allowed arrow configurations at a vertex
Figure 2. An example of a possible 4× 4 configuration with DWBC
(see for instance [1], [4] or [12]) we can reduce the number of parameters to two, namely,
ZN (w1, w2, w3, w4, w5, w6) =
(
w5
w6
)N/2
ZN (a, a, b, b, c, c), (1.1)
where
a =
√
w1w2, b =
√
w3w4, c =
√
w5w6 ,
and furthermore
ZN (a, a, b, b, c, c) = c
N2ZN
(
a
c
,
a
c
,
b
c
,
b
c
, 1, 1
)
. (1.2)
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Thus, a general weight reduces to the two parameters ac ,
b
c . In order to study the phase
diagram (see Figure 3) of the model, we introduce the parameter
∆ =
a2 + b2 − c2
2ab
.
We distinguish the following three physical phase regions: the antiferroelectric phase
PSfrag replacements
0 1
1
a
c
b
c
(AF) (F)
(F)
(D)
Figure 3. The phase diagrom of the six-vertex model, with (F), (AF)
and (D) denoting the relevant phases
(AF), ∆ < −1; the disordered phase (D), −1 < ∆ < 1; and, the ferroelectric phase (F),
∆ > 1. In all phases the weights are usually parameterized in the following way: For
the ferroelectric phase,
(F) a = sinh(t− γ), b = sinh(t+ γ), c = sinh(2γ), 0 < |γ| < t, (1.3)
for the antiferroelectric phase,
(AF) a = sinh(γ − t), b = sinh(γ + t), c = sinh(2γ), 0 ≤ |t| < γ (1.4)
and for the disordered phase,
(D) a = sin(γ − t), b = sin(γ + t), c = sin(2γ), 0 ≤ |t| < γ < pi
2
. (1.5)
Here we discuss the critical line between the disordered and antiferroelectric phase, hence
∆ = −1
which corresponds to
a
c
+
b
c
= 1.
Instead of using the disordered phase parameterization (1.5) in the limit γ → 0+, we
choose the following parameterization for the weights a, b and c:
a = 1− x, b = 1 + x, c = 2, x ∈ (−1, 1). (1.6)
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The above described six-vertex model with DWBC was introduced by Korepin in [15]
and further studied in [14] and [8]. Those works lead to a remarkable determinantal
formula for the partition function with DWBC, which, with weights parameterized as in
(1.6), is
ZN =
(ab)N
2
(
∏N−1
k=0 k!)
2
τN , (1.7)
where τN is the Hankel determinant,
τN = det
(
di+j−2
dxi+j−2
ϕ(x)
)N
i,j=1
, ϕ(x) =
c
ab
=
2
1− x2 . (1.8)
The determinantal formula implies that τN solves the Toda equation,
τNτ
′′
N −
(
τ ′N
)2
= τN+1τN−1, n ≥ 1, (′) = ∂
∂x
. (1.9)
As was noticed by Zinn-Justin [19], the Hankel determinant τN can be expressed in
terms of the partition function of a random matrix model, and then it can be reduced
to orthogonal polynomials. On the critical line under consideration, the expression in
terms of orthogonal polynomials can be obtained as follows. We write ϕ(x) as the
Laplace transform of a continuous measure,
ϕ(x) =
2
(1− x)(1 + x) =
∞∫
−∞
exλm(λ)dλ, m(λ) = e−|λ|
and define the potential V (λ) = |λ| − xλ. This implies for τN
τN =
∞∫
−∞
· · ·
∞∫
−∞
e−
∑N
k=1 V (λi)
( N∏
l=1
λl−1l
)
det
(
λj−1i
)N
i,j=1
dλ1 · · · dλN
and thus for any permutation σ ∈ SN acting on {λi}Ni=1
τN =
∞∫
−∞
· · ·
∞∫
−∞
e−
∑N
k=1 V (λi)
( N∏
l=1
sgn(σ)λl−1σ(l)
)
det
(
λj−1i
)N
i,j=1
dλ1 · · · dλN ,
hence after summation and identification of a Vandermonde determinant
τN =
1
N !
∞∫
−∞
· · ·
∞∫
−∞
e−
∑N
k=1 V (λk)
∏
i<j
(λi − λj)2dλ1 · · · dλN . (1.10)
Up to the factor 1N ! , the expression on the right is the partition function of eigenvalues
in the random matrix model with the potential V .
Introduce now monic orthogonal polynomials {pn(s)}n≥0 with respect to the measure
dµ(s) = e−V (s)ds on the real line,
∞∫
−∞
pn(s)pm(s)dµ(s) = hnδnm .
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Then, by using the orthogonality condition, one can simplify (1.10) to
τN =
N−1∏
k=0
hk. (1.11)
Thus, for the partition function, via (1.7), we obtain the formula
ZN = (ab)
N2
N−1∏
k=0
hk
(k!)2
. (1.12)
We will prove the following asymptotics of the normalizing constants hN :
Theorem 1. As N →∞,
hN
(N !)2
=
(
pi
2 cos pix2
)2N+1(
1 +
1
12N
+ εN
)
, (1.13)
where
εN =
(−1)N cos(pix(N + 12))
2N(lnN)2
{
1− 2 ln lnN
lnN
+
1− 2γ − 4 ln 2− 2 ln ( cos pix2 )
lnN
+O
(( ln lnN
lnN
)2)}
+O
(
N−2
)
, (1.14)
and the error terms in (1.14) are uniform on any compact subset of the set
{x ∈ R : −1 < x < 1}. (1.15)
The proof of Theorem 1 is based on the Riemann-Hilbert approach for the potential V
with a singularity at the origin. V is close to the class of the Freud potentials considered
in the paper of Kricherbauer and McLaughlin [17]. Our approach is somewhat different
from [17], and it gives a more detailed asymptotic formula for hN , which is needed in
the asymptotics of ZN . Our second main result in the present paper is the asymptotics
of ZN .
Theorem 2. On the critical line between the disordered and antiferroelectric phase re-
gion with −1 < x < 1, as N →∞,
ZN = CF
N2N
1
12
(
1 +O
(
N−1
))
, (1.16)
where
F =
pi(1− x2)
2 cos pix2
, C = C0
(
cos
pix
2
) 1
12
, (1.17)
and C0 > 0 is a universal constant. The error term in (1.16) is uniform on any compact
subset of the set (1.15).
Remark. The leading term in formula (1.16) for ZN , after a rescaling, coincides with
the one obtained in the physics literature by Bogoliubov, Kitaev and Zvonarev [7]. The
error term estimate of O(N−1) is much stronger than a logarithmic estimate which can
be derived from [7]. Expression (1.17) for the constant C is completely new.
The current article is a continuation of the work of the first author with Vladimir
Fokin in [3] and with Karl Liechty in [4], [5] and [6]. They prove conjectures of Paul
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Zinn-Justin in [19] on the large N asymptotics of ZN in different phase regions: In the
disordered phase with parameterization (1.5) for some ε > 0,
(D) ZN = CF
N2Nκ
(
1 +O
(
N−ε
))
, N →∞ (1.18)
with
κ =
1
12
− 2γ
2
3pi(pi − 2γ) , F =
pi
(
sin(γ − t) sin(γ + t))
2γ cos pit2γ
(1.19)
and an N independent constant C > 0, whose value is unknown. In the antiferroelectric
phase with (1.4)
(AF) ZN = CF
N2ϑ4(Nω)
(
1 +O
(
N−1
))
, N →∞, (1.20)
where
ω =
pi
2
(
1 +
t
γ
)
, F =
pi
(
sinh(γ − t) sinh(γ + t))ϑ′1(0)
2γϑ1(ω)
, (1.21)
and ϑ1(z) = ϑ1(z|q), ϑ4(z) = ϑ4(z|q) are the Jacobi theta functions with the elliptic
nome q = e−
pi2
2γ . The constant C > 0 is also here unknown.
Furthermore, in the ferroelectric phase (1.3) for any ε > 0
(F) ZN = CF
N2GN
(
1 +O
(
e−N
1−ε))
, N →∞
with
C = 1− e−4γ , G = eγ−t, F = sinh(γ + t).
Finally on the critical line between the ferroelectric and disordered phases with the
parameterizations a = 12(t− 1), b = 12(t+ 1) and c = 1 with t > 1
(F-D) ZN = CF
N2G
√
NN
1
4
(
1 +O
(
N−1/2
))
, N →∞
where
F =
t+ 1
2
, G = exp
[
− ζ
(
3
2
)√
t− 1
2pi
]
with ζ(s) denoting the Riemann zeta function and a positive, yet unknown, constant
C > 0.
To calculate the order of the phase transition on the critical line between the disordered
and antiferroelectric phase regions, we would like to compare the free energy in these
phase regions as we approach the critical line. First we have to adjust the partition
function in the regions. Observe that as we approach the critical line, the parameters
t, γ → 0, hence c→ 0. We rescale ZN according to (1.2):
ZN
(
a
c
,
a
c
,
b
c
,
b
c
, 1, 1
)
= c−N
2
ZN (a, a, b, b, c, c).
In the disordered phase we obtain from (1.18) that
ZN
(
a
c
,
a
c
,
b
c
,
b
c
, 1, 1
)
= CFN
2
Nκ
(
1 +O
(
N−ε
))
, N →∞, (1.22)
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with the same C and κ as in (1.18), and with
(D) F = F (γ, t) =
piab
2γc cos pit2γ
, 0 ≤ |t| < γ < pi
2
. (1.23)
Here a, b, c are parameterized as in (1.5).
In the antiferroelectric region we obtain from (1.20) that
ZN
(
a
c
,
a
c
,
b
c
,
b
c
, 1, 1
)
= CFN
2
ϑ4(Nω)
(
1 +O
(
N−1
))
, N →∞, (1.24)
with the same C and ω as in (1.20), and with
(AF) F = F (γ, t) =
piab ϑ′1(0)
2γc ϑ1(ω)
, 0 ≤ |t| < γ. (1.25)
Here a, b, c are parameterized as in (1.4). Let us remind that
ϑ1(z) = ϑ1(z|q) = 2
∞∑
n=0
(−1)nq(n+ 12 )2 sin ((2n + 1)z), q = e−pi22γ ,
ω =
pi
2
(
1 +
t
γ
)
.
(1.26)
Observe that as q → 0,
ϑ1(z|q) = 2q1/4 sin z +O(q9/4), ϑ′1(0|q) = 2q1/4 +O(q9/4), (1.27)
hence
ϑ′1(0)
ϑ1(ω)
=
1
sinω
+O(q2) =
1
cos pit2γ
+O(q2). (1.28)
The free energy in the antiferroelectric region can be written as
F (γ, t) = F reg(γ, t) + F sing(γ, t), (1.29)
where
F reg(γ, t) =
piab
2γc cos pit2γ
,
a = sinh(γ − t), b = sinh(γ + t), c = sinh(2γ),
(1.30)
and
F sing(γ, t) =
piab
2γc
(
ϑ′1(0)
ϑ1(ω)
− 1
cos pit2γ
)
.
Observe at this point, that F (γ, t) in the disordered phase region see (1.23) and F reg(γ, t)
in the antiferroelectric one see (1.30) are given by the same expression, but the underlying
parameterizations of a, b and c are different.
Introduce now the coordinates (x, y) on the phase diagram as
a
c
=
1− x
2
+ y,
b
c
=
1 + x
2
+ y, x ∈ (−1, 1), (1.31)
so that y > 0 corresponds to the disordered phase region, whereas y < 0 to the antifer-
roelectric one. Employing the change of variables
(γ, t) 7→ (x(γ, t), y(γ, t)),
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defined by (1.31) and (1.4) in the antiferroelectric phase region, and, respectively, by
(1.31) and (1.5) in the disordered phase region, we set
FD(x, y) ≡ F
(
γ(x, y), t(x, y)
)
in (D), FAF (x, y) ≡ F
(
γ(x, y), t(x, y)
)
in (AF),
and on the critical line (cf. Theorem 2),
FC(x) ≡ F = pi(1− x
2)
4 cos pix2
.
Also, we set in the (AF) region
F regAF (x, y) ≡ F reg
(
γ(x, y), t(x, y)
)
, F singAF (x, y) ≡ F sing
(
γ(x, y), t(x, y)
)
. (1.33)
We prove the following result on the order of the phase transition on the critical line,
see also the work [19] of Zinn-Justin.
Theorem 3. We have the following properties:
(1) For any x ∈ (−1, 1), change of coordinates (1.32) implies that as y → 0,
γ = 2
√
|y|
1− x2
(
1 +O(y)
)
, t = 4x
√
|y|
1− x2
(
1 +O(y)
)
. (1.34)
(2) The functions FD(x, y) and F
reg
AF (x, y) can be analytically continued in y to a
neighborhood of the point y = 0, and in this neighborhood
FD(x, y) = F
reg
AF (x, y). (1.35)
In addition, we have that
FD(0, x) = FC(x) = F
reg
AF (0, x). (1.36)
(3) As y → 0, F singAF (x, y) is exponentially small,
F singAF (x, y) = O
(
e
−pi2
γ
)
, x ∈ (−1, 1), (1.37)
that is we have an infinite order phase transition.
The setup for the remainder of the paper is as follows: We will first proof Theorem 1
within the framework of the Riemann-Hilbert approach to orthogonal polynomials. We
start with a rescaling of the weight and the construction of the equilibrium measure.
Afterwards a sequence of transformations is carried out which allow to approximate the
global solution of the Riemann-Hilbert problem by local model functions, and enable
us to solve the initial problem via iteration. After that, Theorem 2 is a corollary to
Theorem 1, via (1.12) and (1.9), with some extra arguments enabling us to prove the
O(N−1) estimate of the error term. The proof of Theorem 3 will be given at the end of
the article.
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2. Rescaling and the equilibrium measure
Let us scale the variables in (1.10) as λi = Nµi, so that
τN =
NN
2
N !
τ˜N , τ˜N =
∞∫
−∞
· · ·
∞∫
−∞
e−N
∑N
k=1 V (µk)
∏
i<j
(µi − µj)2dµ1 · · · dµN . (2.1)
Now use the rescaled monic orthogonal polynomials {pN,n(s)}n≥0 with
pN,n(s) =
1
Nn
pn(Ns),
thus satisfying
∞∫
−∞
pN,n(s)pN,m(s)e
−NV (s)ds = hN,nδnm, hN,n =
hn
N2n+1
and simplify (2.1) similarly as in (1.11)
τ˜N = N !
N−1∏
i=0
hN,i.
Our original task of studying the asymptotics of orthogonal polynomials with respect to
the weight function w(s) = e−V (s) has therefore simply been transfered to polynomials
with the underlying weight
w˜(s) = e−NV (s), s ∈ R; V (s) = |s| − xs, |x| < 1. (2.2)
Our strategy will now focus on the determination of the large N asymptotics of the
normalizing constants hN,N , and then, via hN = N
2N+1hN,N , the evaluation of τN from
(1.11).
To this end introduce the normalized counting measure ν on R
ν(s) =
1
N
N∑
k=1
δ(s − µk),
∫
R
dν(s) = 1
and rewrite the integrand in (2.1) as
e−N
∑N
k=1 V (µk)
∏
i<j
(µi − µj)2 = e−N2H(ν)
with
H(ν) =
∫ ∫
ln |t− s|−1dν(t)dν(s) +
∫
V (s)dν(s).
Since we are particularly interested in the behavior of τN as N → ∞, we expect the
value of τ˜N in (2.1) to be focused in a neighborhood of the global minimum of the
energy functional H(ν), with ν reaching over
M1(R) = {µ ∈ Borel measures on R : ∫ dµ = 1}.
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It is well known (for instance [9], [10]) that the energy minimization problem
EV = inf
µ∈M1(R)
[ ∫ ∫
ln |t− s|−1dµ(t)dµ(s) +
∫
V (s)dµ(s)
]
.
has a unique solution µ = µV ∈ M1(R), called the equilibrium measure.
In the given situation the underlying potential V (s) = |s| − xs is convex. In this case
the support of the equilibrium measure consists of one interval,
J = supp(µV ) = [α, β] ⊂ R. (2.3)
For our purposes the equilibrium measure will be essential in the construction of the
g-function
g(z) =
∫
J
ln(z − w)dµV (w) =
∫
J
ln(z − w)ρ(w)dw, z ∈ C\(−∞, βq], (2.4)
where we choose the principal branch for the logarithm. Moreover the g-function in turn
determines the equilibrium measure uniquely by the following variational conditions:
there exists a real constant l, the Lagrange multiplier, such that
z ∈ R\J : g+(z)+g−(z)−V (z)− l ≤ 0, z ∈ J : g+(z)+g−(z)−V (z)− l = 0. (2.5)
This characterization of the equilibrium measure leads to a Riemann-Hilbert problem
for g′(z) which can be solved as
g′(z) =
√
R(z)
2pii
∫
J
V ′(w)√
R(w)+
dw
w − z , z ∈ C\J. (2.6)
It turns out that for the given potential, V (s) = |s| − xs, the g-function, its support,
the density function ρ(z), and the Lagrange multiplier l can all be evaluated explicitly,
see [19] and [3]. We have from (2.3), (2.6) and (2.2) that
g′(z) =
√
(z − α)(z − β)
2pii
β∫
α
sgn(w) − x√
(w − α)(w − β)+
dw
w − z .
To evaluate this integral we use the residue theorem,
β∫
α
dw√
(w − α)(w − β)+(w − z)
=
1
2
∫
C0
dw√
(w − α)(w − β)(w − z)
= pii resw=z
1√
(w − α)(w − β)(w − z) + pii resw=∞
1√
(w − α)(w − β)(w − z)
=
pii√
(z − α)(z − β)
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where C0 denotes a closed contour around the interval [α, β] such that both points z and
∞ lie to the left of C0. Similarly
β∫
α
sgn(w)√
(w − α)(w − β)+
dw
w − z =
pii√
(z − α)(z − β) + 2i
0∫
α
dw√
(w − α)(β − w)(w − z)
and the latter integrand has an explicit antiderivative. We conclude
g′(z) =
1− x
2
+
2
pii
ln
√
β(z − α)− i
√
−α(z − β)√
z(β − α) , z ∈ C\[α, β] (2.7)
choosing the principal branch for the square roots in (2.7). In order to evaluate the
endpoints α, β of the support, use the resolvent
g′(z) =
β∫
α
dµV (w)
z − w =
1
z
+O
(
z−2
)
, z →∞
and compare with the expansion in (2.7) as z →∞. One obtains
α = −pi tan pi
4
(1− x), β = pi tan pi
4
(1 + x),
(−α)β = pi2, β − α = 2pi
cos pix2
.
(2.8)
For the g-function itself we use an indefinite integration by parts,
g(z) = zg′(z) −
∫
zg′′(z)dz + C, C ≡ const,
where from (2.7)
g′′(z) =
√
(−α)β
zpi(β − α)
(√
z − β
z − α −
√
z − α
z − β
)
.
Thus,
g(z) = zg′(z) + 2 ln
(√
z − α+
√
z − β)− (1 + 2 ln 2), z ∈ C\[α, β], (2.9)
and the constant C = −(1 + 2 ln 2) is obtained from a comparison of the asymptotics in
g(z) =
β∫
α
ln(z −w)dµV (w) = ln z +O(z−1), z →∞ (2.10)
with the asymptotics in (2.9). We move on to the density and use the resolvent equation
again:
g′+(z)− g′−(z) = −2piiρ(z), z ∈ [α, β]. (2.11)
However, from (2.7),
g′±(z) =
sgn(z)− x
2
± 2
pii
ln
√
β(z − α) +
√
−α(β − z)√|z|(β − α) , z ∈ [α, β],
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since √
β(z − α)−
√
−α(β − z)√
|z|(β − α) =
√
|z|(β − α)√
β(z − α) +
√
−α(β − z)e
iargz.
Hence, via (2.11),
ρ(z) =
2
pi2
ln
√
β(z − α) +
√
−α(β − z)√
|z|(β − α) , z ∈ (α, β), (2.12)
thus the density has a logarithmic singularity at the origin. Finally, for the Lagrange
multiplier, we state first, as a consequence of (2.11) and (2.5), that for z ∈ [α, β],
g+(z) − g−(z) = 2pii
β∫
z
ρ(w)dw, g+(z) + g−(z) − V (z)− l = 0. (2.13)
But for such z
g+(z) =
V (z)
2
+
2z
pii
ln
√
β(z − α) +
√
−α(β − z)√
|z|(β − α) + 2 ln(β − α)
−2 ln (√z − α− i√β − z)+ C
and
g−(z) =
V (z)
2
− 2z
pii
ln
√
β(z − α) +√−α(β − z)√
|z|(β − α) + 2 ln
(√
z − α− i
√
β − z)+ C,
hence
l = 2 ln(β − α)− 2(1 + 2 ln 2). (2.14)
We have now gathered enough information to start the asymptotical analysis.
3. Riemann-Hilbert problem for orthogonal polynomials
The following Riemann-Hilbert problem (RHP), originally introduced by Fokas, Its
and Kitaev in [13], is essential: Find a 2 × 2 piecewise analytic matrix-valued function
Y (z) = Y (n)(z) such that
• Y (n)(z) is analytic for z ∈ C\R
• Orienting the real line from left to right the following jump relation holds
Y
(n)
+ (z) = Y
(n)
− (z)
(
1 w˜(z)
0 1
)
, z ∈ R
• As z →∞, we have
Y (n)(z) =
(
I +O
(
z−1
))
znσ3 , σ3 =
(
1 0
0 −1
)
The stated problem has a unique solution Y (n)(z) given by
Y (n)(z) =
(
pin(z)
1
2pii
∫
R
pin(s)w˜(s)
ds
s−z
γn−1pin−1(z)
γn−1
2pii
∫
R
pin−1(s)w˜(s) dss−z
)
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where pin(z) = z
n + . . . is the nth monic orthogonal polynomial with respect to the
measure dµ(s) = w˜(s)ds and
γn = −2pii
hn
, hn =
∞∫
−∞
pi2n(s)dµ(s).
Furthermore Y (n)(z)z−nσ3 admits a full asymptotic expansion near infinity of the fol-
lowing form
Y (n)(z)z−nσ3 = I +
Y
(n)
1
z
+
Y
(n)
2
z2
+O
(
z−3
)
, z →∞, Y (n)k =
(
Y
(n)
k
)
ij
and since in our situation w˜(s) = e−NV (s), we obtain
hN,n = −2pii
(
Y
(n)
1
)
12
(3.1)
which, in terms of the previous discussion in the last section, shows that we need to solve
the given RHP for Y (z) = Y (N)(z). This solution will be obtained in the framework
of the Deift-Zhou nonlinear steepest descent method [11] using techniques developed in
[10]. These techniques allow to approximate the global solution Y (z) by local model
functions, parametrices, and the iterative solution of a singular integral equation. We
will elaborate the required steps in the following subsections.
4. First transformation of the RHP - Normalization
Recall (2.10) and make the following normalizing substitution in the orginal Y -RHP
Y (z) = exp
(
Nl
2
σ3
)
T (z) exp
(
N
(
g(z) − l
2
)
σ3
)
, z ∈ C\R. (4.1)
This leads to a RHP for the function T (z)
• T (z) is analytic for z ∈ C\R.
• The above properties of g(z), see (2.13), imply the following jumps
T+(z) = T−(z)
(
e−N(g+−g−) 1
0 eN(g+−g−)
)
, z ∈ [α, β]
and
T+(z) = T−(z)
(
1 eN(g++g−−V−l)
0 1
)
, z ∈ R\[α, β].
• At infinity, T (z) is normalized
T (z) = I +O
(
z−1
)
, z →∞.
Let us take a closer look at the listed jump matrices: For z ∈ (β,+∞)
g+(z) + g−(z) − V (z)− l = 4z
pi
arg
√
β(z − α)− i
√
−α(z − β)√
z(β − α) + 4 ln
√
z − α+√z − β√
β − α
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and for z ∈ (−∞, α)
g+(z) + g−(z) − V (z)− l = 2z + 4z
pi
arg
√
β(α − z)− i√−α(β − z)√−z(β − α)
+4 ln
√
α− z +√β − z√
β − α
thus (see (2.5))
g+(z) + g−(z)− V (z)− l < 0, z ∈ R\[α, β]
and we conclude for z ∈ (−∞, α− η) ∪ (β + η,+∞), η > 0 fixed,(
1 eN(g++g−−V−l)
0 1
)
−→ I, N →∞ (4.2)
where the stated convergence is, in fact, exponentially fast. Secondly the line segment
[α, β]: The given potential V (s) = |s| − xs, s ∈ R admits analytical continuation in the
left and right halfplane separately via
V (z) =
{
z(1− x), Rez > 0;
−z(1 + x), Rez < 0, (4.3)
and this continuation is however two-valued on the imaginary axis. Since g−(z) =
V (z) − g+(z) + l, z ∈ [α, β], the function
G(z) = g+(z)− g−(z) = 2g+(z) − V (z)− l
admits analytical continuation in a neigborhood of the segment [α, β] into the first and
second quadrant of the complex plane using the appropriate continuation of V (z) in
(4.3). On the other hand from (2.13)
G(z) = 2pii
β∫
z
ρ(w)dw (4.4)
and therefore
d
dy
G(z + iy)
∣∣∣
y=0
= 2piρ(z) =
4
pi
ln
√
β(z − α) +
√
−α(β − z)√
|z|(β − α) > 0, z ∈ (α, 0) ∪ (0, β),
i.e. the stated local continuation of G(z) into the first and second quadrant satisfies
Re G(z) > 0 for Rez 6= 0, Imz > 0. (4.5)
In the lower halfplane we argue in a similar fashion, indeed
G(z) = −2g−(z) + V (z) + l
admits local continuation into the third and fourth quadrant satisfying
Re G(z) < 0 for Rez 6= 0, Imz < 0. (4.6)
These continuations will now be used in the following matrix factorizations(
e−N(g+(z)−g−(z)) 1
0 eN(g+(z)−g−(z))
)
=
(
1 0
eNG(z) 1
)(
0 1
−1 0
)(
1 0
e−NG(z) 1
)
= SL1SPSL2 ,
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motivating the second transformation of the RHP.
5. Second Transformation of the RHP - Opening of lenses
Let L±j denote the upper (lower) lense, shown in Figure 4, which is bounded by the
contour γ±j . Define
S(z) =


T (z)S−1L2 , z ∈ L+1 ∪ L+2 ,
T (z)SL1 , z ∈ L−3 ∪ L−4 ,
T (z), otherwise,
(5.1)
then S(z) solves the following RHP
PSfrag replacements
α β
L+1L
+
2
L−3 L
−
4
γ+1γ
+
2
γ−3 γ−4
Figure 4. The second transformation - opening of lenses
• S(z) is analytic for z ∈ C\(R ∪ Γ), with Γ = γ+1 ∪ γ+2 ∪ γ−3 ∪ γ−4 ∪ (−iε, iε) and
0 < ε < 1 remains fixed.
• The following jumps hold, with orientation fixed as in Figure 4
S+(z) = S−(z)


(
1 0
e−NG(z) 1
)
, z ∈ γ+1 ∪ γ+2 ,(
0 1−1 0
)
, z ∈ [α, 0) ∪ (0, β],(
1 eN(g++g−−V−l)
0 1
)
, z ∈ R\[α, β],(
1 0
eNG(z) 1
)
, z ∈ γ−3 ∪ γ−4 .
Furthermore on the vertical line segment oriented upwards
S+(z) = S−(z)
(
1 0
j1(z) 1
)
, z ∈ (0, iε) (5.2)
where
j1(z) = e
−NG−(z) − e−NG+(z) = −2ie−Nf1(z) sin(Niz)
with
f1(z) =
4z
pii
ln
√
β(z − α) +
√
−α(β − z)√
β − α − 4 ln
√
z − α− i√β − z√
β − α
+z − 2z
pii
ln z
and similarly
S+(z) = S−(z)
(
1 0
j2(z) 1
)
, z ∈ (−iε, 0) (5.3)
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with
j2(z) = e
NG+(z) − eNG−(z) = 2ie−Nf2(z) sin(Niz)
where
f2(z) =
4(−z)
pii
ln
√
β(z − α) +
√
−α(β − z)√
β − α + 4 ln
√
z − α− i√β − z√
β − α
−z − 2(−z)
pii
ln(−z).
• At infinity, S(z) = I +O(z−1), z →∞.
With (4.5) and (4.6), the jump matrices will approach the identity matrix exponentially
fast on the upper lense boundary γ+1 ∪γ+2 and on the lower lense boundary γ−3 ∪γ−4 . Also,
as we have seen earlier in (4.2), a similar statement holds along R\[α, β]. Let us direct
our attention therefore towards the vertical line segment (−iε, iε). For z = iy, 0 < y < ε
we have
j1(iy) = 2ie
−N(− 2
pi
y ln y+yh1(y)+h2(y)) sin(Ny) (5.4)
where we introduced
h1(y) =
4
pi
ln
√
β(iy − α) +
√
−α(β − iy)√
β − α , h2(y) = 4 ln
√
iy − α+ i√β − iy√
β − α
and with z = −iy, 0 < y < ε also
j2(−iy) = 2ie−N(−
2
pi
y ln y+yh3(y)+h4(y)) sin(Ny) (5.5)
with
h3(y) =
4
pi
ln
√
β(−iy − α) +√−α(β + iy)√
β − α , h4(y) = −4 ln
√−iy − α+ i√β + iy√
β − α .
Hence, combining (5.4) and (5.5)
j1(z) = a1(iy)e
− 2N
pi
y| ln y| sin(Ny), j2(z) = a2(−iy)e−
2N
pi
y| ln(y)| sin(Ny), 0 < y < ε
with functions ai(z) which are analytic in a full neighborhood of the origin, satisfyting
ai(0) 6= 0. As a result of an optimization consideration, the function
f(y) = e
2N
pi
y ln y sin(Ny), y ∈ [0, ε)
satisfies the important estimation
f(y) = O
(
1
lnN
)
, N →∞, y ∈ [0, ε),
hence also on the vertical line segment, the given jump matrices will, as N → ∞,
eventually approach the identity matrix. All together we expect, and this will be justified
rigorously, that as N → ∞, S(z) converges to a solution of the model RHP, in which
we only have to deal with the constant jump matrix on the punctured line segment
[α, 0) ∪ (0, β]. Let us now consider this model RHP.
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6. The Model RHP
Find the piecewise analytic 2× 2 matrix valued function M(z) such that
• M(z) is analytic for z ∈ C\[α, β]
• Along [α, β], the following jump holds
M+(z) =M−(z)
(
0 1−1 0
)
, z ∈ [α, β]
• M(z) has at most logarithmic singularities at the endpoints z = α, β
• M(z) = I +O(z−1), z →∞
A solution to this problem can be obtained by diagonalization
M(z) =
(−i i
1 1
)
δ(z)−σ3
i
2
(
1 −i
−1 −i
)
=
1
2
(
δ + δ−1 i(δ − δ−1)
−i(δ − δ−1) δ + δ−1
)
(6.1)
with
δ(z) =
(
z − α
z − β
)1/4
defined on C\[α, β] with its branch fixed by the condition (z−αz−β )1/4 → 1 as z →∞.
7. Construction of a parametrix at the edge point z = β
Fix a small neighborhood U of the point β and observe that
g+(z) + g−(z)− V (z)− l = 4z
pi
ln
√
β(z − α)− i
√
−α(z − β)√
z(β − α)
+4 ln
√
z − α+√z − β√
β − α
= −c0(z − β)3/2 +O
(
(z − β)2), c0 = 8
3β
√
β − α > 0
as z ∈ U , z > β. Simultaneously,
G(z) = 2g(z) − V (z)− l = −c0(z − β)3/2 +O
(
(z − β)2),
as z ∈ U ∩ γ+1 and
G(z) = −2g(z) + V (z) + l = c0(z − β)3/2 +O
(
(z − β)2), z ∈ U ∩ γ−4
where the function (z − β)3/2 is defined for z ∈ C\(−∞, β] and fixed by the condition
(z − β)3/2 > 0 if z > β.
The stated local behaviors suggest to use the Airy function Ai(ζ) in the construction of
an edge point parametrix. To this end first recall (see for instance [2]) that the function
Ai(ζ) is a solution to the Airy equation
w′′ = zw
uniquely fixed by its asymptotics as ζ →∞ and −pi < arg ζ < pi
Ai(ζ) =
ζ−1/4
2
√
pi
e−
2
3
ζ3/2
(
1− 5
48
ζ−3/2 +
385
4608
ζ−6/2 +O
(
ζ−9/2
))
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as well as for −5pi3 < arg ζ < −pi3
Ai(ζ) =
ζ−1/4
2
√
pi
e−
2
3
ζ3/2
(
1− 5
48
ζ−3/2 +
385
4608
ζ−6/2 +O
(
ζ−9/2
))
− iζ
−1/4
2
√
pi
e
2
3
ζ3/2
(
1 +
5
48
ζ−3/2 +
385
4608
ζ−6/2 +O
(
ζ−9/2
))
, ζ →∞.
Now introduce for ζ ∈ C
A0(ζ) =

 ddζAi(ζ) eipi3 ddζAi
(
e−i
2pi
3 ζ
)
Ai(ζ) ei
pi
3Ai
(
e−i
2pi
3 ζ
)

 (7.1)
and observe from the previously stated asymptotics that as ζ →∞ for 0 < arg ζ < pi
A0(ζ) =
ζσ3/4
2
√
pi
(−1 i
1 i
)[
I +
1
48ζ3/2
(
1 6i
6i −1
)
+
35
4608ζ6/2
( −1 12i
−12i −1
)
+O
(
ζ−9/2
)]
e−
2
3
ζ3/2σ3 .
On the other hand if −pi < arg ζ < 0, we have
A0(ζ) =
ζσ3/4
2
√
pi
(−1 i
1 i
)[
I +
1
48ζ3/2
(
1 6i
6i −1
)
+
35
4608ζ6/2
( −1 12i
−12i −1
)
+O
(
ζ−9/2
)]
e−
2
3
ζ3/2σ3
(
1 1
0 1
)
, ζ →∞.
We assemble the following model function
ARH(ζ) =


A0(ζ), arg ζ ∈ (0, 2pi3 ),
A0(ζ)
(
1 0
−1 1
)
, arg ζ ∈ (2pi3 , pi),
A0(ζ)
(
1 −1
0 1
)
, arg ζ ∈ (−2pi3 , 0),
A0(ζ)
(
0 −1
1 1
)
, arg ζ ∈ (−pi,−2pi3 ).
(7.2)
leading to the RHP depicted in Figure 5
• ARH(ζ) is analytic for ζ ∈ C\{arg ζ = −2pi3 , 0, 2pi3 , pi}• The following jumps hold, with the contours oriented as shown in Figure 5
ARH+ (ζ) = A
RH
− (ζ)
(
1 0
−1 1
)
, arg ζ = ∓2pi
3
ARH+ (ζ) = A
RH
− (ζ)
(
1 1
0 1
)
, arg ζ = 0
ARH+ (ζ) = A
RH
− (ζ)
(
0 −1
1 0
)
, arg ζ = pi
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PSfrag replacements
(
1 1
0 1
)
(
1 0
1 1
)
(
1 0
1 1
)
(
0 1
−1 0
)
Figure 5. The model RHP near z = β which can be solved explicitly
using Airy functions
• In order to determine the behavior of ARH(ζ) at infinity we make the following
observations. First let arg ζ ∈ (−pi,−2pi3 ) and consider
e−
2
3
ζ3/2σ3
(
1 0
1 1
)
e
2
3
ζ3/2σ3 =
(
1 0
e
4
3
ζ3/2 1
)
however here Re(ζ3/2) < 0, hence the given product approaches the identity
exponentially fast as ζ →∞. Secondly for arg ζ ∈ (2pi3 , pi) :
e−
2
3
ζ3/2σ3
(
1 0
−1 1
)
e
2
3
ζ3/2σ3 =
(
1 0
−e 43 ζ3/2 1
)
and also in this situation Re(ζ3/2) < 0. Both cases together with the previously
stated asymptotics for A0(ζ) imply therefore
ARH(ζ) =
ζσ3/4
2
√
pi
(−1 i
1 i
)[
I +
1
48ζ3/2
(
1 6i
6i −1
)
+
35
4608ζ6/2
( −1 12i
−12i −1
)
+O
(
ζ−9/2
)]
e−
2
3
ζ3/2σ3 . (7.3)
as ζ →∞ in a full neighborhood of infinity.
The model function ARH(ζ) will be useful in the construction of the parametrix to the
solution of the S-RHP in a neighborhood of z = β. We proceed in two steps. First
define
ζ(z) =
(
3N
4
)2/3(
− 2g(z) + V (z) + l
)2/3
, |z − β| < r. (7.4)
This change of variables is locally conformal, since
ζ(z) =
(
2N
β
√
β − α
)2/3
(z − β)(1 +O(z − β)), |z − β| < r,
and it enables us to define the right parametrix U(z) near z = β by the formula:
U(z) = Br(z)(−i
√
pi)ARH
(
ζ(z)
)
e
2
3
ζ3/2(z)σ3 , |z − β| < r (7.5)
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with ζ(z) as in (7.4) and the matrix multiplier
Br(z) =
(−i i
1 1
)(
ζ(z)
z − α
z − β
)−σ3/4
, Br(β) =
(−i i
1 1
)(
2N
β
(β − α)
)−σ3/6
. (7.6)
By construction, in particular since Br(z) is analytic in a neighborhood of z = β, the
parametrix U(z) has jumps along the curves depicted in Figure 6, and we can always
locally match the latter curves with the jump curves of the original RHP.PSfrag replacements (
1 0
e−NG(z) 1
)
(
1 0
eNG(z) 1
)
(
1 eN(g++g−−V−l)
0 1
)
(
0 1
−1 0
)
Figure 6. Transformation of parametrix jumps to original jumps
Also these jumps are described by the same matrices as in the original RHP, indeed
e−
2
3
ζ3/2(z)σ3
(
1 0
1 1
)
e
2
3
ζ3/2(z)σ3 =
(
1 0
eNG(z) 1
)
, z ∈ U ∩ γ−4
e−
2
3
ζ3/2(z)σ3
(
1 1
0 1
)
e
2
3
ζ3/2(z)σ3 =
(
1 eN(g++g−−V−l)
0 1
)
, z ∈ U ∩ (β,∞)
e−
2
3
ζ3/2(z)σ3
(
1 0
1 1
)
e
2
3
ζ3/2(z)σ3 =
(
1 0
e−NG(z) 1
)
, z ∈ U ∩ γ+1
e−
2
3
ζ3/2(z)σ3
(
0 1
−1 0
)
e
2
3
ζ3/2(z)σ3 =
(
0 1
−1 0
)
, z ∈ U ∩ (α, β),
hence the ratio of S(z) with U(z) is locally analytic, i.e.
S(z) = Nr(z)U(z), |z − β| < r < β
2
. (7.7)
Let us explain the role of the left multiplier Br(z) in the definition (7.5). Observe that
Br(z)
(
− i
2
)
ζσ3/4(z)
(−1 i
1 i
)
=
(−i i
1 1
)(
z − α
z − β
)−σ3/4 i
2
(
1 −i
−1 −i
)
=M(z).
This relation together with the asympotics (7.3) implies that,
U(z) = M(z)
[
I +
1
48ζ3/2
(
1 6i
6i −1
)
+
35
4608ζ6/2
( −1 12i
−12i −1
)
+O
(
ζ−9/2
)]
=
[
I +
1
96ζ3/2
(
7δ−2 − 5δ2 i(7δ−2 + 5δ2)
i(7δ−2 + 5δ2) −(7δ−2 − 5δ2)
)
+
35
4608ζ6/2
( −1 12i
−12i −1
)
+O
(
ζ−9/2
)]
M(z) (7.8)
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as N → ∞ and 0 < r1 ≤ |z − β| ≤ r2 < β2 (so |ζ| → ∞). Since the function ζ(z) is of
order N2/3 on the latter annulus and δ(z) is bounded, equation (7.8) yields the matching
relation between the model functions U(z) and M(z),
U(z) =
(
I + o(1)
)
M(z), N →∞, 0 < r1 ≤ |z − β| ≤ r2 < β
2
which is crucial for the succesful implementation of the nonlinear steepest descent
method as we shall see later on. This is the reason for chosing the left multiplier Br(z)
in (7.5) in the form (7.6).
8. Construction of a parametrix at the edge point z = α
This time the construction is similar to the one given in the last subsection. First
introduce for ζ ∈ C
A˜0(ζ) = −
(
0 1
1 0
)
σ3A0
(
e−ipiζ
)
σ3
and obtain for 0 < arg ζ < pi as ζ →∞
A˜0(ζ) =
(
e−ipiζ
)−σ3/4
2
√
pi
(
1 −i
1 i
)[
I +
i
48ζ3/2
(−1 6i
6i 1
)
+
35
4608ζ6/2
(
1 12i
−12i 1
)
+O
(
ζ−9/2
)]
e−
2
3
iζ3/2σ3
(
1 −1
0 1
)
as well as for pi < arg ζ < 2pi
A˜0(ζ) =
(
e−ipiζ
)−σ3/4
2
√
pi
(
1 −i
1 i
)[
I +
i
48ζ3/2
(−1 6i
6i 1
)
+
35
4608ζ6/2
(
1 12i
−12i 1
)
+O
(
ζ−9/2
)]
e−
2
3
iζ3/2σ3 , ζ →∞.
Next, instead of (7.2), define
A˜RH(ζ) =


A˜0(ζ)
(
0 1
−1 1
)
, arg ζ ∈ (0, pi3 ),
A˜0(ζ)
(
1 1
0 1
)
, arg ζ ∈ (pi3 , pi),
A˜0(ζ), arg ζ ∈ (pi, 5pi3 ),
A˜0(ζ)
(
1 0
1 1
)
, arg ζ ∈ (5pi3 , 2pi).
(8.1)
which solves the RHP of Figure 7
• A˜RH(ζ) is analytic for ζ ∈ C\{arg ζ = 0, pi3 , pi, 5pi3 }
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PSfrag replacements
(
0 1
−1 0
)
(
1 0
1 1
)
(
1 0
1 1
)
(
1 1
0 1
)
Figure 7. The model RHP near z = α which can be solved explicitly
using Airy functions
• We have the following jumps on the contour depicted in Figure 7
A˜RH+ (ζ) = A˜
RH
− (ζ)
(
0 1
−1 0
)
, arg ζ = 0
A˜RH+ (ζ) = A˜
RH
− (ζ)
(
1 0
1 1
)
, arg ζ =
pi
3
,
5pi
3
A˜RH+ (ζ) = A˜
RH
− (ζ)
(
1 1
0 1
)
, arg ζ = pi
• A similar argument as given in the construction of ARH(ζ) implies
A˜RH(ζ) =
(
e−ipiζ
)−σ3/4
2
√
pi
(
1 −i
1 i
)[
I +
i
48ζ3/2
(−1 6i
6i 1
)
+
35
4608ζ6/2
(
1 12i
−12i 1
)
+O
(
ζ−9/2
)]
e−
2
3
iζ3/2σ3 , ζ →∞ (8.2)
valid in a full neighborhood of infinity.
Again we use the model function A˜RH(ζ) in the construction of the parametrix to the
solution of the S-RHP near z = α. Instead of (7.4)
ζ(z) = eipi
(
3N
4
)2/3(
− 2g(z) + V (z) + l + 2pii sgn(Imz)
)2/3
, |z − α| < r. (8.3)
This change of the independent variable is locally conformal
ζ(z) =
(
2N
(−α)√β − α
)2/3
(z − α)(1 +O(z − α)), |z − α| < r
and allows us to define the left parametrix X l(z) near z = α by the formula:
V (z) = Bl(z)i
√
piσ3A˜
RH
(
ζ(z)
)
e
2
3
iζ3/2(z)σ3 , |z − α| < r (8.4)
with the matrix multiplier
Bl(z) =
(−i i
1 1
)(
e−ipiζ(z)
z − β
z − α
)σ3/4
, Bl(α) =
(−i i
1 1
)(
2N
−α(β − α)
)σ3/6
. (8.5)
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Similar to the situation in the last subsection, V (z) has jumps on the contour depicted
in Figure 8 which are described by exactly the same jump matrices as in the S-RHP,
hence the ratio of parametrix V (z) with S(z) is locally analytic
S(z) = Nl(z)V (z), |z − α| < r < |α|
2
(8.6)
and the left multiplier (8.5) in (8.4) provides us with the following asymptotic matchup
PSfrag replacements (
1 0
e−NG(z) 1
)
(
1 0
eNG(z) 1
)
(
1 eN(g++g−−V−l)
0 1
)
(
0 1
−1 0
)
Figure 8. Transformation of parametrix jumps to original jumps
between V (z) and M(z)
V (z) = M(z)
[
I +
i
48ζ3/2
(−1 6i
6i 1
)
+
35
4608ζ6/2
(
1 12i
−12i 1
)
+O
(
ζ−9/2
)]
=
[
I +
i
96ζ3/2
(
5δ−2 − 7δ2 i(5δ−2 + 7δ2)
i(5δ−2 + 7δ2) −(5δ−2 − 7δ2)
)
+
35
4608ζ6/2
(
1 12i
−12i 1
)
+O
(
ζ−9/2
)]
M(z) (8.7)
as N →∞ and 0 < r1 ≤ |z − α| ≤ r2 < |α|2 , thus
V (z) =
(
I + o(1)
)
M(z), N →∞, 0 < r1 ≤ |z − α| ≤ r2 < |α|
2
.
At this point we can use the model functions M(z), U(z) and V (z) to employ the final
transformation.
9. Third and final transformation of the RHP
In this final transformation we put
R(z) = S(z)


(
V (z)
)−1
, |z − α| < r,(
U(z)
)−1
, |z − β| < r,(
M(z)
)−1
, |z − α| > r, |z − β| > r
(9.1)
where 0 < r < min
{
1
2 ,
|α|
2 ,
β
2
}
is fixed. With Cα,β denoting the clockwise oriented circles
shown in Figure 9, the ratio-function R(z) solves the following RHP
• R(z) is analytic for z ∈ C\{Cα,β ∪ Γˆ ∪ (−∞, α − r) ∪ (β + r,∞)} with Γˆ =
γˆ+1 ∪ γˆ+2 ∪ γˆ−3 ∪ γˆ−4
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PSfrag replacements
Cα Cβ
γˆ+1γˆ
+
2
γˆ−3 γˆ
−
4
Figure 9. The jump graph for the ratio function R(z)
• For the jumps, along the infinite branches (−∞, α− r) ∪ (β + r,∞)
R+(z) = R−(z)M(z)
(
1 eN(g++g−−V−l)
0 1
)(
M(z)
)−1
,
on the vertical line segment (−iε, iε)
R+(z) = R−(z)M(z)
(
1 0
jk(z) 1
)(
M(z)
)−1
, k = 1, 2,
on the upper lense boundary γˆ+1 ∪ γˆ+2 respectively lower lense boundary γˆ−3 ∪ γˆ−4
R+(z) = R−(z)M(z)
(
1 0
e−NG(z) 1
)(
M(z)
)−1
, z ∈ γˆ+1 ∪ γˆ+2
R+(z) = R−(z)M(z)
(
1 0
eNG(z) 1
)(
M(z)
)−1
, z ∈ γˆ−3 ∪ γˆ−4
and on the clockwise oriented circles Cα,β
R+(z) = R−(z)
{
V (z)
(
M(z)
)−1
, |z − α| = r,
U(z)
(
M(z)
)−1
, |z − β| = r.
• In a neigborhood of infinity, we have R(z)→ I.
Here, by construction, the function R(z) has no jumps inside of Cα and Cβ and across
the line segment in between. It is important to recall the previously stated behavior of
the jump matrices as N →∞. In fact, on the lense boundaries, the vertical line segment
(−iε, iε) and the half rays (−∞, α− r) ∪ (β + r,∞) the stated jump matrices approach
the identity matrix. Also in virtue of (7.8) and (8.7) the same holds true on the circles
Cα,β, together, with GR denoting the jump matrix in the latter ratio-RHP and ΣR the
underlying contour,
‖GR − I‖L2∩L∞(ΣR) ≤
c
lnN
, N →∞ (9.2)
with a constant c > 0 whose value is not important. The latter estimation enables us to
solve the ratio-RHP iteratively.
10. Solution of the RHP for R(z) via iteration
The stated RHP for the function R(z)
• R(z) is analytic for z ∈ C\ΣR.
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• Along the contour depicted in Figure 9
R+(z) = R−(z)GR(z), z ∈ ΣR.
• As z →∞, we have R(z) = I +O(z−1).
is equivalent to the singular integral equation
R−(z) = I +
1
2pii
∫
ΣR
R−(w)
(
GR(w)− I
) dw
w − z− (10.1)
and by standard arguments (see [11]) we know that for sufficiently large N the relevant
integral operator is contracting and equation (10.1) can be solved iteratively in L2(ΣR).
Moreover, its unique solution satisfies
‖R− − I‖L2(ΣR) ≤
c
lnN
, N →∞. (10.2)
Observe that for z ∈ C\ΣR
R(z) = I +
i
2piz
∫
ΣR
R−(w)
(
GR(w) − I
)
dw +O
(
z−2
)
, z →∞ (10.3)
and also as N →∞ following from (10.2), (7.8), (8.7) and (9.2) as well as the previous
discussion about exponentially small contributions
∫
ΣR
R−(w)
(
GR(w)−I
)
dw =
∫
Cα,β
(
GR(w)−I
)
dw+
iε∫
−iε
(
GR(w)−I
)
dw+O
(
N−2
)
. (10.4)
We are now ready to prove the statement on the large N asymptotics of hN given in
Theorem 1.
11. Asymptotics of hN - proof of theorem 1
We recall the following identities, see (3.1),
hN,n = −2pii
(
Y
(n)
1
)
12
, hn = N
2n+1hN,n
with
Y (n)(z) =
(
I +
Y
(n)
1
z
+O
(
z−2
))
znσ3 , z →∞.
and trace back the transformations
Y (z) ≡ Y (N)(z) 7→ T (z) 7→ S(z) 7→ R(z).
Thus
Y
(N)
1 = limz→∞
(
z
(
Y (N)(z)z−Nσ3−I)) = lim
z→∞
(
z
(
e
Nl
2
σ3R(z)M(z)eN(g(z)−
l
2
)σ3z−Nσ3−I)).
and since
eN(g(z)−
l
2
)σ3z−Nσ3 = e−
Nl
2
σ3
(
I − N(α+ β)
4z
σ3 +O
(
z−2
))
, z →∞
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and similarly
M(z) =
(−i i
1 1
)
δ(z)−σ3
i
2
(
1 −i
−1 −i
)
= I − β − α
4z
σ2 +O
(
z−2
)
, z →∞
we have in combination with (10.3) and (10.4) as N →∞
e−
Nl
2
σ3Y
(N)
1 e
Nl
2
σ3 = −N(β + α)σ3
4
− (β − α)σ2
4
+
i
2pi
∫
ΣR
R−(w)
(
GR(w)− I
)
dw
= −N(β + α)σ3
4
− (β − α)σ2
4
+
i
2pi
∫
Cα,β
(
GR(w) − I
)
dw +
i
2pi
iε∫
−iε
(
GR(w)− I
)
dw
+O
(
N−2
)
(11.1)
We start computing the contributions arising from the circles Cα,β. From (7.8) as N →
∞ ∫
Cβ
(
GR(w)− I
)
dw =
1
96
∫
Cβ
(
7δ−2 − 5δ2 i(7δ−2 + 5δ2)
i(7δ−2 + 5δ2) −(7δ−2 − 5δ2)
)
dw
ζ3/2(w)
+O
(
N−2
)
,
and since
ζ(z) =
(
2N
β
√
β − α
)2/3
(z − β)
{
1 +
5αβ − 3β2 − 2α2
10β(β − α)2 (z − β) +O
(
(z − β)2)}2/3
for z : |z − β| < r, we obtain via residue theorem∫
Cβ
δ−2(w)
ζ3/2(w)
dw = −2pii β
2N
,
∫
Cβ
δ2(w)
ζ3/2(w)
dw = −2pii β
4N
(
1− 5αβ − 3β
2 − 2α2
5β(β − α)
)
.
Combined together as N →∞∫
Cβ
(
GR(w) − I
)
dw (11.2)
= − 2pii
192N(β − α)
(
3β2 − 2αβ − α2 i(11β2 − 12αβ + α2)
i(11β2 − 12αβ + α2) −(3β2 − 2αβ − α2)
)
+O
(
N−2
)
.
For the integral over Cα we follow the same strategy. First from (8.7) as N →∞∫
Cα
(
GR(w)− I
)
dw =
i
96
∫
Cα
(
5δ−2 − 7δ2 i(5δ−2 + 7δ2)
i(5δ−2 + 7δ2) −(5δ−2 − 7δ2)
)
dw
ζ3/2(w)
+O
(
N−2
)
,
and with
ζ(z) = eipi
(
2N
−α√β − α
)2/3
(α− z)
{
1 +
5αβ − 3α2 − 2β2
10(−α)(β − α)2 (α− z) +O
(
(z − α)2)}2/3
for z : |z − α| < r, we deduce from residue theorem∫
Cα
δ−2(w)
ζ3/2(w)
dw = 2pii
(−α)i
4N
(
1− 5αβ − 3α
2 − 2β2
5(−α)(β − α)
)
,
∫
Cα
δ2(w)
ζ3/2(w)
dw = 2pii
(−α)i
2N
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so together∫
Cα
(
GR(w) − I
)
dw (11.3)
= − 2pii
192N(β − α)
( −(3α2 − 2αβ − β2) i(11α2 − 12αβ + β2)
i(11α2 − 12αβ + β2) 3α2 − 2αβ − β2
)
+O
(
N−2
)
.
Adding (11.2) and (11.3) we have thus∫
Cα,β
(
GR(w)− I
)
dw = − 2pii
48N
(
β + α 3i(β − α)
3i(β − α) −(β + α)
)
+O
(
N−2
)
, N →∞. (11.4)
Let us now move on to the evaluation of the integral
iε∫
−iε
(
GR(w) − I
)
dw =
iε∫
0
j1(w)
4
(
i(δ2 − δ−2) (δ − δ−1)2
(δ + δ−1)2 −i(δ2 − δ−2)
)
dw
+
0∫
−iε
j2(w)
4
(
i(δ2 − δ−2) (δ − δ−1)2
(δ + δ−1)2 −i(δ2 − δ−2)
)
dw. (11.5)
As we see this evaluation requires the asymptotical computation of the integrals
iε∫
0
j1(w)f(w)dw
0∫
−iε
j2(w)f(w)dw (11.6)
for a function f(w) which is analytic on (−iε, 0) ∪ (0, iε). Consider the first integral, we
have from (5.4)
iε∫
0
j1(w)f(w)dw = −2e−Nh2(0)
ε∫
0
e−N(−
2
pi
y ln y+yh1(y)+h2(y)−h2(0)) sin(Ny)f(iy)dy
where
h1(y) =
4
pi
ln
√
β(iy − α) +√−α(β − iy)√
β − α , h2(y) = 4 ln
√
iy − α+ i√β − iy√
β − α .
Let us perform the change of variables
u = u(y) = − 2
pi
y ln y + yh1(y) + h2(y)− h2(0), y ∈ [0, ε). (11.7)
We have u(0) = 0 and would now like to express y as a function of u. To this end
introduce v = u/y, thus from (11.7)
v = − 2
pi
lnu+
2
pi
ln v + h1
(u
v
)
+
v
u
(
h2
(u
v
)
− h2(0)
)
(11.8)
and we are going to solve this equation for v by iteration
v0 = − 2
pi
lnu, vn+1 = − 2
pi
lnu+
2
pi
ln vn + h1
( u
vn
)
+
vn
u
(
h2
( u
vn
)
− h2(0)
)
.
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First
v1 = − 2
pi
lnu+
2
pi
ln
(
− 2
pi
lnu
)
+ h1(0) + h
′
2(0) +O
(
u
− lnu
)
, u→ 0
and secondly
v2 = − 2
pi
lnu+
2
pi
ln
(
− 2
pi
lnu
)
+ h1(0) + h
′
2(0) +O
(
ln(− lnu)
− lnu
)
, u→ 0.
This asymptotic behavior persists for subsequent vn’s, we have a solution to equation
(11.8) of the form
v = − 2
pi
lnu+
2
pi
ln
(
− 2
pi
lnu
)
+ h1(0) + h
′
2(0) +O
(
ln(− lnu)
− lnu
)
as u→ 0. This in turn implies for the solution y = y(u) that as u→ 0,
y =
u
− 2pi lnu
[
1− ln
(− 2pi lnu)
− lnu −
h1(0) + h
′
2(0)
− 2pi lnu
+O
(( ln(− lnu)
− lnu
)2)]
, (11.9)
as well as for its derivative
dy
du
=
(
− 2
pi
ln y − 2
pi
+ h1(y) + yh
′
1(y) + h
′
2(y)
)−1
(11.10)
=
1
− 2pi lnu
[
1− ln
(− 2pi lnu)
− lnu +
1− pi2
(
h1(0) + h
′
2(0)
)
− lnu +O
(( ln(− lnu)
− lnu
)2)]
.
At this time we go back to the given integral
iε∫
0
j1(w)f(w)dw = −2e−Nh2(0)
ε∫
0
e−N(−
2
pi
y ln y+yh1(y)+h2(y)−h2(0)) sin(Ny)f(iy)dy
= −2e−Nh2(0)
u(ε)∫
0
e−Nu sin
(
Ny(u)
)
f
(
iy(u)
)dy
du
du
and introduce
A(N) =
4
pi2
ε∫
0
e−N(−
2
pi
y ln y+yh1(y)+h2(y)−h2(0)) sin(Ny)dy. (11.11)
Proposition 1. As N →∞
A(N) =
1
N(lnN)2
[
1− 2 ln lnN
lnN
+
3− 2γ − 2 ln ( 2pi)− pi(h1(0) + h′2(0))
lnN
+O
(( ln lnN
lnN
)2)]
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Proof. We use the change of variables (11.9), (11.10) as well as the substitution s = Nu,
A(N) =
1
N
Nu(ε)∫
0
se−s
(lnN − ln s)2
[
1− 2 ln
(
2
pi lnN − 2pi ln s
)
lnN − ln s
+
1− pi(h1(0) + h′2(0))
lnN − ln s −
ln
(
2
pi lnN − 2pi ln s
)
(lnN − ln s)2
(
1− pi(h1(0) + h′2(0)))
+O
(( ln(lnN − ln s)
lnN − ln s
)2)]
ds
Since u(ε) can be chosen arbitrarily small, we can expand the integrand in reciprocal
powers of lnN . This gives as N →∞
A(N) =
1
N(lnN)2
[
I1(N)−
2 ln
(
2
pi lnN
)
lnN
I1(N)
+
1− pi(h1(0) + h′2(0))
lnN
I1(N) +
2I2(N)
lnN
+O
(( ln lnN
lnN
)2)]
with
I1(N) =
Nu(ε)∫
0
e−ss ds, I2(N) =
Nu(ε)∫
0
e−ss ln s ds.
Up to an exponentially small error, we have I1(N) = 1 and I2(N) = 1 − γ, where γ
denotes Euler’s constant, thus
A(N) =
1
N(lnN)2
[
1− 2 ln lnN
lnN
+
3− 2γ − 2 ln ( 2pi)− pi(h1(0) + h′2(0))
lnN
+O
(( ln lnN
lnN
)2)]
, N →∞. (11.12)

Back to the integral under consideration, we notice from (11.9)
f
(
iy
( s
N
))− f+(0) = O
(
1
N lnN
)
, N →∞,
hence via Proposition 1
iε∫
0
j1(w)f(w)dw = −pi
2
2
e−Nh2(0)f+(0)A(N) +O
(
1
N2(lnN)3
)
(11.13)
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with
h1(0) =
4
pi
ln
2
√
(−α)β√
β − α , h2(0) = 4 ln
√−α+ i√β√
β − α = 4i arg
√−α+ i√β√
β − α ,
h′2(0) =
2√
(−α)β .
The second integral in (11.6) can be treated in a similar way. Indeed we have
0∫
−iε
j2(w)f(w)dw = −2e−Nh4(0)
ε∫
0
e−N
(
− 2
pi
y ln y+yh3(y)+h4(y)−h4(0)
)
sin(Ny)f(−iy)dy
with
h3(y) =
4
pi
ln
√
β(−iy − α) +
√
−α(β + iy)√
β − α , h4(y) = −4 ln
√−iy − α+ i√β + iy√
β − α
and we deduce as N →∞
0∫
−iε
j2(w)f(w)dw = −pi
2
2
e−Nh4(0)f−(0)A(N) +O
(
1
N2(lnN)3
)
, (11.14)
with
h4(0) = −4i arg
√−α+ i√β√
β − α .
Adding (11.13) and (11.14), we end up with
iε∫
0
j1(w)f(w)dw +
0∫
−iε
j2(w)f(w)dw = −pi
2
2
(
e−Nh2(0)f+(0) + eNh2(0)f−(0)
)
A(N)
+O
(
1
N2(lnN)3
)
, N →∞. (11.15)
The latter expansion enables us now to evaluate (11.5). Since
δ+(0) =
(−α
β
)1/4
e−i
pi
4 , δ−(0) =
(−α
β
)1/4
ei
pi
4
we obtain
iε∫
−iε
(
GR(w)− I
)
dw = −pi
2
8
A(N)×
(
−2i((−αβ )1/2 + (−αβ )−1/2) sinϕN −4 cosϕN − 2((−αβ )1/2 − (−αβ )−1/2) sinϕN
4 cosϕN − 2
(
(−αβ )
1/2 − (−αβ )−1/2
)
sinϕN 2i
(
(−αβ )
1/2 + (−αβ )
−1/2) sinϕN
)
+O
(
1
N2(lnN)3
)
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as N →∞ with
ϕN = 4N arg
√−α+ i√β√
β − α .
All together from (11.1)
e−
Nl
2
σ3Y
(N)
1 e
Nl
2
σ3 = −N(β + α)σ3
4
− (β − α)σ2
4
+
1
48N
(
β + α 3i(β − α)
3i(β − α) −(β + α)
)
− ipi
16
A(N)×(
−2i((−αβ )1/2 + (−αβ )−1/2) sinϕN −4 cosϕN − 2((−αβ )1/2 − (−αβ )−1/2) sinϕN
4 cosϕN − 2
(
(−αβ )
1/2 − (−αβ )−1/2
)
sinϕN 2i
(
(−αβ )
1/2 + (−αβ )
−1/2) sinϕN
)
+O
(
N−2
)
, N →∞
and in particular
(
Y
(N)
1
)
12
= eNl
[
i(β − α)
4
+
i(β − α)
16N
+
ipi
16
A(N)
(
4 cosϕN
+2
{(−α
β
)1/2
−
(−α
β
)−1/2}
sinϕN
)
+O
(
N−2
)]
.
The latter expansion allows us to deduce the asymptotics of the normalization constants
hN as N →∞. Since
hN = N
2N+1hN,N = −2piiN2N+1
(
Y
(N)
1
)
12
one obtains
hN =
pi(β − α)
2
N2N+1eNl
[
1 +
1
4N
+
piA(N)
4(β − α)
×
(
4 cosϕN + 2
{(−α
β
)1/2
−
(−α
β
)−1/2}
sinϕN
)
+O
(
N−2
)]
, N →∞
or in other words, recalling the definitions of α, β and l and the identity
ϕN = 4Narg
√−α+ i√β√
β − α = 4N arctan
(
1
tan pi4 (1− x)
)
= piN(1 + x),
we deduce
hN =
pi
2
(
2piN
cos pix2
)2N+1 e−2N
16N
[
1 +
1
4N
+
(−1)N
2
cos
(
pix
(
N +
1
2
))
A(N)
+O
(
N−2
)]
(11.16)
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Here the stated expansion as N →∞ is uniform on any compact subset of the set (1.15).
Furthermore by Stirling’s approximation
N ! =
(
N
e
)N√
2piN
(
1 +
1
12N
+O
(
N−2
))
, N →∞
one obtains
hN
(N !)2
=
(
pi
2 cos pit2
)2N+1
ebN−
1
6N (11.17)
with
bN =
1
4N
+
(−1)N
2
cos
(
pix
(
N +
1
2
))
A(N) +O
(
N−2
)
=
1
4N
+
(−1)N cos(pix(N + 12))
2N(lnN)2
{
1− 2 ln lnN
lnN
+
1− 2γ − 4 ln 2− 2 ln ( cos pix2 )
lnN
+O
(( ln lnN
lnN
)2)}
+O
(
N−2
)
, N →∞,
thus proving Theorem 1.
12. Asymptotics of the partition function ZN - proof of Theorem 2
We go back to (1.12)
ZN =
(ab)N
2
(
∏N−1
k=0 k!)
2
τN =
(
1− x2)N2 N−1∏
k=0
hk
(k!)2
(12.1)
and derive in the given situation from (11.17)
ZN = CF
N2e
∑N−1
k=1 (bk− 16k ), F =
pi(1 − x2)
2 cos pix2
(12.2)
with a positive, N independent, constant C. Applying now Euler’s summation formula,
we have as N →∞
N−1∑
k=1
(
bk − 1
6k
)
=
1
12
lnN + c0 +
1
2
N−1∑
k=1
(−1)k cos (pix(k + 1
2
))
A(k) +O
(
N−1
)
,
with an N independent term c0. The sum can be further estimated using summation by
parts:
N−1∑
k=1
(−1)k cos (pix(k + 1
2
))
A(k) = A(N − 1)S(N − 1) (12.3)
−
N−2∑
k=1
(
A(k + 1)−A(k))S(k)
with
S(k) =
k∑
l=1
(−1)l cos (pix(l + 1
2
))
=
(−1)k cos(pix(k + 1)) − cospix
2 cos pi2x
.
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Following the notation of Proposition 1, as N →∞
A(N + 1) =
4
pi2
u(ε)∫
0
e−(N+1)u sin
(
Ny(u)
)dy
du
du+O
(
1
N2(logN)3
)
hence
A(N + 1)−A(N) = 4
pi2
u(ε)∫
0
e−Nu
(
e−u − 1
)
sin
(
Ny(u)
)dy
du
du+O
(
1
N2(logN)3
)
= O
(
1
N2(logN)2
)
, N →∞
and therefore the series ∞∑
k=1
(
A(k + 1)−A(k))S(k)
is absolutely and uniformly convergent on any compact subset of the set (1.15). Back
to (12.3) using Proposition 1
N−1∑
k=1
(−1)k cos (pix(k + 1
2
))
A(k) = A(N − 1)S(N − 1) + C0
+
∞∑
k=N−1
(
A(k + 1)−A(k))S(k) = C0 +O
(
1
N(lnN)2
)
, N →∞
with an N independent term C0, thus
N−1∑
k=1
(
bk − 1
6k
)
=
1
12
lnN + Cˆ +O
(
N−1
)
, N →∞. (12.4)
Back to (12.2), we get as N →∞
ZN = CF
N2N
1
12
(
1 +O
(
N−1
))
. (12.5)
As mentioned before, the x dependency of C will be derived from the Toda equation
(1.9). It implies
d2
dx2
ln τN =
τN+1τN−1
τ2N
=
hN
hN−1
(12.6)
and we now use equation (11.16)
hN =
pi
2
(
2piN
cos pix2
)2N+1 e−2n
16n
[
1 +
1
4N
+
(−1)N cos(pix(N + 12))
2N(lnN)2
{
1− 2 ln lnN
lnN
+
c0(x)
lnN
+O
(( ln lnN
lnN
)2)}
+
c1(x)
N2
+O
(
1
N2(lnN)2
)]
, N →∞ (12.7)
uniformly on any compact subset of (1.15). Here
c0(x) = 1− 2γ − 4 ln 2− 2 ln
(
cos
pix
2
)
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has already been computed, but not c1(x). Substituting (12.7) into (12.6), we get
hN
hN−1
=
(
pi
2 cos pix2
)2N(N − 1)
e2
[(
1− 1
N
)N]−2[
1 +
(−1)N cos pixN cos pix2
N(lnN)2
×
{
1− 2 ln lnN
lnN
+
c0(x)
lnN
+O
(( ln lnN
lnN
)2)}
− 1
4N2
+O
(
1
N2(lnN)2
)]
, N →∞. (12.8)
Since (
1 +
x
N
)N
= ex
(
1− x
2
2N
+
3x4 + 8x3
24N2
+O
(
N−3
))
, N →∞
we can simplify (12.8) further
hN
hN−1
=
(
piN
2 cos pix2
)2[
1 +
(−1)n cos pixN cos pix2
N(lnN)2
{
1− 2 ln lnN
lnN
+
c0(x)
lnN
+O
(( ln lnN
lnN
)2)}
− 1
12N2
+O
(
1
N2(lnN)2
)]
, N →∞. (12.9)
At this point we notice that(
pi
2 cos pix2
)2
= −
(
ln cos
pix
2
)′′
as well as(
pi
2 cos pix2
)2
cos pixN cos
pix
2
=
(
− cos pixN
4N2 cos pix2
+O
(
N−3
))′′
, N →∞
which implies with (12.9)
hN
hN−1
= −
(
ln cos
pix
2
)′′(
N2 − 1
12
)
+O
(
1
(lnN)2
)
and the error term in this identity is uniform for any x chosen from a compact subset
of (1.15). Thus from (12.1)
(lnZN )
′′ = N2
(
ln
pi(1− x2)
2 cos pix2
)′′
+
(
1
12
lnN
)′′
+
1
12
(
ln cos
pix
2
)′′
+O
(
1
(lnN)2
)
and by integration with respect to x
lnZN = N
2 ln
pi(1− x2)
2 cos pix2
+
1
12
lnN +
1
12
ln cos
pix
2
+ d1(N)x+ d0(N)
+O
(
1
(lnN)2
)
(12.10)
where d0 and d1 in general depend on N , but not on x. Substituting (12.5) into (12.10),
we obtain that
lnC =
1
12
ln cos
pix
2
+ d1(N)x+ d2(N) +O
(
1
(lnN)2
)
(12.11)
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and C does not depend on N . For any x1, x2 ∈ (−1, 1) this implies
lnC(x1)− lnC(x2) = 1
12
ln cos
pix1
2
− 1
12
ln cos
pix2
2
+ d1(N)(x1 − x2)
+O
(
1
(lnN)2
)
,
i.e. the limit
lim
N→∞
d1(N) = κ1
exists, hence also the limit
lim
N→∞
d2(N) = κ2
exists. By taking the limit N →∞ in (12.11), we obtain that
lnC =
1
12
ln cos
pix
2
+ κ1x+ κ2
thus proving
Proposition 2. The constant C in the asymptotic formula (12.5) has the form
C =
(
cos
pix
2
) 1
12
eκ1x+κ2 .
We will now show that, in fact, κ1 = 0. To this end recall the initial Izergin-Korepin
formula (1.7) and (1.8), in our situation
ZN =
(1− x2)N2
(
∏N−1
k=0 k!)
2
τN , τN = det
(
di+j−2
dxi+j−2
ϕ(x)
)N
i,j=1
, ϕ(x) =
2
1− x2 .
It shows, that ZN as a function of x is even, hence in the notation of Proposition 2, we
conclude
κ1 = 0,
thus proving Theorem 2.
13. Phase transition - proof of Theorem 3
We start with change of variables (1.31). It implies in the disordered phase region,
via (1.5),
sin(γ − t)
sin(2γ)
=
1− x
2
+ y,
sin(γ + t)
sin(2γ)
=
1 + x
2
+ y,
hence for y > 0,
sin γ = 2
√
y(1 + y)
(1 + 2y)2 − x2 , sin t = x sin γ. (13.1)
On the other hand, in the antiferroelectric phase region, via (1.4),
sinh(γ − t)
sinh(2γ)
=
1− x
2
+ y,
sinh(γ + t)
sinh(2γ)
=
1 + x
2
+ y,
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hence for y < 0,
sinh γ = 2
√
−y(1 + y)
(1 + 2y)2 − x2 , sinh t = x sinh γ. (13.2)
The functions sin z and sinh z are both entire, satisfying the usual relations,
sin(−z) = − sin z, sinh(−z) = − sinh z, sinh z = −i sin(iz).
This implies that the inverse functions, arcsin z and arcsinh z, are analytic at z = 0, and
they satisfy the relations,
arcsin(−z) = − arcsin z, arcsinh(−z) = −arcsinh z, arcsinhz = −i arcsin(iz).
Let us make the change of variable y = k2 in the disordered phase and y = −k2 in the
antiferroelectric phase, where k > 0. Then (13.1) implies that
γ = fD(x, k) ≡ arcsin
(
2k
√
1 + k2
(1 + 2k2)2 − x2
)
, (13.3)
while from (13.2),
γ = fAF (x, k) ≡ arcsinh
(
2k
√
1− k2
(1− 2k2)2 − x2
)
. (13.4)
Here the both functions, fD(x, k) and fAF (x, k), are analytic at k = 0 for any x ∈ (−1, 1),
satisfying the relations,
fD(x,−k) = −fD(x, k), fAF (x,−k) = −fAF (x, k), fAF (x, k) = −ifD(x, ik).
Now, from (13.1) and (13.2) we have that
t = gD(x, k) ≡ arcsin
(
2x sin γ
)
= arcsin
(
2x sin fD(x, k)
)
(13.5)
t = gAF (x, k) ≡ arcsinh
(
2x sinh γ
)
= arcsinh
(
2x sinh fAF (x, k)
)
. (13.6)
Observe that for any x ∈ (−1, 1), the functions gD(x, k), gAF (x, k) are both analytic at
k = 0, satisfying the relations,
gD(x,−k) = −g(x, k), gAF (x,−k) = −gAF (x, k), gAF (x, k) = −igD(x, ik).
The four equations, (13.3), (13.4), (13.5), and (13.6), prove stated behavior (1.34) of γ
and t as y → 0.
Next we go back to (1.23) and (1.30) and employ change of variables (1.31),
FD(x, k
2) =
piab
c2
sin(2γ)
2γ cos pit2γ
, γ = fD(x, k), t = gD(x, k)
F regAF (x, k
2) =
piab
c2
sinh(2γ)
2γ cos pit2γ
, γ = fAF (x, k), t = gAF (x, k).
(13.7)
We first notice that the functions
hD(x, k) ≡ sin(2γ)
2γ
=
sin 2fD(x, k)
2fD(x, k)
, hAF (x, k) ≡ sinh 2γ
2γ
=
sinh 2fAF (x, k)
2fAF (x, k)
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are both analytic at k = 0 and
hD(−k, x) = hD(x, k), hAF (−k, x) = hAF (x, k), hAF (x, k) = hD(ik, x). (13.8)
Similarly, the ratios
t
γ
=
gD(x, k)
fD(x, k)
,
t
γ
=
gAF (x, k)
fAF (x, k)
in the corresponding phase regions, are analytic at k = 0 satisfying the same relations
as in (13.8),
gD(x,−k)
fD(x,−k) =
gD(x, k)
fD(x, k)
,
gAF (x,−k)
fAF (x,−k) =
gAF (x, k)
fAF (x, k)
,
gAF (x, k)
fAF (x, k)
=
gD(x, ik)
fD(x, ik)
. (13.9)
But this shows that the functions
rD(x, k) ≡ sin(2γ)
2γ cos pit2γ
, rAF (x, k) ≡ sinh(2γ)
2γ cos pit2γ
are analytic at k = 0 and they satisfy again the same relations,
rD(x,−k) = rD(x, k), rAF (x,−k) = rAF (x, k), rAF (x, k) = rD(x, ik),
so in a neighborhood of k = 0 we have the following convergent Taylor expansions:
rD(x, k) =
∞∑
j=0
rj(x)k
2j , rAF (x, k) =
∞∑
j=0
(−1)jrj(x)k2j . (13.10)
Substituting back y, and noticing that
piab
c2
=
(1
2
+ y
)2
− x
2
4
is clearly analytic at y = 0, we obtain
FD(x, y) = F
reg
AF (x, y) =
∞∑
j=0
fj(x)y
j , x ∈ (−1, 1), (13.11)
with
f0(x) =
pi(1− x2)
4 cos pix2
, f1(x) =
pi(pix3 sin pix2 − pix sin pix2 + 8cos pix2 )
12 cos2 pix2
,
and the stated series in (13.11) is convergent for small y.
Finally, to prove (1.37), observe that by (1.28),
F singAF (γ, t) = O(q
2) = O
(
e−
pi2
γ
)
.
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