The coding problem for wiretap channels with causal channel state information (CSI) available at the encoder (Alice) and/or the decoder (Bob) is studied. We are concerned here particularily with the problem of achievable secret-message secret-key rate pairs under the semantic security criterion. Our main result extends all the previous results on achievable rates as given by Chia and El Gamal [10], Fujita [11] , and Han and Sasaki [23] . In order to do this, we first derive a unifying theorem (Theorem 2) with causal CSI at Alice, which follows immediately by leveraging the unifying seminal theorem for wiretap channels with non-causal CSI at Alice as recently established by Bunin et al. [22] . The only thing to do here is just to re-interpret the latter non-causal one in a causal manner. A prominent feature of this approach is that we are able to dispense with the block-Markov encoding scheme as used in the previous works. Also, the exact secret (message, key) capacity region for wiretap channels with non-causal CSI at "both" Alice and Bob is given.
I. INTRODUCTION
In this paper we address the coding problem for a wiretap channel (WC) with causal/non-causal channel state information (CSI) available at the encoder (Alice) and/or the decoder (Bob). The intriguing concept of WC and secret message (SM) transmission through the WC originates in Wyner [1] (without CSI) under the weak secrecy criterion. This was then extended to a wider class of WCs by Csiszár and Körner [2] to provide the more tractable framework. Indeed, these landmark papers have offered the fundamental basis for a diversity of subsequent extensive researches.
Early works include Mitrpant, Vinck and Luo [4] , Chen and Vinck [5] , and Liu and Chen [6] that have studied the SM-capacity-equivocation region for degraded WCs with non-causal CSI to establish inner and/or outer bounds on the region. Subsequent developments in this direction with non-causal CSI can be found also in Boche and Schaefer [8] , Dai and Luo [15] , etc. In particular, Khisti, Diggavi and Wornell [9] addressed the the problem of secret key (SK) agreement over the WC with non-causal CSI at Alice, and tried to give the exact key-capacity formula.
Prabhakaran et al. [7] studied an achievable tradeoff between SM and SK rates over the WC with noncausal CSI, deriving a benchmark inner bound on the SM-SK capacity region under the weak secrecy criterion. Goldfeld et al. [20] substantially improved their result by explicitly using a superposition coding.
Recently, based on [20] , Bunin et al. [21] , [22] provided a unifiying formula for inner bounds on the SM-SK capacity region under the semantic secrecy (SS) criterion for WCs with non-causal CSI at Alice, from which all the previous results can be derived. Thus, [21] , [22] are regarded currently as establishing the best known achievable rate pairs with non-causal CSI at Alice.
The key idea in [21] , [22] is to invoke the likelihood encoder (cf. Song et al. [17] ) together with the soft-covering lemma (cf. Cuff [19] ) * on the basis of two layered superposition coding scheme (cf. [14] , [20] ), which makes it possible to guarantee the semantically secure (SS) information transmission. This is one of the strongest ones among various security criteria.
In contrast to extensive studies on WCs with non-causal CSI mentioned above, there have been less number of literatures on WCs with causal CSI. To our best knowledge, we can list only a few papers such as Chia and El Gamal [10] , Fujita [11] , and Han and Sasaki [23] , etc. They are concerned only with SM rates but not with SK rates.
A prominent feature common in these papers is to leverage the block-Markov encoding to invoke the Shannon cipher [3] (Vernam's one-time pad cipher). Although there still remain many open problems, possible extensions/generalizations in this direction do not seem to be very fruitful or may be even formidable.
Fortunately, however, to solve these problems we can fully exploit, as they are, all the techniques/concepts as developed in Bunin et al. [22] to derive the causal version of it. The only thing to do here is simply to restrict the range of auxiliary random variables (U, V )'s intervening in [22, Theorem 1] (said to be non-causally achievable) to the subclass of auxiliary random variables (U, V )'s (said to be causally achievable) such that U, V can be expressed as U =Ũ or (S,Ũ ); V =Ṽ or (S,Ṽ ) with some (Ũ,Ṽ )
where (Ũ ,Ṽ ) and S are independent, andŨ may be correlated withṼ (cf. Section III). Then, it suffices to notice only that the encoding scheme given in [22] can be carried out, as it is, in a causal way.
Thus, it is not necessary to give a separate proof to establish the causal version (Theorem 2) in this paper. The merits of this approach for proof are to inherit all the advantages in [22] to our causal version.
For example, the first one is to inherit the SS property as established in [22] ; the second one is to enable us, without any extra arguments, to interpret regions of SM-SK achievable rate pairs in [22] as those valid also in Theorem 2; the third one is that all the results as established in [10] , [11] , [23] follow immediately from Theorem 2; the fourth one is to be able to derive, in a straightforward manner, a variety of novel causal inner bounds on the SM-SK capacity region; the fifth one is to enable us to dispense with the involved block-Markov encoding scheme (cf. [10] , [23] ); the sixth one is, as a by-product, to enable us to exactly determine the general formula for the SM-SK capacity region for WCs with non-causal CSI available at both Alice and Bob.
The present paper is organized as follows.
In Section II, we give the problem statement as well as the necessary notions and notation, all of which are borrowed from [22] along with Theorem 1 with non-causal CSI at Alice. They are used in the next section.
In Section III, we give the proof of Theorem 2 for WCs with causal CSI at Alice in the way of re-interpreting the non-causal arguments in Section II from the viewpoint of causal achievability.
In Section IV, we develop Theorem 2 for each of Case 1) ∼ Case 4) to obtain several types of novel regions of SM-SK achievable rate pairs for WCs with causal CSI at Alice. Here, it is also shown that all the results as established in [10] , [11] , and [23] can be derived as special cases of Theorem 2.
In Section V, as an application of Theorems 2 and 4, we establish the exact SM-SK capacity region with causal/non-causal CSI at both Alice and Bob, where the comparison with Khisti et al. [9] is also given.
Finally, in Appendix A, we give an elementary proof of the soft-covering lemma that plays the key role in [20] , [22] .
In Section VI, we conclude the paper with several remarks.
II. WIRETAP CHANNEL WITH NON-CAUSAL CSI

II. A: Problem Statement
In this subsection, we recapitulate the seminal work for wiretap channels with "non-causal" channel state information (CSI) available at the encoder (Alice) as in Fig. 1 , which was recently established by the group of Bunin, Goldfeld, Permuter, Shamai, Cuff and Piantanida [22] . For the reader's convenience, we repeat here their notation and notions as they are. Using them, the "causal" counterpart is given in the next section.
Let S, X , Y, Z be finite sets and S n , X n , Y n , Z n be the n times product sets. We let (S, X , Y, Z, W S , W Y Z|SX ) denote a discrete stationary and memoryless WC with "non-causal" stationary memoryless CSI S n available at the encoder (Alice), where W Y Z|SX : S ×X → P(Y ×Z) † is the transmission probability distribution and W S is the probability distribution of state variable S. A state sequence s ∈ S n is sampled in an i.i.d. manner according to W S and revealed in a non-causal fashion to Alice. Independently of the observation of s, Alice chooses a message m from the set ‡ [1 : 2 nR M ] (R M ≥ 0) and maps the pair (s, m) into a channel input sequence x ∈ X n and a key index k ∈ [1 : 2 nR K ] (R K ≥ 0; the mapping may be stochastic). The sequence x is transmitted over the WC under state s. The output sequences y ∈ Y n and z ∈ Z n are observed by the legitimate receiver (Bob) and the eavesdropper (Eve), respectively. Based on y, Bob produces the pair (k,m) as an estimate of (k, m). Eve maliciously attempts to decipher the SM-SK rate pair from z as much as possible. The random variables corresponding to s, x, y, z, m, k may also be denoted by S n , X n , Y n , Z n , M, K, respectively. 
The performance of the code c n is evaluated in terms of its rate pair (R M , R K ), the maximum decoding error probability, the key uniformity and independence metric, and SS metric as follows: † P(D) denotes the set of all probability distributions on the set D. Also, we use pU to denote the probability distribution of a random variable U . Similarly, we use p U |V to denote the conditional probability distribution for U given V . 
where, for every m ∈ M n ,
with the decoder output (M ,K)
Definition 3 (Key Uniformity and Independence Metric):
The key uniformity and independence (from the message) metric under (n, R M , R K )-code c n is
and p (c n ) denotes the joint probability distribution over the WC induced by the code c n ; p (U ) K n is the uniform distribution over K n , and || · || TV denotes the total variation.
Definition 4 (Information Leakage and SS-Metric):
The information leakage to Eve under (n, R M , R K )-
the mutual information with respect to the joint probability p (c n ) . The SS-metric with respect to c n is 
Definition 6 (SM-SK-Capacity): The SM-SK-capacity region of the WC with non-causal CSI at Alice, denoted by C NCSI-E § , is the closure of the set of all achievable SM-SK rate pairs. Furthermore, the supemum of the projection of C NCSI-E on the R M -axis, denoted by C M NCSI-E , is called the SM capacity, whereas the supemum of the projection of C NCSI-E on the R K -axis is called the SK capacity, denoted by
II. B: Wiretap Channel with Non-causal CSI at Alice
We can now describe the key theorem of Bunin et al. [22] . Let U, V be finite sets and let U, V be random variables taking values in U, V, respectively. Define joint probability distributions p Y ZXSU V on
Notice here that, in view of (7) , such a distribution p Y ZXSU V is uniquely specified by giving the marginal
to be the set of all nonnegative rate pairs (R M , R K ) satisfying the rate constraints:
where [x] + = max(x, 0) and I(·; ·), I(·; ·|·) denotes the (conditional) mutual information. Then, we have Theorem 1 (Non-causal SM-SK inner bound: Bunin et al. [22] ):
where the union is taken over all "non-causally" achievable probability distributions p SXU V 's. (8) and (9) . the right-hand sides remain unchanged then to satisfy the Markov chain property U → V → SX → Y Z. Therefore, without loss of generality, we may assume that the union in (10) is taken only over all probability distributions p SXU V 's satisfying this Markov chain property (cf. [14] , [20] ).
The encoding scheme in [22] used to prove Theorem 1 is based on the soft covering lemma as well as the "non-causal" likelihood encoding [17] . Since the re-interpretation of this part from the "causal" § E denotes Encoder=E and N of NCSI denotes Non-causal=N. ¶ We may use U V, SX, U V instead of (U, V ), (S, X), (U, V ), and so on, for notational simplicity.
viewpoint is the very point to be invoked in the next section, we here summarize the (non-causal) encoding scheme given by [22] .
For each i ∈ I n , generate u i ∈ U n of length n that are i.i.d. according to probability measure p n U . Next, given i ∈ I n , for each (j, k, m) ∈ J n × K n × M n generate v ijkm ∈ V n that are i.i.d. according to conditional probability measure p n V |U (·|u i ). Likelihood encoder f n : Given m ∈ M n and s ∈ S n , the encoder "randomly" chooses (i, j, k) ∈ I n × J n × K n according to the conditional probability ratio "proportional" to
where p S|U V is the conditional probability measure induced from p SXU V . The encoder declares the chosen index k ∈ K n as the key. Given the chosen (u i , v ijkm ), the channel input sequence x ∈ X n is generated according to conditional probability measure p n X|SU V (·|s, u i , v ijkm ). Decoder φ n : Upon observing the channel output y ∈ Y n , the decoder searches for a unique (î,ĵ,k,m)
where T n ǫ (p U V Y ) denotes the typical set. If such a unique quadruple is found, then set φ n (y) = (m,k). Otherwise, φ n (y) = (1, 1).
Remark 2:
Roughly speaking, the likelihood encoder f n can be regarded as a smoothed version of the joint typicality encoder (cf. Gelfand and Pinsker [18] ) that, given s, picks up "at random" sequences (u i , v ijkm ) with larger weights on jointly (with s) typical sequences and smaller weights on jointly atypical sequences.
Remark 3:
It should be emphasized that the technical crux of the papers by Goldfeld et al. [20] , Bunin et al. [22] is the soft covering lemma, which is summarized as Lemma 1: Let W : U ×V → S be the memoryless channel induced by the joint probability distribution p SU V , and set, with L n = 2 nR 1 and N n = 2 nR 2 ,
Then, for any small ε > 0 and for all sufficiently large n, it holds that
p n U for a random variable U denotes the n times product probability measure of pU . Similarly for p n V |U .
provided that rate constraints
the Kullback-Leibler divergence between Q and P , and p n S (s) indicates the probability of i.i.d. s = (s 1 , s 2 , · · · , s n ) and E denotes the expectation over all random codes u i , v ij as specified in Codebook B n in the above.
In view of the importance of this lemma, it would be worthy giving a separate elementary proof, which is stated in Appendix A.
III. WIRETAP CHANNEL WITH CAUSAL STATE INFORMATION
Theorem 1 is indeed of great significance in the sense that this provides the best known inner bound to subsume, in a unifying way, all the known results in this field for WCs with "non-causal" CSI available at Alice. As such, on the other hand, at first glance Theorem 1 does not appear to give any insights into WCs with "causal" CSI. However, for the region R in (p SXU V ) with a class of some simple but relevant U V s, it is possible to re-interpret R in (p SXU V ) as inner bounds for WCs with "causal" CSI at Alice, which is developed hereafter.
The "causal code" that we consider in this section is the following, which is the causal counterpart of the non-causal encoder defined as in Definition 1:
Definition 7 (Causal code): An (n, R M , R K )-code c n for the WC with "causal" CSI at Alice and message set M n and key set K n is a triple of functions (f
n are stochastic functions.
We now consider the following special class of random variables U V 's such that there exists somẽ UṼ independent of S (Ũ andṼ may be correlated) for which
We say the probability measure p Y ZSXU V to be causally achievable if, in addition to (7) and the independence of S andŨṼ , one of conditions (15) ∼ (18) is satisfied. Moreover, the non-causal secrecy capacities C NCSI-E , C M NCSI-E , C K NCSI-E as well as the non-causally achievable region R N in as in Section II are replaced here by their causal versions C CSI-E , C M CSI-E , C K CSI-E as well as the causally achievable region R C in as below, respectively. Then, we have the following causal version of Theorem 1 (cf. Fig. 2 ): Theorem 2 (Causal SM-SK inner bound):
where the union is taken over all "causally" achievable probability distributions p SXU V 's and R in (p SXU V )
is the same one as in Theorem 1.
Proof: In this proof too, under all Definitions 1 ∼ 5 with Definition 1 replaced by Definition 7, we invoke the same Codebook B n and the likelihood encoder f n = (f
n ) as in Section II. The point here is to show that the likelihood encoder f n can indeed be implemented in a causal way for causally achievable probability measures p SXU V 's.
Although it may look to be necessary to give the proofs for each of Case 1) ∼ Case 4), the ways of those proofs are essentially the same, so it suffices, without loss of generality, to show that the likelihood encoder f n can actually be implemented for Case 2) in a causal way.
First, recall that, in Case 2), p S|U V ≡ p S|U SṼ is the conditional distribution of S given U V = U SṼ and hence, irrespective of u,ṽ,
Then, since p n is a product probability measure (i.e., memoryless) of p, setting as v ijkm = (s ijkm ,ṽ ijkm ), the conditional probability ratio in (11) can be evaluated as follows.
where we have put s = (s (1) , s (2) , · · · , s (n) ),
Now, in view of (20) , it turns out that p S|U SṼ (s (t) |u
ijkm ; otherwise, equal to 0 (t = 1, 2, · · · , n), so that we have, irrespective of (u,ṽ),
Therefore, in particular,
so that, given (m, s), the stochastic (non-causal) likelihood encoder f n as specified in Section II chooses
We notice here that, since UṼ and S are independent and hence (u i ,ṽ ijkm ), s ijkm and s are also independent, the set
can actually be generated in advance of encoding, not depending on (s ijkm , s).
Up to here, it was assumed that the full state information s is non-causally available at the encoder, so the point here is how this non-causal encoder f n can be replaced by a causal encoder. This is indeed possible, because s ijkm = s can be written componentwise as s (t) ijkm = s (t) (t = 1, 2, · · · , n) so that the encoder can set s (t) ijkm to be s (t) at each time t using the state information s (t) available at time t at the encoder, which clearly can be carried out in the "causal" way. Moreover, (u i ,ṽ ijkm ) can also be fed in the causal way (componentwise) according as (u
ijkm ) (t = 1, 2, · · · , n), because (u i ,ṽ ijkm ) was generated in advance of encoding.
Thus, given the chosen (u i , s,ṽ ijkm ), the encoder generates the channel input sequence x = (x (1) , x (2) , · · · , x (n) ) ∈ X n according to the conditional probability:
which implies that the x can also be generated in the causal way according as x (t) (t = 1, 2, · · · , n), thereby completing the proof of Theorem 2.
IV. APPLICATIONS OF THEOREM 2
Having established Theorem 2 on WCs with causal CSI at Alice, in this section we develop it for each of Case 1) ∼ Case 4). For the convenience of discussion, we record again here the rate constraints (8) and (9):
Case 1) : Since U =Ũ , V =Ṽ andŨṼ is independent of S, (31) and (32) reduce to
where we have used I(ŨṼ ; S) = 0 and [I(Ũ ; S) − I(Ũ ; Y )] + = 0. Clearly, (33) is redundant, so only (34) remains. Hence, removing tilde˜to avoid notational subtleties, we have
It is not difficult to check that replacing (35) by
does not affect the inner region, which coincides with the achievable rate R CSI-0 in Han and Sasaki [23] (also cf. Dai and Luo [15] , El Gamal and Kim [16] ). 
where (a) follows from I(Ũ ; S) = 0. Therefore, removing tilde˜, we have the rate constraints for Case 2),
where U V and S are independent, and H(·), H(·|·) denote the (conditional) entropy.
An immediate consequence of (39) and (40) is the following fundamental corollary:
Corollary 1 (Lower bounds on SM and SK rates I):
where U V and S are independent.
Proof: Setting R K = 0 in (39) and (40) yields (41), while setting R M = 0 in (39) and (40) yields (42).
Let us now consider two special cases of (39) and (40) as below.
A: Let U = ∅ (constant variable), then (39) and (40) reduce to
with independent V and S. 
On the other hand, setting R M = 0 in (43) and (44) yields the SK lower bound:
which was used in Han and Sasaki [23, Remark 5] .
Remark 5: In order to compare formula (45) with the previous result, we develop it as follows.
First, (43) is rewritten as
where (b) follows from the independence of V and S.
On the other hand, (44) is evaluated as follows:
Summarizing, we have, with independent V and S,
Thus, setting R K = 0 in (49) and (50), it turns out that formula (45) is equivalent to
with independent V and S, which was given as R 
with independent U and S. It is easy to check that (52) and (53) are rewritten equivalently as
Remark 6: When R K = 0, the achievable rate R M specified by (54), (55) yields the lower bound with independent U and S:
which was given as R CSI-2 by Han and Sasaki [23, Theorem 1].
On the other hand, setting R M = 0 in (54), (55), we have, for independent U and S,
which is a new type of lower bound. Fig. 3 . WC with the same CSI available at Alice and Bob (t = 1, 2, · · · , n).
We now have the following two corollaries for WCs with causal CSI available at "both" Alice and Bob:
Corollary 2 (Causal SM-SK inner bound I):
Let us consider the WC with causal CSI at both Alice and Bob, as depicted in Fig. 3 . Then, a pair (R M , R K ) is achievable if the following rate constraints are satisfied:
where V and S are independent.
Proof: It is sufficient to replace Y by SY in (43) 
On the other hand, setting R M = 0 in (58), (59) yields one more lower bound:
where V and S are independent and C K CSI-ED denotes the causal SK capacity * * .
Corollary 3 (Causal SM-SK inner bound II): Let us consider the WC with causal CSI s at both Alice
and Bob, as depicted in Fig. 3 . Then, a pair (R M , R K ) is achievable if the following rate constraints are satisfied:
where U and S are independent, Proof: It is sufficient to replace Y by SY in (54) and (55). . 
On the other hand, setting R M = 0 in (62) and (63) yields C K CSI-ED ≥ H(S|U Z). Since here we can set U = ∅, we have
which is obviously attained without coding at the encoder, because in this case sharing of common secret key at Alice and Bob is enough without extra transmission of secret message (cf. Ahlswede and Csiszár [13] ). 
As a consequence, removing tilde˜, we have the rate constraints, with independent U V and S,
Remark 10: We observe here that (68) and (69) remain invariant under replacement of Z by SZ. This implies that the achievability due to Case 3) is invulnerable to the leakage of state information S n to Eve, which is in notable contrast with Case 2).
An immediate consequence of (68) and (69) is the following new type of fundamental corollary:
Corollary 4 (Lower bounds on SM and SK rates II):
Proof: Setting R K = 0 in (68) and (69) yields (70), while setting R M = 0 in (68) and (69) yields (71).
Here, notice that (68) is the same as (39), and moreover, since
summarizing (68), (69) and (72), we have for Case 3).
In order to compare this with that for Case 2), we rewrite (39) 
Thus, for Case 2), 
and
As a consequence, in this case, Case 2) outperforms Case 3).
Remark 12:
As is seen from the proof of Theorem 1 in Bunin et al. [21] , [22] , in both cases of Case 2) and Case 3) the state information S n is to be reproduced at Bob, where the crucial difference between Case 2) and Case 3) is that in Case 2) the S n is used to carry on secure transmission of message and/or key between Alice and Bob, whereas in Case 3) the S n is not used to convey secure message/key but simply to help reliable (secured or unsecured) transmission. As was illustrated in Remark 11, favorable choices of these two cases depend on the characteristics of WCs. Fig. 4 . WC with the same CSI available at Alice and Eve (t = 1, 2, · · · , n). 
which is nothing but (66) and (67) in Case 3), and therefore Case 4) reduces to Case 3).
V. CAUSAL/NON-CAUSAL SM-SK CAPACITY THEOREMS
So far we have dealt with the wiretap channel problem with causal CSI at Alice to derive a diversity of inner (lower) bounds on the capacity region, but with the "exact" capacity formulas only for a few special cases (such as degraded WCs [23] to be addressed later in this section). This is mainly because we are still not successful in getting outer (upper) bounding techniques that are compared with the inner (lower) bounding techniques as established in Theorems 1 and 2. Fortunately, however, in the "non-causal" case, we can establish a general formula for the capacity region.
A): Thus, in this subsection, as an application of Theorem 1, we provide the exact SM-SK capacity region for WCs with non-causal CSI available at "both" Alice and Bob as in Fig. 3 . To do so, let the corresponding non-causal SM-SK capacity region be denoted by C NCSI-ED † † . Moreover, let R in (p SXU V ) denote the set of all nonnegative rate pairs (R M , R K ) satisfying the rate constraints:
where U V may be dependent on S. Then, we have Theorem 3 (Non-causal SM-SK capacity region):
where the union is taken over all "non-causally" achievable probability distributions p SXU V 's.
Proof of achievability: † † ED denotes Encoder=E and Decoder=D.
The achievabilty comes from Theorem 1, where it suffices to replace V, Y , respectively, by SV, SY in (8) and (9) and notice that I(U ; SY ) ≥ I(U ; S) and hence [I(U ; S) − I(U ; SY )] + = 0, and also that I(U SV ; S) = H(S).
Proof of converse:
Suppose that (R M , R K ) is achievable, and set Y n = S n Y n . It suffices here to assume that M is uniformly distributed on M n .
1)
We first show (84). Observe that H(M |Y n ) ≤ nε n holds by Fano inequality, where ε n → 0 as n tends to ∞. Then, noting that S n and M are independent, we have
where we have set
Let us now consider the random variable J such that Pr{J = t} = 1/n (t = 1, 2, · · · , n). Then, (87) is written as
where, noting that S n is stationary and memoryless and hence H(S J |J ) = H(S J ) = H(S), we have set
Thus, by letting n → ∞ in (89), we obtain (84). It is obvious here that U V → XS → Y Z forms a Markov chain, where we have similarly set X = X J .
2) Next, we show (85). First observe that, in view of Definitions 3 ∼ 5 in Section II as well as the uniform continuity of entropy (cf. [24, Lemma 2.7]), we have
where U K denotes the random variable uniformly distributed on K n . In addition, recall that M is uniformly distributed on M n , and therefore
which yields
Since I(M K; Z n ) ≤ nε n by assunption and H(M K|Y n ) ≤ nε n by Fano inequality, we obtain
On the other hand, since
and similarly I(M K; Z n ) = I(M KS n ; Z n ) − H(S n |M K) + H(S n |M KZ n ), inequality (93) is continued to
where (c) and (d) follow from Csiszár identity (cf. [16] ); (e) comes from (88).
Thus, using (90), we have
Thus, letting n → ∞ in (95), we conclude (85), thereby completing the proof of Theorem 3.
An immediate consequence of Theorem 3 is the following two corollaries: Let C M NCSI-ED (called the SM capacity) denote the supremum of the projection of CNCSI-ED on the R M -axis, and let C K NCSI-ED (called the SK capacity) denote the supremum of the projection of C NCSI-ED on the R K -axis.
Then, we have, with U V and S that may be correlated,
Corollary 5 (Non-causal SM capacity):
which is an extension of Chia and El Gamal [10, Theorem 3] with degraded WCs.
Corollary 6 (Non-causal SK capacity):
which is an extension of Han and Sasaki [23, Corollary 2] with degraded WCs.
Remark 13: In fact, Khisti et al. [9, Theorem 3] has, instead of (97), given the following formula:
It is evident that the achievability in formula (97) subsumes that of formula (98) in that the former includes the additional U for "conditioining." However, it seems that the latter is wrong, because the proof in [9] for the converse part looks to contain a serious technical flaw.
B):
Let us now address the problem of SM-SK capacity regions for degraded WCs to provide the exact SM-SK capacity region for degraded WCs with causal CSI available at "both" Alice and Bob as in 
Then, it follows from Theorems 2 and 3 that 
where the union is taken over all possible probability distributions p SX 's.
Proof of achievability:
Let (X, S) be arbitrarily given, then the functional representation lemma [16] claims that there exist a random variable V and a deterministic function f : V × S → X such that V and S are independent and X = f (V, S). Then, Theorem 2 (Case 2)) claims that any rate pair (R M , R K ) satisfying the rate constraints (cf. (43) and (44)):
is causally achievable. Then, it suffices to observe that the right-hand sides of (102) and ( 
where (e) is because X is a deterministic function of (V, S); (g) follows from the Markov chain property
Proof of converse:
From the converse part of Theorem 3 it follows that any achievable rate pair (R M , R K ) needs to satisfy the rate constraints (cf. (84) and (85)):
with some U V SXY Z. The right-hand sides of (106) and (107) 
which together with (108) completes the proof of Theorem 4.
VI. CONCLUDING REMARKS
So far, we have studied the coding problem for WCs with causal/non-causal CSI available at Alice and/or Bob under the semantic security criterion, the key part of which was summarized as Theorem 2
for WCs with causal CSI at Alice. As is already clear, all the advantages of Theorem 2 are inherited directly from Theorem 1 that had been established by Bunin et al. [22] for WCs with non-causal CSI at Alice, This suggests that it is sometimes useful to deal with the causal problem as a special class of non-causal problems.
It is rather surprising to see that all the previous results [10] , [11] , [23] for WCs with causal CSI follow immediately from Theorem 2 alone. Notice here that the validity of Theorem 1 as well as Theorem 2 is based heavily on the superiority of the two layered superposition coding scheme (cf. [14] , [20] available at Alice, Bob and Eve, respectively (cf. Fig. 5 ). We would like to remind that this seemingly general WCs actually boils down to our WCs with causal CSI available only at Alice simply by replacing Y, Z with S b Y, S e Z, respectively, and at the same time by replacing state S at Alice with S a . In this connection, the reader may refer, for example, to Khisti, Diggavi and Wornell [9] , and Goldfeld, Cuff and Permuter [20] .
APPENDIX A PROOF OF LEMMA 1
From the manner of generating the random code, we see that the total joint probability of all (u i , v ij ) ′ s is given by P 1n P 2n P 3n , where
We now directly develop ED(q n S ||p n S ) as follows. Here, for simplicity, we set p(s) = p n S (s).
where (a) follows from the symmetry of codes. We decompose the quantities in (115) as
where
Again, from the manner of generating the random code, we see that A 1n and (A 2n , A 3n ) are independent, whereas A 2n and A 3n are conditionally independent given u 1 . Thus, 
Hence, ED(q n S ||p n S )
·W (s|u 1 , v 11 ) log 1 + A 2n + A 3n L n N n p(s) .
Moreover, ED(q n S ||p n S )
where * A 2n
so that, with 0 ≤ ρ < 1, 
where (e) follows because (UV; S) is a correlated i.i.d. sequence with generic variable (U V, S). Thus, for any small constant τ > 0 there exists a ρ 0 > 0 such that, for all 0 < ρ ≤ ρ 0 , 
We notice here that τ > 0 can be arbitrarily small, so that the last term on the right-hand side of (137)
can be made larger than δ > 0. Then, (135) yields
which implies that with any small ε > 0 it holds that
for all sufficiently large n.
Similarily, F 1n ≤ ε with rate constraint R 1 > I(U ; S) can also be shown.
Thus, the proof of Lemma 1 has been completed.
