I welcome this opportunity [1] to acknowledge Good's papers [2, 3, 4, 5, 6] , which I had missed. Good proposed the harmonic mean p-value (HMP) as a classical analog to a model-averaged Bayes factor (BF) which "should be regarded as an approximate tail-area probability [p-value]" [2]. His presentation was amusingly apologetic, e.g. "an approximate rule of thumb is tentatively proposed in the hope of provoking discussion" and "this rule of thumb should not be used if the statistician can think of anything better to do" [2]. I believe my paper dispels these misgivings by formalizing Good's intuitive argument that the HMP is approximately well-calibrated when small (Eq. 5, [7]) and
This relationship is approximately inversely proportional for small p and tail index ξ < 1, but may deviate from strict proportionality through the slowly varying function S(p).
Thus the model-averaged BF with prior model probabilities µ 1 . . . µ L would be
with weights w i = u i /ξ,
In the special case that p|M A ∼ Beta(ξ < 1, 1), then S(p) ≡ 1, and Good's empirical relationship would be considered to hold closely for high-powered tests (ξ 1) with γ = ξ −1 .
Held [1] considers whether the class of alternatives p|M A ∼ Beta(1, κ > 1) supports
Good's claim. This is an interesting proposition but I have some reservations. The distribution produces a special case of a RVRV 0 (Eq. 2), in which ξ = 1 and S(p) = Figure 1 . The HMP is strongly inversely proportional to BF when p|M A ∼ Beta(ξ < 1, 1) but not when p|M A ∼ Beta(1, κ > 1), despite the maximum BF argument. BF(p) was calculated from each beta density and BF max (p) from the respective upper bound [1, 11] . BF and • p were calculated by simulation: L = 1000 p-values per simulation, (L − 1) Uniform(0,1) and one Beta(ξ,1), Beta (1,κ) or Uniform(0,1) with equal probability, assuming equal weights for • p. ξ = 0.0352 and κ = 44.9 were chosen to achieve 90% test power at α = 0.05. R code: https://doi.org/10.6084/m9.figshare.7699955
