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ABSTRACT
We consider a distributed server system consisting of a large num-
ber of servers, each with limited capacity on multiple resources
(CPU, memory, disk, etc.). Jobs with different rewards arrive over
time and require certain amounts of resources for the duration of
their service. When a job arrives, the system must decide whether
to admit it or reject it, and if admitted, in which server to schedule
the job. The objective is to maximize the expected total reward
received by the system. This problem is motivated by control of
cloud computing clusters, in which, jobs are requests for Virtual
Machines or Containers that reserve resources for various services,
and rewards represent service priority of requests or price paid
per time unit of service by clients. We study this problem in an
asymptotic regime where the number of servers and jobs’ arrival
rates scale by a factor L, as L becomes large. We propose a resource
reservation policy that asymptotically achieves at least 1/2, and
under certain monotone property on jobs’ rewards and resources,
at least 1 − 1/e of the optimal expected reward. The policy auto-
matically scales the number of VM slots for each job type as the
demand changes, and decides in which servers the slots should be
created in advance, without the knowledge of traffic rates. It effec-
tively tracks a low-complexity greedy packing of existing jobs in
the system while maintaining only a small number, д(L) = ω(logL),
of reserved VM slots for high priority jobs that pack well.
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1 INTRODUCTION
There has been a rapid migration of computing, storage, applica-
tions, and other services to cloud. By using cloud (e.g., Amazon
AWS [2], Microsoft Azure [41], Google Cloud [20]), clients are no
longer required to install and maintain their own infrastructure.
Instead, clients use the cloud resources on demand, by procuring
Virtual Machines (VMs) or Containers [5, 21] with specific config-
urations of CPU, memory, disk, and networking in the cloud data
center, depending on their needs.
A key challenge for the cloud service providers is to efficiently
support a wide range of services on their physical platform. They
usually offer QoS guarantees (in SLAs) [6] for clients’ applications
and services, and allow the number of VM instances to scale up or
down with demand to ensure QoS guarantees are met. For example,
in Amazon EC2 auto-scaling [4], clients can define simple rules
to launch or terminate VM instances as their application demand
increases or decreases. Various predictive and reactive schemes
have been proposed for dynamically allocating VMs to different
services, e.g., [19, 25, 30, 38, 45, 47], however, they mostly assume
a dedicated hosting model where VMs of each application run on
a dedicated set of servers. Such models do not consider potential
consolidation of VMs in servers which is known to significantly
improve efficiency and scalability [13, 49]. For instance, suppose a
CPU-intensive VM, a disk-intensive VM, and a memory-intensive
VM are located on three individual servers (for our purpose, we use
the terms VM and Container interchangeably). The cloud operator
can pack these VMs in a single server to fully utilize its resources
along CPU, disk, and memory, then the two unused servers can be
used to pack additional VMs and serve more requests. However, in
the absence of an accurate estimate of the workload, or when the
workload varies over time and space, it is not clear how many VM
instances an application launches and which VMs must be packed
in which servers to ensure efficiency.
In this paper, we consider a cloud data center consisting of a
large number of servers. As an abstraction in our model, a VM is
simply a multi-dimensional object (vector of resource requirements)
that should be served by one server and cannot be fragmented. Each
server has a limited fixed capacity on its available resources (CPU,
memory, disk, networking). VM requests belong to a collection of
VM types, each with a specific resource requirement vector, and
a specific reward that represents its service priority or the price
that will be paid per time unit of service by the client. When a VM
request arrives, we must decide in an online manner whether to
accept it, and, if so, in which server to schedule it. The objective is
to maximize the expected total reward received by the system. Note
that finding the right packing for a given workload is a hard com-
binatorial problem (related to multi-dimensional Knapsack [32]).
The absence of accurate estimate of workload (VM traffic rates and
service durations) makes the problem even more challenging. For
instance, consider a simple scenario with three types of VMs with
the following (CPU, memory) requirement and rewards: (0.6, 0.6)
with reward 4, (0.7, 0.1) with reward 3, and (0.1, 0.7) with reward
3. Server’s capacity is normalized to (1,1). Hence, a server can ac-
commodate a single (0.6, 0.6) VM, or pack one (0.7, 0.1) VM and
one (0.1, 0.7) VM together. Suppose there is one empty server, and
a (0.6, 0.6) VM request arrives. Should we admit this request and
receive a reward of 4, or reserve the server to pack one (0.7, 0.1)
VM and one (0.1, 0.7) VM in future, which can potentially yield a
maximum reward of 6?
This problem is related to the Online Multiple Knapsack problem,
in which there is a set of bins of finite capacity, items with various
sizes and profits arrive one by one, and the goal is to pack them in
an online manner into the bins so as to maximize their total profit.
In general, this problem does not have any competitive (constant
approximation) algorithm [39], even when items are allowed to be
removed from any bin at any time. Hence, proposed competitive
algorithms focus on more restricted cases of the problem [14, 29].
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In this paper, we study a stochastic version of the problem in
an asymptotic regime, where the number of servers L is large and
requests for VMs of type j arrive at rate λjL, j = 1, · · · , J , and each
requires service with mean duration 1/µ j . The (normalized) load
of the system is defined as ρ := (λj/µ j , j = 1, · · · , J ). This is the
heavy-traffic regime, e.g. [26, 27, 31, 33, 42, 56, 58], and it has been
shown that algorithms with good performance in such a regime
also show good performance in other regimes. The interesting
scenario occurs when not all VM requests can be scheduled (e.g.,
ρ > ρc for a critical load ρc on the boundary of system capacity),
in which case a fraction of the traffic has to be rejected even by
the optimal policy. We propose an adaptive reservation policy that
makes admission and packing decisions without the knowledge
of ρ. Packing decisions include placement of admitted VM in one
of the feasible servers, and migration of at most one VM across
servers when a VM finishes its service.
1.1 Related Work
There is classical work on large loss networks, e.g. [7, 26, 27, 33],
where calls with different bandwidth requirements and priorities ar-
rive to a telecommunication network. Trunk reservation has been
shown to be a robust and effective call admission policy in this
setting, in which each call type is accepted if the residual link band-
width is above a certain threshold for that type. The performance
of trunk reservation policies has been analyzed in the asymptotic
regime where the call arrival rates and link’s capacity scale up by a
factor N , as N →∞. This is different from our large-scale server
model, where the server’s capacity is “fixed” and only the number
of servers scales (a.k.a. system scale-out as opposed to scale-up).
This makes the problem significantly more difficult, because, due
to resource fragmentation when packing VMs in servers, the re-
sources of servers cannot be viewed as one giant pool; hence our
policy not only needs to make admission decisions, but also decide
in which server to place the admitted VM. Moreover, VMs have
multi-dimensional resource as opposed to one-dimensional calls
(bandwidth). If we restrict that every server can fit exactly one VM,
our policy reduces to classical trunk reservation.
There has been past work on VM allocation [36, 37, 43, 44, 50,
59] and stochastic bin packing [18, 24, 51, 53, 54], however their
models or objectives are different from ours. The works [36, 37,
43, 44] consider a queueing model where VM requests are placed
in a queue and then served by the system. In this paper, we are
considering a loss model without delay, i.e., each VM request upon
arrival has to be served immediately, otherwise it is lost. The recent
works [18, 51, 53, 54] study a system with an infinite number of
servers and their objective is to minimize the number of occupied
servers. The auto-scaling algorithm proposed in [23] also assumes
such an infinite server model. These are different from our setting
where we consider a finite number of servers and study the total
reward of served VMs by the system, in the limit as the number of
servers becomes large. In this regime, we have to address complex
fluid limit behaviors, especially when the load is above the system
capacity and VMs have different priorities.
The works [31, 42, 52, 58] study the blocking probability in a
large-scale server system where all VMs have the same reward. The
work [52] assumes a subcritical system load and only shows local
stability of fluid limits. The works [31, 42, 58] show that, under a
power-of-d choices routing, the blocking probability drops much
faster compared to the case of uniform random routing. However,
there is no analysis of optimality, especially in a supercritical regime
where even the optimal policy has a non-zero blocking probability.
Moreover, such algorithms treat all VMs with the same priority
(reward) when making decisions, thus a low priority VM can po-
tentially block multiple high priority ones.
We remark that in real clouds, servers are monitored periodi-
cally [1, 17, 48], for resourcemanagement, security, recovery, billing,
etc., hence scheduling decisions can be made based on available
information about the global system state.
1.2 Contributions
We propose a dynamic resource reservation policy that makes ad-
mission and packing decisions based on the current system state,
and prove that it asymptotically achieves at least 1/2, and under
certain monotone property on VMs’ rewards and resources, at least
1 − 1e of the optimal expected reward, as the number of servers
L → ∞. Further, simulations suggest that for real cloud VM in-
stances, the achieved ratio is in fact very close to one.
The main features of our policy and analysis technique can be
summarized as follows:
Dynamic Reservation. The policy reserves slots for VMs in ad-
vance. A slot for a VM type will reserve the VM’s required resources
on a specific server. An incoming VM request then will be admitted
if there is enough reservation in the system, in which case it will
fill an empty slot of that type. The policy effectively tracks a low-
complexity greedy packing of existing VM requests in the system
while maintaining only a small number д(L) = ω(logL) of empty
slots (e.g., (logL)1+ε ), for VM types that have high priority at the
current time. The reservation policy is robust and can automatically
adapt to changes in the workload based on requests in the system
and new arriving requests, without the knowledge of ρ.
Analysis Technique. Our proofs rely on analysis of fluid limits
under the proposed policy, however, a major difficulty happens
when the workload is above the critical load. In this regime the slot
reservation process evolves at a much faster time-scale compared
to the fluid-limit processes of the number of VMs and number of
servers in different packing configurations in the system. To de-
scribe the behavior of fluid limits, we devise a careful analysis based
on averaging the behavior of fluid-scale process over small intervals
of length ω(logL/L). We then introduce a Lyapunov function based
on a Linear Program. It is designed to have a unique maximizer at a
global greedy solution and determines the convergence properties
of our policy in steady state.
1.3 Notations
For two positive-valued functions x(n) and y(n), with n ∈ N, we
write x(n) = o(y(n)) if limn→∞ x(n)/y(n) = 0, and x(n) = ω(y(n))
if y(n) = o(x(n)). 1(·) is the indicator function. ej denotes the j-th
basis vector. t− and t+ denote the times right before and after t .R+
is the set of nonnegative real numbers. (·)+ = max{·, 0}.
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2 MODEL AND DEFINITIONS
Cloud Model. We consider a collection of L servers denoted by
the set L. Each server ℓ ∈ L has a limited capacity on different
resource types (CPU, memory, disk, networking, etc.). We assume
there are n ≥ 1 types of resource.
VMModel. There is a collection of VM types denoted by the set
J . The VM types are indexed in arbitrary order from 1 to J . Each
VM type j requires a vector of resources Rj = (R1j , · · · ,Rnj ), where
Rdj is its requirement for the d-th resource, d = 1, · · · ,n.
VMs are placed in servers and reserve the required resources.
The sum of reserved resources by the VMs placed in a server should
not exceed the server’s capacity. A vector k = (k1, · · · ,k J ) ∈ ZJ+ is
said to be a feasible configuration if the server can simultaneously
accommodate k1 VMs of type 1, k2 VMs of type 2, · · · , k J VMs of
type J . We use K to denote the set of all feasible configurations
(including the empty configuration 0J ). The number of feasible
configurations will be denoted by C := |K |.
We define KJ′ to be the set of feasible configurations that in-
clude only VMs from a subset of types J ′ ⊆ J , i.e.,
KJ′ = {k ∈ K : kj = 0,∀j < J ′}. (1)
We use K < ∞ to denote the maximum number of VMs that can
fit in a server. We use kℓ(t) = k to denote that at time t , server
ℓ ∈ L has configuration k.
We do not necessarily need the resource requirements to be
additive, only the monotonicity of the feasible configurations is
sufficient, namely, if k ∈ K , and k′ ≤ k (component-wise), then
k′ ∈ K . This will allow sub-additive resources as well, when the
cumulative resource used by the VMs in a configuration could be
less than the sum of the resources used individually [46].
Job and Reward Model. Jobs for various VM types arrive to
the system over time. We can consider two models for jobs:
(i) Revenue interpretation: a job of type j is a request to create a
new VM of type j.
(ii) Service interpretation: a job of type j is a request that must be
served by an existing VM of type j in the system.
To simplify the formulations and use one model to capture both
interpretations, we assume that each VM can serve at most one job
at any time. As we will see, our algorithm works based on creating
“reserved VM slots” in advance. Hence, serving a newly arrived type-
j job can be interpreted as deploying a VM of type j in its reserved
slot (revenue interpretation), or assigning it to an already deployed
VM of type j in the slot (service interpretation).
Each job type j is associated with a reward uj which represents
its priority (service interpretation) or price paid per time unit of
service (revenue interpretation).
We define the feasible job placement kˆ = (kˆ1, · · · , kˆ J ) to be the
set of jobs that are simultaneously being served in a single server,
where kˆj corresponds to the number of type-j jobs. Note that by
the definition of server configuration, it holds that kˆ ≤ k, for some
k ∈ K . Hence, k− kˆ can be viewed as the reserved VM slots, where
kj − kˆj is the number of reserved type-j VM slots. We use kˆℓ(t) = kˆ,
when at time t , the job placement in server ℓ ∈ L is kˆ.
Traffic Model. Jobs of type j arrive according to a Poisson pro-
cess of rate λjL, for a constant λj > 0. Once scheduled in a server
(more accurately, in a reserved slot of type j), a job of type j requires
an exponentially distributed service time with mean 1/µ j , and gen-
erates reward at rateuj during its service. We define the normalized
workload of type-j jobs as ρ j := λj/µ j and the workload vector
ρ = (ρ j , j ∈ J).
Definition 2.1 (Configuration Reward). The rewardU (k) of a con-
figuration k ∈ K is defined as its total reward per unit time when
its slots are full, i.e.,U (k) := ∑Jj=1 ujkj .
Definition 2.2 (Configuration Ordering). For two vectors k, k′ ∈
K , we say k ≻ k′, if either U (k) > U (k′), or U (k) = U (k′) and
considering the smallest j for which kj , k ′j , kj > k
′
j .
Definition 2.3 (MaxReward). Given a subset Ks ⊆ K , the maxi-
mum reward configuration of Ks is defined as
MaxReward(Ks ) := arg max
k∈Ks
U (k),
where ties are broken based on the ordering in Definition 2.2.
Definition 2.4 (State Variables). Consider the systemwithL servers.
We useXLk (t) to denote the number of servers assigned to configura-
tion k ∈ K at time t . To distinguish between servers assigned to the
same configuration k, we index them from 1 to XLk (t), starting from
the most recent server assigned to k (without loss of generality).
The system state at time t can then be described as
SL(t) := ((kℓ(t), kˆℓ(t), cℓ(t)), ℓ ∈ L), (2)
where for each server ℓ ∈ L, kℓ(t) ∈ K is its configuration, kˆℓ(t),
with kˆℓ(t) ≤ kℓ(t), is its job placement, and cℓ(t) is its index among
the servers with configuration kℓ(t).
The number of jobs of type j in the system at time t is given by
Y Lj (t) =
∑
ℓ∈L
kˆℓj (t). (3)
We also define the vectors YL(t) = (Y Lj (t), j ∈ J), and XL(t) =
(XLk (t), k ∈ K). Clearly
∑
k∈K XLk (t) = L since there are L servers.
Optimization Objective. Given a Markov policy π , we define
the expected reward of the policy per unit time as
Fπ (L) = lim
t→∞E
[ ∑
j ∈J
Y Lj (t)uj
]
. (4)
Our goal is to maximize the expected reward, i.e.,
maximizeπ Fπ (L), (5)
where the maximization is over all Markov scheduling policies
π . Hence, when jobs are requests for VMs, this optimization is a
revenue maximization, whereas when jobs are requests to be served
by existing VMs, it is a weighted QoS maximization where each
service is weighted by its priority.
Note that under any Markov policy, the system state SL(t) is a
continuous-time irreducible Markov chain over a finite state space,
hence it is positive recurrent and (4) is well defined. Let XL(∞)
and YL(∞) be random vectors with the stationary distributions
of XL(t) and YL(t), respectively, as t → ∞. Note that if Y⋆(t) is
the number of jobs in an M/M/∞ system in which every job is
admitted, then YL(∞) is stochastically dominated by Y⋆(∞) whose
stationary distribution is Poisson with mean Lρ [10].
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We study the problem (5) in the asymptotic regime where the
number of servers L →∞, while the job arrival rates are λjL, j ∈ J .
Note that we do not make any assumption on the values of ρ j .
Notice that as t → ∞, the scaled stationary random variables
satisfy 1LX
L(∞) ≤ 1 and 1LYL(∞) ≤ 1LY⋆(∞). This implies that the
sequence of scaled random variables is tight [8], therefore the (ran-
dom) limits x(∞) := limL→∞ 1LXL(∞), and y(∞) := limL→∞ 1LYL(∞)
exist along a subsequence of L. The limits satisfy xk(∞) ≥ 0,∑
k∈K xk(∞) = 1, and y(∞) ≤ ρ, y(∞) ≤
∑
k∈K xk(∞)k.
To unify the algorithm descriptions for revenue maximization
and QoS maximization, in the rest of the paper, we use the term
“slot” of type j to refer to the resource (equal to a VM of type j)
reserved for one job of type j in a server. Filled slots have jobs
already in them, while empty slots could accept jobs. Therefore,
the term configuration applies to all the slots in a server, while
placement applies to the filled slots in the server.
3 A STATIC OPTIMIZATION AND ITS
GREEDY SOLUTION
Given a workload reference vector YˆL = (Yˆ Lj , j ∈ J), let F⋆(L, YˆL)
be the optimal value of the following linear program:
max
X,Y
∑
j
ujYj (6a)
s.t. Yj ≤ Yˆ Lj , ∀j ∈ J (6b)∑
k∈K
Xkkj ≥ Yj , ∀j ∈ J (6c)∑
k∈K
Xk = L, Xk ≥ 0, ∀k ∈ K (6d)
where Y is the vector of jobs in the system, and X is the vector
of the number of servers assigned to each configuration. If we
choose YˆL = ρL, this optimization will provide an upper bound on
optimization (5), i.e., Fπ (L) ≤ F⋆(L, ρL), for any Markov policy π .
The interpretation of the result is as follows. The average number
of type-j jobs in the system cannot be more than its workload
(Constraint (6b)), and further, it cannot be more than the average
number of slots of type j in the servers (Constraint (6c)). The sum of
number of servers in different configurations is L, so their average
should also satisfy (6d).
As L → ∞, the normalized objective value 1L F⋆(L, ρL) →
U⋆[ρ], which is the optimal value of the linear program below
max
x, y
∑
j
ujyj (7a)
s.t. yj ≤ ρ j ,∀j ∈ J (7b)∑
k∈K
kjxk ≥ yj ,∀j ∈ J (7c)∑
k∈K
xk = 1, xk ≥ 0, ∀k ∈ K (7d)
where xk can be interpreted as the ideal fraction of servers which
should be in configuration k when L is large. Hence, one can con-
sider a static reservation policy where the cloud cluster is parti-
tioned and ⌊xkL⌋ servers are assigned to each non-zero configura-
tion k ∈ K (and the rest of servers can be empty to save resource
or used to serve more jobs). Then once a type-j job arrives, it will
be routed to an empty slot of type j in one of the servers, if any,
otherwise it is rejected. This will provide an asymptotic optimal
policy since it achieves the normalized rewardU⋆[ρ], as L →∞.
However, there are several issues with this approach: (i) solving
optimization (6) or its relaxation (7) has a very high complexity,
as the number of configurations is exponential in the number of
job types J , and (ii) it requires knowing an accurate estimate of
the workload ρ which might not be available. Inaccurate estimates
of workload can lead to poor performance for such policies, e.g.,
see [34] which illustrates that static reservation policies in classical
loss networks can give very poor performance. Even if we have an
estimate of the workload and approximate the solution to (7), to
handle time-varying workloads, the new solution may require rear-
ranging a large number of VMs and jobs to make their placements
match the new solution. This is costly and also causes interruption
of many jobs in service.
We first address the complexity issue, by presenting a greedy so-
lution for the optimization, and analyze its asymptotic performance
below.
3.1 Greedy Solution
We describe a greedy algorithm, called Greedy Placement Algorithm
(GPA), for solving optimization (6).
GPA takes as input the workload reference vector YˆL , and returns
an assignment vector XˆL which indicates which configurations
should be used and in how many servers. The assignment consists
of at most J configurations, which are found in J iterations. In each
iteration i , GPA maintains a set of candidate job types J[i], and
finds a configuration k[i]. Initially J[1] = J . In iteration i:
(1) It finds k[i] = MaxReward(KJ[i]), which is the configuration
of highest reward among the configurations that have jobs from
the set J[i], according to Definition 2.3.
(2) It computes the number of servers XˆLk[i] that should be assigned
to k[i], until at least one of the job types j, for which kj [i] > 0,
has no more jobs left, or there are no more unused servers left.
We refer to this job type as j⋆.
(3) It then creates J[i + 1] by removing job type j⋆ from J[i].
A pseudocode forGPA is given by Algorithm 1.We use the vector
XˆL = (XˆLk , k ∈ K) to denote the output of GPA, which has at most
J non-zero elements corresponding to k[i], i = 1, . . . , J .
Remark 1. MaxReward finds the maximum reward configuration
of a subset of job types, which is equivalent with unbounded Knap-
sack problem (unbounded number of items for each type). This
problem is tractable with Pseudopolynomial algorithms to solve it
exactly [3, 40] or fully polynomial approximation algorithms [28].
GPA needs to solve at most J instances of this problem. Note that the
number of different instances of the problem is bounded and we can
computeMaxReward for all of them offline as they are not workload
dependent. This is in contrast to optimization (6), which is equiv-
alent to multi Knapsack problem which is strongly NP-hard [32],
and requires resolving when workload reference Yˆ changes.
We next define the limit of XˆL/L for input Yˆ L = Lρ, as L →
∞, which we refer to as Global Greedy Assignment. To describe
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Algorithm 1 Greedy Placement Algorithm (GPA)
1: function GPA(Yˆ)
2: r ← Yˆ ▷ tracks the vector of number of jobs left
3: N ← L ▷ tracks the number of servers left
4: i ← 1, J[1] = J
5: while J[i] ,  do
6: k[i] ← MaxReward(KJ[i])
7: j⋆ ← arg minj :kj [i]>0 ⌈
r j
kj [i] ⌉ ▷ break ties arbitrarily
8: Xˆk[i] ← min
(
⌈ r j⋆kj⋆ [i] ⌉,N
)
9: r ← r − Xˆk[i]k[i]
10: N ← N − Xˆk[i]
11: J[i + 1] ← J[i] − {j⋆}
12: i ← i + 1
13: return Xˆk[j], j = 1, · · · , J
this assignment, we first define a unique ordering of the job types
through the following proposition.
Proposition 3.1. For any permutation σ = (σ1,σ2, . . . ,σJ ) of job
types in J , let Jσj := {σj , . . . ,σJ }, and k(j) := MaxReward(KJ
σ
j ).
Given aworkload ρ, there is a “unique” permutationσ = (σ1,σ2, . . . ,σJ )
of job types, such that the following holds:
1) ∀j ∈ J , k(j)σj > 0, and there are constants z(j)[ρ] ≥ 0, such that
ρσj =
j∑
ℓ=1
k
(ℓ)
σj z
(ℓ)[ρ], (8)
2) for any two indexes j, j ′ ∈ J , with j < j ′, if
ρσj′ =
j∑
ℓ=1
k
(ℓ)
σj′z
(ℓ)[ρ], (9)
then we should have σj < σj′ .
Proof. See Appendix A. □
The Global Greedy Assignment is defined as follows
Definition 3.2 (Global Greedy Assignment). Define the index Iρ ≤
J for which ∑Iρ−1
i=1 z
(i)[ρ] < 1, ∑Iρi=1 z(i)[ρ] ≥ 1,
with the convention that Iρ = J + 1 if
∑J
i=1 z
(i)[ρ] < 1. The global
greedy assignment x(д)[ρ] is defined as
x
(д)
k(i )
[ρ] =

z(i)[ρ], for i < Iρ
0, for i > Iρ
1 −∑i−1j=1 x (д)k(j ) [ρ], for i = Iρ , (10)
where k(i) and z(i)[ρ], i = 1, . . . , J , were defined in Proposition 3.1,
and k(J+1) := 0 (empty configuration). We call the ordered config-
urations k(i), i = 1, . . . , J + 1, the “global greedy configurations”
of workload ρ. For any configuration k ∈ K not in global greedy
configurations, x (д)k [ρ] = 0. When it is clear from the context, the
dependency [ρ] will be omitted.
Since global greedy configurations k(ℓ), ℓ = 1, . . . , J + 1, depend
on ρ, the following configurations will come in handy when the
analysis needs to be agnostic to ρ.
Definition 3.3 (Greedy Configurations). The greedy configuration
set K(д) includes all configurations that are output of MaxRe-
ward(KJ′ ) for any J ′ ⊆ J . That is the set of all possible con-
figurations which may be assigned by GPA, and the empty config-
uration. We define C(д) := |K(д) |. We enumerate configurations
of K(д) as k¯(i), for i = 1, . . . ,C(д), such that k¯(i1) ≻ k¯(i2) if i1 < i2
(according to Definition 2.2), and k¯(C (д)) = 0J .
Notice that {k(j), j = 1, . . . , J + 1} ⊆ {k¯(i), i = 1, . . . ,C(д)}, and
their order is consistent with Definition 2.2, as defined below.
Definition 3.4 (Mapping global greedy to greedy). For any j, j ′ ∈
{1, . . . , J + 1}, with j < j ′, there are indexes дj ,дj′ ∈ {1, . . . ,C(д)},
such that k(j) ≡ k¯(дj ), k(j′) ≡ k¯(дj′ ), and дj < дj′ . We also define
C
(д)
ρ := дIρ to be the index for which k(Iρ ) ≡ k¯(C
(д)
ρ ).
The following proposition states the connection between GPA
and Global Greedy Assignment x (д)k [ρ].
Proposition 3.5. Let XˆL = GPA(Lρ). Then
lim
L→∞
XˆLk
L
= x
(д)
k [ρ], ∀k ∈ K, (11)
where x (д)k [ρ] is the Global Greedy Assignment of Definition 3.2.
Proof. See Appendix B. □
Note that clearly x(д)[ρ] is a feasible solution for optimization
(7) and it is easy to see that its corresponding objective value is
U (д)[ρ] :=
J∑
j=1
uj
J∑
ℓ=1
k
(ℓ)
j x
(д)
k(ℓ)
[ρ]. (12)
It is also easy to see that in optimization (7) we can replace the
inequality in (7c) with equality and the optimal value will not
change. Let x⋆[ρ] be one such optimal solution to optimization (7)
for workload ρ. Then the optimal objective value is
U⋆[ρ] :=
∑
j ∈J
uj
∑
k∈K
kjx
⋆
k [ρ]. (13)
The following corollary is immediate from Proposition 3.5.
Corollary 3.6. Let FGPA(L, ρL) be the total reward of GPA in
the system with L servers given reference workload Yˆ L = ρL. Then
lim
L→∞
FGPA(L, ρL)
F⋆(L, ρL) =
U (д)[ρ]
U⋆[ρ] .
The theorem below bounds the above ratio.
Theorem 3.7. The global greedy assignment x(д)[ρ] provides at
least 12 of the optimal normalized reward, i.e.,
U (д)[ρ]
U ⋆[ρ] ≥ 12 , ∀ρ ≥ 0.
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Proof. Consider the permutation of job types according to
Proposition 3.1. By the global greedy definition and the feasibility
of x⋆[ρ], for any job type σj , j = 1, . . . , Iρ − 1, we have∑
k∈K
x⋆k kσj ≤
j∑
ℓ=1
x
(д)
k(ℓ)
k
(ℓ)
σj = ρσj , (14)
from which it follows that
Iρ−1∑
j=1
∑
k∈K
x⋆k kσjuσj ≤
Iρ−1∑
j=1
j∑
ℓ=1
x
(д)
k(ℓ)
k
(ℓ)
σj uσj =
Iρ−1∑
j=1
ρσjuσj ≤ U (д)[ρ].
(15)
Also for the job types σj , for j = Iρ , . . . , J , we have
J∑
j=Iρ
∑
k∈K
x⋆k kσjuσj =
∑
k∈K
x⋆k
J∑
j=Iρ
kσjuσj
(a)≤
arg max
k∈K
J∑
j=Iρ
kσjuσj
(b)
=
J∑
j=Iρ
k
(Iρ )
σj uσj
(c)≤ U (д)[ρ].
(16)
where (a) is due to the fact that
∑
k∈K x⋆k = 1, (b) is by the definition
of k(Iρ ), and (c) is because U (д)[ρ] is a convex combination of
rewards of k(1), . . . , k(Iρ ), which all have a reward no less than that
of k(Iρ ). Then adding (15) and (16), we get
U⋆[ρ] =
J∑
j=1
∑
k∈K
x⋆k kσjuσj ≤ 2U (д)[ρ]. □
Theorem 3.7 can be improved when job types and rewards satisfy
a monotone greedy property described next.
Definition 3.8. We say the job types and the rewards have mono-
tone greedy property if for any two instances of the optimization
(7) with ρ1 ≥ ρ2,U (д)[ρ1] ≥ U (д)[ρ2].
It is easy to verify that any system with two job types always
has the property in Definition 3.8. However, in general the property
depends on the profile of jobs types and their rewards, and might
not hold for adversarial profiles. The next theorem describes the
improved bound when the monotone greedy property holds.
Theorem 3.9. If job types and rewards satisfy the monotone greedy
property, then, for any ρ, U
(д)[ρ]
U ⋆[ρ] ≥ 1 − 1/e .
Proof. Define a workload ρ⋆ :=
∑
k∈K kx⋆k [ρ].We notice that
U⋆[ρ] = U⋆[ρ⋆] in LP (7). Also by the monotone greedy property,
U (д)[ρ] ≥ U (д)[ρ⋆], since ρ ≥ ρ⋆. Hence, it suffices to prove the
theorem for instances where ρ = ρ⋆ or in other words, instances
for which, in the optimal solution, workload fits exactly in servers.
Consider now the projection of the workload ρ⋆ = ρ onto the
global greedy configuration space {k(i)[ρ], i = 1, . . . , J }. Since
these configurations are independent, we can write
ρ⋆ = ρ =
∑J
i=1 z
(i)[ρ]k(i), (17)
for z(i)[ρ] introduced in Proposition 3.1. For notational compact-
ness, define qi = z(i)[ρ], i = 1, . . . , J , and pi = x (д)k(i ) [ρ], i =
1, . . . , Iρ , and letW (i) := U (k(i)) = ∑Jj=i uσjk(i)σj .
Then,
J∑
j=i
qjW
(j) =
J∑
j=i
uσj
j∑
ℓ=i
qℓk
(ℓ)
σj
(a)≤
J∑
j=i
ρσjuσj
(b)≤
J∑
j=i
k
(i)
σj uσj =W
(i). (18)
Inequality (a) is because
∑j
ℓ=i qℓk
(ℓ)
σj ≤ ρσj , and Inequality (b) is
because we assumed there is an assignment that can completely
accommodate workload ρ, and hence ρσj for j = i, . . . , J . If we
remove all jobs with types 1, . . . , i − 1 from assignment x⋆, the
configurations used in the resulting assignment belong to the subset
K {σi , ...,σJ } and k(i) is the configuration with the highest reward
from this set.
An equivalent representation of (18) is that, for some constants
bi , 0 ≤ bi ≤ 1, i = 1, . . . J ,
biW
(i) =
J∑
j=i
qjW
(j), and (bi − qi )W (i) = bi+1W (i+1). (19)
For completeness, we also define b J+1 = 1. Based on this represen-
tation, and using (17) and ρ = ρ⋆ by assumption, we get
U (д)[ρ]
U⋆[ρ] =
∑Iρ
i=1 piW
(i)∑J
i=1 qiW
(i) =
∑Iρ
i=1 pi
∏i−1
j=1
bj−qj
bj+1
W (1)
b1W (1)
=
Iρ∑
i=1
pi
bi
i−1∏
j=1
bj − qj
bj
= 1 −
Iρ∏
i=1
(
1 − pi
bi
)
.
(20)
The right-hand side is minimized if bi = 1, i = 1, . . . , Iρ , since
pi ≥ 0. Then given ∑Iρi=1 pi = 1, the expression is minimized for
pi = 1/Iρ , i = 1, . . . , Iρ , and its minimum value is 1−
(
1 − 1Iρ
) Iρ
>
1 − e−1. □
Proposition 3.10. The worst-case ratio of U (д)[ρ]/U⋆[ρ] is not
greater than 1 − 1/e .
Proof. We construct an adversarial example that achieves this
bound. See Appendix C. □
Hence, the global greedy assignment achieves a factor within
1/2 to 1 − 1/e of the optimal normalized reward in “all” the cases.
Further, the bound 1− 1/e is tight when monotone greedy property
holds. The assignment might actually achieve 1 − 1/e in all the
cases but requires a more careful analysis. In view of Corollary 3.6,
GPA(ρL) asymptotically achieves the same factor of the optimal
reward. In simulations in Section 7, based on cloud VM instances,
we were not able to find any scenario where the ratio is below
1 − 1/e , and in fact the ratio is much better (≈ 0.97 on average).
However, GPA(ρL) requires the knowledge of ρ. In the next
section, we propose a dynamic reservation algorithm that is appro-
priate for use in online settings without the knowledge of ρ. Its
achievable normalized reward still converges to that of the global
greedy assignment and it can also adapt to changes in the workload.
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4 DYNAMIC RESERVATION ALGORITHM
We present a Dynamic Reservation Algorithm, called DRA, which
makes admission decisions and configuration assignments, without
the knowledge ρ. We first introduce the following notations:
• Recall the indexing of servers in the same configuration as in Def-
inition 2.4. We use ℓk,i to refer to the server with configuration
k and index i .
• A key parameter of DRA is the reservation factor д(L). It is the
number of empty slots (safety margin) that the algorithm ideally
wants to reserve for each job type if possible. For later analysis,
we assume that д(L) = ω(log(L)), and is o(L).
The configuration assignment occurs at update times. To simplify
the analysis, we consider update times to be times when a job is
admitted to or departs from the system. To avoid preemptions, only
servers that are empty (have no jobs running) can be assigned to a
new configuration.
At update time t , DRA updates the workload reference vector
YˆL(t) as
YˆL(t) = YL(t) + д(L)1, (21)
where YL(t) in the vector of jobs in the system, after any job ad-
mission or job departure at time t . д(L) is the reservation factor as
defined earlier.
Then DRA classifies the servers into two groups: Accept Group
(AG) and Reject Group (RG). Servers in Accept Group keep their
current configurations andDRA attempts to have all their slots filled
by scheduling new jobs in them, while servers in Reject Group do
not have desirable configurations and DRA attempts to make them
empty, by not scheduling new jobs in them and possibly migrating
their jobs to servers in Accept Group, so they can be reassigned to
other configurations.
A pseudocode for DRA is given in Algorithm 2. It has three main
components which we describe in detail below:
Classification and Reassignment Algorithm (CRA). This is
the subroutine used byDRA to classify servers and possibly reassign
some of them. It attempts to greedily reduce the disparity between
the configuration assignment in the system XL(t) and the output
of GPA XˆL(t) = GPA(YˆL(t)). To do so, it assigns ranks to servers
in different configurations, which range from 1 to J + 1.
Initially, all servers are assigned rank J + 1. Any empty server of
rank J + 1 can be reassigned to reduce the disparity between XL(t)
and XˆL(t). We use ℓe to denote one of empty rank J + 1 servers,
and if no such server exists ℓe = .
Iterating over configurations k[i] found by GPA, for i = 1, . . . , J :
• If XLk[i] < XˆLk[i], it increases XLk[i] by reassigning any ℓe to k[i],
until either (i) it matches XˆLk[i], or (ii) ℓe = . In either case, all
servers of configuration k[i] get rank i .
• If XLk[i](t) ≥ XˆLk[i], it assigns rank i to all servers of configuration
k[i] with indexes greater than XLk[i](t) − XˆLk[i](t).
We use I⋆(t) to denote the first i for which XLk[i] cannot be
matched to XˆLk[i], i.e. the first i at which ℓe = . If all configurations
are matched, then I⋆(t) = J . At the end of CRA, servers with rank
greater than I⋆(t) and index 1 in any configuration are classified as
Servers of 
rank 1 to 𝐽
Rank 𝐽 + 1 servers
…
…
𝒌[1]
𝒌[2]
𝒌[𝐽]
𝒌[𝐼⋆]
𝒌[𝐼⋆ + 1]
𝒌: ෠𝑋𝒌
𝐿 = 0
෠ 𝑋
𝒌
[1
]
𝐿
෠ 𝑋
𝒌
[𝐼
⋆
]
𝐿 𝑋
𝒌
[𝐼
⋆
]
𝐿
𝑋
𝒌
[1
]
𝐿
𝑋
𝒌𝐿
…
Figure 1: An example illustrating the state at the end of CRA.
Servers in each configuration are stacked from largest to
smallest index. k[1], . . . , k[J ] are the configurations returned
by GPA. The dashed boxes indicate how many more servers
need to be reassigned to a respective configuration to match
the solution of GPA (horizontal line). I⋆ is the first i for
which XLk[i] < Xˆ
L
k[i] at the end of the procedure. Orange
servers are the servers of Reject Group.
Reject Group, while the rest of the servers are classified as Accept
Group.
See Figure 1 for an illustrative example for the state of CRA.
Scheduling Arriving Job. When DRA needs to schedule an
arriving job of type j, it places the job in one of the servers of
Accept Group with empty type-j slot. If no such server exists, the
job is rejected.
We use AGj to denote one of the servers of Accept Group with
empty type-j slot. If no such server exists AGj = .
Migrating Job after Departure. Let RGj denote the highest
rank server among the Reject Group servers with type-j jobs. If no
such server exists, RGj = .
If a type-j job departs from a server in Accept Group, DRA
migrates one of the type-j jobs from RGj to the slot that emptied
because of the departure, if RGj , .
Initialization. Initially servers have no indexes or classification
(andmight not even have configurations), so we need to specify how
the system state is initialized (say at time 0) under DRA. If servers
do not have configurations, but have jobs in them, we initialize
kℓ(0) = kˆℓ(0), i.e., the configuration of each server ℓ is set to its job
placement. If servers have configurations, we keep their existing
configuration. Indexing among the servers of a configuration can
be arbitrary. We then run CRA that performs classification and
reassigns any possibly empty servers.
Remark 2. Notice the duality of actions performed on arrivals and
departures for any job type: jobs are admitted/migrated to empty
slots in servers of Accept Group, and depart/migrate from filled
slots in servers of Reject Group. The number of servers in Reject
Group under our algorithm is at most one per configuration, i.e.,
at most C(д) servers (constant independent of L) which is negli-
gible compared to the number of servers L, as L → ∞. Further,
job admissions and migrations are performed to slots which are
already deployed in advance. The reservation factor д(L) is critical
for maintaining enough deployed slots in the maximum reward
configurations for future demand.
Konstantinos Psychas, Javad Ghaderi
Algorithm 2 DRA: Dynamic Reservation Algorithm
1: function CRA(YˆL ,XL)
2: XˆL ← GPA (YˆL).
3: Set rank of all servers to J + 1.
4: I⋆ ← J
5: for i = 1 to J do ▷ J configurations found in GPA
6: Z ← 0, c ← XLk[i] ▷ c is the index of server
7: while Z < XˆLk[i] do
8: Z ← Z + 1, c ← c − 1
9: if c ≤ 0 then
10: if ℓe ,  then
11: Set rank of ℓe to i .
12: Reassign configuration of ℓe to k[i].
13: else
14: I⋆ ← min(I⋆, i)
15: else
16: Set rank of ℓk[i],c to i .
1: procedure Arrival(j, t ) ▷ Type-j arrival at time t
2: if AGj ,  then
3: Schedule job in AGj .
4: CRA (YL(t) + д(L)1,XL(t))
5: else
6: Reject job.
1: procedure Departure(j, t ) ▷ Type-j departure at time t
2: if RGj ,  and the slot emptied is in Accept Group then
3: Migrate the job in RGj to the slot that emptied.
4: CRA (YL(t) + д(L)1,XL(t))
In contrast, a naive static reservation algorithm, that solves (6) by
replacing Yˆ with an estimate of workload, might require changing
the configuration of a constant fraction of servers (the equivalent
of Reject Group), as workload estimate changes. This would result
in preemptions (or migrations) in O(L) interrupted servers.
Lastly, more accurate estimates of workload, if available, can be
simply used in the input Yˆ to CRA, and CRA itself can be executed
less regularly, depending on the complexity and convergence time
tradeoff.
The following theorem states the main result regarding DRA.
Theorem 4.1. Let FDRA(L) be the expected reward under DRA
and F⋆(L) be the optimal expected reward in optimization (5). Then
lim
L→∞
FDRA(L)
F⋆(L) ≥
1
2 .
Further, under the monotone greedy property (Definition 3.8),
lim
L→∞
FDRA(L)
F⋆(L) ≥ 1 −
1
e
.
Remark 3. Note that we did not make any assumption on the value
of ρ, and Theorem 4.1 holds for any ρ. Define
Λ =
{
y : y ≤
∑
k∈K
xkk, for xk ≥ 0, k ∈ K,
∑
k∈K
xk = 1
}
. (22)
Theorem 4.1 holds even if ρ is outside Λ. In this scenario, a nonzero
fraction of traffic has to be rejected even by the optimal policy.
The proof of Theorem 4.1 is based on analysis of fluid limits and
a suitable Lyapunov function to show convergence, as we do next
in Sections 5 and 6.
5 FLUID LIMITS UNDER DRA
We first define two useful variables, which are functions of the
system state, and will be used in our convergence analysis.
Definition 5.1 (Effective Number of Assigned Servers). The effec-
tive number of servers in configuration k is defined as
X
L(e)
k (t) := min(XLk (t), XˆLk (t)). (23)
Note that XL(e)k (t) = XˆLk (t) = 0 if k < {k¯(i), i = 1, . . . ,C(д)}. With a
minor abuse of terminology, we say the servers in configuration
k with indexes from XLk (t) − X
L(e)
k (t) + 1 to XLk (t), have effective
configuration k.
Remark 4. Note that XL(e)k (t) is independent of the indexing of
servers in configuration k. Also note if k = k[j], where k[j], j ≤ J ,
is the j-th configuration returned by GPA at time t , then in DRA,
servers with effective configuration k[j] get rank j, and servers
without effective configuration have rank J + 1.
Definition 5.2. Given an i ≤ C(д), Reject Group servers can be
divided as RG = RG(i) ∪ RG(i). The servers with index 1 without
effective configuration in k¯(ℓ), for ℓ = 1, . . . , i , belong to RG(i),
while the rest of servers of Reject Group belong to RG(i).
5.1 Effective Slot Deficit: q Process
The job admission and configuration assignment under DRA cru-
cially depends on the q process defined below.
Definition 5.3. For i ∈ {1, · · · ,C(д)}, and j ∈ J , we define
qLk¯(i ), j (t) :=
i∑
ℓ=1
X
L(e)
k¯(ℓ)
(t)k¯(ℓ)j − Y Lj (t) − д(L). (24)
Note that, ∀j ∈ J , qL
k¯(i2), j
(t) ≥ qL
k¯(i1), j
(t) if i2 ≥ i1.
In words, qL
k¯(i ), j
(t) measures the difference between the total
number of type-j slots (filled or empty) in servers that have effec-
tive configurations in the set {k¯(ℓ) : ℓ ≤ i} (see Definition 5.1),
and the number of type-j jobs in the system Y Lj (t) and д(L) type-j
reservation slots.
Note that DRA (specifically GPA) will stop assigning configura-
tions that have type-j slots, once Y Lj (t) + д(L) slots can be accom-
modated in servers with effective configuration in {k¯(ℓ), ℓ ≤ i}.
Since slots are created per server basis, by assigning configurations
which each has at most K slots, we have qL
k¯(i ), j
(t) < K .
To gain more insight, note that when qL
k¯(i ), j
(t) ≥ 0 for an i ∈
{1, · · · ,C(д)}, it means type-j jobs have enough reservation. When
it is negative, it indicates the deficit of slots in servers with effective
configuration {k¯(ℓ), ℓ ≤ i}. When qL
k¯(i ), j
(t) > −д(L) + JK , for an
i ∈ {1, · · · ,C(д)}, a type-j arrival at time t will certainly find a
valid empty slot (AGj , ) and will be admitted. This is because the
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number of empty slots of type j in Reject Group servers with any
effective configuration is less than JK .
The q process also determines the configuration assigned byCRA
to an empty server ℓe chosen for reassignment. The configuration
would be k¯(i), i < C(д), if:
max
j :k¯ (ℓ)j >0
qLk¯(ℓ), j (t) ≥ 0, ∀ℓ ≤ i − 1, (25a)
max
j :k¯ (i )j >0
qLk¯(i ), j (t) < 0. (25b)
This also implies that if only (25b) holds, the server would be as-
signed to one of the configurations k¯(ℓ), ℓ = 1, . . . , i .
5.2 Existence of Fluid Limits
We define the scaled (normalized with L) processes xL(e)(t), yL(t),
as follows. For i ∈ {1, . . . ,C(д)}, and j ∈ J ,
x
L(e)
k¯(i )
(t) = 1
L
X
L(e)
k¯(i )
(t), yLj =
1
L
Y Lj (t),
and define zL(t) := (xL(e)(t), yL(t)). We also define the space
Z =
{
(x(e), y) : y ∈ Λ, x (e)
k¯(i )
≥ 0,
C (д)∑
i=1
x
(e)
k¯(i )
≤ 1,
C (д)∑
i=1
x
(e)
k¯(i )
k¯(i) ≤ y
}
.
where Λ was defined in (22).
Proposition 5.4. Consider a sequence of systems with increasing
L, and initializations zL(0) = (xL(e)(0), yL(0)) ∈ Z, as L →∞. Then
there is a subsequence of L such that xL(e)(t) → x(e)(t), yL(t) → y(t),
along the subsequence. Any limit z(t) := (x(e)(t), y(t)), t ≥ 0, is
called a fluid limit sample path. The convergence is almost surely
u.o.c. (uniformly over compact time intervals) and the fluid limit
sample paths are Lipschitz continuous.
Proof. Proof is standard, and can be found in Appendix D. □
5.3 Description of Fluid Limits
We provide an informal description of fluid limit equations here.
The formal definitions and proofs can be found in Appendix G.
The properties of the fluid limit processes crucially depend on
the q process (Definition 5.3). First note that, from (24) and since
qL
k¯(i ), j
(t) < K , it follows that
C (д)∑
ℓ=1
k¯
(ℓ)
j x
(e)
k¯(ℓ)
(t) ≤ yj (t), ∀j ∈ J . (26)
Let x(t) be the fraction of servers which are empty and of rank
J + 1 at the fluid limit. When x(t) > 0, then CRA always finds
empty rank J + 1 servers available for reassignment. In this case,
every job type will have enough empty slots, and all the arrivals
will be admitted, i.e., we can find an ϵ sufficiently small such that
for every job type j and every time τ ∈ [t , t + ϵ), qL
k¯(C (д)), j
(τ ) ≥ 0.
Hence, noting that at the fluid limit type-j jobs arrive at rate λj and
existing type-j jobs depart at rate yj (t)µ j ,
dyj (t)/dt = λj − yj (t)µ j , ∀j ∈ J , (27a)
C (д)∑
ℓ=1
k¯
(ℓ)
j x
(e)
k¯(ℓ)
(t) = yj (t), (27b)
where Equality (27b) is based on (24) and due to the fact that
limL→∞ 1Lq
L
k¯(C (д)), j
(t) = 0 in this case.
Amajor difficulty in describing fluid limits happens on the bound-
ary x(t) = 0, i.e., when there are not always empty rank J + 1
servers available for reassignment when CRA runs. In this case, let
i⋆(t) be the largest index in {1, · · · ,C(д) − 1} such that for every
i ≤ i⋆(t),
i∑
ℓ=1
k¯
(ℓ)
ji
x
(e)
k¯(ℓ)
(t) = yji (t), for some ji ∈ J , (28)
with the convention that i⋆(t) = 0 if (28) does not hold for i = 1.
If i⋆(t) < C(д) − 1, then for L sufficiently large, and every time
τ ∈ [t , t + ϵ) for ϵ sufficiently small,
max
j :k¯ (i
⋆(t )+1)
j >0
qL
k¯(i⋆(t )+1), j
(τ ) < 0. (29)
Based on Definition 5.2, servers in RG(i⋆(t)+1) have higher ranks
compared to those in RG(i⋆(t) + 1), so any migrations by DRA will
take place from RG(i⋆(t) + 1) first. We can then show that servers
of RG(i⋆(t) + 1) empty at the fluid scale, at a rate of at least
µmin
JKC2
(
1 −∑i⋆(t )+1
ℓ=1 x
(e)
k¯(ℓ)
(t)
)
, (30)
where µmin := minj ∈J µ j (see Lemma F.3 in Appendix F).
The algorithm will reassign any such server that empties to one
of configurations k¯(ℓ) for ℓ = 1, . . . , i⋆(t) + 1. If instead i⋆(t) =
C(д) − 1, then it is uncertain whether servers that empty need to be
reassigned to a new configuration or not, depending on whether
max
j ∈J:k¯ (i )j >0
qL
k¯(i ), j
(τ ) < 0, for some i < C(д) at time τ ∈ [t , t + ϵ).
Hence, what we see is that, if x(t) = 0, when a server gets
empty, it can be assigned to one of the configurations k¯(i), i =
1, . . . , i⋆(t) + 1. Exact characterization of these assignment rates,
however, is not easy as they depend on values of processes qL
k¯(i ), j
(τ ),
i ∈ {1, . . . , i⋆(t)}, j ∈ J , which evolve at a much faster time scale
than the scaled processes xL(e) and yL . By the continuity of the
fluid limit sample paths, at any regular time t , we can choose ϵ
small enough such that for all τ ∈ [t , t + ϵ), y(τ ), and x(e)(τ ) are
approximately constant and equal to y(t) and x(e)(t), respectively
(their actual change being of order ϵ). However, over the same
interval, the qL process makes O(L) transitions and its elements
can change in the range [−LK ,K]. This phenomenon is known
as separation of time scales and has been also observed in other
systems, e.g. [26, 27].
To further analyze fluid limits in our setting, we divide the inter-
val [t , t + ϵ) into smaller intervals of length ω(logL/L), and infer
properties for the fluid limits over [t , t + ϵ) based on averaging the
behavior of scaled processes over these smaller intervals, as L →∞,
and ϵ → 0. To this end, we first make a few definitions.
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Since the rate of change of any of the processes xL(e)
k¯(i )
(τ ) and
yLj (τ ) over a subinterval is of interest, we give it a special name
below.
Definition 5.5 (Local Derivatives). Given an interval [τa ,τb ), we
define the “local derivatives” of the scaled processes as
∇xL(e)
k¯(i )
[τa ,τb ) :=
xL(e )
k¯(i ) (τb )−x
L(e )
k¯(i ) (τa )
τb−τa i = 1, . . . ,C
(д) (31)
∇yLj [τa ,τb ) :=
yLj (τb )−yLj (τa )
τb−τa j ∈ J . (32)
Definition 5.6. For any i ≤ C(д)ρ − 1, we define a set
J (i) := {j ∈ J : k¯(i)j > 0,
∑i
ℓ=1 k¯
(ℓ)
j x
(д)
k¯(ℓ)
= ρ j }. (33)
Definition 5.7. For given positive constants αi , i = 1, . . . ,C
(д)
ρ −1,
we define Cα (t) to be the largest index at time t such that Cα (t) ≤
min(i⋆(t),C(д)ρ − 1) and
∀i ∈ [1, . . . ,Cα (t)] : x (д)k¯(i ) − x
(e)
k¯(i )
(t) < αi . (34)
5.3.1 Subinterval construction. We first define a function f (L) be-
low, which will control the length of subintervals.
Definition 5.8. The function f (L) is defined as
f (L) :=
√
д(L) log(L)
L (35)
where д(L) is the reservation factor as defined in DRA.
We divide [t , t + ϵ) into smaller intervals [τn ,τn+1), such that
τ0 = t , τn = τn−1 + DL,ϵ , n = 1, . . . ,NL , (36)
where NL = ⌈1/f (L)⌉ is the number of such smaller intervals, and
DL,ϵ =
ϵ
NL is the length of each one. We then further divide each
[τn ,τn+1) into a constant numberMn of subintervals [τ (m−1)n ,τ (m)),
m = 1, . . . ,Mn , τ (0)n = τn , τ
(Mn )
n = τn+1. For every n, the sequence
of stopping times τ (m)n is recursively generated as follows:
Each time τ (m)n is associated with a driving set of job indexes
J¯ [m], with the initialization J¯ [0] =  and τ (0)n = τn . Suppose
J¯ [m − 1] := {ji : i = 1, . . . ,Gm−1} at time τ (m−1)n , where ji ∈ J (i)
(Definition 5.6). Define h J¯[m−1],(ℓ)(t), ℓ = 1, . . . ,Gm−1, to be the
(unique) solution to the following system of equations
i∑
ℓ=1
k¯
(ℓ)
ji
h J¯[m−1],(ℓ)(t) = λji − µ jiyji (t), i = 1, . . . ,Gm−1. (37)
The next τ (m)n is the earliest time τ ∈ [τ (m−1)n ,τn+1) such that
qL
k¯(Gm ), j
(τ ) ≥ 0 for some Gm ≤ min(Gm−1 + 1,Cα (t)) and some
j ∈ J (Gm ). Further, if Gm ≤ Gm−1, we additionally require that
Gm∑
ℓ=1
k¯
(ℓ)
j h
J¯[m−1],(ℓ)(t) > λj − µ jyj (t). (38)
At such a time τ , we set τ (m)n = τ , and the driving index set is set to
J¯ [m] := {j ′i : i = 1, . . . ,Gm }, (39)
where j ′i = ji for i = 1, . . . ,Gm − 1, and j ′Gm = j . Also, h J¯[m],(ℓ)(t),
ℓ = 1, . . . ,Gm , is set to the solution of the system of equations (37)
for the set J¯ [m]. If no time τ ∈ [τ (m−1)n ,τn+1) satisfies the given
conditions, thenm = Mn and τ (Mn )n = τn+1.
The importance of quantities h J¯[m],(i)(t), i = 1, . . . ,Gm , will
become evident later where we will show (see Lemma G.2 in Ap-
pendix) that
∇xL(e)
k¯(i )
[τ (m)n ,τ (m+1)n ) = h J¯,(i)(t) +
o(f (L))
τ
(m+1)
n − τ (m)n
. (40)
Hence, roughly, (37) gives the values of local derivatives, while
when (38) occurs, the values of local derivatives change.
Note that the number of stopping times Mn in any interval
[τn ,τn+1) is bounded. This is because the number of different driv-
ing sets J¯ [m] is finite and no set may appear twice in that sequence,
since the comparison (38) induces a total ordering between the sets.
Considering all possible driving set of indexes that may appear in
the sequence, we haveMn ≤ 1 +∑Cα (t )i=1 ∏iℓ=1 |J (i) | < ∞.
5.3.2 Properties of fluid limits over subintervals. Given an ϵρ > 0,
we first define the set of fluid limit states
Γ[ϵρ ] := {(x(e), y) : y ≤ ρ + ϵρ } ∩ Z. (41)
The following lemma states the invariant property of Γ[ϵρ ].
Lemma 5.9. If (x(e)(0), y(0)) ∈ Z, then for any ϵρ > 0, there is a
timeTϵρ > 0 such that for all t ≥ Tϵρ , (x(e)(t), y(t)) ∈ Γ[ϵρ ]. Further,
convergence is uniform over all initial states inZ.
Proof. See Appendix E. □
The following proposition states the behavior of scaled processes
over the subintervals.
Proposition 5.10. For everym ∈ {0, . . . ,Mn − 1}, let J¯ [m] =
{ji : i = 1, . . . ,Gm } be the index set corresponding to time τ (m)n , and
ℓm := Gm + 1. Then we can choose αi s in Definition 5.7, and ϵρ in
(41) sufficiently small, such that, for any regular time t ≥ Tϵρ , with
probability at least 1 − o(L−2), all the following properties hold:
P.1. For every i ∈ {1, . . . , ℓm − 1},
i∑
ℓ=1
k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τ (m)n ,τ (m+1)n ] = λji − µ jiyji (t) +
o(f (L))
τ
(m+1)
n − τ (m)n
(42)
P.2. If ℓm < C
(д)
ρ ,
∇xL(e)
k¯(ℓm )
[τ (m)n ,τ (m+1)n ] >
µmin
2 αℓm +
o(f (L))
τ
(m+1)
n − τ (m)n
(43)
P.3. If ℓm = C
(д)
ρ ,
∇xL(e)
k¯(C
(д)
ρ )
[τ (m)n ,τ (m+1)n ] >
o(f (L))
τ
(m+1)
n − τ (m)n
+
min

µmin
JKC2
(
1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)
)
−
C (д)ρ −1∑
i=1
(
∇xL(e)
k¯(i )
[τ (m)n ,τ (m+1)n ]
)+
,
min
j :k¯
(C (д)ρ )
j >0
λj − µ jyj (t) −∑C (д)ρ −1i=1 k¯(i)j ∇xL(e)k¯(i ) [τ (m)n ,τ (m+1)n ]
k¯
(C (д)ρ )
j
 (44)
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In words, (P.1.) states that, roughly, for any i < ℓm , there is a
job type ji such that each of the effective number of servers with
configurations {k¯(ℓ) for ℓ = 1, . . . , i} changes at a rate that can
accommodate exactly additional type-ji arrivals.
(P.2.) states that effective number of servers with configuration
k¯(ℓm ) increases by an amount proportional to αℓm . This implies that
the rate at which x (e)
k¯(ℓm )
(t) converges to the global greedy solution
is lower bounded by a constant independent of the system state.
(P.3.) describes the change in the effective number of servers
in k¯(C
(д)
ρ ), the last configuration of the global greedy solution. The
change either satisfies the same condition as (P.1.) or it is bounded
by the difference of how fast Reject Group servers empty (based
on (30) for i⋆(t) = C(д)ρ − 1) and at what rate they are assigned to
configurations k¯(i) for i < C(д)ρ .
Proof of Proposition 5.10. The proof, including all support-
ing Lemmas, is provided in Appendix G. □
6 CONVERGENCE ANALYSIS
We show that the fluid limit of the effective configuration process
x(e)(t) (which is a lower bound on the number of servers in each
configuration) converges to the global greedy solution x(д).
Theorem 6.1. Consider the fluid limits of the system under DRA,
under any workload ρ, and any initial state z(0) ∈ Z. Then
lim
t→∞x
(e)
k (t) = x
(д)
k , k ∈ K(д). (45)
Proof. Recall that z(t) = (x(e)(t), y(t)). We want to show that
z(t) converges to a point in the set Γ⋆ defined as
Γ⋆ := {z := (x(e), y) ∈ Γ[ϵρ ] : x (e)k = x
(д)
k , k ∈ K(д)}. (46)
where Γ[ϵρ ] was defined in (41).
To show convergence, we use a Lyapunov function of the form
V (z(t)) :=
C (д)ρ∑
i=1
Zi
(
x
(д)
k¯(i )
− x (e)
k¯(i )
(t)
)
+ Z
J∑
j=1
(yj (t) − ρ j )+, (47)
where Z and Zi , i ∈ {1, . . . ,C(д)ρ }, are positive constants satisfying
Z > 4Z1, Zi > ξZi+1, i = 1, . . . ,C
(д)
ρ − 1, (48)
for a Z
C (д)ρ
> 0, and a sufficiently large constant ξ > 2K + 1.
The constants ϵρ and ξ will be chosen carefully to ensure the
conditions of LaSalle’s invariance principle [12, 35] hold for any
z ∈ Γ[ϵρ ], i.e.,
(i) For any z ∈ Γ[ϵρ ], we have V (z) ≥ 0 and V (z) = 0 if and
only if z ∈ Γ⋆,
(ii) For any z(t) ∈ Γ[ϵρ ] \ Γ⋆, dV (z(t))/dt < 0, almost surely.
These conditions together with Lemma 5.9 will then imply that the
limit points of trajectory z(t) are in Γ⋆.
We state each condition as a Proposition followed by its proof.
Proposition 6.2. Consider V (z) in (47), with coefficients in (48),
for any ξ > (2K + 1), and ϵρ > 0. Then we have V (z) ≥ 0 for any
z ∈ Γ[ϵρ ], and V (z) = 0 if and only if z ∈ Γ⋆.
Proof of Proposition 6.2. Consider the followingmaximization
problem over η ∈ RC
(д)
ρ ,θ ∈ RJ , where ηi corresponds to x (e)k¯(i ) (t)
and θ j corresponds to (yj (t) − ρ j )+ in (47),
max
η,θ
C (д)ρ∑
i=1
Ziηi −
J∑
j=1
Zθ j (49a)
s.t.
∑C (д)ρ
i=1 ηi ≤ 1, (49b)∑C (д)ρ
i=1 k¯
(i)
j ηi − θ j ≤ ρ j , j = 1, . . . , J (49c)
θ j ≤ ϵρ , j = 1, . . . , J (49d)
ηi ≥ 0, i = 1, . . . ,C(д)ρ (49e)
θ j ≥ 0, j = 1, . . . , J . (49f)
To prove the proposition, it is enough to show that the assign-
ment (η(д),θ (д)) that corresponds to the global greedy solution x(д)
is the unique maximizer of the above LP. This assignment is
η
(д)
i = x
(д)
k(i )
, i = 1, . . . ,C(д)ρ ,
θ
(д)
j = 0, j = 1, . . . , J .
(50)
First note that (50) is a basic feasible solution for LP (49), i.e., it is
a corner point of the LP’s Polytope, since it is on the boundary of
C
(д)
ρ + J independent inequalities (equal to the number of variables).
To show that (50) is the “unique maximizer”, we need to ver-
ify that every neighboring corner point has lower objective value,
and to do this, it suffices to verify that by moving along any valid
direction within the Polytope, starting from assignment (50), the
objective value is reduced. This proves that point (50) is locally op-
timal, which implies it is also global optimal, since the optimization
is LP (and convex) [11]. In the rest of the proof, we use дj to be
the mapping in Definition 3.4 for j = 1, . . . , Iρ , and σj to be the
permutation of indexes {1, . . . , J } as defined in Proposition 3.1.
We define ∆ηi := η′i −η
(д)
i for i ∈ {1, . . . ,C
(д)
ρ }, and ∆θ j := θ ′j for
j ∈ {1, . . . , J }, where η′i and θ ′j are the values of a feasible point. We
prove that the change in objective is negative considering only one
positive ∆ηi for some i ∈ {1, . . . ,C(д)ρ } \ {дj : j = 1, . . . , Iρ }, while
the other ∆ηi s in this set are 0, and constraints (49b)–(49f) are not
violated. This suffices because any feasible point can be constructed
as a convex summation of the changes ∆ηi and if individual changes
reduce objective, their convex sum will reduce the objective too.
Suppose i⋆ ∈ {1, . . . ,C(д)ρ } \ {дj : j = 1, . . . , Iρ } is the index
for which ∆ηi⋆ > 0. A feasible point will necessarily satisfy the
following set of equations, which correspond toC(д)ρ + J constraints
(specifically, (49b), (49c) for j ∈ {σj′ : j ′ = 1, . . . , Iρ }, and (49f) for
j = 1, . . . , J ) which held as equalities at point (50),
− ∆θ j ≤ 0, j = 1, . . . , J ,
− ∆ηi⋆ < 0; ∆ηi = 0, i , i⋆, i ∈ {1, . . . ,C(д)ρ } \ {дj : j = 1, . . . , Iρ },
k¯
(i⋆)
σj ∆ηi⋆ +
∑j
ℓ=1 k¯
(дℓ )
σj ∆ηдℓ − ∆θσj ≤ 0, j = 1, . . . , Iρ − 1,
∆ηi⋆ +
∑Iρ
j=1 ∆ηдj ≤ 0.
(51)
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Notice that the conditions (51) are not necessarily sufficient so even
if all of them are satisfied the resulting point may be infeasible.
Nevertheless, we prove that in any case the objective function will
be reduced. The change in value of objective function is given by
∆F :=
∑Iρ
ℓ=1 Zдℓ∆ηдℓ + Zi⋆∆ηi⋆ − Z
∑J
j=1 ∆θ j . (52)
Given the conditions (51), we show (52) will be negative by
finding constants β > 0, βj > 0, j = 1, . . . , Iρ , and γj > 0, j =
1, . . . , J , such that
∆F = β(−∆ηi⋆ ) +
∑Iρ−1
j=1 βj
(
k¯
(i⋆)
σj ∆ηi⋆ +
∑j
ℓ=1 k¯
(дℓ )
σj ∆ηдℓ − ∆θσj
)
+βIρ
(
∆ηi⋆ +
∑Iρ
ℓ=1 ∆ηдℓ
)
+
∑J
j=1 γj
(−∆θ j ) . (53)
It is not difficult to show by matching the coefficients of (52) and
(53) that the values of β , βj , for j = 1, . . . , Iρ and γj for j = 1, . . . , J ,
are strictly positive for the choice of Z and Zi ’s in the proposition’s
statement. The details can be found in Appendix H. ■
Proposition 6.3. For function V (z), as defined in (47) and (48),
there is a constant ξ > 2K + 1, such that if z(t) ∈ Γ[ϵρ ] \ Γ⋆, then
d
dtV (z(t)) < 0.
To prove Proposition 6.3, we first prove the following lemma
for the local derivatives over subintervals [τn ,τn+1) defined in Sec-
tion 5.3.1.
Lemma 6.4. Consider the Lyapunov function V (z) defined in (47).
We can choose the constant ξ > 2K + 1 sufficiently large such that the
following holds. If at a regular time t ,V (z(t)) > ϵV , for some ϵV > 0,
then there is a δ (ϵV ) > 0 such that for any n ∈ {0, . . . ,NL − 1},
C (д)ρ∑
i=1
Zi∇xL(e)k¯(i ) [τn ,τn+1] > δ (ϵV )+
J∑
j=1
Z
d
dt (yj (t)−ρ j )
++o(1), (54)
with probability greater than 1 − o(L−2)
Proof of Lemma 6.4. The proof of Lemma 6.4 is based on using
(i) properties of fluid limits in Proposition 5.10, and (ii) the bound-
edness of local derivatives (Lemma F.2 in Appendix F), and (iii) the
fact that ddt (yj (t) − ρ j )+ ≤ −µ j (yj (t) − ρ j )+.
The detailed proof can be found in Appendix I. ■
Finally, by using Lemma 6.4, we can show that change ofV (z(t))
is negative, almost surely, by averaging the change of V (z(t)) over
all the subintervals [τn ,τn+1) of [t , t + ϵ), as we do below.
Proof of Proposition 6.3. Note that at any regular time t ,
d
dt V (z(t)) = −
C (д)ρ∑
i=1
Zi
d
dt x
(e)
k¯(i )
(t) +
J∑
j=1
Z
d
dt (yj (t) − ρ j )
+, (55)
and ddt x
(e)
k¯(i )
(t) = limϵ→0 limL→∞
xL(e )
k¯(i ) (t+ϵ )−x
L(e )
k¯(i ) (t )
ϵ . Hence, using
the division of [t , t +ϵ) into NL subintervals [τn ,τn+1) of equal size,
as defined in Section 5.3.1, we can write
d
dt V (z(t)) = − limϵ→0 limL→∞
1
NL
NL∑
n=1
C (д)ρ∑
i=1
Zi∇xL(e)k¯(i ) [τn ,τn+1]
+
J∑
j=1
Z
d
dt (yj (t) − ρ j )
+
(a)
< − δ (ϵV ) − lim
ϵ→0 limL→∞
1
NL
NL∑
n=1
o(1) (b)= −δ (ϵV ) < 0,
where in (a) we used (54) of Lemma 6.4 in every subinterval [τn ,τn+1]
and in (b) we used the property that
∑NL
n=1 o(1)/NL = o(1).
Let EL be the event that
− 1
NL
NL∑
n=1
C (д)ρ∑
i=1
Zi∇xL(e)k¯(i ) [τn ,τn+1] +
J∑
j=1
Z
d
dt (yj (t) − ρ j )
+ > 0.
The probability that (54) holds for all NL subintervals, is at least
1 − NLo(L−2) = 1 − o(L−1), which follows from NL = Θ(1/f (L))
based on Definition 5.8. Hence, P(EL) < o(L−1), and ddtV (z(t)) < 0
holds in probability.We can further show that convergence is almost
sure. This is because
∑∞
L=1P(EL) <
∑∞
L=1 o(L−1) < ∞, and by the
Borel-Cantelli Lemma [8], ddtV (z(t)) < 0, almost surely. ■
Propositions 6.2 and 6.3 complete the proof of Theorem 6.1. □
Proof of Theorem 4.1. The proof follows from Theorem 6.1
and Theorems 3.7 and 3.9. The details are standard and can be found
in Appendix J. □
7 SIMULATION RESULTS
7.1 Evaluation using synthetic traffic
In this section, we evaluate the approximation ratio and conver-
gence properties ofDRA. We start by choosing the VM types consid-
ering the VM instances offered bymajor cloud providers like Google
Cloud, are mainly optimized for either memory, CPU, or regular
usage. Further, instances are priced proportional to the resources
they request, with each resource having a base pricing rate. To sim-
plify simulations, we considered instances that only have memory
and CPU requirements. In particular, we used representative VM
vCPU Memory: GB per vCPU
Small Large High Low Regular
2,4, or 8 32 or 64 8 or 16 1 or 2 4
Table 1: The representativeVM instances fromGoogleCloud
based on combination of vCPU and Memory.
instances, based on combination of vCPU and memory in Table 1.
Lastly, each vCPU usage generates 8 reward per unit time, while
each GB of memory generates 1. This choice was made based on
the relative pricing of CPU and memory of VMs offered by Google
Cloud, according to which 8 GB memory is approximately priced
as much as 1 vCPU [22]. We generated random collections of VM
types, each with three small and three large VMs, with vCPU and
memory chosen randomly from Table 1. Servers always have capac-
ity of 80 vCPUs and 640 GB of memory. The normalized workload
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Figure 2: Global greedy vs. optimal, as workload αρ in-
creases. The rewards coincide outside the marked points.
ρ j for each VM type j is selected uniformly at random between 0.2
to 2. The statistics we obtained based on 50 randomly generated VM
collections and workloads was that, in 23 of them reward of global
greedy was identical to the optimal, on average its ratio compared
to optimal was 0.972 and in the worst case it was no less than 0.86.
Recall that optimal can be found by solving optimization (7). For
the rest of simulations, we considered a subset of the worst-case
VM collection and its corresponding workload, namely, VM types
are: (1, 1), (4, 16), (2, 32), (32, 256), and ρ rounded to (2, 1/2, 4/3, 1).
To better understand how workload may affect the approxima-
tion ratio, we study this worst-case example and scale its workload
ρ by a factor α that ranges from 0 to 10. Figure 2 shows the reward
for the global greedyU (д)[αρ] and the optimal rewardU⋆[αρ]. We
notice there are two critical α points. Before the first point, the
workload is low enough such that the global greedy assignment can
fully accommodate it, hence its reward is the same as the optimal
which should also be able to accommodate the full workload. The
second point is a point above which the workload is high such that
it is possible to assign the configuration of maximum reward to
all servers without leaving any slots empty. In this case, both the
rewards will coincide again, and take the maximum possible value.
In Figure 2, the two critical points are α = 6/7 and α = 6. The
worst ratio between the reward of global greedy and the optimal
occurs at α = 1, which is ≈ 0.862. Note that in generalU (д)[αρ] and
U⋆[αρ] might coincide even between the critical points although
this is not the case for this example.
To study the impact of the number of servers L, we run DRA
in systems with various number of servers, and compare the ob-
tained average normalized reward (normalized with L) with the
global greedy reward U (д)[ρ], and the optimal reward U⋆[ρ]. The
arrivals are generated at rate ρ jL, and service times are exponen-
tially distributed with mean 1. The result is depicted in Figure 3,
which clearly shows that as the number of servers L becomes large,
DRA approaches the global greedy reward and 86% of the optimal
reward. Further, Figure 4 shows how the reward of DRA evolves
over time and converges to the global greedy reward when L = 180.
7.2 Evaluation using real traffic trace
We evaluate our algorithm using a more realistic setting with arrival
and service times extracted from a Google cluster dataset [57]. In
particular, we extracted tasks whichwere completedwithin the time
window of the trace and used the first 1 million in all simulations.
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Figure 3: The reward of DRA as a fraction of the optimal re-
ward (left y-axis), and that of the global greedy (right y-axis).
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Figure 4: Convergence of the reward of DRA to that of the
global greedy assignment over time when L = 180 servers.
Tasks were mapped to types by setting their resource requirements
to be the largest of the requested resources and rounding it up to
the closest power of 1/2. Their reward was set to be equal to their
rounded size multiplied by a factor that depends on their priority.
Factor is 1, 3, 9 for priorities 0, 1, 2 respectively. Tasks have the same
type if both their priority and normalized size are equal. The size
of servers is normalized to 1.
We compare the performance ofDRA and three other algorithms:
Upper bound: It solves optimization (6) with Yˆ(t) being the
number of jobs in an infinite server system that rejects no jobs.
This gives an upper bound on the performance of any algorithm.
Power-of-d-choices: Upon an arrival, it picks d servers and
attempts to schedule the job arrived in the least loaded server if
it fits [58]. We picked d = 5, but behavior of the algorithm is not
expected to change significantly for larger d .
DRA+Preemption: This is simply an extension to our algorithm
that preempts some of the jobs of priority 0, when a job of type
j with priority 1 or 2 gets rejected. Notice that preemptions of
low priority jobs is already considered in similar scenarios that
in Google cluster setting [55]. Specifically, our algorithm attempts
to preempt jobs of priority 0 starting from those of smallest size.
Considering reservation factor is д(L) and size of type-j job is sj ,
preemptions will stop if the total size of preempted jobs is д(L)sj
or no more priority 0 jobs are available. The algorithm finds which
jobs to preempt, if any, the same way it finds jobs to migrate so this
addition needs minimal changes in implementation.
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Figure 5: The comparison of rewards for different number
of servers based on the Google trace.
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Figure 6: Comparison of the reward over time of different
algorithms for a part of the Google trace.
Figure 5 shows the performance results (the time-average of
rewards) with varying number of servers. Especially, considering
preemptions in DRA makes a great difference. Note that the upper
bound may be impossible to achieve by any algorithm.
To give more insight, in Figure 6 we plot the total reward over
time for all algorithms for a part of the simulation of 1000 servers,
including the corresponding total size of arrivals of all job types of
each priority. We notice that power-of-d-choices algorithm can be
better than DRA in parts of trace in which a spike in demand of
priority 0 jobs is followed by a spike in demand of priority 1 jobs.
This is because reservation of DRA is not sufficient to account for
spikes in demand, while power-of-d-choices does not efficiently use
the resources of all servers and may have more free capacity when
a spike occurs. DRA with preemptions is particularly effective in
such scenarios as it does not need to reserve resources in advance.
In addition, it makes efficient use of the resources of all the servers
the same way DRA does and thus is strictly better than both of the
other algorithms in almost all parts of the trace.
8 CONCLUSIONS
In this paper, we proposed a VM reservation and admission pol-
icy that operates in an online manner and can guarantee at least
1/2 (and under certain monotone property, 1 − 1/e) of the optimal
expected reward. Assumptions such as Poisson arrivals and expo-
nential service times are made to simplify the analysis, and the
policy itself does not rely on this assumption. The policy strikes a
balance between good VM packing and serving high priority VM
requests, by maintaining only a small number д(L) = ω(logL) of
reserved VM slots at any time. Our techniques for analysis of fluid-
scale processes on the boundary in our problem, and the design
of LP-based Lyapunov functions with a unique maximizer at the
given desired equilibrium, can be of interest on their own.
Although we considered that the policy classifies and reassigns
servers at arrival and departure events, this was only to simplify the
analysis, and in practice CRA can make such updates periodically,
by factoring all arrival or departures in the past period in its input
for the current period. Further, if a more accurate estimate of the
workload is available, we can incorporate that estimate in the vector
Yˆ used by DRA, to improve the convergence time.
Moreover, the policy can be extended to a multi-pool server
system, where constant fractions of servers belong to different
server types. We postpone the details to a future work.
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APPENDIX
A PROOF OF PROPOSITION 3.1
Weomit the notation [ρ] for compactness. Alsowe use the following
notations for shorthand purposes
amin(j) := arg min
i :k (j )i >0
ρi
k
(j)
i
−
j−1∑
ℓ=1
z(ℓ)
k
(ℓ)
i
k
(j)
i
,
assgn(j) := min
i :k (j )i >0
ρi
k
(j)
i
−
j−1∑
ℓ=1
z(ℓ)
k
(ℓ)
i
k
(j)
i
.
(56)
As a convention, if minimum is attained by more that one indexes,
the lowest one is chosen. We define
σ := (amin(1), amin(2), . . . , amin(J )),
z(j) := assgn(j), j = 1, . . . , J . (57)
We can verify that σ and its corresponding values z(j) satisfy all
the conditions of Proposition 3.1. It remains to prove that this
permutation σ is unique.
Suppose there is another permutation σ ′ := {σ ′1,σ ′2, . . . ,σ ′J }
that satisfies the properties of Proposition 3.1 and j is the lowest
index for which σj , σ ′j . We define D
j
i :=
ρi
k (j )i
−∑j−1
ℓ=1 z
(ℓ) k (ℓ)i
k (j )i
and
compare D jσj to D
j
σ ′j
. We will reach a contradiction in all possible
cases, which proves that permutation σ is unique.
(1) If D jσj > D
j
σ ′j
, then σj := amin(j) is not the minimizer of (56)
and this contradicts the definition of amin(j).
(2) If D jσj = D
j
σ ′j
, then we consider the index ja for which σj = σ ′ja
and the index jb for which σ ′j = σjb . This implies
D
j
σjb
= D
j
σ ′j
= D
j
σj = D
j
σ ′ja
= z(j), (58)
or equivalently
ρσ ′ja
=
j∑
ℓ=1
k
(ℓ)
σ ′ja
z(ℓ) = ρσ ′j ,
ρσjb =
j∑
ℓ=1
k
(ℓ)
σjb
z(ℓ) = ρσj .
(59)
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We also notice that j < ja , since σj , σ ′i for i = 1, . . . , j
and similarly j < jb . Then, considering (59), assumption (9),
j < ja and j < jb , we get σ ′j < σ
′
ja and σj < σjb which are
contradictory as they imply
σj < σjb = σ
′
j < σ
′
ja = σj .
(3) If D jσj < D
j
σ ′j
, then we consider the index ja for which σj = σ ′ja .
Then for permutation σ ′ to be valid, there should be constants
z(ℓ) ≥ 0 for ℓ = 1, . . . , ja such that,
ρσ ′ja
=
ja∑
ℓ=1
k
(ℓ)
σ ′ja
z(ℓ). (60)
On the other hand,
ja∑
ℓ=1
k
(ℓ)
σ ′ja
z(ℓ) = ρσ ′ja ≡ ρσj
(a)
<
j∑
ℓ=1
k
(ℓ)
σ ′ja
z(ℓ). (61)
where (a) is a consequence of D jσj < D
j
σ ′j
when z(j) = D jσ ′j .
From (61), we also get
ja∑
ℓ=j+1
k
(ℓ)
σ ′ja
z(ℓ) < 0, (62)
which contradicts the assumption z(ℓ) ≥ 0 for ℓ = j + 1, . . . , ja ,
if we consider k(ℓ)σ ′ja
≥ 0 for ℓ = j + 1, . . . , ja .
B PROOF OF PROPOSITION 3.5
For k < K(д), it is obvious that XˆLk = 0, since k is never assigned by
GPA for any input. Thus limL→∞
Xˆ Lk
L = 0 = x
(д)
k . Hence, it remains
to prove the proposition for k ∈ K(д), i.e., for k¯(i), i = 1, . . . ,C(д).
For this we will use the following Lemma.
Lemma B.1. For i = 1, . . . ,C(д),
|XˆLk¯(i ) − Lx
(д)
k¯(i )
| ≤ (K + 1)i−1, (63)
where XˆL
k¯(i )
= GPA(Lρ) when the number of servers is L and K is an
upper bound on the maximum number of jobs in any configuration.
Proof. For shorthand purposes, define Xˆai := Xˆ
L
k¯(i )
(t) and Xˆbi :=
Lx
(д)
k¯(i )
. By definition of global greedy assignment, for every i ∈
{1, . . . ,C(д)}, one of the following holds:
(1) There is some j ∈ J such that Lρ j fits exactly in Xˆbℓ servers
assigned to k¯(ℓ) for ℓ = 1, . . . , i , i.e.,
Lρ j =
i∑
ℓ=1
Xˆbℓ k¯
(ℓ)
j . (64)
(2) All servers are assigned to one of the configurations k¯(ℓ) for
ℓ = 1, . . . , i , i.e.,
Xˆbi = L −
i−1∑
ℓ=1
Xˆbi . (65)
Similarly, for GPA, there is an index IL such that one of the
following holds:
(1) For i ∈ {1, . . . , IL − 1}, there is j ∈ J such that Lρ j jobs
fit in Xˆa
ℓ
servers assigned to k¯(ℓ) for ℓ = 1, . . . , i , but not in
Xˆa
ℓ
servers assigned to k¯(ℓ) for ℓ = 1, . . . , i − 1 and Xˆai − 1
servers assigned to k¯(i). This implies that
Xˆai k¯
(i)
j ≥ Lρ j −
i−1∑
ℓ=1
Xˆaℓ k¯
(ℓ)
j ,
(Xˆai − 1)k¯(i)j < Lρ j −
i−1∑
ℓ=1
Xˆaℓ k¯
(ℓ)
j .
(66)
(2) For i ∈ {IL , . . . ,C(д)}, all servers are assigned to one of the
configurations k¯(ℓ) for ℓ = 1, . . . , i , i.e.,
Xˆai = L −
i−1∑
ℓ=1
Xˆaℓ . (67)
We can show inductively that for any i ∈ {1, . . . , IL − 1} and for
large enough L, if (66) holds then (64) holds for the same job type j .
By assuming otherwise we can easily reach a contradiction (details
are omitted). This means we can replace Lρ j in (66) with the right
hand side of (64). Also with similar arguments we can prove that if
(67) holds then (65) holds as well. Therefore, for i = 1, we either get
Xˆa1 = Xˆ
b
1 = L or Xˆ
a
1 k¯
(1)
j ≥ Xˆb1 k¯
(1)
j > (Xˆa1 − 1)k¯
(1)
j . Hence, in either
case, we have |Xˆa1 − Xˆb1 | < 1, which proves (63) for i = 1. Now
suppose the statement is true for indexes 1, . . . , i − 1. We show that
it is also true for i .
If (66) holds, then by replacing Lρ j in (66) with the right-hand-
side of (64), we get
|Xˆai − Xˆbi | < 1 +
∑i−1
ℓ=1
k¯ (ℓ)j
k¯ (i )j
|Xa
ℓ
− Xb
ℓ
|.
Hence, noting that
k¯ (ℓ)j
k¯ (i )j
≤ K , ℓ = 1, . . . , i − 1, we get
|Xˆai − Xˆbi | ≤ 1 +
i−1∑
ℓ=1
K(1 + K)ℓ−1 = (1 + K)i−1.
If instead (67) holds, then since (65) also holds, and we get
|Xˆai − Xˆbi | ≤
i−1∑
ℓ=1
|Xaℓ − Xbℓ |
≤
i−1∑
ℓ=1
(1 + K)ℓ−1 < (1 + K)i−1.
This completes the proof of (63) for arbitrary i . □
The proposition then follows since for any i ∈ {1, . . . ,C(д)},
lim
L→∞
 XˆLk¯(i )L − x (д)k¯(i )
 ≤ limL→∞ (K + 1)i−1L = 0.
C PROOF OF PROPOSITION 3.10
Consider a system with J job types. Suppose type-i jobs, for each
i = 1, . . . , J − 1, can fit J times in an empty server, and type-J jobs
can fit N +1 times. Suppose the configuration that uses 1 job of each
type i and N jobs of type J is feasible as well. The aforementioned
A Theory of Auto-Scaling for Resource Reservation in Cloud Services
configurations will be maximal if we assume we have J+1 resources
and
• each type-i job, i = 1, . . . , J − 1, occupies 1/J of resource i and
1/J of resource J + 1.
• each type-J job occupies 1/(N + 1) of resource J and 1/(JN ) of
resource J + 1.
Assume that each type-i job, i = 1, . . . , J − 1, gives reward ui =
1
J
(
J−1
J
)i−1
u, and each type-J job gives a rewardu J = 1N+1
(
J−1
J
) J−1
u.
Let the workload ρ be such that ρi = 1 for i = 1, . . . , J − 1 and
ρ J = N .
In this example, the global greedy assignment assigns only the
J configurations that consist of a single job type and each one is
assigned to 1J fraction of servers. The normalized reward of x
(д) is
U (д)(J ,N ) = 1
J
(J−1∑
i=1
J
1
J
(
J − 1
J
)i−1
+ (N + 1) 1
N + 1
(
J − 1
J
) J−1)
u
=
(
1 − (1 − 1/J )J
)
u .
(68)
The optimal assignment assigns the configuration that uses 1 job
of each type i and N jobs of type J to all servers. The normalized
reward of x⋆ is therefore
U⋆(J ,N ) =
(J−1∑
i=1
1
J
(
J − 1
J
)i−1
+ N
1
N + 1
(
J − 1
J
) J−1)
u =(
1 − (1 − 1/J )J−1 + N
N + 1 (1 − 1/J )
J−1
)
u .
(69)
From these, the result is obvious, as
lim
N→∞
U (д)(J ,N )
U⋆(J ,N ) =(
1 − (1 − 1/J )J
)(
1 − (1 − 1/J )J−1 + (1 − 1/J )J−1
) = 1 − (1 − 1/J )J , (70)
and
lim
J→∞ limN→∞
U (д)(J ,N )
U⋆(J ,N ) = 1 − limJ→∞ (1 − 1/J )
J = (1 − 1/e). (71)
D PROOF OF PROPOSITION 5.4
For the proof of this proposition we will need the following Lemma
Lemma D.1. For i = 1, . . . ,C(д), the absolute jump in XˆL
k¯(i )
(t),
XL
k¯(i )
(t), XL(e)
k¯(i )
(t), after a job arrival or departure event, is at most
(K + 1)i−1, where K is an upper bound on the maximum number of
jobs in any configuration.
Proof. We first prove the result for XˆL
k¯(i )
(t). We consider∑C (д)−1
i=1 Xˆ
L
k¯(i )
(t) < L before and after an event, as otherwise the
range of change of any XˆL
k¯(i )
(t) will be even smaller, because of the
extra constraint. Consider an arrival or departure event takes place.
We denote the values XˆL
k¯(i )
(t) for i ∈ {1, . . . ,C(д)}, as given by
Algorithm 1, before and after the event by Xˆai and Xˆ
b
i respectively.
We define i⋆ to be the first index in {1, . . . ,C(д)} for which
Xˆai⋆ , Xˆ
b
i⋆ so for ℓ ∈ {1, . . . , i⋆ − 1} we have Xˆℓ := Xˆaℓ = Xˆbℓ . We
also define for j ∈ {1, . . . , J }, Yj := Y Lj (t)+д(L), where Y Lj (t) is the
number of jobs in the system before the event. Finally we define ζ
to be 1 if the event is arrival and −1 if the event is departure.
We prove by induction that for i ≥ i⋆, |Xai − Xbi | ≤ (1 + K)i−i
⋆ .
We start with the base case i = i⋆. Before any event, we know
there is some j ∈ J such that Yj jobs fit in Xˆaℓ servers assigned
to k¯(ℓ) for ℓ = 1, . . . , i , but not in Xˆa
ℓ
servers assigned to k¯(ℓ) for
ℓ = 1, . . . , i − 1 and Xˆai − 1 servers assigned to k¯(i). This implies
Xˆai k¯
(i)
j ≥ Yj −
i−1∑
ℓ=1
Xˆℓk¯
(ℓ)
j , and (Xˆai − 1)k¯
(i)
j < Yj −
i−1∑
ℓ=1
Xˆℓk¯
(ℓ)
j .
We can use similar argument after the event when Yj changes to
Yj + ζ , i.e.,
Xˆbi k¯
(i)
j ≥ Yj + ζ −
i−1∑
ℓ=1
Xˆℓk¯
(ℓ)
j , (Xˆbi − 1)k¯
(i)
j < Yj + ζ −
i−1∑
ℓ=1
Xˆℓk¯
(ℓ)
j .
Algebraic manipulations based on this set of equations shows
|Xˆai − Xˆbi | <
|ζ |+1
k¯ (i )j
≤ 2,
or equivalently |Xˆai − Xˆbi | ≤ 1.
Now consider i > i⋆ and suppose for ℓ = i⋆, . . . , i − 1, |Xa
ℓ
−
Xb
ℓ
| ≤ (1 + K)ℓ−i . Similar to the arguments for the base case, the
following equations have to hold for a job type j ′ ∈ J ,∑i
ℓ=i⋆ Xˆ
a
ℓ
k¯
(ℓ)
j′ ≥ Yj′ −
∑i⋆−1
ℓ=1 Xˆℓk¯
(ℓ)
j′ ,∑i−1
ℓ=i⋆ Xˆ
a
ℓ
k¯
(ℓ)
j′ + (Xˆai − 1)k¯
(i)
j′ < Yj′ −
∑i⋆−1
ℓ=1 Xˆℓk¯
(ℓ)
j′ ,∑i
ℓ=i⋆ Xˆ
b
ℓ
k¯
(ℓ)
j′ ≥ Yj′ −
∑i⋆−1
ℓ=1 Xˆℓk¯
(ℓ)
j′ ,∑i−1
ℓ=i⋆ Xˆ
b
ℓ
k¯
(ℓ)
j′ + (Xˆbi − 1)k¯
(i)
j′ < Yj′ −
∑i⋆−1
ℓ=1 Xˆℓk¯
(ℓ)
j′ .
With algebraic manipulations, we get
|Xˆai − Xˆbi | < 1 +
∑i−1
ℓ=i⋆
k¯ (ℓ)j′
k¯ (i )j′
|Xa
ℓ
− Xb
ℓ
|.
Hence, considering
k¯ (ℓ)j′
k¯ (i )j′
≤ K for ℓ = i⋆, . . . , i − 1, we get
|Xˆai − Xˆbi | ≤ 1 +
i−1∑
ℓ=i⋆
K(1 + K)ℓ−i⋆ = (1 + K)i−i⋆ .
The result for XL
k¯(i )
(t) then follows by noticing:
(1) If XL
k¯(i )
(t) ≥ XˆL
k¯(i )
(t) then after an event XL
k¯(i )
(t) may not in-
crease more than what XˆL
k¯(i )
(t) does, which is at most (K +1)i−1.
Similarly, it may not decrease more than the increase of XL
k¯(ℓ)
(t)
for ℓ = 1, . . . , i − 1 which is at most∑i−1
ℓ=1(K + 1)ℓ−1 < (K + 1)i−1,
or more than the decrease of XˆL
k¯(i )
(t) which is again (K + 1)i−1.
Notice that the last claim assumes XL
k¯(i )
(t) = XˆL
k¯(i )
(t), because in
caseXL
k¯(i )
(t) > XˆL
k¯(i )
(t) it means server of Reject Group assigned
to k¯(i) is not empty so maximum decrease of XL
k¯(i )
(t) is 1 when
that server empties.
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(2) If XL
k¯(i )
(t) < XˆL
k¯(i )
(t) then no server not assigned to a configura-
tion k¯(ℓ) for ℓ = 1, . . . , i − 1 will be empty. Then after an event
XL
k¯(i )
(t) may not increase more than the decrease of XL
k¯(ℓ)
(t) for
ℓ = 1, . . . , i − 1 which is at most∑i−1
ℓ=1(K + 1)ℓ−1 ≤ (K + 1)i−1 − 1.
and decrease of XLk (t) with k < {k¯(ℓ) : ℓ = 1, . . . , i}, which is
at most 1 since none of them was empty and at most one may
empty after each event. Thus, the total decrease of all servers
that may be reassigned to k¯(i) is no more than (K + 1)i−1. Also
decrease is at most (K + 1)i−1 following the same argument as
in the case XL
k¯(i )
(t) ≥ XˆL
k¯(i )
(t).
(3) For any k < {k¯(i) : i = 1, . . . ,C(д) − 1}, XLk may only decrease
and the decrease will be at most∑C (д)−1
ℓ=1 (K + 1)ℓ−1 < (K + 1)C
(д)−1.
Finally, it trivially follows that the maximum change of XL(e)
k¯(i )
(t) is
(K + 1)i−1 as well, for i = 1, . . . ,C(д) − 1, since
XL(e)
k¯(i )
(t) = min(XˆLk¯(i ) (t),X
L
k¯(i ) (t)).
□
We can now prove the existence of fluid limits of the process
X
L(e)
k (t), for k = k¯(i), i = 1, . . . ,C(д). For each job type j , we define
two independent unit-rate Poisson processes Πai (·) and Πdi (·). By
the Functional Strong Law of Large Numbers, almost surely,
Πai (Lt)
L
→ t , u .o.c . Π
d
i (Lt)
L
→ t , u .o.c . (72)
where u.o.c means uniformly over compact time intervals.
Define haj,k(SL(t)) and hdj,k(SL(t)) to be the amount of change in
X
L(e)
k (t) due to an arrival and departure of a type-j job, respectively,
at state SL(t). Then the process XL(e)k (t) can be described as
X
L(e)
k (t) = X
L(e)
k (0) +ALk(0, t) − DLk (0, t) (73)
where, for any 0 ≤ t1 < t2, without loss of generality, we construct
the arrival and departure processes for the L-th system, and the
corresponding jumps, as
ALk(t1, t2) =
J∑
j=1
Πaj (
∫ t2
t1
λjLds)∑
n=1
haj,k(SL(Tn )),
DLk (t1, t2) =
J∑
j=1
Πdj (
∫ t2
t1
µ jY Lj (s)ds)∑
n=1
hdj,k(SL(Tn )),
whereTn is the time of the n-th jump in corresponding Poisson pro-
cesses. By Lemma D.1, |haj,k(SL(t))|, |hbj,k(SL(t))| ≤ (1+K)C
(д)−1 :=
M . Then the scaled processes 1LA
L
k(t1, t2) and 1LDLk (t1, t2) in (73) are
asymptotically Lipschitz continuous, which implies that they have
a convergent subsequence [16]. This is because for any t1 < t2,
lim sup
L
1
L
ALk(t1, t2) ≤ lim sup
L
1
L
Πaj
(∫ t2
t1
λjLds
)
M
= lim sup
L
1
L
Πaj
(
λjL(t2 − t1)
)
M = λjM(t2 − t1),
(74)
where we used (72) to get almost sure convergence.We can similarly
bound 1LD
L
k (t1, t2) by noting that Y Lj (s) ≤ LK . Hence, with the
stated initialization, the scaled process XL(e)k (t)/L converges to a
Lipschitz continuous sample path x (e)k (t) along the subsequence
[16]. Similarly, it can be shown that the fluid limits of processes
xLk (t) and xˆLk (t) exist and they are Lipschitz continuous.
Similarly, Y Lj (t) increases by at most 1 every time a type-j job
arrives and decreases by 1 every time a type-j job in the system de-
parts. Hence, the limit of y(L)j (t) also exists by asymptotic Lipschitz
continuity.
E PROOF OF LEMMA 5.9
For each job type j, the number of type-j jobs in the system is
bounded by the number of type-j jobs in anM/M/∞ system where
all arrivals are accepted. This implies that yj (t) is also bounded by
the fluid limit of type-j jobs in theM/M/∞ system, i.e.,
yj (t) ≤ yj (0) + λj t −
∫ t
0
yj (s)µ jds . (75)
This implies yj (t) ≤ ρ j + (yj (0) − ρ j )e−µ j t . Considering that for
any initial state z(0), yj (0) ≤ K , we can get that yj (t) < ρ j + ϵρ if
t > Tϵρ , j where Tϵρ , j =
− log ϵρ+logK−ρ j
µ j . Finally, we can choose
Tϵρ := maxj ∈J Tϵρ , j .
F BOUNDS ON THE CHANGE OF SCALED
PROCESSES
In this section, we provide a few lemmas which will be used in
the proofs later. Their proofs are straightforward and based on
concentration inequalities for Poisson distribution.
Lemma F.1. Consider a time interval [τa ,τb ), and a Poisson process
N , with N [τa ,τb ] being the number of events of the process in [τa ,τb ),
and function f (L) as given in Definition 5.8. Then we have:
If rate of N is at least Lλ and length of [τa ,τb ) is at least c f (L),
P
(
N [τa ,τb ] > Lλc f (L) + o(Lf (L))
)
≥ 1 − o(L−2). (76)
If N has rate exactly Lλ and length of [τa ,τb ) is at least c f (L),
P
(
N [τa ,τb ] = Lλc f (L) + o(Lf (L))
)
≥ 1 − o(L−2). (77)
Lastly if N has rate at most Lλ, and length of [τa ,τb ) is at most c f (L),
P
(
N [τa ,τb ] < Lλc f (L) + o(Lf (L))
)
≥ 1 − o(L−2). (78)
Proof. The proofs of all the cases are based on the tail bounds of
Poisson distribution. Specifically, we use the following bounds [15].
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For a Poisson random variable X with mean λ we have
P (X − λ > x) ≤ exp
(
− x 22(λ+x )
)
,
P (X − λ < −x) ≤ exp
(
− x 22(λ+x )
)
,
P (|X − λ | > x) ≤ 2 exp
(
− x 22(λ+x )
)
.
Then, in the case that the rate is at least Lλ and length of interval
is at least c f (L), we have that for any ϵ ′ > 0
P
(
N [τa ,τb ] − c f (L)λL > ϵ ′ f (L)L
)
< exp
(
−(ϵ
′)2 f (L)L
2cλ + 2ϵ ′
)
. (79)
Last expression is o(L−2) which can be shown by taking its loga-
rithm and using the fact that logL = o(f (L)L) by Definition 5.8.
Since ϵ ′ was arbitrary, we eventually get
P (N [τa ,τb ] > c f (L)λL + o(f (L)L)) < o(L−2). (80)
Other cases can be shown in a similar way. □
Lemma F.2. Consider a time interval [τa ,τb ) ⊂ [tn , tn+1), with
tn defined in Section 5.3.1. Assume that the interval is of length at
most ϵ f (L), for function f (L) as in Definition 5.8, and constant ϵ > 0
sufficiently small. Then, with probability at least 1 − o(L−2),
x
L(e)
k¯(i )
(τb ) − xL(e)k¯(i ) (τa ) > −Biϵ f (L) + o(f (L)), (81)
and
qLk¯(i ), j (τb ) − q
L
k¯(i ), j (τa ) > −Bi+1ϵLf (L) + o(Lf (L)) (82)
where Bi := (K + 1)i−12(Kµmax +∑Ji=1 λj ).
Proof of Lemma F.2. The state changes only at arrivals and de-
partures. By definition of τn , τ0 = t , and by Lipschitz continuity of
y(t), for any time τ ∈ [τn ,τn+1], and j ∈ J , yLj (τ ) = yj (t) +O(ϵ),
almost surely, for L large enough along the subsequence.
Let Nad [τa ,τb ] be the number of arrival or departure events of
any job type in the interval [τa ,τb ). This process is Poissonwith rate
at most L(µ jyj (t)+O(ϵ)+λj ) < LRˆ, where Rˆ := 2(Kµmax +∑Jj=1 λj ).
Also ϵ f (L) is an upper bound on length of interval [τa ,τb ), so by
applying Lemma F.1, we have
P
(
Nad [τa ,τb ] − ϵRˆ f (L)L > o(f (L)L)
)
< o(L−2). (83)
Now suppose the event Nad [τa ,τb ] < ϵRˆ f (L)L + o(f (L)L) holds.
The absolute change that occurs to variables XL(e)
k¯(i )
(τ ) after each
event is at most (K + 1)i−1 according to Lemma D.1, hence
X
L(e)
k¯(i )
(τb ) − XL(e)k¯(i ) (τa ) ≥ −Nad [τa ,τb ](K + 1)
i−1 ≥
− Rˆ(K + 1)i−1ϵLf (L) + o(Lf (L)) = −BiϵLf (L) + o(Lf (L)).
Dividing both sides by L we get (81). Based on (24), we can write
qLk¯(i ), j (τb ) − q
L
k¯(i ), j (τa ) =
i∑
ℓ=1
k¯
(ℓ)
j
(
X
L(e)
k¯(ℓ)
(τb ) − XL(e)k¯(ℓ) (τa )
)
− Y Lj (τb ) + Y Lj (τa ).
(84)
Then (82) follows by considering
i∑
ℓ=1
k¯
(ℓ)
j
(
X
L(e)
k¯(i )
(τb ) − XL(e)k¯(i ) (τa )
)
≥ −K
i∑
ℓ=1
BℓϵLf (L) + o(Lf (L)).
and
− Y Lj (τb ) + Y Lj (τa ) ≥ −RˆϵLf (L) + o(Lf (L)). (85)
□
Lemma F.3. Consider function f (L) as in Definition 5.8 and, a
time interval [τa ,τb ) with length at most f (L). Suppose for some
i ∈ {1, . . . ,C(д) − 1}, we have that at any time τ ∈ [τa ,τb )
max
j ∈J:k¯ (i )j >0
qLk¯(i ), j (τ ) < 0. (86)
Let Ne [τa ,τb ] be the number of times that servers in RG(i) empty
during [τa ,τb ). Then with probability 1 − o(L−2),
Ne [τa ,τb ]
L(τb − τa )
>
µmin
JKC2
(
1 −
i∑
ℓ=1
x
(e)
k¯(ℓ)
(t)
)
+
o(f (L))
τb − τa
. (87)
Proof. Let p := 1 −∑i
ℓ=1 x
(e)
k¯(ℓ)
(t), which is strictly positive and
is the number of servers without effective configuration in k¯(ℓ) for
ℓ = 1, . . . , i . Notice that due to (86), rank 1 servers in this set will
always belong to Reject Group servers RG(i) (Definition 5.2).
Since there are at most C different configurations, one of the
configurations, say k, is assigned to at least pC servers without
effective configuration in k¯(ℓ) for ℓ = 1, . . . , i at the fluid limit at
time t , i.e., xk(t) ≥ p′ := pC > 0. We also define set J⋆ := {j : kj >
0} with cardinality J⋆.
Due to migrations performed on departure instances, at least
one server in RG(i) gets empty, when, for every j ∈ J⋆, the number
of type-j jobs that departs is at least the number of type-j jobs that
are in the servers of RG(i). This is because any type-j departure will
create a new empty type-j slot in the servers of RG(i), if there is a
type-j job in any of them. Hence one of the servers in this set will
empty after at most CK jobs of each job type in J⋆ depart, where
CK is an upper bound on the total number of jobs of any type that
can be in Reject Group servers. Then we need to bound
P
(
Ne [τa ,τb ] <
p′µminL
JKC
(τb − τa ) − ϵLf (L)
)
. (88)
If τb − τa < ϵ f (L)JKCp′µmin , then
P
(
Ne [τa ,τb ] − p′µminL τb−τaJ < −ϵKCLf (L)
)
≤
P (Ne [τa ,τb ] < 0) = 0.
If instead τb − τa ≥ ϵ f (L)JKCp′µmin , then we consider the counting pro-
cess DJ⋆ (τ ) defined as follows. DJ⋆ (τa ) = 0 and it is incremented
at times τ (i) for i ∈ Z+ if τ (i) is the first time since τ (i−1) at which
at least one departure of type j occurred for all j ∈ J⋆ and as a con-
vention τ (0) = τa . Based on arguments so far, the process Ne [τa ,τb ]
will increment by at least 1 between times τ (i) and τ (i+CK ), for i ≥ 0,
i.e., Ne [τa ,τb ] ≥
⌊DJ⋆ (τb )
CK
⌋
. Then applying Lemma F.1 to process
DJ⋆ , which has rate at least
p′µminL
J , we get
P
(
Ne [τa ,τb ] − p
′µminL
JCK (τb − τa ) < −ϵKCLf (L)
)
≤
P
( ⌊DJ⋆ (τb )
CK
⌋
− p′µminLJCK (τb − τa ) < −ϵKCLf (L)
)
= o(L−2).
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We have thus proven, since ϵ can be arbitrarily close to 0, that
with probability 1 − o(L−2)
Ne [τa ,τb ] >
p′µminL
JCK
(τb − τa ) + o(Lf (L)), (89)
which implies (87).
■
G PROOF OF PROPOSITION 5.10
We prove Proposition 5.10 for the following values of parameters:
• αi , i ∈ {1, . . . ,C(д)ρ − 1}, is given by
αi := δ
µminv
i−C (д)ρ vi
µmax 8K2C
, (90)
where K is the maximum number of jobs in a server, µmin :=
minj ∈J µ j , µmax := maxj ∈J µ j , v := 12K
µmax
µmin , vi := 1 if i ≤
Cα (t) else vi := K and δ is a positive constant sufficiently small
such that
δ <
1
2JC x
(д)
k¯(C
(д)
ρ )
(91)
and for any two indexes ja , jb ∈ {1, . . . ,C(д)},
ρ ja >
jb∑
i=1
x
(д)
k¯(i )
k¯
(i)
ja
+ δ , or ρ ja =
jb∑
i=1
x
(д)
k¯(i )
k¯
(i)
ja
. (92)
• ϵρ is chosen as
ϵρ =
α1
2 . (93)
Before presenting the main proof, we state a few lemmas.
Lemma G.1. The fraction of servers without effective configuration
in the set {k¯(i) : i = 1, . . . ,Cα (t)}, with Cα (t) as in Definition 5.7, is
at least 12x
(д)
k¯(C
(д)
ρ )
.
Proof. The bound can be inferred as follows
1 −
i∑
ℓ=1
x
(e)
k¯(ℓ)
(t) ≥ x (д)
k¯(C
(д)
ρ )
+
i∑
ℓ=1
(
x
(д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t)
)
>
x
(д)
k¯(C
(д)
ρ )
−
i∑
ℓ=1
αℓ > x
(д)
k¯(C
(д)
ρ )
−
i∑
ℓ=1
δ
2C(д)ρ
> x
(д)
k¯(C
(д)
ρ )
/2.
To get this result we used that i ≤ Cα (t) < C(д)ρ ,
∑C (д)ρ
ℓ=1 x
(д)
k¯(ℓ)
= 1,
αi <
δ
2C (д)ρ
from (90) and (91). ■
Lemma G.2. Consider an interval [τa ,τb ) ⊆ [τ (m)n ,τ (m+1)n ), with
τ
(m)
n being defined in Section 5.3.1 and the corresponding driving set
of indexes J¯ [m] = {ji : i = 1, . . . ,G}. If the following holds for
i = 1, . . . ,G
i∑
ℓ=1
k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τa ,τb ] = λji − µ jiyji (t) +
o(f (L))
τb − τa
, (94)
then
∇xL(e)
k¯(i )
[τa ,τb ] = h J¯,(i)(t) +
o(f (L))
τb − τa
, (95)
Proof. The proof is by induction. For i = 1 we have
∇xL(e)
k¯(1)
[τa ,τb ] =
λj1 − µ j1yj1 (t)
k¯
(1)
j1
+
o(f (L))
τb − τa
= h J¯,(1)(t) + o(f (L))
τb − τa
.
Now assume that for every ℓ ∈ {1, . . . , i − 1},
∇xL(e)
k¯(ℓ)
[τa ,τb ] = h J¯,(ℓ)(t) +
o(f (L))
τb − τa
.
Then (94) implies
∇xL(e)
k¯(i )
[τa ,τb ] =
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τa ,τb ]
k¯
(i)
ji
+
o(f (L))
τb − τa
(a)
=
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯,(ℓ)(t)
k¯
(i)
ji
+
o(f (L))
τb − τa
=
h J¯,(i)(t) + o(f (L))
τb − τa
.
In (a), we used the fact that sum of a finite number of o(f (L))τb−τa terms
is still o(f (L))τb−τa ■
Lemma G.3. Suppose z(t) ∈ Γ[ϵρ ], and for every i ∈ {1, . . . ,G},
h J¯[m],(i)(t) is defined as in (37), and G ≤ Cα (t) with Cα (t) as in
Definition 5.7. Then
|h J¯[m],(i)(t)| < µmaxαi + µmax
i−1∑
ℓ=1
2(K + 1)i−ℓαℓ . (96)
Proof. Let J¯ = J¯ [m]. The proof is by induction.
Base Case: It suffices to show that h J¯,(1)(t) < µmaxα1 and
h J¯,(1)(t) > −µmaxα1.
To show h J¯,(1)(t) < µmaxα1, consider j1 which is the first index
of J¯ , then
h J¯,(1)(t) = λj1 − µ j1yj1 (t)
k¯
(1)
j1
(a)
= µ j1
(
x
(д)
k¯(1)
− x (e)
k¯(1)
(t)
)
< µmaxα1.
In (a), we used (33) for i = 1, according to which ρ j1 = k¯
(1)
j1
x
(д)
k¯(1)
and
yj1 (t) = k¯(1)j1 x
(e)
k¯(1)
(t).
To show h J¯,(1)(t) > −µmaxα1, we use the fact thatyj1 (t)−ρ j1 <
ϵρ (since z(t) ∈ Γ[ϵρ ]) which can be applied as
h J¯,(1)(t) = λj1 − µ j1yj1 (t)
k¯
(1)
j1
> − µ j1ϵρ
k¯
(1)
j1
(a)≥ −µmaxα1. (97)
In (a), we used that ϵρ < α1, which is due to (93).
Inductive Case: We assume (96) is true for all indexes up to
i − 1. Then we can upper and lower bound h J¯,(i)(t) as follows.
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To show h J¯,(i)(t) < µmaxαi + µmax ∑i−1ℓ=1 2(K + 1)i−ℓαℓ , let ji
be the ith index in J¯ , then
h J¯,(i)(t) =
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯,(ℓ)(t)
k¯
(i)
ji
(a)
=
µ ji
∑i
ℓ=1 k¯
(ℓ)
ji
(x (д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t)) −∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯,(ℓ)(t)
k¯
(i)
ji
<
µmaxαi + µmax
i−1∑
ℓ=1
Kαℓ +
i−1∑
ℓ=1
Kµmaxαℓ+
i−1∑
ℓ=1
Kµmax
ℓ−1∑
ℓ′=1
2(1 + K)ℓ−ℓ′αℓ′ ≤ µmaxαi + 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓαℓ
In (a), we used (33), according to which ρ ji =
∑i
ℓ=1 k¯
(ℓ)
ji
x
(д)
k¯(ℓ)
and
yji (t) =
∑i
ℓ=1 k¯
(ℓ)
ji
x
(e)
k¯(ℓ)
(t). The rest of the inequalities come from
recursive application of (96) and algebraic manipulations.
To show h J¯,(i)(t) > −µmaxαi − µmax ∑i−1ℓ=1 2(K + 1)i−ℓαℓ , we
use yji (t) − ρ ji < ϵρ as follows,
h J¯,(i)(t) =
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯,(ℓ)(t)
k¯
(i)
ji
=
− µ ji ϵρ
k¯
(i)
ji
−
i−1∑
ℓ=1
k¯
(ℓ)
ji
h J¯,(ℓ)(t)
k¯
(i)
ji
(a)
>
− µmaxαi −
i−1∑
ℓ=1
Kµmaxαℓ −
i−1∑
ℓ=1
Kµmax
ℓ−1∑
ℓ′=1
2(1 + K)ℓ−ℓ′αℓ′ >
− µmaxαi − 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓαℓ .
In particular for (a) we used that ϵρ < α1 < αi , which is due to (93)
and (90). We also made recursive use of (96). ■
Lemma G.4. If z(t) ∈ Γ[ϵρ ], then for any i ∈ {1, . . . ,Cα (t) + 1}:
x
(д)
k¯(i )
− x (e)
k¯(i )
(t) > −ϵρ − K
i−1∑
ℓ=1
αℓ . (98)
Proof. Since i − 1 ≤ Cα (t) < C(д)ρ then for j = σi−1,
ρ j =
i−1∑
ℓ=1
k¯(ℓ)j x
(д)
k¯(ℓ)
. (99)
Considering that j next, we can prove (98) as follows.
x
(д)
k¯(i )
− x (e)
k¯(i )
(t) (a)≥
ρ j − yj (t) −∑i−1ℓ=1 k¯(ℓ)j (x (д)k¯(ℓ) − x (e)k¯(ℓ) (t))
k¯
(i)
j
(b)≥
−ϵρ −∑i−1ℓ=1 k¯(ℓ)j αℓ
k¯
(i)
j
≥ −ϵρ − K
i−1∑
ℓ=1
αℓ .
In (a) we used (99) and the fact that
∑i−1
ℓ=1 k¯
(ℓ)
j x
(e)
k¯(ℓ)
(t) ≤ yj (t). In (b)
we used ρ j −yj (t) ≥ −ϵρ as implied by (41), and −x (д)k¯(ℓ) + x
(e)
k¯(ℓ)
(t) >
−αℓ as implied by (34) for ℓ ≤ i − 1 ≤ Cα (t). □
Main Proof of Proposition 5.10:
As a reminder in what follows we will use the notations J¯ [m] =
{ji : i = 1, . . . ,Gm } and ℓm := Gm + 1, given in description of
Proposition. If not clear from context, we will make the association
of ji withm explicit using also the notation ji [m]. Notice that for
anym ∈ {0, . . . ,Mn − 1}, ℓm ≤ Cα (t).
Proof of Property P.1.: This property follows from two claims.
Claim 1. Considerm ∈ {0, . . . ,Mn−1}. If for every i ∈ {1, . . . , ℓm−
1}, qL
k¯(i ), ji [m](τ
(m)
n ) = o(Lf (L))with probability 1−o(L−2), then (42)
holds with probability 1 − o(L−2).
Claim 2. For everym ∈ {0, . . . ,Mn−1} and for every i ∈ {1, . . . , ℓm−
1}, we have that qL
k¯(i ), ji [m](τ
(m)
n ) = o(Lf (L)) with probability 1 −
o(L−2).
Proof of Claim 1:
Base Case i = 1:
Let j1 = j1[m]. For (42) to be true, it suffices to prove, that for
any time τ ∈ (τ (m)n ,τ (m+1)n ),
k¯
(1)
j1
∇xL(e)
k¯(1)
[τ (m)n ,τ ] = λj1 − µ j1yj1 (t) +
o(f (L))
τ − τ (m)n
, (100)
with probability 1 − o(L−2) or equivalently, for any ϵ > 0,
P
(k¯(1)j1 (xL(e)k¯(1) (τ ) − xL(e)k¯(1) (τ (m)n ))
−(λj1 − µ j1yj1 (t))(τ − τ (m)n )
 ≤ ϵ f (L)) > 1 − o(L−2). (101)
For a given τ , consider τ ′ to be the latest time in [τ (m)n ,τ ] such
that
max
j ∈J:k¯ (1)j >0
qLk¯(1), j (τ
′) ≥ 0. (102)
This time always exists since (102) holds for τ ′ = τ (m)n . To prove
(101) then, it is sufficient to prove
P
(
|k¯(1)j1 (x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n ))
−(λj1 − µ j1yj1 (t))(τ ′ − τ (m)n )| ≤
ϵ f (L)
2
)
= 1 − o(L−2),
(103)
and
P
(
|k¯(1)j1 (x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′))
−(λj1 − µ j1yj1 (t))(τ − τ ′)| ≤
ϵ f (L)
2
)
= 1 − o(L−2).
(104)
Proof of (103): We will now prove (103) by considering two
cases depending on length of τ ′ − τ (m)n .
We consider
τ ′ − τ (m)n ≤
ϵ f (L)
4KR (105)
or
τ ′ − τ (m)n >
ϵ f (L)
4KR , (106)
where R :=
∑
j ∈J λj + Kµmax
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Case (105):WenoticexL(e)
k¯(1)
(τ )will change by atmost 1/L at each
arrival or departure according to Lemma D.1 and thus k¯(1)j1 x
L(e)
k¯(1)
(τ )
will change by at most K/L.
The number of arrivals and departures in [τ (m)n ,τ ′] is stochasti-
cally bounded by a Poisson Process of rate
( ∑
j ∈J λj+Kµmax
)
L on
an interval of length at most ϵ f (L)4KR , which, according to Lemma F.1,
with probability 1 − o(L−2) is at most( ∑
j ∈J
λj + Kµmax
)
L
ϵ f (L)
4KR + o(Lf (L)) =
ϵLf (L)
4K + o(Lf (L)),
therefore,
P
(
k¯
(1)
j1
(
x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n )
)
≤ ϵ f (L)4
)
≥ 1 − o(L−2). (107)
Considering (105) holds, we also have
P
( (
λj1 − µ j1yj1 (t)
) (
τ ′ − τ (m)n
)
≤ ϵ f (L)4
)
= 1 (108)
It is now easy to verify that equations (107) and (108) imply (103).
Case (106): In this case we notice using Lemma F.1 for the pro-
cess of jobs of type j1 in the system which is Poisson with rate
L(λj1 − µ j1yj1 (t)), that with probability 1 − o(L−2)
o(Lf (L)) = qLk¯(1), j1 (τ
(m)
n )
= qLk¯(1), j1
(τ ′) − k¯(1)j1 L(x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n ))
+LyLj1 (τ ′) − LyLj1 (τ
(m)
n )
≤ K − k¯(1)j1 L(x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n ))
+L(λj1 − µ j1yj1 (t))(τ ′ − τ (m)n ) + o(Lf (L)),
or equivalently, since trivially K = o(Lf (L)),
x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n )
τ ′ − τ (m)n
≤
1
k¯
(1)
j1
(λj1 − µ j1yj1 (t)) +
o(f (L))
τ ′ − τ (m)n
(a)
=
1
k¯
(1)
j1
(λj1 − µ j1yj1 (t)) + o(1),
(109)
where in (a) we just used (106). Let
j ′ := arg max
j ∈J:k¯ (1)j >0
qLk¯(1), j (τ
′). (110)
Then we also have, using Lemma F.1 for the process of jobs of type
j ′ in the system which is Poisson with rate L(λj′ − µ j′yj′(t)), that
with probability 1 − o(L−2)
0 ≤ qLk¯(1), j′(τ
′) = qLk¯(1), j′(τ
(m)
n )
+k¯
(1)
j′ L(x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n )) − L(yLj′(τ ′) − yLj′(τ (m)n ))
≤ K + k¯(1)j′ L(x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n ))
−L(λj′ − µ j′yj′(t))(τ ′ − τ (m)n ) + o(Lf (L)),
from which, since trivially K = o(Lf (L)), it follows
x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n )
τ ′ − τ (m)n
≥ λj′ − µ j′yj′(t)
k¯
(1)
j′
+ o(1). (111)
Considering that (38) does not hold for index j = j ′ andGm = 1,
we get
λj′ − µ j′yj′(t)
k¯
(1)
j′
≥ h J¯[m],(1)(t) = λj1 − µ j1yj1 (t)
k¯
(1)
j1
. (112)
From (109), (111) and (112) we get
x
L(e)
k¯(1)
(τ ′) − xL(e)
k¯(1)
(τ (m)n )
τ ′ − τ (m)n
=
λj1 − µ j1yj1 (t)
k¯
(1)
j1
+ o(1), (113)
which holds with probability 1 − o(L−2) and therefore it implies
(103).
Proof of (104): We will now prove (104) by considering two
cases depending on length of τ − τ ′.
We consider
τ − τ ′ ≤ ϵ f (L)4KR (114)
or
τ − τ ′ > ϵ f (L)4KR , (115)
where R :=
∑
j ∈J λj + Kµmax .
We further assume that
ϵ <
µ j1α1
4KR . (116)
Case (114): Following the same arguments as in the case of (105)
we can infer the equivalent of (107) and (108) for interval (τ ′,τ ), i.e.
P
(
k¯
(1)
j1
(
x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′)
)
≤ ϵ f (L)4
)
≥ 1 − o(L−2) (117)
and
P
( (
λj1 − µ j1yj1 (t)
) (τ − τ ′) ≤ ϵ f (L)4 ) = 1, (118)
which imply (104).
Case (115): First we will prove that
qLk¯(1), j1
(τ ′) ≥ −ϵ2Lf (L) + o(Lf (L)), (119)
or equivalently
1/LqLk¯(1), j1 (τ
′) − 1/LqLk¯(1), j1 (τ
(m)
n ) ≥ −ϵ2 f (L) + o(f (L)), (120)
which both will hold with probability 1 − o(L−2). The analysis for
this is same as with the proof of (103) so we highlight only the parts
that are different.
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• Instead of considering cases τ ′ − τ (m)n ≤ ϵ f (L)4KR and τ ′ −
τ
(m)
n >
ϵ f (L)
4KR , we should consider τ
′ − τ (m)n ≤ ϵ
2f (L)
2(K+1)R and
τ ′ − τ (m)n > ϵ
2f (L)
2(K+1)R .
• If interval is short, we can bound the absolute change of
variable 1/LqL
k¯(1), j1
(τ ) which changes by at most (K + 1)/L
after each arrival or departure.
• If interval is long, we can still prove that the equivalent
of (109) is satisfied as equality and considering yLj1 (τ ′) −
yLj1 (τ
(m)
n ) = λj1 −µ j1yj1 (t)+o(f (L)), we can get through (109)
that 1/LqL
k¯(1), j1
(τ ′) = o(f (L)) with probability 1 − o(L−2).
In this case, because of (119) we get
o(Lf (L)) − ϵ2Lf (L) ≤ qLk¯(1), j1 (τ
′) = qLk¯(1), j1 (τ )
− k¯(1)j1 L
(
x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′)
)
+ LyLj1 (τ ) − LyLj1 (τ ′) ≤
K − k¯(1)j1 L(x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′))
+ L(λj1 − µ j1yj1 (t))(τ − τ ′) + o(Lf (L)),
(121)
from which, after considering K = o(Lf (L)), it follows that
x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′)
τ − τ ′ ≤
λj1 − µ j1yj1 (t)
k¯
(1)
j1
+
ϵ2 f (L)
k¯
(1)
j1
(τ − τ ′)
+
o(f (L))
τ − τ ′
(a)≤
µ j1 (x (д)k¯(1) − x
(e)
k¯(1)
(t)) + 4KϵR
k¯
(1)
j1
+ o(1) (b)<
µ j1α1 + µ j1α1 + o(1) < 2µmaxα1 + o(1).
(122)
In (a) we applied (115) and properties of j1 which come from (28)
and (33) for i = 1, while in (b) we used (34) and (116).
Also from Lemma F.3 and given that all the servers that empty
during [τ ′,τ ) will be assigned to configuration k¯(1), we will have
that with probability 1 − o(L−2),
x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′) ≥ µmin
JKC2
(
1 − x (e)
k¯(1)
(t)
)
(τ − τ ′) + o(f (L))
(123)
or equivalently,
x
L(e)
k¯(1)
(τ ) − xL(e)
k¯(1)
(τ ′)
τ − τ ′ ≥
µmin
JKC2
(
1 − x (e)
k¯(1)
(t)
)
+ o(1) (a)>
µminx
k¯(C
(д)
ρ )
2JKC2
+ o(1),
(124)
where (a) is due to Lemma G.1. So far we proved that if (115) holds,
(122) and (124) also hold.
However, considering (90) we have
2µmaxα1 <
µminx
(д)
k¯(C
(д)
ρ )
2JKC2
(125)
and because of that, the probability that (122) and (124) are both
true is o(L−2). This means that (114) holds with probability at least
1 − o(L−2), and thus the analysis of (114) is sufficient for (104) to
hold.
Inductive Case i > 1: For i ∈ {1, . . . , ℓm } we have according to
the assumptions of Claim 2 that qL
k¯(i ), ji [m](τ
(m)
n ) = o(Lf (L)) with
probability 1 − o(L−2).
What we need to prove is that under this assumption, for any
time τ ∈ (τ (m)n ,τ (m+1)n ), i ∈ {1, . . . , ℓm } and ji := ji [m],
i∑
ℓ=1
k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τ (m)n ,τ ] = λji − µ jiyji (t) +
o(f (L))
τ − τ (m)n
. (126)
with probability 1 − o(L−2), so it is sufficient to only consider the
case qL
k¯(i ), ji [m](τ
(m)
n ) = o(Lf (L)). Equivalently, it suffices to show
that for any ϵ > 0,
P(|
i∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ (m)n ))
− (λji − µ jiyji (t))(τ − τ (m)n )| ≤ ϵ f (L)) ≥ 1 − o(L−2).
(127)
For a given τ , let τ ′ to be the latest time in (τ (m)n ,τ ) such that
max
j ∈J:k¯ (i )j >0
qLk¯(i ), j ≥ 0. (128)
Using the same argument as in the base case, this time always exists.
To prove (127) then, it is sufficient to prove
P
( i∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n ))
−(λji − µ jiyji (t))(τ ′ − τ (m)n )
 ≤ ϵ f (L)2 ) ≥ 1 − o(L−2),
(129)
and
P(|
i∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′))
− (λji − µ jiyji (t))(τ − τ ′)| ≤
ϵ f (L)
2 ) ≥ 1 − o(L
−2).
(130)
Proof of (129): We will now prove (129) by considering two
cases depending on length of τ ′ − τ (m)n , i.e., we have either
τ ′ − τ (m)n ≤
ϵ f (L)
4(1 + K)iR (131)
or
τ ′ − τ (m)n >
ϵ f (L)
4(1 + K)iR , (132)
where R :=
∑
j ∈J λj + Kµmax
Case (131): We notice xL(e)
k¯(ℓ)
(τ ) will change by at most (1 +
K)ℓ−1/L at each arrival or departure according to Lemma D.1 and
thus
∑i
ℓ=1 k¯
(ℓ)
ji
x
L(e)
k¯(ℓ)
(τ ) will change by at most (1+K )i−1L .
For the number of arrivals and departures in [τ (m)n ,τ ′] which
are Poisson processes with means at most
( ∑
j ∈J λj + Kµmax
)
L
on an interval of length at most ϵ f (L)4(1+K )iR we have, according to
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Lemma F.1, that with probability 1 − o(L−2) they are at most
©­«
∑
j ∈J
λj + Kµmax
ª®¬L ϵ f (L)4(1 + K)iR +o(Lf (L)) = ϵLf (L)4(1 + K)i +o(Lf (L)),
therefore,
P
( i∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n )) ≤
ϵ f (L)
4
)
= 1−o(L−2). (133)
Considering (131) holds, in this case we clearly have
P
( (
λji − µ jiyji (t)
) (
τ ′ − τ (m)n
)
≤ ϵ f (L)4
)
= 1 (134)
It is now easy to verify that equations (133) and (134) imply (129).
Case (132): In this case we notice,
o(Lf (L)) = qLk¯(i ), ji (τ
(m)
n ) = qLk¯(i ), ji (τ
′)
−
i∑
ℓ=1
k¯
(ℓ)
ji
L(xL(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n )) + LyLji (τ ′) − LyLji (τ
(m)
n )
≤ K −
i∑
ℓ=1
k¯
(ℓ)
ji
L(xL(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n ))
+ L(λji − µ jiyji (t))(τ ′ − τ (m)n ) + o(Lf (L)),
which holds with probability 1 − o(L−2) by applying Lemma F.1 in
the last step. It therefore follows that, with the same probability,
x
L(e)
k¯(i )
(τ ′) − xL(e)
k¯(i )
(τ (m)n )
τ ′ − τ (m)n
≤
λji − µ jiyji (t)
k¯
(i)
ji
−
i−1∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n ))
k¯
(i)
ji
(τ ′ − τ (m)n )
+
o(f (L))
τ ′ − τ (m)n
(a)
=
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯[m](ℓ)(t)
k¯
(i)
ji
+ o(1),
(135)
where in (a) we applied (95) of Lemma G.2 for indexes 1, . . . , i − 1,
and used (132).
Next, let
j ′ := arg max
j ∈J:k¯ (i )j >0
qLk¯(i ), j (τ
′).
Then again we have that, with probability 1 − o(L−2),
0 ≤ qLk¯(i ), j′(τ
′) = qLk¯(i ), j′(τ
(m)
n )+
i∑
ℓ=1
k¯
(ℓ)
j′ L(xL(e)(τ ′)k¯(ℓ) − x
L(e)
k¯(ℓ)
(τ (m)n )) − L(yLj′(τ ′) − yLj′(τ (m)n ))
≤ K +
i∑
ℓ=1
k¯
(ℓ)
j′ L(x
L(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n ))
− (λj′ − µ j′yj′(t))(τ ′ − τ (m)n ) + o(Lf (L)),
from which it follows that
x
L(e)
k¯(i )
(τ ′) − xL(e)
k¯(i )
(τ (m)n )
τ ′ − τ (m)n
≥
λj′ − µ j′yj′(t)
k¯
(i)
j′
−
i−1∑
ℓ=1
k¯
(ℓ)
j′ (x
L(e)
k¯(ℓ)
(τ ′) − xL(e)
k¯(ℓ)
(τ (m)n ))
k¯
(i)
j′ (τ ′ − τ
(m)
n )
+
o(f (L))
τ ′ − τ (m)n
(a)
=
λj′ − µ j′yj′(t) −∑i−1ℓ=1 k¯(ℓ)j′ h J¯[m](ℓ)(t)
k¯
(i)
j′
+ o(1).
(136)
where in (a) we applied (95) of Lemma G.2 for indexes 1, . . . , i − 1,
and used (132).
Considering (37) holds, that (38) does not hold for j = j ′ and
Gm = i , we get
λj′ − µ j′yj′(t) −∑i−1ℓ=1 k¯(ℓ)j′ h J¯′,(ℓ)(t)
k¯
(i)
j′
≥
h J¯[m],(i)(t) =
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯[m],(ℓ)(t)
k¯
(i)
ji
.
(137)
From (135), (136) and (137) we get
x
L(e)
k¯(i )
(τ ′) − xL(e)
k¯(i )
(τ (m)n )
τ ′ − τ (m)n
=
λji − µ jiyji (t) −
∑i−1
ℓ=1 k¯
(ℓ)
ji
h J¯[m],(ℓ)(t)
k¯
(i)
ji
+ o(1),
which holds with probability 1 − o(L−2) and therefore it implies
(129).
Proof of (130): We will now prove (130) by considering two
cases depending on length of τ − τ ′.
We consider
τ − τ ′ ≤ ϵ f (L)
4(1 + K)iR (138)
or
τ − τ ′ > ϵ f (L)
4(1 + K)iR , (139)
where R :=
∑
j ∈J λj + Kµmax , and
ϵ <
µ jiαi
4(1 + K)iR . (140)
Case (138): Following the same arguments as in the Case of
(131) we can infer the equivalent of (133) and (134) for interval
(τ ′,τ ), i.e.
lim
L→∞P
( i∑
ℓ=1
k¯
(ℓ)
ji
(xL(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′)) ≤ ϵ f (L)4
)
= 1 − o(L−2)
(141)
and
P
(
(λji − µ jiyji (t))(τ − τ ′) ≤
ϵ f (L)
4
)
= 1 − o(L−2). (142)
which imply (130).
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Case (139): First we will prove that
qLk¯(i ), ji
(τ ′) ≥ o(Lf (L)) − ϵ2Lf (L), (143)
or equivalently
1/LqLk¯(i ), ji (τ
′) − 1/LqLk¯(i ), ji (τ
(m)
n ) ≥ o(f (L)) − ϵ2 f (L). (144)
Both will hold with probability 1 − o(L−2). The analysis is same as
with the proof of (129) with the following changes.
• Instead of considering cases τ ′−τ (m)n ≤ ϵ f (L)4(1+K )iR and τ ′−τ
(m)
n >
ϵ f (L)
4(1+K )iR , we should consider τ
′ − τ (m)n ≤ ϵ
2f (L)
2(1+K )iR and τ
′ −
τ
(m)
n >
ϵ 2f (L)
2(1+K )iR .
• If interval is short, we can bound the absolute change of variable
1/LqL
k¯(i ), ji
(τ ) which changes by at most (1 + K)i/L.
• If interval is long, we can still prove that the equivalent of (135)
is satisfied as equality and considering yLji (τ ′)−yLji (τ
(m)
n ) = λji −
µ jiyji (t)+o(f (L)), we can get through (135) that 1/LqLk¯(i ), ji (τ
′) =
o(f (L)) with probability 1 − o(L−2).
In this case, because of (143) we get
o(Lf (L)) − ϵ2Lf (L) ≤ qLk¯(i ), ji (τ
′) = qLk¯(i ), ji (τ )
−
i∑
ℓ=1
k¯
(ℓ)
ji
L(xL(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′)) + LyLji (τ ) − LyLji (τ ′) ≤
K −
i∑
ℓ=1
k¯
(ℓ)
ji
L(xL(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′)) + L(λji − µ jiyji (t))(τ − τ ′)
+ o(Lf (L)),
from which it follows
x
L(e)
k¯(i )
(τ ) − xL(e)
k¯(i )
(τ ′)
τ − τ ′ ≤
λji − µ jiyji (t)
k¯
(i)
ji
−
i−1∑
ℓ=1
k¯
(ℓ)
ji
(
x
L(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′)
)
− ϵ2 f (L)
k¯
(i)
ji
(τ − τ ′)
+
o(f (L))
τ − τ ′
(a)
<
µ ji
i∑
ℓ=1
k¯
(ℓ)
ji
k¯
(i)
ji
(x (д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t)) −
i−1∑
ℓ=1
k¯
(ℓ)
ji
h J¯[m],(ℓ)(t)
k¯
(i)
ji
+
ϵ4(1 + K)iR
k¯
(i)
ji
+ o(1) (b)< µmax (αi +
i−1∑
ℓ=1
Kαℓ)
+
i−1∑
ℓ=1
Kµmax
(
αℓ +
ℓ−1∑
ℓ′=1
2(1 + K)ℓ−ℓ′αℓ′
)
+
4ϵ(1 + K)iR + o(1) (c)< 2µmaxαi + 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓαℓ + o(1).
(145)
In (a) we applied the properties of ji , from (28), (33), and (95) of
Lemma G.2, for indexes 1, . . . , i − 1, and then replaced τ − τ ′ with
its bound from (139). In (b), we used property (34), and the fact that
k¯ (ℓ)ji
k¯ (i )ji
≤ K for ℓ = 1, . . . , i − 1. In (c), we used (140) and simplified.
Also from Lemma F.3 and given that all the servers that empty
during [τ ′,τ ) will be assigned to configuration k¯(ℓ) for ℓ = 1, . . . , i ,
we will have that with probability 1 − o(L−2),
x
L(e)
k¯(i )
(τ ) − xL(e)
k¯(i )
(τ ′)
τ − τ ′ ≥
µmin
JKC2
(
1 −
i∑
ℓ=1
x
(e)
k¯(ℓ)
(t)
)
−
i−1∑
ℓ=1
(
x
L(e)
k¯(ℓ)
(τ ) − xL(e)
k¯(ℓ)
(τ ′)
)+
τ − τ ′ +
o(f (L))
τ − τ ′
(a)
=
µmin
JKC2
(
1 −
i∑
ℓ=1
x
(e)
k¯(ℓ)
(t)
)
−
i−1∑
ℓ=1
h J¯[m],(ℓ)(t)+
+ o(1) (b)> µmin
JKC2
x
k¯(C
(д)
ρ )
2 − 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓ
K
αℓ + o(1).
(146)
In (a) we applied (95) of Lemma G.2 for indexes 1, . . . , i−1 and used
(139). In (b) we applied Lemma G.1 and equation (96) for indexes
1, . . . , i − 1 and simplified.
So far we proved that if (139) holds, (145) and (146) also hold.
However, considering (90) we have
2µmaxαi + 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓαℓ
(a)
<
µmin
JKC2
x
k¯(C
(д)
ρ )
2 − 2µmax
i−1∑
ℓ=1
(1 + K)i−ℓ
K
αℓ
(147)
and because of that, the probability that (145) and (146) are both
true is o(L−2). This means that (138) holds with probability at least
1 − o(L−2), and thus the analysis of (138) is sufficient for (104) to
hold.
Proof of Claim 2:
We will prove the result inductively onm. Form = 0, ℓm = 0 so
there is nothing to prove, so we will start with the base casem = 1
and then move on to the inductive step.
Base casem = 1:
In this case ℓm = 1 and 0 ≤ qLk¯(1), j1[1](τ
(1)
n ) < K from which it
trivially follows that qL
k¯(1), j1[1](τ
(1)
n ) = o(Lf (L)).
Inductive casem > 1, Base case i = ℓm : In this case
0 ≤ qLk¯(i ), ji [m](τ
(m)
n ) < K
from which it trivially follows that
qLk¯(i ), ji [m](τ
(m)
n ) = o(Lf (L)).
Inductive casem > 1, Base case i < ℓm : In this case, we know
by the induction hypothesis that qL
k¯(i ), ji [m−1](τ
(m−1)
n ) = o(Lf (L)).
Further, notice that ji [m − 1] = ji [m] for i = 1, . . . , ℓm − 1 so
for simplicity we will refer to both as ji . Then we have that with
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probability 1 − o(L−2),
qLk¯(i ), ji
(τ (m)n ) ≥ qLk¯(i ), ji (τ
(m−1)
n )+
L
( i∑
ℓ=1
k¯
(ℓ)
ji
(
x
(e)
k¯(ℓ)
(τ (m)n ) − x (e)k¯(ℓ) (τ
(m−1)
n )
)
− (λji − µ jiyji (t))
)
×
(τ (m)n − τ (m−1)n ) + o(Lf (L))
(a)
= o(Lf (L)).
(148)
In (a) we have used that (42) holds for indexm − 1 in place ofm.
Proof of Property P.2.:
Definition G.5. For an index i for which 1 ≤ i ≤ ℓm , the time
τ
(m,i)
n is defined as the latest time in [τ (m)n ,τ (m+1)n ), such that
max
j ∈J:k¯ (i )j >0
qLk¯(i ), j (τ
(m,i)
n ) ≥ 0. (149)
Also let j(i) := arg max
j ∈J:k¯ (i )j >0
qL
k¯(i ), j
(τ (m,i)n ).
For (P.2.) to be true, it suffices that for any ϵ > 0
P
(
x
(e)
k¯(ℓm )
(τ (m+1)n ) − x (e)k¯(ℓm ) (τ
(m)
n )
− µmin
αℓm
2 (τ − τ
(m)
n ) > −ϵ f (L)
)
= 1 − o(L−2).
(150)
To prove (150), it is sufficient to prove
P
(
x
(e)
k¯(ℓm )
(τ (m, ℓm )n ) − x (e)k¯(ℓm ) (τ
(m)
n )
−µmin
αℓm
2
(
τ
(m, ℓm )
n − τ (m)n
)
> −ϵ f (L)2
)
= 1 − o(L−2),
(151)
and
P
(
x
(e)
k¯(ℓm )
(τ (m+1)n ) − x (e)k¯(ℓm ) (τ
(m, ℓm )
n )
−µmin
αℓm
2 (τ
(m+1)
n − τ (m, ℓm )n ) > −
ϵ f (L)
2
)
= 1 − o(L−2).
(152)
Proof of (151): We will now prove (151) by considering two
cases depending on length of τ (m, ℓm )n − τ (m)n .
We consider
τ
(m, ℓm )
n − τ (m)n ≤
ϵ f (L)
4(1 + K)ℓm−1R (153)
or
τ
(m, ℓm )
n − τ (m)n >
ϵ f (L)
4(1 + K)ℓm−1R (154)
where R :=
∑
j ∈J λj + Kµmax
Case (153): We notice x (e)
k¯(ℓm )
(τ ) will change by at most (1 +
K)ℓm−1/L at each arrival or departure according to Lemma D.1.
Using Lemma F.1, with probability 1 − o(L−2), The number of
arrivals and departures in [τ (m)n ,τ (m, ℓm )n ] can be bounded by©­«
∑
j ∈J
λj + Kµmax
ª®¬L ϵ f (L)4(1 + K)ℓm−1R + o(Lf (L)) =
ϵLf (L)
4(1 + K)ℓm−1 + o(Lf (L)),
(155)
therefore
P
(
x
(e)
k¯(ℓm )
(τ (m, ℓm )n ) − x (e)k¯(ℓm ) (τ
(m)
n ) ≤
ϵ f (L)
4
)
= 1 − o(L−2). (156)
Considering (153) holds, we trivially have
P
(
µmin
αℓm
2 (τ
(m, ℓm )
n − τ (m)n ) ≤
ϵ f (L)
4
)
= 1 (157)
It is now easy to verify that (156) and (157) imply (151).
Case (154):
Let j := j(ℓm ). In this case, we have
0 ≤ qLk¯(ℓm ), j (τ
(m, ℓm )
n ) = qLk¯(ℓm ), j (τ
(m)
n )
+
ℓm∑
ℓ=1
k¯
(ℓ)
j L
(
x
L(e)
k¯(ℓ)
(τ (m, ℓm )n ) − xL(e)k¯(ℓ) (τ
(m)
n )
)
− L
(
yLj (τ (m, ℓm )n ) − yLj (τ (m)n )
)
≤ K +
ℓm∑
ℓ=1
k¯
(ℓ)
j L(x
L(e)
k¯(ℓ)
(τ (m, ℓm )n ) − xL(e)k¯(ℓ) (τ
(m)
n ))
− L(λj − µ jyj (t))
(
τ
(m, ℓm )
n − τ (m)n
)
+ o(Lf (L)),
(158)
which holds with probability 1−o(L−2) by application of Lemma F.1
in the last step. If ℓm > Cα (t) then, since (34) does not hold for
i = ℓm , we have
λj − µ jyj (t)
k¯
(ℓm )
j
>
µ jαℓm + µ j
∑ℓm−1
ℓ=1 k¯
(ℓ)
j (x
(д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t))
k¯
(ℓm )
j
, (159)
otherwise, by property (92) for ja = j and jb = ℓm we have
λj − µ jyj (t)
k¯
(ℓm )
j
>
µ jδ + µ j
∑ℓm
ℓ=1 k¯
(ℓ)
j (x
(д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t))
k¯
(ℓm )
j
. (160)
Based on the above inequality, we can write
x
L(e)
k¯(ℓm )
(τ (m, ℓm )n ) − xL(e)k¯(ℓm ) (τ
(m)
n )
τ (m, ℓm ) − τ (m)n
≥
λj − µ jyj (t)
k¯
(ℓm )
j
−
ℓm−1∑
ℓ=1
k¯
(ℓ)
j
(
x
(e)
k¯(ℓ)
(τ (m, ℓm )n ) − x (e)k¯(ℓ) (τ
(m)
n )
)
k¯
(ℓm )
j (τ
(m, ℓm )
n − τ (m)n )
+
o(f (L))
τ
(m, ℓm )
n − τ (m)n
(a)≥ µ j min ©­« δk¯(ℓm )j − (x (д)k¯(ℓm ) − x (e)k¯(ℓm ) (t)),αℓm ª®¬
+
µ j
∑ℓm−1
ℓ=1 k¯
(ℓ)
j (x
(д)
k¯(ℓ)
− x (e)
k¯(ℓ)
(t)) −∑ℓm−1
ℓ=1 k¯
(ℓ)
j h
J¯[m],(ℓ)(t)
k¯
(ℓm )
j
+ o(1) (b)≥
(
µmin min
(
δ − (ϵρ + K
ℓm−1∑
ℓ=1
αℓ),αℓm
)
−µmax
ℓm−1∑
ℓ=1
K(ϵρ + K
ℓ−1∑
ℓ′=1
αℓ′)
−
ℓm−1∑
ℓ=1
Kµmax
(
αℓ +
ℓ−1∑
ℓ′=1
2(1 + K)ℓ−ℓ′αℓ′
))
+ o(1) (c)>
µminαℓm
2 + o(1).
(161)
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In (a) we used: 1) (159) and (160), 2) equation (96) for indexes
1, . . . , ℓm − 1, and 3) replaced τ (m, ℓm ) − τ (m)n with its bound from
(154). In (b) we used Lemma G.4 for indexes 1, . . . , ℓm . Finally, in
(c) we used (90) and (93).
We have thus shown by (161) that
x
L(e)
k¯(ℓm )
(τ (m, ℓm )n ) − xL(e)k¯(ℓm ) (τ
(m)
n )
τ (m, ℓm ) − τ (m)n
>
µminαℓm
2 + o(1)
with probability 1 − o(L−2) which is equivalent to (151).
Proof of (152): We will now prove (152) by considering two
cases depending on length of τ (m+1)n − τ (m, ℓm )n and reach a contra-
diction for each of them.
We consider
τ
(m+1)
n − τ (m, ℓm )n ≤
ϵ f (L)
4(1 + K)ℓm−1(∑j ∈J λj + Kµmax ) (162)
or
τ
(m+1)
n − τ (m, ℓm )n >
ϵ f (L)
4(1 + K)ℓm−1(∑j ∈J λj + Kµmax ) (163)
Case (162): Following the same arguments as in the Case of
(153) we can infer the equivalent of (156) and (157) for interval
(τ (m, ℓm )n ,τ (m+1)n ), i.e.
P
(
x
(e)
k¯(ℓm )
(τ (m+1)n ) − x (e)k¯(ℓm ) (τ
(m, ℓm )
n ) ≤
ϵ f (L)
4
)
= 1 − o(L−2),
(164)
and
P
(
µminαℓm
2 (τ
(m+1)
n − τ (m, ℓm )n ) ≤
ϵ f (L)
4
)
= 1 − o(L−2). (165)
which imply (152).
Case (163): In this case we notice, using Lemma F.3 that with
probability 1 − o(L−2)
(xL(e)
k¯(ℓm )
(τ (m+1)n ) − xL(e)k¯(ℓm ) (τ
(m, ℓm )
n ))
+
ℓm−1∑
ℓ=1
(
x
L(e)
k¯(ℓ)
(τ (m+1)n ) − xL(e)k¯(ℓ) (τ
(m, ℓm )
n )
)+
>
µmin
JKC2
(
1 −
ℓm∑
ℓ=1
x
(e)
k¯(ℓ)
(t)
) (
τ
(m+1)
n − τ (m, ℓm )n
)
+ o(f (L)),
(166)
or equivalently
x
L(e)
k¯(ℓm )
(τ (m+1)n ) − xL(e)k¯(ℓm ) (τ
(m, ℓm )
n )
τ
(m+1)
n − τ (m, ℓm )n
(a)
>
µmin
JKC2
(
1 −
ℓm∑
ℓ=1
x
(e)
k¯(ℓ)
(t)
)
−
ℓm−1∑
ℓ=1
h(ℓ)(t)+ + o(f (L))
τ
(m+1)
n − τ (m, ℓm )n
(b)
>
µmin
JKC2
x
(д)
k¯(C
(д)
ρ )
2 −
ℓm−1∑
ℓ=1
µmax
(
αℓ + 2
ℓ−1∑
ℓ′=1
(1 + K)ℓ−ℓ′αℓ′
)
+ o(1) (c)>
µminαℓm
2 + o(1).
(167)
Inequality (a) comes from applying to (166), the equation (95) of
Lemma G.2 for indexes 1, . . . , ℓm − 1. In (b) we used Lemma G.1
and equation (96) for indexes 1, . . . , ℓm − 1. Finally, in (c) we used
(90).
We have thus shown through (167) that
x
L(e)
k¯(ℓm )
(τ (m+1)n ) − xL(e)k¯(ℓm ) (τ
(m, ℓm )
n )
τ
(m+1)
n − τ (m, ℓm )
>
µminαℓm
2 + o(1)
with probability 1 − o(L−2), which is equivalent to (152).
Proof of Property P.3.: Consider j = j(C(д)ρ ) given from Defi-
nition G.5.
For (P.3.) to be true, it suffices to prove that for any ϵ > 0,
P1 := P
©­­«
C (д)ρ∑
ℓ=1
k¯
(ℓ)
j
(
x
(e)
k¯(ℓ)
(τ (m,C
(д)
ρ )
n ) − x (e)k¯(ℓ) (τ
(m)
n )
)
−(λj − µ jyj (t))(τ (m,C
(д)
ρ )
n − τ (m)n ) > −
ϵ f (L)
2
)
= 1 − o(L−2),
(168)
and
P2 := P
(
x
(e)
k¯(C
(д)
ρ )
(τ (m+1)n ) − x (e)
k¯(C
(д)
ρ )
(τ (m,C
(д)
ρ )
n )
+
C (д)ρ −1∑
ℓ=1
(x (e)
k¯(ℓ)
(τ (m+1)n ) − x (e)k¯(ℓ) (τ
(m,C (д)ρ )
n ))+
− µmin
1 −∑C (д)ρi=1 x (e)k¯(i ) (t)
JKC2
(τ (m+1)n − τ
(m,C (д)ρ )
n ) > −
ϵ f (L)
2
)
= 1 − o(L−2).
(169)
To show why this is sufficient we first introduce the following
notations
f1[τa ,τb ] := µmin
1 −∑C (д)ρi=1 x (e)k¯(i ) (t)
JKC2
−
C (д)ρ −1∑
i=1
∇x (e)
k¯(i )
[τa ,τb ]+
f2[τa ,τb ] := min
j ∈J
©­­­«
λj − µ jyj (t) −∑C (д)ρ −1i=1 k¯(i)j ∇x (e)k¯(i ) [τa ,τb ]
k¯
(C (д)ρ )
j
ª®®®¬
(170)
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Then if (168) and (169) indeed hold, we can get that
P
(
x
(e)
k¯(C
(д)
ρ )
(τ (m+1)n ) − x (e)
k¯(C
(д)
ρ )
(τ (m)n ) >
min(f1[τ (m)n ,τ (m+1)n ], f2[τ (m)n ,τ (m+1)n ]) − ϵ f (L)
)
≥
P
(
x
(e)
k¯(C
(д)
ρ )
(τ (m,C
(д)
ρ )
n ) − x (e)
k¯(C
(д)
ρ )
(τ (m)n ) >
min(f1[τ (m)n ,τ
(m,C (д)ρ )
n ], f2[τ (m)n ,τ
(m,C (д)ρ )
n ]) −
ϵ f (L)
2
)
P
(
x
(e)
k¯(C
(д)
ρ )
(τ (m+1)n ) − x (e)
k¯(C
(д)
ρ )
(τ (m,C
(д)
ρ )
n ) >
min(f1[τ (m,C
(д)
ρ )
n ,τ
(m+1)
n ], f2[τ
(m,C (д)ρ )
n ,τ
(m+1)
n ]) −
ϵ f (L)
2
)
≥ P1P2 = 1 − o(L−2).
(171)
Proof of (168): We will now prove (168) by considering two
cases depending on length of τ
(m,C (д)ρ )
n − τ (m)n .
We consider
τ
(m,C (д)ρ )
n − τ (m)n ≤
ϵ f (L)
4(1 + K)C
(д)
ρ R
(172)
or
τ
(m,C (д)ρ )
n − τ (m)n >
ϵ f (L)
4(1 + K)C
(д)
ρ R
, (173)
where R :=
∑
j ∈J λj + Kµmax .
Case (172): We notice xL(e)
k¯(ℓ)
(τ ) will change by at most (1 +
K)ℓ−1/L at each arrival or departure according to Lemma D.1 and
thus
∑C (д)ρ
ℓ=1 k¯
(ℓ)
j x
L(e)
k¯(ℓ)
(τ ) will change by at most (1 + K)C
(д)
ρ /L − 1/L.
Using Lemma F.1, with probability 1 − o(L−2), the number of
arrivals and departures in interval [τ (m)n ,τ
(m,C (д)ρ )
n ] of length at most
ϵ f (L)
4(1+K )C
(д)
ρ R
is at most
©­«
∑
j ∈J
λj + Kµmax
ª®¬L ϵ f (L)4(1 + K)C (д)ρ R + o(Lf (L)) =
ϵLf (L)
4(1 + K)C
(д)
ρ
+ o(Lf (L)),
therefore
P
©­«
C (д)∑
ℓ=1
k¯
(ℓ)
j (x
(e)
k¯(ℓ)
(τ (m,C
(д)
ρ )
n ) − x (e)k¯(ℓ) (τ
(m)
n )) ≤
ϵ f (L)
4
ª®¬ = 1 − o(L−2).
(174)
Considering (172) holds, we will also have
P
(
(λj − µ jyj (t))(τ (m,C
(д)
ρ )
n − τ (m)n ) ≤
ϵ f (L)
4
)
= 1. (175)
It is now easy to verify that equations (174) and (175) imply (168).
Case (173): In this case we notice, using Lemma F.1 for the
process of jobs of type j in the system which is Poisson with rate
L(λj − µ jyj (t)), that with probability 1 − o(L−2)
0 ≤ qL
k¯(C
(д)
ρ ), j
(τ (m, ℓm )n ) = qL
k¯(C
(д)
ρ ), j
(τ (m)n )+
C (д)ρ∑
ℓ=1
k¯
(ℓ)
j L(x
L(e)
k¯(ℓ)
(τ (m, ℓm )n ) − xL(e)k¯(ℓ) (τ
(m)
n ))
− LyLj (τ
(m,C (д)ρ )
n ) − LyLj (τ (m)n )
≤ K +
C (д)ρ∑
ℓ=1
k¯
(ℓ)
j L
(
x
L(e)
k¯(ℓ)
(τ (m,C
(д)
ρ )
n ) − xL(e)k¯(ℓ) (τ
(m)
n )
)
− L(λj − µ jyj (t))(τ (m,C
(д)
ρ )
n − τ (m)n ) + o(Lf (L)),
(176)
from which it follows
C (д)ρ∑
ℓ=1
k¯
(ℓ)
j
(
x
L(e)
k¯(C
(д)
ρ )
(τ (m,C
(д)
ρ )
n ) − xL(e)
k¯(C
(д)
ρ )
(τ (m)n )
)
≥
(λj − µ jyj (t))(τ (m,C
(д)
ρ )
n − τ (m)n ) + o(f (L)),
(177)
which implies (168).
Proof of (169): We will now prove (169) by considering two
cases depending on length of τ (m+1)n − τ
(m,C (д)ρ )
n and reach a con-
tradiction for each of them.
We consider
τ
(m+1)
n − τ
(m,C (д)ρ )
n ≤
ϵ f (L)
4(1 + K)C
(д)
ρ −1R
(178)
or
τ
(m+1)
n − τ
(m,C (д)ρ )
n >
ϵ f (L)
4(1 + K)C
(д)
ρ −1R
(179)
where R :=
∑
j ∈J λj + Kµmax .
Case (178): We notice x (e)
k¯(ℓ)
(τ ) will change by at most (1 +
K)ℓ−1/L at each arrival or departure according to Lemma D.1 and
thus (x (e)
k¯(C
(д)
ρ )
(τ )+∑C (д)ρ −1
ℓ=1 x
(e)
k¯(ℓ)
(τ )+) will change by atmost (1+K )
C (д)ρ
KL .
Using Lemma F.1, with probability 1 − o(L−2), the number of
arrivals and departures in interval [τ (m,C
(д)
ρ )
n ,τ
(m+1)
n ] of length at
most ϵ f (L)
4(1+K )C
(д)
ρ −1R
, is at most
©­«
∑
j ∈J
λj + Kµmax
ª®¬L ϵ f (L)4(1 + K)C (д)ρ −1R + o(Lf (L)) =
ϵLf (L)
4(1 + K)C
(д)
ρ −1
+ o(Lf (L)),
therefore
P
©­­«
C (д)ρ∑
ℓ=1
k¯
(ℓ)
j
(
x
(e)
k¯(ℓ)
(τ (m+1)n ) − x (e)k¯(ℓ) (τ
(m,C (д)ρ )
n )
)
≤ ϵ f (L)4
ª®®¬ =
1 − o(L−2).
(180)
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Considering (178) holds, we will also have
P
©­­­«µmin
1 −∑C (д)ρi=1 x (e)k¯(i ) (t)
JKC2
(
τ
(m+1)
n − τ
(m,C (д)ρ )
n
)
≤ ϵ f (L)4
ª®®®¬ = 1.
(181)
It is now easy to verify that equations (180) and (181) imply (169).
Case (179): In this casewe notice that whenever a server without
effective configuration in set K¯ := {k¯(ℓ) : ℓ = 1, . . . ,C(д)ρ } empties,
it will be assigned to one of the configurations of K¯ . This statement
is equivalent to the following, considering the bound of Lemma F.3,(
x
L(e)
k¯(C
(д)
ρ )
(τ (m+1)n ) − xL(e)
k¯(C
(д)
ρ )
(τ (m,C
(д)
ρ )
n )
)
+
C (д)ρ −1∑
ℓ=1
(
x
L(e)
k¯(ℓ)
(τ (m+1)n ) − xL(e)k¯(ℓ) (τ
(m,C (д)ρ )
n )
)+
− µmin
JKC2
©­­«1 −
C (д)ρ∑
ℓ=1
x
(e)
k¯(ℓ)
(t)ª®®¬ (τ
(m+1)
n − τ
(m,C (д)ρ )
n ) > o(f (L)).
Since this holds based on Lemma F.3 with probability 1 − o(L−2), it
implies (169).
H DETAILS OF PROOF OF PROPOSITION 6.2
We notice that the last equation of the system (51) is the same as
the previous ones, if ∆ηi⋆ has a coefficient k¯
(i⋆)
σIρ := 1, ∆ηдj has a
coefficient k¯(дℓ )σIρ := 1 for ℓ = 1, . . . , Iρ and ∆θσIρ = 0. Thus, in what
follows we analyze the system in its most general form where
∆ηi⋆ +
Iρ∑
j=1
∆ηдj ≤ 0
is replaced with
k¯
(i⋆)
σIρ ∆ηi⋆ +
Iρ∑
ℓ=1
k¯
(дℓ )
σIρ ∆ηдℓ − ∆θσIρ ≤ 0.
As we showed in the main proof of Proposition 6.2, the values of β
and βj , j = 1, . . . , Iρ , γj , j = 1, . . . , J , which we want to prove they
are positive, are given by the following system of equations
Zдℓ =
∑Iρ
j=ℓ βj k¯
(дℓ )
σj
Zi⋆ = −β +
∑Iρ
j=1 βj k¯
(i⋆)
σj
Z = γj + βj j ∈ {σℓ : ℓ = 1, . . . , Iρ }
Z = γj j ∈ {σℓ : ℓ = Iρ + 1, . . . , J }.
(182)
It is straightforward from (182) that βIρ =
ZσIρ
k¯
(дIρ )
σIρ
> 0. We will
now show k¯(дℓ )σℓ βℓ > Zдℓ /2 > 0 for ℓ = 1, . . . , Iρ − 1, when Zi >
(2K+1)Zi+1, i = 1, . . .C(д)ρ −1 based on assumptions. For shorthand
purposes we also define C := 2K + 1. The proof is as follows
k¯
(дℓ )
σℓ βℓ = Zдℓ −
Iρ∑
j=ℓ+1
k¯
(дℓ )
σj βj
(a)≥ Zдℓ − K
Iρ∑
j=ℓ+1
Zдj
(b)
>
Zдℓ − K
Iρ∑
j=ℓ+1
ZдℓC
ℓ−j > Zдℓ
(
1 − K
C − 1
)
= Zдℓ /2.
(183)
In (a) we used (182), according towhich, considering βℓ′ > 0 for ℓ′ =
ℓ + 1, . . . , Iρ , we have k¯
(дj )
σj βj < Zдj or k¯
(дℓ )
σj βj <
k¯
(дℓ )
σj
k¯
(дj )
σj
Zдj ≤ KZдj
and in (b) we used that for ℓ < j, Zдj < Cℓ−jZдj+ℓ−j ≤ Cℓ−jZдℓ .
To prove β > 0, supposem is the lowest index for which k¯(i
⋆)
σm > 0.
Then we will have
β = −Zi⋆+
Iρ∑
j=1
βj k¯
(i⋆)
σj > −Zi⋆+βmk¯(i
⋆)
σm
(a)
> −Zi⋆+
k¯
(i⋆)
im
k¯
(дm )
σm
Zσm /2
(b)
> 0.
Inequality (a) uses just that k¯(дℓ )σℓ βℓ > Zσℓ /2 for ℓ = m, which
we have already proved. Inequality (b) follows considering that
дm < i
⋆ and that Zi⋆ < Zi⋆+1/C < k¯
(i⋆)
σm
k¯ (дm )σm
Zдm /2.
To show that дm < i⋆ we notice that k¯(i
⋆) and k¯(дm ) are two
different configurations whose job types belong to {σm , . . . ,σJ }
and k¯(дm ) is the configuration of maximum reward that has this
property, so its index as given from Definition 3.3 should be lower
then i⋆.
Lastly we need to show that γj > 0 for j = 1, . . . , J . If j ∈
{Iρ +1, . . . , J } thenγj = Z > 0. If j ∈ {1, . . . , Iρ } then by using that
for ℓ = 1, . . . ,C(д)ρ we have Z > Zℓ because of (48) and Zдℓ ≥ βℓ
because of (182), we get
γj = Z − βj > Zдj − βj ≥ 0. (184)
I PROOF OF LEMMA 6.4
Consider the function f (L) as in Definition 5.8. Recall that Zi >
ξZi+1 for i = 1, . . . ,C
(д)
ρ − 1 and ZC (д)ρ > 0. We choose ξ such that:
ξ >
µmax
µmin
©­«12K2 + 16CK2
2(µmaxK +∑Jj=1 λj )
δ
(
12K µmax
µmin
)C (д)ª®¬ ,
(185)
and Z is chosen such that Z > 4Z1. We first show the following
lemma.
Lemma I.1. For any m ∈ {1, . . . ,Mn }, with probability greater
than 1 − o(L−2),
C (д)ρ∑
i=1
Zi
(
x
L(e)
k¯(i )
(τ (m+1)n ) − xL(e)k¯(i ) (τ
(m)
n )
)
+
J∑
j=1
Z (τ (m+1)n − τ (m)n )(µ jyj (t) − λj )+ ≥
δ (ϵV )(τ (m+1)n − τ (m)n ) + o(f (L)).
(186)
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Proof. We will use P.1., P.2. and P.3. to refer to the properties
in Proposition 5.10 and whenever we apply such a property any
resulting relation holds with probability 1 − o(L−2).
For compactness we also define
W (m)(t) :=
C (д)ρ∑
i=1
Zi∇xL(e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
J∑
j=1
Z (µ jyj (t) − λj )+.
Our objective is thus to find δ (ϵV ) such that
W (m)(t) ≥ δ (ϵV ) + o(f (L))
τ
(m+1)
n − τ (m)n
, (187)
with probability 1 − o(L−2).
We will analyze two separate cases depending on whether ℓm <
C
(д)
ρ or ℓm = C
(д)
ρ .
Case ℓm < C
(д)
ρ : Considering Lemma F.2 and Property P.2., we
first can get the following bound
C (д)ρ∑
i=ℓm
Zi
(
x
L(e)
k¯(i )
(τ (m+1)n ) − xL(e)k¯(i ) (τ
(m)
n )
)
>
©­­«Zℓmαℓm −
C (д)ρ∑
i=ℓm+1
ZiBi
ª®®¬
(
τ
(m+1)
n − τ (m)n
)
+ o(f (L)) (a)>
Zℓmαℓm /2(τ (m+1)n − τ (m)n ) + o(f (L)),
(188)
where (a) follows from definitions of ξ , for which Zi > ξZi+1, and
αℓm given in (185) and (90) respectively. If we further show that
ℓm−1∑
i=1
Zi∇x (e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ]+
J∑
j=1
Z (µ jyj (t)−λj )+ ≥ o(f (L))
τ
(m+1)
n − τ (m)n
,
(189)
then it follows from (189) and (188) that
W (m)(t) ≥ Zℓmαℓm /2 +
o(f (L))
τ
(m+1)
n − τ (m)n
. (190)
One way to show (189) is to find constantsZ⋆i for i = 1, . . . , ℓm−
1 such that
ℓm−1∑
i=1
Zi∇xL(e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
J∑
j=1
Zµ j (yj (t) − ρ j )+ ≥
ℓm−1∑
i=1
Z⋆i (λji − µ jiyji (t)) +
o(f (L))
τ
(m+1)
n − τ (m)n
(191)
and
Z⋆i (λji − µ jiyji (t)) ≥ 0 i = 1, . . . , ℓm − 1. (192)
A choice of constants Z⋆i that satisfies (191) and (192) for i =
1, . . . , ℓm − 1 is
Z⋆i = Z
′
i − 1(λji − µ jiyji (t) < 0)Z2−i
where constants Z ′i are given by the following system of equations
ℓm−1∑
ℓ=i
k¯(ℓ)ji Z
′
ℓ = Zi i = 1, . . . , ℓm − 1. (193)
We will now justify why this choice of Z⋆i satisfies (191) and
(192). The requirement (191) can be inferred by adding the next two
relationships.
The first relationship is
ℓm−1∑
i=1
Z ′i (λji − µ jiyji (t))
(a)
=
ℓm−1∑
i=1
Z ′i
i∑
ℓ=1
k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τ (m)n ,τ (m+1)n ] +
o(f (L))
τ
(m+1)
n − τ (m)n
(b)
=
ℓm−1∑
i=1
Zi∇xL(e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
o(f (L))
τ
(m+1)
n − τ (m)n
,
(194)
where (a) is due to P.1. for i = 1, . . . , ℓm − 1 and (b) is due to (193).
The second relationship is
−
ℓm−1∑
i=1
Z2−i (λji − µ jiyji (t))1(µ jiyji (t) > λji ) =
J∑
j=1
Z (µ jyj (t) − λj )+
ℓm−1∑
i=1
2−i1(ji = j) ≤
J∑
j=1
Z (µ jyj (t) − λj )+.
(195)
Finally, we should prove that (192) also holds. If λji −µ jiyji (t) ≥ 0
it suffices that Z⋆i > 0 or Z
′
i > 0. For this, we will show recursively
that
2Zi > Z ′i > 0, i = 1, . . . , ℓm − 1, (196)
For i = ℓm − 1, using (193), we have
2Zℓm−1 > Zℓm−1
1
k¯(ℓm−1)jℓm−1
= Z ′ℓm−1 > 0, (197)
while for i < ℓm − 1,
2Zi > Zi
1
k¯(i)ji
−
ℓm−1∑
ℓ=i+1
k¯(ℓ)ji
k¯(i)ji
Z ′ℓ
(a)
= Z ′i >
1
k¯(i)ji
(
Zi −
ℓm−1∑
ℓ=i+1
KZ ′ℓ
)
>
1
k¯(i)ji
(
Zi −
ℓm−1∑
ℓ=i+1
K2Zℓ
)
(b)
>
1
k¯(i)ji
Zℓm−1 > 0,
(198)
where in (a) we used (193), and in (b) we used Zℓ > (2K+1)Zℓ+1 for
any ℓ < ℓm −1. Notice that this claim is consistent with assumption
Zℓ > ξZℓ+1, since ξ > 2K + 1.
If λji − µ jiyji (t) < 0, it suffices that Z⋆i < 0 or Z ′i < 2−iZ . We
can get this result from (196), which we proved earlier, as follows
Z ′i < 2Zi ≤ 2(2K + 1)−i+1Z1 < 2−iZ . (199)
where the last inequality is because 4Z1 < Z .
Case ℓm = C
(д)
ρ : For notation compactness, for j ∈ J such that
k¯
(C (д)ρ )
j > 0, we define:
fj (t) := 1
k¯
(C (д)ρ )
j
(
λj − µ jyj (t) −
C (д)ρ −1∑
i=1
k¯
(i)
j h
J¯[m],(i)(t)
)
,
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f ⋆(t) := µmin
JKC2
(
1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)
)
−
C (д)ρ −1∑
i=1
(
h J¯[m],(i)(t)
)+
,
j ′ := arg min
j ∈J:k¯ (C
(д)
ρ )
j >0
fj (t).
If C(д)ρ = C(д) the set {j ∈ J : k¯
(C (д)ρ )
j > 0} is empty in which case
we consider j ′ = ∅. We distinguish two sub-cases.
Subcase j ′ = ∅ or fj′(t) ≥ f ⋆(t): In this case it suffices to find
constants Z⋆i for i = 1, . . . , ℓm , such that
C (д)ρ∑
i=1
Zi∇x (e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
J∑
j=1
Zµ j (yj (t) − ρ j )+ ≥
C (д)ρ −1∑
i=1
Z⋆i (λji − µ jiyji (t)) + Z⋆C (д)ρ
µmin
JKC2
©­­«1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)ª®®¬
+
o(f (L))
τ
(m+1)
n − τ (m)n
,
(200)
and if we further define
W a
C (д)ρ
(z(t)) :=
C (д)ρ −1∑
i=1
Z⋆i (λji − µ jiyji (t))+
Z⋆
C (д)ρ
µmin
JKC2
(1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)).
(201)
then
Z⋆i (λji − µ jiyji (t)) ≥ 0 i = 1, . . . ,C(д)ρ − 1, (202)
Z⋆
C (д)ρ
µmin
JKC2
©­­«1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)ª®®¬ ≥ 0, (203)
and
W a
C (д)ρ
(z(t)) > 0 ⇔ z(t) < Γ⋆. (204)
A choice of Z⋆i that satisfies those requirements is
Z⋆
C (д)ρ
= Z
C (д)ρ
, (205)
and
Z⋆i = Z
′
i − 1(λji − µ jiyji (t) < 0)Z2−i (206)
where constants Z ′i are given by the following system of equations
1
(
h J¯[m],(i)(t) > 0
)
Z⋆
C (д)ρ
+
C (д)ρ −1∑
ℓ=i
k¯(ℓ)ji Z
′
ℓ = Zi i = 1, . . . ,C
(д)
ρ − 1.
(207)
We will now justify why this choice of Z⋆i satisfies (200) and
(202) and (203). To prove (200) we can add three relationships (208),
(209) and (210) that we prove below. The first relationship is
C (д)ρ −1∑
i=1
Z ′i (λji − µ jiyji (t))
(a)
=
C (д)ρ −1∑
i=1
Z ′i
i∑
ℓ=1
k¯
(ℓ)
ji
∇xL(e)
k¯(ℓ)
[τ (m)n ,τ (m+1)n ] +
o(f (L))
τ
(m+1)
n − τ (m)n
=
C (д)ρ −1∑
i=1
Zi∇xL(e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
o(f (L))
τ
(m+1)
n − τ (m)n
,
(208)
where (a) is due to P.1. for i = 1, . . . ,C(д)ρ − 1. The second relation-
ship is
Z⋆
C (д)ρ
µmin
JKC2
©­­«1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t)ª®®¬
(a)≤
Z⋆
C (д)ρ
∇xL(e)
k¯(C
(д)
ρ )
[τ (m)n ,τ (m+1)n ]
+ Z⋆
C (д)ρ
C (д)ρ −1∑
i=1
(
∇xL(e)
k¯(i )
[τ (m)n ,τ (m+1)n ]
)+
+
o(f (L))
τ
(m+1)
n − τ (m)n
(b)
=
Z⋆
C (д)ρ
∇xL(e)
k¯(C
(д)
ρ )
[τ (m)n ,τ (m+1)n ]
+ Z⋆
C (д)ρ
C (д)ρ −1∑
i=1
1(h J¯[m],(i)(t) > 0)∇xL(e)
k¯(i )
[τ (m)n ,τ (m+1)n ]
+
o(f (L))
τ
(m+1)
n − τ (m)n
,
(209)
where (a) is due to P.3. and assumption j ′ = ∅ or fj′(t) ≥ f (t), while
(b) is due to Lemma G.2. The third relationship is
C (д)ρ −1∑
i=1
Z2−i (µ jiyji (t) − λji )1(yji (t) > ρ ji ) =
J∑
j=1
Z (µ jyj (t) − λj )+
C (д)ρ −1∑
i=1
2−i1(ji = j) <
J∑
j=1
Zµ j (yj (t) − ρ j )+.
(210)
Then to prove (202) it suffices to show, just like in the case
ℓm < C
(д)
ρ , that for i = 1, . . . ,C
(д)
ρ − 1, Z⋆i > 0 if λji − µ jiyji (t) ≥ 0,
and Z⋆i < 0 otherwise, while for (203) to be true we need Z
⋆
C (д)ρ
> 0,
since (1 −∑C (д)ρi=1 x (e)k¯(i ) (t)) ≥ 0.
If we define Z ′
C (д)ρ
:= Z⋆
C (д)ρ
then it suffices to show recursively
2Zi > Z ′i > 0 i = 1, . . . ,C
(д)
ρ . (211)
The process is very similar to the case ℓm < C
(д)
ρ . We can now
prove (204) as follows.
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Considering
1 −
C (д)ρ∑
i=1
x
(e)
k¯(i )
(t) =
C (д)ρ∑
i=1
(
x
(д)
k¯(i )
− x (e)
k¯(i )
(t)
)
and for i = 1, . . . ,C(д)ρ − 1,
µ jiyji (t) − λji =
i∑
ℓ=1
k¯
(ℓ)
ji
(x (e)
k¯(ℓ)
(t) − x (д)
k¯(ℓ)
).
thenW a
C (д)ρ
(z(t)) = 0, if and only if x (д)
k¯(i )
= x
(e)
k¯(i )
(t) for i = 1, . . . ,C(д)ρ
or equivalently if and only if z(t) ∈ Γ⋆. If we define the vectors
x(t) := (x (e)
k¯(i )
(t))
i=1, ...,C (д)ρ
, x := (x (д)
k¯(i )
)
i=1, ...,C (д)ρ
, ∆x(t) := x(t) − x
and consider x the zero vector in space Γ[ϵρ ], then we can also
verifyW a
C (д)ρ
(z(t)) satisfies the subadditive and absolutely scalable
properties, i.e
W a
C (д)ρ
(∆x1(t)) +W a
C (д)ρ
(∆x2(t)) ≤W a
C (д)ρ
(∆x1(t) + ∆x2(t))
W a
C (д)ρ
(α∆x(t)) = |α |W a
C (д)ρ
(∆x(t)). (212)
ThusW a
C (д)ρ
(z(t)) has the properties of norm in space Γ[ϵρ ] and
since this space has finite dimensions all of its norms are equivalent
which means there is ca such that
W a
C (д)ρ
(z(t)) ≥ caV (z(t)) > caϵV (213)
Subcase fj′(t) < f (t): In this case it suffices to prove
C (д)ρ∑
i=1
Zi∇x (e)k¯(i ) [τ
(m)
n ,τ
(m+1)
n ] +
J∑
j=1
Zµ j (yj (t) − ρ j )+ ≥
C (д)ρ∑
i=1
Z⋆i (λji − µ jiyji (t)) +
o(f (L))
τ
(m+1)
n − τ (m)n
,
(214)
and
Z⋆i (λji − µ jiyji (t)) ≥ 0 i = 1, . . . ,C(д)ρ . (215)
A choice of values of Z⋆i that satisfies those requirements for
i = 1, . . . ,C(д)ρ − 1 is
Z⋆i = Z
′
i − 1(λji − µ jiyji (t) < 0)Z2−i (216)
and if we further define
W b
C (д)ρ
(z(t)) :=
C (д)ρ∑
i=1
Z⋆i (λji − µ jiyji (t)) = 0. (217)
then
Z⋆
C (д)ρ
= Z ′
C (д)ρ
− 1(λj′ − µ j′yj′(t) < 0)Z2−C
(д)
ρ . (218)
and
W b
C (д)ρ
(z(t)) > 0 ⇔ z(t) < Γ⋆. (219)
Constants Z ′i are given by the following system of equations
k¯(i)j′ Z
′
C (д)ρ
+
C (д)ρ −1∑
ℓ=i
k¯(ℓ)ji Z
′
ℓ = Zi i = 1, . . . ,C
(д)
ρ − 1,
k¯
(C (д)ρ )
j′ Z
′
C (д)ρ
= Z
C (д)ρ
.
(220)
We will now justify why this choice of Z⋆i satisfies (214) and
(215). To prove (214) we can add relationships (208) and (210) from
sub-case fj′(t) ≥ f (t) and (221) proven next.
Z ′
C (д)ρ
(λj′ − µ j′yj′(t))
(a)≤
Z ′
C (д)ρ
C (д)ρ −1∑
i=1
k¯
(i)
j′ ∇x
L(e)
k¯(i )
[τ (m)n ,τ (m+1)n ] +
o(f (L))
τ
(m+1)
n − τ (m)n
,
(221)
where (a) is due to P.3. and assumption fj′(t) < f (t).
By using systems of equations (216) and (218), we can show,
similarly to the case ℓm < C
(д)
ρ , that for i = 1, . . . ,C
(д)
ρ , Z⋆i > 0 if
λji − µ jiyji (t) ≥ 0 and Z⋆i < 0 otherwise, by proving recursively
2Zi > Z ′i > 0 i = 1, . . . ,C
(д)
ρ . (222)
Similarly withW a
C (д)ρ
(z(t)), we can show (219) asW b
C (д)ρ
(z(t)) sat-
isfies all the properties of a norm in space Γ[ϵρ ].
Also, since this space has finite dimensions all of its norms are
equivalent which means there is cb such that
W b
C (д)ρ
(z(t)) ≥ cbV (z(t)) > cbϵV . (223)
Determining δ (ϵV ): Expressions (190), (213) and (223) give a
lower bound onW (m)(t) in three different cases, thus for anym ∈
{1, . . . ,Mn } a value of δ (ϵV ) is the minimum of these expressions
i.e.
δ (ϵV ) := min
(
min
i=1, ...,C (д)ρ −1
Ziαi/2, caϵV , cbϵV
)
. (224)
This completes the proof. □
Summing (186) in Lemma I.1, over allm ∈ {1, . . . ,Mn }, we get
C (д)ρ∑
i=1
Zi
(
X
L(e)
k¯(i )
(τn+1) − XL(e)k¯(i ) (τn )
)
≥
δ (ϵV )(τn+1 − τn ) −
J∑
j=1
Z (τn+1 − τn )µ j (yj (t) − ρ j )+ + o(f (L)).
(225)
Since each of (186) holds with probability 1 − o(L−2) and (225) is a
finite sum of them, it will also be satisfied with probability 1−o(L−2).
To show that (225) implies (54), it remains to prove that
d
dt (yj (t) − ρ j )
+ ≤ −µ j (yj (t) − ρ j )+. (226)
If yj (t) < ρ j , then (yj (t) − ρ j )+ = 0, and obviously
d
dt (yj (t) − ρ j )
+ =
d
dt 0 = 0. (227)
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If yj (t) > ρ j , then (yj (t) − ρ j )+ = yj (t) − ρ j and hence
d
dt (yj (t) − ρ j )
+ =
d
dt yj (t)
≤ λj − yj (t)µ j = −µ j (yj (t) − ρ j ), (228)
where in the last inequality we used the fact that rate that type-j
jobs at fluid limit are admitted cannot be more than λj (not all
type-j jobs that arrive are admitted), and existing type-j jobs in the
system depart at rate µ jyj (t) in fluid limit.
J PROOF OF THEOREM 4.1
Using Theorem 6.1, we first show that, as L →∞, the sequence of
stationary random variables xL(e)(∞) converges in distribution to
x(д) (the unique global greedy assignment), i.e.,
xL(e)(∞) =⇒ x(д).
By Theorem 6.1, given an ϵ1 > 0, we can choose tϵ1 large enough
such that ∥x(e)(t)−x(д)∥ ≤ ϵ1, for t ≥ tϵ1 . Also by Theorem 5.4, we
can choose a subsequence of Ln of L such that xLn (e)k (t) → x
(e)
k (t)
(u.o.c). Now for an ϵ2 > 0, and Ln large enough, we can choose
an ϵ3 such that uniformly over all initial states zLn (0) we have
∥zLn (0) − z(0)∥ ≤ ϵ3 and
P
(
∥xLn (e)(tϵ1 ) − x(e)(tϵ1 )∥ < ϵ1
)
> 1 − ϵ2.
This is true because otherwise for a sequence of initial states zLn (0) →
z(0), P
(
∥xLn (e)(tϵ1 )−x(e)(tϵ1 )∥ < ϵ1
)
≤ 1−ϵ2, which is impossible
because, almost surely, xLn (e)(tϵ1 ) → x(e)(tϵ1 ). Hence,
P
(
∥xLn (e)(tϵ1 ) − x(д)∥ < 2ϵ1
)
>
P
(
∥xLn (e)(tϵ1 ) − x(e)(tϵ1 )∥ + ∥x(e)(tϵ1 ) − x(д)∥ < 2ϵ1
)
> P
(
∥xLn (e)(tϵ1 ) − x(e)(tϵ1 )∥ < ϵ1
)
> 1 − ϵ2
which implies xLn (e)k (∞) =⇒ x
(д)
k , since ϵ1, ϵ2 were chosen arbi-
trarily. Since this holds for every subsequence Ln of L, and all con-
verge to the same limit x(д), we can conclude xL(e)(∞) =⇒ x(д)
(e.g., see Theorem 2.6 of [9]).
Next, denote the normalized reward of the system at time t under
DRA as U L(t) = 1L FDRA(t), and the normalized reward at time t
under the optimal policy asU⋆L(t) = 1L F⋆(t). Then,
U L(∞) ≥
C (д)∑
i=1
J∑
j=1
x
L(e)
k¯(i )
(∞)k¯(i)j −
J∑
j=1
д(L) + K
L
uj , (229)
since there are at most д(L) +K empty slots for each job type in all
the servers with effective configuration. Further note that random
variables {U L(∞)}, and {xL(e)
k¯(i )
(∞)} are uniformly integrable, so
they also converge in expectation (e.g., see Theorem 3.5 of [9]),
hence taking the expectations from both sides and letting L →∞,
lim
L→∞E[U
L(∞)] ≥
C (д)∑
i=1
J∑
j=1
x
(д)
k¯(i )
k¯
(i)
j = U
(д)[ρ] (a)≥ U
⋆[ρ]
2 , (230)
where (a) is a direct consequence of Theorem 3.7 (and 12 can be
replaced with (1 − 1/e) if Theorem 3.9 is used). Also note that for
the optimal algorithm E[U⋆L(∞)] ≤ U⋆[ρ], since U⋆[ρ] is the
maximum possible normalized reward. Using this, and dividing
both sides of (230) by E[U⋆L(∞)], completes the proof.
