Abstract. The complete lists of vector hyperbolic equations on the sphere that have integrable third order vector isotropic and anisotropic symmetries are presented. Several new integrable hyperbolic vector models are found. By their integrability we mean the existence of vector Bäcklund transformations depending on a parameter. For all new equations such transformations are constructed.
Introduction
The symmetry approach to classification of integrable PDEs (see, for instance, [1] [2] [3] [4] ) is very efficient for evolution PDEs with one spatial variable. It is based on the existence of local higher infinitesimal symmetries and/or conservation laws. u t = u xxx + Φ(u, u x , u xx ), obtained in [5, 6] (see [7] for details and proofs).
In the general classification problem, all the functions Ψ, A, B in (1.1) -(1.3) are unknown.
They have to be found from compatibility conditions for (1.1), (1.2) and (1.1), (1.3) . Such complete classification of integrable equations (1.1) turned out to be an extremely difficult problem. It is still unsolved although some partial results were obtained in [8] [9] [10] .
However if we fix somehow functions A and B, then it is not difficult to verify whether or not the corresponding function Ψ exists. In particular, to find integrable hyperbolic equations of the sin-Gordon type, one can assume [11] that both symmetries (1.2) and (1.3) are integrable equations of the form (1.4).
Our goal is to apply this idea for finding interesting integrable vector hyperbolic equations of the form (1.5) u xy = h 0 u + h 1 u x + h 2 u y on the sphere. Here u is an N-dimensional (or even infinite-dimensional) vector and h i are some scalar-valued functions depending on two different scalar products (· , ·) and · , · between vectors u, u x and u y . The sphere is defined by the equation u 2 = 1. Here and in the sequel for any vector a we denote a 2 = (a, a).
For equations on the sphere the constraint u 2 = 1 implies relations (u, u x ) = (u, u y ) = 0 and (u, u xy ) = −(u x , u y ). From these identities it follows that equation (1.5) has the form (1.6) u xy = h 1 u x + h 2 u y − (u x , u y )u.
Equation (1.6) is called isotropic if the coefficients involve the scalar product (· , ·) only. In this case the h i are functions in three scalar variables (u x , u x ), (u x , u y ), (u y , u y ). It is clear that isotropic models are invariant with respect to the group SO(N).
If the coefficients essentially depend on the both scalar products then the equation is called anisotropic. In the anisotropic case the h i are functions of nine scalar variables:
All these scalar products will be considered as independent variables (cf. [12] ). As a result all models found in the paper are integrable for any dimension N.
Integrable isotropic and anisotropic vector evolution equations on the sphere have been studied in [12, 13] . This paper is based on results obtained there.
The symmetry approach to integrability of vector evolution equations
, whose coefficients g i depend on scalar products between vectors u, ..., u k , has been developed in [12] . By integrability of such equations we mean the existence of infinite series of vector symmetries
and/or infinite series of conservation laws
where ρ i , σ i are functions of the scalar products.
In particular, in [12] necessary integrability conditions for equations of the form
have been found. It is remarkable that these conditions look very similar to the integrability conditions (see [1, 14] ) for scalar equations (1.4). Using these integrability conditions we obtained a complete list of isotropic equations of form (1.7) on the sphere that have infinite series of conservation laws. Moreover, some examples of integrable anisotropic equations were presented there. One of these examples is the following equation [15] :
Here a , b = (a, Rb), where R is an arbitrary constant symmetric matrix. One can assume that R = diag(r 1 , . . . , r N ). Equation (1.8) has a Lax pair whose spectral parameter lies on an algebraic curve of genus 1 + (N − 3)2 N −2 . If N = 3, then (1.8) is a symmetry for the famous Landau-Lifshitz equation.
All integrable anisotropic equations of the form (1.7) on the sphere have been found in [13] .
Equations without any constraints on the length of the vector u were investigated in [16] [17] [18] .
Complete list of both isotropic and anisotropic equations on the sphere that have infinitely many conservation laws is presented in Appendix 1. In Section 2 we find all hyperbolic equations (1.5) that have symmetries equivalent to evolution equations from Appendix 1. In Section 3
we show that these hyperbolic equations are vector generalizations of known scalar integrable equation [10, 19] (1.9) u xy = sn(u) u 2 x + 1 u 2 y + 1 and investigate their degenerations.
To justify the integrability of equations from Section 2 we present in Section 4 auto-Bäcklund transformations with the spectral parameter for them. It would be interesting to find Lax representations and to develop a Hamiltonian formalism for these equations. tian Shansky for useful discussions. The research was partially supported by the RFBR grant 11-01-00341-a.
Classification statement
Two equations (1.5) on the sphere u 2 = 1 are said to be equivalent if they are related by a composition of the following point transformations:
1. The scaling transformations of the form:
2. The interchanging y ↔ x;
3. The transformations of the second scalar product
where α and β are arbitrary constants. In general the constants in the equivalence transformations assumed to be complex.
Using the equivalence transformation, we can bring any integrable x-symmetry of the form 
that have infinitely many conservation laws, then it is equivalent to one of the following equations:
Proof. Let us denote the right hand sides of (1.6) and (2.2) by H and K. It follows from the constraint u 2 = 1 and its consequences (u, u t ) = 0, (u, u xy ) = −(u x , u y ) that
The compatibility condition for equations u xy = H and u t = K has the form
where d/dx, d/dy and d/dt are the total derivatives. All mixed derivatives u xy , u xxy , u xyy , . . .
have to be eliminated from (2.8) in virtue of (1.6) whereas to eliminate the derivatives u t , u xt , u yt , . . . we should use (2.2). The remaining vector variables u, u x , u xx , . . . , u, u y , u yy , . . . and their scalar products
have to be regarded as independent variables.
Similarly, the compatibility condition for equations u xy = H and u τ = S has the form
If the right hand side K of the x-symmetry is fixed we may split (2.8) with respect to all vector and scalar independent variables containing third and second derivatives to get an overdetermined system of PDEs for h 1 and h 2 . We are going to take one by one all equations from Appendix 1 for x-symmetries (2.2).
Let us take for K the right hand side of the equation
labeled (A.1) in Appendix 1. It is easy to verify that the coefficient at the highest vector derivative u xxx in (2.8) has the form (2.12)
where O(1) is a first order expression. Equating to zero the terms with variablesũ xy [2, 1] ,ũ x [1, 2] ,
, u xy [2, 1] and u x [1, 2] , we obtain the following equations:
The general solution of these equations has the following form:
Taking into account this result, we can write the coefficient at the second vector derivative u xx in (2.8) in the following form (2.14)
u xy [2, 1] ∂h 1 ∂u xy [1, 1] +ũ xy [2, 1] ∂h 1 ∂ũ xy [1, 1] + 2ũ
where R is a linear function in variables u xy [2, 1] 
(the explicit form of R is rather cumbersome). The first term in (2.14) implies h 3 = 0. Taking into account (2.13), we get h 2 = 0.
It can be easily checked that if we substitute h 3 = 0 and a = 0 into (2.14) then we get the contradiction u xy [1, 1] = 0 and therefore a = 0.
Equating the coefficients at the second order variables in (2.14) to zero, we get
From these equations it follows that
Substituting this expression for h 1 into (2.12), we find out that (2.12) is identically true. It turns out that equation (2.14) takes the following form:
Since the function f does not depend onũ xy [1, 1] , u xy [1, 1] ,
, we equate the coefficients at these variables to zero and find that f = a
, where b is an arbitrary constant.
So, we get the equation
For this equation the compatibility condition (2.8) is identically satisfied. If c = 0 we may normalize c to 1 by the scaling x → x c −1/2 .
Note that the limit of equation (2.11) as a → ∞ is equation (A.3) . Setting c = 0 in (2.15), we obtain equation
which has x-symmetry (A.3).
To complete the investigation of equation (2.15) we have to compute its y-symmetry. Analyzing the list of Appendix 1, we observe that any integrable y-symmetry can be written in the following form (2.17)
where It is easy to verify that this anzats is invariant with respect to the equivalence transformations.
In the case of equation (2.15) the functions p i can be found from the compatibility condition for (2.15) and (2.17). If b = 0 we get the following y-symmetry: Consider the x-symmetry = −2f ∂f ∂ũ y [1, 1] ,
This system is compatible and therefore its general solution f contains one arbitrary function of one variable.
The hyperbolic equation 
where ξ = u, u u x , u x − u, u x 2 . This x-symmetry is nothing but equation (A.18) with c = 0. The general solution of system (2.25) contains an arbitrary function of one variable.
An additional equation
for the function f in (2.22) can be extracted from the existence of the third order y-symmetry. reduces the y-symmetry to (2.26).
Remark 2. Any anisotropic equation admits the reduction · , · → γ( · , ·) (the isotropic limit). Under this reduction we have u, u → γ, u, u x → 0, u x , u x → γu 2 x and so on. For example, the isotropic limit of equation (2.5) has the form
Performing the scaling x → xγ −1/2 , y → yγ 1/2 and replacement x ↔ y we obtain equation (2.4). The analogous computations show that equations (2.6) and (2.7) are also reduced to (2.4) .
Reductions of integrable hyperbolic equations
3.1. One-component reductions. All equations (2.4)-(2.7) are vector generalizations of different special cases for known scalar integrable equation [10, 19] (3.1)
where λ i are constants. The generic solution of this ODE is the elliptic Jacobi sine.
Indeed, consider the case N = 2. Let the scalar products be u 2 = u We can reduce f to zero introducing a new variable v as a solution of the following equation
Let w = ψ(v) be the inverse function. Using the relations v x = ϕ(w) w x , v y = ϕ(w) w y , v xy = ϕ(w) w xy + ϕ ′ (w) w x w y , we get
, where k i are some constants. To prove that the function P (v) = R(ψ(v)) satisfies equation 
For example, the one-component reduction of equation (2.5) is described by
Here the parameters α and c 1 are related to the metric coefficients by
and β is defined by the relation β AB = c c 1 , where c is the parameter in (2.5). It is easy to verify that the function P (v) = cos(2 w) + α satisfies the equation
if c = 0 in (2.5) we obtain the generic equation of the form (3.1). The case c = 0 corresponds to (3.1) with a = 0.
The scalar reduction for (2.4) with c = 1 is the equation w xy = 1 − w 2 y 1 + w 2 x , which is equivalent to (3.1) with P = 1. The reduction of equation (2.4) with c = 0 is given by w xy = w x 1 − w 2 y . The reduction for equation (2.6) has the form
where α and c 1 are given in (3.3) and P satisfies the equation
Equation (2.7) with b = 0 is reduced to
where
The parameters in (3.4) are defined by (3.3) and by the relation b = c 1 (β − α). If b = 0, then the reduction is given by
Thus, for generic values of parameters equations (2.5), (2.6) and (2.7) are reduced to equation 
It is easy to verify that
, where v is an arbitrary vector such that v 2 = 2, we obtain the following ordinary differential equation (2.20) . The y-integral of equation (2.21) has the form For particular values of the parameters equations (2.4) -(2.7) are equivalent to special cases of (2.22) or to (2.24) and therefore have vectorial integrals. Equation (2.4) with c = 0 has the vectorial x-integral (3.5) with f = 1 − u 2 y . Equation (2.6) with c = 0 is related to equation (2.22 ) by x ↔ y and therefore equation (2.6) with c = 0 has the y-integral u x − f u, where
and ξ is defined in (2.6). Equation (2.5) with c = 0 has the form (2.24) up to x ↔ y and so this equation has the y-integral given by (3.6) with x ↔ y. Equation (2.7) with a = 0 is related to (2.24) by x ↔ y and by the transformation , → , + b ( , ). Therefore the form of the y-integral is slightly differ from (3.6):
There exists another degeneration process for equations (2.4) - ( For equations (2.5) -(2.7) the third order symmetry degenerates to a first order symmetry of the form u t = J u x , where J is the corresponding y-integral.
Auto-Bäcklund transformations
Consider two copies To justify the integrability of equations (2.4) -(2.7) we present auto-Bäcklund transformations with the spectral parameter for them. Equation (2.4) has the following BT: u t = u xxx + 3 u, u x u, u xx ξ − u x , u xx u, u ξ + u, u x u, u u xx + u
