Abstract-Big Data does not only refer to a huge amount of diverse and heterogeneous data. It also points to the management of procedures, technologies, and competencies associated with the analysis of such data, with the aim of supporting high-quality decision making. There are, however, several obstacles to the effective management of a Big Data computation, such as data velocity, variety, and veracity, and technological complexity, which represent the main barriers towards the full adoption of the Big Data paradigm. The goal of this work is to define a new software Development Life Cycle for the design and implementation of a Big Data computation. Our proposal integrates two model-driven methods: a first method based on pre-configured services that reduces the cost of deployment and a second method based on custom component development that provides an incremental process of refinement and customization. The proposal is experimentally evaluated by clustering a data set of the distribution of the population in the United States based on contextual criteria.
I. INTRODUCTION
The high complexity and side costs of designing and developing a Big Data Computation (BDC) can discourage the acquisition and utilization of Big Data technologies, especially for those organizations that cannot invest much into the development of vertical professional competences. It has been argued that the efficient management of analytics on large data is strongly contextual [1] , for example, the effectiveness of an algorithm depends on data distribution and on the parallelization model adopted for data processing. When configuring a distributed infrastructure, the prediction of the Technical Debt, that is, the impact of a local configuration on future maintenance costs, is another significant aspect [2] . Moreover, data processing is subject to legal and regulatory compliance requirements that must be analyzed with care before starting a computation [3] .
To address these challenges a variety of approaches have been proposed. First, expressive languages, enabling users to describe the problem in simple terms whilst decomposing such high-level description in concurrent sub-tasks, have been proposed [4] . More recently, it has been argued that efficient management of machine learning requires tools for modeling and executing pipelines [5] . This notion has also been proposed in the wider context of Big Data technologies [6] . Other contributions have focused on data quality and management. Efficient techniques for processing heterogeneous data sets from heterogeneous domains, in fact, require efficient methods to store, filter, transform, and retrieve trusted high-quality data. Incorporating the context and the intent of data chunks in metadata has been proposed as a solution to develop robust distributed data management procedures [7] . The above approaches only provide a partial solution to the target problem, which is strongly contextual. They are in fact unable to identify all elements that are interdependent or interfere.
As a matter of fact, the design and development of a BDC requires a trial-and-error approach, which often implies addressing a time-consuming and resource-intensive process, with the last technological release driving application development. In other words, complexity is intrinsic to the development of a BDC. We aim to limit such complexity by proposing a new Development Life Cycle (DLC) (Section II). It supports fast comparison of alternative solutions and incremental refinement and optimization of such solutions. The proposed approach, following a model-driven development paradigm, starts with the specification of a declarative model expressing the computational independent requirements guiding the BDC (Section III). This model triggers a design and bootstrap phase (Section VI), where a technology-independent procedural model, describing the composition of services that will actualize the BDC, is first produced. The procedural model composes a set of component services taken from a catalog, each of them presenting a suitable implementation for a specific deployment platform. It is then automatically instantiated on a deployment model and executed on the target platform. Upon retrieving the results of deployment model execution, the DLC starts a test and validation procedure that verifies the achievement of the target requirements. According to this verification, the DLC can either re-run the design and bootstrap phase or enter a training and refinement phase (Section V). In the latter phase, one or more services are adapted to fit the considered context through a dedicated coding task based on predefined computational patterns. We note that the developed components can be included in the catalog to enrich the design and bootstrap phase, and incrementally reduce the need for ad hoc coding and refinement. The proposed approach is finally tested in a complete use case (Section VI).
II. BIG DATA DEVELOPMENT LIFE CYCLE
We present a new development life cycle for fast and incremental roll-out of Big Data computations, limiting their complexity. Our approach defines an iterative process that supports the design, test, and refinement of the services realizing the BDC, is with the aim of providing a computation that addresses users' expectations.
Our proposal organizes the DLC into three phases (dashed rectangles in Figure 1 ) and two decision points (rounded rectangles in Figure 1 ) as discussed in the following.
• Declarative Model Specification. The user selects the declarative requirements driving the BDC using a computational-independent language (Section III). Declarative requirements are used to i) select compatible services used to build the BDC at design and bootstrap phase and ii) support the BDC refinement at tuning and refinement phase.
• BDC Design and Bootstrap. The user relies on a service-based deployment model to identify service compositions that are consistent with requirements (Section IV). A technology-independent catalog of services, mapped on predefined implementations over multiple target platforms, supports fast BDC deployment with the aim of testing and validating alternative compositions. The result of the execution of a service composition is therefore evaluated at Test and Validation decision point. Three possible alternatives can be followed after evaluation: i) the service composition must be redesigned by substituting one or more services (edge e 1 in Figure 1) , ii) the service must be refined using a code-based approach (edge e 2 in Figure 1 ), or iii) the desired quality is achieved and the service composition can be deployed in production (edge e 5 in Figure 1 ).
• BDC Tuning and Refinement. The user refines a (subset of) service by developing her own algorithms, either starting from an existing sequential -platform independent -code or completely from scratch (Section V). In a nutshell, we propose a "code-based approach" that uses specific primitives realizing predefined computational patterns and code skeletons to support users in the development of ad hoc Big Data algorithms. A code-compiler automatically transforms the produced code into a distributed, platform-specific, and optimized version of the original BDC. The result of the execution of the ad hoc computation is then evaluated at Ad Hoc Service Transformation decision point. Three possible alternatives can be followed after evaluation: i) the service composition must be redesigned (edge e 3 in Figure 1) , ii) additional tuning or refinement is required (edge e 4 in Figure 1 ), or iii) the desired quality is achieved and the code-based, multi-platform implementation can be exposed as a service and included in the catalog (edge e 6 in Figure 1 ).
In the following, we analyze the proposed development life cycle step-by-step using a reference scenario that aims to group the ZIP codes of the United States by their importance. This importance can be identified by considering a variety of criteria ranging from the population size to the geographic position, the available services, the connections, and so on. Creating a Big Data computation automatically discovering these classes is not trivial since it requires multiple refinement steps.
III. DECLARATIVE MODEL SPECIFICATION
Declarative models are computational-independent representations of Big Data computations built on a taxonomy of requirements. In this paper, we adopt the model proposed in [6] that organizes requirements in five areas. Data preparation specifies all activities aimed to prepare data for analytics. For instance, it describes how to perform dimensionality reduction, or defines how to guarantee data owner privacy using anonymization. Data representation specifies how data are represented and expresses representation choices for each analysis process. For instance, it defines the data model (e.g., document-oriented, graph-based, relational column-oriented, extended relational, key value) and partitioning (e.g., clustering, sharding, memory caches). Data analytics specifies the analytics to be computed. For instance, it defines the expected outcome (e.g., descriptive, prescriptive, predictive, diagnostic) and the learning approach (e.g., supervised, unsupervised, semi-supervised). Data processing specifies how data are routed and parallelized. For instance, it defines the processing type (e.g., real-time, near real-time, batch) and the expected latency (e.g. low, medium, high). Data visualisation and reporting specify an abstract representation of how the results of analytics are organized for display and reporting. For instance, it defines data display type (e.g., composition, order, relationship, comparison). { "@id" : " h t t p : / / www. t o r e a d o r−p r o j e c t . eu /TDM/ p r o j e c t−s p e c / 3 6 " , " @context " : { " s " : " h t t p : / / schema . org / " , " tdm " : " h t t p : / / www. t o r e a d o r−p r o j e c t . eu /TDM/ " } , " tdm : t a r g e t D a t a S o u r c e s " : [ " zip . csv " ] , " tdm : r e p r e s e n t a t i o n " : { "@id" : " h t t p : / / www. t o r e a d o r−p r o j e c t . eu /TDM/ p r o j e c t−spec / a r e a R e p r e s e n t a t i o n " , " @type " : " tdm : Area " , " tdm : l a b e l " : " Data R e p r e s e n t a t i o n " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " Data Source Model Type " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " Data Type " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " t e x t / csv " }] }] } , { " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " Data S t o r a g e Model Type " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " Data Model " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : F e a t u r e " , " tdm : l a b e l " : " document o r i e n t e d "
tdm : p r e p a r a t i o n " : { "@id" : " h t t p : / / www. t o r e a d o r−p r o j e c t . eu /TDM/ p r o j e c t−spec / a r e a P r e p a r a t i o n " , " @type " : " tdm : Area " , " tdm : l a b e l " : " Data P r e p a r a t i o n " , " tdm : i n c o r p o r a t e s " : [{ " @type " : " tdm : Goal " , " tdm : l a b e l " : " Knowledge Base A Declarative Specification defines the requirements driving the BDC and is serialized in JSON-LD [9] , as illustrated in Figure 2 . The abstract services included in the Service Catalog are also annotated with the same taxonomy of requirements. The services in the catalog can then be filtered on the basis of specified requirements to identify those compatible services that can be composed in the workflow implementing a BDC.
Example III.1. According to Figure 1 , the user first specifies the declarative model using a web application available at http:// alphaplus.dti.unimi.it/ mytoreador [6] . Fol Declarative model is the starting point for the next phases of our life cycle: BDC Design and Bootstrap, BDC Tuning and Refinement.
IV. BDC DESIGN AND BOOTSTRAP
This phase is supported by a Model-based Big Data Analytics-as-a-Service (MBDAaaS) approach, introduced in [6] , that decouples high-level specifications in the declarative model from low-level details of the Big Data architecture. It is triggered by the definition of the declarative model and is composed of four additional steps as presented in Figure 3 . The choice of using OWL-S to represent services and their composition (procedural model), as well as the mapping between services and requirements, permits to retrieve compatible services based on advanced interface conditions [11] . It is possible to retrieve services according to parameters, return types, and data types using abstract classes such as for instance:
• retrieve all services that return an anonymized data set;
• retrieve all services that take as input a graph;
• retrieve all services that require a number of clusters as input.
Moreover, our semantic representation of services permits to implement verification procedures on interface compatibility [12] . Interconnected services, in fact, must present compatible parameters, whose mismatch must be reported to achieve a successful integration. For example, let us consider a sequence of an anonymization service for data preparation and a batch analytics service for data analytics. The anonymization service must return a data set that is then given as input to the batch analytics service. The latter also receives as input additional parameters configuring the analytics (e.g., number of iterations). A verification procedure has to prompt that such parameters must be provided to proceed with the execution. Another important advantage of our semantic-aware representation is the support for documentation and storage of the adopted service compositions. A service composition annotated using declarative specifications can be stored, retrieved, and reused; we believe this can significantly improve transparency and awareness in designing BDA. Summarizing the BDC design and bootstrap phase permits to set up the big data analytics without implementing procedures or functions, by abstracting the requirements, the objectives, and the services from the specific technology. Component services are then provided by the target platform and Big Data computations are built on them.
Example IV.1. Based on the declarative model in Figure 2 , a set of services compatible with declarative specifications are first retrieved from the catalog. These services (or a subset thereof) are composed by the user to form a procedural model that addresses all interface conditions [6] . According to the scenario in Section II and the declarative model in Figure 2 , the service composition in Figure 4 is produced. For example, clustering algorithm k-means is selected for data analytics and preceded by an elbow method that computes the optimum cluster cardinality for the kmeans algorithm. Finally, the automatic process in [13] transforms the procedural model in Figure 2 into an executable deployment model, for instance, based on Oozie language.
Although the undisputed advantages of the approach in this section, many scenarios might require to refine specified service compositions due to i) lack of services, ii) strong requirements on performance and costs. In the next section, we describe an approach to refinement based on patternbased coding.
V. BDC TUNING AND REFINEMENT
This phase supports expert users in tuning and refining the service composition returned by BDC design and bootstrap phase at different levels, with the aim of providing highquality Big Data computations. Users can substitute specific services that do not completely match their requirements or provide missing services, by developing and coding ad-hoc Big Data algorithms. A user can start the tuning and refinement phase by either browsing through existing algorithms in the catalog or by proposing a new algorithm from scratch. In both cases, she can iteratively modify the source code by manipulating the primitives or the algorithms themselves. Once satisfied with the algorithm, the user can further tune the computation by modifying the architectural characteristics of the target platform, to better adapt it to her algorithm. A final step supports the user in the selection of the best hardware resources (e.g., RAM, CPU, Storage) and in the modification of the Microfunctions used within the Primitives.
This phase has been designed to be technology independent. The development process is guided by a set of models that support the programmer in defining a parallel algorithm. Our method provides Parallel Computational Patterns and Skeleton-based approaches using a languageneutral paradigm for supporting different platforms or, if necessary, multi-platform environments. Figure 5 presents the main components of our approach, first introduced in [14] , contributing to the realization of this phase. The knowledge base represented by the procedural To deploy her computation on a target environment, the programmer refines/develops from scratch her code starting from a set of Parallel Primitives, which represent different distribution paradigms. Such primitives are applied to the Microfunctions provided by the programmer, in order to parallelize its execution. The first column of Figure 6 reports a list of the proposed Primitives. Each Primitive describes a data/task distribution paradigm, which can be bound to a Parallel Computational Pattern. For instance, the data parallel region primitive is not bound to a single Pattern, but the user can select it right before starting the Skeleton filling phase. Instead, the bag of tasks primitive is directly connected to a single Pattern, and the execution Skeletons are filled accordingly.
The Skeletons represent code-templates that can be filled and manipulated by the Compiler, according to the Pattern implicitly derived from the Primitive selected by the user, or explicitly chosen by the user herself. In particular, the Compiler is composed of:
• A Parser to produce the algorithm's Abstract Syntax Tree (AST).
• A Skeleton Filler to alter the AST according to the primitives and the derived parallelization paradigms.
• An Unparser to produce the output Skeleton. The Skeleton Filler, on the other hand, deals with the automatic transformation of the Syntax Tree, according to the triggered rules. The Filler transforms the original Syntax Tree, by moving/rearranging or creating nodes, which are then appended to a new tree. At the end, the produced AST is ready to be unparsed to obtain the desired Skeletons. The Skeletons produced by the Filler are grouped into three categories:
• Main Scripts represent the entry point of the execution process managed by the Skeleton. They contain the sequential code that cannot be distributed and calls to the Secondary Scripts. Libraries and function/procedure definitions needed to execute the sequential code and to call the Secondary scripts are imported at the beginning of the Main Scripts.
• Secondary Scripts contain the code that will be executed in parallel on different computational nodes. Needed libraries and function declarations are reported at the beginning. The number of produced scripts depends on the selected Pattern.
• Deployment Templates contain information on the characteristics of the computational nodes the filled Skeletons will be executed on, either derived from the declarative model or directly completed by the user. Using the Deployment Templates, the Main and Secondary scripts can be automatically deployed and executed on the target platform, chosen according to the information contained in the Declarative Model or specified by the user during the tuning step. Several target platforms have been considered as our landing technology, as also reported in the third column of Figure 6 . 
Listing 1. Application of Parallel Primitives c e n t r o i d s = k m e a n s i n i t ( new points , k ) c e n t r o i d s l i s t = [] f o r k , v in c e n t r o i d s . i t e m s ( ) : c e n t r o i d s l i s t . append ( v [ 1 ] ) i t e r a t i o n = 0 w h i l e i t e r a t i o n == 0 or p r e v i o u s C e n t r o i d s != c e n t r o i d s l i s t or i t e r a t i o n == 100: p r e v i o u s C e n t r o i d s = c e n t r o i d s l i s t sums = d a t a p a r a l l e l r e g i o n w i t h r e d u c t i o n ( new points , custom kmeans assign , kmeans aggregate , c e n t r o i d s l i s t ) k e y s = sums . k e y s ( ) c e n t r o i d s l i s t = d a t a p a r a l l e l r e g i o n ( keys , kmeans c e n t r o i d , sums ) i t e r a t i o n += 1
The above skeleton can be further refined by defining custom functions. For example, Listing 2 contains a custom k-means algorithm where the distance is weighted by the longitude in the data set described in Section II. 
VI. A COMPLETE WALKTHROUGH
We present a complete walkthrough of our methodology using the scenario discussed in Section II, aiming to cluster ZIP codes in the United States on the basis of their importance. We recall that importance can be defined by considering a variety of criteria such as the population size weighted on the geographical position of each ZIP code. The experiment was carried out using both the Analytics-as-aService approach (Section IV) and the code-based approach (Section V).
Following our methodology in Figure 1 , the BDC design and bootstrap phase was first executed. We used the declarative model in Example 2 and the corresponding service composition presented in Figure 4 . The service composition in Figure 4 , compiled in an Oozie workflow, was executed on our Big Data platform as follows. The data set containing information on US ZIP codes [8] was ingested in our system and stored in an HDFS platform (Step 1 in Figure 4) . Then, the data set was filtered out to only maintain ZIP codes with a population of at least 100 people (Step 2 in Figure 4 ). The filtered data set was then used to carry out the analytics process in two steps. In the first step, the elbow method was used to determine the optimal number of clusters for segmenting the data set (Step 3 in Figure 4) ; in our experiments, we initialized attribute threshold t e =8% in the procedural model as the exit condition of the elbow method. Table I .A presents the result of the elbow method showing that the optimal k for our data set is k=22. The optimum k, together with the filtered data set, were then given as input to the k-means algorithm that calculated the final clusters of ZIP codes using a Euclidean distance based on the population (Step 4 in Figure 4 ). Finally, the results were stored in an HDFS storage (Step 5 in Figure 4 ). Upon completing the BDC design and exploration phase, a test and validation of the retrieved results were carried out. At this point, the user assesses the quality of the Big Data computation executed using standard services and decides either to execute an additional run (e.g., changing the threshold t e ), saving the results when satisfactory, or to refine a specified algorithm with ad hoc code to increase quality.
After analyzing the retrieved clusters, we observed that the process returned biased results, where the importance of a ZIP code merely depended on the population size. But population size has a clear dependency on the geographical position of the ZIP codes as east and west coasts have greater population density than inland America. We therefore decided to follow the BDC tuning and refinement phase to customize the k−means algorithm with a non-Euclidean distance, which also took into account the geographical position. The value of the population was multiplied by the following amount:
which divides the value of the population by a smaller amount if the ZIP code belongs to central longitudes of the United States, by a greater value if it belongs to longitudes approaching the east or west coasts. To this aim, we implemented the custom distance algorithm in Listing 2, which refines the k-means algorithm in Figure 4 .
We finally run our analytics by first executing the elbow method with threshold t e =8%. Table I .B presents the results showing that the optimal k for our dataset now changed to k=24. The k-means algorithm with k=24 was then executed retrieving the clusters of ZIP codes. The distribution of points by cluster obtained by the customized version of k- Figure 7 . Zip distribution over the clusters with custom distance function means is shown in Figure 7 .
Upon completing the BDC tuning and refinement phase, an ad hoc service transformation was carried out to include the custom k-means algorithm as a new service in the Service Catalog.
VII. RELATED WORK
The model-based principle, originally bound to software engineering methodologies operating at design time [15] , has recently been applied in several works related to Big Data technologies at deployment and execution time. Among them, workflow orchestration frameworks are placed on top of distributed data processing applications [16] , modeldriven approaches are adopted to configure run time observability frameworks [17] , to configure machine learning [5] , or to design visual analytics [18] . An example of the application of these principles to Big Data technologies is proposed in [19] , [6] , [20] .
Recent contributions has developed on top of platformspecific configuration libraries. KeystoneML [1] introduced an approach for large-scale pipeline optimization extending Spark ML libraries [21] . The authors focus on capturing end-to-end pipeline application characteristics that are used to automatically optimize execution at both the operator and pipeline application levels. A high-level data-flow abstraction for modeling complex pipelines is also proposed in [22] . The data flows proposed in this work are direct acyclic graphs that specify some aspects of a pipeline delegating data inspections and optimization to the execution stage. In [23] , the authors propose an adaptation of TensorFlow for supporting data analysis, transformation, and validation. The aim is boosting automation in the deployment of machine learning models.
Most of existing contributions relate to the DLC of Big Data analytics, but limited attention has been dedicated to the DLC itself. Some authors have simply discussed the current challenges [24] , [25] , [26] , others have focused on specific problems [27] , [28] , [29] . Larson and Chang [27] discuss the adoption of Agile methodologies to Business Intelligence and Big Data projects. Otero and Peter [28] discuss issues related to the validation of requirements in real time. To the best of our knowledge, the richest discussion on the implication of alternative software development life cycles to Big Data is proposed in [29] .
VIII. CONCLUSIONS
We proposed a new development life cycle for Big Data, conciliating exploration and refinement, fast deployment and controlled execution. Our methodology is implemented as an iterative sequence of two phases: i) BDC design and bootstrap based on the Model-based Big Data as-a-Service (MBDAaaS) paradigm [6] and ii) BDC tuning and refinement based on a model-driven, code-based approach [14] . These two phases are supported by a computational-independent definition of declarative specifications guiding the BDC. A technology-independent catalog of services, mapped on real services implemented over multiple target platforms, supports fast deployment to test and validate alternative solutions. A methodology for progressively refining patterns of parallel computations supports the optimization and finetuning of services.
