Under the Riemann Hypothesis, we connect the distribution of k-free numbers with the derivative of the Riemann zeta-function at nontrivial zeros of ζ(s). Moreover, with additional assumptions, we prove the existence of a limiting distribution of e − y 2k M k (e y ) and study the tail of the limiting distribution, where
Introduction and Results
Let µ k (n) be the characteristic function of k-free numbers, where k ≥ 2. Let M k (x) = n≤x µ k (n) be the number of k-free integers ≤ x, and M k (x) = M k (x) − x ζ(k) . Using elementary arguments, one can derive
Many authors have worked to improve the error term. The best unconditional result is due to Walfisz [28] , Under the Riemann Hypothesis, Montgomery and Vaughan [20] showed that
Later, several authors made contributions to the improvement of the error term under the Riemann Hypothesis, such as, Graham [8] , Baker and Pintz [2] , Jia [15] , [16] , Graham and Pintz [9] , and Baker and Powell [3] , etc. They improved Montgomery and Vaughan's result for various k. Their bounds have the shape M k (x) ≪ x E(k) , where E(k) ∼ 1 k as k → ∞. For k = 2, the best result under the Riemann Hypthosis is due to Jia [16] in which the exponent is 17 54 + ǫ. For a nice survey, see [22] or [25] . However, there is still a large gap to the conjectured result,
In this paper, we take a different approach to studying the distribution of k-free numbers by connecting it to the analytic properties of ζ(s). Define
where l ∈ R, ρ is a zero of ζ(s), and γ is the imaginary part of ρ. For the existence of the above sum, we implicitly assume the zeros of ζ(s) are simple. Gonek [6] and Hejhal [11] independently conjectured that
2 .
(1.1)
For l = 1, Gonek [6] proved that J −1 (T ) ≫ T subject to the Riemann Hypothesis and the simplicity of zeros. Moreover, he conjectured in [7] that
Hughes, Keating, and O'Connell [13] used a different heuristic method based on random matrix theory and made the conjecture
where C l is a constant depending on l.
Recently, Ng [21] connected the summatory function of the Möbius function, M (x) = n≤x µ(n),
with the behavior of J −1 (T ). He showed that, under the Riemann Hypothesis, J −1 (T ) ≪ T implies the so called weak Mertens conjecture, which asserts
He also proved that e −y/2 M (e y ) has a limiting distribution under the assumptions of the Riemann Hypothesis and J −1 (T ) ≪ T , and studied the tail of the distribution using Montgomery's probabilistic methods. On the other hand, under the Riemann Hypothesis, Titchmarsh [26] (Chapter XIV, page 376-380) showed that the weak Mertens conjecture implies the simplicity of zeros of ζ(s), the estimate 1 ζ ′ (ρ) = O(|ρ|), and the convergence of the series ρ 1 |ρζ ′ (ρ)| 2 . Motivated by Ng's work and Titchmarsh's argument, we connect the estimation of J −1 (T ) to the distribution of k-free numbers. In our work, we don't require as strong an assumption J −1 (T ) ≪ T as used in [21] . Under the Riemann Hypothesis, we show that
and
2 dx 2 dx x ≪ k log X.
Remark 1.
Here, we prove that, under the Riemann Hyptothesis, (1.3) implies (1.4). In the next theorem, we prove the other direction. And the sequence of the implied constants in (1.4) depends on the implied constants in (1.3).
Theorem 2. Under the Riemann Hypothesis, (1.4) implies (1.3).
Combining Theorem 1 and Theorem 2, we have the following corollary.
Corollary 2.1. Under the Riemann Hypothesis, (1.3) and (1.4) are equivalent.
By applying more precise calculations, we prove the following asymptotic formula. √ log x except on a set of finite logarithmic measure.
In the following, we study the existence of the limiting distribution of e 
for all bounded Lipschitz continuous functions f on R.
The Linear Independence Conjecture (LI) states that, under the Riemann Hypothesis, the positive imaginary ordinates of the zeros of ζ(s) are linearly independent over Q. If we add the assumption of LI, we can show the following corollaries. 
Corollary 5.2. Assume the Riemann Hypothesis, (1.3), and LI. Then, for any ǫ > 0, we have
for some constants c 1 , c 2 > 0 depending on k and ǫ.
Remark 4. Bounds for the tail of the probabilistic measure can be used to heuristically estimate the maximum variation of M k (x).
Remark 5. Using our techniques, we may replace the assumption of J −1 (T ) ≪ T in [21] by J −1 (T ) ≪ T 2−ǫ for any ǫ > 0, and still obtain the same results as Theorem 1, parts ii), iii) and iv), Theorem 2, and Theorem 3 of [21] .
Based on further analysis on the bounds of ν([V, ∞)), we make the following conjecture.
Conjecture. There exists a number C = C k > 0, such that
Remark 6. Let χ be a character to the modulus q. By the method of this paper, if we assume the Generalized Riemann Hypothesis, the zeros of Dirichlet L-functions are simple, and
we can study the k-free number races and prove that e − y 2k ∆ k (e y ; q, a, b) has a limiting distribution, where
(a, q) = 1, (b, q) = 1, and M k (x; q, a) is the number of k-free integers ≤ x congruent to a mod q.
Main Lemmas and Proofs
Since (1.3) implies that the zeros of ζ(s) are simple, in this section, we implicitly assume the simplicity of zeros of ζ(s). And the implicit constants in our estimates may depend only on k or ǫ, unless otherwise specified.
Lemma 1. Assume (1.3). For a, b > 1, and ǫ > 0, we have
Proof. Let N (T ) be the number of the zeros of ζ(s) in the region 0 < σ < 1, 0 < t ≤ T . By Theorem 1.7 in [14] ,
By (1.3), the Cauchy-Schwarz inequality, and (2.1),
, and by partial summation,
Similarly, using (1.3) and partial summation, we can prove the second formula.
We also need the following lemma from [21] .
Lemma 2 ([21], Lemma 3).
Assume the Riemann Hypothesis. There exists a sequence of numbers
Lemma 3. Assume the Riemann Hypothesis and that all zeros of ζ(s) are simple. For T ∈ T ,
where
Lemma 4. Assume the Riemann Hypothesis and (1.3). For x ≥ 2, T ≥ 2, and any ǫ > 0,
Lemma 5. Assume the Riemann Hypothesis and (1.3). Then for any ǫ > 0, any integer k ≥ 2, Z ≥ 0 and 0 < T < X,
The above three Lemmas are the main lemmas we use to prove Theorems 1, 3, 4, and 5. We give their proofs in the following subsections.
Proof of Lemma 3
By Perron's formula ( [23] , pp.376-379), with c = 1 + 1 log x , we have
Let U be an odd positive integer. Then, by the residue theorem, 
By the functional equation
we get
By the Gauss Multiplication Formula (see [1] , p.256),
Then, by (2.5),
By Stirling's formula (see A. Karatsuba [17] , Chapter III, Theorem 5, p.44),
we have
, and 1
Thus, by (2.5),
The right hand side of the above formula goes to 0 as U goes to ∞. By the functional equation (2.4),
Taking the derivative on both sides of (2.4), we get
Thus,
Then by (2.3), we have We only need to estimate the integral on path III ′ since I ′ is similar to III ′ . Let
By the functional equation (2.4) and the properties of Gamma function (2.6),
By (2.7) and (2.8), and the estimates (see (14.2.5) and (14.2.6) in [26] ),
(2.12)
Now we estimate I ′ 2 . Under the Riemann Hypothesis, by section 13.1 in [26] ,
Thus, by (2.11) and Lemma 2, for T ∈ T ,
Combining (2.10), (2.12) and (2.14), we get
By (2.9) and (2.15), we get the desired result in Lemma 3.
Proof of Lemma 4
Let T ≥ 2 and n ≤ T ≤ n + 1. Without loss of generality, assume n ≤ T n ≤ T ≤ n + 1. Then
By the Cauchy-Schwarz inequality,
By (2.13), we have 
The desired result follows.
Proof of Lemma 5
We have
We break the last sum into two parts:
Σ 1 : the sum over |γ − γ ′ | ≤ 1, and Σ 2 : the sum over |γ − γ ′ | > 1.
For the first sum, by the Cauchy-Schwarz inequality, (2.16), and Lemma 1,
. Thus, by (2.16) and Lemma 1,
We write Σ 2 as follows,
Let N > k be a large finite integer, which will be determined later. Let
Then, by (2.18) we have
. . .
Note that, some of the L l 's might be empty for those γ's which are close to T , in which case the estimation will be trivial. Hence, we can assume each L l is not empty.
We take
, and a N = 0.
Using the Cauchy-Schwarz inequality, (2.16) and Lemma 1,
Then, by partial summation,
Thus, by Lemma 1, we obtain
For 2 ≤ l ≤ 2N , by Lemma 1, we have
Then, we have
N +ǫ . Thus, by Lemma 1, we get
Similarly, we have
Finally, we calculate σ 2N +1 ,
By Lemma 1 and (2.16), the inner sum is
Thus, by Lemma 1 and (2.16),
Combining all the estimates (2.19-2.23), we have 
This completes the proof.
Proofs of Theorems

Proof of Theorem 1
By Lemma 4, for X ≤ x ≪ X, taking T = X 2 , we have
Since the imaginary part of the first zero of ζ(s) is > 14, we can let x = e y , take T = 14, Z = X, and replace X by X 2 in Lemma 5. We deduce that
Substituting X e , X e 2 , · · · , for X in the above formula, we obtain
For the second formula in Theorem 1, by (3.1), we have
Note that the implicit constants depend on k. The proof of Theorem 1 is complete.
Proof of Theorem 2
We need the following lemmas.
Lemma 6. Assume the Riemann Hypothesis. The formula (1.4) implies the zeros of ζ(s) on the critical
Using the above Lemma, we can prove the following Lemma.
Lemma 7. Assume the Riemann Hypothesis. If (1.4) is true, then for any k ≥ 2 the series
Before giving the proofs of these two lemmas, we just show how Lemma 7 implies Theorem 2.
Proof of Theorem 2. For any ǫ > 0, under the Riemann Hypothesis, we know that ( [26] , (14.2.6), p.337)
So by the functional equation, we have
Then, by Lemma 7, we have
Hence, by partial summation, we derive that, for any ǫ > 0,
This proves (1.3).
Proof of Lemma 6. By considering Mellin transforms, for ℜs > 1,
We show that the right hand side of (3.3) can be analytically continued to the half-plane ℜs
By assumption (1.4), f (X) ≪ log X. Then using integration by parts,
Then, by (3.4) and (3.5), we get
, which shows that the integral converges uniformly and absolutely for σ ≥ 1 2k + δ, for any fixed δ > 0. The second integral on the right hand side of (3.3) is also uniformly and absolutely convergent for σ ≥ 1 2k , and
Thus, the formula (3.3) can be analytically continued to ℜs > 1 2k , and we get
Let ρ be a nontrivial zero of ζ(s), and s = ρ k + h k , h > 0 be small real positive number. Then by (3.6),
This would be false for h → 0 if ρ is not a simple zero. Multiplying by h on both sides of (3.7), and
where the constant in big O depends on k.
For any ǫ > 0, by (3.2),
Proof of Lemma 7. By the symmetry of ζ(s), the sum in the following formula is actually real. We have
In the first sum of (3.8), the terms with ρ
For the remaining terms, we write ρ =
Thus, the sum of these terms is less than a constant
In the last sum of (3.8),
By the assumption (1.4), the last term is
For the first term in (3.11),
For the last integral,
For the first integral in (3.13), we can show that
To prove this, we use the following formula, for a > and 0 < y < 1, the integral is zero. For y = 1, by the continuity of y on both sides of (3.16), we can see that the integral equals zero.
To prove (3.15), since
is absolutely convergent for ℜs ≥ 2, we can substitute
on the right hand side of (3.15) and integrate term by term. By (3.16), taking y =
And taking y = 1 n 1 k , we get, for all n ≥ 1,
which is the left hand side of (3.15).
Let U > T such that U is not the ordinate of a zero of ζ(s). Then the right hand side of (3. Let ρ ′′ be a generic zero of ζ(s) with |γ ′′ | < U . Since U > T , w = 1 − ρ is a pole with residue
There is also a pole at w = k with residue
The residue at other ρ ′′ is
.
Then,
(3.20)
Thus, since |γ| < T ,
In the following, we estimate those five integrals in (3.17). First, we have
Similarly, we can get the same estimate for the integral over (2k − i∞, 2k − iU ). Next,
By Lemma 2, we can choose n ≤ U = U n ≤ n + 1 so that
and we have
Then, we get
Similarly for the integral over (2k − iU, 1 4 − iU ). Combining (3.13-3.24), and making U → ∞, we get
where |R| < K 4 (k, T ) if |γ| < T .
By (3.8-3.12) and (3.25), and by assumption (1.4), we deduce that
where A k and A ′ k are constants depending only on k. Thus,
Since the right hand side of the above result is independent of T , we get the convergence of
Proof of Theorem 3
We define
and, letting Y = log X,
We deduce that
In the following, we calculate the first integral. We have
Now we estimate the second sum for γ and γ ′ with the same sign. By the formula,
By (1.3) and partial summation, we can see that the above sum is convergent. Then,
By (1.3), (2.16), and Lemma 1,
By (3.28) and the above estimate,
and Σ 1 is the sum over |γ − γ ′ | ≤ 1, and Σ 2 is the sum over |γ − γ
Similar to what we did in the proof of Lemma 5, we consider the following intervals,
Then, we derive that
Then, similar to the calculations in the proof of Lemma 5, taking the same N , a l , (1 ≤ l ≤ N ), as before, using partial summation and (1.3), we get
and so
Before continuing the proof of Theorem 3, we prove the following lemma. 
we used Lemma 5 in the last step. Choose
By Lemma 8, we get
where γ and γ ′ are imaginary parts of zeros of ζ(s).
So for any pair, (γ, γ ′ ), 0 < γ, γ ′ ≤ T , and γ = γ ′ ,
For Y ≥ Y η , by the Cauchy-Schwarz inequality,
, Then, by (1.3) and partial summation,
By (3.29), (3.30), and (3.31), we get
Then, by (3.27), we have
Hence, by the change of variable x = e y , we get the desired result.
Proof of Theorem 4
By Lemma 5, we have for T < X 2 ,
For any ǫ > 0, consider the set
Taking T = log X, we get
Thus, the set S has finite logarithmic measure. By (2.2), J − 1 2
−ǫ , by (2.16) and partial summation,
Thus, by (3.32),
Define the set
as long as X is sufficiently large and H is larger than the constant in big O.
for sufficiently large X, and hence S H has finite logarithmic measure.
Proof of Theorem 5
We prove the existence of a limiting distribution for the function φ(y) = e − y 2k M k (e y ). Assume the Riemann Hypothesis, and write the non-trivial zeros of ζ(s) as ρ = 1 2 + iγ. Then,
where T < e 2Y and E(x, e 2Y ) is defined in Lemma 4. Making the change of variable x = e y , we have
We need to use Lemma 7, Lemma 8, and Lemma 9 in [21] .
Lemma 9 ([21], Lemma 7)
. Let t 1 , · · · , t N be N arbitrary real numbers. Consider the curve ψ(y) = y(t 1 , · · · , t N ) ∈ R N for y ∈ R. Let f : R N → R be continuous and have period 1 in each of its variables.
There exist an integer J, with 1 ≤ J ≤ N , and A, a J-dimensional parallelotope, such that
where µ is normalized Haar measure on A. More precisely, A is the topological closure of ψ(y) in T N .
Following the proof of Lemma 8 in [21] which is also identical to the proof of Lemma 2.3 in [24] , we have the following lemma.
Lemma 10. Assume the Riemann hypothesis. Then for each T ≥ γ 1 (the imaginary ordinate of the first non-trivial zeros of ζ(s) there is a probability measure ν T on R such that
for all bounded continuous functions f on R where φ (T ) (y) is defined by (3.33).
Proof. Let N = N (T ) denote the number of zeros of ζ(s) to the height T . Then,
, where
Define functions X T and g on the N -torus T N by
Apply Lemma 9 to the N numbers { γ1 2πk , · · · , γN 2πk } and to the function g which is continuous. Then, there exists a torus A ⊂ T N such that
The measure dµ is normalized Haar measure on A. Since X T | A : A → R is a random variable, we can define a probability measure ν T on R,
where B is Borel set. By the change of variables,
The proof is complete.
We need Lemma 9 in [21] .
Lemma 11 ([21] , Lemma 9). (i) Let F n be a sequence of distribution functions. There exist a subsequence {F nj } and a generalized distribution function F such that
at continuity points x of F .
(ii) Let {F n } be distribution functions and F be a generalized distribution function on R such that F n converges to F weakly. This is equivalent to
for all continuous, bounded, real f (x).
(iii) Let F n and F be distribution functions with Fourier transforms F n and F . A necessary and sufficient condition for F n to converge weakly to F is F n (t) → F (t) for each t. 
By Lemma 10, there is a distribution function ν T for each T ≥ γ 1 such that
Taking limit as Y → ∞ we deduce that
By Lemma 11 (i), we may choose a subsequence ν Tj of these distribution functions ν T and a generalized distribution function ν such that ν Tj → ν weakly. By Lemma 11 (ii),
Replacing T by T j and letting j → ∞ in (3.34),
Thus, by (3.34),
By the above formula with f (x) = 1,
We conclude that ν is a distribution function by letting T → ∞.
Applications of LI
In this section, we assume the Linear Independence conjecture, and give the proofs of the two corollaries to Theorem 5.
Proof of Corollary 5.1
Similar to the proof of Corollary 1 in [21] , we can use the similar method to prove our corollary. Consider the fourier transform of ν,
We have seen that ν T → v weakly. By Levy's theorem (Lemma 11 (iii)),ν T →v. Let A be the topological closure of the set
By Lemma 9 and Lemma 10, we can see that ν T is constructed from normalized Haar measure µ on the torus A ⊂ T N . By the assumption of LI with the Kronecker-Weyl theorem, A = T N and dµ = dθ 1 · · · dθ N is Lesbesgue measure on T N . Hence, by change of variable
The integral in the above formula equals
This completes the proof of our corollary.
Proof of Corollary 5.2
Let X be a random variable on the infinite torus T ∞ ,
where θ = (θ 1 , θ 2 , · · · ) ∈ T ∞ and r l ∈ R for l ≥ 1. If we assume ∞ l=1 r 2 l < ∞, then X converges almost everywhere by Komolgorov's theorem.
Let P be the canonical probability measure on T ∞ . Define
Montgomery [18] proved the following results. The first result of the following lemma can be implied by Hoeffding's inequality [12] .
ii) if the sequence {r l } is decreasing, then
The linear independence assumption implies that the limiting distribution ν constructed in Theorem 5 equals ν X , where X is the random variable
By (1.134) in [14] (pp. 45), (14.2.6) and (14.5.1) in [26] , and the functional equation,
So, we deduce that, for γ < T ,
Then, by (2.1),
Thus, by partial summation, (1.3), and the Riemann Hypothesis, we can get
2k +ǫ , and 1
Let V be a large parameter. We want to use the above estimates to find the upper and lower bounds for the tail of the distribution,
The upper bound
Choose T such that A(T − ) < V ≤ A(T ). We have the inequalities,
From this, we can see that
Then, by Lemma 12 i), (4.2) and the above formulas,
The lower bound
Let f = γ>0 r γ sin 2πθ γ . Consider the expectation of e λf , E(e λf ) = e λf dµ.
By the definition of f , we know that
Montgomery [18] (formulas (2) and (3) Now we want to find a λ > 0 so that
We can show that such λ exists. In fact, the two sides of (4.6) are continuous functions of λ; for λ = 0 the left hand side is 1 while the right hand side is 2. Moreover, by (4.5), if λ > 7 rγ for all r γ (γ < T ), then
where N (T ) is the number of zeros of ζ(s) for 0 < γ < T . Thus, there is such a λ. By (4.1), we have, for
for some constant c 4 > 0.
To get the lower bound, we need an inequality in [18] (formula (4), pp.19), for any non-negative random variable F ,
So, by the above formula, (4.6), and (4.8), we have
Then, by (4.2), (4.3), and (4.7), we get
Hence, for any ǫ > 0,
5 Speculations on the order of M k (x)
In this section, we examine the tail of the limiting distribution more carefully, and heuristically derive a conjecture about the true order of M k (x).
In Corollary 6.1 of section 6, we show that, under the Riemann Hypothesis, for any positive integer
, and d l (n) denotes the number of ways n may be written as a product of l factors.
By the functional equation, we can get
. Thus, by (5.1), (1.1), and (1.2),
Taking l → ∞, we get
Then by partial summation,
Hence, the conjectured formulas are
2)
So, we have
Then, by Lemma 12 i), we can get
In Remark 2.4 of [13] , the authors mentioned that: if one redefines J −l (T ) to exclude these rare points, where |ζ ′ ( 1 2 + iγ n )| is very close to zero, then the Random Matrix Theory should still predict the universal behavior. Thus, if we let {r γ ′ } be the decreasing sequence after reordering the sequence {r γ }, we conjecture that we still have the similar estimates like (5.2), i.e. 
for some constants c 
Since 0 < δ < 1, and b(Y ) < 1, the left hand side of (5.6) goes to ∞ as Y → ∞. Then, there exists an increasing sequence {y m }, y m → ∞, such that
Indeed, suppose the above inequality is false. There exists a u 0 , such that, for all u 0 ≤ y ≤ Y , Therefore, we can make the following conjecture.
Conjecture. There exists a number C = C k > 0, such that So under the Riemann Hypothesis,
Similarly, Thus, by (6.1) and the Cauchy-Schwarz inequality,
Hence, we have 0<γ≤T |ζ(1 − wρ)| 2l = C w,l T log T + O w,l (T (log T ) This completes the proof.
For any integer k ≥ 2, taking w = 1 k in Theorem 6, we can get the following corollary. , and d l (n) denotes the number of ways n may be written as a product of l factors.
