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Abstract Transfer learning aims to faciliate learning tasks in a label-scarce target do-
main by leveraging knowledge from a related source domain with plenty of labeled
data. Often times we may have multiple domains with little or no labeled data as tar-
gets waiting to be solved. Most existing efforts tackle target domains separately by
modeling the ‘source-target’ pairs without exploring the relatedness between them,
which would cause loss of crucial information, thus failing to achieve optimal capa-
bility of knowledge transfer. In this paper, we propose a novel and effective approach
called Multi-Relevance Transfer Learning (MRTL) for this purpose, which can si-
multaneously transfer different knowledge from the source and exploits the shared
common latent factors between target domains. Specifically, we formulate the prob-
lem as an optimization task based on a collective nonnegative matrix tri-factorization
framework. The proposed approach achieves both source-target transfer and target-
target leveraging by sharing multiple decomposed latent subspaces. Further, an al-
ternative minimization learning algorithm is developed with convergence guarantee.
Empirical study validates the performance and effectiveness of MRTL compared to
the state-of-the-art methods.
1 Introduction
Transfer learning, which intends to utilize knowledge from source domains to help
the learning in a target domain, has been established as one of the most important
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machine learning paradigms [19]. In practice, a common scenario is that test data
are often sampled from different distributions. One example is the EEG-based Brain
Computer Interfaces (BCI) applications. If people want to classify the EEG data col-
lected from several sessions (e.g. more than one hour) while only one session of
them are labeled, then the unlabeled sessions can be seen as the target domains and
the labeled one is source domain. In this case, the distribution divergences between
the source domain and different target domains may vary widely. Another character-
istic is that the target domains may share some common latent structure which can
help enhance the knowledge transfer. Hence, a significant requirement for sufficient
transfer learning in this scenario is to simultaneously exploit the relatedness between
target domains and borrow different knowledge from the source domain to each tar-
get domain.
However, most existing domain adaptation methods are designed for transferring
knowledge from one or multiple source domains to a single target domain. We refer
to such approach as single-relevance transfer learning. That is, the information path
only between source and target. These methods do not consider the underlying relat-
edness between target domains. Incurred by the multi-domain property, learning one
target domain can help to learn another. It will lead to mutual reinforcement when
learning the target domains together. Without exploiting the relatedness between tar-
gets, existing methods may only seperately transfer the common knowledge in each
‘source-target’ pairs, which may result in partial transfer and is difficult to achieve op-
timal capability of knowledge transfer. To exploit the relatedness between domains,
multi-task learning [11,8] is a good choice which tackles these related tasks together
by extracting and utilizing appropriate shared information across domains. However,
multi-task learning techniques are suitable for the cases that training and test data in
each domain are sampled from the same distribution and each domain has reasonably
large amounts of labeled data. Therefore, these methods would fail to transfer differ-
ent knowledge to each target domain from the source, which are not ideal for such
applications.
In this paper, we propose a novel approach, Multi-Relevance Transfer Learning
(MRTL), which simultaneously transfers different knowledge from the source to each
target domain, and exploits the relatedness between targets to achieve knowledge re-
inforcement. The main idea of MRTL is illustrated in Figure 1. Different from tra-
ditional single-relevance methods, MRTL enhances transfer capability by targets ex-
ploration. More specifically, MRTL is formulated as an optimization problem of col-
lective nonnegative matrix tri-factorization (NMTF). It decouples the source domain
feature into multiple shared latent subspaces as bridges for source-target knowledge
transfer and subspaces of remaining feature clusters in each domain. Moreover, the
target domains share a cluster association subspace to enable mutual reinforcement.
We develop an alternating learning algorithm to optimize the objective. We give the-
oretical analysis of the proposed algorithm for convergence, and empirically show
the effectiveness of the proposed method. Overall, our main contributions of this pa-
per include: (1) In addressing multi-relevance transfer learning problem, we propose
a MRTL framework to achieve both source-target transfer and target-target transfer
by exploiting shared feature subspaces; (2) We develop an alternating algorithm for
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optimization; (3) We analyze the theoretical convergence guarantee of the proposed
algorithm, and also examine their empirical performances extensively.
Fig. 1: (a) shows traditional single-relevance transfer learning. Knowledge is trans-
ferred from source to one target domain each time. (b) is Multi-Relevance Transfer
Learning (MRTL). Knowledge simultaneously comes from multiple domains: from
source domain and other target domains.
2 Related Work and Preliminaries
In this section, we first discuss several prior researches that mostly related to our
work. Then we introduce the NMTF framework as preliminary.
Transfer Learning solves the training data and test data obtained from differ-
ent resources with different distributions. Most existing efforts assume that there is
shared knowledge structure acting as a bridge between the source domain and target
domain to enable knowledge transfer. Existing approaches can be grouped into two
categories: instance-based transfer learning and feature-based transfer learning [19].
Instance-based transfer learning use re-weighting strategy to adapting the weights of
source domain data [12,14]. The second are feature representation methods which
aim to learn a shared feature space to embedding the cross-domain feature informa-
tion [1,2,20,13,21]. Existing feature representation methods focus on transfer single-
relevance latent structure from source to target. For example, Dual Transfer Learning
(DTL) [17] aims to simultaneously learning the marginal and conditional distribu-
tions across domains, Triplex Transfer Learning (TriTL) [25] which make source and
target domain share one set of latent subspaces to transfer information. Although their
formulations can also be extended to multiple target domains by sharing the same la-
tent structures, it would fail to transfer different knowledge to each target from the
source. The key difference between MRTL and these previous methods is that MRTL
simultaneously learns different latent subspaces as bridges for knowledge transfer in
each ‘source-target’ pair, which is a crucial step to enhance the transfer diversity and
capability.
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More recently, multi-source transfer learning [23,9] have been developed to com-
bine knowledge from multiple sources. For instance, the work in [5] present a two-
stage domain adaptation method which combines weighted data from multiple sources.
The study in [9] propose a framework which can learn a robust decision function for
label prediction for knowledge transfer.
Different from previous transfer learning approaches, multi-relevance transfer
learning does not assume that auxiliary knowledge should only come from the source
domain. That means, multi-relevance transfer learning can be more general and use-
ful when the existing labeled auxiliary domain is not adequate enough to improve the
target domains.
Multi-task Learning approaches simultaneously learn several tasks together to
mutual reinforcement the classification results of each task [18,11,22,8,6]. It as-
sumes that different tasks may share some common pattern, such as data clusters or
subspaces. In practice, classifiers for different tasks can be designed to share some
global parameters [10] or even a global classifier [4]. However, these methods require
reasonably large amounts of labeled data in each domain to learn the relationship. In
contrast, multi-relevance transfer learning works even when all the learning tasks in
each target domain have no available ground truth. It only assumes that the source
domain should have sufficient label information to transfer.
Non-negative Matrix Tri-Factorization (NMTF) is popular and effective for
data clustering and classification [7]. It can decompose the feature-instance matrix
into three submatrices. In general, given feature-instance matrix X ∈ RM×N , M is
dimensionality and N is instance number. One can obtain the factorized submatrices
by solving the optimization problem given by:
min
U,Θ,V T
L = ‖X − UΘV T‖2, (1)
where ‖ · ‖ is Frobenius norm of matrix. The matrix U ∈ RM×k indicates feature
cluster subspace and k is the number of clusters in totoal. Uij is the probability that
the i-th feature belongs to the j-th feature cluster. The matrix V ∈ RN×c is the in-
stance cluster assignment matrix and c is cluster number. Let Vi,τ = max1≤j≤c Vi,j ,
it means that the i-th instance belongs to the τ -th cluster. For classification, each
instance cluster can be regarded as a label class. The matrix Θ ∈ Rk×c is the clus-
ter association subspace. Θij indicates the probability that the i-th feature cluster is
associated with the j-th instance cluster.
3 Multi-Relevance Knowledge Transfer
We focus on transductive transfer learning where the source domain has abundant
labeled examples while the target domains have unlabeled data. We consider one
source domain Ds and multiple target domains Dpt , p = 1, 2, ..., P . Ds and Dpt share
the same feature dimensionality and label space. Here we consider M features and
c classes. Let Xs =
[
xs1, ..., x
s
ns
]T ∈ RM×ns represents the feature-instance matrix
of source domain Ds, while Xpt = [xp1, ..., xpnpt ]
T ∈ RM×npt denotes the feature-
instance matrix of the p-th target domain Dpt . Labels in the source domain Ds are
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given as Ys ∈ Rns×c, where ysij = 1 if xi belongs to class j, and ysij = 0 otherwise.
Given {Xs, Ys} and {Xpt }Pp=1, we aim to find a function f to predict the correct
label ypi for any unlabled instance x
p
i , i ∈ [1, npt ] in the p-th target domain, i.e.,
ypi = f(x
p
i ). The goal of multi-relevance transfer learning is to alleviate the difficulty
of distribution divergences between source-target domains and target-target domains
by making them drawn closer in the uncovered latent subspaces so that the classifier
f can be trained as accurate as possible.
3.1 Model Formulation
To achieve the goal of multi-relevance transfer learning, we propose an algorithm
which enable knowledge can be shared between source-target domains and target-
target domains for sufficient transfer learning.
3.1.1 Source-Target Knowledge Transfer
We first discover the latent factors shared across each ‘source-target’ pairs. It can
be formulated as a collective way of nonnegative matrix tri-factorization (NMTF).
Given source domain Ds and the p-th target domain Dpt , one can decompose their
feature-instance matrices Xs and X
p
t simultaneously, allowing the decomposed ma-
trices share the cross-domain latent subspaces. Motivated by [13], cross-domain fea-
ture clusters can be partitioned into a common part and a domain-specific part. The
common feature cluster subspace can be shared across domains, and the domain-
specific ones are the remaining feature clusters in each domain. Since we have mul-
tiple source-target pairs, we decompose each {Xs, Xpt } as follows:
L1 =‖Xpt −
[
Up, Upt
] [Θpµ
Θpt
] (
V pt
)T ‖2
+ ‖Xs − [Up, Ups ]
[
Θpµ
Θps
]
Y Ts ‖2, (2)
where Up ∈ RM×k1 is the subspace of common feature clusters shared across do-
mains, Θpµ is its corresponding subspace of common cluster association , U
p
s ∈
RM×(k2−k1) and Upt ∈ RM×(k2−k1) are the subspaces of remaining feature clus-
ters in Ds and Dpt respectively, Θpt and Θps are the subspaces of remaining cluster
association. In this way, the source domain data matrix can be decoupled for each
source-target pairs by sharing different subspaces Up and Θpµ across domain, thus
tranferring different knowledge.
3.1.2 Multi-Relevance Transfer Learning Algorithm
As shown in Figure 1, in MRTL, knowledge also needs to be transferred between
target domains. Since no label information in targets, we need exploit their feature
relatedness. That is, we need uncover the shared common latent factors between them
as bridges for mutual reinforcement. Therefore, to capture the latent factors between
targets, we formulate the factorization of feature-instance matrices of target domains
by sharing subspaces as follows:
L2 =
P∑
p=1
‖Xpt −
[
Up, Upt
] [Θµ
Θσ
] (
V pt
)T ‖2, (3)
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where Θµ ∈ Rk1×c and Θσ ∈ R(k2−k1)×c are the cluster association subspaces
shared by target domais. Finally, we can combine L1 in (2) and L2 in (3) into a joint
optimization formulation as follows:
L =
P∑
p=1
{
‖Xpt −
[
Up, Upt
] [Θpµ
Θpt
] (
V pt
)T ‖2
+ ‖Xs − [Up, Ups ]
[
Θpµ
Θps
]
Y Ts ‖2
+ λ‖Xpt −
[
Up, Upt
] [Θµ
Θσ
] (
V pt
)T ‖2}, (4)
where λ is the trade-off parameter weighting the contribution of target domain relat-
edness. The first two terms refer to the feature clusters and label propagation between
source and target domains, the third term refers to the feature clusters and label up-
dating among target domains. Overall, the proposed learning algorithm fits the multi-
relevance relationship among all the domains. As we discussed in Section 2, the de-
composed matrix U contains the information on hidden feature clusters, indicating
the distribution of features on each hidden cluster. Therefore, the summation of each
column of U has to be equal to one. The label matrix V indicates the label distribu-
tion of each instance. Thus, the summation of each row of V has to be equal to one.
Considering these constraints, we obtain the final optimization objective function of
the proposed learning algorithm:
min
Ω≥0
L
s.t.
M∑
i=1
(
Upt
)
(ij)
= 1,
M∑
i=1
(Ups )(ij) = 1,
M∑
i=1
Up
(ij)
= 1,
c∑
j=1
(
V pt
)
(ij)
= 1, (5)
where Ω =
{
Up, Upt , U
p
s , V
p
t , Θ
p
µ, Θ
p
t , Θ
p
s , Θµ, Θσ
}
is the parameter set. Since the
objective function in (5) is non-convex, it is intractable to obtain the global optimal
solution. Therefore, we develop an alternating algorithm following the theory of con-
strained optimization [3]. Specifically, we optimize one variable while fixing the rest
variables. The procedure repeats until convergence.
We first show the updating rules of matrices Upt , U
p
s , U
p, and V pt as follows:
Upt = U
p
t ·
√√√√Xpt V pt (Θpt )T + λXpt V pt ΘTσ
F1V
p
t
(
Θpt
)T
+ λF3V
p
t Θ
T
σ
,
Ups = U
p
s ·
√√√√XsYs (Θps)T
F2Ys
(
Θps
)T , (6)
Up = Up ·
√√√√Xpt V pt (Θpµ)T +XsYs (Θpµ)T + λXpt V pt (Θµ)T
F1V
p
t
(
Θpµ
)T
+ F2Ys
(
Θpµ
)T
+ λF3V
p
t (Θµ)
T
,
V pt = V
p
t ·
√√√√(Xpt )T (UpΘpµ + Upt Θpt )+ (Xpt )T (UpΘµ + Upt Θσ)
FT1
(
UpΘpµ + U
p
t Θ
p
t
)
+ λFT3
(
UpΘµ + U
p
t Θσ
) ,
where F1 = UpΘpµ(V
p
t )
T + Upt Θ
p
t (V
p
t )
T, F2 = UpΘpµY
T
s + U
p
sΘ
p
sY
T
s , F3 =
UpΘµ(V
p
t )
T+Upt Θσ(V
p
t )
T, and · denotes matrix Hadamard product. From (5), after
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the matrices are updated, the constrained matrices have to be normalized as:
(
Upt
)
(ij)
=
(
Upt
)
(ij)
M∑
i=1
(
Upt
)
(ij)
, (Ups )(ij) =
(
Ups
)
(ij)
M∑
i=1
(
Ups
)
(ij)
,
Up
(ij)
=
Up
(ij)
M∑
i=1
Up
(ij)
,
(
V pt
)
(ij)
=
(
V pt
)
(ij)
c∑
j=1
(
V pt
)
(ij)
. (7)
Similarly, the updating rules for other submatrices are:
Θpµ = Θ
p
µ ·
√√√√ (Up)TXpt V pt + (Up)TXsYs
(Up)T F1V
p
t + (U
p)T F2Ys
,
Θpt = Θ
p
t ·
√√√√(Upt )TXpt V pt(
Upt
)T
F1V
p
t
,
Θps = Θ
p
s ·
√√√√(Ups )TXsYs(
Ups
)T
F2Ys
,
Θµ = Θµ ·
√√√√√√√√√
P∑
p=1
(Up)TXpt V
p
t
P∑
p=1
(Up)T F3V
p
t
,
Θσ = Θσ ·
√√√√√√√√√
P∑
p=1
(
Upt
)T
Xpt V
p
t
P∑
p=1
(
Upt
)T
F3V
p
t
. (8)
These lead to the procedure of the proposed MRTL algorithm in Algorithm 1.
Moreover, as shown in (6),Up andUpt are constrained byXs, Ys, andX
p
t .Θµ andΘσ
are constrained by all the target feature matrices {Xpt }Pp=1. Therefore, the updating
rule of V pt is constrained by Xs, Ys, and {Xpt }Pp=1. That is, the information in the
source domain and other target domains can be transferred to the p-th target.
4 Theoretical Analysis
This section aims to analyze the convergence property of the proposed algorithm.
Without loss of generality, we formulate the detailed optimization updating of pa-
rameter Upt . The Lagrange function with constraint U
p
t ≥ 0 is given by:
L =
P∑
p=1
tr
[ (
Xpt
)T
Xpt − 2
(
Xpt
)T
F1 + F
T
1 F1 +X
T
s Xs − 2XTs F2
+ FT2 F2 + λ
(
Xpt
)T
Xpt − 2λ
(
Xpt
)T
F3 + λF
T
3 F3
]
(9)
+
P∑
p=1
tr
[
Λ
((
Upt
)T 1M − 1(k2−k1))((Upt )T 1M − 1(k2−k1))T] ,
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Algorithm 1: MRTL: Multi-Relevance Transfer Learning
1 Input: {Xs, Ys} from source domain,
{
Xpt
}P
p=1
from target domains, number of target domains
P , trade-off parameter λ, common feature clusters k1, total feature clusters k2, number of
iterations maxiter.;
2 Initialization: nomalize Xs and
{
Xpt
}P
p=1
, initialize
{
V pt
}P
p=1
by logistic regression trained on
source domain data {Xs, Ys}.;
3 iteration index iter ← 1.;
4 while iter < maxiter do
5 for p = 1 to P do
6 update the submatrices Upt , U
p
s , U
p, Θpµ, Θ
p
t , Θ
p
s , and label matrix V
p
t according to the
updating rules given in (6) and (8).;
7 normalize the submatrices Upt , U
p
s , U
p and label matrix V pt according to the
normalization rules given in (7).;
8 update the submatrices Θµ and Θσ according to the updating rules in (8).;
9 compute objective value Liter .;
10 iter = iter + 1.;
11 Output: the predicted results {V pt }Pp=1
where Λ ∈ R(k2−k1)×(k2−k1) is a diagonal matrix of Lagrange multiplier, 1M and
1(k2−k1) are all-ones vectors with dimension M and (k2 − k1) respectively. Using
the Karush-Kuhn-Tucker (KKT) complementarity condition, we have:
∂L
∂Upt
· Upt =
(
− 2Xpt V pt
(
Θpt
)T
+ 2F1V
p
t
(
Θpt
)T − 2λXpt V pt ΘTσ
+ 2λF3V
p
t Θ
T
σ + 2Λ
(
Upt
)T 1M1TM − 2Λ1(k2−k1)1TM) · Upt
= 0. (10)
Lemma 1 Using the updating rule in (11) and normalization rules in (7), the loss
function in (9) will monotonously decrease until convergence.
Upt = U
p
t ·
√√√√ Xpt V pt (Θpt )T + λXpt V pt ΘTσ + Λ1(k2−k1)1TM
F1V
p
t
(
Θpt
)T
+ λF3V
p
t Θ
T
σ + Λ
(
Upt
)T
1M1
T
M
, (11)
We use the auxiliary function approach [16] to prove Lemma 1.
Lemma 2 [16] A funtionG(Y, Y˜ ) is an auxiliary function for T (Y ) if the conditions
G(Y, Y˜ ) ≥ T (Y ) and G(Y, Y ) = T (Y ) are satisfied for any Y , Y˜ . If G is an
auxiliary function for T , then T is non-increasing under the update
Y (t+1) = argmin
Y
G
(
Y, Y (t)
)
. (12)
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Theorem 1 Let T (Upt ) denote the sum of all terms that contain Upt in the loss func-
tion L in (9) . Then the following
G
(
Upt , U˜
p
t
)
= −2
∑
ij
(
Xpt V
p
t
(
Θpt
)T
+ λXpt V
p
t Θ
T
σΛ1(k2−k1)1
T
M
)
ij
(
U˜pt
)
ij
(
1 + log
(
Upt
)
ij
(U˜pt )ij
)
+
∑
ij
(
F1V
p
t
(
Θpt
)T
+λF3V
p
t Θ
T
σ + Λ
(
Upt
)T
1M1
T
M
)
ij
(
Upt
)2
ij
(U˜pt )ij
(13)
is an auxiliary function for T (Upt ) and is a convex function in Upt and has a global
minimum.
Theorem 1 can be proved similarly in [7]. We omit the details here due to limited
space. Based on Theorem 1,G(Upt , U˜
p
t ) can be minimized with respect to U
p
t and U˜
p
t
fixed. Setting ∂G(Upt , U˜
p
t )/∂U
p
t = 0 leads to the updating rule in (11). Then Lemma
1 holds. The variable Λ in (11) still needs to be calculated. In (5), Λ is used to satisfy
the condition that the summation of each column ofUpt is 1. We use the normalization
method (7) which satisfies this condition regardless of Λ. Then, Λ (Upt )
T 1M1TM is
equal to Λ1(k2−k1)1
T
M . Hence, (6) is an approximation to (11).
Theorem 2 Using Algorithm 1 to update Upt , T (Upt ) will monotonically decreases.
Proof. By Lemma 2 and Theorem 1, we have T ((Upt )0) =
G
(
(Upt )
0, (Upt )
0
) ≥ G ((Upt )1, (Upt )0) ≥ G ((Upt )1, (Upt )1) = T ((Upt )1) ≥ ...
Therefore T (Upt ) is monotonically decreasing.
Theorem 2 also hold water with respect to the other variables. Since the objective
function L is obviously lower bounded by 0, Algorithm 1 is guaranteed to converge.
5 Experiments
Experiments are tested on two benchmark data sets: 20-Newsgroups and Email Spam
data sets, which are widely adopted for transfer learning evaluation.
20-Newsgroups The 20 newsgroups dataset1 contains 18,774 documents, and has
a hierarchical structure with 6 main categories and 20 subcategories. Following [9],
we choose the instances from three main categories comp, rec, sci, with at least four
subcategories to generate three settings to evaluate our proposed algorithms. For each
setting, we choose one main category as the positive class and use another one as the
negative class, and employ all the labeled instances from two subcategories to con-
struct one domain. In the experiments, we construct one source domain and three
target domains (see Table 1 for details).
Email Spam The email spam dataset2 contains 4000 publicly available labeled
1 http://people.csail.mit.edu/jrennie/20Newsgroups/
2 http://www.ecmlpkdd2006.org/challenge.html
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Table 1: Data sets generated from 20 Newsgroups
Data Set Source Domain Target Domain
comp.graphics
rec.autos
comp vs. rec comp.sys.mac.hardware comp.os.ms-windows.misc
rec.sport.hockey rec.motorcycles
comp.sys.ibm.pc.hardware
rec.sport.baseball
rec.autos
sci.crypt
rec vs. sci rec.sport.hockey rec.motorcycles
sci.space sci.electronics
rec.sport.baseball
sci.med
sci.crypt
comp.graphics
sci vs. comp sci.space sci.electronics
comp.sys.mac.hardware comp.os.ms-windows.misc
sci.med
comp.sys.ibm.pc.hardware
Table 2: Average Classification Accuracy (%) on 20 Newsgroups Dataset
Data set Target NMF LG SVM TSVM MTFL MTrick DTL0 DTL1 TriTL0 TriTL1 MRTL
target-1 63.46 60.60 58.35 87.89 60.04 94.17 93.20 93.51 93.82 90.60 95.09
comp vs. rec target-2 59.71 65.64 64.78 92.38 66.58 93.71 93.97 96.01 94.94 92.33 98.26
target-3 58.98 92.44 92.99 95.63 93.31 97.26 97.21 97.87 97.82 97.67 97.97
Average 60.72 72.89 72.04 91.97 73.31 95.05 94.79 95.80 95.52 93.53 97.11
target-1 52.58 55.31 53.85 87.60 59.41 90.08 88.41 88.41 90.03 84.16 90.74
rec vs. sci target-2 50.28 57.16 56.45 83.76 60.58 91.35 88.77 90.95 86.80 89.58 92.46
target-3 63.50 85.84 86.86 92.32 87.45 96.71 97.37 97.47 95.75 96.01 96.97
Average 55.45 66.10 65.72 87.89 69.15 92.72 91.52 92.28 90.86 89.92 93.39
target-1 67.79 70.34 67.79 82.34 67.13 87.29 88.21 87.95 89.84 88.82 90.30
sci vs. comp target-2 57.47 60.35 59.84 66.46 59.22 75.04 76.22 76.07 76.12 74.27 80.07
target-3 53.36 81.94 81.59 91.05 79.86 98.02 98.27 97.41 97.81 97.20 98.58
Average 59.54 70.88 69.74 79.95 68.74 86.78 87.57 87.14 87.92 86.76 89.65
Table 3: Average Classification Accuracy (%) on Email Spam Dataset
Source Target NMF LG SVM TSVM MTFL Mtrick DTL0 DTL1 TriTL0 TriTL1 MRTL
User 1 73.36 65.56 56.36 72.64 58.92 83.16 82.92 82.04 81.80 79.16 83.48
Public Set User 2 77.80 67.28 61.32 77.92 62.84 84.36 84.04 84.52 85.16 78.76 86.68
User 3 79.16 81.84 69.32 90.64 70.08 90.36 90.40 91.08 92.04 92.68 92.48
Average 76.77 71.56 62.33 80.39 63.95 85.96 85.79 86.07 86.33 83.53 87.55
emails as well as three email sets (each contains 2500 emails) annotated by three dif-
ferent users. Therefore, the distributions of the publicly available email set and three
user-annotated email sets differ from each other. For each set, a half of the emails
are non-spam (labeled as 1) and the others are spam (labeled as -1). We consider the
publicly available email set as the source domain and the three user-annotated sets as
three target domains.
5.1 Experimental Setup
We compare the proposed MRTL with several state-of-the-art methods: (1) Unsu-
pervised method Nonnegative Matrix Factorization (NMF) [16], which is directly
applied to the target domain data. (2) Supervised methods, including Logistic Re-
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gression3 (LG) and Support Vector Machine (SVM), which are trained on the source
domain data and tested on the target domain data using the implementation in Lib-
SVM4 with linear kernel SVM. (3) Semi-supervised learning method Transductive
Support Vector Machine5(TSVM) [15], which works in a transductive setting using
both source and target domain data for training. (4) Multi-task learning method Multi-
Task Feature Learning (MTFL) [11]. It is trained on the source domain and tested
on all the target domains simultaneously. (5) The state-of-the-art transfer learning
methods, including Matrix Tri-Factorization based Classification (MTrick) [24], Dual
Transfer Learning (DTL) [17] and Triplex Transfer Learning (TriTL) [25]. Both DTL
and TriTL can be extended to solve multiple target domains by making the source and
all the target domains share the same feature cluster subspace. In the experiments,
the single target ones are referred to as DTL0 and TriTL0, and the extension ones
are DTL1 and TriTL1, respectively. TriTL1 and MRTL are trained using the source
domain and all target domains.
Since model selection is still an open question in transductive transfer learning,
one practical solution is to choose one existing labeled data set to make training
and validation. Therefore, we select comp vs.rec to conduct corss-validation. The pa-
rameters of the proposed method and baselines are tuned on the data set comp vs.rec.
Then the tuned parameters are applied to all other data sets. The parameters of MRTL
include the trade-off parameter λ, the number of common feature clusters k1 and to-
tal feature clusters k2. In the comparison experiments (see Table 2 and 3), we set
k2 = 50, k1 = 10, λ = 10, maxiter = 100.
5.2 Experimental Results and Discussion
Table 2 and 3 show the accuracy of all these algorithms on each target domain
and their average. We can observe from the results that the proposed MRTL con-
sistently outperforms the considered rivals on each data set. We can also find that the
non-transfer methods NMF, LG, and SVM cannot perform well on most data sets.
MTFL performs poorly because without transfer the multitask classifiers trained on
the source domain cannot discriminate well on target domains. TSVM outperforms
them on many data sets which verifies the unlabeled data can help improve perfor-
mance, but performs worse when the distribution diversity across domain is large.
MTrick, DTL0 and TriTL0 performs better than the non-transfer methods, but have
not reached the best performances becauese of the restriction that they fail to exploit
the relatedness between target domains. TriTL1 cannot simultaneously perform well
on all target domains since it assumes that all the ‘source-target’ pairs share the same
latent subspaces which would lead to insufficient transfer or overfitting on some tar-
get domains.
To verify that exploiting the relatedness between target domains indeed brings
about effectiveness, MRTL is compared with TriTL1, TriTL0, DTL0, DTL1, and
3 http://research.microsoft.com/en-us/um/people/minka/
papers/logreg/
4 http://www.csie.ntu.edu.tw/ cjlin/libsvm/
5 http://www.cs.cornell.edu/People/tj/svm light/
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MTrick. We plot the average classification performance of MRTL with respect to
λ on comp vs. rec data set in Figure 2(a). The average baseline results are shown
as dashed lines. It can be seen that the performance of MRTL improves at first with
the increasing of λ. When the parameter varies in a wide range λ ∈ [1, 100], MRTL
performs quite stably and consistently outperforms the baselines. It indicates that by
exploiting the relatedness between target domains, MRTL achieves optimal transfer-
ability. Also, we test the model paramete k1 varying from 5 to 50 to analyze how it
affects the average classification performance. The results are shown in Figure 2(b),
from which we can see that the average accuracy increases at first and then decreases,
which indicates that only a part of feature clusters are shared as common, thus the
partition of feature cluster subspaces is justified.
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Fig. 2: Performance of MRTL with respect to λ and k1 on comp vs. rec data set.
The proposed method achieves better performance when k1 is between 5 and 30.
For different ‘source-target’ pairs, we can set different k1 values. In this paper, we
simply set them equal.
5.3 Algorithm Convergence
In Section 4, we have theoretically proven the convergence property of the proposed
MRTL algorithm. Here we empirically check the convergence by testing it on comp
vs. rec data set. In Figure 3(a), we show the logarithmic objective value with respect
to the number of iterations. We see that after around five iterations, the objective
value experiences almost no change. Similarly, we show the average classification
accuracy of all target domains with respect to the number of iterations in Figure 3(b).
The results show that the average accuracy of MRTL increases with more iterations
and converges after 80 iterations.
6 Conclusion
In this paper, we study multi-relevance transfer learning, where knowledge not only
needs to be transferred from the source domain but also from all the target domains.
We propose a MRTL framework to solve this problem. The framework achieves
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Fig. 3: Performance of MRTL with respect to iterations on comp vs. rec data set.
both source-target transfer and target-target transfer by sharing multiple decomposed
latent subspaces. We develop an alternating scheme for optimization. Experiments
on two datasets show the effectiveness of the proposed approach. The convergence
property has also been theoretically and experimentally proven. In future, extending
MRTL to tackle online tasks is an interesting problem.
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