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Abstract 
Ridley, J.N. and M.E. Mays, Generalized Witt formulae and comma-free codes, Journal of 
Pure and Applied Algebra 88 (1993) 177-185. 
The Witt formula determines (among other things) the number of words of fixed length from a 
finite alphabet that are not repeated concatenations of a shorter word. This provides an upper 
bound for the number of allowable words if every infinite string of words (with no indication of 
the gaps between words) can be uniquely decoded. We generalize the formula to one that is 
valid for any finite permutation group, not only cyclic groups, and show how it can be applied 
to lattice-like as well as string-like, codes. 
1. Introduction 
Let G be a group of permutations on a finite set a, whose elements will be 
called points. If g E G and (Y E 0, then g : CY - ag, that is, the elements of G act 
on the right. For CY E 0, the stabilizer of (Y is denoted G, and defined G, = {g E 
G ) ag = a}, and the orbit of CY is denoted aG and defined aG = {ag ) g E G) 
(see [5, pp. 51-551 and [6, pp. l-51). We use vertical bars to indicate the 
cardinality of a set. 
Proposition 1.1. Ifa is any point in 0, then Ia~I = IGIIIG,~. 0 
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ForanygEGwedefine~~={aERIag=a},thesetoffixedpointsofg, 
and let R/G denote the set of orbits of G. Thus O/G is the partition of 0 induced 
by the equivalence relation a - p G ~g = p for some g E G. The next result is 
often attributed to Burnside, but also to Cauchy and Frobenius [5, Theorem 3.26, 
p. 521. 
Theorem 1.2. IRIG = (1 /IGl) c,,, Iflgl. 
Now, as in [4] we define the Mobius function p.,(K, H) recursively on the 
lattice of subgroups of G (using 9 to denote the subgroup relation) as follows: 
p&K, H) is defined if and only if H 5 K , 
pu,(H, H) = 1 > 
c p&K, H) = 0 if L > H . 
HsKsL 
We write E_LJK) for pc;(K, {l}), w h ere 1 is the identity element in G 
Proposition 1.3. (Mobius inversion) Suppose a function A is defined on the lattice 
of subgroups of G and we define 
B(H) = c A(K) for all H 5 G. 
K?H 
Then 
A(H) = c p&K, H)B(K) for all H 5 G . 
KzH 
2. The main results 
For any subgroup H of G we define f(H) to be the total number of fixed points 
of H, that is, 
f(H)=I{&flImh= f (Y orallhEH}(=I{aERjG,ZH}I, 
and we define p(H) = /{CI E fi ( G, = H} 1, SO obviously p(H) 5 f(H) 
Proposition 2.1. For any subgroup H of G, 
P(H) = c /4K> H)f(K) 
KzH 
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(collecting points with the same stabilizer) 
= c p(K). 
KZW 
The result follows immediately by Mobius inversion. 17 
Corollary 2.2. The number of orbits of G with cardinality I GI is equal to 
Proof. By Proposition 1.1, ILxGI = ) Gj if and only if G, = {l}, so the number of 
such points CY isp({l}), which by Proposition 2.1 is equal to zKZ(,) po(K)f(K). 
These points are partitioned into orbits with cardinality 1 G(, so the number of 
orbits is obtained by dividing by ) GJ. 0 
Now let S be a finite set, and let G be the group of permutations on S” induced 
by G as follows. For any 4 E SC’ and any g E G the function +g satisfies 
+&a) = +(cyg-‘) for all (Y E fl . 
(Here C#J and +g, as functions from 0 to S, are written on the left, but S acts on C#J 
on the right, as g does on a.) For example, if R = {1,2, . . , n} and if the 
elements of S” are regarded as n-tuples, then 2 permutes the entries of each 
n-tuple according to the way g permutes the subscripts. The functions f and p are 
defined on G in the obvious way. 
Proposition 2.3. If K is any subgroup of G, then f(K) = P’~‘~\ where (T = ISI. 
Proof. For any 4 in S”“, 
q5f5= 4 for all kE K 
CJ #)(ak) = 4(a) f or all k E K and all (Y E R 
e d is constant on each orbit of K . 
Thus the number of such 4 is ISl’(“rb’ts Of K”, that is, c?‘~‘. 0 
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Theorem 2.4. (Generalized Witt formula) The number of orbifs of G with 
cardinality 1 G] is equal to 
Proof. The result follows by applying Corollary 2.2 to G and using Proposition 
2.3 to evaluate f(K). 0 
Witt’s original formula [l, equation (1.3.7), p. 9, and Corollary 5.3.5, p. 791 
amounts to the special case when G is a regular cyclic group of order n. It counts 
the number of orbits of primitive words or Lyndon words or basic commutators of 
weight II in the free associative algebra generated by the set R. 
3. Application to comma-free block codes 
A block code is one in which the code words are all of equal length, say n. A 
code is said to be comma-free if there is no indication of the boundaries of the 
code words in a message, and it is uniquely decodable if nevertheless there is only 
one way to decompose any given (doubly infinite) message completely into code 
words. 
If we consider the infinite cyclic group H generated by the mapping x H x + 1 
on the real line, then each letter in a code message occupies a fundamental region 
of H (that is, a unit interval), and each code word occupies an interval of length 
~1, which is a fundamental region of the normal subgroup H,, generated by the 
mapping x w x + II. 
We generalize this idea by considering any discrete group H acting on a space 
endowed with some geometry, and a normal subgroup H,, of finite index n in H. 
The fundamental regions of H subdivide the space on which H acts into infinitely 
many congruent cells. Any fundamental region of H,, is a set of n contiguous cells, 
with a particular geometrical shape, which can be thought of as an immovable 
window allowing only II cells to be viewed at a time. If we take any initial view 
through the window, and let the elements of H,, act on the space, then the views 
through the window form a disjoint covering of the space. We assume that HO acts 
semi-regularly on the cells, that is, that non-identity elements of H,, do not fix any 
cells, or that there is only one element of H,, for which any given cell is visible 
through the window. For example, H could be a crystallographic group, and HO 
the subgroup of all translations, which is a free abelian normal subgroup of finite 
index in H. 
Now we allow each cell to be assigned a letter from S, and think of a word as an 
arrangement of letters in the shape of the window, and a message as a covering of 
the space by disjoint words, in which the boundaries between words are not 
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indicated. Since the space need not be one-dimensional, these words are not 
necessarily strings. The action of H on the space induces an action fi on 
messages, in which the subgroup G permutes the words. A periodic message, 
i.e., one consisting of repeated entries of a single word, will obviously be - 
stabilized by Ho, since all words in the message are identical. We shall call a word 
primitive if the stabilizer of its periodic message is exactly ?&. In the case where 
H is the infinite cyclic group and H,, the subgroup of index IZ, this reduces to the 
familiar concept of a word or string of length n being primitive if it is not a power 
of a shorter word. 
The concept of comma-freeness can be extended to these generalized words 
and messages in the obvious way: a set of words from a finite alphabet forms a 
comma-free code if for every message consisting of code words and every initial - 
position of the window there is only one coset of H,, for all of whose elements the 
view through the window is of a code word. This simply means that every code 
message is uniquely decodable, in spite of the fact that the boundaries between 
code words are not indicated. The words in a comma-free code must be primitive, 
and only one word in each orbit is permitted, or else not even periodic messages 
will be uniquely decodable. Thus the number or orbits of primitive words is an 
upper bound for the number of words in a comma-free code, through not 
necessarily a good one. 
Theorem 3.1. Let H be a discrete group, and let H, be a normal subgroup offinite 
index n in H, acting semi-regularly on the fundamental regions of H. Then the 
number of orbits of primitive words with letters from the alphabet S, in which 
(i) each letter is placed in a fundamental region of H, and 
(ii) each word corresponds to a fixed fundamental region of H,,, 
is at most 
where G is the permutation group isomorphic to H/H, obtained by identifying 
fundamental regions of HO, and (T = 1 SI , as before. 
Proof. On periodic messages ?& acts trivially, as remarked above, since any 
action by an element of H,, presents a view of an identical word through the 
window. Moreover, since H,, acts semi-regularly on the cells, its action is well 
defined on the set of all a” possible periodic messages. We can therefore regard 
the action of ?? on periodic messages as that of G on the o” possible words. A 
word is primitive if its stabilizer in G is the identity, since the stabilizer of its - 
periodic message is H,,, and G z H/H,. Therefore by Proposition 1 .l these words 
form an orbit with cardinality [Cl, and the result follows from Theorem 2.4. 0 
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4. Examples 
Firstly, consider conventional codes, in which the words are of length II. Here 
the space is the real line, and the underlying discrete group H is the infinite cyclic 
group generated by the mapping x H x + 1 for all real X, with fundamental regions 
or cells consisting of the unit intervals [j, j + 1) for all integers j. The subgroup 
H,, of index n is generated by x I-+ x + n, with fundamental regions or windows of 
the form [j, j + n). The quotient group G is the cyclic group C,, of order II, and 
for each d dividing n there is a unique subgroup isomorphic to C,, with nld orbits 
and j+(C,,) = p(d), the usual Mobius function. In this case Theorem 3.1 reduces 
to the usual Witt formula for the number of orbits of primitive words [l, equation 
(1.3.7)]. 
Next consider linear code words of length IZ, but allow them to be read 
forwards or backwards. Now H is the infinite dihedral group generated by 
x H x + 1 and x H -x, but H,, and the cells and windows are as before, and G is 
the dihedral group DZlr. The subgroups K of Dz,? are as follows: 
K Number pG(K) [RIK( 
Cyclic C, (d 1 n) 1 
Dihedral D,, (d 1 n) i 
n 
if - is 
d 
In .y1. 
- - or 1 + - - if - is 
2d d 
odd 
even 
(If n/d is odd, then either all reflections in D,, have one fixed point, or half have 
two fixed points and the other half have none. If n/d is even, then all reflections 
in D2(! either have two fixed points or none.) The number of orbits of primitive 
words, as given by Theorem 3.1, is 
_ n(T ln/ZdJ (V - $1+ (-l)“‘“)(P - l)il 
This agrees in fact, though not obviously, with the upper bound given in [3] for 
the number of words in a retrograde code. 
For the next example, consider code letters occupying unit squares, code words 
in the form of m x n rectangles, and messages that cover the whole plane. In this 
case, the group H is generated by the translations z ++ z + 1 and z H z + i on the 
complex plane, and the subgroup H,, is generated by z H z + n and z H z + mi. 
The permutation group G is isomorphic to the direct product C,, X C,,. By the 
Fundamental Theorem of Abelian Groups it is clear that the Mobius function j+. 
is multiplicative, that is, if K, and K, are abelian groups of relatively prime order, 
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then p(;( K, x KZ) = pG(K, )pCLG(K2). Thus it is sufficient to consider p-primary 
subgroups of C,, x C,, which are either cyclic or of the form C,, x C,,, with 
1 zs i sj. We have remarked above that pLG(Crl) = p(d) so F~(C,,~) = 1 for i = 1 
and pG(CP’) = 0 for i > 1. The group C, x C,> has p + 1 subgroups of order p, 
together with the identity subgroup. Thus 
P&p x C,J = -/J.,(l) - (P + G-&J = -l- (P + 1)(-l) =P . 
It can be shown inductively that PJC,,, X C,,) = 0 if i > 1 or j > 1. 
It follows that the only subgroups K of G = C,, X C,, that have non-zero Mobius 
value are of the form KG C,, x Cd., X Cd2 X C,?, where d, , d,, and e2 are 
square-free and relatively prime, d, divides (m, n), d, divides (m, n)/d,, and e2 
divides mn/(m, n)‘. The direct factor C,, X C,, is the product of elementary 
p-primary components of G, the factor Ccl2 is the product of cyclic subgroups of 
non-cyclic p-primary components of G, and the factor C,* is the product of cyclic 
p-primary components. Thus the number of isomorphic such subgroups K is 
&,dZ( p + l), since for each prime p dividing d, there are p + 1 distinct subgroups 
of order p in G, and for other primes p dividing IKI the p-primary component of 
K is unique in G. This number, which we denote by s(d,), is just the familiar 
sum-of-divisors function for the square-free number d,. The Mobius value p,(K) 
is equal to d, p(d2e,), since each prime p dividing d, contributes an elementary 
subgroup with Mobius value p, and each prime p dividing d2 or e2 contributes a 
cyclic subgroup with Mobius value -1. If we define d = d,d,, and e = d,e,, then d 
divides gcd (m, n) and e divides lcm [m, n]; moreover, d, = (d, e) and IKI = de. 
We can therefore write F&K) = (d, e)p(d)p( ) e ; and since this expression is zero 
if d and e are not square-free, the sum can be taken over all d dividing (m, rz) and 
all e dividing [m, n]. Counting orbits is straightforward: since only the identity 
element has any fixed points, it follows that Ifl/KI = JR1 /I KI = mnlde. Thus the 
number of orbits of primitive words given by Theorem 3.1 is 
& c 2 (d, e)p(d)p(e)s(dl(d, e))arnnid’ 
dl(n1.n) rl[m.n] 
If m and 12 are relatively prime, then d = 1, and the formula simplifies down to the 
original Witt formula for words of length mn. 
For the next example, take the tessellation of the plane into equilateral 
triangles, with a letter in each triangle, and let the code words be in the form of 
hexagons made up of six triangles. Then, if we allow only translations, H is 
generated by the mappings z H z + 1 and z + z + w, where w = eini3. The sub- 
group H,, is generated by z H z + 1 + w and z H z + 2 - w, so G = H/H,, is of 
order 3, permuting the six cells in the window in two 3-cycles, say (135)(264), 
corresponding to the two different orientations of the triangles. The number of 
orbits of primitive words is 4 ((T’ - a2). If we allow rotations of the words (that is, 
we require primitivity for every possible angle of viewing), then H is extended by 
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the mapping z H zw, of order 6, which extends G by the 6-cycle (123456). Now G 
is of order 18, with the following table of subgroups: 
K Number 
Identity 1 1 6 
C, (e.g. (135)(2)(6)(4)) 2 -1 4 
C, 3 -1 3 
C, (e.g. (135)(264)) 2 -1 2 
C, x C, 1 3 2 
C, 3 1 1 
G 1 0 1 
The number of orbits of primitive words reduces to & { ah - 2a” - 3~” + a2 + 
3a). 
As a final example, to show that one is not restricted to Euclidean geometries, 
let H be the extended modular group (also called the triangle group T*(2,3, ~0)) 
generated by the mappings z H -Z, z H 1 - t, and z H l/2, acting on the upper 
half plane with the hyperbolic geometry. The fundamental regions or cells are 
congruent hyperbolic triangles, with angles n/2, ~13, and 0 [2, Corollary 3.2, p. 
111, and Fig. 15, p. 1741. The six cells meeting at the point w = eln” form a 
zero-angle hyperbolic triangle, which is a window or fundamental region for a 
normal subgroup H,, [2, Example 1, pp. 111-114 and Fig. 18, p. 1761. The 
quotient group G = H/H,, is the dihedral group D, acting regularly on the six cells 
in the window. The table of subgroups is 
K Number 
Identity 1 1 6 
C2 3 -1 3 
C, 1 -1 2 
G 1 3 1 
The number of orbits of primitive words given by Theorem 3.1 is i {(T’ - 3a’ - 
(T* + 3fl). 
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