The overall elasto-plastic behavior of single crystals is governed by individual slips on crystallographic planes, which occur when the resolved shear stress on a critical slip system reaches a certain maximum value. The challenge lies in identifying the activated slip systems for a given load increment since the process involves selection from a pool of linearly dependent slip systems. In this paper, we use an "ultimate algorithm" for the numerical integration of the elasto-plastic constitutive equation for single crystals. The term ultimate indicates exact integration of the elasto-plastic constitutive equation and explicit tracking of the sequence of slip system activation. We implement the algorithm into a finite element code and report the performance for polycrystals subjected to complicated loading paths including non-proportional and reverse/cyclic loading at different crystal orientations. It is shown that the ultimate algorithm is comparable to the widely used radial return algorithm for J 2 plasticity in terms of global numerical stability.
Introduction
Many engineered and natural materials possess crystalline microstructures with well defined slip planes and glide directions. Plastic deformations in these materials arise when the resolved shear stress triggers slip on some of the available systems. Plastic flow according to the maximum resolved shear stress criterion is particularly important near the crack tip as it impacts the direction of crack growth [1, 2] . Irrespective of whether yielding is largescale or small-scale/asymptotic near a crack tip [3] , the challenge lies in identifying the slip systems activated by a given load increment since the process usually involves selection from a pool of linearly dependent systems.
Single crystals may be considered as building blocks revealing relevant features of the atomic structure of a given solid. Most natural and engineered materials, including metals and igneous rocks, have polycrystalline microstructures. Each grain is a single crystal that could be oriented in a random manner, resulting in overall component properties that can deviate from being onedirectional. Crystal sizes range from nanometer-scale to centimeter-scale, or from a few atomic layers to millions of them. Experimentally, it is possible to determine the crystal microstructure by diffraction to allow some deterministic properties to be included in constitutive modeling. Constitutive equations for elasto-plastic behavior of single crystals were first formulated for continuum mechanics by Mandel [4] , Hill [5] , and Maier [6] , and extended to finite deformations by Rice [7] , Hill and Rice [8] , Asaro and Rice [9] , and others. However, although crystal plasticity theory has been well developed for many years, robust stresspoint integration algorithms for the theory remain scarce. Many of the crystal plasticity algorithms are non-convergent for some loading paths, hampering efforts to implement them into multipurpose finite element codes.
One of the first models to use polycrystalline representation for the yielding of metals was proposed by Bishop and Hill [10, 11] . They neglected the contribution of the elastic strains and did not discuss the sequence of activation of slip systems in the crystal.
Lin [12] considered the elastic strains, but made a critical assumption that the elastic and plastic strains were the same for each crystal. Hutchinson [13] and Budiansky and Wu's [14] formulations accounted for all twelve slip systems in face centered cubic (f.c.c.) crystals but employed a trial and error procedure to determine the active slip systems. Iwakuma and Nemat-Nasser [15] and Peirce et al. [16] studied the formation of shear bands in crystals, although their work was restricted to two slip systems in each crystal. Predicting the active systems of f.c.c. crystals in multislip orientations had been the object of studies by Kocks [17] , Kocks and Canova [18] , and Havner [19] , among others.
The integration algorithm for a single crystal utilizes the slip rates as the primary unknowns. In principle, determining the slip rates is trivial if the independent active slip systems are known. Koiter's [20] uniqueness and variational theorems for elastoplastic materials with a singular yield surface provide a means for determining these slip rates. A seemingly attractive numerical algorithm for determining the active systems is based on return mapping for rate-independent multisurface plasticity advocated by Simo et al. [21] . In this algorithm, a trial elastic stress predictor is calculated, and if yielding is detected a plastic corrector is introduced by "returning" the predictor stress iteratively to the active yield surface(s). While this algorithm may work for linearly independent multisurface plasticity models, it could suffer from lack of local convergence when the systems include redundant constraints [22] .
Rate-dependent regularization is often employed to circumvent the problem of redundant constraints. For example, Cuitiño and Ortiz [23] and Steinmann and Stein [24] used a viscoplastic formulation where redundant constraints do not occur because of the rate-dependent regularization. There may be some physical justification for this approach since it is known that plastic flow due to dislocation motion is inherently rate-dependent [25, 26] . In the rate-dependent formulation, the slip rates are directly related to the instantaneous resolved shear stresses: there is no yield surface, there are no loading/unloading criteria, and there is no need to distinguish between active and inactive slip systems. However, when the rate sensitivity is small the resolved shear stress on a system cannot exceed a given slip resistance. It is this latter condition that renders the rate-dependent formulation very difficult to solve [27] : when the resolved shear stress is slightly higher than the strength, the set of constitutive equations becomes exceedingly stiff and gives rise to unrealistic values of slip rates [28] .
There have been a number of algorithms proposed in the literature that also work well for rate-independent crystal models. They include the ultimate algorithm by Borja and Wren [22] , the generalized inverse approaches by Anand and Kothari [29] and Schröder and Miehe [30] , and the diagonal shift method by Miehe and Schröder [31] . A common idea among these methods is the formulation of a local coefficient matrix to solve the plastic slips in the active systems and inspection of the singularity of this matrix to eliminate the redundant constraints. Whereas no universally accepted solution exists as to how to identify a unique set of active systems in the rate-independent limit [32] , we focus on the ultimate algorithm advocated in Ref. [22] because of the following attributes of the method: (a) it is exact for Taylor hardening crystals, (b) it is unconditionally convergent on the local level since it does not employ a local iteration, and (c) it exhibits a global numerical stability comparable to that of the widely used radial return algorithm for J 2 plasticity.
By "exact" integration we mean that for a given strain increment applied as a ramp function the algorithm produces the exact local final stress irrespective of the size of the strain increment. As a point of comparison, we recall that the radial return algorithm proposed by Wilkins [33] for J 2 plasticity is exact only for radial loading. Exact integration independent of the step size is realized by following the sequence of slip system activation. We remark that there is no guarantee that a previously active system will remain active when other systems activate, even if the strain increment is applied as a ramp function, so it is important to follow the sequence of activation/deactivation within the increment. This is particularly true when using the algorithm, for example, to calculate the stresses near a crack tip where the strain increment is expected to be very large.
The contribution of this paper lies in the implementation of the ultimate algorithm into a multipurpose nonlinear finite element code with the goal of assessing its performance for the simulation of 3D boundary-value problems in solid mechanics. We limit the scope of this paper to infinitesimal deformation and Taylor hardening with a constant plastic modulus. The gold test for assessing the performance of the algorithm is how well it compares with the widely used radial return algorithm for J 2 plasticity with respect to numerical stability [34] , since the latter model is simply the "smeared" version of the crystal plasticity model. Remarkably, the ultimate algorithm is shown to be just as stable as the radial return algorithm. Numerical examples include complex loading paths, non-proportional loading, and reverse/cyclic loading in 3D.
The plastic component _ p arises from slips on crystallographic planes. We denote by n (b) the unit normal to a crystallographic plane containing the b-slip system and by m (b) the corresponding direction of plastic slip. If _ c ðbÞ is the plastic slip rate, then a point on the slip plane with position vector x will move at a velocity 
where m ðbÞ n ðbÞ is the slip tensor. This form for the slip tensor is analogous to that produced in strong discontinuity kinematics [35] [36] [37] . Summing over all active crystallographic slips results in the following expression for the plastic strain rate: Figure 1 shows the kinematics of crystal slips.
We denote the overall crystal stress by r. The elastic rate constitutive equation for the crystal takes the form
where c e is the elasticity tensor. The problem lies in identifying the active slip systems.
Consider a crystal with 2N potentially active slip systems, which include both "forward" and "reverse" slips. For f.c.c. crystals N ¼ 12, let s ðbÞ Y represent the yield stress for each slip system. The system is potentially active if at least one of the following conditions is satisfied:
The above yield conditions represent 2N hyperplanes in the general stress space defining boundaries of the elastic region. The plastic strain rate can be written in Koiter's form [20] as To complete the constitutive theory, we assume the Taylor hardening law [38] _ s
According to the above equation, plastic slip rates generate an equal increment of hardening and result in the elastic region expanding uniformly. There is only one required plastic modulus, namely, h, making it a simple hardening law for crystal plasticity. Since forward and reverse slips generate the same rate of hardening, we can write Eq. (7) in the more concise form
The hardening law then simplifies to
Identification of Active Slip Systems
Consider finite slip increments Dc (b) for all possible slip systems b. We define the set of slip systems J act ¼ fb 2 f1; 2; …; Ng f ðbÞ ¼ 0 and Dc ðbÞ ! 0g (13) The slip systems are linearly independent if X b2J act
where J act & J act is the set of linearly independent active constraints [39] . It follows that J act nJ act is the set of redundant constraints. We see that the tensors a (b) for b 2 J act form linearly independent bases for the incremental plastic strain tensor D p . Note that D p is a symmetric tensor, so it can only have six independent elements. Furthermore, tr(D p ) ¼ 0, so J act can have no more than five elements.
The basic idea behind the ultimate algorithm is to determine the plastic strain increment D p as a function of the imposed strain increment D, assuming the latter is applied proportionally in the sense of the ramp function
where 0 s Dt. As usual, we write Eq. (1) in discrete form as
A systematic procedure exists for identifying the active slip systems in a crystal subjected to proportional deformation [22] . We begin by assuming that ja ðbÞ : r n j À s Y; n < 0 for all slip systems so that the stress point initially lies within the elastic region. An imposed deformation jD given by Eq. (15) applied to the crystal will produce the stress evolution
We evaluate j for each slip system and construct a set
where
It is obvious that if j (b) > 1 for all b, then the process remains elastic for the given strain increment.
However, if j (b) < 1 for some b 2 f1; 2; …; Ng, then an initial operative (primary) slip system must have been activated during this strain increment. This slip system is the constraint b 1 that yields the smallest value of j (b) . Next, we consider the activation of a duplex system (two active constraints). To identify the secondary slip system, we first assume that we have an active primary slip system b 1 for our initial condition. We then apply the ray of deformation jD and search for the secondary slip system. During this search the evolution of the crystal stress is given by the equation
Here we assume that the primary slip system b 1 continues to be active during the search process. Thus, for a constant plastic modulus h, the stress must satisfy the consistency condition
which gives the incremental slip on the primary system
where l c is the crystal elastic shear modulus. Substituting this incremental slip into Eq. (19) yields the following alternative form for the evolution of the crystal stress during the search for the secondary slip system
is the elasto-plastic tangent tensor. We can again evaluate j (b) for each slip system and construct the set
If j (b) < 1 for some b 2 f1; 2; …; Ngnb 1 , then the secondary slip system must be the constraint b 2 that yields the smallest value of j (b) . The preceding ideas can be extended to multislip processes. We assume that a given strain increment simultaneously activates m 4 linearly independent slip systems b 1 , …, b m , and we want to identify the (m þ 1)st active system. For the ray of deformation jD the evolution of the crystal stress is given by the equation
The slips are then determined from imposing a total of m independent consistency conditions,
which gives
and det(g ij ) > 0 from the assumption of linear independence of the active slip systems. Note that since tr(a) ¼ 0 and
Equivalently, the evolution of the crystal stress r(t) can be evaluated from Eq. (22) with the elasto-plastic tangent tensor obtained from the expression
We can then evaluate j (b) for each slip system and construct the set
as before. If j (b) < 1 for some b 2 f1; 2; …; Ngnfb 1 ; …; b m g, then the next active slip system b mþ1 corresponds to the smallest element of W mþ1 . Note that the elasto-plastic moduli tensor c ep changes each time a new slip system is added or removed from the set J act .
Ultimate Algorithm
The goal of the stress-point algorithm is to integrate the crystal stress and construct the crystal stress-strain matrix for a given initial stress state and crystal strain increment. In the process, the algorithm identifies the independent slip systems without local iteration, so the method is unconditionally convergent at the stress-point level. Furthermore, for a constant plastic modulus the algorithmic tangent tensor approaches a constant continuum moduli tensor once the global solution finds the set of independent active constraints. Thus, the global Newton iteration is superconvergent in the sense that the error will drop to zero once the independent active constraints have been identified. At the stress-point level there are two groups of input parameters identifying the properties of a crystal. The first group describes the mechanical properties of the crystal and includes Young's modulus E and Poisson's ratio (used to calculate the elastic stiffness matrix), and the initial yield strength s Y0 and hardening parameter h (used to define the yield function and its evolution). These four parameters are stored in real scalar variables. The second group defines the geometric properties of the crystal and consists of the potential slip systems. Each slip system is identified by two vectors containing components of the slip direction m (b) and normal vector n (b) to the crystallographic plane containing the slip direction. These two vectors depend on the type and orientation of the crystal. For example, f.c.c. crystals have a total of 24 slip systems. Slip directions and normal vectors are multiplied by a rotation matrix to account for the orientation of the crystal. The slip normals and slip directions are stored in an array of dimension 3 Â 3 Â n slip , where n slip is the number of slip systems. An additional scalar variable is used to store the value of the cumulative plastic slip at each stress point.
Boxes 1 and 2 show flow charts of the elastic predictor and "plastic corrector" phases of the algorithm. Strictly speaking, the Box 1 Predictor phase for crystal plasticity calculations Box 2 Plastic integrator based on the ultimate algorithm [9] 031024-4 / Vol. 79, MAY 2012
Transactions of the ASME corrector phase does not correct the predictor phase since the trial stress predictor r tr nþ1 is discarded once the algorithm detects some plasticity in the crystal (i.e., when J tr 6 ¼ [). Instead, the algorithm starts anew with the current stress r n and calls the ultimate algorithm summarized in Box 2 to systematically activate the relevant slip systems. Prior to calling Box 2, the predictor phase first identifies the hyperplanes on which the stress point now lies and collects them in the set J act . This set may also contain redundant constraints that are later filtered out in Box 2.
In Step 2 of Box 2, the linearly independent active constraints are identified from the set J act and stored in the set J act as follows. First, the elements g ij defined in Eq. (29) are assembled into an array accommodating all the constraints in J act . In the presence of redundant constraints, this array is singular; however, a simple LDU factorization automatically identifies the redundant constraints from the zero elements in D, which are then discarded. The same factorized matrix is used to solve the slips in the remaining independent active constraints from the equation
As pointed out in the Introduction and in Ref. [9] , there is no guarantee that an active slip system will remain active even if one applies a monotonic unidirectional incremental strain (i.e., a ramp function). In other words, as more slip systems activate it is possible that other previously active systems could unload. To account for this possibility, Step 4 of Box 2 identifies a deactivating system from the sign of the calculated slip. Once the algorithm detects that all of the incremental strain has been applied (i.e., j ðb mþ1 Þ ¼ 1), it returns to Box 1 with the final values of the crystal stress, yield stress, and the elastoplastic tangential moduli. These are stored in the updated r n , s Y;n , and c ep , respectively.
Numerical Simulations
In this section, we use the finite element method to solve a number of 3D boundary-value problems employing the proposed crystal plasticity algorithm.
In all the simulations, we assumed infinitesimal deformation so that the nonlinearity may be attributed solely to the material constitutive response. We use eight-node hexahedral finite elements with B-bar integration to circumvent mesh locking in the incompressible and nearly incompressible regimes. Newton's method is used for the global iterations, and different solid shapes are considered.
Because the structural response depends on crystal orientation, it is necessary to define the crystal orientations with respect to a fixed reference frame. In an f.c.c. crystal the eight f1 1 1g octahedral planes in the crystal reference frame each contain three 110 h i slip directions that are 60 deg apart, for a total of 24 possible slip systems. Here we consider the (x, y, z)-system as our fixed reference frame and the (x c , y c , z c )-system as the crystal reference frame. Crystal orientations can then be described by the Euler angles between the fixed and crystal reference frames as shown in Fig. 2 . The Euler angles are defined by a positive (right-hand rule) rotation of h about the y-axis, followed by a positive rotation of / about the z c -axis.
Cubical Solid Subjected to Uniaxial Extension.
The finite element mesh has 375 hexahedral elements and is shown in Fig. 3 . The solid has a square cross section with an area of 1 Â 1 m 2 , a height of 3 m, and is fixed to rigid caps at its top and bottom ends. The bottom cap is fixed to the support while the top cap is pulled vertically by an amount d ¼ d(t). The kinematics of deformation is such that the top cap remains horizontal but can translate in the lateral direction. Conventional isotropic plasticity models, such as the J 2 plasticity model, would predict that the top cap will simply move vertically upwards with no horizontal translation relative to the bottom end. However, with the anisotropy produced by crystal plasticity, we show below that in addition to a vertical extension the solid will also displace horizontally by an amount that depends on crystal orientation.
We assume the following properties of the crystal: E ¼ 15 GPa, ¼ 0.37, s Y0 ¼ 20 MPa, and h ¼ 0. We consider three crystal orientations as shown in Table 1 . Figure 4 shows the relative positions of the top end of the solid (cross-section with a mesh) relative to the fixed bottom end (cross section without a mesh) after stretching the solid at 1% vertical strain (d ¼ 3 cm) for the three crystal orientations. The lateral displacement of the top end of the solid varies with crystal orientation, with the most pronounced lateral movement exhibited at orientation 1. Figure 5 shows a more revealing deformation pattern for the solid at crystal orientation 1. As the solid is stretched, a deformation band forms on a plane that is not aligned with any of the fixed coordinate planes. We remark that the finite element mesh used in this study has no imperfection whatsoever. The band formed in the solid is purely a result of plastic slips on the most favorably oriented glide planes in the crystal. These results suggest that the propensity of a crystalline solid to undergo strain localization in the form of a deformation band depends on the orientation of the crystal lattice relative to loading direction. Table 2 shows the convergence profiles of global Newton iterations expressed in terms of the ratio of the relative norm of the global residual force vector. With very few exceptions (not shown in this table), the global iterations needed no more than two iterations to achieve convergence to machine precision. As noted earlier, the problem becomes a linear one as soon as the active slips are identified, and in this example it took two iterations to identify these active slip systems.
Cylindrical Solid
Subjected to Cyclic Twisting. In this example, we apply one full cycle of torsion on a cylindrical solid, modeled with 640 hexahedral finite elements shown in Fig. 6 . The solid is fixed at the bottom, and the top is attached to a rigid cap on which two horizontal eccentric forces equal in magnitude but opposite in direction are applied. The rigidity of the cap prevents the top surface from warping but does not inhibit it from translating in any direction. As in the previous example, we test three different crystal orientations summarized in Table 1 . The crystals are assumed to have the same material parameters as in the previous example. Figure 7 shows the hysteretic torque-rotation curves generated for the three crystal orientations. The torque was increased to its maximum value so that the structure would yield everywhere. The limit load was then determined from the last convergent step. We see from Fig. 7 that the ultimate loads, 6T max , vary with crystal orientation and is highest for orientation 3, where the crystal axes are aligned to the coordinate axes. All hysteretic loops close, as to be expected from an elastic-perfectly plastic constitutive response. Figure 8 shows the lateral and vertical movements of the top end of the solid when the torque reaches the value T max during the initial part of loading. We see that for crystal orientations 1 and 2, the top end of the cylinder translated laterally and vertically relative to the fixed bottom base in such as way as to define a rocking mode. This is because for these two orientations, the crystal slip directions are not aligned with the direction of twisting. In contrast, no rocking mode can be seen for crystal orientation 3, where the crystal axes are aligned with the coordinate axes and, hence, with the sense of twisting. Table 3 summarizes the convergence profiles of Newton iterations at various stages of loading. All iterations below the limit loads are superconvergent, i.e., the errors dropped immediately to zero once the active systems have been found, with the exception of the load steps near the limit loads designated as 6T max in this table. We recall that load steps near the limit load are most difficult to converge because they are close to the plateau of the torque-twist curve where the slope is flat and where the load cannot be increased further. This is exemplified by the convergence rate at ÀT max for orientation 1, which is not quadratic. This is not a shortcoming of the iterative algorithm, but rather, it simply reflects the proximity of the solution to a physically unstable state.
5.3
Twisting of a Hollow Cylinder. As a final example, we consider a hollow cylinder shown in Fig. 9 . The cylinder is clamped at both its top and bottom ends while the inner and outer vertical faces are assumed to be traction-free. The top end is then twisted while holding the bottom end fixed. Crystal orientation 3 is assumed for the cylinder, with Young's modulus E ¼ 15 GPa, Poisson's ratio ¼ 0.37, initial yield strength s Y0 ¼ 10 MPa, and hardening parameter h ¼ À1 MPa (softening). Figure 10 shows the resulting plastic strain contour after subjecting the cylinder to a final torsional twist of h ¼ 1 deg. We see four vertical deformation bands emerging from the imposed deformation. These bands did not form randomly, but rather, they are determined from the lattice orientation relative to direction of twisting. In a second simulation, a small imperfection is embedded in the cylinder by rotating the same crystal in four adjacent finite elements to orientation 1. The imperfection generates more intense localized deformation and a complementary deformation band propagating away from the imperfection. Table 4 shows the convergence profile of Newton iterations at 50% and 100% of the total angle of twist. Observe that the iteration of the solution is superconvergent for the case where the crystal is uniformly oriented, but the introduction of the imperfection causes the iteration to slow down a little bit. The latter may be attributed to difficulty in identifying the active slip systems in the neighborhood of the imperfection. However, Newton's method still converged to machine precision after a few more iterations.
Summary and Conclusions
The ultimate algorithm for rate-independent crystal plasticity has been implemented into a nonlinear finite element code for analyzing the elasto-plastic deformation of 3D solids with polycrystalline microstructures. Previous work has focused only on the performance of the algorithm on the local stress-point level calculations. The present work suggests that the algorithm performs equally well in the finite element simulations of the elasto-plastic deformation of polycrystalline solids. The algorithm possesses the following attributes that make it desirable to use in a finite element code: (a) it is locally exact for incremental strain applied as a ramp function, (b) it is unconditionally convergent on the local level since it does not perform a local iteration, and (c) it is as stable as the widely used radial return algorithm for J 2 plasticity when implemented globally in a finite element code. In addition, the global Newton iteration exhibits an optimal convergence rate that is better than quadratic in some cases, implying that this iterative technique is just as effective for identifying the active constraints in polycrystalline solids as it is for solving regular nonlinear problems. 
