While generalized equations with differentiable single-valued base mappings and the associated Josephy-Newton method have been studied extensively, the setting with semismooth base mapping had not been previously considered (apart from the two special cases of usual nonlinear equations and of Karush-Kuhn-Tucker optimality systems). We introduce for the general semismooth case appropriate notions of solution regularity and prove local convergence of the corresponding Josephy-Newton method. As an application, we immediately recover the known primal-dual local convergence properties of semismooth SQP, but also obtain some new results that complete the analysis of the SQP primal rate of convergence, including its quasi-Newton variant.
Introduction
We consider the generalized equation (GE) Φ(u) + N (u) 0, (1.1) where Φ : IR ν → IR ν is a (single-valued) base mapping, and N (·) is a field multifunction from IR ν to the subsets of IR ν (i.e., N (u) ⊂ IR ν for each u ∈ IR ν ). As is well known, this is a rather general framework [9] . For example, the case of usual nonlinear equations corresponds to N (·) = {0}. More generally, when N (·) = N Q (·) is the normal map associated to a closed convex set Q ⊂ IR ν then GE (1.1) is a variational inequality (VI)
This in particular includes the Karush-Kuhn-Tucker (KKT) optimality conditions via the following well-known construction. Consider the problem minimize f (x) subject to h(x) = 0, g(x) ≤ 0, (1.3) where the objective function f : IR n → IR and the constraints mappings h : IR n → IR L(x, λ, µ) = f (x) + λ, h(x) + µ, g(x) .
Then the KKT system (1.4) is a particular instance of GE (1.1) with the mapping Φ :
Φ(u) = ∂L ∂x (x, λ, µ), −h(x), −g(x) , u = (x, λ, µ), (1.5) and with
In this paper, we are interested in Newtonian methods for solving (1.1). An iteration of the Josephy-Newton method [17, 18, 3, 16] solves the following (partially) linearized GE:
where u k ∈ IR ν is the current approximation to a solution of (1.1) and J k ∈ IR ν×ν . If Φ is differentiable then J k = Φ (u k ) is the basic choice. When in (1.1) we have N (·) = {0}, then (1.7) is just the classical Newton iteration for nonlinear equations. If GE (1.1) is given by (1.5) and (1.6), i.e., it corresponds to KKT optimality conditions (1.4), then (1.7) is an iteration of the fundamental SQP algorithm [2] for optimization.
When the mapping Φ is not differentiable, a specific choice of J k in the set of some generalized derivatives should be employed in (1.7) instead of Φ (u k ). It appears that such methods have been previously studied only in the two special cases: that of the usual nonlinear equations (when N (·) = {0}) [20, 21, 28, 24] and of the semismooth SQP (when (1.1) corresponds to KKT conditions) [26, 11] . The goal of this work is to develop the general semismooth Josephy-Newton framework. On the one hand, it extends the Josephy-Newton method [17, 18, 3, 16] to the case of a possibly nonsmooth base mapping Φ. On the other hand, it extends the semismooth Newton method for nonsmooth equations [20, 21, 28, 24] to the case of a GE. We shall also consider an application of this framework to optimization. As a by-product, we immediately recover the primal-dual local convergence result of [11] for semismooth SQP. We point out that this result follows here from a more general yet much shorter analysis. In addition, we obtain new and rather complete characterization of primal superlinear rate of convergence of semismooth SQP and its quasi-Newton variants.
In this work, we consider that Φ is only semismooth; differentiability of Φ is not assumed. One of the motivations to analyze this case comes from optimality systems for optimization problems with the objective function and constraints differentiable with locally Lipschitzcontinuous first derivatives, but not necessarily twice differentiable. Problems with such smoothness properties arise in stochastic programming and optimal control (the so-called extended linear-quadratic problems [30, 31, 26] ), in semi-infinite programming and in primal decomposition procedures (see [19, 25] and references therein). Once but not twice differentiable functions arise also when reformulating complementarity constraints as in [14] or in the lifting approach [32, 13] . Other possible sources are subproblems in penalty or augmented Lagrangian methods with lower-level constraints treated directly and upper-level inequality constraints treated via quadratic penalization or via augmented Lagrangian, which gives rise to certain terms that are not twice differentiable in general; see, e.g., [1] .
The rest of the paper is organized as follows. In Section 2 we introduce the notion of strong regularity for GE with nondifferentiable base mapping, clarify its role and, in particular, what it means in the case of optimization problems. Section 3 constitutes convergence analysis of the semismooth Josephy-Newton method, including its perturbed and quasi-Newton variants. The application to the semismooth SQP for optimization is given in Section 4. We finish with some concluding remarks in Section 5. The appendix contains three technical lemmas concerned with partial derivatives and partial generalized Jacobians that are used in the paper.
Some final words about our notation are in order. The B-differential of Φ :
where S Φ is the set of points at which Φ is differentiable (this set is dense under our assumptions). Then the Clarke generalized Jacobian of Φ at u is given by
where conv S stands for the convex hull of the set S. For a mapping Φ : IR ν × IR p → IR q , the partial Clarke generalized Jacobian of Φ at (u, v) ∈ IR ν × IR p with respect to u is the Clarke generalized Jacobian of the mapping Φ(·, v), which we denote by ∂ u Φ(u, v).
The mapping Φ : IR ν → IR q is said to be semismooth [9, Section 7.4] at u ∈ IR ν if it is locally Lipschitz-continuous around u, directionally differentiable at u in every direction, and satisfies the condition
If the stronger condition
holds, then Φ is said to be strongly semismooth at u.
ν onto a closed convex set S ⊂ IR ν is denoted by π S (u). Two properties that will be useful in the sequel are the following: if C ⊂ IR ν is a closed convex cone then
and 9) where C • = {u ∈ IR ν | u, v ≤ 0 ∀ v ∈ C} is the negative dual cone to C.
Strong regularity
When Φ is differentiable, closely related to convergence of the Josephy-Newton scheme (1.7) is the notion of strong regularity, introduced in [29] (although, it should be mentioned that in the differentiable case convergence can be established under weaker assumptions [3] ). Specifically, a solutionū of GE (1.1) is referred to as strongly regular if for each r ∈ IR ν close enough to 0 the perturbed (partially) linearized GE
has nearū the unique solution u(r) and the mapping u(·) is locally Lipschitz-continuous at 0. Clearly,ū is a strongly regular solution of GE (1.1) if and only if it is a strongly regular solution of its linearization
We next introduce an appropriate generalization of the notion of regularity for the case when Φ is not differentiable. Definition 2.1 A solutionū ∈ IR ν of GE (1.1) is referred to as strongly regular with respect to a set ∆ ⊂ IR ν×ν if for each J ∈ ∆ the solutionū of the GE
is strongly regular. (I.e., for each J ∈ ∆ and for each r ∈ IR ν close enough to 0, the perturbed partial linearization of (2.1)
has nearū the unique solution u J (r) and the mapping u J (·) is locally Lipschitz-continuous at 0.) If ∆ = ∂ B Φ(ū) (∆ = ∂Φ(ū)) thenū is referred to as a BD-regular (CD-regular) solution of GE (1.1).
Evidently, Definition 2.1 extends the following widely used notions: strong regularity [29] for the case of a smooth base mapping Φ and ∆ = {Φ (ū)}, BD-regularity [23] and CDregularity [27] for usual equations corresponding to N (·) = {0}, ∆ = ∂ B Φ(ū) and ∆ = ∂Φ(ū), respectively.
The following result regarding the stability of strong regularity subject to small Lipschitzian perturbations follows, e.g., from [7, Theorem 1.4 ].
Proposition 2.1 For given Φ : IR
ν → IR ν , J ∈ IR ν×ν and a multifunction N from IR ν to the subsets of IR ν , letū be a strongly regular solution of GE (2.1). Then for any fixed neighborhood W ofū and any sufficiently small ≥ 0, there exist¯ > 0 and neighborhoods U ofū and V of 0 such that for any mapping R : IR ν → IR ν which is Lipschitz-continuous on W with Lipschitz constant , and for any r ∈ R(ū) + V , the GE R(u) + Φ(ū) + J(u −ū) + N (u) r has in U the unique solution u(r), and the mapping u(·) is Lipschitz-continuous on R(ū) + V with Lipschitz constant¯ .
We next use Proposition 2.1 to prove solvability of perturbed linearized GEs for all points close enough to a strongly regular solution and all matrices J close enough to the associated set ∆.
Proposition 2.2 Let Φ : IR
ν → IR ν be locally Lipschitz-continuous atū ∈ IR ν . For a given multifunction N from IR ν to the subsets of IR ν , letū be a solution of GE (1.1), strongly regular with respect to a compact set ∆ ⊂ IR ν×ν . Then there exist ε > 0,¯ > 0 and neighborhoodsŨ and U ofū and V of 0 such that for anyũ ∈Ũ , any J ∈ IR ν×ν satisfying
2)
and any r ∈ V , the GE
has in U the unique solution u(r), and the mapping u(·) is Lipschitz-continuous on V with Lipschitz constant¯ .
Proof. Fix anyJ ∈ ∆. For eachũ ∈ IR ν and J ∈ IR ν×ν define the mapping R :
For any pre-fixed > 0, the mapping R is Lipschitz-continuous on IR ν with Lipschitz constant provided J is close enough toJ. Note also that R(ū) = Φ(ũ) − Φ(ū) − J(ũ −ū) tends to 0 asũ →ū. Therefore, by Proposition 2.1 applied with W = IR ν , there exist ε > 0,¯ > 0 and neighborhoodsŨ and U ofū and V of 0 such that for anyũ ∈Ũ and J ∈ IR ν×ν such that J −J < ε, and for any r ∈ V , the GE
has in U the unique solution u(r), and the mapping u(·) is Lipschitz-continuous on V with Lipschitz constant¯ . Substituting (2.4) into (2.5), observe that the latter coincides with (2.3). Considering for eachJ ∈ ∆ the open ball in IR ν×ν centered atJ and of radius ε defined above, we obtain the open cover of the compact set ∆ which has a finite subcover. We now re-define ε > 0 in such a way that any J ∈ IR ν×ν satisfying (2.2) belongs to the specified finite subcover. Furthermore, we take the maximum value¯ > 0 of the corresponding constants and the intersectionsŨ , U and V of the corresponding neighborhoods defined above over the centersJ of the balls constituting this subcover. This construction provides all the ingredients for the stated assertion.
Remark 2.1 Note that the existence result in Proposition 2.2 requires local Lipschitzcontinuity of the base mapping Φ only; in particular, neither differentiability nor even semismoothness is assumed.
Consider now the optimization problem (1.3) , where the objective function f : IR n → IR and the constraints mappings h : IR n → IR l and g : IR n → IR m are differentiable, with their derivatives being locally Lipschitz-continuous. As already noted, stationary points of problem (1.3) and the associated Lagrange multipliers are characterized by the KKT optimality system (1.4), which corresponds to the GE (1.1) with the base mapping Φ given by (1.5) and the field multifunction N given by (1.6).
For a feasible pointx of problem (1.3), let
stand for the set of indices of inequality constraints active atx. Furthermore, for a Lagrange multiplierμ associated withx, set
Recall that the linear independence constraint qualification (LICQ) atx consists of saying that the gradients h j (x), j = 1, . . . , l, g i (x), i ∈ A(x), are linearly independent.
For optimization problems with twice differentiable data, characterization of strong regularity was derived in [29] (sufficiency) and in [4] (necessity). These facts imply the following result which, in turn, gives the characterization of strong regularity in the case of once differentiable data, in the sense of Definition 2.1.
n . Letx be a stationary point of problem (1.3), and let (λ,μ) ∈ IR l × IR m be an associated Lagrange multiplier. Let H ∈ IR n×n be an arbitrary symmetric matrix and let
Ifx and (λ,μ) satisfy LICQ and the condition
where
is a strongly regular solution of GE (2.1) with Φ(·) and N (·) defined according to (1.5) and (1.6), respectively. Moreover, LICQ is necessary for strong regularity ofū, while the condition (2.7) is necessary for strong regularity ofū ifx is a local solution of the quadratic programming problem
Proof. Problem (2.8) is locally (nearx) equivalent to the problem
It can be easily seen that the KKT system for problem (2.9) can be stated as the GE (2.1) with Φ(·) and N (·) defined according to (1.5) and (1.6), respectively, and with J defined in (2.6). Moreover, stationarity ofx in problem (1.3) with an associated Lagrange multiplier (λ,μ) is equivalent to stationarity ofx in problem (2.9) with the same Lagrange multiplier (λ,μ); the sets of active atx inequality constraints of the two problems are the same; LICQ for the two problems atx means the same; and finally, condition (2.7) coincides with the so-called strong second-order optimality condition for problem (2.9). The needed assertions now follow applying the results of [29] and [4] to problem (2.9) (this can be done, since (2.9) is a quadratic program and thus satisfies the smoothness assumptions in [29, 4] ).
Remark 2.2 It can be seen [12] that for any
By this equality, Proposition 2.3 immediately implies the following: Ifx and (λ,μ) satisfy LICQ and the strong second-order sufficient optimality condition (SSOSC)
is a CD-regular solution of GE (2.1) with Φ(·) and N (·) defined according to (1.5) and (1.6), respectively. In particular, in the case of twice differentiable data, Proposition 2.3 applied with H = ∂ 2 L ∂x 2 (x,λ,μ) recovers the characterization of strong regularity obtained in [29] and [4] .
In the sequel, along with SSOSC (2.11) we shall employ the weaker second-order sufficient optimality condition (SOSC)
is the critical cone of problem (1.3) atx. Recall that the critical cone has the equivalent representation
for any Lagrange multiplier (λ,μ) associated with a stationary pointx. Condition (2.12) is indeed sufficient for local optimality of a stationary pointx, as established in [19] .
Semismooth Josephy-Newton method
In this section, along with the semismooth Josephy-Newton method given by (1.7) with some J k ∈ ∂Φ(u k ), we shall also consider its perturbed generalization. Specifically, given the current iterate u k ∈ IR ν , the next iterate u k+1 satisfies the GE
with some J k ∈ ∂Φ(u k ), where ω k ∈ IR ν is a perturbation term. The perturbation may be induced, for example, by inexact solution of the subproblem Φ(
We start with the following a posteriori result concerned with superlinear rate of convergence, assuming convergence itself. Among other things, this line of analysis would turn convenient later, as it gives all the necessary convergence rate estimates once convergence is established.
Letū be a solution of GE (1.1), strongly regular with respect to some closed set∆ ⊂ ∂Φ(ū). Let a sequence {u k } ⊂ IR ν be convergent toū, and assume that u k+1 satisfies (3.1) for each k = 0, 1, . . ., with some
and
Then the rate of convergence of {u k } is superlinear. Moreover, the rate of convergence is quadratic provided Φ is strongly semismooth atū and
Proof. Define ε > 0,¯ > 0,Ũ , U and V according to Proposition 2.2 with ∆ =∆. Then for any u k ∈Ũ , any J k ∈ ∂Φ(u k ) satisfying dist(J k ,∆) < ε, and any r ∈ V , the GE
has in U the unique solution u(r) which is Lipschitz-continuous on V with Lipschitz constant . For each k, set
Note that by the semismoothness of Φ atū, it holds that
Note also that by (3.6),
By convergence of {u k } toū, and by (3.2), (3.3) and (3.7), we conclude that for all k large enough it holds that u k , u k+1 ∈Ũ ∩ U , dist(J k ,∆) < ε, −ω k ∈ V and r k ∈ V . Hence, according to Proposition 2.2, u k+1 is the unique solution in U of GE (3.5) with r = −ω k , i.e., u k+1 = u(−ω k ), while by (3.8),ū is the unique solution in U of GE (3.5) with r = r k , i.e., u = u(r k ). Therefore, 9) where the last estimate is by (3.3) and (3.7). The proof that (3.9) implies the superlinear rate is standard; see, e.g., [16, Proposition 2.1]. In addition, if Φ is strongly semismooth atū then for r k defined in (3.6) it holds that
Combining this with (3.4) , and with the inequality in (3.9), the quadratic rate of convergence follows.
An immediate application of Proposition 3.1 is a Dennis-Moré-type result for the semismooth quasi-Josephy-Newton method. Let {J k } ⊂ IR ν×ν be a sequence of matrices. For the current iterate u k ∈ IR ν , let the next iterate u k+1 be computed as a solution of GE (1.7), and assume that {J k } satisfies the Dennis-Moré-type condition:
In the following a posteriori result, we allow for a possibility of somewhat more special choices of matrices J k .
Letū be a solution of GE (1.1), strongly regular with respect to some closed set∆ ⊂ ∂Φ(ū). Let {J k } ⊂ IR ν×ν be a sequence of matrices, and let a sequence {u k } ⊂ IR ν be convergent toū and such that for all k large enough u k+1 satisfies (1.7) and there existJ k ∈ ∂Φ(u k ) satisfying
Then the rate of convergence of {u k } is superlinear.
Proof. For each k set
Then (3.12) implies (3.3). Employing (3.11), the result now follows immediately from Proposition 3.1.
The assumption that for each k large enough there existJ k ∈ ∂Φ(u k ) satisfying (3.12) is equivalent to (3.10) . Ifū is a CD-regular solution of GE (1.1) then Theorem 3.1 is applicable with∆ = ∂Φ(ū), and in this case (3.11) is automatic for any choice ofJ k ∈ ∂Φ(u k ) according to upper semicontinuity of Clarke's generalized Jacobian. Another appealing possibility is to apply Theorem 3.1 with∆ = ∂ B Φ(ū), assuming BD-regularity of the solutionū.
We proceed with a priori local analysis, i.e., sufficient conditions for convergence.
Letū be a solution of GE (1.1), strongly regular with respect to some closed set∆ ⊂ ∂Φ(ū). Let ∆ be a multifunction from IR ν to the subsets of IR ν×ν , such that
and for any ε > 0 there exists a neighborhood O ofū such that
Then there exists δ > 0 such that for any starting point u 0 ∈ IR ν close enough toū, for each k = 0, 1, . . . and any choice of J k ∈ ∆(u k ), there exists the unique solution u k+1 of GE
the sequence {u k } generated this way converges toū, and the rate of convergence is superlinear. Moreover, the rate of convergence is quadratic provided Φ is strongly semismooth at u.
Proof.
Define ε > 0,¯ > 0,Ũ , U and V according to Proposition 2.2 with ∆ =∆. Moreover, letŨ be such that (3.14) holds with O =Ũ and with the specified ε.
Then, according to Proposition 2.2, for any u k ∈Ũ , any J k ∈ ∆(u k ) and any r ∈ V , the GE
has in U the unique solution u(r) which is Lipschitz-continuous on V with Lipschitz constant . In particular, GE (1.7) has in U the unique solution u k+1 = u(0). Defining r k according to (3.6) and employing (3.13), by the semismoothness of Φ atū we conclude that (3.7) holds, and
ShrinkingŨ if necessary, by (3.7) we conclude that r k ∈ V provided u k ∈Ũ , and hence,ū is the unique solution of GE (3.16) with r = r k , i.e.,ū = u(r k ). Therefore, 17) where the last estimate is by (3.7). From (3.17) we derive the following: for any q ∈ (0, 1), there exists δ > 0 such that B(ū, δ/2) ⊂Ũ , B(ū, 3δ/2) ⊂ U , and for any u k ∈ B(ū, δ/2) it holds that 18) implying that u k+1 ∈ B(ū, δ/2). Then
and hence, u k+1 is a solution of GE (1.7) satisfying (3.15). Moreover, for any point u k+1 ∈ IR n satisfying (3.15), it holds that
and hence, u k+1 ∈ U , implying that u k+1 is a solution of GE (1.7) if and only if it coincides with u k+1 = u(0). Thus, the latter is the unique solution of GE (1.7) satisfying (3.15). Therefore, the inclusion u 0 ∈ B(ū, δ/2) implies that the entire sequence {u k } is uniquely defined (for any fixed rule of selecting J k ∈ ∆(u k ) for all k) and is contained in B(ū, δ/2). Then (3.18) shows convergence of this sequence toū. The convergence rate estimates now follow from Proposition 3.1.
Remark 3.1 Theorem 3.2 generalizes local convergence results of the semismooth Newton method for usual equations [28, 24] . Indeed, the two basic options for ∆(·) are ∂ B Φ(·) and ∂Φ(·). For the first option Theorem 3.2 is applicable with∆ = ∂ B Φ(ū) assuming BDregularity ofū, while for the second option it is applicable with∆ = ∂Φ(ū) assuming CDregularity ofū. In addition, other choices of ∆(·) (e.g., related to the specific problem structure) are possible.
Remark 3.2 For generalized equations with smooth bases a subtler local convergence result was established in [3] , where the assumptions are the semistability and hemistability of the solution. The combination of these two properties is generally weaker than strong regularity (in the smooth case). Note, however, that unlike in Theorem 3.2, local uniqueness of the subproblems' solutions does not hold under these assumptions.
In the case of VI (1.2), the iteration (1.7) of the semismooth Josephy-Newton method takes the form of the VI
with some J k ∈ ∂Φ(u k ). In particular, for a nonlinear complementarity problem (NCP) 20) corresponding to VI (1.2) with Q = IR n + , the iteration (3.19) of the semismooth JosephyNewton method takes the form of the linear complementarity problem
According to Definition 2.1, strong regularity of a solutionū of NCP (3.20) with respect to a set∆ ⊂ IR ν×ν means that for any J ∈∆ the pointū is a strongly regular solution of the linear complementarity problem
The algebraic characterization of strong regularity for semismooth NCP (3.20) readily follows applying the results of [29] to (3.21).
Semismooth SQP
In this section, we consider the sequential quadratic programming (SQP) algorithm [2] for problem (1.3), which is a special case of the Josephy-Newton method (1.7).
+ and set k = 0.
1. If (x k , λ k , µ k ) satisfies the KKT system (1.4), stop.
2. Choose a symmetric matrix H k ∈ IR n×n and compute x k+1 ∈ IR n as a stationary point of problem
and (λ k+1 , µ k+1 ) ∈ IR l × IR m + as an associated Lagrange multiplier.
3. Adjust k by 1 and go to step 1.
By the basic semismooth sequential quadratic programming (semismooth SQP) method we mean Algorithm 4.1 with
Methods of this kind were considered, e.g., in [26, 11] . The KKT system of problem (4.1) has the form
It can be seen that the latter system is equivalent to the iteration GE (1.7) of the JosephyNewton method with u k = (x k , λ k , µ k ), Φ(·) and N (·) defined according to (1.5) and (1.6), respectively, and with
Semismoothness of the derivatives of f , h and g atx implies semismoothness of Φ at u = (x,λ,μ). Moreover, taking into account Proposition 2.3 and Remark 2.2, Theorem 3.2 is applicable with∆ = ∂Φ(x) and ∆(·) = ∂Φ(·) providedx and (λ,μ) satisfy LICQ and SSOSC (2.11). Therefore, we immediately obtain the local convergence and rate of convergence result for the basic semismooth SQP algorithm.
Theorem 4.1 Let f : IR
n → IR, h : IR n → IR l and g : IR n → IR l be differentiable in a neighborhood ofx ∈ IR n , with their derivatives being semismooth atx. Letx be a local solution of problem (1.3) satisfying LICQ, and let SSOSC (2.11) hold for the associated Lagrange multiplier (λ,μ) ∈ IR l × IR m . Then there exists δ > 0 such that for any starting point
close enough to (x,λ,μ), for each k = 0, 1, . . . and any choice of H k satisfying (4.2), there exists the unique stationary point x k+1 of problem (4.1) and the unique associated Lagrange multiplier (λ k+1 , µ k+1 ) satisfying
the sequence {(x k , λ k , µ k )} converges to (x,λ,μ), and the rate of convergence is superlinear. Moreover, the rate of convergence is quadratic provided the derivatives of f , h and g are strongly semismooth atx.
Theorem 4.1 essentially recovers the local superlinear convergence result in [11] , which was obtained by direct (and rather involved) analysis. Here, this property is an immediate consequence of the general local convergence theory for the semismooth Josephy-Newton method, given by Theorem 3.2. A similar result was derived in [26] , but under stronger assumptions including the strict complementarity condition.
For optimization problems with twice differentiable data, Theorem 4.1 can be sharpened. Specifically, it was demonstrated in [3] that LICQ can be replaced by the generally weaker strict Mangasarian-Fromovitz constraint qualification, while SSOSC can be replaced by the usual second-order sufficient optimality condition. However, unlike in Theorem 4.1, these assumptions cannot guarantee uniqueness of the iteration sequence satisfying the localization condition (4.5).
As is well known (e.g., [5, Exercise 14.8]), superlinear or quadratic Q-rate of convergence of the primal-dual sequence does not necessarily imply superlinear (or even linear) Q-rate for the primal part. At the same time, primal convergence is often of particular importance. To that end, we proceed with primal superlinear convergence analysis for Algorithm 4.1.
Having in mind some potentially useful choices of H k different from the basic (4.2), as well as truncation of subproblems solution (e.g., [15] ), we consider the following perturbed version of semismooth SQP. For a given primal-dual iterate (
, and ω k 3 ∈ IR m are perturbation terms.
We first establish necessary conditions for primal superlinear convergence of the iterates given by (4.6). Proposition 4.1 also suggests the proper form of the Dennis-Moré-type condition for the semismooth case.
Proposition 4.1 Let f : IR
n → IR, h : IR n → IR l and g : IR n → IR l be differentiable in a neighborhood ofx ∈ IR n , with their derivatives being semismooth atx. Letx be a stationary point of problem (1.3), and let (λ,μ) ∈ IR l × IR m be an associated Lagrange multiplier. Let {(x k , λ k , µ k )} ⊂ IR n × IR l × IR m be convergent to (x,λ,μ), and assume that for each k large enough the triple (x k+1 , λ k+1 , µ k+1 ) satisfies the system (4.6) with some
Proof. Let {W k } be an arbitrary sequence of matrices such thatW k ∈ ∂ x ∂L ∂x (x k+1 , λ k , µ k ) for each k. Since {(x k , λ k , µ k )} is convergent to (x,λ,μ) (and hence, {(λ k , µ k )} is bounded), and the derivatives of f , h and g are locally Lipschitz-continuous atx, one can easily see that there exist a neighborhood U ofx and > 0 such that for all k the mapping ∂L ∂x (·, λ k , µ k ) is Lipschitz-continuous on U with constant , and both x k and x k+1 belong to U for all k large enough. This implies that W k ≤ and W k ≤ for all such k (since the matrices in the generalized Jacobian are bounded by the Lipschitz constant of the mapping in question). In particular, {W k } and {W k } are bounded sequences. Then, employing Lemma A.3 (with
and taking into account the superlinear convergence of {x k } tox, we obtain
which gives (4.7). Furthermore, from (4.6), employing superlinear convergence of {x k } tox, boundedness of {W k }, Lemma A.3 and local Lipschitz-continuity of the derivatives of h and g atx, we obtain that 13) and
The latter relation givies (4.8).
Moreover, sinceμ A + (x,μ) > 0, we have that µ k A + (x,μ) > 0 for all k large enough, and it then follows from the last line in (4.6) that
which gives (4.9). For each k setω
Then from (4.13) it follows that
If (4.10) holds then, since {g {1, ..., m}\A(x) (x k )} → g {1, ..., m}\A(x) (x) < 0, the last line in (4.6) implies that µ k {1, ..., m}\A(x) = 0 for all k large enough. Taking this into account, we obtain from (2.13) and (4.14) that for all such k, for any ξ ∈ C(x) it holds that
where the inequality µ k+1 ≥ 0 was also employed. Therefore,ω k 1 ∈ (C(x)) • . Hence, according to (1.9), π C(x) (ω k 1 ) = 0. Combining the latter with (4.15), and taking into account the fact that π C(x) (·) is nonexpansive, we obtain the last needed estimate (4.11).
We now proceed with sufficient conditions for primal superlinear convergence. Following [10] , in this analysis we only assume that the limiting stationary pointx and the associated limiting multiplier (λ,μ) satisfy SOSC (2.12). Note that even in the twice differentiable case other results in the literature (e.g., [5, Theorem 15.7] ; see also [3] , [22, Theorem 18.5] for related statements) require LICQ in addition to SOSC. The analysis relies on the following primal error bound result that generalizes [10] with respect to its smoothness assumptions.
Proposition 4.2 Let f : IR
n → IR, h : IR n → IR l and g : IR n → IR l be differentiable in a neighborhood ofx ∈ IR n , with their derivatives being semismooth atx. Letx be a stationary point of problem (1.3), let (λ,μ) ∈ IR l ×IR m be an associated Lagrange multiplier, and assume that SOSC (2.12) holds.
Then the estimate
holds for all (x, λ, µ) ∈ IR n × IR l × IR m close enough to (x,λ,μ).
Proof. We argue by contradiction. Suppose that (4.16) does not hold. Then there exist a sequence {(x k , λ k , µ k )} ⊂ IR n × IR l × IR m tending to (x,λ,μ) and a sequence t k → +∞ such that for all k
This is further equivalent to
From (4.18) it follows that
Moreover, since g A + (x,μ) (x) = 0 <μ A + (x,μ) , from (4.19) we obtain that for all k large enough 21) and similarly, since g {1, ..., m}\A(x) (x) < 0 =μ {1, ..., m}\A(x) ,
Since the number of different partitions of the set A 0 (x,μ) is finite, passing onto a subsequence if necessary, we can assume that there exist index sets I 1 and I 2 such that I 1 ∪ I 2 = A 0 (x,μ), I 1 ∩ I 2 = ∅, and for each k it holds that
Then by (4.19) we have
Finally, from (4.23) it also follows that
and hence, by (4.25),
Without loss of generality we can assume that x k =x for all k, and (x k −x)/ x k −x converges to some ξ ∈ IR n \ {0} ( ξ = 1). Then by (2.13), (4.20), (4.21), (4.24) and (4.26) we conclude that ξ ∈ C(x) \ {0}.
Furthermore, employing (1.8) and (4.17) we obtain
and hence, by (1.9) and by Lemma A.3, 27) where {W k } is any sequence of matrices such that
). Then, since the sequence {W k } is bounded (by Lipschitz continuity of ∂L ∂x (·,λ,μ) on some neighborhood ofx), and since {(λ k , µ k )} converges to (λ,μ), passing to a subsequence if necessary, we may assume that both {W k } and {W k } converge to someW ∈ IR n×n . By upper semicontinuity of the generalized Jacobian it follows thatW ∈ ∂ x ∂L ∂x (x,λ,μ). Taking into account (2.13), (4.22) and (4.25), the inclusion ξ ∈ C(x) and the equalities g I 1 (x)ξ = 0 (see (4.24)) andμ {1, ..., m}\A + (x,μ) = 0, from (4.27) we obtain
Dividing the obtained relation by x k −x and passing onto the limit, we conclude that W ξ, ξ ≤ 0, which contradicts SOSC (2.12) because ξ ∈ C(x) \ {0}.
We are now in position to give conditions that are sufficient for primal superlinear convergence of perturbed semismooth SQP. If (4.10) holds and
then the rate of convergence of {x k } is superlinear.
Proof. Employing convergence of {(x k , λ k , µ k )} to (x,λ,μ) and local Lipschitz-continuity of the derivatives of h and g atx, from the first and the second equalities in (4.6) we derive
.., m}\A(x) (x) < 0, we then conclude that for all k large enough µ Observe that the last line in (4.6) can be written in the form
For each i ∈ A(x), employing this equality and the property
we obtain the estimate 
i.e., there exists a sequence {t k } of nonnegative reals such that t k → 0 and
for all k large enough. This implies that
and hence, for all k large enough
which completes the prrof.
Remark 4.1 Condition (4.28) follows from (4.7) and (4.11). Therefore, according to Proposition 4.1, it is in fact also necessary for the primal superlinear convergence rate (assuming (4.10)). 
(employing Lemma A.2, one can easily see that (4.35) is implied by (2.12) ). This would require the development of a sequential counterpart of the primal error bound established in Proposition 4.2. We ommit the details.
The analysis of primal superlinear convergence developed above for the general perturbed semismooth SQP framework (4.6) can be applied to some more specific algorithms. In particular, Algorithm 4.1 can be viewed as a special case of this framework with
where {W k } is an arbitrary sequence of matrices such that 
This can be regarded as a natural generalization of the Dennis-Moré-type condition for smooth quasi-Newton SQP methods [22, Theorem 18.5 ] to the case of semismooth first derivatives.
Recalling the usual Dennis-Moré condition for the smooth case, one might think of replacing (4.36) by something like
This condition corresponds to the one used for similar purposes in [13] , where it was shown that (4.37) is necessary and, under (4.35), sufficient for primal superlinear convergence of Algorithm 4.1 in the case when there are no inequality constraints. If f , h and g are twice continuously differentiable nearx, then by the Mean-Value Theorem one can easily see that conditions (4.36) and (4.37) are equivalent. In the semismooth case the relationship between these two conditions is not so clear. From Proposition 4.1 it easily follows that (4.37) is necessary for primal superlinear convergence. Therefore, it is implied by (4.36) provided that (4.35) holds. The converse implication might not be true, but according to the discussion below, it appears difficult to give an example of the lack of this implication. Namely, we shall show that under a certain reasonable additional assumption, (4.37) is sufficient for primal superlinear convergence and thus implies (4.36). Specifically, assume that the set
of indices of active inequality constraints of the semismooth SQP subproblems (4.1) stabilizes, i.e., it holds that A k = A for some fixed A ⊂ {1, . . . , m} and all k large enough. According to the last line in (4.3), by continuity, the inclusions
always hold for all k large enough. Therefore, the stabilization property is automatic with A = A(x) when {(λ k , µ k )} converges to a multiplier (λ,μ) satisfying the strict complementarity condition, i.e., such thatμ A(x) > 0 (and hence, A + (x,μ) = A(x)). In other cases, the stabilization property may not hold, but this still seems to be reasonable numerical behavior, which should be quite typical. Note also that if this stabilization property does not hold, one should hardly expect convergence of the dual sequence, in general.
The following result extends the sufficiency part of [13, Theorem 2.2] to the case when inequality constraints can be present.
Theorem 4.3 Let f : IR
n → IR, h : IR n → IR l and g : IR n → IR l be differentiable in a neighborhood ofx ∈ IR n , with their derivatives being semismooth atx. Letx be a stationary point of problem (1.3), and let (λ,μ) ∈ IR l × IR m be an associated Lagrange multiplier. Let a sequence {(x k , λ k , µ k )} ⊂ IR n × IR l × IR m generated by Algorithm 4.1 be convergent to (x,λ,μ). Assume that (4.35) and (4.37) hold and that there exists an index set A ⊂ {1, . . . , m} such that A k = A for all k large enough, where the index sets A k are defined according to (4.38) .
Then the rate of convergence of {x k } is superlinear.
Proof. Define the set
By Hoffman's error bound for linear systems (e.g., [9, Lemma 3.2.3]) we have that
From the second line in (4.3), and from local Lipschitz-continuity of the derivative of h atx, we obtain
For any sufficiently large k it holds that g A (x k ) + g A (x k )(x k+1 − x k ) = 0, and similarly to (4.41) it follows that
Finally, if i ∈ A(x) \ A and g i (x), x k+1 −x > 0, taking into account the last line of (4.3) and local Lipschitz-continuity of the derivative of g atx, we obtain
The latter means that for all k there exists ξ k ∈C(x) such that
From the first line of (4.3) and from semismoothness of the derivatives of f , h and g atx, employing Lemma A.3 and convergence of {(λ k , µ k )} to (λ,μ) we derive that for any choice of matrices
Therefore,
From the definition of set A it follows that g {1, ..., m}\A (x k )+g {1, ..., m}\A (x k )(x k+1 −x k ) < 0 for all k large enough. Then, by the last line in (4.3),
for all such k. Moreover, according to (4.39) it holds thatC(x) ⊂ C(x), and therefore, (4.37) remains true with C(x) substituted forC(x). Then, employing (4.45), (4.46), and the fact that x, ξ ≤ πC (x) (x), ξ for all x ∈ IR n and all ξ ∈C(x) (see (1.8) and (1.9)), we further obtain
From (4.35) and the inclusionC(x) ⊂ C(x) it further follows that there exist γ > 0 and a sequence {W k } of matrices such that W k ∈ ∂ x ∂L ∂x (x k , λ k , µ k ) and for all k large enough
Then (4.47) implies
and hence, given (4.44),
Repeating the argument completing the proof of Theorem 4.2, we obtain the superlinear convergence rate of {x k }.
Concluding Remarks
We have introduced the notion of solution regularity and developed local convergence theory for the Josephy-Newton method for generalized equations with semismooth base mappings. The special case of semismooth SQP for optimization was also considered, easily recovering its primal-dual convergence result and obtaining a new characterization of primal superlinear convergence rate. Definition 2.1 gives rise to the following intriguing question. In the case of a smooth base mapping, strong regularity implies existence of locally unique solutions of generalized equations with right-hand side perturbations, depending on the perturbation parameter in a Lipschitzian way (this follows from a more general result in [29] ). On the other hand, for the case of ordinary equations with locally Lipschizian mappings, the same conclusion is valid under CD-regularity (according to [6 Fix an arbitrary ξ ∈ IR p , ξ = 1. By (A.3), employing the fact that K is locally Lipschitz-continuous atx with Lipschitz constant K , we have for all t > 0
Dividing both sides by t and passing onto the limit, we obtain
Since ξ is arbitrary, the required estimate (A.2) follows.
Lemma A.2 Let K : IR p → IR r×q and b : IR p → IR r be locally Lipschitz-continuous atx ∈ IR p , and define the map Ψ : IR p ×IR q → IR r according to (A.1). Let the sequences {(x k , y k 1 )} ⊂ IR p × IR q and {(x k , y k 2 )} ⊂ IR p × IR q be both convergent to (x,ȳ) with someȳ ∈ IR q . Then for any sequence of matrices {W 1 k } ⊂ IR r×p such that W 1 k ∈ ∂ x Ψ(x k , y k 1 ) for all k, there exists a sequence of matrices {W 2 k } ⊂ IR r×p such that W 2 k ∈ ∂ x Ψ(x k , y k 2 ) for all k large enough, and
Proof. Let U be a neighborhood ofx, such that K and b are Lipschitz-continuous on U .
Then for all k the mapping Ψ(·, y k 2 ) is evidently Lipschitz-continuous on U . Therefore, by Rademacher's theorem, it is differentiable everywhere on U \ Γ, where the Lebesgue measure of the set Γ ⊂ U is zero. Let D k ⊂ U stand for the set of points of differentiability of Ψ(·, y k 1 ). Since Clarke's generalized Jacobian is "blind" to sets of Lebesgue measure zero [8] , for any k large enough (so that x k ∈ U ) and for any matrix W 1 k ∈ ∂ x Ψ(x k , y k 1 ) there exist a positive integer s k , matrices W 1 k, i ∈ IR r×q and reals α k, i ≥ 0, i = 1, . . . , s k , such that 2 )} is bounded and therefore, passing to a subsequence if necessary, we can assume that each of these sequences converges to some W 2 k, i as j → ∞. Then by passing onto the limit in (A.4) we derive the estimate W Moreover, by the definition of B-differential we obtain that W 2 k, i ∈ (∂ x ) B Ψ(x k , y k 2 ). Hence, by the definition of the generalized Jacobian, the convex combination
belongs to ∂ x Ψ(x k , y k 2 ), and employing (A.5) we derive the estimate
