Abstract
Introduction
Cloud computing is a hotspot of current study, which is to virtualize computing resources around, and with the resource scheduler integration in logic. Users will not need to continue to improve the local computing power and storage of personal resources, the required computing power and data resources will be widely distributed in a large number of distributed computers, simply access to the network will be able to access the application and service [1] [2] [3] .
At present, there are more researches on user job scheduling of and resource scheduling in cloud computing. For the cloud of job scheduling, Guo proposed the Metascheduling model and the Meta-scheduling policy of a cloud environment. The model and job scheduling strategy can ensure that the entire data center's power consumption or carbon dioxide emissions minimum [4] . Alrokayan uses the cloud to expand the cluster to deal with the local cluster resource scarcity, and use some job scheduling strategy to evaluate the performance of the job, analyze the resource cost. The experimental results show that, in the case of heavy load, the Navie scheduling strategy to use the resources of the cloud will generate a lot of cost, while the use of request backfilling and redirection strategy based on the expansion factor to use the resources of the cloud, the cost is relatively low [5] . For the resource scheduling in the cloud, Pop proposed a resource load balancing scheduling algorithm based on trust driven. The algorithm considers the trust requirements of user tasks, takes the resource load balancing as the goal, and takes into account the time span of the task execution time and other factors. Simulation results show that the proposed algorithm can improve the load balance and reduce the relative execution time of the tasks [6] . Beghdad proposed the ant colony optimization algorithm, and is used to solve the problem of the classical traveling salesman problem in computer [7] . Subsequently, a large number of improved ant colony optimization algorithm began to appear, and was applied to the job-shop problem, network routing problem, vehicle routing problem and other problems [8] [9] [10] [11] . At present, most of the ants in the ant colony
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Traditional Ant Colony Algorithm
Ant colony optimization algorithm is a kind of swarm intelligence algorithm, which simulates the process of ant foraging [19] . Ants can leave a substance called pheromone on the path of its path in the process of feeding. Each ant searching for food in the sensing range, if not found, it will perceptive the strength of this kind of material in a certain range [20] [21] . The ants will move to the direction which has the most pheromones. The phenomenon that numerous ants foraging collectively can express as a positive feedback of pheromone. Ant colony algorithm is a random search algorithm, which has been applied in the research of TSP class problems. It uses natural ants routing way of artificial simulation, the main characteristic is to search for the optimal path through the positive feedback, the distributed cooperation [22] [23] [24] [25] .
Ant System (AS) developed by Dorigo, Maniezzo and Colorni in 1991, was the first ACO algorithm. In AS each ant is initially put on a randomly chosen city and has a memory which stores the partial solution it has constructed so far. Starting from the start point, an ant iteratively moves from city to city. When being at a city i, the ant k chooses to go to a still unvisited city j with a probability given by Eq. (1)
is a priori available heuristic information (d ij is the distance of city i and city j),  and  are two parameters which determine the relative influence of pheromone and heuristic information, and the tabu k (the tabu table of the k-th ant) is the set of cities which the ant k has visited.
When the solution construction ends after each ant has completed a tour, the pheromone trails are updated by the rule given by Eq. (2), (3) and (4) 
where 0<  <1 is a evaporation factor of pheromone trails, m is the number of ants in the colony, Q is a const and L k is the length of the tour which ant k has toured. With this rule, the shorter the tour is, the more pheromone is received by edges belonging to the tour, and it forms a positive feedback process.
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The ant colony algorithm is only suitable for a certain size. Although the algorithm is simple, it needs to spend a long time in the implementation process. Due to the number of paths in the tabu list records is few and prone to stagnation phenomenon in the initial stage, namely circles. This is because in the initial search, the differences of the amount of pheromone on each path are not obvious. It is possible that a large number of ants choose a path which is not ideal at the same time, and to the section of the road to bring an increase in the amount of information will lead to false information. Cause a large number of invalid search and reduce the efficiency of the search. This causes the system to appear the phenomenon of stagnation, the time to find the target will be longer. After a long period of time, to make the the pheromone on the better path is significantly higher than other paths. As time goes on, the differences become more and more obvious, which eventually converge. But when the group size is larger, the path number of the table records will be very huge; it is difficult to find a better path from a large number of random paths in a short time, so the running speed of the whole system is slow.
If we put the N ants into P random positions, then the L ants in the process of searching the target location, will determine its transfer direction according to the pheromone concentration in each path, and always moving in the direction of the larger concentration. At the initial stage, due to the difference in the amount of information on each path is small , the ants will select one path randomly. We use the tabu list  is heuristic factor for the information which reflects the guiding role of information accumulated in the path of other ants during exercise played, indicates the relative importance of the track. The larger the value is , the ant is likely tend to choose a different path through.
 is the expected heuristic factor, which reflects the degree of attention heuristic information when ants choose the path, indicate the relative weight of the heavy computing power predicted value.
In the actual calculation, if the amount of residual information on the path is not processed, the more and more information will be submerged by the path of the ant search process. we should use a certain strategy to adjust the pheromone after each ant has gone through a path or the completion of the traversal of all the p positions, and as the time goes on, it will be lower and lower , we use the following rules to adjust the amount of information on the path of (i, j) at the time of t+p:
In the formula,  represents the volatile coefficient of pheromone, then   1 is the residual factor. In order to prevent the infinite accumulation of information, we set the range of  is from 0 to 1 in the closed interval.
indicates that the concentration of the residual information left on the path of i to j in the process of the time of t to t+p, amely, the pheromone increment on the path of (i,j) in this cycle.
In this paper, the update strategy of pheromone is adopted as follows:
In the formula, R represents the pheromone intensity, which affects the convergence rate of the algorithm to a certain extent, and l D indicates the total length of the path of the ant l in the cycle.
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The typical resource scheduling model is showed in Figure 1 .
International So, the data of task 2 and 5 are provided by the node 1; the data of task 3 is provided by the node 3; the data of task 4 is provided by the node 2; the data of task 6 is provided by the node 6. For cloud computing system, it is on behalf of a task placed in a node.
Referring to the Map/Reduce cloud computing architecture model proposed by Google, each element in the cloud environment is composed of two parts: The first is a single Master JobTracker, the second is a Slave TaskTracker under the jurisdiction of each node of the cluster. The Master JobTracker is responsible for scheduling the tasks that constitute a job. The data resources of these tasks are distributed among the user image slice of different node storage resources. The output data of the Map is written to the local disk, and the JobTracker is notified when the machine is finished. Then, the Reduce will sent the HTTP request after it get the notices of JobTracker, and the JobTracker request is copied from the corresponding Map end to the output. Such a way can only wait for the Copyright ⓒ 2016 SERSC Map to complete the task to start the Reduce task, and the execution of the Map task and the Reduce task is separated.
An improved idea is that the Map task and Reduce task can be executed in a pipeline, That is, the Map task begins to produce the output directly to the corresponding Reduce task.This requires JobTracker to assign the corresponding Map and Reduce tasks, and the position of each Map task is sent to the Reduce task after the user submits the job. After each Map output Mapper decides to send the partition (Reduce task) and send it directly through the appropriate Socket.
Reduce task receive pipeline data received from each of the Map task and stores it in the memory buffer, and write to the buffer zone that has been sorted out to disk when it needed. Once the Reduce task is learned that each Map task has been completed, It performs the final merge of sorted content, then calls the user-defined Reduce function, and write output to HDFS.
When looking for a suitable computing node, first, it starts from the node to calculate its own resources. If the remaining resources are sufficient to meet the amount of jobs submitted by the user, then priority in the allocation of their own resources. If the resource is not enough to calculate the minimum amount of resources allocated to the user, then according to the search algorithm starts searching for other suitable cloud computing resources. The Ant colony optimization allocation algorithm proposed in this paper is realized in this part. In order to avoid stagnation search, the search will be carried out within a certain range, the purpose is to reduce the algorithm itself brings network overhead. If there is still no appropriate resources in all of the sub nodes, then the node report to ask for instructions to the main scheduling node removed user data mirroring the nodes in the cluster partition.
The slave node domain as an undirected graph G(V, E),In which V is the set of all slave nodes in regional Area, E is the network set which connecte to each slave node. In the cloud computing network, it is divided into several sub regions, and then the same number of ants are assigned to each region. Each group of ants search only in their own region to find a suitable computing node, that is, in the E to find an optimal path. The following parameters should be considered in the metric: User demand for the diversity of cloud computing resources and preferences, how to make the QoS guarantee. QoS description of the task can usually be used to complete the task of time, memory, network bandwidth and other parameters to quantify the QoS. For example, task completion time QoS as the evaluation criteria, it include the start time of the task, the completion time, the end time, etc., can be selected to complete the task of all time as the evaluation index.
Usually the general expectation vector of the class i task can be described as: The constraint function for resource selection is:
Ultimately, the process of determining the target resource and path is the process of finding the shortest path and the path and the resource of
 are the weight of three constraint conditions. 1
T are the boundary constraints, which meet the QoS constraints in cloud computing environment.
Experiment Result and Analysis
In order to verify the validity of the method in this paper, we have carried out experiments in the next work. The main platform of the experiment chose the CloudSim simulation platform. The detrusion of CloudSim simulation platform will help accelerate the algorithm of cloud computing, the development of methods and specifications. Due to a large number of computing nodes need to be deployed in the actual environment, it is more difficult for the general scientific research institutions to achieve, but it can be achieved through simulation platform to simulate the actual operating environment to achieve the purpose of our study. CloudSim component tools are open sources and free of charge. The framework and architecture components of CloudSim software structure including SimJava, GridSim, CloudSim, UserCode four levels.
Compared with the grid computing, the most prominent feature of cloud computing is the use of sophisticated virtualization technology. All of the resources of the data center virtualize into a pool of resources, unified to provide services to the external users CloudSim embodies this feature. CloudSim provides a data center based virtual technology, modeling and simulation capabilities and resource monitoring, host to virtual machine mapping capabilities. Typically, a host of data centers can be mapped to a number of virtual machines based on the needs of users.
In addition to the software platform of CloudSim, the other configuration of the experiment as follows: the main frequency 2.0GHz of the dual core CPU, the size of the 8GB memory, 500GB hard drive, Windows7.0 operating system. According to the ant colony algorithm and scheduling work flow, in this experiment, we set the number of tasks from 40 to 200, and the number of nodes is 8. In order to show the difference, we have to set the node's QoS property gap larger, mainly including CPU, memory and network bandwidth. At the same time, select the traditional ant colony algorithm and three constrained conditions ant colony algorithm is proposed in this paper, in order to form a comparison on the experimental results. The two algorithms are executed 5 times and the average value is taken. The time spent by the task execution is shown in Figure 2 .
Figure 2. Comparison of the Execution Time of the Two Algorithms
From the graph, we can see that the three constraint conditions of ant colony algorithm, its execution time is significantly lower than the traditional ant colony algorithm in the implementation of cloud computing resource scheduling. In addition, with the increase of the amount of the task, the advantage of this kind of speed is more obvious.
Below, we examine the load balance of each node after the completion of the two algorithms. The results are shown in Table 1 .
Table 1. Load Balance of Two Algorithms
Node 40 Tasks  80Tasks  120Tasks  160Tasks  200Tasks  CA  IA  CA  IA  CA  IA  CA  IA  CA  IA  1  0  0  2  4  8  10  12  14  18  20  2  0  6  4  10  10  16  14  20  20  26  3  4  6  10  10  16  16  20  20  26  26  4  6  10  10  14  16  20  20  24  26  30  5  4  4  8  10  10  14  16  20  20  24  6  8  4  12  8  16  12  22  18  26  22  7  8  4  18  10  22  14  26  20  32  24  8  10  6  16  14  22  18  30  24  32  28 In Table 1 , CA represents the classical ant colony algorithm, and IA represents the three constraint conditions proposed in this paper. From the data in Table 1 , we can see that the load on each node is more balanced, and the equilibrium degree can be seen from the following deviation. The three constraint conditions of ant colony algorithm, which can be seen in Figure 3 , is presented in this paper, which is obviously lower than that of the traditional ant colony algorithm. Also, with the increase of the amount of the task, the degree of the reduction is more obvious. 
Conclusions
In cloud computing, resource scheduling is one of the core issues. In this paper, based on the ant colony algorithm, a kind of ant colony algorithm based on three constraint conditions is constructed, which is used for resource scheduling in cloud computing. With the help of the information elicitation factor and expect inspiration factor, with the help of the pheromone intensity design pheromone update strategy, with the help of three constraints to complete the optimization process. Firstly, we describe the state transition probability by using the information heuristic factor and the expected heuristic factor. Secondly, the pheromone update strategy is used to design the scheduling process. Finally, the optimal path is based on the expected execution time, network delay and network bandwidth of three constraints. Experimental results show that the three constraint conditions ant colony scheduling algorithm can complete the resource scheduling in a shorter time, and the load distribution of the scheduling results is more balanced.
