Abstract. This paper answers negatively the question of whether the sets of idempotents in the weakly almost periodic compactifications of (N, +) and (Z, +) are closed.
Introduction
The weakly almost periodic compactification wN of N is the largest semigroup with a compact topology in which multiplication is continuous in each variable separately and which contains (N, +) as a dense subsemigroup. 'Largest' here means in the sense of universal mapping theorems: any other separately continuous compactification of N is a continuous homomorphic image of wN. (wZ has a parallel description.) The importance of this compactification was recognised over 30 years ago in the ground-breaking paper of de Leeuw and Glicksberg [6] . In spite of years of study, the subject has been hampered by the difficulty of finding accessible weakly almost periodic functions, that is, functions defined on N which extend to continuous functions on wN. From one perspective this is not surprising, since weakly almost periodic functions are characterised by the possibility of interchanging two limit processes (see Theorem 2.2 below) and so are intimately connected with one of the fundamental problems of analysis.
Because weakly almost periodic functions are hard to discover, some of the most significant advances have come through indirect methods. This was the case with results about idempotents in wN. (The operation in the commutative semigroup wN is written +, so that an idempotent e satisfies e = e + e.) The question of whether wN could contain more than one idempotent was raised by West in connection with a problem in operator theory about the existence of projections, and he found a positive solution in that context [15] . Techniques from harmonic analysis allied with the operator theoretic approach enabled Brown and Moran, in a series of papers, to say much about the lattice structure of the semigroup of idempotents and in particular to show that this semigroup was infinite (see [4] ).
However the difficulty of these methods held out little hope of further progress, and indeed no deep new facts about idempotents were discovered for nearly 20 years. Then Ruppert made the important breakthrough: he found a class of weakly almost periodic functions which could be described in elementary terms [14] . His direct with the exception of the calculations which show that two classes of functions are weakly almost periodic (Theorems 2.3 and 2.8). These arguments will be presented in §3 and §4 respectively. We shall deduce the result for N in Corollary 2.10.
We begin by observing that any integer x ∈ Z can be written uniquely in the form x = i∈ω x(i)(−2) i = x(0) + x(1).(−2) + x(2).(−2) 2 + . . . , where x(i) ∈ {0, 1} for each i, and x(i) = 1 for at most finitely many i (this possibility occurs as Example 1.6.1 of [7] and was introduced and used in [10] at the same time as that book appeared). If we define the support of x, supp x, by supp x = {i : x(i) = 0}, then supp x is finite. Obviously supp x determines x. We write supp x < k if i < k whenever i ∈ supp x, and supp x < supp y if i < j whenever i ∈ supp x and j ∈ supp y. If we have a sequence (x n ) in Z, we say supp x n → ∞ when min(supp x n ) → ∞. Let c = (c(i)) be a sequence with c(i) ∈ [0, ∞) for all i. We write c, x = i∈ω c(i)x(i) = i∈supp x c(i), ( * ) and also, for any subset E of ω,
In particular, c, x ∅ = 0. Observe too that this function is additive over disjoint sets E. Notice that the function x → c, x takes values in [0, ∞) and in general is not bounded. We shall therefore need a theory of unbounded weakly almost periodic functions. This is fully described in [2] ; we simply quote the main conclusion which we need. Theorem 2.2. Let X be a compact metrizable space and let f : Z → X be a mapping. Then f has a continuous extension to wZ if and only if whenever (x m ), (y n ) are sequences in Z for which the limits
Of course when X is a compact subset of C, this is just the usual criterion for a bounded complex valued function to be weakly almost periodic; and it is not hard to deduce Theorem 2.2 from that observation using compositions of f with complex-valued functions defined on X.
The main result we require about these functions is one of the principal theorems of [2] : Theorem 2.3. Let (c(i)) i∈ω be a non-increasing sequence of non-negative real numbers with c(i) 0. Then x → c, x is weakly almost periodic from Z to [0, ∞].
We shall give a proof of this result in §3. In passing, we notice that it is important in this theorem that the range of the function is understood as [0, ∞] and not [0, ∞), because in Theorem 2.2 the target space X has to be compact. (We also remark that the result may not hold for other compactifications of [0, ∞).)
We next see how functions of the kind described in Theorem 2.3 enable us to detect idempotents. We consider functions f : Z → ([0, ∞], +). We call f an oid map if whenever x, y ∈ Z and supp x < supp y we have f (x + y) = f(x) + f(y).
(The term arises from [11] ; see also [10] . Ruppert [14] uses the description 'almost homomorphism'.) It is obvious from the last expression in equations ( * ) that x → c, x is an oid map. We also write
The following theorem, again from [2] , is parallel to a standard result in the theory of the semigroup structure of Stone-Čech compactifications (see [11] or [9] Proof. {x : supp x ≥ r} is a semigroup, and therefore its closure is, and therefore
We shall need a refinement of the last result. We present no more than we shall use. Let (u n ) be a sequence in Z with supp u 1 < supp u 2 < . . . . Then it is very easy to see that this sequence has distinct finite sums, meaning that if
with i 1 < i 2 < . . . < i r and j 1 < j 2 < . . . < j s , then r = s and i 1 = j 1 , i 2 = j 2 , . . . , i r = j r . Such sequences play an important role in the theory of Stone-Čech compactifications ( [8] or [9] ). Theorem 2.5. Let (u n ) be as above. Then
Proof. Let ξ ∈ H(u n ). Then, given any neighbourhood W of ξ and any h ∈ N, we can find v ∈ W with v = u i1 + u i2 + · · · + u ir (as in the formula which defines
Now let w = u j1 + u j2 + · · · + u js be a second sum of the same kind with j 1 > i r . Then
is also of the same kind. If we take ξ, ζ ∈ H(u n ), we can first let w → ζ and then let v → ξ to find that ξ + ζ ∈ H(u n ).
Next we produce a particular family of functions of the form described in Theorem 2.3. This type of function made a significant appearance in [2] . We first define a strictly increasing sequence (k n ) of integers and a non-increasing sequence (α n ) of numbers in (0, 1] inductively as follows. We take k 0 = 1 and α 0 = 1. When k n and α n have been chosen we take α n+1 so small that both α n+1 ≤ α n and α n+1 k n ≤ 2 −(n+1) , and then k n+1 so large that α n+1 (k n+1 − k n ) ≥ 1. (In [2] , the place of α n was taken by 2 −2 n .) Observe that n α n+1 k n ≤ 1, whereas n∈E α n+1 (k n+1 − k n ) = ∞ for any infinite set E ⊆ ω. We now define a sequence from which we shall generate a weakly almost periodic function. Take an infinite strictly increasing sequence γ = (γ 1 , γ 2 , . . . ) in ω with γ 1 ≥ 1 and γ n + 2 ≤ γ n+1 for all n. Define
(In reading this paper, it is important to be able to distinguish between γ n − 1 and γ n−1 ; to make this easier -especially when these expressions occur as subscriptswe shall write the second of these as γ (n−1) .) Then (d γ (i)) is non-increasing with limit 0, and so from Theorems 2.3 and 2.4 we obtain immediately Proposition 2.6. The function
is weakly almost periodic and is a homomorphism on H.
We now define a sequence (u 
Since g γ is an oid map, if n 1 < n 2 < . . . < n r we have
≥ r, from which we see that g γ takes the value ∞ on the whole of the semigroup H(u γ n ) of Theorem 2.5. In particular, if e γ is any idempotent in H(u γ n ) we have g γ (e γ ) = ∞. Now take a second sequence η = (η 1 , η 2 , . . . ) of the same form as γ, but suppose that η and γ are disjoint -no element of ω is in both. Then, for any integer n, since (k n ) is strictly increasing, there is a unique integer m = m(n) for which k η (m−1) < k γn ≤ k ηm−1 . Notice that as n → ∞ we have m(n) → ∞. Since γ n ≤ η m − 1, we have also α ηm ≤ α γn+1 . Thus we find that
The integers γ n are distinct for distinct values of n, so if n 1 < n 2 < . . . < n r and m = m(n 1 ) we find that
Whatever r does, when n 1 → ∞, γ n1 → ∞, so that g η (H(u γ n )) = 0. In particular, g η (e γ ) = 0. Of course it is easy to find a countable set Γ of disjoint subsequences γ in ω. Thus we have proved: Lemma 2.7. For any countable set Γ of disjoint sequences γ in ω there is a family
We shall go on to prove that if ζ is any cluster point of the family (e γ ) in wZ then ζ is not an idempotent (indeed, ζ generates a semigroup isomorphic with (N, +)). To achieve this we need a weakly almost periodic function which will distinguish between elements of the form e γ and elements of the form e η + e γ (when η = γ). Unfortunately some simple choices of functions do not work. For example, the function θ∈Γ g θ fails because it takes the value ∞ on all these elements. The function defined in the next theorem is satisfactory, but it is difficult to prove that it is weakly almost periodic (this we shall do in §4). We first define, for any continuous function f : wZ
This is continuous, and so its restriction to Z (which we again denote by f ∧ 1) is weakly almost periodic.
Theorem 2.8. Let Γ be a countable set of disjoint sequences in ω. Then the function
is weakly almost periodic from Z to [0, ∞].
We shall now derive Theorem 2.1 from Theorem 2.8. Let ζ be any cluster point of (e γ ). From Lemma 2.7 we see that for η, γ ∈ Γ we have g η ∧ 1(e γ ) is 0 if η = γ and is 1 if η = γ. Therefore G(e γ ) = 1 for every γ. Since G, being a weakly almost periodic function, is continuous on wZ, we see that G(ζ) = 1. Now take η = γ. Because g γ is a homomorphism on H we find that g γ (e η + e γ ) = g γ (e η ) + g γ (e γ ) = ∞, and similarly g η (e η + e γ ) = ∞, while if θ = η and θ = γ we have g θ (e η + e γ ) = 0. Therefore G(e η + e γ ) = 2. Letting first e γ → ζ and then e η → ζ, we find that G(ζ + ζ) = 2. Therefore ζ = ζ + ζ, so that ζ is not idempotent. Of course, the method of the above proof will also establish that if
Theorem 2.9. Any cluster point of the set {e γ : γ ∈ Γ} of idempotents generates an algebraic copy of (N, +) in wZ.
Thus there are at least c copies of N in wZ (since there is a family of c almost disjoint subsets of the countable set Γ). Whether the closure of any of these sets is isomorphic with wN we do not know.
Corollary 2.10. The set of idempotents in wN is not closed.
Proof. We give two proofs. (i) The first requires little knowledge about wN. There are two natural homomorphisms φ, ψ : N → Z, given by φ(n) = n and ψ(n) = −n. These extend to continuous homomorphisms from wN to wZ. Any net in Z which does not converge to the isolated point 0 either has a subnet which is contained in φ(N) or one in ψ(N), and since φ(wN) and ψ(wN) are compact and so closed, we deduce that wZ \ {0} = φ(wN) ∪ ψ(wN). Because φ and ψ are homomorphisms and wN is compact, the idempotents in φ(wN) (resp ψ(wN)) are precisely the images under φ (resp ψ) of the idempotents in wN, so that if E(wN) is the set of idempotents in wN we have that φ(E(wN)) ∪ ψ(E(wN)) is E(wZ) \ {0}. If E(wN) were closed we would deduce that E(wZ) was compact, which we now know is not true.
(ii) Experts in the subject will know of Ruppert's remarkable result in Theorem 4.2.1(i) of [13] : the continuous map φ above is algebraically an isomorphism of E(wN) onto E(wZ) \ {0}. Therefore if E(wN) is compact, so is E(wZ).
The proof of Theorem 2.3
In this section, we prove Theorem 2.3. The method is the same as in [2] , but the details are simpler. In §4 we shall need the inequalities obtained here. The proof depends on the peculiarities of the arithmetic of addition in Z when numbers are expressed to the base (−2). When
i , we shall write
Expressed in this way, the calculation where all the other digits are zero. Put in the language of elementary arithmetic, if the sum in the n th column is 2, then (−1) should be carried into the (n + 1) st column, and that is the same as carrying 1 into the (n + 1) st column and also 1 into the (n + 2)
nd . Thus we also see that
In fact, carrying into the r th column for any r must be either (−1) or 1, and the latter happens only when, as in the situation just described, (−1) has been carried into the (r − 1)
st column and the two digits in the (r − 1) st column are both 0. (For more details about arithmetic in negative bases, see [5] . ) We now come to our first inequality. Its proof is very elementary, but is complicated by the number of cases which have to be considered.
Lemma 3.1. Let c(i)
0. Let x, y ∈ Z, and let r, s ∈ ω with r < s. Suppose y(i) = 0 for r ≤ i < s. Then (ii) in all cases,
Proof. First observe that c, y [r,s) = 0 (this term is included in the formula only because it will be needed later). The situation we have is this:
If there is no carrying from the (r − 1) st place into the r th place, then there is no carrying at all between the r th and s th places, so that
(ii) Since 0 ≤ 2c(r), (ii) holds in the circumstances of (i). We may therefore suppose that there is carrying into the r th place. We know that what is carried must be either (−1) or 1.
Case (a). Suppose that (−1) is carried into the r th place, and that there is carrying as far as into the p th place, but nothing is carried into the (p + 1) st place. We shall first take r +1 < p < s. Then there will be carrying into the (r +1) st place; because this does not happen if x(r) = 1, we must have x(r) = 0. Then z(r) = 1, and 1 is carried into the (r + 1) st place. As there is carrying into the (r + 2) nd place, x(r + 1) = 0 is not possible. Thus x(r + 1) = 1, and then z(r + 1) = 0 and (−1) is carried into the (r + 2) nd place. This process repeats itself until the p th place is reached. There are now two possible patterns. Firstly, when p = r + 2k for some positive integer k, we find In the first situation, when p = r + 2k, we have that (−1) is carried into the p th place, and since carrying stops at the p th place by assumption, x(p) must be 1, and then z(p) = 0. Since there is no carrying thereafter, z(i) = x(i) for p + 1 ≤ i < s. Finally we must confront the possibility that p = s -that is, that carrying goes right through to the s th place. Again there are two cases, when p = r + 2k and when p = r + 2k + 1. In the former case, the situation is which is positive and does not exceed c(r). If p = 2k + 1, we find in a similar way that the difference is again positive and less than 2c(r). Case (a) is finished. Case (b). When 1 is carried into the r th place, we can argue as in Case (a) to obtain the same conclusion. We leave the details to the reader.
Thus (using the hypothesis that (c(i)
Next we shall derive an inequality like the one in Lemma 3.1 but without the restriction on y. Note that for any i, because each of x(i), y(i) and (x + y)(i) is either 0 or 1 we have
In particular, if y(i) = 0, so that y(i) = 1, the right hand side here is just 2c(i)y(i). Now take any integers r, s with r < s. Write {i : r ≤ i ≤ s and y(i) = 0} as an ordered set of elements r ≤ r 0 ≤ r 1 ≤ . . . ≤ r ≤ s. Then on each interval [r j−1 , r j ) and also on [r , s] we have, using ( * * ) and Lemma 3. Naturally there are corresponding inequalities with the roles of x and y interchanged. Putting these together, we obtain the following lemma in the case s < ∞ : Proof. We have only to prove the result when s = ∞. This is trivial, for x, y and x + y have supports which are finite, and so the case s = ∞ is the same as s = s 0 for any sufficiently large s 0 .
Remarks on subsequences 3.3. We need to make use of some complex arguments involving subsequences. We shall try to simplify things by presenting the basic ideas here. We are concerned with expressions of the form
If we substitute subsequences (x mr ), (y ns ) for (x m ), (y n ), these limits still exist and remain unchanged. Thus if we are trying to prove that a = b we can work with any subsequences which have desirable properties. For simplicity of notation (which can rapidly get very complicated) we shall usually simply assume that our original sequences have these properties. One particular problem which arises frequently is that we want to ensure that another countable family of limits, say lim m φ(m, n) and lim n φ(m, n), exist. If φ takes its values in a compact metric space, we can certainly find a subset M 1 of N such that lim m∈M1 φ(m, 1) exists. Then we find M 2 ⊆ M 1 such that lim m∈M2 φ(m, 2) exists, and so on. We take the set M to consist of the first element of M 1 , the second of M 2 , and so on. With this diagonal construction all the limits lim m∈M φ(m, n) exist. We can then take a second subset N by operating with the n variable, and we find that the family {φ(m, n) : m ∈ M , n ∈ N } satisfies our requirements. Now suppose that the terms of the double sequence (φ(m, n)) have a property A when m > n and a property B when n > m. We want to take subsequences such that the limits in the last paragraph exist but also such that these properties are retained. The family we arrived at there is not adequate, since the sets M and N may be different. What we must do is first construct the family {φ(m, n) : m ∈ M , n ∈ M }; this family has the property A when m > n and B when n > m, as well as all the m-limits existing. Now we find in the same manner a subset N ⊆ M for which the n-limits of the new family exist, and finally {φ(m, n) : m ∈ N , n ∈ N } satisfies all the requirements.
We are now in a position to prove Theorem 2.3, that if c(i) 0 then x → c, x is a weakly almost periodic mapping into [0, ∞]. We shall show that the iterated limit condition of Theorem 2.2 is satisfied. Let (x m ), (y n ) be two sequences for which the iterated limits lim m lim n c, x m + y n and lim n lim m c, x m + y n exist in [0, ∞]. Our first step is to replace these sequences by subsequences (which we continue to denote by (x m ) and (y n )) for which a = lim m c, x m and b = lim n c, y n both exist in [0, ∞] ; the values of the iterated limits remain unchanged. Now we use a diagonal process to put these sequences into a canonical form. The first coordinates (x m (1)) form a sequence in the two-element space {0, 1}. This therefore has a constant subsequence, say with all terms equal to u(1). That sequence has a further subsequence whose second term is constant (equal to u(2), say), and so on. We take a diagonal sequence, and denote it by (x m ) again. This (x m ) has the form (2), . . . ) and w = u + v (w is defined by doing the arithmetic formally, but the process works); observe that if r ≤ min{m, n} then w(r) = (x m + y n )(r). Also c, w [r,s) is defined whenever 0 ≤ r ≤ s ≤ ∞, and is finite if s < ∞. Case (i). Suppose a < ∞ and b < ∞. We shall show that the two iterated limits are the same. Since they converge to finite limits, ( c, x m ) and ( c, y n ) are bounded sequences of real numbers. Now from Lemma 3.2(i) (with r = 0) we get
so that all the iterated limits of c, x m + y n are finite. We now take n > M m . We split the range [0, ∞) into three parts.
(
Hence, since c, v here stands for a convergent series,
Take limits over n and then over m, to find
Since n > M m , x m (i) = 0 on [n + 1, ∞), whence the middle term on the left hand side of this inequality disappears and the right hand side is just 2c(n + 1). Thus If also b = ∞, then symmetry allows us to conclude that both iterated limits are ∞. If b is finite, we can take the n-limit in the inequality to get lim n c, x m + y n − c, x m − b ≤ 4b, and then as above we find that lim m lim n c, x m + y n = ∞.
Since the iterated limits are equal, our function is weakly almost periodic and Theorem 2.3 is proved.
The proof of Theorem 2.8
In this section, we prove Theorem 2.8. We begin with a few elementary lemmas.
(ii) Let a, b, c, ≥ 0 and let k ≥ 1 be an integer.
Proof. (i) For non-negative numbers a, b, c it is obvious that a ≤ b + c implies a ∧ 1 ≤ b ∧ 1 + c ∧ 1, and our conclusion follows easily.
(ii) We have both
whence the result follows (and we could even have ∧1 in place of on the right).
Our second lemma is just a tool for the third. (m 1 , n) , . . . , γ(m r , n) all distinct, so that
Since our hypotheses guarantee that our limits exist, the alternative is that the sequences (γ(m, n)) ∞ m=1 converge to a finite limit for each n, and since they are integer-valued, there must be an integer, γ (n) say, such that γ(m, n) = γ (n) eventually, say for m > M n . Again from our hypotheses, γ (n) → ∞. We take n 1 , . . . , n r all greater than N with γ (n 1 ), . . . , γ (n r ) all distinct. Take also m > max{M n1 , . . . , M nr , M n1 , . . . , M nr }. Then a γ(m,nj) m > for j = 1, . . . , r, and we obtain a contradiction as before. , n) ) has the properties that cardE(m, n) is constant (say equal to r n ) when m > n, and constant and equal to s m when n > m. But now (r n ) is a sequence of integers bounded by K and so also has a constant subsequence, say with value r. Thus by taking further subsequences we may assume that cardE(m, n) = r when m > n and cardE(m, n) = s when n > m.
When m > n we may now write
By passing to subsequences again (with Remarks 3.3 in mind) we may assume that lim n lim m γ j (m, n) exists in ω ∪ {∞} ⊆ [0, ∞] for 1 ≤ j ≤ r. We now need two cases. If lim n lim m γ j (m, n) = ∞, then we may apply Lemma 4.2 to conclude that
and since γ j (m, n) ∈ E(m, n) we see that the terms in this limit are all positive, so that the limit itself must be zero. The alternative is that there is an integer γ j such that lim n lim m γ j (m, n) = γ j , in which case there is N 0 and for each n > N 0 an M * n such that when n > N 0 and m > M * n we have γ j (m, n) = γ j , so that also
This limit is > 1 if γ j ∈ E by definition of E, but otherwise is 1. Now to calculate the iterated limit of
in the case in which the m-limit is taken first, we use
and we see that the only nonzero terms here arise from γ∈E (a The symmetry of this expression shows that the iterated limit taken in the other order must be the same. Our proof is finished.
We now begin to deal with the function G defined in Theorem 2.8. Let Γ = (γ 1 , γ 2 , . . . ) be a countable collection of disjoint sequences. We write
for each x. We wish to prove G is weakly almost periodic.
To this end we take sequences (x m ), (y n ) in Z for which the iterated limits of
. By passing to subsequences (see 3.3) we can assume that the limits of (G(x m )) and (G(y n )) exist in [0, ∞], and that all the iterated limits of
exist for each γ ∈ Γ. Note that each g γ ∧ 1 is weakly almost periodic (see just before Theorem 2.8) and -since finite sums of weakly almost periodic functions are weakly almost periodic -G h is weakly almost periodic for any h.
We now make some further modifications to our sequences and define some new ones. First we use the methods of §3 to write our sequences (x m ), (y n ) in the forms Taking into account the symmetry between x and y, this will prove our result when r > 0 if we show that D(r) → 0. Now from the definition of d γ (r) just before Proposition 2.6 we see that d γ (r) = α γ n(r) where γ n(r) is the unique term in the sequence γ = (γ n ) for which k γ (n−1) < r ≤ k γn . Now for any r, there is precisely one integer p = p(r) for which k p−1 < r ≤ k p . Notice that p(r) → ∞ as r → ∞. Since (k n ) is strictly increasing, this implies that p(r) ≤ γ n(r) for each r. Thus since, by definition of α n , we have α n ≤ α n k n−1 ≤ 2 −n . Now (γ n(r) ) γ∈Γ is a sequence of distinct integers each ≥ p(r). Thus D(r) ≤ 2 −p(r)−1 → 0 as r → ∞. For the case in which r = 0 we have only to use Lemma 3.2(i) in place of 3.2(ii) to see that we can here replace d γ (r) and then D(r) by zero.
If, in the preceeding proof, we sum only over a subset of Γ we get a similar inequality (and we can use the same term 2D(r), though strictly speaking it is larger than necessary): Corollary 4.5. Under the conditions of the lemma,
The first case in which we establish that the iterated limit condition holds for G is easy. The proof is virtually the same as that given at the end of §3 for Case (ii) of Theorem 2.3.
Case (i). Suppose that G(y n ) → ∞ as n → ∞. Then with r = 0, s = ∞ in Lemma 4.4 we have
