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Abstract
Quantum Mechanics was established as the theory of the microscopic world, which
allowed to understand processes in atoms and molecules. Its emergence led to a new
scientific paradigm that quickly spread to different research fields. Two relevant ex-
amples are Quantum Thermodynamics and Quantum Many-Body Theory, where the
former aims to characterize thermodynamic processes in quantum systems and the lat-
ter intends to understand the properties of quantum many-body systems. In this thesis,
we tackle some of the questions in the overlap between these disciplines, focusing on
the concepts of temperature and correlations. Specifically, it contains results on the
following topics: locality of temperature, correlations in long-range interacting sys-
tems and thermometry at low temperature. The problem of locality of temperature
is considered for a system at thermal equilibrium and consists in studying whether
it is possible to assign a temperature to any of the subsystems of the global system
such that both local and global temperatures are equal. We tackle this problem in
two different settings, for generic one-dimensional spin chains and for a bosonic sys-
tem with a phase transition at non-zero temperature. In the first case, we consider
generic one-dimensional translation-invariant spin systems with short-range interac-
tions and prove that it is always possible to assign a local temperature equal to the
global one for any temperature, including at criticality. For the second case, we con-
sider a three-dimensional discretized version of the Bose-Einstein model at the grand
canonical ensemble for some temperature and particle density, and characterize its
non-zero-temperature phase transition. Then, we show that temperature is locally
well-defined at any temperature and at any particle density, including at the phase
transition. Additionally, we observe a qualitative relation between correlations and
locality of temperature in the system. Moving to correlations, we consider fermionic
two-site long-range interacting systems at thermal equilibrium. We show that correla-
tions between anti-commutative operators at non-zero temperature are upper bounded
by a function that decays polynomially with the distance and with an exponent that is
equal to the interaction exponent, which characterizes the interactions in the Hamilto-
nian. Moreover, we show that our bound is asymptotically tight and that the results ex-
tend to density-density correlations as well as other types of correlations for quadratic
and fermionic Hamiltonians with long-range interactions. Regarding the results on
thermometry, we consider a bosonic model and prove that strong coupling between
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the probe and the system can boost the thermal sensitivity for low temperature. Fur-
thermore, we provide a feasible measurement scheme capable of producing optimal
estimates at the considered regime.
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At the beginning of the last century, Quantum Mechanics was established as the the-
ory of the microscopic world, which allowed to understand processes in atoms and
molecules. However, it caused a big controversy at the time due to its counterintu-
itive and probabilistic nature, which was completely opposed to the determinism of
Classical Physics. The most remarkable examples of this controversy are the debates
between Albert Einstein and Niels Bohr [Boh49], where Bohr defended the need of
Quantum Theory to explain the microscopic world. In fact, there are many phenomena
that cannot be explained by Classical Physics alone, for example, the wave-particle
duality or the photoelectric effect. In 1927 at the Fifth Solvay Conference, it was clear
that Quantum Physics was already widely accepted. A revolution had started, both
fundamental and technological.
Most of the intriguing properties in Quantum Mechanics are based on the phenomena
of Quantum Entanglement and Quantum Superposition. These two phenomena have
opened the door to new possibilities in a variety of fields, but they have also led to
numerous open questions. In fact, there has been a rising of new fields devoted to
understanding quantum mechanics in the most diverse contexts, from quantum engi-
neering to quantum chemistry, including new theories in biology or applications of
quantum-based technologies on medicine.
In this new era, the field of Quantum Thermodynamics became immediately part of the
discussion, aiming to solve questions regarding the effects of quantum phenomena in
thermodynamic processes. One of the most prominent examples in this direction is the
work by Von Neumann in 1929 [VN29], where he proved that states evolved towards
maximum entropy and conceptualized many of the ideas in equilibration of quantum
systems. Another great example is one of the first proposals of quantum heat engines,
made by Scovil and Schulz-DuBois in 1959 [SSD59]. In the last decades, the field has
experienced a renewed interest due to three factors. First, there has been spectacular
experimental progress that allows for direct observation of thermodynamic phenom-
ena in a variety of quantum systems, such as ultra-cold atoms in optical lattices, ion
traps, superconductor qubits, etc [BDN12, PSSV11, KRJP13, SBM+11]. Second,
there have been numerous advances in numerical methods and computation power,





Figure 1.1.: Scheme of the 1D setting for the problem of locality of temperature.
or many-body systems, or systems at equilibrium and at non-equilibrium. And at last,
there has been an outburst of theoretical works that have led to a deeper understand-
ing in the field, such as, the proposal of thermal machines consisting of few qubits
[LPS10] or the derivation of statistical mechanics principles directly from quantum
mechanics [PSW06].
Quantum Thermodynamics has led to many intriguing questions, some of them in
overlap with fields such as Condensed Matter Physics or Estimation Theory. In this
thesis, we aim to tackle some of these questions in the context of many-body systems.
We will focus on fundamental concepts, such as temperature or correlations, and con-
sider a variety of scenarios, including different types of particles and interactions.
1.1. Contributions
In the following, we review the different works that conform this thesis, giving the
motivations and explaining the main results.
1.1.1. Locality of temperature for one-dimensional spin systems
1.1.1.1. State of the art and motivation
One of the most fundamental questions in Quantum Thermodynamics is whether the
Thermodynamic Laws are still valid in quantum systems or whether they need to be
modified. As a consequence, fundamental concepts like temperature are now ques-
tioned since they are defined in terms of the Thermodynamic Laws. In particular, the
concept of temperature, originally defined by the standard Zeroth Law, is understood
as a statistical parameter and, thus, becomes unclear when dealing with few-body sys-
tems or quantum systems. In fact, there is not yet an agreement on the fundamental
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meaning of temperature in Quantum Physics: while theoreticians associate tempera-
ture to a mathematical parameter that characterizes the thermal state, experimentalists
relate it to particles kinetic energy. Understanding the Zeroth Law becomes then nec-
essary to find a common understanding of temperature in quantum systems. The Ze-
roth Law is stated in the following way: if two bodies are each in thermal equilibrium
with a third body, they are in thermal equilibrium with each other [Rei98, Bal07]. This
implicitly means that: (i) There is a thermal equilibrium state that is well defined by
a parameter called temperature, and isolated systems tend to this state; (ii) Each sub-
system of the system is at the thermal equilibrium state; (iii) All the subsystems have
the same temperature, i.e., temperature is intensive. Since the first point is verified by
the known thermal state, we need to understand the last two points to understand the
Zeroth Law. In recent years, many works have tried to solve this question, also known
as the problem of locality of temperature.
The general setting of this problem consists of a quantum system described by a
Hamiltonian H and at a thermal state with temperature T . A typically studied model
is a periodic quantum lattice system where the Hamiltonian is a sum of local terms
interacting according to some underlying graph. For weak interactions, the thermal
state of the system can be well approximated by a product of thermal states acting on
different subsystems, which allows one to assign locally the same global temperature
T to each of these subsystems. However, in the presence of strong interactions the
partial state of a subsystem will not generally have the same form as the thermal state.
Hence, it is not obvious how to assign a temperature to it. In 2012, a first step to
circumvent the problem was made by Ferraro et al. in [FGSA12], where they consid-
ered coupled harmonic oscillators on a lattice at thermal equilibrium at temperature T .
They studied how to assign a temperature to a subsystemA by dividing the whole sys-
tem into three regions: the subsystemA, a boundary region around itB and the rest C
(see Figure 1.1). Given this, they considered a different system at thermal equilibrium
at temperature T which consists of two regions A′ and B′ which are equivalent to the
subsystem A and its boundary B, respectively. Then, they showed that it is sufficient
to compute the state of the subsystem A′ to obtain a very close approximation to the
actual state of the subsystem A, which we also refer as effective thermal state. In
this way, the correlations and the boundary effects around A are taken into account
and it is possible to assign the same temperature to the subsystem A provided that
the boundary region B is independent of the total system size. In the next years, this
approach has been taken as the default starting point for locality of temperature in the
upcoming works.
For instance, in 2014 Kliesch et al. [KGK+14] proved the first generic result for
fermionic and spin local Hamiltonians for any spatial dimension following the same
approach. They showed that for high enough temperature both partial states of the
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subsystem A and its equivalent A′ were approximately equal with an error that de-
cayed exponentially with the size of the boundary B. Furthermore, they proved that
correlations were directly related to the distinguishability between both states, play-
ing a fundamental role in the locality of temperature. Nevertheless, it is far from clear
what occurs at low temperatures.
Motivated by these works, we consider one dimensional translation-invariant spin sys-
tems and study whether the temperature can be considered local in such systems, with
emphasis on how temperature affects the locality of temperature.
1.1.1.2. Main result
We show that, for one dimensional translation-invariant spin systems with short-range
interactions, it is always possible to assign a local temperature for any temperature.
More specifically, we prove that the trace distance between the actual state of the
system A and the effective thermal state is upper-bounded by a function that decays
with the boundary size. The function decays differently depending on the presence
of criticality: exponentially away from criticality and as a power law at criticality.
Therefore, it is always possible to guarantee that the partial state of any subsystem
can be described as an effective thermal state with the same global temperature T for
a large enough boundary size. Regarding our methods, we make use of the theory of
tensor networks for the off-criticality case, and results from conformal field theory for
the criticality case. Finally, we exemplify our analytical findings by analysing a model
of a quantum Ising chain. This system is complex enough to have a quantum phase
transition point, but simple enough to allow for an exact diagonalization by standard
tools of statistical mechanics, thereby serving as a perfect test-bed for our analytical
upper bounds.
1.1.2. Locality of temperature and correlations in the presence of
non-zero temperature phase transitions
1.1.2.1. State of the art and motivation
We also consider here the problem of locality of temperature. As we have seen above,
temperature can be locally well defined under different circumstances. More specif-
ically, it has been proven local in some specific bosonic systems: 1D and 2D in-
teracting harmonic oscillators [FGSA12]; and in fermionic systems under different
constraints: (i) for generic one-dimensional systems and at arbitrary temperature, re-
sult present in this thesis, [HSRH+15], (ii) for fermionic and spin systems with ar-
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bitrary dimension and at high temperature [KGK+14], and (iii) for the Ising model
[GSFA09, HSRH+15]. Morover, it has been observed that locality is also valid at
quantum phase transitions in one-dimensional fermionic systems provided that the
boundary region is large enough [GSFA09, HSRH+15].
However, phase transitions in 1D systems with short-range interactions are exclu-
sively driven by quantum fluctuations, that is, they only occur at zero temperature in
these systems. This is far from true when it comes to higher dimensional systems,
where phase transitions can also occur at non-zero temperature and are driven by both
thermal and quantum fluctuations. Non-zero-temperature phase transitions are an im-
portant feature in many-body systems which holds interesting phenomenology. In
fact, there have been studies suggesting a relation between these phase transitions and
correlations or even entanglement negativity [LG18], a purely quantum measure. It is
natural then to wonder whether and how the concept of local temperature is affected
by the presence of non-zero-temperature phase transitions. Motivated by this ques-
tion, we characterize a three-dimensional bosonic system with a non-zero-temperature
phase transition, which corresponds to a discrete version of the Bose-Einstein model
[PS16], and study the problem of locality of temperature and its relation to the corre-
lations in the system.
1.1.2.2. Main result
We study a three-dimensional discrete version of the Bose-Einstein model at the grand
canonical ensemble for temperature T and particle density n. We show that the system
undergoes a non-zero-temperature phase transition in a similar fashion to the Bose-
Einstein model, i.e., the system condensates to the ground state below a critical tem-
perature Tc. Regarding the locality, we consider a three-dimensional system ABC
with length L and study whether the temperature is local in a subsystem A consisting
of a 2 × 2 × 2 cube. In the same way as in the previous section (see Figure 1.1),
we compare the partial state of the subsystem A with the partial state of an equiva-
lent subsystem A′ only surrounded by a boundary region. Concretely, we prove that
temperature is locally well defined at any temperature and at any particle density. We
make use of the fidelity as our distinguishability measure between partial states and
observe different behaviours depending on the temperature. Below the critical tem-
perature Tc, the fidelity goes to 1 as a power-law with the boundary size; and above
Tc, it goes to 1 exponentially. In addition, we analyse the correlations of the system
and observe that they decay polynomially to n20 below the critical temperature Tc,
where n0 is the zero-momentum particle density, and exponentially above Tc. While
we observe long-distance correlations below the critical temperature, the qualitative
5
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behaviour of the correlations is consistent with the results on the study of locality.
1.1.3. Correlations in long-range interacting systems
1.1.3.1. State of the art and motivation
In the last years, long-range interacting systems (with power-law decaying interac-
tions) have started to gain attention. This recent interest is fundamentally due to two
reasons. First, these systems offer many fascinating properties that set them apart
from systems with merely finite-range or exponentially decaying (short range) interac-
tions. For instance, they allow for faster processes in physics, as it has been observed
in the spreading of correlations [RGL+14, MGFFG16], in equilibration dynamics
[Kas11, BK13, Kas17] or in state transfer [EGM+17]. Also, they show new viola-
tions of the area law [KLT12] and topological effects, and they support Majorana edge
modes [VLE+14, PNP17]. Second, recently there has been an outbreak of experimen-
tal techniques to simulate these systems [PC04, DPC05, HCMH+10, GTHC+15], for
instance via polar molecules [MBZ06], ultra-cold ions[IEK+11, SPS12, BSK+12,
JLH+14, RGL+14], or Rydberg atoms [LBR+16].
Many typical interactions in nature are actually long-range, such as dipole-dipole in-
teractions, the van der Waals force and the Coulomb interaction. However, condensed
matter physics has typically focused on the properties of short-range interacting sys-
tems. One example is given by the spatial correlations, which have been thoughtfully
characterized in these systems. More concretely, it has been shown that they decay
exponentially with the distance in a variety of systems at thermal equilibrium. For in-
stance, it has been proven for short-range fermionic systems at non-zero temperature
for anti-commutative operators [Has04b] and at zero temperature provided there is a
non-vanishing spectral gap [HK06], and for short-range spin and fermionic systems
above certain threshold temperature [KGK+14]. A similar level of understanding of
the correlations in long-range interacting systems is lacking so far, but it is of funda-
mental interest given their recent experimental feasibility and their intriguing prop-
erties. Our goal is to understand how correlations behave in long-range interacting
systems at thermal equilibrium.
1.1.3.2. Main result
We prove an upper bound for a type of spatial correlations in long-range interacting
systems. Specifically, we consider fermionic two-site long-range interacting systems
6
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and show that correlations between anti-commutative operators at non-zero tempera-
ture are upper bounded by a decaying function with the distance. This function decays
polynomially with a exponent that is equal to the interaction exponent, which charac-
terizes the interactions in the Hamiltonian. Our result implies that correlations cannot
decay slower than a power-law with the interaction exponent. The proof is based on
a previous work on correlations by Hastings [Has04b] and on recent advances on the
dynamical spreading of correlations in long-range interacting systems [FFGCG15].
Furthermore, we prove that our bound is asymptotically tight by means of a high
temperature expansion and by numerical simulations of a fermionic model with long-
range interactions, whose ground state phase diagram has been extensively studied
[VLEP16, VLE+14].
1.1.4. Low-temperature thermometry enhanced by strong
coupling
1.1.4.1. State of the art and motivation
Nanoscale thermometry [CP15] aims to measure the temperature of a quantum system
at thermal equilibrium. Recently, this field has experienced great advances due to its
potential applications to micro-electronics [WW86, ATMC05, LV05], biochemistry,
or to disease diagnosis [KN09, KMY+13, SCLD14, SG14]. In particular, thermome-
ter miniaturization may be taken to the extreme of engineering individual quantum
thermometers [FVV+11, MB13, SHS+14, HIK14, NJD+13, KMY+13, JCM+16,
HBPLB17]. This approach has the advantage of providing a nanometric spatial res-
olution and leaving the sample mostly unperturbed provided that the heat capacity of
the probe is low enough, in contrast to the direct manipulation of the sample, such as
time-of-flight measurements of ultra-cold trapped atoms. The typical setting consists
of a sample at equilibrium at some temperature T and a measuring device or probe
that is thermally coupled and acts as the thermometer. After equilibration, one can es-
timate the temperature T by monitoring some temperature-dependent features of the
thermometer via a suitable measurement and data analysis scheme. Nonetheless, if
the sample is too cold, the probe may not equilibrate [NA02]; and if the probe is too
small, boundary effects become relevant and need to be taken into account to prop-
erly describe thermalisation [GE16, FGSA12, KGK+14, HSRH+15]. A way to tackle
this problem is to decrease the interaction between the sample and the probe, but this
decreases the thermal sensitivity of the probe considerably [Deb12], providing futile
results. This is an inherent problem of low-temperature thermometry [DRFG16]. In





We show that strong coupling between the probe and the system can boost the thermal
sensitivity in the low temperature regime. To that end, we make use of the Caldeira-
Leggett Hamiltonian [Wei08], where the system at equilibrium is represented by a
bosonic reservoir [CL83, RHW85], and the probe is described by a single harmonic
oscillator. In particular, we analytically obtain the exact steady state of the probe
and show that the maximum sensitivity attainable at low temperature is significantly
enhanced by increasing the coupling strength. Furthermore, we provide a concrete
and feasible measurement scheme capable of producing nearly optimal temperature
estimates in the low temperature regime.
1.2. Outline of the thesis
This thesis is organized as follows:
• Chapter 2 introduces the fundamental concepts that appear in the thesis.
• Chapter 3 is dedicated to the investigation of the problem of locality of temper-
ature in one-dimensional spin chains. This chapter refers to the original results
published in [HSRH+15].
• In Chapter 4, we study locality of temperature for a three-dimensional model of
free bosons that has a phase transition at non-zero temperature. The publication
presenting these results is in preparation.
• In Chapter 5 we show how correlations behave in long-range interacting sys-
tems regardless of the dimension. These results refer to the published work
[HSGCA17].
• In Chapter 6, we propose a way to tackle low-temperature thermometry by con-




In this chapter, we introduce the basic concepts and tools that appear in the thesis. It
consists of three main sections: the first explains the necessary fundamental concepts
of quantum mechanics, the second is devoted to quantum many-body physics and
the last contains the basic notions of quantum thermometry. Many of the concepts
explained here can be found in the book by Nielsen and Chuang [NC00], and in the
review by Gogolin and Eisert [GE16].
2.1. Fundamental concepts
In this section, we explain some basic concepts of quantum mechanics, going from
operators and trace distance to correlations and entanglement.
2.1.1. Hilbert space and operators
Let us consider a complex separable Hilbert space H with dimension d and inner
product 〈ϕ|ψ〉 for |ϕ〉, |ψ〉 ∈ H. Given this, it is possible to define the following
subspaces:
• The space of bounded operators, B(H): A ∈ B(H)↔ A has finite eigenvalues.
• The space of trace class operators, T (H) ⊂ B(H): A ∈ T (H) ↔ tr(A) is
finite.
• The space of quantum states, S(H) ⊂ T (H): ρ ∈ S(H)↔ tr(ρ) = 1 and ρ is
non-negative, that is, tr(ρA) ≥ 0, ∀A ≥ 0.
• The space of observables, O(H) ⊂ B(H): A ∈ O(H)↔ A is self-adjoint, i.e.
A = A†.
Moreover, an operator U ∈ B(H) is unitary if U † U = U U † = 1 and an operator
Π ∈ B(H) is a projector if Π Π = Π. For finite dimensional systems, ρ ∈ S(H) is
non-negative, it has unit trace and it is also self-adjoint and, therefore, S(H) ⊂ O(H).
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The extreme points of this set are called pure states and are rank-one1 projectors, and
the rest refers to mixed states. In a formal way, a quantum state ρ ∈ S(H) is said to
be pure if it can be expressed as ρ = |ψ〉〈ψ| for a single vector ψ ∈ H. A mixed
state cannot be represented in this way and it can be given by a combination of pure
states, that is, ρ =
∑d
i pi|ψi〉〈ψi|where {ψi} are the vectors that constitute the Hilbert
space basis, pi ≥ 0∀i and
∑
i pi = 1. The state is also called completely mixed if
pi = d−1 ∀i.
2.1.1.1. Expectation value of an observable
Given an observable A ∈ O(H) and a quantum state ρ ∈ S(H), the expectation
value of A for the state ρ is defined as
〈A〉ρ := tr(Aρ). (2.1)
More generally, this definition applies to any bounded operator. However, we will
only work with observables since they correspond to valid physical operators.
2.1.1.2. Norm of an observable







where {sj(A)}dj=1 is the ordered set of real and non-negative singular values of A.
We refer to the Schatten ∞-norm as the operator norm and to the Schatten 1-norm
as the trace norm. As previously, we highlight that this is also valid for any bounded
operator.
2.1.1.3. Purity
For any quantum state ρ ∈ S(H), the purity corresponds to a measure of how much
the state is mixed and it is given by
P(ρ) = tr ρ2. (2.3)
The purity satisfies 1d ≤ P ≤ 1 where P = 1 implies that the state ρ is a pure state
and P = d−1 means that it is completely mixed.
1The rank of an operator is the dimension of its image.
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2.1.2. Hamiltonian: Properties and evolution
The Hamiltonian H ∈ O(H) of a finite dimensional quantum system is characterized





where Πk ∈ O(H) andEk represent the orthogonal spectral projectors and the energy
eigenvalues of H , respectively, and d′ ≤ d := dim(H) is the number of different
eigenvalues. If H is non-degenerate, d′ = d and the projectors Πk = |Ek〉〈Ek| where
{|Ek〉}dk=1 are the orthonormal energy eigenstates of H . A fundamental parameter
of the Hamiltonian is the spectral gap, which is defined as the energy difference
between its lowest energy value E0 and its next lowest energy value E1 such that
the spectral gap ∆ := E1 − E0. The spectral gap allows one to study whether the
system has a quantum phase transition (QPT), an abrupt change in the properties of
the system. More concretely, given a parameter-dependent Hamiltonian characterized
by H := H0 + h H1 with parameter h and spectral gap ∆ = ∆(h), a QPT is said
to occur if ∆ goes to 0 for some critical value hcrit. These transitions only happen
at zero temperature and, thus, are only driven by quantum fluctuations. Nonetheless,
phase transitions at non-zero-temperature also exist, which are driven by both thermal
(classical) and quantum fluctuations.
2.1.2.1. Evolution
Given a quantum system at state ρ and described by a time independent Hamiltonian
H , the evolution of its state ρ(t) is described by the Liouville–von Neumann equa-
tion Neumann equation, which in the Schrödinger picture is
∂
∂t
ρ(t) = −i ~−1[H, ρ(t)], (2.5)
where ~ is the reduced Planck constant. Its solution is given by ρ(t) := U †(t) ρU(t)
with t ∈ R and the time evolution operator U(t) := e−iH t ∈ B(H). Equivalently, the
evolution equation can be expressed in terms of operators via the Heisenberg picture,
which for an observable A ∈ O(H) reads as
∂
∂t
A(t) = i ~−1[H,A(t)]. (2.6)
The solution is now given by A(t) := U(t)A(0)U †(t) with the same time evolution
operator U(t). The equivalence between both pictures can be clearly justified when
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which implies that 〈A〉t = 〈A〉ρ(t) = 〈A(t)〉ρ and, thus, both pictures are equivalent.
2.1.3. State distinguishability
One of the most frequent measures of distinguishability between any two states ρ1, ρ2 ∈
S(H) is the trace distance [NC00], defined as
D (ρ1, ρ2) :=
1
2 ‖ρ1 − ρ2‖1 , (2.8)
which is symmetric and satisfies that D(ρ1, ρ2) ∈ [0, 1], where D(ρ1, ρ2) = 0 means
that ρ1 ≡ ρ2. Other important relation of the trace distance is of the form
D (ρ1, ρ2) = max
A∈O(H) : 0≤A≤1
tr(Aρ1)− tr(Aρ2), (2.9)
where the trace distance is given by the maximum difference between expectation
values of an operator A satisfying 0 ≤ A ≤ 1 for the states ρ1 and ρ2. Another
typically used measure of distinguishability is the fidelity [NC00], which is defined
for any two quantum states ρ1, ρ2 ∈ S(H) as







which is also symmetric and verifies that F(ρ1, ρ2) ∈ [0, 1], where
F(ρ1, ρ2) = 1 means that ρ1 ≡ ρ2. Moreover, the fidelity is related to the trace
distance via the relation [FV99] given by
1− F (ρ1, ρ2) 1/2 ≤ D (ρ1, ρ2) ≤ (1− F (ρ1, ρ2))1/2. (2.11)
2.1.4. Correlations
Correlations in quantum mechanics are often measured via the covariance, which for
a system at a quantum state ρ and two operators A,B is defined as
covρ(A,B) := tr(ρAB)− tr(ρA) tr(ρB). (2.12)
We will only be interested in the correlations between any two observablesA,B acting
on disjoint subsystems X and Y defined as X := supp(A) and
Y := supp(B). In this typical scenario, the state ρ ∈ S(H) is uncorrelated with
respect to the bipartition XY if and only if covρ(A,B) = 0.
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2.1.5. Entanglement
Consider a bipartite system with Hilbert spaceH consisting of two disjoint subsystems
X and Y . In this setting, a quantum state ρ ∈ S(H) is said to be a product state
with respect to this bipartition if ρ = ρX ⊗ ρY . In this case, the state ρ is said to
be uncorrelated with respect to this bipartition. Moreover, it is possible to define







j ⊗ ρYj (2.13)
with (pj)j a probability vector, i.e.,
∑
j pj = 1 and pj ≥ 0 for all j, and ρXj ∈ S(HX)
and ρYj ∈ S(HY ) for all j. This state is correlated in general, but a classical mecha-
nism is responsible for the correlations present. If a quantum state is not separable, it
is called entangled.
2.2. Quantum many-body physics
In this section, we focus on the necessary definitions to understand the variety of
many-body systems that are considered in this manuscript. We also explain other
relevant concepts in these systems, such as locality of temperature and Lieb-Robinson
bounds.
2.2.1. Locally interacting quantum systems
Through out this thesis, we will always consider locally interacting quantum sys-
tems, which are defined by an interaction hypergraph G := (V, E), where V is the
vertex set and E is the edge set. The vertex set V refers to the indices labelling the
sites in the system and a subset of this set X ⊂ V is defined as a subsystem. The edge
set E refers to all the subsystems X which have associated a Hamiltonian term HX
with support2 supp(HX) = X that couples all the sites in X . The Hilbert spaceH of
the system is equal to the tensor product of the individual Hilbert spaces Hx for the
sites x ∈ V , that is,H =
⊗
x∈V Hx.
Regarding the Hamiltonian, any locally interacting quantum system is characterized
by a local Hamiltonian, defined as a sum of local3 Hamiltonians on the subsystems
2The support of an operator is the smallest subsystem where the operator acts non-trivially.
3A local observable has a support that is independent of the system or small compared to it.
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Another important concept is the graph distance dist(X,Y ), which is defined for any
two subsystems X,Y ⊂ V as the size4 of the smallest subsystem of E that connects
X and Y , which is zero if only if the subsystems overlap. The graph distance can also
be defined for operators such that for any two operators A,B it is equal to the graph
distance between their supports, that is, dist(A,B) := dist(supp(A), supp(B)).
2.2.2. Fermionic and bosonic systems
In the following, we describe locally interacting fermionic and bosonic systems. The
Hilbert space of these systems can be represented as a tensor product of each indi-
vidual Hilbert space of the fermionic or bosonic sites. In particular, for fermions
each individual Hilbert space Hf{x} = C
2 with orthonormal basis ((|n〉f )1n=0, and
for bosons Hb{x} = `
2, the Hilbert space of square-summable sequences5, with or-
thonormal basis (|n〉b)∞n=0. Nonetheless, the full Hilbert space is more conveniently
represented by the Fock layer, which is characterized by a number of sites M and a
total particle number N . The Fock layer represents the span of the orthonormal Fock
states |n1, . . . , nM 〉 satisfying that
∑
x∈[0,M ] nx = N , where the particle number
nx ∈ {0, 1} for fermions or nx ∈ [0, N ] for bosons. The Hilbert space corresponds
then to the Fock space, defined as the direct sum of the Fock layers for each possi-
ble total particle number N . The Fock space for fermions is finite dimensional, as
N ≤M due to the Pauli exclusion principle6. For bosons, however, the Fock space is
infinite, since N is independent of M in this case.
In this scenario, any operator is defined in terms of the so-called fermionic and
bosonic operators (single-site operators). There are two types of these operators,
the annihilation operators fx (fermionic) and bx (bosonic), which annihilate a par-
ticle on site x, and the creation operators f †x and b†x, which create a particle instead.
More formally, they act on the Fock states |−→n 〉 := |n1, . . . , nM 〉 in the following way
fx|−→n 〉f = (−1)θxnx|
−−−−→
nx − 1〉f , f †x|−→n 〉f = (−1)θx(1− nx)|
−−−−→









nx + 1〉b. (2.16)
4The size of a subsystem is equal to the number of sites included in it.
5By definition, the elements of the space of square-summable sequences have finite norm.
6The Pauli exclusion principle implies that two or more identical fermions cannot occupy the same
position simultaneously
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nx − 1〉 := |n1, . . . , nx−1, nx − 1, nx+1, . . . , nM 〉, and
|−−−−→nx + 1〉 := |n1, . . . , nx−1, nx + 1, nx+1, . . . , nM 〉. Moreover, they satisfy the com-
mutation relations
{fx, fy} = {f †x, f †y} = 0, {fx, f †y} = δx,y, (2.17)
[bx, by] = [b†x, b†y] = 0, [bx, b†y] = δx,y, (2.18)
where for any two operators A,B ∈ B(H), [A,B] := AB −BA is the commutator
and {A,B} := AB +BA the anti-commutator.
Another important restriction for fermionic systems is that all the physical observ-
ables, Hamiltonians and density matrices of these systems are even7 polynomials in
the fermionic operators, a condition imposed by the fermion number parity superse-
lection rule [BCW09].
2.2.3. Short-range and long-range interactions
Let us consider a system with a Hilbert space H and a local Hamiltonian H (2.14),
characterized by an interaction hypergraph G := (V, E), with V the vertex set and E
the edge set. In this setting, the interactions of the system are classified depending on
how for any subsystem X ⊂ V the local interacting terms hX behave with respect
to the diameter8 of X . In particular, they are divided into short-range ang long-range
interacting systems:
• The short-range interactions can be divided into two types:
– Finite-range interactions, which are only non-zero for subsystems whose
diameter is upper-bounded by a given constant.
– Exponentially decaying interactions that decay with the diameter of the
subsystem.
In these cases, the local interacting terms hX satisfy that [HK06]∑
X3x,y
‖hX‖ ≤ λ0 exp[−µ dist(x, y)] with λ0, µ > 0. (2.19)
• The long-range interactions are stronger than short-range interactions and,
thus, violate the inequality (2.19). In particular, we will study interactions de-
caying as a power-law with the diameter of the subsystem. In a formal way,
7An even/odd polynomial of fermionic operators refers to a linear combination of odd/even monomials
of these operators.
8The diameter of a subsystem is the longest graph distance between any two sites in it.
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[1 + dist(x, y)]η with λ0, η > 0. (2.20)
2.2.4. Canonical, micro-canonical and grand-canonical quantum
states
In the following, we define different types of quantum states for a system with a
Hamiltonian H , each being a quantum analogous to the known statistical canonical,
micro-canonical and grand-canonical ensembles:
• The canonical quantum state or (quantum) thermal state (also known as
Gibbs state) of a system described by a Hamiltonian H at inverse temperature





where Zβ[H] is the canonical partition function given by Zβ[H] := tr(e−β H),
β = 1/kBT and kB is the Boltzmann constant.
• The micro-canonical quantum state of the system for an energy interval [E,E+






where ζ(E,∆) := {k : Ek ∈ [E,E+ ∆]} and ZE,∆[H] is the micro-canonical
partition function defined as ZE,∆[H] := tr(
∑
k∈ζ(E,∆) |Ek〉〈Ek|).
• The grand-canonical quantum state of the system with a total particle number





where Zβ,µ[H] is the grand-canonical partition function defined as Zβ,µ[H] :=
tr(e−β H+µN ).
An important property of the thermal state is that it is the unique quantum state that
maximises the von Neumann entropy
S(ρ) := − tr(ρ log2 ρ) (2.24)
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for a given expectation value of the Hamiltonian [Thi02]. The micro-canonical and
grand-canonical states also maximise the entropy given a certain set of conditions for
each case. In particular, the micro-canonical state maximises the entropy in a space
spanned by the eigenvalues |Ek〉 with energy Ek ∈ [E,E + ∆] for some E and ∆.
On the other hand, the grand-canonical state maximises it for given expectation values
of the Hamiltonian H and the particle number N . Another relevant property is that
canonical and micro-canonical states do not evolve in time, since they are defined in
terms of the energy projectors Πk := |Ek〉〈Ek|.
2.2.5. Locality of temperature
The problem of locality of temperature aims to study whether it is possible to locally
assign a temperature to a subsystem embedded in a system at thermal equilibrium at
temperature T such that the local temperature is equal to the global temperature T .
The general setting of this problem is given by a lattice system with a local Hamilto-
nian H (2.14) and at a thermal state at some temperature T (2.21). If the interactions
are weak enough, the global thermal state can be well-approximated by a product state
of thermal states, each acting on non-overlapping subsystems of the whole. It is said
then that the temperature is locally well defined as each subsystem is at a thermal state.
However, this is not usually the case since the interactions are generally strong and,
thus, it is unclear how one can assign a temperature to a subsystem. A concrete way
to circumvent the problem was first proposed by Ferraro et al. [FGSA12], where they
consider a locally interacting system (2.14) with a subsystem A, a shell region around
it B and its environment C = (A ∪ B)c (see Figure 2.1). In this setting, the problem
can be tackled by studying the distinguishability between the partial state of the sub-
system A and the partial state of an equivalent subsystem where the Hamiltonian is
now truncated, that is, H0 = HC ⊗ HAB (see Fig. 3.1). Given this, the temperature
is said to be local if the distinguishability between the states is negligible for a width




AB := A ∪B
Figure 2.1.: Scheme of the subsystem of interest A, the boundary region B, and




The Lieb-Robinson bound is an expression that characterizes the propagation of in-
formation in quantum lattice systems described by a local Hamiltonian (2.14) with
short-range interactions (2.19). In particular, for any two operators A,B with support
X,Y , respectively, the bound [LR72] is as follows
‖[AX(t), BY ]‖ ≤ C|X||Y |‖AX‖‖BY ‖ev|t|−µ dist(X,Y ), (2.25)
where the positive constants C, µ, v depend on the system. This bound implies that
given a perturbation A on the lattice system, the effects on a measurement B at a
distance r := dist(X,Y) are exponentially small for short times t ≤ tmin = r/v,
where tmin refers to the minimum time needed for detection and v corresponds to
the maximum speed of propagation (see Figure 2.2). Therefore, the propagation of
information in short-range systems is bounded by a linear function in time with a
maximum speed v depending on the system.
For long-range interacting systems with polynomial decay (2.20), the most general
bound [HK06] states that for any two operatorsA,B with supportsX,Y , respectively,
the following holds,
‖[AX(t), BY ]‖ ≤ C|X||Y |‖AX‖‖BY ‖
ev|t|
dist(X,Y )α , (2.26)
where the positive constants C,α, v depend on the system. Following the previous





tLRmin ∝ log r
Figure 2.2.: Lower bounds on detection time tmin vs the distance r between the
operators A,B. The curves defined by tSRmin and t
LR
min refer to the short-range and
long-range cases, respectively.
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In comparison to short-range interactions, the spreading of information may be faster
in long-range systems since it is not possible to define a maximum speed and the
propagation is upper-bounded by a function that is exponentially increasing with time.
However, this does not necessarily imply that propagation is faster in general for long-
range interactions, as we have only access to upper bounds.
2.3. Quantum estimation theory
In this section, we focus on the basic elements of quantum estimation theory and
explain its application to quantum thermometry.
2.3.1. Fundaments
Estimation theory is a field within statistics which aims to estimate the value of an
unknown parameter from a set of experimental measurements of an estimator. There
are two estimation approaches depending on the parameter: (i) the frequentist ap-
proach when the parameter is deterministic with a fixed value; and (ii) the bayesian
approach when the parameter is a random variable itself with a range of possible val-
ues. In the following, we will focus on the frequentist approach for a single-parameter
estimation, as we will only consider this case throughout the thesis.
Assuming a quantum system with a positive state ρθ with unit trace and parametrized
by a single parameter θ ∈ R, quantum estimation theory aims to obtain a correct
estimation of θ by making a large and independent number of quantum measurements
on the state ρθ. Quantum measurements are described by a positive operator valued
measurement (POVM), whose elements are positive operators {Em} which satisfy∑
mEm = 1. For a quantum state ρ, the measurement is described by probabilities
pm(θ) = tr(ρθEm), which refers to the probability of obtaining a measurement m.
After repeating this measurement scenario a large number of times, we obtain an
outcome dataset x that we eventually use with an estimator function to map the dataset
to some estimate θ of the parameter θ. Due to the randomness of the measurement
outcomes, the estimation has an uncertainty which is characterized by the quantum




which applies to unbiased estimators9 and where ∆θ is the variance of the estimate




θ, ν is the number of measurements and Fθ is the quantum Fisher information (QFI)
of the parameter θ. This expression (2.27) implies that the precision of the estimation
increases with the number of measurements and the quantum Fisher information. The
quantum Fisher information is a quantity that bounds how much information can be
obtained about the unknown parameter θ [BC94] and it is given by





where the fidelity F (ρθ, ρθ+δ) is given by the expression (2.10) and is related to the








. The QFI can
also be expressed in terms of the so-called symmetric logarithmic derivate (SLD)
[MSC18] such that
Fθ = tr(ρθΛ2θ), (2.29)
where the SLD is given by the self-adjoint operator Λθ, defined by
Λθρθ + ρθΛθ = 2∂θ′ρθ′ |θ′=θ. (2.30)
Moreover, the QFI characterizes the efficiency of the estimation protocol and allows
two types of estimation error depending on its scaling with the number of measure-
ments, the Standard Quantum Limit (SQL) and the Heisenberg limit. The SQL
refers to the case where the QFI is independent of the number of measurements ν and
the variance ∆θ scales with 1/
√
ν. On the other hand, the Heisenberg limit occurs
when the QFI increases linearly with ν and the variance ∆θ scales with 1/ν.
2.3.2. Quantum thermometry
Quantum thermometry aims to measure the temperature of a system at thermal equi-
librium at a given temperature T (2.21). The standard setting consists of two systems,
a system at thermal equilibrium at temperature T and another system which acts as a
measurement device, the probe system. The system and the probe are weakly inter-
acting such that the probe can thermalise to the same temperature T . Notice here that
the heat capacity10 of the probe must be much smaller than the system’s heat capacity,
since this condition avoids perturbations on the system due to the probe and allows a
proper thermalisation of the probe at temperature T . Once the probe thermalises, the
temperature can be estimated by monitoring some temperature-dependent features of
its steady state via a suitable measurement and data analysis scheme. As previously
10The heat capacity is a quantity that represents the ratio of change between heat (δQ) and temperature
(dT ): C = δQ/dT .
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described, the uncertainty of the estimate is bounded by the quantum Cramér-Rao
bound (2.27), decreasing with the number of measurements and the quantum Fisher
information (QFI). The QFI is thus referred as the optimal thermal sensitivity, since
the precision increases with it.
In order to give some intuition, let us consider an example of a probe described by
a Hamiltonian H :=
∑
n εn|εn〉〈εn|. Assuming the probe has thermalised to the
thermal state ΩT (2.21), we can compute the SLD (2.30) via the expression for a
thermal state [MSC18], that is,
ΛT =
β2
2 (H − 〈H〉). (2.31)
Thus, we can obtain the QFI via the equation (2.29), such that
Fθ = β4∆H2ρT = β
2CT , (2.32)
where ∆HρT is the variance of the Hamiltonian at the state ρT and CT refers to the
heat capacity of the probe. Therefore, we observe that the thermal sensitivity of a
probe at equilibrium is completely limited by its heat capacity. This phenomenon is




3. Locality of temperature for
one-dimensional spin systems
In traditional thermodynamics, temperature is a local quantity, that is, a subsystem
of a large thermal system is in a thermal state at the same temperature as the large
system. For strongly interacting systems, however, the locality of temperature breaks
down. We study the possibility of associating an effective thermal state to subsystems
of chains of interacting spin particles with arbitrary finite dimension. We study the
effect of correlations and criticality in the definition of this effective thermal state
and discuss the possible implications for the classical simulation of thermal quantum
systems.
3.1. Introduction
The question whether the standard notions of thermodynamics are still applicable in
the quantum regime has experienced a renewed interest in recent years. This refreshed
motivation can be explained as the consequence of two factors. On the one hand, the
progress on experimental techniques allows for a direct observation of thermodynamic
phenomena in many different quantum systems, such as ultra-cold atoms in optical lat-
tices, ion traps, superconductor qubits, etc [BDN12, PSSV11, KRJP13, SBM+11]. On
the other hand, the inflow of ideas from quantum information theory provided signif-
icant insight into the thermodynamics of quantum systems [MNV09, PSW06, HO13,
dRrR+11]. Specifically, qualitative improvements have been made in understanding
how the methods of statistical mechanics can be justified from quantum mechanics as
its underlying theory [PSW06, GLTZ06, GMM04, PSSV11, SF12, BC15].
One of the fundamental postulates of thermodynamics is the so called Zeroth Law:
two bodies, each in thermodynamic equilibrium with a third system, are in equilibrium
with each other [Rei98, Bal07]. This law stands behind the notion of temperature
[Rei98, Bal07]. In fact, the above formulation of the Zeroth law consists of three parts:
(i) there exists a thermal equilibrium state which is characterized by a single parameter
called temperature, and isolated systems tend to this state [PSSV11, PSW06, GLTZ06,
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GMM04]; (ii) the temperature is local, namely, each part of the whole is in a thermal
state [Rei98, Bal07]; and (iii) the temperature is an intensive quantity: if the whole
is in equilibrium, all the parts have the same temperature [Rei98, Bal07, FGSA12,
GSFA09, KGK+14, PTZB14]. The last two points are usually derived from statistical
mechanics under the assumption of weakly interacting systems. Nevertheless, when
the interactions present in the system are non negligible, the points (ii) and (iii) need to
be revised. Following the direction given by Refs. [FGSA12, GSFA09], in this work
we concentrate on the clarification and generalization of the aforementioned aspects
of the Zeroth Law of the thermodynamics for spin chains with strong, short-range
interactions.
The general setting of the problem is as follows. The system with Hamiltonian H is







and we seek to understand the thermal properties of a finite part of the system.
Obviously, in the presence of strong interactions, the reduced density matrix of a
subsystem of the global system will not generally have the same form as (3.1). In
systems where the Hamiltonian is a sum of local terms interacting according to some
underlying graph, it is unclear how one can locally assign temperature to a subsystem.
More precisely, the reduced density matrix of the subsystem A (see Figure 3.1) of a
global thermal state is described by
ρA = trĀ(Ωβ[H]) , (3.2)
which will not be thermal unless the particles inA do not interact with its environment
Ā. Hence, given only a subsystem state ρA and its Hamiltonian HA, it is not possible
to assign a temperature to it, since this would totally depend on the features of the
environment and the interactions that couple the subsystem to it.
In the context of quantum information, a first step to circumvent the problem of as-
signing temperature to a subsystem was made in Ref. [FGSA12] where for harmonic
lattices it was shown that it is sufficient to extend the subsystemA with a boundary re-
gion B that when traced out disregards the correlations and the boundary effects (see
Figure 3.1). If the size of such a boundary region is independent of the total system
size, temperature can still be said to be local.
More explicitly, given a lattice Hamiltonian H with a subsystem A, a shell region
around it B and its environment C = (A ∪B)c, see Figure 3.1, we aim to understand






AB := A ∪B
Figure 3.1.: Scheme of the subsystem of interest A, the boundary region B, and
their environment C for a spin chain. Expectation values on A for the thermal state
of the full Hamiltonian H (above) are expected to be approximated by expectation
values for thermal state of the truncated Hamiltonian HAB (below) if the boundary
region B is sufficiently large.
thermal state Ωβ[H] differ from those taken for the thermal state of the truncated
Hamiltonian HAB (with AB = A ∪ B) as the width `B of the boundary region B
increases: ∣∣∣∣tr (O ρA)− tr (O ρ′A)∣∣∣∣ ≤ ||O||∞f(`B) , (3.3)
where ρ′A = trBΩβ[HAB] is the state ofA for the chain truncated toAB, and f(`B) is
expected to be a monotonically decreasing function in `B . The width of the boundary
region `B is defined as the graph-distance between the sets of vertices (regions)A and
C.
Surely, the differences (3.3) fully characterize the distance of ρA from ρ′A. Indeed,
the trace distance (2.8), D(ρA, ρ′A) = 12 ||ρA− ρ
′
A||1, has the following representation
(2.9):





where I is the identity operator in the Hilbert space of A.
In Ref. [KGK+14], it is proven that the correlations responsible for the distinguisha-
bility between the truncated and non-truncated thermal states are quantified by a gen-
eralized covariance. For any two operators O and O′, full-rank quantum state ρ, and





− tr(ρO)tr(ρO′) , (3.5)
and the difference between expectation values of some observable O for the truncated















dt covt/βΩs (HI , O), (3.6)
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where HI is the corresponding Hamiltonian term that couples B and C, HAB =
H−HI is the truncated Hamiltonian (see Figure 3.1) and Ωs = Ωβ[Hs] is the thermal
state of the interpolating Hamiltonian Hs := H − (1− s)HI . Hence, the generalized
covariance is the quantity that measures the response in a local operator of perturbing
a thermal state and ultimately at what length scales temperature can be defined.
Temperature is known to be a local quantity in a high temperature regime. More
specifically, in Ref. [KGK+14], it is shown that for any local Hamiltonian there is a
threshold temperature (that only depends on the connectivity of the underlying graph)
above which the generalized covariance decays exponentially. Nevertheless, it is far
from clear what occurs below the threshold, and, especially, at low temperatures (β 
1). Note that, in that case, the right hand side of the truncation formula (3.6) could
be significantly different from zero since the integration runs up until β/2, while the
covariance is expected to decay only algebraically for critical systems.
In this chapter we show that, for one-dimensional translationally-invariant systems
with short-range interactions, temperature is local for any β. Away from criticality,
we rigorously bound the truncation formula (3.6) by mapping the generalized covari-
ance to the contraction of a tensor network and exploiting some standard results in
condensed matter. At criticality, we use some results from conformal field theory
[DFMS97, Car06]. Finally, the results in [MAMW15], where the equivalence of mi-
crocanonical and canonical ensembles is proven for translation-invariant lattices with
short-range interactions, render our results valid also when, instead of being canoni-
cal, (3.1), the global state Ωβ[H] is, e.g., microcanonical.
3.2. Tensor network representation of the generalized
covariance
We start by representing the generalized covariance (3.5) as a tensor network contrac-
tion for a spin system with short-range interactions.
3.2.1. Mapping the partition function of a D-dimensional
quantum model to the contraction of a tensor network of
D + 1 dimensions
Let us consider a system of spins described by a short-range Hamiltonian. The struc-
ture of the Hamiltonian is given by a graph G(V,E). The spins correspond to the set
of vertices V and the two-body interactions to the edgesE. Such a Hamiltonian (2.14)
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a) c)
b) d)
Figure 3.2.: Diagrammatic representation of a) the operator e−βH withH the Hamil-
tonian of a spin chain, b) its decomposition
(
exp(−β/mH)
)m, c) the tensor network
that approximates e−βH after performing the Trotter-Suzuki decomposition for a one-
dimensional short-ranged Hamiltonian and (d) the same tensor network after a conve-
nient arrangement of the tensors. We use the Penrose notation: tensors are represented
as geometric shapes, open legs represent their indices and legs connecting different
tensors encode their contraction over the corresponding indices.





where hu are the Hamiltonian terms acting non-trivially on the adjacent vertices of u.
For simplicity, the energy units are taken such that ‖hu‖∞ ≤ 1 with ‖·‖∞ the operator
norm.
In Ref. [Has06, MSVC14], it is shown that, for any error δ > 0, the matrix e−βH of a

















such that ∥∥∥e−βH − ρ̃TN∥∥∥1 ≤ δ ∥∥∥e−βH∥∥∥1 , (3.9)
where m > 360β2|E|2/δ and the products over u and v in Equation (3.8) are realized
in the same order.
To illustrate the previous approximation, let us consider in detail the one-dimensional
case: a spin chain with the nearest neighbour interactions. By decomposing in the
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standard way the Hamiltonian in its odd and even terms, the tensor network ρ̃TN















u∈odd/even hu and H = Hodd +Heven.
Let us think about each exp(β/mhu) as a tensor. In this way, ρ̃TN can be seen as
the contraction of several of such tensors, that is, a tensor network (see c) in Figure
3.2). Starting from a one-dimensional quantum system, ρ̃TN can be interpreted as a
tensor network spanning two dimensions, with the extra dimension of length m. We
will refer to this extra dimension as the β direction, while the original dimension will
be called spatial direction.
In Figure 3.2 a), the diagrammatic representation of ρ̃TN is presented. Its tensors can
be decomposed and arranged in order to form a square lattice of elementary tensors as
shown in Figure 3.2 b).
3.2.2. Generalized covariance as the contraction of tensor
networks
The expectation value of a local operator is given by
〈O〉 = tr(OΩβ[H]) =
tr(O e−βH)
tr(e−βH) . (3.11)
By using Equation (3.9), the fact that
∥∥∥e−βH∥∥∥
1
= tr(e−βH) and some elementary
algebra, the expectation value of a local operator A can be approximated by the ratio
between the contraction of two tensor networks∣∣∣∣∣〈O〉 − tr(Oρ̃TN )tr(ρ̃TN )
∣∣∣∣∣ ≤ 2 ‖O‖∞ δ . (3.12)
This is represented diagrammatically in a) in Figure 3.3.












3.2. Tensor network representation of the generalized covariance
a)
b)
Figure 3.3.: Diagrammatic representation of a) the expectation value of a one site
operator and b) the generalized covariance (a two-point correlation function) between
two one site operators. In both cases, the final result is computed as the ratio between
the contraction of two tensor networks.
where Õ = O − tr(OΩβ[H]) for any operator O. Hence, in a similar way as it has
been made for the expectation values, the generalized covariance can be also approx-













From this perspective, the generalized covariance can be seen as a two point correla-
tion function on a 2-dimensional lattice in which τm is the separation in the β direc-
tion and the distance between the non-trivial supports of O and O′ is the separation in
the spatial direction (see Figure 3.3).
This construction can be generalized to approximate expectation values of local oper-
ators and n-point correlation functions of a D dimensional quantum model by the the
ratio of the contraction of two D + 1 dimensional tensor networks.
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3.2.3. Transfer matrices
It is also very useful to define two extra objects: the transfer matrices along the spatial
T and β directions Tβ . The first is obtained by contracting a column of the elementary
tensors of the network, while the second is obtained by contracting several rows of
elementary tensors.
The number of rows that need to be contracted in order to obtain the transfer matrix
in the β direction is chosen such that the gap of Tβ is independent of both β and m.
This can be achieved by contracting m/β rows, leading to a transfer matrix with two




where ∆ is the gap of the Hamiltonian. Both matrices are represented in Figure 3.4.
3.3. Locality of temperature at non-zero temperature
Let us consider now the case in which β is of order one. The physical distinguishabil-













covτΩs(HI , O). (3.16)
In order to bound the generalized covariance, let us rewrite it as a 3-point correlation
function
covτΩs(HI , O) =








where T is the transfer matrix in the spatial direction, see Figure 3.4 (left), and |1L/R〉
is the left/right dominant eigenvector of T i. e. the eigenvector associated to its largest
eigenvalue. The matrix Ts is the transfer matrix corresponding to the boundaries BC
where the elementary tensors of the network are different from the rest for s 6= 1. The
matrix Y corresponds to the slice of the region A where the operator O is supported,
and the matrix X is the transfer matrix Ts with the insertion of the operators HI
located at a distance τβ from O in the transverse direction.
To bound the generalized covariance (3.17) it is useful to rewrite it in terms of lo-
cal expectation values, and 2-point and 3-point correlation functions of the uniform
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Figure 3.4.: Diagrammatic representation of the transfer matrix in the spatial direc-
tion (left) and the β direction (right).
system with transfer matrix T
covτΩs(HI , O) =
〈X〉2T + cov2(2`+ 1;T,X,X)(
〈Ts〉2T + cov2(2`+ 1;T, Ts, Ts)
)2 cov3(`;Ts, Y )
+ cov3(`;X,Y )







cov2(`;T,X, Y ) :=
〈1L|XT `Y |1R〉
〈1L|T 2`B+3|1R〉
− 〈X〉T 〈Y 〉T , (3.20)
cov3(`;T,X, Y ) :=





〈Y 〉T . (3.21)
In short-range one-dimensional systems, the absence of phase transitions at non-zero
temperature certifies that the transfer matrix T is gapped, with a gap related to the






where λ2 is the second largest eigenvalue of the transfer matrix T .
The 3-point correlation function can be proven to be upper-bounded by





σL(X†)σR(Y ) + σL(Y †)σR(X)
)
e−`/ξ (3.23)
where ‖ · ‖∞ is the operator norm, and σL/R(O) =
∥∥∥(O − 〈1L|O|1R〉) |1L/R〉∥∥∥ can
be interpreted as the fluctuations of the operator O for the state |1L/R〉. The complete
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proof of the previous statement can be found in the Appendix A.1, in particular, in
Lemma 5.










where we have used that ‖Y ‖∞ ≤ βe ‖O‖∞, σL/R(X) ≤ 1, σL/R(Y ) ≤ ‖O‖∞
and 〈1L|X|1R〉 ≤ βe. This means that the difference between expectation values
of the operator O for the truncated and the full Hamiltonians is upper-bounded by a
function that decays exponentially with the boundary length lB , that is, the trucanted
Hamiltonian HAB offers a good approximation for the expectation value if the length
lB is large enough. Note that the above argument only works for a finite β.
3.4. Zero temperature
We consider the case at zero-temperature and distinguish between two situations:
when the Hamiltonian of the system is gapped (gapped system), and when it is gapless
and the system undergoes a quantum phase transition, i.e, it is at the criticality point.
3.4.1. Gapped systems
Given a Hamiltonian with gap ∆, here we study the regime in which β−1  ∆. This




)−1 = ∆−1 . (3.25)
In the limit of temperature tending to zero, the 2D network that represents the partition
function becomes infinite in the β direction (see Figure 3.5).
In order to see that the temperature is also local in this case, let us decompose the
















dt covt/βΩs (HI , O) + 2
∫ β/2
L
dt covt/βΩs (HI , O) (3.26)
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Figure 3.5.: Diagrammatic representation of a 3-point correlation function for a sys-
tem at zero temperature. The network is infinite in both directions.
where L is a cut-off that will be chosen afterwards to minimize a bound on the right
hand side, and β will be made to tend to infinity.
Concerning the integral over 0 ≤ t ≤ L, we will exploit the fact that the system is
gapped, and hence its ground state is known to have a finite correlation length ξ in the
spatial direction and to be represented by a Matrix Product State of bond dimensionD,
with D ∝ poly(ξ) [VC06, PGVWC07, PVVT12]. As argued in the previous section,
a finite correlation length guarantees a gap in the transfer matrix in the corresponding
direction. By performing an analogous calculation to the one described in the previous
section, one obtains∫ L
0




The second integral over t > L can be bounded by taking the transfer matrix in the
β direction which is also gapped for gapped Hamiltonians. More specifically, the
generalized covariance can be written as









where we have identified Tβ as the transfer matrix for which the ground state of the
Hamiltonian |GS〉 is its dominant eigenvector. In Lemma 4 in the Appendix A.1, such
covariance is proven to decay exponentially in `B , leading to∣∣∣∣covt/βΩs (HI , O)
∣∣∣∣ ≤ ‖O‖∞‖HI‖∞e−t/ξβ ≤ ‖O‖∞e−t/ξβ . (3.29)





dt covt/βΩs (HI , O) ≤ ξβ‖O‖∞e
−L/ξβ . (3.30)
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Let us mention that although the statement of Lemma 4, that a gapped transfer matrix
implies an exponential decay of the correlations, is common knowledge in condensed
matter, we didn’t find an explicit proof of it elsewhere. For that reason, this result is
presented in the form of a Lemma in the Appendix.
Putting the previous bounds together, and after an optimization over L and a maxi-















where Lo is the optimal value of L and corresponds to the solution of the equation

















showing that temperature can be locally assigned to subsystems for arbitrarily large β
and gapped Hamiltonians.
3.4.2. Criticality
A system at zero temperature is said to be critical when the gap between the energy
ground state (space) and the first excited state closes to zero in the thermodynamic
limit. The critical exponents z and ν control how the gap ∆ tends to zero
∆ ∝ n−z ν , (3.33)
where ν is the critical exponent that controls the divergence of the correlation length
ξ ∝ nν . (3.34)
The previous divergences are a signature of the scale invariance that the system ex-
periences at criticality. If the critical exponent z = 1, there is a further symmetry
enhancement and the system becomes conformal invariant. The group of conformal
transformations includes, in addition to scale transformations, translations and rota-
tions.
In 1+1 dimensions, conformal symmetry completely dictates how correlation func-
tions behave and how local expectation values of local observables of infinite systems













3.5. A case study: The Ising chain
up to higher order terms, where y is the scaling dimension of the operator HI [Car84,
Car86]. If HI is a standard Hamiltonian term, in the sense that the system is homoge-
neous, its leading scaling dimension is y = 2.
Once more, we see that by increasing the boundary region temperature can be arbitrar-
ily well assigned as the difference between expectation values decays polynomially
with the boundary length lB .
3.5. A case study: The Ising chain













where σxi and σ
z
i correspond to the Pauli matrices, h characterizes the strength of the
magnetic field and N is the number of spins. Notice that the interactions in the above
Hamiltonian are of finite range, a crucial assumption in our derivations, see (3.7). This
model has a quantum phase transition at h = 1, so it well exemplifies the different
regimes discussed above: criticality (only at zero temperature) and away from it (for
zero and non-zero temperatures).
3.5.1. Generalized covariance
First of all, as in the previous sections, we split the chain in three regions, which
are shown Figure 3.6. For such a splitting, and in the context of equation (3.6), we
compute the generalized covariance covt/βΩs (O,O
′) taking for O a local operator in A,
O = σzN/2, and for O
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Figure 3.6.: Scheme of the subsystem A, the boundary region B and their environ-
ment C. The local operator σzN/2 acts on the subsystem A and the interaction term HI
corresponds to the red lines (connection between the subsystems AB and C).
In order to compute covt/βΩs (σ
z
N/2, HI), we first diagonalize the Hamiltonian (3.36)
using standard techniques from statistical mechanics, such as the Jordan-Wigner and
the Bogoliubov transformation (see Appendix A.2). Once the Hamiltonian is diago-
nalized, we can straightforwardly construct the corresponding thermal state for every
large but finite N , and compute covt/βΩs (σ
z
N/2, HI) using expression (3.5).
Figure 3.7 shows covt/βΩs (σ
z
N/2, HI) as a function of t/β for several temperatures (β =
5, 20, 1000), and for h = 0.9, 1 (i.e., near and at criticality). We take N = 40, which
already describes well the thermodynamic limit (recall that we are only interested on
the local state, and that the correlations decay exponentially). The area below the
curves correspond to the first integral in (3.6), which measures how well the local
state in A can be approximated by a thermal state in AB.
The results in Figure 3.7 are in agreement with properties (i) and (ii) from Lemma
6 in Appendix A.1. The first property implies that the covariance is symmetric with
respect to t = β/2, and it follows by taking l = t and n = β in (A.18). Second,
property (ii) implies that it is bounded by a convex function of t with a maximum at
t = 0 and t = β and with a minimum at t = β/2. Therefore, the covariance satisfies
the bound (A.19).
On the other hand, the covariance is not monotonic in s (see Figure 3.8). This is some-
how counterintuitive, as it shows that the outcomes of two non-overlapping observ-
ables (located in A and in the intersection between B and C) do not always become
more correlated as s, which quantifies the strength of the interaction between B and
C, increases.
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Figure 3.7.: Generalized covariance as a function of t for different values of s: s =
0, 1/3, 2/3, 1 for the dotted, dashed, black and thick lines. The figures correspond to
inverse temperature β = 5 (top), β = 20 (at the middle) and β = 100 (bottom) and
field strength h = 0.9 (left) and h = 1 (right).
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Figure 3.8.: Generalized covariance as a function of s for different values of t:
t/β = 0, 1/3, 1/2 for the thick, black and dashed lines. The figures correspond to
inverse temperature β = 5 (top), β = 20 (at the middle) and β = 100 (bottom) and
field strength h = 0.9 (left) and h = 1 (right). Notice that, due to the symmetry in t,
the values t/β = 2/3, 1 are also considered.
38
3.5. A case study: The Ising chain
3.5.2. Locality of temperature in the quantum Ising chain
In our analytical findings, the generalized covariance naturally appeared as a tool to
solve the locality of temperature problem, see (3.6). This motivated the previous
section, where we studied its properties in the context of the quantum Ising chain.
Nevertheless, in order to obtain (3.6), one still needs to integrate covt/βΩs (O,HI) over
s and τ . While this approach is useful when dealing with arbitrary generic systems,
here we are dealing with a specific model that is furthermore solvable, so we can take
a more direct approach. Concretely, we first compute
ρA = TrĀ(Ωβ[H]), with H ≡ H∞ (3.38)
and
ρ′A = TrĀ(Ωβ[HAB]), with HAB ≡ HN , (3.39)
for different sizes N of the region AB. Secondly, we measure the distinguishability
between such states via the quantum fidelity, which is advantageous for computational
reasons. We remind here that the fidelity (2.10) for two states ρA and ρ′A is defined as







and it satisfies 0 ≤ F ≤ 1 where F(ρA, ρ′A) = 1 if and only if ρA = ρ′A. In order to
relate this approach to our previous considerations, we note the relation (2.11) between
the trace distance, D(ρA, ρ′A), and F(ρA, ρ′A), given by
1− F(ρA, ρ′A) ≤ D(ρA, ρ′A) ≤
√
1− F(ρA, ρ′A)2. (3.41)
Therefore, the fidelity provides us with upper and lower bounds to (3.4). In partic-
ular, when D(ρA, ρ′A) → 0 then F(ρA, ρ′A) → 1, and in that case we say that the
temperature is locally well defined.
From now on, we take forA a two spin subsystem, an infinite chain as the total system,
and we compute F(ρA, ρ′A) as a function of the size of AB, with N = 2 + 2lB , and
the different parameters of the Hamiltonian.
In order to compute ρA and ρ′A, it is convenient to apply the Jordan-Wigner transfor-
mation to (3.36), which maps spin operators σx,y,zi to fermionic operators ai, a
†
i (see













j − aiaj), (3.42)
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which is quadratic in terms of the fermionic operators. It follows that thermal states,
as well as their local states, are gaussian operators. Therefore it is possible to describe
them by their covariant matrix, whose size is only O(N2). This allows us to compute
ρ′A in (3.39) for finite but large lB; while in the limit N → ∞, i.e. to compute ρA in
(3.38), we rely on the analytical results from [BM71]. The explicit calculations are
done in Appendix A.2.
3.5.2.1. Non-zero temperature
Figure 3.9 shows F(ρA, ρ′A) as a function of β and h, for N = 4 (left) and N = 20
(right). Recall that N , with N = 2 + 2lB , defines the size of the boundary region
which is used to approximate ρA by ρ′A. Even if the boundary is small, N = 4, the
fidelity is close to 1 for all values of β and h, and thus the temperature is locally
well-defined. As expected, F(ρA, ρ′A) increases with N (see Figure 3.10).
We also observe in Figure 3.9 that the fidelity becomes minimal near h = 1, which is
the phase transition point. As N increases, this minimum is shifted to h = 1. At this
point the spatial correlations also increase, which suggests a relation between both
quantities.
In order to further explore this connection, we compute the scaling of F(ρA, ρ′A) with
N , and compare it to the decay of the correlations. The behaviour of F(ρA, ρ′A) is
plotted in Figure 3.10, which clearly shows that the fidelity follows an exponential
law with N , given by
F(ρA, ρ′A) ∼ 1− e
− N2ξS , (3.43)
where ξS is a parameter that characterizes the slope of the function. On the other hand,
the correlations between a local observable in A, σzi , and one in the intersection of B
and C, σzi+d,
corr(σzi , σzi+d) = 〈σzi σzi+d〉 − 〈σzi 〉〈σzi+d〉,
can be obtained through the two-spin correlation function 〈σzi σzi+d〉 in [BM71]. Their
asymptotic behaviour is also exponential with d,
corr(σzi , σzi+d) ∼ e
− d
ξ ,
where ξ is the correlation length. Now, identifying d, the distance between particles,
with N/2, which is roughly the size of B, we obtain from the numerical results in
Figure 3.11 the following simple relation,
ξ = 2ξS .
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Roughly speaking, the quality of the approximation ρ′A is directly related to the strength
of the correlations in the system. This relation is in good agreement with previous
considerations in [LCB14], where the correlation length is related to the error of the
cluster approximation.
In summary, temperature can be assigned to the local system for all h, finite β by
taking a small boundary region (with N ≥ 4, and thus lB ≥ 2). We have shown
that this is directly connected to the exponential decay of the correlations with the
distance, which makes the local state of a thermal state only be sensible to its closest
boundary.
Figure 3.9.: Fidelity F(ρA, ρ′A) as a function of β and the strength of the magnetic
field h for N = 4 (left) and N = 20 (right). The temperature is locally well-defined
provided that F(ρA, ρ′A) ≈ 1.
Figure 3.10.: Function of fidelity, −Log(1 − F(ρA, ρ′A)), as a function of N for
h = 1 (left) and h = 0.9 (right). The inverse temperature is β = 5, 20, 100, 200 for
the grey, black, thick and dashed lines.
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Figure 3.11.: Correlation length, ξ, as a function of h. The black spots correspond to
the numerical values for 2ξS . The inverse temperature is β = 5, 20, 75 for the black,
dotted and dashed lines.
3.5.2.2. Zero temperature
The same conclusions apply at zero temperature, as the fidelity is also close to 1 for
all h and N ≥ 4. It also has a minimum near the critical point.
Nonetheless, the scaling of the fidelity (or more precisely 1 − F ) with N can differ
from the previous case. While the scaling is generally exponential at zero temperature,
it becomes a power law at the phase transition point (see Figure 3.12),
F(ρA, ρ′A) ∼ 1−N−Cs .. (3.44)
This type of decay is also obtained for the correlations as a function of the distance,
which again shows a direct connection between the quality of the approximation
(quantified by F(ρA, ρ′A)) and the strength of the correlations.
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Figure 3.12.: Function of fidelity, −Log(1 − F(ρA, ρ′A)), as a function of N for
β →∞. The field strength is h = 0.9, 1. for the dashed and black lines.
3.6. Conclusions
We studied the problem of locality of temperature for quantum spin chains with strong
but finite-range interactions. Upon noting that in the presence of strong interactions
the marginal states of a global thermal state do not take the canonical form themselves,
we go on defining an effective thermal state for a subsystem. The effective thermal
state refers to the reduced density matrix of the subsystem considered as a part of
a slightly bigger, enveloping thermal system (see Figure 3.1). Borrowing concepts
from quantum information theory and employing methods from quantum statistical
mechanics, we relate the accuracy with which the effective thermal state describes
the actual state of the subsystem to the correlations present in the whole system (see
Eqs. (3.4, 3.5, 3.6) and the discussion around them). Furthermore, we utilize tech-
niques from tensor networks [Has06, MSVC14] for any temperature, except at the
phase transition point. At this critical point, we make use of already existing formulas
from conformal field theory.
Finally, we exemplify our analytical findings by analysing the quantum Ising chain. In
particular, we find that, e.g., away from criticality, the envelope which is bigger than
the system only by one layer of spins, is enough to approximate the actual state with
good precision (see, e.g., Figure 3.9).
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4. Locality of temperature and
correlations in the presence of
non-zero-temperature phase
transitions
Temperature is typically understood as an intensive quantity in standard thermody-
namics. Nonetheless, it is far from known whether this still holds in quantum systems
at thermal equilibrium, that is, whether each subsystem is at an effective thermal state
at the same global temperature. In this chapter, we are interested to understand how
the problem of the locality of temperature is affected by a phase transition at non-zero
temperature. For that aim, we consider a three-dimensional discrete version of the
Bose-Einstein model at the grand canonical ensemble with temperature T and particle
density n, and characterize its phase transition at non-zero temperature Tc. We find
that temperature is locally well defined in the system regardless of the temperature T .
We characterize the correlations in the system and discuss its relation to the locality
of temperature.
4.1. Introduction
Since the beginning of quantum mechanics, there have been strong attempts to under-
stand thermodynamic processes in quantum systems [GMM04]. It is not clear how
thermodynamic quantities should be defined in microscopic systems or whether their
properties differ from those in classical systems, as they are originally defined as sta-
tistical magnitudes. For example, in standard thermodynamics the temperature has
an intensiveness property, but it is not known whether this holds in quantum systems.
This property implies that any subsystem within a system at thermal equilibrium at
temperature T is also at thermal equilibrium at the same temperature T , i.e., the tem-
perature is locally well defined. In quantum systems, however, systems at thermal
equilibrium correspond to systems at a thermal state and, thus, temperature can only
be defined in such case. Thus, the problem can be reformulated in terms of two ques-
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tions: (i) is it is possible to define temperature for a subsystem of a system at thermal
equilibrium at temperature T ?; and (ii) if temperature can be defined, does it corre-
spond to the global temperature T ?
In the following, we formalize the general setting of the problem. First, we assume a
system described by a HamiltonianH and at a canonical state at temperature T (2.21).
We then attempt to understand the thermal properties of a finite part (subsystem) of the
system. More concretely, we take into account the partial state of the subsystem and
analyse whether it is possible to assign a temperature that is equivalent to the global
one, T . This partial state is not thermal in general, except for subsystems that weakly
interact with the rest of the system. Therefore, it is not straightforward how to assign a
temperature to it in general, since this depends on the environment and the interactions
that couple the subsystem to it. A way to solve this problem was proposed by Ferraro
et al. [FGSA12]. They show for coupled harmonic oscillators on a lattice that it is
possible to assign a temperature to the subsystem via an effective thermal state at
temperature T which constitutes a very good approximation to the partial state of the
subsystem. The effective thermal state refers to the partial state of another subsystem
(reference) surrounded by a a sufficiently large boundary region such both reference
subsystem and boundary constitute a composed system at thermal equilibrium at the
same temperature T . If the size of such a boundary region is independent of the total
system size, temperature can still be said to be local.
During the last decades, there have been several works based on the same approach
of Ferraro et al. [FGSA12] where it is shown that temperature is locally well de-
fined for different systems and conditions. More specifically, it has been shown
in bosonic systems: 1D and 2D interacting harmonic oscillators [FGSA12]; and in
fermionic systems under different constraints: (i) for generic one-dimensional sys-
tems and at arbitrary temperature [HSRH+15], (ii) for fermionic and spin systems
with arbitrary dimension and at high temperature [KGK+14], and (iii) for the Ising
model [HSRH+15]. It has been also observed that locality is valid at quantum phase
transitions in one-dimensional fermionic systems provided that the boundary region
is large enough [GSFA09], which are the only type of phase transitions for 1D sys-
tems and only happen at zero temperature. However, this is far from true when it
comes to higher dimensional systems, where phase transitions can also occur at non-
zero temperature and are driven by both thermal and quantum fluctuations. In fact,
non-zero-temperature phase transitions are an important feature in many-body sys-
tems which holds interesting phenomenology, which has been observed the study of
correlations or entanglement negativity [LG18]. In this chapter, we aim to investigate
how non-zero-temperature phase transitions affect the locality of temperature.
We consider a three-dimensional bosonic system that correspond to a discrete version
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of the Bose-Einstein model and assume the system is at a grand canonical ensemble at
temperature T and at chemical potential µ with a fixed particle n. We show then that
the system undergoes a phase transition at non-zero temperature in a similar fashion to
the Bose-Einstein condensate, i.e., all the particles of the system are at the ground state
below the critical temperature. We observe that temperature is local at any temperature
and at any density n. We also analyse the correlations of the system for the same
settings and observe that correlations decay polynomially to n20 below the critical
temperature Tc, where n0 is the zero-momentum particle density, and exponentially
above Tc. While we observe long-distance correlations below the critical temperature,
the behaviour of the correlations is in agreement with the observations in the locality
section.
4.2. Model
We consider a free bosonic system in a three-dimensional lattice of size L3 with peri-








where t is the hopping strength, b and b† are annihilation and creation bosonic opera-
tors, and n = (nx, ny, nz) with ni = j−L/2 and j ∈ [0, L−1] for each i ∈ {x, y, z}.
This system corresponds to a discretized version of the well-known Bose-Einstein
model [PS16], which is known to have a phase transition at non-zero temperature
for a fixed particle density, below which all the particles are at 0-momentum and the
system condensates. In fact, we show that the system (4.1) is analogous to it at the
continuous limit (see Appendix B.1) and that it is able to reproduce the condensate
when its physical dimension D > 2 (see Appendix B.2). We expect then to observe
an analogous phase transition and condensate for a large enough system size, L >> 1,
and a fixed particle density n. Taking this into account, we assume the system to be at
the grand canonical state (4.2) with a fixed particle density n := N/V , given by
Ω{β,µ} := e−β H+µN/ tr(e−β H+µN ) (4.2)
where µ is the chemical potential, the inverse temperature β := 1/(kBT ) with fixed
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6.47 x + 5.59
Tc ≃ 5.59
Figure 4.1.: a. Zero-momentum density, N0/N , vs temperature, T , for density n =
1. The system size, L, is set to 20, 50, 100 and 200 for the solid, dashed, dotted and
dotdashed lines. b. Critical temperature, Tc vs inverse distance, 1/L, for density
n = 1. Data involves system sizes L = 100, 200, 250, 300, 350. The red dashed line
highlights the critical temperature at the thermodynamic limit Tc.
4.2.1. Phase transition and phase diagram
In this section, we verify the equivalence of the system (4.1) to the Bose-Einstein
model and characterize its phase transition and phase diagram.
For this aim, we assume a particle density n = 1 and obtain the values of the chem-
ical potential µ for each inverse temperature β that guarantee a grand canonical state
Ω{β,µ} with n = 1 at any temperature. We analyse then the population ratio between
ground-state particles and total number of particles, N0/N , as a function of the tem-
perature, T , for different system sizes, L (see Figure 4.1.a). We observe that there is
a phase transition at a critical temperature, Tc, and a condensate for any temperature
T ≤ Tc. As the phase transition only makes sense at the thermodynamic limit, we ob-
tain that the critical temperature Tc ≈ 5.59 by computing an estimation for each sys-
tem size, L, and making a finite size analysis (see Figure 4.1.b). The estimation of the
temperature was computed by fitting the non-negligible data for N0/N ∈ [0.01, 0.05]
and extracting the temperature at which the fitting function goes to zero.
We also study how the critical temperature, Tc, depends on the particle density, n, and
show that Tc increases monotonically with the density (see Figure 4.2.a). This can be
qualitatively explained in terms of the energy: since we increase the particle density,
n, in a periodic system, we are increasing the site population homogeneously and,
thus, each site requires higher energy to guarantee the same state for each particle.
Regarding the phase diagram of the system, we study how the chemical potential,
µ, depends on the temperature, T , for different values of the particle density n (see
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Figure 4.2.: Analysis for values of particle density n = 1, 2, 3, 4 and system size
L = 200. a. Zero-momentum density, N0/N , vs temperature, T. b. Chemical poten-
tial, µ, vs temperature, T .
Figure 4.2.b). We observe that the chemical potential µ increases with the temperature
T for T > Tc and that µ ≈ 0 for T ≤ Tc, a clear sign of the phase transition. Thus,
the condensate is linked to zero chemical potential, µ ≈ 0, and adding or removing
particles to the ground state requires no energy, which is consistent with the analogy
of this model to the standard Bose-Einstein condensate [PS16].
4.3. Locality of temperature
In this section, we analyse whether the temperature can be locally well defined in
the considered system and how this depends on the presence of a phase transition at
non-zero temperature.
4.3.1. The problem
We consider a cubic global system ABC with L30 sites described by the discrete
version of the Bose-Einstein model (4.1) with periodic boundary conditions, where
L0 := LABC and LABC is defined as the number of sites in the extremal edge of the
system ABC (see Figure 4.3). We also assume that the system is at thermal equilib-
rium at temperature T and with a fixed particle density n, that is, the system is at the
grand canonical state 4.2. Given this, we want to know whether the temperature is lo-
cally well defined in the system. From a practical point of view, we aim to understand
if it is possible to assign the same global temperature T to any typical subsystem C.
In practice, we select a 2× 2× 2 cube as subsystem C with LC = 2 and compare its
partial state to the partial state of a reference system. This reference system has L3BC
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Figure 4.3.: Left: Setting of the subsystem of interest C, the boundary regionB and
their environment C. Right: Setting of the reference system with the subsystem C ′
and the boundary B′, which are equivalent to C and B respectively.
sites and consists of a core C′ with the same characteristics than C and a boundary
region B′ around it. By comparing these two partial states ρC and ρC′ , we are able to
tackle the question and its distinctive behaviour depending on the temperature T , the
phase transition and the size of B′, LB = LBC − 2.
4.3.2. Methods
In order to compare both states, ρC and ρC′ , we obtain the distinguishability between
such states via the quantum fidelity (2.10). The fidelity can be computed from the
covariance matrices of the states provided that the states are Gaussian [PS99]. Since
the partial state of a Gaussian state is also Gaussian and the Grand Canonical state of
a quadratic Hamiltonian is Gaussian, ρC and ρC′ are both Gaussian.
The covariance matrix of the system described by the Hamiltonian (4.1), with size L3,
and at the state Ω{β,µ} (4.2) can be exactly solved by Fourier transform (B.19). In









〈bnb†m〉{β,µ} = 1 + 〈b†nbm〉{β,µ}, and (4.4)
〈bnbm〉{β,µ} = 〈b†nb†m〉{β,µ} = 0; (4.5)
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Figure 4.4.: Fidelity, F(ρC, ρC′), vs reference system length, LBC, for different
temperatures T = 0.6, 2.6, 4.6, 5.6, 6, 7.
where k is the momentum vector (B.19) and ε(n) is the eigenvalue of the Hamiltonian
B.2. Given this, we extract the covariance matrix of any subsystem by taking the
matrix elements corresponding to the sites within that subsystem. At last, we obtain
the fidelity between ρC and ρC′ by means of their covariance matrices and the formula
of Paraoanu et al. [PS99].
4.3.3. Results
We study the problem of locality of temperature for a subsystem C of dimensions
2×2×2 embedded in a system with length L0 = 100 and particle density n = 1, and
a reference system B′C′ with length LBC ∈ [4, 100], that is, LB ∈ [2, 98]. We also
consider different temperatures around the critical temperature Tc ≈ 5.6 to investigate
how a non-zero-temperature phase transition affects the locality of temperature.
First, we observe that the fidelity between the states ρC and ρC′ increases when the
length LBC increases, i.e., when the boundary region B increases (see Figure 4.4). It
also behaves differently depending on whether we are below or at the critical temper-
ature, T ≤ Tc, or above, T > Tc.
Below and at the phase transition, the fidelity, F(ρC, ρC′), increases polynomially to
F = 1 with the length LBC (see Figure 4.5.a), described by




with exponent νF . Moreover, we analyse how the exponent, νF , behaves as a function
of the temperature, T , for different system sizes L0 and make a finite size analysis
(see Figure 4.5.b). At the continuous limit, we estimate that the exponent νF ≈ 6 for
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Finite Size Scaling Curve
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Figure 4.5.: a. Fidelity error, 1 − F(ρC, ρC′), vs length LBC for lengths L0 =
20, 40, 60, 80, 100 and temperature T = 2.6, below the critical temperature Tc = 5.6.
b. Exponent for power-law fitting vs temperature below the phase transition (T ≤ Tc).
The dashed line corresponds to the curve resulting of finite size scaling analysis. c. Fi-
delity error, 1−F(ρC, ρC′), vs lengthLBC for system lengthsL0 = 20, 40, 60, 80, 100
and temperature T = 6, above the critical temperature Tc. d. Exponent for expo-
nential fitting vs temperature above the phase transition (T > Tc). The dashed line
corresponds to the fitting of data for L0 = 100.
temperature T ≤ 4, away from the phase transition, and that it suddenly decreases
up to νF ≈ 4 around the phase transition, at 4 < T < 5.6. The exponents for finite
systems were computed by fitting the data of the error fidelity, 1− F(ρC, ρC′), in the
range LBC ∈ [6, 34]× (L0/100).
On the other side, we find that above the phase transition the fidelity increases expo-
nentially to F = 1 with LBC (see Figure 4.5.c), that is,
1− F (ρC, ρC′) ∝ e−ηFLBC , (4.7)
with the characteristic exponent ηF . We also make a study of the exponent ηF and
observe that it increases linearly with temperature (see Figure 4.5.d). In fact, we obtain
that ηF = αT + β with α ≈ 0.9 and ηF ∈ [0, 1.3] for T ∈ [5.6, 7]. In this case, we
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Figure 4.6.: a. Fidelity vs temperature for different lengths LBC = 4, 6, 8, 10, 12.
Inset: Plot for data at temperature T ≤ 1. b. Fidelity error, 1 − F(ρC, ρC′), vs
temperature difference Tc − T for L0 = 100 and for length LBC = 4, 8, 12, 16, 20.
The scaling of the plot is logarithmic, and the scaling of the inset is double logarithmic.
c. Fidelity error, 1− F(ρC, ρC′), vs temperature difference T − Tc for L0 = 100 and
for length LBC = 4, 8, 12, 16, 20. The dashed line corresponds to an exponential fit.
d. Exponent of exponential fit vs the length of reference system size LBC. The dashed
line correspond to a linear fit.
have taken into account the data for L0 = 100 as our estimation for the continuous
limit since they have effectively converged from L0 = 60. Exponents were computed
by fitting data between the point with error fidelity 1−F = 10−4 and the closest point
that satisfies 1− F = 10−13 or LBC = 68× (L0/100).
Additionally, we investigate the behaviour of the fidelity as a function of the temper-
ature T for different lengths LBC (see Figure 4.6.a). We observe a global minimum
at the critical temperature Tc for any length LBC. Unfortunately we are not able to
clearly identify the behaviour of the fidelity around the critical point at Tc. Below
the critical temperature, we do not observe a clear scaling (see Figure 4.6.b), as the
data could be equally fitted to an exponential or power-law function around the critical
point Tc. The same occurs for temperatures that are just above the critical temperature,
Tc.
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Figure 4.7.: Purity of the partial state ρC vs temperature T for different values of
system size L0 = 4, 6, 8, 10, 12, 14, 16.
However, at very large temperatures, T >> Tc, it is possible to see that the fidelity
goes exponentially to 1 (see Figure 4.6.c), that is,
1− F (ρC, ρC′) ∝ e−γFT (4.8)
with exponent γF . We also analyse the exponent and obtain that γF ∝ α′T + β′ with
a factor α′ ≈ 0.8 (see Figure 4.6.d). At last, we notice that there is a local minimum
at low temperatures, which shifts to lower temperatures when LBC increases. This
minimum is probably a consequence of numerical instabilities. There are several rea-
sons that point in this direction: (i) some elements of the covariance matrix diverge
for T << 1 since they contain diverging terms like 1/(eε(k)/T − 1) (see Appendix
B.2), (ii) numerical errors are relatively significant because the fidelity is very high
F > 0.98, and (iii) the fidelity is a non-trivial function between two states where the
numerical instability can appear at different temperatures T , causing a minimum in
the fidelity.
As a last remark, it is necessary to highlight that the fidelity is extremely high, with
values F > 0.98 for any given parameters. We tackle why this happens by studying
the purity (2.3) of ρC for different system sizes L (see Figure 4.7). We obtain that the
purity P < 0.1 for any system size L ∈ [4, 16]. This means that the partial state is
extremely mixed for any boundary size and, thus, the state ρC is highly independent




In this chapter, we analyse the behaviour of the correlations in the system depending
on the temperature T .
4.4.1. Figure of merit
We make use of density-density correlations, defined as
corr(b†i bi, b
†









The correlations for the state ρ{β,µ} can be computed via Wick’s theorem (Lemma 6




cik〉β = Pf(Γ[i1, . . . , im]), (4.10)
where Pf is the Pfaffian and Γ has matrix elements
(





〈cia cib〉β if a < b,
−〈cib cia〉β if a > b,
0 otherwise.
(4.11)
Applying Equation (4.10) into (4.9), the correlations are given by the covariance ma-
trix elements such that
corr(b†i bi, b
†
j bj) = 〈b
†
i bj〉 〈bi b
†




j 〉 〈bi bj〉 (4.12)
4.4.2. Results
We study the density-density correlations (4.12) between sites ix = (i, 1, 1) and jx =
(j, 1, 1) as a function of the distance, dist := |i − j|, for a system length L0 =
100, a fixed particle density n = 1 and different temperatures T around the critical
temperature Tc ≈ 5.6.
We observe that the correlations behave differently depending on whether we are
above the phase transition point or below (see Figure 4.8). At temperatures T ≤ Tc,
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Figure 4.8.: Correlations vs distance for L = 100 and for temperatures T =
0.6, 2.6, 4.6, 5.6, 6.7.
correlations decay up to a constant value equal to the square of the ground state den-







e−µ − 1 . (4.13)
We also prove analytically this decay to n20 for low temperatures T << 1 (see Ap-
pendix B.3). Moreover, we observe that the correlations decay as a power-law for









where the exponent νC increases with the temperature T . More concretely, we obtain
that νC ≈ 1.4 for T ≤ 4 and that νC ∈ [1.4, 2.2] for T ∈ [4, 5.6] (see Figure 4.9.b).
The fitting has been obtained for data with dist ∈ [5, 15]×(L0/100). For temperature







where the exponent ηC increases with the temperature T . In particular, it increases
linearly, i.e., ηC = α′′T + β′′ with a factor α′′ ≈ 0.76 and with values ηC ∈ [0, 1.2]
for T ∈ [5.6, 7] (see Figure 4.9.d). The fitting has been computed for data with
dist ∈ [20, 35]× (L0/100).
We notice that there is a correspondence between the results for the locality of tem-
perature as a function of the reference system length LBC (Section 4.3) and these
results for the correlations. Concretely, both fidelity and correlations have a power-










































































Figure 4.9.: a. Correlations for T = 2.6 < Tc with a log-log scaled inset. The inset
corresponds to the function corr−n20, where n0 is the 0-momentum particle density.
The dashed line corresponds to a power-law fit for L0 = 100 and data between dist =
5% L0 and dist = 15% L0. b. Exponents for the power-law fits for T ≤ Tc. c.
Logarithmic plot of the correlations at T = 6 > Tc. The dashed line corresponds to a
power-law fit for L0 = 100 and data between dist = 20% L0 and dist = 35% L0. d.
Exponents for the exponential fits for T > Tc.The dashed line corresponds to a linear
fit.
power-law exponents for fidelity and correlations also behave similarly, since they are
constant for T ≤ 4 and increase with the temperature for T ∈ [4, 5.6]. This also
happens for the exponential exponents, since both exponents increase linearly with
the temperature. However, we also observe that the long-range correlations at tem-
perature T ≤ Tc are not reflected in the fidelity, a feature that has not been observed
before in the context of locality of temperature.
4.5. Conclusions
We analyse a three-dimensional discrete version of the Bose-Einstein model (4.1) at
the grand canonical state (4.2) with particle density n. We show that the system under-
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goes a non-zero-temperature phase transition at temperature Tc ≈ 5.6, below which
all the particles have zero-momentum and the chemical potential µ is negligible, anal-
ogously to the Bose-Einstein condensate. Regarding the locality of temperature, we
find that the temperature is locally well defined in this system, as the fidelity between
the partial states ρC and ρ′C tends to F = 1 for increasing boundary length, LB. In
particular, the fidelity behaves differently above and below the phase transition: for
T ≤ Tc, the fidelity behaves as a power-law; and for T > Tc, the fidelity behaves
exponentially. We also observe that the fidelity is minimum at T = Tc for any bound-
ary size LBC and that it increases exponentially to F = 1 for large temperatures
T >> Tc. We also find that the partial state ρC is highly mixed for any system size.
This suggests that the partial state is highly independent of the system size L and it
explains the high values of the fidelity, which is F > 0.98 for any case. Furthermore,
we study density-density correlations as a function of the distance depending on the
temperature. We obtain that they behave in different ways below and above the criti-
cal temperature Tc: for T ≤ Tc, the system has long-range correlations as they decay
to n20 as a power-law; and for T > Tc, they decay exponentially to 0. This implies
that the qualitative behaviours of the fidelity and correlations are the same, that is, that
they behave as a power-law function for T ≤ Tc and as an exponential function for
T > Tc. However, we observe long-range correlations at T < Tc that do not appear
to affect the locality of temperature.
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interacting systems
We study correlations in fermionic systems with long-range interactions in thermal
equilibrium. We prove an upper-bound on the correlation decay between anti-commut-
ing operators based on long-range Lieb-Robinson type bounds. Our result shows that
correlations between such operators in fermionic long-range systems of spatial di-
mension D with at most two-site interactions decaying algebraically with the distance
with an exponent α ≥ 2D, decay at least algebraically with an exponent arbitrarily
close to α. Our bound is asymptotically tight, which we demonstrate by numeri-
cally analysing density-density correlations in a 1D quadratic (free, exactly solvable)
model, the Kitaev chain with long-range interactions. Away from the quantum critical
point correlations in this model are found to decay asymptotically as slowly as our
bound permits.
5.1. Introduction
Systems with long-range interactions decaying algebraically (power-law like) with
the distance have many fascinating properties setting them apart from systems with
merely finite-range or exponentially decaying (short range) interactions. Very re-
cently, a surge of interest in the properties of these models has lead to a wealth of new
insights. For example, in such systems very quick equilibration [Kas11, BK13, Kas17]
and fast spreading of correlations [RGL+14, MGFFG16], as well as violations of the
area law [KLT12] and very fast state transfer [EGM+17] are possible. They also show
topological effects and support Majorana edge modes [VLE+14, PNP17]. This devel-
opment is to a large extent a consequence of the fact that such systems can be realized
[PC04, DPC05, HCMH+10, GTHC+15] in extremely well controlled experiments
with polar molecules [MBZ06], ultra-cold ions [IEK+11, SPS12, BSK+12, JLH+14,
RGL+14], and Rydberg atoms [LBR+16]. At the same time, many of the typical
interactions in physics are actually algebraically decaying, such as dipole-dipole in-
teractions, the van der Waals force, and, last but not least, the Coulomb interaction.
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In some cases, realistic systems can be approximately captured by finite-range mod-
els, for example in the limit of a tight binding approximation. The physics of such
systems has been at the center of attention of theoretical condensed matter physics. In
particular, it has been proven for finite-range fermionic systems that the correlations
between anti-commutating operators decay exponentially at any non-zero temperature
[Has04b] and the same holds at zero temperature whenever there is a non-vanishing
gap above the ground state [HK06]. Similarly, arbitrary observables above a threshold
temperature in finite-range spin and fermionic systems [KGK+14] show exponential
decay of correlations. A similar level of understanding of the correlation decay of truly
long-range interacting systems is lacking so far [PNP17], but is no less desirable due to
their intriguing properties [CT96, Dys69, FMN72, DB01, PC04, DPC05, HCMH+10,
DPZ10, Kas11, KLT12, PMWB12, BK13, Kas17, EGM+17, SBC16, PNP17].
In this chapter, we consider general fermionic two-site interacting long-range systems
and prove that certain type of correlations at non-zero temperature decay at least with
essentially the same exponent as the interaction strength. The upper bound for the
correlations holds for any physical dimension. We also demonstrate that the bound
is asymptotically tight by means of a high temperature expansion and by numeri-
cal simulations of a 1D Kitaev chain of fermions with long-range p-wave pairing at
finite temperature, whose ground state phase diagram has been extensively studied
[VLEP16, VLE+14].
5.2. Setting and notation
We study the correlations and their decay behaviour in quantum many-body systems in
thermal equilibrium at finite temperature T . We focus on systems of spinless fermions
in which for each site i ∈ {1 . . . , L} we have a fermionic creation a†i and an annihila-





δi,j (a generalization to spin fermions is straightforward). We denote by ni := a†iai
the particle number operator of site i. For O and O′ operators on the Fock space we
define their correlation coefficient (2.12) as
corrβ(O,O′) := 〈OO′〉β − 〈O〉β 〈O′〉β, (5.1)
where 〈·〉β is the expectation value in the thermal state (2.21)
Ωβ := e−β H/tr(e−β H) (5.2)
at inverse temperature β := 1/kBT . We call an operator O even (odd) if it can be
written as an even (odd) polynomial of creation and annihilation operators, i.e., if it
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is a sum of monomials that are all products of an even (odd) number of ai and a
†
i .
Odd operators anti-commute when they have disjoint supports. Due to the particle
number parity super-selection rule Hamiltonians of physical systems are even opera-
tors and hence 〈O〉β = 0 whenever A is an odd operator. In what follows, we will
mostly be interested in the correlations between operators O and O′ that are either
particle number operators on different sites or odd operators on disjoint regions and
how corr(O,O′) decays with the distance of their supports.
Our result is obtained for fermionic systems on a hypercubic lattices of dimension D











in terms of normalized operators V (κ)i , each acting on their respective site i, and cou-




i,j ≤ J di,j
−α with di,j the L1-distance be-
tween the sites i and j. Thus, our result holds for fermionic systems with quadratic
Hamiltonians as well as non-quadratic ones with two-site interactions. Further, our
main result (Theorem 3) can be extended to Hamiltonians with interactions between
pairs of patches of sites as long as their diameters are bounded by a constant, as well
as to systems with more than one type of fermions.
5.3. A general bound on correlation decay in
fermionic long-range systems
We now derive a general bound on the decay of correlations for long-range fermionic
systems at non-zero temperature. Concretely, for O,O′ odd operators we obtain a
bound on corrβ(O,O′) = 〈OO′〉β . In the case of quadratic Hamiltonians, our bound
also yields, via Wick’s theorem, a bound on correlations between even operators, such
as density-density correlations, which are directly measurable in the type of exper-
iments mentioned above. Our result is based on two main ingredients: An integral
representation of 〈OO′〉β that was previously used in [Has04b] and an extension to
the fermionic case of a very recently derived Lieb-Robinson-type bound for systems
with long-range interactions [FFGCG15].
The first ingredient for our proof is the following integral representation of the expec-
tation value 〈OO′〉β (see Appendix C.1 for more details):
Lemma 1 (integral representation [Has04b]). Given a fermionic system at inverse
temperature β > 0 and an even Hamiltonian and any two odd operators O,O′ it
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eπ t/β − e−π t/β
dt. (5.4)
Lieb and Robinson [LR72] first proved that the propagation of information in quan-
tum spin systems with short-range interactions is characterized by a group velocity
bounded by a finite constant (2.26), which leads to a light-cone-like causality re-
gion. These results have since been generalized and improved in various aspects
[Has04a, NVZ11] (see also [KGE14] for a review). Hastings and Koma [HK06]
proved an upper bound on the group velocity that grows exponentially in time in sys-
tems with power-law decaying interactions with exponent α > D. Improving upon
this, Gong et al. [GFFMG14] derived a bound for α > D, that consists of a expo-
nentially and a power-law like decaying contribution. Foss-Feig et al. [FFGCG15]
proved a Lieb-Robinson type bound with a group-velocity bounded by a power-law
for two-site long-range interacting spin systems with the same form as in Eq. (5.3)
for α > 2D. Further, Matsuta et al. [MKN17] proved a closely related bound for
long-range interacting spin systems for all α > D. For α < D energy is no longer
extensive and Lieb-Robinson-like bounds can only be achieved [EVDWMK13] when
time is rescaled with the system size [SVK15].
For the purpose of our proof, we extend the Lieb-Robinson bound obtained by Foss-
Feig et al. [FFGCG15] to fermionic systems. Here it takes the form of a bound on the
operator norm ‖ ‖ of the anti-commutator of odd operators:
Lemma 2 (Lieb-Robinson-like bound for fermionic long-range systems). Consider
a fermionic system on a hypercubic lattice of dimension D. Let α > 2D and γ :=
(1 + D)/(α − 2D). Assume that the Hamiltonian can be written in the form (5.3)
with J a constant. Then, for any two odd operators A and B separated by a distance
l there exist constants c0 and c1, independent of the system size, l, and t, such that





with v ≤ 8 J exp(1) 2D.
The proof of Lemma 2 follows the general strategy of [FFGCG15]. We explain all
necessary technical modifications in Appendix C.2.
The main result is that for fermionic systems with two-site long range interactions and
at non-zero temperature, correlations decay at least algebraically to zero with an expo-
nent essentially given by the exponent α of the decay of the long-range interactions:
Theorem 3 (Power-law decay of correlations). Consider a fermionic system on a D
dimensional hypercubic lattice with a Hamiltonian of the form given in (5.3) with J a
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constant and α > 2D. For any two odd operators O,O′, denoting by l the distance
between their supports, then for any 0 < ε < 1
| corrβ(O,O′)| ∈ O(l−(1−δ)α) (l→∞). (5.6)
Before we present the proof (which actually yields a concrete bound with calcula-
ble prefactors) of this theorem, let us interpret the result. It says that the correlations
between any two odd (and therefore anti-commuting) operators in long-range interact-
ing fermionic systems in thermal equilibrium at non-zero temperature decay at least
power-law like at long distances, with an exponent that is arbitrarily close to the expo-
nent α of the long-range interactions. This holds for systems with an arbitrary spatial
dimension D as long as α ≥ 2D.
Proof of Theorem 3. We start by using Lemma 1. As {O,O′} = 0 only the second
term from Eq. (5.4) is non-zero. We split up the integral in this term I = I≤τ(l)+I>τ(l)
into an integral I≤τ(l) from time zero up to some value τ(l) (whose dependence on
l we will chose later) and the rest I>τ(l). We bound these two integrals separately.








eπ t/β − e−π t/β
dt
∣∣∣∣∣ . (5.7)





eπ t/β − e−π t/β
≤ π
−1
eπ ς(l)/β − e−π ς(l)/β
(5.8)
and therefore we have
|I>ς(l)| ≤
c2/π
eπ ς(l)/β − e−π ς(l)/β
(5.9)
with c2 := 4 ‖O‖ ‖O′‖.






‖{O(t), O′}‖+ ‖{O(−t), O′}‖
eπ t/β − eπ t/β
dt. (5.10)
















eπ t/β − eπ t/β
dt. (5.11)
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π α (1 + γ) lα . (5.12)
Now, let g(t) := ev t e−l/tγ/t. Notice that g(t) is a product of the monotonically
increasing function evt and the function h(t) := e−l/tγ/t which satisfies: (i) it has a
local maximum at t∗h(l) := (γ l)1/γ ; (ii) it is monotonically increasing in [0, t∗h(l)].
Therefore, g(t) is also monotonically increasing in [0, t∗h(l)] so that, provided that
ς(l) < t∗h(l), we can bound∫ ς(l)
0
g(t) dt ≤ g(ς(l)) ς(l) = ev ς(l)−l/ς(l)γ . (5.13)




ev ς(l)−l/ς(l)γ + c1
π
1




It remains to find a good choice for ς(l). The function ς must grow unbounded with
increasing l in order for the right hand side of Eq. (5.9) to go to zero and, at the
same time, it must not grow too fast, so that ς(l) < t∗h(l) is satisfied and the right
hand side of Eq. (5.14) goes to zero for large l. We take ς(l) = (l/v)
1
γ+1 l−η with










α (1 + γ) vα l








As γ and η are positive and η < 1/(γ + 1), both the first and the last term decay
super-algebraically for large l. The dominating term is thus the middle term, which
implies the result as stated, where δ = 1− η (1 + γ).
We remark that we were not able to prove Theorem 3 from the other Lieb-Robinson
bounds for systems with long-range interactions. In particular, when using the bound
from [MKN17] that is valid for all α > D, the term corresponding to the first term
in Eq. (5.12) diverges because of the behaviour of the integrand in the limit t → 0.
It remains open whether the restriction to α > 2D in our result is an artefact of our
proof technique or whether there is a physical reason.
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5.4. Kitaev chain with long-range interactions
In the numerical part of this chapter we consider a generalization of the fermionic
Kitaev chain [Kit01] with long-range p-wave pairing of size L, whose Hamiltonian






























where dj := min(j, L − j), ∆ is the coupling strength, and α the coupling expo-
nent [VLE+14]. Whenever L is finite, we consider a closed chain with anti-periodic
boundary conditions, i.e., for i > L we set ai := −ai mod L as otherwise the long-
range term vanishes due to the fermionic commutation relations (see Appendix C.3).
As in [VLE+14], in the remainder of this work, we consider the case ∆ = 2 t = 1.
This model has a rich ground state phase diagram with two critical points at µ = ±1
[VLEP16, VLE+14].
The model described above falls into the class of so-called, quadratic, free, or non-




i hij cj where
~c := (a1, a†1, . . . , am, a†m) and the Hamiltonian matrix h is hermitian. By diagonaliz-




i Dii bi, with~b := U ~c.
From this normal-mode decomposition one can compute the elements corr(bj , b†k)β of
the covariance matrix of the thermal state and, finally, expectation values of the form
corr(aj , a†k)β , which are just complex linear combinations of the corr(bj , b
†
k)β .
This allows one to calculate higher moments, including the experimentally directly
accessible density-density correlations corr(nj , nk), in terms of the second moments
of the thermal states of quadratic Hamiltonians, which are Gaussian states, via Wick’s




cik〉β = Pf(Γ[i1, . . . , im]), (5.18)
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where Pf is the Pfaffian and Γ has matrix elements
(





〈cia cib〉β if a < b,
−〈cib cia〉β if a > b,
0 otherwise
(5.19)
In particular, for the density-density correlations we find
corrβ(ni, nj) = 〈a†i ai a
†











j〉β 〈ai aj〉β. (5.21)
Thus with Theorem 3 we can bound density-density correlations, as well as higher
order correlation functions between even and odd operators in quadratic models.
5.4.1. Numerical analysis
We now present the numerical results on the decay of density-density correlations be-
tween two sites separated by a distance l for different values of the chemical potentials
µ, inverse temperatures β and interaction decay exponents α. We consider different
chain lengths (L ∈ {500, 1000, 2000}) in order to identify the influence of finite size
effects. We observe that asymptotically correlations decay power-law like for any
temperature and interaction strength (see Appendix C.4), that is for all i and large l
corrβ(ni, ni+l) ∝ l−ν , (5.22)
where ν characterizes the decay of the correlations. Away from the critical point, we
observe that ν depends on α. At the quantum critical point (T = 0, µ = 1) we observe
universal behaviour with ν being independent of α, namely ν ≈ 2. Everywhere else
we find ν ≈ 2 when α ≤ 1 and ν ≈ 2α when α > 1 (see Figure 5.1). These results
are in agreement with the results for the ground state in [VLE+14].
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Figure 5.1.: Exponent ν as a function of the exponent of the interactions decay α
extracted from the data for L = 2000. The blue, orange, and green lines correspond
to µ = 0.5, 1.0, 1.5. The line styles correspond to the inverse temperatures β =
0.1, 1.0,∞. Exponents inside the shaded region are excluded by Theorem 3 whenever
T > 0. For high temperatures and α < 1 finite size effects slightly distort the results,
for large α the finite precision is the limiting factor.
5.4.2. Application of the analytical bound
In this section we apply the Theorem 3 to the Kitaev chain. As the model is quadratic,
we can use Eq. (5.20) to express the density-density correlations in terms of expecta-
tion values of odd operators and apply Theorem 3. This yields for any 0 < δ < 1
corrβ(ni, nj) ∈ O(l−2(1−δ)α) (5.23)
for any finite temperature T > 0 and for any α > 2D.
A comparison with the numerics shows that Theorem 3 is asymptotically tight. The
shaded region in Fig. 5.1 is the range of decay exponents excluded by Theorem 3.
Despite the simplicity of the Kitaev chain, it shows correlations that are asymptoti-
cally as strong as possible for any fermionic system with power-law decaying two site
interactions. Further, the restriction to T > 0 of Theorem 3 is not an artefact of our
proof strategy but correlations actually do decay slower at the quantum critical point
at T = 0 and µ = 1.
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5.5. High-temperature expansion
We perform a first-order high temperature expansion and see that the Kitaev model
can be expected to essentially asymptotically saturate the bound from Theorem 3 for
T → ∞. For simplicity, consider only the long-range part of the Hamiltonian (5.17),
then whenever correlations are analytic around β = 0 (not the case for α < 1) one
has in the limit β → 0
| corrβ(a1, aj)| = |tr(a1 aj e−β HLR)/tr(e−β HLR)| (5.24)
≥ |tr(a1 aj β HLR)/2L −O(β2)| (5.25)
= |β∆ d−αj−1/4−O(β
2)|. (5.26)
More generally, for an arbitrary system with local dimension D and two-site inter-
acting Hamiltonian H :=
∑
i,j Hi,j with i, j ∈ [1, L] and any two traceless on-site
operators Oi, O′j one finds that if there is an interval [0, β0] in which corrβ(Oi, O′j) is
analytic, then for all β ∈ [0, β0]
| corrβ(Oi, O′j)| ≥ |β D−Ltr(OiO′j Hi,j)−O(β2)|. (5.27)
Thus, two-site correlations are also lower-bounded for high temperature, with a lower
bound that is proportional to the interactions between the two considered sites.
5.6. Conclusions
We have studied the correlation decay in fermionic systems with long-range inter-
actions from analytical and numerical perspectives. More concretely, we consider
systems described by two-site interacting Hamiltonians with power-law decaying in-
teractions at thermal equilibrium at non-zero temperature T > 0. We then study the
correlations between non-overlapping anti-commuting operators as a function of the
distance between the operators and prove analytically an upper bound for the asymp-
totics of these correlations for an interaction exponent α > 2D. The upper bound
predicts that the correlations decay at least as a power-law with essentially the same
exponent that characterizes the interactions of the system. Numerically, we study the
density-density correlations for the Kitaev chain with long-range interactions at ther-
mal equilibrium, which has a quantum phase transition. At the criticality, we obtain
that correlations asymptotically decay with an universal exponent which is indepen-
dent of the interactions. Away from the criticality, we obtain that correlations decay
as a power-law with the smallest exponent allowed by the theoretical upper bound
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for α > D. Therefore, we are able to saturate the upper bound and we verify that
our bound is asymptotically tight. We are also able to verify this by considering a
high-temperature (β → 0) expansion of the correlations.
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6. Low-temperature thermometry
enhanced by strong coupling
We consider the problem of estimating the temperature T of a very cold equilibrium
sample. The temperature estimates are obtained from measurements performed on
a quantum probe strongly coupled to it. We model this scenario by resorting to the
canonical Caldeira-Leggett Hamiltonian and find analytically the exact stationary state
of the probe for arbitrary coupling strength. In general, the probe does not reach
thermal equilibrium with the sample, due to their non-perturbative interaction. We
argue that this is advantageous for low-temperature thermometry, as we show in our
model that (i) the thermometric precision at low T can be significantly enhanced by
strengthening the probe-sampling coupling, (ii) the variance of a suitable quadrature
of our thermometer can yield temperature estimates with nearly minimal statistical
uncertainty, and (iii) the spectral density of the probe-sample coupling may be engi-
neered to further improve thermometric performance. These observations may find
applications in practical nanoscale thermometry at low temperatures, a regime which
is particularly relevant to quantum technologies.
6.1. Introduction
The development of nanoscale temperature sensing techniques [CP15] has attracted
an increasing interest over the last few years due to their potential applications to
micro-electronics [WW86, ATMC05, LV05], biochemistry, or even to disease di-
agnosis [KN09, KMY+13, SCLD14, SG14]. In particular, thermometer miniatur-
ization may be taken to the extreme of devising individual quantum thermometers
[FVV+11, MB13, SHS+14, HIK14, NJD+13, KMY+13, JCM+16, HBPLB17]. The
problem of measuring the temperature T of an equilibrium sample is most often tack-
led by thermally coupling it to a probe. After equilibration, one can estimate T by
monitoring some temperature-dependent feature of the probe via a suitable measure-
ment and data analysis scheme. Provided that the heat capacity of the probe is low,
one usually assumes that the back-action on the sample can be neglected, and that the
probe ends up in a Gibbs state at the sample temperature.
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Besides the nanometric spatial resolution of the ensuing temperature readings, using
an individual quantum probe has the advantage of leaving the sample mostly unper-
turbed. In contrast, the direct manipulation of the sample, such as time-of-flight mea-
surements of ultra-cold trapped atoms, is generally destructive and, thus, potentially
problematic.
Such a simple picture runs into trouble if the sample is too cold, especially when
using an individual quantum thermometer: The seemingly natural assumption of the
probe reaching equilibrium at the sample temperature might break down at low T
[NA02]. Furthermore, if the probe is too small, boundary effects become relevant
and need to be taken into account to properly describe equilibration and thermalisa-
tion [GE16, FGSA12, KGK+14, HSRH+15]. As a result, thermometry with non-
equilibrium quantum probes demands some knowledge about the internal structure of
the sample, and the probe-sample coupling scheme.
One could still assume thermalisation at very low temperature if the probe-sample
coupling is very weak. However, in this limit, the thermal sensitivity of the probe,
which is proportional to its heat capacity [LL58, Man56, Man89, UvL99], drops
quickly as the temperature decreases [Deb12]. This is an inherent problem of low-
temperature thermometry [DRFG16].
In the following, we illustrate the difficulty of measuring low temperatures in the sim-
plest case. We consider a quantum probe weakly coupled to a thermal sample, so
that its steady state is thermal, i.e, ΩT = e−βHp/tr(e−βHp) where Hp is the Hamil-
tonian of the probe, the inverse temperature β = 1/T and T is the temperature of
the sample. In order to quantify the maximum sensitivity attainable by the quantum
probe, we make use of the quantum Fisher information (QFI) FT (2.28), which sets a





with M the number of measurements. If we consider a single-mode probe at equilib-
rium, we have its QFI FT is such that









which decays exponentially at low T , as can be inferred by expanding it as
F (eq)T (ω) = ω
2
2T 4 e
−ω/T +O(e−2ω/T ) (6.3)
for T/ω  1. This applies to harmonic probes and optimized finite-dimensional equi-
librium thermometers [CMAS15]. This decay implies that even an estimate based on
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the most informative measurements on an optimized equilibrium probe has an expo-
nentially vanishing precision as T/ω → 0. Due to this inherent limitation, devising
practical strategies to enhance low-temperature sensitivity becomes relevant.
The aim of this chapter is to find a proposal to fight the fundamental limitation of
thermometry at low-temperature. In particular, we extend quantum thermometry to
the strong coupling regime, by adopting a fully rigorous description of the probe and
its dynamics. To that end, we make use of the Caldeira-Leggett Hamiltonian, one of
the most paradigmatic dissipation models [Wei08]. The equilibrium sample is thus
represented by a bosonic reservoir [CL83, RHW85] which is dissipatively coupled
to a single harmonic oscillator, playing the role of the thermometer. We calculate
the exact steady state of the probe analytically and show that the low-temperature
sensitivity is significantly enhanced by increasing the coupling strength. We also find
that the optimal measurements for strong coupling are given by the square of the
position quadrature of the probe, contrary to the typical case of energy measurements
[CMAS15]. It is important to stress that we are not limited by any of the simplifying
assumptions usually adopted when dealing with open quantum systems, such as the
Born-Markov or secular approximations, nor rely on perturbative expansions in the
dissipation strength [BKP01, BGM06]. In fact, our methods are totally general and,
thus, not limited to a specific probe-sample coupling scheme.
6.2. The model and its exact solution









(where the mass of the probe ism = 1), whereas the sample is described as an infinite
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In order to compensate exactly for the "distortion" caused on the probe by the coupling
to the sample, one should replace ω20 with ω
2







This can be explained by splitting the Hamiltonian into a potential and a kinetic term:
H = U(x, xi) +K(p, pi). One can see that the effective potential "felt" by the probe





such that ∂xiU = 0 at x?i and, thus, U(x, x?i ) = 12(ω
2
0 − ω2R)x2. As a result, the
high temperature limit of the reduced steady state of the probe obtained from the bare
model H = Hp +Hs +Hp–s is
trs ρ ∝ exp
(
− 12T (ω






which may differ significantly from the corresponding thermal state of the probe
ΩT = Z−1 exp (−Hp/T ) if the couplings gi are strong. Therefore, it is necessary
to introduce the frequency shift ω2R in Hp ad hoc to correct this effect.
The coupling strengths between the probe and each of the sample modes are deter-





2miωi δ(ω − ωi), (6.10)
which is given a phenomenological analytical form. In the first part of this chapter, we
shall work with an Ohmic spectral density with Lorentz-Drude cutoff [BP02], given
by
J(ω) = 2γω ω2c/(ω2 + ω2c ). (6.11)
The dissipation strength γ carries the order of magnitude of the couplings gi, and ωc
denotes the cutoff frequency, required to ensure convergence. Notice that it is possible
to introduce a cutoff frequency ωc due to the fact that even if the sample is very large
(as compared to the probe), it is finite and, thus, it has a maximum energy. Besides,
the non-equilibrium steady state of the central oscillator will unavoidably depend on
the choice of ωc but as long as ωc  ω0, this dependence should be weak and not
change its qualitative features [CVA12].
The following quantum Langevin equation [GWT84, Wei08] can be obtained from
the Heisenberg equations for x, p, xi and pi:
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ẍ(t) + (ω20 + ω2R)x(t)− x(t)χ(t) = f(t). (6.12)
The first two terms in the left-hand side of Eq. (6.12) correspond to the coherent
dynamics of a free harmonic oscillator of squared frequency ω20 + ω2R (the dots de-
note time derivative), while the incoherent superposition of all environmental modes,
encompassed in f(t), plays the role of a driving force with 〈f(t)〉 = 0 (see Ap-




ds χ(t− s)x(s) (6.13)






dω J(ω) sinωt, (6.14)
where Θ(t) stands for the step function.
It is important to remark that Eq. (6.12) is exact. The only assumption that we make
when solving it is that probe and sample start uncorrelated at t0 → −∞, i.e. in ρ⊗ΩT ,
where ΩT is the Gibbs state of the sample at temperature T . The initial state of the
probe ρ is arbitrary. However, since the Hamiltonian H is overall quadratic in posi-
tions and momenta, its stationary state is Gaussian, and, thus, completely determined





where R = (x, p) [GWT84]. The notation 〈· · · 〉 stands here for average on the initial
state and {·, ·} denotes anti-commutator.
One may now take the Fourier transform (f̃(ω) :=
∫∞
−∞ dt f(t)eiωt) in Eq. (6.12),
such that
− ω2x̃+ (ω20 + ω2R)x̃+ x̃ χ̃ = f̃
⇒ x̃(ω) = α(ω)−1f̃(ω) (6.16)










−i(ω′t′+ω′′t′′) 〈{x̃(ω′), x̃(ω′′)}〉. (6.17)






−i(ω′t′+ω′′t′′) α(ω′)−1 α(ω′′)−1 〈{f̃(ω′), f̃(ω′′)}〉. (6.18)
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Similarly, Γ22 may be calculated by noticing that
〈{p̃(ω′)p̃(ω′′)}〉 = −ω′ω′′〈{x̃(ω′)x̃(ω′′)}〉. (6.19)
The remaining covariances are Γ12 = Γ21 = 0 . Note that since 〈f(t)〉 = 0, its
Fourier transform 〈f̃(ω)〉 = 0 and, thus, all the stationary first-order moments vanish
as their Fourier transforms are proportional to 〈f̃(ω)〉. Hence, all we need to know
is the power spectrum of the noise 〈{f̃(ω′)f̃(ω′′)}〉 and the Fourier transform of the
dissipation kernel χ̃(ω), which appears in α(ω). Since the sample was prepared in a
Gibbs state, one can show that the noise is connected to the dissipation kernel through
the following fluctuation-dissipation relation (see Appendix D.2)
〈{f̃(ω′), f̃(ω′′)}〉 = 4π δ(ω′ + ω′′) coth ( ω′2T ) Im χ̃(ω
′) (6.20)
with χ̃(ω) = 2γω2c/(ωc − iω) for our spectral density.
Putting together the pieces from the above paragraphs, we can compute the steady-
state covariances Γij(t, t) [CVA12, VCA13, VAK13, VRA15] (recall that t0 → −∞).
Importantly, our choice of J(ω) makes it possible to evaluate the covariances ana-
lytically (see Appendix D.4.1). These may be collected into the 2 × 2 matrix σ,
which provides a full description of the (Gaussian) non-equilibrium asymptotic state
[FOP05].
6.3. Enhanced thermometry at low T
We show here how strong dissipation improves the achievable precision for thermom-
etry at low T and how the estimation bound can be saturated by selecting suitable
measurements.
6.3.1. Dissipation-driven thermometric enhancement
We can now calculate FT from Eq. (2.28), using the fact that the Uhlmann fidelity
between two single-mode Gaussian states with covariance matrices Γ1 and Γ2 is given
by





where ∆ := 4 det (Γ1 + Γ2) and Λ := (4 det σ1−1)(4 det σ2−1) [Scu98]. In Figure
6.1.a we plot the best-case relative error δT/T = 1/(T
√
FT ) (disregarding the factor
1/
√
M ) versus the temperature of the sample, for different dissipation strengths γ.
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Figure 6.1.: a. Log-log plot of the best-case relative error δT/T = 1/(T
√
FT ) vs.
the sample temperature T for different dissipation strengths γ; namely, γ/ω0 = 0.1
(solid), γ/ω0 = 1 (dashed line), and γ/ω0 = 5 (dotted line). The relative error of
a single-mode probe at thermal equilibrium (dot-dashed red) has been super-imposed
for comparison. δT/T diverges as T → 0; while for the thermal mode it would
diverge exponentially, our exact solution yields δT/T ∼ T−2 at low T . Whenever
T/ω0  1, increasing the dissipation strength results in a significant reduction of
the minimum δT/T . On the contrary, at larger temperatures, the best-case relative
error need not be monotonically decreasing with γ. This is shown in the inset, which
zooms into the bottom-right corner of the plot. Log-log plot of FT as a function of γ
for T = 1 (solid), T = 0.1 (dashed), and T = 0.01 (dotted). It becomes again clear
that, while not strictly monotonic in γ, the QFI always grows with the dissipation
strength for γ/ω0 & 1 at T/ω0  1. Furthermore, as T/ω0 → 0, we observe such
a sensitivity enhancement at arbitrarily weak probe-sample coupling. In both cases
ωc = 100ω0 and ~ = kB = ω0 = 1
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We see how, at low T , the performance of our thermometer is significantly improved
by strengthening its coupling to the sample. However, the QFI does not increase
monotonically with γ, as illustrated in Figure 6.1.b . Instead, only at cold enough T
is the performance of the probe monotonically enhanced by sufficiently strengthening
the probe-sample interaction. In the limiting case of approaching zero temperature,
such dissipation-assisted enhancement can be attained at arbitrarily low probe-sample
coupling.
It is necessary to specify what we mean by cold enough and sufficiently strong in
this context. The central energy scale of our problem is set by the frequency of the
probe ω0. We say that the sample is cold whenever T/ω0  1 so that the probe has
a very low thermal population. On the other hand, we say that the coupling is strong
whenever it is non-perturbative; that is, when γ/ω0 & 1. In this situation, the probe
will certainly end up in a non-equilibrium steady state [GWT84]. Thus going back
to Figure 6.1.b , we see that, provided that T/ω0  1 and γ/ω0 & 1, FT increases
monotonically with the dissipation strength. Hence, the probe-sample coupling can
be thought of as a relevant control parameter in practical low-temperature quantum
thermometry. This is our main result.
It is worth stressing that even though, in the above, we have resorted to an Ohmic spec-
tral density with algebraic high-frequency cutoff, the exact same qualitative behaviour
follows from a spectral density with exponential cutoff Js(ω) := π2γω
sω1−sc e
−ω/ωc
and a tunable Ohmicity parameter s. In particular, we give full details on how to solve
the ubiquitous super-Ohmic case s > 1 in Appendix D.3.
We shall now give an intuition about the origin of the observed dissipation-driven en-
hancement. To that end, let us consider not just the marginal of the probe but the
global state of probe and sample. For simplicity we can model them as a finite N -
mode star system, comprised of a central harmonic oscillator (playing the role of the
probe), linearly coupled toN−1 independent peripheral oscillators with arbitrary fre-
quencies (representing the sample). Let us further prepare theN -mode composite in a
Gibbs state at the sample temperature T . Indeed, when such system is at thermal equi-
librium, and provided that the number of modes N is large enough, the marginal of
the central oscillator approximates well the actual steady state of the probe [SFTH12]
(see Appendix D.5).
6.3.2. How to exploit strong dissipation in practice
Thus far, we have shown how strong coupling may improve the ultimate bounds on
thermometric precision at low temperatures. However, we have not yet discussed how
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to saturate those bounds in practice. We therefore need to find observables capable of
producing temperature estimates that approach closely the precision bound set by the
QFI.
In general, a temperature estimate based on M independent measurements of some



































































































Figure 6.2.: Log-log plot of the QFI FT (solid line on all panels), thermal sensitivity
of the energy of the probe FT (Hp) (dashed line on the left-hand panels), and FT (x2)
(dashed line on the right-hand panels), for different values of the dissipation strength:
γ/ω0 = 5× 10−3 (top), γ/ω0 = 5× 10−2 (middle), and γ/ω0 = 0.5 (bottom). Note
that the thermal sensitivity Hp is deterred as the dissipation strength grows, whilst
x2 becomes a quasi-optimal temperature estimator. As in Figure 6.1, ωc = 100 and
~ = kB = ω0 = 1.
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observable O on the steady state of the probe has uncertainty δT ≥ 1/
√
M FT (O),
where FT (O) stands for the classical Fisher information ofO [BNG00]. This may be
lower-bounded by the thermal sensitivity
FT (O) :=
|∂T 〈O〉|2
(∆O)2 ≤ FT (O) ≤ FT ≡ supO
fT (O) (6.22)
[BC94, TA14]. Here, ∆O :=
√
〈O2〉 − 〈O〉2 denotes standard deviation on the
stationary state of the probe. The observable for which FT (O) is maximized (i.e.
FT (O) = FT (O) = FT ) commutes with the so-called symmetric logarithmic deriva-
tive (SLD) L, which satisfies ∂Tρ = 12(Lρ + ρL). For instance, in the case of an
equilibrium probe, i.e. ΩT ∝ exp (−Hp/T ), one has [L,Hp] = 0. Consequently, a
complete projective measurement on the energy basis renders the best temperature
estimate. However, as shown in Figure 6.2, when the strength of the interaction
with the sample increases, energy measurements become less and less informative
about the temperature of the sample—the larger the dissipation strength γ, the smaller
FT (Hp)/FT . Estimates based on energy measurements seem thus incapable of ex-
ploiting the extra low-temperature sensitivity enabled by the strong dissipation.
In searching for a more suitable measurement scheme, one can look at the SLD: Since
ΩT is an undisplaced Gaussian, L will be a quadratic form of x2 and p2 [Mon13].
Due to our choice for the probe-sample coupling (x
∑
i gixi), the steady state ΩT
becomes squeezed in the position quadrature at T/ω0  1 and γ/ω0 & 1 [GWT84,
LLGML17]. Interestingly, we observe that 〈x2〉 is much more sensitive to temperature
changes in this regime than 〈p2〉. We thus take O = x2 as an ansatz for a quasi-
optimal temperature estimator. FT (x2) is also plotted in Figure 6.2, where we can see
how it does approach closely the ultimate bound FT as γ grows (at T/ω0  1). This
numerical observation can be confirmed by taking the low-temperature limit on the
analytic stationary covariances (see Appendix D.4.2).
Measuring the variance of the most relevant quadrature of a thermometer is there-
fore a practical means to exploit the thermometric advantage provided by strong
dissipation at low temperatures. It is worth mentioning that quadratures of trapped
particles are either directly measurable [BvZS06] or accessible via state tomogra-
phy [DM96, PWC+96], and that systems such as an impurity in a BEC may admit
a Caldeira-Leggett description [LLGML17].
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Figure 6.3.: Log-log plot of the QFI FT as a function of temperature for Ohmic
(solid) and super-Ohmic (dashed) spectral density Js(ω) with exponential high-
frequency cutoff (s = 1 and s = 2, respectively). In the inset, both spectral densities
are compared. Note that the Ohmic form largely outperforms the super-Ohmic one at
low temperatures (γ/ω0 = 0.1, ωc = 100ω0, and ~ = kB = ω0 = 1).
6.4. Further enhancement
The frequencies of the lowest normal modes of the global star system always decrease
monotonically as the overall magnitude of the coupling strengths increases (see Ap-
pendix D.5). If the temperature T was so low that not even the first harmonic could get
thermally populated, the sensitivity of the entire system and, by extension, also that
of the central probe, would vanish. However, one could populate the first few normal
modes by strengthening the couplings, as their frequencies would then decrease (see
Figure 6.1.b ). It is this effect which ultimately enables temperature sensing at low T .
The magnitude of the enhancement is dictated by the specific frequency distribution
of the probe-sample couplings which, in turn, determines the spectrum of the normal
modes of the global system.
From the above reasoning it follows that the shape of the spectral density J(ω) could,
in principle, be tailored to render more precise low-temperature probes. To see that




−ω/ωc . We can thus compare the performance of a single-mode ther-
mometer coupled to the sample through an Ohmic (s = 1) and a super-Ohmic (s > 1)
spectral density. Importantly, the dissipation kernel χ̃(ω) needs to be re-calculated
due to the change in spectral density [VRA15] (see Appendix D.3). Note as well that
now ω2R = γωcΓ0(s), where Γ(z)0 :=
∫∞
0 dt tz−1e−t is Euler’s Gamma function.
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In Figure 6.3 we can see how the Ohmic spectral density offers a clear advantage
over the super-Ohmic one at low temperatures. This is in line with our qualitative
argument explaining the dissipation-driven enhancement in precision: A thermometer
coupled more strongly to the lower frequency modes of the sample (i.e. the only ones
substantially populated at low T ) should perform better.
6.5. Conclusions
We study how thermometry can be enhanced via strong coupling between the probe
and the system for low temperatures. In particular, we consider a bosonic system
described by the Caldeira-Leggett Hamiltonian [Wei08] and at thermal equilibrium,
where the system is a bosonic reservoir and the probe is represented by a single-
mode harmonic oscillator. We then show that the thermal sensitivity of the single-
mode probe can be boosted by increasing the strength of its dissipative coupling to
the sample under study. We also provide a concrete and feasible measurement scheme
capable of producing nearly optimal temperature estimates in the relevant regime.
Moreover, we suggest that the spectral density of the probe-sample coupling can be
set to play an active role in enhanced low-temperature quantum thermometry.
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In this chapter, we review the main conclusions of each work and discuss open ques-
tions.
7.1. Locality of temperature for one-dimensional spin
systems
In Chapter 3, we study the problem of locality of temperature for quantum spin chains
with strong but finite-range interactions. Upon noting that in the presence of strong
interactions the marginal states of a global thermal state do not take the canonical
form, we go on defining an effective thermal state for a subsystem. The effective
thermal state refers to the reduced density matrix of the subsystem considered as a part
of a slightly bigger, enveloping thermal system. Borrowing concepts from quantum
information theory and employing methods from quantum statistical mechanics, we
show that temperature is local for any quantum spin chain. In order to prove this, we
have related the accuracy with which the effective thermal state describes the actual
state of the subsystem to the correlations present in the whole system. Away from the
critical point, we build a tensor network representation of the corresponding states of
the subsystem to provide upper bounds on the aforementioned accuracy, depending on
the size of the enveloping thermal system, the spectral gap of the global Hamiltonian
and the global temperature. At the quantum critical point, we use already existing
asymptotic formulas from conformal field theory to bound the accuracy.
Finally, we exemplify our analytical findings by analysing a model of a quantum Ising
chain. The latter is complex enough to have a quantum phase transition point, but
simple enough to allow for an exact diagonalization by standard tools of statistical
mechanics, thereby serving as a perfect test-bed for our analytical upper bounds. In
particular, we find that, e.g., away from criticality, the envelope which is bigger than
the system only by one layer of spins, is enough to approximate the actual state with
good precision. Investigating the properties of effective thermal states in higher di-
mensions is an interesting direction for further research. For instance, it would be
interesting to study the problem of locality for generic quadratic Hamiltonians for
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high dimensional systems. Another intriguing question is whether the locality of tem-
perature is also satisfied by long-range interacting systems. Given its relation with
correlations [KGK+14], the different phenomenology of long-range interactions will
affect the locality in a non-trivial manner. Other questions of interest are whether the
locality of temperature is valid in 1D bosonic systems in a similar way to fermions
or in a system with a non-zero-temperature phase transitions. In a more practical
vein, another field where our findings may have implications is quantum thermometry
[DRFG16], where our results may allow for new measurement schemes.
7.2. Locality of temperature and correlations in the
presence of non-zero-temperature phase
transitions
In Chapter 4, we analyse the problem of locality of temperature for a bosonic model
with a phase transition at non-zero temperature. In particular, we consider a 3D
bosonic model at the grand canonical state (4.2) with particle density n. This model
represents a discrete version of the Bose-Einstein model as: (i) it reproduces its eigen-
values at the continuous limit; (ii) it undergoes a phase transition at temperature
Tc > 0 when the particle density is fixed, below which all the particles have zero-
momentum; and (iii) the chemical potential µ is negligible at temperature T < Tc for
a fixed density.
Following a similar scheme to Chapter 3, we study the distinguishability between the
partial state of a subsystem embedded in a global system at thermal equilibrium and
an effective thermal state. We obtain that the temperature is locally well-defined re-
gardless of the phase transition at non-zero temperature. We also observe that the
aforementioned distinguishability behaves qualitatively different above and below the
critical temperature, depending on the temperature, the particle density and the size
of the enveloping thermal system. Specifically, it behaves as a power-law decaying
function with the boundary size for T ≤ Tc and exponentially for T > Tc. Addi-
tionally, we find that the partial state of the subsystem is highly mixed for any size
of the global system. This implies that the partial state is highly independent of the
system size L and it explains the high values of the fidelity, as F > 0.98 for any case.
Finally, we study density-density correlations as a function of the distance for a large
system size. We observe that the correlations decay in different ways below and above
the critical temperature Tc, decaying up to a constant value as a power-law function
for T ≤ Tc and decaying to zero as an exponential function for T > Tc. These
results are qualitatively equivalent to the behaviours observed for the distinguishabil-
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ity between the subsystem state and the effective thermal state for each temperature
regime, showing a relation between locality and correlations. We remark that there
are long-range correlations below the critical temperature, T ≤ Tc, that do not affect
the locality of temperature. Thus, we can only assure a non-trivial qualitative relation
between correlations and locality, in opposition to the direct relation observed in pre-
vious works [HSRH+15]. This raises an open problem about the role of correlations
for non-zero-temperature phase transitions. In particular, it would be interesting to
understand how the different quantum and classical contributions of the correlations
affect the locality of temperature and whether the boundary conditions play a role on
this problem. Another intriguing question is based on the numerical results about the
highly mixed partial states of the considered system, where we wonder whether this is
in general true for highly dimensional systems and whether this depends on the choice
of periodic boundary conditions.
7.3. Correlations in long-range interacting systems
In Chapter 5, we study the correlation decay in fermionic systems with long-range in-
teractions. More concretely, we consider systems described by two-site long-range in-
teracting Hamiltonians with power-law decaying interactions at thermal equilibrium at
non-zero temperature T > 0. We then study the correlations between non-overlapping
anti-commuting operators as a function of the distance between the operators and
prove analytically an upper bound for the asymptotics of these correlations for an in-
teraction exponent α > 2D. The upper bound predicts that the correlations decay
at least as a power-law with the same exponent that characterizes the interactions of
the system, α. Numerically, we study the density-density correlations for the Kitaev
chain with long-range interactions at thermal equilibrium, model which has a quantum
phase transition at T = 0. At criticality, we obtain that correlations asymptotically
decay with a universal exponent which is independent of the interactions. Away from
the criticality, we obtain that correlations decay as a power-law with the smallest ex-
ponent allowed by the theoretical upper bound for α > D, with D = 1 for the
chain. Therefore, we are able to saturate the upper bound and, thus, we verify that our
bound is asymptotically tight. We are also able to verify this by considering a high-
temperature (β → 0) expansion of the correlations, regime where the correlations are
lower bounded by a power law with exponent α. These results suggest an absence
of non-zero-temperature phase transitions observed in the asymptotic decay of corre-
lations for the models where the bound applies, as the decay of correlations for high
temperature is typically the strongest decay. Notice here that these phase transitions
do not exist for one-dimensional systems with short-range interactions. Therefore, it
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might be possible that the absence of phase transition at non-zero temperature for one-
dimensional systems can be extended to long-range interacting systems. Nonetheless,
we do not actually prove the absence of phase transitions in the considered mod-
els. This constitutes a fundamental question in long-range systems and an interesting
problem for future research.
7.4. Low-temperature thermometry enhanced by
strong coupling
In Chapter 6, we study how thermometry can be enhanced via strong coupling between
the probe and the system for low temperatures. In particular, we consider a bosonic
system described by the Caldeira-Leggett Hamiltonian and at thermal equilibrium,
where the system is a bosonic reservoir and the probe is represented by a single-mode
harmonic oscillator. We then show that the thermal sensitivity of the single-mode
probe can be boosted by increasing the strength of its dissipative coupling to the sam-
ple under study. We also provide a concrete and feasible measurement scheme capable
of producing nearly optimal temperature estimates in the relevant regime. Moreover,
we suggest that the spectral density of the probe-sample coupling can be set to play an
active role in enhanced low-temperature quantum thermometry. This calls for a more
in-depth analysis of the potential role of reservoir engineering techniques [KKS94]
or even dynamical control [ZÁK16] in enhanced low-T quantum thermometry. As a
final remark, we note that, since the equilibrium state of the probe corresponds to the
marginal of a global thermal state [SFTH12], we can think of our results as an instance
of thermometry on a macroscopic sample through local measurements, as studied in
[DRFG16]. While local thermometry in translationally-invariant gapped systems is
exponentially inefficient at low temperatures, our exact results display a polynomial
decay FT ∼ T−2 as T → 0. Such an advantage can be related to the fact that the









A. Appendix of Chapter 3: Locality of temperature for one-dimensional spin systems
A.1. Proofs of the Lemmas
In this section, we present the proofs of the lemma’s used in Secs. 3.3 and 3.4. to
get statements on the locality of temperature for gapped systems. They consist of how
different covariances decay for one dimensional systems with a gapped transfer matrix
T .
Lemma 4. [Infinite chain] Given a gapped transfer matrix T with eigenvalues λk
labelled in decreasing order, i. e. |λk| ≥ |λk′ | for all k < k′, and right (left) domi-
nant eigenvector |1R〉 (〈1L|), and a covariance between any two operators O and O′
separated by a distance ` defined as









Then, the covariance can be proven to decay exponentially in `




)−1 is the correlation length and
σL/R(O) =
∥∥∥(O − 〈1L|O|1R〉) |1L/R〉∥∥∥ . (A.3)
Proof of Lemma 4. Let us first introduce the operator Õ† = O† − 〈1L|O†|1R〉 (and
analogously for Õ′) to rewrite the covariance as
cov(`;O,O′, T ) = 1
λ`1
〈1L|Õ†T `Õ′|1R〉 . (A.4)
By using the Cauchy-Schwarz inequality one gets∣∣∣λ−`1 〈1L|Õ†T `Õ′|1R〉∣∣∣ ≤ ∥∥∥Õ′|1R〉∥∥∥ (|λ1|−2`〈1L|Õ†T `(T †)`Õ|1L〉)1/2 . (A.5)
Let us now consider second factor separately. By inserting a resolution of the identity,
a straight forward calculation leads to





















A.1. Proofs of the Lemmas
where we have used that |λ2| is an upper-bound for all the |λk| with k ≥ 2 and the
Parseval inequality.
Finally, we put everything together and get




)` ∥∥∥Õ|1L〉∥∥∥ ∥∥∥Õ′|1R〉∥∥∥ = σL(O)σR(O′)e−`/ξ, (A.7)
where we have introduced the correlation length ξ and identified σL/R. Note that
in the case that the transfer matrix T is Hermitian, σL(O) and σR(O) coincide and
correspond to the fluctuations of the operatorO on the dominant eigenvector of T .
Lemma 5. [3-point correlation function for an infinite chain] Given a gapped transfer
matrix T with eigenvalues λk labelled in decreasing order, i. e. |λk| ≥ |λk′ | for all
k < k′, and right (left) dominant eigenvector |1R〉 (〈1L|), and a 3-point correlation
function defined for any operators Y and X separated by a distance ` as
cov3(`;X,Y, T ) =









Then, the covariance can be proven to decay exponentially in `










)−1 is the correlation length, and
σL/R(O) =
∥∥∥(O − 〈1L|O|1R〉) |1L/R〉∥∥∥ . (A.10)
Proof of Lemma 5. Let us first introduce the operator X̃ = X − 〈1L|X|1R〉 (and
analogously for Y ) to rewrite the 3-point function as
cov3(`;X,Y, T ) =
1
λ2`1
〈1L|X̃T `Ỹ T `X̃|1R〉
+ 〈1L|X|1R〉
(
〈1L|Ỹ T `X̃|1R〉+ 〈1L|X̃T `Ỹ |1R〉
)
.(A.11)
The second term can be bounded by means of Lemma 4. Concerning the first term,
let us rewrite it by introducing new operator O := Ỹ T `X̃ and use Lemma 4 again to
obtain




∥∥∥X̃†|1L〉∥∥∥ (|λ1|−` ∥∥O|1R〉∥∥) e−`/ξ . (A.12)
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where we have introduced a resolution of the identity in the left eigenbasis of Y ,












where 〈1R|X̃†(T †)`T `X̃|1R〉 can be bounded analogously to Eq. (A.6). The three
point correlation function is then bounded by
|λ−2`1 〈1R|X̃T `Ỹ T `X̃|1L〉| ≤ ‖Y ‖∞
∥∥∥X̃†|1L〉∥∥∥ ∥∥∥X̃|1R〉∥∥∥ e−2`/ξ (A.16)
Finally, by putting everything together and using that
∥∥∥Ỹ ∥∥∥
∞
≤ 2 ‖Y ‖∞, Eq. (A.9) is
obtained.
Lemma 6. [Periodic boundary conditions] Given a system with periodic boundary
conditions, an Hermitian transfer matrix T with a gap ∆ and a covariance between
any two operators O and O′ separated by a distance ` defined as







where 0 ≤ ` ≤ n and n is the system size. Therefore, the covariance cov(`) =
cov(`;n,O,O′, T ) as a function of ` fulfills following properties:
(i) Its real part is symmetric respect to the n/2 and the interchange of A and B, i. e.
cov(n− `;n,O,O′, T ) = cov(`;n,O,O′, T )∗ = cov(`;n,O,O′, T ) . (A.18)
(ii) Given two operators O and O′, there always exist two other operators OM and
O′M such that
|cov(`;n,O,O′, T )| ≤ cov(`;n,OM , O′M , T ) (A.19)
and where cov(`;n,OM , O′M , T ) is a convex function in ` that is maximum at
` = 0 and 1, and reaches its minimum at ` = n/2.
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= tr(Tn−`O′T `O) = tr(O′T `OTn−`) . (A.20)
In order to prove (ii), let us focus on the first term in Eq. (A.17), since note that the



































































Note that as the eigenvalues of the transfer matrix are ordered, a larger k implies a
shorter correlation length ξk.
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Note that in general the covariance could oscilate in `, since ck and dkk′ could take
negative values for some k and k′. Nevertheless, given two operators A and B for
which some ck and dkk′ are negative, there always exist two operators OM and O′M
such that their respective c̃k = |ck| and d̃kk′ = |dkk′ |. For instance, 〈k|OM |k′〉 =
−〈k|O|k′〉 for the k′ and k-s with negative coefficients and 〈k|OM |k′〉 = 〈k|OM |k′〉
otherwise, and O′M = O′. This covariance f(`;OM , O′M ) is an upper bound to the
absolute value of the previous one covariance f(`;O,O′),



























≥ f(`;O,O′) . (A.28)
As the sum in Eq. (A.27) is a linear combination of convex functions with positive
coefficents, f(`;OM , O′M ) is also convex. It is also obvious from the properties of
the cosh() function, that f(`;OM , O′M ) reaches its maximum at ` = 0 and n, and its
minimum at ` = n/2.
A.2. Solving the quantum Ising model
In this appendix we find the states (3.38) and (3.39) using formalism of covariance
matrices.
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Jordan-Wigner transformation
Let us first apply the Jordan-Wigner transformation, σxi ⊗ σxi+1 = (a
†
i − ai)(ai+1 +

















j − aiaj), (A.29)
with Aij = hδi,j + 12(δi+1,j + δi,j+1) and Bij =
1
2(δi+1,j − δi,j+1) and where ai
and a†i denote annihilation and creation operators, respectively. From this form of
the Hamiltonian, we notice it is quadratic, and thus the thermal state (an their partial
states) are gaussian states. Therefore we can deal with them using the covariance
matrix formalism.
The correlation matrix





j〉 ‖N×N ‖ 〈aiaj〉 ‖N×N
‖ 〈a†ia
†
j〉 ‖N×N ‖ 〈a
†
iaj〉 ‖N×N










where ‖ ... ‖N×N refers to a N × N matrix. Given Γ, we can obtain the correlation
matrix corresponding to a reduced state by just selecting the corresponding matrix
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Since the Jordan Wigner transformation is local, in the sense that it maps the kth
fermion to the kth spin in the chain, this correlation matrix also corresponds to the
two-spin subsystem at sites k and k + 1. This subsystem is precisely the region of
interest A in section 3.5.2, and thus (A.31) corresponds to the correlation matrix of
ρA in (3.38).
Given the reduced correlation matrix, the explicit form of ρA can be easily obtained.
As the reduced state of a thermal state is gaussian, there is a one-to-one connection




with M a coefficient matrix, (A.32)
it is straightforward to prove that, provided that M is diagonalizable,
Γ(X) = 1(1 + e−2M ) (A.33)
or, equivalently, that
M = −12 log(Γ(X)
−1 − 1). (A.34)
Explicit computation
Now we explicitly compute (A.31) for a finite and an infinite chain, in order to obtain
ρ′A and ρA, respectively, using relation (A.34).
• Finite chain
For the case of a finite chain, we need to obtain the correlation matrix (A.38)
corresponding to the global state. It is then useful to first diagonalize the Hamil-





2(φ0 + ψ0)jk ak −
1
2(φ0 − ψ0)jk a
†
k, (A.35)













εk(ã†kãk − 1/2), (A.36)
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where εk are the fermionic excitation energies and ãk and ã
†
k denote annihila-
tion and creation operators, respectively. The excitation energies, εk, and the
matrices φ0 and ψ0 are obtained by solving the equation
(A−B)φ0 = ψ0Dε, (A.37)
where Dε is a diagonal matrix whose entries correspond to the excitation ener-
gies, εk.
Once the Hamiltonian is diagonalized, it is easy to compute the correlation ma-

















where the non-zero matrices are diagonal.
From that expression we can obtain the correlation matrix in the original basis,
Γ(X), via
Γ(X) = T †Γ(Y )T , (A.39)
where T is the transformation matrix defined by the Bogoliubov transformation












2(φ0 + ψ0) and µ0 = −
1
2(φ0 − ψ0). (A.41)
• Infinite chain (N →∞)
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In the case of an infinite chain, (A.31) can be obtained relying on the analytical








where the average 〈σzk〉 and the two-spin correlation functions {〈σlkσlk+1〉}l={x,y,z}
are given by [BM71]. In order to express the state in the fermionic basis, we
can compute the reduced correlation matrix (A.31) from this state,
Γk,k+1 =

2(1 + α0) −(β0 + γ0) 0 −(β0 − γ0)
−(β0 + γ0) 2(1 + α0) β0 − γ0 0
0 β0 − γ0 2(1− α0) β0 + γ0
−(β0 − γ0) 0 β0 + γ0 2(1− α0)
 ,
(A.43)






B. Appendix of Chapter 4: Locality of
temperature and correlations for
non-zero temperature PT
99
B. Appendix of Chapter 4: Locality of temperature and correlations for non-zero temperature PT
B.1. Equivalence to the Bose-Einsten model at
continuous limit
We consider the Hamiltonian (4.1) with periodic boundary conditions (PBC). Then,




and the orthogonal relation
∑
k e





where the momentum k := 2πn/L and the eigenvalues ε(k) are defined as
ε(k) := 2t(3− cos(kx)− cos(ky)− cos(kz)). (B.2)
When one applies the continuous limit, L → ∞ and |k| → 0, which gives that





an equivalent expression to the well-known Bose-Einstein model that reproduces the
same type of dispersion relation.
Notice that this result is also valid for open boundary conditions, since the results are
independent on the boundary conditions at the continuous limit.
B.2. Condensation is not possible for dimension
D ≤ 2
For a system with Hamiltonian (B.19) at the grand canonical state (4.2), the total










e−µ − 1 with µ ≤ 0. (B.5)
Given this, we can formally express the presence of a condensate as the saturation of
the number of particles at excited states N ′ = N −N0, that is,







B.3. Correlations decay to n20 at low temperature
where N ′max must be a finite number. In order to verify this, we analyse N
′
max for






where D is the physical dimension of the system and the eigenvalues ε(k) are given
by the expressions
ε(k) = 2t(1− cos(kx)) for the 1D case, (B.8)
ε(k) = 2t(2− cos(kx)− cos(ky)) for the 2D case, (B.9)
ε(k) = 2t(3− cos(kx)− cos(ky)− cos(kz)) and for the 3D case. (B.10)
In particular, we are able to compute a lower-bound for N ′max by choosing k := |k| <

































dk = δ and for the 3D case. (B.14)
Therefore, we are able to prove thatN ′max diverges forD ≤ 2 and, thus, condensation
is only possible for D = 3.
B.3. Correlations decay to n20 at low temperature
In this section, we show that at low temperature and large distances, the density-
density correlations decay with the inverse of the distance to n0:






We prove first that
〈a†nana†mam〉 − 〈a†nan〉〈a†mam〉 = 〈a†nam〉〈a†man〉. (B.16)
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Let us rewrite the above expression. Notice that





















Notice that as the state has the form∏
k
exp{(−βεk + µ)a†kak}, (B.19)
it commutes with nk, and thus the expectation value is 0 unless the indices k, l, r, s
pairwise coincide. Let us therefore divide the non-zero elements of the sum over
k, l, r, s to three distinct sums:
• For k = l = r = s,
• for k = l, r = s, k 6= s, and
• for k = s, l = r, k 6= l.















xn = 11− x (B.21)∑
n
nxn = x(1− x)2 (B.22)∑
n
























B.3. Correlations decay to n20 at low temperature













〈nk〉 · 〈nl〉. (B.26)




















































































































Consequently, if n 6= m,













Note that below (and at) phase transition µ = 0 and n0 is macroscopic, above µ < 0.
The latter expression is exactly 〈a†nam〉.
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Long-range order?
In the continuous limit,









eβεk−µ − 1 . (B.35)
Substituting εk ≈ k2 and µ = 0, the dispersion has spherical symmetry, and thus











} k2 sin Θ
eβk2 − 1
. (B.36)
Substituting y = − cos Θ, we get














Evaluating the integral over y, the integral takes the form














When cutting the integral at some finite value, the integral in the upper half is a con-
stant times 1/|n −m| and at the lower half sin is upper bounded with linear. Then
the integral there is constant. This works for every cut. Thus the value goes to zero as
|n−m| goes to infinity.
At low temperature only small values of k contribute to the integral, thus
eβk2 − 1 ≈ βk2. (B.39)
















dk′ = π2β .
(B.40)
In conclusion,





for β >> 1 (B.41)
and thus the density-density correlation also decays with the inverse of the distance:
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C.1. Proof of Lemma 1
For the readers convenience we include a proof of our Lemma 1, which is a result
from [Has04b] of the main text.
Proof of Lemma 1. Let us consider the operator O with matrix elements Oij in some
basis of eigenvectors of the HamiltonianH . LetEi, be the energy of the i-th eigenvec-
tor. Define Oω element wise via (Oω)ij := Oij δ(Ei − Ej − ω), then O =
∫
Oω dω
and we can write 〈Oω B〉β = Z−1
∑
i,j δ(Ei − Ej − ω)Oij O′ji e−β Ei and simi-
larly 〈O′Oω〉β = Z−1
∑
i,j δ(Ei − Ej − ω)O′jiOij e−β Ej . However, δ(Ei − Ej −
ω) e−β Ej = δ(Ei−Ej−ω) e−β Ei eβ ω, and thus, 〈O′Oω〉β = 〈Oω O′〉β eβ ω. Hence,
〈Oω O′〉β =
1






Next, we use that (1 + eβ ω)−1 = 1/2− β−1
∑
n odd(ω − inπ/β)−1, where the sum
ranges over all positive and negative odd n. For n > 0, we have
(ω − inπ/β)−1 = i
∫∞
0 e−(iω+nπ/β) t dt. Similarly, for n < 0, we have
(ω − inπ/β)−1 = −i
∫∞
0 e(iω+nπ/β) t dt. Thus,
1







eiω t − e−iω t
eπ t/β − e−π t/β
dt. (C.2)
Due to the linearity of time evolution O(t) := eiH tO e−iH t we have Oω(t) =










eπ t/β − e−π t/β
dt.
(C.3)
Finally, by integrating Eq. (C.3) over ω we get Eq. (5.4).
C.2. Proof of Lemma 2
Here we discuss how to prove Lemma 2 following the strategy outlined in [FFGCG15]
of the main text.
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Proof of Lemma 2. As in [FFGCG15] of the main text the Hamiltonian is separated
into a finite-range and a long-range part. All interactions over distances up to some











and all others into the long-range part. As ϑ is later chosen to grow with time, one
should think of both parts of the Hamiltonian as piece wise constant in time. For any
operatorO letO(t) be the time evolution ofO underHFR only. Due to standard Lieb-
Robinson bounds [Has04a, NVZ11, KGE14] the time evolution under the finite-range
part is quasi-local, i.e., O(t) can be decomposed into a sum of operators
∑∞
l Ol(t),
each supported only on the support ofO and a border of width ϑ l around it. The norm
of these operators can be bounded proportional to exp(v(ϑ) t− l) with the speed











It is crucial that the speed v(ϑ) of the finite-range Hamiltonian HFR can be bounded
independently of ϑ by v(ϑ) ≤ v := 4 J exp(1) 2D ζ(1 + α −D) ≤ 8 J exp(1) 2D,
where ζ is the Riemann zeta function and we have used that α > 2D. In particular
Eqs. (S3) and (S8) from the Supplemental Information of [FFGCG15] from the main
text also hold in our setting with an anti-commutator instead of a commutator.
As a side remark, as was already noted in the main text, one can use the same approach
to derive a Lieb-Robinson type bound very similar to Lemma 2 also for Hamiltonians
with long-range interactions between patches of particles whose diameter is bounded
by a constant. The finite range part HFR is then to be constructed such that it contains
all the terms in which the maximum distance between any two sites in the coupled
patches is smaller than or equal to ϑ and only those. The value of v changes with
the size of the patches, but it remains independent of ϑ. In the rest of the proof, all
one has to do is to replace balls with radius r around sites with such that contain the
respective patch and separated it from the boundary of the ball with a distance r. For
finite t and l this leads to corrections in the right-hand side of Eq. (5.5), but these
become negligible in the limit of large l. Apart from this, only the numerical values
of the constants v, c0 and c1 change.
Returning to the proof for the case considered here, one then makes use of the interac-
tion picture to bound the additional growth of the support due to the long-range part.
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We define Cr(t) := ‖{O(t), O′}‖ in analogy to the quantity introduced in Eq. (S9) of
the Supplementary Information of [FFGCG15] from the main text and proceed as in
Section S2. Let U(t) be the interaction picture unitary, i.e., the unitary for which for
any operator O it holds that O(t) = U†(t)O(t)U(t). The idea is now to introduce the
generalized (two-time) anti-commutator
C lr(t, τ) := {Ol(t),U(t)O′ U†(t)} (C.7)




r(t, t)‖ = Cr(t). By using
the von Neumann equation and the equality
{A, [B,C]} = {C, [A,B]}+ [B, {C,A}], (C.8)
(instead of the Jacobi identity) one obtains a differential equation for C lr(t, τ) equiv-
alent to Eqs. (S11) and (S16) from [FFGCG15] of the main text with the outer com-
mutator in the second term replaced by an anti-commutator. After employing the
bound (S17), also in the fermionic case, a part of the right-hand side can be identified
to be C lr(t) allowing for the same type of recursive bound on ‖C lr(t, t)‖. As every-
thing is now reduced to scalars, one can proceed completely analogous to the proof in
[FFGCG15] of the main text to obtain, with c0, c1, and ϑ constants,
Cr(t) ≤ c0ev t−r/ϑ + c1evϑ t(ϑ v t/r)α (C.9)
where
vϑ ≤ ϑ tD ϑ2D−α, (C.10)
which is the analogue to Eq. (18) in [FFGCG15] of the main text.
That Lemma 2 is restricted to α > 2D is a consequence of the above bound on vϑ,
which becomes small for large ϑ only if α > 2D. It can be shown to hold as follows.









= 2D J ζ(α−D + 1, ϑ+ 1) (C.13)
where ζ is the Hurwitz zeta function (a generalization of the Riemann zeta function).
In total this gives
vϑ ≤ ϑ′ (2ϑ v t)D J ζ(α−D + 1, ϑ+ 1), (C.14)
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and it remains to show a bound on ζ for large ϑ. We make use of the following integral
representation of ζ, valid for all α−D + 1 > 0 and ϑ > 0:




1− e−x dx (C.15)









which, as long as α > D, allows to compute the resulting integral explicitly∫ ∞
0
xα−D−1 e−(ϑ−1/2)x dx (C.17)
= Γ(α−D) (ϑ− 1/2)D−α, (C.18)
which yields the following bound on vϑ
vϑ ≤ ϑ′ (2 v)D J
Γ(α−D)
Γ(α−D + 1) t
D ϑD(ϑ− 1/2)D−α. (C.19)
Proceeding as in [FFGCG15] of the main text one obtains Lemma 2 as stated in the
main text.
C.3. PBC implies short-range interactions















is only non-negligible when antiperiodic boundary conditions are considered, that is,
for i > L we set ai := −ai mod L. For simplicity, we study the problem for both pe-
riodic and antiperiodic boundary conditions and make use of a parameter pBC which
characterizes the boundary conditions, such that pBC = +1 corresponds to periodic
boundary conditions (PBC) and pBC = −1 corresponds to antiperiodic (ABC).
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First, we analyse the first term of the long-range term (5.17) (the annihilation-annihilation

















Given this, we apply the boundary conditions and introduce a change of indexes j′ =










d−αj′+L−i ai aj′ . (C.23)











d−αj′+L−i ai aj′ . (C.24)
We apply the canonical commutation relation {ai, ak} = 0, make two changes of


















d−αj ai ai+j . (C.26)











Given this expression, it is clear that this term and its conjugate cancel for periodic
boundary conditions. We can conclude then that the long-range term does not con-
tribute for PBC and for any interaction exponent α. On the other hand, the long-range
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C.4. Power-law decay of correlations in the Kitaev
chain







































Figure C.1.: Double logarithmic plots of the correlations corr as a function of the
distance l for α = 0.5, 1, 1.5, 2 from left to right. The blue, orange and green lines
correspond to µ = 0.5, 1.0, 1.5. The different line styles indicate different inverse
temperatures, namely β = 0.1, 1.0,∞ respectively. For each combination we overlay
curves for chain lengths L = 500, 1000, 2000 to visualize the influence of finite size
effects. For large α and high temperatures a bending of the curves at short distances
is visible, reminiscent of the transient behavior observed for α > 1 at T = 0 in
[VLE+14] of the main text. The exponents shown in Figure 5.1 in the main text were
determined by linear fits to the logarithmized data in the range l ∈ [lmin, 300] with
lmin = 200 except for α ≥ 2, where lmin = 50 for β = 1,∞ and lmin = 20 for
β = 0.1. Data with corr < e−32 were discarded. The remaining data is almost
perfectly linear in the double logarithmic plot.
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C.5. Correlations for different values of ∆
Figure C.2.: Double logarithmic plots of the correlations corr as a function of the
distance l for ∆/t = 1.5, 3 from left to right. The blue, orange and green lines corre-
spond to µ = 0.5, 1.0, 1.5. The different line styles indicate different inverse temper-
atures, namely β = 0.1, 1.0,∞ respectively. For each combination we overlay curves
for chain lengths L = 500, 1000, 2000 to visualize the influence of finite size effects.
The exponents have been extracted in the same way than described in Figure C.1.
Notice that the plots are equivalent in the asymptotics with the only exception of the
quantitative value of the correlations, which are greater when ∆ increases.
C.6. Fourier analysis
Here we compare our result with what can be obtained using tools from Fourier anal-
ysis. It is known that one can essentially show the following (some additional condi-
tions omitted for the sake of brevity, see [Kat04, Section I.4] of the main text for more
details):
i. If the absolute values |fk| of the Fourier coefficients of a function f decay
slightly faster than |k|−α, then f is almost (α− 1)-times continuously differen-
tiable.
ii. If a function f is α′-times continuously differentiable, then the absolute values
|fk| of its Fourier coefficients decay like |k|−α
′
.
If the Hamiltonian H of a 1D long range system is quadratic and translation invariant,
then the Hamiltonian matrix hij ∈ O(|i − j|−α) is circulant and its first row can be
thought of as the Fourier coefficients of a function f(x) that is almost (α − 1)-times
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continuously differentiable. In turn, corr(ai, ai+l)β can be thought of as the Fourier
coefficients of the function g(x) := 1/(1+eβ f(x)), which is also almost (α−1)-times
continuously differentiable, and thus corr(ai, ai+l) ∈ O(|l|−α+1).
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D.1. From the Heisenberg equations to the QLE
We can write down the Heisenberg equations of motion
(
d
dtA(t) = i[H,A(t)] +
∂tA(t)
)
for all degrees of freedom {x, p, xi, pi} of the total system H = Hp +Hs +
Hp–s. These read













ṗi = −miω2i xi − gix. (D.1d)













ds sinωi(t− s)x(s). (D.2)
Similarly, one can differentiate Eq. (D.1a) and use Eqs. (D.1b) and (D.2) to eliminate

























This is the quantum Langevin equation (QLE) for our probe. Since we are interested
in the steady state of the central oscillator, we may let t0 → −∞ without loss of













D.2. Steady-state solution of the QLE: The fluctuation-dissipation relation











dω J(ω) sinωt Θ(t), (D.5)





x(t)− x(t)χ(t) = f(t), (D.6)
where ∗ denotes convolution. Note that, so far, the initial state of the sample has not
been specified and is thus completely general. In Sec. D.2 below we shall adopt a
thermal equilibrium preparation.
D.2. Steady-state solution of the QLE: The
fluctuation-dissipation relation
Let us start by computing 12〈{f̃(ω
′), f̃(ω′′)}〉T = Re 〈f̃(ω′)f̃(ω′′)〉T from Eq. (D.4),
where the subscript in 〈· · · 〉T emphasizes that the average is taken over the initial
Gibbs state of the sample. Taking into account that 〈xi(t0)x′i(t0)〉T = δii′(2miωi)−1[1+













[1 + 2ni(T )]
×
[
cosωi(t′ − t0) cosωi(t′′ − t0)






dω J(ω) coth ω2T cosω(t
′ − t′′), (D.7)
where we have used 2ni(T )+1 = coth (ωi/2T ), which follows from the definition of
the bosonic thermal occupation number ni(T ) := [exp (ω/2T ) − 1]−1. Now, taking
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dω J(ω) coth ω2T
[
δ(ω + ω′)δ(ω′′ − ω) + δ(ω′ − ω)δ(ω′′ + ω)
]




J(ω′) Θ(ω′)− J(−ω′) Θ(−ω′)
]
, (D.8)
where we have used the identity
∫∞
−∞ dt eiωt = 2π δ(ω). On the other hand, we may
find Im χ̃(ω) from Eq. (D.5). Note that








































[δ(ω − ωi)− δ(ω + ωi)] =
∞∫
0
dω′ J(ω′)[δ(ω − ω′)− δ(ω + ω′)]
= J(ω) Θ(ω)− J(−ω) Θ(−ω). (D.9)
Hence the fluctuation-dissipation relation 〈{f̃(ω′), f̃(ω′′)}〉
= 4π δ(ω′+ω′′) coth (ω′/2T ) Im χ̃(ω′). When it comes to its real part, the calculation
is not so straightforward. Recall from Eq. (D.5) that the response function χ(t) is
causal due to the accompanying Heaviside step function. Causal response functions
have analytic Fourier transform in the upper-half of the complex plane and therefore,
the Kramers-Kronig relations hold [Wei08]. In particular








:= H Im χ̃(ω), (D.10)
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where we have introduced the Hilbert transform g(y) = H f(x) := π−1 P
∫∞
−∞ dx f(x)/(x−
y) [Bat54], and P denotes Cauchy principal value.
D.3. Dissipation kernel for Ohmic and super-Ohmic
spectral densities with exponential cutoff
We will now obtain R χ̃(ω) for two instances of the family of spectral densities
Js(ω) := π2γω
sω1−sc e
−ω/ωc , namely s = 1 (Ohmic case) and s = 2 (super-Ohmic
case) [VRA15]. To begin with, let us list four useful properties of the Hilbert trans-
form that we shall use in what follows
f(−ax) H7−→ −g(−ay)a > 0 (D.11a)









ea|y| Ei(−a|y|)− e−a|y| Ei(a|y|)
]
, a > 0 (D.11c)
signx exp (−a|x|) H7−→ − 1
π
[
exp (a|y|) Ei(−a|y|) + exp (−a|y|) Ei(a|y|)
]
, a > 0,
(D.11d)
where Ei(x) := −
∫∞
−x dt t
−1e−t is the exponential integral, and Ei(x) denotes its
principal value.
D.3.1. Ohmic case (s = 1)
According to Eqs. (D.10) and (D.9), one has
R χ̃(ω) = πγ2
{




Using Eqs. (D.11a) and (D.11b), this rewrites as
R χ̃(ω) = πγ2
{
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Now, using first Eq. (D.11a) again, and then Eq. (D.11c), one finds








exp (−ω/ωc) Ei(ω/ωc)− exp (ω/ωc) Ei(−ω/ωc)
]
, (D.14)
which can also be expressed in terms of the incomplete Euler’s Gamma function
Γ(0, x) = −Ei(−x).
D.3.2. Super-Ohmic case (s = 2)
Using the properties of Eq. (D.11) it is also straightforward to obtain R χ̃(ω) in the
case of s = 2:
R χ̃(ω) = πγ2ωc
{
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× [J(ω′)Θ(ω′)− J(−ω′)Θ(−ω′)] coth ω
′
2T δ(ω










This gives a closed expression for the position-position covariance. Note that, since













Therefore, we have fully characterized the steady state of a single harmonic oscillator
in a bosonic bath. Note that the only underlying assumption is that the sample was
prepared in an equilibrium state at temperature T . Specifically, this was required when
evaluating the correlators 〈{xi(t0), xi(t0)}〉T and 〈{pi(t0), pi(t0)}〉T in Eq. (D.7).
Otherwise, our calculation is completely general. For a non-equilibrium sample, one
would only need to recalculate Eqs. (D.7) and (D.8).
D.4.1. Explicit calculation for Ohmic spectral density with
Lorentz-Drude cutoff
The integrals in Eqs. (D.18) and (D.19) are easy to evaluate numerically. However,
when dealing with the simple Ohmic spectral density with Lorentz-Drude cutoff in-
troduced in the main text as J(ω) = 2γω2cω/(ω2 + ω2c ), it is possible to calculate the
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covariances analytically. This will allow us to get some insight into the temperature-
dependence of the covariances at very low T and about the squeezing in the position
quadrature described in the main text.






































where h4(ω) := (ω− iνn)[(ω20−ω2 + 2γωc)(ωc+ iω)−2γω2c ], h3(ω) = (ω20−ω2 +






where νn := 2πTn are the Matsubara frequencies.










where gn(x) := b0x2n−2+b1x2n−4+· · ·+bn−1 and hn(x) := a0xn+a1xn−1+· · ·+an
and the matrices ∆n and Mn are defined as
∆n :=

a1 a3 · · · 0
a0 a2 · · · 0









b0 b1 · · · bn−1
a0 a2 · · · 0





0 0 · · · an

. (D.23)
For (D.22) to be valid, hn(x) must have all its roots in the upper half of the complex




T (νn + ωc)




To proceed further, we shall resort to the digamma function ψ(z), defined as the log-
arithmic derivate of Euler’s gamma function [AS65]; that is ψ(z) := ddz ln Γ0(z),
where Γ(z)0 :=
∫∞
0 dt tz−1e−t. The digamma function satisfies the following iden-
tity [AS65]
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where G(n) and H(n) are polynomials in n, dm are the N roots (assumed to be
simple) of H(n+1), and cm are the coefficients of the simple-fraction decomposition
of G(n+ 1)/H(n+ 1) (
∑N




ν1(dm + 1) + ωc
ω20 + 2γωc + ν1(dm + 1) + ν1(dm + 1)[3ν1(dm + 1) + 2ωc]
, (D.26)
and the dm are the three solutions to
ν31(d+ 1)3 + ν21(d+ 1)2ωc + ν1(d+ 1)(ω20 + 2γωc)
+ω20ωc = 0. (D.27)







Similarly, the momentum covariance can be found to be








ω20ωc + ν1(dm + 1)(ω20 + 2γωc)
ω20 + 2γωc + ν1(dm + 1)[3ν1(dm + 1) + 2ωc]
. (D.30)
It must be noted that Eqs. (D.28) and (D.29) are exact, though not very informative. In
the next section we will try to simplify their expressions by taking the low temperature
limit.
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D.4.2. Low T and large ωc limit
Let us consider again Eq. (D.27). To begin with, let us assume that γ/ωc ≪ 1 so that
dm ' d(0)m + γωcd
(1)
































Notice that the roots diverge as T → 0 due to the ν1 appearing in the denominators.
It is thus possible to replace the digamma by the first term in its asymptotic expansion
ψ(z) ∼ ln z.
Eqs. (D.28) and (D.29) can be further simplified by retaining terms only up to first
order in ω0/ωc and T/ω0. When expanding the expressions above, care must be































From Eq. (D.32a) we can see how the variance in the position quadrature is reduced
below its thermal equilibrium value of 〈x2〉T = (2ω0)−1 coth ω02T ∼ (2ω0)
−1, as
noted in the main text. On the other hand, the ‘quantum correction’ over 〈p2〉T [i.e.,
the bracketed term in Eq. (D.32b)] is dominated by the non-perturbative logarithmic
divergence, and will therefore be positive. In particular, for strong dissipation, i.e.
γ/ω0 & 1, 〈p2〉 ' 〈p2〉T + 2γπ ln
ωc
ω0
and hence ∂T 〈p2〉 ' 0. On the contrary, there is
no reason to drop the temperature dependence of 〈x2〉 in the strong dissipation regime.
This intuitively justifies our observation that the dispersion in the position quadrature
exhibits a quasi-optimal thermal sensitivity in the ultra-cold strongly-coupled regime,
whilst the dispersion in momentum performs very poorly as a temperature estimator.
Unfortunately, Eqs. (D.32) are unsuitable to derive a qualitatively accurate and equally
simple analytical expression for the low-temperature QFI. One should proceed instead
124
D.5. Dependence of the normal-mode frequencies on the coupling strength in a ‘star system’
directly from Eqs. (D.28) and (D.29) and expand the resulting expression again to first
order in the small parameters γ/ωc, ω0/ωc, and T/ω0. Although this is in principle
straightforward, the algebra quickly becomes unmanageable.
D.5. Dependence of the normal-mode frequencies on
the coupling strength in a ‘star system’
Let us consider a finite star system with N modes. As already explained in the main
text, this will be comprised of a central harmonic oscillator of bare frequency ω0
(playing the role of the probe), dissipatively coupled to N − 1 independent peripheral
oscillators with arbitrary frequencies ωi∈{1,··· ,N−1} (representing the sample). We
will choose linear probe-sample couplings of the form xG
∑N−1
i=1 gixi. Therefore,
adjusting G simply amounts to rescaling the probe-sample interaction without chang-
ing the overall frequency distribution of the couplings. This is exactly what happens
when the dissipation strength γ is tuned in the spectral density J(ω) of the continuous
Caldeira-Leggett model from the main text. Note that we also allow for an arbitrary
frequency-distribution of the coupling constants gi.
Hence, the totalN -particle Hamiltonian may be written as Ĥ = 12 x̄
tVx̄+ 12 |p̄|
2. Here,
theN -dimensional vectors x̄ and p̄ are x̄ = (x, x1, · · · , xN−1) and p̄ = (p, p1, · · · , pN−1).
For simplicity, we will take unit mass for all particles. The N ×N interaction matrix
V may thus be written as
V = G

G−1Υ20 g1 g2 · · · gN−2 gN−1
g1 G
−1ω21 0 · · · 0 0







gN−2 0 0 · · · G−1ω2N−2 0
gN−1 0 0 · · · 0 G−1ω2N−1

. (D.33)
The frequencies of the normal modes of the system are given by the square root of the
N solutions υi of PN (υi) = |V − υi1| = 0. Note that we have shifted the frequency






i to ensure that all υi > 0.
While it is hard to obtain closed expressions for υi, one may easily see the following:
The frequencies of the modes above Υ0 increase with the coupling strength, whereas
those of the modes below Υ0 decrease with G (i.e. ∂Gυi > 0 for υi > Υ20 and
∂Gυi < 0 for υi < Υ20). Indeed, expanding PN (υ) by minors along the last row,
125
D. Appendix of Chapter 6: Low-temperature thermometry enhanced by strong coupling
yields the recurrence relation
PN (υ) = (ω2N−1 − υ)PN−1(υ)−G2 g2N−1ΠN−2k=1 (ω
2
k − υ), (D.34)































Comparing Eqs. (D.35) and (D.36) we can see that ∂Gυi > 0 for υi > Υ20, and that,
on the contrary, ∂Gυi < 0 for υi < Υ20.
Now consider the situation in which the star system is prepared in a Gibbs state at
temperature T . Paraphrasing the line of reasoning of the main text, if T happens to
be so low that not even the fundamental mode is significantly populated, the thermal
sensitivity of the entire system, and also that of the central temperature probe, van-
ishes. However, if we were to increase the coupling strength G, the frequencies of the
lowest normal modes would decrease monotonically. As a result, the first few modes
could get thermally populated thus enabling temperature sensing.
This intuition can be made more precise by explicitly writing the total QFI of the star
system F (star)T . Its global thermal state can be expressed as ΩT ∝ exp (−H/T ) =⊗N
i=1 Ω
(i)
T , where Ω
(i)
T stands for the Gibbs state of the normal mode at frequency√







, where the QFI for temperature estimation in a thermal modeF (eq)T
was defined in the main text.
If the temperature T is low enough, only the terms corresponding to the lowest-
frequency normal modes will contribute significantly to the sum in F (star)T . Crucially,
F (eq)T (ω) also increases monotonically as ω → 0 which, in turn, entails a monotonic
increase of F (star)T with G at low T . If, on the contrary, the temperature were large
enough to thermally populate modes above Υ0, the situation would become less clear:
The global QFI could either increase or decrease with G. Due to its central posi-
tion, the QFI of the reduced state of the probe qualitatively follows F (star)T (although
FT  F (star)T ).
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