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Résumé   
La zone littorale concentre des enjeux socio-économiques et environnementaux 
majeurs. Pour comprendre la dynamique des systèmes associés et prévoir leurs évolutions, en 
particulier dans un contexte de forte pression anthropique et de changement climatique, il est 
nécessaire de s’appuyer sur des systèmes d’observation pérennes fournissant des données 
robustes. Par son emprise spatiale, la télédétection de la couleur de l’eau a démontré ces 
dernières années son fort potentiel pour l’observation du littoral et tend à devenir une 
composante centrale des systèmes d’observation. Néanmoins, les capteurs à très haute 
résolution spatiale (noté par la suite THRS), adaptés à l’observation petite échelle des 
processus physiques et bio-géochimiques qui caractérisent la dynamique de la zone littorale, 
présentent encore de fortes limitations nécessitant des développements techniques et 
scientifiques importants. Dans le cadre de cette thèse, je vais m’intéresser au problème des 
corrections atmosphériques. Ces dernières représentent une étape clé du traitement du signal 
en télédétection de la couleur de l’eau. Elles permettent d’extraire du signal total mesuré par 
un radiomètre embarqué sur une plateforme spatiale, le signal marin. Ce signal, qui ne 
représente qu’environ 10% du signal total, est ensuite utilisé pour mesurer, à partir de 
modèles d’inversion, des paramètres physiques et bio-géochimiques caractérisant les systèmes 
aquatiques marins et continentaux. Or, les méthodes de corrections atmosphériques 
développées pour les missions standards en couleur de l’océan sont le plus souvent inadaptées 
ou inopérantes pour les capteurs THRS du fait de caractéristiques instrumentales moins 
poussées (faible résolution spectrales et faible rapport signal sur bruit). Mon travail a été 
d’abord de développer une méthode de corrections atmosphériques innovante basée sur la 
construction d’un modèle aérosol local, le modèle ISAC. Ce modèle aérosol est le résultat de 
l’étude des variations des propriétés optiques et microphysiques des aérosols sur Arcachon, 
basée sur 4 années de données AERONET. Cette méthode a par la suite été appliquée sur des 
images Landsat 8 et les résultats obtenus ont été évalués avec d’autres méthodes standards de 
corrections atmosphériques. Puis, une comparaison avec des données terrain a permis de 
valider et de montrer les bonnes performances de la méthode. Enfin, les images corrigées avec 
la méthode ISAC ont été utilisées afin d’évaluer les performances d’un modèle d’inversion 
permettant d’extraire la bathymétrie. 
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__________________________________________________________________ 
Title : Atmospheric corrections for high resolution sensors  for coastal 
applications 
Abstract :  
The coastal area accumulates major socio-economic and environmental issues. To 
understand the dynamics of the associated systems and predict their evolution, particularly in 
a context of strong human pressure and climate change, it is necessary to rely on long-term 
observation systems providing robust data. By its spatial extent, ocean color remote sensing 
has demonstrated in recent years its strong potential for the observation of the coast and tends 
to become a central component of observation systems. However, very high resolution 
sensors (hereafter named THRS), suitable for small-scale observation of the physical and 
biogeochemical processes that characterize the dynamics of the coastal zone, still have strong 
limitations requiring important technical and scientific developments. As part of my PhD, I 
will focus on the atmospheric correction issues. The latter represent a key step of the signal 
processing in ocean color remote sensing. They are used to extract the marine signal from the 
total signal measured the sensor through an onboard radiometer. This signal, which only 
represents about 10% of the total signal, is used to measure, from inversion models, physical 
and biogeochemical parameters characterizing the marine and continental aquatic systems. 
However, atmospheric correction methods developed for ocean missions are often inadequate 
or ineffective for THRS sensors due to lower instrumental characteristics (low spectral 
resolution and low signal to noise ratio). My work was first to develop an innovative 
atmospheric correction method based on the elaboration of a local aerosol model, the ISAC 
model. This aerosol model is the result of the study of variations of the optical and 
microphysical properties of aerosol over Arcachon, based on four years of AERONET data. 
This method has later been applied to Landsat 8 images and the results were evaluated with 
other standard methods. Then, a comparison with field data was used to validate and 
demonstrate the good performance of the method. Finally, the ISAC’s corrected images were 
used used to evaluate the performance of an inversion model to extract bathymetry. 
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Chapitre 1 
Introduction générale 
 
 Avec plus de 23% de la population mondiale vivant à moins de 15 km des côtes 
(IPCC, 2007), les zones côtières constituent des environnements subissant de fortes 
contraintes socio-économiques et environnementales (pression démographique, 
artificialisation du domaine marin, risques liés aux changements globaux). Sa sauvegarde et 
sa gestion durable sont des enjeux majeurs qui ont conduit à la mise en place de politiques 
d’adaptation tant au niveau national que local.  
Situés à l’interface des domaines terrestres et maritimes, les zones côtières 
représentent une fraction non négligeable de la productivité des océans (Field et al., 1998). 
Cette productivité est provoquée par des phénomènes d’eutrophisation due à un 
enrichissement des eaux en nutriments terrigènes ainsi que par une stratification et des 
mélanges verticaux saisonniers. Ces eaux de surface enrichies sont propices à la croissante du 
phytoplancton et à la productivité primaire. Ces phénomènes peuvent notamment impacter les 
conditions d’absorption ou de diffusion de la lumière du Soleil dans l’eau. Cette 
eutrophisation peut également avoir une origine anthropique directe ou indirecte avec le 
développement des activités telles que l’industrie, la pêcherie ou l’agriculture, engendrant des 
perturbations et des modifications des spécificités du milieu, allant jusqu’à des phénomènes 
d’hypoxie du milieu (Programme ETIAGE, Lanoux et al., 2013 ; Etcheber et al., 2011 ; 
Sottolichio et al., 2011). Cependant l’impact de ces changements est bilatéral car l’Homme se 
retrouve également influencé par ces changements écologiques induits sur le milieu naturel, 
tels que la pollution des eaux, le recul du trait de côte entraînant des migrations des 
populations (Scavia, 1997). La préservation de ces écosystèmes clés nécessite l’élaboration de 
données de qualité et la mise en place de réseaux de surveillance comme SOMLIT au niveau 
national et MAGEST au niveau local, permettant ainsi une meilleure compréhension du 
fonctionnement de ces écosystèmes. La connaissance et la gestion de la qualité de l’eau, la 
prédiction des blooms phytoplanctoniques, l’estimation du recul du trait de côte et la 
cartographie de la bathymétrie sont quelques exemples des besoins actuels pour une 
protection efficace des environnements et des activités économiques en zones côtières.  
Les zones côtières sont caractérisées par des propriétés environnementales 
particulières, à la fois d’un point de vue physique (instabilités géomorphologiques, 
dépendance aux conditions atmosphériques due aux faibles profondeurs, présence de marée), 
et biologique (présence d’écosystèmes souvent uniques basés sur des populations de 
macrophytes ou de récifs coralliens). Ces caractéristiques rendent les études délicates d’une 
part car les moyens traditionnels de mesure (navire, sondeur, station de mesure, etc.) sont 
rarement adaptés aux faibles profondeurs qui présentent de fortes variabilités dans leur faciès 
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et d’autre part car les paramètres biogéochimiques en milieu côtier ont une forte variabilité 
spatiale et temporelle (Mouw et al., 2015 ; Klemas, 2013). 
 La radiométrie de la couleur de l’eau (RCE) est une discipline qui étudie les variations 
spectrales de la lumière rétrodiffusée par les surfaces aquatiques dans les domaines du visible 
(VIS) et du proche infrarouge (PIR). Ces surfaces concernent à la fois les océans et les 
surfaces aquatiques continentales. La couleur de ces surfaces peut varier d’un bleu profond 
quand les eaux sont pures, à des verts foncés quand les eaux sont riches en phytoplancton 
(Figure 1.1). Afin d’observer, les océans et les zones côtières, des radiomètres multi- et/ou 
hyper-spectraux ont été embarqués à bord de plateformes spatiales permettant ainsi une 
fréquence de mesures élevée (journalière), sur plusieurs années (en général associée à la durée 
de vie des satellites et à la succession des missions spatiales), une résolution spatiale élevée 
(quelques dizaines de mètres à quelques kilomètres), et une couverture quasi globale du globe. 
C’est dans les années 1970 que la télédétection spatiale de la couleur de l’eau voit le jour avec 
l’idée de cartographier la concentration en phytoplancton à partir de mesures de la 
dépendance spectrale de la lumière rétrodiffusée par les océans (Clarke et al., 1970).  
 
 
Figure 1.1. Exemple d’eaux de « couleurs » différentes (Sources : GDR LiGA\CNES) 
 
C’est en 1978 que le 1er satellite dédié à la RCE est lancé. Ce capteur appelé Coastal 
Zone Color Scanner (CZCS) n’était prévu que pour une mission de 1 an seulement. Il fournit 
des données jusqu’en 1986. Il permit de se faire une image totalement nouvelle de la 
répartition des concentrations en phytoplancton dans l’océan (Banse et English, 2000) (Figure 
1.2). La répétitivité et la qualité des données de CZCS ont démontré l’intérêt des observations 
spatiales pour l’océanographie. 
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Figure 1.2. Exemple de la variation saisonnière de la concentration en phytoplancton dans 
l’Océan Indien, entre Mai-Juin (gauche) et Septembre-Octobre (droite), (Sources : NASA). 
 
Dès lors, de nombreux programmes spatiaux sont nés issus des agences spatiales à 
travers le monde. Le tableau I.1 liste les missions actuellement en cours. Une liste des 
missions passées et des futures est consultable sur http://ioccg.org/sensors_ioccg.html. Ces 
missions dédiées principalement à l’observation de l’océan hauturier permettent de mesurer 
de très nombreux paramètres biologique (Chlorophylle…), biogéochimique (Matières en 
suspension…) et géophysiques (vent, température de l’eau, salinité, houles, paramètres 
atmosphériques, bilans radiatifs…), permettant ainsi une compréhension globale du 
fonctionnement des océans.  
 
Tableau I.1. Missions spatiales en cours (Sources : site web IOCCG) 
Capteur Agence Satellite 
Date de 
lancement 
Résolution spatiale 
(m) 
Nombre de 
bandes 
COCTS SOA 
HY-1B 11 April 2007 
1100 10 
CZI (China) 250 4 
GOCI 
KARI/KIOST 
COMS 26 June 2010 500 8 
(South Korea)  
MERSI 
CMA 
FY-3A 27 May 2008 250/1000 20 
(China) 
MERSI 
CMA 
FY-3B 
5 November 
2010 
250/1000 20 
(China) 
MERSI 
CMA 
FY-3C 
23 September 
2013 
250/1000 20  
(China) 
MODIS- NASA Aqua 4 May 2002 250/500/1000 36 
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Aqua (USA) (EOS-PM1) 
MODIS-
Terra 
NASA Terra 
18 Dec. 1999 250/500/1000 36 
(USA) (EOS-AM1) 
OCM-2 
ISRO Oceansat-2 
23 Sept. 2009 360/4000 8 
(India) (India) 
VIIRS 
NOAA 
Suomi NPP 28 Oct. 2011 375 / 750 22 
(USA) 
  
Le principe général de la mesure de la RCE repose sur deux grandes étapes : les 
corrections atmosphériques et les modèles d’inversion (Figure 1.3). Ces étapes permettent le 
passage d’une mesure radiométrique au-dessus de l’atmosphère (notée TOA pour « Top-of-
Atmosphere ») dans les régions du spectre lumineux, aux paramètres bio-géophysiques 
recherchés. 
 
 
Figure 1.3. Principe de la télédétection RCE 
 
 Les capteurs embarqués sur les satellites mesurent le rayonnement électromagnétique 
solaire réfléchi par le système océan-atmosphère. Pour la télédétection RCE, cette mesure est 
effectuée dans le domaine du visible (entre 400 et 700 nm), dans le proche infrarouge (entre 
700 et 1000 nm) et dans le domaine du moyen infrarouge (> 1000 nm). Les informations 
contenues dans le proche infrarouge vont servir à corriger le signal des effets atmosphériques, 
alors que les informations contenues dans le visible renseignent sur le contenu des eaux. Pour 
des applications telles que la cartographie, la reconnaissance de formes ou la classification de 
certains objets, l’information brute (non traitée radiométriquement) est suffisante (Ahmadi et 
Hames, 2009). Mais pour l’estimation des paramètres biogéochimiques, le signal TOA 
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nécessite d’être corrigé des effets de l’atmosphère, puis ce signal corrigé sert d’entrée à un 
algorithme d’inversion. 
 En fonction de la partie du spectre considérée et du champ de vue instantané (noté 
IFOV pour instantaneous field of view), la quantité d’énergie enregistrée par le capteur ne 
sera pas la même. La taille du pixel à la surface va être déterminée par l’ouverture angulaire 
de  l’IFOV. Pour l’observation des eaux hauturières (éloignées des côtes), une basse 
résolution (taille du pixel > 100 m) est suffisante, cependant dans les eaux côtières où un suivi 
des variations spatio-temporelles de la morphologie est nécessaire, la très haute résolution 
spatiale (taille du pixel < 50 m) est recommandée (IOCCG, rapport 13 ; Mouw et al., 2015 ; 
Klemas, 2013 ; Roy et al., 2014). Une des principales difficultés dans la construction des 
capteurs « couleur de l’eau » est d’obtenir des rapports signal/bruit élevés malgré un signal 
mesuré assez faible. Ceci constitue une des principales limitations à l’utilisation des capteurs 
THRS (SPOT, Pléiades, Landsat, Sentinel-2) qui sont majoritairement conçus pour 
l’observation des terres émergées.  
Le capteur satellite mesure une luminance (flux de lumière dans un angle solide 
donné). Cette luminance est dite alors totale car elle est la somme de la contribution de 
l’atmosphère, de la colonne d’eau et de l’état de surface. Cependant, en télédétection 
« couleur de l’eau », on recherche la luminance provenant de la colonne d’eau, ce qui 
implique de corriger la luminance totale : cette étape est appelée « corrections 
atmosphériques ». 
 L’étape des corrections atmosphériques va consister à retirer de la luminance totale, la 
partie du rayonnement rétrodiffusé par les molécules et les aérosols et éventuellement la partie 
réfléchie par la surface, n’ayant jamais pénétré l’océan (voir Chapitre 2, 5 et 6). Afin de 
procéder à ces corrections, le signal est décomposé en différentes contributions. Les 
contributions principales provenant de la diffusion des molécules et des aérosols. La 
contribution par les molécules est facilement déterminée à partir de la pression atmosphérique 
et de l’indicatrice de diffusion des molécules (Gordon et al., 1988 ; Gordon & Wang, 1992). 
La contribution des aérosols représente quant à elle, le principal défi car leur concentration est 
très variable dans le temps et dans l’espace et on ne connait pas à priori leur contenu ni leurs 
propriétés de diffusion et/ou d’absorption. Entre l’émission de poussières qui accompagne une 
éruption volcanique, en passant par les tempêtes de sable, les feux de forêts jusqu’aux 
émissions de particules dues à l’industrialisation, les propriétés optiques des aérosols sont 
complexes et variées. Pour estimer cette composante, deux méthodes sont principalement 
utilisées. La première consiste à estimer la contribution des aérosols à partir de l’image et du 
signal mesuré, corrigé de la diffusion de Rayleigh dans deux bandes dans le PIR ou moyen 
infrarouge (SWIR), où on estime que le signal de l’eau est proche de zéro (Gordon et Clark, 
1981) à cause des fortes propriétés d’absorption. Le signal alors mesuré est associé aux 
aérosols. La contribution des aérosols dans le visible est ensuite obtenue par extrapolation 
grâce au modèle aérosol approprié. Ces méthodes se basent sur une connaissance à postériori 
des aérosols (Gordon, 1978 ; Bricaud & Morel, 1987 ; André & Morel, 1991 ; Gordon & 
Wang, 1994 ; Fraser et al., 1997 ; Gordon, 1997 ; Antoine & Morel, 1998, 1999). L’autre 
méthode est basée sur une connaissance à priori des aérosols. Elle consiste à estimer la 
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contribution des aérosols à partir d’un code de transfert radiatif grâce à la connaissance de 
leurs propriétés optiques. Cette connaissance est possible grâce à des mesures in-situ avec un 
photomètre, par exemple. A partir de ces propriétés optiques, le code va alors estimer la 
contribution des aérosols sur l’ensemble du spectre. Cette deuxième méthode est notamment 
utile pour des capteurs qui ne possédant pas ou seulement une seule bande dans l’infrarouge 
et/ou dont le signal/bruit est trop faible.  
 Après avoir extrait le signal marin et dans le but d’obtenir le paramètre recherché 
(concentration en chlorophylle, hauteur d’eau, etc.), un modèle d’inversion doit être utilisé. 
Ce modèle peut être soit bio-optique ou physique. Ces algorithmes sont trouvés 
principalement sous deux formes : empiriques ou semi-analytiques. Les algorithmes 
empiriques permettent de modéliser la relation entre un rapport de réflectance (le rapport de la 
luminance sur l’éclairement incident) à différentes longueurs d’ondes et le paramètre désiré à 
partir de relations statistiques. Ces relations sont établies à partir de mesures in-situ du 
paramètre considéré et de mesures de réflectances à plusieurs longueurs d’ondes. En ce qui 
concerne les algorithmes semi-analytiques, la relation réflectance-paramètre est établie à 
partir de modèles. Dans ce cas, les valeurs du rapport de réflectance sont obtenues à partir des 
propriétés optiques comme l’absorption et la rétrodiffusion. Ces algorithmes permettent 
notamment de mieux considérer les causes physiques et/ou biologiques des variations de la 
couleur de l’eau. Cependant, ils nécessitent d’obtenir des paramétrisations réalistes pour 
l’absorption et la diffusion et ceci représente la principale limitation. 
 Dans ce travail, nous nous proposons de développer une chaîne de traitements en vue 
de fournir un produit satellite corrigé permettant le suivi de la qualité des eaux côtières et 
l’élaboration de cartes de bathymétrie en eaux peu profondes, à partir d’imagerie spatiale à 
très haute résolution. Avec le lancement en 2013 de Landsat 8 et en 2015 de Sentinel-2, un tel 
outil présente un intérêt majeur pour disposer de données régulières (tous les 5 jours pour 
Sentinel-2) de qualité, pouvant servir à de nombreuses applications.  
 Cette thèse fut motivée par deux constatations : 
En premier lieu, les capteurs THRS se multiplient mais demeurent sous-utilisés par la 
communauté « couleur de l’océan » en raison de limitations en termes de nombre de bandes et 
de qualité du signal mesuré (rapport signal sur bruit) et en raison de méthodes de corrections 
atmosphériques inadaptées sur l’eau. Or la nouvelle génération (Landsat 8, Sentinel-2) tend à 
combler les lacunes en termes de bandes et de qualité de la mesure. Il a été démontré que les 
données issues des missions à haute résolution spatiale (HRS) permettent d’apporter des 
éléments de connaissances important pour l’étude des zones côtières (Mouw et al., 2015 ; 
Klemas, 2013 ; Roy et al., 2014 ; Capo et al. 2014). 
En second lieu, bien que la télédétection dispose de nombreux outils et algorithmes 
permettant de quantifier un grand nombre d’observables utiles à la gestion durable et à la 
surveillance des zones côtières, ces méthodes demeurent encore sous-utilisées et notamment 
par les gestionnaires. Dans le cadre de cette thèse, nous avons choisi de nous intéresser à 
l’inversion de la bathymétrie à partir d’images THRS. 
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Au vu de ces constatations, nous nous inscrivons dans un cadre opérationnel 
susceptible de fournir des images d’entrée de qualité pouvant à terme être utilisées pour des 
applications telles que l’assimilation de données couplées avec des modèles 
d’hydrodynamique sédimentaire (Doxaran et al, 2009), ou pour établir des cartes d’aide à la 
décision. 
Afin de satisfaire à cette approche, et dans le cadre de notre processus de corrections 
atmosphériques des images, nous avons choisi une approche intégrant des données 
d’observations locales de l’atmosphère, afin d’en déduire un modèle aérosol et de l’intégrer à 
un code de transfert radiatif pour simuler la contribution des aérosols à travers l’élaboration 
de look up tables (LUTs) intégrées dans une chaîne de traitement. Les sorties de cette chaîne 
sont utilisées comme entrées dans une autre chaîne permettant de transformer ces images en 
produits géophysiques, comme la bathymétrie. 
Ce travail de thèse se structure en 7 chapitres : 
Nous venons de montrer la nécessité d’obtenir des données de qualité et avons 
présenté la télédétection couleur de l’eau comme un outil adapté à ces besoins. Avant de 
rentrer au cœur des objectifs de la thèse, il est important de rappeler le principe de la 
télédétection couleur de l’eau et de décrire les grandeurs physiques mesurées. C’est ce que 
nous ferons dans le chapitre 2. Le chapitre 3 est consacré à l’étude des  aérosols. Nous 
décrivons leurs propriétés optiques et microphysiques, et les paramètres notamment utilisées 
pour établir des modèles aérosols. Une bibliographie de différents modèles est également 
fournie 
Le chapitre 4 est consacré à l’étude des propriétés optiques des aérosols au-dessus 
d’Arcachon et leurs variations temporelles et spatiales ; à partir des données d’observations 
AERONET. Le réseau AERONET ainsi que les méthodes de mesures sont d’abord introduits. 
Puis une analyse fine de quatre années d’observations est réalisée que cela soit au niveau des 
propriétés optiques et microphysiques des aérosols. 
Le chapitre 5 décrit la méthode de corrections atmosphériques que nous avons développées à 
partir d’un modèle aérosol local. Notre méthode est par la suite évaluée par rapport à d’autres 
méthodes. 
Le chapitre 6 s’intéresse aux effets de surface à travers la correction de la réflexion 
spéculaire ou sun glint pour les capteurs THRS. Une comparaison des méthodes de correction 
de ces effets sur deux capteurs est effectuée. 
Enfin dans le chapitre 7, nous nous intéressons à l’inversion de la bathymétrie afin d’illustrer 
notamment l’importance de développer des modèles de correction atmosphérique ainsi que le 
potentiel des capteurs THRS pour établir des cartes de profondeur. Après une première partie 
décrivant la sensibilité de la réflectance aux paramètres du modèle, une description du modèle 
d’inversion ainsi qu’une étude de sensibilité sur ce modèle est effectuée. 
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Chapitre 2  
Télédétection et Couleur de l’eau 
 
2.1. Optique marine : principes et bases 
 
 Dans cette partie, nous décrivons les notions de base utilisées en optique marine et les 
relations fondamentales qui relient la grandeur mesurée par les satellites aux propriétés 
optiques  de l’océan et de l’atmosphère. La modélisation du signal marin sera évoquée dans le 
chapitre 7. 
 
2.1.1. Géométrie d’observation 
 
L’observation d’une surface terrestre, A, par un capteur satellite est définie selon 
certains angles (Figure 2.1) : 
- L’angle zénithal solaire, θs, angle entre la direction du soleil et la normale, Z, au point 
observé 
- l’angle zénithal de visée, θv, angle entre la direction d’observation et Z 
- l’angle azimutal relatif, ф, angle entre les plans verticaux (ф s – ф v) 
 
 
Figure 2.1 Définition des conditions d’observations. (Sources : Guyot, 1992). 
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2.1.2. Grandeurs radiométriques 
 
Les grandeurs radiométriques permettent de caractériser la manière dont le 
rayonnement se propage dans un milieu. En optique marine, les principales grandeurs utilisées 
sont la luminance (en anglais, radiance) et l’éclairement (irradiance). Dans ce chapitre, nous 
définissons les notions les plus importantes pour notre étude. 
Soit dF, un flux d’énergie radiative monochromatique (en W.μm-1), éclairant une 
surface dA, ou émis par cette surface. L’éclairement monochromatique, E, en W.m².μm-1, est 
défini comme le rapport entre le flux dF et la surface A : 
𝐸 =
𝑑𝐹
𝑑𝐴
  
Soit, dE, un éclairement élémentaire, rayonné depuis une surface dA, dans une 
direction θ, à travers un angle solide ΔΩ, en sr (Figure 2.2). 
 
Figure 2.2. Géométrie de la luminance. (Sources : Doxaran, 2002, modifié) 
 
La luminance  L(θ, φ), en W.m².sr-1.μm-1, est alors définie par : 
  
𝐿(𝜃, 𝜙) =
𝑑𝐸
𝑑𝛺. 𝑑𝐴. cos(𝜃)
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La luminance est donc une intensité lumineuse par unité de surface et par unité d’angle 
solide. Sa valeur absolue est indépendante de la distance. C’est cette grandeur qui est mesurée 
par les spectroradiomètres embarqués sur les plateformes satellites ou déployés sur le terrain 
pour des mesures in situ. La luminance est une quantité fondamentale en optique marine, 
notamment pour toutes applications liée à la télédétection couleur de l’eau. On distingue en 
particulier  (Figure 2.3) : 
 
- La luminance ascendante (upwelling radiance), Lu(0-,θ’,φ’,λ) : la luminance 
ascendante juste sous la surface à une profondeur 0
-
, dans une direction de propagation 
définie par l’angle zénithal, θ’, et azimutal, φ’ ; 
 
- La luminance émergeante de l’eau (water leaving reflectance), Lw(θ,φ,λ) : la 
luminance en provenance de l’eau, traversant l’interface eau/air et captée dans la 
direction de propagation (θ,φ). 
 
- La luminance émergeante de l’eaunormalisée (normalised water leaving reflectance), 
Lwn(θ, 𝜙, λ) en µW.cm-2.nm-1.sr-1 : Elle a été notamment introduite pour les mesures 
réalisées à partir de capteurs satellites. Elle est définie par (Gordon et Clark, 1981: 
 
 
𝐿𝑤𝑛(𝜆) =
𝐹𝑜(𝜆)𝐿𝑤(𝜆)
𝐸𝑑(𝜆, 𝜃𝑠)
 
 
avec F0 l’éclairement solaire au sommet de l’atmosphère, à une longueur d’onde donnée. 
Ed(λ, θs) est l’éclairement descendant juste au-dessus de la surface. 
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Figure 2.3. Géométrie de la luminance ascendante et descendante. (Sources : Doxaran, 2002, 
modifié) 
 
2.1.3. Propriétés optiques inhérentes des eaux naturelles 
 
Les propriétés optiques inhérentes ou IOPs (Inherent Optical Properties) d’une eau 
naturelle sont définies comme les propriétés d’interaction du milieu aquatique (molécules 
d’eau, particules en suspension, et matière dissoute) avec la lumière, indépendamment des 
conditions d’éclairement. Un photon pénétrant dans l’eau est soit absorbé, soit diffusé. Ces 
deux propriétés inhérentes (absorption et diffusion) dépendent de la longueur d’onde. Elles 
sont représentées par le coefficient d’absorption, a, et de diffusion, b, en m-1.  
Afin de définir ces coefficients, considérons un milieu homogène de volume dV, 
d’épaisseur dr, éclairé par une source lumineuse monochromatique de longueur d’onde λ, en 
nm, dont le flux spectral énergétique est noté Фi(λ) (Figure 2.4). On suppose qu’il n’y a pas de 
diffusion inélastique, c’est à dire que les photons conservent leur longueur d’onde durant le 
phénomène de diffusion. 
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Figure 2.4. Définition des IOPs. (Sources : Mobley, 1994). 
 
Une partie Фa(λ) du flux incident est absorbée dans la couche d’eau ; une partie Фb(λ) 
est diffusée ; l’énergie restante, dans la direction incidente est notée Фt(λ). Dans ce cas, 
l’équation de conservation de l’énergie s’écrit : 
 
Φ𝑖(𝜆) =  Φ𝑎(𝜆) + Φ𝑏(𝜆) + Φ𝑡(𝜆) 
 
En se basant sur la géométrie de la Figure 2.5, les coefficients d’absorption, a(λ), et de 
diffusion b(λ), en m-1, sont donnés par les formulations suivantes :  
 
𝑎(𝜆) =  lim
𝑑𝑟→0
1
𝑑𝑟
Φ𝑎(𝜆)
Φ𝑖(𝜆)
 
𝑏(𝜆) =  lim
𝑑𝑟→0
1
𝑑𝑟
Φ𝑏(𝜆)
Φ𝑖(𝜆)
 
 
 
Ces deux grandeurs permettent d’obtenir l’atténuation, c(λ), en m-1, qui correspond à la 
perte d’énergie lumineuse (photons) selon la direction initiale du flux : 
 
𝑐(𝜆) = 𝑎(𝜆) + 𝑏(𝜆) 
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Considérons maintenant le champ lumineux diffusé Фb(θ,φ,λ) dans la direction (θ,φ), 
avec θ, l’angle de diffusion et φ, l’angle azimutal. Il est caractérisé par une autre propriété 
inhérente : l’indicatrice de diffusion ou VSF pour Volume Scattering Function, β(θ,φ), en m-
1.
sr
-1
. Dans le cas de l’optique marine, l’hypothèse est faite que le milieu considéré est 
composé de particules orientées de façon aléatoire. Le coefficient spectral de diffusion est 
obtenu en intégrant β(θ,φ) suivant toutes les directions : 
 
𝑏(𝜆) = 2𝜋 ∫ β(θ, λ) sin 𝜃𝑑𝜃
𝜋
0
 
 
En télédétection couleur de l’eau le coefficient spectral de rétrodiffusion, bb, (diffusion 
des particules vers l’arrière), défini par : 
 
𝑏𝑏(𝜆) = 2𝜋 ∫ β(θ, λ) sin 𝜃𝑑𝜃
𝜋
𝜋/2
 
 
En optique marine, l’albédo de simple diffusion spectral, ωo(λ), peut également être 
utilisé. Il correspond à la probabilité pour un photon d’être diffusé et non absorbé. Il est 
proche de 1 dans des eaux où la diffusion prédomine et proche de 0 si c’est l’absorption qui 
prédomine. Il est défini par : 
 
𝜔𝑜(𝜆) =
𝑏(𝜆)
𝑐(𝜆)
 
 
Les IOPs d’une eau de mer, comme par exemple les coefficients totaux d’absorption et 
de diffusion, résultent de la somme des contributions respectives des substances contenues 
dans l’eau : c’est le principe d’additivité. C’est une caractéristique fondamentale des IOPs. 
a(λ) et bb(λ) peuvent être décomposés en : 
 
𝑎(𝜆) =  𝑎𝑤(𝜆) + 𝑎𝑦(𝜆) + 𝑎𝑝ℎ(𝜆) + 𝑎𝑠(𝜆) 
𝑏𝑏(𝜆) = 𝑏𝑏𝑤(𝜆) + 𝑏𝑏𝑝ℎ(𝜆) + 𝑏𝑏𝑠(𝜆) 
15 
 
avec aw, ay, aph et as, les coefficients d’absorption de l’eau pure, des matières organiques 
dissoutes ou substances jaunes, du phytoplancton et des sédiments, respectivement ; bbw, bbph 
et bbs, les coefficients de rétrodiffusion de l’eau pure, du phytoplancton et des sédiments. 
 
2.1.4. Propriétés optiques apparentes des eaux naturelles 
 
Les propriétés optiques apparentes (notées AOPs pour Apparent Optical Properties 
sont utilisées pour décrire le devenir d’un rayonnement lumineux dans l’eau. Elles dépendent 
des IOPs et de la structure directionnelle du champ de rayonnement (conditions 
d’éclairement). Les AOPs sont déterminées à partir de mesures de quantités 
spectroradiométriques telles que l’éclairement et la luminance. Les plus couramment utilisées 
sont : 
- la réflectance ; 
- le coefficient d’atténuation diffuse. 
 
La réflectance diffuse, R, sans unité, est définie comme le rapport entre l’éclairement 
ascendant et l’éclairement descendant, à une hauteur z dans la colonne d’eau : 
 
𝑅(𝜆, 𝑧) =
𝐸𝑢(𝜆, 𝑧)
𝐸𝑑(𝜆, 𝑧)
 
 
En optique marine, on étudie les variations spectrales de la réflectance juste sous la 
surface de l’eau (z = 0-), R(λ, 0-). Ce paramètre caractérise la capacité de la mer à renvoyer un 
signal lumineux vers l’atmosphère. 
En télédétection, le paramètre le plus couramment utilisé est la réflectance marine 
bidirectionnelle (noté Rrs, pour « remote sensing reflectance »). Rrs correspondant à une 
mesure directionnelle du signal lumineux rétrodiffusé par la surface de l’eau dans une 
direction donnée, rapporté à l’éclairement descendant. Elle est définie par (Mobley, 1999) : 
 
𝑅𝑟𝑠(0
+, 𝜃, 𝜑, 𝜆) =
𝐿𝑤(𝜃, 𝜑, 𝜆)
𝐸𝑑(0+, 𝜆)
 
avec Lw(θ,φ,λ) la luminance sortante mesurée au-dessus de l’eau et dans la direction (θ,φ) et 
Ed(0
+,λ), l’éclairement descendant juste au-dessus de la surface (noté 0+).  
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Plus généralement, on définit la réflectance bidirectionnelle (sans unité) notée ρ(θs, θv, 
ф), rapport entre l’énergie réfléchie par la surface et l’énergie incidente, éclairement solaire 
(Es), pour des directions d’éclairement et d’observations θs, θv, ф,(Figure 2.5) suivant la 
formule : 
 
𝜌(𝜃𝑠, 𝜃𝑣 , ф) =
𝜋𝐿(𝜃𝑠, 𝜃𝑣 , ϕ)
cos(𝜃𝑠) 𝐸𝑠
 
 
Ainsi, pour le signal marin, on obtient la relation suivante : 
𝜌𝑤 = 𝑅𝑟𝑠 ∗ 𝜋 
 
Figure 2.5. Géométrie de la réflectance (Sources : Guyot, 1992). 
 
Pour un réflecteur lambertien, surface qui émet ou réfléchit une luminance égale dans 
toutes les directions (θ,φ), la réflectance bidirectionnelle devient indépendante des conditions 
d’éclairement et d’observations. Elle est alors défini par : 
 
𝜌 =
𝜋𝐿
cos(𝜃𝑠) 𝐸𝑠
 
 
Par la suite, afin d’abréger les notations, le terme réflectance sera utilisé pour 
caractériser les observations satellites. 
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L’atténuation verticale de l’éclairement dans une colonne d’eau homogène est définie par : 
 
𝐸𝑑(𝜆, 𝑧) = 𝐸𝑑(𝜆, 0
−)exp (−∫ 𝐾𝑑(𝜆, 𝑧
′)𝑑𝑧′)
𝑧
0
 
 
Le coefficient d’atténuation diffus de l’éclairement descendant, Kd, à la profondeur z 
est défini par : 
 
𝐾𝑑(𝜆, 𝑧) =  −
𝑑𝑙𝑛𝐸𝑑(𝜆, 𝑧)
𝑑𝑧
 
 
Il définit le taux auquel la lumière est atténuée avec la profondeur selon la loi de Beer-
Lambert. 
 
2.1.5. Classification des eaux océaniques 
 
Il existe plusieurs classifications des eaux océaniques établies à partir des IOPs et 
AOPs de l’eau. La classification établie par Morel et Prieur (1977) est la plus couramment 
utilisée. Elle définit deux grandes classes : les eaux du « cas 1 » et du « cas 2 ». A l'origine, 
les eaux appartenaient au cas 1 lorsque la concentration en phytoplancton étaient supérieures 
aux autres particules, à l'opposé les particules organiques sont dominantes pour les eaux du 
cas 2. Dans les deux cas, les substances jaunes (CDOM) sont présentes. Morel et Prieur ont 
suggéré d'utiliser les valeurs du ratio concentration en pigments sur coefficient de diffusion 
comme base pour séparer les eaux du cas 1 et du cas 2. Bien qu'aucune valeur n'ait été 
proposé comme critère de séparation, leurs exemples suggèrent que pour les eaux du cas 1, la 
valeur du ratio concentration en chlorophylle a (en mg.m
-3
) sur la valeur du coefficient de 
diffusion à 550 nm (en m
-1
) est supérieure à 1 tandis que pour les eaux du cas 2, la valeur 
serait inférieure à 1. Cependant, Morel et Prieur font également état de cas "intermédiaires" 
avec des valeurs de ratio entre 1 et 2.2. Par la suite, la définition des eaux du cas 1 et 2 a 
évolué avec le temps et la pratique pour en arriver à celles utilisées aujourd'hui (Gordon et 
Morel, 1983; Morel, 1988) :  
 
 Les eaux du cas 1 concernent les eaux dont les propriétés optiques sont 
déterminées principalement par le phytoplancton, le CDOM et les produits de 
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la dégradation des détritus dont les concentrations varient avec le 
phytoplancton. 
 
 Les eaux du cas 2 comprennent tout le reste, soit les eaux dont les propriétés 
optiques sont influencées par les autres constituants comme les particules 
minérales, le CDOM dont les concentrations ne dépendent pas de la 
concentration en phytoplancton. 
 
 Cette classification des eaux est généralement utilisée pour faire de la modélisation. 
Ainsi, des modèles bio-optiques ont été développés pour la prédiction des IOPs et des AOPs 
pour les eaux du cas 1. Ces modèles utilisent la concentration en chlorophylle comme 
paramètre de départ pour prédire les IOPs de la colonne d'eau. D'autres modèles basés sur la 
chlorophylle ont également été développés pour dériver les AOPs. Une revue de ces modèles 
est disponible dans le papier de Morel et Maritorena (2001). Ces modèles ont souvent été 
utilisés pour inverser la concentration en chlorophylle à partir d'images satellites. Cependant, 
cette classification pose de nombreux problèmes, les eaux hauturières dominées par le 
phytoplancton sont généralement admises comme eaux du cas 1, cependant la concentration 
en CDOM ne varie pas instantanément avec la concentration en chlorophylle (Bricaud et al., 
1981; Gordon et al., 1988; Balch et al., 2004). De plus, pour une valeur de chlorophylle 
donnée, les propriétés optiques peuvent varier d'un facteur 2, voire supérieurs, impliquant 
qu'une bonne relation globale entre la chlorophylle et une propriété optique n'est pas 
forcément vraie pour une situation particulière. Malgré des années de recherche, la prédiction 
des IOPs pour les eaux du cas 1 est toujours un travail en cours (Loisel et Morel, 1998; Morel 
et al., 2002; Maritorena et al., 2002). 
 La classification des eaux a été à l'origine établie pour des eaux profondes où le signal 
du fond n'influe en rien les IOPs de l'eau. Par contre, dans le cas d'eaux peu profondes, le 
signal du fond peut devenir une part importante du signal réfléchi par la colonne d'eau. Ainsi, 
dans certains cas, malgré une bonne estimation des IOPs, l'estimation de la réflectance peut 
totalement être erronée du fait de la contribution du signal du fond.  Donc on peut en déduire 
que toutes les eaux peu profondes appartiennent aux eaux du cas 2 même si les IOPs de l'eau 
sont du cas 1.  
 Ceci démontre la difficulté d'appliquer des modèles dits "globaux" et la nécessité de se 
diriger vers des modèles dits régionaux qui tiennent compte des spécificités de telle ou telle 
région. Cela passe par la compréhension des relations entre IOPs et la réflectance marine 
(Bissett et al., 2002), pour toutes les masses d'eau et donc la nécessité d'obtenir des données le 
plus précis possible. 
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2.2. Modélisation du signal atmosphérique 
 
2.2.1. Le signal mesuré par le satellite 
 
Le signal total mesuré par un satellite au-dessus de l’atmosphère est couramment 
appelé luminance (ou réflectance) Top-Of-Atmosphere (TOA). Une partie du signal mesuré 
provient de la cible considérée, une autre directement de l’atmosphère. Elle est le plus souvent 
exprimée comme la somme des contributions au signal de chaque constituant de l’atmosphère 
et de l’océan ayant un impact optique (Figure 2.6) : 
 
𝜌𝑇𝑂𝐴(𝜆) =  𝜌𝑟(𝜆) + 𝜌𝐴(𝜆) + 𝑇(𝜆)𝜌𝑔(𝜆) + 𝑡(𝜆)𝜌𝑤𝑐 + 𝑡(𝜆)𝜌𝑤 
 
Les différentes contributions correspondent à : 
 
- ρr (λ) est la réflectance dite de Rayleigh, la diffusion du rayonnement solaire par les 
molécules en l’absence d’aérosols dans l’atmosphère. 
 
- ρA (λ) est la réflectance des aérosols, diffusion du rayonnement solaire par les aérosols 
comprenant également la réflectance due à l’interaction entre aérosols et molécules. 
 
 
- ρg (λ) est la réflectance due à la réflexion spéculaire de la lumière sur la surface de la 
mer appelé également glitter ou sunglint 
 
- ρwc(λ) est la réflectance due à l’écume au sommet des vagues (whitecaps) 
 
 
- T(λ) est la transmission directe 
 
- t(λ) est la transmission diffuse 
 
 
- ρw (λ) la réflectance marine ou water leaving reflectance. Ce terme est équivalent à une 
réflectance de télédétection multipliée par π stéradians. 
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Figure 2.6. Représentations des diverses contributions au signal TOA mesuré par le capteur 
 
2.2.2. Les effets atmosphériques 
 
Pour obtenir ρw, il est nécessaire de corriger le signal ρTOA des diverses contributions 
qui le composent, notamment liées à l’atmosphère. Cette étape indispensable est appelée 
« corrections atmosphériques ». En effet, selon la longueur d’onde, ρw, ne représente qu’entre 
1 et 15% du signal total mesuré par le capteur, pour des eaux claires (Tableau II.1 et Figure 
2.7). 
 
Tableau II.1. Contribution (en %) des différentes sources au signal total mesuré dans des 
conditions sans réflexion spéculaire (sun glint) (d’après Kay et al., 2009) 
 Eaux claires Eaux turbides 
λ (nm) Atmosphère Surface Eau Atmosphère Surface Eau 
440 84.4 1.2 14.4 80.8 1.1 18.1 
550 84.2 1.3 14.5 64.1 1 34.9 
670 96.3 1.5 2.2 82.4 1.2 16.4 
750 97 1.9 1.1 97.4 1.5 1.1 
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Figure 2.7. Contribution de la luminance marine (réflectance) au signal TOA, pour une eau 
claire et une eau turbide. (Sources : Gordon, 1994). 
 
L’atmosphère va modifier le signal renvoyé par l’eau et mesuré par le satellite à 
travers deux processus physique que sont la diffusion et l’absorption 
 
2.2.2.1. La diffusion 
 
Lors de sa traversée dans l’atmosphère, une partie du rayonnement va être dévié dans 
différentes directions. Ce phénomène est appelé diffusion atmosphérique et va dépendre de 
plusieurs facteurs : la longueur d’onde, la densité et la taille des particules ou des molécules, 
et l’épaisseur de l’atmosphère à traverser. On distingue trois types de diffusion : la diffusion 
de Rayleigh, la diffusion de Mie et la diffusion non sélective. 
- La diffusion de Rayleigh se produit lorsque la taille des molécules est très inférieure à 
celle de la longueur d’onde du rayonnement, comme l’azote, l’oxygène ou la vapeur 
d’eau. Ce phénomène se produit surtout pour les courtes longueurs d’onde. Elle est 
prédominante dans les hautes couches de l’atmosphère et est à l’origine de la couleur 
bleue du ciel pendant la journée. Son intensité est inversement proportionnelle d’un 
facteur 4 par rapport à la longueur d’onde. 
 
- La diffusion de Mie se produit lorsque la taille des particules est de l’ordre de 
grandeur ou plus grande que la longueur d’onde. Elle concerne les gouttelettes d’eau, 
les cristaux de glace et les aérosols. Elle est moins sélective que la diffusion de 
Rayleigh et est inversement proportionnelle à la longueur d’onde. Elle se manifeste 
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dans tout le spectre solaire mais son influence est quasi nulle dans l’infrarouge 
thermique. Elle se produit plutôt dans les couches basses de l’atmosphère. 
 
- La diffusion non-sélective se produit lorsque la taille des particules est beaucoup plus 
grande que la longueur d’onde, comme les gouttes d’eau et les grosses particules de 
poussière. Elle affecte toutes les longueurs d’onde et explique notamment la couleur 
blanche des nuages. 
 
2.2.2.2. L’absorption 
 
S’il n’est pas diffusé, le rayonnement lumineux peut être en totalité ou en partie 
absorbé. Dans ce cas, il y a transfert d’énergie principalement sous forme de chaleur. 
L’absorption dépend des molécules et de la longueur d’onde. A ces longueurs d’onde, le 
rayonnement sera d’autant plus absorbé que le nombre de molécules absorbantes est 
important. La réflectance mesurée par le capteur sera alors atténuée voire nulle si le 
rayonnement est totalement absorbé. Il existe néanmoins des fenêtres de faible opacité. En 
général, les différentes bandes des satellites se situent dans ces « fenêtres » (Figure 2.8). 
 
Figure 2.8. Fenêtres atmosphériques avec les principales molécules responsables de 
l’absorption. (Sources : F.F. Sabins, Jr., 1978) 
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2.2.2.3 Calcul des composantes atmosphériques 
 
Certaines composantes, liées aux phénomènes de diffusions peuvent être calculées de 
manière précise en fonction d’un certain nombre de paramètres : 
- la diffusion de Rayleigh, en fonction de la longueur d’onde et des conditions 
d’observation ; 
- les coefficients de transmission directe et diffuse ; 
- la diffusion des aérosols en fonction de la longueur d’onde, des conditions 
d’observation, de l’épaisseur optique des aérosols, et leur type représenté à travers un 
modèle spécifique (modèle aérosols). 
Le calcul de ces termes repose sur la résolution de l’équation du transfert radiatif. Il 
existe différents modèles afin de résoudre numériquement cette équations tels que : 
o Le code Monte Carlo, qui étudie la propagation de photons individuels. Cette 
méthode est très lourde en temps de calcul mais permet plus de flexibilité. 
o Le code des ordres successifs de diffusion (SOS) qui consiste à tenir compte 
successivement des photons ayant subi 1, puis n diffusions (Deuzé, 1989 ; 
Lenoble, 2007). Cette méthode sera à la base des méthodes de corrections 
développées et décrites dans ce manuscrit. 
Ces méthodes sont néanmoins très lourdes en temps de calcul, il est alors possible 
d’opter pour la création de Look-Up Tables (LUTs). Cette méthode consiste à pré-calculer des 
valeurs pour toutes les valeurs des paramètres d’entrée choisis pour balayer un intervalle aussi 
grand que possible. Les résultats sont ainsi stockés dans des tables. Une fois les LUTs prêtes, 
les valeurs pour des paramètres quelconques sont obtenues par interpolation. 
 
2.2.3. Méthodes traditionnelles de corrections atmosphériques en couleur de 
l’eau 
 
Lors de l’étape de corrections atmosphériques, nous sommes confrontés à deux 
principaux problèmes : en premier lieu, corriger la diffusion moléculaire, celle-ci peut être 
parfaitement calculée à partir des conditions d’observation et la pression atmosphérique. La 
difficulté est de l’estimer avec une précision suffisante car elle représente la partie dominante 
du signal. Ensuite, la seconde difficulté concerne l’estimation de  la contribution des aérosols. 
Cette étape est difficile car sans mesures in-situ, le type et l’abondance des aérosols sont 
inconnus. Les méthodes traditionnelles pour l’océan ouvert font l’hypothèse du pixel noir ou 
black pixel, mesuré dans les longueurs d’ondes dans le PIR ou SWIR. Cette méthode est 
basée sur le principe que Lw est proche de 0 dans le PIR, pour des eaux du cas 1. Donc une 
fois la diffusion moléculaire corrigée, le signal restant provient de la composante aérosol. Les 
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résultats obtenus sont alors extrapolés vers le domaine du visible en utilisant des modèles 
aérosols (Gordon et Morel, 1983; Gordon et Wang, 1994; Gordon et al., 1997). 
Par contre cette hypothèse n’est plus valable pour les eaux du cas 2, où Lw n’est plus 
égale à 0 dans le PIR, notamment à cause des matières en suspension qui vont rétrodiffuser la 
lumière dans les fortes longueurs d’onde (Lavender et al., 2005; Ruddick et al., 2000; Siegel 
et al., 2000; Wang et Shi, 2005). D’autres méthodes ont été alors développées intégrant des 
bandes dans l’infrarouge courte longueur d’ondes, SWIR, (Wang et Shi, 2005; Wang et Shi, 
2007) où l’absorption par l’eau de mer est très forte et le signal proche de zéro. Des méthodes 
combinant SWIR et PIR ont été également proposés en fonction de la turbidité dans l’eau 
(Wang, 2007 ; Wang et Shi, 2007). Cette méthode détermine la turbidité de l’eau et les eaux 
non turbides seront corrigées à partir de la méthode PIR tandis que les eaux turbides seront 
corrigées à partir de la méthode SWIR. 
Pour ces méthodes, un rapport de bandes dans le PIR ou SWIR, permet ainsi de 
déterminer un facteur appelé epsilon, ξ, qui correspond à la diffusion des aérosols. Cette 
valeur déterminée à partir de l’image est par la suite comparée à des valeurs précalculées pour 
un grand nombre de modèles aérosols (Figure 2.9). Les deux modèles dont les valeurs 
d’epsilon encadrent celle de l’image sont choisis et la dépendance spectrale moyenne d’ ξ est 
alors calculée et appliquée à l’image pour déterminer ξ dans les autres bandes et par la suite 
déterminer ρw. 
 
Figure 2.9. Exemples de valeurs d’epsilon en fonction du modèle aérosol. (Sources : Gordon 
et Wang, 1994) 
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Cependant cette catégorie de méthode est sensible à la contamination par la réflexion 
spéculaire du Soleil à l’interface air-mer (sun glint) dont le signal est fort dans le proche 
infrarouge et peut conduire à une mauvaise estimation du modèle aérosol. La correction du 
sun glint est évoquée dans le chapitre 6. 
Un descriptif plus détaillé de toutes les méthodes de correction atmosphérique est 
disponible dans le rapport n°10 de l’IOCCG (International Ocean Colour Coordinating 
Group) (http://www.ioccg.org/reports_ioccg.html#Reports). 
De manière générale, ces méthodes sont applicables aux capteurs à basse résolution 
spatiale possédant les bandes et le rapport signal sur bruit adéquat. Néanmoins, pour les 
capteurs THRS, le nombre de bandes est limité et ont souvent un rapport signal sur bruit trop 
faible pour des applications en couleur de l'eau. Il devient alors nécessaire de développer des 
méthodes de correction spécifiques pour ce type de capteur. Notamment, on peut s’intéresser 
à calculer la contribution en aérosols à part de simulations avec des modèles de transfert 
radiatif. Ces modèles vont alors, à partir de paramètres dérivés de la composition en aérosol, 
estimer la contribution de ceux-ci. Ces paramètres sont obtenus à partir de l’étude des 
propriétés optiques et microphysiques des aérosols, ce que nous allons étudier au cours des 
chapitres suivants. 
 
^ 
  
26 
 
Chapitre 3 
Propriétés microphysiques et optiques des aérosols 
 
 Le but de ce chapitre est de décrire les aérosols atmosphériques et de s’intéresser plus 
particulièrement à leurs propriétés optiques et microphysiques. Cette présentation est générale 
et concerne tout type d’aérosol. L’objectif est de poser les bases qui permettront de 
développer par la suite une approche régionale innovante pour les corrections atmosphériques 
basée sur une connaissance fine du type d’aérosol présent localement.  
 
3.1. Définition et sources 
 
On appelle aérosol, l’ensemble des particules liquides et/ou solides, en suspension 
dans l’atmosphère à l’exception des constituants des nuages (gouttelettes, cristaux de 
glace…). Leur taille peut varier de quelques nanomètres à presque 100 μm (Figure 3.1). La 
grande variété des sources ainsi que les nombreux processus de formation et d’émission 
rendent leur étude assez complexe. Dans ce chapitre, il n’est pas question de détailler 
finement toutes les caractéristiques propres aux aérosols, mais de définir les principales 
caractéristiques. 
 
Figure 3.1. Diamètre de quelques types d'aérosols, Ndc = Noyaux de Condensation, NCdN = 
Noyaux de condensation des nuages, (Sources : Schaefer et Day, 1997) 
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Les aérosols peuvent être classés selon leur origine (naturelle ou anthropique) ou 
suivant leur mode de formation (primaire ou secondaire). Une estimation de la représentativité 
des aérosols est donnée  dans le Tableau III.1. 
 
Tableau III.1. Estimation des émissions annuelles actuelles (en Tg/an) des principaux types 
d’aérosols (Sources : IPCC, 2001, 2007). 
 
Source Global 
Aérosols primaires  
Carbone suie - combustibles fossiles 2 - 8 
Carbone suie - feux de biomasse 3 - 14 
Carbones organiques - combustibles fossiles 1 - 5 
Carbones organiques - biomasse 16 - 72 
Poussières désertiques 1000 - 3000 
Poussières industrielles 40 - 130 
Sels marins 1000 - 6000 
Aérosols secondaires  
Sulfates - SO2 anthropiques 66 - 90 
Sulfates - dimethyl sulfate 17 - 24 
Sulfates - volcans 6 - 9 
Nitrates - NO2 anthropiques 10 - 19 
Nitrates - NO2 biogéniques 2 - 8 
Carbone organique - COV anthropiques 0.3 - 1.8 
Carbone organique - COV biogéniques 8 - 40 
Pourcentage sources anthropiques ≈ 5 - 10% 
Pourcentage sources naturelles ≈ 90 - 95% 
 
 
 
Un aérosol est dit primaire s’il est émis directement dans l’atmosphère. Ils sont 
présents en majorité et résultent généralement de l’effet mécanique du vent sur la surface 
terrestre (érosion), marine (embruns marins) ou végétale (débris biogéniques). Les volcans 
peuvent ponctuellement être une source naturelle d’aérosols (cendres) lors d’éruptions.  En ce 
qui concerne les aérosols primaires d’origine anthropique tels que les suies, le carbone 
organique ou les poussières industrielles, ils résultent principalement de la combustion 
(industrielle, domestique, ou des feux de biomasse), du transport routier et aérien, de 
l’agriculture ou des chantiers de construction. 
Les aérosols secondaires sont formés à partir de processus de conversion gaz-
particules par phénomène de nucléation, condensation ou adsorption. Ils sont soit 
inorganiques (sulfates, nitrates, ammonium) ou organiques. Les gaz précurseurs peuvent être 
émis par le sol (engrais), la végétation ou les activités humaines (combustion de combustibles 
fossiles). 
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3.2. Distribution en taille 
 
La taille et la morphologie des aérosols sont très variées en raison de la diversité des 
sources et des réactions subies pendant le temps de résidence dans l’atmosphère. La 
répartition des aérosols en nombre, surface et en volume est appelé distribution de taille. Elle 
permet de quantifier le nombre de particules en fonction du rayon. Cette distribution est 
caractérisée par la présence de plusieurs modes (Figure 3.2) : 
- le mode nucléation, pour les particules d’un diamètre inférieur à 0,05 μm. Ces 
particules sont optiquement peu actives et sont souvent négligées dans les calculs 
d’impact radiatif car leur taille est nettement inférieure aux longueurs d’onde solaires 
et thermiques. Mais leur taille peut s’accroitre par condensation et coagulation 
(agglomération de plusieurs aérosols) et ainsi passer dans le mode supérieur. Ce mode 
contient un grand nombre de particules mais participe faiblement à la masse totale du 
fait de leur petite taille. Ce type de particules a une faible durée de vie car rapidement 
capté par des particules plus grosses; 
 
- le mode accumulation pour les particules entre 0,05μm et 1μm. Dans ce mode, 
l’impact radiatif des particules devient important car leur efficacité à diffuser la 
lumière est maximale. Elles présentent le temps de résidence le plus long dans 
l’atmosphère et peuvent servir de noyau de condensation (nuages). Les particules du 
mode d’accumulation tendent à évoluer vers une taille plus grande par phénomène 
d’adsorption  
 
 
- le mode grossier pour les diamètres supérieurs à 1 μm. Les particules sont émises 
principalement dans l’atmosphère (poussières minérales, sels marins, débris végétaux, 
etc …). Du fait de leur grande taille, les particules du mode grossier participe de 
manière importante à la masse totale des aérosols.  
29 
 
 
Figure 3.2. Présentation simplifiée de la distribution en taille des aérosols. (Sources: United 
Kingdom Department of Environment, Food, and Rural Affairs, Expert Panel on Air Quality 
Standards, 2004, modifié) 
 
Le plus souvent, on rencontre une distribution bimodale avec un mode « fin » 
regroupant les particules dont le diamètre est inférieur à 1 μm et un mode « grossier » dont le 
diamètre des particules est supérieur à 1 μm. Les aérosols primaires sont principalement de 
grandes tailles et constituent le mode grossier tandis que les particules secondaires constituent 
le mode fin. Proche d’une source d’aérosols, on trouvera plutôt une distribution monomodale. 
Pour modéliser la complexité de la distribution en taille, il existe plusieurs fonctions 
de distribution n(r) de taille dont les plus utilisées sont : 
 
- la distribution log-normale : 
 
𝑛(𝑟) =
𝑑𝑁
𝑑𝑟
=
𝑛0
𝜎0√2𝜋
exp [−
(ln 𝑟 − ln 𝑟0)
2
2𝜎0
2 ] 
 
avec n(r), le nombre de particules dont le rayon varie entre r et r + dr, r0 et σ0 
représentent respectivement le rayon modal et l’écart-type, et n0 est le nombre de 
particules du mode considéré. Chaque mode sera représenté par un nombre de 
particules, un rayon modal et un écart-type. Une distribution bimodale sera alors la 
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somme des distributions de chacun des modes. Plutôt qu’une distribution en nombre 
d’aérosols, il est plus souvent utilisé une distribution en surface, masse ou volume. 
Il est plus commun de trouver la distribution en taille exprimée en volume, V : 
 
𝑑𝑉
𝑑𝑙𝑛𝑟
=
𝑉0
𝜎0√2𝜋
𝑒𝑥𝑝 [−
(𝑙𝑛𝑟 − 𝑙𝑛𝑟𝑣)
2
2𝜎02
] 
 
La relation entre le rayon modal volumique, rv, et le rayon modal r0 (en nombre) est : 
 
𝑟𝑣 = 𝑟0exp (3𝜎0
2) 
 
rv est donc supérieur à r0, ce qui traduit le fait que la distribution du volume est décalée 
vers les grosses particules, qui y contribuent le plus. 
 
- la distribution de Junge (Junge, 1963) : 
 
 
𝑛(𝑟) = 𝐶𝑟−𝜐 
 
avec υ, le paramètre de Junge, il est lié au coefficient d’Angström, α (défini par la 
suite) tel que ν = −α + 3, C une constante. La loi de Junge a l’avantage de la simplicité, 
car elle ne nécessite qu’un seul paramètre pour décrire la distribution en taille. 
 
L’humidité relative (RH) est un facteur clé pouvant agir sur la taille des aérosols, en 
particulier au-dessus de 60%. Lorsque l’humidité relative augmente, la vapeur d’eau se 
condense sur les aérosols ce qui va augmenter la taille des particules. On appelle croissance 
hygroscopique, le passage d’un diamètre sec à un diamètre humide. Elle est dépendante de 
l’humidité relative, du type d’aérosol et de sa taille. L’influence de l’humidité relative sur la 
croissance des particules peut être exprimée par la relation de Hänel, (1976) : 
 
𝑟(𝑅𝐻) = 𝑟0 [1 + 𝜌
𝑚𝑤(𝑅𝐻)
𝑚0
]
3
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avec r(RH), le rayon à l’humidité relative considérée, r0 le rayon de la particule pour RH = 0, 
m0 le poids sec de la particule, mw(RH), le poids humide et ρ, le rapport entre la masse 
volumique humide et sèche des aérosols.  
 
Un autre paramètre caractéristique : le rayon effectif, reff, défini par Hansen et Travis 
(1974) et utilisé entre autres par Lenoble et Brogniez (1984) et Grainger et al. (1995). Il est 
notamment utilisé pour pouvoir comparer plus facilement différentes distributions entre elles. 
De plus, les particules sphériques diffusent la lumière proportionnellement à l’aire de la 
section transversale (πr²), donc les propriétés de diffusion simple des distributions de tailles 
sont plus étroitement liées avec le rayon effectif que le rayon moyen (Hansen et Travis, 1974; 
Liou, 1992; Mishchenko et Travis, 1997).  Le rayon effectif d’une distribution est une 
simplification du rayon moyen de diffusion: 
 
𝑟𝑒𝑓𝑓 =
∫ 𝑟3
∞
0
𝑛(𝑟)𝑑𝑟
∫ 𝑟2𝑛(𝑟)𝑑𝑟
∞
0
 
 
Il peut être également défini à partir du rayon modal et de l’écart-type : 
 
𝑟𝑒𝑓𝑓 = 𝑟0 exp(2.5𝜎0
2) 
 
3.3. Distribution verticale des aérosols 
 
La concentration des particules n’est pas homogène dans toute l’atmosphère. La 
distribution verticale des aérosols est un paramètre important, car l’impact radiatif des 
aérosols ne sera pas le même en fonction de l’altitude, notamment sur la durée de vie des 
nuages (Charlson et al., 1992; Gadhavi et Jayaraman, 2006). La concentration est largement 
supérieure dans la troposphère qui est la première partie de l’atmosphère. On définit la couche 
limite atmosphérique comme la partie de la troposphère directement influencée par le sol. Elle 
est généralement plus fine pour les hautes pressions atmosphériques (> 1013.25 hPa). 
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3.4. Impact radiatif des aérosols 
 
On appelle forçage radiatif (Figure 3.3), l’interaction des aérosols avec le flux solaire 
incident. Les aérosols ont un forçage radiatif qui varie selon leur type et leur couleur.  
 
 
Figure 3.3. Forçage radiatif des différentes constituants de l’atmosphère (Source : IPCC) 
 
En diffusant et absorbant la lumière ou en modifiant le pouvoir réfléchissant des 
nuages, les aérosols exercent plusieurs effets sur le climat : direct, semi-direct et indirect. Un 
résumé de ces effets est présenté par la figure 3.3. Cette figure montre l'influence de 
constituants d'origine anthropiques sur le forçage radiatif. Les forçages relatifs des gaz à effet 
de serre sont positifs (couleur rouge) car chaque gaz va absorber le rayonnement infrarouge 
émis vers l'atmosphère et donc avoir un pouvoir réchauffant. Les aérosols vont également 
avoir une influence directe sur le forçage radiatif. Certains vont avoir un forçage positif et 
d'autres un forçage négatif (couleur bleue). Le forçage radiatif direct pour l'ensemble des 
aérosols est négatif, ils ont donc un pouvoir en général plutôt refroidissant. 
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3.4.1. Effet direct 
 
Egalement appelé « effet parasol », il concerne l’interaction directe entre le 
rayonnement solaire et les aérosols à travers les processus de diffusion et d’absorption. 
L’effet direct dépend de la longueur d’onde. En effet, dans les domaines UV, visible et 
proche infrarouge, sous l’action des aérosols, le rayonnement incident va être soit diffuser, 
provoquant ainsi une diminution de la quantité d’énergie qui atteint le sol, ce qui va avoir 
pour effet de refroidir la surface (forçage radiatif direct négatif), soit sous l’effet de certains 
types d’aérosols (carbone suie et/ou poussières minérales), le rayonnement va être absorbé et 
ainsi provoquer un réchauffement de l’atmosphère (forçage radiatif direct positif). Dans 
l’infrarouge thermique, les aérosols peuvent amplifier l’effet de serre, en absorbant et en 
rediffusant vers la surface une partie du rayonnement provenant de la surface terrestre 
(forçage direct positif). Mais ce forçage direct dans le domaine thermique va dépendre de la 
taille des particules : il sera faible pour des petites particules (mode nucléation et 
accumulation) mais peut devenir important dans le cas des grosses particules (sels marins, 
poussières désertiques) (Slingo et al., 2006; Mallet et al., 2009). 
En 2007, l’IPCC estimait qu’à l’échelle globale, le forçage direct des aérosols a en 
moyenne un effet de refroidissement au sommet de l’atmosphère (-0.5 ± 0.4 W.m-2) (Forster 
et al, 2007). Mais à l’échelle régionale, cette valeur peut être jusqu’à 30 fois supérieures, 
notamment au-dessus de zones très polluées. Les valeurs de forçage radiatif pour les 
principaux composants de l’aérosol, recensés dans le rapport 2007 de l’IPCC sont donnés 
dans le tableau III.2 
 
Tableau III.2. Forçage radiatif direct au sommet de l’atmosphère (en moyenne annuelle et à 
l’échelle globale) des principaux composants de l’aérosol (Sources : Forster et al., 2007) 
Espèce ΔFTOA 
Sulfate -0.46 ± 0.20 W.m-2 
Nitrate -0.10 ± 0.10 W.m-2 
Carbone suie +0.19 ± 0.10 W.m-2 
Carbone organique -0.05 ± 0.03 W.m-2 
Poussières -0.30 à +0.10 W.m-2 
 
Le sulfate, aux propriétés majoritairement diffusantes, a un forçage radiatif au sommet 
de l’atmosphère négatif. A l’opposé, le carbone suie aussi appelé carbone noir, qui a une forte 
capacité à absorber le rayonnement, contribue à réchauffer l’atmosphère, avec un forçage 
radiatif au sommet de l’atmosphère positif. La grande variabilité des propriétés optiques des 
poussières (en particulier minérales), notamment leur albédo de simple diffusion, rendent la 
détermination du signe de leur forçage moyen très variable. 
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3.4.2. Effet semi-direct 
 
C’est un phénomène encore assez mal connu provoqué par l’absorption du 
rayonnement par les aérosols, ce qui provoque un réchauffement au niveau des couches 
atmosphériques. Ce réchauffement va alors modifier les profits verticaux de température et 
d’humidité relative et ainsi impacter les propriétés nuageuses (contenu en eau, réflectivité, etc 
.). 
 Historiquement, l’effet semi direct (Hansen et al., 1997) était décrit comme le fait 
qu’en présence d’aérosols absorbants proche, le nuage diminuait en taille, due à une 
évaporation partielle de celui-ci. Mais récemment, Perlwitz et Miller (2010) ont fait état d’un 
second effet qui provoquait une augmentation du couvert nuageux. Ceci illustre bien la 
complexité de l’effet semi-direct. De plus l’effet ne sera pas le même selon le type de nuage 
considéré (cumulus ou stratocumulus) et de l’altitude de la couche d’aérosols par rapport à 
l’altitude du nuage.  
 
3.4.3. Effet indirect 
 
Par sa capacité à jouer le rôle de noyau de condensation, l’aérosol peut modifier les 
propriétés optiques et microphysiques et le temps de vie de nuage. Cet effet est qualifié 
d’effet indirect et se compose de deux processus distincts : 
Le 1
er
 effet indirect se manifeste par une modification de l’albédo du nuage.  Lorsque 
les aérosols jouent le rôle de noyaux de condensation, il résulte une augmentation de nombre 
de gouttelettes quand la concentration en aérosols augmente, associée à une diminution de la 
taille des gouttelettes d’eau, pour un contenu en eau liquide constant. Cela va conduire à une 
augmentation de la réflectivité des nuages. Ceci est appelé l’effet Twomey (Twomey, 1974). 
Le second effet est lié à la diminution de taille des gouttelettes d’eau dans le nuage qui 
peut diminuer la quantité de précipitations du nuage. Cette diminution des précipitations a 
pour effet d’augmenter la durée de vie du nuage.  
Dans les deux cas, l’effet indirect provoque une diminution de la quantité d’énergie 
solaire atteignant la surface terrestre, et donc a un effet refroidissant (forçage radiatif négatif). 
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Figure 3.4. Effets des aérosols sur le climat (Sources : IPCC, Haywood et Boucher, 2000) 
 
3.5. Propriétés optiques : paramètres clés 
 
On appelle propriétés optiques des aérosols, la capacité des particules à impacter le 
rayonnement lumineux. Les grandeurs présentées ici dépendent de la longueur d’onde mais 
pour simplifier les notations, celle-ci sera omise. 
 
3.5.1. Epaisseur optique (AOD) 
 
L’extinction du rayonnement incident, par diffusion et absorption, dans une colonne 
d’atmosphère est mesurée par l’épaisseur optique des aérosols (τ). C’est un paramètre sans 
dimension. L’atténuation du rayonnement solaire incident, L, par extinction, au passage d’un 
milieu est décrite par la loi de Beer-Lambert (Lenoble, 1993) : 
 
𝑑𝐿 =  −𝜎𝑒(𝑥)𝐿𝑑𝑥 
 
avec σe, le coefficient d’extinction du milieu en m
-1
. 
On appelle coefficient d’extinction ou d’atténuation, σe, la somme du coefficient de 
diffusion, σb, et du coefficient d’absorption, σa : 
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𝜎𝑒 = 𝜎𝑏 + 𝜎𝑎 
 
L’épaisseur optique totale (ou Aerosol Optical Depth) entre deux altitudes est égale à : 
 
𝜏 = ∫ 𝜎𝑒(𝑧)𝑑𝑧
𝑧2
𝑧1
 
 
3.5.2. Coefficient d’Angström 
 
L’épaisseur optique diminue avec la longueur d’onde. Pour quantifier cette 
dépendance spectrale, on utilise le coefficient d’Angström (Angström, 1929), α, défini par :  
 
𝜏(𝜆2)
𝜏(𝜆1)
= (
𝜆2
𝜆1
)−𝛼 
 
où λ1 et λ2 sont des longueurs d’ondes différentes. C’est un indicateur de la taille des 
particules : quand α est faible, l’AOD varie peu avec la longueur d’onde, les aérosols sont 
plutôt gros, quand α est fort, c’est l’inverse qui se produit. Par exemple, les aérosols 
océaniques ont des coefficients d’Angström proches de 0,4 (grosses particules) alors que les 
aérosols continentaux ont typiquement des coefficients compris entre 1 et 2 (petites 
particules). 
 
3.5.3. Albédo de simple diffusion 
 
L’albédo de simple diffusion (SSA pour Single Scattering Albedo), ω0, est le rapport 
entre le coefficient de diffusion et le coefficient d’extinction. Il permet de quantifier 
l’importance relative de la diffusion des aérosols par rapport à leur absorption. Il se 
caractérise par une valeur proche de 1 pour des particules non absorbantes : 
 
𝜔0 =
𝜎𝑏
𝜎𝑒
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C’est une propriété cruciale dans la détermination du forçage radiatif des aérosols. Sa 
valeur est comprise entre 0 (particule purement absorbante) et 1 (particule purement 
diffusante). Des exemples de valeur sont présentés dans le tableau III.3. On peut notamment 
observer les variations de SSA selon les composés avec les sulfates qui vont être des 
particules diffusantes (SSA = 1) tandis qu'à l'opposé, les carbones suies vont plutôt absorber 
(SSA qui varie entre 0.15 et 0.30). 
 
Tableau III.3. SSA à 500 nm pour les principaux composés chimiques de l’aérosol. 
Espèce SSA Références  
Sulfate 1 Penner et al., 2001  
Nitrate 0.93 Mallet et al., 2003  
Carbone suie 0.15 - 0.30 Bond and Bergström, 2006b  
Carbone organique 0.98 Cooke et al., 1999  
Poussière 0.75 - 0.99 Tanré et al., 2001; Dubovik et al., 
2002 
 
Sels marins 0.99 Hess et al., 1998  
 
Les principales espèces absorbantes sont le carbone suie et dans une moindre mesure 
certaines poussières tandis que les autres espèces sont principalement diffusantes. Pour les 
grands types de particules : urbains, industriels, feux de biomasse, poussières désertiques ou 
sels marins, il existe de nombreuses valeurs de SSA dans la littérature provenant de mesures 
in-situ (photomètres, néphélomètres, …) ou par inversion de mesures satellites. De nombreux 
exemples seront fournis à la fin de ce chapitre. 
La valeur de l’albédo de simple diffusion est un paramètre important pour déterminer 
le signe du forçage radiatif direct des aérosols (Takemura et al., 2002). Plusieurs études ont 
montré que pour des valeurs d’albédo, dans le visible, inférieures à 0.85-0.9, les aérosols ont 
un pouvoir réchauffant tandis que pour des valeurs supérieures, les aérosols ont plutôt un 
pouvoir refroidissant (Hansen et al., 1997 ; Penner et al., 2001). Le forçage radiatif peut être 
positif ou négatif selon la valeur du SSA et de l’albédo de la surface comme le montre la 
figure 3.5. 
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Figure 3.5. Variation du forçage radiatif au sommet de l’atmosphère pour différentes valeurs 
de SSA et d’albédo de surface (Sources : Russell et al., 2002). 
 
Au-dessus de surfaces peu réfléchissantes (faible albédo de surface), la présence de 
particules absorbantes conduit à un forçage radiatif TOA négatif car la quantité de lumière 
réfléchie par la surface et susceptible d’être absorbée est faible. A l’opposé, au-dessus de 
surfaces très réfléchissantes (fort albédo de surface), le forçage radiatif TOA des particules 
absorbantes peut se révéler positif car la quantité d’énergie réfléchie susceptible d’être captée, 
sera dans ce cas importante. 
 
3.5.4. Indices de réfraction 
 
L’indice de réfraction est une propriété optique majeure qui mesure l’extinction de la 
lumière par les particules selon que la lumière soit déviée et/ou absorbée. L’indice de 
réfraction complexe, m, est défini comme : 
 
𝑚 = 𝑚𝑟 + 𝑖 𝑚𝑖 
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La partie réelle (mr) renseigne sur la déviation de la lumière par les aérosols, diffusion, 
tandis que la partie imaginaire (mi) renseigne sur les propriétés d’absorption des particules. 
La partie imaginaire sera faible (proche de zéro) pour des aérosols diffusants tels que le 
sulfate ou les sels marins mais elle peut être élevée (> 0.5) dans le cas d’aérosols absorbants 
comme le carbone suie  (Fuller et al, 1999). 
L’indice de réfraction dépend de la composition chimique de l’aérosol et de l’humidité 
relative. En effet, la condensation de la vapeur d’eau à la surface de l’aérosol entraîne une 
diminution de son indice de réfraction qui va tendre vers celui de l’eau (1.33 à 550 nm (Hale 
et Querry, 1973)). La variation de l’indice de réfraction avec l’humidité relative peut être 
déterminée en utilisant l’équation définie par Hänel (1976) : 
 
𝑚 = 𝑚𝑤 + (𝑚𝑜 − 𝑚𝑤) [
𝑟𝑜
𝑟𝑅𝐻
]
3
 
 
avec mo et mw, les indices complexes de réfraction de la particule sèche et de l’eau, ro et rRH, 
les rayons de la particule à l’état sec et humide. 
 
3.5.5. Fonction de phase 
 
On appelle fonction de phase, la distribution angulaire du rayonnement diffusé par les 
aérosols (Figure 3.6). Elle dépend de l’angle de diffusion (Θ). C’est le rapport entre l’intensité 
de la lumière diffusée dans une direction et l’intensité de la lumière diffusée dans toutes les 
directions. Elle décrit donc la probabilité qu’un photon soit diffusé dans une direction donnée,  
par exemple la quantité de lumière arrivant jusque au sol ou renvoyée dans l'espace. On 
l’appelle également fonction de diffusion. Elle est modélisée par la théorie de Mie à partir de 
deux paramètres : l’indice de réfraction et son paramètre de taille. Lorsque la taille des 
particules augmente, la diffusion vers l’avant (pour un angle compris entre 0 et π/2) est de 
plus en plus marquée. Pour en faciliter l’interprétation, on en dérive le facteur d'asymétrie ou 
le rapport de rétrodiffusion. 
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Figure 3.6. Exemple de mesures de fonction de phase pour différents types d'aérosols 
(Maritime, Troposphériques, Continentaux, en fonction de l'angle de diffusion (source : 
CNES) 
 
3.5.6 Facteur d’asymétrie et rapport de rétrodiffusion 
 
Le facteur d’asymétrie, g, permet de quantifier la quantité de lumière diffusée vers 
l’avant et/ou l’arrière. La valeur de g est comprise entre -1 et 1. Pour une valeur positive de g, 
la diffusion en direction de la lumière incidente sera prépondérante. Pour une valeur négative, 
elle sera principalement dirigée dans la direction opposée (rétrodiffusion). Pour g = 0, la 
diffusion est isotrope ou symétrique. On le définit tel que : 
𝑔 = 1/2∫ cosΘ𝑃(Θ)𝑠𝑖𝑛ΘdΘ
𝜋
0
 
 
Dans le cas des aérosols, g est positif : ces particules diffusent principalement vers 
l’avant. Des valeurs de g pour les principaux constituants sont données dans le Tableau III.4 
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Tableau III.4. Valeurs de g à 500 nm pour les principaux composés chimiques de l’aérosol. 
Espèce g Référence 
Sulfate 0.66 Kiehl et al., 2000 
Nitrate 0.7 Mallet et al., 2003 
Carbone suie 0.33 d’Almeida et al., 1991 
Carbone organique 0.7 Barnard et al., 2008 
Poussière 0.70-0.76 Pandithurai et al., 2008 
Sels marins 0.84 Osborne and Haywood, 
2005 
 
Les valeurs de g indiquent que les particules fines de carbone suie sont caractérisées 
par une faible valeur et sont donc les plus rétrodiffusantes. Par contre, les sels marins dont la 
valeur est la plus proche de 1, vont peu diffuser vers l’arrière. 
 
3.6. Les modèles aérosols 
 
Afin de caractériser les aérosols et ainsi pouvoir corriger de leurs effets, les images de 
télédétection, de nombreux « modèles » ont été créés soit à partir de leurs propriétés 
microphysiques (granulométrie, indice de réfraction), soit à partir de leurs propriétés 
radiatives. Plusieurs composantes de base des aérosols ont été définis (Shettle et Fenn, 1979 ; 
WCP-112, 1986 ; Hess et al., 1998), les principales étant appelés « dust-like », « soot », « 
watersoluble » et « sea-salt ».  
Les aérosols dits « dust-like » sont d’origine minérale comme les poussières 
désertiques, les « soot » comprennent les particules issues de la combustion de matières 
organiques (biomasse, combustibles fossiles), les « water-soluble » correspondent aux 
aérosols solubles dans l’eau et enfin les « sea-salt » correspondent aux aérosols produits par 
l’océan.  
Des modèles ont ainsi été établis à partir de ces composants, en fonction de leur 
proportion. Le but de ce chapitres est de faire une liste non exhaustive  de différentes modèles 
existants, qu’ils soient fondés sur des critères chimiques, géographique ou microphysique. 
Pour ce faire, je me suis inspiré du rapport « Representing Aerosol Optical Properties with 
Theoretical Modelling and Global observations”, (Clerici et Melin, 2005). 
 
 
3.6.1. Les modèles de Shettle et Fenn (1979) 
 
 
Quatre modèles ont été définis, représentés par une distribution log-normale monomodale ou 
bimodale, dont les propriétés optiques dépendent de l’humidité relative : 
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- le modèle Rural : il représente des aérosols non influencés par les contributions 
urbaines et/ou les aérosols issus de l’industrie. Il est constitué de 70% d’aérosols 
solubles (ammonium, sulfates de calcium et composés organiques) et 30 % de 
poussières (dust-like). 
 
- le modèle Urban : il se compose d’un aérosol Rural modifié par un apport d’aérosols 
issus de la combustion fossile et des rejets industriels. Il se compose donc de 80% de 
type rural + 20% de suies (soot). 
 
- le modèle Maritime : il est composé de sels marins (essentiellement du chlorure de 
Sodium) et d’un type continental qu’on peut assimiler à un aérosol Rural (à 
l’exception des grosses particules qui ont été éliminées par les masses d’air qui 
soufflent au large des océans). 
 
- le modèle Troposphérique : il représente les aérosols situés dans la troposphère libre 
(au-dessus de la couche limite). Sa composition est la même que pour le modèle Rural, 
mais la distribution de taille est modifiée de sorte que les grosses particules ont été 
éliminées. La distribution en taille est alors monomodale. 
 
 
Tableau III.5. Composition des modèles de Shettle et Fenn, 1979 
 Hydrosolubles Poussières Suies Sel marin Distribution 
Troposphérique 70% 30%   Monomodale 
Maritime 5%   95% Monomodale 
Rural 70% 30%   Bimodale 
Urbain 56% 24% 20%  Bimodale 
 
 
Les variations des propriétés optiques et microphysiques de chaque modèle en 
fonction de l’humidité relative sont données dans les figures suivantes : 
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Figure 3.7. Rayons de chaque mode en fonction de l’humidité relative pour les modèles de 
Shettle et Fenn. (Sources : Clerici et Melin, 2005). 
 
 On s'aperçoit que quel que soit le modèle, lorsque l'humidité relative augmente, la 
valeur du rayon moyen (rn) augmente également et que cette augmentation devient plus 
importante au-delà d'une humidité relative supérieure à 70% (Figure 3.7). 
 
 
Figure 3.8. Albédo de simple diffusion à 550 nm en fonction de l’humidité relative. (Sources : 
Clerici et Melin, 2005). 
 
 
 Pour l'albédo de simple diffusion (Figure 3.8), on peut faire le même constat : lorsque 
l'humidité relative augmente, la valeur augmente diminuant ainsi le pouvoir d’absorption des 
particules. 
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3.6.2. Les modèles OPAC (Optical Properties of Aerosols and Clouds) 
 
 
Les modèles OPAC (Hess et al, 1998) constituent une évolution des modèles de 
Shettle et Fenn. Le principe est assez similaire mais le nombre de modèles a été augmenté. 
Les modèles sont constitués d’un mélange de distribution log-normales.  La figure 3.9 liste les 
principaux composants de bases de ces nouveaux modèles, on passe alors de 4 constituants à 
10.  
 
 
 
Figure 3.9. Constituants de base des modèles OPAC (Sources : Clerici et Melin, 2005). 
 
 
 La figure 3.10 présente la liste des 12 nouveaux modèles obtenus à partir des 
différentes proportions (N) des constituants de base vus à la figure 3.9. Sont donnés 
également, pour chaque modèle, la valeur du SSA à 550 nm (ωo), la valeur du facteur 
d'asymétrie g à 550 nm ainsi que la valeur du coefficient d'Angstrom α entre 350 et 500 nm 
d'une part et entre 500 et 800 nm, d'autre part. On peut noter les différences au niveau de α500-
800 entre les modèles dits 'continentaux" avec des valeurs autour de 1.4 et "maritimes" dont les 
valeurs sont inférieures à 0.9. 
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Figure 3.10. Liste des différentes modèles OPAC avec la composition des différents 
constituants (N) (Sources : Clerici et Melin, 2005). 
 
 
 La figure 3.11 présente les variations spectrale de ɯo,en fonction de l'humidité relative 
du SSA en fonction de la longueur d'onde pour les modèles continentaux et urbain. On peut 
observer des différences entre les modèles continentaux "clean" et "polluted", par exemple, au 
niveau de la forme de la courbe avec une pente plus forte pour le modèle "clean". De plus, les 
atmosphères polluées sont plus absorbantes. 
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Figure 3.11. Albédo de simple diffusion en fonction de l’humidité relative pour les modèles 
continentaux et urbain. (Sources : Clerici et Melin, 2005). 
 
 La figure 3.12 présente quant à elle les variations du SSA en fonction de l'humidité 
relative pour les modèles maritime et désertique. On peut noter des différences sur la forme 
spectrale entre les modèles "clean" et "polluted", avec une forme plutôt en cloche pour le  
modèle « clean » tandis que pour le « polluted », ɯo augmente avec la longueur d'onde en 
raison d’une plus grande absorption des courtes longueurs d’ondes. 
 
Figure 3.12. Albédo de simple diffusion en fonction de l’humidité relative pour les modèles 
maritime et désert. (Sources : Clerici et Melin, 2005). 
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3.6.3. Les modèles dérivés d’observations AERONET 
 
Les observations du réseau AERONET, dont nous reviendrons plus en détail dans le 
chapitre suivant ont également permis d'établir des modèles aérosols : 
- Modèles aérosols proposés par Dubovik et al., (2002) : 
La figure 3.13 liste les propriétés optiques de certains endroits du globe obtenus après 
8 ans d'observations regroupés en fonction du type d'aérosol dominant. Dans l'ordre, 
on a : marin, urbain-industriel, poussières et feux de biomasse. Cette liste illustre les 
variabilités des propriétés optiques intra et interclasses, notamment en ce qui concerne 
les propriétés d'absorption des aérosols (ωo). Ceci s'explique notamment par des 
différences au niveau des propriétés météorologiques et de l'origine des sources des 
aérosols. 
 
Figure 3.13. Propriétés optiques de sites clé AERONET, g et ω0 sont donnés aux longueurs 
d’ondes suivantes : 440/670/870/1020 nm. (Sources : Clerici et Melin, 2005). 
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 Dans la continuité de ce travail, la figure 3.14 présente les propriétés microphysiques 
relevés pour chacun des 4 types. On note également de fortes variations inter et intra classes, 
notamment au niveau de la partie imaginaire de l'indice de réfraction avec des valeurs 
minimales pour le type maritime et maximales pour le type biomass-burning : 
 
 
Figure 3.14. Indices de réfraction réels et imaginaires (nr, ni), et distributions de taille. 
 
 La figure 3.15 illustre les distributions de taille pour les modèles « Urban-Industrial-
Mixed », « Oceanic », « Dust », « Biomass-burning ». Chaque modèle possède une 
distribution bimodale avec une dominance du mode fin pour les modèles « Urban » et 
« Biomass » et une dominance du mode grossier pour  les modèles « Dust » et « Ocean ». 
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Figure 3.15. Représentation de la distribution de taille pour les sites clé en fonction du type 
d’aérosol. (Sources : Clerici et Melin, 2005). 
 
 
 La figure 3.16 présente la dépendance  spectrale de l’albédo de simple diffusion 
mesuré à 5 longueurs d’ondes, pour les quatre mêmes modèles. On peut voir que pour les 
modèles « Urban » et « Biomass », on a un SSA qui décroit avec la longueur d’onde tandis 
que pour le modèle « Dust », il croit. Pour le modèle « Ocean » on a d’abord une décroissance 
puis une faible croissance mais les valeurs restent quasi égales. 
 
 
 
50 
 
 
Figure 3.16. Représentation de l’albédo de simple diffusion pour les sites clé en fonction du 
type d’aérosol. (Sources : Clerici et Melin, 2005). 
 
 
Le site « Oceanic » est décrit dans Smirnov et al., (2003). Les spectres ont été calculés 
d’après la théorie de Mie utilisant les distributions de taille ainsi que les indices de réfraction 
définis précédemment pour chacun des sites. 
 
- Omar et al., (2005) ont défini des modèles après avoir réalisé une analyse de grappes à 
partir des données AERONET. Il définit ainsi 6 catégories associés à : desert/mineral 
dust (1), biomass burning (2), background/rural (3), polluted continental (4), polluted 
marine (5), dirty pollution (6). Les propriétés optiques pour chacun de ses modèles 
sont présentées dans la figure 3.17. 
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Figure 3.17. Propriété optiques des modèles définis par Omar et al, 2005 (Sources : Clerici et 
Melin, 2005). 
 
  
 La figure 3.18 illustre les distributions de taille des 6 modèles. Comme pour 
précédemment, le modèle 1 (« Dust/mineral dust ») est caractérisé par une forte valeur de 
densité dans le mode grossier. 
 
 
Figure 3.18. Distribution de taille des différents clusters. (Sources : Clerici et Melin, 2005). 
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3.7. Conclusions 
 
 Le but de ce chapitre était d’introduire de manière générale, les aérosols 
atmosphériques à travers notamment une revue spécifique de leurs propriétés optiques et 
microphysiques. Après une brève définition et une caractérisation des différentes sources et 
des processus de formation, une présentation de la granulométrie ou encore de leur répartition 
spatiale a été faite. Par la suite, les propriétés optiques et microphysiques ont été introduites à 
travers la définition des principaux paramètres. Ceci a permis de mettre en évidence, la 
diversité du type d’aérosols relatif à la diversité de ces propriétés. 
 Enfin, pour conclure ce chapitre, nous nous sommes intéressés aux modèles aérosols 
qui définissent les aérosols à partir des variations de leurs propriétés optiques. Pour cela, une 
revue bibliographique d’un grand nombre de modèles définis à partir de mesures 
radiométriques et/ou chimiques a été faite. Cela a notamment permis d’évoquer le réseau 
AERONET dont plus de détails seront donnés au chapitre suivant. 
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Chapitre 4 
Caractérisation des propriétés optiques des aérosols sur 
Arcachon 
 
4.1. Le réseau AERONET 
 
Le réseau AERONET (AErosol RObotic NETwork) [Holben et al, 1998] est un réseau 
mondial de photomètres mesurant à partir du sol les propriétés optiques et microphysiques des 
aérosols, que cela soit sur terre ou sur mer. Ce programme a été mis en place par la NASA et 
le réseau PHOTONS (PHOtométrie pour le Traitement Opérationnel de Normalisation 
Satellitaire; Université Lille 1). 
 
 
Figure 4.1. Localisation des photomètres AERONET en activité en 2015 (Source : 
AERONET) 
 
Des centaines de stations automatiques, partout dans le monde (Figure 4.1), produisent 
des mesures en continu (lorsque les conditions météorologiques et d’éclairement sont 
suffisantes). Les données sont accessibles gratuitement via le site internet : 
http://aeronet.gsfc.nasa.gov/ 
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La large base de données, sa précision, son étendue, ses protocoles uniformes (incluant 
un modèle standard de photomètre), et son entretien, font d’AERONET la principale source 
de données pour évaluer les méthodes de corrections atmosphériques et/ou d’inversions 
satellitaires (Guanter et al., 2003 ; Béal et al., 2006) 
 
4.1.1. Principes de la mesure et principaux algorithmes 
 
Un photomètre solaire mesure l’intensité lumineuse reçue dans une direction donnée. 
L’énergie ainsi mesurée correspond à l’énergie solaire totale émise dont une partie aura été 
absorbée et/ou diffusée par les diverses composantes de l’atmosphère. La mesure est soit 
manuelle ou automatique, mais nécessite que l’appareil puisse « voir » le soleil (pas de 
mesure la nuit ou par temps très nuageux). La mesure est effectuée pour certaines longueurs 
d’ondes dont le nombre varie généralement entre 4 et 8. Il est également possible de cibler 
certaines portions du spectre dominées par l’absorption moléculaire permettant ainsi 
notamment de mesurer la vapeur d’eau. Les paramètres AERONET sont estimés selon deux 
types de mesures : des mesures d’éclairement en visée directe (Figure 4.2) du soleil dans 8 
longueurs d’onde et des mesures de luminance du ciel dans 4 longueurs d’onde (Figure 4.3 et 
Figure 4.4). 
 
4.1.1.1. Mesures directes 
 
Ces mesures servent notamment à calculer les épaisseurs optiques des aérosols. 
L’épaisseur optique mesurée par le photomètre est estimée à partir de la loi de Beer-Lambert : 
 
𝐸𝑖𝑛𝑐 = 𝐸𝑇𝑂𝐴exp (−
𝜏𝑎𝑡𝑚
cos 𝜃𝑣
) 
 
E
inc
 est l’énergie solaire incidente, ETOA est l’énergie solaire Top-Of-Atmosphere, τatm est 
l’épaisseur optique spectrale totale, elle correspond à la somme de l’épaisseur optique due à la 
diffusion des molécules (τR), de l’épaisseur optique due à l’absorption des gaz (τg) et de 
l’épaisseur optique des aérosols (τa) : 
 
τ𝑎𝑡𝑚 = 𝜏𝑅 + 𝜏𝑔 + 𝜏𝑎 
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τatm est déterminée à partir des mesures du photomètre. On obtient τa par soustraction 
(Holben et al., 1998). τR est calculée à partir de la pression atmosphérique (Bodhaine et al., 
1999). Les données de pression sont issues du NCEP (National Climate Environment 
Predictions), pour une résolution spatiale de 2.5°x2.5° et une résolution temporelle de 6h. En 
cas d’indisponibilité de ces données, des données mensuelles d’une climatologie établie entre 
1993 et 2004 sont utilisées. τg est déterminée à partir de plusieurs sources : des données 
TOMS pour l’ozone, des données SCIAMACHY (ENVISAT) pour le dioxyde d’azote. Les 
valeurs de dioxyde de carbone et méthane sont des constantes ajustées en fonction de la 
pression. La transmission de la vapeur d’eau est déterminée à partir du code de transfert 
radiatif de Lyapustin (Smirnov et al., 2002). Enfin l’absorption de la vapeur d’eau est déduite 
à partir des mesures à 0.94 µm dans la bande d’absorption de l’eau et des mesures à 1.02 et 
1.64 µm où l’absorption est plus faible (Bruegge et al., 1992 ; Schmid et al., 2000). 
A partir des données d’épaisseur optique aérosol dans plusieurs bandes, on peut en 
déduire la dépendance spectrale et ainsi avoir une information sur le type d’aérosol. En effet, 
l’exposant d’Angstrom (α) et τa sont reliés : 
 
𝜏(𝜆1)
𝜏(𝜆2)
= (
𝜆1
𝜆2
)−𝛼 
 
 Généralement, λ2 est pris égal à 865 nm, permettant ainsi d’établir la dépendance 
spectrale de τ par rapport à τ(865), qui est utilisé comme indicateur de la concentration en 
aérosols. Plus α est grand, plus la dépendance spectrale sera grande. 
 
 
 
Figure 4.2. Principe de la mesure directe 
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4.1.1.2. Mesures indirectes 
 
Les mesures de luminance du ciel sont réalisées selon deux plans : 
- dans le plan principal solaire selon plusieurs angles zénithaux (Figure 4.3) ; 
- dans le plan d’almucantar (un almucantar est un cercle sur la sphère céleste parallèle à 
l’horizon ; le plan almucantar contient le Soleil) pour plusieurs angles azimutaux (par 
rotation autour de l’axe de l’appareil) avec l’angle zénithal solaire fixe (Figure 4.4) ; 
Le photomètre réalise de façon régulière au cours de la journée des mesures directes, 
en suivant la trajectoire du Soleil. Puis au bout d’un nombre fixe d’acquisitions, il réalise alors 
une série de mesures dans le plan principal et dans le plan d’almucantar. 
 
Figure 4.3. Principe de la mesure dans le plan direct 
 
Figure 4.4. Principe de la mesure dans le plan d’almucantar 
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A partir des mesures directes et d’Almucantar, les données recueillies aux 4 longueurs 
d’ondes (0.44, 0.67, 0.87, et 1.02 µm) sont corrélées aux sorties d’un modèle de transfert 
radiatif et ainsi grâce au dernier modèle d’inversion développé par AERONET (Dubovik et 
King, 2000 ; Dubovik et al., 2002), les propriétés microphysiques des aérosols peuvent alors 
être retrouvées. 
La variation spectrale et directionnelle de la lumière du ciel est décrite par Dubovick 
(Dubovick et King, 2000 ; Dubovick et al., 2002) selon une modélisation microphysique de 
particules sphériques (théorie de Mie). Pour cela, il est nécessaire de connaître l’indice de 
réfraction, la distribution de taille des particules et l’épaisseur optique. L’algorithme employé 
et le code de transfert radiatif associé permettent d’inverser les propriétés des aérosols voulues 
avec un minimum d’hypothèses de départ. 
Les incertitudes liées aux différents produits ont été estimées par Dubovik (Dubovik et 
al., 2000). Ils ont montré qu’une précision de 0.03 sur le SSA, d’environ 30-50% sur la partie 
imaginaire et 0.04 sur la partie réelle de l’indice de réfraction ne pouvaient être obtenu que 
pour des conditions de forte concentration en aérosol (τ(440) > 0.5). Dans le cas où les 
concentrations en aérosol sont inférieures et comme nous le verrons par la suite, ceci nous 
concerne particulièrement, la précision de ces inversions chute significativement en raison 
d’une diminution du contenu de l’information de base. En effet, la précision de l’étalonnage 
devient alors un frein causant des erreurs de mesures sur τ (Δτ = ±0.01) qui représente entre 5 
à 10% de τ(440) <0.2 et ceci est comparable avec la part représentée par l’absorption dans le 
calcul de l’épaisseur optique totale. Dans ces conditions, les inversions du SSA et de l’indice 
de réfraction complexe deviennent difficiles. Pour τ(440) <0.2, la précision sur le SSA chute à 
0.05-0.07, de 80 à 100% pour la partie imaginaire de l’indice de réfraction et à 0.05 pour la 
partie réelle.  
Pour la distribution en taille des particules, les inversions sont satisfaisantes dans 
n’importe quelles conditions. Les erreurs liées aux densités de volume (dV(r)*dln(r)) 
changent de façon non linéaire avec la taille de particules et le type d’aérosol. Pour une taille 
de rayon r, dans l’intervalle (0.1 < r < 7 µm), les erreurs ne dépassent pas 10% quand la 
distribution est maximale mais peuvent atteindre 35% pour les valeurs minimales de densité.  
Ces incertitudes ne sont applicables que pour des mesures sous ciel clair et non 
nuageux.  
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4.1.2. Instruments et produits 
 
4.1.2.1. Instruments 
 
Le réseau AERONET est équipé exclusivement de photomètres solaires de la marque 
CIMEL (http://www.cimel.fr/), mesurant le rayonnement incident sur 8 longueurs d’ondes (en 
général) : 340, 380, 440, 500, 670, 870, 1020 et 1640 nm. Un canal à 940 nm permet 
d’estimer le contenu en eau de l’atmosphère (Bruegge et al., 1992 ; Schmid et al., 2001). Tous 
les 2/3 mois des appareils de référence sont envoyés vers des sites particuliers où les 
conditions de visibilité sont optimales pour être recalibrés selon la technique du « Langley 
plot » (Shaw, 1983). Les autres appareils sont également envoyés vers ces sites mais à une 
fréquence plus faible. L’épaisseur optique des aérosols est annoncée avec une précision, 
indépendante de la longueur d’onde, variant entre 0.01 et 0.02 (Holben et al., 1998). 
 
 
Figure 4.5. CIMEL CE318, utilisé par la plupart des sites AERONET (Sources : CIMEL) 
 
4.1.2.2. Les produits AERONET 
 
Les produits AERONET sont disponibles selon 3 niveaux de traitement : les données 
de niveau 1 correspondent aux mesures brutes, en temps réel, sans aucun traitement, les 
59 
 
données de niveau 1.5 correspondent aux données de niveau 1 ayant subi un filtre pour 
supprimer les données acquises en présence de nuages, enfin les données de niveau 2 dites 
« qualité assurée », correspondant aux données 1.5 filtrées après vérification de la stabilité 
temporelle des filtres, propre à chaque instrument. Ce passage du niveau 1.5 au niveau 2 est 
un processus long pouvant atteindre plusieurs mois avant la mise à disposition des données. 
Les produits sont disponibles pour deux algorithmes différents : celui de Nakajima et 
al, (1996) appelé « Direct sun and Inversions » et celui issu des travaux de Dubovick et King 
(2000) et Dubovik et al., (2002). Ce dernier permet de caractériser l’absorption de certains gaz 
(dioxyde d’azote, méthane et eau) absents du premier. Enfin il améliore également 
l’estimation de l’ozone. 
L’ensemble des produits sont téléchargeables gratuitement sur le site internet 
d’AERONET, au format ASCII. Le site permet, via un formulaire, de télécharger un grand 
nombre de données et de produits à la fois, assez facilement. De plus, pour chacune des 
stations est attribué un référent, qui est responsable de l’instrument et des données. 
 
4.2. Etude des propriétés optiques des aérosols pour le site 
d’Arcachon 
 
 Dans le cadre de cette thèse, nous avons utilisé comme site d’étude, le Bassin 
d’Arcachon. Site atelier majeur du laboratoire EPOC (Université de Bordeaux), il est 
également un site pilote du CNES à travers le programme KALIDEOS-LITTORAL. Ce 
programme a notamment pour objectif de constituer une base de données d’images satellites 
dont l’archive remonte jusqu’à 25 ans, permettant ainsi un support pour le développement de 
produits cartographiques et d’études à partir d’images satellites. De plus, nous possédons 
également un CIMEL sur place depuis fin 2008, grâce au travail de Nadège Martiny puis 
placé depuis 2010 sous la direction de Betrand Lubac. 
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Figure 4.6. Image Landsat 8 du Bassin d’Arcachon, acquise le 01/10/2014 (Source : 
Earthexplorer) 
 
4.2.1. Contexte climatique 
 
Le climat d’Arcachon est doux, avec un ensoleillement important (~2000 heures en 
moyenne / an), l’hiver est pluvieux mais rarement très froid, l’été est chaud mais rarement 
sec. Les températures mensuelles moyennes obtenues entre 1999 et 2009 sont données dans la 
Figure 4.7. En moyenne, les températures varient entre 6.5 et 10°C en hiver et entre 20 et 
22°C l’été. Un histogramme plat indique une absence de données (comme pour le mois de 
Janvier en 2000, par exemple). Des évènements de type tempêtes sont observables en 
automne et hiver. En ce qui concerne les données de vent, les enregistrements réalisés au 
niveau de la pointe du Cap Ferret révèlent que les directions de vent les plus fréquentes au 
cours de l’année sont : NE (18.6%), O (15.6%) et NO (15.1%). Enfin, en ce qui concerne 
l’humidité relative (HR), les données moyennées sur la période 2009-2014 (Figure 4.8)  
révèlent des valeurs variant entre 70% (en été) contre 82% (en hiver). 
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Figure 4.7. Température mensuelle moyenne relevée à LEGE-CAP FERRET (1999-2009) 
(Sources : OASU/Meteo-France) 
 
Figure 4.8. Humidité relative mensuelle moyenne relevée à LEGE-CAP FERRET (2009-
2014) (Sources : OASU/Meteo-France) 
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4.2.2. Variabilité des propriétés optiques et microphysiques des aérosols du 
Bassin d’Arcachon 
 
Dans son étude sur les propriétés optiques des aérosols en milieu maritime, Smirnov et 
al. (2000), fait un résumé sur les observations in-situ de stations localisées dans l’océan Nord-
Atlantique. Il observe que l’épaisseur optique est caractérisée par une forte variabilité qu’il 
attribue aux diverses sources d’aérosols : des sources continentales (urban/industrial, dust, 
biomass burning) ainsi qu’une source maritime (sea-spray). Il ressort de cela que l’épaisseur 
optique des sites en Atlantique est supérieure à celles mesurées dans le Pacifique.  
De par sa situation géographique et son régime de vent de dominance Ouest, il sera 
intéressant de voir comment les propriétés optiques des aérosols d’Arcachon sont influencées 
et varient avec le temps. 
Pour mener cette étude, les données de niveau 2 AERONET entre 2009 et 2012 sont 
analysées. Ces années ont été choisies car les données de niveau 2 étaient disponibles et que le 
CIMEL en 2013 était indisponible suite à une panne du robot. Dans une 1ere partie, nous 
analyserons les données liées aux propriétés optiques des aérosols (τ, α) puis nous analyserons 
les données relatives aux propriétés microphysiques des aérosols (ωo, indice de réfraction, ..). 
 
4.2.2.1. Variation des propriétés optiques des aérosols 
 
Les propriétés optiques des aérosols sont caractérisés par deux paramètres clés (Bi et 
al., 2011) : l’épaisseur optique à 500 nm (τa 500 nm) ainsi que le coefficient d’Angstrom (α). 
Afin de caractériser au mieux ces deux paramètres, l’étude a été réalisée à la fois à partir des 
moyennes mensuelles et saisonnières. 
La figure 4.9 décrit les moyennes mensuelles de l’épaisseur optique à 500 nm mesurée 
entre 2009 et 2012 par le photomètre d’Arcachon. La valeur maximale est pour le mois d’avril 
2009 avec une valeur de 0,24 ± 0,23 tandis que la valeur minimale est pour le mois d’octobre 
2012 avec une valeur de 0,07 ± 0,03. Il ressort de cette analyse une forte variabilité de 
l’épaisseur optique inter-mensuelle et intra-mensuelle. Ainsi pour certains mois, comme par 
exemple le mois d’avril, l’écart-type va être important, témoignant d’une forte variation des 
propriétés des aérosols ou de la concentration (quantité). Ces variations peuvent être 
assimilées soit à des conditions météorologiques plus variables (vent, pluie) soit à des apports 
d’aérosols provenant de nouvelles sources (Barnaba et al., 2011), 
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Figure 4.9. Variation mensuelle de l’épaisseur optique à 500 nm (2009-2012) 
 
Les variations saisonnières sont reportées dans le tableau IV.1. La variabilité entre les 
saisons est assez marquée notamment entre le printemps qui possède une valeur moyenne de 
0.18 contre 0.09 pour l’hiver, ainsi que l’écart-type le plus élevé (0.05). Les faibles valeurs en 
hiver peuvent s’expliquer par une augmentation des précipitations provoquant ainsi un 
lessivage des aérosols et un dépôt au sol causé par les gouttes de pluie (Piazzola et al., 2009; 
Demoisson, 2015). 
 
Tableau IV.1. Variation saisonnière de l’épaisseur optique à 500 nm avec l’écart-type associé 
 AOD500 σ 
Printemps 0.18 0.05 
Été 0.13 0.04 
Automne 0.12 0.03 
Hiver 0.09 0.03 
 
Nous avons également étudié la variation journalière des propriétés optiques des 
aérosols. Celle-ci peut s’avérer importante pour de nombreuses applications. Ainsi en 
télédétection spatiale, connaître les variations horaires peut s’avérer très utiles, notamment 
pour les corrections atmosphériques ou tout processus de validation. Pour se faire, les mesures 
CIMEL ont été moyennées par tranche de 30 min pour chaque saison (Figure 4.10). Les 
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résultats montrent un cycle journalier relativement stable en automne et hiver tandis qu’au 
printemps et en été, les variations moyennes de l’épaisseur optique sont beaucoup plus 
marquées au cours de la journée. Ceci peut être causé par des variations de l’humidité relative 
au cours de la journée en été et en hiver causant ainsi une augmentation ou une diminution de 
la taille des particules et modifiant leurs propriétés optiques (Kuang et al., 2015). 
 
 
Figure 4.10. Variation journalière de l’épaisseur optique à 500 nm, pour chaque saison 
 
La figure 4.11 présente la distribution de fréquence de l’épaisseur optique à 500 nm, 
construite à partir des moyennes quotidiennes pour chaque jour de mesure. La distribution 
présente un mode dont la valeur est 0.11 avec des valeurs variant entre 0.05 et 0.5.  Cette 
valeur de 0.11 souligne le fait que l’épaisseur optique au-dessus d’Arcachon est en général 
faible. Ce résultat est en accord avec les travaux de Smirnov et al., (2002), pour des mesures 
sur l’Atlantique Nord. 
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Figure 4.11. Distribution de fréquences de l’épaisseur optique à 500 nm 
 
Une fois que nous avons analysé les distributions à l’échelle annuelle, nous avons 
réalisé le même travail mais à l’échelle de la saison (Figure 4.12), afin notamment de voir s’il 
y’a une saisonnalité dans les variations de l’AOD. Ces résultats sont néanmoins à nuancer car 
le nombre d’observations varie selon la saison. En effet en hiver le nombre de mesures est 
plus faible du fait du manque de Soleil. De plus pour certains mois, le CIMEL était en 
réparation. En hiver, la distribution est la plus étroite avec une valeur de mode à 0.11 et les 
valeurs variant entre 0.05 et 0.35. Les saisons de printemps et d’été possèdent les distributions 
les plus larges avec des valeurs entre 0.05 et 0.5 et se caractérisent, notamment pour le 
printemps, par une plus grande distribution dans les fortes valeurs. 
 
0
10
20
30
40
Fr
é
q
u
e
n
ce
 (%
) 
AOD 500 nm 
66 
 
 
 
 
Figure 4.12. Distribution saisonnières de fréquences de l’épaisseur optique à 500 nm 
 
Une fois, la variation de l’épaisseur optique caractérisée, nous avons étudié les 
variations du coefficient d’Angstrom qui, comme expliqué précédemment, est un indicateur 
de la taille des particules. 
La Figure 4.13 présente la variation des moyennes mensuelles entre 2009 et 2012 des 
valeurs du coefficient d’Angstrom entre 440 et 870 nm (α440-870 nm). La valeur moyenne 
maximale est pour le mois de février 2012 avec 1,54 ± 0,37 et la valeur minimale pour le mois 
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de novembre 2009 avec 0,54 ± 0,4. La variation moyenne du coefficient d’Angstrom est 
moins marquée que celle de l’épaisseur optique à 500 nm. Néanmoins, les valeurs minimales, 
qui peuvent être associées à des particules de plus grosse taille, se retrouvent généralement 
pendant les mois d’hiver. 
 
Figure 4.13. Variation de la moyenne mensuelle du coefficient d’Angstrom (2009 – 2012)  
 
Les valeurs moyennes calculées par saison sont présentées dans le Tableau IV.2.  La 
valeur maximale (1.16 ± 0.15) se situe en été tandis que la valeur minimale (0.99 ± 0.27) se 
trouve en hiver. Ces différences entre ces deux saisons peuvent être expliquées par : pour 
l’été, une domination des particules d’origine continentale avec des apports de particules 
désertiques (Israelevich et al., 2012; Barnaba et al., 2011) , à l’opposé pour l’hiver, les fortes 
précipitations associées au vent vont produire une plus forte concentration d’aérosols types 
marins ainsi qu’un lessivage des aérosols (Piazzola et al, 2009; Demoisson et al, 2015) que 
nous pouvons corréler avec la faible valeur d’AOD trouvée précédemment durant cette saison. 
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Tableau IV.2. Variation saisonnière du coefficient d’Angstrom entre 440 et 870 nm avec 
l’écart-type associé. 
 α440-870 σ 
Printemps 1.12 0.09 
Été 1.16 0.15 
Automne 1.11 0.25 
Hiver 0.99 0.27 
 
En ce qui concerne les variations horaires (figure 4.14), elles sont relativement stables 
pour le printemps et l’été avec des valeurs variant entre, respectivement, 1.11–1.15 et 1.1-
1.24. Tandis que pour l’automne et l’hiver les variations sont plus marquées avec des valeurs 
variant respectivement entre 1.1-1.4 et 0.73-1.2. Ces variations du coefficient d’Angstrom 
témoignent des fortes variations temporelles des aérosols. 
 
 
Figure 4.14. Variation journalière du coefficient d’Angstrom, pour chaque saison. 
 
La distribution en fréquence des moyennes journalières du coefficient d’Angstrom est 
présentée par la Figure 4.15. La distribution affiche un mode autour de 1.5, ce qui est un 
indicateur d’une dominance de particules de petite taille. Nous avons par la suite étudié les 
distributions du coefficient d’Angstrom pour chaque saison (Figure 4.16) afin de voir si ces 
distributions venaient confirmer ou pas nos hypothèses.  
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Figure 4.15. Distribution de fréquences du coefficient d’Angstrom entre 440 et 870 nm 
 
Pour le printemps, la distribution laisse apparaitre deux « modes », un à 1.1 et l’autre à 
1.5, traduisant un mélange entre des particules de petite et moyenne taille. Il n’est pas possible 
à partir de cette observation de savoir si ces particules appartiennent à plusieurs populations 
ou si c’est le même type d’aérosols à des stades d’évolution différents. En ce qui concerne 
l’été, la distribution est monomodale autour de 1.5, témoignant d’une domination des 
particules fines.  Pour l’automne, la distribution est également monomodale autour de 1.5 
mais une plus grande fréquence dans les faibles valeurs est observée traduisant une présence 
plus importante de grosses particules.  La distribution hivernale affiche deux modes distincts, 
un autour de 0.7 et l’autre autour de 1.5 caractérisant une population formée à la fois de 
petites et de grandes particules, traduisant un apport non négligeable de grosses particules par 
rapport aux autres saisons. De par la proximité de l’océan, nous pouvons penser que ces 
grosses particules représentent des particules marines. 
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Figure 4.16. Distribution saisonnières de fréquences du coefficient d’Angstrom entre 440 et 
870 nm 
 
Dans cette première partie, nous avons mis en évidence une variabilité des propriétés 
optiques des aérosols au-dessus d’Arcachon, à la fois à l’échelle du mois et de la saison. 
Notamment, nous avons pu voir de fortes différences entre le printemps et l’hiver au niveau 
de l’épaisseur optique et entre l’été pour l’hiver pour le coefficient d’Angstrom. Cependant, 
cette analyse ne nous permet pas à ce stade de déterminer la nature des aérosols. De plus, afin 
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d’établir un modèle aérosol pertinent pour notre zone, nous devons établir les propriétés 
microphysiques des aérosols, ce que nous allons faire dans la seconde partie de notre analyse. 
 
4.2.2.2. Variation des propriétés microphysiques des aérosols 
 
 Dans un premier temps, les distributions de taille moyennes mensuelles et saisonnières 
ont été construites. Ces distributions sont en volume et non en nombre de particules. Les 
figures 4.17 et 4.18 montrent la distribution en taille (en volume) moyenne par saison et 
mensuelle. 
 
 
Figure 4.17. Distribution en volume de la taille des aérosols pour chaque saison. 
 
Les distributions affichent une variation aussi bien saisonnière (Figure 4.17) que 
mensuelle (Figure 4.19). Ces variations vont provoquer les changements d’intensité et de 
dépendance spectrale de l’épaisseur optique (qui décrit les variations de l’épaisseur optique en 
fonction de la longueur d’onde dont la valeur est donnée par le coefficient d’Angstrom). Le 
mode grossier présente une relative stabilité saisonnière hormis pour l’été. Cependant, ce pic 
d’été doit être nuancé car il est fortement influencé par la moyenne du mois d’août 2012 
(Tableau IV.3). Lors de ce mois, les mesures CIMEL couplées au modèle HYSPLIT (Hybrid 
Single Particle Lagrangian Integrated Trajectory Model), permettant de tracer l’origine des 
masses d’air, indiquant des masses d’air en provenance d’Afrique du Nord et donc très 
certainement des aérosols de type poussières désertiques. Des exemples de sorties de modèles 
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HYSPLIT pour le mois d’août 2012 sont présentés dans la Figure 4.18. Le mode fin, par 
contre, montre une grande variabilité avec un maximum au printemps et un minimum en 
hiver. Ces résultats associés à ceux vu précédemment permettent de mettre en avant et de 
confirmer la variabilité saisonnière en termes de propriétés optiques des aérosols et 
notamment de confirmer la dominance des grosses particules en hiver qui a pour effet de 
diminuer les valeurs de α à cette saison.  
 
Figure 4.18. Rétrotrajectoires des masses d’air arrivant sur Arcachon les 19 et 20 août 2012 
 
Un descriptif plus détaillé des différents paramètres associés à la distribution de taille 
est proposé dans le Tableau IV.3. Les paramètres décrits dans ce tableau sont dérivés du 
calcul de la distribution de taille. Les distributions moyennes mensuelles présentées dans les 
figures 4.19 illustrent la variabilité des aérosols en termes de tailles, on retrouve notamment la 
dominance du mode grossier pour les mois d’hiver (Décembre, Janvier, Février) et la 
dominance du mode fin pour quasiment tous les autres mois à l’exception de Novembre et 
Août. 
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Figure 4.19. Distribution moyenne mensuelles en volume de la taille des aérosols (2009 – 
2012). 
Les différents paramètres présentés dans le tableau IV.3 pour le mode fin (f) et 
grossier (c) sont : 
- Cv la concentration en volume, exprimée en µm
3
/µm
2
 exprimée par : 
 
 
𝐶𝑣 = ∫
𝑑𝑉(𝑟)
𝑑𝑙𝑛(𝑟)
𝑑𝑙𝑛(𝑟)
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
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- Rv le rayon moyen (logarithme moyen) : 
 
ln 𝑟𝑣 =
∫ ln 𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
𝑑𝑉(𝑟)
𝑑𝑙𝑛(𝑟)
𝑑𝑙𝑛𝑟
∫
𝑑𝑉(𝑟)
𝑑𝑙𝑛(𝑟)
𝑑𝑙𝑛𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
 
 
- σv l’écart-type du rayon moyen : 
-  
𝜎𝑣 = √
∫ (ln 𝑟 − ln 𝑟𝑣)2
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
𝑑𝑉(𝑟)
𝑑𝑙𝑛(𝑟)
𝑑𝑙𝑛𝑟
∫
𝑑𝑉(𝑟)
𝑑𝑙𝑛(𝑟)
𝑑𝑙𝑛𝑟
𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛
 
- Reff, le rayon effectif. 
 
 
 
Tableau IV.3. Paramètres moyens mensuels et saisonniers de la distribution en taille des 
aérosols (en volume) 
 Cvf R
f
eff R
f
v σf Cvc R
c
eff R
c
v σc 
2009-JAN 0.016 0.177 0.200 0.489 0.022 2.237 2.940 0.744 
2009-FEB 0.027 0.183 0.206 0.501 0.019 2.449 3.067 0.689 
2009-MAR 0.013 0.160 0.179 0.474 0.021 1.559 1.949 0.684 
2009-APR 0.047 0.177 0.201 0.503 0.027 2.011 2.468 0.659 
2009-MAY 0.024 0.141 0.155 0.436 0.040 1.753 2.277 0.713 
2009-JUN 0.023 0.139 0.151 0.408 0.022 1.969 2.626 0.754 
2009-JUL 0.025 0.147 0.165 0.482 0.033 2.214 2.834 0.696 
2009-AUG 0.027 0.158 0.179 0.502 0.041 2.339 2.938 0.662 
2009-SEP 0.031 0.173 0.200 0.551 0.024 2.780 3.365 0.617 
2009-OCT 0.012 0.180 0.210 0.558 0.020 2.209 2.765 0.680 
2009-NOV 0.013 0.151 0.176 0.572 0.076 2.034 2.655 0.705 
2009-DEC 0.011 0.203 0.232 0.522 0.016 2.408 2.998 0.670 
2010-JAN 0.013 0.198 0.225 0.503 0.015 2.160 2.778 0.718 
2010-FEB 0.017 0.213 0.241 0.482 0.027 2.033 2.660 0.750 
2010-MAR 0.027 0.192 0.212 0.446 0.019 2.511 3.152 0.684 
2010-APR 0.041 0.168 0.186 0.461 0.016 2.025 2.620 0.746 
2010-MAY 0.024 0.141 0.154 0.433 0.030 2.062 2.776 0.734 
2010-JUN N/A N/A N/A N/A N/A N/A N/A N/A 
2010-JUL 0.014 0.139 0.155 0.479 0.042 2.038 2.614 0.689 
2010-AUG 0.012 0.146 0.164 0.482 0.026 2.156 2.763 0.690 
2010-SEP 0.012 0.136 0.150 0.458 0.022 1.880 2.466 0.724 
2010-OCT 0.017 0.167 0.187 0.469 0.016 1.969 2.527 0.719 
2010-NOV 0.015 0.156 0.173 0.465 0.013 2.234 2.817 0.684 
2010-DEC N/A N/A N/A N/A N/A N/A N/A N/A 
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2011-JAN N/A N/A N/A N/A N/A N/A N/A N/A 
2011-FEB 0.015 0.121 0.137 0.519 0.098 1.671 2.186 0.742 
2011-MAR 0.024 0.165 0.187 0.492 0.027 1.814 2.293 0.702 
2011-APR 0.040 0.158 0.174 0.436 0.034 1.906 2.474 0.724 
2011-MAY 0.018 0.135 0.148 0.436 0.032 1.758 2.311 0.736 
2011-JUN 0.025 0.142 0.155 0.430 0.034 1.787 2.287 0.701 
2011-JUL 0.029 0.148 0.163 0.439 0.023 2.233 2.772 0.652 
2011-AUG N/A N/A N/A N/A N/A N/A N/A N/A 
2011-SEP 0.020 0.151 0.167 0.460 0.028 2.021 2.548 0.678 
2011-OCT 0.022 0.164 0.181 0.439 0.023 2.064 2.572 0.666 
2011-NOV 0.015 0.167 0.187 0.473 0.012 1.712 2.124 0.688 
2011-DEC 0.014 0.131 0.152 0.577 0.024 1.615 2.132 0.775 
2012-JAN 0.009 0.147 0.167 0.513 0.015 2.069 2.790 0.764 
2012-FEB 0.018 0.166 0.184 0.471 0.011 1.977 2.490 0.705 
2012-MAR 0.021 0.158 0.178 0.484 0.024 1.783 2.248 0.699 
2012-APR 0.013 0.168 0.187 0.458 0.033 1.951 2.592 0.733 
2012-MAY 0.041 0.159 0.178 0.477 0.046 2.355 3.018 0.682 
2012-JUN 0.017 0.138 0.152 0.437 0.041 1.895 2.397 0.660 
2012-JUL 0.024 0.125 0.135 0.393 0.027 2.055 2.577 0.663 
2012-AUG 0.024 0.125 0.140 0.481 0.097 1.865 2.286 0.615 
2012-SEP 0.022 0.137 0.148 0.416 0.020 2.185 2.737 0.668 
2012-OCT N/A N/A N/A N/A N/A N/A N/A N/A 
2012-NOV N/A N/A N/A N/A N/A N/A N/A N/A 
2012-DEC N/A N/A N/A N/A N/A N/A N/A N/A 
         
Moy 0.021 0.157 0.176 0.476 0.030 2.043 2.607 0.699 
σ 0.009 0.022 0.026 0.042 0.019 0.255 0.306 0.037 
Coef. Var 0.422 0.137 0.146 0.088 0.644 0.125 0.117 0.053 
Printemps         
Moy 0.028 0.160 0.178 0.461 0.029 1.957 2.515 0.708 
σ 0.012 0.016 0.019 0.025 0.009 0.266 0.342 0.027 
Coef. Var 0.421 0.099 0.106 0.053 0.296 0.136 0.136 0.038 
Été         
Moy 0.022 0.141 0.156 0.453 0.039 2.055 2.609 0.678 
σ 0.006 0.010 0.013 0.037 0.022 0.179 0.227 0.037 
Coef. Var 0.260 0.072 0.082 0.081 0.569 0.087 0.087 0.055 
Automne         
Moy 0.018 0.158 0.178 0.486 0.025 2.109 2.658 0.683 
σ 0.006 0.015 0.020 0.054 0.019 0.284 0.317 0.031 
Coef. Var 0.327 0.094 0.111 0.111 0.730 0.135 0.119 0.045 
Hiver         
Moy 0.015 0.171 0.194 0.509 0.027 2.069 2.671 0.729 
σ 0.005 0.033 0.036 0.031 0.027 0.289 0.339 0.035 
Coef. Var 0.334 0.190 0.188 0.061 0.988 0.140 0.127 0.048 
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Les données contenues dans le Tableau IV.3 montrent que les variations de la 
distribution de taille sont largement dues aux variations de concentration de chacun des deux 
modes. En effet, le mode fin a un coefficient de variation de 42% et le mode grossier de 64%. 
Le rayon modal fin moyen a une valeur de 0.176 ± 0.03 et le rayon modal moyen grossier de 
2.60 ± 0.31 avec respectivement un coefficient de variation de l’ordre de 15 et 13%.  
Il est toujours intéressant de comparer les résultats obtenus sur un site avec d’autres 
afin de déterminer si le contexte est particulier ou alors tout simplement commun. Pour 
répondre à cela, les résultats pour Arcachon sont comparés à deux autres sites côtier Nord-
Atlantique AERONET : un site français, Dunkerque, et un site situé sur la côte est des Etats-
Unis, Chesapeake Bay (Table IV.4). 
 
Tableau IV.4. Comparaison des paramètres de distribution de taille moyens entre 2009 et 
2012  
 Cvf R
f
eff R
f
v σf Cvc R
c
eff R
f
c σc 
Dunkerque         
Moyenne 0.024 0.170 0.191 0.479 0.032 2.087 2.671 0.705 
σ 0.014 0.025 0.031 0.044 0.015 0.348 0.409 0.043 
Coef. Var 0.552 0.148 0.162 0.091 0.449 0.167 0.153 0.061 
SERC         
Moyenne 0.031 0.152 0.166 0.428 0.017 2.228 2.788 0.678 
σ 0.021 0.010 0.012 0.048 0.010 0.407 0.473 0.046 
Coef. Var 0.697 0.064 0.072 0.112 0.603 0.183 0.170 0.068 
Arcachon         
Moyenne 0.021 0.157 0.176 0.476 0.030 2.043 2.607 0.699 
σ 0.009 0.022 0.026 0.042 0.019 0.255 0.306 0.037 
Coef. Var 0.422 0.137 0.146 0.088 0.644 0.125 0.117 0.053 
 
 En premier lieu, nous devons noter que la position des sites n’est pas la même par 
rapport à l’Océan Atlantique, Chesapeake Bay a une position plutôt sud et ouest (à la hauteur 
du Portugal), Arcachon une position moyenne est et Dunkerque, une position plutôt nord et 
est. Ces positions peuvent expliquer certaines différences observées notamment les 
concentrations en volume en grosse particules représentant pour Arcachon et Dunkerque près 
du double de celles observées à Chesapeake Bay. Cela est probablement provoqué par la 
direction du vent soufflant en majorité de l’ouest amenant ainsi sur Arcachon et Dunkerque de 
grosses particules marines. Ceci peut également expliquer la plus forte concentration en 
volume des particules fines sur Chesapeake Bay dont la partie ouest est occupée par du 
continent et donc de plus forts apports en particules continentales fines.  
L’albédo de simple diffusion (single scattering albedo, en anglais), paramètre clé pour 
évaluer leur forçage radiatif (Hansen et al., 1997) est essentiel pour caractériser les propriétés 
d’absorption des aérosols. Il dépend à la fois de la composition chimique, de la distribution de 
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taille ainsi que la concentration en particules. La Figure 4.20 présente les moyennes 
mensuelles des données SSA disponibles. Deux comportements majeurs peuvent être 
observés : pour les mois de Juin 2011 et Août 2012, le SSA croit avec la longueur d’onde, ce 
comportement est caractéristique d’une dominance de particules type poussières (dust 
particles). L’augmentation du SSA avec la longueur d’onde peut être provoqué par : une 
dominance de particules du mode grossier (Ackerman et Toon, 1981), comme pour le mois 
d’Aout 2012. Enfin, dans la majorité des cas, le SSA diminue avec la longueur d’onde, ceci 
est typique de particules dites « polluted-maritime » (Dubovik et al., 2002).  
 
 
Figure 4.20. Valeurs moyennes mensuelles de l’albédo de simple diffusion (SSA) en fonction 
de la longueur d’onde  
 
La Figure 4.21 montre les variations saisonnières du SSA. Ce résultat doit être nuancé 
compte tenu du faible nombre de valeurs selon la saison due aux incertitudes des valeurs 
AERONET lorsque l’épaisseur optique est trop faible (Dubovik et al., 2002). Le nombre trop 
faible de données (n = 20, pour les 3 ans) ne permet pas une évaluation cohérente pour ce 
paramètre. 
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Figure 4.21. Valeurs moyennes saisonnière de l’albédo de simple diffusion (SSA) en fonction 
de la longueur d’onde (Hiver : n = 2 ; Printemps : n = 14 ; Eté = 3 ; Automne : n = 1) 
 
L’indice de réfraction complexe reflète la capacité des aérosols à diffuser (partie 
réelle) et absorber (partie imaginaire) le rayonnement incident. Il varie selon la composition 
chimique des aérosols. La Figure 4.22 présente la dépendance spectrale moyenne mensuelle 
de la partie réelle de l’indice de réfraction. Les résultats pour chacune des saisons sont 
présentés dans la figure 4.23. Le nombre d’observations est identique à celui pour le SSA. 
 
 
Figure 4.22. Moyennes mensuelles de la dépendance spectrale de la partie réelle de l’indice de 
réfraction 
0,85
0,9
0,95
1
400 500 600 700 800 900 1000 1100
SS
A
 
Longueur d'onde (nm) 
Printemps Ete Automne Hiver
1,35
1,4
1,45
1,5
1,55
400 500 600 700 800 900 1000 1100
In
d
ic
e
 d
e
 r
é
fr
ac
ti
o
n
 
Longueur d'onde (nm) 
2009-APR 2010-MAR 2010-APR 2010-OCT
2011-MAR 2011-APR 2011-JUN 2012-FEB
2012-MAR 2012-MAY 2012-AUG
81 
 
Les valeurs moyennes mensuelles de la partie réelle de l’indice de réfraction varient 
entre 1.38 et 1.51 sur toute la période et montrent une faible dépendance spectrale. En ce qui 
concerne, la dépendance saisonnière, le même constat peut être fait qu’avec l’albédo de 
simple diffusion, le nombre de valeurs est trop faible pour pouvoir établir une analyse 
suffisamment précise. 
 
 
Figure 4.23. Moyennes saisonnières de la dépendance spectrale de la partie réelle de l’indice 
de réfraction 
 
En ce qui concerne la dépendance spectrale de la partie imaginaire (Figure 4.25 et 
4.26), les variations sont beaucoup plus importantes (de 0.001 à 0.026) et peut présenter dans 
certains cas une forte dépendance spectrale. De fortes valeurs de la partie imaginaire sont 
indicatrices de la présence de particules fines très absorbantes. Ceci est notamment le cas pour 
les valeurs d’avril 2010, lors de l’éruption du volcan islandais Eyjafjallajökull, tel que mis en 
évidence par le modèle HYSPLIT (Figure 4.24) 
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Figure 4.24. Rétrotrajectoires des masses d’air arrivant sur Arcachon les 04 et 08 avril  2010 
 
 
Figure 4.25. Moyennes saisonnières de la dépendance spectrale de la partie imaginaire de 
l’indice de réfraction 
 
Le paramètre d’asymétrie (ASY) qui renseigne sur la fonction de phase de la diffusion 
des aérosols varie entre 0.1, pour une atmosphère très claire, et 0.75 pour une atmosphère 
polluée. Il indique la proportion de diffusion vers l'avant : sa valeur varie entre -1, toute la 
lumière est rétrodiffusée, à 1, pour une diffusion totale vers l’avant. 
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Figure 4.26. Moyennes saisonnières de la dépendance spectrale de la partie imaginaire de 
l’indice de réfraction 
Les figures 4.27 présentent les valeurs moyennes mensuelles de la dépendance 
spectrale du facteur d’asymétrie. Sur l’ensemble de la période, les valeurs varient entre 0.57 et 
0.76. Il dépend principalement du diamètre des particules (Andrews et al., 2006). Plus les 
particules sont grosses, plus sa valeur est proche de 1. 
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Figure 4.27. Moyennes mensuelles de la dépendance spectrale du facteur d’asymétrie 
 
Il découle de cette analyse que le facteur d’asymétrie décroit avec la longueur d’onde 
quel que soit le mois observé. Cependant, pour certains mois (Mai, Juin, Juillet, Aout), cette 
décroissance est atténuée entre 700 et 1000 nm. Ce phénomène est provoqué par l’apport de 
particules grossières type « poussières désertiques », dont les constituants ont des valeurs de 
facteur d’asymétrie quasi-constantes entre 700 et 1000 nm. La figure 4.28 illustre la 
dépendance spectrale du facteur d’asymétrie pour chaque saison. Une variation saisonnière est 
observable avec de plus fortes valeurs en hiver par rapport aux saisons printemps et automne, 
tandis que l’été est caractérisé par la présence de particules désertiques. Les valeurs élevées 
d’hiver sont le résultat d’une concentration en grosses particules largement supérieures aux 
fines. Les grosses particules, d’après la théorie de Mie, ont une diffusion vers l’avant plus 
importante que les petites particules, et donc auront un facteur d’asymétrie beaucoup plus fort. 
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Figure 4.28. Moyennes saisonnières de la dépendance spectrale du facteur d’asymétrie. 
 
4.2.2.2. Relations entre paramètres 
 
Après avoir mis en évidence la variabilité d’un certain nombre de paramètres clés 
individuellement, il est également intéressant de regarder ce que nous apporte l’étude des 
relations entre certains paramètres. 
La relation entre l’AOD à 500 nm et α440-870 nm peut permettre de déterminer une 
variété de type d’aérosols pour une région donnée à condition de déterminer des valeurs 
seuils. Ceci est notamment possible car l’épaisseur optique et le coefficient d’Angstrom sont 
deux paramètres qui dépendent fortement de la longueur d’onde (Reid et al., 1999; Kaskaoutis 
et Kambezidis, 2006). La Figure 4.29 montre le nuage de points en densité entre l’AOD à 500 
nm et α440-870 nm. La figure montre notamment une forte concentration de points pour une 
AOD < 0.15 et un α entre 0.7 et 1.5, traduisant que malgré une atmosphère plutôt claire, une 
variété de type d’aérosols peut être trouvée. Une diminution d’α avec une augmentation de 
l’AOD est également observable, ceci traduit le passage des fines particules vers le mode 
d’accumulation à travers les phénomènes de coagulation, condensation et de la transformation 
des particules en gaz (Kaskaoutis et Kambezidis, 2006). 
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Figure 4.29. Relation entre les valeurs de moyennes journalières de l’épaisseur optique à 500 
nm et le coefficient d’Angstrom entre 440 et 870 nm 
 
 Il existe de nombreuses classifications dans la littérature basées sur la relation AOD-α 
rendant l’interprétation délicate. Pour mieux illustrer cela, les seuils définis par 3 études ont 
été considérés et les proportions en % pour chaque type aérosol ont été calculées pour 
chacune des saisons. Les résultats sont présentés dans les Tableaux IV.5 
 
Tableau IV.5 Fréquence de distribution en % du type d’aérosol à partir des seuils de Pace et 
al, 2006 (a), Salinas et al, 2009 (b) et Smirnov et al, 2002 (c) (Mar : Maritime, Dust : 
poussière, Bio/Urb : combustion/urbains , Mix : mélange/indéterminé) 
 
(a) Mar Dust Bio/urb Mix 
Printemps 2 4 14 80 
Été 1 2 11 86 
Automne 9 1 10 80 
Hiver 12 1 11 76 
Année 6 2 11 80 
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(b) Mar Dust Bio/urb Mix 
Printemps 47 0 21 32 
Été 58 1 12 29 
Automne 63 0 13 24 
Hiver 58 0 9 32 
Année 57 0 14 29 
 
(c) Mar Dust Bio/urb Mix 
Printemps 26 3 2 69 
Été 20 3 0 76 
Automne 31 1 0 68 
Hiver 44 0 0 56 
Année 30 2 1 68 
 
Ces 3 classifications illustrent bien l’importance du choix des seuils pour 
l’interprétation. Néanmoins, certains points communs peuvent être mis en avant : quelle que 
soit la classification utilisée, les 4 types d’aérosols sont présent sur Arcachon, et leur 
proportion varie selon la saison, le type « poussière » est à chaque fois rare tandis que la 
classe « mélange » occupe une part importante (dans 2 cas sur 3, elle est la classe dominante). 
Les différences majeures résident dans l’estimation de la classe « Maritime » et 
« Biomass/Urban ». Les différents seuils utilisés sont listés dans le tableau  IV.6. Dans le 
chapitre 5, nous présenterons des résultats issus d’une classification basée sur d’autres seuils. 
 
Tableau IV.6. Seuils utilisés pour déterminer la proportion de chaque type d’aérosols. La 
classe « Mixed » correspond aux non classés. 
 Salinas (2009 Pace (2006) Smirnov (2002) 
 AOD500 α440-870 AOD500 α440-870 AOD500 α440-870 
Mar < 0.15 0.15 -1.7 < 0.06 < 1.3 < 0.15 < 1 
Dust > 0.4 < 1 > 0.15 < 0.5 > 0.2 < 0.4 
Bio/Urb 0.2 - 0.4 et > 0.8 > 1 > 0.1 > 1.5 > 0.4 > 1.5 
 
Lors de l’analyse des données, une relation linéaire a été trouvée entre α440-870 et la 
fraction du mode fin, FMF, (Figure 4.30), qui caractérise la proportion des particules fines 
dans la population des aérosols. Cette relation peut s’expliquer par le fait que le coefficient 
d’Angstrom est fort quand le rayon effectif des aérosols est petit et il diminue lorsque le rayon 
effectif augmente.  Des relations similaires ont été mises en évidences par Eck et al., (2010) et 
Ahmad et al., (2010). Le coefficient de corrélation est de 0.70, ce qui traduit une relation 
assez solide. La relation est : 
FMF = 0.4472 α440-870 + 0.0975. 
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Figure 4.30. Relation entre les valeurs de moyennes mensuelles de la fraction fine des 
aérosols et le coefficient d’Angstrom entre 440 et 870 nm 
 
L’étude s’est poursuivie en essayant de voir s’il n’existait pas de relation entre les 
différents paramètres caractérisant les propriétés radiatives : les albédos de simple diffusion, 
les facteurs d’asymétrie et le coefficient d’Angstrom.  Le SSA et le facteur d’asymétrie sont 
pris à 440 et 870 nm. Les résultats des régressions linéaires sont présentés dans le tableau 
IV.7. Ces relations peuvent être intéressantes à déterminer car, par exemple, il n’existe pas de 
produits satellites mesurant g alors qu’il existe des produits mesurant α. 
 
Tableau IV.7. Coefficients de régression linéaire (r²) et équations des droites de régression 
pour les paramètres considérés 
Paramètres r² Equation 
α440-870 – g(440 nm) 0.17 g = -0.07α + 0.75 
α440-870 – g(870 nm) 0.59 g = -0.12α + 0.78 
α440-870 – ω0(440 nm) 0.01 ω0 = 0.02α + 0.92 
α440-870 – ω0(870 nm) 0.06 ω0 = -0.05α + 0.99 
 
Il ressort de cette étude qu’il n’y pas de relation simple entre ces paramètres. Les 
coefficients de corrélation sont faibles, voire très faibles, notamment avec des coefficients de 
corrélation inférieurs à 0.1 entre l’albédo de simple diffusion et le coefficient d’Angstrom. 
Ces résultats montrent néanmoins que le coefficient d’Angstrom est plus corrélé avec le 
facteur d’asymétrie que l’albédo de simple diffusion. Ceci peut notamment s’expliquer par le 
fait que le coefficient d’Angstrom et le facteur d’asymétrie sont liés à la taille des particules. 
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En règle générale, plus la taille des particules augmente, plus le coefficient d’Angstrom est 
faible et plus le facteur d’asymétrie est proche de 1 (valeur élevée). 
 
4.3. Conclusions 
 
 Le but de ce chapitre était de présenter de manière exhaustive les aérosols au-dessus 
du Bassin d’Arcachon. En particulier, une étude approfondie de leurs propriétés optiques a été 
menée à partir de données in-situ acquises dans le cadre du programme AERONET. Après 
une brève description du réseau AERONET et de l’instrument de mesure permettant la 
collecte des données, l’accent a été mis sur la description des propriétés optiques et 
microphysiques des aérosols à partir de données acquises entre 2009 et 2012. Cette étude a 
permis notamment de mettre en évidence le caractère très variable des propriétés optiques que 
cela soit à l’échelle du mois ou de la saison. La comparaison avec deux autres sites côtiers, 
Dunkerque et Chesapeake Bay, a permis notamment d’associer cette variabilité des aérosols 
au contexte géographique du site. Par ailleurs, l’étude a aussi montré une variabilité en termes 
de type d’aérosol en accord avec d’autres travaux (Smirnov et al, 2002). Enfin la variabilité 
des propriétés optiques associée aux faibles corrélations entre les différentes grandeurs 
souligne la complexité de définir un modèle aérosol aux propriétés uniques représentatif de 
notre zone. Ceci sera discuté dans le chapitre suivant où une méthode de correction 
atmosphérique sera développée à partir de l’étude des données AERONET.  
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Chapitre 5  
Développement d’un modèle de corrections 
atmosphériques pour capteurs THRS 
  
 Dans le chapitre précédent, nous avons étudié en détail, la variabilité des propriétés 
optiques des aérosols au-dessus d’Arcachon à partir des données AERONET. Dans ce 
chapitre, nous montrons comment à partir de ces mesures, il est possible d’élaborer un modèle 
aérosol local pouvant servir de base aux corrections atmosphériques d’images THRS.  
 
5.1. Introduction 
  
A l’interface entre océan et continent, la zone littorale représente un système couplé 
socio-économique et écologique majeur, extrêmement vulnérable aux forçages anthropiques 
et environnementaux locaux ou globaux  (Newton et al., 2014 ; Nicholls, 2011). Ces forçages 
peuvent être associés aux pressions démographiques en forte hausse, aux modifications 
biogéochimiques et physiques des écosystèmes, à la modification des cycles des tempêtes ou 
encore  à l’élévation du niveau de la mer. De plus, ces bouleversements vont continuer ou 
même s’accélérer dans le futur (Mouw et al., 2015). Ceci souligne le besoin urgent de 
disposer de données de qualité pour la surveillance de ces écosystèmes et la mise en place de 
politiques d’ajustements aux aléas climatiques (Nicholls et al., 2008 ; Burkett et Davidson, 
2012 ; Le Treut, 2013).. 
La télédétection des environnements aquatiques est un outil adapté qui peut fournir à 
moindre coût ou même gratuitement, des données fondamentales requises pour le suivi et la 
sauvegarde de ces environnements côtiers (IOCCG Report 7, 2008 ; Klemas, 2013 ; Roy et 
al., 2014 ; Capo et al., 2014 ; Mouw et al., 2015). Dans ce cadre-là, la très haute résolution 
correspondant à une résolution spatiale inférieure à cinquante mètres fait partie des 
recommandations de la communauté couleur de l’eau, pour le développement des futurs 
capteurs satellites (IOCCG, rapport 13). Cependant, les capteurs existants tels que Pléiades ou 
SPOT 5 sont en général dimensionnés pour étudier les surfaces continentales. Leurs 
caractéristiques instrumentales, tels que le nombre de bandes et/ou le rapport signal sur bruit, 
sont ainsi inférieures aux capteurs standards couleur de l’eau (MODIS, SeaWIFS). 
Néanmoins la dernière génération de capteurs THRS (Landsat 8, Sentinel 2) a des 
caractéristiques améliorées et adaptées aux études des surfaces aquatiques, c’est-à-dire un 
nombre plus élevé de bandes et un rapport signal sur bruit se rapprochant des capteurs 
standards couleur de l’eau (Pahlevan et al., 2014). 
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L’utilisation de données satellites afin de dériver des produits marins tels que des 
cartes bathymétriques ou d’abondance du phytoplancton nécessite une estimation précise de la 
réflectance marine. Celle-ci ne représente qu’une infime proportion du signal total mesuré par 
le capteur. Ce signal total est majoritairement composé de la contribution des molécules 
(diffusion de Rayleigh) et des aérosols (diffusion de Mie). Afin d’extraire la réflectance 
marine, il faut passer par une étape clé appelée « corrections atmosphériques ». Alors que la 
contribution des molécules est plutôt bien estimée, la contribution des aérosols demeure la 
principale incertitude à cause de leurs variations à la fois spatiales et temporelles à la fois en 
termes de concentration et du type d’aérosols. Les méthodes standards de corrections 
atmosphériques estiment la contribution des aérosols à partir du signal mesuré dans le proche-
infrarouge là où on estime que la contribution marine est nulle à cause de la forte absorption 
de l’eau dans cette région du spectre (Gordon et Wang, 1994). Le signal alors mesuré par le 
capteur ne peut provenir que de la contribution de l’atmosphère (molécules + aérosols) ou de 
la surface. Cependant, ces méthodes ne peuvent être appliquées aux capteurs qui ne possèdent 
qu’une bande dans le proche infrarouge (SPOT 5, Pléiades) ou dans les eaux côtières où 
l’hypothèse d’un signal nul dans le proche infrarouge n’est plus valide (Wang et Shi, 2005). 
Pour pallier à ce problème, d’autres méthodes ont été développées pour corriger les images 
couleur de l’eau, on peut citer par exemple, l’utilisation de bandes dans l’infrarouge courtes 
longueurs d’ondes (Wang, 2007 ; Wang et Shi, 2005), de bandes dans l’ultraviolet (He et al., 
2013), la prise en compte de l’homogénéité spatiale du rapport de bandes dans le proche 
infrarouge (Ruddick et al., 2000), l’utilisation de la méthode de correspondance des formes 
spectrales (Shanmugan et Ahn, 2007). Néanmoins, ces méthodes ne peuvent être appliquées à 
la majorité des capteurs THRS à cause soit d’un manque de bandes et/ou d’un rapport signal 
sur bruit trop faible. Enfin, il existe également des produits satellites déjà corrigés des effets 
de l’atmosphère fournis par l’USGS (US Geological Survey) pour Landsat 8 et par le Pôle 
Thématique Surfaces Continentales (Theia), en ce qui concerne Landsat 8 et Sentinel 2, mais 
ces corrections ont été développées pour des études des surfaces continentales. 
Afin de disposer d’images corrigées et ce malgré toutes ces limitations, une autre 
solution consiste cette fois à estimer la contribution des aérosols non plus à partir de l’image, 
mais à partir de simulations d’un code de transfert radiatif. Le code nécessite en entrées de 
disposer de données représentatives des propriétés optiques et microphysiques des aérosols 
tels que la distribution de taille et les indices complexes de réfraction. Afin de mesurer ces 
propriétés et de suivre leur évolution au cours du temps, des données terrain locales sont 
requises. Notamment sur le littoral atlantique, où il y’a une grande variabilité de ces 
propriétés causée par l’apport de nombreuses sources d’aérosols : continentales (urbain et 
industriels, poussières, feux de biomasse) et maritimes (Smirnov, 2002). Les aérosols 
maritimes sont principalement composés de sels marins et d’eau, et sont produits par les 
déferlements des vagues sur la côte ou lors de fort vents  provoquant l’éclatement des bulles 
d’eau et sont en général non-absorbants. Les aérosols type « urbain et industriels » sont 
principalement constitués de sulfates et sont également non absorbants. Tandis que les 
aérosols type « poussière», constitués en majorité de poussières minérales ou « feux de 
biomasse » constitués de fumées sont absorbants. 
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Afin d’observer les propriétés optiques des aérosols, le réseau mondial AERONET a 
été mis en place (Holben et al., 1998). Il consiste en un réseau de photomètres solaires 
observant le ciel et qui en dérivent les propriétés des aérosols sur terre comme sur mer. Ces 
données sont utilisées pour valider les algorithmes de télédétection et pour assurer la qualité 
des produits aérosols dérivés. Une analyse des données AERONET sur sites marins a été faite 
par Smirnov et al., (2002) avec notamment une partie consacrée à la partie Nord Atlantique. 
L’avantage des données AERONET est la possibilité d’analyser et de comparer de longues 
séries temporelles de données entre plusieurs sites, des données telles que l’épaisseur optique 
(AOT), la distribution en taille, les indices complexes de réfraction et les albédos de simple 
diffusion. La distribution de taille est généralement représentée en distribution lognormale 
dans un espace numérique ou volumique. C’est par exemple le cas pour les modèles aérosols 
(troposphérique, urbain, rural, et maritime), définis par Shettle et Fenn (1979). Ces modèles 
sont notamment intéressants car ils prennent en compte les variations des propriétés optiques 
des aérosols en particulier les variations de la taille du rayon géométrique moyen et des 
indices de réfraction. 
Dans ce chapitre, nous présentons le développement d’une méthode de corrections 
atmosphériques destinée aux images THRS. Sur la base des travaux menés par Ahmad et al., 
(2010) et après l’analyse des données AERONET sur notre site d’étude, nous avons 
développé un modèle aérosol qui servira de base d’entrée à un code de transfert radiatif 
permettant ainsi de retrouver la réflectance marine. Nous avons choisi l’exemple du capteur 
Landsat 8 bien que notre méthode puisse en théorie s’appliquer à n’importe quel capteur 
multispectral. Après une description du modèle, nous avons comparé nos réflectances 
retrouvées avec d’autres méthodes de corrections atmosphériques telles que ACOLITE, un 
programme de corrections atmosphériques dédié à Landsat 8 et développé pour des 
applications marines par l’Institut Royal Belge des Sciences Naturelles (Vanhellemont et 
Ruddick, 2014 et 2015), les méthodes standards 6SV avec différents modèles aérosols, et les 
produits Landsat 8 fournis par l’USGS et THEIA. Cette comparaison est faite en utilisant 
deux images avec des conditions atmosphériques différentes et une image où l’acquisition 
simultanée de données radiométriques de réflectance avec le passage du satellite a pu être 
faite. Dans les parties suivantes, nous décrivons notre modèle ainsi que notre site d’étude puis 
le protocole de comparaison est décrit. Enfin, les deux dernières parties sont consacrées à 
l’analyse AERONET ainsi qu’à la comparaison des résultats des différentes méthodes. Une 
discussion et une conclusion termine ce chapitre. 
 
5.2. Le modèle ISAC 
  
 La réflectance totale mesurée par le satellite, appelée réflectance top-of-atmosphere 
(𝜌𝑇𝑂𝐴(𝜆)) peut être exprimée par : 
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𝜌𝑇𝑂𝐴(𝜆) = 𝜌𝑟(𝜆) + 𝜌𝑎(𝜆) + 𝜌𝑟𝑎(𝜆) + 𝑡(𝜆). 𝜌𝑤(𝜆)            (1) 
 
avec 𝜆 la longueur d’onde, 𝜌𝑟(𝜆) la réflectance liée à la diffusion des molécules (diffusion de 
Rayleigh), 𝜌𝑎(𝜆) la réflectance liée à la diffusion par les aérosols, 𝜌𝑟𝑎(𝜆) correspond à la 
diffusion multiple causée par l’interaction entre les molécules et les aérosols, 𝜌𝑤(𝜆) la 
réflectance marine, et 𝑡(𝜆) la transmittance montante et descendante de l’atmosphère. Par la 
suite et pour des raisons de simplicité, le terme 𝜆 ne sera pas répété. 
 La plupart des algorithmes utilisés pour corriger 𝜌𝑇𝑂𝐴 de la contribution des aérosols 
sont basés sur une connaissance à postériori du type d’aérosol qui va être dérivé du 
comportement spectral de 𝜌𝑇𝑂𝐴 dans les régions NIR et SWIR du spectre. Dans notre cas, 
nous proposons une méthodologie inspirée des travaux d’Ahmad et al., (2010) pour des 
applications régionales. Le modèle ISAC, pour In-Situ Atmospheric Correction, présenté dans 
ce papier utilise une information à priori sur la nature des aérosols (leurs propriétés optiques 
et microphysiques) pour estimer la contribution des aérosols dans 𝜌𝑇𝑂𝐴, ainsi que des données 
mesurées localement telles que l’humidité relative, la vapeur d’eau, etc. La méthodologie 
suivie pour développer le modèle consiste à 1) définir le bon modèle aérosol, 2) générer toute 
une série de lookup tables (LUTs) à partir d’un code de transfert radiatif dont les paramètres 
d’entrée sont dérivés du modèle aérosol. Une vue schématique du modèle ISAC est fournie 
dans la figure 5.1. 
Les propriétés optiques utilisées pour déduire le type d’aérosols sont la grandeur de 
l’épaisseur optique (AOD, 𝜏) et sa dépendance spectrale en fonction de la longueur d’onde 
définie par le coefficient d’Ångström (𝛼). Les propriétés microphysiques quant à elles sont 
déduites de la distribution volumique en taille des particules (PSD). La forme la plus courante 
pour la PSD est une distribution bimodale de forme logarithmique où le 1
er
 mode est associé 
aux particules fines tandis que le second est associé aux grosses particules (Dubovik et King, 
2000). La PSD est principalement décrite par deux paramètres, le rayon géométrique moyen 
en volume (𝑟𝑣𝑖) et l’écart-type géométrique (𝜎𝑖) et est exprimée par : 
 
𝑑𝑉(𝑟)
𝑑𝑙𝑛𝑟
= ∑
𝑉𝑖
√2𝜋𝜎𝑖
2
𝑖=1 𝑒𝑥𝑝 [− (
𝑙𝑛𝑟−𝑙𝑛𝑟𝑣𝑖
√2𝜎𝑖
)
2
]             (2) 
 
avec 𝑟 le rayon de la particule, l’indice i fait référence au numéro du mode, et 𝑉𝑖 le volume de 
la particule. La connaissance de la source des aérosols ainsi que l’étude de la variation de la 
PSD,𝑟𝑣𝑖,𝜎𝑖, 𝜏 et 𝛼 à partir de larges séries temporelles d’observations in-situ permet de 
caractériser la nature des aérosols. 
 Un modèle aérosol est défini par la valeur de trois paramètres,𝑟𝑣𝑖, 𝜎𝑖, et la valeur de 
l’indice complexe de réfraction associé au mode i (𝑛𝑖). Les valeurs de 𝑟𝑣𝑖 et 𝑛𝑖 sont 
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étroitement liées à la valeur de l’humidité relative (Rh) [Hanel, 1976, Shettle et Fenn, 1979]. 
Ces paramètres peuvent être calculés en fonction de Rh grâce aux formules de Hanel : 
𝑟𝑣𝑖(𝑅ℎ) = 𝑟𝑣𝑖𝑜 [1 + 𝜌
𝑚𝑤(𝑅ℎ)
𝑚𝑖𝑜
]
3
            (3) 
𝑛𝑖(𝑅ℎ) = 𝑛𝑤 + (𝑛𝑖𝑜 − 𝑛𝑤) [
𝑟𝑣𝑖𝑜
𝑟𝑣𝑖(𝑅ℎ)
]
3
           (4) 
avec 𝑟𝑣𝑖𝑜 et 𝑛𝑖𝑜 les valeurs des rayons modaux et indices complexes de réfraction, 
respectivement, pour une valeur de Rh = 0, 𝑚𝑖𝑜 est la masse de la particule à l’état sec, 𝑚𝑤 et 
𝑛𝑤 sont la masse et l’indice de réfraction de l’eau, respectivement, et 𝜌 est le ratio entre la 
masse volumique humide et sèche des aérosols. Les valeurs de 𝑟𝑣𝑖𝑜 et 𝑛𝑖𝑜 peuvent être 
trouvées dans la littérature après avoir déterminé le type d’aérosols (Shettle et Fenn, 1979). 
Par conséquent, à partir de ces valeurs et en utilisant les équations 3 et 4, on peut déterminer 
alors le modèle aérosol pour n’importe quelle valeur d’humidité relative. 
Les LUTs associées au modèle aérosol sont alors générées grâce au code des ordres 
successifs de diffusion (SOS) dans sa version 5 (Deuzé et al., 1989; Lenoble et al., 2007). Ces 
LUTs vont contenir la réflectance marine simulée en fonction d’un grand nombre de 
paramètres dont les valeurs ont été établies sur une large gamme afin de considérer le 
maximum de possibilités. Ces paramètres concernent les conditions d’illumination (𝜃0, 
l’angle zénithal solaire, 𝜃𝑣 l’angle zénithal de visée, et △ 𝜙 la différence entre les angles 
azimutaux), les conditions atmosphériques (𝜏 at 550 nm, 𝜌𝑇𝑂𝐴 et la fraction AOD grossier qui 
représente la part de l’épaisseur optique relative aux grosses particules). Ces variables vont 
alors servir comme paramètres d’entrées dans le modèle ISAC afin de sélectionner la bonne 
information à l’intérieur des LUTs. De plus, les valeurs de 𝜌𝑇𝑂𝐴, 𝜃0, 𝜃𝑣, et △ 𝜙, peuvent être 
dérivés directement des images L8/OLI donc le modèle ISAC n’a besoin que de trois données 
externes, la valeur de Rh, 𝜏(550), et la proportion en aérosols grossiers, qui peuvent être 
obtenues notamment grâce à des observations in-situ. 
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Figure 5.1. Représentation schématique du modèle ISAC 
 L’extraction des valeurs de réflectance contenue dans les LUTs est réalisée grâce à une 
interface MATLAB. Nous avons en plus intégré une correction de la transmission gazeuse 
non prise en compte par le code des OS. Pour cela, nous nous sommes inspirés du code 
SMAC (Small Method for Atmospheric Correction) développé par Rahman et Dedieu, (1994) 
et des coefficients calculés pour L8/OLI fournis par le CESBIO (Centre d’Etudes Spatiales de 
la BIOsphère). 
 
5.3. Description du site et des instruments 
 
 Le bassin d’Arcachon est une lagune macrotidale semi fermée peu profonde d’environ 
180 km² située en France, sur le littoral atlantique (44°40′ N, 1°10′ W; Fig. 5.2). Il est 
connecté à l’Océan Atlantique grâce à deux chenaux de 2-3 km de large et environ 12 km de 
long. Les eaux sont optiquement complexes et présente un fort gradient de turbidité associé à 
un gradient de salinité. L’hétérogénéité spatiale des particules en suspension et de la matière 
dissoute à la fois en termes de concentration et de composition est principalement déterminée 
par les entrées océaniques et par les débits fluviaux dans les parties externes et internes du 
bassin, respectivement, couplés à un taux moyen de renouvellement des eaux (Glé et al., 
2008; Dubois, 2012; Polsenaere et Abril, 2012). Les paramètres biogéochimiques de la 
colonne d’eau sont également caractérisés par une forte variabilité temporelle. Au cours de la 
période 2005–2014, les valeurs moyennes de concentration en matières en suspension (SPM), 
chlorophylle a (Chl) et du rapport carbone organique particulaire sur azote (C/N ratio) à la 
station Comprian, située dans la partie interne du Bassin, sont respectivement de 4.06 ± 4.56 
mg.l
-1
, 1.53 ± 0.79 g.l-1, et 5.75 ± 1.74 mol.mol-1 (statistiques extraites de la base de données 
du Service d'Observation en Milieu LITtoral, SOMLIT). 
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 Le climat autour d’Arcachon est doux, avec des étés en général sec et chaud, et des 
hivers doux et pluvieux. Les températures maximales en été varient en moyenne entre 21 et 
24.0°C et entre 10.9 et 12.2°C en hiver. De même, les températures minimales varient en 
moyenne entre 12.1 et 15.1 °C en été, et entre 2.5 et 3.2 °C en hiver. En ce qui concerne 
l’humidité relative, le maximum est observé en Janvier (82 ± 3 %) et le minimum en Juillet 
(71 ± 2 %). Ces données sont extraites des relevés Météo-France à la station Lège Cap-Ferret. 
Les données de vent montrent une forte variabilité. Cependant, les vents de Nord-Ouest 
dominent du printemps à l’été tandis que les vents de Sud-Ouest dominent entre l’automne et 
le printemps (Puillat et al., 2006). Les principales sources d’émissions d’aérosol sur Arcachon 
sont l’océan (embruns marins), la forêt de pins, les feux de biomasse et les émissions du 
traffic routier, notamment lors des pics de fréquentation dus au tourisme (AIRAQ, 2013). 
Les propriétés optiques et microphysiques sur notre zone d’étude sont dérivées des 
mesures de luminances acquises par un photomètre CIMEL CE-318 situé sur le toit de la 
Station Marine à Arcachon. Le CIMEL est opérationnel depuis Septembre 2008 grâce à une 
collaboration entre les laboratoires du LOA (Université de Lille) et EPOC (Université de 
Bordeaux). L’étalonnage de l’instrument est assurée plusieurs fois par an par l’Observatoire 
national des Aérosols (PHOTONS), qui fait partie du réseau mondial AERONET (AErosol 
RObotic NETwork). De nombreux articles décrivent les procédures standardisées du réseau 
AERONET en ce qui concerne l’instrumentation, la méthodologie, le traitement et la qualité 
des données (Dubovik et King, 2000; Holben et al., 1998 et 2001; Smirnov et al., 2002). Pour 
cette étude, nous avons utilisé les données moyennées quotidiennes de niveau 2 entre Janvier 
2009 et Décembre 2012 car les données sur cette période à 2 3 mois près étaient complètes 
(en 2013, le CIMEL a été en panne la majeure partie de l’année et les données 2014 n’étaient 
pas encore disponibles en niveau 2). A partir des données journalières, nous avons pu 
également établir des moyennes mensuelles et saisonnières. En particulier, comme évoqué 
dans la partie 2, nous avons dérivé le comportement saisonnier des mesures directes (AOD et 
la valeur du coefficient d’Ångström prise entre 440 et 870nm, 𝛼440−870) et des produits 
inversés (PSD, 𝑟𝑣𝑖, 𝜎𝑖, proportion en aérosol grossier) afin d’établir la nature des aérosols sur 
notre zone. L’analyse de ces données a été évoquée au chapitre précédént. 
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Figure 5.2. Image L8/OLI (2014-10-01) au-dessus du Bassin d’Arcachon avec les 
localisations du CIMEL, de la station météo du Lege Cap-Ferret  
 
 La précision des données AERONET a fait l’objet de plusieurs études (Dubovik et al., 
2000; Holben et al., 1998; O’Neill et al., 2003). Ces études ont montré de bonnes 
performances en ce qui concerne l’AOD et la PSD. La distribution de taille est retrouvée pour 
des rayons compris entre 0.05 et 15 µm soit 22 mesures équidistantes. L’erreur estimée ne 
dépasse pas 10% sur les maxima retrouvés entre 0.1 ≤ 𝑟 ≤ 7 m, tandis que pour l’AOD, elle 
est approximativement égale à ± 0.01 pour 𝜆 ≥ 400 nm. En ce qui concerne l’albédo de simple 
diffusion (SSA) et les indices complexes de réfraction (𝑛), les inversions ne sont possibles 
avec une bonne précision que pour des fortes concentrations en aérosols (𝜏(440) ≥ 0.5). Pour 
le site d’Arcachon, 97.5% de nos données (sur un total de 783 données de moyennes 
journalières) ne fournissaient pas de valeur de SSA ni d’indice de réfraction. Par conséquent, 
les mesures restantes n’ont pas été jugées assez représentatives du type d’aérosol. Cependant, 
une analyse des données de SSA est faite en complément des résultats établis sur les 
variations de l’AOD et de PSD. Enfin l’erreur associée à la proportion en aérosols grossier qui 
est déterminée par le rapport entre l’épaisseur optique relative aux aérosols grossiers et 
l’épaisseur optique totale, est faible (O’Neill et al., 2003). 
 
100 
 
5.4. Evaluation de la performance du modèle ISAC 
 
 Le modèle ISAC est adaptable à n’importe quel capteur THRS puisque que les LUTs 
peuvent être générées quelles que soient les caractéristiques du capteur. Dans le cadre de cette 
étude, nous avons pris l’exemple du capteur OLI (Operational Land Imager) embarqué sur 
Landsat 8 (Tableau V.1) afin d’évaluer les performances de notre méthode. Les raisons de ce 
choix sont (1) le potentiel élevé de L8/OLI pour les applications littorales et côtières 
(Pahlevan et Schott, 2013; Pahlevan et al., 2014; Vanhellemont et Ruddick, 2014) et (2) 
l’existence de méthodes de corrections atmosphériques performantes (Vanhellemont et 
Ruddick, 2015). L8/OLI est un capteur à balayage lancé en Février 2013 afin de perpétuer la 
constellation Landsat dont la mission est l’observation de la Terre. Les images de L8/OLI 
comportent 9 bandes spectrales à 30 m de résolution, avec 4 bandes dans le visible et 3 dans le 
proche et moyen infrarouge. Le capteur fournit de robustes données radiométriques pour 
l’observation des zones littorales et côtières (Pahlevan et al., 2014) avec un rapport signal sur 
bruit supérieur à 200. Les images au niveau 1 (L1T) sont disponibles gratuitement sur la 
plateforme EarthExplorer (http://earthexplorer.usgs.gov/). 
 
Tableau V.1. Caractéristiques de L8/OLI (Vanhellemeont, Ruddick, 2014) 
Bandes Longueur d’onde 
(nm) 
Résolution 
spatiale 
(m) 
SNR Luminance de 
référence 
(W m
− 2
 sr
− 1
 μm− 1) 
1 
(Coastal/Aerosol) 
433–453 30 232 40 
2 (Blue) 450–515 30 355 40 
3 (Green) 525–600 30 296 30 
4 (Red) 630–680 30 222 22 
5 (NIR) 845–885 30 199 14 
6 (SWIR 1) 1560–1660 30 261 4 
7 (SWIR 2) 2100–2300 30 326 1.7 
8 (PAN) 500–680 15 146 23 
9 (CIRRUS) 1360–1390 30 162 6 
  
Afin d’évaluer les performances du modèle ISAC, les réflectances marines retrouvées ont été 
comparées à la fois avec les réflectances in-situ ainsi qu’avec les réflectances retrouvées avec 
les autres méthodes de correction. Les réflectances in-situ ont été obtenues suite à une large 
campagne de mesure terrain effectuée entre février et octobre 2015. Les réflectances sur le 
terrain ont été mesurées en simultanée avec les acquisitions Landsat. Cependant en raison de 
conditions météorologiques défavorables, seulement 3 images ont pu être retenues (Tableau 
V.2). Ces images présentent néanmoins des conditions atmosphériques contrastées comme en 
témoigne les valeurs de 𝛼440−870 pour les images #1 et #2, (respectivement 1.73 et 0.73. Sur 
ces 3 images, nous avons sélectionné un carré de 3x3 pixels autour du point de mesure terrain 
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afin d’en extraire le spectre de réflectances marines moyenné pour s’assurer de l’homogénéité 
de la mesure. La réflectance de télédétection (𝑅𝑟𝑠) a été dérivée à partir de mesures de la 
luminance sortant de l’eau (𝐿𝑢(𝑧), avec z la profondeur) et de mesures d’éclairement 
descendant au-dessus de la surface (𝐸𝑑(0
+)) à partir de spectroradiomètres TriOS et suivant 
le protocole décrit par Lubac et Loisel (2007). 𝜌𝑤 est alors obtenu par : 
 
𝜌𝑤 = 𝜋𝑅𝑟𝑠               (5) 
 
Tableau V.2. Images L8/OLI utilisées dans cette étude avec nom de m’image et les conditions 
atmosphériques associées. L’exposant * indique l’acquisition simultanée de données in-situ 
 
 Les méthodes de corrections atmosphériques choisies pour évaluer le modèle ISAC 
sont (1) les méthodes ACOLITE (Atmospheric Correction for OLI “lite”) utilisant soit les 
bandes NIR ou SWIR (Vanhellemont et Ruddick, 2014 et 2015) et (2) le modèle 6SV (Second 
Simulation of a Satellite Signal in the Solar Spectrum Vector code; Vermote et al., 2006) avec 
3 différents modèles aérosol (continental, maritime, troposphérique). En plus de ces 
méthodes, deux produits en réflectance déjà corrigés : le produit L8SR de l’USGS et le 
produit de niveau 2 de THEIA,  ont été téléchargés sur leur site respectif. 
 Le logiciel ACOLITE a été développé au sein du RBINS (Royal Belgian Institute of 
Natural Sciences). Il propose deux méthodes basées sur les valeurs de l’image et ne nécessite 
aucune donnée externe. La détermination du type d’aérosol (𝜀) est basée sur le calcul d’un 
rapport de bandes, corrigées de la diffusion de Rayleigh, utilisant soit la bande NIR, soit la 
bande SWIR, où l’hypothèse est faite que le signal marin est nul (Vanhellemont et Ruddick, 
2014; Vanhellemont et Ruddick, 2015). Une fois que 𝜀 est déterminé, il sera par la suite 
utilisé pour extrapoler la réflectance aérosol dans toutes les autres bandes du visible. Nous 
avons utilisé les deux méthodes fournies à savoir la méthode avec le NIR (par la suite appelée 
ACO-NIR) où la valeur d’𝜀 est prise homogène sur toute l’image et la méthode SWIR (ACO-
SWIR) où la valeur d’𝜀 est calculée en chaque pixel. 
 Le modèle 6SV1.1 est un code opérationnel permettant de simuler la réflectance de 
surface pour une gamme étendue de conditions atmosphériques, spectrales et géométriques. 
Ce code est basé sur le code des ordres successifs et il tient compte de la polarisation 
(Kotchenova et al., 2006). Les propriétés microphysiques des aérosols sont caractéristiques de 
particules à l’état sec ce qui équivaut à une humidité relative égale à 0. Ce paramètre ne peut 
pas être modifié dans le code. 
  Image Date/Time (UTM) 𝜏(550) 𝛼440−870 𝑅ℎ 
#1 LC82010292015076LGN00* 2015-03-17 10:54 0.10 1.73 42% 
#2 LC82010292015204LGN00* 2015-07-23 10:54 0.06 0.73 57% 
#3 LC82000292015293LGN00* 2015-10-20 10:48 0.05 1.52  60% 
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 Les produits L8/OLI L2A fournis par THEIA (http://spirit.cnes.fr/resto/Landsat) sont 
corrigés avec l’algorithme MACCS (Multi-sensor Atmospheric Correction and Cloud 
Screening) qui est bien détaillé dans Hagolle et al., (2008). L’AOD est directement estimée à 
partir de l’image par une combinaison de trois méthodes : la méthode du « black pixel », la 
méthode « Dark Dense Vegetation » ou DDV et la dernière méthode utilise la multi-
temporalité. La méthode « black pixel » est utilisée afin d’établir la valeur maximale d’AOD 
sur l’image. La méthode DDV permet d’estimer le contenu en aérosol à partir de la relation 
des réflectances dans le rouge et le bleu au-dessus de zones denses de végétation. Enfin, la 
multi-temporalité est utilisée sur la base que les aérosols ont une variabilité temporelle rapide 
mais une variabilité spatiale lente alors que la réflectance de surface varie peu dans le temps 
mais beaucoup dans l’espace ce qui implique que tout changement entre deux images peuvent 
être associés aux aérosols et donc qu’on peut estimer leur contribution. Par la suite la 
réflectance de surface est estimée grâce à des LUTs générées grâce au code des ordres 
successifs, (SOS). 
 Enfin les produits L8SR disponibles sur la plateforme EarthExplorer sont obtenus 
grâce à un algorithme interne développé par l’USGS. Peu de détails sont disponibles sur la 
méthode employée mais plus de détails peuvent être trouvés sur le guide du produit 
(http://landsat.usgs.gov/documents/provisional_l8sr_product_guide.pdf). 
 Pour les méthodes ISAC et 6SV1, les images L8/OLI de niveau L1T sont corrigées 
grâce aux données CIMEL concernant l’AOD, et la vapeur d’eau. Des données 
météorologiques concernant l’humidité relative ont également été utilisées pour préciser notre 
modèle. Pour ACOLITE, seules les images L1T sont demandées et en ce qui concerne les 
produits L8SR et THEIA ils ont juste été téléchargés. Il faut néanmoins tenir compte que les 
produits THEIA sont en plus corrigés des effets de l’environnement ce qui n’est pas le cas 
pour aucune des autres méthodes. Par la suite, les même ROIs ont été extraites (carré de 9 
pixels) puis les spectres moyens ont été calculés. Enfin pour le point de validation, une zone 
de 9 pixels centrée sur la mesure a également été extraite. 
 
5.5. Résultats 
 
5.5.1. Prise en compte de la variabilité des aérosols  
 
 Nous avons pu voir au chapitre précédent que l’atmosphère d’Arcachon était 
caractérisée par une variabilité des aérosols en termes de type et de concentration. Aussi, il 
semble alors nécessaire d’introduire cette variabilité à l’intérieur de notre modèle. Pour cela, 
plusieurs options ont été envisagées : en premier lieu, la climatologie des paramètres requis 
par le code SOS pour établir un modèle aérosol et le lancer,  à savoir le rayon géométrique 
moyen fin et grossier, l’écart-type associé pour chaque mode et la proportion en aérosols 
grossiers a été établie. Les résultats sont présentés dans la figure 5.6. Ces paramètres sont 
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représentatifs des propriétés optiques et microphysiques des aérosols sur Arcachon. Les 
valeurs pour le rayon fin sont supérieures pour les mois d’Avril et Octobre (~0.095 μm) par 
rapport à la période Mai - Septembre (~0.085 μm) alors que pour le rayon grossier, sa valeur 
est supérieure l’été (~0.92 μm) par rapport à l’hiver (~0.60 μm). En ce qui concerne l’écart-
type, il y a une faible dépendance saisonnière pour chacun des deux modes avec des valeurs 
maximales pour le mode fin (grossier) égales à ~0.50 en hiver (0.73 en hiver) et minimales 
égales à ~0.44 en été (~0.66 en été). Pour la proportion en aérosols grossiers, les valeurs sont 
supérieures entre Novembre et Février (~0.65) comparé au le reste de l’année (~0.35). Ceci 
est notamment conforme avec le plus haut pourcentage d’aérosols marins pur en hiver trouvé 
précédemment (Tableau V.2).  La première solution consiste alors à simplement utiliser pour 
notre modèle les moyennes mensuelles de chacun de ces paramètres. Or, le code SOS 
nécessite également de fournir les valeurs des indices complexes de réfraction. Et comme 
nous avons pu le voir précédemment, les données sur les propriétés microphysiques des 
aérosols (albédo de simple diffusion / indices de réfraction) étaient faibles. 
 
Figure 5.3. Climatologie de quelques paramètres liés aux propriétés optiques des aérosols, (a) 
rayon moyen fin, (b) rayon moyen grossier, (c) écarts-types, (d) proportion en aérosols 
grossiers. 
 
 97.5% des données (sur les 783 données journalières moyennées) n’indiquent pas de 
valeur de SSA (ω) en raison d’une AOD trop faible. En ce qui concerne les données de SSA 
disponibles (N=20), la valeur moyenne à 440 nm est égale à 0.945± 0.027 dont 5 valeurs se 
situent < 0.935. A cause du faible degré de confiance apporté par AERONET sur les valeurs 
de SSA acquises lors de faibles AOD, nous avons sélectionné les valeurs correspondant à 
0.2<τ(870)<0.3 (Ahmad et al, 2010) afin de mieux caractériser les variations du SSA sur 
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Arcachon. Après application de ce filtre (N= 13), nous avons pu observer que pour les valeurs 
de SSA(440) > 0.935 (Figure 5.7, gauche), la valeur de SSA(440) est relativement stable entre 
Février et Octobre (~0.955). De plus, nous ne disposons d’aucune donnée pour les mois 
d’hiver. Par la suite nous avons établi la dépendance spectrale de ces données qui peut servir 
comme indicateur de la nature des aérosols (Dubovik et al., 2002; Höller et al., 2003; Bi et al., 
2011; Li et al., 2015). Par exemple à partir de mesures radiométriques, Dubovik et al., (2002) 
ont trouvé une pente négative pour des aérosols type urbain/industriel, fumée et marins 
pollués alors que pour des aérosols type poussières désertiques, la pente était positive. Pour 
nos données, nous avons calculé la valeur moyenne du SSA par longueur d’onde et tracé la 
dépendance spectrale (Figure 5.7, droite). Nous avons trouvé une pente négative indiquant 
que les aérosols peuvent être classés comme marins pollués. En ce qui concerne, les données 
correspondant à SSA(440) < 0.935, au nombre de 3 ont montré une pente positive 
caractéristique d’aérosols type poussières désertiques. En plus du manque évident de données, 
l’autre limitation à l’utilisation des moyennes mensuelles est que le modèle aurait alors fourni 
des résultats bons en moyenne mais de larges erreurs auraient pu alors être trouvées sur des 
cas individuels en raison notamment d’une forte variation de l’humidité relative d’un jour à 
l’autre. 
 
Figure 5.4. Climatologie de la valeur moyenne du SSA(440) pour 0.2<τ870<0.3 et dépendance 
spectrale du SSA pour 0.2<τ870<0.3 et ωo440 > 0.935 
 
L’autre solution consiste alors à prendre en compte les effets de variation de 
l’humidité relative. 
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5.5.2. Prise en compte de l’humidité relative 
 
Avec une humidité relative mensuelle variant entre 70% l’été et 82% l’hiver, en 
moyenne et dans l’optique de pouvoir traiter un grand nombre d’images acquises à n’importe 
quelle période de l’année, il semble logique que le modèle développé (ISAC) prenne en 
compte cette variabilité. Pour cela, nous avons défini notre population d’aérosols bimodale 
tout au long de l’année (voir Chapitre 4) comme représentée par la somme de deux 
distributions normales monomodales de type logarithme, une par mode. Afin d’établir les 
différentes valeurs des paramètres nous avons du définir pour chacune des populations, un 
type d’aérosol. Cela a été fait en utilisant le modèle HYSPLIT (Draxler et Rolph, 2003, Pace 
et al., 2006) pour caractériser la provenance des masses d’air arrivant sur Arcachon. Deux 
exemples de sorties du modèle sont présentées dans les figures 5.8 et 5.9. A partir des 
résultats de cette étude et grâce aux informations extraites de l’étude sur la variabilité des 
aérosols sur notre zone, nous avons défini que notre population d’aérosols fins était constituée 
d’aérosols d’origine continentale tandis que notre population d’aérosols grossiers est 
constituée d’aérosols d’origine marine. 
 
Figure 5.5. Distribution de taille moyennée entre 8 et 9 :00 UTC le 22/02/2013 (gauche) avec 
l’origine des masses d’air associée. (droite) 
 
Nous avons alors associé notre population fine au modèle monomodal troposphérique 
et notre population grossière au modèle monomodal maritime, définis par Shettle et Fenn 
(1979). Ils ont été définis comme composé de 70% de particules hydrosolubles et 30% de 
particules type poussières, pour le troposphérique et 95% de sels marins et 5% 
d’hydrosolubles pour le maritime. Afin de prendre en compte les effets de l’humidité relative 
sur la croissance hygroscopique des particules, nous avons déterminé grâce à l’étude des 
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données météorologiques de la station Lège Cap-Ferret (la plus proche du CIMEL) 8 valeurs 
de Rh entre 30 et 95%. Puis nous avons utilisé le modèle de croissance du rayon moyen défini 
par Ahmad et al., (2010) sur Chesapeake Bay, un autre site côtier, et comparé leurs résultats 
avec nos données. Nous avons trouvé une bonne correspondance en ce qui concerne le mode 
fin mais le modèle surestimait grandement nos valeurs pour le mode grossier. Nous nous 
sommes alors rendu compte qu’Ahmad et al., (2010) ajoutait un facteur égal à 3σ à leur 
données (σ correspondant à l’écart-type moyen annuel pour le mode grossier) afin de 
considérer les eaux hauturières dans leur modèle. Notre modèle étant destiné aux eaux 
côtières, nous avons alors retiré ce facteur 3σ en utilisant cette fois la valeur de σ pour le 
mode grossier calculé à partir de nos données et nous avons alors trouvé de meilleurs 
résultats. Enfin, les données d’Ahmad et al., 2010 fournies en volume ont été converties en 
nombres grâce à l’équation suivante : 
 
𝑟0 = 𝑟𝑣𝑒𝑥𝑝 (3𝜎0
2) 
avec rv le rayon moyen en volume en μm, r0 le rayon moyen en nombre en μm, σ0 est l’écart-
type moyen. Les valeurs pour notre modèle sont données dans le tableau V.3. 
 
Figure 5.6. Distribution de taille à 7:30 UTC le 08/09/2010 (gauche) avec l’origine des 
masses d’air associée.(droite) 
 
 Comme montré dans la figure 5.6, l’écart-type pour chacun des deux modes varie peu. 
Ainsi, nous avons choisi d’utiliser la valeur moyenne annuelle pour chacun des deux modes. 
Afin de définir les valeurs des indices complexes de réfraction et parce qu’AERONET 
attribue la même valeur aux indices fins et grossiers, nous avons utilisé les données fournies 
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par Shtelle et Fenn (1979) ainsi que l’équation 4, afin de calculer pour chaque bande L8/OLI 
et chaque Rh la valeur d’indice correspondante. Les valeurs sont données dans les tableaux 
V.4a et V.4b. 
Tableau V.3. Valeurs des rayons moyens (rf, rc) et écarts-types (σf,σc) fins et grossiers, pour 
chaque valeur d’humidité relative. 
Rh rf σf rc σc 
30 0.075 0.479 0.474 0.700 
50 0.076 0.479 0.481 0.700 
70 0.079 0.479 0.587 0.700 
75 0.084 0.479 0.713 0.700 
80 0.094 0.479 0.825 0.700 
85 0.102 0.479 0.889 0.700 
90 0.111 0.479 0.979 0.700 
95 0.123 0.479 1.071 0.700 
 
 Pour résumer, à partir de l’analyse des données AERONET sur les propriétés optiques 
et microphysiques des aérosols sur Arcachon, à partir des sorties HYSPLIT sur l’origine des 
masses d’air et à partir de l’analyse de données météorologiques, nous avons construit un 
modèle aérosol bimodal, dont chacun des modes est associé à un type d’aérosol et dont les 
valeurs des rayons moyens des distributions ainsi que leurs indices complexes de réfraction 
varient avec l’humidité relative (8 valeurs). Afin de lancer le code SOS, un dernier paramètre 
est requis : la proportion en aérosols grossiers. Ce paramètre va permettre au code d’estimer la 
concentration volumique des aérosols. Au vu des résultats présentés dans la figure 5.6, nous 
avons défini 6 valeurs de proportions variant de 0.15 à 0.9. Les simulations du code SOS vont 
alors produire 48 LUTs par bande spectrale de L8/OLI (8 valeurs de Rh * 6 valeurs de 
proportions en aérosols grossiers). Chaque LUT est composée de plus d’1 million de valeurs 
de ρw correspondant au grand nombre de conditions géométriques et atmosphériques 
paramétrées dans le code. 
 
Tableau V.4a-4b.  Valeurs des indices complexes de réfraction pour le modèle 
Troposphérique (T) et Maritime (M) pour chaque bande L8/OLI en fonction de Rh 
 
T 30 50 70 75 80 85 90 95 
440    1.5266  
- 3.0058i 
   1.5194  
- 3.0056i 
   1.4977 
- 3.0049i 
   1.4751 
 - 3.0042i 
   1.4346  
- 3.0030i 
   1.4119 
 - 3.0023i 
   1.3958 
 - 3.0018i 
   1.3801  
- 3.0013i 
490    1.5265 
- 3.0058i 
   1.5193  
- 3.0056i 
   1.4973 
- 3.0049i 
   1.4745  
- 3.0042i 
   1.4337  
- 3.0030i 
   1.4107 
 - 3.0023i 
   1.3944  
- 3.0018i 
   1.3786 
 - 3.0013i 
560    1.5265 
- 3.0065i 
   1.5192  
- 3.0062i 
   1.4970 
- 3.0055i 
   1.4740 
- 3.0047i 
   1.4327 
 - 3.0033i 
   1.4094 
 - 3.0026i 
   1.3930 
 - 3.0020i 
   1.3770  
- 3.0015i 
660    1.5265 
- 3.0069i 
   1.5191 
 - 3.0066i 
   1.4967 
- 3.0058i 
   1.4734 
- 3.0050i 
   1.4317 
 - 3.0036i 
   1.4082  
- 3.0027i 
   1.3916 
 - 3.0021i 
   1.3755 
 - 3.0016i 
860    1.5166 
- 3.0107i 
   1.5095  
– 3.0103i 
   1.4880 
- 3.0090i 
   1.4657 
- 3.0078i 
   1.4256  
- 3.0055i 
   1.4031 
 - 3.0042i 
   1.3872 
 - 3.0033i 
   1.3717 
 - 3.0024i 
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1630    1.4740 
- 3.0182i 
   1.4678 
 - 3.0175i 
   1.4490 
- 3.0154i 
   1.4295 
- 3.0132i 
   1.3945 
 - 3.0094i 
   1.3748 
 - 3.0072i 
   1.3609 
 - 3.0056i 
   1.3473 
 - 3.0041i 
2250    1.3588 
- 3.0095i 
   1.3562  
- 3.0092i 
   1.3483 
- 3.0081i 
   1.3401 
- 3.0069i 
   1.3254 
 - 3.0049i 
   1.3172  
- 3.0038i 
   1.3113 
 - 3.0030i 
   1.3056 
 - 3.0022i 
 
M 30 50 70 75 80 85 90 95 
440 1.4958 -
3.0000i 
1.4889 -
3.0000i 
1.4291 -
3.0000i 
1.3918 -
3.0000i 
1.3741 -
3.0000i 
1.3673 -
3.0000i 
1.3602 -
3.0000i 
1.3505 -
3.0000i 
490 1.4958 -
3.0000i 
1.4888 -
3.0000i 
1.4282 -
3.0000i 
1.3904 -
3.0000i 
1.3725 -
3.0000i 
1.3657 -
3.0000i 
1.3584 -
3.0000i 
1.3487 -
3.0000i 
560 1.4860 -
3.0000i 
1.4794 -
3.0000i 
1.4217 -
3.0000i 
1.3844 -
3.0000i 
1.3687 -
3.0000i 
1.3622 -
3.0000i 
1.3553 -
3.0000i 
1.3460 -
3.0000i 
660 1.4860 -
3.0000i 
1.4793 -
3.0000i 
1.4209 -
3.0000i 
1.3858 -
3.0000i 
1.3633 -
3.0000i 
1.3606 -
3.0000i 
1.3536 -
3.0000i 
1.3442 -
3.0000i 
860 1.4762 -
3.0000i 
1.4698 -
3.0000i 
1.4143 -
3.0000i 
1.3797 -
3.0000i 
1.3672 -
3.0000i 
1.3571 -
3.0000i 
1.3505 -
3.0000i 
1.3415 -
3.0000i 
1630 1.4950 -
3.0000i 
1.4870 -
3.0000i 
1.4173 -
3.0000i 
1.3738 -
3.0000i 
1.3532 -
3.0000i 
1.3453 -
3.0000i 
1.3370 -
3.0000i 
1.3258 -
3.0000i 
2250 1.4359 -
3.0000i 
1.4296 -
3.0000i 
1.4746 -
3.0000i 
1.3403 -
3.0000i 
1.3240 -
3.0000i 
1.3178 -
3.0000i 
1.3113 -
3.0000i 
1.3024 -
3.0000i 
 
5.5.3. Evaluation du modèle ISAC 
 
 Pour chacune des 3 images, nous avons construit le spectre de réflectance in-situ, 
auquel nous avons associé les valeurs corrigées de la sensibilité spectrale de L8 (in-situ RSR) 
ainsi que les résultats obtenus avec chacune des méthodes de correction. De plus, l’erreur 
relative (en %) a été calculé pour chacun des modèles par rapport à la donnée terrain. Pour 
l’image du 17 Mars 2015 (Figure 5.10), les résultats sont donnés dans la figure 5.11 et dans le 
tableau V.5. 
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Figure 5.7. Zoom sur image L8/OLI du 17/03/2015 avec localisation du point de mesure 
associé 
 Les résultats illustrés par la figure 5.11 montrent une une variabilité des valeurs de ρw 
en fonction du modèle de corrections atmosphériques choisi. On peut voir par exemple que les 
modèles 6SV (TRO, CON, MAR) vont avoir tendance à surestimer ρw sur l’ensemble du 
spectre. On notera également une différence de comportement entre les deux modèles 
ACOLITE avec la méthode NIR qui va avoir tendance à sous-estimer la réflectance. Enfin le 
modèle ISAC représenté par le losange grisé, offre de bonnes performances. 
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Figure 5.8. Comparaison des réflectances marines retrouvées avec les réflectances marines in-
situ pour l’image du 17/03/2015. 
 
 Ces observations sont notamment confirmées dans le tableau V.6 où on peut voir une 
tendance des méthodes de correction à surestimer la réflectance marine, notamment à 490 nm. 
On peut également voir de mauvaises performances dans le proche-infrarouge sauf pour la 
méthode NIR d’ACOLITE. Enfin avec une erreur maximale de 10% dans le visible, notre 
modèle offre des performances quasi similaires au modèle de référence ACO_SW. 
 
Tableau V.5. Différences relatives (en %) entre les données in-situ et satellites 
 490 nm 560 nm 660 nm 870 nm 
ACO_SW -9 4 -3 -167 
ACO_NIR 23 20 -3 -3 
CON -46 -14 -25 -313 
MAR -51 -15 -26 -286 
TRO -35 -10 -20 -295 
THE -21 -2 1 100 
ISAC -10 6 -7 -250 
 En ce qui concerne l’image du 20 Octobre 2015 (Figure 5.12) dont les résultats sont 
présentés dans la figure 5.13 et dans le tableau V.6, on peut voir en premier lieu une forme 
spectrale différente traduisant des propriétés optiques de l’eau différentes par rapport à 
l’image de Mars. 
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Figure 5.9. Zoom sur image L8/OLI du 20/10/2015 avec localisation du point de mesure 
associé. 
 
D’autre part, on observe de meilleures performances de la méthode 6SV, notamment 
avec le modèle aérosol troposphérique, en comparaison avec l’image de Mars et une baisse 
des performances des deux méthodes ACOLITE. Cette baisse des performances serait 
associée à la faible valeur de l’épaisseur optique, provoquant ainsi une faible valeur de la 
réflectance dans les bandes proche et infrarouge moyen. Ces faibles valeurs associées au bruit 
de la mesure vont alors conduire à une forte erreur sur l’estimation de la pente et donc sur des 
erreurs sur la réflectance retrouvée. Enfin, on peut voir que le modèle ISAC offre une 
nouvelle fois de bonnes performances dans le visible. 
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Figure 5.10. Comparaison des réflectances marines retrouvées avec les réflectances marines 
in-situ pour l’image du 20/10/2015 
 
Tableau V.6. Différences relatives (en %) entre les données in-situ et satellites 
 490 nm 560 nm 660 nm 870 nm 
ACO_SW 18 24 27 -1177 
ACO_NIR 36 38 51 -296 
CON -29 -6 -6 -2322 
MAR -32 -6 -10 -2278 
TRO -11 -3 -4 -2234 
THE -18 -3 -4 -2366 
ISAC -18 5 -4 -2586 
 
 
 Enfin, l’image du 23 Juillet 2015, illustrée par la figure 5.11, permet de souligner les 
limitations à la fois de notre modèle et des modèles de corrections atmosphériques en général. 
En effet, comme on peut le voir dans la figure 5.12, quel que soit le modèle utilisé, la 
réflectance est surestimée. Ceci est notamment dû à l’effet des nuages adjacents autour de la 
zone où s’est effectuée la mesure. En effet, la présence des nuages va provoquer des 
réflexions multiples qui vont conduire à une surestimation de la réflectance mesurée par le 
satellite. 
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Figure 5.11. Zoom sur image L8/OLI du 23/07/2015 avec localisation du point de mesure 
associé. 
 
 
Figure 5.12. Comparaison des mesures in-situ et retrouvées sur l’image L8/OLI du 
23/07/2015 
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Des effets similaires peuvent être provoqués par la présence d’aérosols absorbants type 
biomasse-urbain comme on peut le voir sur la figure 5.13. 
 
 
Figure 5.13. Spectre de réflectance TOA en conditions de ciel clair et en présence d’aérosols 
type « Biomass burning » mesuré par SCIAMACHY (Sources : IPCC/TEA, modifié). 
 
5.5.4. Etude de sensibilité de la réflectance marine  
 
Il s’agit ici de tester la sensibilité de la réflectance marine inversée, aux paramètres du 
modèle : à savoir l’humidité relative, qui comme nous l’avons vu précédemment va influencer 
sur la distribution en taille des aérosols ainsi que sur la valeur de l’indice de réfraction, puis la 
proportion en aérosols grossiers qui influe sur la concentration volumique des particules fines 
et grossières. Dans un second temps, la sensibilité sera évaluée en faisant varier l’épaisseur 
optique. 
 
5.5.4.1. Variation de l’humidité relative et de la proportion en aérosols grossier 
 
 
Les variations de la réflectance marine ont été simulées pour une réflectance TOA 
prise égale à 0.1, dans la bande bleue. Cette valeur a été obtenue au-dessus des eaux claires et 
profondes, pour une épaisseur optique à 500 nm égale à 0.15, ce qui est à peu près égal à la 
valeur moyenne mesurée sur notre site (0.14). La réflectance marine inversée correspondante 
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a par la suite été obtenue en faisant varier l’humidité relative (entre 50 et 90%) et la 
proportion en aérosols grossiers (entre 0.1 et 0.9). Les résultats sont présentés dans la figure 
5.14. 
 
Figure 5.14. Variation de la réflectance marine dans la bande bleue, en fonction de l’humidité 
relative (Rh) et de la proportion en aérosols grossiers (Coarse AOD proportion) pour ρTOA = 
0.1 et τ = 0.15. 
 
Les résultats illustrés dans la figure 5.14 montrent que plus la concentration en 
aérosols grossier va être importante, plus la réflectance retrouvée sera élevée, sauf dans le cas 
où l’humidité relative est de 90%. En effet, dans ce cas-là, la réflectance semble à l’inverse 
légèrement décroitre mais cette décroissance est infime. En ce qui concerne l’humidité 
relative, on retrouve également une augmentation de la réflectance inversée avec une 
augmentation de Rh mais cette augmentation est d’abord faible entre 50 et 70%, avec par 
exemple pour une proportion d’aérosols grossiers égale à 0.2, une réflectance égale à 0.031 à 
50 et égale à 0.032 à 70% plus beaucoup plus forte à partir de 70%, avec une réflectance 
passant de 0.032 à 0.036 à 90%. Enfin, on remarque que l’effet de l’humidité relative sur la 
réflectance devient moins important lorsque la concentration en grosses particules augmente. 
Ces phénomènes peuvent s’expliquer grâce à la théorie de Mie. En effet, plus la concentration 
en aérosols grossiers va être élevée, plus le diamètre moyen de la population va être important 
et donc plus la diffusion vers l’arrière va être importante. Il en va de même de l’effet de 
l’humidité relative, plus la valeur de Rh augmente, plus la particule devient grosse et donc 
plus sa diffusion vers l’arrière augmente. La diminution de l’effet de la valeur de Rh sur ρw 
quand la proportion en aérosols grossier augmente peut s’expliquer par le fait que comme la 
valeur de τ est fixe et que le nombre de particules ne varie pas, le volume occupé par les 
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particules atteint un seuil et donc les particules ne peuvent plus grossir du fait de ces 
restrictions. 
 
5.5.4.2. Variation de l’épaisseur optique 
 
Cette fois, il s’agit d’évaluer l’impact de la variation de l’épaisseur optique sur la 
réflectance marine. Pour cela, trois valeurs d’épaisseur optiques ont été choisies 
correspondant à une atmosphère claire, moyenne et turbide. Ces valeurs sont 0.05, 0.15 et 0.3 
respectivement. Les valeurs de « Rh » et de « coarse AOD proportion » sont fixes et égales à 
70 et 0.9 respectivement. Les résultats pour les bandes bleue et verte de Landsat 8 (b2 et b3) 
sont présentés dans les figures 5.15. 
 
 
Figure 5.15. Variation de ρw dans la bande bleue (haut) et dans la bande verte (bas) en 
fonction de ρTOA pour trois valeurs de τ. 
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 Les résultats présentés dans les figures 5.15 montrent l’évolution de la réflectance 
marine en fonction de la valeur de l’épaisseur optique. Les résultats indiquent que plus cette 
valeur va être élevée, plus la valeur la réflectance inversée sera faible. De plus, on peut voir 
que l’écart des réflectances est plus faible pour des valeurs de τ entre 0.05 et 0.15 qu’entre 
0.15 et 0.3 montrant que plus la concentration en aérosols va devenir importante plus les 
effets sur la réflectance marine vont être importants, en particulier dans le cas d’aérosols 
absorbants car moins de lumière atteindra alors la surface. 
  
 Nous avons pu voir dans cette partie que le choix des bons paramètres pour inverser la 
réflectance avait son importance et qu’il était donc nécessaire de bénéficier de valeurs aussi 
précises possible afin de ne pas engendrer de fortes erreurs sur la réflectance. Ainsi des 
erreurs sur la proportion en aérosols et sur la valeur de l’humidité relative peuvent causer 
jusqu’à 18% de différence dans la bande bleue, pour le cas montré ici. Tandis que les 
variations de l’épaisseur optique peuvent provoquer entre 26 et 62% de différences pour une 
variation entre 0.05 et 0.15 et entre 0.15 et 0.3, respectivement, dans le cas où ρTOA vaut 0.1. 
Il est important de limiter au maximum les erreurs sur la réflectance afin de limiter la 
propagation d’erreurs dans le produit final, comme par exemple pour la bathymétrie. 
 
5.6. Discussions et conclusions 
 
 Dans ce chapitre, nous avons montré le développement d’un modèle aérosol  qui, 
intégré à un code de transfert radiatif, a permis la simulation de LUTs. Ces LUTs intégrées à 
une interface MATLAB permettent alors de corriger des effets de l’atmosphère n’importe 
quelle image à haute résolution spatiale. Pour illustrer notre propos, nous nous sommes 
intéressés aux images L8/OLI du Bassin d’Arcachon. Afin de développer un modèle adapté à 
notre zone d’étude, nous avons utilisé l’analyse de 4 ans de données AERONET acquises par 
un photomètre CIMEL installé à Arcachon depuis fin 2008. L’analyse de ces données nous a 
permis d’établir la climatologie des propriétés optiques et microphysiques des aérosols sur 
notre zone d’étude. L’étude de la distribution de taille (PSD) a montré une population 
bimodale dont la proportion des deux modes fin et grossier variait selon la saison, ces 
résultats en plus de confirmer nos précédentes observations nous ont poussés à définir un 
modèle aérosol bimodal représenté par la somme de deux populations monomodales. Nous 
avons alors défini une population pour le mode fin et grossier, respectivement sur la base du 
modèle troposphérique et maritime, définis par Shettle et Fenn (1979). C’est-à-dire que nous 
avons considéré que seules les particules fines étaient absorbantes. Ceci peut se révéler faux 
dans certains cas, notamment lors d’apport de poussières désertiques en provenance d’Afrique 
du Nord. Afin de définir les paramètres propres à chacune des deux populations (rayon 
moyen, écart-type, indice complexe de réfraction), nous avons adapté le modèle de croissance 
des particules en fonction de l’humidité relative défini par Ahmad et al., (2010) avec nos 
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données. Nous avons alors du corriger les valeurs du mode grossier d’un facteur 3σ. Pour le 
calcul des indices de réfraction aux bandes spectrales L8/OLI et en fonction de 8 valeurs 
d’humidité relative, définies après l’étude de la variation de Rh sur notre zone, nous avons 
utilisé les équations de Hänel (1976). Le manque de données sur la chimie des aérosols sur 
notre zone nous a obligé à trouver les valeurs des indices complexes de réfraction (à Rh = 0) 
dans la littérature, de plus les données AERONET peu nombreuses et inadaptées dans ce cas, 
n’ont pu être utilisées. Enfin, en ce qui concerne la proportion en aérosol grossiers, nous 
avons défini 6 valeurs représentatives de la variation moyenne mensuelle de ce paramètre. 
Une fois ces paramètres définis, nous avons obtenu 48 LUTs par bande spectrale L8/OLI et 
construit une interface MATLAB permettant d’extraire les réflectances marines correspondant 
aux conditions d’acquisition de l’image.  
Afin d’évaluer notre méthode, nous avons conduit une campagne de mesures terrain 
simultanée à l’acquisition d’images L8/OLI. Les résultats ont montré de bonnes performances 
pour notre modèle comparable aux méthodes récentes (ACOLITE) et surtout nous avons pu 
voir que les méthodes standards 6SV surestimaient les réflectances sur l’ensemble du spectre. 
Nous pensons que ces surestimations sont dues au fait que les modèles 6SV ne prennent pas 
en compte l’humidité relative et donc utilisent des tailles de particules à l’état sec dans leurs 
modèles or les particules à l’état sec sont donc plus petites et vont diffuser moins vers l’avant 
par rapport à des particules humides, plus grosses.  
 Enfin, nous avons illustré une des limitations de notre modèle à travers l’exemple de 
l’image L8/OLI du 23/07/2015 où en raison de la présence de nuages adjacents, des effets de 
réflexion multiples perturbaient le signal satellite 
Dans une dernière partie, nous avons conduit une étude de sensibilité de la réflectance 
marine inversée aux paramètres du modèle, nous avons pu montrer qu’une connaissance 
précise de ces paramètres était nécessaire sous peine de causer des erreurs sur la réflectance 
inversée.. 
 En conclusion, nous avons montré qu’il était possible de développer des modèles 
aérosols prenant en compte la variabilité des propriétés optiques des aérosols et d’appliquer 
ces modèles aux capteurs à haute résolution spatiale dont les spécificités techniques ne 
permettent pas aux méthodes de corrections dérivant les informations à partir de l’image 
d’être appliquées. 
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Chapitre 6 
Impact de la réflectance spéculaire (ρg) sur la réflectance 
marine pour des capteurs THRS 
 
6.1. Définition et géométrie 
 
En télédétection couleur de l’eau, une partie du signal mesuré par le satellite peut 
provenir d’une partie de la lumière réfléchie par la surface marine. Cette partie du 
rayonnement ne pénètre pas dans l’eau et ainsi ne contient aucune information sur la colonne 
d’eau. Cette lumière réfléchie par la surface encore appelée réflexion spéculaire  a deux 
origines : le rayonnement solaire incident direct qui atteint la surface et la partie du 
rayonnement diffusée par l’atmosphère atteignant la surface puis remontant jusqu’au capteur, 
appelée « sky light ». La réflexion du rayonnement solaire incident par la surface marine est 
appelée « sun glint ».  La somme du sun glint et du sky glint constitue le terme « ρg ». Par la 
suite, nous emploierons le terme « sun glint » pour faire référence à cette réflexion spéculaire. 
La géométrie générale du sun glint est présentée en figure 6.1. 
 
 
Figure 6.1. Géométrie du sun glint 
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La distribution spatiale et l’intensité de ρg sont fonction des angles de visée solaire et 
satellite et de l’état de surface de la mer. Un exemple de l’impact du sun glint sur des pixels 
d’une image THRS du capteur Pléiades est montré par la figure 6.2. 
 
Figure 6.2. Exemple de l’impact du sun glint sur l’imagerie satellite très haute résolution 
(Sources : CNES/RTU-PLÉIADESS) 
 
 L’effet du sun glint sur l’image satellite va dépendre de l’état de la surface observée. 
En effet, dans le cas où la surface est plane, le sun glint va avoir une forme homogène sur une 
partie de l’image comme cela est le cas pour l’exemple présenté en figure 6.3a, sur une image 
MODIS. Le vecteur normal à la surface (?⃗? ) est alors parallèle au vecteur indiquant le zénith 
(𝑍 ) et les angles zénithaux solaire et de visée (θs et θv) ainsi que les angles d’incidences et de 
réfraction (ω et ω’) sont égaux. Cette configuration est montrée dans la figure 6.3b. 
 
 
Figure 6.3. Effet et géométrie du sun glint sur surface plane (sources : NASA) 
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 Par contre, lorsque les conditions de vents sont suffisantes, la surface devient alors 
rugueuse et des vagues peuvent alors se former. Dans ce cas-là, le sun glint va apparaître de 
manière discontinue et former plein de petits patchs lumineux sur l’image comme on peut le 
voir sur la figure 6.2 et sur la figure 6.4a, issue du satellite WorldView-2. Dans cette 
configuration-là, ?⃗?  est en général différent de 𝑍  et θs, θv, ω et ω’, ne sont plus égaux. Ce cas 
de figure est présenté dans la figure 6.4b. 
 
 
Figure 6.4. Effet et géométrie du sun glint sur surface rugueuse (sources : TechLink) 
 
6.2. Méthodes de réduction de l’impact du sun glint 
 
6.2.1. Evitement 
 
Eviter le sun glint est la méthode la plus simple pour réduire son effet, et la méthode 
choisie par la plupart des capteurs utilisés en télédétection « Couleur de l’Océan » (Wang et 
al., 2001 ; Gordon et al., 1992). Le sun glint est un problème purement géométrique. Une 
programmation soignée peut permettre de minimiser le nombre d’images contaminées. En 
effet, le capteur peut pointer vers une direction éloignée des zones où le glint sera maximal. 
Cela est rendu possible par la capacité de certains capteurs à pouvoir s’incliner de ± 20° par 
rapport au Nadir afin de s’adapter aux conditions d’illumination. Enfin, cette option est 
particulièrement viable pour les capteurs basse résolution spatiale qui possèdent un large 
champ de vue et un temps de revisite élevé, ainsi les zones restantes de l’image contaminées 
par le glint peuvent être simplement ignorées ou même recompilées en utilisant les nombreux 
passages du satellite. 
Mais tous les satellites à basse résolution ne peuvent pas s’incliner à volonté et en ce 
qui concerne les satellites THRS, leur champ de vue limité ainsi que le nombre de revisites 
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restreint fait que toute perte sur l’image (pixels contaminés par le glint ou autre) s’avère être 
une perte d’information non négligeable associé à une perte financière. Dans ces cas-là, la 
méthode d’évitement n’est plus viable et d’autres techniques doivent être utilisées pour gérer 
cela. 
 
6.2.2. Méthodes de correction du sun glint 
 
6.2.2.1. Capteurs à basse résolution spatiale 
 
Les capteurs traditionnels utilisés en télédétection « Couleur de l’Océan » ont une 
résolution de l’ordre de la centaine de mètres au kilomètre. Dans cette catégorie de capteurs 
figurent notamment SeaWiFS (Sea-viewing Wide Field-of-view Sensor), MERIS (Medium 
Resolution Imaging Spectrometer (Wang et Bailey, 2001; Fukushima et al., 2007). Pour les 
capteurs à basse résolution spatiale, la majorité des méthodes pour corriger le sun glint 
utilisent les statistiques de l’état de surface de la mer, pour un vecteur de vent donné, afin de 
prédire la quantité de lumière du Soleil qui va être réfléchie pour chaque pixel de l’image. La 
quantité de glint prédite peut ainsi être soustraite ou si la contamination prédite est trop forte, 
le pixel sera alors masqué. Ces méthodes sont pour la plupart dérivées des travaux de Cox et 
Munk, (1954). Dans leurs travaux de 1954, Cox et Munk utilisent des analyses statistiques 
pour créer des fonctions de densité de probabilité (PDF) pour l’état de surface de l’eau de mer 
à partir de l’analyse de photographies aériennes et de données de vitesse de vent. La PDF 
obtenue à partir de leur mesures se rapproche d’une gaussienne et peut être exprimé sous la 
forme d’une série de Gram-Charlier jusqu’au 4e ordre : 
 
𝑝(𝜉, 𝜂) =
1
2𝜋
exp (−
1
2
(𝜉2 + 𝜂2)) [1 +
1
2
𝑐12𝜉(1 − 𝜂
2) +
1
6
𝑐30𝜉(3 − 𝜉
2)
+
1
24
𝑐40(3 − 6𝜉
2 + 𝜉4) +
1
4
𝑐22(1 − 𝜉
2)(1 − 𝜂2) +
1
24
𝑐04(3 − 6𝜂
2 + 𝜂4)] 
 
avec ξ=zx/σw et η=zy/σc, les pentes de la surface normalisée ; σw et σc, les pentes quadratiques 
moyennes dans les directions de vent, longitudinales (x) et transverses (y). Le premier terme 
de l’expression entre cochet qui a pour valeur 1 indique une distribution gaussienne des 
pentes. Les valeurs c12 et c30 sont associés à l’asymétrie de la distribution, c40, c22 et c04 
l’irrégularité. Dans le modèle de Cox et Munk, les valeurs de ces paramètres sont données par 
les relations suivantes : 
𝑐12 = 0.01 − 0.0086𝑈 
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𝑐30 = 0.04 − 0.033𝑈 
𝑐40 = 0.23 ; 𝑐22 = 0.12 ; 𝑐04 = 0.40 
 
et la pente quadratique moyenne (mss) a une relation quasi linéaire avec la vitesse du vent 
(U) : 
𝜎𝑤
2 = 0.00316𝑈 ± 0.004 
𝜎𝑐
2 = 0.003 + 0.00192𝑈 ± 0.004 
𝑚𝑠𝑠 = 𝜎𝑤
2 + 𝜎𝑐
2 = 0.003 + 0.00512𝑈 ± 0.004 
 
Ce modèle permet de calculer la PDF pour n’importe quelle condition d’illumination 
et de visée, du moment que la vitesse et la direction du vent sont connues. Obtenu à partir de 
l’analyse de 29 photographies aériennes prises sur une période d’une vingtaine de jours sur 
une même zone géographique, ce modèle s’est révélé être très robuste. Ce modèle a été l’objet 
de nombreuses études (Wu, 1990 ; Ebuchi et Kizu, 2002 ; Breon & Henriot, 2006 ; Fox et al., 
2007) qui ont apportées de légères modifications sur les valeurs utilisées pour le calcul de mss 
ou de certains coefficients. Cependant aucune étude n’a remis en cause la formulation 
générale. Ce modèle est à la base de la correction de nombreux capteurs « Couleur de 
l’océan » comme on peut le voir dans le tableau IV.1, inspiré des travaux de Kay et al., 2009. 
 
Tableau VI.1 Résumé de méthodes utilisées pour la correction du sun glint (Sources : Kay et 
al., 2009) 
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 Un autre type de méthode pour les capteurs basse résolution spatiale est basée sur les 
réseaux neuronaux. Cette méthode traite de manière simultanée la correction atmosphérique et 
du sun glint sans avoir besoin de connaissance de l’état de surface de la mer. Cet algorithme 
appliqué à MERIS est appelé POLYMER (Steinmetz et al., 2011). Le principe est le suivant : 
la réflectance est d’abord corrigée des effets de l’absorption gazeuse et de la diffusion de 
Rayleigh, puis cette réflectance corrigée est exprimée selon un polynome dépendant de la 
longueur d’onde et de la réflectance marine : 
 
𝑅(𝜆) =  𝑐0 + 𝑐1𝜆
−1 + 𝑐2𝜆
−4 + 𝑇(𝜆)𝑅𝑤𝑎𝑡𝑒𝑟(𝜆) 
 
c0 inclut les effets du sun glint, nuages, écume et aérosols grossiers, c1λ
-1
 inclut les aérosols 
fins, c2λ
-4
 inclut le couplage entre les processus précédents, enfin le dernier terme est estimé 
en fonction de la concentration en chlorophylle et du coefficient de rétrodiffusion de la 
matière en suspension en utilisant pour cela des modèles bio-optiques. Les 5 inconnues sont 
estimées grâce à un réseau neuronal ou par une méthode de minimisation itérative au moindre 
carré. 
 Les méthodes présentées ci-dessus sont adaptées pour les capteurs basse résolution 
spatiale dont la résolution spatiale du pixel varie entre 100 et 1000 m. Mais ces méthodes ne 
seront plus précises pour les capteurs haute résolution spatiale (taille du pixel < 10 m), où la 
taille du pixel n’est plus de l’ordre de la surface mais plutôt à l’échelle des vagues et où 
l’hypothèse d’une surface répresentée par de multiples facettes dans un pixel n’est plus valide 
(Heege et al., 2000 ; Kay et al., 2009)  
 
6.2.2.2. Capteurs à haute résolution spatiale 
 
Pour ce type de capteur, l’idée est d’estimer la contribution du glint directement à 
partir  de l’image. Cette approche est basée sur l’hypothèse courante que la réflectance marine 
est nulle dans la région proche-infrarouge (NIR) du spectre et ceci s’explique par le fait que 
l’eau absorbe fortement la lumière dans ces longueurs d’onde, en particulier quand la 
longueur d’onde est supérieure à 900 nm (Figure 6.5). 
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Figure 6.5. Absorption de l’eau en fonction de la longueur d’onde (d’après Hale et Query, 
1973 ; Pope et Fry, 1997). 
 
Si ρw = 0 alors tout signal mesuré dans ces longueurs d’ondes ne peut provenir que de 
l’atmosphère (ρa) ou de la surface (ρg). Après correction atmosphérique, la seule contribution 
restante est la réflexion de la surface, donc le sun glint. C’est à partir de ces hypothèses que de 
nombreuses méthodes empiriques ont été dévéloppées (Hochberg et al., 2003 ; Hedley et al., 
2005; Lyzenga et al., 2006 ; Joyce, 2008). Ces méthodes de correction reposent toutes sur la 
relation linéaire entre la réflectance du glint dans le visible et la réflectance du glint dans le 
NIR. De plus ces méthodes nécessitent en général une intervention humaine afin de calculer 
les paramètres statistiques décrivant cette relation. Cette relation linéaire entre la réflectance 
du sun glint dans le NIR et le visible s’explique par le fait que la valeur de l’indice de 
réfraction de l’eau est quasi la même dans ces deux régions spectrales (Figure 6.6). 
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Figure 6.6. Indice de réfraction de l’eau en fonction de la température et de la salinité 
(Sources : HyspIRI Sunglint report). 
 
 Par conséquent, la réflectance du sun glint est quasi indépendante (Figure 6.7, gauche 
et droite), c’est-à-dire que le sun glint a la même réflectance dans le visible que dans le NIR. 
Donc après correction atmosphérique, toute réflectance dans le NIR provient du sun glint et 
cette réflectance du sun glint peut être soustraite dans le visible et ne laisser ainsi uniquement 
que la réflectance de l’eau. 
 
 
Figures 6.7. Exemples de spectres de réflectance TOA sous différentes conditions 
d’acquisitions, avec en rouge le spectre de la réflectance du glint (Sources : Ocean Optics web 
book). 
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 Les premières méthodes publiées consistaient à corriger l’image pixel par pixel en 
déduisant de chaque bande un offset indépendant de la longueur d’onde afin que la réflectance 
marine dans le NIR soit proche de 0 (Mustard et al., 2001 ; Lee et al., 1999). Par la suite, les 
méthodes ont admis une réflectance non nulle dans le NIR, notamment cela est possible dans 
les cas d’eaux peu profondes ou d’eaux turbides. Hochberg et al. (2003), s’inspirant des 
travaux de Mustard et al. (2001), a normalisé les variations d’amplitude du sun glint en 
utilisant les valeurs maximales et minimales des pixels d’eau dans le NIR. Leur méthode 
réduit à 0 la réflectance dans le NIR du pixel le plus sombre mais permet une réflectance NIR 
non nulle pour les autres pixels. Utiliser les minima ou maxima pour établir la relation entre le 
NIR et le visible rend les méthodes vulnérables aux erreurs, notamment dans le cas de nuages, 
bateaux ou écumes. Ces méthodes nécessitent que tout pixel qui ne soit pas considéré comme 
de l’eau soit correctement masqué en premier lieu. Les autres méthodes quant à elles vont se 
baser sur un ensemble de pixels plutôt que des valeurs individuelles (Hedley et al., 2005 ; 
Lyzenga et al., 2006 ; Joyce, 2008). Néanmoins, ces méthodes sont assez similaires comme en 
témoigne la comparaison suivante entre ces différentes méthodes. 
 
a) Hedley at al (2005) 
 
Dans cette approche, Hedley améliore la méthode d’Hochberg, en établissant la 
relation entre la réflectance NIR et visible à partir de zones sélectionnées dans l’image 
contenant des pixels plus ou moins affectés par le glint. Ces zones sont choisies en assumant 
une réflectance sous marine constante et une réflectance marine faible, c’est à dire, des zones 
d’eaux profondes. Pour chacune des bandes, une relation linéaire est établie entre la 
réflectance dans le NIR et dans la bande sélectionnée, à partir des pixels de l’ensenble des 
régions (Figure 6.8). 
 
Figure 6.8. Représentation graphique de la méthode d’Hedley (Source : Kay et al., 2009) 
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 On commence d’abord par sélectionner des régions de pixels. Puis à partir de ces 
pixels, le minimum de la réflectance NIR est déterminée (ρw(NIR)min).  Pour chaque bande 
dans le visible (ρw(VIS)i), une régression linéaire est effectuée entre la valeur du pixel dans le 
NIR ((ρw(NIR)) et sa valeur dans le visible. La valeur du pixel déglinté est obtenu en faisant 
la différence entre la valeur du pixel dans le visible et le produit de la pente, bi, par la 
différence entre ρw(NIR) et ρw(NIR)min : 
 
ρ𝑤(VIS)𝑖
′ = 𝜌𝑤(𝑉𝐼𝑆)𝑖 − 𝑏𝑖(𝜌𝑤(𝑁𝐼𝑅) − 𝜌𝑤(𝑁𝐼𝑅)𝑚𝑖𝑛) 
 
Etant donné que la sélection des zones est faite par l’utilisateur, il n’est pas nécessaire 
de masquer les zones non-marines au préalable. Cette méthode est donc plus robuste aux 
valeurs aberrantes pouvant être causées par des pixels d’eau peu profondes ou turbides. Cette 
méthode est normalement appliquée après les corrections atmosphériques, bien que si 
l’atmosphère est uniforme sur l’image, la méthode peut être appliquée avant. En effet, sous 
l’effet des aérosols, le nuage de points sera soit plus haut ou plus bas mais la pente quant à 
elle va rester constante. Au contraire, si les conditions atmosphériques varient sur l’image, la 
pente sera affectée, mélangeant ainsi les effets des aérosols et du glint sur la réflectance 
marine. 
 
b) Lyzenga et al (2006) 
 
 
L’approche de la méthode de Lyzenga différe de celle d’Hedley par le fait que la 
covariance entre chaque bande du visible et la bande NIR est calculée. Comme pour Hedley, 
l’utilisateur détermine des zones de pixels contaminés au dessus d’eaux profondes. Mais au 
lieu d’établir une relation linéaire, Lyzenga utilise la formulation suivante : 
 
 
𝑐𝑜𝑣(𝑖, 𝑗) =
1
𝑁
∑ 𝐿𝑖𝑛𝐿𝑗𝑛 −
1
𝑁
∑ 𝐿𝑖𝑛
1
𝑁
∑ 𝐿𝑗𝑛
𝑁
𝑛=1
𝑁
𝑛=1
𝑁
𝑛=1
 
 
où i fait référence à la bande visible, j la bande dans le PIR, N est le nombre de pixels 
sélectionnés. La covariance est ensuite divisée par la variance dans le PIR. 
 
𝑟𝑖𝑗 =
𝑐𝑜𝑣(𝑖, 𝑗)
𝑣𝑎𝑟(𝑗)
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Le pixel corrigé est obtenu par la relation suivante : 
 
ρ𝑤(VIS)𝑖
′ = 𝜌𝑤(𝑉𝐼𝑆)𝑖 − 𝑟𝑖𝑗(𝜌𝑤(𝑁𝐼𝑅) − 𝜌𝑤(𝑁𝐼𝑅)𝑚𝑜𝑦) 
 
 Contrairement à Hedley, Lyzenga utilise la valeur moyenne calculée à partir des pixels 
sélectionnés plutôt que la valeur minimum. A noter que rij et bi ont la même valeur, ceci 
s’explique par le fait que bi est calculée par la méthode des moindres carrés. Enfin, il existe 
une autre version de cette méthode, utilisant la valeur modale plutôt que la moyenne (Joyce, 
2004). 
 
c) Goodman et al., (2008) 
 
Basée sur les travaux de Lee et al., (1999), la méthode de Goodman corrige pixel par 
pixel. Le principe consiste à soustraire à chacune des bandes, la réflectance NIR (ρw 750 nm), 
mais un offset indépendant de la longueur d’onde, Δ, est également ajouté : 
 
 
ρ𝑤(VIS)𝑖
′ = 𝜌𝑤(𝑉𝐼𝑆)𝑖 − 𝜌𝑤(750) + 𝛥 
 
 
Δ est calculé par le produit de la somme de deux constantes avec la différence entre les 
valeurs de réflectance à 640 et 750 nm. 
 
 
Δ = 0.000019 + 0.1(𝜌𝑤(640) − 𝜌𝑤(750)) 
 
 
Les valeurs de 0.0019 et 0.1 ont été calculées par Goodman pour AVIRIS et 
nécessitent d’être recalculées pour chaque satellite. Ces constantes forcent la réflectance NIR 
à être proche de 0 mais lui permettent d’être au dessus de 0 dans le cas d’eaux peu profondes. 
 
 
d) Kutser et al., (2009) 
 
Kutser et al. ont proposé une méthode différente, suggérant que l’intensité du glint est 
proportionnelle à la profondeur du paramètre d’absorption de l’oxygène à 760 nm, D : 
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𝐷 =
𝑝𝑤(739) + 𝜌𝑤(860)
2
− 𝜌𝑤(760) 
 
Les bandes à 739 et 860 étant en dehors de la bande d’absorption de l’oxygène à 760 
nm, la moyenne de leur réflectance permet d’obtenir une valeur de réflectance sans la 
présence d’oxygène. Lorsque la valeur de D est égale à 0, le pixel est considéré comme sans 
sun glint. Pour chaque pixel, la valeur de D est normalisée en divisant cette valeur par la 
valeur maximale de D, trouvée au dessus d’eaux profondes. Cette valeur maximale est 
assimilée à la valeur maximale du sun glint. 
 
𝐷𝑛𝑜𝑟𝑚 =
𝐷
𝐷𝑚𝑎𝑥
 
 
La variation spectrale du glint, G(λ), est calculée en faisant la soustraction entre la 
valeur de réflectance NIRcorrespondant au pixel le plus brillant (plus forte valeur de D) et la 
la valeur du pixel le plus sombre (plus petite valeur de D), trouvée parmis les pixels d’eaux 
profondes. 
𝐺(𝜆) = 𝜌𝑤𝑏𝑟𝑖𝑙𝑙𝑎𝑛𝑡(𝜆) − 𝜌𝑤𝑠𝑜𝑚𝑏𝑟𝑒(𝜆)  
 
 Le produit de Dnorm et de G(λ) donne la quantité de glint pour chaque pixel pour 
chaque bande. Cette valeur est ensuite soustraite de la réflectance du pixel non corrigé : 
 
ρ𝑤(VIS)𝑖
′ = 𝜌𝑤(𝑉𝐼𝑆)𝑖 − 𝐺(𝜆)𝐷𝑛𝑜𝑟𝑚 
 
 Cette méthode nécessite néanmoins d’avoir des bandes proches de 760 nm (capteurs 
hyperspectraux). 
 
 Après une description des méthodes de correction, il s’agit maintenant de les appliquer 
et de voir les différents effets sur les images haute résolution spatiale. 
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6.3. Application des méthodes de correction du sunglint à 
l’imagerie haute résolution spatiale 
 
6.3.1. Application au capteur Pléiades 
 
6.3.1.1. Pléiades 
 
 Le système Pléiades est une constellation de deux satellites THRS, Pleiades-1A, lancé 
le 17 décembre 2011 et Pleiades-1B, lancé le 2 décembre 2012. Chaque satellite est équipé 
d’une camera CCD, appelé HiRi, capable d’acquérir des images d’une résolution spatiale de 
0.70 m au nadir, en panchromatique et 2.80 m en multispectral, pour des images d’une surface 
égale à 20 km. La disponibilité des deux satellites permet une résolution temporelle égale à 1 
jour pour tout endroit du globe. Pléiades est également un capteur très agile et peut subir une 
rotation de ±47° en tenant compte des conditions de visée. 
 Pléiades compte 4 bandes en multispectral, d’une largeur de 120 nm (Tableau VI.2 ; 
Figure 6.9). Le ratio signal sur bruit (SNR) est égal à 150 dans le visible et 190 dans le NIR. 
 
Tableau VI.2. Description des bandes du capteur Pléiades. 
Mode N° bande Bande spectrale 
Multispectral 1 430 – 550 nm (bleu) 
 2 490 – 610 nm (vert) 
 3 600 – 720 nm (rouge) 
 4 750 – 950 nm (PIR) 
Panchromatique P 480 – 830 nm  
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Figure 6.9. Sensibilité spectrale des bandes Pléiades (Source : CNES). 
 
 L’image utilisée dans cette étude est une image Pleiades-1b, orthorectifiée, acquise au-
dessus du Bassin d’Arcachon, le 31/07/2013 à 11h19 UTC. Le sun glint est bien visible sur 
l’image comme en témoigne la figure 6.2. Les corrections atmosphériques ont été appliquées 
en utilisant la méthode décrite au chapitre précédent.    
 
6.3.1.2. Comparaison des méthodes 
 
 Pour cette étude, les méthodes de Hedley et al., (2005), Lyzenga et al., (2006) ainsi 
qu’une simple méthode consistant à soustraire la réflectance NIR aux autres bandes Gao et al. 
(1993, 2000, 2007), ont été écrites sous Matlab et/ou sous ENVI. Les méthodes ont été 
appliquées pour chacune des bandes Pléiades situées dans le visible. La méthode de Goodman 
et al., (2008) n’a pas été utilisée car la méthode pour calculer les coefficients n’est pas claire 
et ceux-ci n’ont pu être ainsi recalculés pour Pléiades. 
 Pour les méthodes d’Hedley et de Lyzenga, les pixels d’eaux profondes contenant 
plusieurs niveaux de sun glint ont été sélectionnés à partir de la bande NIR de Pléiades 
(rectangle blanc,  Figure 6.10, gauche), puis les réflectances marines correspondantes ont été 
extraites pour les bandes VIS et NIR afin d’établir les relations linéaires et calculer le 
coefficient de pente (Figure 6.10, droite). Enfin, les valeurs NIR moyennes et minimum ont 
été calculées. Pour la dernière méthode, pour chacune des bandes VIS, la réflectance NIR a 
été déduite. 
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 Deux sous-échantillons de l’image contaminés par le glint ont été extraits afin de 
comparer visuellement les effets de chacune des méthodes. Puis afin de quantifier l’effet de 
chacune des méthodes, un transect a été tracé au milieu des pixels contaminés et les 
réflectances ont été extraites avant et après corrections. Les profils de réflectance ont été 
tracés et quelques statistiques associées ont été calculées. 
 
 
Figure 6.10. Sélection des pixels d’eaux profondes à partir de la bande NIR Pléiades (gauche), 
détermination de la pente à partir des pixels sélectionnés (droite). 
 
 
 Enfin, le bruit environnemental de l’image, calculé avec la méthode de Wettle et al., 
(2004), avant et après correction a aussi été comparé. 
 
 
6.3.1.3. Résultats 
 
1. Comparaison visuelle 
 
Les résultats de l’analyse visuelle pour les deux zones sélectionnées sont présentés 
dans la Figure 6.11. Un même contraste a été respecté afin de ne pas biaiser l’analyse. Les 
méthodes testées montrent des performances similaires pour la réduction du glint. En effet, 
dans les deux cas, les pixels qui apparaissaient brillants sur l’image non corrigées ne le sont 
plus une fois les corrections appliquées. Par contre, des différences apparaissent au niveau du 
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contraste de l’image, notamment avec la méthode qui soustraie la réflectance NIR, où l’image 
apparaît beaucoup plus sombre par rapport aux méthodes utilisant une régression linéaire.  
 
 
 
Figure 6.11. Composition colorée couleur naturelle de l’image Pléiades avant correction 
(figure de gauche) puis respectivement, corrigée selon la méthode de Hedley, Lyzenga et 
enfin la méthode NIR, pour chaque échantillon choisi. 
 
Ces méthodes ont également un effet sur les pixels émergés, les rendant inutilisables 
pour toute utilisation ultérieure.  
 
 
2. Comparaison spectrale 
 
 Afin de comparer l’impact des méthodes sur la réflectance marine, un transect a été 
tracé (Figure 6.10) dans une zone de l’image impactée par le sun glint (eaux profondes 
optiquement homogène), et les réflectances associées avant et après corrections ont été 
relevées. La taille du transect est de 100 pixels environ, permettant ainsi d’afficher différents 
niveaux de sun glint. La Figure 6.12 montre la réflectance marine de chacune des bandes, le 
long du transect, pour l’image non corrigée. 
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Figure 6.12. Variations de la réflectance le long du transect pour les 4 bandes Pléiades. 
 
 Les profils de réflectance le long du transect pour chacune des quatre bandes Pléiades 
montrent une réflectance croissante de la gauche vers la droite. Cette croissance indique que 
la zone sur la droite de notre transect est plus contaminée que les autres. On note également 
les fortes variations des réflectances avec des valeurs variant de 69 à 316 pour la bande bleue 
(B1) par exemple. Pour chaque profil, la régression linéaire le long du profil a été tracée en 
pointillés. S'il n'y avait pas de contamination par le sun glint, cette régression devrait être en 
théorie quasi plate. Le tableau VI.3 présente les principales statistiques calculées pour 
chacune des bandes le long du transect. Comme indiqué par les profils de spectre, les écart-
types (environ 40) et pentes (>0.6) ont des valeurs assez fortes pour des eaux profondes et 
optiquement homogènes. 
 
Tableau VI.3. Statistiques pour les 4 bandes Pléiades le long du transect pour l’image non 
corrigée. 
 Moyenne Ecart-Type Min. Mode Max. Pente 
B1 146 43 69 139 316 0.85 
B2 90 42 21 73 227 0.64 
B3 74 44 5 49 236 0.83 
B4 118 44 41 82 278  
 
 Les résultats issus du tableau VI.3 vont servir de base pour évaluer l’impact des 
différentes méthodes de correction du sun glint.  
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a) Méthode Hedley 
 
La figure 6.13 présente les spectres de réflectance le long du transect pour les bandes 
dans le visible après que la méthode Hedley ait été appliquée. La correction ne s’appliquant 
pas à la bande NIR, elle n’a pas été reportée pour faciliter la lisibilité.  Par rapport à l’image 
non corrigée, la variation des spectres est lissée, avec des valeurs variant entre 55 et 137 pour 
la bande verte. De plus, les lignes pointillées montrent une pente du profil quasi nulle. 
 
Figure 6.13. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode Hedley. 
 
 Les statistiques obtenues après la méthode Hedley sont données dans le tableau VI.4. 
Les valeurs d’écart-type sont plus faibles (21 contre 43 pour la bande B1) ainsi que la valeur 
des pentes (0.20 contre 0.85 pour la bande B1). Les réflectances corrigées pour les bandes 
verte et rouge sont en majorité négatives, ce qui traduit une surcorrection des effets du sun 
glint. 
 
Tableau VI.4. Statistiques pour les bandes Pléiades le long du transect pour l’image corrigée 
par la méthode Hedley.  
 Moyenne Ecart-Type Min. Mode Max. Pente 
B1 49 21 -11 56 93  0.20 
B2 -0.4 18 -39 -26 69  0.02 
B3 -27 14 -69 -33 11  0.12 
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b) Méthode Lyzenga 
 
 
La figure 6.14 présente les résultats obtenus avec la méthode Lyzenga. Comme avec la 
méthode Hedley, les spectres apparaissent plus lissés, avec des pentes également faibles. Par 
contre, les spectres apparaissent beaucoup moins décalés vers le bas par rapport à la méthode 
Hedley, ce qui est normal car ici la moyenne est utilisée plutôt que la valeur minimale, donc la 
correction est moins forte.  
 
 
Figure 6.14. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode Lyzenga. 
 
Les statistiques obtenues avec la méthode Lyzenga sont données dans le Tableau VI.5. 
Les valeurs d’écart-type sont identiques avec celles obtenues avec la méthode Hedley (21, 
pour la bande B1), les valeurs de pente sont quasi égales avec des petites différences pour la 
bande bleue et rouge. Par contre, il n’y pas plus de valeurs de réflectances négatives. 
 
Tableau VI.5. Statistiques pour les bandes Pléiades le long du transect pour l’image corrigée 
par la méthode Lyzenga.  
 Moyenne Ecart-Type Min. Mode Max. Pente 
B1 167 21 107 174 211  0.18 
B2 109 18 70 83 178  0.02 
B3 95 14 54 90 133  0.14 
 
0
50
100
150
200
250
300
350
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97
ρ
w
 *
 1
0
0
0
0
 
Position dans le transect 
B1 B2 B3
138 
 
c) Méthode NIR 
 
Les résultats obtenus après correction avec la méthode NIR sont présentés par la figure 
6.15. Comme avec les autres méthodes, les spectres apparaissent également plus lissés, avec 
des pentes négatives pour l’ensemble des 3 bandes. De plus, deux spectres sur les 3 (B1 et B3) 
affichent une majorité de réflectances négatives, traduisant une sur corrections plus marquée 
par rapport aux méthodes précédentes. 
 
 
Figure 6.15. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode NIR. 
 
Dans le tableau VI.6, sont présentées les statistiques calculées pour la méthode NIR. 
La valeur des écart-types est comparable à celles obtenues avec les autres méthodes (22 
contre 21 pour Lyzenga, pour la bande B1), cependant les valeurs de pente pour les bandes 
sont plus faibles (0.10 contre 0.20 avec la méthode Lyzenga, pour la bande B1) et on retrouve 
comme avec la méthode Hedley des réflectances négatives. 
 
Tableau VI.6. Statistiques pour les bandes Pléiades le long du transect pour l’image corrigée 
par la méthode NIR.  
 Moyenne Ecart-Type Min. Mode Max. Pente 
B1 28 22 -35 17 69  0.10 
B2 -28 19 -70 -41 38 -0.10 
B3 -44 14 -85 -49 -2  0.08 
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3. Comparaison des niveaux de bruit 
 
Le bruit environnemental (environnemental noise-equivalent reflectance difference), 
NEΔrrs est une mesure permettant d’estimer le bruit inhérent à une image. Sa valeur est 
définie comme l’écart-type des valeurs de réflectance sous la surface (rrs) calculée sur une 
zone de pixels d‘eaux profondes optiquement homogène (Brando et Dekker, 2003 ; Wettle et 
al., 2004). Pour calculer la réflectance sous la surface, l’équation suivante est utilisée (Gordon 
et al., 1988) : 
 
𝑟𝑟𝑠 =
𝑅𝑟𝑠
𝑛0 + 𝑛1𝑅𝑟𝑠
 
 
avec n0 et n1, deux constantes permettant la prise en compte des effets de l’interface air-eau 
sur le signal radiométrique. Pour calculer, le bruit environnemental, la méthode décrite par 
Wettle et al (2004) a été utilisée. Cette méthode calcule à partir d’une fenêtre de pixels dont la 
taille N croit (N x N = 3x3, 5x5, 7x7 … NendxNend), l’écart-type, σN, de rrs à l’intérieur de 
chaque fenêtre : 
 
𝜎𝑁 =  𝜎(𝑁 𝑥 𝑁) 
 
Puis, une régression linéaire entre σN et N est tracée. La valeur de la pente de la 
régression, m0, est alors considérée comme une mesure de la convergence de l’écart-type vers 
une limite asymptotique. Afin de pouvoir comparer des images de différentes résolutions, la 
valeur normalisée de la pente peut être utilisée : 
 
𝑚𝑟𝑒𝑙 =
𝑚0
𝜎𝑠𝑡𝑎𝑟𝑡
 
 
mrel est ainsi calculée pour chaque bande et une valeur moyennée est alors utilisée pour 
comparer les images : 
𝑚𝐴𝐿𝐶 =
∑ 𝑚𝑟𝑒𝑙𝑏
𝑁𝑏
𝑏=1
𝑁𝑏
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La Figure 6.16 présente un exemple de profil obtenu avec l’image non-corrigée, pour 
une fenêtre atteignant les 30x30 pixels. Les valeurs de pente moyennée pour l’image non –
corrigée et après corrections sont données dans le tableau VI.7. Les résultats indiquent une 
forte diminution du bruit après correction, cela est notamment dû au fait que les pics de 
réflectance causés par le sun glint ont été lissés et que donc l’écart-type entre un pixel sain et 
contaminé est beaucoup plus faible après correction. 
 
 
Figure 6.16. Variation de l’écart-type de ρw dans une zone d’eau profonde en fonction du 
nombre de pixels (N). 
 
Tableau VI.7. Comparaison des niveaux de bruit avant et après correction. 
 Non-corrigé Hedley Lyzenga NIR 
Bruit 0.00845 0.00002 0.00005 0.00011 
 
 
 Après avoir évalué les effets des corrections du glint sur le capteur Pléiades, l’étude a 
été portée pour le capteur Landsat 8 dont les principales différences résident dans la résolution 
spatiale (30 m contre 2 m) et le fait que les images L8 sont acquises au nadir ce qui doit 
normalement contribuer à limiter les effets du glint sur la réflectance. 
 
 Les résultats ont montré d’une part les effets notables du sun glint à la fois visuels, 
avec l’apparition de pleins de pixels brillants sur l’image et physiques, causant des variations 
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importantes de la réflectance dans le visible et dans le proche-infrarouge. Pour corriger ces 
effets, nous avons utilisé des méthodes standards utilisant l’information dans le proche 
infrarouge afin d’estimer la contribution du sun glint dans le visible. Après application de 
chacune des méthodes, nous avons pu voir une amélioration de l’image au niveau visuel ainsi 
qu’une réduction du niveau de bruit de l’image. De plus, nous avons pu observer une 
réduction des effets du sun glint le long d’un transect. Néanmoins, certaines méthodes ont 
tendance à sur-corriger le sun glint conduisant à des réflectances négatives, c’est le cas des 
méthodes Hedley et des méthodes visant à soustraire le NIR aux bandes du visible. Ces 
problèmes n’ont pas été rencontrés avec la méthode Lyzenga, qui semble la plus robuste dans 
notre étude. 
 
6.3.2. Application au capteur LANDSAT 8 
 
 Dans cette partie, nous nous sommes intéressés au capteur Landsat 8 dont l’angle de 
visée est au nadir et dont la résolution spatiale de 30 m est plus de dix fois inférieurs à celle de 
Pléiades et les effets du sun glint pour ces capteurs sont en général ignorés. Le fait d’être au 
nadir rend les effets du sun glint moins perceptibles sur l’image, de plus cette information est 
moyennée du fait de la taille du pixel, ainsi nous n’avons pas procédé à une analyse visuelle 
mais nous sommes passés directement à l’analyse au niveau de la réflectance marine. 
 
1. Comparaison spectrale 
 
Le même protocole utilisé précédemment a été suivi, à savoir un transect en eaux 
optiquement profondes a été tracé et les réflectances marines associées ont été relevées. Les 
résultats pour l’image non corrigée des effets du sun glint sont présentés par la figure 6.17. 
Comme pour l’image Pléiades, les spectres sont caractérisés par des pics et des creux 
témoignant de l’impact du sun glint. Néanmoins, l’amplitude de ces variations est moins forte 
par rapport à celles mesurées sur l’image Pleiade. Par exemple pour la bande verte, on a une 
réflectance marine variant entre 134 et 151 alors que pour Pléiades, on avait une variation 
entre 69 et 316. Le profil de pente pour la pente bleue apparait légèrement positif comparés 
aux deux autres bandes. 
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Figure 6.17. Variations de la réflectance le long du transect pour les 4 bandes L8. 
 
 Les statistiques calculées pour chacune des bandes sont données dans le tableau VI.8. 
Les valeurs pour les écart-types (8.1 contre 52.3 pour la bande verte) et les pentes (-0.02 
contre 0.46) ont des valeurs plus faibles que celles trouvées avec l’image Pléiades. 
 
Tableau VI.8. Statistiques pour les 4 bandes L8 le long du transect pour l’image non corrigée. 
 Moyenne Ecart-Type Min. Mode Max. Pente 
B2 296 9 281 289 323  0.17 
B3 151 8 134 151 170 -0.02 
B4 122 9 107 117 150  0.03 
B5 96 9 78 90 125  
 
 
a) Méthode Hedley 
 
Les résultats obtenus après application de la méthode d’Hedley sont donnés par la 
figure 6.18.  Les spectres de réflectance apparaissent plus lissés, les forts pics ont notamment 
disparu. Pour la bande verte, les réflectances varient entre 121 et 138 alors qu’elles variaient 
entre 134 et 170 pour l’image non corrigée. Les statistiques correspondantes sont données 
dans le tableau VI.9. Les ecart-types sont plus faibles (3.8 contre 8.1, pour la bande verte), 
témoignant de la diminution des effets du sun glint. Parallèle à cela, les coefficients de pente 
sont également plus faibles (0.15 contre 0.17, pour la bande bleue). 
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Figure 6.18. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode Hedley. 
 
Tableau VI.9. Statistiques pour les 4 bandes L8 le long du transect après correction avec la 
méthode Hedley. 
 Moyenne Ecart-Type Min. Mode Max. Pente 
B2 278 6 265 271 291  0.15 
B3 131 4 121 134 138 -0.04 
B4 101 4 93 104 115  0.01 
 
b) Méthode Lyzenga 
 
Les résultats obtenus avec la méthode Lyzenga sont donnés dans la figure 6.19. 
Visuellement, les résultats obtenus sont similaires à ceux obtenus avec la méthode Hedley, 
une diminution des pics et donc, des effets du sun glint. Cependant, la position des profils 
n’est pas la même et se situe plus haute par rapport aux spectres Hedley, plus proche des 
profils de réflectance de l’image brute. Ainsi avec la méthodes Lyzenga, on observe des 
variations de réflectances pour la bande verte entre 141 et 158 alors qu’elles étaient entre 121 
et 138 avec la méthode Hedley. Les statistiques calculées sont données dans le tableau VI.10. 
Comme avec l’image Pleiade, les écart-types entre les deux méthodes sont identiques, égaux à 
3.8.. La différence majeure réside dans les valeurs des reéflectances moyennes : celles-ci sont 
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beaucoup plus proches de l’image brute que celles obtenues après la méthode Hedley (296 
contre 278, pour la bande verte pour une valeur moyenne d’image de base égale à 296). 
 
 
Figure 6.19. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode Lyzenga. 
 
Tableau VI.10. Statistiques pour les 4 bandes L8 le long du transect après correction avec la 
méthode Lyzenga. 
 Moyenne Ecart-Type Min. Mode Max. Pente 
B2 296 6 283 288 309 0.15 
B3 151 4 141 154 158    -0.04 
B4 122 4 113 124 136 0.01 
 
 
c) Méthode NIR 
 
Les résultats obtenus avec la méthode NIR sont donnés dans la figure 6.20. 
Visuellement, les résultats obtenus sont similaires à ceux obtenus avec les autres méthodes, 
Cependant, la position des profils n’est pas la même et se situe plus bas qu’avec les deux 
autres méthodes, traduisant une correction plus importante qu’avec les deux précédentes 
méthodes. Par exemple, la bande verte se situe entre 45 et 64 alors qu’elle se situe entre 141 et 
158 avec la méthode Lyzenga. Les statistiques calculées sont données dans le tableau VI.11. 
0
50
100
150
200
250
300
350
1 6
1
1
1
6
2
1
2
6
3
1
3
6
4
1
4
6
5
1
5
6
6
1
6
6
7
1
7
6
8
1
8
6
9
1
9
6
1
0
1
ρ
w
 *
 1
0
0
0
0
 
Position dans le transect 
B2 B3 B4
145 
 
Une nouvelle fois, les valeurs des écart-types sont comparables avec les autres méthodes (4.1 
pour 3.8 avec Lyzenga, pour la bande verte). La différence majeure réside dans les valeurs des 
moyennes : celles-ci sont beaucoup plus basses que l’image brute (pour la bande verte, 200 
pour 296 pour l’image brute) 
 
 
Figure 6.20. Variations de la réflectance le long du transect pour l’image corrigée par la 
méthode NIR. 
 
Tableau VI.11. Statistiques pour les 4 bandes L8 le long du transect après correction avec la 
méthode NIR. 
 Moyenne Ecart-Type Min. Mode Max. Pente 
B1 199.9 5.9 187 204 213 0.14 
B2 54.5 4.1 45 54 64    -0.05 
B3 26.0 3.6 16 26 40 0.005 
 
 
2. Comparaison des niveaux de bruit 
 
Le calcul des valeurs de bruit environnemental selon la méthode de Wetlle a été 
effectué pour l’image L8 avant et après correction. Les valeurs sont données dans le tableau 
VI.12. Les valeurs après correction sont inférieures à la valeur brute. Néanmoins, la différence 
est moins marquée qu’avec Pleiade. 
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Tableau VI.12. Comparaison des niveaux de bruit avant et après correction. 
 Non-corrigé Hedley Lyzenga NIR 
Bruit 0.0007 0.0004 0.0004 0.00005 
 
 Nous avons pu voir dans cette partie que le sun glint affectait également les images 
L8, même si les effets sont moins marqués qu’avec le capteur Pléiades, notamment dû au fait 
que L8 a un nagle de vsiée égal à 0 contrairement à Pléiades. Les méthodes de correction du 
sun glint appliquées à l’image L8 montrent une réduction du sun glint. Une nouvelle fois, de 
meilleurs résultats sont trouvés avec la méthode Lyzenga qui est plus conservatrice en terme 
de réflectance par rapport à l’image brute.  
 
6.3.3. Comparaison entre capteurs 
 
 Afin de bien comparer les effets entre les deux capteurs, l’image Pléiades a été 
dégradé à 30 m pour pouvoir être comparable à L8 en terme de résolution spatiale. Ainsi on 
pourra juger de l’impact de  l’angle de visée sur le sun glint. Pour comparer les deux images, 
les deux images ont été projetées dans le même système de coordonnées et le même transect a 
été tracé dans les deux images. Pour chaque image, les réflectances le long du transect ont été 
relevées. Ces résultats sont présentés dans les figures 6.21. 
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Figure 6.21. Variations de la réflectance le long du transect pour l’image L8 (haut) et Pléiades 
dégradée à 30 m (bas). 
  
 Malgré la dégradation à 30 m, les effets du sun glint restent très perceptibles sur les 
réflectances le long du transect pour l’image Pléaides (figure 6.20, bas). On observe 
également des variations de réflectance le long du transect pour l’image L8 (figure 6.21, haut) 
mais ces variations sont faibles..Bien que les images n’aient pas été acquises le même jour et 
que les conditions au niveau de l’atmosphère et climatologiques puissent être différentes, on 
peut néanmoins voir les effets de l’angle de visée sur la perception du sun glint par le capteur. 
Ainsi une visée au nadir comme L8 va limiter la contribution du sun glint au signal mesuré 
par le satellite. 
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6.3 Conclusions  
 
 Ce chapitre a permis de décrire et de mettre en évidence l’impact du sun glint sur la 
réflectance marine à travers l’étude de deux satellites, Pléiades et Landsat 8, dont la résolution 
spatiale et les conditions d’acquision sont différentes. Cette étude a permis de mettre en avant 
l’importance croissante de la contamination par le sun glint avec la résolution spatiale, ainsi il 
a été mis en avant que les pixels Pléiades, non seulement de part leur résolution spatiale de 
2dm mais surtout par un angle de visée de l’ordre de 25° seront plus exposés et contaminés 
que le capteur Landsat 8 dont la visée est au nadir. Cependant, bien que moins apparent, le 
sun glint contamine également les scènes Landsat. Pour corriger le glint, trois méthodes ont 
été testées : deux utilisant une régression linéaire liant les bandes visible à la bande proche-
infrarouge, et une méthode consistant à soustraire cette dernière aux autres. Les résultats ont 
montré que ces méthodes étaient efficaces pour réduire le sun glint à la fois d’un point de vue 
siuel, du niveau de bruit et au niveau de la réflectance marine à la fois pour Pléiades et 
Landsat. Parmi ces méthodes, la plus robuste est la méthode Lyzenga, qui réduit les effets du 
sun glint tout en conservant les profils de réflectance, contrairement aux méthodes Hedley et 
NIR qui décalent ces profils causant même des réflectances négatives. 
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Chapitre 7  
 
Estimation de la bathymétrie à partir de capteur THRS
  
 Ce dernier chapitre sera consacré à l’inversion de la réflectance marine en produits 
marins et en particulier à l’inversion de la bathymétrie par télédétection spatiale. Cette étape 
est réalisée grâce notamment à un modèle d’inversion semi-analytique.  
 
7.1. De la réflectance marine à la bathymétrie 
 
 L’acquisition de données bathymétriques en eaux peu profondes, fiables et 
régulièrement mise à jour est extrêmement importante et utile pour de nombreuses 
applications notamment pour le transport maritime, la gestion des zones côtières et la 
protection des écosystèmes vulnérables comme les récifs coralliens (Andréfouët et al., 2013 ; 
Andrejev et al., 2011 ; Davidson et al., 2007). La cartographie de la bathymétrie utilise de 
nombreuses techniques telles que les mesures par échosondeur monté sur bateau, et toute une 
gamme de techniques d’inversion par télédétection, comprenant les mesures LIDAR, par 
photographie numérique, vidéo, les mesures aéroportées et spatiales (Dehouck et al., 2010). 
Ces méthodes permettent d’obtenir une information bathymétrique avec une précision élevée. 
Par exemple, dans des conditions climatiques idéales et dans des eaux claires, il est possible 
d’obtenir des bathymétries jusqu’à 50 m de profondeur avec une précision d’environ 15 cm, 
avec le LIDAR (Gao, 2009). La mesure LIDAR a néanmoins plusieurs limitations comme une 
étendue géographique limitée, un coût élevé, et des traitements longs et complexes. Il en va de 
même pour les mesures par échosondeur qui sont coûteuses et peuvent se révéler difficiles 
dans des zones complexes pour la navigation. 
 Depuis l’apparition des capteurs satellites, l’inversion de la bathymétrie à partir de 
mesures multispectrales apparait comme une alternative aux méthodes traditionnelles. 
Notamment, avec la multiplication des images THRS gratuites telles que Landsat 8 et 
Sentinel-2, un intérêt particulier pour ces méthodes est d’actualité. Le faible coût couplé à une 
importante étendue géographique ainsi que l’accès à des données sur des zones non 
accessibles par bateau rendent ces méthodes plus attractives que les méthodes plus classiques. 
Parmi les méthodes d’inversion de la bathymétrie développées au cours des années, la 
méthode la plus utilisée est celle développé par Lyzenga (Lyzenga, 1978 ; Lyzenga, 2006). Ce 
modèle physique nécessite de posséder des mesures de bathymétrie in-situ afin de déterminer 
les paramètres du modèle et par la suite, d’appliquer ce modèle à l’image satellite afin 
d’obtenir en chaque pixel de l’image, une hauteur d’eau à partir d’une mesure de luminance 
ou réflectance. La méthode est basée sur le fait que le signal réfléchi du fond est quasiment 
une fonction linéaire du signal du fond et une fonction exponentielle de la profondeur de 
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l’eau. Cette méthode a été utilisée à de nombreuses reprises pour différents types 
d’environnements et pour de nombreux capteurs parmi lesquels on peut citer Worldview, 
Landsat, IKONOS, QuickBird (Kanno et al., 2011 ; Kanno et Tanaka, 2012 ; Lyzenga, 1978 ; 
Su et al., 2008 ;  Stumpf et al., 2003). Cependant, des problèmes subsistent comme une 
précision plus faible que les méthodes standards, la nécessité de disposer de données terrain et 
cette méthode est sensible aux conditions de l’eau et de l’atmosphère. Des méthodes dérivées 
ont par la suite vues le jour, on peut notamment citer le modèle non-linéaire développé par 
Stumpf et al. (2003), ainsi que le modèle proposé par Conger et al., (2006). Cependant, les 
améliorations ne sont pas significatives en termes de résultats (Su et al., 2008). Récemment, 
Capo et al. (2014) ont développé un modèle semi-analytique, appelé QAB, permettant de 
retrouver la bathymétrie à part d’imagerie multispectrale. La principale innovation de ce 
modèle est qu’il ne nécessite aucune donnée terrain. Dans leur article, Capo et al., (2014) ont 
utilisé le QAB avec des images SPOT 5 afin d’étudier les évolutions morphologiques du 
bassin d’Arcachon. Ce modèle a depuis fait l’objet d’une adaptation pour le capteur Landsat 
8, plus performant en termes de rapport signal sur bruit que SPOT 5. Cette partie a pour but 
d’étudier la sensibilité du QAB aux variations de ces paramètres et d’étudier les effets des 
corrections atmosphériques sur ce modèle. Dans un premier temps, nous décrirons le modèle, 
puis les performances du modèle seront évaluées. Enfin une conclusion de notre étude sera 
faite. 
 
7.1.1. Le QAB 
 
Le QAB ou “quasi-analytical multispectral model for shallow water bathymetry 
inversion“ est un modèle semi-analytique basé sur la formulation de plusieurs algorithmes, en 
particulier le modèle QAA développé par Lee et al., (2002) d’où il tire son nom. La hauteur 
d’eau, H (en m), est exprimée en fonction de plusieurs paramètres tels que le coefficient 
d’atténuation diffuse, Kd (en m
-1
), la réflectance du fond, R
B
, et la réflectance en eaux 
profondes, rrs
dp
. H est ainsi exprimée par : 
 
𝐻 =
1
2𝐾
[ln (
1
𝜋
𝑅𝐵 − 𝑟𝑟𝑠
𝑑𝑝) − ln (𝑟𝑟𝑠 − 𝑟𝑟𝑠
𝑑𝑝)] 
avec rrs, la réflectance sub-surface obtenue à partir de la réflectance marine du capteur dans la 
bande considérée. De cette équation, on comprend donc qu’il reste à déterminer les trois 
paramètres cités précédemment. Pour cela, le QAB a été divisée en cinq étapes dont la 
cinquième est optionnelle. Ces étapes sont résumées dans la figure 7.1. Chacune des étapes 
sera par la suite décrite. 
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Figure 7.1. Schéma conceptuel du QAB 
 
 L’étape 1 consiste à ce que l’utilisateur détermine des zones afin de sélectionner d’une 
part des pixels d’eau optiquement profonde ainsi que des pixels représentatif du fond (pixels 
de sables humides). La création de masques au préalable peut faciliter la sélection. Tout 
d’abord, ρw est converti en Rrs en divisant chaque pixel par π. Il est important d’éviter tout 
pixel contaminé par des écumes, des bateaux, du sun glint afin de ne pas surestimer la 
réflectance marine en eaux profondes, Rrs
dp
. Une fois les zones sélectionnées, une valeur 
moyenne est calculée. Puis les Rrs sont converties en rrs utilisant l’équation de Gordon et al., 
(1988). Lors de l’étape 2, les coefficients de l’absorption totale (a(λ0)) et de rétrodiffusion 
(bb(λ0)) sont calculés à la longueur d’onde de référence (λ0). Leurs calculs sont dérivés d’une 
version adaptée aux capteurs multispectraux du QAA version 5 (Lee at al., 2002). Le calcul 
de a(λ0) est réalisé grâce à une relation non-linéaire entre a(λ0) et rrs
dp
 à différentes longueurs 
d’ondes dans le visible. 
𝑎(𝜆0) = ∫ (𝑟𝑟𝑠
𝑑𝑝(𝜆𝑖), 𝑟𝑟𝑠
𝑑𝑝(𝜆𝑗),… . ) 
 
Le coefficient de rétrodiffusion est donné par la relation : 
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𝑢(𝜆0) =
𝑏𝑏(𝜆0)
𝑎(𝜆0) + 𝑏𝑏(𝜆0)
=
−𝑔0 + √𝑔0
2 + 4𝑔1𝑟𝑟𝑠(𝜆0)
2𝑔1
 
 
g0 et g1 sont deux constantes. 
 
Après le calcul de ces coefficients, le coefficient d’atténuation diffuse pour 
l’éclairement descendant (Kd) est calculé grâce à la méthode de Lee at al., (2005). 
 
𝐾𝑑 = 𝑚0𝑎(𝜆0) + 𝑚1(1 − 𝑚2𝑒
−𝑚3𝑎(𝜆0))𝑏𝑏(𝜆0) 
 
où m0 ≡ 1 + 0.005σs avec σs l’angle zénithal solaire et m1, m2, m3, sont des constantes. 
 
 C’est à l’étape 4 qu’est calculée la hauteur d’eau (H) avec la formule décrite en début 
de partie. La valeur de K est prise égale à Kd. L’estimation de H va dépendre de trois 
paramètres : la réflectance en eau profonde va dépendre de la qualité des corrections 
atmosphériques et de la qualité de l’image (nuages, ombres, effets de surface, …), la 
réflectance du fond dépend du type de matériel (sable, vase, …) et la valeur de Kd va 
dépendre de la qualité de l’eau (turbidité, concentration en chlorophylle, …). Les valeurs de 
Kd et R
B sont assumées constantes sur toute la scène d’étude. Ces postulats représentes des 
conditions idéales sui sont rarement rencontrées en environnements marins (Su et al., 2014). 
En particulier, la variation spatiale de l’albédo de fond est plus forte que celle de la qualité de 
l’eau. Enfin, dans le cas où l’utilisateur dispose de données in-situ, l’étape 5 permet d’établir 
une correction empirique entre les hauteurs d’eau inversées et mesurées. 
  
 
7.1.2. Le QAB ajusté pour Landsat 
 
 Afin de pouvoir être utilisé avec Landsat 8 et par la suite avec SENTINEL-2, les 
coefficients du QAB pour le calcul de a, bb, et Kd, doivent être recalculés car d’une part le 
nombre de bandes n’est pas le même qu’avec SPOT 5, et la largeur des bandes ainsi que la 
sensibilité spectrale du capteur vont changer. Le travail pour L8 a été réalisé dans le cadre du 
stage M2 de Priscilla Coopen, que j’ai co-encadré, qui à partir de données synthétiques 
(IOCCG, 2006) a déterminé les nouveaux paramètres grâce à un ajustement simple par 
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moindres carrés. Les principales modifications concernent la formulation pour le calcul de a 
qui devient : 
𝑎(𝜆0) = 𝑎𝑤(𝜆0) + 10
𝑝0+𝑝1𝜒+𝑝2𝜒
2
 
 avec                             𝜒 = log (
2(𝑟𝑟𝑠(𝑏𝑙𝑢𝑒))
𝑟𝑟𝑠(𝜆0)+𝑝𝑥(
𝑟𝑟𝑠(𝑟𝑒𝑑)
𝑟𝑟𝑠(𝑏𝑙𝑢𝑒)
)𝑟𝑟𝑠(𝑟𝑒𝑑)
 
 et λ0 = 560 nm ; aw(λ0) = 0.0619 m
-1 
 
7.1.3. Méthodologie 
 
L’évaluation du QAB version L8 s’est décomposée en plusieurs étapes. Dans un 
premier temps, l’image du 1er octobre 2014 a été utilisée car des données de sondages 
bathymétriques acquises par le SHOM (Service Hydrologique et Océanographie de la Marine)  
étaient disponibles sur le Bassin d’Arcachon. Ces données ont été acquises avec moins d’un 
mois de décalage par rapport à la date d’acquisition satellite. L’image a été corrigée des effets 
de l’atmosphère par la méthode ISAC mais également avec la méthode ACOLITE, L8SR, et 
THEIA afin d’estimer l’impact des corrections atmosphériques sur l’inversion. De plus, une 
évaluation du résultat de l’inversion a été faite en faisant varier le Kd d’une part et R
B, d’autre 
part. Une comparaison des inversions entre capteurs a été également effectuée entre SPOT 5 
et L8. Les résultats du QAB L8 ont été également comparés aux résultats trouvés avec la 
méthode Stumpf, (2003) issue des travaux de Lyzenga,(1978). Pour évaluer ces résultats, les 
hauteurs d’eau inversées sont comparées aux hauteurs d’eau in-situ, corrigées de la marée à 
l’heure du passage du satellite. Pour débuter cette analyse, nous nous sommes d’abord 
intéressés à déterminer la hauteur maximale à partir de laquelle le signal ne peut plus être 
assimilé à des variations de profondeur où le capteur ne distingue plus le fond. Une fois cette 
hauteur maximale de validité déterminée, nous avons également évalué l’impact de la 
résolution d’échantillonnage, étant donné qu’un pixel L8 fait 30 m et que nous avons un point 
de sonde tous les 10 m (horizontalement). Pour ce faire, nous avons d’abord comparé les 
résultats obtenus avec toutes les sondes, puis les résultats obtenus avec une valeur moyennée 
par pixel et enfin après avoir retiré les points dont l’écart-type associé était trop élevé. 
 
7.1.4. Résultats 
 
7.1.4.1.  Détermination de la hauteur maximale 
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 Les résultats de l’inversion avec le QAB avant et après détermination de la hauteur 
seuil sont présentés dans les figures 7.4. Nous n’avons pas utilisé l’étape 5. La figure 7.4 
(haut) illustre la comparaison des hauteurs d’eau inversées avec le QAB avec l’ensemble des 
hauteurs d’eau in-situ corrigées de la marée. La figure 7.2 (bas) est obtenue après choix du 
seuil. Les statistiques principales telles que le r² et la RMSE sont données pour chaque 
inversion. Les résultats sont présentés en densité de points (rouge = très dense, bleu = faible 
densité) 
 
 
Figure 7.2. Comparaison entre hauteurs d’eau H obtenues avec le QAB et in-situ, avec toutes 
les sondes (haut) après filtre (bas). La droite 1:1 est représentée en pointillés. 
 
 Comme on peut le voir sur la figure 7.2 (haut), la relation entre les points in-situ et 
QAB est d’abord linéaire, puis une rupture de pente se produit autour de 10 m avec des 
hauteurs d’eau in-situ qui ne progressent plus alors que celles du QAB continuent 
d’augmenter. Cet effet seuil, peut avoir plusieurs origines : une saturation du signal du capteur 
ou cela peut provenir des limites du QAB qui nécessite que le satellite puisse encore « voir » 
le fond. Pour cette image, nous avons donc fixé la limite à 10 m. La figure 7.4 (bas) montre 
qu’après application, du seuil, on a une augmentation de 23% du r², passant de 0.57 à 0.70 et 
une diminution de la RMSE de 35% passant de 2.07 à 1.35. On peut également noter que la 
plus grande densité de points se situe entre 4 et 8 m. 
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7.1.4.2.  Impact de la résolution d’échantillonnage 
 
 Après avoir définir la hauteur maximale à 10 m, nous avons évalué l’impact de la 
résolution d’échantillonnage sur les résultats d’inversion. En effet, avec un échantillonnage 
tous les 10 m, le nombre de sondes par pixel est supérieur à un. Sachant que l’information 
contenue dans un pixel L8 (30 * 30) représente de base une information moyennée, nous 
avons alors calculé la moyenne des sondes pour n’avoir qu’une valeur de sondes par pixel. 
Dans un second temps, nous avons également calculé l’écart-type pour chacune des sondes 
moyennées et éliminé les points dont l’écart-type était supérieur à 0.5 m. Les résultats sont 
présentés dans les figures 7.3. 
 
 
Figure 7.3. Comparaison entre hauteurs d’eau H obtenues avec le QAB et in-situ, avec les 
sondes moyennées (haut) après filtre sur l’écart-type (bas). La droite 1:1 est représentée en 
pointillés. 
 
 Une fois la moyenne des sondes calculées (figure 7.3, haut), le nombre de match-up 
est réduit de plus d’un facteur 10 passant de 29517 à 2570, se traduisant par un nuage de 
points visuellement beaucoup moins dense. On ne note aucune différence sur la valeur de la 
RMSE et un gain d’environ 3 % sur le r² passant de 0.70 à 0.72. La figure 7.3 (bas) présente 
les résultats après avoir retiré les points dont l’écart-type était supérieure à 0.5 m. En effet, ces 
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80 points qui ne représentent que 3% du total des sondes moyennées se situaient 
principalement dans des zones dont la profondeur se situe autour de 9-10 m or le QAB a été 
surtout défini à l’origine (Capo et al., 2014) pour des petits fonds (< 5 m). Une fois ces points 
retirés, on observe un gain d’environ 6% du r², passant de 0.72 à 0.76 et une baisse de près de 
20% sur la RMSE passant de 1.35 à 1.09. 
 Une fois, cette première série de tests effectués, qui ont principalement consisté à 
obtenir un fichier de données in-situ « propre » pour évaluer le QAB, nous allons désormais 
nous intéresser à évaluer l’impact des paramètres du QAB sur l’inversion (RB et Kd) puis nous 
nous intéresserons à l’impact du modèle de correction atmosphérique sur le QAB. 
 
7.1.4.3. Impact de la variation de R
B
 
 
 Afin de mesurer l’impact d’une variation RB sur l’inversion de la bathymétrie, la 
valeur du Kd a été fixée à 0.16 m
-1
, ce qui représente la valeur moyenne calculée par le QAB 
au milieu des passes du Bassin d’Arcachon. Pour chaque valeur de RB choisie, l’inversion du 
QAB est comparée aux données in-situ vues précédemment. Les valeurs de R
B
 /π choisies 
sont  0.03, 0.05, 0.06 et 0.08, respectivement. Les résultats sont présentés dans la figure 7.4. 
Pour chaque inversion, en plus des statistiques (RMSE, r²), les valeurs de la droite de 
régression (ligne rouge) sont données.  Les résultats montrent que la valeur de R
B
 va affecter 
principalement le décalage du nuage de points par rapport à la droite 1:1 et que ce décalage 
sera d’autant plus grand que la valeur de RB sera petite. En effet plus RB sera petit comme 
dans le cas où R
B
 /π est égale à 0.03, plus sa valeur va se rapprocher de la valeur de rrs
dp
 voire 
même être inférieure, ce qui peut alors provoquer des inversions négatives dans le cas où le 
logiciel donne une valeur nulle à ln (
1
𝜋
𝑅𝐵 − 𝑟𝑟𝑠
𝑑𝑝). Ceci explique pourquoi le nombre de 
mesures (N = 1647) soit si faible pour la comparaison. Si l’on compare les trois autres cas 
entre eux, on voit que le r² progresse de 8% entre 0.05 et 0.08 tandis que la RMSE baisse 
d’environ 50% passant de 1.88 à 0.9. Il est donc important de bien définir la valeur de RB car 
celle-ci agit comme un biais égal sur l’ensemble de la gamme des valeurs. Ainsi on peut 
remarquer qu’hormis dans le cas où RB est trop petit, la valeur de RMSE est quasi égale à la 
valeur d’ordonnée à l’origine. 
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Figure 7.4. Comparaison entre hauteurs d’eau H obtenues avec le QAB et in-situ, en fonction 
de la valeur de R
B
. La droite 1:1 est représentée en pointillés. 
 
7.1.4.4. Impact de la variation de Kd 
 
 Après avoir évalué l’impact de RB, nous avons fait varier le Kd et fixé la valeur de 
R
B/π à 0.05, valeur définie par le QAB sur notre zone de sélection. Les valeurs de Kd choisies 
sont 0.08, 0.1, 0.12 et 0.2 m
-1
, respectivement. Nous avons suivi la même démarche que pour 
évaluer R
B
. Les résultats de cette analyse sont présentés dans la figure 7.5. Comme on pouvait 
s’y attendre de par la formulation du QAB, la valeur du Kd va principalement affecter la 
valeur de la pente. Dans notre exemple, plus celle-ci va augmenter et plus la valeur de la pente 
va se rapprocher de 1. Contrairement à R
B
 qui agit comme un biais égal, la valeur de Kd 
représente un biais inégal en effet, on peut voir que plus le Kd est bas, plus le QAB va 
surestimer les hauteurs d’eau supérieures à 3 m. Lorsque la valeur du Kd atteint 0.2, une 
valeur proche de la valeur trouvée dans les passes (0.16), les valeurs ne sont plus surestimées 
à part quelques valeur profondes mais sous-estimées. Dans ce cas, la sous-estimation est 
attribuable à la valeur de R
B
 car la pente est quasi égale à 1 tandis que l’ordonnée à l’origine 
est égale à -2.2, quasi égale à la RMSE. Dans les cas où le Kd < 0.15, on observe que la valeur 
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de la RMSE est quasi égale à la valeur de la pente et une augmentation de 12% du r² et une 
diminution de 23% de la RMSE lorsque le Kd augmente. 
 
 
Figure 7.5. Comparaison entre hauteurs d’eau H obtenues avec le QAB et in-situ, en fonction 
de la valeur du Kd. La droite 1:1 est représentée en pointillés. 
  
 Suite à ces analyses, nous avons pu mesurer l’importance de chacun des paramètres 
pris séparément et noté que le Kd et R
B
 n’impactent pas l’inversion de la même façon. Ainsi 
les variations de Kd (qui définissent la pente de la relation entre hauteurs inversées et 
mesurées) vont introduire un biais inégal tandis que les variations de R
B
 qui vont impacter la 
translation du nuage de points, un biais égal sur l’ensemble des valeurs. De plus, lorsque la 
pente est proche de 1, ce qui correspond à une valeur de Kd plutôt bien estimée, c’est la valeur 
de R
B
 qui va principalement déterminer l’erreur associée à l’inversion. Afin de visualiser les 
effets du Kd et de R
B
 sur l’inversion de la bathymétrie, les cartes des hauteurs d’eau du Bassin 
d’ Arcachon ont été créés à partir d’ARCGIS 10 pour deux valeurs de Kd : 0.12 et 0.16 et 
deux valeurs de R
B 
: 0.05 et 0.08. Les résultats sont illustrés par la figure 7.6. 
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Figure 7.6. Impact de la variation du Kd  et de R
B
 sur la cartographie de la hauteur d’eau (en 
m). 
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 Les résultats illustrés dans la figure 7.6 viennent confirmer qu’une variation de RB va 
avoir une plus grande importance qu’une variation de Kd. En effet, si l’on compare les cartes 
dont la valeur de Kd est 0.12 et 0.16 m
-1, respectivement, on peut voir qu’elles sont assez 
visuellement semblables. Tandis que lorsque l’on compare les résultats avec la valeur de RB 
variant de 0.05 à 0.08, on observe des différences assez importantes avec notamment une 
dominante de zones profondes (vertes et bleues) quand R
B
 vaut 0.08 contre une dominante de 
zones peu profondes (violet et rose) quand R
B
 vaut 0.05. Afin d’illustrer ces différences et de 
comparer les résultats aux données in-situ moyennées, un transect (ligne blanche, figure 7.6 
(haut)) a été tracé et les hauteurs d’eau associées ont été tracées sur un graphique. Ces 
résultats sont présentés dans la figure 7.7. 
 
 
Figure 7.7. Comparaison des hauteurs d’eau inversées et in-situ le long du transect pour 
différentes valeur de Kd et de R
B
 (haut). Différence relative (en %) entre différentes valeurs de 
Kd et de R
B
 (bas) 
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 Les résultats issus de la figure 7.7 (haut) soulignent la performance du QAB sur le 
plan qualitatif car dans tous les cas de figure (variation de Kd ou variation de R
B
), la 
dynamique le long du transect issue des mesures terrain (tracé rouge) est respectée. Sur le 
plan quantitatif, on retrouve les effets décrits précédemment à savoir que lorsque la valeur 
d’albédo est trop faible (tracé vert), les hauteurs d’eau vont être sous-estimées et ce sur tout le 
transect (biais égal) tandis que lorsque le Kd va être plus faible (ligne violette), les faibles 
profondeurs seront sous-estimées tandis que les fortes seront surestimées (biais inégal). Enfin, 
les différences relatives le long du transect (figure 7.7, bas), viennent confirmer une 
sensibilité plus forte à une variation de R
B
 que de Kd. 
 
 
7.1.4.5. Impact des corrections atmosphériques 
 
 Après avoir montré l’influence des paramètres du QAB sur l’inversion de la 
réflectance en hauteurs d’eau, nous nous sommes intéressés à l’influence des méthodes de 
correction atmosphériques sur l’inversion. Dans ce but, nous avons sélectionné des méthodes 
et produits facilement accessibles à tout utilisateur. Les méthodes sélectionnées sont 
ACOLITE NIR et ACOLITE SWIR, les produits sélectionnés sont L8SR, les images L8 
corrigées par l’USGS ainsi que les produits THEIA corrigés par le pôle thématique surfaces 
continentales du CNES. Les principales différences attendues entre ces méthodes vont 
provenir du calcul du Kd, de rrs
dp
 et de la réflectance marine. Les résultats de cette 
comparaison sont présentés dans la figure 7.8. 
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Figure 7.8. Impact des corrections atmosphériques sur l’inversion des hauteurs d’eau. 
 
 Comme on peut le voir dans la figure 7.8, la valeur retrouvée du Kd varie entre 0.12 et 
0.17, la RMSE varie entre 0.78 et 1.83 et le r² entre 0.73 et 0.86, ce qui témoigne une nouvelle 
fois de l’importance des corrections atmosphériques. On peut voir que dans ce cas précis, de 
meilleurs résultats sont obtenus avec les produits L8SR. On remarque également qu’avec le 
produit THEIA, le nuage de points est divisé en ligne de points de plus en plus espacées au fur 
et à mesure que la hauteur d’eau augmente, nous pensons que cet effet est provoqué par la 
compression des images THEIA dont la taille de téléchargement fait 180 mo contre près d’1 
go pour l’image brute. Les hauteurs d’eau inversées, le long du transect (Figure 7.6), pour 
chaque méthode sont représentées dans la figure 7.9. 
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Figure 7.9. Comparaison des hauteurs d’eau inversées et in-situ le long du transect pour 
différentes méthodes de correction atmosphérique (haut) et différences relatives associées 
(bas). 
  
 D’une manière générale, les résultats des différentes méthodes de corrections 
présentent de bonnes performances sur le plan qualitatif. Par contre sur le plan quantitatif 
(figure 7.9, bas), la tendance principale est la surestimation des hauteurs d’eau relevées sur le 
terrain. De plus, cela permet de mettre en évidence les bonnes performances de l’inversion 
lorsque le modèle ISAC est utilisé. 
 
7.1.4.6. Comparaison des modèles QAB et Stumpf et al., 2003 
  
 Après avoir évalué l’impact des corrections atmosphériques sur le QAB, nous avons 
comparé les résultats du QAB face à un modèle linéaire. Lyzenga (1978) a établi la relation 
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entre la réflectance observée (𝑅𝑟𝑠), la profondeur de l’eau correspondante, z, et la réflectance 
du fond, R
B
 : 
𝑅𝑟𝑠 = (𝑅
𝐵 − 𝑅𝑟𝑠) exp(−𝑔𝑧) + 𝑅𝑟𝑠
𝑑𝑝
 
 
avec g qui est une fonction des coefficients d’atténuation. Stumpf et al., ont réécrit cette 
équation pour donner une estimation de la profondeur : 
 
𝑧 = 𝑔−1[(ln(𝑅𝐵 − 𝑅𝑟𝑠) − ln (𝑅𝑟𝑠 − 𝑅𝑟𝑠
𝑑𝑝)] 
 
La valeur de g est obtenue par régression linéaire à partir de données terrain et des 
réflectances marines obtenues après application de notre méthode dans la bande verte (b3). La 
relation trouvée (N = 2624) est illustrée dans la figure 7.10. 
 
 
Figure 7.10. Relation entre hauteurs d’eau in-situ et la réflectance dans la bande verte selon le 
calcul de Stumpf et al., 2013 
 
 La valeur de g est donc égale à environ 0.28 m
-1
 ce qui correspond dans notre 
formulation à un Kd aux environs de 0.14 m
-1
. La formule de Stumpf et al. (2003) est ensuite 
appliquée à l’image L8. La valeur de RB a été prise égale à 0.08 comme pour le QAB. Les 
hauteurs d’eau obtenues avec la méthode Stumpf sont présentées dans la figure 7.11, et 
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comparées aux précédents résultats obtenus avec le QAB. Les statistiques calculées pour les 
deux modèles sont assez proches, on notera néanmoins une différence d’environ 13% sur le r² 
en faveur de la méthode Stumpf et une différence d’environ 13% sur la RMSE en faveur du 
QAB.  Ces résultats illustrent les bonnes performances du QAB face à un modèle qui ne peut 
être utilisé que si des données in-situ sont disponibles. De plus, il apparaît que les hauteurs 
d’eau obtenues avec le modèle Stumpf surestiment les hauteurs d’eau in-situ. 
 
 
Figure 7.11. Comparaison des résultats obtenus avec la méthode Stumpf (haut) et le QAB 
(bas) avec les données in-situ. 
 
 Afin de confirmer ces premières observations, nous avons comparé les hauteurs d’eau 
inversées le long du transect. Les résultats sont présentés à la figure 7.12. On remarque que le 
tracé vert (méthode Stumpf) est quasiment toujours au-dessus du tracé rouge (données in-situ) 
confirmant les observations de la figure 7.12. On peut également relever que le tracé vert (est 
quasi toujours au-dessus du tracé bleu (QAB) sauf pour des profondeurs supérieures à 9-10 m. 
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 Après avoir validé notre modèle par rapport à un modèle existant, nous avons voulu 
évaluer le modèle sur deux satellites cette fois, à savoir le QAB initial sur une image SPOT 5 
et le QAB optimisé pour Landsat. Pour cela, nous disposons d’une image S5 acquise le 14 
octobre 2014, soit 13 jours par rapport à l’image L8. 
 
 
Figure 7.12. Comparaison des résultats obtenus le long du transect avec la méthode Stumpf 
(haut) et le QAB (bas) avec les données in-situ. 
 
7.1.4.7. Comparaison des modèles QAB S5 et L8 
 
 Notons que la résolution spatiale de SPOT 5 étant de 10 m, nous n’avons pas eu 
besoin de moyenner les sondes pour la comparaison. Les résultats de cette comparaison sont 
présentés dans la figure 7.14. La principale observation que l’on peut faire est la forme du 
nuage de points de S5 qui forme des lignes espacées avec un écart croissant au fur et à mesure 
que la hauteur d’eau augmente. Ce phénomène avait déjà été observé avec les images THEIA 
mais là l’effet est beaucoup plus prononcé et surtout observé avec une image brute et non 
compressée. Ce phénomène provient vraisemblablement du fait que les images S5 sont codées 
en 8 bits soit 256 valeurs de niveau de gris contre 12 bits soit 4096 valeurs pour L8, 
quasiment un facteur 20 entre les deux capteurs. Ainsi L8 sera plus sensible aux variations du 
signal de la réflectance marine provoquée par des variations de la bathymétrie que S5. Enfin, 
la meilleure performance du QAB L8 peut être associée à des bandes dans le visible à la fois 
plus nombreuses (4 contre 2), moins larges (60 nm dans le vert contre 90) et un meilleure 
rapport signal sur bruit dans le visible (>200 contre <150). 
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Figure 7.13. Comparaison entre le QAB S5 (haut) et QAB L8 (bas) 
 
7.1.5. Discussion et conclusions 
  
 Dans cette partie, nous avons montré comment à partir de la réflectance marin mesurée 
par le capteur, nous sommes en mesure de retrouver la hauteur d’eau. Le QAB, un modèle 
semi-analytique initialement développé pour SPOT5 a ainsi été adapté au capteur Landsat 8 
dont les images de bien meilleure qualité sont gratuites. En attendant un futur développement 
pour Sentinel-2a, les performances du QAB ont pu être évaluées grâce à la disposition de 
données in-situ. Ainsi, nous avons pu montrer les bonnes performances du QAB pour des 
hauteurs d’eau inférieures à 10 m. Cette hauteur maximale est à déterminer pour chaque 
image et est directement liée à la qualité de l’eau. De plus, les résultats s’améliorent une fois 
que les données terrain aient été moyennées et filtrées de sorte à n’avoir uniquement qu’une 
donnée terrain par pixel contre plusieurs avant cette étape. Par la suite, nous avons pu mesurer 
l’impact des variations du Kd et de R
B
 sur l’inversion des hauteurs d’eau et vu qu’une 
variation de ces deux paramètres modifiaient les résultats du QAB. Ceci a son importance car 
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le QAB fait l’hypothèse d’une valeur de Kd et de R
B
 unique sur la zone d’étude et que ceci 
n’est pas forcément vrai. Plutôt que d’avoir un QAB local, une possibilité serait de considérer 
plusieurs sous-régions de l’image et de calculer les paramètres du QAB pour chacune d’entre 
elles. Une autre source d’erreur provient des corrections atmosphériques. Les différentes 
méthodes vont aboutir à des valeurs et des formes spectrales de la réflectance marine 
différentes conduisant à des valeurs de Kd et de 𝑟𝑟𝑠
𝑑𝑝
et peu de variations sur la valeur de R
B
. 
Dans cette optique, nous avons pu voir que les résultats obtenus pour cette image avec le 
modèle développé au cours de cette thèse étaient bons de même que les résultats obtenus avec 
le produit L8SR. Les comparaisons grâce au transect ont néanmoins montré que quel que soit 
le modèle de corrections atmosphériques appliqué, les variations spatiales de la hauteur d’eau 
sont respectées et que les différences concernaient principalement le biais entre la hauteur 
d’eau in-situ et la hauteur d’eau inversée. Après avoir testé les différentes approches sur le 
QAB, le modèle a ainsi été comparé à un modèle linéaire standard, celui de Stumpf (2003) qui 
a repris la formulation de Lyzenga, (1978). Ce modèle linéaire qui utilise les données in-situ 
pour le calcul de son paramètre g qui est l’équivalent de 2*Kd dans notre formulation a 
montré des résultats proches du QAB en termes de statistiques mais avec une tendance à la 
surestimation des données in-situ. Cette tendance a été confirmée lors de la comparaison au 
niveau du transect. Cette étape a permis de confirmer le potentiel du QAB pour inverser la 
hauteur d’eau sans données de terrain en entrée. De plus, on notera les valeurs quasi égales 
obtenues pour g et Kd ce qui montre une belle performance pour la formulation de la 
détermination du Kd. Pour finir cette étude, les résultats ont été analysés pour deux satellites à 
savoir SPOT 5 et Landsat 8, les résultats ont montré de meilleures performances obtenues 
avec L8 grâce à plus de bandes et un meilleur rapport signal sur bruit permettant une 
meilleure représentation du signal. En effet avec S5, on observe des traits de points de plus en 
plus espacés à mesure qu’on augmente dans les hauteurs d’eau et que donc le signal marin 
devient moins fort. 
 
7.2. Conclusions 
 
 Dans ce chapitre, nous avons montré comment à partir d’une mesure de réflectance, il 
était possible de dériver un produit pouvant être utilisé dans de nombreuses applications, à 
savoir la hauteur d’eau. Ainsi nous avons montré l’utilisation d’un modèle semi-analytique 
développé pour l’inversion des hauteurs d’eau et évalué les variations des paramètres 
directement liés à la valeur de la réflectance marine. Nous avons pu faire le lien entre 
performances du modèle et valeurs des paramètres et montré qu’une erreur sur les paramètres 
pouvait engendrer de fortes erreurs d’inversion par rapport aux valeurs mesurées sur le 
terrain. 
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Chapitre 8  
Conclusions générales et perspectives 
 
8.1. Conclusions générales 
 
 L’objectif de cette thèse était de développer une méthode de corrections 
atmosphériques adaptée aux capteurs multispectraux THRS, adaptées aux eaux côtières. Le 
but de cette méthode est d’extraire la réflectance marine (ρw) de l’image brute, utilisée pour 
retrouver de nombreux paramètres biogéophysiques comme la concentration en chlorophylle 
a, ou la hauteur d’eau. Notre méthode répond à un important besoin de disposer d’images de 
qualité pour la surveillance et la gestion des eaux côtières provenant de capteurs satellites où 
les méthodes de corrections existantes ne sont pas ou peu adaptées. 
 Notre méthode est basée sur le développement d’un modèle aérosol local représentatif 
des propriétés optiques des aérosols. Afin d’examiner les variations des propriétés optiques et 
microphysiques des aérosols, nous avons analysé plusieurs années de mesures des propriétés 
optiques des aérosols sur le site d’Arcachon, un site côtier Nord Atlantique. Nous avons 
converti les données moyennes quotidiennes en moyennes mensuelles et nous en avons 
déduits une climatologie montrant que les propriétés optiques variaient avec la saison. 
L’analyse des propriétés optiques caractérisées par l’épaisseur optique et le coefficient 
d’Angstrom, a montré des différences entre le printemps et l’été notamment. Ces différences 
sont caractérisées par des valeurs d’épaisseur optique et de coefficient d’Angstrom 
supérieures au printemps par rapport à l’hiver. Cela suggère une dominance des particules 
fines au printemps et des particules grossières en hiver.  A partir de ces deux paramètres, une 
classification des aérosols en types, a été faite sur la base des travaux de Dubovik, (2000) et 
Smirnov et al., (2002). Cette classification a notamment permis de montrer la présence de 
quatre grands types d’aérosols sur notre zone (marins purs, marins mélangés, poussières 
désertiques, fumées issues des feux de biomasse et/ou des feux de combustion) et de mettre en 
avant l’état de mélange qui caractérise notre population d’aérosols. L’étude de la distribution 
de taille a montré une distribution bimodale autour d’un mode fin et grossier. Ceci vient 
confirmer que notre population d’aérosols est constituée d’un mélange d’aérosols. De plus, 
cette étude a montré que les proportions entre les deux modes variaient avec la saison, avec 
notamment une dominance du mode fin au printemps et une dominance du mode grossier en 
hiver. Les tendances saisonnières des propriétés microphysiques (albédo de simple diffusion, 
indices de réfraction, facteur d’asymétrie) montrent des variations significatives. Cela indique 
que les variations saisonnières des propriétés optiques des aérosols sont principalement 
provoquées par les propriétés intrinsèques des aérosols.  
   A partir de ces constatations, nous avons d’abord décidé de définir notre population 
d’aérosols bimodale comme la somme de deux populations monomodale, une pour chaque 
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mode. Les paramètres requis pour définir un modèle aérosol sont : le rayon modal fin et 
grossier, l’écart-type fin et grossier, les indices complexes de réfraction fins et grossiers. Basé 
sur la méthode d’Ahmad et al., (2010), nous avons tiré la climatologie des rayons fins et 
grossiers ainsi que pour les écart-types et montré que le rayon fin et grossier présentait une 
forte saisonnalité alors que les écart-types variaient peu avec la saison. En ce qui concerne les 
indices de réfraction, nous avons été confrontés à deux obstacles. Le premier est le nombre 
trop faible de données sur notre zone en raison d’épaisseurs optiques trop faibles, le second 
est le fait qu’AERONET attribue la même valeur d’indices aux particules fines et grossières. 
Or l’analyse des données des propriétés optiques couplée à l’étude des masses d’air suggère 
que les particules fines sont d’origine continentale et que les particules grossières sont 
d’origine marine et donc que leurs propriétés d’absorption sont différentes. Nous avons alors 
décidé d’utiliser les modèles monomodaux, troposphérique et maritime définis par Shetlle et 
Fenn, (1979), pour représenter nos populations fine et grossière respectivement. Ainsi nous 
avons pu obtenir les indices de réfraction associés. Pour tenir compte de la variabilité des 
propriétés optiques, nous avons déduit de données météorologiques, la climatologie de 
l’humidité relative et testé le modèle de croissance des rayons modaux en fonction de 
l’humidité relative, défini par Ahmad et al., (2010) sur nos données. Nous avons trouvé de 
bons résultats pour le mode fin mais nous avons dû le modifier pour le mode grossier car il 
était surestimé par le modèle. Nous avons alors, grâce aux équations de Hänel, (1976), pu 
définir un modèle aérosol adapté au capteur L8/OLI dont les caractéristiques variaient avec 
l’humidité relative (8 valeurs). Le dernier paramètre requis concerne la proportion en aérosols 
grossier dont la climatologie a révélé qu’elle était supérieure en hiver qu’au printemps, nous 
en avons alors défini six valeurs pour notre étude.  
 Après lancement du code des ordres successifs, nous avons alors obtenu 48 LUTs par 
bande spectrale. Ces LUTs contiennent plus de 1 million de valeurs de réflectance marine 
calculées en fonction de différences conditions géométriques et atmosphériques, permettant 
ainsi de corriger un grand nombre d’images acquises sous différentes conditions. Les LUTs 
ont été intégrés à une architecture sous MATLAB permettant ainsi d’obtenir une image 
L8/OLI corrigée à partir d’une image brute téléchargée. Un module de corrections de la 
transmission gazeuse a été incorporé car le code SOS ne le prend pas en compte. Ce module a 
été bâti grâce au code SMAC et aux données fournies par le CESBIO pour L8/OLI. 
 Nous avons alors testé et validé notre approche sur plusieurs images L8/OLI, dont une 
disposant de données de validation terrain. Pour les images sans données de validation, nous 
avons pu montrer l’impact du choix de la méthode sur la réflectance retrouvée ainsi que la 
sensibilité de ces méthodes à la fois aux propriétés optiques de l’eau et de l’atmosphère. La 
comparaison des différents résultats avec les mesures terrain ont montré de bonnes 
performances pour notre méthode, avec des différences relatives inférieures à 10% dans le 
visible. Nos résultats montrent une nette amélioration comparés aux résultats de méthodes 
standards telles que la méthode 6SV. Nous avons pu voir que les modèles 6SV avaient 
tendance à surestimer la réflectance marine. Et ceci peut s’expliquer par le fait que les 
modèles aérosols implantés dans 6SV sont représentatifs de particules à l’état sec et ont donc 
des valeurs de rayons moyens et d’indices de réfraction différents, en particulier des valeurs 
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de rayons inférieures par rapport à notre modèle. Et comme les petites particules diffusent 
plus vers l’arrière que les grosses, les modèles 6SV vont donc donner des réflectances plus 
élevées que notre modèle. Nous avons également montré les limites de notre modèle en 
présence d’aérosols fortement absorbants, de type fumée. En effet, notre modèle est construit 
sur un mode grossier est constitué d’aérosols marins, non absorbants. Or il peut arriver que 
des aérosols grossiers absorbants se retrouvent sur notre zone. Nous avons pu voir que ce 
problème concernait toutes les méthodes de correction dont les réflectances retrouvées étaient 
supérieures aux réflectances mesurées. 
 Par la suite, nous avons montré que les effets de la réflexion spéculaire ou sun glint, 
généralement masqués ou évités par les capteurs à basse résolution spatiale, ont un impact 
plus ou moins marqué sur les capteurs à haute résolution spatiale. L’amplitude de l’impact 
dépend de la taille du pixel et de la valeur de l’angle de visée. Cet impact se traduit par la 
présence de pixels plus ou moins brillants sur l’image causant des variations de la réflectance 
marine. Nous avons montré que ces effets étaient plus forts sur une image Pléiades que sur 
une image Landsat 8. Les méthodes de correction du sun glint pour capteur THR ont été 
évaluées. Ces méthode (Lyzenga, Hedley, méthode NIR) estiment la contribution du sun glint 
à partir de la relation entre les réflectances NIR et VIS. Nous avons montré que ces méthodes 
amélioraient à la fois la qualité visuelle et diminuait le bruit de l’image. De plus, les effets du 
sun glint sur la réflectance après correction sont diminués (diminution de plus de 50% de 
l’écart-type). Cependant, nous avons remarqué une surcorrection avec les méthodes Hedley 
ou NIR à la fois pour Pléiades et Landsat et de bons résultats avec la méthode Lyzenga. Enfin, 
nous avons montré que la valeur de l’angle de visée était un paramètre clé dans la 
contamination par le sun glint, après comparaison de l’image Pléiade dégradée à 30 m avec 
l’image Landsat 8. 
 Enfin, les images corrigées à l’issu des travaux de cette thèse ont servies à évaluer un 
modèle semi-analytique d’inversion de la réflectance marine en hauteur d’eau. Ce modèle 
appelé QAB, initialement développé pour SPOT, a été ajusté pour Landsat 8. Le QAB se 
démarque des modèles standards par le fait qu’il ne nécessite aucune donnée in-situ en entrée. 
Les données in-situ ont été utilisées afin d’évaluer les performances du modèle. Ce modèle a 
été développé pour les petits fonds. Nous avons montré qu’une profondeur de 10 m environ 
pouvait être atteinte avec Landsat 8 grâce à un rapport signal sur bruit meilleur que SPOT et à 
la présence d’une bande bleue. Nous avons également montré que la résolution spatiale 
d’échantillonnage était importante pour évaluer un modèle d’inversion. En effet, les résultats 
sont meilleurs lorsque l’on attribue une valeur moyenne de sondes par pixel plutôt que 
plusieurs valeurs de sondes pour le même pixel. Nous avons également testé l’impact des 
variations des paramètres du modèle à savoir la valeur de la réflectance du fond (R
B
) et celle 
du coefficient d’atténuation diffuse de la lumière (Kd) et nous avons montré que la valeur de 
R
B
 avait plus d’impact sur l’erreur du modèle que la valeur du Kd. Nous avons également 
comparé les résultats du QAB le long d’un transect après plusieurs méthodes de corrections 
atmosphériques. Les résultats ont montré qu’avec chaque méthode, la dynamique spatiale était 
retrouvée mais que l’amplitude variait d’une méthode à l’autre, causant des surestimations ou 
des sous-estimations par rapport à la hauteur d’eau mesurée. Les résultats du QAB ont 
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également été évalués par rapport au modèle de Stumpf et al., (2003) et de meilleurs résultats 
ont été obtenus avec le QAB, sur l’ensemble des points puis le long du transect. Enfin, une 
comparaison des QAB version SPOT et Landsat a été faite, montrant un signal en forme de 
d’escalier avec SPOT tandis qu’avec Landsat, le signal est uniforme. Cela montre 
l’importance des caractéristiques des capteurs, notamment du rapport signal sur bruit, pour 
obtenir des produits satellites de qualité. 
 
8.2. Perspectives 
 
 Ce travail de thèse m’a permis d’évaluer précisément le potentiel et les limitations des 
missions THRS, et d’acquérir des connaissances poussées sur les corrections atmosphériques 
et sur les modèles d’inversion dédiés à la mesure de hauteur d’eau en zone côtière peu 
profonde. Mes travaux de thèse ne sont pas achevés. Ils ont soulevé et précisé de multiples 
problématiques scientifiques, ouvrant ainsi des voies de recherche. Je souhaite donc dans les 
années à venir poursuivre ces travaux en particulier autour des axes suivants : (1) application 
du modèle ISAC à d’autres sites pour lesquels le modèle aérosol sera adapté à partir d’une 
analyse des données AERONET, (2) développement d’une méthode de correction du sunglint 
basé sur de l’analyse d’image, et (3) validation du modèle QAB à d’autres sites présentant des 
caractéristiques optiques de la colonne d’eau et du substrat du fond variées. L’ensemble de ses 
études sera conduit dans le contexte Sentinel-2, dont les caractéristiques instrumentales 
devront permettre des améliorations significatives des différents modèles cités précédemment. 
 
i. Application du modèle ISAC à d’autres sites 
 
Le modèle ISAC développé au cours de cette thèse a permis de montrer le potentiel de 
l’utilisation des données AERONET dans le contexte des corrections atmosphériques. 
Cependant cette méthode prometteuse doit encore être validée sur d’autres sites. Pour 
répondre à cet objectif, de nouveaux modèles aérosols devront être construits à partir de 
l’étude des données AERONET sur d’autres sites côtiers présentant des contextes aérosols 
différents. Des sites comme Lampedusa en Méditerranée (Meloni et al., 2015 ; Pace et al., 
2006), Santa Cruz de Tenerife proche de la côte Nord Afrique (Guirado et al., 2014) peuvent 
servir de sites d’études afin d’évaluer la sensibilité de notre méthode face à d’autres 
populations d’aérosols. De plus, le réseau AERONET-OC présentant à la fois des données 
atmosphériques et de luminance de l’eau représente une opportunité de valider notre 
démarche et de comparer les résultats obtenus avec plusieurs capteurs avec la donnée terrain. 
Cela permettrait ainsi d’ouvrir les possibilités d’utilisation de capteurs type Pléiades dont la 
résolution de 2 m est un atout majeur dans de nombreuses applications littorales. Pour 
améliorer le modèle ISAC, une étude des propriétés chimiques des aérosols pourrait permettre 
une meilleure caractérisation des valeurs des indices de réfraction (Ebert et al., 2002) et ainsi 
augmenter la précision du modèle. Enfin, il serait nécessaire de disposer de données 
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d’humidité relative à l’emplacement du photomètre afin de bien établir la relation entre 
humidité relative et propriétés optiques. 
 
ii. Développement d’une méthode de corrections du sun glint 
 
Les méthodes de correction du sun glint testées dans cette thèse ont montré que la 
correction du glint était possible pour les capteurs THRS. Cependant, les méthodes 
empiriques telles que les méthodes Hedley et Lyzenga nécessitent une intervention de 
l’utilisateur pour définir des zones optiquement homogènes. L’utilisation de masques destinés 
à ne laisser apparaître que les eaux homogènes est une solution afin de pouvoir traiter en 
routine un grand nombre d’images. De plus ces méthodes estiment un coefficient de pente 
applicable à toute l’image. Or les propriétés optiques de l’eau peuvent varier entre deux zones 
de l’image. Calculer les coefficients de pente sur plusieurs zones de l’image peut permettre 
une meilleure prise en compte de ces variations et ainsi une meilleure estimation de la 
contribution du glint. Une autre piste à envisager est le développement de techniques basées 
sur le traitement d’images (analyse de texture, morphologie mathématique, analyse spatiale) 
et sur des méthodes statistiques de l’état de surface, comme l’estimation de la contribution du 
glint à partir d’images THRS dégradées à une résolution inférieure (Kay et al., 2009). Il 
demeure que pour les eaux peu profondes, le transfert du signal dans le NIR doit être étudié à 
partir de mesures terrain et modélisations afin de pouvoir mieux quantifier la relation VIS-
NIR (Kay et al., 2009).  
 
iii. Validation du modèle QAB sur d’autres sites 
 
Le modèle QAB, développé initialement pour SPOT, a montré de bonnes 
performances (Capo et al., 2014). La version ajustée pour Landsat 8 à laquelle j’ai participé, a 
également montré des résultats encourageants mais une évaluation sur d’autres zones d’études 
est nécessaire afin de valider complètement la méthode. En effet, une sélection de zones avec 
des fonds contrastés et des propriétés optiques variables est souhaitable pour mesurer la 
sensibilité de notre méthode. Une possibilité est notamment d’utiliser les données 
bathymétriques fournies par le NOAA, le long des côtes US, afin de pouvoir bénéficier de 
données de validation. Des améliorations sont également possibles quant aux calculs des 
paramètres tels que le Kd et R
B
. En effet, le QAB étant un modèle global, l’utilisation de 
données terrain et/ou de modélisations avec un logiciel comme Hydrolight, peut permettre 
d’affiner la formulation du calcul du Kd et ainsi passer d’un modèle global à local. Pour R
B
, 
l’utilisation de méthodes de classification du fond marin (Kenny et al, 2003) est à envisager 
dans des zones où le fond n’est pas homogène. De plus, le QAB utilisant des valeurs uniques 
de Kd et R
B
 pour toute l’image, il serait intéressant d’utiliser des méthodes géo-statistiques 
afin de prendre en compte les variations spatiales du de Kd et R
B
 (Harris et al., 2011 ; Harris et 
al., 2010 ; Su et al., 2008).  
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Liste des symboles et des abréviations 
ΔΩ : Angle solide 
AOP : Apparent Optical Properties 
AOD : Aerosol Optical Depth 
AERONET : AErosol RObotic NETwork 
α : Coefficient d’Angström 
a : Coefficient d’absorption (en m-1) 
b : Coefficient de diffusion (en m
-1
) 
bb : Coefficient de rétrodiffusion (en m
-1
) 
c : Atténuation (en m
-1
) 
CZCS : Coastal Zone Color Scanner 
CDOM : Coloured Dissolved Organic Matter 
dF : Flux d’énergie radiative monochromatique (en W.μm-1) 
E : Eclairement monochromatique (en W.m².μm-1) 
ETIAGE : Etude Intégrée de l’effet des apports amont et locaux sur le fonctionnement de la 
Garonne estuarienne 
IFOV : Instantaneous Field Of View 
IOCCG : International Ocean Colour Coordinating Group 
IOP : Inherent Optical properties 
IPCC : Intergovernmental Panel on Climate Change 
ISAC : In Situ Atmospheric Correction 
Kd : Coefficient d’atténuation diffus (en m
-1
) 
L(θ, φ) : Luminance (en W.m².sr-1.μm-1) 
Lu(0
-
,θ’,φ’,λ) : Luminance ascendante (en W.m².sr-1.μm-1) 
Lw(θ,φ,λ) : Luminance émergente de l’eau (en W.m².sr-1.μm-1) 
Lwn(θ, 𝜙, λ) : Luminance émergente normalisée (en W.m².sr-1.μm-1) 
LUTs : Look Up Tables 
n : Indice de réfraction 
θs : Angle zénithal solaire 
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θv : Angle zénithal de visée 
ф : Angle azimutal relatif 
ρ(θs, θv, ф) : Réflectance bidirectionnelle (terme générique) 
ρTOA : Réflectance totale exo atmosphérique 
ρA : Réflectance aérosol 
ρr : Réflectance Rayleigh 
ρg : Réflectance due au sun glint 
PHOTONS : PHOtométrie pour le Traitement Opérationnel de Normalisation Satellitaire 
PIR : Proche InfraRouge 
PSD : Particle Size Distribution 
R(λ,z) : Réflectance diffuse 
Rrs : Réflectance de télédétection 
RCE : Radiométrie Couleur de l’Eau 
SOMLIT : Service d'Observation en Milieu LITtoral 
SPOT : Satellite Pour l’Observation de la Terre 
SWIR : Short Wave InfraRed 
τ : Epaisseur optique 
TOA : Top Of Atmosphere 
THRS : Très haute Résolution Spatiale 
VIS : Visible 
ωo : Albédo de simple diffusion 
λ : Longueur d’onde (en nm) 
z : hauteur (en m) 
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