The applications of the Hückel (tight binding) model are ubiquitous in quantum chemistry and solid state physics. The matrix representation is isomorphic to an unoriented vertex adjacency matrix of a bipartite graph, which is also the Laplacian matrix plus twice the identity. In this paper, we analytically calculate the determinant and, when it exists, the inverse of this matrix in connection with the Green's function, G, of the N × N Hückel matrix for linear chains and cyclic systems. For an open linear chain we prove that G is a real symmetric matrix whose entries are G (r, s) = (−1)
λ r = 2 cos rω in units of β (1) |ψ r = 2 (N + 1) [sin (rω) , sin (2rω) , . . . , sin (Nrω)]
where ω ≡ π N+1 and 1 ≤ r ≤ N is an integer. The Hückel model has found renewed significance in recent experimental and theoretical studies of molecular conductance, that is transmission of a current through a molecule [7] [8] [9] , and references therein]. The Green's function plays an important role in the calculation of transport phenomena such as conductivity [10, 11] . In the simplest form of the theory, the conductance between electrodes connected to sites r and s of a molecule is proportional to the square of the absolute value of the matrix element of the zeroth Green's function,
where E F denotes the Fermi energy, C rk is the coefficient of the r th atomic orbital in the k th molecular orbital (MO) in an orthogonal basis, k is the k th MO energy, and η is an infinitesimal positive number. One may choose the Fermi energy equal to the Coulomb integral of the Hückel model, α, and for convenience make that the zero energy. Then, assuming η is negligible, the sums to be calculated are
Therefore, the Green's function in the basis described above, for a finite open linear chain has entries that are:
cos (kω) in units of β
ω ≡ π N + 1 .
Below, for simplicity, we denote G (r, s) ≡ G
rs . Remark 1. It is easy to see that Eq. 5 is simply minus the entries of the inverse of the Hückel matrix. Generally, the Green's function is related to the inverse of the Hamiltonian, e.g., in an open chain G = −H −1 
.

II. DETERMINANTS AND ANALYTICAL EXPRESSIONS FOR H
The matrix representation of G is shown in Fig. 2 . Proof. We first give a formula for the inverse of a general tridiagonal matrix. Suppose we have
where θ r and φ s satisfy second order recursion relations
with the initial conditions θ −1 = 0, θ 0 = 1, φ N+1 = 1 and φ N+2 = 0 [12] . We are interested in the special case where b i = 0, c i = a i = 1 for all i and the analytical expression for −H
The recursion relations are now given by
The solutions, after imposing the initial conditions, are
Substituting these in Eq. 7 and multiplying with an overall minus sign, we obtain the entries of −H −1 1 + (−1)
It is clear that the entries with r < s are equal to r > s if one switches r and s as expected from the invariance under transposition of a symmetric matrix. So we focus on r ≥ s. In Eq. 8, for r ≥ s, the only nonzero elements correspond to r even and s odd in which case we have G (r, s) = i 3(r+s−1) = (−1)
. This proves Eq. 6. We conclude that
where G is shown in Fig. 2 .
Corollary 1.
The closed form expression for the following sum gives the identity
when r is even and s < r is odd. Otherwise, when s ≤ r then G (r, s) = 0. Further it is evident that G (r, s) = G (s, r).
Proof. This is the Green's function in an orthonormal basis discussed above. A purely trigonometric derivation, that does not use the Hückel matrix and serves as an alternative proof of Eq. 6, is presented in the appendix.
In quantum chemistry, it was known that G (r, s) = 0 when r and s have the same parity. These zeros can be derived from a property called "alternancy" (the original proof is due to C. A. Coulson and G. S. Rushbrooke [13] ). If the interacting orbitals of a molecule can be divided into two disjoint sets, where the atoms of one set are adjacent only to atoms of the other set, the molecule is said to be alternant. For alternants, for instance the linear chain studied here, a number of theorems can be proved; for instance the energy levels are paired positive and negative, and in paired levels the coefficients of one set of atoms are just minus the coefficients of that set in the paired level. It follows that G (r, s) = 0 when r and s have the same parity. The other zeros and ±1 entries, as far as we know, were not noticed. 
Proof. When N = 2, trivially 0 1 1 0 = −1. When N is odd, we express
as defined above, which is invertible. With this decomposition, the structure of H −1 1 derived above, and the well-known fact about the determinant of block matrices we arrive at
When N is a multiple of 4, one can easily check that the vectors 
Definition 1.
A Toeplitz matrix is a matrix that is constant along diagonals [14] .
A Toeplitz matrix T has (r, s) entries that depend on r − s. Therefore specifying the first row and the first column fully specifies the matrix. Proof. When H c 1 is invertible (see Fig. 1 ), the linear system H c 1 x = y =⇒ x = H c 1 −1 y, for any given y. We shall solve for the inverse by solving for the unique solution x. The linear system of equations is closed chain
. .
First take N to be even, whereby
The last equation can be solved for x N , only if N (even) is not a multiple of 4, to give
we can now recursively solve for the even rows of the inverse. Since x N−2 = y N−1 − x N , etc. we have
), yet the last row of Eq. 10 says that x n−1 = y N − x 1 . The solution of these two equations is
these readily solve the rest of the variables
. . .
Note that the (i, i ± 1) entries of G are always −1/2. The resulting matrix is a Toeplitz matrix as shown in Fig. 3 on the left. Lastly when N is odd, starting from the second equation sin Eq. 10, we have x 1 = y 2 − x 3 = · · · , giving
Now starting from the third equation we have
Yet the first equation reads
Eqs. 11, 12 and 13 involve three unknowns; namely, x 1 , x 2 and x N . The equations can be solved to ultimately uniquely specify all x 1 , · · · , x N . Let us subtract Eq. 13 from Eq. 12 to get
Rewriting Eq. 11 we get
Case I: (−1)
= +1: In this case, x 1 cancels and we get Case II: (−1)
In adding the last two equations, x N cancels and we obtain
These together solve the system
The matrix is shown on the right in Fig. 3 .
We now pose a more general (and difficult) question. When does the inverse exist in spatial dimension d and if it does, how can it be computed?
III. HIGHER DIMENSIONAL GREEN'S FUNCTION
The Green's function we derived is the negative of the inverse of the Hückel (tight binding) Hamiltonian, whose N × N matrix representation was given above 1
where in units of β the coupling can be taken to be one.
To explore the problem, we use tensor products of matrices. Recall that the tensor product of an m × n matrix A and an p × q matrix B is the mp × nq matrix defined by
The Hamiltonian on a square lattice in d−spatial dimensions (e.g., square lattice in d = 2, cubic in d = 3, etc.) 2 , denoted here by H d , with the linear size N can succinctly be expressed as
where H 1 is given by Eq. 14, and the size of every identity matrix is indicated by its subscript. For example, if d is 2 and 3, the Hamiltonians respectively are
where for simplicity of the notation we denoted the N × N identity matrix by I. In Fig. 4 we show the pattern of the numerical entries of the matrix representation of H d . The eigenvalue decomposition of H 1 = QΛQ T , where Λ is the N × N diagonal matrix of eigenvalues whose k th entry is 2 cos kω and Q is the matrix of eigenvectors with r th column given by Eq. 2. Since cos kω = 0 for all 1 ≤ k ≤ N, Λ is a diagonal matrix with no zero entries on the diagonal and H 1 is invertible, i.e., has a Green's function, as expected from our calculations.
The associated Green's function matrix in d dimensions is defined by
Obtaining an analytical expression for the inverse in higher dimensions, at first, might seem difficult because it involves sums of matrices. In d = 2 the size of the lattice is N × N and in d = 3 the size is N × N × N. In Fig. 5 we show the pattern of the numerical entries of the matrix representation of G d . After the eigenvalue decomposition, the Hamiltonians in higher dimensions (e.g., Eqs. 16,17) reads
where the matrix of eigenvectors denoted by Q ⊗d ≡ Q ⊗ · · · ⊗ Q is a d-fold tensor product and the diagonal matrix of eigenvalues is
This change of basis allows us to diagonalize the Hamiltonians in any dimension, for example
Below we investigate the conditions under which the Greens function exists. For now suppose that it does. We describe the algebraic representation of the Green's function in higher dimensional square lattice (when it exists). The Green's function in any dimension is (compare with Eqs. 18 and19)
It is clear that if G d were to exist, the inverse of the diagonal matrix of eigenvalues must exist. Namely, diagonal entries being all the possible sums should satisfy 2
As an illustration let us take d = 2. Then the energies are the diagonal entries of Λ 2 given by the sum
which is a matrix of size N 2 × N 2 ; clearly the size of Λ and (cos kω) I are the same (N × N). Since cos kω = − cos [(N + 1 − k) ω], each block of the sum is 2 (cos kω) I + Λ for some 1 ≤ k ≤ N whose (N + 1 − k) th entry is zero. Therefore, the diagonal N 2 × N 2 matrix Λ 2 has exactly N zeros on its diagonal, one in each of the N blocks, and hence noninvertible.
IV. VANISHING SUMS OF COSINES: NUMBER THEORETICAL CONSIDERATIONS
The existence of the Green's function, G d , in higher dimensions requires that H d has non-zero eigenvalues, i.e., Therefore, below we take d and N + 1 to be odd (as N odd is already non-invertible in one dimension). We need to prove the general conditions under which H d is invertible, which is a problem in number theory. Recently there has been quite a bit of interest in a closely related question, which is under what conditions do sums of roots of unity vanish? Besides sheer theoretical interest, this problem is related to many mathematical structures. For example, Poonen and Rubinstein relate this problem to the number of interior intersection points made by the diagonals of a regular n−gon [15] .
Let us denote n ≡ N + r (a i > 0), then we can define W (n) to be the set of weights d for which there exists a vanishing sum α 1 + · · · + α d = 0; if the sum does not vanish then W (n) is simply the empty set.
Before delving into the proof we introduce some notation and terminology presented in [16] . Let G be a cyclic group of order n and let ζ be a (fixed) primitive n th root of unity. There exists a natural ring homomorphism ϕ from the integral group ZG to the ring of cyclotomic integers Z [ζ], given by the equation ϕ (z) = ζ, i.e., the map ϕ : ZG → Z [ζ] . An element of ZG, say x = ∑ g∈G x g g, lies in the kernel ker (ϕ) if and only if ∑ g∈G x g ϕ (g) = 0 in Z [ζ] . Therefore, the elements of the ideal ker (ϕ) correspond precisely to all Z-linear relations among the n th roots of unity. For vanishing sums of n th roots of unity, we have to look at elements x = ∑ g x g g ∈ ker (ϕ) with x g ≥ 0; the number of non-zero coefficients x g is denoted by 0 (x). In other words one looks at NG ∩ ker (ϕ), where NG denotes the group semi-ring of G over N.
A vanishing sum α 1 + · · · + α d = 0 is called minimal if no proper sub-sum is zero. Clearly, one can always multiply a vanishing sum by a root of unity to get another vanishing sum; we say the latter is similar to the former; i.e., one can be obtained from the other by a rotation. For any natural number n, ζ n denotes a primitive n th root of unity in C.
In terms of roots of unity, a vanishing sum from the basic relations of the form
is called a symmetric minimal elements in NG ∩ ker (ϕ). In general, there are vanishing minimal sums which are not similar to those in Eq. 25. The latter are called asymmetric sums.
The following theorem due to Lam and Leung IV [16] , will help us prove our theorem pertaining to vanishing sums of cosines (Theorem 3). 
We shall utilize this theorem to prove the following (recall that n = N + 1):
Theorem 3. Let n be a positive odd integer and k
for any choice of k i 's if and only if d is odd and is smaller than the smallest divisor of n.
Proof. By Lemma 3, we only need to consider d odd. Below we first work with roots of unity by writing the cosines in terms of the roots
So we have now a sum over 2d roots of unity. We first prove that this sum is never zero if d < p 2 . Since 2n = 2p 2 and if there were vanishing sums they would be of type (A), which are symmetric, i.e., sums of minimal relations. When d < p 2 , in Eq. 27 there would be fewer than 2p 2 points on the unit circle all of which appear as complex conjugate pairs. For the sum to be of type (A) and vanish, there should be a symmetric sum with a prime p that vanishes. The corresponding roots are a subset of the original points that are a vanishing sum of roots of ζ p with the prime p ≥ p 2 > d, therefore it would involve a vanishing sum on more than half of the points of the original 2d terms in Eq. 27. Hence there must be at least one complex conjugate pair in the vanishing sum under consideration. But if there is one complex conjugate pair then all the roots should be complex conjugates as we can rotate any of the p th roots into one another. Since we have a vanishing sum of complex conjugate pairs but we allow only an odd number of terms there must be a real root. But we exclude the real roots (±1). Therefore we reach a contradiction and the sum can never vanish. Now we prove that the sum can be zero if d ≥ p 2 . It is sufficient to show that it vanishes for d = p 2 as for any odd d > p 2 we can always pair up the 2 (p 2 − d) cosines to cancel as we did in the proof of Lemma 3. Suppose d = p 2 . Then a symmetric sum over the roots of unity that vanishes implies that the sum over cosines vanishes as the cosines are the real part and geometrically one can reflect the roots to the upper half plane (see Fig. 6 ) . However, we need Figure 6 : Left: cos
= 0 is equivalent to the phasors adding to a vertical vector. The circles shown are unit circles. Right: Vanishing sums of roots of unity imply vanishing sums of cosines on the upper half plane since one can reflect any phasor without changing the cosine.
to exclude the possibility of ±1 as roots and show that the sum still vanishes. The number of symmetric sums will be 2n p but only 2 of them have ±1 as roots. In the sum involving the symmetric sums we can exclude the ones that have ±1 and still be left with vanishing symmetric sums. 
V. THE PHYSICAL CONSEQUENCES OF THE INVERSE OF THE HÜCKEL MATRIX AND THE ZEROES OF ITS GREEN'S FUNCTION
The Hückel formalism, in its physical and chemical context, is not, of course, restricted to a linear chain. Various two-and three-dimensional connectivities have been probed in the 80 years of its existence, to the immense benefit of practice and understanding in chemistry. But until recent time, there has been scant interest in the Green's function of the Hückel matrix, and its inverse.The inverse was investigated some time ago by Günthard and Primas [17] and by Heilbronner [18] . Through the graph theoretical connection, these papers formed an undervalued bridge between the resonance structure of valence bond theory and molecular orbitals-thus bringing together two seemingly distinct, but in fact related, approaches to the electronic structure of molecules (for further connections, see [19] ) The graph theoretical context has led people to investigate the inverse of the vertex adjacency matrix [20] . In the work of Estrada, the relationship between the Green's function formalism and the inverse of the vertex adjacency matrix of a graph is consistently utilized [21, 22] .
In a field that has attracted much attention both experimentally and theoretically in the last decade, the transmission of current across molecules, a striking phenomenon, quite nonclassical, is observed. This is quantum interference, zero or low conductance when electrodes are attached to specific sites across a molecule [7] [8] [9] 23] . Quantum interference occurs when the Green's function, whose absolute value squared is related to the current transmitted, vanishes. These are exactly the zeroes of Eq. 9. The inverse of the Hückel matrix has been directly related to this phenomenon in the work of Markussen and Stadler [24, 25] . In future work we will trace the chemical consequences of just these zeroes in a linear chain or in a ring.
VII. APPENDIX Theorem 4.
The following sum has a closed form solution
when r is even and s < r is odd. Otherwise, when s ≤ r it is zero. Moreover s > r are symmetric, i.e., G (r, s) = G (s, r).
Easy Zeros: Same parity of s and r
Using sin (rkω) sin (skω) = 
First let r − s = 2q, this implies that r and s have the same parity (i.e., oddness or evenness). Therefore r + s is also even, let it be r + s = 2q for some q ∈ N. Eq. 29 becomes
We now show that each sum is zero. Let us first show ∑ N k=1
and expand the sum by adding the first to the last then the second to N − 1 st etc. to get
We now show that each of the parenthesis is identically zero. To do so we notice that each of the parenthesis is of the form
by the double angle formula and evenness of the cosine. Moreover
Concluding that the numerators are equal but denominators differ in sign resulting in
The exact same argument with substitution q for q in Eq. 31 proves that the second sum in Eq. 30 is zero. Together proving G (r, s) = 0 if r and s have the same parity. There are other zeros that are harder to prove.
Harder Zeros
Let us make the sum in Eq. 5 centered by letting m = k − 
This equation is general and will be used later for nonzero sums as well.
Since we proved that if r and s have the same parity the sum vanishes, we prove the harder zeros (see Fig. 2 ) by letting r be odd and s even and enforcing s < r. We can let r = 2q − 1 and s = 2p with integers p and q satisfying 0 < p < q ≤ N/2. Using these, Eq. 32 becomes
We now use the factorization 
Multiplying the phase factor into the parenthesis inside the sum and substituting for ω we have
Comment: The pre-factor multiplying the sum can only be ±1
2(N+1)
, determined by the values of p and q : G (r, s) vanishes iff the sum does.
We expand the summand in Eq. 33 to get
where in the last equation, to get the cosines, we paired the first term inside the first brackets with the last term inside the second brackets etc. and used the formula e ix + e −ix = 2 cos x. The factor of 2 cancelled the overall pre-factor 1/2.
Comment: It is important to note that, since q > p, the exponents in the first bracket are all positive and in the second bracket the exponents are all negative.
We can write a more succinct expression
where we used evenness of cosines, to let m run from 1/2, and switched the order of the sums. We now prove that the sum inside braces is (−1)
, n = m − 1/2 and N = N 2 − 1 to rewrite the sum
Therefore
Putting this back into the sum (Eq. 35)
zero comes out because we are summing alternating +1's and −1's an even number of times. This completes the proof of the harder zeros. Note that we used q > p. For example if q = p, then cos π (q − p + t) would be 1 for t = 0 and the sum would give a 2p − 1 on that term alone. Recall r+1 2 = q and s 2 = p with integers p and q satisfying 0 < p < q ≤ N/2; for this choice G (r, s) = 0 .
Nonzero entries: ±1's in the G It remains to show that when r is even and s is odd, G (r, s) is ±1 as shown in Fig. 2 . Let r = 2q and s = 2p − 1 with p ≤ q (note that we allow for equality as well). Using Eq. 32 and previous techniques we have
Once again we multiply the parenthesis into the braces to get (using ie i(2(p+q)−1)π/2 = e i(p+q)π )
Comment: Eq. 39 looks very similar to Eq. 34; however, it has a key difference. Since q ≥ p, in either one of the brackets there will be a term with exponent zero. For example, if one looks at the first brackets the first term is e 2iωm(p+q−1) , which clearly has a positive exponent; however, the last term e 2iωm(p−q) has either zero or negative exponent. If it is negative, then a term preceding it must have had zero exponent. Therefore, the sum for some choice of r and s can look like .
We can pair the terms to the left (right) of the 1 in the first bracket with those to the right (left) of the 1 in the right bracket to get the cosines as before. It is clear that the sum over 2 contributes a 2 (N − 1). We now show that the sum over the cosines contributes a 4, which together makes 2 (N + 1) and cancels the denominator in the pre-factor. For any p and q, we can find a t 0 = q − p ≥ 0 that makes the exponent zero. In the first bracket, there are q − p terms to its left and there are 2q − (q − p + 1) = p + q − 1 terms to its right (for a total of 2q terms). We can pair the terms to its left with the corresponding terms in the second bracket (now to the right of the 1) to get cosines and similarly pair terms to its right to get cosines. Then, we can break the sum in the foregoing equation to the sum over cosines obtained from terms to the left of t 0 in the first bracket, the sum over terms to its right and add a 2 for the term itself. Namely The sum over cosines are evaluated using Eq. 36,37 • Lastly, p + q is odd, G (r, s) = +1, and q is odd. This means p is even. These imply that r is not a multiple of 4 (though of course even), yet s + 1 is a multiple of 4. These cover the rest of +1's seen G,.
The final result Eq. 42 can be expressed in terms of r and s as G (r, s) = −e iπ( r+s+1 2 ) = e iπ( r+s−1
2 ) .
This completes our proof.
Remark 2. All the equations above for G (r, s) were checked numerically.
