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·Cuando no puede medirse o expresarse en nfimeros aquello 
de que se habla, el conocimiento que se posee ~s pobre y 
defectuoso; puede ser un principio de conocimiento, pero 
dif1cilmente podría decirse que ha alcanzado la categor1a 
científica, cualquiera que sea la materia de que se tra­
te". 
Lord Kelvin 
"La verdadera labor del hombre de ciencia no ha termina­
do, ni siquiera ha empezado, cuando los datos se han des­
cubierto o reunido, ordenado y clasificado, depurado y 
comprobado, contado y medido. Apenas se ha preparado el 
terreno par~.iniciarla". . 
Mac Iver 
'. 
"A6n en los tiempos que corren, muchas personas imaginan 
que s6lo el estadistico puede sacar provecho de la esta­
distica. Error tan craso, corno si se creyese que el pan 
es hecho exclusivamente para el uso de los panaderos. Es 
cosa evidente que, en mayor o menor grado, todas las artes, 
las industrias todas y el comercio,en general, tienen cons­
tante necesidad de la ~stadistica." 
A. de Foville 
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,"La Estadistica debe ser para el investigador más un m~to-
do de pensar que un mero procedimiento de c~lcu10; es más 
formativo conocer las bases sobre las que se apoyan los 
tests estadísticos que aprender el algoritmo de su cálculo, 
aunque tambi~n sea útil conocer este". 1 
" 	 El correcto planteamiento de un diseño estadistico requie­
re, antes de los análisis de diseños particulares y sus 
c~lcu10s cor~~spondientes, un conocimiento profund9 de los 
fundamentos de la estad1stica y la comprensi6n del alcance 
y las limitaciones de los métodos estadísticos. A este 
respecto dice Jodar Barto10mé: 
"Todo anáfisis estadístico, por sofisticado que sea, pue­
de resumirse en dos fases: en la primera efectuamos una 
serie de operaciones matemáticas con los datos de nuestras 
observaciones hasta llegar a reducir t'ados ellos a un nú­
mero. En la segunda, comparamos ese número, quintaescencia 
de nuestro trabajo, con uno de los números inc1uídos en 
una de las tablas numéricas que figuran al final de casi 
todos los libros de Estadistica. 
5610 a partir del resultado de esa comparación, pronuncia­
mos nuestro veredicto: verdadero o falso. 
¿Qué extraño poder de oráculos pueden tener esos dos'nú­
meros, uno muerto, guardado en una tabla, y otro. vivo, y 
bien vivo, ya que cambia de experimento en experimento, 
para ser capaces de actuar conjuntamente como Tablas de 
la Ley Cient!fica?·2 
Con respecto a la verdadera utilidad de la Estadística pue­
den surgir algunas inquietudes. Algunas personas tienen la 
'idea de que la Estadísti~a es Q~ juego de suposiciones ca­
prichosamente formul~das y utilizando palabras ambiguas ta­
les como aza~ que representa un suceso que puede ocurrir o 
no ocurrir, incertidumbre y posibi.lidad de algunos aconte­
cimientos, pronOsticos sobre fen6menos de los cuales no se 
tiene informaci6n. Otras personas suelen confundir la Es­
tadistica con'un ejercicio de matemáticas puras, sin víncu­
lo con la realidad, donde 10 importante son los axiomas y 
la demostración de teorema$. A menudo una idea muy arraiga­
da, sobre todo en algunos estudiantes es creer que la Esta­
distica pretende invadir los terrenos de otras ciencias, a­
rrebatarles parte de su campo de acci6n y solucionar sus 
problemas de investigagi6n produciendo resultados y conclu­




personas la demeritan y se empeñan en presentarle obstácu­
los mientras que otras la mitifican. Se ~uede adelantar 
algo con respecto a estas inquietudes postergando otras 
consideraciones hasta el momento oportuno. 
La verdadera utilidad de la estad1stica en los trabajos 
de investigaci6n y su aplicaci6n al cúmulo de datos que 
al11 se producen, tiene un alcance muy preciso y bastante 
limitado que vale s6lo lo que valgan las ideas que lleven 
consigo·cada uno de los datos numéricos que son utilizados 
en trabajos de investigaci6n. Ant~s que saber con detalle 
sus manipulaciones estad1sticas serla más importante cono­
cer esas ideas que deben acompañar a los datos, ideas que 
no son tan especiales ni tan complejas y que serian el fru­
to del buen juicio¡de una idea clara del valor de los m~to­
dos estad1sticos al saber como funcionan y porqué funcionan. 
Al respecto dice Ostle Bernard: 
"Seria fatuo suponer que el método estadistico p~ede propor­
cionar sustitutos mec~nicos de la inteligencia, aunque a me­
nudo es una ayuda indispensable en el razonamiento. El hom­
bre ve la crecida prepqnderancia del método estad1stico en 
los estudios cient1ficos y alglli,as veces decae en arguir ra­
zones explicatoria~ ~~ este desarrollo, supone que el uso de 
tablas, f6rmulas y sumarios numéricos, es una insignia de 
respetahilidad. Como resultado, algunos estudios totalmente 
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subjetivos en naturaleza, son investidos de un falso matiz 
de objetividad. Entonces, una gran superestructura de 
c~lcu10s se construye sobre una cimentaci6n inadecuada a 
tal tratamiento. Ouien tal panorama presenta, no es ni 
buen estadístico ni buen fi16sofo".3 
y continúa diciendo Jodar: 
"La estad1stica no da más de lo que puede dar y esto, COn 
ser poco, es más de lo que por cualquier otro procedirnien­
to podríamos conseguir. Todas las ciencias son un acercar­
se a la verdad sin que a ella lleguemos nunca. La validez 
y el grado de seguridad de nuestros conocimientos, tanto 
cient1ficos COmO de la vida corriente, nuestras opiniones 
sobre morai,' política, negocios, economía, etc., no tienen 
la fiabilidad de las conclusiones que obtenemos de la Esta­
dística bien aplicada, y a pesar de ello dogmatiza;""i'\os sobre 
cualquiera de estos temas con la mas tranqu~la de las segu­
ridades".4 
Palabras tales como: promedio,azar, pob1aci6n, muestra, 
etc., son de uso corriente en la vida común, aunque el sig­
nificado estadístico puede diferir del intuitivo; utilizar 
inadecuadamente estos conceptos intuitivos lleva a malas 
interpretaciones en t~abajos estadísticos. Bsta es una de 
las razones para el descrédito de la estad1stica y,la base 
para la enorme cantidad de chistes y bromas que se han hecho 
sobre ella. 4 
El Norflok Virginian-Pi.lot imprimiÓ el siguiente fragmen­
to de diversiÓn en la pAgina principal Marzo 25, 1963: 
"Risas de hoy - Si un hombre estA parado con su pie dere­
cho sobre un horno encendido y su pie izquierdo en un con­
gelador, algunos estadísticos aseverarían que, en promedio, 
él estA confortable". 5 
y en el mismo sentido apunta Campbell K Stephen: 
"Dos estadísticos al enrolarse en el ejército fueron envia­
dos al frente y puesto uno junto a otro. Ambos a la vez, di­
visaron a un soldado enemigo, apuntaron sus fusiles y abrieron 
fuego. Uno de los estadisticos disparÓ medio metro hacia la 
derecha y"el otro, medio metro hacia la izquierda. Se miraron 
el uno al otro, con el gozo pintado en la cara, se ~strecha-
ron efusivamente la mano y exclamaron: , ¡Enhorabuena! • 
EstA por demás decir que poco provecho sacaron de saber, que, 
en promedio el soldado enemigo habia resultado muerto"~ 
En la bibliografía estadística, mas comúnmente conocida, es 
frecuente observar que a partir de unos conceptos intuitivos, 
y la mayoría de las veces utilizando unos ejp-~plos prácticos 
muy particulares, es construida la estructura estadística sin 
una fundamentaci6n s61ida y precisa de los conceptos b~sicos, 
dejando un vaci0 difícil de llenar al no saber aparte de es­
tos casos particulares hasta donde son aplicables los métodos 
estadísticos. 
5 
Por otra parte los textos de estad1stica matemática suelen 
presentar una estructura axiomática. acompañada de unos pro­
cedimientos l6gico-deductivos como una fundamentaci6n mate­
m~tica de la estad1stica. 
De esta manera, respecto al método de abordar la estad1sti­. 

ca, pOdr1a hablarse de una dificultad te6rica, dificultad 
que se har1a más evidente si se tratara de delimitar los 
campos de dominio de la estad1stica y de las matemáticas o 
si se tratara de separar la teoría de sus aplicaciones prác­
t ieas o de los anteceden tes emp1ricos a part ir de lo s cua­
les se lleg6 a su elabvraci6n. 
Con respecto' a ·10 anterior dice con mucha propiedad P~ller 
William: 
"En cada campo debemos distinguir cuidadosamente tres as­
pectos de la teoría: a) el contenido l6gieo formal, b) el 
antecedente intuitivo, c) las aplicaciones.' El carácter y 
el encanto de toda la estructura, no pueden ser apreciados 
sin considerar los tres aspectos adecudamente relacionados • 
• •• La determinaci6n del punto en que la l6g~ca, la in tn1­
c~6n y la experiencia f!sica son interdependientes, es un 
problema del que no necesitamos ocuparnos". 7 
6 
...............----------------------­
El presente trabajo tie'ne como pro?ósito hacer algunas 
consideraciones acerca de los verdaderos alcances y limi­
taciones de los métodos estadísticos y los modelos matem~­
ticos así como de la correcta interpretación de los resul­
tados. Se pretende hacer claridad acerca de algunas ideas 
b~sicas subyacentes que permanecen implícitas cada vez que 
se hace referencia a la estad1stica, destacar la importan­
cia de la adecuada comprensi6n de algunos conceptos es~a­
dísticos que pueden tener un significado diferente del in­
tuitivo y señalar algunos riesgos en las conclusiones y 
errores que pueden cometerse al tratar de utilizar modelos 
matem~ticos para el tratamiento de fenómenos ~~píricos. 
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2. ACERCA DEL CONCEPTO DE ESTADISTICA 
2.1 ANTECEDENTES 
La Estadistica es indiscutiblemente (quiz~ con excepci6n 
de la aritm~tica elemental utilizada en el comercio) el 
t6pico numérico COn el que la gente común y corrie~te tie­
ne m~s contacto. Sin lugar a dudas, todos hemos escuchado 
la palabra ESTADISTICA, estamos expuestos a estadísticas y 
las usamos frecuentemente. 
Algunas de las apreciaciones cotidianas, de los legos en 
la materia, que reflejan una idea intuitiva acerca de ella 
son: 
Una serie de datos num~ricos resumidos y representados por 
medio de tablas, listas, figuras o gráficos explicativos, 
como los aparecidos en las páginas deportivas de los perió­
dicos, los anuarios estad1sticos o los almanaques mundiales. 
Una serie de estadist~cas vitales como los nacimientos, de­
cesos, enfermedades, 1ndices de divorcio y criminaliñad, 
datos concernientes a negocios y econom1a como empleo, pro­
ducci6n, precios de acciones, importaciones, exportaciones, 
ventas, costo de la vida. 
A menudo es considerada la Estad!stica como una rama de 
las matem~ticas cuya fundamentaci6n es básicamente axiom~­
tica y deductiva. 
1" 
Los anteriores significados, sobra decir que son inexactos, 
se deben quiz~ al origen y primer uso que se hizo de la Es­
tadistica: las cifras y gr~ficos conten1an informaci6n pa­
ra el gobierno estrechamente ligada con la administraci6n 
pública. La Estadistica fu.é concebida como ciencia del Es­
tado. Los dátos estad1stico~ tenian dos objetivos: recuen­
tos de población y de propiedad con el prop6sito de apreciar 
su poder!o militar y la imposici6n de tributos. Posterior­
mente se recolectaron datos más variados para uso general 
del gobierno. 
A un nivel más general se puede observar que la Estadistica 
se refiere a la informaciÓn sobre cualquier actividad expre­
sada en números. Pero la estadistica se refiere también a 
la metodo10g!a y procedimientos desarrollados para la reco­
pi1aci6n, presentaci6n, an&lisis y uso de los datos cuanti­
tativos. 
La informaci6n cuantitativa que requieren los gObiernos, las 
9 
\ . 
industrias, los comerciantes, las empresas p~blicas y pri ­
vadas para llevar a cabo sus actividades es cada d1a mayor 
y esta necesidad ha sido acompañada de un rApido desarrollo 
de la metodología estadística, la cual va ejerciendo una 
influencia profunda en todos los campos de la actividad hu­
mana. 
En un sentido moderno, su campo de aplicaci6n es mAs amplio, 

no se queda en la sola descripci6n del fen6meno, sino que 

su funciÓn principal es elaborar principios y métodos que 

permitan cubrir el proceso de la inferencia, dentro de un 

contexto muy amplio, e inclusive llegar a conclusiones y to­
mar decisiones bajo condicion~s de incertidumbre. 

Los conceptos estadtsticos se aplicaron inicialmente a 10 
humano y 10 social, luego se han venido incorporando a los 
principios b~sicos de otras ciencias como la biología y la 
física. Actualmente se utilizan métodos estadísticos para 
mejorar los productos agrícolas, para planificar el transpor­
te urbano, para estimar la demanda de servicios páblicos, pa­
ra predecir demandas futuras, para ayudar a mejorar la admi­
nistraci6n de la empresa pública o privada. Actualmente las 
-
ideas y métodos estadísticos son una ayuda indispensable pa­
ra el desarrollo tecno¡6gico y econ6mico. El razonru~iento 
estadístico es indispftnsable para analizar y resolver adecua­
damente los problemas del futuro, por 10 tanto, en el gobierno 
10 

como'. en el sector prlbliCO y privado, las personas encarga­
das rle manejar las políticas y la toma de. decisiones en un 
momento particular deben poseer gran habilidad para pensar 
con y sobre números. 8 
Como un procedimiento de toma de decisiones, la estad1stica 
se emplea hoy en toda clase de estudios científicos. Todo 
tipo de profesional que se pone en contacto con datos cuan­
titativos o extrae conclusiones de ellos debe familiari­
zarse con los principios estad1sticos para evaluar informes 
num~ricos y evitar malos usos comunes de la estad1stica y 
falacias ·en su razonamiento. Debe tener un conocimiento de 
los métodos estad1sticos ap1i~ados. 
La estad1stica tiene un campo de acci6n muy amplio y abarca 
una gran cantidad de fen6menos tales como: fen6menos colec­
tivos o de grupo, fen6menos de frecuente repetici6n y de dis­
tinta frecuencia, fen6menos distantes en el tiempo y en el 
espacio. (Quedan fuera de su campo de acci6n los fen6menos 
individuales y los fen6menos accidentales en el tiempo y en 
el espacio). Sin embargo todos tienen en común ~l interés 
de percibir la regularidad existente en las situaciones que 
presentan variabilidad é incertidumbre. 
Dentro de las numerosas finalidades de la estadística se 
pueden citar: 
11 
Descubrir la ocurrencia de un fen6m~no, determinar lo nor­
mal. o típico de él, ayudar a determinar las causas que lo 
originan, hacer estimaciones sobre su comportamiento futu­
ro, relacionar dos e más fen6rncnos, cuan ti f icar los canl":>ios 
que presentan, inferir conclusiones para un grupo mayor a 
partir de un grupo menor. 
Los métodos estadísticos son, esencialmente, para tratar 
datos obtenidos mediante operaciones reiterativas o que son 
susceptibles de repetici6n y que pueden concebirse como ta­
les. 
La experiencia indicia que muchas operaciones o experimentos 
reiterativos', por ejemplo los juegos de azar (dad~s, cart3s, 
ruletas, loterías) y muchas operaciones y experimentos en 
las ,diferentes ramas de la ciencia y la industria, se compor­
tan como si se produjeran bajo circunstancias esencialmente 
estables. A menudo es posible construir un modelo matemati­
co satisfactorio para estudiar sus propiedades y.extraer con­
9 
clusiones al respecto. 
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2.2 ALGUNAS DEFINICIONES 
No es el .prop6sito aquí construir una definición de Esta­
distica ni recomendar una como la mejor; s6lo se trata de 
transcribir algunas dentro d~ la gran diversidad y varie­
dad de las que se han dado. 
"La Estadistica es un conjunto de procedimientos que permi­
ten captar (la totalidad o una parte), clasificar, ordenar, 
procesar, analizar e interpretar la información que se pro­
duce en el proceso de investigaci6~, donde midiendo la regu­
laridad de la misma, se puede inferir la tendencia o compor­
tamiento del fen6meno en estudio, construyendo modelos que 
se ajusten a'su din~ica".10 
ti la estadistica comprende el proceso completo del an~­
lisis de datos, el cual debe incluir la comunicación de los 
resultados al conjunto apropiado de científicos. Si un puen­
te, un monumento, una represa, se mantienen en pie y sirven 
a su propósito, su constructor ha tenido éxito.· Si una me­
dia, Una varianza o un intervalo de confianza, han sido ob­
tenidos de una manera correcta y efectiva, pero por alglma 
raz6n el verdadero mensaje no h a sido transmitido a las per­
sonas indicadas, entortces el estadistico no ha tenido ~xito".ll 
"Curuido existe un problema de decisiones y la incert idumbre 
13 

a~ribuída a él puede ser reducida o eliminada por informa­
ci6n adicional, el primer paso en el procedimiento de to­
ma de decisiones es traducir el problema a t~rminos estad1s­
ticos. La definici6n estad1stica de un problema supone dos 
pasos distintos pero estrechamente relacionados: 1) definir 
la poblaci6n estadística, y 2) describir sus caracter!sticas. 
Este último paso supone el uso de métodos estad1sticos para 
resumir los hechos pertinentes acerca de la poblaci6n, es de­
cir, calcular el parámetro o los parámetros necesarios para 
la decisión • 
••• al señalar la definici6nestad1stica del problema de deci­
siones estamos señalando una "planificaci6n a priori. La buena 
planificaci6ri requiere que las decisiones se relacionen con 
observaciones ~~tes de hacer éstas. Quien toma decisiones de­
be especificar a priori las posibles decisiones que son con­
dicionales a las observaciones reales. "12 
"La Estadistica es la ciencia, pura y aplicada, qlle crea, de­
sarrolla y aplica técnicas de modo que pueda evaluarse la in­
certidumbre de inferencias inductivas."13 
"Anteriormente, muchas 
~ 
personas pensaban que la Estadistica 
no podía incluirse en ).as llamadas "ciencias exactas lt .1\• 
tales campos conciernen calculos C:':,1ctoS sohre cantidacl~s 
que nO pueden medirse con una regla, term6metro, calibrador, 
14 

telescopio o manómetro. Por consiguiente, los incrédulos 
preguntaron: ¿ Por qué emplear una "pseudocienci a", la Es­
tadistica, que a 10 sumo estima cantidades? A medida que 
el verdadero significado de la. Estadistica y sus aplicacio­
nes ha llamado mayor atenci6n, esas personas admitieron que 
realmente existe un lugar, dentro de las ciencias exactas, 
para ese instrumento tan importante. En efecto, ha llegado 
a ser evidente que todas esas ciencias están basadas en con­
ceptos estad1sticos. Por ejemplo, es indiscutible que la 
presi6n ejercida por un gas realmente es una presi6n illedia, 
un efecto medio de las fuerzas que las moléculas ejercen en 
las paredes del recipiente. Una condición similar se presen­
ta respecto a la temperatura. 
, '. 
Ya que la teor1a popularmente aceptada es que cualquier ma­
teria está constituida de pequeñas part1cu1as, no se requie­
re mucha imaginación para ver que la consideraci6n estad1sti ­
ca es, lógicamente, la única por adoptar en la investigaci6n 
respecto a la naturaleza 1ntima de la materia. Tales part1cu­
las forrn~i parte de una pob1aci6n inconcebiblemente grande, 
para la mayoria de los efectos pr~cticos, esta es la manera 
de atacar problemas relativos a grandes pcb1aciones. Todas 
esas part1cu1as manifiestan caracter1sticas individuales de 
comportamiento. Con los métodos comparativamente burdos de 
las ciencias exactas únicamente podemos apreciar resultados 
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del comportamiento del grupo, de un efecto medio y hasta 
tiempos recientes, las ciencias estaban limitadas a ello. 
Pero, aún en esas estimaciones burdas, la estadística tie­
ne su papel. Por ejemplo, examine la tabla de elementos 
de cualquier sa16n de Qu1mica, los pesos mostrados en la 
tabla, realmente son "promedios de pesadas" de los pesos 
at6micos de los diferentes is6topos del elemento dado, los 
"pesos" son los que ocurren con m~s frecuencia en una mues­
tra normal o como ocurren en la naturaleza".14 
"Los orígenes de la Estadística como ciencia no van m~s a­
ll~ de ~rincipios del ~ig~o XVIII, incluso hasta hace unos 
cincuenta afio s , no habla pa~ado de ser un mero algoritmo de 
c~lculo, una ciencia puramente descriptiva..• La Estadisti­
ca es ••• hoy una ciencia exacta en 'el mismo sentido que 10 
son, por ejemplo, la Física o la Astronomla. Sus bases axio­
m~ticas son muy simples y sobre ellas el razonamiento l6gico­
matem~tico· ha elaboradc un cuerpo de doctrj.na· riguroso y e­
xacto. 
Las conclusiones de la teoría estadística ni admiten dudas 
ni errores, las demostraciones contenidas en los libros de 
Estadistica no son opinables como podían serlo las de eco­
nomla o incluso las bioqulmicas. Cuando un estadlstico afir­
ma, por ejemplo, que las medias de las muestras de tamaño n 
de una poblaciÓn normal se distribuyen normalmente, con media 
16 
la de la poblaci6n y varianza (f2/n est~ afinnando una ver­
dad de an~loga categor1a a la empleada por un matem~tico 
cuando dice que en todo tri!ngulo rect&ngulo la suma de los 
cuadrados de los catetos es igual al cuadrado de la hipote­
musa. 
Lamatem~tica corno concepci6n 'abstracta es totalmente rigu­
rosa y ninguno de sus teoremas puede ponerse en duda, son 
verdad, entendiendo por verdad que son conclusiones l6gicas 
obtenidas a partir de unos postulados. La axiom~tica moder­
na ha depurado al máximo estos postulados eliminando las con­
tradicciones ••• Modernamente la Estadística se monta sobre 
bases axiom~ticas simples y precisas ••• 
' .. 
Pero este -rigor y esta exactitud se presta muchas veces a 
confusi6n. En matemáticas se manejan conceptos abstractos 
extra1dos de la vida real, parecidos pero no iguales, a esa 
realidad••• La matem~tica crea modelos en'los cuales se 
cumplen ciertas relaciones, pero la aplicaci6n de nuestro 
modelo a la vida real ser~ válida en la medida en la que 
el modelo real se ajuste al te6rico ••• La utilidad del em­
pleo de la Estadistica no estará en la verdad de las deduc­
ciones, sino en la adecuaci6n del modelo re~l a que se apli ­
~an con la concepci6n puramente abstracta que la sustenta. 
" 
El área de un rect~ngulo geométrico es el productO de dos 
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lados adyacentes; si aplicamos esta regla indiscriminada-
mente a cualquier parcela con cuatro linderos, los errores, 
grandes o pequeños, que cometamos no se deberán a la f6rmu­
la en sí, sino al grado de adecuaciÓn de cada' parcela indi­
vidual con la figura teOrica del rectángulo geométrico.~. 
Podr~ discutir la utilidad de ,esta fÓrmula para medir una 
parcela concreta, o el conjunto de parcelas de una zona, 
pero la fOrmula en sí, como concepciOn abstracta, no es dis­
cutib1e. 
Es relativamente moderna la idea de separar muy claramente 
los fundamentos de una ciencia y su utilidad práctica o su 
verdad experimental ••• No hay, no puede haber, más reglas 
I 
para decidir' la utilidad de una ciencia que la de emplear 
sus conclusiones para predecir o explicar fenÓmenos reales; 
si las predicciones son err6neas la ciencia seguirá siendo 
exacta aunque no nos sea útil y la razOn de,esa discordan­
cia no puede ser otra que la poca o ninguna adaptaciÓn de 
nuestro caso al modelo teOrico supuesto en la ciencia. H15 
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2.3 ESTADISTIC~ E INVESTIGACION 
La Estadistica requiere un desarrollo teórico y un desarro­
llo aplicado. Utiliza procedimientos matemáticos y en su 
elaboraci6n se fundamenta en la ciencia matem~tica y se de­
sarrolla teÓricamente en ella. Estos procedimientos se a­
plican a otras ciencias y áreas en su proceso de investiga­
ciÓn para manejar e interpretar la informaciÓn generada, 
desempeñando el papel de un instrumento de análisis y brin­
dando un conjunto de técnicas para el estudio de la infor­
maciÓn. 
En el proceso de vincu1aci6n con la inVestigaciÓn en otras 
ciencias la Estadistica se enriquece de la realidad y bus­
ca en la teoría matemática nuevos elenlentos que permit~~ 
el estudio de esa realidad provocando un desarrollo de los 
m~todos matemáticos así como 10 hacen la Física o la Qu1mi­
ca. 
La estadística suministra unos pr.ocedimientos generales que 
se adaptan al proceso de investigaciÓn de una ciencia, pero 
depende de las caracteris~icas teÓricas y metodol6gicas de 
dicha ciencia la aplicaci6n del procedimiento' estadístico 
más adecuado. 
Dentro de cada ciencia se in~erpretar§n los resultados 
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conforme al marco te6rico establecido para la investigación. 
La utilizaci6n de la estadística se dará como un instrumento 
de análisis, pero en ningún caso determinará que estas in­
vestigaciones sean o no sean científicas, ~st~ depp~derá del 
m~todo de investigaci6n y de la base te6rica sobre la cual 
se sustentan. 
El objetivo de la ciencia es la descripción, explicación y 
predicci6n de los procesos y fenómenos tanto naturales como 
sociales. La explicación se realiza mediante las leyes gene­
rales que describen el comportamiento del proceso o fen6meno 
y es precisamente la búsqueda de estas leyes 10 que genera el 
Método Ci~ntífico, el cual consta de cuatro etapas fundamenta­
les que se producen en forma sucesiva en un proceso espiral, 
donde las sucesivas apariciones de una misma etapa difieren 
cuantitativa o cualitativamente. 
1) 	 Colecci6n y análisis empírico de los heéhos. Examen, 
atento y critico del fen6meno y sus elementos según da­
tos obtenidos por observación o experimentación. 
2) 	 Formulaci6n te6rica y sus correspondientes hipOtesis 
que explican los hechos en términos de causas y efectos. 
Conjeturas sobre el fenómeno observado. 
3) 	 Deducciones de la teoría y sus hip6tesis que pueden 
ser prohadas. 
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4) 	 Verificaci6n objetiva de las hip6tesis o deducciones 
mediante nuevas observaciones o nuevos experimentos. 
Esta verificaci6n usualmente se hace por medio de la 
medici6n de variables. Los resultados llevarán a la 
confirmaci6n o rechazo de las hip6tesis generalmente 
empleando la estadística. 
La vinculaci6n de la Estadística con estas etapas a veces 
juega un papel importante y otras veces secundario pero 
muestra la relaci6n teoría-práctica-teor1a y el papel de 
la Estadística en ~~bas.16 
"La Estad~stica por s1 sola tiene dinmnica te6rica y por 
factores e~ternos a ella tiene dinámica práctica. Como 
ciencia te6rica existe aut6nomamente y como tal se repro­
duce, avanza y crea nuevas técnicas de eventuales aplica­
ciones practicas; como herramienta práctica incursiona en 
el manejo de informaci6n de otras ciencias y necesita de 
ellas. Quiere decir 10 anterior que no tiene la estadísti ­
ca su propio campo de experimentaci6n.,,17 
"Los m~todos estadísticos constituyen uno de los medios 
por los que el hombre trata de comprender laogeneralidad 
da la vida. Fuera de~ t~~ulto de eventos individuales, 
la existencia humana busca indefinid~~ente las tendencias 
generales. Los'métodos objetivos y con~ro1aeos que permiten 
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fectan el fenómeno que estudian. Con todo, muchas pertur­
baciones están siempre presentes y entonces, los métodos es­
tad1sticos de an~lisis son vitalmente necesarios. Siempre 
que haya una gran masa de datos numéricos que requieran ex­
p1icaci6n, el estadístico áeber~ considerar a su an~lisis 
como campo de sus actividades. 
... La Estadística, entonces, se reduce a resultados numé­
ricos, los métodos y procesos usados en obtenerlos, los mé­
todos y medios para estimar su confiabi1idad, y la extrac­
ci6n de inferencias de esos resultados. 
La mayor parte de los estudios estad1sticos no oontes­
tan todas las preguntas que qUisiéramos respecto a un pro­
b1ema dado. Por la propia naturaleza del trabajo estad1sti ­
co, los resultados son parciales y fragmentarios, m~s que 
completos y definitivos. Por consiguiente, el investigador 
debe tener en mente, que, a veces, muchas preguntas queda­
r~~ sin contestar, debe admitir con sinceridad que sus estu­
~ios tienen limitaciones. Cualquier descuido en su trabajo, 
as1 como atribuir a su investigaci6n más de 10 esperado, 
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deberá ser indicado por el investigador a sus lectores • 
••• Inferencias de 10 pareicu1ar a 10 general podr~ ob­
tenerse con un cierto grado de incertidumbre y los inves­
tigadores en todos los campos deberán reconocer que el pa­
pel que en esto tiene la Estadistica es el aspecto más im­
portante de la investigaci6n. 
El papel de la Estadistica en la investigaci6n es, entonces, 
I 	 funcionar como una herramienta en el diseño de investigacio­
nes, en el an§.lisis de datos, y en la extrélcci6n de conclu­
siones a partir de ellos. Escasamente podr§. preverse un pa­
pel mayor. y m~s import::lnte. En utilidad en la investigaci6n, 
la Estadisti'ca únicatllente va precedida por las Matem~ticas 
y el sentido cOQún, de los cuales se deriva. Segurallente, 
la estad1stica no puede ser ignorada por ningún investigador, 
aún cuando no tenga ocasi6n de emplear la Estadistica aplica­
da en todos sus detalles y ramificaciones. 1118 
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3. ACERCA DE LA PROBABILIDAD 
3.1 ALEATORIEDAD Y AZAR 
El "azar" ha tenido siempre una gran significaci6n dentro 

de la historia cultural de la humanidad. 

'La idea de azar ha estado asociada con ciertos designios 
divinos. Muchos pensadores negaron su existencia como ob­
jeto d~ la raz6n, Aristóteles lo identific6 con todas aqu~-
llas cosas inescrutables al intelecto humano, los 'escolásti ­
cos lo negaron por ser algo incompatible con la existencia 
de Oios. 19 
El "azar tl aparece en la base de los fundamen to? de la Bsta­
dística. Las leyes estadísticas son aplicables a. fen6menos 
donde interviene el "azar". Sin embargo no se tienen defini­
ciones claras y precisas de Al, s610 se tiene una idea vaga 
inicialmente extra!da a partir de los juegos de azar. La i ­
dea intuitiva de azar se aplica a fen6menos i~previsibles, 
. 

pero .:lparte de los juegos de azar, l-:a:;ta C!C:':':S'c :~I1~I('(lr"n cx-
tender tales fC:"'n6¡lv~nos? Pasta ~ 1 r,' !.~ 1t . .:td 
de Fútbol? La ocurren~ia de un eclipse? La determinaciÓn 
del sexo en un parto próximo? 
Esta idea vaga, incapaz de ser am~liada a ejemplos distin­
tos, es la base de la fundamentación matemática de la esta­
distica. El salto de la idea intuitiva a la cient1fica, de­
ja un vacio dificil de llenar y lleva a interpretaciones es­
tad1sticas completamente equivocadas causando una dificultad 
en la aplicaci6n de los métodos estadísticos y uno de los 0­
r1genes del descrédito de la estadística. Esta idea intuiti ­
va es necesario precisarla en cada caso particular. 
"Los seis numerales ,siguientes buscan codificar razones por 
las 	cuales se presenta el azar. 
1. 	 El azar es ignorancia. 
2. 	 El azar es complejidad de causas. 
3. 	 El azar es asunto de errores inevitables. 
4. 	 El azar es no considerar causas que se creen indepen­
dientes de otros hechos. 
5. 	 El azar es un asunto relativo y variable en el tiempo 
y en el espacio. 
6. 	 No se debe descartar que el azar tenga otras explica­
ciones diferentes. "20 
La 	imprev~sión se refiere a que no se puede predecir un 
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resultado particular antes de observar el fenOmeno o rea­
lizar el experimento, aunque se conozcan los posibles re­
sultados de hacerlo. No se puede afirmar un resultado a 
priori de su comportamiento. 
Es posible someter a leyes estps fenOmenos imprevisibles 
cuando su primera razón de ser es la imprevisi6n? 
Para la definici6n del azar estadístico, la imprevisiOn 
es condici6n necesaria pero no suficiente. El azar estad1s­
tico requiere una característica m&s. Esta caracter1stica, 
conocida como multiplicidad en la ocurrencia, es la posibi­
lidad de :repetir el experirnento (o la observaci6n del fenO­
meno) una infinidad de veces en condiciones iguales o muy 
semejantes, es decir sin que var1en las condiciones bajo 
las cuales se realiza, hecho referido generalmente como 
"bajo un sistema de causas constantes". 
La regularidad Estadistica, es una abstracciOn a partir de 
fen6menos emp1ricos frecuentemente observados, cuyos resul­
tados individuales imprevisibles aparecen caprichosamente 
pero cuando se observa un número suficientemente grande de 
repeticiones de ellos adquieren una sorprend'ente regulari­
dád que se manifiesta' en la constancia de las proporciones 
en que aparecen las modalidades del fenÓmeno. 
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Este hecho, que es posible apreciar en muchos fenómenos 

de la vida corriente, conocido también como "Estabilidad 

de frecuencias" lleva a la "teoría de probabilidades" y 

da el nombre a los "fenOmenos aleatorios" que ·son los sus­

ceptibles del trabajo estad1stico. 

Conviene citar aqu1 a Jodar Bartolomé: 

"Los resultados de los partidos de fútbol son imprevisibles, 

las quinielaslo demuestran; en c~~bio, no podr1amos aplicar 

a ellos las leyes del azar, pues no se observan esas regula­

ridades a que antes nos referíamos. 

Los eclip$es eran considerados por los antiguos como fenóme­

nos que se producían al azar, hoy sabemos que es posible pre­

decir con exactitud cuando se producen sin necesidad de recu­

rrir a la Estad1stica."21 

De donde proviene la Aleatoriedad? 

De la variabilidad de las condiciones en que se produce el 
fenOmeno ya que no hay posibilidades en la pr~ctica de fi ­
jar todos los fa~tores que intervienen. Esta variabilidad 
est~ presente en la mayor1a de los fen6menos y Se apega a 
cierto modelo. Si fuera posible fijar todas las fuentes 
de variaci6.n en un experimento, éste no seria aleatorio 
sino determin'l.stico, seria posible conocer a priori S11 re­
sultado y para él no serta necesaria la estad1stica. 
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Señala Jodar, Bartolomé: 
ti que el azar no es una concepci6n abstracta definida 
sino un hecho emp1rico procedente del comportamiento de 
las respuestas ante un experimento concreto. Muchos suce­
sos iguales pueden prevenir de experimentos distintos y, 
por ello, t~~er probabilidades'distintas según cual sea el 
hecho experimental que se supone indefinidamente repetido. 
En definitiva, que todo azar presupone un mecanismo a tra­
vés del cual se manifiesta y que no cabe plantear problemas 
en los que se hable del azar sin especificar claramente el 
mecanismo por el cual acttia." 22 
y continúa ~odar: 
"Conviene, pues, cualldo hablemos de azar, especificar muy 
claramente como vamos a realizar pr~cticamente la experien­
cia para evitar ambigüedades. u23 
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3.2 ALGUNAS AYUDAS EN LA DETERMINACION DEL AZAR ESTADISTICO 
Jodar habla de una dificultad te6rica para definir el azar 
y de una dificultad práctica para .decidir cuando un suceso 
se acomoda a la definición te6rica. Ya que na existen re­
glas muy precisas, enumera a que tipo de ayudas !te puede 
acudir para determinar cuando un fenÓmeno imprevisible se 
comporta según las leyes del azar estadístico, de la esta­
bilización de sus frecuencias relativas: el principio de 
simetría o indiferencia, el principio de la ~az6n suficien­
te, la objetividad de la naturaleza y el teorema centr.al 
del 11mite. 
1) 	 El principio de simetría o indiferencia (iniciador de 
la estad1stica) : 
~i en la realizaci6n de un experimento son conocidos todos 
los resultados que pueden presentarse y por la forma de ha­
cer el experimento se cree que ninguno dé esos resultados 
est~ favorecido con respecto a otro, parece lÓgico pensar 
que la frecuencia relativa de cada uno de ellos se estabi­
lice, e incluso asignar un valor de estabilización que de­
be ser el mismo para cada resultado. 
2) 	 El principia de la razón suficiente: 
Obrando consecuentemente ccn el principio anterior, no ha­
br1a razón para pensar que la aparici6n de uno de los re­
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sultados seria fa'Jorecido con respecto a la de otro. Es 
necesario decidir apriori si no hay alguna causa que favo­
rezca el que se presenten unos resultados con m~s frecuen­
cia que otros. Se pOdr§. suponer simetr!a si 110 se encuen­
tran razones suficientes para suponer lo contrario. 
Para su aplicaci6n pr&cti.ca, es necesario procurar descu­
brir las causas que se cree pueden condicionar los fen6me­
nos estudiados y cüál es a partir de nuestra experiencia, 
la importancia relativa que les concedemos en determinar 
el resultado. 
3} La obj~üvidad de la naturaleza 
"La naturaleza no tiene un plan preconcebido, se comporta 
según las circunstancias, objetivarnente fl23 • Las variacio­
nes de los resultados en repetidos experimentos indican que 
las circunstancias en las que esas repeticipnes se realizan 
no son las mismas. Si no es posible fijar y mantener tales 
circunstancias y se compaginan resultados obtenidos en cir­
cunstancias distintas, sin analizar si la variaci6n en ellas 
puede afectar a los resultados, esto equivale a suponer que 
no hay raz6n suficiente para pensar que esas circunstancias 
cambiantes puedan influir en el resultado. Tal suposici6n 
. 
podr§. hacerse, aunque en algunos casos no sea ni cierta ni 
útil, pero los ,resultadas del an~lisis valdrán lo qu~ valga 
tal suposici6n. 
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4) El teorema central del limite: 
"Como idea intuitiva de cuando se cumple este teorema y 
cuando podremos utilizar sus conclusiones diremos que, 
en general, cuando en el resultado de nuestra experiencia 
creamos influyen muchas causas y que cada una contribuye 
como sumando de muy pequeña importancia por sí solo, o 
también cuando, por el contrario, influyen muchas causas, 
pero cualquier pequeña alteraci6n de una de ellas lleva a 
una gran al teraci6n en el resultado. "24 
Este teorema permite la utilizaci6n de la distribuci6n 

normal. Su utilidad en estadistica es muy grande, la mayo­

ría de las flplicaciones estadísticas se bas3.n en él. 

En su enunciado riguroso incluye una serie de condiciones 

necesarias para su validez. Al utilizarlo en trabajos pra.c­

ticos se debe tener en cuenta si estas condiciones, admiti ­





Conviene terminar citando a Jodar Bartolomé: 

"~ •• no existen reglas muy precisas para determinar cuando 

un fenÓmeno imprevisible se comporta según las leyes del 

a~ar;por eso, la aplicaci6n indiscriminada de la Estadisti ­






La experiencia, el conocimiento a fondo del terna objeto 
del trabajo, el estudio lo más exhaustivo posible de las 
causas que pueden influir en nuestros resultados, as1 corno 
el tipo de dicha influencia, el control de la .homogeneidad 
de circunstancias en cada repetici6n o bien la precauci6n 
de que las circunstancias no fc:vorezcan a una causa mCis que 
a otra, SOn en la mayor parte de los casos las gu1as más 
seguras para determinar cu~do un fen6meno es susceptible 
de tratamiento estad1stico."25 
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3.3 PROBABILIDAD CLASICA 
La paSiÓn del hombre por los juegos de azar parece ser 
tan antigua como el hombre mismo. El juego de~ dado se 
conoce desde épocas muy remotas. En la edad media la aris­
tocraci.a arriesgaba grandes su,mas de dinero en juegos de 
azar. Algunos jugadores recurrieron a los matemáticos para 
que los proveyeran de estrategias en su afán de optimizar 
sus ganancias en ellos. 
Como ejemplo más sobresaliente podemos citar el caballero 
de Meré, jugador apasionado quien consultO al matemático 
fi16sofo ·Pascal sobre las posibilidades que cada juego 
presentaba.de ganar. Este logrO compendiar una gran can­
tidad de resultados empíricos respecto a los juegos de a­
zar de moda. 26 
Los juegos se complicaban más, los resultados empíricos 
crec1an respecto al total de eventos que podían ocurrir 
en un juego y de los cuales interesaban ciertos resulta­
dos para ganar. 
Los mate~ticos, en el comportamiento general de los jue­
90s, observaron cierta 
# 
simetr1a de ocurrencia en una mone­
da bien balanceada, en un dado no sesgado, en una rueda 
de ruleta honesta, donde cada uno de los resultados tiene 
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igual oportunidad de aparecer, y donde la posibilidad de 
ganar ser~ la posibilidad de aparici6n de los resultados 
de inter~s respecto al total. 
Surgi6 as! la definición clásica de la Probabilidad como 
el cociente entre los Casos Favorables (Exitos) y los Ca­
sos Posibles o Totales (Exitos más Fracasos) en l~ reali­
zaci6n de un experimento. 
Los Matem~ticos lograron dar soluci6n a ciertos juegos con 
las limitaciones que pre~entaban. 
Posteriormente con el desarrollo de la ciencia, se descu­
bre en muchos fen6menos naturales, biol6gicos, físicos y 
sociales, la influencia de factores ca8uaies no controla­
bles por el investigador y a los que es posible aplicarles 
las leyes de. azar y analizarlos desde el punto ee vista de 
la teorfa de probabilidades. En este momento ,se unen la 
Estadistica y la Probabilidad que venian desarroll~dose 
independientemente. 
La Estadistica estudia fenómenos cuyos resultados son va­
riables, siendo su causa de variaci6n factores desconoci­
dos o de comportamiento no controlable. 
En sus inicios la teoria de probabilidades estaba relacio­
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nada muy estrechamente con los juegos de azar. Con la a­
,¡! 
plicaci6n de la Estadística a otros campos empezaron a 
surgir contradicciones sobre la interpretación de esta de­
finici6n de Probabilidad, se puso de manifiesto su ·"ague­
dad e imprecisión y se exigi6 el planteamiento de las no­
ciones cUisicas con mayor rigor,. 
Esta definición supone finito número de posibles resultados, 
los cuales son mutuamente excluyentes e igualmente posibles. 
Esta suposición conduce a una simplificación en los c:1lculos 
pero puede hacerse, en la pr~ctica, s6lo en el caso en que 
no haya razones suficientes para suponer 10 contrario. 
La mayor critica de esta definición es que depende de un a­
nSlisis apriori, los resultados se suponen sim~tricos, y pue­
den ser deducidos por l6gica. Implica un razonamiento abs­
tracto m§.s que basado en la experiencia. 
Cuando un razonamiento apriori falla debido·a la falta de 




3.4 PROBABILIDAD ESTADISTICA 
La definición estad1stica de probabilidad de un suceso es­
tá basada en la frecuencia relativa de su ocurrencia cuan­
do el experimento se repite un número suficientemente gran­
de de veces. 
La frecuencia relativa es una variable aleatoria (dada la 
imprevisi6n variará de experimento a experimento) pero si 
a medida que se va aumentando el número de repeticiones, 
esta frecuencia relativa tiende a la estabilizaci6n pode­
. mas definir la probabilidad del suceso corno este valor de 
estabilizaci6n. 
Esta definiéiOn de probabilidad es una idealizaci,6n de ese 
hecho empírico de estabilizaci6n de las frecuencias relati­
vas. La definici6n como el Imite, en el sentido matem;1ti­
ca, de esa serie de frecuencias relativas cuando aumenta el 
número de repeticiones, no es rigurosamente exacta ya que 
el límite en sentido matemático presupone infinitos t~rmi­
nos y esta definici6n se refiere a un hecho experimental 
finito por definici6n y tampoco podr1a darse una expresión 
matemática para determinar un elemento concret·o de esa se­
rie#de frecuencias rela~ivas, dada la imprevisión que exis­
te en cada repetici6n. 
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El valor asignado a esa probabilidad, se puede fijar exac­
tamente cuando se trata de repeticiones finitas, pero ser~ 
forzosamente una aproximaci6n cuando se trata de fen6menos 
susceptibles de ser repetidos indefinidamente~ 
La definiciÓn cl~sica de probabilidad conocida también co­
rno probabilidad "te6rica" o "apriori" se basa en la suposi­
cien de sucesos equiprobables. Por el contrario la defini­
ci6n estadística conocida también como probabilidad "histÓri­
ca" o "aposteriori" basada en un enfoque experimental puede 
verificar tal suposici6n. Su desventaja es que esta vcrifica­
ci6n puede acarrear gran cantidad de costos y de ti~~po. 
Para esta definiciÓn los ejemplos m~s sencillos, como siem­
pre, aparecen en los juegos de azar. 
En la determinaci6n del sexo de un niño al nacer, var6n o 
hembra, se ha comprobado que la frecuencia relativa se es­
tabiliza cuando se observa en una época y población un nú­
mero grande de nacimientos, tiene sentido entonces hablar 
de probabilidades y asignar la probabilidad de que nazca 
varÓn o hembra. 
La probabilidad de mueree es muy utilizada por las compa­
ñías de seguros ya que un individuo asegurado puede morir 
o no ese año en .que está asegurado. En múltiples estudios 
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se ha observado qU0 la fl:(~Cucncia de mU8rtes j)ara una e­
dad determinada ticndR a estabilizarse y puede hablarse 
de la probabilidad de que un individuo asegurado muera e­
se año. 
Jodar Rartolom6 cita estos ejemplos y destaca el distinto 
significado de la probabilidad en ambos casos: 
" no tendr1a sentido hablar de simetría de casos posibles, 
ni del principio de razón suficiente, ni siquiera del de 
objetividad, la única raz6n para considerarlo un suceso alea­
torio ha sido la comprobac~6n empírica, numerosas veces rea­
lizada, de la estabilizaci6n.de las frecuencias. Por ello 
no es extraño, y se ha comprobado, que esa frecuencia relati­
. 
va puede variar en distintas épocas o lugares. Un conocimien­
to más profundo del mecanismo bio16gico de la determinaci6n 
del sexo podría explicar, en el futuro, por razones de sime­
trfa, la probabilidad emp1rica observada. ,,27 
Refiri~ndose a la probabilidad de muerte dice: 
11 ••• en este caso parece diffcil imaginar que alguna vez 
el desarrollo de la ci~ncia pueda explicarla mediante con­
sideraciones de simetría. Se comprende así mismo, que es­
ta prohahilir'l(lcl n0 \, 1 ':~i"n ,."} l'1isma C!'i todas las épocas y 
lugare:;" ... "lO") 
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3.5 PROBABILIDAD SunJETIVA 
Las anteriores definiciones son interpretaciones objetivas 
de la probabj.lidad donde su magnitud se obtiene únicamente 
a partir del fen6meno de interés y' para nada interviene el 
juicio personal. Quedan por fuera de estas ñefiniciones 
los eventos ünicos, aquellos que ocurren una sola vez o que 
no pueden estar sujetos a experimentos repetidos•. Por ejem­
plo: 
La probabilidad de que Luis Herrera sea el campe6n de la 
. vuelta a Francia· en 1986, 
La probabilidad de un golpe de Estado en Colombia durante 
el pr6ximo cuatrienio. 
La probabilidad de que el Congreso apruebe la ley d~ refor­

ma agraria o la terminaci6n de los auxilios parlamentarios. 

La probabilidad de vi¿a inteligente en Marte. 
La probabilidad de que Nicaragua sea invadida por Norteaméri­
ca en la presente década. 
La probabilidad de la 111 Guerra Mundial en el Siglo xx. 
La idea intuitiva de p!obabilidad para eventos como los an­
teriores pres0nt6 inici~lm0nte algunas dudas D~r falta de 
rigor y por aparecer algo ambigua puesto que su magnitud 
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puede variar según las consideraciones subjetivas de las 
distintas personas cuando incluso se les ofrezca la misma 
evidencia. 
La interpretaci6n subjetiva asume la probabilirlad C0T'10 una 
medida de confianza personal sobre la verdad de una propo­
sici6n o como su grado de certeza sobre la ocurrencia de un 
suceso. Es muy utilizada actualmente en la Estadistica apli ­
cada a la toma de decisiones y en investigaciÓn cient1fica 
para la verificaciÓn de hipÓtesis permitiendo cuantifi.car el 
riesgo de tomar decisiones err6neas y la confianza ~le puede 
depositarse en las hip6tesis establecidas. 
Estas tres interpretaciones del concepto de probabilidad 
no presentan desacuerdo en la práctica, cada una tiene sus 
méritos y se usa la mas conveniente y adecuada en cada caso. 
El subjetivista puede aplicar las probabilidades a todos 
los problemas de un clasicista, a los de un' frecllentis:l;a y 
a muchos otros. Cuando se presenta simetr1a reconocer~ un 
razonamiento apriori y cuando la cantidad de datos es grande 
obtendr:! las mismas probabilidades que un frecuentista. 
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3.6 ACERCA DE LA PREDICCION 
La aleatoriedad se produce mediante un proceso que debe 
ser capaz de producir secuencias diferentes a partir de 
la misma poblaci6n. Para su logro se requiere un diseño 
deliberado y un planeamiento cu~dadoso. 
La aleatoriedad de un proceso puede ser evaluada y se juz­
ga a menudo por la secuencia que produce. La verdadera se- .'! 
cuencia de una variable aleatoria está generalmente caracte­
rizada por las irregularidades de sucesos individuales, pero 
en una distribuci6n de frecuencias presentada de una forma 
conveniente se pOdrá observar una poblaci6n con atributos 
I ", 
distintos pero a la larga con una regularidad y estabilidad 
generada según la ley de los Grandes Números haciendo posi­
ble la PREDICCIÓN de la conducta masiva en términos de Pro­
babilidad. 
La Ley de Aleatoriedad opera al unisono con la ley de los 
grandes números, es decir, al aumentar el número de observa­
ciones aleatorios usadas para determinar la frecuencia rela­
tiva de un suceso, determinada sobre la base de un gran núme­
ro de hechos del pasado, es posible predecir con alto grado 
de exactitud y un gran nivel de confianza, los futuros resul­
tados en el campo respectivo. 
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, 
La aleatoriedad, aunque hace posible la predicciÓn de la 
conducta masiva, también ~~plica la impredicibilidad de 
un resultado individual cuya conducta es imprevisible y 
no está asociada con la probabilidad. Es t!pica en las 
compañías de seguros la afirmaci6n "NO sabernos quién mori­
r&. pero si sabemos cuantos mor.ir&n". 
Una secuencia aleatoria tiende a agruparse. Esta propie­
dad de agrupaci6n a menudo conduce a una aplicaciÓn err6­
nea de la ley de casualidad. La teor1a de la "r-1adurez de 
la Casualidad" en el juego, se basa en la falta de compren­
si6n de la aleatoriedad y favorece apuestas ~~e han salido 
menos frecuentemente que otras en el pasado, debido a agru­
, '.paciones observadas en ~~a secuencia aleatoria. La falacia 
consiste en no reconocer que la probabilidad de aparici6n 
de un evento independiente no influye en el resultado de o­
tros eventos ni es influido por ellos. 
Al decir de Tippet 29 la Ley de los Grandes NOmeros actúa 
por su efecto "hundidor" más bien que por compensaci6n. 
El comportamiento irregular de un resultado no implica un 
comportamiento irregular de los otros resu'ltados para com­
pensar. Lo que cabe esperar es que esta irregularidad va­
ya perdiendo importancia y a largo plazo no se presenta 




Al arrojar una moneda normal se espera que a largo plazo 
la proporci6n de caras y sellos sea aproximadamente igual 
pero es inadecuado esperar que en promedio halla tantas 
caras como sellos. La igualdad entre la propOrciOn de ca­
ras y sellos no implica que la que ha aparecido menos fre­
cuentemente tienda a compensarse en las prÓximas repeticio­
nes. Lo que cabe esperar es que la discrepancia relativa 
(diferencia entre el número de caras y el ndmero de sellos 
dividida por el número de repeticiones) sea cada vez más pe­
queña. 
La ley de los grandes números se aplica a secuencias aleato­
rias dondé la probabilidad de cada posible resultado perma­
nece constante, esto podría asegurarse utilizando un proce­
dimiento con reemplazo. Cuando la aplicamos para predecir 
eventos posibles en la pr~ctica, las mismas probabilidades 
son a menudo desconocidas. Por ejemplo para probar si una 
moneda es perfecta (no se conocen las probabilidades de ca­
ra y sello) arrojando la moneda varias veces, si muchas más 
veces aparece caras que sellos, habrá una razÓn para pensar 
que los prOximos lanzamientos no hundir~n las primeras caras 
y la INFERENCIA será que la moneda estaba cargada o sea las 
proporciones de poblaciOn no eran las mismas. 
Al respecto de las secuencias puede surgir la pregunta: 
Proporciona la agrupac16n un buen m~todo para predicci6n? 
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En el pr6ximo lanzamiento de la moneda se obtendr~ el mis­
mo resultado que en la última observaciÓn para aprovechar 

la agrupaciÓn en una secuencia aleatoria? 

Aumentar~ la probabilidad para este último resultado? 

La respuesta será l obviamente, ,negativa y los pronÓsticos
t 
hechos serán correctos sÓlo la mitad de las veces, ya que 
I la probabilidad es una propiedad única de la población y no est:i asociada con las consecuencias de ningún evento 
.1 part icu lar. 
I Mediante un razonamiento inverso al utilizado en los inte-
f 
rrogantes'anteriores conviene citar a Campbell: 
,'. 
".. . un cirujano que iba a practicar una delicada opera­
ci6n en un paciente. Este, momentos antes, le rog6 que 
I le dijera francamente qu~ probabilidades tenia de salir con bien. "¿cómo?" repuso el doctor, "Las probabilidades
I que usted tiene son magnificas. Según las estadisticas 
mueren 99 de cada 100 personas a las que se les practicaf 
I esta operaci6n. ¡Pero usted ha tenido suerte, amigo, pues
f 
mis últimos 99 pacientes de la misma enfermedad ya han 
muerto todos durante la operaci6n!. Como usted es el que 
ha~e 100, no tiene porque preocuparse. liJO 
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4. ACERCA DE LOS r'10DELOS MA'l'E~ATICOS 
,4.1 GENERALIDADES 
En la ciencia es común tratar de explicar fenÓmenos natu­
ra1es mediante modelos te6ricos. por ejemplo: 
~ 
~ 
! . "Decimos que la tierra es redonda y gira sobre un eje Nor­
j te-Sur. Esto nos permite explicar desde un punto de vista 
/. rudimentario, observaciones tales como la desaparici6n de r 
un buque en el horizonte, día y noche, etc ... 31 
Cualquier intento de describir los fen6menos observados 
lleva implícitamente una idealizaci6n de las observaciones 
reales. 
Es importante distinguir entre el fenómeno observáb1e en 
sí mismo y el modelo utilizado para su tratamiento. No 
influImos de ninguna manera sobre algunos fen6menos obser­
vables, ni sobre algunas caracterIsticas de variaciÓn que 
influyen sobre algunos experimentos bien planeados; al ele'­
gir un modelo adecuado sí podemos ejercer un razonamiento 
crítico. 
Se entiende aquí por modelo, una repr~sentaci6ncient1fi­
ca de la realidad mediante la cual cierto fenómeno o expe­
rimento se reduce a sus caracteristicas esenciales para 
manej ar el problema. Como una abs·tracci6n de esa realidad, 
supone al~unas hip6tesis simplificadoras. 
Los modelos mat~,áticos,más perfeccionados, permiten expli ­
car, no s6lo hechos observables, sino también posibles su­
cesos no observados. Si el problema va a ser tratado mate­
m&ticamente, los supuestos dcber!n ser formu~ados de la mis­
ma manera. Los modelos están constitufdos por estos supues­
tos y abarcan desde el tipo de variables que manejan hasta 
las relaciones matemáticas que las ligan. 
1" 
Las condiciones de validez de un modelo matemático, al tra­
tar de encarnarlo con la realidad que ha tratado de' repre­
sentar, radican en estos supuestos. Descarnarlo, seria re­
ducirlo a un 'ejercicio de matem~ticas puras sin vinculo COn 
la realidad. A este respecto dice Jodar: 
n la simplificaci6n puede ayudarnos a saber, si no todo, 
algo del problema, cuando no tengamos posibilidad de ir m~s 
allá. Esto hay ~ue entenderlo correctamente. Podemos uti ­
lizar un modelo y sacar conclusiones lógicas a partir de 
él, estas conclusiones s6lo valdr~ lo que valga el modelo 
que hemos ~upuesto, y esto con ser poco es lo más que podemos 
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hacer en determinada circunstancia. P~ro 10 que nunca ser~ 

licito ni nos har~ saber nada, es utilizar la cadena de ra­
zonamientos 10gicos que van desde el modelo a las conc1usio­
ines sin tener la seguridad de que los supuestos 10gicos del i 
razonamiento se cump1e~ exactamente. Es preciso diferenciar 
,10 que es una suposici6n del modelo y lo que es suponer el 
cumplimiento de una condici6n necesaria en el razonamiento. 
Muy frecuentemente ambos c~lceptos se confunden, pensando 
que el riesgo s6lo estriba en la aceptaci6n del modelo y que 
después sobran todas las precauciones. 32 
y el profesor J. Neyrnan escribe: 
"Cada vez qu~ utilizamos las matem~ticas con el Objeto de es­
tudiar fenOmenos observables es ,indispensable empezar por 
construir un modelo matemático (determL~1stico o probabil1s­
t1co) para estos fen6menos. Necesariamente, este modelo 
debe simplificar las cosas y permitir la omisiOn de ciertos 
detalles ..El éxito del modelo depende de si los detalles que 
se omitieron tienen o no importancia en el desarrollo de los 
fenOmenos estudiados. La soluci6n del problema matemático 
puede ser correcta y aún as1 estar muy en desacuerdo con los 
datos observados, debido sencillamente a que no estaba proba­
da la validez de las suposiciones básicas que se hicieron.. ­
Corrientemente, es bastante dificil afirmar con certeza si 





nos datos, mediante la observaci6n. Para verificar la va­
lidez del modelo, debemos deducir un cierto número de con­
secuencias del mismo y luego comparar con las observaciones 
esos resultados predichos.u 33 
Un modelo matem5tico será acep~able en la medida en que se 
ajuste al comportamiento del fenómeno estudiado. Con datos 
nuevos, informaci6n adicional, se puede probar el modelo pa­
ra determinar si obtiene predicciones adecuadas. Si se des·­
cubren desacuerdos con la teor1a se debe abandonar el modelo 
o revisarlo y mejorarlo hasta obtener predicciones satisfac­
torias. 
Un modelo De~errnin1stico estipula que las condiciones bajo 
I 
las cuales se verifica el experimento o procedimiento de­
terminan su resultado (sea numérico o no). Es apropiado pa­
! 
I 
ra muchos ~xperimentos en la naturaleza donde ciertos facto­
1 
res variables no afectan de manera notable el resultado, las 
desviaciones son tan pequeñas que los objet~vos de su trata­
miento se cumplen y el modelo determin1stico es suficiente; 
utilizando algunas consideraciones (por ejemplo físicas) puede 
predecirse el resultado. 
Como ejemplos se pueden citar las leyes gravitacionales que 
describen muy exactamente 10 que sucede a un cuerpo que cae 
bajo ciertas condicionesi el movimiento de un proyectil; las 
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leyes de Kep1er del comportamiento de los planetas y las 
áreas barridas durante un tiempOi la re1aci6n definida en­
tre espacio, tiempo y velocidad (uniforme) de un m6vi1, 
donde dadas dos de las magnitudes anteriores ~uede deducir­
se la tercera. 
Sin embargo en algunos fen6menos de extrema complejidad, 
se dice que existe una componente aleatoria o sea que 
interviene el "azar" estad!stico. Esta componente aleato­
ria representa todas esas variaciones incontrolables que 
afectan al experimento o aquellas causas que ejercen influen­
cia en el fen6meno observable y que no se pueden explicar o 
no se es consciente de ellas. 
Tales situaciones no se prestan a un traéamiento determin1s­
tico. Los modelos probabi11sticos o estocásticos las descri ­
ben COn mayor aproximaci6n. Las condiciones experimentales 
determinan solamente el comportamiento probabi1!stico, o m~s 
espec!ficamente, la distribuci6n de probabi.1idades de los 
resultados observables. 
Son caracter1sticas de estos modelos, el gran esfuerzo de 
s!ntesis y su eficacia para investigar el comportamiento de 
fen6menos de masa, superando la indeterminaci6n de los casos 
particulares para describir el comportamiento promedio. 
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Como ejemplo, aparte de los juegos de azar, se puede citar: 
El número 	de partículas emitidas por una fuente radiactiva, 
el cual es afectado por varias caracter1sticas propias de 
la fuente 	tales como su forma exacta, dimensión, composición 
I química, masa, etc., las relaciones entre altura~ peso y e­
dad de los hombres adultos.
j 




puede brindar una buena estimaci6n de la ley de probabilida­
des que tiende .a seguir, siendo posible ajustar un modelo 
matem:ltico que describa aproximadamente el comportamiento 
del fenómeno, para de esta manera poder estimar los par~e-
tros que lo caracterizan a través de los par~etros del ~o-
delo. As1 podría establecerse, en base a los experimentos 
realizados, la confiabilidad de los resultados, el número 
de repeticiones necesarias para obtener estimaciones confia­
bles, la prueba de los resultados bajo ciertos supuestos, o 
la predicci6n del comportamiento en futuras repeticiones. 
El modelo suele ser m:ls sencillo que el fen6meno pero por 
muy adecuado que sea no puede ajustarse exactamente al fe­
n6meno debido a su naturaleza aleatoria y s6lo representa­
r~ una aproximaci6n. Muy pocas veces puede saberse en que 
medida sigue siendo ad~cuado cuando las suposiciones inicia­
les no se cumplen. 
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Algunas veces la e1ecci6n entre adoptar un modelo detcr­
min1stico y uno prcbabi11stico no es muy clara y puede 
depender de la dificultad en las técnicas de medida y de 
la precisi6n necesaria en la determinaciÓn de ,los resul­
tados. En situaciones en las que medidas precisas sean 
tan dif1ci1es de obtener que mediciones repetidas de la 
misma magnitud produzcan resultados variables, los mode­
los probabilísticos son indiscutiblemente m~s adecuados. 
Elegir un modelo probabi11stico no implica descartar todas 
las relaciones determin1sticas. La significación es que 
si el resultado está determinado por varia.s condiciones ini­
ciales o factores y si estas condiciones var1an de una mane­
ra a1eatori~' e imprecisa que s610 pueden describirse proba­
bi11sticamente, entonces el resultado variar~ también alea­
toriamente. 
Para las condiciones iniciales dadas el resultado se deter­
minar~ por la relaciÓn determin1stica. Si Se habla ne la 
probabilidad de que los factores tomen ciertos valores en­
tonces puede hablarse s610 de la probabilidad de que el 
resultado tome ciertos valores. 
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4.2 LOS MODELOS EN LA ESTADISTICA 
Todo trabajo estadistico supone, explicita o implícitamen­
te, un modelo matemático m~s o me~os compleja, al que se 
aj~sta el fen6meno observable. Es fundamental formularlo 
explícitamente y verificar si todas las suposiciones son 
factibles de aceptar para un fenÓmeno particular ya que 
I 
estas afectan de una manera decisiva la validez de las 
conclusiones resultantes. 
La utilizaciÓn de la estadística básicamente consiste en 
comprobar si los hechos empíricos concuerdan, dentro de 
ciertos limites, con unos supuestos que han sido formula-
dos previamente. El modelo matem~tico elegido debe permi­
tir hacer predicciones sobre la' frecuencia con que cabe 
esperar que se presenten ciertos resultados en una opera­
ci6n reiterativa al realizarla un número suficientemente 
grande de veces. 
Para el correcto plarteamiento de un diseño estad1stico y 
la selecciÓn del modelo matemático adecuado a utiíizar 
en su an~lisis es necesario precisar algunos conceptos 
tales como: POblaci6n,.muestra, variable de interés e 
inventario de causas que la afectan. Es necesario deter­. 
minar cuales son las causas que se pretende estudiar, la 









en relaci6n con las otras¡ las causas que afectan la varia­
ble pero que no se pretende estudiar y la forma como produ­
cen sus efectos; las causas desconocidas y los supuestos 
sobre sus efectos. 
Un experimento aleatorio es un modelo del experi~ento f!si­
co. Al construir el modelo se han hecho algunas suposicio­
nes que 10 simplifican; es por tanto un experimento hipoté­
tico, posibl~~ente basado en la intuici6n, que tiene una 
consistencia l6gica y no empírica como la tiene el experi­
mento físico. 
La Estadística se interesa en experimentos que son reitera­
tivos por na~uraleza, como los Juegos de azar, o en experi­
mentos que pueden concebirse como tales y aunque 5610 se 
realicen físicamente una vez puede considerarse que ésta 
es la primera de una serie de infinitas repeticiones del 
mismo bajo urt sistema de causas constantes. No interesan 
las causas accidentales de un experimento real. NO es ne­
cesario que el experimento conceptual pueda ser llevado a 
cabo. Los modelos son abstractos y se puede imaginar que 
el experimento se lleva a cabo muchas-veces. 
Una poblaci6n conceptual se puede "generar" con la repeti­
ci6n del experimento aleatorio. Aunque nunca se llegue a 
obtener todas las observaciones puede concebirse la idea 
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de hacerlo. La poblaci6n se convierte en un conccrto ~bs-
tracto que representa las posibles mediciones rte UDa carac­
ter1stica común en un conjunto especffico de elementos. 
A menudo para definirla se requiere especificar una serie 
de factores comunes de los elementos, sin embargo al efectuar 
las mediciones, se deja de señalar un número muy grande de 
factores tales como los instrumentos de medida (balanza, cro­
nómetro) y algunas condiciones en que se efectúan las medi­
ciones. Se puede considerar que parte de la fluctuación entre 
las mediciones de la población se debe precisamente a esos 
factores no especificados al definirla, aunque la mayor varia­
bilidad se debe generalmente a esas características específi ­
cas de cada uno de los elementos. 
El concepto de poplaci6n es un concepto flexible que puede 
ampliarse a un mayor grado de generalidad dejando un menor 
número de factores cOll stantes al def ini=la, los factores 
no especificados tendr~n fluctuaciones mayores entre las 
mediciones o mayor variabilidad. Td.illbién podría concretar­
se a un menor grado de gerteralid~d especific~nc1o ~ás facto­
res al definirla, las variaciones en las med:!.ciones serán 




sentido de no existir en realidad ningún individuo; en este 
caso, la poblaciÓn est~ en la mente del investigador Y para 
su estudio deberá producir en la realidad algunos miembros 
de la población (muestra] paza medírlos y mediante ellos in­
ferir algo respecto a la población teÓrica. Por ejemplo, 
si se piensa en la pOblación de presiones arteriales, en mm 
de mercurio, de los hombres adultos de México, sometidos a 
una dosis X de una droga M (la droga M en estado experimen­
tal), no se tendr~ ningún individuo con esas caracter1sti­
cas, hasta que, con fines experimentales, se tornen algunos, 
se los someta a dicha dr0ga y se les mida la presi6n arterial 
en mm de mercurio. Los valores obtenidos se consi.deran corno 
una mU.estra de la poblaci6n teÓrica••• 1134 , 
El concepto de población es fundamental ya que define los 11­
mites de la inferencia o inducción, determina el ámbito de 
las conclusiones y los limites en la extrapolaci6n de los re­
sultados. 
Para que la teor1a estad1stica pueda ser aplicada a la mues­
tra es requisito indispnesable que la muestra sea aleatoria 
o al azar. Lograrlo no es fácil, es conveniente recordar 
las dificultades que presenta el azar estad1stico, que requie­
re un mecanismo a través del cual se manifieste y que el sen­
tido común puede ser un mal consejero. Para obtener una rnues­
tra aleatoria se requiere un pl.Mea.I7liento y unos proccdimirmtos 
cuidadosamente diseñados. 
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Por muy cuidadosa y técnicamente que se tome, la r.lUestra 
no puede aspirar más que a dar una idea aproximada de la 
poblaci6n definida. A menudo se cree que las conclusio­
nes son v&lidas para una población que no es exactomente 
la definida. Como ejemplo, dice Jodar:" gran parte 
de la investigación médica sobfe el ser huma~o se hace ex­
trapolando los resultados obtenidos experiInentalmente con 
una determinada especie animal, ratas, perros, etc." 35 
"La Est~d1stica no puede nunca justificar esas extrapola­
ciones, nuestro conocimiento a priori del problema en cues­
ti6n podr~ permitirnos esos lujos, pero la verdad o falacia 
de esas extrapolaciones son de nuestra exclusiva responsabi­
lidad, no pueden justificarse estadísticamente. ,,36 
Con respecto a las causas que afectan la variable de inte­
rés Jodar las clasifica en tres grupos: Un primer grupo 
de causas cnyos efectos se pretende estudiar; un segundo 
grupo de causas cuyos efectos se consideran también apre­
ciables en los resultados pero que no se pretenden estudiar, 
en el caso particular, por alguna raz6n de tipo econ6mico 
o de complejidad; y un_tercer grupo constituido por un gra~ 
número de causas, conocidas o desconocidas, que se conside­
ra ejcrcr"n ,lÍsla(1am~nfe un efecto muy pequeño en el resul­
tado, aunque se piense <1ue todas juntas pueden tener un e­
fecto apreciable. 
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Concretar las causas del primer grupo y el modelo matem&­
tico que expresa la forma de actuar de cada una de ellas 
y sus relaciones entre 51, indicar& el tipo de diseño es­
pec1fico a utilizar. 
Para el segundo grupo es utilizado el procedimiento de a­
¡ 
leatorizaci6n de las causas: ~ste consiste en procurar 
1. 
que sus efectos se distribuyan totalmente al azar, ya que 
no se pretende estudiarlas, para que no afecten de una ma­
nera desigual a los factores que s1 se controlan. 
La aleotorizaci6n de las causas no controlables no es muy 
f&cil, requiere mucha atenci6n, conocimiento del problema 
y previamente saber cuáles son esas causas. Una 'mala alea­
torización, por ignorancia de una causa importante'o por 
mala distribuci6n de sus efectos puede llevar a interpreta­
ciones err6neas, atribuyendo a una causa los efectos que 
proceden de otra. 
Las causas del tercer grupo generalmente son tales que 
sus condiciones, un gran número de causas y pequeños efec­
tos aislados de cada una, son las condiciones exigidas en 
el Teorema Central del -limite para que la suma de sus efec­
tos est~ representada .aproximadamente por una distribuci6n 
normal. 
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El modelo matemítl:o propiamente dicho es la expresiÓn ma­
tcm5tica de las relaciones que ligan la variah1e, resulta­
do del experimento, con las variables que representan las 
causas del primer t]rupo (cuyos ef·~ctos sohre el resultado 
se pretende estudiar). Las otras causas reciben tratamien­
to scmej ante en todos los casos: aleatori?ar las del S2QU:1­
do grupo y supOner que suman sus efectos como ur.a distrihu­
ción normal las del tercer grupo. 
Un modelo lineal, el más sencillo, supone que los efectos 
~e suman para medir el efecto final. Este efecto final re­
presenta un total o suma de varios sumandos: el primero, 
una media" general que representa los efectos de las causas 
del segundo grupo: el último, un error aleatorio (normal~en­
te distribuIdo) representante de los efectos de las causas 
del tercer grupo; otros sumandos que representan cada ~na 
de las causas del primer grupo cuyos result~dos se preten­
d!a estudiar. 
En la vida real muy pocas causas producen sus efectos tan 
sencillamente. El modelo s6lo ser& una primera aproxima­
ción al problema y podrá aplicarse cuando se tienen sufi ­
cientes razones para pensar que en el caso especffico se 
comportan así. 
que los ,.11cctd,n y m1s di ~ícil aún conocer cUi.llcs !:~on e.3 ::;:; 
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causas y formular hip6tesis razonables sobre c6mo actúan. 
Esto no excluye, incluso condiciona favorablemente, la 
conveniencia del empleo de modelo~ matemáticos por la sen­
cillez y claridad que pueden aportar a problemas complica­
dos; pero cuidando de cumplir unas mínimas condiciones: 
la. Que a partir de un conocimiento profundo del problema 
real pensemos que los condicionantes implícitos en el mode­
lo razonablemente se cumplen. 2a. Estar convencidcs, y ex­
plicarlo claramente, que el modelo no es más ,que una apro­
ximaci6n muy simplificada del problema y que no excluye ex­
plicaciones distintas. Por obvias que estas condiciones pue­
dan parecer no si~~pre se cumplen: planes econ6micos, pedag6­
gicos, sanitarios, etc., se montan sobre modelos de comporta­
miento demostrados estad1sticarnénte y que la realidad se en­
carga r~pida~ente de contradecir. Proyecciones hacia el fu­
turo de poblaciÓn, de consumo, de rentas, etc., tienen casi 
siempre el mismo final."37 
"Es evidente que no serA posible conocer todas las respues­
tas a las preguntas que hemos formulado y que muchas de e­
llas las supondremos sin demostrar, pero saber lo que hemos 
supuesto nos ayudará a valorar justamente los resultados que 
obtengamos. En otros -casos, la Estadística nos dar~ procedi­
mientas 1uc ~ermit~n mini~izar los efectos de factores ~U0, 
aunque sabemos pueden afectar a nuestros resultados, no 8!>ta­
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mos interesados en estudiar. También nOs permiti=& estudiar 
m§s de un factor a la Vez y estudiar sus efectos aislados 
o las relaciones que los ligan, pero para ello es condici6n 
previa que haya.'1\os formulado un modelo matem~tico adecuado 
y que nuestros factores ejerzan su influencia de acuerdo con 
dicho modelo. 11 38 
Los modelos matemáticos utilizados para comprobar las leyes 
f!sicas SOn en general más complejos que los modelos estad!s­
ticos usados frecuentemente a pesar de que los experimentos 
f1sicos son muy controlados presentando s6lo las causas del 
primer grupo y si presentan las del tercero generalmente és­
tas cumplen las condiciones del teorema central del l!rnite, 
todas estas causas debido a su elevado número se consideran 
aleatorias y representantes de parte del error. 
La magnitud de una caracterlstica f!sica se considera una 
cantidad constante o valor verdac1ero. Su medici6n resulta 
de un proceso aleatorio, las ohservaciones dan valores dife­
rentes debido a que la medida es afectada por la temperatura, 
la humedad, la luz con la que se hace la lectura, la escala 
de medidas empleada, etc. Las observaciones no son iguales, 
presentan discrepancias aleatorias en uno u otro sentido 
sienno las discrepancias pequeñas más frecuentes y las <]ran­
des proporcionalI:1ente menos fr~cuentcs. La suposici6n btisi ­











4.3 LA TEORIA DE PROBJI.BILIDADES 
Debido a la naturaleza de los datos y los modelos utili­
zados la Teor1a de Probabilidades es la herramienta fun­
damüntal en la teoría y a?licaciones de los métodos esta­
dísticos. 
La Teor1a de Probabilidades es una disciplina matem~tica 
independiente comparable a la geometría o a la mecánica 
analítica. Los conceptos se identifican en la práctica 
con ciertos objetos físicos de una forma tan flexible y 
variable que no se pueden dar reglas generales. 
La teor1a tiene antecedentes empíricos o intuitivos pero 
en su concepci6n general pueee apartarse en alto grado del 
sentido común e inclusive contradecirlo; por lo tanto en 
cada campo conviene destacar tres aspectos distintos de la 
teoría: el'contenido 16gico formal, el antecedente intui­
tivo y las aplicaciones. 
La geo~etr1a no discute la naturaleza del punto y la físi­
ca moderna no estudia el "significada real" de masa y ener­
gía. La. teor1a de probabilidades no trata del "verdadero 
significado" de la probabilidad; se interesa por los teore­
mas y la manera de aplicarlos; las probabilidades entran 
como par5netros libres. Este es el procedimiento gennral­
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mente aceptado en las disciplinas matemáticas. 
Las matemáticas, y por lo tanto la teoría de probabilida­
des, desde el punto de vista axiomático, se ocupan solamen­
te de relaciones entre conceptos indefinidos. no les inte­
resa la naturaleza de estos conceptos ni su vínculo con la 
realidad. A este respecto dice Feller \villia11l: 
"La idea de cuerpo r1gido es funda'1lental y útil y, sin em­
bargo, ning(m objeto es r1gido. El que un ~erpo dado pue­
da ser tratado como r1gido, depende de las circunstancias 
y del grado de apro~imaci6n deseado•••• Según sea el pro­
p6sito de la Teor1a, hacemos caso omiso de la estructura 
atómica de la materia ••• "39 
A propósito de la intuición dice Feller: 
"Un buen ejemplo de este aspecto es el juego de ajedrez. 

Es imposible "de~inir" el ajedrez de otra mane,ra, que no 

sea estableciendo un conjunto de reglas. Se puede descri ­

bir la forma convencional de las piezas hasta cierto pu~tO, 

pero no siempre ser~ obvio, por ejemplo, cuál de ellas ha 

de ser el "rey". El tablero y las piezas son una ayuda, 

pero se puede prescindir de ellos. Lo esencial es saber 

c6mo se mueven y c6mo 'actúan las piezas. ~o tiene senti ­

do hablar de la "definición" o de la "naturaleza real" 





no se ocupa de lo que son un pun to y una rect a "en rea1i­
dad". Se quedan-como ideas indefinidas y los axiomas de 
la geometrfa especifican las relaciones entre ellos: dos 
puntos determinan una recta, etc. Estas son las reglas 
y no tienen nada de sagrado: hay formas diferentes de la 
geometr1a basadas en diferentes conjuntos de axiomas, y la 
estructura 16gica de las geometr1as, no euclideanas es in­
dependiente de su relación con la realidad ••• 
••• En contraste con el ajedrez, los axiomas de la geome­
tria y de la mecánica, tienen antecedentes intuitivos. 
De hecho, la intuición geométrica es tan fuerte que tiende 
a adelantarse al razonamiento lógico... la intuici6n puede 
entreñarse y. desarrollarse ••. La intuición matem~tica cre­
ce con la experiencia... La intuición colectiva de la huma-­
nj.dad parece progresar, incluso las nociones de catÍlpo de 
fuerza y de acción a distancia de Newton, as! como el concep­
to de las ondas electromagnéticas de Maxwe11 fueron censura­
das al principio por ser "impensables" y "contrarias a la in­
tuición". La tecno10g1a moderna y la presencia de los radios 
en las casas, han popularizado estas ideas en tal medida que 
ya forman parte del vocabulario ordinario ••• 
••• Bien podemos 1amerytar que la probabilidad intuitiva sea 
insuficiente para fines científicos, pero es un hecho histó­
rico... No se ha dado ninguna argumentaci6n intuitiva de la 
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causa por la que los fotones' 'se deben comportar diferente­
mente de los protones y de pop qu~ no'obedecen las leyes 
"a priori". Si se pudiera encOntrar una justificaci6n, esto 
demostrar! que la intuici6n se desarrolla con la teor1a. 
De cualquier manera, aún en las aplicaciones, la libertad y 
la flexibilidad son esenciales y serta pernicioso encadenar 
o la teorta a polos fijos. 
Se ha dicho también que la moderna teoría de probabilida­
des es muy abstracta y general para ser útil. Este fué 
el grito de batalla que la gente con sentido práctico lan­
oz6 contra la teoría de campo de Maxwell. Se responde a 
este argumento si indicamos las nuevas e inesperadas apli­
caciones abiertas por la teoría abstracta de los procesos 
estoc!sticos, o al conocimiento nuevo y profundo ofrecido 
por la moderna teoría de la fluctuaci6n que, una vez más, 
desmiente la intuici6n y se dirige a una revisi6n de las 
actitudes prácticas. De todas maneras, la discusi6n es 
t inútil; es fScil condenar. Apenas ayer, las cosas prácti­
cas de hoy fueron llamadas impr~cticas, y las teorías que 
ser~n pr~cticas mañana serán etiquetadas como juegos inúti­
les por los hombres prácticos de hoy. fl 40 
y con respecto a la teoría y las aplicaciones dice Feller: 
"En la historia de la probahilidad (y de las matemáticas 
en general) se ve una estimulante acci6n rec1proca de la 
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teor1a y las aplicaciones; el progres? teórico abre nuevos 
campos de aplicaciones y, a su vez, las aplicaciones plan­
tean nuevos problemas e investigaciÓn fructífera. La teo­
ría de probabilidades se aplica aatua1mente en muchos y di ­
versos campos, por 10 que se requiere la flexibilidad de 
una teoría general que suministre instrumentos adecuados 
para una diversidad tan amplia de necesidades. Debemos, 
por 10 tanto, contrarrestar la tentaci6n(y la presi6n) de 
elaborar la teor1a, su termino10g1a y también su arsenal, 
en el dominio de alguna especialidad. En lugar de ello, 
queremos desarro.11ar una teor1a matemática de la misma ma­
nera que ha resultado exitosa en la geometr1a y en la mecá­
nica. 
... Hist6rica~ente, el prop6sito original de la teor1a de 
probabilidades consist1a en describir el dominio excesiva­
mente estrecho de la experiencia relativa a los juegos de 
azar, y el esfuerzo principal se dirigía al c~lcu10 de al ­
gunas probabilidades . •• , pero••• no son las probabilidades 
numéricas el principal objeto de la teoría. Su prop6sito 
es descubrir leyes generales y elaborar modelos teóricos 
satisfactorios. 
Las probabilidades tienen para nosotros el mismo papel que 
desempeñan las masas en la mecánica. Se puede hablar del 
movimiento del sistema planetario, sin conocer las masas 
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incHvic'luales y sin considerar los m2toélos para ::u '~10(1i-
ci6n ... Oe la Di~rna manera, los rnorlelos e t i co s '/ \1­
tilas de probabilidad se pueden referir a mundos no ob­
servables. Por ejemplo, se han invertido billones de 
d61ares en centrales telef6nicas autom6ticas. 
laci6n se basa en modelos simples de probabilidad en los 
que se comparan varios sistemas posibJ.esi se construye 
el mejor sistema te6rico y los otros nunca existir&n. 
En las compañ1as de seguros se utiliza la teor1a de pro­
babilidades para calcular la probabilidad de ruinaJ esto 
es, se usa la teor1a para evitar algunas situaciones in­
deseables y, consecuentemente se aplica a situaciones que 
no se observan en realidad. La teoría de probabilinades 
sería efectiva y dtil aUn cuanno no hubiera acceso a un 
solo valor numérico." 41 
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Los principios generales de ~stadistica y Probabilirlad pr0sen­
tan un panor~~a a~~lio y fecundo de r5pido C~0cimiento Gue 
sil:-ven al profe sional futuro en diversos campos c1e la cienc ia, 
la tecnología y la administración, entre otros. El rápido cre­
cimiento de los métodos estadistico se ve estimulado a medidct 
que la Estadistica encuentra respuesta a protlemas planteados 
por investiqadores en variados campos. Aunque su extensi6n 
hace difícil su definición, en general pUGde afirmarse: liLa 
Estadística tiende a recoger, caracterizar n'J.méricar:-:ente y 
coordinar, gr1J?OS hechos, grupos generalr:'ente numersosos, 
hechos generalmente complejos."42 
Los conceptos estadísticos están tan entremezcladcs con la 
metodología de las ciencias que las líneas divisorias van per­
diendo sentido. Lo mismo ocurre con la obserVación empírica 
y la teoría. Cada vez ~ue se intente seneralizar a partir de 
datos se necesitan algunos supuestos y a menudo los datos ob­
servados pueden sugerir algunas hipótesis o teorías. La com­
prensi6n de los métodos estadísticos puede ayu¿ar en la compren­
sión, extensi6n, rpvisi6n y aplicaci6n de la teoría. 
Como lID instrumento ne investiqaci6n, la Estadistica provee 
una forma de pensar clara v 6isciplinada especialmente cuan­
do se trahaja con informaci6n numérica, brinda una nueva ITIane­
ra de ~nsar en términos de incertidumbre o de improbabilida­
des, ayuda a los investigadores a diseñar experimentos v a e­
valuar objetivamente los datos numéricos resultantes. Sin em­
bargo, conviene citar a 5tell/torrie: 
IIEs el C?J11pO de investigaci6n, no el instrumento, el que de­
be proporcionar los "porqué" del problema de investigación. 
Si esto se pasa por alto los usuarios, se olvidan que tienen 
que pensar, que la estadística no puede pensar por ellos".43 
Se dice que la Estadística es del dominio de las ciencias ap1i­
cadas; sin e."11bargo, como ocurre en otras ciencias, los lími tES 
entre teor!a y aplicaciones van perdiendo sentido. Se dice, 
además, que la Estadística es aplicable tanto como ciencia y 
como arte. Como ciencia sus métodos son bási'camente sistemá­
ticos y de amplia aplicación y aunque las técnicas pueden ser 
diferentes, sus principios son generales. Como arte; su éxito 
depende de la ~abilidan, experiencia y conocimientos de la 
persona que la utiliza. 
"Un modelo matemático es una simplificación de una situación 
. 
real, exprcs¿H13 iante un serie de hin6tesis o suposiciones, 




una adecuarla manipulaci6n, utilizando !Jara ello.las técnicas 
matemtlticas apropiadas, a una serie de resultados de cuyo 
an~lisis se espera sacar a la luz aspectos de la situaciÓn 
original no f~cil~ente apreciables. a simple vista."44 
Rl mundo real es de~asiado conplejc. Dada la multitud de as­
-pectos interrelacionados que intervienen en una situaci6n da­
da, la decisi6n de cuales aspectos pueden ser ignorados no es 
simple y fAcil, depende de la utilizaci6n que se pretenda dar 
a los resultados. De esta decisión saldr¿Jn, como punto de par­
tida, las hipótesis o suposiciones que expresadas en forma 
matem~tica, a menudo como ecuaciones, darán la necesaria prec 
si6n de contenido y permitirán su operación median 1:e la manipu­
laci5n ue las ,ecuaciones para llegar a los resultados a que se 
aspira y encontrar los valores de las cantidades o funciones 
propuestas como meta. 
En la etapa de.l an~lisis del modelo es importante verificar 
si concuerd.an las predicciones con las observaciones ~mp1ricas. 
Se puede en esta fase final revisar los supuestos, si son los 
apropiados para los fines buscados, si algunos aspectos impor­
tantes desvirtúan los resultados al no ser considerados y se 
impone un replanteamiento y refinación del modelo modificando 
o adicionando algunos s,-:puestos. Si algunos aspect.os ignora­
dos en las suposiciones tienF'n pf(>ctos ñ,"spi"¡::;ci -';,10S bi'ijo al ­
gun<lS condiciones pero nO bajo otras, el modelo pu(>de S0r ú­
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til teniendo cuidado de no aplicarlo bajo estas últimas con­
diciones. Para que un modelo adecuado' tenga utilidad prác­
tica se requiere que sus resultados no sean del todo obvios, 
al menos cuantitativamente. 
El modelo no da una descripci6n completa del sistema en con si­
deraci6n, sólo representa los rasgos esenciales del problema 
que permiten estudiar sus propiedades y hacer predicciones a­
cerca de resultados en futuras pruebas, lo cual seria dificil 
o imposible, de hacer, sin la utilizaci6n de un modelo adecua­
do. 
Esta generalidad presenta la ventaja de tener modelos flexibles 
que pueden ser aplicados a gran variedad de problemas del mundo 
real en áreas 'diversas. Adem~s, un modelo puede ser sublividido 
en varios que entran en interacci6n y frecuentemente se acude a 
modelos ya existentes para integrarlos como partes de un modelo 
mayor. 
Para saher ~ue modelos pueden ser adecuados y en que fOrQa los 
cambios en los supuestos afectan las conclusiones es fundamen­
tal conocer, en cada caso, el campo de aplicación. El conoci­
miento del tema suele provenir de esa fase de estudios cualita­
tivos que necesariamente preceden a cualquier investigaci6n ~­
ria y no puede pensarse 'que sin este conocimiento se puede.llr:­
gar a saherlo todo utilizando un modelo suficientemente comple­
jo. 71 
Es nQcQs~rio 3rl0m5s conOC0r y compr~ndor los sunuostos h5sicos 
del diseRo, el modelo matem5tico supuesto X las condiciones 
exigidas al comportamiento de las variables. A meclida que las 
suposiciones que definen un modelo particular sean más escasas 
o d~biles hilhrá conc lus ion os mtÍs gennrale s s in eml)a rgo l;"l s p:r.ne­
bas m§s poderosas son las a:poyadas por suposiciones másfuertes. 
Para la adecuada interpretación de los resultados obtenidos 
debe sustentarse la validez de los supuesto~ tomados como pun­
to de partida en el diseño particular y en la generación ¿el 
modelo utilizado yague las conclusiones estad1sticas no son 
veredictos absolutos sirio que estan condicionadas por tales 
supuestos. Si bien es cierto que los supuestos contienen el 
riesgo de que en la realidad pueden no cumplirse, tar,bién es 
cierto que a~ldan a detectar con menor esfuerzo sus' efectos en 
el caso de que sí se cumpla~. 
La Estadística tiene sus bases te6ricas en las matemáticas, 
de ahí su desarrollo y progreso. Sin embargo es importante 
no confundir la estadística en si con las matemáticas requeri­
das en ella. Es necesario apropiarse de los conccptos Astad1s­
ticos y preocuparse por las matemáticas necesarias para fun~a-
-
mentar los sin olvidar las ideas y prop6sitos estan!sticos q118 
son los qu.~ se 'trata ,j.~ cuant.i fi8-3!':". P,ntender 10 que dice 
]a t~oria, 01 teor("~ma o el Cl"lllCi"'ptO, avnda a 0'lE' el trahalO 
matemático se aprecie mejor. 
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La tcor1a de proh~hili~adcs suministra el lenguaje y las 
herramientas necesarias para construir, manipular y anali­
zar el modelo matem§tico del fen6meno aleatorio y para ma­
nipular la incertidumbre inherente a ~l. Postula la exis­
tencia de la r-rol;,"}hilic1ad y en base a tres axiO:f\as· y unOs 
cuantos principios generales !Jres~nta la estructnra del mo­
delo, especifica las restricciones para asignar las proba­
bilidades de los suceso~ elementales y las reglas fundamen­
tales que determinan como usar el modelo. H:l modelo proba­
bi11stico básico parte del supuesto de que las probabilida­
des elementales son conocidas; su prop6sito no es ayudar a 
determinar las probabilidades de sucesos elementales, estas 
probabilidades son parte del modelo y éste no contribuye en 
absoluto a su determinaci6n, lo que pretende es, a partir 
de la prohabilidari de sucesos elementales, calcular la pro­
babilidad de sucesos complejos y manipular una asignaci6n 
de probabilidades dada. 
La pregunta natural e importante aue surge en este momento 
es ¿c6mo asi0nar un valor a esa probabilidad 90stulada? 
La evaluaci6n de las probabilidades elementales, bajo ciertas 
circunstancias, requiere de algunas hipótesis o· suposiciones 
adic~onale s acerca ele la. conducta prohah i1 fst ica el,., lo s rcr,u1­
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con sideraciones fí sicas del fenómc'no tales como s iJTl0tría, 
en evidencia empírica, o en juicio personal eventualmente 
producto de experiencia previa con una situaciÓn similar, 
Cualesquiera que s~an las hip6tesis, dehen satisfacer los . 
axiomas y el valor así hallado s6lo ser~ una aproxi~aci6n 
del valor postulado que lo substituye en la aplicaci6n al 
'suceso específico. Qué tan buena o mala puede ser esta 
aproximación de ninguna manera influye en la estructura 
l6gica del modelo, así como la aproximaci6n lograda en una 
balanza especifica no influye para nada en la .validez de 
concepto de masa en física. Aunque el fenómeno que se pre­
tende representar es con9j.derado al con struir e 1 modelo, 
éstees separado del fenómeno mismo, al menas temporalmente. 
cuando Se entr.a al terreno del modelo. 
Este valor asignado es el fundamento matemático, del~roble-
ma específico, sobre el cual se desarrollan los razonam~en-
tos y se crea una imagen abstracta del problema. Si esta 
concepciÓn ~s útil, se ha acertado al asignar este valor co­
mo probabilidad de ese suceso aleatorio; si no es útil los 
desarrollos matemáticos siguen siendo válidos, la valictez de 
las consecuencias o teoremas derivados de los po~lados na 
depende de cómo es obtenido un valor numérico para la proba­
bilidad, pero el hecho e,xperimental no está de acuerdo con 
ellos. La dificultad ra~ica en la id0"tific~ci~n 00 los 
n6menos a que se puede aplicar esta teoría y 0n la correcta 





Porque no obtener todas las probabilidades por medios no 

deductivos? Porque muchos sucesos cuyas probabilidades de­

searnos conocer 60n tan complicados que nuestro conocimien­

to intuitivo es insuficiente. LOS diferentes métodos para 

calcular probabilidades son de mucha importancia y con ellos 

es posible calcular probabilidades asociadas COn sucesos 

'm&s complejos que serian difíciles de obtener con medios in­
tuitivos o empiricos. La precisi6n en su cálculo depende 
de la precisi6n en sucesos elementales, las suposiciones inco­
rrectas llevan necesariamente a conclusiones también incorrec­
tas. 
El probabilista aborda el problema como axiomático, como ma­
t~icaspuras, supone la poblaci6n conocida y calcula la pro­
babilidad de una nuestra particular. El estad1stico supone 
la nuestra conocida y a partir de su distribuci6n de frecuen­
cias trata de describir la distribución de probahilidades 
de la poblaci6n, que es desconocida, intentando idealizar el 
fenómeno en cuesti6n mediante la asignaci6n de probabilidades. 
La Estadística Descriptiva se interesa en el cálculo de m~di­
das sumarias para describir breve y concisamente las caracte­
rísticas esenciales de los datos numéricos. A partir de estas 
medidas descriptivas podrá pasarse a la toma de decisiones 
directamente s610 si se trata de parámetros de población. 
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A menudo los datos estadísticos son considerados como valores 
ohservados de determinadas variables aleatorias acerca de 
cuya distribución de probabilidades se posee cierta información 
pero en su expresi6n aparecen parámetros quiz& desconocidos. 
. . 
Así.1as cosas, la inferencia es el objetivo de la Estadística. 
La inferencia estadística es el proceso inductivo empleado 
en conexión con datos estad1sticos obtenidos en una nuestra 
y por medio del cual se pretende el estudio de toda la pOb1a­
ción. Todos los argumentos estad1sticos han de contener: un 
fen6meno observable para el cual se ha construido un modelo 
matem~tico. incluyendo dentro de las suposiciones alguna asig­
naci6n de probabilidades, quizá con parámetros inciertos o 
desconocidos ¡. un conjunto de aspectos del fenómeno a que hacen 
referencia las premisas y que suponen cierta uniformidad; una 
serie de observaciones num~ricas del fenómeno que se quiere 
saber si sustentan la validez del modelo matem&tico postulado 
y en caso afirmativo los valores adecuados para los par~~etros 
respectivos. 
Es cuesti6n fundamental verificar la validez del salto induc­
tivo, de 10 especifico a 10 general, donde se afirma que la 
iftformación obtenida en la nuestra es también valida para 
la población. Verific~r si la nuestra refleja bastante bien 
a la pob1aci6n permite saber si la conclusión extra1da induc­




o es-muy probable ~ue sea falsa. 
Las conclusiones sertin útiles s6lo si. se sahe ante; son oon­
fiables;de 10 contrario llevar'1m a <1ccisiones ernlivocac1as 
y costosas. Toda inferencia debe ir acom1")añada ~e una me­
dida de confiabilidad y debe especificar la magnitud del 
error posible. La mayor contribuci6n de la estadística es 
proporcionar el nivel de confiabilidad, con medidas de pro­
babilidad se puede cuantificar el grado de incertidumbre 
inherente a las conclusiones generales y en consecuencia 
los estudios nuestrales pueden ser utilizados para lograr 
'las mejores aproximaciónes posibles de las característi ­
cas de la poblaci6n• 
. . 
Mediante la inferencia estadística se pretenderá la Estima­
ción de Parfunetros, la Docimasia de Hip6tesis o la toma 
de Decisiones bajo Incertidumbre. 
Parece conveniente terminar citando a Jodar: 
11 • éste es un problema general dn Estac1í stica; . lo s cen­
cepto s o las <'tef in iciones se nan en funci6n 00 unas ¡}ro­
habilidades teóricas o de una funci6n de cHstrümci6n ri ­
gurosamente mat(~mática; pero las comprobacic:1cs o las dc-
cisiones hemos de tomarlas, utilizando valores ohtenidos 
.~ 




y continúa Joclar: "La Estadística Tf>6rica es rigurosa y 
exacta, su aplicaci6n practica es n(>c(>sari~\ente incierta, 
pero ni esta incArtiduntlJre dehe llevar a no con fiilr en su 
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