Abstract-We propose a simple distributed method to find out the "best" end-to-end path between source and destination, among M possible relays. The method requires no explicit communication among the relays, assumes no prior knowledge of network geometry and is based on instantaneous wireless channel measurements and reciprocity. The success (or failure) to select the "best" available path, depends on the statistics of the wireless channel, and a methodology to evaluate performance for any kind of wireless channel statistics, is provided. Benefits of cooperative diversity are increased with increased number of cooperating relays, even though a single relay transmits. The method simplifies required space-time coding and coordination among the cooperating terminals.
I. INTRODUCTION
The inherently broadcast nature of the wireless medium is exploited in cooperative diversity transmission schemes, where the destination combines direct transmission from a source with relayed transmissions from a number of overhearing terminals. The latter are willing to cooperate since they are using their own battery energy to relay information, originated from and destined to different users. Cooperative diversity leads to increased robustness against wireless fading, at the final destination.
Half-duplex schemes with a single relay between source and destination [8] or multiple relays [9] have been proposed, where the source transmits during the first phase of the scheme and the relay(s) transmit simultaneously during the second phase of the scheme, a version of what they received. Increased performance is achieved when the source transmits a different information symbol during the second phase [1] , [10] , or when direct and relayed transmissions occur within the same symbol period, when special signal modulation is used, in combination with oversampling [3] .
When more than one relays are used, special modulation and error correction techniques are needed (also known as spacetime coding). Moreover, coordination among the cooperating terminals is required that would allow them to form cooperation groups and transmit simultaneously during the second phase. Space-time coding and coordination for more than one relay is still an open and fruitful topic of research [9] .
In this work, we take a radically different approach to the problem of efficient cooperative diversity with more than one cooperating relays (M ≥ 2). Instead of trying to find a space-time code for M ≥ 2 that could scale in practice, we devise a simple, distributed scheme to select a single relay out of M candidates that has the best "signal path" from source to relay as well as relay to destination. The scheme requires no prior knowledge on network topology, is based on instantaneous channel measurements and assumes no global knowledge of the wireless channel conditions among all cooperating terminals. Therefore, the method is applicable for distributed implementation, even in environments where one relay might be "hidden" from the others.
The method simplifies space-time coding, since a single "best" relay transmits during the second phase. At the same time, the method explicitly addresses coordination among the cooperating terminals. Our approach could be implemented in any channel access scheme and a demonstration of the proposed scheme has been constructed in our lab, using low-cost, embedded radios [6] . In this work, a simple analysis of the algorithm is provided. Given the dependence of the selection scheme on the wireless channel conditions, performance is evaluated according to the statistics of the wireless channel. The analytical solution applies for any kind of wireless channel distribution and a specific example on Rayleigh fading is given.
II. METHOD OF DISTRIBUTED TIMERS
According to opportunistic relaying, a single relay among a set of M nodes is selected, depending on which relay provides for the "best" end-to-end path between source and destination (figure 1). The wireless channel a si between source and each relay i, as well as the channel a id between relay i and destination, affect performance. Since communication among all relays should be minimized for reduced overall overhead, a method based on time was selected: each relay i "feeds" a timer with a parameter h i based on the channel conditions will expire first. All relays, while waiting for their timer to reduce to zero (i.e. to expire) are in listening mode. As soon as they hear another relay forwarding information (the best relay), they back off.
For the case where all relays can listen source and destination, but they are "hidden" from each other (i.e. they can not listen each other), the best relay could notify the destination with a short duration flag packet and the destination could then notify all relays with a short broadcast message.
All the above assume that all relays start their timers at the same time. Synchronization can be easily achieved by the exchange of Ready-to-Send (RTS) and Clear-to-Send (CTS) packets between source and destination. Relays can start their timers as soon as they receive the CTS packet. In that case, synchronization error on the order of propagation delay differences across all destination-relay pairs should be taken into account. For the cases where source and destination are not in direct range, they need to synchronize their RTS/CTS exchange by other means. For example, Network Time Keeping algorithms in client/server setups, such as those examined in [2] could be employed. Or fully decentralized solutions for network time keeping could be facilitated, such as those demonstrated in [4] .
The RTS/CTS mechanism, existent in most MAC protocols, is also necessary for channel estimation at the relays: the transmission of RTS from the source allows for the estimation of the wireless channel a si between source and relay i, at each relay i. Similarly, the transmission of CTS from the destination, allows for the estimation of the wireless channel a id between relay i and destination, at each relay i, according to the reciprocity theorem.
The channel estimates a si , a id at each relay, describe the quality of the wireless path source-relay-destination, for each relay. Opportunistic relaying is about selecting the "best" path among M possible options. Since the two hops are equally important for end-to-end performance, each relay should quantify its appropriateness as an active relay, using a function that balances the two hops. Two functions are used in this work. Under policy I, the minimum of the two is selected (equation (1)), while under policy II, the harmonic mean of the two is used (equation (2)).
Under policy I:
Under policy II:
The relay that maximizes function h i is the one with the "best" end-to-end path between initial source and final destination (equation (4)). All relays will start their timer with an initial value, inversely proportional to the end-to-end channel quality h i , according to the following equation:
λ is a constant that converts units of channel quality |a| 2 in units of time. It has units "unit of time" x "unit of |a| 2 ". For example, if time is measured in µsecs and |a| 2 in units of power, then λ could have values in µsec µW atts.
Assuming synchronization among the relays (either from the RTS/CTS exchange or through explicit multi-hop schemes as explained above), all relays start their timer simultaneously, with different initial values, depending on their channel realizations. The "best" relay is the one with its timer reduced to zero first (since it started from a smaller initial value, according to equations (3), (5). This is the relay b that will participate in forwarding information. The rest of the relays, will back off.
In the following section, we will quantify the probability any other relay's timer (apart from the "best" relay) to expire within the same interval c, where the best relay timer expires. In that way, we will be able to calculate the probability this scheme to succeed in selecting the "best" relay.
As can be seen from the above equations, the scheme depends on the instantaneous channel realizations or equivalently, to received SNRs (assuming similar transmission power levels and noise floors in all terminals). Therefore, the best relay selection algorithm should be applied as often as the wireless channel changes. That rate of change depends on the coherence time of the channel. In the following section we will calculate the probability of successful relay selection, even at the case where the relays are hidden from each other.
III. ANALYSIS
The probability of having two or more relay timers expire "at the same time" is zero. However, the probability of having two or more relay timers expire within the same time interval c is non zero and can be analytically evaluated, given knowledge of the wireless channel statistics.
The only case where opportunistic relay selections fails, is when the relays cannot listen each other and therefore, one relay can not detect that another relay is more appropriate for information forwarding. Note that we have already assumed that all relays can listen initial source and destination (figure 1), otherwise they do not participate in the scheme. We will assume two extreme cases: a) all relays can listen to each other b) all relays are hidden from each other (but they can still listen source and destination). In the second case, the best relay sends a flag packet to destination (or source) to notify for its candidacy, as the best relay. Then the destination (or source) notifies all relay nodes with a short broadcast message. 
(b) Hidden Relays:
• v j : propagation delay between relay j and destination.
• r max : maximum propagation delay between two relays.
• d s : receive-to-transmit switch time of each radio.
• dur: duration of flag packet, transmitted by "best" relay.
The upper bound in (6) and equations (7), (8) can be easily derived taking into account propagation delays, radio switch time and flag packet duration.
In the following section, we will provide an analytic way to calculate the upper bound of equation (6) . But before doing so, we can easily show that this probability can be made arbitrary small, close to zero.
If
and
are positive numbers). From the last equation, it is obvious that increasing λ at each relay (in equation (3)), we can reduce the probability of collision to zero since the upper bound of (10) goes to zero with increasing λ.
In practice, λ can not be made arbitrarily large, since it also "regulates" the expected time, needed for the network to find out the "best" relay. From equation (3) and Jensen's inequality we can see that
or in other words, the expected time needed for each relay to flag its presence, is lower bounded by λ. Therefore, there is a trade-off between probability of collision and speed of relay selection. We need to make λ as big as possible to reduce collision probability and at the same time, as small as possible, to quickly select the best relay, before the channel changes again (i.e. within the coherence time of the channel).
In the following section we provide a method to quantify performance for any kind of wireless channel statistics and any kind of values for c and λ and show that the scheme can perform reasonably well.
A. Calculating P r(Y
The joint probability density function of the minimum and second minimum among M i.i.d. positive random variables X 1 , X 2 , . . . , X M , each with probability density function f (x) and cumulative distribution function F (x), is given by the following equation:
where 1 , one X j in dy 2 (with y 2 > y 1 and i = j), and all the rest X i s greater than y 2 
for 0 < y 1 < y 2 . The third equality is true since there are M 2 pairs in a set of M i.i.d. random variables. The factor 2 comes from the fact that ordering in each pair matters, hence we have a total number of 2 M 2 cases, with the same probability, assuming identically distributed random variables. That concludes the proof.
Using Theorem 1, we can prove the following lemma:
. . , X M , each with probability density function f (x) and cumulative distribution function F (x), and
where c > 0, is given by the following equations:
Proof: The joint pdf f Y1,Y2 (y 1 , y 2 ) integrates to 1 in the region D ∪ D c , as it can be seen in figure 3. Therefore:
Again from figure 3 , I c can easily be calculated:
The last equation concludes the proof.
IV. RESULTS
Using theorem 1 and lemma 1 of the previous section, we can quantify P r(Y 2 ) < Y 1 +c, for any kind of wireless channel statistics. From the above, we have restricted discussion to identically distributed wireless channel realizations. The results could be extended to the non-identically distributed case, where geometry is taken into account. We chose to restrict the discussion to the identically distributed case for simplicity and leave the non-identical (but still independent) case for future work. In the numerical results below, we have normalized
According to theorem and lemma 1, we need to calculate the probability distribution of X i for i ∈ [1, M] . From equation (3) it is easy to see that the CDF and pdf of X i are related to the respective distributions of h i according to the following equations:
After calculating equations (18), (19), and for a given c calculated from (7) or (8), we can calculate probability of collision using equation (13).
Before proceeding to special cases, we need to observe that for a given distribution of the wireless channel, collision performance depends only on the ratio c/λ, as can be seen from equation (10), discussed earlier.
A. Rayleigh Fading
Assuming |a si |, |a jd | are i.i.d according to Rayleigh distribution, for any i, j ∈ [1, M], then |a| 2 is distributed according to an exponential distribution, with parameter β (e.g. E[|a| 2 ] = 1/β). Using the fact that the minimum of two i.i.d. exponentials is again an exponential with doubled parameter, we can calculate the distributions for h i under policy I (equation 1). For policy II (equation 2), the distributions of the harmonic mean, have been calculated analytically in [7] . Equations (18) and (19) under the above assumptions, become: under policy I:
under policy II:
where
is modified Bessel function of the second kind and order i. In figure 4 , equation (13) is calculated for the tho policies. We can see that the collision probability can be made arbitrarily small, with decreased ratio c/λ. That practically means that the smaller the propagation delays among relays (or equivalently the smaller the tx range of the radios) and the faster the radios used (for smaller duration in time of the flag packet), the better performance. Practically, for c ≈ 1 µsec, corresponding to 802.11b tx range, and average time needed for relay selection, on the order of 100 µsecs (or λ ≈ 100µsecs units of h i ), the collision probability can drop below 1%.
Another interesting observation is that the two policies (harmonic mean vs minimum of the two wireless hops) provide similar results. Analysis for Ricean Fading has been excluded due to space restrictions and could be found in [5] , [6] .
V. CONCLUSION
We proposed a simple method to select the appropriate end-to-end path between a source and a destination, among a set of M cooperating terminals. The method is distributed and requires no global knowledge of the wireless channel conditions across all possible paths, since each relay needs to know only its own wireless channel toward the source and the destination. Distributed selection is achieved through an access scheme based on distributed timers and channel estimation using reciprocity.
This work provided a method to calculate the performance of the relay selection algorithm, for any king of wireless fading model. An example for the case of Rayleigh fading was provided, showing reasonable performance.
The proposed method addresses coordination among the cooperating terminals and simplifies space-time coding since the "best" relay is selected to retransmit, instead of allowing all relays to simultaneously relay. It can be shown that the diversity of the scheme in on the order of M , even though one relay transmits [5] , [6] . Benefits of cooperative diversity (figure 5) could be realized in practice using simple radio software and hardware [6] .
