Load balancing is a well-studied problem, with balls-in-bins being the primary framework. The greedy algorithm Greedy[d] of Azar et al. places each ball by probing d > 1 random bins and placing the ball in the least loaded of them. It ensures a maximum load that is exponentially better than the strategy of placing each ball uniformly at random. Vöcking showed that a slightly asymmetric variant, Left [d], provides a further significant improvement. However, this improvement comes at an additional computational cost of imposing structure on the bins.
Introduction
Load balancing is the study of distributing loads across multiple entities such that the load is minimized across all the entities. This problem arises naturally in many settings, including the distribution of requests across multiple servers, in peer-to-peer networks when requests need to be spread out amongst the participating nodes, and in hashing. Much research has focused on practical implementations of solutions to these problems [10, 5, 11] .
Our work builds on several classic algorithms in the theoretical balls-in-bins model in which m balls are to be placed sequentially into n bins and each ball probes the load in random bins in order to make its choice. Here we give a new algorithm, FirstDiff, which performs as well as the best known algorithm while being significantly easier to implement.
The allocation time for a ball is the number of probes made to different bins before we place the ball into a bin. The challenge is to balance the allocation time versus the maximum bin load. For example, using one probe per ball, i.e. placing each ball uniformly at random, the maximum load of any bin when m = n will be log n log log n (1 + o(1)) (with high probability 1 ) and total allocation time of O(n) [9] . On the other hand, using d probes per ball and placing the ball in the lightest bin, i.e. Greedy [d] , first studied by Azar et. al [1] , decreases the maximum load to log log n log d + O(1) with allocation time of O(nd). In other words, using d ≥ 2 choices improves the maximum load exponentially, at a linear allocation cost.
Quite surprisingly, Vöcking [13] introduced a slightly asymmetric algorithm, Left [d] , which guaranteed (w.h.p.) a maximum load of log log n d log φ d +O(1) (where φ d is a constant between 1 and 2) using the same allocation time when m = n. This was extended to the heavily-loaded case by Berenbrink et al. [2] . However, Left [d] in [13] and [2] relies on additional processing. Bins are initially sorted into groups and treated differently according to group membership. Thus practical implementation, especially in distributed settings, requires significant computational effort beyond the probes. + c log log log n ≤ c(log log n) −4 .
Our technique for proving that the average number of probes is bounded is novel to the best of our knowledge. As the number of probes required by each ball is dependent on the configuration of the balls-inbins at the time the ball is placed, the naive approach to computing its expected value quickly becomes too conditional. Instead, we show that this conditioning can be eliminated by careful application of the law of total probability, leading to a proof that is then quite simple. The heavily-loaded case is significantly more complex than the m = n case; however the basic ideas remain the same.
The upper bound on the maximum load is proved using the layered induction technique. However, because FirstDiff[d] is a dynamic algorithm, the standard recursion used in layered induction must be altered. We use coupling and some more complex analysis to adjust the standard layered induction to this context. Subsequently, we provide a tight lower bound on the maximum load for a broad class of algorithms which use variable probing. 2. For each ball, each probe is made uniformly at random to one of the n bins.
For each ball, each probe is independent of every other probe.
The maximum load of any bin after placing all m balls using Alg[k] is at least m n + ln ln n ln k − Θ(1) with high probability.
We use the above theorem to provide a lower bound on the maximum load of FirstDiff [d] , which is tight upto O(log log log n) terms. Related Work. Several other algorithms in which the number of probes performed by each ball is adaptive in nature have emerged in the past. Czumaj and Stemann [4] present several "threshold" algorithms. In one family of algorithms, each load value has an associated threshold and a ball is placed when the number of probes that were made to find a bin of a particular load exceeded the associated threshold. In another family of algorithms, each ball probes bins until it finds one whose load is within some predetermined threshold. Although the authors provide a number of bounds on maximum load and the allocation time, many of their algorithms don't extend naturally to cases where the number of balls is more than the number of bins. Furthermore, computing their threshold values often depends on the knowledge (typically unavailable in practical applications) of the total number of balls and bins.
More recently, Berenbrink et al. [3] give two adaptive threshold based algorithms, where the threshold depends either on the total number of bins or the total number of balls placed thus far. This depends on a different sort of global knowledge that again can be impractical. Our algorithm is unique in that it requires no memory at all; it is able to make decisions based on the probed bins' load values alone.
Definitions. In the course of this paper we will use several terms from probability theory, which we define below for convenience.
Consider two Markov chains A t and B t over time t ≥ 0 with state spaces S 1 and S 2 respectively. A coupling (cf. [6] ) of A t and B t is a Markov chain (A t , B t ) over time t ≥ 0 with state space S 1 × S 2 such that A t and B t maintain their original transition probabilities.
Consider two vectors u, v ∈ Z n . Let u ′ and v ′ be permutations of u and v respectively such that u
and v
For a given allocation algorithm C which places balls into n bins, we define the load vector u t ∈ (Z * ) n of that process after t balls have been placed as follows: the i th index of u t denotes the load of the i th bin (we can assume a total order on the bins according to their IDs). Note that u t , t ≥ 0, is a Markov chain. Consider two allocation algorithms C and D that allocate m balls. Let the load vectors for C and D after t balls have been placed using the respective algorithms be u t and v t respectively. We say that C majorizes D (or D is majorized by C) if there is a coupling between C and D such that u t majorizes v t for all 0 ≤ t ≤ m.
Berenbrink et al. [2] provide an illustration of the above ideas being applied in the load balancing context.
Organization of Paper. The structure of this paper is as follows. In Section 2, we define the model formally and present the FirstDiff[d] algorithm. We then analyse the algorithm when m = n in Section 3 and give a proof that the expected total number of probes used by FirstDiff[d] to place n balls is nd, while the maximum bin load is still upper bounded by log log n Θ(d) + O(1) with high probability. We provide the analysis of the algorithm when m > n in Section 4, namely that the expected number of probes is on average d per ball and the maximum bin load is upper bounded by m n + log log n Θ(d) + O(log log log n) with probability close to 1. We provide a matching lower bound for maximum bin load tight up to the O(log log log n) term for algorithms with variable number of probes and FirstDiff [d] in particular in Section 5. In Section 6, we show experimentally that our FirstDiff[d] algorithm indeed results in a maximum load that is comparable to Left[d] when m = n. Finally, we provide some concluding remarks and scope for future work in Section 7.
The FirstDiff[d] Algorithm
The idea behind this algorithm is to use probes more efficiently. In the standard d-choice model, effort is wasted in some phases. For example, early on in the distribution, most bins have size 0 and there is no need to search before placing a ball. On the other hand, more effort in other phases would lead to significant improvement. For example, if .9n balls have been distributed, most bins already have size at least 1 and thus it is harder to avoid creating a bin of size 2. FirstDiff[d] takes this variation into account by probing until it finds a difference, then makes its decision.
This algorithm uses probes more efficiently than other, fixed-choice algorithms, while still having a balanced outcome. Each ball probes at most 2 Θ(d) bins (where d ≥ 2 and by extension 2 Θ(d) ≥ 2) uniformly at random until it has found two bins with different loads (or a bin with zero load) and places the ball in the least loaded of the probed bins (or the zero loaded bin). If all 2 Θ(d) probed bins are equally loaded, the ball is placed (without loss of generality) in the last probed bin. The pseudocode for FirstDiff[d] is below.
The following algorithm is executed for each ball.)
Probe a new bin chosen uniformly at random 3: if The probed bin has zero load then
4:
Place the ball in the probed bin and exit
5:
if The probed bin has load that is different from those probed before then
6:
Place the ball in the least loaded bin (breaking ties arbitrarily) and exit 7: Place the ball in the last probed bin
As we can see, the the manner in which a ball can be placed using FirstDiff[d] can be classified as follows:
1. All probes were made to bins of the same load.
2. One or more probes were made to bins of larger load followed by a probe to a bin of lesser load.
3. One or more probes were made to bins of lesser load followed by a probe to a bin of larger load. 
with high probability when n ≥ max(2, n 0 ), where n 0 is the smallest value of n such that for all n > n 0 , 36 log n 72e log n 5n
Proof. First, we show that the average number of probes per ball is d. Subsequently, we show that the maximum load at the end of placing all n balls is as desired.
Proof of Number of Probes
Lemma 1. The expected number of probes required to place m = n balls into n bins using
Proof. Let k be the maximum number of probes allowed to be used by
. Let the balls be indexed from 1 to n in the order in which they are placed. Our proof proceeds in two phases. For a value of T that will be fixed subsequently, the first T + 1 balls are analysed in the first phase and remaining balls are analysed in the second. Consider the ball indexed by t, 1 ≤ t ≤ n.
Phase One: t ≤ T + 1. Notice that the expected number of probes necessary to place one ball for an arbitrary configuration of t balls is upper bounded by the expected number of probes necessary for t bins of load 1 and n − t bins of load 0. You can see this by a simple sequence of couplings.
First, choose some arbitrary configuration with nα i bins of size i for i = 0, 1, 2, . . .. That configuration will be probed until bins of two different sizes are discovered, i.e. until the set probed intersects two distinct α i and α j . Couple this with the configuration that has n i=1 nα i bins of size 1 and the rest of size 0. This configuration requires more probes than the original configuration; it continues until the set probed intersects α 0 and α =0 . Second, note that the configuration with t bins of size 1 and n − t bins of size 0 requires even more probes than this one (on expectation).
So it is enough to find the expected number of probes for t bins of load 1 and n − t bins of load 0. The expected number of probes used is upper bounded by the expected number of probes until a size-0 bin appears. This is of course n/(n − t). The overall expected number of probes for the first T + 1 steps is thus upper bounded by
Phase Two: t > T + 1. Rather than analysing in detail, we use the fact that the number of probes at each stage is at most k. So the number of probes overall in this phase is at most k(n − T − 1). Now we will find T such that the number of probes in each phase is bounded by n log k, to show that the overall number of probes is O(n log k). In Phase One the number of probes is n log n n − T ≤ n log k.
Solve to get T = n(1 − 1/k). In Phase Two, the total number of probes is
So the sum is indeed (1 + o(1))n log k. When k = 2 Θ(d) for an appropriately chosen constant, the expected number of probes to place all n balls is nd probes, as desired.
Proof of Maximum Load
Lemma 2. The maximum load in any bin after using FirstDiff[d] to allocate n balls into n bins is at most log log n Θ(d) + O(1) with high probability when n ≥ max(2, n 0 ), where n 0 is the smallest value of n such that for all n > n 0 , 36 log n 72e log n 5n
Proof. While the proof follows along the lines of the standard layered induction argument [6, 12] , we have to make a few non-trivial adaptations to fit our context where the number of probes is not fixed. Let k be the maximum number of probes allowed to be used by
. Define v i as the fraction of bins of load at least i after n balls are placed. Define u i as the number of balls of height at least i after n balls are placed. It is clear that v i * n ≤ u i .
We wish to show that the Pr(Max. load ≥ log log n log k + γ) ≤ 1 n c for some constants γ ≥ 1 and c ≥ 1. Set i * = log log n log k + 11 and γ = 15. Equivalently, we wish to show that Pr(v i * +4 > 0) ≤ 1 n c for some constant c ≥ 1.
In order to aid us in this proof, let us define a non-increasing series of numbers β 11 , β 12 , . . . , β i * as upper bounds on v 11 , v 12 , . . . v i * . Let us set β 11 = 1 11 .
Now,
Here, Pr(v 11 > β 11 ) = 0. We now find upper bounds for the remaining two terms in the above equation. We now derive a recursive relationship between the β i 's for i ≥ 11. β i+1 acts as an upper bound for the fraction of bins of height at least i + 1 after n balls are placed. In order for a ball placed to land up at height at least i + 1, one of 3 conditions must occur:
• All k probes are made to bins of height at least i.
• Several probes are made to bins of height at least i and one is made to a bin of height at least i + 1.
• One probe is made to a bin of height at least i and several probes are made to bins of height at least i + 1.
Thus the probability that a ball is placed at height at least i + 1, conditioning on v j ≤ β j for j ≤ i + 1 at that time, is
Let v i+1 (t) be the fraction of bins with load at least i + 1 after the 1 ≤ t ≤ n ball is placed in a bin.
or n if there is no such t. The probability that t * < n is bounded by the probability that a binomial random variable
. Then using a Chernoff bound, we can say that with high probability,
* , the value of β i dips below 18 log n n . This can be seen by solving the recurrence with log β 11 = − log 11 and log β i+1 = log(
≤ (log n) log 10 3 − log 11
18 log n n when n ≥ 2. In order to keep the value of β i at least at 18 log n n , we set
With the values of β i defined, we proceed to bound Pr(
We upper bound the above inequality using the following idea. Let Y r be an indicator variable set to 1 when the following 2 conditions are met: (i) the r th ball placed is of height at least i and (ii) v i−1 ≤ β i−1 . Y r is set to 0 otherwise. Now for all 1 ≤ r ≤ n, the probability that Y r = 1 is upper bounded by β 
3 , where X is the sum of independent Poisson trials and µ is the expectation of X. If we set δ = 1, then we have
Thus we have
Finally, we need to upper bound Pr(v i * +4 > 0|v i * ≤ β i * ). Consider a particular bin of load at least i * . Now the probability that a ball will fall into that bin is
Now, we upper bound the probability that 4 balls fall into a given bin of load at least i * and then use a union bound over all the bins of load at least i * to show that the probability that the fraction of bins of load at least β i * +4 exceeds 0 is negligible.
First, the probability that 4 balls fall into a given bin of load at least β i * is
Taking the union bound across all possible β i * n bins, we have the following inequality
Putting together equations 1, 3, and 4, we get
From Lemma 1 and Lemma 2, we immediately arrive at Theorem 1. + c log log log n ≤ c(log log n) −4 .
Proof. First we show that the average number of probes per ball is d. We then show the maximum load bound holds.
Proof of Number of Probes
The main difficulty with analysing the expected number of probes comes from the fact that the number of probes needed for each ball depends on where each of the previous balls were placed. Intuitively, if all the previous balls were placed such that each bin has the same number of balls, the number of probes will be 2 Θ(d) . On the other hand, if a significant number of bins are at different load levels, then, the ball will be placed with very few probes. One might hope to prove that the system always displays a variety of loads, but unfortunately, the system (as we verified experimentally) oscillates between being very evenly loaded and otherwise. Therefore, we have to take a slightly more nuanced approach that takes into account that the number of probes cycles between high (i.e. as high as 2 Θ(d) ) when the loads are even and as low as 2 when there is more variety in the load. Proof. Let the maximum number of probes allowed per ball using
Throughout this proof, we will assume that the maximum load of any bin is at most m/n + O(log n), which holds with high probability owing to Lemma 10. The low probability event that the maximum load exceeds m/n + O(log n) will contribute very little to the overall expectation because the probability that any ball exceeds a height of m/n + O(log n) will be an arbitrarily small inverse polynomial in n. Therefore, such a ball will contribute o(1) to the overall expected number of probes even when we liberally account k probes for each such ball (as long as k ≪ n).
Consider the balls ordered according to the sequence in which they are placed. Let us define a placement of balls as an assignment of a unique ID (ℓ, x) to each ball with both ℓ > 0 and 0 ≤ x ≤ n − 1 being integers such that 1. for any ℓ and any 0 ≤ x < x ′ ≤ n − 1, ball (ℓ, x) must precede ball (ℓ, x ′ ), and 2. for all 1 ≤ ℓ < ℓ ′ and an x such that ball (ℓ ′ , x) exists, ball (ℓ, x) must exist and precede ball (ℓ ′ , x).
Let C ℓ,x be the event that all balls (ℓ ′′ , x ′′ ) preceding the ball with ID (ℓ, x) (including (ℓ, x)) extended the number of balls at level ℓ ′′ from x ′′ to x ′′ + 1. Similarly, we defineĈ ℓ,x to be the event that all balls (ℓ ′′ , x ′′ ) strictly preceding the ball with ID (ℓ, x) (i.e., excluding (ℓ, x)) extended the number of balls at level ℓ ′′ from x ′′ to x ′′ + 1. We will be concerned with the set of all placements P such that the maximum value of ℓ is at most m/n + O(log n).
Consider an arbitrary placement P ∈ P. In a slight abuse of notation, we denote C(P ) to be the event that all balls (ℓ, x) in P extended level ℓ from x balls to x + 1 balls. Notice that it suffices to prove our bound on the expected number of probes for this arbitrary placement P conditioned on C(P ). Notice that any placing of balls using FirstDiff[d] that respects the height limit of m/n + O(log n) falls into an appropriately chosen event P |C(P ). Therefore, we can apply the law of total expectation over all possible P ∈ P (conditioned on C(P )) and conclude that the bound holds over all P ∈ P. To see this, suppose we upper bound E[number of probes |(P |C(P ))] by some U . Then, notice that by the law of total expectation
Thus, for the rest of the proof, we will assume a particular (but arbitrarily chosen) placement P .
Let us consider a level to be complete if n balls are present on that level, i.e. there is one ball at that height in every bin. We call a level incomplete if fewer than n balls are present on that level. Let the number of incomplete levels below the L th level be D. We begin with a focus on complete levels. We pick an arbitrary complete level ℓ and upper bound the number of probes taken by all balls with IDs (ℓ, x), 0 ≤ x ≤ n − 1.
We then upper bound the value of D. Once we have this upper bound on the number of probes for all balls from a given level and the value of D, we can upper bound the total number of probes to place balls in each complete level. We then bound the total number of probes in the incomplete levels and derive the required average value.
Let X ℓ,x be a random variable denoting the number of probes required to place a ball with ID (ℓ, x) given C ℓ,x . Here 1 ≤ ℓ ≤ L − D and 0 ≤ x ≤ n − 1. Note that X ℓ,x is not conditioned on ball (ℓ, x) extending level ℓ from x to x + 1 (unless the condition C ℓ,x is applied explicitly).
Before we prove Lemma 4, we take a short detour and prove the main idea on which the proof of Lemma 4 hinges by way of a simpler experiment (that is unrelated to our context other than to elicit the intuition behind our Proof of Lemma 4). Consider a bag of B balls out of which r balls are red and b balls are blue. The remaining c = B − r − b balls are colourless. The experiment is to pick balls sequentially with replacement until the first coloured ball is picked. Let X denote the number of times we pick balls and let R be the condition that we picked a red ball to terminate the experiment.
Proof. Consider the event X = t for some t > 0.
Thus, events X = t and R are independent.
Therefore,
The key takeaway here is that the number of times we need to pick a ball to get a coloured ball does not depend on whether the coloured ball picked is red or blue. This translates to the idea that the number of probes required to place a ball with ID (ℓ, x) givenĈ ℓ,x is independent of where that ball is actually placed. With the intuition gained from Lemma 5, we now proceed with the proof of Lemma 4.
Proof of Lemma 4.
Consider an arbitrary level ℓ, 1 ≤ ℓ ≤ L − D and x, 0 ≤ x ≤ n − 1. We show that the events X ℓ,x = b, for some arbitrary non-negative integer b, and C ℓ,x are independent events. We do this by introducing two more random variables that we condition on, namely T which represents which technique of ball placement was used, and LB which represents the load of the first bin probed. Technique of ball placement refers to the following:
3. One or more probes were made to bins of lesser load followed by a probe to a bin of larger load.
Let T = 1, T = 2, and T = 3 represent the events that the corresponding techniques were used. At the time the (ℓ, x) th ball is going to be placed, the configuration of balls and bins will be such that there may be bins with varying loads. Consider the bins sorted in non-increasing order from left to right. Define a plateau to be a maximal set of bins that have the same number of balls. Now, there will be several plateaus of bins having the same load grouped together. Let the plateaus be numbered 1, 2, . . . , F from maximum load to minimum load. Let α 1 , α 2 , . . . , α F denote the number of bins belonging to the corresponding plateau. Now let LB = 1, LB = 2, . . . , LB = F be the events that the first probe for the ball is made to some bin in the corresponding plateau. Now we show
Let the bins of level ℓ − 1 belong to the r th plateau. We consider each of the events related to T separately.
Case v 1 = 1: Since all probes are made to the same level, the only reasonable value for b is k. When v 2 is chosen such that 1 ≤ v 2 ≤ r − 1 or r + 1 ≤ v 2 ≤ F ,
Therefore, Equation 5 is satisfied.
When v 2 = r,
Case 2: v 1 = 2. Whenever b < 2 or b > k, when conditioning on T = 2, both sides of the equation are 0. Therefore, the following probabilities are arrived at considering 2 ≤ b ≤ k. When v 1 = 2, the ball will be placed in the last probed bin. Therefore, in order for x to increase by 1, the last bin probed must be of level ℓ − 1, i.e. it must belong to the r th plateau.
Case 3: v 1 = 3. Whenever b < 2 or b > k, when conditioning on T = 3, both sides of the equation are 0. Therefore, the following probabilities are arrived at considering 2 ≤ b ≤ k. When v 1 = 3, the ball will be placed in one of the initially probed bins of lower load. Therefore, in order for x to increase by 1, the first b − 1 bins probed must be of level ℓ − 1, i.e. they must belong to the r th plateau.
Therefore, for all values
That is to say that for all values of 1 ≤ v 1 ≤ 3 and 1 ≤ v 2 ≤ F , X ℓ,x = b and C ℓ,x are independent events. Because the two events are independent, we have
We now upper bound the expected number of probes required by a ball in an arbitrary configuration to be placed. For a given level ℓ and number of balls at that level x, we define the canonical configuration for (ℓ, x) to be the configuration such that 1. There are no balls at levels greater than ℓ.
2. There are x balls at level ℓ.
3. All levels less than ℓ are complete.
Define random variable, Y ℓ,x = the number of probes required to place a ball in the canonical configuration for (ℓ, x).
Lemma 6. For any ball
Proof. Sort the bins in non-increasing order from left to right. In an arbitrary configuration, there may exist bins at several heights h 1 , h 2 , . . . , h F . Let there be α 1 , α 2 , . . . , α F such bins. Now, all that is required to place the ball is if your first probe is to some bin of height h j , then you must make another probe to one of the n − α j bins. Contrast this with the canonical configuration, where several bins of heights h 1 , h 2 , . . . h k have been flattened to height h k and the remaining bins have been flattened (filled with balls if required) to height h k − 1. After the initial probe, the probability of probing another bin of a different height is reduced in this case. Hence the expected number of probes required to place a ball in the canonical configuration is more than in an arbitrary configuration.
We now provide a bound on the expected number of probes to place n balls of the same level in the canonical case.
Lemma 7.
Proof. For a given canonical configuration (ℓ, x), the expected number of probes is upper bounded as follows 
Now that we have the expected number of probes required to place every ball in a given complete level, we need to calculate how many such complete levels are present. Towards this, we bound the value of D, i.e. the number of incomplete levels below the L th level.
Lemma 8. D = O(log n) with high probability.
Proof. Assume for the sake of contradiction that D = ω(log n) with high probability. Now, we derive the following claim from our assumption.
Claim. Assuming D = ω(log n), the total number of balls in incomplete levels is in ω(n log n).
Proof. This can be seen by the fact that below level L − D, (L − D − 1)n balls have been placed. That leaves Ln − (L − D − 1)n = (D + 1)n = ω(n log n) balls left to be placed in higher levels.
Once all Ln balls have been placed, sort the bins in non-increasing order of load from left to right. Consider the rightmost bin. Since the level of this bin is still at (L − D), not one of the ω(n log n) balls should have been placed in it. In order for this to happen, none of the probes made for at least ω(n log n) − (n − 1) balls could have been made to this bin. This is because once at most (n − 1) balls were added to level L − D + 1, even if a single probe was made to the given bin, it would result in a ball being placed in that bin. The probability that no probe is made to this bin is at most ( 
. This implies that with high probability, some probes from the ω(n log n) − n balls may have been made to this bin, resulting in this bin being filled and our assumption being contradicted. Hence the lemma is proved.
We know that L = m n . Now, consider all complete levels 1 ≤ ℓ ≤ L − O(log n). We know that for each level, the expected total number of probes required by each ball at that level is in O(n log k) by Lemma 4, Lemma 6 and Lemma 7. Therefore the expected number of probes required to place every ball in the complete levels is in O((L − O(log n))n log k).
Now consider the levels ℓ that are incomplete, with values of ℓ ranging from L − O(log n) ≤ ℓ ≤ L + log log n log k +O(1). The number of probes each ball in these levels takes is (for many balls loosely) upper bounded by k and we liberally account for the number of probes per ball as k.
Then the number of probes taken by all balls in incomplete levels = O(k · n log n) = c 1 k · n log n. + c log log log n ≤ c(log log n) −4 .
Proof of Maximum Load
Proof. This proof follows along the lines of that of Theorem 2 from [12] . In order to prove Lemma 9, we make use of a theorem from [8] which gives us an initial, loose, bound on the gap G t between the maximum load and average load for an arbitrary m. We then use a lemma to tighten this gap. We use one final lemma to show that if this bound on the gap holds after all m balls are placed, then it will hold at any time prior to that.
First, we establish some notation. Let k be the maximum number of probes permitted to be made per ball by FirstDiff[d] , i.e. k = 2 Θ(d) . After placing nt balls, let us define the load vector X t as representing the difference between the load of each bin and the average load (as in [2, 8] ). Without loss of generality we order the individual values of the vector in non-increasing order of load difference, i.e. X 
Initial Bound on Gap
We now give an upper bound for the gap between the maximum loaded bin and the average load after placing some arbitrary number of balls nt. In other words, we show Pr(G t ≥ x) is negligible for some x. This x will be our initial bound on the gap G t . 
Lemma 10. For arbitrary constant c, after placing an arbitrary nt balls into bins under

Proof. Let the load vectors for
place a ball in a bin with load less than or equal to that of the bin chosen by Greedy [2] . This ensures that if majorization was preserved prior to the placement of the ball, then the new load vectors will continue to preserve majorization; again, see [2] for a detailed example. Initially, u 0 is majorized by v 0 since both vectors are the same. Using induction, it can be seen that if u t is majorized by v t at the time the t th ball was placed, it would continue to be majorized at time t + 1, 0
The other fact is the following theorem about Greedy[d] taken from [8] (used similarly in [12] as Theorem 3). We are now ready to prove Lemma 10.
Proof of Lemma 10. Combining Lemma 11 with Theorem 3 tells us that, if X t is the load vector generated by
n c (by Markov's inequality) ≤ bn n c (by Theorem 3 and Lemma 11) and the theorem is proved.
Reducing the Gap Lemma 10 gives an initial bound on G t of order log n. The next step is to reduce it to our desired gap value. For this reduction, we use a modified version of Lemma 2 from [12] , with a similar but more involved proof. We now give the modified lemma and prove it. Proof. This proof consists of many steps. We first observe that Lemma 12 follows directly from Lemma 10 for sufficiently small n. We then use layered induction to bound the proportion of bins of each size for larger n. This in turn allows us to compute our desired bound on the probability of a large gap occurring.
Lemma 12. For every k, there exists a universal constant γ such that the following holds: for any
Proof of Lemma 12 for smaller values of n Define n 1 to be the minimum value of n such that L ≥ 2 (recall L = Ω(log log n)). Define n 2 to be the minimum value of n such that (18 log n) * Define n 3 to be the minimum value of n such that n ≥ 54 log n. Define absolute constant n 0 = max(n 1 , n 2 , n 3 ). Notice that, when n ≤ n 0 , Lemma 10 implies that Lemma 12 holds with γ = O(log n 0 ). If n ≤ n 0 , then
Consider the right hand side of Lemma 12.
so it will be sufficient to prove the inequality
Since there are no conditions on t in Lemma 10, we may rewrite it as
Let c = 2 and compute the constant λ accordingly. Set γ = λ log n 0 ≥ λ log n. Then
and we are done.
Rewriting initial probability inequality
We now prove Lemma 12 assuming n > n 0 . Start by rewriting the probability in terms of Pr(G t ≥ L).
To prove the theorem, then, it is enough to to show that Pr(G t+L ≥ log log n
Bins' loads
Define v i to be the fraction of bins of load at least t + L + i after (t + L)n balls are placed. Let us set i * = log log n log k + ℓ and set γ = 4. Using this new notation, we want to show that Pr(G t+L ≥ i * + 4|G t < L) is negligible. This can be thought of as showing that the probability of the fraction of bins of load at least t + L + i * + 4 exceeding 0 after (t + L)n balls are placed, conditioned on the event that G t < L, is negligible. Suppose we have a non-increasing series of numbers β 0 , β 1 , . . . , β i , . . . that are upper bounds for v 0 , v 1 , . . . , v i , . . .. Then we know that
Conditioning both sides on G t < L, we have
It remains to find appropriate β i values. We use a layered induction approach to show that v i 's don't exceed the corresponding β i 's with high probability. This then allows us to upper bound each of the 3 components of equation 6.
Base case of layered induction
In order to use layered induction, we need a base case. Let us set β ℓ = 1 8L 3 , for the ℓ in the statement of the theorem. Now,
e aℓ (applying Markov's inequality and using Theorem 3)
Therefore we have the third term of Equation 6 bounded:
Recurrence relation for layered induction We now define the remaining β i values recursively. Note that for all i ≥ ℓ, β i ≤ β ℓ . Let u i be defined as the number of balls of height at least t + L + i after (L + t)n balls are placed.
Initially there were nt balls in the system. Then we threw another nL balls into the system. Remember that t + L is the average load of a bin after nL balls are further placed. Because we condition on G t < L, we have it that any ball of height i, i ≥ 1, must have been one of the nL balls placed.
Therefore the number of bins of load t + L + i + 1 after (t + L)n balls are placed is upper bounded by the number of balls of height at least t + L + i + 1. So v i+1 n ≤ u i+1 . In order to upper bound v i+1 , we can upper bound u i+1 .
Recall the algorithm places a ball in a bin of load t + L + i if it probes k times and sees a bin of load t + L + i each time; or if it probes j < k times and sees a bin of load t + L + i each time, then probes a bin of load ≥ t + L + i + 1; or if it probes j < k times and sees a bin of load at least t + L + i + 1 each time (where the load of the bin probed each time is the same), then probes a bin of load t + L + i. Thus the probability that a ball will end up at height at least t + L + i + 1 is
Let v i+1 (f ) be the fraction of bins with load at least t + i + 1 after the tn + f th , 1 ≤ f ≤ nL, ball is placed in a bin.
Let
or nL if there is no such f . By our preceding argument, the probability that f * < nL is bounded by the probability that a binomial random variable B(nL, ≤ β
Then using a Chernoff bound, we can say that with high probability, f * = nL or v i+1 ≤ β i+1 , so long as We now show that according to the previous recurrence relation, β i * dips below 18 log n n . We later propose a modified recurrence relation which sets the value of β i to the maximum of the value of obtained from the recurrence and 18 log n n . This ensures that β i * = 18 log n n . This upper bound will be used later in the argument. We have, from the value of β ℓ and the above discussion, log β ℓ = −3 log(2L) and log β i+1 = k log β i + log(2L) + log(
8L 3 −4L−1 ) Solving the recursion for log β ℓ+log log n , we get log β ℓ+log log n = k log log n − 1
≤ 2 log log n ((−1.5) log(2L))
18 log n n , as desired. Now, we need to bound Pr(
log n n
). Using the values of β i generated above, we prove that for all i such that ℓ
For a given i,
We now upper bound the above inequality using the following idea. Let Y r be an indicator variable set to 1 when all three of the following conditions are met: (i) the nt + r th ball placed is of height at least t + L + i,
Y r is set to 0 otherwise. Now for all 1 ≤ r ≤ nL, the probability that Y r = 1 is upper bounded by β
. Since we condition on G t < L, the number of balls of height at least t + L or more come only from the nL balls placed. Therefore, the probability that the number of balls of height at least n + L + i exceeds β i is upper bounded by Pr(B(nL, βi 2L ) > β i ), where B(., .) is a Bernoulli trial with given parameters.
According to Chernoff's bound, for 0
Thus we bound the middle term in Equation 6
Top layers of layered induction Finally, we need to upper bound the first term in Equation 6 ,
. Consider a bin of load at least i * . We will upper bound the probability that a ball falls into this specific bin. Regardless of how the probes are made for that ball, one of them must be made to that specific bin. Thus we have a formula similar to our original recursion, but with a factor of 1/n.
Hence Lemma 12 is proved.
By Lemma 10, we know that at some arbitrary time t, the gap will be O(log n) with high probability. Now applying Lemma 12 once with L = O(log n) and ℓ = O(log log n) with appropriately chosen constants, we get Pr(G t+L ≥ log log n log k + O(log log n) + γ) ≤ O((log log n) −4 ). Applying the lemma again with L = O(log log n) and ℓ = O(log log log n) with appropriately chosen constants, we get Pr(G t > log log n log k + c log log log n) ≤ c (log log n) 4 when time t = ω(log n). We now show that as more balls are placed, the probability that the gap exceeds a particular value increases. This is true by Lemma 4 from [12] :
Although the setting is different in [12] , their proof of Lemma 13 applies here as well. Thus knowing the gap is large when time t = ω(log n) with probability O((log log n) −4 ), implies that for all values of t ′ < t, the gap exceeds the desired value with at most the same probability. Substituting k = 2
log log n log k + c log log log n) ≤ c (log log n) 4 and modifying the inequality to talk about max. load after m balls have been thrown results in the lemma statement. Thus concludes the proof of Lemma 9.
Putting together Lemma 3 and Lemma 9, we get Theorem 2.
Lower Bound on Maximum Bin Load
We now provide a lower bound to the maximum load of any bin after using FirstDiff[d] as well as other types of algorithms which use a variable number of probes for Class 1 type algorithms as defined by Vöcking [13] . Class 1 algorithms are those where for each ball, the locations are chosen uniformly and independently at random from the bins available. We first give a general theorem for this type of algorithm and then apply it to FirstDiff[d]. It is known that the max. load of any bin after the placement of m balls into n bins (m ≥ n) using Greedy[k] is at least m n + ln ln n ln k − Θ(1) with high probability [2] . Therefore, the same lower bound also applies to Alg[k]. Now we are ready to prove our lower bound on the max. load of any bin after using FirstDiff[d]. . In other words, we exhibit an algorithm that performs as well as an optimal algorithm, with significantly less computational requirements. We believe that our work has opened up a new family of algorithms that could prove to be quite useful in a variety of contexts spanning both theory and practice. A number of questions arise out of our work. From a theoretical perspective, we are interested in developing a finer-grained analysis of the number of probes; experimental results suggest the number of probes used to place the i th ball depends on the congruence class of i modulo n. From an applied perspective, we are interested in understanding how FirstDiff[d] would play out in real world load balancing scenarios like cloud computing, where the environment (i.e. the servers, their interconnections, etc.) and the workload (jobs, applications, users, etc.) are likely to be a lot more heterogeneous and dynamic.
Experimental Results
