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Résumé
Cette thèse est consacrée à l’étude des décalages, ou systèmes dynamiques sym-
boliques, définis sur certains monoïdes finiment présentés : Zd d’une part et les
arbres d’autre part. Le principal résultat concernant les décalages multidimen-
sionnels établit que tout décalage effectif de dimension d est obtenu par facteur
et sous-action projective d’un décalage de type fini de dimension d + 1. De
ce résultat on peut tirer de nombreuses applications, en particulier le fait que
les décalages S-adiques multidimensionnels donnés par une suite effective de
substitutions sont sofiques. Sur les décalages d’arbres nous montrons un théo-
rème de décomposition, duquel nous déduisons la décidabilité du problème de
conjugaison entre deux décalages d’arbres de type fini. Nous nous intéressons
ensuite à la classe des décalages d’arbres sofiques, qui sont exactement ceux re-
connus par des automates d’arbres. Nous montrons que tout décalage d’arbres
sofique possède un unique automate d’arbres déterministe, réduit, irréductible
et synchronisé qui le reconnaît. Enfin nous montrons que l’appartenance à la
sous-classe des décalages d’arbres AFT est décidable.
Mots-clé
dynamique symbolique, systèmes dynamiques symboliques multidimensionnels,
décalages effectifs, sous-action projective, décalages S-adiques, automates d’arbres,
décalages d’arbres
Abstract
This thesis is devoted to the study of subshifts, or symbolic dynamical systems,
defined on some finitely presented monoids like Zd or the infinite binary tree.
The main result concerning multidimensional subshifts establishes that any ef-
fective subshift of dimension d can be obtained by factor map and projective
subaction of a subshift of finite type of dimension d+ 1. This result has many
applications, and in particular we prove that multidimensional effective S-adic
subshifts are sofic. On tree-shifts we prove a decomposition theorem, which
implies that the conjugacy problem between two tree-shifts of finite type is de-
cidable. We then investigate the class of sofic tree-shifts that are exactly those
recognized by tree automata. We prove that any sofic tree-shift has a unique
deterministic, reduced, irreducible and synchronized tree automaton that reco-
gnized it. Finally we prove that it is decidable wether a sofic tree-shift belong
to the sub-class of AFT tree-shifts.
Keywords
symbolic dynamics, multidimensional symbolic dynamical systems, effective
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Introduction
Cette thèse est dévolue à l’étude des décalages, qui sont des objets mathé-
matiques utilisés pour modéliser les systèmes dynamiques à temps discret. Un
système dynamique discret (X,F ) consiste en un ensemble de configurations X
compact (appelé l’espace des phases) dont l’évolution au cours du temps est don-
née par une fonction F : X → X continue et compacte. Chaque configuration
initiale x0 ∈ X décrit une trajectoire (xn)n∈N dans l’espace, où xn = Fn(x0)
pour tout n ∈ N. Pour étudier ces trajectoires, il est pertinent pour simpli-
fier le problème de discrétiser les états du système dynamique en se donnant
une partition X =
⋃d
i=1Ai de l’espace des phases. En notant A l’alphabet fini
{a1, . . . , an}, on s’intéresse alors à l’ensemble
T = {(xn) ∈ AN | ∃x ∈ X,∀n ∈ N, Fn(x) ∈ Ai ⇔ xn = ai},
qui est l’adhérence de l’ensemble des suites d’éléments de la partition choisie













x : . . .
y : . . .
De manière plus générale, siM est un monoïde et F uneM-action sur l’espace
des phases X, on peut modéliser le système (X,F ) en se donnant une partition
de X, et de manière analogue on définit l’ensemble
T = {(xm) ∈ AM | ∃x ∈ X,∀m ∈M, Fm(x) ∈ Ai ⇔ xm = ai},
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que l’on appelle décalage associé au système dynamique (X,F ) et à la partition
(Ai)i=1...d.
• • • • •
• • • • •
• • • • •
• • • • •
A = { , }
. . . . . .
...
...
Étant donné un alphabet fini A et un monoïde M, un décalage est donc
un ensemble de configurations T ⊆ AM qui respecte les conditions suivantes :
l’ensemble T est un ensemble fermé, et l’ensemble T est stable par translation,
qui est l’action naturelle σM de M sur AM : σiM(T) ⊆ T pour tout élément i
du monoïde M. Le comportement du système dynamique apparaît ainsi dans
le décalage associé avec une certaine imprécision, due à la pertinence de la
partition choisie. Un décalage est donc une approximation discrète d’un système
dynamique, et cette définition des décalages suffit à justifier leur étude.
On peut aussi adopter une approche combinatoire de l’objet décalage, dont
nous venons de voir la définition topologique. Retenons simplement pour l’ins-
tant qu’un décalage est un ensemble de configurations T ⊆ AM qui vérifient
certaines conditions, ou règles locales, ces conditions codant le comportement
d’un système dynamique vu au travers de l’ensemble A. Sur le premier exemple,
la seule condition pour qu’une suite bi-infinie de et de appartienne au
décalage T est qu’un symbole est toujours suivi d’un autre symbole .
Cette contrainte peut s’exprimer de la manière suivante : on interdit la pré-
sence du motif dans les configurations x ∈ { , }N du décalage T.
Étant donné un ensemble de motifs finis sur un monoïde M, on peut définir
un ensemble de configurations, appelé TF , qui regroupe les configurations dans
lesquelles aucun motif de l’ensemble F n’apparaît :
TF = {x ∈ AM | ∀m ∈ F,m n’apparaît pas dans x}.
Un résultat classique sur Z, facilement adaptable à n’importe quel monoïde
M, montre que les ensembles de configurations ainsi définis par motifs interdits
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sont exactement les décalages au sens topologique. Enfin plutôt que les mo-
tifs interdits, on peut s’intéresser aux motifs autorisés dans un décalage, qui
sont les motifs qui apparaissent dans au moins une configuration. L’ensemble
de tous ces motifs forme le langage du décalage, qui suffit à le définir. Cette
approche possède l’avantage de donner la liste exhaustive des motifs autorisés ;
en contrepartie un tel ensemble de motifs doit répondre à certaines exigences
(être prolongeable et stable par sous-motif), ce qui le rend difficile à exploiter.
La définition par exclusion de motifs est donc plus aisée à utiliser en pratique.
Il est à noter qu’un même décalage peut être défini par une infinité d’ensembles
de motifs interdits, et que le plus grand d’entre eux au sens de l’inclusion est
le complémentaire du langage. On peut ainsi définir différentes classes de déca-
lages en fonction des propriétés vérifiées par au moins l’un de ses ensembles de
motifs interdits.
La première classe, la plus simple pour la définition par exclusion de mo-
tifs, est la classe des décalages de type fini. Un décalage appartient à cette
classe si on peut trouver un ensemble fini de motifs interdits qui le définit. Sur
N ou Z, les décalages de type fini possèdent des applications en théorie des
codes [Mar85], et leur étude est grandement facilitée par l’existence d’une re-
présentation par un graphe [Fis75]. En particulier, savoir si un décalage de type
fini de dimension 1 est vide est un problème décidable, équivalent à l’existence
d’une configuration périodique dans le décalage. Mais cette bonne connaissance
des décalages de type fini se dégrade dès que l’on augmente la dimension. D’une
part, il n’existe pas de représentation aussi simple qu’en dimension 1 ; des re-
présentations des décalages de type fini sur Z2 existent bien, par exemple les
systèmes textiles [Nas95], cependant elles sont difficilement exploitables en rai-
son de leur caractère extrêmement technique. D’autre part un décalage de type
fini sur Z2 est toujours conjugué à un ensemble de pavages défini par des tuiles
de Wang [Wan61], et les résultats de la théorie des pavages se transmettent
donc aux décalages de type fini. En particulier les problèmes précédemment
cités deviennent indécidables [Ber66, Rob71]. Le point clé de ces preuves réside
dans la construction d’un décalage de type fini ne contenant que des configu-
rations apériodiques (c’est-à-dire qui ne sont laissées invariantes par aucune
translation).
La classe des décalages sofiques, initialement introduite par Weiss [Wei73]
pour la dimension 1, est très proche de la classe des décalages de type fini.
Un décalage sofique y est défini comme l’image d’un décalage de type fini par
une transformation locale sur les lettres de l’alphabet. Cette transformation est
opérée par une fonction de bloc, définie sur l’espace des configurations, qui peut
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être vue de manière équivalente soit comme une application continue et com-
mutant avec la translation, soit comme une application globale définie par une
fonction locale [Hed69]. En dimension 1, un décalage sofique peut toujours être
reconnu par un graphe fini, les configurations du décalage étant les étiquettes
de chemins infinis ou bi-infinis dans ce graphe [Fis75]. Le langage d’un décalage
sofique est donc un langage rationnel, c’est-à-dire accepté par un automate fini.
On peut étendre la définition des décalages sofiques sur n’importe quel monoïde,
mais savoir si un décalage est sofique ou non devient un problème difficile. On
sait néanmoins qu’un décalage n’est pas sofique s’il est minimal et d’entropie
positive, ou bien si pour toute configuration du décalage, la complexité de Kol-
mogorov de chaque motif de taille n est plus que linéaire [DLS01]. Citons aussi
l’exemple du décalage impair, ou odd shift, qui est sofique en dimensions 1 et
2 [CH], alors que le décalage pair, ou even shift, est sofique en dimension 1 mais
pas en dimension 2.
Enfin la troisième classe à laquelle nous nous intéresserons dans cette thèse
est la classe des décalages effectifs. Ce sont les décalages qui peuvent être définis
par un ensemble de motifs interdits pouvant être énumérés par un algorithme,
ou de manière équivalente par une machine de Turing. Il s’agit donc de la classe
des décalages qui sont calculables, et elle apparaît naturellement lorsque l’on
s’intéresse aux sous-dynamiques des décalages sofiques ou de type fini [Hoc09].
Une question fondamentale en dynamique symbolique est celle de la conjugai-
son des décalages. Deux décalage définis sur un même monoïde sont conjugués
s’il existe une fonction de bloc bijective qui transforme l’un des décalages en
l’autre. Deux décalages conjugués sont donc identiques à un recodage près. La
décidabilité de la conjugaison des décalages de type fini sur Z est actuellement
une question ouverte. On sait que sur N, la conjugaison des sofiques est un
problème décidable [Wil73], mais que le passage à la dimension supérieure rend
le même problème indécidable même pour les décalages de type fini.
Un autre exemple qui illustre comment la dimension influe sur les propriétés
des décalages est celui des décalages substitutifs. Un moyen géométrique pour
construire des pavages du plan est d’utiliser des substitutions, qui permettent
notamment d’obtenir des pavages apériodiques. Étant donné un ensemble fini
de tuiles τ , une substitution s est une fonction qui agit comme une similitude
de sorte que, pour toute tuile t ∈ τ , l’image s(t) est une union finie de copies
de certaines des tuiles dans τ . La substitution s agit donc en deux temps sur
une tuile t : d’abord la tuile est gonflée, puis elle est divisée en nouvelles tuiles.
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7→ 7→ 7→ . . .
En itérant, si cela est possible, la substitution sur une des tuiles, on obtient
ainsi un pavage du plan. Dans le cadre de cette thèse nous nous restreignons
aux substitutions rectangulaires, qui sont donc données par des règles de la
forme
a 7→
a1,l . . . ak,l
...
...
a1,1 . . . ak,1
.
Cela permet de définir les décalages substitutifs comme les décalages dont les
configurations sont celles qui peuvent être dé-substituées un nombre arbitrai-
rement grand de fois. Les trois classes de décalages (de type fini, sofiques et
effectifs) que nous avons présentées précédemment correspondent à différentes
complexités (au sens de la hiérarchie de Chomsky pour les langages) du lan-
gage d’un décalage. A quel niveau se situent les décalages substitutifs dans
cette hiérarchie ? Pour toute substitution, il est possible de calculer de manière
effective la suite des itérées de la substitution sur chacune des lettres de l’al-
phabet ; un décalage substitutif est donc effectif. Cependant en dimension 1
certains décalages substitutifs sont sturmiens [Dur00], et un argument combi-
natoire (impliquant la notion de complexité de facteur [HM38] et le théorème
de Pansiot [Pan84]) montre que ces décalages ne peuvent pas être sofiques, car
les seuls décalages sofiques de dimension 1 qui sont aussi substitutifs sont pé-
riodiques. Ainsi les décalages substitutifs et les décalages sofiques forment deux
classes distinctes. En dimension supérieure, sur Zd, la situation est complète-
ment différente puisque la classe des décalages substitutifs et celle des décalages
sofiques coïncident (voir [Moz89] pour le cas des substitutions rectangulaires
et [GS98] pour des substitutions plus générales). Une nouvelle fois le passage à
la dimension supérieure induit un changement de comportement.
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Motivation
Les décalages de dimension 1 sur N ou Z sont des objets très bien compris,
mais le passage à la dimension supérieure rend des questions fondamentales sur
les décalages indécidables comme nous l’avons vu sur quelques exemples, et les
résultats valides en dimension 1 ne le sont plus nécessairement en dimension
supérieure. Savoir si un décalage contient au moins une configuration est ainsi
indécidable sur Nd ou Zd dès que d ≥ 2. Le problème de la conjugaison des
décalages, qui est est une des questions centrales de la dynamique symbolique,
est décidable sur N, indécidable sur Z2 et constitue une question ouverte sur Z.
Ainsi la structure sur laquelle sont définis les décalages conditionne directement
la complexité de ces problèmes. Cette thèse est motivée par ces observations.
Dans une première partie, qui correspond aux Chapitres 2 et 3, nous nous
intéressons aux décalages sur Zd avec d ≥ 2. Ces décalages multidimension-
nels sont encore mal compris, mais de récents travaux permettent de mieux
comprendre ce que sont les décalages de type fini sur Zd, par exemple en ca-
ractérisant les valeurs possibles de leur entropie [HM10] ou en étudiant leurs
dynamiques directionnelles [Hoc09]. Nous nous inspirerons de ces travaux afin
de faire apparaître des liens entre les différentes classes de décalages précédem-
ment définies.
Une tentative pour comprendre où se situe fondamentalement la différence
entre décalages sur N et sur N2 est d’étudier les décalages définis sur une struc-
ture intermédiaire, par exemple le monoïde libre à deux générateurs M2. Dans
cette optique nous nous intéressons aux décalages d’arbres dans une seconde
partie, qui correspond au Chapitre 4. Les automates finis d’arbres sont des
objets déjà étudiés [CDG+07] et qui présentent de fortes similitudes avec les
automates sur les mots. L’objectif de cette approche est de comprendre à quel
point les décalages d’arbres sont proches des décalages sur N ou sur N2, en
s’intéressant notamment au problème de conjugaison.
Résultats principaux
Le premier chapitre est dédié aux définitions et résultats généraux pour des
décalages sur un monoïde, en se restreignant au cas des monoïdes finiment
présentés. Le choix de travailler sur de tels monoïdes est motivé d’une part
par la simplicité de leur représentation, puisqu’on peut les décrire de manière
finie, et d’autre part par la complexité suffisante de leur structure, puisqu’en
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particulier le problème du mot peut y être indécidable [Col86].
Le Chapitre 2 est consacré à la construction d’un décalage sofique sur Z2 per-
mettant de coder le comportement d’une machine de Turing, à l’aide notamment
d’un décalage substitutif ne possédant que des configurations apériodiques. Le
décalage sofique dans lequel apparaissent les diagrammes espace-temps de ma-
chine de Turing est construit à l’aide d’opérations élémentaires sur les décalages.
Cette construction est celle présentée dans [AS10].
Le Chapitre 3 présente un résultat de simulation qui permet de faire le lien,
via les opérations de facteur et de sous-action projective, entre la classe des dé-
calage de type fini sur Zd+1 et la classe des décalages effectifs sur Zd. Nous mon-
trons que tout décalage effectif de dimension d peut être obtenu comme facteur
et sous-action projective d’un décalage de type fini de dimension d+ 1 [AS10].
Ce résultat améliore celui d’Hochman [Hoc09] dont la construction nécessite un
décalage de type fini de dimension d + 2. Un preuve différente, basée sur des
pavages auto-similaires, a été obtenue dans le même temps [DRS10b]. Nous uti-
liserons ce résultat pour montrer que les décalages S-adiques multidimensionnels
définis par une suite effective de substitutions sont sofiques [AS11].
La dernière partie, qui correspond au Chapitre 4, est consacrée à l’étude
des décalages d’arbres, qui avec le formalisme du Chapitre 1 sont les décalages
sur le monoïde libre à deux générateurs M2. Plus précisément, nous nous in-
téresserons à la classe des décalages d’arbres sofiques pour lesquels il existe
une bonne notion d’automate, conduisant à des résultats très similaires à ceux
déjà connus en dimension 1 sur N ou Z. Dans un premier temps nous mon-
trerons que la conjugaison des décalages d’arbres de type fini est un problème
décidable [AB09], généralisant ainsi le résultat de Williams pour des décalages
sur N [Wil73]. Nous définirons ensuite une notion de décalage d’arbres presque
de type fini (AFT), qui étend celle connue pour la dimension 1 [Mar85], et
montrerons que l’appartenance d’un décalage d’arbres sofique à cette classe est
décidable [AB10].
Enfin dans la conclusion nous proposerons quelques pistes pour donner suite
aux résultats présentés dans cette thèse.
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Dans ce premier chapitre nous présentons les décalages dans le cas qui cor-
respond au cadre le plus général de cette thèse, celui des des décalages définis
sur un monoïde finiment présenté. La Partie 1.1 définit la notion de monoïde
finiment présenté. Sur ces monoïdes il est possible de définir les décalages de
deux façons équivalentes, qui correspondent à une approche topologique (Par-
tie 1.2.1) ou combinatoire (Partie 1.2.2). La Partie 1.3 présente les trois classes
de décalages dont il sera question dans la suite du manuscrit.
Ce choix de définir les décalages dans ce cadre très général permet de proposer
un formalisme qui unifie les notations pour les décalages sur Zd (Chapitres 2
et 3) et des décalages d’arbre (Chapitre 4).
Dans ce chapitre nous utiliserons des notions élémentaires de théorie des
groupes, et nous supposerons que le lecteur est familier de ces objets ; à défaut,
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nous l’invitons à consulter [Rot94]. Nous supposerons de même pour la théorie
des graphes pour laquelle nous conseillons [Die05].
1.1 Monoïdes finiment présentés
Cette partie est consacrée aux monoïdes finiment présentés, objets sur lesquels
seront définis les décalages dans toute la suite. Notre étude se restreint à ces
structures car elles constituent à nos yeux le juste milieu entre simplicité de la
définition, puisque la description d’un tel monoïde est finie, et complexité de
l’objet, puisque le problème du mot peut y être indécidable [Col86]. Un outil im-
portant pour l’étude de ces monoïdes est le graphe de Cayley (Partie 1.1.2), qui
permet d’une part de visualiser leurs structures et d’autre part d’en caractériser
certaines propriétés.
1.1.1 Définition
Un monoïde (M, ◦), ou plus simplement M, est constitué d’un ensemble d’élé-
ments M stable par une loi de composition associative ◦, et qui possède un
élément neutre εM pour cette loi. Nous prenons ici la convention de noter cette
loi multiplicativement, en omettant la plupart du temps le symbole ◦.
Remarque. Dans toute la suite du manuscrit, nous ne considérons que des
monoïdes dont le cardinal est infini.
Un monoïde M est libre s’il existe un sous-ensemble G de M tel que tout élé-
ment de M s’écrit d’une et une seule manière comme un produit fini d’éléments
de G. On dit alors que M est libre sur G. Tous les monoïdes libres sur un même
ensemble G sont isomorphes, c’est pourquoi on s’autorise à parler du monoïde
libre sur G. Dans le cas où G est un ensemble fini à n éléments, on parle du
monoïde libre à n générateurs, et on le note Mn.
Soit M le monoïde libre sur G, et R un sous-ensemble de M × M, appelé
ensemble de relations. On définit sur M une relation symétrique E ⊆ M ×
M de la façon suivant : on dit que (g, h) ∈ E si et seulement si g = sut et
h = svt avec v, s, t ∈ M et (u, v) ∈ R ∪ {(m′,m), (m,m′) ∈ R}. La clôture
réflexive et transitive de la relation E est alors une relation d’équivalence ∼R.
En quotientant le monoïde libreM par cette relation d’équivalence, on obtient le
monoïde de présentation < G|R >. On dit qu’un monoïde est finiment présenté
s’il possède une présentation < G|R > pour laquelle G et R sont des ensembles
finis. Le cardinal de l’ensemble G est appelé le rang du monoïde M.
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Exemple 1.1.1. Le monoïde des mots finis sur l’alphabet {0, 1} est un monoïde
finiment présenté de rang 2 dont une présentation est < 0, 1|∅ >. L’opération
dans ce monoïde est la concaténation, et l’élément neutre pour cette loi est le
mot vide ε. Il est isomorphe au monoïde libre à deux générateurs M2.
Exemple 1.1.2. Une présentation du groupe diédral d’ordre 4, qui est le groupe
des isométries du carré, est :
< a, b|a4 = b2 = ε, ba = a3b >
où l’élément b peut être interprété comme une réflexion, et l’élément a une
rotation d’angle pi4 .
1.1.2 Graphe de Cayley
Le graphe de Cayley d’un groupe donne une représentation visuelle de la struc-
ture du groupe par un graphe. C’est aussi un moyen pour construire des graphes
avec de fortes propriétés de régularité. On peut également étendre cette notion
pour définir le graphe de Cayley d’un monoïde.
Définition 1. Le graphe de Cayley du monoïde M =< G|R >, noté ΓM =
(VΓ, EΓ) est un graphe orienté construit de la manière suivante : l’ensemble des
sommets est VΓ = M, et les arêtes sont
EΓ = {(g, g.gi) ∈M×M | gi est un générateur de M} .
Notons que le graphe de Cayley du monoïde M dépend donc de la représen-
tation qu’on a choisie.
Deux exemples en sont donnés sur la Figure 1 ; pour plus de clarté on a
attribué une couleur à chaque générateur du monoïde. Dans la suite nous iden-
tifierons un élément du monoïdeM avec le nœud qui le représente dans le graphe
de Cayley ΓM. Lorsqu’aucune confusion n’est possible, le graphe de Cayley de
M sera simplement appelé Γ.
La longueur d’un élément g du monoïde M est la longueur du plus court
chemin entre les sommets correspondant à g et à l’élément neutre ε dans le
graphe de Cayley Γ ; on la note |g|. Certaines propriétés du monoïde peuvent
être lues directement sur le graphe de Cayley. De manière informelle, les cycles
dans le graphe correspondent aux relations R entre générateurs. En particulier,
un graphe de Cayley est celui d’un monoïde libre si et seulement si le graphe
est acyclique.
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Figure 1: Les graphes de Cayley des monoïdes finiment présentés des
Exemples 1.1.1 et 1.1.2.
1.1.3 Cas des groupes finiment présentés
Un groupe est un ensemble d’éléments muni d’une loi de composition interne
associative, qui possède un élément neutre pour cette loi et tel que chaque
élément possède un inverse. Cette structure gagne donc en rigidité par rapport
à celle d’un monoïde car on impose la présence des inverses.
Remarque. Si G est une partie d’un groupe, on notera par G−1 l’ensemble des
inverses des éléments de G.
Nous avons choisi dans ce chapitre de d’abord traiter le cas des monoïdes fi-
niment présentés. Toutes les notions définies précédemment sont toutefois com-
patibles avec les groupes finiment présentés, au sens où l’on peut voir un groupe
finiment présenté G =< G|R > comme un cas particulier de monoïde : si G est
un ensemble de générateurs pour le groupe, c’est-à-dire que tout élément du
groupe s’écrit comme un produit fini d’éléments de G et d’inverses d’éléments
de G, et que le groupe est défini par l’ensemble de relations R sur des éléments
de G ∪G−1, alors le groupe G peut être vu comme le monoïde finiment présenté
suivant :
G =< G ∪ G−1|R ∪ {gg−1 = ε, g ∈ G} > .
Le graphe de Cayley du groupe nous donne également un moyen très simple de
définir une distance entre les éléments du groupe. Étant donnés deux éléments
g et h du groupe G, la distance entre g et h, notée dG(g, h), est la longueur du
plus court chemin entre les sommets correspondant à g et h dans le graphe de
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Cayley Γ(G) de G. Cette distance est équivalente à la suivante :
d′(g, h) = min
¶





De même que pour un monoïde, la longueur d’un élément g du groupe G est
la distance entre g et l’élément neutre ε ; on la note |g| = dG(g, ε). Un résultat
classique est que le groupe G muni de la distance dG est un groupe topolo-
gique. Notons qu’une fois encore la distance ainsi définie sur le groupe dépend
de la présentation choisie, mais pour un groupe finiment présenté toutes les
présentations donnent des distances équivalentes.
On notera Fn le groupe libre à n générateurs. Par convention, lorsque l’on
travaillera sur un groupe on omettra les inverses dans l’ensemble de générateurs.
1.2 Les décalages, deux points de vue
complémentaires
Cette partie présente deux manières équivalentes de définir un décalage sur un
monoïde finiment présenté. Ces deux définitions correspondent chacune à un
certain point de vue, et sont donc plus ou moins adaptées selon le contexte.
1.2.1 Point de vue topologique
Dans cette partie, un décalage est vu comme un système dynamique, où l’on fait
agir le monoïde M sur un certain sous-ensemble de l’espace des configurations.
L’espace des configurations
L’espace des configurations AM est défini comme un espace produit et à ce titre
on peut le munir d’une topologie produit. Avec la topologie discrète (équivalente
à celle donnée par la distance d définie par d(x, y) = 0 si x = y et d(x, y) = 1 si
x 6= y) sur l’alphabet A, on munit l’espace des configurations AM d’une topo-
logie produit (aussi appelée topologie pro-discrète) équivalente à celle donnée
par la distance suivante :
∀x, y ∈ AM,
®
d(x, y) = 2−min{|g|,xg 6=yg} si x 6= y
d(x, y) = 0 si x = y
Deux configurations sont d’autant plus proches qu’elles coïncident sur un
motif central plus grand, et le plus court élément du monoïde pour lequel elles
diffèrent donne la distance entre ces configurations.
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Un résultat classique est que l’ensemble AM des configurations, muni de cette
topologie produit, est compact (il s’agit d’une application directe du théorème
de Tychonoff).
Définition topologique des décalages
On définit la transformation σM comme l’action naturelle de M sur l’espace des
configurations, où un élément du monoïde g ∈ M agit sur AM par translation
(voir la Figure 2) via l’application (σM)g : AM → AM (que l’on notera sim-
plement σg lorsqu’aucune confusion n’est possible sur le monoïde M) définie
par :
(σM)
g (x)h = xg.h pour tout i ∈ AM.
0
1σ01 : 7→
Figure 2: Action naturelle de M2 = {0, 1}∗ par translation sur l’espace des
configurations { , }M2 .
Si x ∈ AM est une configuration et S ⊆ M un ensemble de coordonnées, la
restriction de x à S notée xS est un élément de AS tel que :
∀g ∈ S, (xS)g = xg.
Si S est un sous-ensemble fini de AM et p ∈ AS, on appelle cylindre relatif
au motif p l’ensemble des configurations dans lesquelles le motif p apparaît en
position ε : JpK = {x ∈ AM | xS = p}.
Les cylindres sont des ouverts-fermés.
Définition 2. Un décalage est un sous-ensemble stable par la translation σM
de AM, c’est-à-dire que σg(T) ⊆ T pour tout g ∈M, et fermé pour la topologie
produit.
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On notera par EMA l’ensemble de tous les décalages définis sur le monoïde M





l’ensemble des décalages sur le monoïde M (on pourra omettre l’exposant M
lorsqu’aucun confusion n’est possible).
Remarque. Dans le cas d’un décalage T sur un groupe G, la stabilité par
translation s’exprime de manière équivalente par σg(T) = T.
En particulier l’espace des configurations AM est un décalage, que l’on appelle
aussi décalage plein, ou décalage trivial.
1.2.2 Définition par motifs interdits
Dans cette partie nous optons pour le point de vue combinatoire pour définir
les décalages. Toutes les définitions et propriétés exposées dans cette partie sont
des généralisations de celles présentées dans l’ouvrage de référence de Lind et
Marcus [LM95].
Dans toute cette partie nous considérons un monoïde finiment présentéM =<
G|R > de rang d, où G = {g1, . . . , gd} est un ensemble de d générateurs, ainsi
qu’un alphabet fini A dont chaque élément est appelé lettre ou encore couleur.
Motifs et langages
On considère les coloriages de M par A et on appelle configuration un élément
de AM. Une configuration x ∈ AM est donc une application x : M → A ; on
adopte dans la suite la notation xg pour désigner l’image x(g) de g ∈ M par
l’application x. Un support est un ensemble fini S ⊆ M qui contient le mot
vide du monoïde ε. Étant donné un support S, un motif de support S est un
élément de AS. De manière analogue, on désigne par pg l’image de g ∈ S par
l’application p : S→ A.
On dit qu’un motif p ∈ AS apparaît dans une configuration x ∈ AM s’il existe
un élément g ∈ M tel que pour tout i ∈ S, xg.i = pi ; dans ce cas on dit que
le motif p apparaît dans x en position g, et on le note p <g x, ou simplement
p < x. On dit qu’un motif p de support S apparaît dans un motif p′ de support
S′ s’il existe un élément g ∈ S′ tel que pour tout i ∈ S, g.i ∈ S′ et p′g.i = pi ;
on note dans ce cas p v p′. Si de plus pour tout i ∈ S et pour tout générateur
gk ∈ G, g.i.gk ∈ S′, on dit que p apparaît strictement dans p′ et on le note
p < p′. Le support élémentaire de taille n, noté Sn, est l’ensemble des éléments
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de M situés à distance au plus n de l’élément neutre ε. Un bloc de taille n (ou
motif élémentaire de taille n) est un motif dont le support est Sn.
un support S le support S1 un bloc p de taille 1 p apparaît en ba−1
Figure 3: Sur le groupe libre à deux générateurs F2 =< a, b|∅ > : un support,
le support élémentaire de rayon 1, un bloc de taille 1 qui apparaît
en position ba−1.
Un langage sur M est un ensemble de motifs dont le support est inclus dans
M, deux motifs du langage pouvant avoir des supports différents. Sans perte
de généralité pour l’utilisation que nous allons en faire, comme nous le verrons
dans la Partie 1.2.2 au moment de définir un décalage, on peut se ramener à ne
considérer que des langages de motifs élémentaires.
Exemple 1.2.1. • Sur le monoïde N et sur l’alphabet à deux éléments
{ , }, on définit le langage L1 comme l’ensemble fini de motifs élé-
mentaires suivants :
L1 = { , , , }
• Sur le groupe Z2 et sur l’alphabet { , }, on définit le langage L2
formé de tous les motifs élémentaires (dont le support est de la forme
[−n;n]2) présentant un au centre, entouré de , eux-mêmes entourés
de , . . .et ainsi de suite.
Motifs interdits et langage d’un décalage sur M
Définition 3. Soit F un ensemble de motifs. On appelle décalage défini par
l’ensemble de motifs interdits F l’ensemble des configurations
TF =
¶




L2 = , , , , . . .
Notons que si F est un ensemble de motifs qui ne sont pas nécessairement
élémentaires, on peut construire un ensemble ‹F de motifs élémentaires tel que
TF = TF˜ . Pour cela il suffit de remplacer chaque motif p ∈ AS de F par
l’ensemble de motifs suivant :‹F = ¶p˜ ∈ ASn , p˜S = p©
où n est le plus petit entier tel que S ⊆ Sn.
Exemple 1.2.2. Le décalage T1 défini par le langage L1 de motifs inter-
dits de l’Exemple 1.2.1 est l’ensemble des configurations de { , }N qui




x ∈ { , }N, ∃i ∈ N ∪ {+∞}, (xj = ⇔ j ≤ i)
©
.
Ainsi à chaque ensemble de motifs F on peut associer un décalage, mais
l’ensemble de motifs interdits qui définit un décalage n’est pas unique. Le dé-
calage T1 de l’Exemple 1.2.2 peut aussi être défini par le seul motif interdit
F ′ = { }.
Définition 4. Le langage d’ordre n d’un décalage T est l’ensemble des motifs
élémentaires de taille n qui apparaissent dans les configurations de ce décalage.
Ln(T) =
¶
p ∈ ASn , p apparaît dans une configuration de T
©
Le langage d’un décalage T est l’ensemble des motifs élémentaires qui appa-






Tous les langages de motifs ne sont pas des langages de décalage. En effet, dès
qu’un motif appartient au langage d’un décalage, alors ce motif apparaît dans
une configuration. En conséquence tous ses sous-motifs, puisqu’ils apparaissent
dans la même configuration, sont aussi dans le langage du décalage. De même,
si un motif appartient au langage il apparaît dans une configuration infinie,
donc a fortiori il apparaît strictement dans un autre motif du langage. Ces
deux notions sont en fait suffisantes pour caractériser les langages de décalage,
comme nous le montrons dans la proposition suivante.
Proposition 1.2.1. Soit L un langage de motifs sur un monoïde M. Alors L
est le langage d’un décalage si et seulement si
• L est factoriel : ∀m ∈ L, si m′ v m alors m′ ∈ L ;
• L est prolongeable : ∀m ∈ L, ∃m′ ∈ L,m < m′.
Le langage L1 de l’Exemple 1.2.1 n’est ni factoriel ni prolongeable (comme
tout autre langage fini pour ce dernier point), tandis que le langage L2 du même
exemple est prolongeable mais pas factoriel car il ne contient pas le motif
par exemple.
Démonstration. • Soit L = L(T) le langage d’un décalage. Si m ∈ L et
m′ v m, alors il existe x ∈ T tel que m v x, et donc a fortiori m′ v x.
Ainsi m′ ∈ L, c’est-à-dire que L est stable par sous-mot élémentaire.
D’autre part si m ∈ L tel que m ∈ Ln(T), il existe x ∈ T tel que
x|Sn = m. On pose m′ = x|Sn+1 . Alors m < m′ et m′ ∈ L donc L est
prolongeable.
• Réciproquement soit L ⊂ E un langage prolongeable et stable par sous-
mot élémentaire. Considérons le décalage T = TLc et montrons que L =
L(T).
– Si m ∈ L(T), alors m v x ∈ TLc donc m /∈ Lc i.e. m ∈ L. On a bien
L(T) ⊆ L.
– Si m ∈ L, alors il existe un entier n tel que m ∈ ASn . Comme le
langage L est prolongeable, il existe m1 ∈ ASn+1∩L tel que m < m1.
En itérant le procédé, on construit une suite (mk)k∈N d’éléments de
L telle que m < m1 < · · · < mk < mk+1 < . . . . Notons xk un
élément de AM tel que (xk)|Sn+k = mk. Par compacité de l’espace
des configurations AM, il existe φ une extraction telle que la suite
extraite (xφ(k))k∈N converge ; on appelle x = limxφ(k), montrons que
x ∈ T. Soit m′ un motif qui apparait dans x. Alors ∃k ∈ N tel que
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m′ v mk, donc m′ /∈ Lc. On a bien x ∈ T donc m est autorisé dans
T c’est-à-dire L ⊆ L(T).
Toute naturelle que semble être la notion de langage d’un décalage, elle n’en
est pas moins extrêmement contraignante comme nous venons de le voir. C’est
d’ailleurs un raison pour laquelle on définit habituellement un décalage en don-
nant un ensemble de motifs interdits et non son langage.
Le langage L(T) d’un décalage T est donc exactement l’ensemble de tous les
motifs autorisés (par opposition aux motifs interdits). Son complémentaire, que
l’on notera L(T)c, est donc exactement l’ensemble de tous les motifs interdits
c’est-à-dire le plus grand ensemble (au sens de l’inclusion) de motifs interdits
qui définit T.
Proposition 1.2.2. Soit T un décalage. Alors le complémentaire du langage
L(T)c de T est un ensemble de motifs interdits qui définit T : T = TL(T)c .
Démonstration. Soit x une configuration du décalage T. Comme le langage
L(T) contient par définition tous les motifs élémentaires apparaissant dans T,
tous les motifs élémentaires qui apparaissent dans x sont dans L(T), c’est-à-
dire que x est bien une configuration du décalage défini par l’ensemble de motifs
interdits L(T)c. Ainsi x est bien une configuration du décalage TL(T)c .
Réciproquement supposons que x soit une configuration du décalage TL(T)c .
Alors tout motif élémentaire qui apparaît dans x est dans L(T). En particulier
pour tout n ∈ N, le motif élémentaire xSn de taille n est dans le langage de T.
Par conséquent il existe une configuration xn dans le décalage T qui coïncide
avec x sur le support Sn : (xn)|Sn = x|Sn . On peut construire une configura-
tion xn ∈ T pour tout entier n, de sorte que la suite des xn converge vers la
configuration x. Le décalage T étant fermé, on en déduit que x est bien une
configuration de T.
1.2.3 Coïncidence des définitions
Proposition 1.2.3. Les définitions combinatoire et topologique coïncident.
Démonstration. Supposons que T est un décalage au sens combinatoire de la
Définition 3. Alors il existe un ensemble de motifs interdits F tel que T = TF .
















Cette écriture permet de retrouver facilement la définition topologique : la sta-
bilité par translation σM apparaît clairement, et le décalage T est un ensemble
fermé comme intersection de fermés.
Réciproquement supposons que T soit un décalage surM au sens topologique
de la Définition 2. Alors par la Proposition 1.2.2 on sait que le complémentaire
du langage de T est un ensemble de motifs interdits qui le définit.
La première définition, topologique, (voir la Partie 1.2.1) provient directe-
ment de la théorie des systèmes dynamiques. Un décalage est vu comme un
ensemble fermé et stable par l’action naturelle du monoïde (par translation).
Cette définition donne aussi un critère simple pour vérifier qu’un ensemble de
configurations est bien un décalage, sans toutefois avoir besoin d’exhiber un
ensemble de motifs interdits.
La deuxième définition, combinatoire, (voir la Partie 1.2.2) est utilisable très
concrètement. Elle permet notamment de construire un décalage en explicitant
un ensemble de motifs interdits ; chaque motif interdit ou autorisé correspond
en fait à une règle locale que les configurations du décalage doivent respecter.
La plupart des exemples présentés dans ce manuscrit utilisent cette définition.
Comme nous le verrons par la suite, c’est aussi la définition qui se rapproche le
plus de celles des pavages du plan discret Z2 et des diagrammes espace-temps
de machines de Turing, objets sur lesquels nous reviendrons plus en détails dans
la Partie 2.3.1.
1.3 Classes de décalages
Cette partie introduit les trois classes de décalages dont il sera question dans la
suite de cette thèse. Les deux premières, la classe des décalages de type fini et
la classe des décalages sofiques, sont l’expression de contraintes locales sur les
configurations. La troisième, celle des décalages effectifs, apparaîtra naturelle-
ment dans la Partie 2.2.3 en appliquant l’opération de sous-action projective
aux deux classes précédentes.
1.3.1 Décalages de type fini
Les décalages triviaux sont les ensembles de configurations AM, on note par
FS (de l’anglais full-shift) la classe des décalages triviaux. Les décalages de
type fini, dont les configurations vérifient un nombre fini de contraintes locales,
sont les décalages les plus simples à définir et les plus aisément manipulables
(décalages triviaux mis à part).
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Définition 5. Un décalage est dît de type fini si on peut le définir par un
ensemble fini de motifs interdits. On note par SFT (de l’anglais shift of finite
type) la classe des décalages de type fini.
Si T est un décalage de type fini donné par l’ensemble F de motifs interdits,
on peut supposer que tous les motifs de F ont le même support. Si ce n’est pas
le cas, on transforme F en un ensemble de motifs interdits de même support
de la manière suivante. Soit k la taille du plus grand support d’un motif de F .
Pour tout motif m ∈ F , on remplace m par l’ensemble de motifs Lk([m]) de
support Sk. Si F est un ensemble de motifs qui sont tous de support Sk, on dit
que l’ensemble F est d’ordre k. Étant donné un décalage de type fini T, le plus
petit entier pour lequel on peut trouver un ensemble d’ordre k qui définit T est
appelé l’ordre du décalage T.
Exemple 1.3.1. Le décalage T1 de l’Exemple 1.2.2 est un décalage de type
fini d’ordre 2, puisqu’il suffit d’interdire le motif pour le définir.
1.3.2 Décalages sofiques
On considère un nouvel alphabet A′, pas nécessairement différent de A, ainsi
que T un décalage sur l’alphabet A et m un entier naturel. On définit tout
d’abord les fonctions de bloc, qui permettent de recoder l’alphabet A en un
nouvel alphabet A′, ce recodage se faisant en respectant des règles locales.
Définition 6. Une application Φ : T ⊆ AM → A′M est appelée m-fonction de
bloc s’il existe une application locale φ : Lm(T)→ A′ telle que
pour tout g ∈M, Φ(x)g = φ(x|g.Sm ),
où x|g.Sm est le motif de support Sm qui apparaît en position g dans la confi-
guration x (voir la Figure 4). On dit dans ce cas que φ est la fonction locale de
Φ. Le plus petit entier m vérifiant cette propriété est appelé la mémoire de la
fonction de bloc Φ.
Dans le cas où M = Z, le théorème de Curtis-Lyndon-Hedlund (voir Théo-
rème 3.4 de [Hed69]) nous apprend que les fonctions de blocs sont exactement
les applications Φ : X → Y qui sont continues et qui commutent avec l’action
σZ. Cette propriété reste vraie dans le cas d’un monoïde finiment présenté.
Proposition 1.3.1. Les fonctions de bloc sur M sont exactement les applica-
tions Φ : AM → A′M qui sont continues et qui commutent avec la translation σM.
Cette caractérisation des fonctions de bloc nous permet de montrer facilement









Figure 4: Une 1-fonction de bloc Φ appliquée à une configuration sur M2.
L’image de la configuration x par Φ est calculée grâce à sa fonction
locale φ. Dans Φ(x), la lettre d’un nœud dépend de la lettre de ce
nœud et de celles de ses deux fils dans la configuration x.
Proposition 1.3.2. L’image d’un décalage par une fonction de bloc est égale-
ment un décalage.
Démonstration. Considérons un décalage T et une fonction de bloc Φ de mé-
moire m. Il suffit de montrer que l’ensemble Φ(T) est fermé et invariant par σg
pour tout élément g ∈M. Comme Φ commute avec σg, σg(Φ(T))) = Φ(σg(T)).
Le décalage T commute avec σg, on a donc Φ(σg(T)) = Φ(T). L’ensemble Φ(T)
est donc invariant par σg. Enfin, Φ(T) étant l’image continue d’un ensemble
compact, il s’agit d’un ensemble fermé et donc d’un décalage.
Proposition 1.3.3. L’inverse d’une fonction de bloc bijective entre deux déca-
lages est également une fonction de bloc.
Démonstration. Soit Φ une fonction de bloc bijective. Alors Φ possède un in-
verse Φ−1, et il est facile de voir que cette fonction inverse commute avec la
translation σM. Par compacité de l’espace des configurations AM, la fonction
Φ−1 est continue. D’après la Proposition 1.3.1, la fonction Φ−1 est donc aussi
une fonction de bloc.
Une fonction de bloc bijective entre T et T′ est appelée une conjugaison. On
dit dans ce cas que les décalages T et T′ sont conjugués. Si la k-fonction de
bloc Φ est une conjugaison, on dit que c’est une k-conjugaison.
Le résultat de la Proposition 1.3.2 nous permet de définir une nouvelle classe
de décalages, en nous intéressant à l’image des SFT par les fonctions de bloc. Les
SFT sont des objets que l’on peut décrire de manière très simple, en énumérant
un ensemble fini de motifs interdits. De la même façon, une fonction de bloc
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se décrit en énumérant les règles de la fonction locale qui lui correspond. Les
décalages sofiques possèdent donc eux aussi une description finie.
Définition 7. Un décalage est dit sofique s’il est l’image par une fonction de
bloc d’un décalage de type fini. On note par Sofique la classe des décalages
sofiques.
La classe des décalage sofique est stable par fonction de bloc : en composant
deux fonctions de bloc on obtient encore une fonction de bloc. Cette nouvelle
classe contient strictement la classe des décalages de type fini, comme le montre
l’Exemple 1.3.2.
Exemple 1.3.2. On se place sur l’alphabet A = {,,}. On définit le dé-
calage de type fini T = T{,,,} ⊂ AZ. Soit Π : AZ → BZ la fonction




. La configuration suivante est bien
dans le décalage T :
x = . . . . . .
et si on lui applique la fonction de bloc Π, on obtient la configuration
Π(x) = . . . . . .
Ainsi le décalage sofique obtenu en appliquant la fonction de bloc Π sur le
décalage de type fini T est :
Π(T) = {x ∈ {,}Z | les blocs de  sont de longueur paire}
que l’on peut décrire par l’ensemble de motifs interdits suivant :
Π(T) = T{2n+1:n∈N}.
Ce décalage Π(T) n’est pas de type fini, c’est l’exemple le plus classique
connu sous le nom de décalage pair (en anglais even subshift).
Dans le Chapitre 4 nous nous intéresserons notamment aux décalages sofiques
sur le monoïde libre M2.
1.3.3 Décalages effectifs
Une machine de Turing avec ruban M est un modèle de calcul formé d’une tête
de calcul (un automate fini) qui se déplace sur le graphe obtenu en retirant
l’orientation des arêtes du graphe de Cayley du monoïde M [GM07]. Étant
donné un monoïde finiment présenté M, on note TM = (V,E) ce graphe non
orienté.
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Définition 8. Une machine de Turing avec ruban M est la donnée de M =
(Q,Γ, ], q0, δ, QF ) où :
• Q est un l’ensemble fini des états possibles pour la tête de calcul ; q0 ∈ Q
est l’état initial ;
• Γ est un alphabet fini ;
• ] /∈ Γ est le symbole blanc ;
• δ : Q × Γ → Q × Γ × (E ∪ {ε}) est la fonction de transition, où E est
l’ensemble des arêtes du graphe non orienté TM associé au monoïde M.
Étant donnés un état de la tête de calcul et la lettre inscrite sur le ruban à
la position de la tête de calcul, cette lettre est remplacée par une nouvelle
lettre, la tête de calcul se déplace sur une cellule adjacente (ou bien reste
en place) et passe dans un nouvel état ;
• F ⊂ QF est l’ensemble des états finaux. Lorsqu’un état final est atteint,
la machine arrête son calcul.
Une configuration de la machine M est la description de son ruban à une
étape de calcul donnée. Il s’agit donc d’un élément de l’ensemble (Γ ∪ (Q× Γ))M,
avec la contrainte de n’avoir qu’une seule tête de lecture, et seulement un
nombre fini de cellules qui ne contiennent pas le symbole blanc ]. Un calcul
de la machine M sur le motif d’entrée p de support S est la suite de configura-
tions (cn), où c0 est la configuration telle que pour tout g ∈ M \ S, (c0)g = ]
et pour tout g ∈ S, (c0)g = pg, et les configurations suivantes sont telles qu’on
peut passer de la configuration cn à la configuration cn+1 en appliquant la fonc-
tion de transition de la machine M. Un calcul de M sur un motif d’entrée p
est fini si et seulement si un état final est atteint ; on dit dans ce cas que la
machineM s’arrête sur le motif d’entrée p. On appelle domaine de la machine
M l’ensemble des motifs d’entrée sur lesquels la machineM s’arrête.
Lorsque le monoïde M est N (resp. Z), on retrouve la définition classique des
machines de Turing avec ruban semi-infini (resp. bi-infini) [Rog87]. La thèse
de Church propose de formaliser la notion de calcul effectif par ces machine de
Turing classiques. Cette hypothèse est largement confortée par le fait que les dif-
férents modèles de calcul proposés pour définir cette notion sont de puissance
équivalente (programmes RAM, lambda-calcul, fonctions récursives). Cepen-
dant lorsque l’on définit des machines de Turing ayant comme ruban le graphe
de Cayley d’un monoïde M ou groupe G finiment présenté quelconque, la puis-
sance de calcul de ces machines peut être strictement supérieure à celle des
machines de Turing classiques (une machine de Turing classique lit les lettres
d’un motif sur M ou G dans l’ordre lexicographique de leur position).
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Théorème 1.3.4 (Folklore). Les machines de Turing sur G ont même puis-
sance de calcul que les machines de Turing classique si et seulement si le pro-
blème du mot est décidable sur G.
Dans les cas particuliers étudiés dans cette thèse (décalages sur Zd et dé-
calages sur M2), les machines de Turing peuvent donc toujours être pensées
comme des machines de Turing au sens classique.
Étant donné un langage de motifs L, une machine de Turing M peut être
vue de deux façons comme un reconnaisseur de ce langage.
Définition 9. On dit que la machineM décide, ou reconnaît, le langage L si
la machine M s’arrête sur tout motif d’entrée, et répond de manière positive
si le motif d’entrée appartient au langage L, de manière négative sinon. On dit
alors que le langage L est récursif.
Définition 10. On dit que la machineM énumère le langage L si la machine
M s’arrête exactement sur les motifs du langage L. On dit dans ce cas que le
langage L est récursivement énumérable.
Remarque. Tout langage récursif est aussi récursivement énumérable, mais la
réciproque est fausse.
Définition 11. Un décalage T est effectif s’il existe un ensemble de motifs
récursivement énumérable F qui le définit, c’est-à-dire tel que T = TF . On
appelle RE la classe des décalages effectifs.
On pourrait définir de manière analogue la classe des décalages récursifs
comme la classe des décalages qui peuvent être définis par un ensemble ré-
cursif de motifs interdits. Cette classe est incluse dans la classe des décalages
effectifs.
Proposition 1.3.5. Pour tout décalage effectif T, il existe un ensemble récursif
de motifs interdits F tel que T = TF .
Démonstration. Soit T un décalage effectif défini sur un alphabet A. Alors
il existe un ensemble récursivement énumérable F de motifs interdits tel que
T = TF . Sans perte de généralité on peut supposer que F est le complémentaire
du langage de T, c’est-à-dire F = L(T)c. Soit (mk)k∈N un énumération de
l’ensemble F . On peut lui associer la suite (nk)k∈N des tailles des supports des
motifsmk. Si la suite (nk)k∈N est croissante, alors l’ensemble F est aussi récursif
(voir [Rog87, Théorème III p. 59]) et donc la proposition est démontrée. Sinon,
on construit un nouvel ensemble ‹F qui possède une énumération (‹mk)k∈N telle
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que la suite des tailles de support (n˜k)k∈N est croissante, et qui définit le même
décalage T.
Pour tout motif mk on s’intéresse à l’entier maxi≤k ni. Si cet entier est égal à
nk, c’est-à-dire que tous les motifs qui précèdent mk dans la suite sont définis
sur des supports de taille inférieure ou égale à celle du support de mk, alors le
motifmk apparaîtra tel quel dans la suite (‹mk)k∈N, pas nécessairement au même
rang. Si l’entier maxi≤k ni est différent de nk, alors le motif mk est précédé dans
la suite par un motif dont le support est de taille strictement supérieure. Dans
la nouvelle suite (‹mk)k∈N, le motif mk sera remplacé par une suite de motifs‹mφ(k), . . . , ‹mφ(k)+ψ(k) de même support de taille maxi≤k ni. Les fonctions φ et
ψ dépendent de la suite (nk)k∈N et sont définies récursivement de la manière
suivante :
• φ(0) = 0 et ψ(0) = 0 ;
• pour tout entier n la fonction φ est donnée par φ(n+1) = φ(n)+ψ(n)+1.
La fonction ψ est donnée par :
ψ(n+ 1) =
{
0 si nk = maxi≤k niÄ
|Smaxi≤k ni | − |Snk |
äA
si nk 6= maxi≤k ni.
Les motifs ‹mφ(k), . . . , ‹mφ(k)+ψ(k) sont l’ensemble des motifs de support Smaxi≤k ni
dans lesquels le motif mk apparaît en position ε.
Ainsi le nouvel ensemble de motifs interdits ‹F est récursif, et tel que ‹F ⊆ F .
Plus précisément, tout motif de F apparaît dans un motif de ‹F . Il définit aussi
le décalage T. Soit x une configuration du décalage T
F˜
. Alors x ne peut pas
contenir de motif de F , car sinon il contiendrait un motif de ‹F ce qui est
contradictoire. Donc T = T
F˜
ce qui montre la proposition.
La Proposition 1.3.5 montre qu’en fait la classe des décalages récursifs est
exactement celle des décalages effectifs, c’est pourquoi dans la suite de cette
thèse il ne sera plus question de décalages récursifs.
Exemple 1.3.3. On construit un exemple de décalage sur Z effectif qui n’est
pas sofique. On se place sur l’alphabet A = {0, a, b}, et on considère le décalage
T = T{ba;0ambn0:m 6=n}. Alors son langage est
L(T) = {m ∈ {0, a, b}∗ | les blocs contenant des a et des b sont de la forme anbn} ,
qui est un exemple classique de langage non rationnel. Donc le décalage T est
un décalage effectif non sofique.
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La classe des décalages effectifs correspond donc aux décalages calculables.
Elle contient les deux classes définies précédemment, de manière stricte sur Z
comme le montrent les exemples 1.3.3 et 1.3.2 :
SFT ⊆ Sofique ⊆ RE .
Dans la Partie 2.2.3 du Chapitre 2 consacré aux décalages sur Zd, l’étude de la
sous-action projective fera apparaître les décalages effectifs comme ceux obtenus
en appliquant cette opérations aux décalages sofiques.
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Ce chapitre explique comment construire, pour toute machine de Turing
avec ruban semi-infini, un décalage sofique sur Z2 qui contient les diagrammes
espace-temps de cette machine (Théorème 2.3.4).
Cette construction utilise un décalage substitutif (voir la Partie 2.1), dont on
sait qu’il est aussi sofique par un résultat de Mozes [Moz89], pour définir des
espaces de calcul. Les diagrammes espace-temps de la machine de Turing sont
ajoutés à ces espaces de calcul à l’aide d’opérations simples sur les décalages
(voir la Partie 2.2) afin d’obtenir le décalage sofique souhaité (voir la Partie 2.3).
Cette construction constitue le point principal de la preuve du Théorème 3.1.1,
qui sera présentée dans le Chapitre 3. Elle sera aussi réutilisée et adaptée aux
machines de Turing à semi-oracle dans la Partie 3.2.1.
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2.1 Décalages substitutifs et décalages S-adiques
Cette partie est consacrée à la définition des décalages substitutifs, qui seront
utilisés dans la construction de la Partie 2.3, ainsi que des décalages S-adiques
dont il sera à nouveau question dans la Partie 3.2.2.
2.1.1 Substitutions
Soit n = (n1, . . . ,nd) ∈ Nd et k = (k1, . . . ,kd) ∈ Nd, on définit n + k =
(n1 + k1, . . . ,nd + kd) ∈ Nd. Étant donné k = (k1, . . . ,kd), on appelle Uk le
rectangle [0;k1]× [0;k2]× · · · × [0;kl].
Sur un alphabet finiA, l’ensemble desmotifs rectangulaires est P = ⋃k∈Nd AUk .
Une substitution de dimension d (ou substitution multidimensionnelle) est une
fonction s : A → P. À toute lettre a ∈ A, on associe le vecteur ks(a) =
(ks1(a), . . . ,k
s
d(a)) tel que supp(s(a)) = Uks(a), ce qui signifie qu’avec notre
formalisme, le support du motif s(a) dépend de la lettre a. Une substitution
multidimensionnelle est non dégénérée si ksl (a) ≥ 1 pour tout l ∈ [1; d] et pour
toute lettre a ∈ A.











j)l si r ≥ 0 et φl(r) = ∑−1j=r(kj)l si r < 0.
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...
k−2 = (3, 1)
k−1 = (1, 2)
k0 = (1, 1)
k1 = (2, 1)
k2 = (2, 1)
...
Figure 5: Un exemple de suite (kn)n∈Z de vecteurs 2-dimensionnels qui dé-
forme le réseau Z2.
Cette fonction φ(kn)n∈Z permet de déformer le réseau Zd afin d’en obtenir une
partition en rectangles (voir la Figure 5).
Soit p ∈ AUk un motif rectangulaire de support fini Uk ⊂ Zd. On dit que la
substitution s est compatible avec le motif p (resp. la configuration x) si pour
tous i = (i1, . . . , id) ∈ Uk et j = (j1, . . . , jd) ∈ Uk (resp. i = (i1, . . . , id) ∈ Zd et
j = (j1, . . . , jd) ∈ Zd) tels que il = jl pour un certain l ∈ [1; d], on a ksl (pi) =
ksl (pj). Étant donnée une substitution s compatible avec une configuration x ∈
Zd, on peut transformer le réseau Zd en un réseau non régulier grâce à la fonction
φ(x,s) = φ(k
s(x(n,...,n)))n∈Z (voir la Figure 6).
Si la substitution s est compatible avec la configuration x qui contient un








∀i ∈ supp(p), ∀j ∈ supp(s(pi)), s(p)φ(x,s)(i)+j = s(pi)j.







où la configuration s(x) est définie comme
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expliqué ci-dessus, à condition que la substitution s soit compatible avec la
configuration x ∈ AZd .








Figure 6: Si la substitution s est compatible avec la configuration x, alors s
agit sur x et produit la configuration s(x).
Exemple 2.1.1. Soit A l’alphabet à deux éléments A = {◦, •} et s la substi-
tution données par les règles suivantes :
◦ 7→ ◦ ◦◦ ◦ et • 7→
◦ ◦
• ◦ .
Dans cet exemple, le support de s(◦) et de s(•) sont les mêmes, donc s est
compatible avec n’importe quel motif. Par exemple, s opère sur le motif p ci-
dessous :
s : p =
◦ • •
• ◦ ◦ 7→ s(p) =
◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ • ◦ • ◦
◦ ◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ ◦ ◦
.
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2.1.2 Composition de substitutions
Nous venons de voir comment une substitution peut agir sur un motif fini
ou sur une configuration infinie. Supposons maintenant qu’il nous est donné
un ensemble fini de substitutions, comment le faire agir sur un motif ou une
configuration ?
Définissons d’abord la composition de deux substitutions. Soient s, s′ deux
substitutions. On dit que s′ est compatible avec s si pour tout motif p compatible
avec s, s(p) est compatible avec s′. Si s′ est compatible avec s, on peut alors
définir la composition s′ ◦ s de la manière suivante : le motif s′ ◦ s(p) est obtenu
en appliquant la substitution s′ au motif s(p). Pour une suite de substitutions
S[0;n] = (s0, . . . , sn), la substitution Ŝ[k;n] est définie par induction de la manière
suivante pour tout entier k ≤ n :{
Ŝ[k;n] = sn si k = n;
Ŝ[k;n] = sk ◦ Ŝ[k+1;n] si k < n et si sk est compatible avec Ŝ[k+1;n].
Notons que si jamais la condition de compatibilité n’est pas vérifiée à une des
étapes de la définition de la substitution Ŝ[k;n], alors celle-ci n’est pas définie.
Considérons désormais S un ensemble fini de substitutions de même dimen-
sion sur un même alphabet. Dans la suite on présente deux points de vue pour
faire agir cet ensemble sur une configuration x ∈ AZd . Dans un premier temps,
l’ensembleS agit sur une configuration x au moyen d’une suite de substitutions
S = (si)i∈N ∈ S N, chaque substitution étant appliquée de manière uniforme
à toutes les lettres d’une configuration (Partie 2.1.3). Mais l’ensemble S peut
également agir de manière non uniforme sur une configuration x, la substitu-
tion appliquée à une lettre de x dépendant cette fois de la position de la lettre
(Partie 2.1.4).
2.1.3 Décalages S-adiques
Soit S un ensemble fini de substitutions de dimension d sur le même alphabet
A, et soit S ∈ S N une suite de substitutions. Partant d’une lettre de l’alphabet
a, cette suite de substitutions opère sur a de la manière suivante. Lors de la
iième étape, la substitution s0 est appliqué à l’ensemble des lettres formant le
motif s1 ◦ · · · ◦ si(a). Deux décalages, appelés décalages S-adiques, sont définis
en se basant sur ce principe.
Dans une première approche combinatoire, on s’intéresse au langage des mo-
tifs produits par la suite S, appelés les S-motifs, que l’on interprète comme les
motifs autorisés d’un décalage. Le décalage S-adique local engendré par la suite
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de substitutions S, noté TS, est défini de la façon suivante :
TS =
{
x ∈ AZd : ∀p < x, ∃a ∈ A,∃n ∈ N, p < Ŝ[0;n](a)} .
C’est donc l’ensemble des configurations telles que tout motif apparaissant dans
la configuration apparaît également dans un S-motif.
L’autre approche, correspondant à une vision dynamique, consiste à faire agir
la suite de substitutions S sur l’ensemble des configurations AZd . Le décalage






x ∈ AZd : ∀n ∈ N, ∃y ∈ AZd , Ŝ[0;n](y) = x
})
.
Il s’agit de l’ensemble des configurations pour lesquelles on peut trouver, à une
translation près, un antécédent par chacune des itérées de la substitution s.
Il est aisé de vérifier que si S est une suite de substitutions, alors TS ⊆ T′S.
Exemple 2.1.2. Soit s la substitution de l’exemple 2.1.1, on considère la suite













σi(x•), i ∈ Z2
©
,
où la configuration x• est telle que x(i,j) = ◦ si i 6= 0 ou j 6= 0 et x(0,0) = •.
Cette configuration n’appartient pas au décalage substitutif local T{s} car le
motif central xS1 n’apparaît dans aucun des s-motifs.
2.1.4 Décalages substitutifs non déterministes
Soit S un ensemble de substitutions ; il est possible de faire agir cet ensemble
sur une configuration de manière non déterministe, ou plus précisément de ma-
nière non uniforme. Étant donné un motif p ∈ AU, on applique une substitution
sur chacune de ses lettres, qui peut être différente selon la position de la lettre
dans le motif.
Si U ⊂ Zd est un support fini, on appelle motif de substitution un élément
s ∈ S U. On dit que le motif de substitution s ∈ S U est compatible avec un
motif p ∈ AU qui apparaît dans x ∈ AZd si pour tout i = (i1, . . . , id) ∈ U et





Si le motif de substitution s ∈ S Uk est compatible avec un motif p ∈ AUk ,
il agit sur p et on obtient le motif s(p), dont le support est supp(s(p)) =⋃
i∈supp(p)
Uksi (pi) + φ
(x,s)(i), défini par :
∀i ∈ supp(p), ∀j ∈ supp(si(pi)), s(p)φ(x,s)(i)+j = si(pi)j.
Exemple 2.1.3. Soit S = {s1, s2, s3, s4} un ensemble de substitutions de
dimension 2, définies sur l’alphabet A = {◦, •}, et dont les règles sont les
suivantes :
s1 : ◦ 7→ ◦ ◦◦ ◦ et • 7→
◦ ◦
• ◦ , s2 : ◦ 7→
◦ • ◦
◦ • ◦ et • 7→
◦ ◦ ◦
• ◦ ◦

















Considérons le motif p dessiné ci-dessous. Alors les motifs de substitution s et
s′ sont compatibles avec p et définissent deux motifs s(p) et s′(p), tandis que le
motif de substitution s′′ n’est pas compatible avec p.
p =
◦ • • •
• • ◦ ◦
s =
s1 s1 s2 s1
s3 s3 s4 s3
, s′ = s1 s1 s1 s1
s3 s3 s3 s3
, s′′ = s1 s1 s2 s1
s3 s3 s4 s1
s(p) =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
◦ ◦ ◦ ◦ • ◦ ◦ • ◦
◦ ◦ ◦ ◦ • • • ◦ ◦
◦ • ◦ • • • • • ◦
• • • • ◦ ◦ ◦ ◦ •
, s′(p) =
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •
◦ • • • • • • • • •
◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦ ◦
• ◦ • ◦ ◦ ◦ • ◦ ◦ ◦
L’ensemble des S -motifs est défini par induction. Un S -motif de niveau 0
est une lettre de l’alphabet A, et p est un S -motif de niveau n+1 s’il existe un
S -motif p′ ∈ AU de niveau n et un motif de substitution s ∈ SU compatible avec
p′ tel que s(p′) = p. Le support d’un S -motif est donc toujours rectangulaire.
Les S -motifs permettent de définir TS , le décalage substitutif local engendré
par l’ensemble de substitutions S :
TS =
{
x ∈ AZd : ∀p < x, p est un sous-motif d’un S -motif} .
Remarque. Pour toute substitution s, on a T{s} = TsN .
Supposons que s ∈ S Zd est un motif de substitution infini compatible avec
une configuration x ∈ AZd . On note s(x) la configuration dans AZd obtenue en
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appliquant la substitution si sur la lettre xi pour tout i ∈ Zd, et en accolant les
motifs si(xi) ainsi obtenus. On définit T′S le décalage substitutif global engendré











, s0 ◦ · · · ◦ sn−1(y) = x
©ä
.
Remarque. Les deux inclusions TS ⊆ TS et T′S ⊆ T′S sont vérifiées pour
toute suite de substitutions S sur un ensemble de substitutions S .
2.1.5 Substitutions non-déterministes et théorème de Mozes
Dans l’article [Moz89], Mozes étudie les substitutions multidimensionnelles non
déterministes, et montre qu’à condition qu’une substitution vérifie une certaine
propriété, le décalage qu’elle engendre est sofique.
Toutes les substitutions considérées jusqu’ici sont déterministes, puisque leur
ensemble de règles est donné par une fonction. Cependant le formalisme pré-
senté avec les ensembles de substitutions S englobe aussi ces substitutions non
déterministes. Étant donnée s une substitution non déterministe, si une lettre
a ∈ A a deux images possibles p1 et p2, on remplace la substitution s par deux
substitutions s1 et s2, où s1 possède les mêmes règles de substitution que s mise
à part la règle a → p2, et s2 possède les mêmes règles de substitution que s
mise à part la règle a → p2. En répétant ce procédé, on peut transformer une
substitution non déterministe s en un ensemble de substitutions déterministes
S de sorte que le décalage (Ω,Z2) défini par Mozes corresponde exactement
au décalage TS .
Théorème 2.1.1 ([Moz89]). Soit S un ensemble de substitutions multidimen-
sionnelles non dégénérées possédant la propriété A. Alors le décalage TS est
sofique.
On dit qu’un ensemble de substitutions S est de type A, ou possède la pro-
priété A, s’il vérifie la condition définie ci-après. Soit p un S -motif et l un
sous-motif de taille 2× 2 apparaissant dans p. Supposons qu’il existe une suite
de motifs de substitution s1, . . . , sn compatible avec le motif l, qui produit une
suite de motifs l0 = l, l1 = s1(l0), . . . , ln = sn(ln−1). Alors il est possible de
trouver une suite de motifs de substitution s′1, . . . , s′n compatible avec le motif
p telle que les motifs dérivant de l dans p0 = p, p1 = s′1(p0), . . . , pn = s′n(pn−1)
sont exactement les l0, l1, . . . , ln (voir la Figure 7).
Cette propriété A n’est a priori pas triviale. Il est en effet possible que la
suite de motifs de substitution choisie pour l ne soit pas compatible avec le
motif p. Dans ce cas il est quand même possible de trouver une autre suite de
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a ∈ A
p = u1 ◦ · · · ◦ uk(a)
s1 ◦ · · · ◦ sn(l) v
l v p
s′1 ◦ · · · ◦ s′n(p)
Figure 7: Un ensemble de substitutions S qui possède la propriété A.
motifs de substitution compatible avec p et telle que les motifs dérivant de l
sont bien ceux recherchés.
Remarque. La propriété A est tout de même vérifiée par bon nombre d’en-
sembles de substitutions. Par exemple tout ensemble de substitutions S dans
lequel l’image d’une lettre par une substitution s ∈ S ne dépend que de la
substitution s possède la propriété A. De plus, si l’ensemble S est réduit à une
unique substitution déterministe, alors S possède la propriété A.
Remarque. Si S ∈ S N est une suite de substitutions, on sait que TS ⊂ TS
qui est sofique, mais il n’y a a priori aucune raison évidente pour que TS le
soit également.
Il est en fait possible d’adapter la preuve de Mozes pour montrer un résultat
similaire pour le décalage T′S . Il n’est d’ailleurs plus nécessaire dans ce cas de
considérer un ensemble de substitutions possédant la propriété A.
Corollaire 2.1.2. [AS11] Soit S un ensemble de substitutions multidimen-
sionnelles déterministes. Alors le décalage T′S est sofique.
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Idée de la démonstration Nous donnons les principales idées pour adapter la
preuve originale du Théorème 2.1.1, et ainsi obtenir un schéma de preuve du
Corollaire 2.1.2. SoitS un ensemble de substitutions qui possède la propriété A.
Mozes construit un décalage sofique Σ tel que TS est un facteur de Σ. Le
décalage Σ contient une grille qui assure qu’une configuration x appartient au
décalage sofique Σ si et seulement si on peut trouver, pour tout n ∈ N, une
suite de motifs de substitutions infinis s0, . . . , sn−1 ∈ S Zd et une configuration
yn tels que s0 ◦ · · · ◦ sn−1(yn) = x. De plus dans Σ tous les yn sont codés à
l’intérieur d’une structure hiérarchique. On appelle Q l’ensemble des motifs de
taille 2× 2 qui apparaissent dans un S -motif. En plus de ce réseau permettant
de dé-substituer la configuration x autant qu’on le souhaite, on ajoute la condi-
tion suivante : tout motif de taille 2 × 2 qui apparaît dans une configuration
yn appartient à l’ensemble Q. Cette condition assure la validité de la construc-
tion : étant donné une configuration x ∈ TS il est facile de construire une
configuration y de Σ qui code x et toutes ses pré-images. Réciproquement étant
donné un motif p qui apparaît dans une configuration x ∈ Σ, on peut trouver
une suite de motifs finis de substitution (s0, . . . , sn−1) telle que p apparaît dans
s0 ◦ · · · ◦ sn−1(p˜), où p˜ est soit réduit à une lettre, soit un motif de taille 2× 1,
1 × 2 ou 2 × 2. Si p˜ est une lettre alors on en déduit immédiatement que p
apparaît dans un S -motif. Sinon, p˜ apparaît dans un motif de taille 2× 2 qui
apparaît lui-même dans un S -motif (grâce à la condition Q), et la propriété A
assure alors que le motif p apparaît aussi dans un S -motif (voir la Figure 7).
Ainsi l’utilisation conjointe de la propriété A et de la condition Q assure que
tout motif apparaissant dans x apparaît aussi dans un S -motif.
La différence entre les décalages TS et T′S s’exprime essentiellement avec
les S -motifs. Toute configuration x appartenant à l’un de ces deux décalages
doit posséder un antécédent d’ordre arbitraire par S , ce que la construction
de Mozes nous assure, mais on impose à tout motif apparaissant dans x d’être
un S -motif uniquement pour le décalage TS . Ainsi pour adapter la preuve
de Mozes au décalage T′S , la propriété A n’est plus nécessaire, et on remplace
l’ensemble Q par l’ensemble de tous les motifs de taille 2× 2. Le décalage T′S
est un facteur du décalage sofique obtenu, ce qui prouve le corollaire.
2.2 Opérations et simulation
Cette partie étudie l’ensemble des décalages sur Zd via l’action d’opérations sur
cet ensemble. Dans ce but, une notion de simulation d’un décalage par un autre
est présentée.
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2.2.1 Simulation et classes stables
Une opération op sur l’ensemble des décalages est une fonction op : E → E
ou op : E × E → E . Une classe d’opérations sur l’ensemble des décalages est
un ensemble de fonctions op` : E → E ou op` : E × E → E dépendant d’un
paramètre `. Dans ces définitions rien n’impose qu’un décalage et son image
soient définis sur le même alphabet, ni qu’ils aient la même dimension. Dans la
suite, par abus de langage, on utilisera parfois le terme opération pour désigner
une classe d’opérations.
Supposons que nous soit donné un ensemble Op d’opérations et de classes
d’opérations sur les décalages. Deux notions peuvent naturellement venir à l’es-
prit lorsqu’il s’agit d’étudier de quelle façon cet ensemble agit sur les décalages.
La première est la notion de simulation. Étant donné un ensemble Op d’opéra-
tions ou de classes d’opérations agissant sur les décalages, on dit qu’un décalage
T simule un décalage T′ si on peut obtenir T′ en partant de T et en appli-
quant un nombre fini d’opérations choisies parmi Op. On note T′ ≤Op T. Ainsi
ClOp(T) = {T′ : T′ ≤Op T}.
La seconde est la notion de stabilité. Soit U un ensemble de décalages (ou
classe de décalages). La clôture de U pour l’ensemble d’opérations Op, que l’on
note ClOp(U), est le plus petit ensemble stable par Op qui contient U . Une classe
de décalages U est stable pour l’ensemble d’opérations Op si ClOp(U) = U .
2.2.2 Exemples d’opérations et résultats classiques de
simulation
Cette partie définit quatre opérations sur les décalages, présente des classes
stables évidentes et propose quelques exemples d’application de ces opérations.
Opération type fini (TF) : Cette classe d’opérations consiste à ajouter un
nombre fini de motifs interdits au décalage sur lequel une opération TF est
appliquée. Formellement, si A est un alphabet, P ⊆ EdA un ensemble fini de
motifs et T ⊆ AZd un décalage, on définit l’opération TF avec ensemble de
motifs P par :
TFP (T) = TP∪P ′ ,
où l’ensemble P ′, donné par la Proposition 1.2.3, est un ensemble de motifs
interdits qui définit le décalage T : T = TP ′ .
Le décalage TFP (T) peut être vide si jamais l’ensemble P est trop restrictif.
Par définition des décalages de type fini, on a :
ClTF(FS) = SFT et ClTF(FS) = SFT .
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Opération produit (Prod) : Étant données n configurations xi ⊆ AZdi pour
i ∈ {1, . . . , n} de même dimension, on définit leur produit :
x1 × · · · × xn = (x1, . . . , xn) ∈ (A1 × · · · ×An)Zd .
Étant donnés n décalages Ti ⊆ AZdi pour i ∈ {1, . . . , n}, on définit le décalage
produit comme l’ensemble des configurations
Prod (T1, . . . ,Tn) = {x1 × · · · × xn | ∀i = 1..n, xi ∈ Ti} ⊆ (A1 × · · · ×An)Zd .
Ainsi, pour pi ∈ ASi , le motif produit p1 × · · · × pn ∈ (A1 × · · · × An)S est
interdit dans le décalage Prod (T1, . . . ,Tn) si et seulement si un des pi est
interdit dans Ti.
Cette opération consiste donc à superposer les configurations des décalages
Ti. Elle permet également de faire grossir l’alphabet d’un décalage. Par exemple
si T est un décalage sur l’alphabet A, alors le décalage produit T×BZd est le
décalage inclus dans (A×B)Zd défini par les même motifs interdits que T.
Exemple 2.2.1. Soit T1 le décalage de type fini de dimension 2 défini sur










dans lesquels le symbole ∗ remplace n’importe quelle lettre de l’alphabet.
Soit T2 le décalage de type fini, toujours en dimension 2, défini cette fois sur






Alors le décalage produit T1 × T2 est un décalage de dimension 2 défini sur
l’alphabet produit {a, b, c, a, b, c}, dont les motifs interdits sont de la forme :® ∗ a
a ∗ ,
∗ a
a ∗ , . . . ,
∗ ∗
∗ ∗ , . . .
´
;
plus précisément p = p1×p2 ∈ {a, b, c, a, b, c}[0,1]×[0,1] est interdit si et seulement
si p1 ∈ F1 ou p2 ∈ F2.
Dans l’exemple 2.2.1, le produit de deux décalages de type fini est lui aussi
de type fini. C’est en fait le cas pour n’importe quel produit de SFT, ce que
l’on exprime en terme de clôture de classe par
ClProd(SFT ) = SFT .




Opération facteur (Fact) : Cette classe d’opérations permet de transformer
l’alphabet d’un décalage par des modifications locales, et consiste à appliquer
une fonction de bloc à ce dernier (voir la Définition 6 page 21). Soient A et
B deux alphabets finis, pi : AZd → BZd une fonction de bloc et T ⊂ AZd un
décalage. On définit :
Factpi (T) := pi(T).
L’exemple 1.3.2 montre que la classe des décalages de type fini n’est pas stable
par l’opération Fact :
SFT ( ClFact(SFT ).
Par définition des décalages sofiques, on a :
ClFact(SFT ) = Sofique.
Opération extension (SE) : Cette opération permet d’augmenter la dimen-
sion d’un décalage. Soit d, d′ ∈ N∗, et soient G et G′ deux sous-groupes de Zd+d′
tels que G est isomorphe à Zd et G⊕G′ = Zd+d′ . Soit T ⊆ AZd un décalage de





: ∀i ∈ G′, xi+G ∈ T
™
.
Il est facile de vérifier que cette opération laisse stable la classe des décalages
de type fini ClSE(SFT ) = SFT .
2.2.3 La sous-action projective
Cette partie est dédiée à l’opération de sous-action projective. Cette opération
consiste à ne regarder un décalage que selon un sous-groupe de Zd, en laissant
de côté le reste du décalage.
Définition 12. SoitG un sous-groupe de Zd librement engendré par u1, u2, . . . , ud′
(d′ ≤ d). Étant donné T ⊆ AZd un décalage, on définit la sous-action projective





: ∃x ∈ T tel que ∀i1, . . . , id′ ∈ Zd′ , yi1,...,id′ = xi1u1+···+id′ud′
™
.
On peut facilement vérifier que ClSA(SFT ) 6= SFT (voir l’exemple 2.2.2) et
que ClSA(SFT ) 6= Sofique et ClSA(Sofique) 6= Sofique (voir les exemples 2.2.2
et 2.2.3).
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Exemple 2.2.2. On se place sur Z2 et on construit un décalage de type fini
T ⊂ { , , }Z2 tel que la sous-action projective de T sur le sous-groupe
∆ = {(x, y) ∈ Z2 : y = x} ⊆ Z2 n’est pas un décalage de type fini. Dans cette
exemple le décalage qui apparaît le long de ∆ est¶
x ∈ { , , }Z : les blocs de consécutifs sont de longueur paire
©
.
L’ensemble des motifs autorisés F est défini comme l’ensemble des motifs de
taille 4× 4 décrit dans la Figure 8.
Figure 8: Les motifs autorisés du décalage de type fini T.
L’alternance de et de le long des diagonales de permet de contrôler
la parité des longueurs des blocs de consécutifs (voir la Figure 9).
Soit F l’ensemble de motifs de taille 4× 4 qui ne sont pas dans F . Alors en
appelant T le décalage défini par l’ensemble de motifs interdits F , on a :
SA∆ (T) =
¶
x ∈ { , , }Z : les blocs de consécutifs sont de longueur paire
©
qui n’est pas un décalage de type fini (voir l’exemple 1.3.2).
Exemple 2.2.3. Le décalage de type fini explicité dans l’exemple 2.2.2 est
sofique, mais il est possible d’obtenir des décalages non sofiques comme sous-
action de SFT. On présente ici un décalage de type fini T tel que la sous-action
SA∆ (T) selon la diagonale ∆{(x, y) ∈ Z2 : y = x} n’est pas sofique. En
dimension 1, les décalages sofiques sont exactement ceux dont le langage est
régulier [LM95]. Le langage {anbn : n ∈ N} est l’exemple classique de langage
non régulier, et c’est ce langage que l’on souhaite faire apparaître le long de ∆.
L’alphabet du décalage T est A = { , , , , , , , }, et
on définit le décalage T ⊂ AZ2 de façon à obtenir, sur un fond de symboles ,
des îlots de la forme :
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Figure 9: Une partie d’une configuration du décalage de type fini T, dont la
sous-action SA∆ (T) est un décalage sofique propre.
Ainsi les seules configurations possibles sont formés d’îlots de ce type, avec
éventuellement un translaté d’un (ou deux s’ils sont compatibles) des demi-
plans suivants : N×Z, −N×Z, Z×N, Z×(−N) :
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Soit Π la 1-fonction de bloc définie localement par pi(x) = 0 pour x ∈
{ , , , , , } et pi( ) = a, pi( ) = b. Si le décalage SA∆ (T)
était sofique, alors Π(SA∆ (T)) le serait aussi par stabilité de la classe des
sofiques par fonction de bloc. Mais ce n’est pas le cas, puisque
Π(SA∆ (T)) = T{ba,a0,0b}∪{0ambn0|m6=n}.
Ces deux exemples montrent que ni la classe des SFT ni celle des décalages
sofiques n’est stable par sous-action. On peut par contre montrer que la classe
des décalages effectifs est une classe stable par sous-action.
Proposition 2.2.1. [AS09] Sur Zd la classe des décalages récursivement énu-
mérables est stable par sous-action projective :
ClSA(RE) = RE .
Démonstration. Soit T ⊆ AZd un décalage effectif donné par un ensemble de
motifs interdits F récursivement énumérable. Soit G un sous-groupe de Zd en-
gendré par les vecteurs u1, dots, ud′ ∈ Zd. Le principe de la démonstration est le
suivant : à partir de l’ensemble F on construit un autre ensemble récursivement
énumérable F ′ tel que SAG (T) = TF ′ . L’ensemble F ′ sera le complémentaire
du langage du décalage SAG (T). On note par T′ ⊆ AZd
′
le décalage SAG (T).
Soit p′ un motif dans ASd
′
n . On appelle Φ(p′) l’ensemble des motifs élémen-






n : ∀p ∈ Φ(p′), ∃p˜ ∈ F tel que p˜ v p}.
Il suffit de montrer que F ′ est récursivement énumérable et que T′ = TF ′ .
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Lemme 2.2.2. L’ensemble de motifs F ′ est récursivement énumérable.
Démonstration du Lemme 2.2.2. Comme F est récursivement énumérable, il
existe une machine de TuringM dont le domaine est F .
Soit Maux une machine de Turing auxiliaire dont le comportement sur un
motif d’entrée p est le suivant : la machineMaux énumère tous les sous-motifs
de p. Ils sont en nombre fini, et on les note p1, . . . , pn. Puis la machine Maux
simule le comportement de la machine M sur chacun des sous-motifs pi, en
consacrant à tour de rôle une étape de calcul à chacun des motifs. Dès que la
machineM s’arrête sur un des sous-motifs pi, la machineMaux s’arrête aussi.
Ainsi, la machineMaux s’arrête sur un motif p si et seulement si p possède un
sous-motif dans l’ensemble F .
On construit ensuite une machine de Turing M′ qui s’arrête sur un motif
d’entrée p′ si et seulement si p′ ∈ F ′. Soit p′ un motif dans ASd′n . Sur le motif
d’entrée p′, la machineM′ fonctionne de la façon suivante : elle énumère tous
les supports élémentaires Sd′n+1,Sd
′
n+2, . . . qui contiennent le support du motif p′.
On appelle cette énumération (suppi)i∈N. La machine M′ effectue ensuite les
calculs suivants pour chaque support suppi, en consacrant à tour de rôle une
étape de calcul à chaque suppi :
• soit Ci l’ensemble fini Asuppi ∩ Φ(p′). On le note Ci = {p(i)1 , . . . , p(i)ki } ;
• sur chaque p(i)k à tour de rôle, la machineM′ simule la machineMaux.
De cette façon la machineM′ s’arrête sur un motif d’entrée p′ si et seulement
s’il existe un support suppi contenant supp(p′) tel que pour tout motif p ∈ Φ(p′)
de support suppi, le motif p contient un motif interdit de F . Ceci correspond
exactement à la définition de l’ensemble F ′, qui est donc récursivement énumé-
rable.
Lemme 2.2.3. SAG (T) = TF ′
Démonstration du Lemme 2.2.3. • SAG (T) ⊆ TF ′
Soit y ∈ SAG (T). Alors il existe une configuration x ∈ T telle que pour
toute position i = (i1, . . . , id′) ∈ Zd′ , yi = xi1u1+···+id′ud′ . Soit p′ un motif
qui apparaît dans la configuration y. Si p′ était dans l’ensemble F ′, alors
tout motif dans Ci, qui est le même ensemble que celui défini dans la
démonstration du Lemme 2.2.2, contiendrait un motif interdit pour le
décalage T. En particulier, la configuration x contiendrait aussi un motif
interdit pour le décalage T, c’est-à-dire x /∈ T ce qui est contradictoire.
Finalement la configuration y ne contient aucun motif de l’ensemble F ′,
et donc y ∈ TF ′ .
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• TF ′ ⊆ SAG (T)
Soit y ∈ TF ′ . Pour tout entier n ∈ N on a ySd′n /∈ F
′, donc il existe un
motif pn ∈ Φ(ySd′n ) ∩ A
Sdn qui ne contient aucun motif interdit pour le
décalage T. Par compacité, on peut construire un élément x ∈ T tel que
yi = xi1u1+···+id′ud′ pour tout i = (i1, . . . , id′) ∈ Zd
′ .
L’ensemble récursivement énumérable F ′ est tel que TF ′ = SAG (T), donc
les décalages effectifs sont stables par sous-action projective.
Dans [PS10], les auteurs étudient la classe ClSA(SFT ) et montrent qu’elle
contient tous les décalages sofiques d’entropie strictement positive. Cependant
la classe n’est pas complètement caractérisée, et savoir quels sont les décalages
qui peuvent être obtenus par sous-action d’un décalage de type fini reste une
question ouverte (l’exemple 2.2.3 montre que ClSA(SFT ) contient des décalages
non sofiques).
2.3 Décalage sofique codant une machine de Turing
Cette partie présente une construction d’un décalage sofique sur Z2 dans lequel
apparaît le diagramme espace-temps d’une machine de Turing à ruban semi-
infini. Cette construction est celle présentée dans [AS10].
2.3.1 Machines de Turing dans un SFT
Nous commençons par montrer en quoi les décalages de type fini constituent
un bon moyen de visualiser l’évolution des machines de Turing, à l’aide des
diagrammes espace-temps de ces dernières.
On reprend ici la Définition 8 des machines de Turing dans le cas particulier
où le ruban de la machine est le graphe de Cayley de N.
Définition 13. Une machine de Turing est la donnée deM = (Q,Γ, ], q0, δ, QF )
où :
• Q est un l’ensemble fini des états possibles pour la tête de calcul ; q0 ∈ Q
est l’état initial ;
• Γ est un alphabet fini ;
• ] /∈ Γ est le symbole blanc ;
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• δ : Q×Γ→ Q×Γ×{←, · ,→} est la fonction de transition. Étant donnés
un état de la tête de calcul et la lettre inscrite sur le ruban à la position
de la tête de calcul, cette lettre est remplacée par une nouvelle lettre, la
tête de calcul se déplace sur une cellule adjacente (ou bien reste en place)
et passe dans un nouvel état ;
• F ⊂ QF est l’ensemble des états finaux. Lorsqu’un état final est atteint,
la machine arrête son calcul.
Exemple 2.3.1. Considérons la machine de TuringMex qui énumère sur son
ruban les mots ab, aabb, aaabbb, . . . , anbn, . . . et ne s’arrête jamais. Cette ma-
chine travaille sur l’alphabet à trois lettres Γ = {a, b, ‖} et la tête de calcul peut
être dans cinq états Q = {q0, qa+, qb+, qb++, q‖}. Lorsque la tête de calcul est dans
l’état qa+, elle va ajouter un symbole a au mot déjà inscrit sur le ruban. Dans
l’état qb++, la machine va ajouter deux b consécutifs, et pour cela elle passera
par l’état intermédiaire qb+. Enfin l’état q‖ est atteint chaque fois qu’un mot de
la forme anbn est inscrit sur le ruban. Un symbole de séparation ‖ est inscrit
sur le ruban à la fin de chaque mot de la forme anbn. La fonction de transition
δex est donnée par les règles suivantes :
δex(q0, ]) = (qb+, a,→)
δex(qb+, ]) = (q‖, b,→)
δex(q‖, ]) = (q‖, ‖, .)

Initialisation du ruban : la machine écrit le premier
mot ab sur le ruban et positionne sa tête de calcul sur
le symbole de séparation ‖ à la droite du mot ab.
δex(q‖, ‖) = (q‖, ‖,←)
δex(q‖, b) = (q‖, b,←)
δex(q‖, a) = (qa+, a,→)

Si un mot anbn ‖ est écrit sur le ruban, et que la tête de
calcul se trouve sur le symbole ‖ et est dans l’état q‖,
alors la machine recherche la lettre a la plus à droite
dans le mot anbn.
δex(qa+, b) = (qb++, a,→)
δex(qb++, b) = (qb++, b,→)
δex(qb++, ‖) = (qb+, b,→)

La machine remplace le lettre b la plus à gauche par
une lettre a puis cherche le symbole de séparation ‖
à droite du mot. Une fois ce symbole atteint, la ma-
chine le remplace par le mot bb ‖, de sorte que le mot
an+1bn+1 ‖ est à présent écrit sur le ruban, puis la
tête de calcul se place sur le symbole ‖ et passe dans
l’état q‖.
Un calcul de cette machine (qui débute toujours avec le mot vide sur le
ruban, comme précisé plus haut) passera nécessairement par les configurations
du ruban de la Figure 10 (où le temps s’écoule de bas en haut).
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . ] a a a a b (qb++, b) ‖ ] ] . . .
. . . ] a a a a (qb++, b) b ‖ ] ] . . .
. . . ] a a a (qa+, b) b b ‖ ] ] . . .
. . . ] a a (q‖, a) b b b ‖ ] ] . . .
. . . ] a a a (q‖, b) b b ‖ ] ] . . .
. . . ] a a a b (q‖, b) b ‖ ] ] . . .
. . . ] a a a b b (q‖, b) ‖ ] ] . . .
. . . ] a a a b b b (q‖, ‖) ] ] . . .
. . . ] a a a b b b (q‖, ]) ] ] . . .
. . . ] a a a b b (qb+, ]) ] ] ] . . .
. . . ] a a a b (qb++, ‖) ] ] ] ] . . .
. . . ] a a a (qb++, b) ‖ ] ] ] ] . . .
. . . ] a a (qa+, b) b ‖ ] ] ] ] . . .
. . . ] a (q‖, a) b b ‖ ] ] ] ] . . .
. . . ] a a (q‖, b) b ‖ ] ] ] ] . . .
. . . ] a a b (q‖, b) ‖ ] ] ] ] . . .
. . . ] a a b b (q‖, ‖) ] ] ] ] . . .
. . . ] a a b b (q‖, ]) ] ] ] ] . . .
. . . ] a a b (qb+, ]) ] ] ] ] ] . . .
. . . ] a a (qb++, ‖) ] ] ] ] ] ] . . .
. . . ] a (qa+, b) ‖ ] ] ] ] ] ] . . .
. . . ] (q‖, a) b ‖ ] ] ] ] ] ] . . .
. . . ] a (q‖, b) ‖ ] ] ] ] ] ] . . .
. . . ] a b (q‖, ‖) ] ] ] ] ] ] . . .
. . . ] a b (q‖, ]) ] ] ] ] ] ] . . .
. . . ] a (qb+, ]) ] ] ] ] ] ] ] . . .
. . . ] (q0, ]) ] ] ] ] ] ] ] ] . . .
Figure 10: Exemple de calcul d’une machine de Turing qui énumère sur son
ruban tous les mots de la forme anbn pour tout n ∈ N.
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Le comportement d’une machine de Turing, c’est-à-dire son ensemble de
règles, est codé dans un décalage de type fini dont on donne les motifs au-
torisés. La dimension horizontale joue le rôle du ruban de la machine, tandis
que la dimension verticale représente l’évolution du temps (qui s’écoule de bas
en haut). On obtient ainsi les diagrammes espace-temps de la machineM, que
l’on peut construire à l’aide des motifs autorisés de taille 3× 2 suivants :
• si le motif code une partie du ruban dans laquelle la tête de calcul n’ap-
paraît pas, les deux lignes du motif sont identiques et pour x, y, z ∈ Γ on
autorise le motif :
x y z
x y z
• si la tête de calcul est présente dans la partie du ruban, on code les règles
de transition de la machine. Par exemple la règle δ(q1, x) = (q2, y,←) sera
codée par les motifs :
v w (q2, z)
v w z
w (q2, z) y
w z (q1, x)
(q2, z) y z′
z (q1, x) z′
y z′ z′′
(q1, x) z′ z′′
• enfin si qf est un état final, alors la machine arrête son calcul ce que l’on
traduit par le motif :
z (qf , x) z
′
z (qf , x) z
′
On note par PM l’ensemble des motifs interdits sur l’alphabet AM = Γ ∪
(Q× Γ) construit à partir des règles de transition deM, c’est-à-dire les motifs
qui ne sont pas représentés dans la liste ci-dessus.
Considérons à présent le décalage de type fini TPM . Il contient tous les dia-
grammes espace-temps de la machine M, mais aussi d’autres configurations
qui ne sont jamais atteintes par la machine. Avec la machine de Turing de
l’exemple 2.3.1, le SFT TPMex contient une configuration dans laquelle le ru-
ban est dans l’état suivant
. . . ] . . . ] a b b b b b (q‖, ‖) ] . . . ] . . . ,
état du ruban qui est incohérent puisque jamais atteint dans un calcul deMex.
Le problème vient du manque d’information sur le début d’un calcul. Il faut
spécifier un point dans Z2 qui jouera le rôle d’origine du calcul : à cette position
la tête de calcul est dans l’état initial q0, placée au début du mot d’entrée, en
dehors duquel le ruban ne contient que des symboles blanc ]. Ainsi on s’assure
que la configuration du décalage TPM produite avec cette contrainte correspond
bien à un diagramme espace-temps de la machineM.
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Comment introduire une origine dans un décalage ? Par compacité du dé-
calage, il est impossible d’imposer qu’un symbole origine apparaisse une fois
et une seule dans chaque configuration du décalage. Dans la Partie 2.3.2 nous
allons voir comment résoudre ce problème, en construisant des espaces de cal-
culs finis (et dont on peut donc facilement pointer l’origine) de sorte que chaque
configuration contient des espaces de calcul de taille arbitrairement grande, per-
mettant ainsi de voir apparaître les diagrammes espace-temps de la machine.
Pour cela on utilise des décalages substitutifs, définis dans la Partie 2.1.
2.3.2 Espaces de calcul pour MT
Nous allons présenter une construction d’espaces de calcul pour des machines
de Turing. Rappelons que les machines considérées travaillent sur un ruban
semi-infini (la tête de lecture ne peut pas se déplacer à gauche de sa position
initiale). Dans cette partie, un espace de calcul pour une machine de Turing
M est un rectangle dans le plan discret. On cherche à construire un décalage
TCalcul avec les propriétés suivantes :
• TCalcul est sofique ;
• toute configuration de TCalcul contient des espaces de calcul de taille
arbitrairement grande, en espace et en temps.
Un tel décalage assure de voir apparaître les diagrammes espace-temps de la
machineM.
On choisit ici d’utiliser un décalage substitutif pour définir les espaces de
calcul. Soit l’alphabet G1 à quatre éléments présenté dans la Figure 11. Cet
alphabet G1 = { , , , } peut être divisé en deux partie. En référence
aux tuiles de Wang, les lettres de cet alphabet G1 seront aussi appelées tuiles.
Les lettres , et correspondent aux tuiles de calcul, où les calculs de
machine de Turing seront effectivement implémentés, tandis que la lettre
correspond aux tuiles de communication par lesquelles de l’information peut
circuler. Plus précisément et sont des tuiles de calcul de bord. Sur
cet alphabet G1 on définit une substitution s1 par les règles données dans la
Figure 11.
On dit qu’une substitution s est à dérivation unique si pour tout x ∈ T{s},
il existe un unique y ∈ T{s} tel que x = s(y), c’est-à-dire que la substitution s
est injective sur le décalage T{s}.
Proposition 2.3.1. La substitution s1 est à dérivation unique.
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G1
Figure 11: L’alphabet G1 utilisé pour définir des zones de calcul, qui comprend
des tuiles de calcul et des tuiles de communication, ainsi que les
règles de la substitution s1.
Démonstration. Le motif apparaît dans chacune des règles de la substitu-
tion s1. Pour toute configuration x ∈ T{s1}, il existe donc (i, j) ∈ [0, 3]× [0, 1]
tel que x{n1+i+1}×[n2+j+1,n2+j+2] = pour tout (n1, n2) ∈ N×N. De plus, ce
motif ne peut pas apparaître à une autre position, donc le couple d’entier (i, j)
est choisi de manière unique. Considérons la partition du plan ([n1 + i, n1 + i+
3]× [n2 + j, n2 + j+ 1])(n1,n2)∈4N×2N pour la configuration x. Comme toutes les
tuiles ont des images différentes par la substitution s1, cette partition donne
un unique antécédent y à x par s1. On en déduit que s1(y) = σ(i,j)(x) ; la
substitution s1 est donc bien à dérivation unique.
Cette substitution s1 définit un décalage T{s1}, sofique en vertu du Théo-
rème 2.1.1. On décrit à présent comment des zones de calcul apparaissent dans
les configurations de ce décalage. Dans cette construction, l’espace est repré-
senté par la coordonnée horizontale, tandis que le temps est représenté par la
coordonnée verticale, et s’écoule du bas vers le haut. Observons tout d’abord
les motifs obtenus en itérant s1 sur une lettre (voir la Figure 12).
Sur une ligne horizontale, une zone de calcul est constituée d’un groupe de
tuiles de calcul situées entre une tuile à gauche et une tuile à droite.
La taille de la zone de calcul est le nombre de tuiles de calcul ( , ou )
qui constituent la zone.
Considérons une configuration x ∈ T{s1} ainsi qu’une zone de calcul dans x.
Comme la substitution s1 est à dérivation unique (voir la Proposition 2.3.1),
pour tout entier n il existe une manière unique de partitionner la configuration
x en rectangles de taille 4n× 2n, de sorte que chacun de ces rectangles est de la
forme sn1 (a) pour une certaine lettre a ∈ G1. Il existe donc un plus petit entier
n tel que la zone de calcul de x apparaît dans sn1 (a) pour une lettre a ∈ G1. Cet
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Figure 12: Trois itérations de la substitution s1 en partant de la lettre .
entier minimal sera appelé le niveau de la zone de calcul.
En itérant la substitution s1 sur un motif de G1, on obtient des zones de
calculs aussi larges qu’on le souhaite (voir la Figure 13 pour un exemple).
Figure 13: Zones de calcul de différents niveaux (les zones de niveau 1 en
rouge, celles de niveau 2 en bleu et celle de niveau 3 en vert) après
trois itérations de s1.
Après n itérations de la substitution s1 sur la lettre (on n’importe quelle
autre lettre de l’alphabet G1, la description étant la même à part la ligne in-
férieure qui change), ce qui revient à considérer le motif sn( ), on obtient
un rectangle de taille 4n × 2n. Par récurrence, on peut montrer que pour tout
m ∈ [1, n], on obtient 4n−m ∗2n−m = 8n−m zones de calcul de niveau m dans le
motif sn( ), la taille de ces zones de calcul étant 2m. Plus précisément, si sur
la ligne j ∈ [0, 2n−1] de sn( ) se trouve une zone de calcul de niveau m, alors
sur cette ligne il y a 4n−m zones de calcul de niveau m. De plus pour chaque
tuile de calcul située aux coordonnées (i, j), la prochain tuile de calcul de même
niveau située dans la même colonne est séparée de celle-ci par 2m − 1 tuiles de
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communication et se trouve donc aux coordonnées (i, j + 2m) ; cette tuile de
calcul de niveau m est dans la même position relative à sa zone de calcul que
la tuile en position (i, j). Le même phénomène se produit si l’on regarde vers le
bas. L’ensemble des zones de calcul de la même taille 2m alignées verticalement
forment une bande de calcul de taille 2m (la taille est en fait la largeur de la
bande de calcul).
Remarque. Il est possible que sur une ligne, un symbole apparaisse sans
symbole à sa droite. Cette zone de calcul dégénérée sera appelée zone de
calcul infinie, et on considère qu’elle est de niveau +∞.
Proposition 2.3.2. Considérons une configuration x ∈ T{s1} et Cn une zone
de calcul de niveau n dans x. Supposons aussi que Cn apparaît dans la iième
ligne de x, que l’on notera xZ×{i}. Alors Cn vérifie les propriétés suivantes :
1. la zone de calcul Cn contient 2n tuiles de calcul, séparées par des tuiles de
communication ;
2. sur la ligne xZ×{i} il n’y a que des zones de calcul de niveau n, séparées
les unes des autres par 22n−1 tuiles de communication ;
3. la ligne xZ×{i} est répétée verticalement toutes les 2n lignes, autrement dît
xZ×{i} = xZ×{i+k×2n} pour tout entier k ∈ Z ;
4. selon la coordonnée verticale, entre deux tuiles de calcul consécutives des
lignes xZ×{i} et xZ×{i+k×2n}, on trouve uniquement des tuiles de commu-
nication, au nombre de 2n − 1.
Voyons à présent comment deux tuiles de calcul d’une même bande de calcul
peuvent communiquer.
2.3.3 Communication dans le décalage T{s1}
On décrit dans cette partie comment les tuiles de communication sont utilisées.
Principe de communication dans un décalage Un canal de communica-
tion est une suite de tuiles de communication adjacentes. Ce canal commence
et se termine par une tuile de calcul.
Un transfert d’information est formé de trois données :
• un canal de communication c ;
• une tuile de calcul initiale appelée i et une tuile de calcul finale appelée f :
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Figure 14: Un canal de communication entre les tuiles de calcul i et f .
• des règles locale qui déterminent le symbole qui sera transféré à travers
le canal de communication, qui dépend à la fois de la direction du canal
partant de i (resp. arrivant sur f) et du symbole contenu par la tuile i
(resp. f).
Deux tuiles de communication voisines portent le même symbole, qui est
transféré le long du canal de communication. Précisons que les tuiles i et f
ne contiennent pas forcément la même lettre (par exemple la règle locale peut
modifier le symbole transféré à son arrivée sur la tuile f). Une même tuile de
calcul peut se trouver aux extrémités de canaux de communication différents,
mais on impose ici que ce nombre de canaux soit borné.
Étant donné un décalage T contenant des canaux de communication, il est
possible de coder des transferts d’information dans un décalage Tinfo. Si les
symboles transférés dépendent uniquement d’un motif fini autour des tuiles ini-
tiales et finales de chaque canal, et que T est un décalage de type fini (resp. so-
fique), alors Tinfo est aussi de type fini (resp. sofique).
Communication à l’intérieur d’une bande de calcul Deux tuiles de
calcul dans une même bande de niveau n situées sur une même colonne peuvent
communiquer grâce aux tuiles de communication des 2n−1 lignes intermédiaires
(transfert vertical de l’information). Au sein d’une même zone de calcul de
niveau n, deux tuiles de calcul adjacentes (c’est-à-dire qu’entre elles deux il n’y
a que des tuiles de communication) peuvent communiquer via les 2 ∗ 4n−1 − 2n
tuiles de communication qui les séparent (transfert horizontal de l’information).
La Figure 15 illustre ces propos.
Ainsi chaque tuile de communication contient une partie de deux canaux,
l’un horizontal pour permettre la communication au sein d’une même zone de
calcul, l’autre vertical pour permettre la communication au sein d’une même
bande de calcul.
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Figure 15: Les zones de calcul de niveaux 1,2 et 3 sont signalées par des cou-
leurs différentes. Les communications entre tuiles de calcul de ces
différents niveaux sont représentées par des flèches.
2.3.4 Initialisation des calculs
Les bandes de calcul décrites dans la partie précédente sont restreintes en espace
mais pas en temps. De ce fait des configurations inconsistantes de la machine
de Turing peuvent apparaître. Pour résoudre ce problème, on munit chacune
des bandes de calcul d’une horloge qui sera réinitialisée de façon périodique. A
chaque étape de calcul, l’horloge est incrémentée et lorsqu’elle est réinitialisée,
la machine de Turing recommence un nouveau calcul.
On utilise l’alphabet à quatre éléments C = {0, 1,∅,∼} pour construire un






, où T{s1} est le décalage sofique décrit dans la
Partie 2.3.2.
On note par piC la projection sur la seconde coordonnée. L’horloge est en fait
un automate fini qui simule l’addition binaire modulo 22n sur un ruban de 2n
tuiles. Le symbole spécial ∅ correspond à la retenue dans l’addition binaire, et
le symbole ∼ est utilisé pour synchroniser des zones de calculs adjacentes de
même niveau. Pour empêcher l’apparition d’états inconsistants dans l’horloge,
on interdit les motifs ∅ 0 , ∅ 1 , 0 ∅ , x ∼ et ∼ x où x ∈
{0, 1,∅} ; on notera par Consist cette condition de type fini.
Les autres conditions de type fini Compt sur l’alphabet G1 × C, qui servent
à décrire le processus d’addition, sont décrites dans la Figure 16.
Les horloges des différents niveaux de calcul évoluent selon les règles dé-
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∼ ∼ ∼ ∼
1 1 1 1
1 1 1
1 1 0 1
1 1
1 0 1 1
1 0 1
1 0 0 1
1
0 1 1 1
0 1 1
0 1 0 1
0 1
0 0 1 1
0 0 1
0 0 0 1
0 0 0 0
Figure 16: À gauche, un exemple d’évolution de l’horloge sur une zone de
calcul de niveau 2. Au centre l’évolution de cette horloge sur une
bande de calcul de niveau 2 : les temps 001∅, 0011, 01∅∅ et 0101
sont écrits successivement. À droite certaines des règles locales pour
coder l’horloge, données par les motifs autorisés.
crites dans la Figure 16, et lorsqu’un symbole ∅ atteint la tuile de calcul la
plus à gauche , les horloges sont réinitialisées. Avant la réinitialisation pro-
prement dite (retour dans la configuration dans laquelle le ruban ne contient
que des symboles 0), l’horloge passe par une configuration dans laquelle son
ruban ne contient que des symboles ∼. Par exemple une horloge associée à
une bande de calcul de niveau 1 passera par les configurations successives
00, 01, 1∅, 11,∅∅,∼∼, 00, . . . Ainsi une horloge associée à une zone de calcul
de niveau n est réinitialisée après 22n + 2 étapes de calcul.
Grâce à la configuration ne contenant que des symboles ∼, il est possible de
synchroniser une horloge sur une bande de calcul de niveau n avec les horloges
de ses deux bandes de calcul voisines de niveau n, et ce uniquement par des
règles locales que l’on notera par Synchro. Plus précisément, ces règles locales
imposent qu’une horloge soit dans la configuration ∼ · · · ∼ uniquement lorsque
ses deux voisines sont dans la même configuration (un signal portant le symbole
∼ étant envoyé par le canal de communication reliant deux bandes de calcul
voisines).
Les règles de type fini Synchro assurent que sur une même ligne les horloges
qui apparaissent, et qui correspondent donc à des bandes de calcul de même
niveau, sont synchronisées (sur une même ligne, toutes les horloges sont dans la
même configuration). On obtient ainsi un décalage sofique THorloge dans lequel
chaque bande de calcul du décalage T{s1} est à présent munie d’une horloge.
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Notons qu’en aucune manière on n’impose à des horloges de bandes de calcul







Proposition 2.3.3. Le décalage sofique THorloge est tel que, à l’intérieur d’une
bande de calcul de niveau n de largeur 2n, une horloge est réinitialisée toutes
les 22n + 2 étapes de calcul.
2.3.5 Diagramme espace-temps d’une MT dans un décalage
sofique
Le décalage sofique THorloge présenté dans la Partie 2.3.4 est ici utilisé pour
construire un décalage sofique dans lequel apparaissent les diagrammes espace-
temps d’une machine de Turing M. Pour cela les règles PM, définies dans la
Partie 2.3.1, sont ajoutées au décalage THorloge. La difficulté est que les espaces
de calcul présents dans les configurations de ce décalage sont fractionnés, et
que l’on ne peut donc pas appliquer directement les règles locales PM. Il faut
alors les modifier au préalable pour tenir compte des canaux de communication
décrits dans la Partie 2.3.2.
Partant du décalage sofique THorloge défini dans la Partie 2.3.4, on l’insère





où le nouvel alphabet A˜ est défini de la
manière suivante : A˜ = AM ∪ (AM ×AM ×AM). Un symbole de A˜ représente
donc soit un symbole de AM sur une tuile de calcul, soit la superposition de trois
symboles de AM transférés (horizontalement pour le premier et le deuxième,
verticalement pour le troisième) par une tuile de communication. On définit piG1












. Pour une tuile de communication, on
peut ainsi écrire piA˜1 , piA˜2 et piA˜3 pour respectivement la première, deuxième et
troisième coordonnées de AM ×AM ×AM.










avec a, b, c, d, e ∈ G1 × C × A˜
Les conditions sont les suivantes :
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• si la tuile centrale correspond à une tuile de communication dans THorloge,
autrement dît piG1(c) = , on applique l’ensemble de conditions Trans-
fert : les première et deuxième coordonnées sont constantes le long de la
ligne centrale, tandis que la troisième coordonnée est constante le long
de la colonne centrale. Plus précisément, piA˜1(b) = piA˜1(c) = piA˜1(d),
piA˜2(b) = piA˜2(c) = piA˜2(d) et piA˜3(a) = piA˜3(c) = piA˜3(e). Ces conditions
sont valables si toutes les tuiles adjacentes sont des tuiles de communi-
cation. Si une tuile de calcul est présente dans le voisinage, on utilise la
projection piA˜ ;
• si la tuile centrale correspond à une tuile de calcul dans THorloge, autre-
ment dît piG1(c) ∈ { , , }, on utilise l’une des conditions suivantes
selon le cas :
– conditions Init : lorsque l’horloge est dans son état initial 0 . . . 0,
chaque tuile contient un symbole blanc ] et la tête de calcul est dans
l’état initial q0, positionnée sur la tuile de calcul , ce que l’on
exprime par :
∗ si piC(c) =∼ et piG1(c) = alors piA˜(c) = piA˜1(d) = piA˜2(b) =
piA˜3(a) = (q0, ]),
∗ si piC(c) =∼ et piG1(c) ∈ { , } alors piA˜(c) = piA˜1(d) =
piA˜2(b) = piA˜3(a) = ] ;
– conditions Comp : si l’horloge n’est pas dans son état initial, on
utilise les règles décrites dans PM. Plus précisément :
∗ si piC(c) 6=∼ et piG1(c) = alors
piA˜3(a)
piA˜1(b) piA˜(c) piA˜2(d)
∈ PM, piA˜(c) = piA˜2(b) = piA˜1(d) et piA˜(c) = piA˜3(e),
∗ si piC(c) 6=∼, piG1(c) = et si la troisième coordonnées de
δ(piA˜(c)) n’est pas ←, c’est-à-dire que la fonction de transition




∈ PM, piA˜(c) = piA˜2(b) = piA˜1(d) and piA˜(c) = piA˜3(e),
∗ si piC(c) 6=∼, piG1(c) = et si la troisième coordonnée de
δ(piA˜(c)) n’est pas →, c’est-à-dire que la fonction de transition
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∈ PM, piA˜(c) = piA˜2(b) = piA˜1(d) et piA˜(c) = piA˜3(e);
– conditions Bord : si la tête de calcul veut se déplacer à gauche
d’une tuile de calcul ou à droite d’une tuile de calcul , elle
entre dans un état spécial qWait et le calcul est suspendu jusqu’à la
prochaine réinitialisation de l’horloge. Plus précisément :
∗ si piC(c) 6=∼, piG1(c) = et si la troisième coordonnée de
δ(piA˜(c)) est ←, alors
qWait
piA˜(c) piA˜2(d)
, piA˜(c) = piA˜2(b) = piA˜1(d) and piA˜(c) = piA˜3(e);
∗ si piC(c) 6=∼, piG1(c) = et si la troisième coordonnée de
δ(piA˜(c)) est →, alors
qWait
piA˜1(b) piA˜(c)
, piA˜(c) = piA˜2(b) = piA˜1(d) and piA˜(c) = piA˜3(e);
∗ si piC(c) 6=∼, piG1(c) ∈ { , , } et piA˜ = qWait, alors
piA˜(c) = piA˜3(a) = piA˜3(e) = piA˜2(b) = piA˜1(d) = qWait,
∗ si piC(c) 6=∼ et piA˜1(b) = qWait ou bien piA˜2(d) = qWait alors
piA˜(c) = qWait.
Ces conditions de type fini permettent de définir le décalage sofique TM de









Pour plus de clarté, toutes les conditions de type fini Transfert, Init, Comp
et Bord sont regroupées en une seule condition WorkM. La construction se










Sur chaque bande de calcul apparaissent ainsi des morceaux du diagramme
espace-temps de la machine de TuringM, avec pour mot d’entrée le mot vide.
Chacun de ces morceaux de diagramme espace-temps est limité à la fois en
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espace, par la taille de la bande de calcul, et en temps, borné exponentiellement
en la taille de la bande de calcul. Il est donc possible de trouver dans le décalage
sofique TM des fragments arbitrairement grands du diagramme espace-temps
de la machineM, ce qui montre le résultat principal de cette partie :
Théorème 2.3.4. [AS10] Pour toute machine de TuringM avec ruban semi-
infini, il existe un décalage sofique TM qui contient les diagrammes espace-






du calcul de la machineM sur le mot vide, pour
tout entier n (2n tuiles de calcul et 22n + 2 étapes de calcul).
Exemple 2.3.2. Dans cet exemple la machineMex commence son énumération
par le mot ab. La Figure 17 décrit comment le calcul de la machine est codé
dans la grille de calcul. Par exemple les tuiles de calcul de niveau 2 forment






































































Figure 17: Calculs d’une machine de Turing sur une grille de calcul dans la-
quelle apparaissent des zones de calcul de niveaux 1, 2 et 3. Il est
à noter que chaque symbole ↑ ou ↔ devrait en fait transférer deux
symboles, mais ceux-ci ont ici été omis pour plus de lisibilité. Pour
la même raison les états de l’horloge n’apparaissent pas.
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Le principal résultat de ce chapitre est le Théorème 3.1.1 , que nous ap-
pellerons théorème de simulation. Ce théorème ne concerne que deux des cinq
opérations définies dans la Partie 2.2 : le facteur et la sous-action projective.
Michael Hochman montre [Hoc09] que tout décalage effectif de dimension d
peut être obtenu comme facteur et sous-action d’un décalage de type fini de
dimension d + 2. Sa construction amène naturellement la question suivante :
est-il possible de diminuer la dimension du décalage de type fini à d+1 ? Une ré-
ponse positive a été apportée dans deux preuves faisant appel à des techniques
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de pavages différentes. L’une [DRS10b] due à Bruno Durand, Andrei Roma-
schenko et Alexander Shen utilise une construction basée sur des pavages auto-
similaires [DLS01]. Celle que nous proposons [AS10], qui est une adaptation de
la preuve de Robinson [Rob71] de l’indécidabilité du problème du domino, dans
laquelle les zones de calcul sont remplacées par des bandes de calcul bi-infinies
verticalement. Cette preuve est détaillée dans la Partie 3.1. Les premiers auteurs
proposent un comparatif des deux constructions dans [DRS10a].
Dans la Partie 3.2 nous développons deux applications du théorème de simula-
tion. La première application (Théorème 3.2.2) établit une correspondance entre
un semi-ordre sur les décalages et un semi-ordre sur les langages, pourvu que
les décalages vérifient la condition de mélange uniforme. La seconde application
concerne les systèmes S-adiques ; nous montrons qu’en dimension supérieure à
2, les systèmes S-adiques effectifs sont sofiques (Théorème 3.2.5).
3.1 Un résultat de simulation
Ce résultat de simulation a initialement été démontré par Hochman dans une
version plus faible [Hoc09]. En terme de clôture, ce résultat s’exprime de la
manière suivante :
ClFact,SA(SFT ) = RE ,
autrement dît les décalages que l’on peut obtenir par facteur et sous-action à
partir d’un décalage de type fini sont exactement les décalages effectifs (ces
classes de décalages sont définies dans la Partie 1.3).
3.1.1 Énoncé du résultat et idée de la preuve
Le résultat dont nous allons présenter la preuve s’énonce de la manière suivante :
Théorème 3.1.1 ([AS10]). Tout décalage effectif de dimension d peut être
obtenu par facteur et sous-action d’un décalage de type fini de dimension d+ 1.
L’énoncé du théorème peut être affiné, le facteur utilisé étant en fait un
facteur lettre à lettre. On obtient alors le corollaire suivant :
Corollaire 3.1.2 ([AS10]). Tout décalage effectif de dimension d est conjugué
à une sous-action d’un décalage de type fini de dimension d+ 1.
Nous allons présenter une preuve de ce résultat dans le cas particulier où
d = 1, mais la construction se généralise à la dimension supérieure.
Nous commençons par donner les idées directrices de la démonstration. Soit
Σ ⊂ AΣZ un décalage effectif de dimension 1 sur l’alphabet AΣ, alors il existe
63
une machine de Turing M qui énumère les motifs interdits de Σ. Nous allons
construire un SFT TFinal de dimension 2. Ce décalage sera constitué de dif-
férents niveaux, chaque niveau étant un SFT de dimension 2, et ces niveaux
seront regroupés par des opérations Prod, pour n’obtenir qu’un seul décalage
au final, et des conditions de type fini TF de façon que chaque niveau utilise
l’information contenue dans les autres niveaux. De manière plus détaillée, les
différents niveaux sont :
• Niveau 1 : ce premier niveau contient le décalage AZ2Σ auquel on ajoute
la condition de type fini Align qui impose à une même colonne de conte-
nir un unique symbole répété verticalement. Ainsi ce niveau contient une
superposition de la même configuration x ∈ AΣZ (que l’on appellera can-
didat) ;
• Niveau 2 : ce niveau contient les zones de calcul utilisées parMForbid et
MSearch, munies d’une horloge (voir la Partie 2.3.4) ;
• Niveau 3 : ce niveau contient les diagrammes espace-temps d’une ma-
chine de Turing MForbid qui énumère les motifs interdits de Σ et vérifie
qu’aucun des motifs interdits de Σ n’apparaît dans la configuration x ;
• Niveau 4 : ce niveau contient les diagrammes espace-temps d’une ma-
chine de Turing MSearch qui aide la machine MForbid dans sa phase de
vérification.
La difficulté est donc d’assurer qu’aucun motif interdit de Σ n’apparaît dans
la configuration candidate x. La grille de calcul du deuxième niveau, présentée
dans la Partie 2.3.4, offre donc la possibilité à une machine de Turing d’effec-
tuer des calculs dans des zones de calcul finies de taille arbitrairement grande.
Pour vérifier que le candidat x est bien dans Σ, nous utiliserons une machine
de Turing MForbid qui aura une double fonction : d’abord énumérer sur son
ruban les motifs interdits de Σ, puis vérifier qu’aucun d’entre eux n’est présent
dans une partie finie de la configuration x, appelée zone de responsabilité de la
machine, qui dépend de la taille de la zone de calcul dans laquelle la machine
évoluera. Mais le problème des espaces de calcul présentés dans la Partie 2.3.2
est qu’ils sont non connexes. En conséquence, le ruban sur lequel travaille la
machineMForbid est un ruban fractionné, donc les motifs interdits qu’elle énu-
mère sont eux-mêmes fractionnés. Comment alors vérifier qu’un motif interdit
fractionné n’apparaît pas dans la configuration candidate x, qui est faite de
cellules connexes ?
Pour ce faire nous faisons appel à une deuxième machine de TuringMSearch.
Cette machine MSearch reçoit des requêtes de la part de la machine MForbid,
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sous forme d’une adresse d’une lettre de la configuration candidate x dans la
zone de responsabilité de MForbid. Comme toute position de la configuration
x est située dans une zone de calcul d’un certain niveau, il suffit à la machine
MSearch à laquelle est formulée la requête de communiquer avec cette autre
machine MSearch. Cette communication entre machines MSearch sera décrite
dans la Partie 3.1.4. En supposant que la machine MSearch remplit bien son
rôle, elle répond à une requête par la lettre de la configuration x correspondante,
et la machine MForbid peut ainsi vérifier la validité de la configuration x. Si
un motif interdit de Σ est détecté dans x, alors la machine MForbid atteint
un état spécial qstop, dont la présence sera interdite dans les configurations du
décalage final TFinal. Cette construction, qui est résumée dans la Partie 3.1.5,
assure que toutes les lignes xZ×{i} dans le décalage final codent, entre autre, des
configurations de Σ. Il reste alors à appliquer deux opérations pour obtenir Σ :
d’abord prendre la sous-action de TFinal sur Z×{0}, et ensuite effacer tous les
symboles de l’alphabet de TFinal qui ne concernent par Σ (ceux utilisés pour
la construction des zones de calcul, ceux codant le comportement des machines
de Turing, etc...) par un facteur lettre à lettre.
Nous allons donc dans un premier temps décrire comment les différentes
machinesMForbid etMSearch communiquent entre elles (Partie 3.1.2).
3.1.2 Communication entre machines
Canaux de communication
Les machines de TuringMForbid etMSearch vont avoir besoin de communiquer
entre elles. Entre deux zones de calcul adjacentes de même niveau, la communi-
cation est aisée puisqu’on ne trouve que des tuiles de communication entre ces
zones. Ainsi un bit d’information peut être échangé entre deux zones de calcul
adjacentes de niveau n à chaque étape de calcul (voir la Partie 2.3.2). Mais entre
deux bandes de calcul de niveaux différents le problème est plus difficile. Nous
construisons dans cette partie des canaux de communication pour permettre
à des machines évoluant dans des bandes de calcul de différents niveaux de
communiquer entre elles. Pour construire ces canaux de communication, nous
utilisons une substitution s2 sur l’alphabet G2. Cet alphabet et les règles de la
substitution s2 sont décrites dans la Figure 18.
Nous modifions donc le décalage THorloge défini dans la Partie 2.3.4 pour y








où la substitution s1 × s2 est définie sur l’alphabet produit G1 × G2 et dont
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G2
Figure 18: L’alphabet G2 et les règles de la substitution s2.
les règles sont formées d’une règle de s1 et d’une règle de s2. En conséquence










où le décalage THorloge est celui que l’on vient de redéfinir.
Les segments rouges obtenus après itération de la substitution s2 sont appe-
lées lignes de communication. Elles sont utilisées pour permettre la communi-
cation entre des bandes de calcul de différents niveaux. Les lignes de commu-
nication sont agencées de manière à former des rectangles. Les deux rectangles
obtenus après n itérations de la substitution s2 sur un élément de l’alphabet
G2 sont appelés rectangles de communication de niveau n. Chaque rectangle de
niveau n croise deux rectangles de niveau n−1 et est intersecté par un rectangle
de niveau n+ 1.
Si l’on considère une tuile de calcul de bord (resp. ) dans une zone
de calcul de niveau n, elle est toujours située à l’intérieur d’un rectangle de
communication de niveau n. Ainsi en partant de la tuile de calcul (resp. )
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et en se déplaçant vers la gauche (resp. la droite), on rencontre nécessairement le
côté gauche (resp. le côté droit) d’un de ces rectangles. Et sur les côtés supérieur
et inférieur de ce rectangle se trouvent deux tuiles de calcul et , situées
dans deux zones de calcul adjacentes de niveau n− 1.
A l’aide de règles locales il est possible de construire des canaux de com-
munications de niveau n, qui partent de chaque tuile de calcul ou de
niveau n. Un canal de communication est constitué d’une section horizontale
qui rejoint un rectangle de communication de niveau n comme expliqué précé-
demment, et longe le bord de ce rectangle jusqu’à rencontrer une autre tuile de
calcul de bord, de niveau n − 1. Ainsi une zone de calcul peut communiquer
avec les quatre zones de calcul de niveau inférieur qu’elle contient (voir la Fi-
gure 19). Comme les zones de calcul de niveau n sont superposées verticalement
avec une fréquence moitié de celle des zones de niveau n − 1, seule une moitié
des zones de niveau n − 1 est connecté via un canal de communication à une
zone de niveau supérieur.
Figure 19: Les rectangles de communication permettent à chaque zone de cal-
cul de niveau n de communiquer avec les quatre zones de calcul de
niveau n− 1 les plus proches.
Proposition 3.1.3. Pour toute zone de calcul de niveau n, il existe deux canaux
de communication partant de chaque tuile de calcul ou de niveau n et
terminant sur une tuile de calcul de bord de niveau n− 1 (une tuile et une
tuile ). Ainsi chaque zone de calcul de niveau n peut communiquer avec les
quatre bandes de calcul de niveau n− 1 les plus proches.
Adresses dans une bande de calcul
Dans cette partie nous expliquons comment définir une adresse permettant
d’identifier chaque lettre xi de la configuration candidate x située à l’intérieur
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d’une bande de calcul. Comme par construction du premier niveau, la configu-
ration x est répétée verticalement, il suffit de définir une adresse qui identifie
la iième colonne dans le décalage de type fini du premier niveau.
Soit Cn une zone de calcul de niveau n d’une configuration x ∈ TGrid et soit
Sn la bande de calcul associée. Par la Proposition 2.3.1, il existe un unique
i ∈ [0, 4n − 1] × [0, 2n − 1] et un unique y ∈ TGrid tels que snGrid(y) = σi(x).
Donc il existe un unique (j1, j2) ∈ Z2 tel que Cn < snGrid(y(j1,j2)). On a Sn <
σ−i(snGrid(y{j1}×Z})) < x, et la bande σ−i(snGrid(y{j1}×Z})) est appelée bande de
dépendance associée à la bande de calcul Sn.
Figure 20: Les bandes de dépendance associée à des zones de calcul de ni-
veau 2.
Dans le décalage TGrid, le ruban d’une machine de Turing dans une bande de
calcul de niveau n est fractionné. De ce fait, une machine de Turing de niveau n
ne peut pas accéder directement à toutes les colonnes qui composent sa bande
de dépendance. Pour obtenir ces informations, la machine communique avec une
machine de Turing de niveau inférieur (voir la Partie 3.1.4) mais il faut pour
cela que les deux machines puissent identifier précisément de quelle colonne il
est question.
Étant donnée une bande de dépendance associée à une bande de calcul de
niveau n, il est possible d’expliciter des coordonnées relatives à cette bande
pour chaque colonne. Ces adresses sont composées de n symboles choisis parmi
l’alphabet à quatre éléments {0, 1, 2, 3}. Chacun des motifs sn1 (a) peut être
décomposé horizontalement en quatre (éventuellement différents) motifs sn−11 (b)
où a, b sont des lettres de l’alphabet G1. Le premier symbole de l’adresse indique
à laquelle des bandes de dépendances de niveau n−1 la colonne appartient. En
itérant ce procédé, la position d’une colonne dans une bande de dépendance de
niveau n est donnée par un mot de n lettres sur l’alphabet {0, 1, 2, 3}, que l’on
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appelle adresse de la colonne (voir la Figure 21).
Figure 21: Adresses de deux colonnes dans une bande de dépendance de niveau
3. L’adresse de la colonne repérée par une tuile noire est 231, tandis
que l’adresse de la colonne repérée par une tuile grise est 020.
Proposition 3.1.4. Pour chaque zone de dépendance de niveau n, il est possible
de décrire la position de chaque colonne de la bande par une adresse de n bits
sur un alphabet à quatre éléments.
Zones de responsabilité
Rappelons que la machine de TuringMForbid, qui sera décrite plus précisément
dans la Partie 3.1.4, a un double rôle : elle énumère les motifs interdits de Σ et
vérifie que ces motifs n’apparaissent pas dans la configuration x. Mais vérifier
l’absence d’un motif interdit dans l’intégralité de la configuration x nécessite
une infinité d’étapes de calcul, c’est pourquoi chacune des machines MForbid
ne se charge de la vérification que d’une partie finie de la configuration x. Cette
partie finie est appelée zone de responsabilité de la machineMForbid.
Nous assignons donc une zone de responsabilité à chaque bande de calcul.
Pour une bande de calcul de niveau n cette zone de responsabilité est formée
de 3 ∗ (2 ∗ 4n−1) = 6 ∗ 4n−1 cellules, centrées autour de la bande de calcul (voir
la Figure 22), de sorte que la zone de responsabilité d’une machine de niveau n
débute là où la zone de responsabilité de sa voisine de gauche de même niveau
termine.
Ainsi définies, les zones de responsabilité se chevauchent : deux zones de
responsabilité adjacentes de même niveau n partagent 2 ∗ 4n−1 cellules. Ces
chevauchements sont essentiels : sans eux, on pourrait imaginer un motif interdit
à cheval sur deux zones de responsabilité, et qui ne serait ainsi jamais détecté.
Pour la même raison il est important que la taille des chevauchements croisse
avec le niveau des machines, cela nous assure que tout motif de la configuration
candidate x est contenu dans une infinité de zones de responsabilité de niveaux
croissants.
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Figure 22: Zones de responsabilité pour des bandes de niveau 2. Ces zones
sont formées de 24 cellules et se chevauchent sur 8 cellules.
3.1.3 Génération de motifs interdits
Rappelons que comme le décalage Σ est récursivement énumérable, il existe
une machine de Turing qui énumère ses motifs interdits. Nous décrivons dans
cette partie une version modifiée de cette machine, qui en plus de l’énumération
vérifie que chaque motif interdit qu’elle produit n’apparaît pas dans sa zone de
responsabilité, les comparaisons se faisant avec les symboles du décalage du
premier niveau. Les zones de calcul sont fractionnées (voir la Figure 17), donc
durant un calcul sur une bande de calcul de taille 2n, une machineMForbid ne
peut pas accéder entièrement à sa zone de responsabilité. La machineMForbid
sollicitera l’aide d’une deuxième machine de TuringMSearch afin d’obtenir les
symboles de la configuration candidate x ∈ AΣZ situés à l’intérieur de sa zone de
responsabilité, et dont elle aura besoin. Le comportement de la machineMForbid
est le suivant : elle énumère autant de motifs interdits de Σ que la taille de sa
zone de calcul le lui permet, et chaque fois qu’un motif est produit, la machine
MForbid vérifie que ce motif n’apparaît pas dans sa zone de responsabilité. Nous
allons décrire ce fonctionnement plus précisément, en commençant par présenter
les trois rubans dont dispose la machineMForbid.
Rubans de la machine MForbid La machineMForbid utilise trois rubans :
• le premier ruban est le ruban de calcul ;
• le deuxième ruban est le ruban d’écriture, sur lequel les motifs interdits
sont écrits les uns après les autres ;
• le troisième et dernier ruban est le ruban de communication, qui contient
les adresses (une adresse remplaçant la précédente) des lettre de l’alphabet
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AΣ dont la machineMForbid a besoin pour vérifier que le motif écrit sur
son ruban d’écriture n’apparaît pas dans sa zone de responsabilité. La
machineMForbid attend que la machineMSearch, choisie parmi les trois
machinesMSearch de son voisinage (à sa gauche, au centre ou à sa droite),
qu’elle a sollicitée soit disponible. Puis lui transfère l’adresse de la lettre
de AΣ dont elle a besoin (voir la Partie 3.1.4).
Nous développons à présent les différentes étapes d’un calcul de la machine
MForbid.
Calcul de la taille de la zone de responsabilité La machine MForbid
commence par calculer la taille de sa zone de calcul, comprise entre les tuiles
de calcul et . De cette façon, la machineMForbid connaît la taille de sa
zone de responsabilité, et ceci peut être effectué en temps linéaire par rapport
à la taille de la zone de calcul.
Énumération de motifs interdits Une fois le calcul précédent effectué,
la machine MForbid énumère les motifs interdits de Σ, et dès qu’un motif est
intégralement inscrit sur son ruban d’écriture, elle vérifie que ce motif n’apparaît
pas à l’intérieur de sa zone de responsabilité.
Vérification de la zone de responsabilité Supposons que la machine
MForbid a inscrit sur son ruban d’écriture le motif interdit f = f0f1 . . . fk−1,
et que la machine MForbid est chargée d’une zone de responsabilité de niveau
n que l’on appellera a0a1 . . . a6∗4n−1−1. Elle commence par demander à une des
machines MSearch voisines la lettre a0 dont l’adresse est 0 . . . 0 où le symbole
0 est répété n fois (le principe d’une telle requête sera développé dans la Par-
tie 3.1.4), et compare la lettre a0 avec la première lettre du motif interdit f0.
Si les lettres sont identiques, il est encore possible que le motif interdit f ap-
paraisse en position 0 dans la zone de responsabilité, donc la machine garde en
mémoire la fait qu’il faille continuer la comparaison des motifs f et a0 . . . ak. Si
f0 6= a0 on est sûr que le motif interdit f n’apparaît pas à cette position. Dans
les deux cas, la machineMForbid fait à nouveau appel à une machineMSearch
pour obtenir le deuxième symbole de sa zone de responsabilité a1 d’adresse
0 . . . 01 où le symbole 0 est répété n− 1 fois. Si cela est pertinent, elle compare
a1 avec f1. Puis elle compare a1 avec f0, et ainsi de suite. Si à un moment la
machineMForbid détecte quef = ai . . . ai+k+1 pour un certain i, elle arrête tout
calcul et entre dans un état qstop dans lequel elle restera jusqu’à la réinitiali-
sation de l’horloge. Cet état qstop sera interdit dans le décalage final. Dans le
pire des cas (si aucun motif interdit n’est détecté) pour chaque motif interdit
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f de longueur k, la machineMForbid a besoin de 6 ∗ 4n−1 ∗ k ∗ t(n) étapes de
calcul, où t(n) est le temps nécessaire à la machine MSearch pour répondre à
une requête de MForbid. Dans la Partie 3.1.4 nous donnerons une estimation
de ce temps de réponse.
Zone de responsabilité deMForbid︷ ︸︸ ︷
a0 a1 a2 . . . . . . . . . . . . aN
f0 f1 f2 . . .
f0 f1 f2 . . .
f0 f1 f2 . . .
Figure 23: Lorsqu’un motif interdit de Σ f = f0f1 . . . fk est énuméré par la
machine MForbid, la recherche de ce motif à toutes les positions
possibles de la zone de responsabilité de MForbid est effectuée en
parallèle.
3.1.4 Détection de motifs interdits
La machine de Turing MSearch reçoit une requête, c’est-à-dire une suite de
symboles codant l’adresse d’une lettre à l’intérieur d’une zone de responsabilité
d’une machineMForbid, de la part d’une machineMForbid chaque fois qu’une
adresse est intégralement inscrite sur le ruban de communication de la machine
MForbid). La machine MSearch doit renvoyer la lettre correspondante sur le
premier niveau de construction AΣZ
2
. Il faut remarquer que la zone de res-
ponsabilité d’une machine MForbid de niveau n ne correspond pas tout à fait
à l’ensemble des positions qu’une machine MSearch de même niveau peut at-
teindre en faisant appel aux machines d’ordre inférieur. En fait une machine
MForbid partage sa zone de responsabilité avec trois machinesMSearch, et se-
lon l’adresse du symbole recherché, la machineMForbid envoie sa requête à la
machineMSearch idoine (voir la Figure 24 pour un exemple).
Décrivons plus précisément le comportement d’une machineMSearch, en com-
mençant par détailler les cinq rubans qu’elle utilise.
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Rubans d’une machine MSearch Une machineMSearch de niveau n utilise
trois rubans :
• le premier ruban est le ruban de calcul ;
• le deuxième ruban est le ruban de requête d’ordre supérieur, c’est sur ce
ruban que les bits d’une adresse transférée par une machine MSearch de
niveau n+ 1 sont écrits.
• les trois derniers rubans sont le ruban de requête gauche, le ruban de
requête central et le ruban de requête droite sur lesquels seront inscrits les
adresses des symboles requis par la machine MForbid de niveau n située
respectivement à la gauche, au même endroit et à la droite de la bande
de calcul de la machineMSearch considérée.
Requête envoyée par une machineMForbid A chaque fois qu’une adresse
est écrite sur le ruban de communication d’une machineMForbid, celle-ci envoie
cette requête à la machine MSearch de même niveau située soit dans la même
bande de calcul, soit dans la bande de calcul directement à gauche ou directe-
ment à droite. La machineMForbid envoie les bits formant l’adresse un par un
(un bit est envoyé à chaque étape de calcul), et donc une machine de niveau n
envoie un bit toutes les 2n lignes (avec l’implémentation des machines de Tu-
ring présentée dans la Partie 2.3). Deux bandes de calcul adjacentes de même
niveau peuvent communiquer grâce aux canaux de communication décrits dans
la Partie 3.1.2, en utilisant le fait qu’une ligne ne comprend que des zones de
calcul de même niveau (voir la Proposition 2.3.2). Les bits de l’adresse étant
envoyés un à un, le transfert de la totalité de l’adresse nécessite 2n ∗ n lignes.
La requête est alors écrite sur le ruban de requête correspondant. La machine
MForbid attend ensuite la réponse de la machineMSearch correspondante avant
de poursuivre son calcul.
Requête envoyée par une machine MSearch Une machine MSearch de
niveau n ≥ 2 peut envoyer sa requête à l’une des quatre machinesMSearch de
niveau n−1 situées dans sa zone de dépendance. De manière similaire à ce qui se
passe pour une machineMForbid, l’envoi des n bits composant l’adresse se fait
bit par bit et nécessite donc 2n∗n ligne de calcul. La machineMSearch de niveau
n utilise elle aussi les canaux de communication décrits dans la Proposition 3.1.3
pour communiquer : chaque tuile de calcul de bord ou est située à
l’intérieur d’un rectangle de niveau n qui leur permet de communiquer avec
une tuile de calcul de bord d’une zone de calcul de niveau n− 1.
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Traitement d’une requête : l’arbre de recherche Une machineMSearch
de niveau n répond aux requêtes écrites sur ses différents ruban, en consacrant
une étape de calcul sur quatre à chacun de ses rubans. L’adresse inscrite sur le
ruban est recopiée sur le ruban de calcul, et la machine garde en mémoire de quel
ruban provient la requête qu’elle est en train de traiter. Si la machineMSearch
est une machine de niveau 1, elle peut directement lire la lettre de AΣ. Sinon
elle est de niveau n, et transmet l’adresse une la machine MSearch de niveau
n− 1 : le premier bit de l’adresse indique quel canal de communication utiliser,
et seuls les n−1 derniers bits sont transmis. Puis la machineMSearch de niveau
n attend la réponse à cette requête. Dès qu’une machine de niveau 1 reçoit la
requête le symbole correspondant dans AΣ est trouvé (voir la Figure 24). Il ne
reste plus qu’à remonter l’arbre de recherche pour faire parvenir le symbole à
la machineMForbid qui avait initialement formulé la requête.
Figure 24: Un exemple d’arbre de recherche correspondant à une requête par
une machine MForbid de niveau 3. Selon l’adresse de la lettre re-
quise, la machine MForbid envoie la requête à une des trois ma-
chinesMSearch.
Réponse à une requête : remonter l’arbre de recherche Lorsqu’une
machine MSearch reçoit de la machine de niveau inférieur le symbole corres-
pondant à la requête qu’elle lui avait formulé, elle le transfert par le même
canal de communication que celui d’où lui est venu cette requête. Cette opéra-
tion se fait en une seule étape de calcul pour deux raisons. D’abord parce qu’il
n’y a qu’une seul symbole à transmettre, mais aussi parce que la machine à
laquelle ce symbole est envoyé attend cette réponse et donc sait de quel sym-
bole il s’agit. Une machine MSearch finit toujours par répondre à une requête
d’une machineMForbid partageant la même bande de calcul, puisque chacune
desMSearch travaille à tour de rôle pour les machinesMForbid de même niveau
et la machineMSearch de niveau supérieur.
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Initialisation des calculs Lorsque l’horloge est réinitialisée, il est crucial
de ne pas effacer les adresses écrites sur les rubans de requêtes des machines
MSearch, car des machines de niveau supérieur sont potentiellement en train
d’attendre une réponse.
Un autre problème pouvant survenir lors d’une réinitialisation est le suivante :
une machine a envoyé une requête, et elle est réinitialisée alors qu’elle attend
toujours la réponse à sa requête. Pour parer à cette difficulté on impose que la
première chose que fasse une machine lorsqu’elle est réinitialisée est d’attendre
la réponse à une éventuelle requête laissée en suspens dans son calcul précédent,
et d’ignorer cette réponse avant de recommencer un nouveau calcul.
Temps de réponse d’une machine MSearch On appelle t(n) le temps né-
cessaire à une machineMSearch de niveau n pour répondre à une requête d’une
machine MForbid de même niveau. Comme une machine de niveau n effectue
une étape de calcul toutes les 2n lignes, une machine MSearch de niveau n a
besoin de 2n ∗ t(n) lignes pour répondre à une requête d’une machineMForbid.
Une machineMSearch de niveau n ≥ 2 est aidée par une machineMSearch de
niveau n− 1 : elle lui transfère un à un les n− 1 derniers bits de l’adresse de la
requête (pour cela elle a besoin de n∗2n lignes). Puis elle attend la réponse de la
machineMSearch de niveau n− 1. Il est possible que cette machineMSearch de
niveau n− 1 soit déjà en train de répondre à d’autres requêtes, dans le pire des
cas trois autres requêtes. Au total une machineMSearch de niveau n − 1 peut
être amenée à répondre à quatre requêtes simultanément. Au final, le temps
de réponse d’une machine MSearch de niveau n est donné par la formule de
récurrence :
2nt(n) ≤ n ∗ 2n + 4 ∗ 2n−1 ∗ t(n− 1).
De l’inégalité précédente nous déduisons que
t(n) ≤ 2n ∗ O(n22n).
Ainsi une machine MSearch de niveau n répond à une requête d’une machine
MForbid en O(n22n) étapes de calcul.
Proposition 3.1.5. Toutes les requêtes d’une machine MForbid de niveau n
reçoivent une réponse d’une machineMSearch de même niveau en au plus n22n
étapes de calcul, pour un n assez grand.
Temps de vérification par MForbid Supposons qu’une machine MForbid
ait énuméré sur son ruban un motif f de taille k. Elle doit à présent s’assurer
que ce motif n’apparaît pas dans sa zone de responsabilité. D’après ce qui a été
75
présenté dans la Partie 3.1.4, ceci nécessite 6 ∗ 4n−1 ∗ k ∗ t(n) ≤ k ∗ n2 ∗ 23n+1
étapes de calcul.
Soit (fi)i∈N l’énumération des motifs interdits de Σ faite par la machine
MForbid. On appelle t(f0, . . . , fk) le temps nécessaire à la machine MForbid
pour vérifier que les motifs (fi)i∈[0,k] n’apparaissent pas dans sa zone de res-
ponsabilité, et t′(f0, . . . , fk) le temps nécessaire à cette même machine pour
uniquement énumérer ces motifs sans vérifier leur absence dans sa zone de
responsabilité. Le temps nécessaire à une machine MForbid de niveau n pour
vérifier l’absence des motifs interdits (fi)i∈[0,k] est donc
t(f0, . . . , fk) ≤ t′(f0, . . . , fk) + (k + 1) ∗max{|fi| : i ∈ [0, k]} ∗ n2 ∗ 23n+1.
Comme t′(f0, . . . , fk) ne dépend pas du niveau de la machineMForbid, et qu’une
machine MForbid de niveau n peut effectuer 22n + 2 étapes de calcul (voir le
Théorème 2.3.4), il existe un niveau n tel que toutes les machines de ce niveau
vérifient que les motifs interdits (fi)i∈[0,k] n’apparaissent pas dans leurs zones
de responsabilité.
Proposition 3.1.6. Pour tout motif interdit de Σ,il existe un entier n ∈ N tel
que dans tout calcul dans une bande de niveau n, le mot w est énuméré par la
machine MForbid et celle-ci a le temps de vérifier qu’il n’apparaît pas dans sa
zone de responsabilité.
3.1.5 Construction finale
Nous résumons la construction finale du décalage TFinal étape par étape.












2. Ensuite, nous alignons verticalement les lettres du premier niveau pour
obtenir la même configuration candidate sur chaque ligne :
TAlign = TFAlign (TLevel) .
3. Puis nous insérons les calculs des machines MForbid et MSearch à l’aide
des conditions de type fini WorkMForbid ∪WorkMSearch , et nous y ajou-
tons les communications entre les différents niveaux de la construction,
toujours avec des conditions de type fini Com. Enfin nous finissons par la
condition Forbid qui permet d’éliminer les configurations dans lesquelles











, où pi est le facteur qui
consiste à ne conserver que les lettres de l’alphabet AΣ du premier niveau.
Montrons que les décalages Σ et T sont en fait identiques.
Démonstration. • Σ ⊆ T :
Soit x ∈ Σ, par construction du décalage TFinal il est facile de construire
une configuration bidimensionnelle y telle que y ∈ TFinal et pi(y|(1,0)Z) =
x.
• T ⊆ Σ :
Soit x ∈ T, nous montrons que x ∈ Σ. Par définition, il existe y ∈ TFinal
tel que pi(y|Ze1) = x. Il nous suffit de montrer que tout motif qui apparaît
dans x est dans le langage L(Σ). Soit w un motif qui apparaît dans x.
Supposons que w n’est pas dans L(Σ). Alors par la Proposition 3.1.6, il
existe un n ∈ N tel que dans tout calcul dans une bande de niveau n, le
mot w est énuméré par la machine MForbid et celle-ci a eu le temps de
vérifier qu’il n’apparaît pas dans sa zone de responsabilité. En particulier
le motif w a été comparé avec tous les autres motifs de même longueur
qui apparaissent dans x. Comme w apparaît dans x, cela signifie qu’il
existerait une bande de calcul de niveau n dans laquelle la condition de
type finie Forbid n’est pas respectée, d’où la contradiction.
3.2 Deux applications du théorème de simulation
Nous présentons dans cette partie deux résultats impliquant des décalages sur
Zd. Ces deux résultats utilisent le théorème de simulation, mais le premier
constitue plus une adaptation de la preuve qu’une application à proprement
parler.
Le théorème de simulation peut aussi être utilisé pour montrer que les valeurs
possibles pour l’entropie d’un décalage de type fini sur Zd sont les réels que l’on
peut approcher par le haut à l’aide d’une suite calculable de rationnels [HM10].
Une autre application montre l’existence d’un jeu de tuiles tel que tout pavage
quasi-périodique par ce jeu de tuiles a une fonction de quasi-périodicité non
récursivement bornée [BJ10].
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3.2.1 Ordres sur les langages de motifs et son équivalent sur
les décalages
Dans la Partie 2.2 nous avons présenté des opérations sur les décalages, ainsi que
quelques résultats de stabilité de classes par ces opérations. Une question qui
peut venir à l’esprit est de savoir si, étant donné un décalage T, on peut carac-
tériser l’ensemble des décalages que l’on peut obtenir en appliquant ces opéra-
tions. Autrement dit, peut-on caractériser l’ensemble ClProd,Fact,TF,SA,SE(T) ?
Pour répondre à cette question, nous introduisons la notion de machine de
Turing avec semi-oracle, qui est un cas particulier de machine de Turing avec
oracle [Rog87]. Nous montrons qu’au semi-ordre sur les décalages≤Prod,Fact,TF,
SA,SE correspond un semi-ordre sur leurs langages, semi-ordre que l’on définit
avec les machines de Turing à semi-oracle. Cependant nous avons besoin d’une
condition supplémentaire, le mélange uniforme, sur les décalages pour avoir
équivalence des ordres. Ce résultat corrige le résultat énoncé dans [AS09], dont
la démonstration manquait de précision quant à l’usage du semi-oracle.
Un pré-ordre sur les langages
Unemachine de Turing avec semi-oracle L, que l’on noteraML est une machine
de Turing classique (voir la Définition 13) avec un ruban supplémentaire, le
ruban d’oracle, qui contient initialement le mot vide et sur lequel la machine
peut écrire au cours du calcul, ainsi qu’un état supplémentaire q?, appelé l’état
d’interrogation. Le langage L est appelé le langage oracle. Le comportement de
la machine est le même que celui d’une machine classique, avec en plus la règle
suivante : lorsque l’état d’interrogation est atteint, soit le motif inscrit sur le
ruban d’interrogation appartient au langage oracle, et dans ce cas la machine
arrête son calcul, soit ce motif n’est pas dans le langage oracle et la machine
continue son calcul.
Les règles de transition d’une machine à semi-oracle sont de la forme :
(Q× Γ)× (Q× Γ×Q× {←, .,→})).
Dans ce modèle on suppose donc que la machine ne possède qu’une tête de calcul
sur le ruban de calcul, et une tête d’écriture seulement sur le ruban d’oracle,
ces deux têtes ayant le même déplacement.
Par exemple, la règle ((q1, y), (q2, y′, b′ ←)) correspond aux actions suivantes :
• la machine est dans l’état q1 et lit la lettre y à la position de la tête de
calcul son ruban de calcul ;
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• la machine écrit la lettre y′ sur son ruban de calcul et la lettre b′ sur son
ruban d’oracle, la tête de calcul passe dans l’état q2 et se déplace vers la
gauche, tout comme la tête d’écriture.
Comme dans le cas des machines de Turing classiques, il est possible de coder le
comportement d’une machine à semi-oracle dans les règles locales d’un décalage
de type fini. La règle précédemment citée sera par exemple représentée par le



















où les lettres du ruban de calcul sont en vert et celles du ruban d’oracle en
orange.
Exemple 3.2.1. On considère la machine avec semi-oracleMLanbn avec comme







































mais aussi celles qui apparaissent dans l’exemple qui suit. Sur le mot d’entrée


















































































































































































































































































Cette machineMLanbn reconnaît donc le langage LM = {anc∗bn, n ∈ N}
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Ces machines de Turing à semi-oracle nous permettent de définir un pré-ordre
sur les langages. On dit qu’un langage L est plus petit qu’un langage L′, et l’on
notera L  L′, s’il existe une machine de TuringML′ avec semi-oracle L′ qui
s’arrête exactement sur les mots du langage L, autrement dît dom(ML′) = L.
Proposition 3.2.1. La relation  est un pré-ordre.
Démonstration. Il suffit de vérifier que la relation  est réflexive et transitive.
La réflexivité s’obtient en considérant, pour chaque langage L, la machine de
Turing avec oracle L qui fait directement appel à cet oracle sur le mot d’entrée.
Ainsi on a bien L  L pour tout langage.
Pour la transitivité, supposons que l’on ait L1  L2 et L2  L3. Il existe
donc une machine M2 avec semi-oracle L2 telle que dom(M2) = L1, et une
machine M3 avec semi-oracle L3 telle que dom(M3) = L2. On construit une
machineM qui, sur un mot d’entrée p, simule le comportement deM2, et dès
queM2 fait appel à son oracle L2, la machine simule le comportement deM3.
AinsiM s’arrête sur le mot p si et seulement si p ∈ L1, et cette machine a L3
comme semi-oracle. On a donc bien L1  L3.
Nous définissons aussi la relation d’équivalence associée à ce pré-ordre. On
notera L ≈ L′ si et seulement si L  L′ et L′  L. Cette relation d’équivalence
définit des classes de langages que l’on peut comparer par le biais du semi-
ordre. Par exemple, la classe des langages récursivement énumérables est la plus
petite pour le semi-ordre , et on a ∅ ≈ L pour tout langage L récursivement
énumérable.
Théorème de clôture
Remarquons tout d’abord que pour tout décalage effectif T′′, il est possible de
construire n’importe quel décalage de type fini (et ce quelle que soit sa dimen-
sion) simplement à l’aide des opérations Prod (pour définir le bon alphabet),
TF (pour ajouter les règles du décalage de type fini) et SE (pour se placer dans
la bonne dimension). En terme de clôture, cela s’écrit
ClProd,Fact,TF,SA,SE(T′′) ⊃ SFT .
Le Théorème 3.1.1 nous apprend que pour tout décalage effectif T′ de dimen-
sion d, il est possible de construire un décalage de type fini de dimension d+ 1
qui simule T′ par les opérations Fact et SA. Ainsi T′ ≤Prod,Fact,TF,SA,SE T′′.
En particulier cela signifie que tous les décalages effectifs appartiennent à la
même classe pour le pré-ordre ≤Prod,Fact,TF,SA,SE. Nous avons exactement la
même situation pour les langages récursivement énumérables et le pré-ordre .
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Nous allons voir qu’il est possible d’adapter la preuve du Théorème 3.1.1 pour
en obtenir une généralisation, généralisation qui s’exprime sous forme d’une
correspondance entre le pré-ordre sur les langages  et le pré-ordre sur les
décalages ≤Prod,Fact,TF,SA,SE. Malheureusement cette généralisation n’est que
partielle puisqu’elle nécessite une condition supplémentaire sur les décalages.
Définition 14. Un décalage Σ ⊂ AZd est dit uniformément mélangeant s’il
existe un entier N ∈ N tel que pour tout u ∈ Lm(Σ), v ∈ Lm′(Σ) et pour tout









Figure 25: Deux motifs du langage d’un décalage uniformément mélangeant
apparaissent dans une même configuration, à condition qu’ils soient
à une certaine distance l’un de l’autre.
En d’autres termes, deux motifs apparaissant dans un décalage T uniformé-
ment mélangeant apparaissent aussi dans une même configuration du décalage,
à condition qu’ils soient à une certaine distance l’un de l’autre (voir la Fi-
gure 25). Sous cette condition sur un décalage T, il est possible de caractériser
l’ensemble des décalages simulés par T à l’aide des cinq opérations définies
précédemment.
Théorème 3.2.2. Soit T un décalage uniformément mélangeant. Alors :
ClProd,Fact,TF,SA,SE(T) = {TL : L  L(T)c} .
De manière équivalente, si T′ et T′′ sont deux décalages, et que T′′ est unifor-
mément mélangeant, on a :
T′ ≤Prod,Fact,TF,SA,SE T′′ ⇐⇒ L(T′)c  L(T′′)c.
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Démonstration. Nous démontrerons la première formulation du résultat par
double inclusion. Il est à noter que l’inclusion directe reste vraie sans l’hypo-
thèse de mélange uniforme. Dans cette démonstration, la notation PdA désigne
l’ensemble des motifs rectangulaires d-dimensionnels sur l’alphabet A.
Inclusion directe On note L = L(T)c. Pour avoir la relation
ClProd,Fact,TF,SA,SE(T) ⊆ {TL′ : L′  L}
il suffit de montrer que que l’ensemble {TL′ : L′  L} est stable pour chacune
des cinq opérations. Soient L1 ⊆ Pd1A1 et L2 ⊆ Pd2A2 deux langages tels queLi  L pour i ∈ {1, 2}. Alors pour chaque i ∈ {1, 2}, il existe une machine de
TuringMi avec semi-oracle L dont le domaine est exactement Li.
• Stabilité par produit Prod : Soit T′ = Prod (T1)T2. Alors T′ = TL′
avec L′ = L1×Pd2A2∪Pd1A1×L2, car un motif produit est interdit dans le décalage
produit si et seulement si l’un des motifs qui le compose est interdit dans le
décalage associé. Le langage L′ peut être vu comme le domaine d’une machine
de TuringM′ avec semi-oracle L. Il suffit pour cela de simuler les deux machines
M1 et M2 (chaque machine effectue une étape de calcul à tour de rôle) sur
chacune des coordonnées d’un motif de L′. Ainsi L′  L.
• Stabilité par opération type fini TF : Soit T′ = TFP (TL1). Comme
P est fini, nous avons L1 ∪ P  L1  L et T′ = TL1∪P .




est une fonction n-bloc dont la fonction locale est pi. Alors T′ = TL′ avec
L′ = (pi(Lc1))c. De plus L′  L1. En effet si p ∈ Pd1B , il suffit de simuler la
machine M1 sur tous les motifs p′ ∈ Asupp(p)+S
d1
n tels que pi(p′) = p, tous les
calculs étant lancés les uns à la suite des autres en parallèle (la machine consacre
à tour de rôle une étape de calcul à chacun des motifs).
• Stabilité par sous-action projective SA : Soit T′ = SAG (TL1) ⊆ AZ
d′
1
avec G un sous-groupe de Zd1 de dimension d′ ≤ d1. Considérons le langage
L′ ⊆ Pd1A1 qui est le domaine de la machine de Turing M′ suivante : sur un
motif p ∈ Pd′A1 de support U, la machine M′ simule à tour de rôle la machine
M1 sur chacun des motifs de support [−n;n]d1 qui complète le motif p dans
Pd1A1 , où [−n;n]d1 est le support minimal contenant le projection de U dans G.
Ainsi L′  L1, et T′ = TL′ .
• Stabilité par extension SE : Soit T′ = SEG,G′ (TL1) avec G isomorphe
à Zd1 et G ⊕ G′ = Zd1+d. Soit L′ ⊆ Pd1+dA1 le langage dont chaque motif p est
la superposition de motifs p1, . . . , pd ∈ Pd1A1 de sorte qu’il existe i ∈ {1, . . . , d}
tel que pi ∈ L1. Alors L′  L1 et T′ = TL′ .
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Inclusion réciproque Soient T′′ un décalage uniformément mélangeant de
dimension d′′ et T′ un décalage de dimension d′ tel que L(T′)c  L(T′′)c. Nous
construisons un décalage TOracle à l’aide du décalage T′′ et des opérations
Prod, TF et SE simulant le décalage T′ par les opérations Fact et SA. La
construction est une adaptation de la construction présentée dans la Partie 3.1,
et nous nous restreignons au cas où d′′ = d′ = 1. Il suffit de remplacer l’usage
des machines de Turing classique par des machines de Turing avec semi-oracle.
Pour cela nous avons besoin d’une dimension supplémentaire, appelée dimen-
sion oracle, pour coder l’oracle, de sorte que si les décalages T′′ et T′ sont de
dimension 1, la construction est de dimension 3. Nous décrivons ici les change-
ments par rapport à la construction du décalage T de la Partie 3.1.5. Le premier
est l’ajout d’un cinquième niveau, que nous allons décrire plus bas. Les autres
changements sont les suivants :
1. La machineMForbid dispose d’un ruban supplémentaire, le ruban d’oracle,
sur lequel elle écrit un mot w au cours de ses calculs. Lorsque cette ma-
chine MForbid atteint l’état d’interrogation q?, elle compare le mot w
inscrit sur le ruban d’oracle avec le mot de L(T′′) qui apparaît au début
de sa zone de calcul, dans le décalage du cinquième niveau. Pour une
raison technique qui sera explicitée juste après, la machineMForbid inter-
rompt son calcul pendantM+ |w| étapes de calcul, oùM est la constante
de mélange. Pendant ces M + |w| étapes de calcul, la machine MForbid
effectue la comparaison. Une fois ce temps écoulé, la machine MForbid
continue son calcul si le mot w est dans L(T′′), ce qui signifie que le mot
w n’est pas un motif interdit de T′′. Sinon elle arrête son calcul et entre
dans un état spécial qstop dont la présence est interdite dans le décalage
final.
2. Par des opérations SE et TF nous superposons des configurations de
TFinal de façon à synchroniser les zones de calcul, mais les calculs à l’in-






3. Par une opération SE, nous remplissons l’espace avec des configuration
de T′′ le long de la dimension oracle, et ces configurations sont indépen-
dantes. Puis nous ajoutons l’oracle à cette construction de façon à former
un cinquième niveau :








4. Dans chaque zone de calcul, l’oracle doit être le même. De plus pour le
comparer avec le mot w inscrit sur le ruban d’oracle, l’oracle est décalé à
chaque tuile de calcul rencontrée. Tout ceci est possible grâce à la synchro-
nisation par la condition SynchroZone, et est réalisé par des conditions
de type fini Shift (voir la Figure 26).
5. Lorsqu’une machineMForbid atteint son état d’interrogation q?, la com-
paraison entre le mot sur le ruban d’oracle et le mot de la configuration
oracle s’effectue en une seule étape de calcul. Si le mot inscrit sur le ru-
ban d’oracle ne correspond pas, la configuration est rejetée. Une fois cette
comparaison effectuée, les machinesMForbid situées au dessus et en des-
sous (selon la direction oracle) de la première machine ne peuvent pas
utiliser la configuration oracle, et doivent attendre leur tour. Cette at-
tente dure M + |w| étapes de calcul, où M est la constante de mélange,
et où la longueur |w| est bornée par la taille du ruban de la zone de calcul
utilisée. La machine peut facilement calculer cette quantité, il lui suffit
de parcourir son ruban d’oracle jusqu’à la fin du mot w (ceci prend |w|
étapes de calcul), et de compter jusqu’à M qui est une constante que l’on
code directement dans la machine. Toutes ces contraintes sont codées par
des conditions de type fini Questioning. Nous obtenons le décalage :
TOracle = TFShift∪Questioning (T Niveau 5) .






où est pi est le facteur qui consiste à ne garder que les symboles de l’alpha-
bet de T′ (la preuve est similaire à celle de la Partie 3.1.5). Ceci achève la
démonstration.
Ainsi le Théorème 3.2.2 n’est valable que pour des décalages uniformément
mélangeants. La proposition suivante montre que dans une classe d’équivalence
de langages pour le semi-ordre ≈, il est toujours possible de trouver un langage
de motifs interdits qui définit un décalage uniformément mélangeant.
Proposition 3.2.3. Pour tout décalage T, il existe un langage L′ équivalent au









Figure 26: Une illustration de la construction de dimension 3, dans laquelle
la dimension oracle est verticale. Les zones de calcul considérées
sont des zones de niveau 4. Les deux machines MForbid représen-
tées peuvent utiliser une même configuration oracle, à condition
que chacune d’entre elle attende suffisamment (M + |w| étapes
de calcul suffisent) pour être sûre que la partie de la configuration
oracle qu’elle utilise ne dépend pas de l’usage qu’en ferait une autre
machine.
Démonstration. Soit T un décalage sur l’alphabet A = {a1, . . . , an}. On définit






où Suff(L) est l’ensemble des suffixes des mots de L, Pref(L) est l’ensemble des
préfixes de mots de L et L+ est l’ensemble L\{ε} où ε est le mot vide. Les mots
de ce langage sont donc des concaténations de mots de L(T), deux mots étant
séparés par un symbole ]. Les premiers et derniers mots de ces concaténations
sont éventuellement tronqués, d’où la présence dans la définition de L0 des
ensembles Suff(L) et Pref(L).
On appelle L′ le complémentaire du langage L0. Remarquons tout d’abord
que L′ ≈ L(T)c, tout simplement car L(T)c  L′. Réciproquement, on construit
une machine de Turing avec semi-oracle L(T)c qui termine exactement sur
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les mots du langage L′. Sur un mot d’entrée w, cette machine commence par
détecter l’éventuelle présence de deux symboles ] consécutifs. Si la machine en
trouve, elle s’arrête. Sinon le mot w peut être décomposé de la manière suivante :
w = u1]u2] . . . ]uk−1]uk
avec ui ∈ A′∗ et de sorte que les mots u2, . . . , uk−1 ne sont pas le mot vide ε.
Pour tout entier 2 ≤ i ≤ k − 1, la machine fait appel à l’oracle pour savoir
si ui ∈ L(T)c. S’il existe un entier i tel que ui ∈ L(T)c, alors ui /∈ L(T)
et donc w /∈ L0 , d’où w ∈ L′. Si la machine ne s’est pas arrêtée après
avec testé tous les mots u2, . . . , uk−1, il reste à vérifier que u1 /∈ Suff(L)
et que uk /∈ Pref(L). Pour ce faire, la machine interroge l’oracle avec les
mots a1u1, . . . , anu1, a1a1u1, a1a2u1, . . . et uka1, . . . , ukan, uka1a1, uka1a2, . . . .
De cette façon, si w ∈ L′ la machine finira par s’arrêter, et donc L′  L(T)c.
Le langage L0 est à la fois factoriel et extensible, c’est donc le langage d’un
décalage T0 que l’on peut décrire facilement :
T0 =
{
x ∈ A′Z | x = . . . ]u−n] . . . ]u−1]u0]u1] . . . ]un] . . . avec ui ∈ L(X) \ 
}
.
Le décalage T0 est uniformément mélangeant avec M = 1 comme constante
de mélange, ce qui signifie que TL′ est uniformément mélangeant et achève la
démonstration.
De la Proposition 3.2.3 et du Théorème 3.2.2 nous déduisons le corollaire
suivant :
Corollaire 3.2.4. Soit T un décalage et L = L(T)c le complémentaire de son
langage. Alors
ClProd,Fact,TF,SA,SE({TL′ : L′  L}) = {TL′ : L′  L}.
Nous obtenons ainsi une manière de construire des classes de décalages stables
pour les cinq opérations. Cependant la question de savoir caractériser toutes ces
classes reste ouverte.
3.2.2 Décalages S-adiques multidimensionnels effectifs
Dans cette partie nous nous intéressons aux décalage S-adiques multidimension-
nels et cherchons à les situer parmi les trois classes présentées dans la Partie 1.3.
Cette classe ne peut pas être incluse dans la classe des décalages sofiques par
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une simple raison de cardinalité : il existe un nombre dénombrables de déca-
lages sofiques, tandis que choisir une suite infinie de substitutions parmi un
ensemble fini S peut se faire de manière indénombrable. Nous montrons dans
cette partie que les décalages S-adiques multidimensionnels qui sont sofiques
sont exactement ceux dont la suite S qui les définit est effective.
Pour montrer ce résultat, nous utilisons celui de Mozes [Moz89], qui montre
qu’un décalage substitutif TS est sofique. A chaque niveau d’itération de cette
preuve, plusieurs substitutions de S sont en général utilisées. Le but de notre
construction est donc de réussir à synchroniser ces substitutions, et pour ce
faire nous utilisons un décalage effectif de dimension 1 qui code la suite S de
substitutions. Ce décalage effectif peut se retrouver dans un décalage sofique
de dimension 3 [Hoc09], ou même de dimension 2 (voir le Théorème 3.1.1 ou
bien [DRS10b]).
Les décalages S-adiques multidimensionnels effectifs sont sofiques
Soit S ∈ S N une suite de substitutions choisies parmi un ensemble fini S .
L’inclusion TS ⊂ TS est toujours vérifiée. Par le théorème de Mozes [Moz89],
on sait que le décalage TS est sofique si l’ensemble S vérifie la propriété A,
mais il n’y a aucun raison évidente pour que TS le soit aussi.
Théorème 3.2.5. Soit S un ensemble fini de substitutions multidimension-
nelles non dégénérées et S ∈ S N une suite effective de substitutions. Alors le
décalage T′S est sofique. Si de plus l’ensemble S possède la propriété A, alors
le décalage TS est lui aussi sofique.
Remarque. Nous présentons la preuve du Théorème 3.2.5 seulement pour TS.
La démonstration est similaire pour T′S, puisqu’il suffit de remplacer le décalage
TS par T′S dans la construction.
Démonstration. Supposons que d = 2, la démonstration étant similaire lorsque
d ≥ 3. Soit S un ensemble fini de (A, 2)-substitutions non dégénérées. Nous
définissons un nouvel alphabet A′ = A × S 2. A chaque substitution s ∈ S
nous associons une (A′, 2)-substitution s˜ de même support, définie par
s˜ : (a, sV , sH) 7→
(s(a)(0,ks
2
(a)), s, sH) s(a)(1,ks
2








(a)), sV , sH)
(s(a)(0,ks
2




(a)−1), sV , s)
... (s(a)(i,j), s, s)
...
(s(a)(0,1), s, s) (s(a)(ks
1
(a),1), sV , s)
(s(a)(0,0), s, s) (s(a)(1,0), s, s) . . . (s(a)(ks
1
(a)−1,0), s, s) (s(a)(ks
1
(a),0), sV , s)
Toutes ces substitutions s˜ forment un ensemble fini S˜ = {s˜ : s ∈ S }. Soit
S = (si)i∈N ∈ S N une suite effective, nous pouvons donc lui associer la suite
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effective S˜ = (s˜i)i∈N ∈ S˜ N. L’objectif de ces substitutions s˜ est de garder
en mémoire la suite des substitutions précédemment appliquées. Pour cela une
substitution s appliquée à un certain niveau d’itération est gardée en mémoire
et transférée aux niveaux suivants grâce aux substitutions sV (pour transfert
vertical) et sH (pour transfert horizontal) de l’alphabet A′. Ces transferts sont
visibles sur les dernières ligne et colonne d’un motif s˜(a, sV , sH).
Exemple 3.2.2. Soit S l’ensemble des substitutions sur l’alphabet A = {◦, •}
définies dans l’Exemple 2.1.3. Soit la suite S˜ = (s˜d, s˜d, s˜a, s˜a, . . . ). Appliquée à
la lettre • de l’alphabet, nous obtenons les motifs présentés ci-dessous.
(•, s3, s3) s˜27−→ (◦, s2, s3) (◦, s3, s3)(•, s2, s2) (◦, s3, s2)
s˜17−→
(◦, s1, s3) (◦, s2, s3) (◦, s1, s3) (◦, s3, s3)
(◦, s1, s1) (◦, s2, s1) (◦, s1, s1) (◦, s3, s1)
(◦, s1, s2) (◦, s2, s2) (◦, s1, s2) (◦, s3, s2)
(•, s1, s1) (◦, s2, s1) (◦, s1, s1) (◦, s3, s1)
s˜07−→
(•, s0, s3) (•, s0, s3) (•, s1, s3) (•, s0, s3) (•, s0, s3) (•, s2, s3) (•, s0, s3) (•, s0, s3) (•, s1, s3) (•, s0, s3) (•, s0, s3) (•, s3, s3)
(•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s2, s0) (•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s3, s0)
(◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s2, s0) (◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s3, s0)
(•, s0, s1) (•, s0, s1) (•, s1, s1) (•, s0, s1) (•, s0, s1) (•, s2, s1) (•, s0, s1) (•, s0, s1) (•, s1, s1) (•, s0, s1) (•, s0, s1) (•, s3, s1)
(•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s2, s0) (•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s3, s0)
(◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s2, s0) (◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s3, s0)
(•, s0, s2) (•, s0, s2) (•, s1, s2) (•, s0, s2) (•, s0, s2) (•, s2, s2) (•, s0, s2) (•, s0, s2) (•, s1, s2) (•, s0, s2) (•, s0, s2) (•, s3, s2)
(•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s2, s0) (•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s3, s0)
(◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s2, s0) (◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s3, s0)
(◦, s0, s1) (◦, s0, s1) (◦, s1, s1) (•, s0, s1) (•, s0, s1) (•, s2, s1) (•, s0, s1) (•, s0, s1) (•, s1, s1) (•, s0, s1) (•, s0, s1) (•, s3, s1)
(◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (•, s0, s0) (•, s0, s0) (•, s2, s0) (•, s0, s0) (•, s0, s0) (•, s1, s0) (•, s0, s0) (•, s0, s0) (•, s3, s0)
(•, s0, s0) (•, s0, s0) (•, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s2, s0) (◦, s0, s0) (◦, s0, s0) (◦, s1, s0) (◦, s0, s0) (◦, s0, s0) (◦, s3, s0)
Sur la ligne inférieure du dernier motif, on voir apparaître la suite de substi-
tutions s0 ◦ s1 ◦ s2 qui a permis de le définir.
Considérons la fonction 1-bloc pi : A′ → A qui ne conserve que la lettre de A
et piV : A′ → S (resp. piH : A′ → S ) la fonction 1-bloc qui ne conserve que la
substitution sV ∈ S (resp. sH ∈ S ) d’un élément (a, sV , sH) ∈ A′.





Démonstration. Ce résultat provient directement du fait que l’alphabet A′
contient l’alphabet A, et que la substitution s˜ restreinte à l’alphabet A est
exactement la substitution s.
Il nous suffit donc de montrer que le décalage T
S˜
est sofique, ce à quoi nous
allons nous attarder.






Démonstration. Comme nous l’avons vu précédemment (voir la Proposition 2.2.1),
la classe des décalage effectifs est stable par sous-action projective. Il nous suffit
donc de montrer que T
S˜
est un décalage effectif. La suite de substitutions S
étant une suite effective, il en est de même pour la suite S˜. Nous pouvons donc
décrire un algorithme qui calcule les S˜-motifs, ce qui prouve que le décalage T
S˜
est effectif.
Par le Théorème 3.1.1, il existe un décalage de type fini de dimension d sur
un alphabet B, que l’on notera TΣ, et une fonction de bloc piΣ : BZ
d → S Zd




. Il est à noter que le fait que d ≥ 2 est ici
décisif, puisque l’affirmation précédente n’est plus vraie pour d = 1.
Si nous considérons une configuration du décalage T ‹S défini dans la Par-
tie 2.1.4, toute substitution qui y apparaît peut être choisie dans l’ensemble S ,
à condition qu’elle soit compatible avec la configuration. Mais des substitutions
différentes peuvent apparaître sur un même niveau. Ceci n’est pas cohérent
avec la définition des décalages S-adiques. Pour que cela le devienne, il suffit
d’assurer que dans une configuration x ∈ T ‹S , la même substitution apparaît
sur chaque ligne de piV (x) et la même substitution apparaît sur chaque colonne
de piH(x). Nous définissons le décalage ‹T ‹S par :‹T ‹S = ¶x ∈ T ‹S : ∀(i, j) ∈ Z2, piH(x)(i,j) = piH(x)(i,j+1) et piV (x)(i,j) = piV (x)(i+1,j)© ,
et les conditions imposées permettent de déduire que :‹T ‹S = ⋃
S˜∈ ‹S NTS˜ ⊂ T ‹S .
Considérons finalement le décalage suivant :
TFinal =
¶
(x, s) ∈ ‹T ‹S ×TΣ : ∀(i, j) ∈ Z2, piV (x)(i,j) = piΣ(s)(i,j)© .
Par le Corollaire 2.1.2, nous savons que le décalage T ‹S est sofique, il est en
donc de même pour ‹T ‹S . Par construction, TFinal est aussi un décalage sofique.
Considérons la fonction 1-bloc piFinal : TFinal → A′Zd qui ne conserve que les
lettres de l’alphabet A′.
Proposition 3.2.8. piFinal (TFinal) = TS˜
Démonstration. Étant donnée une configuration x ∈ T
S˜
, il est facile de construire
l’élément correspondant dans TFinal. Réciproquement, soit xFinal ∈ TFinal.
Quitte à remplacer les substitutions de l’ensemble S par la composition de
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deux substitutions de S , nous pouvons supposer que pour toute substitution
s ∈ S et pour toute lettre a ∈ A, ks1(a),ks2(a) ≥ 2 (car les substitutions ne
sont pas dégénérées).
La partie correspondant à ‹T ‹S dans la configuration xFinal nous assure que
piFinal(xFinal) est un élément de l’un des décalages TS˜′ pour une certaine suite
S˜′ ∈ S˜N. De plus, la condition liant les parties correspondant à ‹T ‹S avec celle
correspondant à TΣ garantit que S′ = S. Ainsi la substitution s0 est la seule
qui soit systématiquement répétée au moins deux fois, car nous avions supposé
que ks1,ks2 ≥ 2. Le même raisonnement appliqué à une pré-image de xFinal par
s0 nous permet de retrouver la substitution s1, et ainsi de suite pour les autres
éléments de la suite S.
Nous avons donc construit un décalage sofique qui permet de retrouver, par
application de l’opération facteur Fact, le décalage S-adique TS à condition
que la suite S soit effective, ce qui prouve le théorème.
Une réciproque ?
Dans cette partie nous cherchons une réciproque à l’énoncé du Théorème 3.2.5.
Que peut-on dire d’un décalage effectif qui est S-adique ?
Dans la Partie 2.3.2, nous avions défini la notion de dérivation unique pour
une substitution. Nous adaptons cette notion à un ensemble de substitutions.
On dit que l’ensemble de substitutions S est à dérivation unique si pour tout
élément x ∈ ‹TS = ⋃S∈S N TS, il existe une unique substitution s ∈ S , une
unique configuration y ∈ AZd et un unique vecteur i ∈ ⋃a∈AUks(a) tels que
s∞(y) = σi(x).
Théorème 3.2.9. Soit S un ensemble de substitutions à dérivation unique, et
soit S ∈ S N une suite de substitutions. Si le décalage S-adique TS est effectif,
alors la suite S est effective.
Remarque. L’énoncé du Théorème 3.2.9 est en particulier valable lorsque le
décalage S-adique TS est sofique.
Démonstration. Comme le décalage TS est effectif, il existe une machine de
TuringM qui énumère tous ses motifs interdits (le complémentaire de son lan-
gage). Pour toute substitution s de l’ensemble S , notons Es = {s(a) : a ∈ A}.
Nous cherchons à déterminer dans un premier temps laquelle des substitutions
s ∈ S est la première de la suite S. Pour cela, pour chacune de ces substitu-
tions, nous essayons de partitionner l’espace Zd avec des motifs provenant tous
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du même ensemble Es, de sorte qu’aucun motif énuméré par la machine M
n’apparaisse. Tous ces calculs peuvent être menés en parallèle par une même
machine de Turing, et grâce à la condition de dérivation unique pour l’en-
semble S , nous somme assurés que tous les calculs sauf un vont prendre fin au
bout d’un temps fini (un calcul prend fin lorsque la machine est assurée qu’une
telle partition n’existe pas). La machine s’arrête lorsque toutes les substitutions
sauf une ont été rejetées, ce qui arrive toujours au bout d’un temps fini, et la
substitution restante est s0. Nous pouvons alors ré-appliquer ce procédé à une
pré-image de x par s0 pour trouver s1, et ainsi de suite. La suite de substitution
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Ce quatrième chapitre est consacré aux décalages d’arbres, et plus particu-
lièrement à la classe des décalages d’arbres sofiques. La Partie 4.1 présente les
outils pour étudier les décalages d’arbres sofiques : automate d’arbres et au-
tomate minimal. La Partie 4.1.5 est consacrée au théorème de décomposition,
grâce auquel nous montrons que la conjugaison des décalages d’arbres de type
fini est un problème décidable. La Partie 4.3 étudie la classe des décalages
d’arbres presque de type fini, classe intermédiaire entre la classe des décalages
d’arbres de type fini et la classe des décalages d’arbres sofiques.
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4.1 Généralités
Dans cette partie nous nous intéressons aux décalages définis sur le monoïde
libre à d générateursMd. CommeMd est un monoïde libre son graphe de Cayley
ne contient aucun cycle, c’est pourquoi on parle de décalage d’arbres dans cette
partie. Rappelons que nous nous donnons un alphabet fini A.
Commençons par fixer les notations et le vocabulaire spécifiques aux déca-
lages d’arbre. On considère l’alphabet {0, 1, . . . , d − 1}, de sorte que chaque
élément du monoïde Md peut être identifié à un mot sur {0, 1, . . . , d − 1}. Un
élément de {0, 1, . . . , d−1}∗, l’ensemble des mots sur l’alphabet {0, 1, . . . , d−1},
sera un nœud, et le nœud correspondant à l’élément neutre du monoïde, ou de
manière équivalente au mot vide, sera appelé la racine et noté par ε. Si x est
un nœud et que i est un élément de {0, 1, . . . , d− 1} alors on dit que y = xi est
le iième fils de x, et que x est le père de y. Un arbre est une configuration, c’est-
à-dire un élément de A{0,1,...,d−1}∗ ; les arbres seront le plus souvent notés par t.
Remarquons que les arbres considérés ici sont de rang fixe : tous les nœuds ont le
même nombre de fils. Si t est un arbre et x un mot de {0, 1, . . . , d−1}∗, on rap-
pelle que tx désigne la lettre qui apparaît en position x dans l’arbre t. Le support
élémentaire de taille n est formé de l’ensemble des mots sur {0, 1, . . . , d− 1} de
longueur au plus n. Un bloc désigne un motif élémentaire, et si u est un bloc on
note |u| sa hauteur. On rappelle que si T est un décalage d’arbres, son langage
d’ordre n, noté Ln(T), est formé de tous les blocs élémentaires qui apparaissent
dans des configurations de T. Les nœuds d’un bloc de taille n correspondant à
un mot de longueur n sur {0, 1, . . . , d− 1} sont appelés les feuilles, ce sont des
nœuds sans fils.
Sans perte de généralité nous allons supposer dans toute la suite que les arbres
considérés sont des arbres binaires, c’est-à-dire que nous nous restreignons au
cas où d = 2. Dans ce cas nous parlerons de fils gauche et droit. On utilisera
la notation (a, t0, t1) pour désigner l’arbre étiqueté par la lettre a à la racine,
dont le fils gauche est t0 et le fils droit t1. En particulier, un bloc de hauteur 1
sera noté (a, b, c), où a étiquette la racine, b le fils gauche de la racine et c le
fils droit de la racine.
4.1.1 Automate d’arbres
Dans cette partie nous présentons une version des automates finis d’arbres qui
reconnaît des configurations infinies ou des blocs finis. Dans ce modèle le calcul
remonte des branches infinies vers la racine. L’acceptation ou non d’un arbre
est déterminée simplement par l’existence d’un calcul de l’automate remontant
jusqu’à la racine, car tous les états sont choisis terminaux. Cette version d’auto-
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mate d’arbres correspond à la version standard d’automates d’arbres montants,
lorsque tous les états sont à la fois initiaux et terminaux. Pour d’autres version
d’automates d’arbres le lecteur pourra se référer à [CDG+07].
Définition 15. Un automate fini d’arbres est une structure A = (V,A,∆) où
V est un ensemble fini d’états (ou sommets), A est un alphabet fini, et ∆ est
un ensemble de transitions de la forme (q0, q1), a → q, avec q, qi ∈ V , a ∈ A.
Une transition (q0, q1), a→ q est dite étiquetée par a, sortant du couple d’états
(q0, q1) et arrivant dans l’état q.
Remarque. Dans toute la suite on omettra l’adjectif fini, et on parlera sim-
plement d’automate d’arbres pour désigner un automate fini d’arbres.
Exemple 4.1.1. Soit l’alphabet à deux éléments A = { , }. On définit un
automate A1 dont l’ensemble d’états est Q1 = {q0, q1}, donné par l’ensemble
de transitions suivantes :
∆1 = {(q0, q0, )→ q1, (q1, q1, )→ q0} .
Exemple 4.1.2. Avec l’alphabet A = { , }, toujours sur des arbres bi-
naires, on définit un automate A2 dont l’ensemble d’états est Q2 = {q0, q1, q•},






q•, q1 q•, q1
: q•
q•, q1 q•, q1
Un tel automate est dit déterministe si pour tout couple d’états (q0, q1) et
pour toute lettre a ∈ A, il existe au plus une transition (q0, q1), a → q. L’en-
semble des transitions définit alors une fonction partielle δ : V 2×A→ V . Dans
ce cas, on utilisera aussi pour l’automate la notation A = (V,A, δ).
Un calcul de l’automate A = (V,A,∆) sur un arbre t est un arbre C sur
l’alphabet V tel que pour tout nœud x, s’il existe une transition (Cx0, Cx1, tx)→
Cx ∈ ∆. Un arbre t est accepté par un automate A s’il existe un calcul de A
sur t. Il est aisé de voir que l’ensemble des arbres acceptés par un automate A
constitue un décalage, que l’on note TA.
Un arbre fini est dit complet si chacun de ses noeuds a soit deux fils, soit
aucun fils. On définit une notion de calcul d’un automate d’arbres sur un arbre
fini complet de la manière suivante. Un calcul fini de l’automate A = (V,A,∆)
sur un arbre fini complet u est un arbre fini complet C sur l’alphabet V tel que,
pour tout nœud x de u, il existe une transition (Cx0, Cx1), ux → Cx ∈ ∆.
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Exemple 4.1.3. Les seuls arbres acceptés par l’automate de l’Exemple 4.1.1
sont les deux arbres suivants :
Sur chacun des arbres, tous les nœuds d’un même niveau partagent la même
couleur et deux niveaux consécutifs ont des couleurs différentes. Le décalage
d’arbres TA1 est de type fini.
Exemple 4.1.4. Les arbres acceptés par l’automate de l’Exemple 4.1.2 sont
ceux qui ne contiennent aucun chemin le long duquel on trouve un nombre pair
de entre deux . Le décalage d’arbres TA2 est sofique mais pas de type
fini.
Soit m un entier positif. Un automate d’arbres déterministe A est m-local si
pour toutes paires d’arbres (t, t′) contenant un même bloc b de hauteur m en
position x dans t et en position x′ dans t′, et pour tous calculs C sur t et C ′








calcul C ′ de l’automate A sur t′
⇒ Cx = C ′x′
Figure 27: Notion de m-localité pour un automate d’arbres A, illustrée sur
deux calculs de A sur les arbres t et t′ dans lesquels un même bloc
b de hauteur m apparaît.
Autrement dit une mémoire de hauteur m suffit à déterminer l’état atteint
par n’importe quel calcul C de l’automate. On dit dans ce cas que le bloc b
force l’état Cx dans l’automate A. On dit simplement qu’un automate d’arbres
est local s’il est m-local pour un entier positif m.
Si un automate d’arbres A = (Q,A, δ) est déterministe, on peut définir par
induction une fonction δk sur les blocs de hauteur k
• si k = 0 alors δ0 = δ ;
• si k ≥ 1 alors δk ((t0, t1, a)) = δ(δk−1(t0), δk−1(t1), a).
Ces fonctions δk seront aussi appelées δ quand aucune confusion n’est possible
sur la valeur de l’entier k à choisir.
Les automates d’arbres acceptent exactement les décalages d’arbres sofique,
et les automates d’arbres locaux accepte exactement les décalages d’arbres de
type fini. Les démonstrations de ces caractérisations sont similaires à celles
des résultats correspondants pour les décalages sur N ou sur Z (voir [LM95]
ou [Kit98]).
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Proposition 4.1.1 ([AB09]). Tout décalage d’arbres de type fini est accepté par
un automate d’arbre déterministe local. Réciproquement tout décalage d’arbres
accepté par un automate d’arbres déterministe local est de type fini.
Démonstration. Soit TF un décalage d’arbres de type fini défini par l’ensemble
fini de motifs interdits F . Sans perte de généralité, on peut supposer que les
motifs de l’ensemble F sont tous des blocs de hauteurs m avec m entier stric-
tement positif. On définit un automate d’arbres déterministe A = (V,A, δ)
dont les états sont les blocs du langage d’ordre m : V = Lm(X). Pour pi ∈
V, a ∈ A, si le bloc q = (a, p0, p1) de hauteur m + 1 est un bloc autorisé de
T, alors δ(p0, p1, a) = tronc(q), où tronc(q) est le bloc de hauteur m tel que
tronc(q)x = qx pour x ∈ {0, 1}≤m−1. La fonction partielle δ n’est pas définie
sinon. Par construction, l’automate A est déterministe et m-local. Il est clair
que cet automate reconnaît le décalage T, ce qui prouve la première partie de
la proposition.
Soit T un décalage d’arbres et A = (V,A, δ) un automate d’arbre m-local qui
accepte T. On définit F comme l’ensemble des blocs interdits de hauteur m+1
dans T. Il est aisé de voir que T ⊆ TF . Supposons maintenant que t ∈ TF . On
définit un calcul de l’automate A sur le bloc t de la manière suivante. Pour tout
x ∈ {0, 1}∗, on appelle Cx l’état sur lequel termine tout calcul de l’automate A
sur le bloc de hauteur m enraciné en x dans l’arbre t. Soit b le bloc de hauteur
m+1 enraciné en x dans t. Comme t ∈ TF , b est un bloc autorisé pour T, donc
ce motif apparaît dans un arbre t′ ∈ T en position y ∈ {0, 1}∗. Soit C ′ le calcul
de l’automate A sur t′. Ainsi δ(cy0, . . . , cyd, t′y) = cy. Comme l’automate A est
m-local, Cxi = Cyi pour 0 ≤ i ≤ d et Cy = Cx. Comme tx = t′y il s’ensuit que
δ(Cx0, . . . , Cxd, tx) = Cx. Ainsi c est un calcul de l’automate A sur t et t ∈ T,
ce qui achève la démonstration de la proposition.
Proposition 4.1.2. Un décalage d’arbres est sofique si et seulement s’il est
reconnu par un automate d’arbres déterministe.
Démonstration. SoitT un décalage sofique sur l’alphabet A. AlorsT est l’image
d’un décalage de type fini T′ par une m-fonction de bloc Φ. Soit V = Lm(T′)
l’ensemble des blocs de hauteur m qui apparaissent dans T′. On définit l’au-
tomate d’arbres A = (V,A, δ), dont les transitions sont données par la règle
suivante : (p, q, a) → r ⇔ a = φ(r) où φ est la fonction locale qui définit Φ.
Alors par définition cet automate est déterministe et reconnaît bien le décalage
T.
Réciproquement soit A = (V,A, δ) un automate d’arbres déterministe qui
accepte un décalage d’arbres TA. On définit un nouvel alphabet
A′ =
¶




et sur cet alphabet A′ on définit le décalage d’arbres de type fini T′ dont les






p q avec p = δ(r, s, b) et q = δ(u, v, c)
On appelle Φ la 1-fonction de bloc qui à un arbre t′ sur A′ associe l’arbre
t sur A obtenu en ne conservant que la partie dans A de chaque lettre de A′.
Alors le décalage Φ(T′) est un décalage d’arbre sofique comme image par une
fonction de bloc d’un décalage d’arbres de type fini, et Φ(T′) est exactement T
ce qui achève la démonstration.
4.1.2 Décalages d’arbres irréductibles
Un code préfixe fini et complet de {0, 1}∗ est un ensemble préfixe (i.e. aucun
mot n’est préfixe d’un autre mot) P de mots finis sur {0, 1}∗ tel que tout mot de
{0, 1}∗ de longueur supérieure à celles des mots de P possède un préfixe dans P .
Un décalage d’arbres T est irréductible si pour toute paire de blocs u, v ∈ L(T),
il existe un arbre t ∈ T et un code préfixe fini et complet P ⊂ {0, 1}≥|u|), tel
que u est le sous-arbre de t à la racine ε, et v est un sous-arbre de t en position









Figure 28: Décalage d’arbres irréductible et automate d’arbres irréductible.
Un automate d’arbres est irréductible si pour toute paire d’états p, q il existe
un code préfixe fini et complet P ⊂ {0, 1}∗ et un calcul fini C de l’automate
sur un motif u tel que Cε = p et Cx = q pour tout x ∈ P . On dit dans ce cas
qu’il existe un hyper-chemin de q à p étiqueté par u. Pour deux états p, q d’un
automate, on dit que p est accessible depuis q s’il existe un hyper-chemin de a
à p.
Proposition 4.1.3. Un automate d’arbres irréductible accepte un décalage d’arbres
sofique irréductible.
Démonstration. Soit A un automate d’arbres irréductible. On appelle TA le
décalage d’arbres sofique accepté par l’automate A. Soient u et v deux blocs
dans le langage de TA, et on suppose que le bloc u est de hauteur k. Alors il
existe un arbre tu ∈ TA dans lequel u apparaît à la racine, et un arbre tv ∈ TA
dans lequel v apparaît à la racine. Comme tu ∈ TA il existe un calcul C de
A sur tu, dans lequel les feuilles du motifs p sont étiquetées par des états pi
pour 0 ≤ i ≤ 2k−1. De même il existe un calcul C ′ de A sur tv dans lequel
Cε = q. Comme A est irréductible, il existe un hyper-chemin de pi à q étiqueté
par wi, et associé à un code préfixe fini et complet Pi ⊂ {0, 1}≥|u|. On définit le
code préfixe fini complet P =
⋃
0≤i≤2k−1 wiPi. On définit l’arbre t de la manière
suivante :
• le bloc u apparaît à la racine de t ;
• le bloc wi apparaît à la iième feuille de u ;
• l’arbre tv est enraciné en chaque feuille des wi.
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Cet arbre est accepté par l’automate A donc appartient bien au décalage T.
Ceci montre que T est irréductible.
La réciproque de la Proposition 4.1.3 peut être démontrée en utilisant la no-
tion de couverture de Shannon d’un décalage sofique, définie dans la Partie 4.1.4.
Ainsi les notions d’irréductibilité pour les décalages et pour les automates sont
directement corrélés.
4.1.3 Contexte, automate réduit et bloc synchronisant
Les automates d’arbres reconnaissent les décalages d’arbres sofiques, mais pour
l’instant nous n’avons pas trouvé d’automate d’arbres canonique reconnaissant
un décalage d’arbres T. Dans ce but, nous définissons la notion de contexte d’un
bloc fini, qui correspond à la notion de follower set de Lind et Marcus [LM95]
pour les décalages sur N ou Z.
Soit T un décalage d’arbre. Un contexte c est un motif fini dont une des
feuilles joue un rôle spécial, on dira qu’elle est marquée. Si u est un motif,
c(u) est le motif obtenu en remplaçant la feuille marquée du contexte c par le
motif u. Si c(u) apparaît dans un motif du langage L(T), on dit alors que c est
un contexte du motif u dans T. Étant donné un bloc u, on note par contT(u)
l’ensemble des tous les contextes de u dansT. Étant donné un automate d’arbres
A = (V,A,∆) qui accepte un décalage d’arbres sofique T, le contexte d’un état
q ∈ V dans A est l’ensemble des motifs u avec une feuille marquée en position
x sur lesquels il existe un calcul fini C de l’automate A avec Cx = q. On le
note contA(q). Remarquons que le contexte d’un motif u dans T est l’union des
contextes des états p qui terminent un calcul de A sur u. Un décalage d’arbres
sofique a donc un nombre fini de contextes distincts.
Soit A = (V,A,∆) un automate d’arbre. On dit que l’automate A est réduit
si p 6= q implique contA(p) 6= contA(q) pour p, q ∈ V , autrement dit si deux
états distincts ont des contextes distincts. Si A = (V,A,∆) et A′ = (V ′, A,∆′)
sont deux automates d’arbres déterministes, une réduction de A vers A′ est une
fonction h de V vers V ′ telle que, pour toute lettre a ∈ A, on a p, q, a→ r ∈ ∆
si et seulement si (h(p), h(q), a) → r ∈ ∆′. Si A′ est un automate obtenu par
réduction à partir d’un automate A, alors A et A′ définissent le même décalage.
Soit T un décalage d’arbres sofique déterministe accepté par un automate
d’arbres A = (V,A,∆). On définit un automate d’arbres déterministe et réduit
R(A) qui accepte T, et que l’on appelle réduction de l’automate A. Les états
de R(A) sont les classes de la partition la plus grossière de l’ensemble V telle
que si les états p, q appartiennent à la même classe, alors pour toute lettre
a ∈ A et pour tout état r ∈ Q, δ(p, r, a) et δ(q, r, a) (resp. δ(r, p, a) et δ(r, q, a))
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appartiennent à la même classe, et la transition δ(p, r, a) (resp. δ(r, p, a)) est
définie si et seulement si la transition δ(q, r, a) (resp. δ(r, q, a)) est définie. On
note par [p] la classe de l’état p. La transition ([p], [q]), a → [δ(p, q, a)] est une
transition de l’automate R(A) si et seulement si δ(p, q, a) est définie. Cette
définition ne dépend pas du choix du représentant de la classe et est donc bien
fondée. Par définition, l’automate R(A) est réduit, et la fonction h définie par
h(p) = [p] est une réduction de A vers R(A).
L’algorithme de minimisation pour les automates d’arbres déterministes qui
acceptent des blocs finis, que l’on peut trouver dans [CDG+07, Section 1.5], peut
être appliqué pour calculer une réduction d’un automate d’arbres acceptant le
même décalage d’arbre.
Soit A = (V,A,∆) un automate d’arbres déterministe qui reconnaît un déca-
lage d’arbres sofique T, et soit u un bloc (resp. un motif). On dit que u est un
bloc synchronisant (resp. un motif synchronisant) de l’automate A s’il existe
au moins un calcul fini de l’automate A sur u, et si de plus tous les calculs
finis de A sur u terminent dans un même état q ∈ Q. On dit alors que le bloc
u synchronise sur l’état q. Un automate d’arbres déterministe qui possède un
bloc synchronisant est appelé automate synchronisé.
Remarque. Si u est un bloc synchronisant, alors tout motif dans lequel u
apparaît à la racine est synchronisant.
Soit A = (V,A,∆) un automate d’arbre. On définit l’automate déterminisé
de A, noté D(A), comme la partie accessible depuis l’état V dans l’automate
d’arbres (P(V ), A, δ′), avec pour P,Q ∈ P(V ), δ′(P,Q, a) = {δ(p, q, a) | p ∈
P, q ∈ Q} si l’ensemble est non vide, et n’est pas défini sinon.
Proposition 4.1.4. Un automate A est synchronisé si et seulement si son
automate déterminisé D(A) possède un état qui est un singleton.
La démonstration de la Proposition 4.1.4 découle directement de la définition
d’un bloc synchronisant.
Proposition 4.1.5. Il existe des automates d’arbres déterministes, irréductibles
et réduits qui ne sont pas synchronisés.
Démonstration. Soit T le décalage d’arbres plein sur l’alphabet à deux éléments
A = { , }. Il est trivialement accepté par un automate d’arbres à un seul
état. Mais il est aussi accepté par l’automate d’arbres déterministe et réduit




















L’automate A est irréductible : il existe un hyper-chemin
p0  p1  q0  q1  p0,
où p q désigne un hyper-chemin de l’état p vers l’état q.
L’automate A est réduit, car deux états différents ont des contextes différents.
En effet, les états q0, q1 n’ont pas même contexte que les états p0, p1, car le motif
dont la racine est étiqueté par , et dont la feuille gauche est marquée est un
contexte des états p0, p1 mais pas de q0, q1. De plus, le motif suivant, dans lequel
la feuille marquée est représentée par un ◦ :
est un contexte de p0, q1 mais pas de p1, q0.
L’automate D(A) contient deux états V = {p0, q0, p1, q1} et {p1, q1}, mais
aucun état réduit à un singleton et donc A n’est pas synchronisé et la Propo-
sition 4.1.5 est démontrée.
En particulier, la Proposition 4.1.5 nous apprend que, contrairement au cas
des décalages sur N ou Z, un décalage d’arbres sofique peut être accepté par
plusieurs automates d’arbre irréductibles, déterministes et réduits.
4.1.4 Automates minimaux
Comme nous venons de le voir dans la Partie 4.1.3, les décalages d’arbres dif-
fèrent des décalages unidimensionnels au moins par le fait qu’il existe des au-
tomates d’arbres réduits, irréductibles et déterministes qui ne possèdent pas
de bloc synchronisant (voir la Proposition 4.1.5). Il est cependant possible de
construire un tel automate en ajoutant la condition qu’il soit synchronisé. Dans
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cette partie nous présentons deux automates minimaux, la couverture de Shan-
non (ou couverture de Fischer) et la couverture de Krieger, qui reposent tous
les deux sur la notion de contexte d’un arbre (contexte d’un arbre fini pour
la couverture de Shannon, et contexte d’un arbre infini pour la couverture de
Krieger).
Soit T un décalage d’arbres sofique. L’automate des contextes du décalage
T est l’automate d’arbres déterministe C = (V,A,∆), où V est l’ensemble des
contextes non vides des blocs finis apparaissant dans le décalage T. Dans le cas
d’un décalage d’arbres T sofique, l’ensemble V est fini, mais ce n’est pas le cas
lorsque T n’est pas sofique. Les transitions de l’automate C sont de la forme
(contT(u), contT(v)), a→ contT(a, u, v), avec u, v ∈ L(T).
Remarque. Il est possible de définir un automate des contextes pour un dé-
calage d’arbre qui n’est pas sofique, mais dans ce cas cet automate possède une
infinité d’états.
Proposition 4.1.6. L’automate des contextes d’un décalage d’arbres sofique
est synchronisé.
Démonstration. Soit C l’automate des contextes d’un décalage d’arbres sofique
T. Il existe un calcul fini C1 de l’automate C sur un certain bloc u1 qui se
termine dans l’état contT(u1). Supposons que ce bloc u1 n’est pas un bloc
synchronisant de l’automate C. Il existe donc un autre calcul C2 de l’automate
C sur le bloc u1 qui termine sur un état contT(u2) pour un certain bloc u1
tel que contT(u2) 6= contT(u1). Ainsi contT(u2) ( contT(u1), car contT(u2) 6=
contT(u1). Si le bloc u2 n’est pas un bloc synchronisant de l’automate C, on
peut à nouveau appliquer le même raisonnement pour construire un bloc u3. En
itérant ce procédé, nous obtenons soit un bloc synchronisant pour l’automate C,
soit une suite strictement décroissante de contextes. Et comme il n’existe qu’un
nombre fini de contextes, cette deuxième option est à exclure, ce qui prouve
l’existence d’un bloc synchronisant dans l’automate des contextes C.
Si A est un automate d’arbres, on dit qu’une composante de l’automate est
minimale si tout hyper-chemin partant d’un état de la composante arrive aussi
dans la composante (voir le chapitre [BBrEP10] pour la définition en dimension
1).
Proposition 4.1.7. Si T est un décalage d’arbres sofique irréductible, alors son
automate des contextes C possède une unique composante minimale irréductible
S, obtenue en ne conservant que les états accessibles depuis l’état contT(z), où
z est un bloc synchronisant de C. L’automate S est la couverture de Shannon
(aussi appelée couverture de Fischer) du décalage T.
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Démonstration. Comme les états de l’automate S sont les états accessibles de-
puis l’état q = contT(z), S est une composante irréductible minimale. En effet,
soit p = contT(u) un état accessible à partir de l’état q. Il existe par définition
un hyper-chemin de q à p étiqueté par un motif v de T, et le bloc u est synchro-
nisant. Comme T est un décalage irréductible, il existe un motif v et un code
préfixe fini complet P formé de mots de hauteur au moins la hauteur de z, tel
que z est enraciné à la racine de v et tel que u est un sous-arbre de v enraciné
en tout nœud x ∈ P . Comme tout calcul de l’automate des contextes C sur v
se termine dans l’état p, il existe un hyper-chemin de p à q.
Montrons à présent que S est unique. Si un état p = contT(u) appartient à
une autre composante R irréductible et minimale de l’automate C, par irréduc-
tibilité du décalage T, il existe un motif w de T et un code préfixe fini complet
P formé de mots de hauteur au moins la hauteur de z, tel que z est enraciné à
la racine de w et tel que u est un sous-arbre de w enraciné en tout nœud x ∈ P .
Par définition de l’automate C, il existe alors un hyper-chemin de p à q. Donc
q appartient à R, ce qui implique que R = S. Donc S est l’unique composante
minimale irréductible de C.
On définit la couverture de Shannon (aussi appelée couverture de Fischer)
d’un décalage d’arbres sofique irréductible T comme l’unique composante maxi-
male irréductible S de son automate des contextes C, obtenue en ne conservant
que les états accessibles depuis l’état contT(z), où z est un bloc synchronisant
de C. Comme le bloc z est synchronisant et que l’automate C est déterministe,
tout état de cette composante est le contexte d’un bloc synchronisant. La dé-
finition de la couverture de Shannon ne dépend donc pas du choix du bloc
synchronisant z.
Montrons que les états accessibles depuis contT(z) forment une composante
irréductible, et que celle-ci est l’unique composante irréductible de l’automate
C. Il suffit pour cela de montrer qu’il existe un hyper-chemin depuis tout état
de l’automate C vers contT(z). Soit p = contT(u) un état de C. Comme T est
irréductible, il existe un motif w de T et un code préfixe fini complet P de
{0, 1}≥hauteur(z), tel que z est un sous-arbre de w enraciné en ε, et u est un
sous-arbre de w enraciné en tout x ∈ P . Soit C un calcul de C sur le motif w.
Alors Cε = contT(z), et pour toute feuille x ∈ P , Cx = p. Donc il existe un
hyper-chemin de p vers contT(z). Enfin, il est facile de vérifier que l’automate S
accepte le décalage T (cela découle directement de l’irréductibilité du décalage
T).
La couverture de Shannon d’un décalage sofique irréductible T étant bien
définie, nous montrons qu’il s’agit de l’unique automate d’arbres déterministe,
irréductible et synchronisé qui accepte ce décalage T.
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Proposition 4.1.8. Deux automates d’arbres réduits, déterministes, irréduc-
tibles et synchronisés acceptant le même décalage sofique irréductible sont égaux
à un renommage des états près.
Démonstration. Soient A = (V,A,∆) et A′ = (V ′, A,∆′) deux automates
d’arbres réduits, déterministes, irréductibles et synchronisés acceptant le même
décalage sofique irréductible T. Soit u ∈ Lm(X) (resp. v ∈ Lm(X)) un bloc
synchronisant de l’automate A (resp. A′). Nous supposons que le bloc z syn-
chronise sur l’état p dans l’automate A. Comme T est irréductible, il existe un
motif z du décalage T et un code préfixe fini complet P ⊂ {0, 1}≥m−1, tels
que le bloc u est un sous-arbre du motif z enraciné en ε, et tels que v est un
sous-arbre du motif z enraciné en toute feuille x ∈ P . Comme les automates A
et A′ sont déterministes, le motif z est un motif synchronisant pour les deux
automates A et A′. Chaque calcul de l’automate A sur le motif z termine sur
l’état p, tandis que chaque calcul de l’automate A′ sur le motif z termine sur
un état p′ dans V ′.
Nous définissons une bijection ϕ : V → V ′ de la manière suivante. Soit q un
état de l’automate A. Comme A est irréductible, il existe un calcul C de A sur
un motif w, et un code préfixe P tels que Cε = q et Cx = p pour tout x ∈ P .
Puisque l’automate A est déterministe et que le bloc z est un bloc synchronisant
pour l’automate A, tout calcul fini de l’automate A sur w termine dans l’état
q. Donc le contexte de q dans A est le même que le contexte de w dans T. De
plus, tout calcul fini de l’automate A′ sur w termine dans un état q′ tel que
le contexte de q′ dans A′ est le même que le contexte de w dans T. Comme
l’automate A (resp. l’automate A′) est réduit, deux états avec le même contexte
dans A (resp. dans A′) sont en fait égaux. Donc si q = contT(w), r = contT(v),
et si (q, r), a→ s est une transition de ∆, nous avons s = contT(a,w, v). Dans
ce cas nous définissons ϕ(q) = q′. Ainsi ϕ définit un isomorphisme entre A et
A′, où ϕ est une bijection telle que (q, r), a → s est une transition de ∆ si et
seulement si (ϕ(q), ϕ(r)), a→ ϕ(s) est une transition de ∆′.
Soit t un arbre infini sur l’alphabet A et c un contexte. On désigne par
c(t) le motif c dans lequel la feuille marquée du contexte c est remplacée par
l’arbre t. Si le motif infini c(t) apparaît dans un arbre du décalage T, on dit
que c est un contexte de t dans T. Étant donné un arbre t sur l’alphabet
A, on note par contT(t) l’ensemble des contextes de t dans T. La couver-
ture de Krieger d’un décalage d’arbres T est l’automate d’arbre dont les états
sont les ensembles non vides de la forme contT(t), et dont les transitions sont
(contT(t), contT(t
′), a)→ contT(a, t, t′), où t, t′ sont deux arbres sur l’alphabet
A. Ainsi définie, la couverture de Krieger d’un décalage d’arbres T est un auto-
mate d’arbres qui accepte T. La couverture de Krieger diffère de l’automate des
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contextes, car les contextes que l’on considère ici sont ceux d’arbres infinis, alors
que les contextes de l’automate des contextes sont ceux d’arbres finis. Quel lien
existe-t-il entre ces deux automates ? Et quel est le lien entre les couvertures de
Shannon et de Krieger ? Nous allons montrer ces liens dans la Proposition 4.1.9,
qui étend aux arbres une situation similaire pour les mots [BBrEP10].
On dit qu’un automate d’arbres A = (V,A,∆) est un sous-automate d’un
automate d’arbres A′ = (V ′, A,∆′) sur le même alphabet A si V ⊆ V ′ et si
∆ = ∆′∩ (V ×V ×A×V ). Un sous-automate A est minimal si toute transition
du sur-automate A′ partant d’un état de A termine dans un état de A.
Proposition 4.1.9. La couverture de Krieger d’un décalage d’arbres sofique
T est, à isomorphisme près, un sous-automate de l’automate des contextes C
du décalage T. Cet automate est réduit et synchronisé. Si le décalage T est
irréductible, la couverture de Krieger de T a un unique sous-automate minimal
et irréductible qui est la couverture de Shannon du décalage T.
Démonstration. Soit K = (V,A,∆) la couverture de Krieger d’un décalage
d’arbres sofique T et C = (V ′, A,∆′) son automate des contextes. Soit t un
arbre infini sur l’alphabet A et un son sous-arbre de hauteur n enraciné en ε.
Ainsi pour tout entier i ≥ 0, on a contT(ui+1) ⊆ contT(ui). Comme le nombre
de contextes du décalage T est fini, il existe un entier strictement positif n
tel que contT(un+i) = contT(un) pour tout entier positif i. On définit alors
s(t) = contT(un).
Montrons alors que la fonction de V dans V ′ qui à un contexte contT(t)
associe s(t) est bien définie, et qu’elle est de plus injective. Tout d’abord il est
clair que contT(t) ⊆ s(t). Soit c ∈ s(t) − contT(t) un contexte dont la feuille
marquée est en position x. Il existe un entier strictement positif n tel que
c(ui) ∈ L(T) pour tout entier i ≥ n. Soit s un arbre infini tel que c est le sous-
arbre de s enraciné en ε et t est le sous-arbre de s enraciné en x. Alors s ∈ T
et c ∈ contT(t), donc contT(c) = s(t). En conséquence de quoi, si t et t′ sont
deux arbres infinis, alors contT(t) = contT(t′) si et seulement si s(t) = s(t′).
Donc la fonction est bien définie et injective, et la couverture de Krieger est un
sous-automate de l’automate des contextes.
Montrons à présent que l’automate K est réduit et synchronisé. Si p est
un état de K égal au contexte contT(t) d’un arbre t sur l’alphabet A, alors
contK(p) = contT(t). L’automate K est donc réduit. Soit rA(t) le nombre
d’états de l’automate A sur lesquels un calcul de l’automate A sur l’arbre t
peut terminer. Par la Proposition 4.1.6, l’automate des contextes C est syn-
chronisé. Donc il existe un motif u tel que rC(contT(u)) = 1. Il existe donc un
arbre t ∈ T dont u est le sous-arbre enraciné en ε. Ainsi tous les calculs de
l’automate des contextes C sur l’arbre t terminent sur l’état contT(u). Comme
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K est un sous-automate de C, tous les calculs de K sur t terminent sur l’état
contT(u). L’automate K est donc synchronisé.
Supposons maintenant que le décalage T est en plus irréductible. Soit z un
bloc synchronisant de l’automate K tel que tout calcul fini de K sur z termine
sur l’état p. Soit W l’ensemble des états accessibles depuis l’état p. Montrons
que l’automate K′ = (W,A,∆) est un sous-automate minimal de K. Pour tout
état q ∈W , il existe un hyper-chemin de p vers q étiqueté par u. De plus, si on
appelle v l’arbre fini obtenu en remplaçant chaque feuille de u par z, tout calcul
de l’automate K sur v termine dans l’état q. Comme T est irréductible, il existe
un arbre t dans T et un code préfixe fini complet P ⊂ {0, 1}≥hauteur(z), tel que
z est le sous-arbre de t enraciné en ε, et v est le sous-arbre de t enraciné en
tout x ∈ P . Il existe donc un hyper-chemin de q vers p dans l’automate K. De
plus, si r est un état d’un sous-automate minimal et irréductible de l’automate
K, sur lequel termine un calcul fini de K sur un motif w, par irréductibilité
du décalage T, il existe un arbre t′ dans T et un code préfixe fini complet
Q ⊂ {0, 1}≥hauteur(z), tels que z est le sous-arbre de t′ enraciné en ε, et que
w est le sous-arbre de t′ enraciné en tout x ∈ Q. Donc il existe un hyper-
chemin de r vers p, et p ∈ W . Ainsi l’automate K′ est l’unique sous-automate
minimal irréductible de l’automate K, et c’est la couverture de Shannon du
décalage T.
4.1.5 Théorème de décomposition
Le théorème de décomposition pour les décalages sur Z nous apprend que toute
conjugaison entre deux décalages de type fini [Wil73] (ou sofiques [LM95, Exer-
cice 7.1.10 p. 225]) peut être décomposée en une suite finie de conjugaisons
élémentaires, les éclatements et les fusions. Le point clé de la démonstration de
ce résultat est la possibilité de réduire la mémoire d’une fonction de bloc grâce
à des éclatements d’états. Dans cette partie, nous montrons un théorème de dé-
composition pour les décalages d’arbres qui étend le théorème de décomposition
pour les décalages d’arbres de type fini présenté dans [AB09].
Fonctions d’éclatement et de fusion
Soit T un décalage d’arbres sur l’alphabet A. Pour toute lettre a ∈ A, on consi-
dère une partition Pa des blocs du langage d’ordre 2, L2(T), du décalage T
qui sont étiquetés par la lettre a à la racine. On notera par [(a, b, c)]a l’élé-
ment de la partition Pa qui contient le bloc (a, b, c) ; il s’agit donc d’une classe
d’équivalence.
Soit Φ : T→ P ({0, 1}∗) la fonction 2-bloc définie par φ(a, b, c) = [(a, b, c)]a.
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On note par ‹T le décalage d’arbres Φ(T). La fonction Φ est une 2-conjugaison
dont l’inverse est une fonction 1-bloc. On dit que Φ est une fonction d’éclate-
ment entrant et que ‹T, et plus généralement tout décalage d’arbres obtenu en
renommant les lettres de ‹T, est un éclatement entrant de T. On dit aussi que
Φ−1 est une fonction de fusion entrante et que T est une fusion entrante de ‹T.
Quand Pa est la partition triviale pour toute lettre a (i.e. [(a, b, c)]a = (a, b, c)
pour toute lettre a), Φ est appelée fonction d’éclatement entrant complète et ‹T
est l’éclatement entrant complet de T.
Exemple 4.1.5. Soit l’alphabet à deux éléments A = {•, •}, et on choisit
comme partitions P• et P• la partition triviale. On définit ainsi Φ la fonction
d’éclatement entrant complète sur l’alphabet A.
Φ−→
Figure 29: Exemple de fonction d’éclatement entrant complète Φ sur l’alpha-
bet A = {•, •}.
Énoncé et preuve du théorème
Théorème 4.1.10 ([AB09]). Toute conjugaison entre deux décalages d’arbres
peut être décomposée en une suite finie de fonctions d’éclatement entrants et de
fonctions de fusions entrantes.
Lemme 4.1.11. Soit Φ : T → T′ une m-conjugaison entre deux décalages
d’arbres T et T′, avec m ≥ 2. Alors il existe une fonction d’éclatement entrant






Démonstration. On appelleA l’alphabet du décalage d’arbresT etA′ l’alphabet
du décalage d’arbres T′. On appelle ϕ : Lm(T) → A′ la fonction locale qui
définit la m-conjugaison Φ. Soit ‹A = L2(T) l’alphabet du décalage d’arbre‹X, et soit Ψ1 : T → ‹T la 2-conjugaison définie par ψ1(a, b, c) = (a, b, c). La
fonction Ψ1 est donc une fonction d’éclatement entrant complète.
Soit f (resp. g, h) la fonction de L2(T) dans A qui envoie (a, b, c) sur a
(resp. b, c). On définit ‹Φ : ‹T→ T′ comme la (m− 1)-fonction de bloc telle que,
pour tout bloc b de Lm−1(‹X), par ϕ˜(b) = ϕ(b′), où b′ est le bloc de hauteur m
tel que b′x = f(bx) pour tout x ∈ {0, 1}<m−1, tel que b′x0 = g(bx), et b′x1 = h(bx)
pour tout x ∈ {0, 1}m−1. Ainsi on a Φ = ‹Φ ◦Ψ1.
Lemme 4.1.12. Soit Φ : T → T′ une 1-conjugaison entre deux décalages
d’arbres, telle que Φ−1 est une fonction m-bloc avec m ≥ 2. Alors il existe
une fonction d’éclatement entrant Ψ1 de T vers ‹T, une fonction d’éclatement
entrant Ψ2 de T′ vers T˜′, et une 1-conjugaison ‹Φ de ‹T vers T˜′ telle que Φ =






Démonstration. Supposons que le décalage d’arbres T (resp. T′) est défini sur
l’alphabet A (resp. A′). Soit Pa la partition des blocs de hauteurs 2 étiquetés
par une lettre a à la racine, tels que deux blocs (a, b, c) et (a, b′, c′) appartiennent
à la même classe de la partition si et seulement si φ(b) = φ(b′) et φ(c) = φ(c′),
où φ : A → A′ est la fonction locale qui définit Φ. Soit Ψ1 : T → ‹T la
fonction de bloc définie localement par ψ1(a, b, c) = [(a, b, c)]a. Alors ‹T est
un éclatement entrant de T. Soit T˜′ l’éclatement entrant complet de T′ sur
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l’alphabet A′2 = L2(T′). On note Ψ2 la fonction d’éclatement entrant complète
de T′ vers T˜′.
On définit une 1-fonction de bloc ‹Φ de ‹T vers T˜′, définie par la fonction
locale φ˜[(a, b, c)]a = (φ(a), φ(b), φ(c)). Cette fonction locale est bien définie, de
par le choix de la partition Pa ; ainsi Φ = Ψ−12 ◦ ‹Φ ◦ Ψ1. Il reste à vérifier que‹Φ−1 = Ψ−12 ◦Φ−1 ◦Ψ1 est une (m−1)-fonction de bloc, autrement dit que pour
tout arbre t ∈ T˜′, le bloc fini b de hauteur m − 1 enraciné en ε dans l’arbre
t détermine complètement ‹Φ−1(t)ε. C’est effectivement le cas, car le bloc de
hauteur m− 1 enraciné en ε dans l’arbre t détermine tous les Ψ−12 (t)x0 et tous
les Ψ−12 (t)x1, pour toute position x ∈ {0, 1}m−1, et il détermine donc le bloc
de hauteur m enraciné en ε de l’arbre Ψ−12 (t). Ainsi si t
′ = (Φ−1 ◦ Ψ−12 )(t), la
lettre t′ε est entièrement déterminée par le bloc b. De plus le bloc de hauteur
m− 1 enraciné en ε dans l’arbre t détermine aussi Ψ1(t′)ε.
Nous avons à présent tous les éléments pour démontrer le Théorème 4.1.10.
Démonstration du Théorème 4.1.10. Soit Φ : T → T′ une n-conjugaison entre
deux décalages d’arbres, telle que Φ−1 est unem-fonction de bloc, avec n,m ≥ 1.
Par le Lemme 4.1.11 et le Lemme 4.1.12, il existe des fonctions d’éclatements
entrants Ψ1, . . . ,Ψn+m−2, ∆1, . . . ,∆m−1, et un renommage de l’alphabet ∆ tels
que Φ = ∆−11 ◦∆−12 · · · ◦∆−1m−1 ◦∆−1 ◦Ψn+m−2 ◦Ψ2 ◦Ψ1. Un renommage étant
un cas particulier d’éclatement entrant, le théorème est démontré.
4.2 Décalages de type fini
4.2.1 Décalages de sommets et de transitions
Dans cette partie nous présentons un cas particulier de décalages d’arbre de
type fini : les décalages de sommets (vertex shift dans [LM95]).
Soit T un décalage d’arbres défini sur un alphabet A. On appelle décalage des
blocs d’ordre n du décalage T le décalage de type fini T(n) défini sur l’alphabet
ASn , et qui est l’image de T par la n-fonction de bloc Φn définie localement par
φ(p) = p pour tout motif p ∈ Ln(T). La fonction Φn est en fait la composée de
n−1 fonctions d’éclatements entrants complets successifs, et donc tout décalage
T est conjugué à ses décalages des blocs d’ordre supérieur T(n).
Un décalage de sommets est un décalage d’arbres accepté par un automate
d’arbres A = (V, V,∆), où les transitions sont de la forme (q0, q1, q) → q.
Un arbre est accepté par un tel automate si chaque nœud est étiqueté par
l’état correspondant dans le calcul de l’automate. L’ensemble des calculs d’un
automate d’arbres est un décalage de sommets. Afin de simplifier les notations,
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nous dirons qu’un décalage de sommets est l’ensemble des calculs d’un automate
sans étiquette B = (V,Γ) dont les transitions sont des éléments de V 2 × V , et
sont notées par (q0, q1) → q. Cela revient à dire qu’un décalage de sommets
est accepté par un automate d’arbres sans étiquette. En particulier un décalage
d’arbres de sommets est un décalage d’arbres de type fini, car un automate
d’arbres sans étiquette est 1-local.
Remarque. Un décalage irréductible de type fini n’est pas toujours conjugué
à l’ensemble des calculs des son automate minimal. Par exemple le décalage
trivial sur un alphabet à deux lettres est accepté par un automate à un seul
état.
Proposition 4.2.1. Tout décalage d’arbres de type fini est conjugué à un dé-
calage d’arbres de sommets.
Démonstration. Soit T = TF un décalage d’arbres de type fini, défini par
l’ensemble fini de blocs interdits F tous de hauteur m, avec m ≥ 1. Soit
A = (V,A, δ) l’automate d’arbres déterministe m-local dont l’ensemble d’états
est V = Lm(T). Pour p0, p1 ∈ V et a ∈ A, on note tronc(b) le bloc de hau-
teur m − 1 tel que tronc(b)x = bx pour tout x ∈ {0, 1}≤m−1, où b est le bloc
(a, p0, p1). On définit alors δ(p0, p1, a) = tronc(b) si et seulement si b est un bloc
autorisé de T.
L’automate d’arbre A accepte T, et pour tout arbre t ∈ T, il existe un unique
calcul de A sur t. Soit T′ le décalage de sommets composé de tous les calculs de
l’automate A. On considère T(m) le décalage des blocs d’ordre m de T. Alors
T(m) est exactement T′, et donc T est conjugué à T′.
Un décalage d’arbres de transitions est un décalage d’arbres accepté par un
automate dont toutes les transitions ont des étiquettes différentes. Un décalage
d’arbres de transitions est donc un décalage d’arbres de type fini.
Proposition 4.2.2. Tout décalage d’arbres de type fini est conjugué à un dé-
calage d’arbres de transitions.
Démonstration. Si T est un décalage de type fini d’ordre n, alors sa représen-
tation d’ordre n est un décalage de transitions.
4.2.2 Conjugaison des décalages de type fini
Dans cette partie nous montrons, grâce au théorème de décomposition, que
le problème de la conjugaison des décalages d’arbres de type fini est décidable.
Pour cela nous commençons par montrer que deux fusions entrantes commutent.
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Proposition 4.2.3. Supposons que T1 est un décalage de sommets, et que T2,
T3 sont des décalages de sommets obtenus par fusion entrante de T1. Alors il
existe un décalage de sommets T4 que l’on peut obtenir à la fois comme fusion






Figure 30: Les fusions entrantes commutent. Si les décalages de sommetsT2 et
T3 sont des fusions entrantes de T1, il existe un décalage d’arbres
de sommets T4 qui est une fusion entrante commune à T2 et T3.
Dans la Figure 30, les fonctions Φ et Ψ sont des fusions entrantes. Il s’ensuit
par la Proposition 4.2.3 que les fonctions Ω et Θ sont aussi des fusions entrantes.
Il est possible de traduire les fonctions d’éclatements entrants et de fusions
sortantes sur un décalage de sommets par une transformation sur un automate
d’arbres sans étiquette qui reconnaît ce-dernier.
Soit T un décalage de sommets accepté par un automate d’arbres sans éti-
quette A = (V,∆), et Φ une fonction d’éclatement entrant de T vers ‹T définie
par des partitions des ensembles de transitions ∆r partant de l’état r pour tout
sommet r ∈ V . On note par ‹V l’alphabet du décalage ‹T. Il s’agit de l’union
des ensembles {[(r, p, q)]r, | (p, q) → r ∈ ∆}. Les sommets [(r, p, q)]r sont ap-
pelés sommets éclatés du sommet r. On dit que les sommets [(r, p, q)]r sont
fusionnés en le sommet r. Le décalage de sommets ‹T est accepté par l’auto-
mate ‹A = (‹V ,›∆), défini par ([(r, p, q)]r, [(r′, p′, q′)]r′) → [(s, r, r′)]s ∈ ‹∆ si et
seulement si (r, r′)→ s ∈ ∆.
Pour plus de lisibilité, les sommets de “∆ correspondants à une partition de
l’ensemble ∆r sont notés r1 . . . , r`(r). Une fusion entrante d’un décalage de
sommets T accepté par un automate A est un décalage de sommets ‹T accepté
par un automate ‹A tel que ‹T est un éclatement entrant de T. Les sommets
r1 . . . , rl(p) de l’automate ‹A sont fusionnés en le sommet r. Remarquons que
lorsque (p′, q′) → ri ∈ ‹∆, alors (p′, q′) → rj /∈ ‹∆, pour tous p′, q′ ∈ ‹V et
tous 1 ≤ i 6= j ≤ `(r). Ceci implique en particulier que (ri, p′) → q′ ∈ ‹∆ si
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et seulement si (rj , p′) → q′ ∈ ‹∆, et (p′, ri) → q′ ∈ ‹∆ pour toute transition
(p′, pj) → q′ ∈ ‹∆, pour tous sommets p′, q′ ∈ ‹V et pour tous 1 ≤ i, j ≤ `(r).
De manière informelle, si un sommet r est éclaté en sommets r1 . . . , r`(r), les
transitions entrantes sur r sont réparties entre les sommets ri, alors que les
transitions sortantes de r sont dupliquées.
Démonstration. Soit Ai = (Vi,∆i) un automate d’arbres sans étiquette qui
reconnaît le décalage de sommets Ti pour i = 1, 2 et 3. Supposons tout d’abord
qu’il existe une fusion entrante Φ : T1 → T2 et une fusion entrante Ψ : T1 →
T3. Les états p1, . . . , pl(p) de V1 sont fusionnés en un état p de V2. Par définition
d’une fusion entrante, cela implique que si (q, r)→ pi ∈ ∆1, alors (q, r)→ pj /∈
∆1 pour tous états q, r ∈ V1 et tous 1 ≤ i 6= j ≤ l(p). Cela implique aussi que
(pi, q) → r ∈ ∆1 si et seulement si (pj , q) → r ∈ ∆1, et (q, pi) → r ∈ ∆1 si et
seulement si (q, pj) → r ∈ ∆1 pour tous états q, r ∈ V1 et tous 1 ≤ i, j ≤ l(p).
Nous supposons aussi que par ailleurs les états q1, . . . , ql(q) de V1 sont fusionnés
en un état q de V3.
Le cas le plus simple est celui où les états p1, . . . , pl(p) et q1, . . . , ql(q) sont
tous distincts. Il suffit de définir le décalage T4 comme la fusion entrante de
T2 obtenue en fusionnant les états p, q1, . . . , ql(q) en un état q. Il s’agit aussi de
la fusion entrante de T3 obtenue en fusionnant les états q, p1, . . . , pl(p) en un
état q. Supposons à présent que p1 = q1, . . . , pl = ql pour un entier 1 ≤ l ≤
min(l(p), l(q)). Cela implique que, pour tous 1 ≤ i ≤ l(p), 1 ≤ j ≤ l(q), on
a (pi, q) → r ∈ ∆n si et seulement si (pj , q) → r ∈ ∆n, et (q, pi) → r ∈ ∆n
si et seulement si (q, pj) → r ∈ ∆n pour n = 1 et n = 2. Nous définissons le
décalage T4 comme la fusion entrante de T2 obtenue en fusionnant les états
p, ql+1, . . . , ql(q) en un état p. Il s’agit aussi de la fusion entrante de T3 obtenue
en fusionnant les états q, pl+1, . . . , pl(p) en un état p. Ainsi, si les fonctions Φ et
Ψ sont des fusions entrantes, il en est de même des fonctions Ω et Θ.
Grâce à la Proposition 4.2.3, il nous est possible de définir la fusion mini-
male d’un décalage sofique T, comme le décalage d’arbres de sommets défini
par l’automate d’arbres A = (V,∆) avec le plus petit nombre de sommets, cet
automate A étant obtenu par des fusions entrantes successives appliquées à un
automate reconnaissant le décalage T. Cette fusion minimale est bien unique,
car si un décalage T possédait deux fusions minimales T1 et T2, la Proposi-
tion 4.2.3 nous permet de construire une fusion entrante commune T3, qui par
minimalité de T1 et T2 est telle que T1 = T2 = T3.
Théorème 4.2.4. Soient T1 et T2 deux décalages d’arbres de type fini. Alors
savoir si T1 et T2 sont conjugués est un problème décidable.
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Démonstration. La Proposition 4.2.1 permet de supposer que les décalages T1
et T2 sont des décalages de sommets. Par le Théorème 4.1.10, il existe une
suite de fonctions d’éclatements entrants et de fonctions de fusions entrantes
transformant T1 en T2.
Supposons dans un premier temps que cette suite se décompose en une suite
de fonctions d’éclatements entrants de T1 vers T, suivie (à un renommage près
des sommets de T) d’une suite de fonctions de fusions entrantes de T vers
T2. Ce cas particulier est illustré dans la Figure 31. La Proposition 4.2.3 nous
assure l’existence d’un décalage de sommets à la confluence de deux flèches
en pointillé dans la Figure 31. Ainsi les décalages T1 et T2 ont une fusion
commune, et donc la même fusion minimale. Réciproquement si T1 et T2 ont
la même fusion minimale, il existe une suite de fonctions d’éclatements entrants
et de fonctions de fusions entrantes de T1 vers T2.
Supposons maintenant qu’il existe une suite quelconque d’éclatements en-
trants et de fusions entrantes de T1 vers T2. Cette suite peut se décomposer en
plusieurs suites de la forme précédente, et nous arrivons à la même conclusion
par transitivité.
Le schéma de la preuve nous donne un algorithme pour calculer, si elle existe,
une conjugaison entre deux décalages d’arbres de type fini T1 et T2. La Pro-
position 4.2.1 nous permet de nous ramener à des décalages de sommets :
Y1 = ψ1(T1) et Y2 = ψ2(T2), où ψi est une suite de fonctions d’éclatements
entrants et Yi un décalage d’arbres de sommets. Par la Proposition 4.2.3, on
se ramène à leur fusion minimale : φ1(Y1) = Y˜1 et φ2(Y2) = Y˜2 où ψi est
une suite de fonctions de fusions entrantes et Y˜i est une fusion minimale. Il
nous suffit alors de comparer les Y˜i : s’ils sont différents alors les décalages T1
et T2 ne sont pas conjugués, et s’ils sont égaux nous avons une conjugaison
T1 = ψ1
−1 ◦ φ1−1 ◦ φ2 ◦ ψ2(T2). Cet algorithme fonctionne en temps exponen-







Figure 31: Une suite de fonctions d’éclatements entrants deT1 versT suivie (à
un renommage près de l’alphabet de T), par une suite de fonctions
de fusions entrantes de T vers T2. Chaque flèche représente une
fonction de fusion entrante. Les décalages d’arbres T1 et T2 ont la
même fusion minimale T′.
4.3 Les décalages presque de type fini (AFT)
La notion de décalage d’arbres presque de type fini étend celle connue pour les
décalage sur Z, initialement introduite dans [Mar85]. Pour les décalages sur Z,
elle constitue une classe intéressante notamment en théorie des codes [MK88].
Cette classe de décalages contient la classe des SFT irréductibles, et est stric-
tement incluse dans la classe des décalages sofiques irréductibles.
4.3.1 Définition
Soient T,T′ deux décalages d’arbre. Une fonction de bloc Φ : X → Y est
fermante à gauche s’il existe deux entiers positifs m, a (appelés mémoire et
anticipation) tels que, si Φ(s) = s′ et Φ(t) = t′ avec s′x = t′x pour tout x ∈ {0, 1}i
avec 0 ≤ i ≤ (a+m), et sx = tx pour tout x ∈ {0, 1}i avec 0 ≤ i ≤ m− 1, alors
sx = tx pour tout x ∈ {0, 1}m.
Un automate d’arbres A = (V,A,∆) est fermant à gauche si deux calculs
de l’automate A sur un même arbre qui terminent dans un même état sont les
mêmes. Cela revient à dire qu’il existe un entier positif a tel que deux calculs
finis C,C ′ de l’automate A sur un même bloc u ∈ La(T) tels que Cε = C ′ε
vérifient Cx = C ′x pour x ∈ {0, 1}. La notion d’automate d’arbres fermant à
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gauche correspond à celle d’automate co-déterministe avec délai fini pour les
mots (voir par exemple [Sak09]).
Une fonction de bloc Φ : T→ T′ est fermante à droite s’il existe des entiers
positifs m, a (appelés mémoire et anticipation) tels que, lorsque Φ(s) = s′,
Φ(t) = t′ avec s′x = t′x pour tout x ∈ {0, 1}i avec 0 ≤ i ≤ (a + m), et sx = tx
pour tout x ∈ {0, 1}i avec a + 1 ≤ i ≤ (a + m), alors sx = tx pour tout
x ∈ {0, 1}a. La fonction Φ est résoluble à droite si c’est une fonction 1-bloc





Figure 32: Les notions d’automate fermant à gauche et à droite. Les arbres
sont ici dessinés horizontalement pour mettre en évidence la pro-
venance des deux notions.
Soit Φ une 1-fonction de bloc de T dans T′, définie par une fonction locale
φ. On dit que le bloc z est résoluble pour Φ s’il existe un entier m tel que,
si u et v sont deux blocs de hauteur m qui apparaissent dans T qui vérifient
φ(u) = φ(v), alors uε = vε. Cette notion correspond à celle de resolving block
définie dans [Mar85].
Définition 16. Un décalage d’arbres sofique est presque de type fini (on parlera
dans la suite de décalage AFT, de l’anglais almost of finite type) si c’est l’image
d’un décalage d’arbres irréductible de type fini par une fonction de bloc qui est
à la fois résoluble à droite, fermante à gauche, et qui possède un bloc résoluble.
Il est facile de vérifier que la composée d’une conjugaison avec une fonction de
bloc fermante à gauche est encore fermante à gauche. De même, une conjugaison
préserve la propriété de posséder un bloc résoluble pour une fonction de bloc.
La proposition suivante montre que le caractère AFT d’un décalage d’arbres
est un invariant de conjugaison.
Proposition 4.3.1 ([AB10]). Soient T et T′ deux décalages d’arbres irréduc-
tible conjugués. Alors T est AFT si et seulement si T′ est AFT.
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Démonstration. Soit T un décalage d’arbres AFT. Soit Θ une 1-fonction de
bloc résoluble à droite, fermante à gauche et qui possède un bloc résoluble,
d’un décalage de type fini X vers T . Soit Φ une conjugaison entre T et T′.
On suppose que Φ est une m-conjugaison dont l’inverse est une n-conjugaison.
Soit X(n) (resp. T(n)) le décalage des blocs d’ordre n de X (resp. T), et τ
(resp. τ ′) la conjugaison naturelle entre X et X(n) (resp. entre T et T(n)). Le
décalage d’arbres X(n) est de type fini. On peut étendre la fonction de bloc Θ
en une 1-fonction de bloc Θ′ de X(n) vers T(n), de sorte que Θ′ est elle aussi
une 1-fonction de bloc résoluble à droite, fermante à gauche et avec un bloc
résoluble. Soit Φ′ = Φ ◦ τ ′(−1), qui est donc une conjugaison, et Ψ = Φ′ ◦ Θ′.
La fonction de bloc Ψ est une fonction 1-bloc résoluble à droite. Elle est aussi
fermante à gauche et possède aussi un bloc résoluble, donc le décalage d’arbres
T′ est AFT.
On dit qu’un automate d’arbres est presque de type fini (on dira aussi que l’au-
tomate d’arbres est AFT) s’il est déterministe, irréductible, fermant à gauche
et synchronisé.
Proposition 4.3.2 ([AB10]). Un décalage d’arbres est AFT si et seulement si
il est accepté par un automate d’arbres AFT.
Démonstration. Soit T un décalage d’arbres AFT sur un alphabet A. Soit Φ :
X → T une fonction de bloc surjective entre un décalage d’arbres de type fini
irréductible X et le décalage T, qui est donc résoluble à droite, fermante à
gauche et qui a un bloc résoluble.
Sans perte de généralité (en remplaçant X par un de ses décalages des blocs
d’ordre supérieur), on peut supposer que X est un décalage de transitions et
que Φ est une fonction 1-bloc. Encore une fois en remplaçant le décalage X
par une de ses décalage des blocs d’ordre supérieur, on peut suppose que Φ est
fermante à gauche avec paramètres a′ = 0,m′ = 1.
Soit A = (V,E,∆) un automate d’arbres irréductible et de transitions qui
accepte le décalage X. Soit A′ = (V,A,∆′) l’automate dont les transitions sont
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(p, q, φ(e), r) ∈ ∆′ si et seulement si (p, q, e, r) ∈ ∆. Comme Φ est une fonction
1-bloc résoluble à droite, A′ est un automate déterministe.
On montre que l’automate d’arbresA′ possède un bloc synchronisant. Comme
Φ possède un bloc résoluble z, c’est un bloc synchronisant pour A′. On émonde
l’automate A′ en ne gardant que les états accessibles depuis pz. Comme le
décalage T est irréductible, l’automate A′ reste irréductible et accepte toujours
T.
Montrons à présent que l’automate d’arbres A′ est fermant à gauche. Si ce
n’était pas le cas, il existerait deux calculs distincts C et C ′ de l’automate A′
sur un même arbre t terminant dans un même état p. Soit (p, q, e, r) ∈ ∆ une
transition sortant du couple d’états (p, q) pour des états p, r ∈ V (s’il n’existe
pas de transition de ce type, alors comme l’automate A est irréductible il existe
une transition sortant du couple d’états (q, p) et la suite du raisonnement est
la même). On obtient ainsi deux calculs distincts (r, C,D) et (r, C ′, D) de l’au-
tomate A′ sur le même arbre u = (φ(e), t, t′) et qui terminent dans l’état r.
Ces deux calculs distincts de A′ sont aussi des calculs distincts de l’automate
A sur deux arbres s, s′ du décalage T donnés par sε = s′ε = e et Φ(s) = Φ(s′).
Comme Φ est fermante à gauche avec paramètres a′ = 0,m′ = 1, on en déduit
que s = s′ et donc C = C ′.
Réciproquement, on suppose que T est accepté par un automate d’arbres
AFT A = (V,A,∆). SoitX le décalage de sommets accepté par A′ = (V,∆,∆′),
dont les transitions sont de la forme (p, q, (p, q, a, r)) → r pour (p, q, a, r) ∈ ∆.
Soit Φ la 1-fonction de bloc de X sur T définie par φ(p, q, a, r) = a. Cette
fonction de bloc est résoluble à droite puisque l’automate A est déterministe.
Elle est fermante à gauche car A l’est. Enfin, comme l’automate A est synchro-
nisé, la fonction Φ possède un bloc résoluble. Ceci montre que le décalage T est
AFT.
4.3.2 Caractérisation des AFT par leur couverture de Shannon
Corollaire 4.3.3 ([AB10]). Un décalage d’arbres sofique irréductible est AFT
si et seulement si sa couverture de Shannon est AFT.
Démonstration. Soit T un décalage d’arbres irréductible et sofique. Par la Pro-
position 4.1.8, tout décalage sofique irréductible est accepté par un automate
d’arbres irréductible, déterministe et synchronisé S, qui est en fait la couverture
de Shannon du décalage.
Supposons que le décalage T est AFT. Par la Proposition 4.3.2, on sait que S
est égal à la minimisation d’un automate AFT A. Montrons que S est fermant
à gauche. Si ce n’est pas le cas, il existe un arbre t ∈ T et deux calculs distincts
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de S sur t terminant dans le même état. En conséquence, il existe deux calculs
différents de A sur l’arbre t qui terminent dans deux états p, p′ ayant le même
contexte.
Soit z un bloc synchronisant pour l’automate A, qui synchronise sur l’état
qz. Comme A est irréductible, il existe un hyper-chemin de p vers q étiqueté par
un motif w, et tel que z est enraciné en ε. Soit P le code préfixe fini complet
qui définit cet hyper-chemin. Alors il existe un calcul C de l’automate A sur
un arbre s tel que, pour tout nœud x ∈ P , l’arbre t est enraciné en x dans
s, Cx = p et le motif z est enraciné en ε dans s. Comme p et p′ ont même
contexte, il existe aussi un calcul C ′ de l’automate A sur l’arbre s tel que, pour
un certain nœud x ∈ P , on a C ′x = p′. Comme le bloc z est synchronisant, on
en déduit que Cε = C ′ε. On obtient ainsi deux calculs distincts de l’automate
A sur un même arbre s terminant tous deux dans l’état q, ce qui contredit le
caractère fermant à gauche de A. Ceci montre que la couverture de Shannon
d’un décalage AFT est fermante à gauche.
Réciproquement supposons que S est AFT. Alors par la Proposition 4.3.2 le
décalage T est aussi AFT.
4.4 Procédures de décision
4.4.1 Calcul de la couverture de Shannon
Soit A = (V,A, δ) un automate d’arbres. On rappelle que D(A) désigne son
automate déterminisé.
Proposition 4.4.1. Il est possible de vérifier en temps polynomial si un auto-
mate d’arbres est irréductible.
Démonstration. Soit A = (V,A, δ) un automate d’arbres déterministe. Pour
tout état p ∈ V , on définit l’ensemble des Pi, pour i ≥ 0, par induction de la
manière suivante :
• P0 = {p} ;
• P1 = {q ∈ V | ∃a ∈ A tel que δ(p, p, a) = q} ;
• pour tout entier n strictement positif,
Pn+1 = {q ∈ V | ∃a ∈ A, p1, p2 ∈ Pn ∪ {p} tels que δ(p1, p2, a) = q} ∪ Pn.
La suite d’ensembles de sommets (Pn)n∈N est par définition une suite croissante,
et bornée par l’ensemble fini V . Il existe donc un entier n0 tel que pour tout
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n ≥ n0, on a Pn = Pn0 . Par construction, il existe un hyper-chemin de p
à q si et seulement si q ∈ Pn0 , et donc l’automate A est irréductible si et
seulement si pour tout état p, l’ensemble Pn0 défini précédemment coïncide avec
l’ensemble des états V . Cet algorithme est polynomial en le nombre d’états |V |
de l’automate car pour chaque état p, le calcul de Pn0 s’effectue en au plus
|V | étapes, et pour un état p donné le calcul de chaque Pi est polynomial en
|V |.
Proposition 4.4.2. On peut décider si un automate d’arbres est synchronisé.
Démonstration. Soit A un automate d’arbres D(A) son déterminisé. Alors l’au-
tomate A est synchronisé si et seulement si l’ensemble des états de son déter-
minisé D(A) contient un singleton. La complexité en temps et en espace de cet
algorithme est exponentiel en le nombre d’états |V | de l’automate A.
Proposition 4.4.3. Soit A = (V,A, δ) un automate d’arbres déterministe qui
accepte un décalage sofique irréductible T. Alors la couverture de Shannon de
T est calculable à partir de A.
Démonstration. Soit D(A) = (P(V ), A, δ′) et R un état minimal de D(A) au
sens de l’inclusion. Soit u l’étiquette d’un hyper-chemin entre V et R. Alors
u est un motif synchronisant pour D(A). En effet par minimalité de R, tout
calcul fini de D(A) sur u termine dans l’état R. Comme T est irréductible, en ne
conservant dans D(A) que les états accessibles depuis R on obtient un automate
d’arbres déterministe, irréductible et synchronisé qui accepte le décalage T. De
la Proposition 4.1.8 on déduit que cette opération de réduction nous donne la
couverture de Shannon de T.
4.4.2 Automate des paires et graphe des paires
Sur des mots finis, l’automate des paires est utilisé pour vérifier des propriétés
sur les paires de chemins de l’automate (voir [Sak09, p. 647]). Nous étendons
cette notion d’automate des paires, ainsi que celle de graphes des paires, aux
arbres afin de vérifier certaines propriétés des automates d’arbre.
Étant donné un automate d’arbres A = (V,A,∆), on définit l’automate des
paires de A, que l’on notera A × A = ((V 2 × V 2) ∪ V 2, A,∆′), comme l’au-
tomate déterministe dont les transitions sont ((p, p′), (q, q′)), a → (r, r′) si et
seulement si (p, q), a → r et (p′, q′), a → r′ sont des transitions de A. Un état
diagonal de l’automate des paires A × A est un état (p, p) pour p ∈ V , ou un
état ((p, p), (q, q)) pour p, q ∈ V .
Une représentation de l’automate des paires est donnée par le graphe des
paires. Soit A = (V,A,∆) un automate d’arbres. Le graphe des paires GA =
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(VG, EG) de l’automate A, où VG ⊆ (V 2×V 2)∪V 2 est l’ensemble des sommets
et EG ⊆ VG×{0, 1}×A×VG est l’ensemble des arêtes. L’ensemble EG est défini
de la manière suivante (pour plus de lisibilité, une arête étiquetée par 1 sera
représentée par un trait plein −→, et est appelée arête pleine, tandis qu’une
arête étiquetée par 0 est représentée par un trait en pointillé 99K, et est appelée
arête pointillée). Pour toute paire de transitions étiquetées par la même lettre
(p, q), a → r et (p′, q′), a → r′ et pour toute paire (s, s′) d’états de l’automate
A, l’ensemble d’arêtes EG contient les arêtes suivantes :
((p, p′), (q, q′))
a99K ((r, r′), (s, s′)),
((p, p′), (q, q′)) a−→ ((s, s′), (r, r′)),
((p, p′), (q, q′))
a99K (r, r′),
((p, p′), (q, q′)) a−→ (r, r′).
Les étiquettes par des lettres de l’alphabet A portées par les arêtes de G peuvent
être retirées afin de réduire la complexité du graphe.
Un sommet du graphe GA est utile s’il possède au moins une arête pleine
entrante et une arête pointillée entrante. On ne conserve que la partie essentielle
du graphe des paires, que l’on obtient en supprimant les sommets qui ne sont pas
utiles, ainsi que les arêtes arrivant sur ces sommets ou partant de ces sommets.
Proposition 4.4.4. On peut calculer la partie essentielle du graphe des paires
d’un automate d’arbres A en temps linéaire en O(|EG|+ |VG|).
Démonstration. On suppose que l’automate d’arbres A = (A, V, δ) est déter-
ministe. Le cardinal de |VG| est alors un O(|V |4) et le cardinal de |EG| est un
O(|V |6). On appelle 0-prédécesseur un prédécesseur d’un sommet par une flèche
pointillée (d’étiquette 0), et 1-prédécesseur un prédécesseur d’un sommet par
une flèche pleine (d’étiquette 1). On définit de façon similaire les notions de
0-successeur et de 1-successeur. On construit une file d’attente nodeQueue de
sommets qui doivent être retirés du graphe des paires. Dès qu’un état est retiré
de la file d’attente, on retire les arêtes sortant de cet état.
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Partie Essentielle(graphe des paires GA)
1 Soit n0(u) le nombre de 0-prédécesseurs du sommets u ∈ VG.
2 Soit n1(u) le nombre de 1-prédécesseurs du sommets u ∈ VG.
3 vertexQueue ← liste des sommets u tels que n0(u) = 0 ou n1(u) = 0.
4 Marquer les sommets contenus dans vertexQueue
5 while vertexQueue est non-vide
6 do retirer le sommet u de vertexQueue
7 for tout 0-successeur v de u
8 do diminuer n0(v)
9 if n0(v) = 0 et v n’est pas marqué
10 then ajouter v à vertexQueue
11 marquer v
12 for tout 1-successeur v de u
13 do diminuer n1(v)
14 if n1(v) = 0 et v n’est pas marqué
15 then ajouter v à vertexQueue
16 marquer v
17 return les états non marqués
Un sommet ((p, q), (r, s)) (resp. (p, q)) du graphe des paires G est non diago-
nal si p 6= q ou bien r 6= s (resp. p 6= q). Dans la suite on parlera du graphe des
paires pour désigner sa partie essentielle.
Exemple 4.4.1. Le graphe des paires de l’automate d’arbres de l’Exemple 4.1.1
est représenté ci-dessous. Les sommets utiles sont cerclés de noirs, les autres de
gris. Les couleurs des flèches correspondent à la lettre qu’elle porte comme
étiquette. Une double flèche remplace une flèche pleine et une flèche pointillée
portant la même étiquette. Pour plus de lisibilité, le sommet (p, q) est confondu
avec le sommet ((p, q), (p, q)).
(q0, q0)(q0, q0) (q1, q1)(q1, q1)
(q0, q0)(q1, q1) (q1, q1)(q0, q0)
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Exemple 4.4.2. Le graphe des paires de l’automate d’arbres de l’Exemple 4.1.2
est représenté ci-dessous, avec les mêmes conventions que pour l’exemple pré-
cédent.
(q•, q•)(q•, q•) (q0, q0)(q0, q0) (q1, q1)(q1, q1)
(q1, q•)(q1, q1); (q1, q1)(q•, q1)
(q1, q•)(q•, q•); (q•, q1)(q•, q•)
(q1, q•)(q1, q•); (q•, q1)(q1, q•); (q•, q1)(q•, q1)
(q•, q•)(q1, q1)
La proposition suivante, qui découle directement de la définition du graphe
des paires, énonce un résultat qui sera utilisé pour montrer que le graphe des
paires permet de décider certaines propriétés sur les décalages sofiques, comme
la localité (voir la Proposition 4.4.7) ou la fermeture à gauche (voir la Proposi-
tion 4.4.9).
Proposition 4.4.5. Soit A = (V,A,∆) un automate d’arbres. Un sommet
((p, p′), (q, q′)) est un sommet du graphe des paires GA (en ne conservant que
sa partie essentielle) si et seulement s’il existe un arbre s avec deux calculs de
A sur s, l’un terminant sur p et l’autre sur p′, ainsi qu’un arbre t avec deux
calculs de A sur t, l’un terminant sur q et l’autre sur q′.
Démonstration. Ceci provient du fait qu’on n’a conservé que la partie essentielle
du graphe des paires, et que donc les sommets non utiles ont été supprimés.
De plus, s’il existe une arête ((r, r′), (s, s′)) 0,a−−→ ((p, p′), (q, q′)) (ou une arête
(r, r′) 0,a−−→ ((p, p′), (q, q′))) dans le graphe des paires GA, alors il existe deux
calculs E et E′ de l’automate A tels que σ0(E) = C, σ0(E′) = C ′, σ1(E) = D,
σ1(E′) = D′ (σ étant l’action naturelle par translation de {0, 1}∗ sur les arbres),
le calcul E termine dans l’état r et le calcul E′ termine dans l’état r′.
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Remarque. Il existe une arête ((r, r′), (s, s′)) 0,a−−→ ((p, p′), (q, q′)) (ou une arête
(r, r′) 0,a−−→ ((p, p′), (q, q′))) dans le graphe des pairesGA si et seulement s’il existe
une lettre a ∈ A et deux transitions (p, q) a−→ r et (p′, q′) a−→ r′ (ou (p, q) a−→ s et
(p′, q′) a−→ s′) dans l’automate A
4.4.3 Localité
Proposition 4.4.6. Un automate d’arbres est local si et seulement s’il existe
un calcul dans son automate des paires qui termine sur un état non diagonal.
Démonstration. Par définition de l’automate des paires A×A, l’existence dans
A×A d’un calcul se terminant sur un état (p, q) avec p 6= q implique l’existence
dans A de deux calculs distincts sur un même arbre. Réciproquement, s’il existe
deux calculs distincts de A sur un même arbre t, ces deux calculs diffèrent en
un certain nœud x ∈ {0, 1}∗. D’où l’existence de deux calculs sur le sous-arbre
de t en position x qui se terminent dans deux états distincts.
Proposition 4.4.7. Un automate d’arbres A n’est pas local si et seulement si
la partie essentielle de son graphe des paires contient un état non diagonal (p, q)
avec p 6= q.
Démonstration. Soit GA le graphe des paires d’un automate d’arbres A. Si
A n’est pas local, alors il existe deux calculs de l’automate A sur un même
arbre qui terminent dans les états r et r′ respectivement, avec r 6= r′. Par
la Proposition 4.4.5, c’est équivalent au fait que le sommet (r, r′) soit dans la
partie essentielle du graphe des paires.
Réciproquement, si GA contient un sommet non diagonal ((r, r′), (s, s′)), avec
r 6= r′ et s 6= s′ (ou (r, r′) avec r 6= r′), alors il existe une lettre a ∈ A et une
arête ((p, p′), (q, q′)) 0,a−−→ ((r, r′), (s, s′)) ou une arête ((p, p′), (q, q′)) 0,a−−→ (r, r′)).
Par la Proposition 4.4.5 et la remarque qui la suit, il existe deux calculs de A
sur un même arbre t, l’un terminant sur l’état r et l’autre terminant sur l’état
r′.
Pour un automate d’arbres déterministe A = (A, V, δ), le graphe des paires
GA possède O(|V |4) sommets et O(|V |6) arêtes. Il est donc possible de vérifier
en temps O(|V |6) si un automate d’arbres est local.
Exemple 4.4.3. L’automate d’arbres A1 de l’Exemple 4.1.1 est local car la
partie essentielle de son graphe des paires ne contient que des états diagonaux.
L’automate d’arbres A1 de l’Exemple 4.1.2 n’est pas local car la partie essen-
tielle de son graphe des paires contient l’état non diagonal (q•, q•)(q1, q1).
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4.4.4 Automate fermant à gauche
Proposition 4.4.8. Un automate d’arbres n’est pas fermant à gauche si et
seulement s’il existe un calcul de son automate des paires terminant dans un
état diagonal et passant par un état non diagonal.
Démonstration. Soit A un automate d’arbres déterministe. Par définition de
l’automate des paires, l’existence d’un calcul dans A × A terminant dans un
état diagonal (p, p) et passant par un état (r, s) avec r 6= s est équivalent à
l’existence de deux calculs distincts de l’automate A sur un même arbre et qui
terminent sur un même sommet.
Proposition 4.4.9. Un automate d’arbres n’est pas fermant à gauche si et
seulement s’il existe un chemin dans son graphe des paires (dont on n’a conservé
que la partie essentielle) partant d’un sommet non diagonal et arrivant sur un
sommet (p, p).
Démonstration. Soit GA le graphe des paires d’un automate d’arbres A. Si A
n’est pas fermant à gauche, alors il existe deux calculs distincts C et C ′ de
l’automate sur un même arbre t terminant dans un même état p. Soit x un
nœud de l’arbre t tel que Cx 6= C ′x. Alors il existe dans le graphe des paires
GA un chemin étiqueté par (x,w) partant d’un sommet ((Cx, C ′x), (s, s′)) ou
un sommet ((s, s′), (Cx, C ′x)) (selon la dernière lettre 0 ou 1 du nœud x) et
terminant sur un sommet (p, p), où w est l’étiquette du chemin de la racine de
l’arbre t au nœud x.
Réciproquement, supposons qu’il existe un chemin dans le graphe des paires
GA entre un sommet ((p, p′), (q, q′)), avec p 6= p′ ou q 6= q′, et un sommet (r, r).
Cela signifie qu’il existe un arbre t et deux calculs C et C ′ de l’automate A sur
cet arbre t qui terminent sur l’état p, et tels qu’il existe des nœuds x, y ∈ {0, 1}∗
avec Cx = p, C ′x = q et Cy = q, C ′y = q′. Cela implique que les deux calculs C
et C ′ sont distincts, et donc l’automate A n’est pas fermant à gauche.
Proposition 4.4.10. Soit T un décalage d’arbres irréductible accepté par un
automate d’arbre A. On peut décider si T est un AFT.
Démonstration. On commence par calculer la couverture de Shannon S du dé-
calage d’arbre T, comme indiqué dans la Proposition 4.4.3. Il suffit ensuite de
vérifier qu’elle est AFT. Cela revient à vérifier qu’elle est fermante à gauche, car
par définition la couverture de Shannon d’un décalage d’arbres est au automate
d’arbres déterministe, irréductible et synchronisé, ce qui est possible d’après
la Proposition 4.4.9. Le nombre de sommets du graphe des paires GS est un
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O(|V |4) et son nombre d’arêtes est un O(|V |6). La propriété de la Proposi-
tion 4.4.9 peut être vérifiée en temps linéaire en la taille du graphe des paires
GS . On peut donc vérifier en temps polynomial si la couverture de Shannon
d’un décalage d’arbres sofique irréductible est AFT.
Remarque. L’algorithme proposé par Seidl [Sei89] pour vérifier que le degré
d’ambiguïté d’un automate d’arbres est fini possède une complexité du même




Dans cette thèse nous avons présenté des résultats concernant d’une part les
décalages sur Zd, et d’autre part les décalages d’arbres.
Décalages sur Zd Le principal résultat concernant les décalages sur Zd est
le Théorème 3.1.1, qui établit que tout décalage effectif de dimension d peut
être vu comme une sous-action projective d’un décalage sofique de dimension
d+ 1. Ce résultat, outre le fait qu’il améliore celui d’Hochman [Hoc09], montre
que les décalages de type fini sur Zd contiennent en un certain sens tous les
décalage calculables. Il existe certainement d’autres applications de ce résultat
que celles présentées dans la Partie 3.2. Ce théorème de simulation permet
de mieux comprendre l’opération de sous-action projective, qui correspond en
terme de systèmes dynamiques à étudier des sous-sytèmes. Il serait intéressant
de trouver d’autres groupes que Zd sur lesquels un théorème du même type
serait valable.
Décalages d’arbres Il ressort des résultats obtenus pour les décalages d’arbres
une forte similarité entre ceux-ci et les décalages sur N. Cette similarité est due
à deux principales raisons. Tout d’abord sur M2 on peut définir des automates
qui possèdent quasiment toutes les bonnes propriétés des automates sur les
mots. Nous avons vu qu’il était possible d’adapter des notions spécifiques à la
dimension 1, comme par exemple l’irréductibilité, aux décalages d’arbres (voir
la Partie 4.1.2). Ensuite la structure unidirectionnelle du monoïde M2 donne
un rôle particulier au point origine des configurations, et permet par exemple
de rendre la conjugaison des décalages de type fini décidable. La motivation
initiale pour étudier ces décalages d’arbres était d’essayer de comprendre en
quoi définir des décalages sur N ou Nd modifient leurs propriétés, mais au vu de
cette étude, il apparaît que les décalages d’arbres sont peut-être trop proches de
ceux sur N. Il serait intéressant de s’éloigner un peu plus de la dimension 1, en
considérant par exemple des décalages définis sur des monoïdes virtuellement
libres (qui possèdent un sous-monoïde libre d’indice fini).
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Décalages sur un monoïde finiment présenté Le Chapitre 1 présentait la
notion de décalage sur un monoïde finiment présenté, et définit trois classes de
décalages : décalages de type fini, décalages sofiques et décalages effectifs. Mais
on sait peu de choses concernant ces classes lorsque les décalages sont définis
sur des monoïdes ou groupes qui ne sont pas Nd, Zd ou Md ; il est donc natu-
rel de se demander lesquels des résultats connus sur ces structures s’adaptent
au cas général. Plus précisément, on peut chercher à caractériser, pour chaque
propriété, les monoïdes qui la vérifient. Une telle démarche a déjà été réalisée
pour la dynamique symbolique sur des groupes hyperboliques [CP93], ou dans
le cas des automates cellulaires sur des groupes [Fio00, CSC09]. Nous présen-
tons maintenant quelques pistes qui permettraient de poursuivre les recherches
initiées dans cette thèse.
Théorème de décomposition général
Dans le Chapitre 4 nous avons défini, pour les décalages d’arbres, des auto-
mates d’arbres qui nous ont permis de mieux comprendre la classe des décalages
d’arbres sofiques. Comme cela a été précisé au début de ce chapitre, il est facile
d’obtenir les mêmes résultats pour les décalages sofiques sur le monoïde libre à
n générateurs Mn (au lieu de deux générateurs pour les arbres).
Les décalages ont été définis au Chapitre 1 sur des monoïdes finiment pré-
sentés. Est-il possible de généraliser, comme cela a été fait pour les décalages
sur le monoïde libre Mn, la notion d’automate à ces structures ? Des automates
fini reconnaissant des motifs finis ou des configurations infinies ont déjà été
étudiés sur un graphe de Cayley d’un monoïde ou d’un groupe finiment pré-
senté [Gar93]. Il est certainement possible d’adapter ces définitions pour faire
en sorte que les décalages sofiques sur un monoïde finiment présenté soient
exactement ceux reconnus par de tels automates.
Question 1. Comment définir des automates reconnaissant les décalages so-
fiques sur un monoïde finiment présenté ?
Le théorème de décomposition, énoncé dans la Partie 4.1.5 pour des déca-
lages d’arbres quelconques, est basé sur des fonctions de bloc élémentaires, les
fusions et les éclatements. Dans le cas des arbres, et de manière plus générale
sur n’importe quel monoïde libre, il suffit de définir des fusions entrantes et
des éclatements entrants. Pour généraliser le théorème de décomposition à un
groupe, il faudrait aussi y faire intervenir des fusions sortantes et des éclate-
ments sortants, définis de manière analogue aux transformations entrantes, en
remplaçant les générateurs du groupe par leur inverse.
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Conjecture 1. On peut écrire un théorème de décomposition pour des conju-
gaisons entre décalages sur un monoïde finiment présenté.
La question qui suit naturellement l’énoncé du théorème de décomposition
est celle de la décidabilité du problème de conjugaison.
Question 2. A quelle condition sur le monoïdeM la conjugaison des décalages
de type fini est-elle un problème décidable ?
Les travaux de Muller et Schupp [MS85] d’une part et de Kuske et Loh-
rey [KL05] d’autre part donnent des pistes dans cette direction. Les auteurs
donnent en particulier une condition suffisante sur un groupe finiment présenté
G pour que le problème du domino (savoir si un décalage de type fini contient
au moins une configuration) soit décidable. Lorsque le problème du domino est
indécidable, il en est de même pour le problème de conjugaison.
Proposition ([MS85, KL05]). Si G est un groupe virtuellement libre, alors le
problème du domino sur G est un problème décidable.
Point de vue algébrique
A tout décalage sofique de dimension 1, on peut associer son monoïde syntac-
tique, qui permet de caractériser les décalages sofiques : un décalage est sofique
si et seulement si son monoïde syntactique est fini [Sch56]. Diverses propriétés
d’un décalage sofique peuvent être lues sur son monoïde syntactique, et nous
renvoyons à [Pin86] pour plus de détails.
Concernant les décalages d’arbres définis au Chapitre 4, on peut s’inspirer
de travaux existants pour les arbres finis [BW06, Boj08, Boj09]. Ces travaux
doivent cependant être adaptés, car les arbres qui y sont considérés sont d’une
part finis, et d’autre part pas nécessairement des blocs.
Conjecture 2 ([AB11c]). On peut définir une algèbre d’arbres qui permet de
caractériser la classe décalages d’arbres de type fini et la classe des décalages
d’arbres presque de type fini.
Encore une fois, il serait interessant de chercher à généraliser ce résultat à
d’autres structures que les monoïdes libres.
Question 3. Comment définir une algèbre permettant de caractériser des
classes ou propriétés de décalages sur un monoïde finiment présenté quelconque ?
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