We study a model of a pinball machine involving chaotic scattering of particles on hard disks with inelasticity. This system exhibits sensitivity on initial conditions not only on the impact parameter but also on the external force produced by the pinballs. The deflection function shows fractal structure with regions of wild oscillations which are exponentially compressed as a function of the force exerted by the hard disks. The chaotic properties of the repeller are studied for different geometric configurations, such as the fractal dimension scaling, the Lyapunov exponents and the properties of the pressure function.
Introduction
The purpose of this article is to study the strange behaviour observed in the scattering of particles from pinball machine like systems. The scattering region, S, consists of a geometric arrangement of hard disks which exert a radial constant force when hit by a point particle. The difference of this system from the well studied problem of hard disk scattering is the fact that the velocity of the moving particle is no longer constant but depends on the number of collisions, giving rise to multifractal scaling laws. Since an external force is involved the system is not Hamiltonian. This study thus focuses on the chaotic behaviour as a function of the external force. This complements other studies on chaotic scattering of such systems which up to now where performed using inert hard disks or Hamiltonian potentials, as for example in Refs. [1] [2] [3] [4] [5] [6] [7] [8] [9] . In these studies a quantitative description of the chaotic properties of conservative systems was carried out: In Refs. [1, 2] for instance a study of dynamical systems exhibiting particle diffusion such as the Lorentz gas was presented. Gaspard and Rice presented analytic results for the decay rate and Lyapunov exponents for the three [3] and four disk systems and Yalçinkaya and Lai [4] following their work, studied the chaotic behaviour of the hard disk repellor. Antillón et al [5] studied the time dependent two disk problem. Refs. [6] [7] [8] presented studies of hamiltonian models with mostly repelling potentials. Daniels et al [9] considered a chaotic model using two attracting valley potentials. A comprehensive description of these results is given in a review article on chaotic scattering by Ott and Tél [10] . In the same reference further applications and issues of chaotic scattering can be found.
The dynamics of pinball machine-like systems
We consider here a model inspired by the pinball machine. A number of hard disks are fixed on a pinball machine table. When hit by the playing hard ball a radial force is exerted on the ball giving it additional speed independent of the ball's hitting momentum. To study this system it suffices to consider hard disk scattering of a point particle in two dimensions with a radial velocity given to the particle upon reflection from the hard disks. In this study, we thus focus on the chaotic behaviour of a system of hard scatterers, as a function of the radial force exerted by them, upon each collision. Like in previous studies of hard disk chaotic scattering [1] [2] [3] [4] [5] [12] [13] [14] with elastic collisions we also here investigate the dependence of the results on the geometry of the hard disks. In particular we will present results for systems with infinite and finite horizons. The geometry of the inelastic collision on the m th hard disk. C is the point of impact with coordinates r k ; u e is the radial velocity given to the particle at C; u k and u k+1 are the incoming and outgoing velocities of the particle respectively; n k is a unit vector normal at C.
We consider a point particle of unit mass which scatters inelastically on hard disks, fixed in the plane r = (x, y). All the hard disks have the same radius a. The center of the m th disk has coordinates r m c = (x m c , y m c ). The motion of the point particle follows a straight line path between collisions. At each collision its trajectory can be found using momentum conservation. At the k th collision let the incoming velocity of the particle be u k . The particle hits the m th disk on its circumference at point C with coordinates r k as shown in Fig. 1 . We take the incident angle θ k to be the angle that the incoming velocity of the particle makes with the x-axis counterclockwise. At C the particle receives radial momentum u e as it bounces off the hard disk and its final velocity is thus changed to u k+1 . This velocity is the vector sum of u e and the velocity it would have, had the collision been elastic. Using the notation of Fig. 1 we find
where n k = (r k − r m c )/a is a unit vector normal at the point of impact C. We denote the angle that the outgoing velocity of the particle makes with the x-axis counterclockwise as θ k+1 . The trajectory between two successive collisions at time t k and t k+1 is thus given by r(t) = r k + (t − t k )u k+1 .
The time t k+1 for the next collision on disk m ′ with center at r m ′ c = (x m ′ c , y m ′ c ) is determined by solving the quadratic equation
There two solutions to Eq. (3). The one which yields the shortest time interval determines the time for the next collision. The coordinates of the point of impact on the m ′ disk are given by r k+1 = r(t k+1 ). The trajectory after impact on disk m ′ can be found starting again from Eq. (1) . In this iterative fashion the whole trajectory can be completely determined. Within our notation the starting position of the particle is denoted by r 0 = (x 0 , y 0 ) and the velocity by u 0 (with direction θ 0 with the x-axis).
The configuration of the scatterers
We study chaotic scattering under various configurations of the hard disks. Like in the studies of the Lorentz gas we distinguish configurations with finite and infinite horizons.
Following the pioneer work of Gaspard and Rice [3] as well as Refs. [12] [13] [14] , we fix the disks on a triangular lattice with their centers a distance d apart. The ratio of the intercenter distance to the radius of the disks, d/a, determines the diffusive character of the Lorentz gas in an infinite lattice. In the high-density regime where the intercenter distance is
the hard disks are close enough, so that the point particle can never travel further than a distance of 2 √ 3a, before suffering a collision. In such a configuration the horizon of the particle is thus finite. Since we take a = 1 throughout this study the requirement for finite horizon is d < 2.3094. We consider scattering systems satisfying the finite horizon criterion consisting of three up to eight disks as shown in Fig. 2 . Two cases are considered: d = 2.1 well in the high-density regime and d ∼ d c = 2.3 the boundary value beyond which the so called low-density regime starts.
In the low-density regime, where d exceeds the critical value 4a/ √ 3, there exists the possibility for the point particle to travel without collisions throughout the whole lattice. This can only occur along special trajectories given by the discrete values of the incident angle θ 0 = 0, π/3, 2π/3, π, . . .. Along these special trajectories of zero Liouville measure the particle emerges from the scattering region without deviation. This situation is known as the infinite horizon configuration. Along an arbitrarily trajectory, the particle will suffer inelastic collisions. We thus expect also in this configuration a modification in the behaviour from that seen in the studies of the Lorentz gas where only elastic collisions take place. We use configurations of three to six hard disks with d = 2.5 to study the low-density regime of our model. As in the case of the Lorentz gas, we expect also here for an infinite lattice the diffusion coefficient to be infinite due to the existence of the special trajectories where collisions do not occur.
In addition to the triangular lattice we studied scattering on a square body centered lattice. We take the size of the square to be 2d. This configuration is displayed in Fig. 3 along with some trajectories. For a square lattice, the particle has an infinite horizon for any d > √ 2a. For this study we also take a = 1 and d = 10/3 √ 3, so that the diagonal interdisk space would be comparable with the low-density regime of the triangular lattice. We consider systems of three up to nine disks.
It is well known, that the dynamical mechanism for the occurrence of chaotic scattering, is the existence of an invariant set of infinite unstable periodic orbits in the scattering region. When scattering a particle from two or more disks there are unstable periodic orbits. They can be represented by the sequence of symbols δ 1 , δ 2 , . . . , δ m , . . . where δ j denotes that the particle hits the jth disk. That is when a particle starts in one of these orbits it never leaves the scattering region S and it bounces between disks δ m−1 , δ m , δ m+1 , . . .. Thus the sequence of symbols
denotes the sequence of disks that the particle encounters in its unstable periodic orbit.
Hence if the symbols in ∆ repeat themselves after p-collisions then the period of the orbit is p. Such an orbit is constructed by a countably infinite number of symbols. We call an orbit aperiodic when there is an infinite number of symbols in the set ∆ which do not repeat themselves.
Using this symbolic notation to describe the trajectory of the particle one can immediately see that the situation when u e = 0 is very different from that when u e = 0. Although as for u e = 0 there are infinite number of unstable periodic orbits [3] for u e = 0 the unstable periodic orbits are dependent on the value of u e i.e. ∆ = f (u e ). There is in fact only one set of periodic orbits independent of u e , the orbits where the particle bounces between two disks, symbolized by,
though the Lyapunov exponent λ of the separation rate of two orbits initiated near this orbit is obviously dependent on u e . A feature that still remains for u e = 0 is that the scattering is still hyperbolic and there are no KAM tori present. The periodic orbits are unstable in the sense that only a slight perturbation of the initial conditions sends the particle away exponentially fast. This behaviour implies that there is at least one positive Lyapunov exponent. The set of these periodic orbits is called the repellor A e . This behaviour is common for both the low and high-density regime and it applies to all numbers of disks.
Probes of chaotic scattering
Among the many ways of quantifying chaotic scattering we will consider here the deflection function, Θ, and the time delay function, T .
The deflection function
In scattering experiments we seek to determine the dependence of the scattering angle Θ on the impact parameter b, when the incoming particles pass through the scattering region S. Following standard conventions, we take Θ to be the deviation between the incoming direction and the asymptote of the particle's trajectory after it leaves the scattering region S. Taking the origin inside the scattering region the incoming particle is assumed to originate a horizontal distance x 0 < 0 outside the scattering region. The deflection function Θ = Θ(b) can be found analytically for some integrable systems, but generally it is obtained numerically. In chaotic systems the deflection function possesses a number of singularities with zero length [15] (Lebesque measure) but with a fractal dimension 0 < D f < 1 for our class of problems, like a Cantor set.
In this work we investigate in detail the deflection function comparing the results for different values of u e . The u e = 0 case has been studied extensively [4] and is used for comparison. In Figs. 4 we show the results for the deflection function for u e = 0, 1 and 2 using initial conditions x 0 = −2.9, y 0 = b ∈ [0 : 0.4], u 0 = 1 and θ 0 = 0. The scattering region S is defined as
where R = 3. The rapid variation of the deflection function with b is a signature of chaotic behaviour reflecting sensitivity in the initial conditions. This is seen for all three values of u e .
Repeating for a smaller range of b ∈ [0.2, 0.24] we obtain results which again exhibit a mixture of smooth and wildly oscillating behaviour. Further blowups show the same pattern, a behaviour typical of a fractal set. The persistence of the fractal behaviour with non-zero values of u e will be further demonstrated in the next section. Fig. 4 shows that as the inelasticity increases, the region exhibiting wild oscillations, is compressed reaching a smaller upper value of b while the b value for the lower range of the region remains constant. 
The time delay function
Another probe of chaotic behaviour is the time that the particle remains in the scattering region S known as the time delay function [18] . If a particle crosses the boundary ∂S at time t in entering the scattering region and then exits S at time t out then the time delay function is defined as T (b, u e ) = t in − t out . We expect that the periodic orbits will produce singularities in the delay function, due to the almost infinite time that the particle spends in S. We also expect that the density of these singularities is the same as that observed for the scattering function Θ(b, u e ). This statement is demonstrated in Figs. 4 for the three-disk system in the high density regime. Plotting in Fig. 4 the maximum time T (b, u e ) for various values of u e we see that one main difference for non-zero u e is an overall decrease in the value of the maximum time. In other words the time scale of the scattering process depends on u e . But the actual values of the T (b, u e ) scale are of no importance; the interesting part is where the singularities are situated. The singularities of T (b, u e ) for all the values of u e are located at the same b values as the singularities of the corresponding deflection functions. i.e. the region containing the singularities is compressed as the inelasticity increases in the same manner that it does for the deflection function.
Our main conclusion here is that the singularities will be compressed as u e increases no matter what configuration we use and no matter what number of disks we configure. We will demonstrate this explicitly for various cases in the following section. We study here in more detail the behaviour of the deflection function as the inelasticity u e increases. The behaviour of the singularities of the deflection function will then determine the scaling properties of the fractal dimension. Our aim is to have an understanding of this scaling behaviour empirically 1 . We choose to study the deflection function rather than the delay time, although their singularity structure is identical, because the time delay function involves different time scales as u e changes.
Multifractal behaviour and scaling functions

Scaling and fractal boundaries
In order to study the behaviour of the singularities we define the two basins [20] of the repellor; the first being the range θ ∈ [0, π), and the second when θ ∈ [π, −π). The line between the two basins is called the fractal basin boundary, with a non integer dimension. On Fig. 5(a,b) we mark with Black the initial conditions (u e , b) B producing trajectories that result in basin 2, and with White the initial values (u e , b) W whose trajectories end in basin 1.
The regions with solid white or black stripes are regions having regular behaviour, i.e. Θ(u e , b) is a smooth function. The regions containing the singularities are the non smooth regions in the (u e , b) plane and are seen to compress as u e increases. The areas of smooth flow are bounded by fractal boundaries which converge along a critical line of flow at b crit = (d − 2a)/2 = 0.15 for the three-disk triangular lattice, using d = 2.3 and a = 1. Magnifying a small region as shown in Fig. 5(b) reveals the fact that the flow lines have internal structure, a feature characteristic of a strange attractor seen in many chaotic systems as for example in the Hénon Map. Thus the singularities of the deflection function show multiscale similarities a typical fractal property. The fractal boundaries encountered here are Cantor-like and are locally disconnected [21] . This means that the areas of smooth flow (smooth rivers) follow other smooth rivers separated by fractal boundaries, but the rivers can not cross each other. As demonstrated in Fig. 5(a) the flow of the fractal boundaries as u e increases for b > 0.15 is compressed along the critical boundary at b crit exponentially. This maybe of no surprise given that the velocity of the particle is expected to be an exponential function of time 2 for the singular values of b. To understand this consider two particles initiated having the same initial conditions, (b 0 > b crit , θ 0 ), but with u (1) e = 0 the first, and u (2) e = 1 the second. Following Fig. 2 (a) both particles will first hit disk 1. The first particle will be scattered elastically, following the reflection laws, but the second, following the laws of the pinball machine will deviate from the first. As the second particle hits more disks its momentum increases exponentially, thus resisting to the external force u e when u ≫ u e , showing less deviation. The result is that the second particle will chose the basin that an other particle with b < b 0 would have chosen if u e < u (2) e . When the particle is initiated in the range b ∈ [0, b crit ], it suffers only one or two collisions, so the probability to change its basin as u e increases, is very small.
The dependence of the flow of the fractal boundaries is schematically shown in Fig. 5 (c) and an exponential dependence u e ∼ e −b describes the main features of the flow of singularities observed in the scattering process. This is best seen by plotting the points along a fractal boundary starting, e.g. at b = 0.239094 as done in Fig. 5(d) , and fit these points to the form u e = c 1 −c 2 e c 3 b . The best fit indicates that the singularity flow dependence on u e is consistent with an exponential behaviour, having a coefficient of determination 3 χ 2 = 0.9998. Using such a fit one can follow a fractal boundary flow for a while and foresee by extrapolating whether a certain initial condition with {u e , y 0 } will choose a certain basin.
The particle decay rate γ
A probe for the existence of a nonattracting chaotic invariant set is the decay rate. For a nonattracting chaotic set the remaining number of particles N (t) in the scattering region S at time t, decays exponentially,
where γ is the decay rate. Further more γ = 1/τ where τ is the mean time the particle spends in the scattering region. The decay rate was studied extensively in Ref. [3] for the three-disk system with u e = 0 for various values of d and analytic relations were obtained predicting the numerical results. In particular in Ref. [14] the decay rate γ was predicted for open and closed systems, following the work of Ref. [1, 2] .
Here we are interested in the scaling properties of the decay rate as a function of u e for our two configurations. The algorithm that we use for the computation of γ in our numerical computations is the following: The system is initiated with 10000 particles entering the scattering region. In regular time steps ∆t we count the number of particles N (t) left in the scattering region, and plot N (t) on a semi logarithmic scale. The slope of the linearly fitted line is the decay rate γ.
The results for γ extracted from the slope as a function of the external momentum u e are shown in Fig. 7 for the body centered lattice and in Fig. 6 for the triangular lattice. For the 2 The more disks the particle hits the more momentum it gains. With more momentum the particle will hit more disks for a given time, getting even faster. Thus we expect the rate of change of the velocity of the particle to be given by ∂tu(t) = βu(t) or u(t) = ce βt where β = f (ue). 3 A measure of our nonlinear fit goodness is the coefficient of determination χ 2 given by the ratio of the model sum of squares to the total sum of squares. If the value of χ 2 is very close to unity then the model is considered reliable.
body centered lattice γ increases with increasing u e in all cases, that is the mean time, τ , the particle remains in the scattering area S is decreasing almost linearly, as expected. As the velocity of the particle increases, its mean time in the scatterer decreases.
For the triangular lattice the escape rate also increases monotonically for systems with high enough number of scatterers. The fact that for the finite horizon configuration, d = 2.1, the escape rate for three and four disks increase with u e and then drops can be interpreted as a trapping effect of the particles inside the scattering region.
The scaling of the uncertainty dimension D U
A more compact way of describing the quantitative characteristics of chaotic scattering is by determining the fractal dimension of the repellor A e . The fractal dimension of the repellor is the geometric density of the singularities of the scattering and delay functions. Here we consider the uncertainty dimension D U as defined in Ref. [11] , to characterize fractal basin boundaries arising commonly in dissipative chaotic systems with multiple attractors. There are many examples where D U is used to characterize chaotic scattering (see e.g. Refs. [4, 15, 18, 20] ).
The algorithm for computing D U is as follows: we set x 0 = c, c < 0 and y 0 = b, where b is chosen randomly in the range given in Sec. 4.1 for each configuration. For a certain b we calculate the orbit and then initiate the particle from a nearby orbit with b = b + ǫ where ǫ is very small. If the number of bounces in the scattering region is the same for both trajectories then we call the value of b certain. If the number of bounces is not the same then b is uncertain. For a given ǫ we compute the fraction of uncertain initial conditions f (ǫ) for many b. We can then fix the uncertain number we want to consider, say n u , and compare it with the total number of initial b's denoted by n tot . f (ǫ) scales with ǫ as
where d U is the uncertainty exponent. The fractal dimension is then given by
Our aim here is to study the scaling function for the two configurations as a function of u e and as a function of the geometric structure (the number of the scattering disks and their configuration) of the system. We calculate D U for a number of disks for u e ∈ [0, 1] for both the triangular and the body centered configurations in order to examine the effect of geometry on the scaling behaviour. The fractal dimension is a measure of the singularities density and thus, by following the reasoning of Sec. 5.1 and Fig. 5 , we fit the data to the expression
where b i is to be determined numerically. For the infinite horizon configurations the results are shown in Fig. 7 for the body centered. and in Fig. 6 for the triangular with d = 2.5. For this low density regime the exponential scaling of D U with u e is nicely displayed. When the number of disks is increased to nine D U is independent of u e and reaches a constant asymptotic high density limiting value. This is what is expected since the low density of the disks gives room to the singularities to compress starting from lower values of D U as compared to the triangular lattice for the finite horizon. As the number of the disks increases the set of singularities becomes more dense and hence D U reaches the asymptotic value almost immediately. The increase of the disk number increases the singularity density but it is also responsible for the increase in the asymptotic value of D U approaching unity.
For the finite horizon configuration d = {2.1, 2.3} shown in Fig. 6 D U can be considered independent of u e for configurations with N > 3. This is understood by the fact that the particle is trapped in the scattering region giving rise to a "denser" singularity set thus reaching the asymptotic value for any number of disks independently of the value of u e . Thus, an infinite lattice of pinballs would not differ in its properties, from an infinite lattice of hard disks.
Triangular Lattice
Body Centered Table 1 : Scaling properties of the uncertainty fractal dimension for four different configurations: The triangular lattice using d = {2.1, 2.3, 2.5} and the body-centered configuration using d = 10/3 √ 3, as described in the text. N denotes the number of disks used each time, D U (0) is the uncertainty fractal dimension for u e = 0 and b 3 is the exponent in Eq. (11) . The data were obtained using the graphs of Figs. 6 and 7.
The fractal dimension D U reflects the geometric density of the space of the repellor. As we increase u e the fractal dimension increases exponentially, until an asymptotic value. We see clearly from Figs. 6 and 7 that as we increase the number of disks D U increases until the asymptotic value is reached. For the highest density configuration (d = 2.1) D U has the largest asymptote but it always stays below unity.
The Lyapunov exponents and the pressure function
The Lyapunov exponents and the pressure function can be calculated in terms of the SinaiBunimovich curvature κ u (Γ l ) of the horocyle of a trapped trajectory Γ l . The horocycle is the geometrical wave front associated with the reference trajectory. A generalization of the result for the curvature derived in Refs. [2, 22] for elastic hard disk scattering, is derived here for inelastic scattering. We show in the Appendix that the curvature of the front between the kth and the (k + 1) collisions is given by the following continuous fraction
where l k = |r k+1 − r k | and l = l 0 + l 1 · · · + l k . At the kth impact ϕ k is the angle between the incoming velocity and the normal, and ϕ ′ k the angle between the outgoing velocity and the normal to the disk at the impact point. A k is a known function of the angle ϕ k , the incoming velocity u k and the radial velocity u e given to the particle on impact (see Eq. (33) of the Appendix). l 1 , ϕ 1 , ϕ ′ 1 are the values of the second collision, ϕ k , ϕ ′ k are the values of the k-th collision, and l 0 is the path length between the first and second collision. In the inner part of (a) we demonstrate howλ is calculated by the stretching factor, and we plotλ vs u e on the outer part. (b) is the plot of the pressure function for various u e . It is clear on the plot that for u e > 0.3 the pressure function diverges, and it cannot be used for its properties. The inner plot of (b) is the Haudorff dimension derived by the pressure function.
(a) The average Lyapunov exponent: The stretching factor of the expanding front over a total path length between l 0 and L for initial condition Γ l is defined by
where
Following [14] we consider an average based on the histogram of the logarithm of the stretching factor of the particles at their escape times. The histogram is constructed by considering events having trajectories of length l < L (i) < l + ∆l as the particles escape for initial condition Γ (i)
The average of the logarithms of the stretching factors is defined by
and the average Lyapunov exponent can be written as
Thus in order to calculateλ we first calculate ln Λ L (l;∆l) using Eq. (14) . For ∆N l events giving a total L (i) in the range (l, l + ∆l), we sum the curvature κ u (Γ l ) of a trajectory from l 0 to L (i) using Eq. (13), and average over ∆N l . Finallyλ is calculated by repeating the above procedure and changing the range varying l. In the limit l → ∞ the result for the average Lyapunov exponent becomes independent of ∆l. In the inner part of Fig. 8(a) we plot ln Λ L (l;∆l) versus l and from the slope we determineλ. The outer part of the figure shows the dependance of the mean Lyapunov exponent as u e increases. It is clear that there is an overall decrease in the value ofλ.
Using the same averaging procedure we can calculate the variance of the Lyapunov exponent [14] [12, 14] is modified for the pinball systems as
γ r = u /τ is the reduced decay rate, τ is defined in Sec. (5.2) and u is the mean velocity of the particle. We expect γ r to be constant as a function of u e . It is an invariant quantity of the system since it is the inverse of the mean length of the trajectories. The second term of Eq. (17) can be calculated with the same procedure used for the average Lyapunov exponent. The pressure function is a convex function that is either monotonically decreasing or constant. In Fig. 8(b) the pressure function is plotted as a function of β, for different values of u e .
By obtaining the pressure function we can calculate almost all the properties of chaotic scattering. Earlier studies [3, 14, 22, 24] have shown that the average Lyapunov exponent is given by the first derivative of the pressure function with respect to β
and its variance with
From Eq. (17) we can see that the escape rate is given by the negative pressure function evaluated at β = 1,
The KS entropy per unit time is defined as the supremum of the partition entropies per unit time over all possible partitions. It is known to be related to the difference between the average Lyapounov exponent and the escape rate [3] ,
for open systems and is 0 for regular systems and positive for chaotic. The intersection of the pressure function with the β axis gives the topological entropy h top as
The partial generalized fractal dimensions are derived by the pressure function as the root of the pressure function
which gives the Hausdorff dimension by
and the information dimension as Table 2 : The chaotic properties of the fractal repeller for the three-disk Triangular configuration with d = 2.3. The above properties are calculated using the pressure function. D U was obtained by independent calculations from Sec. 5.3 and is displayed for comparison.
As we see from Fig. 8(b) for u e larger than 0.3 the pressure function is unusable, but for u e ≤ 0.3 its properties are in good agreement with our previous calculations. The data on Table 2 are calculated numerically using the definitions above. Usually the information dimension and Hausdorff dimension are very close following the inequality D H ≤ D I . The reason is that for small values of u e the pressure function is very close to a straight line, while for larger u e its structure brakes down, forcing the two dimensions to deviate. As expected γ r is overall constant as a function of the external force.
The Lyapunov exponents, as well as the two entropies give us a measure of the chaotic behaviour of the pinball machine. Their decrease shows that our system becomes less chaotic as u e increases.
Conclusions
We have presented a study of the scaling properties of a pinball machine like system in the finite horizon regime as well as in the infinite horizon regime for different number of scatterers. The two dimensional deflection function Θ(b, u e ) exhibits Cantor-like fractal boundaries which are locally disconnected. These fractal boundaries are compressed exponentially as the inelasticity u e increases. This lead to a scaling behaviour of the uncertainty fractal dimension which is exponential in u e in the low density regime. The decay rate increases monotonically with u e , apart from a few cases where trapping is important.
The decrease of the Lyapunov exponents, the KS and the topological entropies as a function of u e shows a relation between the compression of the singularities (the increase of the fractal dimension), and the measure of chaos in the pinball system. As u e increases the fractal dimension of the system approaches unity in an exponential manner, while the system becomes less chaotic.
A Derivation of the horocycle curvature
The horocycle is the geometrical front associated with the given trajectory. Given a reference particle we consider the front formed by accompanied particles initialized from the same point with different initial velocity angles. Around the initial point the front is circular with a radius which grows linear with time so that the curvature is given by
After the kth collision the front is taken to be equivalent to a circle of radius ρ k which until the next collision grows linearly with the path length so that
where the distance between successive collisions is l k = |r k+1 − r k | and
Our purpose here is to relate the curvatures before and after the collision. For this we follow the derivation of Ref. [22] done for the elastic case (see also ref. [2] ). Figure 9 : The geometry used for the derivation of the relation between the front curvatures before and after collision on a hard disk for trajectories initialized at O − .
Suppose we initialize a particle trajectory at point O − which hits the hard disk at I,with a velocity u I making an angle ϕ I with the normal at the impact point. On collision the disk exerts a radial force on the particle sending the particle away, with an outgoing velocity u ′ I making an angle ϕ ′ I with the normal. If the radius of the hard disk is a its curvature at I is 1/a. The incoming ray has a known curvature κ − . Let the curvature of the outgoing ray be denoted by κ + . We now show how to relate κ
The center of the outgoing front curvature O + is found by considering another ray initialized from O − making an infinitesimal angle δ − with respect to O − I as seen in Fig. 9 . This ray will be reflected at point J. The extrapolations of the reflected rays at J and I cross at O + . Taking the front of the outgoing rays to be circular 4 the curvature of the outgoing horocycle is given by κ (+) u = |O + I| −1 . Referring to Fig. 9 we have the following definitions: 4 The front is not strictly circular since now the outgoing rays from I and J have velocities which differ in magnitude. The correction can however be neglected for small δ−.
O − J (O + J) and the tangent to the disk at J; ε is the angle at the center of the disk formed by the arc IJ; ϕ J (ϕ ′ J ) is the angle between the incident (outgoing) ray at J. With these definitions using triangle identities we have
Since δ ± and ε are very small, in what follows, we will expand to first order in these quantities. For the angles using the relations of Eqs. (29) we find
where we used, for small ε, |IJ| = a ε. To obtain ϕ ′ I and ϕ ′ J in terms of ϕ I and ϕ J we use Eq. (1) of Sec. 2. We find
where we took the incoming magnitude of the velocities of the trajectories colliding at I and J to have the same value u. The outgoing velocity of the particle bouncing from I is u ′ I = (u 2 +(u e −2u cos ϕ I ) 2 +2u I cos ϕ I (u e −2u cos ϕ I )) 1/2 with a corresponding expression for u ′ J . The two trajectories originating from O − can be related to first order in small quantities δ − and ε:
Substituting the above expression for ϕ ′ J in the equation for δ + given in Eq. (29) we find
which yields the desired relation between the front curvatures κ u before and after the collision on a disk of radius a giving a radial velocity u e to the striking particle:
Note that for u e = 0 we have ϕ I = ϕ ′ I and A I = 1 so that Eq. (35) reproduces the SinaiBuminovich curvature of Ref. [2] for elastic scattering on hard disks.
After successive collisions, combining the results of Eqs. (35) and (27) with ρ k = 1/κ (+) u we find for the curvature of the front between the kth and (k + 1) collisions the expression given with Eq. (12).
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The difference of this system from the well studied problem of hard disk scattering is the fact that the velocity of the moving particle is no longer constant but depends on the number of collisions, giving rise to multifractal scaling laws. Since an external force is involved the system is not Hamiltonian. This study thus focuses on the chaotic behaviour as a function of the external force. This complements other studies on chaotic scattering of such systems which up to now where performed using inert hard disks or Hamiltonian potentials, as for example in Refs. [1] [2] [3] [4] [5] [6] [7] [8] [9] . In these studies a quantitative description of the chaotic properties of conservative systems was carried out: In Refs. [1, 2] for instance a study of dynamical systems exhibiting particle diffusion such as the Lorentz gas was presented. Gaspard and Rice presented analytic results for the decay rate and Lyapunov exponents for the three [3] and four disk systems and Yalçinkaya and Lai [4] following their work, studied the chaotic behaviour of the hard disk repellor. Antillón et al [5] studied the time dependent two disk problem. Refs. [6] [7] [8] presented studies of hamiltonian models with mostly repelling potentials. Daniels et al [9] considered a chaotic model using two attracting valley potentials. A comprehensive description of these results is given in a review article on chaotic scattering by Ott and Tél [10] . In the same reference further applications and issues of chaotic scattering can be found.
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The dynamics of pinball machine-like systems
We consider here a model inspired by the pinball machine. A number of hard disks are fixed on a pinball machine table. When hit by the playing hard ball a radial force is exerted on the ball giving it additional speed independent of the ball's hitting momentum. To study this system it suffices to consider hard disk scattering of a point particle in two dimensions with a radial velocity given to the particle upon reflection from the hard disks. In this study, we thus focus on the chaotic behaviour of a system of hard scatterers, as a function of the radial force exerted by them, upon each collision. Like in previous studies of hard disk chaotic scattering [1] [2] [3] [4] [5] [12] [13] [14] with elastic collisions we also here investigate the dependence of the results on the geometry of the hard disks. In particular we will present results for systems with infinite and finite horizons. with coordinates r k ; u e is the radial velocity given to the particle at C; u k and u k+1 are the incoming and outgoing velocities of the particle respectively; n k is a unit vector normal at
C.
We consider a point particle of unit mass which scatters inelastically on hard disks, fixed in the plane r = (x; y). All the hard disks have the same radius a. The center of the m th disk has coordinates r m c = (x m c ; y m c ). The motion of the point particle follows a straight line path between collisions. At each collision its trajectory can be found using momentum conservation. At the k th collision let the incoming velocity of the particle be u k . The particle hits the m th disk on its circumference at point C with coordinates r k as shown in Fig. 1 . We take the incident angle k to be the angle that the incoming velocity of the particle makes with the x-axis counterclockwise. At C the particle receives radial momentum u e as it bounces off the hard disk and its final velocity is thus changed to u k+1 . This velocity is the vector sum of u e and the velocity it would have, had the collision been elastic. Using the notation of Fig. 1 we find u +1 = u e + u k 2(n k :u k )n k ]
where n k = (r k r m c )=a is a unit vector normal at the point of impact C. We denote the angle that the outgoing velocity of the particle makes with the x-axis counterclockwise as k+1 . The trajectory between two successive collisions at time t k and t k+1 is thus given by r(t) = r k + (t t k )u k+1 : 
There two solutions to Eq. (3). The one which yields the shortest time interval determines the time for the next collision. The coordinates of the point of impact on the m 0 disk are given by r k+1 = r(t k+1 ). The trajectory after impact on disk m 0 can be found starting again from Eq. (1). In this iterative fashion the whole trajectory can be completely determined. Within our notation the starting position of the particle is denoted by r 0 = (x 0 ; y 0 ) and the velocity by u 0 (with direction 0 with the x-axis).
The configuration of the scatterers
We study chaotic scattering under various configurations of the hard disks. Like in the studies of the Lorentz gas we distinguish configurations with finite and infinite horizons. Following the pioneer work of Gaspard and Rice [3] as well as Refs. [12] [13] [14] , we fix the disks on a triangular lattice with their centers a distance d apart. The ratio of the intercenter distance to the radius of the disks, d=a, determines the diffusive character of the Lorentz gas in an infinite lattice. In the high-density regime where the intercenter distance is
the hard disks are close enough, so that the point particle can never travel further than a distance of 2 p 3a, before suffering a collision. In such a configuration the horizon of the particle is thus finite. Since we take a = 1 throughout this study the requirement for finite horizon is d < 2:3094. We consider scattering systems satisfying the finite horizon criterion consisting of three up to eight disks as shown in Fig. 2 . Two cases are considered: d = 2:1 well in the high-density regime and d d c = 2:3 the boundary value beyond which the so called low-density regime starts.
In the low-density regime, where d exceeds the critical value 4a= p 3, there exists the possibility for the point particle to travel without collisions throughout the whole lattice. This can only occur along special trajectories given by the discrete values of the incident angle 0 = 0; =3; 2 =3; ; : : :. Along these special trajectories of zero Liouville measure the particle emerges from the scattering region without deviation. This situation is known as the infinite horizon configuration. Along an arbitrarily trajectory, the particle will suffer inelastic collisions. We thus expect also in this configuration a modification in the behaviour from that seen in the studies of the Lorentz gas where only elastic collisions take place. We use configurations of three to six hard disks with d = 2:5 to study the low-density regime of our model. As in the case of the Lorentz gas, we expect also here for an infinite lattice the diffusion coefficient to be infinite due to the existence of the special trajectories where collisions do not occur. In addition to the triangular lattice we studied scattering on a square body centered lattice. We take the size of the square to be 2d. This configuration is displayed in Fig. 3 along with some trajectories. For a square lattice, the particle has an infinite horizon for any d > p 2a. For this study we also take a = 1 and d = 10=3 p 3, so that the diagonal interdisk space would be comparable with the low-density regime of the triangular lattice. We consider systems of three up to nine disks. It is well known, that the dynamical mechanism for the occurrence of chaotic scattering, is the existence of an invariant set of infinite unstable periodic orbits in the scattering region. When scattering a particle from two or more disks there are unstable periodic orbits. They can be represented by the sequence of symbols 1 ; 2 ; : : : ; m ; : : : where j denotes that the particle hits the jth disk. That is when a particle starts in one of these orbits it never leaves the scattering region S and it bounces between disks m 1 ; m , m+1 ; : : :.
Thus the sequence of symbols = f: : : ; 1 ; 2 ; : : : ; m ; : : :g (5) denotes the sequence of disks that the particle encounters in its unstable periodic orbit. Hence if the symbols in repeat themselves after p-collisions then the period of the or- bit is p. Such an orbit is constructed by a countably infinite number of symbols. We call an orbit aperiodic when there is an infinite number of symbols in the set which do not repeat themselves.
Using this symbolic notation to describe the trajectory of the particle one can immediately see that the situation when u e 6 = 0 is very different from that when u e = 0. Although as for u e = 0 there are infinite number of unstable periodic orbits [3] for u e 6 = 0 the unstable periodic orbits are dependent on the value of u e i.e. = f(u e ). There is in fact only one set of periodic orbits independent of u e , the orbits where the particle bounces between two disks, symbolized by,
(u e ) = f m 1 ; m ; m 1 ; m ; : : :g; (6) though the Lyapunov exponent of the separation rate of two orbits initiated near this orbit is obviously dependent on u e .
A feature that still remains for u e 6 = 0 is that the scattering is still hyperbolic and there are no KAM tori present. The periodic orbits are unstable in the sense that only a slight perturbation of the initial conditions sends the particle away exponentially fast. This behaviour implies that there is at least one positive Lyapunov exponent. The set of these periodic orbits is called the repellor A e . This behaviour is common for both the low and high-density regime
and it applies to all numbers of disks.
Probes of chaotic scattering
Among the many ways of quantifying chaotic scattering we will consider here the deflection function, , and the time delay function, T.
The deflection function
In scattering experiments we seek to determine the dependence of the scattering angle on the impact parameter b, when the incoming particles pass through the scattering region S. Following standard conventions, we take to be the deviation between the incoming direction and the asymptote of the particle's trajectory after it leaves the scattering region S.
Taking the origin inside the scattering region the incoming particle is assumed to originate a horizontal distance x 0 < 0 outside the scattering region. The deflection function = (b)
can be found analytically for some integrable systems, but generally it is obtained numerically. In chaotic systems the deflection function possesses a number of singularities with zero length [15] (Lebesque measure) but with a fractal dimension 0 < D f < 1 for our class of problems, like a Cantor set. In this work we investigate in detail the deflection function comparing the results for different values of u e . The u e = 0 case has been studied extensively [4] and is used for comparison. In 
Repeating for a smaller range of b 2 0:2; 0:24] we obtain results which again exhibit a mixture of smooth and wildly oscillating behaviour. Further blowups show the same pattern, a behaviour typical of a fractal set. The persistence of the fractal behaviour with non-zero values of u e will be further demonstrated in the next section. Fig. 4 shows that as the inelasticity increases, the region exhibiting wild oscillations, is compressed reaching a smaller upper value of b while the b value for the lower range of the region remains constant. 
The time delay function
Another probe of chaotic behaviour is the time that the particle remains in the scattering region S known as the time delay function [18] . If a particle crosses the boundary @S at time t in entering the scattering region and then exits S at time t out then the time delay function is defined as T(b; u e ) = t in t out . We expect that the periodic orbits will produce singularities in the delay function, due to the almost infinite time that the particle spends in S. We also expect that the density of these singularities is the same as that observed for the scattering function (b; u e ). This statement is demonstrated in Figs. 4 for the three-disk system in the high density regime.
Plotting in Fig. 4 the maximum time T(b; u e ) for various values of u e we see that one main difference for non-zero u e is an overall decrease in the value of the maximum time. In other words the time scale of the scattering process depends on u e . But the actual values of the T(b; u e ) scale are of no importance; the interesting part is where the singularities are situated. The singularities of T(b; u e ) for all the values of u e are located at the same b values as the singularities of the corresponding deflection functions. i.e. the region containing the singularities is compressed as the inelasticity increases in the same manner that it does for the deflection function.
Our main conclusion here is that the singularities will be compressed as u e increases no matter what configuration we use and no matter what number of disks we configure. We will demonstrate this explicitly for various cases in the following section.
Multifractal behaviour and scaling functions
Scaling and fractal boundaries
We study here in more detail the behaviour of the deflection function as the inelasticity u e increases. The behaviour of the singularities of the deflection function will then determine the scaling properties of the fractal dimension. Our aim is to have an understanding of this scaling behaviour empirically 1 . We choose to study the deflection function rather than the delay time, although their singularity structure is identical, because the time delay function involves different time scales as u e changes.
In order to study the behaviour of the singularities we define the two basins [20] of the repellor; the first being the range 2 0; ), and the second when 2 ; ). The line between the two basins is called the fractal basin boundary, with a non integer dimension.
On Fig. 5(a,b) we mark with Black the initial conditions (u e ; b) B producing trajectories that result in basin 2, and with White the initial values (u e ; b) W whose trajectories end in basin 1.
The regions with solid white or black stripes are regions having regular behaviour, i.e.
(u e ; b) is a smooth function. The regions containing the singularities are the non smooth regions in the (u e ; b) plane and are seen to compress as u e increases. The areas of smooth flow are bounded by fractal boundaries which converge along a critical line of flow at b crit = (d 2a)=2 = 0:15 for the three-disk triangular lattice, using d = 2:3 and a = 1. Magnifying a small region as shown in Fig. 5(b) reveals the fact that the flow lines have internal structure, a feature characteristic of a strange attractor seen in many chaotic systems as for example in the Hénon Map. Thus the singularities of the deflection function show multiscale similarities a typical fractal property. The fractal boundaries encountered here are Cantor-like and are locally disconnected [21] . This means that the areas of smooth flow (smooth rivers) follow other smooth rivers separated by fractal boundaries, but the rivers can not cross each other.
As demonstrated in Fig. 5(a) the flow of the fractal boundaries as u e increases for b > 0:15 is compressed along the critical boundary at b crit exponentially. This maybe of no surprise given that the velocity of the particle is expected to be an exponential function of time 2 for the singular values of b. To understand this consider two particles initiated having the same initial conditions, (b 0 > b crit ; 0 ), but with u (1) e = 0 the first, and u (2) e = 1 the second.
Following Fig. 2(a) both particles will first hit disk 1. The first particle will be scattered elastically, following the reflection laws, but the second, following the laws of the pinball machine will deviate from the first. As the second particle hits more disks its momentum increases exponentially, thus resisting to the external force u e when u u e , showing less deviation. The result is that the second particle will chose the basin that an other particle with b < b 0 would have chosen if u e < u (2) e . When the particle is initiated in the range b 2 0; b crit ], it suffers only one or two collisions, so the probability to change its basin as u e increases, is very small.
The dependence of the flow of the fractal boundaries is schematically shown in Fig. 5(c) and an exponential dependence u e e b describes the main features of the flow of singularities observed in the scattering process. This is best seen by plotting the points along a fractal boundary starting, e.g. at b = 0:239094 as done in Fig. 5(d) , and fit these points to the form u e = c 1 c 2 e c 3 b . The best fit indicates that the singularity flow dependence on u e is consistent with an exponential behaviour, having a coefficient of determination 3 2 = 0:9998. Using such a fit one can follow a fractal boundary flow for a while and foresee by extrapolating whether a certain initial condition with fu e ; y 0 g will choose a certain basin.
The particle decay rate
A probe for the existence of a nonattracting chaotic invariant set is the decay rate. For a nonattracting chaotic set the remaining number of particles N(t) in the scattering region S at time t, decays exponentially, N(t) e t (8) where is the decay rate. Further more = 1= where is the mean time the particle spends in the scattering region.
The decay rate was studied extensively in Ref. [3] for the three-disk system with u e = 0 for various values of d and analytic relations were obtained predicting the numerical results. In particular in Ref. [14] the decay rate was predicted for open and closed systems, following the work of Ref. [1, 2] .
Here we are interested in the scaling properties of the decay rate as a function of u e for our two configurations. The algorithm that we use for the computation of in our numerical computations is the following: The system is initiated with 10000 particles entering the scattering region. In regular time steps t we count the number of particles N(t) left in the scattering region, and plot N(t) on a semi logarithmic scale. The slope of the linearly fitted line is the decay rate .
The results for extracted from the slope as a function of the external momentum u e are shown in Fig. 7 for the body centered lattice and in Fig. 6 for the triangular lattice. For the 2 The more disks the particle hits the more momentum it gains. With more momentum the particle will hit more disks for a given time, getting even faster. Thus we expect the rate of change of the velocity of the particle to be given by @tu(t) = u(t) or u(t) = ce t where = f(ue). 3 A measure of our nonlinear fit goodness is the coefficient of determination 2 given by the ratio of the model sum of squares to the total sum of squares. If the value of 2 is very close to unity then the model is considered reliable.
body centered lattice increases with increasing u e in all cases, that is the mean time, , the particle remains in the scattering area S is decreasing almost linearly, as expected. As the velocity of the particle increases, its mean time in the scatterer decreases.
For the triangular lattice the escape rate also increases monotonically for systems with high enough number of scatterers. The fact that for the finite horizon configuration, d = 2:1, the escape rate for three and four disks increase with u e and then drops can be interpreted as a trapping effect of the particles inside the scattering region. For the finite horizon configuration d = f2:1; 2:3g shown in Fig. 6 D U can be considered independent of u e for configurations with N > 3. This is understood by the fact that the particle is trapped in the scattering region giving rise to a "denser" singularity set thus reaching the asymptotic value for any number of disks independently of the value of u e . Thus, an infinite lattice of pinballs would not differ in its properties, from an infinite lattice of hard disks.
The
The fractal dimension D U reflects the geometric density of the space of the repellor. As we increase u e the fractal dimension increases exponentially, until an asymptotic value. We see clearly from Figs. 6 and 7 that as we increase the number of disks D U increases until the asymptotic value is reached. For the highest density configuration (d = 2:1) D U has the largest asymptote but it always stays below unity.
The Lyapunov exponents and the pressure function
The Lyapunov exponents and the pressure function can be calculated in terms of the Sinai- (12) where l k = jr k+1 r k j and l = l 0 + l 1 + l k . At the kth impact ' k is the angle between the incoming velocity and the normal, and ' 0 k the angle between the outgoing velocity and the normal to the disk at the impact point. A k is a known function of the angle ' k , the incoming velocity u k and the radial velocity u e given to the particle on impact (see Eq. (33) of the Appendix). l 1 ; ' 1 ; ' 0 1 are the values of the second collision, ' k ; ' 0 k are the values of the k-th collision, and l 0 is the path length between the first and second collision. 
Thus in order to calculate we first calculate hln L i (l; l) using Eq. (14) . For N l events giving a total L (i) in the range (l; l + l), we sum the curvature u ( l ) of a trajectory from l 0 to L (i) using Eq. (13), and average over N l . Finally is calculated by repeating the above procedure and changing the range varying l. In the limit l ! 1 the result for the average Lyapunov exponent becomes independent of l. In the inner part of Fig. 8(a) we plot hln L i (l; l) versus l and from the slope we determine . The outer part of the figure shows the dependance of the mean Lyapunov exponent as u e increases. It is clear that there is an overall decrease in the value of . Using the same averaging procedure we can calculate the variance of the Lyapunov exponent [14] The definition of the pressure function for open systems taken from [12, 14] is modified for the pinball systems as
r = hui= is the reduced decay rate, is defined in Sec. (5.2) and hui is the mean velocity of the particle. We expect r to be constant as a function of u e . It is an invariant quantity of the system since it is the inverse of the mean length of the trajectories. The second term of Eq. (17) can be calculated with the same procedure used for the average Lyapunov exponent. The pressure function is a convex function that is either monotonically decreasing or constant. In Fig. 8(b) the pressure function is plotted as a function of , for different values of u e .
By obtaining the pressure function we can calculate almost all the properties of chaotic scattering. Earlier studies [3, 14, 22, 24] have shown that the average Lyapunov exponent is given by the first derivative of the pressure function with respect to = P 0 (1) ; (18) and its variance with 2 = P 00 (1) : (19) From Eq. (17) we can see that the escape rate is given by the negative pressure function evaluated at = 1, r = P(1) : (20) The KS entropy per unit time is defined as the supremum of the partition entropies per unit time over all possible partitions. It is known to be related to the difference between the average Lyapounov exponent and the escape rate [3] , h KS = r (21) for open systems and is 0 for regular systems and positive for chaotic. The intersection of the pressure function with the axis gives the topological entropy h top as h top = P(0) :
The partial generalized fractal dimensions are derived by the pressure function as the root of the pressure function P(d H ) = 0 (23) which gives the Hausdorff dimension by D H = 1 d H ; (24) and the information dimension as D I = 2 P(1) P 0 (1) = 2 r = 1 h KS ;
using Eq. (21).
As we see from Fig. 8(b) for u e larger than 0:3 the pressure function is unusable, but for u e 0:3 its properties are in good agreement with our previous calculations. The data on Table 2 are calculated numerically using the definitions above. Usually the information dimension and Hausdorff dimension are very close following the inequality D H D I . The reason is that for small values of u e the pressure function is very close to a straight line, while for larger u e its structure brakes down, forcing the two dimensions to deviate. As expected r is overall constant as a function of the external force.
The Lyapunov exponents, as well as the two entropies give us a measure of the chaotic behaviour of the pinball machine. Their decrease shows that our system becomes less chaotic as u e increases. 
Conclusions
We have presented a study of the scaling properties of a pinball machine like system in the finite horizon regime as well as in the infinite horizon regime for different number of scatterers. The two dimensional deflection function (b; u e ) exhibits Cantor-like fractal boundaries which are locally disconnected. These fractal boundaries are compressed exponentially as the inelasticity u e increases. This lead to a scaling behaviour of the uncertainty fractal dimension which is exponential in u e in the low density regime. The decay rate increases monotonically with u e , apart from a few cases where trapping is important.
A Derivation of the horocycle curvature
The horocycle is the geometrical front associated with the given trajectory. Given a reference particle we consider the front formed by accompanied particles initialized from the same point with different initial velocity angles. Around the initial point the front is circular with a radius which grows linear with time so that the curvature is given by u ( l ) = 1=l where l = t u 0 :
After the kth collision the front is taken to be equivalent to a circle of radius k which until the next collision grows linearly with the path length so that u ( L ) = 1 l + k ; with d 2a < l < l k (27) where the distance between successive collisions is l k = jr k+1 r k j and L = l 0 + l 1 + + l k .
Our purpose here is to relate the curvatures before and after the collision. For this we follow the derivation of Ref. [22] done for the elastic case (see also ref. [2] ). Suppose we initialize a particle trajectory at point O which hits the hard disk at I,with a velocity u I making an angle ' I with the normal at the impact point. On collision the disk exerts a radial force on the particle sending the particle away, with an outgoing velocity u 0 I making an angle ' 0 I with the normal. If the radius of the hard disk is a its curvature at I is 1=a. The incoming ray has a known curvature . Let the curvature of the outgoing ray be denoted by + . We now show how to relate (+) u to ( ) u .
The center of the outgoing front curvature O + is found by considering another ray initialized from O making an infinitesimal angle with respect to O I as seen in Fig. 9 . This ray will be reflected at point J. The extrapolations of the reflected rays at J and I cross at O + . Taking the front of the outgoing rays to be circular 4 4 The front is not strictly circular since now the outgoing rays from I and J have velocities which differ in magnitude. The correction can however be neglected for small .
where we used, for small ", jIJj = a ". where we took the incoming magnitude of the velocities of the trajectories colliding at I and J to have the same value u. The outgoing velocity of the particle bouncing from I is u 0 I = (u 2 +(u e 2u cos ' I ) 2 +2u I cos ' I (u e 2u cos ' I )) 1=2 with a corresponding expression for u 0 J . The two trajectories originating from O can be related to first order in small quantities and ": u 0 J = u 0 I ( + ") u u e sin ' I u 0 I ; ' 0 J = ' 0 I + A I ( + ") 
which yields the desired relation between the front curvatures ( ) u and (+) u before and after the collision on a disk of radius a giving a radial velocity u e to the striking particle: 
