Searching, Clustering and Regression on non-Euclidean Spaces by Wang, Xu
Searching, Clustering and Regression on non-Euclidean
Spaces
A DISSERTATION
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Xu Wang
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
Doctor of Philosophy
Gilad Lerman
August, 2015
c© Xu Wang 2015
ALL RIGHTS RESERVED
Acknowledgements
I would like to thank my adviser Gilad Lerman for his help and thoughtful advice. This
work was supported by NSF CAREER award of Professor Lerman: DMS-09-56072 and
Doctoral Dissertation Fellowship of Xu Wang. Professor Lerman has also contributed
a lot in this work. I would like to thank my collaborators Stefan Atev, John Wright
and Konstantinos Slavakis for helpful discussions. I would like to thank Gilad’s research
group, from which I got a lot of help. I am especially grateful to Chenyan Wu for her
support and many interesting discussions during the years.
i
Dedication
To my parents and grandparents
ii
Abstract
This is a collection of the works I have done during my PhD research at the Univer-
sity of Minnesota. There are three parts dedicated to different topics, of which abstracts
are included below.
Abstract for Part I
The problem of efficiently deciding which of a database of models is most similar to a
given input query arises throughout modern computer vision. Motivated by applica-
tions in recognition, image retrieval and optimization, there has been significant recent
interest in the variant of this problem in which the database models are linear subspaces
and the input is either a point or a subspace. Current approaches to this problem have
poor scaling in high dimensions, and may not guarantee sublinear query complexity.
We present a new approach to approximate nearest subspace search, based on a simple,
new locality sensitive hash for subspaces. Our approach allows point-to-subspace query
for a database of subspaces of arbitrary dimension d, in a time that depends sublinearly
on the number of subspaces in the database. The query complexity of our algorithm is
linear in the ambient dimension D, allowing it to be directly applied to high-dimensional
imagery data. Numerical experiments on model problems in image repatching and au-
tomatic face recognition confirm the advantages of our algorithm in terms of both speed
and accuracy.
Abstract for Part II
This part advocates a novel framework for segmenting a dataset in a Riemannian mani-
fold M into clusters lying around low-dimensional submanifolds of M . Important exam-
ples of M , for which the proposed clustering algorithm is computationally efficient, are
the sphere, the set of positive definite matrices, and the Grassmannian. The clustering
problem with these examples of M is already useful for numerous application domains
such as action identification in video sequences, dynamic texture clustering, brain fiber
segmentation in medical imaging, and clustering of deformed images. The proposed
iii
clustering algorithm constructs a data-affinity matrix by thoroughly exploiting the in-
trinsic geometry and then applies spectral clustering. The intrinsic local geometry is
encoded by local sparse coding and more importantly by directional information of lo-
cal tangent spaces and geodesics. Theoretical guarantees are established for a simplified
variant of the algorithm even when the clusters intersect. To avoid complication, these
guarantees assume that the underlying submanifolds are geodesic. Extensive validation
on synthetic and real data demonstrates the resiliency of the proposed method against
deviations from the theoretical model as well as its superior performance over state-of-
the-art techniques.
Abstract for Part III
This part proposes a novel framework for manifold-valued regression and establishes its
consistency as well as its contraction rate for a particular setting. Our setting assumes
a predictor with values in the interval [0, 1] and response with values in a compact Rie-
mannian manifold M . This setting is useful for applications such as modeling dynamic
scenes or shape deformations, where the visual scene or the deformed objects can be
modeled by a manifold. The proposed framework is nonparametric and uses the heat
kernel on manifolds as an averaging procedure. It directly generalizes the use of the
Gaussian kernel (as a natural model of additive noise) in vector-valued regression prob-
lems. In order to avoid explicit dependence on estimates of the heat kernel, we follow
a Bayesian setting, where Brownian motion on M induces a prior distribution on the
space of continuous functions C([0, 1],M). For the case of discretized Brownian motion,
we establish the consistency of the posterior distribution in terms of the Lq distances for
any 1 ≤ q < ∞. Most importantly, we establish contraction rate of order O(n−1/4+)
for any  > 0. For the continuous Brownian motion we establish weak consistency. As a
by-product, we show that the Brownian motion prior Π possesses positive probabilities
over the L∞ neighborhoods of any continuous function in C([0, 1],M).
iv
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Chapter 1
Introduction
With the ever increasing capability of collecting data, the challenges of data analysis
have made the presence not only in the form of huge volumes, but also in the form
of “non-Euclidean” (manifold) represented data. This work focuses on developing an-
alytical tools for studying datasets by taking into account their underlying geometric
structures. It consists of three parts, which answer fundamental questions arising from
different application domains. The first two parts establish novel methods of treating
two fundamental tasks in pattern analysis. The first one is searching on manifolds, that
is, finding the nearest object on a manifold to a given object; it is an essential problem
in recognition. The second one is manifold clustering in non-Euclidean spaces, more
specifically, segmenting a dataset lying on (or around) a mixture of submanifolds of a
Riemannian manifold. This clustering problem arises for example in video segmenta-
tion and brain imaging. It is advantageous over common basic methods that embed the
dataset in a Euclidean space and often ignore the intrinsic geometry. The third part
studies the Bayesian regression (or smoothing) of the data subject to fixed manifold
constraints. This problem is motivated by the recent demand of analyzing shape (or
landmark) spaces and time series of images reflecting an aging process, brain develop-
ment or disease progression. The diffusion process over a constraint domain (manifold)
is applied to the data so that the underlying constraint is preserved in the smoothing
process.
1
Chapter 2
Part I: Fast Subspace Search via
Grassmannian Based Hashing
1
2.1 Introduction
Given a very large database of models, how can we efficiently determine which one that
best fits a given input query? This basic question arises repeatedly in computer vi-
sion applications such as visual recognition, categorization, image retrieval and beyond.
These applications pose two general challenges to the algorithm designer: imagery data
(and their features) are typically high-dimensional, and databases arising in applications
can be very large scale.
The large scale often precludes simply comparing the query to each of the models in
any reasonable amount of time. Instead, researchers typically resort to more sophisti-
cated approximate nearest neighbor techniques, whose query time which is sublinear in
the size of the database. For the case in which the query is a vector and the database
is also a collection of vectors, these techniques are very well-developed, in both theory
and practice [1, 2, 3, 4].
1 A portion of Part I includes textual material and figures from X. Wang, S. Atev, J. Wright and
G. Lerman, Fast Subspace Search via Grassmannian Based Hashing, Computer Vision (ICCV), 2013
IEEE International Conference on, Dec. 2013 under c©2013 IEEE.
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3However, data in computer vision problems often have rich physical or geometric
structure, which may not be well-encoded using point models. For example, photometric
or textural properties of a collection of images can often be better represented using
linear or affine subspaces, rather than a simple point model. In the approximate nearest
subspace problem, we are given a collection of linear subspaces. The goal is to efficiently
determine which of the database subspaces is closest to the input [5]. Good solutions
to this problem would allow us to efficiently query large databases which contain much
richer representations.
In contrast to approximate nearest neighbor, both the theory and practice of approx-
imate nearest subspace are still developing. The most general known approach is due to
Basri et. al. [5]. It maps each subspace S ⊆ RD to its orthogonal projection matrix PS ,
and then applies an approximate nearest neighbor algorithm to the projection matrices.
The advantage of this approach is that it cleanly reduces the subspace problem to the
better-understood point search problem. However, because the projection matrix has
size Θ(D2), the algorithm’s performance suffers in high dimensions.2 Moreover, the
mapping from subspace to orthoprojector does not preserve distances (for subspaces
of different dimensions), and so performance guarantees for the approximate nearest
neighbor algorithm may not pull back to the approximate nearest subspace problem.
Algorithms with sublinear query time, but exponential dependence on dimension have
also been introduced in [6].
Motivated in part by [5], there has been a flurry of recent work on special cases of
this problem. For example the case in which the query is a point and the database
subspaces are hyperplanes (dimension d = D − 1) has been studied in connection to
active learning and large-scale regression [7]. Various approaches based on locality sen-
sitive hashing have been proposed [7, 8, 9]. While various technical obstacles prevent
these approaches from guaranteeing sublinear query complexity over all inputs, they
have been used effectively in various practical vision problems. In the algorithms com-
munity, there is also dedicated work on the special case in which the queries are points
and the database consists of affine lines (d = 1). For example, Andoni et. al. produce
a data structure for this problem that has query time O(D3n1/2+t) and space com-
plexity D2nO(1/(c−1)2+1/t2), for any t > 0 [10]. Again, the query time O(D3) could be
2 [5] suggest using random projections after lifting as one means of controlling the complexity.
4problematic in large dimensions.
Moreover, many of the most interesting models for computer vision have a dimension
d that falls somewhere in between 1 and D− 1. For example, linear subspaces spanned
by images taken under varying lighting may have dimension between 3 and 9, depending
on the properties of the object [11]. Local image patches also typically lie near subspaces
of dimension higher than one [12, 13]. So, despite the above progress, there is still a
need for algorithms that can guarantee a query time that is sublinear in the number of
models n, have good (linear or sublinear) dependence on the ambient dimension D, and
can handle the case when the input is a point and the database consists of subspaces of
arbitrary dimension d.
Contributions. In this paper, we provide a solution of the approximate nearest sub-
space (ANS) search problem based on the notion of locality sensitive hashing (see e.g.,
[3]). Our theoretical guarantees for the sub-linear complexity and preprocessing space
of our solution distinguish between three types of searches: line-line query (this is equiv-
alent to point-line query as explained in §2.2; it is also equivalent with point-line and
point-point queries when the points lie on the sphere); line-subspace search (this is
equivalent to point-subspace query as explained in §2.2; and subspace-subspace query.
For all of these searches, our preprocessing space is O(n1+ρ + nDd) and query time is
O(Dnρ), where d is the largest dimension of subspaces among both query elements and
the database elements, D is the ambient dimension and ρ < 1. Nevertheless, the pre-
cise formulations and their corresponding estimates are different for the three types of
searches. For example, each case has a different bound on the maximal possible distance
between a given query point and the database and different estimates for its underlying
parameters.
When d = 1 (that is, for line-line and point-line queries or even for point-point
and line-point queries when points are on the sphere) we can remove the asymptotic
superlinear dependence of the query time on dimension D under some condition on the
query element and the database (that is, for each query element there is a sufficiently
close element in the database).
Our theoretical setting is designed to address recognition problems. For example,
our unorthodox restriction on the maximal distance between query element and the
5database (this appears only in some of our statements) can often be met in practice,
where query points may be contained in or be sufficiently close to the database. We
confirmed in practice the competitive speed and accuracy of our proposed solution on
model problems in image repatching and automatic face recognition.
Organization of this paper. In §2.2 we introduce notational conventions and adapt
the notion of locality sensitive hashing to the ANS problem. We then generalize a well-
known theoretical framework claiming that a locality sensitive hashing family gives rise
to a search algorithm with sub-linear time. In §2.3, we propose a concrete hashing family
for the Grassmanian manifold G(D, d) and for the union G(D, 1) ∪ G(D, d). We then
formulate the main theorems of this work detailing the quality of the basic sub-linear
search procedure in each one of the three types of searches described above. The details
of the ANS algorithm resulting from the locality sensitive hashing family we proposed
are outlines in §2.4, whereas §2.5 compares our ANS algorithm method with the ANS
algorithm of Basri et al. [5] on model problems in image repatching and automatic face
recognition.
2.2 Problem Formulation and Preliminaries
The Grassmannian. Let G(D, d) denote the Grassmanian manifold, i.e., the space
of all d-dimensional linear subspaces of RD. If 0 < d1 ≤ d2 < D, L1 ∈ G(D, d1) and
L2 ∈ G(D, d2), the principal angles θ1 ≥ ... ≥ θd1 between L1 and L2 can be defined as
follows [14]: Let QL1 and QL2 be matrices whose columns are orthonormal bases for L1
and L2, respectively. For i = 1, . . . , d1 let σi(Q
T
L1QL2) denote the i-th largest singular
value of the matrix QTL1QL2 . The principal angles pi/2 ≥ θ1 ≥ θ2 ≥ · · · ≥ θd ≥ 0, are3
θi = arccos(σd−i(QTL1QL2)), i = 1, . . . , d1. (2.1)
Using these angles, the distance between L1 and L2 is
distG(L1, L2) =
(
d1∑
i=1
θ2i
)1/2
. (2.2)
3 Here, we order the principal angles decreasingly, unlike the common arrangement [14] (§12.4.3).
6The Grassmannian endowed with this distance is a Riemannian manifold. Notice that
if d1 = 1, L1 is a line, and distG(L1, L2) is simply the angle between the line L1 and the
subspace L2.
Approximate Subspace Search. Motivated by the approximate nearest point search
in [15], we define the approximate nearest subspace search problem as follows:
Definition 2.2.1. (R, c)-approximate subspace search: Let X be a set of d-dim.
subspaces in RD and R, c, δ be positive numbers. A search algorithm is called (R, c)-
approximate subspace search if it fulfills the following requirement. Given a query sub-
space L of dimension d, if there is an element L′ in X s.t. distG(L,L′) ≤ R, then, an
element L′′ in X with distG(L′′, L) < cR is returned with probability 1− δ.
For several applications, the most interesting query problem is the point-subspace
query, where the query is a point in RD and the database is a subset of G(D, d). By
connecting points with the origin to obtain lines, the point-subspace query problem is
reduced to a line-subspace query problem, but with a different metric. That is, instead
of measuring the Euclidean distance of the query point to the subspace, we measure the
equivalent distance, distG, between the line through the query point and the subspace.
The use of this equivalent distance results in a point-subspace query. Indeed, assume
that the query point x0 has a principal angle θ0 and Euclidean distance ||x0||2 sin θ0
w.r.t. the nearest subspace. Our algorithm returns a subspace which has principal angle
cθ0 and Euclidean distance ||x0||2 sin(cθ0) < c||x0||2 sin θ0 with the query (the inequality
is true for any c > 1). This means the solution of the line-subspace query problem is
also a solution for the corresponding approximate point-subspace query problem.
Locality Sensitive Hashing. Following [3], we apply the notion of locality sensitive
hashing (LSH) family to the subspace search situation. We generalize the definition of
[3] for LSH as follows:
Definition 2.2.2. Locality sensitive hashing family for (X,Q,F ): Let X be a
database, Q be a query set and F be a mapping from X × Q to [0,∞), which aims to
measure the nearness between query and database points. A family H of functions on
X ∪Q with a probability measure P is called (R, cR, p1, p2)-sensitive for (X,Q,F ) if for
7any L1 ∈ X,L2 ∈ Q:
P[h ∈ H|h(L1) = h(L2)] ≥ p1, if F (L1, L2) ≤ R;
P[h ∈ H|h(L1) = h(L2)] ≤ p2, if F (L1, L2) ≥ cR.
(2.3)
We require that p1 > p2 in order for the corresponding algorithm to work.
We are interested in two cases. The first case is when X,Q ⊂ G(D, d) and F = distG.
This corresponds to the approximate subspace-subspace query problem. In this case,
the definition of LSH family in [3] coincides with Definition 2.2.2. The second case is
when X ⊂ G(D, d), Q ⊂ G(D, 1) and F = distG. This corresponds to the approximate
point-subspace (equivalently line-subspace) search problem.
The following theorem states that using the general LSH family of Definition 2.2.2,
we can easily construct a corresponding locality hashing algorithm. Thus our main issue
is to form an LSH family. This theorem is an immediate generalization of a theorem
in [3, page 17]. Its proof is the same while replacing the neighborhood B(q, r) of a query
q with the set {x ∈ X|F (x, q) < r}.
Theorem 2.2.3. Let X be a database, Q be a query set, F a mapping from X ×Q to
[0,∞) and denote by n the size of X. If there is a (R, cR, p1, p2)-sensitive family H for
(X,Q,F ), where p1, p2 ∈ (0, 1), then one can randomly draw from H to form a set G of
vector-valued hash functions from X to {0, 1}dlog1/p2 ne such that for ρ = log(p1)/ log(p2):
• For any query point in Q, the corresponding basic hashing procedure with G requires
at most O(nρ/p1) evaluations of the hash functions from G.
• The number of elements in G is at most O(nρ/p1). Thus evaluating at n points
requires storage of order O(n1+ρ/p1). The total storage is the sum of this storage
and the storage of the original data.
The failure probability δ of the data structure is at most 1/3+1/e (e is Euler’s number).
2.3 Hashing Linear Subspaces
In this section, we describe a general hashing scheme that applies to approximate nearest
subspace search problems in which the database consists of d2-dimensional subspaces,
8and the query is a d1-dimensional subspace. We claim (and prove in the supplementary
appendix) that this scheme gives a locality sensitive hashing family for two cases of
practical importance: d1 = d2 (subspace-subspace query) and d1 = 1, d2 > 1 (line-
subspace query).
We generate the hashing scheme simply by thresholding the angle between the sub-
space L and a randomly generated line ` ∈ G(D, 1):
Definition 2.3.1. Let Q = G(D, d1) and X = G(D, d2). For each line ` ∈ G(D, 1) and
0 < θ0 < pi/6, we associate a function hl,θ0 : X ∪Q −→ {0, 1}, via
hl,θ0(L) =
0, distG(l, L) > θ0,1, distG(l, L) ≤ θ0. (2.4)
Let Hθ0(d1, d2, D) denote the set of such functions hl,θ0, with the uniform measure on
G(D, 1). Also denote Hθ0(d,D) = Hθ0(d, d,D).
Main Properties. For line-line query, this construction gives an LSH family with
very good properties:
Theorem 2.3.2. For any D, and any fixed 0 < θ0 < pi/6 and R > 0, c > 1, there exist
p2 < p1 such that the hashing family Hθ0(D, 1) is a (R, cR, p1, p2)−locality sensitive
hashing family over (G(D, 1),G(D, 1),distG).
In practical applications such as recognition, it is valuable to allow the database
to consist of subspaces (say, one subspace per subject). Our construction also yields
sublinear-time algorithms for the important case of point-subspace (or equivalently line-
subspace) query:
Theorem 2.3.3. For any D, d ≤ D, c > 1 and 0 < R < pi/6, there exist fixed positive
real numbers θ0 < pi/6 and 0 < p2 < p1 < 1, such that Hθ0(D, d, 1) is a (R, cR, p1, p2)
locality sensitive family on (G(D, d),G(D, 1), distG).
Finally, our construction extends to query subspaces of higher dimensions, i.e., Q =
X = G(D, d), with one caveat: we require R to be small (R < R0  1), and c to be
large (c >
√
d):
9Theorem 2.3.4. For any fixed 0 < θ0 < pi/6, and c >
√
d, there are positive real
numbers 0 < p2 < p1 < 1 depending on c and R  1, such that Hθ0(D, d) with the
induced uniform measure on it is (R, cR, p1, p2)−locality sensitive hashing family over
(G(D, d),G(D, d),distG).
Algorithmic implications. The sub-linear time in our theoretical guarantees de-
pends on the exponent ρ = log(p1)/ log(p2). In general, ρ depends on the parameters
D, d, c, R and θ0. The choice of R depends on the distribution of the query points
within the database and the estimate of ρ improves as R decreases. Ideally, each query
element needs to be within distance R to the database. In many practical cases, the
query points are contained or sufficiently close to the database and R can be sufficiently
small. The “precision” parameter c is chosen according to practical needs (in the case
where the query elements are contained in the database it can be arbitrarily large). To
make p2 as small as possible, θ0 should be chosen to be pi/6 (that is , maximal) and
empirical experiments support this choice.
In two situations, we can assert the asymptotic behavior of the exponent ρ. The
first case is when both Q and X are subsets of G(D, 1), D approaches infinity and the
query elements are sufficiently close to the database.
Theorem 2.3.5. If Q = X = G(D, 1), R = α/
√
D (α > 0), cR = O(1) and 0 < θ0 <
pi/6 is fixed, then
lim
D→∞
ρ(D, d, c, R, θ0) ≤ 1/(1 + e−α2/2). (2.5)
We note that the line-line query translates to point-point query (that is, nearest-
neighbor search), where the points are on the sphere. For the more general cases of
line-subspace and subspace-subspace queries, we can show that there exists a decreasing
function f(D) > 0 such that ifR = f(D) and cR = O(1), then limD→∞ ρ(D, d, c, R, θ0) ≤
C(d) < 1. We cannot write an explicit expression of f(D) (see supplementary appendix).
The second case is when Q ⊂ X ⊂ G(D, d) and n approaches infinity. Here ρ can
be arbitrarily small as follows.
Theorem 2.3.6. Assume that Q ⊂ X ⊂ G(D, d). For any ρ > 0, there is a locality
sensitive hashing scheme to retrieve points from X, whose query time is at most O(Dnρ)
as n approaches infinity.
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Theorem 2.3.6 follows from two observations. The first one is that since every query
is in the database, we can pick R to be very small and c to be large while keeping cR
small. The second observation is that since c is large, the ratio between the logarithms
of p1 and p2 can be made sufficiently small.
2.4 Algorithm details
Our algorithm exploits standard techniques from locality sensitive hashing to convert
the hashing scheme described in the previous section into an efficient algorithm for near-
subspace search. In oﬄine preprocessing, we generate a hash table and assign database
points to it. This process is described as Algorithm 1. At query time, we are given a
new input q. We consider as possible candidates the first N subspaces which hash to
the same bins as q, and perform an exhaustive search within this set. This procedure
is described in detail in Algorithm 2.
Algorithm 1 Preprocessing
Input: Two integers S ≥ 0, K ≥ 0, a real number 0 < θ0 ≤ pi/6 and a database X of
subspaces from G(D, d).
Output: Hash functions gj : X → {0, 1}K , 1 ≤ j ≤ S and Keys {KeyLjk}L∈X1≤j≤S,1≤k≤K .
Steps:
for 1 ≤ j ≤ S do
for 1 ≤ k ≤ K do
• Randomly choose a point xjk from SD−1 (D−1 dimensional sphere) according
to the uniform measure.
• ljk := the line connecting xjk and the origin.
end for
• Setting gj = (hlj1,θ0 , ..., hljK ,θ0).
for L ∈ X do
• Let (KeyLj1, ...,KeyLjK) = gj(L).
end for
end for
return gj , 1 ≤ j ≤ S and {KeyLjk}L∈X1≤j≤S,1≤k≤K .
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Given the hash table, Algorithm 2 searches for approximate nearest subspace in the
following way:
Algorithm 2 Locality sensitive hashing for subspace search
Input: An integer N ≥ 0, A query subspace L ∈ G(D, 1) ∪ G(D, d), a hash fam-
ily {gj : X → {0, 1}K}1≤j≤S , a database X of subspaces in G(D, d), and Keys
{KeyLjk}L∈X1≤j≤S,1≤k≤K .
Output: A (R, c)-approximate nearest subspace of L.
Steps:
• L = ∅
• Count=0
for 1 ≤ j ≤ S do
if Count ≤ N then
• KeyL = gj(L).
• Search for L′ ∈ X, s.t. (KeyL′j1, ...,KeyL
′
jK) = Key
L.
• If such L′ exists and distG(L′, L) ≤ cR, then Count=Count+1 and L = L∪{L′}
end if
end for
return the subspace in L closest to L if exists.
2.5 Experiments
To evaluate the performance of our Grassmanian-based locality hashing (GLH) scheme
in approximate subspace search, we carry out experiments on two model problems and
compare the results with results by using the scheme of Basri, Hassner and Zelnik-
Manor (BHZ) [5]. In the first problem, patch-based image reconstruction, the ambient
dimension is relatively low. Both schemes perform much faster than exact search. While
the accuracy of the GLH scheme and the BHZ scheme are comparable, the performance
of GLH is more stable across different images. We will then consider a model face
recognition experiment, in which the ambient dimension is relatively high. We will see
that our GLH scheme obtains reliable results while BHZ scheme fails most of the time.
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(a) Repatch error (b) Running time
Figure 2.1: Mismatch error and number of evaluations: 100 test images from the Berke-
ley Segmentation Database are used in this experiment.
2.5.1 Image approximation
We follow Basri et al. [5] and try to reconstruct images using a dictionary of sub-
spaces constructed from an arbitrarily chosen image. We use the Berkeley segmentation
database [16], which contains 100 test images of size 481× 321.
We randomly pick one image from this database and also randomly select 1000
pixels from it. Then, 16 different, overlapping 5×5 patches around each pixel are used to
produce a k = 4 dimensional subspace by taking principal components. This produces a
database of 1,000 subspaces. Each of the 100 images is subdivided into nonoverlapping
5×5 patches. For each patch, we search for the closest subspace in the database by
using both the locality sensitive hashing scheme and the Basri et al. [5] BHZ scheme.
We take the patch in the selected subspace which is closest to the query patch as its
approximation.
To measure the quality of reconstruction, we use SSIM [17], which effectively detects
the distortion of an image from another image. SSIM equal to 1 means that two images
are identical.
Figure 2.1a shows the SSIM errors between original image and its repatched image.
Upper (Red) line without dot is the SSIM errors for GLH, and lower (blue) line with
dot is that for the BHZ scheme. Figure 2.1a shows that our algorithm performs better
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Figure 2.2: Repatch image: three original images are in the first column. images
repatched by GLH scheme are in the second column. images repatched by BHZ scheme
are in the third column.
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than BHZ [5] on all images. Figure 2.1b is the number of evaluation needed to repatch
image for each algorithms. Lower flat (blue) line is for GLH scheme, lower volatile (red)
line with dot is for BHZ scheme, and upper flat (green) line with box is the linear exact
search. Figure 2.1b shows that our algorithm is often faster and more importantly, has
significantly less variability in its speed. In Figure 2.2, 3 images are repatched by GLH
scheme and BHZ scheme. The first column is original, the second column is repatched
by GLH scheme and the third column is repatched by BHZ scheme. Our algorithm is
able to obtain better near neighbors, and hence much better visual quality.
2.5.2 Face recognition using the Multi-Pie and Cropped Yale databases
Images of faces with fixed pose under different illumination conditions lie near linear
subspaces of dimension 9 (Epstein et al. [18], Ho et al. [19], Basri and Jacobs [11]).
Therefore a database of faces can be easily transcribed into a set of subspaces (where
each subspace represents a face). If a query is a single image of face, then the problem
is to recognize the closest face (subspace) to the given image (point). Alternatively, the
query can include several images of the same face under different illumination conditions.
In this case, the query is a subspace.
We first used cropped images of the Multi-Pie database (see [20]) with frontview.
That is, we used all subfolders of the form 05 0 for all persons of all four sessions
of the multiview folder. There were a total of 239 persons and 80 frontview images
for each. We cropped these well-aligned images by restricting the set of pixels and
then used 23 × 19 cropped images. We remark that uncropped face images can be
easily distinguished by clothing items and thus the recognition problem is easier. The
subspaces of different faces (under different illumination conditions) are often close
to each other (Epstein et al. [18], Ho et al. [19], Basri and Jacobs [11]). Therefore 9-
dimensional (using the dimension upper bound 9 [11]) subspaces are hard to distinguish.
We have experimentally found out that the subspaces are approximately of dimension
5.
For each person, we randomly picked 36 23 × 19 cropped images out of the 80
frontview images, vectorize them to lie in 437 dimensions and recorded their total least
squares 5-dimensional subspace (spanned by the top 5 principal components). We cre-
ated 239 such subspaces (one for each person). For each d = 1, ..., 10, we created 239
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query subspaces as the span of d randomly picked images from the rest of the 44 images
(the ones not used to create the database). The results of the GLH scheme, compared
to BHZ scheme, are summarized in Figure 2.3, where for each query dimension d, the
darker bar represents the success rate (among 239 query d-dimensional subspaces) of
GLH and the brighter bar represents rate of success of the BHZ. GLH performs signif-
icantly better for d ≥ 4. We note that the GLH takes place in 437 dimensions, while
BHZ takes place in 95703 dimensions (437*(437+1)/2=95703).
Figure 2.3: Success Rate for different Query dimension
We performed a similar experiment with the Cropped Yale faces database ([21, 22]).
In this database, there are 38 persons, where for each person there are 64 different 24×21
images under different illuminations. The database of 38 5-dimensional subspaces is
created by randomly choosing 36 images out of the 64 images per person vectorizing
them to lie in 504 dimensions and computing their 5-dimensional total least squares
subspace. Similarly to the previous experiment, for d = 1, ..., 10 we form the query
d-dimensional subspaces by the span of randomly chosen d vectors from the other 28
images. Figure 2.4 report the success rate (among 38 queries) of GLH and BHZ for 1 ≤
d ≤ 10. GLH performs significantly better than BHZ across all dimensions d. The GLH
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takes place in 504 dimension, whereas BHZ in 127,260 dimensions (504*505/2=127,260).
Figure 2.4: Success Rate for different Query dimension
2.6 Conclusion
We have proposed GLH, a sublinear time algorithm for the approximate point-to-
subspace query and subspace-to-subspace query problems. It is based on a new locality
sensitive hashing family, which takes advantage of the geometric position of different
subspaces as encoded in their principal angles with random lines. The GLH algorithm
performs stably and reliably in numerical experiments, and in particular outperforms
previous approaches to approximate nearest subspace.
Although this method provides good results in our experiments, there is still room for
improvement. First, it is desirable to extend the method to also handle affine subspaces.
This would require hashing families that encode not only angles but also distances
and maintain locality sensitivity hashing. Secondly, as with other algorithms for this
problem, in extremely high ambient dimension, GLH shows the greatest advantage over
linear scan when the database is very large. Therefore, it is desirable to find hashing
families that work well even when the database is small.
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2.7 Alternative Formulation: Hashing with points
An alternative formulation. The probabilities p1 and p2 are two important param-
eters. The algorithm performs better if the gap between them is large. In this section,
we propose a modified hashing family for which we can write an analytic expression for
p1 and p2.
Definition 2.7.1. For each point x ∈ RD and η ∈ R+, we associate a function hx,η on
G(D, d):
hx,η : G(D, d) −→ {0, 1}
such that for any L ∈ G(D, d)
hx,η(L) = 0, if distG(x, L) > η;
hx,η(L) = 1, if distG(x, L) ≤ η,
(2.6)
where dist(x, L) is the Euclidean distance between x and L.
Let H be this family of functions. Let µ be the normal distribution on RD with
mean 0 and variance 1 in each direction. Its density function is e−||x||22/2/(2pi)D/2. By
identifying H with RD, we get a measure µ on this hashing family. Following similar
arguments, it is easy to see that (H, µ) is locality sensitive hashing family on G(D, d).
The maximal value of µ(x ∈ RD|hx(L1) = hx(L2), distG(L1, L2) = R) as a function
of L1, L2 ∈ G(D, d) is achieved when θ1(L1, L2) = R and θi(L1, L2) = 0 for i = 2, ..., d.
The minimal value of µ(x ∈ RD|hx(L1) = hx(L2), distG(L1, L2) = R) is achieved when
θi(L1, L2) = R/
√
d for i = 1, ..., d.
Therefore,
p1 = min
distG(L1,L2)≤R
µ(x ∈ RD|hx(L1) = hx(L2))
= 1− 2µ(x ∈ RD|hx(L1) = 1, θi(L1, L2) = R/
√
d,
∀1 ≤ i ≤ d) + 2µ(x ∈ RD|hx(L1) = hx(L2) = 1,
θi(L1, L2) = R/
√
d,∀1 ≤ i ≤ d)
(2.7)
To compute the probability in the RHS of (2.8), we note that for the underlying
Gaussian measure dist2(x, L) has chi-squared distribution X 2D−d with D − d degree of
freedom. Therefore, the first probability in the RHS of (2.8) is F (η2;D − d), that is
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the cdf function at η2 of the X 2D−d. To compute the second probability, we distinguish
between the projection of X onto the orthogonal complement of L1⊕L2, whose distance
from L1 and L2 distributes like X 2D−2d (we denote the pdf of this distribution by f(t;D−
2d)) and the projection onto L1 ⊕ L2. For elements in the latter projection, we assign
coordinates (x1, y1, ..., xd, yd) so that the projection onto L1 is (x1, 0, x2, 0, ...) and its
distance from L2 (obtained by dot product with the normals {(sin θi,− cos θi)}di=1 of L2
in L1 ⊕ L2) is (
∑d
i=1(xi sin θi − yi cos θi)2)1/2. Using this observation, we obtain that
p1 = 1− 2F (η2;D − d)
+ 2
∫ η2
0
f(t;D − 2d)dt
∫
∑d
i=1 y
2
i≤η2−t
Πdi=1
1√
2pi
e−
y2i
2 dyi
×
∫
∑d
i=1(xi sin
R√
d
−yi cos R√
d
)2≤η2−t
Πdi=1
1√
2pi
e−
x2i
2 dxi
(2.8)
Similarly,
p2 = max
distG(L1,L2)≥cR
µ(x ∈ RD|hx(L1) = hx(L2))
= 1− 2F (η2;D − d) + 1
pi
∫ η2
0
f(t;D − d− 1)dt×∫
y2≤η2−t
e−
y2
2 dy
∫
(x sin(cR)−y cos(cR))2≤η2−t
e−
x2
2 dx
(2.9)
2.8 Numerical Investigation of parameters
The sublinearity exponent ρ of GLH algorithm (with Nρ sublinear time) depends on
the probability p1 and p2. It is desirable to know the dependence of p1 and p2 (or
alternatively ρ) on the underlying parameters c, R, θ0, D and d (also η if using alter-
native formulation). While it is hard to determine this in theory for the general case,
we apply Monte-Carlo integration to estimate p1 and p2 in various instances and thus
try to infer their dependence on the underlying parameters in these cases. In two para-
graphs below, we consider the original formulation and the alternative formulation of
GLH respectively.
Original GLH: Hashing with lines In this paragraph, the goal is to show how
p1 and p2 (and ρ) depends on various parameters. By definition of p1 and p2, they
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(a) (b)
Figure 2.5: Comparing different sizes of neighborhoods
are volumns of particular areas on the sphere with uniform measure. Monte-Carlo
integration is chosen to estimate these volumns. In the following experiments, we pick
100,000 random points uniformly from the sphere and check the percentages of points
which are in the areas corresponding to p1 and p2. These percentages are taken as an
estimation of p1 and p2.
Here, both the query points and the database are from G(10, 1). We demonstrate
the dependence of ρ on R for some fixed values of c and θ0, In Figure 2.5, ρ is plotted
against R when θ0 = pi/10, pi/7, pi/4 respectively, where Figure 2.5a c = 1.1 and Figure
2.5b c = 1.5. In this case, different values of θ0 result in similar exponents.
Next, we demonstrate the dependence of ρ on D by observing both D = 5 and
D = 10 and maintaining d = 1. We also fix θ0 = pi/4. The results are shown in Figure
2.6 (in Figure 2.6a c = 1.5 and in Figure 2.6b c = 1.1). The plot without dot (red) is
for D = 5 and the plot with dot (green) for D = 10. The sublinearity exponent ρ is
fairly stable as the ambient dimension increases from 5 to 10.
Alternative GLH: Hashing with points We shall use the alternative formula-
tion of GLH defined in 2.7.1. The formulae to calculate p1 and p2 are given by 2.8
and 2.9. Denote PminR = min
distG(L1,L2)=R
µ(x ∈ RD|hx(L1) = hx(L2)) and PmaxR =
max
distG(L1,L2)=R
µ(x ∈ RD|hx(L1) = hx(L2)).
20
(a) (b)
Figure 2.6: Comparing different dimensions of ambient spaces
(a) (b) (c)
Figure 2.7: The probability depends on principal angles
In this paragraph, we demonstrate that the condition c >
√
d in main theorems is
necessary to establish LSH property. The observation is that there exists a probability
spread (a gap between Pmax and Pmin for a given R) when subspaces are of dimension
d larger than one. In other words, PminR 6= PmaxR. Because of this spread, to ensure
PmaxR > p1 = PminR > p2 = PmaxcR means c can’t be close to 1. The theoretical
analysis leads to the condition c >
√
d. Numerical results below also support this. Since
µ(hl,θ0 ∈ H|hl,θ0(L1) = hl,θ0(L2)) has a linear relation with µ(L∩), we compute µ(L∩)
instead (In figure 2.7, L∩ is shown as X1).
In figure 2.7, we work with the space G(4, 2). For each subfigure in 2.7, we fix
R =
√
θ21 + θ
2
2 (the distance) and η. Then, µ(X1) (or µ(L∩) for consistency) is computed
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Figure 2.8: The constant c and the dimension d
for different pairs of principal angles (θ1, θ2) and plotted against θ
2
1. In figure 2.7a,
R2 = 0.01 and η = 0.01; In figure 2.7b, R2 = 0.01 and η = 0.1; In figure 2.7c,
R2 = 0.001 and η = 1.
From figure 2.7, it is easy to see that the probability is minimized when both of
principal angles are equal given distance R is fixed. This verifies the general theory that
states the probability reaches its maximum PmaxR if there is only one nonzero principal
angle and reaches its minimum PminR if all angles are equal.
Now we show how the parameter c is related to the dimension of subspaces. Par-
ticularly, we are interested in the minimal value of c that ensures p1 > p2 for a given
R. In figure 2.8, the minimal value of c for each R is plotted against R in the case of
G(20, 10). The figures show that the lower bound of constant c is approximately
√
d
where d = 10 is the dimension of subspaces.
2.9 Proof of Main Theorems
Since each hash function in Hθ0(D, d1, d2) corresponds to a line in RD, we can identify
Hθ0(D, d1, d2) with the unit sphere SD−1 and assign to it a probability measure which
is induced by the uniform probability measure on SD−1. We denote throughout this
section the measure by µ, that is, P := µ.
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Proof of Theorem 3.3. We fix 0 < θ0 < pi/6. For L1 ∈ G(D, d) and L2 ∈ G(D, 1),
µ(hl,θ0 ∈ Hθ0(D, d, 1)|hl,θ0(L1) = hl,θ0(L2)) depends only on the principal angle, which
is the elevation angle θ(L1, L2) of the line L2 with respect to the d-dimensional subspace
L1. We denote this probability by g(θ(L1, L2)). To prove the theorem, we need only to
show that g(θ) is a decreasing function of θ. Indeed, then p1 = g(θ) > g(cθ) = p2.
Let
BG(D,1)(L, θ0) = {l ∈ G(D, 1)|distG(l, L) < θ0},
L∩(L1, L2) = {l ∈ G(D, 1)|hl,θ0(L1) = hl,θ0(L2) = 1},
and
L∪c(L1, L2) = {l ∈ G(D, 1)|hl,θ0(L1) = hl,θ0(L2) = 0}.
(2.10)
We note that,
L∩(L1, L2) = BG(D,1)(L1, θ0) ∩BG(D,1)(L2, θ0),
L∪c(L1, L2) = (BG(D,1)(L1, θ0) ∪BG(D,1)(L2, θ0))c,
(2.11)
and
g(θ(L1, L2)) =1− µ(BG(D,1)(L1, θ0))
− µ(BG(D,1)(L2, θ0)) + 2µ(L∩(L1, L2)).
(2.12)
Since µ(BG(D,1)(L1, θ0)) and µ(BG(D,1)(L2, θ0)) in (2.12) are independent of θ(L1, L2),
it is enough to show that µ(L∩(L1, L2)) decrease as θ(L1, L2) increases.
Let L1 be a d-dimensional subspace in RD and L2, L3 be two lines in RD such that
θ(L1, L2) = α and θ(L1, L3) = α+β (0 < β,α and α+β < pi/6 and α+ θ0 < pi/4). Let
{ei}Di=1 be a basis of RD such that
L1 = span{e1, ..., ed},
L2 = span{cosαe1 + sinαed+1},
We may rotate L3 in a direction orthogonal to L1 and maintain the elevation angle
θ(L1, L3) so that L3 is modified as follows
L3 = span{cos(α+ β)e1 + sin(α+ β)ed+1}.
Throughout the rest of the proof we express coordinates and operators w.r.t. the basis
{ei}Di=1.
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LetA be the rotation ofRD which rotates L2 to L3 within the subspace span{e1, ed+1}.
We denote the image of a line l under the rotation A by A(l) and note that A(L2) = L3.
Let l be the line passing through the point (a1, ..., aD) ∈ SD−1 and such that l ∈
(BG(D,1)(L1, θ0))
c ∩BG(D,1)(L2, θ0). Since l ∈ (BG(D,1)(L1, θ0))c and α+ θ0 < pi/4
D∑
i=d+1
a2i > sin θ0 and a1 > ad+1. (2.13)
The image A(l) is the line passing through (a1 cosβ− ad+1 sinβ, a2, ..., ad, a1 sinβ+
ad+1 cosβ, ..., aD). The elevation angle θ(L1, A(l)) of A(l) with respect to L1 is
sin−1(
√
(a1 sinβ + ad+1 cosβ)2 + a
2
d+2...+ a
2
D)
> sin−1(
√
a2d+1 + ...+ a
2
D) > θ0.
. Therefore, A(l) ∈ (BG(D,1)(L1, θ0))c ∩BG(D,1)(L3, θ0). That is, A((BG(D,1)(L1, θ0))c ∩
BG(D,1)(L2, θ0)) ⊂ (BG(D,1)(L1, θ0))c ∩BG(D,1)(L3, θ0). Consequently,
µ((BG(D,1)(L1, θ0))
c ∩BG(D,1)(L2, θ0))
= µ(A((BG(D,1)(L1, θ0))
c ∩BG(D,1)(L2, θ0)))
≤ µ((BG(D,1)(L1, θ0))c ∩BG(D,1)(L3, θ0)).
(2.14)
In view of (2.11), we can rewrite (2.14) as
µ(BG(D,1)(L2, θ0)/L∩(L1, L2))
≤ µ(BG(D,1)(L3, θ0)/L∩(L1, L3))
(2.15)
. Since µ(BG(D,1)(L2, θ0)) = µ(BG(D,1)(L3, θ0)), (2.15) implies that
µ(L∩(L1, L2)) ≥ µ(L∩(L1, L3))
. That is, µ(L∩(L1, l)) is a decreasing function of θ(L1, l) for any l satisfying θ(L1, l) <
min{pi/6, pi/4−θ0}. Combining this observation with 2.12 we conclude that g(θ(L1, L2))
is a decreasing function of θ(L1, L2) and thus conclude the proof.
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Proof of Theorem 3.4. We use similar notations as in the proof of Theorem 3.3.
We fix 0 < θ0 < pi/6. For L1, L2 ∈ G(D, d), the probability
µ(hl,θ0 ∈ Hθ0(D, d)|hl,θ0(L1) = hl,θ0(L2))
depends only on the principal angles between L1 and L2. Indeed, this probability equals
the RHS of (2.12) (here, L1, L2 ∈ G(D, d)) and µ(L∩(L1, L2)) depends only on the
relative position between the two subspaces. We denote this probability by g(θ1, ..., θd)
where {θi}di=1 are the principal angles.
It is obvious that if L1 = L2, then the corresponding probability is g(0, ..., 0) = 1
and it obtains the maximal value among all principal angles (θ1, ..., θd). We will show
that the directional derivatives of g(θ1, ..., θd) w.r.t. any direction at the origin is strictly
negative. We use our estimates to obtain a lower bound on g in a ball of radius R around
the origin when R is sufficiently small and an upper bound on g in the ball of radius cR
and use these bounds to conclude that p1 > p2.
For convenience, we drop the requirements that θ1 ≥ ... ≥ θd, but only assume that
0 ≤ θ1, ..., θd ≤ pi/2. More precisely, for any θ1, ..., θd ∈ [0, pi/2]d we can parametrize
L1 (in the right coordinate system) as L1 = {(x1, ..., xd, 0, ..., 0)|xi ∈ R} and then L2 =
{(x1 cos θ1, ..., xd cos θd, x1 sin θ1, ..., xd sin θd, 0, ..., 0)|xi ∈ R}. This θ1, ..., θd parametrize
the relative position between L1 and L2 even though they don’t satisfy θ1 ≥ ... ≥ θd. We
note that with this convention, g(θ1, ..., θd) is invariant to permutations of its arguments.
We will verify the following two lemmas. Lemma 2.9.1 asserts that the probability
g(θ1, ..., θd) indeed decreases around the origin in the coordinate directions. Lemma 2.9.2
reestablishes the connection between directional derivatives and coordinate derivatives
(to use the chain rule we verify continuity of the partial derivatives). Moreover, it shows
that the ratio of change in the fastest descent direction (the direction where θi change at
the same rate) and in the slowest descent direction (the coordinate direction) is bounded
by a factor of
√
d.
Lemma 2.9.1. For each i, the coordinate directional derivative ∂g∂θi |(θ1,...,θd)=(0,...,0) is
negative.
Lemma 2.9.2. For s = s1
∂
∂θ1
+ ...+ sd
∂
∂θd
,
√
d|| ∂g∂θ1 ||2 ≤ ||
∂g
∂s ||2 ≤ || ∂g∂θ1 ||2.
The proofs of these two lemmas are given in the Appendix. Now, we give the proof
of Theorem 3.4.
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Let ∂g∂θi = −a (a > 0) and S(R) = {(θ1, ..., θd)|
∑d
i=1 θ
2
i = R
2}. Applying Taylor
expansion to g(θ1, ..., θd) at the origin and Lemmas 2.9.1 and 2.9.2, we obtain that
max
S(cR)
g(θ1, ..., θd) ≤ g(0, ..., 0)− acR+O(c2R2),
and min
S(R)
g(θ1, ..., θd) ≥ g(0, ..., 0)−
√
daR+O(R2).
(2.16)
Therefore, if c >
√
d and R is sufficiently small, then,
min
S(R)
g(θ1, ..., θd) > max
S(cR)
g(θ1, ..., θd).
If we choose p1 = min
S(R)
g(θ1, ..., θd) and p2 = max
S(cR)
g(θ1, ..., θd), then Hθ0(D, d) is an
(R, c, p1, p2)-sensitive hashing family by the definition of g and the LSH family.
Proof of Theorem 3.5. Fixing 0 < θ0 < pi/6, the neighborhood BG(D,1)(L, θ0) =
{l ∈ G(D, 1)|distG(l, L) < θ0} of a line L is a hyperspherical cap (on the unit sphere).
Let L1, L2 and L
′
2 be three lines in RD with dist(L1, L2) = θ and dist(L1, L′2) = cθ
for some c, θ > 0. Moreover, let
X1 = BG(D,1)(L1, θ0)\BG(D,1)(L2, θ0),
X2 = BG(D,1)(L1, θ0) ∩BG(D,1)(L2, θ0),
and X3 = X2\BG(D,1)(L′2, θ0).
(2.17)
Using this notation, we formulate the following lemma, which we later prove in the
appendix.
Lemma 2.9.3. Assume that R = α/
√
D for a fixed α > 0 and that cR = O(1). The
measures x1 := µ(X1) and x3 := µ(X3) satisfy the following properties: when D →∞,
x1, x3 → 0 and lim
D→∞
x3/x1 > e
α2/2.
We conclude Theorem 3.5 as follows.
We denote p1 = µ(hl,θ0 |hl,θ0(L1) = hl,θ0(L2)) = 1− 2x1 and p2 = µ(hl,θ0 |hl,θ0(L1) =
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hl,θ0(L
′
2)) = 1− 2(x1 + x3).
lim
D→∞
ρ = lim
D→∞
ln(p1)/ ln(p2)
= lim
D→∞
ln(1− 2x1)/ ln(1− 2x1 − 2x3)
= lim
D→∞
x1/(x1 + x3) (since x1, x3 → 0)
= lim
D→∞
1/(1 + x3/x1)
< 1/(1 + eα
2/2). (by Lemma 2.9.3)
(2.18)
Proof of Theorem 3.6. The GLH algorithm returns a point that is within cR dis-
tance of the query if there is a point in the dataset that is within R distance of the query.
When the query is in the dataset, it is guaranteed to have a point within R distance of
the query for any R > 0. Therefore, we can pick R arbitrarily small, and we note that
p1 approaches 1 as R approaches zero (ln(p1) approaches zero). Moreover, we can pick c
such that cR = O(1). This can keep p2 to be a fixed constant less than 1. That is, if the
query is in the dataset, we are able to adjust c and R such that ρ = ln(p1)/ ln(p2) = 
for any  > 0.
2.10 Local Behavior of g(θ1, ..., θd)
Throughout this section, we use the following coordinate representation.
RD : (x1, ..., xd, y1, ..., yd, z2d+1, ..., zD),
L1 : {(x1, x2, ..., xd, 0, ..., 0)|xi ∈ R},
and
L2 : {(x1 cos θ1, ..., xd cos θd, x1 sin θ1, ...,
xd sin θd, 0, ..., 0)|xi ∈ R, θi > 0}.
(2.19)
Proof of Lemma 2.9.1 First, we study the derivative along the coordinate direction
∂
∂θ1
at the origin. This is the case where θ1 =  and θi = 0 for i 6= 1. Suppose L1 is
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given in (2.19) and L2 is given by
{(x1 cos , x2, ..., xd, x1 sin , 0, ..., 0)|xi ∈ R,  > 0}.
Denote g(, 0..., 0) = g() for short.
Let (a1, ..., a2d−2) ∈ R2d−2. We define the following quantities:
A(a1, ..., a2d−2) is subset of SD−1 with coordinates:
(x2, ..., xd, y2, ..., yd) = (a1, ..., a2d−2),
h(, a1, ..., a2d−2) = µ(hl,θ0 ∈ Hθ0(D, d)
|l ∈ A(a1, ..., a2d−2), hl,θ0(L1) 6= hl,θ0(L2)),
and
Vold(r) is volume of (d− 1)-dim. sphere of radius r.
Then, we can write g() as an integral of h(, a1, ..., a2d−2) as follows:
g() = 1−
∫
(a1,..,a2d−2)∈D2d−2
h(, a1, .., a2d−2)dν. (2.20)
We observe that ∂h(,0,...,0)∂ where ai = 0, ∀i. Using polar coordinates (r, θ) on
(x1, y1)-plane. h(, 0, ..., 0) can be written in this way:
2
VolD(1)
∫ θ0
−/2
dθ
∫ cos θ0
cos(θ+)
cos θ0
cos θ
VolD−2d(
√
1− r2)rdr.
Therefore, the derivative ∂h(,0,...,0)∂ |=0 is equal to
2
VolD(1)
∫ θ0
0
VolD−2d(
√
1− cos
2 θ0
cos2 θ
)
cos2 θ0 sin θ
cos3 θ
dθ.
This is bigger than zero. Since ∂h∂ |=0 is continuous and non-negative on (a1, ..., a2d),
and when (a1, ..., a2d) = 0,
∂h
∂ |=0 is strictly positive. We conclude,
∂g(θ1, .., θd)
∂θ1
|(θ1,...,θd)=0 =
∂g()
∂θ1
|=0
= −
∫
(a1,..,a2d)∈D2d−2
∂h(, a1, .., a2d)
∂
|=0dν < 0.
By symmetry,
∂g
∂θi
=
∂g
∂θ1
= −a < 0
for some fixed a and all i.
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Proof of Lemma 2.9.2 By symmetry of the function g(θ1, ..., θd), we need show the
usual chain rule ∂g∂s = s1
∂g
∂θ1
+ ... + sd
∂g
∂θd
holds for the region {θi ≥ 0, ∀i}. Firstly, we
show that the partial derivatives of g(θ1, ..., θd) are continuous up to the origin in the
region {θi ≥ 0,∀i}. Then, the chain rule follows from this fact.
Notice that g(θ1, ..., θd) = 1 − 2µ(BG(D,1)(L, θ0)) + 2µ(L∩(L1, L2)) . Since the first
two terms are constants, it is enough to show that the derivatives of µ(L∩(L1, L2)) is
continuous up to the origin in the region si ≥ 0. We shall prove this for a general class
of functions.
Firstly, we introduce a class of rotations.
Definition 2.10.1. Given angles {θi}di=1 (d > 0), a rotation A(θ1, ..., θd) on RD is
defined as follows.
For a point x = (x1, ..., xD) ∈ RD, the i-th coordinate of the image A(θ1, ..., θd)(x)
is equal to 
xi cos θi,+xd+i sin θi, 1 ≤ i ≤ d,
−xi−d sin θi−d + xi cos θi−d, d+ 1 ≤ i ≤ 2d,
xi, i ≥ 2d.
In other words, A(θ1, ..., θd) rotates the first 2d coordinates. For a set X ⊂ RD, we
denote its image under this rotation by A(θ1, ..., θd)(X).
Then, we define two set of functions.
Definition 2.10.2. Let µSD−1 be the uniform measure on the unit sphere SD−1 and
µRD be the Lebesgue measure on RD. Given two smooth-boundary regions U and V on
SD−1, a function of (θ1, ..., θd) is defined by
GUV (θ1, ..., θd) = µSD−1(U ∩A(θ1, ..., θd)(V ))
Moreover, denote by C[U ] and C[V ] the cones generated by connecting U and V with
the origin respectively. We define
CGUV (θ1, ..., θd) = µRD(C[U ] ∩A(θ1, ..., θd)(C[V ]))
In the following, a convex polytope cone is a convex cone with vertex at the origin
such that sides are hyperplanes and the base is enclosed by the unit sphere. Denote
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Θ = (θ1, ..., θd) and ei and vi be the i-th coordinate direction of Θ and RD respectively.
Let X be a convex polytope cone with sides {Fi}Si=1. Let XΘ be the cone with sides
A(Θ)(F1) and {Fi}Si=2.
Lemma 2.10.3. µRD(XΘ) is contiuously differentiable w.r.t. { ∂∂θi }di=1 in [0, α1]× ...×
[0, αd] for some positive numbers α1, ..., αd > 0.
Let nΘ be the unit normal direction of A(Θ)(F1) and α
Θ be the elevation angle
between nΘ and the subspace spanned by {v1,vd+1}. Let ΩΘ be the region on A(Θ)(F1)
enclosed by the other sides {Fi}Si=2 and the base SD−1. Specifically, Ω0 = X when Θ is
the origin 0.
We show that
∂µRD (XΘ)
∂θ1
is continuous.
Let ∆Θ = e1. The angle Ang(Θ,∆Θ) between n
Θ and nΘ+∆Θ is cos−1[cos2 αΘ cos +
sin2 αΘ]. Let ProjNorm(x,Θ,∆Θ) be the norm of the projection of a point x ∈
A(Θ)(F1) to the plane spanned by n
Θ and nΘ+∆Θ. Following from direct computa-
tion, ProjNorm(x,Θ,∆Θ) is equal to
(cos − 1)[nΘ1 x1 + nΘd+1xd+1] + sin [nΘd+1x1 − nΘ1 xd+1]
(sin2 αΘ cos2 αΘ(1− cos )2 + cos2 αΘ sin2 )1/2
Then, we can express the partial derivative as follows.
∂µRD(XΘ)
∂θ1
= lim
→0
∫ 1
r=0
r2dr
∫
x∈ΩΘ
ProjNorm(x,Θ,∆Θ)
×Ang(Θ,∆Θ)dx/.
By applying Tyler’s expansion, we have
∂µRD(XΘ)
∂θ1
=
∫
x∈ΩΘ
2(nΘd+1x1 − nΘ1 xd+1)
3 cosαΘ(sin2 αΘ cos2 αΘ + 2 cos2 αΘ)
dx
Since nΘ and αΘ are continous as Θ approaches the origin. Moreover, the domain ΩΘ
will approach Ω0. Therefore,
lim
Θ→0
∂µRD(XΘ)
∂θ1
=
∂µRD(XΘ)
∂θ1
∣∣
Θ=0
.
This means µRD(XΘ) is continuously differentiable.
Lemma 2.10.4. if C[U ] and C[V ] are two convex polytope cones, then there exists
some positive numbers α1, ..., αd > 0 such that CGUV (θ1, ..., θd) has continuous partial
derivatives in [0, α1]× ...× [0, αd].
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The intersection C[U ] ∩A(θ1, ..., θd)(C[V ]) is also a convex polytope cone. Its sides
from U are fixed and sides from A(θ1, ..., θd)(C[V ]) are moving as (θ1, ..., θd) change. We
can decompose the rotation of its moving sides into individual rotations of each moving
side. Following Lemma 2.10.3, The intersection has continuous partial derivatives if
one side is moving. After combining individual rotations, we have partial derivatives of
CGUV (θ1, ..., θd) are continuous in [0, α1]× ...× [0, αd].
For general smooth-boundary region U on SD−1, we approximate C[U ] by unions of
polytope cones. Let {Pi = {Xij}Nij=1}∞i=1 be a sequence of partitions of SD−1 satisfying:
• ∀i, ∪Nij=1Xij = SD−1
• ∀i, j, C[Xij ] is a polytope cone.
• if i < k, each piece Xij of Pi is a union of pieces in Pk. That is, Pk is a refinement
of Pi.
• max
1≤j≤Ni
diam(Xij) ≤ 1/n for i = n, ∀n (diam(Xij) is the diameter of Xij)
For each n, let Un =
⋃
Xnj⊂U ;Xnj∈Pn
Xnj . Then we have an increasing sequence U
1 ⊂
... ⊂ Un ⊂ ... ⊂ U and
∞⋃
n=1
Un = U . Notice that C[Un] can be expressed as a finite
collection of polyhedra cones.
From now on, we fix the sequence of partitions {Pi}∞i=1 and denote GUnV n and
CGUnV n by G
n
UV and CG
n
UV respectively.
Lemma 2.10.5. Given U , V and 1 ≤ i ≤ d, ∂CGUV∂θi is continuous at the origin.
By Lemma 2.10.4,
∂CGnUV
∂θi
is continuous on [0, αn1 ]× ...× [0, αnd ] for 1 ≤ n ≤ ∞ where
αji is positive ∀i, j.
∂CGUV (Θ)
∂θi
= lim
→0
CGUV (Θ + ei)− CGUV (Θ)

= lim
→0
CGnUV (Θ + ei)− CGnUV (Θ)− c/nD−2

=
∂CGnUV (Θ)
∂θi
− c/nD−2
(2.21)
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In the second equality, c is a bounded constant. If ∂CGUV∂θi is not continuous at the
origin, then there exists  > 0 such that ∀δ > 0, there exist points |a − b| < δ s.t.
|∂CGUV (b)∂θi −
∂CGUV (a)
∂θi
| > .
On the other hand, we can pick N > 0 so that c/ND−2 ≤ /2. Moreover, we can pick
δ > 0 so that if |a−b| < δ, then |∂CGNUV (b)∂θi −
∂CGNUV (a)
∂θi
| ≤ /2 since ∂CGNUV∂θi is continuous.
By 2.21, we have |∂CGUV (b)∂θi −
∂CGUV (a)
∂θi
| <  for |a− b| < δ. This contradiction asserts
that ∂CGUV∂θi is continuous at the origin.
Lemma 2.10.6. if CGUV has continuous partial derivatives, then GUV also has con-
tinuous partial derivatives.
We have the following relation:
CGUV (θ1, ..., θd) =
∫ 1
r=0
rD−1GUV (θ1, ..., θd)dr.
It is easy to see the lemma holds.
By above lemmas, it is easy to see that GUV has continuous partial derivatives.
And g(θ1, ..., θd) = GUU (θ1, ..., θd) with U and V = A(θ1, ..., θd)(U) be neighborhoods
of L1 and L2 = A(θ1, ..., θd)(L1) respectively. Thus, g(θ1, ..., θd) has continuous partial
derivatives and the chain rule holds for it.
Using the above result, we can now prove Lemma 2.9.2.
By chain rule, ∂g∂s = |s1| ∂g∂θ1 + ...+ |sd|
∂g
∂θd
. Since ∂g∂θi =
∂g
∂θj
, ∂g∂s = (|s1|+ ...+ |sd|) ∂g∂θ1 .
Note s21 + ...+ s
2
d = 1. By Cauchy-Schwarz inequality, 1 ≤ |s1|+ ...+ |sd| ≤
√
d. Thus,
the inequality for directional derivatives follows.
2.10.1 Hyperspherical Area As D Approaches Infinity
In this section, we use probability measure on SD−1 such that µ(SD−1) = 1.
Lemma 2.10.7. For any fixed 0 < θ1 < θ0 < pi/6, both µ(BG(D,1)(L, θ0)) and the ratio
of µ(BG(D,1)(L, θ1))/µ(BG(D,1)(L, θ0)) approaches zero, as the dimension D approaches
infinity.
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The usual volumn of hyperspherical cap is pi(D−2)/2/Γ(D/2)
∫ θ
0 sin
D−1(t)dt. So,
µ(BG(D,1)(L, θ0))
= Vol(BG(D,1)(L, θ0))/Vol(SD−1)
=
∫ θ1
0
sinD−1(t)dt
/
(2pi)
→ 0, as D approaches infinity.
(2.22)
µ(BG(D,1)(L, θ1))/µ(BG(D,1)(L, θ0))
= Vol(BG(D,1)(L, θ1))/Vol(BG(D,1)(L, θ0))
=
∫ θ1
0
sinD−1(t)dt
/∫ θ0
0
sinD−1(t)dt
<
∫ θ1
0
sinD−1(t)dt
/
(sinD−1(
θ0 + θ1
2
) ∗ θ0 − θ1
2
)
<
2
θ0 − θ1
∫ θ1
0
[sin(t)/ sin(
θ0 + θ1
2
)]D−1dt
→ 0, as D approaches infinity.
(2.23)
Integrals in (2.22),(2.23) approach zero because θ0, θ1 are fixed and the integrant ap-
proaches zero as D approaches infinity.
Proof of Lemma 2.9.3. We use the same notation as in Proof of Theorem 3.5.
In addition, we denote BG(D,1)(L1, θ0) ∩ BG(D,1)(L′2, θ0) by X4 and µ(X4) by x4 and
µ(BG(D,1)(L1, θ0)) by x. It is easy to see BG(D,1)(L1, θ0) = X1 ∪X2 and X2 = X3 ∪X4.
Since X1, X3 are subsets of the hyperspherical cap µ(BG(D,1)(L, θ0)). Lemma 2.10.7
implies that µ(BG(D,1)(L, θ0)) approaches zero. So, x1 and x3 also approach zero as D
approaches infinity.
Now, we show lim
D→∞
x3/x1 > e
α2/2.
Let L3 be the line passing through the middle point of the great circle connecting
L1 and L2. Then, X2 contains the hyperspherical cap BG(D,1)(L3, θ0 − θ2). this implies
x3 + x4 > µ(BG(D,1)(L3, θ0 − θ2)).
Moreover, since X4 is contained in a hyperspherical cap with smaller angle than θ0,
lim
D→∞
x4/x = 0 by Lemma 2.10.7.
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First, we compute
lim
D→∞
∫ θ0
0
sinD−1(t)dt
/∫ θ0− θ2
0
sinD−1(t)dt
= 1 + lim
D→∞
∫ θ0
θ0− θ2
sinD−1(t)dt
/∫ θ0− θ2
0
sinD−1(t)dt
< 1 + lim
D→∞
(sinD(θ0) ∗ θ
2
)/(sinD(θ0 − θ) ∗ θ
2
)
= 1 + lim
D→∞
(sin(θ0)/ sin(θ0 − θ))D
= 1 + lim
D→∞
cosD(θ)
= 1 + lim
D→∞
(1− θ2/2 +O(θ4))D
= 1 + lim
D→∞
(1− (α2/2)/D +O(D2))D
= 1 + e−α
2/2.
(2.24)
Then,
lim
D→∞
x3/x1 > lim
D→∞
x3/(x− x3)
= lim
D→∞
(x/x3 − 1)−1
= lim
D→∞
(x/(x3 + x4)− 1)−1
≥ lim
D→∞
(
x
/
µ(BG(D,1)(L3, θ0 −
θ
2
))− 1
)−1
= lim
D→∞
(∫ θ0
0
sinD−1(t)dt
/∫ θ0− θ2
0
sinD−1(t)dt− 1
)−1
> eα
2/2. (by (2.24))
Chapter 3
Part II: Riemannian
Multi-Manifold Modeling
1
3.1 Introduction
Many modern data sets are of moderate or high dimension, but manifest intrinsically
low-dimensional structures. A natural quantitative framework for studying such com-
mon data sets is multi-manifold modeling (MMM) or its special case of hybrid-linear
modeling (HLM). In this MMM framework a given dataset is modeled as a union of
submanifolds (whereas HLM considers union of subspaces). When proposing a valid al-
gorithm for MMM, one assumes an underlying dataset that can be modeled as mixture
of submanifolds and tries to prove under some conditions that the proposed algorithm
can cluster the dataset according to the submanifolds. This framework has been ex-
tensively studied and applied for datasets embedded in the Euclidean space or the
sphere [23, 24, 25, 26, 27, 28, 29, 30].
Nevertheless, there is an overwhelming number of application domains, where in-
formation is extracted from datasets that lie on Riemannian manifolds, such as the
1 A portion of Part II appearing in Proceedings of the 18th International Conference on Artificial
Intelligence and Statistics (AISTATS) 2015, San Diego, CA, USA. JMLR: W&CP volumn 38. c©2015
by the authors X. Wang, K. Slavakis and G. Lerman.
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Grassmannian, the sphere, the orthogonal group, or the manifold of symmetric positive
(semi)definite [P(S)D] matrices. For example, auto-regressive moving average (ARMA)
models are utilized to extract low-rank linear subspaces (points on the Grassmannian)
for identifying spatio-temporal dynamics in video sequences [31]. Similarly, convolv-
ing patches of images by Gabor filters yields covariance matrices (points on the PD
manifold) that can capture effectively texture patterns in images [32]. Nevertheless,
current MMM strategies are not sufficiently accurate for handling data in more general
Riemannian spaces.
The purpose of this paper is to develop theory and algorithms for the MMM problem
in more general Riemannian spaces that are relevant to important applications.
Related Work. Recent advances in parsimonious data representations and their im-
portant implications in dimensionality reduction techniques have effected the develop-
ment of non-standard spectral-clustering schemes that result in state-of-the-art results in
modern applications [24, 33, 34, 35, 36, 37, 38, 39]. Such schemes rely on the assumption
that data exhibit low-dimensional structures, such as unions of low-dimensional linear
subspaces or submanifolds embedded in Euclidean spaces.
Several algorithms for clustering on manifolds are generalizations of well-known
schemes developed originally for Euclidean spaces. For example, [40] extended the
classical K-means algorithm from Euclidean spaces to Grassmannians, and illustrated
an application to nonnegative matrix factorization. [41] capitalized on the Riemannian
distance of SO(3) to design an efficient mean-shift (MS) algorithm for multiple 3D rigid
motion estimation. [42], as well as [25], extended further the MS algorithm to general
analytic manifolds including Grassmannians, Stiefel manifolds, and matrix Lie groups.
[43] showed promising results by using the geodesic distance of product manifolds in
clustering of human expressions, gestures, and actions in videos. [44] solved the image
segmentation problem, after recasting it as a matrix clustering problem, via probability
distributions on symmetric PD matrices. [35] extended spectral clustering and nonlin-
ear dimensionality reduction techniques to Riemannian manifolds. These previous works
are quite successful when the convex hulls of individual clusters are well-separated, but
they often fail when clusters intersect or are closely located.
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HLM and MMM accommodate low-dimensional data structures by unions of sub-
spaces or submanifolds, respectively, but are restricted to manifolds embedded in either
a Euclidean space or the sphere. Many strategies have been suggested for solving the
HLM problem, known also as subspace clustering. These strategies include methods in-
spired by energy minimization [45, 19, 46, 47, 48, 49, 50], algebraic methods [51, 52, 53,
54, 55, 56, 57], statistical methods [58, 59], and spectral-type methods with various types
of affinities representing subspace-related information [33, 60, 38, 61, 39]. Recent tuto-
rial papers on HLM are [62] and [63]. Some theoretical guarantees for particular HLM
algorithms appear in [64, 65, 66, 67]. There are fewer strategies for the MMM problem,
which is also known as manifold clustering. They include higher-order spectral cluster-
ing [23], spectral methods based on local PCA [24, 36, 68, 27, 30], sparse-coding-based
spectral clustering in a Euclidean space [26] and its modification to the sphere by [69]
(the sparse coding encodes local subspace approximation), energy minimization strate-
gies [70], methods based on manifold learning algorithms [71, 72], and methods based
on clustering dimension or local density [73, 74, 75]. Notwithstanding, only higher-order
spectral clustering and spectral local PCA are theoretically guaranteed [23, 24].
In a different context, [76] suggested multiscale strategies for signals taking values in
Riemannian manifolds, in particular, the sphere, the orthogonal group, the Grassman-
nian, and the PD manifold. Even though [76] addresses a completely different problem,
its basic principle is similar in spirit to ours and can be described as follows. Local
analysis is performed in the tangent spaces, where the exponential and logarithm maps
are used to transform data between local manifold neighborhoods and local tangent
space neighborhoods. Information from all local neighborhoods is then integrated to
infer global properties.
Contributions. Despite the popularity of manifold learning, the associated literature
lacks generic schemes for clustering low-dimensional data embedded in non-Euclidean
spaces. Furthermore, even in the Euclidean setting only few algorithms for MMM or
HLM are theoretically guaranteed. To this end, this paper aims at filling this gap and
provides an MMM approach in non-Euclidean setting with some theoretical guarantees
even when the clusters intersect. In order to avoid nontrivial theoretical obstacles, the
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theory assumes that the underlying submanifolds are geodesic and refer to it as multi-
geodesic modeling (MGM). Clearly, this modeling paradigm is a direct generalization
of HLM from Euclidean spaces to Riemannian manifolds. A more practical and robust
variant of the theoretical algorithm is also developed, and its superior performance over
state-of-the-art clustering techniques is exhibited by extensive validation on synthetic
and real datasets. We remark that in practice we require that the logarithm map of
M can be computed efficiently and we show that this assumption does not restrict the
wide applicability of this work.
We believe that it is possible to extend the theoretical foundations of this work
to deal with general submanifolds by using local geodesic submanifolds (in analogy
to [24]). However, this will significantly increase the complexity of our proof, which
is already not simple. Nevertheless, the proposed method directly applies to the more
general setting (without theoretical guarantees) since geodesics are only used in local
neighborhoods and not globally. Furthermore, our numerical experiments show that the
proposed method works well in real practical scenarios that deviate from the theoretical
model.
On a more technical level, the paper is distinguished from previous works in multi-
manifold modeling in its careful incorporation of “directional information,” e.g., local
tangent spaces and geodesics. This is done for two purposes: (i) To distinguish sub-
manifolds at intersections; (ii) to filter out neighboring points that belong to clusters
different than the cluster of the query point. In such a way, the proposed algorithm
allows for neighborhoods to include points from different clusters, while previous multi-
manifold algorithms (e.g., [26]) need careful choice of neighborhood radii to avoid points
belonging to other clusters.
3.2 Theoretical Preliminaries
We formulate the theoretical problem of MGM and review preliminary background of
Riemannian geometry, which is necessary to follow this work.
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3.2.1 Multi-Geodesic Modeling (MGM)
MGM assumes that each point in a given dataset X = {xi}Ni=1 lies in the tubular
neighborhood of some unknown geodesic submanifold Sk, 1 ≤ k ≤ K, of a Riemannian
manifold, M .2 The goal is to cluster the dataset X into K groups X1, . . . , XK ⊂ M
such that points in Xk are associated with the submanifold Sk. Note that if M is a
Euclidean space, geodesic submanifolds are subspaces and MGM boils down to HLM,
or equivalently, subspace clustering [34, 62, 39].
For theoretical purposes, we assume the following data model, which we refer to as
uniform MGM: The data points are i.i.d. sampled w.r.t. the uniform distribution on a
fixed tubular neighborhood of ∪Kk=1Sk. We denote the radius of the tubular neighbor-
hood by τ and refer to it as the noise level. Figure 3.1 illustrates data generated from
uniform MGM with two underlying submanifolds (K = 2).
Figure 3.1: Illustration of data generated from a uniform MGM when K = 2.
The MGM problem only serves our theoretical justification. The numerical experi-
ments show that the proposed algorithm works well under a more general MMM setting.
Such a setting may include more general submanifolds (not necessarily geodesic), non-
uniform sampling and different kinds and levels of noise.
3.2.2 Basics of Riemannian Geometry
This section reviews basic concepts from Riemannian geometry; for extended and ac-
cessible review of the topic we recommend the textbook by [77]. Let (M, g) be a D-
dimensional Riemannian manifold with a metric tensor g. A geodesic between x, y ∈M
is a curve in M whose length is locally minimized among all curves connecting x and y.
Let distg(x, y) be the Riemannian distance between x and y on M . If TxM denotes the
2 The tubular neighborhood with radius τ > 0 of Sk in M (with metric tensor g and induced
distance distg) is S
τ
k = {x ∈M : distg(x, s) < τ for some s ∈ Sk}.
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tangent space of M at x, then TxS stands for the tangent subspace of a d-dimensional
geodesic submanifold S at x. As shown in Figure 3.2a, TxS is a linear subspace of TxM .
The exponential map expx maps a tangent vector v ∈ TxM to a point expx(v) ∈ M ,
which provides local coordinates around x. By definition, the geodesic submanifold S
is the image of TxS under expx (cf., Definition 3.5.1). The functional inverse of expx is
the logarithm map logx from M to TxM , which maps x to the origin O of TxM . Let
x
(i)
j denote the image of a data point xj in TxiM by the logarithm map at xi; that is,
x
(i)
j = logxi(xj).
(a) Tangent space and exponential map (b) Logarithm map and estimated tangent
space
Figure 3.2: Demonstration of the exponential and logarithm maps as well as the tangent
and estimated subspaces.
Figure 3.2a shows the tangent space and the exponential map of a manifold (M, g)
at a point x ∈ M . Note that the tangent subspace TxS is a pre-image of S under the
exponential map. Figure 3.2b shows the logarithm map logxi w.r.t. xi ∈ S and the
images by logxi of data points in a local neighborhood of xi, in particular, x
(i)
j , the
image of xj . Note the difference between TxiS, which is the image of S under logxi , and
the subspace TExiS estimated by the images of the data points in the local neighborhood.
3.3 Solutions for the MGM (or MMM) Problem in M
We suggest solutions for the MMM problem in M with theoretical guarantees supporting
one of these solutions when restricting the problem to MGM. Section 3.3.1 defines
two key quantities for quantifying directional information: Estimated local tangent
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subspaces and geodesic angles. Section 3.3.2 presents the two solutions and discusses
their properties.
3.3.1 Directional Information
The Estimated Local Tangent Subspace TExiS. Figure 3.2b demonstrates the
main quantity defined here (TExiS) as well as related concepts and definitions. It assumes
a dataset X = {xj}Nj=1 ⊂ M generated by uniform MGM with a single geodesic sub-
manifold S. The dataset is thus contained in a tubular neighborhood of a d-dimensional
geodesic submanifold S. Since S is geodesic, for any 1 ≤ i ≤ N the set {x(i)j }Nj=1 of im-
ages by the logarithm map is contained in a tubular neighborhood of the d-dimensional
subspace TxiS (possibly with a different radius than τ).
Since the true tangent subspace TxiS is unknown, an estimation of it, T
E
xiS, is
needed. Let B(xi, r) ⊂M be the neighborhood of xi with a fixed radius r > 0. Let
J(x, r) := {j : xj ∈ B(x, r) ∩X}. (3.1)
Moreover, let Cxj denote the local sample covariance matrix of the dataset {x(i)j }j∈J(xi,r)
on TxiM , and ‖Cxj‖ the spectral norm of Cxj , i.e., its maximum eigenvalue. Since
{x(i)j }Nj=1 is in a tubular neighborhood of a d-dimensional subspace, estimates of the
intrinsic dimension d of the local tangent subspace, which is also the dimension of S,
can be formed by bottom eigenvalues of Cxj (cf., [24]). We adopt this strategy of
dimension estimation and define the estimated local tangent subspace, TExiS, as the
span in TxiM of the top eigenvectors of Cxj . In theory, the number of top eigenvectors
is the number of eigenvalues of Cxi that exceed η‖Cxj‖ for some fixed 0 < η < 1
(see Theorem 3.3.1 and its proof for the choice of η). In practice, the number of top
eigenvectors is the number of top eigenvalues Cxi until the largest gap occurs.
Empirical Geodesic Angles. Let l(xi, xj) be the shortest geodesic (global length
minimizer) connecting xi and xj in (M, g). Let vij ∈ TxiM be the tangent vector of
l(xi, xj) at xi. In other words, vij shows the direction at xi of the shortest path from
xi to xj . Given a dataset X = {xj}Nj=1, the empirical geodesic angle θij is the elevation
angle (cf., (9) of [78]) between the vector vij and the subspace T
E
xiS in the Euclidean
space TxiM .
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3.3.2 Proposed Solutions
In Section 3.3.2, we propose a theoretical solution for data sampled according to uniform
MGM. We start with its basic motivation, then describe the proposed algorithm and
at last formulate its theoretical guarantees. In Section 3.3.2, we propose a practical
algorithm. At last, Section 3.3.2 discusses the numerical complexity of both algorithms.
Algorithm 3: Theoretical Geodesic Clustering with Tangent information
(TGCT)
The proposed solution for the MGM-clustering task applies spectral clustering with
carefully chosen weights. Specifically, a similarity graph is constructed whose vertices
are data points and whose edges represent the similarity between data points. The
challenge is to construct a graph such that two points are locally connected only when
they come from the same cluster. This way spectral clustering will recover exactly the
underlying clusters.
For the sake of illustration, let us assume only two underlying geodesic submanifolds
S1 and S2. We also assume that the data was sampled from S1∪S2 according to uniform
MGM. Given a point x0 ∈ S1 one wishes to connect to it the points from the same
submanifold within a local neighborhood B(x0, r) for some r > 0. Clearly, it is not
realistic to assume that all points in B(x0, r) are from the same submanifold of x0 (due
to nearness and intersection of clusters as demonstrated in Figures 3.3a and 3.3b).
We first assume no intersection at x0 as demonstrated in Figure 3.3a. In order to
be able to identify the points in B(x0, r) from the same submanifold of x0, we use local
tangent information at x0. If x ∈ B(x0, r) belongs to S2, then the geodesic l(x0, x) has a
large angle with the tangent space Tx0S1 at x0. On the other hand, if such x belongs to
S1, then the geodesic has an angle close to zero. Therefore, thresholding the empirical
geodesic angles may become beneficial for eliminating neighboring points belonging to
a different submanifold (cf., Figure 3.3a).
In Figures 3.3a and 3.3b, points lie on two submanifolds S1 and S2. In Figure 3.3a,
a local neighborhood, which is a disk of radius r, around the point x0 is observed and
the goal is to exclude the points from S2 in B(x0, r). This can be done by threshold-
ing the angles between geodesics and the tangent subspace Tx0S1. Indeed, the angles
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(a) Angle filtering (b) Intersection
Figure 3.3: Geometric observations
w.r.t. points from S1 are close to zero and the angles w.r.t. points from S2 are sufficiently
large. In Figure 3.3b, a point x0 is in S1∪S2 and an arbitrary point x sufficiently far from
it. The goal is to assure that x is not connected to x0. This can be done by comparing
local estimated dimensions. The estimated dimension in B(x0, r) is dim(S1) + dim(S2),
while the estimated dimension in B(x, r) is dim(S1). Due to the dimension difference,
the intersection is disconnected from the two submanifolds.
If x0 is at or near the intersection, it is hard to estimate correctly the tangent
spaces of each submanifold and the geodesic angles may not be reliable. Instead, one
may compare the dimensions of estimated local tangent subspaces. The estimated
dimensions of local neighborhoods of data points, which are close to intersections, are
larger than the estimated dimensions of local neighborhoods of data points further
away from intersections (cf., Figure 3.3b). The algorithm thus connects x0 to other
neighboring points only when their “local dimensions” (linear-algebraic dimension of
the estimated local tangent) are the same. In this way, the intersection will not be
connected with the other clusters.
The dimension difference criterion, together with the angle filtering procedure, guar-
antee that there is no false connection between different clusters (the rigorous argument
is established in the proof of Theorem 3.3.1). We use these two simple ideas and the
common spectral-clustering procedure to form the Theoretical Geodesic Clustering with
Tangent information (TGCT) in Algorithm 3.
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Algorithm 3 Theoretical Geodesic Clustering with Tangent information (TGCT)
Input: Number of clusters: K ≥ 2, a dataset X of N points, a neighborhood radius
r, a projection threshold η for estimating tangent subspaces, a distance threshold σd
and an angle threshold σa.
Output: Index set {Idi}Ni=1 such that Idi ∈ {1, . . . ,K} is the cluster label assigned to
xi
Steps:
• Compute the following geometric quantities around each point:
for i = 1, . . . , N do
◦ For j ∈ J(xi, r) (c.f., (3.1)), compute x(i)j = logxi(xj)
◦ Compute the sample covariance matrix Cxi of {x(i)j }j∈J(xi,r)
◦ Compute the eigenvectors of Cxi whose eigenvalues exceed η · ‖Cxi‖ (their span
is TExiS)
◦ For all j = 1, . . . , N , compute the empirical geodesic angles θij (see Section 3.3.1)
end for
• Form the following N ×N affinity matrix W:
Wij = 1distg(xi,xj)<σd1dim(TExiS)=dim(T
E
xj
S)1(θij+θji)<σa
• Apply spectral clustering to the affinity matrix W to determine the output {Idi}Ni=1
The following theorem asserts that TGCT achieves correct clustering with high
probability. Its proof is in Section 3.5. Its statement relies on the constants {Ci}6i=0
and C ′0, which are clarified in the proof and depend only on the underlying geometry
of the generative model. For simplicity, the theorem assumes that there are only two
geodesic submanifolds and that they are of the same dimension. However, it can be
extended to K geodesic submanifolds of different dimensions.
Theorem 3.3.1. Consider two smooth compact d-dimensional geodesic submanifolds,
S1 and S2, of a Riemannian manifold and let X be a dataset generated according to
uniform MGM w.r.t. S1∪S2 with noise level τ . If the positive parameters of the TGCT
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algorithm, r, σd, σa and η, satisfy the inequalities
η < C
− d+2
2
2 , σd < C4
− 1
2 , r > τ/C5, r < min(η, σd, σa)/C1 and (3.2)
σa < min(sin
−1(r
√
1− C2η
2
d+2 /(2σd))− C3η
d
d+2 − C3r, pi/6),
then with probability at least 1−C0N exp[−Nrd+2/C ′0], the TGCT algorithm can cluster
correctly a sufficiently large subset of X, whose relative fraction (over X) has expectation
at least 1− C6(r + τ)d−dim(S1∩S2).
Algorithm 4: Geodesic Clustering with Tangent information (GCT)
A practical version of the TGCT algorithm, which we refer to as Geodesic Clustering
with Tangent information (GCT), is described in Algorithm 4. This is the algorithm
implemented for the experiments in Section 3.4 and its choice of parameters is clarified in
Section 3.7.2. GCT differs from TGCT in three different ways. First, hard thresholds
in TGCT are replaced by soft ones, which are more flexible. Second, the dimension
indicator function is dropped from the affinity matrixW . Indeed, numerical experiments
indicate that the algorithm works properly without the dimension indicator function,
whenever there is only a small portion of points near the intersection. This numerical
observation makes sense since the dimension indicator is only used in theory to avoid
connecting intersection points to points not in intersection. At last, pairwise distances
are replaced by weights resulting from sparsity-cognizant optimization tasks. Sparse
coding takes advantage of the low-dimensional structure of submanifolds and produces
larger weights for points coming from the same submanifold [26].
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Algorithm 4 Geodesic Clustering with Tangent information (GCT)
Input: Number of clusters: K ≥ 2, a dataset X of N points, a neighborhood radius r,
a distance threshold σd (default: σd = 1) and an angle threshold σa (default σa = 1)
Output: Index set {Idi}Ni=1 such that Idi ∈ {1, . . . ,K} is the cluster label assigned to
xi
Steps:
for i = 1, . . . , N do
◦ For j ∈ J(xi, r), compute x(i)j = logxi(xj)
◦ Compute the weights {Sij}j∈J(xi,r) that minimize
‖x(i)i −
∑
j∈J(xi,r)
j 6=i
Sijx
(i)
j ‖22 +
∑
j∈J(xi,r)
j 6=i
e‖x
(i)
i −x(i)j ‖2/σd |Sij | (3.3)
among all {Sij}j∈J(xi,r) such that Sii = 0 and
∑
j∈J(xi,r)
j 6=i
Sij = 1
◦ Complete these weights as follows: Sij = 0 for j /∈ J(xi, r)
◦ Compute the sample covariance matrix Cxi of {x(i)j }j∈J(xi,r)
◦ Find the largest gap between eigenvalues λm and λm+1 of Cxi and compute the
top m eigenvectors of Cxi (their span is T
E
xiS)
◦ For all j = 1, . . . , N , compute the empirical geodesic angles θij (see Section 3.3.1)
end for
• Form the following N ×N affinity matrix W:
Wij = e
|Sij |+|Sji|e−(θij+θji)/σa (3.4)
• Apply spectral clustering to the affinity matrix W to determine the output {Idi}Ni=1
Algorithm 4 solves a sparse coding task in (3.3). The penalty used is non-standard
since the codes |Sij | are multiplied by e‖x
(i)
i −x(i)j ‖2/σd (where in [69], these latter terms are
all 1). These weights were chosen to increase the effect of nearby points (in addition to
their sparsity). In particular, it avoids sparse representations via far-away points that
are unrelated to the local manifold structure (see further explanation in Figure 3.4).
Similarly to [69], the clustering weights in (3.4) exponentiate the sparse-coding weights.
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Figure 3.4: Illustration of the need for weighted sparse optimization in (3.3). The non-
weighted sparse optimization may fail to detect the local structure at y in the manifold
setting. The term e‖x
(i)
i −x(i)j ‖2/σd is used to avoid assigning large weights to the far-away
blue points.
Computational Complexity of GCT and TGCT
We briefly discuss the computational complexity of GCT and TGCT, while leaving
many technical details to Appendices 3.8 and 3.9. The computational complexity of
GCT is
O(N2(CR + CL +D) + kN log(N) +ND +Nk3),
where k bounds the number of nearest neighbors in a neighborhood (typically k = 30
by the choice of parameters), CR is the cost of computing the Riemannian distances
between any two points and CL is the cost of computing the logarithm map of a given
point w.r.t. another point. Furthermore, once CL was computed, CR= O(D). The
complexity of CL depends on the Riemannian manifoldM . IfM = SD, then CL= O(D).
If M is the space of symmetric PD matrices and dim(M) = D, then CL=O(D1.5). If
M is the Grassmannian, dim(M) = D and d is chosen to be of the same order as
the dimension of the subspaces in M , then CL=d(d + D/d)2. In all applications of
Riemannian multi-manifold modeling we are aware of M is known and it is one of
these examples. For more general or unknown M , estimation of the logarithm map is
discussed in [79] (this estimation is rather slow).
It is possible to reduce the total computational cost under some assumptions. In
particular, in theory, it is possible to implement TGCT (or more precisely an approxi-
mate variant of it) for the sphere or the Grassmannian with computational complexity
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of order
O(N1+ρCR + (k + 1)N log(N) + kN(CL +D) +Nk3),
where ρ > 0 is near zero.
3.4 Numerical Experiments
To assess performance on both synthetic and real datasets, the GCT algorithm is com-
pared with the following algorithms: Sparse manifold clustering (SMC) [26, 69], which
is adapted here for clustering within a Riemannian manifold and still referred to as
SMC, spectral clustering with Riemannian metric (SCR) of [35], and embedded K-
means (EKM). The three methods and choices of parameters for all four methods are
reviewed in Appendix 3.7.2.
The ground truth labeling is given in each experiment. To measure the accuracy of
each method, the assigned labels are first permuted to have the maximal match with
the ground truth labels. The clustering rate is computed for that permuted labels as
follows:
clustering rate =
# of points whose group labels are the same as ground truth labels
# of total points
.
3.4.1 Experiments with Synthetic Datasets
Six datasets were generated. Dataset I and II are from the Grassmannian G(6, 2),
datasets III and IV are from 3 × 3 symmetric positive-definite (PD) matrices, and
datasets V and VI are from the sphere S2. Each dataset contains 260 points generated
from two “parallel” or intersecting submanifolds (130 points on each) and cropped by
white Gaussian noise. The exact constructions are described below.
Datasets I and II The first two datasets are on the Grassmannian G(6, 2). In dataset
I, 130 pairs of subspaces are drawn from the following non-intersecting submanifolds:
x1 = span{(cos(θ), 0, sin(θ), 0, 0, 0) + 1
40
1×6, (0, cos(θ), 0, sin(θ), 0, 0) +
1
40
1×6},
x2 = span{(cos(φ), 0, sin(φ), 0, 0.5, 0) + 1
40
1×6, (0, cos(φ), 0, sin(φ), 0.5, 0) +
1
40
1×6},
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where θ, φ are equidistantly drawn from [−pi/3, pi/3] and the noise vector 1×6 comprises
i.i.d. normal random variables N (0, 1).
In dataset II, 130 pairs of subspaces lie around two intersecting submanifolds as
follows:
x1 = span{(cos(θ), 0, sin(θ), 0, 0, 0) + 1
40
1×6, (0, cos(θ), 0, sin(θ), 0, 0) +
1
40
1×6},
x2 = span{(cos(φ), 0, 0, 0, sin(φ), 0) + 1
40
1×6, (0, cos(φ), 0, 0, 0, sin(φ)) +
1
40
1×6},
where θ, φ are equidistantly drawn from [−pi/3, pi/3] and the noise vector 1×6 comprises,
again, i.i.d. normal random variables N (0, 1).
Datasets III and IV The next two datasets are contained in the manifold of 3 × 3
symmetric PD matrices.
In dataset III, 130 pairs of matrices of two intersecting groups are generated from
the model
A1 =

4 4 cos(θ + pi/4) 4 sin(θ + pi/4)
4 cos(θ + pi/4) 4 0
4 sin(θ + pi/4) 0 4
+ 3×3/40,
A2 =

4 0 4 cos(θ − pi/4)
0 4 4 sin(θ − pi/4)
4 cos(θ − pi/4) 4 sin(θ + pi/4) 4
+ 3×3/40,
(3.5)
where θ is equidistantly drawn from [0, pi] and 3×3 is a symmetric matrix whose entries
are i.i.d. normal random variables with distribution N (0, 1).
In dataset IV, 130 pairs of matrices of two non-intersecting groups are generated
from the model
A1 =

10α 0 0
0 10α 0
0 0 10α
+ 3×3/40, A2 =

10β 0 0
0 10β2 0
0 0 10β3
+ 3×3/40,
where α, β are equidistantly drawn from [0.5, 1] respectively and 3×3 is a symmetric
matrix whose entries are i.i.d. normal random variables with distribution N (0, 1).
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Datasets V and VI Two datasets are constructed on the unit sphere S2 of the 3-
dimensional Euclidean space. Dataset V comprises of vectors lying around the following
two parallel arcs:
x1 = [cos(θ), sin(θ), 0] + 1×3,
x2 = [
√
0.97 cos(φ),
√
0.97 sin(φ),
√
0.03] + 1×3,
where θ, φ are equidistantly drawn from [0, pi/2]. To ensure membership in S2, vectors
generated by T1 and T2 are normalized to unit length. On the other hand, dataset VI
considers the following two intersecting arcs:
x1 = [cos(θ + pi/4), sin(θ + pi/4), 0] +
1
40
1×3,
x2 = [0, cos(φ− pi/4), sin(φ− pi/4)] + 1
40
1×3.
Numerical Results
Each one of the six datasets is generated according to the postulated models above,
and the experiment is repeated 30 times. Table 3.1 shows the average clustering rate
for each method. GCT, SMC and SCR are all based on the spectral clustering scheme.
However, when a dataset has low-dimensional structures, GCT’s unique procedure of
filtering neighboring points ensures that it yields superior performance over the other
methods. This is because both SMC and SCR are sensitive to the local scale σ, and
require each neighborhood not to contain points from different groups. This becomes
clear by the results on datasets I, IV, and V of non-intersecting submanifolds. SMC only
works well in dataset I, where most of the neighborhoods B(x0, r) contain only points
from the same cluster, while neighborhoods B(x0, r) in datasets IV and V often contain
points from different ones. Embedded K-means generally requires that the intrinsic
means of different clusters are located far from each other. Its performance is not as
good as GCT when different groups have low-dimensional structures.
3.4.2 Robustness to Noise and Running Time
Section 3.4.1 illustrated GCT’s superior performance over the competing SMC, SCR,
and EKM on a variety of manifolds. This section further investigates GCT’s robustness
to noise and computational cost pertaining to running time. In summary, GCT is shown
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Methods Set I Set II Set III Set IV Set V Set VI
GCT 1.00 0.98 0.98 0.95 0.98 0.96
SMC 0.97 0.66 0.88 0.80 0.55 0.69
SCR 0.51 0.66 0.84 0.80 0.50 0.53
EKM 0.50 0.50 0.67 0.50 0.50 0.67
Table 3.1: Average clustering rates on the six synthetic datasets of Section 3.4.1.
to be far more robust than SMC in the presence of noise, at the price of a small increase
of running time.
Robustness to Noise
The proposed tangent filtering scheme enables GCT to successfully eliminate neighbor-
ing points that originate from different groups. As such, it exhibits robustness in the
presence of noise and/or whenever different groups are close or even intersecting. On the
other hand, SMC appears to be sensitive to noise due to its sole dependence on sparse
weights. Figures 3.5 and 3.6 demonstrate the performance of GCT, SMC, SCR, and
EKM on the Grassmannian and the sphere for various noise levels (standard deviations
of Gaussian noise).
The datasets in Figure 3.5 are generated on the Grassmannian according to the
model of dataset II in Section 3.4.1 but with different noise levels (in Section 3.4.1
the noise level was 0.025). Both SMC and SCR appear to be volatile over different
datasets, with their best performance never exceeding 0.75 clustering rate. It is worth
noticing that EKM shows poor clustering accuracy. On the contrary, GCT exhibits
remarkable robustness to noise, achieving clustering rates above 0.9 even when the
standard deviation of the noise approaches 0.1.
GCT’s robustness to noise is also demonstrated in Figure 3.6, where datasets are
generated on the unit sphere according to the model of the dataset VI, but with different
noise levels. SMC appears to be volatile also in this setting; it collapses when the
standard deviation of noise exceeds 0.05, since its affinity matrix precludes spectral
clustering from identifying eigenvalues with sufficient accuracy (see further explanation
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Figure 3.5: Performance of clustering methods on the Grassmannian for various noise
levels. Datasets are generated according to the model of dataset II, but with an increas-
ing standard deviation of the noise.
on the collapse of SMC at the end of Section 3.7.2).
Running time
This section demonstrates that GCT outperforms SMC at the price of a small increase
in computational complexity. Similarly to any other manifold clustering algorithm,
computations have to be performed per local neighborhood, where local linear structures
are leveraged to increase clustering accuracy. The overall complexity scales quadratically
w.r.t. the number of data-points due to the last step of Algorithm 4, which amounts
to spectral clustering of the N × N affinity matrix W. Both the optimization task of
(3.3) and the computation of a few principal eigenvectors of the covariance matrix Cxi in
Algorithm 4 do not contribute much to the complexity since operations are performed on
a small number of points in the neighborhood J(xi, r). The computational complexity
of GCT is detailed in Appendix 3.9. It is also noteworthy that GCT can be fully
parallelized since computations per neighborhood are independent. Nevertheless, such
a route is not followed in this section.
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Figure 3.6: Performance of clustering methods on the sphere for various noise levels.
Datasets are generated according to the model of dataset VI, but with an increasing
standard deviation of the noise.
Running-time ratio G(6, 2) PD3×3 S2
GCT/SMC 1.06 1.05 1.11
Table 3.2: Ratio of running times of GCT and SMC for instances of the synthetic
datasets I, IV and VI
Compared with SMC, GCT has one additional component: identifying tangent
spaces through local covariance matrices—a task that entails local calculation of a few
principal eigenvectors. Nevertheless, it is shown in Appendix 3.9.1 that for k neighbors
it can be calculated with O(D + k3) operations.
The ratios of running times between GCT and SMC for all three types of manifolds
are illustrated in Table 3.2. It can be readily verified that the extra step of identifying
tangent spaces in GCT increases running time by less than 11% of the one for SMC.
Ratios of running times were also investigated for increasing ambient dimensions of
the sphere. More precisely, dataset VI of Section 3.4.1, which lies in S2, was embedded
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via a random orthonormal matrix into the unit sphere SD, where D ranged from 100 to
3, 000. Figure 3.7 shows the ratios of the running time of GCT over that of SMC as a
function of D. We observe that the extra cost of computing the eigendecomposition in
GCT is mostly less than 20% of SMC, and never exceeds 30%, even when the ambient
dimension is as large as 3, 000.
Figure 3.7: Relative running times of GCT w.r.t. SMC as the ambient dimension in-
creases. With dimensions D ranging from 100 to 3, 000, dataset VI of Section 3.4.1 was
embedded via a random orthonormal matrix into the unit sphere SD. Dataset VI of
Section 3.4.1 matrix with two random
3.4.3 Synthetic Brain Fibers Segmentation
[69] cast the problem of segmenting diffusion magnetic resonance imaging (DMRI) data
of different fiber tracts as a clustering problem on SD. The crux of the methodol-
ogy lies on the transformation of diffusion images, associated with different views of
the same object, into orientation distribution functions (ODFs), which are nothing
but probability density functions on S2. The discretized ODF (dODF) is a probabil-
ity mass function (pmf) f : (S2)D+1 → RD+1+ : (s1, . . . , sD+1) 7→ f(s1, . . . , sD+1) :=
[f1(s1), . . . , fD+1(sD+1)]
T , with
∑D+1
i=1 fi(si) = 1, that describes the water diffusion
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pattern at a corresponding location of the object’s image according to the viewing di-
rections {si}D+1i=1 . Given {si}D+1i=1 and a fixed location, the square-root (SR)dODF is the
vector
√
f(s1, . . . , sD+1) := [
√
f1(s1), . . . ,
√
fD+1(sD+1)]
T , which lies on the sphere SD
since f is a pmf. In this way, pixels of diffusion images of the same object at a given
location are mapped into an element of SD. [69] assume that each fiber tract is mapped
into a submanifold of SD and thus try to identify different fiber tracts by multi-manifold
modeling on SD.
As suggested in [69], to differentiate pixels with similar diffusion patterns but located
far from each other in an image, one has to incorporate pixel spatial information in the
segmentation algorithm. Therefore, for GCT, SMC and SCR, the similarity entry Wij
of two pixels xi,xj ∈ R2 is modified as
Wnewij = Wij · e−‖xi−xj‖
2
2/σ,
where W is the similarity matrix before modification (e.g., for GCT, it is described in
Algorithm 2), σ = 0.1 and ‖xi−xj‖2 is the Euclidean distance between two pixels. For
EKM, where no spectral clustering is employed, the dODF is simply augmented with
the spatial coordinates of xi and xj .
(a) Randomly sampled 6 points from the colored
regions of the [0, 1]× [0, 1] domain.
(b) A configuration of two intersecting fibers
generated according to points in Figure 3.8a
Figure 3.8: Demonstration of fiber generation. Two fibers are generated in Figure 3.8b
by fitting two cubic splines to {ui}3i=1 and {vi}3i=1 in Figure 3.8a, respectively.
Following [69], we consider here the problem of segmenting or clustering two 2D
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Methods SNR=40 SNR=30 SNR=20 SNR=10
GCT 0.80 ± 0.12 0.82 ± 0.12 0.78 ± 0.14 0.80 ± 0.13
SMC 0.73 ± 0.14 0.73 ± 0.13 0.70 ± 0.13 0.67 ± 0.13
SCR 0.66 ± 0.11 0.66 ± 0.11 0.68 ± 0.11 0.66 ± 0.11
EKM 0.59 ± 0.08 0.58 ± 0.08 0.61 ± 0.08 0.59 ± 0.08
Table 3.3: Mean ± standard deviation of accuracy rates for 100 experiments on clus-
tering synthetic brain fibers.
synthetic fiber tracts in the [0, 1] × [0, 1] domain. To generate the fibers, six points
u1,u2,u3,v1,v2,v3 are randomly chosen in the regions of Figure 3.8a. Two cubic splines
passing through {u1,u2,u3} and {v1,v2,v3}, respectively, are set to be the center of
the fibers (cf., thin curves (red) in Figure 3.8b). Fibers are defined as the curved bands
around the splines with bandwidth 0.12 (cf., thick region (blue) in Figure 3.8b).
Given a pair of such fibers, the next step is to map each pixel (e.g., both red and blue
ones in Figure 3.8b) to a point (SRdODF) in SD. To this end, the software code provided
by [80] is used to generate SRdODFs on S100, where diffusion images {Sn}Gn=1 at G = 70
gradient directions, with baseline image S0 = 100 and b = 4, 000s/mm
2, are considered.
The dimensionality of the generated SRdODFs corresponds to 100 directions. Moreover,
Gaussian noise N (0, σ2) was added in the ODF-generation mechanism, resulting in a
signal-to-noise ratio SNR = S0/σ (more details on the construction can be found in
[69]). Typical noise levels for real-data brain images are considered: SNR = 10, 20, 30,
and 40 (i.e., σ = 10, 5, 10/3, 2.5).
Once SRdODFs are formed, clustering is carried out on the Riemannian manifold SD.
This in turn provides a segmentation of pixels according to different fiber tracts. A total
number of 100 pairs of synthetic brain fibers are randomly generated, and clustering
is performed for each pair. Table 3.3 reports the mean ± standard deviation of the
clustering accuracy rates. Results clearly suggest that GCT outperforms the other three
clustering methods. For the case of SNR = 10, Figure 3.9 plots sample distributions of
accuracy rates and shows that GCT demonstrates the highest probability of achieving
almost accurate clustering among competing schemes. In Figure 3.9, each bar shows the
number of experiments whose rates fall within one of the ten intervals of length 0.05 in
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the partition (in each interval, four bars from left to right correspond to four algorithms
GCT, SMC, SCR and EKM respectively). For example, since the tallest bar within the
[0.95, 1] range is the first bar (corresponds to GCT), GCT is the most likely method
to achieve almost accurate clustering. On the contrary, the fourth bar (brown) is the
tallest one between the range of 0.5 and 0.55, meaning that a clustering rate within
[0.5, 0.55] is the most likely one to be achieved for EKM over 100 experiments.
Figure 3.9: Histogram of clustering rates for the noise level SNR = 10 over a total
number of 100 experiments.
3.4.4 Experiments with Real Data
In this section, GCT performance is assessed on real datasets. Scenarios where data
within each cluster have submanifold structures are demonstrated.
Stylized Application: Texture Clustering
We cluster local covariance matrices obtained from various transformations of images
of the Brodatz database [81] where the goal is to be able to distinguish between the
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different images independently of the transformation.
The Brodatz database contains 112 images of 640×640 pixels with different textures
(e.g., brick wall, beach sand, grass) captured under uniform lighting and in frontview
position. We apply three simple deformations to these images, which mimic real settings:
different lighting conditions, stretching (obtained by shearing) and different viewpoints
(obtained by affine transformation). Figure 3.10 shows sample images in the Brodatz
database and their deformations. The first row shows the 6 original images; in the
second row, each image contains a unique texture but different regions of it have different
lighting; the third row shows the horizontal-shifted (distorted) images of an image; the
fourth row shows affine-transformed (change of viewpoints) images of an image.
Figure 3.10: Sample images in the Brodatz database and their deformations.
[32] show that region covariances generated by Gabor filters effectively represent
texture patterns in a region (patch). Given a patch of size 60 × 60, a Gabor filter of
size 11×11 with 8 parameters is used to extract 2,500 feature vectors of length 8. This
set of feature vectors is then used to compute an 8×8 covariance matrix for the specific
patch.
Three clustering tests, one for each type of deformation, are carried out. In each
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test, 300 transformed patches are generated equally from 3 different textures and the
region covariance is computed for each patch. Then clustering algorithms are applied
on the dataset of 300 region covariances belonging to 3 texture patterns. The way to
generate transformed patches is described below.
I. Lighting transformation: A single lighting transformation (demonstrated in Fig-
ure 3.10) is applied to three randomly drawn images from the Brodatz database and
100 patches of size 60×60 are randomly picked from each of the 3 transformed images.
II. Horizontal shearing: Three randomly drawn images are horizontally sheared by
100 different angles to get 3 sequences of 100 shifted images. From each shifted image,
a patch of size 60×60 is randomly picked.
III. Affine transformation: Three randomly drawn images are affine transformed
to create 3 sequences of 100 affine-transformed images. From each transformed image,
a patch of size 60×60 is randomly picked.
Figure 3.11 plots the projection of the embedded datasets generated by the above
procedure onto their top three principal components (the embedding to Euclidean spaces
is done by direct vectorization of the covariance matrices). For 3 sample images, a
dataset of 300 covariance matrices is computed for each transformation type. The 8× 8
covariance matrices are identified as vectors in R64. The figure demonstrates the under-
lying structure of 3 manifolds for the data generated with each kind of transformation.
The submanifold structure in each cluster can be easily observed.
The procedure of generating the data is repeated 30 times for each type of trans-
formation. GCT as well as the other three clustering methods are applied to these
datasets, and the average clustering rates are reported in Table 3.4. GCT exhibits the
best performance for all datasets and for all types of transforms.
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(a) Lighting transformation (b) Horizontal shearing (c) Affine transformation
Figure 3.11: Projection of the covariance matrices of local patches of the transformed 3
images onto their top 3 principal directions.
Methods GCT SMC SCR EKM
Lighting transformation 0.73 0.53 0.68 0.67
Horizontal shifting 0.95 0.61 0.85 0.76
Affine tranformation 0.83 0.53 0.82 0.76
Table 3.4: Average clustering rates for each method over 30 datasets.
Clustering Dynamic Patterns.
Spatio-temporal data such as dynamic textures and videos of human actions can often be
approximated by linear dynamical models [82, 31]. In particular, by leveraging the auto-
regressive and moving average (ARMA) model, we experiment here with two spatio-
temporal databases: Dyntex++ and Ballet. Following [31], we employ the ARMA model
to associate local spatio-temporal patches with linear subspaces of the same dimension.
We then apply manifold clustering on the Grassmannian in order to distinguish between
different textures and actions in the Dyntex++ and Ballet database respectively.
ARMA Model. The premise of ARMA modeling is based on the assumption that the
spatio-temporal dataset under study is governed by a small number of latent variables
whose temporal variations obey a linear rule. More specifically, if f(t) ∈ Rp is the
observation vector at time t (in our case, it is the vectorized image frame of a video
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sequence), then
f(t) = Cz(t) + 1(t) 1(t) ∼ N(0,Σ1)
z(t+ 1) = Az(t) + 2(t) 2(t) ∼ N(0,Σ2)
(3.6)
where z(t) ∈ R`, ` ≤ p, is the vector of latent variables, C ∈ Rp×` is the observation ma-
trix, A ∈ R`×` is the transition matrix, and 1(t) ∈ Rp and 2(t) ∈ R` are i.i.d. sampled
vector-values r.vs. obeying the Gaussian distributions N (0,Σ1) and N (0,Σ2), respec-
tively.
We next explain the idea of [31] to associate subspaces with spatio-temporal data.
Given data {f(t)}τ2t=τ1 , the ARMA parameters A and C can be estimated according to
the procedure in [31]. Moreover, by arbitrarily choosing z(0), it can be verified that for
any m ∈ N,
E

f(τ1)
f(τ1 + 1)
...
f(τ1 +m− 1)
 =

C
CA
...
CAm−1
 z(τ1).
We then set V := [CT , (CA)T , ..., (CAm−1)T ]T ∈ Rmp×`, which is known as the mth or-
der observability matrix. If the observability matrix is of full column rank, which was the
case in all of the conducted experiments, the column space of V is a `-dimensional linear
subspace of Rpm. In other words, the ARMA model estimated from data {f(t)}τ2t=τ1 ,
τ1 ≤ τ2, gives rise to a point on the Grassmannian G(mp, `). For a fixed dataset
{f(t)}τt=1, different choices of (τ1, τ2), s.t. τ1, τ2 ≤ τ , and several local regions within
the image give rise to different estimates of A and C and thus to different points in
G(mp, `).
Dynamic textures. The Dyntex++ database [83] contains 3600 dynamic textures
videos of size 50× 50× 50, which are divided into 36 categories. It is a hard-to-cluster
database due to its low resolution. Three videos were randomly chosen, each one from
a distinct category from the available 36 ones.
Per video sequence, 50 patches of size 40×40×20 are randomly chosen. Each frame
of the patch is vectorized resulting into patches of size 1600× 20. To reduce the size to
30×20, a (Gaussian) random (linear) projection operator is applied to each patch. As a
result, each patch is reduced to the set {f(t)}τ1+20t=τ1 ⊂ R30. We fix ` = 3 and m = 3 and
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use each such set {f(t)}τ1+20t=τ1 to estimate the underlying ARMA model. Consequently,
150 points on G(90, 3) are generated, 50 per video category.
We expect that points in G(90, 3) of the same cluster lie near a submanifold of
G(90, 3). This is due to the repeated pattern of textures in space and time (they
often look like a shifted version of each other in space and time). To visualize the
submanifold structure, we isometrically embedded G(90, 3) into a Euclidean space [84],
so that subspaces are mapped to Euclidean points. We then projected the latter points
on their top 3 principal components. Figure 3.13a demonstrates this projection as well
as the submanifold structure within each cluster.
Ballet database. The Ballet database [85] contains 44 videos of 8 actions from a
ballet instruction DVD. The frames of all videos are of size 301× 301 and their lengths
vary and are larger than 100. Different performers have different attire and speed.
Three videos, each one associated with a different action, were randomly chosen.
Figure 3.12: Two samples of Ballet video sequences: the first and second rows are from
videos demonstrating actions of hopping and leg-swinging, respectively.
Spatio-temporal patches are generated by selecting 10 consecutive frames of size
301×301 from each one of the following overlapping time intervals: {1, . . . , 10}, {4, . . . , 13},
{7, . . . , 16}, . . . , {91, . . . , 100}. In this way, for each of the three videos, 31 spatio-
temporal patches of size 301× 301× 10 are generated. As in the case of the Dyntex++
database, video patches are vectorized and downsized to spatio-temporal patches of size
30×10. Following the previous ARMA modeling approach, we set ` = 3 and m = 3 and
associate each such patch with a subspace in G(90, 3). Consequently, 93 subspaces (31
per cluster) in the Grassmannian G(90, 3) are generated. Figure 3.13b visualizes the 3D
representation of the subspaces created from three random videos. Their intersection
represents still motion.
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Methods GCT SMC SCR EKM
Dyntex++ 0.85 0.69 0.77 0.42
Ballet 0.81 0.76 0.68 0.47
Table 3.5: Average clustering accuracy rates for the Dyntex++ and Ballet datasets.
The procedure described above (for generating data by randomly choosing 3 videos
from the Dyntex++ and Ballet databases and applying clustering methods on G(90, 3))
is repeated 30 times. The average clustering accuracy rates are reported in Table 3.5.
GCT achieves the highest rates on both datasets.
(a) Dyntex++ (b) Ballet
Figure 3.13: Projection onto top 3 principal components of the two embedded datasets
(the embedding into Euclidean spaces is according to [84]). A submanifold structure for
each cluster is clearly depicted.
3.5 Proof of Theorem 3.3.1
The idea of the proof is as follows. After excluding points sampled near the possibly
nonempty intersection of submanifolds, we form a graph whose vertices are the points
of the remaining set and whose edges are determined by W. The proof then establishes
that the resulting graph has two connected components, which correspond to the two
different submanifolds S1 and S2. Spectral clustering can exactly cluster such a graph
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with appropriate choice of its tuning parameter σ, which can be specified by self-tuning
mechanism [86]. This claim follows from [87] and its unpublished supplemental material.
The basic strategy of the proof and its organization are described as follows. Sec-
tion 3.5.1 presents additional notation used in the proof. Section 3.5.2 reminds the
reader the underlying model of the proof (with additional details). Section 3.5.3 elimi-
nates undesirable events of negligible probability (it clarifies 1− C0N exp[−Nrd+2/C ′0]
in the statement of the theorem).
The rest of the proof (described in Sections 3.5.4-3.5.8) is briefly sketched as follows.
For simplicity, we first assume no noise, i.e., τ = 0. We define a “sufficiently large”
set X∗ (and its subsets X∗1 and X∗2 ) by the following formula (which uses the notation
X1 = S1 ∩X and X2 = S2 ∩X):
X∗1 = {x ∈ X1|B(x, r)∩X2 = ∅}, X∗2 = {x ∈ X2|B(x, r)∩X1 = ∅} and X∗ = X∗1 ∪X∗2 .
(3.7)
In the first part of the proof (see Section 3.5.4), we show that the graphs of X∗1 and
X∗2 (with weights W) are respectively connected. If we can show that the graphs of
X∗1 and X∗2 are disconnected from each other, then the proof can be concluded. To this
end, the subsequent auxiliary sets Xˆ1 and Xˆ2 will be instrumental in the proof. We fix
a constant δ (to be specified later in (3.34)), which depends on r, η and the angles of
intersection of S1 and S2, and define
Xˆ1 = {x ∈ X1|distg(x, S2) ≥ δ}, Xˆ2 = {x ∈ X2| distg(x, S1) ≥ δ} and Xˆ = Xˆ1 ∪ Xˆ2.
(3.8)
We will verify that X∗1 ⊂ Xˆ1 and X∗2 ⊂ Xˆ2. In fact, it will be a consequence of the
second part of the proof. This part shows that the graph of Xˆc is disconnected from
the graph of X∗1 as well as graph of X∗2 . Therefore, X∗1 and X∗2 cannot be connected
via points in Xˆc. At last, we show that they also cannot be connected within Xˆ. That
is, we show in the third part of the proof (Section 3.5.6) that the graphs of Xˆ1 and
Xˆ2 are disconnected from each other. These three parts imply that the graphs of X
∗
1
and X∗2 form two connected components within X∗. By definition, X∗1 and X∗2 are
identified with S1 and S2 respectively. To conclude the proof (for the noiseless case), we
estimate the measure of the set X∗c, which was excluded. More precisely, we consider
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the measure of the set XS1∩S2 ⊃ X∗c, which we define as follows
XS1∩S2 = {x ∈ X1|distg(x, S2) < r} ∪ {x ∈ X2| distg(x, S1) < r}. (3.9)
This measure estimate and the conclusion of the proof (to the noiseless case) are es-
tablished in Section 3.5.7. Section 3.5.8 discusses the generalization of the proof to the
noisy case.
Various ideas of the proof follow [24], which considered multi-manifold modeling in
Euclidean spaces. Some of the arguments in the proof of [24] even apply to general
metric spaces, in particular, to Riemannian manifolds. We thus tried to maintain the
notation of [24].
However, the algorithm construction and the main theoretical analysis of [24] are
valid only when the dataset X lies in a Euclidean space and it is nontrivial to extend
them to a Riemannian manifold. Indeed, the basic idea of [24] is to compare local covari-
ance matrices and use this comparison to infer the relation between the corresponding
data points, over which those matrices were generated. However, comparing local co-
variance matrices in the case where the ambient space is a Riemannian manifold is not
straightforward as in Euclidean spaces. This is due to the fact that local covariance
matrices are computed at different tangent spaces with different coordinate systems.
Instead we show that it is sufficient to compare the “local directional information” (i.e.,
empirical geodesic angles) and “local dimension”. Both of these quantities are derived
from the local covariance matrices but are independent of the change of coordinates.
Furthermore, the Riemannian setting requires local application of the nonlinear log-
arithm map, which distorts the uniform assumption within the manifold. Therefore,
special care must be taken in using the logarithm map.
3.5.1 Notation
We provide additional notation to the one in Section 3.2.2. Readers are referred to [77]
for a complete introduction to Riemannian geometry.
Let B(x, r) and Bx(0, r) denote the r-neighborhoods of x and 0 in M and TxM
respectively. They are related by the exponential map, Φx, as follows: B(x, r) =
Φx(Bx(0, r)). We refer to the coordinates obtained in the tangent space by the ex-
ponential map Φ as normal coordinates. Using normal coordinates, Bx(0, r) ⊂ TxM
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is endowed with the Riemannian metric distg and measure µg. On the other hand,
the tangent space TxM can also be identified with RD by choosing an orthonormal
basis. This provides Euclidean metric distE and measure µE on TxM , in particular, on
Bx(0, r). There is a simple relation between µE and µg [77]:
µg(dy) = µE(dy) +O(r2)dy for y ∈ Bx(0, r). (3.10)
Figure 3.14 highlights the difference between distE and distg. It shows the tangent
space TnS2 of the north pole, n, of S2 and the straight line (blue) connecting Φ−1n (x)
and Φ−1n (y) in Tn; it is the shortest path w.r.t. distE . On the other hand, the shortest
path w.r.t. distg is clearly the equator (the geodesic connecting x and y), which is the
arc (black) on TnS2; it is different than the straight line. In fact, only lines in TnS2
connecting the origin and other points on TnS2 correspond to geodesics on S2 for a
general metric. As a consequence, the measures µg and µE induced by distg and distE
are also different.
Figure 3.14: Difference between the metrics distg and distE on TnS2. The arc in TnS2
is a geodesic under the metric g. The line segment in TnS2 is a geodesic under the
Euclidean metric distE .
Given a submanifold S ⊂M (or a τ -tubular neighborhood Sτ of S), the metric tensor
on S (or Sτ ) inherited from g induces a measure µgS on S (or S
τ ), which is called the
uniform measure on S (or Sτ ). For simplicity we assume throughout most of the proof
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that τ = 0 and thus mainly discuss the measure µgS on S. In Section 3.5.8 we generalize
the proof to the noisy case and thus discuss µgS on S
τ . The push-forward measure of µgS
by Φ−1x is a measure on TxM , which is again denoted by µgS . By definition, the support
of the push-forward measure µgS is Φ
−1
x (S), which is a submanifold of TxM ≡ RD. The
Euclidean metric distE similarly induces another measure µES , which is supported on
Φ−1x (S).
For a measure µ on TxM and a subset H ⊂ TxM of positive such measure, the
expected covariance matrix EµCH is defined by
EµCH =
1
µ(H)
∫
y∈H
yyTµ(dy)− 1
(µ(H))2
∫
y∈H
yµ(dy) ·
∫
y∈H
yTµ(dy). (3.11)
For the two compact submanifolds of the model, S1 and S2, we denote S = S1 ∪S2 and
define the following two measures w.r.t. S: µgS = µgS1 + µgS2 and µES = µES1 + µES2 .
The covariance matrices w.r.t. µgS and µES are denoted by EµgSCH and EµESCH ,
respectively. For simplicity, when H = Bx(0, r) ⊂ TxM , we denote them by EµgSCx
and EµESCx. For H = Φ−1z (B(x, r)) ⊂ TzM , we denote them by EµgSCzx and EµESCzx.
If a dataset X ∈ M is given, let Cx0 denote the sample covariance of the data
Φ−1x0 (B(x0, r)∩X) on Tx0M and Czx0 denote the sample covariance of Φ−1z (B(x0, r)∩X)
on TzM . Let θmin(TzS1, TzS2) denote the minimal nonzero principal angle between the
subspaces TzS1, TzS2 ⊂ TzM3 and let
θ0(S1, S2) = inf
z∈S1∩S2
θmin(TzS1, TzS2). (3.12)
For x ∈ S1 ∩ S2, let θmax(TxS1, TxS2) denote the largest principal angle between TxS1
and TxS2 and let
θmax(S1, S2) = min
x∈S1∩S2
θmax(TxS1, TxS2). (3.13)
Recall that the notation
Q1(r) = Q2(r) +O(rn)
means that there is a constant C independent of r such that
|Q1(r)−Q2(r)| ≤ Crn. (3.14)
3 We only use θmin(TzS1, TzS2) when there is a nonzero principal angle. It is thus well-defined.
67
If Q1(r) and Q2(r) are matrices, then (3.14) applies to their entries. If xi, xj ∈ M ,
we denote by l′(xi, xj) the tangent vector of l(xi, xj) at xi (it was denoted by vij in
Section 3.2.2). We denote the empirical geodesic angle between x and y by θx,y (where
for data points xi, xj , θxi,xj = θij). Lastly, for a matrix C, λk(C) stands for the kth
largest eigenvalue of C.
3.5.2 A Generative Multi-Geodesic Model
We review in more details the generative model for two geodesic submanifolds (see
Section 3.2.1). We first state the definition of geodesic submanifolds.
Definition 3.5.1. For a Riemannian manifold M , a submanifold S is called a geodesic
submanifold if ∀x, y ∈ S, the shortest geodesic connecting x and y in M is also contained
in S.
Let S1, S2 be two compact geodesic submanifolds of dimension d in a Riemannian
manifold (M, g) and recall that S = S1 ∪ S2. Let Sτ1 , Sτ2 and Sτ denote τ -tubular
neighborhoods of S1, S2 and S respectively. For example, S
τ
1 = {x ∈M : distg(x, S1) ≤
τ}, where distg(x, S1) := miny∈S1 distg(x, y). The dataset X of size N is i.i.d. sampled
from the normalized version of µgS (by µgS(S
τ )) on Sτ . We recall the notation: X1 =
S1∩X and X2 = S2∩X. Fixing a point xi, then x(i)j is i.i.d. sampled from the normalized
push-forward µgS on TxiM .
3.5.3 Local Concentration with High Probability
We verify here the concentration of the local covariance matrices and the existence
of sufficiently large samples in local neighborhoods from the same submanifold. We
follow [24]4 and define on the probability space SN (i.e., (S1 ∪ S2)× · · · × (S1 ∪ S2)),
the following events Ω1 and Ω2:
Ω1 =
2⋂
k=1
{X = (x1, . . . , xN ) ∈ SN : #{i : xi ∈ Sk ∩B(y, r/CΩ)} > nrd/C7, ∀y ∈ Sk},
(3.15)
Ω2 = {X = (x1, . . . , xN ) ∈ SN : ‖Cxi − EµgSCxi‖ ≤ r3, i = 1, . . . , N}, (3.16)
4 For simplicity, we set the parameter t of [24] to be equal to r
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where CΩ and C7 are specified in [24] (CΩ depends on d and θ0 (defined in (3.12)) and
C7 depends on the covering number of S) and Cxi is the sample covariance of images
{x(i)j }j∈J(xi,r) on TxiM . We note that Ω1 is the set of datasets of N samples, where each
dataset satisfies the following condition: for any point in Si (i = 1, 2 is fixed), there are
enough samples that also belong to Si (their fraction is proportional to r
d). The set
Ω2 is the set of datasets of N samples with sufficient concentration of local covariance
matrices. The following theorem of [24, page 35] ensures that the event Ω = Ω1 ∩Ω2 is
large. It uses the constant C0 = 4d+ 2C7 and an absolute constant C
′
0.
Theorem 3.5.2. Let Ω = Ω1 ∩ Ω2. Then,
P(Ωc) ≤ C0 ·Ne−Nrd+2/C′0 .
In view of this theorem, we assume in the rest of the proof that
X ∈ Ω. (3.17)
3.5.4 Ensuring Connectedness of X∗1 and X
∗
2
The following proposition establishes WLOG the connectedness of the graph of the set
X∗1 (defined in (3.7)). It uses a constant C1, which is clarified in the proof and depends
on geometric properties of S1 and S2 and their angle of intersection.
Proposition 3.5.3. There exists a constant C1 > 1 such that if
r <
min (η, σa, σd)
C1
, (3.18)
then the graph with nodes at X∗1 and edges given by W is connected.
Proof of Proposition 3.5.3
Three different constants C8, C9 and C10 appear in the proof. As clarified below,
they depend on geometric properties of S1 and S2 and their angle of intersection. The
constant C1 is then determined by these constants as follows: C1 = max({Ci}10i=8).
The proof is divided into three parts. The first one shows that 1dim(TExiS)=dim(T
E
xj
S) =
1 for all xi, xj in X
∗
1 if r < η/C8. The second one shows that 1(θij+θji)<σa = 1 for all
xi, xj in X
∗
1 if σa ≥ C9r. The last one uses an argument of [24, page 38]. It claims that
the graph with nodes at X∗1 and weights given by the indicator function 1distg(xi,xj)<σd
is connected if r ≤ σd/C10.
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Part I: We prove the following lemma, which clearly implies that 1dim(TExiS)=dim(T
E
xj
S) =
1 for xi, xj ∈ X∗1 .
Lemma 3.5.4. There exists a constant C8 > 1 such that if x0 ∈ X∗1 , r < η/C8 and
0 < η < 1, then
dim(TEx0S) = dim(Tx0S). (3.19)
Proof. Recall that Cx0 denotes the sample covariance of the transformed data Φ
−1
x (X)∩
Bx0(0, r). We denote H = Bx0(0, r) ∩ Tx0S and note that
EµgSCx0 =
1
µgS(H)
∫
H
yyTµS(dy)− 1
(µgS(H))2
∫
H
yµgS(dy) ·
∫
H
yTµS(dy)
=
1
µES(H)
∫
H
yyTµIS(dy)− 1
(µES(H))2
∫
H
yµES(dy) ·
∫
H
yTµIS(dy) +O(r4)
= EµESCx0 +O(r4).
(3.20)
The first and third equalities of (3.20) follow from the definition of the expected covari-
ance. The second equality of (3.20) follows from (3.10) and the fact that ‖y‖ ≤ r. A
slight generalization of Lemma 11 of [24] implies that
EµESCx0 =
r2
d+ 2
PTx0S , (3.21)
where PTx0S is the orthogonal projector onto Tx0S in Tx0M . Equation (3.20) and (3.21)
imply that
‖EµgSCx0 −
r2
d+ 2
PTx0S‖ < CSr4, (3.22)
where CS > 0 is a constant depending on the Riemannian metric g (arising due
to (3.10)). Using this constant CS , we define
C8 = 2(d+ 2)(CS + 1). (3.23)
We note that C8 > 1. Combining this observation with the following two assumptions:
r < η/C8 and 0 < η < 1, we conclude that r < 1.
Combining the triangle inequality, (3.17), (3.22) and the fact that r < 1, we conclude
that
‖Cx0−
r2
d+ 2
PTx0S‖ ≤ ‖Cx0−EµgSCx0‖+‖EµgSCx0−
r2
d+ 2
PTx0S‖ < (CS+1)r3. (3.24)
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The application of both Weyl’s inequality [88] and (3.24) results in the following lower
bound of λ1(Cx0) and upper bound of λd+1(Cx0):
λd+1(Cx0) < (CS + 1)r
3 and λ1(Cx0) >
r2
d+ 2
− (CS + 1)r3. (3.25)
It follows from (3.23), (3.25) and elementary algebraic manipulations that
λd+1(Cx0)
λ1(Cx0)
<
(CS + 1)r
3
r2
d+2 − (CS + 1)r3
=
CS + 1
1/(r(d+ 2))− (CS + 1) (3.26)
<
CS + 1
C8/(dη + 2η)− (CS + 1) =
η
2− η < η.
Equation (3.19) thus follows from (3.26) and the thresholding of eigenvalues by η‖Cx0‖
in Algorithm 1.
Part II: Next, we prove that 1(θij+θji)<σa = 1 if σa ≥ C9r.
Lemma 3.5.5. There exists a constant C9 > 1 such that if x, y ∈ X∗1 and
σa ≥ C9r, (3.27)
then 1(θx,y+θy,x)<σa = 1.
Proof. We define
C9 =
√
2(CS + 1)(d+ 2)pi, (3.28)
where CS is the constant introduced in (3.22). We show that for x, y ∈ X∗1 :
θx,y <
C9
2
r, (3.29)
which immediately implies the lemma.
In order to prove (3.29), we first apply the Davis-Kahan Theorem [89] and (3.19)
and then apply (3.24) to obtain the following bound on the distance between the sub-
spaces TEx S and TxS (which are spanned by the top d eigenvectors of Cx and
r2
d+2PTxS ,
respectively; this observation uses (3.19)):
‖PTEx S −PTxS‖ <
√
2‖Cx − r2d+2PTxS‖
r2
d+2
<
√
2(CS + 1)(d+ 2)r. (3.30)
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We remark that in applying the Davis-Kahan Theorem we made use of the follow-
ing basic calculation of ∆, the dth spectral gap of r
2
d+2PTxS : ∆ = λd(
r2
d+2PTxS) −
λd+1(
r2
d+2PTxS) =
r2
d+2 .
Next, we recall that θmax(T
E
x S, TxS) denotes the largest principal angle between
TEx S and TxS. We note that Lemma 15 of [24] (whose application requires (3.19)),
(3.30), (3.28) and Jordan’s inequality (lower bounding the sin function by 2/pi) imply
that
θmax(T
E
x S, TxS) = sin
−1(‖PTEx S −PTxS‖) < sin−1(
√
2(CS + 1)(d+ 2)r) <
C9
2
r. (3.31)
Since θx,y is the angle between l
′(x, y) ∈ TxS and TEx S, (3.29) follows from (3.31).
We can then conclude that if σa ≥ C9r, then 1(θij+θji)<σa = 1 for all xi, xj in X∗1 .
Part III: By the construction of the affinity matrix W and Lemmata 3.5.4 and 3.5.5,
the connectivity between points xi, xj ∈ X∗1 is solely determined by the indicator func-
tion 1distg(xi,xj)<σd . It is obvious that if σd > 4r then the graph with nodes in X1 and
weights 1distg(xi,xj)<σd is connected (this can be done by finite covering of S1 with balls
of radius r). It follows from [24, pages 38-39] that the graph with nodes in X∗1 is also
connected if
r ≤ σd/C10. (3.32)
There is one component in the argument of [24, page 38] that requires careful adap-
tation to the Riemannian case. It is related to the determination of the constant C10.
This constant is set to be (3C ′ + 9)−1 (see [24, page 39]). In the Euclidean case, C ′
is guaranteed by Lemma 18 of [24]. The adaptation of this Lemma to the Riemannian
case can be stated in the following lemma (it uses θ0, which was defined in (3.12)).
Lemma 3.5.6. Let (M, g) be a Riemannian manifold and S1, S2 be two compact
geodesic submanifolds of dimension d such that θ0(S1, S2) > 0. Then there is a constant
C ′ such that
distg(x, S1 ∩ S2) ≤ C ′max{distg(x, S1), distg(x, S2)} ∀x ∈ S1 ∪ S2.
We prove Lemma 3.5.6 in Appendix 3.10.1. The proof implies that C ′ is determined
by the geometric properties of S1 and S2 and the angle θ0(S1, S2).
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3.5.5 Disconnectedness Between Xˆc and X∗1 (or X
∗
2)
We show here that the points in Xˆc (where Xˆ is defined in (3.8)) are not connected to the
points of X∗. In Section 3.5.4, we showed that the estimated dimensions of local neigh-
borhoods of points in X∗ equal d. In this section, we show that the estimated dimensions
of local neighborhoods of points in Xˆc are larger than d. Since 1dim(TExiS)=dim(T
E
xj
S) is a
multiplicative term of W, we conclude that Xˆc is disconnected from X∗. The following
main proposition of this section implies that WLOG the estimated tangent dimension
at Xˆc ∩X1 is at least d+ 1 (it uses the angle θmax(S1, S2) defined in (3.13)).
Proposition 3.5.7. There exists a constant C2 > 1 depending only on d and θmax(S1, S2)
such that if r < η,
η < C
− d+2
2
2 , (3.33)
δ := r
√
1− C2η
2
d+2 (3.34)
and
x ∈ Xˆc ∩X1, that is, distg(x, S2) < δ, (3.35)
then
λd+1(Cx)
λ1(Cx)
> η.
Proof. Let us first sketch the idea of the proof. It is easier to estimate the local covari-
ance matrices when the two manifolds are subspaces (see Lemma 21 of [24]). However,
for x ∈ Xˆc ∩ X1, the logarithm map of S into TxM does not result in two subspaces
(see Figure 3.15). On the other hand, for z, the projection of x onto S1 ∩ S2, the log-
arithm map of S into TzM results in two subspaces, where the local covariance can be
estimated more easily. Some difficulties arise due to the application of the logarithm
map and the change of tangent spaces. In particular, the ball B(x, r) becomes irregular
in the domain TzM .
We recall that µgS = µgS1 +µgS2 and µES = µES1 +µES2 . We arbitrarily fix x0 ∈ S1
such that distg(x0, S2) < r. We note that Lemma 3.5.6 implies that
distg(x0, S1 ∩ S2) ≤ Cr. (3.36)
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Let
z = argminy∈S1∩S2 distg(x0, y),
where if argmin is not uniquely defined, then z is arbitrarily chosen among all mini-
mizers. It follows from (3.36) that distg(x0, z) ≤ Cr and from this and the triangle
inequality, it follows that
B(x0, r) ⊂ B(z, (C + 1)r). (3.37)
Recall that Φx0 and Φz denote the normal coordinate charts around x0 and z respec-
tively (see Figure 3.15); it is sufficient to restrict them to B(x0, r) and B(z, (C + 1)r)
respectively. When using the chart Φz, S1 and S2 correspond to two subspaces in TzM ,
which we denote by L1 and L2 respectively. On the other hand, when using the chart
Φx0 , S2 corresponds to a manifold in Tx0M , whereas S1 still corresponds to a subspace.
It follows from (3.37) and the invertibility of Φz that the composition map φ = Φ
−1
z ◦Φx0
Figure 3.15: The transition map between normal coordinates of Tx0M and TzM . Notice
the regular ball Bx0(0, r) in Tx0M is mapped to the irregular region in TzM because
the exponential maps Φx0 and Φz are nonlinear.
embeds Bx0(0, r) into Bz(0, (C+ 1)r) as shown in Figure 3.15. Recall that Cx0 denotes
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the sample covariance of the data Φ−1x0 (B(x0, r) ∩ X) in Tx0M and Czx0 denotes the
sample covariance of the data Φ−1z (B(x0, r)∩X) in TzM . Using the notation O(D) for
the set of orthogonal D ×D matrices, we claim that
∃R ∈ O(D) s.t. R (EµgSCx0)RT = EµgSCzx0 +O(r3). (3.38)
The technical proof of (3.38) is in Appendix 3.10.2.
We estimate EµgSCzx0 as follows. Let H = Φ
−1
z (B(x0, r) ∩ (S1 ∪ S2)) and H ′ =
BI(Φ
−1
z (x0), r) ∩ (L1 ∪ L2) (see Figure 3.16), where BI(Φ−1z (x0), r) is the r-ball with
center Φ−1z (x0) in TzM , which uses the Euclidean distance distE .
Figure 3.16: Change of domain and metric
The rest of the proof requires the following two technical observations
µES((H \H ′) ∪ (H ′ \H)) = O(r)µES(H). (3.39)
and
EµgSC
z
x0 = EµESC
z
x0 +O(r3) = EµESCH′ +O(r3). (3.40)
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We prove (3.39) in Appendix 3.10.3. The first equality of (3.40) follows from the defi-
nition of the expected covariance (see (3.11)), (3.10) and the fact that ‖y‖ ≤ (C + 1)r.
The second equality of (3.40) follows from the definition of the expected covariance
(see (3.11)), (3.39) and the fact that ‖y‖ ≤ (C + 1)r.
It follows from (3.16), (3.17), (3.38), (3.40) and the triangle inequality that
‖RCx0RT − EµESCH′‖ ≤‖RCx0RT −REµgSCx0RT ‖+ ‖REµgSCx0RT − EµESCzx0‖+
‖EµESCzx0 − EµESCH′‖ ≤ r3 +O(r3) +O(r3) ≤ C ′Sr3
(3.41)
for a constant C ′S > 0.
The combination of (3.41), Weyl’s inequality [88] for R(Cx0)R
T and EµESCH′ , and
the fact that RCx0R
T and Cx0 have the same eigenvalues implies that
λd+1(Cx0) ≥ λd+1(EµESCH′)− C ′Sr3, λ1(Cx0) ≤ λ1(EµESCH′) + C ′Sr3. (3.42)
Notice that θmax(S1, S2) ≤ θmax(L1, L2) by definition. Applying (3.42) and Lemma 21
of [24] to EµESCH′ , where θmax(L1, L2) is replaced by θmax(S1, S2) and proper scaling
is used, results in
λd+1(Cx0)
λ1(Cx0)
≥
1
8(d+2)(1− cos θmax(S1, S2))2(1− (distg(x0, S2)/r)2)
d/2+1
+ − C ′Sr3
1/(d+ 2) + (distg(x0, S2)/r)(1− (distg(x0, S2)/r)2)d/2+ + C ′Sr3
≥
1
8(d+2)(1− cos θmax(S1, S2))2(1− (distg(x0, S2)/r)2)d/2+1 − C ′Sr3
1/(d+ 2) + 1 + C ′Sr3
.
(3.43)
We remark that the second inequality of (3.43) is derived by applying the bound:
distg(x, S2) < r. In order to satisfy
λd+1(Cx0 )
λ1(Cx0 )
> η, we require that
1
8(d+2)(1− cos θmax(S1, S2))2(1− (distg(x0, S2)/r)2)d/2+1 − C ′Sr3
1/(d+ 2) + 1 + C ′Sr3
> η. (3.44)
Since r < η < 1, we replace C ′Sr
3 with C ′Sη in the numerator of (3.44) and C
′
Sr
3 with C ′S
in the denominator of (3.44) and slightly simplify the inequality to obtain the following
stronger requirement:
(1− cos θmax(S1, S2))2
8(d+ 2)
(1− (distg(x0, S2)/r)2)d/2+1 >
(
1
d+ 2
+ 1 + 2C ′S
)
η. (3.45)
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Finally, setting
C2 =
(
8d+ 24 + 16(d+ 2)C ′S
(1− cos θmax(S1, S2))2
) 2
d+2
(3.46)
we can rewrite (3.45) as follows
(1− (distg(x0, S2)/r)2)
d+2
2 > C
d+2
2
2 η. (3.47)
We immediately conclude (3.47) (and consequently the lemma) from (3.34) and (3.35).
We end this section with an immediate corollary of Proposition 3.5.7, which is crucial
in order to follow the proof.
Corollary 3.5.8. The following relations are satisfied:
X∗1 ⊂ Xˆ1 and X∗2 ⊂ Xˆ2.
Proof. It follows from Lemma 3.5.4 and Proposition 3.5.7 that X∗1 ∩ Xˆc = ∅. Therefore
X∗1 ⊂ Xˆ1. Similarly, X∗2 ⊂ Xˆ2.
3.5.6 The Disconnectedness of X∗1 and X
∗
2
We show here that the graphs with nodes at X∗1 and X∗2 are disconnected. The idea
is to show that the function 1distg(xi,xj)<σd1θij+θji<σa (and thus the weight W) is zero
between two points in Xˆ1 ⊃ X∗1 and Xˆ2 ⊃ X∗2 for appropriate choice of constants. This
and Proposition 3.5.7 imply that the graphs associated with X∗1 and X∗2 are discon-
nected. We first establish a lower bound on the empirical geodesic angle in Lemma 3.5.9
and then conclude that there is no direct connection between the sets Xˆ1 and Xˆ2 in
Corollary 3.5.10.
Lemma 3.5.9. There exist constants C3 > 0 and C4 > 0 such that if x1 ∈ Xˆ1, x2 ∈ Xˆ2,
distg(x1, x2) < σd, (3.48)
and σd < C4
− 1
2 , (3.49)
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then the angle between the estimated tangent subspace TEx1S1 and the line segment l
(1)
12 ,
which connects the origin and x
(1)
2 (the image of x2 by logx1) in Tx1M is bounded below
as follows:
∠(l(1)12 , TEx1S1) > min(sin
−1(δ/2σd)− C3ηd/(d+2) − C3r, pi/6). (3.50)
Proof. The proof develops various geometric estimates that eventually conclude (3.50).
Let
x3 = argminx∈Tx1S1 distg(x,x
(1)
2 ) and x4 = argminx∈Tx1S1 distE(x,x
(1)
2 ),
where distE is defined with respect to the normal coordinate chart in TxM (see Fig-
ure 3.17).
Figure 3.17: The normal coordinate chart at x1
We note that by definition x4 is the projection of x
(1)
2 onto Tx1S1 and thus
distE(x4,0) < distg(x
(1)
2 ,0). (3.51)
Combining (3.51) with the fact that distE and distg are the same on lines through the
origin in Tx1M and then applying (3.48), we obtain that
distg(x4,0) < distg(x
(1)
2 ,0) < σd. (3.52)
Furthermore, combining the following two facts: x3 is a minimizer of distg(·,x(1)2 ) ∈
Tx1S1 and x2 ∈ Xˆ2, we obtain that
δ ≤ distg(x2,Φx1(x3)) = distg(x(1)2 ,x3) < distg(x(1)2 ,x4). (3.53)
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We prove in Appendix 3.10.4 that there exists a constant C4 > 0, which depends
only on the Riemannian manifold M , such that
∀R > 0, x,y ∈ Bx1(0, R), | distE(x,y)− distg(x,y)| < C4R2 distE(x,y). (3.54)
Applying (3.54) (with R = σd) first and (3.53) next we obtain that
distE(x
(1)
2 ,x4) > distg(x
(1)
2 ,x4)− C4σ2d distE(x(1)2 ,x4)
> δ − C4σ2d distE(x(1)2 ,x4) (3.55)
and consequently
distE(x
(1)
2 ,x4) >
δ
1 + C4σ2d
. (3.56)
It follows from (3.49) and (3.56) that
sin(∠(l(1)12 , Tx1S1)) =
distE(x
(1)
2 ,x4)
distE(x
(1)
2 ,0)
>
δ
σd + C4σ
3
d
> δ/2σd. (3.57)
Our proof concludes from (3.57) and the following two claims:
sin(θmax(T
E
x1S1, Tx1S1)) ≤ C ′3ηd/(d+2) + C ′3r (3.58)
and
∠(l(1)12 , TEx1S1) ≥ min(∠(l
(1)
12 , Tx1S1)−
2pi
√
d
3
sin(θmax(T
E
x1S1, Tx1S1)), pi/6). (3.59)
Inequalities (3.58) and (3.59) are verified in Appendices 3.10.5 and 3.10.6 respec-
tively, where we also carefully analyze how the constant C ′3 depends on the underly-
ing Riemannian manifold (see (3.102)). Combining (3.57), (3.58) and (3.59), we con-
clude (3.50) by letting C3 =
2pi
√
d
3
C ′3.
The desired disconnectedness of X∗1 and X∗2 immediately follows from Lemma 3.5.9
in the following way:
Corollary 3.5.10. The graphs with nodes at X∗1 and X∗2 respectively and weights in W
are disconnected if the angle threshold σa is chosen such that
σa < min(sin
−1(δ/2σd)− C3ηd/(d+2) − C3r, pi/6) (3.60)
and the distance threshold σd satisfies (3.49).
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Proof. When σa and σd satisfy (3.60) and (3.49) respectively, Lemma 3.5.9 implies that
if xi ∈ Xˆ1 and xj ∈ Xˆ2, then 1distg(xi,xj)<σd1θij+θji<σa = 0. In other words, there is
no direct connection between X∗1 and X∗2 through Xˆ. On the other hand, Lemma 3.5.4
and Proposition 3.5.7 imply that X∗1 and X∗2 cannot be connected through points in
Xˆc (since points in X∗ and Xˆc have different local estimated dimensions). We thus
conclude that X∗1 and X∗2 are disconnected.
3.5.7 Conclusion of Theorem 3.3.1 for the Noiseless Multi-Geodesic
Model
Due to Theorem 3.5.2 we replace X with X ∩ Ω and obtain a statement for X with
probability at least 1−C0 ·Ne−Nrd+2/C′0 . Proposition 3.5.3 and Corollary 3.5.10 imply
that (with probability at least 1−C0 ·Ne−Nrd+2/C′0) X∗ has two connected components.
They require that the parameters of TGCT satisfy (3.18), (3.49) and (3.60). Additional
requirement is specified in (3.33) (in Proposition 3.5.7 which implies Corollary 3.5.10).
We also note that the requirement r < η < 1, which also appears in some of the
auxiliary lemmata, follows from (3.18), (3.33) and the fact that C1 > 1 and C2 > 1.
These requirements, i.e., (3.18), (3.33), (3.49) and (3.60), are sufficient and equivalent
to (3.2) when τ = 0.
Next, we explain why one can choose parameters that satisfy these requirements at
the end of this section. The only problem is to make sure that the last inequality of (3.2)
(equivalently, (3.60)) is satisfied. Given a sufficiently small r > 0 satisfying (3.18), we
let σd = αr for some fixed α > 0. The RHS of (3.60) tends to min(sin
−1( 12α), pi/6)
as r and η approach zero. We note that the lower bound of σa is C1r. Therefore, if
r and η are sufficiently small so that min(sin−1(1/2α), pi/6)/2 is lower than the RHS
of (3.60) and C1r < min(sin
−1(1/2α), pi/6)/2, then σa can be chosen from the interval
[C1r,min(sin
−1(1/2α), pi/6)/2].
In order to conclude the proof in this case we upper bound the expected portion of
points #X∗c/#X, where #X∗c and #X denote he cardinality ofX∗c andX respectively.
For this purpose we use the set XS1∩S2 ⊃ X∗c, which was defined in (3.9) in the following
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way:
E
(
#X∗c
#X
)
≤ E
(
#XS1∩S2
#X
)
=
µgS({x ∈ S1|distg(x, S2) < r})
µgS(S)
+ (3.61)
µgS({x ∈ S2| distg(x, S1) < r})
µgS(S)
≤ µgS({x ∈ S1 ∪ S2|distg(x, S1 ∩ S2) ≤ C
′r})
µgS(S)
≤ C6rd−dim(S1∩S2).
The first equality of (3.61) follows from the fact that the dataset X is i.i.d. sampled from
µgS . The second inequality of (3.61) follows from Lemma 3.5.6. The last one follows
from Theorem 1.3 in [90], where C6 is a constant depending only on the geometry of
the underlying generative model (e.g., the mean curvature and volume of S1 ∩ S2).
3.5.8 Conclusion of Theorem 3.3.1 for the Noisy Multi-Geodesic Model
The above analysis also applies when the generative multi-geodesic model has noise level
τ and τ is sufficiently smaller than r, that is,
τ < C5r, (3.62)
where C5  1. Indeed, in this case the estimates of tangent spaces and geodesics are
sufficiently close to the estimates without noise. The only difference is that the last
bound in (3.61) has to be replaced with C6(r + τ)
d−dim(S1∩S2). This requires though a
sufficiently small noise level (set by C5). Precise bound on τ is not trivial. Furthermore,
the analysis employed here is not optimal. We can thus only claim in theory robustness
to very small levels of noise, whereas robustness to higher levels of noise is studied in
the experiments.
3.6 Conclusions
Aiming at efficiently organizing data embedded in a non-Euclidean space according to
low-dimensional structures, the present paper studied multi-manifold modeling in such
spaces. The paper solves this clustering (or modeling) problem by proposing the novel
GCT algorithm. GCT thoroughly exploits the geometry of the data to build a similarity
matrix that can effectively cluster the data (via spectral clustering) even when the un-
derlying submanifolds intersect or have different dimensions. In particular, it introduces
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the novel idea in non-Euclidean multi-manifold modeling of using directional informa-
tion from local tangent spaces to avoid neighboring points of clusters different than that
of the query point. Theoretical guarantees for successful clustering were established for
a variant of GCT, namely TGCT for the MGM setting, which is a non-Euclidean gener-
alization of the widely-used framework of hybrid-linear modeling. Unlike TGCT, GCT
combined directional information from local tangent spaces with sparse coding, which
aims to improve the clustering result by the use of more succinct representations of
the underlying low-dimensional structures and by increasing robustness to corruption.
Geodesic information is only used locally and thus in practice the algorithm can fit well
to MMM and not just MGM. Validated against state-of-the-art existing methods for
the non-Euclidean setting, GCT exhibited notable performance in clustering accuracy.
More specifically, the paper tested GCT on synthetic and real data of deformed images
clustering, action identification in video sequences, brain fiber segmentation in medical
imaging and dynamic texture clustering.
3.7 Competing Clustering Algorithms and Their Imple-
mentation Details
Section 3.7.1 reviews the competing methods of GCT (in the Riemannian setting) and
Section 3.7.2 describes the implementation of both GCT and the competing algorithms,
in particular, the choice of all parameters.
3.7.1 Review of Competing Algorithms
The first competing algorithm is sparse manifold clustering (SMC). This algorithm was
first suggested by [26] for clustering submanifolds embedded in Euclidean spaces and
later modified by [69] for clustering submanifolds of the sphere. We adapt it to the
current setting of clustering submanifolds of a Riemannian manifold and still refer to
it as SMC. Its basic idea is as follows: For each data-point x, a local neighborhood is
mapped to the tangent space TxM by the logarithm map and a sparse coding task is
solved in TxM to provide weights for the spectral-clustering similarity matrix.
The second competing algorithm is spectral clustering with Riemannian metric
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(SCR) by [35]. It applies spectral clustering with the weight matrix W whose en-
tries are Wij = e
− dist2g(xi,xj)/(2σ2) (see page 4 of [35]). That is, it replaces the usual
Euclidean metric in standard spectral clustering with the Riemannian one.
The third competing scheme is the embedded K-means. It embeds the given dataset,
which lies on a Riemannian manifold, into a Euclidean spaces (as explained next) and
then applies the classical K-means to the embedded dataset. In the experiments, Grass-
mannian manifolds are embedded by a well-known isometric embedding into Euclidean
space [84]; the manifolds of symmetric n× n PD matrices are embedded by vectorizing
their elements into elements of R(
n+1
2 ); and data in the sphere SD is already embedded
in RD+1.
3.7.2 Implementation Details for All Algorithms
GCT follows the scheme of Algorithm 4. For all algorithms, the number K of clusters
was known in all experiments The input parameters of GCT are set as follows: The
neighborhood radius r at a point x is chosen to be the average distance of x to its nth
nearest point over all x, where n ∈ {15, 16, . . . , 30}; the distance and angle thresholds
σd and σa are set to 1 in all experiments (we did not notice a big difference of the results
when their values are changed). The dimension of the local tangent space is determined
by the largest gap of eigenvalues of each local covariance matrix (more precisely, it is
the number of eigenvalues until this gap).
Since there are no online available codes for SMC, SCR and EKM, we wrote our
own implementations and will post them (as well as our implementation of GCT) on
the supplemental webpage when the paper is accepted for publication. The spectral
clustering code in GCT, SMC and SCR, as well as the K-means code in EKM are taken
from the implementations of [91]. To make a faithful comparison, the input parameter
r of SMC is the same as GCT (in particular, we use the radius of neighborhood and
not the number of neighbors). SMC also implicitly sets σd = 1. There are no other
parameters for SMC. We remark that [26] formed the weight matrix W as follows:
Wij = |Sij |+ |Sji|, where |Sij | and |Sji| are the sparse coefficients. However, this weight
was unstable in some experiments and above a certain level of noise SMC often collapsed
in some of the random repetition of the experiments. In such cases, we used instead (for
all repetitive experiments for the same data set) the weights Wij = exp (|Sij |+ |Sji|)
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suggested in [69] (which are similar to the ones of GCT). In the case of no collapse with
the former weights, we tried both weights and noticed that the weights Wij = |Sij |+|Sji|
always yielded more accurate results for SMC; we thus used them then even though they
can give an advantage over GCT, which uses exponential weights. Overall, the weight
Wij = |Sij | + |Sji| was used in the synthetic datasets II-VI of Section 3.4.1. The
exponential weight was used in the rest of the experiments, that is, in synthetic dataset
I and in the real or stylized applications. It was also used for dataset VI in Figure 3.6
under noise levels mostly higher than the 0.025 noise level used in Section 3.4.1. The
collapse phenomenon is evident in Figure 3.6 for noise levels above 0.05.
The SCR algorithm has only one parameter σd which is set to 1 (similarly to the
analogous parameter of GCT). EKM has no input parameters.
3.8 Computation of Logarithm Maps and Distances
We discuss the complexity of computing logarithm maps for Grassmannians, symmetric
PD matrices and spheres. We remark though that it is possible to compute the logarithm
maps for data sampled from more general Riemannian manifolds and without knowledge
of the manifold, but at a significantly slower rate [79]. We also show that once the
logarithm map is computed, then in all these cases the computation of the geodesic
distances is of lower or equal order.
A fast way to compute the logarithm map of the Grassmannian G(p, `) (whose
dimension is D = `(p − `)) is provided in [92]. It requires a p × ` matrix L, with
orthogonal columns, and a p × p orthonormal matrix R for each subspace, where the
subspace is spanned by the columns of L, with L comprising the first k columns of R.
Given two pairs (L1, R1) and (L2,R2) for two subspaces, one needs to compute logL1(L2).
This computation, which is clarified in [92], includes the singular value decomposition
of LT1 L2 and R
T
1 L2. In total, the complexity is O(p2`), or equivalently, O((D/`+ `)2`)
(since D = `(p− `)).
For the set of p×p symmetric PD matrices (whose dimension is D = p(p+1)/2), [93]
computes the logarithm logM1(M2) of any such matrices M1 and M2 by first finding the
Cholesky decomposition M1 = GG
T and then computing logM1(M2) = G log(GM2G)G,
where the latter log is the matrix logarithm. The complexities of all major operations
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(i.e., Cholesky decomposition, the matrix logarithm and the matrix multiplication) are
O(p3). Therefore, the total complexity is also of order O(p3), or equivalently, O(D1.5)
(since the dimension of the set of symmetric PD matrices is D = p(p+ 1)/2).
The formula for finding the logarithm map on SD is (see [69])
logxi(xj) =
xj − (xTi xj)xi√
1− (xTi xj)2
cos−1(xTi xj),
where xTi xj is the (Euclidean) dot-vector product. Since it involves inner products and
basic operations (also coordinatewise), it takes O(D) operations to compute it.
For x1, x2 ∈ M , distg(x1, x2) = ‖ logx1(x2)‖2. Once we have the image logx1(x2)
(which is a vector in the tangent space), the Riemannian distance is computed as the
Euclidean norm of the image vector, which involves a computation of order O(D). Since
the algorithm already computes the logarithm maps, the additional cost for computing
the geodesic distances are of lower order than the logarithm maps in all 3 cases.
3.9 Computational complexity of GCT and TGCT
The computational complexity of GCT is examined per data-point xi. It involves the
computation of Riemannian distances and the logarithm map, which depends on the
Riemannian manifold M (see estimates in Section 3.8). The complexity of computing
the Riemannian distance between xi and xj and the logarithm map for xj w.r.t. xi
are denoted by CR and CL respectively (their computational complexity for the cases
of the sphere, Grassmannian and PD matrices were discussed in Appendix 3.8). A
major part of GCT occurs in the r-neighborhood of xi (WLOG), where r was defined
as the average distance to the 30th nearest point from the associated data-point. To
facilitate the analysis of computational complexity, we use instead of r the parameter
k of k-nearest-neighbors (k-NN) around xi. Due to the choice of r, we assume that
k ∼ 30.
The complexity for computing the k-NN of xi is O(N ·CR +k log(N)), where O(N ·
CR) refers to the complexity of computing N − 1 distances, and O(k log(N)) refers to
the effort of identifying the k smallest ones. The second step of Algorithm 4 is to solve
the sparse optimization task in (3.3). Notice that due to ‖·‖2, only the inner products of
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data-points are necessary to form the loss function in (3.3), which entails a complexity
of order O(D). Given that only k-NN are involved in (3.3) and that their inner products
are required to form the loss, (3.3) is a small scale convex optimization task that can
be solved efficiently by any off-the-shelf solver such as the popular alternating direction
method of multipliers [94, 95] or the Douglas-Rachford algorithm [96]. The third step
of Algorithm 4 is to find the top eigenvectors of the sample covariance matrix defined
by the k neighbors of xi. As shown in Section 3.9.1 below the complexity of this
step is O(D + k3). Finally, to compute geodesic angles, O(N · CL + ND) operations
are necessary. Considering all N data-points, the total complexity for the main loop
of GCT is O(N2(CR + CL + D) + kN log(N) + ND + Nk3). After the main loop,
spectral clustering is invoked on the N×N affinity matrix W. The main computational
burden is to identify K eigenvectors of an N × N matrix, which entails complexity of
order O(KN2) (K is the number of clusters). In summary, the complexity of GCT is
O(N2(CR + CL +D +K) + kN log(N) +ND +Nk3).
Note that in TGCT, the weights of non-neighboring points are set equal to zero,
and geodesic angles are computed only for neighboring points, reducing thus the com-
plexity of this step to O(N). Moreover, the affinity matrix is sparse in TGCT, ef-
fecting thus a potential decrease in the complexity of spectral clustering to the order
of6 O(N logN) [97, 98]. Therefore, TGCT’s complexity becomes O(N2CR + (k +
1)N log(N) + kN(CL + D) + Nk3). The only step that contributes to N2 in TGCT
comes from k-NN. This complexity can be reduced by approximate nearest search. For
example, for both the Sphere and the Grassmannian, [99] established an O(Nρ) al-
gorithm for approximate nearest neighbor search, where ρ > 0 is a sufficiently small
parameter. Therefore the total complexity of TGCT for these special cases can be
of order O(N1+ρCR + (k + 1)N log(N) + kN(CL + D) + Nk3) (this includes also the
preprocessing for the approximate nearest neighbors algorithm).
3.9.1 An Algebraic Trick for Fast Computation of the Tangent Sub-
space
Consider the D × k data matrix X at a specific neighborhood with k points. We need
to identify a few principal eigenvectors of the D×D covariance matrix XXT . One can
avoid such a costly direct computation (when D is large) by leveraging the following
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elementary facts from linear algebra: (i) If (λ,v) is an eigenvalue-eigenvector pair of
XTX, then (λ,Xv) is an eigenvalue-eigenvector pair of XXT , and (ii) rank(XTX) =
rank(XXT ). These facts suggest that the spectra of XTX and XXT coincide, and thus
it is sufficient to compute the eigendecomposition of the much smaller k×k matrix XTX,
with complexity O(k3), which renders the overall cost of eigendecomposition equal to
O(D + k3), including, for example, the cost of computing Xv.
3.10 Supplementary Details for the Proof of Theorem 3.3.1
3.10.1 Proof of Lemma 3.5.6
Suppose on the contrary that such a constant does not exist. Then there is a sequence
{xn}∞n=1 ⊂ S1 ∪ S2 such that
distg(xn, S1 ∩ S2) ≥ nmax{distg(x, S1),distg(x, S2)}. (3.63)
By picking a subsequence if necessary, assume WLOG that {xn}∞n=1 ⊂ S1. Since S1 is
compact, there is always a convergent subsequence. Therefore, one may assume that
{xn}∞n=1 ⊂ S1 is also convergent. We show that it converges to a point z ∈ S1 ∩ S2.
Since S1∪S2 and S1∩S2 are compact, distg(xn, S1∩S2) is bounded. Equation (3.63)
implies that distg(xn, S2) → 0 as n approaches infinity. Suppose {xn}∞n=1 converges to
a point y /∈ S1 ∩ S2. Then distg(xn, S2) → distg(y, S2) > 0 since y /∈ S2. This is a
contradiction.
Now that {xn}∞n=1 converges to z ∈ S1 ∩ S2, one may assume {xn}∞n=1 is in the
normal coordinate chart Φz of B(z, r) for some fixed r > 0. Denote yn = Φ
−1
z (xn),
L1 = Φ
−1
z (S1) and L2 = Φ
−1
z (S2). Since both S1 and S2 are geodesic submanifolds, L1
and L2 are two subspaces in TzM . The sequence {yn}∞n=1 ⊂ L1 approaches the origin.
Lemma 17 of [24] states that
distE(yn, L1 ∩ L2) ≤ distE(yn, L2)
sin θmin(L1, L2)
,
where θmin(L1, L2) is the minimal nonzero principal angle between L1 and L2. Let H
be a subset of Bz(0, r) and arbitrarily fix a point u ∈ H. It follows from (3.54) (applied
with R = O(r)) that
distE(yn,u)(1−O(r2)) < distg(yn,u) < distE(yn,u)(1 +O(r2)).
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Since the term O(r2) depends only on the metric g, not on yn or u, it is easy to see
that
distE(yn, H)(1−O(r2)) < distg(yn, H) < distE(yn, H)(1 +O(r2)). (3.64)
If we let H = L1 ∩ L2 then (3.64) implies that
distg(yn, L1 ∩ L2) ≤ (1 +O(r
2)) distg(yn, L2)
(1−O(r2)) sin θmin(L1, L2) .
This is equivalent to
distg(xn, S1 ∩ S2) ≤ (1 +O(r
2)) distg(xn, S2)
(1−O(r2)) sin θmin(L1, L2) <
2
sin θ0
distg(xn, S2)
for a fixed small r. This contradicts (3.63).
3.10.2 Proof of (3.38)
The measures µx0 and µz are used to denote the induced measures on Φ
−1
x0 (B(x0, r) ∩
(S1∪S2)) and Φ−1z (B(x0, r)∩(S1∪S2)) by µgS1 +µgS2 . Let H = Φ−1x0 (B(x0, r)∩(S1∪S2))
and φx0 = Φ
−1
z ◦ Φx0 be the transition map. Note that
EµgSC
z
x0 = Eµz((y − Eµzy) · (y − Eµzy)T )
=
1
µz(φx0(H))
3
∫
y∈φx0 (H)
(∫
u∈φx0 (H)
(y − u)µz(du) ·
∫
u∈φx0 (H)
(y − u)Tµz(du)
)
µz(dy).
(3.65)
Let y = φx0(x) and u = φx0(v). We note that x,v ∈ B(0, r) and y,u ∈ B(0, (C ′+1)r).
It follows from the triangle inequality, double application of (3.54) (first with R =
(C ′ + 1)r and next with R = r), the elementary bound distE(r, s) ≤ 2diam(M), where
r, s are images by the logarithm map of points in M and diam(M) is the diameter of
M and the identity lg(y,u) = lg(x,v) (which holds since φx0 preserves the Riemannian
distance) that
|‖y − u‖2 − ‖x− v‖2| = |‖y − u‖2 − lg(y,u) + lg(y,u)− ‖x− v‖2| (3.66)
≤ |‖y − u‖2 − lg(y,u)‖+ ‖lg(x,v)− ‖x− v‖2| ≤ 2C4diam(M)[(C ′ + 1)2 + 1]r2.
Applying Taylor’s expansion to y = φx0(x), and using the fact that ‖x‖2 ≤ r, we note
that
‖y − bx0 −Ax0x‖2 ≤ C ′′Sr2, (3.67)
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where bx0 and Ax0 depend only on x0 and C
′′
S is a constant depending on the Riemannian
metric g. Applying the triangle inequality, (3.66) and (3.67) (first with y = φx0(x) and
next with u = φx0(v) instead of y) we conclude that for all x,v ∈ Bx0(0, r)
|‖Ax0(x− v)‖2 − ‖x− v‖2| (3.68)
≤ |‖y − u‖2 − ‖x− v‖2|+ ‖y − bx0 −Ax0x‖2 + ‖u− bx0 −Ax0v‖2
≤ [2C4diam(M)((C ′ + 1)2 + 1) + 2C ′′S ]r2.
In particular, suppose ‖x−v‖2 = r, then (3.68) implies that for any unit-length vectors
w ∈ RD (RD is identified with Tx0)
|‖Ax0w‖2 − 1| ≤ [2C4diam(M)((C ′ + 1)2 + 1) + 2C ′′S ]r. (3.69)
We prove below in Appendix 3.10.2 that there exists an orthogonal matrix Rx0 such
that
Ax0 = Rx0 +O(r). (3.70)
This leads to
y = bx0 + Rx0x +O(r2) and u = bx0 + Rx0v +O(r2).
Consequently,
y − u = Rx0(x− v) +O(r2). (3.71)
We also note that since µz and µx0 are induced from µ, then
µz(φx0(H)) = µx0(H) (3.72)
At last, (3.38) is concluded by applying (3.65) (first with y and u and next with x and
v while using appropriate change of variables), (3.71) and (3.72).
Proof of (3.70)
We show that if A is an D ×D matrix such that |‖Aw‖2 − 1| ≤ Cr for all unit-length
vectors w ∈ RD and a fixed constant C > 0, then there exists an orthogonal matrix R
such that A = R +O(r). In other words, the ijth entries of A and R satisfy
|Aij −Rij | ≤ f(C,D)r (3.73)
89
for a bounded function f (we only show below that the RHS of (3.73) is bounded by
a constant times r, but it is not hard to see that this constant depends on C and D;
this dependence is used later in (3.97) in order to provide a clearer idea of the constant
C ′′′S ).
By performing Gram-Schmidt orthogonalization on rows, the matrix A can be writ-
ten as a product of an upper triangular matrix U and an orthogonal matrix R (this is
the RQ decomposition of A, but with U and R used instead of R and Q respectively).
Since R preserves the length of vectors, the condition on A becomes
|‖Uw‖2 − 1| ≤ Cr, (3.74)
for all unit-length vectors w. It is enough to show that up to a change of sign of the
rows of R: U = I +O(r). This is proved by induction on D.
If D = 1, then U is a 1 × 1 matrix. Let w = 1. In this case (3.74) implies that
U = ±1 +O(r). By possible change of sign of R we conclude that U = 1 +O(r).
We assume that the claim is true for D = k−1. Let U be a k×k upper rectangular
matrix and express it as follows:
U =
(
Vk−1×k−1 xk−1×1
01×k−1 Ukk
)
,
where V is (k−1)×(k−1) upper triangular matrix, 01×k−1 is a row vector of k−1 zeros,
xk−1×1 is a column vector in Rk−1 and Ukk ∈ R. We assume that U satisfies (3.74)
and show that U = I + O(r) by basic estimates with different choices of w ∈ Rk used
in (3.74).
Assume first that w = [vT , 0]T , where v ∈ Rk−1 is of unit-length. Then (3.74)
implies that
|‖Vv‖2 − 1| ≤ Cr. (3.75)
The induction hypothesis and (3.75) results in the estimate
V = I +O(r) (3.76)
up to a change of sign in the first k − 1 rows of R (the rotation associated with U).
Next, we show that Ukk = 1 + O(r). We first let w = [01×k−1, 1]T ; in this case
(3.74) implies that √
‖x‖22 + U2kk − 1 = O(r), (3.77)
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which leads to
‖x‖22, |Ukk|2 ≤ 1 +O(r). (3.78)
We next let w = [−xT , 1]T /‖[−xT , 1]T ‖2. Then (3.74), with ‖x‖22 being bounded by
1 +O(r), implies that √
U2kk +O(r2)− ‖[−xT , 1]T ‖2 = O(r). (3.79)
Moving the second term of the LHS of (3.79) to the RHS of (3.79) and squaring both
sides result in
U2kk ≥ ‖[−xT , 1]T ‖22 −O(r) ≥ 1−O(r). (3.80)
The combination of (3.78) and (3.80) implies that
|U2kk − 1| ≤ O(r). (3.81)
Since Ukk ≥ 0 WLOG (otherwise one can change the sign of the kth row of R) and
since |U2kk − 1| is a Lipschitz function on Ukk, (3.81) implies that
|Ukk − 1| ≤ O(r). (3.82)
In other words, Ukk = 1 +O(r).
At last, we show that xi = O(r). Moving the second term of the LHS of (3.77) to
the RHS of (3.77) and squaring both sides result in
‖x‖22 + U2kk = 1 +O(r). (3.83)
It follows from (3.82) and (3.83) that ‖x‖22 = O(r), which implies that
xi = O(
√
r). (3.84)
Denote the standard basis of Rk by {ei}ki=1, that is, e1 = [1, 0, . . . , 0]T , . . . , ek =
[0, . . . , 0, 1]T . Let wi =
√
2
2 ei +
√
2
2 ek. Plugging wi into (3.74) and further simplifi-
cation result in [
1
2
(x21 + . . .+ x
2
k−1) + 1 +
1
2
xi +O(r)
]1/2
= 1 +O(r). (3.85)
Further application of (3.84) into (3.85) yields the equality[
1 +
1
2
xi +O(r)
]1/2
= 1 +O(r). (3.86)
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Finally, squaring both sides of (3.86) and simplifying concludes the desired estimate
xi = O(r). (3.87)
Equations (3.76), (3.82) and (3.87) imply that U = I + O(r) (up to a change of signs
of the rows of R) and thus conclude the induction and consequently (3.70).
3.10.3 Proof of (3.39)
Let H1 = BI(Φ
−1
z (x0), r − O(r2)) ∩ Φ−1z (S1 ∪ S2) and H2 = BI(Φ−1z (x0), r + O(r2)) ∩
Φ−1z (S1 ∪ S2). It follows from (3.54) (applied with R = O(r)) that
BI(Φ
−1
z (x0), r −O(r2)) ⊂ Φ−1z (B(x0, r)) ⊂ BI(Φ−1z (x0), r +O(r2)). (3.88)
The intersection of all sets in (3.88) with L1 ∪L2 = Φ−1z (S1 ∪ S2) and the definitions of
H1, H2 and H
′ result in the set inequality
H1 ⊂ H ′ ⊂ H2. (3.89)
Thus,
H \H ′ ⊂ H2 \H ′, H ′ \H ⊂ H ′ \H1. (3.90)
By first applying (3.90) (or its consequence (H2 \H ′) ∪ (H ′ \H1) = H2 \H1) and then
direct estimates (whose details are excluded) we obtain that
µES((H2 \H ′) ∪ (H ′ \H1)) = µES(H2 \H1) = O(r)µES(H1). (3.91)
Finally, (3.39) follows from (3.90) and (3.91).
3.10.4 Proof of (3.54)
Denote by l(t) the parameterized line segment in Tx1M connecting l(0) = x and l(1) = y,
where x and y are specified in (3.54). We note that
distg(x,y) =
∫ 1
0
√
l′(t)T g(l(t))l′(t)dt =
∫ 1
0
√
l′(t)T (I +O(R2))l′(t)dt
= distE(x,y) +O(R2) distE(x,y). (3.92)
Equation (3.92) clearly implies (3.54), where C4 > 0 depends only on the Riemannian
manifold M .
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3.10.5 Proof of (3.58)
We first claim that for any α > 0
sin(θmax(T
E
x1S1, Tx1S1)) ≤ ‖PTEx1S1 −PTx1S1‖ <
√
2‖Cx1 − αr
2
d+2PTx1S1‖
αr2
d+2
. (3.93)
The first inequality of (3.93) follows from Lemma 15 in [24]. Whereas the second
inequality follows from the Davis-Kahan Theorem [89].
For the rest of the proof we upper bound the RHS of (3.93). We work in the tangent
space TzM , where z is defined as
z = argminy∈S1∩S2 distg(x1, y).
Similarly as in the proof of Proposition 3.5.7, if argmin is not uniquely defined, z is
arbitrarily chosen among all minimizers. Let the composition map φx1 = Φ
−1
z ◦ Φx1
be the transition map from Tx1M to TzM . Note that φx1 maps the subspace Tx1S1 to
another subspace TzS1. Let Rx1(L1) denote the image of L1 in TzM under the rotation
matrix Rx1 (here we identify both Tx1M and TzM with RD via their normal coordinate
charts). Using the new terminology the main term in the RHS of (3.93) can be expressed
as follows
‖Cx1 −
αr2
d+ 2
PTx1S1‖ = ‖Rx1Cx1RTx1 −
αr2
d+ 2
PRx1 (Tx1S1)‖. (3.94)
The RHS of (3.94) can be bounded by the triangle inequality and (3.41) as follows
‖Rx1Cx1RTx1 −
αr2
d+ 2
PRx1 (Tx1S1)‖ ≤ ‖Rx1Cx1R
T
x1 − EµESCH′‖
+ ‖EµESCH′ −
αr2
d+ 2
PTzS1‖+ ‖
αr2
d+ 2
PTzS1 −
αr2
d+ 2
PRx1 (Tx1S1)‖
≤ C ′Sr3 + ‖EµESCH′ −
αr2
d+ 2
PTzS1‖+ ‖
αr2
d+ 2
PTzS1 −
αr2
d+ 2
PRx1 (Tx1S1)‖. (3.95)
Next, we bound the last term in the RHS of (3.95). It follows from (3.69), (3.67),
(3.73) (which implies (3.70)) that for y = φx1(x)
‖y − bx1 −Rx1x‖2 ≤ C ′′′S r2 ∀‖x‖2 ≤ r, (3.96)
where
C ′′′S = D · f(2C4diam(M)((C ′ + 1)2 + 1) + 2C ′′S , D) + C ′′S . (3.97)
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It is immediate to see that b ∈ TzS1 by letting x = 0 in the Taylor’s expansion. If v ∈
Rx1(Tx1S1) is a vector such that ‖v‖2 = r and θ(v, TzS1) = θmax(Rx1(Tx1S1), TzS1),
then (3.96) and the fact that φx1(R
−1
x1 v)− b ∈ TzS1 imply that dist(v, TzS1) ≤ C ′′′S r2.
Consequently,
‖PRx1 (Tx1S1) −PTzS1‖ = sin(θmax(Rx1(Tx1S1), TzS1)) =
dist(v, TzS1)
‖v‖2 ≤ C
′′′
S r. (3.98)
If α0 = (1+(1−δ2(x1))d/2+ )−1 (the same as in Lemma 21 of [24]), then the argument
in [24, page 41] shows that
‖EµESCH′ −
α0r
2
d+ 2
PTzS1‖ ≤ 2C
d
2
2 η
d
d+2 r2. (3.99)
Inequalities (3.95) (with α = α0), (3.98) (with α = α0) and (3.99) imply that
‖Rx1Cx1RTx1 −
α0r
2
d+ 2
PRx1 (Tx1S1)‖ ≤ C
′
Sr
3 + 2C
d
2
2 η
d
d+2 r2 +
C ′′′S α0
d+ 2
r3. (3.100)
Plugging (3.94) (with α = α0) and (3.100) in (3.93) (with α = α0) and applying the
fact that 12 ≤ α0 ≤ 1 yield
sin(θmax(T
E
x1S1, Tx1S1)) < 2
√
2(d+ 2)(C ′Sr + 2C
d
2
2 η
d
d+2 +
C ′′′S
d+ 2
r). (3.101)
Let
C ′3 = 2
√
2(d+ 2) max(2C
d
2
2 , C
′
S +
C ′′′S
d+ 2
), (3.102)
then (3.58) clearly follows from (3.101) and (3.102).
3.10.6 Proof of (3.59)
We prove(3.59), while generalizing the setting to work with two subspaces L1, L2 and
a line l. Let ∠(l, L1) = θ1 and ∠(l, L2) = θ2. Assume that
θ1 ≤ α (3.103)
for an arbitrarily fixed 0 < α < pi/2. We use the fact that sin(θ) is a concave function.
If θ2 > α, then
1− sin(α)
pi/2− α ≤
sin(θ2)− sin(α)
θ2 − α <
sin(θ2)− sin(θ1)
θ2 − θ1 . (3.104)
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On the other hand, the fact that sin−1(x) is a Lipschitz function over the interval
[0, sin(α)] implies that if θ2 ≤ α,
|θ2 − θ1| ≤ 1
cos(α)
| sin(θ2)− sin(θ1)| for θ1, θ2 ∈ [0, α]. (3.105)
Equation (3.104) and (3.105) imply that
|θ2 − θ1| ≤ max
(
pi/2− α
1− sin(α) ,
1
cos(α)
)
| sin(θ2)− sin(θ1)|. (3.106)
If α = pi/6, then (3.106) and Lemma 3.2 of [100] lead to the inequality
|θ2 − θ1| ≤ 2pi
√
d
3
sin(θmax(L1, L2)). (3.107)
Thus,
θ1 ≥ θ2 − 2pi
√
d
3
sin(θmax(L1, L2)) (3.108)
as long as (3.103) holds. If (3.103) is not assume, (3.108) can be replaced with
θ1 ≥ min(θ2 − 2pi
√
d
3
sin(θmax(L1, L2)), pi/6) ∀θ1 ∈ [0, pi/2], (3.109)
which translates to (3.59).
Chapter 4
Part III: Nonparametric Bayesian
Regression on Manifolds via
Brownian Motion
4.1 Introduction
In many applications of regression analysis, the response variables lie in Riemannian
manifolds. For example, in directional statistics [101, 102, 103] the response variables
take values in the sphere or the group of rotations. Applications of directional statis-
tics include crystallography [104], altitude determination for navigation and guidance
control [105], testing procedure for Gene Ontology cellular component categories [106],
visual invariance studies [107] and geostatics [108]. Other modern applications of re-
gression give rise to different types of manifold-valued responses. In the regression
problem of estimating shape deformations of the brain over time (e.g., for study-
ing brain development, aging or diseases), the response variables lie in the space of
shapes [109, 110, 111, 112, 113, 114]. In the analysis of landmarks [115] the response
variables lie in the Lie group of diffeomorphisms.
The quantitative analysis of regression with manifold-valued responses (which we
refer to as manifold-valued regression) is still in early stages and is significantly less
95
96
developed than statistical analysis of vector-valued regression with manifold-valued pre-
dictors [116, 117, 118, 119, 120, 121, 122]. A main obstacle for advancing the analysis
of manifold-valued regression is that there is no linear structure in general Riemannian
manifolds and thus no direct method for averaging responses. Parametric methods for
regression problems with manifold-valued responses [109, 111, 107, 123, 115] directly
generalize the linear or polynomial real-valued regressions to geodesic or Riemannian
polynomial manifold-valued regression. Nevertheless, the geodesic or Riemannian poly-
nomial assumption on the underlying function is often too restrictive and for many
applications non-parametric models are required. To address this issue, Hein [124] and
Bhattacharya [112] proposed kernel-smoothing estimators, where in [124] the predictors
and responses take values in manifolds and in [112] the predictors and responses take
values in compact metric spaces with special kernels. Hein [124] proved convergence of
the risk function to a minimal risk (w.p. 1; conditioned on the predictor) and Bhat-
tacharya [112] established consistency of the joint density function of the predictors and
the responses. However, the rate of contraction (that is, the rate at which the poste-
rior distribution contracts to a δ distribution with respect to the underlying regression
function) of any previously proposed manifold-valued regression estimator was not es-
tablished. To the best of our knowledge, rate of contraction was only established when
both the predictor and response variables are real [125] and this work does not seem to
extend to manifold-valued regression.
The main goal of this paper is to establish the rate of contraction of a natural
estimator for manifold-valued regression (with real-valued predictors). This estimator
is proposed here for the first time.
4.1.1 Setting for Regression with Manifold-Valued Responses
We assume that the predictor t takes values in [0, 1] and the response x takes values
in a compact D-dimensional Riemannian manifold M . We denote the Riemannian
measure on M by µ (dµ is the volume form). We also assume an underlying function
f0 ∈ C([0, 1],M), which relates between the predictor variables and response variables
by determining a density function pf0(t)(x), so that
x|t ∼ pf0(t)(x). (4.1)
97
We find it natural to define
pf0(t)(x) = pσ2(f0(t), x), (4.2)
where pσ2(f0(t), x) denotes the heat kernel on M centered at f0(t) and evaluated at time
σ2. Equivalently, pσ2(f0(t), x) is the transition probability of Brownian motion on M
(with the measure µ) from f0(t) to x at time σ
2. We note that σ2 controls the variance
of the distribution of x|t and as σ2 → 0, the distribution of x|t approaches δf0(t). In the
special case where M = RD:
pσ2(f0(t),x) =
1
(
√
2piσ)D
exp
(−‖x− f0(t)‖2
2σ2
)
,
and this implies the common model: x− f0(t) | t ∼ N(0, σ2I).
We also assume a distribution p(t) of t, whose support equals [0, 1], though its exact
form is irrelevant in the analysis. At last, we assume n i.i.d. observations {(ti, xi)}ni=1 ⊂
[0, 1]×M with the joint distribution Pn0 and the density function
pn0 =
n∏
i=1
p(ti)pσ2(f0(ti), xi). (4.3)
The aim of the regression problem is to estimate f0 among all functions in C([0, 1],M)
given the observations {(ti, xi)}ni=1.
For simplicity, we denote throughout the rest of the paper
P := C([0, 1],M).
4.1.2 Bayesian Perspective: Prior and Posterior Distributions Based
on the Brownian Motion
Since the set of functions P includes Brownian paths, the heat kernel, which expresses
the Brownian transition probability, can be used to form a prior distribution on P. For
the sake of clarity, we need to distinguish between two different ways of using the heat
kernel in this paper. The first one applies the heat kernel pσ2(f0(t), x) with t ∈ [0, 1],
f0 ∈ P and x ∈ M (see e.g., Section 4.1.1), where the time (or variance) parameter
σ2 quantifies the “noise” in x w.r.t. the underlying function f0(t). The second one
uses the heat kernel ph(x, y) with h ∈ R+ and x, y ∈ M , where the time parameter h
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inversely characterizes the “smoothness” of the path between x and y. The smaller h,
the smoother the path between x and y (since smaller h makes it less probable for y to
get further away from x). Using the heat kernel ph(x, y), we define in Section 4.1.2 a
continuous Brownian motion (BM) prior distribution and in Section 4.1.2 a discretized
BM prior distribution. Section 4.1.2 then defines posterior distributions in terms of the
prior distributions and the given observations {(ti, xi)}ni=1 ⊂ [0, 1]×M of the setting.
The Continuous BM Prior on P
We note that a function f ∈ P can be identified as a parametrized path in M . Let’s
assume that x ∈ M is a starting point of this path, that is f(0) = x. We denote
Px := {f ∈ P : f(0) = x}. Corollary 2.19 of [126] implies that there exists a unique
probability measure Wx on Px such that for any n ∈ N, 0 < t1 < ... < tn = 1, and open
subsets U1, . . . , Un ∈M , the following identify is satisfied
Wx(f ∈ Px | f(t1) ∈ U1, . . . , f(tn) ∈ Un) =∫
U1×...×Un
ptn−tn−1(xn, xn−1) · · · pt2−t1(x2, x1)pt1(x1, x)dµ(x1) · · · dµ(xn). (4.4)
We define the conditional prior distribution of f ∈ P given x ∈ M by Wx. We assume
that the distribution of f(0) = x is µ/µ(M) and thus obtain that the prior distribution
Π(f) of f ∈ P is Wx × µ/µ(M).
The Discretized BM Prior P
The continuous BM prior often does not have a density function. We discuss here a
special case of discretized BM, where the density function of the prior is well-defined. For
0 < h < 1 such that 1/h is an integer, we define PGF (h) as the set of piecewise geodesic
functions from [0, 1] to M , where for each 0 ≤ k < 1/h, k ∈ N, the interval [kh, (k+1)h]
is mapped to the geodesic curve from f(kh) to f((k + 1)h). Each function in PGF (h)
is determined by its values at f(kh). Let the distribution of f(0) be uniform w.r.t. the
Riemannian measure µ and let the transition probability from f(kh) to f((k + 1)h) be
given by the heat kernel ph(f(kh), f((k + 1)h)). Then the density function pih (w.r.t.
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µ) of the discretized BM prior on PGF (h) can be specified as follows:
pih(f) =
1
µ(M)
1/h∏
k=1
ph(f(kh− h), f(kh)).
The corresponding distribution is denoted by Πh.
Throughout the paper we assume a sequence bn → 0 with 0 < bn < 1 and with some
abuse of notation denote by Πn the sequence of discretized BM priors defined above
with h = bn. By construction, Πn is supported on PGF (bn). Since PGF (bn) ⊂ P, Πn
can also be considered as a set of priors on P.
Posterior Distributions
Given observations {(ti, xi)}ni=1 drawn according to the setting of Section 4.1.1, the
posterior distribution of Π has the density function
Π(f ∈ A|{(ti, xi)}ni=1) ∝
∫
f∈A
n∏
i=1
p(ti, xi|f)dΠ(f)
=
∫
f∈A
n∏
i=1
pf(ti)(xi)p(ti)dΠ(f),
(4.5)
where the equality in (4.5) follows by applying (4.1) and (4.2) to the estimator f of f0.
4.1.3 Main Theorems: Posterior Consistency and Rate of Contraction
We establish the posterior consistency for the discretized and continuous BM priors
respectively. That is, we show that as n approaches infinity, the posterior distributions
contract with high probability to the distribution δf0 (recall that f0 is the underlying
function in P). Furthermore, for the discretized BM we study the rate of contraction
of the posterior distribution. The theorem for the discretized BM is formulated in Sec-
tion 4.1.3 and the one for the continuous BM (with weaker convergence) in Section 4.1.3.
Posterior Consistency and Rate of Contraction for Discretized BM
Theorem 4.1.1 below formulates the rate of contraction of the posterior distribution of
the discretized BM with respect to the Lq metric on P, where 1 ≤ q <∞. This metric,
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dq, is defined as follows:
dq(f1, f2) =
(∫
t∈[0,1]
distM (f1(t), f2(t))
qp(t)dt
)1/q
, (4.6)
where distM denotes the geodesic distance on M and p(t) is the pdf for the predictor t.
Theorem 4.1.1. Assume a regression setting with a predictor variable t ∈ [0, 1], whose
pdf p(t) is strictly positive on [0, 1], a response variable x in a compact finite-dimensional
Riemannian manifold M and an underlying and unknown Lipschitz function f0 ∈ P,
which relates between x and t according to (4.1) and (4.2). Assume an arbitrarily fixed
0 <  < 1/4 and for n ∈ N, let bn = n−1/2+2 be the sidelength of the set PGF (bn) and let
{Πn}n∈N denote the sequence of discretized BM priors on PGF (bn). Then there exists
an absolute constant A0 and a fixed constant C0 depending only on the positive minimum
value of p(t) on [0, 1], the volume of M and the Riemannian metric of M1 , such that
Πn(·|{(ti, xi)}ni=1) contracts to f0 according to the rate n =
√
bn/C0 = O(n
−1/4+).
More precisely, for any 1 ≤ q <∞
Πn(f : dq(f, f0) ≥ A0n|{(ti, xi)}ni=1)→ 0
in Pn0 -probability (see (4.3)) as n→∞.
The proof of Theorem 4.1.1 appears in Section 4.2 and utilizes a general strategy for
establishing contraction according to [127]. The significance of the theorem is in properly
determining the sidelength parameter bn (as a function of n). Practical application of the
discretized BM prior can suffer from underfitting or overfitting as a result of too small
or too large choice of bn respectively. Theorem 4.1.1 implies that for n observations, bn
should be picked as n−1/2+2 to achieve a contraction rate of O(n−1/4+) for any fixed
 > 0.
Posterior Consistency for Continuous BM
We show here that the posterior distribution Π(·|{(ti, xi)}ni=1) is weakly consistent. In
order to clearly specify the weak convergence, it is natural to identify functions in P
1 More precisely, the dependence of the constant CII (which is later defined in (4.15)) on the
Riemannian metric.
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with density functions of observations. Let D denote the set of densities p(t, x) from
which the observations {(ti, xi)}ni=1 ⊂ [0, 1]×M are drawn. Assuming a fixed variance
σ2, a function f ∈ P can be identified with a density function pf ∈ D as follows:
Φ : f −→ pf (t, x) := pσ2(f(t), x)p(t). (4.7)
Therefore, Π induces a prior on the set D, which is again denoted by Π with some
abuse of notation. For the simplicity of analysis, we assume here that σ2 is known.
Section 4.4.1 discusses the modification needed when σ2 is unknown.
For the underlying function f0, we define its weak neighborhood of radius  by
N(f0) =
{
f ∈ P :
∣∣∣∣∣
∫
[0,1]×M
pgpfdtdµ(x)−
∫
[0,1]×M
pgpf0dtdµ(x)
∣∣∣∣∣ ≤ , ∀g ∈ P
}
.
Theorem 4.1.2 states the weak posterior consistency of the continuous BM prior Π. It
is proved later in Section 4.3.
Theorem 4.1.2. If M is a compact Riemannian manifold and if the true underlying
function f0 ∈ P of the regression model is Lipschitz continuous, then the posterior
distribution Π(·|{(ti, xi)}ni=1) is weakly consistent. In other words, for any  > 0,
Π(N(f0)|{(ti, xi)}ni=1) −→ 1
almost surely w.r.t. the true probability measure Pn0 (defined in (4.3)) as n→∞.
4.1.4 Contributions of this Work
The first contribution of this paper is the proposal of a natural model for manifold-valued
regression (with real-valued predictors). Indeed, the heat kernel on the Riemannian
manifold gives rise to an averaging process, which generalizes basic averages of vector-
valued regression. In particular, the heat kernel on RD is the same as the Gaussian
kernel (applied to the difference of f(t) and x), which is widely used in regression when
x ∈ RD (due to an additive Gaussian noise model). The Bayesian setting is natural for
the proposed model, since it uses the discretized or continuous Brownian motion on M
as a prior distribution of f and it does not directly use the heat kernel. It is not hard
to simulate the Brownian motion, but tight estimates of the heat kernel for general M
are hard.
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The second and main contribution of this work is the derivation of the contraction
rate of the posterior distribution for the discretized Brownian motion. To the best
of our knowledge the rate of contraction was only established before for regression
with real-valued predictors and responses. For this case, van Zanten [125] established
contraction rate n−1/4 for the posterior distribution of n samples under the Lp-norm,
where 1 ≤ p <∞. His analysis does not seem to extend to our setting. It is unclear to
us if this stronger contraction rate also applies to the general case of manifold-valued
regression (see discussion in Section 4.6.3).
The third contribution is the consistency result for the continuous Brownian motion.
The only other consistency result for manifold-valued regression we are aware of is by
Bhattacharya [112]. It suggests a general nonparametric Bayesian kernel-based frame-
work for modeling the conditional distribution x|t, where the predictor t and response x
take values in metric spaces with kernels. Under a suitable assumption on the kernels,
[112] established the posterior consistency for the conditional distribution w.r.t. the L1
norm (see [112, Proposition 13.1]). We remark that [112] applies to responses and pre-
dictors in Riemannian manifolds (where the corresponding metric kernels are the heat
kernels). However, both the conditional distribution (of x given t) and the prior distri-
bution are different than the ones proposed here. It is unclear how to obtain a rate of
contraction for [112].
The last contribution is the implication of a new numerical procedure for manifold-
valued regression, which is based on simulating a Brownian motion on M . The flexibility
of the shapes of the sample paths of the Brownian motion is advantageous over state-of-
the-art geodesic regression methods. Real applications often do not give rise to geodesics
and thus the nonparametric regression method is less likely to suffer from underfitting.
Another nonparametric approach is kernel regression [124, 112]. In Section 4.5, we
compare between kernel regression and Brownian motion regression (our method) for a
particular example, which is easy to visualize.
4.1.5 Organization of the Rest of the Paper
The paper is organized as follows. Theorems 4.1.1 and 4.1.2 are proved in Sections 4.2
and 4.3 respectively. Section 4.4 extends the framework to the cases where σ2 is unknown
and p(t) is supported on a subset of [0, 1]. Section 4.5 demonstrates the performance
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of the proposed procedure on a particular example, which is easy to visualize, and
compares it to kernel regression [124, 112]. At last, Section 4.6 concludes this work and
discusses some open problems.
4.2 Proof of Theorem 4.1.1
Our proof utilizes Theorem 2.1 of [127, page 4]. The latter theorem establishes the
contraction rate for a sequence of priors Πn over the set D of joint densities of the
predictor t and response x under some conditions on Πn and the covering number of D.
We thus conclude Theorem 4.1.1 by establishing these conditions.
We use the following distance dq,D on the space D with an arbitrarily fixed 1 ≤ q <
∞:
dq,D(p1, p2) =
1
2
‖p1 − p2‖q for p1, p2 ∈ D.
The regression framework is formulated in terms of the space P (see Section 4.1.1, in
particular, the mapping of P to D in (4.7)) and the metric dq on P (see (4.6)). We also
use the d∞ metric on P, which is defined by
d∞(f1, f2) = max
t∈[0,1]
distM (f1(t), f2(t)), (4.8)
The proof is organized as follows. Section 4.2.1 shows that under the mapping (4.7)
of P to D, dq,D is bounded from below by dq (and above by d∞). Therefore, the posterior
contraction w.r.t. dq,D implies the posterior contraction w.r.t. dq. Then, Sections 4.2.2-
4.2.4 show that if the sidelengths {bn}n∈N and a constant α > 0 are chosen properly, then
the priors {Πn}n∈N and the sieve of functions {Pn,α}n∈N (defined later in (4.21)) satisfy
conditions (2.2)-(2.4) respectively in Theorem 2.1 of [127]. The posterior contraction of
Πn is then concluded.
4.2.1 Relations between dq,D, dq and d∞
We formulate and prove the following lemma, which relates between dq,D, dq and d∞.
It is later used as follows: The first inequality of (4.9) deduces Lq convergence in P
from Lq convergence in D. The second inequality of (4.9) is used in finding the covering
number of the space D.
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Lemma 4.2.1. If 0 < mp, Mp ∈ R and mp ≤ p(t) ≤ Mp for all t ∈ [0, 1], then there
exists two constants C0, C1 > 0 depending only on mp, Mp and the Riemannian manifold
M such that for any f1, f2 ∈ P with corresponding densities pf1, pf2 in D (via (4.7))
C0dq(f1, f2) ≤ dq,D(pf1 , pf2) ≤ C1d∞(f1, f2). (4.9)
Proof. For x1 6= x2, we define the function
F (x1, x2, y) =
|pσ2(x1, y)− pσ2(x2, y)|
distM (x1, x2)
. (4.10)
We note that the first inequality of (4.9) is true if there exists a constant C0 > 0 such
that ∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ C
q
0
mq−1p
, ∀x1 6= x2 ∈M. (4.11)
Since M is compact and pσ2(x, y) is infinitely differentiable, for any  > 0, there
exists δ > 0 such that∣∣∣∣F (x1, x2, y)− ∣∣∣∣∂pσ2(x1, y)∂v12
∣∣∣∣∣∣∣∣ ≤ , ∀x1, x2, y ∈M, distM (x1, x2) ≤ δ, (4.12)
where v12 ∈ Tx1M is the unit vector of the geodesic connecting x1 and x2. Since the
heat kernel pσ2(x1, y) is not constant and due to the compactness of the space of unit
tangent vectors, there exists C ′0 > 0 such that∫
y∈M
∣∣∣∣∂pσ2(x1, y)∂v12
∣∣∣∣ dµ(y) ≥ C ′0, ∀x1 ∈M, v12 ∈ Tx1M, ‖v12‖ = 1. (4.13)
Inequalities (4.12), (4.13) and the Schwarz inequality imply that∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ CI :=
(
C ′0 − µ(M)
µ(M)
)q
, ∀x1, x2, y ∈M, distM (x1, x2) ≤ δ.
(4.14)
If we pick  small enough (with its δ in (4.12)), CI is a positive number. On the other
hand, if the pair (x1, x2) satisfies that distM (x1, x2) ≥ δ, we show that for some constant
CII > 0,∫
y∈M
F (x1, x2, y)
qdµ(y) ≥ CII , ∀x1, x2, y ∈M, distM (x1, x2) ≥ δ. (4.15)
Since the set {(x1, x2)|distM (x1, x2) ≥ δ} is compact, the existence of CII is guaranteed
if we can show that∫
y∈M
F (x1, x2, y)
qdµ(y) > 0, ∀x1, x2, y ∈M, distM (x1, x2) ≥ δ,
105
which can further be reduced to showing that given any pair (x1, x2) ∈M2,
∃y ∈M, pσ2(x1, y) 6= pσ2(x2, y). (4.16)
We prove (4.16) by contradiction. If (4.16) is not true, then
pσ2(x1, y) = pσ2(x2, y), ∀y ∈M. (4.17)
If we plug y = x1 and y = x2 respectively in (4.17), and use the symmetry of the heat
kernel, to get pσ2(x1, x1) = pσ2(x1, x2) = pσ2(x2, x2), which means that
pσ2(x1, x2) =
√
pσ2(x1, x1)pσ2(x2, x2). (4.18)
On the other hand,
pσ2(x1, x2) =
∫
z∈M
pσ2/2(x1, z)pσ2/2(z, x2)dµ(z)
≤
√∫
z∈M
pσ2/2(x1, z)
2dµ(z)
∫
z∈M
pσ2/2(z, x2)
2dµ(z)
=
√
pσ2(x1, x1)pσ2(x2, x2).
(4.19)
In view of (4.18) the Cauchy-Schwartz inequality used in (4.19) is an equality and
consequently
pσ2/2(x1, z) = pσ2/2(x2, z), ∀z ∈M.
Applying the same argument iteratively, we conclude that for any m > 0,
pσ2/2m(x1, z) = pσ2/2m(x2, z), ∀z ∈M.
However, as m → ∞, pσ2/2m(x1, z) → δx1 but pσ2/2m(x2, z) → δx2 6= δx1 . This is a
contradiction. Inequality (4.16) and thus (4.15) are proved. We conclude from (4.14)
and (4.15), the first inequality of (4.9) with C0 =
(
min(CI , CII)m
q−1
p
)1/q
.
Next, we establish the second inequality of (4.9). Theorem 4.1.4 in [128, page 105]
states that pσ2(x, y) is infinitely differentiable in both variables x and y. In particular,
its first partial derivatives are continuous. Furthermore, the fact that M is compact
implies that the first partial derivatives are bounded. That is, there exists CM > 0 such
that ∣∣∣∣∂pσ2(x, y)∂x
∣∣∣∣ ≤ CM , ∣∣∣∣∂pσ2(x, y)∂y
∣∣∣∣ ≤ CM .
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Consequently,
|pσ2(x1, y)− pσ2(x2, y)| ≤ CM distM (x1, x2). (4.20)
Applying (4.20) and then bounding p(t) by Mp and distM by d∞, we conclude (4.12)
with C1 = CMM
(q−1)/q
p µ(M) as follows:
dq,D(pf1 , pf2) =
(∫∫
|pσ2(f1(t), y)p(t)− pσ2(f2(t), y)p(t)|q dµ(y)dt
)1/q
≤
(∫∫
CqM distM (f1(t), f2(t))
qp(t)qdµ(y)dt
)1/q
≤ CMM (q−1)/qp µ(M)d∞(f1, f2).
Remark 4.2.2. We note that when q = 1, the constants C0, C1 in Lemma 4.2.1 are
independent of p(t). In particular, in this case the condition mp ≤ p(t) ≤ Mp is not
needed.
4.2.2 Verification of Inequality 2.2 of [127]
We estimate the covering numbers of special subsets of P and D. The final estimate
verifies inequality 2.2 of [127]. We start with some notation and definitions that also
include these special subsets of P and D.
For 0 < α ≤ 1 and f ∈ P, let
‖f‖α := max
t1,t2∈[0,1]
distM (f(t1), f(t2))
|t1 − t2|α
and
Pα := {f ∈ P| ‖f‖α <∞}.
For a sequence {Mn}n∈N increasing to infinity we define the sieve of functions
Pn,α = {f ∈ Pα| ‖f‖α ≤Mn}. (4.21)
This induces a sieve of densities Dn,α of Dα by the map (4.7). For  > 0 and a metric
space E with the metric d, we denote by N(, E , d) the -covering number of E , which is
the minimal number of balls of radius  needed to cover E .
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In the rest of the section we estimate the covering numbers of the sets M , Pn,α
and Dn,α. We assume a decreasing sequence n approaching zero. Section 4.2.2 upper
bounds N(n,M, distM ) for an arbitrary such sequence n. Section 4.2.2 upper bounds
N(n,Pn,α, d∞) for arbitrary sequences n and Mn as above. At last, Section 4.2.2 upper
bounds N(n,Dn,α, dq,D) for sequences n and Mn satisfying an additional condition
(see (4.37) below). It verifies inequality 2.2 of [127].
Covering Numbers of M
For any n > 0, we construct an n-net on the D-dimensional compact Riemannian
manifold M . Let D(M) be the diameter of M . That is,
D(M) = max
x,y∈M
distM (x, y).
The Nash embedding theorem [129] and Whitney embedding theorem [130] imply that
there exists an isometric map
E : M −→ R2D.
Since D(E(M)) ≤ D(M), the image E(M) is contained in an hypercube HC with side
length 2D(M). We partition this HC as a regular grid with grid spacing n/
√
2D in
each direction. Since each point in HC has distance less than n to some grid vertex,
the set of grid vertices, GV (n), is an n-net of HC. Thus the n-covering number of
HC can be bounded as follows:
N(n, HC,distR2D) ≤
(
2D(M)
n/
√
2D
)2D
. (4.22)
Next, we construct an n-net of M using the n/3-net GV (n/3) of HC. To begin
with, we show in Lemma 4.2.3 that the Riemannian distance and the Euclidean distance
are equivalent locally under an isometric embedding.
Lemma 4.2.3. Let M be a compact Riemannian manifold and E be an isometric em-
bedding to R2D. Then for any fixed constant C > 0, there exists a constant δC > 0 such
that ∀x, y ∈M with distR2D(E(x), E(y)) < δC ,
| distM (x, y)− distR2D(E(x), E(y))| < C distR2D(E(x), E(y)).
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Proof. Suppose this is not true. Then there exists a sequence of (xn, yn) ∈ M2 such
that distR2D(E(xn), E(yn))→ 0 and
|distM (xn, yn)− distR2D(E(xn), E(yn))| ≥ C distR2D(E(xn), E(yn)). (4.23)
Since M is compact, there is a subsequence, denoted again by (xn, yn), and a point
z ∈ M such that xn, yn → z. By picking an orthonormal basis of the tangent space
TzM and using the exponential map expz, one has normal coordinates
Φ : RD ≡ TzM ⊃ Bz(0, r) −→M
where Bz(0, r) is the r-ball centered the origin on TzM . Let logz = exp
−1
z be the
logarithm map at z and distI be the Euclidean distance on TzM . Let xn = logz(xn)
and yn = logz(yn). Applying Lemma 12 in [131, page 24] for xn,yn,
|distM (xn, yn)− distI(xn,yn)| < O(max{‖xn‖22, ‖yn‖22}) distI(xn,yn). (4.24)
Let f be the composition of Φ with E,
f : RD ⊃ Bz(0, r) −→ R2D.
We note that f(xn) = E(xn) and f(yn) = E(yn). The Tyler series of f is
f(yn)− f(xn) = (∇f(xn))T (yn − xn) + 1
2
(yn − xn)T (∇2f(xn))(yn − xn) + · · · .
This implies that
‖f(yn)− f(xn)‖2 = ‖(∇f(xn))T (yn − xn)‖2 +O(‖yn − xn‖22). (4.25)
On the one hand, since E is an isometric embedding, the linear map
∇f(0) : RD −→ R2D
preserves the Euclidean distance. On the other hand, the smoothness of f implies that
∇f(x) has bounded derivatives. Thus,
∇f(xn) = ∇f(0) +O(‖xn‖2). (4.26)
Then, (4.25) and (4.26) and the triangle inequality imply that
‖f(yn)− f(xn)‖2 = ‖yn − xn‖2 +O(‖xn‖2‖yn − xn‖2 + ‖yn − xn‖22).
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In other words,
|distI(xn,yn)− distR2D(E(xn), E(yn))| ≤ O(‖xn‖2 + ‖yn− xn‖2) distI(xn,yn). (4.27)
By (4.24) and (4.27),
|distM (xn, yn)− distR2D(E(xn), E(yn))| < cn distI(xn,yn),
where cn = O(‖xn‖2 + ‖yn − xn‖2 + max{‖xn‖22, ‖yn‖22}). Moreover, by (4.27),
distI(xn,yn) < (1−O(‖xn‖2 + ‖yn − xn‖2))−1 distR2D(E(xn), E(yn)).
Therefore, if c′n = cn/(1−O(‖xn‖2 + ‖yn − xn‖2)), then
| distM (xn, yn)− distR2D(E(xn), E(yn))| < c′n distR2D(E(xn), E(yn)).
We note that c′n → 0 as n→∞ since xn,yn → 0 and this contradicts assumption (4.23).
Now, we construct an n-net of M from GV (n/3).
Lemma 4.2.4. Let ĜV (n/3) = {x ∈ GV (n/3)|distR2D(x,M) ≤ n/3}. There exists
a constant δ > 0 such that E−1(ProjE(M)(ĜV (n/3))) is an n-net of M when n < δ.
Consequently,
N(n,M, distM ) ≤ N(n/3, HC,distR2D).
Proof. Suppose n < δ := δ1/3 where δ1/3 is the constant δC in Lemma 4.2.3 with
C = 1/3. For any point x ∈M , let y be the vertex in GV (n/3) that is closest to E(x)
w.r.t. distR2D . Then, by definition, y ∈ ĜV (n/3). Let z = E−1(ProjE(M)(y)). To
prove the lemma, it is sufficient to show that
distM (x, z) < n. (4.28)
Since distR2D(E(x), E(z)) < 2n/3 < δ1/3, Lemma 4.2.3 states that
| distM (x, z)− distR2D(E(x), E(z))| <
1
3
distR2D(E(x), E(z)). (4.29)
Inequality (4.29) implies (4.28) and thus the lemma as follows:
distM (x, z) <
4
3
distR2D(E(x), E(z)) < 8n/9.
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From now on, we fix an n/3-net Sn of M , generated as above from the projection
of regular grid vertices GV (n/9) of HC with grid spacing n/(9
√
2D). Lemma 4.2.5
provides an upper bound of the number of points in Sn in the n-neighborhood of x ∈ Sn.
Lemma 4.2.5. For x ∈ Sn and X := {y ∈ Sn|distM (x, y) ≤ n},
#X ≤ 212D.
Proof. If y ∈ X ⊂ Sn, then there is a point z ∈ GV (n/9) such that
E−1(ProjE(M)(z)) = y and distR2D(z, E(y)) ≤ n/9. (4.30)
We note that
distR2D(E(x), E(y)) ≤ distM (x, y) (4.31)
since E is an isometric embedding. Inequalities (4.30) and (4.31) and the triangle
inequality imply that distR2D(E(x), z) ≤ 10n/9. Thus, if
Y := {z ∈ GV (n/9)|distR2D(E(x), z) ≤ 10n/9},
then X ⊂ E−1(ProjE(M)(Y )). Since the grid spacing is n/9, #X ≤ #Y = 212D.
Covering Numbers of Pn,α
Recall that PGF (a) ⊂ Pα is the set of piecewise geodesic functions which map each
interval [ka, (k + 1)a] to a geodesic on M for 0 ≤ k < 1/a. We define
FSn(a) = {f ∈ PGF (a)|f(ka) ∈ Sn for 0 ≤ k < 1/a},
where Sn was defined just before Lemma 4.2.5. The following Lemma upper bounds
N(n,Pn,α, d∞). It uses the constant δ1/9 which was defined in Lemma 4.2.3 (here
C = 1/9).
Lemma 4.2.6. If M is a D-dimensional compact Riemannian manifold with diameter
D(M), two sequences {Mn}n∈N, {n}n∈N such that Mn → ∞ and n < δ1/9, and a =
n
3Mn
, then there is a subset of FSn(a), which forms an n-net of Pn,α and
N(n,Pn,α, d∞) ≤
(
212D
)3Mn/n (18√2DD(M)
n
)2D
. (4.32)
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Proof. Given f ∈ Pn,α, an approximation fˆ ∈ FSn(a) is determined uniquely by speci-
fying its boundary value fˆ(ka) for 0 ≤ k < 1/a, which is given by
fˆ(ka) = arg minx∈Sn distM (x, f(ka)).
To show that d∞(f, fˆ) ≤ n, We check the inequality distM (f(t), fˆ(t)) ≤ n for all
t ∈ [0, 1]. Suppose t ∈ [ka, ka+ a]. Since ‖f‖α ≤Mn,
distM (f(ka), f(t)) ≤Mna ≤ n/3. (4.33)
Moreover, because fˆ is a mapping to a geodesic on [ka, ka+ a] and the fact that Sn is
n/3-net of M ,
distM (f(ka), fˆ(ka)) ≤ n/3 (4.34)
and
distM (f(ka), fˆ(t)) ≤ distM (f(ka), fˆ(ka+ a)) (4.35)
≤ distM (f(ka), f(ka+ a)) + distM (f(ka+ a), fˆ(ka+ a))
≤ 2n/3.
It follows from (4.33), (4.35) and the triangle inequality that
distM (f(t), fˆ(t)) ≤ n. (4.36)
Define subset of FSn(a):
SFSn(a) = {f ∈ FSn(a)| distM (f(ka), f(ka+ a)) ≤ n, ∀0 ≤ k < 1/a}.
By the definitions of fˆ and Sn and (4.33), we conclude that fˆ ∈ SFSn(a). Thus, SFSn(a)
is an n-net of Pn,α.
By definition, N(n,Pn,α, d∞) ≤ #SFSn(a). It is thus sufficient to estimate #SFSn(a).
Lemma 4.2.4 and (4.22) imply that
#Sn ≤
(
18D(M)
n/
√
2D
)2D
,
which is the upper bound of the number of values that fˆ(0) can take. Given the value
of fˆ(ka), there are 212D choices for fˆ(ka+a) by Lemma 4.2.5. Thus, for a = n/(3Mn),
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(4.32) is concluded as follows
#SFSn(a) ≤
(
212D
)3Mn/n (18√2DD(M)
n
)2D
.
Covering Numbers of Dn,α
In this section, we prove the following lemma.
Lemma 4.2.7. If Mn satisfies
Mn ≤ n
3
n
6C1D(log(21) + 1)
, (4.37)
where C1 was defined in Lemma 4.2.1, then for n sufficiently large Dn,α satisfies the
inequality 2.2 of [127, Theorem 2.1], that is,
logN(n,Dn,α, dq,D) ≤ n2n. (4.38)
Proof. Recall that Dn,α = Φ(Pn,α) and dq,D(pf1 , pf2) ≤ C1d∞(f1, f2) (see Lemma 4.2.1).
A consequence of this is that an n-net of Dn,α can be induced from an n/C1-net of
Pn,α. Therefore,
N(n,Dn,α, dq,D) ≤ N(n/C1,Pn,α, d∞) ≤
(
212D
)3C1Mn/n (18C1√2DD(M)
n
)2D
.
(4.39)
To conclude (4.38), it is enough to show that
3C1Mn
n
(2D log(21) + 2D) + 2D log
(
18C1
√
2DD(M)
3C1Mn
)
≤ n2n. (4.40)
We verify it for n sufficiently large. Since Mn →∞, the second term of the LHS of (4.40)
will be less than zero for large n. On the other hand, it follows from (4.37) that the
first term of the LHS of (4.40) is less than or equal to n2n.
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4.2.3 Verification of Inequality 2.3 of [127]
Recall that the prior Πn, with support on PGF (bn) ⊂ Pα, is given by the discretized
Brownian motion at times bn, 2bn, . . . , 1. More specifically, we define the prior Πn on
PGF (bn) by fixing the joint distribution of f(kbn) for 0 ≤ k < 1/bn, whose density is
given by
pin(f) = s(f(0))
1/bn∏
k=0
pbn(f(kbn), f(kbn + bn)). (4.41)
where s is a fixed density function with support on M for f(0), and pbn(x, y) is the
transition probability from x to y of the Brownian motion at time bn.
In this section, we show that if the sequence bn is properly chosen, then Πn satisfies
the inequality 2.3 of [127, Theorem 2.1], that is,
Πn(Dα\Dn,α) ≤ exp[−n2n(C + 4)]. (4.42)
We first establish Lemma 4.2.8 below and then use it to conclude (4.42) in Lemma 4.2.9
below (under a condition on bn). We use the following set
X := {f ∈ PGF (bn)| distM (f(k1bn), f(k2bn)) ≤Mn(k2bn − k1bn)α/3,
∀0 ≤ k1 < k2 < 1/bn}
(4.43)
Lemma 4.2.8. The set X is contained in PGF (bn) ∩ Pn,α.
Proof. By definition of Pn,α, it is enough to show that if f ∈ X, then
distM (f(t1), f(t2)) ≤Mn|t2 − t1|α, ∀0 ≤ t1 < t2 ≤ 1.
Suppose t1, t2 ∈ [kbn, (k+1)bn] for some k without loss of generality. Since f is geodesic
on this interval and f ∈ X,
distM (f(t1), f(t2)) =
|t2 − t1|
bn
distM (f(kbn), f((k + 1)bn))
≤ |t2 − t1|
α
bαn
distM (f(kbn), f((k + 1)bn))
≤ Mn
3
|t2 − t1|α.
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Now, let t1 ∈ [k1bn, (k1 + 1)bn] and t2 ∈ [k2bn, (k2 + 1)bn] for k1 < k2. By the triangle
inequality,
distM (f(t1), f(t2)) ≤ Mn
3
|k1bn + bn − t1|α + Mn
3
|(k2 − k1 − 1)bn|α + Mn
3
|t2 − k1bn|α
≤Mn|t2 − t1|α.
This completes the proof.
Next we consider the upper bound of the probability Πn(Pα\Pn,α). It uses a constant
C2 which is presented in Theorem 5.3.4 in [128, page 141]. It also introduces a constraint
on Mn and n (see (4.44)).
Lemma 4.2.9. If 12 ≤ α ≤ 1, bn = M−cn for a constant c s.t. 0 < c < 1/α and
C2Vol(M)M
c(2D+3)/2
n exp[−M2−(2α−1)cn /18] ≤ exp[−n2n(C + 4)], (4.44)
then (4.42) is satisfied.
Proof. We define
Xk1,k2 := {f ∈ PGF (bn)| distM (f(k1bn), f(k2bn)) > Mn(k2bn − k1bn)α/3}.
When α ≥ 12 , Theorem 5.3.4 in [128, page 141] implies that for the constant C2 > 0
Πn(Xk1,k2) ≤
C2
b
(2D−1)/2
n
exp[−b2αn (Mn/3)2/(2bn)]Vol(M). (4.45)
Consequently,
Πn(Pα\Pn,α) ≤ Πn(PGF (bn)\(PGF (bn) ∩ Pn,α)) (4.46)
≤ Πn(PGF (bn)\X) ≤
∑
0≤i<j≤ 1
bn
Πn(Xki,kj )
≤ 1
b2n
(
C2
b
(2D−1)/2
n
exp[−b2αn (Mn/3)2/(2bn)]Vol(M)
)
=
C2Vol(M)
b
(2D+3)/2
n
exp[−b2α−1n M2n/18].
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The first inequality of (4.46) follows from the fact that the support of Πn is PGF (bn).
The second inequality of (4.46) follows from Lemma 4.2.8. The third inequality follows
from the definitions of X and Xki,kj . The fourth inequality of (4.46) follows from (4.45).
The proof concludes by plugging bn = M
−c
n in (4.46) and the fact
Πn(Pα\Pn,α) = Πn(Dα\Dn,α).
4.2.4 Verification of Inequality 2.4 of [127]
We recall that inequality 2.4 of [127, Theorem 2.1] states that
Πn
(
P0
(
log
p0
p
)
≤ 2n, P0
(
log
p0
p
)2
≤ 2n
)
≥ exp[−n2nC]. (4.47)
We first establish two technical lemmas (Lemmas 4.2.10 and 4.2.11) and then prove (4.47)
in Lemma 4.2.12. The formulation of Lemma 4.2.10 requires the following notation. We
recall that by choosing a density p(t) on the predictor t, there is a map Φ : P → D. For
simplicity, we use the following notation:
p(t, x) = Φ(f) = pσ2(f(t), x)p(t), p0(t, x) = Φ(f0) = pσ2(f0(t), x)p(t),
where f is any continuous function and f0 is the true function. Let P0 be the probability
with density p0(t, x) and P0f denote
∫
fdPf0 . Here the density p(t) of the predictor t
is assumed to be positive on [0, 1], so that both p(t, x) and p0(t, x) are positive (their
exact forms are irrelevant). We consider first the upper bounds of P0
(
log p0p
)
and
P0
(
log p0p
)2
.
Lemma 4.2.10. There exists a constant C3 > 0 such that
P0
(
log
p0
p
)
≤ C3d∞(f0, f), P0
(
log
p0
p
)2
≤ C3d∞(f0, f). (4.48)
Proof. Theorem 4.1.1 in [128, page 102] states that pσ2(x, y) is strictly positive on
M ×M . Since M ×M is compact, there exists two constants c1, c2 > 0 such that
c1 ≤ pσ2(x, y) ≤ c2 (4.49)
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for all (x, y) ∈M×M . Moreover, for the same reason, pσ2(x, y) is uniformly continuous.
that is, there exists a constant c3 > 0,
|pσ2(x1, x)− pσ2(x2, x)| ≤ c3 distM (x1, x2) ∀x1, x2, x ∈M. (4.50)
Then, the inequality log(x) ≤ x− 1, (4.49) and (4.50) imply that
P0
(
log
p0
p
)
=
∫∫
log
(
p0
p
)
p0dµ(x)dt ≤
∫∫
(p0 − p) p0
p
dµ(x)dt (4.51)
≤
∫∫
c2c3
c1
distM (f(t), f0(t))p(t)dµ(x)dt ≤ c2c3
c1
Vol(M)d∞(f0, f).
Similarly,
P0
(
log
p0
p
)2
=
∫∫ [
log
(
p
p0
)]2
p0dµ(y)dt
=
∫∫
p>p0
[
log
(
p
p0
)]2
p0dµ(y)dt+
∫∫
p<p0
[
log
(
p0
p
)]2
p0dµ(y)dt
≤
∫∫
p>p0
(
p− p0
p0
)2
p0dµ(y)dt+
∫∫
p<p0
(
p0 − p
p
)2
p0dµ(y)dt
≤ c
2
3
c21
d∞(f0, f).
Consequently, (4.48) is satisfied with C3 = max(
c2c3
c1
Vol(M), c23/c
2
1).
Lemma 4.2.11. Assume that C3 is an arbitrarily chosen positive constant. If f0 is
a Lipschitz continuous function with the Lipschitz constant L > 0 and f ∈ PGF (bn)
such that f(kbn) is in the rn-ball B(f0(kbn), rn) on M , where rn =
2n
3C3
− 2Lbn
3
, then
d∞(f0, f) ≤ 2n/C3.
Proof. Since f0 is Lipschitz,
distM (f0(kbn), f0(kbn + t)) ≤ Lbn ∀0 ≤ k < 1/bn, 0 ≤ t ≤ bn. (4.52)
Since f is geodesic on each interval [kbn, kbn + bn],
distM (f(kbn), f(t)) ≤ distM (f(kbn), f(kbn + bn)) for t ∈ [kbn, kbn + bn]. (4.53)
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By distM (f0(kbn), f(kbn)) ≤ rn, (4.52), (4.53) and the triangle inequality,
distM (f(kbn), f(t)) ≤ 2rn + Lbn. (4.54)
Similarly,
distM (f(kbn), f0(t)) ≤ rn + Lbn. (4.55)
Inequalities (4.54) and (4.55) imply that
distM (f0(t), f(t)) ≤ 3rn + 2Lbn = 2n/C3. (4.56)
The proof is concluded by the fact that (4.56) is true for every t.
Lemma 4.2.12. If f0 is a Lipschitz continuous function, then there exists a sufficiently
large constant C0 > 0 such that if bn = C0
2
n and n
4+δ
n →∞ (δ > 0), then the sequence
of priors Πn satisfies (4.47) for all n > N0 (N0 depends on δ).
Proof. By Lemma 4.2.10, it is enough to show that
Πn(f : C3d∞(f0, f) ≤ 2n) ≥ exp[−n2nC], (4.57)
where C3 is the constant in Lemma 4.2.10. Let f ∈ PGF (bn) and L be the Lipschitz
constant of f0. It follows from Lemma 4.2.11 that if
distM (f0(kbn), f(kbn)) ≤ rn = 
2
n
3C3
− 2Lbn
3
∀0 ≤ k < 1/bn, (4.58)
then d∞(f0, f) ≤ 2n/C3.
Moreover, we note that (4.52), (4.58) and the triangle inequality imply that
distM (f(kbn), f(kbn + bn)) ≤ Lbn + 2rn. (4.59)
It follows from Theorem 5.3.4 in [128, page 141] and (4.59) that for a constant C4 > 0,
pbn(f(kbn), f(kbn + bn)) ≥
C4
b
D/2
n
exp
[
−distM (f(kbn), f(kbn + bn))
2
2bn
]
≥ C4
b
D/2
n
exp
[
−(Lbn + 2rn)
2
2bn
]
.
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Recall that the support of Πn is PGF (bn). Therefore,
Πn(f : C3d∞(f0, f) ≤ 2n) ≤
Vol(B(f0(0), rn))
Vol(M)
∏
1≤k<1/bn
[
C4
b
D/2
n
exp
[
−(Lbn + 2rn)
2
2bn
]
Vol(B(f0(kbn), rn))
]
.
(4.60)
Since
Vol(B(f0(kbn), rn)) ≥ C5rDn for a constant C5 > 0,
the RHS of (4.60) is at least
1
Vol(M)
(
C5r
D
n
)1/bn+1 C1/bn4
b
D/(2bn)
n
exp
[
−(Lbn + 2rn)
2
2b2n
]
. (4.61)
Plugging the expression of rn in (4.58) and C0bn = 
2
n for a constant C0 > 0, the
logarithm of (4.61) being greater or equal to −n2nC is simplified as
1
bn
[
− log
(
C4C
1+bn
5
Vol(M)bn
)
−D(1 + bn) log
(
C0
3C3
− 2L
3
)
− (D
2
+Dbn) log(bn)
]
(4.62)
+
1
2
(
2C0
3C3
− L
3
)2
≤ n2nC.
We fix a constant C0 > 0 large enough so that for all bn,
− log
(
C4C
1+bn
5
Vol(M)bn
)
−D(1 + bn) log
(
C0
3C3
− 2L
3
)
≤ 0.
The constant C0 exists since bn → 0. Moreover, we note that since the fourth term
of (4.62) is a constant, to satisfy (4.62), it is enough to show that
− 1
bn
(
D
2
+Dbn
)
log(bn) ≤ C
2
n2n. (4.63)
Substituting C0bn = 
2
n in (4.63) yields the inequality
C0
2n
K
(
D
2
+
D
C0
2n
)
log
(
C
1/K
0

2/K
n
)
≤ C
2
n2n. (4.64)
We note that by using log(x) ≤ x, it is enough to show that
K
(
D
2
+
D
C0
2n
)
C
1+1/K
0 ≤
C
2
n4+2/Kn . (4.65)
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If we pick any K > 0 such that
2
K
< δ, then the right-hand side of (4.65) approaches
infinity while the left-hand side is bounded. This implies that there exists a constant
N0 > 0 such that for all n > N0, (4.65) is satisfied, which guarantees that (4.57) and
thus the lemma are true.
4.2.5 Conclusion of Theorem 4.1.1
Under the assumptions that 12 ≤ α ≤ 1, 0 < c < 1α and f0 is Lipschitz, we showed, in
previous sections, that if we pick bn,Mn, n such that
bn = M
−c
n , bn = C0
2
n, n
4+δ
n →∞ and (4.37) & (4.44) hold, (4.66)
then Theorem 4.1.1 follows directly from [127, Theorem 2.1]. In this section, we conclude
the proof by solving the inequalities for parameters and showing the optimal choice of
the sequence n (which determines the contraction rate).
The first two equalities of (4.66) imply that
Mn = C
−1/c
0 
−2/c
n . (4.67)
Plugging (4.67) into (4.37) and simplifying the expression yields
6C
−1/c
0 C1D(log(21) + 1) ≤ n3+2/cn . (4.68)
Plugging (4.67) into (4.44) and taking the logarithm of both sides (with simplification)
results in the inequality(
− log
(
C
−(2D+3)/2
0 C2Vol(M)
)
+ (2D + 3) log(n)
)
4/c−4α+2n (4.69)
+
1
18
C
−2/c+2α−1
0 ≥ n4/c−4α+4n (C + 4).
We note that the first term of (4.69) approaches zero when 4/c−4α+2 > 0. Therefore,
to satisfy (4.69), we only need that the second term, which is a constant, is no less than
the right-hand side. That is,
1
18
C
−2/c+2α−1
0 ≥ n4/c−4α+4n (C + 4). (4.70)
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If we pick α, c and n so that the right-hand side of (4.70) approaches zero, then (4.69)
is satisfied for large n. It follows from (4.68), (4.70) and the fact that n4+δn →∞ that
the constants α and c need to satisfy
3 +
2
c
≤ 4 + δ < 4
c
− 4α+ 4.
One choice is c = 21+δ and α =
1
2 . Under this choice, the sequence n = n
−1/(4+3δ/2)
satisfies (4.68) and (4.70). Since δ > 0 can be arbitrarily small, the best achievable
contraction rate is
n = n
−1/4+ for any fixed  > 0.
4.3 Proof of Theorem 4.1.2
We first prove a technical lemma (Lemma 4.3.1) which requires some definitions and then
conclude the proof of Theorem 4.1.2. Let QT,...,kTx0,...,xk be the Brownian bridge probability
measure on the path space V (k) = {f ∈ C([0, T ],M) : f(0) = x0, f(iT ) = xi, ∀0 ≤ i ≤ k}.
In particular, we denote by QTx,y the Brownian bridge probability measure on the path
space V = {f ∈ C([0, T ],M) : f(0) = x, f(T ) = y}.
Lemma 4.3.1. If x, y ∈M s.t. distM (x, y) < 0/2, then there exists T0 > 0 such that
QTx,y(distM (f, x) ≥ 0) < 1, ∀T ≤ T0,
where distM (f, x) = max
t∈[0,T ]
distM (f(t), x). In other words, the Brownian bridge assumes
positive measure over the subset of paths {f ∈ V : f([0, T ]) ⊂ B(x, 0)}.
Proof. Equation 2.6 in [132] implies that there exists T0 > 0 such that if T ≤ T0, then
T log(QTx,y(distM (f, x) ≥ 0)) ≤ −20 + 4 distM (x, y)2. (4.71)
That is,
QTx,y(distM (f, x) ≥ 0) ≤ exp[(−20 + 4 distM (x, y)2)/T ] < 1. (4.72)
The first inequality in (4.72) follows from (4.71) and the second inequality follows from
the assumption that distM (x, y) < 0/2.
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We now conclude the proof of Theorem 4.1.2. Recall that the Kullback-Leibler (KL)
divergence between pf0 and pf is defined as
dKL(pf0 , pf ) =
∫
[0,1]×M
pf0 log
(
pf0
pf
)
dtdµ(x).
A corollary of Theorem 6.1 in [133] implies that if Π assumes positive mass on any
Kullback-Leibler neighborhood of pf0 , then the posterior distribution is weakly consis-
tent. Thus, it is enough to show that
Π({f : dKL(pf0 , pf ) ≤ }) > 0, ∀ > 0.
We note that Lemma 4.2.10 shows that dKL(pf0 , pf ) is upper bounded by d∞(f0, f).
Therefore, we only need to prove that
Π({f : d∞(f0, f) ≤ }) > 0, ∀ > 0.
Fix a positive number 1 < . We consider a regular (e.g., equidistant) grid of [0, 1]
with spacing T . We assume the regular grid satisfies the following conditions:
1. B(xi, 1) ⊂ B(x, ), ∀x ∈ f0([iT, (i+ 1)T ]) and xi = f0(iT ),
2. distM (xi, xi+1) < 1/4.
The Lipschitz assumption of f0 guarantees the existence of T . Indeed, Condition (1) is
guaranteed by the triangle inequality of the metric distM and the Lipschitz assumption
and Condition (2) is guaranteed by picking a sufficiently small T .
Given a positive number δ < 1/24, the triangle inequality implies that
B(xˆi, 21/3) ⊂ B(xi, 1) and distM (xˆi, xˆi+1) < 1/3, ∀xˆi ∈ B(xi, δ). (4.73)
Applying Lemma 4.3.1 to xˆi and xˆi+1 implies that Q
T,...,1
xˆ0,...,xˆ1/T
assumes positive measure
over the set of paths
Vxˆ = {f : f(0) = x0, f(iT ) = xˆi, f([iT, (i+ 1)T ]) ∈ B(xˆi, 21/3), ∀i ∈ [0, 1/T ]} .
If f ∈ Vxˆ, then for any t ∈ [iT, (i+ 1)T ],
f(t) ∈ B(xˆi, 21/3) ⊂ B(xi, 1) ⊂ B(f0(t), ). (4.74)
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The first inclusion in (4.74) follows from (4.73) and the second inclusion in (4.74) follows
from condition (1) of the regular grid. By definition, (4.74) implies that Vxˆ ⊂ {f :
d∞(f0, f) ≤ }. Therefore,
Π({f : d∞(f0, f) ≤ }) ≥
∫
xˆ∈∏1/Ti=0 B(xi,δ)Q
T,...,1
xˆ0,...,xˆ1/T
(Vxˆ)Πn(dxˆ) > 0,
where Πn is the probability measure of the discretized Brownian motion with spacing
bn = T and xˆ = (xˆ1, . . . , xˆ1/T )
T .
4.4 Extensions of the Regression Framework
In this section, we briefly discuss two extensions of the current framework, where The-
orem 4.1.1 and 4.1.2 equally apply. In Section 4.4.1, we consider the case where the
variance σ2 is unknown. Section 4.4.2 explains how to possibly relax the assumption
that p(t) has a positive lower bound.
4.4.1 The Case of Unknown Variance σ2
The mapping Φ of (4.7) assumes that σ2 is a fixed and known parameter. If it is
unknown, the prior on it can be chosen as the uniform distribution on the interval
[1/A,A] for some constant A > 0 (or other distributions as long as it is bounded away
from zero and infinity).
Under this prior of σ2, the probability density of (t, x) is given by
pf (t, x) =
∫
σ2∈[1/A,A]
pσ2(f(t), x)p(t)dσ
2.
Since pσ2(x, y) and its partial derivatives (w.r.t. x and y) are uniformly continuous in
the variable σ2 over the interval [1/A,A], it is easy to see that Lemmas 4.2.1 and 4.2.10
still hold for this type of probability densities. Therefore, the contraction rate for the
case of unknown variance is the same as the case of fixed variance.
4.4.2 More General p(t)
Throughout the paper, we assume that the distribution of the predictor t has a smooth
density p(t) on [0, 1] with strict lower and upper bounds 0 < mp ≤Mp. This assumption
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is used in Lemma 4.2.1. Since p(t) is continuous, the upper bound Mp always exists,
but the lower bound can be restrictive. We can relax the lower bound on p(t) as follows.
Let r > 0 and Sr = {t ∈ [0, 1]|p(t) ≥ r}. By following the same arguments in the proof,
we note that the posterior distribution contracts at the same rate to the true function
when considering the Lq norm of functions restricted to Sr.
4.5 Numerical Demonstrations
In this section, we demonstrate the proposed Bayesian scheme and compare it with a
kernel method for the simple manifold S1. We also investigate the effect of changing
various parameters for this special case.
One reason of using S1 is its simplicity of visualization. Indeed, S1 can be identified
with the interval [0, 2pi] and this makes it easy to plot the S1-valued functions. The
other reason is that S1, as a Lie group, has the addition operator on it. Thus, the kernel
method in Euclidean spaces directly applies to this situation, with special awareness of
the issue of averaging (more specifically, the average of the points 0 and 2pi on S1 is 0,
not pi).
For the discretized and continuous BM Bayesian schemes, we obtain the maximum
a posteriori (MAP) probability estimators by implementing a simulated annealing (SA)
algorithm on the corresponding posterior distributions. The starting state (function)
of SA is defined as follows: the value f(t) at time t is the mode of all observed values,
whose observation times are in [t − 0.05, t + 0.05]. For the discretized BM Bayesian
scheme, the sidelength parameter bn is fixed to be 1/40. For the kernel method, we use
the Matlab code [134] implemented according to the Nadaraya-Watson kernel regression
with the optimal bandwidth suggested by Bowman and Azzalini [135].
We remark that we use Brownian motion of various scales and not the standard one,
BMt, assumed in the proof. Nevertheless, the convergence result clearly holds for any
scaled Brownian motion BMct, where c > 0. In fact, c is an additional hyperparameter
(see Section 4.5.2).
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4.5.1 Comparison with Kernel Regression
In the first experiment, we compare three estimators, namely, the discretized BM MAP
(DBM) estimator, the continuous BM MAP (CBM) estimator and the kernel regression
estimator (KER). We fix the scaling hyperparameter c = 0.01 for DBM and CBM and
the optimal bandwidth for KER. We generate datasets of 30 observations according to
the pdf pf0(t)(x) defined in (4.2), where σ
2 = 0.1 and f0 : [0, 1]→ S1 defined by
f0(t) := (t+ 0.5)
2, for t ∈ [0, 1].
Figure 4.1 shows the original function and its different estimators according to DBM,
CBM and KER. The L1 errors between the estimated functions and the true function
are also displayed. Among them, the CBM achieves the minimal L1 error.
4.5.2 The Hyperparameter c
The hyperparameter c plays a similar role as the hyperparameter in the regularized
regression. The second experiment shows how the hyperparameter c (with values in
{0.01, 0.1, 1, 10}) affects the estimation. We fix a dataset of 40 observations with noise
variance 0.05 from the same function as in the first experiment. Figures 4.2 and 4.3
demonstrate the MAP estimators obtained by CBM and DBM respectively. In both
figures, the estimators become smoother when c decreases. Indeed, smaller c means
shorter time for the BM to travel. But smaller c also introduces more bias in the
estimators. This is more evident for DBM in Figure 4.3 while CBM seems less sensitive
to small values of c (see Figure 4.2).
4.5.3 The Sidelength Parameter bn
For DBM we have another important parameter, bn, which determines the number of
pieces of a piecewise geodesic function. When bn = 1, the piecewise geodesic function
becomes geodesic. In this experiment, we show the change of L1 error of the DBM esti-
mator for different choices of bn (1/bn ranges from 1 to 100). The data set is generated
from the same model as in the first experiment. Figure 4.4 shows that for geodesic
functions or functions with large bn, there is a large L1 error due to large bias. As bn
becomes smaller, there is a steady decrease of the L1 error due to the decrease of bias.
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Figure 4.1: Demonstration of the continuous and discretized BM Bayesian estimators
with comparison to a kernel estimator. The data was generated according to the pdf
pf0(t)(x), where f0 is demonstrated in the top left subfigure. The estimators obtained
by CBM (continuous Brownian motion), DBM (discretized Brownian motion) and KER
(kernel method) are shown in the rest of the subfigures together with their L1 errors.
4.6 Conclusion
We established the consistency of the Bayesian estimator with a Brownian motion prior
in the manifold regression setting. For the discretized Brownian motion, we even spec-
ified a contraction rate via a well-known general approach [127, 136]. We thus propose
a new nonparametric Bayesian framework with solid statistical analysis beyond the ex-
isting kernel methods and Gaussian process priors. In fact, one of our motivations to
this work is the incapability of applying a Gaussian process prior to manifold responses
that lack linear structure.
We also list a few interesting questions for possible future study.
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Figure 4.2: The estimators obtained by CBM for different values of c (c =
0.01, 0.1, 1, 10), where c is the scaling parameter of the Brownian motion.
4.6.1 Better Quantitative Estimate of C0 and C1
The constants C0 and C1 in Lemma 4.2.1 (comparing the distance of functions and the
distance of distributions) are not specified due to our proof by contradiction. The spec-
ification of their dependencies on the underlying Riemannian geometry worth further
investigation.
4.6.2 L∞ Convergence
We only proved Lp-convergence for the Brownian motion prior. It is interesting to
investigate the L∞ convergence if it exists at all. If it does not exist, then it is interesting
to know if a smoother prior (e.g., integrated BM) has L∞ convergence.
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Figure 4.3: The estimators obtained by DBM for different values of c (c =
0.01, 0.1, 1, 10), where c is the scaling parameter of the Brownian motion. Unlike CBM,
an underestimation (i.e., sensitivity to bias) is observed when c = 0.01.
4.6.3 A Better Contraction Rate?
For regression with real-valued predictors and responses, van Zanten [125] established
posterior contraction rate of n−1/4 for n samples under the Lq-norm, where 1 ≤ q <∞.
His analysis does not seem to extend to our setting. It is possible that even for the
general case of manifold-valued regression the contraction rate is n−1/4 and not just
n−1/4+. The particular method used here does not seem to obtain a better rate.
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Figure 4.4: L1 error of DBM for different sidelengths bn.
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