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THE STOCHASTIC KLAUSMEIER SYSTEM AND A STOCHASTIC
SCHAUDER-TYCHONOFF TYPE THEOREM
ERIKA HAUSENBLAS AND JONAS M. TÖLLE
Abstract. We investigate the existence of a pair of nonnegative solutions to the stochastic
system of advection-diffusion equations proposed by Klausmeier with Gaussian multiplica-
tive noise. The proof of existence is based upon a stochastic version of the Schauder-
Tychonoff fixed point theorem, which is also proved here.
1. Introduction
Pattern formation at the ecosystem level is a rapidly growing area of spatial ecology. Theo-
retical models are a widely used tool for studying e.g. banded vegetation patterns. One impor-
tant model is the system of advection-diffusion equations proposed by Klausmeier [16]. This
model for vegetation dynamics in semi-deserted areas is based on the water-redistribution hy-
pothesis, using the idea that rainwater in dry regions is eventually infiltrated into the ground.
Instead, water mostly runs off downhill towards the next patch of vegetation. The soil in
such regions of the world as Australia, Africa, and Southwestern North America is prone to
nonlocality of water uptake due to the semiarid environment. Studies of the properties of the
system and further developments can be found in e.g. [15, 26–28, 35].
The Klausmeier system is a generalization of the so-called Gray-Scott system [13] (see also
[25, 29] for earlier accounts employing similar models) which already exhibits effects similar
to Turing patterns [9, 34], see for instance the discussion in [36]. We refer the reader to
[18, 22, 23] for further reading on pattern formation in biology.
The underlying mathematics of this model is given by a pair of solutions (u, v) to a partial
differential equation system coupled by a nonlinearity. The function u represents the surface
water content and v represents the biomass density of the plants. In order to model the
spread of water on a terrain without a specific preference for the direction in which the water
flows, the original models were extended by replacing the diffusion operator by a nonlinear
porous media operator, which represents the situation that the ground is partially filled by
interconnected pores conveying fluid under an applied pressure gradient.
To this end, let O ⊂ Rd be a bounded domain, d = 1, 2, 3, having C∞ boundary or
O = [0, 1]d with periodic or Neumann boundary conditions.
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We shall look for solutions to the following problem with Φ(x) := x[γ] := |x|γ−1x, γ > 1,

u˙(t) = ru∆Φ(u(t))− κu(t) v
2(t) + k − fu(t), t > 0,
u(0) = u0,
v˙(t) = rv∆v(t) + u(t) v
2(t)− gv(t), t > 0,
v(0) = v0,
(1.1)
with Neumann (or periodic, if O is a torus) boundary conditions and initial conditions u(0) =
u0 and v(0) = v0. Moreover, ru, rv, f , κ, k, and g are positive constants.
The deterministic or macroscopic model is derived from the limiting behavior of interacting
diffusions — the so called microscopic model. Applying the strong law of large numbers
and passing from the microscopic to the macroscopic equation one is neglecting the random
fluctuations. In order to get a more realistic model, it is necessary to add noise, which
represents the randomness of the natural environment or the fluctuation of parameters in
the model. Our aim is to investigate the system (1.1) driven by a multiplicative infinite
dimensional Wiener process. Under suitable regularity assumptions on the initial data (u0, v0),
on γ and on the perturbation by noise which we specify below, we find that there exists a
nonnegative solution to the system (1.1) in dimensions d = 1, 2, 3, see our main result1
Theorem 3.7.
See [8] for a recent work proving existence of martingale solutions to stochastic cross-
diffusion systems, however, their approach is using another methods and is not covering the
porous media case.
Due to the nonlinearities standard methods for showing existence and uniqueness of so-
lutions to stochastic partial differential equations cannot be applied directly. Hence we are
using the stochastic Schauder-Tychonoff type Theorem 2.1 which we present in Section 2.
In the subsequent section, i.e. Section 3, we apply the Schauder-Tychonoff type theorem to
show the existence of a martingale solution to the stochastic counterpart (2.1) of the system
(1.1). In Section 4, we prove several technical propositions that are need for the main result
in Section 3.
2. A Schauder-Tychonoff type theorem
Our main motivation to prove a probabilistic Schauder-Tychonoff type fixed point theorem2
was to show existence of a solution to the stochastic counterpart of the system (1.1). Roughly
spoken, we are adding multiplicative noise to the reduced system, i.e., we are considering the
following system {
u˙(t) = ru∆Φ(u(t))− κu(t) v
2(t) + u(t) ξ1(t), t > 0,
v˙(t) = rv∆v(t) + u(t) v
2(t) + v(t) ξ2(t), t > 0.
(2.1)
Here, ξ1 and ξ2 denotes some random Gaussian noise specified later on.
The challenging problem in the system given by (1.1), respective the noisy system (2.1),
is the nonlinearity appearing once with a negative sign and once with a positive sign. The
nonlinearity is not of variational structure, such that energy methods are not available for
1In fact, we prove existence of nonnegative solutions to the noisy systems (3.4)–(3.5) (Itô noise), (3.1)–(3.2)
(Stratonovich noise) respectively.
2See [12] for the classical Schauder and Schauder-Tychonoff fixed point theorem(s).
THE STOCHASTIC KLAUSMEIER SYSTEM 3
the analysis, and, in particular, the maximum principle does not work. To overcome this
obstacle, we use a Schauder-Tychonoff type fixed point argument, which is the main result of
this section. See [21] for a previous work using the classical Schauder theorem for stochastic
evolution equations with fractional Gaussian noise.
Let us fix some notation. LetH be a separable Hilbert space, letQ ∈ L(H) be a nonnegative
definite trace class (covariance) operator. Let U1 be a Banach space. Let O ⊂ R
d be open, d ≥
1. Let X ⊂ {η : [0, T ] → D′(O)} be a Banach function space3, let X′ ⊂ {η : [0, T ] → D′(O)}
be a reflexive Banach function space embedded compactly into X. Let A = (Ω,F ,F,P) be
a filtered probability space with filtration F = (Ft)t≥0 satisfying the usual conditions. For
m ≥ 1, define the collection of processes
(2.2)
MmA (X) :=
{
ξ : Ω× [0, T ]→ D′(O) :
ξ is F-progressively measurable and E|ξ|mX <∞
}
equipped with the semi-norm
|ξ|Mm
A
(X) := (E|ξ|
m
X )
1/m, ξ ∈ MmA (X).
We shall assume thatMm
A
(X) is a reflexive Banach space with respect to the above semi-norm
for m > 1, which is the case in all of the applications in this work.
Theorem 2.1. Let H be a Hilbert space, Q ∈ L(H) such that Q is nonnegative definite and
of trace class, let U1 be a Banach space, and let us assume that we have a compact embedding
X
′ →֒ X as above. Let m > 1. Suppose that for any filtered probability space A = (Ω,F ,F,P)
and for any Q-Wiener process4 W with values in H that is modeled on A, we are given a
convex closed nonempty subset5 X (A) of Mm
A
:=Mm
A
(X) and an operator
VA,W :M
m
A →M
m
A
with the following properties:
(i) VA,W (X (A)) ⊂ X (A),
(ii) the restriction VA,W ↾X (A) is continuous,
(iii) there exist R > 0, m0 ≥ m such that
E|VA,W (v)|
m0
X′
≤ R ∀v ∈ X (A),
(iv) VA,W (X (A)) ⊂ D([0, T );U1) P-a.s.
6
Then there exists a filtered probability space A˜ = (Ω˜, F˜ , F˜, P˜) (that satisfies the usual condi-
tions) together with a Q-Wiener process W˜ modeled on A˜ and an element v˜ ∈ Mm
A˜
such that
for all t ∈ [0, T ], P˜-a.s.
V
A˜,W˜ (v˜)(t) = v˜(t).
Proof. We shall partially follow the proof in [6]. Fix A and W and fix v(0) ∈ X (A).
3Here, D′(O) denotes the space of Schwartz distributions on O, that is, the topological dual space of smooth
functions with compact support D(O) = C∞0 (O).
4See e.g. [7] for this notion.
5Here, the notation X (A) means that Law(u) = Law(u˜) on X for u ∈ X (A) and u˜ ∈ Mm
A˜
implies u˜ ∈ X (A˜).
6Here, D([0, T );U1) denotes the Skorokhod space of càdlàg paths in U1.
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Step I: For n ∈ N, define recursively v(n) := VA,W (v
(n−1)). Let W (n) := W for every
n ∈ N. We claim that the laws of the sequence (v(n),W (n)), n ∈ N are tight on
X × D([0, T ];U1). By compactness of the embedding X
′ →֒ X, and by reflexivity of
X
′, it follows by standard arguments that
KR := {ξ ∈ X : |ξ|
m0
X′
≤ R}
is compact in X. By (i), v(n) ∈ X (A) for every n ∈ N, and thus it follows by (iii)
that v(n) ∈ KR for any n ∈ N. Therefore, the laws of the sequence {v
(n)}n∈N are
tight on X. By Ulam’s theorem, the single measure Law(W ) = Law(W (n)) is tight on
the Polish space C([0, T ];H) and thus is the “constant sequence” {Law(W (n))}n∈N.
Since the marginal distributions of ρn := Law(v
(n),W (n)) = Law(v(n),W ) are tight,
so is {ρn}n∈N.
Step II: By Step I and Prokhorov’s theorem, we that there exists a (non-relabeled) subse-
quence {ρn}n∈N and a Borel probability law ρ
∗ on X× C([0, T ];H) such that
ρn ⇀ ρ
∗
as n → ∞ weakly in the sense of probability measures. Next, by the Skorokhod
lemma, there exists a probability space (Ω˜, F˜ , P˜), a sequence of X × C([0, T ];H)-
valued random variables {(v˜(n), W˜ (n))}n∈N and (v˜, W˜ ) such that
Law(v˜(n), W˜ (n)) = ρn, n ∈ N, Law(v˜, W˜ ) = ρ
∗,
and such that
(v˜(n), W˜ (n))→ (v˜, W˜ ) P˜-a.s.
on X as n→∞. We note that the structure of the random variables is preserved by
[6, Theorem C.1], see also Step IV below.
Step III: Clearly, by (iii), we can conclude from the application of the Skorokhod lemma in
Step II that
E|v(n)|rX = E˜|v˜
(n)|rX,
for any r ∈ [1,m0], so that we get by (iii) that
sup
n
E˜|v˜(n)|m0
X
≤ CR,
where C > 0 is a constant such that | · |X ≤ C| · |X′ .
Hence, we know that {|v˜(n)|r
X
} is uniformly integrable for any r ∈ (1,m0] w.r.t.
the probability measure P˜. By Step II, v˜(n) → v˜ P˜-a.s., so we get by the Vitali
convergence theorem that
(2.3) lim
n→∞
E˜
∣∣∣v˜(n) − v˜∣∣∣r
X
= 0
for any r ∈ (1,m0].
Step IV: Let F˜ = (F˜t)t≥0 be the filtration defined for t ∈ [0, T ] by
(2.4) F˜t := σ
(
σ
{
W˜ (s), v˜(n)(s), v˜(s) : n ∈ N, 0 ≤ s ≤ t
}
∪N
)
,
where N denotes the σ-ideal of null sets in F˜ . Since W (n) = W , it is easy to show
that the filtration obtained by replacing W˜ in (2.4) by W˜ (n) is equal to F˜. Set
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A˜ := (Ω˜, F˜ , F˜, P˜). Now, by arguments as in the proof of [6, Theorem C.1], we can
show that
• For every n ∈ N, W˜ (n) is an H-valued Wiener process over A˜ with covariance
Q;
• W˜ is an H-valued Wiener process over A˜ with covariance Q;
• for every n ∈ N, v˜(n) is an F˜-progressively measurable process;
• v˜ is an F˜-progressively measurable process.
Step V: Fix ε > 0. Set, for simplicity, V˜ := V
A˜,W˜ . We claim that
E˜
∣∣∣V˜(v˜)− v˜∣∣∣
X
≤ ε.
Let n ∈ N, n ≥ 2. By Step III, we get that v˜(n) ⇀ v˜ weakly in the reflexive Banach
space Mm
A˜
. Hence, as X (A˜) is closed and convex, we get by Mazur’s lemma that
X (A˜) is weakly closed and thus v˜ ∈ X (A˜). By (ii), V˜ is continuous on X (A˜) and
hence there exists δ = δ(ε) > 0 such that
E˜
∣∣∣V˜(v˜)− V˜(v˜(n−1))∣∣∣m
X
≤
ε
2
,
whenever E˜|v˜ − v˜(n−1)|m
X
< δ, which is the case by Step III (and the assumption
m ≤ m0) for some large n. Also, by construction,
E˜
∣∣∣V˜(v˜(n−1))− v˜(n)∣∣∣
X
= E
∣∣∣V(v(n−1))− v(n)∣∣∣
X
= 0.
Furthermore, by (2.3),
E˜
∣∣∣v˜(n) − v˜∣∣∣
X
≤
ε
2
for some large n. Altogether, if we write
V˜(v˜)− v˜ = V˜(v˜)− V˜(v˜(n−1)) + V˜(v˜(n−1))− v˜(n) + v˜(n) − v˜.
we can easily complete the proof of the claim. As a consequence,
V˜(v˜) = v˜, P˜-a.s.
As seen above, v˜ ∈ X (A˜), so that by (iv), V˜(v˜) ∈ D([0, T );U1), and therefore v˜ ∈
D([0, T );U1) P˜-a.s. Hence for all t ∈ [0, T ], P˜-a.s.
V˜(v˜)(t) = v˜(t)
and the proof is complete.

3. Existence of a solution to the stochastic Klausmeier system
In this section, we show the existence of a nonnegative solution to the Klausmeier system.
First, we will introduce the notation and the definition of the solution and its martingale
solution. As pointed out before we will use compactness arguments to show the existence,
which implies the loss of the original probability space. Next, we present our main Theorem,
which says under which conditions a martingale solution exists. Then, we give the proof of
the main result.
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Let H1 and H2 be two Hilbert spaces, let A = (Ω,F , (Ft)t∈[0,T ],P) be a filtered probability
space andWj , j = 1, 2, are two cylindrical Wiener process defined onHj, j = 1, 2, respectively.
We are now interested in the solution to the following reduced Klausmeier system for x ∈ O
and t > 0
(3.1) du(t, x) = (ru∆u
[γ](t, x)− u(t, x) v2(t, x)) dt + σ1(u(t, x)) ◦ dW1(x),
and
(3.2) dv(t, x) = (rv∆v(t, x) + u(t, x) v
2(t, x)) dt + σ2(v(t, x)) ◦ dW2(x),
with Neumann (or if O is a torus, periodic) boundary conditions and initial conditions u(0) =
u0 and v(0) = v0. Let ru, rv > 0 be positive constants. Here, we use the abbreviation
x[γ] := |x|γ−1x. The mappings σj, j = 1, 2, will be specified later on. Since the white noise is
an approximation of a continuously fluctuating noise with finite memory being much shorter
than the dynamical timescales, the representation of the stochastic integral as a Stratonovich
stochastic integral is appropriate. In order to show the existence of a solution to the original
system, the linear parts have to be incorporated, which can be done by modifying the proof
given here. The structure of the proof will remain if one adds a linear gradient term to the
equation.
Due to the porous media term, we do not use solutions in the classical sense. Firstly, let
us define what is a solution.
Definition 3.1. We call a couple (u, v) solution to the system (3.1) and (3.2), for initial data
(u0, v0) if there exists ρ ∈ R such that
u ∈ L2(Ω;C([0, T ];H−12 (O))) ∩ L
γ+1(Ω× (0, T ) ×O)
and
v ∈ L2(Ω;C([0, T ];Hρ2 (O))) ∩ L
2(Ω× (0, T );Hρ+12 (O))
such that u and v are (Ft)t≥0-adapted, and satisfies for all t ∈ [0, T ], P-a.s.
u(t) = u0 +
∫ t
0
(ru∆u
[γ](s)− u(s)v2(s)) ds +
∫ t
0
σ1(u(s)) ◦ dW1(s),
and
v(t) = v0 +
∫ t
0
(rv∆v(s) + u(s)v
2(s)) ds +
∫ t
0
σ2(v(s)) ◦ dW2(s).
As mentioned before, in the proof of the main result, we are using compactness arguments,
which causes the loss of the original probability space, which means the solution will only be
a weak solution in the probabilistic sense.
Definition 3.2. A martingale solution to the problem (3.1) and (3.2) is a system
(3.3) (Ω,F ,F,P, (W1,W2), (u, v))
such that
• A := (Ω,F ,F,P) is a complete filtered probability space with a filtration F = {Ft : t ∈
[0, T ]} satisfying the usual conditions,
• W1 and W2 are H1–valued, respectively H2–valued Wiener processes over the proba-
bility space A with covariance Q1 and Q2;
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• u : [0, T ] × Ω → H−12 (O) and v : [0, T ] × Ω → H
ρ(O) are two F-progressively
measurable processes such that the couple (u, v) is a solution to the system (3.1) and
(3.2) over the probability space A.
The Stratonovich integral is not a martingale, and, therefore, often, not easy to handle.
Hence, for our purposes, instead of the Stratonovich formulation, it is convenient to consider
the equation in Itô form for x ∈ O, t > 0.
(3.4)
{
du(t, x) = (ru∆u
[γ](t, x)− u(t, x) v2(t, x)) dt+ σ1(u(t, x))dW1(x),
u(0) = u0,
and
(3.5)
{
dv(t, x) = (rv∆v(t, x) + u(t, x) v
2(t, x)) dt + σ2(v(t, x))dW2(x),
v(0) = v0.
In the setting above, we interpret the stochastic integral as an Itô integral. For simplicity,
we omit the correction term (cf. [10]). If one is interested in the exact form of the correction
term, we refer to [14]. Before presenting our main result, we will first introduce the hypotheses
on d, γ, the initial conditions, and on σj, j = 1, 2.
Hypothesis 3.3. Let
d <
4(1 + 3γ)
3(1 + γ)
Hypothesis 3.4. Let d = 1, 2, 3, p ∈ (2N + 1), p ≥ 7, ρ ∈ R, and δ0 ∈ R be some numbers
satisfying
1−
d
2
> ρ > −
p+ 1
2p
,
2γ + 1
γ + 1
>
3
8
d+
2
p+ 1
,
γ >
1 + d− 2ρ
3 + 2ρ
, and,
δ0 <
γ
γ + 1
.
Let us assume that
E|u0|
p+1
Lp+1
<∞
and
E|v0|
2 γ+1
γ−1
H
−δ0
2
<∞ and E|v0|
2
Hρ2
<∞.
and that u0 and v0 are a.e. nonnegative functions (nonnegative Borel measures that are finite
on compact subsets, respectively).
Hypothesis 3.5. Assume that H1 = H2 = H
−1
2 (O). Assume that there exist constants
σ˜1, σ˜2 > 0 such that
σ1(ξ)h = σ˜1ξ(−∆)
−β/2h, h ∈ H1, ξ ∈ L
2(O),
and
σ2(ξ)h = σ˜2ξ(−∆)
−β/2h, h ∈ H2, ξ ∈ L
2(O),
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where β > 32d.
Remark 3.6. If O = [0, 1]d is a rectangular domain, then the condition β > 32d can be relaxed
to β > d2 (see [2, p. 7 and p. 22]).
Under these hypotheses the existence of a martingale solution can be shown.
Theorem 3.7. Fix m = 2γ+1γ and m0 = 2
γ+1
γ−1 . Under the Hypotheses 3.3, 3.4, and 3.5, there
exists a martingale solution to system (3.4)–(3.5) satisfying the following properties
(i) P⊗ Leb a.s. u(x, t) ≥ 0 and v(x, t) ≥ 0;
(ii) E
[
sup0≤s≤T |u(s)|
p
Lp
]
+ p(p− 1)C(ru)E
∫ T
0
∫
O
u(s, x)p−2|∇u(s, x)|2 dx ds
+ E
∫ T
0
∫
O
up+1(s, x)v2(s, x) dx ds ≤ C(T )E|u0|
p+1
Lp+1
,
(iii) E
∫ T
0 |v(s)|
m0
Lm ds ≤ C2(T )E|v0|
m0
H
−δ0
2
,
(iv) and E
[
sup0≤s≤T |v(s)|
2
Hρ2
]
+ E
∫ T
0 |v(s)|
2
Hρ2
ds ≤ C3(T )E|v0|
2
Hρ2
.
Let H and H˜ be two Hilbert spaces, then the set of Hilbert Schmidt mappings from H to
H˜ is denoted by L2(H, H˜).
The proof is an application of Theorem 2.1 and consists of five steps. However, to keep
the proof itself simple, the proof will use a couple of technical results which are collected in
Section 4.
Proof of Theorem 3.7. In the first step, we are specifying the underlying Banach spaces and,
in the second step, we construct the operator V. Then, in the third step, we show that the
operator V satisfies the assumption of Theorem 2.1. In the fifth step, we apply the Theorem 2.1
and show that the fixed point is indeed a martingale solution satisfying the above properties.
Step I: Here we define the spaces on which the operator V will act. Let the probability space
A = (Ω,F ,F,P) be given and let W1 and W2 be two independent H1 and H2-valued
Wiener processes defined over A with covariances Q1 and Q2. Let W = (W1,W2),
H = H1 ×H2, with covariance operator
Q =
(
Q1 0
0 Q2
)
.
Fix the reflexive Banach space X := Lm0(0, T ;Lm(O)),m = 2γ+1γ ,m0 = 2
γ+1
γ−1 , and
fix the compact and reflexive Banach subspace X′ = Lm0(0, T ;Hσm(O))∩W
α,m0(0, T ;H−δ2m (O))
equipped with the norm
|x|X′ :=
(
‖x‖m0Lm0 (0,T ;Hσm)
+ ‖x‖m0
Wα,m0 (0,T ;H−δm )
)1/m0
.
Put
R˜ = C˜0(T )E|u0|
p+1
Lp+1
(3.6)
where C˜0(T ) is the constant appearing in Proposition 4.5. Let R1 > 0 so large that
C˜1(T )
(
E|v0|
2
Hρ2
+ E|u0|
p+1
p+1 +R
7/8
1
)
≤ R1,(3.7)
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where C˜1(T ) is the constant appearing in Proposition 4.9 and let R2 > 0 so large
that
C˜2(T )
(
E|v0|
2
H
−δ0
m
+ C0T
β0Rδ11 R˜
δ2
)
≤ R2,(3.8)
where C˜2(T ), C0, δ1, δ2, and β0 are the constants appearing in Proposition 4.12-(i).
Fix the set
XA(R1, R2, ρ)
:=
{
ξ ∈ X : ξ(t, x) ≥ 0 Leb⊗ P–a.s. for all (t, x) ∈ [0, T ]×O,
E‖ξ‖2X ≤ R2 and E‖ξ‖
2
Z ≤ R1, ξ progressively measurable on A,
ξ(0, x) = v0(x) for a.e. x ∈ O
}
,
where Z = L∞(0, T ;Hρ2 (O)) ∩ L
2(0, T ;Hρ+12 (O)), and note that XA(R1, R2, ρ) is a
(strongly) closed convex subset of the reflexive Banach space Mm
A
(X), which defined
as in (2.2), as we have that m > 2.
To define the operator V let us introduce a second auxiliary Banach space Y =
Lγ+1(0, T ;Lγ+1(O)) ∩ L∞(0, T ;H−12 (O)) and the space of progressively measurable
processes M2
A
(Y) by
M2A(Y) :=
{
ξ : [0, T ]× Ω→ D′(O) :
ξ is progressively measurable on A and E|ξ|2Y <∞
}
equipped with norm
|ξ|Y :=
(
E|ξ|2Y
) 1
2 , ξ ∈ Y.
In addition, let us fix the convex subset
YA(R˜, p)
:=
{
ξ ∈ Y : ξ(t, x) ≥ 0 Leb⊗ P–a.s. for all (t, x) ∈ [0, T ] ×O,
ξ progressively measurable on A, ξ(0, x) = u0(x) for a.e. x ∈ O,
E
[
sup
0≤s<T
|ξ(s)|p+1
Lp+1
]
+ p(p− 1)C(ru)E
∫ T
0
∫
O
ξp−2(s, x)|∇ξ(s, x)|2 dx ds ≤ R˜
}
,
where C(ru) is as in Proposition 4.5.
Step II: In this step we define the integral operator V. First, we introduce the operator
U := UA : XA(R1, R2, ρ)→ YA(R˜, p)
by U [v] = u, where u is a solution to
du(t) = ru∆u
[γ](t)dt− u(t)v2(t)dt+ σ1(u(t))dW1(t), u(0) = u0.(3.9)
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The operator U is well defined. In fact, given v ∈ X (R1, R2, ρ) it follows by Theorem
4.3 below the existence of a unique solution u to (3.9) such that
E
[
sup
0≤s≤T
|u(s)|2
H−12
]
+ E
∫ T
0
|u(s)|γ+1
Lγ+1
ds <∞.
The positivity follows by Proposition 4.4 below. By Proposition 4.5 and the choice
of R˜ it follows that u = U [v] ∈ YA(R˜, p). In particular, if u0 satisfies Hypothesis 3.4
and v ∈ XA(R1, R2, ρ), then we have by (3.6)
E
[
sup
0≤s<T
|u(s)|p+1
Lp+1
]
+ p(p− 1)C(ru)E
∫ T
0
∫
O
up−2(s, x)|∇u(s, x)|2 dx ds
+pE
∫ T
0
∫
O
up+1(s, x)v2(s, x) dx ds ≤ R˜.
Next, let us define the operator
V := VA : XA(R1, R2, ρ)→ XA(R1, R2, ρ),
where V[v] = w and w is a solution to
dw(t) = rv∆w(t) + u(t)v
2(t) + σ2(u(t))dW2(t), w(0) = v0,(3.10)
with u = U [v]. It follows by Proposition 4.9 the existence of a unique solution to
(3.10). In addition, setting p = 7 and κ = 4 as in Proposition 4.9 we have
E
[
sup
0≤s≤T
|w(s)|2Hρ2
]
+ E
∫ T
0
|w(s)|2
Hρ+12
ds ≤ C˜1(T )
{
E|v0|
2
Hρ2
+ E|u0|
p+1
p+1 +R
7
8
1
}
.
Since R1 is satisfying (3.7) we know that given E|v0|
2
Hρ2
and E|u0|
p+1
p+1 that we have(
E
[
sup
0≤s≤T
|w(s)|2Hρ2
]
+ E
∫ T
0
|w(s)|2
Hρ+12
ds
)
≤ R1.
The nonnegativity follows by Proposition 4.11. Next, by Proposition 4.12-(i) we know
E ‖w‖mLm0 (0,T ;Lm) ≤ C˜2(T )
(
E|v0|
2
H
−δ0
m
+ C0T
β0Rδ11 R˜
δ2
)
,
where C˜2(T ), C0, δ1, δ2, and β0 are the constant appearing in Proposition 4.12-(i).
Given R1 and R˜, due to (3.8) we have
E ‖w‖m0Lm0 (0,T ;Lm) ≤ R2.
It follows that the operator V maps XA(R1, R2, ρ) into XA(R1, R2, ρ). In particular,
assumption (i) of Theorem 2.1 is satisfied.
Step III: Next we show that assumption (ii) of Theorem 2.1 is satisfied. In particular, that
the operator V : XA(R1, R2, ρ)→M
m
A
(X) is continuous.
Due to Theorem 4.3 and Proposition 4.15 below the operator U : XA(R1, R2, ρ)→
M2
A
(Y) is continuous. It follows now from Theorem 4.14, that the operator V is
continuous. In particular, let vn → v in M
m
A
(X), vn, v ∈ XA(R1, R2, ρ). Then,
un := V[vn] → u = V[v] in M
2
A
(Y). By Theorem 4.14 follows that V(vn) → V[v]
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in Mm
A
(X), and , in particular, that the operator V : XA(R1, R2, ρ) → M
m
A
(X) is
continuous.
Step IV: Next we show that assumption (iii) of Theorem 2.1 is satisfied. By Proposition
4.12 it follows that there exists a constant C > 0 such that
E |V[v]|m0
X′
≤ C,
for all v ∈ XA(R1, R2, ρ), where X
′ is defined in Step I.
To show assumption (d) of Theorem 2.1, we notice first that due to the choice of
U1 = H
ρ
2 (O) it follows from Proposition 4.9 and Kolmogorov’s continuity criterion
that V(v) ∈ C([0, T ];Hρ2 (O)) P–a.s. for all v ∈ XA(R1, R2, ρ).
Step V: By Theorem 2.1, there exists a probability space A˜ = (Ω˜, F˜ , F˜, P˜), a Wiener process
W˜ = (W˜1, W˜2) defined on A˜ and an element v˜ ∈ XA˜(R1, R2, ρ) ∩ D([0, T );H
ρ
2 (O))
such that P˜–a.s.
V
A˜
(v)(t) = v(t)
for all t ∈ [0, T ]. Let u˜ = U
A˜
(v˜). Due to the construction of V
A˜
and U
A˜
the pair (u˜, v˜)
solves the system (3.4)–(3.5) over the stochastic basis A˜ with the Wiener noise W˜ .
The asserted properties of the solutions follow by the fact that v˜ ∈ X
A˜
(R1, R2, ρ)
and u˜ = U
A˜
(v˜) ∈ Y
A˜
(R˜, p) and by Proposition 4.5.
The proof of the main result Theorem 3.7 is complete. 
4. Results on regularity and technical propositions
We begin with a remark on the noise coefficients.
Remark 4.1. From Hypotheses 3.5, one can infer that there exist a constant c > 0 such that
∞∑
k=1
[(σj(ξ)fk)(x)]
2 ≤ c|ξ(x)|2, ∀ξ ∈ L2(O), x ∈ O, and j = 1, 2.
Here {fk} is an orthonormal basis in H
−1
2 (O) (compare [2, Hypothesis 3, p. 42]). In addition,
note, that
• σj : H
−1
2 (O) → L2(Hj,H
−1
2 (O)) is of linear growth and Lipschitz continuous. In
particular, there exists constants C1, L1 > 0 such that
|σj(ξ)|L2(Hj ,H−12 )
≤ C1(1 + |ξ|H−12
), ξ ∈ H−12 (O);
|σj(ξ)− σj(η)|L2(Hj ,H−12 )
≤ L1|ξ − η|H−12
, ξ, η ∈ H−12 (O); .
• and σj : L
2(O) → L2(Hj, L
2(O)) is of linear growth and Lipschitz continuous. In
particular, there exists constants C2, L2 > 0 such that
|σj(ξ)|L2(Hj ,L2) ≤ C2(1 + |η|L2), η ∈ L
2(O);
|σj(ξ)− σj(η)|L2(Hj ,L2) ≤ L2|ξ − η|L2 , ξ, η ∈ L
2(O).
Similarly, straightforward computations and using the fact that |fk|L∞ ≤ α
d−1
2
k (see [2, p. 46])
we get (see e.g. [4, 37])
|σ2(ξ)|γ(H2 ,Lm) ≤ C1(1 + |ξ|Lm), ξ ∈ L
m(O);
|σ2(ξ)− σ2(η)|γ(H2 ,Lm) ≤ L1|ξ − η|Lm , ξ, η ∈ L
m(O),
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where γ(H2, L
m) denotes the space of γ-radonifying operators.
4.1. Properties of the System (3.4). In the first part, we analyze the equation (3.4), where
we impose following assumption on the process v. Let us remind that we fixed m = 2γ+1γ and
m0 = 2
γ+1
γ−1 .
Assumption 4.2. Given K1 > 0 let v be a progressively measurable function–valued process
over A such that
(i) v ∈ Lm0(0, T ;Lm(O)) with E‖v‖m0Lm0 (0,T ;Lm) ≤ K1;
(ii) is P-a.s. nonnegative.
We are interested in the solution to the following system
(4.1){
du(t, x) = [ru∆u
[γ](t, x)− u(t, x)v2(t, x)] dt+ σ1(u(t, x)) dW1(t), x ∈ O, t > 0,
u(0, x) = u0(x), x ∈ O.
First, we will show that a unique solution to the system (4.1) exists and is nonnegative. In
addition, we will show in Proposition 4.15 that the solution depends continuously on v, and,
secondly, we will show by variational methods that this solution satisfies some integrability
properties, given u0 ∈ L
p+1.
Theorem 4.3. Assume that v is fixed satisfying (4.2). Then for any u0 ∈ L
2(Ω;F0,P;H
−1
2 (O))
(4.2) du(t) = [ru∆u
[γ](t) dt− u(t)v2(t)] dt+ σ1(u(t)) dW1, t ∈ [0, T ], u(0) = u0,
has a unique solution u = {u(t) : t ∈ [0, T ]} and
E
[
sup
0≤s≤T
|u(s)|2
H−12
]
+ E
∫ T
0
|u(s)|γ+1
Lγ+1
ds <∞.
Proof. Before starting with the proof, we introduce the setting used by the book of Barbu,
Da Prato and Röckner [2], the book of Liu and Röckner [20] respectively.
Let H := H−12 (O), the dual space of H
∗ = H12 (O) (corresponding to Neumann boundary
conditions). Fix some p ≥ γ + 1 and set V := Lp(O). By the Sobolev embedding theorem,
H∗ →֒ V ∗ = Lp/(p−1)(O) densely and compactly. Thus, upon identifying H with its dual
space via the Riesz-map (−∆)−1 of H, we have a Gelfand triple
V ⊂ H ∼= H∗ ⊂ V ∗.
We set
A(t, u, ω) := Av(u) := ru∆u
[γ] − v2(t, ω)u.
Note, due to assumption 4.2, v is adapted and there exists a constant K > 0 such that
(4.3) E
∫ T
0
|v(t)|m0Lm dt ≤ K1.
Then, under the assumption (4.3), we shall verify the conditions of [20, Theorem 5.1.3]
for γ > 1. First note that for fixed t ∈ [0, T ] and fixed ω ∈ Ω, A maps from V to V ∗. In
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particular, by Hölder inequality and the Sobolev embedding L1(O) →֒ H−2γ+1
γ
(O), we have for
v as above, d = 1, 2, 3, and γ > 1
|V ∗〈Av(u), w〉V | =
∣∣∣∣
∫
O
[
ruu
[γ]w + (−∆)−1(v2(t, ω)u)w
]
dx
∣∣∣∣(4.4)
≤
∣∣∣ru|u|γLγ+1 |w|Lγ+1 + |(−∆)−1(v2u)|L(γ+1)/γ |w|Lγ+1
∣∣∣
≤
[
ru|u|
γ
Lγ+1
+ C|v2u|L1
]
|w|Lγ+1
≤
[
ru|u|
γ
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u|Lγ+1
]
|w|Lγ+1
≤
[
ru|u|
γ
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u|Lγ+1
]
|w|Lγ+1
≤
[
ru|u|
γ
Lγ+1
+ C|v|
2γ/(γ−1)
L
2
γ+1
γ
+ C|u|γ
Lγ+1
]
|w|Lγ+1 ,
where only v depends on t and ω and C may change from line to line. Next, we verify
Hypothesis (H1), (H2′), (H3), and (H4′) of [20, Theorem 5.1.3].
(H1): For λ ∈ R, u1, u2, w ∈ L
γ+1(O), t ∈ [0, T ], ω ∈ Ω consider the map
λ 7→ 〈Av(u1 + λu2), w〉
and show its hemicontinuity. Note, that we have
〈Av(u1 + λu2), w〉 = −ru
∫
O
(u1 + λu2)
[γ]w dx−
∫
O
(−∆)−1[v2(t)(u1 + λu2)]w dx,
where only v depends on t and ω. For the first integral in the above identity, we
prove hemicontinuity with the same arguments as in [20, Example 4.1.11, p. 87].
For the second integral, we note that u 7→ (−∆)−1(v2(t, ω)u) is a linear operator
for fixed t and ω which is bounded as a map from Lγ+1 to L(γ+1)/γ by (4.4) and
thus continuous. Due to remark 4.1 the assumption (H1) of Theorem 5.1.3 of [20] is
satisfied.
(H2′): Let u,w ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ Ω. Take (A.1) into account and consider, for
some δ ∈ (0, 2−2
γ−1
γ+1 r
2
γ+1
u ],
V ∗〈Av(u)−Av(w), u − w〉V + |σ1(u)− σ1(w)|
2
L2(H1,H)
≤ −
∫
O
[
ru(u
[γ] − w[γ])(u− w) + (−∆)−1(v2(t, ω)(u− w))(u − w)
]
dξ + C|u− w|2H
≤ −21−γru|u− w|
γ+1
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u− w|Lγ+1 |u− w|Lγ+1 + C|u− w|
2
H
≤ −21−γru|u− w|
γ+1
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u− w|2Lγ+1 + C|u− w|
2
H
≤ −21−γru|u− w|
γ+1
Lγ+1
+ C(γ)δ−(γ+1)/(γ−1) |v|
2(γ+1)/(γ−1)
L
2
γ+1
γ
+ δ
γ+1
2 |u− w|γ+1
Lγ+1
+ C|u− w|2H
≤ C(γ)δ−(γ+1)/(γ−1) |v|
2(γ+1)/(γ−1)
L
2
γ+1
γ
+ C|u− w|2H.
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Hence, (H2′) holds with
f := C(δ, γ)|v|
2(γ+1)/(γ−1)
L
2
γ+1
γ
∈ L1+([0, T ] × Ω).
(H3): Let u ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ Ω. Consider, for some δ0 ∈ (0, r
2
γ+1
u ),
V ∗〈Av(u), u〉V + |σ1(u)|
2
L2(H1,H)
≤ −
∫
O
[
ruu
[γ]u+ (−∆)−1(v2(t, ω)u)u
]
dξ + C|u|2H
≤ −ru|u|
γ+1
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u|Lγ+1 |u|Lγ+1 + C|u|
2
H
≤ −ru|u|
γ+1
Lγ+1
+ C|v|2
L
2
γ+1
γ
|u|2Lγ+1 + C|u|
2
H
≤ C(γ)δ
−(γ+1)/(γ−1)
0 |v|
2(γ+1)/(γ−1)
L
2
γ+1
γ
+
(
δ
γ+1
2
0 − ru
)
|u|γ+1
Lγ+1
+ C|u|2H
As a consequence, (H3) holds with f := C(γ, δ0)|v|
2(γ+1)/(γ−1)
L
2
γ+1
γ
and θ :=
(
ru − δ
γ+1
2
0
)
.
(H4′): Let u ∈ Lγ+1(O), t ∈ [0, T ], ω ∈ Ω. Then, (H4′) holds by (4.4) with α := γ + 1,
β := 0 and f := C(1 + |v|
2(γ+1)/γ
L
2
γ+1
γ
).
The rest of the proof follows by an application of [20, Theorem 5.1.3].

Proposition 4.4. Under the conditions of Theorem 4.3 and the additional condition u0(x) ≥
0 for all x ∈ O and v(t, x) ≥ 0, (t, x) ∈ [0, T ]×O, the solution u to (4.1) is nonnegative.
Proof. For the nonnegativity of the solution to (4.1) we refer to the proof of positivity of the
stochastic porous medium equation (PME), see Section 2.6 in [2] and see also [1]. Mimicking
the proof of nonnegativity in [2] the nonnegativity of (4.1) can be shown. 
In the next proposition we are using variational methods to verify uniform bounds of u.
Proposition 4.5. Let us assume that v satisfies the assumption 4.2 and u is a solution to
(4.1). Fix p0 ≥ 2 and suppose u0 ∈ L
p0+1(O). Then, there exists a constant C0(p0, T ) > 0
such that we have for all 2 ≤ p ≤ p0
E
[
sup
0≤s≤T
|u(s)|p+1
Lp+1
]
+ p(p− 1)C(ru)E
∫ T
0
∫
O
u(s, x)p−2|∇u(s, x)|2 dx ds(4.5)
+ pE
∫ T
0
∫
O
up+1(s, x)v2(s, x) dx ds ≤ C0(p, T )E|u0|
p+1
Lp+1
.
Proof. Proposition 4.5 can be shown by the Itô-formula and straightforward calculations using
the fact that u and v are nonnegative. 
4.2. Properties of the system (3.5). Throughout this section we will assume that v satisfies
the assumption 4.2. In addition, we will introduce the following assumptions.
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Assumption 4.6. Given a number K2 > 0 and a number ρ ∈ R we assume that
E
[
sup
0≤s≤T
|v(s)|2Hρ2
]
+ C2E
∫ T
0
|v(s)|2
Hρ+12
ds ≤ K2.(4.6)
Remark 4.7. Let (l, α) be a pair of numbers, 1 ≤ l <∞, α ∈ R, such that
α ≤ ρ+
2
l
.(4.7)
Then, it follows by interpolation, see e.g. [3, Theorem 5.1.2, p. 107], that there exist constants
C1 > 0 and C2 > 0 such that
E
(∫ T
0
|v(s)|lHα2 ds
) 2
l
≤ C1E
[
sup
0≤s≤T
|v(s)|2Hρ2
]
+ C2E
∫ T
0
|v(s)|2
Hρ+12
ds.(4.8)
Assumption 4.8. Given K3 > 0, p ≥ 2 and let u being a progressively measurable process
over A with
E
[
sup
0≤s≤T
|u(t)|p+1
Lp+1
]
<∞
and the couple (u, v) satisfies
E
[
sup
0≤s≤T
|u(s)|p+1
Lp+1
]
+ p(p− 1)C(ru)E
∫ T
0
∫
O
up−2(s, x)|∇u(s, x)|2 dx ds
+ pE
∫ T
0
∫
O
up+1(s, x)v2(s, x) dx ds ≤ K3.
Given the couple (u, v) where v satisfies Assumption 4.2 and Assumption 4.6, and the
couple (u, v) satisfies Assumption 4.8, we consider the solution w to the auxiliary system
dw(t) = [rv∆w(t) + u(t)v
2(t)] dt+ σ2(w(t, x)) dW2(t), w(0) = v0.(4.9)
First, we will In the next proposition we investigate existence and uniqueness and the regu-
larity of w.
Proposition 4.9. Fix p ≥ 2 and 1 − d2 > ρ > −
p+1
2p . Let v satisfy Assumptions 4.2 and
4.6 with ρ ∈ R. Then, for all couples (u, v) satisfying Assumption 4.8 with the given p there
exists a solution w to the following system
dw(t) = [rv∆w(t) + u(t)v
2(t)] dt+ σ2(w(t)) dW2(t), w(0) = w0,
such that
w ∈ L∞(0, T ;Hρ2 (O)) ∩ L
2(0, T ;Hρ+12 (O)) P− a.s.
In particular, there exists a generic constant C˜2(T ) > 0 such that
E
[
sup
0≤s≤T
|w(s)|2Hρ2
]
+ E
∫ T
0
|w(s)|2
Hρ+12
ds ≤ C˜2(T )
(
E|v0|
2
Hρ2
+ E|u0|
p+1
Lp+1
+R
2
κ
p
p+1−κ
1
)
.
Before proving Proposition 4.9, we consider the following lemma, which will be essential.
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Lemma 4.10. Let v satisfy assumption 4.2 and 4.6 with ρ ∈ R. Then, for all p ≥ 2 and and
κ < p+ 1 such that ρ+ p+1−κ2p ≥ 0 and for all couples (u, v) satisfying Assumption 4.8, there
exists R > 0 such that
E|uv2|Lκ(0,T ;L1) ≤ E|u0|
p+1
Lp+1
+R
2
κ
p
p+1−κ .
Proof of Lemma 4.10: Applying the Cauchy Schwarz inequality gives for r = p+1, r′ = p+1p ,
and γ = 1r
|uv2|L1 ≤ |uv
2γ |Lr |v
2(1−γ)|Lr′ = |u
p+1v2|
1
r
L1
|v2|
1
r′
L1
.
By the Young inequality we have with q = rκ and q
′ = rr−κ (r > κ)
|up+1v2|
κ
r
L1
|v2|
κ
r′
L1
≤ |up+1v2|L1 + |v
2|
2 r−1
r−κ
L1
≤ |up+1v2|L1 + |v|
4 r−1
r−κ
L2
.
By Assumption 4.8 we know that E
∫ T
0 |u
p+1(s)v2(s)|L1 ds ≤ E|u0|
p+1
Lp+1
. By Remark 4.7 and
the fact that ρ ≥ −12
r−κ
r−1 = −
1
2
p+1−κ
p , we have that
E
(∫ T
0
|v(s)|
4 r−1
r−κ
L2
ds
) 1
2
r−κ
r−1
≤ C1E
[
sup
0≤s≤T
|v(s)|2Hρ2
]
+ C2E
∫ T
0
|v(s)|2
Hρ+12
ds ≤ R.
and therefore, by Assumption 4.6, we get that
E
∫ T
0
|u(s)v2(s)|2L1 ds ≤ E|u0|
p+1
Lp+1
+R
2
κ
p
p+1−κ .

Proof of Proposition 4.9: Let us consider the following system
dw(t) = [rv∆w(t) + F (t)] dt+ σ2(w(t, x)) dW2(t), w(0) = w0.(4.10)
We will prove the existence and uniqueness by applying [20, Theorem 4.2.4]. To be more
precise, if F ∈ L2(0, T ;L1(O)), then for all ρ < 1 − d2 , the system (4.10) has a solution
belonging P–a.s.
C([0, T ];Hρ2 (O)) ∩ L
2(0, T ;Hρ+12 (O)).
In fact, let us define the Gelfand triplet V ′ = Hρ−12 (O), H = H
ρ
2 (O) and V = H
ρ+1
2 (O). Let
A : [0, T ]× Ω× V → V ′ be given by A(t, ω)u := rv∆u+ F (ω, t), where
dom(∆) = {u ∈ V ′ | Neumann or periodic boundary conditions are satisfied}
and F ∈ L2(Ω;L2(0, T ;V ′)) with F (ω, t) := u(ω, t)v2(ω, t). It is straightforward to verify that
this operator satisfies the assumptions of [20, Theorem 4.2.4], that is, [20, Conditions (H1)–
(H4), p. 70]. In fact, hemicontinuity and weak monotonicity are given by the Laplace term.
Observe, ρ < 1− d2 , we know there exists a number σ ∈ (0, 1) with
d
2 = σρ+ (1− σ)(ρ + 1).
Using the Sobolev embedding L1(O) →֒ H
− d
2
2 (O) and interpolation, it follows that for all
ε > 0
〈F,w〉 ≤ |F |
H
−
d
2
2
|w|
H
d
2
2
≤ |F |L1 |w|
σ
H|w|
1−σ
V ≤ Cε|F |
2
L1 + cε|w|
2
H + ε|w|
2
V .
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Choosing ε = λ1rv2 , where λ1, λ2 > 0 are such that 〈rv∆w,w〉 ≤ −λ1rv|w|
2
V + λ2|w|
2
H, we get
for all t ∈ [0, T ] with f(t) = |F (t)|2L1
〈Aw,w〉 + |σ2(w)|
2
L2(H2,H)
≤ −λ1rv|w|
2
V + 〈F (t), w〉 + (C + λ2)|w|
2
H
≤ (C + λ2 + cε)|w|
2
H −
λ1rv
2
|w|2V + (Cε + 1)f(t).
By Lemma 4.10 we know that under the assumption on v and u we have uv2 ∈ L2((0, T )×
Ω;L1(O)).

Proposition 4.11. Under the conditions of Theorem 4.3 and the additional condition v0(x) ≥
0 for all x ∈ O and u(t, x) ≥ 0, (t, x) ∈ [0, T ]×O, the solution u to (4.1) is nonnegative.
Proof. The semigroup generated by the Laplace maps a nonnegative function into a nonneg-
ative function. In this way we refer to the proof of nonnegativity by Tessitore and Zabczyk
[32]. The perturbation can be incorporated by comparison results (see Kotelenez [17]). 
Proposition 4.12. Let m = 2γ+1γ and m0 = 2
γ+1
γ−1 . Then, for
d <
4(1 + 3γ)
3(1 + γ)
and κ ∈ N such that 1m + 1 >
3
8d+
1
κ and put p ≥ κ+ 1 such that 1−
d
2 > −
p+1−κ
2p .
Let the process v satisfy Assumption 4.2 and Assumption 4.6. In addition let us assume
that the couple (u, v) satisfy Assumption 4.8 with p. Let w be a solution to
dw(t) = [rv∆w(t) + u(t)v
2(t)] dt+ σ2(w(t)) dW2(t), w(0) = v0, v0 ∈ H
−δ1
m (O).
Then
(i) there exists a number r0 > 0 such that for any r ≤ r0 there exists a β0 > 0, C0 > 0
and δ1, δ2, δ3 ≥ 0 and δ2 ∈ (0, 1) with
E ‖w‖m0Lm0 (0,T ;Hrm)
≤ C˜2(T )
{
E|v0|
m0
H
−δ0
m
+ E|u0|
p+1
Lp+1
+ C0 T
β0Kδ11 K
δ2
2 K
δ3
3
}
;
(ii) there exists a number α0 > 0 such that for any α ≤ α0 there exists a β0 > 0, C0 > 0
and δ1, δ2, δ3 ≥ 0 with
E ‖w‖m0
W
m0
α (0,T ;H
−σ
m )
≤ C˜2(T )
{
E|v0|
m0
H
−δ0
m
+ C0 T
β0Kδ11 K
δ2
2 K
δ3
3
}
.
Proof. First, we get by the analyticity of the semigroup for δ0, δ1 ≥ 0
E ‖w‖m0Lm0 (0,T ;Hrm)
≤
∫ T
0
{
t−2m0δ0E|v0|
m0
H
−δ0
m
+ E
∣∣∣∣
∫ t
0
e−rv∆(t−s)u(s)v2(s) ds
∣∣∣∣
m0
Hrm
+ E
∣∣∣∣
∫ t
0
e−rv∆(t−s)σ2(w(s))dW2(s)
∣∣∣∣
m0
Hrm
}
dt
=: I + II + III.
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Since
2m0δ0 < 1,
the first term, i.e. I is bounded. In particular, we have
I ≤ T 1−2m0δ0E|v0|
m0
H
−δ0
m
.(4.11)
Let us continue with the second term. The smoothing property of the semigroup gives for
any δ1 ≥ 0
II ≤ E
∫ T
0
(∫ t
0
(t− s)−
1
2
(r+δ1)
∣∣u(s)v2(s)∣∣
H
−δ1
m
ds
)m0
dt.
Using the Sobolev embedding L1(O) →֒ H−δ1m (O), where δ1 =
3
4d, we get
II ≤ E
∫ T
0
(∫ t
0
(t− s)−
1
2
(r+δ1)
∣∣u(s)v2(s)∣∣
L1
ds
)m0
dt.
Supposing l δ1+r02 < 1 the Young inequality for convolutions gives for
1
m0
+ 1 =
1
l
+
1
κ
and β0 =
1
l
−
1
2
(r + δ1)(4.12)
II ≤ C0T
β0 E
(∫ T
0
∣∣u(s)v2(s)∣∣κ
L1
ds
) 1
κ
.(4.13)
In case κ < p+ 1 and ρ ≥ −p+1−κ2p , we have
II ≤ C0T
β0
(
E|u0|
p+1
Lp+1
+K
1
2
p+1−κ
p
2
)
.
In case
d <
4(1 + 3γ)
3(1 + γ)
the entity 1m0 +1−
3
8d > 0 and one can find a number κ < p+1 such that (4.12) is satisfied.
In addition setting p = 2κ+ 1, 12
p+1−κ
p ≤
1
4 .
Next, let us investigate III. We treat the stochastic term by applying Corollary 3.5-(ii) of
[5], from which it follows for σ˜ + r < 1
E
∫ T
0
∣∣∣∣
∫ t
0
e−rv∆(t−s)σ2(w(s))dW2(s)
∣∣∣∣
m0
Hrm
dt ≤ T γE
∫ T
0
|w(t)|m0
H−σ˜m
dt.
Due to the Sobolev embedding and interpolation if σ˜ > d2 −
d
m − ρ˜ there exists some θ ∈ (0, 1)
such that
|w(t)|H−σ˜m ≤ |w(t)|
θ
Lm |w(t)|
1−θ
H ρ˜m
≤ C |w(t)|θLm |w(t)|
1−θ
H ρ˜2
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Thus, if ρ˜ satisfies (4.7), we get for γ > d−2ρ2(2+ρ)
E
∫ T
0
|w(t)|m0
H−σ˜m
dt ≤ CE
{[∫ T
0
|w(t)|m0
H ρ˜2
dt
]1−θ[ ∫ T
0
|u(t)|m0Lm dt
]θ}
≤ C
[
E
∫ T
0
|w(t)|m0
H ρ˜2
dt
]1−θ[
E
∫ T
0
|w(t)|m0Lm dt
]θ
≤ C(ε)K2 + εE‖w‖
m0
Lm0 (0,T ;Lm).
Choosing ε > 0 sufficiently small and subtracting εE‖w‖m0Lm0 (0,T ;Lm) on both sides, (i) follows.
In the next lines we will show item (ii). Note, that for s < t
w(t)−w(s) = (e−rv∆(t−s) − Id)w(s) +
∫ t
s
e−rv∆(t−s˜)u(s˜)v2(s˜) ds˜+
∫ s
0
e−rv∆(t−s˜)w(s˜)dW2(s˜).
Substituting it in the definition of Wα,m0([0, T ];H−σm (O)) we can write∫ T
0
∫ T
0
|w(t) − w(s)|m0
H−σm
|t− s|1+αm0
ds dt
≤ 2
∫ T
0
∫ t
0
|w(t) − w(s)|m0
H−σm
|t− s|1+αm0
ds dt
≤ 2
∫ T
0
∫ t
0
|[e−rv∆(t−s) − Id]w(s)|m0
H−σm
|t− s|1+αm0
ds dt+ 2
∫ T
0
∫ t
0
|
∫ t
s e
−rv∆(t−s˜)u(s˜)v2(s˜) ds˜|m0
H−σm
|t− s|1+αm0
ds dt
+ 2
∫ T
0
∫ t
0
|
∫ t
s e
−rv∆(t−s˜)u(s˜) dW (s˜)|m0
H−σm
|t− s|1+αm0
ds dt =: IV + V + V I.
First we consider the first term IV . First, let us note that by Proposition 4.12-(i) we know
that there exists a number r > 0 such that
E
∫ T
0
|w(s)|m0Hrm ds ≤ C(T )
(
E|v0|+ E|u0|
p+1
Lp+1
+R1
)
.
Since |[e−rv∆(t−s) − Id]x|H−σm = C
∫ t−s
0 s˜
2(r+σ)−1 ds˜|x|Hrm ≤ C(t− s)
2(r+σ)|x|Hrm , we can infer
. . . ≤ 2
∫ T
0
∫ t
0
(t− s)2(r+σ)m0 |w(s)|m0Hrm
|t− s|1+αm0
ds dt.
The Young inequality for convolutions (with all exponents equal to 1) gives
. . . ≤
(∫ T
0
sm02(r+δ)−1−αm0 ds
)
·
(∫ T
0
|w(s)|m0Hrm ds
)
.
In particular, since 2(r + δ) > α, the right hand side is bounded.
Now, we consider the second term V . In particular, we consider
∫ T
0
∫ t
0
|
∫ t
s e
−rv∆(t−s˜)u(s˜)v2(s˜) ds˜|m0
H−σm
|t− s|1+αm0
ds dt.
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The Cauchy Schwarz inequality gives for any m0 > 1
. . . ≤
∣∣∣∣
∫ t
s
e−rv∆(t−r)u(r)v2(r)dr
∣∣∣∣
H−σm
≤ (t− s)
1
m′
(∫ t
s
∣∣u(s˜)v2(s˜)∣∣m
H−σm
ds˜
)
.
Hence,
∫ T
0
∫ t
0
|
∫ t
s e
−rv∆(t−s˜)u(s˜)v2(s˜) ds˜|m0
H−σm
|t− s|1+αm0
ds dt
≤
∫ T
0
∫ t
0
(t− s)
m0
m0
′
∫ t
s |u(s˜)v
2(s˜)|m0
H−σm
ds˜
|t− s|1+αm0
ds dt
≤
[ ∫ T
0
∫ t
0
(t− s)
m0
m0
′
−1−αm0
ds dt
][∫ T
0
|u(s˜)v2(s˜)|m0
H−σm
ds˜
]
.
Taking into account that α < 1m0′ , Integration and the Sobolev embedding gives
. . . ≤
[ ∫ T
0
t
m0
m′0
−αm0
dt
] ∫ T
0
|u(r)v2(r)|m0
H−s˜m
dr
≤ T
m0
m′
0
+1−αm0
∫ T
0
|u(r)v2(r)|m0
L1
dr.
It remains to give an estimate to the second term. The same computations as in Proposition
4.12 part (i), i.e. starting at (4.13), we can show the assertion.
Next, let us investigate V I. Here, the Burkholder-Davis-Gundy inequality gives
E
∣∣∣∣
∫ t
s
e−rv∆(t−s˜)σ2(w(s˜))dW2(s˜)
∣∣∣∣
m0
H−σm
≤ (t− s)m0−2 E
∫ t
s
|w(s˜)|m0
H−σ˜m
ds˜.
In this way we get
EV I ≤ 2
∫ T
0
∫ t
0
|t− s|m0−2
|t− s|1+αm0
E
∫ t
s
|w(s˜)|m0
H−σ˜m
ds˜ ds dt
≤ 2
∫ T
0
∫ t
0
|t− s|m0(1−α)−3
(
E
∫ t
s
|w(s˜)|m0
H−σ˜m
ds˜
)
ds dt
Applying the Hölder inequality, we show that
EV I ≤ C(T )E
∫ T
0
|w(s)|m0
H−σ˜m
ds.
Collecting all together gives (ii). 
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Proposition 4.13 (Technical proposition). Let us assume that (u, v) satisfies Assumptions
4.2, 4.6 and 4.8. Then, for any q ≥ 1, there exists some δ1, δ2 > 0 such that
E
∫ T
0
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣qL1 ds
≤ C(K1,K2,K3, T )
((
E‖v1 − v2‖
m0
Lm0 (0,T ;Lm)
)δ1
+
(
E‖u1 − u2‖
γ+1
Lγ+1(0,T ;Lγ+1)
)δ2)
.
Proof. Observe, for any n ∈ N and any a, b ≥ 0, we have
|a− b| ≤
∣∣∣∣∣
n∑
k=1
a
k−1
n (a
1
n − b
1
n )b
n−k
n
∣∣∣∣∣
≤ |a− b|
1
n
n∑
k=1
a
k−1
n b
n−k
n ≤ C|a− b|
1
n (n− 1)
(
a
n−1
n + b
n−1
n
)
.
where the last inequality follows from an application of Young’s inequality.
Note, that
∫ T
0
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣qL1 ds ≤
∫ t
0
∣∣∣∣∣v21(s)u1(s)− v22u2(s)∣∣ 1n Ψ(s)∣∣∣q
L1
ds
where
Ψ(s) = (n− 1)
(
(u1v
2
1)
n−1
n (s) + (u2v
2
2)
n−1
n (s)
)
(4.14)
First, note that
∣∣v21(s, x)u1(s, x)− v22(s, x)u2(s, x)∣∣
≤ |v1(s, x)− v2(s, x)|v1(s, x) + v2(s, x)||u1(s, x)| + |v
2
1(s, x) + v
2
2(s, x)||u1(s, x)− u2(s, x)|.
Let n ∈ N be that large such that 2qm0n +
q
n(γ+1) +
q
κ ≤ 1. The Hölder inequality gives
∣∣∣∣∣v21(s)u1(s)− v22u2(s)∣∣ 1n Ψ(s)∣∣∣
L1
≤
∣∣∣|v21(s)u1(s)− v22u2(s)| 1n ∣∣∣
Ln
|Ψ(s)|
L
n
n−1
≤
∣∣|v1(s)− v2(s)|(v1(s) + v2(s))|u1(s)|+ |u1(s)− u2(s)|v22∣∣ 1nL1 |Ψ(s)|L nn−1
≤
(
|v1(s)− v2(s)|
1
n
Lm |(v1(s) + v2(s))|
1
n
Lm |u1(s)|
1
n
Lγ+1
+ |u1(s)− u2(s)|
1
n
Lγ+1
|v2(s)|
2
n
Lm
)
|Ψ(s)|
L
n
n−1
.
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Next, we obtain
E
∫ T
0
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣qL1 ds
≤ E
∫ T
0
(
|v1(s)− v2(s)|
q
n
Lm |(v1(s) + v2(s))|
q
n
Lm |u1(s)|
q
n
Lγ+1
+ |u1(s)− u2(s)|
q
n
Lγ+1
|v2(s)|
2q
n
Lm
)
|Ψ(s)|q
L
n
n−1
ds
≤ E
{[∫ T
0
|v1(s)− v2(s)|
m0
Lm ds
] q
m0n
[ ∫ T
0
|v1(s) + v2(s)|
m0
Lm ds
] q
m0n
×
[
sup
0≤s≤T
|u1(s)|
γ+1
Lγ+1
] q
(γ+1)n
[ ∫ T
0
|Ψ(s)|κ
L
n
n−1
ds
] q
κ
}
+ E
{[∫ T
0
|u1(s)− u2(s)|
γ+1
Lγ+1
ds
] q
2n
[ ∫ T
0
|v2(s)|
q
Lmds
] 2
n
[ ∫ T
0
|Ψ(s)|κ
L
n
n−1
ds
] q
κ
}
Rewriting and applying the Hölder inequality again gives
. . . ≤
{[
E
[
sup
0≤s≤T
|u1(s)|
γ+1
Lγ+1
]] q
(γ+1)n
×
[
E‖v1 − v2‖
m0
Lm0 (0,T ;Lm)
] q
m0n
[
E‖v1 + v2‖
m0
Lm0 (0,T ;Lm)
] q
m0n
E
[
‖Ψ‖κ
Lκ(0,T ;L
n
n−1 )
] q
κ
+
[
E‖u1 − u2‖Lγ+1(0,T ;Lγ+1)
]m
n
[
E‖v2‖Lm0 (0,T ;Lm)
] 2q
m0n
[
E ‖Ψ‖
Lκ(0,T ;L
n
n−1 )
] q
κ
}
.
Reminding definition (4.14) we know
‖Ψ‖
Lκ(0,T ;L
n
n−1 )
≤ C (n− 1)
{∥∥u1v21∥∥Lκ(0,T ;L1) + ∥∥u2v22∥∥Lκ(0,T ;L1)
}
.
Now, by Proposition 4.10 and taking into account that ρ ≥ − 1κ
r−κ
r−1 = −
1
κ
p+1−κ
p we can infer
that
E
∫ t
0
|Ψ(s)|κL1 ds ≤ K3 +K
1
κ
p+1−κ
p
1 .
Due to the Assumptions 4.2, 4.6 and 4.8, we know that there exists some δ1, δ2 > 0 such that
E
∥∥u1v21 − u2v22∥∥qLq(0,T ;L1)
≤ C(K1,K2,K3, T )
((
E|v1 − v2|
m0
Lm0 (0,T ;Lm)
)δ1
+
(
E|u1 − u2|
γ+1
Lγ+1(0,T ;Lγ+1)
)δ2)
.

The next proposition gives the continuity property.
Proposition 4.14. Let the couples (u1, v1) and (u2, v2) satisfy the assumptions 4.2, 4.6, and
4.8 with constants K1, K2, and K3, respectively. Let w1 and w2 be the solutions to
dwj(t) = [rv∆wj(t) + uj(t)v
2
j (t)] dt+ σ2(uj(t))dW2(t), t ∈ (0, T ], wj(0) = v0, j = 1, 2.
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Then, under the assumption of Theorem 3.7 there exists a constant C = C(K1,K2,K3, T ) > 0
and numbers δ1, δ2 > 0 such that
E ‖w1 − w2‖Lm0 (0,T ;Lm)
≤ C(K1,K2,K3, T )
{[
E ‖v1 − v2‖
m0
Lm0 (0,T ;Lm)
]δ1
+
[
E ‖u1 − u2‖
γ+1
Lγ+1(0,T ;Lγ+1)
]δ2}
.
Proof. Now, let us start with the proof. First, we get by the analyticity of the semigroup for
δ > 0
E
∫ T
0
|w1(t)− w2(t)|
m0
Lm dt ≤ E
∫ T
0
∫ t
0
(t− s)−
δ
2
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣H−δm ds dt(4.15)
+
∣∣∣∣
∫ T
0
E
∫ t
0
(σ2(w1(s))− σ2(w2(s)))dW2(s)
∣∣∣∣
Lm
dt
=: I + II.
Next, we use the Sobolev embedding L1(O) →֒ H−δm (O), where δ ≥ d(1−
1
m ) = d
2+γ
1+γ
I ≤ E
∫ t
0
(t− s)−
δ
2
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣L1 ds.
Next, the Young inequality for convolution gives for 1m0 + 1 =
1
l +
1
q ,
δ
2 <
1
l , and q >
4(1+γ)
2+6γ−d(2+γ)
I ≤ T β0E
(∫ T
0
∣∣u1(s)v21(s)− u2(s)v22(s)∣∣qL1 ds
)m0
q
.
Now, by Proposition 4.13 and taking into account that ρ ≥ − 1κ
r−κ
r−1 = −
1
κ
p+1−κ
p we can infer
that there exists a constant C(K1,K2,K3, T ) > 0 and δ1, δ2 > 0 such that
I ≤ C(K1,K2,K3, T )
((
E‖v1 − v2‖
m0
Lm0 (0,T ;Lm)
)δ1
+
(
E‖u1 − u2‖
γ+1
Lγ+1(0,T ;Lγ+1)
)δ2)
.
It remains to tackle the second term II. This can be done by standard arguments using the
Burkholder-Davis-Gundy inequality. 
Finally we have to show the continuity of u with respect to v.
Proposition 4.15. Let the couples (u1, v1) and (u2, v2) satisfy the assumptions 4.2, 4.6, and
4.8 with constants K1, K2, and K3, respectively. Let w1 and w2 be the solutions to
duj(t) = [ru∆u
[γ]
j (t)− uj(t)v
2
j (t)] dt + σ2(wj(t)) dW2(t), t ∈ (0, T ], uj(0) = u0, j = 1, 2.
Then, under the assumption of Theorem 3.7 there exists a constant C = C(R1, R2, R3, T ) > 0
and numbers δ1, δ2 > 0 such that
E
[
sup
0≤s≤T
|u1(s)− u2(s)|
2
H−12
]
≤ C(K1,K2,K3, T )
{[
E ‖v1 − v2‖
m0
Lm0 (0,T ;Lm)
]δ1
+
[
E ‖u1 − u2‖
γ+1
Lγ+1(0,T ;Lγ+1)
]δ2}
.
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Proof. Applying the Itô formula and integration by parts gives
|u1(t)− u2(t)|
2
H−12
+ 2ru
∫ t
0
〈u1(s)− u2(s), u
[γ]
1 (s)− u
[γ]
2 (s)〉 ds
= −2
∫ t
0
〈∇−1(u1(s)− u2(s)),∇
−1(u1(s)v
2
1(s)− u2(s)v
2
2(s))〉 ds
+2σ1
∫ t
0
〈u1(s)− u2(s), (u1(s)− u2(s))dW1(s)〉 + σ
2
1
∫ t
0
|u1(s)− u2(s)|
2
H−12
ds,
where ∇−1 := −(−∆)1/2. The Young inequality, Lemma A.1, and the embedding L1(O) →֒
H−2γ+1
γ
(O) give for ε ∈
(
0, 2
2−γ
γ+1 r
1
γ+1
u
]
,
E
[
sup
0≤s≤t
|u1(s)− u2(s)|
2
H−12
]
+ 22−γruE
∫ t
0
|u1(s)− u2(s)|
γ+1
Lγ+1
ds
≤ εγ+1E
∫ t
0
|u1(s)− u2(s)|
γ+1
Lγ+1
ds + C(γ)ε−
γ+1
γ E
∫ t
0
|(−∆)−1(u1(s)v
2
1(s)− u2(s)v
2
2(s))|
γ+1
γ
L
γ+1
γ
ds
+2σ1E
∫ t
0
〈∇−1(u1(s)− u2(s)),∇
−1dW1(s)〉+ σ
2
1E
∫ t
0
|u1(s)− u2(s)|
2
H−12
ds
≤ εγ+1E
∫ t
0
|u1(s)− u2(s)|
γ+1
Lγ+1
ds + C(γ)ε
−
γ+1
γ E
∫ t
0
|u1(s)v
2
1(s)− u2(s)v
2
2(s)|
γ+1
γ
L1
ds
+Cσ1E
∫ t
0
|u1(s)− u2(s)|
2
H−12
ds+ σ21E
∫ t
0
|u(s)1 − u2(s)|
2
H−12
ds
=: I + II + III + IV,
where we have used the Burkholder-Davis-Gundy inequality. Term I cancels with the corre-
sponding term on the left hand side. To tackle the second term, we will apply the technical
Proposition 4.13. We apply Gronwall’s lemma for terms III and IV and obtain the asser-
tion. 
Appendix A. An elementary inequality
Lemma A.1. Let γ > 1, x, y ∈ R. Then it holds that
(A.1) (x[γ] − y[γ])(x− y) ≥ 21−γ |x− y|γ+1,
where z[γ] := |z|γ−1z for z ∈ R.
Proof. See e.g. [19, Lemma 3.1]. 
Appendix B. Powers and Multiplication
Let σp := dmax(0,
1
p − 1) and σp,q := dmax(0,
1
p − 1,
1
q − 1), where d is the dimension.
Assume s1 < 0 < s2.
For the definition of the spaces Bsp,q and F
s
p,q, we refer to [24, 30, 33]. They translate to
classical function spaces as in e.g. [30, Remark 2.1.1], in particular, F 0p,2 = Lp, 1 < p < ∞
(Lebesgue spaces), Fmp,2 = W
m
p , m ∈ N (Sobolev spaces), 1 < p < ∞ and F
s
p,2 = H
s
p , s ∈ R,
1 < p <∞ (fractional Sobolev spaces).
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Theorem B.1. Assume s = s1 ≤ s2, s1 + s2 > d ·max(0,
1
p − 1), and q ≥ max(q1, q2). Then
• if s2 > s1, then F
s1
p,q1(R
d) · Bs2∞,q2(R
d) →֒ F s1p,q1(R
d);
• and, if s1 = s2 then F
s1
p,q1(R
d) · Bs1∞,q2(R
d) →֒ F s1p,q(R
d).
Proof. See [24, p. 229]. 
Theorem B.2. Let s1 ≤ s2 and s1 + s2 > d ·max(0,
1
p − 1).
• Assume s2 >
d
p and q ≥ max(q1, q2). Then, if s2 > s1, F
s1
p,q1(R
d) · F s2p,q2(R
d) →֒
F s1p,q1(R
d); if s2 = s1, F
s1
p,q1(R
d) · F s2p,q2(R
d) →֒ F s1p,q(R
d);
• Let s1 = s2 =
d
p and q ≥ max(q1, q2). If 0 < p ≤ 1, then F
s1
p,q1(R
d) · F s2p,q2(R
d) →֒
F s1p,q(R
d);
• If s2 <
d
p , then F
s1
p,q1(R
d) · F s2p,q2(R
d) →֒ F
s1+s2−
d
p
p,q (Rd).
Proof. See [24, p. 190]. 
Appendix C. A Compactness result
Let B be a separable Banach space, I ⊂ R+ be an interval. Recall that
ILp(I;B) =
{
u : I → B : u measurable and
∫
I
|u(t)|pB dt <∞
}
.
Given p > 1, α ∈ (0, 1), let Wα,p(I;B) be the Sobolev space of all u ∈ ILp(R+;B) such that∫
I
∫
I∩[t,t+1]
|u(t)− u(s)|pB
|t− s|1+αp
ds dt <∞.
equipped with the norm
‖u‖
Wα,p(I;B) :=
(∫
I
∫
I∩[t,t+1]
|u(t)− u(s)|pB
|t− s|1+αp
ds dt
) 1
p
.
Theorem C.1. Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive, with compact
embedding of B0 in B. Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space
X = ILp([0, T ];B0) ∩W
α,p([0, T ];B1).
Then the embedding of X in ILp([0, T ];B) is compact.
Proof. See [31, p. 86, Corollary 5] or [11, Theorem 2.1]. 
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