Rectangular Corner Cutting and Dixon A -resultants  by Chionh, Eng-Wee
doi:10.1006/jsco.2001.0448
Available online at http://www.idealibrary.com on
J. Symbolic Computation (2001) 31, 651–669
Rectangular Corner Cutting and Dixon A-resultants
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School of Computing, National University of Singapore, Singapore 117543
The classical Dixon resultant for three bi-degree polynomials in two variables is an
A-resultant with a rectangular bi-degree monomial support. This paper shows that the
determinant of the Dixon coefficient matrix persists as an A-resultant after rectangular
corner cutting, that is, the removal of one or more rectangular sub-supports at the
corners of the bi-degree support. The proof is constructive and produces intermediate
results which are significant in their own right.
c© 2001 Academic Press
1. Introduction
The resultant is an explicit and effective tool in solving a system of polynomial equa-
tions. It has become very useful in many diverse endeavors where polynomial equations
are involved: motion planning in robotics, intersection, inversion, and implicitization in
computer-aided geometric design; and many others. Consequently it is important to study
resultants.
Historically, the resultant for a system of N + 1 polynomial equations in N variables
is a polynomial equation that is satisfied by the coefficients of the system if and only
if the system has a solution in a N -dimensional projective space. Such a resultant can
always be expressed as a Macaulay quotient (Macaulay, 1902, 1921; Chionh and Goldman,
1995). But there are better means for special cases. For N + 1 linear equations in N
variables, the determinant of the order N + 1 coefficient matrix is the resultant. For two
equations in one variable, the resultant can be found by either the Sylvester or the Be´zout
method. Classical resultants consider all monomials whose total degrees do not exceed
a certain value, but the recently developed A-resultants take into account the actual
monomials that constitute the polynomials. Dixon (1908) constructed an A-resultant for
three equations in two variables by extending the Cayley polynomial
1
s− α
∣∣∣∣ f(s) g(s)f(α) g(α)
∣∣∣∣
for two polynomials f(s), g(s) in one variable to the Dixon polynomial
∆m,n =
1
(s− α)(t− β)
∣∣∣∣∣∣
f(s, t) g(s, t) h(s, t)
f(α, t) g(α, t) h(α, t)
f(α, β) g(α, β) h(α, β)
∣∣∣∣∣∣
for three bi-degree polynomials f(s, t), g(s, t), h(s, t) in two variables. The significance
of this formulation goes beyond an elegant generalization. While the coefficient matrix
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of the Cayley polynomial gives a classical resultant for the total degree configuration,
the coefficient matrix of the Dixon polynomial produces an A-resultant for the bi-degree
configuration. Indeed a bi-degree (m,n) polynomial is obtained from a total degree m+n
polynomial by omitting appropriate monomials.
Recently Zube (2000) reports the use of Sylvester A-resultants to implicitize multi-
sided toric patches (Krasauskas, 2000). His examples are obtained by cutting corner
points or corner lines from a rectangular bi-degree monomial support. After obtaining
the resultant, he shows that the resultant can be condensed into a smaller determinant
with bracket entries. Since the classical Dixon resultant is a determinant with bracket
entries, very naturally one tries to implicitize Zube’s examples using the Dixon method. It
was found that the method succeeded in each of the examples (Chionh et al., 2000). This
empirical success motivated a study of this phenomenon. The paper presents a theorem,
derived constructively, that extends the applicability of the Dixon formulation beyond
the bi-degree configuration. It proves that the coefficient matrix of the Dixon polynomial
persists as the A-resultant for three bi-degree polynomials when one or more corner
rectangular sub-supports are cut from their rectangular bi-degree monomial support.
This sharpens the results obtained by Kapur et al. (1994) and Emiris and Mourrain
(1999) for the case of three polynomial equations in two variables. While they establish
that any maximal minor of the Dixon coefficient matrix is a multiple of the A-resultant,
this paper gives a sufficient condition for a unique maximal minor which is theA-resultant
so there are no extraneous factors. Other results on the persistence of Dixon formulation
and rectangular corner cutting can be found in Chtcherba and Kapur (2000) and Zhang
and Goldman (2000).
For more discussion on classical resultants and A-resultants, we refer the reader to
Bikker and Uteshev (1999), Cox et al. (1998), Emiris and Mourrain (1999), Gelfand
et al. (1994), Kapranov et al. (1992) and Saxena (1997).
The rest of the paper is organized into eight sections. Section 2 defines some notation
and terminology. Section 3 presents the Dixon resultant formulation for three bi-degree
polynomials in two variables. Section 4 states the main result of the paper formally as a
theorem. The proof of the theorem is divided into three sections. Section 5 identifies the
zero rows and columns of the Dixon coefficient matrix. Section 6 ensures that the required
number of non-zero rows and columns remain in the Dixon coefficient matrix. Section 7
asserts that the determinant of these non-zero rows and columns is the A-resultant of
the given polynomials. Section 8 illustrates the various results with examples. Section 9
concludes the paper with a summary.
2. Terminology and Notation
The terminology and notation used are either standard or intuitive, but to be definite
most of them are defined in this section. Those related to the Dixon formulation are
defined in Section 3.
2.1. sets
The set of integers is Z. The cardinality of a set S is #S. Set difference is written
A − B = {x ∈ A | x 6∈ B}. If A ⊆ B, when we cut B from A we obtain A − B.
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Figure 1. The monomial support and the Newton polygon for a general bi-degree (4, 3) polynomial.
We define A − B1 − · · · − Bn = A − ∪ni=1Bi. If (a, b) ∈ Z × Z and S ⊆ Z × Z then
(a, b) + S = {(x+ a, y + b) | (x, y) ∈ S}.
For a, b ∈ Z, the set of consecutive integers from a to b inclusively is denoted
a .. b = {x ∈ Z | a ≤ x ≤ b}
and a .. b = ∅ if a > b.
If a, b, c, d ∈ Z, the cartesian product of two sets of consecutive integers is written
a .. b× c .. d = {(x, y) ∈ Z× Z | a ≤ x ≤ b, c ≤ y ≤ d}
and a .. b× c .. d = ∅ if a > b or c > d.
2.2. matrices and determinants
The determinant of a square matrix M is |M |. A zero row (column) of a matrix is a
row (column) with all its entries zero.
2.3. polynomials
A polynomial f(s, t) is bi-degree (m,n) in the variables (s, t) if it is of degree m in s
and degree n in t. That is, f(s, t) =
∑m
i=0
∑n
j=0 ai,js
itj .
The monomial support of a polynomial f(s, t) is the set of monomial exponents (i, j)
where sitj is a monomial of f ; that is ai,jsitj is a term of f for some coefficient ai,j 6= 0.
The monomial support of a general bi-degree (m,n) polynomial in (s, t) is
Am,n = 0 .. m× 0 .. n. (2.1)
Clearly Am,n is a rectangular array in the (i, j) plane. The convex hull of the monomial
support of a polynomial f(s, t) is called the Newton polygon of f . For example, the
monomial support and the Newton polygon of f(s, t) =
∑4
i=0
∑3
j=0 ai,js
itj are shown in
Figure 1.
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For three general bi-degree polynomials
f(s, t) =
m∑
i=0
n∑
j=0
ai,js
itj , g(s, t) =
m∑
i=0
n∑
j=0
bi,js
itj , h(s, t) =
m∑
i=0
n∑
j=0
ci,js
itj ,
(2.2)
we define
|i, j; k, l; p, q| =
∣∣∣∣∣∣
ai,j bi,j ci,j
ak,l bk,l ck,l
ap,q bp,q cp,q
∣∣∣∣∣∣ (2.3)
and call the 3 × 3 determinant a bracket. When there is no danger of confusion, for
economy of space, we shall simply write
ijklpq = |i, j; k, l; p, q|. (2.4)
For example,
001001 = |0, 0; 1, 0; 0, 1| =
∣∣∣∣∣∣
a0,0 b0,0 c0,0
a1,0 b1,0 c1,0
a0,1 b0,1 c0,1
∣∣∣∣∣∣ .
3. The Classical Bi-degree Dixon Resultant
In this section, we describe the construction of the classical Dixon resultant for three
polynomial equations in two variables (Dixon, 1908).
Consider the three polynomials
f(s, t) =
∑
(i,j)∈A
ai,js
itj , g(s, t) =
∑
(i,j)∈A
bi,js
itj , h(s, t) =
∑
(i,j)∈A
ci,js
itj , (3.1)
where their monomial support A = {(i, j) | ai,jbi,jci,j 6= 0} ⊆ Am,n. We define the Dixon
polynomial of f , g, h as
∆A(f(s, t), g(α, t), h(α, β)) =
1
(s− α)(t− β)
∣∣∣∣∣∣
f(s, t) g(s, t) h(s, t)
f(α, t) g(α, t) h(α, t)
f(α, β) g(α, β) h(α, β)
∣∣∣∣∣∣ . (3.2)
Since the numerator vanishes when s = α or t = β, it is divisible by the denominator
and ∆A is actually a polynomial in s, t, α, β. Our aim is to investigate the matrix form
∆A =

...
sσtτ
...

T
DA

...
αaβb
...
 (3.3)
where the coefficient matrix DA is called the Dixon matrix of the polynomials f , g, h.
The monomials sσtτ are called the row indices of DA, and the monomials αaβb are called
the column indices of DA. The set of exponents of the row indices sσtτ
RA = {(σ, τ) | cσ,τ,a,bsσtταaβb is a term in ∆A for some a, b with cσ,τ,a,b 6= 0}
is called the row support of DA and the set of exponents of the column indices αaβb
CA = {(a, b) | cσ,τ,a,bsσtταaβb is a term in ∆A for some σ, τ with cσ,τ,a,b 6= 0}
is called the column support of DA.
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Since the numerator∣∣∣∣∣∣
f(s, t) g(s, t) h(s, t)
f(α, t) g(α, t) h(α, t)
f(α, β) g(α, β) h(α, β)
∣∣∣∣∣∣ =
∑
(i,j),(k,l),(p,q)∈A
|i, j; k, l; p, q|sitj+lαk+pβq, (3.4)
the entries of DA are linear in the coefficients of each of f , g, h.
We abbreviate ∆Am,n , DAm,n , RAm,n , CAm,n as ∆m,n, Dm,n, Rm,n, Cm,n respectively.
Clearly ∆m,n is of degree m− 1 in s, 2n− 1 in t, 2m− 1 in α, and n− 1 in β. That is,
Rm,n = 0 .. m− 1× 0 .. 2n− 1, Cm,n = 0 .. 2m− 1× 0 .. n− 1, (3.5)
and #Rm,n = #Cm,n = 2mn. Thus Dm,n is a square matrix of order 2mn. When
A = Am,n, the determinant |Dm,n| is the classical Dixon resultant of f , g, h.
For example,
D1,1 =
∣∣∣∣ 100100 101100110100 110110
∣∣∣∣ .
4. The Dixon A-resultants
The main result of this section is stated in the following theorem.
Theorem 4.1. Let the rectangular sub-supports at the bottom-left, bottom-right, top-
right, and top-left corners of Am,n be respectively
S1 = 0 .. b1 × 0 .. l1,
S2 = b2 .. m× 0 .. r1,
S3 = c2 .. m× r2 .. n,
S4 = 0 .. c1 × l2 .. n, (4.1)
with
−1 ≤ b1 < b1 + 1 < b2 ≤ m+ 1,
−1 ≤ r1 < r1 + 1 < r2 ≤ n+ 1,
−1 ≤ c1 < c1 + 1 < c2 ≤ m+ 1,
−1 ≤ l1 < l1 + 1 < l2 ≤ n+ 1. (4.2)
If the monomial support of f , g, h is A = Am,n−S1−S2−S3−S4, then the row support
of DA is
RA = Rm,n − S1 − S ′2 − S ′3 − S ′4 (4.3)
and the column support of DA is
CA = Cm,n − S1 − S ′′2 − S ′′3 − S ′′4 (4.4)
where
S ′2 = (−1, 0) + S2,
S ′3 = (−1, n− 1) + S3,
S ′4 = (0, n− 1) + S4,
S ′′2 = (m− 1, 0) + S2,
S ′′3 = (m− 1,−1) + S3,
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Figure 2. Cutting rectangular corners of Am,n cuts the same rectangles at the corresponding corners of
Rm,n and Cm,n. Note that S′2 and S′′2 , S′3 and S′′3 , S′4 and S′′4 , are translations of S2, S3, S4 respectively.
S ′′4 = (0,−1) + S4. (4.5)
Furthermore,
#RA = #CA = 2mn−#S1 −#S2 −#S3 −#S4 (4.6)
so DA is a square matrix and its determinant |DA| is the A-resultant of f , g, h.
Note that S1 = ∅ if b1 = −1 or l1 = −1. Conditions for null S2, S3, S4 are derived
trivially.
The theorem says that if A is obtained by cutting one or more rectangular sub-supports
at the corners of Am,n, then RA and CA are obtained by cutting the same rectangles
translated to the corresponding corners of Rm,n and Cm,n (Figure 2).
The proof of the theorem is divided into three parts presented in Sections 5–7. The
proof begins by considering Dm,n for the support Am,n. By specializing ai,j = bi,j =
ci,j = 0 for (i, j) ∈ S1 ∪ S2 ∪ S3 ∪ S4, the proof identifies #S1 + #S2 + #S3 + #S4 zero
rows and an equal number of zero columns in the specialized Dm,n (Section 5). Next
the proof shows that there are no further zero rows and columns (Section 6). Thus the
sub-matrix of the specialized Dm,n consisting of the non-zero rows and non-zero columns
is DA. Finally the proof establishes that |DA| is non-zero and has the right degree, so it
is the A-resultant (Section 7).
The following example illustrates the theorem. Consider
D1,2 =

100100 100200 101100 101200
100200 + 110100 100201 + 110200 101200 + 110110 101201 + 111200
120100 + 110200 110201 + 120200 120110 + 110210 111201 + 120210
120200 120201 120210 120211

with row indices 1, t, t2, t3 (top to bottom) and column indices 1, β, α, αβ (left to right).
If S1 = {(0, 0), (0, 1)}, S2 = S3 = S4 = ∅, we have
the specialized D1,2 =

0 0 0 0
0 0 0 0
0 0 110210 120210
0 0 120210 120211

for A = A1,2 − S1 − S2 − S3 − S4. Indeed
DA =
[
110210 120210
120210 120211
]
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with row indices t2, t3 (top to bottom) and column indices α, αβ (left to right). The
following diagrams illustrate the relationship among A, RA, and CA:
t2 • •
t 1 •
1 1 •
1 s
A
t3 •
t2 •
t 1
1 1
1
RA
β 1 •
1 1 •
1 α
CA
.
Elements of the supports are marked with “•”; elements of the bottom-left corner rect-
angular sub-supports that are cut are marked with the number “1”.
5. Zero Rows and Columns Due to Rectangular Corner Cutting
In this section, we use a factorization theorem to prove constructively that
RA ⊆ Rm,n − S1 − S ′2 − S ′3 − S ′4 and CA ⊆ Cm,n − S1 − S ′′2 − S ′′3 − S ′′4 (5.1)
when A = Am,n − S1 − S2 − S3 − S4.
5.1. a factorization theorem
The following theorem, which says that the Dixon matrix can be factored into a
Sylvester matrix and a Be´zout-like matrix, is essential for identifying the zero columns
of Dm,n when a top-right rectangular sub-support is cut from Am,n.
Theorem 5.1. The bi-degree (m,n) Dixon polynomial can be expressed as
∆m,n(f(s, t), g(α, t), h(α, β)) =

LT
...
tn−1LT
...
s2m−1LT
...
s2m−1tn−1LT

T
F

1
...
β
...
α2m−1
...
α2m−1βn−1

(5.2)
where L = [f, g, h] and F is a 6mn×2mn matrix. The entry in F indexed by (sσtτLT , αaβb)
is
min(m,σ+1+a)∑
k=max(0,σ+1+a−m)
min(τ,b)∑
l=max(0,τ+1+b−n)
RTk,l;σ+1+a−k,τ+1+b−l (5.3)
with Rk,l;p,q =
[∣∣∣∣ bk,l ck,lbp,q cp,q
∣∣∣∣, ∣∣∣∣ ck,l ak,lcp,q ap,q
∣∣∣∣, ∣∣∣∣ ak,l bk,lap,q bp,q
∣∣∣∣].
A proof of the factorization theorem can be found in Chionh et al. (1999).
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5.2. cutting a rectangular top-right corner
Applying the factorization theorem, we can quickly show that
CA ⊆ Cm,n − S ′′3 .
Lemma 5.1. If the top-right rectangular sub-support S = µ ..m×ν .. n is cut from Am,n,
then the #S columns of Dm,n indexed by αaβb, (a, b) ∈ (m−1,−1)+S, have zero entries.
Proof. Consider
(a, b) ∈ S ′′3 = (m− 1,−1) + S = µ+m− 1..2m− 1× ν − 1..n− 1.
From the entry formula (5.3) of the factorization Theorem 5.1, we have
σ+1+a−k ≥ 0+1+(µ+m−1)−m = µ and τ+1+b− l ≥ l+1+(ν−1)− l = ν
because σ ≥ 0 and the summation ranges of (5.3) ensure k ≤ m and l ≤ τ . Thus the
columns of F indexed by αaβb are zero because their entries consist of RTk,l;p,q with p ≥ µ,
and q ≥ ν. This in turn shows that the columns of Dm,n indexed by αaβb are zero. Hence
S ′′3 ⊆ Cm,n − CA or equivalently, CA ⊆ Cm,n − S ′′3 . 2
Now we apply the above lemma to show that
RA ⊆ Rm,n − S ′3.
Lemma 5.2. If the top-right rectangular sub-support S = µ ..m×ν .. n is cut from Am,n,
then the #S rows of Dm,n indexed by sσtτ , (σ, τ) ∈ (−1, n− 1) + S, have zero entries.
Proof. Let [f ′, g′, h′] =
∑n
i=0
∑m
j=0 L
′
i,js
′it′j where L′i,j = [aj,i, bj,i, cj,i]. The given
condition becomes L′i,j = 0, i = ν, . . . , n, j = µ, . . . ,m. We apply Lemma 5.1 to the
Dixon polynomial ∆(f ′(s′, t′), g′(α′, t′), h′(α′, β′)) and conclude that the columns indexed
by α′aβ′b are zero when a ≥ ν + n− 1, b ≥ µ− 1. Set s′ = β, t′ = α, α′ = t, and β′ = s,
we have
∆(f ′(s′, t′), g′(α′, t′), h′(α′, β′)) = ∆(f ′(β, α), g′(t, α), h′(t, s))
= ∆(f(α, β), g(α, t), h(s, t))
= −∆(f(s, t), g(α, t), h(α, β)).
But α′aβ′b = tasb. Thus the rows of Dm,n indexed by sσtτ , σ ≥ µ− 1, τ ≥ ν + n− 1 are
zero rows. 2
Combining these two lemmas, we have the following proposition
Proposition 5.1. If the top-right rectangular sub-support S = µ ..m× ν .. n is cut from
Am,n, then the #S rows of Dm,n indexed by sσtτ , (σ, τ) ∈ (−1, n− 1) + S, and the #S
columns of Dm,n indexed by αaβb, (a, b) ∈ (m− 1,−1) + S, have zero entries.
To apply this proposition to prove similar results at the other three corners, it is more
convenient to state the proposition in explicit inequalities: if the coefficient of sitj is zero
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in f , g, h when
µ ≤ i ≤ m and ν ≤ j ≤ n (5.4)
then the coefficient of sσtταaβb in ∆(f(s, t), g(α, t), h(α, β)) is zero when
µ− 1 ≤ σ ≤ m− 1 and ν + n− 1 ≤ τ ≤ 2n− 1, (5.5)
or when
µ+m− 1 ≤ a ≤ 2m− 1 and ν − 1 ≤ b ≤ n− 1. (5.6)
5.3. cutting a rectangular top-left corner
Here we show that
RA ⊆ Rm,n − S ′4 and CA ⊆ Cm,n − S ′′4 .
Proposition 5.2. If the top-left rectangular sub-support S = 0 .. µ × ν .. n is cut from
Am,n, then the #S rows of Dm,n indexed by sσtτ , (σ, τ) ∈ (0, n − 1) + S, and the #S
columns of Dm,n indexed by αaβb, (a, b) ∈ (0,−1) + S, have zero entries.
Proof. Consider
[f ′, g′, h′] =
m∑
i=0
n∑
j=0
[am−i,j , bm−i,j , cm−i,j ]s′itj .
Since the coefficient of s′itj in f ′, g′, h′ is zero when m − µ ≤ i ≤ m and ν ≤ j ≤ n,
Proposition 5.1 asserts that the coefficient of s′σtτα′aβb in ∆(f ′(s′, t), g′(α′, t), h′(α′, β))
is zero when
(m− µ)− 1 ≤ σ ≤ m− 1 and ν + n− 1 ≤ τ ≤ 2n− 1 (5.7)
or when
(m− µ) +m− 1 ≤ a ≤ 2m− 1 and ν − 1 ≤ b ≤ n− 1. (5.8)
But
sm−1α2m−1∆(f ′(s−1, t), g′(α−1, t), h′(α−1, β)) = −∆(f(s, t), g(α, t), h(α, β)),
so the coefficient of
sm−1α2m−1(1/s)σtτ (1/α)aβb = sm−1−σtτα2m−1−aβb
in ∆(f(s, t), g(α, t), h(α, β)) is zero when (5.7) or when (5.8) holds. From (5.7) we have
0 ≤ m− 1− σ ≤ µ and ν + n− 1 ≤ τ ≤ 2n− 1
and from (5.8) we have
0 ≤ 2m− 1− a ≤ µ and ν − 1 ≤ b ≤ n− 1.
This proves the proposition. 2
5.4. cutting a rectangular bottom-left corner
Here we show that
RA ⊆ Rm,n − S1 and CA ⊆ Cm,n − S1.
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Proposition 5.3. If the bottom-left rectangular sub-support S = 0 ..µ×0 .. ν is cut from
Am,n, then the #S rows of Dm,n indexed by sσtτ , (σ, τ) ∈ S, and the #S columns of
Dm,n indexed by αaβb, (a, b) ∈ S, have zero entries.
Proof. The proof is similar to that of Proposition 5.2. Use the transformation
[f ′, g′, h′] =
m∑
i=0
n∑
j=0
[am−i,n−j , bm−i,n−j , cm−i,n−j ]s′it′j
and observe that
sm−1t2n−1α2m−1βn−1∆(f ′(s−1, t−1), g′(α−1, t−1), h′(α−1, β−1))
= ∆(f(s, t), g(α, t), h(α, β)).
The proposition is proved by first replacing µ, ν with m − µ, n − ν in (5.5), (5.6) then
finding the bounds for m− 1− σ, 2n− 1− τ , 2m− 1− a, n− 1− b. 2
5.5. cutting a rectangular bottom-right corner
Finally, we show that
RA ⊆ Rm,n − S ′2 and CA ⊆ Cm,n − S ′′2 .
Proposition 5.4. If the bottom-right rectangular sub-support S = µ .. m × 0 .. ν is cut
from Am,n, then the #S rows of Dm,n indexed by sσtτ , (σ, τ) ∈ (−1, 0) +S, and the #S
columns of Dm,n indexed by αaβb, (a, b) ∈ (m− 1, 0) + S, have zero entries.
Proof. This is similar to the proof above. The transformation is
[f ′, g′, h′] =
m∑
i=0
n∑
j=0
[ai,n−j , bi,n−j , ci,n−j ]sit′j
and the equality is
t2n−1βn−1∆(f ′(s, t−1), g′(α, t−1), h′(α, β−1)) = −∆(f(s, t), g(α, t), h(α, β)).
The proposition is proved by replacing ν with n− ν and then bounding 2n− 1− τ and
n− 1− b in (5.5) and (5.6). 2
6. Non-zero Rows and Columns Despite Rectangular Corner-cutting
In this section, we show that set inclusion expressions (5.1) are actually equalities by
establishing that
#RA = #CA = 2mn−#S1 −#S2 −#S3 −#S4.
6.1. the row and column supports of a bracket
Call the set of row index exponents
R|i,j;k,l;p,q| = {(σ, τ) | |i, j; k, l; p, q|sσtταaβb is a term in Dm,n for some a, b}
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the row support of the bracket |i, j; k, l; p, q| in Dm,n, and the set of column index expo-
nents
C|i,j;k,l;p,q| = {(a, b) | |i, j; k, l; p, q|sσtταaβb is a term in Dm,n for some σ, τ}
the column support of the bracket |i, j; k, l; p, q| in Dm,n.
It is significant to study the row support RB and column support CB of a non-zero
bracket B, for if (σ, τ) ∈ RB , then the row indexed by sσtτ is a non-zero row because
B is in one of its entries. Similar remarks apply to the column support of a non-zero
bracket.
The following lemma finds R|i,j;k,l;p,q| and C|i,j;k,l;p,q|.
Lemma 6.1. The row and column indices of the bracket |i, j; k, l; p, q| in the Dixon matrix
Dm,n is given by the terms in the polynomial
∆(sitj , αktl, αpβq) =
1
(s− α)(t− β)
∣∣∣∣∣∣
sitj sktl sptq
αitj αktl αptq
αiβj αkβl αpβq
∣∣∣∣∣∣ .
Proof. Let (i′, j′), (k′, l′), (p′, q′) be a permutation of the ordered pairs (i, j), (k, l), (p, q).
The terms in the Dixon polynomial ∆m,n with the coefficient ai′,j′bk′,l′cp′,q′ are
ai′,j′bk′,l′cp′,q′∆(si
′
tj
′
, αk
′
tl
′
, αp
′
βq
′
) = sgn ai′,j′bk′,l′cp′,q′∆(sitj , αktl, αpβq)
where sgn is the sign of ai′,j′bk′,l′cp′,q′ in the bracket |i, j; k, l; p, q|. Thus
|i′, j′; k′, l′; p′, q′|∆(si′tj′ , αk′tl′ , αp′βq′) = |i, j; k, l; p, q|∆(sitj , αktl, αpβq)
and
∆(f(s, t), g(α, t), h(α, β)) =
m∑
i,k,p=0
n∑
j,l,q=0
|i, j; k, l; p, q|∆(sitj , αktl, αpβq)/6
since distinct (i, j), (k, l), (p, q) have six permutations and non-distinct (i, j), (k, l), (p, q)
produces zero brackets. But ∆(si
′
tj
′
, αk
′
tl
′
, αp
′
βq
′
) and ∆(sitj , αktl, αpβq) generate the
same monomials sσtταaβb, consequently the lemma follows. 2
Using the above lemma, we can derive explicit formulas for R|i,j;k,l;p,q| and C|i,j;k,l;p,q|.
Proposition 6.1. Let i ≤ k ≤ p. The row and column supports of the bracket |i, j; k, l;
p, q| in Dm,n are
R|i,j;k,l;p,q| = [(0, j) +Q] ∪ [(0, q) + J ] (6.1)
and
C|i,j;k,l;p,q| = [(p, 0) +Q] ∪ [(i, 0) + J ] (6.2)
where
Q = i .. k − 1×min(q, l) .. max(q, l)− 1
J = k .. p− 1×min(j, l) .. max(j, l)− 1.
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Proof. We simply find the terms in ∆(sitj , αktl, αpβq) using Lemma 6.1. Direct com-
putation shows that
∆(sitj , αktl, αpβq) = tjαp
(
siαk − skαi
s− α
)(
βqtl − βltq
t− β
)
+tqαi
(
skαp − spαk
s− α
)(
βjtl − βltj
t− β
)
. (6.3)
Let m = min(q, l) < M = max(q, l). We have
±β
qtl − βltq
t− β = t
mβM−1 + tm+1βM−2 + · · ·+ tM−1βm.
The other quotients in (6.3) can be divided completely in a similar way. Since the degree
of s in (siαk− skαi)/(s−α) is at most k−1 but the degree of s in (skαp− spαk)/(s−α)
is at least k, the terms of the two summands are distinct. Consequently the row and
column supports of the bracket |i, j; k, l; p, q| are as claimed. 2
As an aside, it turns out that #R|i,j;k,l;p,q| and #C|i,j;k,l;p,q| are related to the area of
the triangle {(i, j), (k, l), (p, q)}.
Theorem 6.1. If i ≤ k ≤ p and (j − l)(q − l) ≥ 0, then
#R|i,j;k,l;p,q| = #C|i,j;k,l;p,q| = 2× the area of the triangle {(i, j), (k, l), (p, q)}.
Proof. Twice the area of the given triangle is
abs
∣∣∣∣∣∣
1 i j
1 k l
1 p q
∣∣∣∣∣∣
 = |(k − i)(l − q) + (p− k)(l − j)|.
From equation (6.3), we see that the number of row and column indices of the bracket
|i, j; k, l; p, q| is given by this number if l − j and l − q have the same sign. 2
6.2. the non-zero rows and columns of DA
Now we can establish that the rows of Dm,n given by
Rm,n − S1 − S ′2 − S ′3 − S ′4
and the columns of Dm,n given by
Cm,n − S1 − S ′′2 − S ′′3 − S ′′4
are non-zero.
In the following discussion, let the vertices of the Newton polygon of A be
V1 = (0, l1 + 1),
V2 = (b1 + 1, 0),
V3 = (b2 − 1, 0),
V4 = (m, r1 + 1),
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V5 = (m, r2 − 1),
V6 = (c2 − 1, n),
V7 = (c1 + 1, n),
V8 = (0, l2 − 1). (6.4)
The vertices Vi’s are well defined because of condition (4.2).
Theorem 6.2. If A = Am,n−S1−S2−S3−S4, then RA = Rm,n−S1−S ′2−S ′3−S ′4 and
CA = Cm,n−S1−S ′′2 −S ′′3 −S ′′4 where S ′2, S ′3, S ′4, S ′′2 , S ′′3 , S ′′4 are given in Theorem 4.1.
Proof. Let N = 2mn−#S1 −#S2 −#S3 −#S4. It suffices to show that Dm,n has N
non-zero rows and N non-zero columns. Consider the six brackets
B1 = |V1V2V3| = |0, l1 + 1; b1 + 1, 0; b2 − 1, 0|,
B2 = |V1V3V4| = |0, l1 + 1; b2 − 1, 0;m, r1 + 1|,
B3 = |V1V4V5| = |0, l1 + 1;m, r1 + 1;m, r2 − 1|,
B4 = |V1V5V6| = |0, l1 + 1;m, r2 − 1; c2 − 1, n|,
B5 = |V1V6V7| = |0, l1 + 1; c2 − 1, n; c1 + 1, n|,
B6 = |V1V7V8| = |0, l1 + 1; c1 + 1, n; 0, l2 − 1|.
The six triangles corresponding to the brackets form a fan triangulation of the Newton
polygon for A (Figure 3). Applying Proposition 6.1 we have
RB1 = b1 + 1 .. b2 − 2× 0 .. l1,
CB1 = b1 + 1 .. b2 − 2× 0 .. l1,
RB2 = 0 .. b2 − 2× l1 + 1 .. l1 + 1 + r1 ∪ b2 − 1 .. m− 1× r1 + 1 .. l1 + r1 + 1,
CB2 = m .. m+ b2 − 2× 0 .. r1 ∪ b2 − 1 .. m− 1× 0 .. l1,
RB3 = 0 .. m− 1× l1 + r1 + 2 .. l1 + r2 − 1,
CB3 = m .. 2m− 1× r1 + 1 .. r2 − 2,
RB4 = 0 .. c2 − 2× l1 + r2 .. l1 + n ∪ c2 − 1 .. m− 1× l1 + r2 .. r2 − 2 + n,
CB4 = c2 − 1 .. m− 1× l1 + 1 .. n− 1 ∪m .. c2 − 2 +m× r2 − 1 .. n− 1,
RB5 = c1 + 1 .. c2 − 2× l1 + n+ 1 .. 2n− 1,
CB5 = c1 + 1 .. c2 − 2× l1 + 1 .. n− 1,
RB6 = 0 .. c1 × n+ l1 + 1 .. n+ l2 − 2,
CB6 = 0 .. c1 × l1 + 1 .. l2 − 2.
But
S1 = 0 .. b1 × 0 .. l1,
S ′2 = b2 − 1 .. m− 1× 0 .. r1,
S ′3 = c2 − 1 .. m− 1× r2 + n− 1 .. 2n− 1,
S ′4 = 0 .. c1 × l2 + n− 1 .. 2n− 1,
S ′′2 = b2 +m− 1 .. 2m− 1× 0 .. r1,
S ′′3 = c2 +m− 1 .. 2m− 1× r2 − 1 .. n− 1,
S ′′4 = 0 .. c1 × l2 − 1 .. n− 1.
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Figure 3. A fan triangulation of the Newton polygon into six triangles.
It can be seen that the sets
S1,S ′2,S ′3,S ′4,RB1 ,RB2 ,RB3 ,RB4 ,RB5 ,RB6
partition Rm,n (Figure 4) and the sets
S1,S ′′2 ,S ′′3 ,S ′′4 , CB1 , CB2 , CB3 , CB4 , CB5 , CB6
partition Cm,n (Figure 5). SinceBi 6= 0, i = 1, . . . , 6, by the remarks preceding Lemma 6.1,
we conclude
#RA = #CA = 2mn−#S1 −#S2 −#S3 −#S4
as required.
Note that there is no loss of generality for taking this particular triangulation to find
the non-zero row and column indices because it is easy to check that the proof still holds
when some or all of S1, S2, S3, S4 are null. 2
7. The Determinant of the Dixon Matrix is the A-resultant
The following theorem completes the proof of Theorem 4.1.
Theorem 7.1. With the conditions of Theorem 4.1, |DA| is the A-resultant of f , g, h.
Proof. We have shown that DA is the non-zero sub-matrix of the specialized Dm,n with
respect to A, and the order of DA is 2mn−#S1−#S2−#S3−#S4, which is twice the
area of the Newton polygon
{V1, V2, V3, V4, V5, V6, V7, V8}
given by (6.4). Furthermore, each entry of DA is a sum of brackets |i, j; k, l; p, q|
which is linear in each of the coefficients of f , g, h. By the theory of A-resultants
(Cox et al., 1998), if |DA| 6= 0, then it is the A-resultant of f , g, h because it has the
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Figure 4. The partitioning of Rm,n into S1, S′2, S′3, S′4, RB1 , RB2 , RB3 , RB4 , RB5 , RB6 .
right degree. But from the proof of Theorem 6.2, we see that each Bi occurs #RBi times
and they appear in different rows and columns. Consequently
Π6i=1B
#RBi
i
is a term of |DA|. That is, |DA| 6= 0. 2
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Figure 5. The partitioning of Cm,n into S1, S′′2 , S′′3 , S′′4 , CB1 , CB2 , CB3 , CB4 , CB5 , CB6 .
We remark that the above term can be expressed in geometric quantities. Let the
area of the triangle {Vi, Vj , Vk} be Ai,j,k. It can be verified that the two conditions of
Theorem 6.1 can be satisfied and thus the term can be written as
Π6i=1B
#RBi
i = Π
6
i=1|V1Vi+1Vi+2|2A1,i+1,i+2 .
8. Examples
Let the monomial support A = {(0, 0), (0, 1), (2, 2), (2, 3), (3, 2)}. It is obtained from
A3,3 by rectangular corner cutting as shown:
t3 4 4 • 3
t2 4 4 • •
t • 2 2 2
1 • 2 2 2
1 s s2 s3
where elements of A are represented by “•” and elements of the corner rectangular sub-
supports S2, S3, S4 are represented by 2, 3, 4 respectively; note that S1 = ∅.
If we compute D3,3 and then specialize the coefficients of the monomials given by
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S2 ∪ S3 ∪ S4 = A3,3 −A to zero, the specialized D3,3 is
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 220100 0 0 320100 0 0 0 0 222300 0 0 322300 0 0 0
0 0 0 230100 0 0 0 0 0 0 0 222301 0 0 322301 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
220100 0 0 320100 0 0 0 0 222300 0 0 322300 0 0 0 0 0 0
230100 0 0 0 0 0 0 0 222301 0 0 322301 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
320100 0 0 0 0 0 0 322200 322300 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 322200 322201 + 322300 322301 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 322300 322301 0 0 0 0 0 0 322322 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

whose row indices (from top to bottom) are
1, t, t2, t3, t4, t5, s, st, st2, st3, st4, st5, s2, s2t, s2t2, s2t3, s2t4, s2t5
and whose column indices (from left to right) are
1, β, β2, α, αβ, αβ2, α2, α2β, α2β2, α3, α3β, α3β2, α4, α4β, α4β2, α5, α5β, α5β2.
The row and column supports of DA are thus represented by
t5 4 4 3
t4 4 4 •
t3 • • •
t2 • • •
t 2 2 2
1 2 2 2
1 s s2
and
β2 4 4 • • • 3
β 4 4 • 2 2 2
1 • • • 2 2 2
1 α α2 α3 α4 α5
respectively as expected by Theorem 4.1.
The A-resultant is the 7× 7 determinant |DA|:∣∣∣∣∣∣∣∣∣∣∣∣∣
0 220100 320100 0 0 222300 322300∗
0 230100∗ 0 0 0 222301 322301
220100 320100 0 0 222300 322300∗ 0
230100∗ 0 0 0 222301 322301 0
320100 0 0 322200 322300∗ 0 0
0 0 322200 322201 + 322300∗ 322301 0 0
0 0 322300∗ 322301 0 0 322322
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
A term of |DA| is |0, 0; 3, 2; 2, 3|5|0, 0; 2, 3; 0, 1|2, it is obtained from the entries marked
“∗” in the determinant.
Since V1 = V2 = V3 = (0, 0), V4 = V5 = (3, 2), V6 = V7 = (2, 3), and V8 = (0, 1),
the fan triangulation of the Newton polygon actually consists of only two triangles with
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Figure 6. The monomial support and the fan triangulation of the Newton polygon for A =
{(0, 0), (0, 1), (2, 2), (2, 3), (3, 2)}.
non-zero areas: {V1, V5, V6} and {V1, V7, V8} (Figure 6). Note that
A1,5,6 = 12
∣∣∣∣∣∣
1 0 0
1 3 2
1 2 3
∣∣∣∣∣∣ = 52 and A1,7,8 = 12
∣∣∣∣∣∣
1 0 0
1 2 3
1 0 1
∣∣∣∣∣∣ = 1.
This determinant term is predicted by Theorem 7.1 with the convention 00 = 1.
9. Conclusion
We have proved that the Dixon matrix formulation for A-resultants survives when one
or more corner rectangular sub-supports are cut from the bi-degree rectangular support
Am,n. The proof consists of three parts. The first part is the identification of the rows
and columns of Dm,n that vanish when the coefficients for the monomials in these sub-
supports are set to zero. The second part shows the remaining rows and columns of the
specialized Dm,n are non-zero and form a square sub-matrix, which by definition is the
coefficient matrix DA. The last part ascertains that the determinant of DA is non-zero
and has the right degree, thus it is the A-resultant for f , g, h whose monomial support
is A.
In other words, DA is the rank submatrix of the specialized Dm,n, and |DA| is the
A-resultant. The row and column supports of DA are also given explicitly in terms of
the translations of S1, S2, S3, S4, the corner rectangular sub-supports that are cut.
A term is exhibited to assert that |DA| is non-zero. In the process it is found that,
under some simple conditions, the number of times the bracket |i, j; k, l; p, q| appears
in Dm,n is equal to twice the area of the triangle {(i, j), (k, l), (p, q)}. Furthermore, a
fan triangulation of the Newton polygon leads to a partitioning of the row and column
supports of DA. The partitioning is general because it holds when some or even all of
the corner rectangular sub-supports are null.
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