I explain how to evolve segmented strings in de Sitter and anti-de Sitter spaces of any dimension in terms of forward-directed null displacements. The evolution is described entirely in terms of discrete hops which do not require a continuum spacetime. Moreover, the evolution rule is purely algebraic, so it can be defined not only on ordinary real de Sitter and anti-de Sitter, but also on the rational points of the quadratic equations that define these spaces. For three-dimensional anti-de Sitter space, a simpler evolution rule is possible that descends from the Wess-Zumino-Witten equations of motion. In this case, one may replace three-dimensional anti-de Sitter space by a non-compact discrete subgroup of SL(2, R) whose structure is related to the Pell equation. A discrete version of the BTZ black hole can be constructed as a quotient of this subgroup. This discrete black hole avoids the firewall paradox by a curious mechanism: even for large black holes, there are no points inside the horizon until one reaches the singularity.
Introduction
In [1, 2, 3] , analyses of classical string trajectories were made with the starting point assumption that the string configurations were segmented. In flat space, this simply means that at a given moment in time, the string is piecewise linear, so the worldsheet is composed of facets each of which is a region in some affine image of R 1,1 . In AdS D , the worldsheet is composed of facets each of which is a region in some AdS 2 space of AdS D . An appealing feature of the analysis in both cases was that the evolution equations are reduced entirely to algebraic operations, first to track the movement of kinks where two string segments meet, and second to determine the outcome of a collision of two kinks.
The purpose of the present work is to simplify the formulation of segmented string motions so that it can easily be applied in AdS D and dS D for any D as well as flat space. I also explore the extent to which we can disregard continuum notions of spacetime and view strings as propagating on spacetimes defined in purely algebraic terms. The key is to think of the string worldsheet as a collection of spacetime events, namely the collisions of kinks. On one hand, such an approach may seem antithetical to the common understanding of why string theory works as a quantum theory of gravity-namely that the spatial extent of the string naturally avoids ultraviolet divergences. On the other hand, finite entropy across unit spacetime area suggests some sort of discreteness in spacetime, and we should therefore be interested in ways in which we can retreat from reliance on a continuous description in formulating string dynamics.
The organization of the paper is as follows. In section 2 I introduce the main methods in the simplified context of flat space, where classical string evolution is trivial because one 
Flat spacetime
All classical results obtained in flat space must be trivial in the sense that they can be recovered from the standard treatment based on left-movers and right-movers. The putative advantage of the formalism developed here is that it generalizes to at least some curved geometries. The left-movers / right-movers approach is based on the solution to the string equations of motion:
where σ ± = τ ± σ. In order to obtain a closed string of finite length, we need X µ (τ, σ) to 
Evolution of serrated slices
We would like to take a Hamiltonian perspective, where we consider an initial state of the string and then evolve it forward in time. To this end, it is easiest to start by considering maps from Z × Z to the target spacetime, (i, j) → X ij , without any notions of periodicity required for now. (The index µ has been suppressed for brevity.) We are still thinking of i as parametrizing the left-moving light-like direction on the worldsheet, while j parametrizes the right-moving light-like direction. Now consider traversing Z × Z diagonally, where each step in our traverse increments i by 1 or decrements j by 1 (but not both). Let's denote by S a definite choice of how to make this traverse: S then is an ordered subset of Z × Z that goes "all the way across," from left to right, in the way we described. We will make one further stipulation: the range of values of i and j encountered within S must be unbounded in both directions. In other words, if we project S onto one of the two lightlike directions, it covers all of Z. Each segment of S (say from ij to i + 1, j or from ij to i, j − 1) should be thought of as null. But because we go all the way across the lattice without doubling back, S is effectively a spatial slice of the string worldsheet. We will describe it as a serrated slice.
Suppose we specify X ij for all ij ∈ S, abiding by the requirement that X i+1,j − X ij is forward-directed null whenever ij and i+1, j are in S, and likewise all differences X i,j+1 −X ij in S must be forward-directed null. Then we would like to have a rule for figuring out what all other values of X ij must be. More particularly, we want a rule that allows us to calculate X ij at a lattice point which is, in an appropriate sense, one step forward from S. To make this precise, consider a point ij on S whose neighboring points are i + 1, j and i, j + 1. We want to have a rule that specifies X i+1,j+1 given X ij , X i+1,j , and X i,j+1 . In flat space, the obvious evolution rule is
A little thought leads to the conclusion that repetitive use of (4) allows us to deduce all X ij which can be reached by going forward from S: that is, incrementing i and/or j. We could run time evolution the other way by stipulating that if ij, i − 1, j, and i, j − 1 are all in S,
It is also easy to see that (4)-(5) together with the assumption that S goes all the way across
where the j-independent quantities ∆ Li are null vectors, as are the i-independent quantities ∆ Rj . If we now build sequences Y Li and Y Ri so that
with the added assumption that X 00 = Y L0 + Y R0 , then we find immediately that
Now let's return to periodicity requirements. The straightforward notion of periodicity on a serrated slice is to say that S is invariant under the shift ij → i − N L , j + N R , where N L and N R are positive integers. We can think of a closed string as a map from a periodic S to spacetime satisfying
ately. If we do specify time evolution by (4)-(5), then we are led to the form (8) , which if plugged into (9) can be used to conclude that
Denoting the common value of all possible Y R,j+N R − Y Rj and Y Li − Y L,i−N L by πα P , we immediately recover (3).
Examples
Let's look at some simple examples based on taking S to be the set of all ij such that i + j is either 0 or 1. Choose some null vector u, and set X = 0 for i + j = 0 and X = u for i + j = 1. This assignment respects the periodicity property (9) with N L = N R = 1. Then the evolution equations imply for all ij that X ij = (i + j)u, and we see that the classical trajectory is collapsed on a null trajectory in the direction of u. The spacetime momentum is P = u/πα .
An obvious variant of the previous construction is the "starburst string," where we set X ij = 0 for i + j = 0 as before, and X ij = u i for i + j = 1 where the u i are an arbitrary collection of forward-directed null vectors. Let's focus on the case where the sequence of u i repeats after N entries. Then we respect the periodicity property (9) with N L = N R = N .
The solution strategy leading to (8) can be applied, with the result that
, which typically is timelike but can be null if the u i are all parallel.
A special case of the starburst for N = 2 is the familiar yo-yo string of [4] . Most simply, we can work in two dimensions and assume that u 1 = ( , ) while u 2 = ( , − ). Then the string expands from a point at time t = 0 to a string whose maximal extent at time t = is from x = − to x = + . The string then contracts back to a point at time t = 2 . A useful check is that the string's energy, E = 2 /πα , may be calculated either from P = (u 1 + u 2 )/πα , or by noting that the string's energy comes from its total length of 4 at full extension. (Recall that the string doubles back on itself.) So far we have had in mind that X ij ∈ R d−1,1 for some d, but one can make different starting assumptions. For example, we could study strings on a lattice discretization of spacetime by replacing R by Za where a is an arbitrary length. If all the X ij on an initial serrated slice of the discretized string are on the lattice, then all future and past X ij will be too. Another interesting point is that if we replace R by Qa, where Q denotes the rational numbers, then any periodic string motion (in particular any motion of a finite closed string) that starts out with Qa-valued coordinates will not only remain Qa-valued; it will in fact propagate entirely on some integer sublattice. That is, all coordinate entries will remain in
Zã for someã commensurate with a. On the other hand, the full set of Qa-valued segmented string motions is dense in the set of all possible classical string motions on R d−1,1 . So, in a sense, we can build an understanding all of classical string theory on flat space starting with integer-valued segmented string motions.
Causal structure
To generalize further, it is useful to start with some notion of forward-directed null displacements. Let M be a set of spacetime points, and for each p ∈ M we associate a subset N + (p) ⊂ M comprising all the points of M that can be reached from p by a forward-directed null displacement, and also a subset T + (p) ⊂ M of all points that can be reached by a forward-directed timelike displacement. The minimal requirements that should be obeyed by these subsets are:
1. N + (p) and T + (p) are disjoint for any choice of p ∈ M .
N
By N + (Q) for any set Q ⊂ M , we mean the union of N + (q) for q ∈ Q. We will refer to (M, N + , T + ) satisfying the above properties as a weak causal structure on M . Note that we can start from a weak causal structure (M, N + , T + ) and immediately define a new one
There are some additional properties one might desire, and which are obviously satisfied by null and timelike displacements in R d−1,1 :
4. If q ∈ N + (p) and q = p, then p ∈ N + (q).
With these assumptions in place, one cannot have closed null loops or closed timelike loops, and it follows in particular that
causal structure satisfies the additional requirements 3 through 5, then we characterize it as a strong causal structure. We could also require:
where by N +n we mean the n-th iteration
(The awkward notation N all (p) is due to the fact that we will later want to use N (p) to mean something different in a particular example.) If a weak causal structure satisfies the additional requirements 6 and 7, then we characterize it as a complete causal structure.
With a weak causal structure in place, we can try to generalize the evolution scheme (4).
It's best to start by defining "forward null triples" and "backward null triples" of spacetime points. More precisely: We define subsets F and B of the triple product M × M × M as follows:
Intuitively, an element of F -which we refer to as a forward null triple-is the smallest piece of a serrated slice which has enough information to be propagated forward one step, while an element of B (a backward null triple) has just enough information to be propagated backward one step. For elements f ∈ F and b ∈ B, we write f ↔ b to mean that the X 10
and X 01 components of f and b are the same. Now we define an evolution scheme as a map H from a subset of F to a subset of B, such that f ↔ H(f ) for all f in the domain of H.
For brevity, we could write
on the understanding that what we really mean is that H maps (X 00 , X 10 , X 01 ) ∈ F to (X 11 , X 10 , X 01 ) ∈ B. Initial data can then be specified in the form of a map from a serrated slice S to M such that X i+1,j ∈ N + (X ij ) whenever i + 1, j and ij are in S, and likewise X i,j+1 ∈ N + (X ij ) whenever i, j + 1 and ij are in S. As before, we evolve forward in time by identifying points ij ∈ S such that i + 1, j and i, j + 1 are also in S, and then H is applied to the triple (X ij , X i+1,j , X i,j+1 ) to obtain X i+1,j+1 . A caveat is that (X ij , X i+1,j , X i,j+1 ) might not be in the domain of H; in such a case, the simplest approach is to declare that the site ij simply doesn't evolve forward. By construction, X i+1,j+1 is in the future of X ij , that is
. If the causal structure is strong, then X i j is in the future of X ij whenever i ≥ i and j ≥ j. In other words, the evolution of the string is in the future time direction with respect to the causal structure on M .
We prefer to consider reversible evolution, namely a function H which is one-to-one, so that an inverse H −1 exists from the image of H to its domain. Then starting with a map from a serrated slice to M (the initial state of the string), one can develop through forward and backward time evolution a unique map from some region in Z × Z to M . The region can be thought of as the entire discrete string worldsheet, and it is either the entirety of Z×Z, or it is bounded in the forward time direction by sites which cannot be evolved further forward, and in the backward time direction by sites which cannot be evolved further backward.
It is straightforward to spell out how one goes from knowledge of an evolution function Figure 1 shows an example of the evolution of serrated slices.
T-duality
T-duality is a key feature of the theory of free strings. For simplicity, let's restrict to compactification on a circle of radius R. In the standard approach, spacetime is R
modulo the relation x → x + 2πR where x is one of the spatial coordinates. Let's replace R by Za where a is a length. Then we need 2πR = pa where p is some positive integer (not necessarily a prime). Let us now set a = 1 for brevity; all the following formulas can be made dimensionally correct by restoring obvious powers of a.
We can present T -duality in the framework of discrete spacetime, though with a significant subtlety: We have to work in the "upstairs" picture where the compactified extra The slice starting at (2, 2) is the result of 12 forward evolution steps from the initial slice.
The worldsheet representation of a forward null triple is shown in green, and the backward null triple that it gets mapped to by H is shown in red. More properly, H acts in spacetime to determine the spacetime image of (0, 2) once the images of (−1, 1), (0, 1), and (−1, 2) are known.
dimension is regarded as periodic rather than truly compact. The reason for this is that we will need to distinguish between a purely timelike displacement (t, x) → (t + 2πR, x) and a null displacement (t, x) → (t + 2πR, x + 2πR) that goes once around the circle. When spacetime is a manifold, it's OK to really identify x and x+2πR because one can tell whether a continuous trajectory is winding around the compact dimension. Once we have passed to a discrete subset of spacetime points, this distinction is at least much trickier-at least in the discrete topology, it is impossible.
Instead of the periodicity condition (9), we must now require only that the string comes back to itself up to some multiple of the 2πR displacement in the x direction. That is,
where w is the winding number. In (14) and below, we use α rather than ij to label the null links in a serrated slice S, and we set s α = 1 for a link which goes from ij to i + 1, j and s α = −1 for a link from ij to i, j − 1. By ∆ α we mean the forward-directed null vector that describes how link α is embedded in spacetime, and by ∆ x α we mean its x component. Thinking in the upstairs picture means that ∆ x α is an integer rather than an integer mod p, so that we can distinguish between ∆ x α = p, meaning a displacement once around the circle, and ∆ x α = 0, which means no displacement in the x direction. The natural null condition on the ∆ α is the one that is obvious in the upstairs picture, i.e. ∆ α is null in
The spacetime momentum of each link is
and so the total momentum in the x direction is
where in the second to last equality we imposed the standard quantum mechanical restriction on possible momenta in terms of an integer n. For this restriction to make sense, we must have
where q is also a positive integer. Then (16) can be rewritten simply as
The form of (18) is almost identical to (14). To perform T-duality, we map
It is easily checked that p ↔ q is the usual map R → α /R. From a lattice point of view, having exchanged the winding condition with the momentum condition means that the periodicity in the x direction is now x ∼ x + q rather than x ∼ x + p. Switching the sign on precisely those ∆ x α that correspond to links from ij to i, j − 1 means switching the sign on ∆ We can in principle work in the downstairs picture, where spacetime is
we declare a displacement ∆ to be null precisely if its projection onto the Z d−2,1 directions is null. Development along these lines seems formal in that we are no longer trying to track winding around the Z p direction; however, it is still consistent with the rules of section 2.3 to use the evolution scheme (4) . A large part of what makes T-duality work in the form described in (19) is that the map ∆ x → −∆ x is an automorphism of the additive structure on Z. We can inquire whether in this downstairs setup some more general automorphism might be used. An example arises when coordinates are integer-valued and p = q, meaning that we are at the self-dual radius; also we require p to be odd. In the downstairs picture, (14) and (18) read
Because p is odd, these equations can be recast as
The map ∆ for r coprime to p, and this automorphism provides a candidate generalization of T-duality.
The automorphism is usually not an involution; however, according to Carmichael's theorem, one recovers the identity map after λ(p) iterations of Σ, where λ(p) is the so-called reduced totient function.
Adding worldsheet fermions
The Ramond-Neveu-Schwarz formalism starts with the following equations of motion for the superstring:
where
The bosonic variables σ ± = τ ± σ as before, while θ ± are Grassmann variables, and each superfield X µ is, a priori, a general function of σ ± and θ ± (assumed to be smooth). Without much effort one can show that the general solution of (22) is
and the super-Virasoro constraints are
If we expand
then in place of the null-tangent condition on Y L (σ + ) and Y R (σ − ) that we had in the context of the bosonic string, we have from (25) the more complicated conditions
and similarly for the right-moving sector.
We would like to distinguish a set of simple solutions (24) 
. This notation makes clear the point of view that the bosonic data resides at the turning points while the fermionic data resides on the edges connecting them.
Plugging the ansatz just described into (27), we see from evaluating the first equation away from the special values σ
The condition (28) plus the condition of piecewise linearity implies that the first term in the first equation of (27) vanishes everywhere.
2 Now consider the second term. In a neighborhood of σ
) is proportional to a delta-function. In order for that delta function to drop out of the first equation in (27), we should require
Note that we are effectively satisfying a stronger constraint than the first equation in (27),
Passing on to the second equation in (27), we find by evaluating away from the special points σ
We can proceed to a full discretized worldsheet and serrated slices of it by keeping the discussion of the bosonic data exactly the same as it was in the bosonic string case, and adding the fermionic quantities to the links. To be precise, fermionic variables ψ L,i+1/2,j are
; likewise if we use the limiting value as σ + → σ + i from above. It is in this sense that we can say that the first term in the first equation of (27) vanishes everywhere.
located on the links between sites ij and i + 1, j for all i and j. We require
if sites i − 1, j, ij, and i + 1, j are all present on the serrated slice. Additionally, we require
if sites ij and i + 1, j are present on the serrated slice. One proceeds analogously with ψ R .
Then the bosonic evolution equation (4) can be supplemented with the fermionic evolution equation
and it is possible to show that the constraints (31)-(32) are preserved by the evolution. It
, independent of j, and ψ R,i,j+1/2 = ψ R,j+1/2 , independent of i. Technically one might include in the discussion also an auxiliary field F , coming from the θ + θ − term in the expansion of X and defined on the faces of the grid. This might be of use in less trivial spacetimes; but in flat space, F is immediately set to 0 through the equations of motion (22).
Anti-de Sitter and de Sitter spacetimes
It is natural to start the study of segmented strings in curved spacetime with an examination of AdS 2 . In section 3.1, starting from AdS 2 , we will find a simpler expression of the evolution law studied in [1, 2, 3] . As we will explain, this evolution law can be applied naturally to antide Sitter and de Sitter space in any dimension, and to situations where real coordinates are replaced by coordinates valued in some other field, for instance the rationals. In section 3.4
we will explain that the evolution law found in section 3.1 is not the only one we could consider: At least for AdS 3 , there is another one naturally springing from the fact that AdS 3
is the group manifold of SL(2, R). This group theoretic evolution law can be extended in an obvious way literally to any group; the main challenge is to decide in a sensible way what group elements generate forward-directed null displacements.
AdS 2
In [1, 2, 3] it was argued that segmented motions in AdS 3 could be composed of worldsheets with facets which are regions of AdS 2 subspaces of AdS 3 . In this section we ignore higherdimensional considerations and focus simply on strings on the hyperboloid
in R 2,1 . Defining the dot product
where η µν = diag{−1, −1, 1}, we can rewrite (34) as X · X = −1. To define time ordering on the hyperboloid, first define z = u + iv. Then for any two points X 1 and X 2 on the hyperboloid, form the corresponding z 1 and z 2 , and let φ = arg z 2 /z 1 ∈ (−π, π]. We say that X 2 is at a later time than X 1 iff φ ∈ (0, π), and at an earlier time iff φ ∈ (−π, 0). Evidently, transitivity cannot be relied upon: If X 2 is later than X 1 and X 3 is later than X 2 , then it may happen that X 3 is earlier than X 1 ! This is the familiar problem of closed timelike curves on the hyperboloid, which is solved by passing to the covering space. The approach here will be simply to work on the hyperboloid itself. The presence of closed timelike curves will prevent the causal structure we define from satisfying the fifth condition in section 2.3, but we can think of eliminating them in the end by passing to the global cover. The point of treating the problem directly on the hyperboloid is that we do not actually need to forbid closed timelike curves at the level of the analysis of this section; it is enough that the hyperboloid has a weak causal structure in the sense of section 2.3.
To complete the definition of the causal structure, we first note that all the points on the hyperbola which are null separated from a given starting point X have the form X + ∆ where ∆ · ∆ = 0 and X · ∆ = 0. Let's define N + (X) as the set of all X + ∆ which are at a later time than X. Also define
, where minus in this context means complement. It is easily checked that (M, N + , T + ) indeed defines a weak but complete causal structure, and that this causal structure is unchanged by the SO (2, 1) isometries of the hyperboloid.
Let's now ask, what is the most natural evolution function H? By use of an SO(2, 1) isometry, we choose the position of X 00 to be anything we please. Thus we can assume
where a and b are positive and the two signs can be chosen independently. Suppose first we choose −a and +b. Then N + (X 10 ) ∩ N + (X 01 ) contains only a single point, namely
It is not hard to check that the generalization of (36)- (37) which is invariant the action of SO(2, 1) is
where ∆ L = X 10 − X 00 and ∆ R = X 01 − X 00 .
To deduce (38), we had to assume that the two signs in (36) are opposite one another. If the two signs are the same, then ∆ L and ∆ R are parallel, so ∆ L · ∆ R = 0, and (38) reduces to the abelian evolution law X 11 = X 10 − X 00 + X 01 . We could in principle consider variants of the evolution law, for example X 11 = X 00 + λ(∆ L + ∆ R ), when ∆ L and ∆ R are parallel, but λ = 1 gives rise to problems with energy conservation, and we will not consider it further. In short, (38) defines the only reasonable evolution law for the hyperboloid. When formalized into a function H : (X 00 , X 10 , X 01 ) → (X 11 , X 10 , X 01 ), one can easily demonstrate that H is a bijection from all of F to all of B. The key step in this demonstration is to show that ∆ L · ∆ R ≤ 0, which is a consequence of ∆ L and ∆ R both being forward-directed null displacements.
Without changing any formulas, we can consider another case, namely dS 2 , which is the same as the hyperboloid (34) 
Algebraic generalizations
With the formula (38) in hand, it is possible to generalize to higher-dimensional spacetimes, or algebraic generalizations of spacetimes. In place of R 2,1 and η, consider a vector space V over a field K equipped with a quadratic form η that we use as in (35) Causal structure can be defined in analogy to the the approaches for the hyperboloid and AdS 2 in section 3.1. For generalized anti-de Sitter spacetimes, we write a general vector
whereû andv are the eigenvectors of η with negative eigenvalue whilex i are the eigenvectors with positive eigenvalue. Defining z = u + iv, one obtains a non-transitive notion of timeordering-which, as before, can be made transitive by passing to an appropriate covering space. For generalized de Sitter spacetimes, we write instead
wheret is the unique eigenvector with positive eigenvalue andx i are the other eigenvectors.
A transitive time ordering is then available by ordering with respect to t. In both the anti-de
Sitter and de Sitter cases, null displacements on the generalized hyperboloid X · X = −1 correspond to null vectors ∆ in V with X, and null displacements are forward directed if X + ∆ is later than X. As in the two-dimensional case, we can use
. By design, the causal structure is consistent with the evolution rule (38). In the anti-de Sitter case, one can again argue that (38) defines a bijection H : F → B, while in the de Sitter case it defines a one-to-one map from part of F to part of B, as appropriate to the tendency of an inflating spacetime to drag a string apart into separate causal patches.
Consistency with equations of motion
If K = R and η = diag{−1, −1, 1, . . . , 1}, then the construction of the previous section gives ordinary AdS D (up to passing to the global cover, which we will ignore in this section). If K = R and η = diag{1, −1, −1, . . . , −1} then we have ordinary dS D . The purpose of this section is to argue that the evolution rule (38) then defines a string motion that follows from the Nambu-Goto action.
The main part of the argument is as follows. Consider (X 00 , X 10 , X 01 ) in F such that the image (X 11 , X 10 , X 01 ) under H exists, and assume that that X 10 − X 00 and X 01 − X 00 are not parallel. Then X 00 , X 10 , and X 01 together define a plane in V that also includes the origin, and intersecting this plane with the hyperboloid X · X = −1 gives a copy of AdS 2 or dS 2 . The point X 11 as defined by (38) is easily seen to lie in the same plane, so there is a diamond shaped region of AdS 2 or dS 2 with corners X 00 in the past, X 10 and X 01 on the sides, and X 11 in the future. It is consistent with the local equations of motion following from the Nambu-Goto action for the string worldsheet to cover this diamond shaped region. To From the previous paragraph, the picture we have of segmented strings in AdS D or dS D (considered as real manifolds) is that they are assemblies of string segments, each of which is locally static with respect to a suitably defined global time whose choice varies segment by segment. Within each segment, the string equations of motion are satisfied by the argument of the previous paragraph. The case where X 10 − X 00 and X 01 − X 00 are parallel is a degeneration of the non-parallel case, where the AdS 2 or dS 2 region collapses to a null line along which there can be localized momentum and energy. It is possible to follow [5] and explicitly modify the Nambu-Goto action by adding terms that support localized null energymomentum; or one can take the view that motions with localized energy-momentum are best treated as special limits of motions without. Taking this latter approach, we have only to ask whether the equations of motion are satisfied at each edge, or kink, where one diamond shaped region joins on to another, and whether the equations of motion are satisfied at the corners where kinks collide.
To argue that the equations of motion are satisfied at each edge, it helps to recall that these equations take the form
One matching condition at each edge is that X µ is continuous. Usually at kinks one expects one more matching condition in the form of a first derivative condition, obtained by integrating the equation of motion over a small interval including the kink that joins the two solutions. Equivalently, we want there to be no delta function contribution, localized at the edge, coming from ∂ a P a µ . The key point is that when this edge is lightlike on the worldsheet, there is no such delta function contribution. If present, it could only come from a second derivative of X ν in P a µ . The second derivative terms, however, are proportional to ∂ + ∂ − X ν , where the derivatives are with respect to lightlike worldsheet coordinates σ ± . If a delta function contribution arose in the equations of motion across an edge at σ + = 0, its coefficient would include a factor
where is a very small positive number. The quantity in square brackets vanishes as → 0 on account of the continuity condition, and the piecewise linearity of X ν as a function of σ ± then implies that the whole expression (42) also vanishes. So indeed we see that no additional condition is imposed at the first derivative level.
Likewise we claim that there are no additional conditions imposed at a corner where two kinks collide. The quickest way to argue this is to consider a local description where we focus in on a small neighborhood around a particular corner, call it the 00 corner. Then the displacements ∆ 1 = X 00 − X −1,0 , ∆ 2 = X 00 − X 0,−1 , ∆ 3 = X 10 − X 00 , and ∆ 4 = X 01 − X 00
can be viewed as vectors in the tangent space. Locally the evolution is just like strings in flat space, so if there is a constraint on the four ∆ i at the corner, it should be present in flat space as well. But in flat space, these are manifestly independent quantities: In the notation To readers familiar with [1, 2] , it may seem odd that no conditions are imposed at corners where kinks collide, since in those papers much of the information about string propagation was in fact encoded at the corners. To see that there is no contradiction, let ∆ 1 and ∆ 2 be specified, and consider how we gather enough information to determine ∆ 3 and ∆ 4 . In the approach of the current paper, we must know the triples (X 0,−1 , X 1,−1 , X 00 ) and (X −1,0 , X 00 , X −1,1 ), and from them we deduce X 10 and X 01 using (38). In other words, we must know Γ 1 and Γ 2 as shown in figure 2 in addition to ∆ 1 and ∆ 2 ; then we can get X 10 and X 01 from (38) and from them ∆ 3 and ∆ 4 . In the approach of [2] (and [1] is similar), we require enough local information around the null segment from X −1,0 to X 00 in order to determine the AdS 2 regions labeled A and C in figure 2 , and likewise we require enough information around the null segment from X −1,0 to X 00 in order to determine regions B and C. Then we have enough information to determine the directions of ∆ 3 and ∆ 4 , though not the magnitudes; but that is OK since information from edges further to the left and right will combine with the directions of ∆ 3 and ∆ 4 to determine X 10 and X 01 .
AdS 3 and a discretized WZW model
When we replace R by a field K ⊂ R, say the rationals, we are giving up most of the points in AdS D but retaining a dense subset. An obvious goal is to go further and pass to some discrete set of points distributed more or less uniformly across it, but nowhere densely, similar to the lattice discretizations of flat spacetime. There is an obvious obstacle to such a step. Suppose on some AdS 2 subspace we are allowed to include initial null displacements to do with the closed timelike curves on the hyperboloid (34); it is instead related to a feature of anti-de Sitter space, namely that there is a definite light-crossing time. Mathematically, the problem we are seeing has to do with the presence of 1 − ∆ L · ∆ R /2 in the denominator of (38). When division is part of the evolution law, it is hard to lay down a lattice structure and stay within it starting from generic initial conditions. So, while it's easy to restrict values of coordinates from R down to a field K ⊂ R, it is much harder to restrict from R to a ring some of whose non-zero elements do not admit multiplicative inverses.
On the other hand, AdS 3 is the SL(2, R) group manifold, and one might naturally expect that segmented strings can propagate so that their kink collisions lie in a discrete subgroup like SL(2, Z). This is indeed possible, but not with the evolution law (38). A different algebraic evolution law is possible on AdS 3 ; in fact it follows from changing the action from the usual Nambu-Goto action to the WZW action considered for example in [6] . Then the general solution to the classical equations of motion takes the form
where X, Y L , and Y R all take values in SL(2, R), and for closed strings we demand
for some element M ∈ SL(2, R). If we stipulate that there are is no internal CFT, then the Virasoro conditions state that the left-and right-moving currents,
are null elements of the SL(2, R) Lie algebra. So it is not surprising that we can proceed to formulate segmented strings on the SL(2, R) group manifold in fairly close analogy to the flat space case. In particular, the discrete analogs of Y L (σ + ) and Y R (σ − ) are products of forward-directed null elements of SL(2, R), by which we mean elements g ∈ SL(2, R) with tr g = 2 and tr g < 0 where = iσ 2 is the 2 × 2 anti-symmetric matrix. Thus, forward-directed null elements are a special subset of parabolic elements of SL(2, R). It can be shown that this notion of forward-directed null displacement on SL(2, R) coincides with our earlier one if we write
Indeed, if g is a forward-directed null element of SL(2, R), then starting at X and moving to gX, or more generally g n X for any n > 0, corresponds to moving along a null geodesic (the same geodesic for any n) in the natural metric on SL(2, R) = AdS 3 inherited from R 2,2 , and in the positive time direction in the sense of increasing the phase of u + iv. The same is true if one starts at X and moves to Xg. Moreover, any forward-directed null displacement can be written either as left-multiplication or right-multiplication by a forward-directed null element of SL(2, R). That is, if X 1 is displaced from X 0 on AdS 3 by a forward-directed null displacement, then X 1 = g L X 0 and X 1 = X 0 g R where g L and g R are forward-directed null elements of SL(2, R).
Consider now a serrated slice S. The rules for initial data are the same as we have previously used: X i+1,j − X ij must be forward-directed null whenever ij and i + 1, j are in S and likewise all differences X i,j+1 − X ij in S must be forward-directed null. To evolve forward in time, in place of (4) or (38), we use
Note that g L and g R are forward-directed null elements of SL(2, R). Evidently, we can simplify (47) to
which is a natural generalization of (4) to SL(2, R). To see that (48) is not the same as (38), it's worth carrying the example (36)-(37) over to AdS 3 . We will quote points on AdS 3
in terms of vectors in R 2,2 to facilitate comparison with (38). If
, and
with a and b positive, then according to the group theoretic evolution scheme (48) we have
whereas according to the minimally coupled evolution scheme (38), choosing +a and −b in (36) we would get the result (37), carried over to AdS 3 by adding a 0 entry as the fourth row of the vector. This is indeed different from (50), and physically the reason is that the WZW model describes a constant field strength H 3 = dB 2 which pulls on the string as it moves through AdS 3 .
The evolution rule (48) could be employed with SL(2, R) replaced by any group. If we replace SL(2, R) with a subgroup, for example SL(2, Z), then the causal structure discussed above (46) can be used to determine what null displacements mean within the subgroup.
In a general setting it is not so simple to give a natural notion of a causal structure. An obvious class of examples to start with is groups of the form R d−1,1 × H where H is some general group which we intend as a replacement for transverse spatial directions (compact or otherwise) and we are considering R d−1,1 as a group under addition. The R d−1,1 factor is equipped with a metric which we write as
Of course, we should be prepared to generalize, for example by replacing R d−1,1 by a module over a ring and the metric by some appropriate quadratic form. A trivial but valid version of causal structure is to say that N + is the direct product of ordinary forward-directed null vectors in R d−1,1 and all of H. An example of this trivial causal structure came up at the end of the discussion of T-duality in section 2.4. More interesting causal structures could be constructed given a spatial metric on H.
Minkowski space and the Pell equation
It was remarked in section 3.1 that replacing anti-de Sitter space, AdS D , with a level set of a quadratic form on a more general vector space than R D−1,2 provides an obvious way to generalize the evolution scheme outlined in (38) for classical strings. In order to set up a particular example, let's first review the connection between the Pell equation and Minkowski space. I will do that here in more detail than strictly necessary since the subject is appealing on its own. In two-dimensional Minkowski space, R 1,1 , the spacetime interval is
where c 2 is a positive constant. Let's require that
is a square-free rational number: that is, d = a/b, where a and b are relatively prime and neither is divisible by the square of any integer. We disallow d = 1. The field extension 
can be represented as all matrices of the form
The trace and determinant of the 2 × 2 matrix are useful constructions:
The notation N (x + ct) is used because it is the standard mathematical notation for the norm of a field extension. 6 We may treat the complex numbers in the same way, setting d = −1; then one has the usual expression z = x + y √ −1 and the norm N (z) = x 2 + y 2 .
Pursuing the analogy with complex numbers further, we definē
Then N (z) = zz is equally valid for d = −1 or for positive square-free rational numbers d (and, incidentally, for negative square-free rational d).
Rotations in C are best represented as z → rz where r is on the unit circle: rr = 1.
, we see that maps z → rz preserve N (z) precisely when N (r) = 1.
These norm-preserving linear maps are boosts. Explicitly, if we write
The relation (60) is known as Pell's equation. A well-known fact (see for example p. 175 of 6 In more general field field extensions, N (λz) = λ n N (z) for λ in the base field, where the positive integer n may be different from 2. For example, n = 4 for Q[ [7]) is that all solutions of (60) with p and q rational take the form
We can describe µ as the "half-velocity" of the boost, in the following sense. A boost by velocity v can be described as
(Recall that z andz are the light-cone coordinates x + ct and x − ct.) If we define µ to be the velocity of a boost which must be iterated twice to obtain (62), then we can rewrite (62) as
Comparing (63) 
This is a special case of Dirichlet's unit theorem, whose statement in this case is that the group of unit elements in Z[ √ d] is generated (up to the sign) by a single element. (Generally, a unit of a ring is a member of the ring whose multiplicative inverse is also in the ring.)
is a lattice version of R 1,1 (technically, it is a free Z-module spanned by two basis vectors) which is preserved by a group of boosts generated by a "fundamental boost" 
then r 1 has the special property that its γ and γv/c 2 are integers, and any lattice-preserving boost whose 2 × 2 matrix form has integer entries can be reached, up to a sign, by applying the boost r 1 or its inverse some finite number of times. Evidently, this situation is more interesting than rotations of Z[ √ −1], which are all obtained by multiplying by a power of √ −1.
A discrete version of the BTZ black hole
The BTZ black hole is locally AdS 3 , but with identification of points related by a discrete group isomorphic to Z. Specifically, we start with AdS 3 defined as the locus of points in
We form
It will soon become clear why (67) works better in the current context than the definition (54) which we used in the previous section. Approximately following [8] , away from extremality we construct the BTZ black hole by identifying
where r ± are the outer and inner horizon radii, satisfying 0 ≤ r − < r + . The resulting black hole thermodynamics (again following [8] ) is 
is the central charge c Vir of the Virasoro algebra of asymptotic symmetry generators.
To pass to a discrete version of BTZ, consider Z 2,2 with coordinates (u, v, x, y) equipped with the quadratic form
and d is a square-free integer. Setting c 2 = 1/d contrasts with the discussion of the previous section but is a better choice here, as we will see momentarily. (The interval (71) differs by a factor of c 2 from the left hand side of (66) because I wanted the metric (71) to be expressible wholly in terms of ring operations on Z.) In terms of the variables z and w defined in (67), the interval (71) can be expressed compactly as
and note that s 2 = − det X. If = c, the equation (66) can be rewritten as
Matrices of the form (72) (with integer u, v, x, and y) satisfying (73) form a group under matrix multiplication. This group can be described as SL(2, Z) d ; or it can be thought of as w all to be integers; since we restrict r z and r w to be non-negative, they must therefore be 1. We avoid this overly restrictive situation by insisting that d > 1 is a square-free integer.
Comparing the identifications (68) and (74), we see that they match provided
Plugging into the formula (69) for the entropy and using (75), one finds
This formula is striking not only because the permitted values of S are evenly spaced, but because the spacing depends on d in an irregular fashion. For d = 3, one finds r 1 = 2 + √ 3, and log r 1 ≈ 1.32; but for d = 61 (famously), one finds the numerically large result r 1 = 1766319049 + 226153980 √ 61, such that log r 1 ≈ 22.0. Physically, a large log r 1 means that the smallest black hole (above the zero-size black hole associated with the RR vacuum) is very large compared to the AdS 3 radius. Specifically, the horizon area (really a length) scales as A ∝ n z log r 1 .
One can also obtain expressions for the dimensionful quantities M , J, and T ± ; in so doing, it should be noted that the requirement = c, which follows from setting det X = 1,
The outer region I and inner region II of the BTZ black hole, projected onto the z-z and w-w planes. The points s n of (79) are shown as green dots, while the points h n of (81) are shown as dots along the horizon N (z) ≡ zz = 1. The particular case shown here has an identification with n z = 2 and n w = 0, corresponding to an uncharged black hole. There are two distinct points in SL(2, Z) d on the horizon, namely h 0 and h 1 , and there are no points in SL(2, Z) d in the interior of region II.
is essentially a choice of units. In particular, we are not restricting attention to Planck-scale AdS 3 because the Planck scale remains free even after we choose units. The dual statement in field theory is that we have not fixed c Vir .
The full geometry of the BTZ construction is somewhat complicated, but the main features that make it a black hole can be understood by focusing on two regions:
For now, let's regard these regions as defined in the real manifold AdS 3 , with real-valued global coordinates coordinates z,z, w, andw as introduced in (67). The boundary between I and II is the black hole horizon, in the sense that if X ∈ I and Y ∈ II, then it is possible to have Y ∈ N + (X), but one can never have X ∈ N + (Y ). This is with the notion of causality inherited from AdS 3 = SL(2, R), namely that N + (X) is all elements of SL(2, R)
of the form pX where p is a forward-directed null element of SL(2, R) d . The horizon is a two-dimensional submanifold of SL(2, R) with one direction spacelike and the other null.
The identification X →X preserves regions I and II as well as the horizon between them.
Region I becomes an outside region of the BTZ black hole, while region II is an inside region.
Region II is empty when we restrict to SL(2, Z) d . The easiest way to see this is that
is an integer, so it is impossible to satisfy the constraint 1 > N (z) > 0 of (78). Suppose we expand region II to include points with N (z) = 0, which immediately implies N (w) = 1. There is an infinite sequence of such points, namely
The identification map X →X as defined in (74) maps each s n to itself if n w = 0 (the uncharged BTZ black hole), whereas s n → s n+nw for the charged case. Let's focus on the uncharged case for simplicity. In the geometry of the uncharged BTZ black hole as a real manifold, the locus of fixed points, z =z = 0 with N (w) = 1, is the singularity inside the black hole. Using the explicit coordinate maps of [8] , this locus of points corresponds to r = 0 in the usual parametrization of the uncharged BTZ black hole as
Thus the points s n are all at r = 0. In summary: in the discrete construction, there is nothing inside the uncharged black hole except the singularity, which resolves into an infinite series of fixed points s n of the isometry (74).
A similar discussion can be carried out for the horizon. for n ∈ Z .
The identification map (74) sends h n → h n+nz , so n z of these points remain distinct. (This is equally true for the uncharged and charged cases.) Thus we have an appealing picture of a horizon comprising n z points and carrying an entropy proportional to n z . It is as if there are
distinct microstates per horizon point, with the choice of microstate at each point being independent of one another. W 1 as defined in (82) has no reason to be an integer, or even rational; but possibly there is some sense in which it may be used to capture an asymptotic count of the number of states.
The BTZ construction applied to SL(2, Z) d amounts to a sort of lattice in AdS 3 (namely the points of SL(2, Z) d itself) which respects the identifications (74) used to construct BTZ black holes of particular masses and angular momentum. But in light of the discussion leading to (48), it should be something more, namely a non-compact discrete set on which strings can propagate consistently, with causal properties inherited from the BTZ black hole over the reals. To see that string propagation on our quotient space is consistent, first note that we can express (74) as
Here r L = r . Plugging into (48), one sees that the relation
00 X 01 is preserved when passing from X toX. A peculiar point about this argument is that if n z and n w have different parity, then r L and r R will not be elements of 2. With an identification of points (74) which are spacelike separated (which is the case in regions I and II), there isn't a simple way to distinguish between a translation all the way around the spatial circle and no displacement at all. This is similar to the obstacle discussed in connection with T-duality in section 2.4. As in that case, the most straightforward resolution is to insist on working in the "upstairs" picture, namely the whole of regions I and II before identification, and restrict attention to configurations which are mapped to themselves by the identification (74). Then one may use the causal structure inherited from SL(2, R), and we have a clear notion on a given serrated slice of whether a string wraps the spatial circle. The evolution law (48) evolves allowed serrated slices to other allowed serrated slices.
Unsurprisingly, the general tendency is for strings to fall into the black hole, i.e. to fail to remain entirely in region I. I leave as an open question the proper interpretation of string propagation that includes singular points like the s n in the case of the uncharged black hole.
Trajectories that continue into regions other than I and II can eventually explore closed timelike curves, and presumably some appropriate prescription of passing to a covering space will be needed.
Conclusions
The animating principle of classical segmented strings is to understand the simplest scrap of string which can be propagated forward in time in some specified background geometry. The focus here was on triples of spacetime points (X 00 , X 10 , X 01 ) where X 10 and X 01 are separated from X 00 by forward-directed null displacements. Such forward null triples, together with backward null triples (X 11 , X 10 , X 01 ) to which they can evolve, are a convenient starting point because we do not need to specify any momentum degrees of freedom, as we would if we considered a segment of string (X a , X b ) whose endpoints are spacelike separated. Localized momentum is incorporated naturally into the framework of forward and backward null triples.
In a forward null triple (X 00 , X 10 , X 01 ), if X 10 = X 01 , then it means that the scrap of string under consideration is collapsed to a point and moving at the speed of light from X 00 to X 10 .
Joining forward null triples and backward null triples together, we can construct a serrated slice of the worldsheet, and then the local rules for evolving forward null triples into backward null triples becomes a complete (classical) evolution scheme for serrated slices, which accommodates localized momentum (as at least the previous approach of [2] did not).
An appealing feature of the null triples approach is that we do not rely upon a metric structure on spacetime. Instead we only need an appropriate collection of forward-directed null displacements, together with a map from forward null triples to backward null triples. This map can be thought of as a discrete replacement for the second order differential equation for the embedding of the string into spacetime. The elementary analysis of worldsheet fermions in section 2.5 suggests that for the RNS superstring, forward and backward null triples must be augmented by information about the fermions on the legs between sites where bosonic data is located. Possibly further augmentations could be considered that would allow for more general segmented string motions. Another interesting possibility is to pass from realvalued coordinates to coordinates valued in a finite field. Then segmented string evolution can be regarded as a finite-state cellular automaton.
We saw in sections 3.2 and 3.4 that there can be more than one sensible way to propagate forward null triples into backward null triples. In AdS 3 , the most obvious propagation rule, following from the Nambu-Goto action, results in the algebraic evolution law (38). Because this rule involves division, it is difficult to restrict the set of allowed points in the null triples to lie in a discrete subset of AdS 3 . A different evolution law, (48), involves only group multiplication in SL(2, R), which is the same as AdS 3 (ignoring the issue of global covers).
It is therefore easy to restrict (48) to subgroups of SL (2 feature of the discrete BTZ black holes is that, at least for the uncharged black hole, the interior is empty until one gets to the singularity. This is even true for black holes that are large compared to both the Planck scale and the AdS 3 radius. So the firewall paradox of [9] does not arise for these discrete BTZ black holes, at least in the uncharged case.
If AdS 3 is supported by Neveu-Schwarz three-form flux, then the Nambu-Goto action characterizes D1-brane propagation, whereas a Wess-Zumino-Witten model characterizes fundamental string propagation. Bound states of D1-branes and fundamental strings should lead to a whole family of evolution laws that interpolate between (38) and (48).
It is natural to inquire whether a higher dimensional version of serrated slices can be 
Note added
When this paper was complete, we received [10] , which includes an equation equivalent to (38) for the AdS 3 case and points out a dual relation to the evolution of normal vectors that formed the basis of [1] .
