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Introduzione
Nella  presente  tesi  viene  analizzato  lo  status  dei  ruoli  tematici,  che  identificano  la
relazione  semantica  che  sussiste  fra  verbi  e  argomenti  ed  esplicitano  il  ruolo  che
ciascuno di essi gioca nell'evento denotato dal verbo.  
Il numero e la natura dei ruoli sono ancora oggi oggetto di discussione.
Nel  Capitolo  1  vengono  descritte  teorie  in  cui  sono  considerati  primitivi  semantici
discreti, che si suppone possano identificare tutte le possibili relazioni semantiche che
sussistono fra verbi e argomenti. Sono poi analizzati approcci decomposizionali, in cui i
ruoli  sono  prototipi  costituiti  da  insiemi  di  proprietà  risultato  di  entailment verbali
(Dowty, 1991).
A partire dalla decomposizione del significato verbale, in Role and Reference Grammar,
i ruoli sono considerati etichette che permettono di far riferimento alla posizione che gli
argomenti dei verbi occupano a livello di struttura logica; per Jackendoff (1972; 1987),
sono nomi di configurazioni della struttura concettuale.
La natura dei ruoli viene poi indagata dal punto di vista psicolinguistico: sono esaminati
i risultati di alcuni esperimenti di priming, tramite i quali si evidenzia la velocità con cui
viene recuperata la conoscenza relativa alle caratteristiche degli eventi e si sottolinea
come, quest'ultima, guidi i processi di interpretazione. 
In questa prospettiva, i ruoli sono verbo-specifici: analizzando i giudizi ottenuti tramite
la raccolta di norme semantiche, emerge che il contenuto dei ruoli tematici rispecchia le
conoscenze che le  persone possiedono a proposito  degli  eventi  e delle entità  che vi
prendono parte.
Per questi motivi, nel Capitolo 2, vengono illustrati i dettagli di un esperimento in cui i
soggetti devono descrivere le proprietà di coloro che compiono e subiscono le azioni
denotate  da  venti  verbi  transitivi  inglesi,  in  relazione  alle  fasi  temporali  a  essi
precedenti, contemporanee e successive. 
Al fine di valutare se essi siano in grado di descrivere in maniera coerente  AGENTE e
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PAZIENTE,  se  sappiano  caratterizzarli  per  ciascuna  fase  temporale  e  se  sussistano
differenze  nella  capacità  di  descrivere  i  due  ruoli  e  le  tre  fasi  temporali,  vengono
presentati sia i processi con cui i giudizi dei soggetti sono stati normalizzati e aggregati,
sia le analisi statistiche condotte sui dati ottenuti.
Nel Capitolo 3 vengono presentati sia i metodi con cui dal British National Corpus sono
estratti dati distribuzionali, sia i risultati delle successive analisi. Assumendo la validità
della  co-occurrence  hypothesis e  delle  ipotesi  distribuzionali,  vengono  calcolate  le
frequenze  con  cui  le  proprietà  delle  norme  co-occorrono  insieme  ai  verbi
dell'esperimento  in  tre  finestre  di  riferimento,  definite  in  maniera  cumulativa  e
simmetrica. I dati risultanti sono paragonati a quelli ottenuti per coppie di parole non
necessariamente  legate  semanticamente ed estratte  casualmente  dal  corpus.  Vengono
analizzate  anche le distribuzioni delle proprietà per verbo, per ruolo e per verbo-ruolo.
Le finestre di riferimento vengono poi suddivise, per estrarre e analizzare la frequenza
con cui le proprietà  ricorrono nella  medesima frase contenente i  verbi per cui sono
descrizione, poi nelle due frasi precedenti e nelle due successive; i dati ottenuti sono
valutati  in  relazione  alle  triple  verbo-fase-proprietà  presenti  nelle  norme
dell'esperimento.
Infine, viene misurata la forza di associazione fra i verbi dell'esperimento e le parole
con cui essi co-occorrono nelle tre finestre, al fine di verificare quante, fra le parole più
associate a ciascun verbo, corrispondono a quelle che i soggetti hanno elencato durante
l'esperimento.
Nel Capitolo 4, vengono discussi i risultati delle analisi condotte che, pur non essendo
definitivi,  permettono  sia  di  evidenziare  la  capacità  dei  soggetti  di  descrivere  le
caratteristiche di  AGENTE e  PAZIENTE verbo-specifici,  sia di osservare il  modo in cui
verbi e proprietà si distribuiscono reciprocamente in contesto.
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Capitolo 1. I ruoli tematici
1.1 Introduzione alla nozione di ruolo tematico
Con ruolo tematico si intende la relazione semantica che un dato argomento intrattiene
con il verbo cui è legato (Jezek, 2010); quest'ultimo esprime “[…] tout un petit drame.
Comme un drame en effect, il comport obligatoriement un procès, et le plus souvente
des acteurs et des circostances” (Tesnière, 1959). 
Il termine thematic role è stato introdotto da Chomsky nel 1981, ma i primi studi sulle
thematic  relation sono stati  effettuati  da  Gruber  nel  1965,  relativamente  ai  verbi  di
moto; successivamente Fillmore,  nella  Grammatica dei Casi (1968), fa riferimento ai
ruoli tematici con il termine  deep case. I  deep case sono in numero limitato e hanno
natura semantica, sono parte della struttura profonda e determinano le configurazioni
sintattiche in cui il predicato può apparire. Sono  considerati universali e identificano
certi tipi di giudizi che i parlanti sanno dare relativamente ai partecipanti agli eventi, a
chi compie e a chi subisce le azioni (Fillmore, 1968). 
Il  linking fra ruoli e argomenti ha luogo, secondo Fillmore, grazie ai cosiddetti  case
frame, in cui vengono elencati il numero e il tipo di  deep case selezionati dai verbi:
l'ipotesi è che le strutture sintattiche siano determinate a livello di struttura profonda
dalla semantica del verbo, specificata dai case frame. Dall’entrata lessicale di un verbo
come  “kill”, ad esempio, segue che l’entità animata che subisce gli effetti dell’azione
denotata  dal  verbo  (indicata  con  il  termine  DATIVE)  viene  realizzata  come oggetto,
mentre  l’entità  animata  che  compie  l’azione,  l’AGENTE,  o  lo  STRUMENTO con  cui
avviene tale azione, è realizzato come soggetto; infine viene ammessa la possibilità in
cui, in presenza di un soggetto-AGENTE, lo STRUMENTO possa comunque essere espresso
in un sintagma (Fillmore, 1968).
Il linking problem o argument mapping, che concerne appunto la relazione che sussiste
fra  ruoli  e  argomenti,  è  parte  del  dibattito  che  si  sviluppa  in  ambito  generativista
riguardo il rapporto fra sintassi e semantica.
Chomsky, in  Government and Binding Theory  (1981), indica con  thematic relation le
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relazioni  semantiche  che  legano  verbi  e  argomenti,  ciascuno  dei  quali  denota  un
elemento  che  entra  in  gioco  nell'azione  o  nello  stato  descritto  dal  verbo.  In  questa
prospettiva, i ruoli tematici vengono considerati il risultato di un meccanismo in cui slot
sintattici  vengono  saturati  da  sintagmi  filler;  la  conoscenza  del  mondo  e  delle
caratteristiche degli eventi è separata da quella strettamente linguistica ed è utilizzata
solo per esaminare e  verificare che l'assegnazione dei ruoli  sia avvenuta in  maniera
corretta.
La nozione sintattica di ruolo-theta è utilizzata da Chomsky per specificare il numero, il
tipo e la posizione degli argomenti dei verbi: in osservanza del theta-criterion, ciascun
argomento  di  un  verbo  viene  associato  a  un  solo  ruolo-theta e  ciascun  ruolo-theta
corrisponde a un singolo argomento, in modo da garantire una corrispondenza uno a uno
fra  ruoli  e  argomenti.  Sono  le  cosiddette  theta-grid,  griglie  tematiche o  frame  di
sottocategorizzazione delle  entrate  lessicali  dei  verbi  a  specificare  i  ruoli-theta
(Chomsky, 1981).
Nella maggior parte degli studi che si occupano del linking problem (per una rassegna
dettagliata vedi Levin & Rappaport Hovav, 2005), al fine di mettere in luce similarità e
differenze fra il significato dei verbi, sono state create e utilizzate liste di ruoli tematici,
cioè elenchi di etichette grazie ai quali identificare il ruolo che ciascun argomento gioca
nell'evento o nello stato denotato dal verbo (Levin & Rappaport Hovav, 2005). L'ipotesi
è che, collegando le informazioni semantiche specifiche degli argomenti dei verbi da
una parte, alle classi più generali e limitate in numero dei ruoli dall'altra, sia possibile
classificare l'intero lessico verbale. 
In Tabella 1.1 viene presentato l'elenco dei principali ruoli tematici proposto da Jezek
(2005), in riferimento alla lingua italiana.
Ruolo Descrizione Esempio 
AGENTE (AG) Entità che attiva e controlla 
l'evento.
LucaAG nuota.
PAZIENTE (PT) Entità che subisce le 
conseguenze dell'evento.
Luca ha rotto il bicchierePT.
TEMA (TH) Entità non attiva nell'evento. Luca indossa una cravattaTH.
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Ruolo Descrizione Esempio 
ESPERIENTE (ESP) Entità che sperimenta 
l'evento.
LucaESP non ci sente bene.
DESTINATARIO (DEST) Entità verso la quale è 
indirizzato l'evento.
Luca spedisce un libro a 
MartinaDEST.
BENEFICIARIO (BEN) Destinatario che trae 
beneficio dall'evento.
LucaBEN ha vinto un premio.
DESTINAZIONE (DEST) Luogo o condizione verso 
cui è proiettato l'evento.
Luca parte per RomaDEST.
ORIGINE (ORIG) Luogo o condizione in cui 
ha origine l'evento.
Luca arriva da FirenzeORIG.
STRUMENTO (STR) Entità necessaria per 
eseguire l'azione.
Questo coltelloSTR taglia poco.
LOCATIVO (LOC) Luogo o condizione in cui 
ha luogo l'evento.
Luca abita a RomaLOC
Tabella 1.1: Lista dei principali ruoli tematici (Jezek, 2005)
Fillmore (1968) analizza le seguenti frasi:
1. The doorO opened.
2. JohnA opened the doorO.
3. The chiselI opened the doorO.
4. JohnA opened the doorO with a chiselI.
È evidente, dalla lettura di questi pochi esempi, che vi è variabilità nella realizzazione
sintattica dei ruoli  (A =  AGENTE,  I  =  STRUMENTO,  O =  TEMA/PAZIENTE):  un singolo
ruolo può avere diverse realizzazioni sintattiche, così come ruoli diversi possono avere
la medesima. 
Fillmore elabora la Subject Selection Rule: 
Se c'è un  AGENTE,  questo diventa soggetto; se non c'è,  è lo  STRUMENTO a  
diventare soggetto, altrimenti è il TEMA/PAZIENTE (Fillmore 1968).
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Questa regola presuppone il  seguente ordine di precedenza o prominenza fra i  ruoli
tematici: AGENTE > STRUMENTO > TEMA/PAZIENTE.
Per spiegare il motivo per cui, ad esempio, i soggetti non sono sempre  AGENTI e gli
oggetti non sono sempre PAZIENTI, sono state elaborate e proposte molteplici gerarchie
di accessibilità relativamente alla posizione di soggetto, ciascuna delle quali rappresenta
il risultato dei tentativi di predire la realizzazione dei ruoli a livello sintattico (Fillmore,
1968; 1971; Jackendoff, 1972; 1976). 
Riemer (2010) propone la seguente gerarchia di ruoli tematici:
AGENTE >  BENEFICIARIO/ESPERIENTE >  STRUMENTO >  TEMA/PAZIENTE >
FINE/SORGENTE/LOCATIVO
La  gerarchia  predice  che,  in  presenza  di  un  AGENTE,  questo  venga  direttamente
codificato  come  soggetto,  mentre  in  sua  assenza  saranno  codificati  come  tale  il
BENEFICIARIO, poi l'ESPERIENTE e così via. La realizzazione sintattica di un argomento,
in definitiva, è context dependent, poiché è determinata sia dalla prominenza del ruolo
tematico a esso corrispondente, sia da quelle dei ruoli tematici degli altri argomenti. 
Il ricorso a tali gerarchie di ruoli è ispirato, in parte, dall’uso di gerarchie di relazioni
grammaticali in sintassi (Levin & Rappaport Hovav, 2005): Keenan & Comrie (1977),
ad esempio, hanno spiegato la formazione delle frasi relative a livello crosslinguistico
ricorrendo a una gerarchia di accessibilità, costituita da una lista ordinata di posizioni
sintattiche  (gap) che  devono  essere  saturate  da  una  testa  nominale  filler;
l’interpretazione della testa nominale dipende dal tipo di posizione sintattica mancante
nella  frase  relativa.  Osservando  cinquanta  lingue  del  mondo,  hanno  definito  una
gerarchia in cui il soggetto risulta “l’elemento più prominente, il  più accessibile alla
relativizzazione”  (Futrell,  2010).  Nelle  gerarchie  di  relazioni  grammaticali,  le  core-
function soggetto, oggetto precedono le non-core (Falk, 2006).
Le  teorie  che  ricorrono  alle  gerarchie  di  ruoli  assumono un  numero  finito  di  ruoli
tematici universali (AGENTE,  PAZIENTE,  FINE,  ad esempio), ma è necessario tenere in
considerazione che nessuna di esse adotta una lista di ruoli esaustiva, che sia risultata
effettivamente valida a livello crosslinguistico; in primo luogo, infatti, non vi è accordo
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a  proposito  dello  status  di  alcuni  ruoli  e  ciò  emerge  nel  momento  in  cui vengono
paragonate  liste in cui vi è una distinzione fra  TEMA e  PAZIENTE, a liste in cui invece
viene ammessa la sola nozione di PAZIENTE (Levin & Rappaport Hovav, 2005); inoltre,
non vi  è  coerenza  nell'ordine  di  precedenza  dei  ruoli.  Per  questi  motivi  Newmeyer
(2002)  ritiene  che  “there  is  reason  for  strong  doubt  that  there  exists  a  Thematic
Hierarchy provided by UG. That seems to be the best explanation for the fact that after
over three decades of investigation, nobody has proposed a hierarchy of theta-roles that
comes close to working” (2002: 65).
Croft  (1991)  sottolinea  come  le  teorie  che  fanno  ricorso  a  liste  di  ruoli  assumano
implicitamente che: 
• i ruoli siano primitivi semantici, non ulteriormente scomponibili o analizzabili.
• i ruoli siano in numero limitato. 
I ruoli tematici sono tuttora oggetto di studio, dal momento che, come è già emerso, non
vi è consenso a proposito della loro natura, sia essa sintattica o semantica.
1.1.1 Liste di ruoli e relazione ruoli-argomenti
Finora non sembrano esistere test realmente validi che consentano il riconoscimento e
l'individuazione  univoca  dei  ruoli  tematici  (Levin  & Rappaport  Hovav,  2005);  sono
molti  gli  ostacoli  da affrontare,  nel  momento in cui  si  ammette  che le liste  di  ruoli
costituiscano un buono schema classificatorio. 
Oltre  alla  molteplicità  delle  liste  proposte,  che  condividono  o  meno alcuni  membri
rispetto  ad  altri,  e  oltre  al  fatto  che  le  gerarchie  di  accessibilità  si  sono dimostrate
limitate, ci sono i seguenti ulteriori problemi:
1. In certi casi non è chiaro il ruolo da assegnare agli argomenti di un verbo: in “the
shirt fits me” non è semplice determinare i  ruoli  che “shirt” e “me” giocano
nell'evento.
La soluzione potrebbe consistere nella creazione di liste verbo-specifiche, ma
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ciò risulterebbe dispendioso e, soprattutto, verrebbe stravolto il fine per cui in
origine  sono  state  ammesse  le  liste,  cioè  quello  di  racchiudere  ruoli  validi
universalmente, che non risultino cioè né specifici di una lingua, né contesto-
specifici.
2. Ad  alcuni  argomenti  possono  essere  associati  più  ruoli:  se  l'evento  “roll”
(rotolare) della frase “Kelly rolled down the hill” è considerato non intenzionale,
è possibile associare al soggetto “Kelly” il ruolo di  TEMA; invece, se l'evento
“roll”  è  intenzionale,  “Kelly”  non  è  solamente  TEMA,  cioè  entità  su  cui  il
movimento produce degli effetti, ma, in quanto iniziatore dell'azione, è anche
AGENTE (Jackendoff, 1972).
Un altro esempio di dual semantic role assignment, cioè di associazione di più
ruoli allo stesso argomento, è rappresentato da “Phil sold the yacht to Mira” e
“Mira bought the yacht from Phil”: in entrambe le frasi, “Phil” è  SORGENTE,
“yacht” è TEMA e “Mira” è DESTINATARIO; tuttavia, nella prima frase, il soggetto
“Phil” non è solo SORGENTE, ma anche AGENTE. Anche nel secondo esempio, è
il soggetto a essere associato a più ruoli: “Mira” oltre a essere DESTINATARIO, è
anche AGENTE, in quanto entità che compie intenzionalmente l'azione denotata
dal verbo (Levin & Rappaport Hovav, 2005).
3. Uno dei  presupposti  dell'uso  delle  liste  riguarda  il  ritenere  che  i  ruoli  siano
discreti,  nettamente  separabili  gli  uni  dagli  altri  e  siano  primitivi  semantici
(Croft, 1991); in conseguenza di ciò, non è possibile analizzare e registrare le
similarità che sussistono fra ruoli differenti. L'osservazione di proprietà comuni
a più ruoli ha condotto all'ipotesi che questi ultimi siano costituiti da proprietà,
non siano cioè discreti (vedi par. 1.2.2 e par. 1.2.2.1).
4. L'analisi  dei  cosiddetti  predicati  simmetrici,  fra  cui  “essere  simile  a”,
“somigliare a” genera delle difficoltà se si assume che vi sia una relazione uno a
uno fra ruoli e argomenti: in “Dorothy resembles the Mona Lisa”, gli elementi a
destra  e  a sinistra  del  predicato sembrano giocare lo  stesso ruolo nell'evento
(Fillmore, 1971).
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Per  risolvere  questi  casi,  Fillmore  (1971)  introduce  il  ruolo  “standard  del
paragone”:  “Mona  Lisa”,  nell'esempio  precedente,  viene  associato  a  questo
ruolo, ma la soluzione non è esente da problemi, in quanto non ha una portata
generale, proprio perché risulta applicabile a pochi casi verbo-specifici.
5. Verbi  come  “comprare”  e  “vendere”  implicano  che  sia  il  venditore  sia  il
compratore agiscano volontariamente e attivamente; risulta perciò estremamente
difficile  l'individuazione  dell'entità  che  agisce  in  maniera  maggiormente
agentiva; se volessimo codificare la differenza in termini di denaro o merce, cioè
in  relazione  al  tipo  di  oggetto  che  viene  acquisito  attraverso  lo  scambio
commerciale fra le parti, staremmo di nuovo moltiplicando i ruoli in relazione a
proprietà specifiche di due verbi (Dowty, 1991).
In definitiva, molte difficoltà e limiti fin qui emersi dipendono dal tipo di granularità
con cui si sceglie di costruire le liste di ruoli: da una parte infatti, si corre il rischio di
non offrire  una panoramica sufficientemente  generale  a  proposito  dell'essenza di  un
ruolo,  finendo invece con il moltiplicarli senza motivo; dall'altra, applicando criteri di
classificazione  troppo  generali,  vengono  perse  inevitabilmente  informazioni  e  sono
appianate le differenze fra le parti in gioco.
Per questa serie di motivi, i ruoli tematici oggi non vengono più considerati alla stregua
di primitivi semantici e le liste non occupano più una posizione di rilievo, grazie anche
ai  contributi  di  teorie  e  modelli  presentati  in  maniera  dettagliata  nelle  sezioni
successive.
1.2 Lo status dei ruoli
1.2.1 Ruoli tematici e struttura concettuale
Jackendoff (1987) ritiene che la facoltà del linguaggio comprenda tre livelli, tre strutture
distinte che operano mediante principi autonomi: struttura fonologica, struttura sintattica
e struttura semantica/concettuale sono assimilabili ad algoritmi eseguiti in parallelo; la
comunicazione è resa possibile dalla mediazione di interfacce, quella fra fonologia e
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sintassi (Phonological structure [PS] -  Syntactic structure [SS]) e quella fra sintassi e
semantica (SS -  Conceptual structure [CS]). Sono infatti le regole di corrispondenza
contenute nelle interfacce a permettere la traduzione delle informazioni, degli output
generati indipendentemente dalle tre strutture, il che ha come risultato la creazione di
frasi ben formate dal punto di vista sintattico, fonologico e semantico (vedi Fig. 1.1). 
Figura 1.1: L'architettura tripartita della facoltà del linguaggio (Jackendoff, 2011)
La struttura concettuale contiene primitivi semantici, fra cui:
a) PLACE → [Place PLACE-FUNCTION (THING)] 
PLACE identifica i luoghi e può essere ampliato, tramite regole di formazione,
per  denotare  una  funzione  che  ha  come  argomento  un'entità  THING,  che
definisce una sorta di limite spaziale cui la funzione può applicarsi.
b) PATH → [Path{TO/FROM/TOWARD/AWAY-FROM/VIA} ({THING/PLACE})
PATH, che identifica una traiettoria, può essere ampliato in una delle funzioni
TO,  FROM,  TOWARD,  AWAY-FROM,  VIA  che  hanno  come  argomento
un'entità THING o un luogo PLACE. 
c) EVENT → {[Event GO (THING, PATH)]; [Event STAY (THING, PLACE)]}
EVENT corrisponde nel primo caso a una funzione GO che ha per argomento
un'entità  che  si  muove  secondo  una  traiettoria  di  movimento  specificata  da
PATH; nel  secondo caso,  corrisponde invece alla  funzione STAY che ha per
argomenti un'entità e un luogo in cui essa si trova.
d) STATE → {[State BE (THING, PLACE)]; [State ORIENT(THING, PATH)]}
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STATE può essere espanso in una funzione BE che ha per argomenti un'entità e
il luogo in cui si trova o in una funzione ORIENT che ha due argomenti tramite i
quali  viene  esplicitato  l'orientamento  di  un  oggetto  in  relazione  a  una  certa
traiettoria. 
Le regole di corrispondenza dell'interfaccia SS-CS permettono di legare i costituenti
sintattici a costituenti semantici, anche se non vi è sempre una corrispondenza uno a uno
fra elementi  e anche se a livello concettuale sono contenute proprietà che non sono
realizzate a livello lessicale (vedi coercing function e Principio di enriched composition,
Jackendoff, 1997).
Un verbo come “andare” può essere rappresentato così: 
[Event  GO ([THING], [PATH])]
La funzione GO possiede due slot, THING e PATH rispettivamente, che devono essere
saturati da altrettanti argomenti; THING specifica che il primo argomento richiesto dalla
funzione è un'entità, mentre PATH impone che il movimento debba avvenire secondo
una  traiettoria;  PATH  può  essere  a  sua  volta  ulteriormente  definito  come  [Path TO
([PLACE])]. PLACE è, infine, scomponibile in [Place IN ([THING])]. 
La  frase  “Melissa  va  in  discoteca”  è  rappresentata  a  livello  di  struttura  sintattica  e
concettuale come:
• Struttura sintattica
[S[NP Melissa] [VP va [PP in [NP discoteca]]]]
• Struttura concettuale
[Event GO ([Thing Melissa], [Path TO ([Place IN ([Thing discoteca])])])] 
Il soggetto della struttura sintattica corrisponde al primo argomento della funzione GO a
livello  di  struttura  concettuale,  mentre  il  sintagma  preposizionale  corrisponde  al
secondo argomento. 
Osservando la struttura delle entrate lessicali di “in” e “andare” è possibile specificare
ulteriormente il modo in cui avviene la composizione (adattato da Jackendoff, 1987): 
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[in[- N, - V][___NPj][Path TO ([Place IN ([Thing]j)])]][
andare
[- N, + V]
[___PPj]
[Event GO ([Thing]i, [Path]j)]]
“In”  regge  un  sintagma  nominale,  che  condivide  un  indice  con  la  posizione
dell'argomento  a  livello  di  struttura  concettuale,  mentre  “andare”  richiede,  in  primo
luogo, che vi sia un'entità che si muove (“Melissa”), che segua una certa traiettoria di
movimento,  realizzata  sintatticamente  da  un  sintagma  preposizionale  legato,  tramite
indice, alle proprietà listate nell'entrata lessicale. 
In questo paradigma, i ruoli tematici vengono ridotti alla funzione di nomi, di etichette
che permettono di ricordare configurazioni della struttura concettuale. Il TEMA coincide
infatti  con  il  primo  argomento  delle  funzioni  GO,  STAY,  BE,  ORIENT e  denota
l'elemento che si muove;  SORGENTE corrisponde all'argomento della funzione FROM,
mentre  il  DESTINATARIO è  l'argomento  della  funzione  TO.  L'AGENTE è  il  primo
argomento della funzione [Event CAUSE (x, y)]: le relazioni tematiche possono essere
perciò spiegate in termini di combinazioni di elementi a livello di struttura concettuale e
il  loro numero e tipo dipende da vincoli  che si  trovano a livello  di questa struttura
(Jackendoff, 1987).
Come ulteriore  prova  del  fatto  che  i  ruoli  tematici  siano espressioni  della  struttura
concettuale e non abbiano natura sintattica, Jackendoff (1972) analizza le seguenti frasi
sintatticamente  identiche,  che  tuttavia  mostrano  delle  differenze  a  livello
dell'antecedente di PRO, cioè del pronome privo di contenuto fonologico:
1. a) Johni got [PROi to leave].
b) John got [Billi PROi to leave].
2. a) Johni promised [PROi to leave].
b) Johni promised Bill [PROi to leave].
Quando il  verbo  “get” viene  usato  transitivamente,  il  controller cambia e  passa dal
soggetto all'oggetto, ma ciò non vale nel caso di “promise”. Il mancato shift si osserva
anche nel soggetto-SORGENTE del verbo “sell”:
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a) John sold a bathtub. (John è SORGENTE)
b) John sold Bill a bathtub. (John è SORGENTE)
In entrambi i casi, “bathtub” è TEMA,  “John” è SORGENTE e il RICEVENTE (“Bill”)  può
non  essere  espresso;  nel  caso  in  cui  il  RICEVENTE sia  realizzato  esplicitamente,  la
SORGENTE,  che  è  controller, non  cambia  posizione. Nel  caso  di  “get”,  invece,  nel
momento in cui viene aggiunto un AGENTE, cambia la posizione del TEMA-controller e,
di conseguenza, si osserva lo shift.
Jackendoff (1972) mostra, perciò, che le relazioni tematiche sembrano giocare un ruolo
fondamentale  nel  determinare  il  meccanismo  del  controllo  in  frasi  sintatticamente
identiche ma semanticamente differenti.
Jackendoff ritiene che i verbi occupino una posizione di rilievo nel discorso, poiché
contengono vincoli sulla selezione dei loro argomenti: il fatto che l'oggetto di un verbo
come “mangiare”  debba essere <commestibile> e  <solido>,  per  esempio,  è  imposto
direttamente dalla struttura concettuale ed è parte del significato verbale. 
1.2.1.1 Relazione ruolo-argomento: i tier
Evidenze che i ruoli tematici debbano essere considerati come configurazioni a livello
di struttura concettuale emergono anche da casi in cui, dopo aver sentito la frase “X
compra Y da Z”, automaticamente implichiamo che X abbia pagato dei soldi al fine di
acquistare Y: questa informazione non è infatti codificata a livello esplicito, a livello di
struttura  sintattica  e,  secondo  Jackendoff,  è  contenuta  nella  Lexical  Conceptual
Structure [LCS] del verbo to buy nella forma:
• X compra Y da Z
→ Y passa da Z nelle mani di X
→ una certa quantità di soldi passa da X nella mani di Z  
In  questo  caso,  X  e  Z  possiedono  due  ruoli  tematici  ciascuno,  con  conseguente
violazione del theta-criterion (vedi par. 1.1).
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Un altro  caso  interessante  è  rappresentato  dalla  frase  seguente,  in  cui  più  sintagmi
nominali sono associati allo stesso ruolo:
• The box has books in it (*self)
In questo esempio, “box” e “it” giocano lo stesso ruolo nell'evento, dal momento che
condividono esattamente le stesse informazioni (Jackendoff, 1987).
Gli esempi a seguire mostrano ulteriormente come la relazione uno a uno debba essere
superata e, per comprenderne il motivo, è necessario tenere in considerazione la nozione
di TEMA, che per definizione è l'elemento “[...] in motion or being located” (Jackendoff,
1987). 
In “the car hit the tree”, “car” coincide con il TEMA, mentre “the tree”, in quanto punto
finale del movimento, corrisponde al ruolo DESTINAZIONE. 
Nella frase “Sue hit Fred”, “Sue” causa l'evento, è perciò AGENTE, mentre “Fred” è il
PAZIENTE, ossia l'entità che subisce l'azione: tuttavia, alla luce dell'esempio precedente,
è  possibile  considerare  “Sue”  (le  mani  di  Sue)  come TEMA e “Fred”  come
DESTINATARIO;  infine,  in  “Pete  hit  the  ball  into  center  field”,  “the  ball”,  in  quanto
elemento che si muove, gioca il ruolo di TEMA (Jackendoff, 1987). 
Jackendoff ritiene che tutti gli oggetti diretti nelle frasi precedenti, rispettivamente “the
tree”,  “Fred”,  “the  ball”,  siano  PAZIENTI,  ma alcuni  siano  contemporaneamente
DESTINATARIO, nel caso di “Fred”, TEMA in quello di “the ball”. 
Egli introduce allora, sempre a livello di struttura concettuale, il  THEMATIC TIER, che
assegna i ruoli in relazione al movimento e al luogo, e l'ACTION TIER [ACT(X,Y)] che
concerne  le  relazioni  AGENTE-PAZIENTE:  in  questo  modo,  risultano  possibili  diverse
combinazioni di ruoli tematici e azionali all'interno della stessa frase, così come può
verificarsi il caso in cui un argomento venga associato contemporaneamente a più ruoli.
Questo è proprio ciò che accade nelle frasi “Sue hit Fred”, in cui “Sue” è sia TEMA, sia
AGENTE, mentre “Fred” risulta contemporaneamente DESTINATARIO e PAZIENTE; in “the
car  hit  the  three”,  “the  car”  è  TEMA,  mentre “the  tree”  è  sia  DESTINAZIONE,  sia
PAZIENTE.  Infine,  in  “Pete  threw the  ball”,  “Pete”  è  SORGENTE,  ma  anche  AGENTE,
mentre “the ball” risulta sia TEMA, sia PAZIENTE.
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Viene poi introdotto anche un  TEMPORAL TIER, che contiene due primitivi semantici,
una regione nel tempo [R] e un punto nel tempo [P], tramite le quali viene specificato il
modo in cui le varie fasi di un evento si susseguono a livello temporale. 
A eventi diversi sono così associate strutture diverse dal  TEMPORAL TIER:  un evento
puntuale corrisponde a un unico P, un ACHIEVEMENT (vedi 1.2.4.1), invece, coincide
con una regione R che termina in un punto P (Jackendoff, 1987). 
Sia R, sia P possono essere poi espansi nel modo seguente:
a) R → R P R
Questo è il caso di “Bill was running around” in cui c'è un qualche punto P entro
la regione R in cui Bill si stava muovendo.
b) P → P R P
L'evento da puntuale viene invece considerato come prolungato entro un certo
intervallo di tempo. Questo è ciò che accade in “The light flashed until dawn”, in
cui un'azione puntuale come “flash” si protrae per un certo lasso di tempo.
TEMPORAL TIER,  ACTION-TIER e  THEMATIC-TIER interagiscono  a  livello  di  struttura
concettuale, come mostra l'esempio “Bill dragged the car down the hill”, che può essere
rappresentato come:
[CAUSE (BILL, GO (CAR, DOWN HILL))]
|
R
|
ACT ( BILL, CAR)
Lo schema precedente esplicita le relazioni fra i  TIER e la struttura concettuale della
frase: “Bill” risulta AGENTE e, in quanto primo argomento della funzione ACT (ACTION-
TIER),  è  colui  che  causa  l'evento;  “car”,  secondo  argomento  della  funzione  ACT,  è
l'entità che subisce l'azione, cioè il  PAZIENTE, ma anche elemento in movimento e di
conseguenza TEMA. Infine il movimento di “car” avviene entro una certa regione dello
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spazio, marcata a livello concettuale da R.  
In definitiva, i ruoli tematici hanno natura concettuale e sono definiti in relazione alle
funzione STAY, DO ecc. 
Nelle sezioni successive viene presentato un modello in cui, astraendo da un'analisi dei
ruoli particolari o verbo-specifici, viene costruita una teoria generale dei ruoli tematici.
1.2.2 I ruoli tematici fra generale e particolare
Dowty  (1989;  1991)  cerca  di  definire  la  nozione  di  ruolo  tematico,  partendo  da
un'analisi  delle  liste  di  ruoli  (vedi  par.  1.1):  egli  ritiene  che  non  abbiano  carattere
prescrittivo, non debbano cioè essere intese come una serie di regole o definizioni in
senso stretto, in quanto sono il prodotto di intuizioni che i linguisti hanno utilizzato per
interpretare alcuni fenomeni delle lingue naturali.
Dowty investiga il contenuto dei ruoli tematici alla luce delle ben note limitazioni, già
emerse  nelle  sezioni  precedenti,  derivanti  dall'assumere  che  le  liste  siano un valido
strumento classificatorio (vedi par 1.1.1); attraverso due linee di pensiero, una derivante
dalla  logica  e  l'altra  definita  neo-davidsoniana,  nega  che  i  ruoli  tematici  generali
elencati nelle innumerevoli liste proposte, che egli indica con il termine ruoli-L, siano
entità discrete e nettamente distinguibili. 
L'analisi  che permette all'autore di  giungere a questa  conclusione avviene attraverso
molteplici step: in primo luogo, egli specifica come il contenuto semantico dei ruoli
tematici coincida con le caratteristiche e le qualità distintive che le entità partecipanti
mostrano di possedere in quanto prendono parte agli eventi denotati dai verbi; inoltre,
egli  ritiene  che  queste  proprietà  siano  direttamente  identificabili  nel  mondo  reale,
extralingusitico e siano assolutamente indipendenti dalla lingua che ne è veicolo.
Dowty arriva a definire la natura dei ruoli tematici generali a partire dal particolare,
osservando  cioè  le  caratteristiche  di  coloro  che  partecipano  a  singoli  eventi.  Per
esempio,  nel  momento  in  cui  diciamo  “x  costruisce  y”,  sappiamo  che  “x”  agisce
volontariamente,  mentre  “y”  è  affetto  da  un  cambiamento:  queste  caratteristiche
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vengono  acquisite  dalle  entità  coinvolte  come  risultato  della  partecipazione  a  quel
determinato  evento,  sono  cioè  implicazioni  necessariamente  vere  o  entailment;  in
logica, di cui parte del lavoro di Dowty è erede, si definisce entailment una proposizione
che  deve  essere  necessariamente  vera  ogni  volta  che  la  proposizione  di  cui  è
conseguenza è vera.
Detto questo, è evidente che nel momento in cui descriviamo il significato della frase “x
costruisce  y”,  siamo  in  grado  di  attribuire  determinate  qualità  a  colui  che  compie
l'azione,  per  cui  elenchiamo le proprietà  di  un'istanza del  ben più generale ruolo di
AGENTE,  sia  di  colui  che  subisce  l'azione,  che  appartiene  alla  più  ampia  classe  di
PAZIENTE. 
Proprio questa catena di ragionamenti e implicazioni, possibile non soltanto per il verbo
“costruire”,  ma  per  tutti  i  verbi,  ci  permette  di  ampliare  lo  sguardo  e  passare  dal
particolare  al  generale:  i  ruoli-L delle  liste  sono  infatti  costituiti  dall'insieme  di
entailment  condivisi da alcuni argomenti di certi verbi; in prima istanza viene infatti
definito,  per  una  data  posizione  argomentale,  il  cosiddetto  individual  thematic  role
verbo-specifico che, nel caso della prima entità coinvolta nell'azione di “costruire”/ “to
build”  può  essere  identificato  nel  cosiddetto  “costruttore”/  “builder”,  mentre  nel
secondo caso corrisponde al “costruito”/ “buildee”. 
Il passo successivo consiste nel caratterizzare ciascun ruolo generale o  thematic role
type come insieme delle proprietà condivise dagli individual thematic role che ne sono
istanza. 
Tuttavia, dopo aver compiuto questi step che gli permettono di occuparsi non solo dei
casi particolari, ma anche e soprattutto di costruire una teoria che abbia una portata ben
più ampia e descriva le classi generali dei ruoli tematici, Dowty osserva che vi sono dei
limiti  insormontabili,  il  primo dei  quali  riguarda  l'individuazione  dei  costituenti  dei
ruoli-L,  linguisticamente rilevanti,  che risultino validi universalmente: un esempio di
questo problema è il già citato caso dell'opposizione TEMA-PAZIENTE (vedi par 1.1). 
Egli sottolinea, inoltre, che anche altri ruoli generali che sembrano ben definiti, in realtà
non  lo  sono  del  tutto:  se  osserviamo,  infatti,  quello  che  potremmo  chiamare  il
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“fenomeno della frammentazione dei ruoli”, evidente, per esempio, nel caso di verbi che
descrivono transazioni  economiche,  già  studiati  da Jackendoff  (vedi  par.  1.2.1.1),  ci
rendiamo conto che vi sono dei problemi. Nella frase “Mary sold a book to John for five
dollars” (Dowty, 1989), per esempio, il verbo “to sell” seleziona i quattro argomenti
“Mary”, “book”, “John”, “five dollars”:  in questo caso, non sono solo i soldi,  ma è
anche  il  libro  a  cambiare  possesso,  perciò  siamo  in  presenza  di  due  elementi  che
ricoprono  il  ruolo  di  TEMA.  È  necessario  osservare  che,  anche  se  ammettiamo  la
presenza  di  due  TEMI distinti,  dobbiamo  tenere  in  considerazione  che  questi  due
elementi si differenziano nella dimensione “direzione del passaggio di possesso”: nel
primo caso il libro, cioè la merce, passa dalle mani di colui che vende, il “seller”, in
quelle del “buyer”, mentre nel secondo caso, i soldi seguono il percorso esattamente
inverso, trasferendosi dal “buyer” al “seller”. 
Dowty sottolinea  che  l'unica  alternativa  consiste  nel  parlare  di  TEMA,  SORGENTE e
DESTINATARIO di primo e secondo grado. Ma, ammettendo che sia lecito identificare i
partecipanti  agli  eventi  secondo  una  sorta  di  gradiente,  corriamo  il  rischio  di
moltiplicare i ruoli, ampliare la classe di cui fanno parte, perdendo di vista, ancora una
volta,  che il  fine originario delle ricerche in questo campo è quello di costruire una
teoria che abbia portata generale e sia valida a livello crosslinguistico. 
Per questi motivi, Dowty sostiene che sia preferibile sostituire alla nozione di  ruoli-L
discreti  un'altra  che  non  generi  contraddizioni  e  problemi  non  risolvibili  se  non
moltiplicando i  ruoli.  Propone allora  un'alternativa,  in  seguito  all'osservazione  della
relazione che sussiste fra ruoli e argomenti: nel caso di verbi transitivi a due posti, uno
degli  argomenti  agisce  in  modo  volontario,  il  che  lo  rende  un  AGENTE prototipico,
mentre l'altro è affetto da un qualche tipo di cambiamento, il che lo caratterizza come un
PAZIENTE prototipico.  Facendo  perciò  ricorso  alla  sola  opposizione  fra  AGENTE e
PAZIENTE,  possiamo raggiungere  il  massimo  livello  di  astrazione  linguisticamente
rilevante che permetta di individuare le caratteristiche delle entità che giocano un ruolo
negli eventi e di predire la loro realizzazione a livello sintattico (vedi par. 1.2.2.1).
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1.2.2.1 I proto-ruoli
Dowty (1991) ritiene che i ruoli tematici non siano categorie discrete dai confini netti e
ben definiti, bensì gruppi di proprietà che co-occorrono. I ruoli vengono considerati alla
stregua dei  prototipi  di  Rosch & Mervis  (1975)  e,  di  conseguenza,  è  possibile  che
argomenti  differenti  mostrino e  condividano contemporaneamente le  proprietà  di  un
ruolo: viene in questo modo superato il vincolo di corrispondenza uno a uno argomento-
ruolo;  parallelamente  sono  ammessi  diversi  gradi  di  appartenenza  a  una  categoria,
diversi gradi di agentività per esempio. 
Dowty elabora una lista di proprietà tipiche dell'AGENTE e del PAZIENTE prototipici, che
chiama  rispettivamente  PROTO-AGENTE e  PROTO-PAZIENTE, derivate  dalla
generalizzazione delle qualità condivise da specifiche istanze di ruoli  verbo-specifici
(vedi par. 1.2.2):
• Proprietà del PROTO-AGENTE: è coinvolto intenzionalmente nell'evento o stato, è
senziente, causa un evento o un cambio di stato che ha degli effetti su un altro
partecipante, si muove (in relazione alla posizione di un altro partecipante), ed
esiste indipendentemente dall'evento denotato dal verbo.
• Proprietà PROTO-PAZIENTE: subisce un cambio di stato, subisce gli effetti di un
evento causato da un altro partecipante, è fermo rispetto al movimento di un
altro partecipante, non esiste indipendentemente dall'evento, è un INCREMENTAL
THEME (vedi a seguire).
Le caratteristiche  sopraelencate  sono da considerarsi  indipendenti  le  une dalle  altre,
proprio perché possono presentarsi anche singolarmente, data la natura prototipica dei
ruoli. Nella frase “what he did was not to eat [anything] for two days”, per esempio,
l'AGENTE ha come unica proprietà quella di aver compiuto un'azione volitiva, mentre in
“John moved the rock”, il PAZIENTE subisce solo il cambiamento di stato (Dowty, 1991).
La nozione di  entailment, come sottolineato in precedenza, gioca un ruolo chiave in
questa teoria proprio perché Dowty definisce  PROTO-AGENTE e  PROTO-PAZIENTE come
insiemi di  entailment  o proprietà che un argomento acquisisce in relazione agli eventi
denotati  dai  verbi  di  cui  è  argomento.  Nelle  frasi  “Michele  costruisce”,  “Michele
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coltiva”,  “Michele  pulisce”,  per  esempio,  ciascun  verbo  implica  che  l'argomento
“Michele” compia un atto volitivo, il cui effetto consiste in un cambiamento di stato
negli oggetti su cui hanno luogo gli eventi: il  PROTO-AGENTE, in questa prospettiva, è
definito  da  tutto  quell'insieme  di  proprietà  che  vengono  implicate  dai  verbi
relativamente agli elementi che occupano una data posizione argomentale e, in questo
caso, abbiamo descritto il primo argomento di un verbo transitivo alla diatesi attiva.
Dowty ritiene che siano sufficienti i soli ruoli di PROTO-AGENTE e PROTO-PAZIENTE per
classificare quasi tutti gli argomenti dei verbi (vedi il punto 4 nell'elenco proposto a
seguire),  grazie alle  proprietà  che possiedono o acquisiscono in relazione all'evento:
maggiore è il numero delle implicazioni comuni a un argomento e al  PROTO-AGENTE,
per  esempio,  maggiore  saranno  il  suo  grado  di  agentività  e  di  rappresentatività
all'interno di quella classe. 
Dowty  (1991)  propone  i  seguenti  principi  e  corollari  grazie  ai  quali  esplicitare  il
rapporto che sussiste fra sintassi e semantica, cioè fra argomenti e ruoli tematici: 
1. Argument Selection Principle: nel caso di predicati in cui vi siano un soggetto e
un oggetto diretto, l'argomento per cui il predicato implica il maggior numero di
proprietà del  PROTO-AGENTE sarà realizzato come soggetto, mentre quello che
mostra  il  maggior  numero  di  proprietà  comuni  al  PROTO-PAZIENTE sarà
realizzato come oggetto diretto.
2. Corollario 1: se due argomenti condividono circa lo stesso numero di proprietà
con il  PROTO-AGENTE e  con il PROTO-PAZIENTE,  allora  nessuno dei  due  sarà
codificato né come soggetto né come oggetto.
3. Corollario  2:  nel  caso  di  predicati  a  tre  posti,  l'argomento  che  non  viene
codificato come soggetto e che condivide più proprietà con il PROTO-PAZIENTE,
rispetto  al  PROTO-AGENTE,  sarà  realizzato  come  oggetto  diretto,  mentre
l'argomento restante, che non è realizzato come soggetto, che ha meno proprietà
del  PROTO-PAZIENTE rispetto al precedente, corrisponderà a un obliquo o a un
sintagma preposizionale. Nel caso in cui i due argomenti non soggetto abbiano
approssimativamente lo stesso numero di proprietà comuni al  PROTO-PAZIENTE,
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nessuno o entrambi saranno realizzati come oggetti diretti.
4. Non discretezza: i proto-ruoli non classificano tutti gli argomenti né in modo
esaustivo (alcuni argomenti non hanno alcuna proprietà dei proto-ruoli), né in
maniera univoca (argomenti diversi possono condividere uno stesso ruolo), né in
modo discreto (alcuni argomenti possono qualificare parzialmente ed equamente
entrambi i proto-ruoli).
Ruoli  tematici  classici,  fra  cui  ESPERIENTE e  STRUMENTO,  possono  essere  definiti
secondo Dowty facendo ricorso a combinazioni o a proprietà singole dei due proto-
ruoli: l'ESPERIENTE è caratterizzato dall'essere individuo senziente e condivide questa
proprietà con il  PROTO-AGENTE, mentre lo STRUMENTO possiede le proprietà <causa di
un evento> e <movimento>.
Viene  infine  introdotta  la  nozione  di  INCREMENTAL THEME,  corrispondente  all'entità
affetta  progressivamente  dall'azione  espressa  dal  verbo  (Dowty,  1991):  le  attività
denotate  da  verbi  come “costruire”,  “scrivere”,  “mangiare”,  necessitano  di  un  certo
lasso di tempo per giungere a compimento, periodo durante il quale gli oggetti su cui ha
luogo  l'azione,  rispettivamente  “casa”,  “libro”,  “panino”  per  esempio,  vengono
modificati  e  le  differenze  risultanti  possono  essere  apprezzate  osservando  le
caratteristiche dell'oggetto nelle successive fasi temporali. 
In  definitiva,  i  ruoli  sono  considerati  come  prototipi  non  discreti,  le  cui  proprietà
derivano da entailment verbali: maggiore è il grado con cui un argomento condivide le
proprietà del  PROTO-PAZIENTE, maggiore sono il suo livello di centralità e il grado di
appartenenza a quella classe; l'Argument Selection Principle e i corollari esplicitano poi
la relazione fra i ruoli e la loro realizzazione a livello sintattico. 
I  limiti  maggiori  di  questa  teoria  riguardano  i  criteri  con  cui  vengono  scelti  gli
entailment da considerare rilevanti nella definizione dei proto-ruoli (Levin & Rappaport
Hovav,  1996);  questi  ostacoli  saranno  discussi  e  poi  superati  da  approcci  diversi,
descritti nelle sezioni successive (vedi par. 1.4.1.1).
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1.2.3 FrameNet 
FrameNet (Baker e altri, 1998) è un database semantico lessicale della lingua inglese e
costituisce uno dei tentativi di dar forma alla conoscenza riguardante gli eventi  e le
entità che vi prendono parte; è costruito secondo la nozione di  frame elaborata nella
frame semantics di Fillmore (1976).
Un  frame consiste  in  una  rappresentazione  strutturata  della  conoscenza:  può  essere
definito come un insieme di concetti legati in modo tale che, per comprendere ciascuno
di essi, è necessario comprendere l'intera struttura di cui fanno parte e, nel momento in
cui  uno  viene  introdotto  nel  discorso,  anche  gli  altri  diventano  automaticamente
disponibili  (Fillmore,  1982).  Proprio in virtù  del  fatto  che lo  scopo principale  della
risorsa  consiste  nel  rappresentare  in  forma  strutturata  la  conoscenza,  i  frame  in
FrameNet sono interconnessi e collegati, il che rende la struttura risultante una sorta di
rete o albero. 
Il concetto di  frame non ha di per sé natura linguistica, ma, dal momento che sono le
parole a evocare e, di conseguenza, permettere l'accesso e il recupero del contenuto dei
frame  della  nostra  memoria  semantica,  anche  in  FrameNet vi  è  spazio  per  la
rappresentazione delle cosiddette  lexical unit  [LU], che sono il veicolo attraverso cui
avviene l'accesso alla scena.  Il  termine  lexical unit denota ogni associazione parola-
significato, ciascuna delle quali evoca frame differenti. 
La rete è costituita da tre macro-componenti: 
1. Lessico:  contiene  (a)  entrate  lessicali  stile  dizionario,  (b)  formule  che
specificano la realizzazione sintattica degli elementi contenuti in un  frame, (c)
collegamenti alla sezione  ESEMPI DI FRASI ANNOTATE e (d) link al  FRAME
DATABASE.
2. Frame Database:  contiene  la  descrizione  della  struttura  semantica  di  ciascun
frame e degli elementi che ne fanno parte.
3. Esempi di frasi annotate: include esempi di frasi del  British National Corpus1
1 http://www.natcorp.ox.ac.uk/
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annotate  manualmente,  al  fine  di  specificarne  il  significato  e  di  delineare  la
realizzazione sintattica delle lexical unit.
La rappresentazione dei protagonisti di ciascuna scena è chiaramente parte integrante
delle  informazioni  contenute  in  FrameNet,  per  cui  i  frame sono  caratterizzati  dai
cosiddetti frame element [FE], cioè dalle entità che vi partecipano. I FE sono suddivisi a
loro  volta  in core  element,  quelli  fondamentali  nella  definizione  del  significato  del
frame, e non-core element, fra cui rientrano le espressioni di tempo e luogo (FrameNet,
Glossary2).  
La nozione di ruolo tematico,  in questa prospettiva, risulta singolare:  in  FrameNet i
ruoli tematici non sono né verbo-specifici come gli  individual thematic role di Dowty
(vedi par. 1.2.2) né come quelli di McRae e colleghi 1997 (vedi par. 1.4.1.1); non sono,
però, nemmeno generali quanto, per usare di nuovo la terminologia di Dowty, i ruoli-L
(vedi par. 1.2.2), in quanto sono definiti in relazione a ciascun frame semantico, sono
cioè frame-dependent o frame-specific. 
Il frame kill, per esempio è definito come  “A Killer or  Cause causes the death of the
Victim” i cui FE sono:
1. CAUSE: entità non animata o processo che causa la morte di VICTIM.
2. KILLER: entità animata che causa la morte di VICTIM.
3. VICTIM: entità vivente che muore in conseguenza dell'azione denotata da KILL.
4. INSTRUMENT: lo strumento usato dal KILLER per causare la morte di VICTIM.
5. MEANS: il metodo usato dal KILLER o da CAUSE per compiere l'azione che causa
la morte di VICTIM.
Questo  frame è  evocato  dalle  LU  carnage.n,  crucify.v,  retailer.n,  sale.n,  euthanize.v,
holocaust.n, decapitate.v e patricide.n ecc., dove n e v indicano la parte del discorso cui
appartengono le  parole  che  evocano il  frame,  rispettivamente  nomi  e  verbi:  un'altra
peculiarità  di  FrameNet è  proprio  quella  di  descrivere  i  ruoli  tematici  non  solo
relativamente ai verbi, ma anche a nomi e aggettivi che evocano infatti i  frame alla
2 https://framenet.icsi.berkeley.edu/fndrupal/glossary
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stregua dei verbi.
Nella  frase “John drowned Martha” l'annotazione,  che in  FrameNet viene effettuata
manualmente, specifica il ruolo di ciascun partecipante nella scena descritta e, nel caso
in esame, corrisponde a  “[Killer John] drowned [Victim Martha]: “John” è identificato
con colui che compie l'azione, cioè il Killer, mentre Martha è l'entità che la subisce, cioè
Victim. 
Le entrate lessicali delle LU contengono i dettagli riguardanti la realizzazione dei FE a
livello sintattico. L'assunto fondamentale è che verbi appartenenti a uno stesso frame in
FrameNet si  realizzino  sintatticamente  in  modo  diverso  rispetto  a  verbi  che
appartengono a frame diversi (Gildea & Jurafsky, 2002): ciò è in linea con Levin (1993)
secondo cui “the syntactic behavior of a verb can be predicted from its semantics” e con
l'ipotesi per cui la similarità fra verbi emerge dalla condivisione di partecipanti, mentre
le differenze derivano dall'entrata in scena di partecipanti diversi (Levin & Rappaport
Hovav, 2005).
FrameNet include inoltre una serie di relazioni fra frame (FrameNet, Glossary):
1. Ereditarietà (IS-A relation): nel  frame Being_born, il frame Child è incluso nel
frame Parent. Tutto quello che è vero per il Parent frame deve valere anche per il
Child  frame.  Ogni  elemento  del  Parent  frame ha  un  corrispettivo  nel  Child
frame.
2. Presupposizione (Using): il  Judgment_communication  frame presuppone sia il
frame Judgment,  sia Statement. In questo caso però non tutti i FE di Judgment
corrispondono a quelli di Statement e viceversa.
3. Sotto-frame  (Subframe):  il Criminal_process  frame contiene  i  sotto-frame
Arrest, Arraignment, Trial e Sentencing. 
4. Prospettiva (Perspective-on): i frame possono essere connessi ad altri frame che
specificano  il punto  di  vista  dei  partecipanti  all'evento; il  frame
Commerce_transfer-goods è connesso sia al Commerce_sell frame, che specifica
la  scena  dal  punto  di  vista  del  venditore,  sia  al  Commerce_buy  frame che
rispecchia la prospettiva del compratore.
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5. Precedenza (Precedes): la relazione di precedenza specifica l'ordine temporale
dei sotto-frame.
A  questo  punto,  dovrebbe  essere  ancora  più  evidente  il  fatto  che  FrameNet sia
organizzato come una rete, un albero, i cui nodi ereditano caratteristiche da quelli che si
trovano a un livello  più alto  della  gerarchia:  alla luce di  ciò,  anche i  ruoli  tematici
frame-specific  possono  essere  considerati istanze  di  FE più  generali,  che  in  questa
prospettiva corrispondono alle entità che partecipano agli eventi contenuti nei frame più
alti  nella  gerarchia  e  da  cui  vengono ereditate  le  proprietà;  nell'esempio  precedente
riguardante  il  frame Kill,  per  esempio,  possiamo  considerare  Killer  e  victim  come
istanze  frame-specific dei ruoli più astratti del  frame più generale  transitive_action da
cui  Kill eredita  alcune  proprietà.  Per  quest'ultimo  frame,  sono  infatti  proposte  la
seguente definizione e FE: 
Definizione: “This frame characterizes, at  a very abstract level, an Agent or  
Cause affecting a Patient. This frame is inherited by many lower-level frames”.
FE:
1. AGENT: entità che agisce su un'altra entità.
2. PATIENT: entità che subisce un cambio di stato e che subisce l'azione.
In definitiva, anche se FrameNet nasce come risorsa in cui rappresentare la conoscenza
esplicitando  il  contenuto  semantico  specifico  dei  vari  frame,  sfruttando  un'altra
componente  chiave,  cioè  le  connessioni  che  intercorrono  all'interno  della  rete,  è
possibile compiere processi di astrazioni a partire da scene specifiche: parallelamente,
ed  è  ciò  che  in  questo  contesto  si  vuole  sottolineare,  ciò  permette  di  ricavare
informazioni sui ruoli  generali di cui quelli frame-dependent sono istanza.
Le informazioni semantiche contenute in FrameNet sono sfruttate per migliorare sistemi
di Question Answering, Sentiment analysis, e,  insieme ai contributi di altre risorse, fra
cui VerbNet3 e PropBank4, sono utilizzate per costruire sistemi automatici di Semantic
3 https://verbs.colorado.edu/~mpalmer/projects/verbnet.html
4 https://verbs.colorado.edu/propbank/
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role labeling.
1.2.4  Role  and  Reference  Grammar:  relazioni  tematiche  e
macro-ruoli
Role and Reference Grammar [RRG] (Van Valin, 1993; Van Valin, LaPolla, 1997; Van
Valin 2005) si occupa dell'interazione fra sintassi,  semantica e pragmatica, al fine di
elaborare una teoria della comunicazione. Negli scambi comunicativi, i parlanti danno
voce ai loro pensieri attraverso le strutture che la lingua mette loro a disposizione e li
codificano a livello morfosintattico. L'ascoltatore, dopo aver ricevuto l'input acustico,
deve compiere tutta una serie di operazioni volte al recupero del significato inteso dal
parlante: entrambi i processi di produzione e comprensione implicano un mapping fra
sintassi e semantica. 
Alla  sintassi  non  viene  riconosciuto  uno  status  autonomo,  né  viene  ammessa  una
distinzione fra struttura superficiale e struttura profonda: esiste infatti un unico livello
sintattico, corrispondente a ciò che udiamo o leggiamo.
1.2.4.1 Le classi verbali in RRG
I verbi in RRG sono classificati secondo le classi azionali elaborate da Vendler (1967) e
ampliate  da  Smith  (1997),  ciascuna  delle  quali  è  definita  in  relazione  alle  seguenti
quattro proprietà:
• STATE: [+ statico], [- dinamico], [- telico], [- puntuale]
• ACTIVITY: [- statico], [+ dinamico], [- telico], [- puntuale]
• ACHIEVEMENT: [- statico], [- dinamico], [+ telico], [+ puntuale]
• SEMELFACTIVE: [- statico], [+/- dinamico], [- telico], [+ puntuale]
• ACCOMPLISHMENT: [- statico], [- dinamico], [+ telico], [- puntuale]
• ACTIVE ACCOMPLISHMENT: [-statico], [+ dinamico], [+ telico], [- puntuale]
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In RRG viene adottato un approccio decomposizionale per l'analisi  del significato e
verbi appartenenti alle classi STATE e ACTIVITY sono considerati primitivi semantici:
tutti gli altri infatti derivano da configurazioni diverse di questi ultimi, esplicite a livello
di struttura logica (vedi Tab. 1.2).
Classe verbale Struttura logica
STATE predicate' (x) oppure (x,y)
ACTIVITY do' (x, [predicate' (x) oppure (x,y)])
ACHIEVEMENT INGR predicate' (x) o (x,y); oppure 
INGR do' (x,  [predicate' (x) o (x,y)])
SEMELFACTIVE SEML predicate' (x) o (x,y); oppure 
SEML do' (x, [predicate' (x) o (x,y)])
ACCOMPLISHMENT BECOME predicate' (x) o (x,y); oppure BECOME do' (x, 
[predicate' (x) o (x,y)])
ACTIVE
ACCOMPLISHMENT
do' (x, [predicate1' (x, (y))]) & INGR predicate2' (z, x) o (y) 
CAUSATIVE α CAUSE β, dove α e  β sono strutture logiche di qualsiasi 
tipo
Tabella 1.2: Descrizione delle classi verbali e decomposizione logica (Van Valin, 2001)
Gli STATE corrispondono a semplici predicati, mentre tutti i verbi di ACTIVITY sono
caratterizzati dalla funzione do'; gli ACHIEVEMENT sono rappresentati attraverso una
funzione INGR (ingressiva) applicata o a uno STATE o a un verbo di tipo ACTIVITY,
mentre  i  SEMELFACTIVE presentano  una  funzione  SEML che si  applica  o  a  uno
STATE o a un ACTIVITY, al fine di specificare che si tratta di un'azione puntuale. Gli
ACCOMPLISHMENT sono contraddistinti dalla funzione BECOME, tramite la quale
viene sottolineato un cambio di stato. Gli ACTIVE ACCOMPLISHMENT derivano da
un  uso  telico  di  un  predicato  di  ACTIVITY5,  tramite  la  funzione  INGR.  Infine,
l'applicazione della funzione CAUSE genera una lettura causativa di tutte le strutture
precedenti.
A seguire vengono presentati esempi di frasi con rispettiva struttura logica (Van Valin,
5 In  realtà  Van  Valin  (2005)  ritiene  che  sia  più  corretto  parlare  di  ACTIVE
ACHIEVEMENT (la struttura logica contiene infatti una funzione INGR), ma adotta lo
standard terminologico ACTIVE ACCOMPLISHMENT.
29
2001):
a) STATE
the windows is shattered → shattered' (window).
b) ACTIVITY
the children cried → do' (children, [cry' (children)])
c) ACHIEVEMENT
The balloon popped → INGR popped' (baloon).
d) SEMELFACTIVE
Dana glimpsed the picture → SEML see' (Dana, picture).
e) ACCOMPLISHMENT
Mary learned French → BECOME know' (Mary, French).
f) ACTIVE ACCOMPLISHMENT
Dana ate the fish → do' (Dana, [eat' (Dana, fish)] & INGR consumed' (fish).
1.2.4.2 Relazioni tematiche
Le relazioni tematiche generali, in questo approccio, sono considerate come etichette
mnemoniche (come in Jackendoff 1987), non hanno alcun significato autonomo, ma
permettono di fare riferimento a specifiche posizioni che gli  argomenti  di  STATE e
ACTIVITY occupano a livello di struttura logica: in questa prospettiva, per esempio, il
TEMA è definito come l'elemento che si trova in seconda posizione nel predicato  be-
at'(x,  y).  Nella  frase  “the  watch  is  broken”  che,  a  livello  logico,  corrisponde  a
broken'(watch), “watch” è codificato come PAZIENTE in quanto argomento singolo di un
verbo stativo monovalente (Van Valin, 1993). 
Nelle  tabelle  seguenti  le  relazioni  tematiche  sono specificate  in  termini  di  struttura
logica, in modo da evidenziare il numero e il tipo di argomenti di verbi che denotano
STATE e ACTIVITY (Van Valin, 2005):
STATE Numero di 
argomenti
Struttura
logica
Tipo di argomento
State or condition 1 broken' (x) x = PATIENT 
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STATE Numero di 
argomenti
Struttura
logica
Tipo di argomento
Existence 1 exist' (x) x = ENTITY
Pure location 2 be-LOC' (x, y) x = LOCATION
y = THEME
Perception 2 hear' (x, y) x = PERCEIVER
y = STIMULUS 
Cognition 2 know' (x, y) x = COGNIZER
y = CONTENT
Desire 2 want' (x, y) x = WANTER
y = DESIRE
Propositional 
Attitude
2 consider' (x, y) x = JUDGER
y = JUDGMENT
Possession 2 have' (x, y) x = POSSESSOR
y = POSSESSED
Internal Experience 2 feel' (x, y) x = EXPERIENCER
y = SENSATION
Emotion 2 love' (x, y) x = EMOTER
y = TARGET
Attributive 2 be' (x, [pred']) x = ATTRIBUTANT
y = ATTRIBUTE
Identificational 2 be' (x, [pred']) x = IDENTIFIED
y = IDENTITY
Specificational 2 be' (x, y) x = VARIABLE
y = VALUE
Equational 2 equate' (x, y) x, y = REFERENT
Tabella 1.3: Le relazioni tematiche in termini di struttura logica di verbi stativi 
ACTIVITY Numero di 
argomenti
Struttura logica Tipo di argomento
Unspecified action 1 do' (x,0) x = EFFECTOR
Motion 1 do' (x, [walk' (x)]) x =  MOVER
Static motion 1 do' (x, [spin' (x)]) x = ST-MOVER
Light emission 1 do' (x, [shine' (x)]) x = L-MITTER
Sound emission 1 do' (x, [gurgle' (x)]) x = S-MITTER
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ACTIVITY Numero di 
argomenti
Struttura logica Tipo di argomento
Performance 1 or 2 do' (x, [sing' (x, (y))] x = PERFORMER
y = PERFORMANCE
Consumption 1 or 2 do' (x, [eat' (x, y))]) x = CONSUMER
y = CONSUMED
Creation 1 or 2 do' (x, [write' (x, y))]) x = CREATOR
y = CREATION
Directed perception 1 or 2 do' (x, [hear' (x, (y))]) x = OBSERVER
y = STIMULUS
Use 1 or 2 do' (x, [use' (x, y)]) x = USER
y = IMPLEMENT
Tabella 1.4: Definizione delle relazioni tematiche in termini di struttura logica di 
ACTIVITY
Dalla lettura delle tabelle precedenti, sembra che i ruoli tematici siano stati moltiplicati,
ma  le  cose  non stanno  esattamente  così:  RRG infatti  assume che  tutte  le  relazioni
tematiche possano essere poste su un continuum semantico ai  cui estremi opposti  si
trovano  AGENTE e  PAZIENTE;  questi  ultimi  sono  separati  solo  cinque  distinzioni
realmente rilevanti, che corrispondono a cinque posizioni differenti a livello di struttura
logica (vedi Fig. 1.2).
EFFECTOR, MOVER corrispondono, per esempio, al primo argomento della funzione do'
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Figura 1.2: Relazioni tematiche e struttura logica (Van Valin, 2001)
che denota un ACTIVITY, mentre  JUDGER ed EXPERIENCER coincidono con il primo
argomento di STATE.
Van Valin, propone infine di identificare il ruolo SORGENTE con la persona o il luogo in
INGR/BECOME  NOT  be-at' (x,  y)  o  in  INGR/BECOME  NOT  have' (x,  y);  il
DESTINATARIO corrisponde, invece, al possessore in INGR/BECOME have'(x, y).
1.2.4.3 Macro-ruoli
Van  Valin  (1993),  pur  riconoscendo  lo  status  delle  relazioni  tematiche  classiche  e
generali  descritte  finora,  introduce  un  nuovo tipo  di  analisi  che  si  differenzia  dalla
precedente  in  termini  di  granularità:  vengono  infatti  definiti  due  macro-ruoli,
denominati  ACTOR e  UNDERGOER,  che hanno una natura semantica,  sono considerati
universali e sono i due principali argomenti dei verbi transitivi, il che rappresenta un
parallelo  a  quanto  Dowty  aveva  fatto  nel  1991  (vedi  par.  1.2.2.1).  I  macro-ruoli
rappresentano  una  sorta  di  generalizzazione  delle  relazioni  tematiche  precedenti:
l'ACTOR infatti  include  ruoli  come  AGENTE,  ESPERIENTE,  STRUMENTO, mentre
l'UNDERGOER comprende PAZIENTE, TEMA ecc. 
Questa teoria ammette una visione prototipica dei ruoli, in parte coincidente con quella
assunta da Dowty nella definizione dei proto-ruoli (vedi 1.2.2.1): l'AGENTE viene infatti
considerato l'elemento maggiormente rappresentativo del macro-ruolo ACTOR, mentre il
PAZIENTE della  macro-classe  UNDERGOER.  L'ACTOR è  definito  come  l'entità  cui  è
attribuito lo stato di cose, mentre l'UNDERGOER come ciò che è maggiormente affetto
dall'azione. 
A seguire vengono proposti degli esempi di frasi inglesi con verbi transitivi (Van Valin,
2001), in cui soggetto e oggetto diretto vengono etichettati esplicitamente in base alle
rispettive relazioni tematiche classiche: 
(a) The farmerAGENTE killed the ducklingPAZIENTE
(b) The rockSTRUMENTO broke the windowPAZIENTE
(c) The lawyerRICEVENTE received the summonsTEMA
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(d) Many touristsESPERIENTE saw the accidentSTIMOLO
(e) SallyAGENTE presented BillRICEVENTE [with the award]
(f) The muggerAGENTE robbed SamSORGENTE of $50
(g) The clownAGENTE amused the childESPERIENTE 
Dall'analisi di questi semplici esempi, risulta evidente che dal punto di vista semantico,
soggetti e oggetti diretti hanno ruoli diversi: il soggetto ricopre il ruolo di AGENTE in (a),
(e), (f), (g),  STRUMENTO in (b),  RICEVENTE in (c), infine  ESPERIENTE in (d); l'oggetto,
invece, è  PAZIENTE in (a), (b),  TEMA in (c),  STIMOLO in (d),  RICEVENTE in (e), infine
ESPERIENTE in (g). 
In termini di macro-classi, i soggetti delle frasi precedenti sono istanze del macro-ruolo
ACTOR, mentre gli oggetti diretti lo sono del macro-ruolo  UNDERGOER.  Nel caso delle
corrispettive frasi passive, invece, la situazione viene rovesciata: i soggetti infatti sono
istanze del macro-ruolo UNDERGOER, mentre gli ACTOR vengono introdotti da by, come
in  “The  accident  was  seen  by many tourists”  (Van  Valin,  2001).  Van  Valin  (1993)
ritiene, perciò, che in inglese le diatesi attiva e passiva possano essere descritte non solo
in termini di liste di ruoli tematici,  ma anche secondo l'opposizione fra macro-ruoli:
l'attiva codifica il  soggetto come  ACTOR e  l'oggetto come  UNDERGOER, mentre nella
passiva l'UNDERGOER coincide con il soggetto e l'ACTOR è introdotto da by.  
La relazione fra  ACTOR-UNDERGOER e la struttura logica degli argomenti è specificata
dalla cosiddetta ACTOR-UNDERGOER Hierarchy in Figura 1.3:
Secondo questa gerarchia, nel caso non marcato, l'elemento che si trova più a sinistra
nella struttura logica di un verbo transitivo corrisponde all'ACTOR, mentre quello più a
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Figura 1.3: ACTOR-UNDERGOER hierarchy (Van Valin & LaPolla, 1997)
destra all'UNDERGOER. Di nuovo, non è solo l'AGENTE a poter fungere da  ACTOR, così
come non è solo il  PAZIENTE a poter essere  UNDERGOER e ciò dipende dalla struttura
logica dei predicati (vedi Tab. 1.3 e Tab. 1.4).
Infine, il numero di macro-ruoli può essere predetto in relazione alla struttura logica del
verbo: l'unico argomento di un verbo come “walk” sarà associato a un solo macro-ruolo,
verbi  zero-argomentali  non saranno associati  a  nulla,  mentre  i  due argomenti  di  un
verbo  bivalente  corrisponderanno  a  due  macro-ruoli.  Nel  caso  di  verbi  mono-
argomentali, il tipo di argomento dipende direttamente dalla struttura logica del verbo:
nel caso in cui si tratti di un ACTIVITY o ACCOMPLISHMENT verrà selezionato un
ACTOR, un UNDERGOER altrimenti. 
Anche Van Valin (1993), con i  Default Macrorole Assignment Principles, esplicita il
modo in cui predire l'associazione fra argomenti  e macro-ruoli,  similmente a quanto
Dowty aveva fatto con l'Argument Selection Principle e i corollari:
1. Numero: il numero dei macro-ruoli di un verbo è minore o uguale al numero
degli argomenti nella sua struttura logica. 
1.1. Se un verbo ha due o più argomenti nella sua struttura logica, allora avrà
due macro-ruoli.
1.2. Se un verbo ne ha solo uno, allora avrà un solo macro-ruolo.
2. Natura: per i verbi che hanno un solo macro-ruolo, 
2.1 se il verbo ha un predicato di ACTIVITY nella struttura logica, il macro-
ruolo è un ACTOR.
2.2 se il verbo non ha predicati di ACTIVITY nella struttura logica, allora il
macro-ruolo è un UNDERGOER.
La selezione del  macro-ruolo è  perciò strettamente condizionata e  determinata dalla
semantica  del  verbo  e  l'elemento  chiave  è  costituito  dalla  presenza  o  meno  di  un
predicato denotante un ACTIVITY.
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1.3 Event knowledge
1.3.1 Il lessico come dizionario mentale e constraint-based 
approach
L'interpretazione di una frase che leggiamo o sentiamo diventa possibile nel momento
in  cui  recuperiamo  il  significato  degli  elementi  lessicali  che  la  compongono,
consideriamo i pattern di co-occorrenza delle parole in contesto e la struttura sintattica
delle frasi in cui compaiono. 
Il lessico è definito come una collezione di espressioni grazie alle quali sono costruite
espressioni linguistiche più complesse ed è organizzato in una serie di entrate lessicali
che specificano tutte le informazioni sul significato dei lessemi (Murphy, 2010). 
Un  lessema  è  costituito  da  un'associazione  arbitraria  e  convenzionale  fra  forma  e
significato  (Saussure,  1916).  Le  coppie  forma-significato  sono  convenzionali  e
arbitrarie  proprio perché è necessario che i  parlanti  le apprendano e archivino nella
memoria a lungo termine,  in quanto né predicibili  da contesto,  né determinate dalle
regole delle grammatiche delle lingue. Con “non composizionalità” si fa riferimento alla
proprietà per cui il significato di un lessema non è funzione dei significati delle sue
componenti, per esempio, “the word cat is non-compositional because its meaning is not
evident from the sounds or letters that constitute it” (Murphy, 2010, p. 6)6.
In questa prospettiva, il  significato delle parole è definito da una serie di condizioni
necessarie  e  sufficienti  che  teoricamente  dovrebbero  permettere  di  individuare
univocamente ed esclusivamente l'elemento che la parola denota. Un'entrata lessicale
risulta  cioè  analoga  a  un'entrata  di  dizionario,  contenente  oltre  alla  definizione  del
significato delle parole, anche la classe o parte del discorso cui la parola appartiene:
quella di un nome in italiano, per esempio, includerà dettagli quali il genere e il numero,
mentre quella di un verbo specificherà se si tratti di un verbo transitivo o intransitivo e
ne comprenderà anche le preferenze di selezione.
6 Muprhy (2010) usa il termine “non composizionalità” in modo ambiguo, per fare 
riferimento all'arbitrarietà del segno.
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Chomsky nel  Programma Minimalista (1995) definisce il  lessico come una culla  di
eccezioni, un archivio che contiene tutto ciò che non è predicibile da regole generali, in
linea con Bloomfield (1933) che lo considera una lista di irregolarità. 
Jackendoff (1997) ritiene che il lessico debba essere incluso nelle  interfacce PS-SS e
SS-CS (vedi par. 1.2.1), come parte integrante dell'architettura tripartita della facoltà del
linguaggio: un'entrata lessicale contiene sia informazione semantica, sia dettagli relativi
alla realizzazione fonologica e sintattica, che vengono unificati tramite l'operazione di
Lexical Licensing (vedi Jackendoff 1997).
La  sfida  per  le  teorie  che  ammettono  la  nozione  di  lessico  mentale  concerne  sia
l'individuazione  dei  dati  da  includere  e  listare  effettivamente  in  questa  sorta  di
dizionario, sia nel verificare il tipo di correlazione fra le diverse parti: in molti casi non
vi è accordo riguardo lo status di  elementi  entro e  oltre il  livello  di parola,  come i
morfemi e le espressioni idiomatiche per esempio. Anche la stessa nozione di parola,
inoltre,  può  essere  definita  semanticamente,  ortograficamente  o  fonologicamente,
secondo  criteri  differenti  e  non  sempre  coincidenti,  il  che  la  rende  non  esente  da
problemi.
La concezione del lessico come dizionario mentale è oggi superata, dati, da una parte, i
limiti  evidenti  delle  definizioni  e,  dall'altra,  il  numero  crescente  di  evidenze
psicolinguistiche che mostrano come i parlanti recuperino il significato di una frase che
leggono o ascoltano in  relazione non soltanto al  significato dei  singoli  lessemi,  ma
anche  attraverso  il  contributo  del  contesto  e  grazie  all'interazione  reciproca  fra  le
componenti delle sequenze.
Nell'approccio constraint-based (MacDonald e altri 1994; Altmann, 1998), il processo
di interpretazione di frasi sintatticamente ambigue è guidato in maniera istantanea da
tutta una serie di vincoli che si applicano con una certa probabilità: quando leggiamo
una parola, sono immediatamente attivati tutti i suoi possibili significati, il recupero di
quello corretto dipende direttamente dalla frequenza di occorrenza di quel determinato
significato  nella  lingua  in  esame,  insieme  all'apporto  dei  contesti  linguistico  ed
extralinguistico che ne rendono alcuni più plausibili di altri. 
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Spesso non ci accorgiamo neppure delle molteplici letture di una frase, proprio perché
siamo in grado di recuperare l'interpretazione corretta in modo del tutto naturale: nel
momento in  cui  le  parole  vengono presentate  in  contesto e  si  susseguono in ordine
lineare,  è  indubbio  che  sia  necessaria  una  conoscenza  approfondita  del  significato
lessicale, ma ci sono meccanismi che permettono la risoluzione delle ambiguità che non
possono essere spiegati alla luce del solo modello del dizionario.
Alla  luce  di  ciò,  anche  i  filler dei  ruoli  tematici  favoriscono  l'interpretazione:  nel
momento in cui sentiamo una frase come “the cop arrested” infatti, ci aspettiamo che
“the  cop”  sia  l'AGENTE del  verbo  “arrest”,  in  quanto  è  l'entità  che  nella  realtà
tipicamente arresta qualcuno e non viene a sua volta arrestata; la plausibilità e il grado
di  accettabilità  di  un  filler  dipendono,  perciò,  da  un  insieme  di  conoscenze
extralinguistiche e non, riguardanti lo svolgimento e i partecipanti tipici degli eventi:
ciò, nell'esempio precedente, si riflette a livello linguistico in strutture in cui “the cop”
risulta  più  frequentemente  l'AGENTE dell'azione  di  “arrestare”,  rispetto  al  numero di
volte in cui ne è il PAZIENTE.
Al fine di analizzare e studiare le strategie di recupero delle informazioni che di volta in
volta i parlanti mettono in atto, vengono condotti esperimenti che, sfruttando tecniche di
eye-tracking,  offrono una finestra  sui processi  mentali  che guidano la comprensione
(Rayner, 1998): mentre i soggetti leggono frasi-stimolo loro proposte, vengono registrati
i movimenti oculari, grazie ai quali è possibile valutare i pattern attraverso cui avviene il
recupero  dell'informazione;  in  base  ai  dati  così  ottenuti,  viene  misurato  il  grado di
difficoltà  del  compito,  che  è  direttamente  proporzionale  al  tempo  impiegato  per
completarlo.
1.3.2 Conoscenza del mondo e delle parole
I parlanti, in quanto persone, possiedono una grande quantità di conoscenze riguardo il
mondo in cui vivono, sono in grado di compiere inferenze, predire gli effetti delle loro
azioni e tutte queste attività si riflettono a livello linguistico nella scelta delle parole che
essi  compiono quando comunicano.  Nel  momento in  cui  interagiscono con gli  altri,
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danno voce alle loro sensazioni, parlano di esperienze, programmi per il futuro o attività
in corso di svolgimento: tutto ciò è possibile grazie al linguaggio. 
Proprio per questi motivi, non è possibile prescindere dalle conoscenze extralinguistiche
dei parlanti.
Tutti noi sappiamo, per esempio, cosa accade nel momento in cui è necessario andare
dal dentista o portare fuori il cane, siamo cioè consapevoli delle entità e del modo in cui
prendono parte alla scena; ciascuna gioca infatti un ruolo nelle azioni che si susseguono
secondo un certo ordine temporale e per mezzo di determinati strumenti. 
A  livello  linguistico  è  l'aspetto  verbale  a  permetterci  di  osservare  gli  eventi  da
prospettive differenti, consentendoci di porre l'attenzione sul corso del loro svolgimento
o  guardando  l'evento  nella  sua  globalità:  quando  qualcuno  dice  “Paolo  stava
mangiando”, automaticamente siamo proiettati non solo nel passato, ma anche nel corso
dell'evento, ciò invece non accade quando sentiamo la frase “Paolo ha mangiato”: in
questo caso infatti il focus è indirizzato verso il termine dell'evento (vedi par. 1.4.2.3). 
Sappiamo anche che alcuni strumenti  sono impiegati  solo in determinate attività,  ad
esempio una forchetta viene tendenzialmente utilizzata per mangiare, una pentola per
cucinare, mentre un paio di pattini sono impiegati per pattinare; le nostre attività sono
caratterizzate,  oltre  che  dagli  strumenti,  anche  dai  luoghi  in  cui  avvengono,  perciò
abbiamo imparato che se vogliamo nuotare, dobbiamo andare in piscina o al mare e non
in un campo da calcio che è frequentato da coloro che praticano un altro tipo di sport.
La  conoscenza  delle  caratteristiche  degli  eventi  influenza  il  comportamento  delle
persone, cioè dei parlanti e tutto ciò che essi sanno ha degli effetti diretti anche sul
processo di comprensione linguistica: quando ci capita di leggere o sentire una parola
per la prima volta, per esempio, è molto probabile che manchino esperienze pregresse
riguardo l'oggetto o l'azione che quella parola denota; questa sorta di vuoto che non solo
linguistico,  ma  anche  concettuale,  può  essere  colmato  grazie  all'intervento
dell'interlocutore,  che  è  in  grado  di  fornirci  la  cosiddetta  esperienza  indiretta  o  di
secondo grado, derivante cioè dal confronto con altre persone o fonti di informazione.
Anche  le  scelte  linguistiche  che  compiamo  hanno  degli  effetti  e  generano  delle
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implicazioni  diverse:  un  verbo  come  “divorare”  veicola  delle  informazioni  e  delle
proprietà in più rispetto al semplice “mangiare”, così come “mangiare con le bacchette”
implica che l'azione venga fatta su un certo tipo di cibo e in un certo contesto culturale,
diversi rispetto a quelli in cui si mangia con la forchetta (McRae e Matsuki, 2009). 
Le  teorie  psicolinguistiche,  tuttavia,  differiscono  nel  trattamento  del  “timing”,  del
momento  cioè  in  cui  effettivamente  queste  conoscenze  extralinguistiche  vengono
attivate: McRae e Matsuki (2009) assumono che tutte le conoscenze siano disponibili
fin da subito, non appena venga letta o udita una parola; in questo modo, si ammette
l'immediata  combinazione  di  informazioni  di  diversa  natura,  possibili  grazie  al
contributo  della  sintassi  che  viene  considerata  veicolo-guida  dei  processi  di
interpretazione e comprensione. 
1.4 Generalized event knowledge
McRae  e  Matsuki  (2009)  definiscono  con  il  termine  Generalized  event  knowledge
[GEK] tutto quell'insieme di conoscenze che le persone possiedono riguardo gli eventi e
i partecipanti prototipici, che saranno descritte ampiamente nelle sezioni successive.
Questo insieme di conoscenze deriva sia da esperienze extralinguistiche dirette, tramite
processi di astrazione che permettono di generalizzare e ricavare le proprietà comuni a
istanze di una classe di eventi, sia dall'analisi linguistica della distribuzione delle parole
che co-occorrono in contesto; risulta tuttavia estremamente complessa l'identificazione
delle fasi grazie alle quali viene creata la conoscenza riguardo un certo dominio. 
Durante la comprensione di una frase,  le parole attivano GEK ed è fondamentale il
contributo  informativo  dei  ruoli  tematici  di  un  dato  verbo:  una  volta  valutata  la
plausibilità dei filler di un ruolo, questa informazione viene sfruttata per interpretare e
anticipare le parti successive di un testo o di una frase. 
L'interpretazione dei ruoli, come è stato dimostrato, va oltre la conoscenza strettamente
linguistica riguardante la loro natura, infatti riflette la capacità di colui che interpreta la
frase di capire le caratteristiche dell'azione che sta avvenendo e del contesto in cui si sta
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effettivamente realizzando (McRae e Matsuki, 2009). 
Il grado di plausibilità e accettabilità di un dato filler può essere misurato attraverso la
registrazione dei tempi di lettura: maggiore è il tempo che i partecipanti all'esperimento
impiegano per la lettura degli stimoli presentati, minore ne è la plausibilità e maggiori
sono  le  strategie  che  devono  essere  messe  in  atto  per  recuperarne  il  significato;  la
comprensione  sembra  basarsi,  perciò,  sulle  conoscenze  che  possediamo a  proposito
degli eventi e della loro realizzazione. 
Le sezioni successive, in cui sono descritti esperimenti di priming che hanno per oggetto
parole in isolamento, combinazioni di parole e verbi temporalmente ordinati presentati
in  successione,  dimostrano  che  la  conoscenza  è  organizzata  in  maniera  strutturata,
secondo una  logica  di  causa-effetto  ed  è  resa  disponibile  grazie  al  contributo  della
sintassi e dell'aspetto verbale (vedi par. 1.4.2.2 e par. 1.4.2.3).
1.4.1 Ruoli tematici e norme semantiche
Considerare i ruoli tematici semplicemente come il risultato di un meccanismo in cui
dei  filler  saturano  degli  slot ha  dei  limiti,  uno  dei  quali  consiste  nell'ignorare  e
tralasciare  tutto  quel  bagaglio  di  conoscenze  che  le  persone possiedono riguardo le
proprietà specifiche degli eventi e dei partecipanti che giocano un ruolo in essi; la novità
degli esperimenti descritti nelle sezioni successive consiste nell'indagare la natura dei
ruoli  tematici  in  modo empirico,  grazie  all'analisi  dei  giudizi  contenuti  nelle  norme
semantiche. 
1.4.1.1 Ruoli tematici verbo-specifici 
McRae e colleghi (1997), analizzando la nozione di ruolo tematico dal punto di vista
psicolinguistico,  dimostrano  ed  evidenziano  che  sussiste  un  rapporto  stretto  e
imprescindibile fra conoscenza del mondo e conoscenza linguistica, in cui la prima si
riflette. 
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Ritengono, in primo luogo, che i ruoli abbiano natura concettuale e i loro nomi siano
semplici etichette, alla stregua di Jackendoff (vedi par. 1.2.1) e RRG (vedi par. 1.2.4);
tuttavia, la grande novità di questo approccio consiste nell'assumere che i ruoli siano
verbo-specifici e costituiti da insiemi di proprietà (da qui anche  feature  o tratti) che
rispecchiano le conoscenze che i parlanti possiedono riguardo gli eventi e le entità che
vi  prendono  parte.  Anche  Dowty  (1991)  definisce  il  PROTO-AGENTE e  il  PROTO-
PAZIENTE come insiemi di feature risultato di entailment verbali, ma vi sono differenze
nel tipo di proprietà che li costituiscono: per McRae e colleghi, infatti, hanno natura
empirica,  non  sono  perciò  né  in  numero  limitato,  né  generali.  L'AGENTE del  verbo
“insegnare”,  per  esempio,  è  caratterizzato  da  qualità  che  ciascuno  di  noi  apprende
direttamente,  quando vive in prima persona esperienze in  cui  c'è un insegnante,  ma
anche indirettamente, quando ne legge o ascolta le descrizioni: di conseguenza, quando
ci viene chiesto di elencarle, siamo in grado di produrre quelle che, secondo la nostra
personale esperienza, caratterizzano la classe degli insegnanti.
Considerare  i  ruoli  tematici  come  insieme  di  feature  comporta  inevitabilmente  dei
paralleli con le nozioni di prototipo e tipicità (Rosch & Mervis, 1975), che a loro volta
implicano che i ruoli abbiano una struttura interna e che alcuni nomi possano denotare
partecipanti più tipici di altri: il giudice è l'AGENTE prototipico del verbo “giudicare”,
così come i camerieri lo sono del verbo “servire”, tuttavia chiunque può giudicare o
servire in determinate occasioni. Inoltre, in quanto costituiti da feature, è possibile che i
filler possiedano proprietà comuni a più elementi e ciò è uno dei motivi alla luce dei
quali  è  possibile  spiegare  quanto  sia  difficile,  talvolta,  riconoscerne  e  identificarne
univocamente il ruolo.
In  un  primo  esperimento,  McRae  e  altri  (1997)  valutano  la  plausibilità  dell'ipotesi
secondo cui i ruoli tematici siano costituiti da tratti verbo-specifici e ciò si rifletta nella
capacità  dei  soggetti  di  produrre  liste  coerenti  di  proprietà;  queste  ultime  sono poi
utilizzate per definirli in termini di gruppi di feature indipendenti. L'esperimento viene
inoltre condotto al fine di giudicare se esistano delle differenze fra ruoli in base alla
facilità  con cui  ne  vengono elencate  le  proprietà  e  in  base  al  grado di  accordo fra
partecipanti all'esperimento: l'ipotesi è che vi siano delle differenze e viene predetto un
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maggiore grado di coerenza sia nei casi in cui siano pochi i filler a giocare un ruolo in
un evento,  sia  nel  caso  in  cui,  pur  essendoci  variabilità,  i  filler condividano  molte
proprietà; il primo caso è rappresentato, per esempio, dai  filler del ruolo  AGENTE del
verbo  “condannare”  (giudici,  giurie,  tribunali,  governi),  il  secondo  caso,  invece,  è
rappresentato  dall'AGENTE di  “accusare”,  poiché,  pur  essendoci  molta  variabilità  nei
filler, essi condividono proprietà (McRae e colleghi, 1997).
Vengono perciò raccolte norme semantiche contenenti i  giudizi  riguardo le proprietà
tipiche di  AGENTE e  PAZIENTE di venti verbi transitivi: i soggetti devono rispondere a
domande della serie “quali sono le caratteristiche tipiche di colui che accusa?” e “quali
sono  le  caratteristiche  di  colui  che  viene  accusato?”.  Ciascun  partecipante  descrive
l'AGENTE di dieci verbi e il PAZIENTE degli altri dieci, perciò nessuno illustra le proprietà
di AGENTE e PAZIENTE dello stesso verbo; vengono proposti quattro verbi per pagina, gli
AGENTI sono presentati a sinistra del verbo, i PAZIENTI a destra e i partecipanti hanno a
disposizione dieci spazi bianchi per ciascun ruolo. 
I dati raccolti sono sottoposti a un processo di normalizzazione, al quale segue una fase
di analisi  da cui non emergono differenze statisticamente significative fra  AGENTE e
PAZIENTE né relativamente al  numero di proprietà  distinte  con cui  sono descritti,  né
relativamente alla coerenza delle descrizioni. Tuttavia, il PAZIENTE dei verbi “accusare”,
“servire” e “terrorizzare” risulta descritto in maniera meno omogenea rispetto agli altri:
McRae e colleghi ritengono che questi risultati possano riflettere la variabilità dei filler,
cioè il fatto che chiunque può essere accusato, servito o terrorizzato.
In  un  secondo  esperimento  viene  valutata  l'ipotesi  per  cui  i  ruoli  tematici  abbiano
struttura interna, cui segue che vi siano diversi gradi di tipicità nei loro filler; ai soggetti
viene  chiesto  di  giudicare  il  grado  di  tipicità  di  filler scelti  intuitivamente  dagli
sperimentatori,  in  risposta  a  stimoli  quali  “Quanto  è  comune  che  [un  serpente/
un'infermiera/ un mostro/ un bambino/ un gatto] spaventi/ sia spaventato da qualcuno?”.
I giudizi vengono espressi su una scala da uno a sette, in cui uno significa “partecipante
non comune”, mentre sette esprime il grado di massima tipicità. I risultati confermano le
aspettative, dimostrando un gradiente di tipicità fra ruoli.
Un  terzo  esperimento  costituisce  il  compendio  dei  due  precedenti,  in  quanto  viene
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misurata la similarità fra ruolo e filler, cioè fra le proprietà dell'AGENTE e del PAZIENTE
dei verbi  del primo esperimento e i filler del secondo; ai partecipanti viene chiesto, per
esempio, di valutare quanto la proprietà <crudele>, ottenuta come descrizione del ruolo
AGENTE del  verbo  “spaventare”  nel  primo esperimento,  sia  tipica  di  “mostro”,  cioè
dell'entità  risultante  l'AGENTE per  eccellenza  del  verbo  “spaventare”  nel  secondo
esperimento. 
L'analisi dei giudizi misurati sulla scala precedente conferma le aspettative e cioè che la
similarità fra ruolo e filler è significativamente maggiore nel caso di filler tipici. Inoltre
sussiste una forte correlazione fra similarità e tipicità ruolo-filler, per cui maggiore è la
similarità fra ruolo e filler, maggiore è la tipicità del  filler per quel ruolo. Tuttavia la
correlazione fra similarità e tipicità ruolo-filler risulta minore nel caso del PAZIENTE di
alcuni verbi fra cui “curare”, “intervistare” e questa differenza può essere dovuta al fatto
che chiunque può avere bisogno di cure o essere intervistato. Questo dato è parallelo a
quello  ottenuto  nel  primo  esperimento,  in  cui  non  era  stato  raggiunto  il  livello  di
significatività.
Nel  complesso,  gli  esperimenti  precedenti  dimostrano che i  ruoli  tematici  non sono
semplicemente il risultato di un meccanismo slot-filler, ma includono tutta una serie di
conoscenze che i soggetti possiedono a proposito delle caratteristiche degli eventi e di
coloro  che  vi  prendono  parte;  questo  bagaglio  di  informazioni  è  disponibile
immediatamente,  nel  momento  in  cui  vengono  letti  o  uditi  verbi  e  filler dei  ruoli
AGENTE e  PAZIENTE,  a ulteriore prova del fatto che questi giochino un ruolo chiave in
comprensione, guidando l'interpretazione così come predetto dall'approccio constraint-
based.  Infine,  McRae  e  colleghi  (1997)  notano  che  i  soggetti  elencano  due  tipi  di
proprietà,  ossia  quelle  che un  filler possiede indipendentemente dal  ruolo che gioca
nell'evento e quelle che acquista come risultato della sua partecipazione all'evento. Per
indagare  la  distribuzione  di  questi  due  tipi  di  proprietà,  nella  sezione  successiva
vengono presentati i dettagli di due esperimenti condotti da Lebani e colleghi (2015).
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1.4.1.2 Ruoli tematici verbo-specifici: il caso dell'italiano
Lebani e colleghi (2015) replicano il primo esperimento di McRae e altri (1997), allo
scopo di collezionare norme semantiche per i ruoli  AGENTE e  PAZIENTE di venti verbi
transitivi italiani: sono selezionate le traduzioni di sedici dei verbi usati da McRae e
colleghi  (1997),  invece  gli  altri  quattro  vengono  sostituiti  al  fine  di  evitare
sovrapposizioni di significato.
Oltre a voler verificare ulteriormente che i soggetti siano in grado di produrre feature
coerenti  e  che  alcune  coppie  verbo-ruolo  siano  descritte  in  maniera  più  omogenea
rispetto ad altre, gli autori introducono due fattori di novità: distinguono infatti qualità
permanenti,  quelle  possedute  dalle  entità  indipendentemente  dalla  partecipazione
all'evento, da quelle non permanenti acquisite in virtù dell'aver preso parte all'evento. La
proprietà <adulto>, per esempio, è considerata permanente, al contrario di <intimidito>,
acquisita dal PAZIENTE che partecipa all'evento “spaventare”. 
Le proprietà non permanenti sono classificate in base a tre fasi temporali:  l'etichetta
BEFORE denota le proprietà possedute dai filler dei ruoli prima che l'evento abbia luogo,
ad esempio <rammaricato> per il PAZIENTE del verbo “arrestare”; DURING indica quelle
che  i  filler possiedono  durante  lo  sviluppo  dell'evento,  per  esempio  <ostinato>  per
l'AGENTE di “accusare”. Infine  AFTER include quelle che ciascun  filler possiede dopo
che l'evento è giunto a compimento, ad esempio <guarito> per il PAZIENTE di “curare”.
Può inoltre verificarsi il caso per cui una proprietà sia posseduta dai  filler dei ruoli in
più fasi temporali: è <arrabbiato> colui che accusa e probabilmente lo è prima, durante
e talvolta anche dopo l'evento.
L'esperimento consiste nella descrizione, tramite interfaccia grafica, dei ruoli AGENTE e
PAZIENTE dei  venti  verbi selezionati  e per ciascun ruolo sono disponibili  dieci spazi
bianchi.
I dati ottenuti vengono normalizzati ed è eliminato tutto ciò che risulti incomprensibile,
incompleto, duplicato o errato; sinonimi prodotti da partecipanti diversi sono sostituiti
utilizzando la forma registrata più frequentemente. 
L'analisi  dei  dati  è conforme alle aspettative:  i  soggetti  forniscono liste di  proprietà
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coerenti e non si registrano differenze significative fra i due ruoli, né relativamente al
numero di proprietà distinte sul totale delle prodotte, né relativamente al numero di tratti
prodotti  da  almeno due soggetti  sul  totale  dei  responsi;  tuttavia,  come in  McRae e
colleghi  (1997),  alcune coppie  verbo-ruolo  sono descritte  in  modo meno omogeneo
rispetto ad altre: “convincere-PAZIENTE” e “giudicare-AGENTE” sono le meno omogenee
e ciò potrebbe essere dovuto alla grande variabilità dei filler, cioè al fatto che chiunque
può essere convinto o può compiere l'azione di giudicare.
Osservando la  distribuzione delle  proprietà  permanenti  e  non permanenti,  emergono
differenze significative sia nel dataset (χ2 = 79.41, df = 3, p < 0.001), sia fra i due ruoli
tematici (χ2 = 72.69, df = 3, p < 0.001): i soggetti producono più feature permanenti per
il  ruolo  AGENTE,  mentre  le  proprietà  non  permanenti  sono  prodotte  in  numero
significativamente maggiore per il ruolo PAZIENTE nella fase temporale AFTER. 
Per verificare ulteriormente la validità dei risultati, Lebani e altri (2015) conducono un
secondo esperimento in cui viene chiesto esplicitamente ai  soggetti  di  descrivere un
massimo di cinque proprietà per ciascuna tripla verbo-ruolo-fase temporale.
I dati raccolti sono normalizzati e vengono eliminate le proprietà duplicate, quelle cioè
prodotte da un soggetto per la stessa tripla ruolo-verbo-fase temporale; infine vengono
etichettate le proprietà permanenti.
L'analisi  dei  dati  mostra  che,  come nell'esperimento  precedente  e  in  McRae  e  altri
(1997), non ci sono differenze statisticamente significative fra AGENTE e  PAZIENTE nel
numero di proprietà distinte sul totale delle prodotte; tuttavia, la percentuale di tratti
listati da almeno due soggetti rispetto al totale risulta significativamente maggiore nel
caso del  PAZIENTE (t  = -2.33,  df  = 19,  p  < 0.05).   Alcune coppie,  fra  cui  “curare-
PAZIENTE”, risultano descritte in maniera più omogenea di altre e ci sono differenze
statisticamente significative sia nella distribuzione del tipo di proprietà nei due ruoli
tematici (χ2 = 42.8, df = 3, p < 0.001), sia nel tipo di proprietà prodotte nel dataset (χ2 =
65.77,  df  =  3,  p  <  0.001):  il  risultato  è  dovuto  alla  distribuzione  dei  soli  tratti
permanenti, che sono nettamente minori nel caso dei PAZIENTI, parallelamente a quanto
si  registra  nel  primo  esperimento;  non  si  registrano  differenze  significative
relativamente alle proprietà non permanenti (χ2 = 0.72, df = 1, p > 0.1).
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Vengono infine paragonati i due esperimenti e analizzati i dati per AGENTE e PAZIENTE
separatamente:  per  l'AGENTE,  i  risultati  mostrano  una  differenza  significativa  nella
distribuzione delle proprietà prodotte (χ2 = 94.6, df = 3, p < 0.001) soprattutto per la fase
temporale  AFTER,  che è maggiormente rappresentata nel secondo esperimento; anche
per quanto riguarda il  PAZIENTE, ci sono delle differenze significative sia nel numero
totale di tratti, sia nella distribuzione del loro tipo (χ2  = 64.4, df = 3, p < 0.001), in
quanto  sono  stati  prodotti  in  numero  maggiore  per  la  fase  BEFORE nel  secondo
esperimento.
Gli autori spiegano la differenza nel numero di feature permanenti alla luce del fattore
salienza: quando i soggetti sono liberi di descrivere le proprietà di AGENTE e PAZIENTE,
sembrano focalizzarsi sugli effetti che l'evento produce nell'entità che lo ha subito, cioè
il PAZIENTE, mentre a colui che lo causa, l'AGENTE, sono associate proprietà permanenti,
possedute cioè indipendentemente dal ruolo giocato nell'evento.
In definitiva, anche questi esperimenti sottolineano l'interazione fra la conoscenza delle
proprietà semantiche dei partecipanti agli eventi e quella linguistica dei ruoli dei verbi,
con il valore aggiunto di farlo in relazione alle tre fasi temporali  BEFORE,  DURING e
AFTER.
1.4.2 Ruoli tematici e priming
Per  indagare  l'organizzazione  della  conoscenza  e  della  memoria  semantica  vengono
condotti  esperimenti  che  analizzano gli  effetti  di priming:  il  priming è  un  processo
cognitivo inconscio della memoria umana, generato nel momento in cui l'esposizione a
uno  stimolo,  detto  prime,  influenza  la  risposta  a  un  altro  stimolo  successivamente
proposto,  detto  target.  Questo  effetto  viene  testato  spesso  tramite  task  di  Lexical
Decision  (Meyer  &  Schvaneveldt,  1971):  su  uno  schermo  oppure  oralmente,  sono
presentate coppie  prime-target in  sequenza e  il  compito dei soggetti  è decidere se i
target siano di volta in volta parole o non-parole, avendo a disposizione una tastiera con
pulsanti.  Dall'analisi  degli  errori  e  dei  tempi  di  reazione,  emerge  che  i  soggetti
rispondono più velocemente e  sbagliano meno nel  caso in  cui  prime e  target siano
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correlati semanticamente (Traxler, 2011).
Le  indagini psicolinguistiche  descritte  a  seguire dimostrano quanto  la  conoscenza
riguardo  i  partecipanti  agli  eventi sia  ricca  e  venga  attivata  velocemente  durante
l'interpretazione linguistica, parimenti a quanto accade per tutto ciò che ciascuno di noi
sa come risultato dell'esperienza di essere umano parlante e pensante.
Ferretti,  McRae  e  Hatherell  (2001) valutano  se,  dato  un  verbo  in  isolamento,  si
ottengano effetti di priming relativamente agli AGENTI, ai PAZIENTI, agli STRUMENTI e ai
LUOGHI tipici in cui si svolge l'evento denotato dal verbo: il fine degli sperimentatori è
quello  di  verificare se  la  decisione  riguardo  una  parola target come  “chirurgo”,  ad
esempio,  sia facilitata dalla parola prime “operare”.  L'ipotesi,  in linea con McRae e
colleghi (1997), è che nel momento in cui un verbo viene letto o udito, automaticamente
siano  disponibili  le  proprietà  dell'evento  e  i  dettagli  riguardo  i  partecipanti  e  gli
strumenti che utilizzano (vedi par. 1.3.2).
In primo luogo viene valutata  l'ipotesi  per  cui,  dato  un verbo in  isolamento,  venga
attivata  immediatamente  la  conoscenza  riguardo  l'AGENTE e  il  PAZIENTE  tipici  di
quell'evento. 
Dopo aver selezionato verbi-prime e nomi-target, vengono raccolte norme semantiche
contenenti i giudizi dei parlanti riguardo il grado di tipicità dei target rispetto all'evento
denotato dalle parole  prime,  in risposta a domande quali  “Quanto è comune che un
poliziotto  arresti  qualcuno?” e  “Quanto  è  comune che un poliziotto  sia  arrestato da
qualcuno?”: ai soggetti  viene chiesto di esprimere un giudizio su una scala in cui il
valore minimo uno corrisponde a “partecipante non comune”, mentre il valore massimo
pari a sette  equivale a “estremamente comune”. 
In primo luogo, con i responsi sono create due liste, una contenente quattordici coppie
verbo-AGENTE correlati e l'altra quattordici coppie di elementi non correlati. A ciascuna
vengono  poi  aggiunti  dei  filler,  cioè  coppie  prime-target animato  e  non  correlato
(sheduling-actress),  coppie  verbo-target non  animato  (annoying-jar),  infine  coppie
prime-target correlati  non  animati  (turning-knob).  Utilizzando  il  medesimo  design,
vengono estratte  liste  di  coppie  verbo-PAZIENTE,  nove  delle  quali  contenenti  coppie
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correlate  (arresting-crook)  e  le  altre  nove  coppie  non correlate  (teaching-celebrity);
infine sono inclusi i filler come nel caso precedente. 
Nell'esperimento  di  priming,  ciascun  prime  resta  sullo  schermo  per  200  ms,
successivamente ai quali è seguito da una sequenza di “&” per 50 ms e infine dalla
parola target, che rimane visibile fino all’avvenuta risposta da parte del soggetto.
I  risultati  di  entrambi  gli  esperimenti  confermano le  aspettative,  dimostrando infatti
effetti  di  priming nel  caso  di  AGENTI e  PAZIENTI che  tipicamente  entrano  in  gioco
nell'azione denotata dal verbo: i tempi di latenza sono infatti significativamente inferiori
rispetto  a  quelli  registrati  nel  caso  di  coppie  parole  prime-target non  associate
semanticamente. 
In  definitiva,  i  risultati  mostrano  come  presentare  un  verbo  in  isolamento  generi
l'attivazione della conoscenza riguardo le proprietà tipiche dell'evento da esso denotato
insieme a quella relativa agli AGENTI e ai PAZIENTI, che sono parte integrante di questa
conoscenza.
In un secondo esperimento, Ferretti, McRae e Hatherell (2001) verificano l'ipotesi per
cui, non appena viene presentato un verbo, venga attivata non solo la conoscenza sui
partecipanti  tipici  degli  eventi,  ma  anche  quella  riguardante  gli  strumenti  che  essi
utilizzano e i luoghi in cui generalmente hanno luogo le azioni denotate dai verbi.
Gli stimoli dell'esperimento sono collezionati tramite la raccolta di norme semantiche e
organizzati  secondo il  design  dell'indagine  precedente;  i  risultati  mostrano effetti  di
priming nel  caso  di  coppie  verbo-STRUMENTO tipico  (ate-fork)  ma non in  quello di
coppie verbo-LUOGO (waited-hospital).  Gli  autori  spiegano quest'ultimo risultato alla
luce del fattore salienza: è infatti plausibile che i luoghi non siano rilevanti nel momento
in  cui  avvengono  gli  eventi,  siano  perciò  codificati  meno  di  frequente  come  parte
integrante della conoscenza generale a proposito del loro svolgimento. Tuttavia Ferretti
e  altri  (2007)  trovano  effetti  di  priming in  coppie  verbo  perfettivo-LUOGO tipico,
suggerendo così che l'aspetto verbale influenzi l'attivazione di questo determinato tipo
di conoscenza (vedi par. 1.4.2.3)
Hare e altri  (2009) valutano ulteriormente l'ipotesi  per cui il  network di conoscenze
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immagazzinate in memoria venga attivato immediatamente anche nel caso sia un nome
a  essere  presentato  in  isolamento:  l'ipotesi  è  che  ciò  comporti  l'attivazione  delle
conoscenze riguardo gli eventi di cui può far parte l'entità denotata dal nome proposto.
In un primo test vengono perciò selezionati nomi-prime che denotano eventi (incidente,
viaggio) e nomi target che denotano persone che partecipano a quegli eventi (guidatore,
sposi), mentre in un secondo esperimento sono scelti target che si riferiscono a oggetti
(macchina,  valigia). Gli stimoli, in entrambi i casi, sono estratti da norme semantiche
contenenti le risposte di soggetti cui è stato chiesto di listare liberamente un massimo di
cinque partecipanti tipici per l'evento denotato da quel dato nome. A ciascun responso è
associato un peso in  relazione alla  sua frequenza di produzione in risposta a  quello
stimolo  e  in  relazione  all'ordine  di  produzione:  si  assume,  infatti,  che  le  proprietà
prodotte per prime siano più salienti  e di  conseguenza viene loro associato un peso
maggiore  rispetto  alle  altre.  Ogni  responso  riceve  infine  un  peso  complessivo
determinato dalla somma dei pesi ottenuto per ciascun partecipante e vengono eliminate
le collocazioni, per evitare che eventuali effetti di priming siano causati dalla frequenza
di co-occorrenza di parole e non dalla relazione semantica.
In entrambi gli  esperimenti  vengono predetti  tempi di  reazione inferiori  nel  caso di
parole target precedute da nomi di eventi a esse correlate; gli stimoli sono presentati su
uno schermo e il Decision task consiste, nel primo caso, nel classificare la parola target
come vivente o non vivente, mentre nel secondo, come entità concreta o non concreta.
I risultati confermano le aspettative, mostrando effetti di priming nel caso di persone e
oggetti  che  entrano  tipicamente  in  gioco  negli  eventi  descritti  dai  nomi:  la  novità
dell'approccio sta nell'aver proposto non dei verbi-prime (come in Ferretti e altri, 2001),
ma  dei  nomi-prime denotanti  eventi;  anche  in  questo  caso,  vengono  attivate  le
informazioni riguardanti l'evento e le caratteristiche dei partecipanti tipici,  siano essi
entità inanimate o animate.  
In un terzo esperimento, Hare e colleghi (2009) scelgono nomi di luogo come parole
prime,  al  fine  di  osservare  se  leggerli  abbia  come effetto  una  rapida  attivazione  di
conoscenze  relative  a  coloro  che  partecipano  alle  attività  che  avvengono  in  quello
spazio. 
50
Tramite  la  raccolta  di  norme semantiche,  sono scelti  come target nomi  di  animali,
persone, oggetti, che si trovano tipicamente nei luoghi proposti.  Vengono così create
delle  liste  contenenti  sia  coppie  LUOGO-target animato  e  correlato,  sia  coppie  di
elementi non legati, che sono utilizzate come stimoli nell'esperimento di priming.
I risultati mostrano effetti di priming sia nel caso di entità animate, sia nel caso di entità
inanimate che si trovano tipicamente nei luoghi proposti: è possibile concludere perciò
che perfino i nomi di luogo attivino informazioni riguardo le entità a essi legate.
Ulteriori  effetti  di  priming vengono riscontrati  da McRae e altri  (2005) nel  caso di
coppie  strumento-verbo  in  cui  quest'ultimo  denoti  azioni  in  cui  lo  strumento  viene
comunemente usato.
Hare  e  colleghi  (2009),  invece,  creano  coppie  STRUMENTO-persona  (tagliaerba-
giardiniere)  e  STRUMENTO-oggetto  (matterello-pizza),  sfruttando  i  dati  di  norme
semantiche  contenenti  i  giudizi  di  soggetti  che  hanno  elencato  sia  le  persone  che
tipicamente usano gli  strumenti  presentati,  sia  gli  oggetti  su cui  ha luogo un'azione
effettuata grazie all'utilizzo di tali strumenti. 
In questo caso, vengono registrati  effetti di  priming nel  caso di coppie  STRUMENTO-
oggetto,  ma non nel caso  STRUMENTO-persona che tipicamente li  utilizza.  Gli  autori
ritengono che ciò sia  dovuto al  fatto  che,  spesso,  uno strumento viene utilizzato da
svariate  categorie  di  persone,  per  cui  il  risultato  potrebbe  essere  determinato  dalla
generalità  delle  parole  target scelte:  una  matita,  per  esempio,  è  usata  da  studenti,
architetti, professori, stilisti, così come un coltello viene utilizzato solo da cuochi, ma
anche da persone comuni nell'atto di cucinare e mangiare.
1.4.2.1 Combinazioni di parole
I risultati degli esperimenti precedenti mostrano che, in comprensione, la conoscenza
riguardo gli eventi e le loro proprietà è attivata rapidamente nel momento in cui sono
proposti  non solo  verbi,  ma  anche nomi  denotanti  eventi,  entità  in  essi  coinvolte  e
strumenti.
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Matsuki e altri (2011) analizzano le aspettative dei soggetti riguardo i PAZIENTI, cioè le
entità affette dall'azione denotata dal verbo, durante la lettura di combinazioni verbo-
STRUMENTO: l'interpretazione di una frase è infatti legata non solo a quella del verbo,
ma anche a sequenze di parole che indirizzano e guidano il processo di comprensione,
determinando il tipo di informazioni da recuperare.
I  partecipanti  all'esperimento  devono  leggere  frasi  che  si  differenziano  solo  ed
esclusivamente per la coppia STRUMENTO-PAZIENTE, come:
1. Donna used the hose to wash her filthy car after she came back from the beach
(Donna ha usato la pompa da giardino per lavare la sua macchina sporca dopo
essere tornata a casa dalla spiaggia).
 “Car” è PAZIENTE tipico dell'evento descritto dalla coppia verbo-STRUMENTO.
2. Donna used the shampoo to wash her filthy hair after she came back from the
beach. (Donna ha usato lo shampoo per lavare i suoi capelli sporchi dopo essere
tornata a casa dalla spiaggia).
 “Hair” è PAZIENTE tipico dell'evento descritto dalla coppia verbo-STRUMENTO.
3. Donna used  the shampoo to wash her filthy  car afer she came back from the
beach (Donna ha usato lo shampoo per lavare la sua macchina sporca dopo
essere tornata a casa dalla spiaggia).
“Car” è  PAZIENTE atipico dell'evento descritto dalla coppia verbo-STRUMENTO,
ma è accettabile.
4. Donna used the hose to wash her filthy hair after she came back from the beach
(Donna ha usato la pompa da giardino per lavare i suoi capelli sporchi dopo
essere tornata a casa dalla spiaggia).
“Hair” è PAZIENTE atipico dell'evento descritto dalla coppia verbo-STRUMENTO,
ma è accettabile.
Le coppie di  frasi  vengono presentate  su uno schermo di  computer  e  i  partecipanti
visualizzano una parola per volta cliccando la barra spaziatrice della tastiera. 
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Dalla misurazione dei tempi di lettura, emerge che i soggetti sono più rapidi nel caso di
PAZIENTI tipici di una data sequenza verbo-STRUMENTO (vedi punti 1 e 2 dell'elenco
precedente),  rispetto  a  quanto  accade  nel  caso  di  triple  meno  plausibili,  in  cui  è
necessario attuare un numero maggiore di strategie di recupero. 
Questi  risultati  dipendono  dal  livello  di  plausibilità  delle  combinazioni  scelte  e
mostrano che le associazioni verbo-STRUMENTO-PAZIENTE influenzano sensibilmente il
processo  di  interpretazione:  i  soggetti  hanno  aspettative  riguardo  ciò  che  segue
temporalmente o linearmente le parole che hanno già sentito o letto e queste aspettative
dipendono dalle esperienze linguistiche ed extralinguistiche che essi possiedono.
1.4.2.2 Il ruolo della sintassi
La sintassi gioca un ruolo fondamentale in comprensione e nelle aspettative riguardanti i
partecipanti  agli  eventi,  generate  e  modulate  dalla  lettura  di  una  serie  di  parole  in
successione:  Ferretti  e  colleghi  (2001)  analizzano  il  contributo  della  sintassi  in  un
esperimento in cui i soggetti, tramite delle cuffie, sentono frammenti di frasi attive e
passive, a cui seguono, di volta in volta, parole target presentate in forma scritta su un
computer. L'ipotesi è che si riscontrino effetti di priming solo nei casi di frasi attive in
cui il nome target denoti un PAZIENTE tipico dell'evento e di frasi passive il cui  target
indichi un AGENTE tipico.
A seguire vengono presentati esempi di stimoli, in cui le parole a destra del simbolo “/”
vengono visualizzate sullo schermo, quelle a sinistra sono invece udite dai soggetti:
1. She was arrested by the / cop →  “cop” è l'AGENTE tipico di un verbo come
“arrestare” (congruenza).
2. She  arrested  the  /  cop  →   l'AGENTE tipico  del  verbo  “arrestare”  è  invece
associato al ruolo di PAZIENTE (incongruenza).
3. She  arrested  the  /  crook  →  “crook”  è  il  PAZIENTE tipico  del  verbo
“arrestare”(congruenza).
4. She was arrested by the / crook →  “crook” che è il  PAZIENTE di “arrestare”,
ricopre invece il ruolo di AGENTE (incongruenza).
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Vengono inoltre aggiunte delle frasi in cui la parola target è o un PAZIENTE o un AGENTE
non tipicamente legato all'azione denotata dal verbo, come nel caso di “she was kissed
by the cop”,  “she kissed the cop”, “she was kissed by the crook” e “she kissed the
crook” (Ferretti e altri, 2001).
I risultati sono in linea con le aspettative, dal momento che vengono registrati effetti di
priming solo nel caso di stimoli congruenti (nel caso di 1 e 3 nell'elenco)
Le analisi confermano che la sintassi da una parte, e l'insieme di conoscenze riguardanti
le proprietà degli eventi (inclusi i partecipanti tipici) dall'altra, interagiscono e facilitano
l'interpretazione delle frasi.
È  bene,  inoltre,  tenere  in  considerazione  che  un  verbo  può  apparire  in  molteplici
strutture sintattiche, l'alternanza più comune in inglese, per esempio, è quella transitiva-
intransitiva; a livello semantico, ciò si riflette in alternanze fra significato causativo e
incoativo, esplicitate nei seguenti esempi (Mcrae e Matsuki, 2009):
1. The brick shattered the fragile gobet when they bumped together →  si ha una
lettura causativa, dal momento che “brick” è causa della rottura di “golbet”.
2. The glass shattered the fragile goblet when they bumped together → si ha una
lettura causativa, dal momento che “glass” causa la rottura di “golbet”.
3. The glass shattered into tiny pieces when it hit  the floor →  è possibile una
lettura incoativa, in quanto non vi è alcun AGENTE causa della rottura di “glass”.
4. The brick shattered into tiny pieces  when it  hit  the floor  → è possibile  una
lettura incoativa, in quanto non vi è alcun AGENTE a causare la rottura di “brick”.
Hare e colleghi (2009) mostrano che la scelta del nome a inizio frase, in questi casi
“brick”  o  “glass”,  genera  aspettative  diverse  nei  parlanti:  “brick”  sembra  facilitare
l'interpretazione causativa di “shattered”, mentre “glass” favorisce la lettura incoativa
intransitiva;  nel  complesso,  anche  questi  risultati  evidenziano il  rapporto  stretto  che
intercorre fra sintassi e semantica.
Infine, in un esperimento di Altmann e Kamide (1999), i soggetti sono posti di fronte a
uno schermo in cui sono presentate immagini di un bambino, una torta, un treno, una
54
macchina e una palla (vedi Fig. 1.4); non appena sentono la frase “the boy will eat the
cake”, simultaneamente spostano lo sguardo verso la torta, unico stimolo a denotare un
oggetto commestibile, e lo fanno ancor prima che venga nominato, appena sentono il
verbo “eat”.
Figura 1.4: Esempio di scena (Altmann e Kamide 1999)
Questo effetto non si registra invece quando i partecipanti sentono la frase “the boy will
move the cake” e gli autori spiegano la differenza alla luce della presenza sulla scena di
più  oggetti  che  possono  essere  effettivamente  spostati  dal  bambino:  in  definitiva,
sembra  che  le  preferenze  di  selezione  del  verbo  facciano da  guida,  permettendo  di
focalizzare  l'attenzione  sui  soli  oggetti  con  essi  compatibili  e  questo  accade  nel
momento in cui il verbo viene pronunciato.
Altmann e Kamide (2007) esaminano il comportamento di soggetti che, posti di fronte a
due bicchieri, uno pieno e uno vuoto, sentono le frasi “The man will drink all of” e “the
man has drank all of”: i risultati evidenziano uno spostamento dello sguardo verso il
bicchiere vuoto nel primo caso, viceversa verso quello pieno nel secondo, sottolineando
la sensibilità dei partecipanti agli effetti e ai cambiamenti causati degli eventi.
In definitiva, gli esperimenti e i risultati fin qui descritti mostrano come ciascuno di noi,
mentre  ascolta  o  legge,  automaticamente  e  inconsciamente  tenda  ad  anticipare  gli
elementi  successivi  più  plausibili;  questo  meccanismo  è  strettamente  legato  alla
conoscenza generale del mondo, delle proprietà degli eventi e alla frequenza dei pattern
di co-occorrenza delle parole e delle strutture linguistiche in cui sono presentate.
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1.4.2.3 Il contributo dell'aspetto verbale
Ferretti  e  altri  (2007)  analizzano  il  contributo  dell'aspetto  verbale  all'attivazione  di
determinati tipi di conoscenza, in particolare quella legata ai LUOGHI in cui avvengono e
si sviluppano gli eventi. 
In Ferretti e altri (2001) non viene registrato alcun effetto di priming verbo-LUOGO (vedi
par. 1.4.2) e ciò ha dei riscontri sia nel momento in cui esaminiamo le nostre abituali
conversazioni,  sia  se  analizziamo testi  o  parti  di  essi,  poiché  risulta  spesso difficile
trovare dei riferimenti espliciti ai LUOGHI: questo tipo di informazione sembra implicita
e viene considerata auto-evidente e, in quanto tale, non necessita di ulteriori chiarimenti.
Tuttavia i risultati di altri esperimenti (Morrow, 1985; 1990) mostrano come i soggetti
sfruttino questo tipo di informazioni di background per interpretare le frasi e lo facciano
soprattutto nel caso di verbi con aspetto imperfettivo. Ciò viene spiegato alla luce del
continuum temporale degli  eventi:  inizio,  durata e conclusione sono le tre fasi  nelle
quali le azioni si sviluppano e ciascuna di esse è caratterizzata da LUOGHI, STRUMENTI,
entità partecipanti che entrano ed escono dalla scena. L'AGENTE, in quanto iniziatore
dell'evento,  risulta  saliente  nelle  prime  fasi  degli  eventi,  invece  il  PAZIENTE risente
dell'avvenimento di un evento, perciò l'attenzione è indirizzata verso di lui quando gli
eventi giungono a conclusione. LUOGHI e STRUMENTI, invece, sembrano maggiormente
centrali nel corso dello svolgimento degli eventi (Moens & Steedman, 1988).
Per fare ulteriormente luce su questi fenomeni, Ferretti e colleghi (2007) raccolgono, in
primo luogo, norme semantiche riguardo i LUOGHI tipici in cui si svolgono gli eventi: ai
partecipanti viene chiesto di esprimere un giudizio di tipicità su una scala da uno a sette,
in cui uno significa “luogo non comune” e sette “luogo estremamente tipico”; i risultati
sono suddivisi in quattro liste di coppie verbo-LUOGO, di cui sei contengono verbi con
aspetto  perfettivo  associati  a  nomi  di  LUOGO tipici  per  quegli  eventi  (was skating-
arena), sei includono coppie verbo con aspetto imperfettivo-LUOGO non correlato (was
praying-arena), altre sei contengono coppie verbi perfettivi-LUOGHI tipici (had skaten-
arena), infine sei comprendono verbi perfettivi associati a  LUOGHI non correlati (had
prayed-arena). 
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Le coppie sono presentate sullo schermo di un computer, al cui centro per 250 ms viene
visualizzato un “+”, in seguito al quale viene mostrata la parola prime per altri 250 ms;
infine la parola target resta sullo schermo finché il partecipante non la nomina a voce
alta e vengono registrati i tempi di reazione.
I risultati mostrano effetti di priming nel caso di nomi di LUOGHI associati a verbi con
aspetto imperfettivo, quando cioè l'attenzione è indirizzata sulla struttura interna di un
evento, ma non nel caso di coppie nome di LUOGO-verbo perfettivo, quando l'evento
viene  osservato  nella  sua  globalità.  L'aspetto  verbale  gioca  perciò  un  ruolo  chiave,
poiché  determina  l'attivazione  della  conoscenza  dei  luoghi  tipici  in  cui  gli  eventi
avvengono e questi risultano particolarmente salienti nel caso di verbi imperfettivi.
In un secondo esperimento, gli autori analizzano le preferenze dei soggetti in un task di
completamento di frasi  contenti  verbi perfettivi  e imperfettivi.  Alla luce dei risultati
dell'esperimento precedente, si ipotizza che nel caso di frammenti contenenti verbi con
aspetto imperfettivo, i soggetti completino le frasi con complementi di luogo, mentre
attuino altre strategie nel caso di verbi con aspetto perfettivo. 
Vengono creati dei frammenti di frasi come “the diver was snorkeling –”, “the cow had
grazed –” e ai soggetti viene detto di completare le sequenze, esprimendosi liberamente.
I risultati confermano le aspettative: ancora una volta, nel caso dell'aspetto imperfettivo,
vengono  preferiti  i  complementi  di  luogo,  mentre  nel  caso  dell'aspetto  perfettivo  i
soggetti tendono a focalizzare l'attenzione sui partecipanti all'evento e, di conseguenza,
completano le frasi con le proprietà delle entità coinvolte. 
Tutto ciò sembra legato al fatto che nel momento in cui osserviamo un evento nella sua
globalità,  tendiamo  a  prendere  in  considerazione  gli  effetti  di  quell'evento  e  i
cambiamenti  che  ha  causato,  proprio  in  quanto  è  avvenuto.  Inoltre,  una  volta  che
un'azione giunge a compimento, è poco probabile che i partecipanti restino fermi nello
stesso luogo in cui l'azione è avvenuta: quando i nuotatori finiscono una lezione, per
esempio,  tendono  a  spostarsi  per  tornare  a  casa,  compiono  cioè  delle  azioni  che
implicano un cambiamento di luogo e di scena; questo fattore può spiegare la minor
salienza dei luoghi nel caso di verbi con aspetto perfettivo.
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Nel caso dell'aspetto imperfettivo, invece, i nomi di luogo sono maggiormente salienti e
sono prodotti in maniera naturale dai soggetti,  mentre non lo sono i cambiamenti di
stato che l'evento causa, proprio perché non è ancora giunto a compimento. 
In  un  terzo  studio,  Ferretti  e  colleghi  analizzano  la  componente  N400,  considerata
indice di quanto un nome di luogo venga atteso dai soggetti nel momento in cui sentono
un verbo. Vengono scelti e presentati verbi con aspetto perfettivo e imperfettivo, seguiti
da nomi di luogo, al fine di verificare se e quando, durante la comprensione, l'aspetto
verbale generi aspettative sui luoghi in cui avvengono gli eventi. 
Sono  utilizzati  stimoli  come  “the  diver  was  snorkeling  in  the  ocean”  (aspetto
imperfettivo, LUOGO altamente tipico), “the diver was snorkeling in the pond” (aspetto
imperfettivo,  LUOGO non  tipico),  “the  diver  had  snorkeled  in  the  ocean”  (aspetto
perfettivo, LUOGO altamente tipico) e “the diver had snorkeled in the pond” (perfettivo,
LUOGO non tipico). 
L'analisi dei risultati mostra che l'ampiezza della N400 varia in funzione dell'aspetto
verbale e della tipicità del luogo per l'evento dato, risultando minima nel caso di verbi
con aspetto imperfettivo associati a luoghi tipici. 
In definitiva, tutti gli esperimenti precedenti mostrano che, durante la comprensione,
vengono messi in atto dei meccanismi di recupero delle informazioni che sono guidati
non solo dal verbo e dai partecipanti agli eventi, ma anche dall'aspetto verbale. 
1.4.3. Sequenze di eventi
Dal momento che quando ragioniamo tendiamo a farlo termini di causa-effetti, è bene
verificare se sussistano effetti di priming fra sequenze di eventi, in modo da chiarire se
venga o meno attivata non solo la conoscenza su partecipanti, strumenti e luoghi tipici,
ma anche quella su sequenze tipiche di eventi. 
Khalkhali e altri (2012) conducono perciò un esperimento in cui ai partecipanti vengono
presentati  due  verbi  denotanti  azioni  che  si  susseguono  temporalmente,  al  fine  di
verificare se vengano generate aspettative riguardo un terzo evento successivo ai due
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proposti.
In primo luogo, sono raccolte norme semantiche contenenti i responsi di soggetti cui
viene  chiesto  di  listare  al  massimo  tre  parole  che  denotino  eventi  successivi
temporalmente alla coppia di eventi proposta. Alle risposte vengono assegnati dei pesi
in base al numero di partecipanti che le ha prodotte e in relazione all'ordine con cui sono
state fornite; vengono così selezionate trenta triple contenenti sia eventi correlati, sia
eventi non correlati, da utilizzare nell'esperimento di priming. 
Questi stimoli vengono presentati su uno schermo di computer: in primo luogo viene
visualizzato un “+” per 250 ms, seguito da 250 ms di schermo bianco; il primo verbo
prime compare sullo schermo per 200 o 500 ms, cui segue immediatamente il secondo
per  altri  200  o  500  ms.  Il  target,  infine,  resta  sullo  schermo finché  il  partecipante
risponde alla domanda “si tratta di una parola della lingua inglese?”.
L'analisi dei risultati mostra effetti di  priming solo nel caso di eventi temporalmente
successivi a quelli presentati: di conseguenza, possiamo concludere che una coppia di
eventi genera aspettative sull'evento successivo e ciò implica che l'organizzazione della
conoscenza rispetti le relazioni temporali fra gli eventi.
In un secondo esperimento, Khalkhali e altri (2012) dimostrano che l'ordine con cui
sono presentati i verbi-prime influenza la velocità dei soggetti nel riconoscimento del
verbo target: nel caso in cui venga invertito l'ordine temporale degli eventi stimolo e ad
esempio “guarire” venga presentato prima di “diagnosticare”, i partecipanti rispondono
più lentamente, rispetto al caso in cui vengano rispettate le successioni temporali. 
Questo risultato fornisce un'ulteriore prova del fatto che la nostra memoria semantica è
organizzata secondo il fattore “temporalità”, cioè secondo un “prima”, un “durante” e
un “dopo”. 
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1.5 Scopo della tesi 
I  ruoli  tematici  sono  tuttora  oggetto  di  indagine,  in  quanto  non  vi  è  accordo  né
relativamente alla loro natura, né relativamente al loro numero e non sono stati proposti
criteri universalmente validi per la loro individuazione.
Utilizzando le liste (vedi par. 1.1.1), si assume implicitamente che un numero limitato di
ruoli, non ulteriormente scomponibili né analizzabili, possa esplicitare tutte le possibili
relazioni semantiche che sussistono fra verbi e argomenti. 
Dowty (vedi par. 1.2.2) adotta un approccio innovativo, in quanto ritiene che i ruoli
abbiano natura prototipica ed elenca, secondo la propria intuizione, le proprietà che li
caratterizzano e che vengono acquisite in virtù della partecipazione all'evento denotato
dal verbo.
Analizzando i ruoli tematici dal punto di vista psicolinguistico, anche McRae e colleghi
(1997) ritengono che siano verbo-specifici ma, diversamente da Dowty, ne esaminano le
descrizioni contenute nelle norme semantiche; valutando i giudizi espressi dai soggetti
relativamente  a  verbi-stimolo  loro  proposti,  emerge  che  i  ruoli  verbo-specifici  sono
costituiti  da  insiemi  di  proprietà  che  rispecchiano  le  conoscenze  che  i  soggetti
possiedono a proposito degli eventi e delle entità che vi prendono parte (vedi par. 1.4.1).
In questa prospettiva, nel Capitolo 2 viene descritto l'esperimento in cui sono elencate le
proprietà che l'AGENTE e il  PAZIENTE di venti verbi possiedono nelle fasi precedente
(BEFORE), contemporanea (DURING) e successiva (AFTER) agli eventi denotati dai verbi
(vedi  par.  2.2.2).  Sono poi  illustrate  le  fasi  di  normalizzazione e  di  analisi  dei  dati
ottenuti (vedi par. 2.2.3, 2.2.4, 2.2.5). 
Lo  scopo  dell'indagine  consiste  nel  valutare  la  capacità  dei  soggetti  di  fornire  le
proprietà che caratterizzano le entità coinvolte negli eventi e nel verificare il modo in
cui  queste  si  distribuiscono  relativamente  alle  fasi  temporali  considerate,  al  fine  di
analizzare non solo l'opposizione  AGENTE-PAZIENTE, ma anche il grado di variazione
interna  a  ciascuna  delle  due  classi,  esprimibile  in  termini  di  proprietà  acquisite  o
mantenute al variare della dimensione temporale.
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Nel  Capitolo  3,  vengono  descritti  i  criteri  in  base  ai  quali  sono  estratte  evidenze
relativamente alla distribuzione delle proprietà contenute nelle norme e viene presentata
l'analisi dei dati estratti automaticamente dal corpus. 
Per ciascuna occorrenza dei verbi dell'esperimento, vengono costruite, in primo luogo,
tre finestre di riferimento simmetriche e cumulative, corrispondenti a una, tre e cinque
frasi e vengono calcolate le frequenze con cui i verbi ricorrono insieme alle proprietà
che ne sono descrizione. Grazie a queste analisi è possibile osservare la relazione che
sussiste  fra  le  coppie  stimolo-responso  delle  norme e  quantificare  il  contributo  del
contesto (vedi par. 3.3).
Prendendo  in  considerazione  la  finestra  più  ampia,  corrispondente  a  cinque  frasi,
vengono calcolate separatamente le frequenze con cui verbo e proprietà ricorrono nella
medesima frase (contesto centrale),  nelle  due a essa precedenti  (contesto sinistro)  e
nelle due successive (contesto destro); ipotizzando che una proprietà che si trova nel
contesto sinistro sia descrizione della fase precedente l'evento (BEFORE), una che ricorre
nel contesto centrale sia propria della fase DURING, infine una che si trova nel contesto
destro  sia  propria  della  fase  successiva  all'evento  (AFTER), i  dati  estratti
automaticamente  dal  corpus  sono  paragonati  a  quelli  contenuti  nelle  norme  come
descrizione delle tre fasi temporali (vedi par. 3.3.4).
Infine,  utilizzando  la  Positive  Pointwise  Mutual  Information,  viene  valutata
l'associazione semantica che sussiste fra verbi e parole che co-occorrono con essi nelle
tre finestre: in questo modo, è possibile determinare quante, fra le parole più associate a
ciascun verbo, coincidono con le proprietà che lo descrivono nelle norme (vedi par.
3.3.5). 
Nel  Capitolo  4  vengono  discussi  complessivamente  i  risultati  ottenuti  dalle  analisi
condotte e vengono presentate alcune proposte di miglioramento.
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Capitolo  2.  Descrivere  il  contenuto  dei  ruoli
tematici: dati comportamentali
In questo capitolo sono descritti i dettagli di un esperimento condotto al fine di indagare
il contenuto semantico dell'AGENTE e del PAZIENTE di venti verbi transitivi inglesi, gli
stessi utilizzati da McRae e altri 1997 (vedi par. 1.4.1).
Anche in questo esperimento si assume implicitamente che i ruoli tematici abbiano lo
status di prototipi verbo-specifici (McRae e altri, 1997) e siano cioè caratterizzati, oltre
che da tutte le proprietà che i loro filler possiedono a prescindere dal ruolo che giocano
nell'evento denotato dal verbo, anche e soprattutto da quelle che acquistano in virtù del
loro ruolo (Lebani e altri, 2015). 
Proprio  per  caratterizzare  le  entità  che  prendono  parte  agli  eventi  costruendo  delle
rappresentazioni che tengano conto delle proprietà che essi possiedono non solo prima
che avvengano, ma anche di quelle che acquistano o restano immutate durante e dopo lo
svolgimento  dell'evento,  ai  soggetti  viene  chiesto  esplicitamente  di  descrivere  le
proprietà dei filler di AGENTE e PAZIENTE in relazione a tre fasi temporali di riferimento:
BEFORE denota la fase precedente l'evento, DURING quella a esso contemporanea, AFTER
la fase successiva (già proposte in Lebani e altri 2015, vedi par. 1.4.2). 
Dopo  una  breve  descrizione  delle  norme  semantiche  (par.  2.1)  e  dei  vantaggi  e
svantaggi  connessi  al  loro  utilizzo  (par.  2.1.1),  vengono  presentati  i  dettagli
dell'esperimento (par. 2.2); infine, segue l'analisi dei dati ottenuti (vedi par. 2.2.5).
2.1 Le norme semantiche
Le norme semantiche sono costituite da un insieme di brevi  descrizioni  linguistiche
fornite  da parlanti  nativi  relativamente a  stimoli-target  loro proposti;  tutte  le  coppie
parola target-descrizione vengono inserite in un dataset.
Le proprietà  possono essere raccolte  tramite  semplice  supporto cartaceo,  ai  soggetti
vengono cioè dati uno o più fogli contenenti le istruzioni, gli stimoli e il loro compito
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consiste nel completare il task in forma scritta. L'alternativa è scegliere di somministrare
l'esperimento  tramite  interfaccia  grafica  creata  appositamente,  oppure  ricorrere  a
piattaforme di  crowdsourcing,  che permettono di  ottenere ingenti  quantità  di  dati  in
modo rapido ed economico (vedi par. 2.2.1).
Allo  sperimentatore  spetta  la  decisione  di  imporre  o  meno  limiti  temporali  per  il
completamento del compito e, spesso, questa scelta viene condizionata direttamente dal
grado di difficoltà del task da svolgere. 
L'esperimento vero e proprio, in cui è richiesta la produzione libera di un certo numero
di descrizioni, talvolta in risposta a una domanda esplicita posta dagli sperimentatori
(vedi  par. 2.2, par. 1.4.1, par. 1.4.2), ha luogo successivamente a una fase in cui ai
soggetti vengono forniti sia le istruzioni per svolgere l'esperimento, sia alcuni esempi.
In seguito, i dati raccolti vengono elaborati, al fine di ottenere un formato compatibile
con le ipotesi che si vogliono verificare e, di conseguenza, con le analisi che si decide di
condurre; generalmente subiscono un processo di normalizzazione, che avviene secondo
diversi gradi e criteri (vedi par. 2.2.3), successivamente al quale possono essere annotati
e classificati in relazione a uno schema semantico definito in precedenza (Marotta e
altri, 2013). 
2.1.1 Vantaggi e svantaggi 
Le norme semantiche sono utilizzate ampiamente in ambito psicolinguistico, in quanto
costituiscono una sorta di finestra sull'organizzazione della conoscenza, sul contenuto e
la distribuzione dei diversi tipi di proprietà nelle rappresentazioni semantiche (Cree &
McRae, 2003). 
Tuttavia presentano dei limiti,  il primo dei quali è inscindibilmente legato al fatto che
sono un prodotto linguistico: spesso siamo in difficoltà nel dar voce ai nostri pensieri e
non siamo in  grado di  esprimere  completamente  alcuni  concetti;  alla  luce  di  ciò,  è
evidente  che,  nel  momento  in  cui  utilizziamo  e  analizziamo  le  norme  semantiche,
corriamo  il  rischio  che  alcune  proprietà,  per  cui  non  troviamo  un  termine  adatto,
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risultino sottorappresentate anche se rilevanti.
Talvolta, poi, vengono  fornite descrizioni articolate, in cui sono espresse una serie di
proprietà  simultaneamente,  come  nel  caso  di  <has  a  long  neck>  per  lo  stimolo
<giraffe>: durante la fase di normalizzazione, è compito dell'annotatore semplificarle,
identificandone  le  componenti  (nell'esempio  <long>  e  <neck>),  al  fine  di  inserirle
separatamente nel dataset.
Un altro limite è legato alla tendenza dei soggetti a elencare qualità altamente distintive
dello stimolo loro proposto, tralasciando invece quelle che lo accomunano a esemplari
diversi  della  stessa classe:  posti  di  fronte al  compito di  descrivere  lo  stimolo-target
“zebra”, per esempio, producono la proprietà <è a righe>, mentre non dicono che si
tratta di un mammifero che ha una coda, quattro zampe, un cuore (per una rassegna
dettagliata vedi McRae e altri 2005).  È legata a ciò anche l’incoerenza che i soggetti
mostrano nel momento in cui producono <ha le zampe> per descrivere “leone”, ma non
“tigre” (Kelly, 2012).
Pur  presentando i  suddetti  limiti,  le  norme semantiche  si  sono rivelate  strumento  e
supporto  valido  per  le  indagini  relative  all'organizzazione  della  conoscenza  e  alla
distribuzione delle proprietà che caratterizzano gli stimoli, in quanto sono dimostrazione
manifesta delle rappresentazioni semantiche che emergono durante lo svolgimento del
task  (McRae  e  altri  2005).  Per  questi  motivi,  sono  utilizzate  sia  nell'ambito  di
esperimenti di semantic priming, alcuni dei quali sono descritti in maniera approfondita
nel Capitolo 1, sia per valutare modelli che sfruttano evidenze estratte da corpora (vedi
par. 3.2).
Oggi sono disponibili per lingue come l'italiano, l'inglese, il tedesco e l'olandese, alcuni
dataset  in cui  sono listate  descrizioni di  nomi animati,  non animati  (Garrard e  altri,
2001) e  verbi  (Vinson  e  Vigliocco,  2008).  Frassinelli  e  Lenci  (2012)  hanno invece
raccolto norme semantiche per una serie di nomi della lingua inglese presentati insieme
a molteplici  contesti,  il  che ha permesso loro di analizzare proprio il  contributo del
contesto nella produzione delle descrizioni. Inoltre, per la prima volta, Lenci e colleghi
(2013)7 hanno  collezionato  e  tradotto  in  inglese  i  giudizi  di  soggetti  non  vedenti
7 http://sesia.humnet.unipi.it/blind_data/
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congeniti e vedenti, relativamente a 50 nomi e 20 verbi italiani.
Nelle  sezioni  successive  vengono illustrati  i  dettagli  relativi  all'esperimento  in  cui  i
soggetti hanno descritto le proprietà dell'AGENTE e del PAZIENTE di venti verbi transitivi
inglesi  (già  usati  da  McRae  e  colleghi,  1997)  in  relazione  alle  fasi  precedente,
contemporanea e successiva agli eventi denotati dai verbi proposti (vedi par. 2.2). A
seguire, viene descritta la fase di normalizzazione dei dati ottenuti (vedi par. 2.3). Infine,
vengono presentati i risultati delle analisi statistiche condotte (vedi par. 2.5).
2.2  Norme  semantiche  per  ruoli  tematici  e  fasi
temporali
2.2.1 Obiettivi della ricerca e premesse metodologiche
Lo scopo dell'indagine consiste nel valutare la capacità dei soggetti di recuperare e, di
conseguenza, produrre proprietà di coloro che prendono parte agli eventi,  tenendo in
considerazione il fattore “fase temporale”. 
In primo luogo, si vuole verificare se i soggetti siano in grado di capire il task, cioè
sappiano identificare le due entità, l'AGENTE e il PAZIENTE, che partecipano agli eventi
denotati  dai  verbi proposti; poi  viene valutata la  loro capacità di  individuare le fasi
temporali  precedente,  contemporanea e  successiva  agli  eventi,  al  fine  di  stabilire  se
conoscano  le  qualità  proprie  dei  filler di  AGENTE e PAZIENTE per  ciascuna  fase
temporale dei verbi proposti. 
Successivamente, si valuta se esistano differenze significative nell'abilità dei soggetti di
produrre proprietà prima per ruolo, poi per fase temporale, in modo da verificare se
esista una classe più difficile da descrivere rispetto alle altre; per esempio, vogliamo
osservare se l'AGENTE sia caratterizzato meglio rispetto al PAZIENTE, o la fase temporale
BEFORE rispetto  alle  altre,  confrontando,  per  esempio,  il  numero  di  token,  cioè  le
proprietà prodotte complessivamente per ciascun livello di queste dimensioni,  con il
numero di proprietà distinte o type.
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Infine, analizzando la distribuzione delle risposte, vogliamo valutare la possibilità che
sussistano  una  relazione  e  un'interazione  fra  i  fattori  “ruolo”  e  “fase  temporale”,
verificando se un certo ruolo sia definito meglio per una data fase temporale rispetto a
un'altra (vedi par. 2.2.5).
Per rispondere a questi interrogativi, è stato condotto un esperimento su Crowdflower8,
piattaforma di crowdsourcing che permette di collezionare ingenti quantità di dati molto
velocemente. A seguire, vengono illustrati i vantaggi e gli svantaggi connessi all'utilizzo
di piattaforme di questo tipo. 
2.2.1.1 Le piattaforme di crowdsourcing
Piattaforme  di  crowdsourcing come  Amazon  Mechanical  Turk9 e  Crowdflower
consentono di caricare, organizzare e presentare gli stimoli in modo molto semplice:
scegliendo uno dei molteplici template disponibili, oppure creando un'interfaccia grafica
ad  hoc,  è  possibile  visualizzarli  e  posizionarli  a  proprio  piacimento,  in  modo  da
agevolare il completamento del task (Crowdflower, User guide).
In  piattaforme di  questo  genere,  tuttavia,  non vi  è  possibilità  di  raccogliere  dati  in
maniera controllata, per esempio non c'è modo di verificare se le istruzioni fornite siano
sufficientemente chiare, proprio a causa della mancanza di un feedback diretto da parte
dei  partecipanti.  Inoltre  non  è  possibile  controllare  né  l'ambiente,  né  il  livello  di
distrazione dei soggetti,  in quanto il task può essere completato ovunque, a patto di
disporre di un computer. 
Tuttavia, ci sono alcuni metodi che consentono di controllare indirettamente i soggetti:
il primo consiste nel determinare una soglia minima di tempo per il completamento del
compito,  in  modo  da  scartare  i  giudizi  dei  cosiddetti  scammer,  ossia  coloro  che
partecipano solo ed esclusivamente per arricchirsi. Ai soggetti viene infatti corrisposta
una  modesta  somma  di  denaro,  definita  dagli  sperimentatori  e  direttamente
8 http://www.crowdflower.com
9 https://www.mturk.com/mturk/welcome
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proporzionale  alla  complessità  del  compito,  per  ciascun  microtask che  venga
completato; con  microtask si fa riferimento alle parti che compongono un unico task
(Crowdflower,  Design  and  build  a  job). Il  secondo  metodo,  per  scartare  o  almeno
scoraggiare coloro che non soddisfino certi criteri, per esempio non siano parlanti nativi
della lingua in cui si svolge il compito, consiste nell'inserire dei test di comprensione
linguistica più o meno restrittivi e stabilire una soglia minima per il loro superamento,
in modo da eliminare i  responsi di  coloro che non la raggiungono (vedi par.  2.2.2).
Infine, è possibile stabilire un limite massimo di tempo per il completamento del task,
ma  questa  scelta  dipende  direttamente  dal  grado  di  complessità  del  compito  che  i
soggetti devono svolgere.
Grazie al crowdsourcing, sono state costruite risorse lessicali (Albright & Hatton, 2007)
e  sono  stati  completati  compiti  di  annotazione  (Callison-Burch  &  Dredze,  2010).
Sprouse  (2011)  paragona  i  risultati  di  un  esperimento  condotto  in  laboratorio  per
collezionare  giudizi  di  accettabilità  sintattica,  a  quelli  ottenuti  tramite  Amazon
Mechanical Turk per il medesimo esperimento e mostra che questi ultimi costituiscono
una valida alternativa ai primi.
Le piattaforme di crowdsourcing permettono di scaricare i dati ottenuti in molteplici
formati, in modo da facilitare le analisi che si intendono svolgere. 
Nelle sezioni successive viene descritto in maniera dettagliata l'esperimento condotto
grazie a questa piattaforma.
2.2.2 Metodo
Partecipanti
I  partecipanti  all'esperimento sono 87. Questo dato è il  risultato di  un filtro  che ha
permesso di escludere sia coloro che abbiano fallito il test di comprensione linguistica
posto al termine di ciascuna tripla verbo-ruolo-fase temporale, sia coloro che abbiano
impiegato  meno  di  trenta  secondi  per  concluderne  la  descrizione  (vedi  la  sezione
Procedura).
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È stato effettuato anche un controllo indiretto sui soggetti: sono stati infatti selezionati
dal  cosiddetto  crowd di  Highest  quality,  che  raggruppa tutti  coloro  che,  nel  tempo,
hanno mostrato un grado di performance elevato, rendendosi così degni di fiducia.
Stimoli
Gli  stimoli  dell'esperimento  sono i  venti  verbi  transitivi  utilizzati  da  McRae  e  altri
(1997)  elencati,  a  seguire,  insieme  alla  loro  traduzione  italiana  e  scelti  in  quanto
coinvolgono sia AGENTI, sia PAZIENTI animati:
1. ACCUSE (accusare)
2. ARREST (arrestare)
3. CONVICT (dichiarare colpevole)
4. CURE (curare)
5. ENTERTAIN (intrattenere, in riferimento a uno spettacolo)
6. EVALUATE (giudicare)
7. FIRE (licenziare)
8. FRIGHTEN (spaventare)
9. HIRE (assumere)
10. INSTRUCT (istruire)
11. INTERVIEW (intervistare)
12. INTERROGATE (interrogare)
13. INVESTIGATE (indagare) 
14. LECTURE (tenere una lezione)
15. PUNISH (punire)
16. RESCUE (salvare)
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17. SERVE (servire)
18. TEACH (insegnare)
19. TERRORISE (spaventare)
20. WORSHIP (adorare)
Procedura
Il  compito consiste nell'elencare le proprietà possedute dai  filler dei  ruoli  AGENTE e
PAZIENTE,  in  riferimento  alla  fase  precedente  BEFORE,  contemporanea  DURING e
successiva AFTER all'evento denotato da ciascuno dei suddetti venti verbi (vedi sezione
precedente).  
All'inizio di ciascun task, ai soggetti sono state fornite le seguenti istruzioni: 
Write 5 to 10 short sentences (one sentence per form) describing some features of a
person involved in an event BEFORE, DURING or AFTER the event takes place.
Example:
• a person who HELPS someone else:
• [BEFORE]: he is a kind person; he may be a stranger; he is on his own.
• [DURING]: he may show off; he may be rude.
• [AFTER]: he may feel right; he may expect a reward; he should be 
rewarded.
• a person who IS HELPED:
• [BEFORE]: he is in danger; he cries for help; he is worried; he did 
something wrong.
• [DURING]: he just watched; he feels relieved.
• [AFTER]: he is grateful; he is safe; he feels better; he may feel guilty; 
he feels relieved.
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L'interfaccia grafica insieme a un esempio di task presentato ai soggetti sono presentati
in Figura 2.1.
Come si evince dalla Figura 2.1, alla fine di ogni tripla verbo-ruolo-fase temporale, i
partecipanti  sono  stati  sottoposti  a  un  test  di  comprensione  linguistica  (sinonimia-
antonimia) composto da due domande, volto a valutare la loro conoscenza della lingua; i
responsi di coloro che avessero fallito questo test, rispondendo erroneamente a entrambe
le domande, sono stati esclusi dalle norme durante una prima fase di controllo dei dati,
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Figura 2.1: Interfaccia grafica dell'esperimento
insieme a quelli di coloro che avessero impiegato meno di trenta secondi per descrivere
la tripla verbo-ruolo-fase temporale (vedi par. 2.2.1.1).
Infine, per ciascun microtask,  cioè per la descrizione di ciascuna tripla proposta, sono
disponibili un massimo di dieci form, non è imposto alcun limite temporale e viene
corrisposta una cifra pari a 0.05 €.
2.2.3  Normalizzazione 
Tutti i dati raccolti sono stati sottoposti a un processo di normalizzazione, in cui sono
state etichettate come “da_scartare” sia tutte le descrizioni incomprensibili, sia quelle in
cui i partecipanti hanno confuso in maniera evidente il ruolo argomentale, fornendo cioè
le proprietà del PAZIENTE quando era chiesta la descrizione dell'AGENTE o viceversa;
inoltre sono stati esclusi i responsi contenenti non le proprietà, così come esplicitamente
richiesto,  ma  i  filler prototipici  dei  ruoli  di  un  dato  verbo  e  quelle  in  cui  è  stato
parafrasato il verbo target: nel caso dell'AGENTE di ARREST, per esempio, sono stati
eliminati  <cop>, <police>,  mentre  nel  caso dell'AGENTE del  verbo ACCUSE è stato
scartato <accuser>. Infine,  è  stata  mantenuta una sola  occorrenza dei  duplicati,  cioè
delle qualità prodotte dallo stesso soggetto più di una volta per descrivere lo stesso
stimolo, cioè la stessa tripla verbo-ruolo-fase temporale.
I dati così ottenuti sono stati normalizzati secondo tre criteri separati e distinti:
1. Normalizzazione  minima:  consiste  nel  non  attuare  quasi  nessun  tipo  di
normalizzazione.  Le  proprietà  prodotte  sono  state  semplicemente  inserite
all'interno  di  una  frase  dalla  forma  <soggetto  alla  terza  persona  singolare  +
verbo  +  proprietà>;  la  normalizzazione  minima  della  proprietà  <irritated>,
prodotta per descrivere l'AGENTE del verbo ACCUSE mentre l'azione è in corso
di svolgimento, corrisponde a <she/he is irritated>, quella di <refuse to listen>,
descrizione  del  PAZIENTE del  verbo  LECTURE  durante  lo  svolgimento
dell'evento, corrisponde a <she/he refuses to listen>. Nelle sezioni successive
(vedi  par.  2.2.5),  si  farà  riferimento  a  questi  elementi  con  il  termine
token_minimi.
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2. Normalizzazione intermedia: i responsi vengono strutturati secondo uno schema
sintagmatico  o  phrase  template (Garrard  e  altri,  2001);  la  normalizzazione
intermedia della proprietà <he wants to help> prodotta in riferimento all'AGENTE
del  verbo  RESCUE durante  l'evento,  corrisponde  a  <want  to  help>,  mentre
<grateful to all rescuers> propria del  PAZIENTE del verbo RESCUE dopo che
l'azione è avvenuta corrisponde a <grateful to rescuer>. Nelle sezioni successive
(vedi  par.  2.2.5),  si  farà  riferimento  a  questi  elementi  con il  termine  phrase
template.
3. Normalizzazione focale: vengono mantenuti solo i concetti chiave, i  chunk di
contenuto; nel  caso in cui  vi  siano più proprietà focali,  queste  sono separate
tramite  una  virgola.  La  descrizione  <may have  a  god complex>  prodotta  in
riferimento all'AGENTE del  verbo TERRORISE dopo che è avvenuto l'evento,
contiene due proprietà focali <god, complex>. <He wants to share knowldege>
prodotto  per  descrivere  l'AGENTE del  verbo  INSTRUCT prima  che  avvenga
l'azione,  corrisponde  a  due  proprietà  focali  cioè  <share,  knowldege>.  Nelle
sezioni successive (vedi par. 2.2.5), si farà riferimento a questi elementi con il
termine token.
2.2.4 I dataset
Tutti  i  responsi  forniti  dai  soggetti,  insieme  ai  tre  corrispondenti  livelli  di
normalizzazione appena descritti, sono contenuti nel dataset Raw_data; le piattaforme di
crowdsourcig  non permettono di effettuare un controllo diretto né sui soggetti, né su
altre variabili (vedi par. 2.2.1) che invece potrebbero essere controllate negli esperimenti
standard, perciò sono necessarie delle strategie per filtrare i dati ed eliminare il rumore.
Una di queste è già stata messa in atto dal principio, nel momento in cui si è scelto di
selezionare  gli  appartenenti  al  crowd “Highest  quality”;  inoltre  sono  stati  scartati  i
giudizi  di  coloro  che  avessero  impiegato  meno  di  trenta  secondi  per  completare
l'annotazione  della  tripla  verbo-ruolo-fase  temporale  (vedi  par.  2.2.2).  Infine  è
necessario che ogni tripla verbo-ruolo-fase temporale sia descritta da uno stesso numero
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di  annotatori  che,  tuttavia,  non significa che ogni tripla  venga descritta  dallo  stesso
numero di proprietà: ciascun soggetto ha infatti la possibilità di produrre al massimo
dieci feature per tripla. Per questi motivi, sono state scartate le triple  per cui i soggetti
hanno prodotto meno di tre descrizioni valide e sono state selezionate le prime quindici
annotazioni disponibili per ciascuna tripla. 
 In Raw_data sono contenute le seguenti informazioni:
1. ID: numero identificativo del soggetto.
2. Test_questions_score: il risultato del test di comprensione linguistica.
3. Hit_duration:  i  secondi  che  il  soggetto  ha  impiegato  per  completare  la
descrizione della tripla verbo-ruolo-fase temporale.
4. Verb: il verbo target.
5. Role: il ruolo da descrivere, AGENTE o PAZIENTE.
6. Slot: la fase temporale di riferimento, BEFORE, DURING, AFTER.
7. Feature: la descrizione prodotta.
8. Feature_rank: un numero che identifica l'ordine progressivo della proprietà.
9. Normalizzazione_minima: il risultato del processo di normalizzazione minima
(vedi par. 2.2.3).
10. Normalizzazione_intermedia:  il  risultato  del  processo  di  normalizzazione
intermedia (vedi par. 2.2.3).
11. Normalizzazione_focale:  il  risultato  del  processo  di  normalizzazione  focale
(vedi par. 2.2.3).
Dato  che  uno  dei  motivi  cardine  della  nostra  indagine  consiste  nell'osservare  la
distribuzione dei giudizi tenendo in considerazione i fattori “ruolo” e “fase temporale”, i
dati  contenuti  in  Raw_data sono  stati  aggregati  secondo  queste  due  dimensioni  e
abbiamo ottenuto dei dataset nelle forme:
1. verb_role_slot: le proprietà sono state aggregate tenendo in considerazione sia il
ruolo,  sia  la  fase  temporale  di  riferimento.  Il  dataset  contiene  le  seguenti
informazioni:
• Verb: il verbo stimolo.
• Role: il ruolo da descrivere, AGENTE o PAZIENTE.
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• Slot: la fase temporale di riferimento, BEFORE, DURING o AFTER.
• Feature: la descrizione prodotta.
• Frequency:  la  frequenza  con  cui  è  stata  prodotta  quella  descrizione  per
quella tripla verbo-ruolo-fase temporale.
• Average_rank: l'ordine di produzione della proprietà.
1. verb_role: le proprietà sono state aggregate tenendo in considerazione, oltre al
verbo, solo la dimensione “ruolo”. Il dataset contiene le seguenti informazioni: 
• Verb: il verbo stimolo.
• Role: il ruolo da descrivere, AGENTE o PAZIENTE.
• Feature: la descrizione prodotta.
• Frequency: la frequenza con cui è stata prodotta quella descrizione per la
coppia verbo-ruolo, indipendentemente dalla fase temporale di riferimento.
I  dati  risultanti  da ciascuno dei  tre  livelli  di  normalizzazione,  minima,  intermedia e
focale, sono stati aggregati secondo questi due criteri, cioè per verbo-ruolo e per verbo-
ruolo-fase temporale, il che implica la creazione di seguenti sei dataset:
1. Minima_verb_role_slot: contiene i dati ottenuti dalla normalizzazione minima,
aggregati per le dimensioni verbo, ruolo e fase temporale.
2. Intermedia_verb_role_slot:  contiene  i  dati  ottenuti  dalla  normalizzazione
intermedia, aggregati per le dimensioni verbo, ruolo e fase temporale.
3. Focale_verb_role_slot:  contiene  i  dati  ottenuti  dalla  normalizzazione  focale,
aggregati per le dimensioni verbo, ruolo e fase temporale.
4. Minima_verb_role:  contiene  i  dati  ottenuti  dalla  normalizzazione  minima,
aggregati per le dimensioni verbo e ruolo. 
5. Intermedia_verb_role: contiene i dati ottenuti dalla normalizzazione intermedia,
aggregati per le dimensioni verbo e ruolo.
6. Focale_verb_role: contiene i dati ottenuti dalla normalizzazione focale, aggregati
per le dimensioni verbo e ruolo.
Nelle sezioni successive vengono descritte le analisi dei dati contenuti in Raw_data e in
ciascuno dei suddetti dataset e sono illustrate in maniera dettagliata quelle relative ai
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due che includono i risultati del processo di normalizzazione focale (vedi 2.2.3).
2.2.5 Risultati e discussione
2.2.5.1 Raw_data
In  questo  dataset  sono contenuti  tutti  i  responsi  forniti  dai  soggetti  relativamente  a
ciascuna tripla proposta loro, insieme ai tre corrispondenti livelli di normalizzazione,
minima, intermedia, focale, descritti in precedenza (vedi par. 2.2.3).
Questi dati offrono un primo sguardo generale sull'esperimento, dal momento che ci
permettono di far luce su una delle nostre domande di ricerca, quella di verificare se i
soggetti  abbiano capito il  task,  siano stati  in grado di  descrivere in maniera sensata
coloro che prendono parte agli eventi denotati dai verbi e se lo abbiano fatto anche in
relazione  alle  tre  fasi  temporali  di  riferimento.  Dalla  semplice  osservazione
dell'ampiezza  del  dataset,  sembra  che  i  soggetti  non  abbiano  riscontrato  particolari
difficoltà.
Infatti,  in  totale,  i  soggetti  hanno  prodotto  12091  descrizioni  (da  qui  in  poi  anche
proprietà, produzioni, qualità), di cui 11699 sono valide (96.76%), il che significa che
circa il 3% sono stati marcate, durante la fase di normalizzazione, come “da_scartare” e
includono  produzioni  incomprensibili,  oppure  descrizioni  in  cui  il  soggetto  ha
chiaramente confuso il task da svolgere o ha proposto uno dei  filler tipici di un ruolo
(vedi par. 2.2.3).
Di  queste  11699,  3856  sono  prodotte  in  riferimento  alla  fase  temporale  BEFORE
(32.96%), 3941 alla fase DURING (33.69%) e 3902 alla fase AFTER (33.35%), per una
media complessiva di 3899.67 proprietà (σ = 42.55). Dall'osservazione di questi risultati
emerge che  DURING è la fase più descritta, ma non sembra che i soggetti riscontrino
difficoltà  nel  descrivere anche le  altre  due,  per  le  quali  sono infatti  fornite  un gran
numero di proprietà.
Considerando, invece, la dimensione “ruolo”, 5899 (50.42%) sono qualità prodotte in
corrispondenza  del  ruolo  AGENTE,  mentre  5800 (49.58%) descrivono  istanze  verbo-
specifiche di  PAZIENTE, per una media totale di 5849.5 proprietà (σ = 70): ancora una
volta sembra che i soggetti siano in grado di descrivere entrambi i livelli della variabile
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in esame.
Se consideriamo al contempo “ruolo” e “fase temporale”, risulta che ciascuna di queste
ultime  è  descritta  da  una  media  complessiva  di 1949.83  per  ruolo  (σ  =  33.23):
esaminando questi dati più da vicino, emerge che per la fase AFTER sono state fornite, in
media, 1951 proprietà (σ = 21.21), per  BEFORE 1928 (σ = 56.57), infine per  DURING
1970.5 (σ = 7.78).
Il presente dataset è l'unico in cui venga tenuta traccia dei soggetti per mezzo di un
identificativo  univoco:  sfruttando  questo  tipo  di  informazione,  che  perdiamo
inevitabilmente  nel  momento  in  cui  i  dati  vengono  aggregati,  non  solo  è  possibile
quantificare il contributo di ogni singolo partecipante, ma anche calcolare alcune misure
che permettono di trarre conclusioni generali a proposito della performance complessiva
dei soggetti. In media, per esempio, ciascuno di essi ha prodotto 134.47 proprietà (σ =
176.85), in particolare una media di 67.8 per l'AGENTE (σ = 90.8) e 66.67 (σ = 88.73)
per il PAZIENTE.
Ogni  soggetto  ha  prodotto  complessivamente  una  media  di  44.82  descrizioni  per
ciascuno dei tre slot (σ = 59.96), di cui 44.85 per AFTER (σ = 57.19), 44.32 per BEFORE
(σ = 60.48) e 45.3 per DURING (σ = 62.78).
Per le istanze dei venti verbi target, infine, ciascun soggetto ha proposto una media di
6.72 proprietà (σ = 10.32), mentre, nel momento in cui vengono prese in considerazione
le due variabili “verbo” e “fase temporale”, quando cioè viene osservata la distribuzione
in relazione a questi due assi di riferimento, i risultati mostrano che ogni verbo viene
descritto da una media complessiva di 292.48 qualità (σ = 11.64) per ciascuno dei tre
slot temporali BEFORE, DURING e AFTER. 
Ognuno dei venti verbi è stato descritto da una media di 584.95 proprietà (σ = 16.02), di
cui 195.1 per la fase  AFTER (σ = 11.42), 192.8 per  BEFORE (σ = 9.13) e 197.05 per
DURING (σ = 8.92).
Da  questa  prima  analisi  descrittiva  e  superficiale  dei  dati  contenuti  nel  dataset
Raw_data, i soggetti dimostrano di aver capito il task da svolgere, di essere in grado di
descrivere  le  istanze  verbo-specifiche  dell'AGENTE e  del  PAZIENTE dei  venti  verbi
transitivi loro proposti e di farlo tenendo in considerazione il fattore “fase temporale”;
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questi  risultati  parziali  sono conformi a quelli di  McRae e altri  (1997) e a quelli  di
Lebani e colleghi (2015).
2.2.5.2 Verbo-ruolo-fase temporale
In questa sezione vengono descritti i risultati dell'analisi dei dati contenuti nei dataset
Minima_verb_role_slot,  Intermedia_verb_role_slot e  Focale_verb_role_slot (vedi par.
2.2.4).
Minima_verb_role_slot
In  questo  dataset,  sono  contenuti  i  dati  risultanti  dal  processo  di  normalizzazione
minima (vedi par. 2.2.3), aggregati per la tre dimensioni verbo-ruolo-fase temporale, a
partire dal sottoinsieme dei responsi validi contenuti in Raw_data. 
I dati sono organizzati in modo che ciascun type per slot, cioè proprietà distinte valide
per  una  specifica  fase  temporale, sia  separato  dagli  altri;  tuttavia,  l'informazione
riguardante  il  numero  totale  di  descrizioni  fornite  dai  soggetti  viene  mantenuta,  in
quanto ciascun type per slot, nella colonna “Frequency”, è associato alla frequenza con
cui è stato prodotto (vedi par. 2.2.4).
Sono stati prodotti un totale di 11694 token minimi (vedi par. 2.2.3), mentre sono 10224
i  type  per  slot (da  qui  in  poi  anche  proprietà,  responso,  feature);  di  questi,  3381
descrivono  la  fase  temporale  BEFORE (33.07%),  3444  DURING (33.69%)  e  3399
(33.24%)  AFTER; se invece osserviamo la distribuzione per la dimensione “ruolo”, si
ottengono 5330 proprietà totali  nel caso dell'AGENTE (52.13%) e 4894 (47.87%) nel
caso del PAZIENTE. In media risulta, perciò, che ogni fase temporale è stata descritta da
3408 feature (σ = 32.45), mentre AGENTE e PAZIENTE da 5112 (σ = 308.3).
Esaminando, invece, i venti verbi dell'esperimento, emerge che per ciascuno di essi è
stata prodotta, in totale, una media di 511.2 feature (σ = 27.24), mentre, se si osserva al
contempo  il  fattore  “fase  temporale”,  DURING risulta  quella  caratterizzata
maggiormente,  con  una  media  di  172.2  proprietà  (σ  =  13.07),  cui  seguono
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rispettivamente  AFTER, con una media di 169.95 proprietà (σ = 16.18) e  BEFORE con
169.05 (σ = 9.29). 
Sostituendo poi alla variabile “fase temporale” quella del “ruolo”, emerge che AGENTE e
PAZIENTE di  ciascun  verbo  dell'esperimento  sono  stati  descritti  con  una  media
complessiva di 255.6  feature (σ = 19.11), il  primo rispettivamente con una media di
266.5 (σ = 17.27), il secondo invece con una pari a 244.7 (σ = 14.18). 
Infine, trascurando la variabile “verbo” e considerando solo dimensioni “slot” e “ruolo”,
è stata prodotta una media totale di 1704 proprietà (σ = 84.87), AFTER è descritto da una
media di 1699.5 type (σ = 132.23),  BEFORE da 1690.5 (σ = 119.5) e DURING da 1722
(56.57).
Intermedia_verb_role_slot
In questo dataset sono contenuti i dati ottenuti in seguito al processo di normalizzazione
intermedia (vedi par. 2.2.3), aggregati per la tripla verbo-ruolo-fase temporale a partire
dal sottoinsieme dei responsi validi contenuti in Raw_data. 
Complessivamente, sono stati prodotti 11676 phrase template e 9426 type per slot  (da
qui anche  feature, proprietà, responso); di questi ultimi, sono 3114 quelli prodotti per
BEFORE (33.04%), 3176 per DURING (33.69%) e 3136 per AFTER (33.27%), mentre sono
4985 le proprietà per  AGENTE (52.89%) e 4441 per  PAZIENTE (47.11%). In media, per
ogni fase temporale sono state prodotte 3142 proprietà (σ = 31.43) e per ogni ruolo 4713
(σ = 384.67).
Ciascuno dei venti verbi è stato descritto con una media di 471.3 feature (σ = 29.52) e,
considerando contemporaneamente sia la dimensione “verbo”, sia la “fase temporale”,
risulta una media complessiva di 157.1 proprietà prodotte per descrivere ognuna delle
tre (σ = 13.61): in particolare, la fase temporale AFTER dei verbi è stata descritta con una
media di 156.8 proprietà (σ = 17.5), BEFORE con una pari a 155.7 (σ = 10) e DURING
con una uguale a 158.8 (σ = 12.8).
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Osservando la distribuzione per le dimensioni “fase temporale” e “ruolo”, si ottiene una
media complessiva pari a 1571 proprietà (σ = 102.31): AFTER è descritto con una media
pari a 1568 (σ = 151.32), BEFORE a 1557 (σ = 141.42) e DURING a 1588 (σ = 91.92). 
Infine,  AGENTE e  PAZIENTE di  ognuno dei venti  verbi  dell'esperimento ricevono una
media di 235.65 responsi (σ = 22.14), l'AGENTE, in particolare, una media di 249.5 (σ =
18.5), il PAZIENTE di 222.05 (σ = 16.58).
Focale_verb_role_slot
I risultati ottenuti dalle analisi precedenti offrono una panoramica generale a proposito
della  capacità  dei  soggetti  di  compiere  il  task,  ma  è  utile  esaminarli  in  maniera
approfondita, al fine di verificare se le differenze nel numero di descrizioni prodotte per
ruolo,  verbo  e  fase  temporale  siano  statisticamente  significative  e  riflettano
effettivamente  delle  differenze  nel  comportamento  dei  soggetti.  A  tal  fine  viene
utilizzato  il  dataset  Focale_verb_role_slot,  in  cui  sono contenuti  i  dati  risultanti  dal
processo di normalizzazione focale (vedi par. 2.2.3), aggregati per la tripla verbo-ruolo-
fase temporale a partire dal sottoinsieme dei responsi validi listati in  Raw_data. Si è
scelto di compiere analisi dettagliate su questo dataset perché include esclusivamente i
chunk informativi, quelli cioè ricchi di contenuto semantico, ciascuno dei quali viene
associato alla tripla di cui è descrizione. Sfruttando quindi tutti i dati a disposizione, è
possibile misurare concretamente la  performance dei  soggetti  che hanno preso parte
all'esperimento  e  valutare  se  e  dove  sussistano  delle  differenze  significative  nella
descrizione degli stimoli proposti.
In  totale  sono stati  prodotti  12802  token  (vedi  par.  2.2.3),  di  cui  6460 per  AGENTE
(50.46%)  e  6342  per  PAZIENTE (49.54%),  4220  relativamente  alla  fase  BEFORE
(33.07%),  4319  a  DURING (33.62%)  e  4263  ad  AFTER (33.3%).  Anche  se  il  ruolo
AGENTE è descritto da un maggiore numero di token rispetto al PAZIENTE, il test del chi-
quadrato evidenzia che questa differenza non è statisticamente significativa (χ = 1.09,
gd = 1, valore-p = 0.3), per cui segue che non è possibile concludere che esista una
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differenza rilevante nella facilità con cui i soggetti producono descrizioni per AGENTE e
PAZIENTE. Un risultato parallelo si ottiene analizzando la dimensione “fase temporale”,
infatti, anche in questo caso, il test del chi-quadrato mostra che le differenze nel numero
di token prodotti per descrivere ciascuna di esse non sono statisticamente significative (χ
= 1.16, gd = 2, valore-p = 0.56).
Tuttavia,  è  interessante  notare  come,  nel  momento  in  cui  vengono  presi  in
considerazione  non  i  token,  ma  i  type  per  slot  (da  qui  anche  feature,  proprietà,
responso), cioè le proprietà distinte valide per una specifica fase temporale, emerga una
differenza significativa fra AGENTE (5136) e PAZIENTE (4531) (χ = 37.86, gd = 1, valore-
p = 7.588e-10): questo risultato indica che gli  AGENTI verbo-specifici, nel complesso,
sono descritti in modo più ricco rispetto ai PAZIENTI.
Anche nel caso dei type, cioè delle descrizioni distinte prodotte nell'intero dataset che in
questo caso sono 2506, 1434 per l'AGENTE e 1072 per il PAZIENTE, vengono evidenziate
differenze significative fra i due ruoli (χ = 52.29, gd = 1, valore-p = 4.783e-13). 
Quest'ultimo risultato non si replica, invece, per quanto riguarda la distribuzione dei
responsi nelle tre fasi temporali, infatti sebbene DURING (3272) si confermi come quella
descritta con più varietà, seguita da AFTER (3205) e  BEFORE (3190), questa differenza
non raggiunge il livello di significatività (χ = 1.18, gd = 2, valore-p = 0.55).
Sfruttando le  informazioni  riguardanti  le  frequenze  di  produzione  dei  type  per  slot,
emerge che ciascuno è stato prodotto con una frequenza media pari a 1.32 (σ = 0.95): a
conquistare  il  primo  posto  in  termini  di  massima  frequenza  è  <scared>,  proprietà
elencata ben quattordici volte in corrispondenza del PAZIENTE del verbo FRIGHTEN per
la fase  AFTER successiva all'azione; seguono, a pari merito, <happy>, prodotta tredici
volte per il PAZIENTE del verbo ENTERTAIN dopo che è avvenuto l'evento e <scared>,
questa volta in corrispondenza del PAZIENTE del verbo FRIGHTEN mentre l'azione è in
corso.  Scendendo  ancora  nella  classifica  delle  proprietà  più  frequenti,  troviamo
<nervous>, propria del PAZIENTE del verbo INTERVIEW prima che abbia luogo l'azione
e <grateful> in riferimento al PAZIENTE del verbo RESCUE dopo che l'azione è giunta a
compimento. 
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Questi risultati confermano non solo che il task è stato effettivamente compreso, ma
rendono  manifesta  la  capacità  dei  soggetti  di  produrre  proprietà  in  modo  coerente
rispetto a quanto richiesto.
Le proprietà del ruolo AGENTE, in particolare, hanno una frequenza media pari a 1.26 (σ
= 0.74), mentre quelle del PAZIENTE sono state prodotte in media 1.40 volte (σ = 1.13), il
che  spiega  anche  il  motivo  per  cui  le  proprietà  più  frequenti  in  assoluto,  appena
descritte,  siano  tutte  proprie  di  istanze  verbo-specifiche  di  PAZIENTE;  cambiando
prospettiva e osservando la distribuzione per la dimensione “fase temporale”, si ottiene,
per AFTER, una frequenza media pari a 1.33 (σ = 0.97), per BEFORE a 1.32 (σ = 0.92),
infine per DURING uguale a 1.32 (σ = 0.95).
Per determinare quali siano le proprietà più frequenti, cioè quelle elencate molte volte,
si è scelto di restringere temporaneamente il campo d'analisi e analizzare da vicino tutte
quelle descrizioni cui è associata una frequenza maggiore o uguale a due, corrispondenti
al 17.69% del totale (1710): 572 caratterizzano la fase BEFORE (33.45%), 563 DURING
(32.92%) e 575 AFTER (33.63%); 827 descrivono istanze verbo-specifiche dell'AGENTE
(48.36%), mentre 883 quelle del PAZIENTE (51.64%). 
È opportuno tenere presente che si stanno analizzando i  type per slot: ciò equivale al
fatto che a una proprietà p prodotta per la fase BEFORE, per esempio, venga associata la
frequenza di produzione relativamente a quella precisa e determinata fase temporale di
riferimento e questo implica considerarla separatamente rispetto alla proprietà p per la
fase DURING e a p per AFTER. Se, da una parte, questa scelta comporta inevitabilmente
una frammentazione delle frequenze, dall'altra è motivata e giustificata dal fatto che lo
scopo  della  presente  indagine  non  consiste  solamente  nel  verificare  come  siano
distribuite  complessivamente  le  proprietà  nei  due  ruoli,  ma  anche  nel  valutarle  in
relazione alla dimensione “fase temporale”: è proprio questo, infatti,  che permette di
paragonare e confrontare i dati non solo relativamente l'opposizione AGENTE-PAZIENTE,
ma  anche  a  quelle  AGENTE-BEFORE,  AGENTE-DURING,  AGENTE-AFTER e  PAZIENTE-
BEFORE, PAZIENTE-DURING, PAZIENTE-AFTER; in definitiva, diventa analizzabile il grado
di variazione interno alle singole classi  AGENTE e PAZIENTE, esprimibile in termini di
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proprietà acquisite o mantenute al variare della dimensione temporale di riferimento.
Nella tabella seguente, vengono presentati i primi otto type per slot più frequenti, propri
dell'AGENTE e del PAZIENTE del verbo TERRORISE:
Ruolo tematico Feature Frequenza Fase temporale
AGENTE
Bully 
Mean
Angry
Bad
Angry 
Bad
Plan
Frighten
8
5
5
5
4
4
3
3
AFTER
AFTER
BEFORE
BEFORE
AFTER/DURING
DURING
BEFORE
DURING
PAZIENTE
Scared 
Scared
Scared
Afraid
Fear
Terrified
Angry
Anxious
9
8
8
5
4
4
4
3
BEFORE
AFTER
DURING
AFTER/BEFORE
DURING
DURING
AFTER
DURING
Tabella 2.1: Top 8 proprietà per i ruoli del verbo TERRORISE
Dalla  lettura  dei  dati  contenuti  in  tabella,  risulta  evidente  che  sia  l'AGENTE,  sia  il
PAZIENTE sono  caratterizzati  anche  da  alcune  proprietà  valide  per  più  di  una  fase
temporale:  questo  non è  solo  il  caso  di  <angry>,  proprietà  prototipica  di  colui  che
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compie l'azione di spaventare e, in quanto tale, prodotta come sua descrizione per tutti e
tre gli slot temporali, ma anche di <bad> proposta in corrispondenza della stessa entità
nelle  fasi  precedente  e  contemporanea  all'azione.  Per  quanto  riguarda  il  PAZIENTE è
invece  <scared> a occupare le  prime tre  posizioni  per  frequenza  di  produzione  e  a
risultare tipica di colui che subisce l'azione prima che questa avvenga, mentre avviene e
dopo che è avvenuta.
È inoltre  possibile  apprezzare il  grado con cui  istanze diverse di ruolo condividono
alcune proprietà, come nel caso dell'AGENTE e del  PAZIENTE del verbo TERRORISE,
che sono accomunati dall'essere <arrabbiati>/<angry>: il nostro dataset, in aggiunta, ci
permette di stabilire quando lo sono, quando cioè due ruoli così diversi lo sono un po'
meno, in questo caso nella fase AFTER. 
In  definitiva,  non  abbiamo  semplicemente  caratterizzato  le  istanze  verbo-specifiche
dell'AGENTE e del PAZIENTE del verbo in questione, ma lo abbiamo fatto identificando le
fasi temporali in cui sussistono somiglianze e differenze sia separatamente per i due
ruoli, sia all'interno di ciascuna classe.
L'AGENTE e  il  PAZIENTE dei  venti  verbi  risultano descritti  complessivamente da una
media di 241.68 type per slot (σ = 24.75), il primo, in particolare, da una media globale
di 256.8 proprietà (σ = 19.79), il secondo da una media di 226.55 (σ = 19.61); la Figura
2.2 evidenzia questa distribuzione.
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Osservando la Figura 2.2, si nota che l'AGENTE descritto in maniera più ricca è quello
per cui sono state prodotte più di 280 proprietà e corrisponde al verbo LECTURE (287
proprietà),  mentre  quello  descritto  meno  è  quello  per  cui  ne  sono  state  proposte
esattamente 218, cioè RESCUE. Della classe del PAZIENTE sappiamo, invece, che risulta
complessivamente  descritta  con  meno  varietà  rispetto  all'altra:  il  valore  minimo  si
ottiene in  corrispondenza  del  verbo CURE, con 192 descrizioni,  mentre  il  massimo
equivale a 256 proprietà per il verbo FIRE.
Il  test  del  chi-quadrato,  tuttavia,  rivela  che  le  differenze  nel  numero  di  proprietà
prodotte complessivamente per  AGENTE e PAZIENTE per ciascuno dei venti verbi non
raggiungono il livello di significatività (χ = 13.02, gd = 19, valore-p = 0.84), il  che
significa non esiste una relazione fra la variabili “verbo” e “ruolo”.  
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Figura 2.2: Distribuzione proprietà nei due ruoli
Prendendo in considerazione la percentuale di proprietà prodotte almeno due volte sul
totale delle prodotte, il paired student t-test mostra che vi è una differenza significativa
fra  AGENTE e PAZIENTE:  in  particolare,  il  numero  di  queste  ultime  risulta
significativamente  maggiore  nel  caso  del  PAZIENTE (t  =  -5.88,  df  =  19, valore-p  =
1.159e-05), il che conferma, da una parte, che sono descritti con meno varietà, dall'altra
questo risultato può essere interpretato come indice del fatto che alcune coppie verbo-
ruolo sono definite in maniera più omogenea rispetto ad altre (vedi Tabella 2.2). 
VERBO
AGENTE PAZIENTE
Tot type per 
slot
% 
frequenza 
>=2
Tot type per 
slot
% 
frequenza 
>=2
ACCUSE 275 9.09% 214 19.63%
ARREST 259 18.15% 237 18.14%
CONVICT 276 16.3% 220 20.91%
CURE 235 20% 192 23.44%
ENTERTAIN 219 19.63% 209 23.44%
EVALUATE 275 13.09% 253 15.42%
FIRE 260 18.08% 256 17.97%
FRIGHTEN 241 16.6% 207 19.32%
HIRE 244 17.21% 198 23.74%
INSTRUCT 245 16.33% 248 17.34%
INTERROGATE 261 13.41% 236 17.8%
INTERVIEW 270 18.15% 231 20.78%
INVESTIGATE 271 16.97% 239 16.74%
LECTURE 287 14.63% 243 17.28%
PUNISH 243 18.93% 227 23.79%
RESCUE 218 20.64% 206 22.33%
SERVE 271 17.34% 214 20.09%
TEACH 243 17.7% 208 21.63%
TERRORISE 279 8.96% 244 15.98%
WORSHIP 264 14.02% 249 17.67%
Tabella 2.2: Proprietà totali e proprietà con frequenza >= 2
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Il fatto che sussistano delle differenze fra i due ruoli a livello di omogeneità e coerenza
conferma quanto dimostrato nel secondo esperimento da Lebani e altri (2015) poiché,
anche in quel caso, pur avendo tradotto in italiano sedici dei venti verbi oggetto della
presente indagine e aver sostituito gli altri quattro al fine di evitare sovrapposizioni di
significato,  si  evidenziava un maggior  grado di  omogeneità  nel  caso delle  proprietà
prodotte per il PAZIENTE rispetto all'AGENTE (vedi par. 1.4.2).
Nella Tabella 2.2, risulta, per esempio, che per la classe  AGENTE, l'istanza descritta in
maniera più omogenea corrisponde a colui che compie l'azione di salvare (RESCUE)
con  il  20.64% di  proprietà  prodotte  almeno  due  volte;  per  i  PAZIENTI,  invece  (che
tendono  a  essere  descritti  complessivamente  in  maniera  più  omogenea),  il  valor
massimo viene raggiunto nel caso del verbo punire (PUNISH), per il quale il 23.79%
delle proprietà hanno due o più occorrenze. Dall'altro lato della classifica, quello degli
elementi  descritti  in  maniera  meno  omogenea,  troviamo  l'AGENTE del  verbo
TERRORISE e quello di ACCUSE, il  PAZIENTE del  verbo TERRORISE e quello di
EVALUATE: uno dei motivi della minore coerenza può essere la grande variabilità dei
filler dei due ruoli, infatti potenzialmente ognuno può terrorizzare o accusare qualcuno,
così come ciascuno può essere terrorizzato e/o valutato.
Il paired t-test mostra che ci sono differenze significative fra AGENTE e PAZIENTE anche
relativamente alla percentuale di type per slot sul totale dei token prodotti, che risultano
significativamente maggiori nel caso dell'AGENTE (t = 7.69, gd = 19, valore-p = 3.016e-
07), come ulteriore prova del fatto che i soggetti manifestano una maggiore ricchezza
lessicale nel descriverlo.
Analizzando  il  modo  in  cui  le  proprietà  si  distribuiscono  contemporaneamente  per
“ruolo” e “fase temporale” si ottengono i risultati riportati in Tabella 2.3.
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Ruolo
                                   Fase temporale Totale
BEFORE DURING AFTER
AGENTE 1702 1721 1713 5136
PAZIENTE 1488 1551 1492 4531
Totale 3190 3272 3205 9667
Tabella 2.3: Totali per Ruolo e Fase temporale
Il test del chi-quadrato mostra che queste differenze non sono significative (χ = 0.57, gd
= 2, valore-p = 0.75), per cui possiamo concludere che non sussiste una relazione fra le
variabili  “fase temporale” e “ruolo”.  Inoltre  non sono significative le  differenze nel
numero di proprietà prodotte per l'AGENTE nelle tre fasi  temporali  (χ = 0.1, gd = 2,
valore-p = 0.9482) e nemmeno per il PAZIENTE (χ = 1.86, gd = 2, valore-p = 0.3929).
Per verificare se ci siano verbi descritti complessivamente meglio rispetto ad altri, si
osserva  come  le  proprietà  sono  distribuite  in  ciascuno  di  essi.  In  Figura  2.3  viene
proposta una rappresentazione grafica di questo andamento.
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Figura 2.3: Distribuzione delle proprietà per ciascun verbo dell'esperimento
Osservando la Figura 2.3, è evidente come alcuni verbi siano effettivamente descritti in
modo più ricco, cioè per mezzo di un numero maggiore di proprietà distinte rispetto ad
altri:  in fondo alla classifica troviamo RESCUE, ENTERTAIN e CURE, dalla  parte
opposta  figurano  LECTURE,  EVALUATE  e  proprio  TERRORISE,  che  erano  già
risultati  i  verbi  descritti  con massima variabilità  (vedi  Tabella  2.2).  Il  test  del  chi-
quadrato mostra che queste differenze sono statisticamente significative (χ = 48.18, gd
= 19, valore-p = 0.0002415).
Infine, ciascuno dei venti verbi dell'esperimento è stato descritto da una media di 161.12
proprietà in ogni fase (σ =15.69), in particolare con una media di 160.25 per AFTER (σ =
18.69), 159.5 per  BEFORE (σ = 12.16) e 163.6 per DURING (σ = 16.03). Le differenze
nel  numero  di  proprietà  complessive  per  fase  temporale  e  verbo  non  risultano
statisticamente significative (χ = 40.93, gd = 38, valore-p = 0.34).
In definitiva, questi risultati rivelano che l'AGENTE viene descritto in maniera più ricca
rispetto al PAZIENTE; inoltre sussistono delle differenze nel numero di proprietà prodotte
per i venti verbi dell'esperimento. Non sembrano esserci differenze significative, invece,
per quanto riguarda la distribuzione complessiva delle proprietà nelle tre possibili fasi
temporali.  Nelle sezioni successive viene presentata l'analisi dei dati aggregati per le
dimensioni  “verbo”  e  “ruolo”,  al  fine  di  ottenere  una  rappresentazione  della
distribuzione delle proprietà che prescinda dal parametro “fase temporale” e renda conto
dell'opposizione AGENTE-PAZIENTE.
2.2.5.3 Verbo-ruolo 
In questa  sezione vengono presentati  i  risultati  dell'analisi  dei  dati  contenuti  nei  tre
dataset Minima_verb_role, Intermedia_verb_role, Focale_verb_role, ottenuti in seguito
a un processo di aggregazione per le due dimensioni “verbo” e “ruolo” e ignorando
completamente la fase temporale; questi dati offrono una rappresentazione globale dei
due ruoli, permettendo inoltre di tirare le somme relativamente alla capacità dei soggetti
di descrivere sia l'AGENTE, sia il PAZIENTE.  In tutti i dataset descritti a seguire, ciascuna
proprietà, sia essa il risultato della normalizzazione minima, intermedia o focale, viene
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presentata  insieme  alla  frequenza  complessiva  con  cui  è  stata  prodotta  che,  detto
altrimenti, significa sommare le frequenze di occorrenza di quella proprietà per ciascuno
degli  slot  temporali  considerati  precedentemente nei  dataset  Minima_verb_role_slot,
Intermedia_verb_role_slot,  Focale_verb_role_slot.  In  questo  modo,  è  possibile
caratterizzare  definitivamente  e  globalmente  la  classe  dell'AGENTE e  quella  del
PAZIENTE, astraendo dalla fase specifica in cui ciascuna proprietà è stata proposta.
Minima_verb_role
In questo dataset sono contenuti i dati ottenuti mediante il processo di normalizzazione
minima (vedi  par.  2.2.3),  aggregati  per verbo e ruolo,  a partire  dal sottoinsieme dei
responsi validi contenuti in Raw_data. 
Sono stati prodotti un totale di 11694 token minimi, di cui 8760 type per ruolo (a seguire
feature, proprietà, descrizione): con questo termine indichiamo tutte le proprietà distinte
prodotte  come  caratteristiche  di  ciascuno  dei  due  ruoli;  di  questi,  4644  descrivono
l'AGENTE (53.01%) e 4116 il  PAZIENTE (46.99%), per una media totale complessiva di
4380 proprietà per ruolo (σ = 373.35).
Complessivamente,  ogni  verbo  dell'esperimento  è  stato  descritto,  in  media,  da  438
feature  (σ  =  27.22);  osservando  la  distribuzione  contemporaneamente  per  le  due
dimensioni “verbo” e “ruolo”, otteniamo che AGENTE e PAZIENTE sono stati descritti da
una media complessiva di 219 proprietà (σ = 21.07) per ciascun verbo: l'AGENTE, in
particolare, da una media di 232.2 (σ = 18.18), il PAZIENTE invece da 205.8 (σ = 14.65).
Intermedia_verb_role
Il dataset in esame include i dati risultanti dal processo di normalizzazione intermedia
(vedi par. 2.2.3).
Sono stati prodotti un totale di 11676 phrase template, 7616 type per ruolo (a seguire
feature, proprietà, descrizione), di cui 4079 per AGENTE (53.56%) e 3537 per  PAZIENTE
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(46.44%).
Complessivamente, ciascuno dei venti verbi è stato descritto con una media di 380.8
feature (σ = 29.4), mentre i ruoli di ognuno di essi sono caratterizzati da una media di
190.4 proprietà  (σ = 22.32):  l'AGENTE, precisamente,  da una  media  di  203.95 (σ =
19.54), il PAZIENTE, invece, da 176.85 (σ = 15.96).
I risultati contenuti in questa sezione, insieme a quelli della precedente, mostrano che i
soggetti  hanno  prodotto  un  numero  maggiore  di  proprietà  per  descrivere  l'AGENTE
rispetto al PAZIENTE, tuttavia è necessario analizzarli in maniera approfondita al fine di
determinare se esista una reale differenza fra i due ruoli; i risultati di questa analisi sono
presentati nella sezione successiva.
Focale_verb_role
I  dati  contenuti  nel  dataset  Focale_verb_role sono  il  risultato  del  processo  di
normalizzazione focale (vedi par. 2.2.3) e dell'aggregazione per le dimensioni “verbo” e
“ruolo”. Le informazioni in esso contenute offrono una panoramica completa e precisa a
proposito  delle  proprietà  focali,  cioè  dei  chunk ricchi  di  significato,  prodotti  per
descrivere  le  due  istanze  della  dimensione  “ruolo”  per  ciascuno  dei  venti  verbi
dell'esperimento.  Ancora  una  volta,  è  utile  focalizzarsi  su  questi  dati,  in  quanto
rappresentano  il  fulcro  dell'esperimento,  l'informazione  di  contenuto  vera  e  propria,
poiché da essi sono state scartate tutte le parole vuote, quelle cioè prive di contenuto
semantico. Sfruttando le informazioni contenute in questo dataset perciò, è possibile
determinare se le differenze nel modo in cui sono stati descritti l'AGENTE e il PAZIENTE
dei venti verbi siano significative.
I soggetti hanno prodotto un totale di 12802  token, 6460 per l'AGENTE e 6342 per il
PAZIENTE (μ  =  6401,  σ  = 83.44)  e  questa  differenza  non  risulta  statisticamente
significativa  (χ  =  1.09,  gd  =  1,  valore-p  =  0.297)  come  nel  caso  del  dataset
Focale_verb_role_slot (vedi sezione Focale_verb_role_slot, par. 2.2.5.1).
Sono  invece  7290  i  type  per  ruolo (a  seguire feature,  proprietà,  descrizione),  cioè
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elementi univoci e distinti per ciascuna coppia verbo-ruolo. Di questi, 3923 descrivono
l'AGENTE,  mentre 3367 il  PAZIENTE (μ = 3645,  σ = 393.15):  il  test  del  chi-quadrato
dimostra che questa differenza è statisticamente significativa (χ = 42.41, gd = 1, valore-
p = 7.418e-11), con l'AGENTE descritto in maniera più ricca, il che conferma il risultato
ottenuto per il dataset  Focale_verb_role_slot (vedi sezione  Focale_verb_role_slot, par.
2.2.5.1).  Anche nel  caso  dei  type,  cioè  delle  descrizioni  distinte  prodotte  nell'intero
dataset  che  in  questo  caso  sono  2506,  1382  per  l'AGENTE e  1124  per  il  PAZIENTE,
vengono evidenziate differenze significative fra i due ruoli (χ = 26.56, gd = 1, valore-p
= 2.552e-07). 
Le analisi fin qui descritte sembrano confermare la tendenza registrata già nel caso dei
dataset  contenenti  le  proprietà  per  triple  verbo-ruolo-fase  temporale  e  cioè  che,
complessivamente, i soggetti sono in grado di descrivere le due istanze del “ruolo”, ma
che sia l'AGENTE a essere descritto da un maggiore numero di proprietà distinte rispetto
al PAZIENTE.
AGENTE e  PAZIENTE sono  descritti  per  ciascun  verbo  con  una  media  di  182.25
descrizioni (σ = 22.49), il primo, in particolare, con una media complessiva di 196.15
proprietà (σ = 18.31), il secondo con una media di 168.35 (σ = 17.21). Le differenze
riguardanti il numero complessivo di descrizioni prodotte per AGENTE e  PAZIENTE non
sono  significative  (x  =  15.79,  gd  =  19,  valore-p  =  0.67),  per  cui  non  sussiste  una
relazione fra le variabili “ruolo” e “verbo”. 
Analizzando in dettaglio la distribuzione delle proprietà, otteniamo che ciascuna di esse
ha una frequenza media pari a 1.76 (σ = 2.05): è <scared> a conquistare il primo posto
con  una  frequenza  di  produzione,  in  corrispondenza  del  PAZIENTE del  verbo
FRIGHTEN, pari a 32; una delle meno frequenti, per la medesima istanza di ruolo, è
l'hapax <paranoid>. 
In generale,  è bene osservare che è  diretta  conseguenza dalla  scelta di  aggregare le
descrizioni  dei  soggetti  trascurando  la  dimensione  “fase  temporale”,  il  fatto  che  le
frequenze relative di produzione delle proprietà risultino nettamente superiori rispetto a
quelle dei dataset aggregati  per verbo-ruolo-fase temporale: come già sottolineato in
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precedenza infatti, in seguito all'aggregazione per le due dimensioni “verbo” e “ruolo”,
sono state sommate le frequenze di occorrenza registrate per ogni proprietà in ciascuna
delle tre fasi e questo processo ha permesso di osservare i dati in maniera globale, nel
modo che stiamo appunto descrivendo.
La frequenza media delle proprietà per AGENTE equivale a 1.65 (σ = 1.6), mentre quella
del PAZIENTE è maggiore e corrisponde a 1.88 (σ = 2.47): come evidenzia il valore della
deviazione  standard,  alcune  proprietà  del  PAZIENTE si  discostano  maggiormente  dal
valore medio rispetto a quelle dell'AGENTE, sono cioè prodotte molte volte. La frequenza
minima di  produzione è,  ovviamente,  in  entrambi i  casi,  uguale a  uno, mentre  è  la
frequenza massima a essere nettamente differente: la proprietà più prodotta in assoluto
è,  come  già  detto  in  precedenza,  <scared>  con  una  frequenza  pari  a  32  in
corrispondenza  del  PAZIENTE di  FRIGHTEN,  seguita  da  <nervous>,  descrizione  del
PAZIENTE di  INTERVIEW ben ventotto volte e da <happy> propria del  PAZIENTE di
ENTERTAIN ventisette volte; per quanto riguarda l'AGENTE, invece, è <angry>, che ha
frequenza di produzione pari a 20 in corrispondenza del verbo PUNISH.
Questi dati, nel complesso, sembrano confermare quelli ottenuti in precedenza (vedi par.
2.2.5.2),  in  quanto mostrano la  classe del  PAZIENTE risulta descritta meno rispetto  a
quella dell'AGENTE che viene descritta in maniera più ricca.
Prendendo  in  considerazione  le  descrizioni  prodotte  con  una  frequenza  maggiore  o
uguale  a  due,  che  corrispondono  al  29.05%  del  totale  (2118),  risulta  che  1094
descrivono  istanze  verbo-specifiche  di  AGENTE (51.65%),  mentre  1024 di  PAZIENTE
(48.35%). 
Questo  risultato,  opposto  rispetto  a  quello  ottenuto  considerando  il  dataset
Focale_verb_role_slot, sembra mettere in discussione l'opposizione  AGENTE-PAZIENTE
per quanto riguarda il fattore “omogeneità”: in primo luogo però, è bene tenere presente
che  la  distribuzione  delle  frequenze  in  Focale_verb_role è  molto  diversa  rispetto  a
quella in  Focale_verb_role_slot, come conseguenza dei due diversi criteri con cui è
stata effettuata l'aggregazione (vedi par.  2.2.4);  inoltre,  è possibile che il  risultato si
spieghi ulteriormente in considerazione del fatto che la classe del PAZIENTE è quella per
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cui è stato prodotto un numero significativamente minore di type per ruolo. 
Il  paired student t-test mostra che le differenze fra  AGENTE e  PAZIENTE,  relativamente
alla  percentuale  di  proprietà  prodotte  almeno due volte  sul  totale  delle  prodotte  per
ciascun verbo, sono vicine al livello di significatività (t = -2.016, gd = 19, valore-p =
0.058): in particolare, possiamo dedurre che, complessivamente (come mostra il valore
di t), la classe del PAZIENTE venga descritta in maniera più omogenea, come nel caso del
dataset  Focale_verb_role_slot;  tuttavia  non possiamo essere certi  che si  tratti  di  una
differenza realmente significativa nel momento in cui decidiamo di utilizzare il filtro di
frequenza minima pari a due (vedi Tabella 2.4).
VERBO
 AGENTE  PAZIENTE
Tot type % frequenza 
>=2
Tot type % frequenza 
>=2
ACCUSE 213 24.88% 166 28.31%
ARREST 190 30.53% 180 28.89%
CONVICT 204 30.39% 157 35.03%
CURE 175 28% 142 30.99%
ENTERTAIN 176 25% 156 30.77%
EVALUATE 226 23.45% 187 33.16%
FIRE 198 28.28% 188 30.32%
FRIGHTEN 193 25.39% 150 30%
HIRE 180 30% 141 31.91%
INSTRUCT 185 29.73% 197 27.92%
INTERROGATE 196 31.12% 182 25.82%
INTERVIEW 198 32.32% 174 26.44%
INVESTIGATE 208 29.81% 173 32.95%
LECTURE 227 24.23% 181 32.6%
PUNISH 182 28.57% 166 29.52%
RESCUE 155 35.48% 150 30%
SERVE 203 33.5% 161 28.57%
TEACH 191 25.65% 146 38.36%
TERRORISE 224 20.09% 182 30.22%
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VERBO
 AGENTE  PAZIENTE
Tot type % frequenza 
>=2
Tot type % frequenza 
>=2
WORSHIP 199 25.13% 188 28.72%
 Tabella 2.4: Proprietà totali e proprietà con frequenza >= 2
Osservando  i  risultati  in  Tabella  2.4,  emergono  due  elementi:  in  primo  luogo,  la
percentuale di proprietà con frequenza maggiore o uguale a due è globalmente superiore
rispetto al dataset  Focale_verb_role_slot,  ciò è in linea con le aspettative,  proprio in
conseguenza delle scelte compiute in fase di aggregazione (vedi par. 2.2.4); in secondo
luogo,  osservando  la  distribuzione  complessiva  delle  proprietà  per  l'AGENTE e  il
PAZIENTE di  ciascuno  dei  venti  verbi  e  prescindendo  dal  modo  in  cui  i  dati  si
distribuiscono a livello di fase temporale, le differenze fra i due ruoli si affievoliscono: i
PAZIENTI,  infatti,  rimangono globalmente le entità descritte in maniera più omogenea,
ma questa omogeneità sfiora e non raggiunge i livelli di significatività.
Tuttavia,  per  verificare  se  ciò  sia  in  parte  dovuto  agli  effetti  dell'avere  scelto  il
medesimo  filtro  di  frequenza  minima  utilizzato  per  le  analisi  relative  al  dataset
Focale_verb_role_slot,  in  cui  le  frequenze  di  occorrenza  sono  calcolate  tenendo  in
considerazione la dimensione  “fase temporale” (chiaramente, risultano molto inferiori
rispetto  a  quelle  delle  norme  che  si  stanno  analizzando),  si  è  scelto  di  ripetere  le
medesime indagini utilizzando un filtro di frequenza minima superiore e pari a tre. In
questo caso, il  paired student t-test mostra che le differenze fra  AGENTE e  PAZIENTE,
relativamente alla percentuale di proprietà con frequenza maggiore o uguale a tre sul
totale delle prodotte per ciascun verbo, sono significative (t = -2.55, gd = 19, valore-p =
0.01921).
In Tabella 2.5 vengono presentati i dettagli relativi al numero dei token e dei type che
descrivono ciascuna coppia verbo-ruolo, insieme alla  Type Token Ratio [TTR], che ne
indica il rapporto ed è indice della ricchezza lessicale.
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VERBO
AGENTE PAZIENTE
Type Token TTR Type Token TTR
ACCUSE 213 318 0.67 166 318 0.522
ARREST 190 324 0.586 180 319 0.564
CONVICT 204 334 0.611 157 318 0.494
CURE 175 310 0.565 142 311 0.457
ENTERTAIN 176 296 0.595 156 317 0.492
EVALUATE 226 321 0.704 187 332 0.563
FIRE 198 338 0.586 188 349 0.539
FRIGHTEN 193 320 0.603 150 301 0.498
HIRE 180 304 0.592 141 309 0.456
INSTRUCT 185 312 0.593 197 326 0.604
INTERROGATE 196 316 0.62 182 316 0.576
INTERVIEW 198 345 0.574 174 325 0.535
INVESTIGATE 208 335 0.621 173 324 0.534
LECTURE 227 350 0.648 181 310 0.584
PUNISH 182 317 0.574 166 324 0.512
RESCUE 155 307 0.505 150 326 0.46
SERVE 203 334 0.608 161 291 0.553
TEACH 191 325 0.588 146 292 0.5
TERRORISE 224 327 0.685 182 322 0.565
WORSHIP 199 327 0.609 188 312 0.603
Tabella 2.5: Type, token e TTR per agente e paziente di ciascun verbo
Il  paired t-test mostra  che ci  sono differenze significative fra AGENTE e PAZIENTE a
proposito della percentuale di type per ruolo sul totale dei token prodotti, che risultano
significativamente maggiori nel caso dell'AGENTE (t = 7.45, gd = 19, valore-p = 4.785e-
07): questo dato, insieme ai precedenti, conferma ciò che è emerso anche  a proposito
della  percentuale  di  type  per  slot sul  totale  dei  token  prodotti  nel  dataset
Focale_verb_role_slot e prova ulteriormente che sono le istanze verbo-specifiche della
classe AGENTE a essere descritte in maniera più ricca a livello lessicale. 
95
A questo  punto  è  interessante  analizzare  anche  la  distribuzione  complessiva  delle
proprietà nei venti verbi proposti, per determinare se alcuni risultino complessivamente
descritti in maniera più ricca di altri. In Tabella 2.6 sono presentati i dettagli riguardanti
il numero totale di type, token insieme alla TTR per ciascuno dei verbi.
VERBO Type Token TTR
ACCUSE 379 636 0.596
ARREST 370 643 0.575
CONVICT 361 652 0.554
CURE 317 621 0.51
ENTERTAIN 332 613 0.542
EVALUATE 413 653 0.632
FIRE 386 687 0.562
FRIGHTEN 343 621 0.552
HIRE 321 613 0.524
INSTRUCT 382 638 0.599
INTERROGATE 378 632 0.598
INTERVIEW 372 670 0.555
INVESTIGATE 381 659 0.578
LECTURE 408 660 0.618
PUNISH 348 641 0.543
RESCUE 305 633 0.482
SERVE 364 625 0.582
TEACH 337 617 0.546
TERRORISE 406 649 0.626
WORSHIP 387 639 0.606
Tabella 2.6: Totale type, token e TTR per ciascun verbo
Come emerge  dalla  tabella,  ci  sono  delle  differenze  a  livello  di  distribuzione  delle
proprietà per verbo: CURE, HIRE e RESCUE risultano complessivamente descritti in
maniera meno ricca rispetto a LECTURE, EVALUATE, TERRORISE e questi risultati
rispecchiano quelli riscontrati nel caso del dataset  Focale_verb_role_slot (vedi sezione
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Focale_verb_role_slot, par. 2.2.5). 
Il fatto che alcuni verbi siano descritti, complessivamente, in maniera più ricca rispetto
ad altri, può essere dovuto a diversi fattori: in primo luogo, è possibile che sia più facile
caratterizzare il significato di alcuni ruoli verbo-specifici rispetto ad altri e la facilità
potrebbe dipendere dall'esperienza diretta o indiretta dei singoli, cioè dal fatto che essi
hanno  preso  parte  o  hanno  assistito  agli  eventi  denotati  dai  verbi  dell'esperimento;
inoltre è possibile che giochino un ruolo sia il diverso grado con cui gli eventi denotati
dai verbi target hanno effetto sui partecipanti,  sia le proprietà condivise dai  filler di
ciascuno dei due ruoli: per l'evento denotato dal verbo HIRE, per esempio, vi è anche
grande variabilità dei filler, sia nel caso dell'AGENTE, sia nel caso del PAZIENTE. 
2.2.6 Evidenze e conclusioni
Le analisi statistiche descritte nelle sezioni precedenti mostrano che i soggetti sono in
grado  di  descrivere  le  proprietà  dei  filler verbo-specifici  degli  stimoli  proposti,  a
conferma dei risultati ottenuti sia da McRae e colleghi (1997), sia da Lebani e altri
(2015);  sono  inoltre  capaci  di  farlo  tenendo  in  considerazione  il  fattore  “fase
temporale”.
Non sono emerse differenze né relativamente alla facilità con cui i soggetti descrivono
le tre fasi temporali di riferimento, né relativamente alla facilità con cui descrivono i
due ruoli (vedi par. 2.2.5.2).
Tuttavia,  considerando il  numero complessivo  di  type  per  slot,  cioè  l’insieme delle
proprietà distinte valide per descrivere un ruolo in una determinata fase temporale, e
quello dei  type per role, costituito dall’insieme delle proprietà distinte valide prodotte
per ciascun ruolo, sono emerse differenze significative fra AGENTE e PAZIENTE: il primo
risulta  descritto  in  maniera  più  ricca,  mentre  il  secondo  è  caratterizzato  da  meno
proprietà e risulta più omogeneo. Questi risultati vengono confermati ulteriormente nel
momento in cui si considerano le percentuali di proprietà con frequenza maggiore o
uguale a due (vedi par. 2.2.5.2) o maggiore uguale a tre (vedi par. 2.2.5.3) sul totale
delle prodotte. Non sono invece emerse differenze significative nel totale di  type per
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slot prodotti  per  descrivere l’AGENTE e,  separatamente,  il PAZIENTE:  questo significa
che, complessivamente, i soggetti non hanno caratterizzato meglio l’AGENTE nella fase
AFTER, rispetto a quanto hanno fatto per DURING o per BEFORE, e lo stesso vale anche
per il PAZIENTE (vedi par. 2.2.5.2).
Infine, alcuni verbi sono descritti meno rispetto ad altri,  questa differenza è risultata
significativa e può essere spiegata alla luce di diversi  fattori,  quali  la variabilità dei
filler  dei due ruoli, le proprietà che essi condividono e l'esperienza dei soggetti (vedi
par. 2.2.5.1). 
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Capitolo 3. Analisi dei dati distribuzionali
3.1 Premesse
In  psicolinguistica,  le  norme  semantiche  sono  considerate  un  valido  strumento  per
indagare i meccanismi attraverso cui avviene il recupero delle proprietà degli stimoli
che i soggetti hanno il compito di descrivere durante gli esperimenti; i  dati ottenuti,
dopo  essere  stati  sottoposti  a  una  serie  di  elaborazioni  (vedi  par.  2.2.3),  non  solo
vengono analizzati  statisticamente,  al fine di valutare quali e quanti  tipi  di proprietà
siano state prodotte (vedi par. 2.2.5), ma sono anche utilizzati per valutare la plausibilità
di modelli teorici e computazionali basati su feature.
Le norme semantiche, però, presentano dei limiti intrinseci (vedi par. 2.1.1), uno dei
principali è dovuto al fatto che le proprietà altamente distintive che caratterizzano un
elemento  tendono  a  essere  rappresentate  molto  di  più  rispetto  a  quelle  che  lo
accomunano  ad  altri  esemplari  appartenenti  alla  medesima  classe,  hanno  cioè  una
frequenza di produzione nettamente maggiore (Murphy, 2002; McRae, 2005). 
Oltre ai limiti intrinseci però, ci sono altri ostacoli che riguardano sia i costi, sia il tempo
necessario a raccogliere un numero sufficiente di dati (vedi par. 2.2.1) che, in ogni caso,
sono descrizioni di un numero limitato di stimoli (Fagarasan e altri 2015).
Recentemente,  in  ambito  computazionale,  ci  sono  stati  tentativi  di  ricavare  norme
semantiche a partire da corpora (Almuhareb & Poesio, 2004; 2005; Andrews e altri,
2009; Baroni e Lenci, 2008; Barbu, 2008; Baroni e altri, 2010); le performance di tali
modelli,  che permettono di  raccogliere  ingenti  quantità  di  dati  in  poco tempo,  sono
generalmente  valutate  paragonando  i  risultati  alle  proprietà  contenute  nelle  norme
semantiche raccolte tramite esperimenti di laboratorio.
Il ricorso ai dati non controllati contenuti nelle risorse testuali è giustificato, a livello
teorico, dal fatto che essi offrono la possibilità di analizzare gli elementi linguistici in
contesto e permettono di osservare il modo in cui si distribuiscono reciprocamente. 
In questa prospettiva, a partire dall'insieme dei dati contenuti nelle norme semantiche, è
possibile estrarre  automaticamente  informazioni  da  corpora,  in  modo  da  poter
determinare quali e quante proprietà prodotte dai soggetti in risposta agli stimoli loro
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proposti co-occorrano con gli elementi di cui sono descrizione.
Secondo la co-occurrence hypothesis (Miller, 1969; Spence & Owens, 1990, Schulte im
Walde  e  altri,  2008)  infatti,  l'associazione  semantica  si  riflette  nella  co-occorrenza
testuale.
Sfruttando le frequenze di co-occorrenza sono state effettuate molte ricerche in campo
psicolinguistico  e  computazionale,  soprattutto  in  relazione all'ipotesi  distribuzionale,
secondo  cui  il  grado  di  similarità  semantica  di  due  espressioni  è  funzione  della
similarità dei contesti in cui compaiono (Wittegensetin, 1953; Harris, 1954; Firth, 1957;
Deerwester e altri, 1990; Miller & Charles, 1991; Lenci, 2008; Turney & Pantel, 2010).
Alla  luce  di  ciò,  è  possibile  indagare  il  contenuto  semantico  delle  espressioni
linguistiche sfruttando risorse come i corpora, che permettono di osservarne le proprietà
combinatorie (Lenci, 2008). 
Per l'ipotesi distribuzionale debole  (Lenci, 2008), sono le proprietà semantiche delle
espressioni linguistiche a determinarne le proprietà combinatorie; perciò, considerando i
contesti in cui esse ricorrono, è possibile analizzare gli aspetti del significato condivisi
da espressioni con distribuzioni contestuali simili.
Per l'ipotesi distribuzionale forte (Lenci, 2008), invece, la distribuzione delle parole in
contesto ha un ruolo causale nella determinazione del contenuto semantico: la ripetuta
osservazione delle proprietà combinatorie delle espressioni linguistiche determina, in
parte,  la formazione del significato di tali espressioni.
Assumendo la validità  della  co-occurrence hypothesis e delle  ipotesi  distribuzionali,
nelle sezioni successive vengono descritti i criteri in base ai quali sono estratte evidenze
relativamente  alla  distribuzione  delle  proprietà  fornite  dai  soggetti  per  descrivere
AGENTE e  PAZIENTE coinvolti  negli  eventi  denotati  dai  verbi  target  dell'esperimento
(vedi cap. 2).
Proprio per il fatto che stimoli e risposte sono legati semanticamente, si ipotizza  che
osservare  i  verbi  target,  che  sono  verbi  transitivi,  implichi  trovare  anche  le
caratteristiche salienti relative al modo in cui avvengono gli eventi e agiscono coloro
che vi prendono parte.
In primo luogo, viene calcolato il  numero di proprietà contenute nelle norme che si
osservano anche nel corpus di riferimento, entro una certa distanza rispetto al verbo per
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cui sono state prodotte dai soggetti che hanno partecipato all'esperimento (vedi par. 2.2);
la distanza viene stabilita ampliando di volta in volta il contesto di riferimento (vedi par.
3.3.3, par. 3.3.3.1, par. 3.3.3.2). 
I dati risultanti da questo processo sono poi analizzati e paragonati a quelli relativi alla
co-occorrenza  di  parole  non  necessariamente  legate  semanticamente  ed  estratte
casualmente dal corpus (vedi par. 3.3.3.3). 
Vengono poi analizzate complessivamente le frequenze con cui le proprietà dell’AGENTE
e, separatamente, del  PAZIENTE co-occorrono insieme ai verbi di cui sono descrizione
(vedi  par.  3.3.3.4);  seguono le  analisi  della  distribuzione delle  proprietà  per  ciascun
verbo (vedi par. 3.3.3.5) e per verbo e ruolo (vedi par. 3.3.3.5.1).
Successivamente il contesto di riferimento, definito sempre a partire dalla posizione dei
verbi target, viene suddiviso, in modo che possano essere esaminate le frequenze con
cui le proprietà delle norme ricorrono insieme ai verbi di cui sono descrizione nella
frase contenente il verbo target, poi nel contesto sinistro che la precede e nel contesto
destro a essa successivo (vedi par. 3.3.4).
Infine,  viene calcolata  la  forza di  associazione (vedi  par.  3.2.1,  par.  3.3.5) che lega
ciascuno dei verbi target alle parole con cui esso compare nel corpus di riferimento
(vedi par.  3.3.1);  i  dati  così ottenuti  sono poi valutati  per  determinare quante fra le
parole  più  associate  a  ciascun  verbo  corrispondono  a  quelle  che  i  soggetti  hanno
prodotto durante l'esperimento (vedi par. 3.3.5).
Nelle sezioni successive, vengono descritti alcuni modelli computazionali che trovano
fondamento nelle ipotesi appena descritte (vedi par. 3.2); sono poi analizzati in dettaglio
gli strumenti e i metodi tramite i quali sono state effettuate le analisi distribuzionali dei
dati estratti automaticamente dal corpus utilizzato (vedi par. 3.2.1, par. 3.3).
3.2 Applicazioni dell'ipotesi distribuzionale
Nei modelli  semantici  distribuzionali  (Sahlgren,  2006; Padò & Lapata,  2007;  Lenci,
2008; Turney  & Pantel, 2010) le parole target oggetto dell'indagine sono rappresentate
come vettori in uno spazio geometrico e i loro valori corrispondono alla frequenza con
cui ricorrono insieme a elementi contestuali; questi ultimi sono definiti secondo vari
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criteri (vedi par. 3.3.3) e spesso corrispondono alle parole che si trovano entro una certa
distanza stabilita a priori dalle parole target, entro cioè una determinata finestra.
La scelta  della  finestra  e  la  definizione degli  elementi  che la  costituiscono (singole
parole,  frasi  o  interi  documenti;  Padò  &  Lapata,  2007;  Turney  &  Pantel,  2010),
dipendono  dalle  ipotesi  di  ricerca  e  dagli  scopi  delle  analisi:  una  possibilità,  per
esempio,  consiste  nel  considerare  solo  le  parole  appartenenti  a  specifiche  parti  del
discorso e scartare tutte le altre (vedi par. 3.3.3.3); è necessario anche determinare la
direzione del contesto, ovvero decidere se analizzare sia il contesto sinistro, precedente
le parole target, sia il contesto destro a esse successivo, o solo uno dei due (vedi par.
3.3.3, par. 3.3.4).
Alcuni  modelli  sfruttano  gli  spazi  semantici così  costruiti,  al  fine  di  estrarre
automaticamente  norme  semantiche  da  corpora,  partendo  dal  presupposto  che  la
conoscenza derivi, in parte, dalla ripetuta esposizione agli stimoli, cioè dall'osservazione
delle parole in contesto (Andrews e altri, 2009; Lenci, 2008).
Almuhareb e Poesio (2004; 2005) estraggono automaticamente descrizioni di nomi dal
web e mostrano come l'individuazione delle proprietà venga facilitata nel momento in
cui queste sono estratte in termini di relazioni attraverso l'utilizzo di pattern sintattici
come “A is an attribute of C if we can say [V is a/the A of C]”.
Baroni e Lenci (2008) propongono due metodi per l'individuazione e l'estrazione delle
proprietà delle parole target: il primo consiste nel calcolare la frequenza con cui queste
ultime ricorrono insieme alle parole contenute nei contesti di riferimento; il secondo
metodo, chiamato  StruDEL (Structured Dimension Extraction and Labeling), estrae le
proprietà  dei  target  non solo  in  termini  di  co-occorrenza  superficiale, ma attraverso
pattern che siano indice di una relazione semantica: dopo aver effettuato il pos-tagging
del  British National Corpus  (vedi par. 3.3.1), vengono estratti nomi, aggettivi e verbi
legati alle parole target da un connector pattern definito a priori (ad esempio, per mezzo
di un possessivo, una preposizione ecc.). 
Le proprietà così ottenute sono poi ordinate in base al numero di pattern distinti che le
legano alle parole target, in quanto si assume che le relazioni semantiche possano essere
espresse tramite molteplici realizzazioni sintattiche (Baroni & Lenci, 2008). 
Infine, Devereux e altri (2010) cercano di ricavare automaticamente sia le proprietà, sia
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le relazioni che le legano alle parole target, sfruttando il corpus  Wikipedia, arricchito
con  informazione  sintattica;  la  scelta  di  questa  risorsa  è  motivata  dal  fatto  che
l'informazione enciclopedica in esso contenuta, che è creata direttamente dagli utenti,
include  le  proprietà  che  essi  ritengono  rilevanti  per  un  dato  argomento  e  che,
potenzialmente, potrebbero coincidere con quelle che avrebbero prodotto in esperimenti
condotti in laboratorio.
La performance dei sistemi appena descritti viene valutata in relazione a gold standard
rappresentati dai dati contenuti nelle norme semantiche collezionate tramite esperimenti
di laboratorio ed è influenzata dalla selezione del corpus di riferimento,  dalle scelte
relative  al  design  dell'esperimento  e  da  quelle  legate  al  metodo  computazionale
utilizzato per estrarre automaticamente i dati: per questi motivi, è necessario interpretare
i risultati con estrema cautela.
In  definitiva,  ciascun  sistema  presenta  dei  punti  di  forza,  permette  di  estrarre
informazioni pertinenti al task richiesto, ma sono possibili margini di miglioramento
notevoli.
3.2.1 Le misure di associazione
3.2.1.1 Ragioni teoriche
Le frequenze di co-occorrenza offrono la possibilità di osservare il modo in cui le parole
sono distribuite reciprocamente nei vari contesti (vedi par. 3.3.5).
La  co-occorrenza  di  parole  in  una  certa  finestra,  però,  potrebbe  essere  spiegata
semplicemente alla luce del fatto che le parole considerate sono molto frequenti nel
corpus in  cui  si  effettuano le  ricerche  e,  di  conseguenza,  la  co-occorrenza potrebbe
essere dovuta al caso. 
Questo accade, per esempio, per la coppia formata dalle parole della lingua inglese “is”
e “to”, che sono fra le più frequenti nel Brown Corpus10 (Evert, 2007): le strategie che
permettono  di  pesare  la  frequenza  della  coppia  tengono  in  considerazione  anche  le
frequenze assolute delle componenti, cioè il numero di volte che “is” e “to” occorrono
singolarmente all'interno del corpus di riferimento. Disponendo di questa informazione
10 http://www.hit.uib.no/icame/brown/bcm.html
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infatti, si evita di sovrastimare il livello di salienza delle coppie di parole in esame. 
Per  determinare  se  due parole  siano associate  e  quantificarne il  grado,  è  necessario
utilizzare  le  misure  di  associazione  (Sinclair,  1966),  che  stimano  l'associazione
semantica non solo in relazione alla frequenza di co-occorrenza delle componenti, ma
anche in relazione alle frequenze assolute e alla grandezza del campione di riferimento.
Sapere  quanto  la  coppia  co-occorra  nell'intera  popolazione  in  esame  è  infatti
fondamentale per calcolare la misura di  frequenza attesa, che serve come riferimento
per  la  valutazione  della frequenza  osservata,  quella  cioè  che  viene  effettivamente
registrata.  La  frequenza  attesa  di  una  coppia  equivale  al  valore  che  ci  dovremmo
aspettare nel caso in cui i costituenti fossero statisticamente indipendenti, cioè nel caso
in cui la co-occorrenza fosse dovuta al caso (Evert, 2007). 
Le misure di associazione tengono conto di tutti questi fattori: la forza di associazione
fra due parole è maggiore quanto più la frequenza osservata si discosta dalla frequenza
attesa, cioè quanto più spesso esse ricorrono insieme rispetto alle volte in cui ricorrono
l'una indipendentemente dall'altra.
In primo luogo, è necessario stabilire un contesto entro il quale definire la co-occorrenza
(vedi  par.  3.3.3):  per  determinarne  le  frequenze  e  valutare  la  forza  di  associazione
semantica, Evert (2007) definisce tre approcci, ciascuno dei quali dipende direttamente
dalla definizione della finestra di riferimento utilizzata. 
Con  co-occorrenza  superficiale si  fa  riferimento  al  caso  in  cui  due  elementi  co-
occorrono se si trovano entro una finestra di parole. Una volta definite la direzione del
contesto,  in  modo  che  risulti  simmetrico  o  asimmetrico,  la  sua  ampiezza  e  le
componenti (solo parole piene, solo determinate parti del discorso), la frequenza di co-
occorrenza  corrisponde  al  numero  di  volte  in  cui  due  parole  co-occorrono  entro  la
finestra scelta, le frequenze assolute sono stimate considerando le occorrenze multiple
di una parola entro quel contesto e la dimensione del campione è definita dall'insieme
delle parole che lo costituiscono. 
Nel caso della  co-occorrenza testuale, viene scelta una finestra più ampia rispetto al
caso precedente, che spesso equivale alla dimensione del corpus o a un sottoinsieme
determinato di frasi. La frequenza di co-occorrenza corrisponde al numero di volte in
cui due elementi occorrono entro il contesto definito, mentre le frequenze assolute sono
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calcolate  ignorando  il  numero  di  occorrenze  multiple  di  una  parola  nel  contesto
selezionato  e  la  grandezza  del  campione  corrisponde,  appunto,  al  numero  di  frasi
considerate.
Infine, per il caso della  co-occorrenza sintattica, vengono considerate solo le parole
legate da una determinata relazione di tipo sintattico. Nel caso in cui si consideri la
relazione  verbo-oggetto  diretto,  per  esempio,  le  frequenze  assolute  di  occorrenza
corrispondono al  numero di  volte  in  cui  il  verbo in  esame è seguito da un oggetto
diretto;  nel  caso  della  parola  che  costituisce  l'oggetto  diretto,  viene  calcolata  la
frequenza con cui essa costituisce l'oggetto diretto di uno qualunque dei verbi presenti
nel campione di riferimento, che è a sua volta determinato dal numero complessivo di
coppie  per  cui  sussiste  quella  relazione:  la  frequenza  di  co-occorrenza  delle  parole
considerate, perciò, corrisponde al numero totale di volte in cui sussiste fra loro quella
determinata relazione (Evert, 2007).
In definitiva, dopo aver stabilito la finestra di riferimento, le sue caratteristiche e il tipo
di co-occorrenza da analizzare, è possibile stimare il grado di attrazione fra le parole
utilizzando  una  delle  misure  di  associazione  che  sono  presentate  e  descritte  nella
sezione successiva.
3.2.1.2 Misure di associazione
Le misure  di  associazione  misurano la  forza  di  attrazione  reciproca  fra  due parole,
valutando il valore delle frequenze osservate e quello delle frequenze attese: maggiore è
il  valore  della  forza  di  associazione,  maggiore  è  l'attrazione,  viceversa,  minore  è  il
valore dell'associazione, minore è la forza di attrazione reciproca. 
Una fra le molte misure disponibili è la Pointwise Mutual Information [PMI] (Church &
Hanks, 1989). 
Data una matrice parola-contesto  F, contenente  nr righe e  nc colonne, in cui il vettore
riga  fi: rappresenta una parola  wi e il  vettore colonna  f:j equivale a un contesto  cj,  il
valore di  fij corrisponde alla frequenza con cui  wi occorre nel contesto  cj. Supponendo
che nella matrice X siano contenuti i valori ottenuti in seguito all'applicazione della PMI
alla matrice F, il valore dell'elemento xij è definito dalle seguenti operazioni (Turney &
Pantel, 2010, p. 157):
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pij =  
f i , j
∑i=1
nr ∑i=1
nc
f i , j
pi* = 
∑j=1
nc f i , j
∑i=1
nr ∑i=1
nc
f i , j
p*j = 
∑i=1
nr f i , j
∑i=1
nr ∑i=1
nc
f i , j
PMI = log( p i, jpi* , p* j )
La PMI paragona il numero di volte in cui le due parole co-occorrono (il numeratore), al
numero di  volte  in cui  compaiono nel  corpus,  nell'ipotesi  che siano indipendenti.  Il
valore  risultante,  perciò,  misura  quanto  le  due  parole  occorrono  insieme  rispetto  a
quanto ci si aspetterebbe se non vi fosse alcun tipo di legame semantico.
Valori risultanti uguali a zero sono sinonimo di mancanza di associazione, mentre valori
positivi indicano un'associazione che è tanto più forte quanto più i valori si discostano
da zero. Infine, si ottengono valori negativi nel caso in cui la  frequenza osservata sia
inferiore alla frequenza attesa: tale risultato può essere legato al problema della sparsità
dei dati (Bullinaria & Levy, 2007). 
Per superare questo limite, viene utilizzata la  Positive Pointwise Mutual Information
[PPMI],  variazione  della  Pointwise  Mutual  information,  in  cui  tutti  i  valori  di  PMI
minore di zero sono rimpiazzati con zero (Niwa & Nitta, 1994).
Sono molte le misure di associazioni che si possono utilizzare per valutare la forza del
legame fra due elementi (per una rassegna dettagliata vedi Evert, 2007); qualunque sia
la misura scelta per misurare la forza di associazione, è utile creare una lista ordinata dei
dati risultanti per valori di attrazione decrescente, in modo che le coppie maggiormente
associate compaiano per prime nella lista. 
Per interpretare e valutare i valori delle associazioni, ci sono diverse strategie, una delle
quali consiste nella selezione dei primi k elementi della lista ordinata (vedi par. 3.3.5);
l'alternativa  prevede,  invece,  di  definire  una  treshold  o soglia di  riferimento  e
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selezionare tutte le coppie di parole con valori a essa superiori (vedi par. 3.3.5).
Nelle  sezioni  successive  vengono  descritti  in  dettaglio  gli  strumenti  utilizzati  per
estrarre automaticamente i dati dal corpus di riferimento e sono illustrate sia le ragioni
teoriche, sia i risultati delle analisi condotte.
3.3 Analisi dei dati distribuzionali
3.3.1 Il corpus di riferimento
Il  British  National  Corpus11 [BNC]  (Leech,  1992)  è  utilizzato  come  corpus  di
riferimento  per  l'estrazione  delle  frequenze  di  co-occorrenza  di  verbi  e  proprietà
contenute nelle norme semantiche e descritte nelle sezioni successive (vedi par. 3.3.3).
L'ultima edizione è stata rilasciata nel 2007 e include cento milioni di parole di articoli
di giornale, libri, periodici, lettere e trascrizioni di parlato in inglese britannico. Il BNC
è un corpus monolingue,  generale  e  sincronico,  in  quanto  registra  esempi d'uso del
ventesimo  secolo.  Per  il  90%  è  costituito  da  testi  scritti,  classificati  in  base
all'argomento  e  al  supporto,  mentre  il  10%  è  composto  da  trascrizioni  di  parlato,
organizzate per argomento, popolazione e tipo (ambiente controllato o non controllato). 
Il BNC è un corpus generale e bilanciato, creato per essere rappresentativo della lingua
inglese nel suo complesso e viene scelto per valutare modelli linguistici in quanto “[...]
risulta  uno standard  qualitativo de  facto nei  corpora  di  ultima generazione” (Lenci,
2010, p. 38). 
3.3.1.1 La preparazione del testo
I testi contenuti nel BNC sono stati sottoposti a processi di annotazione che hanno il
vantaggio di rendere espliciti i legami e le relazioni che sussistono fra le parole in essi
contenute (Lenci e altri, 2010).
In primo luogo, è stata effettuata l'annotazione morfo-sintattica o  pos-tagging, grazie
alla  quale  ciascuna parola  viene associata  a  una marca che ne esplicita  la  parte  del
discorso nel contesto considerato, permettendo la disambiguazione di casi ambigui (vedi
11 http://www.natcorp.ox.ac.uk/
107
par. 3.3.3, par. 3.3.5). 
Questa annotazione è stata effettuata utilizzando  TreeTagger12,   pos-tagger  creato da
Helmut  Schmid  presso  l'Istituto  di  Linguistica  Computazionale  dell'Università  di
Stoccarda (Schmid,  1994),  valido  strumento  per  l'annotazione  di  corpora  in  molte
lingue, fra cui inglese, francese, tedesco, russo e italiano.
Oltre a fornire indicazioni esplicite relativamente alla parte del discorso cui la parola
appartiene, il sistema può essere sfruttato per compiere il processo di lemmatizzazione,
che  consiste  nell'assegnare  e  aggiungere  a  ogni  parola  il  lemma corrispondente,  ad
esempio l'infinito per i verbi e il maschile singolare per i nomi. 
I processi di pos-tagging e di lemmatizzazione devono essere considerati complementari
dal momento che, se la lemmatizzazione permette di astrarre da specifiche istanze d'uso
di una parola e facilita l'analisi complessiva della sua distribuzione nelle varie forme
flesse, è l'annotazione morfo-sintattica il presupposto per cui essa può avere luogo. 
L'annotazione sintattica successiva è stata effettuata per mezzo del MaltParser13, creato
da Johan Hall, Jens Nilsson e Joakim Nivre presso le università svedesi di Uppsala e
Växjö (Nivre e altri, 2007).
MatlParser è un parser a dipendenze, per cui analizza e descrive le frasi codificando le
relazioni grammaticali fra le parole che le costituiscono (Lenci, 2010).
3.3.2 Le norme semantiche utilizzate
3.3.2.1 Le norme focali
Le analisi  effettuate  sul  corpus di  riferimento sono condotte  a  partire  dai  dati  delle
norme  Focale_verb_role_slot (vedi  par.  2.2.4),  contenenti  i  risultati  dei  processi  di
normalizzazione focale  (vedi  par.  2.2.3) e  di  aggregazione per  le  dimensioni  verbo-
ruolo-fase temporale (vedi 2.2.4) dei responsi validi di  Raw_data (vedi par. 2.2.4): la
scelta  di  utilizzare questo dataset  è  motivata  dal  fatto  che ogni  proprietà è  separata
rispetto alle altre prodotte per descrivere la medesima tripla verbo-ruolo-fase temporale,
12 www.cis.uni-munchen.de/~schmid/tools/TreeTagger
13 http://www.maltparser.org/
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il che ne facilita sia l’identificazione nel corpus, sia il recupero delle informazioni a essa
associate.   
Utilizzando il corpus di riferimento, è perciò possibile osservare la distribuzione delle
proprietà prodotte dai soggetti per descrivere gli stimoli  e calcolare quante e quali si
osservano entro una certa distanza rispetto al verbo per cui sono state prodotte (vedi par.
3.3.3 e successivi).
3.3.2.2 Le norme espanse
Nel  momento  in  cui,  a  partire  dai  dati  contenuti  nelle  norme semantiche,  vengono
effettuate  le  analisi  delle  frequenze  di  co-occorrenza  estratte  automaticamente  dai
corpora, è necessario tenere in considerazione il fatto che nelle risorse testuali il grado
di  ricchezza  lessicale  è  estremamente  maggiore  rispetto  a  quello  delle  norme
semantiche,  in  cui  sono  elencate  le  scelte  lessicali  compiute  dai  soggetti  durante
l'esperimento: per questo motivo, è altamente probabile la perdita di dati utili, cioè di
proprietà  semanticamente  equivalenti  a  quelle  contenute  nelle  norme,  ma  che
possiedono una forma lessicale diversa.
Al fine di  tenere in  considerazione questo fattore,  a  partire  dalle  norme semantiche
contenute nel dataset Focale_verb_role_slot (vedi par. 2.2.4), è stato creato un insieme
di  norme semantiche  espanse,  ottenuto  associando a  ciascuna proprietà  delle  norme
l'insieme di elementi che appartengono al medesimo synset di WordNet (ESSLI Baroni
& altri, 2008). 
WordNet14 è un database semantico-lessicale relazionale creato a Priceton (Fellbaum,
1998) per la lingua inglese, nel quale le parole sono presentate in synset, ossia in gruppi
di sinonimi: i membri dello stesso  synset  esprimono il medesimo concetto e i casi di
polisemia sono rappresentati  tramite l'appartenenza di  una parola  a più  synset. Ogni
synset è caratterizzato sia da una descrizione che ne esplicita il significato, sia da esempi
di  utilizzo.  Il  concetto  espresso  da  un synset è  ulteriormente  definito  in  base  alla
posizione  che  esso  occupa  all'interno  dell'intera  rete  semantica,  è  cioè  determinato
dall'insieme delle relazioni che intercorrono con gli altri synset. 
14 https://wordnet.princeton.edu/
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Nelle norme espanse, all'AGENTE del verbo ARREST, ad esempio, sono associate non
solo la proprietà <violent> contenuta nelle norme focali, ma anche <fierce>, <tearing> e
<vehement>, che in WordNet appartengono allo stesso synset di <violent>; al PAZIENTE
del  verbo  PUNISH,  oltre  alla  proprietà  <vengeful>  prodotta  dai  soggetti  durante
l'esperimento, sono associate anche <revengeful> e <vindictive>, entrambe appartenenti
al medesimo synset di <vengeful>.
3.3.3 Analisi delle co-occorrenze: la finestra simmetrica
Lo scopo  di  questa  prima  indagine  consiste  nel  valutare  il  numero  complessivo  di
proprietà contenute nelle norme (vedi cap.2) che si osservano nel corpus di riferimento
entro una certa distanza rispetto al verbo per cui sono state prodotte dai soggetti che
hanno  partecipato  all'esperimento,  il  che  significa  calcolarne  e  memorizzarne  la
frequenza di co-occorrenza nel corpus.
Si è deciso di costruire una finestra di frasi e modularne l'ampiezza secondo tre criteri:
in primo luogo, si è scelto di associare a ciascuna coppia verbo-proprietà delle norme la
frequenza di  co-occorrenza entro una finestra  corrispondente a  frase singola;  questo
significa  considerare tutte le occorrenze di ciascuno dei verbi target, memorizzarne la
posizione e verificare se all'interno della medesima frase siano attestate anche una o più
proprietà che i soggetti hanno prodotto nell'esperimento per descriverne l'AGENTE e il
PAZIENTE.
Il contesto è stato ampliato, al fine di considerare non solo la frase contenente i verbi
target,  ma  anche  quelle  immediatamente  adiacenti:  è  stata  costruita  una  finestra
simmetrica, in cui sono state inserite anche le frasi precedente e successiva; infine, la
finestra  è  stata  ulteriormente  ampliata  per  includere  le  due  frasi  immediatamente
precedenti e successive a quelle contenenti i verbi target.
In  tutti  questi  casi  viene  costruito,  perciò,  un  contesto  simmetrico,  in  quanto  non
vengono privilegiate  né  la  direzione  destra  né la  sinistra;  inoltre  viene adottata  una
visione cumulativa della finestra, poiché il contesto più ampio, che equivale a cinque
frasi, include anche le frasi che costituiscono i contesti di ampiezza inferiore.
Attraverso la costruzione di una sliding window, è possibile scorrere i testi contenuti nel
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BNC e verificare, in primo luogo, le frequenze di occorrenza dei singoli verbi target, poi
quelle delle proprietà contenute nelle norme e, infine, la co-occorrenza verbo-proprietà.
La scelta di definire una finestra cumulativa è motivata dalla volontà di quantificare il
contributo del contesto, valutando come cambiano le frequenze di co-occorrenza verbo-
proprietà all'aumentare dell'ampiezza del contesto considerato.
3.3.3.1 Analisi delle co-occorrenze: le norme focali
Fra i verbi target, quello che ha la maggior frequenza assoluta di occorrenza è SERVE e,
fra  i  più  frequenti,  troviamo  anche  TEACH,  ACCUSE  e  INVESTIGATE;  i  meno
frequenti sono, invece, INTERROGATE, WORSHIP, CONVICT. In assoluto, il meno
frequente è TERRORISE, che occorre solamente centoquindici volte: data la sua bassa
frequenza si è deciso di non includerlo nelle presenti analisi.
Fra le proprietà focali contenute nelle norme, le più frequenti corrispondono ai concreti
<see>15, <look> e agli astratti <know> e <think>; fra le meno frequenti, troviamo sia
<skillful> e <uninformed>, sia la proprietà concreta <smiley>.
Il grafico in Figura 3.1 rappresenta le percentuali di coppie verbo-proprietà delle norme
focali che co-occorrono nel corpus un numero di volte maggiore o uguale alle quattro
soglie considerate, corrispondenti a valori di frequenza pari a uno (t1), cinque (t5), dieci
(t10)  e  venti  (t20).  La  figura,  inoltre,  mostra  i  risultati  per  ciascuna  finestra  di
riferimento:  il  contesto  di  singola  frase  è  marcato  da  w0,  quello  in  cui  vengono
considerate anche le frasi immediatamente adiacenti alla frase contenente il verbo target
è indicato da w1, infine il contesto più ampio è etichettato da w2.
15 In realtà, quando il verbo <see> significa <comprendere>, denota un’azione astratta.
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I  quattro colori  indicano le  diverse soglie  di  riferimento:  in  blu  viene  presentata  la
distribuzione delle coppie verbo-proprietà delle norme che co-occorrono almeno una
volta (t1), in rosso quella delle coppie con frequenza maggiore o uguale cinque (t5), in
giallo e in verde rispettivamente quella delle coppie con frequenza pari o superiore a
dieci (t10) e a venti (t20).
Osservando complessivamente i risultati emerge che, considerando una finestra pari a
singola  frase,  il  56%  delle  proprietà  focali  delle  norme  co-occorre  con  il  verbo
corrispondente almeno una volta; questo valore cresce, in linea con le aspettative, al
crescere della finestra e raggiunge il valore massimo pari a 72.29% in corrispondenza di
w2, quando cioè la co-occorrenza viene definita in un contesto uguale a cinque frasi. 
Valutando, in maniera congiunta, il variare della distribuzione al variare sia della soglia,
sia della finestra, è evidente come la percentuale di coppie verbo-proprietà  delle norme,
che  si  osservano  nel  corpus,  aumenti  all'aumentare  della  finestra,  ma  diminuisca
all'aumentare della soglia, quando cioè il vincolo sulla frequenza diventa più restrittivo:
il valore massimo, per t1, si osserva in corrispondenza della finestra pari a cinque frasi,
mentre il minimo si ottiene nel momento in cui viene considerata la finestra w0, uguale
a  frase  singola;  quando  il  vincolo  sulla  frequenza  è  il  più  restrittivo  (t20)  e  viene
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Figura 3.1: Percentuali coppie verbo-proprietà in w0, w1, w2
valutato  il  contesto  minimo (w0),  il  14.47% delle  proprietà  delle  norme  focali  co-
occorre insieme ai verbi che descrive: questo valore cresce all'aumentare dell'ampiezza
della finestra, diventa uguale a 25.3% in w1 e a 31.41% in w2.
I  risultati  di  questa  prima  analisi  mostrano  che  molti  verbi  dell'esperimento  co-
occorrono,  nel  corpus,  insieme  alle  proprietà  che  i  soggetti  hanno  prodotto  per
descriverli: l'andamento è in linea con le aspettative, in quanto cresce al crescere del
contesto  considerato,  perciò,  ampliando la  finestra  di  frasi,  è  possibile  osservare  un
numero  maggiore  di  coppie  verbo-proprietà  delle  norme;  è,  però,  inversamente
proporzionale alla frequenza poiché, aumentando la soglia di riferimento, diminuisce il
numero di coppie verbo-proprietà con frequenza di co-occorrenza maggiore o uguale
alla soglia.
Prendendo  in  considerazione  le  proprietà  delle  norme  che  co-occorrono  nel  BNC
almeno una volta insieme ai rispettivi verbi, emerge che non sussiste correlazione fra le
frequenze con cui le proprietà sono state prodotte dai soggetti durante l'esperimento per
descrivere  i  verbi  e  le  frequenze  di  co-occorrenza  verbo-proprietà  estratte
automaticamente  dal  corpus  (rho  =  0.08470393,  valore-p  =  2.483e-08);  non  vi  è
correlazione neppure nel caso in cui vengano considerate solo le coppie verbo-proprietà
che co-occorrono almeno cinque volte nel BNC (rho = 0.08276747, valore-p = 7.079e-
06).
In  definitiva,  i  dati  permettono  sia  di  quantificare  il  contributo  del  contesto,  sia  di
valutarlo in relazione al fattore frequenza di co-occorrenza: il grafico infatti mostra la
distribuzione delle coppie verbo-proprietà delle norme nelle tre finestre di riferimento e
permette  di  valutarne  complessivamente  la  frequenza  di  co-occorrenza  grazie
all’utilizzo  delle  soglie;  infine,  non  vi  è  correlazione  fra  la  frequenza  con  cui  le
proprietà sono prodotte dai soggetti per descrivere i verbi nelle norme e le frequenze di
co-occorrenza verbo-proprietà estratte dal corpus.
3.3.3.2 Analisi delle co-occorrenze: le norme focali espanse
Nella sezione precedente sono state calcolate e analizzate le frequenze di co-occorrenza
delle  coppie  stimolo-responso  del  dataset  Focale_verb_role_slot (vedi  par.  2.2.4):  a
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partire dai dati in esso contenuti, al fine di superare il limite legato alle scelte lessicali
compiute dai soggetti durante l’esperimento (vedi par. 3.3.2), è stato creato un insieme
di norme espanse.
Per valutare quante informazioni rilevanti alla caratterizzazione del significato dei verbi
target siano state perse nel momento in cui sono state analizzate le norme focali (vedi
par. 3.3.3.1), si è deciso di ripetere le medesime analisi per le coppie verbo-proprietà
delle norme espanse.  
Applicando gli stessi procedimenti descritti precedentemente, cioè variando l'ampiezza
della finestra di riferimento da un minimo corrispondente a frase singola, a un massimo
di cinque frasi,  viene calcolata la percentuale complessiva di coppie verbo-proprietà
(espansa) che co-occorrono in ciascuna finestra.
Il grafico in Figura 3.2 rappresenta i risultati ottenuti per tutti i casi esaminati, infatti
mostra  la  percentuale  di  coppie  verbo-proprietà  delle  norme  focali  espanse  con
frequenza di co-occorrenza maggiore o uguale a uno (t1), cinque (t5), dieci (t10) e venti
(t20); come nel caso precedente (vedi par. 3.3.3.1), i risultati vengono presentati per
ciascuna  delle  tre  finestre  di  riferimento  etichettate  da  w0,  w1,  w2,  che  indicano
rispettivamente frase singola, tre e cinque frasi.
Osservando questi dati, emerge chiaramente che, le coppie verbo-proprietà espansa a
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Figura 3.2: Percentuali coppie verbo-proprietà espanse in w0, w1, w2
co-occorrere in ciascuna finestra, aumentano notevolmente rispetto al caso precedente;
questo significa che, valutando le proprietà elencate dai soggetti insieme a tutte quelle
che hanno il medesimo significato ma forma lessicale diversa, aumentano nettamente
sia  il  numero delle  proprietà  che  co-occorrono  con  i  verbi,  sia  le  frequenze  di  co-
occorrenza: l'andamento complessivo è, ovviamente, il medesimo di quello delle norme
non espanse, poiché, anche in questo caso, il totale delle co-occorrenze è direttamente
proporzionale all'aumentare dell'ampiezza della finestra e inversamente proporzionale al
vincolo  imposto  dalle  soglie;  tuttavia,  tenendo  in  considerazione  solo  il  fattore
frequenza,  cioè  le  quattro  soglie,  emerge  che  il  totale  delle  coppie  recuperate  è
notevolmente maggiore rispetto al caso precedente (vedi par. 3.3.3.1). 
Prendendo in considerazione, ad esempio, la finestra w1, quella formata non solo dalla
frase contenente il verbo target, ma anche da quelle adiacenti, precedente e successiva,
circa l'85.5% delle coppie delle norme ha frequenza di ricorrenza maggiore o uguale a
uno, il 69.15% ha frequenza maggiore o uguale a cinque, il 61.22% maggiore o uguale a
dieci e il 51.4% maggiore o uguale a venti.
I  risultati  presentati  in  questa  sezione  evidenziano  come  il  processo  di  espansione
permetta di prescindere dalle scelte lessicali compiute dai soggetti durante l'esperimento
ed estrarre un numero notevolmente maggiore di dati rilevanti per la definizione e la
caratterizzazione del significato delle parole target;  inoltre, insieme ai precedenti (vedi
par. 3.3.3.1), questi dati evidenziano come le risorse testuali siano ricche di contenuto
semantico rilevante alla definizione delle proprietà degli stimoli dell’esperimento. Nel
complesso,  è  perciò lecito  ipotizzare che un numero significativo di  proprietà  che i
soggetti  elencano  per  descrivere  i  ruoli  tematici  verbo-specifici  possa  essere  legato
anche alla ripetuta osservazione delle proprietà combinatorie di tali verbi, ovvero dei
contesti in cui essi ricorrono.
3.3.3.3 Analisi delle co-occorrenze casuali
I risultati presentati nelle sezioni precedenti mostrano che, sfruttando i dati estratti dal
corpus di riferimento e considerando le frequenze di co-occorrenza, è possibile ottenere
evidenze relativamente al  modo in cui le coppie verbo-proprietà si  distribuiscono in
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contesto.
Per valutare il livello di significatività dei risultati,  è però necessario considerare un
altro fattore e cioè le frequenze di co-occorrenza di parole non necessariamente legate
semanticamente: ciò significa verificare quanto i verbi target ricorrano insieme a parole
che  non sono a  essi  associate  nelle  norme,  partendo  dall'ipotesi  che  le  coppie  così
formate abbiano una frequenza di co-occorrenza inferiore rispetto a quelle contenute
nelle  norme  semantiche  e  costituite  da  elementi  fra  i  quali  sussiste  una  relazione
semantica.
Per costruire una baseline di riferimento, che tenga conto della co-occorrenza casuale,
sono  state  estratte  le  frequenze  con  cui  i  verbi  target  ricorrono  insieme a  elementi
estratti  casualmente  dal  BNC, secondo i  seguenti  criteri:  in  primo luogo,  sono stati
selezionati tutti i nomi, gli aggettivi e i verbi presenti nel corpus; l'informazione relativa
alle parti del discorso è disponibile poiché, durante la fase di preparazione del testo, il
BNC è stato sottoposto a un processo di pos-tagging (vedi par. 3.3.1.1).
La scelta di considerare solo le  parti del discorso appena elencate è motivata dal fatto
che  le  proprietà  delle  norme focali,  di  cui  si  indaga la  frequenza  di  co-occorrenza,
appartengono alle  medesime classi:  durante la  fase di  normalizzazione,  infatti,  dalle
norme  focali  sono  state  scartate  preposizioni,  ausiliari,  per  esempio,  in  modo  da
mantenere solo ed esclusivamente gli elementi lessicalmente pieni (vedi par. 2.2.3).
A partire da questo sottoinsieme di parole, sono state create delle norme fittizie in cui
ogni proprietà prodotta in corrispondenza di ciascuno dei verbi target delle norme focali
è stata sostituita con un'altra estratta casualmente dal campione di riferimento. 
Per l'estrazione, è stato imposto un ulteriore vincolo, relativo alla frequenza: le possibili
parole candidate per rimpiazzare le proprietà contenute nelle norme hanno, nel BNC,
frequenza  assoluta  identica  o  simile  a  quella  che  possiede  la  proprietà  che  si  sta
sostituendo.
Il vincolo sulla frequenza è stato applicato in due modi diversi: in un primo caso, le
proprietà focali delle norme sono state sostituite con parole candidate aventi frequenza
assoluta complessiva uguale o simile; nel secondo caso, invece, sono state sostituite con
parole candidate di cui è stata considerata solo la frequenza massima di occorrenza in
ciascuna parte del discorso. Si supponga, per esempio, che nel corpus la parola “drink”
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occorra  cento  volte  in  funzione  di  nome  e  cinquanta  volte  in  funzione  di  verbo:
applicando il primo criterio, “drink” sarà inclusa nel campione delle parole candidate
per  una  proprietà  delle  norme  che,  nel  BNC,  abbia  frequenza  assoluta  pari  a
centocinquanta; nel secondo caso, sarà invece una possibile candidata per le proprietà
delle norme con frequenza assoluta pari a cento.
Le sostituzioni sono avvenute, in entrambi i casi,  without replacement,  cioè sono state
escluse  dall'insieme delle  possibili  candidate  tutte  le  parole  del  corpus  già  usate  in
precedenza per rimpiazzare le proprietà delle norme. 
Inoltre, dall'insieme delle possibili candidate, sono state escluse tutte le proprietà delle
norme già descrizione del verbo le cui proprietà si stanno, di volta in volta, sostituendo.
Dopo  aver  imposto  questi  molteplici  vincoli,  è  stata  utilizzata  la  stessa  procedura
illustrata sia per l'analisi dei dati distribuzionali relativi alle norme focali, sia per quelli
relativi alle norme espanse: sono state calcolate le frequenze di co-occorrenza verbo-
proprietà casuale, ottenute in seguito all'applicazione dei criteri appena descritti, nelle
tre finestre di riferimento.
La rappresentazione  grafica dei  dati  risultanti  dall'applicazione del  primo criterio  di
frequenza  è  presentata  in  Figura  3.3: come nei  casi  precedenti,  l'analisi  è  avvenuta
tenendo in considerazione sia tutte le finestre di riferimento, etichettate da w0, w1, w2,
sia le soglie t1, t5, t10, t20; così facendo, è possibile valutare in maniera cumulativa il
contributo  del  contesto  e  osservare  quante  coppie  occorrano entro  e  oltre  una  certa
soglia  definita  a  priori.  I  dati  risultanti  sono  perciò  direttamente  comparabili  con  i
precedenti (vedi par. 3.3.3.1, par. 3.3.3.2).
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Dall'osservazione  della Figura  3.3,  emerge  che  l'andamento  della  distribuzione  è  il
medesimo dei casi precedenti e questo risultato è in linea con le aspettative: le proprietà
che co-occorrono con i  verbi aumentano all'aumentare dell'ampiezza della finestra  e
diminuiscono  all'aumentare  della  soglia,  quando  il  vincolo  sulla  frequenza  diventa
restrittivo.
Tuttavia,  paragonando  questi  risultati  a  quelli  che  si  ottengono  dall'analisi  delle
occorrenze di verbi e proprietà delle norme (vedi par. 3.3.3.1, par. 3.3.3.2), il numero di
coppie estratte è complessivamente inferiore per ciascuna soglia e finestra considerata.
Per valutare se queste differenze siano significative, è stato utilizzato il  Wilcoxon test,
nella versione paired, sui dati ottenuti in corrispondenza di w2, la finestra più ampia. 
La scelta di effettuare il test statistico solo su questa finestra è motivata dal fatto che
essa, come nei casi precedenti, è definita in maniera cumulativa: questo significa che in
w2 è rappresentata complessivamente la distribuzione delle coppie verbo-proprietà che
occorrono anche nei contesti meno ampi, cioè in w0 e w1.
In primo luogo, sono estratte venti osservazioni per ciascun gruppo, il che equivale a
utilizzare venti soglie di frequenza (da una soglia di frequenza minima uguale a uno, a
una soglia di frequenza minima uguale a venti); dopo aver ripetuto questa operazione
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Figura 3.3: Percentuali coppie verbo-feature random in w0, w1, w2
per estrarre la percentuale di coppie verbo-proprietà che occorrono entro e oltre i valori
stabiliti dalle soglie, sia nel caso delle norme focali, sia nel caso delle norme generate
automaticamente, il  test di Wilcoxon paired ha mostrato che le differenze fra il totale
delle coppie verbo-proprietà delle norme focali e quello delle coppie verbo-proprietà
random sono significative (V = 210, valore-p = 9.569e-05).
Le differenze sono minori per quanto riguarda la soglia pari a uno, ciò significa che
alcune proprietà random co-occorrono insieme ai verbi almeno una volta, anche se in
maniera significativamente inferiore alle coppie contenute nelle norme; inoltre, mano a
mano che  i  vincoli  sulle  frequenze  diventano più  restrittivi,  si  osservano differenze
sempre  maggiori  fra  la  distribuzione  delle  coppie  delle  norme focali  e  quella  delle
norme generate casualmente.
Nella tabella seguente sono presentate le percentuali relative alle coppie verbo-proprietà
estratte casualmente applicando il secondo criterio di selezione delle possibili candidate.
t1 t5 t10 t20
w0 48.87% 25.11% 17.06% 10.28%
w1 60.14% 37.55% 28.13% 20.09%
w2 65.41% 43.83% 34.25% 25.3%
Tabella 3.1: Percentuali coppie verbo-proprietà random, massima frequenza
Dall'analisi dei dati contenuti in tabella risulta evidente che, anche in questo caso, il
numero complessivo delle coppie estratte è inferiore rispetto al caso in cui si utilizzano
le  norme dell'esperimento.  Per  valutare  statisticamente  queste  differenze,  sono state
nuovamente estratte venti osservazioni per ciascuno dei due campioni (norme e norme
generate automaticamente), e il test di Wilcoxon ha mostrato che sono significative (V =
210, valore-p = 9.556e-05).
In definitiva, i dati risultanti dalle analisi descritte evidenziano che, qualunque sia il
contesto  considerato,  i  verbi  contenuti  nelle  norme  focali  ricorrono  un  numero
significativamente  maggiore  di  volte  con  le  proprietà  prodotte  dai  soggetti
dell'esperimento, rispetto a quanto accade nel caso di parole estratte casualmente dal
corpus di riferimento e che abbiano la stessa frequenza assoluta delle proprietà delle
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norme di cui sono sostituzione; ciò sembra confermare la validità della  co-occurrence
hypothesis,  in quanto si evidenzia come l’associazione semantica si rifletta nella co-
occorrenza testuale (vedi par. 3.1).
Segue automaticamente che le differenze aumentano e diventano ancora più nette nel
momento in cui la distribuzione delle norme random viene paragonata a quella delle
norme espanse.
3.3.3.4 Analisi delle co-occorrenze: i due ruoli
Nelle sezioni precedenti sono state presentate e analizzate le frequenze con cui verbi e
proprietà  delle  norme  focali,  delle  norme  focali  espanse  e  delle  norme  generate
casualmente co-occorrono nel BNC.
In  questa  sezione,  invece,  vengono  presentati  i  risultati  delle  analisi  condotte
considerando,  prima,  le  proprietà  dell'AGENTE,  poi  quelle del  PAZIENTE;  sono  state
infatti calcolate le frequenze con cui le proprietà di ciascuno dei due ruoli si osservano
nel corpus di riferimento entro una certa distanza dal verbo per cui sono state prodotte.
Come  nei  casi  precedenti  (vedi  par.  3.3.3.1,  3.3.3.2,  3.3.3.3),  le  frequenze  di  co-
occorrenza verbo-proprietà vengono definite in relazione alle tre finestre di riferimento
w0,  w1,  w2 e  vengono  valutate  utilizzando  le  soglie  t1,  t5,  t10 e  t20;  lo  scopo
dell’indagine consiste nell’osservare come le proprietà si distribuiscano rispetto al verbo
per cui sono state prodotte e nel verificare se, nel corpus, siano le proprietà dell’AGENTE
o quelle del PAZIENTE a ricorrere più spesso con i verbi. 
In primo luogo, perciò, a partire dalle norme focali, sono selezionate solo le proprietà
che descrivono istanze verbo-specifiche dell'AGENTE; variando l'ampiezza della finestra
di  riferimento,  vengono  calcolate  le  percentuali  di  proprietà  dell'AGENTE che  co-
occorrono  insieme  ai  verbi  di  cui  sono  descrizione  in  ciascuna  finestra.  I  risultati
ottenuti per le soglie di frequenza t1, t5, t10 e t20 vengono presentati in Figura 3.4.
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Osservando  la  Figura  3.4,  emerge  che  circa  il  60% delle  proprietà  che  descrivono
istanze  verbo-specifiche  dell'AGENTE co-occorre  con il  verbo corrispondente  almeno
una volta in  w0, la finestra minima: questo valore aumenta, come nei casi precedenti,
all'aumentare dell'ampiezza della finestra di riferimento e raggiunge il valore massimo,
pari a 74.236%,  in w2, la finestra corrispondente a cinque frasi.
Sempre in w2, circa il 55% delle proprietà dell'AGENTE ricorre insieme al verbo di cui è
descrizione almeno cinque volte (t5), mentre in w1, la finestra corrispondente a tre frasi,
questo valore equivale al 48.5%. 
Il valore minimo in assoluto (16.36%) si ottiene quando la finestra corrisponde a una
frase (w0) e la soglia di frequenza è massima (t20): questi risultati sono in linea con le
aspettative e confermano che, la percentuale di coppie verbo-proprietà con frequenza
maggiore  o  uguale  a  ciascuna  soglia  definita  a  priori,  aumenta  all'aumentare
dell'ampiezza della finestra di riferimento e diminuisce nel momento in cui i vincoli
sulla frequenza diventano più restrittivi (t10, t20).
Analizzando  le  proprietà  che  descrivono  istanze  verbo-specifiche  del  PAZIENTE,  si
ottiene una distribuzione complessivamente analoga (vedi Figura 3.5). 
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Figura 3.4: Percentuale di coppie verbo-proprietà agente in w0, w1, w2
La Figura 3.5 mostra che, in corrispondenza di  w2, la finestra massima, circa il 73%
delle proprietà del  PAZIENTE co-occorre insieme ai verbi di cui è descrizione e questo
valore diminuisce al diminuire dell'ampiezza della finestra (corrisponde a 58% in w0).
Per quanto riguarda w1, la finestra corrispondente a tre frasi, il 46% delle proprietà del
paziente co-occorre con i verbi di cui è descrizione almeno cinque volte e questo valore
diminuisce all'aumentare della soglia di frequenza e corrisponde a 25.56% per t20.
Ancora una volta il valore minimo, 15.33%, si registra in w0 per t20 e ciò mostra che,
anche nel caso del  PAZIENTE, si osservano gli effetti congiunti dell'ampliamento della
finestra e dei vincoli imposti sulla frequenza.   
Anche se complessivamente le due distribuzioni sono analoghe, ci sono differenze, in
quanto  le  istanze  verbo-specifiche  dell'AGENTE sono  quelle  le  cui  proprietà  co-
occorrono maggiormente con i verbi di cui sono descrizione: in w2 per t1, la differenza
fra  AGENTE e  PAZIENTE è  minore  (74.236% per  l'AGENTE,  73.81% per  il  PAZIENTE)
rispetto a quella che si osserva, per esempio, in w1 per t5, in cui sono estratte il 48.5%
delle proprietà dell'AGENTE e il 46% delle proprietà del PAZIENTE e in w1 per t1, in cui
vengono recuperate il circa il 59.5% delle proprietà dell'AGENTE, contro il 57.5% delle
proprietà del PAZIENTE.
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Figura 3.5: Percentuale coppie verbo-proprietà paziente in w0, w1, w2
Per verificare se queste  differenze siano significative,  sono utilizzare venti  soglie  di
frequenza (da una soglia di frequenza minima uguale a uno, a una soglia di frequenza
minima  uguale  a  venti),  per  estrarre  le  coppie  verbo-proprietà  dell'AGENTE e  del
PAZIENTE che ricorrono entro e oltre i valori stabiliti dalle soglie: il test di  Wilcoxon
paired mostra che le differenze sono significative, e l’AGENTE è il ruolo per cui sono
estratte dal corpus un maggiore numero di proprietà delle norme (V = 210, valore-p =
9.569e-05). 
Considerando i verbi e le proprietà prodotte dai soggetti per descrivere le istanze verbo-
specifiche dell'AGENTE che co-occorrono nel BNC almeno una volta, emerge che non vi
è correlazione fra le frequenze di produzione di tali proprietà nelle norme e le frequenze
di co-occorrenza verbo-proprietà dell'AGENTE estratte automaticamente dal corpus (rho
= 0.04978232,  valore-p  =  0.009077);  non vi  è  correlazione  neppure  nel  caso  delle
coppie verbo-proprietà del PAZIENTE (rho = 0.04525241, valore-p = 0.02823).
In definitiva, le analisi mostrano, come le precedenti, che il numero di coppie estratte
aumenta  all'aumentare  dell'ampiezza  della  finestra  di  riferimento  e  diminuisce
all'aumentare dei vincoli  sulla frequenza,  cioè all'aumentare della soglia;  inoltre,  nel
corpus di riferimento, sono molte le proprietà a co-occorrere insieme ai verbi di cui
sono descrizione e questo vale sia per quelle che descrivono istanze verbo-specifiche
dell'AGENTE (valore  massimo  pari  a  74.236%  in  w2 per  t1),  sia  per  quelle  che
descrivono istanze verbo-specifiche del  PAZIENTE (valore massimo pari a 73.814% in
w2 per  t1).  Tuttavia,  sussistono  differenze  significative  fra  PAZIENTE e  AGENTE,  in
quanto è possibile estrarre dal corpus di riferimento un maggiore numero di proprietà di
quest'ultimo, per tutte le finestre e soglie di frequenza considerate.
Infine,  non  sussiste  correlazione  fra  la  frequenza  con  cui  i  soggetti  producono  le
proprietà dell’AGENTE nelle norme e le frequenze con cui esse co-occorrono  nel corpus
insieme ai verbi di cui sono descrizione; un risultato analogo si ottiene anche nel caso
delle proprietà PAZIENTE.
3.3.3.5 Analisi delle co-occorrenze: i verbi
Nelle sezioni precedenti  sono state analizzate le frequenze con cui i verbi ricorrono
complessivamente insieme alle proprietà delle norme (vedi par. 3.3.3.4).
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In questa sezione, invece, viene analizzata la distribuzione delle proprietà relativamente
a  ciascun  verbo,  al  fine  di  valutare  quali  siano  i  verbi  dell’esperimento  per  cui  è
possibile ottenere maggiori evidenze dal corpus.
A tal fine, a partire dalle proprietà che descrivono ciascuno dei verbi nelle norme focali,
viene calcolata, in primo luogo, la frequenza con cui tali proprietà ricorrono nel corpus
di riferimento nelle tre finestre simmetriche e cumulative, corrispondenti a frase singola
(w0), tre frasi (w1) e cinque frasi (w2).
Viene poi calcolato il numero totale di proprietà con cui ciascun verbo ricorre almeno
una, cinque e dieci volte (la soglia più restrittiva  t20 non è stata utilizzata per queste
analisi verbo-specifiche).
In Tabella 3.2 vengono presentati i valori percentuali corrispondenti al numero totale di
proprietà che co-occorrono insieme ai verbi almeno una volta (t1), nelle tre finestre w0,
w1 e w2.
VERBO w0 w1 w2
ACCUSE 66.25% 78.64% 82.04%
ARREST 55.89% 68.86% 75.15%
CONVICT 48.3% 59.69% 68.62%
CURE 50.18% 62.46% 64.21%
ENTERTAIN 59.23% 68.99% 72.47%
EVALUATE 57.1% 66.96% 71.59%
FIRE 59.11% 70% 75.29%
FRIGHTEN 53.42% 64.82% 71.66%
HIRE 60.58% 71.53% 75.91%
INSTRUCT 59.56% 68.83% 73.76%
INTERROGATE 23.66% 35.79% 41.42%
INTERVIEW 56.6% 69.5% 75.47%
INVESTIGATE 63.01% 72.78% 75.74%
LECTURE 53.58% 68.48% 73.64%
PUNISH 60.92% 69.87% 75.5%
RESCUE 60% 71.92% 75.38%
SERVE 82.02% 85.94% 91.76%
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VERBO w0 w1 w2
TEACH 77.5% 83.57% 86.43%
WORSHIP 35.2% 48.52% 53.25%
Tabella 3.2: Totale proprietà per verbo in w0, w1, w2 per t1
Dai dati presentati in Tabella 3.2, relativi alla percentuale totale di proprietà prodotte per
descrivere i verbi dell'esperimento che occorrono almeno una volta nelle tre finestre,
emerge che all'aumentare della finestra, aumentano le proprietà che ricorrono insieme ai
verbi  corrispondenti  almeno  una  volta:  nella  finestra  più  ampia,  il  valore  minimo,
uguale al 41.42%, si ottiene per il verbo INTERROGATE, mentre il valore massimo
corrisponde al 91.76%  del verbo SERVE.  
È interessante notare come, per alcuni verbi, sia possibile estrarre dal corpus un gran
numero di proprietà che i soggetti hanno elencato durante l'esperimento: oltre a SERVE,
che è in assoluto il verbo per cui vengono recuperate più proprietà in tutte le finestre,
troviamo,  per  esempio,  TEACH,  ACCUSE,  RESCUE,  INVESTIGATE  ed
ENTERTAIN, con i quali co-occorrono, almeno una volta, più del 70% e dell’80% delle
proprietà delle norme; CONVICT, WORSHIP e INTERROGATE, invece, sono i verbi
per cui vengono estratte meno proprietà. Sussiste una debole correlazione negativa non
significativa fra il numero di proprietà distinte sul totale dei token prodotti per ciascuno
dei  verbi  dai  soggetti  nelle  norme  (vedi  par.  2.2.5.3)  e  la  frequenza  relativa  delle
proprietà che nel corpus co-occorrono almeno una volta insieme a tali verbi (rho = -
0.2105263,  valore-p  =  0.387).  I  risultati  delle  analisi  dei  dati  del  Capitolo  2  (par.
2.2.5.3) mostrano che ci sono differenze fra i verbi nella ricchezza con cui soggetti li
descrivono  nell'esperimento;  emerge  che,  anche  nel  corpus,  ci  sono  differenze  nel
numero  di  proprietà  distinte  che  vengono  estratte  per  i  verbi,  ma  non  è  possibile
correlare queste ultime differenze a quelle che si registrano nelle norme.
Sussiste invece una forte correlazione positiva e significativa fra la frequenza dei verbi
target nel corpus e la frequenza relativa delle proprietà attestate almeno una volta per
ciascun verbo: la correlazione diventa sempre più forte all'aumentare della finestra di
riferimento  e  raggiunge il  massimo in  w2  (rho = 0.754386,  valore-p = 0.0001901);
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questo  risultato  mostra  che  all'aumentare  della  frequenza  del  verbo,  aumenta  la
probabilità di recuperare le proprietà che i soggetti hanno elencato per descriverlo nelle
norme semantiche.
A seguire, nella Tabella 3.3., sono presentati i risultati ottenuti ripetendo le medesime
analisi utilizzando la soglia di frequenza minima pari a cinque. 
VERBO w0 w1 w2
ACCUSE 44.89% 59.97% 61.92%
ARREST 32.03% 45.51% 51.5%
CONVICT 26.46% 35.69% 41.23%
CURE 21.75% 37.54% 44.91%
ENTERTAIN 24.74% 43.9% 50.87%
EVALUATE 35.36% 47.54% 53.33%
FIRE 31.76% 47.35% 53.82%
FRIGHTEN 27.36% 41.04% 48.21%
HIRE 36.86% 53.28% 60.58%
INSTRUCT 33.02% 49.07% 53.7%
INTERROGATE 5.91% 13.91% 18.34%
INTERVIEW 32.39% 45.91% 52.52%
INVESTIGATE 38.46% 54.73% 61.54%
LECTURE 27.79% 42.12% 49.86%
PUNISH 31.13% 44.04% 53.64%
RESCUE 26.15% 46.54% 55%
SERVE 61.76% 73.86% 78.76%
TEACH 57.14% 70% 76.07%
WORSHIP 7.99% 17.46% 23.08%
Tabella 3.3: Totale proprietà per verbo in w0, w1, w2 per t5
Osservando i dati della Tabella 3.3, sono evidenti gli effetti dell’avere utilizzato una
soglia  di  frequenza  maggiore  rispetto  alla  precedente,  in  quanto,  analizzando  la
distribuzione delle proprietà con cui i verbi ricorrono almeno cinque volte, si ottengono
risultati complessivamente inferiori ai precedenti: in  w0 variano da un minimo poco
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inferiore  al  6% per  INTERROGATE,  a  un  massimo uguale  a  61.76% per  il  verbo
SERVE; i valori crescono progressivamente al crescere della finestra di riferimento e
raggiungono  il  massimo  nella  finestra  più  ampia,  in  cui  variano  da  un  minimo  di
18.34% per INTERROGATE, a un massimo di 78.76% per SERVE. 
Vengono infine elencati i risultati ottenuti analizzando le proprietà che co-occorrono,
insieme  al  verbo  di  cui  sono  descrizione,  almeno  dieci  volte  nelle  tre  finestre  di
riferimento (vedi Tab. 3.4).
VERBO w0 w1 w2
ACCUSE 34.06% 47.68% 53.56%
ARREST 23.65% 36.23% 44.61%
CONVICT 19.69% 28.92% 33.23%
CURE 12.98% 26.32% 34.04%
ENTERTAIN 14.29% 25.78% 35.89%
EVALUATE 25.8% 36.81% 44.06%
FIRE 19.71% 36.18% 43.24%
FRIGHTEN 14.66% 28.99% 36.48%
HIRE 20.07% 42.34% 49.27%
INSTRUCT 20.99% 37.46% 43.83%
INTERROGATE 1.48% 6.21% 10.95%
INTERVIEW 24.53% 37.11% 43.71%
INVESTIGATE 32.25% 45.86% 51.48%
LECTURE 20.06% 32.09% 37.25%
PUNISH 19.54% 34.44% 41.39%
RESCUE 14.23% 31.92% 40.38%
SERVE 50.65% 64.38% 71.9%
TEACH 47.5% 62.14% 67.5%
WORSHIP 3.55% 10.95% 14.5%
Tabella 3.4: Totale proprietà per verbo in w0, w1, w2 per t10
Utilizzando  una  soglia  di  frequenza  restrittiva  e  valutando  solo  le  coppie  verbo-
proprietà con frequenza di co-occorrenza uguale o superiore a dieci, i risultati ottenuti
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sono complessivamente inferiori  a quelli  ottenuti  con le  soglie di  frequenza minima
uguale a uno, a cinque, e ciò è in linea con le aspettative; come nei casi precedenti,
inoltre, all'aumentare del contesto, aumentano le coppie verbo-proprietà che ricorrono
con una frequenza maggiore o uguale alle soglie.
Prendendo in  considerazione  le  coppie  verbo-proprietà  con frequenza  di  occorrenza
minima  uguale  a  uno  in  w2,  emerge  che  sussiste  una  correlazione  positiva  non
significativa fra il numero totale di proprietà elencate dai soggetti per descrivere i verbi
dell'esperimento e il numero totale di proprietà estratte dal corpus (rho = 0.3491646,
valore-p = 0.07143).
Qualunque siano le finestre e le soglie considerate, WORSHIP e INTERROGATE sono
i  verbi  per  cui  vengono recuperate  meno  evidenze  dal  corpus:  questo  risultato  può
essere spiegato alla luce del fatto che questi due verbi hanno una frequenza assoluta di
occorrenza molto minore16 rispetto agli altri verbi dell'esperimento (μ = 3211.25;  σ  =
3668.29); inoltre, è bene tenere presente sia che SERVE è, fra i verbi dell'esperimento,
quello che ha la maggiore frequenza assoluta (15924 occorrenze), sia che sussiste una
forte  correlazione  positiva  significativa  fra  la  frequenza  dei  verbi  nel  corpus  e  la
frequenza relativa delle proprietà attestate nel corpus per ciascun verbo (rho = 0.754386,
valore-p = 0.0001901).
In definitiva, i dati ottenuti mostrano che, molte proprietà che i soggetti hanno elencato
durante l’esperimento per descrivere i verbi-stimolo loro proposti, co-occorrono con i
medesimi verbi anche nel BNC; i risultati, insieme ai precedenti (vedi par. 3.3.3.1-par.
3.3.3.4),  evidenziano  come  nelle  risorse  testuali  siano  contenute  molte  delle
informazioni presenti nelle norme e forniscono evidenze a favore della  co-occurrence
hypothesis  e dell’ipotesi  distribuzionale  forte  (vedi  par.  3.1),  poiché  è  possibile
ipotizzare che le proprietà che i soggetti elencano per descrivere i ruoli tematici verbo-
specifici derivino anche dell’osservazione delle proprietà distribuzionali di tali verbi.
16 WORSHIP fass = 369; INTERROGATE fass = 274.
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3.3.3.5.1 Analisi delle co-occorrenze: verbi e ruoli
In  questa  sezione  vengono  presentati  i  risultati  delle  analisi  condotte  in  maniera
congiunta per ruolo e per verbo: per ciascuno dei verbi, si vuole osservare se sussistano
differenze  fra  il  numero  totale  delle  proprietà  dell'AGENTE e  il  numero  totale  delle
proprietà del PAZIENTE che co-occorrono insieme a tali verbi nelle finestre w0, w1 e w2;
i risultati, anche in questo caso, vengono valutati utilizzando le soglie t1, t5 e t10.
Il  paired-t  test,  utilizzato  per  analizzare  le  distribuzioni  in  ciascuna  finestra  e  per
ciascuna soglia, mostra che ci sono differenze significative fra il numero totale delle
proprietà dell'AGENTE e del  PAZIENTE di ciascun verbo, solo nel caso in cui vengano
considerate la finestra w1, pari a tre frasi, e la soglia t10 (t = 2.2097, gd = 18, valore-p =
0.04). 
In Tabella 3.5 sono presentati i dati relativi alla percentuale totale di proprietà che hanno
frequenza maggiore o uguale a dieci per la finestra w1.
VERBO
 AGENTE  PAZIENTE
Tot type % frequenza 
>=10
Tot type % frequenza 
>=10
ACCUSE 102 47.88% 83 50%
ARREST 73 38.42% 66 36.66%
CONVICT 72 35.29% 36 22.93%
CURE 40 22.86% 46 32.29%
ENTERTAIN 46 26.14% 45 28.85%
EVALUATE 88 38.94% 68 36.36%
FIRE 77 38.89% 66 35.12%
FRIGHTEN 66 35% 41 27.33%
HIRE 88 48.88% 53 37.59%
INSTRUCT 72 39.92% 76 38.58%
INTERROGATE 13 6.63% 13 7.14%
INTERVIEW 83 41.91% 64 36.78%
INVESTIGATE 107 51.44% 83 47.98%
LECTURE 74 32.6% 64 35.36%
PUNISH 71 39.01% 58 34.94%
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VERBO
 AGENTE  PAZIENTE
Tot type % frequenza 
>=10
Tot type % frequenza 
>=10
RESCUE 54 34.84% 47 31.33%
SERVE 141 69.46% 100 62.11%
TEACH 127 66.49% 91 62.33%
WORSHIP 25 12.56% 23 12.23%
 Tabella 3.5: Totale proprietà per verbo e ruolo, per t10 e  w1
Come emerge dalla lettura della Tabella 3.5, complessivamente vengono recuperate più
coppie per quanto riguarda l'AGENTE; ciò, tuttavia, non si verifica per i verbi ACCUSE,
CURE,  ENTERTAIN,  INTERROGATE  e  LECTURE:  le  differenze  maggiori  fra
AGENTE e  PAZIENTE si osservano nel caso del verbo CURE con cui ricorrono almeno
dieci volte più del 32% delle proprietà del PAZIENTE, rispetto al 22.86% delle proprietà
dell'AGENTE;  questo risultato conferma come, anche a livello testuale, il  PAZIENTE del
verbo CURE, rispetto all'AGENTE, sia l’entità maggiormente caratterizzata dall’azione
denotata dal verbo (vedi par. 2.2.5.3). Tuttavia, non sussiste correlazione significativa
fra il numero di proprietà distinte sul totale dei token prodotti dai soggetti nelle norme
per descrivere l'AGENTE (vedi par. 2.2.5.3) e la frequenza relativa delle proprietà che lo
descrivono  e  che  nel  corpus  co-occorrono  almeno  una  volta  insieme  ai  verbi  (w2,
AGENTE: rho = - 0.04561404, valore-p = 0.8529); nel caso del  PAZIENTE sussiste una
debole  correlazione  negativa  non  significativa  (w2,  rho  =  -  0.2526316,  valore-p  =
0.2967).
3.3.4 L'analisi del contesto: la direzione della finestra
Nelle  sezioni  precedenti  sono stati  illustrati  i  risultati  dell'analisi  della  distribuzione
delle proprietà prodotte dai soggetti nel contesto dei verbi target.
Tuttavia,  non sono stati  ancora  indagati  i  dettagli  riguardanti  il  modo in  cui  queste
proprietà si distribuiscono rispetto al verbo target.
Al fine di compiere analisi approfondite, viene analizzato tutto ciò che precede le frasi
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contenenti  i  verbi target,  ossia il  contesto sinistro,  poi ciò che è nelle  frasi  target o
centrali  in cui ricorrono i verbi dell'esperimento, infine ciò che segue a esse, cioè il
contesto destro. 
Questa suddivisione per “posizione relativa al verbo target” è motivata dalla volontà di
ottenere dati che siano direttamente comparabili con quelli riguardanti le fasi temporali
contenuti nel dataset delle norme focali: i soggetti durante l'esperimento, i cui dettagli
sono illustrati nel Capitolo 2, hanno infatti fornito le descrizioni degli stimoli proposti in
relazione alle fasi precedente (BEFORE), contemporanea (DURING) e successiva (AFTER)
agli eventi denotati dai verbi presentati. 
Dati il corpus di riferimento e uno qualsiasi dei verbi target, si può ipotizzare che, se la
proprietà precede il verbo (si trova cioè nel contesto sinistro), allora è descrizione della
fase precedente l'evento (BEFORE); se ricorre nel contesto centrale (nella medesima frase
in  cui  ricorre  il  verbo  target),  è  descrizione  della  fase  contemporanea  all'evento
(DURING), infine, se si trova nel contesto destro, è propria della fase a esso successiva
(AFTER). 
È necessario, in primo luogo, prendere in considerazione i verbi e le proprietà che  co-
occorrono almeno una volta in w2, equivalente a cinque frasi: la scelta di questa finestra
è  motivata  dal  fatto  che  non  avrebbe  senso  utilizzare  w0,  la  singola  frase,  da  cui
potrebbero  essere  estratte  evidenze  relative  solo  alle  proprietà  di  tipo  DURING;
parimenti, se considerassimo la finestra w1, perderemmo i dati di w2 utili per le analisi.
In w2, per di più, sono incluse anche le informazioni di w0 e w1, in quanto le finestre
sono sempre definite in maniera cumulativa (vedi par. 3.3.3). 
Per  memorizzare  la  posizione  delle  proprietà  rispetto  al  verbo  target  nel  corpus  e
valutare poi se, ad esempio, una proprietà delle norme prodotta per descrivere un verbo
nella fase precedente l'evento ricorra nel contesto sinistro,  a ciascuna proprietà sono
associate le tre marche temporali BEFORE, DURING e AFTER. 
Dati i verbi target, viene calcolata la frequenza di co-occorrenza della proprietà  p  nel
contesto sinistro, nel contesto centrale e nel destro, similmente a quanto, nelle analisi
dei  dati  delle  norme  descritte  precedentemente,  era  stata  calcolata  e  valutata  la
frequenza assoluta di produzione delle proprietà per fasi temporali (vedi par. 2.2.5.2).
In questo modo, le triple verbo-proprietà-fase temporale estratte automaticamente dal
131
corpus diventano direttamente comparabili con quelle delle norme focali contenenti i
giudizi dei partecipanti all'esperimento.
Per valutare i  dati  estratti  utilizzando il  procedimento appena descritto,  è necessario
verificare  quante  proprietà  dei  verbi  siano  associate  automaticamente  alla  fase
temporale  per  cui  sono  state  prodotte  dai  soggetti  dell'esperimento;  ciò  significa
verificare  se,  ad  esempio,  la  proprietà  <heal>,  che  nelle  norme  descrive  la  fase
successiva del verbo CURE, nel corpus sia attestata nel contesto destro di questo verbo.
Sono  stati  utilizzati  diversi  approcci:  in  primo  luogo,  è  stata  associata,  a  ciascuna
proprietà p delle norme, la frequenza relativa con cui essa co-occorre con il verbo target
nel contesto sinistro, centrale e destro. 
Si supponga che <heal> compaia nove volte in corrispondenza del verbo CURE, una
volta nel contesto sinistro, due volte nel contesto centrale e sei volte nel contesto destro:
la  tripla  CURE-<heal>-BEFORE avrà  frequenza  relativa  pari  a  1/9,  CURE-<heal>-
DURING pari a 2/9, infine CURE-<heal>-AFTER pari a 6/9.    
Una volta calcolate le frequenze relative, sono state utilizzate delle soglie di frequenza
crescente per analizzare le triple estratte e verificare quante fra esse corrispondono alle
triple contenute nelle norme semantiche: in primo luogo sono state considerate tutte le
triple verbo-proprietà-fase recuperate dal BNC aventi frequenza relativa maggiore di
zero; successivamente, il vincolo sulla frequenza è diventato più restrittivo. Tutti valori
risultanti sono presentati in Tabella 3.6.
Soglia Corrispondenti
> 0 48.64%
> 0.1 48.63%
> 0.2 48.91%
> 0.3 48.97%
> 0.4 47.84%
> 0.5 48.90%
> 0.6 49.31%
> 0.7 49.01%
> 0.8 100%
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Soglia Corrispondenti
> 0.9 100%
Tabella 3.6: Soglie e totale triple corrispondenti estratte
Prendendo  in  considerazione  i  risultati  ottenuti  utilizzando  la  soglia  di  frequenza
minima uguale a uno, emerge che il 48.64% delle triple verbo-proprietà-fase estratte
automaticamente dal corpus corrisponde a  quelle contenute nelle  norme semantiche;
mano a mano che la soglia diventa più restrittiva, si riduce il numero di triple valutate,
in  quanto  non vengono considerate  tutte  quelle  con frequenza  relativa  minore  della
soglia. 
Osservando la tabella, è evidente che, nel momento in cui il vincolo sulla frequenza
diventa  massimo  (  >0.8,  >0.9),  tutte  le  triple  verbo-proprietà-fase  recuperate
automaticamente dal corpus corrispondono alle triple verbo-proprietà-fase delle norme. 
Questo risultato può essere spiegato in linea teorica alla luce del fatto che le proprietà
che co-occorrono con i verbi con una frequenza relativa superiore a 0.8 e 0.9 si trovano,
nel corpus di riferimento, quasi solo ed esclusivamente in una delle tre possibili finestre
(sinistra,  centrale,  destra):  non  è  solo  vedere  una  proprietà,  ma  vederla  anche
ripetutamente  in  un  determinato  contesto,  a  poter  essere  indice  del  fatto  che  tale
proprietà sia spiccatamente saliente per il verbo e lo sia soprattutto nella fase temporale
in cui ha frequenza relativa massima.
In definitiva, assumendo che, una proprietà delle norme che si trova nel testo prima del
verbo di cui è descrizione, sia propria della fase precedente l’evento, una che si trova
nella medesima frase contenente il verbo target sia descrizione della fase contemporanea
all’evento,  mentre  una  che  si  trova  dopo  il  verbo sia  descrizione  della  fase  a  esso
successiva,  è  possibile  estrarre  dal  corpus  molte  triple  verbo-fase-proprietà  presenti
nelle  norme:  tutte  le  triple  verbo-fase-proprietà  estratte  automaticamente dal  corpus,
aventi frequenza relativa uguale o superiore a 0.8 e 0.9, sono triple delle norme. Questi
risultati  mostrano,  nel  complesso,  una  sorta  di  iconicità  del  linguaggio,  ossia  di
correlazione  fra  finestra  sinistra/BEFORE,  finestra  centrale/DURING,  finestra
destra/AFTER;  gli  effetti  dell'iconicità  nei  giudizi  di  similarità  semantica espressi  dai
soggetti sono evidenziati in alcuni studi (Lowerse & Jeuniaux, 2008).
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3.3.5 Calcolo della forza di associazione
Nelle  sezioni  precedenti,  sono  stati  illustrati  i  motivi  per  cui  la  frequenza  di  co-
occorrenza non è necessariamente indice dell'esistenza di associazione semantica fra
due parole, infatti è possibile che queste co-occorrano solo perché sono entrambe molto
frequenti nel testo (vedi par. 3.2.1, par. 3.2.1.1). 
Per verificare se esista un'associazione semantica e per quantificarne il grado, vengono
utilizzate le misure di associazione (vedi par. 3.2.1.2): in questo caso, al fine di calcolare
la forza di associazione fra i verbi dell'esperimento e le proprietà contenute nelle norme
espanse, è stata scelta la PPMI (vedi par. 3.2.1.2).
In primo luogo, è necessario definire sia le parole target, sia le parole contestuali: le
prime corrispondono ai verbi del BNC, le seconde ai nomi, verbi, aggettivi e avverbi
che ricorrano con le parole target nelle finestre w0, w1, w2, equivalenti, rispettivamente,
a una, tre e cinque frasi. 
Come da prassi (Evert, 2007), è stato limitato a priori il numero delle parole target e
delle  parole  contestuali:  avendo  a  disposizione  la  lista  contenente  i  verbi  del  BNC
ordinati per frequenza assoluta di occorrenza decrescente, sono stati eliminati errori del
parser e poi sono stati selezionati, fra i verbi restanti, solo quelli con frequenza assoluta
di occorrenza maggiore o uguale a 150. Le parole-contestuali candidate, appartenenti
alle parti del discorso sopracitate, sono state elencate in ordine decrescente di frequenza
assoluta di occorrenza e sono state selezionate le prime 15000 occorrenze.
Per calcolare la forza di associazione fra verbi-target e parole-contestuali, è necessario
creare una matrice per ciascuna delle tre finestre w0, w1 e w2: le colonne conterranno i
verbi-target  selezionati,  le  righe  conterranno con le  parole-contestuali  della  lista  e  i
valori coincideranno con la frequenza con cui ciascun verbo-target co-occorre insieme a
ciascuna parola-contestuale.
A questo punto, è possibile calcolare la forza di associazione fra gli elementi delle tre
matrici create: le matrici risultanti conterranno il valore della forza d'associazione per
ciascuna coppia verbo-target proprietà-contestuale in esse contenute (vedi par. 3.2.1.2).
Selezionando, da ciascuna matrice risultante i verbi dell'esperimento, è possibile, non
solo  recuperare  le  parole  a  essi  più  associate,  ma  anche  valutare  quante  fra  le  più
associate corrispondano alle proprietà contenute nelle norme semantiche.
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A tal  fine,  una  volta  recuperati  i  verbi  dell'esperimento,  è  utile  ordinare  per  valori
decrescenti di PPMI tutte le parole a essi associate: ciò, infatti, permette di verificare
quante e quali  proprietà delle norme siano fra le prime k  parole della lista ordinata;
variando il  valore  di  k,  è  infine  possibile  ampliare  l'insieme di  parole  candidate  da
valutare.
Quando k equivale a cinque vengono considerate solo le prime cinque parole candidate
associate  a  ciascun  verbo:  in  w0,  per  esempio,  le  prime  cinque parole  associate  a
TEACH  sono,  in  ordine  di  associazione  decrescente,  <postgraduate>,  <medrese17>,
<chimpanzee>,  <lesson>,  <instructor>.  Di  queste,  <lesson>  e  <instructor>
corrispondono  a  proprietà  contenute  nelle  norme  semantiche  in  corrispondenza  del
verbo  in  esame.  Nel  caso  del  verbo  PUNISH,  invece,  troviamo  <wickedness>,
<renege>,  <perpetrator>,  <offender>  e  <superego>:  fra  queste,  <wickedness>,
<offender>  sono  fra  le  proprietà  delle  norme  prodotte  in  corrispondenza  del  verbo
PUNISH.
Ripetendo la medesima operazione per ciascuno dei verbi dell'esperimento, è possibile
osservare le  parole  a  essi  più associate  e  memorizzarne il  numero,  per  poi  valutare
complessivamente quante,  fra le  parole  candidate considerate,  coincidano con quelle
contenute nelle norme dell'esperimento (vedi par. 3.3.4).
In Tabella 3.7, è presentato il numero totale delle parole più associate che coincidono
con le proprietà delle norme, ottenuti al variare di  k per  la finestra w0. Nelle colonne
“Match” sono contenuti i valori percentuali corrispondenti.
k = 5 k = 10 k = 15 k = 20 k = 25
Tot Match Tot Match Tot Match Tot Match Tot Match
13 13.68% 23 12.1% 36 12.6% 48 12.6% 56 11.78%
Tabella 3.7: Totale e percentuale recuperati presenti nelle norme al variare di k (w0)
I  dati  risultanti  mostrano che  il  numero  totale  di  parole  candidate,  che  sono anche
proprietà delle norme, aumenta all'aumentare dei valori di  k: questo è in linea con le
17 La parola “medrese” (“madrasah” o “madrasa”) indica un'istituzione scolastica in cui
viene insegnata la religione islamica (Collins English Dictionary).
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aspettative poiché aumentando la grandezza del campione delle parole candidate, cioè
procedendo per valori decrescenti di forza di associazione, aumenta la probabilità di
recuperare un maggior numero di proprietà presenti nelle norme.
I valori percentuali variano da 11.78% a 13.68% e sono massimi nel contesto minimo,
quando vengono cioè considerati solo i primi cinque elementi più associati a ogni verbo;
diminuiscono invece all'aumentare della grandezza del campione delle parole candidate.
Il verbo, per cui utilizzando il campione più ampio, cioè k pari a venticinque, vengono
recuperate  il  maggior  numero  di  evidenze  è  PUNISH,  seguito  da  WORSHIP  e
FRIGHTEN.
Considerando, invece, i dati risultanti dall'applicazione della PPMI alle frequenze con
cui  i  verbi  target  dell'esperimento  ricorrono  con  le  parole  contestuali  definite  nella
finestra  w1, non viene recuperata alcuna proprietà prodotta dai soggetti per descrivere
TEACH. Questo risultato può essere spiegato considerando i criteri in cui sono state
calcolate le frequenze di co-occorrenza: nel caso di w0, le parole contestuali sono quelle
che  ricorrono  nella  medesima  frase  contenente  il  verbo  target;  la  frequenza  di  co-
occorrenza di una coppia di parole equivale,  perciò,  al  totale delle volte in cui essa
ricorre considerando solo le frasi contenenti il verbo target in esame. Nel caso di  w1,
invece, le parole contestuali sono definite in un contesto più ampio, pari a tre frasi: la
frequenza di occorrenza di una coppia equivale, perciò, al totale delle volte in cui questa
ricorre  non  solo  nella  frase  contenente  il  verbo  target,  ma  anche  in  quelle
immediatamente adiacenti, a sinistra e a destra. 
Alla luce di ciò, è evidente che anche i valori della forza di associazione cambiano,
proprio perché cambiano i valori delle frequenze di co-occorrenza e il modo in cui la
co-occorrenza viene definita.
Nel  caso del  verbo TEACH, le  parole  ad esso più associate  nel  contesto  w1,  per  k
uguale a  cinque,  sono <postgraduate>, <medrese>,  <chimpanzee> (che,  non a  caso,
erano risultate le più associate in assoluto anche nel contesto w0), seguite da <syllabus>
e <dissertation>: le prime tre, come era già emerso, non sono fra le proprietà contenute
nelle norme; in  w0, le ultime due, cioè <lesson> e <lecturer>, erano fra le proprietà
prodotte dai soggetti per descrivere TEACH, invece <syllabus> e <dissertation> non lo
sono.
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Questi dati mostrano quanto sia importante definire il contesto di riferimento e valutare
gli effetti che questa scelta produce non solo sulle frequenze di co-occorrenza, ma anche
sul calcolo della forza di associazione.
I dati relativi al numero totale di parole candidate contenute nelle norme e i rispettivi
valori percentuali al variare di k nella finestra w1 sono presentati in Tabella 3.8.
k = 5 k = 10 k = 15 k = 20 k = 25
Tot Match Tot Match Tot Match Tot Match Tot Match
12 12.63% 24 12.63% 35 12.28% 49 12.89% 57 12%
Tabella 3.8:  Totale e percentuale recuperati presenti nelle norme al variare di k (w1)
Se paragonati ai precedenti, questi risultati mostrano che, complessivamente, l'aumento
della dimensione nella finestra di riferimento che, in questo caso, è pari a tre frasi, non
ha molti effetti sul numero totale di parole recuperate più associate che corrispondono
alle proprietà contenute nelle norme. I valori percentuali aumentano, infatti, solo per k
uguale a 20 e k uguale a 25, quando cioè i campioni di parole candidate sono i più ampi.
Infine, esaminando i risultati dall'applicazione della PPMI alle frequenze con cui i verbi
target dell'esperimento ricorrono con le parole contestuali definite nella finestra w2, cioè
nel contesto più ampio possibile, si ottengono i valori contenuti in Tabella 3.9.
k = 5 k = 10 k = 15 k = 20 k = 25
Tot Match Tot Match Tot Match Tot Match Tot Match
14 14.7% 26 13.68% 34 11.9% 40 10.5% 50 10.5%
Tabella 3.9:  Totale e percentuale recuperati presenti nelle norme al variare di k (w2)
Come si evince dalla lettura dei dati della Tabella 3.9, rispetto ai due casi precedenti, fra
le  prime  cinque  e  dieci  parole  più  associate,  sono  presenti  un  maggior  numero  di
proprietà  delle  norme: in questo caso,  i  valori  percentuali  sono i  massimi registrati;
tuttavia, diminuiscono, per k pari a 15, 20 e 25, rispetto a quelli ottenuti in w0 e w1. 
Questo  risultato  può  essere  spiegato  alla  luce  di  diversi  fattori:  in  primo luogo,  la
finestra w2 è la più ampia fra quelle considerate, viene perciò valutata la co-occorrenza
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di un maggiore numero di parole e ciò segue direttamente dal modo in cui viene definita
la frequenza di co-occorrenza (vedi par. 3.3.3); decidendo di prendere, come candidate,
le prime cinque o dieci parole, troviamo più proprietà delle norme rispetto a ciò che
accade in w0 e w1. Tuttavia, nel momento in cui vengono considerate le prime quindici,
venti  e  venticinque  candidate  più  associate,  aumenta  anche la  possibilità  di  trovare
parole che denotano proprietà diverse rispetto a quelle dei casi precedenti: si stanno
infatti valutando in maniera congiunta gli effetti di ciò che accade in w2, il contesto più
ampio, quando aumentano anche i valori di k.
Per interpretare i risultati descritti, è bene effettuare le stesse considerazioni sfruttando
non le norme espanse, ma quelle random già utilizzate in precedenza per costruire la
baseline di valutazione delle frequenze di co-occorrenza di verbi e proprietà delle norme
dell'esperimento (vedi par. 3.3.3.3).
Al variare di k e della finestra di riferimento, sia essa w0,  w1, w2 si ottengono valori
percentuali  fra  0.1%  e  0.6%;  valutando  i  risultati  in  relazione  alle  norme  focali
dell'esperimento si ottengono, invece, valori  percentuali  che variano da un minimo di
4% a un massimo di 5% per k uguale a 5 in w2 e k uguale a 25 in w1.
Nel complesso, i risultati mostrano che, utilizzando la PPMI, è possibile estrarre dal
corpus coppie verbo-target  parola-contestuale  la  cui  forza di  associazione riflette  un
legame  di  tipo  semantico  (si  veda  il  caso  di  TEACH);  utilizzando  tre  dataset  di
riferimento, contenenti norme espanse, norme random e norme focali dell'esperimento,
si evidenzia il problema relativo alla ridotta ricchezza lessicale delle norme semantiche,
che,  tuttavia,  non impedisce di  ottenere  valori  nettamente superiori  rispetto  a  quelli
ottenuti con le norme random; inoltre, è evidente che, nel caso delle coppie delle norme
random, costituite dai verbi target dell'esperimento e da pseudo-proprietà sostituite a
quelle  contenute  nelle  norme (vedi  par.  3.3.3.3),  la  casualità  si  riflette  nella  ridotta
associazione. 
3.4. Discussione dei risultati 
Nelle sezioni precedenti sono state descritte le analisi delle frequenze con cui i verbi
dell'esperimento co-occorrono con le proprietà che sono state proposte dai soggetti per
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descriverli; la co-occorrenza è definita in relazione a tre finestre, corrispondenti a una,
tre e cinque frasi (vedi par. 3.3.3). A partire dalle frequenze di co-occorrenza, è stata poi
calcolata e analizzata la forza di associazione fra verbi e proprietà (vedi par. 3.3.5).
I  risultati  delle  prime  analisi  (vedi  par.  3.3.3.1,  par.  3.3.3.2)  evidenziano  che,
complessivamente,  molte  coppie  verbo-proprietà  delle  norme  ricorrono  in  tutte  le
finestre considerate: il numero cresce al crescere dell'ampiezza della finestra, infatti in
w2, la più ampia, con i verbi co-occorre almeno una volta il 72.29% delle proprietà
contenute nelle norme. 
Nel  momento  in  cui  vengono posti  vincoli  più restrittivi  sulla  frequenza  minima di
occorrenza, invece, diminuisce il numero di coppie recuperate.
Questi risultati sono stati paragonati a quelli ottenuti, compiendo le medesime analisi,
per i dati del dataset contenente le norme espanse per mezzo di WordNet (vedi par. 3.3.2,
par.  3.3.3.2):  i  risultati  delle  analisi  mostrano  quanto  le  scelte  lessicali  dei  soggetti
influiscano nel calcolo delle frequenze di co-occorrenza; in  w2, per esempio, circa il
90%  delle  coppie  verbo-proprietà  espansa  co-occorre  almeno  una  volta  (contro  il
72.29% precedente). 
È stata poi creata una baseline di riferimento, costituita dalla frequenza di co-occorrenza
di verbo e pseudo-proprietà estratte in maniera casuale dal corpus di riferimento (vedi
par. 3.3.3.3), grazie alla quale è stato possibile valutare il livello di significatività dei
dati ottenuti per le norme dell'esperimento; i risultati sono in linea con le aspettative, in
quanto mostrano che  le  proprietà  random co-occorrono insieme ai  verbi  in  maniera
significativamente  inferiore  rispetto  a  quelle  contenute  nelle  norme semantiche,  che
sono costituite da elementi fra i quali sussiste una relazione semantica (V = 210, valore-
p = 9.556e-05).
Dalle analisi relative alla distribuzione complessiva delle proprietà dell’AGENTE e del
PAZIENTE, emerge che per il primo è possibile estrarre un numero maggiore di proprietà,
qualunque siano le finestre e le soglie considerate (vedi par. 3.3.3.4).
Valutando le frequenze di co-occorrenza per ciascun verbo, emerge che per alcuni è
possibile estrarre un numero maggiore di evidenze dal corpus; tuttavia, ciò può essere
dovuto al fatto che hanno una frequenza assoluta superiore ad altri, che, di conseguenza,
sono meno rappresentati.
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Analizzando le frequenze di  co-occorrenza,  in maniera congiunta,  per  le  dimensioni
“verbo” e  “ruolo”,  sussistono differenze  significative  nel  numero totale  di  proprietà
dell’AGENTE e del PAZIENTE solo nel caso in cui vengano considerate la finestra w1 e la
soglia t10 (vedi par. 3.3.3.5.1). 
È  stata  poi  utilizzata  una  finestra  non  simmetrica,  che  ha  permesso  di  calcolare  le
frequenze di co-occorrenza in relazione alla posizione che ciascuna proprietà occupa
rispetto al verbo di cui è descrizione. 
Assumendo  che,  per  ciascun  verbo  target,  una  proprietà  p nel  contesto  sinistro  sia
descrizione della fase precedente l'evento denotato dal verbo target (BEFORE), una che
ricorre  nel  contesto  centrale  sia  descrizione  della  fase  contemporanea  all'evento
(DURING),  mentre  una che si  trova nel contesto destro sia propria della  fase a esso
successiva (AFTER), le triple verbo-proprietà-fase estratte automaticamente dal corpus
sono state comparate direttamente con quelle contenute nelle norme focali. I risultati
mostrano  che  molte  delle proprietà  recuperate  dal  corpus  sono  associate  alla  fase
temporale per cui sono prodotte anche nelle norme (vedi par 3.3.4) e quando vengono
imposti limiti restrittivi sulla frequenza  relativa con cui co-occorrono verbi e proprietà,
tutte le triple verbo-fase-proprietà estratte automaticamente dal corpus coincidono con
quelle presenti nelle norme focali.
A partire dai  valori  di  co-occorrenza ottenuti  dagli  esperimenti  precedenti  per  le tre
finestre w0, w1 e w2, è stata calcolata la forza di associazione fra verbi e proprietà delle
norme;  i  valori  di  PPMI  ottenuti  mostrano  che  dal  corpus  vengono  estratte  coppie
verbo-target parola-contestuale per cui sussiste un legame di tipo semantico e in w2,
circa il 15% delle cinque parole più associate a ciascun verbo coincide con proprietà
delle norme. 
I risultati descritti, nel complesso, evidenziano che è possibile estrarre dal corpus molte
delle  proprietà  che  i  soggetti  hanno  elencato  per  caratterizzare  i  verbi  e  i  loro
partecipanti  tipici  durante  l’esperimento; le  risorse  testuali,  rispetto  alle  norme
semantiche, offrono il vantaggio di mostrare le proprietà combinatorie delle espressioni
linguistiche.
Questi  dati  forniscono evidenze a favore della  co-occurrence hypothesis,  secondo la
quale  l’associazione  semantica  si  riflette  nella  co-occorrenza  testuale; inoltre,  è
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possibile ipotizzare che la conoscenza delle proprietà che caratterizzano i ruoli tematici
verbo-specifici derivi anche dalla ripetuta osservazione delle proprietà combinatorie dei
verbi dell'esperimento (ipotesi distribuzionale forte).
In definitiva, i risultati delle analisi dei dati distribuzionali mostrano che la Generalized
Event  Knowledge  trova corrispondenza nella  descrizione linguistica degli  eventi;  nel
momento  in  cui  si  assume  la  validità  dell'ipotesi  distribuzionale  forte, è  possibile
affermare che una parte della nostra conoscenza relativa agli eventi e alle entità che vi
prendono  parte  derivi  dalla  ripetuta  osservazione  delle  parole  in  contesto,  ossia
dall'input linguistico.
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Capitolo 4. Conclusioni
In questa  tesi  è  stato  discusso lo  status  dei  ruoli  tematici,  con l'obiettivo di  fornire
evidenze relativamente a una questione complessa, ancora oggi oggetto di dibattito.
In primo luogo, sono stati esaminati approcci in cui i ruoli sono considerati primitivi
semantici,  non ulteriormente  scomponibili  né analizzabili  (vedi  par.  1.1);  sono state
analizzate  le  caratteristiche  delle  liste,  create  per  identificare  un numero limitato  di
ruoli, validi universalmente, che possano esplicitare la relazione semantica che sussiste
fra tutti gli argomenti di tutti i verbi (vedi par. 1.1.1).
È emerso che ci sono molti limiti legati inscindibilmente alla definizione del numero di
ruoli, al problema della loro frammentazione e all'identificazione del tipo di legame che
sussiste con il verbo.
Jackendoff  considera  i  ruoli  come  etichette  che  permettono  di  far  riferimento  a
configurazioni della struttura concettuale (vedi par. 1.2.1, par. 1.2.2); Dowty ritiene che
non siano discreti  e  siano  formati  da  insiemi  di  proprietà  che  le  entità  partecipanti
acquistano in virtù del loro ruolo nell'evento (vedi par. 1.2.2, par. 1.2.2.1).
A partire dalla definizione degli individual thematic role, egli conclude che il massimo
livello di astrazione linguisticamente rilevante sia costituito dalla sola opposizione fra
PROTO-AGENTE e PROTO-PAZIENTE. Questi ultimi sono prototipi, costituiti da gruppi di
proprietà indipendenti che co-occorrono; in conseguenza di ciò, sono ammessi diversi
gradi di appartenenza a una categoria: maggiore è il numero delle implicazioni comuni a
un  argomento  e  al  PROTO-PAZIENTE,  per  esempio,  maggiore  sono  il  suo  grado  di
patienthood e di rappresentatività per quella classe.
In Role and Reference Grammar, i ruoli tematici sono considerati etichette mnemoniche
che  non  hanno  alcun  significato  autonomo,  ma  permettono  di  fare  riferimento  a
specifiche posizioni che gli argomenti di verbi di tipo STATE e ACTIVITY occupano a
livello di struttura logica. Pur riconoscendo lo status delle relazioni tematiche classiche,
vengono  definiti  due  macro-ruoli,  ACTOR e  UNDERGOER,  che  ne  sono  la
generalizzazione: l'ACTOR infatti include ruoli come AGENTE, ESPERIENTE, STRUMENTO,
mentre l'UNDERGOER comprende PAZIENTE, TEMA ecc (vedi par. 1.2.4, 1.2.4.1, 1.2.4.2).
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In questo caso viene ammessa una visione prototipica dei ruoli, in quanto l'AGENTE è
l'elemento maggiormente rappresentativo del macro-ruolo ACTOR, mentre il PAZIENTE lo
è dell'UNDERGOER.
La  natura  dei  ruoli  è  stata  indagata  anche  dal  punto  di  vista  psicolinguistico:  nella
prospettiva della Generalized Event Knowledge, i ruoli sono verbo-specifici e costituiti
da  insiemi  di  proprietà  che  rispecchiano  le  conoscenze  che  i  parlanti  possiedono  a
proposito  degli  eventi  e  delle  entità  che  vi  prendono  parte.  Questo  bagaglio  di
conoscenze deriva sia da esperienze extralinguistiche, sia dalle descrizioni linguistiche
degli eventi e dei partecipanti (vedi par. 1.4). Le ricerche di McRae e Lebani, cui questo
lavoro di tesi si ispira, partono da questi presupposti (vedi par. 1.4.1, par. 1.4.1.1, par.
1.4.1.2);  i  risultati  degli  esperimenti  di  priming descritti  hanno  confermato  che  la
conoscenza riguardante i partecipanti agli eventi viene recuperata velocemente durante
l'interpretazione (vedi par. 1.4.2).
Sono stati poi presentati i dettagli dell'esperimento in cui ai soggetti è stato chiesto di
descrivere le proprietà che l'AGENTE e il  PAZIENTE verbo-specifici possiedono prima,
durante e dopo che gli eventi denotati dai verbi hanno avuto luogo (vedi par. 2.2, par.
2.2.1).
Dopo le fasi di normalizzazione (vedi par. 2.2.3), è stata effettuata l'analisi dei dati e i
risultati hanno mostrato che l'AGENTE è stato descritto in maniera più ricca rispetto al
PAZIENTE,  mentre  non ci  sono differenze significative relativamente alla  dimensione
“fase temporale” (vedi par. 2.2.5.2, par. 2.2.5.3).
Alle analisi dei dati comportamentali sono seguite quelle relative ai dati distribuzionali
estratti dal British National Corpus: nella prospettiva della co-occurrence hypothesis e
delle distributional hypothesis (vedi par. 3.1), sono state analizzate le frequenze con cui
le proprietà elencate dai soggetti dell’esperimento co-occorrono con i verbi di cui sono
descrizione.
Sono state perciò definite tre finestre, corrispondenti a una, tre e cinque frasi: le analisi
hanno  evidenziato  che,  il  numero  di  verbo-proprietà  che  co-occorrono,  aumenta
all'aumentare dell'ampiezza della finestra (vedi par. 3.3.3.1); ciò si verifica sia per le
coppie  delle  norme  espanse  tramite  WordNet  (vedi  par.  3.3.3.2),  sia  per  le  norme
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random,  che  costituiscono  una  baseline di  riferimento  per  la  valutazione  delle  co-
occorrenze (vedi par.  3.3.3.3).  Queste ultime,  infatti,  mostrano una frequenza di  co-
occorrenza significativamente inferiore rispetto alle coppie verbo-proprietà delle norme
dell'esperimento,  che  sono  costituite  da  elementi  fra  i  quali  sussiste  una  relazione
semantica. I dati così ottenuti sono in linea con la co-occurrence hypothesis, in quanto
la co-occorrenza testuale sembra riflettere relazioni di tipo semantico.
Valutando  complessivamente  la  distribuzione  delle  proprietà  del  PAZIENTE e
dell’AGENTE, emerge che è possibile recuperare un numero maggiore di proprietà di
quest’ultimo (vedi par.  3.3.3.4); tuttavia,  nel momento in cui vengono paragonate le
frequenze di co-occorrenza non solo per i due ruoli, ma anche per ciascun verbo, sono
estratte un numero significativamente maggiore di proprietà dell’AGENTE solo per la
finestra uguale a tre frasi e per la soglia di frequenza minima uguale a dieci (vedi par.
3.3.3.5.1).
Analizzando  separatamente  le  finestre  sinistra,  centrale  e  destra,  e  ipotizzando  che
questa divisione rifletta quella relativa alle fasi temporali precedente, contemporanea e
successiva  agli  eventi,  sono  state  calcolate  le  frequenze  di  co-occorrenza  verbo-
proprietà. I dati ottenuti sono stati comparati a quelli delle norme semantiche secondo
vari criteri e i risultati hanno mostrato che dal corpus è possibile estrarre molte triple
verbo-fase-proprietà corrispondenti a quelle delle norme; inoltre, nel momento in cui
vengono  imposte  soglie  di  frequenza  restrittive,  tutte  le  triple  recuperate
automaticamente dal corpus coincidono con quelle delle norme (vedi par. 3.3.4).
Dalle frequenze di co-occorrenza, è stata calcolata la forza di associazione che misura il
grado di attrazione reciproca fra due parole. Ordinando i risultati per valori decrescenti
di PPMI, è emerso che,  all'aumentare della finestra,  aumenta il  numero di proprietà
delle norme che sono fra le prime cinque e dieci parole più associate ai verbi; tuttavia,
questi valori diminuiscono se si analizzano le prime quindici, venti e venticinque parole
più associate a ciascun verbo: questo andamento può essere spiegato considerando gli
effetti  congiunti  dell'ampliamento  della  finestra  e  del  campione  di  parole  candidate
(vedi par. 3.3.5).
In  definitiva,  le  analisi  dei  dati  contenuti  nelle  norme  semantiche  mostrano  che  i
soggetti  sono in  grado di  caratterizzare  AGENTE e  PAZIENTE verbo-specifici  e  sanno
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descriverne le proprietà per fasi temporali; le analisi dei dati estratti automaticamente
dal  corpus  di  riferimento  evidenziano  come  i  verbi  e  le  proprietà  a  essi  associate
tendano a distribuirsi reciprocamente in contesto, e vengono valutati anche gli effetti
che l’ampliamento della finestra ha sia nel calcolo delle frequenze di co-occorrenza, sia
in quello della forza di associazione.
I risultati delle analisi condotte confermano la validità della co-occurrence hypothesis,
poiché mostrano come l’associazione semantica si rifletta nella co-occorrenza testuale
(vedi par. 3.1); nel complesso, dai risultati delle analisi dei dati comportamentali e dei
dati distribuzionali emerge che la  Generalized Event Knowledge  trova corrispondenza
nella  descrizione  linguistica  degli  eventi:  è  evidente  che  nelle  risorse  testuali  sono
contenute molte delle informazioni presenti nelle norme, perciò, nel momento in cui si
assume  la  validità  dell'ipotesi  distribuzionale  forte,  è  possibile  affermare  come  la
conoscenza relativa alle proprietà degli eventi e dei partecipanti derivi in parte da input
linguistici.
I risultati descritti non devono essere considerati definitivi, poiché, in primo luogo, si
potrebbero compiere esperimenti di laboratorio, sia per collezionare nuovi dati, sia per
paragonarli a quelli ottenuti utilizzando metodi di crowdsourcing. 
Inoltre,  potrebbe essere  interessante  sia  annotare  le  proprietà  contenute  nelle  norme
semantiche,  in  modo  da  classificarle,  così  come  in Lebani  e  colleghi  (2015), in
“permanenti” e “non permanenti”, sia verificare se sussistano differenze fra i due ruoli
relativamente alla distribuzione di questi tipi di proprietà.
Le analisi dei dati distribuzionali potrebbero essere integrate estraendo informazioni da
un maggiore numero di corpora, utilizzando metodi più sofisticati per l’estrazione delle
proprietà (ad esempio, pattern sintattici) e tenendo in considerazione, per esempio, le
proprietà  aspettuali  dei  verbi;  inoltre,  nelle  risorse  testuali,  sfruttando  sistemi  di
semantic  role  labeling,  potrebbero  essere  esplicitati  automaticamente  i  ruoli  che  gli
argomenti  giocano  negli  eventi  denotati  dai  verbi.  Infine,  sfruttando  sistemi  di
coreference resolution, potrebbero essere estratte le proprietà delle entità coinvolte negli
eventi e potrebbe esserne investigata la distribuzione all'interno di porzioni di testo più
ampie.
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