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Abstract
Classically, any absolute continuous real function is of bounded variation and hence
can always be expressed as a diﬀerence of two increasing continuous functions (so-
called Jordan decomposition). The eﬀective version of this result is not true. In
this paper we give a suﬃcient and necessary condition for computable real functions
which can be expressed as two computable increasing functions (eﬀectively Jordan
decomposable, or EJD for short). Using this condition, we prove further that there is
a computable real function which has a computable modulus of absolute continuity
but is not EJD. The polynomial time version of this result holds accordingly too
and this gives a negative answer to an open question of Ko in [6].
Key words: Computable real function of bounded variation,
Absolute continuous function, Jordan decomposition, Polynomial
time computable function of bounded variation.
1 Introduction
Although the continuity is one of the most important property of a real func-
tion, there are many problems, especially in the applications to physical sci-
ence, in which we require more precise information than the continuity. In the
simplest case of functions from R to R, it is useful to measure how rapidly a
real function oscillates. To determine the oscillatory character of a function
quantitatively, the variation of a function is introduced in mathematics. This
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quantity turns out to be very useful for problems in physics, engineering, prob-
ability theory, and so fourth. Precisely, Let f : [a; b]→ R be a total function
on an interval [a; b], the variation of f over [a; b], denoted by V ba (f), is deﬁned
by
V ba (f) := sup
∑
i<n
|f(ai)− f(ai+1)| (1)
where the supremum is taken over all subdivisions a = a0 < a1 < · · · < an = b
of the interval [a; b]. If V ba (f) is ﬁnite, then we say that f is of bounded
variation on [a; b] (BV on [a; b] for short). The class of all BV-functions
on [a; b] is denoted by BV[a, b] or simply BV if the underlying interval is
clear from context. If f is a BV-function, then the function vf deﬁned by
vf (x) := V
x
a (f) is called the total variation function of f . The concept of
functions of bounded variation is originated by Camille Jordan in [5]. The
most important phenomenon for a BV-function is the Jordan decomposition.
Namely, any BV-function f can be expressed as a diﬀerence of two increasing
functions. Here, the increasing function means always non-strictly increasing,
i.e., f(x) ≤ f(y) for any x ≤ y. More general properties of BV-functions
and their applications are widely discussed in classical mathematics, eﬀective
analysis as well as in constructive mathematics ([1,2,3,6,8,10]).
In this paper, we are interested in computable total functions f : [a; b]→ R
which are of bounded variation (CBV-function, for short) for some computable
real numbers a < b. Here f : [a; b] → R is a computable function if there
exists a computable sequence (ps) of rational polygon functions such that
|f(x) − ps(x)| ≤ 2−s for any x ∈ [a; b] and s ∈ N (see [4,7,9]). Notice that, if
a < b are computable real numbers and f : [a; b]→ R is a computable function,
then the function g : [0; 1]→ [0; 1] deﬁned by g(x) := f(a+(b−a)x)/m is also
a computable functions such that V ba (f) = V
1
0 (g), where m := max{f(x) :
x ∈ [a; b]}. Therefore, we can restrict ourselves w.l.o.g. to total functions
f : [0; 1] → [0; 1]. The class of all total CBV-functions f : [0; 1] → [0; 1] is
denoted by CBV[0; 1] or simply CBV.
A computable function f is called eﬀective Jordan decomposable (EJD,
for short) if there are two increasing computable functions f1, f2 such that
f = f1− f2. Not every CBV-function is EJD as shown in [10]. The argument
in [10] is based on the following observation that if f is EJD, then its total
variation function vf has a computable modulus of continuity. Therefore, the
counterexamples of non-EJD functions given in [10] are not eﬀectively ab-
solutely continuous, where a computable function f : [0; 1] → [0; 1] is called
eﬀectively absolutely continuous (EAC for short) if there is a computable func-
tion m : N→ N (modulus for absolute continuity of f) such that,∑
i≤k
|bi − ai| ≤ 2−m(n) =⇒
∑
i≤k
|f(bi)− f(ai)| ≤ 2−n, (2)
for any set {[ai; bi] : i ≤ k} of non-overlapping subintervals of [0; 1] and for
any n ∈ N. Classically, any absolutely continuous function is of bounded
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variation and hence has a Jordan decomposition. Then we can naturally ask,
whether every EAC function is also EJD? This question was ﬁrst asked by
Ker-I Ko in [6] for polynomial time computable functions. In [6], Ko has
shown at ﬁrst that there is a polynomial time computable real function f
of bounded variation which is not a diﬀerence of any two polynomial time
computable increasing functions. However he left the following problem open
there: whether every polynomial time absolutely continuous (PAC for short)
function can be expressed as a diﬀerence of two polynomial time computable
increasing functions? Here f is PAC if it has a polynomial modulus of absolute
continuity. A negative answer to this question will be shown in this paper.
To this end, we will show a suﬃcient and necessary condition for EJD ﬁrst in
Section 2. An EAC but not EJD function is constructed in Section 3. In the
last Section 4 we give a negative answer to Ko’s question. Both the proof in
section 3 and 4 apply the criterion for EJD of Section 2.
Let 〈·, ·〉 : N2 → N be the standard pairing function deﬁned by 〈n,m〉 :=
(n+m)(n+m+ 1)/2 + n. 〈·, ·〉 is a 1:1 recursive function. For any set A,B,
a partial function f with dom(f) ⊆ A and range(f) ⊆ B is always denoted
by f :⊆ A → B while the total functions f from A to B are denoted by f :
A→ B. Let (Me) be an eﬀective enumeration of all Turing machines and Me
computes the function ϕe. Then (ϕe) is an eﬀective enumeration of all partial
computable functions ϕe :⊆ N→ N. Denote by ϕe,s the function computed by
Me up to step s. Then (ϕe,s) is a uniformly eﬀective approximation of (ϕe) such
that lims→∞ ϕe,s = ϕe and the set {〈e, x, y, s〉 : ϕe,s(x) = y} is a recursive set.
Notice that, if ϕe,s(n) is deﬁned, then we have ϕe,t(n) ↓= ϕe,s(n) = ϕe(n) for
any t ≥ s, where ϕe,t(n) ↓ means that ϕe,t(n) is deﬁned. The same notations
will be also used in this paper for other type of functions like ϕe :⊆ N → Q,
ϕe :⊆ Q× N→ Q, etc.
2 A Suﬃcient and Necessary Condition for EJD
Classically, every BV function is Jordan decomposable. However, as shown
in [10], there is a CBV function which is not EJD. In this section, we show a
suﬃcient and necessary condition under which a CBV function is EJD.
Theorem 2.1 Let f ∈ CBV. Then f is EJD iﬀ there is a total computable
function σ : [0; 1]2 → R such that, for any x, y, z ∈ [0; 1] with x ≤ y ≤ z, the
following hold
(i) σ(x, y) + σ(y, z) = σ(x, z), and
(ii) V yx (f) ≤ σ(x, y).
Proof. “⇒”. Suppose that f : [0; 1] → [0; 1] is a CBV-function which has
an eﬀective Jordan decomposition f = f1 − f2 for two increasing computable
functions f1, f2 : [0; 1] → [0; 1]. Then, for any x, y ∈ [0; 1] with x ≤ y and all
possible subdivisions 0 = a0 < a1 < · · · < ak = 1 of [0; 1],
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V yx (f) = sup
∑
|f(ai)− f(ai+1)|
≤ sup
∑
(|f1(ai)− f1(ai+1)|+ |f2(ai)− f2(ai+1)|)
= (f1(y)− f1(x)) + (f2(y)− f2(x))
= (f1(y) + f2(y))− (f1(x) + f2(x)).
Deﬁne the computable function σ : [0; 1]2 → [0; 1] by
σ(x, y) := (f1(y) + f2(y))− (f1(x) + f2(x)),
for any x, y ∈ [0; 1]. It is not diﬃcult to see that σ satisﬁes both conditions
(i) and (ii).
“⇐”. Let f ∈ CBV[0; 1] and σ be a computable function which satisﬁes
conditions (i) and (ii). Deﬁne two computable functions f1, f2 : [0; 1]→ [0; 1]
by f1(x) := σ(0, x) and f2(x) := σ(0, x)− f(x).
By condition (ii), we have σ(x, y) ≥ 0 for any x, y ∈ [0; 1]. This implies
further that, for any x ≤ y, f1(y) = σ(0, y) = σ(0, x) + σ(x, y) ≥ σ(0, x) =
f1(x). That is, f1 is increasing. Moreover, f2 is also increasing because, for
any x ≤ y,
f2(y)− f2(x)= (σ(0, y)− f(y))− (σ(0, x)− f(x))
= (σ(0, y)− σ(0, x))− (f(y)− f(x))
=σ(x, y)− (f(y)− f(x)) ≥ V yx (f)− (f(y)− f(x)) ≥ 0.
Thus, f = f1 − f2 is an eﬀective Jordan decomposition, i.e., f is EJD. ✷
Equivalently, the theorem 2.1 can be rephrased as follows.
Corollary 2.2 Let f ∈ CBV. Then f is EJD iﬀ there is a total computable
increasing function ϕ : [0; 1] → R such that V yx (f) ≤ ϕ(y) − ϕ(x), for any
x, y ∈ [0; 1] with x ≤ y,
Proof. Let ϕ(x) := σ(0, x) for the function σ of Theorem 4.1. ✷
3 EJD and Eﬀectively Absolute Continuity
Using the criterion of EJD of Corollary 2.2, we can construct some non-EJD
function by diagonalization against all increasing computable functions. Es-
pecially, we will construct a computable non-EJD function which has a com-
putable modulus of absolute continuity in this section. Since computable real
functions are relatively diﬃcult to use directly in an eﬀective construction,
we use their eﬀective approximations instead. For the increasing computable
functions, we can use the special approximation described as follows.
Lemma 3.1 Let [0; 1]Q := [0; 1] ∩ Q. For any increasing total computable
function ϕ : [0; 1]→ R, there is a total computable function β : [0; 1]Q×N→ Q
which satisﬁes, for all n ∈ N and x, y ∈ [0; 1]Q, the following conditions.
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x < y =⇒ β(x, n) < β(y, n) and (3)
|ϕ(x)− β(x, n)| ≤ 2−(n+1) & β(x, n) ≤ β(x, n+ 1). (4)
In this paper, we will call β a determinator of ϕ if conditions (3) and (4)
are satisﬁed.
For any interval [a; b] ⊆ [0; 1] and d ≥ 0, the linear function f : [a; b]→ R
deﬁned by f(x) := d(x− a) has the variation V ba (f) = d(b− a). If we require
a continuous function f : [0; 1] → R such that V ba (f) = d(b − a) and f(a) =
f(b) = 0, then f can be deﬁned as a “zigzag” function by f(x) := d(x− a) if
x ∈ [a; (b+a)/2]; f(x) := d(b−x) if x ∈ [(b+a)/2; b] and f(x) := 0 otherwise.
Sometime we require further that f(x) ≤ δ (for some δ ≥ 0) and f still have
the same variation d(b− a). In this case, f should have many small “zigzag”
in the interval [a; b]. Let’s call f : [a; b] → R a zigzag function on [a; b] with
width 2α (for 2α ≤ b− a) and height β if f on [a; a+ 2α] is deﬁned by
f(x) :=
{
β(x− a)/α if a ≤ x ≤ a+ α
β(a+ 2α− x)/α if a+ α < x ≤ a+ 2α,
and f satisﬁes condition f(x) = f(x− 2α) for x in [a+ 2α; b].
Now we can prove our main result as follows.
Theorem 3.2 There is a computable total function f : [0; 1]→ [0; 1] which is
eﬀectively absolutely continuous but not eﬀectively Jordan decomposable.
Proof. We will construct a computable sequence (ps) of rational polygon
functions which converges uniformly and eﬀectively to a computable function
f : [0; 1]→ [0; 1] such that f is eﬀectively absolute continuous and f satisﬁes,
for all e ∈ N, the following requirements.
Qe : [0; 1] ⊆ dom(ψe) =⇒ (∃a, b ∈ [0; 1])(a < b & V ba (f) > ψe(b)− ψe(a))
where (ψe) is an eﬀective enumeration of all partial computable real func-
tions ψe :⊆ [0; 1] → R. Thus, by Corollary 2.2, f is not eﬀectively Jordan
decomposable.
If ψe is not increasing, then the requirement Qe can be satisﬁed trivially.
Suppose now that ψe : [0; 1]→ R is an increasing total functions. We consider
the interval [2−(e+1); 2−e]. For such a function ψe, there must be a natural
number ke ≥ e and two rational numbers a, b ∈ [2−(e+1); 2−e] such that
a < b & (b− a) = 2−2ke & (ψe(b)− ψe(a))/(b− a) < 2ke .
Deﬁne the function f : [0; 1] → [0; 1] as a polygon function which connects
the points (0, 0), (a, 0), ((a + b)/2, 2−(ke+1)) (b, 0) and (1, 0). That is, f is
a zigzag with width b − a and height 2−(ke+1) on the interval [a; b]. Then
V ba (f) = 2
−ke > ψe(b) − ψe(a). That is, the requirement Qe is satisﬁed.
Besides, let m(e) := max{ki : i ≤ e}+ e+ 1. Then m is in fact a modulus of
absolute continuity of f .
Unfortunately, the construction described above is not eﬀective, because we
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cannot calculate the (real number) value ψe(r) in ﬁnitely many steps even if ψe
is a total computable real function and r is a rational number. Thus, we cannot
guarantee that the functions f andm deﬁned above are computable. However,
by Lemma 3.1, ψe has always a computable determinator β, if ψe : [0; 1]→ R
is an increasing computable total function. Therefore, the requirements Qe
can be replaced by the following requirements
Re :
[0; 1]Q × N ⊆ dom(βe) & βe is a determinator of some ϕ : [0; 1]→ R
=⇒ (∃a, b ∈ [0; 1])(a < b & V ba (f) > ϕ(b)− ϕ(a)),
where (βe) is an eﬀective enumeration of all partial computable functions
βe :⊆ Q × N → Q. Let (βe,s) be an eﬀective uniform approximation of
(βe). The strategy to satisfy the requirements Re is similar to that of Qe.
We reserve the interval [2−(e+1); 2−e] and all stages s := 〈e, t〉 of the con-
struction for the requirement Re for any e, t ∈ N. At the beginning, let the
requirement Re be in the phase I. If, at some stage s := 〈e, t〉, we can esti-
mate the “speed of increment” of βe on the interval [2
−(e+1); 2−e] such that
(βe,s(2
−e, n) − βe,s(2−(e+1), n))/(2−e − 2e+1) ≤ 2s−1 for some n ≤ s, then de-
note this s by ke and put Re into the phase II. If at a later stage s1 > s,
we can ﬁnd some subinterval [a; b] ⊆ [2−(e+1); 2−e] of length 2−2ke such that
(βe,s1(b, ke)−βe,s1(a, ke))/(b−a) ≤ 2ke+2, then we deﬁne f on this subinterval
as a polygon function such that V ba (f) := 2
−ke+2 and put Re into phase III.
This guarantees that f satisﬁes the requirement Re. More precisely, we have
the following formal construction.
Stage s := 0: For all e ∈ N, put requirements Re into phase I and let ke,0
be undeﬁned. Deﬁne p0(x) := 0 for any x ∈ [0; 1].
Stage s := 〈e, t〉 > 0 for some e, t ∈ N. Let [ue; ve] := [2−(e+1); 2−e]. We
will try to satisfy the requirement Re at this stage by deﬁning ps properly on
the interval [ue; ve], if it is not yet satisﬁed. We consider the following cases.
Case 1. Re is in the phase I. The requirement Re is not yet treated before
and ke,s is not deﬁned. If there is a natural number n ≤ s such that
βe,s(ue, n) ↓ & βe,s(ve, n) ↓ & βe,s(ve, n)− βe,s(ue, n) ≥ 2−n (5)
((βe,s(ve, n)− βe,s(ue, n))/(ve − ue)) ≤ 2s−1, (6)
then let ne be the minimal such n, deﬁne ke,s := s and put the requirement Re
into phase II. Since ke,s will never be changed later, namely, ke,t = ke,s for any
t ≥ s, we denote ke,t simply by ke for any t ≥ s. Notice that, for any i ∈ N,
if ki,s is already deﬁned, then ki,s ≤ s. Besides, by the deﬁnition of pairing
function, we have in this case also that e ≤ 〈e, t〉 = s = ke,s = ke.
Otherwise, if there is no such n which satisﬁes both (5) and (6), then go
to the next stage.
Case 2. Re is in the phase II. In this case ne and ke := ke,s is already
deﬁned. Consider the equal subdivision ue = a0 < a1 < · · · < ame = ve of the
interval [ue; ve] such that ai+1 − ai = 2−2ke , for any i < me := 22ke−(e+1). If
the following conditions are satisﬁed
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(∀i ≤ me)(βe,s(ai, ke) ↓) and (7)
(∃i < me)((βe,s(ai+1, ke)− βe,s(ai, ke))/(ai+1 − ai) ≤ 2ke+1), (8)
then let ie be the minimal i which satisﬁes condition (8). Now we deﬁne the
polygon function ps such that ps(x) := ps−1(x) for x /∈ [aie ; aie+1] and, on the
interval [aie ; aie+1], ps is a zigzag function with width 2
−(ke+s+1) and height 2−s.
Finally, put the requirement Re into the phase III. Notice that, in this case, the
number of the zigzags of ps in the interval [aie ; aie+1] is 2
s+1−ke . Each zigzag has
the height 2−s. Therefore the variation V aie+1aie (ps) = 2 · 2−s · 2s+1−ke = 2−ke+2.
Furthermore, ps satisﬁes the Lipschitz condition that
(∀x, y ∈ [aie ; aie+1])(|ps(x)− ps(y)| ≤ 2ke+2 · |x− y|). (9)
Otherwise, if conditions (7) and (8) are not satisﬁed, then go directly to
the next stage.
Case 3. Re is in the phase III. In this case, the requirement Re is already
satisﬁed. We deﬁne ps := ps−1 and go to the next stage.
In all cases, if ki,s−1 is deﬁned, then let ki,s := ki,s−1 for any i ∈ N with
i = e.
This ends the construction. We will show that our construction succeeds
by proving the following sublemmas.
Sublemma 3.2.1 There is a total computable function f : [0; 1]→ [0; 1] such
that lims→∞ ps = f .
Proof. This follows immediately from the fact that the computable sequence
(ps) of rational polygon functions satisﬁes |ps(x)−ps+1(x)| ≤ 2−s for any s ∈ N
and x ∈ [0; 1].  (sublemma)
Sublemma 3.2.2 There exist no increasing computable functions f1 and f2
such that f = f1 − f2. Namely, f is not eﬀectively Jordan decomposable.
Proof. By Corollary 2.2, it suﬃces to show that, for any increasing total
computable function ϕ : [0; 1]→ R, there are a, b ∈ [0; 1] with a < b such that
V ba (f) > ϕ(b) − ϕ(a). Let ϕ be such a function. Then, by Lemma 3.1, there
is an e ∈ N such that the total computable function βe : [0; 1]Q × N→ Q is a
determinator of ϕ, i.e., they satisfy conditions (3) and (4).
Let’s consider the interval [ue; ve] := [2
−(e+1); 2−e] ⊆ [0; 1]. Since ϕ is an
increasing total function on the interval [0; 1], we have ϕ(ue) < ϕ(ve). Choose
an n ∈ N such that ϕ(ve) − ϕ(ue) ≥ 2−n+1. Then there is an s0 ∈ N such
that both βe,s0(ue, n) and βe,s0(ve, n) are deﬁned. Moreover, by (3) and (4),
we have
βe,s0(ve, n)− βe,s0(ue, n)≥ |ϕ(ve)− ϕ(ue)|
− |ϕ(ve)− βe,s0(ve, n)| − |ϕ(ue)− βe,s0(ue, n)|
≥ 2−n+1 − 2−(n+1) − 2−(n+1) = 2−n.
By the deﬁnition of uniform approximation (βe,s) at the end of Section 1, we
have βe,s(ue, n) ↓= βe,s0(ue, n) and βe,s(ve, n) ↓= βe,s0(ve, n) for any s ≥ s0.
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Therefore, there is an s ∈ N such that both conditions (5) and (6) are satisﬁed.
Suppose that s1 = 〈e, t1〉 (for some t1 ∈ N) is the minimal s ∈ N such that
both conditions (5) and (6) are satisﬁed for some n ∈ N. Then, at stage s1,
we will deﬁne ke := s1 and deﬁne ne as the minimal n which satisﬁes (5) and
(6). The requirement Re is put into the phase II at this stage. In this case,
we have
|βe(ve, ke)− βe(ue, ke)| ≤ |βe(ve, ke)− ϕ(ve)|+ |ϕ(ve)− βe(ve, ne)|
+ |βe(ve, ne)− βe(ue, ne)|+ |βe(ue, ne)− ϕ(ue)|
+ |ϕ(ue)− βe(ue, ke)|
≤ 2 · 2−(ke+1) + 2 · 2−(ne+1) + |βe(ve, ne)− βe(ue, ne)|
≤ 2−ke + 2 · |βe(ve, ne)− βe(ue, ne)|
≤ 2−ke + 2ke · (ve − ue) ≤ 2(ke+1)−(e+1).
That is, (βe(ve, ke) − βe(ue, ke))/(ve − ue) ≤ 2ke+1. Therefore, for the equal
subdivision ue = a0 < a1 < · · · < ame = ve of the interval [ue; ve] with the
length ai+1−ai = 2−2ke for any i < me := 22ke−(e+1), there must be a (minimal)
ie < me such that |βe(aie+1, ke)− βe(aie , ke)|/(aie+1 − aie) ≤ 2ke+1.
Let s2 be the minimal s := 〈e, t2〉 > s1 (for some t2 ∈ N) such that all
βe,s(ai, ke) is deﬁned for i ≤ me, i.e., (7) is satisﬁed. Then ie is also the
minimal i which satisﬁes condition (8) for s := s2. By construction, we deﬁne
a polygon function ps2 at stage s2 such that V
aie+1
aie (ps2) = 2
−ke+2. Moreover,
we have the following estimation
|ϕ(aie+1)− ϕ(aie)| ≤ |βe(aie+1, ke)− βe(aie , ke)|
+ |ϕ(aie+1)− βe(aie+1, ke)|+ |ϕ(aie)− βe(aie , ke)|
≤ |βe(aie+1, ke)− βe(aie , ke)|+ 2−ke
≤ 2ke+1(aie+1 − aie) + 2−ke
=2ke+1 · 2−2ke + 2−ke < 2−ke+2.
On the interval [aie ; aie+1], the function f is equal to the ﬁnite polygon func-
tion ps2 . Therefore V
aie+1
aie (f) = V
aie+1
aie (ps2) = 2
−ke+2 > ϕe(aie+1) − ϕe(aie).
Therefore, f is not EJD.  (sublemma)
Sublemma 3.2.3 The function f is eﬀectively absolute continuous.
Proof. It suﬃces to show that the function m : N→ N deﬁned by m(s) :=
2s+4, for any s ∈ N, is a modulus of absolutely continuity of f , i.e., m satisﬁes
condition (2).
For n ∈ N and any set I := {[ai; bi] : i ≤ n0} (for some n0 ∈ N) of non-
overlapping subintervals of [0; 1] such that
∑
i≤n0 |bi−ai| ≤ 2−m(n) = 2−(2n+4).
Let
An := {[2−(e+1); 2−e] : e ∈ N & ke,n+1 is not yet deﬁned}
Bn := {[2−(e+1); 2−e] : e ∈ N & ke,n+1 is deﬁned }.
Namely, An consists of all intervals [2
−(e+1); 2−e] such that Re is still in the
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phase I at stage n+1 and Bn consists of all such intervals that corresponding
requirement Re is in either phase II or phase III at the stage n + 1. Notice
that, ki,n+1 ≤ n + 1 whenever ki,n+1 is deﬁned. Therefore, by condition (9),
|f(x) − f(y)| ≤ 2maxi∈N ki,n+1+2 · |x − y| ≤ 2n+3 · |x − y|, for any x, y ∈ ⋃An.
Deﬁne
I1 := {J ⊆ [0; 1] : (∃J1 ∈ I)(∃J2 ∈ An)(J = J1 ∩ J2)}
I2 := {J ⊆ [0; 1] : (∃J1 ∈ I)(∃J2 ∈ Bn)(J = J1 ∩ J2)}.
Then we have
⋃
I = (
⋃
I1) ∪ (
⋃
I2). Let VJ(f) denote the variation of f on
J for any set J of non-overlapping subintervals of [0; 1]. Namely, if the set
J := {[ai; bi] : i ≤ n1}, then VJ(f) =
∑
i≤n1 V
bi
ai
(f). Then∑
i≤n0
|f(bi)− f(ai)| ≤VI(f) = VI1(f) + VI2(f)
≤VAn(f) + µ(I2) · 2n+3
≤
∑
i>n+1
2−i + 2−m(n) · 2n+3
≤ 2−(n+1) + 2−(n+1) = 2−n.
where µ(I2) is the Lebesgue measure of I2. Thus, m satisﬁes condition (2) and
is a computable modulus of absolutely continuity of f .  (sublemma)
Therefore, f is a computable and absolutely continuous function which is
not eﬀectively Jordan decomposable. ✷
4 Polynomial Time Version of Jordan Decomposition
In this section we discuss the polynomial time version of the Jordan decom-
posability. Let’s recall ﬁrst the deﬁnition of polynomial time computable
real functions. We use the approach of Ko in [6]. Namely, a real function
f : [0; 1] → R is polynomial time computable if there is a Turing machine M
and a polynomial p such that, for any n ∈ N, the machine M , with any oracle
(xs) of rational numbers which converges eﬀectively to x (i.e., |x− xs| ≤ 2−s
for any s ∈ N) and any input n, outputs some rational number y in p(n) steps
such that |f(x)− y| ≤ 2−n.
A function f : [a; b]→ R is called a PBV function if it is polynomial time
computable and is of bounded variation on [a; b]. A PBV function is polyno-
mial time Jordan decomposable (PJD for short), if there are two polynomial
time computable increasing functions f1, f2 such that f = f1− f2. Thus, by a
similar proof to that of Theorem 2.1, we can show the following result.
Theorem 4.1 A total function f : [0; 1] → [0; 1] is PJD iﬀ there is a poly-
nomial time computable increasing total function ϕ : [0; 1] → R such that
V yx (f) ≤ ϕ(y)− ϕ(x), for any x, y ∈ [0; 1] with x ≤ y.
About the PBV functions, Ko [6] has shown the following results.
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Theorem 4.2 (Ko [6]) Let f : [0; 1]→ [0; 1] be a PBV function.
(i) If f is PJD, then vf has a polynomial modulus of continuity.
(ii) If vf is polynomial time computable, then f is PJD.
(iii) There is a PBV function g : [0; 1]→ [0; 1] which is not PJD.
(iv) There is a PJD function g : [0; 1]→ [0; 1] such that vg is not polynomial
time computable.
Ko [6] discusses also the relationship between the PBV functions and PAC
functions, where PAC means polynomial time absolute continuous. Precisely,
a polynomial time computable function f : [0; 1]→ R is called PAC if there is
a polynomial m : N → N such that m is a modulus of absolute continuity of
f , i.e., m satisﬁes condition (2). To construct a PBV but non-PJD function
f (i.e., Theorem 4.2.(iii)), Ko has constructed a PBV function f such that
vf does not have a polynomial modulus of continuity and apply the result of
Theorem 4.2.(i). However, this technique does not work for the PAC func-
tions, because, for any PAC function f , vf does have a polynomial modulus
of continuity. Thus, Ko [6] asks the following question: is every PAC func-
tion also PJD? Now we will answer this question by applying our criterion for
Jordan decomposability.
Notice ﬁrst that the function constructed in the proof of Theorem 2.1 does
have a polynomial function m(n) := 2n + 4 of absolute continuity. What is
still absent there is only the polynomial time computability. To this end, we
show the following technical lemma.
Lemma 4.3 (i) Let f, g : [0; 1] → [0; 1] be any total functions such that
V yx (f) = V
y
x (g), for any x, y ∈ [0; 1] and m : N→ N any function. Then
m is a modulus of absolute continuity of f iﬀ m is a modulus of absolute
continuity of g.
(ii) Let (as, bs, ds)s∈N be a computable sequence of rational triples such that
ds = 0 and {[as; bs] : s ∈ N} consists of non-overlapping subintervals
of [0; 1]. Then there exists a polynomial time computable function f :
[0; 1]→ [0; 1] which satisﬁes, for all x < y in [0; 1] the following condition.
V yx (f) =
{
(y − x)di if ai ≤ x < y ≤ bi for some i ∈ N
0 if [x; y] ∩⋃i∈N[ai; bi] = ∅. (10)
Proof. 1. It follows immediately from the deﬁnition of modulus of absolute
continuity.
2. Let M be a Turing machine which computes the triple (ai, bi, di) on
input 0i for any i ∈ N and let tM denote its time complexity. Here, we assume
a ﬁxed notation ν : {0, 1}∗ → Q deﬁned by ν(0n10m10k) := (n −m)/(k + 1)
for any n,m, k ∈ N. Deﬁne a function f : [0; 1]→ [0; 1] by
f(x) :=
{
gi(x) if x ∈ [ai; bi] for some i ∈ N
0 otherwise,
(11)
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where gi is the zigzag function on interval [ai; bi] with width 2
−tM (i)+1/di and
height 2−tM (i). Notice that, for any i ∈ N, the polygon function gi satisﬁes the
Lipschitz condition (∀x, y ∈ [ai; bi])(|gi(x)− gi(y)| ≤ di · |x− y|).
To show that f is polynomial time computable, we consider the following
algorithm: Given n ∈ N and a sequence (xs) of rational number such that
|x − xs| ≤ 2−s for any s ∈ N, we simulate the computations M(0i) for each
i ≤ n up to n steps. Let (ait , bit , dit), t ≤ k0, be all triples such that tM(it) ≤ n.
Let
d :=max{dit : t ≤ k0} and
c :=min{|ait − bis | : t, s ≤ k0 & t = s & ait = bis}.
That is, c is the minimal distance between any two non-connected intervals
[ait ; bit ] and [ais ; bis ] for t, s ≤ k0. Find a minimal natural number m such that
2−m ≤ min{2−(n+1)/d, c/2} and deﬁne
y :=
{
git(xm) if ait ≤ xm ≤ bit for some t ≤ k0
0 otherwise.
Notice that, since git is a rational polygon function, git(xm) is also a rational
number which can be computed in polynomial time. Therefore, y can be
computed in polynomial time (with respect to n). Moreover, we can show
that |y − f(x)| ≤ 2−n. Let’s consider the following cases.
Case 1. xm, x ∈ [ait ; bit ] for some t ≤ k0. In this case we have |y− f(x)| =
|git(xm)− git(x)| ≤ dit · |xm − x| ≤ dit · 2−m ≤ d · 2−m ≤ 2−n.
Case 2. xm ∈ [ait ; bit ] but x /∈ [ait ; bit ] for some t ≤ k0. In this case we
have x /∈ [ais ; bis ] for any s ≤ k0 and max{|ait − xm|, |bit − xm|} ≤ 2−m . If
x ∈ [ai; bi] for some i ∈ N such that tM(i) > n, Then |y−f(x)| ≤ |y|+|f(x)| ≤
|git(xm)|+ 2−tM (i) ≤ d · 2−m + 2−(n+1) ≤ 2−n. Otherwise, if x /∈ [ai; bi] for any
i ∈ N, we have |y − f(x)| ≤ |y| ≤ |git(xm)| ≤ d · 2−m ≤ 2−n.
Case 3. xm /∈ [ait ; bit ] for any t ≤ k0. In this case we have y := 0. If
x ∈ [ait ; bit ] for some t ≤ k0, then max{|x − ait|, |x − bit |} ≤ 2−m and hence
|y − f(x)| = |git(x)| ≤ d · 2−m ≤ 2−n. If x ∈ [ai; bi] for some i ∈ N with
tM(i) > n, then |y − f(x)| = |f(x)| ≤ 2−tM (i) ≤ 2n. Otherwise, if x /∈ [ai; bi]
for any i ∈ N, then f(x) := 0.
Therefore, f is polynomial time computable. Moreover, it is easy to see
that the function f satisﬁes condition (10). ✷
Now we can give the negative answer to Ko’s question. In fact we obtain
a stronger result.
Theorem 4.4 There is a PAC f : [0; 1]→ [0; 1] which is not EJD.
Proof. According to the proof of Theorem 3.2, there is a computable sequence
(as, bs, ds)s∈N of rational triples and a computable function g : [0; 1] → [0; 1]
which satisﬁes the following conditions.
(a) The function m : N → N deﬁned by m(n) := 2n + 4 for all n ∈ N is a
modulus of absolute continuity of g.
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(b) {[as; bs] : s ∈ N} is a set of non-overlapping subintervals of [0; 1].
(c) The function g satisﬁes condition (10) for g instead of f , and
(d) For any increasing computable function ϕ : [0; 1]→ R, there is an s ∈ N
such that V asas (f) = ds · (bs − as) > ϕ(bs)− ϕ(as).
By Lemma 4.3.(2) and the item (b), there is a polynomial time com-
putable function f which satisﬁes condition (10). By item (c), this implies
that V yx (f) = V
y
x (g) for any x, y ∈ [0; 1]. Thus m is also a modulus of absolute
continuity of f by Lemma 4.3.(1) and item (a). That is, f is a PAC function.
On the other hand, for any increasing computable function ϕ : [0; 1] → R,
there is an s ∈ N such that V bsas (f) = V bsas (g) > ϕ(bs) − ϕ(as). By Theorem
2.1, f is not EJD. ✷
Since any non-EJD unction is also non PJD, we have
Corollary 4.5 (Ko [6]) There is a PAC function which is not PJD.
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