1 n! q n(n−1)/2 x n (0 < q < 1) be the deformed exponential function. It is known that the zeros of f (x) are real and form a negative decreasing sequence (x k ) (k ≥ 1). We investigate the complete asymptotic expansion for x k and prove that for any n ≥ 1, as k → ∞,
Introduction
Let 0 < q < 1. We consider the functional differential equation x n n! q n(n−1)/2 .
(1.
2)
The function f (x) is called the deformed exponential function since when q → 1, f (x) → e x . It appears naturally and frequently in pure mathematics as well as statistical physics. For instance, the function f (x) relates closely to the generating function for Tutte polynomials of the complete graph K n in combinatorics, the Whittaker and Goncharov constants in complex analysis, and the partition function of one-site lattice gas with fugacity x and two-particle Boltzmann weight q in statistical mechanics [10] .
Among all the mysterious properties of f (x), people are extremely interested in the zeros of f (x). In 1972, Morris et al. [3] showed that f (x) is an entire function of order zero. Moreover, by using a theorem of Laguerre, they proved that f (x) has infinitely many real zeros and these zeros are all negative and simple. They also proved that there is no other zero for the analytic extension (to the complex plane) of f (x) by using the so-called multiplier sequence (a modest gap in their proof was filled by Iserles [5] ). Therefore, the zeros of f (x) form one strictly decreasing sequence of negative numbers (x k ) (k ≥ 1). We remark that in some previous works (e.g., [6, 12] ), the subscripts of the sequence start with 0 rather than 1. In this paper, as well as in [13] , the subscripts start with 1 for the elegance of notation. Some conjectures on the zeros x k (k ≥ 1) have been proposed in [3, 5, 9] . For example, Morris et al. [3] conjectured that
In 1973, Robinson [9] also derived (1.1) when counting the labeled acyclic digraphs. He speculated that
These conjectures have been investigated by several authors (see e.g., [4, 6, 7, 12] ). In particular, Langley [6] showed that as k → ∞
He also proved that there exists a positive constant γ, which is independent of k, such that x k = −kq 1−k (γ + o(1)).
(1.6) As a consequence, (1.3) is true. Around 2009, more interesting conjectures on the zeros were introduced by Sokal [11] by allowing q to be in the unit disk of the complex plane.
Recently, Zhang [13] refined Langley's work and proved that the constant in (1.6) is γ = 1. Moreover, he improved (1.6) and showed that as k → ∞,
(1.7)
Here for any positive integer n, σ(n) := d|n, d>0 d.
Later Derfel et al. [2] studied the asymptotic behaviours of the zeros of solutions of (1.1) with different initial conditions instead of the restriction y(0) = 1.
In this paper, we find a complete asymptotic expansion formula for x k . To be more specific, we will approximate x k with remainder term o(k −n−1 ) for any n ≥ 1. This extends (1.7) to the most general situation. To state our result, we define for i ≥ 0,
Theorem 1. Let n ≥ 1. Then as k → ∞,
8)
where each C i (q) is a multivariate polynomial of A 0 , A 1 , ..., A i−1 with rational coefficients. This polynomial can be determined recursively.
The recursive relation and the structure of these polynomials will be presented in Sections 3 and 4. For example, C 1 = A 0 , C 2 = −A 1 , C 3 = − 1 10 A 0 + 3 5 A 1 + 1 2 A 2 − 13 10 A 2 0 . It is clear that (1.7) is a special case of Theorem 1.
When n ≥ 4, we observe that the expression of C n (q) in terms of A 0 , A 1 , . . . , A n−1 is not unique. The polynomial given by the recursive relation in Theorem 1 is just one candidate. For example, we have
Thus we continue to study the relations between A i 's. Indeed, the following identity is established
Differentiating it gives more similar identities on A i 's. Therefore, we find that it is possible to express C n as a polynomial in just A 0 , A 1 and A 2 . Furthermore, the coefficients of the linear terms in that polynomial can be given explicitly using Bernoulli numbers. Let B n be the n-th Bernoulli number. It is well known that B 2m+1 = 0 for all m ≥ 1. The first few values of B i are B 0 = 1, B 1 = − 1 2 , B 2 = 1 6 and B 4 = − 1 30 . Theorem 2. For any n ≥ 1, C n can be expressed as a polynomial in A 0 , A 1 and A 2 with rational coefficients. This polynomial is unique and for n ≥ 2, we have
For example, we find that
(1.10)
It is well known that E 2 , E 4 and E 6 are classical Eisenstein series on the full modular group
We will show that A 0 , A 1 and A 2 can be represented as polynomials in E 2 , E 4 and E 6 with rational coefficients and vice versa. This in turn implies that C n (q) ∈ Q[E 2 , E 4 , E 6 ], a subset of the ring of quasimodular forms on SL(2, Z) [8] . Since it is well known that E 2 , E 4 and E 6 are algebraically independent over C, it follows that A 0 , A 1 and A 2 are also algebraically independent over C.
The paper is organized as follows. In Section 2 we collect some results that is necessary for proving Theorem 1. Specifically, we analyze the values of f (−(k + ak −1 )q 1−k ). The crux of the analysis is the series expansion of
a n x n .
In Section 3, we first define C n recursively by exploiting the coefficients of the series expansion of (1.13). Then we determine the signs of f (x) at the endpoints of certain intervals. We finish the proof of Theorem 1 by the Intermediate Value Theorem. Section 4 is devoted to the representations of C n . We give more details on the recursive formula of C n , and discuss the structure of the multivariate polynomial representations of C n by those A i 's, especially the linear terms. Then we establish a relation between the classical Eisenstein series and our A i 's, and complete the proof of Theorem 2.
Then one may rewrite the asymptotic expansion as a formal power series
(1.16)
We observe that the formal power series (1.16) numerically agrees with the expansion in q of the k-th zero given in [11, p.14] . Note that in [11] the sequence (x k ) starts with subscript 0 and for each j, F j (k −1 ) is a rational function in k. It was conjectured by Sokal [11, p.11 ] that F j (k −1 ) ≥ 0 for all integers j ≥ 1, k ≥ 1. In particular, we will see that C i1 = (−1) i+1 by Proposition 6, which implies that
.
However, the difficulty to determine the closed form of F j (k −1 ) for j ≥ 2 lies in the complexity of those nonlinear terms in the polynomials C i = C i (A 0 , ..., A i−1 ), i ≥ 1.
Preliminary Results
We study the values of f (−(k+ak −1 )q 1−k ) for large k, where a = a(k −1 ) is a function in k which is positive and bounded. We first observe that
In the following lemma, we use the notation "O(k −m )" to denote that the remainder is bounded by Ck −m , where C is an absolute constant independent of N and k. This lemma shows the positivity and "almost monotonicity" of the sequence v j .
Furthermore, suppose that a = a 0 + O(k −1 ) for some constant a 0 > 0, then there exists a positive integer N (q) such that for any N ≥ N (q) and
Proof. Note that by the AM-GM inequality, we have
which gives the first inequality.
Note that
Since we have proved that v j+1 > 0, it follows that 0 < w j < 1 By the AM-GM inequality,
Using the relation
we see that (2.4) is equivalent to
For some positive integer N , we denote
and
Since 0 < w j < 1, g ′′ (t) is decreasing for t > 0.
Note that when N is large enough (N ≥ N 1 (q)), we have k ≥ q −3N ≥ N 2 . Hence
). Now by (2.8) and (2.9), we deduce that
Similarly, we have
When N is sufficiently large (N ≥ N 2 (q) ≥ N 1 (q)), we will we have
In the same way, we find that
When N is large enough (N ≥ N (q) ≥ N 2 (q)), we have
Therefore,
This implies
Since w j < w j+1 , we have
This proves (2.5) and hence the fact that
However, the sequence v j may not be monotone when k − N < j ≤ k − 1. So we need more delicate analysis on these v j 's, which is the crux of the problem.
where G(x) and H(x) was defined in (1.14)-(1.15) and here we set x = k −1 . In particular, G(x) = 1 + ax 2 and H(x) = 1 when j = 1. Now we describe the series expansion of (1.13).
has the form u(a n−1 + S 0 (n)
12)
where u = 2j − 1, v = j(j − 1), and each S i (n) is a polynomial of a 0 , a 1 , ..., a n−2 , which is independent of j and has rational coefficients. In particular, S 0 (1) = 0 and S 1 (1) = 1 6 .
The rest of this section will be devoted to giving a proof of Lemma 2. First, we compute the coefficients in the expansions G(x) and H(x)
where G N and H N are polynomials of a with coefficients depending on j. For example,
To represent G N and H N , we define for j ≥ 1,
and σ i (j) = 0 if i ≥ j. Here we note that σ i (j) is just the unsigned Stirling numbers of the first kind
Similarly, we define for j ≥ 1,
Lemma 3. We have
Moreover,
Proof. Since
Similarly,
For fixed n, both σ n (j) and Q n (j) are polynomials in j. Hence they can be naturally extended to be two functions defined on the whole real line. The following lemma gives a relation between these two functions.
Proof. We denote for j ≥ 1,
Comparing the coefficient of x n on both sides, we deduce that
Since (2.19) and (2.20) hold for all j ≥ 1 and both Q n (t) and σ n (t) are polynomials in t, we conclude that for any t ∈ R
Comparing (2.23) with (2.22), we see that the polynomials Q n (t) and (−1) n σ n (t) satisfy the same recurrence relation. Next, by direct computation, we find that
Now suppose that Q n−1 (t) = (−1) n−1 σ n−1 (t) for some n ≥ 2. By (2.22) and (2.23) we deduce that
Summing over t from 1 to j − 1, we obtain
By definition, we have Q n (1) = (−1) n σ n (1) = 0 for n ≥ 1. Therefore, (2.25) implies that Q n (j) = (−1) n σ n (j) for any j ≥ 1. This implies that Q n (t) = (−1) n σ n (t) for any t ∈ R.
To prove Lemma 2, we need to compute the coefficient of
. Moreover, if (N, m) = (2, 1), then s 0 = 0.
In order to prove this proposition, we need the following lemmas.
Lemma 5. Any polynomial of j can be written into a polynomial of u = 2j − 1 and v = j(j − 1), and the degree of u in each term is at most 1. In order words, for a polynomial ϕ(j), we can write it as
Moreover, if all the coefficients of ϕ(j) are rational numbers, then each s i,l ∈ Q.
Proof. The assertions are clearly true if the polynomial has degree 1. If the polynomial has the form j 2 + aj + b, then
Higher-degree cases can be done similarly.
Proof. We denote
It is known that
From (2.31) we have
As a polynomial in j, the degree of p m is m + 1. Moreover, it is known that
As a polynomial in j, the degree of σ k is no more than
Now we are going to find the coefficients of j 2k and j 2k−1 in σ k , respectively. We consider the system of linear equations
which is equivalent to
It is clear that the unique solution to the equations above are m 1 = k and m i = 0 for 2 ≤ i ≤ k. Now we compute
Similarly, we consider the system of linear equations
The only solutions are m 1 = k − 2, m 2 = 1 and m i = 0 for all i ≥ 3. The corresponding term in σ k is Next, from the proof of Lemma 4, we see that if we replace j by 1−j in the polynomial expression of (−1) k σ k , then we get Q k . Thus by replacing j by 1−j in (2.29), we obtain (2.30). Now we are able to prove Proposition 1.
Proof of Proposition 1. From (2.27) it is clear that ∆(N, m) is a polynomial of j with rational coefficients. By Lemma 5, we can write
where each s i,l ∈ Q. Replacing j by 1 − j, then u → −u and v → v. Lemmas 3 and 4 imply 
Clearly, when j = 0 or j = 1, we have ∆(2m, m) = 0 except when m = 1. Therefore ∆(2m, m) has a factor j(j − 1) except when m = 1. Thus when (N, m) = (2, 1), ∆(N, m) is always divisible by v, which means s 1,0 = 0.
It remains to prove that n 1 ≤ 2N −3m−1
2
. By the definition of G(N, m) and Lemma 6,
Similarly, This completes the proof of Proposition 1.
Finally, we arrive at the stage to prove Lemma 2.
Proof of Lemma 2. We plug
a k x k into (2.26) and expand it to a power series of x. By direct calculations, we find that the coefficient of x n−1 in (2.26) is the sum of the following terms: ∆(2, 1)a n−1 , (2.40)
Note that ∆(2, 1) = 2j − 1 = u. (2.40) gives the first term in (2.12). By Proposition 1, we can write each ∆(N, m) as
] ≤ n, which means the degree of of v in ∆(N, m) is at most n. This gives (2.12) and clearly each polynomial S i (n) has rational coefficients. More explicitly, from (2.41) and (2.42), we see that for i = 0, 1, ..., n, Recall that ∆(2, 0) = 1 6 uv, ∆(3, 0) = − 1 12 uv 2 , and ∆(3, 1) = − 1 2 uv. So we have S 0 (1) = S 0 (2) = 0, S 1 (1) = 1 6 , S 1 (2) = − 1 2 a 0 , S 2 (2) = − 1 12 .
Proof of Theorem 1
Recall Ramanujan's Theta-operator Θ = q∂ q , which has the effect that
where P m is a multivariate polynomial of A 0 , A 1 , ..., A m−1 with rational coefficients. Moreover, we have
Proof. By Jacobi's identity [1, Theorem 1.3.9], we have
This proves that Θ(P 0 ) = −3A 0 P 0 and hence P 1 = A 0 .
Next, note that
We deduce that
Suppose we have proved that P m is a polynomial of A 0 , A 1 , . . . , A m−1 with rational coefficients, which is clear true for m = 1. Then since Θ(A k ) = A k+1 , from (3.2) it follows that P m+1 is a polynomial of A 0 , A 1 , . . . , A m with rational coefficients. Thus by induction on m we know that the first assertion is true.
Recall that in Lemma 2, S 0 (1) = 0, S 1 (1) = 1 6 , and for m ≥ 2, S i (m) are polynomials of a 0 , a 1 , · · · , a m−2 and independent of j. For m ≥ 1, we recursively define
In particular,
The following lemma is a key for the proof of Theorem 1.
Lemma 8. Let n ≥ 1. Suppose λ = C n . Then for large k,
Remark 2. Here and in the proof below, we use the convention that in any summation b i=a , if a > b, then we assume the sum is empty (zero). In (3.6), when n = 1, we have an empty sum and so Λ 0 (x) = λ.
Proof. For convenience, we define for m ≥ 0
It is clear that P 0 = P 0 and P m = 2 m Θ m (P 0 ) = −3 · 2 m P 0 P m (m ≥ 1). Moreover, (3.3) implies that for any m ≥ 1,
Now we set a = Λ n−1 (x) in (2.1) with x = k −1 . From (2.10) and Lemma 2 we deduce that
For convenience, from now to the end of proof, we will omit the variables C 1 , · · · , C n−1 and simply write the polynomial S i (j)(C 1 , · · · , C j−1 ) as S i (j).
By Lemma 1, there exists a positive integer
Note that (3.1) implies P 0 > 0. If λ − C n < 0, by (3.9) we know there exists a positive integer N 2 = N 2 (q) such that for any integers m ≥ N 2 ,
Let N > max{N 1 , N 2 }. Using (3.10) and by direct calculations, we find that
Now for each 1 ≤ ℓ ≤ n − 1, from (3.9) we deduce that
Here for the last inequality, we have used the fact that when N is sufficiently large, the sequence (2j − 1)(j(j − 1)) i q j(j−1)/2 will be decreasing when j ≥ 2N .
Note that when k ≤ q −N 2 /n , we have q N 2 ≤ k −n . Hence for each k satisfying
From (3.13) , when N is large enough, and for k satisfying q −3N ≤ k ≤ q −N 2 /n , we can guarantee that
Therefore, for such k and N , we have
and by Lemma 1
By (3.17) we know that there exists a constant c > 0 such that for k large enough,
Moreover, since u n is decreasing when n > k,
From (3.20), (3.21) and (3.22), we deduce that
Similarly, if λ − C n > 0, we have for large k,
Proof of Theorem 1. For any n ≥ 1, we choose λ ′ < C n < λ ′′ . Let
By Lemma 8 we have f (ξ ′ k )f (ξ ′′ k ) < 0. Therefore, by the Intermediate Value Theorem, there exists a root in the interval (ξ ′ k , ξ ′′ k ). Thanks to (1.5), when k is large enough, we know this interval contains only one root and this root must be x k (see also [13, Proof of Theorem 1]). Thus we can write the root as
(3.23)
By letting λ ′ and λ ′′ tend to C n from the left side and right side, respectively, we see that we must have lim k→∞ θ n (k) = C n . Thus θ n (k) = C n + o(1) as k tends to infinity. This means From the definition (3.3) and Lemma 7, it is clear that C i is a multivariate polynomial of A 0 , A 1 , . . . , A i−1 with rational coefficients.
4.
Representations of C n 4.1. Representation of C n using A 0 , A 1 , · · · , A n−1 . We have seen in (3. 3) that C n = −S 0 (n) + 6S 1 (n)P 1 + 12S 2 (n)P 2 + ... + 3 · 2 n S n (n)P n , (4.1)
where each P i is given by a recursive formula in Lemma 7, and each S i (n) can be determined from (2.43) by setting a i = C i+1 . Indeed, for i = 0, 1, ..., n, Proposition 2. For n ≥ 1, S n (n) = (−1) n−1 3 · 2 n (n − 1)! .
Proof. By Lemma 6,
So ∆(n + 1, 0) = (−1) n+1 3 · 2 n (n − 1)! uv n + lower degree terms. (4.4)
Thanks to (2.39), we know that in (4.2), ∆(n + 1, 0) is the only term containing uv n , so S n (n) is exactly the coefficient of uv n in (4.4).
Proposition 3. For n ≥ 3,
Proof. Recall that S 0 (n) = 0 if n = 1, 2. From Proposition 1 we know that when n ≥ 3, any other ∆(N, m) with (N, m) = (2, 1) in (4.2) must have the factor uv. Recall that ∆(2, 1) = u. So S 0 (n) = [u]∆(2, 1)
Moreover, this polynomial has the form
whenF is a polynomial depending on n and i.
Proof. To show that the subscripts of C k 's in S i are at most n − i, we need to analyze the terms associated with each [uv i ]∆(N, m) in (4.2). Recall that (2.39) gives the restriction [ 2N −3m−1 2 ] ≥ i on these (N, m). We consider two different cases. When
(4.6) (Note that when N = n, n + 1, the second sum vanishes.) So the maximal subscript max l i l ≤ n − N min + 2 = n − i.
When m = 0, the term associated with ∆(N, 0) is C n−N if N ≤ n − 1, and is a constant if N = n, n + 1.
Consequently, S i (n) contains only C 1 , ..., C n−i .
]. The degree of (4.6), as a polynomial of C 1 , ..., C n−i , is m+1 when N ≤ n−1, and is m when N = n, n+1. When N ≤ n−1,
Recall that m ≤ [N/2]. So the degree of S i (n), as a polynomial of C 1 , ..., C n−i , is at
. By (2.37), (2.38), and (4.4), we have ∆(i + 2, 1) = (−1) i 2 i i! uv i + lower degree terms,
For any n ≥ 1,
7)
where F is a polynomial depending on n and has degree at most n.
Proof. From the definition of P n in Lemma 7, one can prove by induction that for any n ≥ 1, the degree of the multivariate polynomial P n is n, and P n = A n−1 + higher degree terms (without A n−1 ). (4.8) So the coefficient of A n−1 in C n is exactly (−1) n−1 (n−1)! by (4.1) and Proposition 2. To show the degree of C n is at most n, we use induction. Suppose deg(C l ) ≤ l, 1 ≤ l < n. Then one can estimate the degree of C n directly by (4.1) and (4.2) . For example, the term
Other terms can be estimated similarly. So deg(C n ) ≤ n.
4.2.
The linear terms in the representation of C n . We have known that C n is a multivariate polynomial of A 0 , ..., A n−1 , which has the form (4.7) and can be determined recursively by (4.1). However, from the examples presented in Section 1, we see that this multivariate polynomial may have a very complicated structure, since it contains nonlinear terms as well as linear terms. In this section, we will see that at least the linear terms can be understood.
For i = 1, ..., n, let S i,0 (n) be the constant term in S i (n). By (4.2), we have ∆(n + 1, 0) = Q n+1 − (−1) n+1 σ n+1 = S n,0 (n)uv n + ... + S 2,0 (n)uv 2 + S 1,0 (n)uv.
Then by (4.8) and (4.1), the coefficient of the linear term A i−1 in C n equals to 3 · 2 i S i,0 (n).
We have obtained the coefficient of the linear term A n−1 in Proposition 5. However, to determine the explicit formulas of the coefficients for other linear terms, we have to obtain the explicit expansion of σ n+1 (j) (i.e., the unsigned Stirling number of the first kind c(j, j − n − 1)). Although it is possible to determine the first several terms in the expansions (see Lemma 6 for the first two terms), complete expansions are difficult and unknown. Fortunately, the sum of these coefficients has simple closed form, which gives the coefficient of q in the expansion of C n (q) in q (see Remark 1). Proposition 6. The sum of the coefficients of the linear terms A 0 , A 1 , ..., A n−1 in C n equals to (−1) n−1 .
Proof. The sum of the coefficients of the linear terms A 0 , A 1 , ..., A n−1 in C n equals to 6S 1,0 (n) + 12S 2,0 (n) + ... + 3 · 2 n S n,0 (n). (4.9)
Note that ∆(n + 1, 0) = S n,0 (n)uv n + ... + S 2,0 (n)uv 2 + S 1,0 (n)uv. (4.10)
To compute the value of (4.9), we only need to set u = 3 and v = 2, namely j = 2 in Although it is difficult to find S i,0 (n) for all 0 ≤ i ≤ n, we are able to find explicit formulas for S 1,0 (n) and S 2,0 (n), which give us explicit formulas for the coefficients of the linear terms A 0 and A 1 . These results are useful in proving Theorem 2.
Proposition 7. For any n ≥ 1,
Proof. Since ∆(n, 0) = Q n − (−1) n σ n , we have Q n = ∆(n, 0) + (−1) n σ n . By (2.14) we have (−1) n σ n + ∆(n, 0) = − Note that for any n ≥ 1, σ n is divisible by v = j(j − 1). Since ∆(0, 0) = ∆(1, 0) = 0, from (4.12), we know ∆(n, 0) is divisible by v. Replacing n by 2n + 1 in (4.12) and observing that Since both ∆(m, 0) and σ 2n+1−m are divisible by v, we know that ∆(2n + 1, 0) is divisible by v 2 . Therefore, from (4.10) we know S 1,0 (2n) = 0.
Furthermore, from Newton's identities, we have
It is well known that if m ≥ 3 is odd, then p m is divisible by v 2 . Hence (4.14) implies that σ 2k+1 is divisible by v 2 for any k ≥ 1. Now we compare the coefficients of uv 2 in both sides of (4.13). For the left hand side, it is clearly equal to S 2,0 (2n 
Proof. From Proposition 7 we know it suffices to show that
We observe that
Comparing the coefficients of j 2 on both sides of (4.16), we deduce that 
Comparing (4.26) and (4.27), we complete the proof of (4.24) and the proposition.
4.3.
Alternative representations of C n . The representations of C n are not unique. Indeed, it is possible to represent C n using only A 0 , A 1 and A 2 . For this we need to know the relation between A 3 and A 0 , A 1 , A 2 . Recall that E 2 , E 4 and E 6 denotes three Eisenstein series as given in (1.10)-(1.12). The following identities of Ramanujan are well-known (see [ We first express E 2 , E 4 and E 6 in terms of A 0 , A 1 and A 2 .
Proposition 9. We have 
Proof. The relation (4.31) follows from definition.
Since Θ(A 0 ) = A 1 , (4.28) implies E 4 = E 2 2 − 12Θ(E 2 ) = E 2 2 + 288A 1 = 1 − 48A 0 + 576A 2 0 + 288A 1 . This proves (4.32).
Next, we have Θ(E 2 2 ) = Θ(1 − 48A 0 + 576A 2 0 ) = −48A 1 + 1152A 0 A 1 . (4.34)
Applying Θ to both sides of (4.28), by (4.29) and (4.34) we obtain
On the other hand, we have
So we deduce that
Substituting (4.31) and (4.32) into (4.37) and simplifying, we obtain (4.33).
From Proposition 9, it is easy to express A 0 , A 1 and A 2 as polynomials in E 2 , E 4 and E 6 .
Corollary 1. We have
A 0 = 1 24 (1 − E 2 ),
Lemma 9. For any n ≥ 1, A n can be written as a multivariate polynomial in A 0 , A 1 and A 2 with integer coefficients and degree at most n − 1. In particular, we have
Proof. Applying the Θ operator to both sides of (4.36), upon using (4.28)-(4.30) and simplifying, we obtain
. Now substituting (4.31)-(4.33) into the above identity and simplifying, we obtain (4.38).
Since A m+1 = Θ(A m ), the first assertion follows by using (4.38) and induction on m.
Finally, we present a proof of Theorem 2.
Proof of Theorem 2. From Lemma 9 and Proposition 5, we know that C n can be represented as a polynomial of A 0 , A 1 and A 2 . For the uniqueness, it is known that E 2 , E 4 and E 6 are algebraically independent over C (see [8, Lemma 117] , for example). Therefore, Corollary 1 implies that A 0 , A 1 and A 2 are also algebraically independent over C. Hence the expression of C n as a polynomial in A 0 , A 1 and A 2 is unique. From Theorem 1 and Lemma 9, it is easy to see that all the coefficients are rational numbers.
From Lemma 9, we see that A n = A 2 + higher degree terms for all n ≥ 3. So Proposition 6 still holds for this representation of C n in A 0 , A 1 and A 2 , and the coefficients of A 0 and A 1 do not change. Therefore, the coefficients of the linear terms A 0 , A 1 , A 2 in this representation of C n are 6S 1,0 (n), 12S 2,0 (n), (−1) n−1 − 6S 1,0 (n) − 12S 2,0 (n), respectively. Since S 1,0 (n) and S 2,0 (n) are given explicitly in Propositions 7 and 8, we complete our proof of Theorem 2.
