This paper examines the role of assumptions commonly made in validation studies for lighting simulation programs and quantifies the sensitivity of results to uncertainties in key model parameters such as sky conditions and surface reflectivity. Actually occurring overcast skies are often taken to approximate the CIE standard overcast sky for the purpose of comparing predictions against measurements in real buildings. The validity of this assumption is tested against measurements of the sky luminance distribution for real skies. Illuminance predictions are particularly sensitive to the assigned reflectance of surfaces when the direct component of illumination is small. A number of confounding factors that can lead to imprecise estimates of surface reflectivity for building facades are identified and a methodology to minimize their effect is proposed. This study reveals that commonly made assumptions with respect to sky conditions and moderate imprecision in model parameters can lead to erroneous assessments of program accuracy. The degree to which existing validation findings can be extrapolated to very different application scenarios is discussed in the context of reported conflicting assessments of program accuracy.
Introduction
Consulting engineers routinely use computer simulation to predict the internal environment and energy consumption of buildings at the design stage. The results from simulation studies may form the basis for significant features of the building design, with ensuing cost implications for time and materials. As a consequence, practitioners choose to employ those simulation programs that have undergone validation tests and proven to be fit for the task to which they will be applied. For any given simulation program applied to a particular design, it is highly unlikely that the validation studies for that program were carried out under conditions identical to the building design under evaluation. For example, the key validation studies for dynamic thermal simulation programs were carried out using instrumented test-cell enclosures. If the fundamental processes (e.g., conduction, convection etc.) can be shown to have been accurately modelled by the program, then this instils confidence that buildings more complex than the test-cell can also be simulated by the program with comparable accuracy.
Validation of predictions from a lighting simulation program, is in principle, a straightforward task. Predictions are compared with measurements and an assessment of the program's accuracy is made. In practice however, it is often difficult to specify with certainty the actually occurring conditions in the simulation model because knowledge of reality is usually both incomplete and imprecise. If the degree by which model and reality diverge is not known, then it becomes difficult to attribute the cause of any disagreement between predictions and measurements: was it due to the underlying algorithms or was the validation scenario wrongly described in the simulation? This paper examines the role of assumptions commonly made in the validation of lighting simulation programs and quantifies the sensitivity of results to uncertainties in key model parameters. Actually occurring overcast skies are often taken to match the CIE standard overcast sky for the purpose of comparing predictions against measurements in real buildings. The validity of this assumption is tested using luminancemapped measurements of real skies. Illuminance predictions are very sensitive to surface reflectivity in situations where light is received after several reflections between surfaces. The sensitivity of predictions to small changes in surface reflectance is investigated for a generic dense urban setting. As noted, the building model and setting used for a validation study will almost always differ from actual application scenarios. It is instructive therefore to attempt to gauge the degree to which the findings from existing validation studies can be extrapolated to other scenarios. This is considered in Section 5.
The validation benchmark study
The Radiance lighting simulation system 1 has been the subject of a number of validation studies, more perhaps than any other comparable system. 2À8 In particular, for daylight modelling, Radiance has been validated using the BRE-IDMP dataset. 9 The BRE-IDMP dataset consists of simultaneous measurements of the sky luminance distribution, the direct normal illuminance and the internal illuminance in a full-size mock office with south-facing glazing (together with other measurements). This unique dataset, permits, for the first time, a near-complete specification of the sky luminance pattern at the time of measurement. Thus it was possible to make a true assessment of the intrinsic accuracy of the Radiance predictions for internal illuminance under a wide range real sky=sun conditions, including heavily overcast. That study demonstrated that the accuracy of the Radiance predictions was very high: 66% of predictions were within AE10% of the measured values, and 95% were within AE25%. The accuracy of the Radiance predictions was, in fact, shown to be comparable with that of the measuring instruments themselves and much higher than that demonstrated for scale models. 10 For the BRE-IDMP validation, the building model (3D geometry, surface reflectivities, etc.) and the natural luminous environment (sky luminance distribution etc.) were measured to a high degree of precision and were described in the simulation accordingly. In validation studies where these data are known with less precision, or are not available at all, it is possible to arrive at erroneous conclusions for the intrinsic accuracy of lighting simulation programs. The testing of Radiation predictions using the BRE-IDMP dataset is arguably the most rigorous validation study of daylight illuminance modelling to date. Hence it is referred to here as the benchmark validation test against which the less exacting validation scenarios are compared.
Overcast sky conditions: reality and the CIE standard
A number of validation studies have tested computer-simulated illuminance predictions against measurements under real skies. 11À13 Where the sky luminance distribution has not been measured it has to be derived from basic quantities using a sky model. For example, the CIE standard overcast model is normally used to represent actually occurring overcast conditions. When this is done for the purpose of testing the accuracy of a computersimulated predictions of illuminance, it is important that the real sky luminance pattern is identical-or at least very similar-to that used for the simulation. Otherwise it becomes impossible to determine the cause of any divergence between measured and modelled illuminance: it could equally result from poor performance of the simulation program or because the modelled sky was different from the real sky at the time of measurement. To illustrate this, the luminance pattern for a real sky (taken from the BRE-IDMP dataset) is shown alongside that for a sky generated using the CIE Overcast Standard formula, Figure 1 . The skies were normalized to produce the same diffuse horizontal illuminance. The real sky was measured during stable conditions and the global horizontal illuminance was $ 10 klux. The direct normal illuminance for this sky was effectively zero, thus the global and diffuse horizontal illuminances were equal. There are a number of criteria that have been employed to infer that a real sky is heavily overcast, and therefore one which can be described using the CIE standard overcast pattern. These criteria include the following:
. Visual observation-the sky appears heavily overcast with no discernable circumsolar region and a 'smooth' brightness distribution. . Low global horizontal illuminance-usually in conjunction with visual observations. . When global horizontal illuminance is equal to diffuse horizontal illuminance-in other words, confirmation by measurements that the contribution of direct solar horizontal illuminance is negligible. . Small fluctuations in short time-step sequential measurements of global horizontal illuminance for seemingly overcast skies.
The aim here is to test the validity of a number of objective criteria that could be used to infer that CIE standard overcast sky conditions occurred at the time of measurement. Visual criteria are not examined because of their subjective nature. In any case, the logarithmic response function of the eye to changes in luminance means that visual perception cannot reliably be used to assess Figure 1 Luminance surface plots for measured sky (266_92_13h00) and CIE Standard Overcast the regularity or otherwise of sky luminance patterns. The criteria used in studies to infer CIE standard overcast sky conditions are tested here by comparing daylight factors derived directly from measurements in a full-size office space with precise daylight factor values predicted using exact CIE standard overcast sky conditions. The measured data are taken from the BRE-IDMP validation dataset collected by the Building Research Establishment as part of the International Daylight Measurement Programme. The BRE-IDMP dataset consists of simultaneous measurements of a wide range of quantities including:
. the sky luminance distribution measured at 145 points on the sky vault . global horizontal illuminance and diffuse horizontal illuminance . the direct normal illuminance . vertical north, east, south, and west illuminance . the internal illuminance at six points in a full-size mock office.
As noted, this dataset was used by the author to validate illuminance predictions from the Radiance lighting simulation system under real sky conditions. 9 The aforementioned validation proved that the Radiance system predictions were capable of high accuracy (typically AE 10% of measured values) if the simulation is 'driven' correctly. On the basis of that validation, it is reasonable to assume that the daylight factors predicted for the BRE office are of a similar high accuracy i.e., within AE 10% of the true value.
Filtering criteria
The various physical quantities in the BRE-IDMP dataset permits the formulation of a number of filtering criteria to test the assumption that an actual overcast sky conforms to the CIE standard. In all, nine filtering criteria (labelled cases A to I) were devised and tested. These criteria are divided into three classes-'basic', 'intermediate' and 'refined'-depending on the type of the measured quantities used for the filtering. The 'basic' class uses only measurements of global horizontal illuminance to infer sky conditions. At the next level, the 'intermediate' class uses measurements of both global horizontal illuminance and diffuse horizontal illuminance to infer sky conditions. Finally, for the class designated 'refined', measurements for the four vertical illuminancesnorth, east, south and west-together with global horizontal illuminance are used to formulate the filtering criteria.
The nine filtering criteria are summarized in Table 1 . The first two, A and B, are in the class designated 'basic '. Here the condition in each case that the global horizontal illuminance is within a specified range. For case A, daylight factors were derived for all the skies in the validation dataset where the global horizontal illuminance was greater than 1000 lux and less than 25 000 lux. For case B, the range was narrowed to only those skies with global horizontal illuminances greater than 1000 lux and less than 5000 lux. The second class of filtering criteria, designated 'intermediate' make use of an additional quantity: diffuse horizontal illuminance. The diffuse horizontal illuminance together with global horizontal illuminance can identify those instances where the illuminance contribution from the sun is small, and therefore indicative-or rather, suggestive-of overcast conditions. Note that the diffuse horizontal illuminance used here was in fact derived from subtracting the horizontal component of measured direct normal illuminance from global horizontal illuminance. This is considered a more reliable value for diffuse horizontal illuminance than that measured directly using an illuminance meter with shadow band. The percentage relative difference between global horizontal illuminance and diffuse horizontal illuminance is used as one of the filtering criteria for these 'intermediate' cases (labelled C, D, and F). Lastly, for the class designated 'refined' (cases F, G, H and I), the filtering criteria are based on the coefficient on variation between the four measurements of vertical N, E, S and W illuminance. The coefficient of variation, here expressed as a percentage, is a measure of the overall difference between the four vertical illuminances. The BRE-IDMP dataset consists of 754 simultaneous measurements of internal and external parameters taken from 27 days of monitoring at the BRE during 1992. The 27 days were pseudo randomly selected by the BRE to cover the full range of naturally occurring sky conditions from heavily overcast, through intermediate to clear. Because the filtering criteria were designed to pick out only those skies likely to be overcast, each one results in the selection of a subset of the total number of skies (maximum 754) depending on how many are included by the conditions. The number of skies selected by the filtering criteria ranged from 480 (case A) down to just 34 (case I)-see last column in Table 1 .
The BRE-IDMP dataset includes measurements of the sky luminance distribution. This data could be used to make an absolute comparison of the measured sky luminance patterns against the CIE standard overcast pattern. 15 It is almost invariably the case that real sky luminance patterns will diverage from model ideals to a greater or lesser degree. However, quantification of the divergence between the two patterns-real and modeldoes not reveal how the skies will perform for the purpose of predicting internal illuminance, or as is the case here: daylight factors. Moreover, the aim here is to test the credibility of assumptions that are used in validation exercises, specifically, those pertaining to sky conditions. Thus, the measured luminance patterns were not examined for an a priori conformance to the CIE overcast standard, but rather on the basis of the applied filtering criteria.
Daylight factors based on measurements
Daylight factors for the BRE office were calculated from measurements of internal illuminance and global horizontal illuminance for all of the 754 skies in the BRE-IDMP dataset. The nine filtering criteria (cases A to I) were applied to the predictions and, for each case, the mean measured daylight factor (MMDF) at the six photocell locations was computed. Scatter plots showing the measured daylight factor (x symbol) for the skies selected by each of the filtering criteria are given in Figure 2 . Note that a logarithmic scale is used on the abscissa and that many of the points plotted overlap with each other. The mean measured daylight factor at each photocell is marked with a^symbol and the 'standard' daylight factor predicted under exact CIE overcast skies is marked with a & symbol. Evident in the plots is the large range in measured daylight factors at each photocell for cases A to F. The 'standard' daylight factor and the MMDF for each of the cases are given in Table 2 . The percentage relative difference between the mean measured daylight factor and the true daylight factor value is also presented. Taking first class A and B ('basic' filtering), the mean measured daylight factor is consistently greater than the true value at all six photocell locations. Case B results offer an improvement over case A due to the smaller range in global horizontal illuminances that are considered. But even here the MMDF is greater than the true value by $ 22% nearest the window and $ 77% at the back of the office. The 'intermediate' level filtering for the next three cases (C, D and E) improves matters, but the relative differences between the MMDF and the true value at the back of the office is never better than ( þ )41%. Last are the 'refined' level filtering cases (F, G, H and I) which are based on the coefficient of variation (CoV) between the measurements of the four vertical illuminances. In all four cases, the MMDF shows much better agreement with the true value at all six photocell locations. Between these four 'refined' level filtering cases, there is little in the way of significant differences. In fact, there is only marginal improvement in the overall agreement between the MMDF and the true value from case F (CoV < 25%) to case G (CoV < 10%), and then only for the photocell at the back of the office. On the basis of correspondence between the MMDF and the true value, differences between cases G, H and I are marginal. The scatter plots however reveal that there is a narrower distribution in measured daylight factors for case H than for case G, Figure 2 
Real and assumed overcast sky luminance
patterns A comprehensive evaluation of real and model skies is beyond the scope of the work reported here. For the purpose of this study however, a visual examination of measured sky luminance patterns against the CIE stan-dard overcast pattern will be sufficient to reveal the effectiveness or otherwise of the various filtering criteria. The luminance of the measured skies along a semi-circular arc (south-horizon to zenith to north-horizon) was determined for each of the 754 skies in the validation dataset. The luminance of a CIE standard overcast sky along the same arc was also generated. For the purpose of comparison, the measured skies were normalized to give the same horizontal illuminance as the CIE standard overcast sky. In this case, 10 000 lux, though the value is arbitrary. The various filtering criteria were applied, and all the luminance-arcs for the skies in each case were plotted together with the luminance arc for the CIE standard overcast. For brevity, only two plots are given in this paper, Figures 3 and 4 . The plots show that only 'refined' level filtering (case H, Figure 4 ) was effective is selecting skies that largely matched the CIE standard overcast pattern. The degree of variance for the luminance-arcs Figure 3 ) is perhaps surprising. Recall that for case D, global horizontal illuminance was never more than 1% greater than diffuse horizontal illuminance. Nevertheless, there were many skies where the luminance at low altitude was markedly greater than the zenith luminance, and this was so for both the south and north directions. An arc showing the mean of all the luminance-arcs for the measured skies is also shown. For case H, the mean-arc is very close to that for the CIE standard overcast ( Figure 4 ). Whereas, for case D the meanarc shows marked divergence from the arc for the CIE sky ( Figure 3 ). In particular, the mean-arc has a lower luminance at the zenith and a higher luminance towards the horizon. This explains the systematic trend whereby measured daylight factors for the BRE office tended to be in excess of the correct value because the luminance of the sky 'seen' through the glazing was generally higher than that of the CIE standard overcast. This was so for all skies selected using 'basic' and 'intermediate' level filtering. For buildings with roof-rights, or heavily obstructed sites where the illumination is predominantly from the zenith, the situation is reversed and the tendency would be for measured daylight factors to be less than the correct value.
Can sky stability be used to infer standard
overcast conditions? Stable sky conditions have been used as one of the criteria to infer that real overcast skies conform the CIE Standard Overcast model. 12, 13 For one of these studies, a timeseries of global horizontal illuminance was examined for 'fluctuating' sky conditions. A difference of less than 10% in sequential measurements of global horizontal illuminance (i.e., 'stable' skies) was taken to suggest the presence of CIE standard overcast conditions. This assumption is tested here using the coefficient of variation (CoV) in the four vertical illuminances. In the previous section it was established that, for the criteria examined, only the CoV could be used as a reliable discriminator for CIE standard overcast conditions. Consequently, low fluctuations in global horizontal illuminance should be associated with low CoV if 'stable' skies are indeed an indicator of CIE standard overcast conditions. This is tested as follows. The percentage difference in sequential measurements of global horizontal illuminance, called here the stability index, was determined together with the CoV for all 4515 skies in the (5 minute time-step) BRE-IDMP database. Note that the database with the sky scanner measurements was at 15-minute time-step and for fewer days than the 5-minute time-step database. Of course, many of these measurements were for plainly non-overcast skies. To make fair comparison with the method used in Ng, 12 filtering criteria D ( Table 1) was applied to select candidate overcast skies for the test. This resulted in the selection of 1854 candidate overcast skies. A scatter plot of stability index versus CoV is given in Figure 5 with dashed lined marking the 10% values for both axes. Evident is the lack of any relation between the stability index and the CoV.
The Pearson correlation coefficient for the sample was 0.17. The breakdown in the distribution of the number of skies with respect to the 10% lines (dashed) for stability index (SI) and CoV is given in Table 3 . Approximately half of the skies selected by filtering criteria D have a CoV < 10%; these skies can be considered to be close matches to the CIE standard overcast sky (Table 1) . A similar fraction had an SI < 10%. However, the condition that SI < 10% selected only half of those skies which can be reliably assumed to be CIE standard overcast (i.e., CoV < 10%). In other words, a low stability index cannot be used as an indicator of CIE standard overcast conditions, and indeed it would appear to Figure 5 Stability index versus CoV in vertical illuminances be no better than random sampling. Note that this is for skies that have already been filtered as likely to be overcast (criteria D). Real overcast skies that closely match the CIE standard pattern do not show any tendency to fluctuate less than (real) overcast skies that diverge markedly from the CIE standard pattern. This finding was unexpected as a correspondence, it seems, had long been assumed.
Summary
On the basis of the above findings, the following conclusions are drawn:
. Filtering criteria founded only on the magnitude of global horizontal illuminance (e.g., 'basic', cases A and B), are unlikely to be a robust indicator that actual sky luminance distributions conform to the CIE standard overcast pattern. . Filtering which is founded on reliable values for diffuse horizontal illuminance in addition to global horizontal illuminance (e.g., 'intermediate', cases C, D and E) offers an improvement over 'basic' filtering. However, divergence between MMDFs and the true values for the rear half of the office is still significant (þ26 to þ54%) indicating that many of the actual sky luminance patterns were markedly different to the CIE standard. . Filtering based on limiting the range in the coefficient of variation between the four vertical illuminances to CoV < 10% resulted in MMDFs that were very close to the true values, i.e., within AE10%. This suggested that CoV < 10% is sufficient to ensure that actual sky conditions were a very close match to the CIE overcast standard. Examination of the luminance-arcs confirmed that this was indeed the case. . A low stability index (i.e., small fluctuations in global horizontal illuminance) is no indicator that an actual sky conforms to the CIE standard overcast pattern.
If the methodology described was reversed, and the mean measured daylight factors were used to validate the computer predictions of illuminance, it is probable that erroneous conclusions would be drawn depending on the criteria used to filter the measured skies. For example, if the measured DF at the back of the office was determined to be, say 0.91% (case C, Table 2 ), an accurate computer prediction of 0.61% would be considered to have fallen short of 'true' value by approximately one third. Indeed, it can be seen from Table  2 that taking measured DFs as 'true' would lead to the erroneous conclusion that (accurate) simulated DFs were systematically less than the 'true' value. As noted earlier, when the illumination is predominantly from the zenith (e.g., from rooflights or in a heavily obstructed urban setting), the situation will be reversed and accurate-simulated DFs will be erroneously concluded to be in excess of the 'true' measured value.
Sensitivity of results to building model parameters
4.1 Measuring surface reflectivity 'in the field' Diffuse reflectivities are usually determined from measurements of the surface luminance of the unknown material against that for a known standard. The reflectivity q t of the test material is:
where q r is the reflectivity of the reference standard; L t and L r are the measured luminance for the test and reference materials respectively. For small planar, homogeneous samples (e.g., painted surfaces) measured under carefully controlled conditions, a precision of AE0.02 in the determination of reflectivity may be achievable (private communication: P Littlefair, BRE). The measurement of surface reflectivity 'in the field', say, for building facades, presents a number of practical difficulties that are likely to result in significantly lower precision than that stated earlier. For example, the test material and the reference standard must be subject to exactly the same illumination conditions during measurement. To determine the reflectivity of building facades, the measurements will invariably be carried out under daylight conditions. Identical conditions will not be maintained if either the daylight illumination changes between measurements or if the two samples are not subject to exactly the same daylight exposure. When this occurs, it will introduce an error into the calculation of reflectance in the order of E t =E r where E t and E r are the daylight illuminances incident on the test and reference materials, respectively. In principle, these illuminances could be measured and corrected for:
This method (with or without correction) assumes that the materials are ideal Lambertian (i.e., diffusing) so that the surface luminance is proportional to the incident illuminance, i.e., L a E. The measurement of surfaces that are not immediately to hand presents a number of practical difficulties. The usual method for determining the reflectance of, say, an obstructing building facade is to aim a spotluminance meter at one or more parts (i.e., targets) of the facade and take measurements. 12 At least one of the measurements must be of the reference standard. Ideally, the reference standard and the target samples should be co-located to ensure that they are both subject to the same daylight exposure, i.e., that E t ¼ E r . A further requirement of course is that the sky conditions remain steady during measurement. Co-location of measurement samples is not always possible e.g., for 'sealed' facades where it is not practicable to place (or drape) a reference standard. Where co-location is not possible, incident illuminances should be measured and any difference corrected for using Equation (2) . However, if co-location of test materials is not practicable, then the placement of illuminance meters will most likely not be practicable either.
Effects of surface 'texture' on reflectivity
For any non-planar building facade, the degree of articulation or surface texture can influence the calculation of surface reflectivity from measurements. The effect of surface texture can operate at many scales, large and small. For a simple overhang with a horizontal projection of 1 m, the shading effect is apparent up to 3 m below it, Figure 6a . Note that this effect is greater for CIE overcast sky conditions than diffuse uniform illumination because the zenith is the brightest part of the CIE sky, and so shadow cast by the overhang is more pronounced than would be the case for uniform sky conditions. For a standard measured at location X, the absolute reflectivity of a target sample at Y will be underestimated, Figure 6a . If the places were reversed, then the reflectivity of a target sample will be overestimated. Where the acceptance angle of spot-luminance meter includes features of the building facade that are articulated, the effect of surface textures is to lower the apparent reflectivity of the material. In other words, a homogeneous textured surface will always have an overall reflectivity which is less than the absolute reflectivity of the planar surface finish. The likely magnitude of the effect is illustrated in Figure 6b for a facade with just a small degree of articulation. The equivalent reflectivity (under CIE overcast sky illumination) is 0.16 compared to 0.20 for a planar surface.
For the purpose of using measured reflectivities of building in a lighting simulation, the following measurement strategies are suggested depending on the nature of the building facade, Figure 7 . For a planar facade (Method A), it is a relatively straightforward matter to determine an area-weighted mean reflectivity from measurements of the component materials (Figure 7a ). If the facade has any marked articulation e.g., overhangs, recesses, etc., then these could be modeled explicitly in the simulation to account for the effective reduction in overall reflectivity due to the surface texture, Method B (Figure 7b ). Thus, for a Radiance simulation, rays would be traced in and out of the recesses etc. A high degree of explicit detail in the 3D model of a building facade introduces overheads both for the geometrical modeling and the simulation of light transfer. These could be avoided, and the surface texture effect accounted for, by the using the luminance meter to determine a bulk reflectivity for a representative section of the facade, Method C (Figure 7c ).
For the first two of the methods described above (A and B) , controlled illumination conditions must be observed (see Section 4.1). For Method C, the daylight illumination should not change appreciably over the scale of the section of facade that is within the acceptance angle of the spot luminance meter. Also, the standard material needs to be positioned to receive the same illumination as the facade section, but it should not be shaded by any part of the facade. Ideally, it should be draped just proud of the articulated surface. And of course, illumination conditions should not change appreciably between measurements. Note that the (planar) reflectivity for the articulated facade determined using Method C is dependent on the illumination conditions at the time of measurement. Thus, to be used correctly for modeling purposes, the sky conditions specified for the simulation must be very similar to the (real) sky conditions that occurred at the time of measurement.
The measurement strategies described are, strictly speaking, applicable to facades comprised of diffuse-reflecting materials only. Most real building facades will, of course, contain glazing for which the reflection properties are strongly view dependent i.e., specular. The degree to which the specular properties of glazing may effect modeling studies can be gauged from the curve given in Figure 8 . This shows a simulation of the luminance of a vertical glass facade as a function of the angle of incidence with respect to the glazing normal. Under the glass facade was an opaque material of zero reflectance and the scene was illuminated by a CIE standard overcast sky. The increase in luminance with angle of incidence results from two effects combined. For larger angles, the specular reflection is both stronger and directed towards higher altitude sky where the luminance is greatest (for the CIE standard overcast sky). Viewed nearly normally, the equivalent diffuse reflectivity (EDR) for the glazing is approximately 0.08 (Figure 8 ). This results from weak specular reflections 'seeing' the low altitude sky behind the 'observer'. In a city setting, the EDR would be lower still because the 'observer' is likely to 'see' a lower luminance building in the reflection rather than sky. At 50 incidence, the EDR is $ 0.2 and at 65 it rises to $ 0.5. The significance of this effect for modeling studies will depend on the scenario. Evidently, the larger the proportion of glazing on the facade, the greater the magnitude of the effect. For obstructing buildings with highly glazed facades, the specular properties of the glass may need to be modeled in the simulation to adequately represent reality in the same simulation, especially for validation studies where high accuracy results are needed.
Sensitivity of predictions to variations in surface reflectivity
The dimensions and surface reflectivities of the building model for the BRE-IDMP validation were measured to a high degree of precision. For example, the overall office dimensions were measured to an accuracy of $ 1 cm and the glazing dimensions to an accuracy of $ 0.2 cm. Surface reflectances were measured by the originators of the dataset under controlled conditions. 16 There were no external obstructions of any significance, and so none were included in the 3D model. Where external obstructions are present, the daylight factors will be sensitive to the magnitude of the reflectivities assigned to the obstructing facades. As discussed in the previous section, the measurement and characterization of building facades for simulation studies is subject to a number of confounding factors. As a consequence, it is highly unlikely that actual building facades could be measured and modeled in a simulation with comparable precision to that attained for the benchmark BRE-IDMP validation.
The consequences for simulation studies of imprecision in the measured diffuse reflectivity is investigated in this section. An idealized obstructed (i.e., urban) setting was devised to test the sensitivity of illuminance predictions to variations in diffuse surface reflectivity. For this, a 'tower block' building was positioned centrally in an open top 'box' of equal height to represent a heavily obstructed urban environment, Figure 9 . The absolute dimensions are unimportant; the purpose here is to reveal the magnitude of the likely effects. Vertical daylight factors were predicted at six points evenly spaced along a line on the central tower with the reflectivity of all the surfaces set to 0.10. This was repeated for Table 4 . Daylight factors at the bottom of the tower show the greatest sensitivity to surface reflectivity values. For example, at location 6 the daylight factors for surfaces reflectivities of 0.10 and 0.20 were 1.0% and 1.8% respectively, giving a relative difference of approximately 100% depending on which value is taken as the datum, see Table 4 . As noted in Section 4.1, an uncertainty in surface reflectivity of 0.05 may in fact be small compared to the actual uncertainty that can result when real measurements are taken under outdoor 'field' conditions. This simple exercise demonstrates that very large errors in illuminance predictions for obstructed settings can result where there is relatively small imprecision in the value of the surface reflectivity.
An examination of conflicting findings
As noted in the Introduction, the application scenarios for simulation programs invariably differ from the validation scenarios under which they were tested. It is important therefore to consider the degree to which the results from validation studies might be indicative of program performance under 'real-world' conditions. In other words, is it possible to estimate a 'domain of validity' for the simulation program, and are likely applica- Reflectance
tion scenarios expected to fall within or outside of it? The 'domain of validity' contains those scenarios where the (lighting simulation) program is expected to perform with comparable accuracy to that shown in the validation, proving that: a) the simulation is 'driven' correctly; and, b) the scenario (buildings, sky, etc.) is accurately described in the simulation.
Necessarily, this consideration must be based in large part on reasoned extrapolations from one scenario to another. If it is suspected, say, from some test measurements, that the accuracy demonstrated in the validation cannot be repeated for the application scenario, then it is vital to determine the cause. Rather than construct arbitrary application scenarios, an example is drawn from a recently published study 12 on the accuracy of illuminance predictions from Radiance using a scenario which appears, at least at first, to be very different from that used for the benchmark validation. The recent study was carried out in a heavily obstructed urban setting and it concluded that Radiance overestimated the vertical illuminance by $ 50% for high obstruction angles (i.e., at the low heights on the building facade). This was noted to be 'a very serious error indeed'. 12 Given that Radiance is one of the most widely used lighting simulation programs, and that many commercial and research applications depend on its reliability and perceived high-accuracy, the noted poor performance deserves attention. Was the simulation program used outside of its 'domain of validity', or was there some other cause for the reported failing of the program?
In order to answer this, both validation tests should, ideally, be repeated to ensure reproducibility of results. If the conflict in the assessment of accuracy persists, a hypothetical next-step could determine the program's accuracy for a scenario that is judged to be some intermediate of the BRE-IDMP office and the heavily obstructed setting. As neither of these options are immediately available, it is necessary to employ other methods. Two are suggested. The first is a comparison of the two scenarios: is there some fundamental, qualitative difference between the settings that might be the cause of the conflicting findings? Here it will be instructive to extrapolate by increments from one scenario to another. In the course of the extrapolation, it may be possible to identify a point at which there might be a compelling reason to believe that the validation results from one setting no longer apply to the other. The second is a critical comparison of the validation methodologies. The analysis of prediction errors resulting from imprecision in the description of the scenario (Section 3 and Section 4) will inform this examination.
Comparison of the BRE-IDMP and Hong
Kong validation scenarios For the heavily obstructed scenario in Hong Kong, measurements of the vertical daylight factor (that is, vertical illuminance) at three heights on a building facade were compared with predictions from the Radiance program. Measurements were taken during 'stable' sky conditions that had low (< 25000 lux) global horizontal illuminance and the sky luminance pattern was assumed to be CIE Standard Overcast. 12 At first sight, the heavily obstructed scenario appears markedly different to the BRE-IDMP office, Figure 10 . However, two simple geometric transforms applied to the BRE office scenario produce a scene that can be considered similar to a heavily obstructed urban site, at least for the purpose of predicting vertical illuminance. The two transforms are a 13 times magnification and a 90 rotation applied in any order, Figure 10 (a). The BRE offices scene can now, in terms of the 'inside', be thought of as comparable to four tower blocks, each 117 m tall, placed so close together that the corners join. There is an overhang at the top (the sill in the office model) that further obstructs the sky. For the photocell now at the base of the transformed office, the window subtends a solid angle approximately 11 by 18 . Viewed in this way, it is evident that the modeling of internal illuminance for the office scene is largely equivalent to modeling vertical illuminance in heavily obstructed space between four tall towers. Furthermore, the photocell at the back of the office was, in actuality, more heavily obstructed than any of the points on the tower block in Dr Ng's study, Figure 10 (b). The six calculation points for the BRE office were in a horizontal row, whereas three points in the vertical plane were considered for the obscured building. For the BRE office, Radiance had to model light reflections off and between the vertical (walls) and horizontal (floor and ceiling) surfaces of the office space in order to accurately predict illuminance at all six photocell locations. It is highly unlikely therefore that the orientation of calculation points-top to bottom as opposed to acrosscan affect the accuracy of Radiance. It is important to note that the propagation of daylight-and the algorithms used in Radi-ance to model it-are not affected in any way by these geometrical transforms. 14 In other words, variations in scale and orientation alone are not sufficient to suggest an essential difference between the two scenarios.
Could sky conditions be a factor? For the Hong Kong study, the CIE standard overcast sky luminance distribution was used in the simulations. Overcast skies accounted for approximately 300 of the 754 unique skies in the BRE-IDMP dataset. Thus it cannot be said that the conditions (assumed) for the Hong Kong study were significantly different from a large number of skies in the BRE-IDMP validation. Moreover, the ratio between the maximum and minimum illuminances measured in the Hong Kong study was $ 7 (as indicated by the vertical daylight factor) which falls within the range of $ 5 to $ 25 for the 754 skies in the BRE-IDMP dataset. The actual vertical illuminances that were recorded for the Hong Kong were not given but can be estimated from the plot of global horizontal illuminance (Figure 9 in Ng 12 ). Values in the range $ 5À10 klux are identified as candidate data that might be suitable indicators of overcast sky conditions. Based on this and the three vertical daylight factor values, vertical illuminances in the range $ 300 lux to $ 5000 lux were probably recorded. By comparison, illuminances in the range 7 lux to 12 666 lux were accurately predicted by Radiance in the BRE-IDMP study (for photocells not illuminated by direct sunlight). It can be reasonably claimed therefore that skies in the BRE-IDMP dataset encompass a very wide range of sky conditions-both in terms of sky type and the internal illuminance levels they produce. Thus in terms of sky type, illuminance ratios and absolute illuminance values, the conditions monitored in Hong Kong cannot be claimed to be extremes that were outside of the range found in the BRE-IDMP dataset.
The only significant difference between the two scenarios is quantitative rather than qualitative: the heavily obstructed scenario is geometrically more complex than the BRE-IDMP office scenario. This fact alone should not prove to be a fundamental limiting factor on the program's accuracy. Indeed, because the facades of the tower blocks were modeled as planar polygons, the difference in complexity of the modeled scenarios is much less than it would appear from photographs of the actual setting (Figures 8 and 10 in Ng 12 ). Unless evidence can be found to the contrary, there is no compelling reason to suppose that the geometrical complexity of the obstructed scenario (as modeled) should be the cause of larger errors in predicted illuminance. It is likely to be the case however that the Radiance simulation parameters would need to be adjusted in response to the complexity of the scene to accurately model light transfer and achieve a converged result. 17 
Differences in applied methodologies
It was concluded in the previous section that differences between the two scenarios do not constitute sufficient reason to presume that the setting for the Hong Kong study lies outside of the 'domain of validity' established by the BRE-IDMP validation. The possibility that differences in the applied methodologies were the cause of the discrepancy are discussed here.
As noted, the BRE-IDMP validation was carried out under conditions that were carefully monitored and specified to a high degree of precision in the simulation. Perhaps the most notable difference between the BRE-IDMP validation and the Hong Kong study is that the former used measured sky luminance patterns whilst sky conditions were assumed to confirm to the CIE standard overcast for the latter. The following procedures were employed for the Hong Kong study to obtain 'useful data' (i.e., overcast conditions) from the 10 weeks of monitored data sampled at 5-minute intervals: 12 . Weather reports from the Hong Kong Observatory were used to pin-point the cloudy days. . Global horizontal illuminance was examined to identify periods when sky was fluctuating. A difference in excess of 10% between one data point to another was eliminated. . Periods where the global horizontal illuminance exceeded 25 klux were eliminated.
The analysis given in Section 3 has shown that these procedures alone are not sufficient to ensure that actual sky conditions are a close match to the CIE standard overcast pattern. A low coefficient of variation in the four measurements of vertical illuminance (cases F, G, H and I) is needed to guarantee that actual luminance patterns closely match the CIE standard overcast pattern ( Table 2) . This was the case for skies in the UK. There is no compelling reason to presume that real overcast skies in Hong Kong diverge from the CIE overcast standard pattern in a fundamentally different way to that from UK skies. As noted in Section 5.1, the BRE-IDMP scenario shares many similarities with that for Hong Kong. Consequently, assessments of program accuracy based on a comparison of measurements under real skies against predictions using the CIE standard overcast may be similarly prone to erroneous conclusions (Section 3.5). Illumination at the back of the BRE office or, equally, at high obstruction angles for the Hong Kong study, is dominated by inter-reflected light. Thus the predictions will be very sensitive to the reflectance assigned to participating surfaces. It is almost certainly the case that the BRE office reflectivities were measured to a higher degree of accuracy than those for the Hong Kong study. The BRE office consisted of a small number of homogenous planes e.g., walls, floor and ceiling. It was relatively easy therefore to measure their dimensions and reflectivities and describe the entire scene in the simulation at high precision. In the Hong Kong study, the actual building facades exhibit a marked degree of articulation ( Figure 10 in Ng 12 ). The analysis given in Section 4 shows that the measurement of facade reflectivity is subject to a number of confounding factors e.g., facade surface texture, stability of sky conditions, presence of specular (i.e., window) surfaces, differing daylight exposure for the test samples and reference standard, etc. Each of these are potential sources of significant imprecision in the determination of facade reflectivity. Furthermore, the demonstration examples of a heavily obstructed setting used in Section 4, showed that even moderate imprecision in reflectivity can lead to large uncertainties in vertical illuminance at high obstruction angles (i.e., at the base of the tower).
Summary
On the basis of the preceding analysis, it is highly probable that the poor accuracy in Radiance predictions for the Hong Kong setting resulted from imprecision in the model specification rather than the intrinsic accuracy of the simulation program. The two most important factors are likely to have been the assumption of CIE overcast sky conditions (Section 3) and the uncertainty in the effective reflectivity of textured building surfaces (Section 3) (Section 4). It is proposed therefore that the Radiance program is indeed capable of high accuracy predictions for heavily obscured urban settings, including Hong Kong. However, modeling such environments presents considerable challenges, not least in the specification of the buildings (geometry and reflectance) and the sky conditions.
Conclusion
Current and future use of lighting simulation programs depends in large part on their accuracy as demonstrated in published validation studies. For practitioners (e.g., consulting engineers), the results from simulation studies may play a major part in the environmental design and=or operation of a building. No less important is the role of simulation in research where a wide range of lighting-related phenomena are investigated using lighting simulation programs. Validation studies underpin the work of both practitioners and researchers using the simulation programs.
The study reported here has shown that validation of lighting simulation predictions in and around buildings under real sky conditions is subject to a number of confounding factors that can lead to erroneous findings.
The assumption of CIE overcast sky conditions on the basis only of limited ranges and/or low fluctuations in global horizontal illuminance has been shown to be unreliable. In the absence of measured sky luminance patterns, only low variance in the four measurements (N, E, S and W) of vertical illuminance seems to guarantee close approximation of actually occurring sky conditions to the CIE overcast standard. Moderate imprecision in surface reflectivity can result in large uncertainties in illuminance and daylight factor predictions, particularly for heavily obstructed settings. The characterization and representation of urban buildings for lighting simulation presents many problems. Surface articulation and the presence of glazing can affect measurements of reflectivity, which may have view dependant (i.e., specular) properties that are problematic to account for accurately in the simulation.
It is prudent to both repeat established validation tests to ensure consistency of findings and to devise new trial scenarios to test predictions under different conditions. To this end, new validation studies are to be welcomed, especially those in urban settings. However, given the confounding factors noted earlier, and the practicalities of measurement 'in the field', it seems unlikely that urban settings could be represented in a lighting simulation with a precision equal to that used for the benchmark BRE-IDMP validation study. The BRE-IDMP scenario was a controlled, carefully monitored setting. It was also a real setting: a full-size office space under real sky/ sun conditions. In addition, the BRE-IDMP setting has sufficient similarity to an urban setting (e.g., degree of obstruction) to reasonably assume that equivalently accurate predictions are possible, at least in principle if the sky conditions and the urban buildings could be represented with adequate precision in the simulation model. As a consequence, caution is advised in applying judgements on the intrinsic accuracy of a simulation program where any of the uncertainties in the model representation noted in this paper are present.
