Abstract. In this paper, some operator inequalities related to the solidarity and the generalized Tsallis relative operator entropy are shown. As an application, we show the Shannon type operator inequalities and its reverse in terms of the generalized Tsallis relative operator entropy.
Introduction and preliminaries
The theory for connections and means of pairs of positive operators has been developed by Kubo and Ando in [18] . In [4] Then the function f s (x) = 1 s x is operator monotone by (S1). Moreover a map s → f s is a bijection from the solidarities onto the operator monotone functions on (0, ∞), where the inverse map is constructed by
Here f s is called the representing function by s. Let F be the transpose function of f in the sense of Kubo-Ando:
and F(x) = x s 1 and f (x) = 1 s x. If f s is nonnegative, then s is called connection and besides if f s (1) = 1, then s is called an operator mean in the Kubo-Ando theory.
A connection s is called symmetric if A s B = B s A.
Though the solidarity A s B does not always exist for non-invertible operators A and B, it is known in [4] the following existence conditions for the solidarity: Let s be the solidarity for the representing function f and F(t) = t s 1 . For positive operators A and B, the solidarity A s B exists if and only if the function E(α) = F (α)A+ f (1/α)B is bounded below for α > 0. Also, if αA B for some positive scalar α , the solidarity A s B exists and f (α)A A s B max{F(t) : t 1/α}B. If f (t) = logt , the solidarity A s B is the relative operator entropy S(A|B) := A 1/2 log(A −1/2 BA −1/2 )A 1/2 defined by Fujii and Kamei [6] . In addition, the solidarity has entropy-like properties:
Next, we recall an operator version of Uhlmann's interpolation [5, 7] . For a symmetric operator mean σ , a parameterized operator mean σ t (t ∈ [0, 1]) is called an interpolational path for σ if it satisfies
3. the map t ∈ [0, 1] → A σ t B is norm continuous for each A and B.
Typical interpolational means are so-called power means;
and their interpolational paths are
is an operator mean and a path from A to B via A m r,1/2 B = A m r B. In particular, we have 
and the solidarity T r,t (A|B) has the representing function f r,t defined by
In this paper, some operator inequalities related to the solidarity and the generalized Tsallis relative operator entropy are shown. As an application, we show the Shannon type operator inequalities and its reverse in terms of the generalized Tsallis relative operator entropy. The following lemma is well-known, see [1, 3] . For the readers convenience we give a proof:
Information monotonicity for solidarity
LEMMA 2.1
. If a continuous function f on (0, ∞) is operator monotone, then the transpose function F of f is operator concave on
Then f ε is nonnegative operator monotone on [0, ∞) and hence so is the transpose F ε of f ε by [18, Corollary 4.2] and F ε (0) 0 . It follows from [13, Theorem 1.15 ] that F ε is operator concave on [0, ∞). Since f (ε)t is linear, the function
We shall present that the solidarity has the following information monotonicity:
. Let Φ be a positive linear map from B(H) to B(K) and s be a solidarity. Then
Φ(A s B) Φ(A) s Φ(B) (2.1)
for all positive operators A and B such that A s B exists.
Proof. Let A and B be positive operators such that the solidarity A s B exists. Firstly, suppose that B is invertible. For n ∈ N, put Φ n (B) = Φ(B) + 1 n φ (B)I where φ is a state. Then the linear map Φ n is strictly positive for all n ∈ N. Moreover, put
Then Ψ n is a unital positive linear map. Let f be the representing function of s. If F is the transpose function of f , then F is operator concave with F(0) 0 by Lemma 2.1 and hence it follows from Davis-Choi-Jensen inequality [13, Theorem 1.20] that
and hence we have the desired inequality (2.1) as ε → 0. REMARK 2.3. Theorem 2.2 is a generalization of Ando's type inequality:
where Φ is a positive linear map and m is an operator mean, also see [2] .
In [19] , we showed reverses of Ando type inequality for operator means. We show the solidarity version: 
Proof. We may assume that Φ is strictly positive. We consider the map Ψ by
Since Ψ is a unital positive linear map and the representing function f is operator concave, it follows from m Ψ(A
As applications, we show a reverse Hölder type inequality for the solidarity, and a lower bound of Tsallis relative operator entropy by means of the operator geometric mean. 
Proof. 
where the constant α(m, M,t) is defined by 
. Hence we have this corollary.
The generalized Tsallis relative operator entropy
In this section, we discuss the generalized Tsallis relative operator entropy. By Theorem 2.2, we have the following information monotonicity: Let Φ be a positive linear map. Then for each r ∈ [−1, 1] and t ∈ [0, 1]
Φ(T r,t (A|B)) T r,t (Φ(A)|Φ(B))
for positive operators A and B. We state two reverse inequalities involving the generalized Tsallis relative operator entropy. For this, we need the following theorem by Jakšić, Pečarić and Perić [ 
Φ(A) m r,t Φ(B) K(m, M, r,t)Φ(A m r,t B); (3.1) Φ(A) m r,t Φ(B) − Φ(A m r,t B) C(m, M, r,t)Φ(A),
where
(
ii) C(m, M, r,t) → C(m, M,t) as r → 0 , where the generalized Kantorovich constant K(m, M,t) and the Mond-Shisha difference C(m, M,t) are defined by K(m, M,t) =
also see [13, 8] .
Proof. First we show (i). Since it is easy to see that
in this way we can write
It is straightforward to see that
Using the L'Hospital rule we have
Therefore, it follows that
.
Next we show (ii). It follows that
We show the following two reverse inequalities by virtue of two constants (3.3) and (3.4): 
Proof. By (3.1) in Theorem A, we have
Φ(A) m r,t Φ(B) K(m, M, r,t)Φ(A m r,t B)
for each r ∈ [−1, 1] and t ∈ [0, 1], where K(m, M, r,t) is defined by (3.3). Hence it follows that
and hence we have the desired inequality (3.6). By (3.2) in Theorem A, we have
Φ(A) m r,t Φ(B) − Φ(A m r,t B) C(m, M, r,t)Φ(A)
for each r ∈ [−1, 1] and t ∈ [0, 1], where C(m, M, r,t) is defined by (3.4). Hence it follows that 
Hence Theorem 3.2 is two variable versions of (3.8) and (3.9).
Shannon type inequality
In this section, we discuss the Shannon type inequality and its reverse. The original Shannon inequality and its reverse asserts that
, also see [11] . From the viewpoint of the relative operator entropy, Furuta [11] showed the operator version of the Shannon inequality: 
By Theorem 3.2, we obtain the lower bound of the Shannon type operator inequality in terms of the spectra of given operators: Finally, we obtain a simple lower bound for Shannon type operator inequality. For this, we need the following theorem due to Jakšić, Pečarić and Perić [17, 
