We study DeLeeuw type theorems for certain multilinear operators on the Lebesgue spaces and on the Hardy spaces. As applications, on the torus we obtain an analog of Lacey-Thiele's theorem on the bilinear Hilbert transform, as well as analogies of some recent theorems on multilinear singular integrals by Kenig-Stein and by Grafakos-Torres.
Introduction
Let K" be the n-dimensional Euclidean space and R nm = K" x K" x • • • x R" be the m-fold product space. Suppose that y{W) is the space of all Schwartz test functions on W and k (u u ... ,u m and (uj,x) is the inner product of uj andx. We denote T = T t if e = 1.
The significance of studying such kind of multilinear operators can be illustrated by following two simple model cases. First, in the case m = 1, T is the classical multiplier [3] Transference on certain multilinear multiplier operators 39 THEOREM 1. Suppose that X is an L°°-function which is continuous on K m " except on a countable set. Let T and T e where A is a constant independent of fj's and A < A.
For a set E, denote its Lebesgue measure by fi(E).
We have the following weak type theorem.
THEOREM 2. Let T, f , available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700002263
As applications ofTheorem 3, we will obtain an analog of Lacey-Thiele's theorem for bilinear conjugate Fourier series, as well as analogies of recent works on multilinear singular integrals by Kenig-Stein and Grafakos-Torres. It is worth remarking that recently Grafakos and Weiss studied an alternating definition of T in a more general amenable group and obtained some other transference results similar to Theorem 3 and Theorem 4 (see [GW] ). But it seems that, by their theorems, one is not able to obtain Lacey-Thiele's theorem on the torus. On the other hand, their method does not work on the H p -spaces, which we will work on later in this paper. We also want point out a few remarks. (2) Since the proofs for cases m = 2 and m > 2 are essentially the same, for the sake of simplicity, we will prove theorems for the case m = 2. We denote
, andp, = q, p 2 = r so that \/p = \/q + l/r throughout this paper.
(3) The maximal operators are defined by for each x, without any changes in the proofs ofTheorem 1-Theorem 4, we may use a limit argument to obtain Theorem 1-Theorem 4 for the maximal operators. (4) In this paper, we do not intend to pursue the study of boundedness of T as those in the previous papers mentioned above. What we emphasize is to establish certain DeLeeuw type theorem, which says that, under some very mild condition, the boundedness of T on the Euclidean spaces is equivalent to the boundedness of its corresponding family {%} on the torus, so that one can easily obtain an analogous theorem on f as soon as a new theorem of T is obtained.
(5) In the direction of generalization, one might expect to formulate a theorem that transfers not only the bilinear Hilbert transform, but also the multilinear fractional integrals in [KeS] and [GT] . It is known that, in general, DeLeeuw's theorem fails even in the one parameter case if p ^ q (for example see [KaS] ). So one might need some extra condition to establish such a theorem. (6) Following the ideas in [AC] and [T] , it is possible to establish transference theorem of multilinear operators between W and 1". The proof for this case is in a different style, to avoid that this paper becomes too long, we will study this problem in our future papers.
[5]
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The proofs of Theorem 1 and Theorem 2 use a standard argument involving the definition of Riemann integrals (see [SW] ). For completeness, we present them in the second section. However, the duality argument used to prove Theorem 3 for the case m -1 (see [SW, page 260] ) is difficult to adopt. We use an alternating method to study Theorem 3 and Theorem 4 in Section 3. In Section 4, we study DeLeeuw's theorem on the Hardy spaces by using the atomic characterization of H p . Finally, in this paper, we use letter ' C to denote (possibly different) constants that are independent of the essential variables in the argument.
Proofs of Theorem 1 and Theorem 2
Let 9(R") = {/ e y{W)
: / has compact support}. The space @{W) is dense in the space L p (R n ), so it is enough to show the theorem for functions f,g€ @{W). In order to do so, define f £ and g e , for e > 0, to be the dilated and periodized versions of / and g, viz Then by the Poisson summation formula we obtain By the definition of the Riemann integral (see also [SW] ), we know that
be the fundamental cube on which
for all function/ on T". We choose {e} as a discrete sequence going to 0. In order to prove Theorem 1, we choose r)(x) > 0 to be a function in satisfying r/(0) = 1 and £ m £ A i(x + m) = 1. By Fatou's lemma, we have
Dashan Fan and Shuichi Sato [6] By changing variables on x and using the fact £ r) (x + k) = 1, it is easy to see that
By the assumption, we have that
Finally, by [SW, page 266] , we know that if s is sufficiently small, then
Thus we obtain Theorem 1 is proved.
•
We now turn to prove Theorem 2. Let XQ(*) be the characteristic function of Q. By Fatou's lemma, we have 
which proves Theorem 2.
Proofs of Theorem 3 and Theorem 4
Let || T, || =sup{||r,(/-,g)|| p : ||/||, = | | j | | r = 1}. It is easy to see that || T £ || = ||r|| for all e > 0. So to prove Theorem 3, without loss of generality, we may assume e 0 -I (we may make the same assumption in proving Theorem 4, for the same reason). [7] Transference on certain multilinear multiplier operators 43
Fix a positive integer K, define the set Q K by
Let * be a function in y(R n ) satisfying supp* c Q K , 0 < *(*) < 1, and 1>(x) = 1 on Q-We denote * 1/Af (;c) = V(x/N) for an integer AT. For any C°°f unctions / (x) = £ i € A ate 2 ""**' and |(x) = £ v e A ^2*'<"-*>, we let
By checking the Fourier transform, it is easy to see that
Since {a t }, {&"} decay rapidly, A is L 00 and all (k, v) are Lebesgue points of A. , clearly
Noting f ( / , ^)(x) is a periodic function, we have f By the choice of * , we further obtain Thus by (3.1), we have that if p > 1, then and that the second integral on the right-hand side of the above inequality goes to zero as N -• oo. On the other hand, the first integral on the right-hand side of the above inequality is equal to Dashan Fan and Shuichi Sato [8] Thus by the assumption and the choice of * , it is bounded by
where
Choose N such that N/K are integers. Then as N -*• oo we have, since / and g are periodic functions, that
Letting first N -+ oo, then A" ->• oo, we prove Theorem 3 for p > 1. For 0 < p < 1, we have N-" I \E N (f,g)(x)\"dx.
JNQ JNQ
Thus the proof is the same as that for p > 1.
• To prove Theorem 4, fixing any a > 0, we have
Thus by (3.1) and the fact that Since ft > 0 is arbitrary, letting K -> oo, the theorem is proved.
We now present some applications of Theorem 3. First we consider the bilinear Hilbert transform on the one-dimensional torus
Then it is easy to check oo oo
H(f,g)(x) =
By the known result of H(f, g) (see [LT, La] ) and the proof of Theorem 3 we have u -u) and E N (f, g) be as in the proof of Theorem 3. Note that k (u, v) = -k(v, u) . Therefore, by symmetry we have • Secondly, we recall the multilinear singular integrals T K on R nm :
where K is the Calderon-Zygmund kernel (see [GT, KeS] 
• --du n < C < oo, for allO < R\ < R2 < 00, and the smoothness condition
for some 8 > 0 whenever \u.j -M' | < \iij |/2. Suppose that for some monotonically decreasing sequence e ; convergent to zero, the limit
PROOF. We prove the corollary for the case m -2. The proofs for the other cases are essentially the same as that for the case m = 2. From [GT], we know that IIK Hoc < C < 00. Thus by (3.4)-(3.6) it is easy to see that K is a continuous function on K 2 "\{0}. We write 
, with \/m < p < oo, 1 < p, < oo and PROOF. Clearly, K satisfies (3.3)-(3.6) so that by Corollary 2, we obtain Corollary 3. Here we note that for the kernel considered in this corollary, the boundedness of T K used in the proof of Corollary 2 also comes from [KeS, Theorem 8] .
• REMARK 3. It is possible to extend Theorem 1 and Theorem 3 to the Lorentz spaces so that we can obtain some weak-type estimates for T K , which are analogous to those in [GT, Theorem 5] and [KeS, Theorem 8] .
Bilinear operators in Hardy spaces
For j = 1, 2 , . . . , y, let A. , and fij be bounded functions on K". Let Uj and Uj be multipliers associate to A, on R" and T", respectively; Vj and Vj be multipliers associate to fij on W." and T", respectively.
The The boundedness of bilinear operator B y (f, g) on the Hardy spaces was studied by Coifman and Grafakos in [CG] (actually, in their study, Uj's and Vj's can be general Calderon-Zygmund operators of non-convolution type). Since there is no essential difference between y = 1 and y > 1, for simplicity, we study the case y = 1. By the definition, it is easy to see that if y = 1, then B\ (/, g) is a special case of T(f, g) and B\{f, g) is a special case of f(f, g) with X (u, v) = Xi(u)fii(v) . Therefore, naturally we will study DeLeeuw's theorem for T(f, g) on the Hardy spaces. Below we first review the definition of the Hardy spaces.
Let H P (R"), 0 < p < oo, be the Hardy spaces defined by [FS] H'W) = {f e S"(W), ||4> + / || t , (R . 
(R n ) n y(R"), then \\f(f, g)\\ H ,(i-) < C\\f\\ H , CI . ) \\g\\ H r (l . ) for all
To prove Theorem 5, we need to use the atomic characterization of the Hardy space. A regular (p, 2, s) atom is a function a(x) supported in some ball B(x 0 , p) satisfying:
for all polynomials P(x) of degree less than or equal to 5. The space H^s(R n ), 0 < p < 1, is the space of all distributions / e y'{W)
having the form for which we have a representation (4.3) of/. A wellknown fact (see [FS] ) is that ||/ \\ H ; J »") = 11/II//<•(«") and in particular, ||a|| w #.(R») < C, with a constant C independent of the (p, 2, s)
We also have a similar decomposition theorem for any function / G H P (J"). In particular, suppose / € C 00 (T' 1 ) and its Fourier coefficient
, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700002263 The proof can be found in [BF] . Now we are in a position to prove Theorem 5. For any / , g e C°°(T"), we have
{k -
and g(x) = keA veA with rapidly decaying coefficients. Recalling that 0 < p < q and 0 < p < r and a well-known fact H p = L p if p > 1, we can use the same argument as in proving Theorem 3 to prove Theorem 5 in the case p > 1. It now suffices to show the case 0 < p < 1 and 0 < q, r < 1, the case 0<p<q<l<r and the case 0<p<l<q<r.
We prove these three cases separately. 
Let Q K and V 1/N (x) be the same as in Section 3. For each t > 0, using <t>, * f and <t>, * T instead of f and T in (3.1), respectively, we obtain (4.6) £",, (/, g) , v + v/N)Q(t(k + u/N + v + v 
dudv.
Since {a so that by Lemma 1, we can write f and g in the forms of their atomic decompositions
where each a k is a (q, 2, [n(l/q -1)] + 2«) atom and each O v is a (r, 2, [n(l/r -1) ] + 2n) atom, and [15] We take which is bounded by 1, clearly [17]
Transference on certain multilinear multiplier operators 53 CASE 3. 0 < p < l , 0 < < ? < l < r . The proof for this case is an easy combination of those for Cases 1 and 2, we leave the proof to the reader.
The following theorem is the converse of Theorem 5.
THEOREM 6. Let X andp, q, r be as in Theorem 5, and T(f, g) To prove Theorem 6, we need the following lemma. 
