Abstract
Introduction
Many goals of cryptographic communication concern knowledge. Authenticity, for instance, may mean that a receiver knows the sender of a message, and anonymity may mean that the sender is unknown to an eavesdropper. In these contexts, knowledge is used as a semantical rather than a cognitive concept: The intention is that local interactions (for instance, the local observations of the receiver) force some global system property (for instance, that the message has a certain sender).
Knowledge, in this sense, is often tied to the concept of indistinguishability. This applies, for instance, in security protocol analysis using some form of observational equivalence (cf. [17] ), in multi-agent system semantics using local history identity (cf. [16, 27] ), and in information flow theory using low-level observability (cf. [31] ). For cryptographic communication the definition of a suitable indistinguishability relation is somewhat delicate. The baseline is computational indistinguishability in the sense of modern cryptography (cf. [20] ), i.e., the absence of a computationally feasible experiment to tell two ciphertexts apart. On the other hand, in order to serve as a basis for a useful logic, the relation should be amenable to formal treatment.
To this end, static equivalence [17] has recently emerged as a natural starting point. Static equivalence collects cryptographic terms that are visible to an agent (or the environment) in a frame, roughly a sequence s of terms. Two frames s and s are equivalent if they satisfy the same equality tests. For instance, if encrypt(s(i), s(j)) = s(k) then encrypt(s (i), s (j)) = s (k), where s(i) is the i:th term in sequence s. Static equivalence is parametrized on an underlying equational theory of cryptographic terms over a signature of "feasibly computable" operators. Depending on the specific choice of theory, strong links between static equivalence and computational indistinguishability can sometimes be established. Computational soundness, static equivalence implying computational indistinguishability, has recently received particular attention (cf. [1] ).
In this paper, we use static equivalence as the basis for building a program logic. Our first step is the observation that static equivalence implicitly defines a correspondence between messages, with messages deduced by the same sequence of computations corresponding to each other: Message encrypt(s(i), s(j)) at frame s corresponds to message encrypt(s (i), s (j)) at frame s , and so on. This correspondence can be lifted to assignments V of messages to variables x, y, z, ... of a logic: V at s corresponds to V at s if V (x) = encrypt(s(i), s(j)) implies that V (x) = encrypt(s (i), s (j)), and so on. Motivated by this observation, we instantiate the multi-agent system framework [16] , using frames as states and sub-frames as local states.We say that property F is known to agent A at global state s under assignment V , s, V |= A F , if and only if s , V |= F for all global states s and assignments V such that agent A's local state in s is statically equivalent to A's local state in s , and V at A's local state in s corresponds to V at A's local state in s . This idea follows counterpart semantics [24] by checking F at s under a corresponding assignment V , rather than under the original assignment V . This interpretation has a number of interesting properties.
Firstly, our use of counterpart semantics provides a handle on the difficult issue of mathematical omniscience in epistemic logic. Existing multi-agent system semantics (cf [5, 21, 30, 32] ) follow basic Kripke semantics [9] , where the assignment V is kept constant as indistinguishable states are scanned: s, V |= A F , if and only if s , V |= F for all indistinguishable states s . Assuming mathematical equalities depend only on the assignment V , and not on the global state s, agents are cryptographically omniscient, i.e., know all equalities:
for any open terms t and t built from cryptographic operators f and variables x. For example, x = decrypt(y, z) → A x = decrypt(y, z) holds even when agent A has not obtained the key z. Thus, the epistemic modality is vacuous on cryptographic statements. Various suggestions, based on explicit knowledge [16] , have been made towards addressing this issue (cf. [6, 22, 25, 28] ). However, work on explicit knowledge abandon Kripke-style semantics, lose many of the useful logical properties of knowledge, and provide a very syntactic account of knowledge extraction.
By contrast, we avoid cryptographic omniscience (1) even though we stay within a Kripke-style semantics and preserve most logical properties of knowledge. This is shown by the second result, which is also the main result of the paper: A sound and complete axiomatization, based on axioms and rules from standard first-order logic and modal S5 logic. In addition, the axiomatization includes some novel axioms for the interaction between knowledge and cryptography. The first interaction axiom weakens (1):
for each feasibly computable operator f . The predicate deduces is Dolev-Yao-style message deduction in the sense of [17] , and is definable in terms of the epistemic modality, as will be explained below. Another interaction axiom says that the agent knows a property of non-deduced values x only if this property holds of any non-deduced values z:
In order to obtain completeness with respect to any given theory of abstract cryptography, the axiomatization uses some infinitary machinery. Firstly, we add as axioms all equalities and inequalities from the underlying theory of cryptographic terms. Secondly, we add a second kind of quantifiers, ∀m-quantifiers, with an omega-rule. Intuitively, the formula ∀m.F [m/x] expresses the infinite conjunction
.. lists all ground message terms. As explained in section 10, the completeness result significantly improves on our earlier result for a propositional epistemic logic [12] .
The third result is epistemic characterizations of message deduction and static equivalence. For the former, we obtain A deduces x ↔ ∃y. A y = h(x), where h is a one-way hash operator (cf. [2] for a related use of the hash operator). The logical characterization of static equivalence, which is rather immediate, gives added credence to our semantics, and allows the transfer of computational soundness results, such as that of [1] , to our epistemic logic. It follows, for instance, that if the same properties are known by agent A in global states s and s then A's local states in s and s are computationally indistinguishable.
We illustrate the language in three example protocols, using mixes, a Crowds style protocol [29] , and electronic payments. Furthermore, we illustrate the axiomatization by embedding characteristic rules from authentication logics BAN [10] and SVO [32] , including an infinitary weakening of necessitation appropriate for BAN. The protocol specifications and the embedding results (as well as the characterization of message deduction above) all rely on the absence of cryptographic omniscience.
All proofs appear in [14] .
Messages and Static Equivalence
Let f range over a countable set Σ of public, feasibly computable operators, each equipped with an arity. Let A, B, ... range over a finite, non-empty set A ⊆ Σ of 0-arity operators, representing public names of distinct agents; Other 0-arity operators in Σ also represent public values, "plain texts". Let c range over a countably infinite set SEC of secret constants, and x, y, z... range over a countably infinite set VAR of variables. Message terms t are:
where f has arity n. Write VAR(t) for the set of variables in t. Let M, K, N, ... range over the set T of ground terms (terms with no occurrences of variables). An abstract model of cryptography is given as a congruence ≡ over ground terms, typically via an equational theory. The set of messages is the set T ≡ of all equivalence classes with respect to ≡. Overloading notation, we write M for the equivalence class [M ] ≡ , and f for its induced operation on classes. Assume a non-empty, countable set LOC of store locations. A state ("store") over LOC is a partial function s from LOC to T ≡ . A message is inferable ("deducible") from a state if the message is directly given by the state, i.e., belongs to the range, or if the message can be obtained from already inferred messages through some f ∈ Σ.
Definition 1 Inferable(s), the messages inferable from s, is the least extension of ran(s) closed under all f ∈ Σ.
Constant c need not be in Inferable(s), but 0-arity f must.
We introduce a second kind of terms, s-terms:
where l ∈ dom(s) and f ∈ Σ. Each s-term represents an inference path available at s. We extend s to a mapping on
The following corollary corresponds to proposition 1 in [2] . 
In relation to [17] , constants c correspond to private/fresh names, states s correspond to frames, Inferable(s) corresponds to message deduction from the frame s, and s ≈ s is static equivalence between (finite) frames s and s .
Indistinguishability under Permutation
To fit in a counterpart semantics, we reformulate static equivalence in a manner strongly reminiscent of framed bisimulation [3] . Assuming s ≈ s , the message s(α) at s corresponds to the message s (α) at s in that both messages are reached through the same inference path. Motivated by this intuition, we introduce an indistinguishability ∼ between states, which is relativized to a permutation ρ on T ≡ . Informally, if s ∼ ρ s , then any message M at s corresponds to ρ(M ) at s . To qualify as a witness for state indistinguishability, a permutation ρ must respect locations as well as all operations in Σ on inferable messages:
if and only if, dom(s) = dom(s ) and:
• ρ • s = s . • ρ(f (M )) = f (ρ(M )), if all M i ∈ Inferable(s). Lemma 1 If s ∼ ρ s then ρ(Inferable(s)) = Inferable(s ).
Proposition 1
The following hold:
Write Inferable(s) for the complement of Inferable(s).
Messages in Inferable(s) are anonymous in that every permutation of Inferable(s) is "epistemically possible":
A state s is normal if s has countably infinite many noninferred messages, i.e., Inferable(s) is countably infinite. This corresponds to the assumption in [17] that there always are fresh private names available. In the following two results, relating ∼ to ≈, we assume states are normal.
Lemma 2 s ∼ ρ s if, and only if, dom(s) = dom(s ) and ρ(s(α)) = s (α) for all s-terms α.

Theorem 1 s ≈ s , if and only if, ∃ρ
: s ∼ ρ s .
Systems and Statements
Multi-Agent System We instantiate the multi-agent system framework [16] to our notion of state. A state space is a non-empty set S of states s over LOC, intuitively the set of possible states of some underlying program. An agent projection | assigns a set LOC|A ⊆ LOC of locations observed (accessed) by agent A. The agent projection is lifted to states: s|A is the restriction of s to locations in LOC|A.
A multi-agent system, or simply a system, is a structure S = LOC, S, | of a set LOC of store locations, a state space S and an agent projection |. Statements Statements F ∈ F are defined by:
Example 2 We model a system where either agent
where A ∈ A, x ∈ VAR, p is from a countable set P of predicates, m is from a countably infinite set of "place holders", and F [m/x] is the result of uniformly replacing free occurrences of variable x by place holder m throughout F . Note that a statement may contain unbound variables, but not unbound place holders. The language has two types of quantifier, reflecting the de re/de dicto dichotomy familiar from first-order modal logic [9] . To explain the distinction, say that A receives the value enc(c, c ), where either of c, c may be unknown to A. Is it then true that "A knows that A received enc(c, c )"? Under one interpretation, the de re interpretation, the answer is yes: The value ("bitstring") denoted by enc(c, c ) is known by A to be received. Under the de dicto interpretation, on the other hand, the statement is about the term "enc(c, c )" itself. In this case, the statement might be false: Agent A need not know that the term used, "enc(c, c )", applies to the value received. In our language, variables x ∈ VAR refer de re, while closed terms M ∈ T refer de dicto. To illustrate, the de re statement ∀x.
valid. Of course, the latter statement is not part of the language, since there are no infinite conjunctions. However, in our language, the ∀m-quantifier is used for such quantification over closed terms: The statement ∀m.F [m/x] expresses the conjunction
To highlight their respective use, we will refer to the ∀x-quantifier and the ∀m-quantifier as, respectively, the de re quantifier and the de dicto quantifier. Although we believe that the use of the dicto quantifier is of independent interest, its motivation here is mainly technical. To obtain a complete axiomatization, we need an axiom stating that each variable x refers to some message M . Using the de dicto quantifier, we can express this grounding by the statement ∃m.x = m. In section 11, we show that the de dicto quantifier cannot be reduced to the de re quantifier.
Interpreted System A predicate interpretation I on a system S assigns, to each predicate p and state s ∈ S, a relation I(p, s) in T ≡ (matching the arity of p). An interpreted system based on a system S = LOC, S, | is a structure I = LOC, S, |, I where I is an interpretation on S. In some examples and propositions, we explicitly introduce the special unary predicates A infers and @ l , for A ∈ A and l ∈ LOC. When we do so, we implicitly require that I(A infers, s) = Inferable(A, s) and I(@ l , s) = {s(l)}.
Cryptographic Counterpart Semantics
In this section, we interpret the epistemic modality through a counterpart semantics based on the relativized indistinguishability of section 3. Assume an interpreted system I, and an assignment V : VAR −→ T ≡ . Assignments are extended homomorphically to terms in the usual way, and
Definition 4 (Truth)
For Boolean operators we assume standard truth conditions. The semantics for the modality follows counterpart semantics in that it checks F at s with respect to the corresponding assignment ρ • V instead of the original assignment V , as in basic Kripke semantics. As a result, cryptographic omniscience (1) 
In the following theorem, assume a hash operator h and assume that, for each s ∈ S, there are at least two messages that A cannot infer at s, i.e., |Inferable(A, s)| ≥ 2.
Theorem 2 (Characterization of Inference
In theorem 2, recall that the interpretation of predicate A infers at state s is Inferable (A, s) . In light of theorem 2, we introduce A x , read "A knows x", as an abbreviation for the statement ∃y. A y = h(x). We write A x for i A x i , and we write
In the following theorem, we assume local states s|A and s |A are normal. Moreover, we assume predicates P includes @ l , for l ∈ LOC.
Theorem 3 (Logical Characterization of ≈)
The following are equivalent:
Security Protocol Examples
Mix Consider a mix in the style of [11] . The mix inputs a sequence of encryptions enc (M 1 , pk(K), N 1 ) ,..., enc(M l , pk(K), N l ), where pk(K) is the mix's public key, generated by a secret K, and N i is a random seed. The mix later outputs the encryption content in random order: M π(1) , ..., M π(l) , for some random permutation π on {1...l}. A spy should not be able to link inputs to outputs:
where x contains y abbreviates ∃z.∃z .x = enc(y, z, z ), and ♦ spy abbreviates ¬ spy ¬. Perhaps, our concern is that the mix detects, rather than prevents, information leakage, i..e, whenever the spy determines a link, the mix knows this:
mix inputs x ∧ mix outputs y → spy x contains y → mix spy x contains y
In [14] , we check the above security goals in some interpreted systems which implement the protocol. As expected, specifications (2) and (3) fail if the implementation allows input replays, or if it allows inputs of various lengths. By adding a length-computing operator len, with equations such as len(enc(M, K, N )) ≡ len(M ), the spy is given the ability to perform length-comparisons.
Crowds We consider a Crowds-style protocol [29] , which allows members of a crowd to communicate without non-crowd members knowing who is talking to whom. The agents of a set Crowd share a symmetric key K.
Crowd member A sends a message M anonymously to crowd member B, by sending the symmetric encryption enc(pair(B, M ), K) to some random crowd member C 1 , who in turn sends this encryption to B or to a random forwarder C 2 , and so on until the encryption reaches B. In addition to crowd members, there are local spies, who observe and control the traffic in some part of the network. Receiver anonymity means that a spy cannot tell the intended destination of a given message x:
x is for A → ♦ spy x is for B A originated x → ♦ spy B originated x for crowd members A and B who are outside the reach of spy. Although it does not specify knowledge of structure, this specification relies on the absence of (1), since it specifies what the spy knows of an undecrypted message [14] .
Dual Signature Consider a purchasing protocol involving three parties, a customer C, a merchant M , and a bank B.
To order an item x i using payment data (credit card number, etc.) x p , the customer produces a dual signature [26] using the private signing key x s : 
Axiomatization
In table 1, we define a Hilbert-style axiomatization, relative to a message congruence ≡ with a hash operator h.
First-order
(Ins x) ∀x.F → F [y/x] (Ins m) ∀m.F [m/x] → F [M/x] (Bound x) ∀x.F ↔ F , if x is not free in F (Bound m) ∀m.F [m/x] ↔ F , if x is not free in F (Dist x) ∀x.(F → F ) → ∀x.F → ∀x.F (Dist m) ∀m.(F [m/x] → F [m/x]) → ∀m.F [m/x] → ∀m.F [m/x] (Subst) t = t → F [t/x] → F [t /x], if F has no modality (Ins t) ∀x.F → F [t/x], if F has no modality (Eq) t = t (m x) ∃m.x = m (Taut) F , if F is truth functional tautology (Gen x) F ∀x.F (MP) F → F , F F Modal S5 (K) A (F → F ) → ( A F → A F ) (T) A F → F (4) A F → A A F (5) ¬ A F → A ¬ A F (Nec) F A F Knowledge and Cryptography ( 1) A x → (y = f (x) → A y = f (x)) ( 2) x = y → A x = y ( 3) y = f (x) → A x → A y ( 4) A F (x, y) → A y → ¬ A x, z ( 5) ∃x.∃y.x = y ∧ ¬ A x, y → i,j (x i = x j ↔ z i = z j ) → F [z/x] Omega (≡) M = M , if M ≡ M ( ≡) M = M , if M ≡ M (Gen m) F [M/x], all M ∈ T ∀m.F [m/x]
Figure 1. Axioms and Rules
The first group of axioms and rules is inherited from firstorder logic, and includes a (less standard) axiom connecting the two kinds of quantifier. The second group is modal S5, as expected for introspective knowledge. The third group contains five axioms for the interaction between knowledge and cryptography. While axiom ( 2) is well-known from first-order modal logic, the other four axioms are novel. Axiom ( 1) reflects the assumption that each operator f is feasible to compute. Axiom ( 3) states that inferred messages are closed under operators f . Axiom ( 4) reflects the assumption that non-inferred values are "anonymous": The statement says that the agent knows a property of some non-inferred values x only if this property holds of any non-inferred valules z with the same pattern of identities. More precisely, assume x, y are all variables free in F . Assume A infers messages y but A cannot infer any of messages x, z. Assume, finally, that x and z have the same pattern of identities. Then, A F → F [z/x]. Axiom ( 5) reflects the restriction on systems needed for theorem 2, namely that there are at least two messages that agent A does not infer. In [14] , we provide correspondence results for axioms ( 1) and ( 4). The fourth group includes all equalities and inequalities from ≡ and an omega-rule for the de dicto quantifier. Write F when F is a derivable theorem. We obtain some standard theorems, such as Barcan and converse Barcan for both kinds of quantifier, and unrestricted substitution for variables. Some characteristic theorems used in our results are:
Soundness and Completeness
We arrive at the main result. We consider only systems where |Inferable(A, s)| ≥ 2, for all s ∈ S and all A ∈ A.
Theorem 4 F ⇔ |= F
In the rest of this section, we build the completeness construction. The following sections -sections 9 and 10 -can be read independently. The completeness construction uses abstract counterpart models, with arbitrary states ("possible worlds") w, arbitrary domain of quantification, arbitrary accessibility relation −→ ρ A and arbitrary (non-rigid) interpretation of function symbols. The first step is a standard canonical Kripke model K, which is transformed into a counterpart model K by adding some epistemic transitions. For each transition w −→ A w in K, a transition w −→ π A w is added, where π is any permutation of non-inferred items at w, i.e., items satisfying ¬ A x at w. Continuing, we define a morphism d, which morphs K into a counterpart model d(K ) with a rigid interpretation of functions symbols f , given by the background message equivalence ≡. Finally, a morphism w transforms d(K ) into a counterpart model w(d(K )), which is equivalent to an interpreted system.
Abstract Counterpart Model
We review some basics from (a variant of) counterpart semantics (cf. [18] ). An abstract counterpart model is a structure C = W, D, −→, I , defined as follows. W is a non-empty set of worlds w, and D is a non-empty domain of objects d. 
Truth conditions are as expected:
Any interpreted system I = LOC, S, |, I determines a counterpart model C I = S, T ≡ , ∼, I , where ∼ A is defined as in section 4 and I (p, s) = I(p, s) and I (f, w) = f and I (c, w) = c. We say that C I is induced by I. wd , where
Corollary 3 s, V |=
Thus, wd(C) is the result of pointwise "relabelling" C through w and d.
Canonical Kripke Model
The canonical Kripke model is built on saturated sets in the usual way [19] . A statement F is derivable from a set Γ of statements, in symbols Γ F , if there is a finite number of statements
and Γ is maximal consistent if it is consistent and no larger set is consistent. The set Γ is omega-complete if whenever Γ F [y/x] for all y ∈ VAR then Γ ∀x.F and, also, whenever
The set Γ is saturated if it is maximal consistent and omegacomplete. Given a saturated set w 0 , the canonical Kripke model K = W, D, →, I is defined as follows. The set W of worlds is the set of all saturated sets which contain x = y if and only if w 0 contains x = y. The domain D is the set of equivalence classes |x| = {y : x = y ∈ w 0 }. The epistemic accessibility is given by: w −→ A w ⇔ w|A ⊆ w , where w|A is {F : A F ∈ w}. Finally, the interpretation is defined as follows: (x 1 , . .., x n ) = y) ∈ w, and I(c, w) = |y| iff (c = y) ∈ w. The canonical assignment V K assigns |x| to variable x.
Lemma 4 (Truth Lemma for
Anonymous Non-inferred Items We transform K into a model where non-inferred items, i.e., items satisfying ¬ A x, are anonymous in the sense that every permutation of such items is "epistemically possible". The transformation relies on axiom ( 4) . The morphism w maps W to states over LOC defined by:
Rigid Operators
where ⊥ and are two non-equivalent 0-arity operators from Σ. (If there is only one such operator, i.e., the single agent A, then let ⊥ = A and = h(A).) Requirements (3) and (4) on w encode the knowledge state w|A inside the local state w(w)|A. Requirements (5) and (6) ensure injectivity. Requirements (1) and (2), together with (3) and (4) 
Lemma 9 w(d(K )) is induced by I.
By axiom ( 5), I satisfies our restriction on systems.
Theorem 5 Every consistent statement is satisfiable in some interpreted system.
From theorem 5, we get completeness theorem 4.
Embedding of BAN and SVO
The BAN Modality We show how to capture the epistemic modality from BAN logic [10] . BAN statements β are propositional, built from closed atomic statements p (M 1 , . .., M n ), epistemic modalities and Boolean operators. (Original BAN includes "idealized" messages, but no negation. But, these differences are othogonal the our concern here.) Necessitation (Nec) is incompatible with BAN, since terms M refers de re [12, 13, 14] . We propose that the following omega-weakening of necessitation is faithful to BAN:
where c lists all constant occurring in β. For instance:
In [14] , we use rule WNec to derive BANs message meaning rule and another characteristic BAN rule. Similar weakenings of necessitation appear in [12, 13, 23] . Define translation τ from BAN into our logic: 
Proposition 2 WNec
τ is a derived rule.
The embedding τ induces a new truth condition:
Proposition 3
Providing a faithful semantics for BAN's modality has been a longstanding problem. The truth condition in proposition 3 is, essentially, a generalization to an arbitrary equational theory of the semantics proposed for BAN in [12, 13] .
The SVO Modality Protocol derivations in SVO [32] , a successor to BAN, uses variables (represented as stars: ,
x , y , etc.) to refer de re to possibly undecrypted content. The derivations assume that seeing implies knowledge of seeing to the extent that the seen message can be decrypted. For instance, for the equational theory in example 1,
Seeing introspection principles, such as (4), are not justified by the proof system in [32] , but the authors remark that it would be straightforward to capture such implications in an axiom. We propose the following axiom:
where T is any term without constants from SEC. The semantics in [32] does not support (4) or SEE. More generally, the semantics there does not support de re reference of variables. We show, however, that our semantics fits (4) and SEE. Let SVO be the following assumption:
Trivially, an interpreted system I satisfies the first conjunct of SVO if, and only if,
Proposition 4 SVO → SEE and SVO → (4).
Related Work
In [13] we use a propositional variant of the semantics presented here to account for BAN, and [12] gives a completeness result. For the relationship to [13] , see proposition 3 and its explanation. The completeness result of this paper is stronger and much less ad hoc: The logic is richer, we avoid restriction to finite message spaces (which does not square well with most formal accounts of cryptography), we avoid the ad hoc "internal actions" used in [12] with no clear computational meaning, and the axiomatization is much less schematic and does not rely on a specific term algebra.
In the security literature, there are several semantics for epistemic logic. Often, the "standard" multi-agent system semantics [16] is used, with identity as the equivalence on local states (cf [21, 30] ). But in connection with cryptography, identity is clearly inappropriate as equivalence. This is manifested in counter-intuitive validities such as ∃x.A receives enc(M, x) → A ∃x.A receives enc(M, x). Our semantics is most closely related to the AT-semantics [4, 5] . The AT semantics, which applies only to symmetric encryption, reduces indistinguishability to identity on expressions that use a fixed symbol to represent undecryptable sub-expressions, and thereby loses all information about undecryptable data, including knowledge that may have been obtained indirectly, for instance, as a result of the protocol being executed (cf. the examples in section 6, also the unsoundness of BAN's message meaning rule in AT). We emphasize that thare are no completeness results for AT-semantics, or its variants (cf. [32] ). Moreover, since ATsemantics, and its variants, follow basic Kripke semantics, they render agents cryptographically omniscient (1) . On the other hand, approaches based on explicit knowledge avoid cryptographical omniscience but have other drawbacks, discussed briefly in section 1. The compositional protocol logic of Durgin et al [15] uses knowledge only in terms of Dolev-Yao type message deduction. The role of permutations in our semantics is slightly reminiscent of [8, 33] . A version of theorem 3 for an AT-style semantics was proposed by S. Kramer (private correspondence).
The application of epistemic logic to cryptographic protocol analysis goes back to BAN logic [10] . Our protocol examples are, more directly, inspired by anonymity specifications in [21] and specifications for the SET protocol in [7] . We refer to [23] for a comprehensive dictionary of epistemic security specifications.
Interaction axiom ( 3) , and, to a lesser degree, interaction axiom ( 1) , are reminiscent of BAN-style proof systems. However, BAN-style proof systems contain only ad hoc rules specific to concrete predicates.
Concluding Remarks
One issue left open by our work is the role of the de dicto quantifier ∀m. We have been unable to obtain completeness for a compact logic which does not use this quantifier. A candidate omega-rule is:
We can show that the de dicto quantifier adds to the expressive power. Let Σ = A = {A}, i.e., let there be only one public operator, namely the agent identifier A, and let ≡ be identity on ground terms.
Proposition 5
No statement free of the de dicto quantifier is equivalent to ∃m.∃x.x = A ∧ A x = m.
Our semantics is formulated in a counterpart semantics framework, although the choice of framework is, to some extent, a matter of taste. It is possible to reformulate the semantics in the framework of first-order intensional logic [9] . In such a framework, variables denote intensions, i.e., functions from states to individuals. In our setting, individuals are messages, and intensions are terms built from store locations and operators, such as the s-terms of section 2. However, reformulating our logic as a first-order intensional logic would, it seems, make security specifications more complex. A statement A F (x) in our logic translates to, it seems, something like ∃y.x = y ∧ A-term (y) ∧ A F (y), where A-term is a predicate which applies to an intension if that intension is built from feasibly computable operators and store locations A can observe. An additional intension y is needed, since the intension x might be built from store locations not observed by A. As a result, the translation induces extra nesting of quantifiers and modalities. To illustrate, the statement B A F (x) translates to ∃y.x = y∧B-term(y)∧ B ∃z.z = y∧A-term(z)∧ A F (z).
The proposed logic is static only: It expresses properties of states, but not of computations. In the future, we plan to extend the completeness result to include temporal modalities, and to link to concepts in information flow security, and to behavioral equivalences for applied pi.
