A reinforced random walk on the d-dimensional lattice is considered. It is shown that this walk is equivalent to an iterated function system ͑IFS͒. Criteria for the existence of limit cycles are given. Numerical results and conjectures about the quantitative behavior of the walk are stated.
I. INTRODUCTION
There are a large number of different modifications and variants of the usual symmetrical random walk ͑RW͒. [1] [2] [3] Let us mention only Levy flights, biased diffusions, self-avoiding walk ͑SAW for short͒, etc. Let us confine ourselves to the random walks on the discrete lattices. In SAW a walking particle is choosing its trajectory in such a way that it does not step down onto the already visited site. If a particle runs into such a node that all neighboring sites were already visited, it stops. In Ref. 4 the interacting RW was discussed in which the parameter 0Ͻ pϽϱ has influenced probabilities of visiting a given site and pϭ1 corresponds to usual RW. For p→ϱ this RW goes on into the SAW.
In 1987 Coppersmith and Diaconis 5 introduced reinforced random walk ͑RRW͒. This walk, opposite to SAW, prefers earliest visited paths. Pemantle 6 discussed a related process on trees and proved that this process is equivalent to a random walk in a random environment. He also gave criteria for transience and recurrence of RRW. Davis 7 considered a variety of types of RRW on the integers Z. One of them was RRW of sequence type. This process is defined in the following way. Let w k be an increasing sequence of non-negative numbers. Let (X n ) be a random motion on Z. If some interval was traversed k-times, then its weights is w k . If X n ϭi, then the probability that X nϩ1 ϭiϪ1 or X nϩ1 ϭiϩ1 is proportional to the weights at time n of the intervals (iϪ1,i) and (i,iϩ1). Davis proved that the moving point visits a finite number of integers and eventually oscillates between two adjacent integers if and only if ͚ kϭ0 ϱ w k Ϫ1 Ͻϱ. This result was generalized to RRW sequence type on the d-dimensional lattice by Sellke. 8 In this paper we consider another type of reinforced random walk on the d-dimensional lattice. The random point moves according to the following reinforcement convention. Let the moving point be found at time tϭn at a certain point AZ n . Let p 1 ,...,p N be the probabilities of choosing one of the adjacent points A 1 ,...,A N . Assume that we choose the point A i 0 . If after some time the moving point returns to A, then the probabilities that at the next step it can be found at the adjacent points are equal to p 1 Ј ,...,p N Ј . The values of p 1 Ј ,...,p N Ј depend on the previous values p 1 ,...,p N and i 0 . We assume that the probability of choosing a given path will increase when it was already traversed and probabilities of remaining paths emanating from a given site will decrease. In other words, the fact that some sites were already visited will be remembered. The memory of passing particular edges will be encoded in the change of probabilities. At some time the probability of going in some direction from a given site will reach almost 1, while probabilities to go in other directions will be practically zero. It will result in closed paths: a random walker will oscillate between a few sites with practically zero probability to escape from such a limiting cycle. We will treat such a final behavior as stopping of the random walk.
Our walk is not Markovian because the probability of choosing any direction changes in time. If we extend the phase space by adding the distributions of probabilities of passing particular edges, we obtain a Markov process which is also an iterated function system. 9 In Refs. 10 and 11 were introduced self-attracting diffusions: processes attracted by their own trajectories. It is interesting that these processes and our walk have similar features. For example, self-attracting diffusions are not Markovian, but jointly with their occupation measures are Markov processes. Moreover, their trajectories converge almost surely.
The paper is organized as follows. First we define our random walk and the notion of the limit cycle is introduced. Next we prove the theorem that this walk reaches the limit cycle. In Sec. IV the result of the Monte Carlo simulations for a particular ''memorizing'' function are presented. These computer experiments allow us to make some conjecture about the quantitative behavior of some characteristics of the walk. If zϭ(x,y)K, then the points x and y are, respectively, the beginning and the end of the step z. Let Sϭ͕1,Ϫ1͖
II. MATHEMATICAL MODEL

A. Description of the random walk with memory
d be the set of all N steps to the nearest neighbors. If xZ, sS, and yϭxϩs, then (x,y)K.
At time tϭ0 the probability of choosing of any adjacent point equals 2 Ϫd . During the walk the point ''memorizes'' its path in the following way. Assume that the moving random walker can be found at some time tϭn at a certain point xZ. Let p x,xϩs , sS, be the probabilities that at the time tϭnϩ1 it can be found at one of the adjacent points xϩs, sS. Assume that we choose the point xϩs 0 to shift the particle from the point x. If after some time the moving point returns to x, then the probabilities that at the next step it can be found at the adjacent points are equal to 
B. Iterated function system
The state of the random walk with memory is described at any time t by the position of the moving point and the probability p z for every zK. Let P denote the set of all admissible distributions of probabilities p z , zK, i.e.,
Then the phase space is the set XϭZϫP. Since p x ϭ(p x,xϩs ) sS for every xZ, we have P ϭP Z and XϭZϫP Z . Now, we define an iterated function 9 system on the phase space X. It consists of N transformations T s :X→X, sS. These transformations are defined as follows. Let xZ and sS be given. Then T s (x, p)ϭ(xϩs, pЈ), where
is the state of the random walk at a time t and if the next position of the moving point is xϩs, then T s (x,p) is the next state of the random walk. The probability that at a point ϭ(x,p) we choose the transformation T s is equal p s ()ϭp x,xϩs .
C. Markov process on X
Now we construct a Markov process corresponding to the iterated function system given in Sec. II B.
The phase space X is a metric space with some metric defined as follows. The set K is countable, that is, Kϭ͕z 1 ,z 2 ,z 3 ,...͖, where ͕z n ͖ nN , z n K, is the sequence of all possible steps. 
Let B be the -algebra of Borel subsets of X. For any xX and AB we set
Then P(x,A) is a transition probability function, i.e., ͑a͒ for each xX the function A‫ۋ‬ P(x,A) is a probabilistic measure and ͑b͒ for each AB the function x‫ۋ‬ P(x,A) is B-measurable.
Since the space X is -compact, there exists a homogeneous Markov process ͕ n ͖ nϭ0 ϱ which corresponds to the transition function P(x,A). 12 It means that we have some probability space ͑⍀,
A, Prob͒ and a sequence ͕ n ͖ nϭ0 ϱ of random elements n :⍀→X such that the sequence n is a Markov process and Prob ͑ nϩ1 A͉ n ϭx ͒ϭ P͑x,A ͒ for each xX, AB, nу0. Since the initial state of the system is x 0 ϭ(0,2 Ϫd ,2 Ϫd ,...), we assume that 0 ϭx 0 .
We assume that the probability space ͑⍀, A, Prob͒ is complete, i.e., if A is a measurable set and Prob (A)ϭ0, then every subset of A is measurable.
D. Limit cycle
A sequence (u 0 ,u 1 ,...,u mϪ1 ) of different elements of Z is called a cycle if there exists a sequence (s 0 ,s 1 ,...,s mϪ1 ) of elements of S such that u kϩ1 ϭu k ϩs k for kϭ0,...,mϪ1, where u m ϭu 0 . Let ⌸ 0 :X→Z be the operator given by ⌸ 0 (u,p)ϭu. We say that a sequence (x n ) nϭ0 ϱ of elements of X has a limit cycle if there exist a cycle (u 0 ,u 1 ,...,u mϪ1 ) and an integer n 0 у0 such that for every nуn 0 we have ⌸ 0 (x n )ϭu k , where kϭn(mod m).
Let 0 (t)ϭl and n (t)ϭ‫ؠ‬ nϪ1 (t). Now we can formulate the following theorem. 
A. Boundedness of trajectories
The thread of the proof of Theorem 1 is as follows. First we check that almost all paths are bounded. From this it follows that a point performing a random walk returns infinitely often to some points of the lattice Z. Then we show that if a point uZ is visited infinitely often, then after some time the random walker chooses a fixed adjacent point to u. This implies that the random walk has a limit cycle. We precede the proof of Proposition 1 with the following lemmas. Proof: Since is a nondecreasing function, from ͑2͒ it follows that
͑5͒
Let Ͼ0 be given. Since (1/N)Ͼ0 there is an integer n 0 such that
͑6͒
The function is continuous and ͑1͒ϭ1. Then the conditional probability Prob (B͉A) satisfies
Proof: Let B 0 ϭA and
If B k പA, then at each time n 0 рtϽn 0 ϩ2k and at each visit at x we have chosen the next point y and at each visit at y we have chosen the next point x. Let sϭyϪx and sЈϭxϪy. Then
where f s k is the kth iterate of f s and f s,s k is the sth coordinate of f s k . Since is a nondecreasing function, from ͑3͒ we obtain
͑8͒
From ͑8͒ it follows that
͑9͒
If k→ϱ, then we obtain According to Lemma 2,
Indeed, let n 0 () be the first time such that ʈ n 0 ()ʈϭk. If xϭ n 0 and y is an adjacent point to x such that ʈy ʈϭkϩ1, then with probability pу͓(1/N)͔ 2 the moving point visits only x and y at any time tϾn 0 . This implies ͑10͒. From ͑10͒ it follows that
.
͑11͒
Let Cϭപ kϭ1 ϱ C k . Since a trajectory n () is unbounded if and only if C, from ͑11͒ it follows that almost all trajectories are bounded. ᮀ
B. Stabilization of directions
From Proposition 1 it follows that almost all trajectories are bounded. Consequently, the moving point visits some points of the lattice Z infinitely often. Let a point xZ be given. By A we denote the event that the point x is visited infinitely often. For any A we denote by ͕k n ()͖ nϭ1 ϱ successive times of visits at point x. Let x n () be the adjacent point to x visited at time tϭk n ()ϩ1. We show that for almost every A there exists a point y()Z such that x n ()ϭy() for nϾn 0 (). The process of choosing the adjacent points can be described as an iterated function system ( f s ) sS on the space P and the probability that at the point p x P we choose the transformation f s 0 equals p x,s 0 . Indeed, let us assume that we visit the point x and let p x ϭ(p x,s ) sS be the distribution of probability of choosing adjacent points xϩs, sS. If we choose the point xϩs 0 , then at the next visit at x, p x Јϭ f s 0 (p x ) is the new distribution of probability of choosing adjacent points.
Since x is a given point we will write p instead of p x and p s instead of p s,x . Let ͕ n ͖ nϭ1 ϱ be a homogeneous Markov process on the phase space P corresponding to the iterated function system ( f s ) sS . The transition probability function for the process ( n ) is given by the formula If pP, then pP 1/N and, consequently,
the inequalities ͑17͒ and ͑18͒ imply lim inf
͑20͒
Since ␣͑␦͒ is a nonincreasing function there exists the limit lim ␦→1 ␣(␦)ϭ␣ 0 . According to Lemma 1, lim ␦→1 (␦)ϭ1. A passage to the limit ␦→1 in inequality ͑20͒ gives
͑21͒
From ͑21͒ we conclude that ␣ 0 у1 and ͑14͒ holds. ᮀ
Proof of Proposition 2:
Let ␦(1/N,1) be a given number. Since
from Lemma 3 it follows that there exists n 0 such that
Let Aϭ͕: n 0 P ␦ ͖ and A s ϭ͕: 
͑24͒
The sets A s , sS, are pair disjoint and the sets B s , sS, are pair disjoint. From ͑22͒ and ͑24͒ we obtain Prob ͑ B ͒у͑ ␦͒Prob ͑ A ͒у͑ ␦͒͑1Ϫ␦͒.
Letting ␦→0 we have Prob (B)ϭ1, which completes the proof.
ᮀ
C. Existence of the limit cycles
Now we are ready to complete the proof of Theorem 1. According to Proposition 1 almost every trajectory is bounded and goes through some point u 0 Z infinitely often. Let D be a bounded subset of Z and u 0 Z be a given point. Denote by A 0 the subset of ⍀ which consists of all ⍀ such that the trajectory ͕ n ()͖ is contained in D and goes through u 0 infinitely often. According to Proposition 2, for almost every A 0 there exists s()S such that the random walker going through u 0 chooses the direction s() for sufficiently large times. Now, we can divide the set A 0 into N disjoint subsets B 1 ,...,B N in such a way that in each set B k the step (u 0 ,u 1 ) is determined uniquely. Denote one of these sets by A 1 . Then we can divide the set A 1 into N subsets related to the next step (u 1 ,u 2 ), etc. After some steps the moving point returns to u 0 and in this way we obtain a limit cycle. ᮀ
IV. NUMERICAL SIMULATIONS
A. Details of the studied models
The theorem proved in previous sections gives only general information about the RW with memory. To gain some insights into the more quantitative characteristics of RW with memory we have performed Monte Carlo simulations for the function
where ␣ is a parameter from the interval ͑0,1͒. Since for ␣ϭ1 the function ␣ (x) is equal to the identical mapping, we expect that for ␣→1, the RW with memory will tend to the usual symmetrical RW. In particular, for ␣Ϸ1 it should never fall into the limiting cycle. In other words some critical slowing down in reaching the limit cycle will occur for ␣Ϸ1. 
B. Obtained results
We have performed the simulations only on the two-dimensional, square lattice of the size 1300ϫ1300. In each node of the lattice we have stored probabilities of making a step in one of the four directions. Initially all p z were set to be equal 1 4 . The random walker started from the origin of the lattice and after each step the probabilities were updated according to Eq. ͑1͒. A given particular simulation of the RW was finished when one p z reached the value of 0.999 or else the total number of steps was equal to 2 000 000. We have imposed the periodic boundary conditions on the RW and we recorded the facts of crossing by RW the edges of the torus. There were rare cases of such events, most of them occurred, of course, for larger values of ␣. We have performed simulations for ␣ in the range ͑0.8, 0.94͒. In the subrange ͑0.8, 0.91͒ ␣ was changed with the step ⌬␣ϭ0.01, while in the subinterval ͑0.91, 0.94͒ with the step ⌬␣ϭ0.001, because the number of steps performed by random walker before the stop was increasing very rapidly with growing ␣. We did not continue to larger values of ␣, because the number of steps needed to stop the RW was too large. For each ␣ there were 10 000 separate random walks performed. We have stored the number of steps N at which for the first time one of the probabilities reached p z ϭ0.999. The path of RW falls into the cycle ͑see Sec. II D͒ and the length of the limiting trajectory was also stored. Table I gives a sample of this data for a few values of ␣ for the length of the cycle 2, 4,..., 18-larger cycles have occurred very randomly. The numbers in this table do not sum up to 10 000 because some RW had limit cycles larger than 18, and for large ␣ rare samples did not fall into the limit cycle in less than 2 000 000 steps. These lengths of cycles do not follow the Poisson distribution and we do not have any conjecture describing these numbers.
The numbers of steps, for each ␣, varied considerably from one sample RW to another. For example, for ␣ϭ0.8 there was a RW which stabilized after N min ϭ63 steps, while the largest number of steps was N max ϭ4114. This gap between smallest and largest number of steps needed to stop RW increased with ␣, for example, for ␣ϭ0.93 the minimal and maximal number of steps before RW stopped was N min ϭ1034 and N max ϭ590 176, respectively. We claim that the number of steps N is governed by the gamma distribution with parameters r, ␤:
where ⌫(r) is a generalization of the factorial: In Fig. 1 we present plots of the histograms of the number of steps for a few of values of ␣. The size of the bins was 1000, so the y axis gives the number of random walks with the number of steps in the range (1000ϫk,1000ϫkϩ1000). In Figs. 2 and 3 the values of the fitted parameters r and ␤ for all investigated values of ␣ are shown. Remarkably, the parameter r takes values around 1.72 and it seems not to depend on ␣. It is probably linked with the special choice of the function ͑25͒.
Despite the large fluctuation of N between different realizations of RW, there seems to be a simple formula describing the median value of N. Here is defined as such a value of N that the same number of sample random walks stopped in smaller than , as well in larger than steps. Since for ␣ϭ1 the RW with memory passes into the usual RW, N should diverge to infinity for ␣→1, thus we guessed that is a function of 1/͑1Ϫ␣͒. Hence, in Fig. 4 
͑28͒
Summarizing, the Monte Carlo simulations suggest that there seems to be strict, quantitative rules governing the behavior of some characteristics of the RW with memory for the function ␣ (x).
