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Abstract Intrinsic Image Decomposition (IID) is a chal-
lenging and interesting computer vision problem with
various applications in several fields. We present novel
semantic priors and an integrated approach for single
image IID that involves analyzing image at three hi-
erarchical context levels. Local context priors capture
scene properties at each pixel within a small neigh-
bourhood. Mid-level context priors encode object level
semantics. Global context priors establish correspon-
dences at the scene level. Our semantic priors are de-
signed on both fixed and flexible regions, using selec-
tive search method and Convolutional Neural Network
features. Our IID method is an iterative multistage op-
timization scheme and consists of two complementary
formulations: L2 smoothing for shading and L1 spar-
sity for reflectance. Experiments and analysis of our
method indicate the utility of our semantic priors and
structured hierarchical analysis in an IID framework.
We compare our method with other contemporary IID
solutions and show results with lesser artifacts. Finally,
we highlight that proper choice and encoding of prior
knowledge can produce competitive results even when
compared to end-to-end deep learning IID methods,
signifying the importance of such priors. We believe
that the insights and techniques presented in this paper
would be useful in the future IID research.
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1 Introduction and Motivation
Humans are good at visual understanding of several as-
pects of a scene. We can detect and recognize various
objects, do semantic associations and guess structural
properties in a scene. We also have the capacity to infer
if the visual effects in the image are due object prop-
erties or scene lighting. Intrinsic Image Decomposition
(IID) as a research problem is motivated by this obser-
vation. Enabling computers to distinguish light-based
and object property-based image effects will improve
research in downstream tasks like understanding and
image rendering. This is of interest from both computer
vision and computer graphics perspectives.
IID is a classic problem first proposed by Land and
McCann (1971) and studied by both computer vision
and graphics research communities. IID can be catego-
rized under the broad field of research of inverse ren-
dering (Marschner, 1998; Ramamoorthi and Hanrahan,
2001) which tries to estimate pre-image rendition data
of the scene like lighting and albedo, by reversing the
light transport models. In IID we split a given image
(I) into two underlying components:
I = R · S,
where R (reflectance) captures the object dependent
properties like colour, textures, etc. and S (shading)
represents direct and indirect lighting in the scene. These
components could further be reorganized into subparts
by using more detailed image formation models which
take into consideration complex optical effects like spec-
ular lighting, subsurface scattering, material reflectiv-
ity, translucency, volumetric scattering, etc. Such com-
plex image decompositions might be needed in some
specific scenarios but a simple object-lighting dichotomy
based definition of IID as stated above, still enables
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Fig. 1 Intrinsic Image Decomposition (IID): IID decomposes a given image (I) into intrinsic reflectance (R) and shading
(S) components such that I = R · S with R containing object colour properties and S capturing scene lighting information.
From left to right: I, R and S for two images. Notice the colour consistency in the reflectance and separation of lighting and
shadows into the shading for the two examples. (All images in this paper best viewed in colour print or as electronic version.)
many interesting computer vision applications. IID is
useful in several computer vision and image editing ap-
plications like image colourization (Liu et al., 2008),
shadow removal (Kwatra et al., 2012), re-texturing (Car-
roll et al., 2011), scene relighting (Ducheˆne et al., 2015),
etc.
From research perspective, IID is an ill-defined and
under-constrained problem (Bell et al., 2014). It is ill-
defined as in the presence of general real world com-
plex lighting and material reflective properties, final ap-
pearance of an object in an image can not cleanly be
separated by using reflectance and shading components
only. Furthermore it is under-constrained as we have to
estimate two variables per pixel from a single intensity
value from the given image. Moreover, IID solutions are
inherently ambiguous as there can be multiple valid re-
flectance and shading decompositions differing by a pos-
itive scalar multiplicative factor (Bonneel et al., 2017).
All these issues make IID a challenging and interesting
research problem.
Previous IID solutions can be categorized under two
classes: (i) Solutions which assume auxiliary input data
from the scene in the form of depth, user annotations,
optical flow, multiview, multiple illuminations, photo
collections, etc. and (ii) Solutions which work directly
on single images and are more dependent on priors and
scene assumptions. Our method belongs in the latter
category. We utilize weak semantic information from
the scene for building novel priors for IID. This is in-
spired from the observation that scene semantics, even
if weak, give us an idea about the underlying scene
structure and the object level association between var-
ious image pixels. We harness this information to es-
tablish constraints between various pixels to tackle the
under-constrained IID problem. We present two simple
techniques for weak semantic feature extraction com-
puted on both flexible (segmentation masks) and fixed
(overlapping patches) splitting of image regions. We use
these features to build priors at three hierarchical con-
textual scales in our model. In summary, three main
contributions of this paper are:
– We introduce a technique for capturing weak scene
semantic information for both fixed and flexible re-
gion definitions using CNN and selective search fea-
tures for IID.
– We analyze scene at three context levels: local con-
text where optimization weights are based on a small
pixel neighbourhood; mid-level context which tries
to capture object level semantics and global context
where various regions of the image are linked based
on their shared characteristics at the scene level.
– We present a new iterative integrated IID frame-
work based on Split-Bregman iterations (Goldstein
and Osher, 2009) using two competing formulations
and generate results with fewer artifacts.
We perform experiments to analyze the effect of
our semantic priors at various context levels and il-
lustrate the decompositions generated by our compet-
ing formulations over successive iterations. We evaluate
our method on both real and synthetic datasets and
show qualitative and quantitative results with respect
to the contemporary IID methods. We believe this is
the first IID solution with explicitly encoded semantic
priors. The major takeaway message of this work is that
meaningful priors are very useful to solve an ill-posed
problem like IID. We present a case for the significance
of using domain specific insights like semantics as pri-
ors while designing unsupervised solutions for challeng-
ing problems like IID. As datasets, architectures and
loss functions are gradually improving, supervised IID
methods employing end-to-end deep learning have re-
cently started showing promise. We believe scene se-
mantics based rich and meaningful priors such as ours,
will have strong roles on both supervised and unsuper-
vised systems of the future.
This paper is based on our previous work (Saini
and Narayanan, 2018) with further extensions like addi-
tional details, results and visualizations, in all the sec-
tions of the paper:
– We provide additional details about our motivations
in §1 and more comprehensive report on related IID
methods in §2.
Semantic Hierarchical Priors for Intrinsic Image Decomposition 3
Fig. 2 Model Outline: Our method can be understood in three stages. After semantic features extraction (Stage 0), in each
iteration our method alternates between the L2 shading (Stage 1) and L1 reflectance optimization (Stage 2) with energy terms
computed for both the formulations at three hierarchical context levels: local, mid-level and global.
– In §3 we provide additional visualizations and de-
scription of our semantic features.
– In the analysis section (§4), we present experiments
to justify our design choices and discuss quantitative
and qualitative effect of our features and priors.
– In the results section (§5), we fine tuned the struc-
ture of our model and show additional improvement
(3.27%) over our previously reported results. We
also present results on two new datasets and eval-
uate our method using various assessment metrics
verifying quality of decomposition.
– In §6 we use the results from our framework to eval-
uate utility of the method in image editing applica-
tions and present two novel image relighting appli-
cations changing illumination intensity and colour.
2 Related Work
In this section we discuss categories of various IID solu-
tions and other relevant topics in this context pertain-
ing to available datasets, evaluation metrics and super-
vision type in the learning frameworks.
Auxiliary Inputs IID: Several IID methods depend
on auxiliary scene data in various forms. Jeon et al.
(2014), Chen and Koltun (2013) and Barron and Ma-
lik (2013) take an RGBD image input and use depth
to establish structural correspondences between image
pixels. Bousseau et al. (2009) require user annotations
in the form of scribbles, marking constant reflectance
regions as auxiliary information. For videos, Kong et al.
(2014) use optical flow and enforce temporal reflectance
consistency constraint between frames. Similarly Laf-
font et al. (2013) use multiple views and enforce spa-
tial reflectance consistency by identifying correspond-
ing scene points across images. This idea is also em-
ployed by Weiss (2001) for reflectance consistency be-
tween multiple illumination images. Saini et al. (2016)
base their method on the similar idea and use focal
stacks as auxiliary information by substituting it for
depth. Laffont et al. (2012) and Liu et al. (2008) use
diverse photo collections to establish correspondences
between image regions to build constraints. The com-
mon idea behind these methods is to approximate tex-
tural and shape similarities using the auxiliary infor-
mation. The necessity to acquire additional input data
is a major drawback of such methods.
Single Image IID: A second category of IID methods
work directly on single images. These methods employ
several assumptions and priors, as it is hard to gather
sufficient information about geometry, material prop-
erty and illumination of the scene from a single image.
Many such methods work on simple images contain-
ing a single object with no background (Barron, 2012;
Barron and Malik, 2015, 2012). Other methods which
work on natural scenes utilize priors like Retinex (Land
and McCann, 1971), reflectance sparsity (Gehler et al.,
2011; Shen et al., 2013), long vs. short tailed gradient
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distribution separation (Li and Brown, 2014), spatio-
chromatic clustering (Garces et al., 2012), etc. These
methods encode interesting insights for the IID prob-
lem but are limited when generalizing to ‘wild’ cases
with varying lighting and complex textures. Results
vary based on how much significance is given to a prior
and the type of optimization framework. Moreover some
of these priors have competing goals. Smoothness prior
on shading removes texture details from S as opposed to
reflectance sparsity assumption which simplifies colour
details in R. Recent methods try to solve this issue by
sequentially employing two separate optimizations for
shading and reflectance estimation (Bell et al., 2014;
Zhou et al., 2015; Bi et al., 2015).
Based on these insights, our algorithm combines these
two types of optimizations in a single integrated algo-
rithm by alternating between two competing formula-
tions: smoothness for shading and sparsity for reflectance.
We use L2 cost terms based optimization for shading
and L1 cost terms for reflectance. We alternate between
these two formulations and adapt Split-Bregman itera-
tions for achieving the final decomposition.
Auxiliary Outputs IID: Yet another way of cate-
gorizing IID solutions is based on the types of out-
puts generated by these systems. Some methods in-
stead of assuming the simpler object material vs. scene
lighting based dichotomy for IID in the form of re-
flectance and shading, further divide these components
to estimate underlying inverse rendering components
like specularity, direct-indirect illumination, specular
reflectance, surface normals, etc. Barron and Malik (2015)
estimate shape along with scene intrinsics in their work.
Chen and Koltun (2013) provide direct and indirect
lighting as multiplicative shading components. Vineet
et al. (2013) present an optimization framework for di-
rectly estimating intrinsics, depth, object labels and
material attributes from a single RGBD image. Sim-
ilarly Kim et al. (2016) and Shelhamer et al. (2015)
present integrated depth and intrinsics estimation neu-
ral network frameworks.
These methods go one step further while perform-
ing IID and enable complex image editing applications,
but unlike them we restrict ourselves to the simpler
I = R · S formulation and show that the shading and
reflectance components from our two stages can be cre-
atively combined to enable several useful image editing
applications (§6).
Datasets: A major challenge associated with IID re-
search is lack of diverse large datasets and proper evalu-
ation metrics (Bonneel et al., 2017). This arises mainly
due to subjective nature of the problem and difficulty
in collecting dense annotations. MIT intrinsic images
dataset introduced by Grosse et al. (2009) is limited
to a handful of single object images on a black back-
ground. As-Realistic-As-Possible (ARAP) dataset by
(Bonneel et al., 2017) tries to capture complexity of
natural scenes but is also not large enough for super-
vised training. Synthetic datasets like MPI Sintel by
Butler et al. (2012), provide dense annotation but lack
sufficient diversity and complexity compared to the nat-
ural scenes. Bell et al. (2014) provide a large manually
annotated dataset called Intrinsic Images in the Wild
(IIW) but have only sparse relative reflectance annota-
tions. This limits the utility of such datasets in learning
based approaches which aim to work on complete scenes
under unrestricted illumination and material property
settings. In order to solve this issue several recent deep
learning based methods have introduced and designed
their systems around such datasets by using time lapse
videos (Li and Snavely, 2018b), synthetically rendered
varying illumination scenes (Bi et al., 2018), large scale
computer generated images (Li and Snavely, 2018a),
etc. This will help advance supervised learning based
IID research in the future and we believe that our pri-
ors and observations here will be of great assistance
while designing such solutions.
Evaluation Metrics: Yet another challenge in IID
research is lack of a proper evaluation metric which re-
flects quantitative, qualitative and applicative perfor-
mance. Local Mean Square Error (LMSE) and Struc-
tural Similarity Index Metric (SSIM) are used for syn-
thetic scenes and give a sense of mathematical accuracy
of the decomposition (Chen and Koltun, 2013; Jeon
et al., 2014). These metrics require dense ground truth
annotations and hence difficult to be used on the real
images. Bell et al. (2014) suggest a new performance
evaluation metric based on their IIW dataset: Weighted
Human Disagreement Rate (WHDR). WHDR gives rel-
ative error rate within a given threshold based on the
sparse annotations in the IIW dataset. In addition to re-
flectance evaluation, Kovacs et al. (2017) include man-
ual shading region annotations in the extended IIW
dataset to present their Shading Annotations in the
Wild (SAW) dataset which can be used to measure
shading decomposition accuracy. As pointed out by Bon-
neel et al. (2017), all these metrics do not reflect the
applicative ability of IID methods. For this the authors
proposed an evaluation strategy based on utilizing IID
components in a few automatic image editing applica-
tions like logo removal, texture replacement, wrinkles
attenuation, etc.
Still the lack of a single evaluation metric which
could properly evaluate results both perceptually and
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objectively in various application scenarios, makes com-
parison between different IID solutions a difficult task.
For thorough evaluation, we present results from our
method on all these metrics and also show applicative
performance on old and new image editing applications
in §5 and §6 respectively.
Supervised vs. Unsupervised IID: Some IID meth-
ods use supervised learning for IID or to solve related
sub-problems like gradient classifiers (Tappen et al.,
2005), Bayesian graphical models (Chang et al., 2014)
and deep neural networks (Zhou et al., 2015; Narihira
et al., 2015a; Shelhamer et al., 2015; Kim et al., 2016).
In Zhou et al. (2015) and Zoran et al. (2015), authors
learn IID priors from Convolutional Neural Network
(CNN) using sparse IIW annotations which they prop-
agate to other pixels using a dense Conditional Ran-
dom Field (CRF) or flood filling the superpixels. Other
approaches either use the underlying depth informa-
tion (Narihira et al., 2015a) or use previously proposed
RGBD based IID solutions to generate ground truth for
supervision (Kim et al., 2016). Yet another approach is
to use dense ground truth from synthetic scenes like
from MPI Sintel dataset (Butler et al., 2012) for super-
vision. Synthetic datasets like Sintel do not represent
true reflectance and shading of natural scenes as the
dataset was not originally curated with the intention of
IID benchmarking (Jeon et al., 2014). Due to domain
shift between synthetic vs. real images and limited data,
simple CNNs are prone to over-fitting and dataset bias
(Torralba and Efros, 2011; Khosla et al., 2012).
Recently introduced large synthetic datasets for IID
(Bi et al., 2018; Li and Snavely, 2018b,a) have helped
in training end-to-end supervised neural network based
IID solutions. These methods are mostly data driven,
however explicit encoding of task specific priors can
boost their performance. This inference was also high-
lighted by Nestmeyer and Gehler (2017) who showed
how a simple post processing using guided filtering could
improve results of several deep learning IID networks.
Guided or bilateral filtering, which indirectly encodes
object level piecewise smoothness prior, has been har-
nessed to great effect by Nestmeyer and Gehler (2017),
Fan et al. (2018) and Bi et al. (2018). This suggests
that while designing such models, one would be bene-
fited by properly integrating semantic IID priors into
their system.
These issues concerning datasets and performance
evaluation, along with it ill-defined nature, make IID a
challenging problem to solve using supervised learning
frameworks. On the other hand, several older IID meth-
ods were unsupervised in nature. Weiss (2001), Gehler
et al. (2011), Vineet et al. (2013) and Bousseau et al.
(2009) relied on creatively chosen priors and designed
their method as optimization schemes. Such models
take advantage of prior knowledge, but either work in
restricted settings based upon the assumptions in the
models or have scope for performance improvement com-
pared to deep learning based schemes. CNNs have been
widely used in computer vision and machine learning
literature as black box feature extractor (Sharif Raza-
vian et al., 2014; Yosinski et al., 2014; Donahue et al.,
2014). Donahue et al. (2014) directly use pre-trained
CNNs as a feature extractor and prove the generality
and cross domain applicability of such features on var-
ied tasks like scene recognition, fine-grained recognition
and domain adaptation. Along similar lines, Sharif Raza-
vian et al. (2014) and Yosinski et al. (2014) also use
these features on different tasks and datasets, highlight-
ing their task agnostic characteristics.
In our model, we absorb the advantages of both the
supervised and unsupervised approaches by combining
the generality of supervised deep learning methods with
prior domain knowledge. We employ an ‘off-the-shelf’
pre-trained deep neural network as a black-box to ob-
tain generic features. Additionally we also use an unsu-
pervised method to provide yet another set of seman-
tic features. We use both these features to introduce
new context priors in an unsupervised optimization al-
gorithm by posing it as L1 regularized total variation
optimization problem (Goldstein and Osher, 2009). We
believe our semantic priors, encode crucial domain in-
sights and would help both supervised and unsuper-
vised future IID solutions.
3 Method
Our method is as an iterative algorithm alternating
between shading and reflectance formulations (Fig. 2).
Optimizing for reflectance sparsity alone leads to loss of
textures in reflectance while focusing on shading smooth-
ness leads to non-sparse reflectance (see Fig. 4). We
tackle this adversarial nature of the two formulations
by estimating IID in two separate stages for shading
smoothness and reflectance sparsity. Such an iterative
scheme has earlier also been used by Bell et al. (2014)
and later adapted by Zhou et al. (2015). Our framework
differs from them as we present a single integrated algo-
rithm without requiring additional steps for building a
dense CRF or separate additional optimization frame-
works. We take inspiration from Bi et al. (2015) who
employed Goldstein and Osher (2009)’s Split-Bregman
L1-L2 optimization method for image flattening and
we adapt it to directly estimate IID. We show that this
cleaner integrated approach leads to lesser artifacts in
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the results while maintaining good quantitative perfor-
mance. We discuss these two formulations and the new
priors used in our framework below.
3.1 Semantic Features
Semantics could provide crucial object and scene in-
formation which could help the IID process. Based on
on this intuition, we propose two simple techniques to
represent semantic information for IID. Semantics in
images could be either obtained using bounding box an-
notations or dense segmentation masks. Both of these
problems are separate challenging computer vision re-
search problems in themselves. Bounding boxes give us
weak semantic information whereas dense segmentation
masks is a still harder computer vision task and results
are often noisier and less accurate compared to the for-
mer option. In order to avoid solving either of these
tasks, we use approximate semantics to build our IID
features. Additionally, this also makes our features class
and task agnostic, unlike object detection or segmen-
tation frameworks, which are limited by the number
of classes assumed during training. This improves the
generality of our framework. We extract two different
kinds of features using two complimentary region def-
initions: fixed and flexible. We approximate semantic
information over these region definitions using two sep-
arate techniques as explained below.
3.1.1 RCNN Features (fb)
Using the fixed region definition, we divide the input
image I into B patches using a fixed grid of a constant
size. In order to extract features from these patches,
we pass them through a Region-based Convolutional
Neural Network (RCNN) by Girshick et al. (2014). We
pre-train the RCNN on ImageNet dataset (Deng et al.,
2009) and extract 4096 dimensional features fb for each
patch with b ∈ {1, 2, . . . B} from the last fully con-
nected layer (fc7) of the network. We assign this to
the center pixel of the patch to obtain a sparse set of
regional features for the image. Long et al. (2014) show
that such features, despite having weak label training
over the entire scene and large receptive fields, encode
fine correspondences between regions similar to struc-
ture encoding features like SiftFlow (Liu et al., 2011).
Hence these features could be used in tasks requiring
precise localization like intraclass alignment and key-
points classification. Furthermore as SiftFlow has ear-
lier been used for estimating scene structural informa-
tion (Karsch et al., 2014), it provides a good case for
applicability of RCNN features for designing IID se-
mantic priors. Hence we use fb to approximate shape
similarity and estimate correspondences between image
patches.
3.1.2 Selective Search Features (gi)
Complimentary to fixed patches, we also extract ap-
proximate semantic information from flexible region def-
initions. Selective search techniques or detection pro-
posals mark interesting image regions which have higher
probability of containing an object. This improves ob-
ject detection by avoiding exhaustive sliding window
search. Hence selective search results could be used as
an indicator of presence of an object (‘objectness’) in
a given region (please see the survey paper by Hosang
et al. (2014) for further information on selective search
techniques). Selective search is simpler and faster com-
pared to training a Conditional Random Field (CRF)
for a finite number of classes for dense pixel associations
(Bi et al., 2015; Zhou et al., 2015). Furthermore selec-
tive search has off-the-shelf implementations available
and does not require separate training. We use Mul-
tiscale Combinatorial Grouping (MCG) by Arbela´ez
et al. (2014) for capturing object semantics following
the conclusions based on recall and detection quality
from the survey by Hosang et al. (2014). MCG is a bot-
tom up segmentation method based on fast normalized
cuts which are then efficiently assembled into object
proposal regions based on an efficient grouping strategy.
MCG generates dense binary region masks and scores
for each detection proposal c ∈ {1, 2, . . . , P} for a total
of P proposals.
Our selective search features are formed by con-
catenating various mask values at a particular pixel,
weighted by MCG (Arbela´ez et al., 2014) ‘objectness’
score. We form a concatenated feature vector gi of pro-
posal masks weighed by proposal score at each pixel
and normalize it using L2 norm. We do dimensionality
reduction on these features using PCA for efficient com-
putation during reflectance formulation. We use dimen-
sionality reduced features in Stage 2 of the framework
unlike Stage 1 as the mid-level priors are iteratively re-
computed only in this stage. Fig. 3 shows a few sample
masks (overlaid over the image for visualization) and
the ‘PCA-image’ (formed by reducing the dimensions
to 3) for an example image. Note how in the regions
belonging to the same object get clustered together il-
lustrating how our selective search features (gi) encode
mid-level semantics.
3.2 Shading Formulation
Our shading formulation assumes monochromatic Lam-
bertian illumination and piecewise constant reflectance
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Fig. 3 Visualizing selective search features. From left-to-right: Original image; four sample mask images from MCG
(binary masks overlaid on the image for visualization) and dimensionality reduced image of selective search features (gi) used
for encoding class agnostic semantic information. Notice how regions belonging to an object get grouped together representing
approximate semantic information.
and is inspired by Jeon et al. (2014) which uses depth
maps to define pixel neighbourhoods. We generalize
their system for a single image by modifying the pri-
ors using RCNN and selective search features. The in-
termediate IID results as shading (σ) and reflectance
(ρ), are estimated by minimizing the following energy
function:
Ψ = λgSg + λmSm + λlSl. (1)
Here Sg, Sm and Sl are respectively global, mid-level
and local shading priors and λg, λm and λl are the cor-
responding weights.
Global Context (Sg): Our global shading prior Sg is
a combination of a sparse neighbourhood consistency
term Sc and a weight propagation term Sp: Sg = Sc +
Sp. Jeon et al. (2014) show that under the assumption
of Lambertian model, shading at a point for a shape
can be approximated using a weighted linear combina-
tion of surface normals where the weights are computed
using Local Linear Embedding (LLE) in the neighbour-
hood N . As shading is a linear function of surface nor-
mals, shading too can be approximated using weighted
linear combination of neighbourhood pixel shading val-
ues. Unlike them we do not have depth information and
therefore we approximate structural similarity using the
LLE weights of our pre-computed RCNN features fb as:
Sc =
∑
b
(σb −
∑
a∈Nb
wcabσa)
2
. (2)
Here Nb represents the set of 10-nearest neighbours for
patch b computed using fb features and w
c are linear
combination weights computed using the LLE repre-
sentation of b over Nb. These are sparse constraints as
we assume the center pixel to be the representative of
the entire patch and assign the constraint to it. In or-
der to propagate these constraints to the rest of the
pixels, we do structure-aware weight propagation using
a Laplacian matting matrix (Levin et al., 2006). This
approximates shading by an affine function over a base
image in a small local window (N3×3). Our propagation
term is defined as:
Sp =
∑
i
∑
j∈N3×3
wpij(σi − σj)2. (3)
Here weights wp are computed using the matting Lapla-
cian with reflectance result of the previous iteration as
the base image. For the initial iteration, the base image
for the Laplacian is taken as Gaussian smoothened ver-
sion of I. In their work, Bell et al. (2014) propagate
global constraints using a dense CRF whereas Zhou
et al. (2015) devised a Nystro¨m approximation to inte-
grate their proposed CNN reflectance prior for message
passing during CRF inference. In comparison, Lapla-
cian matting term has a closed form solution and is
easy to compute (Jeon et al., 2014).
Mid-level Context (Sm): For mid-level prior we use
selective search features gi which encode object seman-
tics. Similar to the weight propagation term Sp, we de-
fine this prior as:
Sm =
∑
i
∑
j∈N3×3
wmij (σi − σj)2, (4)
where wmij = exp (-
(1−〈gi,gj〉)2
t2m
) which penalizes dissim-
ilar gi and gj . This captures the intuition that in a
local neighbourhood if two pixels are predicted to be-
long to a common object proposal, then they should
have similar shading. This causes shading smoothness
within each detection proposals and preserves texture
in the reflectance component.
Local Context (Sl): Local context prior is defined
following the Retinex model (ie. change in chromaticity
implies change in reflectance). Similar to Jeon et al.
(2014), we use this prior in the logarithmic form and
substitute log ρ = log I − log σ to obtain:
Sl =
∑
i
∑
j∈N3×3
wlij((log pi− log σi)−(log pj− log σj))2,
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where wlij = exp (-
(1−〈pi·pj〉)2
t2c
)
[
1 + exp (-
p2i+p
2
j
t2b
)
]
. Here
pi is pixel chromaticity computed as normalized RGB
vector. The first term in the product awards higher
value to similarly coloured pixel pairs. The second term
gives higher weight to pairs with very low intensity val-
ues. This reduces colour artifacts by suppressing chro-
matic noise in the dark regions. tm, tc and tb are fixed
deviation parameters for weight estimation. We solve
this quadratic optimization problem (σ∗ = argminσ Ψ)
using gradient descent and set ρ∗ = I − σ∗.
3.3 Reflectance Formulation
Unlike our shading formulation (§3.2) which enforces
smoothness using L2 terms, our reflectance formula-
tion enforces colour sparsity using L1 terms. The back-
bone of this stage is inspired from image flattening work
by Bi et al. (2015) which uses Split-Bregman method
(Goldstein and Osher, 2009) for optimization. For IID,
they use flattened image as input and perform a se-
ries of steps like self-adaptive clustering, Gaussian mix-
ture modeling, boosted tree classification, CRF labeling
and L2 energy minimization. We show that we can use
Split-Bregman iterations for direct IID by using proper
context priors and alternating between shading and re-
flectance formulations. In addition to being a direct ap-
proach, our method is more robust to clustering arti-
facts (Fig. 9). Our reflectance formulation is given as:
pi = γgRg + γmRm + γlRl + γaRa. (5)
Here Rg, Rm, Rl and Ra are global, mid-level, local and
image approximation terms respectively and γg, γm, γl
and γa are the associated weights. We use a similar
definition for local and global prior weights (vl and vg)
and have a fixed deviation parameter (t):
vij = exp
(
− (ri − rj)
2
2t2
)
. (6)
Here ri is channel normalized CIELab colour value with
a suppressed luminance (Bi et al., 2015). Note that un-
like Bi et al. (2015), we re-estimate priors in each iter-
ation which gradually leads to IID directly instead of
image flattening.
Local Context (Rl): We define local reflectance en-
ergy term by enforcing the piecewise local image spar-
sity like in Bi et al. (2015):
Rl =
∑
i
∑
j∈N11×11
vlij‖Ri −Rj‖1= ‖Az‖1, (7)
where Ri represents the reflectance to be computed
at pixel position i. This term enforces sparsity on re-
flectance values using local colour information in the
form of weights vij in a 11× 11 neighbourhood. This
term can be rewritten in matrix form by linearizing the
colour channels as a single column (z) and assembling
a block matrix A of associated pixel weights.
Mid-level Context (Rm): As Rl enforces sparsity
based only on colour similarity in a small local neigh-
bourhood, for mid-level context we enforce sparsity at
object level using our selective search features (gi). For
ease of computation, we reduce the dimensions of g to
get g˚ using PCA and redefine the weights as:
vmij = exp
(
− (ri − rj)
2
2t2
)(
− (g˚i − g˚j)
2
2t2
)
. (8)
This prior enforces reflectance sparsity at object level
which leads to colour constancy within an object. This
captures object level semantics better compared to the
local reflectance sparsity constraints which might lead
to over flattening due to ambiguity between edges, tex-
tures and noise in an image. The complete mid-level
reflectance prior is given as:
Rm =
∑
i
∑
j∈N11×11
vmij ‖Ri −Rj‖1= ‖Bz‖1. (9)
Global Context (Rg): The global reflectance prior
encodes reflectance similarity at the scene level which
is useful in enforcing colour constancy for various in-
stances and occlusion disconnected parts of an object
in the scene. We write Rg as:
Rg =
∑
i∈Q
∑
j∈Q
vgij‖Ri −Rj‖1= ‖Cz‖1. (10)
We define Q as the set of representative pixels obtained
from each MCG segmentation by ranking all the pixels
in a segmentation according to minimum distance from
the mean.
Image Approximation (Ra): This term enforces con-
tinuity between the two stages by forcing the reflectance
estimate from the current stage to be similar to the in-
termediate reflectance solution from the previous shad-
ing formulation stage. We use:
Ra = ‖Ri − ρ‖22= ‖z− ρ∗‖22= ‖D‖22. (11)
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3.4 Iterations and Updates
Using Eq. 7, 9, 10 and 11 we can restate Eq. 5 in matrix
form as:
ß = ‖Az‖1+‖Bz‖1+‖Cz‖1+‖D‖22. (12)
This is an L1-L2 minimization problem and can be
solved by adapting the Split-Bregman iterations (Gold-
stein and Osher, 2009). Split-Bregman method extends
the Bregman iterations based Linearized Bregman al-
gorithm for unconstrained optimization problem to a
broad range of equality constrained problems. It is es-
pecially suited for image processing problems which
have large number of constraints. Bregman iterations
are used to find the extrema of convex functions and
converge very fast compared to Netwon or Gauss-Seidel
iterations. Goldstein and Osher (2009) adapt these it-
erations for L1 regularized problems by decoupling L1
and L2 portions of the energy function and then setting
up Bregman iterations using intermediate variables. We
introduce intermediate variables b and d for our opti-
mization problem, which reformulates the equation as:
z = argmin
z
(
‖D‖22+θ(‖d1 −Az− b1‖22
+ ‖d2 −Bz− b2‖22+‖d3 −Cz− b3‖22)
)
. (13)
Here θ balances the contribution from reflectance spar-
sity priors vs. prior for shading consistency from pre-
vious stage. We recompute priors after each iteration
for the two formulations based on the current values
of σ∗ and ρ∗ and gradually update the contribution of
various weighing parameters (λ, γ and θ), increasing
the effect of mid-level priors, global priors and the pre-
vious solution, while reducing the effect of local priors
over the course of iterations. It is challenging to decide
the convergence of the iterations like in a general Split-
Bregman method as there is no IID metric which can
give us an estimate of the quality of the iterative de-
composition without ground truth. We cannot directly
use reconstruction error as convergence criterion as it
does not convey information about the perceptive qual-
ity of the decomposition. Hence we empirically estimate
the total number of iterations (k = 5) like other model
parameters by manually tuning for optimal results over
a small subset of images.
4 Analysis
Feature Analysis: We present results from various
experiments which we conducted in order to analyze
the effect of varying the design parameters involved dur-
ing our semantic features extraction stage. The results
Table 1 Experiment results for choosing feature extraction
design parameters by varying grid size and overlap region.
Fixed grid parameter selection
Grid size (pix.) Stride (pix.) Mean WHDR
30 × 30 30 18.19
45 × 45 45 18.09
45 × 45 30 18.17
60 × 60 60 18.39
60× 60 30 17.65
60 × 60 15 18.59
Table 2 Experiment results for various prior computation
strategies, with patch based weak semantic features fb vs.
mean appearance based RGB features.
Semantic features based prior estimation
Prior strategy Feature type LLE approx. Mean WHDR
p1 RGB kNN 17.62
p2 RGB random 17.54
p3 fb random 17.42
p4 fb kNN 17.14
from the experiments with varying grid size conducted
in order to decide the optimal value for feature compu-
tation, are reported in the Table 1. As we can observe
from this table, the size of the grid and the overlap per-
centage between them, have a significant effect on the
overall performance. Smaller grid don’t capture enough
contextual information whereas large grids are too am-
biguous. Similarly too much overlap leads to most of the
nearest neighbours getting picked from the same region,
reducing the patch diversity and ability of the system
to establish global constraints. Following our empirical
observations, we used the 60×60 grid size with a sliding
window stride of 30 for feature extraction.
We also experimented with four different strategies
for our global prior term computation (p1,p2,p3 and
p4). We estimate the effect of using our weak seman-
tic features fb vs. normal RGB appearance based cues.
Additionally, we also analyze the effect of establishing
constraints based on LLE approximations computed us-
ing k-nearest neighbours (kNN) or randomly chosen
patches. The results of these experiments are shown
in Table 2. As can be observed from the Table 2 us-
ing mean RGB value based features alone in place of
weak semantic features fb gives higher error score. Also
as RGB values only capture appearance cues and might
not indicate correct structural similarity, even randomly
choosing patch neighbours (p2) performs better than
kNN based linear approximation strategy (p1). RCNN
based weak semantic features are able to capture the
structural similarity much better than only mean RGB
values with kNN strategy improving performance (p4)
over random chosen neighbours strategy (p3).
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Fig. 4 Framework analysis: From left to right, shading formulation results (σ∗) and reflectance formulation results (R∗)
for iterations k = 1, 3, 5, 7. Notice how shading gets ‘smoother’ while reflectance becomes ‘flatter’.
Fig. 5 Iteration analysis: The graph shows iterative
WHDR reduction with minimum at k = 5.
Framework Analysis: In Fig. 4 we show qualitative
performance of our method for a sample image over suc-
cessive iterations. Notice how as per the intended design
of our framework, reflectance component from our sec-
ond formulation gradually gets more ‘flattened’ while
shading from the first formulation becomes smoother.
Split-Bregman method uses reconstruction error as the
stopping criterion (Goldstein and Osher, 2009; Bi et al.,
2015) but in our case it cannot be directly used to
quantify IID performance because of unavailability of
ground truth at runtime. Hence we empirically estimate
the value of k. Considering various scene and lighting
settings we observed that overall our algorithm achieves
peak perceptual and quantitative performance for k = 5
which can be seen in the WHDR vs. iterations graph
in Fig. 5. Better performance could be obtained if IID
quality could be approximated for each image sepa-
Table 3 Ablation study using various variants of our pro-
posed method showing the utility of our hierarchical priors.
Ablation Analysis
Variant Shading priors Reflectance priors Mean WHDR
v1 Sl Rl +Rm +Rg 24.34
v2 Sl + Sg Rl +Rm +Rg 18.70
v3 Sl + Sm Rl +Rm +Rg 17.16
v4 Sl + Sg + Sm Rl 22.12
v5 Sl + Sg + Sm Rl +Rg 22.09
v6 Sl + Sg + Sm Rl +Rm 16.88
v7 Sl + Sg + Sm Rl +Rm +Rg 16.86
rately without ground truth information. But devising
such a metric is non-trivial and beyond the scope of this
paper. From our experiments we observed that manu-
ally selecting optimum k for each image separately can
reduce the error.
Ablation Study: In order to highlight the significance
of various context priors, we conducted an ablation
study (Table 3) using different variants of our frame-
work formed by combining different prior terms on a
set of randomly chosen 500 IIW images. Variant v1 is
essentially iterative Retinex model based smoothing fol-
lowed by image flattening. Similarly v4 is only local L1
flattening performed on top of L2 shading formulation.
Addition of other context priors on top of these basic
variants successively improves the performance proving
the significance of these priors. In v2 and v5, we intro-
duce the global context priors, leading to improvement
in performance over v1 and v4 respectively. The large
error drop from v1 to v2 is due to our global seman-
tic priors based on RCNN features (fb) computed on a
fixed grid. In v3 and v6 we introduce mid-level context
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priors using selective search features (gi) computed us-
ing flexible regions, which further leads to significant
error reduction. This shows the utility of our semantic
priors at various context levels. Overall the combination
of all these priors gives the best IID results which can
be observed from comparisons from v2 and v6 vs. v7
which gives the best qualitative and quantitative per-
formance.
The qualitative results obtained using these variants
are shown in Fig. 6. Note, v1 has very little structural
information as most of the shading priors are missing
and hence derives results mainly based on colour infor-
mation. This causes incorrect IID reflectance as shown
in column 1. v2 brings scene level structural informa-
tion in the form of Sg but in a few cases is unstable as
no mid-level semantic information is present. v3 gives
significantly better results compared to previous two as
it has nearly all the priors but for a few cases might
lead to incorrect global reflectance tone due to lack of
global shading information. v4 and v5 give good re-
flectance results but do not handle shadows and lights
well and contain some artifacts. These are better han-
dled by v6 due to our semantic prior Rm. Finally v7
though looks similar to v6 but also gives overall best
quantitative performance.
We reuse the values of most of the parameters in
Split-Bregman iterations as provided by Bi et al. (2015)
and empirically estimate the remaining parameters over
a small subset of images. All analysis and results in our
paper are generated using these fixed set of parameter
values: λg = λm = 0.02, λl = γg = 2, γm = γl = 20,
θ = 40, τ = 1.2, tc = 0.0001, tm = tb = t = 0.05, k = 5
5 Results
All our results are generated using a 5th generation In-
tel i7 3.30 GHz desktop processor. Most of our proto-
type implementation is in Matlab with a few sections in
C++ suggesting a significant scope of improving run-
time efficiency. We present IID results from our method
on a variety of datasets and evaluation measures as dis-
cussed below:
IIW Dataset: We show the results of our method on
the IIW dataset in Fig. 7 and Fig. 8. Notice separation
of shadows and illumination from light sources in the
shading component and the colour consistency in the
reflectance component.
We compare our method quantitatively with other
contemporary IID methods which encode scene infor-
mation in terms of IID priors (Bi et al., 2015; Zhou
et al., 2015; Bell et al., 2014). The results are shown in
Fig. 8 for the entire IIW dataset (green) and the test-
split used in Narihira et al. (2015b) (blue). As Zhou
et al. (2015) use most of IIW dataset for training, we
show their results only on the test-split. The scores are
reported as mentioned in the respective papers or down-
loaded from the respective project webpages. We also
compare our method with three baselines and on the
test-split by Zoran et al. (2015) (orange):
– Baseline 1 : only shading smoothness optimization.
– Baseline 2 : only reflectance sparsity optimization.
– Baseline 3 : edge preserving smoothing results from
Bi et al. (2015) as reflectance.
Notice that our Baseline 2 performs better than
both Zhou et al. (2015) and Bell et al. (2014) which
highlights the strength of our reflectance priors. Base-
line 3 is computed directly from the edge-preserving
smoothing results from Bi et al. (2015) and shows the
difference of our framework from their underlying image
flattening framework. As can be seen from the graph
in Fig. 8, our method achieves significant error reduc-
tion in comparison to both Bell et al. (2014) and Zhou
et al. (2015) on both the test-split and the full dataset
(WHDR of 17.14 vs. 20.6 and 19.9 respectively). Our
method is competitive with both Bi et al. (2015) and
Nestmeyer and Gehler (2017) (with WHDR 17.67 and
17.69 respectively) but with lesser artifacts in reflectance
results (Fig. 9). Additional comparisons with previous
IID methods like Zhao et al. (2012) and Garces et al.
(2012), with WHDR as 23.20 and 25.46 respectively
(are not shown in graph for the sake of clarity). The
error could be further reduced if we allow for manual
tuning of k parameter for each image, chosen based on
image complexity (textures, colours, lighting etc.). Note
that in our method is more direct as there is no need
to perform separate clustering, classification or CRF la-
beling steps. Our semantic priors lead to consistent re-
flectance values with lesser number of patchy artifacts.
Furthermore our approach is better at handling chro-
matic noise as can be seen in the reflectance of dark
regions in the results.
Parallel to our work in this paper, there are a few
recent direct deep learning solutions by Bi et al. (2018),
Fan et al. (2018) and two works from Li and Snavely
(2018a,b). The respective WHDR scores on the test-
split are 17.18, 15.80, 20.3 and 14.80. Li and Snavely
(2018b) and Bi et al. (2018) introduce new datasets for
training. They use the illumination invariant property
of reflectance from time lapse videos or synthetically
rendered scenes as a prior for IID. Fan et al. (2018)
take inspiration from Nestmeyer and Gehler (2017) and
perform guidance filtering within the CNN framework
rather than a separate post processing step which leads
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Fig. 6 Ablation study: In each scene from left-to-right: Results using variant v1, v2, v3, v4, v5, v6 and v7. v3 and v6 give
good results as they contain all except one prior. v4 and v5 lack mid-level reflectance sparsity term and is unable to remove
the highlights from the scene (in 4th and 5th columns light gradients and shadows are not properly removed). Finally v7 gives
overall the best qualitative and quantitative results.
Fig. 7 Qualitative results: (In each set from L to R) Original image, reflectance and shading on sample images from IIW
dataset. Notice separation of shadows and highlights in shading and colour sparsity in reflectance component.
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Fig. 8 Quantitative results: Performance comparison be-
tween our method and other contemporary IID solutions.
Table 4 Results on ARAP dataset by Bonneel et al. (2017)
using LMSE metrics (lower is better).
Results on synthetic images
Image Our Method
title R S Mean
arabic 0.0158 0.0138 0.0148
babylone 0.0036 0.0055 0.0046
breakfast 0.0047 0.0083 0.0065
head 0.0122 0.0275 0.0198
italian 0.0163 0.0258 0.0210
san miguel 0.0277 0.0251 0.0264
sponza 0.0482 0.0108 0.0295
villa 0.0331 0.0743 0.0537
whiteroom 0.0093 0.0189 0.0141
Average 0.0190 0.0233 0.0212
to significant error reduction. Based on this observa-
tion, we think that properly incorporating semantic in-
formation (perhaps in the form of region proposals or
masks) within the deep network architecture would fur-
ther improve the IID performance of such networks.
ARAP Dataset: For assessing IID performance Bon-
neel et al. (2017) presented several realistic syntheti-
cally rendered images of various sizes and content. We
show LMSE performance of our method on these im-
ages in Table 4 for both the components. As reported on
the authors’ project webpage1, average LMSE for these
1 https://perso.liris.cnrs.fr/nicolas.bonneel/
intrinsicstar
Table 5 Average Precision percentage results on SAW test-
split from Kovacs et al. (2017) (higher is better).
Shading component evaluation on SAW dataset
Iterations 1 2 3 4 5 6 7
Stage 1 96.57 96.73 96.96 97.24 97.59 98.01 98.26
Stage 2 88.93 88.53 88.75 89.87 91.54 93.50 95.68
images for Bell et al. (2014), Zhou et al. (2015), Bar-
ron and Malik (2015), Narihira et al. (2015a), Bonneel
et al. (2014) (automatic) and with scribbles are 0.0262,
0.0191, 0.0352, 0.0212, 0.0240 and 0.0215 respectively.
While other results have been reported after tuning pa-
rameters to their most suitable values for this dataset,
we present our results using the consistent set of val-
ues as presented in §5. Still our average performance
is quite competitive on the standard metrics. Further
improvement could be achieved by tuning the system
parameters (eg. simply changing k = 3 reduces mean
error value to 0.0204).
SAW Dataset: As WHDR is designed to evaluate
only the reflectance decomposition performance of an
IID method, Kovacs et al. (2017) extended IIW dataset
with manually labeled shading ground truth regions
which could be used for shading component evalua-
tion. We present the results (average precision percent-
age) over successive iterations from both stages of our
method in Table 5 using the standard test-split of 1699
images as provided in Kovacs et al. (2017). As our
system focuses separately on shading and reflectance
in two stages of the optimization, the results of our
Stage 1 here outperforms Stage 2 outputs. Further-
more after initial setup, performance improves for both
the stages over successive iterations proving validating
the iterative procedure. For comparison AP % scores
for Bell et al. (2014), Zhou et al. (2015) and Nest-
meyer and Gehler (2017) are 97.37, 96.24 and 96.85
respectively. Although later iterations have better per-
formance scores but they are not qualitatively superior
due to increasing smoothing of Stage 1 shading and
sparsity of Stage 2 reflectance. This also highlights a
major challenge with quantitative evaluations of IID
components as current metrics like WHDR, AP % or
LMSE, do not reflect the perceptual quality and ap-
plicative utility of the results. As suggested by Bonneel
et al. (2017) a better method of evaluating IID meth-
ods is by using them in image editing scenarios which
is the end goal of IID in computer vision research. We
present such evaluations in the next section §6.
Wikimedia Dataset: To explore the generality of our
method beyond manually curated evaluation datasets
(which mostly comprise of indoor scenes or a few syn-
thetic images), we also experimented with diverse and
14 Saurabh Saini, P. J. Narayanan
Fig. 9 Qualitative comparisons: (L to R) Reflectance from Bell et al. (2014), Zhou et al. (2015), Bi et al. (2015) and our
method. Compared to the other methods shown, our framework produces results with fewer artifacts.
challenging publicly available images2 directly down-
loaded from the Internet. As shown in Fig. 10, our
method works on several scene types (indoor, outdoors,
natural, cityscapes etc.) with varying complexity (single
object vs. multiple objects) and diverse lighting config-
urations (single vs. multiple light sources, natural vs.
artificial lighting, day vs. night lighting etc.) generat-
ing plausible decompositions.
6 Applications
In this section we employ the results obtained from the
two stages of our framework to present image editing
based evaluation and additional two novel IID appli-
cations. As the two stages are designed to separately
optimize smoothness and sparsity, we merge the results
from both the stages, ie. ρ and σ from the shading op-
timization and similarly R and S from the reflectance
optimization, to harness both the properties. We cross
multiply the components from the two stages to obtain
a sparse (IRσ = R · σ) and a detailed (IρS = ρ · S)
reconstruction of the original image (I). We then find
the fractional residues C1 and C2 from these two recon-
structions as:
C1 =
I
IRσ
and C2 =
I
IρS
and take the Gaussian filtered mean of these two esti-
mates to obtain our illumination colour approximation
C. Now we can update our corresponding shading com-
ponents by dividing C from S and multiplying it to σ
2 https://www.wikimedia.org
and taking the mean of both the results to obtain the
merged shading and reflectance components.
6.1 Image Retexturing Applications
Considering the limitation of quantitative evaluation
metrics and in order to measure the effectiveness of the
IID results for applications, Bonneel et al. (2017) pro-
posed image editing based evaluation on set of few im-
ages over simple image manipulation applications like
texture removal and albedo replacement. We show re-
sults of our method for these applications on the sam-
ple images in Fig. 13. We use the code, images and
masks as provided by the authors and our merged com-
ponents as inputs. As before, presented results are with
fixed parameters and not tuned to the images or the
application. For comparison with other methods read-
ers are requested to refer the supplementary material
from the original authors3. As can been observed from
the results, our method performs quite well in such real
world application scenarios.
6.2 Image Relighting Applications
Although our IID modeling is based on a simple light
transport model (§1), but here we show that we can ap-
proximate more complex lighting components for new
relighting applications by combining the results from
our two optimization stages. The methods presented
3 https://perso.liris.cnrs.fr/nicolas.bonneel/
intrinsicstar/supp_materials/image_editing/
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Fig. 10 Our results on challenging Internet images highlighting generality of our method for a variety of scene types, scene
complexity and lighting. The scenes shown contain variations like indoors/outdoors, artificial/natural lighting, day/night
setting, complex/simple subjects, multiple/single light sources and dynamic/static.
here are sample applications implemented as automatic
but fixed parameter systems and require no user inter-
vention during execution though an interactive inter-
face an easily be incorporated.
Editing Illumination Colour: In order to change
the illumination colour for image tone manipulation,
we need to approximate illumination colour and light
source regions. As our original IID light transport model
assumes monochromatic illumination, we approximate
the low and high frequency components of illumination
colour using the residue C. We estimate the light source
regions in the image by locating the pixels within the
high percentile set in our merged shading component.
We change the intensity colour of shading component
in CIELab space based upon the distance of pixels from
the estimated light source regions. This gives us a illu-
mination colour modified shading component. Recom-
bining this modified shading with reflectance gives us
the tone manipulated image.
In Fig. 11 we show illumination recolouring for sev-
eral scenes using red and green tone modification. No-
tice that the modified colour of the light source re-
gions compared to the original image and the shad-
ing intensity based tone adjustment of the surrounding
regions. The objects farther away from the estimated
light source regions, retain their original colour. Unlike
putting the entire image through a red or green filter,
shading sensitive tone adjustment achieves a much more
subtle and realistic tone manipulation effect. This illus-
trates a novel method for IID based illumination colour
manipulation.
Editing Illumination Intensity: Given that the dy-
namic ranges of cameras and display devices are lim-
ited, some poorly or improperly lit images are exces-
sively dark or bright in certain regions. This is due to
extreme intensity variation between bright light source
regions vs. some dark unlit regions in a given scene.
Such images have Low Dynamic Range (LDR) of in-
tensity compared to properly lit or intensity remapped
images called High Dynamic Range (HDR) images. We
use our IID results to relight dark regions in a given
image achieving the effect of single image LDR to HDR
conversion. Again we use the insight that our first stage
results have smooth shading component whereas second
stage has flat sparse reflectance component by design.
We can approximate directly and indirectly lit regions
in the image as such regions are harder to decompose
due to high intensity variations. We extract additive
and multiplicative residual information in the detailed
components from their flat and smooth counterparts:
E1 = mean((ρ−R), (S − σ)) and
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Fig. 11 Illumination colour manipulation: Using our approximated lighting region and colour estimates, we can modify
the illumination colour in the scene, thereby altering the tone of the image. Here each scene is shown in original, red illumination
and green illumination respectively.
E2 = mean(
ρ
R
,
S
σ
).
We add the Gaussian filtered estimates back to the orig-
inal image and rescale the results between normal im-
age intensity values for visualization. By this we obtain
the final well lit image as shown in Fig. 12. Notice how
the dark regions which were previously only indirectly
lit are highlighted and intensity is maintained in the
previously directly lit regions, achieving a shading sen-
sitive intensity normalization. This presents a simple
and novel method for IID based illumination intensity
manipulation.
7 Limitations and Future Work
The Fig. 14 shows a few failure scenarios of our pro-
posed framework. An often observed challenging case is
that of images with sharp shadow and highlight regions.
Owing to the lack of depth data or some similar ad-
ditional structural information, most single image IID
methods struggle in this task of disambiguation of such
gradients from sharp object boundaries. Yet another
issue is distinguishing fine local textures in the same
colour as object reflectance and lighting variation. Our
method is able to handle mid-level and large textures
well due to our semantic priors but in a few cases such
textures get decomposed into the shading layer. Finer
textures of colour similar to that of the object, persist
in shading component due to ambiguity in differentiat-
ing local illumination changes with such textures (this
is not an problem with differently coloured textures).
Notice how in the last image the textures on the ta-
ble cloth are correctly decomposed into the reflectance
layer but the textures on the wood owing to their sim-
ilarity in colour are shifted to the shading component.
These issues are also observed in several other solutions
(Bonneel et al., 2017). Still our object semantic priors
and alternating iterative model design leads to percep-
tually better decompositions for a large variety of scene
and diverse lighting settings (Fig. 10).
Discounting the training time, deep learning based
solutions generally run faster during testing in compar-
ison to energy based optimization methods. Hence the
unoptimized prototype implementation of our method
is slower compared to other methods (few seconds vs.
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Fig. 12 Illumination intensity manipulation: We increase the contribution of our approximated indirect light component
without altering the direct component to enhance the visibility of the dark regions in the image. Here for each scene original
image and the relit versions are shown.
minutes) but this could be significantly improved with
better implementation and parallelization.
In order to automatically assign the value of total
number of iterations k based on the lighting and scene
complexity, we would like to explore the problem of
learning a performance metric for IID respecting both
perceptual and quantitative assessment without ground
truth information. It would also be interesting to see
the effect of explicitly introducing semantic informa-
tion in current deep learning IID solutions. We believe
that properly encoding semantic and contextual infor-
mation as an additional information, either as collated
input, a separate network branch and/or as a loss func-
tion, would help improve the performance of the new
IID deep learning solutions (Bi et al., 2018; Fan et al.,
2018; Li and Snavely, 2018a,b). Additionally, it will also
be interesting to see the utility of our and other recent
IID solutions in novel applications like automatic video-
editing, object insertion, machine learning dataset aug-
mentation, style-content disambiguation, etc. In future
we would like to explore these questions in the context
of IID and in the broader context of inverse rendering
and inverse light transport research.
8 Conclusion
In this paper we present new priors which encode class
agnostic weak object semantics using selective search
and pre-trained region-based Convolutional Neural Net-
work features. We encode these priors by analyzing
scene at three hierarchical context levels and use an
integrated optimization framework for single image in-
trinsic image decomposition without requiring any ad-
ditional optimization steps. Our system has two alter-
nating optimization formulations with competing strate-
gies: first focusing on shading smoothness and the sec-
ond on reflectance sparsity. We highlight the effective-
ness of our strategy and semantic priors with support-
ing qualitative and quantitative experimentation and
results. We hope our work will draw attention of wider
research community towards the utility of semantic pri-
ors and hierarchical analysis for the problem of intrin-
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Fig. 13 Image Editing Evaluation: Our results on image editing applications from Bonneel et al. (2017). Each row shows
original image, reflectance, shading and the application result. The two sections from top respectively show results for texture
removal and albedo replacement. The fourth row in each section shows the hard cases with sub-optimal decompositions due
to sharp shadows or lighting.
sic image decomposition and in the future will lead to
better end-to-end deep learning architectures and opti-
mization frameworks.
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Fig. 14 Failure cases: Note incorrect decomposition in
marked regions with challenging sharp highlights, shadows
and fine textures in a colour similar to object.
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