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We prove in a constructive way that multivariate integration in appropriate
weighted Sobolev classes is strongly tractable and the e-exponent of strong
tractability is 1 (which is the best-possible value) under a stronger assumption than
Sloan and Wo!zniakowski’s assumption. We show that quasi-Monte Carlo
algorithms based on the Sobol sequence and Halton sequence achieve the
convergence order Oðn1þdÞ for any d > 0 independent of the dimension with a
worst-case deterministic guarantee (where n is the number of function evaluations).
This implies that quasi-Monte Carlo algorithms based on the Sobol and Halton
sequences converge faster and therefore are superior to Monte Carlo methods
independent of the dimension for integrands in suitable weighted Sobolev classes. #
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Consider the integral of f ðxÞ over the s-dimensional unit cube
Isðf Þ ¼
Z
½0;1s
f ðxÞ dx:
In many practical problems the dimensions can be very large. Dimensions of
hundreds or even thousands are not unusual in mathematical ﬁnance (see
[2, 13, 21]). High-dimensional integration problems are best handled by
Monte Carlo (MC) or quasi-Monte Carlo (QMC) methods, both with the
form
Qn;sðf Þ ¼
1
n
Xn1
i¼0
f ðxiÞ:1Supported by the NSF of China Grants 79970120 and 10001021.
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XIAOQUN WANG684In MC, the nodes are independent random samples from the uniform
distribution on ½0; 1s; the asymptotic convergence rate is Oðn1=2Þ
independent of the dimension. In QMC, the nodes are deterministic and
are chosen to be more uniformly distributed. The classical QMC error
bound is the Koksma–Hlawka inequality
jIsðf Þ  Qn;sðf Þj4V nðf ÞDnn ;
where Dnn is the star discrepancy and V
nðf Þ is the variation in the sense of
Hardy and Krause (see [9]). This inequality was generalized in [5]. Several
methods for constructing sequences with the star discrepancy (for the ﬁrst n
points of the sequence)
Dnn4CðsÞ
logs n
n
þ O
logs1 n
n
 
ð1Þ
have been proposed by Halton [4], Sobol [19], Faure [3], Niederreiter [9] and
Niederreiter and Xing [10]. Thus, the asymptotic convergence rate of QMC
integration can be Oðn1 logs nÞ: A sequence for which star discrepancy
satisﬁes (1) is called a low-discrepancy sequence.
Asymptotically, n1 logs n is smaller than n1=2: Thus, for ﬁxed dimension
s and n large, QMC error beats MC error. But when s is large, the factor
ðlog nÞs becomes huge, it takes impracticably large samples before the
asymptotic bound is relevant. How can we understand the apparent success
of QMC methods for integrals of hundreds or even thousands of
dimensions? This question is extensively studied in the theory of
information-based complexity in recent years (see [21]).
Let us introduce brieﬂy the concepts of tractability and strong tractability.
Let F be a normed space of functions deﬁned on ½0; 1s; the norm in F is
denoted by jj*jjF: Deﬁne the worst-case error of the algorithm Qn;sðf Þ by its
worst-case performance over the unit ball of F
eðQn;sðf Þ;FÞ ¼ sup
f2F;jjf jjF41
jIsðf Þ  Qn;sðf Þj: ð2Þ
For n ¼ 0; we formally set Q0;sðf Þ ¼ 0; and
eð0;FÞ ¼ sup
f 2F;jjf jjF41
jIsðf Þj ¼ jjIsjj
is the initial error without sampling the function. We would like to reduce
the initial error by a factor of e; where e 2 ð0; 1Þ: Let
nðe;FÞ ¼ minfn : 9Qn;sðf Þ such that eðQn;sðf Þ;FÞ4eeð0;FÞg
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error by a factor of e: We are interested in how fast does nðe;FÞ grow with
e1 and s:
We say that multivariate integration in space F is tractable iff there exist
non-negative constants C; p and q such that
nðe;FÞ4Cepsq 8e 2 ð0; 1Þ and s51: ð3Þ
The inﬁma of the numbers p and q for which (3) holds are called the e- and
s-exponent of tractability. If inequality (3) holds with q ¼ 0; then multi-
variate integration is strongly tractable in F and the inﬁmum of p is called
the e-exponent of strong tractability and is denoted by pn:
Tractability and strong tractability of multivariate integration have been
studied in a number of papers [7, 12, 17, 18, 26]. Most of the papers which
deal with strong tractability are non-constructive. Constructive approaches
were undertaken in [6, 16, 24].
As pointed out by Traub and Werschulz [21] it is of great practical
importance to construct sample points for which strong tractability holds. It
is hoped that known low-discrepancy sequences satisfy this. Furthermore, if
it could be shown that pn52; then QMC would beat MC. If it could be
shown that pn is 1 or close to 1, this would explain the empirical results from
mathematical ﬁnance.
Our goal in this paper is to investigate whether strong tractability error
bounds hold for known low-discrepancy sequences. We prove that
multivariate integration in weighted Sobolev spaces is strongly tractable
and the e-exponent of strong tractability is 1 (which is the best-possible
value) under a stronger assumption than Sloan and Wo!zniakowski’s
assumption [17]. Our approach is constructive. We show that quasi-Monte
Carlo algorithm based on the Sobol sequence (i.e., ðt; sÞ-sequence in base 2)
achieves the convergence order Oðn1þdÞ for any d > 0 independent of the
dimension. We also show how the same proof technique yields a similar
result for the Halton sequence. Some open problems are presented in the
conclusion section.
2. STRONG TRACTABILITY OF MULTIVARIATE INTEGRATION
Tractability and strong tractability of multivariate integration are
obviously dependent on the class of functions. Many problems deﬁned
over classical function spaces are not strongly tractable or even not
tractable. But the situation may be completely different for functions for
which different variables have different signiﬁcance. By introducing weights
that model the behavior of successive variables, we can sometimes succeed in
breaking intractability.
XIAOQUN WANG686Observe that in bound (1) for the star discrepancy the constant CðsÞ and
the implied constant in the Landau symbol depend on the dimension s and
may increase (super)exponentially with s for some low-discrepancy
sequences [9]. Even if the constant CðsÞ does not increase with s; the bound
still behaves badly for large s because of the factor of ðlog nÞs: Such a bound
is enough for obtaining a convergence rate of a QMC algorithm for fixed
dimension, but do not say anything about tractability. To establish
tractability or strong tractability result of using QMC algorithms based
on low-discrepancy sequences, we need to consider QMC algorithms with
arbitrarily large dimensions, and need to know how the discrepancies of
these sequences and the discrepancies of their lower-dimensional projections
depend on the dimension.
2.1. Background and Lemmas
Let x ¼ ðx1; . . . ; xsÞ and U ¼ f1; . . . ; sg be the set of components indices.
For any subset u  U; let juj denotes its cardinality. For the vector x 2 ½0; 1s;
let xu be the juj-dimensional vector containing the components of x with
indices in u; and let dxu ¼
Q
j2u dxj: Furthermore, let ½0; 1Þ
u denote the juj-
dimensional unit cube involving the components in u: By ðxu; 1Þ we mean the
vector from ½0; 1s with the same components as x for indices in u and the
rest of the components being replaced by 1:
We consider functions whose dependence on successive variables is
increasingly limited. To quantify this, take a positive sequence fgjg such that
g15g25   5gj5    > 0 ð4Þ
and let g| ¼ 1 and gu ¼
Q
j2u gj for non-empty u  U: We associate the ﬁrst
variable x1 to g1; the second variable x2 to g2; the variables xu to gu and so
on. As in [17], we consider the reproducing kernel Hilbert space H ðKs;gÞ with
the following reproducing kernel:
Ks;gðx; yÞ ¼
Ys
j¼1
½1þ gj minð1 xj; 1 yjÞ: ð5Þ
The theory of reproducing kernel Hilbert spaces can be found in [22]. The
inner product in H ðKs;gÞ is given by
hf ; gis;g ¼
X
uU
g1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ
@juj
@xu
gðxu; 1Þ dxu; for f ; g 2 H ðKs;gÞ:
ð6Þ
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jjf jjH ðKs;gÞ ¼
X
uU
g1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ


2
dxu
( )1=2
:
The decay of the weights determines whether (strong) tractability holds.
Sloan and Wo!zniakowski’s main results in [17] are: Tractability holds iff
lim sup
s!1
Ps
j¼1 gj
log s
51;
and strong tractability holds iff
X1
j¼1
gj51: ð7Þ
Furthermore, if assumption (7) holds, then the strong e-exponent pn belongs
to [1, 2]. But their proof is non-constructive. In [7] it is proved thatP1
j¼1 g
1=2
j 51 yields p
n ¼ 1: Again this result is non-constructive. There is a
constructive proof that pn ¼ 1 in [24] under the more restrictive assumption
that
P1
j¼1 g
1=3
j 51: But this proof is based on the weighted tensor product
algorithms, which are the generalizations of Smolyak’s construction and not
based on low-discrepancy sequences. It is also known that, for slowing
decreasing weights, the e-exponent of weighted tensor product algorithms is
far from being optimal [14]. Hickernell and Wang [6] proved that the Halton
sequence achieves strong tractability error bound with pn ¼ 1 under
appropriate condition on the weights. Sloan et al. [16] proposed an
algorithm to search for shifted lattice rules that satisfy strong tractability
error bound with pn42:
In order to study the tractability and strong tractability in H ðKs;gÞ using a
QMC algorithm, it is sufﬁcient to consider the corresponding integration
error over the unit ball of H ðKs;gÞ: Let
Bs;g ¼ ff 2 H ðKs;gÞ : jjf jjH ðKs;gÞ41g:
We will prove under a stronger assumption on the weights than (7) that
strong tractability error bound with e-exponent pn ¼ 1 can be achieved by
QMC algorithms based on the Sobol sequence. We need several lemmas.
Lemma 1. If the weights gj satisfy (4) and
X1
j¼1
g1=2j hj51 ð8Þ
XIAOQUN WANG688for some sequence fhjg with hj50; then for any given d > 0 there exist a con-
stant B and a sequence fwjg with wj > 0 (both independent of the dimension s),
such that
X1
j¼1
w1=2j hj4d;
and
X
uU
w1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ


2
dxu4B2 for all f 2 Bs;g; and all s51;
ð9Þ
where w| ¼ 1 and wu ¼
Q
j2u wj for non-empty u  U:
Proof. For any given d > 0; if
P1
j¼1 g
1=2
j hj4d; then we only need to put
B ¼ 1 and wj ¼ gj for j ¼ 1; 2; . . . :
If the sum
P1
j¼1 g
1=2
j hj > d; then from (8) there exists j0; such that
X1
j¼j0þ1
g1=2j hj5d:
Choose a constant A > 1; such that
1
A
Xj0
j¼1
g1=2j hj þ
X1
j¼j0þ1
g1=2j hj ¼ d: ð10Þ
Now put B ¼ Aj0 and
wj ¼
gj=A
2; 14j4j0;
gj; j > j0:
(
Clearly, the choices of the constant B and the weights fwjg are independent
of s: For all j we have 05wj4gj: It is obvious from (10) that
X1
j¼1
w1=2j hj ¼ d
Because only the ‘‘ﬁrst j0’’ weights among fgjg have been changed, so for
any u  U; it follows that wu5A2j0gu; and thus w
1
u 4A
2j0g1u : Therefore,
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X
uU
w1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ


2
dxu4A2j0
X
uU
g1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ


2
dxu
4A2j0 jjf jj2H ðKs;gÞ
4A2j0 ¼ B2:
This proves the lemma. ]
This lemma has a simple geometrical interpretation. Note that if we take a
new reproducing kernel in the form (5) with the weights gj replaced by wj;
then a new reproducing kernel Hilbert space H ðKs;wÞ is obtained. The
quantity on the left-hand side of (9) is actually the square norm of f in the
space H ðKs;wÞ: Condition (8) gives the speed of decay of the weights gj:
Lemma 1 indicates that when the decay of gj satisﬁes (8), then for any given
d > 0; we can change the weights (in fact, only a ﬁnite number of weights
need to be decreased), such that the sum of the series
P1
j¼1 w
1=2
j hj is no larger
than d: The unit ball in the original space H ðKs;gÞ is bounded in a ball with
constant radius B in the new space H ðKs;wÞ: Moreover, such a procedure is
independent of the dimension s:
The next lemma is elementary, we give a short proof for completeness.
Lemma 2. Let aj50; j ¼ 1; . . . ; s; then for m ¼ 1; . . . ; s; we have
X
juj¼m; uU
Y
j2u
aj4
1
m!
Xs
j¼1
aj
 !m
: ð11Þ
Proof. Rewrite the sum on the left-hand side of (11) asX
juj¼m; uU
Y
j2u
aj ¼
X
14j155jm4s
aj1 . . . ajm :
The sum on the right-hand side of this equality consists of all the terms
aj1 . . . ajm with 14j15   5jm4s: Each such term occurs exactly m! times in
the expression ð
Ps
j¼1 ajÞ
m: Moreover, in this expression there are extra terms
aj1 . . . ajm ; which have some equal indices. ]
2.2. Strong Tractability of Multivariate Integration Using Sobol Sequences
The general construction of low-discrepancy sequences is based on the
ðt;m; sÞ-nets and ðt; sÞ-sequences. See Niederreiter [9] for the general theory
XIAOQUN WANG690of ðt;m; sÞ-nets and ðt; sÞ-sequences. The construction of such nets and
sequences originated in the paper of Sobol [19], who gave the construction
of ðt; sÞ-sequence in the base 2. In this subsection we focus on the Sobol
sequences.
We list all primitive polynomials over the ﬁeld F2 in a sequence according
to non-decreasing degrees (polynomials with the same degree can be listed in
any order). Let p1;p2; . . . ;ps be the ‘‘ﬁrst s’’ primitive polynomials. The
degree of pj is denoted by degðpjÞ: The generation of the Sobol sequence can
be brieﬂy described as follows (see [19]). Let
pjðxÞ ¼ xd þ a1xd1 þ    þ ad1xþ 1
be the jth primitive polynomial of degree d ¼ degðpjÞ; where each ai is 0 or
1. We use its coefﬁcients to deﬁne a sequence fmig by the recurrence:
mi ¼ 2a1mi1  22a2mi2      2d1ad1midþ1  2dmid  mid ;
for i ¼ d þ 1; d þ 2; . . . ; where is the bit-by-bit exclusive or operator. The
initial value of m1;m2; . . . ;md can be chosen freely provided that each mi is
odd and mi52i: Then we deﬁne the direction numbers by
vi ¼ mi=2i; i ¼ 1; 2 . . .
The jth component of the s-dimensional Sobol sequence (denoted by S) is
deﬁned by
xi;j ¼ c1v1  c2v2  c3v3     ; i ¼ 0; 1; 2; . . . ; j ¼ 1; . . . ; s;
where    c3c2c1 is the binary representation of i: The ith Sobol point is
xi ¼ ðxi;1; . . . ; xi;sÞ: In practice, a more efﬁcient method of Antonov and
Saleev is used (see [1]). The s-dimensional Sobol sequence S is a ðtU; sÞ-
sequence in base 2 with the uniformity parameter
tU ¼
Xs
j¼1
ðdegðpjÞ  1Þ:
The uniformity parameter tU measures the uniformity property and should
be as small as possible. It is obvious that the use of the ﬁrst s primitive
polynomials minimizes the uniformity parameter.
The Sobol sequence has the following telescopic property: In order to
obtain a sequence in dimension sþ 1; it is sufﬁcient to add the last
component to the term of s-dimensional sequence. Thus, the Sobol sequence
can be constructed in arbitrarily large dimension, dimension by dimension.
Each component of the s-dimensional Sobol sequence is based on one
primitive polynomial. These properties allow us to investigate the quality of
A CONSTRUCTIVE APPROACH TO STRONG TRACTABILITY 691the lower-dimensional projections of the Sobol sequence easily. Let u be a
non-empty subset ofU andSu be the projection ofS on the juj-dimensional
unit cube ½0; 1Þu: Then the sequence Su is a juj-dimensional Sobol sequence
based on the primitive polynomials pj with indices in u: More precisely, Su
is a ðtu; jujÞ-sequence in base 2 with the uniformity parameter given by
tu ¼
X
j2u
ðdegðpjÞ  1Þ: ð12Þ
Note that in the study of tractability of multivariate integration using the
Sobol sequence the dimension s can be arbitrarily large; therefore, the
number of primitive polynomials pj needed and their degrees (and the
uniformity parameter tu) can also be arbitrarily large. About the star
discrepancy ofSu we have the following lemma, which shows how to bound
DnðSuÞ in terms of j with these j in u:
Lemma 3. Let Su be the projection of the s-dimensional Sobol sequence
S on the juj-dimensional unit cube ½0; 1Þu: Then the star discrepancy of the first
n points of Su satisfies
DnðSuÞ5
1
n
Y
j2u
½C1j log2ðjþ 1Þ log2 log2ðjþ 3Þ logð2nÞ for all n51;
ð13Þ
where C1 is a positive constant independent of the subset u and the dimension s:
Proof. Since Su is a juj-dimensional Sobol sequence (i.e., ðtu; jujÞ-
sequence in base 2) based on the primitive polynomials pj with j in u;
Sobol’s result on the star discrepancy upper bound is applicable for n5
2juj1þtu (see [19]). That is, for n52juj1þtu ; we have
nDnðSuÞ42tu
Xjuj1
j¼0
k  tu þ 1
jþ 1
 !
þ 2tu  1; ð14Þ
where k is the largest integer with 2k4n; i.e., k ¼ ½log2 n and tu is the
uniformity parameter given in (12). Note that for 04j4juj  1; we have the
upper bound for the binomial coefﬁcients
k  tu þ 1
jþ 1
 !
¼
ðk  tu þ 1Þ    ðk  tu þ 1 jÞ
ðjþ 1Þ!
4
ðk þ 1Þjþ1
ðjþ 1Þ!
4ðk þ 1Þjuj:
XIAOQUN WANG692Therefore, from (14) and formula (12) for tu; it follows that for n52juj1þtu
nDnðSuÞ4 2tu
Xjuj1
j¼0
ðk þ 1Þjuj þ 2tu  1
5 2tu ðjuj þ 1Þðk þ 1Þjuj
4 2tuþjujðlog2 nþ 1Þ
juj
¼
Y
j2u
½2degðpjÞ log2 ð2nÞ:
Note that this same bound holds also for 14n52juj1þtu : In fact, the star
discrepancy of any point set is between 0 and 1, so 04DnðSuÞ41: Thus,
from formula (12) for tu we have for 14n52juj1þtu :
nDnðSuÞ4n52juj1þtu ¼
1
2
Y
j2u
½2degðpjÞ5
Y
j2u
½2degðpjÞ log2 ð2nÞ:
Therefore, the above bound for nDnðSuÞ holds for all n51: This bound
involves the degrees of the primitive polynomials. A further bound can be
obtained by estimating the degree of the jth primitive polynomial pj:
According to Sobol [20] (with a modiﬁcation), the degree of pj; degðpjÞ; can
be bounded by
degðpjÞ4log2 jþ log2 log2ðjþ 1Þ þ log2 log2 log2ðjþ 3Þ þ C2 ð15Þ
for all integer j51; where C2 is a constant independent of j and s: Thus,
2degðpjÞ42C2j log2ðjþ 1Þ log2 log2ðjþ 3Þ:
Therefore,
DnðSuÞ5
1
n
Y
j2u
½C1j log2ðjþ 1Þ log2 log2ðjþ 3Þ logð2nÞ;
where C1 ¼ 2C2=log2 is independent of u and s: This completes the proof. ]
We have now come to the main result of this paper.
Theorem 4. Assume that in the QMC algorithm Qn;sðf Þ the points are
taken to be the first n points of the s-dimensional Sobol sequence S: If the
A CONSTRUCTIVE APPROACH TO STRONG TRACTABILITY 693weights gj satisfy
X1
j¼1
g1=2j dj51; ð16Þ
where dj ¼ j log2ðjþ 1Þ log2 log2ðjþ 3Þ; then for any given d > 0; there exists
a constant C independent of the dimension s; such that for all n51
jIsðf Þ  Qn;sðf Þj4Cn1þd for all f 2 Bs;g:
Consequently, multivariate integration in H ðKs;gÞ is strongly tractable, and the
QMC algorithm using the Sobol sequence satisfies strong tractability error
bound with the best-possible value of e-exponent pn ¼ 1:
Proof. For arbitrary given d > 0; under assumption (16) it follows from
Lemma 1 (putting hj ¼ dj in Lemma 1) that there exist a constant B and a
sequence fwjg with wj > 0 (independent of the dimension s), such that
X1
j¼1
w1=2j dj4
d
C1
ð17Þ
(here C1 is the constant in Lemma 3) and
X
uU
Z
½0;1Þu
w1u
@juj
@xu
f ðxu; 1Þ


2
dxu4B2 for all f 2 Bs;g: ð18Þ
Now consider the integration error for functions in the unit ball Bs;g:
First, Zaremba’s identity states that
Isðf Þ  Qn;sðf Þ ¼
X
|=uU
ð1Þjuj
Z
½0;1Þu
Discðxu; 1Þ
@juj
@xu
f ðxu; 1Þ dxu;
where DiscðxÞ is the discrepancy function of the ﬁrst n points of the Sobol
sequence:
DiscðxÞ ¼ x1x2 . . . xs 
jfi : xi 2 ½0;xÞgj
n
:
Since all wj are positive, we can rewrite Zaremba’s identity by multiplying
and dividing by w1=2u (recall that wu ¼
Q
j2u wj):
Isðf Þ  Qn;sðf Þ ¼
X
|=uU
ð1Þjuj
Z
½0;1Þu
w1=2u Discðxu; 1Þw
1=2
u
@juj
@xu
f ðxu; 1Þ dxu:
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jIsðf Þ  Qn;sj4DðS; fwjgÞVðf ; fwjgÞ; ð19Þ
where
DðS; fwjgÞ ¼
X
|=uU
wu
Z
½0;1Þu
½Discðxu; 1Þ2 dxu
( )1=2
and
Vðf ; fwjgÞ ¼
X
|=uU
w1u
Z
½0;1Þu
@juj
@xu
f ðxu; 1Þ


2
dxu
( )1=2
:
The above derivation follows the similar lines to Sloan and Wo!zniakowski
[17]. Note that DðS; fwjgÞ andVðf ; fwjgÞ deﬁned above can be considered
as the weighted discrepancy and weighted variation (L2-version) with respect
to the new weights wj:
Note that the L2-star discrepancy of a point set is no larger than its star
discrepancy [8], i.e., Z
½0;1Þu
½Discðxu; 1Þ2 dxu4½DnðSuÞ2:
Based on this and from the relation of L2- and L1-norms for sequences, we
have
DðS; fwjgÞ4
X
|=uU
wu½DnðSuÞ2
( )1=2
4
X
|=uU
w1=2u D
nðSuÞ:
Based on this, from (19) and (18), using the upper bound on the star
discrepancy DnðSuÞ (see Lemma 3), we have for any f 2 Bs;g:
jIsðf Þ  Qn;sðf Þj4Vðf ; fwjgÞDðS; fwjgÞ
4B
X
|=uU
w1=2u D
nðSuÞ
4
B
n
Xs
m¼1
X
juj¼m; uU
w1=2u
Y
j2u
½C1dj logð2nÞ
¼
B
n
Xs
m¼1
ðlogð2nÞÞm
X
juj¼m; uU
Y
j2u
½C1w
1=2
j dj
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B
n
Xs
m¼1
ðlogð2nÞÞm
1
m!
C1
Xs
j¼1
w1=2j dj
 !m
5
B
n
X1
m¼1
1
m!
ðlogð2nÞÞm C1
X1
j¼1
w1=2j dj
 !m
4
B
n
X1
m¼1
1
m!
ðd logð2nÞÞm
5
B
n
exp ðd logð2nÞÞ
4
B2d
n
nd
¼Cn1þd
uniformly in s with constant C ¼ 2dB; which is independent of the
dimension. In passing, we have used Lemma 2 and inequality (17).
We emphasize that this error bound holds uniformly for all functions in
the unit ballBs;g: So the worst-case error of the QMC algorithm Qn;sðf Þ over
Bs;g satisﬁes
eðQn;sðf Þ;H ðKs;gÞÞ4Cn1þd:
Note that the initial error in multivariate integration in the space H ðKs;gÞ is
eð0;H ðKs;gÞÞ ¼ jjIsjj ¼
Ys
j¼1
1þ
1
3
gj
 1=2
;
which is uniformly bounded in s under assumption (16). Therefore, the
minimal number of function evaluations for which the initial error is reduced
by a factor e; i.e., the minimal n for which
eðQn;sðf Þ;H ðKs;gÞÞ4eeð0;H ðKs;gÞÞ
can be bounded by C3e1=ð1dÞ for some constant C3 independent of the
dimension. The inﬁmum of the power of e1 is 1. Therefore, the e-exponent
of strong tractability of the QMC algorithm based on the Sobol sequence is
1. This concludes the proof. ]
Remark 1. The weighted Koksma–Hlawka inequality states that the
integration error is bounded by jIsðf Þ  Qn;sðf Þj4Vðf ; fgjgÞDðS; fgjgÞ;
where Vðf ; fgjgÞ and DðS; fgjgÞ are the weighted variation and weighted
discrepancy with respect to the weights gj [17]. But from this we cannot
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weights based on Lemma 1. This action will reduce the weighted discrepancy
for the same point set and enlarge the weighted variation for the same f
under the new weights. But the enlarged variation can be controlled by a
constant B and the new weighted discrepancy of the Sobol sequence can be
bounded by Oðn1þdÞ; both uniformly in s:
Remark 2. The Sobol sequence is a special ðt; sÞ-sequence (in base 2).
The same results as in Theorem 4 hold for Niederreiter’s ðt; sÞ-sequence in
base 2, constructed using the monic irreducible polynomials over F2: To
prove this, one uses Theorem 4.13 in [9] in place of bound (14), and uses the
fact that primitive polynomials are a subset of irreducible polynomials. We
can even go further. Similar results can be established for general
Niederreiter’s ðt; sÞ-sequence in prime-power base q: The Niederreiter
sequence in base q is constructed using the monic irreducible polynomials
over the ﬁnite ﬁeld Fq (see [9]). The monic irreducible polynomials are listed
in a sequence according to non-decreasing degrees: P1; P2; . . . ; Pj; . . . . Note
that the Niederreiter sequence also has the telescopic property and its lower-
dimensional projections are still ðt; sÞ-sequences in base q with the quality
parameter t given in the form (12), but with degðpjÞ replaced by degðPjÞ: We
can bound the degree of the jth monic irreducible polynomials and establish
bounds for the classical star discrepancies of the lower-dimensional
projections of the Niederreiter sequence in the similar way. Furthermore,
such strong tractability results can be extended to some other function
spaces. See [23] for some extensions.
2.3. Strong Tractability of Multivariate Integration Using Halton Sequence
Strong tractability of multivariate integration using the Halton sequence
is investigated in [6]. Here, we show how the same proof technique in the
previous subsection yields similar results for the Halton sequence. Let bj be
the jth prime number. The s-dimensional Halton sequenceH ¼ fx0;x1; . . .g
is deﬁned by (see [4])
xi ¼ ðfb1ðiÞ;fb2ðiÞ; . . . ;fbsðiÞÞ; i ¼ 0; 1; 2; . . . :
where ffbj ðiÞg is the van der Corput sequence in base bj: That is, if i ¼
   c3c2c1 (in base bj), then fbj ðiÞ ¼ 0:c1c2c3    (in base bjÞ:
The Halton sequence also has the telescopic property and can be
constructed in arbitrarily large dimension. For non-empty u  U; let Hu
denote the projection of the s-dimensional Halton sequence H on the juj-
dimensional unit cube ½0; 1Þu: Clearly, Hu is a juj-dimensional Halton
sequence with respect to the bases bj with j 2 u: The star discrepancy of the
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DnðHuÞ4
juj
n
þ
1
n
Y
j2u
aj5
1
n
Y
j2u
ðaj þ 1Þ for all n51; ð20Þ
where
aj ¼ bj log nþ
1
2
ðbj þ 1Þ; bj ¼
bj  1
2 log bj
:
Theorem 5. Let the nodes in the QMC algorithm Qn;sðf Þ be the first n
points of the s-dimensional Halton sequence. If the weights gj satisfy
X1
j¼1
g1=2j j log j51; ð21Þ
then for any given d > 0 there exists a constant Cn such that for all n51
jIsðf Þ  Qn;sðf Þj4Cnn1þd for all f 2 Bs;g
uniformly in s: Consequently, the corresponding QMC algorithm achieves the
strong tractability error bound and the e-exponent of strong tractability is
pn ¼ 1:
Proof. It is well known that the jth prime number bj is the order of
Oðj log jÞ; i.e., bj  j log j when j !1; and thus bj  j:
Under assumption (21), we have
P1
j¼1 g
1=2
j bj51: Based on Lemma 1
(now putting hj ¼ bj in Lemma 1), there exist a constant B and a sequence
fwjg with wj > 0 (independent of s), such that
P1
j¼1 w
1=2
j bj4d; and
X
uU
Z
½0;1Þu
w1u
@juj
@xu
f ðxu; 1Þ


2
dxu4B2 for all f 2 Bs;g:
Now consider the integration error for functions in the unit ball Bs;g:
Similar arguments as for the case of the Sobol sequence leads to the
following:
jIsðf Þ  Qn;sðf Þj4Vðf ; fwjgÞDðH; fwjgÞ
4B
X
|=uU
w1=2u D
nðHuÞ
4
B
n
Xs
m¼1
X
juj¼m; uU
w1=2u
Y
j2u
ðaj þ 1Þ
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B
n
Xs
m¼1
X
juj¼m; uU
Y
j2u
ðw1=2j ðaj þ 1ÞÞ
4
B
n
Xs
m¼1
1
m!
Xs
j¼1
w1=2j ðaj þ 1Þ
 !m
5
B
n
X1
m¼1
1
m!
X1
j¼1
w1=2j ðaj þ 1Þ
 !m
5
B
n
exp
X1
j¼1
w1=2j ðaj þ 1Þ
 !
:
In passing, we also have used Lemma 2. Now consider the series
X1
j¼1
w1=2j ðaj þ 1Þ ¼ log n
X1
j¼1
w1=2j bj þ
1
2
X1
j¼1
w1=2j ðbj þ 3Þ:
Under assumption (21), the two series on the right-hand sides are
convergent. In fact, as was obtained above
P1
j¼1 w
1=2
j bj4d: Second,
from the proof of Lemma 1 one has 05wj4gj for all j; furthermore, since
bj is the order of Oðj log jÞ; then assumption (21) implies that the seriesP1
j¼1 w
1=2
j ðbj þ 3Þ is convergent. Therefore,
jIsðf Þ  Qn;sðf Þj4
B
n
exp d log nþ
1
2
X1
j¼1
w1=2j ðbj þ 3Þ
 !
4Cnn1þd
with constant
Cn ¼ B exp
1
2
X1
j¼1
w1=2j ðbj þ 3Þ
 !
:
This completes the proof. ]:
Remark 3. Although the assumption on the weights in Theorem 4 (for
QMC algorithm based on the Sobol sequence) is slightly stronger than that
in Theorem 5 (for QMC algorithm based on the Halton sequence), this does
not mean that the Sobol sequence is worse than the Halton sequence. The
stronger assumption for the case of the Sobol sequence is due to the rough
estimation of the degrees of the primitive polynomials (see inequality (15)).
A sharper estimate may lead to a weaker assumption on the weights.
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The error bounds of QMC algorithms based on low-discrepancy
sequences often take the form Oðn1 log nsÞ: The implied constant and the
factor log ns depend on dimension s (note that a similar polylog factor
appears in the error bounds of QMC algorithms based on lattice rules [15]
and in Wo!zniakowski’s Theorem on the average case complexity [25]). For
large s; the factor log ns is essential. Such bounds do not say anything about
strong tractability. By introducing weights and by revisiting the classical
discrepancy bounds for the Sobol and Halton sequences, we can ﬁnd the
dependence of the discrepancies of their juj-dimensional projections on ½0;
1Þu with the indices j in u and then obtain the results that QMC algorithms
based on the Sobol sequence and Halton sequence achieve strong
tractability error bound with e-exponent pn ¼ 1 in appropriate weighted
Sobolev spaces. These strong tractability results imply that the QMC
algorithms based on the Sobol sequence and Halton sequence converge
faster and therefore are superior to MC methods independent of the
dimension for integrands in appropriate weighted Sobolev classes.
Furthermore, such a good convergence holds with a worst case deterministic
guarantee.
In conclusion, we present several open problems related to the topic of
this paper:
* It is open whether QMC algorithms based on the Sobol and Halton
sequences satisfy strong tractability error bound when the weights gj only
satisfy
P1
j¼1 gj51; but do not satisfy the stronger assumptions in
Theorems 4 and 5. If afﬁrmative, what is the exact e-exponent?
* Are the conditions in Theorems 4 and 5 necessary for pn ¼ 1? Or can
the assumptions in Theorems 4 and 5 be made weaker in order to have
pn ¼ 1?
* As mentioned earlier there is a non-constructive proof of strong
e-exponent pn ¼ 1 under
P1
j¼1 g
1=2
j 51: The assumptions in Theorems 4
and 5 are stronger than this condition. It is open whether the conditionP1
j¼1 g
1=2
j 51 is sharp and necessary for p
n ¼ 1: Can we construct
QMC algorithm such that pn ¼ 1 under this condition (or under a weaker
condition)? We are inclined to believe that some known low-discrepancy
sequences or (shifted) lattice rules may satisfy this.
* Other function spaces other than the weighted Sobolev spaces need
also to be explored. It has not yet been proved that the problems from
mathematical ﬁnance conform with the assumptions in Theorems 4 and 5.
In fact, the integrands in mathematical ﬁnance may not belong to the
weighted Sobolev spaces. We may try to do the following. Formalize what is
special about the problems from mathematical ﬁnance (i.e., formalize the
XIAOQUN WANG700function spaces), then prove that some low-discrepancy sequences or
(shifted) lattice rules achieve the (optimal) error bounds independent of the
dimension.
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