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The Massless Nelson Hamiltonian and its
Domain
Julian Schmidt
Abstract In the theory of point interactions, one is given a formal expression for
a quantum mechanical Hamiltonian. The interaction terms of the Hamiltonian are
singular: they can not be rigorously defined as a perturbation (in the operator or
form sense) of an unperturbed free operator. A similar situation occurs in Quantum
Field Theory, where it is known as the ultraviolet problem. Recently, it was shown
that some of the tools used in the context of point interactions can be adapted to
solve the problem of directly defining a Hamiltonian for the Nelson model. This
model provides a well studied example of a bosonic quantum field that is linearly
coupled to nonrelativistic particles. The novel method employs so called abstract
interior-boundary conditions to explicitly characterise the action and the domain of
the Hamiltonian without the need for a renormalisation procedure. Here, for the first
time, the method of interior-boundary conditions is applied to the massless Nelson
model. Neither ultraviolet nor infrared cutoffs are needed.
1 Introduction
In this contribution we will discuss how some of the tools that have been developed
in the theory of (many body-)point interactions can be adapted to define Hamiltoni-
ans for certain models of Quantum Field Theory. In these models, a nonrelativistic
particle interacts linearly with a bosonic quantum field, which means that the inter-
action term in a formal Hamiltonian is linear in creation and annihilation operators.
If one wants to set up a self-adjoint Hamiltonian for such a model, the main obstacle
is the fact that this interaction term is in general not small – in the operator or form
sense – relative to the free operator L, i.e. the Hamiltonian for the non-interacting
system of particles and field. Because the relative bound is given by an integral in
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Fourier space, which does or does not converge for large momenta, this is also called
the ultraviolet problem. Well studied examples with linear coupling are the so called
massive and massless Nelson models. Until recently, the standard approach to over-
come the ultraviolet problem was a renormalisation procedure, where the interac-
tion is restricted by hand to momenta |k| ≤Λ for some positive Λ in order to render
the bound finite. This UV-cutoff results in a self-adjoint cutoff Hamiltonian HΛ . In
some models, including the massive and the massless Nelson model, there exists
a diverging sequence of so called renormalisation constants EΛ such that HΛ +EΛ
converges for Λ → ∞ in norm resolvent sense to a self-adjoint operator H∞. This
is called removing the UV-cutoff and the operator H∞ is called the renormalised
Hamiltonian. While the renormalisation method yields that the so obtained operator
is bounded from below, neither the action of H∞ nor its domain D(H∞) are obtained
in this way. That is why, at the end of his seminal article of 1964, after carrying out
the renormalisation procedure sketched above, Edward Nelson posed the following
questions:
It would be interesting to have a direct description of the operator H∞.
Is D(H∞)∩D(L1/2) = {0}? ([Nel64])
In the article [GW18], Griesemer and Wu¨nsch finally gave the answer to the sec-
ond question: Yes, in fact it even holds form the form domain that D(|H∞|1/2)∩
D(L1/2) = {0}. This was proved with the help of the renormalisation technique.
While their result solved the second part of the problem posed by Nelson, it also
showed the limitations of this method, for it required considerable technical effort
to extract this information.
In the recent article [LS18], Jonas Lampart together with the author gave a com-
plete answer to Nelson’s question in the above quote. That is, to provide a direct
desription of the operator H∞ and its domain, from which the answer to the second
question can easily be read off. More concretely, a dense domain D(H) on Fock
space is constructed, whose elements are the sum of a regular part, which is an ele-
ment of D(L), and a singular part. Then the action of L is extended to this domain
in such a way that it encodes the action of the creation operator. In addition, also the
action of the annihilation operator is extended to the domain D(H) and it is shown
that their sum defines a self-adjoint operator H, bounded from below. Afterwards it
turns out, that this operator is in fact the limit of the sequence of cutoff operators
HΛ , so it becomes clear that H is equal to the renormalised Hamiltonian H∞.
Characterising elements of D(H) in this way can be viewed as imposing abstract
boundary conditions on them. These boundary conditions, which are called interior-
boundary conditions, are formulated in strong analogy with the theory of point in-
teractions. The main difference being the fact that the boundary space or space of
charges of the theory of point interactions is on each sector of Fock space identified
with the sector with one boson less. In this way the boundary space can be identified
with the Hilbert spaceH itself. The singular behaviour of the wave function on one
sector is determined by the wave function one sector below. The Skornyakov–Ter-
Martyrosyan (STM) operator appears in this construction not as part of a boundary
condition and it is therefore not used to label self-adjoint realisations, for the latter
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alternative see, e.g. [MO17]. Instead, the STM operator T is identified as the correct
extension of the annihilation operator to the singular functions and is therefore part
of the action of the Hamiltonian. Thus it is not necessary to study T as an operator
on the space of charges, but as an operator on H .
In Nelsons original work [Nel64], the so called massive case was treated, where
the dispersion relation of the bosonic field is given by (|k|2+m2)1/2 for somem> 0.
Later, the renormalisation procedurewas applied also to the massless casem= 0 and
the properties of the Hamiltonianswith and without cutoff were investigated, see e.g.
[Fro74, Piz03, BDP12, MM17]. The result of Griesemer and Wu¨nsch equally holds
for the massless case.
In [LS18], the case of nonrelativistic particles was considered. In [Sch18], the
construction was extended to treat also pseudorelativistic models with dispersion
relations Θ(p) =
√
p2+ µ2. If the renormalisation constant EΛ diverges too fast,
the method of [LS18] has to be suitably modified. This was done for the first time
in [Lam18a]. In [Lam18b], the enhanced method of the former article is applied to
a Polaron-type model.
So far however, these results on interior-boundary conditions were concerned
with the massive case: it was always assumed that the dispersion of the bosons is
bounded from below by a positive constant. As a consequence, the free operator is
bounded from below by the number (of bosons) operator, i.e. N ≤ L. Now naturally
the question arises whether the construction using abstract interior boundary con-
ditions can be extended also to the massless case. After all, within renormalisation
schemes, there is no difficulty in treating these cases as well.
In the present note, we will give a more detailed description of the domain D(H)
with or without mass. Roughly speaking, we will differentiateNelson’s second ques-
tion between the full free operator L and the part of it that only acts on the field de-
grees of freedom, dΓ (ω). In this way, we will prove self-adjointness of the Hamil-
tonian H with or without mass. Neither an ultraviolet nor an infrared cutoff is used
in the construction, not even in an intermediate step. We will focus on a class of
models in three space dimensions where one nonrelativistic particle interacts with
the bosonic field.
In [LN18], interior boundary conditions were used in a multi-time formulation
for massless Dirac particles in one space dimension. There the number of particles is
bounded. As we will explain in more detail below, the main problems with massless
fields occur only if an arbitrary number of quanta is allowed.
For physical aspects and more general discussions of the IBC approach, we refer
the reader to [KS16, DGS+18, ST18] and [TT16].
2 The Model
In this section we will define the basic objects of our model. Then we will introduce
a spectral parameter and justify its use by demonstrating that the domain and the
extended annihilation operator are actually parameter-independent.
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Our model will be defined on the Hilbert space
H :=
∞⊕
n=0
L2(R3)⊗L2sym(R3n)
of the composite system of the particle and the field. We will formulate the model
in Fourier representation where elements of the sectors of this Hilbert space are
wavefunctions
ψ(n)(p,k1, . . . ,kn) ,
which are symmetric under exchange of either two of the k-variables. The operator
that governs the dynamics of the nonrelativistic particle is given by the multipli-
cation operator p2. The dispersion relation of the field is given by a non-negative
function ω ∈ L∞loc(R3). Its second quantisation will be denoted by Ω := dΓ (ω). We
can now define the free operator L= p2+Ω , which is self-adjoint and non-negative
with domain D(L) ⊂ H . Since Ω ≥ 0, the operator Ωµ := Ω + µ is invertible for
any µ > 0 and so is Lµ := p
2+Ωµ .
The interaction between the field and the particle is characterised by a coupling
function v ∈ L2loc(R3), which is called the form factor. The formal expression for a
Hamiltonian of the model is
L+ a(V)+ a∗(V ) ,
where the annihilation operator a(V) acts sector-wise as
(a(V )ψ)(n)(p,k1, . . . ,kn) :=
√
n+ 1
∫
R3
v(k)ψ(n+1)(p− k,k1, . . . ,kn,k)dk .
The creation operator a∗(V ) is the formal adjoint of a(V ), with action given by
(a∗(V )ψ)(n)(p,k1, . . . ,kn) := n−1/2
n
∑
j=1
v(k j)ψ
(n−1)(p+ k j,k1, . . . , kˆ j, . . . ,kn) .
As usual, kˆ j means that the j-th variable is omitted. The operator a
∗(V ) is a densely
defined operator on H if and only if v∈ L2(Rd). However, in all relevant examples,
this is not the case. Often v is in L2loc(R
d) but is not decaying fast enough at infinity
such that v /∈ L2. This is what we will assume in the following.
If we wanted to start with a renormalisation procedure, we would now simply
replace v by χΛv where χΛ is the characteristic function of a ball of radius Λ in R
3.
Instead, we proceed by defining an operator G∗µ :=−a(V)L−1µ . Later, we will make
assumptions on v which guarantee that this operator is bounded. As a consequence,
the symmetric operator L0,µ := Lµ
∣∣
kera(V )
is closed for any µ ≥ 0. Because v /∈ L2,
its domain kera(V ) is also dense in H , see [LS18, Lem. 2.2]. Therefore the adjoint
L∗0,µ is unique. Observe that the operator Gµ maps elements of H into kerL
∗
0,µ ,
because for all ψ ∈ kera(V ) it holds by definition of Gµ that
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〈L∗0,µGµϕ ,ψ〉= 〈ϕ ,G∗µL0,µψ〉=−〈ϕ ,a(V )ψ〉= 0 .
We will now define a family of subspaces of the adjoint domain D(L∗0,µ). In order
to do so, we decompose elements of H in the same way as in the theory of point
interactions into the sum of two terms: one is regular, i.e. in D(L), and one term
is singular, that is, of the form Gµϕ . If we would like to define a sum of point
interaction domains in H , we would introduce a boundary or charge space where
ϕ lives. But because H is an infinite sum, there is another possibility, namely to
take ψ itself as the charge. This is what we will do. Note that the decomposition
ψ =(1−Gµ)ψ+Gµψ holds for anyψ ∈H and µ > 0. Then the family of domains
is given by
Dµ := {ψ ∈H |(1−Gµ)ψ ∈ D(L)} .
For µ ,λ > 0, the resolvent identity yields
(Gµ −Gλ )∗ =−a(V)(λ − µ)L−1µ L−1λ = ((λ − µ)L−1µ Gλ )∗ .
In particular it holds that that 1−Gµ = (1−Gλ )− (λ −µ)L−1µ Gλ . Because L−1µ Gλ
maps into D(L), this shows that the domainDµ is in fact independent of the chosen
µ > 0. We will denote it byD from now on.
In the next step we have to extend the action of a(V) from D(L) to the enlarged
domainD. The formal action of the annihilation operator on the range of Gµ would
read
a(V )Gµψ
(n)(p,k1, . . . ,kn)
= −ψ(n)(p,k1, . . . ,kn)
∫
R3
|v(kn+1)|2
Lµ(p,k1, . . . ,kn+1)
dkn+1
−
n
∑
j=1
∫
R3
v(kn+1)v(k j)
ψ(n)(p+ k j− kn+1,k1, . . . , kˆ j, . . . ,kn+1)
Lµ(p,k1, . . . ,kn+1)
dkn+1 .
(1)
Here Lµ(p,k1, . . . ,kn+1) denotes the functions to which the operator Lµ reduce to
on one sector of H in the Fourier representation. The off-diagonal part of this sum,
the second line of (1), constitutes an integral operator, which we will denote by T
µ
od.
The integral in the first line of (1) does in general not converge. In order to regularise
this expression, we define the diagonal part of the T -operator
T
µ
d ψ(p,k1, . . . ,kn) :=−Iµ(p,k1, . . . ,kn) ·ψ(n)(p,k1, . . . ,kn) , (2)
where Iµ(p,k1, . . . ,kn) :=
∫
R3
|v(kn+1)|2
Lµ(p,k1, . . . ,kn+1)
− |v(kn+1)|
2
k2n+1+ω(kn+1)
dkn+1 . (3)
Now define the action of T µ ψ := T
µ
d ψ +T
µ
odψ on a (maximal) domain D
µ ⊂ H .
At first, this definition seems to depend again on the choice of µ > 0. Note however
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that, because the second term of the integral Iµ in (3) is independent of the parameter
µ > 0, it holds that
T µ −Tλ = a(V )(Gµ −Gλ ) = a(V )(λ − µ)L−1µ Gλ = (µ −λ )G∗µGλ . (4)
Because the operatorsGµ are continuous, this implies that ψ ∈Dλ for any λ > 0 as
soon as ψ ∈ Dµ for some µ > 0. Set D(T ) = Dµ . While the action of T µ does of
course still depend on the chosen parameter, this operator gives rise to the desired
extension of a(V ). We define the action of the full extension for all ψ ∈ D(T )∩D
as
Aµψ := a(V )(1−Gµ)ψ +T µψ . (5)
As a consequence of (4), we have
Aµ = a(V )(1−Gλ )+ a(V)(Gλ −Gµ)+T µ = a(V )(1−Gλ )+Tλ = Aλ .
Therefore we can define the operator (A,D∩D(T )) by choosing any µ > 0. Finally
we may also define the action of our Hamiltonian manifestly independent of the
spectral parameter:
H := L∗0,0+A .
Using the definition of Gµ and T
µ , we can rewrite it in a convenient form that
contains the positive spectral parameter:
H = (1−Gµ)∗Lµ(1−Gµ)+T µ − µ . (6)
In [LS18], it was assumed that ω ≥ 1, and as a consequence of the resulting bound
N ≤ L, it was possible to define G∗ := G∗0 = −a(V)L−1 without the need for a
parameter. We would however like to make clear that the use of a spectral parameter
was avoided only for convenience and better readability and is by no means the real
benefit of the assumption ω ≥ 1.
In order to show self-adjointness of H, we will adopt the strategy of [LS18],
where the representation (6) (for µ = 0) was used. At first, we have to show that
H
µ
0 := (1−Gµ)∗Lµ(1−Gµ) is self-adjoint. In [LS18, Lem. 3.3] the estimate N ≤ L
was envoked to show directly the continuous invertibility of (1−G0), from which
the self-adjointness of H00 follows. Since we can not use this estimate, we will show
that there exists µ0 > such that
∥∥Gµ∥∥< 1 for all µ > µ0. The main problem to over-
come is however the inclusion D⊂ D(T ) or, more precisely, the relative bounded-
ness of T µ with respect to H
µ
0 .
The proof of the relative bound for T 0 in [LS18] makes extensive use of the
inequality N ≤ L and the resulting fact that (1−G0) leaves D(N) invariant. For that
reason, this strategy is not helpful in the massless case. In fact, because there is no
relation betweenN and L, it will be necessary to use characterisations of the domains
D(T ) and D that are independent of N altogether. We will illustrate the problems
that occur with this strategy for the example of the Nelson model. While [LS18,
Prop. 3.5] gives – for this specific model – an n-independent inclusion D(L1/2) ⊂
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D(T ), the statement of [LS18, Lem. 3.2] yields that G0 maps H into D(L
η ) for any
0≤ η < 1/4. These exponents do not match together and this is the very problemwe
have to overcome if we want to define T µ . Differentiating between the diagonal and
the off-diagonal part of T µ , we easily observe that, what is actually proven in [LS18]
is that on the one hand D(Ω 1/2) ⊂ D(Tod), but on the other hand D(Lε ) ⊂ D(Td)
for all ε > 0. Thus, at least in the Nelson model, the diagonal part of the operator T
seems to pose no problems. The off-diagonal part could be dealt with, if the mapping
properties of Gµ are such that D⊂ D(Ω 1/2). This is exactly what we will prove in
the following for a certain class of models under some assumptions on v and ω in
three space dimensions.
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3 Assumptions and Theorems
Let the dimension of the physical space be equal to three and assume that there
exist α ∈ [0,3/2) and a constant c> 0 such that for v ∈ L2loc(R3) it holds that c(1+
|k|α)−1 ≤ |v(k)| ≤ |k|−α . Furthermore, there exists β ∈ (0,2] and a constant m≥ 0
such that forω ∈ L∞loc(R3) it holds that |k|β ≤ω(k)≤ |k|β +m. DefiningD := 1−2α
we always assume that 0≤ D< β .
Note that the Nelson model is contained in this class because v = ω−1/2 allows
us to choose α = 1/2. Clearly β is equal to 1. The upper and lower bounds on ω
hold because
√
k2+m2 ≤ |k|+m. It will not be necessary to distinguish between
the massive and the massless case, for the only important thing is the pair (β ,D),
which is equal to (1,0) in the Nelson model. Our first result, Proposition 3.1, is
concerned with regularity properties of a family of domains Dσ . Its proof can be
found in Section 4.2.
Proposition 3.1. Let β ∈ (0,2], let 0 ≤ D < β/2 if β < 2 and 0 < D < 1 if β = 2.
Let ψ 6= 0 and κ ,η ∈ [0,σ ] for some σ ∈ (0,1].
If
ψ ∈Dσ = {ψ ∈H |(1−Gµ)ψ ∈ D(Lσ ) for some µ > 0} ,
then ψ ∈ D(Lκ) if and only if κ < 2−D
4
, and ψ ∈ D(Ω η) if and only if η < 2−D
2β .
Note that also the more general domainsDσ are independent of the spectral param-
eter µ > 0. If D is written without superscript, it is always understood asD1.
To prove self-adjointness of the operator H onD, we need a more refined condi-
tion for the pair of parameters (β ,D).
Condition 3.2. Assume that the pair (β ,D) satisfies the following inequalities:
0≤ D< β
2
2
β ∈ (0,2(
√
2− 1))
0≤ D< 2β
β + 4
β ∈ [2(
√
2− 1),
√
5− 1)
0≤ D< β
2− 2β + 2
β + 1
β ∈ [
√
5− 1,2)
0< D< 2/3 β = 2 .
Theorem 3.3 is the main result of this article. It shows, that the only restriction one
has to face when extending the construction from massive to massless models is
the assumption of the lower bound D > 0 for β = 2. The upper bound on admissi-
ble D is weaker than the one of [LS18, Cond 1.1], which is D < 2β
2
β 2+8
. Therefore
the Theorem 3.3 extends the result of the former article to pairs (β ,D) fulfilling
Condition 3.2.
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Theorem 3.3. If Condition 3.2 holds, then the operator
H := (L
∣∣
kera(V )
)∗+A ,
with A defined in (5), is self-adjoint and bounded from below on the domain
D(H) :=D= {ψ ∈H |(1−Gµ)ψ ∈ D(L) for some µ > 0} .
The proof of Theorem 3.3 will be given in Section 4.3.
Remark 3.4. The condition 0 ≤ D < β/2, which was assumed in Proposition 4.2
does not ensure that H is self-adjoint. However Condition 3.2 clearly implies that
0≤D< β/2, so the statement of Proposition 3.1 is in particular valid in cases where
D=D(H) is the domain of the self-adjoint operatorH andD1/2 is its form domain.
The Plot 1 shows the different regions of admissible pairs of parameters. In general,
we consider pairs where 0 ≤ D < β for β < 2 and D ∈ (0,2) if β = 2. The area
below the dotted line, which also excludes the point (β ,D) = (2,0), is the one for
which Proposition 3.1 charaterises the domainD. It is, in our language, also the area
for which [GW18] shows that a renormalisation procedure can be implemented us-
ing a Gross transformation. The area below the plain line, again without the point at
the right lower corner, is formed by the admissible pairs according to Condition 3.2.
The area below the dashdotted line is the one that is allowed in [LS18, Cond 1.1].
Because there only massive models are considered, the point (2,0) is however ad-
missible.
Fig. 1 Admissible Pairs (β ,D)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
β ∈ (0,2]
D= 1−2α
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The characterisations of D(H) and D(|H|1/2) provide a more detailed answer to
Nelson’s second question (for the admissible pairs) when compared to the result
of Griesemer and Wu¨nsch. First of all, the method in [GW18] only allows for the
characterisation of the form domain of the limiting Hamiltonian. We can reproduce
their earlier result here because setting σ = 1/2 in Proposition 3.1 yields that
D(|H|1/2) =D1/2 ⊂
⋂
0≤κ< 2−D4
D(Lκ )∩D(Ω 1/2)
as long as 2−D > β , which is in particular fulfilled for the Nelson model. For
determining supersets of the operator domain D(H) = D, the IBC method is the
only tool avaliable. For the Nelson model, massive or massless, Proposition 3.1
implies that D(H)⊂ D(Ω η ) for all η < 1 but D(H)∩D(Ω) = {0}.
4 Constructing the Hamiltonian
In the main part of the article we will carry out the program that has been sketched
in the introduction. The possibility to set up the operators G and T using positive
parameters µ > 0 and the results about the parameter-independence of the domains
D
σ and the operator A will not be repeated. They can be found in Section 2. We will
discuss the mapping properties of Gµ and fit them together with those of T
µ . In this
way, we will prove self-adjointness of the Hamiltonian H (Theorem 3.3) and obtain
the characterisation of the domains Dσ in terms of domains of powers of Ω and L
(Proposition 3.1).
We will from now on assume that the spectral parameter µ is greater than one,
µ ≥ 1.When writingD(Lx)without index for some x∈R\{0}we mean the domain
D(Lxµ) for any µ ≥ 1. Note also that the assumption on µ guarantees monotonicity
in the exponent, i.e. Lxµ ≤ Lyµ if x≤ y.
We will denote by K the collection of variables K := (k1, . . . ,kn). Consequently
Kˆ j := (k1, . . . , kˆ j, . . . ,kn) is the collection of variables with the j-th component omit-
ted. We will use the symbols Lµ(p,K) = p
2 +Ωµ(K) to denote the functions to
which the operators reduce to on one sector of H in the Fourier representation.
Powers of the self-adjoint operators Ω and L are self-adjoint on their resepctive
domains D(Lκ ) etc., which are all continuously embedded in H . We will regard
the domains as Banach spaces equipped with the norms ‖ψ‖D(Lκ ) = ‖Lκ ψ‖H +
‖ψ‖
H
. The intersection of two such subspaces is a Banach space with norm
‖ψ‖D(Lκ )∩D(Ωη ) := max(‖ψ‖D(Lκ ) ,‖ψ‖D(Ωη )). We will mostly use the equivalent
norm given by the sum, i.e. ‖ψ‖D(Lκ )+ ‖ψ‖D(Ωη ).
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4.1 Mapping Properties of Gµ
Let us begin with a technical lemma that will be useful later on. It is concerned with
certain properties of the affine function u(s) :=(β s−D)/2. This function itself plays
an important role in the following because many relations between the parameters
can be expressed with its help.
Lemma 4.1. Let β ∈ (0,2], let 0 ≤ D < β if β < 2 and 0 < D < 2 if β = 2. Let
ε0 > 0 be such that D+ ε0 = β . Define for any 0< ε < ε0 the function
θε (β ,D) :=
{
2−D−ε
2−β D>
3β−2
β − ε
max(1/β ,1) D≤ 3β−2β − ε .
(7)
Let the affine transformation u for all s ∈ [0,∞) be defined as u(s) := (β s−D)/2.
Then it holds that θε ≥ 1. Furthermore 1+ u(θε)−θε ≥ ε and u(θε)< 1.
Proof. If θε = 1, the hypothesis clearly implies that u(θε)< 1.When θε = 1/β , then
u(θε) = (1−D)/2 ≤ 1/2. If D > 3β−2β − ε then, by definition of ε0, it holds that
β 2 > 3β −2. This implies that β ∈ (0,1), in particular β/(2−β )< 1 and therefore
u(θε)< (2−D− ε−D)/2< 1.
In the upper case of (7), the equality 1+ u(θε)− θε = ε holds by construction.
Because 1+ u(s)− s is non-increasing, it remains to prove that 2−D−ε
2−β is an upper
bound for θε . For 1/β this is the case if and only if D ≤ 3β−2β − ε . If θε = 1, this
follows easily because by definition 2−D− ε > 2−β .
The last step also proves that θε ≥ 1. ⊓⊔
Now we will consider Gµ as an operator into D(L
κ) under some conditions on
κ . Later, when the target space will be enlarged to D(Ω η ), we will build on some
of the formulas obtained here.
Lemma 4.2. Let β ∈ (0,2], let 0≤D< β if β < 2 and 0<D< 2 if β = 2. Then for
any 0 ≤ κ < (2−D)/4 and any µ ≥ 1 it holds that Gµ is continuous from D(Ω κ )
to D(Lκ). There exists µ0 ≥ 1 such that the norm of Gµ is smaller than 1 for all
µ > µ0.
Proof. We will show that
∥∥LκGµψ∥∥≤C∥∥∥Ω κ−(1+u(s)−s)µ ψ∥∥∥ for some constantC >
0 and any s≥ 1. In view of Lemma 4.1, this proves the claim because∥∥∥Ω κ−ε/2µ ψ∥∥∥≤ µ−ε/2∥∥Ω κµ ψ∥∥≤ µ−ε/2‖ψ‖D(Ωκµ ) .
For later use, we will write Ξµ := Lµ at first. To estimate
∣∣Ξ ηµ Gµψ∣∣2, we multiply by
ω(k j)
s/ω(k j)
s for s≥ 1 and use the finite dimensional Cauchy-Schwarz inequality:
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∣∣∣Ξ κµGµψ(n)(p,K)∣∣∣2 ≤ n+1∑
j=1
n+1
∑
ν=1
ω(kν )
s
n+ 1
∣∣v(k j)∣∣2 Ξµ(p,K)2κ ∣∣∣ψ(n)(p+ k j, Kˆ j)∣∣∣2
Lµ(p,K)2ω(k j)s
≤
n+1
∑
j=1
ω(k j)
s+Ω(Kˆ j)
s
n+ 1
∣∣v(k j)∣∣2 Ξµ(p,K)2κ ∣∣∣ψ(n)(p+ k j, Kˆ j)∣∣∣2
Lλ (p,K)2ω(k j)s
.
In the second step, the fact that s ≥ 1 is essential. We now use the assump-
tions |v(k)| ≤ |k|−α and ω(k) ≥ |k|β . This yields for the translated expression∣∣∣Ξ κµGµψ(n)(p− k j,K)∣∣∣2 the bound
∣∣∣Ξ κµGµψ(n)(p− k j,K)∣∣∣2 ≤ n+1∑
j=1
∣∣∣ψ(n)(p, Kˆ j)∣∣∣2
n+ 1
Ξµ(p− k j,K)2κ
∣∣k j∣∣−2α−β sΩ(Kˆ j)s
Lµ(p− k j,K)2
+
n+1
∑
j=1
∣∣∣ψ(n)(p, Kˆ j)∣∣∣2
n+ 1
Ξµ(p− k j,K)2κ
∣∣k j∣∣−2α
Lµ(p− k j,K)2 .
Now we use the symmetry of ψ , L and Ξ to note that we can bound the integral over
these sums by the integral over the first term of the sums times n+ 1. That is, we
have a bound∥∥∥Ξ κµGµψ(n)∥∥∥2 =
∫ ∣∣∣Ξ κµGµψ(n)(p− k j,K)∣∣∣2 dKdp
≤
∫ ∣∣∣ψ(n)(p, Kˆ1)∣∣∣2 ∫
R3
γ
Ξµ
d + γ
Ξµ
od dk1 dKˆ1dp
where
γ
Ξµ
d (p,K)+ γ
Ξµ
od (p,K) :=
Ξµ(p− k1,K)2κ
Lµ(p− k1,K)2 |k1|2α
+
Ξµ(p− k1,K)2κ Ω(Kˆ1)s
Lµ(p− k1,K)2 |k1|2α+β s
. (8)
We now specify to Ξµ = Lµ and estimate it from below by |p− k1|2+Ωµ(Kˆ1).
Recall that sinceD≥ 0 we have by hypothesis κ < 1/2. So we can bound the integral
over k1 of the off-diagonal part by
∫
R3
γ
Lµ
od (p,K)dk1 ≤
∫
R3
Ωµ(Kˆ1)
s |k1|−2α−β s
(|p− k1|2+Ωµ(Kˆ1))2(1−κ)
dk1 .
If u(s)< 1 and 2κ < u(s)+1, this integral is by scaling bounded by a constant times
Ωµ(Kˆ1)
s+2(κ−1)+ 3−2α−βs2 = Ωµ(Kˆ1)
2
(
κ− 1+u(s)−s2
)
.
If 2κ < u(0)+1, we obtain similarly for someC > 0 a bound for the diagonal part:
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∫
R3
γ
Lµ
od (p,K)dk1 ≤CΩµ(Kˆ1)2(κ−1)+
3−2α
2 =CΩµ(Kˆ1)
2
(
κ− 1+u(0)2
)
.
Because β > 0, the function u is increasing so the hypothesis 2κ < u(0) + 1 =
(2−D)/2 clearly implies 2κ < u(s) + 1. In addition β ≤ 2, so we can estimate
1+ u(s)− s≤ 1+ u(0). ⊓⊔
The next lemma deals with the most important step of the construction, namely
the mapping properties of Gµ into D(Ω
η ). It is only here (because more explicit
computations are used) where the fact that the dimension is equal to three is relevant.
Lemma 4.3. Let β ∈ (0,2], let 0≤D< β if β < 2 and 0< D< 2 if β = 2. Assume
that there exists εod > 0 small enough such that
0≤ η ≤


β(2−D−εod)
2−β −D+1
2β D>
3β−2
β − εod,
2−D
2β D≤ 3β−2β − εod .
Define for any εd≥ 0 the map qεd(η) :=max(0,η + εd− (β + 2− 2D)/(4β )). Then
for any µ ≥ 1 and any εd > 0 it holds that Gµ is continuous fromD(Ω η)∩D(Lqεd (η))
to D(Ω η ) and there exists µ0 ≥ 1 such that the norm of Gµ as a map between these
two spaces is smaller than 1 for all µ > µ0.
Proof. To estimate the norm of Ω ηµ Gµψ
(n), we start directly with the expressions
γΩ
η
d and γ
Ωη
od as they have been defined in (8). Note that we have replaced the expo-
nent κ by η . By defining the rescaled variables p˜ := p/Ω
1/2
λ and k˜ := k1/Ω
1/2
λ we
can estimate
∫
R3
γΩ
η
d (p,K)dk1 ≤
∫
R3
(
|k1|β +m+Ωµ(Kˆ1)
)2η
|k1|−2α
(|p− k1|2+ |k1|β +Ωµ(Kˆ1))2
dk1
= Ωµ(Kˆ1)
2η−(u(0)+1)
∫
R3
(∣∣k˜∣∣β +m+ 1)2η ∣∣k˜∣∣−2α(∣∣ p˜− k˜∣∣2+Ωµ(Kˆ1) β−22 ∣∣k˜∣∣β + 1)2 dk˜ .
In the very same way we obtain for the integral over k1 of the off-diagonal part in
(8) the upper bound
Ωµ(Kˆ1)
2η−(1+u(s)−s)
∫
R3
(∣∣k˜∣∣β +m+ 1)2η ∣∣k˜∣∣−2α−β s(∣∣p˜− k˜∣∣2+Ωµ(Kˆ1) β−22 ∣∣k˜∣∣β + 1)2 dk˜ .
AbbreviateΩ :=Ωµ(Kˆ1), setM :=m+1∈ (0,∞) and denote the remaining integral
by
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ϒ (s,µ , p˜) :=
∫
R3
(∣∣k˜∣∣β +M)2η ∣∣k˜∣∣−2α−β s(∣∣p˜− k˜∣∣2+Ω β/2−1 ∣∣k˜∣∣β + 1)2 dk˜ . (9)
The integral ϒ is clearly bounded for any p˜ ∈ R3 as long as η < 1+u(s)β and
u(s)< 1. If |p˜| ≤ 1, we therefore estimate it simply by a constant. So assume in the
following that |p˜|> 1 and compute using spherical coordinates
ϒ (s,µ , p˜) = 2pi
∫ ∞
0
∫ 1
−1
(rβ +M)2ηr2−2α−β s
(r2+ p˜2− 2rp˜σ + rβ Ω β−22 + 1)2
drdσ
= 2pi
∫ ∞
0
(rβ +M)2ηr2−2α−β s
((r− p˜)2+ rβ Ω β−22 + 1)((r+ p˜)2+ rβ Ω β−22 + 1)
dr
≤ 2pi(p˜2)ηβ−(u(s)+1)
∫ ∞
0
(xβ +M)2η + x2−2α−β s
((x− 1)2xβ pβ−2+ p˜−2)((x+ 1)2+ xβ pβ−2+ p˜−2)dx .
We have replaced M/ p˜β simply by M because |p˜| > 1. The integral from x = 2 to
infinity is bounded by a constant, independent of p˜, for any η < 1+u(s)β . The same
is true of the integral from zero to x = 2−1/β . Consider the integral from 21/β < 1
to 2. On this interval, the numerator of the integral can be estimated by a constant
that depends on M, the factor in the denominator that contains the (x+ 1)2-term is
bounded from below by one. It remains to estimate the factor which has a pole at
x = 1. This can be done by enlarging the domain and making use of fact that the
antiderivative of (1+ x2)−1 is the arctan. So we have
∫ 2
2−1/β
1
((x− 1)2+ xβ pβ−2+ p˜−2)dx≤
∫ 2
2−1/β
1
((x− 1)2+ 1/2pβ−2+ p˜−2)dx
≤
∫
R
1
((x− 1)2+ 1/2pβ−2+ p˜−2)dx= pi
[
1/2pβ−2+ p˜−2
]−1/2
.
Recall that the other parts of this integral are bounded by a constant. So, because
p˜> 1 implies p> 1, we can bound as a whole:
χ{ p˜>1}ϒ (s,µ , p˜)≤ χ{ p˜>1}
(
C+
[
1/2pβ−2+ p˜−2
]−1/2)
≤C′χ{ p˜>1}(p
2−β
2 )(1−t)(p˜)t . (10)
Here we have introduced a parameter t ∈ [0,1]. Now we have to distinguish between
the diagonal term in (8), where we have s= 0 and choose t = 0 in (10), and the off-
diagonal term where we choose t = 1 in (10) and observe that s≥ 1 is required. The
off-diagonal term hence can be bounded by
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R3
γΩ
η
od (p,K)dk1 ≤CΩµ(Kˆ1)2η−(u(s)+1−s)
(
χ{ p˜≤1}+ χ{ p˜>1} p˜2ηβ−2(u(s)+1))+1
)
.
We would like to have – for the off-diagonal term – a bound independent of p. To
achieve this, we apply Lemma 4.1 and choose s = θεod for an εod > 0 admissible
there. Then we can see that our upper bounds on η are such that the exponent of p˜
is non-positive. This is because for s= θεod the exponent becomes
2ηβ − 2(u(θεod)+ 1))+ 1= 2β η− 2β


β(2−D)−βεod
2−β −D+1
2β D>
3β−2
β − εod
β max(1,1/β )−D+1
2β D≤ 3β−2β − εod ,
and obviously 1 ≤ β max(1,1/β ). These considerations imply that the norm of the
off-diagonal term is bounded by
∥∥∥Ω η−εod/2µ ψ∥∥∥2 ≤ µ−εod ∥∥Ω ηµ ψ∥∥.
We are not able to obtain a bound independent of p also for the diagonal term in
(8). Setting s= t = 0 in (10), yields for the integral
∫
R3
γΩ
η
d (p,K)dk1 a bound of the
form constant times
Ωµ(Kˆ1)
2η−(u(0)+1)
(
χ{ p˜≤1}+ χ{ p˜>1}Ωµ(Kˆ1)−ηβ+(u(0)+1)p2ηβ−2(u(0)+1)+
2−β
2
)
= Ωµ(Kˆ1)
2η−(u(0)+1)χ{ p˜≤1}+ χ{ p˜>1}Ωµ(Kˆ1)2η−ηβ p2β (η−(β+2−2D)/(4β )) .
Due to the fact that D < β ≤ 2, the first term here is bounded by µ−u(0)−1Ω 2ηµ for
all p˜ ∈ [0,∞). To bound the second term, introduce an εd > 0, which yields
χ{ p˜>1}Ωµ(Kˆ1)2η−ηβ p2β (η−(β+2−2D)/(4β ))
≤ χ{ p˜>1}Ωµ(Kˆ1)η(2−β )µ−εdβ (p2+ µ)β (η+εd−(β+2−2D)/(4β ))
≤ Ωµ(Kˆ1)η(2−β )µ−εdβ (p2+ µ)βqεd(η)
We have used in particular that µ ≥ 1 to get rid of the characteristic function. Now
we apply Young’s inequality with ν = 2/(2−β ) and ξ = 2/β , which leads to the
upper bound
Cµ−εβ
(
Ωµ(Kˆ1)
2η +(p2+ µ)2qεd(η)
)
.
Because β > 0, the norm of this term goes to zero as µ →∞. This proves the claim.
⊓⊔
The Neumann series is a candidate for the inverse of the operator 1−Gµ . On
domains where the norm of Gµ is decreasing, the series will converge for large
enough µ .
Corollary 4.4. Let β ∈ (0,2], let 0 ≤ D < β if β < 2 and 0 < D < 2 if β = 2. Let
η ,κ ≥ 0. Assume that for any ε > 0 small enough
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0≤ η <


β(2−D−ε)
2−β −D+1
2β D>
3β−2
β − ε,
2−D
2β D≤ 3β−2β − ε
(11)
andmax(κ ,q0(η))<
2−D
4
. Then there exists µ0≥ 1 such that 1−Gµ is continuously
invertible on D(Ω η)∩D(Lmax(κ ,qε(η))) for any µ > µ0, possibly for a smaller ε > 0.
Proof. We make ε > 0 possibly smaller, such that also max(κ ,qε(η))<
2−D
4
. Then
Lemma 4.2 implies that for any η ≥ 0 it holds that∥∥Gµψ∥∥D(Lmax(κ,qε (η))) ≤ c(µ)‖ψ‖D(Ωmax(κ,qε (η))) ≤ c(µ)‖ψ‖D(Ωη )∩D(Lmax(κ,qε (η)))
with c(µ)< 1 for µ larger than some µ0 ≥ 1. Due to the assumptions we have made
on η , the Lemma 4.3 gives∥∥Gµψ∥∥D(Ωη ) ≤C(µ)‖ψ‖D(Ωη )∩D(Lqε (η)) ≤C(µ)‖ψ‖D(Ωη )∩D(Lmax(κ,qε (η)))
withC(µ)< 1 if µ > µ0 for some µ0 ≥ 1. The last inequality simply holds because
µ ≥ 1 and qε(η)≤max(κ ,qε(η)). ⊓⊔
We are now ready to prove that the ”free“ operator H
µ
0 := (1−Gµ)∗Lµ(1−Gµ)
is self-adjoint. To prove self-adjointness of the whole operatorH in Section 4.3, the
operator T µ will be regarded as an operator perturbation of H
µ
0 .
Corollary 4.5. Let β ∈ (0,2], let 0 ≤ D < β if β < 2 and 0 < D < 2 if β = 2.
Then H
µ
0 is self-adjoint and positive on D(H
µ
0 ) = D = {ψ ∈ H |(1−Gµ)ψ ∈
D(L) for some µ > 0}.
Proof. Apply Corollary 4.4 with η = κ = 0. This is possible because the upper
bounds on η and κ are positive for D < β and in addition q0(0) ≤ 0. That means
that (1−Gµ) is invertible on H for µ ≥ 1 large enough, so D(Hµ0 ) :=D is dense
in H . The operator H
µ
0 is clearly symmetric and positive and it is easy to see that
ϕ ∈ D((Hµ0 )∗) implies ϕ ∈ D(Hµ0 ). ⊓⊔
4.2 The Domain D: Proof of Proposition 3.1
In order to determine supersets forD, we can now build on the results of the previous
section. The domain can be characterised as D = (1−Gµ)−1D(L) for any µ ≥ 1
admissible in Corollary 4.5. Therefore any subspace of the form (1−Gµ)−1S with
D(L) →֒S ⊂H is also a superset forD. If 1−Gµ is invertible on (S ,‖·‖S ), we
have (1−Gµ)−1S = S , which then allows us to explicitly characterise this space.
In this section, we will restrict the range of parameters to pairs where D < β/2 in
contrast to β . In this way, the various conditions on η can be significantly simplified.
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Proposition 4.6. Let β ∈ (0,2], let 0 ≤ D < β/2 if β < 2 and 0 < D < 1 if
β = 2. Define for any σ ∈ (0,1] the subspace Dσ = {ψ ∈ H |(1 − Gµ)ψ ∈
D(Lσ ) for some µ > 0}.
• For any η ∈ [0,σ ] with η < 2−D
2β it holds thatD
σ ⊂ D(Ω η )∩D(Lqε (η)) for any
ε > 0 small enough.
• For any κ ∈ [0,σ ] with κ < 2−D
4
it holds thatDσ ⊂ D(Lκ ).
Proof. The first task will be to perform the promised simplification of the conditions
on η in Corollary 4.4. First, observe that η ≤ σ means of course also η ≤ 1. We will
now prove that η ≤ 1 together with D< β/2 implies that, if ε > 0 can be arbitrarily
small, then
η <
β (2−D−ε)
2−β −D+ 1
2β
if D>
3β − 2
β
− ε .
To show this, observe that
3β−2
β < D+ ε < β/2+ ε means that β has to fulfill the
inequality 2β ε > 6β −β 2− 4. This can, for ε small enough, only be satisfied for
β < 4/5. Using again D< β/2 we bound, possibly making ε > 0 smaller,
β (2−D−ε)
2−β −D+ 1
2β
− 1> β (2−β/2− ε)− (β/2−1+2β )(2−β)
2β (2−β )
=
(1−β )2−β ε
β (2−β ) >
5−2− (4/5)ε
2(4/5)
> 0 .
To sum up, we have shown that if η ≤ 1 then the upper case of (11) is fulfilled. The
lower case in this very condition is also satisfied by hypothesis.
Our second step is to show that the assumptions η ≤ 1 and η < 2−D
2β are such
that also q0(η) <
2−D
4
. Note that the latter condition is equivalent to η < 2−D
4
+
β+2(1−D)
4β . Using D< β/2 we now bound from below
2−D
4
+
β + 2(1−D)
4β
− 1> 4− 4β −β
2
8β
and
2−D
4
+
β + 2(1−D)
4β
− 2−D
2β
>
6β −β 2− 4
8β
.
Observe that for any β at least one of these functions is positive. So if either η ≤ 1
or η < 2−D
2β then also q0(η)<
2−D
4
. The above considerations allow us to apply the
Corollary 4.4 and proceed with the main part of the proof.
For η ,κ fulfilling the hypothesis, we define S1 := Ω
η and S2 := L
max(κ ,qε (η))
and S = (D(S1)∩D(S2),‖·‖D(S1)+ ‖·‖D(S2)). Recall that µ ≥ 1 implies D(Lσ ) →֒
D(Lmin(η,κ)). Therefore we may consider the chain of inclusionsD(L) →֒D(Lσ ) →֒
S . Furthermore ‖Siψ‖H ≤‖ψ‖S and denotingCµ :=
∥∥(1−Gµ)−1∥∥L (S ) we have
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‖Siψ‖H ≤ ‖ψ‖S =
∥∥(1−Gµ)−1(1−Gµ)ψ∥∥S ≤Cµ ∥∥(1−Gµ)ψ∥∥S (12)
≤CµC′
∥∥(1−Gµ)ψ∥∥D(Lσ ) =CµC′(∥∥Lσµ (1−Gµ)ψ∥∥H +∥∥(1−Gµ)ψ∥∥H
)
.
Inserting 1 = (1−Gµ)−∗(1−Gµ)∗ yields the desired bound. In order to obtain the
first part of the statement, we can set κ = 0. For the second part we choose η = 0
which implies D(Ω η ) = H and qε(η)≤ 0 for ε > 0 small enough. ⊓⊔
Corollary 4.7. Let β ∈ (0,2], let 0≤ D< β/2 if β < 2 and 0< D< 1 if β = 2.
• For any η ∈ [0,1) with η < 2−D
2β there exists µ0 ≥ 1 such that for any µ > µ0 the
operator Ω ηµ is infinitesimally bounded with respect to H
µ
0
• For any κ ≥ 0 with κ < 2−D
4
there exists λ0 ≥ 1 such that for any λ > λ0 the
operator Lκλ is infinitesimally bounded with respect to H
λ
0 .
Proof. Because η < 1, by Young’s inequality, we have∥∥Lηµ ϕ∥∥≤ C˜(ε ∥∥Lµϕ∥∥+ ε−η/(1−η)‖ϕ‖) . (13)
for any ε > 0 and any ϕ ∈ D(L). In (12) we can set σ = η , and because ϕ =
(1−Gµ)ψ ∈ (1−Gµ)Dη ⊂ D(L), we can use (13) such that
‖Ω η ψ‖
H
≤CµC′C˜
(
ε
∥∥Lµ(1−Gµ)ψ∥∥H +(1+ ε−η/(1−η))∥∥(1−Gµ)ψ∥∥H ) .
Using 1 = (1−Gµ)−∗(1−Gµ)∗, we prove infintesimal boundedness of Ω η with
respect to H
µ
0 if µ is large enough. The case of L
κ can be proved in exactly the same
way. ⊓⊔
Now we are well prepared to prove Proposition 3.1.
Proof (Proof of Proposition 3.1). One of the implications is provided by Propo-
sition 4.6. It remains to prove that 0 6= ψ ∈Dσ implies that ‖Lκ ψ‖ or ‖Ω η ψ‖ are
infinite if κ ≥ 2−D
4
or η ≥ 2−D
2β , respectively. For later use we write Ξµ to denote ei-
ther Lµ or Ωµ . Decomposing Ξ
κ ψ = Ξ κµ (1−Gµ)ψ +Ξ κµGµψ we see that, because
in any case κ ,η ≤ σ , the norm of the first term is always finite. Recall that we have
µ ≥ 1. Choose n ∈ N such that ψ(n) 6= 0. For any r > 0 we define the set
Ur := {(p,K) ∈ R3+3(n+1)| |p|< r,
∣∣k j∣∣< r for all 2≤ j ≤ n+ 1} .
We will now show that we can choose r> 0 such that
∥∥∥Ξ κµGµ ψ(n)∥∥∥2
L2(Ur)
is infinite.
To do so we will split the sum that consitutes Gµ and apply the inequality
t−1
t
a2−
(t−1)b2 ≤ |a+ b|2 for t = 2. In addition we use that (∑nj=1 a j)2 ≤ n∑nj=1 a2j . Taken
together, this leads to the lower bound
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∣∣∣LµGµψ(n)∣∣∣2 ≥ |v(k1)|2 Ξµ(p,K)2κ
∣∣ψ(p+ k1, Kˆ1)∣∣2
2(n+ 1)Lµ(p,K)2
−
n+1
∑
j=2
∣∣v(k j)∣∣2 Ξµ(p,K)2κ ∣∣ψ(p+ k j, Kˆ j)∣∣2
Lµ(p,K)2
.
(14)
We procced by showing that the integral over Ur of the n lower terms in (14), all
coming with a minus, is finite, but the integral of the first term is not. We enlarge the
domain of integration to all p ∈R3 and perform a change of variables in p→ p+k j
to obtain an upper bound for the integral over one of these terms:
∫
Ur
∣∣v(k j)∣∣2 Ξµ(p,K)2κ ∣∣ψ(p+ k j, Kˆ j)∣∣2
Lµ(p,K)2
dpdK
≤
∫
R×Bnr
∣∣ψ(p, Kˆ j)∣∣2 ∫|k j|<r
Ξµ(p− k j,K)2κ
Lµ(p− k j,K)2
∣∣k j∣∣2α dpdK .
Here Br denotes the ball of radius r in R
3. Specifying to Ξµ = Lµ , we can bound
the k j-integral, using the fact that κ < 1 and µ ≥ 1, by
∫
|k j|<r
∣∣k j∣∣−2α dk j. This is
clearly finite since α < d/2 by hypothesis. For Ξµ = Ωµ and κ → η we bound
Ωµ(K)
2ηLµ(p− k j,K)−2 ≤ Ωµ(K)2(η−1) ≤ 1 and conclude in the same way.
To bound the integral over the first term in (14) from below, we use the assump-
tion |v(k)| ≥ c(1+ |k|α )−1 and the fact that ω(k)≤ |k|β +m implies Ω(Kˆ1)≤C for
some constant onUr:
∫
Ur
|v(k1)|2 Ξµ(p,K)2κ
∣∣ψ(p+ k1, Kˆ1)∣∣2
Lµ(p,K)2
dpdK
≥ c
∫
Br×Bnr
∣∣ψ(p, Kˆ1)∣∣2 ∫
R3
Ξµ(p− k1,K)2κ
(1+ |k1|α)2((p− k1)2+ kβ1 +m+C)2
dpdK . (15)
When Ξµ = Lµ , we bound the integral over k1 from below by
∫
R3
(p− k1)4κ
(1+ |k1|α)2((p− k1)2+ kβ1 +m+C)2
dk1 ,
which does not converge for any fixed p ∈ R3 and κ ≥ (2−D)/4. The same is true
if Ξµ = Ωµ ≥ |k|β and η ≥ (2−D)/(2β ). Because ψ(n) 6= 0, we can choose r > 0
such that the integral (15) is infinite. This proves the claim. ⊓⊔
20 Julian Schmidt
4.3 Self-Adjointness: Proof of Theorem 3.3
At first we have to make sure that the construction sketched in the introduction is in
fact possible in our case. We start by observing that the lower bound c(1+ |k|α)−1≤
|v(k)| and the restriction α < 3/2 implies that v /∈ L2. Thus, by [LS18, Lem. 2.2],
kera(V ) is dense in H and the adjoint of Lµ
∣∣
kera(V )
= Lµ,0 is well defined. Using
the fact that Gµ maps into kerL
∗
µ,0, we arrive at the representation (6), which we
repeat for the convenience of the reader:
H = (1−Gµ)∗Lµ(1−Gµ)+T µ − µ .
As has been discussed already in the introduction, it is necessary to prove in-
finitesimal boundedness of T µ with respect to the self-adjoint operator H
µ
0 (see
Corollary 4.5) for some µ ≥ 1. Then we can conclude with Kato-Rellich. We will
not aim at proving new results about D(T ) but instead recall that u(s) := β
2
s− D
2
and cite the existing ones.
Lemma 4.8 (Lemma 3.6 of [LS18] ). Assume D≥ 0. Then for any ε > 0 the expres-
sion T
µ
d given by (2) defines a symmetric operator on the domain D(L
max(ε,D/2)) for
any µ ≥ 1.
Lemma 4.9 (Lemma 3.8 of [Sch18] ). Assume D ≥ 0. Then, for all s > 0 such
that u(s) < 1 and 0 < u(u(s)), the operator T
µ
od, defined in (1), is bounded from
D(Nmax(0,1−s)Ω s−u(s)) to H and is symmetric on this domain for any µ ≥ 1.
In order to apply the result of Lemma 4.9, we clearly have to restrict to s ≥ 1 as
usual.
Proof (Proof of Theorem 3.3). Decompose into diagonal and off-diagonal terms
T µ = T
µ
d + T
µ
od. Due to Lemma 4.8, we have a bound
∥∥T µd ψ∥∥ ≤ ∥∥∥Lmax(ε,D/2)µ ψ∥∥∥.
As long as µ is greater than some µ0 and D< 2/3, the second part of Corollary 4.7
implies that the diagonal part of the operator is infinitesimally bounded by H
µ
0 . To
proceed analogously for the off-diagonal part we need that for s ≥ 1 Lemma 4.9 is
applicable, so necessarily
u(s)< 1 (1)
u(u(s))> 0 . (2)
In this way we can bound the norm of T
µ
odψ by the norm of Ω
s−u(s)
µ ψ . Then we
would like to conclude the infinitesimal boundedness by setting η = s− u(s) in
Corollary 4.7. To do so, we have to make sure that
s− u(s)< 1, (3)
s− u(s)< 2−D
2β
(4)
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These four condition can be converted into bounds on D that depend on β and s:
D> β s− 2=: f1(s)
D< s
β 2
β + 2
=: f2(s)
D< 2− s(2−β ) =: f3(s)
D<
2− sβ (2−β )
β + 1
=: f4(s)
If β = 2, we choose s = 1 and D ∈ (0,2/3) to satisfy all four conditions. For β ∈
(0,2), we assume D≥ 0 and set
F := min
i=3,4,2
fi : [1,2/β )→R . (5)
On this interval [1,2/β ), the Condition (1) is always satisfied and the Lemma 4.10
below completes the proof of Theorem 3.3 because it confirms the upper bound on
D. ⊓⊔
Lemma 4.10. Let F be as defined in (5). For β ∈ (0,2) it holds that
max
s∈[1,2/β )
F(s) =


β 2
2
β ∈ (0,2(√2− 1))
2β
β+4 β ∈ [2(
√
2− 1),√5− 1)
β 2−2β+2
β+1 β ∈ [
√
5− 1,2) .
Proof. Closing the interval at the right endpoint we conclude that the supremum
is attained, and we denote the point where this happens by s∗. All functions fi are
affine functions on [1,2/β ]. The fact that (2− β ) ≥ 0 implies that f3 and f4 are
non-increasing whereas f2 is clearly increasing. Thus we have
F(s) =
{
f2(s) f2(s)<min( f3(s), f4(s))
min( f3(s), f4(s)) f2(s)≥min( f3(s), f4(s)) .
(6)
If β ≥ √5− 1 then f4(1) ≤ min( f3(1), f2(1)). This however implies that it holds
that F(s) =min( f3(s), f4(s)) and consequently s∗ = 1. We can also conclude that
F(s∗) =min( f3(1), f4(1)) = f4(1) =
β 2− 2β + 2
β + 1
.
Now consider the case where β <
√
5− 1. Because f2(1)< fi(1) for β ∈ (0,
√
5−
1), we observe that the first case of (6) is never empty. Consequently
s∗ :=
{
s ∈ [1,2/β ]∣∣ f2(s) =min( f3(s), f4(s))} = min
i=3,4
{
s ∈ [1,2/β ]∣∣ f2(s) = fi(s)}
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and of course F(s∗) = f2(s∗). We find that
f2(s) = f3(s) ⇐⇒ s= s3 := β + 2
2
f2(s) = f4(s) ⇐⇒ s= s4 := 2(β + 2)
β (β + 4)
and, because both s3 and s4 lie in the interval [0,2/β ], that means
s∗ =min(s3,s4) =
{
s3 β ∈ (0,2(
√
2− 1))
s4 β ∈ [2(
√
2− 1),√5− 1)
=
β + 2
2
{
1 β ∈ (0,2(√2− 1))
4
β (β+4) β ∈ [2(
√
2− 1),√5− 1) .
Insert this into f2 and note that s∗ < 2/β . This yields the desired expression for
maxs∈[1,2/β )F(s). ⊓⊔
5 Concluding Remarks
We would like to adress two points that have not been discussed so far. We have
not said anything yet about the connection of the IBC approach to renormalisation
procedures in the massless case. In [Sch18, Prop. 3.4], it is shown that for quite
general massive models the cutoff operator plus renormalisation constant HΛ +EΛ
converges in norm resolvent sense to the Hamiltonian H. In this cutoff operator, the
form factor in the formal expression L+ a(V)+ a∗(V ) is replaced by χΛv for the
characteristic function χΛ of a ball of radius Λ .
As we will argue in the following, such a result does also hold in the case of
massive or massless models if Condition 3.2 is satisfied. Denote by Gµ,Λ and T
µ
Λ
the corresponding operators with v replaced by χΛv. The parameter µ ≥ 1 is chosen
as large as necessary and fixed. For the proof of norm resolvent convergence, con-
vergence of Gµ,Λ in the H -norm (to Gµ ) is needed. As long as u(1) ∈ (0,1), this
follows in the massless case exactly as in [Sch18, Prop. 4.4] by explicitly computing
symmetric decreasing rearrangements. To prove convergence of the STM-operator
T µ , it is convenient to decompose again into diagonal and off-diagonal parts. Us-
ing [Sch18, Lem. 3.6 and 3.8], we can prove convergence of T
µ
d,Λ +EΛ onD(L
κ) and
of T
µ
od,Λ on D(Ω
η) for some κ ,η . It turns out that κ ,η are such that T
µ
Λ +EΛ → T µ
on D(H). This would complete the proof of norm resolvent convergence.
Although the case of a single particle was considered in this contribution in order
to keep the notation simple, the case of M > 1 particles could be included in the
analysis as well. This is because when bounding norms of Gµψ from above, the
relevant estimates are the same for M = 1 and M > 1. For bounds from below, as
in Section 4.2, one has to take care of some more cross-terms because the domain
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of integration is chosen to be not symmetric under exchange of particles. It is only
the T -operator where a significant difference occurs. The off-diagonal part of T
consists for M > 1 of additional terms, which are called θ -terms in [LS18]. They
are however bounded on D(Lmax(ε,D/2)) for any ε > 0, exactly as the diagonal part
of T , see [Sch18, Lem. 3.7]. In the context of the above analysis, these θ -terms can
therefore be put together with T
µ
d and pose almost no constraints on the allowed
pairs (β ,D).
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