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Abstract
The Northern Caspian lies along the southern-most boundary within the
Northern Hemisphere where sea-ice forms. Although ice cover is typically
observed between November and March, it experiences high spatio-temporal
variabilities. This variability may be of interest in the long-term as it may
act as an early indicator of large-scale climate change, as well as being an
area of interest to industries and vulnerable species. Through empirical and
model studies, this thesis carries out a sensitivity study of Caspian sea-ice
for the first time.
Caspian sea-ice concentration from satellite passive microwave data and sur-
face daily air temperatures are analysed from 1978 to 2009. Relationships be-
tween mean winter air temperatures, cumulative freezing degree days (CFDD)
and the sum of daily ice area are found for the first time. Mean monthly air
temperatures of less than 5.5-9.5◦C, and a minimum CFDD of 3.6-11.2◦C, is
required for ice formation in the Northern Caspian. Examination of climate
projections from multi-model ensembles of monthly mean air temperatures
suggest for the first time that the Northern Caspian may be largely ice-free
by 2100 for the highest emission scenario.
An ocean-ice-atmosphere model of the Caspian shows weak sensitivities of
the minimum CFDD to varied sea-ice albedo and ice compressive strength.
Sea level decline reduces the minimum CFDD and promotes formation of
higher concentration ice.
An atmosphere model of the Caspian is run with observed 2006 to 2009 sea-
ice cover, with an additional run without ice cover, to quantify the sensitivity
of the atmosphere to sea-ice for the first time. Ice cover removal results in up
to 5-10% increase in precipitation, surface wind speeds and humidity, with up
to 3◦C increase in surface temperature, in the December-January-February
climatology over the Northern Caspian. Additionally, extreme precipitation
and extreme wind speeds intensify and extreme cold air events weaken with
ice removal.
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Chapter 1
Introduction
Located between Iran, Azerbaijan, Turkmenistan, Kazakhstan and Russia is
perhaps one of the world’s most unique water-bodies; the Caspian Sea. It is
the largest totally enclosed sea on Earth [Ibrayev et al., 2009] and one of the
most sensitive. The Northern Caspian, characterised by its shallow depth of
20m or less [Ibrayev et al., 2009], lies on the southernmost boundary within
the Northern Hemisphere where sea or lake ice forms [Kouraev et al., 2004;
Barry and Gan, 2011]. Sea ice located this far south experiences seasonal and
inter-annual fluctuations in ice production larger than those in the northern
regions [Falk-Petersen et al., 2000]. Historical observations show that sea ice
is typically present in the Northern Caspian from mid-November to March.
However, these timings for ice appearance and disappearance may vary by
up to a month depending on the severity of the winter [Kouraev et al., 2004].
Maximum ice coverage for a particular winter is also highly variable - this
sensitivity of sea ice to winter conditions may be of interest in the longer term
as it can potentially act as an early indicator of large-scale climate change
[Kouraev et al., 2004]. Future ice conditions are also of concern to various
industries, such as fisheries, transportation and oil companies operating in the
Northern Caspian [Rodionov, 1994]. Any future reduction in ice cover may
negatively affect species already listed as vulnerable, such as the Caspian seal,
as was seen when there was reduced ice cover in 2000 [Kouraev et al., 2004].
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Studies and observations of Caspian sea ice are scarce despite its importance
and high variability. This thesis aims to investigate the sensitivity of Caspian
sea ice by identifying factors that influences it, in addition to factors that are
affected by it.
This chapter provides a summary of the Caspian Sea environment, followed
by basic sea ice physics and some previous studies.
1.1 The Caspian Sea
1.1.1 Bathymetry
The Caspian Sea is approximately 1000km in length and 200 to 300km in
width, and contains 44% of the world’s lacustrine waters [Ibrayev et al., 2009].
The northern, middle and southern Caspian can be thought of as their own
geographical divisions, along with the Kara-Bogaz-Gol lagoon (KBG) on the
eastern shore (Fig.1.1).
Both the middle and the southern parts of the Caspian reach a depth of
788m and 1025m respectively, and are separated by a ”saddle” of around
200m depth. In contrast, most of the Northern Caspian is very shallow,
with a maximum depth of around 20m. Around 62% of the total area of the
Caspian are made up of these shallow shelves of depths less than 100m, and
are mostly located along the northern and eastern shores. Approximately
two-thirds of the total volume of water in the Caspian is contained within
the southern part, and the entire Northern Caspian only makes up for about
1% [Ibrayev et al., 2009].
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Figure 1.1: Caspian Sea bathymetry in
meters. It can be thought to be com-
prised of four different geographic fea-
tures based on its bathymetry, which
separates it into the Northern, Middle
and Southern Caspian basins, and the
Kara-Bogaz-Gol lagoon (KBG) to the
east.
Figure 1.2: Simplified representa-
tion of the general circulation of the
Caspian Sea, along with the locations
of the major river inlets.
1.1.2 Currents
The currents in the Caspian are predominantly forced by two components;
wind forcing and baroclinic effects arising from its bathymetry. There is a
general cyclonic pattern observed in the Middle Caspian, as shown in Fig.1.2.
Northerly wind forcings were found to be driving the southward currents
along the western coast, and a 7-8m depth southward surface layer current
along the eastern coast. Local wind forcings in the shallow northern part
were also shown to have a direct correlation with its circulation patterns
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[Ibrayev et al., 2009].
1.1.3 Salinity
The majority of the Caspian has a fairly constant salinity of 10-13psu [Nezlin,
2005], which varies little with depth. This is about a third of that of the
world’s oceans. To the east of the Caspian, there is a narrow strait of width
110-300m and 10-12km long, where water overflows from the central Caspian
into the KBG [Kafri and Yechieli, 2010]. This is the only source of water
inflow to the KBG, and is balanced out by evaporation over the region. The
salinity within the KBG is very high as a result, at 350gL−1 [Nezlin, 2005].
1.1.4 Temperature
The sea surface temperature (SST) variabilities in the Caspian Sea have dif-
ferent characteristics in the different regions within. In the Southern Caspian,
the SST reaches a high of 25-29◦C in the summer months and has a low of 7-
10◦C in the winter. The Northern Caspian experiences a more drastic change
in SST throughout the year, with a high of 25-26◦C in the summer and a be-
low freezing point in the winter. Beneath the surface, the thermocline can be
observed typically at around 20-30m below sea level in the warmer seasons.
However, during the colder months it can vary to 200m and 100m below sea
level in the Middle and Southern Caspian respectively [Ibrayev et al., 2009].
1.1.5 Sea Level
The Caspian sea level varies as a function of the net water budget, described
by Equation 1.1 [Rodionov, 1994];
∆L = R + P +G− E −KBG (1.1)
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where,


∆L = annual increment to Caspian sea level
R = river runoff into the sea
P = precipitation onto the sea surface
G = groundwater inflow to the sea
E = evaporation from the sea surface
KBG = water discharge into the Kara-Bogaz-Gol
The discharge from the Volga alone corresponds to approximately 60cm in-
crease in sea level, and a further 15cm contribution comes from all other
rivers. Precipitation accounts for about 20cm increase in sea level. These and
groundwater inflow are balanced out by evaporation, and also to a smaller
extent by discharge to the KBG [Arpe et al., 2000]. However, this balance
is never exact. With the Caspian being a closed basin, the sea level is very
sensitive to changes in any one of these factors, as was evidenced by the rapid
changes in the 20th century alone. In addition to inter-annual variations in
sea level, there is a 30-40cm fluctuation in sea level throughout the year,
reaching peak values in May-July following the spring floods, with a low in
the winter [Ibrayev et al., 2009].
During the 20th century alone, a rapid 1.7m drop in the sea level was observed
in the 1930s, followed by an unexpected rise by 2.5m in the 1980s. El Nin˜o
activities as far as in the Pacific Ocean were suggested to be affecting the
sea level in the Caspian, by modifying storm tracks over its catchment area
[Arpe et al., 2000].
1.1.6 Rivers
The total catchment area of the inflowing rivers to the Caspian is approxi-
mately 4x105km2, or almost 2% of global land [Arpe et al., 2000]. The six
rivers; Kura, Samur, Sulak, Terek, Volga and Ural, as shown in Fig.1.2, make
20
up most of the total river discharge into the Caspian. The Volga is by far
the largest river, and its inlet into the Caspian forms a delta approximately
150km wide. The river discharge from the Volga accounts for about 80%
of total river inflow to the Caspian [Ibrayev et al., 2009]. Figure 1.3 shows
the climatology of the monthly mean of Volga discharge into the Caspian,
obtained from the Global River Discharge Database v1.1 [Vo¨ro¨smarty et al.,
1998].
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Figure 1.3: Climatology of monthly mean discharge from the Volga into the
Caspian, based on data available from the Global River Discharge Database
v1.1 [Vo¨ro¨smarty et al., 1998].
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1.1.7 Sea Ice
Sea ice can be present in all three parts of the Caspian, depending on the
severity of the winter. In the Northern Caspian, large regions are covered
by sea ice every winter. For the Middle Caspian, ice may form along the
coast provided it is not a mild winter. In the Southern Caspian, sea ice may
appear only during extremely severe winters. These mild and severe winters
are found to alternate every 2-3 years. [Kouraev et al., 2004].
Strong winds in the Northern Caspian results in cracking, fracturing and
rafting of sea ice. Hummocks may even form, which become anchored to the
ground. As for pack ice, the thickest is observed in the eastern part of the
Northern Caspian in January, typically with a thickness of 40-50cm. To the
West, near the Volga, the thickest ice is observed in February, at 20-30cm.
In severe winters, these thicknesses can increase by 2-3 times [Kouraev et al.,
2004].
In a moderate winter, ice formation starts in mid-November in the North-
East (during a mild winter, ice formation starts 10-20 days later, and during
severe winters, starts 20-30 days earlier). This then spreads westward and
reaches the Volga delta by the end of November. By December, there is ice
cover everywhere in the Northern Caspian where depth is less than 5m. In
January, ice starts to form in areas of 7-10m depth. The melting process
starts in March; duration of ice cover in the East is 120-140 days, and 80-90
days in the West. This corresponds to disappearances of ice in late March
near the Volga delta and early April near the Ural river [Kouraev et al., 2004].
22
1.2 Sea Ice Physics
Ice formation and melt are affected through both thermodynamic and dy-
namic factors. Key concepts are summarised here.
1.2.1 Ice Thermodynamics
Ice forms when the water-body reaches its freezing temperature. This is
determined by;
Tf = −0.054S (1.2)
where Tf is the freezing temperature in ◦C and S is the salinity of the water-
body in practical salinity units [Hunke and Ackley, 2001]. Frazil ice forms
once freezing temperatures are reached; these are needle-like ice crystals typ-
ically 3 to 4mm in diameter. Frazil ice accrete over time, resulting in ice
sheets [North et al., 2014].
Ice sheets thicken as the water-body cools. However, thicker ice inhibits
this process by modifying the thermal conduction from the ocean to the
atmosphere. Changes in ice growth have been empirically related to water-
body cooling, in terms of cumulative freezing degree days (CFDD). CFDD
is a measure of how cold the atmosphere has been relative to the freezing
temperature of the water-body, in addition to its duration. This is defined
as in Equation 1.3;
θ =
t=de∑
t=ds
(Tf − Ta) (1.3)
where θ is the CFDD, Tf is the freezing temperature of the sea, Ta is the
mean daily 2m surface air temperature and t is time in units of days over
which CFDD is analysed, beginning and ending on date ds and de respectively
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day daily mean surface
temperature [◦C]
temperature below
freezing [◦C]
CFDD [◦C]
1 -5.54 5 5
2 -3.54 3 8
3 -7.54 7 15
Table 1.1: An example illustrating the concept of CFDD, assuming a freezing
temperature of -0.54◦C for the Caspian Sea. It is a measure of how cold the
atmosphere has been relative to the freezing temperature of the water-body,
in addition to its duration.
[Leppa¨ranta, 2011]. Table 1.1 shows an example of computing this for the
Caspian, assuming a salinity of 10psu and freezing temperature of -0.54◦C.
One of the earliest attempts at relating the CFDD to ice growth was an
empirical equation of CFDD and ice thickness [Lebedev, 1938];
h = 1.33θ0.58 (1.4)
where h is ice thickness in centimetres and θ is the cumulative freezing degree
days in ◦C. CFDDs have subsequently been empirically related to growth in
ice cover as well [Su et al., 2012; Assel et al., 1996].
Once ice sheets are formed, its thickness can be modified through further
heating or cooling of the system. The fluxes into the ice sheet when it is in
thermal equilibrium with the atmosphere can be described by equation 1.5
[Thomas and Dieckmann, 2008];
(1− α)Fr − I0 + FL ⇓ −FL ⇑ +Fs + Fe + Fc + Fm = 0 (1.5)
24
where,


α = ice albedo
Fr = incoming solar short-wave flux
I0 = short-wave flux penetrating into the ice/water
FL ⇓ = incoming long-wave flux
FL ⇑ = outgoing long-wave flux
Fs = sensible heat flux
Fe = latent heat flux
Fc = conductive heat flux
Fm = heat flux due to melting or freezing of ice at the surface
More specifically, (1 − α)Fr describes the portion of incoming solar short-
wave flux that is not reflected by a given ice albedo α, that penetrates into
the ice surface. I0 is the portion of this that is not absorbed by the ice, that
penetrates through to the water below the ice. The downward long-wave flux
FL ⇓ is the thermal radiation from water vapour, clouds and other aerosols
in the atmosphere. FL ⇑ is the long-wave flux emitted by the ice, as it emits
as a black body. Fs is the sensible heat flux from the atmosphere to the ice
surface. Fc on the other hand is the conductive heat flux through the ice
sheet, which scales with the temperature gradient within the ice sheet. Fe
is the latent heat flux of the ice sheet, associated with processes such as ice
sublimation or open ocean freezing to form ice. Fm also describes latent heat
fluxes but is related to phase changes of melt ponds on the ice sheet.
Ice albedo could differ significantly from approximately 0.15 to 0.90. This
is due to the range of differing surface conditions, such as the presence of
snow or melt ponds on ice. Differences in internal structures of ice, such as
the inclusion of brine pockets in sea ice but none in lake ice, also contributes
to differences in ice albedo [Thomas and Dieckmann, 2008]. As can be seen
from equation 1.5, changes in albedo due to these environmental differences
modifies the fluxes through the ice sheet. Bare ice in the Arctic and Antarctic
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typically have an albedo of roughly 0.45 to 0.65 [Shine and Henderson-Sellers,
1985], for those covered with snow this is approximately 0.8 to 0.9 [Thomas
and Dieckmann, 2008], and for those with melt ponds albedoes are typically
0.15 to 0.45 [Fetterer and Untersteiner, 1998]. From equation 1.5, snow will
act as an insulator for ice and melt ponds will induce further melt.
1.2.2 Ice Dynamics
Some sea ice grow thick enough to become land-fast ice, where it is secured
to the sea bed. However, most ice will be subjected to drift due to external
forces, described in Equation 1.6;
ma = τa + τw + τc + τi + τt (1.6)
where m is the mass of ice, a is the acceleration of the ice, τa is the air stress,
τw is the water stress, τc is the Coriolis’ force, τi is the internal ice stress and
τt is the force due to sea surface tilt [Wadhams, 2000].
Winds impart air stress on sea ice and causes it to drift. As a general rule, sea
ice drifts at 2% of the wind speed. The direction of the drift is typically 20◦to
40◦to the right of the wind direction in the Northern Hemisphere, and of a
similar deviation to the left of the wind direction in the Southern Hemisphere
[Wadhams, 2000]. Air stress accounts for up to 70% of the variance in ice
motion on a time-scale of days to months. In contrast, ocean and air stresses
due to average current and wind conditions contributed roughly equally to
ice drift on a longer time-scale [Thorndike and Colony, 1982].
The Coriolis’ force affects the ice motion by deflecting its drift direction to the
right in the Northern Hemisphere and to the left in the Southern Hemisphere.
The larger the mass of the ice, the stronger the Coriolis’ force acting on it.
Although the effect on ice sheets, typically with a thickness of a few cm to a
few meters, are marginal, it significantly affects the motion of icebergs, whose
thickness could be in the order of hundreds of meters [Wadhams, 2000].
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The internal ice stress is effectively a measure of the compactness of the
ice, and is dependent on the strain rate [Hibler III, 1979]. When the strain
rate within the ice reaches a certain limit, the ice breaks or deforms and
piles up (ice ridging). Sea ice thickness often cannot be fully explained by
thermodynamic effects alone, and these deformation processes significantly
contribute to the thickening of ice [Leppa¨ranta, 2011]. The compactness,
or the strength, of the ice is highly variable - although primarily dependent
on thickness, it may also be affected by factors such as brine content and
temperature of the ice [Anderson and Weeks, 1958]. The internal ice stress
affects ice motion during collisions with other drift ice, as well as when ex-
ternal forces pull apart ice, both where its mass can be modified.
Uneven ocean surface levels can be caused due to uneven heating, salinity
variations and currents, for example. Although this is a small force compared
to the air and ocean stresses, it can influence ice drift on a monthly time-scale
[Wadhams, 2000].
1.3 Previous Studies
Sensitivity studies of sea ice have been carried out in regions located at similar
latitudes as the Northern Caspian, where sea ice is also present for a portion
of the year.
In the Bohai Sea, a cold snap during the winter of 2009 to 2010 coincided
with large-spread ice cover. Plotting the time-series of both the sea ice area
and the CFDD obtained from five stations surrounding the region showed a
correlation between these two variables with an R2 of up to 0.72 [Su et al.,
2012].
In the Great Lakes, the fraction of lake area covered in ice when ice cover
is at its annual maximum, were compared to the mean of the November to
February temperatures averaged over four stations on the perimeter of the
Great Lakes, from 1963 to 1994. Regression analysis resulted in an R2 of
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0.61 [Assel et al., 1996].
It appears that air temperature is an important controlling factor of ice cover
at latitudes similar to that of the Northern Caspian.
Surface air temperature has been linked to changes in surface albedo. In
the Arctic, a variation in surface albedo of 0.5 to 0.8 throughout the year
have been shown to correspond to surface temperature differences of up to
30◦C [Curry et al., 1995]. Albedo could therefore be considered to be an
additional modifying factor of ice cover. Other modifying factors include the
compactness of the ice, which in the Arctic has been shown to affect ice drift
[Hibler III and Walsh, 1982]. In addition, variations in water depths amongst
the Great Lakes have been shown to correspond to variations in ice cover,
due to differing heat capacities [Assel et al., 2003].
While these studies examine factors affecting ice cover, others have investi-
gated the effect of ice cover on the atmosphere. For example, reduction in
Arctic ice cover has been shown to result in both local and remote changes
to the atmosphere, through a mechanism summarised by Vihma [2014] and
shown in Figure 1.4. These were examined by carrying out both observational
[Slonosky et al., 1997; Wu et al., 2004] and model studies [Porter et al., 2012;
Blu¨thgen et al., 2012; Strey et al., 2010]. For the modelling studies, an at-
mosphere model has been run with both past and recent ice cover for the
Arctic, after which their differences were quantified. Porter et al. [2012] ran
simulations with 1996 and 2007 ice extent over the Arctic, as these were the
highest and lowest ice extent observed in the satellite records at the time
of writing. Blu¨thgen et al. [2012] carried out a similar study but quantified
model differences between the 1979 to 1996 climatological ice cover and 2007
ice conditions. Strey et al. [2010] also compared the atmosphere’s response
under 1984 (year with median ice coverage during satellite records spanning
1979 to 2008) and 2007 ice conditions. The studies found that reduction of
sea ice resulted in a warmer, more humid local atmosphere with increased
cloud cover and enhanced hydrologic cycles. Similar modelling studies were
carried out in the Sea of Okhotsk, where the responses of the atmosphere to
reduced ice cover were akin to those in the Arctic [Honda et al., 1996].
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Figure 1.4: Feedback of reduced Arctic sea ice on local and remote atmo-
spheric conditions. From Vihma [2014].
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Past studies on Caspian sea ice include investigations of sea ice ridging, raft-
ing, ice pile-up and hummocks through modelling and observations [Bailey
et al., 2010; Klyachkin, 2011; Andreev and Ivanov, 2012; Frolov et al., 2009].
Ocean and atmospheric variables of the Caspian have also been modelled
with sea ice used as a boundary condition [Syed et al., 2010; Semenov et al.,
2012; Kitazawa and Yang, 2012; Ibrayev et al., 2009]. However, studies on
the sensitivities of the Caspian are limited in number and mostly examine
changes in sea level fluctuations as opposed to ice conditions [Renssen et al.,
2007; Elguindi and Giorgi, 2007, 2006]. Applying the past studies carried out
in other regions to the Caspian would therefore be of interest in determining
the sensitivity of Caspian sea ice to the regional atmosphere, as well as the
sensitivity of the atmosphere to Caspian sea ice.
1.4 Thesis Goals and Layout
The main aim of this thesis is to conduct the first sensitivity study of Caspian
sea ice, through both empirical and model studies. The second chapter in-
troduces the models and observational datasets that were used to carry out
these studies. The third chapter presents an empirical analysis of remote ice
concentration and in-situ air temperature observations. Emulating the stud-
ies carried out in the Great Lakes and the Bohai Sea, relationships between
ice and temperature conditions are explored. Additionally, future climate
projections in air temperatures are examined to estimate future ice condi-
tions in the Northern Caspian under climate change. The fourth chapter
builds upon the previous empirical study; the sensitivity of the empirical re-
lationship between ice and temperature conditions to various environmental
factors are examined through the use of a regional model of the Caspian.
Chapter five examines the effect of ice presence in the Northern Caspian on
the surrounding atmosphere, again through the use of a regional model. The
final chapter summarises the main conclusions of the sensitivity studies along
with possible future work.
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Chapter 2
Models and Data
This thesis aims to explore the sensitivities of Caspian sea ice through empir-
ical and model studies. The empirical study of the relationship between ice
and temperature conditions require observations of both. The model studies
require a regional ocean and atmosphere model within which the sensitivity
experiments can be carried out. This chapter introduces the main datasets
and models used to carry out the studies.
2.1 Data
2.1.1 Sea Ice
Reprocessed sea ice concentrations derived from SMMR and SSM/I obser-
vations [EUMETSAT Ocean and Sea Ice Satellite Application Facility, 2011]
were used for computing the sea ice area. This has a spatial resolution of
12.5km and is available daily from October 1978 to June 2009.
While visible and infrared observations of sea ice are only available under
daylight or clear sky conditions, neither of these factors obstruct passive
microwave observations such as those in the SMMR and SSM/I datasets.
Sea ice and open water have distinct brightness temperatures associated with
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them (approximately 140K for ocean and 230K for sea ice), as shown in
Figure 2.1. The brightness temperature of a given grid cell would therefore
scale linearly with its fractional ice coverage, between the two brightness
temperatures for ocean and ice, as shown in Figure 2.2. Passive microwave
observations work by detecting the brightness temperature of the surface and
comparing against these curves to derive ice concentration within each grid
cell.
Figure 2.1: Distribution of detected brightness temperatures in the Weddell
Sea, cleary showing peaks for ocean and sea ice, from Zwally et al. [1983].
2.1.2 Temperature
Daily mean 2m air temperatures from stations along the coast of the Northern
Caspian were obtained from the National Climatic Data Centre [Klein Tank
et al., 2002]. Daily mean 2m temperatures were obtained for four sites sur-
rounding the Northern Caspian (Fort Shevchenko, Kaspiyskiy, Tyuleniy Os-
trov and Atyrau, shown in Figure 2.3). These were obtained for the same
period as what was available for the SSM/I dataset.
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Figure 2.2: Scaling of surface brightness temperature for different fractional
ice coverage, from Zwally et al. [1983].
2.2 Models
2.3 ROMS Ocean Model
2.3.1 Equations of Motion
The ocean circulation is modelled by ROMS, which is a free surface, terrain-
following numerical model [Warner et al., 2010]. The following equations
and assumptions are used within the model to describe the behaviour of a
waterbody.
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Figure 2.3: Station locations with in-situ 2m temperature observations avail-
able from the National Climatic Data Centre [Klein Tank et al., 2002]. Fort
Shevchenko: 44.6◦N, 50.3◦E, Kaspiyskiy: 45.4◦N, 47.4◦E, Atyrau: 47.1◦N,
51.9◦E, Tyuleniy Ostrov: 44.5◦N, 47.5◦E
Momentum balance in the x- and y- direction, in cartesian coordinates, are
described in the model by using a time averaged Navier-Stokes equation:
∂u
∂t
+ %v ·∇u− fv = −
∂φ
∂x
−
∂
∂z
(
u′w′ − ν
∂u
∂z
)
+ Fu +Du (2.1)
∂v
∂t
+ %v ·∇v + fu = −
∂φ
∂y
−
∂
∂z
(
v′w′ − ν
∂v
∂z
)
+ Fv +Dv (2.2)
The advective-diffusive equation is used to describe the time evolution of
concentration fields, C(x, y, z, t), such as temperature and salinity:
∂C
∂t
+ %v ·∇C = −
∂
∂z
(
C ′w′ − νθ
∂C
∂z
)
+ FC +DC (2.3)
The equation of state is given by:
ρ = ρ(T, S, P ) (2.4)
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ROMS uses the boussinesq approximation, which is to neglect density varia-
tions in the momentum equations, except in their contribution to the buoy-
ancy force. Combined with the hydrostatic approximation, it can be assumed
that the pressure gradient balances out the buoyancy force to give:
∂φ
∂z
= −
ρg
ρ0
(2.5)
Finally, an equation for expressing continuity for an incompressible fluid:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (2.6)
where the variables used are as follows:
Du, Dv, DC diffusive terms
Fu, Fv, FC forcing terms
f(x, y) Coriolis’ parameter
g gravitational acceleration
h(x, y) bottom depth
ν, νθ molecular viscosity and diffusivity
Km, KC vertical eddy viscosity and diffusivity
P total pressure P ≈ −ρ0gz
φ(x, y, z, t) dynamic pressure φ(P/ρ0)
ρ0 + ρ(x, y, z, t) total in situ density
S(x, y, z, t) salinity
t time
T (x, y, z, t) potential temperature
u, v, w the (x, y, z) components of vector velocity %v
x, y horizontal coordinates
z vertical coordinate
Table 2.1: Variables used in the ROMS equations of motion.
Reynold’s stresses and turbulent tracer fluxes are parameterised to close the
above equations:
u′w′ = −KM
∂u
∂z
, v′w′ = −KM
∂v
∂z
, C ′w′ = −KC
∂C
∂z
(2.7)
35
where the overbar and prime represent a time average and fluctuation about
the mean, respectively [Hedstro¨m, 2009].
2.3.2 ROMS Sea Ice Module
The ROMS sea ice module uses a one-layer snow and ice thermodynamics
with a molecular sublayer under the ice [Mellor and Kantha, 1989], with
elastic-viscous-plastic (EVP) rheology [Hunke and Dukowicz, 1997].
The dynamics and thermodynamics of sea ice is represented in the ROMS sea
ice module by first advecting ice tracers according to ice velocities determined
from the momentum equation under given external stresses, and subsequently
calculating the ice growth and/or melt, after which this process is repeated.
The momentum equation of sea ice (Equation 1.6) is described in more detail;
m%a = %τa + %τw + %τc + %τi + %τt (1.6)
%τa = ρaCa|%V10|%V10 (2.8)
%τw = ρwCw|%vw − %v|(%vw − %v) (2.9)
%τc = mf%v (2.10)
%τi = ∇ · σij (2.11)
%τt = −mg
∂ζw
∂x
(2.12)
where,
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

ρa, ρw = air and water densities
Ca = nonlinear air drag coefficient
Cw = water drag coefficient
%V10 = 10m wind velocity
%vw = surface water velocity
%v = ice velocity
f = Coriolis’ parameter
σij = stress tensor
ζw = ocean surface height
g = gravitational acceleration
The stress tensor can be determined by emulating Hibler’s viscous-plastic
rheology [Hibler III, 1979];
σij = 2η ˙,ij + (ζ − η) ˙,kkδij −
P
2
δij (2.13)
and adding an elastic term to it to implement an elastic-viscous-plastic rhe-
ology [Hunke and Dukowicz, 1997];
1
E
∂σij
∂t
+ σij = 2η ˙,ij + (ζ − η) ˙,kkδij −
P
2
δij (2.14)
and the pressure within the ice (P ) is determined by;
P = P ∗Ahi exp
−C(1−A) (2.15)
where,
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

η = nonlinear shear viscosity
,ij = strain rate tensor
ζ = nonlinear bulk viscosity
δij = Kronecker delta function
E = Young’s modulus
P = ice pressure or strength
P ∗ = compressive strength
A = ice concentration (0 ≤ A ≤ 1)
hi = ice thickness
C = 20 (empirically derived constant related to ice strength)
Once the ice velocities are determined from the momentum equations, the
ice tracers can be advected according to the continuity equation. Ice trac-
ers include ice thickness, ice concentration, snow thickness and internal ice
temperature, among others. The thermodynamic contribution to ice concen-
tration and thickness are then calculated by considering ice melt/freeze at
different air/ocean/ice boundaries (shown in Figure 2.4) and by using the set
of equations;
DAhi
Dt
=
ρo
ρi
[A(Wio −Wai) + (1− A)Wao +Wfr] (2.16)
DA
Dt
=
ρoA
ρihi
[Φ(1 −A)Wao + (1− A)Wfr] (2.17)
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where


ρo = ocean density
ρi = ice density
Φ = factor representing different rates for ice melt and freeze
Wio = freezing rate at the ice-water interface
Wai = melt rate on the upper ice surface
Wao = freeze rate the the air/water interface
Wfr = frazile ice growth rate
Equation 2.16 and 2.17 describe the thermodynamic contributions to ice vol-
ume and fractional coverage, respectively. While ice growth typically occurs
at the base of the ice sheet, ice melt mostly happens along the edges of the
ice sheet due to warming of leads, for example. Solving the two equations
together, along with an empirical factor Φ, makes it possible to represent
these two distinct behaviours associated with ice melt and growth. Φ is set
to 4.0 for Wao ≥ 0, and is also set to 0.5 when Wao < 0 [Mellor and Kantha,
1989].
The freeze and melt rate terms (Wio,Wai,Wao,Wfr) are derived through a
set of equations that uses incoming longwave and shortwave radiations as
well as sensible and latent heat fluxes to calculate ice growth and/or melt at
the top, bottom and sides of the ice floe as well as frazil ice formation. Once
the thermodynamic contributions to ice area and thickness are factored in
to the advected ice, the model returns to deriving the ice velocities under
external stresses.
2.3.3 Model set-up
The following model set-up, such as domain, time-step and forcings, were
used to run a regional model of the Caspian. The majority of these were
based on the set-up used by Farley Nicholls and Toumi [2014].
39
Figure 2.4: Ice freeze and melt rates at different interfaces that are calculated
in the ROMS ocean model, outlined by Hedstro¨m [2009].
domain
A regular grid spanning the region 36-48◦N and 46-55◦E was used (Figure
2.5). The horizontal resolution was 4km, with 32 vertical levels on sigma
coordinates. The bathymetry was constructed from a composite of depth
measurements from the Caspian Environment Program, Azerbaijan Naval
navigation charts, Turkmenistan hydrographic charts and BP side scan sonar
data.
time-step
A model time-step of 60 seconds was used, with three-hourly output for a
simulation period of 1January2006 to 1May2009.
initial conditions
initial scalar field distributions, such as temperature and salinity, are based
on data available on the World Ocean Circulation Experiment Global Data
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Resource website [Gouretski and Koltermann, 2004].
forcing
Output of atmospheric variables at the surface of the inner-most WRF grid
were used to force ROMS. 10m wind speeds, precipitation, 2m specific hu-
midity, downward longwave and shortwave radiation, sea surface pressure
and 2m air temperatures were used to force ROMS. River forcings were also
applied to represent water in-flow from the Volga, Ural, Kura, Samur, Su-
lak and Terek rivers, based on data available on the Global River Discharge
Database [Vo¨ro¨smarty et al., 1998]. ROMS was forced at a three-hourly in-
terval.
physics
An empirical treatment for ice advection was included within ROMS to ac-
count for the effect of the shallow bathymetry of the Northern Caspian on ice
drift and the presence of fast ice. Ice drift is set to zero if the water column
below the ice cover is less than 0.5m. If the water column is more than 1.5m,
it was free to drift. If the water column is between 0.5 and 1.5m, the ice drift
was linearly interpolated with water column height, between zero and free
drift.
2.4 WRF Atmosphere Model
2.4.1 Equations of Motion
The Weather Research and Forecasting (WRF) model is a numerical weather
prediction and atmospheric simulation system suited for both research and
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operational use. It is suitable for studies of data assimilation development,
model parameterisations and regional climate modelling, to name a few [Ska-
marock et al., 2008].
WRF uses a terrain-following hydrostatic-pressure vertical coordinate sys-
tem, and solves the fully compressible, nonhydrostatic Euler equations. The
model physics include a range of microphysics, cumulus parameterisation,
surface physics, planetary boundary layer physics and atmospheric radiation
physics.
The momentum equations in WRF are;
FU =
∂U
∂t
+mx
[
∂
∂x
(Uu) +
∂
∂y
(V u)
]
+
∂
∂η
(Ωu)
+
mx
my
α
αd
[
µd
(
∂φ′
∂x
+ αd
∂p′
∂x
+ α′d
∂p¯
∂x
)
+
∂φ
∂x
(
∂p′
∂η
− µ′d
)] (2.18)
FV =
∂V
∂t
+my
[
∂
∂x
(Uv) +
∂
∂y
(V v)
]
+
my
mx
∂
∂η
(Ωv)
+
my
mx
α
αd
[
µd
(
∂φ′
∂y
+ αd
∂p′
∂y
+ α′d
∂p¯
∂y
)
+
∂φ
∂y
(
∂p′
∂η
− µ′d
)] (2.19)
FW =
∂W
∂t
+
mxmy
my
[
∂
∂x
(Uw) +
∂
∂y
(V w)
]
+
∂
∂η
(Ωw)
−m−1y g
α
αd
[
∂p′
∂η
− µd(qv + qc + qr)
]
+m−1y µ
′
dg
(2.20)
and the mass conservation equation is;
∂µ′d
∂t
+mxmy
[
∂U
∂x
+
∂V
∂y
]
+my
∂Ω
∂η
= 0 (2.21)
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with the geopotential equation;
∂φ′
∂t
+ µ−1d
[
mxmy
(
U
∂φ
∂x
+ V
∂φ
∂y
)
+myΩ
∂φ
∂η
−mygW
]
= 0 (2.22)
and hydrostatic relation;
∂φ′
∂η
= −µdα
′
d − αdµ
′
d (2.23)
where these are written using a perturbation form to reduce truncation er-
rors. This is done by defining geopotential φ, pressure p, inverse density
α and dry air mass µd by perturbations (denoted by apostrophes) from a
hydrostatically-balanced reference state (denoted by overbars) such that;
p = p+ p′ (2.24)
φ = φ+ φ′ (2.25)
α = α + α′ (2.26)
µd = µd + µ
′
d (2.27)
FU , FV and FW in the momentum equations represent forcing terms arising
from model physics, turbulent mixing, spherical projections and the Earth’s
rotation. U , V and W are momentum variables in the horizontal (x, y) and
vertical (η) directions, and described as;
U =
µdu
my
(2.28)
V =
µdv
mx
(2.29)
W =
µdw
my
(2.30)
Ω =
µdη˙
my
(2.31)
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where, µd is the dry air mass, mx and my are map scale factors, which is the
ratio of the distance in computational space to the corresponding distance
on the Earth’s surface, u,v and w are covariant velocities in the x, y and η
directions and η˙ is the contravariant ”vertical” velocity.
The remaining terms in the equations are g, which is the gravitational accel-
eration and qv, qc and qr, which are the mixing ratio for water vapour, clouds
and rain, respectively.
2.4.2 Model set-up
The following model set-up, such as domain, time-step and forcings, were
used to run a regional model of the Caspian. The majority of these were
based on the set-up used by Farley Nicholls and Toumi [2014].
domain
There are three grids in total, with two of them nested within the outer-
most grid (Figure 2.5). The outer grid has a horizontal resolution of 36 km,
spanning over 20-60◦N and 0-80◦E. The middle grid has a spatial resolution
of 12km and spans 30-55◦N and 40-60◦E. The inner grid has a horizontal
resolution of 4km and covers 35-48◦N and 45-55◦E. All three grids have 36
vertical levels.
time-step
Internal model time-step of 216 seconds, with three-hourly output for a sim-
ulation period of 1January2006 to 1May2009.
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initial conditions
Atmospheric variables from the ERA-Interim dataset were used to initialise
WRF. This is a renalysis product produced by the European Centre for
Medium-Range Weather Forecasts (ECMWF) [Dee et al., 2011], with a 1 de-
gree horizontal grid resolution. The dataset was interpolated onto the WRF
grid points. Conditions at the surface, which includes fractional ice cover-
age, are also necessary for initialisation. Although this is available in ERA-I,
SSM/I observations [EUMETSAT Ocean and Sea Ice Satellite Application
Facility, 2011] were instead interpolated onto the WRF grid as it was avail-
able at a higher spatial resolution.
forcing
ERA-I data was used as lateral and surface boundary forcing. Fractional ice
coverage was again replaced by SSM/I observations. WRF is forced every
six hours.
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Figure 2.5: Domain set-up for the ocean-ice-atmosphere model of the Caspian
region. WRF has two nested grids of different resolutions within the outer-
most grid. The location of the ROMS grid is contained within the innermost
WRF grid. ROMS is forced by surface variables output from the innermost
WRF grid.
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Chapter 3
Sensitivity of Caspian sea ice to
the atmosphere
3.1 Introduction
Despite its importance, the Caspian Sea remains one of the most understud-
ied regions. In particular, there are no previous sensitivity studies of Caspian
sea ice. However, relationships between sea ice coverage and air temperatures
have been found in the Great Lakes and Bohai Seas, which are regions with
similar latitudes and ice conditions as the Caspian [Su et al., 2012; Assel,
1980; Assel et al., 1996]. It would therefore be of interest to apply these
studies to Caspian sea ice. This work has been published in Tamura-Wicks
et al. [2015].
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3.2 Method
3.2.1 Determining an empirical relationship between
ice coverage and surface temperatures
Correlations were found between ice coverage and surface temperatures [Su
et al., 2012; Assel et al., 1996], as well as to CFDD [Assel, 1980; Su et al.,
2012], in the Great Lakes and Bohai Sea. As for the Caspian, ice conditions
in the Northern Caspian are known to be generally dependant on winter
temperature severity [Kouraev et al., 2004]. However, this winter severity
has not been quantified comprehensively, for example, in terms of CFDD
or monthly mean temperatures. The findings in the Bohai Sea and Great
Lakes are therefore applied to the Caspian Sea. In doing so, the relationship
between ice and air temperature conditions are examined on two different
time-scales. Firstly, the relationship between daily CFDD and daily ice cover
are examined. Secondly, the relationship between monthly mean surface air
temperature and monthly ice cover is examined.
To achieve this, observational data on sea ice concentration and surface tem-
peratures were required to compute ice coverage, CFDD and monthly mean
surface temperatures. However, observational datasets for the Caspian are
scarce. Only a handful of global remote sensing datasets include ice ob-
servations for continental water-bodies, which are the SSM/I [EUMETSAT
Ocean and Sea Ice Satellite Application Facility, 2011], IMS [National Ice
Centre, 2008] and ARCLAKE datasets [MacCallum and Merchant, 2013].
The IMS dataset is a composite of multiple visual and remotely sensed prod-
ucts, with 4km spatial resolution and is available daily. The ARCLAKE
dataset is derived from Along Track Scanning Radiometers (ATSR) which
retrieve observations in the infrared, with a horizontal resolution of 0.05◦.
Local observations of Caspian sea ice are also summarised in Kouraev et al
(2004). Although these datasets were available, the local observations were
not gridded, the IMS dataset was prone to cloud cover and the ARCLAKE
dataset did not contain daily records of spatially resolved ice cover. Only
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the SSM/I dataset was therefore suitable for examining ice coverage in the
Caspian. For computing the CFDD and mean surface air temperatures, the
in-situ station observations introduced in the previous chapter [Klein Tank
et al., 2002] were found to be suitable.
In examining the relationship between ice and temperature conditions over
the Northern Caspian on a daily time-scale, the findings for the Bohai Sea
[Su et al., 2012] was applied to the Caspian, where ice area and CFDD
were used as metrics to quantify ice and temperature conditions on a daily
time-scale. To compute these, the Northern Caspian was first defined as the
region to the North of 44◦N, which roughly corresponds to where a depth
of 20m separates the Northern basin to the Middle Caspian. To calculate
the ice area, a threshold fractional ice cover of 15% was used to determine
whether a particular grid point in the SSM/I dataset can be considered to
be covered by ice [Gloersen et al., 1992; Parkinson et al., 1999]. The grid
area for the grid cells considered to be covered by ice is referred to as sea ice
extent. Multiplying the ice extent by its fractional ice cover (also known as
sea ice concentration) at each grid cell then gives the ice area. This 15% ice
concentration is a widely used threshold in determining ice cover within a
particular grid cell, as uncertainties in ice area using this threshold was found
to be the least, compared to ice areas calculated using higher threshold values
[Zwally et al., 1983]. Daily CFDD were determined from in-situ station data,
following Equation 1.3. Given a mean salinity of 11.2psu in the Northern
Caspian, the freezing temperature was set to -0.60◦C.
For examining the relationship between ice and temperature conditions over
the Northern Caspian on a monthly time-scale, the findings for the Great
Lakes [Assel et al., 1996] was applied to the Caspian. For the Great Lakes,
the mean November to February temperatures from four different stations
surrounding the Great Lakes were averaged to use as a metric for describ-
ing temperature conditions. This was found to correlate to the ice area as
a percentage of lake area, when it was at its annual maximum. In apply-
ing this to the Caspian, these relationships were examined in more detail by
computing the metrics for every month from November to March, which are
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months where ice is typically present in the Northern Caspian according to
historical observations [Kouraev et al., 2004]. The monthly mean temper-
ature averaged over the four stations along the perimeter of the Northern
Caspian was used as a metric for describing temperature conditions. For the
ice conditions, its area when it was at its monthly maximum was used as a
metric.
3.2.2 Variations to the metrics used to calculate the
empirical relationships
Relationships between daily ice area and CFDD, in addition to monthly ice
area and mean air temperatures, were examined for each year from 1978 to
2009. However, variations can arise when calculating these metrics due to
inconsistencies in the way these are defined in previous studies, or due to a
variety of definitions for commonly used metrics, for example. The variations
when computing these metrics could result in daily and monthly relationships
with different R2 values. The possible variations are as follows;
stations
In relating the surface temperatures with ice cover, Su et al (2012) examines
the temperature observations at a single station, whereas Assel et al (1996)
examines the relationship of the ice cover to the mean of the temperatures
from four different stations surrounding the Great Lakes. Five variations
were therefore trialled in computing the daily CFDD and monthly mean air
temperatures for the Caspian, by using observed temperatures from each of
the four stations along the perimeter of the Northern Caspian, as well as the
mean of the temperatures from the four stations (station index temperature).
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ice cover
Previous studies used ice area as a metric for describing ice conditions. How-
ever, ice extent is also commonly used to describe ice cover. In addition,
mean sea ice concentration over ice-covered areas could potentially act as a
metric for describing ice conditions. These three variations were trialled in
computing daily and monthly ice cover.
summation
In further quantifying ice conditions, the sum of daily ice cover over a given
time period has been suggested to be a more robust measure than daily
ice cover alone in describing the severity of a given winter [Kouraev et al.,
2004]. Both instantaneous and cumulative ice cover were tested as a metric
for describing daily and monthly ice conditions.
CFDD
CFDD is calculated by equation 1.3, where thawing degree days are taken
into account. An alternative to this is also tested in computing daily CFDD,
where equation 1.3 is calculated only on days when air temperature is below
the freezing temperature of the Caspian.
period
In relating CFDD, mean air temperatures and ice conditions, Assel et al
(1996) calculates the metrics when ice cover is at its annual maximum,
whereas Su et al (2012) does not have a specific time period over which
they relate daily ice area to CFDD. Computation of daily empirical relation-
ships are therefore trialled over two different periods; from the first day of
freezing to when sea ice reaches its annual maximum, and from the first day
of freezing to when sea ice reaches 70% of its annual maximum.
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monthly ice
Assel et al (1996) relates ice cover at its annual maximum to winter mean
temperatures. Furthering this, ice cover at its monthly maximum is related
to monthly mean temperatures in this study. However, monthly mean ice
cover is trialled as an alternative in relating to monthly mean temperatures.
All combinations to these variations in metrics were tested when comput-
ing daily and monthly relationships, and the R2 for each combinations were
derived. Once the monthly empirical relationship R2 values were found, a
linear interpolation through the data points were used to obtain a thresh-
old temperature above which no sea ice presence is expected. Similarly for
the daily relationships, a linear fit through data points were used to obtain a
minimum CFDD that the Caspian must experience before sea ice is expected
to be present.
3.2.3 Projecting future ice conditions
Once the relationship between ice and temperature conditions for every
month was found, the change in monthly mean temperature under climate
change and the impact of this on sea ice in the Northern Caspian was ex-
plored. Future projections in monthly mean air temperatures for the North-
ern Caspian were obtained from the fifth phase of the Climate Model In-
tercomparioson Project (CMIP5) [Taylor et al., 2012], where an ensemble
of GCM simulations were carried out to obtain historical and future condi-
tions under different climate change scenarios. Future climate change sce-
narios were obtained by forcing the ensemble based on the four most plau-
sible changes throughout the 21st century concerning future emissions, pol-
icy change, technology development, economic and population growth [Moss
et al., 2010]. The four scenarios are high emissions (RCP8.5), mid-range
mitigation (RCP4.5), intermediate (RCP6) and peak-and-decay (RCP2.6),
where the ”representative concentration pathways (RCP)” are described by
the resulting radiative forcing in Wm2 in 2100 relative to pre-industrial con-
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ditions [Taylor et al., 2012]. Here, the high and mid-range emission climate
change scenarios for the Northern Caspian were examined, where RCP8.5
and RCP4.5 respectively contain 39 and 42 models in their ensemble. Future
projections in monthly mean temperatures for Tyuleniy Ostrov, Kaspiysky,
Fort Shevchenko and Atyrau were obtained.
Changes in future ice conditions were examined by obtaining the expected ice
cover for temperatures in 2100, by using the empirical relationship between
monthly ice cover and temperatures. In addition, the probability of a given
month being ice-free for 2100 conditions was determined by imposing inter-
annual variabilities in observed monthly mean temperatures to temperatures
in 2100. In doing so, it was assumed that the standard deviations of the
observed air temperatures do not vary in time, and that the inter-annual
variabilities follow a Gaussian distribution.
3.3 Results
Here the empirical relationship between observed ice conditions and temper-
atures are examined. The climatology of these are first highlighted.
3.3.1 Climatology
Figure 3.1 shows the climatological average from 1978 to 2009 of SSM/I
fractional ice cover on 15 November, 1 December, 1 January, 1 February, 15
March and 1 April.
According to historical observations [Kouraev et al., 2004], November expe-
riences ice formation along the north-eastern part of the basin starting in
the middle of the month, followed by a gradual spread to the west reaching
the Volga delta by the end of November. In December, ice covers areas with
a depth less than 5m. January sees further development of ice cover to re-
gions with 7 to 10m depths. Mid- to late-March sees ice decay starting in
open and shallow areas in the western part of the basin. By April the last
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ice residing over the Ural furrow disappears. The SSM/I observations show
that the spread in sea ice cover and their timings are in line with historical
observations.
Figure 3.2 further highlights this spread in ice by quantifying the climato-
logical mean of the number of days ice was present at a particular grid point
between November and April, from 1978 to 2009. There are no pre-existing
gridded datasets available for this. However, historical observations show
that ice is present for 132 days at the mouth of the Ural river[Kouraev et al.,
2004], 135 days at the eastern edge of the Volga delta, 122 days at the west-
ern edge of the Volga delta, 96 days near Tyuleniy Island, and 107 days
near Kulaly Island. Quantitative comparisons of the SSM/I observations to
these values are not possible as they are not gridded. However, the SSM/I
values appear to consistently be approximately 20 days less than historical
observations. This also suggests that the spatial variation in the number of
ice-covered days in the SSM/I observations are in line with historical obser-
vations.
The December to February mean of station index temperatures for every
year between 1978 and 2009 were calculated to obtain its inter-annual mean
and standard deviation. If the DJF mean of the station index temperature
of a particular year was above one standard deviation of the inter-annual
mean, that year was considered to be mild. Similarly, if it was below one
standard deviation of the inter-annual mean, that year was considered to
have a severe winter. By this definition, 1984, 1987, 1993, 2002 and 2007
were considered to have a severe winter, whereas 1980, 1998, 1999, 2003 and
2006 were thought to have a mild winter.
Figure 3.3 shows the climatology of monthly mean temperatures at different
stations from 1978 to 2009, in addition to a map of the mean sea ice concen-
tration for every grid cell when ice extent was at its annual maximum. These
were computed under severe, moderate and mild winter conditions. There
was approximately 5◦C differences in February temperatures at the Northern-
most station, Atyrau, between severe, moderate and mild winter conditions.
For the southernmost stations, Tyuleniy Ostrov and Fort Shevchenko, this
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Figure 3.1: Climatological mean of sea ice concentration as percentage cover
of grid cell in the SSM/I dataset between 1978 and 2009, on 15 November, 1
December, 1 January, 1 February, 15 March and 1 April.
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Figure 3.2: Annual climatology of number of days that sea ice is present on
a particular grid cell in the SSM/I dataset, between 1978 and 2009.
difference was less, at approximately 3◦C between severe, moderate and mild
winter conditions.
Temperature differences between severe, moderate and mild winter condi-
tions appear to correspond to differences in ice conditions over the Northern
Caspian. The southernmost extent that sea ice reaches for different winter
severities is in agreement with those in historical observations [Kouraev et al.,
2004]. Maximum ice extent under moderate and severe winter conditions are
respectively 14% and 17% more than that under mild winter conditions. For
ice area, moderate and severe winter conditions were 13% and 51% more
than in mild winter conditions, respectively. In terms of the mean sea ice
concentration over ice-covered points when extent is at its annual maximum,
these were -1% and +28% compared to those in mild winter conditions,
respectively. This apparent correspondence in winter temperature and ice
conditions for different winter severities suggest that previous studies relat-
ing these two in the Great Lakes and Bohai Sea would likely be applicable
to the Caspian.
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Figure 3.3: Monthly mean climatology of 2m temperatures at Atyrau, Fort
Shevchenko, Kaspiysky, Tyuleniy Ostrov and station index temperatures for
severe, moderate and mild winters, with the mean of the sea ice concentra-
tions as a percentage coverage at each grid point when ice extent is at its
annual maximum for corresponding winter severities.
57
3.3.2 Empirical analysis
The daily and monthly relationships between ice and temperature condi-
tions from 1978 to 2009 were calculated using all combinations of the various
metrics.
The daily relationship with the combination of metrics that gave the best
R2 is shown in Figure 3.4a, where for each year between 1978 and 2009, the
daily evolution in cumulative area against CFDD under freezing conditions
for station index temperatures are calculated from the first day of freezing to
when ice area was at its annual maximum. R2 for each year plotted ranged
from 0.81 to 0.99, with a mean of 0.97. The monthly relationship with the
combination of metrics giving the best R2 is shown in Figure 3.5a, where
the cumulative ice area over a given month was plotted against the monthly
mean station index temperature. The R2 for every month from November to
March were 0.72, 0.79, 0.63, 0.77 and 0.83.
Figure 3.4 highlights how the daily relationship changes due to metric selec-
tion. Each of the metrics chosen to give the highest R2 are changed one at a
time to illustrate the changes. Figure 3.4b is when CFDD was calculated us-
ing temperatures at Tyuleniy Ostrov. Figure 3.4c is when ice area was used
as opposed to ice extent. Figure 3.4d is when instantaneous ice area was cal-
culated as opposed to cumulative ice area. Figure 3.4e is when CFDD was
calculated by taking into account of thawing degree days as opposed to cal-
culating it explicitly under freezing conditions. Figure 3.4f is when the daily
relationship was computed from the first day of freezing to when ice area
reaches 70% of its annual maximum. The mean of the R2 for each observed
year when replacing one of the metrics used to compute the daily relation-
ships are summarised in Table 3.1. Changing the station used to compute
the CFDD lead to minimal differences in the daily relationship (R2 = 0.96
to R2 = 0.97). Similarly, selecting between ice area, extent and mean sea ice
concentration resulted in little difference in the daily relationship (R2 = 0.96
to R2 = 0.97). In selecting between instantaneous and cumulative ice cover
to describe ice conditions, the use of instantaneous ice cover appears to result
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in a non-linear relationship between ice and temperature conditions. While
there may be a relationship, it is not clear what its fit should be, as well as
resulting in a higher spread in the points plotted within each observed year
compared to when cumulative ice cover is used. Similarly, including thawing
degree days in the computation of CFDD resulted in more deviations (R2
= 0.81) to the highly linear relationship achieved when computing CFDD
under freezing conditions (R2 = 0.97). In selecting the period over which
daily relationships are computed, computing from the first day of freezing
until when ice cover is at its annual maximum resulted in slightly better cor-
relations compared to when it was computed from the first day of freezing
to when ice cover is 70% of its annual maximum (R2 = 0.97 and R2 = 0.94,
respectively).
Similarly, changes to the monthly relationship due to selecting different met-
rics are summarised in Table 3.1, where the mean of the R2 for every month
is shown when changing one metric at a time from the combination of met-
rics that gave the highest R2. Figure 3.5 breaks this down further for every
month when ice cover is present. The best R2 was obtained when the cumu-
lative area over a given month was compared against the monthly mean of
the station index temperature, shown in Figure 3.5a. Figure 3.5b summarises
the R2 when temperatures from different stations were used to calculate the
monthly relationship. Figure 3.5c show the R2 when ice area and mean sea ice
concentrations were used to calculate the monthly relationship, as opposed
to ice area. Figure 3.5d shows the R2 of the monthly relationship when they
were calculated using both instantaneous and cumulative ice cover. Finally,
Figure 3.5e shows the R2 for when mean and maximum cumulative ice area
for every month were used to calculate the monthly relationship. There are
differences of up to approximately 0.6 for the R2 when selecting different
stations for calculating the monthly mean temperatures, where the use of
station index temperatures generally resulted in the highest correlations. In
selecting different metrics for ice cover, accumulation of ice cover and com-
puting them up until they reach its monthly maximum or taking its monthly
mean, changing the metrics from ones that gave the highest R2 resulted in a
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general reduction in R2 of approximately up to 0.15, from Table 3.1.
The empirical analyses showed that the highest R2 values in the daily rela-
tionship were found when the daily evolution in cumulative area was com-
pared against CFDD under freezing conditions for station index temperatures
calculated from the first day of freezing to when ice area was at its annual
maximum. For the monthly relationship, the highest R2 values were ob-
tained when the cumulative area over a given month was compared against
the monthly mean of the station index temperature. The high R2 for both
daily and monthly relationships between ice and temperature conditions over
the Northern Caspian suggests a linear relationship for both cases. A linear
interpolation through the curves for every year gives a minimum CFDD that
the Northern Caspian has to experience before ice formation takes place, the
mean of which was 3.6◦C, with a standard deviation of 11.2◦C. Similarly,
a linear fit through each month gives a threshold station index tempera-
ture that the Northern Caspian has to reach for ice to be present. For each
month from November to March, these were found to be 8.2±0.3◦C, 5.5±
0.3◦C, 9.5±1.0 ◦C, 9.3±0.6 ◦C and 7.7±0.4 ◦C.
3.3.3 Future projections
Monthly maximum ice area was found to correlate to monthly means of
station index temperatures with an average R2 of 0.75 over each month
from November to March. Projected station index temperatures for the
RCP8.5 and RCP4.5 scenarios were therefore calculated by taking the aver-
age of the temperature projections at Atyrau, Fort Shevchenko, Kaspiysky
and Tyuleniy Ostrov for both scenarios. The surface temperatures at each
station were found by linearly interpolating between those at neighbouring
grid points in the CMIP5 models.
The ten year running mean of the projected station index temperatures for
both the scenarios were calculated for every month from November to March.
These were compared against the observed monthly mean station index tem-
peratures. Both the RCP8.5 and RCP4.5 scenarios were found to have a
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Figure 3.4: Daily relationship between ice and temperature conditions. The
different colours represent this for each winter observed. 3.4a is the relation-
ship that gives the best R2. Other subfigures show the daily relationship
when the corresponding metrics are altered one at a time. These are de-
scribed in detail in section 3.3.2, paragraph 3.
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Figure 3.5: Monthly relationship between ice and temperature conditions
using the combination of metrics that gave the highest R2 is shown in Figure
3.5a. The different colours represent different months observed. Refer to
section 3.3.2 paragraph 4 for subfigure description.
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daily correlation
station
metric IND KAS ATY TO FS
R2 0.97 0.97 0.97 0.97 0.96
ice cover
metric Σ area Σ extent Σ SIC
R2 0.97 0.97 0.96
summation
metric Σ non-Σ
R2 0.97 0.64
cfdd
metric freezing thawing
R2 0.97 0.81
period
metric max 0.7max
R2 0.97 0.94
monthly correlation
station
metric IND KAS TO ATY FS
R2 0.75 0.71 0.68 0.67 0.60
ice cover
metric Σ area Σ extent Σ SIC
R2 0.75 0.70 0.60
summation
metric Σ non-Σ
R2 0.75 0.62
monthly ice
metric max mean
R2 0.75 0.63
Table 3.1: R2 of daily and monthly relationships for when the combination
of metrics used to calculate them that gave the best R2 were altered one
at a time, as outlined in section 3.2.2. The labels are consistent with the
description in 3.2.2.
positive temperature bias over the period where station observations were
available for November through to March. Figure 3.6 shows how CMIP5
temperatures compare to observations for December, as an example.
The CMIP5 projections in station index temperatures were adjusted for this
bias by calculating the difference between its mean temperatures over 1978
to 2009, to the mean temperature over the same period for the observations.
This difference was calculated for November, December, January, February
and March temperature projections. These difference were then subtracted
from the CMIP5 temperature projections for the corresponding months.
The monthly projections in station index temperatures for the RCP8.5 and
RCP4.5 scenarios after this bias correction are shown in Figure 3.7.
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Figure 3.6: 10-year running mean of CMIP5 projections for December mean
2m station index temperatures under RCP8.5 and RCP4.5 scenarios. Bias
is visible between model projections and observed 2m station index temper-
atures.
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Figure 3.7: Bias corrected 10-year running mean of CMIP5 projections for
station index temperatures under different RCP scenarios. Different colours
represent projections for different months.
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Figure 3.8 shows the ten-year running mean of the projected ensemble mean
station index temperatures for RCP8.5, along with the projection of each of
the ensemble members, and how they compare to the threshold temperatures
derived in Section 3.3.2 where no sea ice cover is expected for that particular
month. Each of the ensemble members have been adjusted for their bias
to temperature observations between 1978 and 2009. The ensemble mean
projections are compared to the critical temperatures and its uncertainties
to derive the expected changes in ice cover under 2100 conditions, as well as
upper and lower bounds to this change. The percentage of ice-free months
and the change in average ice area in 2100 relative to the period 1978 to 2009
are summarised in Table 3.2.
month base [%] 2100 [%] change in ΣA [%]
RCP8.5 min likely max min likely max min likely max
NOV 28 34 40 86 89 92 -100 -100 -100
DEC 10 12 15 41 46 51 -90 -95 -100
JAN 0 0 0 0 0 0 -41 -41 -42
FEB 0 0 0 0 0 1 -41 -41 -42
MAR 3 4 5 44 51 57 -94 -100 -100
RCP4.5 min likely max min likely max min likely max
NOV 28 34 40 31 37 43 -68 -76 -83
DEC 10 12 15 13 16 19 -51 -51 -52
JAN 0 0 0 0 0 0 -23 -26 -29
FEB 0 0 0 0 0 0 -21 -25 -28
MAR 3 4 5 13 17 21 -51 -54 -56
Table 3.2: Estimated changes in sea ice under 2100 conditions relative to
1978-2009 (base) period for a given month, for the RCP8.5 and RCP4.5
scenarios. The second column is the probability that a given month may
be ice-free over the base period. The third column is the same but under
2100 conditions. The fourth column is the change in the expected cumulative
area during a given month under 2100 conditions relative to the base period.
Each column shows the estimated change in ice condition, with associated
minimum and maximum values to this estimate.
For the high-emission scenario, November is 89% likely to be ice-free under
2100 conditions, as well as December and March being ice-free with around
50% chance. Although January and February are not likely to be ice-free, the
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Figure 3.8: Bias corrected 10-year running mean in CMIP5 projections of sta-
tion index temperatures under the RCP8.5 scenario for every month between
November and March (black, with thin black lines showing uncertainties of
this). Each of the blue lines are the projections from each ensemble member.
The empirically derived critical temperature required for ice presence for ev-
ery month is shown in the thick red line, with its uncertainties outlined by
the thinner red lines.
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expected cumulative ice area in those months are about 40% less compared
to the base period. Similar changes in ice conditions are expected under the
midrange emission scenario, however to a lesser degree compared to the high
emission scenario.
3.4 Discussion
The seasonality of SSM/I observations of Caspian sea ice corresponds to
historical observations [Kouraev et al., 2004]. However, the ice cover in the
SSM/I observations appears to be underestimated than what is expected
from historical observations during the first and last months of ice presence.
This is likely due to SSM/I instruments struggling to detect young or thin
ice. Similarly, this is most likely contributing to the spatially consistent
underestimation of approximately 20 days in the number of total days a
particular location is covered in ice according to the SSM/I observations
compared to what has been observed historically.
Monthly and daily relationships computed using an index which is the mean
of the air temperatures from the four different stations were found to have
the highest correlations compared to any single station. The high correla-
tion obtained for the index suggests that averaging the air temperatures at
these stations is most representative of the Northern Caspian. The use of
cumulative, as opposed to instantaneous, ice cover resulted in better R2 by
approximately 0.3. Instantaneous ice cover appears to fluctuate significantly
on a daily to weekly time-scale (Figure 3.4d). However, accumulating instan-
taneous ice cover will necessarily result in a smoothing of this fluctuation.
In addition, it appears that instantaneous ice cover may have a non-linear
relationship to CFDD (Figure 3.4d), although it is unclear what this should
be. Both factors are likely to contribute to the higher R2 when using cumula-
tive ice cover compared to instantaneous ice cover. Although the non-linear
relationship between instantaneous ice cover and CFDD could theoretically
be used to determine the minimum CFDD, once known, it is likely that the
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use of cumulative ice cover will still give a better estimate of the minimum
CFDD as it has smaller fluctuations in response to CFDD. Computing the
daily relationship from the first day of freezing until the winter ice area max-
imum (R2 = 0.97) did not make a significant difference to when this was
computed until ice area reached 70% of its winter maximum (R2 = 0.94).
This is likely due to the smoothing that occurs due to the use of cumulative
ice cover resulting in a highly linear daily relationship, where the differences
to the period of computation is unlikely to significantly affect this. However,
computing the daily relationship until ice area is at its winter maximum may
yield minimum CFDD with lower uncertainties due to more data points be-
ing available through which to perform a linear fit. In terms of using ice
area, extent and mean sea ice concentration, it did not make a difference
to the R2 of the daily relationship, most likely due to the smoothing when
using cumulative ice cover. However, when computing the monthly relation-
ship the choice of the metric describing ice cover makes a larger difference
to its R2 of up to 0.15. This is most likely because the differences in ice
cover for different months are more likely to appear compared to a continu-
ous and longer period computed for the daily relationship. For the monthly
relationship, the ice area gives the highest R2, followed by extent and then
mean sea ice concentration. This may be because area gives a true measure
for the amount of ice cover compared to extent. For the mean sea ice con-
centration this is likely to under-perform both area and extent as there is a
larger seasonal disparity; for example, at the beginning and end of the ice
covered months, there may be similar ice cover in terms of area or extent,
although at the beginning of winter it is more likely that there would be on
average lower concentration ice and at the end more higher concentration
ice. For computing the monthly relationship, comparing the monthly mean
station index temperatures to the maximum cumulative ice area yielded bet-
ter R2 than the mean cumulative ice area. This may simply be because the
R2 computation is responding more to the larger variation in the maximum
cumulative ice area compared to that of the mean. For selecting different
definitions of CFDD, computing it just under freezing conditions results in
better R2 than when including thawing degree days. This may be because
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the smoothing of ice cover due to its summation is overwhelming the larger
fluctuations in CFDD obtained by including thawing degree days, compared
to when only computing CFDD under freezing conditions.
Good correlations were found in seasonal and daily relationships between air
temperature, CFDD and cumulative ice area. However, there may be sys-
tematic errors. SSM/I based products tend to inadvertently classify coastal
regions as ice covered due to land spillover effects [Cavalieri et al., 1999].
Cumulative ice area may therefore be overestimated in the analyses, espe-
cially near the beginning of the ice season. This suggests that, in reality, the
minimum CFDD may be higher compared to those derived here. Similarly,
the critical monthly mean temperatures may be lower in reality than those
derived.
Although observations show that temperatures are increasing at a rate of
4.5◦C per century, CMIP5 projections show accelerated future warming.
However, a loss of only 2.2x104km2 of maximal ice extent per century can
be inferred from observations. Simply extrapolating the current maximum
ice extent would not result in a significant change in ice conditions by 2100.
In contrast, the method of correlating air temperature with cumulative area
presented here can be thought of as a more robust method in projecting fu-
ture ice conditions. This would seem to be a good first approximation until
global climate models can fully resolve the Caspian sea ice behaviour. As
computing power increases, further work would be needed to establish the
robustness of the projection with fully coupled high resolution projections of
the area.
Daily correlations in cumulative ice area and CFDD for the Northern Caspian
appear to be comparable to those in other regions along similar latitudes as
the Northern Caspian. Although thawing degree days have been taken into
account in computing the CFDD in the Bohai Sea, the daily correlation be-
tween both ice area and CFDD evolution there are reported to be between
0.64 and 0.72 [Su et al., 2012], whereas here for the Northern Caspian it is
much better at 0.97. Comparison of results to Lake Erie, one of the Great
Lakes in North America, may also prove interesting especially as its depths
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are similar to that of the Northern Caspian. The mean depth of Lake Erie
is 19m, with winter ice formation starting in its West Basin where the mean
depth is 9m [Assel, 1991]. CFDDs there are also calculated by taking into ac-
count of thawing degree days. Comparison of Lake Erie ice charts to CFDD
reveal that a minimum CFDD of 27◦C is required before the onset of ice for-
mation [Assel, 1991], which is more than the minimum CFDD of 3.6±11.2◦C
for the Northern Caspian. However, given that the mean depth of the North-
ern Caspian being approximately 5m as opposed to 19m for Lake Erie, this
is consistent with the findings of Assel [1991] where depth was one of the
factors that scaled minimum CFDD required for ice formation. In addition,
future conditions in 2090 obtained from CGCM1 projections were used to
estimate that Lake Erie could be ice-free for 96% of winters by 2090 [Lofgren
et al., 2002]. This is similar to the inferred projections for the Caspian in
this study, which may also be largely ice-free by 2100.
Under climate change, November, December and March are likely to be ice-
free and the cumulative ice area may decrease by up to 40% in January
and February by 2100 conditions (Table3.2). However, it is likely for these
changes to be more amplified than those estimated, given the previously dis-
cussed systematic errors present in SSM/I observations. In addition, the
response of ice formation to temperature changes appear to be suppressed
in November compared to all other months, as this first month of ice-cover
requires more cooling of the sea compared to subsequent months before reach-
ing freezing point. As projected ice-free months increase, it is likely that this
will have a knock-on effect on subsequent months where sea ice formation is
further suppressed. This amplification effect is not included in the estimates
presented here.
3.5 Conclusion
Comparison of SSM/I ice cover to those of historical observations summarised
by Kouraev et al. [2004] showed agreement in its spatio-temporal charac-
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teristics. Heavy, medium and light ice cover were found to coincide with
severe, moderate and mild temperature conditions, respectively. This lead
to further examination of the relationships between air temperatures and ice
conditions in the Northern Caspian by using remote and in-situ observations.
Correlations between an index of air temperatures based on stations around
the Northern Caspian and cumulative area showed critical monthly mean
temperatures between 5.5 and 9.5◦C, and a minimum CFDD of 3.6±11.2◦C,
required for ice formation in the basin. These critical temperatures suggested
that the Northern Caspian may be largely ice-free by 2100, based on climate
projections of monthly mean air temperatures from multi-model ensembles.
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Chapter 4
Sensitivity of Ice Formation to
Various Parameters
4.1 Introduction
The previous chapter found that cumulative ice area and CFDD have a highly
linear relationship. The sensitivity of this relationship to changes in ice
albedo, compressive strength and sea level are examined here, using a regional
ocean-ice-atmosphere model of the Caspian. This work has been published
in Tamura-Wicks et al. [2015].
4.2 Method
A ROMS model forced by WRF over the Caspian Sea is used as a framework
for the sensitivity experiments.
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4.2.1 Sensitivity experiments
A range of values are chosen in carrying out the sensitivity experiments for
changes in ice albedo, compressive strength and sea level.
Sea ice conditions are known to be affected by its albedo. It is thought that
changes in surface albedo has a positive feedback on the air temperature
[Curry et al., 1995], and affects the sea ice coverage in return. Examination
of remote sensing data (MOD10A1 dataset [Hall et al., 2006]) revealed that
the albedo of bare ice, which is likely to be present during the first week when
ice is formed in the basin, was around 0.43. On the other hand, snow-covered
ice which is prevalent during mid-winter, has an albedo of approximately
0.80 [Farmer and Cook, 2013]. A uniform ice albedo of 0.43 and 0.80 were
therefore used in the sensitivity experiments to capture the entire range of
variabilities in ice albedo.
The advection of ice, and therefore its coverage, is partly determined by the
pressure within the ice and is related to the sea ice compressive strength
parameter through equation 4.1.
P = P ∗h e−C(1−A) (4.1)
where P is the internal ice pressure, h is the thickness of ice in metres, A is
the fractional coverage of sea ice (between 0 an 1) and P* (sea ice compres-
sive strength parameter), C are empirically determined constants [Hibler III,
1979]. The larger P* is, the more highly resistant the ice floe is to compres-
sion. P* is thought to vary with ice thickness, where P ∗ ∝ hn, and the
constant n remains one of the largest uncertainties (12 ≤ n ≤ 2) depending
on the type of floe convergence [Thomas and Dieckmann, 2008]. For a ho-
mogeneous ice sheet, n = 12 for buckling failure, n = 1 for crushing failure
and n = 2 under ice ridge formation. Due to its large uncertainty and depen-
dence on many factors, the value used to parameterise compressive strength
in models is often heuristic. It is not obvious what this value should be for
the Caspian Sea, however a P* of 1000, 5000 and 27500Nm−2 were chosen
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for the sensitivity experiments based on values used in past model studies in
regions other than the Caspian [Hibler III and Walsh, 1982; Kreyscher et al.,
2000].
Changes in sea level could affect the amount of ice formation by changing
the heat capacity of the water-body. This has been the case for the increased
variability of ice formation in the neighbouring Aral Sea. As sea levels decline
in the Aral Sea, an earlier start in both ice formation and melt have been
observed, as well as a decrease in the length of the ice season and ice extent
[Kouraev et al., 2004]. As for the Caspian Sea, there have been significant
changes in its sea level during the 20th century alone - a rapid 1.7m drop in
sea level was observed in the 1930s, followed by a rise of 2.5m in the 1980s
[Arpe et al., 2000]. Although those fluctuations were on a decadal timescale,
sudden changes in Caspian Sea level on an annual or monthly time-scale
could also occur. This was evidenced by a Russian drought in 2010, which
resulted in a 50-70% decrease in water inflow to the Volga-Kama cascade
[Arpe et al., 2012]. A 2m decrease in Caspian Sea level is chosen for the
sensitivity experiment in line with the sea level changes observed during the
20th century.
Table 4.1 lists the model sensitivity experiments and their corresponding
values.
Experiment model sea ice
albedo [%]
compressive
strength [Nm−2]
Sea level relative
to datum [m]
Control 43 5000 0
Albedo 43 5000 0
80 5000 0
P* 43 1000 0
43 5000 0
43 27500 0
Sea level 43 5000 0
43 5000 -2
Table 4.1: Values used in the model sensitivity experiments for albedo, com-
pressive strength (P*) and sea level.
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4.3 Results
In order to examine any changes in the responsiveness of ice formation to
air temperature, the daily evolution of cumulative ice area and CFDD are
computed for each of the sensitivity experiments, as well as the maximum
annual ice extent achieved. The performance of the ocean-ice-atmosphere
model is first evaluated.
4.3.1 Model validation
Sea surface temperatures (SST) in ROMS over the Northern Caspian is com-
pared to two observational datasets; OSTIA [Stark et al., 2007] and REMSS
[Gentemann et al., 2004]. They have the highest spatial resolutions out of
all SST datasets available for the Caspian, with 6km for OSTIA and 9km
for REMSS, with both available daily. Figure 4.1 shows the monthly mean
SST bias of ROMS relative to OSTIA over the Northern Caspian, and Figure
4.2 is the same but for REMSS. The mean bias over the Northern Caspian
basin for the months leading up to ice cover are -0.1◦C for October and -
0.8◦C for November when compared against the OSTIA dataset. For the
REMSS dataset, these were -1.0◦C and -1.8◦C for October and November,
respectively.
The modelled ice cover over the Northern Caspian is compared against SSM/I
observations. The evolution of both ice extent and area over the three sim-
ulated years are shown in Figure 4.3. The modelled timing for ice formation
and melt lags those observed, when compared against both ice extent and
area. The model also produces less ice compared to observations. The three-
year mean of the annual maximum ice area is 38.2% less than observations,
and 6.5% less for that of ice extent. However, the model generally emulates
the observed sea ice behaviour throughout the ice-covered months. R2 values
for ice extent between the model control and observations were 0.23, 0.74 and
0.77 for 2006, 2007 and 2008, respectively. These were 0.22, 0.66 and 0.67
when comparing ice area.
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Figure 4.1: Mean SST bias of ROMS relative to those in the OSTIA dataset,
for October and November.
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Figure 4.2: Mean SST bias of ROMS relative to those in the REMSS dataset,
for October and November.
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Figure 4.3: Comparison of daily sea ice extent for the control model (blue)
and observations (red) in solid lines, and the same for sea ice area but with
dotted lines. a,b and c are for the winter of 2007, 2008 and 2009, respectively.
The spatial distribution of ice cover is evaluated by comparing the three-
year mean of the annual maximum ice extent for the model control and
observations (Figure 4.4). Both the amount and spatial distribution of ice
extent agree well between the model control and observations.
The daily evolution of cumulative ice area and CFDD in the model control
and observations are shown in Figure 4.5. The model generally appears to
under-simulate the amount of ice for a given CFDD. For example, at a CFDD
of 100◦C, the observed cumulative ice area is approximately a factor of two to
five times those modelled. Linear regression analysis of the observations show
that a minimum CFDD of 5.0±2.9, 2.0±4.5 and -0.6±1.5◦C were required
for the onset of freezing. These were found to be 6.5±0.6, 29.0±2.0 and
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Figure 4.4: Map of observed three-year mean sea ice extent at its winter
maxima. Areas covered in ice are denoted by white, land by brown and the
sea by blue. Similarly, modelled ice contours are displayed in red.
27.9±1.7◦C in the model control. The three-year mean minimum CFDD in
the control model was 21.1◦C and 2.1◦C for the observations. The general
behaviour in the development of ice cover in response to air temperature was
emulated by the model control, with R2 of 0.98, 0.99 and 0.89 between the
modelled and observed values for 2007, 2008 and 2009 respectively.
Figure 4.6 shows the observed maximum ice extent in the Northern Caspian
and station mean index temperatures during the ice-covered months (Novem-
ber to March). Both values in the model emulate those observed. The mod-
elled years also contain the extremes of the observed historical annual max-
imum ice extent. The modelled air temperatures are also contained within
the observed historical range.
4.3.2 Sensitivity Runs
Albedo
Figure 4.7 shows the daily evolution of cumulative ice area and CFDD for
different ice albedo. A linear fit through the curves for every simulated winter
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Figure 4.5: Daily evolution of cumulative ice area against CFDD for control
model (solid line) and observations (dashed line). The red, green and blue
lines are for the winters of 2007, 2008 and 2009, respectively.
gives a minimum CFDD required for the onset of ice formation for each year.
This is summarised in Table 4.2. There were no significant differences in the
minimum CFDD or the rate at which cumulative ice area evolved. Figure 4.8
shows the outline of the three-year mean of the annual maximum ice extent.
There were no significant differences in the large scale spatial distribution of
sea ice due to different albedos.
albedo 2007 2008 2009
0.43 (control) 6.2±0.6 29.0±2.0 27.9±1.7
0.80 6.9±0.6 31.0±2.1 30.0±1.8
Table 4.2: Minimum CFDD in ◦C for every simulated winter, for albedo
sensitivity experiment.
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Figure 4.6: Ice extent at its annual maximum (red) and station mean index
temperatures (blue), between November and March. Solid lines are those for
observations and crosses are those for the control model.
Compressive strength
The daily evolution of cumulative ice area and CFDD are shown in Figure
4.9. The minimum CFDD required for ice formation for every simulated
year were determined by performing a linear fit through the curves. The
results are in Table 4.3. There were no significant changes to the minimum
CFDD or the rate at which cumulative ice area developed in response to air
temperatures due to different ice compressive strengths. Figure 4.10 shows
the contour of the three-year mean of the annual maximum ice extent. No
significant differences were seen in the spatial distribution of ice.
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Figure 4.7: Daily correlations between cumulative ice area and CFDD for
different ice albedo.
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Figure 4.8: Map of three-year mean sea ice extent for when ice extents are at
their winter maximum for albedo of 0.43. Areas covered in ice are denoted
by white, land by brown and the sea by blue. Similarly, ice contours for ice
albedo of 0.80 are displayed in red.
compressive
strength [Nm−2]
2007 2008 2009
1000 6.2±0.6 29.0±2.0 28.1±1.8
5000 (control) 6.2±0.6 29.0±2.0 27.9±1.7
27500 6.7±0.6 29.4±2.0 28.0±1.7
Table 4.3: Minimum CFDD in ◦C for every simulated winter, for compressive
strength sensitivity experiment.
Sea level
Due to the shallow bathymetry of the Northern Caspian basin, a 2m drop in
sea level results in the coastline retreating significantly inwards. This means
that under the same atmospheric conditions, even if sea ice can form along the
coastal regions when sea level is at its datum, there will be no water available
to be frozen in the same location when sea level is 2m below datum. To ensure
a better analysis in quantifying the effect of sea level change on ice formation,
the region of interest when computing the daily evolutions in cumulative ice
area and CFDD for the sea level sensitivity experiments is modified. Instead
of analysing over the Northern Caspian as defined previously, the analysis is
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Figure 4.9: Daily correlations between cumulative ice area and CFDD for
different compressive strengths.
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Figure 4.10: Map of three-year mean sea ice extent for when ice extents are at
their winter maximum for compressive strength of 5000Nm−2. Areas covered
in ice are denoted by white, land by brown and the sea by blue. Similarly,
ice contours for when compressive strengths are at 1000 and 27500Nm−2 are
shown in green and red respectively.
carried out on the region confined within the retreated coastline when sea
level is 2m below datum and for latitudes above 44◦N. Figure 4.11 shows the
daily development in cumulative ice area and CFDD. Table 4.4 summarises
the minimum CFDD required for the onset of freezing when a linear fit is
performed through the curves for every simulated year. Fluctuations in sea
level modify the daily sensitivities of cumulative ice area to CFDD with some
significance. The onset of freezing is more easily brought about for shallower
waters. Figure 4.12 shows areas of different fractional ice coverage when sea
ice extent is at its annual maximum. Sea ice of more than 50% fractional
coverage is classified as closed ice [WMO, 1970]. Closed ice accounts for 53%
of the total ice extent at its winter maximum when sea level is at its datum,
but increases to 79% when sea level is reduced by 2m. Reducing the Caspian
sea level promotes sea ice formation with some significance; under the same
atmospheric conditions, less CFDD is required before the onset of freezing,
as well as increasing the production of higher concentration ice.
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Figure 4.11: Daily correlations between cumulative ice area and CFDD for
different sea levels.
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sea level [m] 2007 2008 2009
datum (control) 10.9±0.6 32.5±2.0 29.2±1.8
datum - 2 3.6±0.6 -4.6±0.9 13.4±0.6
Table 4.4: Minimum CFDD in ◦C for every simulated winter, for sea level
sensitivity experiment.
4.4 Discussion
Although the overall evolution of ice extent throughout the winter is rea-
sonably simulated, model validations show a lag in individual events of sea
ice formation and melt (Figure 4.3). This accounts for the low R2 of 0.23
between the control model and observations for ice extent evolution over the
winter of 2007, where there were successive events of extensive freezing and
melting throughout the season, whereas a higher R2 of 0.74 and 0.77 were
seen during the winters of 2008 and 2009, where there was largely a single
freezing event. The higher than observed minimum CFDD of 21.1◦C required
for ice formation in the model, as opposed to 2.1◦C according to observations,
is consistent with the model’s lag in ice formation.
Although the same bias where ice formation lags is also present in other
ROMS model studies, seasonal and inter-annual ice variabilities have been
successfully validated against observations [Budgell, 2005], indicating that
the ice physics is largely represented by ROMS. Although it is not possible
to quantitatively compare modelled ice thickness to those observed due to a
lack of gridded datasets, modelled ice thickness appears to grow to those com-
parable to local observations summarised in Kouraev et al [Kouraev et al.,
2004], which goes to some way in supporting the ice physics representation
of ROMS. Disparities in surface fluxes in WRF, and therefore the ROMS
forcings, could potentially contribute to the lag in modelled ice formation.
Maykut [Maykut, 1978] shows that differences in ice thickness in the cen-
tral Arctic results in large disparities in surface fluxes, which scales with
ocean-atmosphere temperature differences. Based on his calculations, any
variations in prescribed ice thickness in WRF would result in negligible dif-
ferences in surface fluxes, for the ocean-atmosphere temperature differences
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Figure 4.12: Map of three-year mean sea ice concentrations for when ice
extents are at their winter maxima. The maps are for when sea level is 2m
below datum (a) and when at its datum (b).
seen over the Northern Caspian. In addition, the daily evolution of CFDD
and cumulative area in the control model emulate those observed with high
correlations in the range of 0.89 to 0.99. This suggests that the behaviour
of sea ice evolution in response to CFDD is well modelled. Although the
observed cumulative area is approximately two to four times those modelled,
at 100◦C CFDD for example, this was contained to within a factor of two
when compared using cumulative extent. Using extent as a metric, as op-
posed to ice area, also resulted in better agreement between the model and
observations when comparing the temporal evolution of ice. The larger dis-
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crepancies when using ice area as a metric suggests that it amplifies any
model or observational deficiencies compared to when using ice extent. The
use of cumulative ice area in the sensitivity experiments would therefore re-
veal a larger signal if any of the variables contribute to these model biases.
The sensitivity experiments demonstrate that these biases are not easily re-
moved or likely to change the minimum CFDD, at least by the variables
tested here. Negligible differences in modelled and observed SSTs for the
months leading up to ice formation suggests that the bias in ice evolution is
dominated by model ice physics and atmospheric temperatures, as explored
by the sensitivity experiments. Taking this into account, along with the em-
ulation of model sea ice behaviour to observations in response to CFDD, the
outcomes of the sensitivity experiments are likely to remain valid despite the
bias present in the model. Only three years were simulated in the model
due to the computationally intensive nature of the sensitivity experiments.
However, the chosen years for the model sensitivities sample the extremes of
past maximal ice extent, and temperatures within the historical range (Fig-
ure 4.6). Given the reasonable replication of observed sea ice behaviour in
the control model, the simulated range of responses seen in the sensitivity
experiments are likely to be representative of the historical observations.
The CFDD and cumulative ice area were found not to be significantly mod-
ified by differences in model ice albedo. This is in contrast to the Arctic,
where analysis of its annual cycle shows that an increase in surface albedo
from approximately 50 to 80% corresponds to a surface temperature drop
of around 30◦C [Curry et al., 1995]. The key difference between the Arctic
and the Caspian is likely to be the size of the ice area, so that local cooling
feedbacks are overwhelmed by advection over the Caspian.
Ice compressive strength is also not a strong factor in determining the rela-
tionship between air temperature and sea ice. Some previous examples of the
values postulated for compressive strength include 500, 5000, 15000, 27500
and 30000 Nm−2 [Hibler III and Walsh, 1982; Kreyscher et al., 2000]. This
large range of possible values is thought to partly arise due to differences in
regional surface wind stress [Tremblay and Hakakian, 2006], and is unclear
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what the exact value should be for the Caspian. However, the exact value
may not matter as the differences in compressive strength, which in turn
varies ice coverage, only starts becoming significant in regions of more than
80 % fractional ice concentration [Leppa¨ranta, 2011]. The daily correlations
may be very weakly affected by differences in compressive strength given
that ice concentrations of more than 80% only accounts for about 21% of the
cumulative ice area in the Northern Caspian.
The modified sensitivity of cumulative ice area to air temperatures due to
fluctuating sea levels may be attributed to changes in Caspian water volume
and therefore its heat capacity. This has been the case for the increased sen-
sitivity of ice formation in the neighbouring Aral Sea due to sea level decline
[Kouraev et al., 2004]. For the Caspian, a reduction in sea level appears to
especially promote less heat content and enhanced closed ice formation. A
9m drop in Caspian Sea level may occur over the 21st century according to
AOGCM ensemble averages of hydrologic budget estimates, with the major-
ity of its model ensembles resulting in a 9±5m drop in sea level [Elguindi
and Giorgi, 2006]. This change may delay the projected trend of an ice-free
Caspian by 2100 for the high emission scenario in CMIP5, for locations within
the shallow Northern Caspian where water is present after the projected drop
in sea level.
4.5 Conclusion
The previous chapter found a highly linear empirical relationship between
the daily evolution of cumulative ice area and CFDD. Here the sensitivity
of this relationship due to differences in sea ice albedo, compressive strength
and sea level were examined in a regional ocean-ice-atmosphere model of the
Caspian. The model, which emulated observed sea ice conditions, showed
weak sensitivities of this relationship to differences in sea ice albedo and
compressive strength. The model sensitivity studies suggest that the infer-
ence of a future ice free Caspian derived in the previous chapter is robust in
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the sense that it is unlikely to be affected by changes or uncertainties in ice
albedo or compressive strength. However, less CFDD may be required for
the onset of freezing if sea level reduces, in addition to closed ice formation
being promoted. This may delay the projection of a largely ice-free Caspian.
It is also unlikely that differences in model parameterisations of ice albedo
and compressive strength contribute to the bias in modelled Caspian sea ice.
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Chapter 5
Sensitivity of the atmosphere
to Caspian sea ice
5.1 Introduction
The sensitivity of the regional atmosphere to Caspian sea ice conditions is
explored. Past studies investigating this include varying the ice cover in the
Arctic and marginal ice zones within an atmospheric model, and quantifying
any differences to the resulting climatology or extreme weather conditions
[Strey et al., 2010; Blu¨thgen et al., 2012; Honda et al., 1996; Porter et al.,
2012].
Similarly, the sensitivity of the atmosphere to Caspian sea ice was exam-
ined by simulating two different ice conditions within the WRF atmosphere
model. Output from runs with present day ice conditions and no ice cover
were both examined to identify any spatial or temporal differences to surface
atmospheric conditions.
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5.2 Method
In simulating the sensitivity of the atmosphere to Caspian sea ice within the
WRF atmosphere model, the same grid, forcing, time-period and schemes as
in the WRF model run in the previous chapter were used, but with modified
ice cover in the lower boundary. For the run with current ice conditions, sea
ice concentrations in the SSM/I dataset from 2006 to 2009 were interpolated
onto the WRF grids. For the run with no ice cover in the Caspian, fractional
ice cover within the Caspian basin was set to zero throughout the simulation,
but SSM/I sea ice concentration from 2006 to 2009 were kept for other ice
covered water-bodies within the model domain (Aral Sea, Baltic Sea, Sea of
Azov, Lake Balkhash and Urmia Lake).
The two model runs were compared from November to March of 2006, 2007
and 2008. Surface pressure, 2m humidity, 2m temperature, 10m wind speed,
precipitation, downward longwave and shortwave radiation were compared
between the two runs.
First, any spatial or temporal changes of the no ice run relative to the run
with present day ice conditions were examined, as it is likely to show any
effects on the atmosphere due to the projected future decline in ice cover.
For this, the difference in the DJF climatologies of the surface variables were
examined. T-tests were performed on the difference to highlight whether the
changes are statistically significant, at the 95 and 70% confidence levels.
In addition, the spatial mean of the differences over each of the three basins
in the Caspian are calculated daily from November to March. The separation
between the Northern Caspian and Middle Caspian was defined at 44◦N, and
at 40◦N for the Middle and Southern Caspian. A five-day running mean of
these time series were calculated to reduce noise in any potential signal, and
compared against ice area over the same period. This was repeated for ten
and fifteen day running means to compare the robustness of the signal.
Similarly, the differences in the DJF climatologies of the extremes of the
surface variables were examined. The extremes were defined by identifying
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the 10th and 90th percentiles of each variable. T-tests at the 95 and 70%
confidence levels were carried out to determine if differences were statistically
significant.
5.3 Results
5.3.1 Climatology
The differences between the WRF run without ice cover relative to the run
with ice cover over December, January and February (DJF) for different
surface variables are shown in Figures 5.1 and 5.2.
T-tests showed that 2m temperature and downward longwave radiation had
statistically significant changes over the Northern Caspian between the two
runs at the 95% confidence level. At the 70% confidence level, however, 2m
humidity, 2m temperature, precipitation, downward longwave radiation and
10m wind speed were found to have statistically significant changes over the
Northern Caspian.
Precipitation increased by 0.09mm/day, or by 11.5% in the Northern Caspian
when ice cover was removed in WRF (Figure 5.1c). In addition, a small
section in the Middle Caspian was found to have a statistically significant
decrease in precipitation when there is no ice cover. The Middle Caspian
basin as a whole experiences a decrease of 0.03mm/day, or by 1.1%. On
a more local scale, precipitation increased by up to 54% in the Northern
Caspian, and decreased by as much as 36% in the Middle Caspian.
Surface wind speeds increased in the Northern Caspian by 0.33ms−1, which
corresponds to a 4.7% increase to when the Caspian has present day ice
cover (Figure 5.2b). Within the Northern Caspian, the difference appears
to be larger towards the North-Eastern part of the basin, with wind speeds
increasing by up to 1.1ms−1 or 17.4% when ice cover was removed.
Surface humidity increased in the Northern Caspian when ice cover was re-
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moved, by 1.8×10−4kgkg−1 or 6.0%. As with wind speed, the difference was
larger towards the North-Eastern part of the basin. The maximum difference
within the basin was 3.7×10−4kgkg−1 or 15.1%.
Surface temperatures increased by 1.4◦C in the Northern Caspian. Again
the difference was larger towards the North-Eastern part of the basin, with
a maximum increase of 3.1◦C.
Downward longwave radiation increased by 5.5Wm−2 (1.7%) over the North-
ern Caspian on average. Depending on location within the Northern Caspian
basin, there was an increase of up to 12Wm−2.
Changes to surface pressure and downward shortwave radiations were min-
imal. The largest differences were seen over the Northern Caspian, where
surface pressure reduced by 29Pa (0.03%) and downward shortwave radia-
tion reduced by 1.6Wm−2 (2.6%).
Next, the five day running mean of spatially averaged daily differences be-
tween the two runs were examined. The timeline of the difference from
November through to March for each of the surface variables are shown in
Figures 5.3 and 5.4. The figures include the five-day running mean for each of
the Northern, Middle and Southern Caspian, and includes ice area averaged
over the three simulated years.
The differences in surface humidity, air temperature, wind speed and down-
ward longwave radiation in the Northern Caspian appears to scale with ice
area. On the other hand, the differences in the Middle and Southern Caspian
for these variables appear to have no clear relation to ice area. There appears
to be no clear relation to ice area in any of the three basins for the spatially
averaged differences in downward shortwave, precipitation and surface pres-
sure.
In quantifying any potential relationships between the differences for each
variable and ice area over each basin, the differences during each five-day
period were correlated against the ice area during the corresponding period.
An example for air temperature is shown in Figure 5.5a. The R2 for these
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points were calculated for each basin, and summarised in Table 5.1. The
same calculations were repeated by examining ten and fifteen day running
means of the spatially averaged differences from November through to March.
The differences in surface humidity, temperature, downward longwave radi-
ation and wind speeds in the Northern Caspian consistently had R2 larger
than 0.5, regardless of the time-period over which the differences and ice
area were calculated. The relation of these to ice area are shown in Figure
5.5. The R2 for these were 0.89, 0.89, 0.65 and 0.67 respectively, when five
day running means were calculated. R2 for all variables in the Middle and
Southern Caspian were less than 0.5.
variable Northern
Caspian
Middle Caspian Southern
Caspian
Surface pressure 0.24 (0.39) [0.52] 0.07 (0.13) [0.20] 0.00 (0.00) [0.00]
2m humidity 0.89 (0.93) [0.94] 0.03 (0.05) [0.09] 0.06 (0.12) [0.17]
2m temperature 0.89 (0.91) [0.92] 0.25 (0.33) [0.39] 0.00 (0.01)[0.03]
10m wind speed 0.67 (0.78) [0.83] 0.10 (0.20) [0.26] 0.12 (0.21) [0.27]
precipitation 0.19 (0.29) [0.33] 0.04 (0.07) [0.07] 0.08 (0.14) [0.17]
downward long-
wave
0.65 (0.73) [0.76] 0.01 (0.00) [0.00] 0.01 (0.02) [0.01]
downward short-
wave
0.24 (0.36) [0.40] 0.03 (0.04) [0.03] 0.04 (0.05) [0.05]
Table 5.1: R2 when correlating daily ice area and daily differences in the
spatial mean of surface variables over each basin, between the WRF run with
and without Caspian ice cover. The values without brackets are for when ice
area and surface variables are smoothed using a 5-day running mean, and
the same but for 10- and 15-day running means for those in parentheses and
square brackets, respectively.
Due to the high R2 values, a linear relationship between the differences and
ice area can be assumed in the Northern Caspian for surface humidity, tem-
perature, downward longwave and wind speeds. In Chapter 3, Table 3.2
showed the expected reduction in cumulative ice area for each month under
2100 conditions for the high emission scenario. As a reduction in cumulative
ice area necessarily results in the same amount of reduction in mean ice area,
this can be used to estimate the differences between current and 2100 ice
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conditions for every month. These are summarised in Table 5.2.
variable NOV DEC JAN FEB MAR
2m hu-
midity
[10−5
kg/kg]
4.3±0.1
(3.3±0.4)
11.7±0.8
(6.3±0.2)
10.9±0.4
(6.9±0.9)
10.4±0.4
(6.3±11.0)
11.5±0.8
(6.2±0.4)
2m tem-
perature
[◦C]
0.3±0.0
(0.3±0.03)
0.9±0.06
(0.5±0.02)
0.9±0.03
(0.5±0.07)
0.8±0.03
(0.5±0.09)
0.9±0.07
(0.5±0.03)
downward
longwave
[Wm−2]
1.2±0.0
(0.9±0.1)
3.4±0.3
(1.8±0.1)
3.2±0.2
(2.0±0.3)
3.0±0.2
(1.8±0.3)
3.3±0.3
(1.8±0.2)
10m wind
speed
[ms−1]
0.1±0.00
(0.1±0.01)
0.2±0.02
(0.1±0.01)
0.2±0.01
(0.1±0.02)
0.2±0.01
(0.1±0.02)
0.2±0.02
(0.1±0.01)
Table 5.2: Estimated mean bias of 2100 conditions relative to current con-
ditions over the Northern Caspian under RCP8.5 scenario. Estimates for
RCP4.5 scenarios are included in brackets.
5.3.2 Extremes
Following spatio-temporal analyses of the climatology, the changes to the ex-
tremes of the surface variables were also quantified. Similar analyses to those
for the climatology were carried out on the extremes, which were defined by
calculating the 10th and 90th percentiles of the runs with and without ice
cover.
The difference of the 10th and 90th percentiles of the run without ice cover
relative to the simulation with ice cover were calculated over DJF of the three
simulated years. These are shown in Figures 5.6, 5.7 and 5.8.
T-tests at the 70% significance level did not show areas of significant dif-
ferences in the extremes of the two runs, in any of the surface variables.
However, spatially consistent differences of a sizeable magnitude were visible
in some of the figures.
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Figure 5.1: DJF differences in surface pressure [Pa], humidity [kg/kg], pre-
cipitation [mm/day] and downward shortwave [Wm−2] in WRF run without
Northern Caspian ice cover relative to WRF run with ice cover. Thin black
lines outline waterbodies, whereas thick black lines outline DJF mean ice
cover. Areas of 70% confidence levels are stippled with grey dots.
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Figure 5.2: DJF differences in downward longwave [Wm−2], surface wind
speed [m/s] and temperature [◦C] in WRF run without Northern Caspian
ice cover relative to WRF run with ice cover. Differences in wind direction
are denoted by vectors. Thin black lines outline waterbodies, whereas thick
black lines outline DJF mean ice cover. Areas of 70% confidence levels are
stippled with grey dots.
99
1NOV 1DEC 1JAN 1FEB 1MAR 1APR
−200
−150
−100
−50
0
50
100
dif
fe
re
nc
e
0
1
2
3
4
5
6
x 104
ice
 a
re
a 
[km
2 ]
(a) Surface pressure
1NOV 1DEC 1JAN 1FEB 1MAR 1APR
−5
0
5
x 10−4
dif
fe
re
nc
e
0
5
10
x 104
ice
 a
re
a 
[km
2 ]
(b) 2m humidity
1NOV 1DEC 1JAN 1FEB 1MAR 1APR
−1
0
1
dif
fe
re
nc
e
0
5
10
x 104
ice
 a
re
a 
[km
2 ]
(c) precipitation
1NOV 1DEC 1JAN 1FEB 1MAR 1APR
−15
−10
−5
0
5
10
15
dif
fe
re
nc
e
0
1
2
3
4
5
6
x 104
ice
 a
re
a 
[km
2 ]
(d) downward shortwave
Figure 5.3: Timeseries of five-day running mean in DJF climatology of dif-
ferences in surface pressure [Pa], humidity [kg/kg], precipitation [mm/day]
and downward shortwave [Wm−2] in WRF run without Northern Caspian ice
cover relative to WRF run with ice cover. The blue, green and red lines show
the spatially averaged differences over the Northern, Middle and Southern
Caspian, respectively. The light blue line shows the ice area in the Northern
Caspian.
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Figure 5.4: Timeseries of five-day running mean in DJF climatology of differ-
ences in downward longwave [Wm−2], surface wind speed [m/s] and temper-
ature [◦C] in WRF run without Northern Caspian ice cover relative to WRF
run with ice cover. The blue, green and red lines show the spatially averaged
differences over the Northern, Middle and Southern Caspian, respectively.
The light blue line shows the ice area in the Northern Caspian.
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Figure 5.5: Five-day running mean in DJF climatology of differences in sur-
face temperature [◦C], humidity [km/km], wind speed [m/s] and downward
longwave [Wm−2] in WRF run without Northern Caspian ice cover relative to
WRF run with ice cover, against ice area in the Northern Caspian. The blue,
green and red dots denote the spatially average difference over the Northern,
Middle and Southern Caspian, respectively.
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More than 5% change were obtained in the extremes of 2m humidity, 10m
wind speed and precipitation.
The 10th percentile of the humidity shows a clearly localised increase of
4.1×10−4kgkg−1, or 24.0%, over the Northern Caspian basin when ice cover
was removed in WRF. The differences appear to scale with location, with
the north-eastern part of the basin showing the largest differences. The
maximum change within the Northern Caspian basin was 8.3×10−4kgkg−1, or
an increase of 66.9%. For the 90th percentile, differences were negligible with
a 0.2% decrease in the humidity over the Northern Caspian basin. Differences
over the other basins were similarly negligible for both the 10th and 90th
percentiles.
The 10th percentile of the surface wind speed increased by 0.40ms−1, or
12.8% over the Northern Caspian basin. The largest change there appeared
to scale with location, as with humidity. The maximum change within the
basin was a 1.2ms−1 increase, which is equivalent to 40.8%, when ice cover
was removed. For the 90th percentile, the wind speed increased minimally
by 0.21ms−1 or 1.9% over the Northern Caspian basin. Differences over the
Middle and Southern basins were similarly negligible for both the 10th and
90th percentiles.
Precipitation at the 90th percentile increased by 0.4mm/day, equivalent to
22.3%, over the Northern Caspian, with a 1.3mm/day, or 74.2%, maximum
increase. There was a 0.2mm/day decrease (-7.4%) over the Middle Caspian,
where the maximum decrease was 22.7%. In the Southern Caspian, there
was a minimal 0.3% decrease over the basin. However, maximum increases
of up to 8.6mm/day (36%) and decreases of up to 4.2mm/day (41%) were
seen locally, along the southern coast. No differences were found for the 10th
percentile.
In addition, surface temperatures showed clear differences over the Northern
Caspian basin at the 10th percentile. When ice cover was removed in WRF,
the basin was on average 4.1◦C warmer compared to the run without ice
cover. The differences appeared to scale with location, as with humidity
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and wind speeds, with larger differences towards the north-eastern section of
the basin. The maximum difference within the basin was 8.1◦C. These were
0.2 and 0.4◦C over the Middle and Southern Caspian, respectively. For the
90th percentile, the differences were minimal at 0.2, 0.1 and 0.1◦C over the
Northern, Middle and Southern Caspian basins, respectively.
5.4 Discussion
Removing Caspian ice cover in WRF resulted in a more humid, warm, windy
and rainy winter climate over the Northern Caspian compared to what can
be expected under present day ice conditions. These are likely due to a direct
effect where removal of ice cover results in increased moisture and heat flux
from the Caspian Sea to the atmosphere. More moisture being available to be
rained out results in an indirect effect of increased precipitation. Faster winds
will become more prevalent as the roughness length of water is less than that
of ice (0.001 for ice and 0.0001 for water in WRF). This is consistent with the
outcome of similar model studies in other regions. Winter conditions in the
Caspian, such as the incident shortwave radiation and surface temperatures,
are similar to that of the Arctic September to October conditions [Maykut,
1978]. Model studies on the effect of summer to autumn Arctic ice decline on
the atmosphere [Strey et al., 2010; Porter et al., 2012; Blu¨thgen et al., 2012]
would therefore be suitable for comparison to that of the Caspian. Similarly,
other model studies looking at the effect of winter ice decline in the Sea of
Okhotsk would be a suitable comparison to the results here [Honda et al.,
1996], as it is located at a similar latitude as that of the Northern Caspian.
DJF mean precipitation increased over the Northern Caspian by up to 0.5mm/day
and decreased in the Middle Caspian by as much as 0.8mm/day at the 70%
confidence level, when present day sea ice cover was removed in WRF. These
are comparable to mean October precipitation increases over the Arctic basin
of approximately 0.1 to 0.5 mm/day at the 90% confidence level, when out-
put from an ERA-Interim forced WRF model ran with ice cover during the
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Figure 5.6: DJF differences in the 10th and 90th percentiles of surface pres-
sure [Pa] and humidity [kg/kg] in WRF run without Northern Caspian ice
cover relative to WRF run with ice cover. Thin black lines outline waterbod-
ies, whereas thick black lines outline DJF mean ice cover.
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Figure 5.7: DJF differences in the 10th and 90th percentiles of surface tem-
perature [◦C] and wind speed [m/s] in WRF run without Northern Caspian
ice cover relative to WRF run with ice cover. Thin black lines outline water-
bodies, whereas thick black lines outline DJF mean ice cover.
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Figure 5.8: DJF differences in the 10th and 90th percentiles of downward
longwave [Wm−2], 90th percentile of downward shortwave [Wm−2] and the
90th percentile of precipitation [mm/day] in WRF run without Northern
Caspian ice cover relative to WRF run with ice cover. Thin black lines
outline waterbodies, whereas thick black lines outline DJF mean ice cover.
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satellite record minimum extent (2007) was compared to that ran with the
record high (1996). In some cases there was a decrease over selected areas
further afield such as East and West Siberia and the North Atlantic, by 0.2 to
0.7mm/day or so, consistent with the responses seen in the Middle Caspian,
attributed to changes in moisture gradient or atmospheric circulation [Porter
et al., 2012].
Wind speeds increased over the Northern Caspian by up to approximately
20% when ice cover was removed, but there are no other model studies quan-
tifying this effect against which this can be compared. The magnitude of
increase may vary for different months in reality, as surface roughness varies
with the type of ice present. While WRF has a constant roughness length set
for ice covered areas, ridged or hummocked ice could have higher roughness
lengths, which could equally reduce when these features smooth out and re-
tain melt ponds once melting commences. Wind speed increases earlier in the
winter may therefore be larger than 20%, and less when ice has experienced
significant melt later in the season.
DJF mean 2m humidity increased over the Northern Caspian by approxi-
mately 2×10−4kg/kg and up to roughly 4×10−4kg/kg depending on location,
when ice cover was removed. In comparison, the mean 2m specific humidity
in October and November increased by roughly 5×10−4kg/kg over the Arctic
according to simulations by Porter et al (2012).
DJF mean 2m temperatures increased by 1.4◦C over the Northern Caspian,
with a maximum increase of 3.1◦C within the basin depending on the loca-
tion, when ice cover was removed in WRF. Over the Arctic, an approximate
halving of the ice cover resulted in a 3 to 5◦C increase in mean September
and October 2m temperatures within WRF [Strey et al., 2010; Porter et al.,
2012] and ECHAM5 [Blu¨thgen et al., 2012]. Along a similar latitude as the
Caspian, however, varying the ice extent in the Sea of Okhotsk in a GCM re-
sulted in January and February surface temperature increases of up to 16◦C
when ice extent was reduced by a factor of six [Honda et al., 1996].
As compared above, the response of the surface variables of the Caspian
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when removing ice cover in WRF is comparable to those seen in other model
studies. However, the model studies in the Arctic and the Sea of Okhotsk
compare simulation results under light and heavy ice conditions, therefore,
larger differences can be expected if ice cover were to be completely removed
in those regions. Therefore, the magnitude of the response in surface variables
over the Caspian can be considered to be smaller compared to those in the
Arctic and Sea of Okhotsk.
The differences in 2m humidity, 2m temperatures, downward longwave ra-
diation and 10m winds within the Northern Caspian appeared to scale with
location, with the greatest difference coinciding with the part of the basin
containing ice of higher concentration, presumably as these are direct ef-
fects of reduced ice cover. As such, the differences scaled with ice area in
a temporal sense as well, as seen in Figures 5.2c, 5.1b, 5.2a, 5.2b. Mean
DJF precipitation showed an increase over the Northern Caspian at the 70%
confidence level, but did not show a temporal correlation to ice area. This
may be because, while removal of ice cover increases the available moisture
in the atmosphere to be rained out, it requires additional processes such as
convection for it to trigger precipitation.
Not only did the winter climatology over the Caspian change due to the re-
moval of ice cover, extreme cold events and dry conditions reduced over the
Northern Caspian by up to 8◦C, sometimes visibly extending into the Mid-
dle Caspian, likely to be the reduction of cold-air outbreaks. On the other
hand, changes to extremely warm or humid events were minimal. This may
be because the heat and moisture fluxes from the ocean to the atmosphere
would already be small for warm and humid conditions, and the modification
of the fluxes due to ice cover would be equally minimal. Extreme precipita-
tion and wind speed also intensified over the Northern Caspian. These may
have regional implications on industry; energy suppliers and oil rig strength
specifications may benefit from some revision.
While the t-test highlight areas of statistically significant differences in only a
handful of surface variables at the 95% confidence level, wide-spread patterns
in the differences were visible, suggesting them to be an actual signal as
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opposed to noise. Running the WRF model over more years, such as fifteen
years in the case of Porter et al (2012), may highlight more surface variables
to be different at a higher statistical significance than at the 70% confidence
level.
By the end of the 21st century, not only would the Northern Caspian be
largely ice-free as estimated in Chapter 3, but large parts of it may not have
water present due to a projected 9m drop in Caspian Sea level according to
AOGCM ensemble averages of hydrologic budget estimates, with the major-
ity of its model ensembles resulting in a 9±5m drop in sea level [Elguindi
and Giorgi, 2006]. Regional model studies have shown that a completely dry
Caspian results in up to 4◦C decrease in winter surface temperatures over the
Caspian basin, compared to if the Caspian Sea were present [Farley Nicholls
and Toumi, 2014]. From Chapter 4, a decline in sea level also resulted in
the formation of higher concentration ice. While the effect of the projected
reduction in ice cover on the atmosphere at a constant sea level has been
shown to result in a local warming of up to 3◦C, a combination of potential
drying and increased ice concentration due to future decrease in sea level
may well result in colder surface temperatures of 4◦C or more compared to
current conditions.
5.5 Conclusion
The sensitivity of the atmosphere to Caspian sea ice is quantified through
the use of a regional atmosphere model. Following the previous chapters
where Caspian sea ice was projected to become largely ice-free, a control
experiment with present day ice cover and another run with no ice cover
were simulated. Spatio-temporal analyses were carried out on the DJF cli-
matology and extremes of surface pressure, 2m humidity, 2m temperature,
precipitation, 10m wind speeds and downward longwave and shortwave ra-
diations, to quantify the changes for the ice-free run relative to the run with
ice cover. Any differences obtained were mostly localised to the Northern
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Caspian basin. Comparison of the December-January-February climatology
shows a 5 to 10% increase in precipitation, wind speeds and humidity, with
up to 3◦C increase in air temperature, over the Northern Caspian when ice
cover is removed. In addition, removal of ice cover results in an intensifica-
tion of extreme precipitation events and extreme wind speeds, as well as a
weakening in extreme cold air events.
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Chapter 6
Discussions and Conclusions
The Caspian Sea is the largest totally enclosed sea on Earth, and lies along
the southern-most boundary within the Northern Hemisphere where sea ice
forms. Ice cover is typically observed between November and March, how-
ever, the timing of its appearance and disappearance can vary by up to a
month. In addition, the maximum ice extent is highly variable. This vari-
ability of sea ice may be of interest in the longer term as it may act as an
early indicator of large-scale climate change, as well as being an area of inter-
est to various industries and vulnerable species. This thesis carried out the
first sensitivity study of Caspian sea ice, through both empirical and model
studies. The sensitivity of ice to air temperature, as well as factors modifying
this sensitivity were examined. In addition, the sensitivity of the atmosphere
to sea ice was investigated.
In Chapter 3, Caspian sea ice concentration from the SSM/I satellite passive
microwave data and surface daily air temperatures available from NCDC were
analysed from 1978 to 2009. Comparison of SSM/I observations to histori-
cal observations showed their spatial and temporal characteristics to agree.
Relationships between mean winter air temperatures, cumulative freezing
degree days (CFDD) and the sum of daily ice area (cumulative ice area)
were found for the first time for the Caspian. Mean monthly air tempera-
tures of less than 5.5 to 9.5◦C, and a minimum CFDD of 3.6-11.2◦C, were
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found necessary for ice formation in the Northern Caspian. However, there
may be systematic errors. SSM/I based products tend to inadvertently clas-
sify coastal regions as ice covered due to land spillover effects. Cumulative
ice area may therefore be overestimated in the analyses, especially near the
beginning of the ice season. This suggests that, in reality, the minimum
CFDD may be higher compared to those derived here. Similarly, the critical
monthly mean temperatures may be lower in reality than those derived. Fol-
lowing this, examination of climate projections from multi-model ensembles
(CMIP5) of monthly mean air temperatures suggested for the first time that
the Northern Caspian may be largely ice-free by 2100 for the highest emis-
sion scenario (RCP8.5), as well as the mid-range emission scenario (RCP4.5).
While November, December and March were estimated to become practically
ice-free by 2100 for the RCP8.5 scenario, ice cover in January and February
were projected to approximately halve. The method of correlating air tem-
perature with cumulative area presented here can be thought of as a good
first approximation in projecting future ice conditions until global climate
models can fully resolve the Caspian sea ice behaviour. As computing power
increases, further work would be needed to establish the robustness of the
projection with fully coupled high resolution projections of the area. While it
is a good first approximation, this method of projecting ice conditions based
on air temperatures may be validated by projecting back to a period prior
to 1978, depending on the availability of data.
In Chapter 4, a ROMS ocean model forced by an ERA-Interim forced WRF
atmosphere model of the Caspian region ran from 2006 to 2009 was used
to examine for the first time how changes in sea ice albedo, ice compres-
sive strength and sea level modified the sensitivity of Caspian sea ice to air
temperature found in Chapter 3. Minimum CFDD and the rate of growth
of ice cover showed weak sensitivities to varied sea ice albedo and compres-
sive strength. On the other hand, sea level decline was found to reduce the
minimum CFDD required for ice formation in the Caspian. This sensitivity
appeared to especially promote less heat content and enhanced closed ice
formation for reduced sea levels. A 9±5m drop in Caspian Sea level may
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occur over the 21st century according to AOGCM ensemble averages of hy-
drologic budget estimates. This change may delay the projected trend of an
ice-free Caspian by 2100 for the high emission scenario in CMIP5 derived
in Chapter 3. Although the models were only ran for three years due to its
computationally intensive nature, the chosen years for the model sensitivi-
ties sample the extremes of past maximal ice extent and temperatures within
the historical range, implying that the simulated range of responses seen in
the sensitivity experiments are likely to be representative of the historical
observations. Although biases were present in the model, the sensitivity ex-
periments demonstrate that these biases are not easily removed or likely to
change the minimum CFDD, at least by the variables tested in this thesis.
Negligible differences in modelled and observed SSTs for the months leading
up to ice formation suggests that the bias in ice evolution is dominated by
model ice physics, and may be improved in the future. Although there is
very limited data available at the moment, additional validation of the mod-
els (e.g. winds, currents, surface temperature) could help identify whether
the model bias are mostly arising from the thermodynamic or dynamic com-
ponents of the modelled ice physics. One possible consideration for the sea
level sensitivity experiment could be the characteristics of the mixed layer.
Its depth can be considered to be proportional to the effective heat capacity
of the water column. Although most of the Northern Caspian is probably
shallow enough for it to be contained within the mixed-layer depth, some of
the deeper regions towards the south of the Northern Caspian may not be.
For the deeper regions, the sea level sensitivity experiments may therefore
not be affecting its heat capacity. This aspect can be developed further by
checking the mixed-layer depths and vertical model mixing schemes, for ex-
ample. Furthermore, analysing the terms in Equation 1.5 over the months
where Caspian sea ice is present may provide further insight into what the
dominant processes are, which could be subjected to further sensitivity ex-
periments as was done in this chapter.
In Chapter 5, the sensitivity of the atmosphere to Caspian sea ice was quan-
tified for the first time through the use of an ERA-Interim forced WRF
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atmosphere model ran from 2006 to 2009. The regional atmosphere was sim-
ulated with SSM/I ice cover in its lower boundary from 2006 to 2009, with
an additional simulation where ice cover over the Caspian was removed to
emulate the projected ice-free trend under the high emission scenario derived
in Chapter 3. Comparison of the December-January-February climatology
showed a 5 to 10% increase in precipitation, 10m wind speeds and 2m hu-
midity, with up to 3◦C increase in 2m air temperature, over the Northern
Caspian when ice cover was removed. In addition, removal of ice cover re-
sulted in an intensification of extreme precipitation events and extreme wind
speeds, as well as a weakening in extreme cold air events. These findings may
be useful to certain industries in planning for future ice decline. While these
changes were also seen in similar model studies in the Arctic and the Sea of
Okhotsk, their magnitudes were either comparable in magnitude or less than
what was seen in those areas. More years of simulations may allow for the
changes to be highlighted as statistically significant at a higher confidence
level.
The findings above link together in that they provide a first insight into the
impact of climate change on the Caspian region. In a warming world, the
Caspian is projected to experience a significant decrease in ice cover by the
end of the 21st century. However, this reduction may be slowed down if
there is an accompanying decrease in sea level, as projected by Elguindi and
Giorgi [2006]. Whatever the amount of projected Caspian sea ice, model
experiments show that future reduction in ice cover will result in feedbacks
on the atmosphere, bringing about a more windy, humid, rainy and warmer
regional atmosphere compared to current conditions.
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