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Abstract
"There’s Plenty of Room at the Bottom.", the lecture by Prof. Richard Feynman on December,
29th, 1959 at Caltech, USA, describes the ﬁeld, which is "not quite the same as the others in
that it will not tell us much of fundamental physics but it is more like solid-state physics in
the sense that it might tell us much of great interest about the strange phenomena that occur in
complex situations." This simple inspiring idea has often been referred to as the ﬁrst "seed" of
one of the most promising interdisciplinary branches of science, nanoscience.
Nanoparticles (NPs), one of the primary building blocks for nanostructures and its application,
have been incidentally synthesized and used by ancient Romans when manufacturing beautiful
cups. Modern technology requires the synthesis of NPs to be precise for speciﬁc applica-
tion. The composition, structure, morphology and size are four parameters which dominate the
properties of NPs. How to develop a method which can control these parameters accurately
and precisely is an essential question for the researchers of nanoscience.
Among the wide range of existing synthesis methods, magnetron sputtering inert gas conden-
sation has been commonly used during recent years. The method allows simultaneous control
of composition, magnetron power, inert gas pressure, NP drift velocity, and aggregation zone
length. To achieve a reliable control of the fabricated NPs, it is essential to understand how the
nano-scale growth is inﬂuenced by these experimental conditions.
In this thesis, the growth mechanisms of Si, NiCr and Fe nanoparticles are studied using multi-
scale simulation methods. We investigate the effects of the macro-scaled experimental parame-
ters on the structural properties of nanoparticles. The work presented here is a step towards the
understanding of the growth process of NPs in inert gas condensation chambers and the precise
control of NP properties.
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Chapter 1
Introduction
Nanoparticles (NPs), by deﬁnition, are particles of any shape with dimensions in the 1 to 100
nm range [1]. As functional building blocks, NPs occupy a very important place in various
areas of nanoscience and biotechnology. NPs exhibit size-, shape-, composition- and structure-
dependent behavior which is different from the corresponding bulk materials. By tuning these
parameters, many properties, such as melting temperature, band gap (electronic structure), cat-
alytic, magnetic and optical properties, can by controlled to meet the requirements of speciﬁc
applications.
All these fascinating properties and applications of NPs rely on a simple fact: NPs have a very
high surface/volume ratio. The surface plays a dominant role in deﬁning their geometric and
electronic structures. As stated by Wolfgang Pauli in 1991, "God made the bulk; surfaces were
invented by the devil."[2] Surfaces have unique behavior not observed in the bulk materials,
such as faceting, relaxation and reconstruction. All these processes have been extensively
studied in a branch of materials physics, so-called surface science. In this thesis, we will focus
on NPs, a 3-D surface system, whose structures are usually determined by the symmetrical
facets, edges and vertices. This will be discussed in detail in Chapter 3, Section 3.1.
The research on NPs usually concerns two steps: synthesis and characterization. Characteriza-
tion methods often used in literature, include transmission electron microscopy (TEM), X-ray
photoelectron spectroscopy (XPS) and so on. Synthesis methods can be roughly classiﬁed
into two main approaches, chemical and physical, which are also referred to as liquid and gas
phase growth, respectively. The chemical approaches usually involve a solution, which con-
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2tains certain metallic ions (e.g., Ag+ and Fe2+) and a reducing solvent [3–5]. The reduced
metallic atoms slowly nucleate and condense into colloidal NPs. The physical methods [6–8]
use pulsed laser, ion sputtering or thermal evaporation to create supersaturated vapor of certain
species (e.g., metals and semiconductors). NPs nucleate and grow in the gas phase, and ﬁnally
are deposited on substrates. The physical paths will be discussed in detail in Chapter 3, Section
3.2.
The focus of this thesis are the theoretical and simulation issues in the nanoscience dealing
mostly with synthesis of NPs via the gas phase condensation. The interplay among experi-
ments, theory and simulations is very active. As stated by L. D. Marks in 1994, "small particle
structures cannot be understood purely from experimental data, and it is necessary to simul-
taneously use theoretical or other modeling.” [9] The simulation techniques frequently used
to study NPs are molecular dynamics (MD), kinetic Monte Carlo (KMC), Metropolis Monte
Carlo (MMC) and density functional theory (DFT). Each method has a suitable time span and
system size, which allows to focus on properties of interest. The detailed algorithm of each
method will be described in Chapter 4.
In the work presented in this thesis, we study two different formation modes which are "Freez-
ing of liquid nanodroplets" and "Solid-state growth" [10]. The former mode considers that the
NP grows in a liquid phase and solidiﬁes after its growth is completed. The ﬁnal structure
of the NP depends on the cooling process rather than the kinetics of the growth process. The
simulation is done by cooling a free-standing NP, from the melting point or beyond, to room
temperature. The temperature of NP is scaled either by conventional thermostats (publication
II) or surrounding gas atmosphere (publication I). The second model is suitable for relatively
low growth temperatures when the NP grows in solid phase. The ﬁnal structure of NP is de-
termined by the growth process. The simulation is done by adding atoms to a small initial NP
at constant temperature (publication III). There are other possible formation modes such as
collision and coalescence of NPs, but they are not discussed in this thesis.
Chapter 2
Purpose and Structure
The main purpose of this thesis is to provide a better understanding of the formation mechanism
of the NPs during the magnetron sputtering condensation in inert gas atmosphere. The MD,
MMC, KMC, FEM and analytical methods were used, since the studied processes such as
phase transition, surface segregation, surface diffusion and oxidation, occur on very different
time scales. In order to understand the full process of the growth of the NPs, one needs to
combine different methods at the same time.
This thesis is based on four publications; they are referred to by bold-face Roman numerals.
The structure of the thesis is as follows. In the following section, the four publications are sum-
marized and the author’s contribution is explained. Chapter 4 contains a general overview of
the main computational methods used in this thesis: the classical MD, the classical Metropolis
and kinetic Monte Carlo. Finally, in Chapter 5 the major results of this thesis are summarized
and discussed.
2.1 Summaries of the original publications
Publication I: Crystallization of silicon nanoclusters with inert gas temperature control
J. Zhao, V. Singh, P. Grammatikopoulos, C. Cassidy, K. Aranishi, M. Sowwan, K. Nordlund,
and F. Djurabekova, Physical Review B 91, 035419 (2015)
Reprinted with permission in the printed version of this thesis. Copyright 2015, American Physical Society.
We analyze the fundamental process of crystallization of silicon nanoclusters by
3
4means of molecular dynamics simulations, complemented by magnetron-sputter
inert gas condensation, which was used to synthesize polycrystalline silicon nan-
oclusters with good size control. Both the simulations and experiments show that
upon cooling down by an Ar gas thermal bath, initially liquid, free-standing Si
nanocluster can grow multiple crystal nuclei, which drive their transition into poly-
crystalline solid nanoclusters.
Publication II: Surface segregation in Chromium-doped NiCr alloy nanoparticles and its
effect on their magnetic behavior
M. Bohra, P. Grammatikopoulos, R. E. Diaz, V. Singh, J. Zhao, J.-F. Bobo, A. Kuronen, F.
Djurabekova, K. Nordlund, and M. Sowwan, Chemistry of Materials 27(9), pp 3216-3225
(2015)
Reprinted with permission in the printed version of this thesis. Copyright 2015, American Chemical Society.
In this study, we demonstrate the element-speciﬁc Cr segregation in Ni-rich NiCr
alloy nanoparticles and nanogranular ﬁlms grown by gas-phase synthesis meth-
ods. In situ annealing measurements (300–800 K), performed under vacuum using
aberration-corrected environmental transmission electron microscopy (E-TEM),
and vibrating sample magnetometry (VSM) revealed progressive Cr segregation
with annealing temperature and subsequent complete transformation into core–satellite
structures at 700 K. Simultaneously, atomistic computer simulations (molecular
dynamics (MD) and Metropolis Monte Carlo (MMC)) elucidated the resultant
structures, explaining the driving force behind the segregation energetically.
Publication III: Formation mechanism of Fe nanocubes by magnetron sputtering inert
gas condensation
J. Zhao, E. Baibuz, J. Vernieres, P. Grammatikopoulos, V. Jansson, M. Nagel, S. Steinhauer,
M. Sowwan, A. Kuronen, K. Nordlund and F. Djurabekova, ACS Nano 10(4), pp 4684–4694
(2016)
Reprinted with permission in the printed version of this thesis. Copyright 2016, American Chemical Society.
In this work, we study the formation mechanisms of iron nanoparticles (Fe NPs)
grown by magnetron sputtering inert gas condensation and emphasize the decisive
5kinetics effects that give rise speciﬁcally to cubic morphologies. Our experimen-
tal results, as well as computer simulations carried out by two different methods,
indicate that the cubic shape of Fe NPs is explained by basic differences in the
kinetic growth modes of {100} and {110} surfaces rather than surface formation
energetics. Both our experimental and theoretical investigations show that the ﬁnal
shape is deﬁned by the combination of the condensation temperature and the rate
of atomic deposition onto the growing nanocluster.
Publication IV: Chemoresistive gas sensors based on magnetron sputtered iron nanocubes
J. Vernieres, S. Steinhauer, J. Zhao, A. Chapelle, P. Menini, R. E. Diaz, K. Nordlund, F.
Djurabekova, P. Grammatikopoulos and M. Sowwan, ACS Nano Submitted
Preprinted with permission in the printed version of this thesis.
In this work, we demonstrate precise size and shape control during formation of
Fe nanocubes, introducing the ferromagnetic target thickness as a decisive experi-
mental parameter. We obtain a yield increase of one order of magnitude compared
to experiments using mass ﬁltration. This enables the fabrication of chemoresis-
tive gas sensor devices with excellent performance for NO2 detection down to 3
ppb, due to the nanoparticles’ speciﬁc hollow-nanocube morphologies. Our results
can lead to future large-scale production of nanosensors integrated with standard
microelectronic components.
2.2 Author’s contribution
The author carried out all the MD simulations for publications I and III, performed the analysis
of the results of those simulations and developed the analytical model. For publication II, the
author carried out the MMC simulations and performed atomic stress analysis of the results. For
publication IV, the author carried out the FEM and sputtering yield simulations, and developed
the analytical model of the growth of the nanoparticles.
The author wrote the corresponding part of the computational simulations and described the
analysis of the obtained results and participated in the discussion of all the results.
Chapter 3
Nanoparticle
3.1 Structure
In this section, we review the studies on the structure of NPs. As brieﬂy mentioned in Chapter
1, NPs have structural properties different from their bulk counterparts because of the large
fraction of surface atoms. This difference can be seen both in physical and chemical aspects.
In solid phase, the structure of NP can be deﬁned as amorphous, quasi-crystal, polycrystal and
single crystal. The most favored structure is the one with the minimal total energy. Although
the ground state is not always reached in the experiments (because of kinetic effects discussed
in Section 3.2), it is an ideal starting point to understand the physics in NP science.
The simplest structure of NPs is a spherical "ball" cut out of the bulk material. It is known that
a sphere has the minimum surface for a given volume, which should lead to the ground state
based on a simple equation:
Etot = V · Ebulk + A · γsurf (3.1)
whereEtot is the total potential energy,Ebulk is the cohesive energy per unit volume, γsurf is the
surface energy per unit area ,and V and A are volume and surface area of the NP, respectively.
With constant V , Ebulk and γsurf , Etot approaches the minimum value whenA is minimized for
a spherical shape. However, it is not always true, because usually γsurf is deﬁned by a speciﬁc
crystallographic direction of the facet. The crystallographic direction describes how close the
facet is packed and is described by a set of Miller indices h, k and l. To distinguish a surface
energy of each facet, a common notation γ(hkl) is used. The total surface energy of a faceted
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7NP can then be written as:
G =
∑
i
Gi =
∑
i
γiAi (3.2)
where the i subscript represents a certain surface facet of area Ai.
The minimum energy shape for a given volume is determined by the minimization of the sum
of the surface energies of all facets comprising the surface. The solution which is known as
’the Wulff construction’, was ﬁrst proposed by Wulff [11] in 1901 and later proven by Herring
[12] in 1953. The theorem states that the normal distance from a common center to any given
surface facet is proportional to the surface free energy of that facet, as presented in Figure 3.1.
Figure 3.1: Schematic diagram of the Wulff construction. (a) Cluster displaying three types of facets. (b)
Cross section of the cluster along the (110) plane.
Although the Wulff construction is the correct solution for large single crystal NPs, it does not
always works with much smaller ones. Because of the discrete nature of atoms, the surface
atoms do not have the identical free energy. The numbers of edge and vertex atoms with higher
free energy become signiﬁcant for small NPs. This will lead to a large deviation from the Wulff
construction. Moreover, the assumption of perfect single crystal NPs is not valid for small ones,
since internal stress will be induced in bulk to compensate the surface energy minimization.
This will lead to the fact that many polycrystalline or noncrystalline structures are found to be
the ground state of small NPs.
Here we show several typical examples of the ground states of small NPs [13]. Firstly, as shown
in Figure 3.2(a) and (b), for FCC metals, the single crystal NPs form octahedron and truncated
octahedron. The former one has eight close-packed (111) facets and the latter one has six more
8square (100) facets at the original vertices. These two structures have the minimal internal
stress, but relatively high surface/volume ratio, so they are usually seen in sufﬁciently large
NPs. For smaller NPs, noncrystalline structures such as icosahedron and decahedron turn out
to be more favorable. An icosahedron (Figure 3.2(c)) has 20 triangular distorted (111) facets. It
can be considered as 20 fcc tetrahedra sharing a common vertex at the center or a ’onion-liked’
sphere (with 1 atom at the center, 12 atoms in the second layer and so on). The whole structure
is compressed within shells and stretched between shells. Another structure, a decahedron, has
10 (111) facets (Figure 3.2(d)). It can be regarded as ﬁve FCC tetrahedra sharing a common
edge along the ﬁvefold axis. Since the angle between the sides of a perfect tetrahedron is about
70.53 degree, the tetrahedra are slightly distorted. The regular decahedron is far away from
a sphere, thus it has a higher surface/volume ratio. It can be improved by removing the ﬁve
edges which are normal to the ﬁvefold axis as shown in Figure 3.2(e). Even better solution
were found by Marks [9], a further truncation of the outermost edge atoms (Figure 3.2(f)).
Figure 3.2: Examples of the possible ground states of NPs. (a) octahedron; (b) truncated octadedron; (c)
Mackay icosahedron; (d) regular decahedra; (e) Inotruncated decahedra; (f) Marks truncated decahedra.
Each cluster is shown in two views.
Overall, the icosahedron and decahedron are both under internal stress, so they should be the
ground states only for small NPs. However, there are plenty of experimental reports showing
that both shapes icosahedron and decahegron can be seen for fairly large size NPs (up to 20
9nm) [14–17]. These observation clearly cannot be explained by energetics considerations, so
kinetics of growth process should be taken into account.
3.2 Growth
As brieﬂy mentioned in Chapter 1, the growth process of NPs was mainly studied in two models
depending on temperature. The ﬁrst one is the liquid-state growth model which means that the
NP remains in a liquid phase while growing. In this model, the ﬁnal structure of the NPs
do not depend on the kinetics of landing of the deposited atoms, but rather depends on the
cooling process afterwards. To simulate the process, the common way is to cool a certain
size NP from a temperature above melting point to the solidiﬁed temperature where no more
signiﬁcant diffusion process can occur. The cooling rate is usually in the range of 10 − 10−2
K/ns. The cooling can be done by applying a thermostat directly to the NP or only to the
atoms of the surrounding atmosphere. This will be discussed in detail in Section 4.2.3. The
essential process determining the ﬁnal structure of NPs is solidiﬁcation. For most metals, the
solidiﬁcation refer to the process that liquid metal atoms crystallize into poly-crystalline, single
crystalline phase or even rearrange into noncrystalline such as icosahedron and decahedron
structure. For semiconductors such as silicon and germanium, the ﬁnal structure can also be
totally in amorphous phase (see publication I). The size, material and cooling rate of the NPs
are the three key factors. Firstly, smaller NPs tend to end up in the most favorable structure
more easily, since less atoms are involved and the liquid phase may not be far away from the
ground state. Secondly, metals are very easy to crystallize. However, a semiconductor NP
needs to be cooled down very slowly to reach the crystalline phase. Finally, because NP is a
surface-abundant system, supercooling is commonly seen during the cooling process.
On the other hand, the second model is the solid-state growth model, as NPs grow at tempera-
ture well below the melting point. These simulations are originally done by adding atoms to a
small initial nucleus at constant temperature [18, 19]. The surface atoms should be allowed to
move freely to mimic the surface diffusion. The ﬁnal outcome is a trade-off between the atomic
deposition ﬂux and the movement of the surface atoms. It is a random process for gas-phase
atoms landing on a free-ﬂying cluster. After landing, the adatoms will be trapped in local po-
tential minima for relatively long time. The diffusion drives the system to the ground state in
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the end, but the time scale will reach the laboratory time scale at room temperature due to the
low mobility of the surface atoms.
Although the single-atom movement is relatively slow at low temperature, the solid-state tran-
sitions were seen in both experiments and simulations [20]. The previous researches on the
kinetic growth of fcc metals have show that it is possible to grow a large icosahedra NP from
a small decahedron seed, by creating an external incomplete icosahedral shell, and then letting
the symmetry propagate to the inner [21]. These experiments and simulations were done at
elevated temperature or under irradiation condition.
Chapter 4
Methods
4.1 Magnetron Sputtering
Among the many methods developed to produce NPs, magnetron sputtering is one of the gas-
phase condensation methods which are mainly used at the laboratory level for basic research
purpose. A high-vacuum magnetron-sputter inert-gas-phase NP source, as shown schematically
in Figure 4.1, has been developed by Mantis Deposition ltd. recently. The system has four
modules which are the cluster source and aggregation zone, shellcoater, quadrupole mass-ﬁlter
(QMF), and main deposition chamber labelled A, B, C, and D, respectively.
In module A, a water-cooled aggregation chamber with a 2-inch in diameter magnetron sputter-
ing target inside is used for vapor generation. The cluster source comprises a set of permanent
magnets, an inert gas source, a copper cathode and the target. Ar or Ar/He mixed gas is heated
up and ionized into the plasma. The Ar+ ions are accelerated by the electric bias between the
anode and the copper shield (the cathode), and bombard the target. The secondary electrons
are conﬁned by the magnetic ﬁeld and signiﬁcantly enhance the ionization of the Ar gas near
the target surface. This way, more energetic Ar+ ions bombard the target, generating super-
saturated vapor for cluster nuclei formation.
The vapor is cooled by collisions with inert gas atoms and blackbody radiation. At the initial
stage, the temperature of nuclei are initially beyond their melting points due to the bond forming
energy, referred as "liquid growth" stage. Further growth occurs by more sputtered atoms
landing on the nascent NPs, and subsequently by collisions and coalescence of the NPs. The
11
12
Figure 4.1: Schematic representation of a magnetron-sputter inert-gas condensation NP deposition system
from Ref. [22].
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temperature of NPs at this second stage is essential for the ﬁnal properties of NPs, as it can be
either "liquid growth" or "solid-state growth". After the NPs passing the source aperture, the
growth ﬁnishes due to the long distance between each NPs. The optional further growth can
be done in shell coater chamber (module B). Depending on the power of the coating source
and residence time, the NPs can grow into core-shell, core-satellite or Janus structure [23, 24].
After passing through a quadrupole mass ﬁlter (module C), the NPs softly land on suitable
substrate in the deposition chamber (module D). Embedded NPs can be achieved by applying
an additional bias on the substrate.
The ﬁnal outcome of the NPs is a result of thermodynamics and kinetics history during the ag-
gregation, inoculation and deposition. It is a nontrivial work to fully understand the NP-growth
mechanism in this system via computer simulation methods, since the existing experimental
tools may not be sufﬁcient to track atom motion in a multiphase system. Therefore, in this
thesis, we use molecular dynamics, Metropolis Monte Carlo and kinetic Monte Carlo methods
to study the atom-level growth mechanism of NPs.
4.2 Molecular Dynamics simulations
4.2.1 Basics
Molecular dynamics (MD) is a simulation method developed in the late 1950s by Alder and
Wainwright [25, 26]. The idea is to solve Newton’s equations of motion numerically for a
many-body system. A simpliﬁed description of the MD algorithm is shown in Figure 4.2. The
initial positions of the system ri(t0) should be given as an user input. The initial velocity of
each atom vi(t0) can be generated from the Maxwell distribution corresponding to the initial
temperature of the system. Then, all forces acting on each atom are calculated with a well
deﬁned interatomic potential V(r) (see Section 4.2.2). The positions and velocities will be up-
dated by integrating the equations of motion numerically over a small time stepΔt. Commonly
used integration algorithms are velocity Verlet [27] and Gear5 [28].
In addition, it is important to choose the appropriate timestep Δt. If Δt is too large, the to-
tal energy of the system is not conserved, which will lead to a nonphysical result. If Δt is
too small, the simulation become inefﬁcient, as the computational power is wasted for giving
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the same results as with the optimal timestep. In normal equilibrium state, 1-2 fs is usually
sufﬁciently small to achieve the energy conservation. In non-equilibrium simulations (e.g.,
irradiation cascade), a variable timestep is often used to maximize efﬁciency [29].
Figure 4.2: Basics steps of the MD algorithm.
The original MD is to simulate a system in micro-canonical ensemble (NVE). However, in real
experimental conditions, a system usually exchanges energy with the surrounding environment
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by changing temperature (T) and volume (V). If both T and V are kept as constants, the system
presents a canonical ensemble (NVT). If T and P (pressure) are kept as constants, the system
is in isothermal-isobaric ensemble (NPT). It is necessary to develop algorithms to mimic such
conditions. These additional algorithms are called thermostats for controlling T and barostats
for controlling V.
Two types of thermostats are used in this thesis. One simple and efﬁcient thermostat was
suggested by Berendsen et al. [30]. The temperature control is achieved by rescalling the
velocities of atoms every time step with the factor:
λ =
√
1 +
Δt
τT
(
T0
T (t)
− 1) (4.1)
where T0 is the desired temperature, τT is the time constant determining the scaling rate. The
system temperature T (t) will exponentially damp to the desired temperature:
T (t)
dt
=
T0 − T (t)
τT
(4.2)
The Berendsen thermostat appears reasonably accurate and effectively converges to the desired
temperature T0. However, one disadvantage is that it does not preserve a canonical ensem-
ble suppressing realistic (physical) temperature ﬂuctuations. Speciﬁcally for simulations of
nanoparticles in vacuum, the well-known ﬂying ice cube effect [31] leads to totally nonphysi-
cal artifacts, so other methods are more commonly used in this thesis.
In contrast to Berendsen thermostat, extended system methods treat the heat bath as an imagi-
nary reservoir which is coupled to the real system. One algorithm was originally introduced by
Nosé [32] and subsequently improved by Hoover [33]. In the approach of Nosé, an additional
generalized coordinate s, its conjugate momentum ps and am imaginary mass Q are assigned
to the heat bath. The Hamiltonian of the extended system is written as:
H = K +Ks + U + Us =
∑
i
p2i
2mis2
+ U(r) + p
2
s
2Q
+ gkBT ln(s) (4.3)
where g is the number of independent momentum degrees of freedom of the system. The
equations of motion of the real system is written as:
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vi = r˙i =
∂H
∂pi
=
pi
mis2
; p˙i = −
∂H
∂ri
= fi (4.4)
The Nosé-Hoover thermostat gives a correct canonical ensemble (NVT), but also needs a long
time for thermalization. In practice, a simulation often starts with the Berendsen thermostat
to reach the desired temperature and then uses the Nosé-Hoover thermostat to probe a right
canonical ensemble. Moreover, both methods can be applied either to the entire system, or just
at certain regions of the simulation cell.
Barostats are rarely used in the thesis, but should be mentioned brieﬂy. A similar scaling tech-
nique can be applied to control a pressure P in the system at the desired level P0 by changing
the system size and scaling the atomic coordinates in all three x, y, z dimensions simultane-
ously, or only along the selected directions. The scaling factor μ is deﬁned as:
μ = 3
√
1− βΔt
τP
(P0 − P ) (4.5)
where β = 1/Ebulk is the isothermal compressibility of the system, used solely to make the
time constant τP independent on the simulated material. This method has also been suggested
by Berendsen [30] and is therefore called the Berendsen pressure control. One should note
that, similar to Berendsen thermostat, Berendsen barostat does not yield the proper ensem-
ble. Extended system methods can be applied to pressure control, such as Andersen [34] and
Parrinello-Rahman [35] barostat.
The MD codes used for this thesis are mainly PARCAS [36, 37] and LAMMPS [38] .
4.2.2 Interatomic Potentials
The reliability of classical MD simulations depends crucially on the semi-empirical potentials
which are used to describe the interactions between atoms. A valid potential should repro-
duce several important physical properties of materials, e.g., lattice constant, Young’s modulus,
melting point, defect formation energies and the ground-state phase. For nanoparticle growth
in inert gas, a potential should work well for the equilibrium state over a wide range of temper-
atures. In this section, several commonly used potentials for semiconductors, pure metals and
metal alloys are introduced.
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Stillinger-Weber (SW) potential is a well established potential for semiconductors. It is ﬁrst de-
veloped for silicon [39] and later on, it was parameterized for germanium [40, 41] and gallium
nitride [42, 43]. The potential-energy function consists of a pair potential and an angular-
dependent potential, as follows:
f2(rij) =
⎧⎨
⎩ A(Br
−p
ij − r−qij )exp[(rij − a)−1] rij < a
0 rij ≥ a
(4.6)
f3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) + h(rki, rkj, θjki) (4.7)
where θjik is the angle between atom j and k at vertex atom i and function h has the following
form:
h(rij, rik, θjik) = λexp[γ(rij − a)−1 + γ(rik − a)−1]× (cos θjik + 1/3)2 (4.8)
The SW potential describes the crystalline, amorphous and liquid phases of silicon fairly well.
It has been used in publication I to compare with the Tersoff potential of silicon.
Tersoff potential [44, 45] gives the bond energy between atoms i and j as:
Vij = fC(rij)[fR(rij)− bijfA(rij)] (4.9)
where fR is a two-body term, bijfA(rij) is an angular-dependent term and fC is a cutoff func-
tion. It describes the silicon crystal structure quite well, but it is found to overestimate the
melting point of silicon signiﬁcantly.
Embedded-atom method (EAM) is extensively used for metals [46–48] and metal alloys [49–
51]. The basic format of the potential energy of an atom is written as:
Ei =
1
2
∑
i =j
φij(rij) + Fi(
∑
i =j
ρj(rij)) (4.10)
where φij is a pair-wise potential, ρj is the electron charge density from atom j at the location
of atom i, and Fi is an embedding function which represents the energy required to place atom
i into the electron cloud. The pair-potential term φ describes electrostatic contribution which
is usually short-ranged and repulsive. In the original EAM, the electron density ρ is a uniform
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function in all direction, but in the so-called modiﬁed EAM (MEAM) [52, 53], an angular
dependence of the electron density function is introduced to account for the local symmetries
in interatomic bonding. The embedding energy term F has various expressions derived from
different physical properties. For example, Sandia EAM potentials developed by Foiles et al.
[54] for FCC metals do not have an analytical form, but are given as a table of data points
ﬁtting to experimental data. Spline interpolation is used to evaluate the functions. Finnis-
Sinclair potential [55, 56] has simple function forms Fi(x) = −A
√
x and ρj(rij) = (rij − d)2
for rij  d.
In publication II, a recent EAM potential for Ni-Cr-Fe alloy [46] is used. A Finnis-Sinclair
potential developed by Mendelev et al. [57] for crystalline and liquid iron is used in publication
III and IV. More attention need to be paid to the magnetic properties of transition mental
elements, as Fe, Ni and Cr all exhibits interesting magnetic properties. In classic MD, the
magnetic properties are normally included implicitly, since the potentials are ﬁtted to cohesive
energies, elastic modules and so on, which include the magnetic contribution. The explicit
inclusion of magnetic moments should be calculated by the methods such as DFT and beyond,
but the size scale of such methods is limited and inapplicable to the large system in this thesis.
4.2.3 Simulation of nanoparticle growth by MD
The previous MD studies on the free-standing NPs was mainly done by NVE ensemble or
applying a thermostat at constant temperature. However, as discussed in Section 4.2.1, the al-
gorithm of the velocity rescalling method fails to reproduce the correct linear and angular mo-
mentum of NPs. On the other hand, extended system methods give the correct NVT ensemble,
but cannot distinguish the surface and bulk atoms in NPs. Therefore, for the study of nanoscale
processes of NPs, special attention must be paid to how the simulations are conducted. For ex-
ample, special thermo- and barostats are required to control the simulation conditions compared
to the conventional ones used to study the bulk materials.
In publication I and III, we simulated the cooling process of NPs via a inert gas temperature
control. A general setup of the simulations are shown in Figure 4.3. The pure NP in the liquid
phase was initially placed in the center of the simulation cell. The surrounding atmosphere
consisted of isolated Ar atoms, randomly distributed around the NP. The initial velocities of all
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atoms were generated in a Maxwell-Boltzmann distribution to ensure a desired initial tempera-
ture in all simulations. In a common situation, the linear and angular momentum of NP and Ar
gas is initially removed separately. The temperature of Ar atoms was constantly scaled to 300
K by thermostats, whence the temperature of the whole system was reduced via the thermal
bath of the Ar atmosphere. The whole system can be regarded as a canonical (NVT) ensemble
but far away from the equilibrium state. The cooling rate of the NP is determined by the colli-
sion rate between Ar atoms and NP surface. We can use an analytical equation to estimate the
cooling rate:
dTc(t)
dt
= (Tc(0)− Tg)nco(1− k
3nkB
)ncot ln(1− k
3nkB
) (4.11)
where nco is the collision rate, k is the energy exchange constant, n is the number of atoms in
the NP, Tg is the temperature of the inert gas and kB is the Boltzmann constant.
Figure 4.3: Typical setup of the MD simulation of the cooling process of NP with inert gas temperature
control. A NP (blue atoms) in Ar atmosphere (red atoms) with periodic boundary condition.
In solid-state growth simulation of NPs, due to the weak coupling between the inert gas temper-
ature control and the NP, one needs to use a very high ratio of Ar to NP atoms in the simulation
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to achieve sufﬁcient cooling. The reasonable ratio of the number of Ar to NP atoms is about
50 to 100, which will make the MD simulation extremely expensive due to the long simulation
time. To simulate the solid-state growth process of NPs, we need the other setup. Initially, a
spherical NP was placed in the center of the simulation cell. The ambient atmosphere consisted
of isolated Fe atoms. The Nosé-Hoover thermostat was applied to the atoms initially located
within the small spherical region at the center of the NP. The energy release duo to the depo-
sition of atoms is dissipated by the thermostat. The deposition rate was simulated by adding
a new NP atom. The advantage of this set up is that it can control the temperature of the NP
within a desired range without controlling the thermal evolution of the surface atoms directly.
By changing the side length of the simulation cell and the frequency of adding new atoms,
the deposition rate can be controlled. This approach can pinpoint the competitive processes
of thermal diffusion and deposition rate and is the purely computational analysis of the mech-
anism, without direct relevance to the experiment. Similarly, partial temperature control and
free-ﬂying atom deposition setup are used not only for simulation of the growth of a NP but
also for ﬂat surface deposition and nanowire growth simulation (see publication III).
4.3 Monte Carlo simulations
Monte Carlo method, named after a casino in Monaco, was invented by Stanislaw Ulam and
John von Neumann, while they were working on nuclear weapons projects at the Los Alamos
National Laboratory [58, 59]. It is a method which relies on repeated random sampling and
statistical analysis to compute the results. There is a wide range of simulation techniques based
on the Monte Carlo method. In this thesis, we introduce two commonly used methods for
atomistic simulations.
4.3.1 Metropolis Monte Carlo
Metropolis Monte Carlo (MMC) was developed in present form by Metropolis, Ulam and Neu-
mann during their study of neutron diffusion [60]. The method is applied for searching the
equilibrium state of a system. The algorithm starts from a random conﬁguration of the sys-
tem. Then a random new state is generated as a follow-up of the current state. The acceptance
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probability P of the new state is calculated as such:
P =
⎧⎨
⎩ 1 
1 < 
0exp(−(
1 − 
0)/kBT ) 
1 ≥ 
0 (4.12)
where 
0 and 
1 are the energies of the current and new states, respectively, T is the temperature
of the system and kB is the Boltzmann constant. Regardless of the starting point, the system
will generally converge to the equilibrium state at the end. Although it is also possible that
the system may be trapped in some local energy minima for a long time, this problem can
be overcome by slow cooling of the system from high temperature, by a so-called simulated
annealing method [61]. The MMC method is applied for searching the stable structure of NiCr
nanoparticles in publication II. The MMC method can give reliable results on equilibrium
properties, but it cannot be used to study the kinetic evolution of the system. Therefore, kinetic
MC method is developed to address the kinetic processes of the studied phenomena.
4.3.2 Atomic Kinetics Monte Carlo
The motivation of the kinetic Monte Carlo (KMC) method is to study the kinetics of slow
thermally-activated processes, since MD simulations can only be applied to the processes
within 1 μs. Unlike the MMC method where the transition probability depends on the dif-
ference of the states ΔE, the transition rate in KMC is based on the transition barrier Em
between the states, as shown in Figure 4.4. The transition rate is calculated by the Arrhenius
equation:
Γ = ν exp(
−Em
kBT
) (4.13)
where ν is the attempt frequency, which tells how often an attempt is made to exceed the barrier.
In atomic simulations, ν is usually assigned to the thermal vibration frequency of atoms, which
is about 1013 − 1014 Hz. We can also deﬁne the average time τ for a single event to happen
τ = 1/Γ. To introduce time into the system, the common way is known as the residence-time
algorithm [62], where the time advances at every MC step by the time interval Δt:
Δt = − log μ
Γ
(4.14)
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where μ is a uniform random number in the interval [0, 1], and Γ is the transition rate from Eq.
4.13. It gives a better description of the stochastic nature of the transition processes to include
the randomness in time.
Figure 4.4: Typical transition barrier in KMC
To predict the correct kinetics of the atomic system, it is essential to include all the possible
transition processes in simulations. However, the parameterization of a KMC code to describe
all processes can make the computational time unmanageable in this case. Approximations
have to be made to reduce the total amount of transition paths. For this purpose, in our group
the rigid-lattice KMC code, KIMOCS [63], was developed.
In this thesis, we used KIMOCS to simulate the surface evolution of iron surfaces. The result
is included in the publication III.
4.4 Finite Element Method
The ﬁnite element method (FEM) is a numerical technique for obtaining approximate solutions
to boundary-value problems of mathematical physics [64]. It was ﬁrst proposed in the 1940s
by Courant to solve problems of equilibrium and vibration [65]. Nowadays, the FEM has been
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recognized as a general method widely applicable to engineering and mathematical problems.
The fundamental idea is to construct the approximation of the solutions of the partial differential
equations (PDEs), based on different types of discretizations and boundary conditions. The
simplest approximation of a analytical function is a superposition of linear basis functions:
f ≈ μh =
∑
i
μiφi (4.15)
where f is the exact solutions of a PDE, μh is the numerical approximation, φi is the basis
functions and μi is the coefﬁcients of the functions. Figure 4.5 illustrates this principle for a
1D problem. In this case, there are 10 elements along the portion of the x-axis. We can notice
that the uniformly distributed elements, such as μ1φ1, give relatively bad approximation of the
original function, therefore, in real application, both the local discrete spacing intervals and the
basis functions can be chosen, depending on the problem of interest.
Figure 4.5: The function f = 3 sin(x) + x is approximated with the linear basis functions (dotted purple
lines).
In this thesis, we focus on the magnetostatic problem of the magnetron sputtering source. The
relevant law of physics is Maxwell’s equations. The ﬁeld intensity H and ﬂux density B must
obey:
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∇×H = J (4.16)
∇ · B = 0 (4.17)
where J is the electric current density. A constitutive relationship between B and H for each
material is:
B = μH (4.18)
where μ is the permeability. If a material is nonlinear, such as pure iron, μ is actually a function
of B:
μ =
B
H(B)
(4.19)
If we assume the Coulomb gauge, ∇ · A = 0, where A is the magnetic vector potential, by
deﬁnition, B = ∇× A, the Eq. 4.16 can be rewritten as:
∇× ( 1
μ(B)
∇× A) = J (4.20)
so that magnetostatic problem with a nonlinear B-H relationship can be solved.
In publication IV, the conﬁguration modeled by FEM is based on the commercial magnetron
source. The calculation was performed by using the FEMM software [66, 67]. The model
geometry and the triangle meshes are shown in Figure 4.6.
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Figure 4.6: Example of the model geometry and mesh.
Chapter 5
Atom-level growth mechanism of
nanoparticles
5.1 Formation of crystal Si nanoparticles
In publication I, we studied crystallization of silicon NPs in inert gas using the classical MD.
The main result from this work is presented here.
Unlike metals condensing through metallic bonds, the semiconductors such as silicon and ger-
manium form solid phase via direction-dependent covalent bonds. This lead to the fact that
during the solidiﬁcation, it is much more difﬁcult to reach the ordered (crystalline) phase for
semiconductors than for metals. The cooling rate needed to make high-quality single crystal
silicon is from 0.1 K to 100 K per minute [68], which is much lower than the one in the same
production process for iron and copper (100 K per minute or above). Recrystallization of bulk
silicon was studied by simulation methods to a large extent [69–73], while there is not so many
works on NP system.
To elucidate the crystallization process of a molten Si NP, we used MD simulation with in-
ert gas temperature control. The simulation setup followed the approach described in Section
4.2.3. Two well-established Si potentials, the Stillinger-Weber (SW) and Tersoff III (T-III) (see
Section 4.2.2) were used for Si-Si interaction. The interaction between Ar atoms was simu-
lated by the Lennard-Jones potential [74]. For Si-Ar interaction, we used the purely repulsive
Ziegler-Biersack-Littmark (ZBL) potential [75].
26
27
We plot a few exemplary cases in Figure 5.1. The cases are numbered to distinguish the differ-
ent simulations with the different distributions of initial thermal velocities. Three simulations
out of 14 cases showed the crystallization process. Unlike the glass-like phase transition which
has a smooth temperature evolution curve, the crystallization of the NPs results in a sharp in-
crease in the temperature evolution curve. We noticed that the simulation cases 3 and 6 are
different from the simulation case 11, as the temperature curve of the case 11 increases more
abruptly. The angle distribution analysis (fraction of Si atom in disordered environment in
Figure 5.1) and topological analysis (number of 6-Ring in Figure 5.1) also indicate that the
crystallization of Si NC in the case 11 is closer to a ’complete’ one. This difference was con-
ﬁrmed visually by comparing the ﬁnal structures of the four cases, as shown in Figure 5.2. The
case 11 exhibits a single crystal phase, while the case 3 and 6 have polycrystalline structure.
It is worth studying the dependence of the crystallization process on the NP size and the cooling
rate, so we simulated also larger Si clusters in the same manner. Similar results were seen in this
group of simulation: four simulations out of 11 cases were crystallized with 20 K/ns cooling
rate, while none of the 10 simulations showed crystallization with 30 K/ns cooling rate. Here
we emphasize the topological analysis of a polycrystalline case. As shown in Figure 5.3, three
separate crystallites were identiﬁed at the very early stage of the crystallization process. We
also notice that the nucleation sites have random shapes rather than spherical ones which is
usually the assumption in classical nucleation theory.
Further study was done on the sensitivity of the selected potentials. As discussed in Section
4.2.2, T-III potential has different parameterization from the SW potential, which gives a much
higher melting point. Detailed results and ﬁgures are shown in publication I. We obtained the
similar crystallization of a Si NP with 20 K/ns cooling rate. We compared the ratio of the
crystallization temperature Ttr to the bulk melting point Tm for both potentials, and found that
the ratio is about 0.7 and is independent of the potentials.
In this work, we also developed a primary analytical model to ﬁll the gap between the com-
putational simulations and the experiments. The model is used to estimate the temperature
evolution of the Si NPs during and after the growth. The model is written as:
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Figure 5.1: (From Publication I) Evolution of the temperature of the silicon NPs (top), the fraction of Si
atoms in a disordered environment (DE) (middle), and the number of primitive 6-fold rings (bottom).
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dT (t)
dt
= 1
3kBN(t)
(kπr2cvdρAr(TAr − T (t)) + 2πr2cvdρSiEco)
rc = (
3V0N(t)
4π
)1/3
N(t) = N0 +
∫ t
0
πr(t)2ρSivddt =
1
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(πvdρSi · (3V04π )2/3 · t+ 3N1/30 )3
(5.1)
where N(t) is the number of the atoms in the NP, rc is the radius of the NC, k is the energy
exchange constant, vd is the drift velocity of the NP, ρAr/Si is the number density of the Ar/Si
atoms in the gas phase, TAr is the temperature of the plasma,Eco is the released potential energy
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Figure 5.2: (From Publication I) MD snapshots of the ﬁnal structures of Si NPs: (i) amorphous in case 1;
(ii) and (iii) ploycrystalline in cases 3 and 6; (iv) single crystalline in case 11.
Figure 5.3: (From Publication I) MD snapshot taken from the early point of the crystallization. Topological
analysis reveals initial nucleation at the several positions of a 9-nm Si NP.
of the single Si atom coalescence and V0 is the average volume for a single Si atom. The
model describes a situation that a NP travels through an uniformly distributed Ar/Si plasma
region, and the temperature changes as a balance between the cooling by collisions with the
Ar atoms and the heating by deposition of the Si atoms. The solution of the model indicates
that the favorable conditions for crystallization is as follows: ﬁrstly, Si NPs should go through
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the hot plasma region to form a hot nanodroplet; secondly, this nanodroplet should be large
enough to achieve a relatively low cooling rate. Since a low cooling rate generally promotes
crystallization, the large nanodroplet has more chances to crystallize than the small one. The
same result can also be seen in the experiments in the publication I.
5.2 Surface segregation of NiCr nanoparticle
In publication II, we studied surface segregation of NiCr nanoalloy using the classical MD and
the MMC method. As discussed in Section 4.2 and 4.3.1, both canonical-ensemble (NVT) MD
and MMC simulations can bring atomic system to equilibrium state. The difference between
the two methods is that MD simulates the full dynamics of a real physical process while MMC
gives only ﬁnal result, but how exactly a given state of the system was reached, is beyond the
concern of MMC method. However, in some practical cases, such as simulation of slow diffu-
sion processes, the time limitation of MD hinders severally the application of this method. On
the other hand, MMC methods allow one to sample the ground state more efﬁciently, avoiding
costly calculations of dynamic interaction of all atoms. In this work, MD results were used as
a physical present of the surface segregation, while MMC results can be regarded as the very
end of the MD simulations.
As shown in Figure 5.4 (f, g, h), the experimental results indicates that upon annealing, the
Ni0.95Cr0.05 NP transforms into a structure of a Ni-rich core and a Cr-O shell. The driving
force behind can be both oxidation or surface-energy minimization. In this thesis, we tried
to understand which of two physical processes drives the surface segregation of Cr in NiCr
NPs. Common knowledge is that Cr is usually used in stainless steels to form a dense surface
chromium oxide layer to prevent further oxidation in bulk. This explanation, in principle, could
also be applied to a NP system. However, it was shown experimentally that surface segregation
was observed in oxygen-free environment [23, 76–79]. It is a nontrivial effort to see whether
surface segregation can occur in NiCr NPs.
To elucidate the segregation mechanism, we simulated the evolution of a 3-nm Ni0.95Cr0.05 NP
at 600 K for 200 ns. The interatomic potential utilized for this purpose was the EAM potential
recently developed by Bonny et al. [46]. Cr segregation is investigated through the evolution
of the average short-range order (SRO) parameter, as deﬁned by Cowley [80]:
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Figure 5.4: (From Publication II) STEM images of NiCr alloy NPs taken before (a) and after (b) annealing.
Electron energy loss spectroscopy (EELS) elemental maps for O K edge, Ni L3,2 edge and Cr L3,2 edge of
representative NPs taken before (c-e) and after (f-h) annealing at 823 K in vacuum show that the as-grown
NPs have a Ni-rich core with a Ni-Cr-O shell and the annealed ones have a Ni core and a Cr-O shell.
αi = 1− pxyz
χ
(5.2)
where pxyz is the probability that an atomic site with coordinates x, y and z, is occupied by
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an atom of the other species, and χ is the overall proportion of this atomic specie. The SRO
parameter is a value within the interval [0, 1]. It is obvious that when the system is randomly
distributed, a zero value of the average SRO parameter is expected.
As shown in Figure 5.5, the ﬁnal structure of the 3-nm Ni0.95Cr0.05 NP is a truncated tetrahedron
with the FCC lattice. We found that Cr atoms preferentially gather on vertex and edge sites.
Although Cr lattice is BCC by nature, such small islands of segregated Cr, which are embedded
in the FCC Ni matrix, cannot rearrange themselves into BCC lattice. We also calculated the
surface energy for species in FCC lattice and found that Cr low-index FCC surfaces would be
energetically expensive. This leads to the fact that it is more stable for Cr atoms to stay at less
close-packed facets.
Figure 5.5: (From Publication II) Initial and ﬁnal structures of a 3-nm Ni0.95Cr0.05 NP. After annealed at
600 K, the NP transfers into a truncated octahedron with low-index facets. Some Cr atoms (blue atoms in
(c)) segregate on the surface.
We also noticed that Cr atoms migrate very slowly at 600 K, so there is not clear tendency
of surface segregation. To overcome the limitation, we set the annealing temperature to 1200
K. As shown in Figure 5.6, the average SRO parameter and the total potential energy were
monitored during the 200 ns annealing. A clear tendency of Cr segregation is seen. However,
full segregation was not reached even at 1200 K simulation.
We further utilize MMC to search the ground state of the 7-nm Ni0.95Cr0.05 NP. The simulation
is set to calculate the potential enrgy of the NP at each MC step and switch the type of two
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Figure 5.6: (From Publication II) Evolution of the average SRO parameter (red curve) and the total poten-
tial energy (blue curve) of a 3-nm Ni0.95Cr0.05 NP at 1200 K
Ni and Cr atoms every 20 step. As shown in Figure 5.7(b), the initial state with randomly
distributed Cr atoms has relatively high potential energy. The ﬁnal state (Figure 5.7 (d)) with
the converged potential energy has a fully segregated Cr phase. One detail of the simulation is
that Cr atoms were ﬁrst exchanged to the surface and formed a core-shell like structure (Figure
5.7(c)). This intermediate state is very similar with the annealed structure in the experiments
and MD simulations. The reduction of the potential energy is also very abrupt during this
process. A test simulation showed that the potential energy drops 0.3 to 0.5 eV for a single Cr
atoms moving from bulk to surface.
Further analysis on the atomic potential energy and stress are shown in Figure 5.8. The seg-
regated FCC Cr phase has higher potential energy comparing to the Ni phase, but it is much
lower than the initially isolated Cr atoms. The reduction of the potential energy is correspond-
ing to the atomic stress relaxation. Cr atoms in BCC lattice have larger ﬁrst- and second-nearest
neighbour distance than they are in FCC lattice. The optimal numbers of bonds for BCC Cr is
8 and 6 with the ﬁrst and second nearest neighbours, so it is very energetically unfavorable for
Cr atoms to stay in FCC lattice. We have seen in a test simulation that Cr phase transitions into
BCC lattice with much higher Cr concentration in NiCr NPs.
After the Cr atoms switch to the surface, several separated Cr ’islands’ immediately formed.
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Figure 5.7: (From Publication II) (a) Evolution of potential energy of a 7-nm Ni0.95Cr0.05 NP at 600 K. (b)
Initial state of the NP with Cr atoms in blue and Ni atoms in red. (c) Intermediate state of the NP at 4000
MC step. (d) Final state of the NP.
Figure 5.8: (From Publication II) (a) Ni0.95Cr0.05 NP before and after phase segregation. (b) Color coding
of potential energy: the potential energies of Cr atoms reduce upon Cr segregation. (c) Color coding of
atomic stress tensor RR: Cr segregation also led to a substantial reduction of atomic stress.
However, it takes 25 times more iterations, at least, for these islands to combine into one.
In the real kinetic process where no simple swapping of atoms takes place, this will be even
more difﬁcult, since the mobility of the Cr island is very slow. In most cases, Ni-core-Cr-shell
structure will be the main outcomes obtained in experiments.
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5.3 Formation mechanism of Fe nanocube
From the two sections above (Section 5.1 and 5.2), we see that upon cooling and annealing,
NPs will drive themselves to the lowest energy state. The time scale depending on process and
temperature, can span from microseconds to days. The outcome does not have any trace of
the condensation history. In publication III, we show that the shape control of iron NP can be
achieved by controlling the condensation process in solid state.
Non-spherical NPs have been synthesized and studied in various environment [81–87]. As
discussed in Section 3.1, the surface minimization will lead to a spherical or roughly spherical
polyhedral shapes of NP. For BCC iron (Fe), this argument is valid as well. As shown in Figure
5.9, molecular statics results of ﬁve NP shapes with different sizes reveals that the rhombic
or truncated rhombic dodecahedron (RD and TRD in Figure 5.9, respectively) are the most
stable shapes of Fe NP. For BCC iron, the closest packed {110} facet has the lowest surface
energy [88, 89]. {100} facet has higher surface energy, but can truncate the NP into more
spherical shape. However, the cubic shape with six {100} surfaces are consistently the least
stable structure of all sizes.
Figure 5.9: (From Publication III) Average potential energy per atom of Fe NP as a function of NP size.
Five shapes shown on the right hand side are considered. The truncated rhombic dodecahedron (TRD) is
the most stable shape in the investigated range of NP size.
Further simulation on liquid-solid phase transition veriﬁed the stability of RD or TRD shapes.
As shown in Figure 5.10, by assuming a liquid NP during the early growth stage, we simulated
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the cooling process of a 13 nm Fe NP in an inert gas atmosphere. The approach is almost the
same as what is used in publication I. During the ﬁrst 45 ns, the Fe NP cools from 1800 K
down to the phase transition temperature at about 1000 K. At this point, an abrupt ﬁrst-order
phase transition occurs and the Fe NP crystallize to BCC lattice. Upon further cooling, the ﬁnal
structure of the NP is a TRD shape with 6 {100} and 12 {110} planes.
Figure 5.10: (From Publication III) (a) Evolution of temperature (top) and cooling rate (bottom) of an Fe
13 nm Fe NP. (b) The initial stage of the NP is in liquid phase. (c) After cooling down to 1100 K, the NP
solidiﬁed into a BCC lattice of TRD shape.
However, the experimental results from the magnetron sputtering source shows that at certain
gas ﬂow rate and dc power, the outcome of the Fe NPs can change from spherical shape to
cubic shape. It is clear that this observation can not be explained by the energy minimization,
so we further look at the kinetic effect from the deposition process.
By using the MD approach described in Section 4.2.3 and the KMC model KIMOCS, we sim-
ulated the solid-state growth of spherical Fe NPs. As shown in Figure 5.11, two temperatures
below the phase transition point were tested. Both MD and KMC methods give very similar
results. In the 1000 K (high T) case, the Fe NP grows into a TRD shape because of the inten-
sive surface diffusion, while in the 500 K (low T) case, the ﬁnal structure of the NP has a large
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fraction of {100} facets. Closer observation at the very early stage of growth indicates that at
low temperatures, the small nano-islands cumulatively grow in {110} direction and close up
the {110} facets eventually. This leads to the fact that the growth modes of {100} and {110}
facets may be essential to the ﬁnal shape of the Fe NP.
Figure 5.11: (From Publication III) Cross sections (left) and 3D images (right) of the ﬁnal Fe NPs obtained
in MD and KMC simulations of deposition process at 500 K (low T) and 1000 K (high T). The different
colors of the surface atoms represent the {100} (yellow), {110} (red) and other faceted surface (blue).
To investigate the growth modes speciﬁc to the {100} and {100} surfaces at different tem-
perature, we narrowed down the problem into a two-dimensional nanowire (NW). In these
simulations, we used two different deposition rates, which are labelled as high and low Rd in
Figure 5.12. The constant temperature control was only applied to the core atoms of the NW
as described in Section 4.2.3, while the temperature of the surface and deposited atoms was
allowed to evolve freely. Three initial temperatures, 500 K, 700 K and 1200 K, were chosen.
As shown in Figure 5.12, six ﬁnal cases can be regrouped into three pairs by the ﬁnal shapes
of NWs: square, truncated square and round shapes. It can be seen that at three temperatures
and two deposition rates, the growth model of the {100} facets is layer-by-layer growth mode,
while the {110} facets grow via the island growth mode at low temperature, and generally
switch to layer-by-layer growth at elevated temperature. Here, we also emphasize the effect of
the deposition rates. At 1200 K, the ﬁnal structures of NWs with high and low Rd are truncated
square and round shape, respectively. This fact indicates that the growth mode of {110} faces
is not only dependent on the temperature, but also the deposition rate.
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Figure 5.12: (From Publication III) Final shapes of Fe nanowire cross sections obtained by MD simulations
of deposition process with different deposition rates, Rd. High and low Rd correspond to introducing at
random a newly arriving surface atom every 100 and 1000 MD steps.
The self-diffusion barriers of Fe adatom on {100} and {110} facets reveal the atomic mech-
anism of the different surface growth modes. As illustrated in Figure 5.13, atoms landing on
{110} surfaces diffuse rapidly, and almost immediately form single-layer nano-islands, even
at low temperatures, due to low migration (∼ 0.27 eV) and relatively high detachment barri-
ers (∼ 0.58 to 1.0 eV). The newly deposited atoms, which land on top of the already existing
nano-islands, diffuse only within the latter, barely having an opportunity to climb down (in this
case, the Ehrlich-Schwoebel barrier is between 0.64 and 0.72 eV, depending on speciﬁc diffu-
sion pathway). At 500 K, the average time for the rapid diffusion of the Fe adatom on {110}
facet to happen is about 52.7 ps (τ = 1/ν exp(−Em/kBT ) with ν = 1013 Hz) and the one for
climbing down is 1.81 μs. The difference in the residence time needed for both transitions to
happen shows that the former is a way more frequent than the latter. This fact explains why
these islands are stable and grow in all dimensions until they ﬁnally take over the entire {110}
surface in accord with a Volmer-Weber-like (VW, island growth in Figure 5.13) mechanism.
On the other hand, growth on the {100} surfaces (as seen in the same NWs of Figure 5.12)
appears to be rather ﬂat. However, closer inspection shows limited nanoscale roughness on
the {100} facets as well. This is explained by the high atomic migration (Em ≥ 0.72 eV)
and Ehrlich-Schwoebel barriers (1.04 eV) that allow nano-islands to grow initially upwards.
However, since the sides of the growing nano-islands have preferentially {110} facets, after the
formation of about three layers only, the fast diffusion speciﬁc to {110} surfaces comes into
play, as shown in the top-middle atomic-scale schematic of Fig. 5.13. This prevents further
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upward growth of the nano-island and leads to its ﬂattening; thus the overall growth is dictated
by a Frank-van-der-Merwe-like (FM, layer-by-layer growth in Figure 5.13) mechanism. The
difference of barriers become insigniﬁcant at high temperature (1000 K or higher), however the
growth mode of the two facets are a trade-off between the atomic diffusion and deposition. For
example, at 1000 K, the average time for a single event with 1 eV barrier to happen is about
10 ns, however, if the deposition process is ﬁnished within this time span (as the case in MD
simulations), it will still lead to Volmer-Weber-like growth on the {110} facets.
Figure 5.13: (From Publication III) Schematic illustration of an initially faceted TRD NP growing into a
cubic shape via competing atomic deposition and surface diffusion mechanisms. The alternating light and
dark blue colors of the newly-deposited adatom layers imply temporal evolution. Nanoislands of {110} and
{100} sides are grown on {100} and {110} facets, respectively, as shown in the zoomed in areas. Different
growth modes – {110} facets grow via a Volmer-Weber-like mechanism and {100} facets via a Frank-van-
der-Merwe-like mechanism – lead to the different effective growth rates.
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We also performed the same simulation with the KMC model. To directly compare with the
experimental result, we mapped all the combinations of deposition rates and temperatures. The
pin-pointed map which we named a ’shape diagram’ is presented in Figure 5.14. The purple,
blue and red points are the KMC samples, and the yellow points are corresponding to the MD
results shown in Figure 5.12. There is a clear transition zone (blue points) between the cube
region (red points) and the spherical/TRD region (purple points). We give a quantitative anal-
ysis of the diagram, which, in the next section, will enable the construction of a full analytical
model that can be useful as a reference guide for future NP growth experiments.
The average residence time Δtr before a diffusional jump of a surface atom occurs at a given
temperature, T , can be deﬁned as the inverse of the diffusion transition rate given by the Boltz-
mann equation [90]:
Δtr = (γ0exp(−〈Em〉/kBT ))−1 (5.3)
Here γ0 is a prefactor which includes the number of available transitions and the attempt fre-
quency of a jumping atom, and kB and 〈Em〉 are the Boltzmann constant and the effective
migration barrier for an average diffusional jump of a surface atom, respectively. On the other
hand, we can estimate the time, Δtd, needed to cover the entire surface via the deposition.
Δtd =
Na
RdAhkl
(5.4)
Here, Rd is the deposition rate, whereas Ahkl is the area per unit cell with the corresponding
Miller indices (hkl) for the (100) or (110) surfaces. Na is the number of atoms, which is unity
if growth of a single atomic layer is considered.
If this time, Δtd, is shorter than the residence time between diffusion transitions, diffusion is
restricted, and both surfaces grow uniformly, inducing no change to the initial shape, which
remains spherical. By equalizing these two time periods, we can designate points in the Fe NP
shape diagram (see Figure 5.14) that correspond to ﬁnal shapes that are in-between of cubic
and spherical ones, as obtained by our MD and KMC simulations. The curve going through
these points constitutes a border separating the areas of clearly cubic and clearly spherical ﬁnal
shapes of the Fe NPs.
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Rd =
Na · γ0exp(−〈Em〉/kBT )
Ahkl
(5.5)
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Figure 5.14: (From Publication III) Comprehensive deposition rate–temperature diagram of ﬁnal Fe NP
shapes. Results were obtained by simulating Fe NWs by KMC. Square and circular markers indicate cubic
and spherical shapes, respectively. The yellow markers are MD results. The hexagonal shaped markers
stand for irregular shapes which fall in between cubic and spherical shapes. The dashed and dotted curves
are the exponential ﬁts to the KMC andMD results, respectively. The hatched area between two exponential
ﬁts indicates the uncertainty of the present simulations due to the use of different methods. However, the
two simulation methods converge at low deposition rates relevant to the experiment.
By substituting all pre-factors before the exponent with a single ﬁtting parameter γ = Na ·
γ0/Ahkl, we can ﬁt the two transition lines for KMC and MD data points, respectively. We note
that the curves ﬁtted to the MD and KMC results are described by similar, but not identical,
ﬁtting parameters. The most intriguing difference is in the 〈Em〉 value, which is higher for
the MD results and amounts to 0.94 ± 0.11 eV compared to 0.72 ± 0.04 eV for KMC. This
divergence stems from the contribution of diffusion barriers that cannot be predicted by KMC.
For instance, collective many-body or concerted jumps become possible on a {100} surface at
high temperatures. These barriers were estimated as 〈Em〉 ∼ 1.0 to 1.22 eV and only allow
jumps very rarely at low temperatures. However, the MD and KMC results nicely converge at
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low temperatures and low deposition rates; it is also worth noting that this is the regime relevant
to the experimental conditions of the magnetron sputtering inert gas condensation method.
With a further developed analytical model from the Eq. 5.1 discussed in Section 5.1, we try
to ﬁt the experimental data into the shape diagram. The new model considers a NP as a static
sphere in the gas phase. Ar and Fe atoms collide with the NP with thermal velocities. A
black-body radiation term is added to the dT (t)/dt equation to correct the long-term evolution
of temperature. The number density of Fe atoms is not a constant, but a decay function as
ρFe(t) = ρFe(0)−N(t)/V . The new equation group is written as:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dN(t)
dt
= π · r2c · (ρFe − N(t)V ) · vFe
dT (t)
dt
= πr
2
c
3kBN(t)
· [3kBρArvAr(TAr − T (t)) + 2(ρFe − N(t)V ) · vFeEco]
−8πr2cσ
(T (t)4 − T 4Ar)/(3kBN(t))
(5.6)
From the analytic model, the evolution of the deposition rate can be derived from the growth
rate of the NP, dN(t)/dt, divided by the surface area of the NP, Ac(t) = 4πr2c (t). Then, from
the ﬁrst equation of the system of equations (5.6), we obtain:
Rd =
dN(t)/dt
Ac(t)
=
1
4
(ρFe −N(t)/V ) · vFe (5.7)
If we plot the evolution of the temperature of NP, the solution of the Eq. 5.6, as a function of
the deposition rate, the solution of the Eq. 5.7, together with the shape diagram in Figure 5.14,
the result is as shown is Figure 5.15. With certain experimental condition, although the starting
point of the NP growth is always in Spherical/TRD region, the ﬁnal shape of the NP depends
on the ending point in the shape diagram. It is clear that with the highest power, fast deposition
in the early stage will lead to fast cooling during the last or late stage. In the very last stage of
the NP growth, the mechanism described in Figure 5.13 becomes dominant and drives the NP
into a cubic shape.
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Figure 5.15: (From Publication III) A joint plot of the shape diagram and the analytical model. At the
beginning of the condensation process the clusters are formed in a high-density region, leading to their
rapid heating at the same deposition rate (horizontal top part of the three curves). Beyond the hot plasma
region, the deposition rate decreases and the clusters cool down due to collisions with the carrier gas and
black-body radiation. The decrease of deposition rates and temperatures ends (cross markers) at the exit
of the Fe NPs from the condensation chamber.
5.4 Bimodal distribution of Fe nanocube
In publication III, we demonstrate how the macroscopic conditions of the magnetron sputter-
ing source can determine the microscopic shape of Fe NPs. In publication IV, we show that
the size distribution of Fe NPs can be controlled by the magnetic property of the sputtering
target. A unique bimodal size distribution can be achieved by just changing the thickness of
the ferromagnetic iron target.
As shown in Figure 5.16 (a), the magnetron sputtering source has three main components which
are the permanent magnets, the copper shield and the target. The magnetic ﬁeld generated
by the permanent magnets works as a trap for secondary electrons, thus the Ar ionization is
enhanced in the conﬁned region. The ionized Ar atom will be accelerated alone the electric ﬁeld
which is normal to the target surface, therefore, the most etched part of the target is directly
under the most enhanced ionization region where Bz = 0. When magnetic targets (Fe, Ni,
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Co, etc.) are used, they can affect the magnetic ﬁeld conﬁguration via a screening effect. This
effect, arising from the high permeability of ferromagnetic materials, induces magnetic ﬂux
through the target, allowing only a small part to leak out and sustain the magnetron plasma. As
shown in Figure 5.16 (c), we performed the FEM calculations to analyze the effect of screening
of magnetic ﬁeld by ferromagnetic targets. For reference, we compared the magnetic ﬂux
densities for the cases of the ferromagnetic Fe targets with a paramagnetic Ti target (Figure.
5.16 (c), top). Primarily, the magnetic ﬁeld strength near the target surface, which dictates the
plasma density, shows a gradual decrease with target thickness, especially for the 1.0mm Fe
target (Figure. 5.16 (c), bottom). Moreover, the magnetic ﬁeld distribution is also drastically
modiﬁed in the 1.0mm case due to the screening effect induced by the Fe target.
The most enhanced ionization regions are labeled with red circles in Figure 5.16 (c). It is
associated with the zero point of the normal magnetic ﬁeld density, in Figure 5.16 (d). In a
1mm iron target case, the normal ﬁeld density is much less than the one in Ti target. This
further leads to the erosion region becoming wider and distorted, as shown in Figure 5.16
(e). A closer examination of the etching proﬁle of the 1 mm iron target reveals that there are
two different etched zones with different slopes. As shown in Figure 5.17, two corresponding
incident angle of Ar ion sputtering θ1 and θ2 are about 45 and 70 degree, respectively. It is
known that the sputtering yield is dependent on the incidence angle [91, 92]. An analytical
model was ﬁtted in 1983, assuming the amorphous surface of the target [92, 93]. Here, we
used MD to study this effect. The result in Figure 5.17 (c) are the statistical sputtering yields
by averaging 100 simulations for each data point. The Ar ion was initially placed 10 Å above
the Fe surface with three different low-index facets: {110}, {100} and {111}. The energy of
the Ar ion is set to 300 eV and incidence angles are chosen as 0, 15, 30, 45, 60, 75 degree. The
maximum sputtering yield Y ArFe = 2.5 is at about 45 degree for all three facets, while it is only
0.6 at 75 degree. This difference induces a major modiﬁcation of the Fe : Ar atomic ratio in
two clearly separated nucleation and growth zones. If we apply the analytical model described
in Eq. 5.6 to investigate the plasma density dependence on the NP growth, a 5-fold difference
of Fe atom densities (ρFe1 and ρFe2, estimated from the sputter yields mentioned above) results
in a 50-fold increase in the number of Fe atoms in a single NP.
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Figure 5.16: (From Publication IV) (a) Schematic illustration of the setup of the megnetron sputtering
source. (b) the size distribution of the Fe nanocube from 0.3 , 0.5 and 1.0 mm thickness target (from left to
right). (c) FEM simulations of the magnetic ﬁeld distribution for the setup in (a). The color coding is the
normalized ﬁeld density. (d) The normal ﬁeld density Bz 1.9 mm above the copper shield. (e) The surface
proﬁle of the erosion region on the iron target in three thickness.
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Figure 5.17: (From Publication IV) (a) The etching proﬁle measurement after Fe nanocube deposition
with the corresponding incidence angles, namely θ1 and θ2 for the 1 mm target thickness case. (b) The
initial setup of the sputtering yield MD simulations. Incident Ar ions (yellow) sputter Fe atoms (blue) from
surfaces with different crystallographic orientation ({100}, {110} and {111}). Dark blue atoms are ﬁxed.
Periodic boundary conditions is applied to the sides of the simulation cell. (c) Angular dependence of the
sputtering yield using MD simulations for three different Fe {100}, {110} and {111} surfaces at 300eV ion
energy. (d) Analytical estimation of the number of Fe atoms in NP as a function of time.
Chapter 6
Conclusions
In this work, we studied the atomic level growth mechanism of NPs in magnetron sputtering
inert gas condensation. Three exemplary systems were studied in this thesis. Firstly, we showed
that the crystallization of Si NPs is a general process that can be expected to occur in the
inert gas condensation method. The crystallization temperature of the Si NP is dependent on
the size of the system, whereas the probability of crystallization is dependent on the initial
temperature of the formed cluster and the cooling rate. Secondly, Cr surface segregation in
Ni0.95Cr0.05 NP was studied by the classical MD and MMC. The result shows that a Ni-core-
Cr-satellites conﬁguration, upon condensation and annealing, is low-energy state due to surface
energy and stress minimization. Thirdly, we demonstrated that the formation of Fe nanocubes
in magnetron sputtering condensation can be explained by the different diffusion behaviors of
atoms deposited on {100} and {110} surfaces at different temperatures. We also introduced the
magnetic target thickness as a crucial parameter in the size distribution of Fe NPs, and revealed
the inﬂuence of magnetic screening effect on Fe nanocube formation.
The results shows that the growth process of NPs depends sensitively on the experimental con-
ditions, such as dc power, inert gas ﬂow rate, cooling system, aggregation length and materials
of the target. To include all these parameters into computational simulations, multi-scaled
simulation methods need to be used. We established an efﬁcient approach of simulations to
study the different stages of NP growth, beginning from the sputtering process to the solid-
state growth process. The methods used in this thesis include the classical molecular dynamics,
Metropolis Monte Carlo, kinetic Monte Carlo, ﬁnite element model and analytical model. By
combining these simulation techniques, we were able to examine the NP process in a wide
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range of time and spatial scale with atomic resolution. In return, the computational simulations
works as a step forward to the precise control of NP properties in experiments.
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