Lovász (1987) proved that every matching covered graph may be uniquely decomposed into a list of bricks (nonbipartite) and braces (bipartite). Carvalho, Lucchesi and Murty (2002) proved a conjecture of Lovász which states that every brick G, distinct from K 4 , the triangular prism C 6 and the Petersen graph, has a b-invariant edge ethat is, an edge e such that G − e is a matching covered graph with exactly one brick.
Matching covered graphs
A graph is matchable if it has a perfect matching. Tutte [11] proved his celebrated 1-factor Theorem characterizing matchable graphs, and deduced as a corollary that in a 2-edgeconnected cubic graph each edge lies in a perfect matching.
Let G be a matchable graph. A nonempty subset S of its vertices is a barrier if it satisfies the equality odd(G − S) = |S|, where odd(G − S) denotes the number of odd components of G − S. For distinct vertices u and v of G, it is easily deduced from Tutte's Theorem that the graph G − u − v is matchable if and only if no barrier of G contains both u and v. A barrier is trivial if it has a single vertex.
An edge e of G is admissible if there is some perfect matching of G that contains e; otherwise it is inadmissible. Clearly, an edge e is admissible if and only if no barrier of G contains both ends of e.
A connected graph with two or more vertices is matching covered if each of its edges is admissible. The observation made above implies that a matchable graph G is matching covered if and only if every barrier of G is stable.
Tight Cut Decompositions
For a nonempty proper subset X of the vertices of a graph G, we denote by ∂(X) the cut associated with X, that is, the set of all edges of G that have one end in X and the other end in X := V (G) − X. We refer to X and X as the shores of ∂(X). A cut is trivial if any of its shores is a singleton. We say that ∂(X) is a k-cut if |∂(X)| = k.
For a cut ∂(X), we denote the graph obtained by contracting the shore X to a single vertex x by G/(X → x). In case the label of the contraction vertex x is irrelevant, we simply write G/X. The two graphs G/X and G/X are called the ∂(X)-contractions of G. In Figure 1 , the three edges crossing the bold line constitute a nontrivial cut, say ∂(X), and the two ∂(X)-contractions are K 4 and K 3,3 . Let G be a matching covered graph. A cut ∂(X) is a tight cut if |M ∩ ∂(X)| = 1 for every perfect matching M of G. It is easily verified that if ∂(X) is a nontrivial tight cut of G, then each ∂(X)-contraction is a matching covered graph that has strictly fewer vertices than G.
If either of the ∂(X)-contractions has a nontrivial tight cut, then that graph can be further decomposed into even smaller matching covered graphs. We can repeat this procedure until we obtain a list of matching covered graphs, each of which is free of nontrivial tight cuts. This procedure is known as a tight cut decomposition of G.
For instance, if S is a barrier of G, and K is an odd component of G − S, then ∂(V (K)) is a tight cut of G. Such a tight cut is called a barrier cut. The graph in Figure 1 has a barrier cut depicted by the bold line, and each of its contractions (that is, K 4 and K 3,3 ) is free of nontrivial tight cuts. Now suppose that {u, v} is a 2-vertex-cut of G that is not a barrier; that is, each component of G − u − v is even. Let K be a subgraph that is formed by the union of some components of G − u − v. Then each of the sets V (K) ∪ {u} and V (K) ∪ {v} is a shore of a nontrivial tight cut of G. Such a tight cut is called a 2-separation cut. The graph in Figure 2 has a 2-separation cut, and each of its contractions is K 4 with multiple edges.
Let G be a matching covered graph free of nontrivial tight cuts. If G is bipartite then it is a brace; otherwise it is a brick. Thus, a tight cut decomposition of G results in a list of bricks and braces.
In general, a matching covered graph may admit several tight cut decompositions. However, Lovász [8] proved the following remarkable result.
Theorem 1.1 Any two tight cut decompositions of a matching covered graph yield the same list of bricks and braces (except possibly for multiplicities of edges).
In particular, any two tight cut decompositions of a matching covered graph G yield the same number of bricks; this number is denoted by b(G). We remark that G is bipartite if and only if b(G) = 0. A matching covered graph G is a near-brick if b(G) = 1. A graph G, with four or more vertices, is bicritical if G − u − v is matchable for every pair of distinct vertices u and v. For instance, the graph shown in Figure 2 is bicritical. It follows from Tutte's Theorem that a matchable graph G is bicritical if and only if every barrier of G is trivial.
Since a brick is a nonbipartite matching covered graph which is free of nontrivial tight cuts, it follows from the above observations that every brick is 3-connected and bicritical. Edmonds, Lovász and Pulleyblank [5] established the converse.
Theorem 1.2 A graph is a brick if and only if it is 3-connected and bicritical.
In fact, the difficult direction of their theorem statement is equivalent to the following.
Theorem 1.3 If a matching covered graph has a nontrivial tight cut, then it has a nontrivial tight cut that is either a barrier cut or a 2-separation cut.
Two tight cuts C := ∂(X) and D := ∂(Y ) are said to be crossing if all four sets X ∩ Y , X ∩ Y , X ∩ Y and X ∩ Y are nonempty; otherwise C and D are said to be laminar. The following lemma is useful in proving theorems concerning matching covered graphs, and was used by Lovász [8] in the proof of Theorem 1.1. As discussed earlier, a cubic graph is matching covered if and only if it is 2-edge-connected. However, in general, such a graph need not be a brick or a brace. For instance, the cubic graph shown in Figure 1 has a nontrivial tight cut, and this particular cut happens to be a 3-cut. Our first result shows that this is not a coincidence.
Theorem 1.5 In a cubic matching covered graph, each tight cut is a 3-cut.
A proof of the above theorem appears in Section 2. We say that a graph is essentially 4-edge-connected if it is 3-edge-connected and if it is free of nontrivial 3-cuts. The following is an immediate consequence of Theorem 1.5.
Corollary 1.6 Every essentially 4-edge-connected cubic graph is either a brick or a brace.
Our proof of Theorem 1.5 makes use of Theorem 1.3 and Lemma 1.4. The proof is rather straightforward, and was already known to C. N. Campos and C. L. Lucchesi in 1999.
Removable Classes
An edge e of a matching covered graph G is removable if G − e is also matching covered. Furthermore, a removable edge e is b-invariant if b(G−e) = b(G). Note that, if G is bipartite then any removable edge e is b-invariant since b(G − e) = b(G) = 0. Furthermore, it can be easily shown that if G is a brace of order six or more, then each edge is removable and thus b-invariant. However, the notions of removability and b-invariance are far more interesting, and nontrivial, in the case of bricks.
For a matching covered graph G, an edge e depends on another edge f if every perfect matching that contains e also contains f , and in this case the edge f is not removable. Two edges e and f are mutually dependent if e depends on f and f depends on e. Lovász [8] proved that, if {e, f } is a pair of mutually dependent edges in a brick G then G − e − f is a bipartite matchable graph; however, in general, G − e − f need not be matching covered. We say that {e, f } is a removable doubleton if G − R is bipartite as well as matching covered. A brick G is near-bipartite if it has a removable doubleton; otherwise G is non-near-bipartite. For instance, the Petersen graph is non-near-bipartite. On the other hand, each of K 4 and C 6 has three distinct removable doubletons; furthermore, each of them is devoid of removable edges. Lovász [8] proved that every brick distinct from K 4 and C 6 has a removable edge. The graph C 6 has a nontrivial 3-cut C, and for each edge e of C, the edge e is neither removable nor does it participate in a removable doubleton. Our next result shows that this phenomenon cannot occur in essentially 4-edge-connected cubic bricks.
Theorem 1.7
In an essentially 4-edge-connected cubic brick, each edge is either removable or otherwise participates in a removable doubleton.
A proof of the above theorem appears in Section 3.1. The Tricorn, shown in Figure 3 , is a non-near-bipartite brick that has precisely three removable edges -these are indicated by bold lines. This graph has played an important role in some of our works with Murty [7, 9] . We briefly mention a connection of our current work with 'snarks' since this may lead to questions worth investigating in the future. In general, a 'snark' is a 2-edge-connected cubic graph with chromatic index equal to 4. However, to avoid certain trivial constructions, it is common to require 'snarks' to be essentially 4-edge-connected. Also, by König's Theorem, a 'snark' is nonbipartite. Thus, as per Corollary 1.6, a snark is an essentially 4-edge-connected cubic brick with chromatic index equal to 4. Furthermore, every snark is non-near-bipartite.
(To see this, suppose that G is a cubic near-bipartite brick with removable doubleton R, let M be a perfect matching containing R, then G − M is 2-regular and bipartite, and this gives us a 3-edge-coloring of G.) The following is a trivial consequence of Theorem 1.7. Now we discuss the notion of b-invariance in bricks. If G is a brick and e is a removable edge then b(G − e) ≥ 1, and in general, b(G − e) can be arbitrarily large. A removable edge e of a brick G is b-invariant if and only if b(G − e) = 1 (that is, if and only if G − e is a near-brick). Confirming a conjecture of Lovász, the following result was proved by Carvalho, Lucchesi and Murty [2] . Theorem 1.9 Every brick distinct from K 4 , C 6 and the Petersen graph has a b-invariant edge.
An edge e of a brick G is quasi-b-invariant if b(G − e) = 2. It may be easily verified that each edge of the Petersen graph is quasi-b-invariant. As mentioned earlier, for a removable edge e of a brick G, the quantity b(G − e) may be arbitrarily large. However, our next result shows that b(G − e) ∈ {1, 2} if the brick under consideration is cubic and essentially 4-edge-connected. A proof of the above theorem appears in Section 3.2. It is worth noting that the conclusion of Theorem 1.10 does not hold for all cubic bricks. If G is either of the two bricks shown in Figure 4 , then e is a removable edge such that the tight cut decomposition of G − e results in three bricks -each isomorphic to K 4 (up to multiple edges). e e Figure 4 : In each brick, the removable edge e is neither b-invariant nor quasi b-invariant
It follows from Theorems 1.7 and 1.10 that the edge set of an essentially 4-edge-connected cubic brick may be partitioned into three disjoint (possibly empty) sets. As mentioned earlier, in the Petersen graph, every edge is quasi-b-invariant. In particular, if v is any vertex, then all three edges incident with v are quasi-b-invariant. Our next result shows that, among the essentially 4-edge-connected cubic bricks, this phenomenon is unique to the Petersen graph. In fact, we prove a slightly stronger result. A proof of the above theorem appears in Section 4. Figure 8 (on Page 25) shows the two special graphs that appear in Theorem 1.12. The Cubeplex first appeared in the works of Fischer and Little [6] where they showed that it is one of two minimally non-Pfaffian near-bipartite graphs; they referred to the two graphs as Γ 1 and Γ 2 . The names Cubeplex for Γ 1 , and Twinplex for Γ 2 , are due to Norine and Thomas [10] . Figure 5 shows the smallest essentially 4-edge-connected cubic brick that has a vertex v incident with precisely two quasi-b-invariant edges and one b-invariant edge. The choice of the specific drawings in Figures 5 and 8 is by no means coincidental, and is related to the proof of Theorem 1.12.
A b-invariant class of a brick is either a b-invariant edge or a removable doubleton. Using this terminology, we have the following consequence of Theorem 1.12.
Corollary 1.13
In an essentially 4-edge-connected cubic brick G that is not the Petersen graph, each vertex is incident with a b-invariant class. In particular, at least
The following is a special case of the above corollary.
Corollary 1.14 An essentially 4-edge-connected cubic non-near-bipartite brick G has at least
It is worth noting that the hypothesis that G is essentially 4-edge-connected is indeed crucial. As we have seen earlier, the Tricorn (see Figure 3 ) is a cubic non-near-bipartite brick (of order 10) that has precisely three removable edges -each of them is b-invariant. 
Organization and summary of this paper
In Section 2, we prove Theorem 1.5 which implies that every essentially 4-edge-connected cubic graph G is either a brick or a brace. The rest of this paper deals with the case in which G is a brick. In Section 3.1, we prove Theorem 1.7 which states that each edge of G is either removable or otherwise participates in a removable doubleton. In Section 3.2, we prove Theorem 1.10 which states that each removable edge of G is either b-invariant or otherwise quasi-b-invariant. In Section 3.3, we describe the structure of G with respect to a quasi-b-invariant edge, and we introduce important notation and conventions. In Section 4, we prove Theorem 1.12 which implies that if G is not near-bipartite then G has at least
b-invariant edges unless G is the Petersen graph.
Cubic graphs
In this section, we prove Theorem 1.5. We need the following result which is easily verified.
Proposition 2.1 Let G be a cubic graph, and let S ⊆ V (G). Then |∂(S)| ≡ |S| mod 2.
Furthermore, if G is 2-edge-connected, then |∂(S)| ≥ 2 whenever S = ∅, and |∂(S)| ≥ 3 whenever |S| is odd. ✷ Theorem 1.5 In a cubic matching covered graph, each tight cut is a 3-cut. Proof: Let G be a cubic matching covered graph. We proceed by induction on |V (G)|. Clearly, every trivial cut is a 3-cut. Now let C be a nontrivial tight cut. First suppose that C is a barrier cut. Let B denote a nontrivial barrier of G, and let
Observe that, since G is cubic and since B is a stable set, |∂(B)| = 3|B|. Also, for each (odd) component J of G − B, we have that |∂(V (J))| ≥ 3. We infer that |∂(V (J))| = 3 for each component J of G − B, and in particular that |C| = 3.
Now suppose that C is a 2-separation cut. Let {u, v} be a 2-vertex-cut of G that is not a barrier, and let K be a subgraph that is formed by the union of some (even) components of
(This may be viewed as a special case of Lemma 1.4.) Since G is cubic, we infer that |C| = |D| = 3.
Now suppose that C is neither a barrier cut nor a 2-separation cut. By Theorem 1.3, G has a nontrivial tight cut D such that D is either a barrier cut or a 2-separation cut. In either case, we know from the preceding arguments that |D| = 3. We consider two cases depending on whether C and D are laminar cuts, or whether they are crossing cuts.
First suppose that C and D are laminar cuts. Let G 1 and G 2 be the two D-contractions of G, and adjust notation so that C is a tight cut of G 1 . Since |D| = 3, it follows that G 1 is a cubic matching covered graph, whence by induction hypothesis |C| = 3. Now suppose that C and D are crossing cuts. As in the statement of Lemma 1.4, we adjust notation so that C := ∂(X) and D := ∂(Y ) and that |X ∩ Y | is odd. Then each of I := ∂(X ∩ Y ) and U := ∂(X ∩ Y ) is a tight cut that is laminar with the cut D.
From the preceding paragraph we infer that |I| = |U| = 3. By Lemma 1.4, we have that |C| + |D| = |I| + |U|, and thus |C| = 3. ✷ 3 Essentially 4-edge-connected cubic bricks
Removability
In this section, we prove Theorem 1.7. Before that, we state some results concerning bipartite matchable graphs that may be easily derived from Hall's Theorem. Proof: Let G be an essentially 4-edge-connected cubic brick, and let e ∈ E(G). If e is removable, then there is nothing to prove. Now suppose that e is non-removable. Our goal is to show that e lies in a removable doubleton of G. In other words, we need to show that there exists an edge f such that G − e − f is bipartite and matching covered.
Since e is non-removable, G − e has at least one inadmissible edge, say f . Thus, G − e has a barrier, say B, that contains both ends of f . Let J 1 , J 2 , . . . , J |B| denote the odd components of G − e − B. Since G is a brick, it is free of nontrivial barriers, whence the edge e has its ends in distinct odd components of G − e − B. Adjust notation so that e has one end in J 1 , and the other end in J 2 .
Since G is cubic, and f has both ends in B, we infer that |∂(B)| ≤ 3|B| − 2. Since G − e − B has |B| odd components, and e has its ends in J 1 and in J 2 , we infer using Proposition 2.1 that |∂(B)| ≥ 3|B| − 2. Thus |∂(B)| = 3|B| − 2, whence |∂(J)| = 3 for each odd component J of G − e − B. Since G is essentially 4-edge-connected, this immediately implies that each component of G − e − B is trivial. Hence, the graph H := G − e − f is a connected matchable bipartite graph with B as one of its color classes; let A denote the other color class of H. As per our notation, e has both ends in A, and f has both ends in B. It remains to argue that H is matching covered.
Suppose that H is not matching covered. In particular, some edge of H is inadmissible. Then, by Proposition 3.2, there exist partitions [A 1 , A 2 ] of A and [B 1 , B 2 ] of B such that |A 1 | = |B 1 | and that there are no edges from A 1 to B 2 . Since each vertex has degree at least two in H, each of the four sets A 1 , B 1 , A 2 and B 2 has at least two vertices. It follows that B 1 is a nontrivial barrier in H, and since G is free of nontrivial barriers, e must have both ends in A 1 . Likewise, f must have both ends in B 2 . Now, since G is cubic, there are exactly 3|A 1 | − 2 edges that have one end in A 1 and another end in B 1 . We infer that ∂(A 1 ∪ B 1 ) is a 2-cut in G. This is absurd.
We concude that H is a bipartite matching covered graph, and thus {e, f } is a removable doubleton of G. This completes the proof of Theorem 1.7. ✷
b-invariance
In this section, we prove Theorem 1.10. Before that, we will need a few preliminary facts, as well as some results of Carvalho, Lucchesi and Murty [1] . We say that a vertex v is cubic if its degree is exactly three; otherwise v is noncubic. 
(iv) the underlying simple graph of each C-contraction of H is a cubic brick, and likewise for the C ′ -contractions of H,
Proof: Since H is bicritical, but it is not a brick, by Theorem 1.2, H is not 3-connected. Let {s, t} be any 2-vertex-cut of H. Since H is bicritical, each component of H − s − t is even. Now let L be any component of H − s − t. Since H is bicritical, H is also 2-connected, whence each of s and t has at least one neighbour in V (L). If s has exactly one neighbour in V (L), say w, then {t, w} is a 2-vertex-cut and H − t − w has an odd component, which contradicts the fact that H is bicritical. Thus s has at least two neighbours in V (L), and so does t. Since this holds for each component of H − s − t, we conclude that both s and t are noncubic. In particular, H has at least two noncubic vertices. This completes the proof of the first part. Now suppose that H has exactly two vertices of degree four, say x and x ′ , and that all other vertices are cubic. The reader may check that statements (i), (ii) and (iii) follow immediately from the preceding paragraph. We adopt the notation therein. Let C := ∂(V (L)∪{x}) and let
. Now, using the fact that H is bicritical, one may easily argue that each C-contraction of H is bicritical, and likewise for the C ′ -contractions of H. Let J and J ′ denote the underlying simple graphs of the two C-contractions of H. Note that J and J ′ are cubic; in particular, they are cubic bicritical graphs, and thus they are bricks. Thus the tight cut decomposition of H yields two cubic bricks (with multiple edges); in particular, b(H) = 2. ✷ A barrier of a matching covered graph G is special if G − B has exactly one nontrivial component. Proof: The graph G − e is 2-connected, whence every trivial barrier of G − e is special. Now let B denote a nontrivial barrier of G − e, and let J 1 , J 2 , . . . , J |B| denote the odd components of G − e − B. Since G − e is matching covered, G − e − B has no even components. Also, as G is free of nontrivial barriers, the ends of e lie in distinct (odd) components of G − e − B. Adjust notation so that e has one end in J 1 , and the other end in J 2 .
Since G − e is matching covered, B is a stable set, and since G is cubic, we infer that |∂(B) We now state a refinement of the above lemma in the case that G is an essentially 4-edge-connected cubic brick. First of all, by Proposition 3.4, each barrier of G − e is special for any removable edge e. Secondly, G − e has vertices of degree two, whence G − e is never bicritical. So we can get rid of these hypotheses. Using the fact that G is cubic, we are able to refine each of the outcomes as shown below. Proof: The hypotheses of Lemma 3.5 are satisfied. So we have two outcomes to consider.
First suppose that outcome (i) of Lemma 3.5 holds. We adopt the notation therein. If e has exactly one end in I then the other end of e is of degree two in the bicritical graph H, which is absurd. Thus e has both ends in I. It follows that each vertex of H, except perhaps the contraction vertex x, is cubic. Since each vertex of I has all of its neighbours in B in the graph G − e, there are 3|I| − 2 = 3|B| − 5 edges that have one end in I and the other end in B. Consequently, |∂ G−e (X)| = 5, whence the contraction vertex x has degree precisely five in H. In particular, H is a bicritical graph that has exactly one noncubic vertex. It follows from Proposition 3.3 that H is in fact a brick. Now suppose that outcome (ii) of Lemma 3.5 holds. We adopt the notation therein. Since one end of e is in I, and the other end is in I ′ , it follows immediately that each vertex of H, except perhaps the contraction vertices x and x ′ , is cubic. A counting argument similar to the one in the preceding paragraph shows that |∂ G−e (X)| = 4, and likewise |∂ G−e (X ′ )| = 4. Thus the contraction vertices x and x ′ have degree precisely four in H. In particular, H is a bicritical graph that has exactly two vertices x and x ′ of degree four, and is otherwise cubic. We apply Proposition 3.3 to conclude that either H is a brick, or otherwise, {x, x ′ } is the unique 2-vertex-cut of H and the graph H − x − x ′ has exactly two (even) components and b(J) = 2. This completes the proof of Lemma 3.6. ✷ Now we are ready to prove Theorem 1.10.
Theorem 1.10
In an essentially 4-edge-connected cubic brick, each removable edge is either b-invariant or otherwise quasi-b-invariant.
Proof: Let G be an essentially 4-edge-connected cubic brick and let e be any removable edge of G. Our goal is to prove that b(G − e) ∈ {1, 2}, or in other words, to show that the tight cut decomposition of G − e results in precisely one or two bricks. We note that the hypotheses of Lemma 3.6 are satisfied, and thus by invoking this lemma, we have two possible outcomes for the graph G − e. In each case, we adopt the notation in the statement of the lemma, and we obtain the bicritical graph H from G − e by contracting the bipartite shores of (one or two) nontrivial tight cuts of G −e. Since the contracted shores are bipartite, we infer that b(G − e) = b(H). From the conclusion of the lemma we know that either H is a brick, or otherwise, H is a bicritical graph with b(H) = 2. In either case, we have that b(H) ∈ {1, 2}, and this completes the proof of Theorem 1.10. ✷
The structure of G with respect to a quasi-b-invariant edge
In this section, we describe the structure of an essentially 4-edge-connected cubic brick G with respect to a quasi-b-invariant edge e := vu using the information obtained from Section 3.2. The main objective is to introduce notation and conventions that will be used in the rest of this paper. Figure 6 : (left) An essentially 4-edge-connected cubic brick G with a quasi-b-invariant edge e := vu ; (top right) bicritical graph H obtained from G − e ; (bottom right) cubic bricks J and J ′ obtained from H As per the proofs of Theorem 1.10 and of Lemma 3.6, the graph G − e has two (special) nontrivial barriers B and B ′ such that the sets B ∪ I and B ′ ∪ I ′ are disjoint. We adjust notation so that v ∈ I and u ∈ I ′ , and for the sake of clarity, we depict the ends of e := vu separately from the corresponding sets I and I ′ -see Figure 6 . The graph H obtained from G − e by contracting each of X := B ∪ I and X ′ := B ′ ∪ I ′ to single vertices x and x ′ , respectively, is bicritical, and each of x and x ′ has degree precisely four in H. Furthermore, H − x − x ′ has precisely two (even) components, say L and L ′ , such that each of x and x ′ has precisely two distinct neighbours in V (L), and likewise in V (L ′ ).
We let ∂ H (x) := {d, f, g, h} and
The bicritical graph H has a pair of 2-separation tight cuts C := {d ′ , f ′ , g, h} and C ′ := {d, f, g ′ , h ′ }. We let J denote the cubic graph obtained from H by deleting the vertex set V (L ′ ) and by adding the edge xx ′ joining the contraction vertices, and likewise, we let J ′ denote the cubic graph obtained from H by deleting V (L) and by adding the edge xx ′ . Clearly, J and J ′ are isomorphic to the underlying simple graphs of the two C-contractions of H, and are thus the two bricks of G − e (after removing multiple edges). Note that every cut in J, or in J ′ , is also a cut of G unless it includes the edge xx ′ , and since G is essentially 4-edge-connected, we have the following observation. It is easily proved that, if the graph induced by the shore of a tight cut (in a matching covered graph) is bipartite, then contracting the complement results in a bipartite graph as well. Observe that, in G − e, the tight cut C has shores B ∪ I ∪ V (L) and
, and since each C-contraction is nonbipartite, the graph induced by each shore is also nonbipartite. A similar observation applies to C ′ .
Proposition 3.8 Each of the four graphs
The next lemma is straightforward to verify, and will turn out to be very useful.
Lemma 3.9 Let G be an essentially 4-edge-connected cubic graph, and let ∂(T ) be a 4-cut.
If any two edges of ∂(T ) have a common end in V (T ) then G[T ] is isomorphic to K 2 . ✷
As noted earlier, in H, the vertex x has two distinct neighbours in V (L) -which just means that the ends of d and f in the set V (L) are distinct. Using the preceding lemma, we infer that d and f are indeed nonadjacent.
Proposition 3.10
In G, each of the four sets {d, f }, {g, h}, {d ′ , f ′ } and {g ′ , h ′ } is a pair of nonadjacent edges. ✷ Some authors require that a k-connected graph have at least k + 1 vertices. However, for the sake of brevity and convenience, we shall consider K 2 to be a 2-connected graph.
Proposition 3.11 Each of the graphs L and L
′ is matchable and 2-connected.
Proof: By Theorem 1.2, each of J and J ′ is a 3-connected bicritical graph which implies that each of L and L ′ is a connected matchable graph. We shall now argue that L is 2-connected. If |V (L)| = 2 then L is isomorphic to K 2 , and we are done. Now suppose that |V (L)| ≥ 4, whence by Lemma 3.9 the set {d, f, d
′ , f ′ } is a matching. In particular, L has exactly 4 vertices of degree two, and every other vertex of L is cubic. Now suppose that L has a vertex z such that L − z is disconnected. Note that L − z has either 2 or otherwise 3 components, each of which is nontrivial. Note that, for each component Q of L − z, Proposition 3.7 implies that |∂ J (V (Q))| ≥ 4.
We let
(Such a component must exist.) We let Q 2 denote any component of L − z that is distinct from Q 1 , and we note that |∂ L ((V (Q 2 ))| ≤ 2. Since each of Q 1 and Q 2 is nontrivial, we infer that at least three of the edges from {d, f, d
′ , f ′ } are incident with a vertex in V (Q 1 ), and that at least two of the edges from {d, f, d
′ , f ′ } are incident with a vertex in V (Q 2 ). This is absurd. Thus, L is 2-connected, and likewise so is L ′ . ✷ Proposition 3.12 For any distinct p, q ∈ B, the graph 
′ has a barrier that contains both x and y, and we let T denote a maximal such barrier. A standard argument, using Tutte's Theorem and the maximality of T , shows that each component of
Since J is cubic, and since d has both its ends in T , we see that
, and since d ′ has its ends in Q 1 and in Q 2 , we infer that |∂ J (T )| ≥ 3|T | − 2. Thus |∂ J (T )| = 3|T | − 2, and thus |∂(V (Q))| = 3 for each component Q of J − d − T ′ . By Proposition 3.7, every nontrivial 3-cut of J includes xx ′ , and this implies that each component of J − d − T ′ , except perhaps Q 1 , is trivial. One neighbour of x ′ is the vertex x ∈ T , another neighbour of x ′ is the vertex y ′ in V (Q 2 ). Thus, if Q 1 is nontrivial, then x ′ has precisely one neighbour in V (Q 1 ), which is absurd since Q 1 is a critical graph. We thus conclude that Q 1 is also trivial, whence
′ is a connected matchable bipartite graph. We let T ′ denote the color class of
It remains to show that 
Proof: Suppose that xx ′ is inadmissible in the bipartite graph
′ is bipartite and matching covered, Proposition 3.1 implies that J − d − d ′ − y − w is matchable, and it is bipartite with color classes T − y and 
Two quasi-b-invariant edges incident at a vertex
In this section, our goal is to prove Theorem 1.12.
The following lemma will turn out to be very useful, and it appears implicitly and crucially in the proof of the Main Theorem in the works of Carvalho, Lucchesi and Murty [3] . G be a bicritical graph, and let e 1 and e 2 be two adjacent edges. If B 1 is a  barrier of G − e 1 , and if B 2 is a barrier of G − e 2 , then |B 1 ∩ B 2 | ≤ 1.
Lemma 4.1 Let
Proof: Suppose to the contrary that B 1 ∩ B 2 contains two distinct vertices s and t. Since G is bicritical, let M denote a perfect matching of G − s − t. Since s, t ∈ B 1 , the graph G − e 1 − s − t has no perfect matching, whence e 1 ∈ M. Likewise, we infer that e 2 ∈ M. This is absurd since e 1 and e 2 are adjacent edges. Thus, In the results that follow, we will often assume that some (or perhaps all) of the three edges e 1 , e 2 and e 3 are quasi-b-invariant, and whenever we assume that an edge e i := vu i is quasi-b-invariant, we shall implicitly adopt the notation and conventions introduced in Section 3.3 and as illustrated in Figure 6 -with the only difference being that all of the notation (except for the vertex v) will be decorated with subscript i -for instance, the two (nontrivial) barriers of G − e i will be denoted as B i and B Proof: Assume that e 2 participates in a removable doubleton, say {e 2 , f 2 }. Let A 2 and B 2 denote the color classes of the bipartite graph G − e 2 − f 2 such that e 2 := vu 2 has both ends in A 2 . Note that u 1 , u 3 ∈ B 2 . By Proposition 3.8, the graphs (I 1 − v) ], whereas they lie in different color classes of G − e 2 − f 2 . This is absurd. We thus conclude that B 1 = {u 2 , u 3 }. ✷ Lemma 4.5 Assume that e 1 is quasi-b-invariant, and that
Proof: Without loss of generality, let p ∈ V (L 1 ). We shall invoke Propositions 3.10 and 3.12 multiple times. First suppose that g 1 , h 1 / ∈ ∂(u 3 ). Let M 1 be a perfect matching of J 1 − p − x 1 . Adjust notation so that f Proof: Suppose that |B 1 | ≥ 3. Our goal is to deduce that |B 2 | = 2. Note that u 3 ∈ B 2 . By Lemma 4.5,
Using this fact, one may now deduce that
By Lemma 4.1, we know that B 1 ∩ B 2 = {u 3 }, and using this fact, one may infer that (
Now suppose that |B 2 | ≥ 3. By Proposition 3.12, u 3 has at least one neighbour, say w, that lies in Note that, for i ∈ {1, 2, 3}, whenever we assume that the edge e i := vu i is quasi-b-invariant, we get two cubic bricks J i and J or otherwise there is no such dependence. In the former case, we say that J i is inflexible, we invoke Proposition 3.13, and we adjust notation so that {d i , d Proof: We shall invoke Propositions 3.10 and 3.12. Adjust notation so that g 1 ∈ ∂(u 2 ), whence h 1 ∈ ∂(u 3 ). Let M 1 be a perfect matching of 
Proof of Theorem 1.12
We adopt Notation 4.3, and assume that e 1 and e 2 are both quasi-b-invariant. If e 3 is b-invariant then there is nothing to prove. Thus e 3 is either quasi-b-invariant, or otherwise participates in a removable doubleton. If e 3 is quasi-b-invariant, Corollary 4.7 states that at least two of the three sets B 1 , B 2 and B 3 are of cardinality precisely two, and we adjust notation so that |B 1 | = |B 2 | = 2. If e 3 participates in a removable doubleton then we apply Lemma 4.4 twice to conclude that |B 1 | = 2 and that |B 2 | = 2. In summary:
Proof: By symmetry, it suffices to consider the case i = 1 and j = 2. Suppose (for the sake of contradiction) that |V (L 1 )∩B Since |V (L 1 )| ≥ 4, t 3 has two neighbours in A − x 1 . Also, s 1 , t 3 ∈ V (L 2 ), and since s 1 t 3 / ∈ E(G), t 3 has a neighbour q ∈ (A − x 1 ) ∩ V (L 2 ). In particular, q / ∈ B ′ 2 . Thus G − e 2 − s 2 − q has a perfect matching, say M. Observe that d 
