Let g be a simple Lie algebra. An element x ∈ g is said to be reachable, if it is contained in the commutant of its centraliser. Any reachable element is necessarily nilpotent. We study various properties of reachable elements, and a relationship between the property of being reachable and the codimension of the boundary of the corresponding orbit. Some general estimates for the boundary of an arbitrary nilpotent orbit is given.  2004 Elsevier SAS. All rights reserved.
Let G be a connected complex simple algebraic group with Lie algebra g. If e ∈ g, then g e is the centraliser of e and G·e ⊂ g is the G-orbit (conjugacy class) of e. The boundary of G·e is the subvariety ∂(G·e) = G·e \G·e. In [3] , Elashvili and Grélaud gave a classification of elements of g having the property e ∈ [g e , g e ].
(S 1 )
In [3] , such elements are called compact. Because this term is a bit misleading in the context of reductive group actions, here these elements are said to be reachable. The corresponding G-orbit is also called reachable. Clearly, each reachable element is nilpotent.
According to [3] , it was noticed by D. Vogan that the reachable orbits in the classical Lie algebras are exactly the nilpotent orbits having the property codim G·e ∂(G·e) 4. (S 2 )
A direct verification based on known classifications shows that the coincidence of (S 1 ) and (S 2 ) remains true for the exceptional Lie algebras, see [3, Remarque 2] . It is not clear as yet how to relate a priori properties (S 1 ) and (S 2 ). However, this challenging problem did not attract any attention since appearance of [3] . The goal of this note is to advertise this problem and to present some related results.
In the classical Lie algebras, the nilpotent orbits are classified by partitions, and it follows from [5, 6 ] that a nilpotent orbit has (S 2 ) if and only if the corresponding partition has parts of each size between 1 and the maximal size. On the other hand, the same characterisation is stated for the property (S 1 ) in [3] . This partially explains the situation for classical series.
In Section 1, we provide an a priori proof of the equivalence of (S 1 ) and (S 2 ) for the nilpotent elements of height 2. In Section 2, we prove that, for a reachable orbit, its "dual" orbit in the sense of Lusztig-Spaltenstein (see [9, Chapter III]) has an Abelian reductive part of the centraliser. In Section 3, we give an upper bound on the codimension of ∂(G·e) for an arbitrary nilpotent orbit. Given e, one constructs a Z-grading of g using an sl 2 -triple containing e. That is, g = i∈Z g(i) and e ∈ g (2) . This graded structure is also inherited by g e . First, we prove a priori that codim G·e ∂(G·e) 2 + dim g (1) . This already implies that if e is even, then ∂(G·e) is a variety of pure codimension 2 in G·e. Then using a case-by-case argument we prove a stronger result that codim G·e ∂(G·e) 2 + dim g(1) e . In Section 4, we show that in case of sl n the property (S 1 ) is actually equivalent to a seemingly stronger property that [g(1) e , g(i) e ] = g(i+1) e for each i 1. This raises the natural question of whether this equivalence remains true for all simple g.
Reachable nilpotent elements of height two
Let N ⊂ g be the nilpotent cone. By the Morozov-Jacobson theorem, each nonzero element e ∈ N can be included in an sl 2 
where g(i) = {x ∈ g | [h, x] = ix}. Since all sl 2 -triples containing e are G e -conjugate, the properties of this Z-grading does not depend on a particular choice of h. Below, we will assume that an sl 2 -triple is chosen, and freely use various properties of this grading, see [1, 11] . For instance, dim g e = dim g(0) + dim g(1) and g e = i 0 g(i) e , where g(i) e = g(i) ∩ g e . The intersection G·e ∩ g (2) is open and dense in g (2) . More precisely, it is equal to G(0)·e, where G(0) is the connected subgroup of G corresponding to g(0). The centraliser of the triple {e, h, f } in g is a maximal reductive subalgebra of g e , which is equal to g(0) e . We shall say that it is the reductive part of g e , also denoted (g e ) red .
Recall that e is said to be even if g(1) = 0. Then g(k) = 0 only if k is even. The height of e (or G·e), denoted ht(e), is the maximal integer k such that (ad e) k = 0. Equivalently, ht(e) = max{k ∈ N | g(k) = 0}.
Theorem.
If ht(e) = 2, then the following conditions are equivalent:
Proof. From the hypothesis ht(e) = 2, it follows that g e = g(0) e ⊕ g(1) ⊕ g (2) . Here g(0) e is a reductive subalgebra of g(0), and dim g(0) = dim g(2)+dim g(0) e . We also have G·e = G·g(2), i.e., each G-orbit in G·e meets g (2) .
Indeed, let Φ be the Killing form on g. Then the Kirillov form associated with f , defined by
, yields a non-degenerate skew-symmetric form on g (1) . Since ht(e) = 2 and g is simple, the g(0)-module g (2) is irreducible.
• First, we obviously have g(1) ⊕ g(2) ⊂ g x and dim g(0) x dim g(0) e + 1.
•
• Third, we show that g(−1) x = 0. By the previous argument, there is 0
Finally, every G-orbit is even-dimensional. Therefore we actually obtain dim g x dim g e + 4 for any x ∈ ∂(G·e).
. In particular, dim G·e = 2 dimg(2). Since g(0) e is reductive, the orbit G(0)·e ⊂ g(2) is affine. Furthermore, G(0) has finitely many orbits in g(2) (Vinberg [12, §2] ). Let G(0)·y ⊂ g (2) be an orbit of codimension 1. Then dim G·y = 2 dim G(0)·y and hence codim G·e G·y = 2. 2
Remark.
It is shown in [3] that if e is reachable, then actually e ∈ [g(1) e , g (1) e ]. That is, condition (ii) in Theorem 1.1 is always equivalent to that e is reachable.
Reachable elements and duality
Let N /G be the set of all nilpotent orbits in g. The closure ordering "O 1 O 2 ⇔ O 1 ⊂ O 2 " makes N /G a finite poset. In [9, Chapter III] , N. Spaltenstein studied a "duality" in (N /G, ). He showed that there exists an order-reversing mapping d :
takes the G-orbit through the regular nilpotent elements in l to the Richardson orbit associated to l.
In case of a classical Lie algebra, it is induced by the standard involution of nilpotent orbits in sl n (defined via the duality of the corresponding partitions). An important feature of this mapping is that the restriction of d to Im(d) is an order-reversing involution. (A modern interpretation and extension of this duality is found in [8] .) The orbits in the range of d are said to be special. In a more sophisticated language, a nilpotent orbit is special, if it corresponds to a special representation of the Weyl group of G via the Springer correspondence. In case of g = sl n , we have Im(d) = N /G, i.e., all orbits are special, and d is usual conjugation (or duality) on the set of all partitions of n. We shall say d(G·e) is the dual orbit for G·e, even if G·e is not in the range of d.
Our observation is that the dual of an orbit consisting of reachable elements has some specific property.
Theorem. Let e ∈ N be reachable and d(G·e
) = G·e . Then (g e ) red is Abelian (i.e., it
is the Lie algebra of a torus).
Proof. We argue in a case-by-case fashion. For all classical types, we use similar arguments. The main ingredients are: 1. We begin with the simplest case of g = sl n . Let P(n) denote the set of all partitions of n. Suppose G·e is given by a partition λ ∈ P(n). Then G·e is given by the conjugate partition λ = (λ 1 , . . . , λ s ), where λ i = #{j | λ j i}. It is easily seen that the condition that λ is reachable is equivalent to that all the parts of λ are different. On the other hand, from [11, IV.1.8] it follows that (g e ) red is the Lie algebra of a torus if and only if all the parts of λ are different.
2. g = so n . Here the nilpotent O n -orbits are parametrised by the partitions of n such that each even part occurs an even number of times. The set of such partitions is denoted by P 1 (n). If all parts of λ are even, then the corresponding O n -orbit consists of two SO norbits. But these orbits are not reachable. If λ ∈ P 1 (n), then the conjugate partition λ is not necessarily in P 1 (n). However, there is a unique maximalλ ∈ P 1 (n) dominated by λ , see [1, Chapter 6] .
If G·e ⊂ N is given by λ, then d(G·e) is given byλ. It follows from [11, IV.2.25] that, in the orthogonal case, (g e ) red is the Lie algebra of a torus if and only if λ has no even parts, and each odd part occurs at most twice. Therefore, we are to prove the following.
Claim. If λ ∈ P 1 (n) is reachable, thenλ has no even parts, and each odd part occurs at most twice.
Proof. Since λ is reachable, all parts of λ are different. Furthermore, the parity condition imposed on λ is equivalent to that
A "degeneration" procedure for obtainingλ from λ is described in [1, 6.3.3] . Using this procedure, we prove by induction thatλ has required properties. a) Assume that λ 1 is odd. If λ 2k is odd, then λ 2k+1 is odd as well. We do not change such parts. If λ 2k is even, then the pair λ 2k , λ 2k+1 is replaced with λ 2k − 1, λ 2k+1 + 1. This procedure kills all even parts and sometimes produces pairs of equal odd parts.
b) Assume that λ 1 is even.
• If λ 1 − λ 2 is even, then λ 1 , λ 2 is replaced with λ 1 − 1, λ 2 + 1. Therefore the problem is reduced to considering the partition (λ 3 , λ 4 , . . .).
• If λ 1 − λ 2 is odd, then λ 2 , λ 3 are odd. Here the triple λ 1 , λ 2 , λ 3 is replaced with λ 1 − 1, λ 2 , λ 3 + 1. So that the problem is reduced to considering the partition
Here the nilpotent Sp n -orbits are parametrised by the partitions of n such that each odd part occurs an even number of times. The set of such partitions is denoted by P −1 (n). Again, for any λ ∈ P −1 (n), there is a unique maximalλ ∈ P −1 (n) dominated by λ . It follows from [11, IV.2.25] that, in the symplectic case, (g e ) red is the Lie algebra of a torus if and only if λ has no odd parts, and each even part occurs at most twice. Therefore, we are to prove the following.
Claim. If λ ∈ P −1 (n) is reachable, thenλ has no odd parts, and each even part occurs at most twice.
Because the proof is quite similar to the previous one, it is left to the reader. 4 . For the exceptional types, we perform a straightforward verification. In place of item (3) above, we use Elashvili's tables in [2] , where the reductive parts of centralisers are explicitly indicated. Also, all nilpotent orbits consisting of reachable elements in the exceptional Lie algebras are listed in [3, Theorem 2] . As a sample, we give the tables for Lie algebras of type E 6 and E 7 . The first column contains all reachable orbits; their dual orbits are indicated in the second column. All orbits are represented by their Dynkin-Bala-Carter labels. We write T m for the Lie algebra of an m-dimensional torus.
Here all nilpotent orbits G·e such that (g e ) red = T n occur as duals of reachable nilpotent orbits. However this is not always the case. For instance, if g is of type E 8 , then the orbits with the Dynkin-Bala-Carter labels D 7 (a 1 ) and D 5 + A 2 are special and the reductive part of their centraliser is T 1 . But neither of them is dual to a reachable orbit. 2
Remark. The condition that (g e ) red is Abelian is equivalent to that g e is solvable.
On the boundary of a nilpotent orbit
In this section we give some estimates for the codimension of the boundary of an arbitrary nilpotent orbit. Obviously, we have codim G·e ∂(G·e) 2. It is therefore interesting to find an upper bound for codimension. The notation codim G·e ∂(G·e) a means that each irreducible component of ∂(G·e) is of codimension a.
Proposition. Let e be an arbitrary nilpotent element. Then
codim G·e ∂(G·e) 2 + dim g(1).
Proof. Set g( k) = i k g(i)
. Let P be the parabolic subgroup of G with Lie algebra g( 0). Then P ·e is affine and dense in g ( 2) . Therefore g( 2) \ P ·e = i D i is a union of divisors. We have G·D i = G·x i for some x i ∈ D i and ∂(G·e) = i G·x i .
Let b any Borel subalgebra between g( 0) and g ( 2) . We have
As is well-known, the last variety is of pure dimension 
Corollary. If e is even, then ∂(G·e) is a variety of pure codimension 2 in G·e.
However, the converse is not true. For instance, the 8-dimensional orbit in G 2 is not even, but its boundary is 6-dimensional and irreducible.
Thus, one has following estimates:
The lower bound is attained if e is even, while the upper bound is attained for the minimal nilpotent orbit. If g(1) = 0 and G·e is not a minimal orbit, then the upper bound of Proposition 3.1 is far from being precise. Below, we give a better bound with a worse (i.e., case-by-case) proof.
Theorem. Let e ∈ N be arbitrary. Then
To prove the theorem, we need some preparations. Notice however that if ht(e) = 2, then g(1) e = g (1), so that the claim is certainly true for such elements.
Our proof for the classical series requires an explicit formula for the dimension of g (1) e in terms of the corresponding partition.
Let ε be 0 or +1 or −1. Accordingly, P 0 (n) = P(n) is the set of all partitions, and P 1 (n) and P −1 (n) are the orthogonal and symplectic partitions of n, respectively. λ = (λ 1 , . . . , λ m ) ∈ P ε (n).
Proposition. Let a nilpotent orbit G·e in a classical Lie algebra g be given by the partition

If ε
Proof. 1. Let V be an n-dimensional vector space and gl n = gl(V ). Obviously, the passage from sl(V ) to gl(V ) does not affect the subspace g(1) e . Let V i ⊂ V be the space of the ith Jordan block (hence dim V i = λ i ). The decomposition V = V i is g e -stable, and we obtain the g e -stable decomposition
Without loss of generality, we may assume that each V i is an e, h, f -module. It is then clear that the elements from g(1) e correspond to the occurrences of 2-dimensional e, h, f -modules in V i ⊗ V * j . Therefore the claim follows from the Clebsh-Gordan formula:
2. The argument is similar to that in the previous part. We use the formulae sp(V )
A second ingredient for the proof of Theorem 3.3 is the theory of minimal degenerations, due to Kraft and Procesi [5, 6] . Roughly speaking, that theory explicitly describes, via partitions, the dense G-orbits in the irreducible components of ∂(G·e). 1, p a , p−1) , where a 1 and p 1. Notation p a means that part p occurs a times. (If p = 1, then the zero part should be omitted.) To obtain the partition for the dense orbit in this component, the above string should be replaced with (p a+2 ). The codimension of this component equals 2a + 2. But Proposition 3.4(1) says that such a substring contributes at least 2a to dim g (1) e (even 4a, if p > 1) .
2. g = so n or sp n . If λ is an ε-partition, then there are three types of substrings and their degenerations that are responsible for the irreducible components of codimension > 2, see [6, 3.4, Table I ]. Namely, these are the degenerations of types "f, g, h":
Again, it is assumed that p 1. The second column shows the substring of λ which gives rise to the dense orbit in a boundary component of G·e, the third column shows the substring corresponding to this dense orbit, and the last column gives the codimension of this dense orbit. Then using Proposition 3.4(2), one sees that, for all three cases, inequality 3.3(♥) is satisfied.
3. The exceptional Lie algebras. Here we use the tables for the orbit closures from [9, Chapter IV] and Sekiguchi's tables in [7, Appendix] . The latter essentially show the dimensions dim g(i) e for each nilpotent orbit. So that the proof reduces to a routine verification. However, we have found an error in Table II in [7] . For the nilpotent orbit in E 7 with weighted Dynkin diagram 2-1-0-1 0 -0-1 , the numbers n 1 , . . . , n p should be (10, 9 2 , 8 3 , 7 2 , 6, 5 2 , 4 3 , 3 2 , 2 2 , 1 4 , 0 3 ). In particular, this means that dim g(1) e = 4 for this orbit. 2
Remarks. 1. Although the bound in Theorem 3.3 is better than that in Proposition 3.1, it is not sharp. Analysing the proof of Theorem 3.3, it is not hard to classify all orbits satisfying the condition codim G·e ∂(G·e) = 2 + dim g (1) e . E.g., for sl n this means that a substring of the form (p+1, p a , p−1) in λ may only occur if p = 1. In other words, λ has no parts with three consecutive nonzero sizes. 2. Notice that ∂(G·e) is not necessarily a pure variety. In sl n , the theory of minimal degenerations [5] allows us to construct numerous examples of such phenomenon. For instance, if e ∈ sl 15 is given by the partition (7, 3, 2, 1, 1, 1) , then G·e has three boundary components of codimension 2, 4, and 8. Here dim g(1) e = 8. At the other extreme, the orbit in E 6 with Dynkin-Bala-Carter label D 5 (a 1 ) has two boundary components of codimension 2 and 4.
On some properties of the centraliser for reachable elements
In this section, we show that in case of g = sl n the condition (S 1 ) is equivalent to a seemingly much stronger condition that [g(1) e , g(i) e ] = g(i + 1) e for each i 1. In other words, e is reachable if and only if g( 1) e (the nilpotent radical of g e ) is generated by the subspace g (1) e . Along the way, we also obtain a proof for [3, Theorem 1] . Again, it is harmless to work with gl n in place of sl n .
As above, we assume that e ∈ g = gl(V ) is given by a partition λ = As an illustration to this rule, we state two simple lemmas, whose proof is left to the reader.
Lemma. A basis for g(1) e consists of the following transformations:
(Cf. with Proposition 3.4(i).)
Lemma. A basis for g(2)
e consists of the following transformations:
il :
2. ξ (2) i :
Using this notation. we have e = m i=1 ξ (2) i .
Theorem.
Suppose λ satisfies the relation λ m = 1 and λ i λ i+1 + 1 for each i. Then g( 1) e is generated by g(1) e as Lie algebra.
Proof. We argue by induction on dim V . The inductive step is achieved by the following construction. Set U = V / Ker(e) andĝ = gl(U ). Then dim U = dim V − m and e induces the nilpotent transformation of U , which is denoted byê. Clearly, the partition corresponding toê isλ := (λ 1 −1, . . . , λ m −1). (According to our convention, the zero parts at the end should be omitted.) The mapping V → U induces the Lie algebra homomorphism
It is easy to describe the kernel of Φ. Set W := span of {v 1 , . . . , v m }. Then V = W ⊕ Im(e), and
Notice that Ker(Φ) ∼ −→ Hom(W, Ker(e)). In particular, dim Ker(Φ) = m 2 . It is important that Φ preserves the Z-grading of both centralisers, i.e., Φ(g(i) e ) ⊂ĝ(i)ê. Indeed, ifĥ ∈ĝ is the semisimple element of an adapted sl 2 -triple forê, then theĥ-eigenvalue of e s ·v i is 2s − λ i + 2 (for λ i 2 and 0 s λ i − 2). Because this shift does not affect the difference of the eigenvalues for vectors in U , the claim follows from Eq. (4.1).
Obviously, the partitionλ also satisfies the condition of the theorem. By the inductive hypothesis, we may assume thatĝ( 1)ê is generated byĝ(1)ê. Therefore it suffices to show that each element of Ker(Φ) lies in the subspace generated by g(1) e . A basis for Ker(Φ) consists of the following elements:
By Eq. (4.1), we have ζ ∈ g(λ i +λ j −2) e . Such an element lies in g(0) e if and only if λ i = λ j = 1, which we exclude from further considerations.
(a) If λ j > 1, then we can find λ l = λ j − 1 and take All other brackets are equal to zero. Since e is the transformation taking v i to e·v i for each i, we see that if e ∈ [g(1) e , g (1) e ], then it should be a linear combination of transformations η ij . It is readily seen that if there exists i such that λ i λ i+1 + 2, then such a linear combination cannot exist.
(i) ⇒ (ii). This is the content of Theorem 4.4. 2
Remarks. 1. Formulae written in the proof of (iii) ⇒ (i) yield a direct proof for the fact that [g(1) e , g (1) e ] = g(2) e , if condition 4.5(i) is satisfied. 2. The similar result is valid for other classical Lie algebras. The argument contains no fresh ideas, but it becomes more bulky in view of presence of a bilinear form and parity conditions imposed on partitions. This raises the following natural question: 4.6. Question. Let e be a reachable element in a simple Lie algebra g. Is it true that g( 1) e is generated by g(1) e as Lie algebra? At least, is it true that [g(1) e , g(1) e ] = g(2) e ?
If ht(e) = 2, then g(i) = g(i) e for i = 1, 2, and it was shown in the proof of Theorem 1.1 that [g(1), g(1)] = g (2) . Hence the answer is affirmative in this case.
