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I. INTRODUCTION
In 1959, Rényi [1] proposed the information dimension and the d-dimensional entropy to measure the information content of general random variables (RVs). In recent years, it was shown that the information dimension is of relevance in various areas of information theory, including rate-distortion theory, almost lossless analog compression, or the analysis of interference channels. For example, Kawabata and Dembo [2] showed that the information dimension of a RV is equal to its rate-distortion dimension, defined as twice the rate-distortion function R(D) divided by − log(D) in the limit as D ↓ 0. Koch [3] demonstrated that the rate-distortion function of a source with infinite information dimension is infinite, and that for any source with finite information dimension and finite differential entropy the Shannon lower bound on the rate-distortion function is asymptotically tight. Wu and Verdú [4] analyzed both linear encoding and Lipschitz decoding of discrete-time, independent and identically distributed (i.i.d.), stochastic processes and showed that the information dimension plays a fundamental role in achievability and converse results. Wu et al. [5] showed that the degrees of freedom of the K-user Gaussian interference channel can be characterized through the sum of information dimensions. Stotz and Bölcskei [6] later generalized this result to vector interference channels.
In [7] , [8] , we proposed the information dimension rate as a generalization of information dimension from RVs to univariate (real-valued) stochastic processes. Specifically, consider the stationary process {X t , t ∈ Z}, and let {[X t ] m , t ∈ Z} be the process obtained by uniformly quantizing {X t } with step size 1/m. We defined the information dimension rate d({X t }) of {X t } as the entropy rate of {[X t ] m } divided by log m in the limit as m → ∞ [8, Def. 2]. We then showed that, for any stochastic process, d({X t }) coincides with the ratedistortion dimension of {X t } [8, Th. 5]. We further showed that for stationary Gaussian processes with spectral distribution function F X , the information dimension rate d({X t }) equals the Lebesgue measure of the set of harmonics on [−1/2, 1/2] where the derivative of F X is positive [8, Th. 7] . This implies an intuitively appealing connection between the information dimension rate of a stochastic process and its bandwidth.
In this work, we generalize our definition of d({X t }) to multivariate processes. Consider the L-variate (real-valued) stationary process {X t }, and let {[X t ] m } be the process obtained by quantizing every component process of {X t } uniformly with step size 1/m. As in the univariate case, the information dimension rate d({X t }) of {X t } is defined as the entropy rate of {[X t ] m } divided by log m in the limit as m → ∞. Our main result is an evaluation of d({X t }) for L-variate Gaussian processes with (matrix-valued) spectral distribution function F X . We demonstrate that in this case d({X t }) equals the Lebesgue integral of the rank of the derivative of F X . As a corollary, we show that the information dimension rate of univariate complex-valued Gaussian processes is maximized if the process is proper, in which case it is equal to twice the Lebesue measure of the set of harmonics where the derivative of its spectral distribution function F X is positive.
As side results, we show that d({X t }) is scale and translation invariant. These properties are known for the information dimension of RVs (cf. [9, Lemma 3] ), but they do not directly carry over to our definition of d({X t }), which is why we state them explicitly in this paper.
II. NOTATION AND PRELIMINARIES

A. Notation
We denote by R, C, and Z the set of real numbers, the set of complex numbers, and the set of integers, respectively. We use a calligraphic font, such as F , to denote other sets, and we denote complements as F c . The real and imaginary part of a complex number z are denoted as Re(z) and Im(z), respectively, i.e., z = Re(z) + ıIm(z) where ı = √ −1. The complex conjugate of z is denoted as z * . We use upper case letters to denote deterministic matrices and boldface lower case letters to denote deterministic vectors. The transpose of a vector or matrix is denoted by (·)
T ; the Hermitian transpose by (·)
H . The determinant of a matrix A is detA.
We denote RVs by upper case letters, e.g., X. For a finite or countably infinite collection of RVs we abbreviate
Random vectors are denoted by boldface upper case letters, e.g., X (X 1 , . . . , X L ) T . Univariate discete-time stochastic processes are denoted as {X t , t ∈ Z} or, in short, as {X t }. For L-variate stochastic processes we use the same notation but with X t replaced by X t (X 1,t , . . . , X L,t ). We call {X i,t , t ∈ Z} a component process.
We define the quantization of X with precision m as
where ⌊a⌋ is the largest integer less than or equal to a. Likewise, ⌈a⌉ denotes the smallest integer greater than or equal to a. We denote by [X 
, and D(· ·) denote entropy, differential entropy, and relative entropy, respectively, and let I(·; ·) denote the mutual information [10] . We take logarithms to base e ≈ 2.718, so mutual informations and entropies have dimension nats. The entropy rate of a discrete-valued, stationary L-variate stochastic process {X t } is [10, Th. 4.2.1]
B. Information Dimension of RVs
Rényi defined the information dimension of a collection of RVs X k ℓ as [1] 
provided the limit exists. If the limit does not exist, one can define the upper and lower information dimension d(X k ℓ ) and d(X k ℓ ) by replacing the limit with the limit superior and limit inferior, respectively. If a result holds for both the limit superior and the limit inferior but it is unclear whether the limit exists, then we shall write d(X k ℓ ). We shall follow this notation throughout this document: an overline (·) indicates that the quantity in the brackets has been computed using the limit superior over m, an underline (·) indicates that it has been computed using the limit inferior, both an overline and an underline (·) indicates that a result holds irrespective of whether the limit superior or limit inferior over m is taken.
If
III. INFORMATION DIMENSION OF UNIVARIATE PROCESSES
In [7] , [8] , we generalized (3) by defining the information dimension rate of a univariate stationary process {X t } as If
if
Moreover, the information dimension rate of the process cannot exceed the information dimension of the marginal RV, i.e.,
Kawabata and Dembo [2, Lemma 3.2] showed that the information dimension of a RV equals its rate-distortion dimension. By emulating the proof of [2, Lemma 3.2], we generalized this result to stationary processes by demonstrating that the information dimension rate is equal to the ratedistortion dimension. Specifically, let R(X
where the infimum is over all conditional distributions ofX 
This result directly generalizes to non-stationary process (possibly with the limit over k replaced by the limit superior or limit inferior).
IV. INFORMATION DIMENSION OF MULTIVARIATE PROCESSES
In this section, we generalize the definition of the information dimension rate (5) to multivariate (real-valued) processes and study its properties.
Definition 1 (Information Dimension Rate):
The information dimension rate of the L-variate, stationary process {X t } is
provided the limit over m exists. We next summarize some basic properties of the information dimension rate.
Lemma 1 (Finiteness and Bounds):
Then, the rightmost inequality in (12) follows from (4). The leftmost inequality follows from the nonnegativity of entropy. Finally, the center inequality follows since conditioning reduces entropy, hence 
This implies that
It was shown in [9, Lemma 3] that information dimension is invariant under scaling and translation. The same properties hold for the information dimension rate.
Lemma 2 (Scale Invariance): Let {X t } be a stationary, Lvariate process and let
Proof: We show the proof for L = 2 by adapting the proof of [4, Lemma 16] . The proof for higher-dimensional processes follows along the same lines. By the data processing inequality, the chain rule, and the fact that conditioning reduced entropy, we have
Now let z
where the last inequality follows because flooring numbers from an interval of length a 1 yields at most ⌈a 1 ⌉ + 1 different integers. Combining (15) with (14), dividing by k, and letting k tend to infinity yields
Dividing by log m and letting m tend to infinity yields
The reverse inequality is obtained by noting that
by dividing by log m and by letting m tend to infinity. Lemma 3 (Translation Invariance): Let {X t } be a stationary, L-variate process and let {c t }, t ∈ Z be a sequence of
Proof: The lemma follows from [9, Lemma 30], which states that
for any collection of integer-valued RVs U 
Applying this result with U ℓL+j = ⌊mX ℓ,j + mc ℓ,j ⌋ and V ℓL+j = ⌊mX ℓ,j ⌋ + ⌊mc ℓ,j ⌋ gives the desired result. Indeed, we have that −1 ≤ U ℓL+j − V ℓL+j ≤ 2, so (17) yields
We thus obtain |d({X t }) − d({X t + c t })| = 0 by dividing (18) by k log m and by letting k and m tend to infinity. We finally observe that the information dimension rate of a stationary stochastic process equals its rate-distortion dimension. This generalizes [8, Th. 5 ] to multivariate processes.
where dim R {X t } is defined as in (9) 
Dividing by k and taking the limit inferior and limit superior as k → ∞, we get
where the limit exists because {X t } is stationary. We now divide the outer terms of this inequality by log m and the inner term by − 1 2 log D, and take the limits as m → ∞ and D ↓ 0, respectively. This yields
and proves (19).
V. INFORMATION DIMENSION OF GAUSSIAN PROCESSES Let {X t } be a stationary, L-variate, real-valued Gaussian process with mean vector µ and (matrix-valued) spectral distribution function (SDF) θ → F X (θ). Thus, F X is bounded, non-decreasing, and right-continuous on [−1/2, 1/2], and it satisfies [12, (7. 3), p. 141]
where
denotes the autocovariance function. It can be shown that θ → F X (θ) has a derivative almost everywhere, which has positive semidefinite, Hermitian values [12, (7.4) , p. 141]. We shall denote the derivative of F X by F ′ X . Further note that the (i, j)-th element of F X is the cross SDF θ → F XiXj of the component processes {X i,t } and {X j,t }, i.e.,
where 
This result can be directly generalized to the multivariate case where the component processes are independent. Indeed, suppose that {X t } is a collection of L independent Gaussian processes {X i,t , t ∈ Z} with SDFs F Xi . This corresponds to the case where the (matrix-valued) SDF is a diagonal matrix with the SDFs of the individual processes on the main diagonal. For independent processes, the joint entropy rate can be written as the sum of the entropy rates of the component processes. It follows that
The expression on the right-hand side (RHS) of (26) can alternatively be written as
where 1{·} is the indicator function. Observe that it is immaterial at which frequencies the component processes contain signal power. For example, the information dimension rate of two independent Gaussian processes with bandwidth 1/4 equals 1 regardless of where the derivatives of their SDFs have their support. The following theorem shows that this result continuous to hold for general L-variate Gaussian processes.
Theorem 2: Let {X t } be a stationary, L-variate Gaussian process with mean vector µ and SDF F X . Then,
Proof: See Appendix A. An important ingredient in the proof is the following generalization of [8, Lemma 6] .
Lemma 4: Let {X t } be an L-variate, stationary Gaussian process with mean vector µ and SDF F X (θ). Then, the (i, j)-
where N i,t X i,t − [X i,t ] m and where
For every i = 1, . . . , L, we have
and
Moreover, if all component processes have unit variance, then a 1 = . . . = a L and hence
Proof:
For every pair i, j = 1, . . . , L, we have with [8, (83) ] 
Since the SDM is fully determined by the covariance structure of a process, we obtain (29). Equations (31) and (32) follow immediately from equations (35) and (36) in [8, Lemma 6] .
VI. INFORMATION DIMENSION OF COMPLEX GAUSSIAN PROCESSES
Theorem 2 allows us to study the information dimension of stationary, univariate, complex-valued Gaussian processes by treating them as bivariate, real-valued processes. Let {Z t } be a stationary, univariate, complex-valued, Gaussian process with mean µ and SDF F Z , i.e.,
Alternatively, {Z t } can be expressed in terms of its real and imaginary part. Indeed, let Z t = R t + ıI t , t ∈ Z. The stationary, bivariate, real-valued process {(R t , I t ), t ∈ Z} is jointly Gaussian and has SDF
(37) where F R and F I are the SDFs of {R t } and {I t }, respectively, and F RI and F IR are the cross SDFs between {R t } and {I t }. The derivatives of F Z and F (R,I) are connected as follows:
where the last equality follows because F A stationary, complex-valued process {Z t } is said to be proper if its mean µ and its pseudo-autocovariance function
are both zero [14, Def. 17.5.4] . Since, by Lemma 3, the information dimension rate is independent of µ, we shall slightly abuse notation and say that a stationary, complexvalued process is proper if its pseudo-autocovariance function is identically zero, irrespective of its mean. Properness implies that, for all θ, F R (θ) = F I (θ) and F RI (θ) = −F IR (θ). Since θ → F ′ (R,I) (θ) is Hermitian, this implies that for a proper process the derivative of the cross SDF F RI is purely imaginary.
The following corollary to Theorem 2 shows that proper Gaussian processes maximize information dimension. This parallels the result that proper Gaussian vectors maximize differential entropy [15, Th. 2] .
Corollary 1: Let {Z t } be a stationary, complex-valued Gaussian process with mean µ and SDF F Z . Then
with equality if {Z t } is proper. Proof: We know from Theorem 2 that
For a given θ, the eigenvalues of F ′ (R,I) (θ) are given by
Since F ′ (R,I) (θ) is positive semi-definite, these eigenvalues are nonnegative and
In particular, the larger of these eigenvalues, say µ 1 (θ), is zero on
The smaller eigenvalue, µ 2 (θ), is zero on
Clearly, F 1 ⊆ F 2 . By (40), we have that
We next note that, by (38) and (42), the derivative
we can express the Lebesgue measure of the set of harmonics where
Combining (45) and (47), we obtain
Since the arithmetic mean is greater than or equal to the geometric mean, and using (42), we have that
Hence, F 3 ⊆ F 2 which implies that the difference of the last two Lebesgue measures on the RHS of (48) is less than or equal to zero. This proves (39). If {Z t } is proper, then we have
It follows that F 2 = F 3 and the difference of the last two Lebesgue measures on the RHS of (48) is zero. Hence, (39) holds with equality.
Remark 1: There are also non-proper processes for which (39) holds with equality. For example, this is the case for any stationary Gaussian process for which real and imaginary parts are independent, i.e., 
VII. CONCLUSION
We proposed a generalization of information dimension to multivariate, stationary processes. Specifically, if {X t } is an L-variate, stationary process, then we defined its information dimension rate d({X t }) as the entropy rate H ′ ([X t ] m ) divided by log m in the limit as m → ∞. We demonstrated that the information dimension rate is bounded if [X 1 ] 1 has finite entropy and that it is invariant under scaling and translation. We furthermore showed that d({X t }) coincides with the ratedistortion dimension, thus generalizing our result for univariate processes [8, Th. 5] .
Our main result concerns the information dimension rate of L-variate, stationary, Gaussian processes with (matrix-valued) spectral distribution function F X . We showed that in this case d({X t }) equals the Lebesgue integral of the rank of the derivative of F X , i.e.,
As a corollary, we showed that the information dimension rate of a univariate complex-valued Gaussian process {X t } is upper-bounded by twice the Lebesgue measure of the support of the derivative of its spectral distribution function F X . This upper bound is achieved if, but not only if, the Gaussian process is proper.
APPENDIX A PROOF OF THE MAIN RESULT
The proof follows along the lines of [8, Th. 7] . We adopt the following notation. For every i, we define
(over all i and t) and uniformly distributed on [0, 1/m), and let W i,t [X i,t ] m + U i,t . We define {[X t ] m }, {N t }, and {U t } as corresponding multivariate processes. Since {U i,t } is independent of {[X j,t ] m } for every i, j, the (matrix-valued) SDFs of {W t }, {[X t ] m }, and {U t } satisfy
Moreover, the (matrix-valued) power spectral density (PSD) of {U t } exists and equals
We next note that since the information dimension rate is translation invariant (Lemma 3) and since the SDF F X does not depend on the mean vector µ, we can assume without loss of generality that {X t } has zero mean. We moreover show in Lemma 5 in Appendix B that we can assume, without loss of generality, that every component process of {X t } has unit variance. Indeed, if all component processes have positive variance, then this follows immediately from Lemma 2. Lemma 5 expands upon Lemma 2 in that it shows that 1) normalizing component processes to unit variance does not affect the rank of F X and 2) component processes with zero variance need not be considered in computing d({X t }) or the rank of F X .
With this assumption and the notation introduced above, we write the entropy of [X 
(53) Dividing by k log m and letting first k and then m tend to infinity yields the information dimension rate d({X t }).
Lemma 6 in Appendix B shows that
for some constant K that is independent of (k, m). Moreover, the differential entropy rate of the stationary, L-variate Gaussian process {W t } is given by [12, Th. 7 .10]
It thus follows that the information dimension rate of {X t } equals
It remains to show that the RHS of (56) is equal to the RHS of (28). To do so, we first show that the integral on the RHS of (56) can be restricted to a subset F for some Υ > 0. We then show that, on this set, detF ′ W (θ) can be bounded from above and from below by products of affine transforms of the eigenvalues of F ′ X (θ). These bounds are asymptotically tight, i.e., they are equal in the limit as m tends to infinity. We complete the proof by showing that the order of limit and integration can be exchanged.
A. Restriction on F
Choose Υ > 0 and let
We have from [8, (106) - (108)] that, for every i,
The set F Υ is the union of L such events, from which
and since derivatives of matrix-valued SDFs are positive semidefinite, we have
Hence,
where lim denotes the limit inferior. Here, the last step follows because λ(F Υ ) ≤ L Υ . Applying Hadamard's and Jensen's inequality we further get
where the last step is due to (32) in Lemma 4. Since, by (31) in the same lemma, a 1 → 1 with m → ∞, we have
where lim denotes the limit superior. As a consequence, we have
for every Υ. It follows that this integral does not contribute to the information dimension rate if we let Υ tend to infinity. It thus suffices to evaluate the limit of 
Let
Now let A be an n × n matrix and let A 
It is known that all matrix norms 1 bound the largest eigenvalue of the matrix from above [16, Th. 5.6.9] . Thus, η max (θ) is also an upper bound on the largest eigenvalue of
Then we have for m sufficiently large such that
Combining (67) and (68) with (65), we obtain
It thus remains to evaluate
where K is either 1/12 or 1/12 + L 2 Υ.
C. Exchanging Limit and Integration
To evaluate (70), we continue along the lines of [17, Sec. VIII]. Specifically, for each i, we split the integral on the RHS of (70) into three parts:
where 0 < ε ≪ 1 is arbitrary.
For the first part, we obtain
which evaluates to λ(F I ) in the limit as m → ∞. We next show that the integrals over F II and F III do not contribute to (70). To this end, it suffices to consider the integral of the function
.
In the remainder of the proof, we shall assume without loss of generality that m 2 > 8/π, in which case A m (θ) > 0 on θ ∈ F II ∪F III . Clearly, whenever A m (θ) > 0, the function in (73) converges to zero as m → ∞. Moreover, for A m (θ) ≥ 1, this function is nonpositive.
For all θ ∈ F II we have A m (θ) ≥ (2a 1 − 1)/(1 − ε), hence we can find a sufficiently large m 0 such that, by (31) in Lemma 4, we have A m (θ) ≥ 1, m ≥ m 0 . Since by the same result we also have
The LHS of (74) is nonpositive and monotonically increases to zero as m → ∞. We can thus apply the monotone convergence theorem to get
We next turn to the case θ ∈ F III . It was shown in [17, p. 443] 
We can thus apply the dominated convergence theorem to get
Combining (72), (75), and (78), we have that
By the continuity of the Lebesgue measure, this tends to
as Υ tends to infinity. But since the rank of a matrix is exactly the number of non-zero eigenvalues we obtain
To summarize, combining (56), (64), (78), and (79), we obtain that
This completes the proof.
APPENDIX B AUXILIARY RESULTS
In this section, we show that in the statement and proof of Theorem 2 we may assume without loss of generality that every component process has zero mean and unit variance. Moreover, we present the multivariate counterpart of [8, Lemma 6] .
Lemma 5: Suppose that {X t } is a stationary, L-variate Gaussian process with mean vector µ and SDF F X . Suppose that the component processes are ordered by their variances, i.e., ∞ > σ 
Dividing by k log m and letting m and k tend to zero shows
with values σ i on the main diagonal. For component processes with zero variance, the corresponding row and column of F ′ X (θ) is zero almost everywhere. Hence, we have for almost every θ that
where 0 denotes an all-zero matrix of appropriate size. We thus have rank(
Lemma 6: Let X be an ℓ-variate Gaussian vector with mean vector µ and covariance matrix C X . Let
where U is a ℓ-variate vector, independent of X, with components independently and uniformly distributed on [0, 1/m). Then,
Proof: By [14, Th. 23.6.14], the vector X = (X 1 , . . . , X ℓ )
T can be written as
where N is a ℓ ′ -dimensional, zero-mean, Gaussian vector (ℓ ′ ≤ ℓ) with independent components whose variances are the nonzero eigenvalues of C X and where A is a ℓ × ℓ ′ matrix satisfying A T A = I (with I denoting the identity matrix). We use the data processing inequality, the chain rule for relative entropy, and the fact that N is Gaussian to obtain
where g W ,N denotes the PDF of a Gaussian vector with the same mean vector and covariance matrix as (W , N ), and
To evaluate the relative entropy on the RHS of (86), we first note that, given X, the random vector W is uniformly distributed on an ℓ-dimensional cube of length 
where C W N denotes the cross-covariance matrix of W and N , and C W and C N denote the covariance matrices of W and N , respectively. Letting Z = [X] m , we have W = Z + U . Since U is independent of X, the cross-covariance matrix of W and X (denoted by C W X ) is equal to the cross-covariance matrix of Z and X (denoted by C ZX ). Bussgang's theorem [13, eq. (19) ] yields K Zj Xi (τ ) = a j K Xj Xi (τ ) where a j is as in Lemma 4. Hence, if Λ a is a diagonal matrix with the elements of a = (a 1 , . . . , a ℓ ) on the main diagonal, then C ZX = Λ a C X . From (85) we get C X = AC N A T and C W N = C W X A, hence
Together with (90), this yields
Combining (92a) with (85), and using the triangle inequality, we upper-bound each component of w − µ W |N =n as
The first and the third term on the RHS of (93) are both upperbounded by (94) We next note that, since W = Z + U and since U is independent from Z and i.i.d. on [0, 1/m),
It can be shown that C Z − Λ a C X Λ a is the conditional covariance matrix of Z given N , hence it is positive semidefinite. 
2 Indeed, we have C ZX = C W X and, by (85), C ZN = C ZX A. Replacing in (90b) W by Z, and repeating the steps leading to (92b), we obtain the desired result.
To upper-bound the first term on the RHS of (89), we use that (95) combined with Lemma 4 implies that every diagonal element of C W |N is given by
The first term on the RHS of (97) 
