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UPPER TAILS OF SUBGRAPH COUNTS IN SPARSE REGULAR GRAPHS
BENJAMIN GUNBY
Abstract. What is the probability that a sparse n-vertex random d-regular graph Gdn, n
1−c
<
d = o(n) contains many more copies of a fixed graph K than expected? We determine the behavior
of this upper tail to within a logarithmic gap in the exponent. For most graphs K (for instance,
for any K of average degree at least 4) we determine the upper tail up to a 1 + o(1) factor in
the exponent. However, we also provide an example of a graph, given by adding an edge to K2,4,
where the upper tail probability behaves differently from all previously studied behavior in both
the sparse random regular and sparse Erdo˝s-Re´nyi models.
1. Introduction
Suppose we have a random d-regular graph Gdn on n vertices, such that each such graph is
chosen with equal probability. What is the probability that the number of triangles in Gdn exceeds
its expectation by a constant factor? What if triangles are replaced by, for example, copies of K2,3?
1.1. History of the Upper Tail Problem for G(n, p). When instead of Gdn we take the the
Erdo˝s-Re´nyi random graph G(n, p), this upper tail question is well-studied. Arguments bounding
the upper tail generally consist of two components. One component is to formulate a large deviation
principle, bounding the upper tail in terms of the solution to a certain variational problem. The
other component is obtaining good bounds on the solution to the variational problem. Generally,
better bounds on the variational problem translate into better upper tail estimates, and improve-
ments in the large deviation principle translate into larger ranges of parameters in which these
estimates hold.
The work of Chatterjee and Varadhan [6] first introduced such a large deviation principle. This
enabled them to address the case of G(n, p) where p is fixed and n→∞, showing for example that
if Tn,p is the number of triangles in G(n, p), that
lim
n→∞
1
n2
log Pr [Tn,p ≥ tE(Tn,p)] = −φ(p, t),
for some function φ(p, t), given by the solution to a particular variational problem, that is nonzero
as long as t > 1.
More recently, there has been additional focus on the case of the sparse Erdo˝s-Re´nyi random
graph, where instead of a fixed p, p = p(n) tends to 0 as n → ∞. An early result of Kim and Vu
[13] shows that if p ≥ n−1 log n,
exp
(
−Θ
(
p2n2 log
1
p
))
≤ Pr[Tn,p ≥ (1 + δ)E(Tn,p)] ≤ exp(−Θ(p2n2))
for any fixed δ > 0. Chatterjee [4] and DeMarco and Kahn [8] independently eliminated this log
gap, showing that
Pr[Tn,p ≥ (1 + δ)E(Tn,p)] = exp
(
−Θ
(
p2n2 log
1
p
))
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for all fixed δ > 0 and p ≥ C(δ)n−1 log n. (DeMarco-Kahn actually showed the stronger result that
one can take C(δ) = 1 in the earlier expression.)
Chatterjee and Dembo [5] managed to improve the large deviation principle so that it applies
when p→ 0 polynomially with n. Lubetzky and Zhao [14] were able to solve the resulting variational
problem in the case of triangles, and were able to use the Chatterjee-Dembo result to show that
Pr[Tn,p ≥ (1 + δ)E(Tn,p)] = exp
(
−(1 + o(1))c(δ)p2n2 log 1
p
)
,
where c(δ) = min
(
1
2δ
2
3 , 13δ
)
, as long as n−
1
42 log n ≤ p≪ 1.
Bhattacharya, Ganguly, Lubetzky, and Zhao [2] generalized this result and were able to compute
the upper tail probability Pr[Hom(K,G(n, p)) ≥ (1 + δ)E(Hom(K,G(n, p)))] up to a factor of
1 + o(1) in the exponent for any fixed graph K. With appropriate bounds on p, they were able to
compute a constant c(K, δ) such that
Pr[Hom(K,G(n, p)) ≥ (1 + δ)E(Hom(K,G(n, p)))] = exp
(
−(c(K, δ) + o(1))p∆(K)n2 log 1
p
)
,
where ∆(K) is the maximum degree of K.
At the same time, progress has been made on the large deviations principle side, proving the
upper tails results for larger ranges of p. Eldan [9] was able to improve on the Chatterjee-Dembo
large deviations argument, improving the n−
1
42 log n≪ p≪ 1 range for the triangle upper tail result
to n−
1
18 log n ≪ p ≪ 1. More recently, Cook and Dembo [7] proved a stronger large deviations
principle for all graphsK, which in the case of triangles extended the range further to n−
1
3 ≪ p≪ 1.
Augeri [1] was independently able to prove a more specific but stronger large deviations result, which
in the case of triangles extended the range to n−
1
2 ≪ p≪ 1. Harel, Mousset, and Samotij [11] were
able to prove a slightly different type of large deviations principle, resulting in a different variational
problem. Their work extended the valid parameter range for triangles further to n−1 log n≪ p≪ 1,
and successfully accounted for a transition that happens at approximately p = n−
1
2 . However, unlike
[7], the results of [1, 11] do not generalize to all graphs K.
1.2. History of the Upper Tail Problem for Gdn. We now turn our attention to the upper
tail problem on the random d-regular graph Gdn. This problem is more delicate in many ways, as
edges no longer appear independently. We will be considering the case where our graph is sparse;
in general, we would like to solve the following problem.
Problem 1.1. Let n → ∞ and d = d(n) ≪ n. Let Gdn be a random d-regular graph on [n].
Compute
Pr[Hom(K,Gdn) ≥ (1 + δ)E(Hom(K,Gdn))].
A common construction for G(n, p), that of giving a subset of vertices having high degree, breaks
in this case due to the regularity of Gdn. Because of this, the answers are often quite different in
the G(n, p) and Gdn setups.
Bhattacharya and Dembo [3] were able to compute the correct log-asymptotic of the probability
in the Problem, for graphs K such that the 2-core of K is regular, in a sparse range roughly of
the form n1−ǫ(K) ≪ d ≪ n. (The 2-core of K is given by succesively removing all leaves from K
until the minimum degree of K is at least 2, and replacing K by its 2-core does not change the
probability in the Problem.) In particular, [3] showed that if the 2-core of K is ∆-regular, then
Pr[Hom(K,Gdn) ≥ (1 + δ)E(Hom(K,Gdn))] = exp
(
−(c(K, δ) + o(1))p∆n2 log 1
p
)
for some nonzero constant c(K, δ) that they were able to compute.
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However, [3] left open the question of what happens when the 2-core of K is not regular, only
proving that exp
(
−Θ
(
p∆n2 log 1p
))
(where p = dn and ∆ is the maximum degree of the 2-core of
K) is never in fact the correct growth rate.
1.3. New Results. We find the correct growth rate for all graphs K to within a ‘log gap’, for d
in an appropriate sparse regime. In particular, we will show that with p = dn ,
exp
(
−Θ
(
n2p2+γ(K) log
1
p
))
≤ Pr
[
Hom(K,Gdn) ≥ (1 + δ)E(Hom(K,Gdn))
]
≤ exp
(
−Θ
(
n2p2+γ(K)
))
for n−ǫ(K) ≪ p ≪ 1, where γ(K) is a certain invariant of K, as long as K is not a forest. (See
Corollary 2.5.) (If K is a forest then Hom(K,Gdn) is constant, so the probability is 0.)
For ‘most’ graphs K (for example, for any graph K of average degree greater than 4), we will be
able to do better, obtaining the correct exponent to within a 1 + o(1) factor. For example, in the
case of K = K2,3 mentioned earlier, we will be able to prove that
Pr
[
Hom(K2,3, G
d
n) ≥ (1 + δ)E(Hom(K2,3, Gdn))
]
= exp
(
−(
√
δ + o(1))n2p
5
2 log
1
p
)
,
as long as p := dn satisfies (n
−1 log n)
2
19 ≪ p≪ 1.
Given these examples, and the precedent forG(n, p), one might expect that exp
(−Θ (n2p2+γ(K) log(1/p)))
is the correct order of growth for all K. Indeed, an earlier version of [3] conjectured a similar state-
ment. However, we will show that the formula above does not generalize to all graphs K, by
exhibiting a graph K0 such that
Pr
[
Hom(K0, G
d
n) ≥ (1 + δ)E(Hom(K0, Gdn))
]
6= exp
(
−Θ
(
n2p2+γ(K0) log
1
p
))
.
This example differs from all known examples in either the G(n, p) or the Gdn case. Generally, the
construction for the lower bound of the upper tail probability is given by ‘planting’ some specific
subgraph; that is, conditioning on our random graph containing that subgraph. For example, when
considering the upper tail problem for the triangle count in G(n, p), one may obtain a lower bound
of the correct order exp
(
−Θ
(
n2p2 log 1p
))
by noting that if G(n, p) contains a clique of size Θ(np),
it should on average have Θ(n3p3) more triangles than expected. However, in the case of K0 above,
the constructions do not simply arise from planting a subgraph, and we additionally must condition
on a subgraph having high (but not 1) density. This demonstrates the difficulty of solving the sparse
regular upper tail problem for general K.
1.4. Ideas. The solution technique for such upper tail problems generally has two major steps.
First, one applies a large deviation framework, showing that the behavior of the upper tail is given
by a solution to a certain variational problem. Second, one must solve this variational problem.
We follow this outline in reverse order: Sections 3 through 11 will cover the appropriate variational
problem’s solution, and Sections 12 through 16 will be dedicated to the reduction to the variational
problem.
1.4.1. Variational Problem. Our variational problem will be, in essence, to minimize entropy over
all p-regular graphons having enough homomorphisms from K. Upper bounds on the variational
problem (given by constructions) will generally translate to lower bounds on the upper tail, and
vice versa.
In proving our lower bound on the variational problem, we incorporate several techniques from
previous works. In particular, the adaptive thresholding technique demonstrated in Section 5 of
3
[2] will be vital. Similarly to previous works such as [2, 3, 14], we will apply a generalized form of
Ho¨lder’s inequality.
However, the form of Ho¨lder’s inequality used in those works is not strong enough for our pur-
poses, in the sense that it is not responsive to the restriction that our graphon must be regular. Our
main new ideas as regards the variational problem will be a stronger generalized Ho¨lder’s inequality
that is responsive to the regularity condition (Theorem 6.2), and the systematic application of that
inequality via edge weightings.
Another key idea in our solution to the variational problem is the use of the minimum fractional
vertex cover linear program and its dual, maximum fractional matching. One principle throughout
is that the upper bounds on the variational problem (given by constructions) use minimum frac-
tional vertex cover, whereas the lower bounds use maximum fractional matching (largely as weights
to use in our generalized Ho¨lder’s inequality).
1.4.2. Bounding the Upper Tail. The second half of our paper shows that the upper tail probability
is given by the solution to the variational problem. This section has two main results (Theorems
2.12 and 2.13), essentially providing an upper and lower bound on the upper tail probability based
on the solution to the variational problem. The upper bound is essentially given by the large
deviations argument of Cook and Dembo in [7].
The lower bound, i.e. constructing many d-regular graphs with many homomorphisms from K,
is significantly more difficult, and much more delicate than in previous work. We loosely follow
Section 2.3 of [3]. However, there are several substantial complications, related to the fact that our
constructions are no longer in general given by planting a certain subgraph, or equivalently the fact
that the solution to the variational problem takes values substantially greater than p but less than
1. As such, we must prove a result that holds for more general graphons than those considered in
[3].
The argument of [3] roughly involves conditioning on our random graph containing the particular
subgraph we are planting, and proving that the upper tail event is then almost certain. In particular,
if H is the desired upper tail event, the argument of [3] goes by first choosing some event B (which
in essence states that a graph contains the planted subgraph) and proving that B is fairly probable
whereas B ∩ ¬H is highly unlikely.
As we are no longer simply planting a subgraph, finding the correct auxiliary event B to use is
difficult. In Section 13, we will define the event Adegn , which we will use for this purpose. A second
difficulty will come in bounding Pr[Adegn ∩ ¬H], the subject of Section 16. In [3], after using the
auxiliary event to assist in changing measures to a certain measure P⋆, it is dropped entirely, but
in our case, this will not be possible as the desired bound on P⋆(¬H) (c.f. (2.46) of [3]) is not even
true. Thus we must extract additional use out of our event Adegn before dropping it.
We state some conventions that we will use throughout this paper.
Conventions. We use big-O notation (including O(·), o(·), Ω(·), ω(·), Θ(·)) in the usual way. All
uses of this notation will apply as n→∞, or if there is no n appearing (as in nearly all of Sections
3 through 11) as p→ 0. We will also use f . g to mean f = O(g) and f ≪ g to mean f = o(g).
We will consider only graphs with no isolated vertices. As such, subgraphs of a graph K corre-
spond to subsets of the edge set E(K), and we will use these interchangably throughout.
Whenever we deal with the random graph Gdn, we will assume dn is even.
2. Main Theorems
Before stating our main result, we make several definitions.
For d < n ∈ Z+ with dn even, let Gdn be a random graph given by selecting each d-regular-graph
on [n] with equal probability.
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For a graph K, let E(K) be the set of edges of K, and V (K) be the set of non-isolated vertices
of K. Let e(K) := |E(K)| and v(K) := |V (K)|.
Call a tuple (cv)v∈V (K) a fractional vertex cover if cv ≥ 0 for all v ∈ V (K) and cv + cw ≥ 1 for
all vw ∈ E(K). Let c(K) be the minimum value of ∑v∈V (K) cv over all fractional vertex covers
(cv), and call a fractional vertex cover minimum if
∑
v∈V (K) cv = c(K).
Definition 2.1. Let
γ(K) = max
H⊆K
e(H)− v(H)
c(H)
.
Call a subgraph H ⊆ K contributing if H has minimum degree at least 2 and e(H) − v(H) =
c(H)γ(K).
For two graphs K,G, we define the homomorphism count Hom(K,G) to be the number of
functions V (K)→ V (G) such that every edge of K is mapped into an edge of G.
Remark. Homomorphism count is closely related to subgraph count; notice that if G is a graph
on n vertices, Hom(K,G) = |Aut(K)| · (# copies of K in G) + O(nv(K)−1), as there are |Aut(K)|
homomorphisms from K to G for every time K appears as a subgraph of G, and this counts all
homomorphisms except the O(nv(K)−1) that are not injective on the vertices of K.
Definition 2.2. For a graph H, call a subset A ⊆ V (H) valid if there is a minimum fractional
vertex cover (cv)v∈V (H) such that cv = 1 if v ∈ A and cv ∈
{
0, 12
}
if v ∈ V (H)\A.
For a graph K, we also define a bivariate polynomial PK , given by
PK(z, w) :=
∑
H⊆K contributing
∑
A⊆V (H) valid
z|A|wc(H)−|A|.
We further define
ρ(K, δ) := min
z,w≥0
PK(z,w)≥1+δ
(
z +
w
2
)
.
Our main results are Theorems 2.3, 2.7, and 2.9. The first of these theorems bounds the desired
upper tail probability to within a logarithmic factor in the exponent.
Theorem 2.3. Let K be any nonforest graph whose 2-core is not a disjoint union of cycles, and
fix δ > 0. If d = d(n) with dn even and p := dn satisfies (n
−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1, then
n2p2+γ(K) . − log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
≤ (1 + o(1))ρ(K, δ)n2p2+γ(K) log 1
p
as n→∞.
Remark. The expression
min
z,w≥0
PK(z,w)≥1+δ
(
z +
w
2
)
in the definition of ρ(K, δ) will come from our construction in Section 3. In essence, we will plant
a subgraph consisting of a ‘hub’ S ⊆ [n] of vertices of Gdn all of which are connected to all the
vertices in [d], as well as a clique on some vertex set T . The size of the hub S will be governed by
the parameter z, and the size of the clique T will be governed by the parameter w, normalized so
that the clique and the hub are of the appropriate order in size.
The probability that Gdn contains this graph will be exponential in a quantity proportional
to z + w2 . Generally, if G
d
n contains this subgraph, we will be able to find PK(z, w)n
v(K)pe(K)
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homomorphisms from K. So we should have enough homomorphisms with at least probability
proportional to
min
z,w≥0
PK(z,w)≥1+δ
(
z +
w
2
)
.
The valid subsets in the definition of PK will correspond to the sets of vertices that we send into
the hub when counting homomorphisms from K to Gdn.
In the case where the 2-core ofK is a disjoint union of cycles, the method of Bhattacharya-Dembo
[3] easily extends to the following result.
Theorem 2.4 (Essentially as in [3]). Let K be any nonforest graph whose 2-core is a disjoint
union of cycles of length i1, . . . , iℓ, and fix δ > 0. If d = d(n) with dn even and p :=
d
n satisfies
n−
1
3 ≪ p≪ 1, then
− log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
=
(
c(i1, . . . , iℓ; δ)
2
+ o(1)
)
n2p2 log
1
p
,
where c(i1, . . . , iℓ; δ) is the unique positive value of c such that
ℓ∏
j=1
(1+ ⌊c⌋+ {c}ij/2) = 1+ δ. (Here
⌊c⌋ and {c} denote the integer part and fractional part of c, respectively.)
For completeness, we include a proof of Theorem 2.4 in Section 18. The previous two theorems
easily imply our desired log gap.
Corollary 2.5. Let K be any nonforest graph and fix δ > 0. If d = d(n) with dn even and p := dn
satisfies (n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1, then
n2p2+γ(K) . − log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
. n2p2+γ(K) log
1
p
as n→∞.
Remark. Note that the upper tail question is trivial when K is a forest, as a forest has the same
number of homomorphisms into every regular graph. Thus Corollary 2.5 solves the upper tail
problem to within a log gap for all graphs.
For most graphs, we obtain an improved result that bounds the probability to within a 1 + o(1)
factor in the exponent. First we must make some additional definitions.
Definition 2.6. For a graph H, call a tuple (we)e∈E(H) a fractional matching if we ≥ 0 for all
e ∈ E(H) and
∑
e∋v
we ≤ 1 for all v ∈ V (H).
Call a tuple (we)e∈E(H) a fractional edge cover if we ≥ 0 for all e ∈ E(H) and
∑
e∋v
we ≥ 1 for all
v ∈ V (H).
Call a tuple (we)e∈E(H) a fractional perfect matching if it is both a fractional matching and a
fractional edge cover; that is, if we ≥ 0 for all e ∈ E(H) and
∑
e∋v
we = 1 for all v ∈ V (H).
Call a fractional matching maximum if
∑
e∈E(H)
we = c(H). Call a fractional edge cover minimum
if
∑
e∈E(H)
we = v(H)− c(H).
Call an edge e0 ∈ H bad if for every maximum fractional matching (we)e∈E(H), we0 = 1.
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Figure 1. The graph K0
Remark. It will follow from linear programming duality (as we will prove in Lemma 7.1) that c(H)
is indeed the maximum of
∑
we over all fractional matchings (we)e∈E(H), and v(H) − c(H) is the
minimum over all fractional edge covers, justifying our terminology.
Theorem 2.7. Let K be a fixed nonforest graph none of whose contributing subgraphs have bad
edges, and whose 2-core is not a disjoint union of cycles. Fix δ > 0. If d = d(n) with dn even and
p := dn satisfies (n
−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1, then
− log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
= (1 + o(1))ρ(K, δ)n2p2+γ(K) log
1
p
as n→∞.
We claimed above that Theorem 2.7 applies to ‘most’ graphs; the proposition below justifies this
claim.
Proposition 2.8. If γ(K) > 2, then the conditions on K in Theorem 2.7 hold. In particular, if
K or any subgraph of K has average degree greater than 4, then the conditions on K in Theorem
2.7 hold.
The conditions in Theorem 2.7 also hold for any nonforest K with v(K) ≤ 5.
One might expect, given Theorem 2.7, that
− log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
= Θ
(
n2p2+γ(K) log
1
p
)
for all graphs K and d in the appropriate sparsity regime. Indeed, for the Erdo˝s-Re´nyi graph
G(n, p), the result
− log Pr
[
Hom(K,G(n, p)) ≥ (1 + δ)pe(K)nv(K)
]
= Θ
(
n2p∆(K) log
1
p
)
holds for appropriate values of p, per Corollary 1.6 of [2]. However, in our case this does not turn
out to be true, as the following theorem shows.
Theorem 2.9. Let K0 be the graph given by adding an edge to K2,4 on the side with four vertices,
as in Figure 2. If d = d(n) with dn even and p := dn satisfies (n
−1 log n)
1
15 ≪ p≪ 1, then
− log Pr
[
Hom(K0, G
d
n) ≥ (1 + δ)p9n6
]
= (1 + o(1))
(18δ)
1
3
2
n2p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
Notice K0 indeed has a bad edge–namely, the edge added to K2,4 to obtain K0.
Remark. The behavior of the upper tail in the case of K0 is fundamentally different to in other
known cases. In previous work, the prototypical graph containing many copies of some K is given
by guaranteeing the existence of (‘planting’) some large substructure (such as a clique) that will
force extra copies of K. However, the prototypical graph containing many copies of K0 is given by
simultaneously planting a subgraph and uniformly raising the density on a different subgraph.
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Our method of proving Theorems 2.3, 2.7, and 2.9 will be to reduce to a variational problem.
Specifically, we will (approximately) show that the upper tail probability is determined by the
minimum-entropy graphon W such that Hom(K,W ) ≥ 1 + δ.
Definition 2.10. For x ∈ [0, 1], let Ip(x) := x log xp +(1−x) log 1−x1−p be the p-entropy of x. (Define
Ip(0) and Ip(1) to be the appropriate limiting values log(1/p) and log(1/(1 − p)), respectively.)
If W is a graphon, let Ip(W ) :=
∫ 1
0
∫ 1
0
Ip(W (x, y))dxdy be the total entropy of W .
Say that a graphon W is p-regular if
∫ 1
0
W (x0, y)dy = p for all x0 ∈ [0, 1].
With K any graph and W any symmetric measurable from [0, 1]2 → R (e.g. a graphon), define
Hom(K,W ) =
∫
[0,1]v(K)
∏
uv∈E(K)
W (xu, xv)
∏
v∈V (K)
dxv.
Further letting t > 1, d ≤ n ∈ Z+, p = dn , we define
Φdn(K, t) :=
n2
2
inf
W p-regular
Hom(K,W )≥tpe(K)
Ip(W ),
where the minimum is taken over all graphons W satisfying the desired properties.
Definition 2.11. For a graph K, let ∆∗(K) =
1
2 maxvw∈E(K)
(degK(v) + degK(W )).
The following two theorems (mostly) reduce the upper tail problem to that of determining
Φdn(K, t). The first result essentially follows from the argument of Cook-Dembo [7].
Theorem 2.12. Let K be any nonforest graph, and fix t > 1. If d = d(n) with dn even and p := dn
satisfies (n−1 log n)
− 1
2∆⋆(K) ≪ p≪ 1, then
− log
(
Pr
[
Hom(K,Gdn) ≥ (t+ o(1))pe(K)nv(K)
])
≥ (1− o(1))Φdn(K, t)
as n→∞.
To give a matching upper bound for the left side of Theorem 2.12, notice that Φdn(K, t) is a
minimum, so ideally we would like to have the upper bound
(
1
2 + o(1)
)
Ip(W )n
2 for all p-regular
W satisfying Hom(K,W ) ≥ tpe(K). This proves to be difficult in general, but it in fact suffices to
prove this upper bound whenW satisfies several nice properties (which will be stated in Conditions
13.2) that we expect the solution to the variational problem to have.
Theorem 2.13. Suppose n−1 log log n ≪ p ≪ 1, and let W = W (n) be a block graphon on some
constant k = k(n) = O(1) number of blocks satisfying Conditions 13.2. Then
− log
(
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
])
≤
(
1
2
+ o(1)
)
Ip(W )n
2.
as n→∞.
IfW is an approximate solution to the variational problem, such that Φdn(K, t) =
(
1
2 + o(1)
)
n2Ip(W ),
then the upper and lower bounds in Theorems 2.12 and 2.13 coincide. Thus these results reduce
the upper tail problem to computing Φdn(K, 1 + δ), or in other words minimizing Ip(W ) over all
graphons W satisfying Hom(K,W ) ≥ (1 + δ)pe(K) (and checking that the optimizer has the cor-
rect form). Thus together with Theorems 2.12 and 2.13, the next three results (which bound the
solutions to this variational problem) will easily respectively show our three main theorems.
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Theorem 2.14. Take δ > 0 and let p→ 0. Fix a nonforest graph K whose 2-core is not a disjoint
union of cycles. Then
p2+γ(K) . inf
Hom(K,W )≥(1+δ)pe(K)
W p-regular
Ip(W ) ≤ (2 + o(1))ρ(K, δ)p2+γ(K) log 1
p
.
Furthermore, the upper bound is attained by a graphon satisfying the conditions of Theorem 2.13
for any n satisfying (n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1.
Theorem 2.15. Take δ > 0 and let p→ 0. If the 2-core of K is not a disjoint union of cycles and
none of the contributing subgraphs of K have bad edges, then
inf
Hom(K,W )≥(1+δ)pe(K)
W p-regular
Ip(W ) = (2 + o(1))ρ(K, δ)p
2+γ(K) log
1
p
.
Furthermore, the upper bound is attained by a graphon satisfying the conditions of Theorem 2.13
for any n satisfying (n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1.
Theorem 2.16. Take δ > 0 and let p→ 0. If K0 is the graph from Figure 2, then
inf
Hom(K0,W )≥(1+δ)p9
W p-regular
Ip(W ) = (1 + o(1))(18δ)
1
3p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
Furthermore, the upper bound is attained by a graphon satisfying the conditions of Theorem 2.13
for any n satisfying (n−1 log n)
1
15 ≪ p≪ 1.
Remark. In the language of the variational problem, the different behavior of the graph K0 is due
to the fact that the solution to the variational problem takes values less than 1 but substantially
higher than p. Informally (in a sense that we will describe in more detail in Section 11), the bad
edge of K0 forces us to ‘smooth’ some of the values of W inwards rather than outwards.
The remainder of the paper will be structured as follows. In Section 3, we will discuss the
constructions for the upper bounds of Theorems 2.14, 2.15, and 2.16, and prove those upper bounds.
In Section 4, we will prove some generally useful statements that we will reuse over the course of
proving the lower bounds of Theorems 2.14, 2.15, and 2.16.
The next three sections primarily deal with the lower bound of Theorem 2.14. In Section 5, we
will prove the lower bound of Theorem 2.14 for two illustrative examples. Section 6 will introduce
and prove a generalized Ho¨lder’s inequality that will be a main technical engine in proving the
lower bounds of Theorems 2.14 and 2.15, and in Section 7 we will use this to complete the proof of
the lower bound of Theorem 2.15.
Sections 8 through 10 deal with the lower bound of Theorem 2.15. Section 8 will prove this lower
bound for the example graph K = K2,3, and Sections 9 and 10 will contain the proof of the lower
bound in general.
Section 11 is dedicated to the proof of the lower bound of Theorem 2.16.
Section 12 will describe how to modify the argument of [7] to prove Theorem 2.12.
The next four sections, namely sections 13, 14, 15, and 16, together prove Theorem 2.13.
The following three sections clean up leftover loose ends. Section 17 proves the promised state-
ment that the constructions for Theorems 2.14, 2.15, and 2.16 indeed satisfy the conditions of
Theorem 2.13 under the appropriate settings. Section 18 will describe how Theorem 2.4 follows
from the methods of [3], and will deduce Corollary 2.5 from Theorems 2.3 and 2.4. Section 19
contains the proof of Proposition 2.8.
Finally, Section 20 proves the main Theorems 2.3, 2.7, and 2.9.
9
3. Constructions and Upper Bounds
The graphons that solve the variational problems given in Theorems 2.14, 2.15, and 2.16, and
thus provide a template for graphs containing many copies of K, will be of several forms.
These forms are given by the graphons appearing in Figures 2 and 3. Notice that in Figure 2,
the first graphon has a ‘partial hub’ of size zp1+γ , the second has a ‘clique’ of size
√
wp1+
γ
2 , and
the third has both.
In the graphon in Figure 3, we again have a partial hub, but instead of a clique we have instead
raised the value of the upper left p by p box to a value smaller than 1 but significantly larger
than p. This unusual behavior is the reason that the graph K0 behaves differently than the graphs
satisfying the conditions of Theorem 2.15.
Some motivation for why this is the solution for K0 may be had as follows. Let us take for
granted that in the typical homomorphism from K0 to W we will send the two vertices of degree
four into some partial hub B such that W = 1 on B× [0, p]. Then all other vertices should be sent
into [0, p]. The number of homomorphisms is then directly proportional to the average value of W
on [0, p]× [0, p]. To maximize this while minimizing entropy, W should be taken to be constant (or
as close as possible) on [0, p] × [0, p].
As we would like, it turns out that these graphons satisfy the conditions of Theorem 2.13 (indeed,
most conditions of that theorem are chosen carefully to include these graphons as solution).
Proposition 3.1. The graphons in Figure 2 satisfy the conditions of Theorem 2.13 with any non-
forest graph K, taking γ := γ(K), as long as γ > 0 and (n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1, as does the
graphon in Figure 3 with the graph K0 from Figure 2 with a(p) = Θ
(
p2
(
log 1p
)− 1
3
(
log log 1p
) 1
3
)
and b(p) = Θ
(
p
(
log 1p
) 2
3
(
log log 1p
)− 2
3
)
as long as (n−1 log n)
1
15 ≪ p≪ 1.
We will defer the proof for later, after we fully state the conditions of Theorem 2.13.
The upper bound of Theorem 2.14 (and thus Theorem 2.15, which has the same upper bound)
will easily follow from the following two lemmas.
Lemma 3.2. Let K be a nonforest graph with 2-core not a disjoint union of cycles. With γ = γ(K),
let W z,w0 be the third graphon from Figure 2. Then
Hom(K,W z,w0 ) ≥ (1− o(1))PK (z, w)pe(K).
Lemma 3.3. Under the conditions of the previous lemma,
Ip(K,W
z,w
0 ) = (1 + o(1))(2z + w)p
2+γ(K) log
1
p
.
Proof of Lemma 3.2. Note that γ = γ(K) > 0, as if H ⊆ K is the 2-core of K, then δ(H) ≥ 2 and
H is not a disjoint union of cycles, so e(H) > v(H). Thus W z,w0 indeed takes values in [0, 1], as
p1+
γ
2 = o(p).
Given the definition of PK(z, w), it suffices to, for every contributing subgraph H ⊆ K and every
valid A ⊆ V (H), to find (1 − o(1))z|A|wc(H)−|A|pe(H) homorphisms from K to W z,w0 , and then to
show that these classes of homomorphisms are distinct.
Take a contributing subgraph H ⊆ K and valid A ⊆ V (H). Since A is valid, there is some
B,C ⊆ V (H) such that A ∪B ∪ C is a partition of V (H) and
cv =


1 v ∈ A
1
2 v ∈ B
0 v ∈ C
10
10
zp1+γ
p
1
1
0
1
p
p+
O(p1+γ)
0
p+O(p1+γ)
p+O(p2+γ)
1
0
√
wp1+
γ
2
1
p+
O(p1+
γ
2 )
p+O(p1+
γ
2 )
p+O(p2+γ)
1
0
zp1+γ
√
wp1+
γ
2
p
1
1
0
1
1
p+
O(p1+
γ
2 )
0
p+O(p1+
γ
2 )
p+O(p2+γ)
1 p p p+O(p1+γ)
1
p
p+
O(p1+γ)
Figure 2. Constructions for the upper bounds of Theorems 2.14 and 2.15, with
γ = γ(K). Planting respectively a modified hub, a clique, and both a modified hub
and a clique. Note that the first two constructions can be considered specializations
of the third by setting respectively w = 0 or z = 0. The entries that are only
specified as p+O(·) are uniquely determined by the condition that the graphon be
p-regular, and it is easy to check that the asymptotics are satisfied.
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10
a(p)
p
1
1
0
1
b(p)
p+
O(pb(p))
0
p+O(pb(p))
p+O(p2b(p))
Figure 3. Construction for the upper bound of Theorem 2.16. Asymptotics hold
as long as a(p) . pb(p). In addition to planting a modified hub, part of the graphon
takes on some value b(p) with p≪ b(p)≪ 1.
is a minimum fractional vertex cover of H.
Let T = NK(A)\V (H). We count the homomorphisms that send the vertices in A into [0, zp1+γ ],
the vertices in B into (zp1+γ ,
√
wp1+
γ
2 ], the vertices in C ∪ T into (√wp1+ γ2 , p], and the vertices of
V (K)\(V (H) ∪ T ) into (p, 1].
We show two useful facts.
Fact 1. For all v0 ∈ T , |NK(v0) ∪A| = 1.
Fact 2. The set of edges sent by our homomorphisms above into blocks of W z,w0 with value 1 is
exactly E(H) ∪ E(A,T ).
Proof of Fact 1. Since v0 ∈ T , v0 is adjacent to at least one element of A. Suppose for the sake
of contradiction that v0 is adjacent to w,w
′ ∈ A. Let H ′ be a graph with V (H ′) = V (H) ∪ {v0}
and E(H ′) = E(H) ∪ {v0w, v0w′}. Then c(H ′) = c(H), as we may extend our minimum fractional
matching (cv) to H
′ by weighting cv0 = 0. Therefore,
e(H′)−v(H′)
c(H′) >
e(H)−v(H)
c(H) , contradicting the
fact that H is contributing. So v0 is adjacent to exactly one element of A. 
Proof of Fact 2. All edges in H are sent into blocks with value 1, as eH(B,C) = eH(C) = 0 by the
fact that (cv) is a fractional vertex cover.
To show the other direction, we must show that
EK(A,V (H)) ∪ EK(B) ⊆ E(H).
But if there is any edge e ∈ EK(A,V (H)) ∪ EK(B)\E(H), then our fractional vertex cover (cv)
is also a fractional vertex cover H ′ = H ∪ e, so c(H ′) = c(H) and so e(H′)−v(H′)c(H′) > e(H)−v(H)c(H) , a
contradiction. 
By our construction, no edges are sent into the blocks of the graphon with value 0 (this is the
point of separating out T ). By Fact 2, all edges in E(H) ∪ EK(A,T ) are sent into blocks of W z,w0
with value 1, and all other edges in E(K) are sent into blocks with value at least p − o(p). Thus
(since p≪ 1) the homomorphism count of this form is
(1− o(1))z|A|w|B|/2pv(H)+|T |+γ(|A|+|B|/2)+e(K)−e(H)−eK (A,T ).
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Now, |A|+ |B|/2 = c(H), by the minimality of our vertex cover, and e(H) = v(H) + γc(H) by the
fact that H is contributing. Since eK(A,T ) = |T | by Fact 1, we can simplify our expression to
(1− o(1))z|A|wc(H)−|A|pe(K),
which is exactly the desired expression.
We now show that for allH,A, these homomorphisms are distinct; that is, given a homomorphism
ϕ of this form from K to W z,w0 , we can recover H and A.
Recovering A is simple; A is just the set of vertices of K that ϕ sends into [0, zp1+γ ].
Let H ′ be the subgraph of K consisting of the edges that ϕ sends into blocks of W z,w0 of weight
1. By Fact 2, E(H ′) = E(H) ∪ EK(A,T ). By Fact 1, each vertex in T has degree 1 in H ′. Since
δ(H) ≥ 2 by assumption, this means that we may recover H as the 2-core of H ′, finishing the proof
of Lemma 3.2. 
Proof of Lemma 3.3. First notice that the blocks of W z,w0 with value 1 contribute (1 + o(1))(2z +
w)p2+γ(K) log 1p , because Ip(1) = log
1
p . Thus we must just show that the other parts contribute
o
(
p2+γ(K) log 1p
)
.
We will use the first part of Lemma 4.2, stated in the next section. In particular, we use that if
x = O(p), Ip(p+x) = Θ
(
x2
p
)
. One may check using this that the blocks ofW z,w0 with value p+o(p)
contribute O
(
p2+
3γ
2
)
. As K is not a forest we must have γ(K) ≥ 0 (as a cycle has (e− v)/c = 0),
so this contribution is sufficiently small.
Finally, the blocks with value 0 contribute O(p1+γIp(0)) = O(p
2+γ). This contribution is also
sufficiently small, proving the Lemma. 
Proof of Upper Bound of Theorems 2.14 and 2.15. By the previous two lemmas, we have that
inf
Hom(K,W )≥(1+δ−o(1))pe(K)
W p-regular
Ip(W ) ≤ (1 + o(1))

 min
z,w≥0
PK(z,w)≥1+δ
(2z + w)

 p2+γ(K) log 1
p
= (2 + o(1))ρ(K, δ)p2+γ(K) log
1
p
.
The only difference between this and the desired upper bound of Theorems 2.14 and 2.15 is the
o(1) in the infimum on the left hand side. We may fix this by increasing δ by a negligible amount,
but we must show that ρ(K, δ) also only increases by a negligible amount; that is, that
ρ(K, (1 + o(1))δ) = (1 + o(1))ρ(K, δ).
But if k is the lowest degree of a nonconstant monomial in PK , presuming such a monomial
exists, since PK has constant term 1 and only nonnegative coefficients, for all z, w ≥ 0 and any
ǫ > 0.
PK((1 + ǫ)z, (1 + ǫ)w) − 1 ≥ (1 + ǫ)k(PK(z, w) − 1).
Therefore, if PK(z, w) ≥ 1 + δ, then PK((1 + ǫ)z, (1 + ǫ)w) ≥ 1 + (1 + ǫ)kδ for any ǫ > 0. By the
definition of ρ, this immediately implies that
ρ(K, (1 + ǫ)kδ) ≤ (1 + ǫ)ρ(K, δ)
for all ǫ > 0. Since clearly f is increasing, taking ǫ → 0 yields ρ(K, (1 + o(1))δ) = (1 +
o(1))ρ(K, δ) and we have proven the upper bound. Furthermore, by Proposition 3.1, a graphon
attaining this upper bound satisfies the conditions of Theorem 2.13 as long as we take n, p with
(n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1
If instead PK is constant, then ρ(K, δ) =∞, so we are also done in this case. 
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We prove the upper bound of Theorem 2.16 in a similar way.
Proof of Upper Bound of Theorem 2.16. We will use the graphon given in Figure 3, with
a(p) = d1p
2
(
log
1
p
)− 1
3
(
log log
1
p
) 1
3
and
b(p) = d2p
(
log
1
p
) 2
3
(
log log
1
p
)− 2
3
for constants d1, d2. Call this graphon W
d1,d2
1 . Note that since a(p) . pb(p), the asymptotics in
Figure 3 hold. We prove two claims, analogous to Lemma 3.2 and 3.3.
Claim 1.
Hom(K0,W
d1,d2
1 ) ≥ (1 + d21d2 − o(1))p9
Consider homomorphisms where the two vertices of degree 4 in K0 are sent into the hub [0, a(p)]
and all four other vertices are sent into (a(p), p]. Since a(p) = o(p), and all edges are sent into
blocks of W c1,c21 with value 1 except for the single edge between the two vertices of degree 3, we
have that the number of homomorphisms of this form is at least
(1− o(1))a(p)2b(p)p4 = (1− o(1))d21d2p9.
Since there are (1− o(1))p9 homomorphisms where each vertex is sent into (p, 1], we have that
Hom(K0,W
d1,d2
1 ) ≥ (1 + d21d2 − o(1))p9,
proving the claim.
Claim 2.
Ip(W
d1,d2
1 ) =
(
2d1 +
2d2
3
+ o(1)
)
p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
,
Now we compute Ip(W
d1,d2
1 ). The blocks of value 1 contribute at most (2 + o(1))pa(p) log
1
p .
The blocks of value 0 contribute (2+ o(1))pa(p), which is asymptotically smaller, so we may ignore
them.
The blocks of value p+O(pb(p)) (again using that Ip(p+ x) = Θ
(
x2
p
)
for x = O(p)) contribute
O(p2b(p)2) ≪ pa(p) log 1p (since the former is p4+o(1) and the latter is p3+o(1)), and similarly, the
lower right block contributes O(p3b(p)2), which is also negligible.
Thus we have
Ip(W
d1,d2
1 ) = (1 + o(1))
(
2pa(p) log
1
p
+ p2Ip(b(p))
)
=
(
2d1 +
2d2
3
+ o(1)
)
p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
,
where we have used our expressions for a(p) and b(p) and the fact that by Lemma 4.2,
Ip(b(p)) = (1 + o(1))b(p) log
b(p)
p
=
(
2d2
3
+ o(1)
)
p
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
This proves the second claim.
Given the claims, we would like to minimize 2d1+
2d2
3 while maximizing d
2
1d2. This occurs when
d2 =
3d1
2 . In particular, for any fixed ǫ > 0, let d1 = (1 + ǫ)
(
2δ
3
) 1
3 and d2 = (1 + ǫ)
(
9δ
4
) 1
3 . Then
Hom(K0,W
d1,d2
1 ) ≥ (1 + (1 + ǫ)δ − o(1))p9 ≥ (1 + δ)p9,
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and
Ip(W
d1,d2
1 ) ≤ (1 + ǫ+ o(1))(18δ)
1
3 p3
(
log
1
p
) 2
3
(
log log
1
p
)1
3
.
Therefore,
inf
Hom(K0,W )≥(1+δ)p9
W p-regular
Ip(W ) ≤ (1 + ǫ+ o(1))(18δ)
1
3 p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
for all fixed ǫ > 0. The conclusion follows. Again, by Proposition 3.1, a graphon attaining this
upper bound satisfies the conditions of Theorem 2.13 as long as we take n, p with (n−1 log n)
1
15 ≪
p≪ 1. 
4. Lower Bound Preliminaries
The lower bounds in Theorems 2.14, 2.15, and 2.16 will be proven over the next several sections.
We will start by introducing the ideas behind and proving the lower bound of Theorem 2.14, and
then strengthen those ideas to prove the other two lower bounds. We first prove some preliminary
identities and bounds that will be useful for manipulating commonly occurring expressions in our
proof.
Lemma 4.1. If W : [0, 1]2 → R is symmetric and measurable and U =W − p, then
Hom(K,W ) =
∑
H⊆K
pe(K)−e(H)Hom(H,U).
Proof of Lemma 4.1. We simply expand out
Hom(K,W ) =
∫
[0,1]v(K)
∏
vw∈E(K)
W (xv, xw)
∏
v∈V (K)
dxv
=
∫
[0,1]v(K)
∏
vw∈E(K)
(p+ U(xv, xw))
∏
v∈V (K)
dxv
=
∑
S⊆E(K)
pe(K)−|S|
∫
[0,1]v(K)
∏
vw∈S
U(xv, xw)
∏
v∈V (K)
dxv
=
∑
H⊆K
pe(K)−e(H)Hom(H,U).
(Since we ignore isolated vertices, subsets of E(K) simply correspond to subgraphs of K.) 
It will be important to have bounds on the entropy function Ip(W ), especially in terms of the
moments of U :=W − p. To that end, we prove the following three lemmas.
Lemma 4.2. Let p → 0 and x = x(p). If |x| = O(p), then Ip(p + x) = Θ
(
x2
p
)
. If x ≫ p, then
Ip(p+ x) = (1 + o(1))x log
x
p .
Proof. We may split |x| = O(p) into the cases when x = o(p) and when x = Θ(p). This is because
if the result does not hold for some x = O(p), we may find a subsequence (pi) with either x = o(p)
or x = Θ(p) on that subsequence where the result also does not hold.
Lemma 3.3 of [14] implies the Lemma both when |x| ≪ p and when x ≫ p. (The lemma does
not explicitly address when x < 0, but the exact same argument applies.)
We must just deal with the case when x = Θ(p). We seek to show that Ip(p + x) = Θ(p). Say
x = ap, a > −1, a 6= 0 with a = Θ(1). (The case a = −1 is easily computed separately.) Then
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Ip(p+ x) = (1 + a)(log(1 + a))p+ (1− (1 + a)p) log 1−(1+a)p1−p . The second term is −(1 + o(1))ap, so
Ip(p+x) = ((1+a) log(1+a)−a+o(1))p. Since f(a) := (1+a) log(1+a)−a and its first derivative
are 0 at a = 0 and f has positive second derivative on (−1,∞), f(a) cannot be 0 unless a = 0.
Thus f(a) = Θ(1) if a = Θ(1), and so Ip(p + x) = Θ(p). This finishes this case and completes the
proof. 
Lemma 4.3. For all c > 0 there exists ǫ > 0 such that if p→ 0 and x = x(p) with |x| ≥ p1+ǫ, then
Ip(p+ x) ≥ (1− o(1))|x|1+c log 1
p
.
Lemma 4.4. Let p→ 0. Take x = x(p) ∈ [−p, 1− p] and ǫ = ǫ(p) ∈ (0, 1]. If |x| ≥ ǫp, then
Ip(p+ x) = Ω(ǫ|x|).
Proof of Lemma 4.3. We split into x = O(p) and x≫ p in the same way as the last lemma.
If x = O(p), then by Lemma 4.2 it suffices to show that x
2
p ≫ |x|1+c log 1p , or in other words that
|x|1−c ≫ p log 1
p
.
If c > 1, this holds for all x = O(p), and if c ≤ 1 this holds for all |x| ≥ p1+ǫ as long as we choose ǫ
such that (1 + ǫ)(1− c) < 1.
The other case is when x≫ p. In this case, by Lemma 4.2, it suffices to show that
x log
x
p
≥ (1− o(1))x1+c log 1
p
.
Take y such that x = py (so 0 < y < 1 since x≫ p). Then after cancelling a factor of x log 1p , the
expression above reduces to
1− y ≥ (1− o(1))pcy .
Since log(1− y) = −y − y22 − y
3
3 − · · · > − y1−y , it suffices to show that
y
1− y ≤ cy log
1
p
+ o(1).
As long as y ≤ 1− 1
c log 1
p
, this holds (without the o(1), in fact).
If y ≥ 1 − 1
c log 1
p
, then x ≤ p · p
− 1
c log 1p . But p
− 1
c log 1p = e
1
c = O(1), so in this case x = O(p), a
contradiction, completing the proof. 
Proof of Lemma 4.4. When x≫ p, we use Lemma 4.2. We have that
Ip(p + x) = (1 + o(1))x log
x
p
≫ x ≥ ǫ|x|,
since x≫ p and ǫ ≤ 1.
When x = O(p), we may again use Lemma 4.2. In particular, we have that
Ip(p+ x) = Θ
(
x2
p
)
= Ω(ǫ|x|),
since |x| ≥ ǫp by assumption. 
Lemmas 4.3 and 4.4 bound the function Ip effectively as long as we are not evaluating Ip on a
number very close to p. Thus we would like to only consider graphons taking no values that are
p+ o(p) (except for p itself, where Ip(p) = 0 and thus our bounds will hold anyway).
For this reason, we define a class of graphons that have several desirable properties, including
taking no values close to p except p itself.
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Definition 4.5. For any graph K, δ ≥ 0, p ≥ 0, and 0 ≤ ǫ ≤ 1, let Γǫ(K, δ, p) be the set of all
graphons W satisfying
(1) (1− ǫ)p ≤
∫ 1
0
W (x0, y)dy ≤ (1 + ǫ)p for all x0 ∈ [0, 1]
(2) Hom(K,W ) ≥ (1− ǫ)e(K)(1 + δ)pe(K)
(3) W takes no values in [(1 − ǫ)p, (1 + ǫ)p]\{p}.
(4) Hom(H, |W − p|) ≤ 2e(K)(1 + δ)pe(H) for all H ⊆ K.
We will in general write Γǫ(K, δ) when the p is implicit.
Remark. Conditions (1) and (2) are simply approximate versions of the p-regularity and homo-
morphism count conditions from the variational problem (when ǫ = 0 they are exactly the same).
Condition (3) will allow the use of our bounds in Lemmas 4.3 and 4.4, as discussed earlier. Condition
(4) is a technical condition that will be useful later.
We would like to show that the solution to the variational problem is approximately the same
when we work over Γǫ(K, δ). This is accomplished by the following lemma.
Lemma 4.6. Take any graph K and constant δ > 0. If p→ 0 and ǫ = ǫ(p) with 0 ≤ ǫ ≤ 1, then
inf
W∈Γǫ(K,δ,p)
Ip(W ) ≤ (1 + o(1)) inf
Hom(K,W ′)≥(1+δ)pe(K)
W ′ p-regular
Ip(W
′).
Proof of Lemma 4.6. The idea is to replace values close to p by p itself.
First note that if the set of p-regular graphons W ′ with Hom(K,W ′) ≥ (1 + δ)pe(K) is empty,
the right side is ∞ and we are done.
Otherwise, take a W ′ = W ′(p) that approximately minimizes Ip(W
′) subject to Hom(K,W ′) ≥
(1+ δ)pe(K) and W ′ p-regular, so that Ip(W
′) is within a 1+o(1) factor of the infimum on the right
side of the lemma. It then suffices to find W ∈ Γǫ(K, δ) with Ip(W ) ≤ Ip(W ′).
Now, W
′+p
2 is p-regular. Since Ip is convex and Ip(p) = 0, we have that Ip
(x+p
2
) ≤ Ip(x)2 for all
x. Thus Ip
(
W ′+p
2
)
≤ Ip(W ′)2 . But by assumption, Ip(W ′) is at most 1 + o(1) times the entropy of
any p-regular graphon with at least (1 + δ)pe(K) homomorphisms from K. Thus
Hom
(
K,
W ′ + p
2
)
< (1 + δ)pe(K).
We can cancel the 2 in the denominator by multiplying by 2e(K). Furthermore,
Hom(K,W ′ + p) ≥ pe(K)−e(H)Hom(H,W ′ + p)
for all H ⊆ K, because the right hand side can be obtained from the left by writing out the integral
form of Hom(K,W ′ + p) and replacing each occurrence of W ′ + p with p in factors that do not
correspond to edges of H. Therefore,
Hom(H,W ′ + p) ≤ (1 + δ)2e(K)pe(H)
for all H ⊆ K, and since |W ′ − p| ≤W ′ + p,
Hom(H, |W ′ − p|) ≤ (1 + δ)2e(K)pe(H).
We now constructW by replacing all values ofW ′ in [(1−ǫ)p, (1+ǫ)p] with p. W clearly satisfies
condition (3) of Definition 4.5. Furthermore, since pointwise we have W ≥ 11+ǫW ′ ≥ (1 − ǫ)W ′,
condition (2) holds as well. Since we also have |W ′ − W | ≤ ǫp pointwise and W ′ is p-regular,
condition (1) holds.
17
Finally, condition (4) holds because |W − p| ≤ |W ′ − p| pointwise, so
Hom(H, |W − p|) ≤ Hom(H, |W ′ − p|) ≤ (1 + δ)2e(K)pe(H).
Thus W ∈ Γǫ(K, δ). Since Ip(W ) ≤ Ip(W ′) (since Ip is minimized at p) and W ′ minimizes the
variational problem by assumption, we are done. 
The upshot of Lemma 4.6 is that we may now apply Lemmas 4.3 and 4.4 to the values of our
graphon, with the only cost being that due to conditions (1) and (2) of Definition 4.5, we only have
approximate p-regularity and slightly fewer homomorphisms.
After applying Lemma 4.1, we will need to bound the terms Hom(H,U). This will culminate in
the following result.
Theorem 4.7. Let H be a graph with no isolated vertices and let W be a graphon satisfying
(1− ǫ)p ≤
∫ 1
0
W (x0, y)dy ≤ (1 + ǫ)p for all x0 ∈ [0, 1] for some ǫ ≤ 1. If U =W − p, then
Hom(H, |U |) ≤ ((2 + ǫ)p)v(H)−2c(H)E(|U |)c(H).
We will prove Theorem 4.7 over the following two sections. For now, we complete the lower
bound of Theorem 2.14. We start with a corollary of Theorem 4.7.
Corollary 4.8. Take a graph H with no isolated vertices. Further take p → 0, ǫ = ǫ(p), and a
graphon W collectively satisfying the constraints of Theorem 4.7. If W takes no values in [(1 −
ǫ)p, (1 + ǫ)p]\{p}, then
Hom(H, |U |) = O
(
ǫ−c(H)pv(H)−2c(H)Ip(W )
c(H)
)
.
Proof of Corollary 4.8. By Theorem 4.7,
Hom(H, |U |) = O
(
pv(H)−2c(H)E(|U |)c(H)
)
.
Thus it suffices to show that Ip(W ) = Ω(ǫE|U |). But for all x, y ∈ [0, 1],
Ip(W (x, y)) = Ip(p+ U(x, y))
= Ω(ǫ|U(x, y)|),
as by our assumption either U(x, y) = 0 (in which case Ip(p + U(x, y)) = |U(x, y)| = 0), or
|U(x, y)| > ǫp, in which case Lemma 4.4 applies. Integrating both sides yields over [0, 1]2 yields the
Corollary. 
Proof of Lower Bound of Theorem 2.14. Fix a nonforest graph K whose 2-core is not a disjoint
union of cycles, and take δ > 0 and p → 0. By Lemma 4.6, it suffices to show that there exists
ǫ = ǫ(p), 0 ≤ ǫ ≤ 1 such that for all W ∈ Γǫ(K, δ),
Ip(W ) & p
2+γ(K).
Take ǫ to be the constant such that (1 + δ)(1− ǫ)e(K) = 1+ δ2 and take W to be any graphon in
Γǫ(K, δ). Then by condition (2) of Definition 4.5,
Hom(K,W ) ≥
(
1 +
δ
2
)
pe(K).
Now, by Lemma 4.1,
p−e(K)Hom(K,W ) =
∑
H⊆K
p−e(H)Hom(H,U),
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where U = W − p. When H = ∅, Hom(H,U) = 1. Thus since the left hand side is at least 1 + δ2 ,
there must be some H0 ⊆ K, H0 6= ∅ (with H0 possibly depending on p) such that
Hom(H0, |U |) ≥ Hom(H0, U) = Ω(pe(H0)).
By conditions (1) and (3) of Definition 4.5, the conditions of Corollary 4.8 hold. Therefore, (since
we chose ǫ = Θ(1))
pe(H0) = O
(
pv(H0)−2c(H0)Ip(W )
c(H0)
)
.
Rearranging,
Ip(W )
c(H0) & pe(H0)−v(H0)+2c(H0),
so
Ip(W ) & p
2+
e(H0)−v(H0)
c(H0)
≥ p2+γ(K),
as γ(K) is the maximum of e(H)−v(H)c(H) over all subgraphs H ⊆ K. This completes the proof. 
5. Examples
We will demonstrate how to prove Theorem 4.7 for two specific graphsH, in order to demonstrate
the proof techniques we will use to prove the result in general, and in particular to demonstrate
our specific use of Ho¨lder’s Inequality.
Example 5.1. Let H1 be the butterfly graph; that is, two triangles joined at a vertex.
Proof of Theorem 4.7 for H = H1. Label the unique degree-4 vertex of H1 v, and let w1, w2, w3, w4
be the other vertices such that w1w2 and w3w4 are edges of H1.
We compute c(H1). It is clear that c(H1) ≤ 52 , as weighting all vertices 12 is a valid fractional
vertex cover of H1.
For any fractional vertex cover (cv, cw1 , cw2 , cw3 , cw4), we have that 2(cv + cw1 + cw2) = (cv +
cw1) + (cv + cw2) + (cw1 + cw2) ≥ 3, as vw1w2 is a triangle. Since w3w4 is an edge, we also know
that cw3 + cw4 ≥ 1. Therefore, cv + cw1 + cw2 + cw3 + cw4 ≥ 52 , so c(H1) ≥ 52 . Since our upper and
lower bounds agree, c(H1) =
5
2 . Notice that v(H) = 2c(H).
Thus to prove Theorem 4.7, we must show that if W is a graphon satisfying (1 − ǫ)p ≤∫ 1
0
W (x0, y)dy ≤ (1 + ǫ)p for all x0 ∈ [0, 1] and U =W − p,
(1) Hom(H1, U) ≤ E(|U |)
5
2 .
It turns out that for this choice of H = H1, the ‘approximate regularity’ condition will not be
necessary, and in fact we will show the stronger statement that 1 holds for any symmetric measurable
function U : [0, 1]2 → [−1, 1]. Take U to be such a function. We may assume U is positive-valued,
as both sides of the desired inequality only depend on |U |. We first write out
Hom(H1, U) =
∫
[0,1]5
U(xw1 , xw2)U(xw3 , xw4)
4∏
i=1
U(xv, xwi)dxv
4∏
i=1
dxwi .
We will apply Ho¨lder’s inequality at one vertex at a time of H1. Our weights will be ‘given’ by
the fractional perfect matching where the edges w1w2 and w3w4 have weight
3
4 and the edges vwi,
1 ≤ i ≤ 4 have weight 14 . (The exact way of turning an edge weighting into an application of
Ho¨lder’s inequality will be given by Theorem 6.2.)
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It will be useful to define Sa(x) =
(∫ 1
0
U(x, y)ady
) 1
a
for a ≥ 1. Notice that ‖Sa‖a = ‖U‖a.
We first apply Ho¨lder’s inequality at vertices w1 and w2. We first break out those vertices into
an inner integral, writing
Hom(H1, U) =
∫
[0,1]3
U(xv, xw3)U(xv, xw4)U(xw3 , xw4)
·
(∫ 1
0
U(xv, xw2)
(∫ 1
0
U(xv, xw1)U(xw1 , xw2)dxw1
)
dxw2
)
dxvdxw3dxw4 .
By Ho¨lder’s inequality, for any fixed xv, xw2 ,
∫ 1
0
U(xv, xw1)U(xw1 , xw2)dxw1 ≤
(∫ 1
0
U(xv, xw1)
4dxw1
) 1
4
(∫ 1
0
U(xw2 , xw1)
4
3 dxw1
) 3
4
= S4(xv) · S 4
3
(xw2)
Substituting, we have
Hom(H1, U) =
∫
[0,1]3
U(xv, xw3)U(xv, xw4)U(xw3 , xw4)S4(xv)
·
(∫ 1
0
U(xv, xw2)S 4
3
(xw2)dxw2
)
dxvdxw3dxw4 .
Applying Ho¨lder again,
∫ 1
0
U(xv, xw2)S 4
3
(xw2)dxw2 ≤
(∫ 1
0
U(xv, xw2)
4
) 1
4
(∫ 1
0
S 4
3
(xw2)
4
3
) 3
4
= S4(xv)‖S 4
3
‖ 4
3
= S4(xv) · ‖U‖ 4
3
.
Substituting again,
Hom(H1, U) ≤ ‖U‖ 4
3
∫
[0,1]3
U(xv, xw3)U(xv, xw4)U(xw3 , xw4)S4(xv)
2dxvdxw3dxw4 .
Breaking out w3 and w4 and applying Ho¨lder in the same way, we see that for all xv ∈ [0, 1],∫
[0,1]2
U(xv, xw3)U(xv, xw4)U(xw3 , xw4)dxw3dxw4 =
∫ 1
0
U(xv, xw4)
(∫ 1
0
U(xv, xw3)U(xw3 , xw4)
)
dxw3dxw4
≤
∫ 1
0
U(xv, xw4)S4(xv)S 4
3
(xw4)dxw4
= S4(xv)
∫ 1
0
U(xv, xw4)S 4
3
(xw4)dxw4
≤ S4(xv)2‖S 4
3
‖ 4
3
= S4(xv)
2‖U‖ 4
3
.
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Substituting in for the final time, and applying Ho¨lder again at the vertex v,
Hom(H1, U) ≤ ‖U‖24
3
∫ 1
0
S4(xv)
4dxv
≤ ‖U‖24
3
‖S4‖44
= ‖U‖24
3
‖U‖44.
Note the correspondence between this and the fractional perfect matching we gave at the beginning
of the argument. We started with two edges weighted 34 and four edges weighed
1
4 and we ended
with two copies of ‖U‖ 4
3
and four copies of ‖U‖4.
All that is left is to note that for all a ≥ 1, ‖U‖a ≤ ‖U‖
1
a
1 , as U is 1-bounded. Therefore,
Hom(H1, U) ≤ ‖U‖24
3
‖U‖44
≤
(
‖U‖
3
4
1
)2(
‖U‖
1
4
1
)4
= ‖U‖
5
2
1 ,
completing the proof. Notice that the power of ‖U‖1 we obtained was given by adding the edge
weights from earlier, yielding c(H1). 
As discussed, we are implicitly using an edge weighting of the graph H1 to determine our appli-
cation of Ho¨lder. It is useful that H1 has a fractional perfect matching. We now consider a case
where there is no such fractional perfect matching.
Example 5.2. Let H2 = K2,3.
Proof of Theorem 4.7 for H = H2. Let the two vertices of degree 3 be called v1, v2 and the three
vertices of degree 2 be called w1, w2, w3. Since giving v1, v2 weight 1 and w1, w2, w3 weight 0 yields
a fractional vertex cover, c(H2) ≤ 2. For any fractional vertex cover (cv), cv1 + cv2 + cw1 + cw2 ≥ 2,
because of the constraints given by the two edges v1w1 and v2w2, so in fact c(H2) = 2. This implies
that v(H2)− 2c(H2) = 1.
Take W satisfying the conditions of Theorem 4.7; that is, for some 0 ≤ ǫ ≤ 1, (1 − ǫ)p ≤∫ 1
0
W (x0, y)dy ≤ (1 + ǫ)p for all x0 ∈ [0, 1]. Let U =W − p. We would like to show that
Hom(H2, |U |) ≤ (2 + ǫ)pE(|U |)2.
We may write
Hom(H2, |U |) =
∫
[0,1]5

 2∏
i=1
3∏
j=1
|U |(xvi , xwj)

 dxv1dxv2dxw1dxw2dxw3
=
∫
[0,1]2
3∏
j=1
(∫ 1
0
|U(xv1 , xwj )U(xv2 , xwj)|dxwj
)
dxv1dxv2 .
Now, for each inner integral, we may apply Cauchy-Schwarz to say that∫ 1
0
|U(xv1 , xwj )U(xv2 , xwj)|dxwj ≤ S2(xv1)S2(xv2),
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where we define (similarly to before) Sa(x) =
(∫ 1
0
|U(x, y)|ady
) 1
a
.
Here we are (in the language of the previous example) implicitly using the fractional edge cover
with we =
1
2 for all edges e, and applying Ho¨lder (which is here just Cauchy-Schwarz) using those
edge weights at the vertices w1, w2, and w3. However, this edge cover is not a fractional perfect
matching, which will pose an issue when we move to v1 and v2, where the edge weights do not sum
to 1.
Substituting our bound on the inner integral, we see that
Hom(H2, |U |) ≤
∫
[0,1]2
S2(xv1)
3S2(xv2)
3dxv1dxv2 =
∫ 1
0
S2(xv1)
3dxv1
∫ 1
0
S2(xv2)
3dxv2 .
The difference between this example and the previous is that we now have an expression of the
form S32 , whereas in the previous we only had expressions of the form S
a
a . This is equivalent to the
fact the edge weights do not sum to 1 at v1 and v2.
However, we solve this problem by noting that we in fact can bound ‖S2‖∞, so we can ‘pull out’
a factor of S2, replacing it with its upper bound. Specifically, for all x ∈ [0, 1], since ‖U‖∞ ≤ 1,
S2(x) =
(∫ 1
0
|U(x, y)|2dy
) 1
2
≤
(∫ 1
0
|U(x, y)|dy
) 1
2
=
(∫ 1
0
|W (x, y)− p|dy
) 1
2
≤
(∫ 1
0
(W (x, y) + p)
) 1
2
≤ ((2 + ǫ)p) 12 ,
by our degree condition
∫ 1
0
W (x, y)dy ≤ (1 + ǫ)p for all x ∈ [0, 1]. Therefore,
Hom(H2, U) ≤
∫ 1
0
S2(xv1)
3dxv1
∫ 1
0
S2(xv2)
3dxv2
≤ (2 + ǫ)p
∫ 1
0
S2(xv1)
2dxv1
∫ 1
0
S2(xv2)
2dxv2
= (2 + ǫ)p‖S2‖42
= (2 + ǫ)p‖U‖42
≤ (2 + ǫ)p‖U‖21,
as U is 1-bounded. Since ‖U‖1 = E(|U |), this completes the proof in this example. 
Notice that in this last example, at each vi we had one copy of S2 coming from applying Cauchy-
Schwarz at each of the three vertices w1, w2, w3. We then eliminated one of those copies by replacing
it with its upper bound and pulling it out of the integral; say, the copy coming from w3. Thus
when we are looking at the vertices v1 and v2, we are implicitly not using the weighting we =
1
2 ∀e
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from earlier, but instead using the fractional matching
we =
{
1
2 e ∈ {v1w1, v1w2, v2w1, v2w1}
0 e ∈ {v1w3, v2w3}
.
This switching between a minimum fractional edge cover and a maximum fractional matching to
make the weights sum to 1 at the appropriate vertices by ‘pulling out’ copies of Si is a key concept
in the general case, as we will see in Theorem 6.2.
6. Ho¨lder’s Inequality
The goal of this section will be to prove our main technical engine, which will be a generalized
Ho¨lder’s inequality. We begin by citing a generalized Ho¨lder’s inequality that has appeared in
several previous works.
Theorem 6.1. [Theorem 2.1 of [10], restated as in Theorem 4.1 of [2]] Let m,n ∈ Z+. Take
A1, . . . , Am ⊆ [n] and p1, . . . , pm ∈ R≥1 ∪{∞}. Let Ω1, . . . ,Ωn be spaces with associated probability
measures µ1, . . . , µn.For each i ∈ [m], let ΩAi =
∏
j∈Ai
Ωj and µAi =
∏
j∈Ai
µj for i ∈ [m], and take
some fi ∈ Lpi(ΩAi , µAi).
Suppose that
∑
i:Ai∋j
1
pi
≤ 1 for all j ∈ [n] (where we take 1∞ = 0). Then
∫
∏
Ωj
(
m∏
i=1
fi
)
dµ1 · · · dµn ≤
m∏
i=1
‖fi‖pi ,
where ‖ · ‖a denotes the La norm.
This result is along the lines of the statement we would like to obtain. Indeed, letting taking [n]
in Theorem 6.1 to be the vertex set of H, the Ai to be the edges of H, fi = U for all i, and finally
taking the 1pi to be some fractional matching of H, we do obtain some upper bound on Hom(H,U).
However, note that if we apply Theorem 6.1 to Example 5.2, and use the fractional matching
mentioned there (with four edges of weight 12 and two of weight 0), we obtain
Hom(H2, U) ≤ ‖U‖42,
weaker by about a factor of p than the bound Hom(H2, U) ≤ (2+ ǫ)p‖U2‖42 we obtained there. The
reason is that Theorem 6.1 does not apply the step where we ‘pulled out’ one of the factors of S2,
and replaced it by its upper bound. Thus we need to bootstrap Theorem 6.1 to a stronger result
which does apply that step, which we now state and prove.
Theorem 6.2. Let H be a graph with no isolated vertices. For all v ∈ V (H), let Bv ⊆ [0, 1] be a
measurable subset, and for all e ∈ E(H), e = {v, v′}, take fe : Bv ×Bv′ → [−1, 1] measurable. Let
(we)e∈E(H) be a maximum fractional matching and let (w
′
e)e∈E(H) be a minimum fractional edge
cover such that w′e ≥ we for all e. Let S′ =
{
v ∈ V (H) :
∑
e∋v
w′e > 1
}
.
For a ∈ R+∪{∞} and e = {v, v′}, let Savfe : Bv → [0, 1] be given by Savfe(xv) =
(∫
Bv′
|fe(xv, xv′)|a dxv′
) 1
a
when a ∈ R+ and ess sup
xv′∈Bv′
|fe(xv, xv′)| when a = ∞; that is, the outputs of Savfe are the La norms
of the v-columns of fe.
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Define ‖fe‖v,a := ess sup
xv∈Bv
Savfe(xv) for all a ∈ R+ ∪ {∞}. Then we have the following generalized
Ho¨lder inequality.
(2)
∫
∏
Bv
∏
e={v,v′}∈E(H)
fe(xv, xv′)
∏
dxv ≤
(∏
v∈S′
∏
e∋v
‖fe‖
w′e−we
w′e
v, 1
w′e
) ∏
e∈E(H)
‖fe‖
we
w′e
1
w′e
,
where we take 10 =∞ and when w′e = we = 0 we take w
′
e−we
w′e
= 0 and wew′e
= 1.
Remark. We have stated the result above in the full generality we will eventually need for the proof
of Theorem 2.15. However, for the purposes of Theorem 4.7 (and thus Theorem 2.14) it suffices to
consider fe = U for all e ∈ E(H) and Bv = [0, 1] for all v ∈ V (H). The left side of (2) then simply
becomes Hom(H,U).
In relation to Example 5.2, the first term on the right side of (2) consists of the copies of Si (here
Sav ) we are pulling out of the integral, and the second term gives us the remaining norms after we
have repeatedly applied Ho¨lder’s inequality.
Proof of Theorem 6.2. Let S =
{
v ∈ V (H) :
∑
e∋v
we < 1
}
. We first show three useful claims.
Claim 1. There are no edges of H between vertices of S.
Claim 2. S ∪ S′ = ∅.
Claim 3. w′e = we unless e has one vertex in S and one in S
′.
Proof of Claims. For Claim 1, if there were an edge e0 H between two vertices of S, we could
increase we0 slightly while still having a fractional matching, contradicting the maximality of (we).
Thus the first claim holds.
For Claim 2, assume for the sake of contradiction that v ∈ S ∩ S′. Then
∑
e∋v
(w′e − we) > 0, so
there is some e0 ∋ v with w′e0 > we0 . Since there are no edges between two vertices of S (as then
we could increase the weight of that edge to get a larger fractional matching), we must have some
edge e0 = vv
′ with v′ /∈ S. Now, since v′ /∈ S, we must have∑
e∋v′
w′e ≥ (w′e0 −we0) +
∑
e∋v
we ≥ w′e0 − we0 + 1 > 1.
So v′ ∈ S′. But by assumption v ∈ S′. So we may decrease w′e0 slightly and still maintain the {w′e}
as a fractional edge cover, contradicting minimality. Thus S ∩ S′ = ∅.’
For Claim 3, take any edge e0 with w
′
e0 > we0 . If e has no vertices in S, then taking the weight
system that is equal to w′e when e 6= e0 and we when e = e0 is a smaller fractional edge cover than
the w′e, contradicting minimality. (This is a fractional edge cover as for all vertices v /∈ S, the edge
cover condition was already met by the we, and no edges adjacent to vertices v ∈ S were changed
by replacing w′e0 with we0 .) So there must be v ∈ e0 ∩ S. Let e0 = {v, v′}. Then we must show
that v′ ∈ S′. But this is true by the same chain of inequalities as in the previous paragraph, as
v′ /∈ S since it is adjacent to a vertex of S. Therefore, for all edges e with w′e > we, e has exactly
one vertex in S′ and exactly one vertex in S. 
Having proved the three claims, our strategy will be to first apply Ho¨lder’s inequality to the
vertices in S, and then apply the generalized Ho¨lder’s inequality to the remaining graph. We
proceed in three steps.
Step 1. Ho¨lder’s inequality with weights w′e.
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Since there are no edges between two vertices of S by Claim 1, we may start by rewriting the
left side of (2) in the form
(3)
∫
∏
v/∈S Bv
∏
e={v,v′}∈E(H)
v,v′ /∈S
fe(xv, xv′)
∏
v∈S


∫
Bv
∏
v′∈N(v)
e={v,v′}
fe(xv, xv′)dxv


∏
v/∈S
dxv,
by breaking vertices v ∈ S into their own separate integrals.
Now, since S ∩S′ = ∅ by Claim 2, for every v ∈ S we must have
∑
e∋v
w′e = 1. Thus we may apply
Ho¨lder’s inequality with weights 1w′e
to the inner integral of the expression above. Namely, for all
v ∈ S and fixing xv′ for all v′ ∈ N(v),∫
Bv
∏
v′∈N(v)
e={v,v′}
fe(xv, xv′)dxv ≤
∏
v′∈N(v)
e={v,v′}
S
1
w′e
v′ fe(xv′).
Step 2. Pulling out copies of Sav .
We will further bound
S
1
w′e
v′ fe(xv′) =
(
S
1
w′e
v′ fe(xv′)
)we
w′e
(
S
1
w′e
v′ fe(xv′)
)w′e−we
w′e ≤
(
S
1
w′e
v′ fe(xv′)
)we
w′e ‖fe‖
w′e−we
w′e
v′, 1
w′e
,
simply replacing S
1
w′e
v′ fe by its maximum ‖fe‖v′, 1
w′e
.
Substituting, we may bound (3) by
(4)
∫
∏
v/∈S Bv
∏
e={v,v′}∈E(H)
v,v′ /∈S
fe(xv, xv′)
∏
v∈S


∏
v′∈N(v)
e={v,v′}
(
S
1
w′e
v′ fe(xv′)
)we
w′e ‖fe‖
w′e−we
w′e
v′, 1
w′e


∏
v/∈S
dxv.
Now, consider the subproduct ∏
v∈S
∏
v′∈N(v)
e={v,v′}
‖fe‖
w′e−we
w′e
v′, 1
w′e
.
Note that when w′e = we, the factor is simply equal to 1 (even when w
′
e = we = 0 by our convention
chosen). Thus we only need consider the factors when w′e > we. But by Claim 3, we = w
′
e except
when e has exactly one vertex in S and one in S′, so we have that
∏
v∈S
∏
v′∈N(v)
e={v,v′}
‖fe‖
w′e−we
w′e
v′, 1
w′e
=
∏
v∈S
∏
v′∈N(v)∩S′
e={v,v′}
‖fe‖
w′e−we
w′e
v′, 1
w′e
=
∏
v′∈S′
∏
v∈N(v′)∩S
e={v,v′}
‖fe‖
w′e−we
w′e
v′, 1
w′e
=
∏
v′∈S′
∏
v∈N(v′)
e={v,v′}
‖fe‖
w′e−we
w′e
v′, 1
w′e
,
where in the middle equality we switched the order of the products (but still iterate over edges in
S × S′). Thus this product is equal to (replacing the dummy variable v′ with v)
∏
v∈S′
∏
e∋v
‖fe‖
w′e−we
w′e
v, 1
w′e
.
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Pulling this product out of the integral, we see that (4) is equal to
(∏
v∈S′
∏
e∋v
‖fe‖
w′e−we
w′e
v, 1
w′e
)∫
∏
v/∈S Bv
∏
e={v,v′}∈E(H)
v,v′ /∈S
fe(xv , xv′)
∏
v∈S


∏
v′∈N(v)
e={v,v′}
(
S
1
w′e
v′ fe(xv′)
)we
w′e


∏
v/∈S
dxv.
Note that we have obtained one of the two terms on the right side of (2). So it suffices to show that
(5)
∫
∏
v/∈S Bv
∏
e={v,v′}∈E(H)
v,v′ /∈S
fe(xv, xv′)
∏
v∈S


∏
v′∈N(v)
e={v,v′}
(
S
1
w′e
v′ fe(xv′)
)we
w′e


∏
v/∈S
dxv ≤
∏
e∈E(H)
‖fe‖
we
w′e
1
w′e
.
Step 3. Ho¨lder’s inequality with weights we.
The proof of (5) is exactly an application of Theorem 6.1. Our base set [n] will correspond to
the vertices in V (H)\S. Let our spaces Ωv be exactly the intervals Bv with the measure µv being
the standard measure, v ∈ V (H)\S. Our set [m] will be correspond to the edges e ∈ E(H).
Our subsets A will be given by Ae = e if e ∩ S = ∅ and Ae = e\{v} if e ∩ S = {v}. We will take
pe =
1
we
(again with 10 =∞) for all e ∈ E(H).
The function corresponding to the edge e will simply be the function fe when e ∩ S = ∅. If
e = vv′ with v ∈ S (so that Ae = {v′} consists of a single vertex), then we take our function to be
xv′ 7→
(
S
1
w′e
v′ fe(xv′)
)we
w′e
.
Note that for v ∈ V (H)\S and e ∈ E(H), v ∈ Ae if and only if v ∈ e. Thus the necessary
condition
∑
e:Ae∋v
1
pe
≤ 1 simply of Theorem 6.1 simply follows from the fractional matching condition
on the we.
With these specifications, the left side of Theorem 6.1 simply becomes the left side of (5). The
right side becomes
∏
e={v,v′}∈E(H)
v,v′ /∈S
‖fe‖ 1
we
∏
v∈S
∏
v′∈N(v)
e={v,v′}

∫
Bv′
((
S
1
w′e
v′ fe(xv′)
)we
w′e
) 1
we
dxv′


we
(6)
=
∏
e={v,v′}∈E(H)
v,v′ /∈S
‖fe‖ 1
we
∏
v∈S
∏
v′∈N(v)
e={v,v′}
(∫
Bv′
(
S
1
w′e
v′ fe(xv′)
) 1
w′e
dxv′
)we
.(7)
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Now, substituting the definition of S
1
w′e
v′ fe, we see that
(∫
Bv′
(
S
1
w′e
v′ fe(xv′)
) 1
w′e
dxv′
)we
=

∫
Bv′
((∫
Bv
|fe(xv, xv′)|
1
w′e dxv
)w′e) 1w′e
dxv′


we
=
(∫
Bv′
(∫
Bv
|fe(xv, xv′)|
1
w′e dxv
)
dxv′
)we
=
(∫
Bv×Bv′
|fe(xv, xv′)|
1
w′e dxvdxv′
)we
= ‖fe‖
we
w′e
1
w′e
.
Thus (7) is equal to
(8)
∏
e={v,v′}∈E(H)
v,v′ /∈S
‖fe‖ 1
we
∏
v∈S
∏
v′∈N(v)
e={v,v′}
‖fe‖
we
w′e
1
w′e
.
But when e∩S = ∅, we = w′e by Claim 3, so ‖fe‖ 1
we
= ‖fe‖
we
w′e
1
w′e
. Since no edge can have two vertices
in S by Claim 1, we may write (8) as
∏
e∈E(H)
e∩S=∅
‖fe‖
we
w′e
1
w′e
∏
e∈E(H)
e∩S 6=∅
‖fe‖
we
w′e
1
w′e
=
∏
e∈E(H)
‖fe‖
we
w′e
1
w′e
,
which is the second term of (2), so we have proven Theorem 6.2. 
7. Proof of Theorem 4.7
Take p → 0, ǫ = ǫ(p) with 0 < ǫ ≤ 1, and let W be a graphon satisfying the conditions of
Theorem 4.7. That is, for all x0 ∈ [0, 1], (1− ǫ)p ≤
∫ 1
0
W (x0, y) ≤ (1 + ǫ)p. Let U =W − p.
We apply Theorem 6.2, with the following parameters. Let H be any graph with no isolated
vertices, and for all e ∈ E(H) we take the interval Bv = [0, 1]. Let fe = |U | for all e ∈ E(H).
Finally, let (we)e∈E(H) and (w
′
e)e∈E(H) be respectively any maximum fractional matching and any
minimum fractional edge cover of H such that we ≤ w′e for all e ∈ E(H). (The fact that these edge
weightings exist will be shown later.)
The left side of (2) then simply becomes Hom(H, |U |). We bound the terms on the right side.
Unpacking the definition of ‖fe‖
w′e−we
w′e
v, 1
w′e
with our setting fe = |U |, we see that it is equal to
ess sup
x0∈[0,1]
(∫ 1
0
|U(x0, y)|
1
w′e dy
)w′e−we
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when w′e 6= 0 and 1 when w′e = we = 0. Now, since our fractional edge cover (w′e) is minimum,
w′e ≤ 1 for all e ∈ E(H). Since U is 1-bounded, we thus have
ess sup
x0∈[0,1]
(∫ 1
0
|U(x0, y)|
1
w′e dy
)w′e−we
≤ ess sup
x0∈[0,1]
(∫ 1
0
|U(x0, y)|dy
)w′e−we
= ess sup
x0∈[0,1]
(∫ 1
0
|W (x0, y)− p|dy
)w′e−we
≤ ess sup
x0∈[0,1]
(∫ 1
0
(W (x0, y) + p)dy
)w′e−we
≤ ((2 + ǫ)p)w′e−we
by our conditions on W (the same bound also trivially holds when w′e = we = 0).
The ‖fe‖
we
w′e
1
w′e
terms are easier, as they are equal to
(∫
[0,1]2
|U(x, y)|
1
w′e dxdy
)we
≤
(∫
[0,1]2
|U(x, y)|dxdy
)we
= E(|U |)we
when w′e > 0 (using that we ≤ w′e ≤ 1 for all e ∈ E(H) and that U is 1-bounded), and the same
bound again easily holds when w′e = we = 0. Substituting, Theorem 6.2 gives that
Hom(H, |U |) ≤ ((2 + ǫ)p)
∑
v∈S′
∑
e∋v
(w′e − we)
E(|U |)
∑
e∈E(H)
we
,
where S′ =
{
v ∈ V (H) :
∑
e∋v
w′e > 1
}
.
By Claims 2 and 3 in the proof of Theorem 6.2, if e ∈ E(H) does not have exactly one vertex
in S′, then we = w
′
e. Thus the sum
∑
v∈S′
∑
e∋v(w
′
e −we) counts each edge where w′e 6= we exactly
once, so this sum simply equals
∑
e∈E(H) w
′
e −
∑
e∈E(H)we. Substituting,
Hom(H, |U |) ≤ ((2 + ǫ)p)
∑
w′e−
∑
weE(|U |)
∑
we ,
where all sums are over e ∈ E(H). Thus to finish the proof of Theorem 4.7, it suffices to show the
following lemma.
Lemma 7.1. Let H be a graph with no isolated vertices. Then the following statements hold.
(1) Let (we)e∈E(H) be a maximum fractional matching. Then there is some minimum fractional
edge cover (w′e)e∈E(H) such that we ≤ w′e for all e ∈ E(H).
(2) Let (w′e)e∈E(H) be a minimum fractional edge cover. Then there is some maximum fractional
matching (we)e∈E(H) such that we ≤ w′e for all e ∈ E(H).
(3) The fractional matching number of H (that is, the maximum total weight of a fractional
matching) is equal to the fractional vertex cover number c(H).
(4) The fractional edge cover number of H (that is, the minimum total weight of a fractional
edge cover) is equal to v(H)− c(H).
Proof of Lemma 7.1. (3) is a consequence of the strong duality theorem for linear programming,
as the dual system of fractional vertex cover is simply fractional matching.
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We prove (1), (2), and (4) simultaneously. Let we be a maximum fractional matching. Let S be
the set of vertices v ∈ V (H) such that
∑
e∋v
we < 1. Then there are no edges between vertices of
S, as if there was such an edge we could increase its weight slightly to obtain a larger fractional
matching.
For each v ∈ S, we modify the weights of the edges e ∋ v as follows. If
∑
e∋v
we > 0, take all edges
e ∋ v and increase each of their weights by 1deg(v)
(
1−
∑
e∋v
we
)
.
Call this new set of weights w′e. Note that now
∑
e∋v
w′e ≥ 1 for all v (as if this sum was originally
less than 1 it was increased to 1 by the process above), so the w′e form a fractional edge cover with
we ≤ w′e for all e. However, we do not know yet that (w′e) is minimum.
Since we increased weights of edges adjacent to a vertex v ∈ S by a total of 1−
∑
e∋v
we, we have
that ∑
e∈E(H)
(w′e − we) =
∑
v∈V (H)
(
1−
∑
e∋v
we
)
= v(H)− 2
∑
e∈E(H)
we = v(H)− 2c(H),
as each edge we occurs twice in the nested sum and applying (3). Thus
∑
e∈E(H)
w′e = v(H) − c(H),
so letting w(H) be the fractional edge cover number, we have that w(H) ≤ v(H) − c(H).
In the reverse direction, let w′e be a minimum fractional edge cover. Let S
′ be the set of vertices
v ∈ V (H) such that
∑
e∋v
we > 1. Then all edges e between two vertices of S
′ have weight w′e = 0,
as otherwise we could decrease w′e slightly and obtain a smaller fractional edge cover.
We again modify the edges adjacent to each v ∈ S′, although as we must be slightly more careful
to ensure weights do not drop below 0, we will scale multiplicatively. For each v ∈ S′ and e ∋ v,
replace w′e by
w′e∑
e∋v
w′e
. Now, each edge’s weight is only modified once by this process, as any edge
between two vertices of S′ has weight 0 and thus is not modified at all. Let the new weights be we.
Then it is easy to see that
∑
e∋v
we ≤ 1 for all v ∈ V (H), so the we form a fractional matching with
we ≤ w′e for all e. However, we (similarly to before) do not yet know that (we) is maximum.
Since at each vertex v ∈ S′ we replaced the weights of the edges containing v with weights that
summed to 1, we have that
∑
e∈E(H)
(w′e − we) =
∑
v∈V (H)
(∑
e∋v
we − 1
)
= 2
∑
e∈E(H)
we − v(H) = 2w(H) − v(H).
Thus
∑
e∈E(H)
we = v(H)− w(H), and so c(H) ≥ v(H)− w(H).
Combining this with the earlier statement that w(H) ≤ v(H)− c(H) gives the conclusion of (4);
that is, that w(H) = v(H) − c(H). Furthermore, this implies that the fractional edge cover and
fractional matching we constructed by these processes are respectively minimum and maximum,
proving (1) and (2) as well. This concludes the proof of the Lemma. 
This completes the proof of Theorem 4.7 and thus the lower bound of Theorem 2.14.
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8. K2,3 Revisited
In this section, we will attempt to motivate some of the techniques that go into proving the
stronger lower bounds given in Theorem 2.15. We will let K = K2,3 and prove Theorem 2.15 in
this case.
It is not difficult to compute that γ(K2,3) =
1
2 and PK2,3(z, w) = 1 + z
2. Thus
ρ(K2,3, δ) := min
z,w≥0
PK2,3 (z,w)≥1+δ
(2z +w) = 2
√
δ.
So for the graph K = K2,3, the lower bound of Theorem 2.15 becomes the following proposition.
Proposition 8.1. Take a constant δ > 0 and take p→ 0. Then
inf
Hom(K2,3,W )≥(1+δ)p6
W p-regular
Ip(W ) ≥ (2
√
δ − o(1))p 52 log 1
p
.
To prove this proposition, we will use the following setup.
Setup 8.2. Fix a constant δ > 0 and take p → 0. Let ǫ = ǫ(p) = 1/ log(1/p). Recall from
Definition 4.5 the definition of Γǫ(K2,3, δ). Using Lemma 4.6, take some graphon W ∈ Γǫ(K2,3, δ)
such that Ip(W ) ≤ (1 + o(1)) inf
Hom(K2,3,W ′)≥(1+δ)p6
W p-regular
Ip(W
′).
Notice that since Ip(W ) is at most 1+ o(1) times the infimum on the left side of Proposition 8.1,
to prove that proposition it suffices to show that under Setup 8.2, Ip(W ) ≥ (2
√
δ − o(1))p 52 log 1p .
We first prove some simple consequences of this setup.
Lemma 8.3. Under Setup 8.2, the following properties hold.
(1)
∫ 1
0
W (x0, y)dy = (1 + o(1))p for all x0 ∈ [0, 1]
(2) Hom(K2,3,W ) ≥ (1 + δ − o(1))p6.
(3) W takes no values in [p− p1+o(1), p+ p1+o(1)]\p.
(4) Hom(H, |U |) ≤ 64(1 + δ)pe(H) for all H ⊆ K2,3.
(5) Ip(W ) = O
(
p
5
2 log 1p
)
Proof. SinceW ∈ Γ1/ log(1/p)(K2,3, δ), (1) through (4) follow from recalling Definition 4.5 and noting
that ǫ := 1/ log(1/p) satisfies ǫ = o(1) and ǫ = po(1).
(5) follows from the fact that Ip(W ) ≤ (1+o(1)) inf
Hom(K2,3,W ′)≥(1+δ)p6
W ′ p-regular
Ip(W
′) and the upper bound
of Theorem 2.14. 
We show the following lemma, eliminating the contributions from all subgraphs of K2,3 that are
not ∅ and K2,3 itself. (Not coincidentally, one can check that these are exactly the contributing
subgraphs of K2,3.)
Lemma 8.4. Under Setup 8.2,
Hom(K2,3, U) ≥ (δ − o(1))p6.
Proof. By Lemma 4.1 and (2) of Lemma 8.3,
1 + δ − o(1) ≤ p−6Hom(K2,3,W ) =
∑
H⊆K2,3
p−e(H)Hom(H,U).
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Let H ⊆ K2,3 be any subgraph. By (1) and (3) of Lemma 8.3, the conditions of Corollary 4.8
are satisfied with ǫ =
(
log 1p
)−1
. Since ǫ = po(1) and Ip(W ) = O(p
5
2
−o(1)) by (5) of Lemma 8.3,
applying Corollary 4.8 we obtain
Hom(H,U) = O
(
pv(H)−2c(H)+
5
2
c(H)−o(1)
)
= O
(
pv(H)+
1
2
c(H)−o(1)
)
.
Thus if e(H) < v(H)+ c(H)2 , p
−e(H)Hom(H,U) = o(1). (Notice that e(H) = v(H)+ c(H)2 is exactly
one of the conditions to be contributing!)
It is easy to see that e(H) ≤ v(H) for all H ( K2,3. If H 6= ∅, c(H) > 0, so if H 6∈ {∅,K2,3},
e(H) < v(H) + c(H)2 . Therefore, p
−e(H)Hom(H,U) = o(1) unless H = ∅ or H = K2,3. When
H = ∅, clearly p−e(H)Hom(H,U) = 1. Therefore,
1 + δ − o(1) ≤
∑
H⊆K2,3
p−e(H)Hom(H,U)
= 1 + o(1) + p−6Hom(K2,3, U).
Rearranging, the lemma follows. 
Now that we have a lower bound for Hom(K2,3, U), we would like to improve on our argument
in Example 5.2. There are some simple improvements we can make, but they will not be enough,
as we will now demonstrate. In Example 5.2 we showed (implicitly) that
Hom(K2,3, U) ≤ ‖U‖42 sup
x∈[0,1]
(∫ 1
0
U(x, y)2dy
)
.
Now, instead of bounding U2 ≤ U (using the 1-boundedness of U), as we did in that example,
we may obtain better bounds if we simply keep the U2. For example, instead of Lemma 4.4, we
may use the stronger Lemma 4.3 to show that Ip(W ) ≥ (1 + o(1))‖U‖22 log 1p . Furthermore, for all
x ∈ [0, 1], ∫ 1
0
U(x, y)2dy =
∫ 1
0
(W (x, y)− p)2dy
=
∫ 1
0
W (x, y)2dy − 2p
∫ 1
0
W (x, y)dy + p2
≤ (1− 2p)
∫ 1
0
W (x, y) + p2 = (1 + o(1))p.
Substituting into our bound yields
Hom(H,U) ≤ (1 + o(1))p
(
Ip(W )
log 1p
)2
,
and using Lemma 8.4 and rearranging we obtain
Ip(W ) ≥ (
√
δ − o(1))p 52 log 1
p
.
As we can see, we are off by a factor of 2 from the desired result.
The fundamental issue is that the symmetry of the graphon forces the ‘modified hub’ in the first
diagram of Figure 2 to contribute twice to the entropy, not just once, and we have not accounted
for this fact anywhere in our argument. It therefore becomes very important to prove that most of
the entropy comes from a small hub that will be forced to contribute twice.
We now define our ‘hub’.
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Definition 8.5. Under Setup 8.2, for any b = b(p), let
Bb =
{
x ∈ [0, 1] :
∫ 1
0
U(x, y)2dy ≥ b
}
.
Now, we would like to show that for almost all homomorphisms from K2,3 to U , the two vertices
v1, v2 of degree 3 are sent into the hub Bb for appropriate b.
Lemma 8.6. Assume Setup 8.2. If b≪ p, then∫
xv1∈[0,1]\Bb
xv2 ,xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
∣∣U(xvi , xwj )∣∣ dxv1dxv2dxw1dxw2dxw3 = o(p6),
where Bb is as in Definition 8.5.
Note that this integral is (modulo absolute value signs) the contribution to the homomorphism
count when v1 is not sent into the hub Bb.
Proof of Lemma 8.6. We may apply either the Cauchy-Schwarz argument from earlier or (equiva-
lently) Theorem 6.2 with H = K2,3, fe = |U | for all e ∈ E(H), w′e = 12 for all e, we = 12 on a 4-cycle
and 0 otherwise, and Bv1 = [0, 1]\Bb and the other Bv = [0, 1]. We obtain that the given integral
is bounded above by
sup
xv1∈[0,1]\Bb
(∫ 1
0
U(xv1 , y)
2dy
) 1
2
sup
xv2∈[0,1]
(∫ 1
0
U(xv2 , y)
2dy
) 1
2
·
∫
[0,1]\Bb×[0,1]
U(x, y)2dxdy
∫
[0,1]×[0,1]
U(x, y)2dxdy.
By the argument outlined earlier,
∫ 1
0
U(x0, y)
2dy ≤ p+o(p) for all x0 ∈ [0, 1], and by the definition
of Bb it is at most b when x0 ∈ [0, 1]\Bb. Thus (replacing the third integral by one over [0, 1]2, we
have an upper bound of
(9)
√
bp
(∫
[0,1]2
U(x, y)2dxdy
)2
.
By Lemma 4.3 and (3) of Lemma 8.3,
Ip(W ) ≥ (1− o(1))
∫
[0,1]2
U(x, y)2dxdy log
1
p
.
By (5) of Lemma 8.3, Ip(W ) = O
(
p
5
2 log 1p
)
, so∫
[0,1]2
U(x, y)2dxdy ≤ (1 + o(1))p 52 .
Thus (9) is bounded above by
√
bp
11
2 . Since b≪ p by assumption, the Lemma follows. 
We will now show our lower bound on entropy from earlier, but this time restricted to the hub.
Lemma 8.7. Assume Setup 8.2 and let b≪ p. Then∫
Bb×[0,1]
Ip(W (x, y))dxdy ≥ (
√
δ − o(1))p 52 log 1
p
,
where Bb is as in Definition 8.5.
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Proof. Since v1 and v2 play symmetric roles, Lemma 8.6 is true with v1 and v2 switched. Applying
Lemmas 8.4 and 8.6 thus yields∫
xv1 ,xv2∈Bb
xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
U(xvi , xwj)dxv1dxv2dxw1dxw2dxw3
= Hom(H,U)−
∫
xv1∈Bb,xv2∈[0,1]\Bb
xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
U(xvi , xwj)dxv1dxv2dxw1dxw2dxw3
−
∫
xv1∈[0,1]\Bb,
xv2 ,xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
U(xvi , xwj)dxv1dxv2dxw1dxw2dxw3
≥ (δ − o(1))p6 −
∫
xv2∈[0,1]\Bb
xv1 ,xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
|U(xvi , xwj )|dxv1dxv2dxw1dxw2dxw3
−
∫
xv1∈[0,1]\Bb
xv2 ,xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
|U(xvi , xwj )|dxv1dxv2dxw1dxw2dxw3
≥ (δ − o(1))p6.
So we have successfully proven a bound with v1 and v2 required to be sent into the hub Bb.
Let S2(x) =
(∫ 1
0
U(x, y)2dy
) 1
2
. Since
∫ 1
0
U(x, y)2dy =
∫ 1
0
W (x, y)2dy − 2p
∫ 1
0
W (x, y)dy + p2
≤ (1− 2p)
∫ 1
0
W (x, y)dy
= p+ o(p)
by (1) of Lemma 8.3, we have that S2(x) ≤ (1 + o(1))√p for all x ∈ [0, 1].
Now we apply Cauchy-Schwarz (or Theorem 6.2) in a similar way to Example 5.2 and the previous
lemma. In particular,
(δ − o(1))p6 ≤
∫
xv1 ,xv2∈Bb
xw1 ,xw2 ,xw3∈[0,1]
∏
i,j
U(xvi , xwj )dxv1dxv2dxw1dxw2dxw3
≤
∫
Bb
S2(xv1)
3dxv1
∫
Bb
S2(xv2)
3dxv2
≤ p
∫
Bb
S2(xv1)
2dxv1
∫
Bb
S2(xv2)
2dxv2
= p
(∫
Bb×[0,1]
U(x, y)2dxdy
)2
,
so ∫
Bb×[0,1]
U(x, y)2dxdy ≥ (
√
δ − o(1))p 52
By Lemma 4.3 and (3) of Lemma 8.3, Ip(W (x, y)) ≥ (1 − o(1))U(x, y)2 log 1p for all x, y ∈ [0, 1].
Substituting, ∫
Bb×[0,1]
Ip(W (x, y))dxdy ≥ (
√
δ − o(1))p 52 log 1
p
,
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as desired. 
Since W is symmetric, the integral in Lemma 8.7 contributes twice to the total entropy of W ,
once on Bb× [0, 1] and once on [0, 1]×Bb. Thus we will be done if we can show that the contribution
of the overlap Bb × Bb to the total entropy is small. We do this simply by showing that Bb has
small measure.
Lemma 8.8. Under Setup 8.2, for any b ≥ 0,
m(Bb) = O
(
p
5
2
b
)
,
with Bb as in Definition 8.5.
Proof. Integrating the definition of Bb,∫
Bb×[0,1]
U(x, y)2dxdy ≥ m(Bb)b.
As shown in the previous lemma, for all x, y, Ip(W (x, y)) ≥ (1− o(1))U(x, y)2 log 1p . Thus
m(Bb)b ≤
∫
Bb×[0,1]
U(x, y)2dxdy
≤ (1− o(1))
(
log
1
p
)−1 ∫
Bb×[0,1]
Ip(W (x, y))dxdy
≤ (1− o(1))
(
log
1
p
)−1
Ip(W )
= O(p
5
2 ),
with the last step by (5) of Lemma 8.3, finishing the proof. 
Proof of Proposition 8.1. We are given δ and p → 0. Take ǫ =
(
log 1p
)−1
and W as in Setup 8.2.
We are now in the situation of Setup 8.2.
Further take some b with p
5
4 ≪ b≪ p and recall from Definition 8.5 the definition of Bb.
Combining the previous two lemmas, and using the fact that Ip(x) ≤ log 1p for all x ∈ [0, 1],
Ip(W ) =
∫
[0,1]×[0,1]
Ip(W (x, y))dxdy
≥
∫
Bb×[0,1]
Ip(W (x, y))dxdy +
∫
Bb×[0,1]
Ip(W (x, y))dxdy −
∫
Bb×Bb
Ip(W (x, y))dxdy
≥ (2
√
δ − o(1))p 52 log 1
p
−m(Bb)2 log 1
p
≥ (2
√
δ − o(1))p 52 log 1
p
−O
(
b−2p5 log
1
p
)
≥ (2
√
δ − o(1))p 52 log 1
p
,
where the last step is because we chose b ≫ p 54 . By our choice of W (as per Setup 8.2), we know
that
Ip(W ) ≤ (1 + o(1)) inf
Hom(K2,3,W ′)≥(1+δ)p6
W p-regular
Ip(W
′).
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Thus inf
Hom(K2,3,W ′)≥(1+δ)p6
W p-regular
Ip(W
′) ≥ (2
√
δ − o(1))p 52 log 1
p
, and we are done. 
Notice the importance in this example of determining which vertices are in our ‘hub’ Bb.
9. Separating Out the Hub
In this and the next section, we prove the lower bound of Theorem 2.15. We have the following
setup, which we will use for the next two sections.
Setup 9.1. Let K be some nonforest graph none of whose contributing subgraphs have bad edges
and whose 2-core is not a disjoint union of cycles. Let γ := γ(K) and notice that γ > 0, as if H is
the 2-core of K, e(H) > v(H). Fix a constant δ > 0, and take p→ 0.
Recall from Definition 4.5 the definition of Γǫ(K, δ). We will let our ǫ be 1/ log(1/p) (really,
we just need ǫ = o(1) and ǫ = po(1)). By Lemma 4.6, for any p < 1e we may find W = W (p) ∈
Γ1/ log(1/p)(K, δ) such that
Ip(W ) ≤ (1 + o(1)) inf
Hom(K,W ′)≥(1+δ)pe(K)
W ′ p-regular
Ip(W
′).
Let U =W − p.
Note that under this setup, since Ip(W ) ≤ (1 + o(1)) inf
Hom(K,W ′)≥(1+δ)pe(K)
W ′ p-regular
Ip(W
′), to prove the
upper bound of Theorem 2.15 it suffices to show that
(10) Ip(W ) ≥ (2− o(1))ρ(K, δ)p2+γ log 1
p
.
We state some of the simple consequences of Setup 9.1 in the following lemma, exactly paralleling
Lemma 8.3.
Lemma 9.2. Under Setup 9.1, the following properties hold.
(1)
∫ 1
0
W (x0, y)dy = (1 + o(1))p for all x0 ∈ [0, 1]
(2) Hom(K,W ) ≥ (1 + δ − o(1))pe(K).
(3) W takes no values in [p− p1+o(1), p+ p1+o(1)]\p.
(4) Hom(H, |U |) ≤ 2e(K)(1 + δ)pe(H) for all H ⊆ K.
(5) Ip(W ) = O
(
p2+γ log 1p
)
.
(6) ‖U‖1 = O
(
p2+γ
(
log 1p
)2)
.
Proof. Since W ∈ Γ1/ log(1/p)(K, δ), (1) through (4) follow from recalling Definition 4.5 and noting
that ǫ := log 1p satisfies ǫ = o(1) and ǫ = p
o(1).
(5) follows from the fact that Ip(W ) ≤ (1+o(1)) inf
Hom(K,W ′)≥(1+δ)pe(K)
W ′ p-regular
Ip(W
′) and the upper bound
of Theorem 2.14.
To prove (6), we note more specifically that we chose ǫ = 1/ log(1/p). Thus |U | takes no values
in (0, p/ log(1/p)) by (3) of Definition 4.5. Thus by Lemma 4.4 with ǫ = 1/ log(1/p), there is
some absolute constant C such that |U(x, y)| = C log(1/p)Ip(W (x, y))). Integrating over [0, 1]2 and
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applying (5),
‖U‖1 ≤ C log 1
p
Ip(W ) = O
(
p2+γ
(
log
1
p
)2)
,
as desired. 
We proceed with the following simple lemma.
Lemma 9.3. Under Setup 9.1,∑
H⊆K
p−e(H)Hom(H,U) ≥ 1 + δ − o(1).
Proof. Recalling that U =W − p, Lemma 4.1 implies that
p−e(K)Hom(K,W ) =
∑
H⊆K
p−e(H)Hom(H,U).
Now, by (2) of Lemma 9.2,
Hom(K,W ) ≥ (1 + δ − o(1))pe(K).
Substituting yields the desired result. 
We would like to determine which of the terms on the left side of Lemma 9.3 contribute non-
negligibly to the sum. The following two lemmas combined restrict us to the contributing subgraphs.
Lemma 9.4. Under Setup 9.1, if H ⊆ K has some vertex v0 of degree 1, then
Hom(H,U) = o
(
pe(H)
)
.
Proof. By (1) and (4) of Lemma 9.2, ∣∣∣∣
∫ 1
0
U(x0, y)dy
∣∣∣∣ = o(p)
for all x0 ∈ [0, 1], and
Hom(H ′, |U |) = O(pe(H))
for all H ′ ⊆ K. Therefore, letting w0 be the unique neighbor of v0 and H0 be the graph given by
removing v0 and the edge v0w0 from H,
Hom(H,U) =
∫
[0,1]v(H)
∏
vw∈E(H)
U(xv, xw)
∏
v∈V (H)
dxv
=
∫
[0,1]v(H)−1

 ∏
vw∈E(H0)
U(xv , xw)

(∫ 1
0
U(xv0 , xw0)dxv0
) ∏
v∈V (H0)
dxv
≤
∫
[0,1]v(H)−1

 ∏
vw∈E(H0)
|U(xv , xw)|

∣∣∣∣
∫ 1
0
U(xv0 , xw0)dxv0
∣∣∣∣ ∏
v∈V (H0)
dxv
= o

p · ∫
[0,1]v(H)−1
∏
vw∈E(H0)
|U(xv, xw)|
∏
v∈V (H0)
dxv


= o(p ·Hom(H0, |U |))
= o
(
pe(H0)+1
)
= o
(
pe(H)
)
.
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Lemma 9.5. Under Setup 9.1, if H ⊆ K with e(H)− v(H) < γc(H), then
Hom(H,U) = o
(
pe(H)
)
.
Proof. By (1) and (3) of Lemma 9.2, the conditions of Corollary 4.8 are satisfied with ǫ = po(1).
By (5) of Lemma 9.2, Ip(W ) ≤ p2+γ−o(1). Thus by Corollary 4.8
Hom(H,U) = O
(
pv(H)−2c(H)−o(1)Ip(W )
c(H)
)
= O
(
pv(H)−2c(H)+(2+γ)c(H)−o(1)
)
= O
(
pv(H)+γc(H)−o(1)
)
= o
(
pe(H)
)
,
as v(H) + γc(H) > e(H), finishing the proof. 
The previous two lemmas immediately imply the following corollary.
Corollary 9.6. Under Setup 9.1, if H ⊆ K is not contributing, then
Hom(H,U) = o(pe(H)).
Combining Corollary 9.6 with Lemma 9.3, we obtain a breakdown into contributing graphs.
Corollary 9.7. Under Setup 9.1,∑
H⊆K
H contributing
p−e(H)Hom(H,U) ≥ 1 + δ − o(1).
As in the example in the previous section, it is important to know which vertices are being sent
into the ‘hub’ of our graphon. We will define the hub slightly differently than in last section’s
definition, but in a functionally similar way.
Definition 9.8. Under Setup 9.1, we have the following further definitions. For any b ≥ 0, let
Bb = Bb(W ) := {x ∈ [0, 1] :
∫ 1
0
|U(x, y)|dy ≥ b}.
For A ⊆ V (H), define
ΩAb = Ω
A
b (W ) :=
{
(xv)v∈V (H) ∈ [0, 1]v(H) : xv ∈
{
Bb v ∈ A
Bb v /∈ A
}
.
Let
HomAb (H,U) :=
∫
ΩAb
∏
vv′∈E(H)
U(xv, xv′)dx
Remark. If we think of Bb as the hub of the graphon U , then Hom
A
b (H,U) counts those homomor-
phisms from H to U in which exactly the set A ⊆ V (H) is sent into the hub Bb.
Notice that since the ΩAb partition [0, 1]
v(H) as A ranges over all subsets of V (H), Hom(H,U) =∑
A⊆V (H)
HomAb (H,U) for any b. The following lemma shows that many of the terms in this sum are
negligibly small.
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Recall from Definition 2.2 that a set A ⊆ V (H) is valid if there is some {0, 12 , 1}-valued minimum
fractional vertex cover (cv)v∈V (H) such that cv = 1 if and only if v ∈ A. The following proposition
essentially says that the sets of vertices that we may send in to the hub are the valid subsets of
V (H).
Proposition 9.9. Assume Setup 9.1. There exists b = b(p) ≥ p1+
γ
3e(K) such that for all contributing
subgraphs H ⊆ K and all invalid A ⊆ V (H),
HomAb (H,U) = o
(
pe(H)
)
The proof of Proposition 9.9 is quite technical and will be the focus of the next section. For now,
we obtain a refinement of Lemma 9.3.
Corollary 9.10. Assuming Setup 9.1, there exists b = b(p) ≥ p1+
γ
3e(K) such that∑
H⊆K
H contributing
∑
valid A⊆V (H)
p−e(H)HomAb (H,U) ≥ 1 + δ − o(1).
Proof. Since for any b the ΩAb partition [0, 1]
v(H) as A ranges over all subsets of V (H),∑
A⊆V (H)
HomAb (H,U) = Hom(H,U)
for any b. Substituting into Corollary 9.7,∑
H⊆K
H contributing
∑
A⊆V (H)
p−e(H)HomAb (H,U) ≥ 1 + δ − o(1)
for any b. Taking b to be the value guaranteed by Proposition 9.9, for all contributing H ⊆ K and
all invalid A ⊆ V (H), HomAb (H,U) = o(pe(H)). Thus all terms where A is invalid are negligible
and in fact ∑
H⊆K
H contributing
∑
valid A⊆V (H)
p−e(H)HomAb (H,U) ≥ 1 + δ − o(1),
as desired. 
We now bound the remaining terms of the sum in Corollary 9.10.
Definition 9.11. Assume Setup 9.1.
For any b, define z = z(b, p), w = w(b, p), such that
zp2+γ log
1
p
=
∫
Bb×Bb
Ip(W (x, y))dxdy
and
wp2+γ log
1
p
=
∫
Bb×Bb
Ip(W (x, y))dxdy,
where Bb is defined as in Definition 9.8.
Proposition 9.12. Assume Setup 9.1. Take H ⊆ K contributing and let A ⊆ V (H) be valid.
Then for any b ≥ 0,
HomAb (H,U) ≤ (1 + o(1))pe(H)z|A|wc(H)−|A|,
where HomAb is defined as in Definition 9.8 and z = z(b, p) and w = w(b, p) are defined as in
Definition 9.11.
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The proof of Proposition 9.12 is where we will use the condition that contributing subgraphs of
K do not have bad edges. We will apply Theorem 6.2, with weightings guaranteed by the following
lemma (a refinement of Lemma 7.1).
Lemma 9.13. If H is a graph with δ(H) ≥ 2 and no bad edges, it has is a maximum fractional
matching (we)e∈E(H) and a minimum fractional edge cover (w
′
e)e∈E(H) such that we ≤ w′e < 1 for
all e ∈ E(H).
Proof of Lemma 9.13. Since H has no bad edges, for each e0 ∈ E(H) there is some maximum
fractional matching (we) with we0 < 1. Taking such a matching for each e0 ∈ E(H) and averaging,
we obtain a maximum fractional matching we with we < 1 for all e ∈ E(H).
Now, by Lemma 7.1, there is some minimum fractional edge cover (w′e)e∈E(H) such that w
′
e ≥ we
for all e ∈ E(H). Notice that in the proof of Lemma 7.1, we constructed this fractional edge
cover by taking vertices v such that
∑
e∋v
we < 1 and increasing the weights of all adjacent edges
by 1deg(v)
(
1−
∑
e∋v
we
)
. Since deg(v) ≥ 2 for all v ∈ E(H) (since H is contributing), notice that
this preserves edge weights being less than 1. So we may actually guarantee that w′e < 1 for all
e ∈ E(H), proving the lemma. 
Proof of Proposition 9.12. We are given H ⊆ K contributing and A ⊆ V (H) valid. Since H
is contributing, δ(H) ≥ 2, and since contributing subgraphs of K do not have bad edges by
assumption, H has no bad edges. Thus by Lemma 9.13, H has a maximum fractional matching
(we)e∈E(H) and a minimum fractional edge cover (w
′
e)e∈E(H) such that we ≤ w′e < 1 for all e ∈ E(H).
We apply Theorem 6.2 with our graph H. We will set the remaining parameters as follows. For
all e ∈ E(H), set fe = U . We set Bv = Bb when b ∈ A and Bv = [0, 1]\Bb when v ∈ V (H)\A.
Finally, we set (we) and (w
′
e) to be the maximum fractional matching and minimum fractional edge
cover discussed in the last paragraph, so that we ≤ w′e < 1 for all e ∈ E(H).
Under these assumptions, the left side of (2) becomes HomAb (H,U). We just must bound the
terms on the right hand side.
For any vv′ = e ∈ E(H), v ∈ S′, since fe = U , the ‖fe‖
w′e−we
w′e
v, 1
w′e
term becomes
ess sup
xv∈Bv
(∫
Bv′
|U(xv, xv′)|
1
w′e dxv′
)w′e−we
,
which is simply upper bounded by(
sup
xv∈[0,1]
∫ 1
0
|U(xv, xv′)|
1
w′e dxv′
)w′e−we
.
Now, since |x|
1
w′e is a convex function, if we fix
∫ 1
0
U(xv, xv′)dxv′ , then
∫ 1
0
|U(xv , xv′)|
1
w′e dxv′ is
maximized when the values of U are smoothed outward as far as possible. Since U only takes
values in [−p, 1 − p], and
∫ 1
0
U(xv, xv′)dxv′ = o(p) by (1) of Lemma 9.2, this means that our
integral is maximized when U(xv, xv′) = 1− p when xv′ is on a set of measure p+ o(p) and −p on
a set of measure 1 + o(1). Therefore,∫ 1
0
|U(xv, xv′)|
1
w′e dxv′ ≤ (1− p)
1
w′e (p + o(p)) + p
1
w′e (1 + o(1)) = (1 + o(1))
(
p+ p
1
w′e
)
.
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Since w′e < 1, we simply obtain the upper bound p + o(p). Thus our ‖fe‖
w′e−we
w′e
v, 1
w′e
term is upper
bounded by
(1 + o(1))pw
′
e−we .
(We implicitly assumed that w′e 6= 0, but when w′e = we = 0 this bound is also trivially true.)
So the first product on the right hand side of (2) becomes
(1 + o(1))p
∑
v∈S′
∑
e∋v
(w′e − we)
.
Just as in Section 7, the sum in the exponent counts each edge where w′e > we exactly once, so this
bound is equal to
(1 + o(1))p
∑
e∈E(H)
(w′e − we)
= (1 + o(1))pv(H)−2c(H) ,
by (3) and (4) of Lemma 7.1.
Now we must bound the ‖fe‖
we
w′e
1
w′e
terms. Set e = vv′ ∈ E(H). Again, since fe = U , and noting
again that these norms are taken over Bv ×Bv′ , this term is equal to
∫
xv∈Bv
xv′∈Bv′
|U(xv, xv′)|
1
w′e dxvdxv′


we
.
By (3) of Lemma 9.2, for all x, y ∈ [0, 1], either U(x, y) = 0 or |U(x, y)| ≥ p1+o(1). Thus by Lemma
4.3, since w′e < 1 for all e ∈ E(H),
|U(x, y)|
1
w′e ≤ (1 + o(1))
(
log
1
p
)−1
Ip(W (x, y)),
for all x, y ∈ [0, 1]. Thus

∫
xv∈Bv
xv′∈Bv′
|U(xv , xv′)|
1
w′e dxvdxv′


we
≤ (1 + o(1))

∫
xv∈Bv
xv′∈Bv′
Ip(W (xv , xv′))
log 1p
dxvdxv′


we
.
When exactly one of v, v′ ∈ A, the right hand integral is over Bb × Bb, and thus equals zp2+γ .
When both v, v′ are not in A, the right hand integral equals wp2+γ . If v, v′ ∈ A, we may simply
bound the integral above by 1, since Ip is upper bounded by log
1
p .
Thus letting E1(H) be the set of edges in H with exactly one vertex in A and E0(H) be the
set of edges in H with no vertices in A, the
∏
e∈E(H)
‖fe‖
we
w′e
1
w′e
term in the right side of (2) is bounded
above by
(1 + o(1))(zp2+γ )
∑
e∈E1(H)
we
(wp2+γ)
∑
e∈E0(H)
we
.
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Putting our bounds together,
HomAb (H,U) ≤ (1 + o(1))pv(H)−2c(H)(zp2+γ)
∑
e∈E1(H)
we
(wp2+γ)
∑
e∈E0(H)
we
= (1 + o(1))z
∑
e∈E1(H)
we
w
∑
e∈E0(H)
we
p
(2+γ)


∑
e∈E0(H)∪E1(H)
we

+v(H)−2c(H)
.
If we can show that
∑
e∈E1(H)
we = |A| and
∑
e∈E0(H)
we = c(H)− |A|, then this bound will become
(1 + o(1))z|A|wc(H)−|A|p(2+γ)c(H)+v(H)−2c(H) = (1 + o(1))z|A|wc(H)−|A|pe(H),
as H is contributing so γc(H) + v(H) = p(H). Thus we have reduced Proposition 9.12 to the
following lemma.
Lemma 9.14. Let H be any graph and let A ⊆ V (H) be a valid subset. Let E1(H) be the set of
edges e ∈ E(H) with exactly one vertex in A and let E0(H) be the set of edges e ∈ E(H) with no
vertices in A. Then for any maximum fractional matching (we)e∈E(H),∑
e∈E1(H)
we = |A|
and ∑
e∈E0(H)
we = c(H)− |A|
Proof of Lemma 9.14. Since maximum fractional matching and minimum fractional vertex cover
are dual systems, by complementary slackness we know that if e = uu′ with we > 0, then for any
minimum fractional vertex cover (cv)v∈V (H), cu + cu′ = 1. If e = uu
′ with u, u′ ∈ A, we know
that since A is valid there is some minimum fractional vertex cover (cv) with cu = cu′ = 1, so
cu + cu′ = 2, and this implies that we = 0. Therefore,∑
e∈E1(H)
we +
∑
e∈E0(H)
we =
∑
e∈E(H)
we = c(H),
so it suffices to show just one of the two identities in the lemma.
We may write ∑
e∈E1(H)
we =
∑
v∈A
∑
e∋v
we,
because for any e ∋ v with e 6∈ E1(H), e has two vertices in A and thus we = 0 by the argument
earlier. Thus we just must show that ∑
e∋v
we = 1
for all v ∈ A. But this again follows by complementary slackness, as if equality does not hold in
the inequality
∑
e∋v
we ≤ 1, then for all minimum fractional vertex covers (cw)w∈V (H) we must have
cv = 0. But cv = 1 in at least one minimum fractional vertex cover for all v ∈ A by the validity
of A, a contradiction. This completes the proof of Lemma 9.14 and thus the proof of Proposition
9.12. 

To bound the entropy of W we will need the following lemma.
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Lemma 9.15. Assume Setup 9.1. Fix b ≥ 0 and define z = z(b, p), w = w(b, p) as in Definition
9.11. Then
Ip(W ) ≥ (2z + w)p2+γ log 1
p
.
Proof. Breaking apart the integral, we have
Ip(W ) =
∫
[0,1]2
Ip(W (x, y))dxdy
=
∫
Bb×Bb
Ip(W (x, y))dxdy +
∫
Bb×Bb
Ip(W (x, y))dxdy +
∫
Bb×Bb
Ip(W (x, y))dxdy +
∫
Bb×Bb
Ip(W (x, y))dxdy
≥
∫
Bb×Bb
Ip(W (x, y))dxdy +
∫
Bb×Bb
Ip(W (x, y))dxdy +
∫
Bb×Bb
Ip(W (x, y))dxdy
= (2z + w)p2+γ log
1
p
,
by the symmetry of W . 
Proof of Lower Bound of Theorem 2.15. By the discussion preceding Lemma 9.2, it suffices to show
that under Setup 9.1,
Ip(W ) ≥ (2− o(1))ρ(K, δ)p2+γ log 1
p
.
Take b to be the value guaranteed by Corollary 9.10, so that∑
H⊆K
H contributing
∑
valid A⊆V (H)
p−e(H)HomAb (H,U) ≥ 1 + δ − o(1).
Define z = z(b, p) and w = w(b, p) as in Definition 9.11. By Proposition 9.12, HomAb (H,U) ≤
(1 + o(1))pe(H)z|A|wc(H)−|A| for all valid A ⊆ V (H), so∑
H⊆K
H contributing
∑
valid A⊆V (H)
z|A|wc(H)−|A| ≥ 1 + δ − o(1).
The left side of the expression above is simply the definition of PK(z, w), so
PK(z, w) ≥ 1 + δ − o(1).
By Lemma 9.15, we know that Ip(W ) ≥ (2z + w)p2+γ log 1p , so
Ip(W ) ≥

 min
z,w≥0
PK(z,w)≥1+δ−o(1)
(2z + w)

 p2+γ log 1
p
= 2ρ(K, δ − o(1))p2+γ log 1
p
.
By the same argument as in Section 3, ρ(K, δ − o(1)) = (1− o(1))ρ(K, δ), so
Ip(W ) ≥ (2− o(1))ρ(K, δ)p2+γ log 1
p
,
completing the proof of the lower bound and thus the proof of Theorem 2.15. 
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10. Proof of Proposition 9.9
The only remaining loose end in our proof of Theorem 2.15 (except for Proposition 3.1) is the
proof of Proposition 9.9, which we will prove here. Our argument is inspired by the adaptive-
thresholding argument in Lemma 5.2 of [2]. The idea is to have many slightly-separated possible
thresholds b1, b2, . . . , bm, and prove that at least one has the desired properties.
To this end, we use the following technical lemma.
Lemma 10.1. Assume Setup 9.1, and take H ⊆ K contributing and A ⊆ V (H) invalid. Take
ǫ = ǫ(p) ≥
(
log 1p
)−O(1)
and m = m(p) ∈ Z+. Take any b1, . . . , bm (functions of p) with p1+
γ
3v(H) ≤
b1 < · · · < bm ≤ p and bip ≤
(
bi+1
p
)v(K) (
log 1p
)−ω(1)
for all i ∈ [m− 1]. Then defining HomAbi(H,U)
as in Definition 9.8, ∣∣HomAbi(H,U)∣∣ ≤ (1 + o(1))ǫpe(H)
for all but at most (1+δ)2
e(K)
ǫ + 1 values of i ∈ [m].
We first prove Proposition 9.9 given this lemma, and then prove the lemma itself.
Deduction of Proposition 9.9 from Lemma 10.1. Assume Setup 9.1. Notice that it is possible to
take m = log log log 1p and b1, · · · , bm satisfying p
1+ γ
3v(K) ≤ b1 < · · · < bm ≤ p and bip ≤(
bi+1
p
)v(K) (
log 1p
)−ω(1)
for all i ∈ [m− 1]. For example, we can take
bm−i = p · exp
(
−(v(K) + 1)i
√
log
1
p
)
,
in which case − log bip + v(K) log bi+1p = (v(K) + 1)m−i−1
√
log 1p ≫ log log 1p . This is valid as long
as b1 ≥ p1+
γ
3v(K) , which will be true since m≪ log log 1p and γ > 0.
Now, take ǫ =
(
log log log 1p
)− 1
2
. By Lemma 10.1, for any contributing H ⊆ K and any invalid
A ⊆ V (H), we have |HomAbi(H,U)| ≤ (1+o(1))ǫpe(H) for all but at most O
(
1
ǫ
)
= O
(√
log log log 1p
)
values of bi. Since we have log log log
1
p total values of bi and each (H,A) pair (of which there are
O(1)) only invalidates O
(√
log log log 1p
)
of them, we may find some bi ≥ p1+
γ
3v(K) such that
|HomAbi(H,U)| ≤ (1 + o(1))ǫpe(H)
for all contributing H and invalid A ⊆ V (H). Since ǫ = o(1), Proposition 9.9 follows. 
The remainder of this section will be devoted to the proof of Lemma 10.1. Suppose the conditions
of Lemma 10.1 hold for some H ⊆ K contributing, A ⊆ V (H) invalid, and bi, 1 ≤ i ≤ m. Now, for
all i, 2 ≤ i ≤ m, we have the decomposition
|HomAbi(H,U)| =
∣∣∣∣∣∣
∫
ΩAbi
∏
vv′∈E(H)
U(xv, xv′)dx
∣∣∣∣∣∣
≤
∫
ΩAbi
∏
vv′∈E(H)
|U(xv, xv′)|dx
≤
∫
ΩAbi
\ΩAbi−1
∏
vv′∈E(H)
|U(xv, xv′)|dx+
∫
ΩAbi
∩ΩAbi−1
∏
vv′∈E(H)
|U(xv , xv′)|dx,
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recalling from Definition 9.8 the definition of ΩAb . Thus (ignoring b1 altogether) Lemma 10.1 will
follow from the following two statements.
Lemma 10.2. Under the conditions of Lemma 10.1, for all but at most (1+δ)2
e(K)
ǫ values of i,
2 ≤ i ≤ m, ∫
ΩAbi
\ΩAbi−1
∏
vv′∈E(H)
|U(xv, xv′)|dx ≤ ǫpe(H).
Lemma 10.3. Under the conditions of Lemma 10.1, for all i, 2 ≤ i ≤ m,∫
ΩAbi
∩ΩAbi−1
∏
vv′∈E(H)
|U(xv , xv′)|dx = o(ǫpe(H)).
Proof of Lemma 10.2. Noting that the ΩAbi\ΩAbi−1 , 2 ≤ i ≤ m are disjoint, we have that
m∑
i=2
∫
ΩAbi
\ΩAbi−1
∏
vv′∈E(H)
|U(xv , xv′)|dx ≤
∫
[0,1]v(H)
∏
vv′∈E(H)
|U(xv, xv′)|dx
= Hom(H, |U |)
≤ 2e(K)(1 + δ)pe(H),
where the last step is by (4) of Lemma 9.2. Thus at most (1+δ)2
e(K)
ǫ terms of the sum are at least
ǫpe(H), proving the lemma. 
Proof of Lemma 10.3. Suppose the conditions of Lemma 10.1 hold, with someH ⊆ K contributing,
A ⊆ V (H) invalid. Let C(A) be the set of vertices in V (H)\A that are only adjacent to vertices
in A, and let H ′ be the restriction of H to V (H)\(A ∪C(A)). Dropping the edges between A and
V (H ′) (and letting the integral over the vertices in C(A) range from 0 to 1) only increases the value
of the desired integral, and thus we have the bound
∫
ΩAbi
∩ΩAbi−1
∏
vv′∈E(H)
|U(xv , xv′)|dx ≤

∫
B
|A|
bi
∏
v∈C(A)

∫ 1
0
∏
v′∈NH (v)
|U(xv, xv′)|dxv

∏
v∈A
dxv

(11)
·

∫
Bbi−1
|V (H′)|
∏
vv′∈E(H′)
|U(xv, xv′)|
∏
v∈V (H′)
dxv

 .
The following two claims will help bound the first factor of this product.
Claim 1. For any v ∈ C(A) and fixed (xv′)v′∈N(v) ∈ [0, 1]deg(v),∫ 1
0
∏
v′∈NH(v)
|U(xv , xv′)|dxv ≤ p+ o(p).
Proof of Claim 1. Since H is contributing, degH v ≥ 2. Let w,w′ be two distinct neighbors of v.
Then ∫ 1
0
∏
v′∈NH (v)
|U(xv, xv′)|dxv ≤
∫ 1
0
|U(xv , xw)U(xv, xw′)|dxv
≤
(∫ 1
0
U(xv, xw)
2dxv
) 1
2
(∫ 1
0
U(xv, xw′)
2dxv
) 1
2
.
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But since W is 1-bounded,∫ 1
0
U(xv , xw)
2dxv =
∫ 1
0
(W (xv, xw)− p)2dxv
=
∫ 1
0
(W (xv, xw)
2 − 2pW (xv, xw) + p2)dxv
≤
∫ 1
0
(1− 2p)W (xv, xw)dxv + p2
= p+ o(p),
by (1) of Lemma 9.2. The same holds for
∫ 1
0
U(xv, xw′)
2dxv, so
(∫ 1
0
U(xv, xw)
2dxv
) 1
2
(∫ 1
0
U(xv, xw′)
2dxv
) 1
2
≤ p+ o(p),
proving Claim 1. 
Claim 2.
m(Bbi) = O

p2+γ
(
log 1p
)2
bi


Proof of Claim 2. By the definition of Bbi , for all x ∈ Bbi ,
∫ 1
0
|U(x, y)|dy ≥ bi. Therefore,
m(Bi)bi ≤
∫
Bb×[0,1]
|U(x, y)|dxdy
≤
∫
[0,1]2
|U(x, y)|dxdy
= ‖U‖1
= O
(
p2+γ
(
log
1
p
)2)
by (6) of Lemma 9.2, proving Claim 2. 
Using Claims 1 and 2,

∫
B
|A|
bi
∏
v∈C(A)

∫ 1
0
∏
v′∈N(v)
|U(xv, xv′)|dxv

∏
v∈A
dxv

 ≤ (1 + o(1))
(∫
B
|A|
bi
p|C(A)|
∏
v∈A
dxv
)(12)
= (1 + o(1))p|C(A)|m(Bbi)
|A|
= O
((
log
1
p
)2|A|
b
−|A|
i p
(2+γ)|A|+|C(A)|
)
We now bound the second term in the product (11), with the following claim.
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Claim 3.∫
Bbi−1
|V (H′)|
∏
v,v′∈V (H′)
|U(xv, xv′)|
∏
v∈V (H′)
dxv = O

bv(H′)−2c(H′)i−1
(
p2+γ
(
log
1
p
)2)c(H′) .
Proof of Claim 3. We apply Theorem 6.2, with the following parameters. Our graph will be H ′,
and for each e ∈ E(H ′) we will let fe = |U |. For all v ∈ V (H ′), let Bv = Bbi−1 . Let (we)e∈E(H′)
be any maximum fractional matching and let (w′e)e∈E(H′) be a minimum fractional edge cover with
we ≤ w′e for all e ∈ E(H), the existence of which is guaranteed by Lemma 7.1.
Under these conditions, the left side of (2) becomes exactly the left side of Claim 3. We now
bound the right side of (2).
We may write the ‖fe‖
w′e−we
w′e
v, 1
w′e
term as
ess sup
x∈Bbi−1
(∫
Bbi−1
|U(x, y)|
1
w′e
)w′e−we
.
Now, for any x ∈ Bbi−1 , by the definition of Bbi−1 and using the fact that U is 1-bounded and
w′e ≤ 1 ∫
Bbi−1
|U(x, y)|
1
w′e dy ≤
∫
Bbi−1
|U(x, y)|dy
≤ bi−1.
(Note that this still holds when w′e = we = 0.) So the first product on the right side of (6.2) is
upper bounded by
b
∑
v∈S′
∑
e∋v
(w′e − we)
i−1 ,
which by the same argument as in Section 7 is equal to b
v(H′)−2c(H′)
i−1 .
Furthermore, the ‖fe‖
we
w′e
1
w′e
term equals
(∫
Bbi−1
2
|U(x, y)|
1
w′e dxdy
)we
≤
(∫
[0,1]2
|U(x, y)|dxdy
)we
By the same argument as in the proof of Claim 2, |U(x, y)| = O
(
Ip(W (x, y)) log
1
p
)
. Thus we may
bound this term by
O
((
Ip(W ) log
1
p
)we)
,
and so the second product on the right side of (2) is upper bounded by
O
((
Ip(W ) log
1
p
)c(H′))
= O

(p2+γ (log 1
p
)2)c(H′) .
Multiplying our two bounds yields the desired bound of
O

bv(H′)−2c(H′)i−1
(
p2+γ
(
log
1
p
)2)c(H′) .
46
By (11), (12), and Claim 3,
(13)∫
ΩAbi
∩ΩAbi−1
∏
vv′∈E(H)
|U(xv , xv′)|dx = O
((
log
1
p
)2|A|+2c(H)
b
v(H′)−2c(H′)
i−1 b
−|A|
i p
(2+γ)(|A|+c(H′))+|C(A)|
)
.
To complete the proof of Lemma 10.3 and thus the proof of Lemma 10.1, we need only show that
the right side of (13) is o(ǫpe(H)). Thus since ǫ ≥
(
log 1p
)−O(1)
by the conditions of Lemma 10.1, it
suffices to show the following claim.
Claim 4. Under the conditions of Lemma 10.1, if C(A) is the set of vertices(
log
1
p
)2|A|+2c(H)+1
b
v(H′)−2c(H′)
i−1 b
−|A|
i p
(2+γ)(|A|+c(H′))+|C(A)|−e(H) = o(1).
Proof of Claim 4. We rewrite our expression as(
log
1
p
)2|A|+2c(H)+1(bi−1
p
)v(H′)−2c(H′)(bi
p
)−|A|
pγ(|A|+c(H
′))+|A|+|C(A)|+v(H′)−e(H).
Now, since H is contributing, e(H) = v(H)+γc(H) = |A|+|C(A)|+v(H ′)+γc(H), so substituting,
we obtain (
log
1
p
)2|A|+2c(H)+1(bi−1
p
)v(H′)−2c(H′)(bi
p
)−|A|
pγ(|A|+c(H
′)−c(H)).
The idea is that the exponential with base p should dominate unless the exponent is 0, in which
case the exponential with base
bi−1
p should dominate.
Suppose for the sake of contradiction that this expression is Ω(1). Since bi ≥ p1+
γ
3v(H) and
bi−1 ≤ p, and v(H ′) ≥ 2c(H ′) (since setting all weights 12 is always a fractional vertex cover)(
log
1
p
)2|A|+2c(H)+1(bi−1
p
)v(H′)−2c(H′)(bi
p
)−|A|
≤ p−
γ|A|
3v(H)
−o(1) ≤ p− γ3−o(1),
so |A|+c(H ′)−c(H) ≤ 13 . Now, |A|+c(H ′)−c(H) is a half integer, as the vertices of the fractional
vertex cover polytope all have half-integer coordinates (see for example Theorem 64.11 of [15]).
Furthermore, |A| + c(H ′) − c(H) ≥ 0, as any fractional vertex cover of H ′ can be extended to a
fractional vertex cover of H by giving the vertices in A weight 1 and the vertices in C(A) weight
0. The only half-integer in
[
0, 13
]
is 0, so we must have
(14) c(H) = |A|+ c(H ′).
Subsituting, we have that by assumption(
log
1
p
)2|A|+2c(H)+1(bi−1
p
)v(H′)−2c(H′)(bi
p
)−|A|
= Ω(1).
Now, v(H ′)− 2c(H ′) is an integer, so if it is not 0 it is at least 1 and our expression is at most(
log
1
p
)2|A|+c(H)+1 bi−1
p
(
bi
p
)−|A|
≤
(
log
1
p
)O(1) bi−1
p
(
bi
p
)−v(K)
≪ 1,
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as by the conditions of Lemma 10.1 bip ≤
(
bi+1
p
)v(K) (
log 1p
)−ω(1)
for all i. This is a contradiction,
and thus
(15) v(H ′) = 2c(H ′).
Combining (14) and (15),
c(H) = |A|+ v(H
′)
2
.
But this implies that the fractional vertex cover of H given by giving all vertices in A weight 1,
all vertices in v(H ′) weight 12 , and all vertices in C(A) weight 0 is minimum. (This is a fractional
vertex cover as vertices in C(A) are only adjacent to vertices in A by definition.) Thus A is valid,
a contradiction, so our assumption was false and the lemma follows. 
This completes the proof of Lemma 10.3 and thus the proof of Lemma 10.1. 
11. K2,4 Plus an Edge
In this section, we prove the lower bound of Theorem 2.16. Let K = K0 be the graph in Figure
2, given by adding an edge to K2,4.
11.1. Eliminating Subgraphs. We first determine which subgraphs are contributing.
Lemma 11.1. γ(K0) = 1, and the contributing subgraphs of K0 are ∅, K2,4, and K0 itself.
Proof. If we can prove that e(H) ≤ c(H) + v(H) for all H ⊆ K with equality only when H ∈
{∅,K2,4,K0}, then we will simultaneously prove that γ(K0) = 1 and that the only contributing
subgraphs are the desired ones.
If H ⊆ K0 with c(H) ≤ 1 and H having at least one edge, all weight in any minimum fractional
vertex cover of H must be concentrated along one edge, so all vertices not on that edge have
weight 0 and thus must only be connected to a single vertex with weight 1, H is a star. But then
e(H) < v(H), so it impossible that e(H) = v(H) + c(H). Thus if H 6= ∅ and e(H) = v(H) + c(H),
we must have e(H) ≥ v(H)+2. This immediately rules out all nonempty H with at most 4 vertices,
as K0 contains no copies of K4.
Thus we only need consider H with 5 or 6 vertices. If v(H) = 5, then since we need e(H) ≥
v(H) + 2, e(H) ≥ 7. But there are only 9 edges in total in K0 and each vertex has degree 2, so we
must obtain H from K0 by removing a vertex of degree 2. Thus H is K2,3 with an extra edge on the
side with 3 vertices. However, in this case, c(H) = 52 , which we can see as H has a fractional perfect
matching given by taking a 5-cycle (which does appear as a subgraph of H) and weighting all edges
in it 12 . Since a fractional perfect matching is both a fractional matching and a fractional edge
cover, if H is any graph with a fractional perfect matching then c(H) ≥ v(H) − c(H), by Lemma
7.1, so c(H) ≥ v(H)2 , and the reverse equality holds since weighting all vertices 12 is a fractional
vertex cover. Therefore, for this choice of H, e(H) < v(H) + c(H), and we may rule this option
out as well.
So besides H = ∅, we need only consider when v(H) = 6 and e(H) ∈ {8, 9}. When e(H) = 9 we
must have H = K0, and since K0 has a perfect matching (and thus a fractional perfect matching)
we must have c(K0) =
v(K0)
2 = 3. Thus e(K0) = c(K0) + v(K0).
We only now need check when v(H) = 6 and e(H) = 8; that is, H is obtained by removing a
single edge from K0. If H contains a perfect matching, then c(H) = 3, so e(H) < v(H) + c(H).
But the intersection of all perfect matchings of K0 is a single edge, and removing this edge yields
K2,4. Thus the only option in this case is H = K2,4. Since H has a matching of size 2, c(H) ≥ 2,
and since it has a vertex cover of size 2, c(H) = 2. So when H = K2,4, e(H) = v(H) + c(H) as
well. This proves the lemma. 
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We will use the following setup, which is simply Setup 9.1 applied to our graph K0.
Setup 11.2. Let K = K0 be the graph in Figure 2 given by adding an edge to K2,4. Fix a constant
δ > 0, and take p→ 0.
Recall from Definition 4.5 the definition of Γǫ(K0, δ). By Lemma 4.6, for any p <
1
e we may find
W =W (p) ∈ Γ1/ log(1/p)(K0, δ) such that
Ip(W ) ≤ (1 + o(1)) inf
Hom(K0,W ′)≥(1+δ)p9
W ′ p-regular
Ip(W
′).
Let U =W − p.
The analogue of Lemma 9.2 is the following.
Lemma 11.3. Under Setup 11.2, the following properties hold.
(1)
∫ 1
0
W (x0, y)dy = (1 + o(1))p for all x0 ∈ [0, 1]
(2) Hom(K0,W ) ≥ (1 + δ − o(1))p9.
(3) W takes no values in [p− p1+o(1), p+ p1+o(1)]\p.
(4) Hom(H, |U |) ≤ 512(1 + δ)pe(H) for all H ⊆ K0
(5) Ip(W )≪ p3 log 1p
(6) ‖U‖1 ≪ p3
(
log 1p
)2
(7) ‖U‖2 ≪ p 32
Proof. Since Setup 11.2 implies Setup 9.1 with K = K0, noting that e(K0) = 9 we obtain (1)
through (4) from Lemma 9.2.
(5) comes from the fact that Ip(W ) ≤ (1+o(1)) inf
Hom(K,W ′)≥(1+δ)pe(K)
W ′ p-regular
Ip(W
′) and the upper bound
of Theorem 2.16 (proven in Section 3).
We may derive (6) from (5) in the same way as in Lemma 9.2.
Note that by (3) and Lemma 4.3, Ip(W (x, y)) ≥ (1− o(1))U(x, y)2 log 1p for all x, y. Integrating
and applying (5) yields (7). 
As in Section 9, we will break down into terms of the form p−e(H)Hom(H,U).
Lemma 11.4. Under Setup 11.2,
p−8Hom(K2,4, U) + p
−9Hom(K0, U) ≥ δ − o(1)
Proof. Since Setup 11.2 implies Setup 9.1 with K = K0, we may apply Corollary 9.7 to obtain that∑
H⊆K0
H contributing
p−e(H)Hom(H,U) ≥ 1 + δ − o(1).
By Lemma 11.1, the only contributing subgraphs ofK0 are ∅,K2,4, andK0 itself. Since p−e(∅)Hom(∅, U) =
1, the lemma follows. 
It turns out that the K2,4 term is also negligible.
Lemma 11.5. Under Setup 11.2,
Hom(K2,4, U) = o(p
8).
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Proof. By the triangle inequality and Cauchy-Schwarz,
|Hom(K2,4, U)| ≤ Hom(K2,4, |U |)
=
∫
[0,1]2
(∫ 1
0
|U(x, z)U(y, z)|dz
)4
dxdy
≤
∫
[0,1]2
(S2(x)S2(y))
4 dxdy
=
(∫ 1
0
S2(x)
4dx
)2
,
where S2(x) =
(∫ 1
0
U(x, y)2dy
) 1
2
. Now, for all x ∈ [0, 1],
∫ 1
0
U(x, y)2dy =
∫ 1
0
(W (x, y)2 − 2pW (x, y) + p2)dy
≤ (1 + o(1))
∫ 1
0
W (x, y)dy + p2
= p+ o(p)
for all x, by (1) of Lemma 11.3. Thus S2(x) ≤ (1 + o(1))√p for all x, so
|Hom(K2,4, U)| ≤
(∫ 1
0
S2(x)
4dx
)2
≤ (1 + o(1))p2
(∫ 1
0
S2(x)
2dx
)2
= (1 + o(1))p2‖U‖42.
Since ‖U‖2 ≪ p 32 by (7) of Lemma 11.3, we are done. 
Lemmas 11.4 and 11.5 together imply the following.
Corollary 11.6. Under Setup 11.2,
Hom(K0, U) ≥ (δ − o(1))p9
11.2. Breaking into High and Low Values. In our integral expression for Hom(K0, U), we
would like to show that some copies of U (corresponding to certain edges of K0) generally take high
values of U and some generally take low values. We thus make the following definition.
Definition 11.7. Taking U as in Setup 11.2, define symmetric and measurable U1, U2 : [0, 1]
2 →
[0, 1] as follows.
U1(x, y) =
{
U(x, y) |U(x, y)| ≥ p 78
0 |U(x, y)| ≤ p 78
U2(x, y) =
{
0 |U(x, y)| ≥ p 78
U(x, y) |U(x, y)| ≤ p 78
Remark. Any threshold that looks like pa for a sufficiently close to 1 will work for our purposes.
Definition 11.8. Label the vertices of K0 as v1, v2, w1, w2, w3, w4 such that v1, v2 are the two
vertices of degree 4 and w1, w2 the two vertices of degree 3 (so w1w2 is the ‘extra’ edge added to
K2,4 to obtain K0).
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Remark. In essence, the goal of this subsection is to show that the main contribution to Hom(K0, U)
must come when the edges v1w3, v1w4, v2w3, and v2w4 are sent into high values of U (appearing
in U1), the edge w1w2 is sent into low values of U (appearing in U2), and the vertices v1 and v2 are
sent into the hub of U . The first two items will be accomplished by the next lemma.
Notice that U = U1 + U2. Thus in our expression
Hom(K0, U) =
∫
[0,1]6
∏
vw∈E(K0)
U(xv, xw)
∏
v∈V (K0)
dxv ,
we may substitute U1 + U2 where each copy of U appears, breaking the integral into 512 terms.
Most of these terms turn out to be negligible.
Lemma 11.9. Assume Setup 11.2. Take f : E(K0)→ {1, 2}. Then∫
[0,1]6
∏
vv′∈E(K0)
Uf(vv′)(xv, x
′
v)
∏
v∈V (K0)
dxv = o(p
9)
unless f(v1w3) = f(v1w4) = f(v2w3) = f(v2w4) = 1 and f(w1w2) = 2, where the Ui are defined as
in Definition 11.7.
This lemma in essence says that we must only consider when the 4-cycle v1w3v2w4 uses the high
values of U , and w1w2 uses the low values.
Proof. We crudely bound by noting that U is 1-bounded, ignoring all edges except the ones ap-
pearing in the lemma, and applying Cauchy-Schwarz. Suppose our desired integral is Ω(p9). Then,
by dropping the edges v1w1, v1w2, v2w1, and v2w2 and applying Cauchy-Schwarz on the resulting
4-cycle,
Ω(p9) =
∫
[0,1]6
∏
vv′∈E(K0)
Uf(vv′)(xv, x
′
v)
∏
v∈V (K0)
dxv
≤
∫
[0,1]6
Uf(w1w2)(xw1 , xw2)
∏
i∈{1,2}
j∈{3,4}
Uf(viwj)(xvi , xwj )
∏
v∈V (K0)
dxv
=
(∫
[0,1]2
Uf(w1w2)(x, y)dxdy
)
∫
[0,1]4
∏
i∈{1,2}
j∈{3,4}
Uf(viwj)(xvi , xwj )dxv1dxv2dxw3dxw4


≤ ‖Uf(w1w2)‖1‖Uf(v1w3)‖2‖Uf(v1w4)‖2‖Uf(v2w3)‖2‖Uf(v2w4)‖2.
The idea of our argument will be that the equality case of Lemma 4.3 occurs for large values,
and the equality case of Lemma 4.4 occurs for small values, so for the expression above to be large,
the desired values of f must be what we want.
Note that ‖Ui‖1 ≤ ‖U‖1 ≤ p3−o(1) and ‖Ui‖2 ≤ ‖U‖2 ≪ p 32 for i ∈ {1, 2}, by (6) and (7) of
Lemma 11.3.
Therefore,
Ω(p9) = ‖Uf(w1w2)‖1‖Uf(v1w3)‖2‖Uf(v1w4)‖2‖Uf(v2w3)‖2‖Uf(v2w4)‖2 ≤ p
15
2
−o(1)‖Uf(v1w3)‖2.
Thus ‖Uf(v1w3)‖2 ≥ p
3
2
+o(1), so
(16)
∫
[0,1]2
(
Uf(v1w3)(x, y)
)2
dxdy ≥ p3+o(1).
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But for all a with |a| ≤ p 78 , a2 = pΩ(1)Ip(p+ a). This is because by Lemma 4.2, Ip(p+ a) = Θ
(
a2
p
)
when a = O(p), and when a≫ p, Ip(p+ a) = (1+ o(1))a log ap ≥ a ≥ p−
7
8 a2, as a ≤ p 78 . Thus since
U2 is p
7
8 -bounded, ∫
[0,1]2
U2(x, y)
2dxdy ≤ pΩ(1)Ip(W ) = p3+Ω(1).
Combining with (16) we see that we cannot have f(v1w3) = 2, so f(v1w3) = 1. The same logic
holds for the edges v1w4, v2w3, v2w4, so we have proven that
f(v1w3) = f(v1w4) = f(v2w3) = f(v2w4) = 1.
We return to the statement
‖Uf(w1w2)‖1‖Uf(v1w3)‖2‖Uf(v1w4)‖2‖Uf(v2w3)‖2‖Uf(v2w4)‖2 = Ω(p9)
which now becomes
‖Uf(w1w2)‖1‖U1‖42 = Ω(p9)
Since ‖U1‖2 ≤ ‖U‖2 ≪ p 32 by (7) of Lemma 11.3,
(17) ‖Uf(w1w2)‖1 ≫ p3.
But for all a with a ≥ p 78 , by Lemma 4.2,
Ip(p+ a) = (1 + o(1))a log
a
p
≥ (1 + o(1))a log p− 18 = Ω
(
a log
1
p
)
,
so since U1 only takes values either 0 or at least p
7
8 ,
‖U1‖1 =
∫
[0,1]2
U1(x, y)dxdy
= O
((
log
1
p
)−1 ∫
[0,1]2
Ip(W (x, y))dxdy
)
= O
((
log
1
p
)−1
Ip(W )
)
≪ p3
by (5) of Lemma 11.3. Combining with (17) yields that f(w1w2) 6= 1, so f(w1w2) = 2, as desired.

We have the following corollary, where we use dx as a shorthand for
∏
v∈V (K0)
dxv.
Corollary 11.10. Under Setup 11.2,
∫
[0,1]6
U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )

 dx ≥ (δ − o(1))p9,
with Ui as in Definition 11.7.
Proof. By Corollary 11.6, Hom(K0, U) ≥ (δ − o(1))p9. Expanding out the integral Hom(K0, U)
by substituting U = U1 + U2, we obtain 512 terms. The terms appearing in the left hand side of
Corollary 11.10 are exactly those where we chose U2 for the w1w2 edge and U1 for the edges in the
4-cycle v1w3v2w4. But all other terms are o(p
9) by Lemma 11.9, so the conclusion follows. 
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We have now shown the first two specifications in the remark at the beginning of the section–that
is, that v1w3, v1w4, v2w3, and v2w4 use high values of U and that w1w2 uses low values of U . We
now turn our attention to the remaining specification: that v1 and v2 generally are sent into the
hub of U . We define a hub similarly to in Section 8.
Definition 11.11. Under Setup 11.2, for any b = b(p) ≥ 0, define
Bb :=
{
x ∈ [0, 1] :
∫ 1
0
U(x, y)2dy ≥ b
}
.
We show that very little of the contribution to the left side of Corollary 11.10 comes when
v1 /∈ Bb.
Lemma 11.12. Under Setup 11.2, if b≪ p 98 , then
∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
∣∣∣∣∣∣∣∣
U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )


∣∣∣∣∣∣∣∣
dx = o(p9).
Proof. We replace the copy of U2 by its maximum to yield
∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
∣∣∣∣∣∣∣∣
U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj)


∣∣∣∣∣∣∣∣
dx
≤ ‖U2‖∞
∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
∣∣∣∣∣∣∣∣

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj)


∣∣∣∣∣∣∣∣
dx
= ‖U2‖∞
∫
v1∈Bb
v2,w3,w4∈[0,1]
(∫ 1
0
|U(xv1 , y)U(xv2 , y)|dy
)2 ∣∣∣∣∣∣∣∣
∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )
∣∣∣∣∣∣∣∣
dxv1dxv2dxw3dxw4 .
Now, by Cauchy-Schwarz and (1) of Lemma 11.3, whenever v1 ∈ Bb,(∫ 1
0
|U(xv1 , y)U(xv2 , y)|dy
)2
≤
(∫ 1
0
U(xv1 , y)
2dy
)(∫ 1
0
U(xv2 , y)
2dy
)
≤ b
∫ 1
0
(
W (xv2 , y)
2 − 2pW (xv2 , y) + p2
)
dy
≤ b
(
(1− 2p)
∫ 1
0
W (xv2 , y)dy + p
2
)
= (1 + o(1))bp,
as
∫ 1
0
U(xv1 , y)
2 ≤ b by the definition of Bb.
Therefore our desired integral is bounded above by
(1 + o(1))bp‖U2‖∞
∫
v1∈Bb
v2,w3,w4∈[0,1]
∣∣∣∣∣∣∣∣
∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )
∣∣∣∣∣∣∣∣
dxv1dxv2dxw3dxw4 .
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Now allowing v1 to range over [0, 1] and applying Cauchy-Schwarz repeatedly, we have the upper
bound
(1 + o(1))bp‖U2‖∞‖U1‖42.
By (7) of Lemma 11.3, ‖U1‖2 ≤ ‖U‖2 ≪ p 32 , so we may bound the left side of the lemma as
o
(
bp7‖U2‖∞
)
.
But b‖U2‖∞ ≪ p 98p 78 = p2, so our bound is o(p9) and the lemma is proven. 
Corollary 11.13. Assume Setup 11.2 and recall from Definitions 11.7 and 11.11 the definitions
of U1, U2, and Bb. If b≪ p 98 , then
∫
v1,v2∈Bb
w1,w2,w3,w4∈[0,1]
U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj)

 dx ≥ (δ − o(1))p9.
Proof. With x = (xv)v∈V (K0), let F (x) = U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )

.
By Corollary 11.10, ∫
[0,1]6
F (x)dx ≥ (δ − o(1))p9,
and by Lemma 11.12, ∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
|F (x)|dx = o(p9).
Thus (since F is symmetric in xv1 and xv2),∫
v1,v2∈Bb
w1,w2,w3,w4∈[0,1]
F (x)dx =
∫
[0,1]6
F (x)dx−
∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
F (x)dx−
∫
v1∈Bb,v2∈Bb
w1,w2,w3,w4∈[0,1]
F (x)dx
≥
∫
[0,1]6
F (x)dx−
∫
v1∈Bb
v2,w1,w2,w3,w4∈[0,1]
|F (x)|dx−
∫
v2∈Bb
v1,w1,w2,w3,w4∈[0,1]
|F (x)|dx
≥ (δ − o(1))p9 − o(p9)− o(p9)
= (δ − o(1))p9,
as desired. 
We have in essence restricted to homomorphisms where v1 and v2 are sent into the hub Bb, w1w2
uses the low values of U , and the 4-cycle v1w3v2w4 uses the high values of U . To conclude the
subsection, we will manipulate the bound from the previous corollary into a more manageable form.
Corollary 11.14. Assume Setup 11.2. Take 0 ≤ b≪ p 98 . Recall from Definitions 11.7 and 11.11
the definitions of U1, U2, and Bb and let U
b
1 be the restriction of U1 to Bb × [0, 1]. Then
‖U b1‖42 sup
xv1 ,xv2∈[0,1]
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
≥ (δ − o(1))p9.
54
Proof. We will bound the left side of Corollary 11.13 above. We have
(δ − o(1))p9 ≤
∫
v1,v2∈Bb
w1,w2,w3,w4∈[0,1]
U2(xw1 , xw2)

 ∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )



 ∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj )

 dx
≤
∫
B2b
∣∣∣∣∣∣∣∣
∫
[0,1]2
∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj)dxw3dxw4
∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
dxv1dxv2
≤
∫
B2b
∣∣∣∣∣∣∣∣
∫
[0,1]2
∏
i∈{1,2}
j∈{3,4}
U1(xvi , xwj)dxw3dxw4
∣∣∣∣∣∣∣∣
dxv1dxv2
· sup
xv1 ,xv2∈[0,1]
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj)dxw1dxw2
∣∣∣∣∣∣∣∣
≤ ‖U b1‖42 sup
xv1 ,xv2∈[0,1]
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
,
where the first inequality is simply the triangle inequality, the second is by replacing the function
A(v1, v2) :=
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
by its supremum everywhere, and the
third is by Cauchy-Schwarz. 
11.3. Bounding by Entropy. For the rest of Section 11, we use the following extended setup.
Setup 11.15. Take K0, δ, p→ 0, W , and U =W − p as in Setup 11.2. For b = b(p) ≥ 0, define
Bb :=
{
x ∈ [0, 1] :
∫ 1
0
U(x, y)2dy ≥ b
}
as in Definition 11.11. Define U1, U2 with U1 + U2 = U as in Definition 11.7. Let U
b
1 be the
restriction of U to Bb × [0, 1].
Finally, set
c1 = p
−3‖U b1‖22
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and
c2 = p
−3 sup
xv1 ,xv2∈[0,1]
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
.
Note that c1 depends on b.
We may restate Corollary 11.14 given these new definitions.
Corollary 11.14 (Restated). Under Setup 11.15, if b≪ p 98 , then
c21c2 ≥ δ − o(1).
We will now bound c1 and c2 in terms of the respective entropies Ip(p+U1) and Ip(p+U2). To
bound c2, the idea is to rewrite∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj)dxw1dxw2
as
∫
U2(x, y)a(x)a(y)dxdy, where a(x) =
∫ 1
0
U(xv1 , x)U(xv2 , x)dx. Now, if a is {0, 1}-valued, we
are integrating U2 over some box, and since Ip is convex, Ip(p+U2) should be minimized when U2 is
constant on that box and zero outside it by a smoothing argument. Of course, a is not necessarily
{0, 1}-valued, but a similar argument will work nonetheless.
We apply this process via the following two lemmas, the first of which restricts the function a
and the second of which applies the smoothing argument.
Lemma 11.16. Under Setup 11.2, for all x, y ∈ [0, 1],∫ 1
0
|U(x, z)U(y, z)|dz ≤ p+ o(p).
Proof. The proof is exactly that given in the proof of Claim 1 of Lemma 10.3. That is, by Cauchy-
Schwarz, ∫ 1
0
|U(x, z)U(y, z)|dz ≤
(∫ 1
0
U(x, z)2dz
) 1
2
(∫ 1
0
U(y, z)2dz
) 1
2
,
and for all x ∈ [0, 1], ∫ 1
0
U(x, z)2dz =
∫ 1
0
W (x, z)2dz − 2p
∫ 1
0
W (x, z)dz + p2
≤ (1− 2p)
∫ 1
0
W (x, z)dz + p2
= p+ o(p),
as
∫ 1
0
W (x, z)dz = p+ o(p) by (1) of Lemma 11.3. 
Lemma 11.17. Assume Setup 11.2 and let a, b : [0, 1] → [0, 1] be measurable with ‖a‖1, ‖b‖1 ≤
p+ o(p).
Ip
(
p+ p−2
∫
[0,1]2
a(x)b(y)|U2(x, y)|dxdy
)
≤ (1 + o(1))p−2Ip(p+ U2)
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Proof. We use a smoothing-type argument.
We will first choose a, b : [0, 1] → [0, 1] so that the left side is maximized. Since Ip is increasing
on [p, 1], this occurs when
∫
[0,1]2
a(x)b(y)|U2(x, y)|dxdy is maximized.
Suppose we fix ‖a‖1, and fix b. When we set c(x) =
∫ 1
0
b(y)|U2(x, y)|dy,
∫
[0,1]2
a(x)b(y)|U2(x, y)|dxdy =
∫ 1
0
a(x)c(x)dx
≤
∫ ‖a‖1
0
c∗(x)dx
by the Rearrangement Inequality, where c∗ is the symmetric decreasing rearrangement of c. Fur-
thermore, this maximum is attainable with a only taking values in {0, 1}, as if c∗(‖a‖1) = t, then
m((c∗)−1((t, 1])) ≤ t ≤ m((c∗)−1([t, 1])), so there is some A of measure t such that (c∗)−1((t, 1]) ⊆
A ⊆ (c∗)−1([t, 1]), and letting a = 1 on A and a = 0 otherwise, a and c are similarly sorted by
definition, so
∫
[0,1]2
a(x)b(y)|U2(x, y)|dxdy =
∫ 1
0
a(x)c(x)dx
=
∫ 1
0
a∗(x)c∗(x)dx
=
∫ ‖a‖1
0
c∗(x)dx.
Thus
∫
[0,1]2
a(x)b(y)|U2(x, y)|dxdy is maximized when a only takes values in {0, 1} and similarly
for b. Take a, b attaining this maximum with values in {0, 1} and let A and B be the sets on which
a = 1 and b = 1, respectively. Then m(A),m(B) ≤ p + o(p) by the lemma conditions. Then the
left hand side of the lemma becomes
Ip
(
p+ p−2
∫
A×B
|U2(x, y)|dxdy
)
.
Now, notice that I ′′′p (x) =
−1
x2 +
1
(1−x)2 ≤ 0 on [0, 2p]. Thus I ′′p (p−x) ≥ I ′′p (p+x) for all x ∈ [0, p].
Using that Ip(p) = I
′
p(p) = 0 and integrating twice, we see that Ip(p − x) ≥ Ip(p + x) for all
x ∈ [0, p]. Thus Ip(p+ U2) ≥ Ip(p+ |U2|).
So to finish the proof of the lemma, it suffices to show that for all A,B with m(A),m(B) =
p+ o(p),
Ip
(
p+ p−2
∫
A×B
|U2(x, y)|dxdy
)
≤ (1 + o(1))p−2Ip(p+ |U2|).
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But Ip(p+ x) is convex, so by Jensen’s inequality,
Ip
(
p+ p−2
∫
A×B
|U2(x, y)|dxdy
)
= Ip

p+
∫
A×B
(1 + o(1))|U2(x, y)|dxdy
|A|||B|


≤ 1|A||B|
∫
A×B
Ip(p+ (1 + o(1))|U2(x, y)|)dxdy
≤ (1 + o(1))p−2Ip(p+ (1 + o(1))|U2|)
= (1 + o(1))p−2Ip(p+ |U2|),
since multiplying x by (1+ o(1)) only changes Ip(p+ x) by a factor of 1+ o(1) (as Ip is continuous
and nonzero unless x = 0). The lemma follows. 
We now may obtain our bound on c2.
Corollary 11.18. Under Setup 11.15,
Ip(p+ U2) ≥ (1− o(1))p2Ip(p + pc2).
Proof. By the definition of supremum, for any ǫ0 = ǫ0(p) > 0 we may take xv1 , xv2 that attain
within a 1 + ǫ0 factor of the supremum in the definition of c2, so that
c2 ≤ (1 + ǫ0)p−3
∣∣∣∣∣∣∣∣
∫
[0,1]2
U2(xw1 , xw2)
∏
i∈{1,2}
j∈{1,2}
U(xvi , xwj )dxw1dxw2
∣∣∣∣∣∣∣∣
.
Let a : [0, 1] → [0, 1] be given by a(x) = √1 + ǫ0|U(xv1 , x)U(xv2 , x)|. Then taking ǫ0 = o(1),
‖a‖1 ≤ p+ o(p) by Lemma 11.16. By the triangle inequality,
c2 ≤ (1 + ǫ0)p−3
∫
[0,1]2
|U2(xw1 , xw2)|
∏
i∈{1,2}
j∈{1,2}
|U(xvi , xwj )|dxw1dxw2
= p−3
∫
[0,1]2
a(xw1)a(xw2)|U2(xw1 , xw2)|dxw1dxw2 .
Therefore, by Lemma 11.17,
Ip(p + pc2) ≤ Ip
(
p+ p−2
∫
[0,1]2
a(xw1)a(xw2)|U2(xw1 , xw2)|dxw1dxw2
)
≤ (1 + o(1))p−2Ip(p+ U2),
which easily rearranges to the corollary. 
The bound on c1 in terms of entropy is much easier to show.
Lemma 11.19. Under Setup 11.15, if b = p
3
2
−Ω(1), then
Ip(p+ U1) ≥ (2− o(1))
(
p3 log
1
p
)
c1 − o(p3+Ω(1)).
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Proof. By Lemma 4.3 with c = 1, since U1 takes no values smaller than p
7
8 , Ip(p + U1(x, y)) ≥
(1− o(1))U1(x, y)2 log 1p for all x, y ∈ [0, 1]. Integrating,
Ip(p+ U1) ≥ (1− o(1)) log 1
p
∫
[0,1]2
U1(x, y)
2dxdy
≥ (1− o(1)) log 1
p
(∫
Bb×[0,1]
U1(x, y)
2dxdy +
∫
[0,1]×Bb
U1(x, y)
2dxdy −
∫
B2b
U1(x, y)
2dxdy
)
≥ (1− o(1)) log 1
p
(
2‖U b1‖22 −m(Bb)2
)
= (2− o(1))p3 log 1
p
c1 − (1 + o(1)) log 1
p
m(Bb)
2,(18)
by the definition of c1.
Now, by the definition of Bb and (7) of Lemma 11.3,
bm(Bb) ≤
∫
Bb×[0,1]
U(x, y)2dxdy
≤ ‖U‖22
≪ p3.
Thus m(Bb)≪ p
3
b , so substituting into (18) yields
Ip(p+ U1) ≥ (2− o(1))p3 log 1
p
c1 − o
(
p6 log 1p
b2
)
.
Substituting b = p
3
2
−Ω(1) and noting that log 1p = p
−o(1), the lemma follows. 
We combine our bounds into the following bound on the entropy of W .
Lemma 11.20. Assume Setup 11.15. If b = p
5
4 , then
Ip(W ) ≥ (1− o(1))
((
2p3 log
1
p
)
c1 + p
2Ip(p+ pc2)
)
.
Proof. Notice that Ip(W ) = Ip(p + U1) + Ip(p + U2), since at each point either Ip(p + U1) or
Ip(p+ U2) is 0 and the other is Ip(W ). Thus since b = p
5
4 = p
3
2
−Ω(1), Corollary 11.18 and Lemma
11.19 together imply that
Ip(W ) ≥ (1− o(1))
((
2p3 log
1
p
)
c1 + p
2Ip(p+ pc2)
)
− o
(
p3+Ω(1)
)
.
By Corollary 11.14, since b = p
5
4 ≪ p 98 , c21c2 ≥ δ − o(1). Thus either c1 = Ω(1) or c2 = Ω(1).
In the first case,
(
2p3 log 1p
)
c1 ≥ p3+o(1), and in the latter, p2Ip(p + pc2) ≥ p3+o(1) by Lemma 4.2.
Thus the o(p3+Ω(1)) term is negligible and we have proven the lemma. 
Since we chose W in Setup 11.15 such that
Ip(W ) ≤ (1 + o(1)) inf
Hom(K0,W ′)≥(1+δ)p9
W ′ p-regular
Ip(W
′),
to show Theorem 2.16 it suffices to show that under the setup,
Ip(W ) ≥ (1− o(1))(18δ) 13 p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
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We have, taking b = p
5
4 and using Corollary 11.14 and Lemma 11.20, constructed c1 and c2 such
that c21c2 ≥ δ − o(1) and Ip(W ) ≥ (1 − o(1))
((
2p3 log 1p
)
c1 + p
2Ip(p + pc2)
)
. Thus (mulitplying
c1 by a 1+ o(1) factor so that c
2
1c2 ≥ δ), to finish the proof of the lower bound of Theorem 2.16, it
only remains to show the following lemma.
Lemma 11.21. Let δ > 0 be a constant and let p→ 0. Then
min
c21c2≥δ
((
2p3 log
1
p
)
c1 + p
2Ip(p+ pc2)
)
= (1− o(1))(18δ) 13p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
Remark. Notice how the optimization problem in Lemma 11.21 tracks with the graphon in Figure
3, where we set a(p) = p2c1 and b(p) = p+ pc2.
11.4. Optimizing. We finish by proving Lemma 11.21. Fix δ and let p→ 0.
If we take c1 = Θ
((
log log 1p
)−1)
and c2 = Θ
((
log log 1p
)2)
such that c21c2 ≥ δ, then clearly(
2p3 log 1p
)
c1 = o
(
p3 log 1p
)
. Furthermore, since c2 ≫ 1, Ip(p+pc2) = Θ(pc2 log c2) by Lemma 4.2,
so p2Ip(p + pc2) = Θ(p
3c2 log c2)≪ p3 log 1p as well for our choice of c2. Thus our minimum
(19) min
c21c2≥δ
((
2p3 log
1
p
)
c1 + p
2Ip(p + pc2)
)
is o
(
p3 log 1p
)
.
So for any c1, c2 that optimize (19), we must have c1 ≪ 1, so c2 ≫ 1. Thus we may apply Lemma
4.2 to show that
(20) min
c21c2≥δ
((
2p3 log
1
p
)
c1 + p
2Ip(p + pc2)
)
≥ (1− o(1)) min
c21c2≥δ
((
2p3 log
1
p
)
c1 + p
3c2 log c2
)
.
We would like to normalize c1 and c2 to be constants. To that end, let
c1 =
(
log 1p
log log 1p
)− 1
3
d1
and
c2 =
(
log 1p
log log 1p
) 2
3
d2
Then the right side of (20) becomes
(1− o(1)) min
d21d2≥δ
(
2p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
d1
+p3
(
log
1
p
) 2
3
(
log log
1
p
)− 2
3
(
2
3
log log
1
p
− 2
3
log log log
1
p
+ log d2
)
d2
)
= (1− o(1))p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
min
d21d2≥δ
(
2d1 +
2
3
d2 + d2
log d2
log log 1p
)
,(21)
as the log log log 1p term is negligible.
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Since d2 log d2 ≥ −1e for all d2 ∈ (0,∞] and 2d1 + 23d2 = Ω(1) whenever d21d2 ≥ δ, we may drop
the d2
d2
log log 1
p
term altogether, so (21) is lower bounded by
(1− o(1))p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
min
d21d2≥δ
(
2d1 +
2
3
d2
)
.
Thus to finish the proof of Lemma 11.21, it suffices to show that
(22) min
d21d2≥δ
(
2d1 +
2
3
d2
)
= (18δ)
1
3 .
But 2d1+
2
3d2 =
3d1+3d1+2d2
3 ≥ (18d21d2)
1
3 ≥ (18δ) 13 by the AM-GM inequality, and when d1 =
(
2δ
3
) 1
3
and d2 =
(
9δ
4
) 1
3 we obtain
2d1 +
2
3
d2 = 2
(
2δ
3
) 1
3
+
(
2δ
3
) 1
3
= 3
(
2δ
3
) 1
3
= (18δ)
1
3 .
So (22) holds, and we have proven Lemma 11.21 and thus the lower bound of Theorem 2.16 as well.
12. Proof of Theorem 2.12
We modify the proof from Section 2.2 of [3], itself a slight modification of the proof of Theorem
1.1 from [7]. The main reason why the proof does not apply verbatim is that an,p := p
∆(K)n2 is no
longer the order of Φdn(K, t). Thus we must verify that in the use of Corollary 2.2 of [7], we may
modify our construction to have exp
(
o
(
Φdn(K, t)
))
convex sets and exceptional set E satisfying
µp(E) ≤ exp
(−(1 + o(1))Φdn(K, t)).
In applying Theorem 3.4 of [7] to do this, we may take the same choice δ0 =
ǫ0
4C⋆
p∆⋆(K).
Choosing L,∆ so that Lp∆ = Φ
d
n(K,t)
n2 log 1
p
makes the exceptional set E0 sufficiently small, and tak-
ing k =
⌈
L(p∆/δ20) log
1
p
⌉
, we have that k = Φ
d
n(K,t)
n2δ20
+O(1), so
logN = O
((
Φdn(K, t)
nδ20
+ n
)
log
3n
δ0
)
= O
(
Φdn(K, t) log n
nδ20
+ n log n
)
.
(We use the letter L instead of K as in [7] as we have already used K as the name of our graph.)
Thus we have few enough convex sets as long as δ20 ≫ n−1 log n and Φdn(K, t) ≫ n log n. The
former is true by our bound on p. To prove the latter, note thatΦdn(K, t) = Ω(n
2pδ(K) log 1p) by
Lemma 6.1 of [7] and the fact that our variational problem takes a minimum over a smaller set
(over only regular weighted graphs instead of graphs) and thus must have a larger solution. Since
δ(K) < 2∆⋆(K) by definition (take an edge adjacent to a vertex of maximum degree) and p ≪ 1,
φdn(K, t)≫ n2p2∆⋆(K) log 1p ≫ n log n by our bound on p.
The only remaining thing that must be verified from the proof in [7] is that the induction
preserves the exceptional set (6.16) being sufficiently small. We have shown that E0 is sufficiently
small. Paralleling the argument up to (6.23), it suffices to show that for all subgraphs F ⊆ K and
for all t > 1, there exists L > 1 such that
Φdn(F,L) ≥ Φdn(K, t).
Take L > 2e(K)t and suppose we have a weighted graph X ∈ X dn with Hom(F,X) ≥ Knv(F )pe(F ).
Note that X+p2 ∈ X dn , where by p we mean the weighted graph with weight p on each edge. But
Hom
(
K,
X + p
2
)
≥ (1− o(1))
2e(K)
Hom(F,X)ne(K)−e(F )pe(K)−e(F ),
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as after choosing the positions of the vertices and edges in F , there are (1− o(1))n ways to choose
the positions of the remaining vertices of K so that they do not coincide with the previous choices,
and then each edge not in F has weight at least p2 . Therefore, Hom
(
K, X+p2
)
≥ tnv(K)pe(K). But
X+p
2 has at most the same entropy as X, so we have proven that Φ
d
n(F,L) ≥ Φdn(K, t), finishing
the proof of Theorem 2.12.
13. Introduction to Theorem 2.13
This section and the next four will together prove Theorem 2.13.
A block graphon is a graphon W : [0, 1]2 → [0, 1] such that there exists k ∈ Z+ and a partition
[0, 1] = S1 ∪ · · · ∪ Sk into intervals Si such that for all i, j ∈ [k], W is constant on Si × Sj .
For convenience, we now recall the statement of Theorem 2.13.
Theorem 2.13. Suppose n−1 log log n ≪ p ≪ 1, and let W = W (n) be a block graphon on some
constant k = k(n) = O(1) number of blocks satisfying Conditions 13.2. Then
− log
(
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
])
≤
(
1
2
+ o(1)
)
Ip(W )n
2.
To state the conditions of Theorem 2.13 efficiently, we will need the following definition.
Definition 13.1. For a block graphon W on the partition S1 ∪ · · ·Sk, a K-block of W is an
assignment B : V (K) → [k], which we may think of as assigning to each vertex v ∈ V (K) one of
the intervals Si, 1 ≤ i ≤ k.
If B : V (K)→ [k] is a K-block of W , we define
HomB(K,W ) =
∫
xv∈SB(v)
∀v∈V (K)
∏
vw∈E(K)
W (xv, xw)
∏
v∈V (K)
dxv.
Call a K-block B negligible if HomB(K,W ) = o(p
e(K)), and non-negligible otherwise.
Remark. Notice that HomB(K,W ) can be thought of as the contribution to Hom(K,W ) from
homomorphisms where the interval that each v ∈ V (K) is sent into is determined by B(v). Thus∑
B
HomB(K,W ) = Hom(K,W ), where the sum ranges over all functions B : V (K)→ [k].
We are now able to state the conditions of Theorem 2.13.
Conditions 13.2. The following conditions are for W a block graphon on the partition [0, 1] =
S1 ∪ · · · ∪ Sk into intervals, taking value wij on Si × Sj .
(1) (Regularity) W is p-regular; that is,
∫ 1
0
W (x0, y)dy = p for all x0.
(2) (One Block Dominates in Size) m(Sk) ≥ 1− p.
(3) (Many Copies of K) Hom(K,W ) ≥ (1 + Ω(1))pe(K).
(4) (Bounded Entropy) n−1 log n≪ Ip(W )≪ p2e(K)n.
(5) (Blocks Are Not Too Small) m(Si)≫ n−1 for all i.
(6) (Dichotomy on Small Blocks) For all i, j ≤ k − 1, wij ≥ p and at least one of the following
holds.
• wij = p
• m(Si)m(Sj)wij ≪
(
log log log 1p
)−1
Ip(W ).
Call a block (i, j) important if the latter case holds and unimportant otherwise; that is, if
m(Si)m(Sj)wij 6≪
(
log log log 1p
)−1
Ip(W ) or one of i or j equal k. Further call an important
block (i, j) somewhat important if wij < 1 or very important if wij = 1.
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(7) (Somewhat Important Blocks) Recall that a K-block B is negligible if HomB(K,W ) =
o(pe(K)), and non-negligible otherwise. If B is a non-negligible K-block, then all edges that
B sends into somewhat important blocks are disjoint (i.e. form a matching).
(8) (Unimportant Blocks are Large) If B is a non-negligible K-block and (i, j) is an unim-
portant block containing the image of at least one edge under B, then m(Si)m(Sj) ≥
(1 + o(1))p−1Ip(W ) and wij = p+ o(p).
(9) (High Degrees within Important Blocks) wijm(Si)≫ n−1 log n for all (i, j) important.
(10) (Not Too Many Copies of K) Hom(K,W + p) = O(pe(K)).
Remark. The upper bound Ip(W ) ≪ p2e(K)n of condition (4) is the strictest bound that we must
deal with, in the sense that our ranges on p in the main theorems come from having to satisfy this
bound. Thus it is likely that one could improve our bounds on p by proving a stronger version of
Theorem 2.13 that loosens this condition.
For technical reasons related to the proof of Lemma 15.4 below, we would like to show that we
can replace condition (2) with a stronger condition. We do so via the following lemma.
Lemma 13.3. Let W satisfy Conditions 13.2. Then there is a block graphon W ′ on the same
number of parts as W satisfying Conditions 13.2 such that
• Hom(K,W ′) ≥ (1− o(1))Hom(K,W )
• Ip(W ′) ≤ Ip(W )
• At least one interval of the block partition of W ′ is of length at least 1− p+ p
(
log log 1p
)−1
.
The proof of Lemma 13.3 is quite technical and relatively unenlightening, and a reader looking
to understand the broad strokes of the proof of Theorem 2.13 may wish to skip it. The idea is that
we slightly shrink the intervals Si, 1 ≤ i ≤ k − 1, and go through and check that all the desired
conditions hold.
Proof of Lemma 13.3. We will obtain W ′ by shrinking all intervals Si, 1 ≤ i ≤ k− 1 by a factor of
1−
(
log log 1p
)−1
to form intervals S′i. Then take S
′
k = [0, 1]\(S′1 ∪ · · · ∪ S′k−1).
Let W ′ take value w′ij on S
′
i×S′j , with w′ij = wij for 1 ≤ i, j ≤ k − 1 and w′ik = w′ki is the unique
value such that
k∑
i=1
w′ijS
′
i = p
for all j ∈ [k]. Notice that this is equivalent to (1) of Conditions 13.2 holding.
We now prove the three bullet points of the lemma, after which we will proceed to showing that
W ′ satisfies Conditions 13.2.
Claim 1. m(Sk) ≥ 1− p+ p
(
log log 1p
)−1
Since m(S1) + · · · + m(Sk−1) ≤ p, m(S′1) + · · · + m(S′k−1) ≤ p − p
(
log log 1p
)−1
, so m(Sk) ≥
1− p+ p
(
log log 1p
)−1
, proving the claim.
Claim 2. Ip(W
′) ≤ Ip(W )
63
For 1 ≤ i ≤ k − 1,
m(S′k)(w
′
ik − p) = −
k−1∑
j=1
m(S′j)(w
′
ij − p)(23)
= −
(
1−
(
log log
1
p
)−1) k−1∑
j=1
m(Sj)(wij − p)
=
(
1−
(
log log
1
p
)−1)
m(Sk)(wik − p)
With i = k, we may apply a similar computation using (23). In particular,
m(S′k)(w
′
kk − p) = −
k−1∑
j=1
m(S′j)(w
′
kj − p)(24)
= −
(
1−
(
log log
1
p
)−1) m(Sk)
m(S′k)
k−1∑
j=1
m(Sj)(wkj − p)
=
(
1−
(
log log
1
p
)−1) m(Sk)2
m(S′k)
(wik − p)
=
(
1−
(
log log
1
p
)−1)
m(Sk)(wik − p)
since m(S′k) ≥ m(Sk).
Since Ip(p+x) is a convex function with Ip(p) = 0, we have that aIp(p+x) ≤ Ip(p+ax) if a ≥ 1.
For 1 ≤ i ≤ k − 1, letting a = m(S′k)m(Sk) and x = w′ik − p, and applying (23),
m(S′k)
m(Sk)
Ip(w
′
ik) ≤ Ip
(
p+
m(S′k)
m(Sk)
(w′ik − p)
)
≤ Ip
(
p+
(
1−
(
log log
1
p
)−1)
wik
)
≤ Ip(wik).
If instead a =
m(S′k)
2
m(Sk)2
and x = w′kk − p and applying (24),
m(S′k)
2
m(Sk)2
Ip(w
′
kk) ≤ Ip
(
p+
m(S′k)
2
m(Sk)2
(w′kk − p)
)
≤ Ip
(
p+
(
1−
(
log log
1
p
)−1)
wkk
)
≤ Ip(wkk).
Since m(S′i) ≤ m(Si) for all 1 ≤ i ≤ k − 1, and w′ij = wij for 1 ≤ i, j ≤ k − 1, the previous two
equations yield
m(S′i)m(S
′
j)Ip(w
′
ij) ≤ m(Si)m(Sj)Ip(wij)
for all 1 ≤ i, j ≤ k. Since Ip(W ) =
∑
1≤i,j≤k
m(Si)m(Sj)Ip(wij) and similarly for W
′, we have shown
that Ip(W
′) ≤ Ip(W ).
Claim 3. Hom(K,W ′) ≥ (1− o(1))Hom(K,W )
By (23) and (24) and the fact that m(S′k) ≤ m(Sk),
|w′ik − p| ≤ |wik − p|.
Sincem(S′k) = (1+o(1))m(Sk), we also have (w
′
ik−p) = (1+o(1))(wik−p). Thus w′ik ≥ (1−o(1))wik
for all i.
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Now, we have shown that m(S′i) ≥ (1− o(1))Si for all i, and w′ij ≥ (1− o(1))wij for all i, j. Since
for each B, HomB(K,W ) is a product of specific m(Si) and wij , and HomB(K,W
′) is the product
of the corresponding m(S′i) and w
′
ij, HomB(K,W
′) ≥ (1− o(1))HomB(K,W ) for all B. Summing,
Hom(K,W ′) ≥ (1− o(1))HomB(K,W ),
proving this claim as well.
Technically, we must show that w′ij ∈ [0, 1] for all i, j in order to verify that W ′ is indeed a
graphon. For 1 ≤ i, j ≤ k this is clear, and by (23) and (24), w′ik − p has the same sign as and a
smaller magnitude than wik − p for all i, which proves that w′ik ∈ [0, 1].
Now, we must show that W ′ satisfies Conditions 13.2. Condition (1) follows easily from the
definition of w′ik, and we in fact have our stronger version of condition (2) that m(S
′
k) ≥ 1 − p +
p
(
log log 1p
)−1
.
Conditions (5) and (9) follow easily from the definition of W ′, and (3) follows from Claim 3.
Since w′ij − p = (1+ o(1))(wij − p), w′ij − p = wij − p+ o(|wij − p|) = wij − p+ o(wij + p). Thus
w′ij+p = (1+o(1))(wij+p). We also know thatm(S
′
i) = (1+o(1))m(Si). Therefore, HomB(K,W
′+
p) = (1+ o(1))HomB(K,W +p) for all B (each side is simply a product of terms of the form m(Si)
and wij + p or analogously for W
′). Summing, Hom(K,W ′ + p) = (1 + o(1))HomB(K,W + p).
This shows Condition (10).
Now, since w′ik − p = (1 + o(1))(wik − p), Ip(w′ik) = (1 + o(1))Ip(wik) (the o(1) can be taken
to be uniform as Ip(p + x) behaves like
x2
2p around x = 0). Thus for all i, j, m(S
′
i)m(S
′
j)Ip(w
′
ij) =
(1 + o(1))m(Si)m(Sj)Ip(wij), so summing,
Ip(W
′) = (1 + o(1))Ip(W ).
This proves Condition 4. Furthermore, since wij is preserved for i, j ≤ k − 1 and m(S′i) = (1 +
o(1))m(Si) for all i, it also proves Condition (6). Now, we just must show conditions (7) and (8)
still hold for W ′. But m(S′i) = (1 + o(1))m(Si) for all i and w
′
ij − p = (1 + o(1))(wij − p), so the
properties we would like to show of non-negligible blocks are preserved when we go from W to W ′.
Thus it suffices to show that W and W ′ have the exact same set of non-negligible blocks. This is
accomplished via the following claim, which will therefore finish the proof of the lemma.
Claim 4. HomB(K,W ) = HomB(K,W
′) + o(pe(K)) for all B.
By Condition (10), there is some C such that Hom(K,W + p),Hom(K,W ′ + p) ≤ Cpe(K). Take
any K-block B and any ǫ > 0.
If there is some 1 ≤ i, j ≤ k such that B ‘uses’ the block (i, j) (in the sense that there is some
edge vw ∈ E(K) such that B(v) = i and B(w) = j), then if wij ≤ ǫp, then HomB(K,W ) ≤
wij
wij+p
HomB(K,W + p) ≤ ǫHomB(K,W + p) ≤ ǫCpe(K).
Similarly, since wij−p = (1+o(1))(w′ij−p), w′ij ≤ (ǫ+o(1))p, so HomB(K,W ′) ≤ (ǫ+o(1))Cpe(K)
by the same logic. Thus∣∣HomB(K,W ′)−HomB(K,W )∣∣ ≤ (2ǫ+ o(1))Cpe(K)
by the triangle inequality.
If instead wij > ǫp for every (i, j) used by B, then w
′
ij = p+(1+ o(1))(wij −p) = (1+ o(1))wij +
o(p) = (1 + o(1))wij for each such (i, j), since wij = Ω(p). Since m(S
′
i) = (1 + o(1))m(Si) for each
i, this implies that
HomB(K,W
′) = (1 + o(1))HomB(K,W ).
Since HomB(K,W ) ≤ HomB(K,W + p) = O(pe(K)), we thus have∣∣HomB(K,W ′)−HomB(K,W )∣∣ = o(HomB(K,W )) = o(pe(K))
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in this case. Thus in all cases, |HomB(K,W ′)−HomB(K,W )| ≤ (2ǫ+ o(1))Cpe(K), and since this
holds for any constant ǫ > 0 we have the desired conclusion. 
14. Overview of Proof of Theorem 2.13
For the following four definitions, we will take n→∞, d = d(n), p = p(n) := dn . We will further
take W to be a block graphon on the partition [0, 1] = S1∪· · ·∪Sk and taking value wij on Si×Sj,
satisfying Conditions 13.2 with the improved condition (2) that m(Sk) ≥ 1 − p + p
(
log log 1p
)−1
.
By Lemma 13.3, under these conditions, to prove Theorem 2.13 it will suffice to show that
(25) − log
(
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
])
≤
(
1
2
+ o(1)
)
Ip(W )n
2.
We will prove this statement over this and the next two sections. We first make several definitions.
Definition 14.1 (Blocks). We call a pair (i, j), 1 ≤ i, j ≤ k a block of W , and think of it as
referring to the rectangle Si×Sj . Recall from Conditions 13.2 that we call a block (i, j) important
if i, j ≤ k − 1 and m(Si)m(Sj)wij ≪
(
log log log 1p
)−1
Ip(W ).
Define the sets Vi, 1 ≤ i ≤ k, by Vi := Z+ ∩ nSi; that is, the interval of [n] corresponding to Si.
(We will often refer to blocks Si×Sj or Vi×Vj as important; this simply refers to the underlying
pair (i, j).)
We now consider several subsets of the set of graphs on [n], which we will use as events under
various probability distributions on that set.
Definition 14.2 (Events). Let Kn,d be the set of d-regular graphs on [n].
For any constant δ′ > 0, define
Hδ′ =
{
T ∈ Kn,d : Hom(K,T ) ≥ (1 + δ′)pe(K)nv(K)
}
.
We now define the probability distributions that we will use. Recall from Conditions 13.2 that
a block (i, j) (thought of as specifying a block Si × Sj of our graphon W ) is called important if
1 ≤ i, j ≤ k − 1 and m(Si)m(Sj)wij ≪
(
log log log 1p
)−1
Ip(W ).
Definition 14.3 (Probability Distributions). Let PGdn be the probability measure of a random
d-regular graph on [n], and let Pp be the probability measure of the Erdo˝s-Re´nyi random graph on
[n] with edge probability p.
Furthermore, let P⋆ be the inhomogeneous Erdo˝s-Re´nyi model where we sample edges with
probability corresponding to W in the important blocks of W , and probability p otherwise. In
particular, we sample edge uv with probability wij if (u, v) is contained in some important Vi×Vj ,
and probability p otherwise.
By Condition (3) of Conditions 13.2, we may take δ > 0 such that (1 + δ)pe(K) = Hom(K,W ).
Using Definitions 14.2 and 14.3, we may rephrase (25) as stating that
(26) PGdn(Hδ′) ≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
for all 0 < δ′ < δ.
We largely parallel the proof in Section 2.3 of [3], although substantial modification will be
necessary. A main idea is to note that for any event B,
PGdn(Hδ′) ≥ PGdn(B ∧Hδ′)
= PGdn(B)− PGdn(B ∧ ¬Hδ′).
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Remark. We would like to choose B such that both of these terms may be bounded in the ap-
propriate direction. The idea is to make the event B (informally) the event that a graph ‘looks
like’ the graphon W . The point is that given the event B, we should expect Hom(K,Gdn) to be
large, so ¬Hδ′ should be a lower-tail-type event whose probability can be bounded above using
Janson’s inequality. There is a tension between choosing B simple enough so that PGdn(B) can be
approximately computed easily and choosing it specific enough to close the ‘loopholes’ by which
B ∧ ¬Hδ′ might easily occur. These loopholes do not occur in [3], so our choice of event B will be
correspondingly more complicated.
We now specify the event we will be using as the event B above.
Definition 14.4. For i 6= j, 1 ≤ i, j ≤ k, define aij :=
⌊
wij |Vi||Vj |+ 12
⌋
, and for 1 ≤ i ≤ k, define
aii := 2
⌊
wii
(|Vi|
2
)
+ 12
⌋
.
Let An be the set of graphs T ∈ Kn,d such that for all 1 ≤ i, j ≤ k − 1 with (i, j) important,
there are exactly aij pairs (vi, vj) ∈ Vi × Vj such that uv is an edge of T .
Let Adegn ⊆ An be the set of graphs T ⊆ An such that for all (i, j) important, then vi ∈ Vi has
|NT (vi) ∩ Vj | ≤ 2 aij|Vi| .
Remark. Note that aij rounds wij |Vi||Vj | to the nearest integer, or nearest even integer if i = j (this
is necessary because if i = j each relevant edge is counted twice). Thus An may be thought of as
stipulating that a graph has as close as possible to the appropriate density wij in each important
block Vi × Vj .
The subset Adegn can be thought of as additionally specifying that in each important block Vi×Vj ,
the degrees are not too much more than expected.
We will end up taking our event B to be Adegn . In summary, we have the following setup, which
we will be using for the next three sections (and thus contains some further definitions that we will
use in future sections).
Setup 14.5. Let n → ∞ and take d = d(n) ∈ Z+, p = dn with n−1 log log n ≪ p ≪ 1. Let
k = k(n) = O(1) be a constant and let W = W (n) be a block graphon on k intervals S1, . . . , Sk
forming a partition of [0, 1], such that W = wij on Si × Sj. (Note that Si, wij depend on n.)
Further suppose that W satisfies Conditions 13.2 (with all asymptotics taken as n → ∞), and
satisfies a stronger version of condition (2) stating that m(Sk) ≥ 1 − p + p
(
log log 1p
)−1
. Take
δ = δ(n) > 0 such that Hom(K,W ) = (1 + δ)pe(K).
Let Vi = Z
+ ∩ nSi for all i ∈ [k]. Recall that a block (i, j) is important if 1 ≤ i, j ≤ k − 1
and m(Si)m(Sj)wij ≪
(
log log log 1p
)−1
Ip(W ) and define aij for 1 ≤ i, j ≤ k, An and Adegn as in
Definition 14.4. Further define Hδ′ as in Definition 14.2 for any δ > 0.
Let Impn = Impn(W ) ⊂ E(Kn) be the set of edges that are contained in important blocks
Vi × Vj. For any subset S ⊆ Impn, let BS = BS(n,W ) be the set of all graphs T on [n] such that
E(T ) ∪ Impn = S.
We have effectively reduced Theorem 2.13 to proving the following two propositions.
Proposition 14.6. Under Setup 14.5,
PGdn(Adegn ) ≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
.
Proposition 14.7. Under Setup 14.5, for any δ′ ≤ δ − Ω(1),
PGdn(Adegn ∧ ¬Hδ′) ≤ exp
(
−
(
1
2
+ Ω(1)
)
Ip(W )n
2
)
,
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recalling the definition of Hδ′ from Definition 14.2.
Proof of Theorem 2.13 given Propositions 14.6 and 14.7. Take p = p(n) with n−1 log log n ≪ p ≪
1, and take W =W (n) a block graphon on k = k(n) = O(1) parts satisfying Conditions 13.2.
By Lemma 13.3, there is some W ′ = W ′(n) a block graphon on k parts satisfying Conditions
13.2 with Hom(K,W ′) ≥ (1 − o(1))Hom(K,W ), Ip(W ′) ≤ Ip(W ). Furthermore, W ′ has at least
one interval in its partition of length at least 1− p+ p
(
log log 1p
)−1
.
Since Hom(K,W ) = (1+Ω(1))pe(K) by (3) of Conditions 13.2, Hom(K,W ′) ≥ (1−o(1))Hom(K,W ) =
(1 + Ω(1))pe(K). Thus we may take δ = δ(n) > 0 such that Hom(K,W ′) = (1 + δ)pe(K).
We are now in the situation of Setup 14.5, with W ′ taking the place of the graphon W . Take
any constant ǫ > 0 independent of n and set δ′ = δ − ǫ. By Propositions 14.6 and 14.7,
PGdn(Hδ′) ≥ PGdn(Adegn ∧Hδ′)
= PGdn(Adegn )− PGdn(Adegn ∧ ¬Hδ′)
≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
.
Unrolling the definition of PGdn(Hδ′), we see that it is equal to
Pr[Hom(K,Gdn) ≥ (1 + δ′)pe(K)nv(K)],
and since 1 + δ′ = 1 + δ − ǫ = 1+δ−ǫ1+δ p−e(K)Hom(K,W ′) ≥ (1 − o(1))1+δ−ǫ1+δ p−e(K)Hom(K,W ), we
see that
Pr
[
Hom(K,Gdn) ≥ (1− o(1))
1 + δ − ǫ
1 + δ
Hom(K,W )nv(K)
]
≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W
′)n2
)
≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
,
as Ip(W
′) ≤ Ip(W ).
Since this holds for any ǫ > 0, we may take ǫ→ 0 sufficiently slowly that this lower bound still
holds, so
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
]
≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
.
Taking logarithms,
− log
(
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
])
≤
(
1
2
+ o(1)
)
Ip(W )n
2,
as desired. 
We will prove these Propositions 14.6 and 14.7 in the following two sections. We finish this
section with several useful observations.
Lemma 14.8. Under Setup 14.5, the following statements hold.
• |Vi| = m(Si)n+O(1) = (1 + o(1))m(Si)n≫ 1 for all i ∈ [k].
• aij = wij|Vi||Vj |+O(1) for all i, j ∈ [k].
• aij = (1 + o(1))wij |Vi||Vj | if (i, j) is important.
Proof. To prove the first statement, note that since nSi is an interval of length m(Si)n, it contains
between m(Si)n − 1 and m(Si)n + 1 positive integers. Since Vi = nSi ∩ Z+, we must have |Vi| =
m(Si)n+O(1). By (5) of Conditions 13.2, m(Si)n≫ 1. Thus |Vi| = (1 + o(1))m(Si)n≫ 1.
68
To prove the second statement, note that aij is wij|Vi||Vj | rounded to the nearest (or nearest
even if i = j) integer, so it differs from wij|Vi||Vj | by O(1).
To prove the third statement, given the second statement it suffices to show that wij|Vi||Vj | ≫ 1
when (i, j) is important. Applying the first statement along with (9) of Conditions 13.2 yields
wij|Vi||Vj | = (1 + o(1))(wijm(Si)n)|Vj | ≫ (1 + o(1))|Vj | log n≫ 1,
exactly what we wanted to show. 
The following lemma shows that important blocks dominate the entropy.
Lemma 14.9. Under Setup 14.5,
Ip(W ) = (1 + o(1))n
−2
∑
1≤i,j≤k
(i,j) important
aij log
wij
p
.
Proof. By (1) of Conditions 13.2, W is p-regular, so∫
Sk
(W (x0, y)− p)dy = −
∫
[0,1]\Sk
(W (x0, y)− p)dy
for all x0. Take i such that x0 ∈ Si. Now, W (x0, y) − p = wij − p when y ∈ Sj, so we may write
the left side as m(Sk)(wik − p).
Now, let f(x) = Ip(p+ x). The function f is convex, as Ip is, so by Jensen’s inequality,∫
[0,1]\Sk
Ip(W (x0, y))dy =
∫
[0,1]\Sk
f(W (x0, y)− p)dy
≥ (1−m(Sk))f


∫
[0,1]\Sk
(W (x0, y)− p)dy
(1−m(Sk))


= (1−m(Sk))f


−
∫
Sk
(W (x0, y)− p)dy
(1−m(Sk))


= (1−m(Sk))f
( −m(Sk)
(1−m(Sk)) (wik − p)
)
.
More simply, we also have∫
Sk
Ip(W (x0, y))dy =
∫
Sk
f(wik − p)dy = m(Sk)f(wik − p).
Thus letting q = m(Sk)1−m(Sk) , we see that∫
Sk
Ip(W (x0, y))dy∫
[0,1]\Sk
Ip(W (x0, y))dy
≤ q · f(wik − p)
f(q · (wik − p)) .
Notice that q ≥ 1−pp ≥ 12p by condition (2) of Conditions 13.2. Since f(x) = Θ
(
x log xp
)
for
p≪ |x| ≤ 1 and f(x) = Θ
(
x2
p
)
for |x| = O(p), it is easy to check that for q = Ω(p−1) and all x in
[−p, 1− p], f(x)≪ f(qx)q .
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Therefore, we see that ∫
[0,1]\Sk
Ip(W (x0, y))dy ≫
∫
Sk
Ip(W (x0, y))dy
for all x0, so we must have
(27)∫
[0,1]2
Ip(W (x, y))dxdy = (1+o(1))
∫
[0,1]×[0,1]\Sk
Ip(W (x, y))dxdy = (1+o(1))
∫
([0,1]\Sk)2
Ip(W (x, y))dxdy.
Finally, by condition (6) of Conditions 13.2, if some block Si × Sj ⊂ ([0, 1]\Sk)2 is not important,
then wij = p and so the integral of Ip(W ) over that block vanishes. Thus in the right hand side of
(27) we may simply integrate over important blocks, yielding
Ip(W ) = (1 + o(1))
∑
1≤i,j≤k
(i,j) important
∫
Si×Sj
Ip(W (x, y))dxdy
= (1 + o(1))
∑
1≤i,j≤k
(i,j) important
m(Si)m(Sj)Ip(wij).
Multiplying by n2, and applying Lemma 14.8, we obtain
n2Ip(W ) = (1 + o(1))
∑
1≤i,j≤k
(i,j) important
(m(Si)n)(m(Sj)n)Ip(wij)
= (1 + o(1))
∑
1≤i,j≤k
(i,j) important
|Vi||Vj |Ip(wij).
Now, for important (i, j), wij ≫ p, so Ip(wij) = (1 + o(1))wij log wijp by Lemma 4.2. Applying
Lemma 14.8, aij = (1 + o(1))|Vi||Vj |wij for (i, j) important, and thus
n2Ip(W ) = (1 + o(1))
∑
1≤i,j≤k
(i,j) important
aij log
wij
p
,
as desired. 
15. Proof of Proposition 14.6
We will prove three lemmas that together easily imply the Proposition.
Lemma 15.1. Under Setup 14.5,
PGdn(Adegn ) ≥ exp
(−o(Ip(W )n2))Pp(Adegn ).
Lemma 15.2. Under setup 14.5, the Radon-Nikodym derivative dP∗dPp is constant on An and equals
exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
.
Lemma 15.3. Under setup 14.5,
P⋆(Adegn ) ≥ exp
(−o(Ip(W )n2)) .
70
Deduction of Proposition 14.6 from Lemmas 15.1, 15.2, and 15.3. Since Adegn ⊆ An, Lemma 15.2
implies that
Pp(Adegn ) = exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Adegn ).
Thus by Lemmas 15.1 and 15.3,
PGdn(Adegn ) ≥ exp
(−o(Ip(W )n2))Pp(Adegn )
= exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Adegn )
≥ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
.

We prove the three lemmas over the next three subsections.
15.1. Proof of Lemma 15.1. This bound is the most involved of the three. The main idea is the
swapping argument used in Lemma 2.5 of [3].
Recall from Setup 14.5 the definition of Impn and BS. Notice that the BS partition the set
of all graphs on [n] as S ranges over all subsets of Impn. Furthermore, since Adegn only imposes
restrictions on edges in important blocks, it can be expressed as the disjoint union of certain BS .
We would therefore like to show that PGdn(BS) is (almost) at least as probable as Pp(BS) for all S.
We accomplish this by showing that adding a single edge to S multiplies PGdn(BS) by approximately
p.
Lemma 15.4. Assume Setup 14.5. Take some S ⊆ Impn, and let e ∈ Impn\S be an edge. Then
(1− o(1))
(
log log
1
p
)−2
p ≤ PGdn [B
S∪e]
PGdn [BS]
≤ (1 + o(1))p.
Remark. It will be vital to the proof of Lemma 15.4 that Impn spans few vertices; namely, it only
spans those in V1∪· · ·∪Vk−1. Since m(Sk) ≥ 1−p+p
(
log log 1p
)−1
, we expect that |V1∪· · ·∪Vk−1
should be approximately at most d
(
1− log log 1p
)−1
. That this set is at most of size d is clearly
important, as otherwise we might be able to choose S to force some vertex of degree greater than
d. However, the extra 1−
(
log log 1p
)−1
factor that we gained by proving Lemma 13.3 will also be
important in order for us to obtain good bounds. This is the primary location in the proof that we
use this stronger bound on m(Sk).
Proof of Lemma 15.4. Paralleling the proof in Lemma 2.5 of [3], let C1 and C0 be the collections of
d-regular graphs on [n] that satisfy BS∪e and BS, respectively. We would like to bound |C1||C0| . Let
e = uw, u,w ∈ [n].
Suppose G1 ∈ C1. Any set of four vertices u1, w1, u2, w2 such that u1, w1, u2, w2 ∈ Vk and
u1w1, u2w2 ∈ E(G1) but u1w, u2w1, uw2 /∈ E(G1) define a ‘forward switching’ wherein the edges
uw, u1w1, u2w2 are replaced with the edges u1w, u2w1, uw2 to yield a graph. This resulting graph
is in C0, because as blocks involving Sk cannot be important, the only change to the important
blocks is that the edge e = uw is removed.
Similarly, in the other direction, given G0 ∈ C0, any four vertices u1, w1, u2, w2 such that u ∈ Vi,
w ∈ Vj , u1, w1, u2, w2 ∈ Vk and u1w, u2w1, uw2 ∈ E(G0) but u1w1, u2w2 /∈ E(G0) define a ‘reverse
switching’ wherein the edges u1w, u2w1, uw2 are replaced with the edges uw, u1w1, u2w2 to yield a
graph in C1.
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It is clear that forward switching and reverse switching are inverses of each other, so by counting
the total number of switchings in two ways, we see that
(28)
min
G0∈C0
(# reverse switchings from G0)
max
G1∈C1
(# forward switchings from G1)
≤ |C1||C0| ≤
max
G0∈C0
(# reverse switchings from G0)
min
G1∈C1
(# forward switchings from G1)
.
Bounding the maximums is quite easy. The number of forward switchings from a particular G1 is
at most d2n2, as there are at most dn ways to choose each of the edges u1w1 and u2w2. Similarly,
the number of reverse switchings from a particular G0 is at most d
3n. This is because there are
at most d choices of u1 ∈ V \S adjacent to w, and similarly for w2, and at most dn choices for the
edge u2w1.
We now bound the minimums. Consider reverse switchings from some G0 ∈ C0. Since u1 is only
restricted to be an element of Sk adjacent to w in G0, the number of potential possibilities for it is
at least d− |V1| − · · · − |Vk−1| = |Vk|+ d−n, but |Vk| ≥ n ·m(Sk)− 1 ≥ n− d+ d
(
log log 1p
)−1
− 1,
so there are at least d
(
log log 1p
)−1 − 1 choices. Similarly, there are at least d(log log 1p)−1 − 2
possibilities for w2 (we must also avoid having w2 = u1).
By the conditions of Setup 14.5, p ≫ n−1 log log n, so d = pn ≫ log log n ≥ log log 1p , so the
expressions in the last paragraph are both (1 + o(1)) d
log log 1
p
. Given u1 and w2, we may choose
u2w1 to be any edge contained in Vk\{u1, w2}. Since there are at most 2(n − |Vk| + 2)d ≤ 2d2
choices that do not satisfy this, we get at least d(n − 2d) possibilities for u2 and w1. The only
remaining restriction is that neither u1w1 nor u2w2 may be edges in G0. But there are only at
most d4 possilibities when u1w1 is also an edge of G0, since we have at most d choices for u1 (as
it is adjacent to w), and then at most d choices for w1 (adjacent to u1), at most d choices for u2
(adjacent to w1), and at most d choices for w2 (adjacent to u). The same analysis occurs when
u2w2 is an edge of G0, so we obtain at least
d3(n− 2d)(
log log 1p
)2 − 2d4 = (1 + o(1))d3n
(
log log
1
p
)−2
.
reverse switchings, as
(
log log 1p
)2
≪ 1p = nd .
The case of minimizing forward switchings from G1 is similar. First we choose u1w1 to be some
edge in Sk×Sk. There are dn edges in the graph (double-counting each edge because we can switch
u1 and w1), of which at most 2d(n − |Vk|) ≤ 2d2 are not contained in Vk × Vk, so again we obtain
at least d(n− 2d) choices for u1 and w1, and then similarly at least d(n− 2d) ways to choose u2w2
contained in Sk\{u1, w1}. Now, we only must check that u1w, u2w1, and uw2 are not edges. There
are at most d3n possibilities where u1w ∈ E(G1), as there are at most d choices for each of u1
and w1 and at most dn choices for the edge u2w2. The same holds for uw2. If u2w1 ∈ G1, then
u1u2w1w2 is a path of length 3, so there are again at most d
3n choices by a similar argument. Thus
the minimum number of forward switchings from G1 is at least
d2(n− 2d)2 − 3d3n = (1 + o(1))d2n2.
Substituting into (28), we obtain that
(1 + o(1))
d(
log log 1p
)2
n
≤ |C1||C0| ≤ (1 + o(1))
d
n
,
and noting that p = dn we yield the statement of the Lemma. 
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We will also need a bound on PGdn(B∅), after which we will be able to add edges one at a time
using Lemma 15.4.
Lemma 15.5. Under Setup 14.5,
PGdn(B∅) ≥ (1− p− o(p))|Impn|.
Proof. Adding one edge at a time to the empty set and applying the upper bound of Lemma 15.4
repeatedly yields that
PGdn(BS) ≤ (p+ o(p))|S|PGdn(B∅).
The idea is to use this bound while summing over all S. We have that
1 =
∑
S⊆Impn
Pr[Gdn ∩ Impn = S]
=
∑
S⊆Impn
PGdn(BS)
≤
∑
S⊆Impn
(p+ o(p))|S|PGdn(B∅)
=
|Impn|∑
i=0
(|Impn|
i
)
(p+ o(p))iPGdn(B∅)
= (1 + p+ o(p))|Impn|PGdn(B∅).
Since 11+p+o(p) = 1− p+ o(p), the Lemma follows. 
These two lemmas together imply a lower bound on PGdn(BS) for all S.
Corollary 15.6. Under Setup 14.5, for any S ⊆ Impn,
PGdn(BS) ≥ exp
(
−O
(
|S| log log log 1
p
+ p|Impn|
))
Pp(BS).
Proof. Adding one edge at a time to the empty set and applying Lemmas 15.4 and 15.5, we see
that for all S ⊆ Impn,
PGdn(BS) ≥
(
(1− o(1))
(
log log
1
p
)−2
p
)|S|
(1− p− o(p))|Impn|.
We may also easily compute that
Pp(BS) = p|S|(1− p)|Impn|−|S|,
so
PGdn(BS)
Pp(BS) ≥
(
(1− o(1))
(
log log
1
p
)−2)|S|
(1− o(p))|Impn|
= exp
(
−
(
2|S| log log log 1
p
+ o(|S|) + o(p|Impn|)
))
,
so we have proven the Corollary. 
Proof of Lemma 15.1. As mentioned, Adegn is a union of BS over the S that satisfy the conditions of
Adegn ; in particular, for all important (i, j), all such S must have aij elements in block Vi×Vj if i 6= j
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and
aij
2 if i = j (if i = j each edge is counted twice). Therefore, for all such S, |S| =
∑
(i,j) important
aij
2
.
By Corollary 15.6, for all such S we have that
PGdn(BS) ≥ exp

−O

log log log 1
p
∑
(i,j) important
aij
2
+ p|Impn|



Pp(BS),
so to prove Lemma 15.1 it suffices to show that
(29) log log log
1
p
∑
(i,j) important
aij + p|Impn| = o(Ip(W )n2).
Now, we compute |Impn|. The contribution from the block (i, j) is |Vi||Vj | if i = j and
(
|Vi|
2
)
=(
1
2 + o(1)
) |Vi||Vj | if i 6= j (the last equality is because |Vi| ≫ 1 by (5) of Conditions 13.2 and the
definition of Vi). Since the edges in blocks (i, j) and (j, i) are the same edges (but there is no other
overlap), we see that
|Impn| = (1 + o(1))
∑
(i,j) important
|Vi||Vj |
2
.
Thus substituting into (29), we see that we must show
(30) aij log log log
1
p
+ p|Vi||Vj | = o
(
Ip(W )n
2
)
for all (i, j) important.
Now, by condition (6) of Conditions 13.2, wij ≥ p if (i, j) is important. Thus by Lemma 14.8,
p|Vi||Vj | ≤ wij |Vi||Vj | = (1 + o(1))aij ≪ aij log log log 1
p
.
Finally, (6) of Conditions 13.2 and Lemma 14.8 also together imply that for (i,j) important,
aij log log log
1
p
= (1 + o(1))wijm(Si)m(Sj)n
2 log log log
1
p
≪ Ip(W )n2.
So we have shown that p|Vi||Vj | ≪ aij log log log 1p ≪ Ip(W )n2 for (i, j) important, so (30) is proven.
This completes the proof of Lemma 15.1. 
15.2. Proof of Lemma 15.2. The fact that the Radon-Nikodym derivative is constant on An
is due to the fact that the edge probabilities in P⋆ and Pp only differ in the important blocks,
and are constant on each important block. Thus the Radon-Nikodym derivative only depends on
the number of edges in each important block (i, j), and on An this value is fixed at aij . We now
compute the value of this derivative.
We multiply the contributions from each important block. If (i, j) is important and i 6= j, we
obtain the contribution (
wij
p
)aij (1− wij
1− p
)|Vi||Vj |−aij
.
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Since |Vi||Vj | − aij is simply (1 − wij)|Vi||Vj | rounded to the nearest integer, it is at most 2(1 −
wij)|Vi||Vj |. Therefore,∣∣∣∣∣log
(
1− wij
1− p
)|Vi||Vj |−aij ∣∣∣∣∣ = (|Vi||Vj | − aij) log 1−wij1− p
≤
(
2(1− wij) log 1− wij
1− p
)
|Vi||Vj |
≤
(
2 log
1
1− p
)
|Vi||Vj |,
as the function x log x1−p is convex on [0, 1] and thus maximized on the interval [0, 1] at one of the
endpoints. Since p≪ 1, log 11−p < 2p, so this is bounded by 4p|Vi||Vj |.
For an important diagonal block (i, i), the contribution is
(
wii
p
) aii
2
(
1−wii
1− p
)(|Vi|2 )− aii2
,
and a similar argument shows that the logarithm of the second factor is bounded in absolute value
by 4p
(
|Vi|
2
)
.
Again, when multiplying these contributions we double count those not on the diagonal, so we
must divide the exponents in those terms by two. Therefore (using that |Vi| ≫ 1),
dP⋆
dPp
= exp

 ∑
1≤i,j≤k
(i,j) important
aij
2
log
wij
p
+O(p|Vi||Vj |)


= exp


(
1
2
+ o(1)
)
Ip(W )n
2 +O(p)
∑
1≤i,j≤k
(i,j) important
|Vi||Vj |


by Lemma 14.9.
So to prove Lemma 15.2, it suffices to show that |Vi||Vj | ≪ p−1n2Ip(W ) for all (i, j) important.
But |Vi| = m(Si)n+O(1) = (1 + o(1))m(Si)n, by (5) of Conditions 13.2. So we must show that
m(Si)m(Sj)≪ p−1Ip(W ).
But Ip(W ) is at least the entropy on the block Si × Sj, which is equal to m(Si)m(Sj)Ip(wij). It
thus suffices to observe that Ip(wij)≫ p, which is true as wij ≫ p by the definition of an important
block. Thus Lemma 15.2 is proven.
15.3. Proof of Lemma 15.3. We begin by writing P⋆(Adegn ) = P⋆(An) − P⋆(An\Adegn ). We will
show that the former probability is large and the latter is small, via the following two lemmas.
Lemma 15.7. Under Setup 14.5,
P⋆(An) ≥ n−O(1).
Proof. Let G∗ be a graph sampled from P⋆. To compute P⋆(An), we would like to find the proba-
bility that for all (i, j) important, |E(G∗) ∩ (Vi × Vj)| =
{
aij i 6= j
aij
2 i = j
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These events for different blocks are independent, as long as we are not comparing (i, j) and
(j, i), and the probability for block (i, j) is(|Vi||Vj |
aij
)
w
aij
ij (1− wij)|Vi||Vj |−aij
when i 6= j and ((|Vi|
2
)
aij
)
w
aij
2
ij (1−wij)(
|Vi|
2 )−
aij
2 .
For (i, j) important and i 6= j we know that aij is the closest integer to wij|Vi||Vj |, so it is within
1 of being the optimum of (|Vi||Vj |
a
)
waij(1− wij)|Vi||Vj |−a
over all integers a, 0 ≤ a ≤ |Vi||Vj |. This maximum value must be at least 1|Vi||Vj |+1 (as summing
this expression over all |Vi||Vj | + 1 values of a gives 1), and changing a by 1 multiplies the result
by at least
wij(1−wij)
(a+1)(|Vi||Vj |−a+1)
. Thus(|Vi||Vj |
aij
)
w
aij
ij (1− wij)|Vi||Vj |−aij ≥
wij(1−wij)
(a+ 1)(|Vi||Vj | − a+ 1)(|Vi||Vj |+ 1)
Now, wij ≫ n−1/m(Si) = (1 + o(1))/|Vi| by (9) of Conditions 13.2 and Lemma 14.8, so as long as
1− wij ≥ 12|Vi||Vj | we have that
(|Vi||Vj|
aij
)
w
aij
ij (1− wij)|Vi||Vj |−aij ≥ Ω
(
(|Vi||Vj |)−5
)
.
If instead 1 − wij < 12|Vi||Vj| , then wij|Vi||Vj | > |Vi||Vj | − 12 , so since aij is the closest integer to
wij |Vi||Vj we must have aij = |Vi||Vj |. In this case,(|Vi||Vj |
aij
)
w
aij
ij (1−wij)|Vi||Vj |−aij = w|Vi||Vj |ij ≥
(
1− 1
2|Vi||Vj |
)|Vi||Vj |
= e−1/2 + o(1) = Ω(1),
as |Vi|, |Vj | ≫ 1 by (5) of Conditions 13.2.
Thus in both cases, we have obtained a lower bound of Ω((|Vi||Vj |)−5) = Ω(n−10) when i 6= j.
When i = j a similar argument yields the same bound. Since there are fewer than k2 important
blocks, we have that
P⋆(An) = Ω
(
n−10k
2
)
= Ω
(
nO(1)
)
,
as desired. 
Lemma 15.8. Under Setup 14.5,
P⋆(An\Adegn ) ≤ n−ω(1).
Proof. Again, let G∗ be a graph sampled from P⋆. If G∗ ∈ An\Adegn , one of the degree conditions
given in Adegn must not hold. In particular, there is an important block Vi× Vj and a vertex v ∈ Vi
such that |NVj (v)| ≥ 2 aij|Vi| . By Lemma 14.8, 2
aij
|Vi|
= (2 + o(1))wij |Vj |.
But |NVj (v)|, as a random variable under P⋆, is simply a sum of |Vj| (or |Vj | − 1 if i = j)
independent Bernoulli random variables with probability wij . Therefore, since the sum has mean
(1 + o(1))wij |Vj | we may apply a Chernoff bound to see that
Pr
[|NVj (v)| ≥ (2 + o(1))wij |Vj |] ≤ exp(−Ω(wij|Vj |)).
which is n−ω(1), as wij|Vj | ≫ log n by (9) of Conditions 13.2.
Initially we chose some important block (i, j) and vertex v. There are at most k2n such choices,
so a union bound yields
P⋆(An\Adegn ) ≤ k2n · n−ω(1) = n−ω(1).
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Now it is easy to complete the proof of Lemma 15.3.
Proof of Lemma 15.3. Lemmas 15.7 and 15.8 together show that
P⋆(Adegn ) ≥ n−O(1) = exp(−O(log n)).
Since Ip(W )≫ n−1 log n≫ n−2 log n by (4) of Conditions 13.2
P⋆(Adegn ) = exp
(−o(Ip(W )n2)) ,
as desired. 
16. Proof of Proposition 14.7
The general idea of this section is to reduce the proposition to proving a lower tail bound, given
by Proposition 16.7. We will then prove Proposition 16.7. There are several difficulties not faced
in [3], which we will address.
16.1. Reduction to Lower Tail Bound. We begin with a change of measure to P⋆. This is
accomplished by the following lemma.
Lemma 16.1. Under Setup 14.5,
PGdn(Adegn ∧ ¬Hδ′) ≤ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Adegn ∧ ¬Hδ′).
Proof. First, recall the definition of Kn,d from Definition 14.2. Note that since PGdn is simply Pp
restricted to Kn,d and renormalized,
(31) PGdn(Adegn ∧ ¬Hδ′) =
Pp(Kn,d ∧ Adegn ∧ ¬Hδ′)
Pp(Kn,d) .
Now, (2.38) of [3] states that
log Pp(Kn,d) ∼ −1
2
n log d
whenever 1 ≪ d ≪ n, which occurs by as p ≫ n−1. Also, by (4) of Conditions 13.2, n log d =
o(Ip(W )n
2), so Pp(Kn,d) = exp(−o(Ip(W )n2)). Subsituting into (31),
PGdn(Adegn ∧ ¬Hδ′) = exp(−o(Ip(W )n2))Pp(Kn,d ∧ Adegn ∧ ¬Hδ′).
Now, Lemma 15.2 allows us to change measure to P⋆, showing that
Pp(Kn,d ∧ Adegn ∧ ¬Hδ′) = exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Kn,d ∧Adegn ∧ ¬Hδ′),
since Kn,d ∧ Adegn ∧ ¬Hδ′ ⊆ An. Thus
PGdn(Adegn ∧ ¬Hδ′) = exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Kn,d ∧Adegn ∧ ¬Hδ′)
≤ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Adegn ∧ ¬Hδ′).

Lemma 16.1 means that it suffices to show that
(32) P⋆(Adegn ∧ ¬Hδ′) = exp(−Ω(Ip(W )n2)).
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Remark. In [3], at this point the bound was shown by dropping the Adegn altogether and show-
ing that P⋆(¬Hδ′) = exp(−Ω(Ip(W )n2)). However, for us this statement will not necessarily
even be true. When K = K0 is our graph formed by adding an edge to K2,4 and W is the
optimum graphon from Figure 3, Ip(W ) & p
3
(
log 1p
) 2
3
(
log log 1p
) 1
3
, but we should expect that
P⋆(¬Hδ′) ≥ exp
(
−O
(
p3
(
log 1p
) 2
3
(
log log 1p
)− 2
3
))
. Informally, this is because if we sample a
graph G∗ according to P⋆, this is the probability that it has many fewer edges than expected in the
unique somewhat important block. We get around the problem that somewhat important blocks
could have many fewer edges than expected with too high a probability by enforcing the event
Adegn , which prevents that from happening.
In general, as this example shows, the important blocks are small enough that to allow them
to be sampled from randomly would raise the probability of a lower tail event too high. However,
(8) and (9) of Conditions 13.2 will guarantee that the unimportant blocks are large in exactly the
way we need to properly apply Janson’s inequality. We thus would like to fix the set of edges in
important blocks while choosing the edges in unimportant blocks at random. It turns out that (7)
of Conditions 13.2 will imply that no matter how we fix the set of edges in the important blocks,
the expected number of homomorphisms from K stays constant.
Recall that BS is the set of graphs T with E(T ) ∩ Impn = S.
Definition 16.2. Under Setup 14.5, for any S ⊂ Impn, let PS be the probability distribution
given by restricting P⋆ (or Pp) to BS and renormalizing. In other words, it is the distribution given
by taking a graph where we take each edge in S with probability 1, each edge in Impn\S with
probability 0, and each edge not in Impn with probability p.
Call an S ⊆ Impn allowed if BS ⊆ Adegn ; that is, if for all important (i, j) there are aij pairs
(vi, vj) such that vi ∈ Vi, vj ∈ Vj , and vivj ∈ S, and for all vi ∈ V − i, |NS(vi) ∩ Vj | ≤ 2 aij|Vi| .
We now change measure again to PS.
Lemma 16.3. Assuming Setup 14.5,
P⋆(Adegn ∧ ¬Hδ′) ≤ max
allowed S
PS(¬Hδ′).
Proof. Since PS is the restriction of P⋆ to BS, we must have that for any S and any event A,
P⋆(BS ∧ A) = P⋆(BS)P⋆((BS ∧ A)|BS) = P⋆(BS)PS(A).
By the definition of Adegn and allowed S,
Adegn =
∨
allowed S
BS.
Since the BS are disjoint,
P⋆(Adegn ∧ ¬Hδ′) =
∑
allowed S
P⋆(BS ∧ ¬Hδ′)
=
∑
allowed S
P⋆(BS)PS(¬Hδ′)
≤ max
allowed S
PS(¬Hδ′)
∑
allowed S
P⋆(BS)
= P⋆(Adegn ) max
allowed S
PS(¬Hδ′)
≤ max
allowed S
PS(¬Hδ′).
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The importance of Lemma 16.3 is that it allows us to fix the set of edges we are choosing from
important blocks. For each allowed S ⊆ Impn, we now would like to bound above PS(Hδ′).
The following definition and lemma will be useful.
Definition 16.4. Take V1, . . . , Vk to be the partition of [n] from Setup 14.5. Let T be any graph
on [n]. For any B : V (K) → k we define HomB(K,T ) to be the number of homomorphisms from
K to T where each v ∈ V (K) is sent into VB(v) ⊆ [n].
Lemma 16.5. Assume Setup 14.5. Let ǫ > 0 be any constant (independent of n). Take some
allowed S ∈ Impn and and a K-block B with HomB(K,W ) ≥ ǫpe(K). Recall the definition of PS
from Definition 16.2 and let GS be a random graph sampled from PS. Then
E(HomB(K,GS)) ≥ (1− o(1))HomB(K,W )nv(K).
Proof. Note that HomB(K,W ) =
∏
v∈V (K)
m(SB(v))
∏
uv∈E(K)
wB(u)B(v) by definition. Since that |Vi| =
(1 + o(1))m(Si)n for all i by Lemma 14.8, it suffices to show that
(33) E(HomB(K,GS)) ≥ (1− o(1))
∏
v∈V (K)
|VB(v)|
∏
uv∈E(K)
wB(u)B(v) .
We use (7) of Conditions 13.2, which implies that all edges of K that B sends to somewhat
important blocks are disjoint. Let D ⊆ E(K) be this set of disjoint edges, and let V (D) be the set
of their vertices.
We count homomorphisms where all vertices in K have distinct image, and we will count them
by the position of the vertices in V (D). These are uniquely determined by the (ordered) edges that
we choose to send the edges in D to, as D is simply a union of disjoint edges. The number of choices
for the image of some edge uv ∈ D is at least aB(u)B(v) − e(K)(|VB(u)| + |VB(v)|), as (B(u), B(v))
must be important by the definition of D and S has exactly aij (ordered) edges in each important
block Vi × Vj , and there are at most e(K)(|VB(u)| + |VB(v)|) edges of the block that intersect an
edge already chosen.
After this, send the vertices in V (K)\V (D) to arbitrary distinct vertices of the appropriate
block. Now, notice that in any very important block (i, j), wij = 1 by definition, so we have that
S|Vi×Vj = K(Vi, Vj) for all valid S (as aij = |Vi||Vj | if i 6= j and
(
|Vi|
2
)
if i = j). Therefore, the
image of any edge of K sent to a very important block will always be contained in GS .
It suffices to deal with the unimportant blocks. Let uv be an edge of K sent to an unimportant
block by our proposed homomorphism. Its image is contained in GS with probability p (as unim-
portant blocks are sampled with probability p). Since we are sending all vertices of K to distinct
vertices, all of these probabilities from the edges of K are independent. Thus the probability that
this is a valid homomorphism to GS is
p|{uv∈E(K):(B(u),B(v)) unimportant}|.
By linearity of expectation, since there were
∏
uv∈D
(aB(u)B(v) − e(K)(|VB(u)| + |VB(v)|)) choices of
where to send the vertices in V (D) and at least |VB(v)|− v(K) choices of where to send the vertices
in V (K)\V (D) (similarly, we subtract the v(K) to account for the fact that we are choosing the
images to be distinct), we have that E(HomB(K,GS)) is at least
p|{uv∈E(K):(B(u),B(v)) unimportant}|
∏
uv∈D
(aB(u)B(v)−e(K)(|VB(u)|+|VB(v)|))
∏
v∈V (K)\V (D)
(|VB(v)|−v(K)).
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Now, |Vi| ≫ 1 by Lemma 14.8, so we may write |VB(v)| − v(K) = (1 + o(1))|VB(v) |. Similarly,
we would like to bound the factors of the first product. For uv ∈ D, (B(u), B(v)) is (somewhat)
important, so we may apply Lemma 14.8 and (9) of Conditions 13.2 to obtain
wB(u)B(v) |VB(u)| = (1 + o(1))wB(u)B(v)m(SBu)n≫ 1
Therefore, since aB(u)B(v) is the closest integer to wB(u)B(v) |VB(u)||VB(v)| ≫ 1, we have that
aB(u)B(v) ≫ |VB(u)| and thus
aB(u)B(v) − e(K)(|VB(u)|+ |VB(v)|) = (1 + o(1))wB(u)B(v) |VB(u)||VB(v)|.
Substituting in, we see that
E(HomB(K,GS)) ≥ (1 + o(1))p|{uv∈E(K):(B(u),B(v)) unimportant}|
∏
v∈V (K)
|VB(v)|
∏
uv∈D
wB(u)B(v)(34)
= (1 + o(1))
∏
v∈V (K)
|VB(v)|
∏
uv∈E(K)
w′B(u)B(v),(35)
where we define w′ij = wij if (i, j) is important and w
′
ij = p otherwise. The last equality follows
from the fact that w′ij = 1 for all very important blocks, and that the edges in D are the only ones
sent into somewhat important blocks. Comparing (33) with (35), we see that it suffices to show
that w′ij ≥ (1 + o(1))wij for all 1 ≤ i, j ≤ k.
But when (i, j) is important then w′ij = wij, and when (i, j) is unimportant, then w
′
ij = p by
definition and wij = p+ o(p) by (8) of Condition 13.2. This completes the proof. 
Using the lemma above, we can bound ¬Hδ′ by something that looks like a lower tail event.
Corollary 16.6. Assume Setup 14.5. Let S ∈ Impn be allowed and let GS be a random graph
sampled from PS, with PS as in Definition 16.2. Take δ
′ = δ′(n) with δ′ ≤ δ − Ω(1). There exists
ǫ > 0 (not depending on n or S) such that for all sufficiently large n, if GS ∈ ¬Hδ′ , there exists
some K-block B such that HomB(K,W ) ≥ ǫpe(K) and
HomB(K,GS) ≤ (1− ǫ)E(HomB(K,GS)),
where HomB(K,GS) is defined as in Definition 16.4.
Proof. Since Hom(K,W ) = (1 + δ)pe(K) by the definintion of δ in Setup 14.5, if GS ∈ ¬Hδ′ , we
have that ∑
B a K-block
HomB(K,GS) = Hom(K,GS)
≤ (1 + δ′)pe(K)nv(K)
≤ Hom(K,W )nv(K) − (δ − δ′)pe(K)nv(K)
≤
∑
B a K-block
HomB(K,W )n
v(K) − (δ − δ′)pe(K)nv(K).
Since there are at most kv(K) K-blocks, there is some K-block B with
(36) HomB(K,GS) ≤ HomB(K,W )nv(K) − δ − δ
′
kv(K)
pe(K)nv(K).
Thus we must have HomB(K,W ) ≥ δ−δ′kv(K) pe(K), so for any choice of ǫ ≤ δ−δ
′
kv(K)
= Ω(1) we have
satisfied the desired condition HomB(K,W ) ≥ ǫpe(K).
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Furthermore, HomB(K,W ) ≤ Hom(K,W + p) = O(pe(K)) by (10) of Conditions 13.2, so (36)
implies that
HomB(K,GS) ≤ (1− Ω(1))HomB(K,W )nv(K) ≤ (1− 2ǫ)HomB(K,W )nv(K)
for some sufficiently small ǫ. Thus by Lemma 16.5,
HomB(K,GS) ≤ (1− 2ǫ+ o(1))E(HomB(K,GS)) ≤ (1− ǫ)E(HomB(K,GS))
for sufficiently large n. Since our choice of ǫ in no way depended on S, this proves the corollary. 
The following proposition will bound the desired lower tail event.
Proposition 16.7. Assume Setup 14.5. Let ǫ > 0 be any constant (not depending on n). There
exists a constant C > 0 such that for all sufficiently large n and any allowed S ⊂ Impn, and for all
K-blocks B with HomB(K,W ) ≥ ǫpe(K),
Pr [HomB(K,GS) ≤ (1− ǫ)E (HomB(K,GS))] ≤ exp
(−C · Ip(W )n2) ,
where PS is defined as in Definition 16.2, GS is a random graph sampled from PS, and HomB(K,GS)
is defined as in Definition 16.4.
We will prove this proposition in the next subsection. For now, we conclude this section with
the proof of Proposition 14.7.
Proof of Proposition 14.7 given Proposition 16.7. Take δ′ ≤ δ − Ω(1). By Lemma 16.1, Lemma
16.3, and Corollary 16.6,
PGdn(Adegn ∧ ¬Hδ′) ≤ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
P⋆(Adegn ∧ ¬Hδ′)
≤ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
max
allowed S
PS(¬Hδ′)
≤ exp
(
−
(
1
2
+ o(1)
)
Ip(W )n
2
)
· max
allowed S
∑
B a K-block
HomB(K,W )≥ǫp
e(K)
(
Pr
[
HomB(K,GS) ≤ (1− ǫ′)E(HomB(K,GS))
])
for all sufficiently large n and some ǫ′ > 0 not depending on n. But by Proposition 16.7, there
exists C > 0 such that
Pr
[
HomB(K,GS) ≤ (1− ǫ′)E(HomB(K,GS))
] ≤ exp(−C · Ip(W )n2)
for all S ⊆ Impn, all K-blocks B with HomB(K,W ) ≥ ǫpe(K), and all sufficiently large n. Thus
(since the number of K-blocks is O(1)),
PGdn(Adegn ∧ ¬Hδ′) ≤ exp
((
−1
2
+ Ω(1)
)
Ip(W )n
2
)
,
so Proposition 14.7 is proven. 
16.2. Bounding the Lower Tail. The goal of this subsection is to prove Proposition 16.7, where-
upon the work done in the previous section implies Proposition 14.7. We will need to use Janson’s
inequality, which we now state.
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Theorem 16.8 (Janson [12]). Let N,m ∈ Z+. Let J ⊂ [N ] be a random subset where each element
is chosen independently at random. Let Qi, 1 ≤ i ≤ m be fixed (not necesarily distinct) subsets of
[N ], and define the random indicator variable Di := 1Qi∈J and D :=
m∑
i=1
Di. Then
Pr[D ≤ (1− ǫ)µ] ≤ exp


− ǫ
2µ2
2

µ+ ∑
1≤i,j≤m
i∼j
E(DiDj)




,
where µ = ED and we say that i ∼ j if i 6= j and Qi ∩ Qj 6= ∅ (in other words, Di and Dj are
correlated).
We now prove the proposition.
Proof of Proposition 16.7. Assume Setup 14.5. Take some absolute constant ǫ > 0. Further
take some S ⊆ Impn and some K-block B with HomB(K,W ) ≥ ǫpe(K). We must show that
Pr [HomB(K,GS) ≤ (1− ǫ)E (HomB(K,GS))] ≤ exp
(−C · Ip(W )n2).
Call a homomorphism from K to Kn a B-homomorphism if every v ∈ K is sent into VB(v) ⊆ [n].
Call a B-homomorphism φ from K to Kn possible if its image does not intersect Impn\S (as then
it can never be a valid homomorphism), or in other words, if it is a homomorphism from K to
S ∪ Unimpn.
We apply Theorem 16.8 with [N ] ⊂ E(Kn) being the set of edges in unimportant blocks
E(Kn)\Impn, which we call Unimpn. For each possible B-homomorphism φ we create a sub-
set Qφ = Im(φ)\S ⊂ Unimpn. (Note that many of the Qφ may be the same, as the image of
several homomorphisms may differ only within S.)
Then if we sample a set J ⊆ Unimpn where each element is selected with probability p, we
are in essence sampling our random graph GS (which will have edge set J ∪ S), and a possible
homomorphism φ from K to GS is valid if and only if Qφ ⊆ J . Thus letting Dφ = 1Qφ⊆J , then∑
φ
Dφ = HomB(G,GS). Thus Theorem 16.8 states that
Pr[HomB(K,GS) ≤ (1− ǫ)E(HomB(K,GS))] ≤ exp


−ǫ2(E(HomB(K,GS)))2
2

∑
φ,φ′
φ∼φ′
Pr
(
Im(φ) ∪ Im(φ′) ⊆ GS
)




,
where the sum runs over pairs of possible B-homomorphisms from K to GS , and φ ∼ φ′ if Im(φ)
and Im(φ′) intersect in at least one edge in an unimportant block. (The µ was eliminated from
the denominator of Theorem 16.8 because we redefined ∼ to be possible when φ = φ′, and under
the new definition we always have φ ∼ φ because K contains at least one edge sent by B into an
unimportant block.)
82
The fact that we only consider pairs φ, φ′ which share an edge in an unimportant block (as op-
posed to any edge) is the point of fixing the edge set S. Now, by Lemma 16.5, since HomB(K,W ) ≥
ǫpe(K), we have that E(HomB(K,GS)) ≥ (1−o(1))HomB(K,W )nv(K) ≥ ǫ2pe(K)nv(K) for sufficiently
large n, so to prove Proposition 16.7 it suffices to show that
(37)
∑
φ,φ′ possible B-homomorphisms
φ∼φ′
Pr
(
Im(φ) ∪ Im(φ′) ⊆ GS
) ≤ C ′ · n2v(K)−2p2e(K)
Ip(W )
for some C ′ > 0 not depending on S and all sufficiently large n.
We bound the left side of (37) by breaking into sums based on the isomorphism class of Im(φ)∪
Im(φ′).
First suppose v(Im(φ) ∪ Im(φ′) = 2v(K) − 2. Then since φ ∼ φ′, Im(φ) and Im(φ′) must be
injective copies of K joined along a single unimportant edge; say uv, u′v′ ∈ E(K) with φ(u) = φ′(u′)
and φ(v) = φ′(v′).
The sum of all terms in the sum where φ and φ′ satisfy these relations—that φ(u) = φ′(u′) and
φ(v) = φ′(v′), φ and φ′ are injective, and there are no other overlaps in the values of φ and φ′—is
simply equal to the expected number of injective B-homomorphisms from H to GS , where H is
the graph given by joining K to itself by identifying u and v in one copy of K with u′ and v′ in the
other, respectively. (Note that there is a natural definition of a B-homomorphism from H to GS ,
as there is a natural map V (H) → [k] induced by the two maps V (K) → [k] on both copies of K
that form H. They must agree on the overlap or else this sum is trivially 0.)
We upper bound the number of such injective B-homomorphisms. Call edges of H very im-
portant/somewhat important/unimportant if their image blocks under B are. First, we determine
where we are sending the somewhat important edges of H. Let HSI be the subgraph of H given
by the somewhat important edges. Since the edge that the two copies of K making up H intersect
in is unimportant, and the somewhat important edges in each copy of K form a matching by (7)
of Conditions 13.2, HSI is the union of a matching and up to two copies of K1,2.
For each edge e = uv ∈ E(HSI) that is not part of a K1,2, since we must send u into VB(u) and
v into VB(v), there are aB(u)B(v) choices for where to send the pair (u, v) so that uv maps into an
edge, by the definition of aij. By Lemma 14.8, aB(u)B(v) = (1 + o(1))wB(u)B(v) |VB(u)||VB(v)| since
(B(u), B(v)) is (somewhat) important by assumption.
Now, consider a K1,2 formed by u, v, w ∈ V (HSI), uv, uw ∈ E(HSI). We use the degree condition
in the validity of S. In particular, for any u′ ∈ VB(u), if our homomorphism sends u to u′, we must
send v into NS(u
′) ∩ VB(v), which by the validity of S (which in turn relies on the definition of
Adegn ) has cardinality at most 2aB(u)B(v)|VB(u)| . Similarly, we have at most 2
aB(u)B(w)
|VB(u)|
choices for where to
send w. Since we have |VB(u)| choices for where to send u initially, our total number of choices is
at most
4
aB(u)B(v)
|VB(u)|
aB(u)B(w)
|VB(u)|
|VB(u)| = 4
aB(u)B(v)aB(u)B(w)
|VB(u)|
= (4 + o(1))wB(u)B(v)wB(u)B(w)|VB(u)||VB(v)||VB(w)|
Thus the total number of ways to embed HSI is at most
(16 + o(1))
∏
v∈V (HSI)
|VB(v)|
∏
uv∈E(HSI)
wB(u)B(v) .
Embedding the rest of the vertices arbitrarily in the appropriate Vi (and sending them to distinct
vertices), the image of each very important edge of H is in GS with probability 1 (since S ∈ GS
covers the entirety of all very important blocks) and the image of each unimportant edge of H is
in GS with probability p. Since all vertices of H are sent to distinct vertices in [n], all of these
83
probabilities are independent. Thus letting w′ij = wij if (i, j) is important and w
′
ij = p, the expected
number of B-homomorphisms from H is at most
(16 + o(1))
∏
v∈V (H)
|VB(v)|
∏
uv∈V (H)
w′B(u)B(v) .
By (8) of Conditions 13.2, w′ij = (1+ o(1))wij for all pairs (i, j) appearing in our product (since all
blocks appearing must be images of some edge in H and thus the image of some edge in K). So
noting that |Vi| = (1 + o(1))m(Si)n by Lemma 14.8, our upper bound becomes
(16 + o(1))nv(H)
∏
v∈V (H)
m(SB(v))
∏
uv∈V (H)
wB(u)B(v) = (16 + o(1))n
2v(K)−2 HomB(H,W )
= (16 + o(1))n2v(K)−2
HomB(K,W )
2
m(SB(u0))m(SB(v0))wB(u0)B(v0)
,
where u0v0 is the edge of H where the two copies of K overlap. By (10) of Conditions 13.2,
HomB(K,W ) ≤ Hom(K,W ) ≤ Hom(K,W + p) = O(pe(K)), so we have obtained an upper bound
of
O
(
n2v(K)−2p2e(K)
m(SB(u0))m(SB(v0))wB(u0)B(v0)
)
.
By (8) of Conditions 13.2, since (B(u0), B(v0)) is unimportant, m(SB(u0))m(SB(v0))wB(u0)B(v0) ≥
(1 + o(1))Ip(W ), so we have proven the desired O
(
n2v(K)−2p2e(K)
Ip(W )
)
bound for the terms where
v(Im(φ) ∪ Im(φ′)) = 2v(K) − 2.
We now tackle the terms where v(Im(φ)∪Im(φ′)) < 2v(K)−2. (We must have v(Im(φ)∪Im(φ′)) ≤
2v(K) − 2 as the two homomorphisms φ and φ′ overlap on an edge.) However, here there is a
trivial bound of n2v(K)−3 for the number of homomorphisms, so since n≫ p−2e(K)Ip(W ) by (4) of
Conditions 13.2 we have the desired bound in this case too, proving Proposition 16.7. 
We have now completed the proof of Theorem 2.13. The only remaining loose ends, besides the
proofs of the main theorems, are the proofs of Proposition 3.1, Proposition 2.8, and Theorem 2.4
as well as the deduction of Corollary 2.5 from Theorem 2.3. We will deal with these over the next
three sections.
17. Proof of Proposition 3.1
Take n→∞ and p = p(n)≪ 1.
We must check all conditions of Theorem 2.13 in both of the following two cases.
Case 1. Let K be an arbitrary graph with γ = γ(K) > 0. Let W = W (n) be set to any of the
graphons in Figures 2, and suppose that (n−1 log n)
1
2e(K)−2−γ ≪ p≪ 1.
Case 2. Let K = K0 be the graph from Figure 2. Let W = W (n) be the graphon from Figure 3
with a(p) = Θ
(
p2
(
log 1p
)− 1
3
(
log log 1p
) 1
3
)
and b(p) = Θ
(
p
(
log 1p
) 2
3
(
log log 1p
)− 2
3
)
, and suppose
that (n−1 log n)
1
15 ≪ p≪ 1.
In both cases, it is clear that W is a block graphon on a fixed number of blocks. Furthermore,
n−1 log log n ≪ p ≪ 1, because for all graphs K with e(K) ≥ 3 we may take some H ⊆ K such
that 2e(K)− 2− γ = 2e(K)− 2− e(H)−v(H)c(H) ≥ 2e(K)− 2− e(H) ≥ e(K)− 2 ≥ 1, and if e(K) ≤ 2
K must be a forest.
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What remains is to check that all of conditions (1) through (10) of Conditions 13.2 hold in both
cases.
Condition (1) holds as we constructed our graphons to be regular. (2) holds by inspection.
(6) holds for any block (i, j) with log
wij
p ≫ log log log 1p as then by Lemma 4.2, Ip(W ) ≥ (1 −
o(1))m(Si)m(Sj)wij log
wij
p ≫ m(Si)m(Sj)wij log log log 1p . This clearly holds for all blocks (i, j)
with wij = 1, so (6) easily holds in Case 1, and in Case 2 it suffices to note that log
b(p)
p ≫
log log log 1p . (3) holds by Lemma 3.2 and the argument in the proof of the upper bound of Theorem
2.16.
The remaining conditions are (4), (5), (7), (8), (9), and (10).
17.1. Proof of (4), (5), (7), (8), (9), and (10) for the Graphons in Case 1. Notice that for
any H ⊆ K, c(H) ≤ v(H)2 , as setting all vertices to have weight 12 is a valid fractional cover. Thus
2 + e(H)−v(H)c(H) ≤ e(H)c(H) ≤ e(H) ≤ e(K) for all nonempty H ⊆ K, so 2 + γ ≤ e(K).
Therefore 2e(K)− 2− γ ≥ 2 + γ, so p≫ (n−1 log n) 12+γ .
Since wij ≥ p for all important blocks (i, j), (5) and (9) are satisfied as long as p · m(Si) ≫
n−1 log n for all i. Since the smallest Si is of size Θ(p
1+γ), and p≫ (n−1 log n) 12+γ , this holds.
By Lemma 3.3, Ip(W ) = (1 + o(1))(2z + w)p
2+γ log 1p (with z = 0 or w = 0 if we are looking at
one of the first two graphons from the figure). Thus Ip(W ) = Θ
(
p2+γ log 1p
)
.
So since (n−1 log n)
1
2+γ ≪ p, Ip(W )≫ n−1 log n, proving the left inequality of (4). For the right
inequality, since log 1p ≤ log n, we must just show that n−1 log n≪ p2e(K)−2−γ , which follows from
our conditions on p.
Notice that all blocks with value 0 must be negligible by definition. Thus all the non-negligible
blocks (i, k) in the last column (or last row) of the graphons in Figure 2 have m(Si)m(Sk) =
Ω
(
p1+
γ
2
)
≫ p1+γ log 1p = Θ(p−1Ip(W )), since γ > 0.
So to prove (8) (by using (6)) it suffices to show that all blocks (i, j) with 1 ≤ i, j ≤ k − 1,
wij = p are either important or have m(Si)m(Sj) ≥ p1+γ log 1p . Notice that due to the structure
of W , all such blocks have m(Si)m(Sj) = Θ(p
c) for some constant c. If c < 1 + γ, we are
done, as log 1p = p
−o(1). Otherwise, m(Si)m(Sj)wij = p
c+1 ≤ p2+γ ≪
(
log log log 1p
)−1
Ip(W ), as
Ip(W ) = Θ
(
p2+γ log 1p
)
, so (i, j) is important and we are also done in this case, proving (8).
We now show the more difficult statements (7) and (10). First we will assume (10) and prove
(7), and then prove (10).
For (7), note that the second graphon in Figure 2 has no somewhat important blocks. Thus we
may assume we are in the first or third case, where there is a ‘hub’ of size Θ(p1+γ). Suppose for the
sake of contradiction that there is some non-negligible K-block B that sends two non-disjoint edges
into somewhat important blocks of W . Then there is some u, v, w ∈ V (K) such that uv and uw
are edges of K, and B sends uv and uw to somewhat important blocks. Let B(u) = i, B(v) = j1,
and B(w) = j2.
The only somewhat important blocks have value p, so wij1 = wij2 = p. Therefore, since (i, j1)
and (i, j2) are somewhat important, m(Si)m(Sj1) ≪ p−1
(
log log log 1p
)−1
Ip(W ), and similarly
for j2. By the construction of W , m(Si)m(Sj1) must be Θ(p
c) for some constant c, and since
Ip(W ) = Θ
(
p2+γ log 1p
)
, this implies that
m(Si)m(Sj1) = O(p
1+γ),
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and similarly for Sj2 . Since the only blocks with value p have area at least p
2+ γ
2 , this implies that
γ ≤ 2.
Now, suppose we modify B to some K-block B′, where u is now sent into the hub S1 instead of
Si. We further modify so that all vertices adjacent to u in K that were sent into the large interval
(of size 1− p) are now sent into the interval of size p+ o(p). We compute HomB′ (K,W )HomB(K,W ) .
In going from B to B′, we lose a factor of p for both the edges uv and uw, as those are now sent
into a block with value 1. We also gain a factor of Θ
(
p1+γ
m(Si)
)
, as we are sending u into a smaller
block.
When moving each neighbor of u (for example, call one of them u0) that was originally sent into
the large block, we gained a factor of p+ o(p) from sending u0 into a p+ o(p)-times smaller block,
but lost at least a factor of p+ o(p) as now uu0 is sent into a block with value 1 instead of p+ o(p).
Thus
HomB′(K,W )
HomB(K,W )
= Ω
(
pγ−1
m(Si)
)
.
By (10), HomB′(K,W ) ≤ Hom(K,W + p) = O(pe(K)). Thus if m(Si) ≪ pγ−1, HomB(K,W ) ≪
pe(K) and B is negligible, a contradiction. Thus since m(Si) = Ω(p
c) (by inspection ofW ), m(Si) =
Ω(pγ−1).
Looking at W , we see that we must have m(Si) ≤ p. Thus γ − 1 ≥ 1 and γ ≥ 2. Combining
this with our argument earlier, we must have that γ = 2, and so Si must be the interval of size
p − o(p). Since we must have m(Si)m(Sj1) = O(p1+γ) = O(p3), Sj1 must be the interval of size
(1 + o(1))p1+γ/2 = (1 + o(1))p2 in the third graphon of Figure 2.
In summary, we have shown that γ = 2 and (labelling the four intervals of this third graphon S1
through S4 in the natural way) that i = 3 and j1 = j2 = 2. However, this will again cause an issue.
Create a new K-block B′′ which is identical to B except that it sends u into S2 instead of S3. This
gains one factor of p+o(p) (sincem(S2) = (p+o(p))m(S3) but loses two factors of p since uv and uw
are now sent into blocks with value 1. (There are several irrelevant factors of 1+ o(1) coming from
edges uu0 where u0 was sent into S4.) Thus HomB(K,W ) ≤ (p+o(p))HomB′(K,W ) = O(pe(K)+1),
again by (10). Thus B is negligible, again a contradiction. This proves (7) given (10).
For the graphons in Figure 2, it only remains to prove (10); that is, that Hom(K,W + p) =
O(pe(K)). Since W + p ≤ 2max(W,p), it suffices to show that Hom(K,max(W,p)) = O(pe(K)).
We show that for any K-block B, HomB(K,max(W,p)) = O(p
e(K)). Call the intervals in the
third diagram of Figure 2 S1, S2, S3, S4 in that order. (If we are in one of the other two diagrams,
one of S1 or S2 may be empty.) Let Ai = B
−1(i), so that all vertices in Ai are sent into Si.
If H ⊆ K is the subgraph with E(H) = E(A1, A1 ∪ A2 ∪ A3) ∪ E(A2), so that the edges of H
are exactly those sent into blocks of value 1, we can easily see that
HomB(K,max(W,p)) = O
(
p(1+γ)|A1|+(1+γ/2)|A2|+|A3| + e(K)− e(H)
)
.
Since |A1| + |A2| + |A3| = v(H), we thus must show that e(H) ≤ v(H) + γ(|A1| + |A2|/2). But
e(H) ≤ v(H) + γc(H) by the definition of γ, and |A1|+ |A2|/2 ≥ c(H) because giving all vertices
in A1 weight 1, all vertices in A2 weight
1
2 , and all vertices in A3 weight 0 is a fractional vertex
cover of H. This completes the proof of (10) and the proof of the first half of Proposition 3.1.
17.2. Proof of (4), (5), (7), (8), (9), and (10) in Case 2. We first show (4). We know
that Ip(W ) = Θ
(
p3
(
log 1p
) 2
3
(
log log 1p
) 1
3
)
by the argument in the proof of the upper bound of
Theorem 2.16. Since in this case e(K0) = 9, we must show n
−1 ≪ Ip(W )≪ p18n. These both hold
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as long as
n−1 ≪ p15
(
log
1
p
)− 2
3
(
log log
1
p
)− 1
3
,
which holds since p≫ (n−1 log n) 115 by the conditions given.
We now show (5) and (9). We must show that a(p), pb(p) ≫ n−1 log n. Since a(p) . pb(p), we
just must show n−1 log n ≪ a(p). But by the given bounds on p, n−1 log n ≪ p15 ≪ a(p), since
a(p) = Θ
(
p2
(
log 1p
)− 1
3
(
log log 1p
) 1
3
)
.
To show (8), first note (as before) that it is impossible for any non-negligible K-block to send
any edge to a block with value 0. Since the only unimportant blocks with nonzero value have area
p+ o(p)≫ p−1Ip(W ), (8) is proven.
We are left to show (7) and (10). Label the intervals S1, S2, and S3 in that order, so that
m(S1) = a(p), m(S2) = p− a(p), and m(S3) = 1− p. The only somewhat important block is (2, 2).
Suppose for the sake of contradiction that some non-negligible K0-block B sends two adjacent
edges uv, uw ∈ E(K0) into (2, 2); that is, B(u) = B(v) = B(w) = 2. Then modifying B by
sending u to S1 and sending all vertices adjacent to u originally sent to S3 into S2, by a similar
analysis to the last subsection, we have that HomB(K0,W ) ≤ b(p)
2
p HomB′(K0,W ). Assuming (10),
HomB′(K0,W ) ≤ Hom(K0,W + p) = O(pe(K0)), so since b(p)2 ≪ p, HomB(K0,W )≪ pe(K0), so B
is negligible, a contradiction. Thus it now only suffices to show (10).
Similarly to the last subsection, to prove (10) it suffices to show that for all K0-blocks B,
HomB(K0,max(W,p)) = O(p
e(K0)). Let Ai = B
−1(i) and H = E(A1, A1 ∪ A2). Then since
a(p) = p2+o(1) and b(p) = p1+o(1), and since e(K0) = 9, it is easy to see that
HomB(K0,max(W,p)) = p
(1+o(1))(2|A1 |+|A2|+9−e(H)).
Thus if 2|A1|+ |A2| > e(H), we are done.
We now consider when we can have 2|A1| + |A2| ≤ e(H), while keeping in mind that E(H) =
E(A1, A1 ∪ A2). We must have that A1 is a vertex cover of H, so |A1| ≥ c(H). Since |A1| +
|A2| ≥ v(H), we have e(H) ≥ c(H) + v(H). By the argument in Lemma 11.1, this means that
H ⊆ {∅,K2,4,K0}, and we also must have A1 ∪A2 = V (H). Since A1 must be a minimum vertex
cover of H, in the case H = K2,4 we must have that A1 consists of the two vertices of degree 4, and
in the case H = K0 we must have that A1 consists of the two vertices of degree 4 and one vertex
of degree 3.
In the case where H = ∅, since A1 ∪A2 = V (H), A1 = A2 = ∅. Thus B(v) = 3 for all v ∈ V (K),
so HomB(K0,max(W,p)) = (1 + o(1))p
9. In the case where H = K0 , all edges are sent into
blocks of value 1. Since three vertices are sent into each of S1 and S2, HomB(K0,max(W,p)) =
(1 + o(1))p3a(p)3 ≪ p9.
This only leaves the case where H = K2,4. This case corresponds to when the two vertices of
degree 4 are sent into S1 and the other four are sent into S2. In this case, HomB(K,max(W,p)) =
(1 + o(1))p4a(p)2b(p) = Θ(p9), by the definitions of a(p) and b(p). This proves (10), and thus
completes this section and the proof of Proposition 3.1.
18. Finishing the Log Gap
In this section, we will show how to modify the argument of [3] to prove Theorem 2.4, and then
deduce Corollary 2.5 from Theorems 2.3 and 2.4.
Proof of Theorem 2.4. Technically, the argument of Bhattacharya and Dembo [3] only deals with
the case where the 2-core of K is a single cycle, instead of a disjoint union of cycles. However, the
same proof goes through in the disjoint union of cycles case almost identically. We will largely just
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describe the slight changes that must be made in the Bhattacharya-Dembo proof in order for it to
apply here.
Notice that if we remove a leaf from K, then both Hom(K,Gdn) and n
v(K)pe(K) change by a
factor of d = np, so − log Pr [Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)] stays constant. Thus we may
assume without loss of generality that K itself (not just its 2-core) is a disjoint union of cycles.
Recall that c(i1, . . . , iℓ; δ) is the positive value of c such that
ℓ∏
j=1
(1 + ⌊c⌋ + {c}ij/2) = 1 + δ.
This exists because
ℓ∏
j=1
(1+ ⌊x⌋+ {x}ij/2) is a continuous increasing function on (0,∞), so it has a
well-defined inverse on (1,∞).
Now, since K =
⋃
1≤j≤ℓCij ,
Hom(K,G) =
ℓ∏
j=1
Hom(Cij , G)
for any graph G. Therefore, if Hom(K,Gdn) ≥ (1 + δ)nv(K)pe(K), there must be some j, 1 ≤ j ≤ ℓ,
such that Hom(Cij , G
d
n) ≥ (1 + ⌊c⌋+ {c}ij/2)nijpij . This gives a bound
Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
≤
ℓ∑
j=1
Pr
[
Hom(Cij , G
d
n) ≥ (1 + ⌊c⌋ + {c}ij/2)nijpij
]
.
So to prove the upper bound of Theorem 2.4, it suffices to show that
Pr
[
Hom(Cij , G
d
n) ≥ (1 + ⌊c⌋+ {c}ij/2)nijpij
]
≤ exp
(
−
( c
2
− o(1)
)
n2p2 log
1
p
)
.
Having reduced to a single cycle, noting that ⌊x⌋+ {x}ij/2 and ⌊x⌋+ {x}2/ij are inverse functions
on [0,∞), this follows from Theorems 1.5 (a) and 1.1 of [3].
We now show the lower bound of Theorem 2.4. We parallel the cycle argument in Section
2.3 of [3]. Define X⋆n as in (2.2) of [3], with ⌊c⌋ cliques of size d + 1 and one clique of size
s1 ∼ {c} 12 d, and define P⋆ in the same way. It is easy to compute that Ip(Xn) = (c+o(1))d2 log 1p =
(c+ o(1))n2p2 log 1p , so we have the correct entropy and
dPp
dP⋆
= exp
(
−
( c
2
+ o(1)
)
n2p2 log
1
p
)
.
Following the argument in [3] up to (2.46), we must show that
P⋆(Hom(K,Gn) ≤ (1 + δ − Ω(1))nv(K)pe(K))≪ P⋆(Kdn) = exp(−o(n2p2 log(1/p))),
where Kdn is the event that a graph is d-regular. The second bound is already proved for this P⋆ in
[3] (see the analysis of Case 1 after (2.51)).
To finish the proof, we upper bound P⋆(Hom(K,Gn) ≤ (1 + δ − Ω(1))nv(K)pe(K)). Since
1 + δ =
ℓ∏
j=1
(1 + ⌊c⌋ + {c}ij/2),
it suffices to upper bound
P⋆(Hom(Cij , Gn) ≤ (1 + ⌊c⌋ + {c}ij/2 − Ω(1))nijpij).
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But there are (1 + o(1))(⌊c⌋+ {c}ij/2)nijpij homomorphisms from Cij into the ⌈c⌉ planted cliques,
so again we are looking at a lower tail probability for the number of homomorphisms of a cycle into
G(n − o(n), p), and the exp(−Θ(n2p)) upper bound holds as in [3]. Since n2p ≫ n2p2 log(1/p) for
our range of p, we are done. 
Deduction of 2.5 from Theorems 2.3 and 2.4. Take any nonforest graph K and fix δ > 0.
Case 1. The 2-core of K is not a disjoint union of cycles.
In this case, by Theorem 2.3 it suffices to show that ρ(K, δ) := min
z,w≥0
PK(z,w)≥1+δ
(
z +
w
2
)
is not∞. In
other words, we must show that PK contains some nonconstant monomial (since all coefficients of
PK are positive by definition). Thus we must show that K has at least one contributing subgraph
H with a valid subset A ⊆ V (H). But the vertices of the fractional vertex cover of any H have
half-integer coordinates (see for example Theorem 64.11 of [15]), so there is some half-integer-valued
minimum fractional vertex cover of H. Thus any H has at least one valid subset. So it suffices to
show that K has at last one contributing subgraph H.
The 2-core of K is not a disjoint union of cycles, so it has more vertices than edges. Thus
γ(K) > 0. Take any H such that e(H)−v(H)c(H) = γ(K). H cannot be a forest, since we must have
e(H)− v(H) = γ(K)c(H) > 0.
If H has a leaf, we may remove it and its single edge and keep e(H) − v(H) constant while not
increasing c(H). Thus the new graph H ′ given by removing the leaf also has e(H
′)−v(H′)
c(H′) = γ(K).
Thus repeatedly removing the leaves one by one, we arrive at the 2-core of H, call it H2, and we
have shown that e(H2)−v(H2)c(H2) = γ(K). Since δ(H2) ≥ 2, H2 is a contributing subgraph of K and we
are done.
Case 2. The 2-core of K is a disjoint union of cycles.
Since K is not a forest, the 2-core of K contains at least one cycle. Let i1, . . . , iℓ be the cycle
lengths in the 2-core of K. Recall the definition of c(i1, . . . , iℓ; δ) from Theorem 2.4. We can take
c sufficiently large such that ⌊c⌋ ≥ δ, and since ℓ 6= 0 we thus have
ℓ∏
j=1
(1 + ⌊c⌋ + {c}ij/2) ≥ 1 + δ.
Thus c(i1, . . . , iℓ; δ) 6=∞. Since δ > 0, we also have c(i1, . . . , iℓ; δ) > 0. Thus by Theorem 2.4
− log Pr
[
Hom(K,Gdn) ≥ (1 + δ)pe(K)nv(K)
]
= Θ
(
n2p2 log
1
p
)
.
Note that γ(K) = 0. This is because the 2-core H ⊆ K is a disjoint union of cycles and thus
e(H)−v(H)
c(H) = 0, and for any H
′ ⊆ K the 2-core of H ′ must also be a (possibly empty) disjoint union
of cycles and thus e(H ′) < v(H ′).
Thus the only thing remaining to prove is that we have covered the entire desired range of p. In
other words, we must show that
n−
1
3 . (n−1 log n)
1
2e(K)−2−γ(K) ,
so it suffices to show that 2e(K)− 2− γ(K) ≥ 3. But γ(K) = 0, and since K contains at least one
cycle, e(K) ≥ 3, so 2e(K)− 2− γ(K) ≥ 4. This finishes the proof of Corollary 2.5. 
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19. Proof of Proposition 2.8
Let K be any graph and suppose γ = γ(K) > 2. We prove the conditions of Theorem 2.7 hold,
namely that K is not a forest and that no contributing subgraphs of K have bad edges.
Firstly, if K is a forest, then e(H) < v(H) for all nonempty subgraphs H ⊆ K, so γ < 0, a
contradiction. Thus K is not a forest.
Take any contributing subgraph H ⊆ G. By the definition of contributing, e(H)−v(H)c(H) = γ > 2.
Take some edge e0 ∈ H and let H ′ = H\e0. We must have e(H)−v(H)−1c(H′) ≤ e(H
′)−v(H′)
c(H′) ≤ γ =
e(H)−v(H)
c(H) . Using the simple inequality that
a+b
c+d is between
a
b and
c
d for a, c nonnegative and b, d
positive, we must have that 1c(H)−c(H′) ≥ γ > 2 or c(H) = c(H ′). Thus c(H)− c(H ′) < 12 .
But c(H) and c(H ′) are both half-integer, as the vertices of the fractional vertex cover polytope
all have half-integer coordinates (as in the previous section). Thus c(H) = c(H ′).
Since the minimum fractional vertex cover number is the same as the maximum fractional match-
ing number by (3) of Lemma 7.1, we may construct a maximum fractional matching (we)e∈E(H′) of
H ′ with
∑
we = c(H
′) = c(H). Setting we0 = 0, we thus obtain a maximum fractional matching
on H with e0 having weight 0. Thus e0 is not a bad edge. Since e0 was arbitrary, we have proven
that H has no bad edges, and we have proven the conditions of Theorem 2.7.
To complete the proof of the first part of Proposition 2.8, we must show that γ > 2 as long as K
or any subgraph of K has average degree greater than 4. But since giving all vertices weight 12 is
always a valid way to generate a fractional vertex cover of any graph, c(H) ≤ v(H)2 for any H ⊆ K.
Thus if H ⊆ K has average degree greater than 4, then
2 <
e(H)
v(H)
= 1 +
e(H)− v(H)
v(H)
≤ 1 + e(H)− v(H)
2c(H)
,
so γ ≥ e(H)−v(H)c(H) > 2, as desired.
To prove the second part, now take a nonforest K with v(K) ≤ 5. Take any H ⊆ K contributing.
Then v(H) ≥ 5 and H has minimum degree at least 2. We show that H has no bad edges.
If H has a Hamiltonian cycle, H has no bad edges, because assigning all edges in the Hamiltonian
cycle weight 12 is a fractional perfect matching and thus a fractional vertex cover. The only graphs
H on at most 5 vertices with δ(H) ≥ 2 and no Hamiltonian cycle are K2,3, K1,1,3, and the butterfly
graph (two triangles joined at a vertex as in Example 5.1). For the butterfly graph, we may obtain
a fractional perfect matching by assigning all edges containing the vertex of degree 4 weight 14 , and
the other two edges weight 12 (this is the same matching we used in Example 5.1).
Both H = K2,3 and H = K1,1,3 have c(H) = 2, so we may take a fractional matching by giving
all edges in K2,3 weight
1
3 (and similarly for K1,1,3, as it contains a copy of K2,3). Thus for each of
the three graphs we have constructed a maximum fractional matching with no edges of weight 1.
Thus none of them have any bad edges. This completes the proof of the Proposition.
20. Proofs of Main Theorems
In this section, we prove Theorems 2.3, 2.7, and 2.9.
Proof of Upper Bound of Theorems 2.3 and 2.7. Take any nonforest graph K with the 2-core of K
not a disjoint union of cycles. Then the 2-core of K must have more edges than vertices, and thus
γ := γ(K) > 0. Take n →∞ and d = d(n), p := dn with (n−1 log n)
1
2e(K)−2−γ(K) ≪ p ≪ 1. Finally,
fix some constant δ > 0.
By the upper bound of Theorem 2.14, since p→ 0, there existsW =W (n) such that Hom(K,W ) ≥
(1 + δ)pe(K), Ip(W ) ≤ (2 + o(1))ρ(K, δ)p2+γ(K) log 1p , and W satisfies the conditions of Theorem
2.13.
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Thus applying Theorem 2.13,
− log
(
Pr
[
Hom(K,Gdn) ≥ (1− o(1))Hom(K,W )nv(K)
])
≤
(
1
2
+ o(1)
)
Ip(W )n
2.
Substituting our bounds on Hom(K,W ) and Ip(W ), we see that
− log
(
Pr
[
Hom(K,Gdn) ≥ (1 + δ − o(1))pe(K)nv(K)
])
≤ (1 + o(1)) ρ(K, δ)n2p2+γ(K)
(
log
1
p
)
.
This is exactly the statement of the upper bounds of Theorems 2.3 and 2.7 except that 1 + δ is
replaced by 1 + δ − o(1) on the left side. However, since ρ(K, (1 + o(1))δ) = (1 + o(1))ρ(K, δ) (as
we showed in the proof of the upper bound of Theorem 2.14 in Section 3), we may absorb this o(1)
into the 1 + o(1) factor on the right hand side by increasing δ by o(1), finishing the proof. 
Proof of Lower Bound of Theorems 2.3 and 2.7. Fix any nonforest graph K with 2-core not a dis-
joint union of cycles. We have that γ := γ(K) > 0 for the same reason as in the previous proof.
Take n→∞, d = d(n) and p := dn with (n−1 log n)
1
2e(K)−2−γ(K) ≪ p≪ 1. Fix a constant δ > 0.
Recall the definition of Φdn(K, t) from Definition 2.10. By the lower bounds of Theorems 2.14
and 2.15,
Φdn(K, 1 + δ) & p
2+γn2,
and if no contributing subgraphs of K have bad edges,
Φdn(K, 1 + δ) ≥ (1− o(1))ρ(K, δ)n2p2+γ(K) log
1
p
.
Thus we may apply Theorem 2.12 to finish the argument (applying the same method as the previous
proof to remove the o(1) from the 1 + δ + o(1) in the result), provided that we can show that
(n−1 log n)
1
2e(K)−2−γ(K) ≥ (n−1 log n) 12∆∗(K) ,
or in other words, that
2∆∗(K) ≤ 2e(K) − 2− γ(K).
Recalling from Definition 2.11 the definition of ∆∗, 2∆∗(K) = max
vw∈E(K)
(deg v + degw). Here all
edges of K are counted at most once except vw, which is counted twice. So 2∆∗(K) = e(K) + 1,
so it suffices to prove that
γ(K) ≤ e(K)− 3.
For any H with v(H) < 3, e(H) − v(H) < 0, so since γ > 0, when computing γ we may take the
maximum only over subgraphs with at least 3 vertices. But for any H with v(H) ≥ 3, e(H)−v(H)c(H) ≤
e(H)− v(H) ≤ e(H)− 3. Thus γ(K) ≤ e(K)− 3, finishing the proof. 
Proof of Theorem 2.9. Let K = K0 be the graph from Theorem 2.9 (appearing in Figure 2). Take
n→∞, d = d(n) and p := dn with (n−1 log n)
1
15 ≪ p≪ 1. Fix a constant δ > 0.
Let W = W (n) be a p-regular graphon with Hom(K0,W ) ≥ (1 + δ)p9 and Ip(W ) = (1 +
o(1))(18δ)
1
3 p3
(
log 1p
) 2
3
(
log log 1p
) 1
3
that satisfies the conditions of Theorem 2.13, as guaranteed by
Theorem 2.16.
Applying Theorem 2.13 to W , we have that
− log
(
Pr
[
Hom(K0, G
d
n) ≥ (1 + δ − o(1))p9n6
])
≤ (1 + o(1))(18δ)
1
3
2
n2p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
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Multiplying δ by a 1 + o(1) factor to cancel the o(1) inside the probability, we have proven the
upper bound of Theorem 2.9.
For the lower bound, Theorem 2.16 implies that
Φdn(K0, 1 + δ) ≥ (1 + o(1))
(18δ)
1
3
2
n2p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
We may easily compute 2∆∗(K0) = 7 < 15, so p≫ (n−1 log n)
1
2∆∗(K0) . Thus Theorem 2.12 implies
that
− log
(
Pr
[
Hom(K0, G
d
n) ≥ (1 + δ + o(1))p9n6
])
≥ (1 + o(1))(18δ)
1
3
2
n2p3
(
log
1
p
) 2
3
(
log log
1
p
) 1
3
.
Multiplying the δ by (1 − o(1)) to cancel out the o(1) inside the probability, we have proven the
lower bound of Theorem 2.9. This finishes the proof. 
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