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Abstract—This paper aims to review the state of the art of 
Light Detection and Ranging (LiDAR) sensors for automotive 
applications, and particularly for automated vehicles, focusing 
on recent advances in the field of integrated LiDAR, and one of 
its key components: the Optical Phased Array (OPA). LiDAR is 
still a sensor that divides the automotive community, with several 
automotive companies investing in it, and some companies 
stating that LiDAR is a ‘useless appendix’. However, currently 
there is not a single sensor technology able to robustly and 
completely support automated navigation. Therefore, LiDAR, 
with its capability to map in 3 dimensions (3D) the vehicle 
surroundings, is a strong candidate to support Automated 
Vehicles (AVs). This manuscript highlights current AV sensor 
challenges, and it analyses the strengths and weaknesses of the 
perception sensor currently deployed. Then, the manuscript 
discusses the main LiDAR technologies emerging in automotive, 
and focuses on integrated LiDAR, challenges associated with 
light beam steering on a chip, the use of Optical Phased Arrays, 
finally discussing current factors hindering the affirmation of 
silicon photonics OPAs and their future research directions.      
 
Index Terms—Optical Phased Array, Intelligent Vehicles, 
Silicon Photonics, LiDAR, Autonomous and Automated Vehicles. 
I. INTRODUCTION 
he Society of Automotive Engineers, SAE, have 
described in their standard SAE-J3016 six levels of 
vehicle autonomy, from level 0 to level 5 (L0-L5) [1]. In L0 
(No Automation), the vehicle function/system does not 
interfere with the driving tasks (completely managed by the 
driver), but can deliver helpful information to the driver via 
sounds, displays, haptic, i.e. in Blind Spot Monitoring. On the 
opposite side, in L5 (Full Automation), the vehicle system can 
accomplish all the driving tasks, everywhere and at all times, 
relying on the sensors to perceive the environment, and even 
able to implement a minimal risk maneuver (MRM) in case of 
sensor/system failure. Between these two extremes, there are 
intermediate levels of autonomy; each one of them is 
rigorously defined in the SAE standard [1].  
As the level of autonomy increases, the situation awareness 
of the vehicle needs to improve, and extensive and robust 
sensor coverage is required, particularly for Automated 
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Vehicles (AVs, L3 and above). Currently, all the 
environmental perception sensor technologies have strengths 
and weaknesses (par. II.F), and a single sensor technology is 
not able to safely and robustly support perception for AVs. 
Amongst the perception sensors, LiDAR still divides the 
automotive community and its stakeholders, and there are 
several different LiDAR technologies competing for market 
supremacy. Fully integrated Optical Phased Array LiDAR, 
based on miniaturized antennas on Silicon chips will be the 
focus of this paper.   
A. Situation awareness and sensor coverage 
Situation awareness for vehicles is understanding the 
environment in a certain volume of space and time around the 
vehicle [2]. The needed spatial and temporal sensor coverage 
grows as the level of Autonomy increases. In particular, at L4 
and L5, the vehicle surroundings need to be completely 
covered, with data rates adequate to the vehicle speed; there is 
also the need of having sensor coverage redundancy, to 
mitigate risks in case of fallback, and to guarantee coverage 
with adverse weather, low light conditions, malfunctions, etc., 
[3]-[4]. An accurate 3D reconstruction of the environment and 
the objects around the vehicle (including their range and 
relative speed, size and position/direction) is key for building 
a suitable understanding of the environment. 
We can define the sensor spatial coverage as the 
combination of its horizontal and vertical field of view (HFoV 
and VFoV) and its detection range (Rmax). Ideally, an object 
situated in the volume between the maximum detection range 
and in its HFoV and VFoV will be detected (red region in 
Fig.1a). However, the accuracy, resolution and sensitivity of 
the measurement will change in this volume, generally 
degrading when the target distance from the ego-vehicle 
(therefore from the sensor) is increasing. LiDAR can strongly 
support the vehicle sensor suite to gather 3D spatial 
information in the form of a pointcloud, Fig.1b [5]-[6]. The 
sensor temporal coverage depends on the data-rate, and on 
how many new sensor measurements per second are available 
to the vehicle system.  
B. Resolution, Detection, Identification and Tracking 
The sensor resolution is the smallest variation in the entity 
under measurement that will cause a change in the sensor 
output. It defines the limit of which variations can be detected 
by a specific environmental perception sensor. 
Furthermore, with environmental perception sensors, it is 
worth clarifying what we mean with target detection, target 
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2 
identification and target tracking; usually their combination 
makes the sensor output more reliable. The target detection is 
the existence of a generic object in front of the sensor, 
different from the background and other elements. The target 
identification is to recognize that the detected object belongs 
to a specific category, e.g. vulnerable road users, vehicles, 
trucks. Tracking is the ability to associate an object in the 
previous reading with the current reading, and therefore 
assigning a path to that specific object. Classification and 
tracking are important assets of environmental perception 
sensors, because they can be used to predict future plausible 
movements of road users, and therefore evaluate a safe path 
for the ego-vehicle. 
 
 
Fig. 1.  (a) Simplified representation of the spatial coverage by a generic 
environmental perception sensor, highlighted by the red volume in the figure. 
(b) Example of 3D LiDAR pointcloud, segmented, modified from [5].  
C.  AVs and sensing challenges 
Currently there are several challenges associated with the 
sensor suite of AVs, in this section we discuss some of them.  
• Sensor performance dependence on environmental/weather 
conditions [7-8]. Sensor performance degradation needs to 
be consistent and predictable under changing environmental 
conditions. Moreover, the performance of different sensor 
technologies will vary (with different extents) according to 
the environmental conditions (see par. II.F and par. III.A). 
Furthermore, temperature management is fundamental in 
automotive, as electronic devices are required to work 
between −40 °C to 125 °C; these temperature variations can 
be extremely critical for solid state LiDAR (see par. V.E). 
• Identification of small targets (e.g. potholes, animals, person 
lying down on the ground) and vulnerable road users 
(cyclist, pedestrian) [9]. Sensors not only need to have high 
enough resolution to detect these entities, but also to be able 
to identify/classify them and to track them.  
• Uncertainty on the measurement. Each sensor has an 
estimated error on the datasheet [10]-[11]; however, there 
are few techniques to estimate how these uncertainties 
change due to intrinsic and extrinsic noise, and therefore to 
estimate the overall uncertainty on the measured value.    
• False positives and false negatives [12]. False positive is a 
wrong sensor output that indicates the presence of a target 
while it actually does not exist. False negative is a failure in 
detecting a real target in time when the target does exist and 
must be sensed. False positives and false negatives can 
affect different sensor technologies for reasons like dynamic 
environment, spurious or multiple detection, hardware 
failures or software errors, and deliberate hacking [13]. 
• Sensor fusion. Different sensor technologies will provide 
data in different formats at different rates, with different 
resolution and uncertainties. There are several ways of 
combing the data, but they are computational expensive and 
require a deep understanding of sensor working principles.  
• Corner or edge cases. To demonstrate that AVs are safer 
than human driver, with enough confidence in the 
measurement, millions of miles are requested to be driven 
[14]. However, it is not realistic to cover all the real-world 
driving scenarios, and there are always going to be some 
unpredictable, unforeseen or not reproducible cases (e.g. a 
person dressed up as a hot dog at a city fair; extremely 
strong rain showers). It is tremendously difficult to predict 
the behavior of sensors in these extreme conditions [15].  
• Data amount and speed. Overall the estimated bandwidth 
needed for a L3 sensor suite is an outstanding 3Gbit/s-
40Gbit/s [16], and current automotive networks cannot cope 
with the required bandwidth [17-18].  
• Redundancy versus complexity.  Redundancy contributes to 
the robustness of the system. However, redundancy 
increases: (1) the amount of data (not desirable, as stated in 
previous point); (2) weight and cost (as more components 
are needed); (3) complexity of the sensor fusion algorithms; 
(4) required computational power; (5) power consumption. 
To conclude, AV sensor technology needs further 
development to meet automotive cost and safety requirements. 
D. Paper structure  
After covering an introduction to AVs in this section, the 
paper is organized as follows: section II reviews the state of 
the art of AV environmental perception sensors, focusing on 
their strengths and weaknesses; section III discusses LiDAR 
technologies in details; section IV analyzes current research 
on optical phased array (OPA) LiDAR; section V evaluates 
the OPA-LiDAR technical challenges and research trends.  
TABLE I 
OVERVIEW OF THE ENVIRONMENTAL PERCEPTION SENSORS. US (FIRST ROW 
IN LIGHT BLUE) ARE BASED ON SOUND WAVES; THE OTHER SENSORS (VIOLET 
ROWS) USE ELECTROMAGNETIC (EM) WAVES AT DIFFERENT FREQUENCIES. 
Technology Waveband Typical Applications 
Ultrasonic >40kHz (SOUND WAVES) 
Parking sensors, detection in 
short range (<10m) [19-20]. 
RADAR 24GHz (temporary) 77 GHz to 81 GHz  
Collision detection/avoidance 
Distance and speed meas. [21] 
LiDAR 1550nm – 530nm 3D Depth Mapping, distance measurements [22-23] 
Camera 
(Infrared) 
15000nm – 1000nm 
1400nm – 700nm 
Night vision, person/animal 
identification [24-25] 
Camera 
(visible) 700nm – 380nm 
Object detection, trajectory 
prediction, sign recognition. [25] 
II. AUTOMOTIVE ENVIRONMENTAL PERCEPTION SENSORS  
30
20
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Modern vehicles are equipped with numerous sensors, used 
for manifold reasons, for example: to monitor vehicle 
dynamics and status (e.g. accelerometers, wheel speed 
sensors, etc.); for comfort (e.g. in cabin temperature sensor); 
for localization (e.g. GPS, GNSS); and, as discussed, the 
sensors deployed to understand the vehicle surroundings. This 
last category is named as ‘environmental perception sensors’, 
and it includes all sensors that perceive targets through 
measuring physical signals, mainly in the form of ultra-sound 
(US) waves or electromagnetic (EM) waves. A review of 
these sensors, listed in Table I, is given in the following 
paragraphs.  
A. Visible camera 
Complementary Metal Oxide Semiconductor (CMOS) 
cameras are commonly used perception sensors [26], as they 
offer relatively low cost, ease of installation and ability to 
perceive colors, textures and contrasts [27]-[28]. Visible light 
is focused through specific lenses, decomposed into colors, 
and acquired as an electric signal. A traditional way of 
decomposing visible light is to use the Bayer filter, a red-
green-green-blue (RGGB) 2x2 pixel matrix. However, in 
automotive, other solutions have been explored, Fig.2 [29]. 
The resolution of the final image can be determined by two 
variables: spatial and tonal. The spatial resolution is directly 
related to the pixel density of the image sensor that is 
measured in Pixels-per-inch (PPI); the tonal resolution is 
measured by the configured color representation values set in 
the sensor and its dynamic range [30]. 
  
a)  b)  c)  d)  
 
Fig. 2. Schematic representation of CMOS camera pixel arrays with different 
filter options (each small colored square represents the color filter of one 
pixel, if the square is white, no color filter is applied to that pixel): (a) Bayer 
filter (RGGB); (b) RCCC; (c) RCCB; (d) CYYM.  
 
Within the types of cameras used in automotive, there are 
monocular, stereo, and depth cameras (RGB-D) [31], [32].  
B. Infrared (IR) sensors 
Infrared or thermal sensors/cameras have a detector 
working similarly to regular cameras (a pixel array), but in 
this case pixels are sensitive to EM waves in the near or far 
infrared (NIR and FIR). These sensors allow to detecting 
objects (particularly living beings or warm/hot objects), under 
low light conditions and through mist and smoke [33]. 
Detection is relatively unaffected at night and dawn or dusk 
that can cause respectively high amounts of noisy artifacts or 
blooming effects in traditional cameras [34]. However, the 
shift in working frequency increases the cost and size of the 
sensors.  
IR sensors can be broadly divided into two categories: 
• Passive type – they have pixels based on microbolometers 
and detect FIR object energy emitted in the form of black 
body radiation [35]-[36]. This mechanism makes it 
extremely easy to detect most living beings, and maximum 
range, Rmax, can be more than 300 m.  
• Active type - they emit light in the NIR and detected the 
light reflected back by the objects [37]. Detector 
technology is cheaper with respect to microbolometers, but 
range is limited by the need to transmit and receive a 
reflected back NIR wave (Rmax is around 100 m). 
C. Ultrasonic sensors (US) 
US sensors are used to detect objects in close vehicle 
proximity, most commonly as inputs for parking assist and 
side view features [38]. They allow detection of 
objects/targets as close as 10-15 cm, in contrast to other 
perception sensors (and particularly of LiDAR and RADAR, 
usually unable to detect objects closer than 0.5m-1m). 
However, the coverage of the sensor is limited, with typical 
HFoV and VFoV of 120o-140o and 60o-80o respectively, and 
Rmax around 5-6 m [39]. They are cost effective, have small 
size, and are easily integrated into vehicle bumpers. The basic 
working principle to measure the object distance is time of 
flight (ToF), Eq. 1, where vsound is the sound wave speed in air 
(i.e. 343 m/s at 20oC, 101kPa), t is the time of flight for a 
transmitted pulse to return to the US sensor after hitting a 
target, and r is the distance of the object/target. 
r=(vsoundt)/2       (1) 
The performance is robust to weather [40], and US is able 
to detect most of the materials, but performance can degrade 
with sound absorbing materials, e.g. wool, fleece [41].  
D. RAdio Detection And Ranging (RADAR) 
RADAR is a sensor used to detect position (i.e. range) and 
speed of objects using radio frequency (RF) waves. In the 
automotive environment, RADAR is used in the 24GHz and 
77GHz bands [42]. The target distance can be measured via:  
• the ToF, Eq. 2 (very similar to Eq.1); c is the speed of 
light (i.e. ~3.108 m/s in vacuum), t is the time of flight 
for a transmitted pulse to return to the RADAR sensor 
after hitting a target, and r is the distance of the object. 
r=(ct)/2       (2). 
• deploying a signal modulated in frequency (Frequency 
Modulated Continuous Wave, FMCW), and using the 
difference in frequency between the transmitted and 
received back signal to calculate r (see next paragraph).  
The target speed is measured using the Doppler shift, more 
details can be found in [43]-[44]. 
RADARs are based on emitting a narrow and directional 
radio wave beam, usually deploying some techniques to rotate 
this beam in the HFoV. For this reason, RADAR is reasonably 
accurate to measure target range and speed components in the 
radial direction, while accuracy is lower on the lateral 
direction (with uncertainties that can be in excess of 1 m).   
RADAR is robust to luminosity and to adverse weather: the 
performance is hardly affected by medium-light rain, fog, and 
even snow [45]. Cost is around one thousand dollars, and 
covered region can vary from short range (50-100m and 120o 
HFoV) up to long range (>250m and ~10o HFoV), but usually 
VFoV is very limited, and RADAR is not suitable to measure 
elevation [46]. RADAR detection depends on the RADAR 
Cross Section (RCS) of the targets, and vulnerable road users, 
like pedestrians and cyclists, have small RCS and are more 
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difficult to be detected by RADAR [47].  
E. Light Detection And Ranging 
 Figure 3 shows the different LiDAR technologies proposed 
to be used for automotive 3D LASER scanning. Except for 
flash LiDAR (see par. III.C), LiDARs cover the FoV 
(horizontally and sometimes vertically) by rotating one or 
more light emitter(s). This rotation of the beam can be 
implemented mechanically, optically, or electro-optically, as 
described in section III. Velodyne has been one of the first 
players in 3D automotive LiDAR [48]. They developed the 
first automotive 360o mechanically rotating LiDAR for the 
second DARPA (Defense Advanced Research Projects 
Agency) grand challenge [49]. Similarly to US and RADAR, 
target range can be measured by pulsed signals and ToF, 
Eq. 2. However, ToF is one way of performing LiDAR 
measurement; the other option is to use the FMCW technique, 
based on heterodyne detection (as mentioned for RADAR). In 
FMCW LiDAR, the laser beam is emitted while continuously 
changing its frequency with a slope S (Hz/s). The difference 
between the received and transmitted frequency of the signal, 
fr and ft, enables to calculate the speed, v, and the range, r, of 
the target, as shown Eqs.3-4, modified from [50] (λ is the 
transmitted signal wavelength).  ! = !!! !!!!!      !! = !! !!!!!      !  
 
Fig. 3. Topology of different technologies used for automotive LiDAR; in the 
rightmost boxes there are some commercial examples [50]-[56]. 
 
Some advantages and disadvantages of ToF and FMCW 
LiDAR are discussed in [57]; amongst the pros of FMCW-
LiDAR there is the accuracy of target speed and position 
measurement, as well as the decreased power requirements 
and the inherent capacity to reject ambient light and some 
environmental noises [58]. However, this technology is still 
under development and not ready for commercialisation [57].  
In automotive LiDAR, the emitted EM beam is usually in the 
near infrared, the two most common wavelengths are around 
905 nm and 1550 nm, and will be discussed in par. III.A. 
F. Comparison of perception sensors 
There are some pivotal driving factors in the selection of 
the environmental perception sensor suite (how many sensors, 
their types, and their location/coverage): cost (particularly 
important for passenger vehicles) and safety/robustness. The 
most cost-effective sensors are ultrasonic, due to their wide 
use in production vehicles and their mature technology. 
RADAR and camera costs have also been decreasing through 
mainstream implementation. Camera, RADAR, and US fusion 
has been demonstrated by companies such as Tesla as a viable 
solution to bring L2 functions on the road. However, Tesla 
autopilot has failed before due to sensor errors (e.g. as 
discussed in [59]), therefore the combination of US, RADAR 
and visible camera is not yet robust enough. LiDAR and IR 
sensors can complement and crosscheck the information given 
by other sensors, but, so far, their adoption has been hindered 
by elevated costs and bulkiness. However, there is the 
expectation that LiDAR cost and footprint will be lowered 
with solid-state devices (section IV-V). 
In addition to the considerations above, for sensors that are 
based on waves emission and detection of the reflected wave, 
there are some materials that are transparent to specific 
wavelengths (e.g. the glass windows of cars or buildings can 
be transparent to LiDAR or RADAR beam) or can absorb the 
waves (e.g. fleece, woolly materials or polystyrene can absorb 
sound waves), and therefore can hinder the detection of some 
targets with specific properties. Finally, the angle between the 
target and the incident wave-front can deflect away the beam; 
surfaces that are perpendicular to the wave-front are easier to 
detect, particularly in the case of RADAR when few points 
per object are collected. LiDAR collects several points per 
object vertically and laterally, so it can compensate this issue.   
 
Fig. 4.  Comparison of the performance of the discussed environmental 
perception sensors. Abbreviations: Interf., Interference; VRU, vulnerable road 
users; Rec., recognition; Long., longitudinal; Lat., lateral. 
 
In Fig. 4, we have summarised some key performance 
indicators to compare the discussed sensors. It is clear that 
LiDAR is required to support robust perception, as LiDAR 
compensates some of the other sensor weaknesses. Moreover, 
it is explicit that currently sensor fusion is a key enabler for 
AVs, to overcome the limitations that each perception sensor 
has, to introduce crosschecks and plausibility checks.  
III. LIDAR TECHNOLOGIES 
There are several different LiDAR technologies proposed 
for automotive (Fig. 3). In the next chapter, we will focus on 
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OPA-LiDAR, while in this one we will review other 
technologies, starting with a discussion of used wavelengths.  
A. Wavelengths 
An issue that must be addressed if LiDAR is to be accepted 
as a key sensing technology for AVs, is the debate between 
which wavelength of LiDAR, λ, is best suited to the 
automotive environment, either around 905nm or 1550nm.  
The wavelength currently widely used in automotive 
LiDAR is 905 nm. In fact, 905 nm LiDAR systems can be 
built using off-the-shelf components (high power edge 
emitting pulsed diode lasers and detectors based on silicon 
photodiodes or photodiode arrays), therefore, reducing cost. 
This reduction in cost can be attributed to the compatibility 
with 905 nm CMOS detector arrays [49] and the 
implementation of optical phased array technology [60].  
However, 905 nm LiDAR range is limited (i.e. ~100 m), 
mainly due to the limitations placed on the maximum power 
used in the laser pulses at this wavelength for eye-safety. For 
the human eye, a maximum permissible exposure (MPE) has 
been defined, and it corresponds to the highest optical energy 
density (in J/cm2) considered safe (not harmful) for a fixed 
time of exposure and a specific wavelength. The longer the 
exposure, the lower the allowed power. With the same 
exposure time, the MPE for 905 nm light sources is 2-3 orders 
of magnitude lower than for 1550 nm, meaning that 1550 nm 
LiDAR can use higher power with minimized risk to the 
human eye [61]-[63]. Eye safety is one of the main reasons 
behind the proposal of 1550 nm as emerging alternative for 
automotive LiDAR; higher permissible optical power 
correlates to better performance (higher signal to noise ratio, 
increased robustness to noise factors) and increased Rmax [64].   
Nonetheless, the potential enhanced range must be balanced 
with the increased power consumption. Furthermore, 1550nm 
LiDAR production cost in comparison to more traditional 
wavelengths could be higher. This higher cost can be 
attributed to two factors: the use of more exotic materials for 
the components, such as indium phosphide emitters [65]; key 
components not available through standard supply chains. 
However, 1550 nm is a mature technology for 
telecommunication applications and due to the remarkable 
progress of Silicon Photonics in the last few years, 
particularly in terms of cheaper receivers (e.g. CMOS 
compatible devices, based on Silicon Germanium or on 
Silicon defect-mediated photodetectors), the cost factor is 
projected to decrease remarkably in the near future [66]-[68].  
Adverse weather is a challenging situation for most of the 
sensor technologies (Fig. 4). It is paramount that the impact 
on perception sensors from different weather types is 
mitigated. Fog can have a significant impact on 905 nm 
LiDAR, as LiDAR beam can be scattered by the fog. The 
scattering results in a decreased sensing range, in addition to 
the appearance of artifacts and false positives [64], [69]-[70].  
Various recent studies have investigated the effect of weather 
on different wavelengths of LiDAR, particularly of rain and 
fog. The effect on both wavelengths is similar, as at the same 
optical power there is a small difference (<10%) between the 
two [71]-[72].  
Overall, it can be said that 1550 nm is a superior 
wavelength to 905 nm due to an increased allowed optical 
power, resulting in a higher range and slightly diminished 
impact of adverse weather. However, in power critical and 
cost critical applications, such as automotive, it can be said 
that 905 nm wavelength is suitable until the cost of 1550 nm 
LiDAR is reduced and the battery technology in autonomous 
vehicles increases further so the power required is not as 
impactful.  
B. Scanning LiDAR 
In Fig. 3, we have divided LiDAR technologies into two 
big categories that are able to generate a 3D pointcloud of the 
vehicle surroundings, namely ‘scanning’ and ‘non scanning’. 
In this subsection we will focus on scanning LiDARs, 
entailing some techniques to rotate the laser beams and 
therefore covering the sensor FoV (optical techniques will be 
thoroughly covered in sections IV-V), in the following 
subsection we will focus on non scanning LiDAR.   
Mechanical Rotation 
LiDARs with 360o HFoV seen in automotive, like 
Velodyne HDL-64E, generally work by revolving the optical 
components (lasers and detectors) around the vertical axis. To 
cover the VFoV multiple emitters/detectors are piled and 
aligned with rotation axis (increasing the size of the device), 
Fig. 5. The obvious advantage of these devices is that a single 
sensor is able to cover front, back and side views around the 
ego-vehicle [73]. However, 360o LiDAR usually has a large 
sensor unit that needs to be mounted on the vehicle roof, 
resulting in it being an extremely unaesthetic and impractical 
solution for production vehicles.  
 
Fig. 5, (a) Mechanical Rotating LiDAR, modified from [74]; (b) 360o rotating 
LiDAR on a vehicle, red lines represent the vertical channels  
 
Another option for mechanically rotating LiDARs is to have 
rotating mirrors and fixed sources/detectors, and again 
multiple optical components along the vertical axis. In this 
case, HFoV is limited to around 100o [56]. In both cases, the 
density of the pointcloud on the horizontal axis will depend on 
the rate of emissions per optical device and how fast the 
optical column is rotating, and on the vertical axis on how 
many optical devices are there. Rotating mechanisms are 
usually limited in terms of speed and they are power hungry, 
as they need to counteract the inertia of the rotating module 
(e.g. Velodyne HDL-64E weights almost 13 Kg). Overall, this 
type of LiDAR is bulky and heavy, very expensive, and 
reliability is questionable as mechanical parts wear out, and 
even small misalignments can affect optical performance. In 
the automotive environment, these misalignments can be 
easily caused by shocks, jolts and vibrations.   
Other Rotation Mechanisms  
Although mechanical LiDAR has initially dominated the field 
of LiDAR for automotive, its prohibitive cost and its 
bulkiness have promoted the development and testing of novel 
b) a) 
Receivers 
(2 groups of 32) 
Laser emitters  
(4 groups of 16) 
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solutions. One promising alternative to macro-mechanical 
rotation, it is to look into micro-mechanical rotation using 
micro-mirrors integrated on silicon chips, in other words 
leveraging the mature micro-electro mechanical system 
(MEMS) technology (used in consumer electronics, e.g. inkjet 
printers, as well as aerospace and robotics).  In this case, the 
size of miniaturized suspended mirrors on silicon chips is of 
few mm squared; therefore they offer the possibility to 
overcome the bulkiness of macro-mechanical rotating LiDAR. 
Furthermore, MEMS processing is offered by mainstream 
Silicon foundries, therefore large-scale and low-cost solutions 
are achievable.  
These micro-mirrors used to steer the LiDAR EM beam can 
usually change their inclination along 2 different rotation axes 
and therefore can scan the HFoV and VFoV [75]-[78]. In this 
case, a 360o HFoV is not achievable, but devices with 
performance that are compatible with the automotive 
environment are on the market (e.g. InnovizOne, 115ox25o 
HFoV x VFoV [79]). Moreover, by using multiple channels 
and fusing their data allows the creation of pointclouds with 
enhanced densities with respect to macro-mechanical LiDARs 
[80]-[81]. The MEMS mirrors require to be specifically 
designed for automotive LiDAR applications, for example, 
there is a trade-off between device miniaturization and 
maximum detection range (the mirror needs to be big enough 
to collect sufficient light reflected by the target) [82]. More 
information of different ways of implementing a laser scanner 
using MEMS mirrors is given in [83] and is outside the aim of 
this paper.  
There are some MEMS LiDAR companies currently working 
with automotive OEMs, such as Innoviz and Innoluce [79], 
[84], as this technology offers compact and low weight 
devices, low cost for high volume of manufacturing, 
compatibility with microelectronics processes and low power 
consumption; all of these factors are a remarkable advantage 
with respect to LiDARs based on macro-mechanical scanning. 
C. Non scanning LiDAR 
 
 
Fig. 6, Schematic representation of the ToF principle applied with the detector 
array in a Flash LiDAR. 
 
 The most common technology for non scanning LiDAR in 
automotive is Flash LiDAR; flash sensors do not have any 
rotating components and therefore promise to be more robust 
and less prone to mechanical wear out. This technology has 
evolved in the last few years, and there are some solutions for 
short medium range almost ready for commercialization. 
Unlike scanning LiDARs, FLASH LiDAR generates an 
electromagnetic pulse (usually in the near infrared, NIR) that 
floods completely the sensor field of view and detection range 
[73]. Each object in the covered detection volume will reflect 
the emitted beam, and the LiDAR unit will detect reflected 
light on an array of pixels, designed to detect light in the 
wavelength range of the emitted pulse [85]. Usually in Flash 
LiDAR the beam is diffused, to make sure that the detection 
volume is covered almost uniformly by the emitted EM beam.  
Due to the spatial position of the different objects in the 
detection volume, the reflected light will travel back to the 
pixel array with slightly different ToF. As a consequence, the 
LiDAR can measure the distance of each object by measuring 
the received signal ToF for each pixel, as schematically 
shown in Fig 6. As a result, the outputs of these sensors 
include distance, location on the pixel array, and reflected 
intensity of the detected objects. Differing from scanning-
mechanic 3D LiDARs, it captures the information into an 
image. Therefore, the lack of moving parts, fast frame rates 
and the packed data in a single image lead to efficient and 
reliable data [86]. However, the detectors are way more 
complex and expensive (standard CMOS detectors used for 
visible light cannot be used for NIR) with respect to detectors 
used in scanning LiDARs. Furthermore, they are limited to 
short/middle range due to concerns around maximum power 
emitted, hacking and saturation risk, wavelength and eye-
safety. In addition, flash LiDAR performance depends on the 
reflectivity of objects.  
IV. ALL OPTICAL LIDAR 
While microelectronics is facing its ultimate limits [87], 
Silicon Photonics (SiPho) is emerging as an enabling 
technology in several fields, from telecommunications to 
interconnects, from biomedicine to sensing [88]-[90]. Silicon 
Photonics is based on a combination of photon manipulation 
and miniaturized optical components integrated onto silicon 
chips (Silicon on Insulator, SOI, chips), to guide and direct the 
EM radiation with low loss and high performance. SiPho 
started as a platform for telecommunications, but rapidly 
evolved to offer signal filtering, routing, modulation (at 50 
GHz and beyond), and photo detection (using silicon defects 
or silicon germanium [67]-[68]). All of the most advanced 
silicon foundries in the world have currently some SiPho 
offerings. Foundry compatibility is one of the SiPho greatest 
advantages, as it enables low cost and high-volume production 
of sensors with extremely small footprints, as required by the 
automotive industry [91]-[94].  
A. Optical Phased Array based LiDAR 
The idea of steering EM beams and controlling their direction 
using phase delay and interference between several 
transmitting antennas was firstly used for RADIO waves [95]. 
Even though LiDAR wavelengths are different with respect to 
RADIO waves, the working principle is exactly the same, and 
optical phased arrays (OPA) have been recently proposed as a 
promising solid state technology to achieve fully integrated 
and cheap LiDAR sensors on SiPho chips [96]-[99]. The 
concept of integrated OPA for NIR light was well known 
before, as it was presented, based on AlGaAs waveguides, in 
the early 90s [100]; however, it is now gaining more 
momentum, driven by the automotive market. The AlGaAs 
OPA was a first attempt to achieve limited beam rotations (of 
the order of few mrad, ±7.2 mrad, at λ=850-900nm), but due 
to the materials/components used it was still too big to be 
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integrated in a cost-effective way on chip (the emitting 
antennas had a footprint of the order of more than 10 mm2). 
The key challenges to achieve a competitive SiPho OPA 
LiDAR are: achieving an efficient beam steering into two 
dimensions, to collect a dense 3D pointcloud; achieving 
enough output power to reach medium to long range; power 
consumption; laser integration and integration with driving 
electronics (par. V.C-V.D); thermal stability (par. V.E); real-
time processing of the data. We will discuss in detail some of 
these aspects in the remaining parts of this section. 
 
Fig. 7, Schematic representations of: the transmitting components and the 
emitted beam angles ϕ and θ in a 1D-OPA (a) and 2D-OPA (b) based 
LiDAR; the emitted waves with no phase delay between the emitting 
elements (c), and with phase delay (d), causing a rotation of the emitted 
wavefront along ϕ. 
B. OPA-LiDAR components 
As schematically illustrated in Fig. 7a-b, an integrated 
silicon photonics OPA-LiDAR consists of several parts: the 
light source; a device (usually an MMI or a star coupler [99], 
[101]-[102]) used to split the beam into the several emitting 
elements; phase shifters (thermal or electro-optical), to 
introduce different phase delays to the signals in the antennas, 
and therefore to achieve the steering of the emitted beam into 
a specific direction (Fig. 7c-d); the antennas themselves, 
usually in the form of gratings or edge or end-fire couplers 
[103]-[104]. In terms of antennas, we will focus only on the 
former type (based on grating couplers, GCs), as edge emitter 
have been demonstrated only for 1D steering, whereas in 
automotive 2D steering is needed to achieve a suitable 3D 
pointcloud. In OPA-LiDAR, 2D steering can be implemented 
in two ways: (i) a 1D array of GCs, where steering in the 
longitudinal direction, θ, is achieved via tuning the laser 
wavelength, and in the lateral direction, ϕ, by the phase delay, 
φ, between the light injected in each GC (Fig.7a); (ii) via 2D 
matrixes of GCs, and in this case the phase delay between the 
elements in the matrix creates the steering in the two 
directions (Fig.7b). The backreflected signal will need to be 
received via a photodetector, and then post-processed to 
extract the relevant information (ToF, intensity, etc.), but 
these steps are outside the aim of this paper. All of the above 
mentioned components have a key role in the final 
performance of the SiPho LiDAR; hereafter we will focus on 
the emitting elements as a combination of the phase shifters 
with the antennas based on gratings. In terms of SiPho LiDAR 
components, there are two main technological choices, using 
Si as light conducting material or SiN (as shown also in Table 
II), some advantages and disadvantages of these two options 
are described in par. V.A. 
Phase Shifters 
On Silicon Photonics chips, phase shift has been mainly 
implemented using two different methods of varying the 
refractive index of the silicon waveguide (and therefore the 
speed of the light propagating through the waveguide): 
• thermo-optic (TO) effect: the refractive index of materials 
depends on the temperature; for Silicon, it has been 
measured that the variation of the refractive index, nSi, is 
dnSi/dT = 1.87*10-4 K-1, for wavelengths around 1500 nm 
and temperature nearby T= 295K [105]. Silicon 
waveguides can be made hotter by using the descending 
heat of a metal layer deposited on the top of the upper 
cladding (Fig. 8a); the metal layer will warm up from the 
Joule effect when a voltage is applied to it. As a 
consequence, the nSi will change, introducing a phase 
delay with respect to a waveguide of the same length not 
heated up. Commonly used SiPho thermo-optic phase 
shifters have power consumptions on the order of 15 
mW/π. TO phase shifters implemented with metal heater 
have the advantage of introducing almost no loss to the 
signal, but usually operates at a lower speed [106]-[107].   
• electro-optic (EO) effect: in this case the change in nSi is 
achieved by charge-injection, due to the creation (and 
actuation) of a p-i-n structure along the transverse section 
of a rib waveguide (p and n dopants are added to each of 
the lateral sides of the waveguide, Fig. 8b). Similar to TO 
effect, the variation of refractive index will introduce a 
delay with respect to the not doped/actuated waveguide. In 
this case, high-speed beam steering can be achieved (with 
a nanosecond switching speed), but the dopants increase 
the waveguide loss and the design is more complicated. 
Some of the proposed injection-based phase shifters 
require 10 mA/π, but generally they have lower power 
consumption with respect to TO. EO p-i-n phase shifters 
offer higher speed operation with respect to TO ones, but 
they have variable insertion loss [107]-[109]. 
 
 
Fig. 8, Schematic representation (not at scale) of the structure cross-section of 
(a) a TO phase shifter with Silicon strip waveguide, SiO2 lower and upper 
cladding, and heater metal layer (Aluminum or other metals compatible with 
CMOS thin layer deposition); (b) EO phase shifter with Silicon rib waveguide 
and doped (p and n) waveguide sides, SiO2 lower cladding; upper cladding 
not represented. In both of the structures the metal layer or doped sides need 
to be actuated. 
 
Optical Phased Array parameters 
The OPA is an array of antennas or emitting components (to 
the aim of this paper GCs, Fig.7a-b) that are designed to 
enhance the NIR light emission and beam steering. There are 
several design parameters that can be used to optimize GC 
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interference in order to enhance the OPA performance in 
terms of maximum steering (along two axes), beam 
directionality, suppression of side lobes and reduction of 
crosstalk, emitted power. In Table II, we have summarized 
some of these design parameters along with beam key 
performance indicators (KPIs), as discussed below, for 26 
SiPho OPAs proposed in the last 11 years [98]-[99], [101], 
[104], [110]-[131]. It is worth noting that also the design of 
the phase delay will contribute to the OPA final performance. 
• Array size: this value is given as ‘antenna elements on 
the longitudinal axis (M) x elements on the lateral axis (N)’, 
(leftmost column, Table II). MxN represents the total number 
of GCs in the OPA, and therefore how many signals are 
combined to steer the emitted beam in the far field. If one of 
the two numbers in this column is ‘1’ (e.g. 1x16) the array is a 
1D array, and GC signals are combined to steer the beam 
usually along the lateral direction, ϕ; otherwise, 
 the array is a 2D array. In the Table II, the last row has only 
one value in this box, this OPA is a 2D array of elements with 
non uniform distribution, and 2D steering can be achieved 
[131]. 
• Element spacing, d (µm): this value represents the 
distance of GCs in the array. Combined with the array size 
above gives an approximation of the total antenna footprint. 
• Wavelength, λ0, and wavelength range Δλ (nm): λ0 
expresses the central wavelength the GC has been designed 
for. Some 1D arrays are designed to steer the emitted beam 
along the second direction (usually the longitudinal direction, 
θ) by varying the injected wavelength in the antennas, 
typically in a range nearby the central wavelength (Δλ). 
• Lateral steering range, ϕmax (o): it represents the lateral 
FoV. It can be calculated using Eq. 5, where φ is the uniform 
phase difference between the signals emitted by the GCs 
[110]. !"#φmax = !!!2!" (5) 
 As known in radio waves OPA theory, to avoid the 
presence of the so-called ‘grating side lobes’ (lateral, 
unwanted lobes) in the emitted beam, d should be smaller than 
λ0/2 [132]. These small spacing increases the design 
complexity, as cross talk between the GCs needs to be 
minimized. In equally spaced GCs with the same phase delay 
introduced in all the elements (e.g. φ=0o for all the GCs), the 
angular position of these undesired grating side lobes limits 
the maximum achievable steering range (see also following 
point). 
• Lateral beam width, ΔψFWHM (o): it represents the width 
of the beam in the later direction. The smaller this indicator, 
the more directive is the generated beam [110], [132].  ∆φ!"#$ = 0.886!!!"#$%& (6) 
The beam width depends on the aperture size of the OPA 
(N.d), the larger the aperture size the narrower is the beam. 
However, increasing the aperture size while maintaining the 
same number of antenna elements results in augmented 
element spacing and reduction of the lateral FoV, therefore 
there is a design trade-off to optimize these values [120]. 
Conversely, the closer the waveguides (i.e. smaller d) the 
higher their crosstalk will be; augmented crosstalk can 
increase the power losses, and decrease the power efficiency. 
Having a highly directional beam improves the lateral 
resolution of the sensor, particularly in the medium-long 
range. In fact, an angular resolution around 0.1° is required for 
distinguishing any potential hazards (and vulnerable road 
users, such as pedestrians) even at a distance of 200 m. A 0.1° 
beam divergence at wavelength 1550 nm corresponds to an 
aperture size of 1.13 mm. One approach to keep the beam 
width narrow and the OPA design compact is the use of arrays 
with non-uniform GC distribution [131]; the non-uniform 
distribution of the elements enables a wide steering range and 
suppression of the ‘grating side lobes’ (see point above) [133].  
Two designs are worth mentioning in terms of excellent 
achieved lateral beam width: 0.02° beam width has been 
achived in 2016 using SiN waveguides [101], and in 2018 
Chung et al. have proposed a similar design in silicon 
waveguides achieving a beam width of 0.03° [126]. 
• Longitudinal steering range, θmax (o): the longitudinal 
FoV can be controlled in 2 ways: the first one is to have 
multiple GCs in the longitudinal direction, Fig. 7b (in this 
case Eq. 5 can be used substituting ϕ with θ, and d will be the 
GC distance along the longitudinal axis), [116]; the second 
one is controlled by tuning the wavelength injected into the 
antennas (represented in Fig. 7a) [104]. In this case, the 
emission angle can be calculated based on Eq. 7, where Λ is 
the grating period, neff is the effective index of the waveguide 
at λ0, nclad is the refractive index of the cladding material, 
surrounding the Silicon waveguide core, (e.g. nclad is nSiO2 in 
Fig.8a). It worth noting that neff is a function of temperature 
and wavelength [107]. !"#$!"# = Λ!!"" − !!Λ!!"#$ (7) 
With an average wavelength steering of about 0.15o/nm 
(Table II), and a typical VFoV for automotive LiDAR of ~20o 
-25o, a Δλ of 100nm to 200nm is needed, establishing a 
stringent requirement on the LASER source.  
• Longitudinal beam width, ΔθFWHM (o): similar to the 
lateral beam width, it represents how wide the beam is in the 
longitudinal direction. If the rotation along this direction is 
caused by the combination of multiple elements along the 
longitudinal axis, the beam width can be calculated by 
suitably modifying Eq. 6; otherwise, it will depend on the 
grating structure, its length, and selected wavelength. 
• Power Consumption: this value quantifies power 
consumption per antenna in mW per 휋-shift. Even though the 
reviewed structures are different and some of them have 
limited performance, this value gives an indication of the 
potential to use these structures, in automotive LiDAR in an 
energy efficient way. Most of the proposed OPAs have power 
consumption of around 10 mW/π, but there are some more 
power hungry structures with about an order of magnitude 
higher consumption [99], [112]-[113], [115], [121], [129]. 
• Achievable range (not in Table II): this important LiDAR 
KPI is not always discussed into published works, but 200 m 
range is reported in [104], and 150 m in [134].  
• Other design parameters (not in Table II). In the above 
points, we have mentioned several times the OPA aperture 
size, (N.d), and the element spacing, d, as key deign 
parameters.  Moreover, the maximum achievable OPA gain is 
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DESIGN PARAMETERS AND KEY PERFORMANCE INDICATORS (PAR. IV.B) OF PUBLISHED SIPHO PHASED ARRAY. 
Design Parameters Key Performance Indicators  
Array size 
(MxN) d (µm) λ0, Δλ  (nm) ϕmax (°) ΔϕFWHM (°) θmax (°) ΔθFWHM (°) 
Power 
(mW/π) Year Ref., notes 
1X16 2 1550 1500-1600 2.3 2.7 14 (0.14
o/nm) 2.5 8 2009 [110] First Si photonics OPA 
1X12 Non-uni. 1550 31.9 1.7 - - 12 2011 [111] 
1X16 5 1550 23 1.27 - - 97 2011 [112] 
1X16 3.5 1555, 1525-1625 20 0.6 14 (0.14
o/nm) 1.6 215 2011 [113] 
1X16 2 - 1500-1600 50 3.5-4 15 (0.15
o/nm) 3.5-4 - 2011 [114] 
1X8 5.5 1594 12 1.8 - - 97 2012 [115] First on chip laser 
1X8 5.5 1539 16 0.16 (0.14o/nm) - 40 2013 [98] 
8X8 9 1550 9.9 1.1 - - 8.5 2013 [116] 2D array 
8X8 9 1550 12 1.6 - - 8.5 2014 [117] 
1X16 4 1550, 1480-1580 20 1.2 15 (0.15
o/nm) 0.5 20 2014 [118] 
1X16 2 1550 51 3.3 - - 13 2014 [119] 
2X2 4 1550 30 - - - - 2015 [120] 
1X32 4 1580, 1555-1605 23 1 
3.6 
(0.07o/nm) 0.6 160 2015 [121] 
4X4 18 1550 4.93 2 - - - 2015 [122] 
8X8 33 1550 1.6 0.45 - - 14.2 2015 [123] 
4X4 50 1550 1.8 0.5 - - - 2015 [124] First charge injection 
1X50 2 1550, 1454-1641 46 0.85 36 (0.19
o/nm) 0.18 13 2016 [125] 
1X128 Non-uni. 1300, 1260-1360 80 
0.14± 
0.02 17 (0.17
o/nm) 0.142± 0.005 80 2016 [99] 
1X1024 4 1550 - 0.02 - - - 2016 [101] SiN waveguide 
1X1024 2 1550 45 0.03 - - 54 2018 [126] 
1X512 1.3 - Δ=45 70 0.15 14 (0.3
o/nm) 0.15 2.6 2018 [127] 
1X512 1.65 1550, 1450-1640 56 0.04 15 - <1 2019 
[104]	lowest power 
consumption 
1X24 1.3 1550, 1540-1560 > 40 - 3.3 (0.165
o/nm) - - 2019 [128] SiN waveguide 
1X4 3 905 17.6 4.3 - - 88 2019 [129] SiN waveguide 
1X16 0.8 1550 64 6.7 - - - 2019 [130] 
128 Non-uni. 1550 16 0.8 16 0.8 10.6 2019 [131] 2D non-uni. 
proportional to 2Nd/λ0, therefore decreasing element spacing 
will affect also the maximum emitted power and, as a 
consequence, the achievable range. 
V. DISCUSSION AND PERSPECTIVE  
In the last ten years, the research in the field of OPA-LiDAR 
has been gaining more and more interest, and some of the 
reviewed works have been the starting point for the creation 
of new startups (e.g. [58], [135]-[136]). However, there are 
several design tradeoffs and challenges in designing SiPho 
OPAs, (e.g. the achievement of compact structures, with 
packed and highly efficient elements vs. sensor resolution and 
range), and some novel solutions have to be explored to 
ensure this technology can meet and exceed the automotive 
requirements. Here, we will cover some of the current design 
challenges and opportunities. 
A. Silicon versus Silicon Nitride  
Integrated optical waveguides in the near infrared range can 
be fabricated using silicon or silicon nitride (SiN) cores, and 
both of these materials are compatible with foundry processes. 
Both technologies have been used to demonstrate OPA 
LiDARs with competitive performance (e.g. [101], [128]-
[129]). SiN offers the possibility to be transparent over a 
wider range of wavelengths, including shorter wavelengths 
and 905 nm. As a consequence, 905 nm know-how and off the 
shelf components can be used in combination with SiN 
waveguides to build solid state LiDARs. Moreover, SiN 
waveguides can stand higher optical power with respect to Si 
ones. In fact, typical foundry compatible Si waveguides (220 
nm thick) work linearly with powers of the order of few 
hundreds mW; above this range nonlinear effects start to arise. 
However, Silicon based waveguides allow for smaller 
footprints, in terms of waveguide dimensions and bending 
radii. Si waveguides can have smaller bending radii (as small 
as 5 µm radii) without increasing notably the propagation 
losses; on the contrary, SiN waveguides need to have bends 
with radii in excess of 20 µm. Finally, phase-shift can be 
implemented in Si using EO and TO effects, whereas in SiN 
the TO efficiency has about one order of magnitude lower 
power efficiency than in Si [137]-[138]. Recent works have 
also proposed highly customizable photonics processes, where 
Si and SiN elements can be combined to achieve optimized 
beam steering [139]. 
B. Grating coupler design 
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In par. IV.B, we have discussed in details OPA 
performance and mentioned that it depends also on the 
selected GC design. GCs are widely used SiPho components, 
and in OPAs they are used as the elements that emit the NIR 
light outside the waveguide to create the directional LiDAR 
beam [137]-[138], [140]. Several different designs have been 
proposed to achieve this radiation with low losses; ideally, 
after the phase shifters, all the light propagating into the 
waveguides should be emitted. As represented in Fig. 9, the 
two most common waveguide based GC designs are the side 
modulated gratings (basically the waveguide width switches 
between two values with a defined duty cycle and period), and 
the shallow or deep etched grating (in this case the foundry Si 
etches are used to have the waveguide height switching 
between two values with a defined duty cycle and period), 
[99]. Another promising approach is to use shorter GCs with 
strong perturbations (e.g. fully etched gratings), leading to 
compact structures, as demonstrated in [116]. However, many 
different designs have been proposed to implement gratings 
on SOI chips, for example by modulating the refractive index 
of the cladding, or by using sub-wavelengths gratings (SWG) 
or multi-box SWG to engineer the effective index of SiPho 
waveguides and sensors [89]-[90], [141]. SWG-based sensors 
offer enhanced performance with respect to similar sensors 
based on regular waveguides; this enhancement is due to NIR 
light propagation in SWG waveguides with low loss but 
increased evanescent field. By tuning SWG parameters 
(period, duty cycle, materials, structures) and grating 
parameters, it can be possible to engineer optimized GCs for 
LiDAR applications. Conversely, grating structures have great 
variability in fabrication and this variability can affect their 
performance; furthermore, depending on the specific design 
they might be not compatible with CMOS processes due to 
very small features required. Fabrication variability represents 
a remarkable issue that needs to be addressed by SiPho 
technology if automotive reliability and robustness standards 




Fig. 9, (a) SEM picture (top view) of a side modulated grating waveguide on 
SOI chip; (b) layout of an etched grating waveguide on SOI chip, where the 
red lines represent a partial etch (70 nm deep) of the Si layer, 220 nm thick. 
The two black lines delimit the waveguide.  
Two main challenges related to GC design still need to be 
properly addressed to improve current light steering on chip:  
1. making longer antennas with uniform and unidirectional 
emission. Longer GCs are desired, as increased GC length 
means decreased longitudinal beam width (ΔθFWHM), and 
therefore enhanced beam directionality [142]. However, 
uniform perturbation strength and long GC structures 
present a decaying emission along the grating length [140]. 
One well-known solution to counteract the decaying 
emission is to tailor the grating perturbation strength in the 
propagation direction using apodized gratings. An enhanced 
and uniform grating emission is ideal to maximize GC 
effective aperture size that is critical for both OPA gain and 
beam width (par. IV.B). The beam uniformity depends also 
on GC field emitted towards the chip substrate and then 
reflected back upwards. Specific designs to mitigate these 
reflections have been proposed, e.g. GC based on multiple 
emitting layers, or with buried reflectors [140], [143].    
2. reducing the grating side lobes to increase the lateral FoV.  
It is well known from Radio Frequency waves that 
uniformly spaced antenna arrays need to have element 
spacing such as d < λ0/2. If this condition is fulfilled, grating 
side lobes are dramatically reduced, and it is possible to use 
the main lobe to sweep the entire FoV. However, in 
integrated photonic devices, distancing parallel long 
waveguide based devices is needed to avoid unwanted 
coupling between these antenna elements [144]. There are 
several design choices than can help in inhibiting the side 
lobes, and we will mention here the most common ones. 
Non-uniform and/or aperiodic arrays have been recently 
studied specifically for suppression of side lobes. However, 
the spacing of the components was bigger than λ0, therefore 
this approach can suppress side lobes, but increases device 
footprint without increasing the number of emitting 
elements [133]. Conversely, in 2019, subwavelength pitch 
arrays have been demonstrated with more than 40° lateral 
beam steering, no grating side lobes in a FoV of about ± 33° 
[129]. Another proposed way of reducing grating side lobes 
is to optimize the phase delays between the array elements, 
instead of using uniform phase delay [145].  
C. Light source integration 
One important aspect for SiPho LiDAR is the integration of 
the light source on SOI chips. This aspect represents one of 
the biggest challenges for SiPho. Some solutions have been 
proposed, but they are not mature or cost effective; an 
optimized design is still under investigation [146].  
Despite laser integration challenges, during the last decade, 
many works have demonstrated optical beam steering and 
light source integration on chip by using hybrid III/V silicon 
technology [115], [121], by using InP technology  [147], or 
via integration with rare-earth doped glass sources [148]. 
The first demonstration of 1D beam steering with integrated 
laser source was shown in 2012 [115]. In this case, a single 
wavelength laser was combined with eight grating couplers to 
achieve 12° lateral FoV. Building on previous works, in [121], 
Hulme et al. combined a 2D beam steering with two different 
III-V laser designs, the performance of the related OPA are 
reported in Table II. A similar design approach is reported in 
[147], however the Authors selected InP based photonic 
integrated circuits, as tunable lasers are available using this 
platform. Furthermore, InP is a mature photonic technology, 
and offers integrated semiconductor optical amplifiers (SOAs) 
to boost the optical power, and InP phased shifters with up to 
GHz bandwidth. Recently, an electronically steerable silicon 
photonic OPA has been monolithically integrated for the first 
time with a rare-earth-doped laser, pawing the way to meet the 
power budget requirements for OPA-LiDAR [148].  
Three main laser parameters are crucially important to the 
a) b) 
2µm 2µm 
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aim of OPA-LiDAR performance: tunability, spectral 
linewidth and emitted power. Tunability is particularly 
important for 1D CG arrays, as in this design, the steering 
along θ is achieved by tuning the laser wavelength (Table II, 
Fig.7a). Therefore, the smallest change in emitted wavelength 
that can be transformed into a change of emitted θ, the better 
will be the LiDAR resolution against the longitudinal 
emission. Similarly, the spectral linewidth represents the laser 
spectral density width, and it is key for the resolution along 
the two direction of emission, along with the spatial beam 
widths defined in par. IV.B. Finally, emitted laser power, 
combined with a low loss photonic circuit, is fundamental for 
maximizing the LiDAR maximum range.  
Some recent works have been focusing on heterogeneously 
integrated tunable laser sources for many applications, 
including integrated LiDAR [149]-[151]. The tuning of the 
emitted wavelength can be achieved by using microring 
resonators in a Vernier configuration, as shown in [149]-
[150]. In [149], the authors demonstrated a laser tuning range 
of 46 nm (1527 nm-1573 nm), achieved by thermally tuning 
the Vernier rings, with up to 1.6 mW output lasing power. The 
proposed solution has a laser linewidth of 340 kHz, moreover, 
the laser output can be further stabilised to make it 
particularly suitable for OPA-LiDAR. Besides, Tran et al. 
demonstrated a heterogeneously integrated laser combining 
the Vernier resonators with a Mach-Zender Interferometer. 
The proposed laser achieved enhanced performance with 
55 nm tuning range and a narrower linewidth (50-85 KHz), 
with a maximum output power of 8.5 mW [150].    
D. Integration with driving electronics 
Another key challenge for SiPho is the integration of the 
photonic circuitry with the driving electronics, either through 
heterogeneous or monolithic integration. This aspect is pivotal 
for OPA-LiDAR as well, as electric signals will be used to 
drive it and will be needed as sensor output; for this reason, in 
the last few years, several works have been focusing on 
combining on a single chip all the LiDAR electronics and 
photonics components [126], [131], [139], [152]. Monolithic 
integration is one of the techniques that can combine 
electronics and photonics [126], however CMOS design rules 
limits the photonics circuit design and ultimately the OPA 
performance. Chung et al. proposed a scalable architecture for 
SiPho optical beam steering monolithically integrated on the 
same wafer (without modifying the SOI platform) with a 
180 nm CMOS electronic driving circuit [126]. In [131] a 
very compact design of the integrated OPA and beam steering 
photonics circuit (2.08 mm2) and its driving electronics 
(1.7 mm2) is presented; they are fabricated respectively via a 
SOI process and a 65-nm CMOS process. Heterogeneous 
integration allows for the independent optimization and 
tailoring of the CMOS and the photonic processes, enabling 
more flexibility in the design. A promising solution to achieve 
seamless heterogeneous integration is to use 3-D integration 
platforms, to optimize the two processes separately, and then 
combine them, e.g. using oxide bonding [139], [152].  
E. OPA and thermal management  
In par IV.B we have discussed how silicon thermo-optic 
effect can be leveraged to achieve TO phase shifter. However, 
this effect can affect the performance of the optical devices, 
particularly in phase-sensitive application such as OPA 
LiDARs and their beam steering. Even small variations in the 
chip temperature can modify the phase delay between the 
signals in the emitting elements, and therefore degrade OPA 
performance. This aspect has been reported in [126], 
describing that temperature variation can disturb steering 
accuracy, grating side lobe suppression and beam width. 
 Temperature variations on SiPho chips can be caused by 
poor heat dissipation, overheating of some components, or by 
temperature gradients due to packed on-chip components. For 
these reasons, thermal management solutions, compatible with 
SiPho and CMOS processing, are crucial for the achievement 
of OPA-LiDAR. Two approaches have been recently 
proposed and evaluated specifically to improve thermal 
management on SiPho chips with phase-sensitive components 
[153]: the first solution is based on using deep trenches 
(etching down all the buried oxide layer and partially the 
silicon substrate) to separate different thermal regions in the 
photonic integrated chip; the second solution uses heat shunts 
to transport heat far from delicate photonic components. We 
expect that, thermal management strategies will be a crucial 
element for achieving stable and robust OPA-LiDARs.  
F. OPA comparison with other LiDAR technologies 
In this paper, we have reviewed some of the proposed and 
emerging technologies available for automotive LiDAR; in 
Table III, we compare them with OPA-based LIDAR. This 
comparison is based on a similar qualitative evaluation 
presented in [57] combined with our experience with 
automotive LiDARs. Most of the drawbacks of other 
technologies that have been previously discussed are 
highlighted in the table, such as: rotating LiDARs have 
currently the best performance in terms of Rmax and FoV, 
however they are bulky, expensive, and they easily wear out, 
therefore their robustness and lifespan are unsatisfactory; 
MEMS-LiDARs offer decreased Rmax and FoV with respect to 
rotating solutions, however they are compact and promise 
increased robustness and lower cost for large scale 
production; Flash-LiDARs have the advantage of not having 
rotating mechanisms, but they are dramatically limited in 
range and FoV, and complex on the detection side. It is worth 
noting that despite technology readiness for OPA-LiDAR is 
the lowest, as most of the components need further 
optimization for the specific application, its potential is very 
high. In fact, OPA-based LiDAR components are 
miniaturized, inherently immune to EM interference, and 
compatible with foundry processing. On this note, Rahim et 
al. have recently reviewed SiPho platforms (focusing on 
European platforms), discussing several aspects including 
their technology readiness levels (TRLs) and applications 
these foundries can support [147]. Several of the discussed 
platforms offer processes that can support integrated OPA-
LiDAR fabrication and have TRL of 5 and above (TRL5 
means that the fabrication process flow has been “successfully 
developed in an environment with manufacturing-grade tools 
or wafer-level prototyping tools” [154]). Amongst them, it is 
worth noting LIGENTEC [155], an open-access foundry, 
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particularly focused on high-power LiDAR as one of their 
main applications, and based on nitride-core technology. In 
[154], LIGENTEC is recognised as able to achieve TRL 8-9.  
OPA-based LiDAR can offer in the near future the solution 
to most of the drawbacks of current LiDAR devices used in 
automotive, and discussed in par. II.F and section III. 
TABLE III 
PERFORMANCE COMPARISON OF LIDAR TECHNOLOGIES, MODIFIED FROM 
[57]; ‘++’ VERY GOOD, ‘+’ GOOD, ‘0’NEUTRAL, ‘-’ UNSATISFACTORY.  
 Rotating MEMS OPA 3D Flash 
Rmax ++ + + - 
FoV ++ + 0 0 
Signal-to-Noise Ratio + + ++ 0 
Module Size - + ++ + 
Robustness - + ++ ++ 
Unit Price: 2019 - 0 0 0 
Target Price: 2030 0 + + + 
Product Lifetime - + + + 
Technology Readiness + 0 - 0 
VI. CONCLUSION 
We have discussed the fundamental role of LiDAR as an 
enabler for safe and robust automated vehicles, and as a strong 
candidate to complement the other sensor technologies. 
Affirmation of LiDAR is hindered by its bulkiness and 
expensiveness, but novel solutions, such as optical phased 
array LiDAR can overcome these issues. We reviewed and 
discussed OPA-based LiDAR advantages and disadvantages, 
looking into possible evolutions of this promising technology.  
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