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A functional model, eigenvalues, and finite singular critical
points for indefinite Sturm-Liouville operators.
I. M. Karabash
Abstract
Eigenvalues in the essential spectrum of a weighted Sturm-Liouville operator are studied
under the assumption that the weight function has one turning point. An abstract approach to
the problem is given via a functional model for indefinite Sturm-Liouville operators. Algebraic
multiplicities of eigenvalues are obtained. Also, operators with finite singular critical points are
considered.
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1 Introduction
Let J be a signature operator in a complex Hilbert space H (i.e., J = J∗ = J−1). Then J = P+−P−
and H = H+ ⊕H−, where P± are the orthogonal projections onto H± := ker(J ∓ I).
Recall that a closed symmetric operator S (in a Hilbert space H) is said to be simple if there is
no nontrivial reducing subspace in which S is self-adjoint.
This paper is concerned mainly with J-self-adjoint operators T such that Tmin := T ∩ T ∗ is a
simple densely defined symmetric operator in H with the deficiency indices n+(Tmin) = n−(Tmin) = 2.
This class includes weighted Sturm-Liouville operators
A =
1
r
(
− d
dx
p
d
dx
+ q
)
, r,
1
p
, q ∈ L1loc(a, b), −∞ ≤ a < 0 < b ≤ +∞, (1.1)
xr(x) > 0 a.e. on R, p > 0 a.e. on R, q is real-valued, (1.2)
equipped with separated self-adjoint boundary conditions at a and b. This statement is a consequence
of the fact that the weight function r has one turning point (i.e., the point where r changes sign), see
e.g. [46] and Section 2.3. (1.2) fixes the turning point of r at 0, and therefore A is J-self-adjoint in
the weighted space L2 ((a, b), |r(x)|dx) with the operator J defined by (Jf)(x) := (sgn x)f(x). Note
that the case of one turning point of r is principal for applications in kinetic theory (see [6, 5, 32]
and a short review in [40, Section 1]).
1
2The eigenvalue problem for a regular indefinite Sturm-Liouville operator was studied in a number
of papers starting from Hilbert [33] (see e.g. [60, 5, 4, 2, 16, 24, 66] and references therein). Till 2005,
the spectral properties of singular differential operators with an indefinite weight were studied mainly
under the assumption of quasi J-nonnegativity, for A this means that σ(JA) ∩ (−∞, 0) is finite, for
the definition and basic results see [16, 24]. In last decades, big attention have been attracted by the
problem of similarity of A to a self-adjoint operator and the close problem of regularity of critical
points (see a short review in [44]).
In this paper, the problem under consideration is a detailed description of the spectrum σ(T ) of
the operator T , of the set of eigenvalues (the point spectrum) σp(T ), and of algebraic and geometric
multiplicities of eigenvalues. In Section 2.2, after some analysis of the more general case n+(Tmin) =
n−(Tmin) <∞, we assume the above conditions on Tmin and construct a functional model of T based
on that of symmetric operators [22, 29, 57]. It occurs that, for the operator A, the main objects of
this model are the spectral measures dΣ+ and dΣ− of the classical Titchmarsh-Weyl m-coefficients
associated with A on (a, 0) and (0, b) (see Section 2.3 for details). In the abstract case, dΣ± are the
spectral measures of two abstract Weyl functionsM± (see [21, 22] for basic facts) naturally associated
with T and the signature operator J .
In Section 3, the model is used to find all eigenvalues of T and their algebraic multiplicities in
terms of M± and dΣ± (all geometric multiplicities are equal 1, the latter is obvious for the operator
A). In turn, we obtain a description of the discrete and essential spectra and of the exceptional case
when the resolvent set ρ(T ) is empty. For the operator A, these abstract results on the spectra of
T reduce the eigenvalue problem to the problem of description of M± and dΣ± (or some of their
properties) in terms of coefficients p, q, r. The latter problem is difficult, but, fortunately, for some
classes of coefficients is important for mathematical physics and is studied enough to get results on
spectral properties of A (see Sections 3.3 and 4).
Non-emptiness of ρ(A) is nontrivial and essential for the spectral analysis of A (see [4, 61] and
[42, Problem 3.3]). In Section 3.3, the author generalizes slightly non-emptiness results noticed in
[39, 46, 42].
A part of this paper was obtained in the author’s candidate thesis [38], announced in the short
communication [39], and used essentially in [46, 42]. Some of these applications, as well as connections
with [44, 16, 47] and with the similarity problem, are discussed in Section 4.
Section 5 provides an alternative approach to the examples of J-self-adjoint Sturm-Liouville
operators with the singular critical point 0 given in [42, Sections 5 and 6] and [44, Section 5]. A class
of operators with the singular critical point 0 is constructed. Relationships of the paper [16] with
the example of [42, Sections 6.1] and with Theorem 3.1 are discussed in Section 6.
The main advance of the method of the present paper is that it provides description of real eigen-
values and their algebraic multiplicities. The answer is especially nontrivial and has a rich structure
in the case of embedded eigenvalues. The interest to the latter problem is partially motivated by the
theory of kinetic equations of the Fokker-Plank (Kolmogorov) type (see references in Section 4.2).
Also we drop completely the conditions of quasi-J-positivity and definitizability.
The method of the paper is essentially based on the abstract approach to the theory of extensions
of symmetric operators via boundary triplets, e.g. [49, 21, 20]. Some results on eigenvalues of non-
self-adjoint extensions of symmetric operators were obtained in [21, 22, 18, 19] with the use of this
abstract approach. Relationships of these results with the results of the present paper are indicated
in Remarks 2.5 and 3.4. There is a kindred approach to eigenvalue problem through characteristic
functions, we refer the reader to the references in [23]. The characteristic function for the operator
3A was calculated in [46, Proposition 3.9], but the analysis of [46] shows that it is difficult to apply
this method to eigenvalue problem for the operator A. Connections with definitizability and local
definitizability of A and T (see e.g. [54, 35] for basic facts and definitions) are given in Remarks 3.9
and 3.12.
Notation. LetH andH be Hilbert spaces with the scalar products (·, ·)H and (·, ·)H, respectively.
The domain, kernel, and range of a (linear) operator S inH is denoted by dom(S), ker(S), and ran(S),
respectively. If D is a subset of H , then SD is the image of D, SD := {Sh : h ∈ D}, and D is the
closure of D.
The discrete spectrum σdisc(S) of S is the set of isolated eigenvalues of finite algebraic multiplicity.
The essential spectrum is defined by σess(S) := σ(S)\σdisc(S). The continuous spectrum is understood
in the sense
σc(S) := {λ ∈ C \ σp(S) : ran(S − λ) 6= ran(S − λ) = H };
RS(λ) := (S − λI)−1, λ ∈ ρ(S), is the resolvent of S. Recall that an eigenvalue λ of S is called
semi-simple if ker(S − λ)2 = ker(S − λ), and simple if it is semi-simple and dim ker(S − λ) = 1. By
Sλ(S) we denote the root subspace (the algebraic eigensubspace) of S corresponding to the point λ.
That is, Sλ(S) is the closed linear hull of the subspaces ker(S − λ)k, k ∈ N.
If S is a symmetric operator, n±(S) denote the deficiency indices of S (see the Appendix).
The topological support supp dΣ of a Borel measure dΣ on R is the smallest closed set S such
that dΣ(R \ S) = 0; dΣ({λ}) denotes the measure of point λ (i.e., dΣ({λ}) := Σ(λ+ 0)−Σ(λ− 0))
if the measure dΣ is determined by a function of bounded variation Σ. We denote the indicator
function of a set S by χS(·). We write f ∈ L1loc(a, b) (f ∈ ACloc(a, b)) if the function f is Lebesgue
integrable (absolutely continuous) on every closed bounded interval [a′, b′] ⊂ (a, b).
2 The functional model for indefinite Sturm-Liouville oper-
ators with one turning point
2.1 Preliminaries; the functional model of a symmetric operator
Recall a functional model of symmetric operator following [22, Section 5.2], [57, Section 7] (a close
version of a functional model can be found in [29]). In this paper, we need only the case of deficiency
indices (1, 1).
Let Σ(t) be a nondecreasing scalar function satisfying the conditions∫
R
1
1 + t2
dΣ(t) <∞,
∫
R
dΣ(t) =∞ ,
Σ(t) =
1
2
(Σ(t− 0) + Σ(t + 0)), Σ(0) = 0. (2.1)
The operator of multiplication QΣ : f(t) → tf(t) is self-adjoint in L2(R, dΣ(t)). It is assumed that
QΣ is defined on its natural domain
dom(QΣ) = {f ∈ L2(R, dΣ(t)) :
∫
R
|tf(t)|2dΣ(t) <∞}.
4Consider the following restriction of QΣ:
TΣ = QΣ ↾ dom(TΣ), dom(TΣ) = {f ∈ dom(QΣ) :
∫
R
f(t)dΣ(t) = 0}.
Then TΣ is a simple densely defined symmetric operator in L
2(R, dΣ(t)) with deficiency indices (1,1).
The adjoint operator T ∗Σ has the form
dom(T ∗Σ) = {f = fQ + c
t
t2 + 1
: fQ ∈ dom(QΣ), c ∈ C},
T ∗Σf = tfQ − c
1
t2 + 1
, (2.2)
where the constant c is uniquely determined by the inclusion f − ct(t2 + 1)−1 ∈ dom(QΣ) due to the
second condition in (2.1).
Let C be a fixed real number. Define linear mappings ΓΣ0 , Γ
Σ,C
1 from dom(T
∗
Σ) onto C by
ΓΣ0 f = c, Γ
Σ,C
1 f = cC +
∫
R
fQ(t)dΣ(t), (2.3)
where f = fQ + c
t
t2 + 1
∈ dom(T ∗Σ), fQ ∈ dom(QΣ), c ∈ C.
Then {C,ΓΣ0 ,ΓΣ,C1 } is a boundary triplet for T ∗Σ (see [22, Proposition 5.2 (3)], basic facts on boundary
triplets and abstract Weyl functions are given in the Appendix). The function
MΣ,C(λ) := C +
∫
R
(
1
t− λ −
t
1 + t2
)
dΣ(t), λ ∈ C \ supp dΣ, (2.4)
is the corresponding Weyl function of TΣ.
Another way to describe the operator T ∗Σ is the following (see [22]). Note that the domain
dom (T ∗Σ) consists of the functions f ∈ L2(R, dΣ(t)) such that for some constant c ∈ C the function
f˜(t) := tf(t) − c belongs to L2(R, dΣ(t)). It follows from (2.1) that the constant c is uniquely
determined and coincides with the constant c introduced in (2.2). Therefore,
c = ΓΣ0 f and T
∗
Σf = f˜ . (2.5)
2.2 The functional model for J-self-adjoint extensions of symmetric op-
erators
Let J be a signature operator in a Hilbert space H , i.e., J = J∗ = J−1. Then J = P+ − P− and
H = H+ ⊕H−, where P± are the orthogonal projections onto H± := ker(J ∓ I).
Let T be a J-self-adjoint operator in H , i.e., the operator B = JT is self-adjoint. The domains
of T and B coincide, we denote them by
D := dom(T ) (= dom(B)).
Put
Tmin := T ∩ T ∗, Dmin := dom(Tmin).
5By the definition, the operator Tmin is a symmetric operator and so is
Bmin := B ↾ Dmin = JTmin. (2.6)
Let Σ+ and Σ− be nondecreasing scalar functions satisfying (2.1). Let C+ and C− be real
constants. Consider the operator Â = Â {Σ+, C+,Σ−, C−} in L2(R, dΣ+)⊕ L2(R, dΣ−) defined by
Â {Σ+, C+,Σ−, C−} = T ∗Σ+ ⊕ T ∗Σ− ↾ dom(Â), (2.7)
dom(Â) = { f = f+ + f− : f± ∈ dom(T ∗Σ±),
Γ
Σ+
0 f+ = Γ
Σ−
0 f−, Γ
Σ+,C+
1 f+ = Γ
Σ−,C−
1 f− },
where T ∗Σ± are the operators defined in Subsection 2.1.
One of main results of this paper is the following theorem.
Theorem 2.1. Let J be a signature operator in a separable Hilbert space H and let T be a J-self-
adjoint operator such that Tmin := T ∩ T ∗ is a simple densely defined symmetric operator in H with
deficiency indices (2,2). Then there exist nondecreasing scalar functions Σ+, Σ− satisfying (2.1) and
real constants C+, C− such that T is unitarily equivalent to the operator Â {Σ+, C+,Σ−, C−}.
First, we prove several propositions that describe the structure of T as an extension of the
symmetric operator Tmin, and then prove Theorem 2.1 at the end of this subsection.
Proposition 2.2. Let T be a J-self-adjoint operator. Let the operators T±min be defined by
T±min := T ↾ D±min, D±min = dom(T±min) := Dmin ∩H±. (2.8)
Then:
(i) T±min is a symmetric operator in the Hilbert space H± and
Tmin = T
+
min ⊕ T−min, Bmin = B+min ⊕ B−min, where B±min := ±T±min. (2.9)
(ii) If any of the following two conditions
(a) ρ(T ) 6= ∅ ,
(b) n+(Tmin) = n−(Tmin),
is satisfied, then n+(T
+
min) = n−(T
+
min) and n+(T
−
min) = n−(T
−
min).
In particular, (a) implies (b).
Proof. (i) Since B = B∗ and D = dom(T ) = dom(B), we have T ∗ = BJ and Dmin = {f ∈ D∩ JD :
JBf = BJf}. So if f ∈ Dmin and g = Jf , then g ∈ D ∩ JD and
JBg = JBJf = JJBf = Bf = BJg.
This implies JDmin ⊂ Dmin (and in turn JDmin = Dmin since J is a unitary operator). Hence,
for f ∈ Dmin we have P+f + P−f ∈ Dmin and P+f − P−f ∈ Dmin. So P±f ∈ Dmin and Dmin ⊂
(Dmin ∩H+)⊕ (Dmin ∩H−). The inverse inclusion is obvious, and we see that
Dmin = (Dmin ∩H+)⊕ (Dmin ∩H−).
6Now note that Tmin(Dmin ∩ H±) ⊂ H± . Indeed, let f± ∈ Dmin ∩ H±. Since Jf± = ±f± and
Tf± = T
∗f±, we see that
JBf± = BJf± = ±Bf±. (2.10)
Note that g ∈ H± is equivalent to Jg = ±g. So (2.10) implies Bf± ∈ H±, and therefore the vector
Tminf± = Tf± = JBf± belongs to H±.
The first part of (2.9) is proved. Since Tmin is a symmetric operator in H , the operators T
±
min are
symmetric too. Finally, the second part of (2.9) follows from (2.6) and (2.10).
(ii) Since B = B∗, it easy to see that
n+(B
+
min) + n+(B
−
min) = n+(Bmin) = n−(Bmin) = n−(B
+
min) + n−(B
−
min) =: m. (2.11)
The equalities n±(T
+
min) = n±(B
+
min) and n±(T
−
min) = n∓(B
−
min) imply
n±(Tmin) = n±(T
+
min) + n±(T
−
min) = n±(B
+
min) + n∓(B
−
min). (2.12)
It follows from (2.11) and (2.12) that n+(Tmin) > m yields n−(Tmin) < m. In this case, C− ⊂ σp(T )
and H 6= (T − λI) dom(T ) for λ ∈ C+. Hence, ρ(T ) = ∅. The case n+(Tmin) < m, n−(Tmin) > m is
similar. Thus, if ρ(T ) 6= ∅ or n+(Tmin) = n−(Tmin), then
n+(B
+
min) + n−(B
−
min) = n−(B
+
min) + n+(B
−
min) = m.
Using (2.11), we get n+(B
±
min) = n−(B
±
min) and, therefore, n+(T
±
min) = n−(T
±
min).
Assume now that the operator Tmin is densely defined in H . Put, for convenience’ sake,
T±max = (T
±
min)
∗, B±max = (B
±
min)
∗.
Clearly,
T±max = ±B±max and dom(T±max) = dom(B±max) =: D±max. (2.13)
Proposition 2.3. Let T be a J-self-adjoint operator. Assume that Tmin is densely defined in H and
n+(T
+
min) = n−(T
+
min) =: N
+ <∞, n+(T−min) = n−(T−min) =: N− <∞.
Then:
(i) n+(T
+
min) = n−(T
+
min) = n+(T
−
min) = n−(T
−
min), that is, N
+ = N− =: N ;
(ii) the mappings P± := P± ↾ D/Dmin are well-defined and are linear isomorphisms from the quotient
space D/Dmin onto the quotient space D±max/D±min.
Proof. Note that
Dmax := D+max ⊕D−max (2.14)
is a domain of both the operators Tmax := T
∗
min and Bmax := B
∗
min. Since
D = dom(B) ⊂ dom(Bmax) and P±Dmin = D±min,
we see that P± : D/Dmin → D±max/D±min are well-defined linear mappings.
7Let us show that
the mappings P± are injective. (2.15)
Indeed, if kerP+ 6= {0}, then there exists h ∈ D such that h 6∈ Dmin and P+h ∈ D+min. Recall that
D+min ⊂ D, so P−h = h− P+h ∈ D ∩H− = D−min. By the first equality in (2.9), Dmin = D+min ⊕ D−min
and this implies that h = P+h+ P−h belongs to Dmin, a contradiction.
Since 2N± = dim(D±max/D±min), it follows from (2.15) that
2N+ ≥ m, 2N− ≥ m, where m := dim(D/Dmin) (2.16)
(this definition of m coincides this that of (2.11)). Indeed, B is a self-adjoint extension of Bmin,
therefore,
dim (D/Dmin) = n+(B+min) + n+(B−min) = n−(B+min) + n−(B−min).
We see that m = N+ +N−. From this and (2.16), we get N+ = N− = m/2. Thus, statement (i)
holds true. Besides, taking (2.15) and N± < ∞ into account, one obtains that P± are surjective.
This complete the proof of (ii).
Recall that existence of a boundary triplet for S∗, where S is a symmetric operator in a separable
Hilbert space H , is equivalent to n+(S) = n−(S) (see [49, 21]).
Theorem 2.4 (cf. Theorem 6.4 of [20]). Let T be a J-self-adjoint operator. Assume that Tmin is
densely defined in H and n+(Tmin) = n−(Tmin) =: m <∞. Then:
(i) m is an even number and
n+(T
+
min) = n−(T
+
min) = n+(T
−
min) = n−(T
−
min) = m/2.
(ii) Let {Cm/2,Γ+0 ,Γ+1 } be a boundary triple for T+max. Then there exist a boundary triple
{Cm/2,Γ−0 ,Γ−1 } for T−max such that
D = {h ∈ Dmax : Γ+0 P+h = Γ−0 P−h, Γ+1 P+h = Γ−1 P−h} (2.17)
(note that P±h ∈ D±max due to (2.14)).
Theorem 2.4 shows that the operator T admits the representation
T = T+max ⊕ T−max ↾ D, and its domain D has the representation (2.17). (2.18)
Proof. (i) follows from Proposition 2.3 (i).
(ii) Let {Cm/2,Γ+0 ,Γ+1 } be a boundary triple for the operator T+max (actually, statement (i) implies
that such a boundary triple exists, for the case when the space H is separable see e.g. [49]). It
follows from Definition A.1, that Γ+0 D+min = Γ+1 D+min = {0}. So one can consider the mappings
Γ+ : h+ → {Γ+0 h+,Γ+1 h+} as a linear isomorphism from D+max/D+min onto Cm/2 ⊕ Cm/2. Introducing
the mappings
Γ−j := Γ
+
j P+P
−1
− , j = 0, 1, (2.19)
one can get from Proposition 2.3 (ii) the fact that Γ− : h− → {Γ−0 h−,Γ−1 h−} is a linear isomorphism
from D−max/D−min onto Cm/2 ⊕ Cm/2. Putting Γ−0 h− = Γ−1 h− = 0 for all h− ∈ D−min, we get natural
linear extensions of Γ−0 , Γ
−
1 , and Γ
− on D−max.
8Let h ∈ Dmax/Dmin and h± = P˜±h, where P˜± are mappings fromDmax/Dmin to D±max/D±min induced
by P±. By Proposition 2.3 (ii), h ∈ D/Dmin if and only if h+ = P+P−1− h−. From this and (2.19), one
can obtain easily that
D = {h = h+ + h− : h± ∈ D±max, Γ+j h+ = Γ−j h−, j = 0, 1 }. (2.20)
Let us show that {Cm/2,Γ−0 ,Γ−1 } is a boundary triple for T−max. The property (ii) of Definition A.1
follows from the same property for the boundary triple {Cm/2,Γ+0 ,Γ+1 } and from Proposition 2.3 (ii).
Now we have to prove property (i) of Definition A.1. Since B = B∗, for all f, g ∈ D = dom(B)
we have
0 = (Bf, g)H − (f, Bg)H =
( Bmax(P+f + P−f) , P+g + P−g )H − ( P+f + P−f , Bmax(P+g + P−g) )H =(
B+maxP+f, P+g
)
H+
(
B−maxP−f, P−g
)
H−
(
P+f, B
+
maxP+g
)
H−
(
P−f, B
−
maxP−g
)
H (2.21)
Since P±f, P±g ∈ D±max and {Cm/2,Γ+0 ,Γ+1 } is a boundary triple for T+max = B+max, Definition A.1
yields(
B+maxP+f, P+g
)
H
− (P+f, B+maxP+g)H =
= (Γ+1 P+f,Γ
+
0 g)Cm/2 − (Γ+0 P+f,Γ+1 P+g)Cm/2. (2.22)
From (2.20) and f, g ∈ D, we get
(Γ+1 P+f,Γ
+
0 P+g)Cm/2 − (Γ+0 P+f,Γ+1 P+g)Cm/2 =
= (Γ−1 P−f,Γ
−
0 P−g)Cm/2 − (Γ−0 P−f,Γ−1 P−g)Cm/2. (2.23)
It follows from (2.21), (2.22), and (2.23) that
0 = (Γ−1 P−f,Γ
−
0 P−g)Cm/2 − (Γ−0 P−f,Γ−1 P−g)Cm/2+
+
(
B−maxP−f, P−g
)
H
− (P−f, B−maxP−g)H .
or, equivalently,(
T−maxP−f, P−g
)
H
− (P−f, T−maxP−g)H =
= (Γ−1 P−f,Γ
−
0 P−g)Cm/2 − (Γ−0 P−f,Γ−1 P−g)Cm/2 (2.24)
for all f, g ∈ D. It follows easily from Proposition 2.3 (ii) that the mapping P− : D → D−max is
surjective. Therefore (2.24) implies that property (ii) of Definition A.1 is fulfilled for {Cm/2,Γ−0 ,Γ−1 }
and so this triple is a boundary triple for T−max. Finally, note that (2.20) coincides with (2.17).
Proof of Theorem 2.1. By Theorem 2.4 (i), n±(T
±
min) = 1 and there exist boundary triplets Π
± =
{C,Γ±0 ,Γ±1 } for T±max such that (2.17) holds. Let M± be the Weyl functions of T±min corresponding
to the boundary triplets Π±. Since T±min are densely defined operators, M± have the form (2.4) with
certain constants C± ∈ R± and positive measures dΣ±(t) satisfying (2.1). This fact follows from
Corollary 2 in [21, Section 1.2] as well as from the remark after [22, Theorem 1.1] and [22, Remark
5.1] (note that, in the case of deficiency indices (1,1), condition (3) of Corollary 2 in [21, Section
91.2] is equivalent to the second condition in (2.1)). By Corollary 1 in [21, Section 1.2] (see also [21,
Corollary 7.1]), the simplicity of both the operators T±min and T̂Σ± implies that
U±T
±
minU
−1
± = TΣ±, (2.25)
where TΣ± are the operators defined in Subsection 2.1, and U± are certain unitary operators from
H± onto L
2(R, dΣ±(t)). Moreover, the unitary operators U± can be chosen such that
Γ±0 = Γ
Σ±
0 U±, Γ
±
1 = Γ
Σ±,C±
1 U±. (2.26)
The last statement follows from the description of all possible boundary triples in terms of chosen
one (see e.g. [49] and [22, Proposition 1.7]). Indeed, since the deficiency indices of T±min are (1,1), [22,
formulae (1.12) and (1.13)] imply that Γ±0 = e
iα± Γ
Σ±
0 U± and Γ
±
1 = e
iα± Γ
Σ±,C±
1 U± with α ∈ [0, 2π).
Now changing U± to e
iα± U± we save (2.25) and get (2.26).
Formulae (2.18) and (2.17) complete the proof.
Remark 2.5. (1) Self-adjoint couplings of symmetric operators were studied in [20, 26] (see also
references therein). Theorem 2.4 (ii) can be considered as a modification of [20, Theorem 6.4] for
J-self-adjoint operators.
(2) Note that in Proposition 2.2 we do not assume that the domain Dmin of Tmin is dense in
H . However, for convenience’ sake, the operator Tmin is assumed to be densely defined in the other
statements of this subsection. The assumption dom(Tmin) = H can be removed from Proposition 2.3
and Theorem 2.4 with the use of the linear relation notion in the way similar to [20, Section 6].
(3) Theorems 2.4 (ii) and 2.1 show that the operator T admits an infinite family of functional
models, which corresponds to the infinite family of boundary triples. All the functional models can
be derived from a chosen one due to [22, Proposition 1.7].
2.3 The Sturm-Liouville case
Consider the differential expressions
l[y] =
1
|r| (−(py
′)′ + qy) and a[y] =
1
r
(−(py′)′ + qy) , (2.27)
assuming that 1/p, q, r ∈ L1loc(a, b) are real-valued coefficients, that 1p(x) > 0 and xr(x) > 0 for almost
all x ∈ (a, b), and that −∞ ≤ a < 0 < b ≤ +∞. So the weight function r has the only turning point
at 0 and the differential expressions a and l are regular at all points of the interval (a, b) (but may
be singular at the endpoints a and b). The differential expressions are understood in the sense of
M.G. Krein’s quasi-derivatives (see e.g. [16]).
If the endpoint a (the endpoint b) is regular or is in the limit circle case for l[·], we equip the
expressions l[·] and a[·] with a separated self-adjoint boundary condition (see e.g. [65] or [54]) at a
(resp., b), and get in this way the self-adjoint operator L and the J-self-adjoint operator A in the
Hilbert space L2(R, |r(x)|dx). Indeed, A = JL with J defined by
(Jf)(x) = (sgn x)f(x), (2.28)
Obviously, J∗ = J−1 = J in L2 ( (a, b), |r(x)|dx). So J is a signature operator and A is a J-self-adjoint
operator.
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In the case when l[·] is in the limit point case at a and/or b, we do not need boundary conditions
at a and/or b.
It is not difficult to see that the operator Amin := A ∩ A∗ is a closed densely defined symmetric
operator with the deficiency indices (2,2) and that Amin admits an orthogonal decomposition Amin =
A+min⊕A−min, where A+min (A−min) is a part of Amin in L2((0, b), |r(x)|dx) (resp., L2((a, 0), |r(x)|dx)), see
e.g. [46, Section 2.1], and (2.31) below for a particular case (note that Amin is not a minimal operator
associated with a[·] in the usual sense). The operators A±min are simple. This fact considered known
by specialists, it was proved in [30], formally, under some additional conditions on the coefficients.
A modification of the same proof is briefly indicated in Remark 2.7 below. So Amin is a simple
symmetric operator.
Applying Theorem 2.1, one obtains a functional model for A. However, we will show that a model
for A can be obtained directly from the classical spectral theory of Sturm-Liouville operators and
that Σ± are spectral measures associated with Titchmarsh-Weyl m-coefficients of A.
To avoid superfluous notation and consideration of several different cases, we argue for the case
when
(a, b) = R, p ≡ 1, r(x) ≡ sgn x, (2.29)
and the differential expression l[·] is limit-point at +∞ and −∞. (2.30)
That is we assume that the operator
L = − d
2
dx2
+ q(x)
(
A = (sgn x)
(
− d
2
dx2
+ q(x)
) )
is defined on the maximal domain and is self-adjoint (resp., J-self-adjoint). Under these assumptions,
dom(L) = dom(A) = {y ∈ L2(R) : y, y′ ∈ ACloc(R), y′′ + qy ∈ L2(R)}.
The operator Amin = A ∩ A∗ has the form
Amin = A ↾ dom(Amin),
dom(Amin) = {y ∈ dom(A) : y(0) = y′(0) = 0}. (2.31)
By A±min we define the restrictions of Amin on dom(Amin) ∩ L2(R±).
Let us define the Titchmarsh-Weyl m-coefficients MN+(λ) andMN−(λ) for the Neumann problem
associated with the differential expression a[·] on R+ and R−, respectively. Facts mentioned below
can be found, e.g., in [56, 63], where they are given for spectral problems on R+, but the modification
for R− is straightforward. Let s(x, λ), c(x, λ) be the solutions of the equation
−y′′(x) + q(x)y(x) = λy(x)
subject to boundary conditions
s(0, λ) =
d
dx
c(0, λ) = 0,
d
dx
s(0, λ) = c(0, λ) = 1.
Then MN±(λ) are well-defined by the inclusions
ψ±(·, λ) = −s(·,±λ) +MN±(λ) c(·,±λ) ∈ L2(R±), (2.32)
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for all λ ∈ C \ R.
The functions MN±(λ) are (R)-functions (belong to the class (R)) ; i.e., MN±(λ) are holomorphic
in C \ R, MN±(λ) = MN±(λ) and Imλ ImMN±(λ) ≥ 0, λ ∈ C \ R (see e.g. [37]).
Moreover, MN±(λ) admit the following representation
MN±(λ) =
∫
R
dΣN±(t)
t− λ , (2.33)
where ΣN± are nondecreasing scalar function such that conditions (2.1) are fulfilled and∫
R
(1 + |t|)−1dΣN±(t) <∞;
the functions MN±(λ) have the asymptotic formula
MN±(λ) = ± i√±λ +O
(
1
λ
)
, (λ→∞, 0 < δ < arg λ < π − δ) . (2.34)
Here and below
√
z is the branch of the multifunction on the complex plane C with the cut along
R+, singled out by the condition
√−1 = i. We assume that √λ ≥ 0 for λ ∈ [0,+∞).
Let A±0 be the self-adjoint operators associated with the Neumann problem y
′(±0) = 0 for the
differential expression a[·] on R±. The measures dΣN±(t) are called the spectral measures of the
operators A±0 since
QΣN± = F±A±0 F−1±
where QΣN± are the operators of multiplication by t in the space L
2(R, dΣN±(t)) and F± are the
(generalized) Fourier transformations defined by
(F±f)(t) := l.i.m.
x1→±∞
±
∫ x1
0
f(x)c(x,±t)dx. (2.35)
Here l.i.m. denotes the strong limit in L2(R, dΣN±). Recall that F± are unitary operators from
L2(R±) onto L
2(R, dΣN±).
Note that supp dΣN± = σ(QΣN±) = σ(A
±
0 ), that (2.33) gives a holomorphic continuation of
MN±(λ) to C \ supp dΣN±, and that, in this domain, MN±(λ) = MΣN±,CN±(λ), where
CN± :=
∫
R
t
1 + t2
dΣN± (2.36)
and MΣN±,CN±(λ) are defined by (2.4).
Theorem 2.6. Assume that conditions (2.29) and (2.30) are fulfilled and the J-self-adjoint operator
A = (sgn x)(−d2/dx2 + q(x)) is defined as above. Then A is unitarily equivalent to the operator
Â = Â{ΣN+, CN+,ΣN−, CN−}. More precisely,
(F+ ⊕ F−)A(F−1+ ⊕ F−1− ) = Â . (2.37)
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Proof. The proof is based on two following representations of the resolvent RA±
0
(see [56, 64]):
(RA±
0
(λ)f±)(x) = ∓ψ±(x, λ)
∫ ±x
0
c(s,±λ)f(s)ds∓ c(x,±λ)
∫ ±∞
±x
ψ±(s, λ)f(s)ds, (2.38)
(RA±
0
(λ)f±)(x) =
∫
R
c(x,±t) (F±f±)(t) dΣ±(t)
t− λ , x ∈ R±. (2.39)
It is not difficult to see (e.g. [46, Section 2.1]) that
dom(A) :=
{
y ∈ dom ((A+min)∗)⊕ ((A−min)∗) : y(+0) = y(−0), y′(+0) = y′(−0)} . (2.40)
Put Â±min := F±A±minF−1± and recall that Â±0 := F±A±0 F−1± is the operator of multiplication by t
in the space L2(R, dΣN±(t)), i.e., Â
±
0 = QΣN± .
Let functions f ∈ L2(R) and f± ∈ L2(R±) be such that f = f++ f−. Denote g±(t) := (F±f±)(t).
From (2.39) we get
(RA±
0
(λ)f±)(±0) =
∫
R
g±(t)dΣN±(t)
t− λ . (2.41)
Since R bA±
0
(λ)g±(t) = g±(t)(t− λ)−1, we see that
y±(0) =
∫
R
(F±y±)(t)dΣN±(t) for all y± ∈ dom(A±0 ), (2.42)
and Â±min = QΣ± ↾dom(Â
±
min) ,
dom(Â±min) = {ŷ± ∈ dom(QΣN±) :
∫
R
ŷ±(t)dΣN±(t) = 0}.
That is, Â±min = TΣN± .
It follows from (2.38) that
(
RA±
0
(λ)f±
)
(±0) = ± ∫ ±∞
0
ψ±(x, λ)f±(x)dx for λ /∈ R. From this
and (2.41), we get
(F±ψ±(·, λ)) (t) = 1
t− λ ∈ L
2(R, dΣN±) . (2.43)
Let y±(x) ∈ dom((A±min)∗). Then, by the von Neumann formula,
y±(t) = y0±(t) + c1ψ±(t, i) + c2ψ±(t,−i) , (2.44)
where y0±(t) ∈ dom(A±min) and c1, c2 ∈ C are certain constants. Therefore (2.32) yields
y±(0) = c1MN±(i) + c2MN±(−i) = c1
∫
R
1
t− i dΣN±(t) + c2
∫
R
1
t + i
dΣN±(t).
This, (2.43), and (2.42) implies that (2.42) holds for all y±(x) ∈ dom((A±min)∗). Taking (2.36) and
(2.3) into account, we get
y±(0) =
∫
R
(F±y±)(t) dΣ±(t) = ΓΣN±,CN±1 F±y± . (2.45)
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Further, by (2.44), y′±(0) = −c1− c2. On the other hand, it follows from Â±min = TΣN± and (2.3) that
Γ
ΣN±
0 Fy0± = 0 and ΓΣN±0 (t− λ)−1 = 1. Hence,
Γ
ΣN±
0 Fy± = c1ΓΣN±0
1
t− i + c2Γ
ΣN±
0
1
t+ i
= c1 + c2 = −y′±(0). (2.46)
Combining (2.40), (2.45), and (2.46), we get (2.37).
Remark 2.7. Since the operators TΣN± are simple (see [57, Proposition 7.9]), in passing it is proved
that so are the operators A±min and Amin. This proof of simplicity works in general case of Sturm-
Liouville operator with one turning point described in the beginning of this section. Formally, it
removes extra smoothness assumptions on the coefficient p imposed in [30]. But actually it is just
another version of the proof of [30, Theorem 3] since the essence of both the proofs is based on Kreins
criterion for simplicity [53, Section 1.3].
3 Point and essential spectra of the model operator Â and
of indefinite Sturm-Liouville operators
3.1 Point spectrum of the model operator
The main result of this section and of the paper is a description of the point spectrum and algebraic
multiplicities of eigenvalues of Â{Σ+, C+,Σ−, C−}.
First, to classify eigenvalues of the operator T ∗Σ defined in Subsection 2.1, we introduce the
following mutually disjoint sets:
A0(Σ) =
{
λ ∈ σc(QΣ) :
∫
R
|t− λ|−2dΣ(t) =∞
}
, (3.1)
Ar(Σ) =
{
λ 6∈ σp(QΣ) :
∫
R
|t− λ|−2dΣ(t) <∞
}
,
Ap(Σ) = σp(QΣ).
Observe that C = A0(Σ) ∪ Ar(Σ) ∪ Ap(Σ) and
A0(Σ) = {λ ∈ C : ker(T ∗Σ − λI) = {0} } ,
Ar(Σ) =
{
λ ∈ C : ker(T ∗Σ − λI) = {c(t− λ)−1, c ∈ C}
}
, (3.2)
Ap(Σ) =
{
λ ∈ C : ker(T ∗Σ − λI) = {cχ{λ}(t), c ∈ C}
}
. (3.3)
In this section we denote for brevity Γ±0 := Γ
Σ±
0 , Γ
±
1 := Γ
Σ±,C±
1 , where Γ
Σ±
0 , Γ
Σ±,C±
1 are linear
mappings from dom(T ∗Σ±) to C defined by (2.3).
In this paper, for fixed λ ∈ R, the notation χR\{λ}(t)
(t−λ)j
means the function that is equal to 0
at t = λ and 1
(t−λ)j
for t 6= λ. If λ 6∈ R, then χR\{λ}(t)
(t−λ)j
means just 1
(t−λ)j
. In what follows the
functions
χR\{λ}(t)
(t−λ)j
and jump discontinuities of Σ play an essential role. Note that the set of jump
discontinuities of Σ coincides with Ap(Σ) = σp(QΣ). If λ ∈ R\Ap(Σ), then χR\{λ}(t)(t−λ)j and 1(t−λ)j belong
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to the same class of L2(R, dΣ) and any of these two notations can be used. We also use notation
dΣ({λ}) := Σ(λ + 0)− Σ(λ− 0).
For the sake of simplicity, we start from the case when∫
R
(1 + |t|)−1dΣ± <∞ and C± =
∫
R
t(1 + t2)−1dΣ±, (3.4)
(which arises, in particular, in Section 2.3) and then consider the general case.
Theorem 3.1. Let Σ± be nondecreasing scalar functions satisfying (2.1) and let C± be real constants.
Assume also that conditions (3.4) are fulfilled. Then the following statements describe the point
spectrum of the operator Â = Â{Σ+, C+,Σ−, C−}.
1) If λ ∈ A0(Σ+) ∪ A0(Σ−), then λ 6∈ σp(Â).
2) If λ ∈ Ap(Σ+) ∩ Ap(Σ−), then
(i) λ is an eigenvalue of Â; the geometric multiplicity of λ equals 1;
(ii) the eigenvalue λ is simple (i.e., the algebraic and geometric multiplicities are equal to 1)
if an only if at least one of the following conditions is not fulfilled:
dΣ−({λ}) = dΣ+({λ}), (3.5)∫
R\{λ}
1
|t− λ|2 dΣ+(t) <∞, (3.6)∫
R\{λ}
1
|t− λ|2 dΣ−(t) <∞; (3.7)
(iii) if conditions (3.5), (3.6) and (3.7) hold true, then the algebraic multiplicity of λ equals
the greatest number k (k ∈ {2, 3, 4, . . .} ∪ {+∞}) such that the conditions∫
R\{λ}
1
|t− λ|2j dΣ−(t) <∞,
∫
R\{λ}
1
|t− λ|2j dΣ+(t) <∞, (3.8)∫
R\{λ}
1
(t− λ)j−1 dΣ−(t) =
∫
R\{λ}
1
(t− λ)j−1 dΣ+(t), (3.9)
are fulfilled for all natural j such that 2 ≤ j ≤ k − 1 (in particular, k = 2 if at least one
of conditions (3.8), (3.9) is not fulfilled for j = 2).
3) Assume that λ ∈ Ar(Σ+) ∩ Ar(Σ−). Then λ ∈ σp(Â) if and only if∫
R
1
t− λdΣ+(t) =
∫
R
1
t− λdΣ−(t) . (3.10)
If (3.10) holds true, then the geometric multiplicity of λ is 1, and the algebraic multiplicity is
the greatest number k (k ∈ {1, 2, 3, . . .} ∪ {+∞}) such that the conditions∫
R
1
|t− λ|2j dΣ−(t) <∞,
∫
R
1
|t− λ|2j dΣ+(t) <∞, (3.11)∫
R
1
(t− λ)j dΣ−(t) =
∫
R
1
(t− λ)j dΣ+(t) (3.12)
are fulfilled for all j ∈ N such that 1 ≤ j ≤ k.
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4. If λ ∈ Ap(Σ+) ∩ Ar(Σ−) or λ ∈ Ap(Σ−) ∩ Ar(Σ+), then λ 6∈ σp(Â).
Proof. A vector y =
(
y−
y+
)
∈ L2(R, dΣ+) ⊕ L2(R, dΣ−) is a solution of the equation Ây = λy if
and only if
y ∈ ker(T ∗Σ+ − λI)⊕ ker(T ∗Σ− − λI) and y ∈ dom(Â).
Recall that h =
(
h−
h+
)
∈ dom(T ∗Σ+)⊕ dom(T ∗Σ−) belongs to dom(Â) if and only if
Γ−0 h− = Γ
+
0 h+ , Γ
−
1 h− = Γ
+
1 h+ . (3.13)
It follows from (2.3) that
Γ±1 h± = C±Γ
±
0 h± +
∫
R
(
h±(t)− tΓ
±
0 h±
t2 + 1
)
dΣ±(t), h± ∈ dom(T ∗Σ±). (3.14)
(3.4) and (2.3) yield h±(t) ∈ L1(R, dΣ±) for arbitrary h±(t) ∈ dom(T ∗Σ±), and using (3.14), we obtain
Γ±1 y± =
∫
R
y±(t)dΣ±(t) . (3.15)
If λ ∈ Ar, then 1t−λ ∈ L2(R, dΣ±) and (2.3) (or even simpler (2.5)) yields that 1t−λ ∈ dom(T ∗Σ±)
and
Γ±0
1
t− λ = 1 . (3.16)
The function χ{λ}(t), λ ∈ R, is a nonzero vector in L2(R, dΣ±) exactly when λ ∈ Ap; in this case,
Γ±0 χ{λ} = 0, Γ
±
1 χ{λ} =
∫
{λ}
dΣ±(t) = dΣ±({λ}) . (3.17)
1) Suppose Ây = λy and consider the case ker(T ∗Σ− − λ) = {0} (the case ker(T ∗Σ+ − λ) = {0}
is analogous). Then y− = 0 and, by (3.13), we get Γ
+
0 y+ = 0, Γ
+
1 y+ = 0. Hence y+ ∈ dom(QΣ+)
(see (2.3)), and QΣ+y+ = λy+. This implies y+(t) = c1χ{λ}(t), c1 ∈ C. On the other hand,
0 = Γ+1 y+(t) =
∫
R
y+(t)dΣ+(t). Thus c1 = 0 and y+ = 0 a.e. with respect to the measure dΣ+.
2) Let λ ∈ Ap(Σ+) ∩ Ap(Σ−). By (3.3), we have
y(t) =
(
c−1 χ{λ}(t)
c+1 χ{λ}(t)
)
, c±1 ∈ C.
Since λ ∈ Ap(Σ±), we see that λ ∈ R and dΣ±({λ}) 6= 0. Taking into account (3.17), we see that
system (3.13) is equivalent to c−1 dΣ−({λ}) = c+1 dΣ+({λ}). Therefore the geometric multiplicity of λ
equals 1 and
ŷ0 =
(
1
dΣ−({λ})
χ{λ}(t)
1
dΣ+({λ})
χ{λ}(t)
)
is one of corresponding eigenvectors of Â. (3.18)
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Let y1 =
(
y−1
y+1
)
and Ây1 − λy1 = y0. By (2.5), we have
(
ty−1 (t)
ty+1 (t)
)
−
(
Γ−0 y
−
1
Γ+0 y
+
1
)
− λ
(
y−1 (t)
y+1 (t)
)
= y0 .
Thus,
(t− λ)y±1 (t) =
1
dΣ±({λ})χ{λ}(t) + Γ
±
0 y
±
1 .
Choosing t = λ, we obtain
Γ±0 y
±
1 = −
1
dΣ±({λ}) 6= 0. (3.19)
Therefore,
y±1 = −
1
dΣ±({λ})
χR\{λ}(t)
t− λ + c
±
2 χ{λ}(t) , (3.20)
where c±2 ∈ C. The conditions y+1 ∈ L2(R, dΣ+) and y−1 ∈ L2(R, dΣ−) are equivalent to (3.6) and
(3.7), respectively.
Assume that (3.6) and (3.7) are fulfilled. By (3.15), we have
Γ±1 y
±
1 = −
1
dΣ±({λ})
∫
R\{λ}
1
t− λ dΣ±(t) + c
±
2 dΣ±({λ}).
The latter and (3.19) implies that ŷ1 ∈ dom(Â) if and only if the conditions (3.5) and
− 1
dΣ−({λ})
∫
R\{λ}
1
t− λ dΣ−(t) + c
−
2 dΣ−({λ}) =
= − 1
dΣ+({λ})
∫
R\{λ}
1
t− λ dΣ+(t) + c
+
2 dΣ+({λ}) (3.21)
are fulfilled. Thus, the quotient space ker(Â − λ)2/ ker(Â − λ) 6= {0} if and only if the conditions
(3.5), (3.6), and (3.7) are satisfied. In this case, generalized eigenvectors of first order y1 have the
form (3.20) with constants c±2 such that (3.21) holds.
Assume that all condition mentioned above are satisfied. Then dim ker(Â− λ)2/ ker(Â− λ) = 1
and one of generalized eigenvectors of first order is given by the constants
c±2 = −α21
∫
R\{λ}
1
t− λ dΣ∓(t),
where α1 :=
1
dΣ−({λ})
= 1
dΣ+({λ})
.
If y2 =
(
y−2
y+2
)
and Ây2 − λy2 = y1, then
(t− λ)y±2 (t) = y±1 (t) + Γ±0 y±2 = −α1
χR\{λ}(t)
t− λ + c
±
2 χ{λ}(t) + Γ
±
0 y
±
2 . (3.22)
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For t = λ we have
Γ±0 y
±
2 = −c±2 . (3.23)
Consequently,
y±2 = −α1
χR\{λ}(t)
(t− λ)2 − c
±
2
χR\{λ}(t)
t− λ + c
±
3 χ{λ}(t), c
±
3 ∈ C. (3.24)
By (3.23), conditions (3.13) for y2 has the form
c−2 = c
+
2 , (3.25)
−α1
∫
R\{λ}
1
(t− λ)2 dΣ−(t)− c
−
2
∫
R\{λ}
1
t− λ dΣ−(t) + c
−
3 α
−1
1 =
= −α1
∫
R\{λ}
1
(t− λ)2 dΣ+(t)− c
+
2
∫
R\{λ}
1
t− λ dΣ+(t) + c
+
3 α
−1
1 .
Thus y2 exists if and only if
χR\{λ}(t)
(t− λ)2 ∈ L
2(R, dΣ±) and (3.25) is fulfilled. This is equivalent (3.8)
and (3.9) for j = 2.
Continuing this line of reasoning, we obtain part 2) of the theorem.
3) The idea of the proof for part 3) is similar to that of part 2), but calculations are simpler.
Let λ ∈ Ar(Σ+) ∩ Ar(Σ+). Then y(t) =
(
c−1
1
t−λ
c+1
1
t−λ
)
. Hence (3.13) has the form
c−1 = c
+
1 , c
−
1
∫
R
1
t− λdΣ−(t) = c
+
1
∫
R
1
t− λdΣ+(t) .
Consequently λ is an eigenvalue of Â if and only if (3.10) holds true; in this case the geometric
multiplicity is 1 and y0 =
(
1
t−λ
1
t−λ
)
is a corresponding eigenvector of Â.
Let Ây1 − λy1 = y0 where y1 =
(
y−1
y+1
)
. Then
(t− λ)y±1 (t) =
1
t− λ + c
±
2 , c
±
2 = Γ
±
0 y
±
1 .
Therefore y±1 =
1
(t−λ)2
+
c±
2
t−λ
. The case y±1 ∈ L2(R, dΣ±) is characterized by (3.11) with j = 2.
Conditions (3.13) become∫
R
(
1
(t− λ)2 +
c−2
t− λ
)
dΣ−(t) =
∫
R
(
1
(t− λ)2 +
c+2
t− λ
)
dΣ+(t),
c−2 = c
+
2 .
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Taking into account (3.10), we see that the generalized eigenvector ŷ1 exists if and only if conditions
(3.11), (3.12) are satisfied for j = 2. Continuing this line of reasoning, we obtain part 3) of the
theorem.
4) Suppose λ ∈ Ap(Σ+) ∩ Ar(Σ−) (the case λ ∈ Ap(Σ−) ∩ Ar(Σ+) is similar). Then ŷ(t) =(
c−1
1
t−λ
c+1 χ{λ}(t)
)
and (3.13) has the form
c−1 = 0, c
−
1
∫
R
1
t− λdΣ−(t) = c
+
1 dΣ+({λ}) .
Thus c−1 = c
+
1 = 0 and λ 6∈ σp(Â).
Now we consider the general case when the functions Σ± satisfy (2.1) and C± are arbitrary real
constants.
Lemma 3.2. Let k ∈ N and let one of the following two assumptions be fulfilled:
(a) λ ∈ C \R or
(b) λ ∈ R, dΣ+({λ}) = dΣ−({λ}), χR\{λ}(t)(t−λ)k ∈ L2(R, dΣ+),
and
χR\{λ}(t)
(t−λ)k
∈ L2(R, dΣ−).
Then
χR\{λ}(t)
(t−λ)k
∈ dom(T ∗Σ+),
χR\{λ}(t)
(t−λ)k
∈ dom(T ∗Σ−), and the following two statements are equivalent:
(i) Γ−1
χR\{λ}(t)
(t−λ)k
= Γ+1
χR\{λ}(t)
(t−λ)k
;
(ii) lim
ε→0
ε∈R
Φ(k−1)(λ+ iε) = 0, where the function Φ is defined by
Φ := MΣ+,C+ −MΣ−,C− and Φ(j) is its j-th derivative (Φ(0) = Φ).
If, additionally, λ 6∈ σess(QΣ+) ∪ σess(QΣ−), then statements (i) and (ii) are equivalent to
(iii) the function Φ is analytic in a certain neighborhood of λ and
Φ(k−1)(λ) = 0. (If MΣ+,C+ −MΣ−,C− is defined in a punctured neighborhood of λ and has a
removable singularity at λ, then we assume that Φ is analytically extended over λ.)
Proof. We assume here and below that j ∈ N.
First note that if λ 6∈ σess(QΣ±), then χR\{λ}(t−λ)j ∈ L2(R, dΣ±) for any j ∈ N, and using the definition
of dom(T ∗Σ±), we see that
χR\{λ}
(t−λ)j
∈ dom(T ∗Σ±) for any j.
Generally, the last statement is not true for λ ∈ σess(QΣ±). But under assumptions of the lemma,
we have ∫
R\{λ}
1
|t− λ|2j dΣ±(t) <∞ (3.26)
for j = k. Taking into account the first assumption in (2.1), we see that (3.26) is valid for all
j ≤ k. The latter implies that χR\{λ}(t)
(t−λ)j
∈ dom(T ∗Σ±) for all j ≤ k. Moreover,
χR\{λ}(t)
(t−λ)j
∈ dom(QΣ±) if
2 ≤ j ≤ k (assuming k ≥ 2). Therefore,
Γ±0
χR\{λ}(t)
(t− λ)j = 0, 2 ≤ j ≤ k .
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The last statement does not hold in the case j = 1. Using (2.5), one has
Γ±0
χR\{λ}(t)
t− λ = 1. (3.27)
Eqs. (2.3) (see also (3.14)) allow us to conclude that
Γ±1
χR\{λ}(t)
t−λ
= C± +
∫
R
(
χR\{λ}(t)
t−λ
− t
t2+1
)
dΣ±(t), (3.28)
Γ±1
χR\{λ}(t)
(t−λ)j
=
∫
R
χR\{λ}(t)
(t−λ)j
dΣ±(t) if 2 ≤ j ≤ k . (3.29)
If λ 6∈ σ(QΣ±) (in particular, if λ 6∈ R), then (2.4) shows that
Γ±1
χR\{λ}(t)
(t− λ)j = Γ
±
1
1
(t− λ)j = (j − 1)! M
(j−1)
Σ±,C±
(λ).
This prove the equivalence of (i), (ii), and (iii) for the case when λ 6∈ σ(QΣ+)∪σ(QΣ−) (this simplest
case explains the crux of the lemma).
Consider the case λ ∈ σ(QΣ+) ∪ σ(QΣ−) and λ 6∈ σess(QΣ+) ∪ σess(QΣ−). The assumptions of the
lemma state that dΣ+({λ}) = dΣ−({λ}). So λ is an isolated eigenvalue of both the operators QΣ+
and QΣ− and is an isolated jump discontinuity of Σ+ and Σ−. This and dΣ+({λ}) = dΣ−({λ}) imply
that Φ has a removable singularity at λ and can be considered as an analytic function in a certain
neighborhood of λ. Moreover,
(k − 1)! Φ(k−1)(λ) = Γ+1
χR\{λ}
(t− λ)k − Γ
−
1
χR\{λ}
(t− λ)k ,
and (i) ⇔ (ii) ⇔ (iii) is shown again.
Now let assumption (b) be satisfied and let λ ∈ σess(QΣ+) ∪ σess(QΣ−). Then the function Φ is
not analytic in λ, but the limit in statement (ii) exists and
(k − 1)! lim
ε→0
ε∈R
Φ(k−1)(λ+ iε) = Γ+1
χR\{λ}(t)
(t− λ)k − Γ
−
1
χR\{λ}(t)
(t− λ)k . (3.30)
Indeed, taking dΣ+({λ}) = dΣ−({λ}) into account, we get Φ(z) = C+ − C− + I∞(z) + Iλ(z), where
I∞(z) :=
∫
R\[λ−δ,λ+δ]
(
1
t−λ
− t
t2+1
)
(dΣ+(t)− dΣ−(t)) ,
Iλ(z) :=
∫
[λ−δ,λ)∪(λ,λ+δ]
(
1
t−λ
− t
t2+1
)
(dΣ+(t)− dΣ−(t)) ,
and δ is any fixed positive number. The function I∞(z) is analytic at λ. Formula (3.26) is valid for j ≤
k and allows us to apply Lebesgue’s dominated convergence theorem to the limit lim
ε→0
ε∈R
I(j−1)λ (λ+ iε).
As a result, we see that (3.28) implies (3.30) for k = 1 and (3.29) implies (3.30) for k ≥ 2.
Theorem 3.3. Let Â = Â{Σ+, C+,Σ−, C−}, where the functions dΣ± satisfy (2.1) and C± are
certain real constants. Then the following statements hold:
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1) If λ ∈ A0(Σ+) ∪ A0(Σ−), then λ 6∈ σp(Â).
2) If λ ∈ Ap(Σ+) ∩ Ap(Σ−), then
(i) λ is an eigenvalue of Â; the geometric multiplicity of λ equals 1;
(ii) the eigenvalue λ is simple if an only if at least one of conditions (3.5), (3.6), (3.7) is not
fulfilled;
(iii) if conditions (3.5), (3.6) and (3.7) hold true, then the algebraic multiplicity of λ equals
the greatest number k (k ∈ {2, 3, 4, . . .} ∪ {+∞}) such that conditions (3.8) and
lim
ε→0
ε∈R
Φ(j−2)(λ+ iε) = 0 (the function Φ is defined in Lemma 3.2), (3.31)
are fulfilled for all j ∈ N such that 2 ≤ j ≤ k − 1 (in particular, k = 2 if at least one of
conditions (3.8), (3.31) is not fulfilled for j = 2).
3) Assume that λ ∈ Ar(Σ+) ∩ Ar(Σ−). Then λ ∈ σp(Â) if and only if
lim
ε→0
ε∈R
Φ(λ + iε) = 0. (3.32)
If (3.32) holds true, then the geometric multiplicity of λ is 1, and the algebraic multiplicity is
the greatest number k (1 ≤ k ≤ ∞) such that the conditions (3.11) and
lim
ε→0
ε∈R
Φ(j−1)(λ+ iε) = 0 (3.33)
are fulfilled for all j ∈ N such that 1 ≤ j ≤ k.
4. If λ ∈ Ap(Σ+) ∩ Ar(Σ−) or λ ∈ Ap(Σ−) ∩ Ar(Σ+), then λ 6∈ σp(Â).
Proof. The proof is similar to that of Theorem 3.1, but some technical complications appear. Namely,
(3.15) is not valid whenever any of conditions in (3.4) is not satisfied.
We have to use (3.14), which is valid in the general case. Note that (3.17) holds true. In the case
λ ∈ Ar(Σ±), (3.16) holds also. When λ ∈ σp(QΣ±), Eq. (3.16) should be changed to (3.27).
The proof of statements 1) and 4) remains the same.
2) Let λ ∈ Ap(Σ+) ∩ Ap(Σ−). As before, we see that λ is an eigenvalue of Â with geometric
multiplicity 1 and one of corresponding eigenvectors has the form (3.18).
Let y1 =
(
y−1
y+1
)
and Ây1 − λy1 = y0. In the same way, we get (3.19), (3.20) as well as the
fact that the conditions y+1 ∈ L2(R, dΣ+) and y−1 ∈ L2(R, dΣ−) are equivalent to (3.6) and (3.7),
respectively. If (3.6) and (3.7) are fulfilled, we obtain
Γ±1 y
±
1 = −
1
dΣ±({λ}) Γ
±
1
χR\{λ}(t)
t− λ + c
±
2 dΣ±({λ}).
The latter and (3.19) implies that y1 ∈ dom(Â) if and only if conditions (3.5) and
− 1
dΣ−({λ})
Γ−1
χR\{λ}(t)
t−λ
+ c−2 dΣ−({λ}) = − 1dΣ+({λ})Γ+1
χR\{λ}(t)
t−λ
+ c+2 dΣ+({λ}) (3.34)
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are fulfilled. Thus, generalized eigenvectors of first order exist if and only if conditions (3.5), (3.6),
and (3.7) are satisfied. In this case, y1 has the form (3.20) with constants c
±
2 such that (3.34) holds.
In particular, the constants
c±2 = −α21Γ∓1
χR\{λ}(t)
t− λ , (3.35)
give a generalized eigenvector (as before, α1 =
1
dΣ−({λ})
= 1
dΣ+({λ})
).
Let y2 =
(
y−2
y+2
)
and Ây2 − λy2 = y1. Then (3.22), (3.23), and (3.24) have to be fulfilled with
c±2 given by (3.35). So y
±
2 belong to L
2(R, dΣ±) if and only if (3.8) is satisfied for j = 2. Conditions
(3.13) are equivalent to c−2 = c
+
2 and
−α1Γ−1
χR\{λ}
(t− λ)2 − c
−
2 Γ
−
1
χR\{λ}
t− λ + c
−
3 α
−1
1 =
= −α1Γ+1
χR\{λ}
(t− λ)2 − c
+
2 Γ
+
1
χR\{λ}
t− λ + c
+
3 α
−1
1 .
Thus y2 exists if and only if, for j = 2, conditions (3.8) and
Γ−1
χR\{λ}
(t− λ)j−1 = Γ
+
1
χR\{λ}
(t− λ)j−1 (3.36)
are fulfilled. By Lemma 3.2, (3.36) is equivalent to (3.31) with j = 2. Continuing this line of
reasoning, we obtain parts 2) and 3) of the theorem.
Remark 3.4. (1) In the last theorem, the conditions that determine the algebraic multiplicities are
given in the terms of the function Φ =MΣ+,C+ −MΣ−,C−, so in the terms of abstract Weyl functions
MΣ±,C±. Using Lemma 3.2 and (3.28), (3.29), Theorem 3.3 can be easily rewritten in terms of the
spectral measures Σ±, but this makes the answer longer due to the different forms of Γ
±
1
χR\{λ}(t)
(t−λ)j
for
the cases j = 1 and j ≥ 2, see (3.28) and (3.29). In the case when assumptions (3.4) are fulfilled,
(3.28) can be written in the form of (3.29) and we get Theorem 3.1.
(2) Note that eigenvalues of Â that belong to ρ(QΣ+ ⊕ QΣ+) can be found in the terms of
MΣ±,C± using [21] (and, perhaps, [18]), see the next section. Algebraic multiplicities of eigenvalues
in ρ(QΣ+ ⊕QΣ+) can be found using Krein’s resolvent formula (see [21, 22] for a convenient abstract
form), root subspaces for eigenvalues in ρ(QΣ+ ⊕ QΣ+) were found in [19]. Theorem 3.3 has some
common points with [12], where the abstract Weyl function was used to find eigenvalues of a self-
adjoint operator. But the approach of the present paper goes in the backward direction: we use the
spectral measures dΣ± and the functional model to find eigenvalues and root subspaces and then,
using Lemma 3.2, return to the answer in the terms of the abstract Weyl functions given in Theorem
3.3.
(3) Various generalizations of (R)-functions and their functional models were considered in [25,
34]. These results were applied to certain classes of regular Sturm-Liouviile problems in [26, 10, 27].
3.2 Essential and discrete spectra of the model operator and of indefinite
Sturm-Liouville operators
Besides the symmetry condition σ(T ) = σ(T )∗ the spectrum of a J-self-adjoint operator can be fairly
arbitrary (see [54]). An example of a differential operator with a ”wild” spectrum was given in [4, 2].
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Example 3.5. Consider the operator A in L2[−1, 1] associated with the differential expression
(sgn x) ((sgn x)y′)
′
and boundary conditions y(−1) = 0 = y(1). More precisely, Ay = −y′′,
dom(A) = {y ∈ W 22 (−1, 0)⊕W 22 (0, 1) :
y(−0) = y(+0), y′(−0) = −y′(+0) and y(−1) = 0 = y(1)}.
The operator A is J-self-adjoint with J given by Jf(x) = (sgn x)f(x). It was observed in [4, 2] that
every λ ∈ C is an eigenvalue of A and, moreover, every λ ∈ R is a nonsimple eigenvalue. Theorem 3.1
shows that every λ ∈ C is an eigenvalue of infinite algebraic multiplicity (the geometric multiplicity
of λ equals 1). Indeed, introducing as in Theorem 2.4 the operator Amin := A ∪ A∗, we see that
dom(A) = {y ∈ A∗min : Γ+0 y+ = Γ−0 y−, Γ+1 y+ = Γ−1 y−},
where y+(y−) is the orthoprojection of y on L
2[0, 1] (resp., L2[−1, 0]),
Γ+0 y+ := −y′(+0), Γ−0 y− := y′(−0), and Γ±1 y± := y(±0).
On the other hand, {C,Γ−0 ,Γ+1 } is a boundary triple for A+min = Amin ↾ L2[0, 1] and {C,Γ−0 ,Γ−1 }
is a boundary triple for A−min = Amin ↾ L
2[−1, 0]. It is easy to see that the differential expression
− d2
dx2
is associated with both the symmetric operators A±min. These operators and their boundary
triples are unitarily equivalent. This means that the corresponding Weyl functions M± coincide.
Now Theorem 3.3 implies that any λ ∈ C \ R is an eigenvalue of infinite algebraic multiplicity and
therefore σ(A) = C. (Actually in this case conditions (3.4) hold, so Theorem 3.1 can also be applied.)
Finally, note that the functions M± are meromorphic and therefore Theorem 3.3 (2)-(3) and Lemma
3.2 (ii)⇔(iii) imply that each point λ ∈ C is an eigenvalue of infinite algebraic multiplicity.
Remark 3.6. In [61], a characterization of the case σ(A) = C was given in terms of coefficients for
regular operators A = 1
r(x)
d
dx
p(x) d
dx
with Dirichlet boundary conditions. Both coefficients r and p
were allowed to change sign, modifications of arguments for general regular problems were suggested
also.
Arguments of Example 3.5 show that the case σ(Â) = C is exceptional in the sense of the next
proposition.
Proposition 3.7. The following statements are equivalent:
(i) MΣ+,C+(λ) =MΣ−,C−(λ) for all λ ∈ C \ (supp dΣ+ ∪ supp dΣ−);
(ii) the measures dΣ+ and dΣ− coincide, and C+ = C−;
(iii) σ(Â) = C.
Moreover, if statements (i)-(iii) hold true, then every point in the set
C \ (σess(QΣ+) ∪ σess(QΣ−)) is an eigenvalue of Â of infinite algebraic multiplicity.
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If MΣ+,C+(·) 6≡ MΣ−,C−(·), then the nonreal spectrum is the set of zeros of analytic function Φ
defined in Lemma 3.2. More precisely, Theorem 3.3 shows that
σ(Â) ∩ ρ(QΣ+ ⊕QΣ−) =
= {λ ∈ ρ(QΣ+) ∩ ρ(QΣ−) : MΣ+,C+(λ) = MΣ−,C−(λ)} ⊂ σp(Â) (3.37)
(this statement also can be obtained from [21, Proposition 2.1]). It is easy to see that (3.37) and
Theorem 3.3 yield the following description of the discrete and essential spectra (cf. [1, p. 106,
Theorem 1]).
Proposition 3.8. Assume that MΣ+,C+(λ0) 6= MΣ−,C−(λ0) for certain λ0 in the set ρ(QΣ+)∩ρ(QΣ−).
Then:
(i) σess(Â) = σess(QΣ+) ∪ σess(QΣ−) ⊂ R;
(ii)
σdisc(Â) =
(
σdisc(QΣ+) ∩ σdisc(QΣ−)
) ∪
∪ {λ ∈ ρ(QΣ+) ∩ ρ(QΣ−) : MΣ+,C+(λ) = MΣ−,C−(λ)};
(iii) the geometric multiplicity equals 1 for all eigenvalues of Â;
(iv) if λ0 ∈
(
σdisc(QΣ+) ∩ σdisc(QΣ−)
)
, then the algebraic multiplicity of λ0 is equal to the multiplicity
of λ0 as a zero of the holomorphic function
1
MΣ+,C+ (λ)
− 1
MΣ−,C−(λ)
;
(v) if λ0 ∈ ρ(QΣ+) ∩ ρ(QΣ−), then the algebraic multiplicity of λ0 is equal to the multiplicity of λ0
as zero of the holomorphic function MΣ+,C+(λ)−MΣ−,C−(λ).
Remark 3.9. The operator Â is definitizable if and only if the sets supp dΣ+ and supp dΣ− are
separated by a finite number of points (in the sense of [47, Definition 3.4]). This criterion was
obtained for operators A = (sgn x)(−d2/dx2 + q(x)) in [38, 39] (see also [46, Section 2.3]) using the
result of [36] and the fact that ρ(A) 6= ∅; the detailed proof was published in [47, Theorem 3.6]. The
same proof is valid for the operator Â if we note that ρ(Â) 6= ∅ whenever supp dΣ+ and supp dΣ− are
separated by a finite number of points. Indeed, in this case supp dΣ+ 6= supp dΣ− since supp dΣ±
are unbounded due to the second assumption in (2.1).
3.3 Non-emptiness of resolvent set for Sturm-Liouville operators
To apply Proposition 3.8 to the J-self-adjoint Sturm-Liouville operator
A =
sgn x
|r(x)|
(
− d
dx
p(x)
d
dx
+ q(x)
)
introduced in Section 2.3, one has to insure that ρ(A) 6= ∅. Here we discuss briefly results of this type.
We assume that Â{Σ+, C+,Σ−, C−} is one of model operators unitarily equivalent to the operator A
and that M±(·) = MΣ±,C±(·) are the associated Weyl functions.
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Sometimes it is known that the asymptotic formulae ofM+ andM− at∞ are different. This argu-
ment was used in [46, Proposition 2.5 (iv)] to show that ρ(A) 6= ∅ for the operator (sgn x)(−d2/dx2+
q(x)). Indeed, (2.34) shows that MN+(·) 6≡MN−(·). One can extend this result using [3, Theorem 4]
in the following way: if p ≡ 1 and there exist constants r± > 0 such that∫ x
0
(±r(t)− r±)dt = o(x) as x→ ±0,
then ρ(A) 6= ∅.
If p 6≡ 1, one may use the standard change of variable s = ∫ x
0
dτ
p(τ)
to get back to the form with
p ≡ 1:
Proposition 3.10. Assume that there exist positive constants r± such that∫ x
0
r(t)dt = (r+ + o(1))
∫ x
0
dt
p(t)
as x→ +0, (3.38)∫ 0
x
|r(t)|dt = (r− + o(1))
∫ 0
x
dt
p(t)
as x→ −0. (3.39)
Then ρ(A) 6= ∅.
Another simple way to prove ρ(A) 6= ∅ uses information on the supports of spectral measures
dΣ±. In this way, it was obtained in [42, Proposition 3.1] that ρ(A) 6= ∅ if L = 1|r|(− ddxp ddx + q)
is semi-bounded from below (the proof [42, p. 811] given for p ≡ 1 is valid in the general case).
Moreover, modifying slightly the same arguments, we get the next result.
Proposition 3.11. Assume that at least one of the symmetric operators A+min, A
−
min (defined in
Section 2.3) is semi-bounded. Then ρ(A) 6= ∅.
Remark 3.12. (1) Proposition 3.11 has the following application to the theory of locally definitizable
operators (see [35] for basic definitions): the operator A = sgn(x)
|r|
(− d
dx
p d
dx
+ q) introduced in Section
2.3 is locally definitizable in some open neighborhood of ∞ if and only if corresponding operator
L = 1
|r|
(− d
dx
p d
dx
+ q) is semi-bounded from below. This is a natural generalization of [47, Theorem
3.10], where the above criterion for r(x) = sgn x and p ≡ 1 was obtained. The proof of [47, Theorem
3.10] (based on [7]) remains valid in general case if Proposition 3.11 is used instead of [46, Proposition
2.5 (iv)].
Local definitizability of Sturm-Liouville operators with the weight function r having more than
one turning point was considered in [8].
(2) And vise versa, it was noticed in [47, Proposition 4.1] that local definitizability results could
be used to get additional information on non-real spectrum. Namely, the above criterion of local
definitizability implies that the non-real spectrum σ(A) \ R of the operator A = sgn(x)
|r|
(− d
dx
p d
dx
+ q)
is bounded if the operator L = 1
|r|
(− d
dx
p d
dx
+ q) is semi-bounded from below (the proof is immediate
from the definition of the local definitizability).
(3) Under the assumption that a[y] = (sgn x)(−y′′ + qy) is in the limit point case in ±∞, the
fact that ρ(A) 6= ∅ was noticed by M. M. Malamud and the author of this paper during the work on
[45], and was published in [39, 46].
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4 The absence of embedded eigenvalues and other applica-
tions
4.1 The absence of embedded eigenvalues for the case of infinite-zone
potentials
Theorems 3.1 and 3.3 can be applied to prove that the Sturm-Liouville operator A has no embedded
eigenvalues in the essential spectrum if some information on the spectral measures dΣ± is known.
We illustrate the use of this idea on operators A = (sgn x)L, where L = −d2/dx2 + q(x) is an
operator in L2(R) with infinite-zone potentials q (in the sense of [55], the definition is given below).
First recall that the operator L = −d2/dx2 + q(x) with infinite zone potentials q is defined on the
maximal natural domain and is self-adjoint in L2(R) (i.e., the differential expression is in the limit
point case both at ±∞). The spectrum of L is absolutely continuous and has the zone structure,
i.e.,
σ(L) = σac(L) = [µ
r
0, µ
l
1] ∪ [µr1, µl2] ∪ · · · , (4.1)
where {µrj}∞0 and {µlj}∞j=1 are sequences of real numbers such that
µr0 < µ
l
1 < µ
r
1 < · · · < µrj−1 < µlj < µrj < . . . , (4.2)
and
lim
j→∞
µrj = lim
j→∞
µlj = +∞.
µlj (µ
r
j) is the left (right, resp.) endpoint of the j-th gap in the spectrum σ(L), the ”zeroth” gap is
(−∞, µr0). Following [55], we briefly recall the definition of infinite-zone potential under the additional
assumptions that
∞∑
j=1
µrj(µ
r
j − µlj) <∞,
∞∑
j=1
1
µlj
<∞. (4.3)
Consider infinite sequences {ξj}∞1 and {ǫj}∞1 such that ξj ∈ [µlj, µrj ], ǫj ∈ {−1,+1} for all j ≥ 1. For
every N ∈ N, put
gN =
∏N
j=1
ξj−λ
µlj
, fN = (λ− µr0)
∏N
j=1
λ−µlj
µlj
λ−µrj
µlj
, (4.4)
kN(λ) = gN(λ)
∑N
j=1
ǫj
√
−fN (ξj)
g′N (ξj)(λ−ξj )
, hN (λ) =
fN (λ)+k
2
N (λ)
gN (λ)
. (4.5)
It is easy to see from (4.3) that gN and fN converge uniformly on every compact subset of C.
Denote
lim
N→∞
gN(λ) =: g(λ), lim
N→∞
fN (λ) =: f(λ).
[55, Theorem 9.1.1] states that there exist limits
lim
N→∞
hN(λ) =: h(λ), lim
N→∞
kN(λ) =: k(λ) for all λ ∈ C.
Moreover, the functions g, f , h, and k are holomorphic in C.
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It follows from [55, Subsection 9.1.2] that the functions
mN±(λ) := ± g(λ)
k(λ)∓ i√f(λ) (4.6)
are the Titchmarsh-Weyl m-coefficients on R± (corresponding to the Neumann boundary conditions)
for some Sturm-Liouville operator L = −d2/dx2+q(x) with a real bounded potential q(·). The branch√
f(·) of the multifunction is chosen such that both m± belong to the class (R) (see Section 2.3 for
the definition).
Definition 4.1 ([55]). A real potential q is called an infinite-zone potential if the Titchmarsh-Weyl
m-coefficients mN± associated with −d2/dx2 + q(x) on R± admit representations (4.6).
Let q be an infinite-zone potential defined as above. B. Levitan proved that under the additional
condition inf(µlj+1 − µlj) > 0, the potential q is almost-periodical (see [55, Chapter 11]).
The following theorem describes the structure of the spectrum of the J-self-adjoint operator
A = (sgn x)L. Note that the Titchmarsh-Weyl m-coefficients MN± for A introduced in Section 2.3
are connected with m-coefficients for L through
MN±(λ) = ±mN±(±λ), λ ∈ C \ supp dΣ± (see e.g. [46, Section 2.2]). (4.7)
Theorem 4.2. Let L = −d2/dx2+ q(x) be a Sturm-Liouville operator with an infinite-zone potential
q and let A = (sgn x)L. Assume also that assumptions (4.3) are satisfied for the zones of the spectrum
σ(L). Then:
(i) σp(A) = σdisc(A), that is all the eigenvalues of A are isolated and have finite algebraic multiplic-
ity. Besides, all the eigenvalues and their geometric and algebraic multiplicities are given by
statements (ii)-(v) of Proposition 3.8.
(ii) The nonreal spectrum σ(A) \ R consists of a finite number of eigenvalues.
(iii) σess(A) =
(⋃∞
j=0[µ
r
j , µ
l
j+1]
)
∪
(⋃∞
j=0[−µlj+1,−µrj ]
)
.
The functions g, f , k, and h defined above are holomorphic in C. Moreover, g and f admit the
following representations
g(λ) =
∞∏
j=1
ξj − λ
µlj
, f(λ) = (λ− µr0)
N∏
j=1
λ− µlj
µlj
λ− µrj
µlj
,
where the infinite products converge uniformly on all compact subsets of C due to assumptions (4.3)
(see [55, Section 9]). It follows from (4.5) that
hN(λ)gN(λ)− k2N(λ) = fN(λ) and h(λ)g(λ)− k2(λ) = f(λ). (4.8)
From this and (4.7) we get
M±(λ) =
g(±λ)
k(±λ)∓ i√f(±λ) = k(±λ)± i
√
f(±λ)
h(±λ) . (4.9)
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It follows from (4.8) that the zeros of the function h belongs to (−∞, µr0] ∪
⋃∞
j=1[µ
l
j, µ
r
j ]). Besides,
all the zeroes of h have multiplicity 1 (otherwise one of the functions MN± does not belongs to the
class (R)). This implies that the spectra of the operators A±0 defined in Section 2.3 have the following
structure:
σess(A
±
0 ) = σac(A
±
0 ), σac(A
+
0 ) = −σac(A−0 ) = σ(L) =
∞⋃
j=0
[µrj , µ
l
j+1], (4.10)
σp(A
±
0 ) = σdisc(A
±
0 ) = {λ ∈ R \ σ(±L) : h(±λ) = 0, k(±λ)± i
√
f(±λ) 6= 0}. (4.11)
Proof of Theorem 4.2. Since σ(A) 6= C (see Section 3.3), Proposition 3.8 (i) proves (iii).
(i) We have to show that there are no eigenvalues in σess(A). This statement follows from the
fact that ±⋃∞j=0[µrj , µlj+1] ⊂ A0(ΣN±) (see (3.1) for the definition) and Theorem 3.1 (1). Indeed, let
λ0 be in
⋃∞
j=0[µ
r
j , µ
l
j+1]. Note that (4.10) implies that λ0 ∈ σac(A+0 ) = σac(QΣN+). It follows from
(4.9), (2.33) and the Stieltjes inversion formula (see e.g. [42, formula (2.9)]) that
Σ′N±(t) =
√
f(±t)
πh(±t) for a.a. t ∈ ±
∞⋃
j=0
[µrj , µ
l
j+1] (4.12)
In particular, if λ0 ∈
⋃∞
j=0(µ
r
j , µ
l
j+1), then Σ
′
N+(t) ≥ C1 for |t − λ0| small enough and a certain
constant C1 > 0. So ∫
R
|t− λ0|−2dΣN+(t) =∞. (4.13)
In the case when λ0 = µ
r
j (or λ0 = µ
l
j), (4.13) also holds since Σ
′
+(t) ≥ C2|t− λ0|1/2, C2 > 0, for t in
a certain left (resp., right) neighborhood of λ0. Arguments for σ(−L) ⊂ A0(Σ−) are the same. This
concludes the proof of (i).
(ii) We have to prove only that σ(A) \ R is finite. [47, Proposition 4.1] (see also Remark 3.12
(2)) implies that
σ(A) \ R is a bounded set. (4.14)
Proposition 3.8 (ii) states that points of σ(A)\R are zeros of the holomorphic in C\(supp dΣN+∪
supp dΣN−) function MN+(λ)−MN−(λ), and therefore, are roots of each of the following equations
(each subsequent equation is a modification of the previous one)
g(λ)
k(λ)− i√f(λ) = g(−λ)k(−λ) + i√f(−λ) ,
(g(λ)k(−λ)− g(−λ)k(λ))2 =
= −g2(λ)f(−λ)− g2(−λ)f(λ)− 2g(λ)g(−λ)
√
f(−λ)
√
f(λ),
(
[g(λ)k(−λ)− g(−λ)k(λ)]2 + g2(λ)f(−λ) + g2(−λ)f(λ)
)2
−
− 4g2(λ)g2(−λ)f(−λ)f(λ) = 0.
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The entire function in the left side of the last equation is not identically zero since it is positive in
the points of the set
{λ ∈ (σ(L) \ σ(−L)) ∪ (σ(−L) \ σ(L)) : g(λ)g(−λ) 6= 0}
(this set is nonempty due to (4.1), (4.6), and the fact that MN±(·) 6≡ 0). Therefore,
MN+ −MN− has a finite number of zeros
in any bounded subset of C \ (supp dΣN+ ∪ supp dΣN−) (⊃ C \ R). (4.15)
Combining this and (4.14), we see that σ(A) \ R is finite.
Note that (4.15) implies that each gap of the essential spectrum σess(A) has at most finite number
of eigenvalues.
4.2 Other applications
A part of this paper was obtained in author’s candidate thesis [38], was announced together with some
applications in the short communication [39], and was a base of several author’s conference talks in
2004-2005. Namely, in [38, 39], the operator Â{Σ+, C+,Σ−, C−} was introduced as a functional model
for the operator (sgn x)(−d2/dx2 + q) (see Theorem 2.6) and the description of eigenvalues under
conditions (3.4) was given (see Theorem 3.1). These results were used in [46, 42]. The idea of the
functional model originated from [41, 45], where a representation of the operator (sgn x)(−d2/dx2+q)
as an extension of a direct sum of two symmetric Sturm-Liouville operators was used essentially (in
a less explicit form the same idea appeared earlier in [17, 28]).
The absence of embedded eigenvalues in the essential spectrum of the operator (sgn x)(−d2/dx2+
q) with a finite-zone potential q was proved in [46, Theorem 7.1 (2)] via Theorem 3.1. This proof is
adopted in part (i) of Theorem 4.2 for the infinite-zone case.
Theorem 3.1 helps to find algebraic multiplicity of embedded eigenvalues. This was used in a
paper of A. Kostenko and the author (see [42], Proposition 2.2, Theorems 6.1 (ii) and 6.4 (ii)) to
prove simplicity of the eigenvalue λ = 0 for two operators of type (sgn x)(−d2/dx2 + q). This fact
and necessary conditions for regularity of critical points (see [42, Theorem 3.9]) allowed us to show
that 0 is a singular critical point for the considered operators (see [42, Remark 6.3, Theorem 6.4 (iii)]
and also Section 5 of the present paper).
The fact that 0 may be a non-semi-simple eigenvalue (i.e., kerA2 6= kerA) is essential for the
theory of ”two-way” diffusion equations. In the simplest case, such equations lead to spectral analysis
of J-nonnegative operators that take the form of the operator A introduced in Section 2.3. If 0 and
∞ are not singular critical points of A than the algebraic multiplicity of 0 affects proper settings of
boundary value problems for the corresponding diffusion equation (see [6, 5, 32]). If 0 is a singular
critical point of A, as in the examples constructed in [42, 44] and Section 5, the existence and
uniqueness theory for corresponding diffusion equations is not well-understood (see [48, Section 1],
[14, 59, 40]).
Remark 4.3. For periodic potentials and certain classes of decaying potentials, asymptotic behavior
of solutions of −y′′+qy = λy is well-known and yields the absence of eigenvalues in some parts of the
spectrum of the operator A = (sgn x)L (where L = −d2/dx2 + q is a self-adjoint operator in L2(R)).
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For example, the assumption
∫ +∞
−∞
(1+|x|)|q(x)|dx <∞ yields σp(A)∩R = ∅ (see e.g. [58, Lemma
3.1.1 and formula (3.2.4)]). This fact was used essentially in [44, Section 4] to prove that, for this
class of potentials, A is similar to self-adjoint operator exactly when L ≥ 0. For periodic potentials,
σess(A) ∩ σp(A) = ∅ follows from [63, Section 21]. For q ∈ L1(R), the fact that the only possible
real eigenvalue is 0 (i.e., σp(A) ∩ R ⊂ {0}) follows immediately from [63, Section 5.7] or from [13,
Problem IX.4].
5 Remarks on indefinite Sturm-Liouville operators with the
singular critical point 0
In this section, we provide an alternative approach to examples of J-self-adjoint Sturm-Liouville
operators with the singular critical point 0 constructed in [42, Sections 5 and 6] and [44, Section 5].
As before, let H be a Hilbert space with a scalar product (·, ·)H. Suppose that H = H+ ⊕H−,
where H+ and H− are (closed) subspaces of H . Denote by P± the orthogonal projections from H
onto H±. Let J = P+−P− and [·, ·] := (J ·, ·)H. Then the pair K = (H, [·, ·]) is called a Krein space.
The operator J is called a fundamental symmetry (or a signature operator) in the Krein space K.
Basic facts on the theory of Krein spaces and the theory of J-self-adjoint definitizable operators can
be found e.g. in [54]. An account on (non-differential) operators with a finite singular critical point
can be found in [15]. The following proposition is a simple consequence of [54, Theorem II.5.7].
Proposition 5.1. Assume that a J-self-adjoint definitizable operator B has a simple eigenvalue
λ0 ∈ R and that a corresponding eigenvector f0 ∈ ker(B − λ0) \ {0} is neutral (i.e., [f0, f0] = 0).
Then λ0 is a singular critical point of B.
Proof. Assume that λ0 is not a singular critical point of B. Then there exist a J-orthogonal decom-
position into a direct sum of two closed subspaces H = H0[+˙]H1 that reduces the operator B and
such that H0 is a root subspace corresponding to λ0 and λ0 6∈ σp(B ↾ H1) (this follows from [54],
Proposition II.5.1, Proposition II.5.6, Theorem II.5.7, and the decomposition (II.2.10)). Since the
eigenvalue λ0 is simple, we have H0 = {cf0, c ∈ C}. Since f0 is neutral, we see that [f0, f ] = 0 for all
f in H . So {H, [·, ·]} is not a Krein space, a contradiction.
It is not difficult to see that the operators considered in [42, Sections 5 and 6] and [44, Section 5]
satisfy conditions of Proposition 5.1, and so Proposition 5.1 can be used in these two papers instead
of [42, Theorem 3.4]. This does not makes the proofs much simpler, but the results become clearer
from the Krein space point of view.
Remark 5.2. The necessary similarity condition given in [42, Theorem 3.4] is of independent interest
since it provides a criterion of similarity to a self-adjoint operator for operators (sgn x)(−d2/dx2+ q)
with finite-zone potentials (see [42, Remark 3.7]). And it is unknown whether the condition of [42,
Theorem 3.4] provides a criterion of similarity to a self-adjoint operator for the general operator
sgnx
|r|
(− d
dx
p d
dx
+ q) with one turning point introduced in Section 2.3.
Using Proposition 5.1, a large class of operators with the singular critical point 0 similar to that
of [42, 44] can be constructed. In the next theorem, we characterize the case described in Proposition
5.1 among the operators Ar := − sgnx|r(x)| d
2
dx2
that have the limit point case both at ±∞ (and act in
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L2(R; |r(x)|dx)). So we assume that
r ∈ L1loc(R), r(x) = (sgn x)|r(x)|, (5.1)∫
R±
x2|r(x)|dx =∞, (5.2)
and the operator Ar is defined on its maximal domain. Condition (5.2) is equivalent to J-self-
adjointness of Ar with J : f(x) 7→ (sgn x)f(x). Obviously, Ar is J-non-negative and definitizable
(see [16] and also Proposition 3.11).
Theorem 5.3. Let assumptions (5.1), (5.2) be satisfied. Then:
(1) Two following statements are equivalent:
(r1) Ar has a simple eigenvalue at 0 and [f0, f0] = 0 for f0 ∈ kerAr \ {0}.
(r2) r ∈ L1(R), ∫
R
r(x)dx = 0, and∫
R
(y1(x))
2|r(x)|dx = +∞, where y1(x) :=
∫ x
0
∫ +∞
s
r(t) dtds. (5.3)
(2) If (r2) is satisfied, then 0 is a singular critical point of Ar.
Proof. We need to prove only (1). Let us note that r ∈ L1(R) is equivalent to 0 ∈ σp(Ar). If the
latter holds, then f0(x) ≡ 1 is an eigenfunction (unique up to multiplication by a constant), and
[f0, f0] = 0 is equivalent to
∫
R
r(x)dx = 0.
Assume that the eigenvalue 0 is not simple. Then there is a generalized eigenfunction of first
order y ∈ L2(R, |r(x)|dx), which is a solution of Ary = f0. It is easy to see that the derivative of
y has the form y′ = y′1 + C1, where C1 ∈ C is a constant and y1 is defined by (5.3). Condition
y ∈ L2(R, |r(x)|dx) implies that C1 = 0 (otherwise y′(x) → C1 6= 0 as x → ±∞ and, therefore,
y 6∈ L2(R; |r(x)|dx) due to (5.2)). This shows that y1 is the only possible generalized eigenvector,
and (5.3) ensures that y1 6∈ L2(R, |r(x)|dx). Thus, (5.3) is equivalent to the fact that 0 is a simple
eigenvalue (under the assumptions r ∈ L1(R), ∫
R
r(x)dx = 0).
In the following corollary f(x) ≍ g(x) as x→ +∞ (x→ −∞) means that for X > 0 large enough
both f
g
and g
f
are bounded on (X,+∞) (resp., (−∞,−X)).
Corollary 5.4. Assume that condition (5.1) is satisfied and r(x) ≍ ±|x|α as x → ±∞. If α ∈
[−5/3,−1) and ∫
R
r(x)dx = 0, then the operator Ar has a singular critical point at 0.
This includes [42, Theorem 5.1 (ii)-(iV)], also it is interesting to compare this result with the
sufficient condition on regularity of 0 given in [51],[44, Theorem 1.3], and the discussions in [44,
Section 5.2] and [43, Section 5].
Remark 5.5. Theorem 5.3 can be easily generalized to weight functions r with many turning points
under the assumption that
r(x) is of constant sign a.e. on (−∞,−X) and (X,+∞) (5.4)
for certain X > 0 large enough. Indeed, assume additionally r ∈ L1loc(R), r 6= 0 a.e. on R, and (5.2).
[16, Proposition 2.5] implies that the maximal operator Ar := −1r d
2
dx2
is definitizable. Now it is easy
to see that statements (1) and (2) of Theorem 5.3 are valid with the same proof for Ar = −1r d
2
dx2
.
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6 Discussion
From another point of view algebraic multiplicities of eigenvalues of definitizable operators was con-
sidered in [54, Proposition II.2.1] and [16, Section 1.3] in terms of definitizing polynomials. For
operators sgnx
|r(x)|
(− d
dx
p d
dx
+ q), Theorem 3.3 solves the same problem in terms of Titchmarsh-Weyl
m-coefficients. Combining both approaches, it is possible to get quite precise results both on eigen-
values and on definitizing polynomials. Such analysis was done in [44, Section 4.3] for operators
(sgn x)(−d2/dx2 + q) with potentials q ∈ L1(R; (1 + |x|)dx); in particular, the minimal definitizing
polynomial was described in terms of Titchmarsh-Weyl m-coefficients (recently, [52] was used in [9]
to extended some results of [44, Section 4.3] on a slightly more general class of potentials).
A. Kostenko and later B. C´urgus informed the author that Theorem 3.1 and [42, Section 6.1] are
in disagreement with one of the statements of [16, p. 39, 1st paragraph].
Namely, [16, Section 1.3] is concerned with J-self-adjoint operators A (in a Krein space K =
(H, [·, ·])) such that the form [A·, ·] has a finite number kA of negative squares. Such operators are
sometimes called quasi-J-nonnegative. It is assumed also that ρ(A) 6= ∅. Here, as before, H is a
Hilbert space, J is a fundamental symmetry, and [·, ·] := (J ·, ·)H.
According to [16, p. 39, 1st paragraph] (the author changes slightly the appearance):
(p1) an operator A of the type mentioned above has a definitizing polynomial pA of the form
pA(z) = zqA(z)qA(z), where the polynomial qA can be chosen monic and of minimal degree.
Under these assumptions, qA is unique and its degree is less than or equal to kA.
(p2) A real number λ 6= 0 is a zero of qA if and only if it is an eigenvalue of A such that λ[f, f ] ≤ 0
for some corresponding eigenvector f .
(p3) qA(0) = 0 implies that 0 is an eigenvalue of A and one of corresponding Jordan chains is of
length ≥ 2.
Note also that in the settings of [16, p. 39, 1st paragraph], qA is of minimal degree, but it easy
to see the definitizing polynomial pA may be not a definitizing polynomial of minimal degree.
From the author’s point of view, two following statements in [16, Section 1.3] are incorrect:
assertion (p3) and the equality dimL0 = kA + k
0
A in [16, Proposition 1.5]. Statement (p3) was
given as a simple consequence of considerations in [54]. The proof of [16, Proposition 1.5] has an
unclear point, which is discussed below. As far as the author understand, all other results of [16] (as
well as results obtained in [44, Section 4.3]) do not depend of these two statements.
Let us explain points of contradiction in more details. In [42, Section 6.1], the operator A, defined
by
A := JL, (Jf)(x) = (sgn x)f(x), (Ly)(x) = −y′′(x) + 6 x
4 − 6|x|
(|x|3 + 3)2y(x), (6.1)
is considered in L2(R). The operators L and A are defined on their maximal domains, L is self-
adjoint, and A is J-self-adjoint. We will use here notations of Section 2.3. In particular, l[·] is the
differential expression of the operator L.
We will need the following properties of the operator A.
Proposition 6.1 (cf. Section 6.1 in [42]). Let A be the J-self-adjoint operator defined by (6.1).
Then:
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(i) A is a quasi-J-nonnegative operator, with kA = 1, i.e., the sesquilinear form [A·, ·] has one
negative square;
(ii) σ(A) ⊂ R;
(iii) σp(A) = {0};
(iv) 0 is a simple eigenvalue of A.
Statements (ii) and (iv) of Proposition 6.1 were proved in [42, Theorem 6.1]. Statement (i) was
given in [42, Remark 6.3] with a very shortened proof. For the sake of completeness, we give below
the proofs of statements (i) and (iii).
Proof. Statement (i) follows from [16, Remark 1.2] and the fact that the negative part of the spectrum
of the operator L consists of one simple eigenvalue at λ0 = −1.
Let us prove that σ(L) ∩ (−∞, 0) = {−1}. Consider the operators L±0 associated with the differ-
ential expression l[·] and the Neumann problems y′(±0) = 0 on R±, and letmN± be the corresponding
Titchmarsh-Weyl m-coefficients, see e.g. [44, formula (2.7)].
It follows from [42, Lemma 6.2] that both the Titchmarsh-Weyl m-coefficient mN± are equal to
the function m0 defined by
m0(λ) =
λ
1 + λ(−λ)1/2 , λ ∈ C \ ({−1} ∪ [0,+∞)) , (6.2)
where z1/2 denotes the branch of the complex root with a cut along the negative semi-axis R− such
that (−1 + i0)1/2 = i.
λ0 = −1 is a pole of m0, and therefore, an eigenvalue of both the operators L+0 , L−0 , and in turn
an eigenvalue of L.
The support of the spectral measure of m0 is equal to {−1}∪ [0,+∞), see part (ii) of the proof of
[42, Theorem 6.1]. It is easy to see from the standard definition of Titchmarsh-Weyl m-coefficients
(or from [21, Proposition 2.1]) that λ ∈ (−∞,−1)∪ (−1, 0) belongs to the spectrum of L if and only
if mN+(λ) +mN−(λ) = 0. But [42, formula (6.2)] implies that mN+(λ) +mN−(λ) = 2m0(λ) 6= 0 for
all λ ∈ (−∞,−1) ∪ (−1, 0).
Thus, the eigenvalue λ0 = −1 is the only point of the spectrum of L in (−∞, 0). λ0 = −1 is a
simple eigenvalue since l[·] is in the limit point case at ±∞ (see [65, Theorem 5.3]).
(iii) It is proved in [42, Theorem 6.1] that 0 is an eigenvalue of A and that σ(A) ⊂ R. Here we
have to show that A has no eigenvalues in R \ {0}.
The proof of [42, Theorem 6.1 (ii)] states that the Titchmarsh-Weyl m-coefficient MN+ is equal
to m0, that its spectral measure ΣN+ is absolutely continuous on intervals [0, X ], X > 0, and that
for t > 0 we have
Σ′N+(t) :=
t5/2
π(1 + t3)
.
Combining this with Theorem 3.1 (1), we see that (0,+∞) ⊂ A0(ΣN+), and therefore σp(A) ∩
(0,+∞) = ∅. Since the potential of L is even, we see that σp(A) ∩ (−∞, 0) = ∅. This concludes the
proof.
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Remark 6.2. Actually, σ(A) = R. This follows from Proposition 3.8 (i) and the fact that MN±(·) =
±mN±(±·). The fact that A has no eigenvalues in R \ {0} can also be easily obtained from [63,
Section 5.7] or from [13, Problem IX.4].
Combining Proposition 6.1 with (p1) and (p2), we will show that qA(z) = z, and that qA(z) = z
contradicts (p3). Indeed, since L is not nonnegative, the polynomial z is not a definitizing polynomial
of the operator A. So pA(z) 6≡ z, and therefore qA is nontrivial. qA has the degree equal to kA = 1
due to (p1). Since the polynomial qA is of minimal degree, Proposition 6.1 (ii) implies that qA has
no non-real zeros, see [54, p.11, the second paragraph] or [16, p. 38, the last paragraph]. (Note also
that in our case pA is a definitizing polynomial of minimal degree since 0 is a critical point of A.) By
Proposition 6.1 (iii), A has no eigenvalues in R \ {0}. Therefore, statement (p2) implies that qA has
no zeros in R \ {0}. Summarizing, we see that qA(z) = z and pA(z) = z3. Proposition 6.1 (iv) states
that 0 is a simple eigenvalue. This fact contradicts (p3).
The equality dimL0 = kA + k
0
A from [16, Proposition 1.5] is not valid for the operator A defined
by (6.1).
Namely, [16, Proposition 1.5] states that there exists an invariant under A subspace L0 of dimen-
sion dimL0 = kA + k
0
A, where k
0
A is the dimension of the isotropic part of the root subspace S0(A)
with respect to the sesquilinear form [A·, ·]. For the operator A defined by (6.1), statements (i) and
(iv) of Proposition 6.1 imply that kA = 1 and k
0
A = 1, respectively. So L0 is a two-dimensional
invariant subspace of A. All the root subspaces of the restriction A ↾ L0 are root subspaces of A,
and therefore Proposition 6.1 (iii)-(iv) implies dimL0 ≤ 1. This contradicts dimL0 = kA + k0A = 2.
Remark 6.3. From the author’s point of view, the statement ’the inner product [A·, ·] has k′′A negative
squares on S0(A)’ in the proof of [16, Proposition 1.5] is not valid for the operator A defined by
(6.1), since in this case S0(A) = kerA, but k
′′
A = 1.
A Appendix: Boundary triplets for symmetric operators
In this section we recall necessary definitions and facts from the theory of boundary triplets and
abstract Weyl functions following [49, 31, 21, 22].
LetH , H, H1, andH2 be complex Hilbert spaces. By [H1,H2] we denote the set of bounded linear
operators acting from the space H1 to the space H2 and defined on all the space H1. If H1 = H2,
we write [H1] instead of [H1,H1].
Let S be a closed densely defined symmetric operator in H with equal deficiency indices n+(S) =
n−(S) = n (by definition, n±(S) := dimN±i(S), where Nλ(S) := ker(S
∗ − λI)).
Definition A.1. A triplet Π = {H,Γ0,Γ1} consisting of an auxiliary Hilbert space H and linear
mappings Γj : dom(S
∗) −→ H, (j = 0, 1), is called a boundary triplet for S∗ if the following two
conditions are satisfied:
(i) (S∗f, g)H − (f, S∗g)H = (Γ1f,Γ0g)H − (Γ0f,Γ1g)H, f, g ∈ dom(S∗);
(ii) the linear mapping Γ = {Γ0f,Γ1f} : dom(S∗) −→ H⊕H is surjective.
In the rest of this section we assume that the Hilbert space H is separable. Then the existence
of a boundary triplet for S∗ is equivalent to n+(S) = n−(S).
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The mappings Γ0 and Γ1 naturally induce two extensions S0 and S1 of S given by
Sj := S
∗ ↾ dom(Sj), dom(Sj) = ker Γj , j = 0, 1.
It turns out that S0 and S1 are self-adjoint operators in H , S
∗
j = Sj , j = 0, 1.
The γ-field of the operator S corresponding to the boundary triplet Π is the operator function
γ(·) : ρ(S0) → [H,Nλ(S)] defined by γ(λ) := (Γ0 ↾ Nλ(S))−1. The function γ is well-defined and
holomorphic on ρ(S0).
Definition A.2 ([21, 22]). Let Π = {H,Γ0,Γ1} be a boundary triplet for the operator S∗. The
operator-valued function M(·) : ρ(S0)→ [H] defined by
M(λ) := Γ1γ(λ), λ ∈ ρ(S0),
is called the Weyl function of S corresponding to the boundary triplet Π.
Note that the Weyl function M is holomorphic on ρ(S0) and is an (operator-valued) (R)-function
obeying 0 ∈ ρ(Im(M(i))).
The author expresses his gratitude to Paul Binding, Branko C´urgus, Aleksey Kostenko, and Cor-
nelis van der Mee for useful discussions. The author would like to thank the anonymous referees for
careful reading of the paper and for numerous suggestions on improving it. The author would like
to thank the organizers of the conference IWOTA 2008 for the hospitality of the College of William
and Mary. This work was partly supported by the PIMS Postdoctoral Fellowship at the University of
Calgary.
References
[1] N. I. Achieser, I. M. Glasmann, Theory of linear operators in Hilbert space. V. II. Visha skola,
Kharkov, 1978 (Russian).
[2] W. Allegretto, A. B. Mingarelli, Boundary problems of the second order with an indefinite weight-
function. J. reine angew. Math. 398 (1989), 1–24.
[3] F. V. Atkinson, On the location of the Weyl circles. Proc. Royal Soc. Edinburgh Sect.A 88
(1981), 345–356.
[4] F. V. Atkinson, A. B. Mingarelli, Asymptotics of the number of zeros and the eigenvalues of
general weighted Sturm-Liouville problems. J. reine angew. Math. 375/376 (1987), 380–393.
[5] R. Beals, Indefinite Sturm-Liouville problems and Half-range completeness. J. Differential Equa-
tions 56 (1985), 391–407.
[6] R. Beals, V. Protopopescu, Half-Range completeness for the Fokker-Plank equation. J. Stat.
Phys. 32 (1983), 565–584.
[7] J. Behrndt, Finite rank perturbations of locally definitizable self-adjoint operators in Krein
spaces. J. Operator Theory 58 (2007), 101-126.
35
[8] J. Behrndt, On the spectral theory of singular indefinite Sturm-Liouville operators. J. Math.
Anal. Appl. 334 (2007), 1439-1449.
[9] J. Behrndt, Q. Katatbeh, C. Trunk, Non-real eigenvalues of singular indefinite Sturm-Liouville
operators, (to appear in Proc. Amer. Math. Soc.).
[10] J. Behrndt, C. Trunk, Sturm-Liouville operators with indefinite weight functions and eigenvalue
depending boundary conditions. J. Differential Equations 222 (2006), no.2, 297–324.
[11] P. Binding, H. Volkmer, Eigencurves for two-parameter Sturm-Liouville equations. SIAM Review
38 (1996), no. 1, 27–48.
[12] J. F. Brasche, M. M. Malamud, H. Neidhardt, Weyl function and spectral properties of self-
adjoint extensions. Integral Equations and Operator Theory 43 (2002), no.3, 264–289.
[13] E. A. Coddington, N. Levinson, Theory of ordinary differential equations. McGraw-Hill Book
Company, New York-Toronto-London, 1955; Russian translation: Inostrannaya Literatura,
Moscow, 1958.
[14] B. C´urgus, Boundary value problems in Kre˘ın spaces. Glas. Mat. Ser. III 35(55) (2000), no.1,
45–58.
[15] B. C´urgus, A. Gheondea, H. Langer, On singular critical points of positive operators in Krein
spaces. Proc. Amer. Math. Soc. 128 (2000), no.9, 2621–2626.
[16] B C´urgus, H. Langer, A Krein space approach to symmetric ordinary differential operators with
an indefinite weight function J. Differential Equations 79 (1989), 31–61.
[17] B. C´urgus, B. Najman, The operator (sgn x) d
2
dx2
is similar to a selfadjoint operator in L2(R).
Proc. Amer. Math. Soc. 123 (1995), 1125–1128.
[18] V. A. Derkach, On generalized resolvents of Hermitian relations in Krein spaces. J. Math. Sci.
97 (1999), no. 5, 4420–4460.
[19] V. A. Derkach, Boundary value method in extension theory of symmetric operators in indefinite
inner product spaces. Thesis for doctor’s degree, Institute of Mathematics, National Academy
of Sciences, Kyiv, 2003 (Russian).
[20] V. A. Derkach, S. Hassi, M. M. Malamud, H. S. V. de Snoo, Generalized resolvents of symmetric
operators and admissibility. Methods Funct. Anal. Topology 6 (2000), no.3, 24–55.
[21] V. A. Derkach , M. M. Malamud Generalized resolvents and the boundary value problems for
Hermitian operators with gaps. J. Funct. Anal. 95 (1991), 1–95.
[22] V. A. Derkach, M. M. Malamud, The extension theory of Hermitian operators and the moment
problem, Analiz-3, Itogi nauki i tehn. Ser. Sovrem. mat. i ee¨ pril. 5, VINITI, Moscow, 1993
(Russian); translation in J. Math. Sci. 73 (1995), no.2, 141–242.
[23] V. A. Derkach, M. M. Malamud, Non-self-adjoint extensions of a Hermitian operator and their
characteristic functions. J. Math. Sci. 97 (1999), no.5, 4461–4499.
36
[24] A. Fleige, Spectral theory of indefinite Krein-Feller differential operators, Mathematical Research
98, Akademie Verlag, Berlin 1996.
[25] A. Fleige, Operator representations of N+∞-functions in a model Krein space L
2
σ. Glas. Mat. Ser.
III 35(55) (2000), no.1, 75–87.
[26] A. Fleige, S. Hassi, H. S. V. de Snoo, H. Winkler, Generalized Friedrichs extensions associ-
ated with interface conditions for Sturm-Liouville operators, Oper. Theory Adv. Appl., Vol.163,
Birkha¨user, Basel, 2005, 135–145.
[27] A. Fleige, S. Hassi, H. S. V. de Snoo, H. Winkler, Sesquilinear forms corresponding to a non-
semibounded Sturm-Liouville operator, (to appear in Proc. Roy. Soc. Edinburgh).
[28] A. Fleige, B. Najman, Nonsingularity of critical points of some differential and difference oper-
ators. Oper. Theory Adv. Appl., Vol.102, Birkha¨user, Basel, 1998, 85–95.
[29] F. Gesztesy, E. Tsekanovskii, On matrix-valued Herglotz functions. Math. Nachr. 218 (2000),
61-138.
[30] R. C. Gilbert, Simplicity of linear ordinary differential operators. J. Differential Equations 11
(1972), 672–681.
[31] V. I. Gorbachuk, M. L. Gorbachuk, Boundary value problems for operator differential equa-
tions. Mathematics and Its Applications, Soviet Series 48, Dordrecht ets., Kluwer Academic
Publishers, 1991.
[32] W. Greenberg, C. V. M. van der Mee, V. Protopopescu, Boundary value problems in abstract
kinetic theory. Oper. Theory Adv. Appl., Vol.23, Birkha¨user, 1987.
[33] D. Hilbert, Grundzu¨ge einer allgemeinen Theorie der linearen Integralgleichungen. Chelsea, New
York, 1953.
[34] P. Jonas, Operator representations of definitizable functions. Ann. Acad. Sci. Fenn. Math. 25
(2000), no.1, 41–72.
[35] P. Jonas, On locally definite operators in Krein spaces. in: Spectral Theory and its Applications,
Ion Colojoara˘ Anniversary Volume, Theta, Bucharest, 2003, 95–127.
[36] P. Jonas, H. Langer, Compact perturbations of definitizable operators. J. Operator Theory 2
(1979), 63–77.
[37] I. S. Kac, M. G. Krein, R-functions – analytic functions mapping the upper halfplane into itself.
Amer. Math. Soc. Transl., Ser. 2, 103 (1974), 1–19.
[38] I. M. Karabash, On similarity of differential operators to selfadjoint ones. Candidate thesis, The
Institute of Applied Mathemtics and Mechanics NASU, Donetsk, 2005 (Russian).
[39] I. M. Karabash, On eigenvalues in the essential spectrum of Sturm-Liouville operators with
the indefinite weight sgn x. Spectral and Evolution problems, Proc. of the Fifteenth Crimean
Autumn Math. School-Symposium, Vol.15, Simferopol, 2005, 55–60.
37
[40] I. M. Karabash, Abstract kinetic equations with positive collision operators. Oper. Theory Adv.
Appl., Vol.188, Birkha¨user, Basel, 2008, 175–195.
[41] I. M. Karabash, A. S. Kostenko, On the similarity of operators of the type sgn x (− d2
dx2
+ cδ) to
a normal and a selfadjoint operator. Math. Notes 74 (2003), no.1-2, 127–131.
[42] I. M. Karabash, A. S. Kostenko, Indefinite Sturm-Liouville operators with the singular critical
point zero. Proc. Roy. Soc. Edinburgh Sect. A 138 (2008), 801–820.
[43] I. M. Karabash, A. S. Kostenko, On similarity of a J-nonnegative Sturm-Liouville operator to a
self-adjoint operator. Funct. Anal. Appl. 43 (2009), no.1, 65–68.
[44] I. M. Karabash, A. S. Kostenko, M. M. Malamud, The similarity problem for J-nonnegative
Sturm-Liouville operators. J. Differential Equations 246 (2009), 964-997.
[45] I. M. Karabash, M. M. Malamud, On similarity of J-selfadjoint Sturm-Liouville operators with
finite-gap potential to selfadjoint ones. Dokl. Akad. Nauk 394 (2004), no. 4, 17–21 (Russian);
translation in Doklady Mathematics 69 (2004), no.2, 195–199.
[46] I. M. Karabash, M. M. Malamud, Indefinite Sturm-Liouville operators (sgn x)(− d2
dx2
+ q) with
finite-zone potentials. Operators and Matrices 1 (2007), no.3, 301–368.
[47] I. M. Karabash, C. Trunk, Spectral properties of singular Sturm-Liouville operators with indefi-
nite weight sgn x. Proc. Roy. Soc. Edinburgh Sect. A 139 (2009), 483-503.
[48] M. Klaus, C. V. M. van der Mee, V. Protopopescu, Half-range solutions of indefinite Sturm-
Liouville problems. J. Funct. Anal. 70 (1987), no. 2, 254–288.
[49] A. N. Kochubei, On extensions of symmetric operators and symmetric binary relations. Mat.
Zametki 17 (1975), no.1, 41–48; Engl. transl: Math. Notes 17 (1975).
[50] A. N. Kochubei, On characteristic functions of symmetric operators and their extensions. Sov.
Y. Contemporary Math. Anal. 15 (1980).
[51] A. S. Kostenko, The similarity of some J-nonnegative operators to a selfadjoint operator. Mat.
Zametki 80 (2006), no.1, 135–138 (Russian); translation in Math. Notes 80 (2006), no.1, 131–
135.
[52] I. Knowles, On the location of eigenvalues of second order linear differential operators. Proc.
Roy. Soc. Edinburgh Sect. A 80 (1978), 15–22.
[53] M. G. Krein, Basic propositions of the theory of representation of Hermitian operators with
deficiency index (m, m). Ukrain. Mat. Z. 1 (1949), 3–66.
[54] H. Langer, Spectral functions of definitizable operators in Krein space. Lecture Notes in Mathe-
matics, Vol.948, 1982, 1–46.
[55] B. M. Levitan, Inverse Sturm-Liouville problems. Nauka, Moscow, 1984 (Russian); Enlish trans-
lation: VNU Science Press, Utrecht, 1987.
38
[56] B. M. Levitan, I. S. Sargsjan, Sturm-Liouville and Dirac operators. Nauka, Moscow, 1988 (Rus-
sian); Engl. translation: Kluwer, Dordrecht 1990.
[57] M. M. Malamud, S. M. Malamud, Spectral theory of operator measures in Hilbert spaces. Algebra
i Analiz 15 (2003), no.3, 1–77 (Russian); translation in St. Petersburg Math. J. 15 (2003), no.3,
1–53.
[58] V. A. Marchenko, Sturm-Liouville operators and applications. Kiev, ”Naukova Dumka”, 1977
(Russian); translation in: Oper. Theory Adv. Appl., Vol.22, Birkha¨user, Basel, 1986.
[59] C. V. M. van der Mee, Exponentially dichotomous operators and applications. Oper. Theory
Adv. Appl., Vol.182, Birkha¨user, 2008.
[60] A. B. Mingarelli, Volterra–Stieltjes integral equations and generalized ordinary differential ex-
pressions. Lecture Notes in Mathematics, Vol.989, Springer-Verlag, Berlin, 1983.
[61] A. B. Mingarelli, Characterizing degenerate Sturm-Liouville problems. Electron. J. Differential
Equations (2004), no.130, 8 pp.
[62] R. G. D. Richardson, Contributions to the study of oscillation properties of the solutions of linear
differential equations of the second order. Amer. J. Math. 40 (1918), 283–316.
[63] E. C. Titchmarsh, Eigenfunction expansions associated with second-order differential equations.
Vol.II. Clarendon Press, Oxford, 1958.
[64] E. C. Titchmarsh, Eigenfunction expansions associated with second-order differential equations.
Vol.I, 2nd Edition. Clarendon Press, Oxford, 1962.
[65] J. Weidmann, Spectral theory of ordinary differential operators. Lecture Notes in Math.,
Vol.1258, Springer-Verlag, Berlin, 1987.
[66] A. Zettl, Sturm-Liouville Theory. AMS, 2005.
I. M. Karabash,
Department of Mathematics and Statistics, University of Calgary, 2500 University Drive NW Calgary
T2N 1N4, Alberta, Canada
and
Department of PDE, Institute of Applied Mathematics and Mechanics, R. Luxemburg str. 74,
Donetsk 83114, Ukraine
e-mail: karabashi@yahoo.com, karabashi@mail.ru, karabash@math.ucalgary.ca
