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СИСТЕМЕ  
С ЗАДАННОЙ ТОЧНОСТЬЮ 
 
к.т.н. В.И. Кортунов  
(представил д.т.н., проф. В.М. Илюшко) 
 
Решается задача структурного синтеза фильтров восстановления неконтро-
лируемых возмущений с заданной точностью. Фильтр имеет ступенчатую 
вычислительную схему для обеспечения заданной динамической точности 
восстановления вектора состояния и возмущения. Доказаны условия схо-
димости вычислительной схемы. 
 
Введение 
Оценивание векторов состояния и возмущения используется в раз-
личных технических задачах – управления по вектору состояния, ком-
пенсационного управления по восстановленному вектору возмущения 
или робастного управления, контроля и диагностике технического со-
стояния оборудования, наблюдения не измеряемых величин и др. 
Оценивание детерминированных неконтролируемых возмущений в 
линейной динамической системе в дальнейшем будем называть восста-
новлением возмущений. Задача восстановления имеет различное реше-
ние в зависимости от имеющейся априорной информации, критерия оце-
нивания и требуемых качественных показателей восстановления, опре-
деляемых спектром матрицы состояния фильтра.  
При наличии априорной информации в форме модели возмущений или 
формирующего фильтра задача восстановления может решаться за счет 
расширения фазового вектора оценивания [1,2], а при отсутствии априор-
ных данных подходящим способом является метод обратных динамических 
моделей [3,4]. Однако метод обратных динамических моделей обладает не-
достатками, связанными со структурной вырожденностью при некоторых 
соотношениях числа входных и выходных переменных и, соответственно, 
отсутствием возможности параметризации фильтров наблюдения [4]. Пере-
ход в этом случае к регуляризованному фильтру восстановления возмуще-
ний может не обеспечить заданной точности решения задачи. 
Предлагается синтезировать фильтр восстановления неконтролируе-
мых  возмущений в линейной динамической системе выбором настраивае-
мой матрицы и многоступенчатой вычислительной схемы фильтра. 
Постановка задачи восстановления возмущений с заданной точностью 
Пусть динамическая система представлена матричным дифференци-
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альным уравнением: 
 
,
;
(t)vD(t)uD(t)Cx(t)y
(t)vB(t)uB(t)Ax)(tx
vu
vu


                                (1) 
где nR(t)x   – вектор состояния; mR(t)u   – вектор управления; 
l
R(t)y   – вектор наблюдения; pR(t)v   – вектор неконтролируемых 
возмущений; vuvu D DCB B A ,,,,,  – матрицы состояния, управления и 
наблюдения соответствующей размерности.  
Для обеспечения заданной точности восстановления возмущений на 
этапе проектирования необходимо задаться начальной априорной ин-
формацией о возмущениях в форме временных функций или спектраль-
ных характеристик. Считаем, что определена верхняя оценка спектраль-
ной плотности энергии сигнала возмущения )j(V)j(V)(S Tv  , где 
)s(V  - преобразование Лапласа от )t(v , s - переменная Лапласа. 
Требуется синтезировать фильтр восстановления возмущений с за-
данной степенью точности 
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где )t(v - оценка возмущения; v  - точность восстановления возмуще-
ний,  норма вектора [6]  
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Условие (2) при представлении оценки )s(V)s(W)s(V v/v

  можно 
заменить условием 
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где pI - единичная матрица размера р; )s(W v/v  - матричная передаточ-
ная функция по оценке возмущения устойчивого фильтра; w - скаляр, 
характеризующий точность оценивания. Норма матричной передаточной 
функции в выражении (3) 
H
)s(W  определяется как норма простран-
ства Харди [6]: 
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где )]j(W)j(W[)]j(W[ T2
1
maxmax  - максимальное сингулярное 
число матрицы. 
Условие (3) считаем критерием синтеза фильтра восстановления 
возмущений.  
 
Синтез фильтра восстановления возмущений  
 
Оценку вектора возмущений получим по следующей вложенной вы-
числительной схеме. 
На первом шаге схемы сформируем оценку вектора состояния для 
системы (1) с помощью фильтра Люенбергера [2] : 
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где nR(t)x1 
  – вектор оценки  состояния; l1 R(t)y 
  – вектор оценки 
параметров наблюдения; L  – настраиваемая матрица.  
Получим для фильтра (5) уравнения ошибки оценивания вычитани-
ем систем (1) и  (5): 
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где )t(x)t(x(k)x 11

  - ошибка вектора оценки состояния. Оценку воз-
мущения первого шага получим из уравнения наблюдения  
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где vD  – псевдообратная матрица по Муру - Пенроузу [5]. 
Оценка (7) существует, если 0Dv  , что для непрерывных систем 
выполняется нечасто. Однако, реализация фильтров наблюдения осу-
ществляется в дискретном виде и полученные результаты можно исполь-
зовать  для дискретных систем, для которых матрица vD  определяется 
типом экстраполятора,  и условие 0Dv   может выполниться. 
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Для многомерной системы (6) в форме «вход-выход» можно запи-
сать: 
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гомерные передаточные функции (МПФ) по соответствующим сигналам.  
Величина ошибки оценки возмущений определяется свойством 
МПФ, параметризация которых обеспечивается матрицей  L,  входящей 
в числитель и знаменатель МПФ. Противоречивость в выборе L по кри-
терию точности заключается в том, что с одной стороны необходимо 
выбрать матрицу для обеспечения динамических показателей фильтра, 
что определяется характеристическим полином фильтра или знаменате-
лем МПФ, а с другой стороны, необходимо обеспечить выполнения 
условия независимости ошибки оценки от сигнала возмущения, т.е. вы-
полнение матричного равенства  
.0LDB vv                                                (9) 
В общем виде решение матричного уравнения можно представить [5]:  
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где oL  - произвольная матрица. Поскольку матрица вида (10) удовле-
творяет матричному равенству (9), то функция с нечеткой логикой 
(ФНЛ) с такой матрицей соответствует восстановлению возмущений при 
неизвестных входных сигналах или реализует обратную динамическую 
модель [4]. В этом случае при определенном соотношении числа вход-
ных и выходных переменных, когда pl    и  1Tvv
T
vv )D(DDD
  , отсут-
ствует параметризация  фильтра, так как  vvDBL . Для обеспечения 
запаса устойчивости фильтра и уменьшения влияния начальных условий 
можно провести регуляризацию фильтра, которая может не гарантиро-
вать заданной точности восстановления возмущений. 
Предположим, что на первом шаге схемы проектирования произве-
ден выбор матрицы L из условия обеспечения запаса устойчивости или 
динамических показателей фильтра, когда собственные значения матри-
цы состояния фильтра находится в желаемой области   *LCAλ  , а 
требование по точности (2) или  (3)  не выполняется. 
Синтезируем фильтр восстановления возмущений на втором уровне 
схемы с учетом результатов первого. Тогда уравнения фильтра запишут-
ся в виде: 
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где nR(t)x2 
  – вектор оценки  состояния на втором шаге. 
Уравнение ошибки оценки вектора состояния )t(x2
  получим анало-
гично первому шагу: 
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или через МПФ: 
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Из (14) следует оценка по норме 
2
H
2
H
v/v2
H
2
v/v2H2
)s(V)s(W)s(V))s(W()s(V

  .  (15) 
Если на первом шаге схемы оценивания выполнено условие  
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то оценка по норме ошибки второго шага следует из (15) и  
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Обобщая результат выполнения вычислительной схемы на j -й уро-
вень, получим  
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Если для первого шага оценивания выбором настраиваемой матри-
цы L выполнено условие (16), то 2
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чивает сходимость вычислительной схемы восстановления возмущений 
и )t(v)t(vj

  при j .  
Выводы 
Вложенность схемы восстановления возмущений ослабляет требо-
вания к выбору матрицы L, когда для синтеза достаточно выполнения 
условия (16), а итеративный характер вычислительной схемы оценок 
обеспечивает уменьшение ошибки восстановления возмущений на каж-
дом последующем шаге схемы при 1w  . 
Преимущества синтезированных ФНЛ возмущений видится в сле-
дующем: во-первых, не расширяется вектора состояния ФНЛ за счет мо-
дели возмущений, которая к тому же в практике известна приближенно; 
во-вторых, параметрическая настройка фильтра оценки возмущений од-
нозначно определяется параметрической настройкой основного ФНЛ; в 
третьих – обеспечивается точность восстановления возмущений по име-
ющейся априорной информации.  
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