The difference between training and testing environments is the major reason of performance degradation of speech recognition. In this paper, to further decrease the mismatch, we apply temporal filtering, Auto-Regression and Moving-Average (ARMA) filtering or RelAtive SpecTrAl (RASTA) filtering, as a post-processor for the log-Energy dynamic Range Normalization-Cepstral Mean and Variance Normalization (ERN-CMVN) based speech features, referred to as [EC]-ARMA and [EC]-RASTA. From experimental results conducted on Aurora 2.0 database, the integrated approaches with temporal filtering are shown the best performance among the several integrated approaches.
Introduction
In real speech recognition applications, robust speech features are highly desired in order to offer acceptable recognition performance under various noisy conditions. Usually, speech features could be the cepstral feature and the log-energy feature. Normalizing the cepstral feature has been a well-known approach to enhance speech features. Among them, Cepstral Mean Normalization (CMN) and Cepstral Mean and Variance Normalization (CMVN) are relatively simple and effective approaches [1] . CMN is an approach that normalizes the mean value of features to remove the time-invariant channel distortion (convolution noise). In CMVN, not only mean value of features but also variance value is normalized. For the log-energy feature, log-Energy dynamic Range Normalization (ERN) [2] is approved effective to enhance the log-energy feature, which normalizes the log-energy feature of speech to a target dynamic range in order to reduce the mismatch of the log-energy feature between clean and noisy speech.
In addition, temporal filtering is also useful to enhance speech features, such as Auto-Regression and Moving-Average (ARMA) filtering [3] and RelAtive SpecTrAl (RASTA) filtering [4] . Especially, in recent years Chen et al. applied ARMA filtering for both the log-energy feature and the CMVN based cepstral feature to alleviate the effective of additive noise [3] , and Hung applied RASTA filtering for the CMVN based cepstral feature to deal with channel distortion noise [5] . As a result, those temporal filtering approaches provided significant improvements of recognition performance.
In this paper, to further improve the performance of speech recognition, we try to find the best approach by integrating those approaches. First, we adopt ERN and CMVN for the log-energy feature and the cepstral feature, respectively, referred to as ERN-CMVN. ERN-CMVN showed significant improved performances in noisy conditions. In addition, temporal filtering helps in smoothing out any spikes in the time sequences of speech features, which those spikes most likely caused by noise. Therefore, we apply temporal filtering, ARMA filtering or RASTA filtering, as a post-processor for the ERN-CMVN based speech features, referred to as [EC]-ARMA and [EC]-RASTA. As a result, the mismatches both on the ERN based log-energy feature and on the CMVN based cepstral feature are further decreased because of smoothing effect by temporal filtering, thus we could expect further improved recognition performances.
Feature enhancement approaches

Log-energy dynamic range normalization
In ERN, it assumes that the relatively bigger values (including the maximum value) of the log-energy feature of clean speech is not much affected by the additive noise, thus the mismatch between clean and noisy speech is usually happened in the portion of the relatively smaller values of the logenergy feature. To minimize the mismatch, it scales the log-energy feature of clean speech, in which the smaller values are more lifted by giving the bigger weighting values while the peak is unchanged.
First, the dynamic range is defined as
where n is the frame index, Max(log(E n )) and Min(log(E n )) are the maximum and minimum values of the log-energy feature, respectively. Next, Target Minimum (T Min) is defined by substitution of Min(log (E n )) in Eq. (1).
Finally, if the condition (i.e. Min(log(E n )) > T Min) is satisfied, then ERN performs according to Eq. (3).
Temporal filtering approaches 2.2.1 ARMA filtering
ARMA filter is essentially a low-pass filter, smoothing out any spikes in the time sequences of speech features. In clean speech the spikes might contain important information about speech utterance, while in noisy speech those spikes are most likely caused by noise [3] . Therefore, ARMA filtering is useful to enhance speech features by its smoothing effect. The transfer function of ARMA filter is defined by
where M is the order of ARMA filter.
RASTA filtering
RASTA filter is a band-pass filter, which is used to suppress the spectral components that change more slowly or quickly than the typical change range of speech [4] . RASTA filtering has been applied to the cepstral feature based pre-processing in both the log spectral and the cepstral domains. A general RASTA filter is defined by
The integrated approaches
Recently, several integrated approaches are proposed, such as ERN-CMVN [2] , CMVN-ARMA [3] and CMVN-RASTA [5] . However, we could say those performances are still inefficient in noisy conditions, since problems that in ENR the relatively bigger values including the maximum value of the logenergy feature are handled inefficient and in CMVN the residual spurious spikes relative to the clean case are still remained are not solved in ERN-CMVN.
In particular, from the frequency amplitude responses of both ARMA and RASTA filters in Fig. 1 , we could find that both curves exhibit deep notches at 33.6 Hz in ARMA filter and at 0.26 Hz, 28.9 Hz and 50 Hz in RASTA filter, respectively. So, we could consider that ARMA filter is essentially a low-pass filter, which helps in smoothing out any spikes in the time sequences of speech features, while RASTA filter is a band-pass filter, which its lowpass portion helps in temporal smoothing of speech features and its high-pass portion helps in alleviating the effect of channel distortion noise. Therefore, in this paper we integrate temporal filtering with both ERN and CMVN simultaneously to improve the recognition performance in noisy conditions. Figure 1 shows the block diagram of the integrated approaches. First, the input speech features are entered, which contain the cepstral feature and the log-energy feature. Second, the log-energy feature is processed by ERN, while the cepstral feature is processed by CMVN. Finally, for all speech features the temporal filtering (i.e. ARMA filter or RASTA filter) is conducted to get the enhanced output speech features.
To investigate the effect of temporal filtering for speech features, we provide the visual inspection in Fig. 2 . Figure 2 shows the contour shapes of the log-energy feature and the cepstral feature (here, the first-order cepstral coefficient, c [1] ) for the speech utterance of digit string '52109' corrupted by different Signal-to-Noise Ratios (SNRs) (i.e. clean, 15 dB and 5 dB) of additive subway noise from Aurora 2.0 database. In all cases (log-energy and c [1] ), we see enormous differences between the plots of the clean case and the more noisy cases. In particular, the clean and noisy plots have much differences in both average value and dynamic range (see Fig. 2 (a-1) and  (b-1) ).
In Fig. 2 (a-2) and (b-2), the differences between different SNRs are decreased significantly after applying ERN and CMVN, respectively. Especially, ERN is advantageous in the portion which has the relatively smaller values of the log-energy feature, while CMVN brings the time sequences of speech features between different SNRs to the same relative average level and overall scale. However, we could notice that in noisy cases some spurious spikes relative to the clean case are still remained after the application of ERN and CMVN.
Figures of the third and the fourth rows in Fig. 2 are about ARMA filtering and RASTA filtering cases, respectively. Since two temporal filtering approaches help in smoothing out the feature sequences, thus in Fig. 2 (a-3) , (b-3), (a-4) and (a-4), we could find the effects of noise on speech features are much less severe than either on the ERN case or on the CMVN case. In addition, in RASTA filtering case, the shapes of all speech features are located around zero at all SNRs, while ARMA only provides the time smoothing effect. This is because the DC component is removed by RASTA filter with the lowest cut-off frequency at 0.26Hz, while ARMA filter is just a moving-average filter.
Experimental results
Our experiments are followed with the Aurora 2.0 [6] procedure. Two training conditions (clean condition and multi condition) and three test Sets (A, B and C) are defined by Aurora 2.0. Test Set A includes four types of additive noises (subway, babble, car and exhibition), while test Set B includes another four types of additive noises (restaurant, street, airport and train station). Test Set C includes two types of noises respectively from Sets A and B (subway and street), and plus channel noise. Each noise is added to clean speech as seven different SNR levels: −5 dB to 20 dB, spaced in 5 dB intervals, and clean (no noise). We trained the HMM on clean condition and compared the averaged word accuracy (as percentage) over clean∼0 dB test data as shown In addition for test Set C including channel distortion noise, ERN hardly shows much improvements like in test Sets A and B, while CMVN still shows a good performance even it is higher than the ERN case. The possible reason is that ERN is inefficient to compensate the channel noise, which ERN only decreases the dynamic range of the log-energy feature, while CMVN is possible to compensate because of its CMN step as mentioned in Sect. Finally, comparing the performance of two temporal filtering approaches, ARMA filtering and RASTA filtering, we hardly to say which is better. But, we could find that [EC]-RASTA shows the best performance by 15.8% and 20.7% averaged word accuracy improvements over baseline for test Sets A and B, respectively, while for test Set C, [EC]-ARMA shows the best performance by 11.9% averaged word accuracy improvements over baseline. 
Conclusions
In this paper, we investigate temporal filtering as a post-processor for both the ERN based log-energy feature and the CMVN based cepstral feature. As a result, the differences of speech features between different SNRs are further decreased, thus those approaches show significant improved word accuracies comparing with other well-known approaches, such as ERN, CMVN and ERN-CMVN.
