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The objective of this thesis is to develop hybrid Pseudo-Spectral Time Domain (PSTD)
methods, for effective simulation of large scale scattering problems with complex scat-
terers. This is achieved by combining PSTD with other numerical methods to develop
hybrid methods.
The newly proposed PSTD method [32] is well known for its great efciency for
simulation of large-scale problems. The coarse grids of PSTD method make it much
more efcient than traditional numerical methods that requires ne grids. However, the
coarse grids also result in large staircase errors when dealing with curved boundary.
Moreover, PSTD method is not capable of modeling small scatterers whose dimension
is smaller than the grid size. In order to overcome these limitations and expand the
scope of PSTD's applications, two novel hybrid pseudo-spectral time domain methods
are proposed. They are the hybrid method of PSTD and Time-Domain Finite-Element
Method (TDFEM), and the hybrid method of PSTD and Finite-Difference Time-Domain
Method (FDTD).
The nite element method(FEM) [5] has been well developed in the frequency do-
main and in the time domain for the past years. It is a great tool to analyze curved
boundary and complex objects. However, the high computation burden of FEM method
limits its application in large scale simulations. In this thesis, a novel hybrid method of
(PSTD) [32] and TDFEM is proposed, in order to simulate large scale scattering prob-
lems with complex scatterers. The formulation and combining schemes are developed.
The stability issue of the hybrid method is investigated and an unconditionally stable
vi
vii
scheme is proposed. In addition, absorbing boundary condition and excitation issues
are also investigated. Moreover, some numerical experiments are conducted. The per-
formance of the hybrid method TDFEM-PSTD is compared with traditional TDFEM
and PSTD methods. The advantage of the hybrid method is validated by a number of
numerical examples. Compared with PSTD, the TDFEM-PSTD can deal with metallic
or unstructured objects more accurately. Compared with TDFEM, the TDFEM-PSTD
greatly alleviates the computation burden, as only 2 cells per wavelength are needed for
PSTD mesh.
Finite-Difference Time-Domain method (FDTD) [38] is another widely used time
domain method. For structured scatterers, it can achieve similar accuracy as FEM and
with better efciency. However, the computation burden of FDTD for simulating large
scale problem is also quite high. The Courant limit of FDTD requires more than 10
cells per wavelength to ensure the stability. The ne grids result in large number of
unknowns and inuences the efciency. In this thesis, a new hybrid scheme of PSTD and
FDTD is also proposed, in order to simulate large scale scattering problems with small
scatterers. The combination scheme of PSTD and FDTD is developed. The reection at
the interface between two grids is investigated. In addition, the dispersion and stability
issues of the hybrid method PSTD-FDTD are discussed. The required stability criteria
is next derived. In addition, some numerical examples are conducted to examine the
performance of PSTD-FDTD. The computation results and computation complexity of
the hybrid method are compared with FDTD and PSTD methods. Compared to PSTD,
better accuracy is achieved for small scatterers. Compared to FDTD, less memory and
CPU time is required for the hybrid method PSTD-FDTD. Both improved accuracy and
efciency are achieved.
In the proposed hybrid methods TDFEM-PSTD and PSTD-FDTD, the well-known
wraparound effect and Gibbs phenomenon also exist [32]-[37]. These problems are
caused by the FFT scheme employed by the traditional PSTD. They inuence the accu-
racy of the PSTDmethods. In this thesis, the Fast Multipole Method (FMM) [42]-[44] is
viii
employed to combine with the Pseudo-Spectral method. A new FMM-PSTD method is
proposed to reduce the wraparound effect and Gibbs phenomenon. The 2D FMM-PSTD
formulation is developed and the combination scheme is explained. Different colloca-
tion points and cardinal functions for developing FMM-PSTD methods are investigated
and compared. In addition, some numerical examples are provided. The performance
of FMM-PSTD is compared with traditional PSTD. For large-scale problems with large
number of collocation points (grid points), the FMM-PSTD achieved similar efciency
as the traditional PSTD.
After developing these hybrid methods, a practical implementation of the hybrid
method is carried out in this thesis. Due to the time and resource limitation, only the
PSTD-FDTD hybrid method is explored to analyze the practical problem of the Fresnel
Zone Plates [51].
Nowadays, some complex structures like frequency selective surface (FSS) are em-
ployed to improve gain and directivity performance of Fresnel Zone Plates (FZP) [51].
Due to the overall large size (up to 10 l) and complex structure of the design, 3D
full-wave analysis has not been attempted before. In this thesis, efcient PSTD-FDTD
method is employed to analyze and design Fresnel zone plates (FZP) [49]. The PSTD-
FDTD scheme is modied and adapted to the FZP structure. Interpolation schemes at
the interface between PSTD and FDTD are investigated for the specic FZP problem.
Computation complexities of PSTD-FDTD and traditional Kirchhoff's Diffraction In-
tegral (KDI) [49] method are compared. The superior efciency of PSTD-FDTD is
demonstrated. Subsequently, some classical FZPs are analyzed with PSTD-FDTD and
traditional KDI method. The results are compared with the measured result. The PSTD-
FDTD method achieves good accuracy with much better efciency. In addition, some
novel FZPs designed using PSTD-FDTD are also proposed in this thesis.
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1.1 Large-Scale Fresnel Zone Problem and Pseudo-Spectral
Time Domain Method
In radio antenna eld, the space surrounding the antenna is normally sub-divided into
three regions [13]:




l (Lmax is the maximum dimension of the source/scatter).
2. Far-eld (or Fraunhofer) region. The Huygens integral can be simplied by using
some approximation and the solution can be obtained efciently. The accuracy of
the solution will not be corrupted since the far eld condition is satised.
3. Radiation near-eld (or Fresnel) region. This is the most difcult case. If the Huy-
gens integral is employed, the computation burden is large because the far eld
simplication can not be made here. If the full-wave analysis is employed, the
computation domain is very big and a large number of unknowns will be resulted
from meshing. The efciency is also very low.
In traditional EM eld, the numerical simulations are developed for near-eld dis-
tribution or far eld distribution. These two regions are the main concern of most of the
EM problems. Near eld region is critical for Microwave circuit design. Far eld region
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2is the interest for antenna design and RCS analysis. However, there are also important
problems related to Fresnel region in EM eld that have not been explored.
In radio relay communication links and ground communication systems, low cost
Fresnel zone plate (FZP) [49] is a critical device. Understanding the focal effect of the
FZP in Fresnel region is important for the design. In the past, the major tool for ana-
lyzing large scale Fresnel zone problem is theoretical estimation and analytical solution.
No full-wave analysis has been attempted. However, some complex structures have been
involved in EM designs, and theoretical estimation may not able to describe the com-
plex scattering/diffraction phenomenon in the Fresnel region. More rigorous full-wave
simulation is thus needed.
For electrically-large objects with complex contours, such as EBG structures, inte-
gral methods like MOM [11] will result in large number of unknowns N, and it takes
O(N2) memory to solve the dense matrix. Moreover, to obtain the radiated eld in
near eld or Fresnel zone at each observation point, 2N2 operations are needed because
far-eld approximation is not applicable. Hence, integral methods are slow and cumber-
some for large-scale Fresnel zone analysis.
For differential methods, there are two approaches to deal with large-scale Fresnel
zone problems. One approach is to truncate the domain outside the Fresnel zone. The
electric and magnetic (E/H) eld can be obtained directly from the calculation which is
similar to the calculation of the near eld points. However, this approach will result in
large computation domain size and the huge number of unknowns N3 (N in each dimen-
sion) because at least 10 cells per wavelength mesh are required for traditional methods.
Thus, O(N3log(N)) and O(N3) complexities are required for FEM and FDTD methods
respectively. The other approach is to truncate the domain inside the near eld and to
obtain Fresnel zone elds by Huygens's integral. A connecting boundary is set between
the scatterer and the absorbing boundary. The Fresnel zone eld can be obtained from
the equivalent current on this boundary. However, since the far-eld approximation is
still not applicable, N2s operations are also needed for each observation point. In here, Ns
3is the unknown points along each dimension inside truncation domain(Ns¿N). Hence,
if the 3-dimensional Fresnel zone region eld distribution is wanted, a large number of
observation points Ni are required (Ni ¼ N3), resulting in O(N3N2s ) complexity. Neither
approach is able to perform efciently.
The computation burdens of these two approaches come from the large number of
unknowns and the large number of observation points respectively. Since the number
and position of observation points are dened by the practical problems, the complexity
of the second approach is difcult to reduce. For the rst approach, the number of
unknowns may be able to be reduced by employing the high-order methods.
Recently, high-order methods namely, FEM and FDTD, have been developed for
two main differential methods. The recently developed hp-FEM [14][5] can reduce the
mesh size and achieve the same convergence rate by increasing the basis function or-
der. However, the construction of the high-order basis function and the mesh generation
are complicated. Moreover, although the matrices of FEM are sparse, it still takes at
least O(NlogN) memory to store the matrix and accomplish matrix-vector multiplica-
tion. The other differential method FDTD is matrix-free, as the equivalent matrix-vector
product can be generated with some very simple operations. The mesh, being rectilinear,
need not be stored. Moreover, it is an optimal algorithm in the sense that it generated
O(N) numbers with O(N) operations. The only limitation of FDTD is the Courant con-
dition [38]. The mesh size of FDTD should be smaller than l10 to ensure the stability and
reduce dispersion error. However, the recently proposed PSTD method is an innite or-
der scheme [32], which requires only 2 cells per wavelength meshing to achieve innite
order accuracy. Moreover, it retains the simple time matching process of FDTD, and is
versatile in the application to different kinds of problems. No complex construction and
adaptation are needed.
From the discussion above, PSTDmay be the optimal method for large-scale Fresnel
zone analysis. The coarse mesh size will result in much smaller number of grid points
4Nc along each dimension, (Nc ¿ N). With the full domain meshing including Fresnel
zone as mentioned in the rst approach, no near-eld/far-eld transformation is needed.
By using FFT in PSTD, the complexity of each dimension calculation is O(Nclog(Nc)).
The overall complexity for 3D problem is O(N3c log(Nc)). The efciency is dramatically
improved compared to traditional methods as discussed before. Some issues that have
not been thoroughly discussed before are investigated in this thesis, such as absorbing
boundary condition, excitation and dispersion in PSTD method. Moveover, some nu-
merical experiments are conducted to show the advantages and limitations of the PSTD
method.
Although PSTD method is a potential tool to analyze large scale Fresnel zone prob-
lems, its big grid size will introduce large staircase error near the curved boundaries.
Especially for complex objects with curved boundary or tiny cavities, the PSTD mesh
may not able to describe the physical objects accurately. To ensure the accuracy of the
solution, dense and exible meshes are required at these oblique inclination in objects.
Considering both efciency and accuracy, the hybrid method combining PSTD with
dense grids FEM or FDTD are developed and investigated in this thesis.
1.2 HybridMethod of TDFEM (Time Domain Finite El-
ement Method) and PSTD
FEM [5]-[6] is a widely used numerical method in electromagnetic eld studies. The
unstructured tetrahedra grids can t well to curved boundaries and complex structures.
It was seldom used for large scale simulation due to its high memory requirement and
operation count. However, it is an excellent method to be combined with PSTD to
perform large scale simulation with complex scatterers.
Before developing the Hybrid method of FEM and PSTD, a general introduction of
time domain FEM is given. Different TDFEM schemes reported over these years are
5compared [24]-[25]. The implicit vector element TDFEM is chosen for scattering prob-
lems discussed in this thesis. The absorbing boundary condition and excitation issues
in TDFEM are investigated. Stability issue is also discussed and stability conditions are
derived. In addition, some numerical examples of TDFEM are given, and the perfor-
mance and stability of TDFEM are examined.
After introduction and investigation of the TDFEM method, the hybrid TDFEM-
PSTD method is developed in this thesis. The PSTD is applied in entire computation
domain and FEM on unstructured grids in small volumes near complex boundaries. The
FEM computation is taken as a bounded problem. The boundary integral obtained from
PSTD results is applied at the interface as excitation and boundary condition for FEM.
All PSTD grid points inside FEM region are updated from FEM computation results and
used as initial values for PSTD computation. PSTD computation is carried out through
the entire domain. The excitation schemes and UPML truncation scheme previously
developed for PSTD are employed in the hybrid method as excitation and ABC respec-
tively. In addition, different interpolation schemes between coarse PSTD grids and ne
FEM grids are investigated and compared. GPOF interpolation scheme has proven to
be the most accurate and can ensure the accuracy and stability of the hybrid method.
After explaining the combination scheme of the TDFEM and PSTD, some numerical
examples are given. The accuracy of the TDFEM-PSTD hybrid method is compared to
the analytical solution and other numerical method for both simple propagation prob-
lem and the scattering problems with curved boundary. The results of TDFEM-PSTD
agree well with analytical solutions for both problems. Moreover, its accuracy is much
better than PSTD for analyzing curved scatterer. The computation consumption of the
TDFEM-PSTD method is also compared with other numerical methods in these ex-
amples. The computation burden of TDFEM-PSTD is greatly relieved compared to
TDFEM or TDFEM-FDTD. It achieves similar efciency as PSTD. A numerical exam-
ple comparing the stability of different combination approaches is also given. The new
combination approach of TDFEM and PSTD developed in this thesis is compared to the
6traditional approach employed in previously reported TDFEM-FDTD method. Long
time calculations are carried out for both approaches, late time instability is observed
for the traditional approach. In contrast, the new combining approach does not have this
late time instability. The hybrid method TDFEM-PSTD developed in this thesis is more
stable than previous developed hybrid method TDFEM-FDTD.
1.3 Hybrid Method of Finite difference Time Domain
Method (FDTD) and PSTD
Although TDFEM-PSTD hybrid method is capable of large scale simulation with curved
boundary or complex objects, it is not the most efcient method for some practical prob-
lems. For 3D problems, the memory and time requirement of FEM is high even only for
small region near complex boundaries. Besides that, the extension of TDFEM-PSTD
from 2D to 3D is complicated because it involves complex vector element construction
(pyramid) and complicated data exchange scheme. Moreover, many scatterers in practi-
cal problems only contain small regular pattern like EBG structures, ne square/cube
mesh is also able to accurately modeling the scatterer as well as triangle/tetrahedra
mesh. Or, when the accuracy requirement of the objective problem is not very high,
or the structure of the scatterer is not very complex, the FDTD method can also pro-
vide similar accuracy with less memory requirement. Moreover, the extension of 2D
PSTD-FDTD to 3D is straightforward. Hence , 3D PSTD-FDTD is also developed in
this thesis and is implemented to analyze some 3D practical problems.
Based on the previously discussed PSTDmethod, a new hybrid PSTD-FDTD scheme
is constructed in this thesis. In contrast with the previously reported PSTD-FDTD
scheme which applies PSTD and FDTD in different dimensions [63]-[64], the new
PSTD-FDTD scheme applies PSTD and FDTD in different sub-domains. Similar to
7TDFEM-PSTD, FDTD is applied in small volumes near the small or complex scatter-
ers with its ne grids. PSTD is applied over the entire domain and overlapped with
FDTD with its coarse grids. The FDTD and PSTD computations are carried out alter-
natively with their results exchanged at the interface. FDTD computation is taken as a
bounded problem. The Dirichlet boundary condition obtained from PSTD computation
results is applied at the interface as the excitation and boundary condition for FDTD
computation. All PSTD grid points inside FDTD region are updated from FDTD com-
putation results and used as initial values for PSTD computation in the next time step.
The GPOF interpolation scheme [66] is employed for the results exchanging at the inter-
face. Compared to the non-uniform FDTD method, which employs variant time step for
non-uniform mesh sizes [57], only one xed time step is used in PSTD-FDTD method
although its mesh sizes are also non-uniform. The dispersion relation of PSTD-FDTD is
analyzed and compared with FDTD. The xed time step scheme is proved to be feasible
for PSTD-FDTD. The stability analysis is also conducted for PSTD-FDTD and stable
criteria are given. No late time instability is observed for the propagation example given
in this thesis.
After development and investigation of the new PSTD-FDTD scheme, some numer-
ical examples are given. Scattering problems with circular cylinder and square cylin-
der are analyzed with different numerical methods. For square cylinder, PSTD-FDTD
achieves the same accuracy as TDFEM-PSTD with much less computation resource.
For circular cylinder with small curvature, PSTD-FDTD also achieves a similar accu-
racy as TDFEM-PSTD.
After proving the accuracy and efciency advantages of PSTD-FDTD, the 2D scheme
is expanded to 3D. The PSTD and FDTD are both converted from 2D to 3D in a straight-
forward manner. The Dirichlet interfacing condition is adapted to 3D directly. Only the
interpolation scheme is changed from 1D line interpolation to 2D surface interpolation.
Different 2D interpolation schemes are investigated and compared in a similar manner
as for 1D interpolation schemes. 2D GPOF interpolation is chosen and proved to be
8reliable. A scattering example is also given for 3D PSTD-FDTD. The result of PSTD-
FDTD agrees well with the pure FDTD result, and out-performs the pure PSTD result.
The computation resource consumption for different numerical methods are also com-
pared. PSTD-FDTD requires much less memory and CPU time than FDTD. It achieves
a similar efciency as PSTD. Both good accuracy and efciency of PSTD-FDTD are
retained in 3D simulation.
1.4 FMM-based PSTD
PSTD has three major shortcomings. First, its coarse grids are not able to model com-
plex objects and result in staircase errors. Another shortcoming of PSTD is the wrap-
around effect. FFT scheme of PSTD will result in spurious periodical domains. The
ctitious waveform coming from these spurious domains corrupt the solution. Although
the PML absorber employed in PSTD and hybrid methods helped to reduce the wrap-
around effect, it cannot be eliminated and inuences the accuracy of the PSTD method.
The other limitation of PSTD is that it is only applicable to uniform or Chebyshev collo-
cation points (grid points). This is because FFT scheme in PSTD is only able to handle
uniform or Chebyshev sampling points. For other collocation points like Gergerber and
Legerdre collocation points, PSTD method cannot be used.
To reduce the staircase error, the hybrid method TDFEM-PSTD and PSTD-FDTD
will be developed as mentioned before. In order to improve the other two shortcomings
of PSTD method, PSTD method is combined with Fast Multipole Method (FMM) [42]-
[44] to form a new hybrid method FMM-PSTD. In this new hybrid method, FMM is
integrated with PSTD and used as a fast algorithm for evaluating spatial derivatives in
PSTD. It can be seen as a new PSTD method rather than a hybrid method of PSTD.
In the traditional PSTD method, FFT algorithm is used to evaluate the differential
matrix multiplication (DMM) in PS method to obtain the spatial derivatives [41]. For
the new PSTD scheme, the FMM algorithm is employed to evaluate the DMM instead
9of using the FFT algorithm. In order to obtain 2-dimensional spatial derivatives, 2D
FMM formulation is derived. Truncation error of 2D FMM is also analyzed. The crite-
ria for choosing truncation terms based on accuracy requirement is given. In addition,
different collocation points and corresponding cardinal functions [40] are investigated
in FMM-PSTD scheme. The Gegenbauer functions have less Runge phenomenon for
non-periodic nite domain and proved to be a better choice for our scattering simulation.
After deriving the formulation and investigating the new FMM-PSTD scheme, some
numerical examples are given. A simple propagation problem is analyzed with tra-
ditional FFT-PSTD and the new FMM-PSTD. For FMM-PSTD, both Chebyshev and
Legendre collocation points are used. The results of FMM-PSTD with different collo-
cation points agree well with the exact solution. FMM-PSTD is applicable to different
kinds of grid points and has wider scope of application. Moreover, the wraparound effect
in FMM-PSTD is greatly reduced compared to the traditional FFT-PSTD. The compu-
tation complexities of FMM-PSTD and FFT-PSTD are also compared in this example.
FMM-PSTD achieves the same efciency as FFT-PSTD for large scale simulation (sam-
pling points N big enough). In addition, a large-scale scattering example is employed to
examine the accuracy of FMM-PSTD in scattering simulation. Again, less wraparound
effect is observed in FMM-PSTD than in FFT-PSTD. It further proves that FMM-PSTD
has better accuracy than FFT-PSTD.
1.5 Fresnel Zone Plate Design
Fresnel zone plate is a typical and important device used in the Fresnel zone region. Its
focusing effect in the Fresnel zone region has been widely used in radio wave propaga-
tion and antenna designs [49]-[51]. Traditionally, the diffraction and focusing phenom-
enon of the Fresnel Zone plate (FZP) are examined using analytical methods. However,
for some complex Fresnel Zone Plate designs [52]-[55], the diffraction and focusing
phenomenon are very complicated and cannot be analyzed by analytical method. This
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is because the analytical method is unable to accurately model the complex boundary
condition. The other option is to analyze FZP problems using the full-wave numerical
methods. However, due to the large size of the FZP diffraction problem, the memory
requirement of the traditional full-wave methods is prohibitively large.
Considering the good efciency and accuracy of the PSTD-FDTD method, it would
be a powerful tool to perform the full-wave simulation of the focusing phenomenon
in the Fresnel zone. In this thesis, PSTD-FDTD algorithm is implemented to analyze
some classical planar Fresnel Zone Plates. Some simplications and adaption of the
3D PSTD-FDTD scheme are made for planar FZP structures. 2D FDTD grids and 3D
PSTD grids are employed and overlapped. Quasi-2D FDTD algorithm and 3D PSTD
algorithm are applied to FDTD grids and PSTD grids respectively. Two algorithms are
carried out alternatively and their results are exchanged for each time step. The transient
eld distributions in the whole domain (including FZP and focusing points in Fresnel
zone) are obtained with this PSTD-FDTD method. The 1D on-axis (along Z-axis) eld
distribution and 2D eld distributions in focal region (XY-plane) and propagation plane
(YZ-plane) are plotted to show the comprehensive focusing phenomenon. Shapes of
the focus regions and side lobes distributions are obtained and compared with the KDI
results and measured results. The PSTD-FDTD can achieve similar accuracy as tradi-
tional KDI method. Except for 1-2 dB loss caused by the fabrication and the measure-
ment, the simulation results of PSTD-FDTD agree quite well with measured results.
Hence, PSTD-FDTD can help to predict the performance of the FZP devices. Besides
the accuracy examination, the efciency of PSTD-FDTD is also assessed by comparing
the CPU/time assumption with the traditional Kirchhoff's Diffraction Integral method
(KDI) [49] in a 2D cross FZP analysis experiment. The PSTD-FDTD method saves
large amount of time in analysis of the same problem and proved to be much more ef-
cient than the traditional method. Efcient full-wave simulation of large-scale FZP
problem is accomplished by the PSTD-FDTD method.
After examining the accuracy and efciency of the PSTD-FDTD method in the
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analysis of classical Fresnel Zone Plates, some novel Fresnel Zone Plates with com-
plex shapes are proposed in this thesis. These Fresnel Zone Plates are simulated and
designed by the PSTD-FDTD method. The results of PSTD-FDTD and measurement
are compared. The ability of PSTD-FDTD to accurately simulate complex structures
is shown. The results of the new designs are compared with traditional Fresnel Zone
Plates, and better gain and directivity are achieved.
1.6 Objectives and Signicance of the Study
1.6.1 Organization
This thesis is organized as follows:
² Chapter 2 provides a general introduction of the PSTD method. Its derivation and
formulations are given to aid in the understanding of this method. Some important
computation issues and limitations of the traditional PSTD will be discussed.
² Chapter 3 develops the TDFEM-PSTD hybrid method. An overview and investi-
gation of TDFEM method will be given. Combination scheme for new TDFEM-
PSTD method will be proposed, and detailed formulation is given. Important
computation issues like stability and truncation will be investigated.
² Chapter 4 explains another hybrid method, PSTD-FDTD. Various interfacing scheme
and interpolation/tting methods for hybrid methods are investigated. Dispersion
and stability analysis are also conducted.
² Chapter 5 deals with a novel FMM-based PSTD method. A general introduction
for FMM is given. The theory and methodology for realizing PSTD with FMM
method are explained and shown. The performances of FMM-based PSTD with
different cardinal functions are compared with the traditional FFT-based PSTD in
terms of efciency and accuracy.
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² Chapter 6 implements the hybrid 3D PSTD-FDTD method for Fresnel Zone Plate
diffraction analysis and design. Hybrid PSTD-FDTDmethod is applied to analyze
some classical Fresnel Zone Plates. Its advantage is validated by comparing with
traditional methods and references. In addition, some novel Fresnel Zone Plate
designs are proposed.
² Chapter 7 concludes the work in this thesis. The limitations are pointed out, and
the directions for future work are given.
1.6.2 Major Contributions
The major contribution of this thesis is developing fast and accurate numerical meth-
ods based on the PSTD method, and using these methods for large-scale Fresnel zone
analysis. Specically:
² This thesis presents a new TDFEM-PSTD hybrid method by applying ne TD-
FEM grids and coarse PSTD grids in different sub-domains. The overlapping
meshing grids and boundary integral interfacing scheme are proposed for devel-
oping this hybrid method. This hybrid method combines the merits if both TD-
FEM and PSTD methods. It is able to perform large scale simulation with curved
scatterers. The research on this topic is summarized in publications (1)-(2) and
(5)-(6) of the list (1.6.3).
² This thesis presents a new FDTD-PSTD hybrid method by applying ne FDTD
grids and coarse PSTD grids in different sub-domains. The hybrid grids and the
interfacing scheme are developed for this hybrid method. Various computational
issues like stability are investigated and a 3D algorithm is developed. This method
is suitable for large scale simulation with small objects. The study on this hybrid
method is reported in publications (4) and (8) of the list (1.6.3).
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² This thesis presents a new FMM-based PSTD method by utilizing FMM scheme
for fact evaluation of spatial derivatives in PSTD method. This method has supe-
rior accuracy comparing to the traditional PSTD method. Moreover, it applicable
to more types of collocation grids and cardinal functions than the traditional PSTD
method. This FMM-PSTD method is reported in publications (3) and (7) of the
list (1.6.3).
² This thesis implements 3D PSTD-FDTD hybrid method to analyze Fresnel Zone
Plate diffraction problems. Some novel Fresnel Zone Plates are designed and opti-
mized by PSTD-FDTD method. Both multilayer design and design with periodic
structures are explored. These novel designs are reported in publications (4) and
(8) of the list (1.6.3).
² In this thesis, Classical and novel Fresnel Zone Plate designs are fabricated and
measured. The measured results are used to conrm simulation results. These
measured results are also published in publications (4) and (8) of the list (1.6.3).
1.6.3 Publications
The research and study in this thesis are reported in following papers:
Journals:
(1) B. L. Ooi, Y. J. Fan, Efcient hybrid TDFEM-PSTD method, Electronics Let-
ters, Vol. 41, No. 11, pp. 637-638, 26 May 2005.
(2) Y. J. Fan, B. L. Ooi, M. S. Leong, A novel hybrid TDFEM-PSTD method with
stability consideration, Microwave and Optical Technology Letters, Vol. 47, No. 2, pp.
195-197, 25 Aug 2005.
(3) Y. J. Fan, B. L. Ooi, H. D. Hristov, R. Feick, and M. S. Leong, A Hybrid
Fast Multipole Pseudo-Spectral Time Domain Method, Accepted by IEEE Trans. On
Antennas and Propagation.
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(4) Y. J. Fan, B. L. Ooi, and M. S. Leong, Full-wave Fresnel Zone Plate (FZP)
analysis with PSTD-FDTD method, Submitted to IEEE Trans. On Microwave Tech-
nology and Techniques.
Conferences:
(5) Y. J. Fan, B. L. Ooi, M. S. Leong Efcient Hybrid method of FEM-PSTD,
EUROEM Magdeburg. July, 12 - 16 2004.
(6) Y. J. Fan, B. L. Ooi, M. S. Leong, A new hybrid method TDFEM-PSTD
with use of Domain Decomposition Method, IEEE AP-S international symposium and
USNC/URSI national radio science meeting, Washington D.C., USA, 2005.
(7) Y. J. Fan, B. L. Ooi, and M. S. Leong, A fast FMM-PSTD method, 2006
International Symposium on Antennas and Propagation, Orchard Hotel, Singapore, No-
vember 1-4, 2006.
(8) Y. J. Fan, B. L. Ooi, and M. S. Leong PSTD-FDTD analysis for complex irregu-
lar fresnel zone plates, The Second European Conference on Antennas and Propagation
(EuCAP 2007), EICC, Edinburgh, UK, 11 - 16 November 2007.
The hybrid methods TDFEM-PSTD, PSTD-FDTD and FMM-PSTD developed in
this thesis improve the accuracy of the traditional PSTD method and preserve the ef-
ciency of the PSTD algorithm. They help to extend the application scope of the PSTD
method to some practical large scale simulations with complex scatterers. 3D PSTD-
FDTDmethod developed in this thesis provides an approach to perform full-wave analy-
sis of large-scale Fresnel zone problems. It provides a more accurate and more exible
way to analyze arbitrary Fresnel Zone Plate. Moreover, it is also more efcient for an-
alyzing some complex structures. Unlike analytical integral method, which is in the
frequency domain, this time domain method will provide a clear picture of the trans-
mitted waveforms. This would be useful for designing non-distortion communication
systems. Moreover, the novel Fresnel Zone Plate designs proposed in this thesis will
contribute to the ground communication system.
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This thesis focuses only on time domain differential numerical method, which is de-
veloped from differential Maxwell equations. Frequency domain methods and integral
methods are not in the scope of study in this thesis. In the three hybrid PSTD methods
developed in this thesis, only the application of PSTD-FDTD method is extended to
the 3D problems. The applications of the TDFEM-PSTD method and the FMM-PSTD
method are limited to 2D problems. The more general 3D problems will be explored in
future research.
Chapter 2
Pseudo-Spectral Time Domain Method
(PSTD)
2.1 Introduction
In this Chapter, the Pseudo-Spectral Time Domain (PSTD) method will be reviewed.
Some important issues like stability, excitation, and absorbing boundary condition are
separately dealed with in different sections.
Finite Difference Time Domain (FDTD) method is the most widely used in time do-
main method in Electromagnetics theory. The explicit Leap-frog time matching scheme
and Yee's regular meshing grids make FDTD method easy and exible to analyze most
propagation and scattering problems. However, FDTD is not efcient enough for large-
scale Fresnel Zone simulations. In order to satisfy the stability condition Courant limit,
at least 10 cells per wavelength mesh grids are needed. The computation domain of Fres-
nel Zone problems are normally around 10 to 20 wavelengths. The use of ne FDTD
grids results in a large number of unknowns, especially for 3D problems. Consequently,
large memory and CPU time are required. In order not to be restricted by the Courant
limit and to preserve the simple algorithm of FDTD at the same time, a more efcient
Pseudo-Spectral time domain method is proposed recently.
The Pseudo-Spectral method is a mature theory in mathematics and signal process-
ing [41]. In this method, the objective periodical function U(x) is approximated as a
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sum of basis functions U(x) = åNk=0 akfk(x), the derivatives of U(x) can be expressed
as multiplication of differential coefcient matrix with the function vector. The FFT
algorithm is used to evaluate the DMM to obtain the derivatives. According to Nyquist
theory, only 2 sampling points are required for each period. Until now, all practical
Pseudo-Spectral method applied in the engineering eld are using these FFT-based fast
solvers. In this Chapter, the implementations of Pseudo-Spectral method with different
sampling points are reviewed for later development of PSTD method.
The earliest implementation of Pseudo-Spectral method in EM eld was the PSTD
method reported by Liu [32]. In this study, FFT-based Pseudo-Spectral method is ap-
plied to obtain spatial derivatives instead of traditional nite difference method. The
computational burden of large size problems was greatly alleviated, because PSTD only
requires 2 cells per wavelength for discretization compared to 10 cells per wavelength
required by FDTD. This improvement provides a new approach to simulate electrically
large problems in time domain. In this Chapter, the detailed 2D formulation for im-
plementation of the PSTD method with FFT scheme is given. The extension of 2D
formulation to the 3D formulation is straightforward.
An unconditionally stable PSTD algorithm was developed by Z. Gang [37]. He ap-
plied the implicit time-integral scheme to PSTD and generated unconditionally stable
matching processes, so the time step was free of CFL condition. However, coarse time
step may inuence the accuracy of the solution. Hence, in this Chapter, only condition-
ally stable PSTD scheme is introduced and investigated. The stability criteria is given.
One of the greatest challenges of the PSTD method has been the efcient and accu-
rate solution of electromagnetic wave interaction problems in unbounded regions, such
as radiation and scattering problems. For such problems, an absorbing boundary condi-
tion (ABC) must be introduced at the outer lattice boundary to simulate the extension of
the lattice to innity. A recently proposed approach to realize an ABC is to terminate the
outer boundary with absorbing material medium. This is analogous to the physical treat-
ment of the walls of an anechoic chamber. Ideally, the absorbing medium is only a few
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lattice cells thick for efciency consideration, and it should be reectionless to all im-
pinging waves over their full frequency spectrum, highly absorbing, and effective in the
near eld of a source or a scatterer. A highly effective absorbing -material ABC desig-
nated as the perfectly matched layer (PML) was created by J. P. Berenger [1]. This PML
can match plane waves of arbitrary incidence, polarization, and frequency at the bound-
ary. Over these years, several modications of PML were also proposed to enhance its
performance. Three major PML today are original split-eld PML, stretched-coordinate
PML, and uni-axial PML. Among these methods, uniaxial PML is most intriguing and
exible because it is based on a Maxwelllian formulation rather than a mathematical
model. In this Chapter, uniaxial PML is employed for fast PSTD method development.
In the following section, the derivation and formulation of UPML for PSTD is shown.
Reection errors with respect to PSTD grid size and thickness of PML absorber are
examined in numerical examples.
Another important issue in numerical method is the imposition of excitation. Two
excitation schemes hard source excitation and plane wave excitation are developed for
PSTD method. Detailed schemes and formulations are given. Performances of these
two excitation schemes are examined using some numerical examples.
After introduction of the PSTD scheme and investigation of these implementation
issues, some numerical experiments are conducted. PSTD method is used to do scat-
tering analysis of scatterers with different structures and material. The advantages and
limitations of the PSTD method are shown in these examples.
Finally, PSTD method is concluded and compared with FDTD in terms of charac-
teristics and performances. It proved to be a much more efcient method than FDTD
and is ready for application in later development of hybrid PSTD methods.
After understanding the differences between PSTD and FDTD, the key issue in
PSTD computation - differential matrix multiplication (DMM) will be discussed now.
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2.2 Pseudo-Spectral Method
This section will give a brief introduction of Pseudo-spectral theory. The fast implemen-
tation of the Pseudo-Spectral method with the FFT algorithm will be described [41].
2.2.1 Implementation of Fourier-PS Method with FFT algorithm












uke2pik j=N ; j = 0;1; ¢;N¡1: (2.2.1b)
These DFT and inverse DFT can be fast evaluated using FFT and IFFT algorithms.
In Equation.2.2.1, the exponentials, and therefore the sum are not changed if any
multiple of N is added to or subtracted from k. We can therefore interpret uN¡ j as u¡ j,
j = 1;2; ;N=2¡ 1 and write uN=2 as u§N=2. It consists of equal number of modes N/2
and -N/2 [41].
By interpreting modes k= 0;1; :N¡1 as modes k= 0;1; :N=2¡1;N=2;¡N=2+1;¡
1, real data yields a real trigonometric interpolant. This can be seen as follows [41]:
1. With u j, j= 0;1;2; ;N¡1 real, taking the complex conjugate of uk =(1=N)åN¡1j=1 u je¡2pik j=N
will have the same effect as changing k for -k; that is, uk = u¡k for all k (in partic-
ular, u0 and u§N=2 are therefore real).
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uke2pik j=N + u§N=2cosp j = u j: (2.2.3)
Requiring the interpolating trigonometric polynomial to take the values u j at loca-
tions x j =¡1+ jh; j = 0;1; :::;N¡1;h= 2=N, leads to the following closed form (now


























At grid points x j, the modes 0 and§N=2 do not contribute anything to the derivative.
This leads to the following easily implemented three-step procedure for obtaining
values for the rst derivative by the periodic PS method [41].
1. Perform a complex FFT on the data values at the gridpoints.
2. Multiply the output elements from this FFT,
u0; u1; u2; : : : ; uN=2¡1; uN=2; uN=2+1; : : : ; uN¡2; uN¡1: (2.2.6)
By:
0;pi;2pi; : : : ;(N=2¡1)pi;0;¡(N=2¡1)pi; : : : ;¡2pi;¡pi: (2.2.7)
3. Perform a complex IFFT on these numbers to obtain the PS derivative approxi-
mations at the gridpoints.
21
2.2.2 Implementation of Chebyshev-PSMethod with FFT algorithm
For the Chebyshev method, the data points are not equi-spaced but instead are at loca-
tions: xi =¡cos(pi=N), where i= 0;1; : : : ;N [41].
The implemented procedure for Chebyshev-PSmethod is a bit different from Fourier-
PS method discussed in the last subsection. Firstly, the expansion coefcients for
degree-N Chebyshev polynomial are obtained from data values at the grid points. Sec-
ondly, the Chebyshev expansion coefcients are manipulated corresponding to analytic
differentiation using FCT/IFCT(FFT/IFFT); After that, point-wise function values at
Chebyshev grid points are evaluated from obtained Chebyshev polynomial.
2.3 Pseudo-Spectral Time DomainMethod Formulations
The Pseudo-Spectral method and FFT-based fast solvers have been introduced into EM
eld for transient analysis. The detailed time domain formulations are shown as follows.

































( h£H)¡ J(h): (2.3.3b)
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= F ¡1 [¡ikhF (kh)] : (2.3.5)











I =¡ h£F ¡1h [ikhFh(H)]¡ J(h): (2.3.6b)
The Eqn.2.3.6 can be further expanded into scalar form. As an example, the time-


















¡F ¡1 £ j2p fF £Hyjni; j¤¤¡ Jjni; j;k´ : (2.3.7)
2.4 Dispersion and Stability Analysis
We start with the second-order partial differential equation for the electric eld in a






In the PSTD method, the curl operator5£ is approximated by the Pseudo-Spectral




(c4t)2 [E(k;n+1)¡2E(k;n)+E(k;n¡1)] = k£ (k£E(k;n))
= AE(k;n): (2.4.2)
where:
k = xkx+ yky+ zkz: (2.4.3a)
A=
2664
¡(k2y + k2z ) kxky kxkz
kxky ¡(k2x + k2z ) kykz
kxkz kykz ¡(k2x + k2y)
3775 : (2.4.3b)






So the eigenvalues of A should be equal to ¡ 4(c4t)2 sin2
w4t
2 .
The eigenvalues of A are easily found as [32]:
l1 =¡k2;l2 =¡k2;l3 = 0: (2.4.5)
For TE, TM and nonpropagating mode, respectively.







If we assume that the time dependence of the solution is such that:
E(k;n+1) = aE(k;n) (2.4.7)






















For PSTD algorithm to be stable, jaj must be · 1 for all values of k. Therefore, the
stability criterion is [32]:
kmaxc4t · 2: (2.4.11)
Because the PSTD algorithm uses the discrete Fourier transform through the FFT
algorithm, the highest spectral component that can be exactly calculated corresponds to
kmax =
p
Dp=4x, where D is the dimensionality of the problem. Hence, the stability
criterion becomes: c4t4x · 2pDp [32].
2.5 UPML Implementation in PSTD
Consider an arbitrary polarized time-harmonic plane wave ~Hinc= ~H0e¡ jb1xx¡ jb1yy prop-
agating in Region 1, the isotropic half-space x< 0. This wave is assumed to be incident
on Region 2, the half-space x > 0, comprised of a uniaxial anisotropic medium having
the permittivity and permeability tensors [38]:






This reectionless property is completely independent of the angle of incidence, po-
larization, and frequency of the incident wave. Furthermore, the propagation character-
istics of the TE- and TM-polarized waves are identical. We call this medium a uniaxial
PML (UPML) in recognition of its uniaxial anisotropy and perfect matching [38].
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2.5.1 Formulation
For a matched condition, the time-harmonic Maxwell's curl equations in the UPML can
be written in their most general form as [38]:
5£ ~H = jwe ¯¯s ~E; 5£ ~E =¡ jwµ ¯¯s ~H: (2.5.2)


































If the UPML presented above is applied to the discrete PSTD space. The PSTD
approximation is derived from the time-harmonic Maxwell's curl equations within the
generalized uniaxial medium as dened in equation.2.5.2-2.5.4.






















Inserting the denition given in equation.2.5.4 into equation.2.5.5 and then trans-
forming into the time domain would lead to a convolution between the tensor coef-
cients and the E-eld. In order to avoid this convolution, a constitutive relationship to
































Now, we substitute Sx;Sy;Sz from equation.2.5.4 into equation.2.5.7, and then apply
the inverse Fourier transform using the identity jw f (w) . This yields an equivalent






























The system of equations in Eqn.2.5.8 can be discretized on the non-staggered lattice.
In PSTD algorithm, the spatial derivatives can be expressed as [32]:
¶h(~r; t)
¶p
= F ¡1p fi2p fFp [h(~r; t)]g= FFT¡1f j2p fnFFT [hk]g: (2.5.9)
Where:





; ¢ ¢ ¢ ; N
2
: (2.5.10)
Here the complexity of the FFT is O(NLogN).
This leads to explicit time-stepping expressions for Dx;Dy;Dz . For example, the Dx












FFT¡1f j2p f FFT [Hzjni;k]g¡FFT¡1f j2p f FFT [Hyjni; j]g
´
:(2.5.11)
Then, let us consider the relation given in Eqn.2.5.6. For example, we consider rst











































(2ekz+sz4t)Dxjn+1i; j;k¡ (2ekz¡sz4t)Dxjni; j;k
i
: (2.5.14)
In conclusion, updating the components of ~E in the UPML for PSTD requires two
steps in sequence:
1. Obtaining the new values of the components of ~D according to Eqn.2.5.11;
2. Using these new ~D components to obtain new values of the ~E components accord-
ing to Eqn.2.5.14.
A similar two-step procedure is required to update components of ~H in the UPML
for PSTD.
2.5.2 Numerical Examples
After deriving the formulations for UPML in PSTD, some numerical examples will be
carried out to examine the absorbing ability of the UPML.
2.5.2.1 1D Propagation Problem
A simple 1D propagation example is considered. A current source with Gaussian pulse
waveform Ezi = E0e
(log(0:001)£ (t¡t0)2
t2
) is imposed at x = 60cm and propagating along x-
axis, where t0 = 2:0ns, t = 0:45ns. The 1D domain is meshed into 128 elements, and
the grid resolution dx = 1:5cm is chosen to provide 10 cells per wavelength. The time
step is4t = 16:7ps.
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Figure 2.1: 1-D Gaussian pulse propagation waveform observed at t = 2:5ns.
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Fig2.1(a) shows the propagation wave form at t = 2:5ns without PML. At t = 2:5ns,
the Gaussian pulse already propagated out of the observation region. The waveform
observed is the ctitious wave coming from other periods. This is the wraparound effect.
In Fig2.1(b), the propagation wave form at t = 2:5nswith 8 layer UPML is shown. Little
wraparound effect and reection is observed. The UPML provides excellent absorption
of ctitious waves.






Figure 2.2: Illustration of 2D propagation problem.
As shown in Fig.2.2, an electric current source ~J centered in a 45cm£45cm PSTD
domain. The source is vertically directed and invariant along the axial direction. Hence,
it radiates two-dimensional TE waves. It has the time signature of a 10GHz differenti-
ated Gaussian pulse: ~J(t)=E0 [4(t¡ t0)=tw]e(¡[4(t¡t0)=tw]2) , where t0= tw= 0:2ns;4t =
3:3ps. The grid resolution is varied between 10 cells per wavelength and 2 cells per
wavelength. The PML thickness is varied between 4:8cm and 1:2cm. The E-eld is
probed at points B as shown in Fig.2.2. The point B is two cells away from bottom
and left side of the UPML layers. The eld distributions observed at t = 0:67ns are
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(a) FDTD,4x = l10 ;4t = 3:3ps; PML thickness
is 4.8cm.
(b) PSTD,4x = l10 ;4t = 3:3ps; PML thickness
is 1.2cm.















(c) PSTD,4x = l2 ;4t = 16:0ps; PML thickness
is 4.8cm.















(d) PSTD,4x = l2 ;4t = 16:0ps; PML thickness
is 1.2cm.
Figure 2.3: 2D propagation problem calculated using PSTD methods with different
mesh sizes and PML layer thicknesses. The waveforms are observed at t = 0:67ns.
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plotted in Fig.2.3. If the PML layer was thick enough, little wraparound effect and re-
ection would be observed (Fig.2.3(a)(c)). Otherwise, if the PML layer was too thin,
wraparound effect and reection would appear(Fig.2.3(b)(d)) and corrupt the solution.
2.6 Excitation
Appropriately introducing electromagnetic wave excitations into PSTD lattice for mod-
eling of engineering problems is an important issue. Traditional approaches employed
in FDTD may not be able to adapt to PSTD method directly. In this section, two major
excitation method for scattering problem, hard source excitation and plane wave excita-
tion will be investigated and improved for PSTD method.
2.6.1 Hard Source Excitation
Point wise hard sources in two dimensions can be useful for exciting numerical models
of waveguides and striplines. The hardsources simulate a metal probe extending from
a feeding coaxial line into the waveguide. For scattering problems, the hard source is
suitable for some short time analysis. If long time analysis are carried out for sinusoidal
steady state or late-time impulse response, a spurious , nonphysical retroreection may
result.
For PSTDmethod, another problem will arise if hard source is employed. The Gibbs
phenomenon [36][41] will be present when global Fast Fourier Transform or Fast Cosine
Transform (FFT/FCT) is carried out, because the imposition of the hard source will bring
abrupt discontinuity in the input array, and the unwanted Gibbs phenomenon will occur
in the output waveform.
The solution to this problem is adding initial eld distribution before time-stepping.
For a propagation problem, the source value in the whole time duration is obtained
beforehand. These value are then assigned to computation domain as initial distribution.
With this initial distribution, the point-wise excitation will not cause abrupt change in
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eld values. The Gibbs phenomenon can be alleviated. For scattering problems, the
Gibbs phenomenon may not be totally eliminated due to irregular propagation values.
However, the initial distribution can still reduce the Gibbs phenomenon.
A simple one dimension propagation example is conducted to examine the perfor-




) is imposed at x = 0:45,where t0 = 2:0ns, t = 0:45ns. No
initial condition is applied. As can be seen from Fig.2.4(a) , some small and contin-
uous ripples are observed on the major waveform. The Gibbs phenomenon occurred.
In order to reduce this Gibbs phenomenon, the same Gaussian waveform is applied to
the grid points along x-axis as the initial distribution. The calculation is carried again
and the resulted waveform is plotted in Fig.2.4(b). No Gibbs phenomenon is observed.
The initial distribution employed in the second calculation effectively reduces the Gibbs
phenomenon.
A 2D propagation example is also conducted. A 10GHz Gaussian pulse is propa-
gating from the center of the 15cm£15cm computation domain. The spatial mesh size
and temporal mesh size are 4x = 3mm and 4t = 3:3ps. Without initial condition, se-
rious Gibbs phenomenon can be observed from Fig.2.5(a). With initial condition, the
waveform is much smoother. (Fig.2.5(b)).
In these two examples, UPML is employed as the truncation.
2.6.2 PlaneWave Excitation Using Total Field/Scattering Field Scheme.
The application of the total eld / scattering eld (TF/SF) technique is very successful in
FDTD method. It permits FDTD modeling of long-duration pulsed or sinusoidal illumi-
nations for arbitrary plane-wave propagation directions. However, TF/SF technique has
not been thoroughly investigated in PSTD application. In this section, the formulation
of TF/SF technique for PSTD will be derived. A propagation example will be carried
out to investigate the inuence of grid size on excitation performance.
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(a) Without initial condition























(b) With initial condition
Figure 2.4: 1-D Gaussian pulse propagation waveform observed at t = 0:5ns.
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(a) Without initial condition




























(b) With initial condition
Figure 2.5: 2-D Gaussian pulse propagation waveform at t = 0:2ns.
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Because PSTD employs non-staggered grids which is different from staggered grids
used in FDTD, the formulation for TF/SF technique has to be modied.
Fig.2.6 shows 1-D FDTD staggered grid [38]. Ez eld points are located at the
interface between the total eld region and the scattering eld region. Hy eld points
are located half step away from the interface. The Eztot at the interface and Hyscat near
the interface are updated using equation.2.6.1. The incident wave is introduced into
FDTD grids in this manner from the left interface. For the right interface, a similar
procedure is needed.
For non-staggered PSTD grid shown in Fig.2.7, Ez eld points and Hy eld points
will overlap. At the interface, we dene Ez as total eld, and Hy as scattering eld.
Hence, the incidence is introduced by using the updating equation.2.6.2 from the left
interface. F and F ¡1 in equation (2.5) represent FFT and IFFT, Hyjn+1=21:N and Ezjn1:N
represent eld array along 1D grid, including total eld and scattering eld region.
2pi
¡¡N2 : N2 ¢ is the differential factor derived from jk, which has been interpreted in
section.2.2.
To realize and examine this plane wave excitation scheme, a 2D propagation problem
is investigated. A plane wave with 10GHz Gaussian pulse is propagating from the lower





are employed and results are plotted in Fig.2.8 respectively. With l10 mesh size, the
Gaussian pulse was successfully introduced into total eld region. Little linkage was
observed in the scattering region. However, when the mesh size grows large, not only
the shape of the Gaussian pulse was distorted, but also the linkage into scattering region
was increased. This may inuence the solution accuracy in the scattering region. Hence,
although PSTD can achieve 2 cells per wavelength theoretically, it may not be able
to provide accurate solution with coarse meshing for practical application. Tradeoff
between efciency and accuracy is always needed.
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Figure 2.6: Illustration of 1D FDTD staggered grids.
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Figure 2.7: Illustration of 1D PSTD Non-staggered grids.
2.7 Numerical Examples
Some numerical examples will be conducted in this section. The capability and limita-
tion of the PSTD method will be discussed.
2.7.1 2D Scattering Problem With Two Metal Square Cylinders.
The computation domain need to surround two cylinders because the interaction be-
tween elds scattered from two cylinders is considered. Hence, the computation domain
size is very big in terms of the number of wavelengths. If this problem is analyzed using
FDTD with 20 cells per wavelength meshing, large number of unknowns result, and the
efciency will be very low. In this example, both FDTD and PSTD will be employed
to analyze this problem, and the efciency and accuracy of these two method will be
compared.
As shown in Fig.2.9, two square cylinders are l and 2l in dimension, and they are
3l apart. The whole domain is 10l£6l. An 8-layer PML is employed to truncate the
domain. Grid resolution for FDTD is 20 cells per wavelength, and for PSTD is varied
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(a) 4x = l10 ;4t = 3:5ps;f = 45oC, observed at
time step t = 1004t
(b) 4x = l10 ;4t = 3:5ps;f = 45oC, observed at
time step t = 2004t
(c) 4x = l5 ;4t = 7:0ps;f = 45oC, observed at
time step t = 1004t















(d) 4x = l2 ;4t = 17:5ps;f = 45oC, observed at
time step t = 404t
Figure 2.8: 2D propagation problem calculated using PSTD method with different mesh
sizes. The waveforms are observed at t = 0:3ns.
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from 10 cells per wavelength to 5 cells and 2 cells per wavelength. The current source
with 10GHz Gaussian waveform is placed in the middle point A between two cylinders,











Figure 2.9: Illustration of 2D scattering problem with two metal square cylinders.
As can be seen from Fig.2.10 and Fig.2.11, PSTD can perform well with metallic
scatters using much coarser mesh than FDTD. However, when meshing size grows too
big to 2 cells per wavelength, the error becomes big. This is because the mesh size is
comparable to the scatterer size, the mesh cannot accurately model the physical prob-
lem. Moreover, when the mesh size grows bigger, the time step also gets bigger. The
incidence waveform will not be accurately introduced due to staircase error with respect
to time. Moreover, if same thickness of PML is used for truncation, the big mesh grid
size will make the absorber not continuous, the abrupt jump of material parameter will
result in reection and inuence the absorption efciency.
Another phenomenon can be observed from the Fig.2.10 and Fig.2.11 is the Gibbs
phenomenon. The initial eld distribution scheme did not work well for scattering prob-
lems, especially when complex or more than one scatterers are present.
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(a) FDTD,4x = l20 ;4t = 1:75ps; observed at
time step t = 4004t
(b) PSTD,4x= l10 ;4t = 3:5ps; observed at time
step t = 2004t















(c) PSTD,4x = l5 ;4t = 7:0ps; observed at time
step t = 1004t















(d) PSTD,4x= l2 ;4t = 17:5ps; observed at time
step t = 404t
Figure 2.10: 2D scattering problem with two metal square cylinders is calculated using
FDTD and PSTD methods with different mesh sizes. The waveforms are observed at
t = 0:3ns.
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Figure 2.11: Time domain waveforms observed at point B (Fig.2.9) calculated with
different mesh sizes .
2.7.2 2D Scattering Problem With Two Metal Circular Cylinders.
As shown in Fig.2.12, two square cylinders are l and 2l in dimension, and they are 3l
apart. The whole domain is 10l by 6l. An 8-layer PML is employed to truncate the
domain. Grid resolution for FDTD is 20 cells per wavelength, and for PSTD is varied
from 10 cells per wavelength to 5 cells and 2 cells per wavelength. The current source
with 10GHz Gaussian waveform is placed in the middle point A between two cylinders,
and the observation point is located at point B.
As can be seen from Fig.2.13 and Fig.2.14, the error for circular cylinder grows
faster than square cylinder because the staircase error is more severe for curved bound-
ary than for regular objects.
2.7.3 2D Scattering ProblemWith TwoDielectric Square Cylinders.
As shown in Fig.2.9, two dielectric square cylinders with er = 4:0 are l and 2l in
dimension respectively. They are 3l apart. The whole domain is 10l by 6l. An 8-layer










Figure 2.12: Illustration of 2D scattering problem with two metal circular cylinders.
wavelength, and for PSTD is varied from 10 cells per wavelength to 5 cells and 2 cells
per wavelength. The current source with 10GHz Gaussian waveform is placed in the
middle point A between two cylinders, and the observation point is located at point B.
As can be seen from Fig.2.15 and Fig.2.16, PSTD can perform well with 10cells
per wavelength or 5 cells per wavelength meshing, with a little ripple due to Gibbs phe-
nomenon. However, when meshing size goes to the limit at 2 cells per wavelength,
the waveform is distorted comparing to standard FDTD solution. The example proved
the ability of PSTD in dealing with dielectric scatters. In practical computations, the
meshing size should not be too big even for regular scatters due to some practical con-
sideration, such as scatter size, the excitation, and the truncation.
2.8 Comparison of PSTD with FDTD
After above investigation and discussion on the PSTD method, the advantages and lim-
itations of the PSTD method will be concluded and compared to the well-known FDTD
method for better understanding as well as illustration.
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(a) FDTD,4x = l20 ;4t = 1:75ps; observed at
time step t = 4004t
(b) PSTD,4x= l10 ;4t = 3:5ps; observed at time
step t = 2004t















(c) PSTD,4x = l5 ;4t = 7:0ps; observed at time
step t = 1004t















(d) PSTD,4x= l2 ;4t = 17:5ps; observed at time
step t = 404t
Figure 2.13: 2D scattering problem with two metal circular cylinders is calculated using
FDTD and PSTD methods with different mesh sizes. The waveforms are observed at
t = 0:3ns.
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Figure 2.14: Time domain waveforms observed at point B (Fig.2.12) calculated with
different mesh sizes .
The PSTD method and FDTD method are both explicit solvers employing leapfrog
time stepping scheme. Hence, it is also a efcient algorithm with O(N) complexity.
The programming of the algorithm is easy and can be developed from FDTD algorithm
in a straightforward manner. Another common point of PSTD and FDTD methods are
uniform cells. Both methods employ square or cube cells for meshing. Hence, they both
encounter staircase errors when dealing with curved or complex boundaries.
There are two major differences between PSTD and FDTD methods. The rst point
is the way of expressing spatial derivatives. Finite difference methods approximate
derivatives of a function by local arguments (such as dudx ¼ u(x+h)¡u(x¡h)2h , where h is
a small grid spacing; these methods are typically designed to be exact for polynomials
of low order ). This approach is very reasonable because the derivative is a local prop-
erty of a function (which need not be smooth). It seems unnecessary (and is certainly
costly) to invoke many function values far away from the point of interest. In contrast,
spectral methods are global, the derivatives are computed through an N-point scheme in-
stead of the three- or ve- point formulae of conventional nite differences. A common
way to introduce them starts by approximating the function we want to differentiate as
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(a) FDTD,4x = l20 ;4t = 1:75ps; observed at
time step t = 4004t
(b) PSTD,4x= l10 ;4t = 3:5ps; observed at time
step t = 2004t















(c) PSTD,4x = l5 ;4t = 7:0ps; observed at time
step t = 1004t















(d) PSTD,4x= l2 ;4t = 17:5ps; observed at time
step t = 404t
Figure 2.15: 2D scattering problem with two dielectric square cylinders is calculated
using FDTD and PSTDmethods with different mesh sizes. The waveforms are observed
at t = 0:3ns.
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Figure 2.16: Time domain waveforms observed at point B (Fig.2.9) calculated with
different mesh sizes .
a sum of very smooth basis functions: u(x) = åNk=0 akfk(x), where the basis functions
fk(x) can be any cardinal functions such as Chebyshev polynomials or trigonometric
functions. We then differentiate these functions exactly. Thus, PSTD method has Nth
order accuracy and is superior than 2nd order accurate FDTD method. For the higher
order method, coarser grids are applicable. Hence, the PSTD can obtain accurate solu-
tion with less unknowns than FDTD. It is more efcient than FDTD. However, coarser
grids of PSTD will also result in severer staircase error when dealing with curved or
complex boundaries. Hence, for curved or complex boundaries, the PSTD method has
poorer performance than the FDTD method. The other difference between PSTD and
FDTD is non-staggered spatial grids. This is because Pseudo-Spectral method is global,
no surrounding eld points are needed for updating, unlike in nite difference scheme.
Hence, all E and H eld components are located at the same points. This provides an
important advantage over the Yee algorithm, because the material properties are not al-
tered by the presence of the staggered grid. The temporal grid, however, is staggered,
because central differencing is still used for time stepping. Beside these two major dif-
ferences between PSTD and FDTD, there are also some differences in properties and
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Table 2.1: Empirical design formulas
Method FDTD PSTD
Derivative dudx ¼ u(x+h)¡u(x¡h)2h ¶ f (~r)¶h = F ¡1 [¡ikhF (kh)]
Spatial Grid Type E&H eld points staggered by 4x2 Non-staggered





Accuracy order 2nd order Nth order
Dispersion 2nd order Nth order
a RN is the radius of Nth circle from inner to outer. l is the wavelength. Fe is the
focal length.
b N is the number of all zones (open and opaque). N0 is the number of open zones.
applications of PSTD and FDTD derived from these two factors as listed in Table.2.1
The similarities and differences between PSTD and FDTD methods were also ex-
amined and investigated in the previous numerical examples. The parametric study was
also carried out in these examples to provide some guidelines for choosing parameters
in PSTD methods. The results conrmed that the PSTD method has better efciency
than FDTD. It is potentially a powerful tool for large scale simulation of Fresnel zone
problems. However, the coarse mesh size of PSTD resulted in serious staircase error
when dealing with curved or complex boundaries. It is not able to solve some practical
large scale problems that contain complex structures by itself. In the following Chapters,
the PSTD will be combined with some ne meshing time domain methods to develop
improved hybrid methods.
Chapter 3
Hybrid Method of TDFEM-PSTD
3.1 Introduction
From the analysis and investigation of PSTD in Chapter 2, it is can be seen that although
PSTD can be very efcient for large-scale problems, it encounters difculties when
dealing with complex object structures. Traditional method will improve the accuracy
by using ner mesh in the whole domain, but will compromise efciency. In order to
reserve the high efciency in large homogenous domain surrounding the scatterer, and
ensure the high accuracy near complex curved object, different meshing schemes may be
needed for different region in the computation domain to achieve optimum performance.
For regions surrounding the complex scatterers, FEM is a good choice because it
employs triangular and tetrahedral element for meshing, which can model the curled or
complex structure accurately. In this chapter, Time domain FEM is employed to develop
a hybrid time domain method TDFEM-PSTD. Different Time domain FEM algorithms
are analyzed and compared. The most suitable algorithm is chosen for the development
of hybrid method TDFEM-PSTD. The absorbing boundary condition and stability issue
are investigated for this time domain FEM algorithm. In this work, the conditionally
stable TDFEM is employed for the accuracy consideration. Stability criteria for this
TDFEM is given. In addition, some numerical examples are given to examine the ac-
curacy and stability of the TDFEM algorithm. It is found that the TDFEM algorithm
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can model the curved boundary very well. It is able to provide stable and accurate time
domain solution for complex structures.
After these investigations of TDFEM method, the hybrid method TDFEM-PSTD
will be developed. The unstructured TDFEM meshes are distributed near the curved or
complex scatterers. The bounded domain model is employed for TDFEM computation.
The Boundary Integral is applied at the TDFEM boundary as boundary condition as well
as excitation. This boundary integral also helped to transfer the result of PSTD to initial
values for TDFEM computation. The coarse uniform PSTD grids are distributed over
the entire domain and overlapped with TDFEM grids. The previously developed PSTD
algorithm is directly applied. The UPML absorbing boundary condition and plane wave
excitation scheme are used. In addition, the interfacing scheme and results exchanging
process will be explained in details.
Some numerical examples will also be conducted. Accuracy and efciency of the
TDFEM-PSTD method will be compared with other time domain methods (PSTD,
TDFEM-FDTD, TDFEM) in these examples. The TDFEM-PSTD method proved to
be the optimum method considering both the accuracy and efciency. The reection
analysis at the interface between different grids is also conducted in these numerical
examples. The low reection observed prove the reliability of the TDFEM-PSTD hy-
brid method. Moreover, the stability analysis is carried out for different combining ap-
proaches for hybrid methods. The new proposed approach in TDFEM-PSTD is proved
to be the superior one than traditional approach employed in TDFEM-FDTD method.
3.2 TDFEM
The nite-element method originated from the needs for solving complex elasticity,
structural analysis problems in civil engineering and aeronautical engineering. Its de-
velopment can be traced back to the work by Alexander Hrennikoff (1941) [28] and
50
Richard Courant (1942) [29]. While the approaches used by these pioneers are dramat-
ically different, they share one essential characteristic: mesh discretization of a con-
tinuous domain into a set of discrete sub-domains. Development of the nite element
method began in earnest in the middle to late 1950s for airframe and structural analysis
and gathered momentum at the University of Stuttgart through the work of John Argyris
[30] and at Berkeley through the work of Ray W. Clough in the 1960s [31] for use in
civil engineering.[1] The method was provided with a rigorous mathematical founda-
tion in 1973 with the publication of Strang and Fix's Analysis of The Finite Element
Method, and has since been generalized into a branch of applied mathematics for nu-
merical modeling of physical systems in a wide variety of engineering disciplines, e.g.,
electromagnetism and uid dynamics.
However, although FEM obtained wide application in frequency domain, it has not
been used in time domain analysis until 1990s. Time domain method has received more
and more attention these years. Compared with frequency domain method, they have
great potential to simulate transient phenomena, perform broadband characterization,
and model nonlinear devices. Over past few years, a lot of time-domain FEM ap-
proaches have been proposed [24]-[25]. One class of approaches solves Maxwell's
equations directly [24]. Usually, this can result in an explicit scheme which does not
require a matrix solution in each time step. However, these approaches generally work
in leapfrog fashion and the well-developed frequency-domain nite element method
cannot be adapted easily to these approaches in the time domain. Another class of ap-
proaches to formulating the time-domain nite element method is to solve the second-
order vector wave equation, or the curl-curl equation, obtained from Maxwell's equa-
tions [25] in a manner similar to that used in the frequency domain. The major disad-
vantage of these approaches is the need to solve a matrix equation in each time step.
However, this disadvantage can be overcome by employing orthogonal basis functions.
TDFEM offers some important advantages over other time domain methods. The
most obvious one is its unstructured grids. It provides superior versatility in modeling
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complex geometries. Secondly, the Faedo-Galerkin procedure which is used for the de-
velopment of the weak statement, provides a very natural way for handling eld and ux
continuity conditions at material interfaces. This property further enhances the model-
ing accuracy. Thirdly, the use of Galerkin formulation provides a unifying approach for
the exploitation of a variety of choices of trial functions, some of them more appropri-
ate for specic types of geometries than others. All these advantages make TDFEM a
potential algorithm to be combined with PSTD to form a optimal hybrid method.
3.2.1 Formulations
In this section, TDFEM approaches based on coupled curl equations and the vector wave
equations will be derived and discussed respectively. In addition, both nodal based FEM
and vector element FEM will be derived and discussed.
² Formulation for explicit nodal based FEM scheme [6]































In nodal-based FEM, an explicit time domain integration scheme is rst used to
derive weak form solution of Maxwell's coupled equations. Next, the nodal basis
function is used to discretize the rst order weak form Equation.3.2.2 [7].
The nodal-based FEM maintains the staggering of the electric and magnetic elds
in space. However, unlike the FDTD method, three components of the electric
eld and magnetic are placed at the same node. Two complementary grids are
used inside computation domain. Two grids are constructed in such a manner that
every electric eld node is contained within the volume of a magnetic element, and
every magnetic node is contained within the volume of an electric element [7].











where Ne and Nh are the number of electric and magnetic eld nodes in the two
grid sets. fi(~r) and y j(~r) are the scalar basis functions for electric and magnetic
eld respectively.
The testing functions have to be chosen for discretization of weak form Equation.3.2.2.
Here, delta function d(~r¡~ri) associated with the electric eld nodes and magnetic
eld nodes are used as test functions. Substituting basis functions and testing
functions into the weak form and the matrix equation can be reached [7]:
d
dt
E = K¡1P H+K¡1 J; (3.2.4a)
d
dt
H =¡M¡1Q E: (3.2.4b)
where K andM represent permittivity and permeability matrix respectively. P and





























The central difference scheme is used for the approximation of the time deriva-
tives, with E and H discretized in time in equal interval dt. In time domain, E
and H will be shifted by half time step and updated in simple leapfrog matching
process [7].
The major drawback of the nodal based nite element method is that all three
components for each of the elds are placed at the same node. This will lead to
complications in enforcing the appropriate boundary conditions at surfaces where
the electromagnetic properties of the media exhibit abrupt changes. In this case
special treatment is needed for updating the nodes on such surfaces.
To overcome this difculty, the use of vector nite elements has been proposed for
the spatial interpolation of the elds. Hybrid nite element interpolation schemes,
implementing different types of basis functions for the approximation of the dif-
ferent eld components and/or associated uxes have also been proposed.
² Formulation of implicit vector based FEM scheme.
Assuming a volumeW bounded by surface G, the electromagnetic elds generated
by an electric current density J satisfy Maxwell's equations. By eliminating the
magnetic eld in coupled wave equations with the aid of the constitutive relations,

















For a unique solution, it is necessary to have a boundary condition on G. Here a










[ n£ n£E(~r; t)] =U(~r; t):~r 2 G (3.2.7)
where Y denotes the surface admittance of the boundary, n represents the outward
unit vector normal to G, and U is a known quantity representing the boundary
source.



















fY [ n£Ni(~r)] ¶¶t [ n£E(~r; t)]+Ni(~r)U(~r; t)gdG= 0: (3.2.8)






u j(t)N j(~r) (3.2.9)
where N denoting the total number of unknowns.
Substituting this expansion into equation.3.2.8, the matrix-form partial differential







+[S]fug+f fg= f0g (3.2.10)





Ni(~r) N j(~r)dV (3.2.11a)
Si j = µ¡1r h5£Ni;5£N jiVo (3.2.11b)
Ri j = µ0shNi;N jiVo (3.2.11c)
Qi j = c¡1h n£Ni; n£N jiSo (3.2.11d)
wi = hNi;UsiSo (3.2.11e)
Equation.3.2.10 can be discretized in time domain by many differencing schemes
such as the central difference, the backward difference, and the Newmark method [26].
The central differencing will result in conditionally stable scheme, in which the
time step need to satisfy a certain criterion to ensure stability. The latter two will
result in unconditionally stable schemes, in which the time step is not constrained
by the spatial discretization, but is still limited by the accuracy requirement.
Considering both the accuracy and stability issue, the central differencing scheme






















The Whitney 1-form (edge elements) [8] is chosen in this scheme to act as the
basis function for expansion of E and H elds components. Whitney 2-form (facet
elements) [8] is employed to model the B and D uxes.
The basis function of Whitney 1-form is:
~N(1)i j = zi5z j¡z j5zi: (3.2.13)
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where ij is an edge of certain element, zi is the Lagrange interpolation polynomial
at vertex i. The circulation of ~W (1)i j is one along edge fi jg and zero along all other
edges.
Similarly, the vector eld for Whitney 2-forms associated with a particular facet
fi jkg can be written as:
~N(2)i jk = 2
¡
zi5z j£5zk+z j5zk£5zi+zk5zi£5z j
¢
: (3.2.14)
The normal component of ~W (2)i jk is continuous across element boundaries, and its
ux is one through facetijk and zero through all other facets.
These vector basis functions can be obtained from mesh information. Substituting
the basis function ~N into Equation.3.2.11, the coefcient matrix for the matrix
equation can be evaluated.
As can be concluded from above discussion, the nodal based FEM is simple to pro-
gram and requires less storage memory. However, the spurious solution may present in
some problems [5]. The vector element FEM can eliminate the spurious solution, but
much more arrays of edge element are needed to store.
For scattering problems considered in this thesis, TDFEM is only applied to the
small region surrounding the curved or complex structure. The computation burden re-
sulted from TDFEM is not very essential. Hence, the vector element TDFEM will not
lead to large efciency difference compared to the nodal element TDFEM. Moreover,
in this chapter, TDFEM is employed to develop a hybrid method with PSTD. The ma-
jor role of TDFEM is to accurately simulate the complex structure. The accuracy of
TDFEM is very important for the hybrid method. Spurious solution caused by nodal
element TDFEM will fail the performance of the hybrid method. Considering the char-
acteristic and demand of the target problem, the vector based implicit TDFEM scheme
is chosen for the discussion in this chapter.
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3.2.2 Absorbing Boundary Condition
A lot of truncation methods are available for open region computation, such as the ab-
sorbing boundary condition (ABC), the perfectly matched layers (PML), and the bound-
ary integral equations (BIE) [5]. In this work, perfectly matched layers is chosen con-
sidering both the accuracy and efciency. Compared to the ABC, PML can absorb
outgoing waves with any polarizations and at any frequencies and angles of incidence.
It can obtain more accurate result. Compared to the BIE, PML needs less memory and
CPU time. Moreover, PML has been successfully implemented in TDFEM and PSTD.
It should be a good choice for the hybrid method. In the following, the application of
PML in TDFEM in 2D TE-wave case will be introduced briey.
In the PML region covering the four edges of the 2D computation domain, con-
ductivities sx, sy are specied for the PML walls perpendicular to the x¡axis, y¡axis
respectively. A perfectly electric or magnetic conducting wall can be used to terminate
the PML at the outer surface of the PML. Inside the PML, the eld satises the following























where Hz = Hz1+Hz2. Obviously, outside PML region, sx and sy reduce to 0, equation
(3.2.15) reduces to the original Maxwell equation. Hence, equation (3.2.15) is also valid
for the non-PML region. By eliminating Hz1 and Hz2 from equation (3.2.15), a second





























where d(t) and u(t) are Dirac delta function and unit step function respectively.
The nite element solution of the Equation.3.2.16 can be obtained by employing
Galerkin's method following the same line as that for the non-PML region as derived in
section 3.2.1.
3.2.3 Stability Issue
Stability issue is one of the critical issue for time-domain numerical methods. For nodal
basis explicit scheme discussed in subsection 3.2.1, the stability is conditional, and their
stability can be analyzed by following the same lines of thought as that in the FDTD.
For vector basis implicit scheme, both conditionally stable and unconditionally stable
formulation can be employed. In unconditionally stable scheme, the time step is not con-
strained by the spatial discretization. However, it is limited by the accuracy requirement
and also by the spectral content of temporal signatures. These schemes are useful for
analyzing electromagnetic problems in which the electrical size of the nite elements
varies by several orders of magnitude over the computational domain. In conditional
stable scheme, although the time step is limited by the stability criterion, these solvers
usually yield better accuracy [5].
In this work, the conditionally stable scheme is employed. Hence, the stability cri-
teria has to be derived. By tracing the roots of a characteristic equation in the complex
z plane and by evaluating the spectral radius of TDFEM matrix system, the stability












where r(:) represents the spectral radius of (:). Since l< 4 for FEM discretization, a
time step smaller than that in free-space is required in the PML region to keep the time-
marching procedure stable. In addition, the larger the conductivity is, the smaller the
maximum time step has to be chosen. Hence, to employ the PML absorber in TDFEM,
the efciency will be affected to ensure stability.
3.2.4 Numerical Examples






Figure 3.1: Illustration of the propagation problem with a line source.
A line source with Gaussian pulse function is placed at the center of computation
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domain and propagating in free space (Fig.3.1). The computation domain is 5l£ 5l
in size and subdivided into 5796 triangle elements with 8794 unknowns. The TEz-
polarized Neumann pulse is:
H incz (r; t) = 2
£
t¡ t0¡ k ¢ (r¡r0)=c
¤
=t2
£expf¡£t¡ t0¡ k ¢ (r¡r0)=c¤2 =t2g; (3.2.20)
whose parameters are given by k= x, t0= 25:9ns, r0=¡1:0 xm, and t= 5:25ns. The
temporal discretization size is chosen as dt = 0:1ns, following the criteria in Equation.3.2.18.
ABC is employed to truncate the computation domain.



















Figure 3.2: Comparison of propagation waveform calculated using TDFEM with exact
solution.
The time domain waveforms observed at the point r = 0:6 xm are plotted in Fig.3.2
and compare to the exact solution. The shapes of waveforms calculated with rst order
ABC and PML are both generally correct comparing to the exact solution. No late time
instability is observed for either waveform. However, some ripples are observed during
350¡600 time steps for the waveform calculated with the rst order ABC. The absorp-
tion efciency of rst order ABC is not very good. Some reection may be resulted and
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cause the ripple in the waveform. Comparing to the waveform calculated with the rst
order ABC, the waveform calculated with PML is free of ripples and nearly overlapped
with the exact solution.
As can be seen from this simple radiation problem, with proper choosing of time step
and boundary condition, TDFEM is able to provide accurate solution for open region
transient analysis.
3.2.4.2 Stability Analysis















Figure 3.3: Propagation waveform calculated using TDFEM with4t = 0:15ns.
For the same problem as described in subsection 3.2.4.1, the solution will be unstable
if temporal discretization size dt is increased to dt = 0:15ns (Fig.3.3).
This example proves the stability criteria derived in Equation.3.2.18. All TDFEM
implementations including the later development of the hybrid method of TDFEM-









Figure 3.4: Illustration of the scattering problem with a metallic circular cylinder.
3.2.4.3 Scattering From a Metallic Circular Cylinder
A plane wave with sinusoidal modulated Gaussian pulse waveform is incident on an
6-cm metallic circular cylinder. The waveform is expressed in the following equation:
H incz (r; t) = sin(w(t¡ t0))
£expf¡£t¡ t0¡ k ¢ (r¡r0)=c¤2 =t2g: (3.2.21)
The parameters in the equation.3.2.21 are given by w = 2p f , f = 5GHz, k = x,
t0 = 480ps, r0 =¡1:0 xm, and t= 160ps.A metallic cylindrcal scatterer embedded in a
free space at r = 0:0cm x+ 0:0cm y with radius of 3cm. The grid resolution is selected
as dx = 3mm. The time step is chosen as 4t = 5:0ps in order to satisfy the above
mentioned criteria. With 10cm£10cm truncation domain, the FEM will result in 1118
elements. The computational domain is truncated with PML.
The waveform observed at point B (Fig.3.4):r = ¡3:5cm x is plotted in Fig.3.5. It
can be seen that TDFEM curve nearly overlaps with the exact solution. Nearly no ripple
is observed. Comparing to the rst order ABC employed in subsection.3.2.4.1, the
PML employed in this example provided much better absorption. Little reection is
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Figure 3.5: Comparison of scattering waveform calculated using TDFEM with exact
solution.
resulted. In addition, good agreement between the TDFEM result and the exact solution
for this scattering problem with a circular cylinder validates the great ability of TDFEM
in modeling curved boundaries.
3.3 Hybrid Method of TDFEM-PSTD
Since 1990's there have been already some attempts in developing hybrid time domain
methods. The earliest hybrid scheme was proposed by Douglas [15], who transformed
the structured grid to unstructured grid in FDTD. In this study, the computational do-
main was discretized using hybrid meshes. This is the rst step of the transition from
conventional algorithms to hybrid scheme. However, the short-coming of this method
is the point-based discretization of unstructured grid, which may result in spurious so-
lutions in some cases. To conquer this drawback, Wu [16] developed a hybrid nite
difference time domain method with tetrahedral edge-based discretization. The author
employed the tetrahedral edge-based discretization instead of point-based discretization
because it is free of spurious mode. However, in this study, the late time effect was
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ignored. This would result in reections from the boundary and corrupted solution in
the computational domain. Chen [17] found out that the late time instability is caused
by edge elements in the boundary and corner. He settled this problem by using partially
tetrahedral-grided with nite difference time domain method. This work solved the in-
stability problems in hybrid grids, and provided the mathematical model and mesh for
later improvements. Recently, Agostino [18] presented the rst mature hybrid method
of FEM-FDTD. In this study, the basic formula of hybrid method for 2D FEM-FDTD
applications has been constructed. This study not only used hybrid grid, but also used
hybrid algorithm. Later, Thomas [10] developed the stable 3-D time domain FE-FDTD
method. This 3D work further complements the research on FE-FDTD method and
expands its scope of application.
In fact TDFEM has previously been employed in hybrid TDFEM-FDTDmethod [9]-
[10]. It separates computation domain into two parts: small volume near complex
boundaries, and large volume surrounding them. TDFEM and FDTD will be applied
to these two volumes respectively. This hybrid method retains the advantages of both
methods. It is optimum for analyzing electrically-large problem with small irregular
objects. However, the TDFEM-FDTD method is not efcient enough for large-scale
scattering problems like Fresnel zone problems. Due to the Courant limit of FDTD, the
small grid size of FDTD will result in large number of unknowns in the outer large-
scale homogenous volume. Considering the coarse grid size of newly developed PSTD
method, a TDFEM-PSTD method is proposed in this section in the hope to further im-
prove the efciency.
However, the alteration of TDFEM-PSTD from TDFEM-FDTD is not straightfor-
ward. There are some special issues in combining the TDFEM and PSTD due to the
special characteristics of PSTD. Firstly, the excitation cannot be introduced into FEM
directly through Dirichlet boundary condition as TDFEM-FDTD. Numerical experi-
ments show that late time instability may be caused by this excitation in TDFEM-PSTD.
Hence, a new excitation scheme and corresponding boundary value problem model for
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TDFEM are needed to be developed. Secondly, if the data exchange only occur at the
interface between FEM and PSTD in the same way as FEM-FDTD, the interface will
become part of the boundary of the PSTD grids. The wraparound effect will occur at the
interface. Hence, a new data exchange scheme is needed. Moreover, the reason FDTD
and FEM can exchange the results so easily and naturally is that they employ the same
mesh size at the interface. However, PSTD and FEM cannot make their grids match at
the interface because the merit of the PSTD is its coarse mesh size. Thus, interpolation
or tting is needed at the interface of TDFEM-PSTD.
3.3.1 The Bounded Domain TDFEMModelWith Special Boundary
Condition
There are two TDFEM computation models: closed domain model and open domain
model [6]. Closed domain model usually apply to waveguide analysis. PEC or PMC
or periodic boundary condition is forced at the domain boundary. Open domain model
is applied to propagation and scattering problems. Absorbing boundary condition or
ctitious absorber layer is used to truncate the innite domain. However, our problem
does not belong to either type. In the hybrid method, the scattering wave travels cross
the interface to exchange the computation results. Hence, although Fresnel Zone Plate
analysis belongs to scattering problem, the ABC or ctitious absorber cannot be em-
ployed at the interface of TDFEM and PSTD grids. Thus, normal open domain model is
not applicable. On the other hand, no simple PEC/PMC or periodic boundary condition
can be applied at the interface as for normal close domain problem. Hence, traditional
close domain model also can not be used. Therefore, a special boundary condition needs
to be developed at the interface of the hybrid method. In the previously reported hybrid
TDFEM-FDTDmethod, simple Dirichilet boundary condition is applied at the interface.
However, this will lead to instability in the very late time as shown in section.3.3.4. In
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this work, boundary integral will be employed at the interface as the boundary condi-
tion for closed domain TDFEM model. At the same time, it transfers the PSTD result
to TDFEM source. The total eld formulation is employed and Newmark scheme is
employed to achieve a unconditional stable scheme.


































Ni ² [ n£ [5£E(~r; t)]]dG= 0: (3.3.2)






Ni ² [ n£ [5£E(~r; t)]]dG (3.3.3)
Where E(~r; t) is updated from PSTD process.
Newmark Method is employed to temporal discretize the Equation.3.3.2, which re-
sults in the following partial differential equation in the matrix form:
f 14t2 [T ]+
1
24t [R]+b[S]gfug
n+1 = f 24t2 [T ]¡ (1¡2b)[S]gfug
n




¡£bf fgn+1+(1¡2b)f fgn+bf fgn¡1¤ : (3.3.4)
3.3.2 The Entire Domain PSTD
The main difference between this new method of TDFEM-PSTD and TDFEM-FDTD
is the whole domain PSTD. In TDFEM-FDTD, FEM and FDTD domains are separated
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with no overlapping region. The computation results are only exchanged at the inter-
face. However, if the same algorithm is applied to TDFEM-PSTD, PSTD will produce
wraparound effect at both outer boundary and inner interface with TDFEM. PML ab-
sorber is needed at the interface to absorb the periodic waves. Firstly, there will still
be some reections which will inuence the accuracy of the PSTD solution. Secondly,
this scheme requires to separate PSTD domain into small sub-domains and reduce the
number of PSTD array N. The accuracy of the PSTD will further deteriorate. In this
work, whole domain PSTD will be employed. The TDFEM domain and PSTD domain
are overlapping. Not only PSTD points at the interface, but also PSTD points inside the
TDFEM domain are updated from TDFEM results. Hence, the PSTD is applied through
the whole domain, no inner PML absorber is needed. Moreover, unlike the large number
of FDTD points in TDFEM-FDTD, PSTD has much less points due to its coarse mesh
size. Hence, only a little computation burden will be imposed on the whole domain
PSTD. The efciency of TDFEM-PSTD will be retained.
The PSTD algorithm discussed in the Chapter 2 can readily be applied to the hybrid
method. The TF/SF formulation is employed to introduce plane wave excitation into
computation domain [38]. UPML absorber is employed to truncate innite domain and
reduce wraparound effect. Initial eld distribution is employed to reduce the Gibbs
phenomenon.
3.3.3 Result Exchange at the Interface
From the discussion in the previous two subsections, it can be seen that the data ex-
change between TDFEM and PSTD is very different from TDFEM-FDTD. Moreover,
since the mesh sizes of TDFEM and PSTD are not matched, additional interpolation or
tting scheme is needed for data exchange. In this subsection, detailed data exchange
scheme is explained.

















Figure 3.6: Illustration of data exchange between TDFEM and PSTD.
proposed algorithm. Fig.3.6 shows how the data transfers between the PSTD and the
TDFEM grids.
1. Generating boundary source for TDFEM domain from PSTD computation result.
As mentioned before, the source for TDFEM is introduced through the integral













As shown in Fig.3.6, points marked with cross can be obtained from neighboring
PSTD points by nite difference. The value for each FEM edge on the boundary
can be obtained by vector tting. For example, in order to obtain the eld value
for edge b, the eld function curve along axis zeta is needed to be reconstructed
from the sampling points (crossed points) along this axis. This reconstruction is
accomplished by interpolation or vector tting which will be discussed thoroughly
in the next section.4.5.
2. Updating PSTD Hz points that are inside the TDFEM domain or on the interface.
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Take point A as an example. Because TDFEM result only gives E-eld informa-
tion, H-eld of point A is updated by nite difference from surrounding E -elds.















Note, the spatial difference dx and dy are not following the PSTD mesh size.
Finite difference scheme need to meet4x· l10criteria to ensure the stability and
accuracy of the calculation. In this work, dx and dy are set to be l20 .





























































where p = 1;2;3;4 represents the surrounding point number. q represents the







nodal basis function. k = 1;2;3 is the triangle node number. a;b;c are the edge
element coefcients of the triangle element. li is the length of the ith triangle
edge. 4 is the area of the triangle element. uni is the nth-iteration tangential
E-eld component along the ith triangle edge.
3.3.4 Stability Analysis
In the previously proposed TDFEM-FDTD algorithm, Dirichlet boundary condition is
used as the source for TDFEM computation. However, this may lead to instability in
very late time. If the source, which comes from last step's PSTD result, is introduced
through boundary integral in Equation.3.3.3, the stability will be improved.
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Another important issue regarding the stability is the temporal discretization. If
central difference scheme is employed, to ensure stability of the marching process, the
time step is selected as the minimum of4t · 2p
r([T ]¡1[S])





r(²) is the spectral radius of the items enclosed and D = 2 is the dimensionality of the
problem. The former criterion corresponds to the stability criterion for TDFEM and
the latter is for the PSTD. For a fruitful comparison, the derived time-step is compared
next with the FDTD stability criterion and the overall minimum time-step is nally
selected for computation. On the other hand, if Newmark method is used, the TDFEM
process will be unconditionally stable, hence only the criterion for PSTD is needed to
be satised.
3.3.5 Numerical Examples







Figure 3.7: Illustration of the scattering problem with two metallic cylinders.
A plane wave with the following modulated Gaussian pulse waveform is propagating
in presence of two metallic circular cylinders:
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H incz (r; t) = sin(w(t¡ t0))
£expf¡£t¡ t0¡ k ¢ (r¡r0)=c¤2 =t2g; (3.3.8)
whose parameters are given byw= 2p f , f = 5GHz, k= x, t0= 480ps, r0=¡1:0 xm,
and t= 160ps. As shown in Fig.3.7, two metallic scatterers are embedded in free space
medium with radius of 2.0 cm and 4.0 cm respectively. The grid resolutions for TDFEM
and PSTD are selected as 4x = 3mm and 4x = 12mm respectively. The time step is
chosen as 4t = 1:0ps in order to satisfy the above mentioned stability criteria. With
4x = 3mm selected, two TDFEM regions result in 398 and 863 elements respectively.
The computational domain is truncated with 4-layer UPML[5] with each layer being
4x= 12mm thick.
TDFEM, PSTD, and hybrid method of TDFEM-FDTD, TDFEM-PSTD are all ap-
plied to this scattering problem. l20 mesh size is employed for TDFEM and FDTD, and
l
5 mesh sizes is used for PSTD. The whole computation domain is truncated as 6l£5l.
 
Figure 3.8: Comparison of different time domain methods results for a scattering prob-
lem with two conductive cylinders.
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Table 3.1: Comparison of computation complexities of different methods
for the scattering problem.
Method Memory Number of cells used CPU Time taken
PSTD 750 0.2M 11
TDFEM-FDTD 13231 67M 4051
TDFEM 15727 130M 7.3e+05
TDFEM-PSTD 1981 20.6M 3778
The time domain waveforms observed at the point r= 0:06 xm computed using dif-
ferent methods are plotted in Fig.3.8 to compare the accuracy.
In addition, the memory and CPU time assumptions of different methods are also
listed in Table.3.1 to compare the efciency.
From Fig.3.8, we notice that the PSTD suffers severely from its inability to model
curvilinear boundary and metallic objects. In comparison with TDFEM and TDFEM-
FDTD, similar accuracy is obtained by our proposed TDFEM-PSTD algorithm. Only
some ripples are observed in the front part, which may be due to Gibbs phenomenon
caused by excitation. The excitation needs to be further improved. From Table.3.1, our
proposed algorithm outperforms the TDFEM and TDFEM-FDTD method in terms of
the CPU time taken. As compared to the TDFEM and TDFEM-FDTD, less cells and
memory are needed for TDFEM-PSTD.
3.3.5.2 Reection Analysis at the TDFEM-PSTD Interface
The same Gaussian excitation is employed. PSTD and TDFEM-PSTD are used to sim-
ulate the propagation of this excitation in free space (Fig.3.9). The difference of Hz
eld at interface normalized by maximum value of PSTD results is used to measure the
spurious reection coming from the boundary between PSTD grid and TDFEM grid.
As shown in Fig.3.10 , the reection is very low.
By properly choosing the interpolation/tting scheme at the interface, the extra error
introduced by interpolation is very small and will not inuence the overall performance.
The detailed discussion and investigation of interpolation scheme will be put together
73
with the development of the hybrid PSTD-FDTD method in Chapter 4.
3.3.5.3 Stability Analysis
As mentioned before, a new interfacing scheme with boundary integral is developed for
the new TDFEM-PSTD method. This interfacing scheme will be more stable compared
to the traditional Dirichlet boundary condition. In this example, a simple scattering
problem is considered. TDFEM-PTSD methods with different interfacing schemes are
employed for simulation. Long time (1000 time steps) simulations are conducted to
examine the stabilities of these two methods.
As shown in Fig.3.11, a 6-cm-diameter metallic cylinder scatterer is embedded in the
free space medium. The same modulated Gaussian excitation as in subsection.3.3.5.1
is employed. TDFEM grids is applied near the circular cylinder, and PSTD grids are
applied over the whole domain.
Fig.3.12 shows the results of TDFEM-PSTD with two different source introducing
approaches. One traditional approach is to introduce TDFEM source through Dirichlet
boundary condition like in TDFEM-FDTD [9]. The other one is to use boundary inte-
gral as developed in Equation.3.3.3. It can be seen that both curves agree well with the
exact solution during time region 600¡1500 time steps. However, the TDFEM-PSTD
method with Dirichlet boundary condition becomes unstable in the late time region. Ir-
regular ripples are present and growing larger. Hence, the traditional Dirichlet boundary
condition is not feasible in the TDFEM-PSTD method. Late time instability will occur.
In contrary, no instability is observed in the late time region for the curve calculated
using TDFEM with boundary integral. Hence, the new developed boundary integral
scheme is more stable.
As can be concluded from these numerical examples, the hybrid TDFEM-PSTD
method developed in this chapter reap the advantage of both PSTD method and TD-
FEM method. It is capable of efcient and accurate simulation of large scale scattering
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problems with curved scatterers. Moveover, this new time domain algorithm is free of






FEM regionPSTD region Interface
Figure 3.9: Illustration of reection analysis at the interface between PSTD and FEM
grids.







Figure 3.11: Stability analysis for a scattering problem with a metallic cylinder.
Figure 3.12: Results of different approaches for introducing TDFEM source.
Chapter 4
Hybrid Method of PSTD-FDTD
4.1 Introduction
Although the TDFEM-PSTD hybrid method developed in Chapter 3 is a powerful tool
for large scale simulation of scattering problems with complex scatterers, it may not
be the best choice for some practical problems. For some scatterers like EBG or FSS
structures, no curved boundaries is present. Small elements in these scatterers are all
in regular shapes. However, their small sizes are out of the modeling capability of the
PSTD grids. For such problems, ne grids FDTD would also be able to provide accurate
modeling like TDFEM.Moreover, even for some practical problems with curved bound-
aries, if the curvature is not big or the accuracy requirement is not very high, FDTD can
also achieve good results other than TDFEM. Comparing to the TDFEM, FDTD is much
more efcient and easy to program. It is a matrix-free scheme with explicit leap-frog
time matching algorithm. The those problems mentioned above, similar accuracy as
TDFEM can be achieve by FDTD with much less memory and time consumption. In
addition, it is difcult to extend 2D TDFEM-PSTD to 3D because 3D vector TDFEM
need to store complex facet and edge arrays. The memory and time requirements are
very high, especially for 3D problems. Moreover, complex pyramid elements of FEM
at the interface of TDFEM-PSTD are difcult to construct. FDTD-PSTD provides a
much easier and straightforward way to extend 2D method to 3D. It is nodal-based and
employs regular cube elements other than unstructured tetrahedral in TDFEM-PSTD.
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In this chapter, a new hybrid method of FDTD-PSTD will be developed and will be
extended to analyze 3D problems.
There are already some papers reporting a FDTD-PSTD hybrid method [63]-[64]. In
those papers, FDTD and PSTD are applied along different dimensions. This approach is
suitable for analyzing problems that have inhomogeneity only in one or two dimensions
such as waveguide problems. However, for practical scattering problem like Fresnel
Zone Plate diffraction problems, the complexity will present in all three dimensions
and will be conned in a small region containing the scatterer. The current FDTD-
PSTD scheme is not applicable. In this chapter, a new approach for combining the
FDTD and PSTD is proposed and implemented. This approach is similar to combining
TDFEM and PSTD. The whole computation domain is separated into two sub-domains.
Different algorithms are applied in different sub-domains. Interface is setup to exchange
the results between sub-domains.
However, the combination and interface scheme of PSTD-FDTD is not exactly the
same as TDFEM-PSTD. In this chapter, the detailed PSTD-FDTD algorithm and data
exchange procedure will be explained. In addition, the dispersion and stability issues
of the PSTD-FDTD method will be investigated. The stability criteria will be given.
In addition, different interpolation/tting methods will be examined at the interface and
error analysis will be conducted. This discussion is also applicable to TDFEM-PSTD
method developed in Chapter 3. Finally, some numerical examples will be given to
examine the accuracy and efciency of PSTD-FDTD method.
PSTD-FDTD scheme will also be expanded from 2D to 3D in this Chapter. The
surface interpolation issue will be discussed. The performance of PSTD-FDTD in 3D































Figure 4.1: Illustration of data change for 2D FDTD-PSTD method.
4.2 Algorithm
The construction of the FDTD-PSTD hybrid method following the second approach
is similar as TDFEM-PSTD. Due to the simple algorithm of FDTD, the combination
will also be simpler. The PSTD results can be directly applied to FDTD boundary as
Dirichilet boundary condition. No boundary integral is needed and no instability will
occur. Whole domain PSTD is still employed for FDTD-PSTD considering the special
property of the PSTD. In addition, since FDTD and PSTD have different mesh sizes,
interpolation or tting is still needed for exchanging data.
2-D FDTD-PSTD hybrid grids and data exchange scheme are illustrated in Fig.4.1.
BC is the FDTD-PSTD interface. Points marked with big dots are PSTD points at the
interface. For TE wave, three eld components of PSTD are all at the same point. Points
marked with cross are FDTD Hz-eld points at the interface. Three eld components of
FDTD are staggered.
As illustrated in Fig.4.2, PSTD calculation and FDTD calculation are carried out
alternatively. First, the PSTD is carried out in the whole domain, TF/SF formulation
is employed to introduce the incidence. UPML is employed to truncate the innite
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      at fine FDTD grids are  interpolated from
at coarse PSTD grids along interface line BC
           is updated from
using FDTD.
        Along interface BC is obtained by
averaging surrounding
           in entire PSTD grids are updated
from initial values          using PSTD
Other PSTD field components are




































Figure 4.2: Flowchart of 2D FDTD-PSTD method.
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domain. The resulted PSTD Hz elds at the interface are used to generate the source
for FDTD. In Fig.4.1, ~HFz at ne FDTD grids are interpolated from ~HPz at coarse PSTD
grids along interface line BC. Ey elds can be interpolated in the same way. A little
modication is needed for Ex elds. ~EFx and ~EPx are not positioned along one line.
Hence, 2D interpolation is needed between ~EPx (i; j¡ 1;k) and ~EPx (i; j+ 1;k). After
obtaining these ~EF source at the interface, the FDTD algorithm can be carried out in
the inner domain. After FDTD process, all PSTD points inside the FDTD domain and
on the interface are updated using FDTD results. Taking point D as an example, ~HPz is
updated with the overlapped ~HFz . ~EPx and ~EPy at point D can be obtained by averaging
the nearest ~EFx and ~EFy respectively. The computation cycle can continues in this way.
In addition, total eld / scatter eld scheme is employed for plane wave excita-
tion. Uni-axial PML is used to truncate the innite domain and reduce wraparound
effect [32][38].
When dealing with practical scattering problems like Fresnel Zone Plate diffrac-
tion analysis, the 3D algorithm is needed. In previous discussion, the hybrid method
TDFEM-PSTD is only developed in 2D to illustrate the idea and explain the concept.
For 3D algorithm, complex interfacing scheme (pyramid element) and stability issue are
involved. Moreover, the computation burden will be higher than FDTD-PSTD. In this
thesis, only FDTD-PSTD will be extended to 3D algorithm and used to analyze Fresnel
Zone Plate diffraction problem. The extension of TDFEM-PSTD to 3D will be carried
out in future work.
Due to the simplicity of the programming of FDTD algorithm, the expansion of
FDTD-PSTD from 2D to 3D is straightforward. The only issue is the data exchange on
the interface. 2D interpolation or tting will be employed at the 2D surface interface.
As shown in Fig.4.3, points marked with big black dot are coarse PSTD eld points.
6 eld components E(H)Px;y;z overlapped at the same point. The ne grids are FDTD
grids. One FDTD grid is circled as an example for illustration. Six small thick arrows











Figure 4.3: Illustration of 3D FDTD-PSTD hybrid grids.
loop, PSTD is calculated for the whole domain rst. The result is interpolated to gener-





are located in plane x= i which overlapped with PSTD plane x= I, they can be updated
from all PSTD points in plane x = I using 2D interpolation. The other three eld com-
ponents located between plane x= I and x= I+1 can be updated from PSTD points in
these two planes using one time 2D interpolation and one time 1D interpolation. With
these initial points values, FDTD computation is carried out in inner ne grids. After
FDTD calculation, all PSTD points inside FDTD region and at the interface are updated
from FDTD results. With these initial PSTD points values, PSTD computation is carried
out through the whole domain. The time stepping loop can continue accordingly.
The 2D interpolation scheme will be discussed in details in the next section.4.5.
4.3 Dispersion and Stability Analysis
In previous developed non-uniform FDTD method [57], different grid sizes were in-
volved. In order to minimize the dispersion error, different time steps were chosen
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for different grid sizes. Both time domain interpolation and spatial interpolation were
needed at the interface between different grids. Errors due to both interpolations were
caused. However, for hybrid PSTD-FDTD method which also involves different grid
sizes, only one xed time step is needed. This is because PSTD dispersion relation is
independent of grid size. The error caused by time domain interpolation can be avoided,
and no more dispersion error will be added.
As derived in [32], the dispersion relations for PSTD and FDTD in homogenous and















It can be seen from Equation.4.3.1b, The ratio 4t4x for non-uniform FDTD should be
the same to have continuous dispersion relation. In PSTD dispersion relation shown in
Equation.4.3.1a, for a 4t satisfying w4t ¿ 1, the PSTD dispersion relation is almost
exact. For the same 4t, if FDTD grid size satises kx4x¿ 1, the FDTD dispersion
relation is also almost exact. Hence, for this common 4t, the dispersion relations of
PSTD and FDTD are both quasi-exact and can be regarded as continuous. Thus, only
one xed time step is needed for PSTD-FDTD hybrid method.
Fig.4.4 compared the dispersion relation in the PSTD and FDTD algorithms with
the exact dispersion relation for a 1D problem in a similar way as employed in [32].
Fig.4.4(a)-(b) employed the same time step dt = lmin=C=7:5. It can be seen that FDTD
only agrees well with PSTD when its mesh size is small enough (less than lmin=10). In
Fig.4.4(b)-(d),different time steps dt = lmin=C=7:5, dt =lmin=C=10 and dt =lmin=C=20
were used. It is observed that the dispersion error is very small when dt is small enough
(Courant limit). Moreover, for all time steps, FDTD with 4x = lmin=10 agrees well
with PSTD. This proves the dispersion continuity of the hybrid method.
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Figure 4.4: Comparison of dispersion relations in the PSTD and FDTD algorithms for
different mesh sizes and time steps.
To ensure the stability of the hybrid method, FDTD and PSTD process each needs









(D is the dimensionality of the problem) are











Moreover, the spatial interpolation may result in extra numerical errors at the ne-
coarse grid boundary. Late time instability may occur [57]. In order to test the stability
of this hybrid method, a simple sine wave propagation problem is solved. A line source
with 10GHz sine waveform is propagating in free space and truncated with PML ab-
sorber. The waveform is observed at a point 10cm away from the source point. The
analytical solution is taken as the standard. The results calculated using FDTD and
PSTD-FDTD hybrid methods are compared with this standard and relative errors (de-
ned in [57]) are plotted in Fig.4.5. 15 time period calculations were carried out, which
is long enough for most practical problems. As shown in Fig.4.5 all the errors converged
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Figure 4.5: Comparison of relative errors of hybrid method with PSTD method for long
period.
to some nite values, the hybrid method was stable at least for 15 time periods. Different
sizes of ne FDTD region were employed 34x£34y£34z and 94x£94y£94z. In
addition, different sizes of FDTD grids l10 and
l
20 (PSTD grids is maintained as
l
5 ) were
employed. The time steps were chosen as4t = 5ps and4t = 2:5ps for these two cases
respectively. As can be seen from Fig.4.5, the errors of hybrid method are lower than the
coarse PSTD method for both small and big ne FDTD region cases. The accuracy is
improved. Moreover, in big ne FDTD region case, the l20 FDTD achieves even better
accuracy than l10 FDTD.
However, the hybrid PSTD-FDTD algorithm is not unconditionally stable. As ob-
served in the author's numerical experiments, when the ne grid region is very small
(e.g. 4x£4y£4z) or the ne-coarse grid size ratio is too small (e.g. l=2l=20 = 1=10),
late time instability occurred. The empirical stability guideline is: the ne grid region
should be bigger than 3 PSTD grids in each dimension; and the ne-coarse grid size
ratio should be bigger than 1/4.
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4.4 Numerical Examples













Figure 4.6: Illustration of a scattering problem with a metallic circular cylinder.
A plane wave with sinusoidal modulated Gaussian pulse waveform:
H incz (r; t) = sin(w(t¡ t0))
£expf¡£t¡ t0¡ k ¢ (r¡r0)=c¤2 =t2g: (4.4.1)
where parameters are omega = 2p f , f = 5GHz, k = x, t0 = 480ps, r0 = ¡1:0 xm,
and t = 160ps is incidence on a metallic circular cylinder embedded in a free space
at r = 0:0cm x+ 0:0cm y with radius of 3cm (Fig.4.6). The mesh sizes are 4x = 3mm
and 4x = 12mm for FDTD and PSTD domain respectively. The time step is chosen as
1:0ps.
The observed waveform at r=¡4cm x is plotted in Fig.4.7. Although FDTD-PSTD
has a little bigger deviation from the exact solution compared to the TDFEM-PSTD
method, the error is less than 0.01 comparing to the exact solution. The ripples between
time step 400¡700 is same for FDTD-PSTD and TDFEM-PSTD. This may caused by
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Figure 4.7: Results of scattering from a circular cylinder.
the wraparound effect and Gibbs phenomenon of PSTD. They can not be completely
eliminated by the PML and initial eld distribution.
It can be seen from this example that PSTD-FDTD can achieve similarly accurate
result compared to TDFEM-PSTD when analyzing curved scatterers. However, this
conclusion is only applicable when objective object is not too complex and the accuracy
requirement is not too high.
4.4.2 Scattering Problem With a Square cylinder
The same plane wave as in subsection.4.4.1 is incidence on a metallic square cylinder,
which is also placed at the Origin with dimension 6cm£6cm (Fig.4.8). The mesh sizes
are 4x = 3mm and 4x = 12mm for FDTD and PSTD domain respectively. The time
step is chosen as 1:0ps.
The observed waveform at r = ¡4cm x is plotted in Fig.4.9. As can be seen from
the gure, the FDTD-PSTD curve almost overlapped with TDFEM-PSTD curve. Two
methods shows similar agreement with the exact solution (MIE solution). The ripples












Figure 4.8: Illustration of a scattering problem with a metallic square cylinder.
Table 4.1: Comparison of complexities of different hybrid meth-
ods for the scattering problem B.(2000 time steps)
Method Memory CPU Time taken Relative error
TDFEM 100.7 3.29e+05 4.5e-6
FDTD 2.0 45.5 3.3e-3
FDTD-PSTD 0.32 6.0 0.01
TDFEM-PSTD 8.2 3422 0.01
PSTD 0.2 4 132
caused by the wraparound effect and Gibbs phenomenon of PSTD. Hence, for scatter-
ers with regular structures, FDTD-PSTD can provide the similar accurate solution as
TDFEM-PSTD.
Table.4.1 lists complexities and computation resource usages of FDTD-PSTDmethod
and TDFEM-PSTD method for the scattering problem with square cylinder. It can be
seen that FDTD-PSTD method requires less memory and CPU time, which results in
better efciency.
From these two scattering problems, it can be seen that for non-curved structures,
FDTD-PSTD can achieve the same accuracy as TDFEM-PSTD with less computation
consumption. It is a better choice for these problems. For curved structures, the accuracy
of FDTD-PSTD is not that good as TDFEM-PSTD. However, it is still acceptable for
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Figure 4.9: Results of scattering from a square cylinder.
certain error level. It would be a good alternative of TDFEM-PSTD method.
4.4.3 3D Scattering Problem With a Metallic Sphere
As shown in Fig.4.10, a Y-directed Z-polarized plane wave with Neumann pulse wave-
form is incidence on a conducting sphere with R= 2cm radius located at the (0;0). The
waveform is expressed in the following equation:
E incz (r; t) = 2
£
t¡ t0¡ k ¢ (r¡r0)=c
¤
=t2
£expf¡£t¡ t0¡ k ¢ (r¡r0)=c¤2 =t2g: (4.4.2)
The parameters in equation.4.4.2 are k = y, t0 = 0:38ns, r0 = ¡1:0 xm, and t =
0:123ns. The temporal discretization size is chosen as dt = 3:85ps following the criteria
in Equation.4.3.2. PML is employed to truncate the computation domain.
The time domain waveform observed at the point r =¡3 ycm is plotted in Fig.4.11
and compared to FDTD and PSTD results. The wave curve of PSTD-FDTD nearly







Figure 4.10: Results of scattering from a square cylinder.
0:1ns 0:3ns and 1:15ns 1:25ns. These ripples may be also caused by the wraparound
effect. However, with properly imposition of PML at the outer boundary, the reected
ripples is very small. The amplitude is below 0.05V/m. Moreover, ripples only appear
in the early and late time region. The main waveform is not corrupted. Hence, PSTD-
FDTD is able to provide similar accurate solution as FDTD for 3D scattering analysis.
In contrast, PSTD curve has big time delay comparing to the FDTD curve as shown
in the Fig.4.11. Moreover, big deviation in the main waveform is observed between
PSTD curve and FDTD curve. Thus, for curved scatterers, PSTD is not able to provide
accurate solution.
Computation complexities for this 3D scattering problem with pre-mentioned three
methods are listed in Table.4.2. It can be seen that FDTD-PSTD requires much less
memory and CPU time than FDTD for this 3D problem.
In conclusion, FDTD-PSTD takes advantage of both FDTD and PSTD methods. It
achieves good efciency and accuracy at the same time.
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Table 4.2: Comparison of complexities of dif-
ferent methods for the 3D scattering prob-
lem.(600 time steps)

























Figure 4.11: Results of scattering from a metallic sphere.
4.5 Interpolation and Fitting Scheme at the Interface
Due to the different mesh size of TDFEM/FDTD and PSTD method, interpolation or
tting scheme is needed at the interface to exchange results. The interpolation/tting
scheme for TDFEM-PSTD and FDTD-PSTD are almost the same. The purpose is to
reconstruct the eld wave curve on the interface as close to the actual one as possible.
In this section, some typical eld curves at interface are chosen from previous examples
as standards. They are sampled with coarse PSTD points as the source. Different in-
terpolation/tting schemes are employed to reconstruct the curve from this source, and
eld values at ne FDTD points are obtained. Errors between standard curve and recon-
structed curve are plotted. Different interpolation/tting schemes are compared and the
best one is chosen.
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Figure 4.12: Illustration of data change for 2D FDTD-PSTD method.
In subsection 4.4.2, a scattering problem with a square cylinder is analyzed with 2D
FDTD-PSTDmethod. The eld curve along the line interface BC (As shown in Fig.4.12,
where B:(¡15cm;¡6:6cm) and C:(15cm;¡6:6cm)) at the 1000 time step (4t = 1ps)
calculated from pure FDTD method is plotted in Fig.4.13 as standard solution.
Field distributions calculated using PSTD-FDTD method with different interpola-
tion/tting methods are compared with the standard solution. Six typical interpola-
tion/tting methods are examined. They are Lagrange interpolation, GPOF [65]-[66],
Spline interpolation [67], Chebyshev tting [68], Polynomial tting [69] and Cauchy in-
terpolation [70]. In addition, whole line tting and subsection tting are both attempted.
For whole line tting, all points on interface line are being interpolated at one time. For
subsection tting, the grid points are divided into groups with 8 points or 4 points in
each group. The interpolations are performed for each group separately.
The waveforms and the errors (difference relative to the standard)for whole line
tting are plotted in Fig.4.14 and Fig.4.15 respectively. The waveforms and the errors
for subsection tting are plotted in Fig.4.16 and Fig.4.17 respectively.The Mean errors
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Figure 4.13: Standard Hz-eld curve along interface BC at t = 10004t calculated from
pure FDTD
for different schemes are listed in Table.4.3.
It is observed from Table.4.3 and Fig.4.14-4.15 that GPOF achieved lowest error
with most efcient whole line tting scheme. When whole line is divided into subsec-
tions (4-point), some methods like Chebyshev tting, Polynomial tting, and Cauchy
interpolation performed much better as shown in Table.4.3 and Fig.4.16-4.17. How-
ever, comparing performances of both whole line tting scheme and sub-section tting
scheme, GPOF is the best choice.
4.5.2 Surface Interface in 3D Scattering Problem
In subsection 4.4.3, a 3D scattering problem with a sphere is analyzed with 3D FDTD-
PSTD method. The 2D eld distribution in the surface interface ABCD (As shown in
Fig.4.18, where A:(¡2:8cm;¡2:8cm;¡2:8cm), B:(2:8cm;¡2:8cm;¡2:8cm),
C:(¡2:8cm;¡2:8cm;2:8cm)), D:(2:8cm;¡2:8cm;2:8cm)) at the 300 time step (4t =
3:3ps) calculated from pure FDTD method is plotted in Fig.4.19.
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Figure 4.14: Comparison of reconstructed Hz-eld curves along interface BC using
different interpolation/tting schemes.
























Figure 4.15: Errors between reconstructed Hz-eld curves and the standard curve for
different interpolation/tting schemes.
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Figure 4.16: Comparison of reconstructed Hz-eld curves along interface BC using
different interpolation/tting schemes.















Figure 4.17: Errors between reconstructed Hz-eld curves and the standard curve for
different interpolation/tting schemes.
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Table 4.3: Mean errors for different interpolation/tting methods
Mean Error Linear GPOF Spline
Whole line 1:74£10¡3 1:21£10¡4 1:54£10¡4
8-point 1:54£10¡3 2:82£10¡4 2:7£10¡4
4-point 1:7£10¡3 9:8£10¡4 7:0£10¡4
Mean Error Chebyshev Polyt Cauchy
Whole line 1:45£10¡3 0.911 3:16£10¡4
8-point 3:0£10¡4 2:7£10¡4 9:85£10¡4










Figure 4.18: Illustration of 3D FDTD-PSTD hybrid grids.
Same as the 2D case, eld distributions at the interface calculated using PSTD-
FDTD with different interpolation/tting methods are compared with the standard solu-
tion. Mean errors(difference relative to the standard solution) of different methods are
listed in Table.4.4. Only whole line tting is attempted here considering the efciency
of the 3D scheme.
The conclusion is the same as for the 2D case. It is observed from Table.4.4 that
GPOF achieves the lowest error. It is also the best choice for 3D PSTD-FDTD algorithm.
For illustration, the eld distribution reconstructed from GPOF method is plotted in
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Table 4.4: Mean errors for different interpolation/tting methods
Mean Error Linear GPOF Spline
Whole line 3:3£10¡3 2:4£10¡5 2:6£10¡5
Mean Error Chebyshev Polyt Cauchy
Whole line 2:2£10¡3 1 2:5£10¡5
Fig.4.20. The error (difference relative to the standard solution) is plotted in Fig.4.21.
As can be interpreted from these gures, the waveform reconstructed from GPOF is
smooth and has little variation from the standard solution. The Mean error is 2:4£
10¡5. Little interpolation error will be introduced to PSTD-FDTD calculation by GPOF
method. Hence, For numerical examples in this Chapter and future discussions in Chap-
ter 5, GPOF tting scheme was and will be employed for interface interpolation.
In this chapter, another hybrid method of PSTD-FDTD is proposed and developed.
Different computation issues like stability and interfacing scheme are discussed. The
performance of this hybrid method is examined in some numerical examples and com-
pared with other time domain methods. Although the PSTD-FDTD do not possess the
high accuracy of TDFEM-PSTD, it is has better efciency. It is also capable of analyzing
ne or complex structures, and even some curved structures. It would be an efcient al-
ternative of TDFEM-PSTD for some practical problems. PSTD-FDTD is also expanded
to 3D for its excellent efciency and easy-implemented algorithm. Its high efciency is
even more precious in 3D analysis. In the later Chapter, PSTD-FDTD will be applied to












































Figure 4.20: Reconstructed Ez-eld distribution in interface ABCD using PSTD-FDTD




























Figure 4.21: Errors between reconstructed Ez-eld distribution and the standard distri-




Before the hybrid method developed in Chapter 4 is implemented to practical Fres-
nel Zone Plate design problems, another hybrid PSTD method FMM-PSTD will be
researched and explored in this Chapter. Same as TDFEM-PSTD method developed
before, only 2D FMM-PSTD is developed to illustrate the main idea in this thesis. The
expansion to 3D form and implementation in practical problems will be explored in
future work.
In the traditional PSTD algorithm, the computation domain is discretized using equi-
spaced grid points or Chebyshev-collocation points. Hence, the eld function is approx-
imated using Fourier polynomial or Chebyshev polynomial. The spatial derivative of
the eld function is then expressed as the multiplication of the eld vector by a square
coefcient matrix [40]-[41]. The major computational burden of PSTD also comes from
this Differential Matrix Multiplications (DMM). For Fourier and Chebyshev polynomial
approximations, the FFT/FCT can be employed to accelerate the DMM [40]-[41]. The
computation complexity was reduced from O(N2) to O(Nlog2N) [41]. However, when
the eld function is approximated using other polynomials, such as Legendre polyno-
mial, Sinc series, and Hermite functions, the FFT and FCT routines are not applica-
ble [42]. Even for Fourier and Chebyshev polynomials, there are also some limitations.
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The periodical FFT/FCT algorithm caused the wraparound effect [32][34][37]. The c-
titious wave coming from other periods may corrupt the solution. In addition, if a hard
source was applied to excite the EM wave, the Gibbs phenomenon would arise [36].
This phenomenon is also resulted from the global property of the FFT/FCT. Different
from the point-wise updating scheme of nite difference in FDTD, the FFT/FCT up-
dates N points (N-point arrays) at a time through a N-point scheme. Hence, the hard
source will introduce a discontinuity and result in Gibbs phenomenon. In order to make
PS method applicable to different polynomial approximations, and to improve the accu-
racy of the PSTD method, a new PSTD method which incorporates FMM is proposed
in this Chapter.
In this Chapter, section 2 will give an introduction to PS method with different grid
points and cardinal functions. The performances of different cardinal functions are in-
vestigated and compared. Section 3 will explain the general FMM algorithm and con-
struct the FMM-based PSTD method for different cardinal functions. Detailed formu-
lations will be given. Section 4 will conduct some typical numerical experiments. The
accuracy and applicability of FMM-based PSTD method will be examined.
5.2 Pseudo-Spectral Method and Cardinal Functions
5.2.1 Pseudo-Spectral Method
Assuming an arbitrary structure domain with medium inhomogeneous only in two di-
mensions and invariant in w direction, the eld distribution in this domain can be de-













































Figure 5.1: Illustration of domain transform.
The arbitrary computation domain can be mapped to a uniform square through trans-
nite blending function interpolation [45] as shown in Fig.5.1.
The 2D interpolation is constructed as a linear combination of two 1D interpolations
and their product. Firstly the blending functions f1;f¡1 and q1;q¡1 are dened. They
will be used to interpolate in each direction.
f¡1(x) = (1¡ x)=2;f1(x) = (1+ x)=2; (5.2.2a)
q¡1(y) = (1¡ y)=2;q1(y) = (1+ y)=2: (5.2.2b)
1D transnite interpolations are:
Px[u](x;y) = f¡1(x)u(¡1;y)+f1(x)u(1;y); (5.2.3a)















(1¡ x¡ y+ xy)u2+(1+ x¡ y¡ xy)u4
+(1¡ x+ y¡ xy)u1+(1+ x+ y+ xy)u3
#
(5.2.5)
Y coordinates can be mapped in the same way.
In the transformed domain, sampling points of the eld function are located at col-
location points. Different collocation points will result in different cardinal functions.











; i; j = 0;1; ¢ ¢ ¢N: (5.2.6)
For the Legendre case, the collocation points are [40]:
x0 =¡1;xN = 1;xi = ith root of dPN=dx; (5.2.7a)
y0 =¡1;yN = 1;y j = jth root of dPN=dx; (5.2.7b)
where PN is an N-th order Legendre polynomial.
The eld value (taking Ez as example) at arbitrary point (x,y) can be interpolated








Ez(xi;y j)gi(x)g j(y); (5.2.8)
where gi(x);gi(y) are cardinal functions for interpolation along x,y directions respec-
tively:
For the Chebyshev case:
gi(x) =
(1¡ x2)T 0N(x)(¡1)i+1+N
ciN2(x¡ xi) ; (5.2.9)
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where c0=cM=2;ci=1 and TM(x) = cos(Mcos¡1x) (5.2.10)







where PN is a N-th order Legendre polynomial.
The partial derivative indicated by the superscript (x)&(y) can be expressed as mul-


















The traditional way for evaluating these derivatives is direct matrix multiplication.
However, differential matrices are very dense, direct multiplication will result in huge
computational burden when the number of sampling points becomes large.
For the special case of Fourier type cardinal function or Chebyshev type cardinal
function, the Differential matrix multiplication (DMM) can be accelerated by FFT/FCT [40].
However, for other cardinal functions such as Legendre and Hermite cardinal functions,
no such fast algorithm is applicable at the moment.
5.2.2 Cardinal Functions
The choice of cardinal function for eld function approximation is based on several
factors. The domain dimension and material, the problem type, and the Runge phe-
nomenon [40], all need to be considered. For periodical domain, the trigonometric
polynomial will perform well. It employs simple uniform grid and give accurate ap-
proximation at all points. Since a spatially-periodic interval can be conceptualized as
a ring, no Runge phenomenon will be present. However, for non-periodic domain, the
uniform grid and the resulted polynomial cardinal function from interpolation will in-
troduce big vibration near endpoints. Hence, non-uniform collocation points need to be






Figure 5.2: Comparison of Runge phenomenon in different cardinal functions. C(x) is
the magnitude of cardinal functions. Enclosed in the legend are the respective Gegen-
bauer functions.
For nite domain problems, the Gegenbauer function family (Chebyshev and Legen-
dre are both special case of Gegenbauer function) has good performance. Because they
have points concentrated near endpoints to alleviate Runge phenomenon, they will have
smaller vibration near end points compared to even-spaced polynomial cardinal func-
tion. Moreover, they can be easily combined with boundary condition to solve the BVP
problem for nite domain. For innite domain, both Chebyshev and Sinc (Whittaker)
functions can be employed. When f (x) decays sufciently fast as jxj ! ¥, the Sinc
(Whittaker) function is the best choice. It has little Runge phenomenon, and need no
truncation boundary. For the slow decay case, the Gegenbauer function family will have
better performance. It has little Runge phenomenon, and can solve the BVP problem
together with ABC or PML [40].
In EM propagation or scattering problems, the domain is innite. In free space or
low loss material, f (x) will decay slowly. Hence, the Gegenbauer functions are the best





Figure 5.3: Comparison of Runge phenomenon in different cardinal functions. C(x) is
the magnitude of cardinal functions. Enclosed in the legend are the respective Gegen-
bauer functions.
In Fig.5.2, some Gegenbauer functions including Chebyshev and Legendre functions
are plotted to compare with trigonometric curve. A simple one dimension propagation
problem is considered here and the ABC is applied at the endpoints. As can be seen
from Fig.5.2, very little vibration is observed near endpoints when the parameter m of
Gegenbauer function satises 0:5· m· 1.
As shown in Fig.5.3, comparing to the Gegenbauer cardinal functions, the evenly-
spaced polynomial cardinal function has much larger vibration near endpoints. Gegen-
bauer cardinal functions perform better than the polynomial cardinal function.
5.3 FMM-based PSTD Method
After properly choosing of the cardinal function, the eld component Ez (as an example)
can be approximated as polynomial series in terms of the cardinal function. The par-
tial derivative can then be obtained from Equation.5.2.12 through matrix multiplication.
The major computation burden of the PS method is caused by this dense differentiation
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matrix multiplication (DMM). In traditional PSTD method, the FFT scheme is used to
reduce the computation complexity of DMM from O(N2) to O(Nlog2(N)), and makes
the PS method a efcient algorithm. However, FFT is not the only algorithm which
can achieve O(Nlog2(N)) complexity. With a little complicated programming, the Fast
Multipole Method (FMM) achieves similar efciency and provides a more exible so-
lution for all kinds of grids. Moreover, different from the FFT scheme, the underlining
theory of the FMM method is hierarchical grouping and far-eld approximation. It is
a potential tool to alleviate the Gibbs phenomenon and wraparound effect in traditional
FFT-PSTD method. Moreover, unlike FFT algorithm which is restricted to uniform or
Chebyshev collocation points, FMM is applicable to all kinds of grids points including
Legendre grids and Hermite grids. It would help to expand the application scope of the
PSTD method.
FMM was rst employed in celestial mechanics and uid dynamics to evaluate the
summation in N-body problems [43]-[44]. In a N-body problem, the strength on an arbi-
trary point A can be expressed as the summation of forces due to a set of N point charges.
This summation has the form of a cardinal function. In Pseudo-Spectral method, the
wave function and its partial derivative are approximated by the polynomials obtained
from interpolation at collocation points. These polynomials consist of a series of cardi-
nal functions, which will have different forms according to different collocation points,
that is, different grid point distributions [40]. Because the cardinal series can be re-
interpreted as a N-body problem, it can be evaluated by the FMM algorithm. Hence, the
partial derivatives in PSTD method can be evaluated using FMM algorithm.
Fig.5.4 shows a 2D computation domain for a simple propagation problem. The line
source is located at the center of the domain. The PML is employed to truncate the
innite domain.
The eld distribution in this domain is governed by 2-dimensional coupled wave
equations [36].
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The general procedure of FMM-based Chebyshev PSTD algorithm is described in
Fig.5.5. For each time step of PSTD process, partial derivative in Equation.5.3.1 (such
as ¶Ez¶x ) can be obtained using FMM method from Ez. Substituting the partial derivative
in to Equation.5.3.1, H-eld can be updated. Same procedure can be carried out to up-
date E-eld. These updated eld values can then be used as initial values for next step's
calculation. The time space is discretised by the nite difference. Electrical and mag-
netic elds are updated iteratively from one another's spatial derivatives in subsequent
time steps.
For FMM calculation in each time step, collocation points as well as the grid points
are distributed in a transformed, uniform cube [45]. The hierarchical meshes discretized
the cube into different levels as indicated in Fig.5.4. The original whole domain is
regarded as level 0. the Level 1 mesh discretizes level 0 domain into 4 subdomains.
Level 2 mesh will discretize each subdomains in Level 1 into 4 sub-subdomains. This
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Multi-level discretization (Level L=1, 2,…, n)
and inter-level links construction
For T= 1:nmax (Time matching for nmax time
steps)
Impose excitation
Update         at all PSTD grid points by evaluating the
finest level local expansion(L=n) at these grid points
and adding the directly calculated near fields.








Update               from             using the
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q=x,y);   in terms of            for the level n (the finest level)
Obtain multipole expansions of        for other levels
(L=1, 2,…, n-1) from the multipole expansion of
level L=n.
Obtain the initial local expansion of Level 1 by
converting from the multipole expansion of Level 1.
Level L=1
For Each Cluster P in Level L (P=1:4
L
 )
Convert multipole expansions of all cluster j (j is in P’s
interaction list) to local expansions about Cluster P’s
center. Add these local expansions to the initial local
expansion to form the complete local expansion of
Cluster P in Level L.
Obtain the initial local expansion of Level



































Figure 5.5: Flowchart of FMM-based PSTD algorithm
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renement continues to Level n = log2(N), where N is the grid points per dimension.
In different levels, the sampling points are divided into different clusters. Multipole
and local expansions are obtained for these clusters (Near-Far group approximation is
applied) [43]. The interaction between clusters can then be calculated using these ex-
pansions as far eld effect. The partial derivative can be obtained by adding the near
eld effect(calculated directly) to this far eld effect.
5.3.1 2D Fast Multipole Method
The idea of combining the FMM in Pseudo-spectral cardinal function has been briey
mentioned in computational physics [42]. However, its implementation in Electromag-
netics has not been explored yet. In Fluid dynamics or computational physics, the car-
dinal functions used were mainly in the complex plane, so the problems had only one
degree of freedom and were constructed in 1D formation [43]-[44]. However, in tran-
sient EM problems, the partial spatial derivatives with respect to different directions are
key factors in time matching process. Hence, the complex number is not suitable for ef-
cient computation and clear representation. In this section, the 2-D FMM-based PSTD
is developed with two degrees of freedom. Different cardinal functions are employed
and corresponding 2D formulations are derived.
Following subsections 5.3.2 to 5.3.5 will describe the FMM procedure for obtaining
2D partial derivatives from sampling points. Detailed formulations for calculating co-
efcients of expansions and conversions will be given based on the choice of cardinal
function. Subsection 5.3.2 develops the formula for calculating multipole expansion for
each nest level clusters. Subsection 5.3.3 provides the formula for shifting the cen-
ter of multipole expansions. With this formula, the multipole expansions for coarser
level clusters can be obtained from their children by shifting each child's expansion and
summing them together. Subsection 5.3.4 gives the formula for converting multipole










Figure 5.6: (a) Illustration of multipole expansion. (b)Obtaining parent's multipole
expansion by shifting centers of children's expansions.
in A's interaction list can be counted for the force FI on A. Subsection 5.3.5 provides the
formula for shifting the center of local expansion. By shifting the center of local expan-
sion from parent cluster to its children A, the force FII on A outside interaction list can
be obtained. Summation of FI and FII accounts for the far eld effect on A. After adding
the near eld effect which can be directly calculated, the partial derivative of total eld
on A is obtained. This partial derivative will be used in time marching process of PSTD
to update transient solution. Moreover, error analysis is conducted in these subsections
and truncation criteria are given.
For different cardinal functions, only the linear factor (1¡ x) in the denominator
inuences the expansion in FMM. Hence, the formulation is only different in separable
polynomial factors and constant coefcients.
5.3.2 Multipole Expansion
As shown in Fig.5.6(a), for a cluster containing N f £ N f points and centered at (0;0)
(The center can be at any point, we take (0,0) for simple illustration) with jxij · xM; jyij ·
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yM, we can obtain a multipole expansion for f (x;y) at any point (x;y) outside this cluster,



















where FC is the separable polynomial factor, Akl is constant coefcient.
For Chebyshev case:



































































Different cardinal functions will result in different FC and Akl .
In practical implementation, only nite terms (a;b) in Equation.5.3.2 are taken into






















































Once the required accuracy is given (Er), truncation terms a and b can be determined
from Equation.5.3.7.
















































Applying Equation.5.3.9 to each cluster at the nest level, multipole expansions of
all clusters can be obtained.
5.3.3 Shifting the Center of the Multipole Expansion
As shown in Fig.5.6(b), assuming we have a multipole expansion for cluster C1 about
the center point C1 : (x0;y0), the formula for shifting the center of the multipole expan-




















































































































By applying Equation.5.3.12 to clusters at nest level (level n) and shifting their
centers to their parent's centers, multipole expansions for coarse levels (level n-1 to
level 0) can be obtained.
5.3.4 Converting the Multipole Expansion to Local Expansion
In Fig.5.7(a), a cluster B in A's interaction list is centered at B : (x0;y0) with jxi¡ x0j ·
xM;jyi¡ y0j · yM. From Equation.5.3.2, we can obtain a multipole expansion for Ez at









(x¡ x0)p+1(y¡ y0)q+1 : (5.3.14)
The local expansion due to the same set of points about the center of cluster A can









The coefcients in Equation.5.3.15 can be obtained from Equation.5.3.14 byMaclau-
rin's theorem:
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Figure 5.7: (a) Illustration of all clusters B in cluster A's interaction list. (b) Construct
initial local expansion for children of C0 by shifting the center of local expansion of C0



























































For certain error requirement (Er) in practical problem, the truncation terms a;b can
be obtained from Equation.5.3.17.














































































To account for part of the far eld effect on cluster A, Equation.5.3.19 is employed to
convert the multipole expansion of each cluster B (in A's interaction list [43],as shown in
Fig.5.7(a)) to local expansion about A's center. The summation of these local expansions
consists part of the far eld effect. The other part of the far eld effect is obtained from
A's parent by shifting parent's local expansion's center to A's center. The formula for
shifting is given below in subsection.5.3.5.
5.3.5 Shifting the Center of Local Expansion





















































































Applying Equation.5.3.22 to clusters at coarser level level i, and shifting their centers
to their children's centers, the initial local expansions for clusters in ner level level i+1
can be obtained. The complete Local expansion for level i+1 can be obtained by adding
the result from subsection 5.3.4 to this initial expansion. The far eld effect can be
evaluated from this complete local expansion.
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Figure 5.8: Illustration of the simple radiation problem.
5.4 Numerical Results
5.4.1 Comparison of Different Cardinal Functions: A Simple Radi-
ation Transient Analysis.





; f = 5GHz; (5.4.1)
radiating in free space as shown in Fig.5.8. The 60cm by 60cm computational domain
is truncated by 10cm UPML [38]. Different numbers of collocation points (N£N) are
allocated in computation domain for sampling. The FMM-based PSTD with different
cardinal functions are employed to analyze this problem for 1500 time steps (4t = 5ps).
As shown in Fig.5.9, both the Chebyshev and Legendre curves agree well with the Direct
Multiplication curve. They are almost overlapped with each other. Fig.5.10 shows the
CPU time comparison of different algorithms. When N grows large, FMM-based PSTD
achieves O(Nlog(N)) complexity as FFT-based PSTD does.
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Figure 5.9: Comparison of waveforms for different algorithms: Chebyshev FMM-based
PSTD, Legendre FMM-based PSTD and PSTD with Differential Matrix multiplication
(DMM)

















Figure 5.10: Comparison of CPU time cost for different algorithms: FMM-based PSTD,
FFT-based PSTD and PSTD with DMM
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Figure 5.11: Illustration of multi-domain scattering problem.
5.4.2 Accuracy Comparison: Scattering fromCircularMetallic Cylin-
der
A sine wave modulated line source:





with center frequency f = 5GHz, is scattered from a metallic cylinder with radius of
6cm in free space. An 8-layer PML truncation boundary is set 5l away from the scatter.
The computational domain is decomposed in the way as shown in Fig.5.11. In the recent
reference [36], this problem was solved by multi-domain Chebyshev FFT-based PSTD.
In this work, FMM-based PSTD is employed and the result is compared with FFT-based
PSTD.
Each subdomain (such as I in Fig.5.11) is mapped onto a unit square by transnite
interpolation [45]. After that, Chebyshev collocations are carried out for all subdomains.
In each time step, each subdomain is updated following the algorithm described in sec-
tion 5.3 rstly. After that, the physical boundary condition is applied on the interface




Figure 5.12: Comparison of waveforms at the observation point of two approaches:
FMM based PSTD and FFT based PSTD
As shown in Fig.5.12, for 3000 time steps,(4t = 5ps), the PSTD-FFT curve has
small ripples before the pulse duration (450-550 time steps) and in the late time region
(2200-2700 time steps). This may due to the Gibbs phenomenon and the wraparound
effect. However, the PSTD-FMM curve has nearly no ripples and nearly overlaps with
the MIE standard curve. Hence, the PSTD-FMM method can achieve better accuracy
than PSTD-FFT.
Based on the similarity of N-body problem and collocation problem in the PSmethod,
a new FMM-based PSTD method is developed in this chapter. For large scale problems
with large grids dimension N, FMM-based PSTD can achieve similar efciency as FFT-
based PSTD. The wraparound effect and Gibbs phenomenon in traditional FFT-based
PSTD are alleviated. Moreover, the FMM-based PSTD was applied to Legendre col-
location points as well as Chebyshev points. Wide application scope of FMM-based
PSTD method is proved.
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Different from the hybrid scheme of TDFEM-PSTD and FDTD-PSTD discussed in
Chapter 3, FMM-PSTD is not the simple combination of two methods in adjoining do-
mains. Instead, FMM is integrated into the PSTD method. It fundamentally changes the
differential matrix multiplication (DMM) evaluation process of PSTD method. Hence,
FMM-PSTD can be seen as another type of PSTD rather than a hybrid method of PSTD.
Chapter 6
Application of the PSTD-FDTD
Method for Fresnel Zone Plates
Analysis and Design
6.1 Introduction
The Fresnel Zone Plate (FZP) is used in radio relay communication links to increase the
transmit distance and enhance gain [49]-[51]. For FZP diffraction problems, the focal
region considered is in the Fresnel zone. Fresnel zone problem is a difcult task for
full-wave analysis. If the eld in Fresnel zone is obtained from near eld transformation
using the equivalent principle, the computation burden is large because far-eld simpli-
cation is not applicable. If the eld in fresnel zone is obtained by including fresnel
zone into mesh domain, big number of unknowns will be resulted. Hence, evaluation of
diffraction eld from FZP in fresnel zone becomes a difcult issue for full-wave method,
and no full-wave simulation has been attempted before.
In the past, FZP diffraction problem is calculated using Kirchhoff's diffraction in-
tegral (KDI) [49]. It can give efcient and accurate solution for simple and regular
FZP structures. However, some complex and irregular structure Fresnel Zone Plates
were proposed recently to enhance the performance of gain and directivity [51]-[54]. If
transient analysis for 3D eld diffraction from these complex Fresnel Zone Plates is per-
formed with KDI method, huge computation burden will be resulted. Moreover, some
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complex and irregular FZP such as Fresnel Zone Plates with EBG or FSS structures are
proposed recently [51]-[52]. These structures consist of thousands of small apertures.
The complex scattering and reection phenomenon will occur between incidence wave
and complex periodic structure. The KDI method may not be able to accurately describe
the complex eld diffraction and reection phenomenon around the Fresnel Zone Plate,
because KDI method employs Kirchhoff's approximate boundary condition which is
not able to accurately describe the complex physical condition.
In order to show a clear picture of eld diffraction and focusing phenomenon oc-
curred in the Fresnel zone, especially for complex and irregular structured Fresnel Zone
Plates, an accurate and efcient full-wave method is needed to perform 3D transient
simulation. However, as mentioned before, full-wave analysis of large scale Fresnel
zone problem is very difcult. Due to the large size of the FZP diffraction problems, a
ne mesh required by the traditional full-wave method will result in large number of un-
knowns in the computation domain. For traditional full-wave analysis method, at least
10 cells per wavelength are required for discretization [56]. This will result in millions
of nodes and huge computation burden. Moreover, for Fresnel Zone Plate containing
small details like FSS or EBG [51]-[54], ner discretization and more memory will be
required.
In chapter 4, an efcient PSTD-FDTDmethod was developed and applied to perform
3D transient analysis. This method is capable of analyzing electrically large problems
with complex structures. It would be an efcient tool to analyze complex Fresnel Zone
Plates. Fine mesh FDTD can be used to modeling the complex details in the Fresnel
Zone Plates. At the same time, coarse mesh PSTD can be applied to cover the large
homogenous region around the Fresnel Zone Plate. The FZP diffraction problem can be
solved accurately and efciently.
In this Chapter, the main objective is to implement the PSTD-FDTD method devel-
oped in Chapter 4 to do full-wave analysis for FZP problems. In section 6.2, the tradi-
tional analysis method KDI will be introduced rst for comparison in later sections. In
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section 6.3, the modied PSTD-FDTD data exchange scheme will be explained for FZP
problems. Interpolation at the interface will be investigated again to prove the accuracy
and stability of PSTD-FDTD method in this implementation. In section 6.4, some nu-
merical examples will be conducted. Accuracy and efciency of PSTD-FDTD method
for FZP problem are validated by comparing with the KDI method and the measured re-
sult. Finally, in section 6.5, some novel Fresnel Zone Plates designed by PSTD-FDTD
will also be proposed.
6.2 Traditional Analytical Methods for Analyzing Fres-
nel Zone Plate
6.2.1 Empirical Prediction
The empirical prediction of focal point was rst proposed by Soret in 1875 [55]. He
pointed out that for a plate consisting of a number of small concentric circles will have
multiple foci at distance a2=l, a2=3l, a2=5l, where a is the radius of the central circle.
However, this formula was only applicable to ring-type Soret plate, and focusing gain
was not discussed.
Later, Hristov [49] reviewed this formula and proved it from the point of optical
theory. In the derivation, the limitation of this prediction formula was observed. The
prediction is only accurate when Fresnel Zone Plate dimension D and focal length Fe
are much bigger than l.
Moreover, focusing gain for ring-type Fresnel Zone Plate at primary focal points
was derived, the discussion was also extended to strip-type Fresnel Zone Plate. The
approximate simple prediction formulas are listed in Table.6.1.
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Table 6.1: Empirical design formulas











a RN is the radius of Nth circle from inner to outer. l is the wave-
length. Fe is the focal length.
b N is the number of all zones (open and opaque). N0 is the number
of open zones.
6.2.2 Kirchhoff's Diffraction Integral Method
Kirchhoff's diffraction integral is proposed by Gustav Kirchhoff based on Huygens'-
Fresnel's principle [61]. It was muchmore accurate than the empirical prediction method,
and applicable to all kinds of Fresnel Zone Plate with different structures. Unlike em-
pirical method in which only focal gain can be obtained, eld intensity at any point in
the computation region can be calculated using KDI method. However, it also has lim-
itations. In order to explain the limitation of KDI and the advantage of PSTD-FDTD
method that will be developed in section 6.3, the computation complexity of KDI and
PSTD-FDTD is analyzed and compared for a complex plate (FSS), which will be used
in Fresnel Zone Plate design in section 6.4.
6.2.2.1 Formulation
For a problem shown in Fig.6.1, P1 and P2 are source point and receiving point respec-
tively. A Fresnel Zone Plate is placed between them. The E-eld at receiving point P2














where E(Q) is the E-eld value at an element point Q in aperture surface, and F(r) is a
spherical wave function which describes the incidence from source point P1.
Because the real physical reection and scattering phenomenon in aperture is too
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e¡ jb f (x;y)dxdy; (6.2.3)
where Fe is the virtual focal length, E0(P2) is E-eld at P2 without aperture, Fh(q) is
the inclination factor, and f (x;y) is the phase function [49].
In the general case of a Fresnel Zone Plate with more than one apertures, E-eld at
P2 is the summation of eld contributions from all the n apertures in Fresnel Zone Plate.
For each aperture, the eld contribution can be further divided into several elements.
To obtain other eld point like P3 in focal region, similar procedure is needed.
6.2.2.2 Complexity Analysis
In order to compare the complexity of KDI and PSTD-FDTD for complex objects, a
FSS plate shown in Fig.6.15(a) is taken as an example.
For KDI analysis, a 16l£16l FSS plate containing R= 40£40 apertures is meshed
with N£N nodes. The receiving focal plane is meshed into Nc£Nc nodes (Fig.6.1).
The node dimension is N = 480 if the mesh size is l30 . Each aperture has dimension
0:4l£0:4l. Hence, the aperture number can be expressed in terms of N as R= N12£ N12 .
For each aperture, there are approximate mi£mi elements, where mi = 12. If there are
Nd receiving planes inside the 3D region, the ops for 3D eld distribution evaluation
is: N2cNdåRi=1mi£mi =N2cNd£(N=12)2£122 =N2N2cNd . If Nc =N, The computation
complexity is O(N4Nd).
If PSTD-FDTD method is employed, the complex FSS plate is analyzed with 2D
FDTD using ne meshing N£N. The region around FSS is computed with 3D PSTD
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Table 6.2: Complexity comparison for KDI and PSTD-FDTD
Method KDI PSTD-FDTD PSTD-FDTD
Dimensions N = 480 N = 480;Nc = 480 N = 480;Nc = 96
Flops 2:2£1011 2:6£1010 8:436£107
a N is the grid number along X andY direction, Nc is the grid number
along Z direction.
using coarse meshing Nc £Nc £Nc. For ne meshing (Nc = N), the complexity is
O(N2log2(N)Nd). The complexity is much lower for large N. If Nc ¿ N, the overall
ops for one time step is: Nlog(N)Nclog(Nc)Nd +N2. The complexity can be dramat-
ically reduced further. The Flops required for KDI method and PSTD-FDTD method
with different Nc when analyzing FSS are listed in Table.6.2.
6.3 Implementation of PSTD-FDTDMethod in the FZP
Analysis.
PSTD-FDTD developed in Chapter 4 is applied to analyze complex Fresnel Zone Plates.
Complex Fresnel Zone plate is discretized with 2D FDTD grids and updated with quasi-
2D FDTD scheme. 3D PSTD grids are distributed in the whole computation domain
and overlapped with FDTD grids. The coarse mesh of PSTD makes it efcient enough
to perform 3D full-wave analysis of Fresnel Zone Plate. The ne FDTD mesh help
to describe the complex details in Fresnel Zone Plate and improve the accuracy of the
calculation. Reliable interpoaltion/tting scheme at the interface maintains the accuracy
and stability of the hybrid method.
6.3.1 Data Exchange at the Interface of PSTD-FDTD
There are two approaches to construct hybrid method. One approach is applying dif-
ferent algorithms along different dimensions [63]-[64]. For these problems that have
inhomogeneity only in one or two dimensions, such as some waveguide problems, eld
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variation is only present in cross section(xy-plane), little variation is observed along
propagation direction (z axis). Accurate and efcient solution can be obtained by ap-
plying FDTD along x, y direction and applying PSTD along z direction. The other
approach is to separate the whole computation domain into two sub-domains. Different
algorithms are applied in different sub-domains. Interface is setup to exchange the re-
sults between sub-domains. For practical FZP diffraction problems, eld variations are
present in three dimensions and are conned in the region containing the scatterer. The
second approach will be more suitable and efcient.
The computation model is constructed based on practical FZP diffraction problem.
If the metal thickness is ignored, the planar Fresnel Zone Plate can be approximated as
a 2D plate ABCD in XY-plane as shown in Fig.6.1. This 2D plate can be meshed and
updated with quasi-2D FDTD grid points, while PSTD is updated with 3D grid points.
As shown in Fig.6.1 and Fig.6.2, the 3D PSTD grid is distributed in the whole compu-
tation domain. 2D FDTD grids ABCD is inserted in Z = K plane and overlapped with
PSTD grids. In each time step, the eld points at FDTD and PSTD grids are updated al-
ternatively. For FDTD process, FDTD Hx and Hy eld points on the boundary of FDTD
region ABCD are interpolated from PSTD points on ABCD rst. Secondly, FDTD Ez
points inside ABCD are updated fromHx andHy using nite difference. Thirdly, Hx and
Hy points (like point P in Fig.6.2)are updated from obtained Ez points and Ex;y points
outside Z=K plane. Ex;y outside Z=K can be obtained by 2D interpolation from PSTD
points on planes Z =K¡1;K;K+1. As can be seen from this FDTD process, only eld
points on Z = K plane is updated. However, some eld points outside the plane are also
used in calculation. Hence, it is a quasi-2D FDTD grids. After FDTD process, Ez values
of PSTD points inside ABCD are obtained by averaging four FDTD neighbors. These
Ez eld points are used as initial values for PSTD calculation over the whole domain.
The computation can be repeated continuously.
In addition, total eld / scatter eld scheme is employed for plane wave excita-
tion. Uni-axial PML is used to truncate the innite domain and reduce wraparound
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Figure 6.3: E-eld curve along interface AB at t = 5004t calculated from pure FDTD
effect [38][56][60].
6.3.2 Interpolation Scheme
Although different interpolation schemes were investigated in Chapter 4 already, it was
only for simple sphere scattering model and may not perform well for Fresnel Zone
Plate analysis. With complex metal scatterers like FSS [62], the E-eld curve along
the interface will contain a lot of irregular slopes and is much more complicated than
the simple sine wave in Chapter 4. Some interpolation and tting schemes may not
able to perform well for such a complex curve. Hence, the investigation of different
interpolation/tting schemes will be carried again in this section based on Fresnel Zone
Plate model.
In order to exchange computation results at the PSTD-FDTD interface, interpolation
is needed to obtain FDTD eld values from coarse PSTD grids points. As can be seen
from Fig.6.3 which shows E-eld curve along interface BC calculated from pure FDTD.
This curve is set as standard for later comparison. PSTD-FDTD method with different
interpolation/tting schemes are applied to the same FZP problem, and relative errors
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Figure 6.4: For whole line tting: relative errors of different interpolation/Fitting meth-
ods compared to standard solution.


































Figure 6.5: For subsection tting (8-point): relative errors of different interpola-
tion/Fitting methods compared to standard solution.
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Figure 6.6: For subsection tting (4-point): relative errors of different interpola-
tion/Fitting methods compared to standard solution.
(compared to the standard) at the interface are examined.
A classical ring type Soret Fresnel Zone Plate is employed for illustration. The short
focal length (6l) Fresnel Zone Plate is designed at 10GHz and excited with a 10GHz
z-directed sinusoid plane wave. Pure FDTD with ne mesh is used to provide standard
solution. Meshing sizes are l20 and
l
5 for FDTD grids and PSTD grids respectively. At
time step t = 5004t, E-eld along interface BC is chosen as observation line.
Field distributions calculated using PSTD-FDTDs are compared with the standard
solution. Six typical interpolation/tting methods are examined. They are Lagrange
interpolation, GPOF [65]-[66], Spline interpolation [67], Chebyshev tting [68], Poly-
nomial tting [69] and Cauchy interpolation [70]. In addition, whole line tting and
subsection tting are both attempted. For whole line tting, all points on interface line
are being interpolated at one time. For 8-point subsection tting, the grid points are
divided into 8 groups with 8 points in each group. The interpolations are performed for
each group separately. For 4-point subsection tting, whole grids are divided into 16
groups with 4 points in each group.
For different tting schemes, different interpolation/tting methods were applied in
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Table 6.3: List of error means for different interfacing schemes and different interpola-
tion/tting methods
Mean Error Linear GPOF Spline
Whole line 1:74£10¡3 1:21£10¡4 1:54£10¡4
8-point 1:54£10¡3 2:82£10¡4 2:7£10¡4
4-point 1:7£10¡3 9:8£10¡4 7:0£10¡4
Mean Error Chebyshev Polyt Cauchy
Whole line 1:45£10¡3 0.911 3:16£10¡4
8-point 3:0£10¡4 2:7£10¡4 9:85£10¡4
4-point 7:0£10¡4 0:001 1:25£10¡3
PSTD-FDTD, and results observed along interface at t = 5004t are compared to stan-
dard solution. Fig.6.4 shows relative errors for whole line tting. Fig.6.5 and Fig.6.6
show relative errors for 8-point subsection tting and 4-point subsection tting. In ad-
dition, the mean errors are listed in Table.6.3. Regular jumps to 10¡15 and 10¡12 can
be observed in Fig.6.4-Fig.6.6. This is because polynomial ttings result in many zeros.
The errors go to zero when tting curves fall on sampling points.
It is observed from Table.6.3 and Fig.6.4 that GPOF achieved lowest error with
most efcient whole line tting scheme. When whole line is divided into subsections
(8-point), some methods like Chebyshev tting, Polynomial tting, and Cauchy inter-
polation performed much better as shown in Table.6.3 and Fig.6.4-6.6. However, if the
subsection is too small with little information points (4-poins), the performance of these
methods dropped again.
6.4 Implementation of PSTD-FDTD to Analyze Some
Classical Fresnel Zone Plates
In this section, some classical Fresnel Zone Plates will be analyzed with PSTD-FDTD
to examine the accuracy and efciency of the PSTD-FDTD method by comparing it
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Table 6.4: Radius of rings from inner circle to outer circle
Radius R1 R2 R3 R4
cm 11 15:78 19:5 22:7
Radius R5 R6 R7 R8
cm 25:6 28:3 30:83 33:23
with the KDI method. For these classical Fresnel Zone Plates, no complex scatter-
ing/diffraction phenomenon is involved. The result of the KDI method is assumed to be
accurate and taken as the standard for evaluation of the PSTD-FDTD result.
6.4.1 Classical Ring type Soret Fresnel Zone Plate
A classical ring type Soret Fresnel Zone Plate is designed at f = 9:375GHz with focal
length Fe = 40cm. The phototype of the Fresnel Zone Plate is shown in Fig.6.7(a), and































(b) On-axis eld distribution
Figure 6.7: On-axis analysis of classical ring type Soret FZP.
Assuming the Fresnel Zone Plate is located in XY-plane (Z = 0), and centered at
(0;0). The 1D eld distribution along Z-axis (on-axis) is calculated using both KDI
method [49] and PSTD-FDTD. As shown in Fig.6.7(b), two 1D on-axis eld distribution
curves are very close to each other. The relative error is within 0.02. This simple
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Table 6.5: Perpendicular distance from center to strips (near to far)
d1 d2 d3 d4
cm 6:25 9:0 11:25 13:23
d5 d6 d7 d8
cm 15:05 16:77 18:4 20:0
Table 6.6: Distance D (m) between focal point and Fresnel Zone Plate calculated from
different methods
Methods Empirical prediction [49] KDI PSTD-FDTD
Fe (m) 0:15 0:158 0:16
Gain (dB) 10 9:2 9:023
example shows that the PSTD-FDTD method can provide similar accurate solution as
the traditional KDI method.
6.4.2 2D Cross Fresnel Zone Plate
2D Fresnel Zone Plate consisting of two sets of 1D strip-type Fresnel Zone Plate is
designed and analyzed. 3D eld distribution is calculated using PSTD-FDTD. The ac-
curacy and efciency is examined by comparing with the KDI method.
Two Fresnel Zone Plate are designed and fabricated at 12GHzwith different crossing
angles q= 90o and q= 60o (See Fig.6.8). The focal length is designed at Fe= 15cm. The
prototypes of these two Fresnel Zone Plates are shown in Fig.6.8, and design parameters
are listed in Table.6.5. A 12GHz sinusoidal plane wave is propagating along z-direction
and incident on the Fresnel Zone Plate located in XY-plane.
PSTD-FDTD is employed to perform 3D analysis of Fresnel Zone Plate designs.
The YZ-plane eld distributions for Fresnel Zone Plate with different crossing angles
are plotted in Fig.6.9. This is to show exact diffraction and focusing phenomenon in
the Fresnel zone. In addition,the eld distributions in focal plane (z= Fe) are plotted in














Figure 6.8: Congurations of 2D Fresnel Zone Plate crossing at different angles.





















































Figure 6.9: YZ-plane eld distribution computed with PSTD-FDTD. The Fresnel Zone














































Figure 6.10: Focal region eld distribution.
Table 6.7: Complexity comparison of KDI and PSTD-FDTD for 60 degree cross Fresnel
Zone Plate analysis
Complexity Nodes Flops CPU Time Memory
KDI 302500 2:08£1011 2:2£105 19M
PSTD-FDTD 478400 2:03£107 737 23M
The KDI method is also employed to calculate on-axis eld distribution and focal
plane eld distribution. The mean difference between the results of PSTD-FDTD and
KDI is within 0.1 dB. The focal length and focal gain calculated from different methods
are listed in Table.6.6.
The computation complexities of two methods for 3D analysis of the 60o cross Fres-
nel Zone Plate are listed in Table.6.7 for comparison. Although the memory requirement
is slightly increased, the CPU time assumption is dramatically reduced by using PSTD-
FDTD (300 time steps,4t = 5ps) compared to the KDI method.
Hence, PSTD-FDTD is capable of providing similarly accurate solution for FZP
diffraction problem with less computation consumption as comparing to the traditional
analytical method. It would be a powerful tool for designing Fresnel Zone Plates.
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6.5 Implementation of PSTD-FDTD to Design New Fres-
nel Zone Plates
After demonstrating the accuracy and efciency of the PSTD-FDTD, some novel Fres-
nel Zone Plate designs are proposed and analyzed using PSTD-FDTD in this section.
These new Fresnel Zone Plates are also fabricated and measured to compared with the
simulated results.
6.5.1 Two-Layer Ring Type Fresnel Zone Plate
In Fresnel Zone Plate designs, the traveling paths from two open zones to focal point
differ in half wavelength at primary frequency mode. This will result in focusing ef-
fect [49]. However, each open zone can be further divided into three sub-zones. De-
pending on the angle of incidence of the plane wave, the travel path from two outer
sub-zones to certain points may differ in half wavelength at high-order frequency mode.
This will result in side lobes. In this design, the rings which are complementary to one
outer sub-zone are placed behind the main rings. Dielectric board is used as separator
and support.
The ring-type Fresnel Zone Plates without and with complementary rings are de-
signed at 30GHz with focal length Fe = 9cm. The prototypes of these two Fresnel Zone
Plates are shown in Fig.6.11, and design parameters are listed in Table.6.8. A 30GHz
sinusoidal plane wave is propagating along z-direction and incident on the Fresnel Zone
Plate located in XY-plane.
PSTD-FDTD is employed to perform 3D analysis of the 2-layer Fresnel Zone Plate.
The YZ-plane eld distributions without and with complementary rings are shown in
Fig.6.12(a) and Fig.6.12(b) respectively. The side lobes outside the focal region are
reduced. The focal plane (z = Fe) eld distributions without and with complementary
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Table 6.8: Radius of rings at both layers from in-








R(cm) 3:04 4:36 5:41 6:32








R(cm) 7:16 7:94 8:67 9:38
R0(cm) 7:94 8:18 NA NA
a R represents radius of FZP rings at back; R'


























Figure 6.11: Conguration of Multilayer ring type FZP.
Table 6.9: Focal point position D (m) from FZP plate calculated by different methods
2-Layer FZP KDI PSTD-FDTD
Fe (m) 0:0945 0:0945
Gain (dB) 18:4 18:48
Single-Layer FZP KDI PSTD-FDTD
Fe (m) 0:0945 0:0945
Gain (dB) 17:4 17:43
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(a) Single layer FZP


















Figure 6.12: YZ-plane eld distribution computed with PSTD-FDTD. The FZP plate is









































Figure 6.13: Comparison of focal region eld distributions for single layer FZP and
2-layer FZP.
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Figure 6.14: Comparison of focal region eld distributions for single layer FZP and
2-layer FZP.
rings are also plotted in Fig.6.13(a) and Fig.6.13(b) respectively. The main beam has in-
creased from 17:43dB to 18:48dB, and side lobe has reduced from 5:981dB to 3:03dB.
The 1D focal plane (z = Fe,x=0) eld distributions without and with complementary
rings are also plotted in Fig.6.14 to compare with measured results. The simulated
curves are not as smooth as the measured curves. This is because the plotting interval
of the simulated curve is bigger than the plotting interval of the measured curve. The
coarse spatial step of the PSTD algorithm leads to this large interval. However, at com-
mon sampling points of the simulated curve and measured curve, the two results agree
relatively well. The average relative error is within 0.1. This error may be caused by the
measurement setup and fabrication error. It will be discussed later.
The KDI method is also employed to calculate the on-axis eld distribution and focal
plane eld distribution. The mean difference between the results of PSTD-FDTD and
KDI is also within 0.1 dB. The focal length and focal gain calculated from two methods












Ring FZP in front side













(b) An FSS element
Figure 6.15: Conguration of FSS-FZP design.
6.5.2 FSS-FZP
Periodic structures like FSS and EBG have acquired wide applications in EM eld [62].
By properly designing and arranging the elements, the periodic structure will present
different frequency selective characteristics. By using this characteristic of the Fre-
quency Selective Surface, a FSS-FZP plate combining a Frequency Selective Surface
and a Soret Fresnel Zone Plate is designed at 12GHz with F = 15cm to enhance fre-
quency response of the Fresnel Zone Plate. The design parameters for the Soret Fresnel
Zone Plate at the front side in Fig.6.15(a) is the same as in subsection6.5.1 and shown
in Table.6.9. The transmissive type band-pass FSS at the back side is designed with
four-leg loaded element at 12GHz (Fig.6.15(b)).
PSTD-FDTD is employed to perform the 3D transient analysis of the FSS-FZP de-
sign. The frequency response is obtained from the time domain result and is shown in
Fig.6.16. After adding the FSS, the main beam of Fresnel Zone Plate is narrowed, and
side lobes are lowered. Hence, the Q factor of Fresnel Zone Plate is improved. In ad-
dition, The YZ-plane eld distributions of Fresnel Zone Plate without and with FSS are
shown in Fig.6.17(a) and Fig.6.17(b) respectively. The eld intensity is reduced outside
the focal region and increased inside the focal region. Moreover, the focal plane (z= Fe)
144

















Figure 6.16: Comparison of frequency responses of single FZP and FSS-FZP. Both
curves are normalized by their peak values.




















(a) Single layer FZP




















Figure 6.17: YZ-plane eld distribution computed with PSTD-FDTD. The FZP plate is














































Figure 6.18: Comparison of focal region eld distributions for FZP without and with
FSS.





















Figure 6.19: Comparison of focal region eld distributions for FZP without and with
FSS.
146
Table 6.10: Complexity comparison for KDI and PSTD-FDTD for FSS-FZP analysis
Complexity Nodes Flops CPU Time Memory
KDI 795024 4:297£1011 1:5£106 38M
PSTD-FDTD 795024 4:1£107 2029 38M
eld distributions without and with complementary rings are also plotted in Fig.6.18(a)
and Fig.6.18(b) respectively. The main beam is increased from 16:88dB to 20:1dB, and
the side lobe level did not change much. Moreover, the 1D focal plane (z = Fe;x = 0)
eld distributions without and with complementary rings are also plotted in Fig.6.19 to
compare with measured results. The simulated curves are not as smooth as the mea-
sured curves. As similarly observed in the previous example, the plotting interval of the
simulated curve is bigger than the plotting interval of the measured interval due to the
coarse spatial step of the PSTD algorithm. However, in each case of FZP and FSS-FZP,
it can be observed that two results agree well, especially the corresponding side lobes.
The average relative error is less than 0.1.
The memory and CPU time consumptions of PSTD-FDTD and KDI method for
analyzing this FSS-FZP problem are listed in Table.6.10. With the same memory re-
quirement, the CPU time taken by PSTD-FDTD (for 600 time steps,4t = 5ps) is much
less than the KDI method.
6.5.3 Fabrication and Measurement of Fresnel Zone Plates
For the 2-layer ring type Fresnel Zone Plate proposed in the subsection (6.5.1), 2 layers
of rings (consisting of the Soret Fresnel Zone Plate rings and the complementary rings)
are separately fabricated on two FR4 boards using etching process. These two boards
are glued together to form the 2-layer board with the correct separation distance (See
Fig.6.20). The 2-layer board is then xed onto a 50cm£ 50cm styrofoam board. This
allows the structure to be held onto the stand for experimental measurement.
The FSS-FZP plate proposed in the subsection (6.5.2) could not be fabricated using
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Figure 6.20: Prototype of 2-layer FZP design.
(a) Front view (b) Back view
Figure 6.21: Prototype of FSS-FZP.
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B
Figure 6.22: Illustration of measurement setup showing only antenna B. Antenna A is
in front of Fresnel Zone Plate, around 4 meters away.
the lithographic etching process or the milling machine technique due to its large size.
The size of the 12GHz plate is around 50cm£ 50cm. This dimension is beyond the
capability of the existing etching machine and the milling machine in the laboratory.
Due to the budget constraint, the Fresnel Zone Plates in this study are handmade using
styrofoam and copper sheet. The Soret ring type Fresnel Zone Plate is cut from the
copper sheet according to the required dimension. It is glued to the front side of a
styrofoam board (See Fig.6.21(a)). The FSS plates that are produced by the etching
process, are mounted on four small separate sub-plates as shown in Fig.6.21(b). These
FSS plates are combined together and glued to the back side of the styrofoam board to
form the complete FSS-FZP (See Fig.6.21(b)).
The measurement is conducted in the MMIC Laboratory of NUS. This laboratory
has an anechoic chamber for RCS and antenna measurement. Two horn antennas A and
B are positioned on different sides of the chamber and are facing each other. As shown in
Fig.6.22, the Fresnel zone plate is placed along line AB and near antenna B. The Fresnel
zone plate is in the far eld of the transmitting antenna A and in the Fresnel zone of the
receiving antenna B. The plane wave generated by the transmitting antenna A incident
on the Fresnel Zone Plate is focused and received by the receiving Antenna B. The
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distance between the Fresnel Zone Plate and receiving point can be adjusted manually
by moving the Fresnel Zone Plate along AB. Hence, the on-axis eld distribution can
be obtained. Moreover, the antenna stand for antenna A has an azimuth-over-elevation
rotator which is capable of 180-degree azimuth rotation. Due to practical difculties of
obtaining precise alignment, the off-axis distribution could not be accurately measured.
As observed in both subsections.6.5.1 and 6.5.2, the deviation of 1 to 2 dB is ob-
served between simulation results and measured results. This difference may be due
to the measurement setup. In the measurement setup described above, the centers of
antenna A, antenna B, and Fresnel zone plate should be aligned along a straight line.
However, when moving the Fresnel zone along AB manually, it is difcult to ensure the
perfect alignment. The offset may cause phase error at some of the outer rings. In ad-
dition, the stand for holding the Fresnel zone plate is handmade and may not be exactly
perpendicular to the ground. The incline of the Fresnel zone plate may also contribute
to the phase error. Moreover, although the Fresnel zone plate is in the transmitting an-
tenna A's far eld zone according to the far eld criterion, the incident wave on the
Fresnel zone plate may not be a true plane wave. The curvature of the wavefront may
also cause phase error. Furthermore, the fabrication tolerance (manually cutting) may
also contribute to the errors.
As deduced from the above two design examples in this chapter, PSTD-FDTD
method can help to monitor 3D scattering and diffraction phenomenon. It can provide
comprehensive information on the focusing position, focusing gain, focusing area and
the shape of the focusing region, and the side lobe distribution. The simulation result of
the PSTD-FDTD is in reasonable agreement with the measurement data. At the same
time, the computation time of the PSTD-FDTD is much faster as compared with the
traditional method by 1000 times. It is very useful for Fresnel Zone Plate designs.
Chapter 7
Conclusion and Future Work
7.1 Hybrid PSTD Method
In order to improve the accuracy of the PSTD method when dealing with curved or
ne objects, this thesis developed hybrid methods TDFEM-PSTD and PSTD-FDTD in
the time domain. TDFEM/FDTD was applied near the curved or ne scatterers, while
coarse PSTD grids overlapped with ne FDTD grids and distributed over the whole
domain. Excitation scheme and absorbing boundary conditions of different algorithms
were developed individually and combined properly at the interface. In addition, inter-
polation scheme between coarse PSTD grids and ne TDFEM/FDTD grids were inves-
tigated and chosen to minimize the reection at the interface.
Some typical numerical experiments were conducted and the result of hybrid meth-
ods were compared with other numerical methods. The comparison showed that for
curved or ne scatterers, TDFEM-PSTD/FDTD-PSTD had similar accuracy as TD-
FEM/FDTD and agreed well with analytical solutions. The good accuracy of the hybrid
method is probably attributed to three factors. First, ne grids TDFEM/FDTD near the
curved or ne scatterer is able to adapt well to the scatterer shape and provide accurate
modeling. Secondly, the entire domain PSTD proposed for new hybrid methods helps to
retain the high order accuracy of the PSTD method. Finally, the good compatibility of
the new transition scheme at the interface improves the continuity of eld distribution
in the entire domain. In addition, the properly chosen interpolation scheme between
150
151
coarse/ne grids helps to reduce the interpolation error.
In the numerical experiments, the computation complexity of TDFEM-PSTD/FDTD-
PSTD were also compared with other numerical methods. TDFEM-PSTD saved a lot of
memory and CPU time comparing to the pure TDFEM method, although it was not as
efcient as PSTD method. For a scattering problem with a circular cylinder (R= l) and
truncated with 6l£6l boundary, pure TDFEM needed over 100MBmemory and nearly
a million seconds of computation time. In contrast, the hybrid TDFEM-PSTD method
needed only 20MB memory and a few thousand seconds of computation time. A lot
of computation resource and time were saved. Although PSTD needed only 0.2 MB
memory and around 10 seconds for the same scattering problem, it could not provide
an accurate solution. Hence, TDFEM-PSTD hybrid method is the best method in terms
of efciency and accuracy. For FDTD-PSTD method, the computation consumption of
the hybrid method was nearly the same as the pure PSTD method. As shown in the
scattering example with a square cylinder in chapter 4, both the FDTD-PSTD method
and the pure PSTD method needed less than 1MB memory and only a few seconds of
computation time. The high efciency of the hybrid method is because only a very small
region of the computation domain is meshed with TDFEM/FDTD ne grids. The large
homogenous region is still covered with coarse PSTD grids. The efciency of PSTD is
preserved. Only a small extra computation burden is imposed by TDFEM/FDTD. Since
TDFEM generates more unknowns than FDTD, and needs to solve a matrix equation at
the each time step, the memory and CPU time requirements of TDFEM are higher than
FDTD.
The stability issue of the TDFEM-PSTD was investigated and the stablility criterion
was given. The stability of TFEM-PSTD method was examined in a scattering example
and compared with the traditional method. Late time instability was observed in the
traditional method with Dirichlet boundary condition. By contrast, the TDFEM-PSTD
method developed in this thesis was free of instability and converged to a constant in the
late time. The improved stability of the new hybrid method may be due to the boundary
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integral interfacing scheme employed in TDFEM-PSTD. For the PSTD-FDTD method,
the dispersion and stability analysis were also conducted. PSTD-FDTD had good dis-
persion continuity across the interface. It converged to some small errors compared to
the standard solution and no late time instability was observed.
Due to the good performance in both efciency and accuracy, the hybrid PSTD
method may provide a tool for transient analysis of electrically large problems with
small or complex scatterers. This suggests that the fast simulations of complex Fresnel
zone plates diffraction problems are possible. Moreover, unlike the traditional analytical
method which was employed for Fresnel zone plate analysis in the past, hybrid PSTD
method is capable of time domain simulation. It can provide a clear picture of waveform
transformation for evaluating the performance of the design.
7.2 FMM-PSTD
In order to reduce the wraparound effect and Gibbs phenomenon in traditional PSTD
method, this thesis developed a new FMM-based PSTD method. FMM algorithm in-
stead of FFD/FCT algorithm was employed to evaluate the Differential Matrix Multi-
plication (DMM) in PSTD method. 2D FMM formulation was derived to update partial
derivatives with respect to different directions in the PSTD method. Different colloca-
tion points and corresponding cardinal functions were used for FMM calculation and
the results were compared. The Gergerber function was chosen for non-periodical scat-
tering domain to reduce vibration near end points.
The resulted FMM-PSTD was examined in some scattering examples. The result
of FMM-PSTD was compared with traditional FFT-PSTD and the exact analytical solu-
tion. The waveform curve of the FMM-PSTD was closer to the exact analytical solution.
Some ripples caused by the wraparound effect and the Gibbs phenomenon were ob-
served in the early and the late time region of the FFT-PSTD waveform curve. However,
in the waveform curve of the FMM-PSTD, nearly no ripple was observed. Wraparound
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effect and Gibbs phenomenon were alleviated by the FMM-PSTD. The accuracy of the
PSTDmethod was improved by incorporating it with FMM. This may be due to different
characteristics of FFT/FCT scheme and FMM scheme.
The memory and CPU time consumption of FMM-PSTD was also compared to the
traditional FFT-PSTD for a particular propagation problem. When the sampling points
number N was larger than a certain number, similar efciency Nlogx(N) as FFT/FCT
was achieved by FMM. Hence, for large scale problems with big number of sampling
points, the FMM-PSTD has similar efciency as FFT-PSTD.
Moreover, FMM is applicable to different kinds of collocation points and differ-
ent cardinal functions. Good accuracies are achieved by different cardinal functions in
the propagation example. Hence, the application scope of the FMM-PSTD method is
expanded compared to the traditional FFT-PSTD method which is only applicable to
uniform or Chebyshev collocation points.
7.3 Fresnel Zone Plate Design
In order to examine the performance of hybrid PSTD methods in practical problems,
the 3D PSTD-FDTD method developed in the Chapter 4 was implemented to simulate
Fresnel Zone Plate diffraction problems in this thesis.
Some classical Fresnel Zone Plates were analyzed with PSTD-FDTD. The results
were compared with traditional KDI method and measured results. The half open Soret
zone plate designed at 9:375GHz was simulated with the PSTD-FDTD method. The
on-axis curve was extracted to compare with the result of traditional KDI method as
reported in the reference [49]. The good agreement between two results showed that
PSTD-FDTD achieved similar accuracy as traditional KDI method for Fresnel Zone
Plate analysis. Another implementation was cross plates with different crossing angles.
The focal region eld distributions of cross plates were calculated with PSTD-FDTD
and KDI methods. The mean difference between two results was within 0.1dB. At the
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same time, PSTD-FDTD method consumed much less CPU time than KDI method.
These two experiments showed the advantages of PSTD-FDTD method over the tradi-
tional KDI method in the Fresnel Zone Plate analysis. It provided similar accuracy with
much less CPU times.
By using PSTD-FDTD simulation, some novel Fresnel Zone Plates were designed.
A 2-layer Fresnel Zone Plate was designed by using complementary ring-layer. Com-
paring to the performance of the single-layer ring type fresnel zone plate, the gain of
the 2-layer Fresnel zone plate increased while the side lobes outside the focal region de-
creased. The other design was the FSS-FZP plate which consisted of one Soret ring type
Fresnel Zone Plate and one four-leg FSS plate. The frequency response was obtained
from the time domain result. By incorporating the FSS plate, the main beam of the Fres-
nel Zone Plate was narrowed, and side lobes were lowered. The Q factor of the Fresnel
Zone Plate was improved. In addition, FSS was able to increase the focusing gain by
5dB while reducing the side lobes. The 2-layer Fresnel Zone Plate and FSS-FZP were
both fabricated and measured. The relative error between the simulated result and the
measured result was within 0.1 deviation. Reasonable agreement was achieved except
for some differences caused by measurement and fabrication errors.
7.4 Future Works
However, there are still certain limitations in the TDFEM-PSTD method and the FMM-
PSTD method proposed in this thesis.
For the TDFEM-PSTD method, there are two major limitations. Firstly, only 2D
model was considered in this thesis. The more general 3D case was not explored. This
may restrict the application of TDFEM-PSTD to some 3D problems, such as radar scat-
tering and airplane simulation. The other limitation is that the TDFEM employed in
the hybrid method is only second order accurate. This may affect the performance of
the TDFEM-PSTD. However, the accuracy is acceptable for most cases, and upgrading
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the FEM to higher order may not be desirable as it would result in large computational
burden.
There are several interesting directions for future work in the TDFEM-PSTDmethod
development. One possible future work is the extension of 2D TDFEM-PSTD to 3D for
a larger scope of applications. The TDFEM-PSTD may nd further applications, such
as radar and airplane. There are already well-developed 3D PSTD method [59]-[60]
and FEM method [5]. Moreover, a pyramidal vector element has been reported recently
to connect the FEM tetrahedral element and the PSTD cube element [9]. Hence, the
construction of the 3D TDFEM-PSTD should be feasible.
Another direct extension of the work would be upgrading second order FEM to a
higher order FEM for application in some accuracy sensitive problems. Higher order
FEM [14] has already been reported and PSTD is innite order accurate, so the combi-
nation of higher order FEM with PSTD would be feasible and promising.
For the FMM-PSTD method proposed in this thesis, there are also some limitations.
Firstly, this hybrid method employs the most primitive hierarchical method of FMM.
The efciency is not good enough. In the past, a lot of work has been published on
the improvement of FMM algorithm. Some multilevel and fast algorithms have been
proposed. These algorithms have not been explored to combine with the PSTD method.
Secondly, only 2D algorithm and formulation are given in this thesis for illustration
of the idea and concept. More general 3D case is not explored. This may restrict the
application of the FMM-based PSTD to some 3D problems, such as airplane scatter-
ing and ground penetrating radar application. Thirdly, the arbitrary domain needs to be
transformed into the square domain before FMM-PSTD calculation. This inuences the
efciency of the algorithm. Moreover, transformation and inverse transformation may
introduce some errors, which may eventually inuence the solution accuracy. Finally,
only regular distributed collocation points are employed to distribute in a square do-
main. Arbitrary collocation distribution according to the arbitrary shape domain is not
explored. Cardinal functions for arbitrary points distribution are also not explored.
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There are some suggestions for future work in the development and improvement
of the FMM-PSTD method. One possible direction for future work is the extension
of 2D model to 3D for broader application. The FMM-based PSTD may nd further
applications, such as radar and airplane. There are already well-developed 3D PSTD
method [59]-[60] and FMM method [56]. The construction of the 3D FMM-PSTD
should be feasible.
Another direction for the future work is to explore arbitrary shape computation do-
main with arbitrary points distribution. FMM algorithm is applicable to irregularly dis-
tributed points. Only near-far grouping needs some modications. If special cardinal
function for the given points distribution can be derived, the development of FMM-
PSTD with arbitrary shape domain should be possible.
One possible extension of the work would be upgrading simple FMM algorithm to its
multilevel or fast algorithms. The efciency of the FMM-PSTD can be further improved.
Since the multilevel FMM [56] and some fast algorithms like FastCap [46] have already
been reported, the combination of these improved algorithms with the PSTD would be
feasible and promising.
In conclusion, this thesis develops some improved numerical methods based on
PSTD method: TDFEM-PSTD, PSTD-FDTD, and FMM-PSTD. The concept and de-
velopment of these improved methods are explained. The performance of these meth-
ods are examined in numerical examples. The advantages of these methods are vali-
dated by comparing with the traditional PSTD method and analytical solutions. One
of the improved method PSTD-FDTD is expanded to 3D model and implemented to
analyze Fresnel zone plate diffraction problems. Similar accuracy and better efciency
are achieved as compared to the traditional method. This is the rst time that a numeri-
cal method can perform fast full wave analysis of Fresnel Zone Plates. Although some
differences between simulation result and measured result is observed, the relative error
is within 0.1. The deviation observed is probably caused by measurement setup and
fabrication error. Useful prediction can still be provided by PSTD-FDTD simulation
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for Fresnel Zone Plate design and optimization. Moreover, PSTD-FDTD method would
not only be a useful tool for Fresnel Zone Plate designs, but also a good approach for
analyzing a lot of electrically large problems with complex structures, such as ground
penetrating radar and electromagnetic interference.
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