Abstract. Let I be an m-primary ideal in a Gorenstein local ring (A,m) with dim A = d, and assume that I contains a parameter ideal Q in A as a reduction. We say that I is a good ideal in A if G = n≥0 I n /I n+1 is a Gorenstein ring with a(G) = 1− d. The associated graded ring G of I is a Gorenstein ring with a(G) = −d if and only if I = Q. Hence good ideals in our sense are good ones next to the parameter ideals Q in A. A basic theory of good ideals is developed in this paper. We have that I is a good ideal in A if and only if I 2 = QI and I = Q : I. First a criterion for finite-dimensional Gorenstein graded algebras A over fields k to have nonempty sets X A of good ideals will be given. Second in the case where d = 1 we will give a correspondence theorem between the set X A and the set Y A of certain overrings of A. A characterization of good ideals in the case where d = 2 will be given in terms of the goodness in their powers. Thanks to Kato's Riemann-Roch theorem, we are able to classify the good ideals in two-dimensional Gorenstein rational local rings. As a conclusion we will show that the structure of the set X A of good ideals in A heavily depends on d = dim A. The set X A may be empty if d ≤ 2, while X A is necessarily infinite if d ≥ 3 and A contains a field. To analyze this phenomenon we shall explore monomial good ideals in the polynomial ring k[X 1 , X 2 , X 3 ] in three variables over a field k. Examples are given to illustrate the theorems.
Introduction
In this paper we study a certain class of m-primary ideals in a Gorenstein local ring in connection with the Gorensteinness of graded rings associated to those ideals.
Let A be a Gorenstein local ring with the maximal ideal m and d = dim A. Let I denote an m-primary ideal in A, and assume that I contains a parameter ideal Q = (a 1 , a 2 , . . . , a d ) of A as a reduction. The latter assumption is always satisfied if the field A/m is infinite ( [NR] ). Let r Q (I) = min{n ≥ 0 | I n+1 = QI n } be the reduction number of I with respect to Q. We define
R(I) = A[It] ⊆ A[t],

R (I) = A[It, t −1 ] ⊆ A[t, t −1 ], G(I) = R (I)/t −1 R (I)
(here t denotes an indeterminate over A), and call them respectively the Rees algebra, the extended Rees algebra, and the associated graded ring of I. We put
Theorem (3.1). Let k be a field. Then the following conditions are equivalent.
(1) The field k contains √ α for any element α ∈ k. (2) Let A = n≥0 A n be a finite-dimensional Gorenstein graded k-algebra with k = A 0 . Then X A = ∅ if and only if 2 | dim k A.
Therefore, when the field k is algebraically closed, for any finite-dimensional Gorenstein graded k-algebra A = n≥0 A n with k = A 0 we have that X A = ∅ if and only if 2 | dim k A.
In Section 4 we shall study the case where d = 1. We will give the following correspondence theorem between the set X A and the set Y A of certain overrings of A. Let A ( * ) denote the length. One of the consequences of Theorem (4.2) shows that good ideals I and J in A must coincide, once I ∼ = J as A-modules (Corollary (4.3)). Hence the set X A is finite if A has finite CM-representation type.
Theorem (4.2). Assume dim
In Section 5 we shall study one-dimensional Gorenstein local rings of multiplicity 2.
Theorem (5.1). Let A be a one-dimensional reduced complete local ring with e(A) = 2 and let B = A denote the normalization of A. Then:
(
1) Every intermediate ring A ⊆ C ⊆ B is a Gorenstein ring. (2) X A = A (B/A). (3) The set X A is totally ordered with respect to inclusion. Hence there is a unique chain A = C 0 ⊆ C 1 ⊆ · · · ⊆ C n = B of rings between A and B, where n = A (B/A).
Unless A is reduced the set X A is no longer finite, even though A has multiplicity 2 (Example (5.7)).
In Section 6 we will study the case where d = 2. The following characterization of good ideals will be given, in which K S denotes for a Noetherian graded ring S the graded canonical module. Let µ A ( * ) stand for the number of generators.
Theorem (6.1). Let dim A = 2. Let I be an m-primary ideal in A and assume that I contains a parameter ideal Q as a reduction. Then the following nine conditions are equivalent to each other.
(1) I ∈ X A .
(2) I ∈ X A for all ≥ 1. holds true for all n ≥ 1.
Here we note that conditions (1) and (2) in Theorem (6.1) are not equivalent to each other unless d = 2. In the case where d = 1 we actually have that = 1 if ≥ 1 and I ∈ X A (Corollary (4.5)). Even though I ∈ X A for all 0, the ideal I is not necessarily a good ideal in A (Example (6.12)). However, if I ∈ X A for some ≥ 1, then the powers I n of I are good ideals in A for all n ≥ N + 1, where N denotes the least integer N ≥ 0 such that the Hilbert function A (A/I n+1 ) of I is a polynomial in n for all n ≥ N (Theorem (6.4)).
We say that a two-dimensional Noetherian local ring R is rational if R is normal and there exists a desingularization X → Spec R with H 1 (X, O X ) = (0) ( [L3] ). In the case where our Gorenstein local ring A is rational, the theory of good ideals is closely related to that of adjoints I of ideals I in the sense of J. Lipman ([L4] ). He proved that the equality I = Q : I holds true for any m-primary integrally closed ideal I in A with Q a minimal reduction, if A is a two-dimensional Gorenstein rational local ring. Therefore I ∈ X A if and only if I = I (Remark (6.19) ). In addition, thanks to Kato's Rieman-Roch theorem [K] , we are able to classify the good ideals in two-dimensional Gorenstein excellent rational local rings A. Let f : X → Spec A be a desingularization and let I be an m-primary ideal in A. Then we say that I is represented on X if IO X is invertible. With this notation we shall prove in Section 7 the following.
Theorem (7.8). Let A be a two-dimensional Gorenstein excellent rational local ring. Let I be an m-primary ideal in A and assume that I contains a parameter ideal Q in A as a reduction. Then I is a good ideal in A if and only if I is an integrally closed ideal represented on the minimal resolution of Spec A.
According to an argument of Huneke and Swanson [HS] , in the case where dim A = 2 we have pd A A/I = ∞ for all I ∈ X A (Proposition (6.14)). Consequently, X A = ∅ if A is a regular local ring with dim A ≤ 2 (cf. Proposition (7.5) also). However, if dim A ≥ 3 and A contains a field, the set X A is never empty and the set X A is actually infinite (Proposition (8.1)). This assertion readily follows from the analysis of monomial good ideals in the polynomial ring R = k[X 1 , X 2 , X 3 ] over a field k. To explicitly state our results on monomial good ideals in R, let a 1 , a 2 , a 3 ≥ 1 be integers and Q = (X a1 1 , X a2 2 , X a3 3 ). We denote by X Q , or simply by X (a1,a2,a3) , the set of ideals J in R which are generated by monomials in X 1 , X 2 , X 3 and such that J ⊇ Q, J 2 = QJ, and J = Q : J. Then clearly JR M ∈ X R M for all J ∈ X (a1,a2,a3) , where M = (X 1 , X 2 , X 3 ). Moreover, because a i = b i for all i = 1, 2, 3 if X (a1,a2,a3) ∩ X (b1,b2,b3) = ∅ (Corollary (8.9)), we see that X R M is infinite, and hence so is the set X k [[X1,X2,X3]] , once X (a1,a2,a3) = ∅ for infinitely many vectors (a 1 , a 2 , a 3 ) with the a i 's ≥ 1. And in Section 8 we will prove the following.
Theorem (8.25).
Let a 1 , a 2 , a 3 ≥ 1 be integers. Then X (a1,a2,a3) = ∅ if and only if one of the following conditions is satisfied.
(1) {a 1 , a 2 , a 3 } 1.
(2) 2 a 1 a 2 a 3 .
(3) (a 1 , a 2 , a 3 ) = (2, 2, odd), (2, odd, 2), or (odd, 2, 2).
Our proof of Theorem (8.25) will turn into arithmetic, with a series of preliminary steps, and the most interesting consequence is the following.
Corollary (8.27).
Suppose that min{a 1 , a 2 , a 3 } ≥ 3. Then X (a1,a2,a3) = ∅ if and only if 2 | a 1 a 2 a 3 .
At this moment we do not know whether the set X A is still infinite if dim A ≥ 3 but A contains no field. But a more urgent open problem is the question of when X A = ∅. We suspect that X A = ∅ if and only if A is a regular local ring with dim A ≤ 2, provided that dim A ≥ 1. Now before entering into details, let us mention again our standard notation, which we shall maintain throughout this paper. Let (A, m) be a Gorenstein local ring and d = dim A. Unless otherwise specified, we denote by I an m-primary ideal in A containing a parameter ideal Q = (a 1 , a 2 , . . . , a d ) of A as a reduction. Let r = r Q (I) . We denote by µ A ( * ) the number of generators and by A ( * ) the length.
Let S = n∈Z S n be a Noetherian graded ring and assume that S contains a unique graded maximal ideal M. We denote by H i M ( * ) (i ∈ Z) the i th local cohomology functor of S with respect to M. For each graded S-module E and n ∈ Z, let [H i M (E)] n denote the homogeneous component of the graded S-module H i M (E) of degree n. If S n = (0) for all n < 0 and E is a finitely generated graded S-module, we have [H i M (E)] n = (0) for all n 0 and i ∈ Z. We put
0)} with s = dim S E, and call it the a-invariant of E ( [GW, (3.1.4)] ). For each n ∈ Z let E(n) stand for the graded S-module whose underlying S-module coincides with that of E and whose grading is given by [E(n)] i = E n+i for all i ∈ Z. We denote by K S the graded canonical module of S, if it exists. We shall freely refer to [BH] , [GN] , [HK] , and [HIO] for the details on canonical modules.
Preliminaries
In this section we shall summarize some basic results on good ideals for later use in this paper. Let I be an m-primary ideal in A, and assume that I contains a parameter ideal Q = (a 1 , a 2 , . . . , a d ) of A as a reduction. Hence Q is a minimal reduction of I, and the elements a 1 , a 2 , · · · , a d form a part of a minimal system of generators for I ([NR] or [S2, Ch.2, Theorem 1.7] ). We say that I is a good ideal in A if G(I) is a Gorenstein ring with a(G(I)) = 1 − d. Let X A denote the set of good ideals in A.
Let A denote the m-adic completion of A and let a e = a A be the extension of an ideal a in A. Then the correspondence a → a e defines a bijection between m-primary ideals in A and m e -primary ideals in A. Therefore, since G(I e ) = G(I) for all I ∈ X A , the correspondence I → I e gives rise to a bijection between the sets X A and X A , so that we have 
Lemma (2.1). X
A = X A .
For each I ∈ X
K R ∼ = R (2 − d). If d ≥ 1, we may add the following. (6) I n = Q n : I for all n ∈ Z.
When this is the case, we have t(A
Proof.
(1) ⇔ (2) We put G = G (I) and r = r Q (I) .
To prove the equivalence we may assume G is a Cohen-Macaulay ring, since G is Cohen-Macaulay if I 2 = QI ( [VV, 3.1] ). Therefore the sequence f 1 , f 2 , . . . , f d is G-regular, so that by [VV, 2.1] we have the isomorphism [GW, (3.1.6 3.3.13] (2) ⇒ (4) This is clear.
(1) ⇔ (5) Let u = t −1 and a = a (G) . Then, since G = R /uR and u is not a zero divisor of R , we may assume that G and R are Gorenstein rings. As [GW, (3.1.4) ]), the R -module K R is generated by a single element with degree −(a + 1), whence
Corollary (2.4). Let I ∈ X
A , and choose a parameter ideal Q in A so that Q is a reduction of I. Let J be an ideal in A, and assume that
Let a denote, for an ideal a in A, the integral closure of a.
Corollary (2.5). Let A be a two-dimensional Gorenstein rational local ring. Then
Proof. Choose a parameter ideal Q in A so that Q is a reduction of I. Then Q is a reduction of I, whence I 2 = QI ( [LT] ), and so I = I by (2.4).
We close this section with the following remarks.
Remark (2.6). Let I be an m-primary ideal in A and assume that I contains a parameter ideal Q in A as a reduction.
( Proof. For (1) and (2), see [GS, (1.1) and (3.10)] and [I, (3.1)] . (3) We have a(G(I)) = r Q (I) − 3 ≤ −2 by [HHR] . Hence r Q (I) ≤ 1, so that either I = Q or I ∈ X A .
Good ideals in finite-dimensional Gorenstein graded algebras over fields
In this section we assume that dim A = 0. Therefore, for an ideal (
We divide the proof of Theorem (3.1) into several steps. Let k be a field and let A = i≥0 A i be a finite-dimensional Gorenstein graded k-algebra with k = A 0 . We put a = a(A) := max{i ∈ Z | A i = (0)} and choose z ∈ A a so that A a = kz.
where π is the projection map and σ is the k-isomorphism given by σ(z) = 1. Then the pairing , : A × A → k defined by x, y = ρ(xy) is a non-degenerate symmetric bilinear form on A and gives rise to the isomorphism
y is also perfect, and one has the equality dim
2 A (A). Thus I ∈ X A , and we get the following.
Proposition (3.2). X
We look at the perfect pairing , :
has the following canonical form:
Proof of Theorem (3.1) .
Proof of Claim. We put
(2) ⇒ (1) Let 0 = α ∈ k and look at the following ring
where k[X, Y ] is the polynomial ring in two variables over k. Then A is a finitedimensional Gorenstein graded k-algebra with k = A 0 . Let x, y denote respectively the reduction of X, Y mod the ideal (X 2 + αY 2 , XY ). Then the algebra A contains {1, x, y, x 2 = −αy 2 } as a k-basis. Hence dim k A = 4 and a(A) = 2. Consequently X A = ∅. Let us choose I ∈ X A . Then A (I) = 2, and the ideal I contains the socle x 2 = −αy 2 of A. Hence we may write I = (f, x 2 ), where f = ax + by with a, b ∈ k.
To illustrate Theorem (3.1) let us explore the following.
Example (3.4). Let k[X, Y ] be the polynomial ring in two variables over a field k and let
More explicitly we have (1) X A = ∅ if and only if n is even and α 2 = −1 for any α ∈ k. (2) X A = 1 if and only if n is odd, or n is even and ch k = 2.
First we consider the case where n = 2m + 1 with m ≥ 1. Let J = i≥m+1 . Then X A = {J}. In fact, J ∈ X A by (3.2). Let I ∈ X A . We want to show that I ⊆ J. Assume the contrary, and choose
As 2p ≤ 2m < n, we have a = b = 0, whence f p = 0, which is absurd. Thus I ⊆ J, so that we have I = J by (2.4). Hence X A = {J}. Now assume n = 2m with m ≥ 1. Let I ∈ X A . Then I ⊆ i≥m A i for the same reason as above.
The set X A is a singleton if and only if ch k = 2.
The above proof of Theorem (3.1) contains a little more information about the structure of X A in the case where k = R. Similarly as above, let A = i≥0 A i be a finite-dimensional Gorenstein graded R-algebra with R = A 0 . Assume that a := a(A) = 2b and choose an R-basis
with p + q = n, where I r denotes the identity matrix of rank r. Then we have the following.
Theorem (3.5). X A = ∅ if and only if
1 0 ] over the field R, we may assume that s = 0 in the matrix given by (3.3). Hence the proof of Theorem (3.1) still works to show that X A = ∅. Conversely, suppose that X A = ∅ and choose
On the other hand, we have x, y = 0 for any x ∈ A i and y ∈ A j with i + j = a, since π(xy) = 0. Thus, considering the R-basis {ω i } 1≤i≤n together with {x
of the whole R-space A, we find that the matrix M of the pairing , : A × A → k, (x, y) → x, y = ρ(xy) with respect to this basis has the form
1 0 ] is similar to 1 0 0 −1 , after a suitable change of bases together with renumbering we may assume that for some R-basis
, and 2 = dim R A. We want to show that
Let us note the following example.
Example (3.6). Let n ≥ 1 be an integer and let
(1) a(A) = 2n and dim
from which assertion (1) (1) each two of I, J, K are disjoint, and (2) |I| + 2|J| + |K| = n.
where π denotes the projection map and σ the k-isomorphism given by σ(z) = 1. We look at the pairing , :
, J , K ∈ F and assume the triples (I, J, K) and (I , J , K ) satisfy the above conditions (1) and (2). Then if J = ∅, we have
Hence the matrix S of the pairing , : A n × A n → k with respect to this basis
A correspondence theorem when dim A = 1
In this section let us assume that dim A = 1. Let K = Q(A) be the total quotient ring of A. We denote by Y A the set of Gorenstein A-subalgebras C of K such that C A but the A-module C is finitely generated. The main purpose is to establish a one-to-one correspondence between the sets X A and Y A .
Let I be an m-primary ideal in A. Assume that I contains an element a (necessarily not a zero divisor in A) such that I n+1 = aI n for some n ≥ 0. To begin with we note Lemma (4.1) (cf. [L2] , Lemma 1.11). Suppose that I 2 = aI and let C =
(1) C is an A-subalgebra of K, and I = aC.
Proof. As I 2 = aI, we get that C is a subring of K and A ⊆ C. We have C ∼ = I as A-modules, since I = aC. Therefore the extension C/A is module-finite. Because the element a is invertible in K, we get [HK, Satz 5.9 and 5.12] ; notice that
well-defined (that is, independent of the choice of the elements a ∈ I) and it is an injection, since A : K C = I ((4.1)(3)). We furthermore have the following.
Theorem (4.2). The map ϕ : X A → Y A is a bijection which reverses the inclusion, and
Since C is a Gorenstein ring, the C-module Hom A (C, A) is by [HK, Satz 5.9 and 5 .12] projective and of constant rank 1, whence A :
, and so by (4.1) (3) I = aA : I. Thus I ∈ X A and C = ϕ (I) . Hence the map ϕ : [BH, 3.3.10] Let us summarize some consequences of Lemma (4.1) and Theorem (4.2). First we note 
Corollary (4.3). Let
I, J ∈ X A . Then I = J if I ∼ = J as A-modules. Proof. Choose a unit α ∈ K so that the isomorphism f : I → J is given by f (x) = αx for x ∈ I. Then since J = αI, we have J : K J = αI : K αI = I : K I. Hence I = J by (4.1).
Corollary (4.4). Suppose that
Corollary (4.5). Let I be an m-primary ideal in A and assume
Corollary (4.6). Let I be an m-primary ideal in A, and assume I 2 = aI for some a ∈ A. Suppose µ A (I) ≥ 2, and let C = Proof. We have I = aC and aA : I = A : K C by (4.1). Hence C = A. Therefore if C is a Gorenstein ring, then C ∈ Y A , whence aA : I = A : K C ∈ X A (cf. the proof of (4.2)). Conversely, suppose that aA : I ∈ X A , and choose D ∈ Y A so that
whence C is a Gorenstein ring.
Even though aA : I ∈ X A , the ideal I is not necessarily good. We give a simple example.
Example (4.7). Let k[[X, Y ]] be the formal power series ring over a field k and let A = k[[X, Y ]]/(XY ). Let a ∈ m
2 be a nonzerodivisor in A and let I = aA : m. Then:
Proof. Let A denote the normalization of A. Then A (A) = 1. Hence Y A = {A} and X A = {m}, so that aA : I = m ∈ X A . We have I = (a, z)A for some z ∈ A \ aA, since A/aA is Gorenstein. Therefore I = m, because µ A (m/aA) = 2 (note that a ∈ m 2 ), and so we get I / ∈ X A . If µ A (I) = 1, then I = zA and a = αz for some α ∈ m. Let x ∈ m and write xz = ay with y ∈ A. Then, since ax = α(xz) = a(αy), we have x = αy, so that m = αA, which is impossible. Hence µ A (I) = 2. To see that I 2 = aI, it suffices to show that z 2 ∈ aI. As z ∈ m, we have z 2 = aβ for some β ∈ A. Let x ∈ m and write xz = ay with y ∈ A. Then y ∈ m because a / ∈ zA, whence yz ∈ aA. Therefore, because xz 2 = a(xβ) = a(yz), we see xβ = yz ∈ aA. Hence β ∈ aA : m = I, and thus z 2 ∈ aI.
However, we have the following characterization of ideals I for which aA : I ∈ X A .
Theorem (4.8).
Let I be an m-primary ideal in A with µ A (I) ≥ 2. Let a ∈ A and assume that I n+1 = aI n for some n ≥ 0. Let R = R (I) . Then the following conditions are equivalent.
Proof. We put P = R(aA), the Rees algebra of the ideal aA, and let f = at ∈ R 1 . Then f is transcendental over A, and
(1) ⇒ (2) Let M = mR+R + and apply the functors
of local cohomology modules. On the other hand, we have H
where p denotes the projection, we get the embedding
Then C is a subring of K and a module-finite extension of A. Let S = R C (I) denote the Rees algebra of I = aC, which is considered to be an ideal of C. Then S = C[f ], and S is the polynomial ring over C. We look at the natural exact sequence [BH, 3.3 .10]), so that, taking the K P -dual of (4.10), we get the isomorphisms
by [BH, 3.3.7] . Therefore by [HK, Satz 5.12 ] S = C[f ] is a Gorenstein ring because K S ∼ = S(−1), whence so is C because C is a polynomial ring over C. Thus by (4.6)
is the polynomial ring, so that S is a Gorenstein ring with K S = S(−1).
This completes the proof of Theorem (4.8).
As an immediate consequence we have Corollary (4.11). Suppose that I ∈ X A and let R = R (I) .
We now discuss the question of when X A = ∅. To do this we need the following fact.
Lemma (4.12). Let I be an m-primary ideal in A with
Proof. Let G = G(I) and R = R (I) . Then R is a Gorenstein ring with K R ∼ = R (r), since G is a Gorenstein ring with a(G) = r − 1 (see the proof of (2.2)). Let R (r) = i∈Z R ir denote the Veronesean subring of R with order r, and identify Lemma (4.13). Let I be an m-primary ideal in A with µ A (I) ≥ 2. Let a ∈ I be such that I n+1 = aI n for some n ≥ 0. Let r = r aA (I) . Then a r A :
Proof. Let R = R (I) . Then since R + = (at), we have Proj R (I) To close this section we note the following.
Proposition (4.15). The following conditions are equivalent.
(1) A is a discrete valuation ring.
(2)Â is reduced and X A = ∅.
(1) ⇒ (2) This is clear.
(2) ⇒ (1) Assume the contrary and let A denote the normalization of A. Then, since A is certainly a Gorenstein ring and A = A, we have A ∈ Y A so that by (4.2) X A = ∅, which is impossible.
Question (4.16). Is A a reduced ring if X A = ∅?
We suspect that A is a discrete valuation ring, if X A = ∅.
Good ideals in one-dimensional reduced complete local rings of multiplicity 2
The purpose of this section is to prove the following. We divide the proof of Theorem (5.1) into several steps. For a moment let (A, m) be a Noetherian local ring with dim A = 1. Let e(A) = e m (A) denote the multiplicity of A with respect to the maximal ideal m and let v(A) = A (m/m 2 ) denote the embedding dimension of A. Then we have the following lemma, which is known, but we give a brief proof for completeness.
Theorem (5.1). Let
Lemma (5.2). Assume that A is a reduced ring and let A denote the normalization of A. Then e(A) = µ A (A) and v(A) ≤ e(A).
Proof. See [S1] for the inequality v(A) ≤ e(A). Since A is a principal ideal ring, we may choose t ∈ A so that mA = tA. Then t is a nonzerodivisor in A, and we have
Now let us assume that A is a reduced complete local ring with dim A = 1 and e(A) = 2. Let K = Q(A) denote the total quotient ring of A and let B denote the normalization of A. Then by (5.2) we have v(A) ≤ 2. Hence A is a hypersurface with AssA ≤ 2, and the ring A is an integral domain if AssA = 1. We first discuss the case where AssA = 2. So, take a complete regular local ring (R, n) with dim R = 2 and let P 1 , P 2 be distinct prime ideals in R such that R/P i is a discrete valuation ring (i = 1, 2). Let us identify A = R/P 1 ∩ P 2 . We write P 1 = (X) and P 2 = (Z) with X, Z ∈ n, and choose Y ∈ n so that n = (X, Y ). Then, because Y mod P 1 is a regular parameter of R/P 1 , we have Z = aX + εY n for some a ∈ R, ε ∈ R × , and n ≥ 1. Note that a ∈ R × if n ≥ 2, because Z / ∈ n 2 . Let x, y, and z denote respectively the reduction of X, Y, and Z mod P 1 ∩ P 2 . Then we have
Proposition (5.3). (1) X
Proof. We put p 1 = (x) and p 2 = (z). Then, since
we see that A (B/A) = n and A :
is a discrete valuation ring with y mod (x) a regular parameter. We want to show, conversely, that (x, y i ) ∈ X A for all 1 ≤ i ≤ n. We may assume n > 1. Let 1 ≤ i ≤ n and put I = (x, y i ). Then I 2 = y i I + (x 2 ). As Z = aX + εY n , we have 0 = xz = ax 2 + εxy n . Since a ∈ R × , we see that x 2 ∈ (xy n ) ⊆ y i I, whence I 2 = y i I. We particularly have m 2 = ym, since I = m for i = 1. Therefore
Thus by (2.2) I ∈ X A , so that we have
. To see assertion (3), let A ⊆ C ⊆ B be any intermediate ring. Then, since A is complete and C is a finitely generated A-module, the ring C is a finite direct product of local rings, say C = C 1 × C 2 × · · · × C . We have ≤ 2, because Ass C = Ass K = Ass A = 2. If = 1, then C is a local ring with µ C (B) ≤ µ A (B) = 2. Hence e(C) ≤ 2 by (5.2), so that C is a Gorenstein ring. Suppose = 2 and choose t ∈ m so that m 2 = tm (this choice is possible even in the case where n = 1; take t = x − z). Then e(A) = e 
We furthermore have
Proposition (5.4). Y
Proof. We may assume that n > 1 and that the assertion is true for n − 1. Notice
, by the hypothesis of induction on n we have that Y Cn = n − 1 and that Y Cn = {D i | 1 ≤ i ≤ n − 1}, where
Finally, we consider the case [κ(B) : κ(A)] = 2. Since n = mB, we have n = tB for some t ∈ m. Choose θ ∈ B so that B = A + θA.
. Then we have the following.
Proposition (5.5). Y
Proof. We may assume that n > 1 and that the assertion is true for n − 1. Because t ∈ A and B = A+θA, we have 
Example (5.6). Typical examples of one-dimensional reduced complete local rings
A with e(A) = 2 are as follows. Let k be a field and n ≥ 1 an integer.
( 
where k[[X, Y ]] denotes the formal power series ring in two variables X, Y over k. (II) (A is an integral domain with [κ(B) : κ(A)] = 1) Let
A = k[[t 2 , t 2n+1 ]] ⊆ k[[t]],θ ∈ K so that K = k + kθ. Let A = k[[t, θt n ]] ⊆ K[[t
]], where K[[t]] denotes the formal power series ring in one variable over K. Then B = K[[t]].
For these rings A we always have X A = n.
Even though e(A) = 2, the set X A is not necessarily finite unless A is reduced, as we shall show in the following. Let (R, n) be a discrete valuation ring with t a regular parameter. Let F denote the quotient field of R.
, where X denotes an indeterminate over F . Then K is the total quotient ring of A. Let x denote the reduction of X mod (X 2 ) and let B be the integral closure of A in K. Then we have the following.
Example (5.7). (1) X
Hence the set X A is infinite, which is a totally ordered set with respect to inclusion.
(2) Every module-finite extension of A in K is a Gorenstein ring. Hence between A and B there is a unique chain
of rings, consisting of module-finite extensions of A.
Let A ⊆ C ⊆ B be an intermediate ring and assume that C is a module-finite extension of A. Then C is a local ring, as B is. Let m C be the maximal ideal in C. Then m C = tR + (C ∩ F x), so that R/tR = C/m C . Therefore, as m C 2 = t · m C , we get e(C) = 2 since R (C/tC) = 2 (notice that C is a free R-module of rank 2). Hence C is a Gorenstein ring. Choose p ∈ Z so that C = R + Rt p x (this choice is possible, since C = R + (C ∩ F x) and C ∩ F x is a free R-module of rank 1). Then we have p < 0, as C A,
Let k be a field and B = k [[t] ] the formal power series ring over k. Let K denote the quotient field of B. The next example shows that X A depends on the ground field. 
Example (5.8). Let
here * denotes the integral closure of ideals), whence θ λ C λ is a reduction of m λ . Therefore e(C λ ) = C λ (B/θ λ B) = 2. Thus C λ is a Gorenstein ring and C λ ∈ Y A . Let λ, µ ∈ k and assume that
Then a = 0, b = 1, and λ = bµ, whence λ = µ. As t 3 / ∈ C λ for any λ ∈ k, we find that 
A characterization of good ideals when dim A = 2
Let A be a Gorenstein local ring with the maximal ideal m and dim A = 2. Let I be an m-primary ideal in A and assume that I contains a parameter ideal Q = (a, b) in A as a reduction. Then for any integer n ≥ 1 the ideal (a n , b n ) is a reduction of I n . Let r = r Q (I) . We put G = G(I), R = R(I), and R = R (I) . Let
The purpose of this section is to prove the following theorem, in which the equivalence of conditions (1), (6), and (9) is already given by (2.2).
Theorem (6.1). The following nine conditions are equivalent to each other.
(8) R is a Cohen-Macaulay ring, and K R ∼ = R + as graded R-modules. (9) R is a Gorenstein ring, and K R ∼ = R as graded R -modules. When this is the case, the equality
holds true for all n ≥ 1.
We divide the proof of Theorem (6.1) into several steps. To begin with we give
Lemma (6.2). The following conditions are equivalent.
When this is the case, we have µ
Proof. Let I ∈ X A and let n ≥ 1 be an integer. Then by (2.2) R is a Gorenstein ring, and K R ∼ = R as graded R -modules. Hence, looking at the Veronesean subring of R with order n, we see that R (I n ) is a Gorenstein ring with K R (I n ) = R (I n ) (see the proof of Lemma (4.12)). Thus by (2.2) I n ∈ X A , whence
for all n ≥ 0, thanks to a theorem of Huneke [H] we get I 2 = QI and A (A/I) = 
Lemma (6.3). The following conditions are equivalent.
(2) R is a Cohen-Macaulay ring, and
(1) ⇒ (2) Since G is Cohen-Macaulay and a(G) < 0, by [GS, (1.1) and (3.10) ] the ring R is Cohen-Macaulay. We put P = R(Q) = A [at, bt] . Then P is a Gorenstein ring with a(P) = −1,
is the polynomial ring in two variables X, Y over A). Therefore K P ∼ = P(−1), so that we have K R ∼ = Hom P (R, P(−1)) ∼ = [P : R](−1), where P : R denotes the conductor. Hence the isomorphism K R ∼ = R + follows modulo the following.
Claim. P : R = IR ∼ = R + (1).
Proof of Claim. We have IR = IP, as I n+1 = IQ n for all n ≥ 0, whence IR ⊆ P : R. Let c ∈ Q n with n ≥ 0, and assume that ct n ∈ P : R. Therefore, thanks to the above embedding, we see that the socle (0) : (G) has length 1 and is concentrated in degree −1, too. Thus G is a Gorenstein ring with a(G) = −1, whence I ∈ X A by definition.
Thanks to lemmas (6.2) and (6.3), we have done with the equivalence of conditions (1), (2), (6), (7), (8), and (9) in Theorem (6.1). To check the other equivalences, we need the following.
Theorem (6.4). Let N ≥ 0 be an integer and suppose that the equality
holds true for all integers n ≥ N . Assume that I ∈ X A for some ≥ 1. Then the following assertions hold true.
(1) e 2 I (A) = 0 and e 
(6.7)
for all n ≥ 0, whence by (6.2)
= Aθ, and we let ϕ : R → K R denote the homomorphism of graded R -modules defined by ϕ(1) = θ. We put K = Ker ϕ and W = Coker ϕ.
Hence K and W are finitely graded R -modules. Consequently, because at ∈ R is a nonzerodivisor of R and at n · K = (0) for all n 0, we get K = (0) and have the exact sequence
Proof of Claim. Since W is a finitely generated A-module, it suffices to show that 
We now look at the exact sequence 
and the embedding
, because the canonical modules always have depth at least 2 if the dimension of the base ring is at least 2). Therefore if H 1 M (G) = (0), then thanks to Nakayama's lemma we get W = (0) by (6.10), so that H 0 M (G) = (0) by (6.9). Thus G is a Cohen-Macaulay ring, whence so is R . The ring R is actually a Gorenstein ring, because the homomorphism ϕ : R → K R is an isomorphism. Hence by (2.2) I ∈ X A , which completes the proof of Theorem (6.4).
We are now in a position to finish the proof of Theorem (6.1). The implications (1) ⇒ (3) ⇒ (5) are now clear, and the implication (1) ⇒ (4) follows from (6.2). We have the implications (4) ⇒ (1) and (5) ⇒ (1) by Theorem (6.4).
Let us give some consequences of Theorems (6.1) and (6.4).
Corollary (6.11). Suppose that A is a two-dimensional rational local ring. Then I ∈ X A if and only if I = I and I ∈ X
Proof. If I = I, then I 2 = QI by [LT] . Hence the assertion follows from (2.5) and (6.1).
Even though I ∈ X A for all 0, the ideal I is not necessarily a good ideal in A. Let us give one example.
Example (6.12). Let k[[X, Y, Z]] be the formal power series ring over a field k and let
. Let x, y, and z denote respectively the reduction of X, Y , and Z mod (Z 2 − XY ). We put I = (x 2 , y 2 , xz, yz).
is a Gorenstein ring with a(G(m)) = −1 ([GW, 3.1.6]). Hence m ∈ X A , and so by (6.2) m ∈ X A for all ≥ 1. As m 2 = (x, y)m, the elements x 2 , y 2 generates a reduction of m 2 , whence m 4 = (x 2 , y 2 )m 2 . Consequently, because the ideal (x 2 , y 2 ) ⊆ I ⊆ m 2 , (x 2 , y 2 ) is a reduction of I too. Hence if I ∈ X A , then by (2.4) I = m 2 , so that we have µ A (m 2 ) ≤ 4, while µ A (m 2 ) = 2µ A (m) − 2 + 1 = 5 by (6.2). Thus I / ∈ X A . It is standard to check that I 2 = m 4 . Hence I = m 2 for all ≥ 2. In fact, suppose that ≥ 3 and
The following result is due to Huneke and Swanson [HS] . We give a brief proof for completeness. , d 2 , . . . , d n ) . Let ψ be the (n − 2) × (n − 1) matrix obtained from ϕ by deleting the first two rows, and for each 1 ≤ j ≤ n − 1 let
Proposition (6.13) ([HS]). Suppose that A is a Cohen-Macaulay local ring, and let I be a perfect ideal in
where ψ j denotes the (n − 2) × (n − 2) matrix obtained from ψ by deleting the j
The following are immediate consequences of Proposition (6.13). See Proposition (7.5) for an alternative proof of Corollary (6.15).
Corollary (6.14). Let
I ∈ X A . Then pd A A/I = ∞.
Corollary (6.15). Suppose that A is a regular local ring of
We don't know whether the converse of Corollary (6.15) is also true.
Question (6.16). Suppose that dim A = 2. Then is A a regular local ring if
Let us add two more examples.
Example (6.17). Let (R, n) be a regular local ring with dim R = 3, and assume that R/n is infinite.
Proof. This follows from the isomorphism Example (6.18). Let R = k[[X, Y, Z] ] be the formal power series ring over a field k, and let a = (Z c − X a Y b ) (a, b ≥ 1 and c ≥ 2). We put A = R/a. Let x, y, and z denote respectively the reduction of X, Y , and Z mod a. Then:
In the case where the base rings are rational local rings, good ideals are closely related to the theory of adjoints of ideals defined by J. Lipman. Let A be a twodimensional rational local ring and let I be an ideal in A. Let f : X → Spec A be a desingularization with IO X invertible. Let I = H 0 (X, O X ) and call it the adjoint of I ([L4] ). This definition is independent of the choice of desingularizations f : X → Spec A, and we have the following.
Remark (6.19).
Let A be a two-dimensional Gorenstein rational excellent local ring. Let I be an m-primary ideal in A with Q a minimal reduction. Then:
(2) I ∈ X A if and only if I = I.
Proof.
(1) This is due to [L4] .
(2) By (1) the only if part follows from (2.5). If I = I, then I = I (since I is integrally closed), so that I = Q : I by (1). Thus I ∈ X A , since I 2 = QI ( [LT] ).
Good ideals in two-dimensional Gorenstein rational local rings
Let A be a two-dimensional Gorenstein rational local ring with the maximal ideal m, and assume that the ring A is excellent to assure the existence of desingularizations of Spec A ( [L3] ). The purpose of this section is to completely classify good ideals in A. Surprisingly, it turns out that there are only countably many good ideals. Let k [[X, Y, Z] ] be the formal power series ring over a field k. Then the simplest example is the ring
in which the good ideals are powers of the maximal ideal m in it. In the case where
the situation is a little more complicated. The good ideals are products of the following three ideals:
where x, y, and z denote respectively the reduction of X, Y , and Z mod (Z 3 − XY ). Therefore, since I 1 I 2 = m 3 , the good ideals I in A are written as
2 for some integers a, b ≥ 0 with a + b ≥ 1. Our method of classification is to look at desingularizations f : X → Spec A. By (2.5) every good ideal I in A is integrally closed. Hence, if we take f : X → Spec A to be a desingularization of the blowing-up of I, then the invertible sheaf IO X is isomorphic to O X (−Z) for some divisor Z on X and I = H 0 (X, O X (−Z)). The crucial point is that for each I ∈ X A we can choose the desingularization f : X → Spec A to be the minimal resolution of Spec A (Theorem (7.8)).
To enter into details, in what follows, let A denote a two-dimensional excellent normal local ring with the maximal ideal m. Let f : X → Spec A be a desingularization of Spec A. Let E = r i=1 E i denote the exceptional divisor on X with the irreducible components {E i } 1≤i≤r . We begin with the following. Definition (7.1). Let I be an m-primary ideal in A. Then the ideal I is said to be represented on X if the sheaf IO X is invertible. In this case we have
First we notice that the colength A (A/I) of I = H 0 (X, O X (−Z)) is described by Kato's Rieman-Roch formula (7.2). In [K] the theorem corresponding to our proposition (7.2) is stated only for complex manifolds of dimension 2, but the proof still works in any characteristic. For each invertible sheaf L on X let
, and so 0 ≤ χ(L) ∈ Z. Let K X denote the canonical divisor of X (see (7.4) below). Then we have the following result, whose proof is not difficult and can be done by the induction on
(2) Let A be a rational local ring and assume that
Now let us summarize some basic facts on desingularizations.
Fact (7.3) ([L1]
). Assume that A is a rational local ring.
(1) The product of two integrally closed m-primary ideals in A is again integrally closed.
(2) There is a one-to-one correspondence between the set of integrally closed m-primary ideals I in A that are represented on X and the set of effective divisors Z = r i=1 n i E i on X with ZE i ≤ 0 for all 1 ≤ i ≤ r. The correspondence is given by
We call those effective divisors 
Fact (7.4). (cf. [La]) Since the intersection matrix [E
A is a minimal resolution (cf. (7.6)). We furthermore have a i < 0 for all 1 ≤ i ≤ r, if K X = 0. Therefore, because K X = 0 if and only if f : X → Spec A is a minimal resolution and A is a Gorenstein rational local ring, summarizing these arguments, we get the following assertions.
( We now start the main argument of this section. The formula (7.2) gives an inequality between the multiplicity and the colength of m-primary integrally closed ideals. Namely, Proposition (7.5). The following assertions hold true.
( Proof. Let I be an integrally closed m-primary ideal in A, and choose a desingularization f : X → Spec A so that the ideal I is represented by an anti-nef divisor Z on X. Then it is known (and easy to show, applying the formula (7.2) (1) to
1) A is a regular local ring if and only if
A is a rational local ring, while by (7.4) (1) (resp. (2)) we have −K X Z > 0 (resp. −K X Z ≥ 0) if A is a regular local ring (resp. a Gorenstein rational local ring). Hence the only if parts of assertions (1) and (2) follow. Conversely, assume that A is not a Gorenstein rational local ring, and take a divisor Z on X so that −Z is ample. Then we get the reverse inequality A (A/I) < We need the following. Fact (7.6). Let E be an exceptional curve on X. Then we say that E is a (−1) curve, if E ∼ = P 1 k and E 2 = −1. It is known that for each (−1) curve E on X the morphism f : X → Spec A is decomposed as f = π • g so that (1) π : X → X is the contraction of E, that is, π(E) is a point and π is an isomorphism on X − E, and (2) g : X → Spec A is a morphism of schemes with X regular. We say that X is a minimal resolution of Spec A if X contains no (−1) curves.
Fact (7.7).
Let π : X → X be the contraction of a (−1) curve E on X. Let Z = r 1=1 n i E i be an exceptional anti-nef divisor on X and let E i denote, for each 1 ≤ i ≤ r, a proper transform of E i on X, that is, the unique irreducible curve with π(E i ) = E i . Then the total transform of Z is the divisor π * (Z) = r 1=1 n i E i + mE on X, where m denotes the integer determined by the condition π * (Z)E = 0. It is easy to see that π * (Z) is also anti-nef and We now come to the main result of this section. Proof. By (2.5) we may assume I is integrally closed. Hence I = H 0 (X, O X (−Z)) for some desingularization X of Spec A and some anti-nef divisor Z on X. By (2.2) the ideal I is good if and only if A (A/I) = 1 2 e 0 I (A). By the proof of (7.5) the latter condition is equivalent to saying that K X Z = 0. Let g : X → X be the unique morphism to the minimal resolution X of Spec A. Then K X = 0, which follows from the fact that every E i on the minimal resolution X satisfies the conditions p a (E i ) = 0 and E
Theorem (7.8). Let
a i E i ≥ 0, and notice that a i > 0 if and only if E i is contracted by g. Then, because Z is anti-nef and K X ≥ 0, K X Z = 0 if and only if ZE i = 0 for every E i with a i > 0. Therefore by (7.7) I is a good ideal in A if and only if Z is a total transform of some divisor Z on X, that is, by definition, I is represented on X.
As a consequence of Theorem (7.8) we get the following, which shows that the good ideals in two-dimensional Gorenstein rational local rings are preserved by taking products. Proof. Since A/m is infinite, every m-primary ideal contains a parameter ideal in A as a reduction. The product IJ is an integrally closed ideal in A ((7.3) (1)). Hence by (7.8) we may assume that
Corollary (7.9). Let
where Z and Z are anti-nef divisors on some resolution X of Spec A. Then K X (Z + Z ) = 0 if and only if K X Z = K X Z = 0. Thus from (7.8) the equivalence readily follows.
To close this section let us explore the examples stated at the beginning. Here we deal with the two simplest examples. However, it is possible by the same method to explicitly describe the good ideals for any two-dimensional Gorenstein rational excellent local rings. Example (7.10). Let k [[X, Y, Z] ] be the formal power series ring over a field k.
Then the exceptional set of the minimal resolution X of Spec A is a single irreducible curve E. Hence the good ideals in A are just
. Let x, y, and z denote respectively the reduction of X, Y , and Z mod the ideal (Z 3 − XY ). Then the exceptional set of the minimal resolution X of Spec A consists of two irreducible curves E 1 , E 2 such that E 2 1 = E 2 2 = −2 and E 1 E 2 = 1. Hence Z = aE 1 +bE 2 (a, b > 0) is anti-nef if and only if 2a ≥ b and 2b ≥ a. It is routine to check that such pairs (a, b) are the sum of copies of (1, 1), (2, 1), and (1, 2). Also, letting div X (x) = 2E 1 + E 2 , div X (y) = E 1 + 2E 2 , and div X (z) = E 1 + E 2 , we have
These three ideals are good in A, and every good ideal in A is the product of copies of these ideals.
Monomial good ideals in the polynomial ring
In this section we shall prove the following.
Proposition (8.1). Suppose that A contains a field. Then
The assertion is reduced to the case where
is the formal power series ring in three variables over a field k. And in this section we focus our attention on the analysis of good ideals generated by monomials in X 1 , X 2 , X 3 in the polynomial ring R = k[X 1 , X 2 , X 3 ]. The purpose is to show there exist plenty of monomial good ideals contained in R.
Let k be a field and let R = k[X 1 , X 2 , X 3 ] be the polynomial ring. Let H = Z 3 with {e 1 , e 2 , e 3 } the standard basis. Let L = {(α 1 , α 2 , α 3 ) ∈ H | α i ≥ 0}. We regard R as an H-graded ring whose grading is given by R 0 = k, R ei X i for i = 1, 2, 3. Therefore, graded ideals of R are just ideals generated by monomials in X 1 , X 2 , X 3 . Let M = (X 1 , X 2 , X 3 ) and A = R M . For each α ∈ L let α i denote the i th entry of α, whence α = (α 1 , α 2 , α 3 ). We denote the monomial X The next three results are well-known.
otherwise.
Definition (8.5).
Our graded ideal J is said to be Q-good if J ⊇ Q, J 2 = QJ, and J = Q : J.
Let X Q be the set of Q-good ideals in R. In this section we are interested in the structure of the set X Q , and especially in the question when X Q = ∅. Notice that X Q is necessarily finite. We shall often denote X Q simply by X (a1,a2,a3) . Our destination is Theorem (8.25) below. We begin with the following.
Lemma (8.6). (1) Let
Proof. Assertions (1) and (2) are clear and well-known. See (2.4) for assertion (3). Assertion (4) follows from (2.2), since R (R/Q) = a 1 a 2 a 3 .
We note here the following.
Example (8.7). X (2,2,2) = {M 2 }.
Proof. Let Q = (X 
Proposition (8.8).
Let J ∈ X Q with Λ = Λ J . Then the following assertions hold true.
(1) Λ {a 1 e 1 , a 2 e 2 , a 3 e 3 }. Proof. See (8.8)(4).
For a while (until Corollary (8.14), below) let J ∈ X Q and Λ = Λ J . We put Γ = Λ\ {a 1 e 1 , a 2 e 2 , a 3 e 3 }. Then Λ Γ = ∅ and J = Q + (X γ | γ ∈ Γ). Notice that X γ / ∈ Q for any γ ∈ Γ, because {X λ } λ∈Λ is a minimal system of generators for the ideal J. For each 1 ≤ i ≤ 3 we put Γ i = {γ ∈ Γ | γ i = 0} and Γ = Γ \ (2) Assume that Γ 1 ∩ Γ 2 = ∅ and choose γ = (0, 0, γ 3 ) ∈ Γ 1 ∩ Γ 2 . Then by (8.8)(2) we get γ = a 3 e 3 , which is absurd since γ ∈ Γ = Λ \ {a 1 e 1 , a 2 e 2 , a 3 e 3 }. Thus Γ 1 ∩ Γ 2 = ∅. Similarly we have Γ i ∩ Γ j = ∅ if i = j.
(3) and (4) By (2) we have 0 < α 2 and 0 < α 3 . If α 2 ≥ a 2 , then α = a 2 e 2 but X a2 2 | X α in R. Therefore the set {X λ } λ∈Λ\{α} is still a system of generators for J, which violates the minimality of Λ. Thus α 2 < a 2 . Similarly we have α 3 < a 3 . If α = β, α 2 ≤ β 2 , and α 3 ≤ β 3 , then the set {X λ } λ∈Λ\{β} is still a system of generators for J. Thus α = β if α 2 ≤ β 2 and α 3 ≤ β 3 .
Corollary (8.11). µ R (J) ≥
Proof. Since with β ∈ L, λ ∈ Λ, and 1 ≤ i ≤ 3. Then, since a < a 1 and c < a 3 , we have i = 2. Because b+b = a 2 by (8.12), we get (a, 0, c ) = β +λ. Hence λ / ∈ {a 1 e 1 , a 2 e 2 , a 3 e 3 }, as λ 1 ≤ a < a 1 , λ 2 = 0, and λ 3 ≤ c < a 3 . Therefore λ ∈ Γ 2 , and so λ = (a , 0, c) Proof. The implication (1) ⇒ (2) follows from the fact that (X 3 ) 2 ∈ X Q (cf. (8.7) and the proof of (8.15)).
Corollary (8.18).
Let n ≥ 1 be an integer. Then X (2,2,n) = ∅ if and only if 2 | n.
When this is the case, X (2,2,n) = {(X 1 , X 2 , X n 2 3 ) 2
}.
Proof. Let α = (0, α 2 , α 3 ), β = (0, β 2 , β 3 ) ∈ Γ 1 . Then α 2 = β 2 = 1 by (8.10)(3) as a 2 = 2, whence α = β by (8.10)(4), so that Γ 1 = 1. Similarly we have Γ 2 = Γ 3 = 1. Thus by (8.16)(2) we get 2 | n and J = (X 1 , X 2 , X n 2
)
2 . See (8.17) for the if part.
Here let us note the following proof of Proposition (8.1). Proposition (8.1) . As X A = X A by (2.1), we may assume that A = A. Let k denote a coefficient field of A. Then A contains the formal power series ring P = k[[X 1 , X 2 , . . . , X d ]] (d = dim A), so that A is a finitely generated free P -module. Since IA ∈ X A and I = IA ∩ P for all I ∈ X P , it suffices to show that X P is infinite. Let S = k[[X 1 , X 2 , X 3 ]]. Then for all I ∈ X S we naturally have IP + (X 4 , . . . , X d )P ∈ X P . Hence X A is infinite, because X S is infinite by (2.1) and (8.18).
Proof of
Let us continue the analysis of the set X Q .
Proposition (8.19). µ R (J) = 7 for any
Proof. Let J ∈ X Q and assume that µ R (J) = 7. Then by (8.16) Γ i ≥ 2 for some i. On the other hand, Γ = 4 and Γ j = ∅ for all 1 ≤ j ≤ 3 by (8.10) and (8.11). Hence we may assume Γ 1 = 2 and Γ 2 = Γ 3 = 1. Let Γ 1 = {(0, b, k), (0, , c )}, Γ 2 = {(a , 0, c)}, and Γ 3 = {(a, b , 0)}. Here a, b, c, a , b , and c denote the integers used in Lemma (8.12) . Hence 1 ≤ b < < a 2 and 1 ≤ c < k < a 3 by (8.10)(3), (4). We divide the proof into six steps. 2 ∈ J 2 , by (8.8)(3) (2a , 0, 2c) = β + λ + a i e i for some β ∈ L, λ ∈ Λ, and 1 ≤ i ≤ 3. Hence, if 2a < a 1 , we have i = 3 and (2a , 0, 2c − a 3 ) = β + λ. Because 2c − a 3 < a 3 (recall that c < a 3 ) and 2a < a 1 , we have λ 1 < a 1 , λ 2 = 0, and λ 3 < a 3 . Hence λ ∈ Γ 2 , so that
