Characteristics of the biological model and experimental setup
In this study, we used a label retaining assay as experimental strategy to monitor proliferation kinetics in vivo. To do so, we infected human AML cells with a Tet-Off lentiviral vector carrying the H2B-GFP transgene. The initial level of GFP fluorescence, in the absence of dox, strictly depends on the number of viral integrations per cell and on positional effects. The integration sites of the lentiviral construct in the host cell's DNA define the basal level of expression of H2B-GFP. Instead, the cell cycle properties of the cells (entry in cell cycle and time elapsed between two consecutive cell divisions) are independent of the site of integration. This means that a cell with lower basal H2B-GFP expression does not have higher or lower probability to remain quiescent in comparison to cells with higher basal H2B-GFP expression. The experimental data used for parameter estimation and model validation were obtained from AML patient derived xenografts (PDX), growing in immunocompromized mice. In particular, a non-obese diabetic/severe combined immunodeficient mouse line harboring a complete null mutation of the common cytokine receptor gamma chain (NOD/SCID/interleukin 2 receptor [IL2r] gamma(null) or NSG) was used. Tumor implantation in NSG mice cannot elicit an immune response, due to the absence of mature B and T lymphocytes, NK cells and complement system, and the presence of defective macrophages and dendritic cells in the organism. Therefore, by definition, immune system competition is not expected to play a role in this specific experimental setting. The label-retaining assay was performed in vivo, with AML blasts infiltrating the bone marrow (BM) and spleen of transplanted mice. Access to nutrients was not considered as a variable because it can be neither controlled nor manipulated in this setting. Recent studies have shown remodelling of the BM niche during leukemia progression, which leads to the generation of regions with higher or lower vascularization and, consequently, variable oxygen and nutrient availability [1] . We could envision that quiescent leukemia stem cells reside in the hypoxic BM niche [2] . In contrast to solid tumors, however, spatial analyses cannot be performed for liquid tumors ex vivo. From this perspective, the in vivo H2B-GFP label-retaining assay could be further exploited to investigate the interplay between LSC quiescence and the BM microenvironment using intravital imaging approaches.
Negative control for background fluorescence threshold
AML blasts, as all eukaryotic and prokaryotic cells, naturally emit an intrinsic fluorescence signal, commonly termed autofluorescence, which is associated with the presence of fluorescent structural components or metabolites. To determine the level of autofluorescence in the population of AML cells under examination in our study, we registered the signal emitted by non-infected AML blasts (NI) using identical settings as for the acquisition of H2B-GFP labelled blasts (i.e., 488 nm excitation laser and 525/50 bandpass filter). As expected, in the absence of dox (t = 0), the strong nuclear signal of cells carrying the H2B-GFP transgene is clearly distinct from the autofluorescence background of NI cells ( Figure 1 ). Figure 1 : Overlay of representative fluorescence histograms obtained from NI cells (red) and H2B-GFP labeled cells at t = 0 (blue). The overlay of the histograms was produced using FlowJo v10.
Normalized to mode
Upon dox treatment, the specific H2B-GFP fluorescence signal of proliferating cells gradually diminishes and eventually reaches the levels of NI cells. When this happens, the correlation between the level of fluorescence and number of undergone divisions is lost, as the autofluorescence baseline signal of the cells masks the H2B-GFP specific signal. Therefore, we decided to apply a threshold based on the autofluorescence distribution of the NI control: (i ) all cells with fluorescence levels within the range of the autofluorescence defined by NI cells are considered as GFP-negative (GFPneg) and are excluded from further analysis; (ii ) the analysis is restricted to GFP-positive (GFPpos) cells with fluorescence levels above the imposed threshold. A representative example of how the threshold was applied is shown for t = 10 days in Figure 2 . Figure 2 : Overlay of representative fluorescence histograms obtained from NI cells (red) and H2B-GFP labeled cells at t = 10 days (blue). The GFPpos cells (orange outline) are highlighted on the graph on the right. Only a minor fraction (0.8%) of the leukemic population is GFPneg. The overlay of the histograms was produced using FlowJo v10.
Fitness function
FST-PSO [3] was exploited in ProCell to estimate the unknown parameters of the AML cell proliferation models. The fitness evaluation exploited by FST-PSO is based on the difference between the expected experimental distribution of fluorescence and the simulated distribution, evaluated by using the Hellinger distance [4, 5] . We denote by H(P, Q) the Hellinger distance between two arbitrary distributions P and Q. In this section we describe the rationale behind the use of the Hellinger distance, along with the binning and normalization procedures needed to make the experimental and simulated fluorescence distributions comparable.
We describe an arbitrary histogram
where M is the number of different fluorescence levels in a given experimental dataset and, for any i = 1, . . . , M , ϕ i and ψ i denote the i-th fluorescence level and the frequency of the i-th fluorescence level, respectively, measured at time t. We denote by ϕ H = (ϕ 1 , . . . , ϕ M ) the vector of all fluorescence levels appearing in the histogram H.
The Hellinger distance
One widespread and popular metrics to calculate the difference between two distributions is the Kullback-Leibler divergence (KLD) [6] . We denote by K(P, Q) the KLD between two arbitrary distributions P and Q. The KLD was not exploited in this work because it is characterized by two drawbacks: (i) it is not symmetric, that is, K(P, Q) = K(Q, P ), for any P = Q. Because of that, K is considered a divergence measure and not a proper distance; (ii) it is unbounded, i.e., it can assume any value in the interval [0, ∞), a circumstance that complicates the comparison and interpretation of results.
An alternative and effective metrics to compare two distributions is the Hellinger distance. Differently from KLD, the Hellinger distance is symmetric, bounded, and H(P, Q) = 0 if P = Q. The Hellinger distance between two discrete distributions P and Q is calculated as:
where j = 1, . . . , N denotes the j-th bin of the discrete distribution.
In this work, we aim at calculating the difference between the target experimental histogram Q = T (t) at some time point t, and the simulated histogram P = H x (t) that is predicted using a putative model parameterization x. However, since ϕ H x = ϕ T , the Hellinger distance between these two histograms cannot be directly calculated. In order to satisfy the condition ϕ H
and ϕ T i denote the i-th components of the vectors ϕ H x and ϕ T , respectively) and calculate the distance between the histograms H x (t) and T (t), we use a binning procedure that distributes the original data in logarithmically equispaced bins. Then, we apply the normalization procedure described in the next section.
Normalization of histograms
In general, the experimental histograms are characterized by a lower number of sampled cells with respect to the (exponential) number of cells generated with ProCell by the iterated cell divisions. In order to make the histograms comparable, after the binning phase we perform a normalization phase, so that the normalized binned histogram generated by the simulation at time t using the parameterization x, denoted byĤ x (t), represents a population having an amount of cells equal to that of the target experimental histogram measured at time t. Finally, we define the fitness function of a model parameterization x as:
whereĤ x j (t) andT j (t) are the j-th bins of the normalized binned histogram generated by the simulation and of the binned version of the target experimental histogram at time t, respectively.
In this work, we used N = 100 bins for both distributions.
Convergence analysis
Population-based meta-heuristics are stochastic approaches that can be effectively used to solve global optimization problems, thanks to a set of randomly created initial candidate solutions that evolve in time and, possibly, converge to an optimal solution. In the case of FST-PSO, the performances depend on the initial positioning of particles in the search space. Specifically, if the initial solutions are positioned close to the basin of attraction of a local minimum, the swarm might converge prematurely and be unable to move out of that region. An example of this circumstance is shown in Figure 3 , where the fitness value of the best candidate solution at each iteration is plotted for two independent runs of the parameter estimation on Model #3 (namely, run 13 and run 29). In the former case, the swarm converged to a local minimum; in the latter case, the swarm was able to escape the basin of attraction and find a more fitting solution. This phenomenon, known as "premature convergence", explains the clusters of particles that can be observed in the swarm plots of Figure 4 for Models #3 and #4. 
Results on Model #5
In order to determine whether the best fitting model is the one with the highest number of free parameters (i.e., Model #3), we also tested a fifth model (named Model #5) that is characterized by an additional cell type and by a higher number of free parameters with respect to Model #3. In particular, Model #5 consists in the same cell subpopulations of Model #3, plus a fourth subpopulation characterized by a "medium" proliferation rate. The search space for the division time of this additional subpopulation was set to [63, 200] hours, while the search space for slowly proliferating cells was adjusted to [200, 504] hours.
The swarm plot in Figure 4 shows that the best parameterizations for Model #5 found by FST-PSO in Λ = 30 runs yield approximately the same Hellinger distance achieved by Model #3, although all runs converged to optimal solutions having a similar fitness value, i.e., the fitness landscape induced by Model #5 does not seem to be characterized by strong attractors to local minima.
Model #1
Model #2 Average Hellinger distance (log scale) Figure 4 : Results of the parameter estimation over the five competing models, shown as swarm plots of the solutions found (the lower, the better). Model #3 (dark green) and #5 (purple) achieve the best fitting with respect to the experimental histograms. Figure 5 confirms that Models #3 and #5 represent the most likely explanations for the observed fluorescence distribution, being characterized by a small Hellinger distance despite the noise in the target data and the stochasticity of the simulation algorithm. For both model calibration and validation, the Hellinger distance of Model #5 is slightly higher than the Hellinger distance of Model #3, so that it does not justify the larger complexity (i.e., number of cell subpopulations and relative parameters) of Model #5.
In addition, Figure 6 shows that, although Model #5 has a larger number of free parameters, it does not fit better than Model #3. Given these results, we can affirm that Model #3 represents the simplest and the most likely explanation for the observed phenomena. 
Results using gamma distribution
In the models of AML cell proliferation we assumed that the division time of each population is normally distributed, with mean and standard deviation that have to be estimated by FST-PSO. As a matter of fact, ProCell can use any user-defined probability distribution. Figure 7 shows the results of the parameter estimation performed with FST-PSO exploiting gamma distribution. In these tests, the estimated parameters for the models of AML cell proliferation are the shape parameter k and the scale parameter b of each population, along with the proportions of the populations. The boundaries of the search space used in these tests are reported in Table 1 . Similarly to the case of normal distributions, in Model #5 we split the slowly proliferating cells into two subpopulations: the range of k for the "medium" proliferating cells was set to [9, 15] , while for the slowly proliferating cells it was set to [15, 30] .
The models characterized by gamma distribution seem to be less prone to premature convergence than the models based on normal distribution: the swarms were trapped in local minima in only a few runs in the case of Models Fluorescence Cells frequency
Model #5
Predicted distribution Target Figure 6 : Comparison between the target histogram (green bars) and the simulated histogram (red bars) obtained at t max = 240 hours. Both simulations were run with the best parameterizations found by FST-PSO for Model #3 (top) and Model #5 (bottom). The insets represent the right tail of the histogram, i.e., cells whose fluorescence is above 10 3 . Average Hellinger distance (log scale) Figure 7 : Results of the parameter estimation over the five competing models using gamma distributions, shown as swarm plots of the solutions found (the lower, the better). Model #3 (dark green) and #5 (purple) achieve the best fitting with respect to the experimental histograms. distribution does not affect the results achieved on the comparison of the five models. Actually, the use of normal distribution allows for an easier interpretation of the values of the estimated mean division time (and the corresponding standard deviation) for each subpopulation of cells in AML 1 .
Finally, Table 2 shows a comparison of the fitness values of the best individuals found by FST-PSO using normal and gamma distributions. According to our results, the models based on normal distribution seem to provide equal solutions (Models #5), similar solutions (Models #3 and #4), or even more fitting solutions (Models #1 and #2). 
