Estimates of the tectonic stress state including loading rate and magnitude of background stress are derived from the spatial and temporal distribution of Loma Prieta aftershocks. This technique was previously applied to the Landers aftershock sequence Gross and Kisslinger, 1997] and is based upon the seismicity model of Dieterich 1994]. Dieterich's theory suggests that background seismicity should be proportional to stress rate and the number of aftershocks in an area should be proportional to the stress step experienced in that area. We used two independently derived source models to compute the stress step from the mainshock and to determine how e ective that stress step was in triggering aftershocks. A background stress state is then chosen which makes the stress steps at the aftershock locations most distinct from the stress steps at hypocenters of background seismicity. The best tting background stress state has its greatest compressive stress plunging 17 to N13 E, and an intermediate stress very close in magnitude to the least principal stress. The small shear stresses at depth and low coe cient of friction suggest that high-pressure pore uids may be present inside active faults. The estimated stress rate of 70 Pa/d (0.25 bar/yr) is comparable to the stress rate found for the southern San Andreas Fault system. We found a best tting \e ective" coe cient of friction 0 0:2 for the Loma Prieta area, signi cantly less than 0 0:6 estimated for Landers in previous work. Variations in aftershock decay rate within the Loma Prieta aftershock zone are correlated with static stresses caused by postseismic slip as modeled by B urgmann et al. 1997]. Some of the postseismic slip occurred on structures that did not slip during the mainshock, so the postseismic and coseismic stress step elds have di erent spatial distributions. The e ectiveness of slowly accumulated postseismic static stresses in triggering aftershocks is especially interesting because dynamic stresses are insigni cant in this case.
Introduction
The 1989 M W = 7:0 Loma Prieta earthquake was a very educational event for the seismological community, illustrating the signi cance of seismic hazard from events that do not break the surface. Loma Prieta also raised some important questions relating to earthquake source mechanics because the aftershock focal mechanisms were so diverse that they suggested that slip on the mainshock had completely relieved homogeneous resolved shear stresses on the mainshock fault plane Michael et al., 1990 ]. E ectively zero shear stresses following the mainshock were unexpected because they imply very low dynamic coe cients of friction, which had not been observed in the laboratory. In combination with the modest stress drop, the low residual stresses on the fault plane also suggest that either the static coe cient of friction was quite low or the e ective normal stress was much less than the overburden. Focal mechanisms cannot constrain the magnitude of the background stresses, so it is di cult to address these possibilities without more information.
One promising mechanism for producing low coecients of both static and dynamic friction is the possible presence of pore uids with very high uid pressures. Since uid pressures act on all the pore surfaces, they counteract much of the normal stress that would otherwise force the two sides of a fault together at depth, and they help to maintain the pore volume. Changes in normal stress could be balanced by changes in pore volume and associated changes in pore uid pressure, reducing the e ect of normal stress on fault friction. In order to have a signi cant e ect, the pore uids must have a pressure comparable to the lithostatic stresses that act at depth. A related hypothesis involves deformation of the rock mass as a whole. If crustal rocks deform like uids, so that the strains are accommodated through permanent shape changes, then background shear stresses may be relieved aseismically. Smaller stresses are more easily canceled out by fault movement and could more easily produce the small residual shear stresses left on the Loma Prieta fault plane. Reasenberg and Simpson 1992] used changes in the rate of seismicity on faults in the bay area to estimate the e ective coe cient of friction 0 and found 0.2 ts the data best. A very low e ective coe cient of friction is consistent with high-pressure pore uids being present in fault zones, as discussed above, but the result might be in uenced by some of the simplifying assumptions that Reasenberg and Simpson made in their modeling. They assumed that the seismicity occurred on right-lateral vertical strike-slip faults parallel to the major mapped faults in the area, and they also used a simple rectangular dislocation to represent the source. We have used the much more complicated source models published by Beroza 1991] and Wald et al. 1991] and have made a di erent assumption, i.e., that the seismicity occurred on fault planes which were optimally oriented with respect to a background stress eld.
We address some of the questions raised in earlier studies of the Loma Prieta sequence by comparing the seismicity expected from various stress and fault friction models to the observed seismicity. This stress modeling technique was rst applied to the aftershocks of the 1992 Landers earthquake Gross and Kisslinger, 1997] and is based upon the seismicity theory of Dieterich 1994] . The technique produces estimates of the background stress state including the e ective normal stress, the coe cient of fault friction, the rate of tectonic loading, and the Dieterich friction parameter A D . We have also directly addressed the relationship between aftershocks and the postseismic relaxation process by studying the e ects of the postseismic stress eld upon the aftershocks. The Loma Prieta event is especially well suited to studies of postseismic relaxation because of extensive observations of the relatively large and wellconstrained signal. The postseismic relaxation did not occur solely on the fault which generated the mainshock B urgmann et al. 1997 ], and so it is possible to distinguish the e ects of stress transfer from postseismic slip from the delayed e ect of coseismic slip. We nd that those portions of the Loma Prieta aftershock zone that were loaded postseismically exhibit faster aftershock decay, a relationship expected from Dieterich's 1994] seismicity theory.
If Dieterich's 1994 ] model of seismicity is correct, then the techniques we present could be used to estimate loading rates for active fault zones with wellestablished seismic networks. When such a network records the aftershock sequence of an event whose slip distribution has been well constrained, the response of the local fault network to stresses can be calibrated, and loading rates can be estimated. In combination with strain rates, stress rates can constrain the extent to which aseismic processes are releasing crustal strains. Loading rates are most useful in seismic hazard work because they can directly measure the accumulation of elastic energy which drives infrequent large earthquakes.
Data
The seismicity data used in this work are from the California Seismic Network (Calnet) catalog Hill et al., 1991] . We use events having horizontal errors < 1 km, rms mis ts < 0.15 s, at least ve phase arrivals picked, and the largest gap in azimuths of stations about the epicenter < 91 . These restrictions are identical to those customarily used to de ne quality \A" locations Lee and Lahr, 1975 ] except that we have dropped the restriction that events be within one source depth of the closest seismic station. We relax the depth restriction because we want to reduce spatial inhomogeneities in completeness and not to arti cially reduce the reporting rate for shallow events in the nal catalog. We apply a spatial cut to the catalog, using only events north of 36.5 N, south of 37.5 N, east of 122.5 W, and west of 121 W. After applying these cuts, the working catalog has more than 43,000 events occurring between 1978 and 1992. The catalog includes more than 13,000 events after the mainshock, so there are enough events to well de ne the spatial distribution of seismicity both before and after the mainshock. Table 1 . (left) and (right) The solid and dotted lines on the small histograms illustrate the distributions of change in failure stress on optimally oriented planes, F for seismicity taken from di erent distance ranges surrounding the hypocenter of the Loma Prieta mainshock before and after the mainshock. T statistics are computed for each distance range to test how well the change in seismicity correlates with the change in stress, and those t statistics are summed to evaluate the models. Thousands of models are compared by computing t statistics for each one.
Several catalog subsets are de ned so that spatial variations in the stress state and rate can be explored. Northern and southern subsets are de ned to be those events north or south of 37 N latitude. The Calaveras Fault subset includes events east of a line running from 37.3 N, 121.9 W through 36.95 N, 121.5 W. The San Andreas subset is de ned to be those events west of the same line. These roughly equal divisions of the catalog are designed to provide both tectonically interesting and reasonably well constrained stress inversions.
The modeling results presented in this paper use the seismic source models for the Loma Prieta mainshock published by Beroza 1991] and Wald et al. 1991 ]. Both models of slip during the mainshock are derived from strong motion waveform inversions, but the Wald et al. 1991 ] model also includes some teleseismic waveforms. The source models are an essential element of the technique because they de ne both the spatial distribution of the stress change and the magnitude of the stress step due to the mainshock, which together calibrate the seismic response of the faults in the area to stress and constrain the magnitude of background stress and stress rate. Two models of the mainshock source are used in order to estimate the magnitude of uncertainties in stress state and rate due to variations in the seismic source.
Analysis Techniques

Stress Modeling
We use the stress modeling technique rst applied by Gross and Kisslinger 1997] , in which the stress step from the mainshock is used to compute failure stress. The background stress state is t to the spatial distribution of seismicity. Free parameters de ning the background stress are chosen to maximize the statistical signi cance of the di erence between stress steps averaged over hypocenters of aftershocks and stress steps averaged over hypocenters of background seismicity.
Stress decreases are expected to suppress seismic activity, and stress increases are expected to enhance it. The failure stress F on optimally oriented planes is computed from the principal stresses i (including background stresses) and the e ective coe cient of friction 0 , which includes the e ects of uid pressure P f , King et al., 1994; Harris et al., 1995; Nostro et al., 1997] , with the only signi cant difference being that we consider oblique slip while computing the failure function on optimally oriented fault planes. We have adopted this notation to avoid the incorrect implication that the de nition of failure stress involves an assumption of Coulomb friction. The failure stress is a weighted sum of maximum shear and normal stress and has no implication that the friction must be independent of stressing history, as Coulomb friction is. Expression (1) is for the maximum failure stress obtainable on faults in any orientation in three dimensions and also allows slip in any direction on those faults, so it implicitly assumes that fault planes exist in a wide variety of orientations and that their frictional properties are not a function of orientation. Changes in failure stress F are found for each hypocenter by subtracting F without the mainshock stress step from F with it, F total F ? background F . The best tting e ective coe cient of friction 0 is not the same as the intrinsic friction measurable in the laboratory because intrinsic friction coe cients are the ratio of total shear to e ective normal stress ?P f necessary to initiate slip on a surface. The e ective coe cient of friction 0 is also not equivalent to the apparent coe cient of friction = = of Hill 1993] because 0 is equal to the local slope of the failure envelope and sensitive to changes in pore pressure that may accompany steps in normal stress. If pore uid pressure is a signi cant fraction of the lithostatic overburden and una ected by the stress step from the mainshock, the apparent coe cient of friction 0 should be similar to intrinsic friction and much greater than the apparent coe cient of friction . If pore uids change in pressure by an amount identical to the step in normal stress, then there will be no e ective change in normal stress on the fault, and the e ective coe cient of friction 0 will be zero.
The stress state ts presented here are di erent from most stress inversions because they are not based on focal mechanisms or magnitudes, only on hypocenters. Complete earthquake catalogs are not needed, only consistent monitoring and accurate locations. The technique could be adversely a ected by changes in the network occurring at the time of the mainshock and cannot be applied to data from aftershock deployments. No assumptions about homogeneous structure, moment release, or statistical independence of earthquakes are required. The technique uses the locations of aftershocks to constrain the spatial distribution of the stress change, so accurate locations are important, especially near the mainshock source. The aftershocks are compared with background seismicity in order to correct for inhomogeneities of the structure. The background stress eld is assumed to vary only with depth, but fairly minor modi cations to the technique would allow this assumption to be relaxed. Similarly, the e ective friction on the faults is assumed to be uniform. The stress state modeling is not greatly dependent upon details of the friction model, but it does assume that seismicity rate is some monotonically increasing function of changes in failure stress F .
Fitting Statistic
To quantify the t of stress step to the spatial distribution of seismicity, we compute 
where the symbol s is used to represent the standard deviation of a set of F values, N is the number of events in the set, and before F is the average change in failure stress evaluated at hypocenters of background events. The t statistic is computed from the seismicity from each of eight spherical shells shown in Figure 1 .
The summary statistic 8 i=1 t i is de ned to be the sum of the t statistics from the eight spherical shells, and it is this summary statistic which is used to select the best tting model.
The t statistics used to quantify the t of the seismicity to the stress eld are quite di erent from the statistic used by Reasenberg and Simpson 1992] . The statistic is a measure of the signi cance of the seismicity rate change in a fairly small region which is presumed to have a uniform stress step acting upon it. It is suitable for making maps of rate change, but less useful for quantifying the relationship between the seismicity and stress in a highly variable three-dimensional stress eld. The t statistic approach is more similar to a crosscorrelation, in which the change in spatial distribution of seismicity is compared directly with the stress change eld, with few spatial bins and only two broad time categories de ned. Since the statistic is derived from a Poisson process in time, it requires a declustered catalog. The t statistic is fairly resistant to temporal clustering, since it does not assume Poisson statistics and averages over large spatial volumes, but it does summarize the distributions of stress change with the mean and variance, quantities that would be more applicable to Gaussian distributions than they are to the true distributions of F shown in Figure 1 . Since the t statistic is designed to quantify changes in the mean of a distribution, it detects increases in average F , not only changes in sign.
Each stress state is de ned by giving the orientations of the principal stresses in terms of the azimuth (az) of the most compressive principal stress ( 1 ) (Table 1), the plunges (pl) of the greatest and least principal stress, and the ratio of stress magnitudes = ( 2 ? 3 )=( 1 ? 3 ):
The magnitude of the greatest principal stress is taken positive in compression and is an e ective stress, including the e ects of pore pressure. The remaining parameters are the e ective coe cient of friction 0 , (Table 1 and equation (1)), and the e ective overburden density 0 , which controls how quickly the vertical e ective normal stress increases with depth. The table also lists , the shear stress resolved onto the mainshock fault plane. Table 1 also gives the summary statistic t, which is the measure used to de ne how well the models t in relation to one another. The more negative the number, the better the t, but direct comparisons of summary statistics can only be made between models of the same catalog.
To nd the best model, we compute summary t statistics for 10,000 models, choosing cases increasingly similar to the best so far. The models are evaluated in 10 groups of 1000 each. The initial group of models is uniformly and randomly distributed over the physically reasonable range for parameters having bounded ranges and exponentially distributed over the ranges of parameters having semi-in nite ranges. Trial background stress magnitudes are uniformly distributed in logarithm of stress, ranging from 1 MPa to 1 GPa. After the rst 1000 models have been evaluated, later groups of models are drawn from triangular or exponential distributions centered upon the best model found so far. The widths of the distributions narrow progressively as the optimization progresses, until the nal set of models involves small adjustments to the parameter values.
Dieterich Seismicity Model
If a population of faults loaded by a long-term steady tectonic stressing rate _ F and normal stress , so that it produces a rate of background seismicity r, is subjected to a step in stress F , the new seismicity rate n will follow the following function of time t Dieterich, 1994] 
A D is a unitless parameter scaling the direct e ect of velocity upon friction, and
is the time at which the sequence approaches the steady background rate of activity. If the aftershock rate is averaged over the duration of the aftershock catalog T which is short compared to the interseismic period, the average rate of aftershocks n can be shown Gross and Kisslinger, 1997 ] to be linearly proportional to the stress step F , n r
Two crucial properties of the Dieterich seismicity model used in this work are the linear proportionality between the steady state rate of seismicity and background stress rate and a similar linear proportionality between the number of aftershocks and the stress step. Both relationships are applied to changes in seismicity rate at a given location instead of variations in seismicity rate between locations. In this way, regional variations in fault structure and density are accounted for.
The two crucial properties of Dieterich seismicity represent assumptions on which the estimates of stress rate presented below are based. Other friction relations consistent with these assumptions are also consistent with the stress rate estimates.
At t << t a , the Dieterich aftershock decay function reduces to a form very similar to the modi ed Omori model, n = K (t + c) p ;
except that the Dieterich model has p = 1. In (7), K scales the total number of aftershocks, c is a time shift that removes the singularity at t = 0, and p, which is typically between 0.5 and 2, controls the rate of decay. Another function that has been successfully used to model aftershock decay is the stretched exponential Kisslinger, 1993] ,
There are two parameters controlling the rate of decay of the stretched exponential, t 0 , the characteristic time, and q, a unitless power of the decay with a typical value of 0.4. N represents the total number of events the sequence will produce as t >> t 0 . The modi ed Omori and stretched exponential functions will be used later to quantify variations in aftershock decay, and the Dieterich decay function will be used to estimate the friction parameter A D .
Aftershock Decay Modeling
A practical technique for tting and comparing aftershock models having a variety of functional forms has been developed Gross, 1996; Gross and Kisslinger, 1994; Kisslinger, 1993; Ogata, 1983] . This technique nds the best tting model by minimizing the Akaike information criterion (AIC), which also maximizes the likelihood of the model given the data.
For an aftershock model having n p free parameters and a modeled rate n(t i ), as a function of the time of the ith aftershock, the AIC is
max log(n(t i ))] + 2n p ; (9) where N is the total number of aftershocks observed. The three models t in this work (equations (4), (7), and (8)) all have n p = 3 free parameters. The minimization is carried out by using the technique described by Gross 1996] . The lowest minimum from a series of 20 downhill simplex runs is selected, with each run started from a di erent, randomly selected set of initial parameters. The last 10 runs are started progressively closer to the best value found so far. Table 1 lists the best tting background stress states and coe cients of friction for di erent catalog subsets and source models. With the exception of the Calaveras subset, the stress state ts listed in Table 1 are fairly similar to one another. The greatest principal stress directions are all NNE with magnitudes of 1.5 to 7 MPa, with small values of the stress ratio . The coe cients of friction are most often less than those observed in rock friction experiments, ranging from -0.4 to 1.0, and the e ective overburden densities are much less than the true densities of crustal rocks.
Results
Stress State
It is di cult to develop a measure of statistical uncertainty for ts to data that are not statistically independent. One measure of uncertainty which includes variations in the data and source model, as well as the tting procedure, is the variation in tted parameters between the di erent cases listed on Table 1 . To derive an estimate of the uncertainty inherent in the ts, we t background stresses to a series of perturbed catalogs. These catalogs are constructed from the whole catalog, but with some clusters of background and aftershocks duplicated or omitted. All background events within 10 days and 10 km of each other are linked into clusters, but the distance and time thresholds for clustering of the aftershocks decrease as the third power of distance from the source. A set of 100 perturbed catalogs is constructed by selecting clusters and single events with equal probability. Stresses were t to the perturbed catalogs using the same technique applied to the original data, and variations in best tting parameters are reported in Table 1 .
Comparisons With Previous Results
Those t parameters listed in Table 1 which exhibit the smallest degree of variability between ts using different catalog subsets and source models are the tting parameters which most often agree with the results of stress inversions using di erent methods. Perhaps the most stable result is the azimuth of the greatest principal stress. Amelung 1996] used Kostrov's 1974] method of summing the moment tensors of events to examine the seismic strain eld in the bay area and found strain states consistent with Table 1 . He determined orientations of the strain axes for the combined pre-1989 and post-1989 catalog. An area centered around the Loma Prieta epicentral region shows d 1 , the axis of maximum shortening, oriented at about N19 E. On the San Francisco peninsula, north of Loma Prieta, he nds d 1 to be oriented N30 E; south of Loma Prieta, in the Hollister area, he determines an azimuth of about N4 E. Along the southern Calaveras fault, d 1 is oriented about N15 E in this inversion. Using 53 preearthquake focal mechanisms near the epicentral region, Amelung Michael et al. 1990 ] inverted focal mechanisms from before and after the 1989 Loma Prieta earthquake to infer the coseismic stress changes. A stress tensor inversion of 304 events in the Loma Prieta epicentral region that occurred from 1969 to 1989 suggests a relatively homogeneous stress eld with a N-S most compressional stress axis and subvertical intermediate stress axis Michael et al., 1990] . In the immediate vicinity of the earthquake rupture, their result shows that 1 is oriented N8 E and 2 is subvertical, similar to the whole catalog inversion shown in Table 1 . South of 37 latitude, Michael et al. 1990 ] found a relatively homogeneous background stress eld with N-S compression and a vertical intermediate stress axis, less consistent with our results. For both regions they found = 0:39, signi cantly di erent from our results. Reasenberg and Simpson 1992] computed the static stress changes from the Loma Prieta earthquake and compared them with changes in microseismicity rate. Since their modeling approach is similar to ours, it is reassuring that they also found that a low coe cient of friction (0.2) produces the best model and shows a signi cant correlation between stress and seismicity rate changes.
Previous estimates of the magnitude of the background stress are somewhat larger than the background stresses in Table 1 , which result in shear stresses resolved onto the mainshock fault plane ranging from 0.4 to 2.7 MPa (Table 1) . On the basis of a mechanical model of the e ects of the coseismic rupture on the orientation of the strain axes, Amelung 1996] suggests that the background shear stress was less than 25 MPa. Michael et al. 1990 ] and Zoback and Beroza 1993] argue that the stress drop on the mainshock fault plane was nearly complete. This suggests a background magnitude of shear stress of about 5 MPa and near lithostatic pore pressures Zoback and Beroza, 1993] .
Stress Rate
To estimate the background stress rate, we compute stress changes F from models of the Loma Prieta mainshock at the hypocenters of 10,000 aftershocks and 10,000 events representing background activity for the catalog subsets in Table 2 . Each earthquake is classied into one of 20 categories on the basis of the modeled stress step F at the hypocenter; the categories are chosen so that there are 500 aftershocks in each category, all with similar stress steps. The number of background events n before is not evenly distributed between bins, because background events are more common in regions of smaller F than aftershocks are. We then divide the number of events in the background and aftershock periods by the durations T of the respective periods to compute rates of activity and take a ratio of aftershock rate to background rate to nd the aftershock ampli cation ratio for each stress category: n after n before 1=T 1=T before = n r :
As Figure 2 shows, the stress step F corresponds to a strong variation in aftershock ampli cation ratio, n=r. Equation (6) may be solved for _ F ,
to show that the stressing rate should be equal to the inverse of the slope of the line on the plot times the duration of the aftershock time interval T = 455 days for this catalog. Estimates of stress rate in Table 2 are found by doing least squares ts to the ampli cation factor versus stress step for the listed catalog, source model, and background stress. We also t the slope using an L1 norm, which produced the estimates listed in Table 2 . These robust ts generally show greater stability, but they also do not o er a mis t measure that can be interpreted as easily as the least squares ts.
The stress rate ts shown in Table 2 vary considerably, with the strongest contrast between the northern Figure 2 . Fits of the aftershock ampli cation factor versus stress step for the rst model in Table 1 with estimates of stress rate derived from the slope. The inset plot shows points near the origin. An outlier at 19 MPa with an ampli cation factor of 331 not shown on the plot in uences the least squares t in Table 1 more than the L1 norm t. and southern subsets. The area near the creeping section of the San Andreas Fault shows much slower accumulation of stress than the rest of the region. The next most signi cant e ects are source models and the magnitude cut, which produce uctuations of almost a factor of 2 in loading estimates. The variation in stress rates found for the two di erent source models can only partially be explained by the 20% di erence in total moment between the models and may partly be due to the smoother distribution of slip directions in the Wald et al. 1991] model. The magnitude cut a ects the stress rate by correcting for incomplete reporting of the early aftershocks, and so the case with M L > 1:5 is probably the most dependable stress rate Table 2 . In order to place the stress rate estimates in a tectonic context, it is useful to compare them with previously reported strain rates for the area. Lisowski et al. 1991] provided an excellent summary of California trilateration data, showing strain rates across the San Andreas and Calaveras faults recorded by the Monterey Bay and San Francisco Bay networks. The southern part of the Monterey Bay network is well modeled by rigid block motion with the only o -fault strain occurring in the sliver of crust between the two faults. The northern half of the network is less well constrained but shows roughly 20 mm/yr displacement over 35 km. This translates into a stress rate of 50 Pa/d using a shear modulus of 3 10 10 Pa. This stress rate is slightly smaller than most of the numbers reported in Table 1 , most resembling the stress rate computed from the catalog of events M L > 1:5. Since the seismic stressing rate is large enough to account for all the strain being accumulated, the estimates suggest that there is little anelastic deformation occurring in the area, apart from the creep on the San Andreas and Calaveras which is evident in both the trilateration data and the lower stress rate found for the southern catalog subset. Table 3 lists three di erent decay parameters t to nine subsets of Loma Prieta aftershocks and also reports the ratio of the number of aftershocks to number of background events in each subset. The subsets are de ned with respect to the postseismic stress step P F , which is the change in failure stress due to the postseismic slip as modeled by B urgmann et al. 1997 ] and shown in Figure 3 . This model suggests postseismic oblique reverse slip on the rupture and shallow thrust faulting NE of the San Andreas Fault. The postseismic slip did not all occur on the mainshock source plane, so there are signi cant di erences between the spatial distribution of the postseismic stress eld and the coseismic stress step, di erences that can be exploited in order to detect the e ect of the postseismic stress eld upon the aftershocks. Since we know that there is a strong relationship between aftershock generation and the coseismic stress step, the quantities to compare are the decay parameters and aftershock rates from those subsets for which the coseismic stress step was the same. Table 3 gives values of the characteristic time t 0 of decay and the q value of the stretched exponential function (8) Kisslinger 1993] . The third column gives the p value, the decay exponent from the modi ed Omori aftershock decay relation (7). All three parameters are t using the maximum likelihood technique of Gross 1996] . Since there are two parameters controlling decay for the stretched exponential, we have combined them to make an overall measure of aftershock decay for the stretched exponential, which is given in Table 3 . Large values of t q 0 and small values of p are associated with slow decay. The parameters in Table 3 show a tendency toward more rapid aftershock decay for those subsets that are loaded by the postseismic slip. There are 12 independent comparisons of values of p and t q 0 which can be made between subsets in the same F category, and 10 of these show the subsets with the greater postseismic loading decaying more rapidly, a correlation that should occur by chance P = 2 i=0 ? 12 i 2 12 ; or 2% of the time. The ratios of activity are also mostly in order, with an 11% probability of occurring by chance. Faster aftershock decay and greater numbers of aftershocks are expected for those subsets which are loaded postseismically on the basis of Dieterich seismicity theory, since the postseismic slip rate was greatest in the early part of the aftershock sequence. One especially interesting feature of this observed correlation between aftershock decay rates and postseismic loading is the absence of any dynamic e ects from the postseismic slip. When seismicity is compared to static stresses generated by an earthquake, it is di cult to say for certain that the observed relationship could not have been created by some aspect of the dynamic stresses, which are short lived but larger in magnitude than the static stresses. Here we have an observable e ect on aftershocks in a case for which dynamic stresses are negligible.
Postseismic Relaxation
Discussion
The stress state and rate results presented above illustrate that the seismicity modeling technique is broadly consistent with previous models of the stress state, stress magnitude, fault friction, and strain rate for the Loma Prieta area. Collectively, these results suggest that the properties of Dieterich seismicity theory underlying the modeling techniques are applicable to natural faults. The technique may provide information about the loading rate in areas where only seismicity data are available. The model also ts some quantities, like A D and e ective overburden density 0 , about which there is no independent information. Although the results are quite uncertain, they can be interpreted as consistent with high pore uid pressures and relaxed lithostatic shear stresses.
The low principal stress magnitudes listed in Table  1 and also found for the Landers source region have interesting implications for crustal properties, if correct. The stress eld computed with the seismicity model is the e ective stress, because pore uid pressures can counteract the e ects of normal stresses, and the shear stresses are sensitive only to di erences between principal stresses. This implies that the di erences between the principal stresses at seismogenic depths are of order 3 MPa, but the overburden pressure at 6 km depth must be roughly 150 MPa, 50 times as large. Some process must be acting to reduce the shear stresses signi cantly, bringing the horizontal stresses into near equality with the vertical stresses, analogous to the isotropic stress tensor inside a uid. One possible mechanism would be accumulated deformation of the crust, which could have occurred on a geologic timescale, permanently changing the shape of the crustal rocks and reducing shear stresses. A similar e ect could be produced by nearlithostatic pore uid pressure maintained over geologic time, but this would require seals inside the fault capable of resisting uid pressure di erences comparable to the di erence between horizontal and vertical stresses on long timescales. High-pressure uids also cause rocks to hydrofracture, forming systems of cracks that facilitate permanent shape change.
Employing the arguments of the previous paragraph, we can assume that the e ective normal stress is approximately the size of the greatest principal stress as derived from the models. Our estimates of stress rate and the duration of the Loma Prieta aftershock sequence made by tting equation (4) (Figure 4 ) then permit a very rough estimate of the Dieterich friction parameter A D to be made using (5), the de nition of t a , A D = t a _ F 0:0037; with a best tting value of t a = 170 days and 3 MPa. This estimate of A D is close to the range of laboratory values, 0.005 to 0.012 Dieterich, 1994] . If we take a much more narrowly de ned spatial cut, including only those aftershocks which had a stress step greater than 295 kPa, then the best estimate for t a , after correcting for the observed background rate, is 5082 days, giving A D 0:11. If we instead assume that the e ective normal stress is comparable to the overburden pressure estimated above, the estimates for A D range from 0.00007 to 0.0021, less than the laboratory values quoted above, which is a piece of indirect evidence for low e ective normal stresses acting on the faults in the Loma Prieta source region.
Byerlee 1993] presented a model of mature fault zones such as the San Andreas, explaining the absence of a heat ow anomaly there and the low e ective strength in terms of near-lithostatic pore pressures. In his model, the ambient pore pressures are assumed to be hydrostatic, and the shear stresses are much greater than typical earthquake stress drops. Elevated pore pressures are produced by the compaction of the gouge inside a fault zone which is divided into many compartments by impermeable seals. The sealing process occurs only on mature faults at depths below about 3 km where temperatures are high enough and occurs over an interseismic interval a few hundred years in duration. The seals are broken when an earthquake occurs. The sealing also prevents hydrofracture, which would otherwise occur when the pore uid pressure exceeds the least principal stress.
The nearly isotropic stress tensors listed in Table  1 suggest an alternative explanation for elevated pore pressure in the fault zone. Principal stresses very similar to one another permit uid-lled cracks of all orientations to be in hydrologic communication without causing hydrofracture or requiring sealing. Lithostatic pore pressures could be present outside of the fault as well and could have arisen from the lithi cation process or long-term compaction of the rock as a whole. Hydrologic seals would still have to be present in order to isolate the pressures characteristic of the di erent depths from one another, but they need not be formed and broken over short temporal and spatial scales. This model has the advantage of explaining low stress drops observed for small earthquakes on minor faults and on major ones after large events and predicts rather modest di erences in failure strength between di erent faults resulting from factors such as geometry instead of uid pressure. Because the total shear stress on a fault is small, it can be fairly readily counteracted by accumulated displacement, especially for more mature faults. The e ective density 0 may be used to construct a very rough estimate of the total pore pressure P f at depth, P f ( ? 0 )gh (12) and the pressures P s 0 gh which the uid seals in faults would have to resist to sustain the pore pressure.
Since the e ective densities 0 are generally much less than the true density of rock 2700 kg=m 3 and deformation could make the principal stresses similar to one another, the sealing pressure could be much less than the pore uid pressure. If we take the shallow depth subset in Table 1 as typical for its estimate of 0 600 kg=m 3 , the maximum sealing pressure at 6.5 km depth is P s 38 MPa, attained when the pore uid pressure reaches P f 133 MPa. The stress model listed in Table 1 for depths > 6.5 km has a negative e ective density 0 , so the sealing pressure P s should decline as depths increase beyond 6.5 km under that model. The pore pressure may increase slightly faster than the overburden below that depth. Low e ective densities were also found for models of the Landers sequence Gross and Kisslinger, 1997] .
The low e ective coe cients of friction listed in Table 1 and also found by Reasenberg and Simpson 1992] could have resulted from pore uids con ned to the faults, but there is some evidence in Table 1 that this e ect is most signi cant at depths greater than 6 km. A higher coe cient of friction was also found in models of the much shallower Landers seismicity by Gross and Kisslinger 1997] . Mechanically, low coe cients of friction would be expected if the pore volume decreases in response to the increased normal stress and the pore uid pressures act against this increase, increasing the pressure inside the crack nearly as much as the normal stress increases outside. Negative apparent friction coe cients could arise if the uid pressure inside a fault actually increases faster than the normal stress, perhaps due to increased normal stress on cracks having a dif-ferent orientation than the fault which are in hydrologic communication with the fault. This pore pressure increase would have to be maintained over the timescale during which most of the aftershocks occurred and only be strong enough to counteract normal stress changes due to the mainshock. Other symptoms of high pore pressure are the low e ective overburden density and relatively long aftershock duration, which have already been discussed.
Some of the most interesting potential future applications of the modeling techniques we have employed for this work lie in the area of seismic hazard analysis. Stress rates estimated from seismicity may prove a better predictor of total moment release than strain rates, because strain is sometimes relieved through aseismic processes such as fault creep. Our observation of lower stress rates near creeping faults is an illustration of this e ect, but it should in principle allow creep on buried faults to be detected as well. The stress rate analysis can be carried out using seismicity data alone for structures like o -shore faults for which strain data are di cult to obtain. The technique requires consistent long-term monitoring of seismicity before and after an event with a well-constrained slip distribution and numerous aftershocks. Dieterich seismicity theory in combination with stress-step modeling might improve our ability to forecast short-term hazards from the aftershocks of large events as well. This approach depends upon detailed seismicity data gathered by local and regional networks as well as a fairly well-constrained background stress state and rapid determination of the slip distribution for the mainshock. Serious application of these techniques to seismic hazards should not be attempted until additional veri cation and testing of the reliability of the modeling results has been carried out. Our study of the Loma Prieta aftershock sequence has been one such test.
Conclusions
The spatial distribution of Loma Prieta aftershocks is consistent with the model that static stresses from the mainshock triggered them and also implies a background stress that is consistent with local tectonics and observed strain rates. Best tting models have the greatest e ective stress of 1-7 MPa at a high angle to the fault plane, consistent with previous analysis of focal mechanisms Beroza and Zoback, 1993] .
The low magnitude of background stress and e ective density much lower than true densities of rocks both suggest that high-pressure pore uids are present. High pressure pore uids also help explain the low e ective coe cient of friction found for these models and how the relatively long duration of the aftershock sequence can be consistent with laboratory measurements of the constitutive parameter A D .
The stress rate for the Loma Prieta area of 70 Pa/d (0.25 bar/yr) is somewhat less than the rate found for the southern San Andreas Fault system using Landers aftershocks but considerably greater than the rate found for seismicity south of 37 N latitude. This result is consistent with aseismic release of strain in the creeping section. The consistency of this result with known tectonics suggests that Dieterich seismicity theory is compatible with these observations. Estimated values of the constitutive parameter A D range from 0.0037 to 0.11 and are similar to laboratory values, but more experiments and estimates are needed. Smaller estimates of A D result from the assumption of lithostatic e ective normal stress. Correlation of the postseismic loading with aftershock decay rates supports the contention that static stresses trigger aftershocks.
Appendix: derivation of F The failure function F , shown on Figure 5 , is the shear stress at which a failure envelope, assumed to be a line with slope 0 , passes through the tau axis, where normal stress is zero. In the conventional representation, this intersection is written down in terms of opt and opt , which are the values of shear and normal stress (taken positive in compression) at the point where the failure line lies tangent to Mohr's circle. The failure line crosses the tau axis a distance 0 opt below opt , so the failure stress may be written This formula has been presented by many authors i.e., Reasenberg and Simpson, 1992 ; King et al., 1994; Harris et al., 1995; Nostro et al. 1997] . The di culty with it is that the optimal orientation for failure generally must be found before opt and opt can be evaluated. For the stress modeling presented in this paper, as well as Gross and Kisslinger 1997] , a di erent formula is used. This other formula for F is equivalent to the above formula, but is written in terms of the maximum shear stress max and the normal stress on planes of maximum shear, max , which can easily be evaluated, When evaluating the expression in a three-dimensional stress eld, it is necessary to solve for the principal stresses by diagonalizing the stress tensor, and then select the greatest and least principal stresses to compute the maximum shear stress max = ( 1 ? 3 )=2 and the normal stress on planes of maximum shear max = ( 1 + 3 )=2, 
