Social network analysis has many essential applications, but it depends on sharing and publishing the underlying graph. The real dataset published by social networks has great appeal to researchers and research institutions. However, publishing datasets can create many security and privacy problems. A standard technique for achieving link privacy is to randomize a link over the space for node pairs based on probabilistically. Aiming at the problem of social network link privacy, a Sensitive Area Perturbance Based on Firefly (SAPBF) algorithm is proposed. Improve the data availability of the published graph by limiting the range of random perturbations. The specific method is to measure the influence of nodes, such as k-core, degree, and PageRank algorithms to obtain nodes with different influences. The firefly algorithm is applied to the social network to find high-influence nodes. The low-influence nodes are gathered around the highinfluence nodes to form sensitive areas. Finally, according to different edge retention probability, the random perturbation algorithm protects privacy in the sensitive area. The content of the social network is continuously enriched and the scale is increasing. The performance of the anonymous algorithm of the single-machine social network graph is limited. The SAPBF algorithm is parallelized based on the Pregel model. The results of the algorithm in the real experimental dataset show that the proposed algorithm guarantees the property of the graph while ensuring the anonymity. Compared with the traditional random perturbation algorithm, the distributed processing graph improves the efficiency while ensuring the data availability of the graph.
I. INTRODUCTION
With the advancement of technology, social networks have become an integral part of people's lives. The social network stores a large amount of user information, which contains great value. Social network analysis and data mining have received extensive attention and become research hotspots. The first step in data research is to share social network data for data mining and analysis. However, directly data publication faces serious privacy breaches and malicious attacks because of the large amount of sensitive private information contained in social networks. Merely removing the background knowledge of the node is not able to protect the privacy of the published graph [1] . The attacker can identify the target node based on the user's background information, such as the node neighbor structure information.
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The second challenge is how to ensure the data utility of the graph while ensuring the privacy of the published graph. An anonymous social network graph needs to modify the information in the graph to protect the attacker from re-identifying sensitive information. The attribute characteristics such as the centrality, shortest path and community of the protection graph are important purposes for publishing the graph, which play an important role in network analysis. The edge perturbation technique protects the social network's privacy information and limits the range of edge perturbations through the firefly algorithm to improve the data availability of the graph. The firefly algorithm is a bionic algorithm. Applying the firefly algorithm to the social network can effectively find the opinion leader, an opinion leader is a person or set of persons having more influence on the customer's adoption process and decision making [2] . The firefly algorithm needs to initialize prominence(attractiveness) and use the personal influence of the social network node as the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ initial prominence. Influence is a virtual term, so we use the node k-core, PageRank, and degree values as the initialization node prominence. The final challenge is how to run and analyze large-scale social network graphs in an efficient manner as the amount of data in the graph increases. Social networks, such as Facebook, Twitter, and LinkedIn, continue to grow in volume. Single workstations are no longer sufficient. The graph algorithm needs to be processed in a distributed cluster environment. Distributed graph processing algorithms based on the Pregel model, such as PageRank and k-core decomposition algorithms, can efficiently process graphs.
Compared with the traditional anonymous method, the firefly algorithm is combined with the random perturbance anonymity algorithm to measure the influence of the node to discover the high-influence users in the social network. The low-influence nodes are absorbed into the highinfluence node area by the firefly algorithm. The prominence of this area is increased to attract more distant nodes to form sensitive areas. Finally, randomly perturbing the social network side in this area protect the privacy of social network users. The contributions of this paper are as follows:
(1) We apply the firefly algorithm to social networks. By measuring the influence of the nodes, the high-influence nodes are found. Finally, the sensitive areas of the highinfluence nodes are formed.
(2) To expand the perceptual range of nodes, we compress social networks to create a new graph. Compressing the network graph reduces the distance to find nodes. It is easier for nodes to find nodes with greater influence.
(3) In order to deal with large-scale social network graphs, the algorithm is designed based on the Pregel model. The social network graph is processed in parallel by specifying the perceived distance of the nodes. To the best of our knowledge, this is the first piece of work designing the firefly algorithm based on Pregel model.
(4) Finally, we run the algorithm in the real social network dataset and compare with the traditional random perturbation algorithm. The results show that the proposed algorithm protects the data availability of the graph while protecting privacy.
The organization of the rest of this paper is as follows. We first review the related literature in Section II. Section III introduces the definitions related to the problem. Then we propose the possible solutions in Section IV. In Section V, we evaluate the performance of the proposed algorithms on the publicly available datasets. Finally, we conclude the whole paper in Section VI.
II. RELATED WORK
Compared with traditional web applications and information media, social networks have new features in terms of user influence. Everyone becomes a high-influence user in a short time; that is, the opportunity for opinion leaders is greater and faster. The rapid spread of this kind of information tends to make the network public opinion appear in a chaotic and irrational state. In order to study the public opinion communication process and to mine the hidden information of social networks, it is necessary to publish the social network graph for researchers to study. How to ensure the privacy of users and maximize the preservation of original graph information when ensuring the release of social network graphs is a research hotspot.
A. FIREFLY ALGORITHM
The firefly algorithm is inspired by the group behavior of natural fireflies through the exchange of information based upon the flashing behavior of fireflies [3] . The main theory of the algorithm is to find the companions through the flashing, to lure the target and protect themselves from the enemy and the hunter-the greater the prominence of fireflies, the greater the attractiveness to others. Fireflies look for the brightest fireflies and move to the brightest fireflies based on their range of perception. The firefly algorithm was improved in the same mode, and applied to social networks. The firefly algorithm find the most influential opinion leaders in the social network [4] . For finding the local opinion leaders in local communities and global opinion leaders in the social network, it works in both exploitation and exploration phase respectively. The same approach we have applied for the identification of the most influential leader. The leading cause behind implementing firefly Algorithm is that it is best suited for our model due to its searching optimality.
B. PAGERANK, DEGREE AND K-CORE
PageRank is an algorithm that evaluates the importance of nodes in a graph. Moreover, it is a core component of many search programs. PageRank [5] was the first to assess the significance of web pages in search engines, accurately sorted thousands of web pages, and became the most popular web page sorting algorithm. Pirouz and Zhan [6] proposed an improved FAST Personalized PageRank algorithm in the era of big data. The algorithm is utilized to find the target nodeset. Using the mentioned target set, the algorithm gives an estimation of the closeness of any pair of nodes in the graph.
The social characteristics of individuals are analyzed through the network topology. These central metrics include local and global metrics, such as node degree, closeness, betweenness, feature vector metrics, and multi-attribute synthetic indicators based on the above-mentioned central metrics [7] . The centrality metrics based on the local attributes of the network mainly considers the node's own information and the neighbor's node information. These metrics are simple calculation and low time complexity. The most commonly used local indicator is the degree of the node. The local centrality considers the influence of nodes on neighbor nodes, but some nodes do not have massive degrees of value, such as connecting nodes between communities. At this time, it is necessary to recognize the influence of the network nodes from a global perspective, then propose the concept of the decomposition graph, which is to decompose the social network graph to obtain subgraphs with different influences, and finally decompose into nodes with different influences. Seidman [8] provided a new perspective on the influence of network nodes. The method considers that the k-core of the social network graph from the bordering to the central node increases continuously, and the influence of the nodes increases continuously. The k-shell decomposition method is simple to calculate and is suitable for large-scale social networks. A parallel k-shell decomposition algorithm [9] based on the Pregel model shows that the most influential node is not the node with the largest degree or betweenness in the large social network. It is the node with the largest number of k-core [10] .
C. BULK SYNCHRONOUS PARALLEL PROCESSING AND PREGEL
Large-scale graph processing is becoming increasingly crucial for the analysis of data from webpages, bioinformatics and recommendation systems. Graph algorithms are difficult to implement in distributed computation frameworks like Hadoop, MapReduce and Spark. For this reason, several inmemory graph engines like Giraph [11] , GraphLab [12] and GraphX [13] are being developed. There is no full consensus on the fundamental abstractions of graph processing frameworks, but certain patterns such as vertex programming and the Bulk Synchronous Parallel (BSP) framework seem to be increasingly popular. Pregel [14] is a typical BSP-based model. The proposition and development of Pregel model improve the data processing capability of large-scale graphs. The Pregel model has a ''node-centric'' computing feature. The use of message passing models for parallel graph calculation can further improve computational efficiency [15] .
D. GRAPH ANONYMITY ALGORITHM
In social networks, the various elements that make up the social network can all involve private information. At present, the research on social network privacy protection methods has made positive progress. The simple way is to remove the information that can directly identify the individual when publishing data, such as name, age, gender, ID, etc. Backstrom et al. found that this simple deletion of identity attributes does not protect individual information [1] . We focus on the work on limiting edge disclosure, which can be divided into three major groups.
The first group achieves edge anonymity by transforming the graph to have some structural similarity. The graph modification method is to add or delete the edge, and the anonymous result makes at least k-1 nodes with the same degree in the social network graph [16] . In order to improve the data availability of anonymous graphs, Cacas-Roma et al. [17] relies on greedy algorithms to operate an anonymous social network while the result minimizes the information loss of anonymity. k-isomorphism [18] transformsnn the original graph into k disconnected pairwise isomorphic subgraphs through edge added and deletion. In general, considerable structural distortion is required to provide the necessary structural similarity.
The second group of work performs some form of the structure collapsing to hide sensitive edges. Clustering k nodes into a cluster [19] becomes a super-node with the same label in the same cluster. The edges between clusters are called super-edges. The super-edges represent the number of edges between clusters and clusters. However, the clustering method has an extensive modification to the graph, and the graph structure information has a massive loss.
The third group is based on edge perturbation. Our work belongs to this group. As the attack background is upgraded, the k-anonymous model also needs to be upgraded. However, random perturbances are not required. The work in [20] randomly added m non-existing edges and randomly deleted m existing edges, or randomly switches m pairs of edges. Since the deleted edges and added edges are chosen from the entire graph, such perturbation incurs considerable structural distortion. Fard et al. [21] proposed subgraph-wise perturbation that partitions the graph into subgraphs and randomizes the edges within each subgraph. Masoumzadeh and Joshi [22] provided a formal approach towards preserving role structure in social networks during perturbation, adding and deleting edges according to node similarity in subgraphs. In order to formal privacy measures, Zhang and Zhang [23] proposed the concept of edge probability and perturbed the edges in the social network graph according to the probability. To further simplify the concept of random perturbation probability, Fard and Wang [24] designed a probability function according to the coin, if the coin lands on head, adding edges. In this paper, the probability function is further simplified, and the random function is used to judge whether the edge is perturbed. This paper applies the firefly algorithm to social networks to find high-influence areas in social networks. According to the fireflies attracting each other in the space to form an influence sensitive area, the sensitive area is perturbed with a certain probability to ensure the privacy of the social network users and protect the network structure.
III. PRELIMINARIES A. GRAPH
In this section, we will provide some preliminary information which is essential in this work including some technical terms frequently used in this paper.
The social network is defined as an undirected graph G = (V, E), and V represents a set of nodes, that is, users in the social network. E ⊆ V × V represents a set of edges, which is a set of edges between users and users in a social network. An edge (u, v) in E represents a relationship between node u and node v. The social network initialization graph is shown in Figure. 1. In this context, we can define the degree of a node v in a graph G as the number of adjacent nodes. However, in social networks, it is often an overestimation of the number of true relations. In actual social networks, the edges between users are often not true friends and maybe just interested. We hope to explore the real connection between users and dig out the truly important 
a uv = 1 means that (u, v) is an edge in G and a * uv = 1 means that (u, v) is an edge in G * . P r [a uv = 1|a * uv = 1] denotes the probability that (u, v) is an edge in G given that (u, v) is observed in G * . For each edge in the social network graph, assign a value according to the probability generating function and determine whether to perform random perturbation. In the sparse social network graph, we do not consider inferring the presence of a link in G from the absence of a edge in G * because the absence of an edge between a pair of nodes in G * most likely originates from the absence of the edge in G. Consider the edges that exist in the original graph, hiding the nodes of the existing edges. For an attacker to identify the target structure based on the node neighbor structure information, our random perturbation operation can reduce the accuracy of identifying this operation. The algorithm protects the privacy of social network graphs and eventually publish them. The choice of β dictates the trade-off between privacy and utility. The larger the β is, the truer edges are retained, but at the same time, the more likely the adversary can infer a true destination of an edge. The decision for each edge is made independently through the value of the random function.
B. DEGENERACY

Definition 2 (k-Core):
The degree of any node v in the set C⊆V is not less than k, and the largest subgraph Gc (C, E|C) derived therefrom is called the k-core. The largest subgraph obtained after recursively removing the nodes with degrees less than k and the edges expected to be connected is the k-core.
The k-core decomposition is the decomposition of the social network graph into the largest subgraph from the border of the social network to the central core. The nodes in the social network graph will have a core number after they are decomposed.
Definition 3 (k-Shell): From the k-core, we can then define the notion of k-shell [25] , denoted by S k , which corresponds to the subset of vertices that belong to the k-core but not the
Definition 4 (Effective Degree):
In the k-core decomposition process, the number of neighbors connected to the high core and the same core is called the effective node degree.
Definition 5 (Core Number): The core number of a node v is the highest of k-core that contains this node. It is also referred to as the shell index since the k-shell is exactly the part of the k-core that will not survive in the (k +1)-core.
The core number of the nodes indicates the importance of nodes in the social network. According to the decomposition graph, it is concluded that the importance of network nodes is increasing from the border of the social network to center. The original social network decomposition graph is shown in Figure. 2. The k-shell of the node is increasing from the border to the social network center, and the core number of nodes is increasing. For the 3-core nodes V 5 and V 6 , the degrees of the nodes are 5 and 4, respectively, but their effective degrees are 3 and 4, so they belong to 3-shell. 
IV. SENSITIVE AREA PERTURBANCE BASED ON FIREFLY (SAPBF) ALGORITHM
In this section, we first introduce the construct of sensitive areas based on firefly algorithm, which divide social networks into different areas. We call these areas as sensitive areas. Then we perform random perturbances in the sensitive areas of the division to protect privacy.
A. FIREFLY INDIVIDUAL INITIALIZATION
The Firefly algorithm is applied to social networks, where each node in the network is initialized as a firefly regardless of gender. We propose a sense of finding high-influence nodes in social networks. The flashing behavior and attraction of fireflies prompted them to look for the opinion leader. First, the attractiveness of the individual firefly individual is required. I is the attractiveness of the firefly. I 0 is the initial prominence of the node itself. That is, the prominence of the node is not connected to the network (r=0), and γ is the light absorption coefficient. Since the attractiveness gradually decreases as the distance increases and the absorption of the medium decreases, the light absorption coefficient is set to reflect this characteristic. The Pregel model has a step value of 1, so the light absorption coefficient and the step size are set to a fixed value. At initialization, the node influence parameter is measured as the initial value of the firefly attractiveness, such as node degree, node k-core, node PageRank value. The formula for calculating the firefly's individual [3] initialization is:
For node degrees and node cores, a formula is applied to initialize the attractiveness of the node. The core number of nodes in the same k-shell is the same, and the same core number of nodes are in the same subgraph. In order to better distinguish the influence of the same core node,I 0 is initialized to Equation (2) . The values of ρ, θ , and α represent the weights of the core number of nodes, effective degrees, and degrees. The core value is the k-core of the node, eff_degree is the number of effective degrees of the node, and degree is the degree of the node. If the degree of the node is taken as the initial attractiveness of the node (ρ is 0.1, β is 0.01, and α is 1). If the core number of the node is initialized as the main attractiveness, as shown in Table 1 (only the attractiveness of some nodes is listed, the value of ρ is 1, the value of β is 0.1, and the value of α is 0.01).
The node first initializes the node's tag list, which is the node's community and attractiveness. When the algorithm starts, the community value of the node is the id. After the algorithm ends, the community value of the node is the community to which the attractive node belongs. The attractiveness value of the node is the attraction of the node, which represents the attraction of the node to other neighbor nodes. If the core number or degree of node is used as a measure, Equation (2) is used. If the PageRank value is used as a measure, the PageRank value is used directly as the initial value. This is due to the result of the PageRank algorithm, and the number of nodes with the same PageRank value is small.
B. CONSTRUCTION OF SENSITIVE AREAS AND UPDATE OF ATTRACTIVENESS
The attractiveness value of fireflies is related to their position. We believe that the nodes with high influence have high attractiveness. We use the Pregel model to find high attractiveness by iteration. The Pregel model includes a message sending function, a message merging function, and a message processing function. The algorithm first sends the node id, the attractiveness value, and the node community value to the neighbor node. The node selects the maximum attractiveness value in the received message, and compares the maximum attractiveness value of the node. If the attractiveness of the node is less than the maximum attractiveness, the community value of the node is updated, that is, the low attractiveness node is moved around the high attractiveness; otherwise it does not move. We present the pseudo-code of the Sensitive area construction (SAC) process in Algorithm 1.
Algorithm 1 SAC Algorithm
Input: Social network G=(V,E) Output: Social network G'with community value 1: Initialize all the fire and community of nodes 2: for each vn ∈Vn do 3: SendMessageToAllNeighbors<vn,v.attractiveness, v.community n > 4: for each vn ∈Vn do 5: Select the max attractiveness value from message 6: if v. attractiveness <maxn. attractiveness then 7: v.community n =maxn.commnity 8: return G';
In order to obtain the division range of the sensitive area, the algorithm initializes the community to which the node belongs, that is, the id value of the node (line 1). The initialization cost is O(|V|). In order to find a high attractiveness neighbor node, the information of the node is sent to the neighbor node (line 2-3) based on the Pregel message sending function. This function requires each node to send a message based on the edges. The complexity of the sending function is O(|E|). For the message merging function of Pregel, each node receives the neighbor node information to merge and selects the node with the highest attractiveness (line 5). The maximum attractiveness value of the message received by the node is selected, and the time complexity of the merging message is O(|V|deg(v)). In the message processing function, the maximum attractiveness received and the attractiveness of the node are compared. If the attractiveness of the node is lower than the maximum attractiveness received, the community to which the node belongs is updated, i.e. the node is attracted and moved by the high attractiveness node (line 6-7). The time complexity of the message processing is O(|V|). The overall time complexity of Algorithm 1 is O(|V|+max(max(|V|, |E|)).
In order to continue looking for high attractiveness nodes, it is necessary to compress the nodes of the same sensitive area into a new super-node. A new super-edge is formed between the super-nodes. The main steps for compressing the graph are as follows. Nodes with the same community value are grouped together to calculate their total attractiveness VOLUME 7, 2019 as the attractiveness of new super-node in the new graph. In order to continue iterating to find high attractiveness nodes, compression creates a new social network graph. We present the pseudo-code of the community compression (CC) process in Algorithm 2. Algorithm 2 first traverses each community found in the previous iteration and calculates the total attractiveness of each community. The calculation formula is as shown in Equation 3 , that is, the attractiveness of all the nodes in the sensitive area is added to the total attractiveness value I n . The community value is taken as the node id value of the new graph. The total attractiveness value is taken as the attractiveness of the new graph node (line 1-4). In order to construct the edges of the new graph, iterate through the edges of all the old graphs and determine the edges of the old graph. If the nodes on the link belong to different communities, a new edge (line 6) is generated in the new graph. If the nodes on the link belong to the same community, the edges are compressed as deleted edges. The time complexity of Algorithm 2 is O(|Vn| + |E|). Figure. 3(a) shows the original social network graph attracting 1-neighbor results, the same color nodes are the same sensitive area, and different box areas represent different high-influence attraction areas (The nodes in the purplegreen square coincidence area represent the high-influence nodes that attract the purple zone nodes, and also the lowinfluence forces in the green zone are attracted to the nodes). Table 2 shows the sensitive area identification after the compression graph and the maximum attractiveness of the sensitive area after the update (v 12 represents the sensitive area of the blue identified as v 12 , and the maximum attractiveness of the blue-sensitive area is the sum of the attractiveness of all nodes 22.79). The result of the second compression and moving node is shown in Figure. 3(b) . After compressing the sensitive area for the second time, three large sensitive areas are generated. The compressed sensitive area identification and maximum attractiveness value are shown in Table 3 . After three times of compression and movement, the result is shown in Figure. is v 12 , the maximum attractiveness is 53.06). All nodes are in the same sensitive area; that is, the community label of all nodes is v 12 . The third compression forms the maximum attractiveness of the social network graph. If it is perturbed in the sensitive area at this time, it is perturbed in the whole graph.
Algorithm 2 CC Algorithm
I n = n i=1 v i (I )(3)
C. SENSITIVE AREA PERTURBANCE
In the same sensitive area, the node's community tag should have the same value. For social network privacy protection, the random perturbation can be personalized to adjust the anonymity according to different scenarios. The traditional random perturbation is based on the probability function to randomly add and delete edges in the original graph, which has serious damage to the structure of the graph. Based on the above intuition, we propose a Sensitive Area Perturbance Based on Firefly (SAPBF) algorithm to realize random perturbation. The biggest challenge is the protection of the graph structure based on privacy protection. SAPBF is to ensure the privacy of social network graphs by randomly adding and deleting edges in sensitive areas formed by high-influence nodes. The edge is deleted by the retention probability β, and the unconnected node is randomly searched in the same sensitive area. The main idea of SAPBF algorithm is given as follows. We first ergodic all edges from E. For ∀(u, v)∈E, we use the random generator function to assign probabilities to edges. If this edge needs to be hidden, we need to find the nodes in the same community looking for unconnected nodes, and we have three choices of operations as following:
1. If the found candidate node w and the node u have (u, w) / ∈ E, and the community value of v and w are the same, delete (u, v) and then add (u, w).
2. If the found candidate node w and the node v have (w, v) / ∈ E, and the community value of w and u are the same, delete (u, v) and then add (w, v).
3. If cannot find the w of the same community value randomly select to connect with the (u, v) unconnected node. Algorithm 3 gives the main process of random perturbance anonymization. First, we have to determine the time of compressions. There is no need to compress for the first time to find the sensitive area (line4). We only need to find highinfluence nodes and eventually form a sensitive area (line 4). In order to randomly perturb the graph, we need to update the node's community value to graph G (line 5). If the number of compressions is greater than 1, in order to continue to find high-influence neighbor nodes, we compress the social network graph (line 8) and update the community value of the nodes. Finally, the probability function assign random values to each edge. If the edge is assigned value <1-β, we preserve this edge. If the edge is assigned value >1-β, delete this edge and select the node with the same community value. If the candidate node w of the same community value is not found, we randomly select nodes that are not connected to {u, v}. Suppose we divide the graph into n sensitive areas. The time complexity of Algorithm 2 is shown below. Delete the edge(u,v) from E 16:
Random Select node w from community; 17:
Insert the edge(u,w) or (w,v ) into E * 18:
if the w is null then 19:
Random select node is not link {u,v} 20:
Insert the edge(u,w) or (w,v ) into E * 21:return G (V,E * ) Like Rand Switch, our method cannot add edges to nodes from the 0-shell since they would immediately move to the 1-shell. We find that social network nodes obey the secret rate distribution, and there are many 0-degree nodes at the edge of the social network. They have no neighbors, no connections, and all belong to the 0-shell. An attacker cannot learn anything from a node without neighbors. In our experiments, we did not encounter this scenario.
V. EXPERIMENT ANALYSIS
In this section, we performed extensive experiments to evaluate the performance of our algorithms on datasets from real social networks. All experiments were done on the cluster. Based on the Pregel model, the experiment was run on the GraphX. The cluster's environment: 10 compute nodes, CPU 1.8GHz, 16GB RAM, Hadoop 2.7.2, Spark 2.2.0. Programming language: Scala 2.11.12.
A. DATASETS
In order to compare the difference between the algorithm and the traditional anonymous algorithm, representative networks were selected as the experimental object: The Jazz dataset is a cooperation of 198 jazz musicians. The Football Network is a complex social network created by Newman based on the American College Football League. The URV email dataset is a collection of E-mail network data from a research team at the Rovira i Virgili University to analyze the social and social relationships of the research team. The Polblogs dataset is a blog link between 1,224 politicians in the United States. The CA-HepTh (High Energy Physics-Theory) collaborative network comes from electronic printing arXiv, covering scientific collaboration between authors' papers submitted to the high-energy physics-theoretical category, which contains documents from January 1993 to April 2003. CA-CondMat is from the e-print arXiv and covers scientific collaborations between authors papers submitted to Condense Matter category. The dataset characteristics are shown in Table 4 . 
B. GENERIC GRAPH PROPERTIES
In order to quantify the noise introduced in the data, we used several structural and spectral graph properties. Some of them are at the graph level: Average Path Length (APL), Average Cluster Coefficient (ACC), transitivity (T), the second smallest eigenvalue of the Laplacian matrix (µ 2 ). Other metrics evaluate the graph at the node level: eigenvector centrality (EC), degree centrality (DC), authority scores (AS), betweenness centrality (BC) and closeness centrality (CC) and are thus a vector of length n. We evaluate the edge modifications techniques using the implementations from the |igraph| and |networkx| library.
Given such a metric ν, a graph G and G * β the β-percent perturbed graph in the randomization case β ∈(0, 50), We used Variety to computed the information loss between the two networks as follows:
is the property value of the original social network graph. v(G * β ) is the property value of the graph in the randomization case β. The properties of graphs are a good measure of how graphs change, but there are still some limitations. We really want to do something in data mining. We want to change the graph as small as possible in the case of privacy security, so we use the community discovery function to observe the community changes of nodes before and after anonymity. Therefore, the extracted clusters/ communities of nodes are the data utility we want to preserve. In order to more intuitively represent the changes before and after the community's anonymity, we use relative error as a measure. Measure the change in modularity before and after the graph is anonymized. u and u * refer to the modularity values in the original graph and the perturbation graph, respectively.
We use the relative error to measure the anonymous loss before and after the graph anonymity as follows:
We present in Table 5 , the 2 times compression and 30 levels of randomization for SADBF ĄARand Add/Del and Rand Switch [20] for all the information loss metrics. Use the Variety value as the information loss standard, and the smaller the Variety value, the smaller the information loss. Note that we do not include the biggest network CA-CondMat because several results could not be computed in a reasonable time for reasons unrelated to our approach, but due to the metrics in themselves. Table 5 shows the 2 times compression and 30 levels of randomization for SADBF on k-core (K-core), SADBF on degree(Degree), SADBF on PageRank(PageRank), Rand Add/Del(R-A/D) and Rand Switch(R-SW) edge modification processes on 4 generic graph information loss metrics. Bold values indicate that achieves the best result. The proposed method of graph modification has a good effect on most attributes compared to other methods, lowest information loss, on 17 out of 19 results, especially based on k-core. Since the Football dataset is a small dataset, it is more sensitive to compression perturbations than other large datasets. R-SW is easier to achieve optimal results than R-A/D because the degree of nodes does not change during random perturbances. For the CA-HepTh data, since there are nodes in the graph that are 0 degrees, the average path length cannot be calculated. For instance, Fig. 4a illustrates the detailed results for average path length and average cluster coefficient on URV email network. The times of compression is 2. The 0% perturbation point in the upper left corner represents the value of this metric on the original graph. Thus, values close to this point indicate low noise on perturbed data. The x-axis represents the anonymity parameter β and the y-axis represents average path length (APL) and average cluster coefficient (ACC). As we can see, the SADBF method is closer to the original graph than the R-A/D and R-SW methods, and the SADBF method gets better data availability.
What we want to emphasize is that in addition to the measurement of the graph properties, the property changes of the nodes can also express the changes of the graph. We present in Table 6 the 2 times compression and 30 levels of randomization for SADBF, Rand Add/Del and Rand Switch for all the information loss metrics. The centrality of the node directly affects the influence of the node. Table 6 shows the 2 times compression and 30 levels of randomization for SADBF on k-core (K-core), SADBF on degree(Degree), SADBF on PageRank(PageRank), Rand Add/Del(R-A/D) and Rand Switch(R-SW) edge modification processes on 5 generic graph information loss metrics. Bold values indicate the method that achieves the best result.
Compared with the R-A/D method, the proposed method has achieved good results in the centrality of the node. In most cases, the SADBF method is the best value in addition to the Football dataset. In the SADBF method, k-core can obtain good results as an initial value of attractiveness. This is because k-core considers the structural information of the graph and can accurately identify the truly influential nodes. Figure. 5 shows the value of the 2 times compression, average cluster coefficient (CC) and average degree centrality (DC) in the anonymity process of the CA-HepTh dataset. The x-axis represents the anonymous parameter β, and the y-axis represents the CC and DC. In Figure. 5(a) , after the anonymous CA-HepTh network, we can clearly see the average closeness centrality of the SADBF algorithm. This change is much lower than Rand-A/D and Rand-SW. The difference between the SADBF algorithm and the random algorithm more than 0.5. Figure. 5(b) is the anonymity process of the average degree centrality of the CA-HepTh dataset. Since the value of the average degree centrality is very small, the difference between the algorithm results is also small. We can clearly see that the Rand-A/D and Rand-SW algorithms are always larger than the SADBF algorithm in the anonymous process, which indicates that the SADBF algorithm is superior to the protection node in the Rand-A/D and Rand-SW algorithms.
In order to observe the destruction of the data availability by the number of compressions, we compare the anonymous graph values under different compression times. Figure. 6 shows the change of graph under the CA-CondMat dataset. The y-axis represents the average degree (AD) and eigenvector centrality (EC). Figure. 6(a) is the number of comparison graph of the SADBF algorithm with k-core as the initial attractiveness. Figure.6 (b) is 2 times comparison, different initial attractiveness in the anonymity process. When R=1, the node searches for high-influence neighbor nodes, and the damage to the social network graph is far lower than the second and third compression. By contrast, we can clearly see that k-core is superior to the degree and PageRank in Figure 6 (b).
In data mining, the community of nodes is an important attribute of nodes. Protecting community stability is the main metrics for measuring anonymous graphs. We compare the changes in the modularity before and after anonymity. Figure. 7 shows the modularity of different algorithms on the Polblogs dataset. The time of compressions of the SAPBF algorithm is 2. The y-axis represents the relative error of modularity. Figure 7(a) shows the SADBF, Rand-A/D and Rand-SW algorithms with the increase of the probability β, the relative error of the modularity is constantly increasing. We can see that relative error of the Rand-A/D and Rand-SW algorithms is always greater than the SAPBF algorithm. SAPBF is a good way to protect the stability of the community. Figure 7(b) shows the modularity variation of the SADBF algorithm based on k-core for different compression times. We can see that when the number of compressions is 1, it can well protect the stability of the community of the graph, even if the probability of edge retention is large. This is because the Firefly algorithm limits the perturbance range to a small area.
VI. CONCLUSION
In this article, we apply the Firefly algorithm to social networks. Considering different measures of influence, we use three influence algorithms to compare each other. Finally, random perturbances in the formed sensitive areas ensure the privacy of social networks. For different attacks, random perturbances have good resistance. By setting different compression times, the range of sensitive areas is increasing, and the range of perturbances is constantly expanding. Setting different edge retention probabilities β has different privacy strengths. Experiments on real social network datasets show that the proposed algorithm can better protect the graph structure information for large datasets while ensuring the anonymity strength.
In the future, we will optimize the initial attractiveness formula of the node to distinguish the sensitive areas better. In order to better apply the Firefly algorithm, we will design a multi-step sensitive area partitioning algorithm. As a collection of group behaviors, social networks are very suitable for applying bionics algorithms to social networks. To better evaluate the performance of distributed algorithms, we will upgrade the infrastructure to assess larger social networks better.
