Text sentiment classification is a fundamental task of natural language processing. In the past few years, many outstanding methods have attained favorable results in text sentiment classification. However, most of these methods do not make full use of the contextual information of the word embedding layer and attach less importance to the loss of information in the process of forwarding propagation. Hence, an ample room exists for further progress in enhancing the robustness of the model and the feature extraction of text. To tackle these problems, we propose a Feature-Based Fusion Adversarial Recurrent Neural Networks (FARNN-Att) integrated model with an attention mechanism. Firstly, we extract the long-term dependence of text using the BiLSTM network and put forward a novel contextual feature representation way. Subsequently, we combine the prediction results of two features vectors in the full connection layer, which can be captured through the feature connection and attention mechanism. Finally, a regularization method of adversarial training is used to improve the robustness and generalization ability of the model. Our proposed model was compared with other baseline methods such as TextCNN, BiLSTM, BiLSTM-Att, and RCNN on three different public datasets. The experimental results show that our model has state-of-the-art performance in text sentiment classification tasks in terms of accuracy, recall, and F1 score.
I. INTRODUCTION
With the booming of e-commerce and social media, the number of customer reviews has grown exponentially, making intellectual information extraction techniques highly useful to gain a timely understanding of public opinion [2] , [25] . Text sentiment classification, also known as opinion mining or orientation analysis, is an essential part of the natural language processing (NLP), which aims to recognize and quantify systematically diverse subjective sentiment polarity (positive or negative). A considerable number of studies has been done on the perspective mining of e-commerce and social media [19] , [20] .
Historically, studies investigating [29] have shown that a large number of models and methods associated with sentiment classification have been proposed. Most of these previous studies have focused on the model increasingly achieving an excellent preference in many open dataset tasks.
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However, traditional feature-based machine learning methods, such as naive Bayes [12] , [41] , support vector machines (SVMs) [33] , [35] , and decision trees [8] cannot achieve superior results in contrast to the deep learning means. Santos and Gatti [11] proposed a deep convolutional neural network(CNN) that mines character information from short texts in 2014. Kim [23] fine-tuned the hyperparameters of the CNN model structure and obtained excellent results on multiple benchmarks. Zhang et al. [46] offered a character-level convolutional network (ConvNets) for text classification. These studies indicate that the CNN model can capture the local features of a text effectively. Tang et al. [42] built a long short-term memory (LSTM) model to consider information between target word and context. Zhou et al. [48] proposed the attention-based bidirectional long short-term memory networks to capture critical semantic information in a sentence. They mainly investigate and analyze the sequential features of text with recurrent neural networks. Simultaneously, many model integration methods have been utilized for this task. Choi et al. [5] combined convolutional neural networks with recurrent neural networks to extracted text feature in music tagging task in 2016. Zhang et al. [47] proposed an ensemble of deep learning methods and traditional feature-based methods enhanced model called 3W-CNN. The model aimed to optimize convolutional neural networks and gain good performance in the accuracy.
In terms of word embedding, the dependable performance of the deep learning model is inseparable from the pretraining word vectors. Various studies have assessed the efficacy of pretraining word embedding matrix in many NLP applications [3] , [36] , [34] . The bag-of-words model [16] is one of the more commonly used methods in text processing.
Weaknesses that ignore the semantic information and order between words is extremely obvious. A continuously distributed vector representation of sentence and document have been proposed by Le and Mikolov [28] to overcome this shortcoming. After excellent performance in image processing tasks, adversarial training was applied in NLP tasks. Szegedy et al. [40] first discuss that a hardly perceptible perturbation can lead to misclassification of images. Such methods have also been introduced to the text classification domain [32] , [38] to improve the robustness and generalization ability of the model. These studies contribute to existing knowledge on sentiment classification by providing a series of breakthroughs. However, many problems that require further discussion have been generated. In previous studies, an issue is that loss of information is considered rarely in the process of forwarding propagation. For instance, every cell (the memory part of the LSTM unit) containing nonlinear activation functions has three control gates that selectively retain and forget some information from the former cell. The results of such treatments might cause missing parts of sentence topical information. Therefore, to alleviate the problem mentioned above, our models add a new features representation layer before the dense layer, whose structure is shown in Figure 1 . Another question is that seldom considers the existence of noisy information and ignores an over-fitting problem in the learned word embedding matrix.
In this paper, we proposed a method that provides a more in-depth insight into the utilization of the word embedding matrix. First, the output result of the BiLSTM hidden states and the word embedding matrix are connected to form a new feature representation to mitigate model information loss. Next, we utilize the max pooling operation to obtain the final output feature Outputres. Besides, Our model obtains another output feature Outputatt through the attention mechanism. The prediction score of the final model is the average output of both features through the full connection layer to enhance the correct prediction level of the model. As shown by Figure 1 , we define some adversarial perturbations in the normalized embedding space with adaptive L2 norm constraint to improve the robustness and generalization ability of the model. We compare our model with numerous related models on three public datasets to evaluate its performance. The experimental results show our FARNN-Att FIGURE 1. Key structure of our model. We add feature connection layer and adversarial training modules based on the BiLSTM network. Above e k represents the k-th word vector that appears in a given input sentence, and ptb represents the perturbation added to the word embedding space. model outperforms all other baselines. The superiority of our proposed model can be summarized as follows:
(i) We create a new feature representation layer by connecting the hidden layer output states of BiLSTM with the word embedding layer. The feature representation layer effectively mitigates the loss of information caused by a mass of nonlinear activation functions. Meanwhile, the feature connection layer implements word embedding feature reused in this way. Finally, the max pooling layer retains key features by eliminating non-maximal values. (ii) The regularization method using adversarial training improves model robustness and generalization ability and alleviates the over-fitting issue in embedding space. The subsequently experimental results will analyze specifically the favorable performance of this method. (iii) The output of two feature matrices determines the predicted score of the final model. One of the outputs adding attention finds the contribution of each word in a sentence after the hidden states. The other connecting word embedding layer mitigates information loss and makes full use of feature information before the fully connected layer. In this way, the predictive ability of the model can be improved effectively. (iv) Our proposed methods are integrated models that cleverly integrate different approaches. This merged model performs outstanding performance compared to other baseline methods.
II. RELATED WORK
The exploration of the neural network structure has never stopped since its initial discovery. Prevalent models in a specific field have also been introduced gradually introduced VOLUME 7, 2019 to different fields, such as from the field of image processing to the field of NLP. The performance of text sentiment polarity classification relies mainly on effectively extracting semantic features from unstructured text data through word embedding representation learning. Substantial efforts have been devoted to improving results in sentiment classification assignment [1] , [4] . The traditional bag-of-words [16] and sentiment lexicon [7] representation methods determine text polarity through the positive and negative polarity words proportion. However, because bag-of-words (BOW) has many shortcomings (such as ignoring the order between words), distributed representations of sentences and documents have been used widely in recent years. Distributed Representation for words [28] better represents contextual semantic information to gain more competitive text classification results. For the past few years, several deep recurrent neural networks were proposed to distinguish between positive or negative categories, such as LSTM [22] , BiLSTM [4] and other RNN variants [37] based on distributed word embedding. These models have achieved outstanding results in text classification problem. Increasing the depth of the network is a common way to obtain high-dimensional features and ensure better performance. Nevertheless, the network will appear to have degradation and the gradient disappearance problem as the depth of the network increases. One of the reasons for this phenomenon is that the input data processed by the neural network may lose useful information via multiple nonlinear activation functions (e.g. ReLU or Tanh). The hidden layer units of BiLSTM contain a large number of nonlinear activation functions. There is no doubt that it will lead to a certain degree of information loss. Simultaneously, the regularization method of adversarial training was introduced to the field of NLP. It aims to enhance model robustness and generalization ability [9] , [44] . Moreover, many studies show that the attention mechanism [30] is another way to improve the performance of the model.
In this paper, the feature representation structure of our model is inspired mainly by the philosophy of the ResNet network [17] , [21] in the image classification domain. The deep residual learning framework of ResNet settles a degradation problem as the depth of the network increases. Inspired by residual learning, we propose a novel feature connection representation method to alleviate the loss of useful information. This method combines word embedding information with the hidden output states of the BiLSTM. This operation utilizes and mines fully the semantic feature information of the text. At the same time, our model adds the perturbation with adaptive L2 norm constraint into the input embedding space. Such adversarial training regularization methods [10] is more efficient compared to the L2 regularization method. Our work is related to classical methods of predecessors, such as Choi et al. [6] , Miyato et al. [32] , and Sato et al. [38] . We apply the attention mechanism to explore better the sentiment linguistic knowledge in sentiment classification and to average the predicted score risk with the feature connection layer. The experimental results show that our FARNN and FARNN-Att models achieved substantially better performance than the strong competitive approaches.
III. METHOD
In this section, we introduce some details and theories related to our model. Figure 2 demonstrates the establishment process and the overall architecture of our model. The key part of the entire model consists of four parts: the word embedding layer, the BiLSTM model with attention mechanism, the feature connection layer and the adversarial training module. In the following sections, detailed introduction to our model will be offered.
A. NOTION AND PRELIMINARY MODEL
We use X to represent a preprocessed input sentence in a text corpus, and V signifies a list of words for the entire input network where X = (x (1) 
represents k-th word in a sentence X . We define the word embedding matrix E ∈ R (K)×D , and each row in word embedding space denotes e K . At time t, the discrete input word x (k) corresponds to word embedding vector e k whose dimensions are expressed as d i ∈ D. The ptb represents the perturbation added in the word embedding space. The sentiment classification in this paper is a binary classification problem, and thus, we define ϒ as a collection of categories where ϒ ∈ [0, 1]. The predicted value of the neural networkỸ represents the emotional score whereỸ = (ỹ (n) ) N n=1 . N denotes the count of labelled reviews in the dataset. Therefore, the whole word embedding layer can be expressed as E = (e (k) ) K k=1 , where K refers to the size of V . The model embedding layer was initialized by the pre-trained word embedding matrix. We judge the polarity of the text through the relative relationship betweeñ y (n) and 0.5. ifỹ (n) is greater than 0.5, it means positive emotion. Otherwise, it means negative emotion. The training data D of the input network consists of two parts which are respectively text sequence data N 1 X and labelled data Y . We normalize word embedding space E to make word embedding sensitive to perturbation. Normalization of the formula is as follows:
where f j is the frequency of the j-th word. We calculate f j by counting the frequency that each word appears in all reviews. BiLSTM: Bidirectional Long Short-Term Memory network (BiLSTM) [39] is an extension of the regular recurrent neural network (RNN). It trains data in positive and negative time directions simultaneously. To employ the useful input information, it utilizes two different time directions to extract contextual information compared to unidirectional LSTM network [18] . LSTM network has a chain of repeating modules(cell). Each cell has three of gates (Input gate i, Output gate o, Forget gate f ) to protect and control the cell state. The three gates allow to forget or add selected information to the cell state. We can calculate each cell hidden state h t using the following equation:
Among the equation in 2, W f , W i and W o respectively represent the connecting weight between the input h t−1 , x t of each cell unit and three control gates (f t , i t , o t ). TheC t and C t are the cell state vectors. 
where ⊕ refers to the connection function between the two output directions. C represents the size of a unidirectional LSTM network.
In the above content we introduced mainly the basic notions and the original BiLSTM model. Next, we will introduce our integrated model (FARNN-Att) and ideas from several different technical aspects.
B. OUR FARNN-ATT MODEL
In this paper, we propose a Feature-Based Fusion Adversarial Recurrent Neural Networks(FARNN-Att) integrated model with an attention mechanism for sentiment polarity classification. To alleviate the information loss of features, we use the feature connection layer to take full advantage of the contextual information of the word embedding layer E. More key features information Output res are captured by the max-pooling operation to help the model discriminate different categories accurately. Additionally, we also use the attention mechanism to obtain complementary representations of features Output att . As shown in Figure 2 , the final predicted values were derived from the geometric averages of Output res and Output att through different full connectivity layers. To improve the robustness and generalization ability of our model, our model adopts the technique of adversarial training. Below we will elaborate on the various parts of our proposed model.
1) FEATURE CONNECTION LAYER
Several recently proposed models in image recognition, such as ResNet [17] and DenseNet [21] , have exploited the degradation problem as the depth of the network increases. The fundamental reason is that the neural network model uses a large number of nonlinear activation functions in the hidden and the output layers. Nonlinear activation function enhances the feature expression ability of the model but also causes some loss of information. For example, the ReLU [13] function returns 0 for all negative input, which means that once a neuron dies, it cannot be restored. Hence, the network cannot learn the features thoroughly. Hyperbolic function (Tanh) takes a real-valued number and ''squashes'' it into the range between −1 and 1. An undesirable property of the Tanh function is that when the neuron's activation saturates at either tail of −1 or 1, the gradient at these regions is almost zero. As the network depth increases, these nonlinear function maps will more or less lead to the loss of some information. We propose the idea of feature reuse to alleviate this phenomenon. As shown in Figure 1 , we connect the output ( → H , ← H ) of two hidden layers in different directions with the normalized word embedding matrix to obtain the novel feature representation Res. In the process of feature splicing, strict requirements on the connected dimensions need to be followed. Hence, we have to transform the dimensions of → H and ← H . Word embedding layer complements the past and future information captured by BiLSTM. Specific connection form as below:
where ⊕ refers to the connection function. Res maintains more extraction features of current network inputs. Finally, we obtain the critical information of the feature connection layer through the max-pooling. The final feature Output res represents as follows:
where Max means a max-pooling operation in terms of a specified dimension.
2) ATTENTION MECHANISM
Attention mechanism [43] focuses more on the entire sequence keyword contribution, reducing the effects of nonkeywords on text emotions. More specifically, the attention mechanism can be calculated by the following formula:
where W h ∈ R C and b h represent respectively the projection weight and bias. w T is the random initial trainable weight. α refers to an attention weight vector. We then can obtain an attentional representation of the feature r.
3) ADVERSARIAL TRAINING METHOD
As an effective regularization method, adversarial training [10] , [14] can not only improve the robustness and generalization ability of the model but also enhance the performance ability in specific tasks(e.g., sentiment classification). As mentioned in equation 1, we normalized the original word embedding space E = [ē (1) ,ē (2) , . . . ,ē (K −1) ,ē (K ) ], Then we combine the J no (θ ) of non-adversarial training with the perturbation factor and use the L2 regularization method to generate the final perturbation ptb adv . Finally, we obtain the word embedding space E ptb with perturbation added. The specific calculation of ptb adv is as follows:
where x represents the input of the network. g is the gradient of x that can be calculated by backpropagation.θ is constant parameters against a non-adversarial classifier p(y|x;θ ).θ is updated in each batch of training, but backpropagation should not be used in the process of adversarial samples construction. The adversarial training classifier can be expressed as follows:
where − log p(y|x + ptb adv ; θ ) can be viewed as an adversarial training cost function J adv (θ ) and θ is the parameter of a classifier. We normalize the initial word embedding space E and apply adversarial perturbation to the normalized E as s to obtain E ptb . The adversarial loss function J adv (θ ) can be expressed as follows:
log p(y n |s n + ptb adv,n ; θ ) (9) where N denotes the number of labelled reviews in the dataset. We define the non-adversarial loss function J no (θ) by
log p(y n |s n ; θ )
We expect to seek out the optimal parameters that minimize the cross-entropy loss function by stochastic gradient descent. The whole model loss function defines as follows:
During the training process, the gradient of parameters θ was calculated and updated through back propagation as follows:
where λ γ is the learning rate. 
IV. EXPERIMENT
In this section, we contrast and analyze the results of the experiment and discuss the details of the experimental implementation. The same model performance varies considerably depending on the model variant, features selection and datasets. We will elaborate on the following several aspects: Experiment environment, Dataset and data processing, Evaluation indicators, Hyperparameters setting and analysis, Baselines, Results and analysis.
A. EXPERIMENT ENVIRONMENT
In this paper, the experimental hardware platform is Intel(R) Core(TM) i7-8700 CPU, 32G memory, a piece of NVIDIA GTX 1080 Ti. All models are implemented in Python3.5 on Ubuntu 16.04 operating system. We use the Pandas library of Python for data preprocessing and Tensorflow and Scikit-learn library to construct the model. Scikit-learn is used to build a traditional machine learning model (SVM and LR).
B. DATASET AND DATA PROCESSING
Our proposed model is evaluated on three different datasets, including IMDB, Digital Music(DM) and Home and Kitchen(HK). In the Table 1 , we describe the details of each data sets and the rules of division during training. In the succeeding paragraph the paper will further explain the content of the three data sets and data preprocessing processes. The 50,000 reviews IMDB dataset was first proposed by Maas et al. [31] providing a benchmark for future sentiment analysis works. The entire data were used to divide them into positive and negative reviews for each 25,000. The dataset is available (http://ai.stanford.edu/∼amaas/data/sentiment). Other available two public datasets are amazon product datasets (http://jmcauley.ucsd.edu/data/amazon/links.html) spanning May 1996-July 2014, which the user's overall evaluation of products is divided into a five-star scale (1) (2) (3) (4) (5) . In the process of data preprocessing, we only consider highly polarized reviews in the whole experiment. We designate a negative review if the overall score <3 out of 5, and we designate a positive review if the overall score >3 out of 5. The number of positive samples is far greater than the negative samples, the original DM and HK data sets show a serious imbalance of positive and negative sample distribution. We only retain randomly positive samples with twice negative samples size to solve the problem. The final results are shown in Table 1 . We used the Pandas library to remove the duplicate comments information and omit all useless punctuation and emojis.
The rate in Table 1 represents the split ratio of the training set and the test set. Besides we produce the distributed representations of word vectors with word2vec algorithm provided by gensim word2vec API. The initial parameters of the pre-trained word vectors are shown in Table 2 . Other parameters not listed use default values.
C. EVALUATION INDICATORS
The evaluation indicators used in this paper are accuracy (Acc), recall(R), and F1, where F1 is the harmonic average of the precision and recall. The following is the defined formulas:
TP in this context is equal to the real positive cases hit rate, TN refers to real negative cases with the correct rejection rate, and FP and FN represent two kinds of false predictions. The four outcomes can be formulated by a confusion matrix.
D. HYPERPARAMETERS SETTING AND ANALYSIS
We use Adam optimizer [24] with an initial learning rate of 0.001 for the back-propagation process. Different datasets have different partitions between the training set and test set. 30% of the larger DM and HK datasets are used as the test set. Simultaneously, only 20% of the data in the IMDB dataset is used for the test set. DM and HK datasets have a larger amount of data than IMDB. To make the sequence length contain as much text feature information as possible, we set the sequence length of sl as follows:
where D i represents the i-th review. Equation 14 shows that sl is equal to the long average of all reviews plus one standard deviation (std). We take the IMDB dataset as an example to show the length distribution of the sequence as shown in the Figure 3 . From the Figure 3 , we can intuitively see that fewer sequences will exceed 400 in length. According to equation 14, the sequence lengths of IMDB, DM, and HK set as 390, 240 and 210, respectively. The dropout rate of the model is set to 0.5. The size of each mini-batch is 128. The initial word embedding dimension is 200. We set the default number of hidden layer units to 256. The default perturbation factor for adversarial training is set to 5.
E. BASELINES
We compare our model with several strong baseline methods, including TextCNN, BiLSTM, RCNN, and ABiLSTM. Baselines include different types of traditional machine learning methods and powerful deep learning methods. We illustrate the competitive performance of our models by ensuring that, all models contain pre-trained word embedding layers. We experimented with 200-dimensional word embedding trained on three different corpora. The introduction of the baseline methods is as follows:
• SVM [27] . As a classical machine learning method, the support vector machine (SVM) classification or regression is implemented by constructing hyperplane in high dimensional space. We integrate word embedding into SVM implementation to classify the emotional polarity of text.
• LR [15] . Logistic regression is a widely used statistical machine learning method. LR measures the relationship between different categories by estimating the probabilities using logistic functions. This paper applies the binary logistic regression models for sentiment classification.
• TextCNN. Since its proposal by Kim [23] in 2014, the convolutional neural networks model has widely used in the field of NLP. As a strong baseline, TextCNN is excellent at capturing the local features of the text.
• BiLSTM [45] /BiLSTM-Att [48] . Bidirectional Long Short-Term Memory (BiLSTM) network overcomes the LSTM's inability to encode text from back to front. In other words, BiLSTM can capture the bidirectional semantic dependencies of context better. Furthermore, The BiLSTM model with attention mechanism (BiLSTM-Att) can consider better the contribution of different words in one sentence.
• RCNN [5] , [26] . The recurrent convolutional neural network combines the advantages of RNN and CNN networks, which not only reduces the time complexity of the model but can also capture better the contextual features. Meanwhile, The RCNN model is no longer worried about how to choose the convolution kernel size.
Finally, the RCNN model uses max-pooling to obtain important features of the text.
• ABiLSTM [32] . BiLSTM network with adversarial training has a good regularization performance in text classification task of sequence model. Adversarial training is described in detail in section III.
F. RESULTS AND ANALYSIS
In this part, we present the performance of different models on three public datasets and conduct further analysis. The results of all comparative experiments are shown in Table 3 .
The results are as follows: 1) Both our models, including FARNN and FARNN-Att, implement significantly better results on most datasets than the other baseline methods. The key reason for this performance is because our model fully exploits the text and word embedding feature information and improves the robustness and generalization ability of the model at the same time. It also verifies one of the superiorities we mentioned earlier, that is, that the feature connection layer integrated with rich feature information is a good solution to the problem of information loss.
2) The FARNN-Att model is consistently superior to the FARNN model on all datasets. It proves that the attention mechanism has a considerable influence on the expression ability of the model. The results of BiLSTM-Att network is better than the FARNN model proposed by us, which also confirms the importance of attention mechanisms in the text classification task. 3) When we compare neural network methods(TextCNN, BiLSTM, and FARNN, etc.) with traditional machine learning approaches (SVM and LR), the experimental results demonstrate that the neural network methods are superior to the traditional approaches on all datasets. It also proves the methods of the neural network can better grab text semantic information and high dimensional feature. 
4)
We compare the ABiLSTM with the BiLSTM and find that the ABiLSTM outperforms the BiLSTM in all datasets. One of the reasons is that adversarial training not only has an excellent regularization performance but also improves the quality of word embedding space. This result verifies another superiority of our proposed FARNN-Att model. 5) By comparing the experimental results of the RCNN and the TextCNN, it can observe that RCNNs is superior to TextCNN in all datasets. We believe the RCNN model can capture not only long-term contextual features but also grab important potential semantic features through the max-pooling operation. The proposed FARNN and FARNN-Att models also utilizes the idea of max-pooling to improve the performance of our model further.
Effect of Hyperparameters:
In order to further illustrate our model, we construct a comparison from the perspective of different hyperparameters of our model to illustrate our model. We compare the influence of the different number of hidden layer units on the FARNN model as shown in Table 4 . From the Figure 4 we can see intuitively that the best results are achieved on accuracy and F1 score when the number of hidden layer units is 256. Too much or too little hidden layer units will cause the performance of the network to decline. Hence, to capture the text contextual features as much as possible while saving training time, the number of units in the hidden layer is usually not very large. Meanwhile, we compare the influences of different perturbation factor sizes on the FARNN model on the IMDB data set, as shown in Figure 5 . From Figure 5 , we can conclude that the selection of an appropriate perturbation factor in the adversarial training has remarkable effect on the results. The FARNN model achieves the optimal result when other hyperparameters remain at the default value and the perturbation factor is 5.
We compare the effects of different word embedding dimensions between different models. The results of the comparison are shown in Figure 6 . The accuracy of most models increased slowly with the double growth of the word FIGURE 6. Based on BiLSTM model, experiments compare the effects of different optimization methods on different dimensions of word embedding, where w 2v represents the word embedding module, and fc is feature connection layer. pth indicates the adversarial training module with perturbation added and att is the attention mechanism module. embedding dimension. One of the reasons for this finding may be that the optimal sequence length of the IMDB dataset is close to 400, which can ensure that the network input contains more text feature information. We also compare the contribution of each module with the proposed model (FARNN and FARNN-Att) by adding different modules to BiLSTM model. Figure 6 shows that the performance of the BiLSTM model improves with the addition of a module in different word embedding dimensions. The top two lines in Figure 6 represent the results of our proposed model. In the specific word embedding dimension, adding a feature connection layer module to the BiLSTM network achieves better results than only adding an adversarial training module. We believe the feature connection layer can alleviate the information loss caused by factors, such as the nonlinear activation function. In summary, these results show that our integrated model can compete with any single module fusion.
V. CONCLUSION
In this paper, we propose an adversarial recurrent neural network (FARNN-Att) integrated model based on feature fusion, which alleviates the problem of information loss in forwarding propagation effectively. The FARNN-Att model also explores fully the potential of the word embedding layer. We design a novel feature connection layer to capture more high-quality text feature representations through the max-pooling operation. The performance of our model improves further through adversarial training and attention mechanism. Experimental results demonstrate the superiority of the FARNN and FARNN-Att models in sentence-level sentiment classification. In the future, we will conduct further explorations in the following directions:
1) The regularization technique of adversarial training is very effective, but outstanding performance suffers from the interpretability issue. We will further study the interpretable adversarial training in the follow-up work. 2) Cross-domain sentiment classification (CDSC) has attracted considerable attention in recent years.
In future research, we will also make attempts to apply our method to CDSC. Simultaneously, we will study further the application of graph-based representation in sentiment classification of text.
