Abstract: This paper discusses how the forecast accuracy of a Bayesian vector autoregression (BVAR) is affected by introducing the zero lower bound on the federal funds rate. As a benchmark I adopt a common BVAR specification, including 18 variables, estimated shrinkage, and no nonlinearity. Then I entertain alternative specifications of the zero lower bound. I account for the possibility that the effect of monetary policy on the economy is different in this regime, replace the federal funds rate by its shadow rate, consider a logarithmic transformation, feed in monetary policy shocks, or utilize conditional forecasts allowing for all shocks implemented through a rejection sampler. The latter two are also coupled with interest rate expectations from future contracts. It is shown that the predictive densities of all these specifications are greatly different, suggesting that this modeling choice is not innocuous. The comparison is based on the accuracy of point and density forecasts of major US macroeconomic series during the period 2009 : 1 to 2014 : 4. The introduction of the zero lower bound is not beneficial per se, but it depends on how it is done and which series is forecasted. With caution, I recommend the shadow rate specification and the rejection sampler combined with interest rate expectations to deal with the nonlinearity in the policy rate. Since the policy rate will remain low for some time, these findings could prove useful for practical forecasters.
Introduction
Bayesian vector autoregressions (BVARs) are useful tools to forecast major macroeconomic time series. In contrast to classical VARs, they do not entail the risk of overparameterization and are hence able to exhaust the information contained in large datasets. A popular approach is that of Bańbura, Giannone, and Reichlin (2010) , who use a variant of the Minnesota prior as proposed by Doan, Litterman, and Sims (1984) and Litterman (1980 Litterman ( , 1986 . Their prior shrinks forecasts towards a random walk for those variables showing substantial persistence and white noise for those that do not. The degree of shrinkage is controlled by a single hyperparameter, which can be easily computed or estimated in an optimal fashion.
In a forecast experiment the researcher has to make lots of choices with respect to model specification, estimation, and forecast construction. Because the specification choices affect the forecast accuracy of a BVAR, the literature has discussed issues such as: the appropriate number of variables included, whether variables should enter in (log-)levels or growth rates, whether a (log-)level specification should be complemented with priors favoring unit roots and cointegration, the treatment of the residual covariance matrix, the lag length, the selection of the shrinkage parameter, whether a recursive or rolling window estimation scheme should be used, and whether forecasts should be computed by iteration or the direct-step approach (see, e.g. Koop 2013; Berg and Henzel 2015; Carriero, Clark, and Marcellino 2015; among others) . This paper discusses a further specification choice, which has not been addressed carefully in the literature. In particular, I investigate how the forecast accuracy of a BVAR is affected by introducing a zero lower bound on the federal funds rate. Researchers have dealt with the possibility that the monetary policy instrument is constraint from below by either ignoring it or by adjusting their evaluation period such that the recent era of exceptionally low interest rates is avoided. For instance Clark and McCracken (2014) write: "We stop our forecast evaluation in 2007:Q4 to avoid possible complications of the zero lower bound constraints that became relevant in subsequent years" (see p. 27, ll. 25-26) . 1 What Clark and McCracken (2014) mean by the relevance of the zero lower bound constraint becomes obvious when inspecting Figure 1 . The figure shows the federal funds rate and forecasts thereof one quarter and four quarters ahead. While the federal funds rate is stuck between 0% and 0.25% since 2009, the BVAR attaches a lot probability mass to negative policy rates. And the BVAR also suggests a federal funds rate liftoff as early as mid-2011, despite the Federal Reserve's repeated promise to keep interest rates low for an "extended period." Such statements were part of the central bank's policy to anchor longer-term interest rate expectations during the zero lower bound period, known as forward guidance (see Bernanke 2013) .
The zero lower bound constraint and the Federal Reserve's forward guidance are challenges for any forecast model. However, ignoring them or discarding years of observations are no good options. And since the federal funds rate will most likely remain low for some time even after a liftoff, the results in this paper could prove useful for practical forecasters and researchers alike.
Hence I focus on the period from 2009 to 2014 and entertain alternative specifications of the zero lower bound. Also, I include interest rate expectations from future contracts to account for the Federal Reserve's forward guidance. Accordingly, most BVAR specifications considered in this paper are not linear and forecasts have nonstandard distributions. 2 As a benchmark I adopt a common BVAR specification, including 18 variables that enter in (log-)levels, while the priors imposed favor unit roots and cointegration. Moreover, I use a long lag specification, while parsimony is achieved by optimal estimation of the shrinkage parameter as proposed by Giannone, Lenza, and Primiceri (2015) . Forecasts are obtained by iteration using a recursive estimation scheme. My reading of the literature is that such a specification produces relatively accurate point and density forecasts for major macroeconomic series in normal times.
Then I entertain alternative specifications of the zero lower bound. First, I account for the possibility that the effect of monetary policy on the economy is different below a threshold. Second, I replace the federal 1 I admit that there are no technical or legal reasons that constrain the policy rate at zero. In fact, some countries have already experimented with (slightly) negative deposit or repo rates. However, such rates cannot go that far below zero as long as paper currency is available (see, e.g. Rogoff 2015) . The BVAR specifications presented in this paper are able to include this feature. The lower bound could be reduced to equal the cost of cash hoarding, say to - 0.5% or - 1%, and forecasts below that cost would receive zero probability. In this paper I do not follow that avenue, but take the zero lower bound constraint literally.
2 For linear models with Gaussian shocks, predictive densities are approximately multivariate normal (see Gelman, Hwang, and Vehtari 2014) .
funds rate by the shadow rate of Wu and Xia (2016) . Third, I substitute the federal funds rate by its natural logarithm. Fourth, I feed shocks to monetary policy into the BVAR to prevent the policy rate from falling below zero. Fifth, I use the soft condition approach of Waggoner and Zha (1999) to truncate the predictive density of the federal funds rate at zero. Finally, I couple the latter two specifications with interest rate expectations from future contracts to rule out federal funds rate predictions that appear too high. As a first result I obtain that the alternative specifications produce very different predictive densities for the federal funds rate.
In the next step I discuss how this finding impacts on the forecast accuracy of the BVAR with respect to other key variables. Particularly, I rank the alternative specifications according to their point and density forecast accuracy for GDP growth, the unemployment rate, CPI inflation, and the treasury rate during the period from 2009 : 1 to 2014 : 1 up to four quarters ahead. For a robust assessment I consider several relative and absolute forecast metrics.
I obtain a large set of empirical results that can be summarized as follows. First, introducing the zero lower bound hardly affects the forecast accuracy of the BVAR for GDP growth, CPI inflation, and the unemployment rate one quarter ahead but does four quarters ahead. While this is by construction for the policy shock specifications, it is also observed for the other specifications. A practical forecaster should thus be more concerned about the zero lower bound when she is interested in long-term forecasts. Even for the treasury rate this specification choice does not matter in the short-term. Second, the performance of the alternative specifications differs four quarters ahead, suggesting that this modeling choice is not innocuous. In particular, the introduction of the zero lower bound is not beneficial per se, but it depends on how it is done and which series is forecasted.
With caution, I recommend the shadow rate specification. Except for GDP growth, this specification delivers a satisfactory forecast ability in absolute terms and relative to the benchmark. In contrast, the threshold and logarithmic specifications are no good choices, while both policy shock specifications are as accurate as the benchmark. Finally, the soft condition specification is useful only in combination with external information, but then helps to achieve a better calibration of predictive densities and reduces forecast errors relative to the benchmark for all series, except the unemployment rate.
The paper is organized as follows. Section 2 discusses the BVAR and specification choices. Section 3 presents the alternative specifications of the zero lower bound. Section 4 describes the data and presents the forecast comparison. Section 5 summarizes the results and concludes.
Bayesian vector autoregression
Consider the following VAR 
where y t is a n × 1 vector of endogenous variables; c is a n × 1 vector of intercepts; B i are n × n matrices of coefficients; i = 1, …, p denotes the lags included; u t is a n × 1 vector of normally distributed residual terms with zero mean and covariance matrix Σ; and data are available for t = 1 − p, …, T. Finally, denote the total number of coefficients by k = n(1 + np).
In the forecast experiment the VAR is estimated on n = 18 variables including p = 4 lags of each (hence k = 1,314).
3 Such a large dimensional system of multivariate regressions is, however, not estimable without imposing additional prior beliefs on the parameters. Hence I follow common practice and use a variant of the Minnesota prior to deal with the dense parameterization of the model. The basic idea is that a random walk with drift is a reasonable description of the data generating process behind most macroeconomic series when considered in (log-)levels. For data in differences a white noise process is the appropriate prior. The VAR is hence centered around the prior mean:
and imposing the prior amounts to shrinking most coefficients towards zero. The hyperparameter δ is set equal to 1 for the levels specification and to 0 for the difference specification. In contrast to the original Minnesota prior (see Litterman 1980 Litterman , 1986 , I do not assume Σ to be known and diagonal, but use the generalized version of Karlsson (1993, 1997) that allows for correlation among residuals. The evidence in Bańbura, Giannone, and Reichlin (2010) suggests that a generalized Minnesota prior produces accurate forecasts for major macroeconomic series even though the n(n + 1)/2 distinct elements of Σ have to be estimated on top of the k coefficients.
To further improve the forecast accuracy of BVARs, the literature proposes to complement the Minnesota prior with additional priors that favor unit roots and cointegration, and introduce correlation among the coefficients in a given equation. The first prior is the "sum-of-coefficients" prior by Doan, Litterman, and Sims (1984) , while the second prior is proposed by Sims (1993) and known as the "dummy-initial-observation" prior. Both are implemented by augmenting the VAR in (1) with dummy observations. The implementation and estimation details are provided in Appendix A.
Alternative specifications of the zero lower bound
In this section I present alternative specifications that introduce the zero lower bound into the BVAR. Furthermore, I discuss how the predictive density of the federal funds rate is affected.
Specifications
In particular, I consider the following specifications:
Benchmark In the first specification I neglect the presence of the zero lower bound and construct forecasts using a standard BVAR. This procedure serves as the benchmark for all the other specifications. While the federal funds rate is constrained to be nonnegative, forecasts thereof may take negative values. And with the federal funds rate stuck between 0% and 0.25% since 2009, the policy instrument may progressively lose importance for the US economy over time.
Threshold
In the second specification I still allow for negative federal funds rate forecasts, but account for the possibility that the effect of monetary policy on the economy is different in a low policy rate regime. In particular, I consider a two-regime threshold BVAR of the form:
where L denotes the lag operator, and I is an indicator function that is equal to 1 whenever the federal funds rate (R t ) is below a certain threshold (θ) at time t − d and 0 otherwise. The approach hence allows for both regime dependent coefficients and heteroskedasticity. Moreover, I fix the threshold value at the first quartile of the historical federal funds rate distribution (θ = 3.195%). On the one hand, the threshold should be relatively low such that the regime primarily captures the dynamics in the proximity of the zero lower bound. On the other hand, the number of time series observations may not become too small. The value chosen seems to account well for both concerns. Finally, I set d = 0 and estimate the threshold BVAR for each regime separately using the benchmark routine. 4 See Hubrich and Teräsvirta (2013) for a survey on the specification and estimation of threshold VARs. 5 The choice for the delay parameter d and the threshold θ has no impact on the qualitative results.
Shadow rate In the third specification I replace the federal funds rate from 2009 : 1 onwards by the shadow short-term interest rate of Wu and Xia (2016) 6 and then construct forecasts as usual. Unlike the federal funds rate, the shadow rate can fall below zero in unconventional monetary policy environments (see also Figure 5 ). Intuitively, it is the nominal interest rate with shortest maturity that would prevail in the absence of physical currency. Wu and Xia (2016) derive their shadow rate from a nonlinear term structure model estimated on forward rates and show that it interacts with the US economy since 2009 in the same fashion as the federal funds rate did before. The shadow rate also reflects the unconventional monetary policy measures implemented by the Federal Reserve in recent times and is hence a reasonable proxy for the monetary policy stance during the zero lower bound period. Still, the hybrid federal funds/shadow rate series is hypothetical since economic agents cannot transact at shadow rates.
Logarithmic
In the fourth specification I replace the federal funds rate by its natural logarithm. While the federal funds rate is bounded between 0 and ∞, the logarithmic transformation maps this into (− ∞, ∞). The BVAR is hence estimated including log (R t ), and I obtain the predictive density for R t using the inverse log transformation, which makes sure that all posterior draws for the federal funds rate are nonnegative. Cogley and Sargent (2002) follow a similar strategy to deal with the boundedness of the unemployment rate. Even though the logarithmic transformation truncates the predictive density of the federal funds rate at zero, it also introduces a nonlinear relation between the monetary policy instrument and the economy, which may not be supported by the data.
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Policy shock In the fifth specification I follow the standard procedure of the DSGE forecasting literature and feed shocks to monetary policy into the BVAR to prevent the federal funds rate from falling below zero (see, e.g. Del Negro and Schorfheide 2013; among others). Under this specification the ordering of the variables in y t hence matters. In particular, I divide the sample into n 1 slow (S t ) and n 2 fast moving (F t ) variables and estimate the BVAR on y t = (S t R t F t )′. The former category includes production, employment, and price data, while the latter contains financial market variables. The monetary policy shock is then the innovation to R t . Hitting the zero lower bound in T + h hence alters forecasts for slow moving variables in T + h + 1 and later, while forecasts for fast moving variables are also affected in T + h. But none variable is affected in T + h − 1 and earlier since the monetary policy shocks are not anticipated.
cast for the period T + h to the interval
R denotes the financial market expectation. For example, if financial market participants expect the federal funds rate to be 0.5% next quarter, I ensure that forecasts from the BVAR are positive but not larger than 1%, which implies that the predictive mean roughly matches the market expectations. Conditioning forecasts on external information has become popular and proved to be beneficial (see, e.g. Clark and McCracken 2014; Smets, Warne, and Wouters 2014; Bańbura, Giannone, and Lenza 2015; among others) . In accordance with the procedures above, I implement the upper bound either by adding negative monetary policy shocks such that the federal funds rate equals the upper bound (policy shock specification) or by discarding draws that violate the restriction (soft condition specification).
Discussion
Before the different specifications are ranked according to forecast accuracy, I discuss how they affect the predictive densities of the federal funds rate, which are provided in Figure 2 for h = 1 and the period 2012 : 1 based on 25,000 posterior draws. 11 The figure suggests that the density is symmetric for the benchmark BVAR, while the dispersion is large. The benchmark also assigns a high probability to a negative federal funds rate. For the threshold BVAR the density is similar, but the dispersion is even larger as only a relatively small number of observations is available for the low interest rate regime, which increases estimation uncertainty. Replacing the federal funds rate by its shadow rate does neither affect the shape nor the dispersion of the density, but shifts it completely into negative territory, which is consonant with the shadow rate concept. Under the first three specifications the BVAR is linear and predictive densities are approximately Gaussian. Simulating the BVAR with log (R t ) rather than R t introduces a nonlinearity. The density is log-normal, right-skewed, and takes only nonnegative values. It is also much more condensed than those of the first three specifications.
While the shadow rate and logarithmic specification build on replacing or transforming the policy rate before estimation, the policy shock and soft condition specifications include the federal funds rate, but manipulate its predictive density. For instance, the policy shock specification generates a density that is that of the benchmark, but truncated at zero. All negative draws are shifted by adding positive monetary policy shocks, producing a density with a lot probability mass at zero. When combined with external information, all draws above the upper bound are also shifted, and the density may be bimodal. The density under the soft condition specification is also truncated at zero, but less right-skewed. In combination with external information this specification leads to a density that appears uniform with mean close to the market expectations.
In sum, the alternative specifications produce very different predictive densities for the federal funds rate, and I provide a summary of their main properties in Table 1 . Below I assess how this finding impacts on the forecast accuracy of the BVAR with respect to other key variables.
Forecast comparison
In this section I first present the data and explain the forecast experiment. Thereafter I compare the alternative specifications in terms of point and density forecast accuracy measures.
Data and forecast experiment
The dataset includes 18 quarterly US macroeconomic series for the period 1985 : 1 to 2014 : 4. The starting point coincides roughly with the beginning of the Great Moderation era and is also chosen to avoid the monetarist experiment of the early 1980s. In most cases the series are obtained from the Federal Reserve Economic Database (FRED) and cover the following categories that are particularly relevant for all policymakers: national accounts, business activity, employment, prices, financial markets, and the federal funds rate as the monetary policy instrument. Except for diffusion indexes from survey data (e.g. consumer sentiment) and those variables that are expressed in rates (e.g. the unemployment rate), I include all of them in log-levels. This proceeding is consistent with the random walk prior imposed on the VAR coefficients (δ = 1).
12 I provide a detailed description of the series and their exact transformation in Table 2 . The table also shows the ordering of the variables, which is relevant for the policy shock specification. 13 This procedure yields 
This table summarizes the main properties of the predictive density of the federal funds rate (R t ) or its shadow rate (S t ) under alternative specifications of the zero lower bound. n/a means that the density is nonstandard, while b denotes an upper bound derived from external information (EI). Mnemonic, label, and category as used in database. Source: FRED, Federal reserve economic database; TRDS, Thomson Reuters Datastream. S, Slow moving; R, policy instrument; F, fast moving. Transformation code: 1 = 400 · log (x t ); 2 = 100 · log (x t ); 3 = None (Levels specification); 1 = 400 · log (x t /x t − 1 ); 2 = 100 · log (x t /x t − 1 ); 3 = None (Difference specification).
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The results for the difference specification (δ = 0) are reported in Appendix B. 13 Berg and Henzel (2015) show that BVARs benefit a lot in terms of forecast accuracy from recursive estimation schemes that use all available observations up to period T compared to rolling window schemes that discard the most distant observations. Therefore I prefer the former to the latter. 
Forecast metrics
The different specifications are compared in terms of several point and density forecast accuracy measures. Each metric represents an alternative loss function and computing all of them allows for a robust assessment of forecast performance. I summarize their main properties in Table 3 . For point forecasts I begin with the mean forecast error (MFE). Let
be the predictive mean for variable i produced by approach j and y i,T the realization. The MFE is computed as
where T 0 = 96 and T 1 = 116 denote the last observation of the first (2008 : 4) and final (2013 : 4) estimation sample, respectively. The MFE allows for an absolute assessment of the point forecast accuracy because it detects any systematic bias of the predictive mean. Whenever the MFE is positive (negative) the BVAR overpredicts (underpredicts) a particular variable. For a forecaster with a quadratic loss function the predictive mean is also the optimal forecast and the root mean squared forecast error (RMSFE) is the appropriate measure to discriminate among forecast models (see Weiss 1996) :
Since the RMSFE is sensitive to large forecast errors, I also compute the mean absolute forecast error (MAFE), which puts less weight on extreme observations:
While the MFE is a useful measure to evaluate the absolute accuracy of a point forecast, the RMSFE and MAFE are informative only when compared across models. Thus I will report them for each specification j relative to the benchmark B:
(RMSFE /RMSFE ) and (MAFE /MAFE ). For density forecasts I start with the log predictive density score (LPDS), which is a standard metric to compare forecast models in a Bayesian setting (see, e.g. Geweke and Amisano 2010; among others). The LPDS is obtained by computing the height of the predictive density at the realization, and I report its average across evaluation periods:
where
p is the predictive density, which is obtained by smoothing the forecast samples using a kernel density estimator. 15 Some authors argue that the LPDS is sensitive to extreme observations and propose the continuous ranked probability score (CRPS) as a robust alternative (see, e.g. Ravazzolo and Vahey 2014; Clark and Ravazzolo 2015; among others) . Hence I also compute the CRPS and document its average across evaluation periods:
,
is the cumulative density function (CDF) to
The CDF of the realization is given by the indicator function I[y ≥ y i,T ] taking value 1 if y ≥ y i,T and 0 otherwise.
In practice, I follow Gneiting and Raftery (2007) and calculate the CRPS using its alternative representation:
where Y and Y′ are independent draws from
The expectation terms (E) are approximated using the forecast samples.
16
Since the LPDS and CRPS are both silent about the absolute density forecast accuracy, I again report them for each specification relative to the benchmark:
) and (CRPS /CRPS ).
Finally, I assess the absolute calibration of the predictive densities using the probability integral transform (PIT). For a given predictive density, the PIT is the corresponding CDF evaluated at the realization:
If the proposed predictive density is consistent with the (unobserved) true density, the sequence
has an uniform distribution. I follow Diebold, Gunther, and Tay (1998) and provide a graphical assessment of the PITs. In particular, I divide the unit interval into = 5 n equally sized bins and depict the number of PITs falling into any bin. If the predictive density would be calibrated correctly, each bin should contain = =100% / 20% p n of the PITs. To detect any significant departure from uniformity, I compute 90% confidence bands utilizing a normal approximation, i.e. ± − − + 1 0ˆ1
.645 (1 )/( 1) p p p T T (see also Rossi and Sehkposyan 2014) .
15 I use the Matlab routine ksdensity with default options. The frequently used Gaussian approximation of Adolfson, Lindé, and Villani (2007) is not applicable since densities may be asymmetric. 16 Note that the CRPS can be viewed as the distributional analogue of the MAFE, since for Y = Y′, i.e. for point forecasts, the CRPS is the same as the MAFE (see also Arora, Little, and McSharry 2013) .
For all other forecast accuracy measures I consider the test of unconditional predictive ability of Giacomini and White (2006) to check for significance at the 1%, 5%, and 10% level. Asymptotic standard errors are calculated with the Newey and West (1987) method that accounts for heteroskedasticity and autocorrelation in forecast errors. While I could provide evidence for all variables, I restrict the forecast comparison to four major macroeconomic series: GDP growth, the unemployment rate, CPI inflation, and the treasury rate. 17, 18 4.3 Point forecasts I begin the forecast comparison by analyzing the MFE, which are reported for each specification and series in Table 4 . In each case, the MFE is in percentage points (pp). The table shows that the benchmark and threshold specification overpredict GDP growth during the zero lower bound period, but not significantly. Replacing the federal funds rate by its shadow rate reinforces this bias, as I would expect additional stimulus to do. Simulating the BVAR with log (R t ) rather than R t also inflates the MFE. At h = 4 the logarithmic specification significantly overpredicts GDP growth by 1.3 pp. The small movements in the federal funds rate are large once the logarithm is taken, leading to substantial increases in growth forecasts that are not supported by the data. Moreover, both policy shock specifications show MFE that are similar to those of the benchmark. Restricting the policy rate from below and/or above does not affect the location of the predictive mean in this case. In contrast, the soft condition specification produces point forecasts that are significantly above actual growth rates at all horizons. This bias could be the result of a large number of positive demand shocks added to the BVAR to prevent the policy rate from falling below 0%. Indeed, if the soft condition specification is combined with external information, and the size of the demand shocks limited, the MFE are close to zero at h = 2 and later.
With respect to the unemployment rate, all specifications show MFE that are small and in no case significantly different from zero. Furthermore, I obtain that all of them tend to underpredict CPI inflation at short horizons, while their predictive means are quite accurate at h = 4; except for the soft condition specification, which produces point forecasts that are well above actual rates (but not significantly). This finding confirms the idea that the soft condition specification puts a large weight on positive demand shocks to ensure a nonnegative policy rate. As for GDP growth, the potential bias can be removed if this variant is coupled with external information.
Finally, almost all point forecasts are correctly calibrated for the treasury rate. The soft condition specification is again an exception, showing significantly positive MFE at all horizons. If combined with external information, however, this specification produces point forecasts that are close to actual values on average, suggesting that conditioning on a plausible path for the federal funds rate is profitable in this case. Similarly, the policy shock specification with external information is also quite accurate on average.
I continue the forecast comparison by discussing the RMSFE, which are reported in Table 5 for the benchmark in levels (pp) and the other specifications as ratios relative to the benchmark. A ratio below unity means that a specification outperforms the benchmark. The table suggests that replacing the federal funds rate by its shadow rate delivers RMSFE for GDP growth that are slightly above those of the benchmark. In contrast, the threshold and logarithmic approach show RMSFE ratios that are much larger and also increase with the forecast horizon. At h = 4 their RMSFE are about 30% higher as compared to the benchmark. Moreover, both policy shock specifications produce similar RMSFE ratios of around unity. And despite its biased predictive mean, the soft condition specification does not do significantly worse than the benchmark. In fact, if coupled with external information, the soft condition specification is the only model that delivers RMSFE ratios below unity at h = 2 and later.
For the unemployment rate I detect a small but significant improvement of the shadow rate specification over the benchmark at all horizons. In contrast, both soft condition specifications inflate the RMSFE a lot for the unemployment rate, while performing satisfactory for inflation. The threshold and logarithmic specification do significantly worse for the unemployment rate at longer horizons, but their RMSFE ratios are not significantly larger than unity for inflation. Furthermore, the policy shock specification, with and without external information, is not significantly different from the benchmark in terms of RMSFE for both variables.
With respect to the treasury rate, I obtain that almost all variants produce RMSFE ratios that are below unity at most horizons. Conditioning on financial market expectations is particularly helpful, leading to small but significant gains over the benchmark when implemented through policy shocks and larger ones when the soft condition approach is used. In this case, the RMSFE is cut by 28% at h = 4. Only the shadow rate specification increases the RMSFE in comparison to the benchmark, though not significantly.
The ratios based on MAFE are reported in Appendix B. By and large, the results are qualitatively similar, which suggests that the RMSFE are not distorted by large forecast errors. , and * indicate that the errors are significantly different from zero at the 1%, 5%, and 10% level, respectively.
Density forecasts
Next I extend the forecast comparison to the predictive density by presenting the LPDS in Table 6 . The scores are in levels for the benchmark and in differences to the benchmark for the other specifications. A positive difference means that a specification outperforms the benchmark. The table reveals that all specifications produce a lower LPDS for GDP growth than the benchmark, except the soft condition specification with external information which delivers higher scores. At h = 4 its LPDS is 7% higher and the difference significant. Thanks to an accurately calibrated predictive mean and a small variance, this variant attaches a relatively high probability to actual growth rates. In contrast, the logarithmic and threshold specification show scores that are about 20% lower than that of the benchmark at h = 4, which is consistent with their poor performance in terms of RMSFE, while the LPDS also penalizes their relatively large variance.
For the unemployment rate I obtain that both soft condition specifications deliver LPDS that are much smaller than those of the benchmark. At h = 4 their score is 33% lower with external information and 12% without, while the former difference is also significant. Moreover, the logarithmic specification is as accurate as the benchmark at h = 1, but its density forecast accuracy is deteriorating over time, showing an underperformance of 18% for the longest horizon. The logarithmic specification often shows this pattern of relatively accurate forecasts at h = 1 and poor performance at longer horizons, suggesting that the nonlinear relation between the federal funds rate and other macroeconomic variables is not supported by data, inflating forecast errors over time. Similarly, I again observe a poor performance of the threshold BVAR. Moreover, I find that both policy shock specifications produce scores that are a bit lower, while the shadow rate specification shows small insignificant gains. For CPI inflation the LPDS are similar across specifications. Only the threshold and logarithmic specification show significantly lower scores.
Combining the policy shock and soft condition specification with federal funds rate expectations is also profitable for the treasury rate in terms of LPDS. Both specifications produce larger scores than the benchmark, and this benefit increases with the forecast horizon. At h = 4 they significantly improve upon the benchmark by 8% and 22%, respectively. For all other variants I obtain scores that are similar to those of the benchmark.
Before I assess the density forecast accuracy of the different variants in absolute terms using PIT histograms, I briefly comment on the CRPS, which are reported in Appendix B. Overall, the ratios are similar to those obtained under the LPDS, suggesting that the scores are not distorted by outliers, but are a reasonable description of the density forecast accuracy of the specifications.
I conclude the forecast comparison by inspecting the PIT histograms for the longest horizon in Figure 3 . This proceeding is useful since the shape of the histograms allows me to explore the reasons behind the poor density forecast accuracy of some specifications at h = 4. The plots for h = 1 are provided in Appendix B and are not further discussed here because differences across specifications are small in this case. Figure 3 reveals that all variants significantly overpredict GDP growth at h = 4, except the soft condition specification with external information which shows correct calibration. The realistic calibration of this specification is in line with its low MFE and relatively strong performance in terms of RMSFE and LPDS. However, I obtain the opposite for the unemployment rate. While I cannot reject correct calibration for any other variant, this soft condition specification attaches a too large probability to high unemployment rates, which could be an explanation for its poor LPDS. The PITs also suggest that most specifications are correctly calibrated for CPI inflation, but the threshold and soft condition specification are not. Finally, the PITs detect a poor calibration of the benchmark with respect to the treasury rate. At h = 4 the benchmark significantly overpredicts the series, while replacing the federal funds rate by its shadow rate or logarithm helps to achieve correct calibration. Also, I cannot reject correct calibration for the soft condition specification if coupled with external information.
Summary and conclusion
In this paper I discuss how the forecast accuracy of a BVAR is affected by introducing the zero lower bound on the federal funds rate. As a benchmark I adopt a common BVAR specification, including 18 variables in (log −) levels, estimated shrinkage, and no nonlinearity. Then I entertain alternative specifications of the zero lower bound. I account for the possibility that the effect of monetary policy on the economy is different in a low policy rate regime, replace the federal funds rate by its shadow rate, consider a logarithmic transformation, feed in monetary policy shocks, or utilize conditional forecasts allowing for all shocks implemented through a rejection sampler. The latter two are also coupled with interest rate expectations from future contracts. The comparison is based on the accuracy of point and density forecasts of GDP growth, the unemployment rate, CPI inflation, and the treasury rate during the period 2009 : 1 to 2014 : 4. For a robust assessment I consider several relative and absolute forecast metrics. I obtain a large set of empirical results in this paper. To condense the material, I provide a qualitative summary of them in Tables 7 and 8 for the shortest and longest forecast horizon, respectively. My interpretation of the results is as follows. First, the introduction of the zero lower bound hardly affects the forecast 
accuracy of the BVAR with respect to real activity and prices at h = 1 but does at h = 4. While this is by construction for the policy shock specifications, it is also observed for the other specifications. A practical forecaster should thus be more concerned about the zero lower bound when she is interested in long-term forecasts. Second, the performance of the alternative specifications differs at h = 4, suggesting that this modeling choice is not innocuous. In particular, the introduction of the zero lower bound is not beneficial per se, but it depends on how it is done and which series is forecasted. With caution, I recommend the shadow rate specification. Except for GDP growth, this specification delivers a satisfactory forecast ability in absolute terms and relative to the benchmark. In contrast, the threshold and logarithmic specifications are no good choices, while both policy shock specifications are as accurate as the benchmark. Finally, the soft condition specification is useful only in combination with external information, but then helps to achieve a better calibration of predictive densities and reduces forecast errors relative to the benchmark for all series, except the unemployment rate. Since the policy rate will remain low for some time, these findings could prove useful for practical forecasters.
Appendix A Implementation and estimation details
In this Appendix I provide the implementation and estimation details for the BVAR in Section 2. Moreover, I explain how the algorithm needs to be modified for some alternative specifications of the zero lower bound and how forecasts are obtained.
A.1 Implementing the priors
Consider the VAR from Section 2: First, I discuss the implementation of the Minnesota prior on (β, Σ). In particular, I consider a conjugate Normal-Inverse-Wishart prior of the following form:
where ⊗ denotes the Kronecker product and the elements Ψ, d, b, and Ω are functions of hyperparameters. The conjugate prior implies a likelihood and posterior that come from the same family of distributions and hence makes Bayesian inference feasible even for large n. Bańbura, Giannone, and Reichlin (2010) implement the prior by constructing a set of dummy observations:
where diag(·) denotes a diagonal matrix. The σ j 's account for the different scale and variability of the series and are set to the standard deviation of a residual from a univariate autoregression for the variable y j,t using the same lag length as in the VAR. The parameter ε is set to a small number (10 − 4 ), reflecting a diffuse prior for the intercepts. Finally, the parameter λ 1 governs the degree of shrinkage and hence the tightness of the prior. As λ 1 → ∞ the prior becomes uninformative and posterior expectations coincide with the ordinary least squares (OLS) estimates. For λ 1 → 0 the posterior approaches the dogmatic prior. λ 1 is hence a key parameter in the BVAR and its selection is discussed in detail below.
Second, the "sum-of-coefficients" prior is implemented by augmenting the system with n dummy observations and reflects the belief that a no-change forecast is a good forecast at the beginning of a sample period. In particular, I construct:
where the μ j 's are set equal to the average value of y j,t over the estimation sample. Finally, the parameter λ 2 reflects the tightness of the prior. As λ 2 → 0 the model can be expressed in terms of differenced data, there are as many unit roots as variables and there is no cointegration. Third, the "dummy-initial-observation" prior introduces a single dummy observation and expresses the belief that a no-change forecast for all variables is a good forecast at the beginning of a sample period. The additional observation is δµ δµ λ δ µ δµ λ
The parameter λ 3 controls the tightness of the prior. As λ 3 → 0 all variables are either stationary and at their unconditional mean, or nonstationary without drift and cointegrated.
The artificial observations are added on top of the actual data matrices, and the augmented regression model is used for inference:
where y * = (y′, y , respectively. Let Σ and β be the covariance matrix and coefficients from an OLS regression of y * on x * . The conditional posterior distributions of the covariance matrix and coefficients can be computed in closed form as a function of the three shrinkage parameters which are collected in λ:
In practice I get draws for the coefficients from the equivalent non-vectorized representation of their conditional posterior distribution:
where chol (·) denotes the Cholesky decomposition and V is a k × n standard Gaussian matrix. Drawing coefficients from (22) rather than (21) is much faster for large n since the computation of the Kronecker product can be avoided (see also Carriero, Clark, and Marcellino 2015) .
A.2 Choice for shrinkage parameters and MCMC estimation
Following Giannone, Lenza, and Primiceri (2015) I treat the shrinkage parameters as additional unknown parameters that can be estimated in an hierarchical fashion. The approach hence accounts for the uncertainty related to this specification choice and requires to add one more layer to the prior structure by placing a prior on the shrinkage parameters -a hyperprior p(λ). The marginal posterior for λ after integrating out the posterior uncertainty about the model's parameters is where ∝ denotes proportionality. The marginal likelihood of the model (conditional on λ) has a well-known analytic form (see also Carriero, Clark, and Marcellino 2015) :
and Γ n (·) denoting the n-variate gamma function. The prior moments b, Ω and Ψ can be computed by OLS from the artificial data matrices, while d = n + 2. The hyperprior needs to be chosen and reflects how confident we are about the values for λ. I follow common practice and choose a diffuse hyperprior. In particular, I consider a Gamma density with mode equal to 0.2 and standard deviation of 0.4 for λ 1 , while for λ 2 and λ 3 the mode and standard deviation are both set equal to 1.
Since the joint posterior distribution for the parameters and λ is not available in closed form, Giannone, Lenza, and Primiceri (2015) recommend a Metropolis-Hastings algorithm to simulate the distribution. The sampler is a Markov chain Monte Carlo (MCMC) method and generates λ from its marginal posterior with a Metropolis update. After convergence of the sampler, the covariance matrix and coefficients can be drawn from their posterior distribution conditional on λ and forecasts computed in an iterative fashion. In detail, the algorithm works as follows. Let N B be the number of burn-in-draws and N R the number of retained draws. The maximal forecast horizon is denoted by H. The steps are:
Step 1: Choose a starting point λ 0 . I use the posterior mode, which is obtained by numerical optimization. For j = 1,…, N B + N R run a loop over the following steps.
Step 2: Draw a proposal λ * from a jumping distribution λ λ λ Σ
is the inverse of the Hessian computed at the posterior mode, and c is a scaling constant chosen to obtain an acceptance ratio of about 20%.
Step 3: Compute the acceptance ratio:
where p(λ|y) is given by Equation (23).
Step 4: Randomly draw ν from U(0, 1).
Step 5: Accept or discard the proposal λ * according to the following rule, and update, if necessary, the jumping distribution: 
If j ≤ N B repeat the previous four steps, otherwise continue.
Step 6: Draw Σ Step 7: Generate 1 , , , and * indicate that the errors are significantly different from zero at the 1%, 5%, and 10% level, respectively. Step 8: Compute the 1-step-ahead forecast as
while the h-step-ahead forecasts are obtained by iteration:
where h = 1,…, H and + + − = j T h T h p y y for h ≤ p. For some specifications the algorithm above needs to be modified in order to obtain a forecast sample that is consistent with a nonnegative federal funds rate. In particular, for the policy shock and soft condition specifications the final step is replaced by the following expressions:
Step 8 (Policy shock): Compute the 1-step-ahead forecast as n n e Obtain the h-step-ahead forecasts by iteration and always add a monetary policy shock ε + ( ) j T h if needed: Step 8 … as a sample of forecasts generated from the joint posterior distribution for the parameters and λ, where N B = 5000 and N R = 25,000. Figure 4 suggests that the posterior distribution for λ is well behaved and N B sufficiently large to let the Markov chain converge to its ergodic random distribution. The figure also shows that the autocorrelation of the chain dies out quickly. Therefore I do not thin the chain to reduce dependence, but keep all draws for inference.
B Additional material
In this Appendix I provide some additional material to the paper. First, I present time series plots for the Wu-Xia shadow rate and the federal funds rate expectations ( Figure 5 ). Second, I report the MAFE and CRPS (Tables 9 and 10) as well as the PIT histograms at h = 1 (Figure 6 ) for the BVAR in (log-)levels. Finally, I show the results for the BVAR in differences (Tables 11-13 and Figure 7) . From the latter we learn that the levels specification is indeed the appropriate benchmark since forecast errors are much larger on average for the difference specification. But the relative ranking of the BVAR specifications is hardly affected by this modeling choice.
