Using Factor Analysis in Relationship Marketing  by Dumitrescu, Luigi et al.
 Procedia Economics and Finance  6 ( 2013 )  466 – 475 
2212-5671 © 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of Faculty of Economic Sciences, Lucian Blaga University of Sibiu.
doi: 10.1016/S2212-5671(13)00164-0 
International Economic Conference of Sibiu 2013 Post Crisis Economy: Challenges and 
Opportunities, IECS 2013 
Using Factor Analysis in Relationship Marketing 
Luigi Dumitrescua b, Simona Vinereanb* 
a  
bFaculty of Marketing, The Bucharest University of Economic Studies, Bucharest, Romania 
Abstract  
The purpose of the paper is to present a detailed application of the factor analysis technique within the domain of relationship 
marketing. A comprehensive literature review is undertaken regarding the concept of customer loyalty  an important variable of 
relationship marketing. Loyalty is defined by its two dimensions  behavioral and attitudinal; the second dimension is understood 
through the three components of the human psyche: affective, cognitive and conative. Conative Loyalty is measured through four 
items which are statistically and semantically reduced to two items without a heavy loss of information. 
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1. Literature review 
Relationship marketing is considered the new marketing paradigm, a statement not unanimously embraced by the 
research community, but, as but, as Harker and Egan (2007) asserted: relationship marketing is here to stay, whether 
as dominant logic or not. Groonroos (1990) considers that relationship marketing is concerned with the establishment, 
maintenance and enhancement of relationships with clients and other stakeholders at profit so that the objectives of 
all parties involved are met. This is done by a mutual exchange and a fulfillment of promises. Customer loyalty is one 
of the most important elements of relationship marketing (Bruhn, 2010); its enhancement represents a main marketing 
objective for every company which embraces relationship marketing as a business orientation. Strictly related to 
customer loyalty is customer satisfaction.   
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r, customer satisfaction is considered 
to have a strong relationship with the theory of disconfirmation (D), which is defined as the difference between a 
-purchase expectations (E) and the post-purchase performance (P) of a product or service (formulated 
as D = P - E) (Oliver, 1996), or more specifically his/her perception regarding the performance of a product, service, 
psychological state 
 
Marketing literature defines loyalty ever since 1968 (Brody, Robert Cunningham, Scott) as the act of re-buying a 
product or service within a given time period. In this sense, the frequency of purchasing of a particular brand and the 
probability of purchasing are considered to be two relevant indicators used to measure the degree of customer loyalty 
for a particular brand. In general, researchers measured five dimensions of behavior within a predetermined period of 
time in order to establish loyalty: the percentage of customers who buy a particular brand, the number of purchases 
per customer (purchase frequency), the percentage of customers purchasing the brand, the percentage of customers 
who are 100% loyal, and the percentage of customers who buy other brands - double buyers (Ehrenberg, 1988). 
Jacoby and Chestnut (1978) investigated the psychological sense of loyalty, considering the three elements of the 
human psyche (affective, conative and cognitive) as factors with direct influence, but with different degrees of 
intensity of customer loyalty to a particular brand. In this regard, Oliver (1999) defines as a deep commitment to 
repurchase a preferred product or service in the future, despite situational influences and the marketing efforts of 
competitors which might have the potential to cause a switching behavior in favor of a competing brand. Thus, Oliver 
(1999), through its definition, introduced a second dimension of loyalty (besides the behavioral dimension) the 
attitudinal dimension of loyalty. Based on these two dimensions, a classification of loyalty determines four areas, 
namely loyalty, apparent loyalty, latent loyalty, and lack of loyalty. 
Oliver (1996, 1999) argues there are four sequential stages customers pursue and companies should monitor in 
order to achieve customer loyalty, namely cognitive affective intention behavior. In the first stage, the customer is 
cognitively loyal and only after repeated purchases she/he experiences affective loyalty. Afterwards, affective loyalty 
involves a desire to maintain the behavior based on a generalized sense of a higher positive regard for, a liking of, and 
an enjoyment of the product or service experience. As time passes by and more repeated purchases are made, customer 
loyalty becomes conative, whereby the customer has strong intentions of future exchanges based on a favorable 
evaluation of the current experience and on a willingness to make an effort to maintain the relationship that he 
stage of customer loyalty as acti
loyal to. 
Consistent with Oliver (1999), Shankar et al (2002) define satisfaction as the perception of pleasurable fulfillment 
of a service, and loyalty as deep commitment to the service provider. Kumar and Shab (2004) developed a 
comprehensive paper that contains an explicit presentation of the two dimensions of loyalty (behavioral and 
attitudinal) and the connections that can be established between customer loyalty and company profitability. A 
behaviorally loyal customer may be spuriously loyal, that is, stay with an organization or service provider until he/she 
can find some better alternative in the marketplace (Dick and Basu, 1994). However, an attitudinally loyal customer 
has a certain level of attachment or commitment to the organization and is not easily pursued to switch by a slightly 
more attractive alternative (Shankar et al, 2002). 
The authors believe that customer loyalty, and more precisely the behavioral dimension is directly related to the 
benefits obtained by the customers by virtue of their membership in a loyalty program developed by the company and 
not the brand itself. Behavioral loyalty can be measured by means of two specific variables: purchasing behavior and 
the profitability of a company, as a result of buying behavior. However, a problem highlighted by important papers 
concerns the weak correlation between behavioral loyalty and profitability (Reinartz, Werner, Kumar, 2002).  
Nonetheless, there are certain advantages obtained by companies through customer loyalty, as Lovelock and Witz 
(2010) note that customers become more profitable the longer they remain with a firm, through: 
- Increased purchases and/or account balances, as customers tend to purchase in greater quantities as they grow their 
relationships with the companies they usually buy from; 
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- Reduced operating costs as loyal customers have fewer demands from suppliers and operating mistakes as customer 
becomes experienced; 
- Referrals to other customers, namely positive word-of-mouth saves firm from investing money in sales and 
advertising and loyal customers act as unpaid sales representatives; 
- Price premiums as loyal customers do have the susceptibility to pay regular prices or even premium prices. 
The above mentioned aspects were studied by Reichheld and Sassar (1990). 
The advantages listed above are due to the additional benefits created by the company for the clients, benefits that 
are actually additional costs for the company. These additional benefits are part of customer loyalty programs 
developed by the companies. Studies have shown that most loyalty programs are not profitable for the company in the 
sense of exceeding revenues generated from the loyalty programs in relation to the creation and maintenance costs 
associated with such loyalty programs. These results lead us to consider a second dimension in pursuing a definition 
of complete loyalty, namely attitude. This attitudinal dimension of loyalty is clearly evident in the definition of 
complete loyalty developed by Shoemaker and Lewis (1999): truly loyal customers are those customers who feel that 
you (as a company) are the only one that can satisfy a desired level of their real needs, excluding altogether the 
alternative of competition. 
Attitude is defined as a psychological and overall tendency to agree or disagree with a particular situation, after an 
evaluation process. Loyalty based on attitude represents the long-term customer commitment that can not be 
determined simply by observing the repurchase behavior of customers (Shankar et al, 2002). This kind of loyalty is 
especially important because it provides information on future customer behavior, and the likelihood of future usage 
or recommendation of the company, product, service or brand to other customers (Reichheld, 2003). 
Attitudinal loyalty is similar to affective and conative loyalty proposed by Oliver (1999) and represents a more 
valuable and long-term commitment of a customer to continue to transact with a certain company. Customer retention 
can occur without attitudinal loyalty, if for example, the customers are indifferent, or there are no other viable choices 
in the market (Shankar et al, 2002). 
Various researchers have emphasized the importance of considering simultaneously the behavioral and attitudinal 
h to achieve complete customer loyalty should be to focus 
both on building behavioral loyalty, as well as attitudinal loyalty. 
In their article, Kumar and Shah (2004) propose a model for building and maintaining customer loyalty. This model 
attempts to explain how different types of customer attitude towards a company influence their purchasing behavior. 
The two dimensions of loyalty  - are measured (using research methods 
such as surveys or analysis of financial data) and stored in a central database. The analysis of stored data should 
provide the company relevant information on three actions: building behavioral loyalty, cultivating loyalty and 
correlating loyalty with customer profitability. 
However, discovering different degrees or levels of loyalty among customers will have no practical effect if they 
do not generate profit for the company in question. In this regard, the company needs to identify to what extent the 
degree of customer loyalty involves profit or loss, by studying the correlation between customer loyalty and generated 
profits. One of the most useful tools developed for this purpose is customer lifetime value (CLV). The customer 
lifetime value represents the net present value of all future profits a customer generates in its continued lifetime 
transactional or business relations with the company (Gupta et al, 2006). The usefulness of this indicator is given by 
its component elements, including elements such as: revenues for the company, the costs associated with each client 
and the behavioral dimension that induces profitability. 
2. Research methodology 
The attitudinal dimension of loyalty constitutes the object of the present study. According to the theory related to 
loyalty and the following graphica  
H1: The number of four items through which the conative dimension of loyalty is measured can be reduced without 
a significant loss of information. 
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Fig. 1 .Graphical model of customer loyalty 
The data used for the validation or the not confirmation of the developed hypothesis was collected during the time 
period of 01.10.2012  01.03.2013, through an online survey. The targeted respondents were customers of one or more 
petrol-stations within the area of Sibiu city, Romania. A total of 215 responses were valid and used for further analysis.  
Table 1. Conceptual and operative definitions of the used variables 
Conative dimension of attitude 
Conceptual definition:  
 
Operational definition: 
 
The conative dimension is built out of four items measured on Likert scales (5 categories and 4 intervals) which e
degree of agreement or disagreement regarding the considered items. 
 
Total disagreement Disagreement Indifferent Agreement Total agreement 
(I1) The next fuel acquisition will be from the same company as the last one. 
 
Total disagreement Disagreement Indifferent Agreement Total agreement 
(I2) I will continue to buy from this company. 
 
Total disagreement Disagreement Indifferent Agreement Total agreement 
(I3
 
 
Total disagreement Disagreement Indifferent Agreement Total agreement 
(I4
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The above table (table 1) contains the conceptual and operational definitions of the needed variables. Exploratory 
factor analysis (principle components) was used to test the mentioned hypothesis. Field (2005) recommends a sample 
size of 300 elements as being adequate for performing factor analysis, 100 elements as being improper and 1000 
elements as being perfect. The used sample contains 215 responses, thus a proper performance of factor analysis will 
be expected. 
A first step in applying factor analysis is to check the existing relationships between the considered variables by 
computing the values of the Pearson simple correlation coefficients. Their values form the correlation matrix (table 
2): 
          Table 2. Correlation matrix 
Correlation coefficient  I1 I2 I3 I4 
I1 1,000 0,810 0,304 0,423 
I2 0,810 1,000 0,275 0,432 
I3 0,304 0,275 1,000 0,688 
I4 0,423 0,432 0,688 1,000 
 
Degree of statistical significance I1 I2 I3 I4 
I1  0,000 0,000 0,000 
I2 0,000  0,000 0,000 
I3 0,000 0,000  0,000 
I4 0,000 0,000 0,000  
Determinant = 0,144 
 
The values of the Pearson simple correlation coefficients must be statistical different from 0,000 to identify a 
structural relationship between the variables or, in other words, a set of factors containing the common variance or 
communality of the variables. An independence of the variables (orthogonal variables) means a lack of common 
variance, thus, the correlation matrix will be an identity matrix from which factors cannot be extracted. By analyzing 
Table 2, it can be concluded that there is a strong correlation between I1 and I2 (0,810), and a moderate correlation 
between I3 and I4 (0,688). All the correlations are statistical significant, a p-value of 0,000 certifies that the obtained 
correlations are not due to chance. The matrix determinant (0,144) contains information regarding the multicollinearity 
of the considered variables (or items). A 0 value of the matrix determinant would characterize a one-dimensional data 
set which would mean that one variable could be expressed as an algebraic linear combination of the other ones. This 
first matrix offers initial hints regarding the number of factors which could be extracted from the data set; hence, a 
number of 2 factors could synthetize the initial 4 item information. 
The degree in which the correlation matrix differs from an identity matrix and the measure of common variance 
-Mayer-Olkin test, respectively (table 3).  
         Table 3. -Meyer-Olkin tests 
Test  Value 
Kaiser-Meyer-Olkin  0,611 
  
Bartlett computed value 412,928 
 Degrees of freedom 6 
 Degree of statistical significance 0,000 
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 test which is based on the 
 distribution. The computed test value (412,928) indicates a minimal probability of 0,0001 of being wrong by 
rejecting the null hypothesis that the correlation matrix is not statistical different from an identity matrix. Kaiser-
Meyer-Olkin divides the sum of squared correlation values to the sum of partial correlation values with the purpose 
of estimating the amount of common variance of the considered data set. Kaiser (1974) settles that a test value above 
0,5 is proper for continuing the analysis. The KMO value of 0,611 computed for the considered data set is due to the 
large partial correlation coefficients between I1 and I2 (0,760), and I3 and I4 (0,649).  
Several methods can be used for decomposing a data set into a subset of factors. The most used factor extraction 
method is named principal components. This method aims the decomposition of the initial data set (correlation matrix) 
into a set of factors (named Eigenvectors) with which the initial variables (items) are correlated. The algebraic 
procedure of the principle components decomposition is presented in the following. 
 
From                ,               (equation 1),  
 
the extracted factor matrix (Eigenvector matrix)  is derived which contains the number of extracted vectors 
(columns) and values of the correlation coefficients of each variable with each extracted vector (rows). Moreover, 
equation 1 is the starting point in computing the variation (or Eigenvalue) of each extracted factor by developing the 
matrix  which contains on the main diagonal the variation (Eigenvalue) of each extracted factor, the rest of its 
elements being 0.  
Through the matrix multiplication    the initial correlation matrix  is decomposed in principle 
components (or factors). Thus, the principle components matrix is noted by  and contains the extracted 
components (columns) and the covariance coefficients of each initial variable adjusted with the standard deviation of 
each extracted factor (rows) (equation 2). Otherwise said, the row elements represent the degree in which each initial 
variable influences the standard deviation of each extracted factor. When the covariance coefficients are adjusted with 
standard deviations, Pearson correlation coefficients are obtained, thus scaling the possible relationship between two 
variables in the interval [-1,+1]. Therefore, the rows of the principle components matrix describe the correlation of 
each initial variable (item) with each extracted factor. 
 
                      (equation 2) 
 
Four factors have been extracted and two retained after applying the principle components procedure (table 4). 
 Table 4. Variation of extracted components (Eigenvalue of every extracted Eigenvector) 
Component 
(factor or 
Eigenvector) 
Initial Eigenvalues 
(initial variation of Eigenvectors) 
Variation of extracted factors 
Total % of variation % cumulative Total % of variation % cumulative 
1 2,473 61,823 61,823 2,473 61,823 61,823 
2 1,042 26,040 87,864 1,042 26,040 87,864 
3 0,299 7,468 95,331  
4 0,187 4,669 100,000 
 
It can be noticed from the above table that two components (the first two) contain 87,864% of the total variation of 
the extracted factors. The big amount of variation is a leading information in confirming the hypothesis of reducing 
the initial variables to a smaller number of factors (2) without a significant loss of data (100% - 87,864% = 12,136%). 
For future analysis, Field (2005) recommends to retain those factors with an Eigenvalue higher than 1 (the initial 
variables were standardized, having therefo
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Table 5 contains the principle components matrix obtained by applying equation 2. The blue parts of the table are 
the matrix elements, the correlation coefficients between the initial variables and the retained factors, respectively 
(Iacobucci in Bagozzi, 1994). 
 
Table 5  correlation coefficients between the initial variables and the retained factors (the degree in which the initial variables influence the 
standard deviation of the extracted and retained factors) 
 
Initial items (initial variables) 
Components (retained factors) 
1 2 
I1  Next fuel aquisition. 0,823 -0,471 
I2  Next aquisition from this company. 0,818 -0,488 
I3  Next fuel aquisition if the fuel price rises with 5% . 0,801 0,441 
I4   0,696 0,623 
 
After the retention of the two factors, the communalities of the initial variables with these factors have changed. 
Thus, if the variation of the first item (first variable) could have been explained through four different parts of the 
extracted factors, after the retention of the first two, the communality of the first item (with the two factors) decreases 
with 1  
two factors. 
 
 Table 6. factor retention 
 
Initial items (initial variables) 
Communality 
Initial After retention 
I1  Next fuel aquisition. 1,000 0,900 
I2  Next aquisition from this company. 1,000 0,906 
I3  Next fuel aquisition if the fuel price rises with 5% . 1,000 0,873 
I4   1,000 0,836 
 
Another important aspect of the factor analysis technique is represented by the reproduced correlation matrix (table 
rest of the elements are correlation coefficients between the variables (computed based on the extracted and retained 
factors). The second part contains the absolute differences between the initial values of the correlation coefficients 
and those values obtained after the factors have been extracted and retained.  
 
 Table 7. Reproduced correlation matrix 
 
Initial items 
(initial variables) 
I1 I2 I3 I4 
I1  Next fuel aquisition. 0,900 0,903 0,280 0,452 
I2  Next aquisition from this 
company. 0,903 0,906 0,266 0,440 
I3  Next fuel aquisition if the fuel 
price rises with 5% . 0,280 0,266 0,873 0,832 
I4  Next aquisition (other than 
with 5%. 
0,452 0,440 0,832 0,836 
Residual values  
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(Differences) 
I1  Next fuel aquisition.  -0,093 0,024 -0,029 
I2  Next aquisition from this 
company. -0,093  0,009 -0,008 
I3  Next fuel aquisition if the fuel 
price rises with 5% . 0,024 0,009  -0,145 
I4  Next aquisition (other than 
with 5%. 
-0,029 -0,008 -0,145  
 
The values of the correlation coefficients maintain the trend of the initial correlation matrix (R), thus strong 
correlations between I1 and I2 (0,903), and I3 and I4 (0,832) can be identified. The second part of the table signals, 
in another form then table 7, the loss of information due to the extracted and retained factors. Field (2005) recommends 
that the proportion of the differences which exceed 0,05 should not be more than 50% of the total for a consistency of 
the factorial model. In our case, 2 differences (33%) exceed the 0,05 value, thus the factorial model can be considered 
consistent. 
with the purpose of easing the result interpretation. This can be done by rotating the factors according to a specific 
standard deviation of the extracted and rotated factors, thus, a rotation of the factors by a specific angle does modify 
methods of factor rotation: orthogonal (the rotation angle is of 90°, thus factor independence is maintained after 
rotation). The most used orthogonal rotation method is varimax which attends to maximize the variance of the loading 
of the coefficients for every factor (Iacobucci, 2013). Factor loading has the same meaning as factor coefficient, thus, 
measuring the correlation between the initial variables and the extracted and retained factors. 
The algebraic procedure of orthogonal factor rotation is presented below: 
 
                   (equation 3) 
  
  initial factor loading matrix 
  transformation matrix 
  factor loading matrix after orthogonal rotation (blue part of table 9) 
         Tabel 8.  Values of transformation matrix 
Component 1 2 
1 0,743 0,669 
2 -0,669 0,743 
    Tabel 9. Factor loading matrix after rotation 
Initial items (initial variables) 
Components (factors) 
1 2 
I1  Next fuel aquisition. 0,934 0,184 
I2  Next aquisition from this company. 0,927 0,201 
I3  Next fuel aquisition if the fuel price rises with 5% . 0,101 0,929 
I4   0,301 0,863 
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Table  8  contains  the  values  of  the  transformation  matrix of the form ,  
rotation angle of the factors in regard to the initial position. From the equation  
arcssin(0,669) =42°, thus the rotation angle is of 42° in regard to the initial position. 
The factor loadings after the rotation show a clear strong correlation between the first two items and the first factor 
(0,934 and 0,927) and between the last two items and the second factor (0,929 and 0,863). Based on the values of 
of the data set.  
The matrix form of the factor score matrix is presented below: 
 
                   (equation 4) 
 
It should be noted that the values of the factor score matrix include in their computation the partial correlations 
between the initial variables ( ), hence these values are smaller than the factor loadings (simple correlation 
coefficients) because of the inclusion of the initial colliniarity between the variables.  
   Table 10. Values of the factor score matrix 
Initial items (initial variables) 
Components (factors) 
1 2 
I1  Next fuel aquisition. 0,550 -0,114 
I2  Next aquisition from this company. 0,559 -0,127 
I3  Next fuel aquisition if the fuel price rises with 5% . -0,191 0,633 
I4   -0,042 0,531 
 
Based on the factor scores of the above table, the two factors can be written as the following linear algebraic 
combination of the initial variables: 
 
                (equation 5) 
 
and 
                    (equation 6) 
3. Conclusion 
The results of the conducted factor analysis by using the principal components method confirm that the initial four 
items can be reduced without a significant loss of information. Based on the meaning of the four initial items, the 
following aspects validate the developed hypothesis: 
a. The first two items (I1 and I2
conditions remain unchanged. The second item points towards a general buying decision, while the first item 
focuses the buying decision on a specific buying object, namely fuel. The high semantic and statistical correlation 
between these two items has resulted in the formation of the first factor which explains 87,23% [(0,934)2] of the 
first item and 85,93% [(0,927)2] of the second item. Thus, the first factor can be renamed as: intention to rebuy the 
. 
b. The last two items (I3 and I4) capture the intention 
these two items and the second factor (86,3% of the I3  of I4
correlation with the first factor redefines the second factor as the 
price increases with 5%. 
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