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Abstract
We study the simulation of stochastic processes de,ned as stochastic integrals with respect
to type G L"evy processes for the case where it is not possible to simulate the type G process
exactly. The type G L"evy process as well as the stochastic integral can on compact intervals be
represented as an in,nite series. In a practical simulation we must truncate this representation. We
examine the approximation of the remaining terms with a simpler process to get an approximation
of the stochastic integral. We also show that a stochastic time change representation can be used
to obtain an approximation of stochastic integrals with respect to type G L"evy processes provided
that the integrator and the integrand are independent. c© 2002 Elsevier Science B.V. All rights
reserved.
PACS: 60G51; 60H05; 60E07
Keywords: Type G distribution; Stochastic integral; Variance mixture; L"evy process; Shot noise
representation; Stochastic time change; Subordination
1. Introduction
L"evy processes and certain stochastic integrals with respect to L"evy processes are
used as building blocks when modelling phenomena related to ,nancial markets, e.g.
stochastic modelling of stock prices, volatility and interest rates. The use of general
L"evy processes instead of the traditional Wiener process makes it possible to incorpo-
rate processes with jumps and in,nite variance. Type G L"evy processes (cf. below)
is an important subclass of all L"evy processes which allows us to retain some of the
Gaussian properties of the Wiener process and yet is rich enough to incorporate pro-
cesses with jumps and in,nite variance. Moreover, the class of type G L"evy processes
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contains the important subclass of symmetric stable L"evy processes. In e.g. Barndor?-
Nielsen and P"erez-Abreu (1999), Barndor?-Nielsen (1998) and Rydberg (1997) type
G processes are used for modelling ,nancial data. It is in these cases important
to have eCcient algorithms that can simulate such processes with prescribed
accuracy.
2. Levy processes
We now state some elementary properties of L"evy processes. For a more general
treatment see Bertoin (1996) and Sato (1999). A L"evy process is a stochastic process
with independent stationary increments. Every L"evy process {X (t)} can be decomposed
as
X (t) = at + W (t) + Z(t);
where at is a linear drift, {W (t)} is a standard Wiener process and {Z(t)} is a pure
jump process. The distribution of X (1) completely determines the ,nite-dimensional
distributions of {X (t)}. Moreover, there is a one-to-one correspondence between the
in,nitely divisible (ID) distributions and the distribution of X (1). The characteristic
function ’X (t)(	) = E exp(i	X (t)) of a L"evy process can always be written in the
form
’X (t)(	) = exp t
{
i	a− 2 	
2
2
+
∫ ∞
−∞
(exp(i	x)− 1− i	xI(|x|6 1))L(dx)
}
;
where L is called the L"evy measure. If  = 0 the (ID) distribution is said to have no
Gaussian component. If a L"evy process has ,nite expectation and variance they are
linear functions of t, i.e.
EX (t) = tEX (1);
Var X (t) = tVar X (1):
2.1. Levy processes of type G
A random variable X on R is said to be of type G if X d=V 1=2G where G is a
standard Gaussian variable and V is non-negative and (ID). In this case
’X (	) = E exp(i	X ) = E exp(−	 2=2V )
and therefore∫ ∞
−∞
(cos(	x)− 1)N (dx) =
∫ ∞
0
(exp(−	 2=2x)− 1)M (dx); (2.1)
where N and M are the L"evy measures of X and V , respectively.
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A L"evy process {X (t)} is said to be of type G if its increments are of type G.
Rosi"nski (1991) suggested
X (t) =
∑
k¿1
Gkg(Tk)1=2I(Uk6 t)
for 06 t6 S as a series representation of a type G L"evy process with no Gaussian
component, where {Uk} is an i.i.d. sequence of uniform variables on (0; S), {Gk} is an
i.i.d. sequence of standard Gaussian variables and {Tk} are the points of a homogeneous
Poisson process on R+ with intensity S. The function g is the generalized inverse of
the tail L"evy measure M ,
g(u) = inf{x¿ 0: M (x;∞)6 u}: (2.2)
If the L"evy measure M has in,nite mass then g has support on the whole of R+ and
moreover every interval in [0; S] with positive length will contain a countable in,nite
number of jumps. This is usually referred to as the in,nite jump intensity case. If M
has ,nite mass then the process {X (t)} is a compound Poisson process. The process
{X (t)} can also be seen as a subordinated Wiener process, i.e. {X (t)} d={W (V (t))}
where {W (t)} is a Wiener process and the subordinator {V (t)} is a L"evy process with
L"evy measure M and series representation
V (t) =
∑
k¿1
g(Tk)I(Uk6 t):
We can now split the series representation of {X (t)} into two independent type G
L"evy processes,
X (t) = XT (t) + TX (t) =
∑
k:Tk6T
Gkg(Tk)1=2I(Uk6 t) +
∑
k:Tk¿T
Gkg(Tk)1=2I(Uk6t):
The ,rst process {XT (t)} has jumps with variances larger than g(T ) and the second
process {TX (t)} has jumps with variances smaller than g(T ). We also split the subor-
dinator in the same way, i.e.
V (t) = VT (t) + TV (t) =
∑
Tk6T
g(Tk)I(Uk6 t) +
∑
Tk¿T
g(Tk)I(Uk6 t):
The ,rst process {VT (t)} has jumps larger than g(T ) and the second process {TV (t)}
has jumps smaller than g(T ). The process {TV (t)} is a subordinator with bounded
moments of all orders for T ¿ 0. In Wiktorsson (2001) we showed that the subordinator
{TV (t)=ETV (1)} converges in L2( × [0; 1]; P × Leb) to {t} as T →∞ if
lim
T→∞
d
dT
log(1=g(T )) = 0
for the case where g is di?erentiable and if limT→∞ g(T )=ETV (1) = 0 in the general
case.
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3. Stochastic integrals with respect to type G Levy processes
We study stochastic integrals of the form
Z(t) =
∫ S
0
f(t; s−) dX (s);
where {X (s)} is a type G L"evy process and {f(t; s)} is adapted in s for each t ∈ [0; S]
with cIadlaIg (RCLL) paths, (where S ¿ 0 is a constant). We will also denote∫ S
0 f(t; s−) dX (s) by IX (f) and
∫ t
0 k(s−) dX (s) by IX (k)t .
3.1. Representations of the stochastic integrals
Rosi"nski (1991) suggested
{Z(t)}06t6S d=
{∑
k
Gkg(Tk)1=2f(t; Uk−)
}
06t6S
(3.1)
as a series representation of stochastic integrals with respect to a type G L"evy process
with no Gaussian component, where {Uk}, {Gk} and {Tk} are as de,ned above. De-
pending on the properties of f we have to use di?erent approaches to obtain useful
approximations of the stochastic integral Z(t). The above series representation is use-
ful when we can simulate f but not X exactly, e.g. when f is a stochastic process
independent of X such that f can be easily simulated or when f is a deterministic
function. If the problem instead is to approximate f we have to use a di?erent ap-
proach. The diCcult case is when we can simulate neither X nor f exactly. For certain
special cases it is still possible to obtain good approximations. One such case is when
f is a smooth function of X . In the next section we propose approximations for these
di?erent cases.
3.2. Approximations of stochastic integrals
We begin with a very general decomposition of stochastic integrals that only rely on
the additivity of the integral. The decomposition is obtained by ,rst writing both the
integrand and the integrator as sums of two terms: X (t) = XT (t) + TX (t) and f(t; s) =
fT (t; s)+Tf(t; s), respectively. The ,rst terms XT and fT , respectively, can be simulated
exactly and the second parts TX and 
T
f, respectively, have to be approximated. Note
that T is a parameter that determines how much fT and XT resembles f and X ,
respectively, i.e. the larger T is the smaller the remainder terms TX and 
T
f are. For
di?erent speci,c cases we will give T a more precise meaning. The decomposition
of X and f gives in a natural way a corresponding decomposition of the stochastic
integral Z = IX (f),
Z = IX (f) = IXT (fT ) + IXT (
T
f) + ITX (fT ) + ITX (
T
f):
M. Wiktorsson / Stochastic Processes and their Applications 101 (2002) 113–125 117
To obtain approximations of Z we ,rst approximate f and X . Let LX T be an approxi-
mation of X given by
LX T = XT + LTX ;
where LTX is an approximation of 
T
X . Let also LfT be an approximation of f given by
LfT = fT + L
T
f;
where LTf is an approximation of 
T
f. Using this we obtain LZT as an approximation of
Z given by
LZT = I LX T (
LfT ) = IXT (fT ) + IXT ( L
T
f) + I LTX (fT ) + I LTX ( L
T
f):
A straightforward approximation would be to let LTf= L
T
X =0, thus letting LZT = IXT (fT ).
For several cases we can obtain better approximations than this one, which will be
shown below.
We start with the case where we can simulate f exactly. We do not assume that
f is independent of X . It might seem odd to assume that we can simulate f, being
dependent of X , yet not being able to simulate X , but we do not want to rule out this
possibility. We proceed by splitting the series representation of the integral into two
processes,
Z(t) = ZT (t) + TZ (t) =
∑
k:Tk6T
Gkg(Tk)1=2f(t; Uk−) +
∑
k:Tk¿T
Gkg(Tk)1=2f(t; Uk−):
The simplest approximation is to use ZT (t) as an approximation of Z(t). We can
however, when f has ,nite variation, do better than this. We ,rst rewrite the tail-sum
TZ (t) as
TZ (t) =
∫ S
0
f(t; s−) dTX (t):
We will now utilize the convergence of {TX (t)=(Var TX (1))1=2} to a Wiener process as
T → ∞ to obtain an approximation of {TZ (t)}. In order to avoid some measurability
technicalities for the approximating process { LTZ (t)} we ,rst make a partial integration
of the process {TZ (t)}. We then obtain
TZ (t) = f(t; S)
T
X (S)−
∫ S
0
TX (s−) dsf(t; s)− [f(t; ·); TX (·)]S ;
where [X; Y ]S is the quadratic co-variation of the processes X and Y evaluated at time
S (Protter, 1990, pp. 58–60). Note that if f is continuous and has ,nite variation or
if f is independent of {WT (TV (·))},
[f(t; ·); WT (TV (·))]S = 0
(Jacod and Shiryaev, 1987, Proposition 4.49, p. 52).
We now propose the approximation
LTZ (t) = f(t; S) L
T
X (S)−
∫ S
0
LTX (s) dsf(t; s);
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where LTX (s)=WT (sE
T
V (1)) and {WT (t)} is a standard Wiener process. Note that since
LTX (s) is continuous we can, when f has ,nite variation in s for each t ∈ [0; S], de,ne
this integral path-wise for each ,xed ! (see e.g. Protter, 1990, Theorem 49, p. 38).
Recall that the total variation of a function g(·) over the interval [0; t] is de,ned as
tv(g(·))t = sup
n¿1
2n∑
k=1
|g(tk=2n)− g(t(k − 1)=2n)|:
We now propose the coupling TX (s) = WT (
T
V (s)) where we use the same Wiener
process as for LTX (s).
To calculate the di?erence between Z(t)=ZT (t)+TZ (t) and its approximation LZT (t)=
ZT (t) + LTZ (t) we ,rst note that
%(T )t = Z(t)− LZT (t) = TZ (t)− LTZ (t):
Thus
%(T )t =f(t; S)(TX (S)− LTX (S))
−
(∫ S
0
TX (s−) dsf(t; s)−
∫ S
0
LTX (s) dsf(t; s)
)
− [f(t; ·); TX (·)]S :
Theorem 1. (i) If f has 3nite variation and four 3nite moments then
E|%(T )t |26
√
27(Var TV (1))
1=2
×
(
(SEf4(t; S))1=2 +
∫ S
0
s1=2(Etv(f(t; ·))2S |dsf(t; s)|2)1=2
)
+3SETV (1)E[f(t; ·); f(t; ·)]S :
(ii) If in addition f is continuous in s for each t ∈ [0; S] then
E|%(T )t |26
√
12(Var TV (1))
1=2
×
(
(SEf4(t; S))1=2 +
∫ S
0
s1=2(Etv(f(t; ·))2S |dsf(t; s)|2)1=2
)
:
(iii) If f in addition to (i) and (ii) is absolutely continuous in s for each t ∈ [0; S]
then
E|%(T )t |26
√
12(Var TV (1))
1=2
×
(
(SEf4(t; S))1=2 +
∫ S
0
s1=2(Etv(f(t; ·))2Sf′s (t; s)2)1=2 ds
)
:
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(iv) If f has two 3nite moments, 3nite variation and is independent of X then
E|%(T )t |26 2E|TV (S)− SETV (1)|Ef2(t; S)
+2
∫ S
0
E|TV (S)− SETV (1)|Etv(f(t; ·))S |dsf(t; s)|
6 2(Var TV (1))
1=2
(
S1=2Ef2(t; S) +
∫ S
0
s1=2Etv(f(t; ·))S |dsf(t; s)|
)
:
Before proving the theorem we note that in (i) we have a slower convergence rate
than in (ii)–(iv). This follows from the fact that if {TV (t)=ETV (1)} converges to {t}
in L2( × [0; S]; P × Leb) then the asymptotically dominant term in (i) will be
SETV (1)E[f(t; ·); f(t; ·)]S as T →∞:
We should compare E|%(T )t |2 to the error obtained when we simply neglect the
tail-sum TZ (t). We then have that the MSE is given by
E|TZ (t)|2 = ETV (1)
∫ S
0
Ef(t; s)2 ds:
We see that this MSE is asymptotically of the same order as the dominant term in
(i). So for this case we do not accomplish an increase in convergence rate using the
above approximation of the tail-sum.
We now proceed with the proof.
Proof. We start with (i). Under the assumption that f has four ,nite moments we
obtain
E[%(T )2t ] = E

(f(t; S)(TX (S)− LTX (S))− [f(t; ·); TX (·)]S
−
∫ S
0
(TX (s−)− LTX (s−)) dsf(t; s)
)2
6 3E[f(t; S)2(TX (S)− LTX (S))2] + 3E[f(t; ·); TX (·)]2S
+3E
(∫ S
0
(TX (s−)− LTX (s−)) dsf(t; s)
)2
6 3E[f(t; S)2(TX (S)− LTX (S))2] + 3E[f(t; ·); TX (·)]2S
+3E
(∫ S
0
|TX (s−)− LTX (s−)| |dsf(t; s)|
)2
;
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where we used that (a+b+c)26 3(a2 +b2 +c2). We now apply the Cauchy–Schwarz
inequality and the Kunita–Watanabe inequality (see; e.g. Protter; 1990; Theorem 25;
p. 61) to obtain
E[%(T )2t ]6
√
27(SEf4(t; S))1=2(Var TV (1))
1=2
+ 3E
∫ S
0
|TX (s−)− LTX (s−)|2tv(f(t; ·))S |dsf(t; s)|
+3E[f(t; ·); f(t; ·)]SE[TX (·); TX (·)]S ;
(TX (s) is a L"evy process).
Apply the Cauchy–Schwarz inequality again on the second term and then Fubini’s
theorem to ,nd
E[%(T )2t ]6
√
27S(Ef4(t; S))1=2(Var TV (1))
1=2
+
√
27
∫ S
0
(E|TV (s−)− ETV (s−)|2)1=2(Etv(f(t; ·))2S |dsf(t; s)|2)1=2
+ 3E[f(t; ·); f(t; ·)]SE[TX (·); TX (·)]S
6
√
27(Var TV (1))
1=2
×
{
(SEf4(t; S))1=2 +
∫ S
0
s1=2(Etv(f(t; ·))2S |dsf(t; s)|2)1=2
}
+3E[f(t; ·); f(t; ·)]SE[TX (·); TX (·)]S
=
√
27(Var TV (1))
1=2
×
{
(SEf4(t; S))1=2 +
∫ S
0
s1=2(Etv(f(t; ·))2S |dsf(t; s)|2)1=2
}
+3SETV (1)E[f(t; ·); f(t; ·)]S ;
where the last equality follows from that E[TX (·); TX (·)]S = ETV (S) = SETV (1).
We continue with (ii). This part follows from the proof of (i) and, as noted above,
that [f(t; ·); TX (·)]S =0 when f is continuous and has ,nite variation. Part (iii) follows
from (ii) and that
(Etv(f(t; ·))2S |dsf(t; s)|2)1=2 = (Etv(f(t; ·))2Sf′s (t; s)2)1=2 ds
if f is absolutely continuous in s. Finally (iv) follows from that E{f(t; S)2(TX (S) −
LTX (S))
2}=Ef(t; S)2E(TX (S)− LTX (S))2=Ef(t; S)2E|TV (S)−ETV (S)| by the independence
of f and TX , L
T
X . The last inequality in (iv) follows by Jensen’s inequality, which
concludes the proof.
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We continue with the case where f(t; s) = I(s6 t)k(X (s)) is a smooth function
of X in that k ∈C1(R) and with k ′ being Lipschitz. For this case we propose
LZT (t) = IXT (k(XT ))t + k(XT (t)) L
T
X (t)− Ik(XT )( LTX )t + IXT (k ′(XT ) LTX )t
as an approximation of Z(t)=IX (k(X ))t , where XT , LTX and 
T
X are de,ned as above and
we use the same coupling as before. Using the mean value theorem, partial integration
and that XT and TX are independent we can rewrite Z as
Z(t) = IXT (k(XT ))t + k(XT (t))
T
X (t)− Ik(XT )(TX )t
+ IXT (k
′((T )TX )t + ITX (k
′((T )TX )t ;
where (T (t) for each t is a point between XT (t) and X (t). Thus
%(T )t = {k(XT (t))(TX (t)− LTX (t))}+ {−Ik(XT )(TX − LTX )t}
+ {IXT ((k ′((T )− k ′(XT ))TX )t}+ {IXT (k ′(XT )(TX − LTX ))t}
+ {ITX ((k ′((T )− k ′(XT ))TX )t}+ {ITX (k ′(XT )TX )t}
= A1 + A2 + A3 + A4 + A5 + A6;
where A1; A2; A3; A4; A5 and A6 are the six terms in curly brackets.
Theorem 2. If f(t; s) = I(s6 t)k(X (s)) where k ∈C1(R) has a Lipschitz continuous
derivative; k(XT ) and XT have 3nite variation; Ek(XT (s))2¡∞; EXT (s)2¡∞ and
Ek ′(XT (s))2¡∞ for 06 s6 S; then
E%(T )26 6(Var TV (1))
1=2(t1=2Ek(XT (t)))2
+6(Var TV (1))
1=2
∫ t
0
s1=2E(tv(k(XT (·)))t |dk(XT (s))|)
+18L2
∫ t
0
(sVar TV (1) + s
2(ETV (1))
2)E(tv(XT (·))t |dXT (s)|)
+6(Var TV (1))
1=2
∫ t
0
E(k ′(XT (s−))2s1=2tv(XT (·))t |dXT (s)|)
+18L2ETV (1)
∫ t
0
(sVar TV (1) + s
2(ETV (1))
2) ds
+6ETV (1)
2
∫ t
0
Ek ′(XT (s−))2s ds;
where L is the Lipschitz constant of k ′.
Proof. The ,rst two terms follow from the independence of XT and TX ; using Theorem
1(iv). The third follows term from the Lipschitz continuity of k ′ and Theorem 1(iv).
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The fourth is proven similarly to Theorem 1(ii). The ,fth and sixth terms follow from
the Lipschitz continuity of k ′ and that TX is a martingale with all moments ,nite.
In Theorem 1 we assume that the integrand has ,nite variation, but this restriction
can in fact be removed if f is independent of X . For this special case we can still
obtain a good approximation of the stochastic integral provided that we can simulate the
integrand exactly. The method for doing this is stochastic time change representation
of stochastic integrals. This will be treated in the next section.
3.3. Time change representations of stochastic integrals
Stochastic time change representations of stochastic integrals with respect to sym-
metric stable L"evy processes were ,rst studied by Rosi"nski and Woyczy"nski (1986),
who also gave a necessary and suCcient condition for the existence of these stochastic
integrals. Let {X (t)} be a symmetric +-stable L"evy process with 0¡+6 2. We then
have that
Z(t) =
∫ t
0
f(s) dX (t) = X˜
(∫ t
0
|f(s)|+ ds
)
a:s:;
where {X˜ (t)} d={X (t)}, provided that f satis,es the condition ∫ t0 |f(s)|+ ds¡∞ a.s.
for any ,nite t. More precisely, the process {X˜ (t)} can explicitly be constructed as
X˜ (t) = Z(,(t));
where
,(t) = inf
{
s¿ 0:
∫ s
0
|f(u)|+ du¿ t
}
:
Moreover {X˜ (t)} is a symmetric +-stable L"evy process with respect to the ,ltration
At =F,(t), if {X (t)} is an Ft-adapted symmetric +-stable L"evy process. Kallenberg
(1992) generalized these results to asymmetric stable L"evy processes and indicated
possible multi-dimensional extensions. Kallsen and Shiryaev (2001) showed that this
time change property is valid only for the class of +-stable L"evy processes. We will,
however, show that a modi,cation of the time change property is valid for type G
L"evy processes in ,nite-dimensional distribution sense, provided that the integrand f
and the integrator X are independent.
Proposition 3. If {X (t)} d={W (V (t))} is a type G L8evy process; the process {Z(t)}=
{∫ t0 f(s) dX (s)}06t6S can be represented as
{Z(t)} d={Z˜(t)}=
{
W˜
(∫ t
0
f(s)2 dV (s)
)}
;
where {W˜ (t)} is a Wiener process independent of {V (t)} and {f(t)}; provided that
{f(t)} is independent of {X (t)} and satis3es∫ t
0
f(s)2 dV (s)¡∞ a:s: for 06 t6 S:
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Proof. By the independence of W; V and f we can view {Z(t)} as a condition-
ally Gaussian process given {f(t)} and {V (t)}. The conditional covariance function
rZ|V;f(s; t) of {Z(t)} given {f(t)} and {V (t)} is
rZ|V;f(s; t) = E[Z(t)Z(s)|{V}; {f}]
= E
[∫ t
0
∫ s
0
f(u)f(v) dW (V (u)) dW (V (v)) |{V}; {f}
]
=
∫ min(s; t)
0
f(u)2 dV (s) a:s:;
where the last equality follows from Fubini’s theorem; the fact that V is increasing
and the independent increments of W . By using the independent increments of W˜
and that
∫ t
0 f(u)
2 dV (u) is non-decreasing we ,nd that rZ˜|V;f(s; t); the conditional co-
variance function of {Z˜(t)} given {f(t)} and {V (t)}; a.s. equals rZ|V;f(s; t). Now
use that two Gaussian processes with a.s. equal covariance functions have the same
,nite-dimensional distributions to conclude the proof.
We note that it is in fact possible to obtain a strong version of this proposition, i.e.
we can ,nd a Wiener process {W˜} such that∫ t
0
f(s) dW (V (s)) = W˜
(∫ t
0
f(s)2 dV (s)
)
a:s:
The problem is that we cannot uniquely construct {W˜} from the stochastic integral
process {Z(t)}. This is due to the fact that the inverse time shift
,(t) = inf
{
s¿ 0 :
∫ s
0
f(u)2 dV (u)¿t
}
is not strictly increasing. Thus the process {Q(t)}= {Z(,(t))} is not a Wiener process
since it is piecewise constant. We can, however, in principle modify Q(t) on each in-
terval of constancy by inserting a suitable Brownian bridge to obtain a Wiener process.
Note that this modi,cation does not change the process {Q(∫ t0 f(s)2 dV (s))}, since the
process
∫ t
0 f(s)
2 dV (s) never hits the interior of these intervals. The ,ltration generated
by the processes {f}, {V} and {Q} will of course be strictly larger than the ,ltration
generated by the original process {Z}.
In order to obtain approximations of the stochastic integral we ,rst split the integral
into a sum of two terms,
Z(t) = ZT (t) + TZ (t) = IXT (f)t + ITX (f)t ;
where IXT (f)t and ITX (f)t are conditionally independent given f. Using the weak time
change property of Proposition 3 we can represent the stochastic integral {Z(t)} by
{Z(t)} d={W1(IVT (f2)t)}+ {W2(ITV (f2)t)};
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where {W1(t)} and {W2(t)} are independent standard Wiener processes. We now pro-
pose an approximation { LZT (t)} of {Z(t)}. For 06 t6 S de,ne { LZT (t)} by
LZT (t) =W1(IVT (f
2)t) +W2
(
ETV (1)
∫ t
0
f(s)2 ds
)
:
The di?erence %(T )t between Z(t) and its approximation LZT (t) is thus given by
%(T )t = Z(t)− LZT (t) =W2(ITV (f2)t)−W2
(
ETV (1)
∫ t
0
f(s)2 ds
)
:
Theorem 4. (i) If f has two 3nite moments then the MSE of the approximation is
given by
E|%(T )t |2 = E
∣∣∣∣
∫ t
0
f(s)2 d(TV (s)− ETV (s))
∣∣∣∣ :
(ii) If f has four 3nite moments then
E|%(T )t |26Var (TV (1))1=2
(∫ t
0
Ef(s)4 ds
)1=2
:
Proof. By using independence of {W2}; {f} and {TV} we obtain
E
∣∣∣∣W2(ITV (f2)t)−W2
(
ETV (1)
∫ t
0
f(s)2 ds
)∣∣∣∣
2
=E
∣∣∣∣
∫ t
0
f(s)2 d(TV (s)− ETV (s))
∣∣∣∣ ;
which shows part (i). Part (ii) follows from Jensen’s inequality; the independence of
{f} and {TV}; and that {TV (t)− ETV (t)} is a martingale with all moments ,nite.
We can also obtain an upper bound for the mean integrated square error (MISE),
i.e.
%(1)(T ) =
∫ S
0
E|%(T )t |2 dt:
Corollary 5 (MISE). If f has four 3nite moments then
%(1)(T )6 2S(Var TV (1))
1=2
(∫ S
0
Ef(s)4 ds
)1=2
:
Proof. We ,rst observe that
%(1)(T )6 SE sup
06t6S
∣∣∣∣
∫ t
0
f(s)2 d(TV (s)− ETV (s))
∣∣∣∣ :
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Now use that
∫ t
0 f(s)
2 d(TV (s) − ETV (s)) is an L2 martingale; Doob’s inequality and
Theorem 4(ii) to obtain
%(1)(T )6 2S

E
∣∣∣∣∣
∫ S
0
f(s)2 d(TV (t)− ETV (t))
∣∣∣∣∣
2


1=2
= 2S(Var TV (1))
1=2
(∫ S
0
Ef(s)4 ds
)1=2
;
which concludes the proof.
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