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Les puces à ADN sont des outils permettant de visualiser à un instant donné l’ac-
tivité transcriptomique à l’équilibre d’un échantillon de cellules, pour un organisme
modèle. L’activité transcriptomique porte l’empreinte des interactions moléculaires
essentielles à la vie de la cellule. Cela se modélise classiquement par un réseau de ré-
gulations génétiques (RRG).
Pendant la thèse, nous nous sommes intéressés à l’utilisation de puces à ADN dans
trois types de problèmes :
(a) pour déterminer, entre deux situations biologiques, quels sont les gènes qui sont
différemment exprimés dans une situation plutôt qu’une autre, on parle alors
d’analyse différentielle ;
(b) pour apprendre les différences existant entre deux classes d’individus afin de pou-
voir prédire par la suite la classe de nouveaux individus, on parle alors de classi-
fication ;
(c) enfin, pour déterminer un réseau de régulations génétiques à partir d’un échan-
tillon homogène, on parle alors d’inférence de RRG.
Ces trois questions sont bien connues des statisticiens dans le cas où le nombre d’in-
dividus est inférieur au nombre de variables. Cependant, dans le cas des expériences
transcriptomiques, le nombre d’individus (de l’ordre de la dizaine) est très inférieur
au nombre de variables (de l’ordre de la dizaine de milliers). On doit ainsi mettre en
œuvre des méthodes de sélection d’attributs et des méthodes de classification ou de
régression régularisées.
De plus, ces problèmes ne sont pas indépendants. D’une part, des méthodes d’ana-
lyse différentielle sont utilisées pour réduire la dimension des jeux de données dans la
classification de données transcriptomiques. On y trouve deux classes de méthodes :
les approches filter basées sur des tests d’hypothèses et les approches wrapper utili-
sant des méthodes de classification. D’autre part, les graphes inférés sur des données
transcriptomiques peuvent également être utilisés dans des méthodes de classification
et dans des méthodes d’analyse différentielle.
L’objectif de la thèse est de proposer une nouvelle méthode permettant d’intégrer
l’information contenue dans un RRG dans un processus de classification. Les points
abordés sont représentés schématiquement sur la figure 1.
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– Sur la droite de cette figure est représentée la méthodologie de classification que
nous avons adoptée. La classification est effectuée dans un contexte de valida-
tion croisée, et la sélection de variables intervient uniquement sur les données
d’apprentissage, comme cela est recommandé dans [Ambroise and McLachlan, 2002,
Boulesteix and Strimmer, 2005].
– Sur la gauche est représenté le processus d’obtention du réseau de régulations
génétiques à intégrer dans la classification. Les méthodes de classification exis-
tantes permettant d’intégrer un graphe utilisent toujours des graphes issus de
bases de données publiques d’interactions entre gènes et produits de gènes. Ce-
pendant ces bases de données ne sont pas toujours adaptées à l’expérience biolo-
gique menée. Nous proposons donc d’inférer un ou plusieurs réseaux de régula-
tions génétiques sur des données transcriptomiques indépendantes des données



















FIGURE 1 – Points abordés durant la thèse. L’objectif principal est de réaliser l’intégra-
tion d’un graphe dans un processus de classification.
La première partie de la thèse présente les méthodes de classification applicables
aux expériences de transcriptomique haut-débit. En effet, du fait du nombre d’indi-
vidus très faible par rapport au nombre de variables, les méthodes de classification
échouent à proposer au clinicien ou au biologiste des fonctions de classification suffi-
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samment performantes. Il faut donc non seulement mettre en œuvre des méthodes ré-
gularisées mais également des méthodes de réduction de dimension. Dans cette partie,
nous mettons également en valeur l’importance, pour les méthodes de classification,
de l’estimation des matrices de variance covariance entre les expressions des gènes à
travers les individus des différentes classes.
La deuxième partie porte sur l’intégration à proprement parler d’un ou plusieurs
graphes dans la classification. Les méthodes de l’état de l’art se concentrent sur la
contrainte suivante : deux variables connectées dans le graphe à intégrer doivent avoir
des poids identiques dans la classification. Cette contrainte est intégrée dans une mé-
thode de classification comme les Support Vector Machines (SVM) [Rapaport et al., 2007,
Zhu et al., 2009] ou dans une méthode de régression classique comme la régression
LASSO [Li and Li, 2008]. Or, ces méthodes ne montrent pas d’amélioration notable des
performances en classification. Nous proposons une méthode de classification basée
sur l’analyse discriminante de Fisher, que nous avons appelée graph constrained discri-
minant analysis (gCDA), qui permet d’intégrer l’information contenue dans un RRG.
L’intégration est effectuée lors des estimations des matrices de variance covariance ef-
fectuées dans l’algorithme de l’analyse discriminante. Nous montrons sur des données
simulées que les performances en classification sont significativement améliorées.
La troisième partie traite la détermination d’un graphe à partir de données et l’adé-
quation d’un graphe à des données. Le premier point a été abordé lors d’un travail
mené par Arthur Tenenhaus et a débouché sur l’implémentation d’une méthode d’in-
férence de réseaux. Le deuxième point apporte un complément d’une part aux mé-
thodes d’inférence de réseau, car mesurer l’adéquation d’un graphe à des données
permet de sélectionner parmi plusieurs graphes le « meilleur », et d’autre part à gCDA,
car cela permet aussi de déterminer le modèle existant entre le graphe à intégrer et la
matrice de variance covariance des données.
La quatrième partie présente l’application de gCDA à des données transcripto-
miques réelles issues de bases de données publiques. Cela nécessite d’articuler tous
les outils présentés précédemment, de la classification régularisée avec sélection d’at-
tributs à l’inférence de réseau. Nous comparons gCDA aux méthodes de l’état de l’art
permettant l’intégration d’un graphe et aux LP-SVM. Nous montrons une améliora-
tion des performances de classification sur certains de ces jeux de données.
Obtenir un RRG et des données transcriptomiques nécessite une collaboration
étroite avec les biologistes en charge de la partie expérimentale et des traitements
statistiques sur les données brutes. Pour ne pas nuire au fil conducteur de ce mé-
moire, nous avons reporté en annexe tous les travaux effectués pendant la thèse qui
ne sont pas directement en rapport avec l’intégration d’un graphe dans un processus
de classification. Les problématiques et données biologiques que j’ai étudiées pendant
la thèse proviennent du Laboratoire d’Exploration Fonctionnelle des Génomes (LEFG)
du CEA et de la société PartnerChip (start-up du CEA). Ces deux organismes ont par-
ticipé au financement de la thèse. Le LEFG a hébergé une plateforme d’hybridation de
puces à ADN ; il proposait un service d’analyse de données acquises sur des modèles
biologiques internes au LEFG ou provenant d’équipes de recherche extérieures. Part-
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nerChip est une société de service d’hybridation de puces Affymetrix qui offre éga-
lement une prestation d’analyse de données. J’ai donc pu participer à de nombreux
projets, complémentaires à mon sujet de thèse, portant sur les points suivants :
– la normalisation de puces à ADN Affymetrix. Nous avons effectué une étude
bibliographique de différentes méthodes de normalisation et les avons implé-
mentées sous R. Des traitements statistiques de routine ont été rajoutés et le tout
a été compilé dans une librairie R. Cette librairie est actuellement utilisée par les
ingénieurs de PartnerChip pour la production des analyses. Une partie de mon
travail a également consisté à mettre à jour cette librairie en fonction des besoins
de PartnerChip.
– l’analyse de données toxicogénomiques. Ce point concerne le travail effectué
pendant mon stage de Master, présenté à la conférence BIOTECHNO 2008
[Guillemot et al., 2008b].
D’autres collaborations ont été entreprises pendant la thèse et ne seront pas expli-
citées dans ce rapport. Elles portent sur :
– l’analyse de données transcriptomiques de patients en choc septique sévère
[Lukaszewicz et al., 2007].
– la localisation de territoires chromosomiques
[Heride et al., 2010].
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Chapitre 1
État de l’art des méthodes de
classification de données
transcriptomiques
Les méthodes de classification de puces à ADN permettent d’exhiber les diffé-
rences pouvant exister entre des classes d’individus au niveau transcriptomique. Ces
différences sont résumées par une signature moléculaire constituée d’un ensemble de
gènes discriminants. De plus, les méthodes de classification permettent l’estimation
d’une fonction de classification et l’évaluation du pouvoir prédictif de la signature
moléculaire. Classiquement, ce pouvoir prédictif est quantifié par le taux d’erreurs,
qu’il est fondamental d’estimer sur un échantillon indépendant de celui qui a servi à
l’apprentissage de la fonction de classification. La classification de puces à ADN est
donc une première approche « haut débit » permettant de livrer à l’expérimentateur
(le clinicien ou le biologiste) un sous-ensemble de gènes impliqués dans les processus
biologiques étudiés. La signature moléculaire est ensuite validée sur des échantillons
indépendants avec des techniques « bas débit » comme par exemple la quantitative po-
lymerase chain reaction (PCR) ou des mesures de cytométrie. Le fait que le taux d’erreur
doive être fiable et la signature moléculaire validable sur une cohorte indépendante
amène à utiliser dans le processus de classification des méthodes de validation croisée
qui seront présentées dans cette partie. Nous nous plaçons dans le cas de la classifica-
tion de deux classes d’individus.
Les données de puces à ADN comportent classiquement de l’ordre de la dizaine de
milliers de variables (p) pour au plus une centaine d’individus (n). Les algorithmes as-
sociés aux méthodes de classification standard comme l’analyse discriminante [Fisher, 1936]
ou la régression logistique (voir [Tenenhaus, 2007] pour une présentation de ces mé-
thodes standard) ne sont pas adaptés à ce cadre car nécessitant l’inversion de matrices
mal conditionnées. Dans ce chapitre, nous présentons les méthodes de classification
régularisées adaptées au cadre p > n. L’application de ces méthodes régularisées au
contexte n  p nécessite néanmoins de se ramener à n < p en mettant en œuvre
des stratégies de sélection d’attributs [Cornuéjols et al., 2002] pour garantir le carac-
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tère généralisable de la fonction de classification sur des cohortes indépendantes, des
temps de calcul raisonnables et des modèles plus interprétables par les biologistes.
Nous présentons les méthodes de classification et de régression de sorte à montrer
que l’estimation régularisée des matrices de variance covariance est centrale dans le
processus de classification dans le contexte n < p.
Notations
Une table des notations utilisées dans le rapport est disponible en D.4.
On considère p variables (les gènes) et n individus (ou mesures) répartis en deux
classes. Notons x(k) la matrice de dimensions nk× p, dont le coefficient x(k)ij est l’expres-
sion du gène j pour l’individu i appartenant 0 la classe k. L’ensemble des expressions
de tous les gènes de l’individu i est noté x(k)i. , et, de façon équivalente, l’ensemble des
expressions du gène j pour tous les individus est noté x(k).j .
L’ensemble des mesures de la classe k = 1, 2 est notée Ck et contient nk individus :
Ck =
{
x(k)i. , i = 1, ..., nk
}
.
Cet ensemble est supposé être un échantillonnage de l’ensemble Ck contenant toutes
les mesures possibles de la classe k.
Les lignes de x(k) sont supposées être des réalisations d’une variable aléatoire réelle
multivariée X(k). La jème composante de X(k), notée X(k)j , est la variable aléatoire
réelle modélisant le comportement de l’expression du gène j dans la classe k. De plus,
les variables X(k) sont supposées être des variables de densité fk : Rp 7→ R.
Les variables aléatoires que nous considérons admettent toujours un moment d’ordre
2 :
– pour une variable univariée X, la variance var(X) est notée σ2 = E
(
(X− E(X))2),
– pour une variable multivariée X, la matrice de variance covariance var(X) est
notée Σ = E
(
(X − E(X))(X − E(X))>).
Lorsque les variables considérées sont supposées gaussiennes, les notations adop-
tées sont les suivantes :
(a) du point de vue univarié, pour le gène j et la classe k, X(k)j ∼ N (µ(k)j , σ(k) 2j ) ;
(b) du point de vue multivarié, pour la classe k, X(k) ∼ N (µ(k),Σ(k)).




























L’estimation usuelle non biaisée de la matrice de variance covariance de l’échan-









































Enfin, la variable modélisant l’appartenance d’un échantillon à une classe donnée
est notée Y. C’est une variable discrète à deux modalités y1 = −1 et y2 = 1. Ainsi
la probabilité pour un individu d’appartenir à la classe k s’exprime comme étant la
probabilité que la variable Y soit égale à yk, elle est notée pik :
pik = P(Y = yk).
1.1 Méthodes de classification et de régression régularisées
Nous nous intéressons aux méthodes de classification régularisées. Classer des in-
dividus demande de disposer d’une base d’apprentissage, dont les classes sont par-
faitement connues, sur laquelle apprendre une fonction de classification qui permettra
de prédire la classe de nouveaux individus. Nous notons la fonction de classification
δ. δ est telle qu’elle permet d’attribuer la classe 1 ou 2 à un nouvel individu z :
Rp → {y1, y2}
z 7→
{
y2 si δ(z) > 0
y1 sinon
Le cas qui nous intéresse dans ce paragraphe est le cas où la fonction δ est une fonction
affine, et peut donc se mettre sous la forme
δ : z 7→ β>z + β0, (1.1)
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avec β ∈ Rp et β0 ∈ R les paramètres de la fonction de classification. Le but des
méthodes de régression et de classification présentées ci-après est de déterminer les
paramètres (β, β0).
Nous entendons par méthode régularisée toute méthode de régression ou de clas-
sification qui permet de déterminer une fonction de classification tout en contrôlant
sa norme. Dans une première partie, nous présentons l’exemple de la régression aux
moindres carrés ordinaire (Ordinary Least Squares, noté OLS dans la suite) pour me-
surer l’intérêt de la régularisation, suivie de méthodes de régressions régularisées
classiques. Il est à noter que les méthodes de régression permettent de déterminer
β en considérant la variable des classes comme une variable continue. La prédiction
ŷ = β>z+ β0 sera donc continue. La méthode choisie pour discrétiser la prédiction est
présentée à la suite des méthodes de régressions régularisées. Dans une seconde par-
tie, nous présentons les machines à vecteurs de support (SVM), méthode de classifica-
tion régularisée couramment utilisées dans l’analyse de puces à ADN [Speed, 2003].
Enfin, les techniques de validation croisée que nous utilisons pour déterminer le pa-
ramètre de régularisation des méthodes présentées ainsi que pour estimer les perfor-
mances en classification sont détaillées.
1.1.1 Méthodes de régression
Exemple de la régression OLS : besoin de régularisation. Soit X = (Xj, j = 1, ..., p)
et Y des variables aléatoires ayant un moment d’ordre 2. Sans perte de généralité, nous
supposons que les variables X et Y sont centrées. On cherche à prédire Y en fonction
des variables présentes dans le vecteur X.
Définition 1 (Régression OLS)
On appelle prédicteur OLS de Y en fonction de X la variable aléatoire γ(X), com-




Il est noté Ŷ(X).
Théorème 1 (Coefficients de régression)
Les coefficients du prédicteur OLS de Ŷ(X) sont notés β et valent :
β = var(X)−1 cov(X, Y). (1.3)
Démonstration : La fonction γ minimisant le critère 1.2 est linéaire. γ(X) sera donc noté
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)2 − 2γ>XY +Y2)
= γ>E(X>X)γ− 2γ>E(XY) + E(Y2)
= γ> var(X)γ− 2γ> cov(X, Y) + E(X2).
La fonction f à minimiser étant quadratique (et convexe) en γ, il suffit d’annuler sa
dérivée pour trouver son minimum :
∂ f
∂γ
(γ) = 2 var(X)γ− 2 cov(X, Y) = 0.
Nécessairement, les coefficients de l’application linéaire minimisant l’erreur quadra-
tique sont :
β = arg min
γ∈Rp
f (γ) = var(X)−1 cov(X, Y).






avec x la matrice des mesures préalablement centrées.
L’équation (1.3) montre qu’estimer β peut se faire en calculant l’inverse de l’esti-
mation de la matrice de variance covariance à partir des échantillons x. Or , dans le
cas où n < p ou en présence de multicolinéarité entre variables, la matrice de variance
covariance empirique pour des variables centrées S = 1/(n− 1)x>x n’est pas inver-
sible, et utiliser l’estimateur β̂ols de l’équation (1.4) n’est plus possible. Il faut donc
utiliser une pseudo-inverse ou introduire un système de contraintes. Ce second cas
est étudié dans la suite de ce chapitre au travers des méthodes de régression LASSO
[Tibshirani, 1996], de régression Ridge RR [Hoerl and Kennard, 1970] et de régression
aux moindres carrés partiels (ou Partial Least Squares Regression notée PLS-R dans la
suite) [Höskuldsson, 1988].
Le double intérêt de ces contraintes sera d’une part de résoudre le problème du
mauvais conditionnement des données et d’autre part de diminuer l’erreur quadra-
tique moyenne (Mean Square Error, MSE) de l’estimateur ainsi transformé. La MSE




















Parmi tous les estimateurs sans biais, l’estimateur β̂ols de l’équation (1.4) est celui de
variance minimale. Les estimateurs que nous allons détailler dans la suite sont vo-
lontairement de biais non nul mais de variance inférieure à celle de l’estimateur β̂ols
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de sorte à avoir une MSE inférieure. Nous montrons également, pour la RR et la ré-
gression LASSO, que cette estimation de β est essentiellement basée sur un estimateur
différent de var(X) qui a une MSE inférieure à celle de l’estimateur non biaisé clas-
sique S. Cette présentation est à rapprocher d’un travail récent de Witten et Tibshirani
[Witten and Tibshirani, 2009].
Régression Ridge. Hoerl et Kennard en 1970 [Hoerl and Kennard, 1970] présentent
la régression Ridge permettant de déterminer les coefficients de l’estimateur OLS dans




‖y− xβ‖2 t.q. ‖β‖2 ≤ t,
avec t un paramètre réel positif. La forme duale de ce problème d’optimisation est
min
β
‖y− xβ‖2 + λ ‖β‖2 ,
avec λ un nouveau paramètre réel positif.
On peut montrer que la solution de ce problème d’optimisation quadratique est
β̂ridge = (x>x + λI)−1x>y.




n− 1 I (1.6)
pour la matrice de variance covariance de X.
Une alternative à la RR est la régression LASSO [Tibshirani, 1996] qui permet de
sélectionner des variables d’intérêt tout en contraignant la norme de β.
Régression LASSO. La régression LASSO optimise le critère suivant :
J(λ) = min
β∈Rp
‖y− xβ‖2 + λ|β|,
où |β| = ∑pj=1 |β j|. Minimiser ce critère ne peut se faire par des méthodes d’optimisa-
tion de critères quadratiques sous contraintes linéaires. L’algorithme le plus répandu
pour calculer la solution de ce problème d’optimisation est basé sur la « régression aux
moindres angles » (Least Angle Regression) [Efron et al., 2002]. La régression LASSO a
comme propriété intéressante d’ajuster un modèle linéaire parcimonieux aux données.
La régularisation de l’estimation de la matrice de variance covariance apparaît plus






avec W la matrice diagonale contenant les coefficients
∣∣∣β̂lassoi ∣∣∣ et W− l’inverse généra-
lisée de W.
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Régression Partial Least Squares. Dans cette partie, nous introduisons la régression
PLS-R et nous concentrons sur les propriétés de régularisation de l’estimateur de la
PLS-R pour β. Les mesures x représentent l’espace des prédicteurs alors que le vecteur
y est la réponse à prédire. Nous considérons dans la suite que x et y sont centrées.
La PLS-R est utilisée pour résumer les données x sous la forme d’un ensemble de
variables latentes T = (t1, ..., tm) qui serviront à prédire y. Les variables latentes sont
construites de sorte que leur covariance avec y soit maximale. Höskuldsson [Höskuldsson, 1988]
montre que la première composante PLS-R t1 = xw1 est obtenue en maximisant le cri-
tère de Tucker suivant [Tucker, 1958] :
w1 = arg max
w/‖w‖=1
cov2(xw, y). (1.7)
Les composantes suivantes th, h = 2, ..., m sont également choisies de sorte à maxi-
miser leur covariance avec y sous la contrainte supplémentaire que toutes les compo-
santes soient orthogonales deux à deux. La contrainte d’orthogonalité est respectée par
une procédure de « déflation » de x, i.e. en éliminant dans les données l’information
obtenue par projection de x sur l’espace engendré par t1, ..., th−1 : xh−1 = x−P⊥t1,...,th−1 x
avec P⊥ l’opérateur de projection orthogonale. La composante th est ensuite obtenue
en résolvant le problème d’optimisation (1.8).
wh = arg max
w/‖w‖=1
cov2(xh−1w, y). (1.8)
Enfin, le vecteur des poids de la régression βˆPLS(h) défini ci-dessous (1.9) est déter-
miné
yˆPLSh = P⊥t1,...,th y = xβˆPLS(h). (1.9)
Il servira à prédire le vecteur des classes d’un modèle à h composantes.
Proposition 1
Soit s = xTy, C = xTx et Kh =
[
s Cs C2s ... Ch−1s
]
. Le vecteur βˆPLS(h) peut s’expri-
mer ainsi :
βˆPLS(h) = Kh(K>h CKh)
−1K>h s. (1.10)
La preuve de cette proposition 1 est donnée par exemple dans [Manne, 1987] et [Helland, 1988].
Le corollaire suivant en est déduit :
Proposition 2





où Kh(C, s) = vect{s, Cs, C2s, ..., Ch−1s}
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Ce corollaire, dont la preuve est détaillée dans [Tenenhaus et al., 2008], montre que
PLS-R peut s’exprimer comme une version régularisée de la régression aux moindres
carrés ordinaires, tout comme la régression LASSO ou la régression Ridge. Cette régu-
larisation s’effectue de manière implicite et peut s’interpréter comme l’optimisation
d’un critère des moindres carrés dont la solution est recherchée dans un espace de
dimension plus petite que Rp.
Obtenir une fonction de classification avec une méthode de régression. Pour les
méthodes de régression, calculer β ne suffit pas lorsque le caractère à prédire Y est
un caractère nominal. Il faut encore déterminer un seuil c à appliquer à la prédiction
ŷ = β̂>z + β̂0 (z étant un nouvel individu dont la classe est à prédire) pour obtenir la
fonction de classification suivante :
z ∈ Rp 7→
{
1 si δ(z) = β̂>z + β̂0 > c
−1 sinon
Pour positionner ce seuil, nous nous servons de courbes ROC (Receiver Operating
Characteristic) (voir par exemple [Lasko et al., 2005]) : le seuil c doit optimiser à la
fois la spécificité et la sensibilité de la fonction de classification. La spécificité spe et la








xi ∈ C1 xi ∈ C2
βxi + β0 > c VP FP
βxi + β0 ≤ c FN VN
TABLE 1.1 – Notations utilisées pour qualifier la prédiction de la classe de l’individu
xi en fonction d’un certain seuil β0 à fixer. Les cases du tableau se lisent avec le code
suivant : V = vrai, F = faux, P = positif et N = négatif. Par exemple, VP correspond
donc au nombre de vrais positifs.
Il est classique d’utiliser le seuil optimal copt suivant :
copt = arg max
c∈R
√
(1− sen(c))2 + (1− spe(c))2,
ce qui permet d’obtenir une valeur de c pour laquelle à la fois la sensibilité et la spéci-
ficité sont proches de 1.
La détermination de ce seuil c n’est pas nécessaire lorsqu’une méthode de classifi-
cation, comme les SVM, est utilisée.
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1.1.2 Les Support Vector Machines : une méthode de classification régula-
risée de référence
Les SVM sont une méthode de classification introduites par [Cortes and Vapnik, 1995]
basée sur la notion d’hyperplan séparateur optimal. On parle également de sépara-
teurs à vastes marges, car cette méthode permet de maximiser la distance des obser-
vations à l’hyperplan séparateur (la marge) [Burges, 1998].
La fonction de classification recherchée est affine δ(x) = β>x + β0 et permet de
décider qu’une mesure appartient à la classe k si δ(x) est du signe de yk. La distance





avec ‖β‖2 = ∑pj=1 β2j . Choisir l’hyperplan de marge maximale revient à résoudre le






Notons les deux hyperplans caractérisant les marges de la façon suivante (z ∈ Rp) :
βz + β0 = 1 et
βz + β0 = −1.
On peut alors montrer que la distance entre ces deux hyperplans vaut l’inverse de
1




2 ‖β‖2 est théoriquement équivalent, mais le
deuxième problème est plus facile à résoudre numériquement par des méthodes d’op-
timisation quadratique. Le facteur 12 a été rajouté pour des commodités d’écriture.
Ainsi, dans le cas où les classes sont linéairement séparables, le problème initial de





t.q. ∀k = 1, 2, ∀i = 1, ..., nk, yk(β>x(k)i. + β0) ≥ 1
Quand les classes ne sont pas séparables linéairement, il faut introduire des va-
riables ξ(k)i ≥ 0 qui permettent de relâcher les contraintes et donc de réaliser un com-
promis entre largeur de marge et taux d’erreur :
yk(β>x
(k)
i. + β0) ≥ 1− ξ(k)i .











t.q. ∀k = 1, 2, ∀i = 1, ..., nk, yk(β>x(k)i. + β0) ≥ 1− ξ(k)i
∀k = 1, 2, ∀i = 1, ..., nk, ξ(k)i ≥ 0
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Ainsi posé, c’est un problème d’optimisation d’un critère convexe sous contraintes
linéaires, qui admet une unique solution [Faurre, 1988]. La résolution pratique de
ce problème d’optimisation s’effectue usuellement sous sa forme duale (nous avons
utilisé l’implémentation de l’algorithme LIB-SVM effectuée dans la librairie R e1071
[Dimitriadou et al., 2006]).
Une variante des SVM [Bradley and Mangasarian, 1998] propose de résoudre le
problème d’optimisation linéaire sous contraintes suivant :





t.q. ∀k = 1, 2, ∀i = 1, ..., nk, yi(β>xi + β0) ≥ 1− ξ(k)i
∀k = 1, 2, ∀i = 1, ..., nk, ξ(k)i ≥ 0
avec |β| = ∑pj=1 |β j|. Le problème (1.13) est plus adapté que les SVM classiques à des
problèmes parcimonieux (en β). Nous noterons cette méthode LP-SVM (Linear Pro-
gramming Support Vector Machines), en rapport avec le fait que des algorithmes de
programmation linéaire sont mis en œuvre pour résoudre le problème d’optimisation
1.13. Nous avons utilisé la librairie R lpSolve pour implémenter les LP-SVM.
1.1.3 Validation croisée
Les algorithmes de classification présentés dépendent d’un paramètre de régula-
risation qui a une influence importante sur les performances du classifieur calculé. Si
on note dans le cas général C ce paramètre, on aura donc, à la fin de l’algorithme, une
estimation de l’hyperplan séparateur :
(β̂(C), β̂0),
ce paramètre doit être déterminé en utilisant des techniques de validation croisée, de
façon à éviter le « sur-apprentissage » de la fonction de classification sur les données
de la base d’apprentissage. Ceci peut se faire en évaluant les performances de classifi-
cation sur un échantillon n’ayant pas participé à la construction du modèle.
Pour estimer un taux d’erreur, nous avons choisi la validation croisée dite de Monte
Carlo (Monte Carlo cross validation, MCCV), qui, à chaque itération de l’algorithme
présenté sur la figure 1.2, choisit les échantillons d’apprentissage et de test par par-
tition aléatoire de l’échantillon initial. Cette procédure est répétée B = 100 fois, ce
qui est suffisant pour estimer en moyenne un taux d’erreur de classification et permet
d’avoir une précision suffisante pour comparer deux méthodes de classification. Cette
méthode permet de déterminer précisément le taux d’erreur, mais pour déterminer
l’ensemble des paramètres de régularisation, nous préférons utiliser une validation
croisée du type k-fold (avec k = 10), qui présente l’avantage de pouvoir estimer gros-
sièrement le taux d’erreur bien plus rapidement que la MCCV. L’algorithme à la base
de ces deux méthodes est le même, et est représenté figure (1.1). La différence se situe







Paramètre optimal (Copt) : k-fold




FIGURE 1.1 – Validation croisée pour déterminer un paramètre de l’algorithme de clas-
sification ou pour calculer un taux d’erreur.
L’algorithme utilisé pour mettre en œuvre la validation croisée à ces deux niveaux
est représenté sur la figure 1.2 : la MCCV est utilisée pour estimer le taux d’erreur de
classification (avec un nombre d’itérations B = 100) et les k-fold pour déterminer à
chaque itération de la MCCV pour estimer l’ensemble des paramètres de la méthode
de classification utilisée.
Dans un contexte de classification en très grande dimension, les méthodes de clas-
sification présentées ne suffisent plus à déterminer un classifieur performant. En effet,
dans le cas des puces à ADN, le nombre de variables est de l’ordre de plusieurs di-
zaines de milliers (par exemple p = 54675 pour la puce hgu133plus2 d’Affymetrix),
pour un nombre d’individus de l’ordre de la centaine, voire de la dizaine. Il faut donc
accompagner la classification d’une réduction importante de la dimension du pro-
blème pour garantir un bon pouvoir de généralisation de la fonction de classification.
1.2 Gestion de la très grande dimension : de n p à n < p
Dans [Cornuéjols et al., 2002], les méthodes permettant de réduire la dimension du














FIGURE 1.2 – Validation croisée pour déterminer un paramètre de l’algorithme de clas-
sification ou pour calculer un taux d’erreur.
attributs sont déterminés soit par sélection, soit par extraction.
La sélection d’attributs consiste, dans le cas de la classification binaire, à associer
à chaque variable un score représentant son pouvoir de discrimination entre les deux
classes. Pour ce faire, on utilise
(i) soit des méthodes filter, c’est-à-dire des méthodes statistiques basées sur des tests
d’hypothèses univariés ou multivariés, le score associé à chaque variable est une
p-value ;
(ii) soit des méthodes wrapper, c’est-à-dire des méthodes de classification, le score
associé à chaque variable est son « importance » dans la fonction de décision
calculée,
(iii) soit des méthodes dites embedded comme l’élimination récursive d’attributs (Re-
cursive Feature Elimination) présentée par Guyon et al. [Guyon and Elisseeff, 2003].
L’extraction d’attributs consiste à appliquer une transformation linéaire ou non li-
néaire aux variables considérées de sorte à obtenir de nouvelles variables (le plus sou-
vent appelées composantes) en moins grand nombre. Parmi ces méthodes d’extraction
d’attributs on trouve :
(i) l’analyse en composantes principales ;
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(ii) l’analyse en composantes indépendantes ;
(iii) la PLS-R ;
(iv) les cartes auto-organisatrices de Kohonen.
Dans le cadre de la thèse, nous nous sommes limités à la réduction de dimension
par sélection d’attributs à l’aide de méthodes filter ou wrapper. Ces deux types de mé-
thodes ont comme objectif d’identifier les gènes différentiellement exprimés, c’est-à-
dire les gènes qui ont une moyenne significativement différente d’une classe à l’autre.
Une comparaison de ces méthodes de sélection d’attributs est faite sur des donnée
simulées. Les critères de comparaison sont la robustesse de la méthode par rapport
aux paramètres en œuvre dans la simulation des données et l’identification des gènes
différentiellement exprimés.
1.2.1 Méthodes filter
Les tests d’hypothèse utilisés en analyse différentielle et dans les logiciels d’ana-
lyse de profils d’expression, comme ArrayAssist (le logiciel d’Affymetrix) ou GeneS-
pring (le logiciel d’Agilent), sont des tests univariés classiques paramétriques, comme
le test de Student, ou non paramétriques, comme le test de Mann-Whitney. Ces tests
sont détaillés par exemple dans [Saporta, 2006] ou [Zar, 1999]. D’autres tests ont été
développés spécifiquement pour les puces à ADN, utilisant le fait que les gènes ont
des expressions qui ne sont pas indépendantes les unes des autres [Smyth, 2004],
[Zuber and Strimmer, 2009]. Ces derniers tests sont parfois disponibles dans les logi-
ciels d’analyse commerciaux, mais ils sont surtout disponibles librement sous la forme
de librairies R.
Nous supposons être dans le cas de données non appariées, c’est à dire que les
deux classes d’individus sont indépendantes ; très pratiquement, cela signifie que les
patients recrutés dans chaque classe sont « différents » d’une classe à l’autre.
Ratio d’expression. La mesure communément admise chez les biologistes de cette
différence est le ratio d’expression, également appelé Fold-Change (et donc abrégé en
FC par la suite). Pour des données en échelle logarithmique :
FC = x1 − x2,
ou même parfois
FC = signe(x1 − x2)2|x1−x2|,
dépendant de la normalisation appliquée au jeu de données.
Statistique basée sur les moyennes géométriques. Une première méthode de fil-
trage est présentée dans [Breitling et al., 2004] et est très similaire au FC. La procédure
décrite dans cet article est assez intuitive : elle consiste à calculer des ratios d’expres-
sion (RE) pour tous les individus. Ces RE servent ensuite à calculer des rangs qui sont
ensuite moyennés pour obtenir un rang global, appelé dans l’article Rank Product
23
(RP). Ainsi plus ce dernier est petit, plus le gène en question est différentiellement
exprimé.
On note ik l’individu courant de la classe k : pour chaque individu de la classe C1,









avec rj(i1, i2) = x
(1)
i1 j
/x(2)i2 j . La significativité de ces rpj est calculée par une procédure
de permutations.
Test de Mann-Whitney. Le test de Mann-Whitney (ou test de Wilcoxon-Mann-Whitney)
teste si deux échantillons i.i.d. de mesures effectuées sur un même gène j x(1)ij , i =
1, ..., n1 et x
(2)
ij , i = 1, ..., n2 ont des médianes significativement égales (voir [Mann and Whitney, 1947]
ou plus récemment [Zar, 1999]). Les hypothèses nulles et alternatives sont respective-
ment :
H0 : « médianes identiques »,HA : « médianes différentes ».
C’est un test non paramétrique qui ne nécessite donc aucune hypothèse sur la loi sui-
vie par les deux échantillons. Ce test est un test bilatéral au niveau de confiance α.
On calcule la statistique suivante




avec r1 la somme des rangs attribués aux mesures de la classe C1 dans le classement
par valeurs croissantes des deux échantillons fusionnés.
Les p-valeurs associées à la statistique u1 sont soit tabulées, soit calculables par
l’approximation suivante sous l’hypothèse nulle :(
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→ N (0, 1).
Lorsque l’on ne peut formuler d’hypothèses sur la distribution des variables aléa-
toires sous-jacentes , il est d’usage d’utiliser un test non paramétrique comme le test de
Mann-Whitney que nous venons de voir. Cependant, lorsque les données sont gaus-
siennes, on perd en puissance à utiliser ce test non paramétrique plutôt que son équi-
valent paramétrique, le test de Student (t-test en anglais).
Test de Student Contrairement au test de Mann-Whitney, le test de Student fait l’hy-
pothèse que les deux échantillons de mesures sur le gène j x(1)ij , i = 1, ..., n1 et x
(2)
ij , i =
1, ..., n2 suivent respectivement une loi gaussienneN (µ(1)j , σ(1) 2j ) etN (µ(2)j , σ(2) 2j ). Les
hypothèses nulle et alternative sont les suivantes :
H0 : µ(1)j = µ(2)j ,HA : µ(1)j 6= µ(2)j .
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Supposons que, comme c’est le cas pour l’analyse de puces à ADN, σ(1) 2j et σ
(2) 2
j
sont inconnues. On distingue alors deux cas :
1. σ(1) 2j = σ
(2) 2
j , la statistique utilisée sera :
T1 =
x(1)j − x(2)j√






) ∼ T (n1 + n2 − 2)













n1 − 1 +
1− c2
n2 − 1, avec c =
s(1) 2j /n1




La deuxième version de ce test est également appelée test d’Aspin-Welch.
Le test de Student est robuste à la violation des hypothèses de normalité des échan-
tillons et au fait que les échantillons soient petits [Zar, 1999]. C’est un test très utilisé
pour identifier des gènes différentiellement exprimés.
Test de Student modéré Le test de Student modéré décrit dans [Smyth, 2004] est
basé sur l’hypothèse que l’estimation de la variance de chaque gène doit prendre
en compte l’ensemble des valeurs d’expression. Cela permet d’éviter le fait que des
sondes d’expression parfois très faibles se retrouvent considérées comme différentiel-
lement exprimées.
Pour chaque gène j = 1, ..., p, on a
H0 : µ(1)j = µ(2)j etHA : µ(1)j 6= µ(2)j ,

















Les paramètres s0 et d0 sont estimés à partir de l’ensemble des mesures, d est le nombre
de degrés de libertés de la statistique non modérée et s2j la variance poolée.
Cette statistique est encore une statistique de Student, mais elle n’est plus radica-
lement univariée, elle prend en compte le niveau d’expression des autres gènes.
Test du T2 de Hotelling Les tests univariés font l’hypothèse que les gènes sont indé-
pendants. Or cette hypothèse n’est pas en accord avec l’existence de réseaux de régula-
tions génétiques. Les statistiques multivariées de Hotelling ([Lu et al., 2005] ,[Guillot et al., 2007])
permettent de tenir compte des relations existants entre gènes. Pour réaliser ce test,
on se place dans le cadre multivarié : soit deux variables multivariées gaussiennes
X(1) ∼ N (µ(1),Σ(1)) et X(2) ∼ N (µ(2),Σ(2)). Les hypothèses nulle et alternative sont
H0 : µ(1) = µ(2) etHA : µ(1) 6= µ(2),










avec W un estimateur de la matrice de variance covariance poolée. On peut montrer
que cette statistique suit une loi de Fisher.
Cette statistique ne peut être calculée que sur un sous-ensemble très restreint de
gènes, car il est nécessaire pour la calculer d’inverser une matrice de variance cova-
riance empirique (ce qui n’est pas possible si le nombre de gènes considérés est trop
important). Le but de la procédure est finalement de trouver le plus grand sous en-
semble de gènes pour lequel le test du T2 de Hotelling dit que µ(1) 6= µ(2) de façon
significative.
La procédure décrite dans [Lu et al., 2005] est coûteuse en temps de calcul car elle
nécessite de parcourir l’ensemble des groupes de gènes possibles. Pour utiliser la
procédure de [Guillot et al., 2007], l’utilisateur doit lui-même fixer la taille des sous-
ensembles de gènes à considérer ainsi que le nombre de ces sous ensembles. Pour ces
raisons, bien que ces tests soient prometteurs, ils sont en pratique difficilement utili-
sables.
Classement des variables par « cat-score ». Calculer une statistique de Student pour












avec V̂ une matrice diagonale contenant les estimations des variances poolées de
chaque gène. Zuber et Strimmer [Zuber and Strimmer, 2009] proposent de considérer
que V̂ correspond au cas où les variables sont décorrélées. Pour prendre en compte la
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corrélation existant entre les variables, matérialisée par la matrice de corrélation P, ils












avec P̂ l’estimée de la matrice de corrélation.
Dans le cas n < p, l’estimateur classique de la matrice de corrélation n’est plus dé-
fini positif. L’estimateur P̂ utilisé dans [Zuber and Strimmer, 2009] est celui présenté
par Schäfer et al. dans [Schäfer and Strimmer, 2005b].
Rappelons que le but des tests présentés est de sélectionner un nombre de variables
très inférieur au nombre initial de variables. À l’issue des tests proposés, un ordonnan-
cement des gènes est proposé. Nous n’appliquons pas de correction des tests multiples
car cet ordre n’est pas impacté par ce type de correction.
1.2.2 Méthodes wrapper
Les méthodes de classification utilisées comme méthodes de sélection d’attributs
sont appelées méthodes wrapper. On se sert de l’importance qu’a une variable dans la
fonction de classification pour déterminer si le gène correspondant est significative-
ment différentiellement exprimé : plus |β j| est grand, plus son rôle est important dans
la fonction de classification et plus le gène j est considéré comme différentiellement
exprimé.
Le tableau 1.2 résume les différents problèmes d’optimisation associés à chacune
des méthodes précédemment décrites.
Méthode de classification Expression du problème d’optimisation
SVM minβ∈Rp 1n ∑
n
i=1 max(0, 1− yiβ>xi) + λ‖β‖2
LP-SVM minβ∈Rp 1n ∑
n
i=1 max(0, 1− yiβ>xi) + λ|β|
RR minβ∈Rp ‖y− β>x‖2 + λ‖β‖2
PLS-R minβ∈Kh ‖y− β>x‖2
LASSO minβ∈Rp ‖y− β>x‖2 + λ|β|
TABLE 1.2 – Expression des problèmes d’optimisation pour chaque méthode de classi-
fication.
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1.2.3 Comparaison des différentes méthodes d’analyse différentielle sur
des données simulées
La capacité des méthodes présentées à identifier correctement des gènes différen-
tiellement exprimés sera évaluée à l’aide de courbes ROC.
Pour simuler des données, nous avons utilisé deux méthodes. Elles consistent à ti-
rer des réalisations indépendantes d’une variable aléatoire gaussienneN (µ(k),Σ(k)), k =
1, 2, avec
1. µ(1) = 0Rp et µ(2) qui varie selon la méthode de simulation utilisée :
(a) différences discrètes, pour chaque gène j, la différence entre les deux moyennes
suit une loi de Bernoulli de paramètre noté v ∈]0; 1[, µ(2)j − µ(1)j ∼ B(v),
(b) différences gaussiennes, µ(2) − µ(1) ∼ N (0, σ2 I) ;
2. les Σ(k) qui sont des matrices de variance-covariance inspirées directement de
données réelles (les données Golub) : ce sont des sous-matrices de taille p × p
des matrices de variance covariance empiriques de chaque classe des données.
La méthode utilisée pour réaliser cette inférence est la méthode régularisée de
[Schäfer and Strimmer, 2005b].
La différence entre ces deux types de simulation se situe au niveau de µ(2). Les
deux modèles de différences sont tels que le nombre de gènes différentiellement ex-
primés soit de 5%.
Nous avons fixé n = 50 et p = 1000. Pour le modèle de différences discrètes, les
résultats sont matérialisées par les courbes ROC des figures 1.3(a) et 1.3(b). Pour le
modèle de différences gaussiennes, les courbes ROC sont représentées sur les figures
1.3(c) et 1.3(d). D’autres simulations ont été effectuées en faisant varier les valeurs des
paramètres p et n (cf. annexe A).
Ces figures nous montrent que le comportement de toutes ces méthodes dépend
beaucoup de la différence existant réellement entre les deux classes d’individus. Il est
difficile de dire quel est le modèle qui a le plus de pertinence biologique, mais il est cer-
tain qu’il faut choisir la méthode la plus robuste par rapport aux différentes situations
que nous avons choisies de modéliser. Les méthodes wrapper ne sont jamais meilleures
que les méthodes filter et elles sont de plus gourmandes en temps de calcul à cause de
la nécessité de faire de la validation croisée, elles ne sont donc pas retenues. Les mé-
thodes de filtrage par FC ou par statistique de Student sont les plus intéressantes. La
première car elle est très facile et rapide à calculer et parce qu’elle est robuste « biolo-
giquement » et la deuxième pour sa robustesse. Nous retenons donc en premier lieu
le filtrage par FC, accompagné, si besoin d’un filtrage par test de Student.
1.3 Démarche complète de classification de données transcrip-
tomiques
Dans cette section, nous présentons la méthodologie utilisée par la suite pour























































































































(d) Méthodes filter, modèle gaussien
FIGURE 1.3 – Comparaison des performances des méthodes de sélection d’attributs sur
deux modèles de simulations : en haut les différences entre les moyennes des deux
classes sont discrètes, tandis qu’en bas les différences sont continues. Les figures de
gauche représentent la comparaison des méthodes de type wrapper, celles de droites
des méthodes de type filter. Les données simulées utilisées pour cette comparaison
comportent n = 50 individus (25 par classe) pour p = 100 variables.
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[Ambroise and McLachlan, 2002],[Zhu et al., 2008], [Boulesteix et al., 2008]. Ces articles
donnent comme règle d’or d’intégrer la sélection d’attributs dans la validation croisée.
L’algorithme choisi est représenté sur la figure 1.4. Après sélection de variables sur le
jeu d’apprentissage (par une méthode de type filter ou wrapper), une fonction de clas-













FIGURE 1.4 – Algorithme de classification de données transcriptomiques.
Les paramètres de cet algorithme sont :
(a) l’ensemble des paramètres de régularisation de la méthode de classification ou de
régression utilisée, déterminés par k-fold, k étant fixé à 10.
(b) le nombre de gènes retenus lors de la sélection d’attributs. Nous appliquons de
façon générale un filtrage basé sur le FC avec un nombre fixe de gènes sélectionnés
à chaque itération.
(c) le nombre de gènes dans la signature moléculaire. Le nombre de gènes dans la
signature moléculaire n’est pas fixé a priori. On choisit usuellement de ne garder
que les gènes qui apparaissent dans plus de 50 % des listes de gènes différen-
tiellement exprimés calculés pendant les phases d’apprentissage. Cette méthode
empirique est justifiée par le diagramme présenté figure 1.5, qui montre que le
nombre d’occurrences des gènes sélectionnés par la méthode de filtrage est une


















FIGURE 1.5 – Histogramme des occurrences de chaque gène sélectionné dans au moins
une étape de sélection d’attributs. Exemple sur les données réelles de Golub et et al.
ALL/AML [Golub et al., 1999].
1.4 Discussion et perspectives
Les méthodes de régression régularisées détaillées dans cette partie font appel à
l’inférence de matrice de variance covariance, comme le montre notamment l’équa-
tion 1.3. Nous montrons dans la partie suivante comment nous utilisons cette caracté-
ristique pour intégrer l’information contenue dans un graphe.
Nous avons vu dans cette partie une méthodologie permettant de classer des don-
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nées de puce à ADN. Cette méthodologie a été en partie déterminée par une étude sur
des données simulées. La structure de covariance a été intégrée de manière empirique
dans le modèle en inférant pour chaque classe une matrice de variance covariance à
partir d’un jeu de données réelles. Nous montrons dans la partie suivante un modèle
de simulation de données gaussiennes prenant en compte un graphe d’indépendances
conditionnelles. Il conviendra, dans un travail ultérieur, d’enrichir ce modèle de simu-
lation en intégrant des sources de bruit biologique.
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Chapitre 2
Intégration de réseaux de
régulations génétiques dans la
classification de données
transcriptomiques
Nous avons vu dans la partie précédente que la classification de données microar-
ray est fortement contrainte par le fait que le nombre de variables est très supérieur
au nombre de mesures. Toute information supplémentaire est donc bienvenue pour
améliorer les performances de la fonction de classification. Les réseaux de régulations
génétiques (RRG) sont une de ces sources d’information que nous nous proposons
d’intégrer.
Le dogme central de la biologie, présenté sur la figure 2.1, définit comment l’infor-
mation contenue dans l’ADN, les gènes, est transformée en une protéine opération-
nelle permettant de déclencher le phénotype pour lequel le gène code.
Sans remettre en cause ce dogme, il est possible de décrire la dynamique de syn-
thèse des protéines comme un ensemble d’interactions entre de multiples molécules :
métabolites, protéines, ARN (ARNs messagers, petits ARNs interférents, ARNs de
transfert etc. ). Un RRG correspond à l’impact qu’ont toutes ces interactions sur le
transcriptome. Nous supposons que chaque RRG est particulier d’une situation bio-
logique. Ainsi, dans une expérience à deux classes, on peut disposer de deux RRG
différents.
Les méthodes de l’état de l’art intégrant un RRG dans un processus de classifica-
tion ([Rapaport et al., 2007], [Li and Li, 2008], [Zhu et al., 2009], [Binder and Schumacher, 2009])
ne sont capables d’intégrer qu’un seul RRG supposé commun à toutes les classes. Elles
réalisent de plus l’intégration de ce graphe en contraignant la détermination de la
fonction de classification de telle sorte que deux variables connectées dans le graphe
aient des poids proches dans la fonction de classification. Ces méthodes n’ont pas
comme but d’améliorer la qualité de la prédiction, mais l’amélioration de l’interpréta-
bilité du modèle.
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FIGURE 2.1 – Dogme central de la biologie moléculaire : l’information contenue dans la
molécule d’ARN est transcrite dans une molécule d’ADN. Après épissage, l’ARN est
ensuite traduit en une suite d’acides aminés : une protéine. La protéine obtenue subit
éventuellement un ensemble de traitements avant de devenir opérationnelle. Chacune
de ces étapes peut être régulée par d’autres molécules produites par d’autres gènes.
Nous proposons de réaliser l’intégration d’un ou plusieurs graphes dans une ana-
lyse discriminante de Fisher en utilisant l’information contenue dans ces graphes pour
régulariser l’estimation des matrices de variance covariance. Cette manière d’intégrer
le graphe ne respecte pas la contrainte imposée par les méthodes de l’état de l’art, à
savoir que deux variables connectées dans le graphe doivent avoir des poids proches
dans la fonction de classification. Mais nous montrons que sous certaines conditions,
les performances de classification sont améliorées significativement.
2.1 Méthodes de l’état de l’art
Les graphes que nous considérons dans la suite de l’exposé sont définis comme
suit.
Définition 2
Un graphe G fini, non dirigé, non valué d’ordre p ∈ N∗ est défini par l’ensemble
de ses nœuds V = {1, ..., p} (vertices) et de ses arêtes E ⊂ {{i, j} , i ∈ V, j ∈ V}
(edges). Deux nœuds i et j sont reliés (on dit également adjacents) dans G dès que
{i, j} ∈ E.
(i) on notera i ∼ j lorsque deux nœuds i et j sont reliés dans le graphe G.
(ii) G est vide dès que l’ensemble de ses arêtes est vide.
(iii) G est complet dès que E = {{i, j} , i ∈ V, j ∈ V}.
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(iv) La matrice d’adjacence de G est une matrice de dimensions p× p, notée A :
[A]i,j
{
= 1 si i ∼ j
= 0 sinon
(v) Le degré d’un nœud est le nombre de nœuds qui lui sont adjacents.
(vi) Le Laplacien d’un graphe G de matrice d’adjacence A et de matrice diagonale
des degrés D est noté LG :
LG = D− A.
En génomique fonctionnelle, le problème de l’intégration des co-régulations entre
gènes se pose de manière récurrente : cette information peut provenir soit de bases de
données alimentées par les biologistes 1 soit d’autres expériences transcriptomiques
réalisées sur les mêmes problématiques biologiques. Dans le dernier cas, il faut mettre
en œuvre des méthodes d’inférence de RRG ([Tenenhaus et al., 2008], [Schäfer and Strimmer, 2005b],
etc.) pour extraire un graphe de ces données supplémentaires.
Des méthodes existent déjà permettant d’intégrer un graphe dans un processus
de classification [Li and Li, 2008], [Rapaport et al., 2007], [Zhu et al., 2009]. Les deux
premières méthodes utilisent le Laplacien du graphe G a priori. La troisième méthode
[Zhu et al., 2009] propose également de réaliser cette intégration sans utiliser le La-
placien du graphe, mais directement la présence ou non d’interaction entre deux va-
riables.
2.1.1 Intégration du réseau par des méthodes à noyau : transformation spec-
trale du Laplacien du graphe
Dans [Rapaport et al., 2007], une transformation spectrale est appliquée au Lapla-
cien LG du graphe G. On note λ1 ≤ λ2 ≤ ... ≤ λp les valeurs propres de LG et e1, ..., ep
les vecteurs propres correspondants. Une décomposition sur les sous-espaces propres
de LG est similaire à une décomposition de Fourier d’un signal. Si l’on projette un
vecteur sur les espaces propres correspondant aux valeurs propres les plus petites, on
peut « adoucir » ses variations tout le long du graphe, c’est-à-dire que les composantes
du vecteur correspondant à des nœuds adjacents dans le graphe seront rendues plus
proches.
Rapaport et al. propose de transformer à l’aide d’une fonction φ les valeurs propres
λj, ce qui a pour but d’atténuer l’influence des valeurs propres les plus grandes. Deux
fonctions φ ont été proposées par Rapaport et al.
– une fonction de seuillage :
φ : λ 7→
{
1 si 0 ≤ λ ≤ λ0
0 sinon
,
1. Par exemple KinBase : http://kinase.com/kinbase, Biocarta : http://www.biocarta.com/, Pa-
thway Interaction Database : http://pid.nci.nih.gov/
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qui élimine toutes les valeurs propres supérieures au seuil λ0 > 0.
– une fonction d’atténuation exponentielle :
φ : λ 7→ exp(−γλ),
avec γ un paramètre réel positif.
Une fois cette transformation effectuée, la fonction suivante est appliquée aux pro-
fils d’expression :





avec z un profil d’expression et zj l’expression du gène j. On peut montrer qu’ap-
pliquer cette fonction revient à envoyer les profils d’expressions dans un espace de







Le résultat de l’utilisation de la transformation proposée dans [Rapaport et al., 2007]
est représenté sur la figure 2.2. Un profil d’expression z et un graphe G ont été générés
indépendamment et aléatoirement. Les nœuds du graphe ont été colorés (cf. fig 2.2(a))
suivant les valeurs de z. Comme attendu, on note de fortes variations de couleur sur
le graphe. Dans un second temps, la transformation proposée par Rapaport et al. (cf.
équation (2.1)) est appliquée au vecteur z. Le résultat est présenté sur la figure 2.2(b)
et on constate un adoucissement notable des variations le long du graphe.
Rapaport et al. mettent en œuvre des SVM à noyaux utilisant le noyau Kφ. Les
auteurs ne prétendent pas améliorer les performances en classification, mais l’inter-
prétabilité biologique du classifieur au sens où si deux gènes sont connectés dans le
réseau, leurs poids dans la fonction de classification sont proches.
2.1.2 Intégration du Laplacien du graphe dans la partie quadratique de la
contrainte d’une régression elastic-net
Dans [Li and Li, 2008], les auteurs proposent d’ajuster un modèle linéaire y = xβ
aux données x pour prédire y. Leur approche consiste à optimiser le critère suivant :
J(β, c1, c2) = ‖y− xβ‖2 + c1 |β|+ c2β>LGβ
en fonction de β, où LG est le Laplacien du graphe a priori G. La solution de ce pro-
blème d’optimisation est calculée avec la méthode LASSO et mène à un modèle par-
cimonieux. Les coefficients non nuls de la fonction de classification permettent aux
auteurs de mettre en évidence les pathways à l’œuvre dans les processus biologiques
étudiés.
Les résultats présentés dans l’article [Li and Li, 2008] sur des données simulées
(inspirées de [Efron et al., 2002] et détaillées en section 2.2.4.1) montrent que cette mé-




























































































































FIGURE 2.2 – Exemple d’application d’une transformation sur le Laplacien d’un
graphe pour « adoucir » un vecteur de valeurs à travers un graphe donné. Un graphe
est généré aléatoirement d’une part. Un vecteur est généré aléatoirement d’autre part.
Sur la figure de gauche, le graphe est coloré en fonction des valeurs de ce vecteur aléa-
toire. Sur la figure de droite, les nœuds du graphe sont colorés en fonction des valeurs
prises par le vecteur transformé selon l’équation (2.1).
En revanche l’amélioration des performances en classification de données réelles n’est
pas démontrée. Nous reprenons pour cette méthode l’acronyme adopté par les auteurs
pour l’identifier : Net.
2.1.3 Intégration des arêtes du graphe dans la contrainte de l’optimisation
de SVM linéaires
La méthode network-based Support Vector Machines (NB-SVM) est présentée dans









∀i = 1, ..., N, yi(β0 + x>i β) ≥ 1− ξi
∀j ∼ k,
∣∣∣ β jwj ∣∣∣ ≤ M(j, k)∣∣∣ βkwk ∣∣∣ ≤ M(j, k) ,
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où M(j, k) = max
(∣∣∣ β jwj ∣∣∣ , ∣∣∣ βkwk ∣∣∣) et le coefficient wk est soit égal à dk, le degré de la va-
riable k dans le graphe utilisé, soit
√
dk, soit simplement 1. D’après les observations de
Zhu et al. sur des données simulées et des données réelles, le choix wk = dk, que nous
adoptons pour la comparaison, semble donner de meilleurs résultats en classification.
Les résultats obtenus sur les données simulées utilisées dans [Li and Li, 2008] montrent
une amélioration des performances de classification par rapport aux LP-SVM. En re-
vanche, les auteurs ne constatent pas d’amélioration notable sur des données réelles.
2.1.4 Une contrainte commune
Ces trois méthodes de classification permettent d’intégrer le graphe en ayant pour
objectif la même propriété de la fonction de classification : deux variables proches
dans le graphe doivent avoir des poids similaires dans la classification. Réaliser cette
propriété apparaît clairement sous la forme d’une contrainte supplémentaire lorsque





t.q. α |β|+ (1− α)β>LGβ ≤ t











αiK(xi, xj)) ≥ 1− ξi,









t.q. ∀i = 1, ..., N, yi(β0 + x>i β) ≥ 1− ξi
∀j ∼ k,
∣∣∣ β jwj ∣∣∣ ≤ M(j, k)∣∣∣ βkwk ∣∣∣ ≤ M(j, k) ,
où M(j, k) = max
(∣∣∣ β jwj ∣∣∣ , ∣∣∣ βkwk ∣∣∣).
Ces formulations montrent que les trois méthodes tendent toutes à résoudre un pro-
blème de classification avec comme contrainte supplémentaire que deux variables
connectées dans le graphe devront avoir des coefficients proches, voire identiques,
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dans la fonction de classification. Cette contrainte améliore l’interprétation par le bio-
logiste de la fonction de classification, comme le montrent les résultats présentés par
Rapaport et al., Li et Li et Zhu et al. sur des données transcriptomiques réelles. Il n’y
a cependant pas de raisons particulières pour que cela améliore les performances en
classification.
2.2 Approche proposée
Nous proposons une méthode inspirée de l’analyse discriminante, graph Constrai-
ned Discriminant Analysis [Guillemot et al., 2008a] (notée gCDA dans la suite), qui prend
en compte l’information a priori contenue dans un RRG. La contrainte explicite dans
les méthodes de l’état de l’art imposant à des coefficients de la fonction de décision
d’être identiques s’ils sont reliés dans le graphe donné a priori n’est pas explicitement
imposée à gCDA. Nous réalisons l’intégration de l’information contenue dans le RRG
en l’incorporant dans l’estimation de la matrice de variance covariance intra classes
utilisées dans l’algorithme de la FDA. Nous montrons sur des données simulées pour
lesquelles le graphe à intégrer est connu que cette méthode améliore significativement
les performances en classification.
2.2.1 Analyse Discriminante
Les méthodes d’analyse discriminante sont des méthodes de classification super-
visée abondamment décrites dans la littérature ([Fisher, 1936], [Saporta, 2006]) et plé-
biscitées par certains auteurs [Hand, 2006]. Elles sont basées soit sur la maximisation
du ratio des variances inter et intra classes pour l’Analyse Discriminante de Fisher
[Fisher, 1936], soit sur l’expression d’une fonction de décision optimale au sens du
maximum de vraisemblance pour l’Analyse Discriminante du maximum de vraisem-
blance. Nous nous concentrons sur l’analyse discriminante de Fisher. Elle se déroule
en deux étapes :
1. la première consiste à déterminer une transformation linéaire permettant de mi-
nimiser la dispersion à l’intérieur de chaque classe et de maximiser la dispersion
entre les deux classes,
2. la deuxième à construire une fonction de classification permettant d’attribuer
une classe à un nouvel individu.
Pour intégrer l’information contenue dans les RRG, nous nous plaçons dans le cadre
des modèles graphiques gaussiens GGM. Nous faisons donc l’hypothèse que les pro-
fils d’expression sont des réalisations de variables aléatoires gaussiennes multivariées
de moyennes µ(1) et µ(2) et de matrices de variance covariance Σ(1) et Σ(2).
2.2.1.1 Optimiser le ratio de la variance inter classes sur la variance intra classes
Dans ce paragraphe, une transformation linéaire permettant de maximiser le rap-
port entre variance inter classes et variance intra classes est présentée. Les matrices de
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variance covariance inter et intra classes sont définis de la façon suivante :
Définition 3
La matrice de variance covariance inter classe Σb vaut
Σb = pi1(µ(1) − µtot)(µ(1) − µtot)> + pi2(µ(2) − µtot)(µ(2) − µtot)>
= pi1pi2(µ
(1) − µ(2))(µ(1) − µ(2))>.
avec µtot = pi1µ(1) + pi2µ(2) la moyenne totale et pik = P(Y = yk).
La matrice de covariance intra classes Σw (ou encore matrice de covariance
poolée) vaut
Σw = pi1Σ(1) + pi2Σ(2).
Par construction, la matrice Σb est une matrice symétrique semi définie positive et
la matrice Σw est symétrique définie positive.
Le théorème suivant permet de déterminer une transformation maximisant le ratio







admet un maximum sur Rp qui est atteint pour u ∈ Emax, l’espace propre de la
matrice Σ−1w Σb engendré par le vecteur Σ−1w (µ(1) − µ(2)).
Démonstration : Comme Σ(1) et Σ(2) sont supposées inversibles, Σw est également inver-
sible, donc la solution proposée dans le théorème existe toujours. Nous supposons que
µ(1) 6= µ(2).











t.q. u>Σwu = 1
et peut se réécrire de la façon suivante en utilisant les multiplicateurs de Lagrange (les












En dérivant cette expression par rapport à u et λ, on en arrive au problème suivant :
Σbu = λΣwu (2.2)
et u>Σwu = 1.
Comme Σw est inversible, l’équation 2.2 est équivalente à l’équation suivante :
Σ−1w Σbu = λu (2.3)
Les solutions de (2.3) appartiennent à l’ensemble Im(Σ−1w ) et sont donc de la forme
Σ−1w v, avec v ∈ Rp. En remplaçant dans (2.3), on obtient
Σ−1w ΣbΣ−1w v = λΣ−1w v
⇔ΣbΣ−1w v = λv
⇔pi1pi2(µ(1) − µ(2)) (µ(1) − µ(2))>Σ−1w v︸ ︷︷ ︸
scalaire
= λv.
Nécessairement, l’égalité est vérifiée dès que v est proportionnel au vecteur µ(1)− µ(2).
Les solutions de (2.2) sont donc dans l’espace VectΣ−1w (µ(1) − µ(2)), vecteur propre de
la matrice Σ−1w Σb. De plus, comme Σb est de rang 1, Σ−1w Σb est aussi de rang 1. Donc
l’espace vectoriel VectΣ−1w (µ(1) − µ(2)) est l’espace propre associé à l’unique valeur
propre de la matrice Σ−1w Σb.
Le sous espace propre ainsi défini est de dimension 1. Ainsi, après cette étape de
maximisation du ratio des variances inter et intra classes, on aura également procédé
à une réduction de dimension : les données à p variables seront résumées à une seule
droite, appelée l’axe discriminant de Fisher. Un exemple de projection des mesures
sur l’axe discriminant de Fisher est présenté figure 2.3.
Cette transformation permet de déterminer un axe discriminant le long duquel
les deux classes de mesures sont le plus aisément discernables. Il s’agit ensuite de
déterminer une fonction de classification sur cet axe qui permettra d’attribuer une
classe à un nouvel individu.
2.2.1.2 Déterminer la classe d’un nouvel individu
Soit un nouvel individu z ∈ Rp, on pose zF = V>z, avec V les coordonnées du vec-
teur normal à l’axe discriminant de Fisher (autrement dit V est l’application linéaire
permettant de maximiser le ratio entre variance intra classes et variance inter classes).
Plusieurs fonctions de classification sont possibles une fois que le nouvel individu z
est projeté sur l’axe discriminant :
1. une fonction de distance simple entre le nouvel individu et le centre des classes :
on attribue à x la classe la plus proche,



















FIGURE 2.3 – Projections des échantillons d’apprentissage sur l’axe discriminant de
Fisher pour les données de [Golub et al., 1999]. Les échantillons de la classe 1 sont
représentés par le diagramme en noir et les échantillons de la classe 2 en rouge.
2. une distance basée sur la maximisation de la probabilité a posteriori, lorsque les
données sont supposées gaussiennes.
La deuxième approche permet de déterminer une fonction de classification optimale
au sens de l’erreur bayésienne.
On note Z(k)F la variable aléatoire univariée modélisant le comportement de zF. Sa




µ(k) = V>µ(k), σ(k)2 = V>Σ(k)V
)
.


















On peut montrer que cette fonction de classification est la fonction de décision qui
minimise le risque bayésien. Ainsi, si δ(zF) > 0, on décide que z appartient à la classe
1, et si δ(zF) ≤ 0, on décide que z appartient à la classe 2. De plus, en remplaçant zF
par V>z, on peut exprimer la fonction de classification δ(z) (par abus de notation, les
deux fonctions sont notées δ) en fonction des paramètres des lois des X(k) en utilisant

















ln V>Σ(2)V − 1
2
ln V>Σ(1)V + lnpi1 − lnpi2.







+ ln V>Σ(2)V − ln V>Σ(1)V + lnpi1 − lnpi2.
δ(z) peut s’écrire sous la forme δ(z) = β0 + β>z.
Dans le cas où Σ(1) 6= Σ(2), δ est une fonction quadratique de z.
2.2.1.3 Estimations des paramètres de δ
Les estimateurs utilisés classiquement pour les matrices de covariances inter et












(n1 − 1)Σ̂(1) + (n2 − 1)Σ̂(2)
)
,
avec x(k) la moyenne empirique de la classe k et x la moyenne empirique totale.
Les estimateurs usuels sont utilisés dans le cas p > n :




– pour µ(k) : x(k),
– et pour Σ(k) : Σ̂(k) = S(k).
Dans le cas n  p qui nous intéresse, les estimateurs S(k) ne sont pas inversibles,
et donc il n’est plus possible de calculer la fonction de classification de l’analyse dis-
criminante.
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2.2.2 Analyse discriminante régularisée
Si n  p, alors il faut régulariser l’estimation de Σw, ce qui usuellement effectué
par la régularisation de l’estimation de Σ(1) et Σ(2).
Dans [Dudoit et al., 2002], la méthode Diagonal Discriminant Analysis (DDA) est
présentée. Elle consiste à supposer que tous les termes non diagonaux de la matrice
de variance covariance sont nuls :
Σ̂dda = diag(σ21 , ..., σ
2
p).
Dans [Friedman, 1998], les auteurs proposent, dans le cadre de leur méthode ap-
pelée Regularized Discriminant Analysis (RDA), de reprendre l’estimateur classique à la
diagonale duquel est rajoutée un terme constant :
Σ˜rda = αŜ + (1− α)I. (2.4)
Les estimateurs utilisés dans DDA est RDA sont biaisés mais présentent une variance
moindre que l’estimateur S.
D’autres estimateurs régularisés de matrices de variance covariance sont présentés
dans la littérature, mais ne sont pas encore implémentés dans un cadre d’analyse dis-
criminante. On peut par exemple citer les estimateurs présentés dans [Schäfer and Strimmer, 2005b].
Ils sont de la même forme que l’estimateur utilisé dans la méthode RDA :
Σ˜schae f er = αŜ + (1− α)T, (2.5)
avec T une matrice cible, calculée à partir des corrélations et variances des échantillons
considérés. L’intérêt du travail mené par Schäfer et Strimmer est double car il présente
d’une part 6 matrices cibles T et également une méthode permettant de déterminer
analytiquement une valeur du paramètre α minimisant la MSE.
Nous proposons un nouvel estimateur pour Σ qui utilise l’information contenue
dans le graphe G, ce qui permet d’obtenir un estimateur inversible et régularisé tout
en intégrant G dans l’algorithme de classification.
2.2.3 Intégration de G dans l’estimation de Σ
Soit un graphe G = {E, V} à intégrer dans l’estimation de la matrice de variance
covariance Σ d’une variable X = (X1, ..., Xp) gaussienne multivariée. Dans le cadre
des GGM, G décrit les relations d’indépendances conditionnelles entre les variables
(X1, ..., Xp). Lorsqu’il n’y a pas d’arête entre les nœuds j1 et j2, les variables Xj1 et Xj2
sont indépendantes conditionnellement à toutes les autres, ce qui est noté
Xj1 ⊥⊥ Xj2 |
{
Xj, j 6= j1, j2
}
.
On admettra [Whittaker, 1990] que dans ce cas, le coefficient en place (j1, j2) de la
matrice de précision Ω = Σ−1 de X doit être nul. La donnée de G contraint ainsi
fortement la matrice de covariance Σ, sans toutefois la déterminer de façon unique
dans le cas général.
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Les propositions existantes pour un modèle entre G et Σ dépendent directement de
la décomposition du graphe en cliques, s’il est décomposable. Deux exemples simples
permettent d’évaluer le nombre de degrés de liberté qu’il faut fixer pour des graphes
d’indépendance conditionnelle très particuliers.
G a une forme particulière
1. G est vide. Dans ce cas la matrice Σ correspondant est une matrice diagonale
avec des termes diagonaux positifs : il y a p coefficients (diagonaux) libres.
2. G est complet. Tous les coefficients de la matrice de précision sont libres : il y a
p(p + 1)/2 degrés de liberté.
Ainsi, plus le nombre de cliques d’un graphe G décomposable est grand [Letac and Massam, 2007],
plus il y a de paramètres libres à déterminer pour en déduire une matrice de précision
acceptable. Mais bien que le nombre de paramètres libres soit grand, il est possible de
les déterminer de façon unique [Letac and Massam, 2007], [Rajaratnam et al., 2008].
G est quelconque
La plupart des méthodes permettant de déterminer Σ à partir de G ne peuvent
s’appliquer que dans le cas où le graphe est décomposable. Une condition nécessaire
pour qu’un graphe soit décomposable est qu’il ne comporte aucun cycle sans corde
d’ordre 4 (voir par exemple [Whittaker, 1990]). Cette condition est trop restrictive pour
l’appliquer de façon générale à des graphes de régulations génétiques.
Les travaux récents de Rajaratnam et al. [Rajaratnam et al., 2008] permettent d’étendre
ces méthodes aux cas où le graphe G n’est pas décomposable. Ils peuvent ainsi fournir
des pistes sur le nombre de paramètres libres lorsque l’on veut passer de G à Σ en
fonction des propriétés de G.
Déterminer un candidat Σ en adéquation avec G
Bien que les travaux présentés ci-dessus permettent de déterminer les paramètres
libres de Σ, ils ne fournissent pas de cadre analytique aisément implémentable. Le prix
de cette détermination est de plus un coût en temps de calcul élevé. Nous allons donc,
par souci de simplicité, restreindre au maximum le nombre de degrés de liberté.
Nous avons déterminé deux contraintes sur Σ pour minimiser le nombre de degrés
de liberté de notre modèle :
1. la matrice de précision doit être telle que Ωi,j = 0 si et seulement si i  j dans G,
2. Σ doit être définie positive, ce qui est équivalent à avoir Ω définie positive.
La première contrainte est respectée par la matrice d’adjacence de G. Pour obtenir
une matrice respectant les deux contraintes, il suffit de lui rajouter d’abord la matrice
diagonale des degrés de chaque nœud, et ensuite une constante strictement positive.
Dans tout la suite du rapport, nous considérerons le modèle suivant :Ω = D− A+
I = L + I, avec D la matrice diagonale des degrés, A la matrice d’adjacence et LG le
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Laplacien de G.Ω respecte les deux contraintes énoncées plus haut. Nous avons choisi
de garder dans Ω le Laplacien du graphe pour garder une homogénéité méthodolo-
gique avec les méthodes présentées dans [Rapaport et al., 2007] et [Li and Li, 2008].
Intégration de G dans l’estimation de Σ
Dans la continuité du formalisme de [Friedman, 1998, Schäfer and Strimmer, 2005b],
nous proposons d’intégrer le graphe G en considérant l’estimateur suivant pour Σ :
Σ̂(gcda) = αS + (1− α) (D− A + I)−1 . (2.6)
Le nouvel estimateur ainsi obtenu est défini positif et réalise un compromis entre l’in-
formation contenue dans les données (S) et celle contenue dans le graphe G.
2.2.4 Intégration du graphe a priori dans la méthode gCDA
Nous avons vu que dans le cadre des GGM, le graphe d’indépendances condi-
tionnelles contient une information centrale sur la matrice de variance covariance du
graphe. Or l’estimation de la matrice de variance covariance intervient dans le calcul
de la fonction de classification. On peut vérifier expérimentalement qu’une mauvaise
estimation de la matrice de variance covariance conduit à de mauvaises performances
en prédiction de l’analyse discriminante. Plus précisément, on vérifie cette dégrada-
tion des qualités de prédiction en augmentant le nombre de variables à nombre d’indi-
vidus constant. Les résultats sont présentés figure 2.4. Cette figure montre des résultats
obtenus sur des données simulées selon le modèle décrit 2.2.4.2 : nous avons généré
deux classes de profils d’expression et construits deux classifieurs différents testés en-
suite sur des données indépendantes. Le premier classifieur est calculé de façon clas-
sique, c’est à dire que la matrice de variance covariance est inconnue et doit donc être
estimée (classiquement ici avec un l’estimateur S non-biaisé). Pour le deuxième clas-
sifieur, on suppose que l’on connait déjà la matrice de variance covariance. Les per-
formances en classification sont excellentes lorsque l’on considère la variance connue
dans le cas où le nombre de variables vaut p = 200 pour un nombre d’individus deux
fois plus petit n = 100. En revanche, quand le nombre de variables est raisonnable-
ment plus petit que le nombre d’individus, l’estimateur S est suffisamment précis.
Dans gCDA, l’estimation de la matrice de variance covariance est régularisée de la
façon suivante :
Σ̂gcda = αS + (1− α) (D− A + I)−1 .
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FIGURE 2.4 – Comparaison des performances en classification de l’analyse discrimi-
nante classique (Σ inconnue) et de l’analyse discriminante quand Sigma est connue.
Le nombre d’individus est constant (n = 100) et réparti entre les deux classes.
On peut ainsi mener un analyse discriminante linéaire ou quadratique tout en pre-
nant en compte la structure de corrélation existant dans G :
(i) gCDA linéaire : chaque classe est supposée avoir la même covariance et donc le









+ (1− α) (D− A + I)−1 .
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D(k) − A(k) + I
)−1
.
Le paramètre α est déterminé par une validation croisée de type k-fold.
Les connaissances dont on dispose sur les processus biologiques que l’on veut
comparer ne nous permettent pas toujours de déterminer quelle version de gCDA
utiliser. Des tests multivariés permettent de contrôler l’homogénéité de 2 matrices de
variances covariances en testant l’hypothèse nulle suivante :
H0 : Σ(1) = Σ(2).
L’intérêt de ce genre de tests est donc tout trouvé avant de mener gCDA : si H0 est
rejetée, on appliquera la version quadratique, sinon, la version linéaire. Le test proposé
par Schott en 2007 [Schott, 2007] est particulièrement adaptée au cas où n p.
Nous nous sommes intéressés à deux types de jeux de données simulées. Le pre-
mier est directement inspiré de [Li and Li, 2008] (qui lui même prend son inspiration
chez [Efron et al., 2002]), avec le paramétrage de [Zhu et al., 2009]. Le deuxième est
inspiré des modèles graphiques gaussiens.
2.2.4.1 Modèle de simulation issu de [Li and Li, 2008]
Le premier modèle utilisé correspond à un graphe d’indépendances entre variables
très simple : il y a dans le jeu de données K gènes, appelés les facteurs de transcription,
qui sont reliés directement à 10 gènes chacun, les gènes régulés. On a donc un graphe
de 11K gènes avec 10K arêtes 2. Le niveau d’expression Xt des facteurs de transcription
suit une loi normale Xt ∼ N (0, 1), les niveaux d’expression des facteurs de transcrip-
tion sont indépendants deux à deux. Chaque facteur de transcription est modélisé par
une variable Xt ∼ N (0, 1). Il régule 10 autres gènes (qui ne sont pas eux même des
facteurs de transcription) de telle sorte que le couple facteur de transcription, gène
régulé ait une expression suivant une loi gaussienne bivariée de covariance 0.7. Sa-
chant le niveau d’expression Xt du facteur de transcription, le niveau d’expression du
gène régulé suit une loi gaussienne N (0.51Xt, 0.7). On peut montrer [Monfort, 1996]
que la variable aléatoire multivariée X constituée par l’ensemble de ces facteurs de
transcription et de gènes régulés est une variable aléatoire gaussienne.
On construit ensuite la réponse y à partir d’une réalisation x de X de sorte que
y = xβ+ β0 avec la constante β0 = 2 et le vecteur β tel que ([Zhu et al., 2009], premier
2. Ce qui représente un taux d’arêtes présentes de 20/(11(11K− 1)), soit environ 1.6 % pour K = 10,
0.16 % pour K = 100 etc.
48
modèle de simulation) :
β =








, 0, ..., 0︸ ︷︷ ︸
11(K−2) fois
 .
Pour discrétiser y, on lui applique une fonction sigmoïde. Dans cette simulation, β
est épars. Une bonne méthode de classification permettrait d’identifier les variables
associées aux coefficients non nuls de β. Une méthode intégrant le graphe connu des
régulations devrait en outre permettre de retrouver les deux premières composantes
connexes du graphe impliquées dans la différence entre les deux classes.
2.2.4.2 Modèle de simulation proposé
Pour le deuxième modèle, nous faisons l’hypothèse qu’à chaque classe est associée
un graphe d’indépendances (aléatoire et généré grâce à l’algorithme d’Erdo˝s-Rényi
[Erdo˝s and Rényi, 1959]). De ce graphe Gk, k = 1, 2 nous déduisons une matrice de
précision Ωk = Dk − Ak + I et Σk = Ω−1k . Les différences entre les deux classes sont
modélisés par une variable gaussienne : µ(2) − µ(1) ∼ N (0, σ2 I).
Une fois Σ(k) déterminée à partir de Gk, on peut générer un échantillon aléatoire de
nk réalisations d’une variable gaussienne multivariée de moyenne quelconque et de
matrice de variance-covariance Σ(k). Nous avons choisi pour cela un algorithme basé
sur une décomposition de Choleski de Σ(k).
Un exemple de graphes correspondant au deux modèles de simulation proposés
est présenté sur les figures 2.5(a) et 2.5(b). On remarque que le graphe 2.5(a), associé au
modèle de [Li and Li, 2008, Zhu et al., 2009], est assez caricatural (pour des données
biologiques) avec notamment des nœuds qui sont soit de degré 10, soit de degré 1. Au
contraire, la distribution des degrés des nœuds du graphe 2.5(b), associé au second
modèle, correspond à la distribution « sans échelle » attendue pour des RRG.
2.2.4.3 Résultats sur les deux simulations
Nous choisissons de ne faire varier que le nombre de variables p. Le nombre d’in-
dividus est fixé à n1 = n2 = 50. Les résultats sur les données simulées sont présentés
dans la table 2.1. Les taux de bonne classification sont calculés par validation croisée
de type MCCV. Les paramètres de régularisation sont estimés par k-fold. Pour la mé-
thode gCDA, nous avons considéré le modèleΩ = D− A+ I de correspondance entre
Σ et G.
Les résultats obtenus sur les données simulées montrent le bon comportement de
gCDA. Sur le modèle de simulation que nous proposons (qui correspond au type 2),
les performances de gCDA sont meilleures que celles de LP-SVM, NB-SVM et Net. De
plus, gCDA prend bien en compte le graphe qu’on lui propose, puisque l’on peut voir
sur la figure 2.6 que les valeurs optimales sélectionnées pour α (dans le cas linéaire)
sont proches de 0.
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LP-SVM NB-SVM gCDA gCDA Net
linéaire quadratique
Simulation type 1
p = 55, K = 5 95.1 (3.8) 80.3 (6.9) 94.9 (3.5) - (-) 49.6 (6.9)
p = 110, K = 10 90.1 (5.1) 92.1 (5.1) 81.1 (6.2) - (-) 48.6 (5.4)
p = 220, K = 20 83.4 (6.0) 90.7 (5.4) 81.1 (5.7) - (-) 48.8 (5.4)
Simulation type 2
(linéaire)
p = 50 70.7 (9.6) 64.7 (7.3) 89.3 (4.4) - (-) 50.2 (6.5)
p = 100 95.2 (3.2) 89.8 (4.1) 96.3 (5.3) - (-) 49.7 (5.3)
p = 200 73.4 (9.6) 64.9 (9.1) 85.2 (5.4) - (-) 48.3 (7.1)
Simulation type 2
(quadratique)
p = 50 61.9 (8.0) 56.7 ( 8.9) - (-) 60.8 (7.4) 50.8 (6.6 )
p = 100 66.3 (8.1) 65.8 ( 8.0) - (-) 77.4 (7.2) 51.0 (6.2)
p = 200 65.8 (8.6) 64.1 (10.2) - (-) 72.7 (6.0) 58.6 (5.9)
TABLE 2.1 – Résultats des simulations effectuées, les moyennes des taux de bonne clas-
sification sont reportés dans ce tableau, avec entre parenthèse les écarts-types associés.
La méthode utilisée pour les SVM est la méthode LP-SVM, ce qui permet d’obtenir à
la fin de l’algorithme une fonction de décision éparse. Cette méthode sert de référence
sans intégration de graphe. Les autres méthodes présentées sont la méthode NB-SVM
de Zhu et al., la méthode Net de Li et Li et gCDA linéaire et quadratique. p est le
nombre de variables, K le nombre de facteurs de transcriptions.
En revanche, les résultats obtenus sur les données simulées de [Li and Li, 2008] et
[Zhu et al., 2009] (qui correspond au type 1) montrent que les méthodes LP-SVM et
NB-SVM sont meilleures que notre méthode quand p > n. On peut s’interroger sur
les mauvaises performances de gCDA. Nous avons identifié trois causes possibles :
– le modèle Ω = D− A + I n’est pas correct,
– pour p = 220, le vrai β contient 198 valeurs nulles, or l’analyse discriminante est
moins adaptée que NB-SVM à des modèles épars,
– une seule variable aléatoire gaussienne est à l’origine des deux classes de ces
données simulées.
Afin d’expliciter le modèle utilisé pour passer du graphe à la matrice de variance
covariance dans les simulations proposées par Li et Li, nous nous proposons d’étudier
un exemple simple d’un facteur de transcription régulant l’expression de deux gènes.
Nous montrons l’expression de la matrice de variance covariance formée par les trois
variables considérées. Soit T ∼ N (0, 1) modélisant l’expression du facteur de trans-
cription, R1 et R2 les expressions de deux gènes régulés par ce facteur de transcription
et telles que R1|T ∼ N (aT, b) et R2|T ∼ N (aT, b), avec a ∈ R et b > 0.
Les paramètres de la matrice de variance covariance s’expriment en fonction de a
et b [Monfort, 1996] :
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– var(R1) = E(var(R1|T)) + var(E(R1|T)) = b + a2 = var(R2),
– cov(T, R1) = E(TR1) = E(TE(R1|T)) = a = cov(T, R2) ,
– cov(R1, R2) = E(E(R1|T)E(R2|T)) = a2,
D’où la matrice de variance covariance Σ correspondant aux trois variables
Σ =
 1 a aa a2 + b a2
a a2 a2 + b
 ,
dont le déterminant vaut b2. La matrice de précision vaut donc
Σ−1 =
 1+ 2a2/b −a/b −a/b−a/b 1/b 0
−a/b 0 1/b
 .
Ces résultats sont aisément généralisables au cas de K facteurs de transcription
régulant l’expression de 10 gènes chacun, la matrice de précision Σ−1 de la variable
considérée comprend donc K blocs diagonaux et des 0 partout ailleurs :
Σ−1 =

B 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 . . . 0 B
 .
Chaque bloc B est une matrice carrée de taille 11× 11 de la forme :
B =

1+ 2a2/b −a/b · · · · · · −a/b
−a/b 1/b 0 · · · 0
... 0




. . . . . . 0
−a/b 0 · · · 0 1/b
 .
Pour obtenir une matrice Σ−1 de cette forme, nous avons supposé que les variables
sont rangées de la même manière que celle qui est utilisée par Li et Li : elles sont ran-
gées en K groupes de 11 variables, chaque groupe comportant en premier un facteur
de transcription suivi des 10 gènes qu’il régule.
Nous remarquons que ce modèle est différent du modèleΩ = D− A+ I que nous
avons proposé pour simuler des données. Cependant, même lorsque le vrai modèle est
intégré dans gCDA, les performances en classification ne sont pas améliorées, comme
l’illustre la figure 2.7. Pour obtenir cette figure, nous avons choisi de ne comparer
gCDA qu’avec la méthode NB-SVM pour la situation n = 100, K = 20 et p = 220.
Cette différence de performances en classification entre NB-SVM et gCDA persiste
lorsque le vrai β n’est plus parcimonieux (données non représentées). Les mauvaises
performances de gCDA par rapport à NB-SVM ne peuvent donc s’expliquer que par
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le fait que les jeux de données simulées de Li et Li relèvent d’un problème de clas-
sification essentiellement différent de celui qui est résolu par analyse discriminante.
L’analyse discriminante suppose en effet que les deux classes sont des réalisations de
deux variables X(1) et X(2) différentes en moyenne alors que le modèle de simula-
tion de données de [Li and Li, 2008] suppose que les deux classes sont des réalisations
d’une même variable aléatoire X, gaussienne, dont les moments sont détaillés plus
haut. Ceci montre une des limites de la méthode gCDA.
2.3 Discussion et perspectives
Les méthodes de l’état de l’art permettent d’intégrer un graphe dans le processus
de classification avec l’objectif d’obtenir des coefficients de β qui sont proches, voire
identiques, si les variables correspondantes sont connectées dans le graphe à intégrer.
Or, l’intégration effectuée par le biais de cette contrainte n’améliore pas significative-
ment les performances en classification, et ces performances sont même inchangées
quelle que soit la qualité du graphe intégré. Ainsi, comme le montre la figure 2.2,
même s’il n’existe aucune relation entre un vecteur et un graphe, il est possible d’ob-
tenir avec ce genre de contrainte des résultats qui semblent satisfaisants à « l’œil nu ».
Il est donc très dangereux d’interpréter les coefficients de la fonction de classification
obtenues avec ces méthodes sans avoir vérifié de façon préalable la qualité du graphe
inféré.
Pour les données simulées, nous connaissions le graphe d’indépendances sous-
jacent, alors que ce n’est jamais le cas pour des données transcriptomiques (ou même
des données biologiques en général). Les méthodes de l’état de l’art présentées plus
haut [Rapaport et al., 2007], [Li and Li, 2008] et [Zhu et al., 2009] utilisent pour l’inté-
gration dans la classification des réseaux issus de bases de données publiques géné-
ralistes ou spécialistes des cancers. Or les informations présentes dans ces bases de
données sont relativement parcellaires, et même si l’on fait l’hypothèse qu’elles sont
complètes, elles sont très souvent de portée trop générale pour que les graphes extraits
soient réellement en adéquation avec un jeu de données particulier.
Nous avons donc décidé de nous appuyer sur les méthodes d’inférence de graphe
que nous verrons dans la partie suivante, appliquées à des jeux de données indépen-
dants des jeux de données étudiés en classification mais en rapport avec le phénomène
biologique étudié.
Par manque de temps, nous n’avons pu implémenter la méthode de Binder et al.
[Binder and Schumacher, 2009], qui permet d’intégrer une information de réseau dans
un algorithme de boosting.
Nous proposons également de montrer dans la suite du travail que les résultats
de gCDA dépendent beaucoup de la qualité du graphe à intégrer et du modèle qui
permet de déterminer la matrice de variance covariance à partir du graphe. Il est donc
d’autant plus important de s’assurer que le graphe donné est en adéquation avec les
données à classer.
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Enfin, nous remarquons que si l’on considère les méthodes de Rapaport et al. et de
Li et Li, le Laplacien LG est respectivement homogène à la matrice de précision et à la
matrice de variance covariance des données :
– Pour la méthode de Rapaport et al., la distance entre deux profils d’expression f
et g dans le nouvel espace est définie ainsi :
d( f , g) = f>Kφg.
avec Kφ le noyau utilisé. Lorsque φ est l’opérateur de seuillage, Kφ, vu comme un
noyau de Mahalanobis (voir par exemple [Haasdonk and P ekalska, 2008]), est
homogène à une matrice de précision. Par suite, le Laplacien du graphe, après
seuillage de ses valeurs propres par la fonction φ, est considéré homogène à la
matrice de précision des données.
– Pour la méthode de Li et Li, si l’on s’abstrait de la contrainte de parcimonie, le
critère à optimiser est le suivant :
J(β,λ) = ‖y− xβ‖2 + λβ>LGβ.
Comme LG est semi définie positive, J est un critère convexe qui admet une
unique solution dont l’expression s’obtient en résolvant l’équation suivante :
∂J
∂β











Cette expression est à comparer à l’expression des vrais coefficients :
β = var(X)−1 cov(X, Y).
Ainsi, résoudre le problème d’optimisation proposé par Li et Li nécessite de
considérer que LG est homogène à la matrice de variance covariance des don-
nées.
La manière de considérer le Laplacien dans ces travaux peut être étendue
– en intégrant LG non plus sous une forme seuillée dans un noyau de Mahalano-
bis, mais sous la forme que nous avons proposée dans la méthode gCDA :
K =
(
αS + (1− α)(L + I)−1
)−1
,
– ou en l’intégrant dans une RR de sorte à ce qu’il soit de nouveau homogène à
une matrice de précision, ce qui mènerait par exemple à l’estimation des poids























































































































































(b) Graphe correspondant au modèle de simulation proposé.
FIGURE 2.5 – Exemples de graphes caractéristiques des modèles de simulation utilisés.
La figure du haut représente un graphe caractéristique des simulations présentées par
Li et al., les facteurs de transcription sont colorés en rouge. La figure du bas représente
un graphe généré aléatoirement avec les méthodes de la librairie igraph.
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FIGURE 2.6 – Histogramme des valeurs optimales du paramètre α sélectionnée par
























FIGURE 2.7 – Résultats complémentaires portant sur le modèle de simulation proposé
dans [Li and Li, 2008].
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Chapitre 3
Inférence de réseaux de régulations
génétiques et adéquation de réseaux
à des données transcriptomiques
Nous avons vu dans la partie précédente qu’il est capital de contrôler la qualité
du graphe à intégrer dans le processus de classification. Comme les graphes issus des
bases de données publiques ne nous permettent pas de le faire, nous nous tournons
vers des méthodes statistiques permettant de déterminer un RRG à partir de données
microarray. La figure 3.1 illustre les points qui seront abordés dans ce chapitre : l’infé-
rence de RRG, mais aussi l’adéquation d’un réseau à des données.
Dans toute cette partie, nous nous plaçons dans le cadre des modèles graphiques
gaussiens (Graphical Gaussian Models ou GGM) qui permettent d’associer un graphe
d’indépendances conditionnelles à des profils d’expression. Plus précisément, la ma-
trice de corrélations partielles Π a des coefficients [Π]i,j = pii,j nuls lorsque les nœuds
i et j ne sont pas reliés dans le graphe d’indépendances conditionnelles sous jacent
G [Whittaker, 1990]. Inférer un graphe reviendra donc, dans notre cas, à calculer une
matrice de corrélations partielles empirique et à identifier les coefficients significative-
ment non nuls. Nous proposons un estimateur des coefficients de corrélation partielles
basé sur des PLS-R successives [Tenenhaus et al., 2008] et en déduisons un graphe
grâce à la procédure de sélection des coefficients piij significatifs décrite dans [Schäfer and Strimmer, 2005b].
Cette procédure d’inférence est similaire à d’autres méthodes présentées dans la litté-
rature comme la méthode glasso [Tibshirani, 1996] ou encore la méthode présentée par
Krämer et al. [Krämer et al., 2009] basée sur des RR successives.
Comme nous manquons d’une méthode permettant de sélectionner parmi plu-
sieurs graphes celui qui est le plus en adéquation avec des données simulées, nous
proposons également dans cette partie un indicateur basé sur une statistique de sphé-









Choix du graphe 
le plus en adéquation 
avec les données
Données
FIGURE 3.1 – Les points abordés dans ce chapitre sur les modèles graphiques gaussiens
de façon schématique.
3.1 Coefficient de corrélation partielle
Nous montrons dans cette partie trois écritures équivalentes du coefficient de cor-
rélation partielle :
– sa définition,
– une écriture utilisant des coefficients de régression linéaire.
– une écriture utilisant les coefficients de la matrice de précision,
L’intérêt d’introduire ces écritures est de montrer que dans le cas où n  p, il est
possible de calculer des coefficients de corrélation partielle en ayant recours à la régu-
larisation soit de l’estimation de la matrice de variance covariance empirique, avant de
l’inverser, soit de l’estimation de coefficients de régression linéaire, par exemple avec
les méthodes de régression régularisée RR, LASSO ou PLS-R vues précédemment. Les
résultats présentés dans ce paragraphe sont extraits de [Whittaker, 1990].
Soit X, Y et Z = (Z1, ..., Zq) des variables aléatoires ayant un moment d’ordre 2
(avec les notations précédentes : q + 2 = p le nombre total de gènes). On cherche à
prédire X ou Y en fonction des variables présentes dans le vecteur Z.




Le coefficient de corrélation partielle entre X et Y sachant Z mesure la corrélation
entre les résidus des régressions OLS de X et Y sur Z :
cor(X, Y|Z) = cov(X− X̂(Z), Y− Ŷ(Z))√
var(X− X̂(Z)) var(Y− Ŷ(Z))
.
Ce coefficient permettra, lorsque les données sont supposées gaussiennes, de me-
surer l’indépendance entre X et Y conditionnellement à Z et de faire correspondre à
un jeu de données un graphe d’indépendances conditionnelles. Une arête est tracée
dans ce graphe dès que le coefficient de corrélation partielle correspondant est signifi-
cativement différent de 0.
3.1.1 Expression du coefficient de corrélation partielle à l’aide de régres-
sions OLS
Rappelons la définition du prédicteur OLS déjà utilisé dans la partie 1.1.1 :
Définition 5 (Régression OLS)
Le prédicteur aux moindres carrés ordinaires de X en fonction de Z est la variable





avec E l’espérance. Il est noté X̂(Z).
Un tel prédicteur X̂(Z) possède les propriétés suivantes :
Proposition 3
cov(X̂(Z), Z) = 0 (3.1)
X̂(Z) = Z var(Z)−1 cov(Z, X) (3.2)
A ∈ GLq(R) ⇒ X̂(AZ) = X̂(Z) (3.3)
cov(U, V) = 0 ⇒ Ŷ(U, V) = Ŷ(U) + Ŷ(V), (3.4)
avec GLq(R) l’ensemble (le groupe pour la multiplication) des matrices carrées
inversibles à coefficients réels.
Il est possible de calculer un coefficient de corrélation partielle en utilisant les coef-
ficients de régressions OLS. Pour montrer cette propriété, il faut tout d’abord énoncer
le théorème suivant :
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Théorème 3
cov(Z, Y− Ŷ(Z)) = 0, (3.5)
X̂(Z, Y) = X̂(Z) + X̂(Y− Ŷ(Z)). (3.6)
Pour démontrer (3.5), on commence par utiliser la bilinéarité de la covariance :
cov(Z, Y− Ŷ(Z)) = cov(Z, Y)− cov(Z, Ŷ(Z)),
Or, d’après la propriété (3.2),
Ŷ(Z) = Z var(Z)−1 cov(Z, Y).
Nécessairement,
cov(Z, Y− Ŷ(Z)) = cov(Z, Y)− cov
(
Z, Z var(Z)−1 cov(Z, Y)
)
= cov(Z, Y)− cov(Z, Z) var(Z)−1 cov(Z, Y).
En simplifiant, on obtient bien la propriété (3.5).
Pour démontrer (3.6), nous avons besoin de l’opérateur d’orthogonalisation sui-
vant :
L : (U, V) 7→ L(U, V) = (U, V − V̂(U)).
C’est une fonction linéaire et, de plus, inversible, comme on le voit si on explicite sa




− cov(V, U) var(U)−1 I
]
.
D’une part, comme L est inversible et grâce à la propriété (3.3), X̂(L(Z, Y)) = X̂(Z, Y).
Et d’autre part, X̂(L(Z, Y)) = X̂(Z, Y − Ŷ(Z)) par définition de L. Or, la propriété
(3.5) indique que la covariance entre Z et Y− Ŷ(Z) est nulle, on retrouve donc l’égalité
recherchée en appliquant la propriété (3.4) :
X̂(Z, Y)
(3.3)
= X̂(L(Z, Y)) = X̂(Z, Y− Ŷ(Z)) (3.5)+(3.4)= X̂(Z) + X̂(Y− Ŷ(Z)).
Théorème 4
Le coefficient de corrélation partielle peut se calculer à l’aide de coefficients de
régressions OLS. Si on pose













signe(β1) = signe(β2) et cor(X, Y|Z) = signe(β1)
√
β1β2.
D’après la propriété (3.2) :
X̂(Y− Ŷ(Z)) = (Y− Ŷ(Z)) var(Y− Ŷ(Z))−1 cov(Y− Ŷ(Z), X).
Or la propriété (3.5), alliée au fait que X̂(Z) est une combinaison linéaire des compo-
santes de Z, nous donne cov(X̂(Z), Y− Ŷ(Z)) = 0, donc
cov(Y− Ŷ(Z), X) = cov(Y− Ŷ(Z), X− X̂(Z))
et on peut écrire :
X̂(Y− Ŷ(Z)) = (Y− Ŷ(Z)) var(Y− Ŷ(Z))−1 cov(Y− Ŷ(Z), X− X̂(Z)).
On peut donc exprimer β1, qui est en fait le coefficient en facteur de Y :
β1 = var(Y− Ŷ(Z))−1 cov(Y− Ŷ(Z), X− X̂(Z)).
On remarque que var(Y − Ŷ(Z)), X − X̂(Z) et Y − Ŷ(Z) sont des scalaires. Le même
calcul est fait pour Ŷ(X, Z) et donne
β2 = var(X− X̂(Z))−1 cov(X− X̂(Z), Y− Ŷ(Z)).
Ainsi, par symétrie de la covariance (entre deux variables scalaires), signe(β1) =
signe(β2), ce signe étant de même égal au signe de la covariance entre les deux résidus.
De plus :
β1β2 =
cov(X− X̂(Z), Y− Ŷ(Z))2
var(X− X̂(Z)) var(Y− Ŷ(Z)) .
Finalement :
cor(X, Y|Z) = signe(β1)
√
β1β2
3.1.2 Expression de la matrice de corrélation partielle à l’aide de la matrice
de variance covariance
Le coefficient de corrélation partielle s’exprime ainsi en fonction de coefficients
de régression OLS. Rappelons que X et Y sont de « dimension » 1 et Z est de « di-
mension » q = p− 2. Il peut également s’exprimer en fonction des coefficients de la
matrice inverse de la matrice de variance covariance, également appelée la matrice de
précision.
Proposition 4 (Lemme d’inversion de la variance)
Notons l’inverse de la matrice de variance covariance D = var(X, Y, Z)−1, avec la
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(i) La matrice de variance covariance admet la décomposition de Cholesky par
blocs suivante :
var({X, Y} , Z) =
(
I 0
var(Z)−1 cov(Z, {X, Y}) I
)
(
var({X, Y} |Z) 0
0 var(Z, Z)
)(
I cov({X, Y} , Z) var(Z)−1
0 I
)
(ii) la décomposition précédente permet de montrer la propriété suivante pour
la matrice de variance covariance inverse :
var({X, Y} , Z)−1 =
(
var({X, Y} |Z)−1 ∗
∗ ∗
)
La preuve de ces deux propriétés utilise l’opérateur d’orthogonalisation que nous
avons vu précédemment. Elles permettent de montrer le théorème suivant, explicite-
ment démontré dans [Whittaker, 1990].
Théorème 5
Le coefficient non diagonal normalisé en position (i, j) de la matrice de précision
est l’opposé du coefficient de corrélation partielle des deux variables correspon-
dant aux numéros i et j conditionnellement à toutes les autres variables.







La propriété d’inversion de la matrice de variance covariance nous donne






En « normalisant » les deux matrices de sorte à avoir des diagonales de 1, on obtient :
cor(X, Y|Z) = − b√
ad
.
Le théorème 5 permet ainsi faire le lien entre les coefficients de corrélation partielle
et les coefficients de la matrice de variance-covariance.
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3.1.3 Résumé
Numérotons maintenant les variables de 1 à p : X = (X1, ..., Xp). Soit i et j deux
entiers différents compris entre 1 et p. On pose de plus
X̂i(Xj, Xk 6=i,j) = βi,jXj +∑
k 6=j
βk,jXk (3.8)
X̂j(Xi, Xk 6=i,j) = β j,iXi +∑
k 6=i
βk,iXk (3.9)
Le coefficient de corrélation partielle entre deux variables Xi et Xj sachant un en-
semble d’autres variables Xk, k ∈ {1, ..., p} \i, j peut s’écrire de deux façons [Whittaker, 1990] :
– la première basée sur des coefficients de régressions linéaires Xi = βi,jXj +
∑k 6=i,j βi,kXk et Xj = β j,iXi +∑k 6=i,j β j,kXk
cor(Xi, Xj|Xk 6=i,j) = signe(βi,j)
√
βi,jβ j,i. (3.10)
– la deuxième sur des coefficients de la matrice de précision Ω = Σ−1 = [ωi,j],




Nous adoptons de plus la notation
piij = cor(Xi, Xj|Xk 6=i,j).
Dans le cas où n < p, il n’est plus possible de calculer la corrélation partielle avec
des estimateurs classiques des coefficients de régression linéaire aux moindres carrés
(par exemple β̂ols) ou de la matrice de variance-covariance. Des estimateurs régulari-
sés peuvent être utilisés. Pour des estimateurs régularisés de la matrices de variance
covariance, voir par exemple [Schäfer and Strimmer, 2005b], [Schäfer and Strimmer, 2005a].
Pour des estimateurs de corrélations partielles à base de régression régularisées, voir
par exemple [Krämer et al., 2009], [Friedman et al., 2008], [Meinshausen and Bühlman, 2006],
[Tenenhaus et al., 2008]. Nous nous intéressons dans la suite à un estimateur régula-
risé de la corrélation partielle utilisant des coefficients de PLS-R.
3.2 Estimation de coefficients de corrélation partielle lorsque
n ≤ p
Dans [Tenenhaus et al., 2008], nous présentons un algorithme d’inférence de graphes
d’indépendances conditionnelles à partir de données transcriptomiques en utilisant la
PLS-R. Le graphe est inféré pas en identifiant des coefficients significativement nuls





piij = cor(Xi, Xj|Xk, k 6= i, j)
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Pour estimer ces coefficients de corrélation partielle, nous utilisons l’équivalence
(3.10) qui exploite les coefficients de régression linéaire :
piij = signe βij
√
βijβ ji,
avec les coefficients βij et β ji définis par les équations (3.8) et (3.9). Utiliser la PLS-R
pour estimer ces coefficients βij, notés alors β̂
pls
ij , permet de régulariser l’estimation des
coefficients de corrélation partielle. Le cadre n < p provoque parfois des incohérences
de signes entre β̂plsij et β̂
pls
ji , qui, d’après le théorème 4, devraient être égaux. En effet, il
existe des indices i0, j0 tels que




La stratégie choisie dans ce cas est de considérer que, les deux régressions effectuées
menant à des résultats contradictoires, le coefficient doit être annulé. L’estimateur des


















Cet estimateur sera noté dans la suite PLS-PC.
Utiliser un estimateur régularisé pour la corrélation partielle signifie également in-
troduire un paramètre de régularisation, Krämer et al. [Krämer et al., 2009] proposent
de déterminer pour chaque régression ce coefficient de régularisation par validation
croisée. Nous avons adopté une démarche différente, en imposant la même valeur
valeur à tous les paramètres de régularisation des coefficients d’une matrice de cor-
rélations partielles. Cela permet d’harmoniser la régularisation pour tous les piplsij que
nous pouvons donc noter piplsij (h), avec h le nombre de composantes PLS retenues
pour l’estimation. Cependant, il n’est plus possible d’utiliser des méthodes de vali-
dation croisée classiques comme le font Krämer et al. pour déterminer la valeur de ce
nombre de composantes.
Nous avons imaginé une méthode empirique permettant de déterminer le para-
mètre h en fonction de la convergence des coefficients β̂plsij (h) vers une valeur fixe. On
peut observer sur la figure 3.2 que tous les coefficients calculés atteignent un plateau
pour une certaine valeur de h. Cette valeur est déterminée sur un ensemble de coeffi-
cients β̂plsij qui prennent des valeurs significativement non nulles.






, il faut, pour la représenter sous forme d’un graphe
G, déterminer quels sont les coefficients significativement non nuls à l’aide d’un test
d’hypothèse. Or, dans une matrice de corrélation partielle de taille p× p, il y a p(p−
1)/2 tests à effectuer. Comme p peut être de l’ordre de 100 (par exemple 100 gènes
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FIGURE 3.2 – Coefficients β̂plsij en fonction de h.
différentiellement exprimés), il faut donc corriger les p-values obtenues avec une stra-
tégie de correction des tests multiples avant de conclure qu’un coefficient est signifi-
cativement non nul. Comme indiqué précédemment, nous avons choisi la même cor-
rection pour les tests multiples que celle adoptée par [Schäfer and Strimmer, 2005a].
Nous envisageons cette question en testant l’hypothèse nulle suivante :
H0 : pii,j = 0 versusH1 : pii,j 6= 0
On suppose que les p-values obtenues sont des réalisations d’une variable aléatoire
dont la densité est le mélange suivant :
f (τ) = p0 f0(τ) + p1 f1(τ) (3.12)
avec p0 et p1 les a priori respectivement concernant la distribution nulle et la distribu-
tion alternative, f0 et f1, respectivement, avec p0 + p1 = 1 et p1  p0. La probabilité
a posteriori qu’une p-value soit significativement inférieure au seuil α donné sachant
la valeur de la p-value (c’est la définition du taux de faux positif local (local FDR)) se
calcule classiquement suivant la formule de Bayes :
P(pval < α|pval = v) ≡ f dr(v) = p0 f0(v)
f (v)
(3.13)
Le local FDR est basé sur l’estimation de f et p0 f0. Cette estimation se déroule suivant
les étapes présentées ci-dessous :
(i) Estimer le mélange des densités f (v) en ajustant un histogramme sur toutes les
p-values calculées. Pour estimer les composantes d’un mélange, voir par exemple
[Efron, 2005a].
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(ii) Estimer p0 f0 à partir de l’histogramme autour de la valeur v = 0 de façon non
paramétrique. On peut à ce niveau injecter un a priori sur la distribution des
coefficients de corrélation partielle sous l’hypothèse nulle.
(iii) Conclure que le piplsij est significativement non nul si la probabilité a posteriori
pˆ0 fˆ0(v)/ fˆ (v), est plus petite qu’un seuil prédéfini (par exemple 0.8 comme sug-
géré par [Efron, 2005b]).
Pour plus de détails sur la procédure du local FDR, voir [Efron, 2005a] et [Schäfer and Strimmer, 2005a].
Il faut souligner qu’un élément clef de cette procédure est que les réseaux d’in-
teractions biologiques sont supposés posséder peu d’arêtes (on dira aussi que leur
structure est parcimonieuse). Ainsi, plus p est grand, plus le nombre d’arêtes rejetées
est grand, et plus il est facile d’estimer p0 f0.
Un résultat intéressant que nous avons obtenu avec la méthode PLS-PC est l’ob-
tention, sur des données réelles d’expression chez E. coli, d’un graphe de régulations
génétiques qui contient des motifs aisément reconnaissables par les biologistes (par
exemple l’opéron lactose). Ce graphe est représenté sur la figure 3.3.
FIGURE 3.3 – Graphe obtenu sur des données réelles, voir détails dans
[Tenenhaus et al., 2008].
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Un exemple sur des données simulées avec la méthode proposée dans le para-
graphe 2.2.4.2 est présenté sur la figure 3.4 :
– un échantillon gaussien multivarié a été généré, respectant la structure d’indé-
pendances conditionnelles représentée par le graphe 3.4(a),
– deux matrices de corrélations partielles ont été inférés avec les méthode basées
sur la RR d’une part et la méthode PLS-PC d’autres part,
– pour chacune de ces matrices, le graphe optimal en termes de spécificité et de
sensibilité est déterminé et représenté respectivement figure 3.4(b) pour la mé-
thode basée sur la RR et figure 3.4(c) pour la méthode PLS-PC. Le caractère op-
timal d’un graphe en fonction de la spécificité spe et de la sensibilité sen de la
prédiction des arêtes est le graphe qui minimise la quantité
(1− sen)2 + (1− spe)2.
Les deux graphes inférés ont des allures très différentes, ils contiennent notamment
bien plus d’arêtes que le vrai graphe. Cela est dû à l’utilisation de la spécificté comme
indicateur de qualité d’un graphe. Ce point est discuté dans la partie 3.4.
Ainsi, des méthodes basées sur le même principe, l’inférence d’une matrice de
corrélations partielles grâce à l’équation (3.10), donnent des graphes très différents.
Il n’y a de plus pas de consignes claires sur le seuil à appliquer au local FDR. En-
fin, d’autres méthodes d’inférence de RRG existent, basées sur l’équivalence (3.11)
[Schäfer and Strimmer, 2005b] ou sur l’inférence d’information mutuelle [Margolin et al., 2006].
Toutes ces remarques soulignent le besoin qu’ont les bioinformaticiens d’un indicateur
permettant de déterminer dans une famille de graphes lequel est le plus en adéquation
avec un jeu de données. L’indicateur que nous présentons est inspirée de la théorie des
tests de sphéricité.
3.3 Mesure de l’adéquation d’un graphe à un jeu de données
Nous proposons dans cette partie un indicateur simple d’utilisation permettant
de montrer qu’un graphe est en adéquation avec un jeu de données. Cet indicateur
permet pour une méthode d’inférence donnée, de déterminer les paramètres de régu-
larisation optimaux, mais aussi de choisir la meilleure méthode d’inférence.
Test de sphéricité
Un test de sphéricité consiste à vérifier que la matrice de variance-covariance d’un
échantillon correspond de façon significative à la matrice identité. L’hypothèse nulle
est la suivante :
H0 : Σ = Ip ou bien Σ = σ2 Ip.
On trouve des descriptions de tels tests chez [Dagnelie, 1999] (lui même citant le tra-
vail très complet de [Nagao, 1973]) dans le cas où le nombre de variables est inférieur























































































































































FIGURE 3.4 – Comparaison des résultats obtenus par deux méthodes d’inférence de
graphe : la méthode basée sur la RR (en bas à gauche) et la méthode PLS-PC (en bas).
Les données ont été simulées à partir du graphe représenté en haut. Nous remarquons,
et c’est une tendance générale que nous avons rencontrée tout au long de nos études
sur des données simulées, que PLS-PC tend à produire des graphes contenant bien
plus d’arêtes qu’ils ne devraient en contenir.
vraisemblance [Anderson, 2003]. Cependant, d’après Ledoit et Wolf [Ledoit and Wolf, 2002],
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le test du rapport de vraisemblance est « dégénéré » dans le cas où n < p.














avec S l’estimateur non biaisé de la matrice de variance covariance de l’échantillon
considéré, S = 1/(n− 1)∑ni=1(xi − x)>(xi − x).
Ce test est dédié à l’hypothèse nulle H0 : Σ = Ip, pour le rendre valable dans
le cas général, c’est-à-dire pour H0 : Σ = Σ0 avec Σ0 une matrice définie positive
quelconque, nous appliquons la transformation préconisée par [Anderson, 2003] qui
consiste à remplacer S par SΣ−10 .
Indicateur proposé
Nous nous plaçons ici dans le cas très particulier où le modèle de passage entre G
et Σ est connu : Σ−1 = Ω(G) (par exemple Ω(G) = D− A + I).
La statistique proposée est inspirée de W, mais est généralisée au cas où Σ−10 n’est
pas forcément égale à I grâce à la transformation proposée par [Anderson, 2003]. Cette
















Nous utilisons cette statistique initialement dédiée à un test de sphéricité modifié pour
mesurer l’adéquation d’une famille de graphes à un jeu de données avec comme but
de sélectionner le « meilleur « (au sens de celui pour lequel W ′ est minimal). Nous
avons montré sur des jeux de données simulées que la procédure ainsi définie permet
d’identifier un « bon » graphe, bon au sens défini ci-après.
3.4 Résultats obtenus sur données simulées
Pour comparer des graphes inférés ou de la littérature avec un graphe de réfé-
rence, nous disposons d’indicateurs bien caractérisés et définis à partir de la table de
contingence suivante :
i ∼ j i  j
wij 6= 0 VP FP
wij = 0 FN VN
Comme conseillé dans [Vert, 2008], nous avons choisi la valeur prédictive positive
(ou Positive Prédictive Value, notée PPV dans la suite) et la sensibilité. Ces quantités
seront notées
1. ppv = VPVP+FP pour la PPV et
2. sen = VPVP+FN pour la sensibilité.
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Les réseaux biologiques étant assez pauvres en arêtes, il vaut en effet mieux se concen-
trer sur des indicateurs à base de nombres d’arêtes, prédites ou vraies, comme la PPV
et la sensibilité, plutôt que sur le nombre d’« absences d’arête », comme la spécificité.
Comme ces indicateurs sont calculés à partir de la vérité terrain, ils peuvent servir
de référence pour notre statistique de sphéricité modifiée. Ainsi nous pouvons :
– nous donner un graphe de référence,
– générer un échantillon à partir de ce graphe,
– inférer des graphes de qualité diverse sur cet échantillon,
– caractériser ces graphes d’une part par rapport au graphe de référence (avec la
PPV et la sensibilité ) et d’autre part avec W ′.
Pour pouvoir tester les méthodes présentées dans cette partie, nous nous sommes
uniquement servi de données simulées générées à partir d’un graphe. La première
étape a donc été de générer aléatoirement un graphe.
3.4.1 Simulation d’un graphe aléatoire
Tout d’abord il faut obtenir un graphe de référence Gre f qui permettra de géné-
rer l’échantillon gaussien. Nous avons choisi de le générer aléatoirement plutôt que
d’en prendre des exemples dans les bases de données (ce qui aurait été tout à fait pos-
sible) : on peut contrôler avec finesse la structure, la distribution des degrés, la taille de
graphes aléatoires alors que c’est beaucoup plus difficile de justifier et de rationaliser
ces manipulations sur des graphes « réels ». De plus, rien ne garantit que ces graphes
« réels » modélisent bien le vivant.
Les graphes aléatoires utilisés ont été générés par la méthode d’Érdo˝s-Rényi : les
arêtes sont ajoutées itérativement avec une certaine probabilité de sorte que la distri-
bution des degrés de connectivité atteigne un objectif donné. L’objectif ici est d’avoir
une distribution scale free pour les degrés du graphe. Cette méthode est implémentée
dans la librairie igraph. Un exemple de ce genre de graphes est donné sur la figure 3.5.
3.4.2 Modèle de génération de données simulées
Une fois le graphe de référence, noté Gre f , donné, nous pouvons générer des don-
nées simulées gaussiennes multivariées. Avec la méthode de Cholesky présentée pré-
cédemment, nous générons n réalisations d’une variable aléatoire X ∼ N (0,Σ =
(D− A+ I)−1). Le fait de disposer de ce modèle nous permet de tester les algorithmes
d’inférence de réseaux évoqués dans les parties précédentes et de tester l’adéquation
d’un ou plusieurs graphes à un échantillon.
3.4.3 Comparaison de différentes méthodes d’inférence de réseaux
On observe sur la figure 3.6 que la méthode permettant d’atteindre les meilleures
performances en termes de sensibilité et de PPV est la méthode dérivée de la RR. Nous
















































FIGURE 3.5 – Exemple de graphe aléatoire d’ordre p = 50 obtenu avec l’algorithme
d’Erdos-Renyi. Les couleurs correspondent aux composantes connexes.
type LASSO car la méthode proposée pour fixer un seuil sur les matrices résultantes,
reposant sur le local FDR, ne fonctionne plus. La méthode dérivée de la RR permet en
outre d’obtenir des graphes dont la structure (cf. fig 3.7) est proche de celle du graphe
de référence, tout en montrant des performances meilleures que celles des autres mé-
thodes. Lors de l’application aux données réelles, c’est cette méthode que nous utili-
serons.
3.4.4 Comparer des graphes inférés avec un graphe de référence
Il s’agit enfin de comparer l’indicateur W ′ que nous proposons à la PPV et la sensi-
bilité que l’on peut calculer sur des données simulées, comme représenté sur la figure
3.8(a). Sur cette figure, la valeur de W ′ pour le graphe de référence est représentée
par une ligne verticale en pointillés bleus foncés : cette limite n’est jamais atteinte par
les graphes inférés, ce qui n’est pas surprenant vus les paramètres de la simulation
n = 100 et p = 100. De plus, on observe sur les autres graphes inférés que le graphe
choisi en minimisant W ′ réalise un compromis acceptable entre PPV et sensibilité.
3.5 Conclusion et Discussion
Dans cette partie, nous avons proposé une méthode permettant d’inférer des RRG
à partir de données transcriptomiques utilisant la PLS-R. Cependant, des tests sur des
données simulées ultérieurs aux travaux résumés dans [Tenenhaus et al., 2008] nous























FIGURE 3.6 – Exemple d’inférence de réseaux avec trois méthodes : la méthode PLS-
PC d’une part [Tenenhaus et al., 2008] ainsi que deux autres méthodes dérivées de la
PLS-R (pls.net) et la RR (ridge.net)[Krämer et al., 2009]. Ces courbes sont tracées en
faisant varier le seuil permettant de transformer la matrice de corrélations partielles
inférées en graphe, la sensibilité et la PPV sont calculées pour chaque valeur de ce
seuil. Nous observons que les deux méthodes utilisant la PLS-R montrent des perfor-
mances inférieures à celles de la RR.
graphes dont la structure est plus proche de la réalité. Lors de l’application à des don-
nées réelles, c’est cette méthode que nous utiliserons.
Nous avons de plus présenté un indicateur, inspiré d’une statistique de sphéricité,
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FIGURE 3.7 – Histogrammes des degrés du vrai graphe utilisé pour simuler les don-
nées (en haut), du graphe inféré par PLS-PC (au milieu) et du graphe inféré par la RR
(en bas).
permettant de mesurer l’adéquation d’un graphe ou d’une famille de graphes à un jeu
de données. Nous montrons sur des données simulées qu’il permet de sélectionner
parmi plusieurs graphes celui qui réalise un compromis intéressant entre PPV et sen-
sibilité. Il reste quelques points à éclaircir concernant cette mesure d’adéquation d’un
graphe à un jeu de données avant de pouvoir appliquer cette méthode à des données
réelles :
– la détermination des paramètres d’un modèle simple de passage entre graphe et
matrice de variance covariance,
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– l’utilisation dans cet indicateur d’un estimateur de la matrice de variance cova-
riance plus adapté aux situations n p que S,
– l’interprétation des hypothèses suivantes présentées par Ledoit et Wolf pour dé-
terminer la loi asymptotique de W
(a) le nombre de variables et d’individus sont des fonctions croissantes d’un in-
dice entier k, p = pk et n = nk de sorte que limk→+∞ pk = +∞, limk→+∞ nk =
+∞ et qu’il existe un réel c > 0 tel que limk→+∞ pk/nk = c ;
(b) pour chaque indice k, Xk est une matrice (nk + 1)× pk de nk + 1 observa-
tions i.i.d. d’une variable aléatoire gaussienne multivariée de moyenne µk
et de matrice de variance-covariance Σk. Soit λ
(k)
i , i = 1, ..., pk les valeurs
propres de Σk. On suppose que la valeur moyenne de ces valeurs propres




i > 0 et que la dispersion δ




i − λ)2 sont
toutes deux indépendantes de l’indice k.
Sous ces deux hypothèses supplémentaires, et à condition que (λ− 1)2 + δ2 = 0,
Ledoit et Wolf ont montré que
nW − p D→ N (1, 4), quand n→ +∞ et p→ +∞, (3.14)
où D→ indique la convergence en distribution. Un travail complémentaire sera
mené pour étudier l’influence de ces mêmes hypothèses sur la loi asymptotique
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Seuil sur la matrice de corrélations partielles
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min (1 − sen)2 + (1 − ppv)2
































































































































































































(c) G ayant un W ′ minimal
FIGURE 3.8 – Représentation graphique de l’évolution de la sensibilité et de la PPV en fonc-
tion du seuil appliqué à la matrice des corrélation partielles estimée avec la méthode utilisant
la régression Ridge [Krämer et al., 2009]. Les lignes verticales représentent le seuil à appliquer
pour avoir W ′ minimal (ligne bleue en trait plein) et le seuil à appliquer pour obtenir une
sensibilité et une PPV qui minimisent la quantité (1− sen)2 + (1− PPV)2 (ligne verte en poin-
tillés). Le graphe de référence Gre f est représenté en bas à gauche, le graphe inféré ayant un W ′




Résultats de l’intégration d’un
graphe dans un processus de
classification sur des données
transcriptomiques réelles
Trois jeux de données transcriptomiques ont été étudiés dans cette partie.
4.1 Sélection des Probe Sets correspondant aux gènes impli-
qués dans le cancer selon la base de données KEGG
Manipuler à la fois des réseaux de régulations génétiques et des jeux de données
de microarray implique de savoir à quel gène correspond chaque variable du jeu de
données, pour qu’il soit possible d’établir une bijection entre ces colonnes et les nœuds
du graphe à inférer. Dans le cas particulier des puces à ADN Affymetrix, à chaque co-
lonne correspond un identifiant constructeur prétendument unique. Cet identifiant
est appelé Probe Set : il représente une synthèse des mesures d’expression effectuées
sur un ensemble de sondes réparties tout le long d’une séquence cible du gène étudié.
Les Probe Sets correspondant aux contrôles de qualité ne seront pas considérés dans
la suite.
La sélection des sondes est décrite plus en détails en annexe C : les gènes cor-
respondants au pathway KEGG hsa05200 (cancer chez l’homme) sont extraits, et les
sondes correspondantes sur la puce sont identifiées. La gestion des sondes dupliquées
se fait par leur position relative sur le gène et une fois que les sondes en « meilleure
place » sont identifiées, les profils d’expression des doublons restants sont moyennés.
On obtient donc à la fin de cet étape de filtrage un jeu de données pour lequel chaque
variable correspond à un seul gène.
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4.2 Inférence de réseaux de régulations génétiques
Pour chaque jeu de données, le fait d’avoir à disposition un réseau de régulations
génétiques est modélisé par son inférence soit sur un jeu de données de même nature
et indépendant soit sur une partie du jeu de données qui n’est pas utilisée pour la clas-
sification. La méthode utilisée pour l’inférence du réseau est la méthode ridge.net
décrite dans la partie 3 [Krämer et al., 2009] qui permet de calculer la matrice des cor-
rélations partielles transformée ensuite en graphe d’indépendances par un seuillage
sur le local FDR (au seuil 0.8).
4.3 Description des données
Les jeux de données auxquels nous avons appliqué des méthodes de classifica-
tion intégrant l’information contenue dans un RRG sont des données acquises dans
le cadre d’étude sur le cancer. Toutes ont pour but d’aider le médecin dans le diag-
nostic d’un type de cancer particulier : les puces à ADN permettent d’identifier des
marqueurs moléculaires de la différence entre deux classes d’individus.
4.3.1 Données de cancer de la prostate
Les données de cancer de la prostate sont issues d’un étude décrite dans [Singh et al., 2002].
Le jeu de données est constitué de 102 individus répartis en 52 individus atteints d’un
cancer et 50 individus contrôles. Les résultats présentés par Singh et al. montrent une
amélioration du pouvoir prédictif des marqueurs moléculaires identifiés par analyse
différentielle par rapport aux indicateurs cliniques habituellement utilisés (comme le
dosage de la PSA ou le score de Gleason).
Pour l’inférence de réseaux, deux jeux de données ont été extraits du même jeu de
données [Chandran et al., 2007].
1. le premier pour les échantillons normaux : il s’agit des échantillons de tissu sain
prélevé sur les patients cancéreux.
2. le deuxième pour les échantillons cancéreux : il s’agit d’échantillons tumoraux.
Les deux réseaux caractérisant les patients atteints d’un cancer de la prostate et les
individus sains ont donc été obtenus de manière indépendante.
4.3.2 Données de cancer du colon
Les données sont celles décrites dans [Alon et al., 1999] ont été acquises dans le
cadre d’une étude sur la cancer du colon. Le jeu de données est constitué de 62 indivi-
dus répartis en 42 patients et 20 contrôles.
Pour l’inférence de réseaux, nous avons séparé le jeu de données en deux parties
de tailles égales : la première partie sert à l’inférence des réseaux et la deuxième à la
classification.
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4.3.3 Données de cancer du poumon
Les données de cancer du poumon sont décrites dans [Lee et al., 2008] et sont dis-
ponibles sur le site GEO (sous l’identifiant GSE8894). Le jeu de données est constitué
de 138 patients répartis en deux classes de taille égale : les patients ayant fait une
rechute d’une part et les patients n’ayant pas fait de rechute d’autre part.
Pour l’inférence de réseaux, nous avons utilisé un seul jeu de données portant sur
des individus atteints de cancer, dont le cancer du poumon (identifiant GSE8332).
4.4 Résultats de classification
Nous avons appliqué à ces trois jeux de données les méthodes de classification avec
intégration de RRG présentées dans la partie 2 : NB-SVM, Net et gCDA. La méthode
LP-SVM est retenue comme méthode de classification de référence. Les résultats sont
présentés sous forme de diagrammes en boites sur la figure 4.1.
Ces résultats montrent l’intérêt qu’il y a à intégrer dans la classification un réseau
de régulations génétiques dont on dispose a priori : les trois figures 4.1(a), 4.1(b) et
4.1(c) montrent que gCDA permet d’améliorer les performances de classification. De
plus, nous montrons également, et cela n’est pas en contradiction avec les déclarations
des auteurs de ces méthodes, que les méthode de Zhu et al. et Li et al. échouent à
améliorer les performances en classification sur des données transcriptomiques. La
méthode gCDA permet d’obtenir des performances en classification significativement
différentes d’une classification aléatoire, contrairement aux LP-SVM (cf. figure 4.1(c)).
De plus, nous montrons également sur les figures 4.2(a), 4.2(b) et 4.2(c) que le
graphe inféré par la méthode d’inférence basée sur la RR est bien intégré dans le pro-
cessus de classification. Cela est en effet confirmé par le fait que les valeurs prises par













(a) Cancer de la prostate
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(b) Cancer du colon
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(c) Cancer du poumon
FIGURE 4.1 – Résultats de gCDA sur des données réelles et comparaison avec les mé-
thodes de l’état de l’art. NB-SVM : méthode de Zhu et al. L-ENET : méthode de Li et


















































(c) Cancer du poumon
FIGURE 4.2 – Résultats de l’intégration des graphes dans gCDA. Les histogrammes
représentent les valeurs prises par les paramètres α1 et α2 pour le cas quadratique
(données de cancer du colon de Alon et al.) et par le paramètre α pour le cas linéaire.
L’intégration s’est déroulée correctement : pour tous les jeux de données ces para-





Classification de données transcriptomiques
Nous avons présenté une méthodologie de classification pour des données de
puces à ADN reprenant un cadre de validation croisée permettant d’estimer correc-
tement les performances en classification. Dans le cadre n  p caractéristique des
données transcriptomiques, afin de permettre aux méthodes de classification régu-
larisées de déterminer une fonction de classification, il faut appliquer aux données
d’apprentissage des méthodes de sélection d’attributs. Par ailleurs, la signature mo-
léculaire obtenue à la fin de la classification doit être vérifiable par des techniques
humides bas-débit.
Nous avons choisi la méthode de sélection d’attributs parmi des approches wrap-
per ou filter en fonction de leur capacité à identifier des gènes différentiellement ex-
primés. Sur des données simulées, nous avons montré que le FC permet d’identifier
le mieux les gènes différentiellement exprimés. Notre choix du FC pour identifier des
gènes différentiellement exprimés est également justifié par le fait que les signatures
ainsi produites conviennent aux expérimentations bas débit classiquement menées à
la suite des expériences microarray [Witten and Tibshirani, 2007].
Nous mettons également en évidence le rôle fondamental de l’estimation des ma-
trices de variance covariance dans la classification.
Méthode gCDA
Nous avons proposé un cadre original d’intégration d’un RRG dans un processus
de classification. L’information contenue dans le RRG est intégrée dans l’estimation
des matrices de variance covariance utilisée dans l’analyse discriminante. Nous mon-
trons sur des données simulées que gCDA atteint des performances meilleures que les
méthodes de la littérature dans un cadre de classification où chaque classe est modéli-
sée par une variable différente.
De plus, gCDA présente deux avantages par rapport aux méthodes de la littéra-
ture. D’une part il est possible d’intégrer un graphe par classe, ce qui se traduit par
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une fonction de classification quadratique. D’autre part, la méthode proposée dépen-
dant d’un hyperparamètre α ∈ [0; 1] automatiquement estimé par validation croisée,
il est possible de qualifier a posteriori l’intégration du graphe dans la classification :
plus les valeurs prises par le paramètre α sont proches de 0, meilleure est l’intégration.
Inférence de RRG et adéquation d’un graphe à des données.
Pendant ma thèse, j’ai participé au développement d’une méthode d’inférence de
RRG basée sur l’estimation de coefficients de corrélation partielle à l’aide de la PLS-R.
Nous avons également proposé un indice permettant de qualifier la qualité d’un
graphe parmi une famille de graphes montrant des performances en termes de PPV et
de sensibilité intéressantes sur des données simulées.
Application de gCDA à des données réelles.
Nous avons enfin appliqué à la fois des méthodes d’inférence de RRG et gCDA sur
des données microarray issues de bases de données publiques.
La méthode gCDA montre de bonnes performances sur certaines de ces applica-
tions. Lorsque les performances de gCDA sont bonnes, nous montrons de plus que le
graphe est bien intégré dans le processus de classification.
Perspectives
Simulations
Le modèle de simulation présenté au paragraphe 1.2.3, bien que prenant en compte
la structure de corrélations existant entre variables, est encore assez frustre, il faudra
l’enrichir en y intégrant par exemple une ou plusieurs sources de bruit.
Méthode gCDA
La méthode gCDA est une approche originale par rapport aux méthodes de l’état
de l’art au sens où elle ne reprend pas la contrainte commune d’obliger des coefficients
connectés dans le RRG à avoir des poids proches dans la fonction de classification
[Rapaport et al., 2007] [Li and Li, 2008], [Zhu et al., 2009].
Comme nous l’avons vu au paragraphe 2.2.4, l’information contenue dans le graphe
G a été intégrée dans gCDA en utilisant un nouvel estimateur de matrice de variance
covariance :
Σ̂(α) = αS + (1− α) (D− A + I)−1 .
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Ainsi que nous l’avons suggéré au paragraphe 2.3, il est possible d’intégrer ce nouvel
estimateur dans un noyau de Mahalanobis [Haasdonk and P ekalska, 2008].
Nous n’avons pas eu le temps de comparer gCDA à la méthode implémentée dans
[Binder and Schumacher, 2009]. Cette méthode est basée sur une approche de boos-
ting et est proposée comme une alternative à la méthode de Li et al. dans le cadre
d’analyse de données de survie. Elle peut être utilisée dans un cadre de classification.
Cela constitue une perspective évidente de notre travail.
Lien entre matrice de variance covariance et graphe
Durant toute la thèse, nous avons considéré que le graphe G était lié à la matrice de
variance covariance Σ par la modèle Σ−1 = D − A + I, avec D la matrice des degrés
et A la matrice d’adjacence du graphe. Nous envisageons d’enrichir ce modèle dans
un premier temps en utilisant la statistique d’adéquation d’un graphe à des données
que nous avons présentée pour ajuster le paramètre d’un modèle toujours inspiré du
laplacien du graphe :
Σ−1 = D− A + γI avec γ > 0.
Nous envisageons également de nous inspirer des méthodes présentées par Letac et
al. et Rajaratnam et al. pour déterminer Σ à partir de G. La mise en œuvre de ces mé-
thodes devrait être complétée par une étude plus poussée de l’influence du modèle
existant entre Σ et G sur les performances en classification de gCDA. Cela pourrait
se faire via un modèle paramétrique simple et robuste. Ce modèle serait appliqué à
l’indicateur que nous avons proposé permettant de mesurer l’adéquation d’un graphe
à des données, ce qui permettrait d’analyser des graphes et des données transcripto-
miques réelles. L’indicateur ainsi adapté permettrait non seulement de positionner un
seuil sur une seule matrice de corrélations partielles empiriques, mais aussi de choisir




Nous avons choisi de présenter dans le corps du mémoire tous les travaux effec-
tués pendant la thèse en rapport avec l’intégration de l’information contenue dans un
graphe dans un processus de classification. D’autres travaux ont également été menés
car nécessaires à l’analyse de puces à ADN, mais que nous regroupons dans ces par-
ties annexes afin de conserver un fil directeur clair. Dans son activité de plateforme,
le LEFG a fabriqué des puces à ADN de type deux couleurs et a développé une bio-
informatique dédiée à la génomique fonctionnelle à partir de puces une ou deux cou-
leurs. ParnterChip est une société de services dont l’une des missions est d’hybrider
et d’analyser des puces à ADN Affymetrix, donc à une couleur.
Dans ce cadre, nous avons contribué d’une part à étendre les connaissances bi-
bliographiques de l’équipe de bioinformatique du LEFG à l’étude des puces à ADN
Affymetrix. Cela a également permis à PartnerChip de mettre au point une routine
d’analyse de puces Affymetrix, implémentée sous R. D’autre part, nous avons été par-
tie prenante des expériences menées au LEFG, comme le montre notre participation
au développement d’une nouvelle méthodologie appliquée aux données de toxicogé-
nomique.
Les annexes sont structurées de la manière suivante. Tout d’abord, nous présen-
tons des résultats complémentaires aux résultats présentés dans la partie 1. Ensuite,
nous introduisons le concept des puces à ADN. Enfin, nous présentons plus particu-
lièrement deux aspects sur lesquels nous avons travaillé durant la thèse.
– Le premier concerne la normalisation des données acquises sur les puces « une
couleur » (type Affymetrix).
– Le second décrit une stratégie expérimentale d’étude d’un toxique dont les effets
sont décrits uniquement au travers du phénotype général et d’un mécanisme
moléculaire. Les effets sur le transcriptome de ce stress peuvent être étudiés mais
le biologiste ne dispose alors que de peu d’information dosimétrique à ce niveau.
Nous avons proposé une méthode qui considère une gamme de dose de toxique





Nous présentons tout d’abord des résultats complémentaires aux résultats présen-
tés sur des données simulées dans la partie 1. Les résultats que nous avons présentés
dans cette partie concernaient la comparaison de méthodes d’analyse différentielle
de type filter et wrapper. Les deux classes de données ont été générées selon une loi
gaussienne multivariée avec une structure de corrélation inférée sur les données de
[Golub et al., 1999].
Les figures suivantes présentent des résultats similaires pour un nombre d’indivi-
dus plus grand que celui proposé dans le paragraphe 1.2.3 : n = 100 et 200.
Ces figures nous montrent que l’augmentation du nombre d’individus, dans des
proportions réalistes par rapport aux expériences de puces à ADN, n’influe pas sur
les conclusions que nous avons tirées dans la partie 1. En effet, le FC reste toujours un























































































































(d) Statistiques,n = 200























































































































(d) Statistiques,n = 200




Normalisation de puces à ADN
Dans cette annexe, nous présentons tout d’abord le contexte général de la fabri-
cation des puces à ADN en nous focalisant sur les technologies propres au LEFG et
à PartnerChip : les puces à ADN deux couleurs et les puces de la société Affymetrix.
Ensuite, nous présentons une étude bibliographique des méthodes de normalisation
des puces Affymetrix. Cette étude a bénéficié à l’équipe bioinformatique du LEFG,
en s’ajoutant à l’étude bibliographique déjà effectuée sur la normalisation des puces
à ADN deux couleurs. Elle a également bénéficié à PartnerChip, car elle a également
donné lieu à l’implémentation dans le langage R d’une routine d’analyse aujourd’hui
utilisée pour les projets de transcriptomique.
Une expérience de génomique fonctionnelle à « haut débit » consiste à extraire
l’ensemble des transcrits (i.e. l’ensemble des acides ribonucléiques) d’un ensemble de
cellules prélevées sur un individu afin de mesurer leurs concentrations. Cette opéra-
tion se fait classiquement par dépôt des ARN prélevés (après amplification, marquage
et souvent traduction en ADN complémentaire) sur une surface solide présentant des
sondes caractéristiques de tous les gènes de l’organisme étudié. Nous rappelons dans
un premier temps la structure d’une cellule eucaryote et dans un deuxième deux types
de puces à ADN.
B.1 L’ARN
La plupart des êtres vivants sont constitués d’une ou plusieurs cellules. La cellule
est définie comme un volume cloisonné par une membrane contenant toutes les molé-
cules nécessaires à la vie de l’organisme. Les fonctions de la cellule vivante sont sous-
tendues par des interactions entre des molécules d’ADN, d’ARN, les protéines, des
molécules qui seront métabolisées etc. L’un des principaux paradigmes de la biologie
moléculaire (voir figure B.1(a)) définit les différentes catégories de molécules présentes
dans la cellule (ADN, ARN et protéines) et comment l’information transite entre ces
catégories jusqu’à la synthèse des protéines. Ce que ne représente pas ce paradigme,
ce sont les interactions entre ces différents niveaux (voir B.1(b)) : des protéines ou des
molécules des ARN (dits interférants) régulent ou interfèrent avec la transcription ou
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la traduction de gènes. Ce que nous avons appelé réseau de régulations génétiques
(RRG) correspond ainsi à la projection du réseau de toutes ces interactions dans l’es-
pace des mesures du transcriptome.
(a) Paradigme de la biologie moléculaire (b) Différents niveaux d’interaction
FIGURE B.1 – La planche (a) illustre un des grands paradigmes de la biologie molé-
culaire : les catégories de molécules et un petit nombre des mécanismes de contrôle
sur le flux d’information. La planche (b) illustre comment le gène 1 interagit (flèche
rouge pointillée) sur le gène 2 en passant par le niveau des protéines. Un exemple
plus complexe est donnée pour les gènes 3 et 4 qui modulent le gène 2 par formation
d’un complexe protéique. Communément on considère que ces interactions peuvent
être projetées en un réseau d’interaction génétique qui rassemble les interactions du
type flèches pointillées. Planche (b) d’après [Brazhnik et al., 2002]
B.2 Présentation générale des puces à ADN
Les étapes de la fabrication et de l’hybridation d’une puce à ADN sont en général
toujours les mêmes :
1. fabrication de la puce,
2. extraction des ARNS des échantillons biologiques,
3. amplification(s), marquage(s) fluorescent(s) des ARNs,
4. dépôt sur la puce et hybridation,
5. lecture de la puce,
6. traitements manuels (caractérisation visuelle de la qualité d’hybridation) et nu-
mériques (normalisations)
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Toutes ces étapes sont différentes d’un type de puces à un autre, nous détaillons rapi-
dement ces différences pour les puces à ADN deux couleurs et une couleur.
Puces à ADN deux couleurs. Une puce à ADN deux couleurs est une lame de verre
ou de polymère recouverte d’une substance permettant aux sondes ADN de s’accro-
cher. On dépose ainsi dans un premier temps un ensemble d’îlots correspondant cha-
cun à une séquence spécifique du génome étudié. Le dépôt de ces îlots se fait à l’aide
d’un robot (à l’aide d’aiguille, par projection etc.) et les sondes présentes dans chaque
îlot sont issues d’une banque de sondes spécifique de la plate forme dans laquelle les
puces sont fabriquées. Par exemple la plate forme du LEFG a contribué à la création
des banques HuOli et MuOli [Brigand et al., 2006].
Après le dépôt de ces sondes sur la lame de verre, on peut déposer une solution
obtenue à partir de deux échantillons de cellules. Cette solution a été obtenue après
une série de transformations que l’on peut résumer en quelques étapes clé :
(a) extraction des ARN de l’échantillon de cellules,
(b) amplification,
(c) et marquage fluorescent.
Pour pouvoir différencier les ARN provenant des échantillons de cellules, on utilise
deux marqueurs fluorescents différents : la cyanine 3 et la cyanine 5. Ces deux mar-
queurs émettent des rayonnements dans deux zones du spectre différentes et peuvent
être excités par un même rayonnement source. La solution est déposée sur la puce puis
mise dans des conditions de température favorables à l’hybridation des copies des
transcrits aux sondes présentes dans les îlots. Cette hybridation est dire compétitive
car des copies de transcrits marqués différemment (et donc issus de deux populations
de cellules différentes) vont tenter de s’hybrider aux même îlots.
Ainsi, après l’hybridation compétitive, on peut mesurer à l’aide d’un scanner l’in-
tensité lumineuse émise par chaque îlot pour chaque échantillon biologique. Ce genre
d’hybridation est bien adapté dans le principe aux échantillons appariés (par exemple
deux échantillons de cellules avant et après un traitement chimique ou encore deux
échantillon prélevés sur un patient avant et après qu’il ait suivi un régime spécial).
Quand les échantillons ne peuvent pas être appariés, on a recours à un « intermé-
diaire » : chaque échantillon est hybridé compétitivement avec un banque de sondes
dite « universelle ».
Le résultat de l’hybridation et de la lecture par un scanner est une image ressem-
blant à l’image présentée figure B.2(a). Cette image doit encore être analysée à la fois
manuellement (un opérateur vérifie la qualité de l’hybridation pour chaque îlot) et
numériquement (on doit appliquer des méthode numériques de correction des biais
techniques et de normalisation) avant de pouvoir obtenir la concentration supposée
en transcrits pour chaque échantillon.
Pour les puces à deux couleurs, un profil d’expression le ratio des expressions dans
l’échantillon 1 par rapport à l’échantillon 2.
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Puces à ADN une couleur. Les puces à ADN une couleur sont également des sup-
port en polymère recouvert d’une substance permettant l’accrochage des sondes. Les
sondes, des oligos courts de 25 bases, sont déposées à la surface de la puce par photo
lithogravure (technologie utilisée également dans son principe pour fabriquer des cir-
cuit intégrés) ; base par base, un masque spécial permet de déposer la base qu’il faut
(A, T, C ou G) où il faut. La densité des sondes déposées par ce procédé est bien supé-
rieure à celle possible par le procédé précédent.
Une fois la puce fabriquée, une solution contenant des copies des transcrits pré-
sents dans un seul échantillon biologique y est déposée. Les copies des transcrits sont
marqués avec de la biotine. Après hybridation et lecture, il faut encore procéder à
la lecture de l’image et à des traitements numériques avant de pouvoir obtenir le vec-
teur des concentrations en transcrits. Une image d’une telle puce est représentée figure
B.2(b).
Notons que ce ne sont pas les seules puces sur le marché permettant de réaliser
des études transcriptomiques à haut débit : la société Illumina propose également
des puces à microbilles, et les séquenceurs utilisés jusqu’à très récemment unique-
ment pour décoder des séquences ADN sont utilisés maintenant pour décoder des
séquences ARN.
B.3 Le profil d’expression
À partir de la puce à ADN, nous obtenons pour chaque individu, ou pour chaque
échantillon d’ARN, un vecteur de taille égale au nombre de sondes différentes pré-
sentes sur la puce. Ce nombre est du même ordre de grandeur que le nombre de gènes
dans l’organisme étudié, on peut donc dire qu’on obtient un vecteur x de taille 1× p
avec p de l’ordre de 10000 (gènes) : par exemple, l’organisme Homo sapiens est caracté-
risé par 25000 gènes.
Chaque composante de ce profil d’expression correspond à un identifiant de la
banque de sondes utilisée pour les puces deux couleurs, à un Probeset Affymetrix, ou
plus généralement à un identifiant de séquence sur le génome de l’organisme étudié
qui correspond à un gène connu, un gène putatif ou une sonde servant au contrôle de
qualité. Ces identifiants ont donc le plus souvent des correspondants dans les bases
de données d’annotation publiques. On peut dénombrer plusieurs identifiants :
– le SYMBOL,
– le GENE NAME, très proche du SYMBOL, qui décrit la fonction identifiée du
gène concerné,
– l’identifiant RefSeq (identifiant de séquence),
– l’identifiant ENTREZ,
– l’identifiant KEGG, qui permet entre autres de retrouver dans quels pathways
de la base de données KEGG le gène en question a un rôle à jouer,
– l’identifiant GO qui permet de classer les gènes en fonction de leur(s) catégo-
rie(s) fonctionnelle(s).
Un problème récurrent dans l’analyse de puces à ADN est que plusieurs Probe Sets
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peuvent correspondre au même gène. Nous proposons en annexe C une méthodologie
permettant de faire correspondre à un gène un seul Probe Set.
B.4 Normalisation
La technologie des puces à oligonucléotides développée par la société Affymetrix
permet d’observer l’activité transcriptomique d’un ensemble de cellules prélevé sur
un organisme eucaryote. Après amplification et marquage par un marqueur fluores-
cent, l’ARN extrait de ces cellules est déposé sur la puce, permettant aux brins d’ARN
présents dans la préparation de s’hybrider aux sondes de 25 paires de bases présentes
à la surface de la puce. Deux sortes de sondes appariées ont été déposées : à une
sonde dite PM (Perfect Match), spécifique d’un transcrit, correspond une sonde MM
(MisMatch) identique sauf au niveau de la 13e paire de base, qui a été mutée. Ainsi
les sondes PM s’hybrident spécifiquement avec un transcrit particulier, mais peuvent
également s’hybrider avec des brins d’ARN non spécifiques de ce transcrit, ce phéno-
mène, appelé hybridation non-spécifique, est mesuré à l’aide des sondes MM. Chaque
transcrit est caractérisé par 11 ou 20 paires de sondes. Pour un même transcrit, on
appelle l’ensemble des paires de sondes PM et MM le Probe set.
Le preprocessing des puces à oligonucléotides consiste en une succession d’étapes
permettant une correction du bruit, une normalisation entre les lames d’un même
échantillon, l’estimation de l’indice d’expression et enfin le résumé de l’ensemble des
PM et MM d’un Probe set en une seule valeur caractéristique de l’expression d’un
gène [Freudenberger, 2005]. L’étape de correction du phénomène d’hybridation non-
spécifique semble être celle qui détermine le plus la qualité du preprocessing [Irizarry et al., 2006].
C’est donc à la modélisation de ce phénomène que nous allons nous intéresser dans
ce document plutôt qu’au résumé ou à la normalisation.
Ces différentes étapes sont détaillées ci-dessous.
Correction du bruit de fond Le bruit mesuré sur la puce provient de phénomènes
physiques et biologiques listés dans [Freudenberger, 2005] ; une hypothèse clas-
sique pour ce genre de bruit est qu’il est additif et gaussien.
Normalisation Le but de cette étape est de corriger les biais dus à la variabilité en
abondance de matériel génétique, d’efficacité de marquage, d’hybridation ou
d’amplification entre toutes les puces d’une expérience.
Correction du phénomène d’hybridation non-spécifique C’est l’étape critique du pre-
processing. Elle permet entre autres de compenser le biais dû à l’hybridation
non-spécifique.
Résumé On effectue le résumé des valeurs calculées pour toutes les paires de sondes
d’un Probe set en une seule valeur caractéristique et, si possible, robuste : par
exemple une moyenne robuste de Tukey biweight ou une valeur déterminée par
l’algorithme median-polish, 1 ... [Freudenberger, 2005]
1. L’algorithme median-polish est utilisé par la méthode RMA pour résumer les Probe sets de toutes
les puces de l’expérience considérée. Le principe est d’ajuster un modèle linéaire aux données d’expres-
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Le résultat est une estimation de l’abondance de chaque transcrit représenté sur la
puce. Cette estimation sera appelée dans la suite indice d’expression.
Pour savoir si une méthode de preprocessing permet d’estimer correctement l’abon-
dance en transcrits dans une préparation, il faut la confronter à des données issues
de préparations pour lesquelles on connaît la composition en ARN. Nous présentons
dans la suite quelques-uns des jeux de données qui répondent à cette attente.
Les données de dilution ont été produites par GeneLogic à partir de deux sources
d’ARN : deux lignées cellulaires de tissus humains hépatiques et du système nerveux
central hybridées sur des puces HG-U95Av2. [Irizarry et al., 2003]. 6 groupes de puces
ont été étudiés correspondant à des concentrations de 1.25, 2.5, 5.0, 7.5, 10.0 et 20.0 µg
d’ARN total, au final, 60 lames ont été produites.
L’étude Spike in a été développée par Affymetrix pour valider l’algorithme MAS5
à partir de fragments d’ARN correspondant à 16 Probe sets de la puce GeneChip HG-
U95A. Ces fragments ont été ajoutés à des préparations d’ARN dont les concentrations
sont des puissances de 2 allant de 2 à 1024 pM 2. La même source d’ARN a été utilisée
dans tous les cas pour la préparation d’ARN. Ainsi, un petit nombre de gènes seront
différentiellement exprimés tout en étant mélangés à une population classique d’ARN
qui est identique pour toutes les puces.
Trois critères sont considérés pour comparer différentes méthodes de preproces-
sing. Ils consistent à évaluer :
– la précision de l’indice d’expression, évaluée par sa variabilité ;
– la consistance de l’estimation du fold-change ;
– la spécificité et la sensibilité de l’indice à détecter les gènes différentiellement
exprimés.
Le package R affycomp , développé par Irizarry et al. ([Irizarry et al., 2003], [Wu et al., 2004],
[Irizarry et al., 2006]) permet de générer automatiquement des représentations visuelles
de ces critères que nous allons largement utiliser dans ce document.
Différents modèles ont été proposés pour l’influence du phénomène d’hybridation
non spécifique sur le signal mesuré sur une puce.
Les notations employées dans tout le document sont celles adoptées par Irizarry et
al. : PMn,i,j est l’intensité mesurée pour une sonde PM et MMn,i,j l’intensité mesurée
pour une sonde MM, i = 1, ..., I représente la puce, j = 1, ..., Jn la sonde et n = 1, ..., N
le Probe set (ou gène).
Le nombre de gènes N est de l’ordre de 20 000, le nombre de puces I est le plus
souvent de quelques dizaines et le nombre de paires de sondes Jn varie de 11 à 20.
A partir des intensités des spots PM et MM, il faut estimer la quantité de transcrit
présent dans la préparation déposée sur la puce. Dans la suite, on notera θn,i cette
quantité pour le gène n et l’échantillon i et son estimation l’indice d’expression θˆn,i.
Modèle additif, MAS Par défaut, l’algorithme de preprocessing effectué sur les puces
à oligonucléotides effectue le traitement suivant :
sion, de façon itérative, en considérant les médianes à travers les Probe sets.









Il est basé sur le modèle simple additif suivant :
PMn,i,j −MMn,i,j = θn,i + en,i,j avec en,i,j ∼ N(0, σ2) (B.2)
Cette différence est souvent négative. C’est par exemple flagrant sur le jeu de don-
nées disponible en ligne acquis par Golub et al. qui a subi cette transformation et qui
présente de nombreuses valeurs négatives (environ 50 %). Ce jeu de données est dispo-
nible sous R dans le package multtest grâce à la commande data(golub). Outre le fait
qu’il est difficilement interprétable biologiquement d’avoir une abondance négative
de transcrit dans une préparation, cela empêche également le passage au logarithme,
qui est une transformation préconisée par nombre de méthodes de preprocessing car
elle semble stabiliser la variance dans une certaine mesure, à la condition d’être effec-
tuée sans correction du bruit d’hybridation non-spécifique [Durbin and al., 2002].
MAS5 est la version 5.0 de la solution "MicroArray Suite" proposée pour le prepro-
cessing des puces à oligonucléotides par la société Affymetrix. L’indice d’expression











où MM∗n,i,j est une valeur corrigée de l’intensité mesurée pour le spot MM dans le
cas où PMn,i,j < MMn,i,j. Cette correction est due au fait que pour un grand nombre
de sondes (jusqu’à 1/3), la quantité PMn,i,j −MMn,i,j est négative. La fonction Tbi (Tu-
key Biweight) permet une moyenne pondérée des quantités PMn,i,j−MM∗n,i,j pour un
Probe set donné.
Malheureusement cette correction, qui est peu documentée, ne protège pas totale-
ment contre la présence de valeurs négatives après preprocessing.
Modele multiplicatif [Li and Wong, 2001] Les solutions proposées par Affymetrix
n’étant pas totalement satisfaisantes, le modèle suivant suivant a été développé :
yi,j = PMi,j −MMi,j = θiφj + ei,j, ∑
j
φ2j = J, e ∼ N(0, σ2) (B.4)
Ici, φj modélise la sensibilité d’une paire de sondes d’un Probe set au phénomène
d’hybridation spécifique : plus φj est grand, meilleure est la réponse de la sonde PM.
Ce modèle est basé sur l’observation que la variabilité entre sondes est 4 ou 5 fois
supérieure à celle qui existe entre puces. Ce modèle prend donc mieux en compte le
comportement différents des sondes d’un même Probe set. De façon plus générale, les
hypothèses suivantes ont été effectuées sur les comportements des sondes PM et MM.
MMi,j = νj + θiαj + e (B.5)
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PMi,j = νj + θiαj + θiφj + e (B.6)
Avec νj + θiαj représentant la réponse de la jème paire de sondes à une hybridation
non-spécifique, pour l’échantillon i.
L’implémentation de ces modèles a été effectuée dans plusieurs langages par Le-
mon et al. dans un logiciel appelé DCHIP [Lemon et al., 2002].
Modèle log-linéaire additif GCRMA L’indice d’expression RMA est calculé grâce
au modèle statistique suivant :
T(PMn,i,j) = en,i + an,j + en,i,j (B.7)
où T représente une transformation qui corrige le bruit de fond, normalise, et
prend le logarithme des intensités pour les sondes PM, en,i est le logarithme en base
2 de la valeur d’expression sur la puce i, an,j modélise l’affinité pour les sondes j du
Probe set considéré, et en,i,j est un terme de bruit. Non seulement le modèle estimant
l’indice d’expression est différent de celui utilisé par [Li and Wong, 2001], mais en plus
les méthodes de correction de bruit de fond et de résumé des Probe sets sont égale-
ment différentes. La séquence de la sonde a une importance, puisque toutes les bases
A, T, G et C ne présentent pas la même affinité entre elles. Cela n’est pas négligeable
et est pris en compte par l’algorithme GCRMA [Wu et al., 2004]. Le modèle de cette












où k = 1, ..., 25 indique la position de la base considérée le long de la sonde, b la
lettre de la base, bk la base en position k, 1bk=b est une fonction indicatrice qui vaut 1
quand la base en position k est de type j, 0 sinon, et µj,k représente la contribution à
l’affinité de la base b en position k. A b fixé, l’effet µb,k est un polynôme de degré 3.
Le preprocessing est une étape essentielle qui influe énormément sur les résul-
tats issus d’études statistiques visant à détecter des gènes différentiellement expri-
més, comme en témoigne notamment les études Spike in référencées par Irizarry et
al.. Ce domaine de recherche est très actif et prolifique, et plusieurs questions restent
ouvertes :
– Comment effectuer une correction du bruit de fond qui se trouve sur l’image de
la puce ? Par bruit, on entend les biais techniques dus à l’amplification de l’ARN,
aux lavage et séchage de la puce, au scanner utilisé etc.
– Les jeux de données Spike in et de dilution reflètent-ils bien ce qui peut se trou-
ver dans un échantillon biologique classique ?
– L’ordre dans lequel est réalisé les différentes étapes du preprocessing est-il im-
portant ?
La société Affymetrix a récemment développé une nouvelle méthode de prepro-
cessing, qui semble égaler les performances de la méthode GCRMA [Irizarry et al., 2006].
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Elle est malheureusement peu documentée : il s’agit de la méthode PLIER (Probe Lo-
garithmic Intensity Error [AffyTeam, 2005]).
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(a) Puce à ADN deux couleurs (b) Puce à ADN une couleur
FIGURE B.2 – Deux technologies pour les puces à ADN. En (a) et en haut une lame de
verre imprimées avec des oligonucléotides longs et en bas en fausses couleurs l’image
scannée d’une portion hybrideés avec des extraits marqués en deux couleurs. En (b)
et en haut une puce Affymetrix utilisant la photo lithogravure pour la synthèse in
situ des sondes et en bas en fausses couleurs l’image scannée d’une portion de puces.




Sélection des sondes impliquées
dans le cancer selon la base de
données KEGG
Nous proposons dans cette partie annexe une méthodologie permettant de sélec-
tionner, parmi plusieurs identifiants Affymetrix ciblant le même gène, celui qui est le
mieux positionné sur le gène. Cette méthodologie a été appliquée aux jeux de données
réels utilisés dans le chapitre 4.
Manipuler à la fois des réseaux de régulations génétiques et des jeux de données
de microarray implique de savoir à quel gène correspond chaque colonne du jeu de
données, pour qu’il soit possible d’établir une bijection entre ces colonnes et les nœuds
du graphe. Dans le cas particulier des puces à ADN Affymetrix, à chaque colonne cor-
respond un identifiant constructeur prétendument unique. Cet identifiant est appelé
Probe Set : il représente une synthèse des mesures d’expression effectuées sur un en-
semble de sondes réparties tout le long d’une séquence cible du gène étudié. Les Probe
Sets correspondant aux contrôles de qualité ne seront pas considérées dans la suite.
Premièrement, le tableau C.1 montre les pourcentages de Probe Sets référencés dans la
base de l’UCSC ciblant plusieurs gènes distincts. Ces Probe Sets étant non spécifiques,
ils doivent être écartés de l’analyse. Les trois collections Affymetrix représentées dans
ce tableau sont la HG-U95av2, la HG-U133A et la HG-U133+2.0. Ces différentes collec-
tions représentent chronologiquement l’évolution des puces transcriptomes humaines
d’Affymetrix qui sont fonction de l’état des connaissances du génome humain du mo-
ment. Ainsi la puce HG-U95av2 est la plus ancienne, et HG-U133+2.0 la plus récente.
U95av2 U133A U133+2.0
11.9 % 7.4 % 8.4 %
TABLE C.1 – Pourcentage des sondes artificiellement dupliquées pour 3 collections
différentes.
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Deuxièmement, différents Probe Sets peuvent correspondre au même gène. Le ta-
bleau C.2 représente pour un certain nombre d’occurrences k (k sondes différentes
parmi les sondes de la puce correspondent au même gène) le nombre de sondes dif-
férentes concernées nk. Le Probe Set qui intéresse le plus l’expérimentateur sera ce-
lui qui cible une séquence la plus proche possible de l’extrémité 3’ de l’ARN messa-
ger du gène ciblé (ceci pour des raisons techniques inhérentes à la préparation des
échantillons). Au niveau génomique, en fonction de l’orientation du gène (brin sens
ou antisens), on choisira donc le Probe Set le plus proche de l’extrémité 3’ de l’ARN
messager et dans la même orientation que ce dernier. On dira donc que les Probe Sets
les plus éloignés de l’extrémité 3’ sont de moins bonne qualité. Ce renseignement est
disponible, puce par puce, dans la base de données de l’UCSC et permet donc de sé-
lectionner pour chaque gène le meilleur Probe Sets.
k 1 2 3 4 5 6 7 8 9 10 12 17 20
nk 6556 1562 558 130 42 41 17 8 11 2 2 1 1
k 1 2 3 4 5 6 7 8 9 10 11 12 13 16 17 21 22
nk 8040 2803 1301 485 167 111 26 19 22 7 2 10 1 2 1 1 1
k 1 2 3 4 5 6 7 8 9 10 11 12 13
nk 8925 5309 2894 1493 717 416 164 89 59 33 11 20 7
k 14 15 16 18 22 23 24 27 30
nk 3 6 3 3 4 1 2 1 1
TABLE C.2 – Occurence des SYMBOL
Troisièmement, la base de données publique KEGG contient une version de l’en-
semble des gènes impliqués dans des processus biologiques liés au développement
d’un cancer. Cet ensemble, appelé dans KEGG « pathway hsa05200 » est accompagné
d’interactions documentées dans la littérature et représentées sous la forme d’un Ré-
seau de Régulations Génétiques. Après avoir déterminé les Probe Sets correspondant
aux gènes impliqués dans le RRG du cancer de KEGG, les Probe Sets correspondant
à des sondes de mauvaise qualité ayant préalablement été éliminées, les gènes repré-
sentés par plusieurs Probe Sets sont beaucoup moins nombreux, comme en atteste le
tableau C.3. Ces Probe Sets sont en fait des doublons qui ciblent des séquences à égale
distance de l’extrémité 3’ de l’ARN messager.
k 1 2 3
nk 256 25 1
k 1 2 3
nk 290 22 2
k 1 2 3
nk 303 19 3
TABLE C.3 – Occurence des SYMBOL sur les Probe Sets présents dans le pathway
KEGG du cancer chez l’être humain hsa05200.
Enfin, les profils d’expressions correspondant au doublons seront moyennés. Après
ces différentes étapes, la fonction faisant la correspondance entre les noms des gènes
et les colonnes du jeu de données de puces à ADN considéré est injective.
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Annexe D
Analyse de données de
toxicogénomique
La toxigénomique est l’ensemble des techniques qui permettent d’étudier l’effet
d’une ou plusieurs substances sur un organisme modèle et plus particulièrement en
terme de réseau de régulation, d’expression des gènes ou activité des protéines. L’or-
ganisme en question peut être par exemple la souris (Mus musculus) ou le rat (Rattus
norvegicus) (entre autres) ou des cellules primaires extraites de tissus humains sains
(par exemple des cellules du foie). Différentes doses de la substance toxique sont ad-
ministrées à l’organisme modèle. Le but de certaines études menées au LEFG a été
d’étudier l’effet de ces doses grâce à des puces à ADN.
Cependant, certaines doses ont un effet observable équivalent qui n’est pas prévi-
sible par l’expérimentateur. Nous proposons une méthode qui permet de regrouper
les doses ayant le même effet observable. Cette méthode permet de plus d’associer au
problème de classification des profils d’expression en fonctions des doses
– une signature moléculaire permettant d’interagir avec les biologistes,
– un pouvoir de prédiction.
La partie suivante est la retranscription de l’article qui a été accepté à la conférence
BIOTECHNO 2008 [Guillemot et al., 2008b].
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The range of doses chosen in toxicogenomics studies does not always represent all
the possible effects on gene expression : several doses of toxicant can lead to the same
observable effect on the transcriptome. This makes the problem of dose exposure pre-
diction difficult to address. We propose a strategy allowing to gather the doses with
similar effects prior to the computing of a molecular signature. The different gathe-
rings of doses are compared with criteria based on likelihood or Monte Carlo Cross
Validation. The molecular signature is then determined via a voting algorithm. Experi-
mental results point out that the obtained classifier has better prediction performances
than the classifier computed according to the original labeling.
D.1 Introduction
Microarray gene-expression profiling is recognized to bring valuable information
as regards diagnosis or prognosis (e.g. oncology, new drugs testing, etc.). Many works
now aim at applying this high-throughput tool to toxicological studies [Bushel et al., 2007],
[Fannin et al., 2005], for which the ultimate purposes are to know whether an indivi-
dual has been intoxicated and if so, to identify the toxicant and possibly to predict the
exposure level. Because the clinical signs are the same for a wide range of toxicants,
a molecular imprint yielded by gene expression, the so called molecular signature, of
each toxicant would help the design of a fast and efficient diagnostic tool. A typical
toxicogenomic study consists in administering a toxicant to a model organism at dif-
ferent doses within a range, and getting the corresponding gene expression data. We
address specifically here the determination of a molecular signature for dose exposure
prediction in the case of a unique toxicant.
Some Machine Learning algorithms are dedicated to finding the molecular signa-
ture from gene expression. They have to be used cautiously to provide reliable results.
The genes of the signature are determined in a cross-validation framework in order to
limit the risk of over learning bias, as recommended in recent works [Ambroise and McLachlan, 2002,
Michiels et al., 2005, Dupuy and Simon, 2007].
In this work, we consider as mandatory to explore the possibility that different
doses have the same effect on the expression levels of genes. To perform this task, we
propose two methods to apply prior to the determination of the molecular signature :
one is a likelihood-based method and the other, introduced here, is based on the Monte
Carlo Cross Validation (MCCV) algorithm. Then, once the doses of toxicant with si-
milar effect are gathered, a machine learning algorithm is run, aiming at determining
a molecular signature and its predictive power. Our approach is applied to two toxi-
cogenomic studies. The obtained results demonstrate the possibility to gather similar
doses, and the interest of this grouping in order to estimate a corresponding classifier
with better prediction performances than the one related to the original labelling of
doses.
The paper is organized as follows : in Section 2 the selection of an optimal partition
thanks to the likelihood-based and the MCCV methods is detailed, then, the use of
this optimal partition in a classification algorithm to compute a molecular signature is
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presented ; in Section 3 the proposed methods are applied to two real toxicogenomic
datasets.
D.2 Methods
We present here the notations adopted throughout this paper.
– n is the number of observations, g is the number of variables (genes), g n and
N is the number of doses
– X is the n× g real matrix containing all the expression profiles
– x is a g× 1 observation (or individual)
– Porig = (1, ..., N) is the vector of the N administered doses labels and is called
the original partition.
– y is the n× 1 vector of the administered dose of the toxicant for each observation.
Each element of y takes its value in Porig
– P = (P(1), ..., P(N)) is a new labeling of the doses, consisting in a permutation
with repetitions of the N elements of Porig among its first K < N elements :
(P(i) ∈ {1, ..., K} with i = 1, ..., N). P(i) is the new class label replacing the class
label i in Porig. Concretely, P(1) is the class label of the lowest dose and P(N) the
class label of the highest dose. P is called a new partition
– z is the new vector of the observable doses, deduced from a new partition P
– g f ilt is the number of genes kept after each filtering step (see figure D.1)
– gs is the number of genes kept in the molecular signature
To clarify the notion of partition, let us consider an example of a five dose exposure
experiment. The initial partition is Porig = (1, 2, 3, 4, 5) and y = (1, 1, 2, 2, 3, 3, 4, 4, 5, 5)
is the vector describing the class of each observation (two observations per dose). If
a partition P consists in aggregating the weakest doses P(1)orig and P
(2)
orig, it is noted P =
(1, 1, 2, 3, 4) ; the new vector of classes is z = (1, 1, 1, 1, 2, 2, 3, 3, 4, 4). It is worth noticing
that P could be indifferently noted P = (1, 1, 2, 4, 3), or P = (2, 2, 1, 3, 4). Finally, the





partition P2 = (1, 2, 3, 4, 1) the weakest dose P
(1)
orig with the strongest dose P
(5)
orig.
We present thereafter two different methods used to estimate a partition P̂ which
describes the observable effects of the toxicant in the dataset X (see paragraphs D.2
and D.2). Then, given P̂, we classically determine a molecular signature and the test
error rate (see paragraph D.2).
Best partition in a Classification Likelihood sense Let observation x be drawn from





pk fk(x, θk) (D.1)
Θ = (pk; θk)k=1,...,K, pk is the probability for an observation to be in the class k and
θk is the parameter vector of fk. The choice of a mixture model allows to derive a
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Classification Log-Likelihood (CLL), as already proposed by [Bryant, 1991]. Let P be
the current partition. This leads to a partition of the sample X = [x1; ...; xn] into K














log (pk fk(x)) (D.3)
Equation (D.2) is commonly used within the Classification Expectation-Maximization
algorithm (CEM) [Celeux and Govaert, 1992]. We propose to use a Bayesian Informa-
tion Criterion (BIC) based on the CLL (equation (D.4)) which will characterize the
quality of P while taking into account the complexity of the corresponding mixture
model.
BIC = −2Lc + ν log(n) (D.4)
where ν = gK+ 1 is a parameter depending on the complexity of the model, assuming
that the observations follow a Gaussian mixture model.
The results of the BIC approach allow the selection of a presumably optimal parti-
tion. Yet, two characteristics of this criterion are debatable when considering the final
objective of molecular signature finding :
– the BIC value does not have any signification, especially if one wants to charac-
terize the test error rate associated to the partition P
– it depends strongly on the Gaussian mixture assumption
In the next section, a prediction model and its cross-validated error rate are com-
puted for each partition. We investigate whether the partitions proposed by the BIC
approach provide the smallest test error rates.
Best partition in an MCCV sense Some papers dealing with discrimination from
microarray data have been severely criticized in recent works [Ambroise and McLachlan, 2002,
Dupuy and Simon, 2007, Michiels et al., 2005]. For instance, Michiels et al. [Michiels et al., 2005]
emphasizes the fact that numerous papers use methodology resulting in an overopti-
mistic estimation of the error rate. The approach proposed in this paper was designed
to meet the quality requirements suggested in [Michiels et al., 2005] and advocates the
use of validation by repeated random sampling, leading to an accurate methodology
(cf. figure D.1) to get both a molecular signature and the discrimination model asso-
ciated to a test error rate.
To obtain a robust estimation of the test error rate, the learning phase is embedded
in a cross-validation framework, presented by figure D.1.
For each partition P, the test error rate evaluation is a 3-steps MCCV algorithm
consisting in repeating B times :
(a) a split step : split randomly the dataset in a training and a testing set, respecting a
2 :1 ratio.
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FIGURE D.1 – MCCV Algorithm, P being fixed.
(b) a filtering step : select the g f ilt relevant variables from the learning dataset via a
K-sample F-test with a Bayesian regularization [Smyth, 2004].
(c) a classification step : compute a prediction function. To deal with the g  n set-
ting, linear Support Vector Machines (SVM) [Cortes and Vapnik, 1995] were used
to build the classifier. When a multiclass situation is encountered, a One versus
One strategy is applied [Allwein et al., 2000]. The regularization parameter of the
classifier is determined on the learning set by a Leave One Out Cross Validation
technique (not shown on figure D.1).
g f ilt is set to 200 for all P and MCCV iterations. Additional runs (not depicted in this
paper) showed that g f ilt has no influence on the ranking of P, it was chosen small
enough with regard to g to significantly reduce the number of variables. B is set to 50,
allowing the estimation of the mean test error rate. Each step of this MCCV algorithm
respects the recommendations suggested in [Boulesteix et al., 2008].
To achieve the grouping of doses with same observable effect, we choose the par-
tition P̂ as a trade-off between minimizing the BIC and the test error rate. Knowing P̂,
we can estimate a classifier to discriminate between doses with observable effect.
Signature and classifier Given P = P̂, we compute a molecular signature of gs
genes. Between two MCCV iterations, the g f ilt genes selected are not likely to be the
same : it strongly depends on the split step D.1. Thus, the B lists of variables provided
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Organism Mus musculus Rattus norvegicus
Biological tissue total blood lung
# doses 5 4
Dosage 0, 1, 2, 4, 6 µg/kg 0, 1, 3, 6 mg/kg
# samples / dose 10, 7, 7, 9, 7 20, 10, 10, 11
# variables 24111 15923
# partitions 43 14
by the MCCV are very heterogeneous and to obtain a consensus list, a voting method
is required.
We consider two voting techniques :
– “Unanimity” : the gs genes which are selected unanimously by all the B itera-
tions of the MCCV procedure
– “Quorum” : genes are sorted according to the number of occurrences in the B
iterations. The first gs genes of this sorting are selected.
Once the signature is determined, we finally build the classifier from the whole
dataset and test it on an unseen set of observations, leading to an estimation of the
generalization error associated to the gs signature genes.
D.3 Results
Description of the datasets We applied our approach to two toxicogenomic data-
sets Tox1 and Tox2, described in table D.1. Tox1 corresponds to an in-house experiment
(not yet published data), and Tox2 includes data described in [Dillman et al., 2005]
available on the GEO repository (GSE1888). The animals have been sacrificed and
messenger RNA (mRNA) has been extracted from the appropriate biological tissue
according to usual protocols. The obtained samples have been hybridized on microar-
rays. For both cases the control sample consists in mRNA from animals injected with
the vehicle of the toxicant.
Following classical experimental plans, the two selected experiments are designed
as follows : among the doses of toxicants injected to the animals, at least one has
known effects, for instance, the dose for which 50% of the exposed animals die (Lethal
Dose 50, LD50). Exposure to all these doses can have very different effects on the tis-
sue under study, with possibly no visible phenotype. As proposed earlier, the issue is
then to cluster the doses which have the same effects on gene expression.
Figure D.2(a) and D.2(b) depict the projection of the n observations onto the 2-
dimensional space spanned by the two first components of the Partial Least Squares
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Regression (PLS-R) [Wold et al., 1983] of y on X. Symbols represent the class member-
ship.
For Tox1, we point out a clear linear discrimination between low and high doses.
Samples corresponding to doses 2 and 3 seems to be quite similar in a transcripto-
mic point of view and can be considered as belonging to the same class (say the low
level exposure class). Samples associated with doses 1, 4 and 5 constitute the null,
medium and high level exposure classes respectively. The corresponding partition is
P = (1, 2, 2, 3, 4).
For Tox2, we conjecture that samples corresponding to doses 2 and 3 are quite
similar and can be considered as belonging to the same class (say the medium level
exposure class) whereas samples associated with doses 1 and 4 constitute two other
distinct classes, say the null level exposure class and the high level exposure class. The
corresponding partition is P = (1, 2, 2, 3).
Those remarks illustrate the need to formalize a way to characterize the “optimal”
class structure by clustering the doses with the same observable effect.
(a) Projection of the Tox1 observations on the
two first components of a PLS-R of y on X.
(b) Projection of the Tox2 observations on the
two first components of a PLS-R of y on X.
FIGURE D.2 – PLS-R projections of Tox1 and Tox2 observations.
Choice of P̂ For each P, the BIC is estimated. Figures D.3(a) and D.3(c) depict BIC
as a function of P for each dataset. BIC declared as optimal respectively the partitions
(1, 1, 1, 1, 2) and (1, 1, 2, 2). The partitions suggested at the end of paragraph D.3 are
ranked respectively 26th out of 43 and 9th out of 14 by BIC. We then compared the BIC
and classification results in figures D.3(b) and D.3(d). As expected, the test error rates
associated with the partitions top-ranked by BIC are the smallest. Yet the partitions
corresponding to the lowest test error rates are (1, 1, 1, 2, 3) for Tox1 and (1, 1, 1, 2) for
Tox2. Moreover these partitions are biologically interesting : from a range of 5 doses,
we are able to deduce a range of 3 observable effects as regards gene expression for
Tox1 and from a range of 4 doses, to deduce a range of 2 observable effects for Tox2.
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In the Tox1 case, this new partition is all the more interesting because it keeps apart
samples associated with the LD50 from the non lethal doses.
(a) BIC as a function of P. (b) Test error rates as a function of P :
both P̂ and the original partition are
highlighted.
(c) BIC as a function of P. (d) Test error rates as a function of P :
both P̂ and the original partition are
highlighted.
FIGURE D.3 – BIC and test error rates for each partition for Tox2.
Classification knowing P̂ Finally, we give the generalization error rates, as a func-
tion of g f ilt and gs, for P̂ in tables D.2(c) and D.2(d), obtained from 13 unseen obser-
vations for Tox1 (resp. 50 for Tox2). We set g f ilt and gs to sufficiently small values to
significantly reduce the number of variables after the filtering step and to allow the
biological validation of the signature.
It is worth pointing out that the number of genes kept by the filtering step has a
non negligible effect on the determination of a consensus list of genes, although it has
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TABLE D.2 – Generalization error rates.
(a) Unanimity for Tox1.
Number of filtered genes g f ilt
25 50 100 150 200
Error rate 31% 23% 31% 31% 31%
gs 12 17 39 66 80
(b) Unanimity for Tox2.
Number of filtered genes g f ilt
25 50 100 150 200
Error rate 19% 15% 19%
gs 0 0 1 4 2
(c) Quorum for Tox1.
Number of filtered genes g f ilt
gs 25 50 100 150 200
5 54% 31% 23% 31% 31%
10 38% 23% 31% 38% 31%
15 15% 23% 31% 31% 31%
20 46% 62% 31% 31% 31%
25 23% 23% 23% 31% 31%
30 23% 23% 38% 38% 31%
40 23% 31% 23% 23% 38%
(d) Quorum for Tox2.
Number of filtered genes g f ilt
gs 25 50 100 150 200
5 23% 23% 15% 12% 23%
10 19% 19% 23% 23% 27%
15 23% 23% 19% 23% 15%
20 35% 23% 27% 23% 12%
25 15% 27% 31% 23% 15%
30 15% 19% 15% 23% 19%
40 23% 15% 8% 8% 19%
no effect on the ranking of the partitions.
There is an optimal value (15%) when gs = 15 for Tox1. These genes are present
in each signature of length greater than 15. The lowest generalization error rate for
Tox2 is 8% and is associated to a signature with gs = 40. Our method provided both a
classifier able to predict the dose exposure of a new observation and the best subset of
genes in terms of prediction.
For both datasets, the original partitions (1, 2, 3, 4, 5) and (1, 2, 3, 4) show poor per-
formances either according to their BIC ranking, to their ranking with the MCCV pro-
cedure (see figures D.3 and D.3). The associated generalization error rates are 37% and
38% respectively.
D.4 Conclusion
In the framework of toxicogenomics, studies aim at determining the molecular si-
gnature of a given toxicant from a tissue sample. We propose a two-fold methodology
to be applied to usual dose-range gene expression experiments, consisting in : first, the
discovery of sets of doses with the same observable expression effect and second, the
determination of the molecular signature using a MCCV approach. The results pre-
sented on two datasets show the impact of the preliminary step on the generalization
error. The results presented on two datasets show that gathering similar doses yields
a classifier with better prediction performances than the one related to the original
range of doses.
0. On the x axis, partitions are ranked according to increasing values of BIC.
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Future work will focus on alternative methods to filter variables [Krishnapuram et al., 2004]
and on the automatic selection of the best partitions. A special care will be given to the
use of contingency tables rather than test and generalization error rate in order to bet-
ter account for multiclass discrimination.
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Notations
X variable aléatoire réelle
X variable aléatoire réelle multivariée à p composantes
x vecteur de n réalisations de la variable aléatoire X
x matrice, de taille n× p, contenant n réalisations de la variable X
xi. ligne i de la matrice x
x.j colonne j de la matrice x





Le tableau suivant rassemble tous les acronymes utilisés dans le rapport.
Notation Description
k-fold k-fold Cross Validation. 20, 21, 30, 79
ADN Acide désoxyribonucléique. 7, 9–11, 32, 33,
77, 78, 83, 87, 89, 93
ARN Acide ribonucléique. 33, 93
DDA Diagonal Discriminant Analysis. 44
FC Fold Change. 23, 28, 30, 83, 89
FDA Fisher Discriminant Analysis. 39
FDR False Discovery Rate. 65–67, 71, 78
gCDA Graph constrained Discriminant Analysis. 9,
39, 46, 48–53, 79, 83–85
GGM Gaussian Graphical Models. 39, 44, 46, 57
KEGG Kyoto Encyclopedia of Genes and Genomes,
http://www.genome.jp/kegg/. 77
LASSO Least Angle Regression SSO. 15, 16, 18, 27, 36,
58, 71
LEFG Laboratoire d’Exploration Fonctionnelle des
Génomes, ancien laboratoire de l’iRCM, ins-
titut de Radiobologie cellulaire et molécu-
laire.. 87, 93
LP-SVM Linear Programming Support Vector Ma-
chines [Bradley and Mangasarian, 1998]. 9,
20, 27, 38, 49, 50, 79
MCCV Monte Carlo Cross Validation. 20, 21, 49
MSE Mean Square Error. 15, 16, 44
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Notation Description
NB-SVM Network Based Support Vector Machines. 37,
38, 49–51, 79
Net Méthode de [Li and Li, 2008]. 37, 38, 49, 50,
79
OLS Ordinary Least Squares. 14, 16, 59, 60
PCR Polymerase Chain Reaction. 11
PLS-PC Partial Least Squares Regression - Partial
Correlation [Tenenhaus et al., 2008]. 64, 66,
67
PLS-R Partial Least Squares Regression. 15, 17, 18,
23, 27, 57, 58, 63, 64, 71, 84
PPV Positive Predictive Value. 69–71, 73, 84
RDA Regularized Discriminant Analysis. 44
RE Ratio d’expression. 23, 24
ROC Receiving Operator Characteristic. 18, 28
RP Rank Products. 24
RR Régression Ridge. 15, 16, 27, 53, 57, 58, 67, 70,
71, 79
RRG Réseau de régulations génétiques. 7, 9, 33, 35,
39, 49, 57, 67, 71, 78, 79, 83, 84
SVM Support Vector Machines. 9, 14, 18–20, 27, 36
UCSC http://genome.ucsc.edu/. 103, 104
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