Accelerating convergence in automatic lens design.
Among the various factors that slow lens optimization-insufficient performance targets, the absence of a unique solution, false local minima, a poorly scaled change vector, failure to find the optimum damping number, and failure to equalize the parameter gradients-the importance of parameter gradient equalization has been insufficiently recognized. Gradients can be approximately equalized by scaling the lens to a suitable size while it is being optimized. For best results, the size of the damping number should also be optimized during each iteration. If these two procedures are followed, scaling the change vector is usually not crucial. To illustrate the importance of parameter gradient equalization, a lens optimization is analyzed.