We propose a fast semi-analytical approach for solving Maxwell's equations in Born approximation based on the Fourier modal method (FMM). We show that, as a result of Born approximation, most matrices in the FMM algorithm become diagonal, thus allowing a reduction of computational complexity from cubic to linear. Moreover, due to the analytical representation of the solution in the vertical direction, the number of degrees of freedom in this direction is independent of the wavelength. The method is derived for planar illumination with two basic polarizations (TE/TM) and an arbitrary 2D geometry infinitely periodic in one horizontal direction.
INTRODUCTION
Maxwell's equations provide a rigorous model for the scattering of electromagnetic waves by a (periodic) structure. In the hard x-ray (0.01-0.1 nm) and soft x-ray (0.1-10 nm) range of the electromagnetic spectrum, many materials become relatively transparent. In other words, the contrast (i.e., the difference) between two neighboring materials is small. In this regime, the Born approximation can be used in order to simplify the model and its numerical solution.
In the Born approximation ( [1] , Section 13.1.2), the total field inside the scattering object is approximated by the background field, i.e., the field without the scatterer. This approximation is effective in cases when the material contrast is small and as long as the size of the object is not too large relative to the wavelength. For the scalar Helmholtz equation (obtained, e.g., for 2D Maxwell equations with planar incidence), an error bound for the Born approximation has been derived in [2] . The Born approximation is often employed in the inverse scattering problem because it linearizes the problem with respect to the unknown material contrast [3, 4] .
In the literature, the Born approximation is typically implemented through integral methods where a Lippman-Schwinger type of equation is solved [4, 5] . In this case, the product of the contrast and total field is replaced by the product of the contrast and the background (or incident) field. In order to find the numerical solution of the integral formulation of the Born approximation, a full discretization (in all spatial dimensions) is required. Because the contrast typically decreases with the wavelength, in the applications where the Born approximation is used, the domain size is much larger than the wavelength. Let x and y be the two periodic directions (invariance in y can be seen as a special case of periodicity) and z be the direction orthogonal to them. If we denote by s x ∕s y ∕s z the ratio between domain size in the x∕y∕z direction and wavelength, then the number of degrees of freedom is proportional to the product s x s y s z . Because each of these ratios can easily reach a factor of 1000, the computation might become expensive. Moreover, the solution is prone to approximation errors in all directions.
We propose a new formulation of the Fourier modal method (FMM) [6, 7] (FMM is also known as rigorous coupled-wave analysis or modal method with Fourier expansion). The new formulation is specifically tailored for a fast semi-analytical solution of the Maxwell's equations in Born approximation, which takes advantage of the analytical representation of the solution in the z direction. The standard homogeneous differential equation for the total field is converted into a nonhomogeneous differential equation for the scattered field containing the total field on the right-hand side.
Application of the Born approximation implies that the total field on the right-hand side of the differential equation can be replaced by the background field. This diagonalizes the matrix of the system. Thus, all the ON 3 operations, such as the eigenvalue computation and matrix inversion, are avoided. This results in a numerical method where the number of degrees of freedom is proportional to s x s y and is independent of s z . Although there is still a division into layers in the z direction, the number of slices is independent of the wavelength. As in the traditional FMM, the z-dependent part of the solution can be derived analytically. The solution procedure for the nonhomogeneous equation follows, with appropriate modifications, the approach described in [8] .
This paper is organized as follows. In Section 2, we formulate the time-harmonic Maxwell's equations in a nonhomogeneous form, which is suitable for the application of the Born approximation. In Section 3, we discretize the periodic scattering problem using an FMM-like approach. In the two subsections, we derive the general solutions for the two basic polarizations of the incoming field. Section 4 briefly discusses the solution of the linear system that is obtained after discretization. Some numerical experiments that study the validity of the Born approximation and confirm the linear complexity of the proposed algorithm are presented in Section 5. Finally, conclusions and ideas regarding new applications of the proposed numerical method are discussed in the last section.
MAXWELL'S EQUATION IN BORN APPROXIMATION
The time-harmonic Maxwell equations satisfied by the total electric and magnetic fields e t and h t are given by (e iωt time dependence of the fields is assumed)
The magnetic field has been scaled by −i ffiffiffiffiffiffiffiffiffiffiffi ϵ 0 ∕μ 0 p . In the above equation, x x; y; z is the vector of coordinates, ϵx; z is the electric permittivity chosen as y independent, and k 0 ω ffiffiffiffiffiffiffiffi ffi ϵ 0 μ 0 p is the vacuum wavenumber. The latter is related to the vacuum wavelength λ via
Note that the geometry, described by ϵ, has been chosen to be periodic in x and invariant in y. Similarly, the time-harmonic Maxwell equations satisfied by the background fields e b and h b for a given background permittivity ϵ b read
The background geometry is chosen to be x independent and is represented by a stack of homogeneous layers. The background material ϵ b z is chosen equal to one of the materials in the nonhomogenous layers and ϵ b ϵ in the homogeneous layers. Subtracting Eq. (3) from Eq. (1) and introducing the contrast electric and magnetic fields,
yields the contrast-field formulation:
It is this formulation that is solved by the aperiodic Fourier modal method in contrast-field formulation (AFMM-CFF) in [8, 9] . To apply the Born approximation, we rewrite Eq. (5) as
If the contrast ϵx; z − ϵ b x; z is small, the Born approximation,
applied to Eq. (6) yields
Comparing Eqs. (6)- (8), we observe that the only difference is in the second term on the right-hand side of the second equation, where the total field has been replaced by the background field. It will be shown in the next sections that this approximation significantly speeds up the calculations. To discretize and solve the problem, an approach similar to the AFMM-CFF described in [8] will be used. It turns out that the particular solution must have a different form than the one derived in [8] .
The differential equations in Eq. (8) are complemented by periodic boundary conditions on the lateral sides, radiation boundary conditions in the upper and lower half-spaces, as well as an incident field:
DISCRETIZATION
Similarly to the discretization in the standard FMM, we divide the domain into L slices (see Fig. 1 ). Maxwell's equations in the Born approximation in Eq. (8) for the contrast field in slice l read ∂ ∂y e z;l − ∂ ∂z e y;l −k 0 h x;l ; (10a) 
for x; z ∈ 0; Λ × z l −1 ; z l and l 1; 2; …; L. Here, Λ is the period in the x direction and
In the x direction, we use a Galerkin approach with "shifted" (or pseudo-periodic) Fourier harmonics ϕ n as basis functions and test functions:
ϕ n x; y e −ik xn xk y y ; (11a)
In each slice l , the contrast (electric and magnetic) fields are expanded as e N α;l x; y; z
h N α;l x; y; z X N n−N u α;l ;n zϕ n x; y u α;l z T · ϕx; y:
The α symbol stands for the x, y, or z component of the field. The background fields, which are known in advance, have to be represented in the same basis as the contrast field, i.e., 
Here, d 0 ∈ R 2N 1 is an all-zero vector except for entry N 1. This special form of the vector d 0 is due to the fact that the background field only consists of a zeroth order. For a secondor higher-order Born approximation, this will not be the case. The value of q l is given by
The branch cut is chosen such the square root of a negative real number is in the upper half-space in the complex plane. The coefficients t e α;l , r e α;l , and t h α;l , r h α;l in Eq. (14) are the amplitudes of the downward and upward traveling waves corresponding to the electric and magnetic background field. They can be determined in advance by solving the Fresnel reflectiontransmission problem for a multilayer ( [10] 
−iK x s y;l z iK y s x;l z −u z;l z;
The matrices in the expressions above are defined as follows: l I is diagonal. Apart from the simplification to the algorithm as discussed in Section 4, the fact that ϵ b l is constant removes the need for applying Li factorization rules [11] .
Up to this point, the equations have not been simplified, such that they apply to the general case of conical diffraction. In order to show the essence of the method on simpler cases, we will work out the mathematical formulation for planar incidence with TE and TM polarization. The complete formulation for conical diffraction follows similar lines. 
Substitution of Eqs. (18a) and (18b) into Eq. (18c) yields
where
Note that, due to the Born approximation, the matrix Q l has become diagonal. As before, the branch cut is chosen such the square root of a negative real number is in the upper half-space in the complex plane. For simplicity, we drop the component subscript y and the layer index l and write the system of ODEs in a component-wise form:
where b nm is the n; m element of the matrix B l and q n is the nn-th element on the diagonal matrix Q l . The indices m, n vary in the interval −N ; …; N . The general solution of Eq. (21) is the sum of the homogeneous and particular solutions:
The homogeneous solution is given by
For the particular solution, we will distinguish between two cases. For the case n ≠ 0, we use the ansatz (method of undetermined coefficients; see [8] ):
Substitution of Eq. (24) into Eq. (21) gives
The coefficients are determined to be (15) and (20)]. Therefore, the ansatz Eq. (24) has to be multiplied by z:
The first and second derivatives of the particular solution are, respectively, given by
Substitution of Eq. (27) into Eq. (21) using Eq. (28) gives
The coefficients are determined to be
Now the full general solution can be written as
with D mn δ m δ n for m; n −N ; …; N, i.e., a matrix with zeros except the entry in the center equal to one. At the interface, continuity of the tangential components of the fields is required:
These conditions hold for the contrast field as a result of the continuity of tangential components of the total and background fields. Using Eq. (18a) yields s y;l z l s y;l 1 z l ; (33a)
We define
Then, from Eqs. (33) and (31), we have for each slice
complexity of these steps is reduced to ON when using the first Born approximation. As pointed out in the previous sections, application of the Born approximation diagonalizes the system matrix Q l in the second-order differential equations in Eqs. (19) and (41). In this way, the first expensive operation of the FMM-the eigenvalue decomposition-is avoided. The computation of the diagonal matrix Q l is an ON operation.
The nonhomogeneous S-matrix approach solves the recursive linear systems in Eqs. (35) and (48) . Here, all matrices are diagonal except the matrix E l in the nonhomogeneous term g l z. We observe that the matrix E l appears always in a product with a vector (and not with another matrix). For an arbitrary matrix, its product with an arbitrary vector is an ON 2 operation. However, when the background field consists of only zeroth-order plane waves, the vector in the matrix-vector product has a single nonzero element, and the matrix-vector product boils down to selecting the corresponding column in the matrix and multiplying it with the nonzero entry of the vector. This results in an (overall) ON complexity.
For a second-or higher-order Born approximation, all orders of the background field are nonzero, and the matrix vector product with E l cannot be computed in linear time. However, the matrix E l is Toeplitz, which implies that an efficient matrix-vector product is possible by embedding the Toeplitz matrix into a circulant matrix and using FFTs to compute the product of the latter with a zero-padded vector. This results in a ON log N complexity. See, e.g., [12] (Section III.A) for a convolutional interpretation of the Toeplitz matrix-vector product.
RESULTS
In this section, we study the complexity of the FMM in Born approximation and the validity of the approximation for some cases of interest.
An important application that makes use of the Born approximation is the reconstruction of critical dimension parameters using small-angle x-ray scattering (CD-SAXS) in lithography [13] [14] [15] . We study the validity of the Born approximation for the structure shown in Fig. 2 with planar illumination and a wavelength λ 0.073 nm (hard x-rays). The period of the grating is Λ 9 nm. The angle θ is defined as the angle between the wave-vector k inc and the (positive) z axis. In the simulations, we have chosen θ π∕12. The refractive index of the marker is defined as
In order to assess the quality of the Born approximation, we define the absolute and relative errors respectively by
Here, R denotes the complex first-order reflection coefficient. The reference R ref is obtained with a full-fledged FMM with 1001 harmonics (N 500). Figure 3 shows the absolute (top) and relative (bottom) errors due to the Born approximation. The left and right columns correspond to TE and TM polarization.
As expected, the error increases as the contrast, with respect to the background material, increases. The behavior of the errors is, however, closer to a maxδ; β than a ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi δ 2 β 2 p functional relation. We also observe that the Born approximation has a larger relative error for TM than for TE polarization. As any experimental measurement has a given level of uncertainty (noise), we may use Fig. 3 in order to determine the region of validity of the Born approximation for this particular experiment. For instance, given a relative noise level of 10 −3 we may conclude that the Born approximation can be safely used for materials with δ < 10 −6 and β < 10 −6 . In the hard x-ray regime, this condition is satisfied by most materials.
A similar plot for soft x-ray illumination having a wavelength of λ 5 nm is presented in Fig. 4 . The reference has been computed with full-fledged FMM with 501 harmonics (N 250). For a given contrast, the error is smaller than in the x-ray regime and for a relative noise level of 10 −3 ; thus, the Born approximation is valid for materials with δ < 10 −5 and β < 10 −5 . However, these parameters in the soft x-ray regime have a typical value in the order of 10 −3 ; therefore, the Born approximation should be used with precaution at this wavelength. Note that these conclusions are closely linked to the structure in Fig. 2 . The area of validity of the Born approximation in δ; β space increases as the size of the scatterer relative to the wavelength decreases.
In order to study the complexity behavior, we plot CPU time versus the number of harmonics in Fig. 5 . The graph confirms the cubic complexity of the classical FMM and the linear complexity of the FMM in Born approximation. These complexities are attained asymptotically, i.e., for a sufficiently large N . We conclude that, in cases where the Born approximation is applicable, it can lead to a tremendous reduction of computational costs. For instance, for N 256 one-sided harmonics, the CPU time is reduced by almost 3 orders of magnitude, and this factor increases for larger N. We note that all matrices (except E l , which does not appear in a product with the unknown solution) in the first Born approximation are diagonal; thus, there is no coupling between modes, and adding higher harmonics does not alter (improve) the reflection/transmission coefficients corresponding to lower harmonics. In other words, the number of harmonics that need to be used in the FMM in first Born approximation is purely determined by the set of orders that can be detected within the numerical aperture of the sensor and not by accuracy considerations.
CONCLUSIONS AND SOME IMPLICATIONS
We have formulated the FMM in Born approximation for planar illumination in TE and TM polarization. We have shown that the complexity of the proposed method is linear with respect to the number of harmonics. For a specific geometry, the accuracy of the approximation has been quantified for a range of materials. Following the steps presented in this work, the method can also be extended to conical incidence for 1D periodic problems as well as to general 2D periodic problems.
Only the first-order Born approximation has been considered in this paper. It is interesting to consider the second-and higher-order Born approximations where the solution obtained with the previous approximation is used as a background field in the current approximation. If the convergence criteria for the associated Neumann series are satisfied ( [16] , Chapter 1.1.1), then these higher-order approximations will improve the accuracy of the solution. The first Born approximation causes a factor linear in z in the general solution in Eqs. (31) and (43). It is possible to show that each higher-order approximation will raise the degree of the polynomial in z in the general solution but will not change the overall ON log N complexity of the algorithm. This opens the way for an iterative approach for solving the full Maxwell's equations with an FMM-like approach in linear time. 
