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ABSTRACT 
In a previous paper Hartzband et al. flO] described a partial mode and suggested that 
analogy, or the determination of  similarity among objects, represents one type of 
comparative inferencing that can be supported by this model. Analogy is not the only 
comparative technique possible, and this paper describes a second approach called 
symmetric comparison. 
KEYWORDS: induction, inference, similarity, difference 
INTRODUCTION 
In earlier papers [1,2] we proposed that an effective knowledge base system 
should be based on a conceptual model that is homomorphic with a user's 
perception of the representation f their specific domain information. We asserted 
that such systems hould allow users to represent complex and/or abstract infor- 
mation as easily as data values and should provide the ability for the user to 
perform nontrivial deductive and inductive inference with this information. 
Comparative inferencing is one such type of nontrivial inferencing that a 
model-based system might provide. Comparative inferencing includes more spe- 
cific methods like reasoning by analogy (Carbonell [3]; Gick and Holyoak, [4]; 
Gentner [5]; Rumelhart and Abrahamson [6]; Sternberg [7]), solving traditional 
analogy problems (Spearman [8]; Sternberg [7]), understanding and judging the 
goodness of metaphors (Tourangean and Sternberg [9]) and similes, and simply 
comparing two objects or two groups of objects. 
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All of these complex comparative inferencing techniques have as their base 
some kind of determination f similarity and difference. For example, a suc- 
cessful comparison between two objects is one in which the objects being com- 
pared are found to be similar. Understanding similes and metaphors, which 
require comparison of the objects involved, is also dependent on determination 
of similarity and difference (Ortony [11]). For example, in determining the 
goodness or aptness of the metaphor "The heart is a pump," it is necessary to 
first characterize the properties of hearts and pumps and then determine how the 
properties of a heart are similar to and different from those of a pump. In order 
to solve an analogy problem (A:B::C:D), it is necessary to have not only a 
measure of how A and C are similar to or different from B and D, respectively, 
but also how similar the mapping A:B is to the mapping C:D. It therefore follows 
that models of comparative inferencing must first address the underlying mech- 
anism of similarity determination. 
There are several ways of thinking about similarity between two objects. 
Similarity can (1) merely refer to the features that he two objects have in common 
or (2) also take into account he features distinctive to both. Neither approach 
is necessarily better than the other, and both seem useful in different problem- 
solving contexts. For example, it appears that both types are used in solving 
traditional analogy problems, while the first may characterize the thinking involved 
in understanding metaphor. 
In the past, similarity (and difference) between two objects has been repre- 
sented as an inverse function of the distance between the objects in a multidi- 
mensional space (e.g., Carroll and Wish [12]; Rumelhart and Abrahamson [6]; 
and Shepard [13]). The closer two objects are to one another, the more similar 
(and less different) they are considered to be. However, for objects with a large 
number of descriptive dimensions (most objects in the world), this approach 
becomes unwieldy and uninterpretable. Another shortcoming of the multidi- 
mensional space approach is that it implies that similarity judgments must be 
symmetrical. Since the distance between two points X and Y in an n-dimensional 
Euclidian space is the same regardless of the starting point, it would follow that 
X is as similar to Y as Y is to X. Tversky [14] points out that similes and metaphors 
provide many examples that illustrate the potential asymmetry of similarity judg- 
ments. For example, the simile "A rattlesnake is like lightning" has a very 
different meaning from "Lighting is like a rattlesnake" (Tversky [14]). 
Tversky and his colleagues have addressed the shortcomings of the geometric 
approaches in a paradigm that they call the contrast model. The contrast model 
is based on feature matching between objects and allows asymmetric comparisons 
of objects. Tversky believes that similarity judgments consist of not only the 
intersection of similar features between objects, but also a "factoring in" of 
dissimilar features. In the contrast model, objects are represented asmeasurable 
sets of features. Similarity between two objects is expressed as a linear com- 
bination (contrast) of the measures of common and distinctive features. Much 
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of the work has involved asking people to judge the amount of similarity between 
two well-defined objects like landscape drawings or simple pictures of cartoon- 
type figures (Gati and Tversky [15]; Tversky [14]). 
The contrast model can be formally written as 
S( i , j ]  = O(i n j ]  - et( i  - j )  - ~( j  - i) 
Tversky's similarity quotient equals the sum of the weighted values of 
(1) measurable f atures common to i andj minus (2) features possessed by i but 
not by j and (3) features possessed by j and not by i. The parameters ¢t, [3, and 
0 function as numeric "weights" for the shared and dissimilar object features. 
Their values may vary by task; however, Tversky provides no suggestion as to 
how values other than l are assigned. Values of 1 indicate a symmetric estimate 
of similarity: X is as similar to Y as Y is similar to X. The weights determine 
the relative importance of each of the three components in the similarity equa- 
tion. Hence, similarity judgments may be asymmetric n the relative weighting 
of (1)common to distinctive features, (2)i  - j  features, and/or (3) j  - i 
features. 
The proposed symmetric comparison will yield similarity judgments in much 
the same way as described in Tversky's contrast model. However, whereas the 
contrast model indicates only a degree of similarity, symmetric comparison will 
provide both similarity and difference stimates. By providing both similarity 
and difference measurements, he user (and the system) will be able to directly 
compare numeric scores (as in Hartzband et al. [10]) and more easily determine 
whether two objects are more similar/different than different/similar. For exam- 
ple, in a symmetric omparison between object A and object B, a similarity 
estimate will be derived from only the features hared by object A and object B 
(A n B). A difference score will be determined from all features distinctive to 
object A and object B, both the features that A has and B does not (A - B) and 
the features that B has and A does not (B - A). Unlike the contrast model, the 
proposed symmetric comparison, as its name suggests, provides only symmetric 
pairings between objects: common and distinctive features are all weighted the 
san le .  
In contrasting analogy with symmetric omparison, there is a semantic dif- 
ference between the two methods. On the one hand, analogy computes the amount 
of similarity between asubject and referent object or group of objects. The terms 
"subject" and "referent" are used in the same way as by Tversky and his col- 
leagues. For example, in the statement "Is X similar to Y?", Y functions as the 
subject against which the referent X is compared. The similarity quotient consists 
of only the shared attributes of both objects. Hence, analogy, in this sense, is 
reflexive but not symmetric or transitive. Analogy is useful when there is an 
object, A, that is well understood, and we would like to know (1) what other 
objects exist that are similar to A and how they are similar to (2) how is object B 
(or a group of objects) B similar to A ? 
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Conversely, symmetric comparison will not make any assumptions about he 
roles of objects in the comparison. There are no subject objects against which 
referent objects are judged. Symmetric comparison will be useful when no logical 
subject object exists or it makes no difference whether A is compared to B or B 
is compared to A. While similarity judgments can be asymmetric, a comparison 
yields the same results regardless of the order of object presentation. Symmetric 
comparison is, therefore, reflexive and symmetric but not transitive. Performing 
a symmetric omparison on object A and object B will provide a measure of 
how A and B are similar, how B is different from A, and how A is different 
from B. 
The following example should clearly illustrate the difference between analogy 
and symmetric omparison. Consider two cases where (1) object B has all of 
the same features of object A and (2) object B contains all of A's features plus 
some of its own unique features. The analogy operation, answering the question 
How is B like A? will indicate that the two objects in both cases are completely 
similar. On the other hand, the symmetric omparison will answer the question 
How are objects A and B similar and different? Symmetric omparison will find 
objects B and A completely similar only in case 1. In case 2, although the objects 
are probably more similar than different, object B will still be considered different 
from A to some degree. 
DATA MODEL DESCRIPT ION 
The two comparative induction methods, symmetric comparison, and analogy 
are described with respect to a specific data model system. This model is more 
fully described in Hartzband et al. [10] but is summarized here. 
The model consists of three basic components: 
1. An object structure--the s t of representational primitives upplied: 
• Entities---things in the model space, very broadly nouns 
• Relationships--binary directed mappings between model primitives 
• Sets---collections, possibly heterogeneous, of model primitives 
• Attributes----descriptors of model primitives, attribute instances associ- 
ated with values 
2. An operatore structure 
3. An inference strucane----rules and interrelationships that control the behav- 
ior of the system 
• Object reference structure--the frame of reference for each object in the 
model space consisting of 
Rs ( Obj-x ) :: = ( Reference_List ) 
( Reference_List ) :: = 
[( ATR_x & Val_x ) . . . .  
( REL_x & Obj._x ) . . . .  
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( SET_x ) . . . .  
( REL_x ) . . . .  
( ATR_x ) . . . .  ] 
• Symmetric omparison rules and algorithms 
The object and operator structures are visible to the user and are embedded 
in the inference structure. The inference structure may be partially visible through 
the operator structure but is most clearly discerned through system behavior. 
The inference structure described is incomplete in that it contains only those 
elements necessary to provide symmetric comparison. 
PROVISION OF SYMMETRIC COMPARISON 
The symmetric comparison of two objects involves the following three steps: 
1. Characterization of two objects 
2. Compilation of common and distinctive object features 
3. Interpretation of the compilation 
Characterization will involve constructing a representation that accurately reflects 
the structure (list of features) of the object(s) or group(s). This characterization 
structure is called the reference xpression and has been described more fully 
above. In the case of a group comparison, the characterization step also requires 
"compressing" the reference expression to eliminate any duplicate features. Com- 
pilation involves comparing the reference xpressions and saving common and 
distinctive features on lists. The interpretation f a comparison may be as simple 
as a binary judgment of similarity or dissimilarity, a nonjudgmental qualitative 
display of the objects' matching or distinctive features, a quantitative measure 
of similarity or dissimilarity, or some combination of the three, depending on 
how much information the user wants. 
Like analogy, symmetric comparison will require some rules and algorithms 
to govern its expected behavior. These algorithms will provide the framework 
in which to perform three logical variations of the operation: 
1. Binary comparison--comparing twosimple objects (like V versus W) 
2. Complex comparison--comparing a simple object to a group of objects 
(like W versus [X,Y,Z]) 
3. Group comparison--comparing twogroups of objects (like [V,W] versus 
[X,Y,Z]) 
Characterization 
The key to characterization in a symmetric comparison will be the building 
of a reference xpression for each object involved. As noted earlier, a reference 
expression contains all the features of an object; its attribute-value pairs, attri- 
butes, relationship-target objects pairs, relationships, and set memberships. 
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In order to provide a richer interpretation of the comparison, a numeric 
weighting scheme for reference xpression components could be adopted. A 
numeric weighting scheme will provide default values for all reference expression 
components. For example, all relationship--target object pairs in object A's ref- 
erence xpression might be "worth" 1.0 toward the similarity (difference) score 
if they (do not) match relationships in object B's reference xpression. The user 
will be allowed to change the default values for any or all of the five reference 
expression components. By replacing default weights, the user can effectively 
customize the comparison algorithm for a particular task or representation. For 
example, if the reference xpressions of the objects being compared have no 
relationships, the user might want to weight the attribute-value pairs and the 
attribute components more heavily. This weighting scheme is unlike that of 
Tversky's contrast model in that weight assignment is at the level of reference 
expression components and not at the level of similarity equation components. 
In doing a group symmetric omparison, say ([V,W] versus [X,Y,Z]), it is 
necessary to derive individual reference xpressions for objects V, W, X, Y, and 
Z and then composite group expressions, Group__A and Group__B. (For this paper, 
we have chosen to model a group comparison i  which group A consisting of 
two members objects V and W is compared to group B, which has three members, 
objects X, Y, and Z. Any of the later examples refer to this particular comparison.) 
For more information on developing reference xpressions for singular objects, 
see Hartzband et al. [10]. 
Consolidating a group reference xpression will be a two-step rocess. First, 
the group composite xpression is formed from the union of the features from 
each of the individual group members' reference expression. In conjunction with 
each stored feature, the composite will contain a proportional measure that 
reflects the number of group members that shared the feature. Tables 1 and 2 
provide composite reference xpressions, numeric weights (random values 
chosen), and proportion values for groups A and B. 
For example, if object X and object Y share a particular feature (and Z does 
not), that feature is common to 2 of the 3 group B members, for a proportion 
equal to 2/3. If only one object had the feature in its reference xpression, then 
the proportion would be 1/3. In order to preserve the symmetry of the comparison, 
features common to a minority of group members will still be represented in the 
composite xpression. This is in contrast to analogy (Hartzband et al. [10]), in 
which strict identity among all group members or matches for the majority of 
group members i  required for inclusion in the composite. 
Compilation 
When the composite reference xpressions are completed, they must be com- 
pared to each other. This comparison will yield one of three results: a match of 
the feature, a feature that only group A has, or a feature that only group B has. 
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Table 1 Group A : [V, W] 
Score 
Feature [VALUE! Proportion Weight (prop*Wt) 
a Proj_Type ADMIN 1/2 = 0.5 1.0 0.5 
a Proj_Type RES 1/2 = 0.5 1.0 0.5 
a Acct_Code OVD 1/2 = 0.5 1.0 0.5 
a Acct_Code RES 1/2 = 0.5 1.0 0.5 
b Proj_Type 2/2 = 1.0 0.5 0.5 
b Acct..Code 212 = 1.0 0.5 0.5 
c Info_.Man_Grp 2/2 = 1.0 1.2 1.2 
d Has_Cost_Center 306 2/2 = 1.0 1.0 1.0 
e Has_CosCCenter 2/2 = 1.0 0.5 0.5 
Max. .A= 5.7 
a---Attribute-value pairs 
b---Attributes 
c--Set membership 
d---Relationship-target object pairs 
e--Relationships 
Table 2 Group B: [X,Y,Z] 
Score 
Feature [VALUE] Proportion Weight (Prop*Wt) 
a Proj_Type ADMIN 1/3 = 0.33 1.0 0.33 
a Proj_Type RES 1/3 = 0.33 1.0 0.33 
a Proj_Type FACL 1/3 = 0.33 1.0 0.33 
a Acct_Code OVD 2/3 = 0.67 1.0 0.67 
a Acct_Code RES 1/3 = 0.33 1.0 0.33 
a Manager JOHNSON 1/3 = 0.22 1.0 0.33 
b Proj_Type 3/3 = 1.0 0.5 0.5 
b Acct_Code 3/3 = 1.0 0.5 0.5 
b Manager 1/3 = 0.33 0.5 0.17 
a Info._Man_Grp 2/3 = 0.67 1.2 0.8 
c Engineering 3/3 = 1.0 1.2 1.2 
d Has_Cost._Cent 306 2/3 = 0.67 1.0 0.67 
d Has_Cost_Cent 291 1/3 = 0.33 1.0 0.33 
e Has_Cost_Cent 3/3 = 1.0 0.5 0.5 
Max..B = 7.0 
a---Attribute-value pairs 
b--Attributes 
c--Set membership 
d---Relationship-target object pairs 
e--Relationships 
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These three results can be saved on lists (similarity, A - B, and B - A lists) 
and will represent the resolution of the comparison. As the names suggest, the 
similarity list will contain reference xpression features common to both groups; 
the A - B list will hold features that group A has and B does not, and the 
B - A list will hold features possessed by group B and not by A. 
The difference lists A - B and B - A contain two types of difference infor- 
mation: absolute and quantitative differences. The following example illustrates 
both types of differences (see Tables 1 and 2). Group B's reference xpression 
contains the (Manager) attribute. This is an example of an absolute difference: 
one group's reference xpression represents a particular feature that the other 
group's reference expression does not. Conversely, a quantitative difference 
refers to a difference only in the number of group members possessing a particular 
feature. For example, although both groups belong to the (Info_Man_Group) 
set, both members of group A (2/2), but only 2 out of the 3 members of group 
B (2/3) have the feature. In this example, the proportion of group A members 
is larger than that of the group B proportion by one-third, or 2/2 - 2/3 -- 1/3. 
The one-third ifference is considered a quantitative group difference and would 
be entered into list A - B with the ( Info_Man_Group ) feature. 
(Info_Man_Group) 
Group_A = 2/2 = 1 
Group_B = 2/3 = .67 
• Similarity__List = Largest_Common__Denominator = .67 
• A__B_List = (If Proportion_A > Proportion_B) - > 
Proportion__A - Proportion__B = 1 - .67 = .33 
• B_A_List (If Proportion_B > Proportion__A) = > 
Proportion_B - Proportion_A = No match 
The process of building the similarity list will involve searching for matches 
between the two composite reference xpression features and their proportion 
values. If both the feature and the proportion values match, these values will be 
written to the similarity list. It often occurs, however, that the two groups have 
quantitative differences on a particular feature. The smaller of the two proportion 
values (largest common denominator) epresents the "amount" of the feature the 
two groups have in common and will be used as the proportion value for the 
similarity list. The difference between the larger and smaller values represents 
an amount of the feature not shared by the two groups. Hence, the feature and 
proportion value (larger - smaller) will be written to one of the difference lists. 
Please refer to Tables 3-5 for the similarity, A - B, and B - A lists. 
The remainder of the composite expressions will be similarly processed, 
placing matched features on the similarity list and nonmatches on the difference 
lists. For example, membership in the set (Engineering) is distinctive to all 
members of group B (absolute difference), and therefore it is entered in the 
B - A list only. 
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Table 3 Similarity: A,B 
Score 
Feature IVALUEI Proportion Weight (Prop*Wt) 
a Proj_Type ADMIN 1/3 = 0.33 1.0 0.33 
a Proj_Type RES 1/3 = 0.33 1.0 0.33 
a Acct._Code OVD 1/2 = 0.5 1.0 0.5 
a Acct_Code RES 1/3 = 0.33 1.0 0.33 
b Proj_Type 3/3 = 1.0 0.5 0.5 
b Acct_Code 3/3 = 1.0 0.5 0.5 
c Info...Man_Group 2/3 = 0.67 1.2 0.8 
d Has_Cost_Center 306 2/3 = 0.67 1.0 0.67 
e Has_Cost_Center 3/3 = 1.0 0.5 0.5 
Sim_.A,B = 4.5 
a---Attribute--value pairs 
b---Attributes 
c----Set membership 
d--Relationship-target object pairs 
e--Relationships 
Table4 A -B  = [V ,W]  - [X,Y,Z]  
Score 
Feature [VALUE] Proportion Weight (Prop*Wt) 
a Proj_Type ADMIN 1/6 = 0.17 1.0 0.17 
a Proj_Type RES 1/6 = 0.17 1.0 0.17 
a Acct_Code RES 1/6 = 0.17 1.0 0.17 
c Info_Man_Group 1/3 = 0.33 1.2 0.4 
d Has_Cost_Center 306 1/3 = 0.33 1.0 0.33 
Dif__A = 1.2 
a---Attribute-value pairs 
b---Attributes 
c---Set membership 
d--Relationship-target object pairs 
e--Relationships 
Interpretation and Quantification 
The resolution of analogy is simply the contents of the similarity list, while 
a symmetric omparison resolution will require not only the similarity list, but 
also the A - B and B - A lists. Presenting the three lists obviously provides 
maximum information to the user, but the large amount of information could 
also be overwhelming, making a decision difficult. To assist he user in making 
similarity/difference d cisions, it would be helpful to present a brief numeric 
interpretation f the comparison, perhaps by providing calculated normalized 
10 David Hartzband and Laura Holly 
Table5 B -  A = [X, Y ,Z]  - [V, W] 
Score 
Feature [VALUE! Proportion Weight (Prop*Wt) 
a Proj_Type FACL 1/3 = 0.33 1.0 0.33 
a Acct_Code OVD 1/6 = 0.17 1.0 0.17 
a Manager JOHNSON 1/3 = 0.33 1.0 0.33 
b Manager 1/3 = 0.33 0.5 0.17 
c Engineering 3/3 = 1.0 1.2 1.2 
d Has_Cost_Center 291 1/3 = 0.33 1.0 0.33 
Dif_B = 2.5 
a--Attribute-value pairs 
b--Attributes 
c--Set membership 
d--Relationship-target object pairs 
e--Relationships 
similarity and difference scores. With numeric scores, the symmetric ompari- 
son algorithms can not only determine i f two objects are similar or different, and 
also give a sense of how similar or different hey are. Numeric interpretation 
will require a quantified representation of both objects or groups in a 
comparison. First, it will be necessary to determine a maximum for each object/ 
group by Tables 1 and 2 for maximum values). Formally, the determination f a 
group's maximum would be equal to the following: 
Table 6 Quantitative Summary 
1. 
MAX 
SIM 
DIF 
2. 
Group A, [ V, W] Group B, [X, Y, Z] 
5.7 7.0 
4.5 4.5 
1.2 2.5 
Max_Total = Max_A + Max_B = 5.7 + 7.0 = 12.7 
Scale_Factor = (1/Max_Total) * 10) -- ((1/12.7) * 10) = .79 
3. 
Sim_Total = Sim_A + Sim_B = 4.5 + 4.5 = 9.0 
Dif_Total = Dif_A + Dif_B = 1.2 + 2.5 = 3.7 
4. 
Normalized_Sim = Sire_Total * Scale_Factor = 7.1 
Normalized_Dif = Dif_Total * Scale_Factor = 2.9 
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Max = ~(wt_att_value *proportion) + 
~ (wt_rel_obj * proportion) + 
~(wt_attribute * proportion) + 
~ (wt_relationship * proportion) + 
(wt_set * proportion) 
Similarity and difference scores will be calculated using the same formula as 
above for determining maximum scores (see Tables 3-5 for calculated scores). 
From these three scores, it will be possible to derive similarity and difference 
estimates for the entire comparison. The similarity scores, or measures of the 
features common to both groups, will be equal to the following: 
Sim_A = A n B 
Sim_B = B n A 
Sire_Total = (An  B) + (B n A) = Sim_A + Sim_B 
Due to the symmetry of the comparison operator, the amount of similarity 
on both sides of the comparison (comparing A to B and B to A) will be the same; 
hence, Sim_A will be equal to Sim_B. It therefore follows that 
Sim_Total = (2 * Sire_A) = (2 * Sire_B) 
The computed similarity score for the example comparison is equal to 4.5; the 
total similarity score is therefore qual to 9.0 (Table 6). 
The equations for representing the two difference scores will be 
Dif_A = A - B 
Dif_B = B - A 
Dif_Total = Dif__A + Dif_B 
The total difference score is equal to (Dif_A + Dif_B) or (1.2 + 2.5) or 3.7 
in this example. 
The similarity (9.0) and difference (3.7) scores can also be normalized, say 
from 1 to 10, to permit comparing scores across comparisons. These types of 
manipulations will allow the user to be told not only that groups A and B appear 
to be more similar than different by X amount, but will also enable them to see 
how they are similar and different, in case the user's interpretation f comparison 
differs from that offered by the system. Normalization yields a similarity score 
of 7.1 and, correspondingly, a difference score of 2.9 (see Table 6 for a summary 
of all numeric scores). If similarity and difference scores of 5 are thought of as 
representing an "as similar as different" situation, the groups in the example just 
given are more similar than different. 
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It may also be necessary toallow users to specify their own criteria of similarity 
and difference instead of simply assuming a cutoff of 5.0 where similarity and 
differences are weighted equally (the default). In the default case, the objects 
will have to be more than 1/2 similar to be judged "similar." In other words, 
the calculated similarity score must be greater than 5.0, and the difference score 
correspondingly less than 5. A cutoff of less than 5 will represent a less stringent 
criterion for judging similarity and a correspondingly more stringent criterion 
for judging dissimilarity. For example, if the user chooses acutoff value of 3.0, 
a calculated similarity score of 3.0 or more will be sufficient for making the 
judgment "similar." On the other hand, a cutoff value larger than 5 will require 
that the two objects be very similar, much more similar than different, in order 
to be judged "similar." Cutoffs larger than 5 represent more stringent criteria 
for judging similarity and less stringent criteria for judging difference. The cutoff 
score can be thought of as a movable window that controls how much dissimilarity 
a "similar" judgment or how much similarity a"different" judgment will tolerate. 
CONCLUSION 
Symmetric omparison is another method of similarity determination that 
could provide model-based systems (like the one described here) with a technique 
for nontrivial inductive inferencing. A symmetric omparison is resolved by 
determining the similarity and differences between objects or groups of objects, 
either qualitatively or quantitatively. The reference structures of each object 
involved in the comparison are iteratively compared, and common and distinctive 
features are saved as results. The results of these comparisons form the basis 
for all similarity or difference stimates. 
Like analogy (as described in Hartzband et al. [10]), symmetric omparison 
by itself provides little in the way of complex problem-solving capabilities but 
can be viewed as a first step toward providing such techniques. In combination 
with analogy support, problem-solving heuristics, and more complex algorithms, 
symmetric omparison could provide some capacity for analogic reasoning and 
deeper inferencing approaches. 
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