Abstract. Most past work on honeypots has made two assumptions: (i) they assume that the only defensive measure used is a honeypot mechanism, and (ii) they do not consider both rational and subrational adversaries and do not reason with an adversary model when placing honeypots. However, real-world system security officers use a mix of instruments such as traditional defenses (e.g. firewalls, intrusion detection systems), and honeypots form only one portion of the strategy. Moreover, the placement of traditional defenses and honeypots cannot be done independently. In this paper, we consider a Stackelbergstyle game situation where the defender models the attacker and uses that model to identify the best placement of traditional defenses and honeypots. We provide a formal definition of undamaged asset value (i.e. the value that is not compromised by the attacker) under a given defensive strategy and show that the problem of finding the best placement so as to maximize undamaged asset value is NP-hard. We propose a greedy algorithm and show via experiments, both on real enterprise networks and on ones generated by the well-known network simulation tool NS-2, that our algorithm quickly computes near optimal placements. As such, our method is both practical and effective.
Introduction
There has been a tremendous amount of work on the design and placement of honeypots to protect enterprise networks [1] [2] [3] . At the same time, there has been a great deal of work on the use of game theoretic models for protecting enterprises [4] [5] [6] [7] [8] [9] .
In this paper, we consider a first step towards what we call hybrid adversarial defense. There are obviously multiple ways in which we can defend an enterprise. Examples include honeypots as mentioned above, but also include more traditional defenses such as multilevel access control, firewalls, and intrusion detection systems. Past efforts on the placement of honeypots within a network have two major drawbacks.
First, they largely assume that honeypots are the only form of defense. This was a reasonable assumption to make in early works. But in the real world, honeypots form one part of an ensemble of defenses. These traditional defenses include firewalls [10] , intrusion detection systems [11] , and mandatory access control schemes [12] . In this paper, we present a unified framework in which traditional defenses can be seamlessly deployed in conjunction with honeypots.
Second, most past work on honeypot placement [1] [2] [3] does not model the attacker's behavioreven though there has been much work in security in general on modeling the behavior of intelligent attackers [6] [7] [8] . In this paper, we present a mathematical model of an attacker who seeks to maximize the (expected) damage she causes. The model is capable of taking various possible attacker behaviors into account -for instance, it can consider attackers that seek to minimize the likelihood of discovery. Based on this, we identify methods to simultaneously place both honeypots and traditional defenses in the presence of an attacker model.
The framework presented in this paper overcomes these drawbacks of past work and, to our knowledge, is the only work that identifies a mechanism to optimally place both traditional defenses and honeypots in the presence of an attacker model. Of course, others have developed other types of intelligent attacker models in other cybersecurity contexts [6] [7] [8] .
Moreover, the framework allows modeling subrational attackers that do not behave in a fully optimal way, i.e. they do not carry out attacks that maximize their utility, and unskilled or unexperienced defenders that act suboptimally in the detection process, i.e. under-or over-estimate the likelihood of detecting attacker actions. Our framework proves to be robust in providing appropriate defenses even when dealing with subrational attackers and unskilled defenders.
The paper is organized as follows. Section 2 starts off with an analysis of past work in this area. We provide an initial set of definitions about the environment in Section 3 -this section introduces the notion of an enterprise network and a system vulnerability dependency graph from past work [13] . Section 4 defines the important concept of an Attacker Belief Evolution Tree which captures how the attacker's beliefs about the network change with time and analyzes the attacker's behavior. Section 5 then develops the technical material explaining how the defender strategy is formulated, i.e. where the defender chooses to simultaneously place traditional defenses and honeypots so as to minimize the maximal expected damage the attacker can cause. We also show that this problem is NP-hard. Section 6 develops an exact algorithm (H_Exact) which solves the optimization problem exactly -but of course, this is a time consuming algorithm. We therefore develop the polynomial-time H_Greedy algorithm. Section 7 reports the results of detailed experiments showing that H_Greedy reflects significant run-time savings compared to H_Exact. In addition, we show that in practice, H_Greedy delivers placements of traditional defenses and honeypots that are near optimal, typically well over 95% of the optimal value. In conclusion, our proposed framework provides theoretically grounded and practically deployable mechanisms for use by system security officers.
Related Work
The problem of defending enterprise networks is well studied in the literature from a wide variety of perspectives. We will evaluate past work from three perspectives: (i) Does the work consider honeypot placement together with the installation of traditional security software? (ii) Does the work include an attacker model? (iii) Can the model take into account the tendency of the attacker to reduce the probability of discovery? Table 1 shows past work and the criteria they fulfil. The reader can readily see that the only work satisfying all three criteria is the current paper. One body of work studies automatic patching of vulnerabilities, and when this is not possible, the extreme solution is the deactivation of products containing vulnerabilities (see [13] ). [14] [15] [16] consider the problem of finding plans for patching vulnerabilities, that are tradeoffs between cost and risk, by using Pareto analysis. No honeypots are considered. [15] also defines a problem involving a game theorybased solution which assumes that the attacker does not know the strategy of the defender (in our paper, we assume that the attacker can potentially detect the defender's strategy through one or more network scan operations, which is consistent with the way attackers maneuver through the network). Moreover, they do not consider deception via the intelligent placement of honeypot nodes.
Much work has been done on honeypot networks. A comprehensive report about existing implementations [3] analyzes and compares the advantages and the weaknesses of several implementations. Many of these are able to emulate the honeypot network on just one machine as opposed to an enterprise network. Though this solution is less expensive than generating real honeypot nodes, the attacker who probes the network can easily detect fake nodes. Moreover, honeypots that look too vulnerable might raise the suspicion of attackers. Therefore there is a need to strategically deploy a honeypot network that carefully considers attacker behavior. One example is related to data leakage, i.e. the distribution of private data to unauthorized entities (a survey can be found in [2] ). In [1] , fictitious data called "honey tokens" are automatically generated, then verified through a Turing test to determine if a human (in this case an attacker) will be able to recognize them as honey tokens or not.
The use of game theory in cybersecurity is not new [5, 13] . For instance, [17, 18] study different game models that address strategies for deploying honeypot networks. They define basic honeypot selection games where the defender chooses the properties of the network, plus an extension where the attacker can also probe the network, and a final version where the attacker strategies are represented by an attack graph. These game models make restrictive assumptions such as the perfect rationality of the attacker. Moreover, they assume that honeypots are the only defensive mechanism used. [20] analyzes a game framework to evaluate the identification time of a decoy node w.r.t. a real one. In particular they study the benefit of randomizing the space of node IPs (when the specific application allows this option) on the detection of decoy and real nodes. [21] presents a dynamic model capturing progressive attacks on a computer network. They define a supervisory control problem with imperfect information, modeling the computer network operation by a discrete event system and provide the best policy for the defender. A similar but more general optimal control approach (not only based on a computer network) focused on information security is provided in [22] . For a complete and vast survey about game and network security, see [23] . [19] highlights the importance of honeypot networks not just for the ability to attract the attacker but also to delay her. They define the concept of distraction chains, i.e. sequences of decoy systems used to entice an adversary to explore useless information in order to distract her from the real network. They study the problem of creating the distraction chains and embedding them in the network. As in the preceding case, they do not consider the impact of using traditional defensive software along with honeypots.
Moreover, none of the above works considers how the attacker can react in detail. One important tendency today is to spread out attacks over a long period in order to decrease the likelihood to be discovered. This is typical of Insider Threats [24] and Advanced Persistent Threats [25] -our framework can model the tendency of the attacker to reduce the likelihood to be discovered according to her beliefs.
[26] defines a game-theoretic model of the interactions between nodes in wireless networks. Each node is a player with a reputation score -a node can decide whether to attack a neighbor or not, but also decide whether to increase or decrease the reputation scores of its neighbors depending on whether they are malicious or not. Nodes decrease the reputation of other nodes via a rumor algorithm to communicate this reduction to other nodes. If the reputation of a node goes below a threshold, no other devices will provide services to it. The best policies to govern these interactions are captured via an equilibrium. [27] provides a comprehensive review of research combining radio networks and game theory.
In summary, our framework differs from past works because it tries to defend an enterprise network by:
(1) simultaneously adding honeypot nodes and traditional security software in order to minimize the expected damage; (2) considering much more realistic attacker behaviors than those considered in past work; (3) modeling each player's beliefs on the other -for instance, at each action the attacker maintains her belief about the possibility to be detected by the defender, and her whole behavior will be conditioned by this belief; (4) considering subrational adversaries and situations where the defenders may have widely different skill levels; (5) providing an efficient approximate solution to the problem of computing the best defender strategy, in some cases with a fixed approximation ratio of 1 − 1 e . This property makes our work especially effective in situations of "high dynamism" where attacker strategies evolve rapidly and always-new vulnerabilities and patches appear and will be easily known on the (dark) web.
Preliminaries
In this section, we formally define enterprise networks and system vulnerability dependency graphs (SVDGs) -both concepts defined by us previously in [13] .
We assume the existence of some universe S of software packages and some set V of known vulnerabilities -we do not consider zero-day vulnerabilities. Though it may seem apparent that known vulnerabilities should be patched, the actual real world patching behavior of enterprises is astonishingly poor. Different studies have shown different statistics on the time gap between when a vulnerability is discovered and when it is patched. For instance, Infosecurity Magazine lists this time gap as 100-120 days on average. 2 ZDNet says that on average, the financial sector takes up to 176 days to apply patches. 3 The firm SecurityMetrics says that on average, merchants were vulnerable for 470 days before an attacker compromised their system. 4 Irrespective of which of these numbers is correct, it is clear that these time gaps for patching are too long. CSO Magazine [28] states that patching is difficult for a multitude of reasons including: (i) too many patches are released every day for security officers to handle the load, (ii) legacy vulnerabilities that existed before a given security officer joined an organization cause problems, (iii) the ability to patch certain code is limited to vendors rather than an enterprise and these vendors are not patching the code, (iv) patching often interrupts the smooth 24/7 operation of an enterprise leading to delays. As an example, a patch 5 for the CVE-2017-0147 vulnerability was released several months before the infamous WannaCry ransomware of 2017 unleashed considerable damage in the US and beyond -victims of WannaCry had not patched this vulnerability. In general, there exist many vulnerabilities that are not patched or cannot be patched in enterprise systems.
A software vulnerability mapping ν : S → 2 V associates a set of vulnerabilities with each piece of software. We use impact(v) to denote the impact of vulnerability v ∈ V if it is successfully exploited by an attacker. There are several publicly available databases which capture all of these quantitiesexamples include NIST's National Vulnerability Database [29] and their Common Vulnerability Scoring System [30] , and MITRE's Common Weakness Scoring System [31] .
Definition 1 (Enterprise Network). An enterprise network is a triple EN = (N, E, compr) where N is a set of enterprise nodes, E ⊆ N × N is a set of edges, and compr ⊆ N is a set of compromised nodes. Example 1. Figure 1(a) shows an example enterprise network which serves as a running example. Here, we have N = {n 1 , n 2 , n 3 }, E = {(n 1 , n 2 ), (n 2 , n 1 ), (n 1 , n 3 ), (n 3 , n 1 ), (n 2 , n 3 ), (n 3 , n 2 )}, and compr = {n 1 }.
Suppose EN 1 and EN 2 are enterprise networks, with
Attackers frequently attack networks by compromising one node (by exploiting some vulnerability in a piece of code running on that node) and then launching an attack on another vulnerability in a neighboring node (or within the same node). In order to capture this "hopping" behavior, we define the notion of a "system vulnerability dependency graph" (SVDG).
Definition 2 (System Vulnerability Dependency Graph (SVDG)). Given an enterprise network EN = (N, E, compr), a system vulnerability dependency graph is a directed graph G = (S V, EV) where:
• S V ⊆ N × S × V is the set of vertices such that if (n, s, v) ∈ S V then v ∈ ν(s); 2 https://www.infosecurity-magazine.com/news/companies-average-120-days-patch 3 http://www.zdnet.com/article/financial-sector-takes-176-days-on-average-to-patch-security-vulnerabilities 4 • EV ⊆ S V × S V is the set of edges such that if
Intuitively, a vertex (n, s, v) ∈ S V means that node n runs software s with vulnerability v, whereas an edge ((n, s, v), (n , s , v )) ∈ EV means that once the attacker has exploited v on node n she can then exploit v on node n .
As said before, NIST's NVD documents known vulnerabilities in software, which allow us to automatically create the nodes of an SVDG. Attack graphs [32] are a variant of SVDGs and there are several tools to automatically create such graphs after scanning networks. 6 Given an SVDG G = (S V, EV), we use in(G, sv) and out(G, sv), respectively, to denote the sets {sv | (sv , sv) ∈ EV} and {sv | (sv, sv ) ∈ EV}, respectively. Example 2. Figure 1(b) shows an example system vulnerability dependency graph G built on top of the enterprise network of Figure 1(a) . In this case, we have in(G, (n 3 ,
We also assume that three vulnerabilities v 2 , v 3 and v 4 are present in software s 3 in node n 3 ; similarly, vulnerabilities v 4 , v 5 and v 6 are present in software s 2 in node n 2 .
The defender can modify the enterprise network by adding honeypot nodes, as is the case for node n h in Figure 2 . Obvously, the SVDG associated with an enterprise network EN changes when EN changes.
We assume that installing defensive software in a node ( Figure 2 ) will enable detecting any action of an attacker on that node while not changing the topology of the enterprise network and of the SVDG. We will provide more details about deploying traditional defensive software in Section 5. Fig. 2 . The enterprise network of our running example after the addition of a honeypot node n h and a traditional defensive software on n 2 (a) and the updated system vulnerability dependency graph (b).
Analysis of the Attacker
Henceforth, EN T = (N T , E T , compr T ) and G T = (S V T , EV T ) will denote an arbitrary but fixed enterprise network and SVDG, respectively. We assume that the attacker's set of actions is
Observe that the attacker does not initially know the entire enterprise network and SVDG. She uses her actions to iteratively uncover more about them.
An attacker strategy is a sequence of attacker actions (without duplicates, since scanning the same node twice or exploiting the same vulnerability twice leads to no improvement). However, not all attacker strategies are feasible. For this, we first need to define the concept of an attacker's state.
Definition 3 (Attacker State
). An attacker state is a triple st = (A, EN, G) where A is the sequence of actions taken to reach the state 7 and EN and G represent the enterprise network and the SVDG known to the attacker, respectively.
The initial state of the attacker is st 0 = (∅, EN 0 , G 0 ) -the set of actions the attacker has performed is ∅, and the attacker knows an initial network EN 0 and an initial SVDG G 0 . In turn, EN 0 = (N 0 , E 0 , compr 0 ) where (i) compr 0 is some initial set of entry points that the defender believes the attacker can use, (ii) N 0 = compr 0 ∪ {n|(n , n) ∈ E T , n ∈ compr 0 } contains the nodes in N 0 together with the nodes accessible from those in the set, and (iii) E 0 = {(n, n )|n, n ∈ N 0 , (n, n ) ∈ E T } consists Table 2 Notations used throughout the paper.
Notation Description
S Set of software packages V Set of vulnerabilities
H Set of honeypot nodes (h, n) ∈ AH Honeypot node h ∈ H replicates the connections of node n ∈ N T δ = (AH, AT ) Defensive strategy, where AH ⊆ AH and
of the obvious edges. We initially set G 0 = (∅, ∅). Starting from this initial state, the attacker can take actions that build up her knowledge of the enterprise network.
Definition 4 (Valid Attacker Actions).
Given an attacker state st = (A, (N, E, compr), (S V, EV)), the set of valid attacker actions in st, denoted VA(st), is the union of the following sets:
Thus, a scan(n) action is valid if the attacker has not done it before and if she has not already compromised that node. An exploit(n, s, v) action is valid only if she has already exploited an (n , s , v ) triple that allows her to exploit (n, s, v). In addition, she should not have used the specific exploit before.
Definition 5 (State Transition after an Action). Suppose the attacker performs an action a in state st = (A, (N, E, compr), (S V, EV)). This results in the state st = tr(st, a) = (A , EN , G ) where:
Simply put, a scan operation does not change the knowledge the attacker has of the enterprise network, but it allows her to augment her knowledge of the true SVDG because she can identify potential vulnerabilities in the scanned node. In contrast, an exploit action allows the attacker to uncover new nodes in the enterprise network, as well as new edges.
We assume the existence of a function cost that assigns a cost to each attacker action a. This function may encompass the attacker's financial costs to carry out an action (e.g. if she has to buy an exploit) or capture her risk of being discovered, or some combination of these factors. For instance, the zero-day exploit reseller Zerodium published the cost of many exploits in November 2015. RAND Corporation published a comprehensive book on exploit prices, not just for zero-days, but also for more mundane attacks (e.g., stolen data) [33] . The MITRE CVE list of the National Vulnerability Database contains "exploitability scores" that describe how difficult it is to exploit a vulnerability -it could also be reasonable to assume that an attacker is aware of this and considers that her costs are proportional to this score. There are also other proposals (see, e.g., [34, 35] ), however we generally prefer CVE as it considers many different factors, such as the type and number of authentication processes, whether a system is accessible from outside or not, etc. It uses a formula that outputs values ranging between 0 and 10 -many researchers adopt these measures. In addition, MITRE keep improving their measurement method to reflect state-of-the-art attack techniques.
Definition 6 (Valid Attacker Strategy). Given a maximum costĉ, a sequence of attacker actions {a 1 , . . . , a m } is a valid attacker strategy if there exists an associated sequence {st 0 , st 1 , . . . , st m } of attacker states such that:
It should be observed that the last condition in Definition 6 requires the attacker to carry out "maximal" attack strategies, in the sense that no further action can be added without exceeding the budgetĉ. However, if the attacker is believed to only use up to k% of her actual budget, we can simply useĉ = k·ĉ as the maximum cost in the definition. 
Attacker Belief Evolution
We model the interaction between the attacker and the defender using a Stackelberg game that has two players, a leader and a follower. The leader commits to a strategy first, and then the follower optimizes her reward, by considering the action chosen by the leader. In our case, the defender is the leader and her strategy is determined by which security resources should be allocated on the network. The follower, in our case the attacker, given the defender's configured network, will start to explore the network and exploit the vulnerabilities using a randomized greedy approach that locally maximizes the attacker's utility -this amounts to exploring a structure called attacker belief evolution tree (ABET, see the remainder of this section). The use of a Stackelberg game also captures the fact that the defender has usually low chances to observe the reaction of the attacker -we can only emulate the strategies of the attacker to decide her best strategy, but once the defender chooses the strategy, it is difficult to observe what the attacker will do. In fact, Stackelberg-style games have been extensively used in both the cybersecurity and physical security literature in such situations. The defender uses a different structure (called DABET, see Section 5) in order to emulate the attacker's behavior -this structure also takes in account the beliefs that the defender has about the attacker.
We now introduce the notion of ABET that enumerates all possible valid attacker strategies and represents how her belief evolves with time. This belief may or may not be identical to the real probability of detection, since the attacker does not know how well the defender might detect her. In the definition of ABET below, the superscript l denotes the level of a vertex of the tree (which corresponds to timepoint l) and subscript k differentiates the vertices at a particular level.
Definition 7 (Attacker Belief Evolution Tree (ABET)
). An attacker belief evolution tree is a tree T = (T V, T E) where:
is the attacker state, a l k is the action that led to that state, status ∈ {D, ¬D} represents whether at least one of the actions in A l k has been detected (D) or not (¬D) 9 , P(A l k ) is the probability of being detected given all the actions taken by the attacker to reach the current state, and cost(A l k ) is the total cost of the actions taken by the attacker until time l.
• The root vertex is (S 0 , ⊥, ¬D, 0, 0).
• Each edge (tv In an ABET, every vertex with status = ¬D has two children connected through the same action: one with status = ¬D and the other with status = D. More specifically, for every possible action a ∈ VA(st l k ), the tree contains two edges that connect (st Suppose Q(a) represents the probability of the belief held by the attacker that action a will be detected by the defender. This probability can, for instance, be derived from the exploitability score and remedi-ation levels defined in the National Vulnerability Database. We recursively define P(A l+1 k ) as follows:
The first condition says that the probability of detecting an action at level 0 in the tree is 0 (as nothing has been done). The second condition says that the probability of detecting an action at level (l + 1) in the ABET is the logical OR of the current action (a l+1 k ) being detected or a previous action being detected. Here, ⊕ is any triangular co-norm [36] which is a well-known method to merge the probabilities of two events together in order to get the probability of the disjunction (or) of the two events.
10 Figure 3 shows the ABET for our running example. In the rest of this paper, when clear from the context, we write exploit(n, s, v) as exploit(n, v) or exploit(v). Observe that each path from the root (i) corresponds to an attacker strategy and (ii) ends when either at least one of the actions that have been taken till that time has been detected or when the attacker has expended her budgetĉ. For example the root (S 0 , ⊥, ¬D, 0, 0) represents the fact that the probability of being detected and the cost are all zeros because the attacker did nothing. After a scan on n 3 , there are two possible cases: the scan action is detected, denoted represented by the node
In the first case there is no further action, because detection implies removal from the network.
Action Selection Strategy
Given an attacker state st l k , we assume that the probability of selecting action a ∈ VA(st l k ) by the attacker is
where util(a) denotes the "utility" of a.
It should be observed that the denominator of this expression looks at the set of all actions that are valid for the attacker to perform in the given state, so the attacker's probability of taking action a depends upon what actions are feasible in that state and their utility.
Our proposed model allows the security officer to assume different expected attacker behaviors through different definitions of function util. For instance, we could look at the Common Vulnerability Scoring System (CVSS) of the National Vulnerability Database that associates, with each vulnerability, a quantitative impact and exploitability score, each of which is on a 0-10 scale. For instance, if we look at the sample vulnerability with CVE number CVE-2014-0160, it has a CVSS impact score of 2.9 and a CVSS exploitability score of 10. These scores can be easily converted to a utility in many ways. For instance, we might set util(a) to something that is monotonic in both impact and exploitability, e.g. impact(a) * exploitability(a) or impact(a) + exploitability(a). Alternatively, by just taking util(a) = impact(a), we can model an attacker who is just driven by the potential impact of her actions. On the other hand,
models the case where the attacker seeks to minimize the likelihood of discovery. In the experiments reported in Section 7 we show the results we obtained using the latter two definitions.
Example 3. Suppose each scan action in our running example has utility 0.3, and each exploit action has utility k/10. Moreover, suppose the detection probability of each scan action is 0.4, while the detection probability for each exploit action exploit(v k ) is (4 − k)/10. If the attacker uses the utility function based on the impact, then at node n 1 she randomly chooses a scan action in {scan(n 2 ), scan(n h ), scan(n 3 )}, since all have the same utility. Assume that she chooses scan(n 3 ) and moves to n 3 . Let s be the attacker state at that point. The probabilities are P(scan(n 2 )|s) = P(scan(n h )|s) = 0.3/1.5 = 0.2, P(exploit(v 2 )|s) = 0.2/1.5 = 0.13, P(exploit(v 3 )|s) = 0.3/1.5 = 0.2, P(exploit(v 4 )|s) = 0.4/1.5 = 0.27. But if the attacker uses the utility function based on the detection probability, then after reaching n 3 at time t = 1, the overall probability of being detected is P(A = {scan(n 3 )}) = Q(scan(n 3 )) = 0.4. The attacker now has five possible actions, with the following detection probabilities: P({scan(n 3 ), scan(n 2 )}) = min ( Modeling Subrational Attackers. Note that by appropriately defining function util, we can model subrational attackers that do not behave in a fully optimal way, i.e. they do not carry out attacks that maximize their utility. In the real world, this may happen for many reasons (see, e.g., the work by Tom Schelling [37] ). For instance, attackers may not exactly know what the objective function is and hence, even if they act in broad agreement with it, they would not necessarily optimize. Attackers may also not have the technical capabilities needed to act optimally. We experimentally show in Section 7 that our defensive mechanisms are robust with respect to subrational attackers as well.
Analysis of the Defender
In the real world, the defender can do many different things in order to protect her enterprise from attack. In this paper, we consider the case when the defender can perform two actions:
• Adding a honeypot node to the enterprise network, that in turn changes the SVDG. We make the simplistic assumption that any transaction that targets a honeypot node is by an attacker who will therefore be detected. This is a common assumption. For instance, there is little reason for a legitimate user to access a node called all_passwords or something like that [38, 39] .
• Adding traditional defensive software to an existing node, which does not change the SVDG. In this paper, we use this general action as a proxy for many more specific actions such as adding multi-factor authentication, firewalls, intrusion detection systems, and more.
We denote the set of honeypot nodes as H. AH denotes the set of all possible honeypot node setups: a pair (h, n) ∈ AH represents that honeypot node h ∈ H replicates the connections of node n ∈ N T . Moreover, we assume that traditional defensive software ensures that any attacker action on a node protected by such software will be detected.
Definition 8 (Defensive Strategy).
A defensive strategy δ is a pair (AH, AT ) where AH ⊆ AH and AT ⊆ N T . AH (resp. AT ) means deploying a honeypot (resp. installing a defensive software on a node).
We assume the existence of a cost function for the defender, denoted cost d , that assigns a cost to each element of AH ∪ N T . For instance, the cost for a particular defense could be the cost of that software (plus estimated labor costs involved in setting it up), and likewise, the labor cost involved in developing and deploying a honeypot node. Several techniques to estimate such costs have been proposed in the past (see, e.g., [34, 40] ) -however, the different attempts lead to different estimations and a standardized method is still a difficult open problem. Our idea is that we can use many estimation approaches at the same time and handle them by simply taking the worst-case scenario. This preserves all our results and does not impact the scalability of our approach.
Definition 9 (Valid Defensive Strategy). Given a defender budgetĉ d , a defensive strategy
The defender's belief w.r.t. the ABET is designed similarly to the ABET itself. However, the defender is usually unaware of (i) the transition probability from a node to another, (ii) the total budget of the attackerĉ, and (iii) the attacker's belief Q(a) of being detected for a particular action a.
Therefore, the defender assumes an infinite budget for the attacker and tries to enumerate all possible actions the attacker can take. This is a worst case situation commonly considered in cybersecurity where it is assumed that the attacker will wreak maximal havoc. In addition, the defender knows the probability that an attacker is detected at a node after a sequence of actions, as this probability depends on the difficulty of exploiting the vulnerability and on the defender's skills.
Definition 10 (Defender's Belief on Attacker Belief Evolution Tree (DABET)). The defender's belief w.r.t. an attacker belief evolution tree T is a tree T D = (T V, T E) built from T where:
• Each vertex of T V is a tuple (st The transition probability from tv
, is defined as follows:
where P d (a|st) is the defender's belief about the attacker action selection probability, Q d (a) is the detection probability of the defender, and A l k is the sequence of actions that lead to st l k . When needed, the DABET for a defensive strategy δ is denoted as T D (δ). Figure 4 shows a partial DABET for our running example.
Modeling Unskilled Defenders. It should be observed that by appropriately defining the function Q d , the model allows taking into account defenders that do not behave in a fully optimal way, i.e. the cases where the defender's skills and experience have an actual impact on the detection process. We experimentally show in Section 7 that our framework is also capable of effectively supporting defenders with relatively limited skills.
The Defensive Strategy Problem
The defender constructs a DABET in order to estimate the expected damage. This quantity, which the defender wants to minimize given a certain budget, depends on the actions performed by the attacker, and these are in turn limited to the kind of network that the defender creates by applying the defender strategy. where:
Definition 11 (Expected damage). Given a DABET T D , the expected damage ExpD(T D ) is defined as
• we only consider paths starting from the root vertex in T D ;
• damage(tv), where tv = (·, a l k , ·), is the damage yielded by action a l k (that can be defined by considering the impact from NVD or the value of data leaked though the action);
Example 4. Consider the partial ABET for our running example shown in Figure 5 and assume that (i) the damage of a scan is 0 and that of an exploit is 10, and (ii) Q d (exploit(v 4 )) = 0.4, Q d (scan(n 2 )) = 0 (note that because of the latter, we omitted the vertex at l = 1 with status = D). There are two possible paths, p 1 = {tv 1 , tv 2 , tv 3 } and p 2 = {tv 1 , tv 2 , tv 4 }. We have that
Definition 12 (Undamaged Asset Value). Suppose the total asset value of an enterprise is T a and δ is a defensive strategy. The undamaged asset value provided by δ is:
It should be observed that evaluating T a requires the defender to estimate the value of her enterprise's data and/or the value of "taking down" part of the enterprise network. The estimation of costs/values in a standardized manner is an important research problem by itself and is outside the scope of this paper. There are many works in the literature that have found ways to define asset criticality [41] [42] [43] [44] . Another method, used by the US Department of Defense [45] defines the criticality of an asset in the DoD's enterprise network by using the hierarchy of relations present in the DoD. U a (δ) is obviously an expected value that the defender wishes to maximize.
Definition 13 (Defensive Strategy Problem).
Given a defender budgetĉ d , find the valid defensive strategy δ that maximizes U a (δ).
Theorem 1.
The defensive strategy problem is in EXPTIME and NP-hard.
Proof. The problem is in EXPTIME because all the defensive strategies can be enumerated in exponential time and, for each strategy δ, it suffices to verify whether it satisfies the constraints and then compute U a (δ). We prove NP-hardness by reducing the NP-hard KNAPSACK problem [46] to the decision problem "Given a defender budgetĉ d and a threshold u a , does there exist a valid defensive strategy δ such that U a (δ) u a ?". Given two real numbers C and V, a set of objects O = {o 1 , . . . , o p }, and for each object o i , a cost c i and a value v i , the KNAPSACK problem consists in checking whether there exists a subset O ⊆ O such that o i ∈O v i V and o i ∈O c i C. In our reduction we assume that AH = ∅ and that the network contains exactly p nodes that are all disconnected and potentially accessible to the attacker. Each node n i is associated to object o i . The damage associated with each node n i is equal to v i and the cost to protect n i is equal to c i . Moreover, we setĉ d = C and u a = V. In addition, we assume that the utilities for the attacker are all the same,ĉ = ∞, and there is no possibility that the attacker is detected. According to these assumptions, the paths of the attacker are uniformly distributed, so the resulting undamaged asset value is the sum of the damages associated with all the protected nodes. This is exactly equivalent to the constraint o i ∈O v i V of the KNAPSACK problem. Moreover, the cost constraint for valid defender strategies is equivalent to the constraint o i ∈O c i C of the KNAPSACK problem.
Because a DABET can be huge, we introduce the notion of a compacted DABET (CDABET) T CD that is a tree built from a DABET T D where all the descendants of each vertex tv related to an ac-tion over a honeypot node are merged together along with tv without losing information in terms of expected damage -in other words, the DABET ensures that ExpD(T D ) = ExpD(T CD ). More formally, a compaction operation merges a set M of vertices with one of the vertices in {tv p | ∀tv M ∈ M, tv p is an ancestor of tv m } if the latter vertex is related to an action over a honeypot node. Definition 14 (Compacted DABET). Given a DABET T D , the corresponding compacted DABET is the maximally compacted tree T CD that can be built from T D .
We use T CD (δ) to denote the CDABET of a defensive strategy δ. In the partial DABET from our running example shown in Figure 6 we can merge tv 5 , tv 8 , tv 7 , tv 9 , and tv 10 into one leaf vertex because there is no damage after tv 5 .
Properties
In this section we show some properties that our objective function and the set of valid defensive strategies enjoy. We first show that the U a function increases monotonically with the size of our defensive strategy δ.
Proposition 1. U a (δ) is monotonic with respect to δ.
To see why the above result is true, assume that δ 1 = (AH 1 , AT 1 ) and δ 2 = (AH 2 , AT 2 ) are two defensive strategies with δ 1 ⊆ δ 2 (i.e. AH 1 ⊆ AH 2 and AT 1 ⊆ AT 2 ). This means there are more nodes protected in T CD (δ 2 ) than T CD (δ 1 ), so U a (δ 1 ) U a (δ 2 ). Observe also that, given two strategies δ 1 and δ 2 with δ 1 ⊂ δ 2 , T CD (δ 2 ) has more compacted vertices than T CD (δ 1 ), whereas the set of non-compacted vertices are exactly same.
The next two results provide important submodularity properties both when traditional defensive software is added and when honeypot nodes are added to a defensive strategy.
Theorem 2. U a (δ) is submodular with respect to adding defensive softwares to δ.
Proof. Assume that δ 1 = (AH, AT 1 ) and δ 2 = (AH, AT 2 ) are two defensive strategies with δ 1 ⊆ δ 2 , and let δ i = (AH, AT i ∪ {n}) with n ∈ N T \ AT 2 . In order to be submodular, the undamaged asset value must satisfy the inequality
). Let tv be the vertex with status = ¬D whose action is related to node n (observe that vertices with status = D and compacted vertices can be ignored because there is no associated damage). After installing a defensive software on n, all attacks that reach tv will be detected. Now let P(δ, tv) be the probability that the attacker will reach tv without being detected under δ. Since δ 1 ⊆ δ 2 , P(δ 1 , tv) P(δ 2 , tv), i.e. more attack attempts will reach tv under δ 1 than under δ 2 -for the same reason we have P(δ 1 , tv) P(δ 2 , tv) as well. The statement follows.
Theorem 3. U a (δ) is submodular with respect to adding honeypot nodes to δ.
Proof. Assume that δ 1 = (AH 1 , AT ) and δ 2 = (AH 2 , AT ) are two defensive strategies with δ 1 ⊆ δ 2 , and let δ i = (AH i ∪ {h}, AT ) with h ∈ AH \ AH 2 . Let tv = (st l k , ·, ¬D) be the vertex in the CDABET whose VA(st l k ) becomes larger after adding h (i.e. the attacker has more options for her next action). As in the proof of Theorem 2, it holds that ExpD(T CD (δ 1 )) − ExpD(T CD (δ 1 )) ExpD(T CD (δ 2 )) − ExpD(T CD (δ 2 )). Now let P(δ, tv) be the probability that the attacker will reach tv without being detected under δ. Again, we have that P(δ 1 , tv) P(δ 2 , tv), i.e. more attack attempts will reach tv under δ 1 than under δ 2 . Since VA(st l k ) contains more actions after adding h and δ 2 subsumes δ 1 , if a h is an action related to honeypot node h, we can derive that P(a h |st l k ) is higher under δ 1 than under δ 2 . This implies that more attacks will reach tv and be captured in h after adding it to δ 1 .
The following result shows that, under the assumption of uniform costs, the set of all valid defensive strategies form a matroid.
Proposition 2. Assume that, for a fixed cost c, it is the case that ∀x ∈ AH ∪ N T , cost d (x) = c. Then, the pair (AH ∪ N T , I), where I is the set of all subsets of AH ∪ N T that correspond to valid defensive strategies, is a matroid.
To see why the above result is true, observe that (i) deploying nothing is a valid defensive strategy, thus ∅ ∈ I; (ii) a subset of a valid defensive strategy is valid as well, so for each A ⊂ A ⊂ (AH ∪ N T ), if A ∈ I, then A ∈ I; (iii) if A ∈ I, A ∈ I, and |A| > |A |, then there exists an element a ∈ A such that A ∪ {a} is also a valid defensive strategy.
The submodularity results in this section also allow us to use a famous result [47] that asserts that a simple greedy algorithm can be used to optimize a submodular function on a matroid with an approximation guarantee. More details will be provided in the next section.
As a final remark, we recall that the DABET depends on the defender strategy, and in the defender simulation involving the DABET the attacker is doing her best to maximize her utility. The attacker revisits her actions in the light of the considered defenses, but cannot reason on her tree to find the best path because we assume that she does not know the structure of the network from the beginning. In order to know the structure of the network, the attacker needs to explore it, and the goal of the defender is to make this exploration (and the following exploitation) as difficult as possible. In this context, understanding that a node is a honeypot does not allow the attacker to recognize other honeypots, so it is difficult to model the benefit of this for the attacker. A possible extension would be that of considering the possibility that the attacker runs test to verify whether a host is real or not -then, if the test is successful, the attacker will not consider any of the other vulnerabilities on that host. Of course, this kind of test will have a cost for the attacker. Another simple procedure (that is a worst case scenario for the defender) is that the attacker, after exploiting a certain number of vulnerabilities on a fake host, "automatically" recognizes that the host is fake.
Finding Good Defensive Strategies
In this section, we present two methods. The first, H_Exact, finds an optimal solution to the defensive strategy problem. However, finding an optimal defensive strategy is NP-hard and hence, H_Exact is inefficient. The second algorithm applies a greedy approach which finds suboptimal solutions in an efficient way.
Exact Algorithm
We propose the H_Exact algorithm that uses a branch-and-bound approach to compute the optimal solution. The pseudo-code is shown in Algorithm 1. The algorithm uses the notion of sole contribution to undamaged asset value provided by strategy δ, denoted scu(δ), which is defined as scu(δ) = U a (δ) − U a (∅).
11 Moreover, U denotes the set AH ∪ N T and ext(δ = (AH, AT )) denotes the set U \ (AH ∪ AT ). Initially, all defender actions are sorted in descending order of scu values -in the hope that the algorithm will quickly converge. Lines 13 and 14 in the branch-and-bound step (procedure BBS) are the if U B(δ) best then return 8:
val ← U a (δ) 10: if val > best then 11: δ opt ← δ; best ← val 12:
BBS(i + 1, δ)
14:
branching steps, corresponding to the choices of skipping the (i + 1)-th action (line 13) or including it (line 14). For the bounding part, on line 7 we compare the current best undamaged asset value best with an upper bound on U a (δ), denoted U B(δ). If this upper bound is not promising, we prune δ immediately. The bound is computed as follows:
In the above formula,ĉ
} is the maximum number of defender actions that can still be added to δ, whereas max{scu(x)|x ∈ ext(δ)} is the best scu among all remaining actions. Lemma 1. Given two valid defensive strategies δ 1 and δ 2 , it holds that scu(δ 1 ∪δ 2 ) scu(δ 1 )+scu(δ 2 ).
Proof. Since U a is submodular, it also holds that U a (δ 1 ) + U a (δ 2 ) U a (δ 1 ∪ δ 2 ) + U a (δ 1 ∩ δ 2 ). By subtracting U a (∅) 0 from each element of the above equation, we obtain U a (
Since scu(δ 1 ∩ δ 2 ) 0, the statement follows. Proof. Correctness of the branching part is guaranteed by the fact that, for each defender action in U, we consider both skipping (line 13) and including it (line 14). This ensures that the algorithm will not miss any possible solution. To show that the bounding part is correct as well, we prove that U B(δ) returns a correct upper bound on U a (δ). From Lemma 1 we know that scu(δ) x∈δ scu(x), or equivalently, U a (δ) − U a (∅) x∈δ scu(x). Thus, we obtain U a (δ) U a (∅) + x∈δ scu(x), and as a consequence U a (δ) U B(δ).
Given the set U of all possible defender actions, the theoretical worst-case time complexity of the H_Exact algorithm is exponential in the cardinality of U -this is because the algorithm, in the worst case, explores a complete binary search tree of depth |U|. This is expected, given our result about the NP-hardness of computing the defender's strategy. In practice, H_Exact is an opportunistic algorithm whose practical runtime cannot be described via a simple closed formula -its runtime actually depends on how many branches are pruned in the bounding part.
Greedy (Inexact) Algorithm
Our H_Greedy algorithm leverages our submodularity theorem to compute a suboptimal solution using a greedy hill-climbing approach, i.e. we start with the empty set and, at each iteration, we choose the defender action that provides the maximum gain in scu value. The pseudo-code is shown in Algorithm 2. δ opt ← (∅, ∅)
3:
x c ← ⊥; best ← 0 5:
δ n ← δ opt after including x; val ← U a (δ n )
7:
if δ n is valid and val > best then 8: δ opt ← δ n ; best ← val It should also be observed that the worst-case time complexity of the H_Greedy algorithm is quadratic in the cardinality of U. In fact, the algorithm executes the while loop |U| times in the worst case and, at each iteration, it needs to find the best local choice -that means it verifies |U| possibilities.
In addition, as discussed in Section 5.2, in the cases where the assumption about uniform costs holds, we can immediately apply a result in [47] to ensure that the hill-climbing approach used by H_Greedy provides the guarantee stated below. Proposition 4. Assume that, for a fixed cost c, it holds that ∀x ∈ AH ∪ N T , cost d (x) = c. Then, the H_Greedy algorithm approximates the optimum to within a factor of (1 − 1 e ).
The experimental results described in Section 7 will validate our assertion that the H_Greedy algorithm is able to quickly compute high-quality solutions in general.
It should be observed that the use of submodularity in order to guarantee the approximation ratio of Proposition 4 is well known and other works do the same in many different domains, ranging from water distribution network design [48] to vaccine distribution [49] . However, we do not fully rely on submodularity in our proposed algorithms. In fact, (i) the proposed H_Exact algorithm is able to shortly provide an exact optimal solution, (ii) its H_Exact95 variant, which will be introduced in the experimental assessment, proves useful in providing good quality results with even faster execution times, and (iii) the H_Greedy algorithm works very well even with non-uniform costs.
As a final remark, we point out that the actual short/long term impact of defensive strategies, their cost, and the need to re-compute them periodically is a very importan issue, given the extremely rapid growth of the number of vulnerabilities and patches (see, e.g., the NVD data about the number of vulnerabilities 12 ). We move in a really dynamic scenario, and the defensive strategies must change with it. The ideal solution would be that of patching everything (most of the network penetration attacks are due to unpatched known vulnerabilities). Unfortunately, even the most skilled security team struggles to keep up with this huge dynamism. The costs are often mainly connected to the patching operationsconfiguration of honeypots is generally a less relevant cost. Consequently, we believe that, in principle, the re-computation of strategies should be done each time that there are resources available and new vulnerability/patches show up -as the experiments will show, our proposed approximation procedure is very efficient and highly scalable. In addition, it often happens that either a vulnerability exists but is not reported in NVD yet, or the patch is not available yet -for such cases, we demand the protection of our network to our deception principle, by adding temporary honeypots. An interesting and promising future work is based on the idea of using the historical evolution of the vulnerabilities and patches reported in NVD (by using, e.g., temporal data mining or sequence prediction techniques) to try to come up with a prediction their future evolution. This could provide our system with a form of "forecasting" capabilities, and hopefully save some time to a better allocation of the available resources.
Experimental Assessment
In this section we describe the results of experiments we performed to evaluate the performance of H_Exact and H_Greedy in terms of both processing time and quality of the defensive strategies returned. All experiments were performed on a cluster of 64 Xeon 2.4GHz machines with 24GB RAM running RedHat Linux. Networks. We used 5 different enterprise networks, whose properties are shown in Table 3 . "Cauldron" is a real network with the vulnerability information associated with each node [32] . The "NS-2" networks were generated by one of the most widely-used open-source network simulators [50] . In order to include vulnerability information in these networks, we randomly picked vulnerabilities from the Cauldron network and matched them onto the NS-2 networks in a one-to-many fashion. Finally, the "Synthetic" networks were generated by extracting and replicating subnetworks from the Cauldron network.
Parameters. Table 4 shows how we chose parameter values. In the table, diff(v) ∈ [0, 10] represents the difficulty of exploiting vulnerability v -this quantity was extracted directly from the National Vulnerability Database. When defining Q(exploit(n, s, v)), we took into account the fact that in real world Table 4 Parameter values used in the experiments.
and from 0.05 to 0.
and the U1 and U2 options for util(a) damage(exploit(n, s, v)) impact(v) damage(scan(n)) Fixed to 0 c d Ranges from 1 to 9
scenarios, an attacker's action is not easy to detect without honeypot nodes or defensive software. So we expect Q(exploit(n, s, v)) to be very low. For cost d (x), we assumed that the cost of deploying a honeypot node is much higher than installing a defensive software as the former requires developing a credible honeypot.
Algorithms. In addition to the H_Exact and H_Greedy algorithms, we experimented with a variant of the H_Exact algorithm named H_Exact95 that underestimates upper bounds by 5% (i.e. we replaced U B(δ) with 0.95 · U B(δ) in line 7 of H_Exact). We introduced this variant in order to verify whether by relaxing the optimality property ensured by H_Exact, but still using a branch-and-bound approach, we can obtain significantly better processing times without losing much in terms of quality of the results. Moreover, we used Montecarlo simulation in order to reduce the overhead due to the computation of U a (δ). By fixing the number of iterations to 500K (where at each iteration we choose the defender action according to P(a|st) and simulate the detection according to P(A)), we were able to accurately estimate the actual values of U a (δ).
We measured the run-times and quality obtained with all combinations of networks and algorithms using the U1 and U2 options for util(a) and P d (a|st) described in Table 4 . The results are reported in Figures 7-11 .
Run-time. As the results show, H_Greedy is much faster than both H_Exact and H_Exact95. H_Exact timed out in 12 out of 18 cases 13 on the synthetic (medium) network (Figure 9 ), and in all cases on the synthetic (large) and NS-2 (very large) networks (Figures 10 and 11) . Overall, the average performance improvements provided by H_Greedy (reported in Figure 12) are extremely satisfying -they range from 35.8% to 84.2% with respect to H_Exact95 and from 37.6% to 99.2% with respect to H_Exact (even without counting the times H_Exact did not finish).
Accuracy. H_Greedy produces very high quality results in the vast majority of cases. The relative quality of its results, averaged over all defender budgets (which is reported in Figure 13 ) ranges from 93.3% to 98.7% of optimal. As expected, H_Exact95 provides higher average quality because of its higher average processing times.
Absolute Damage. In addition to relative quality, we also analyzed the percentage of damage (w.r.t. the maximal possible damage) caused by the attacker when the defender uses a suboptimal method ( Figure 14) . H_Exact95 shows lower damage than H_Greedy in most cases. One interesting observation is that attackers following option U2 create more damage than U1 in most cases (there are very few exceptions). For instance, U2 obtains higher damage than U1 on the NS-2 (very large) network after a fluctuation untilĉ d = 4. This is because attackers with U2 can survive longer than in the other case.
Subrational Attackers. Next, we assessed the sensitivity of our framework when the attacker shows a subrational approach by not always choosing higher utility vulnerabilities. We introduced an "attacker factor" ranging from −20% to +20% in the definition of util(a) (option U1). Intuitively, if the attacker factor is +20%, this means that the attacker overestimates the utility of her actions by 20%. Figure 15 (top) reports the results (averaged over the different datasets) obtained withĉ d = 2. In particular, the figure shows the ratio between the actual value of U a (δ) obtained in each case and the best value obtained over all cases. Again, the results are extremely satisfying. The differences between the case where the factor is set to zero (i.e. fully rational behavior) and the other cases are very limited - this means that our framework is robust with respect to a variety of possible behaviors the attacker might show.
Unskilled Defenders. We also considered those cases where the defender's skills and experience have an actual impact on the detection process. To this aim, we introduced a "defender factor" ranging from −20% to 20% in the definition of Q d (exploit(n, s, v) ). Intuitively, if the defender factor is +20%, this means that the defender's skills allow her to detect the action with a probability that is 20% higher than the one defined in Table 4 . The results with option U2 andĉ d = 2 are reported in Figure 15 (bottom). The differences between the +20% case (maximum defender skills) and the other cases are very lowthis tells us that our framework is also capable of effectively supporting defenders with relatively limited skills.
Honeypots vs. Traditional Defensive Software vs. Joint Optimization. Finally, we address two questions: (1) In which cases do honeypots or traditional defensive software outperform the other? (2) To which extent the proposed joint optimization outperforms an optimization based on just one of the two methods? Table 5 shows the average degree of honeypots and nodes where TDS is installed under the optimal strategies (together with their neighbor's average degree) with U2 andĉ d = 4 (other options provide similar results). The results show that honeypots generally outperform traditional defenses in higher Fig. 9 . Results on the synthetic (medium) dataset. degree nodes. In fact, a honeypot can protect all its connected neighbors and thus, higher degree of honeypots can provide higher cost-efficiency. Moreover, honeypots' neighbors have lower degrees than those of the nodes with TDS. This implies a higher influx of attackers through the links between a honeypot and its neighbors, as they are more likely to choose the honeypot as their next target. In general, these results clearly suggest possible preferred choices for both available options: honeypots should be located on nodes that have high degrees and whose neighbors have low degrees.
Regarding the second question, we start by observing that the proposed joint optimization scheme theoretically subsumes both single optimization schemes, so our framework cannot show worse performances. Table 6 shows the relative quality of optimal single optimization strategies w.r.t. optimal joint optimization ones with U2 andĉ d = 4 (other options provide similar results). The results show that, in the majority of the cases analyzed, joint optimization yields significantly better results -on average, it improves quality by around 22%. 
Conclusions
Though there has been much work on honeypots (how to design them and where to place them), there has been little or no work on (i) how to simultaneously place both honeypots and traditional cyber defensive software (e.g. intrusion detection systems, firewalls) (ii) in the presence of an rational or subrational adversary. In this paper, we present a game-theoretic framework that addresses both these problems. We first model an attacker who can scan network nodes and exploit vulnerabilities and show how her beliefs about the network can be represented via a novel Attacker Belief Evolution Tree (ABET). We then formally define a Defender ABET (DABET) for the defender to reason about the attacker's beliefs/behavior and use this to show the defender's optimal strategy and an NP-hardness result. We propose the H_Exact algorithm to compute the optimal defensive strategy which is expectedly exponential. We then introduce the polynomial-time H_Greedy algorithm. We show that H_Greedy provides much better run-time than H_Exact, with a performance improvement that is over 37% to 99% (even if we ignore the numerous cases when H_Exact does not finish) while generating solutions that are over 93% to 98% of optimal. We further show that our system is robust in the presence of a subrational adversary and/or a defender with limited skills.
