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The present work deals with energy consistent time stepping schemes for ﬁnite-dimensional mechanical systems with
holonomic constraints. The proposed procedure is essentially based upon the following steps: Firstly, the index three
diﬀerential-algebraic equations corresponding to the constrained mechanical system are directly discretized. Secondly,
the discrete Lagrange multipliers are eliminated by using a discrete null space matrix. In many cases it is feasible to
further reduce the number of unknowns by employing speciﬁc reparametrizations. The proposed method entails a num-
ber of advantageous features such as size-reduction and improved conditioning of the resulting system of algebraic
equations. It is shown that the newly developed method is well-suited for both open-loop and closed-loop multibody
systems.
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The present work deals with the numerical integration of ﬁnite-dimensional (or discrete) mechanical sys-
tems subject to holonomic constraints. Within the last decades numerous computational methods for con-
strained mechanical systems have been developed. The multitude of numerical methods can be traced to the
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crucially depend on the particular description that is being chosen as starting point for the discretization
process. In this connection, the works by Ascher et al. [3], Blajer [10], Haug et al. [16], Jay [19], Petzold
and Potra [30], and Yen et al. [35] give a representative account of alternative approaches. We further refer
to Tseng et al. [32] for a classiﬁcation of methods.
In the present paper we are especially interested in a speciﬁc class of methods for constrained systems,
namely null space methods. The term null space method has been borrowed from constrained optimization
(see e.g. [12]). In the case of constrained mechanical systems, this terminology has been used, for example,
by Liang and Lance [24] and Kurdila et al. [22]. The main distinguishing feature of null space methods is the
elimination of the Lagrange multipliers (or constraint forces). This is generally accomplished by means of a
speciﬁc null space matrix which spans a basis for the null space of the constraint Jacobian.
In the context of constrained mechanical systems a review of various numerical methods for the con-
struction of instantaneous null space matrices can be found in [21]. Numerical integration schemes based
on null space methods for constrained mechanical systems have been proposed, for example, by Rabier
and Rheinboldt [31], Yen and Petzold [34] and Blajer [9,10]. For previous developments (until 1990) in this
direction we refer to the works cited in [21].
Due to the elimination of the Lagrange multipliers, null space methods typically lead to a size-reduction
of the underlying constrained formulation. Therefore, null space formulations are often expected to yield
computationally eﬃcient algorithms (see e.g. [26] or [9]). The size-reduction is accompanied by a reduction
of the index of the diﬀerential-algebraic equations (DAEs) which govern the motion of the system. Whereas
the original constrained mechanical system is described by DAEs with index three, the size-reduction by
means of a null space matrix leads to DAEs with index two (cf. [8]). The index can be further lowered
by diﬀerentiating the algebraic constraints. In this connection the null space matrix may be employed again
to express the velocities in terms of a minimal set of independent coeﬃcients (see e.g. [24,20,9,10]). Then,
however, time discretization in general leads to constraint violation. To remedy numerical drift oﬀ the con-
straint manifold either Baumgarte-type stabilization [9], or projection onto the constraint manifold [10]
may be applied.
A common feature of the null space algorithms cited above is (i) that the size-reduction by means of a
speciﬁc null space matrix is performed prior to the time discretization, and (ii) their inherent complexity
which can be partially traced to the time dependence of the null space matrix. Consequently, the resulting
time stepping schemes generally lose key qualitative properties associated with the underlying continuous
system such as conservation of energy and momentum maps.
An alternative approach to the development of computational methods for constrained mechanical sys-
tems is to directly discretize the original constrained formulation, i.e. the index three DAEs. Due to their
inherent simplicity the index three DAEs have proven to be well-suited for the design of conserving inte-
grators. Energy and momentum conserving schemes have been developed by Gonzalez [14] and Betsch
and Steinmann [5], see also the works cited therein. Schemes which preserve the symplectic transformation
property in canonical phase space have been developed by Jay [19] and Leimkuhler and Skeel [23].
However, due to the presence of discrete Lagrange multipliers, the schemes emanating from the direct
discretization of index three DAEs are prone to conditioning problems. It has been shown by Petzold
and Lo¨tstedt [29] that solving the index three DAEs by using BDF methods leads to iteration matrices with
condition number O(Dt3), where Dt is the time step. This implies that the iteration matrix becomes increas-
ingly ill-conditioned with decreasing time step.
In the present work we propose the discrete null space method for the numerical integration of con-
strained mechanical systems. In contrast to customary null space methods we start with the direct discret-
ization of the index three DAEs. In particular, we apply a conserving integration method. Then we devise
the construction of a discrete null space matrix which shall be used to (i) reduce the size of the discrete sys-
tem, and (ii) remove the conditioning problem. In comparison with traditional null space methods, the pres-
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gration methods, namely size-reduction and discretization.2. Constrained mechanical systems
This section provides a brief summary of alternative descriptions of the constrained mechanical systems
under consideration.
2.1. Constrained formulation
We deal with ﬁnite-dimensional mechanical systems subject to geometric constraints. For simplicity of
exposition we restrict our attention to conservative holonomic systems with scleronomic constraints and
constant mass matrix.1 For this type of mechanical system the motion is governed by1 ThM€qþrV ðqÞ þ Rðq; kÞ ¼ 0;
UðqÞ ¼ 0: ð1ÞHere, q = [q1, . . .,qn] is a vector of coordinates, U(q) = [U1(q), . . .,Um(q)] is a vector of constraint functions
(m < n),M is a symmetric positive-deﬁnite n · n mass matrix, V ðqÞ 2 R is a potential function, and a super-
posed dot denotes diﬀerentiation with respect to time. The constraints (1)2 restrict possible motions of the
system to the n  m dimensional conﬁguration manifold
Q ¼ qðtÞ 2 Rn j UðqÞ ¼ 0f g: ð2ÞIn the present case the dimension of the conﬁguration manifold coincides with the number of degrees of
freedom of the system. The constraints give rise to constraint forces of the formRðq; kÞ ¼
Xm
b¼1
kbrUbðqÞ ¼ GðqÞTk; ð3Þwhere the m · n matrix G(q) = DU(q) is the constraint Jacobian with components Gbi = oUb/oqi. For a reg-
ular mechanical system we assume that the constraint gradients rUbðqÞ at q 2 Q are linearly independent,
i.e. the constraint Jacobian GðqÞ has full rank m.
The equations in (1) can be classiﬁed as diﬀerential-algebraic equations (DAEs) with index three (see
[11]). The present DAEs constitute a set of n + m equations for the pair of functions ðq; kÞðtÞ 2 Rn  Rm.
2.2. d’Alembert-type formulation
Due to the presence of the holonomic constraints, possible velocities _q are restricted to the tangent space
T qQ  Rn. Time diﬀerentiation of the constraint equations (1)2 gives rise to the consistency condition
GðqÞ _q ¼ 0. Accordingly, the tangent space at q 2 Q can be identiﬁed with the null space of the constraint
Jacobian, that is,T qQ ¼ nullðGðqÞÞ: ð4Þ
Suppose the vectors pj 2 Rn (j = 1, . . .,n  m) form a basis for TqQ. Introducing the n · (n  m) matrix
P(q) = [p1, . . .,pnm], tangent vectors n 2 TqQ may be written in the form n = P(q)u for some u 2 Rnm.
Accordingly, P(q) maps Rnm into TqQ. Due to the fact thate main ideas presented here can be easily applied to systems with time-dependent mass matrix.
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we shall call P(q) the null space matrix. In view of (3), Eq. (5) implies that P(q)TR(q,k) = 0. This expression
is consistent with the classical assumption that the forces of constraint do not work on the system. We
next project the equations of motion in (1)1 onto the tangent space TqQ. Accordingly, the DAEs in (1)
becomePðqÞT½M€qþrV ðqÞ ¼ 0;
UðqÞ ¼ 0: ð6ÞIn analytical mechanics this type of formulation is often connected with the name of dAlembert, for
example, dAlemberts principle [2] or the Lagrangian form of dAlemberts principle [15]. Therefore,
in the present work we choose to call formulation (6) the d’Alembert-type formulation.
Note on terminology: In connection with formulation (6) various diﬀerent names can be found in the lit-
erature on analytical mechanics. For a discussion of related terminology we refer to Williams [33, Appendix
F] and Papastavridis [28].
Likewise, concerning the null space matrix, many alternative names have been chosen previously. Such
names are, for example, natural orthogonal complement [1], orthogonal complement array [18], or anni-
hilation matrix [34].
2.3. Generalized coordinates
In classical mechanics it is customary to describe constrained systems in terms of generalized coordi-
nates. Generalized coordinates can be regarded as local coordinates for the parametrization of the conﬁg-
uration manifold Q. Assume that there exists a mapping F : U ! Rn, where U  Rnm such that
q = F(u) 2 Q. Then the transition from the dAlembert-type formulation (6) to the standard form of La-
granges equations of classical mechanics can be performed in a straightforward way. In the present case
the Jacobian DF(u) plays the role of the null space matrix. Using _q ¼ DFðuÞ _u, the dAlembert-type formu-
lation (6) yieldsDFðuÞT M d
dt
ðDFðuÞ _uÞ þ rV ðqÞ
 
¼ 0 ð7Þor, alternativelyd
dt
DFðuÞTMDFðuÞ _u
 
 d
dt
DFðuÞð ÞTMDFðuÞ _uþrV ðqÞ  DFðuÞ ¼ 0: ð8ÞAs usual the Lagrangian function is deﬁned as the diﬀerence between the kinetic energy and the potential
energy. Accordingly, in terms of the generalized coordinates the Lagrangian readsLðu; _uÞ ¼ 1
2
_u MðuÞ _u V ðuÞ; ð9Þwith the conﬁguration-dependent reduced mass matrix MðuÞ ¼ DFðuÞTMDFðuÞ and V ðuÞ ¼ V ðFðuÞÞ. Dif-
ferentiating the Lagrangian (9) with respect to time givesd
dt
Lðu; _uÞ ¼ _u  d
dt
DFðuÞð ÞTMDFðuÞ _u oV
ou
 _uþ €u MðuÞ _u: ð10ÞOn the other handd
dt
Lðu; _uÞ ¼ _u  oL
ou
þ €u  oL
o _u
; ð11Þ
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ou
¼ d
dt
DFðuÞð ÞTMDFðuÞ _u oV
ou
;
oL
o _u
¼MðuÞ _u:
ð12ÞThen (8) can be written in the alternative formd
dt
oL
o _u
 
 oL
ou
¼ 0: ð13ÞThis are Lagranges equations in terms of generalized coordinates. It can be observed that the introduc-
tion of generalized coordinates reduces the number of coordinates to the least possible to the problem.
Moreover, the original DAEs are converted to (second-order) ODEs emanating from (13). These features
seem to make the introduction of local parametrizations especially attractive for the numerical integration
of constrained mechanical systems. However, for many practical applications such as closed-loop multi-
body systems it is not feasible to ﬁnd explicit representations of the mapping F : U ! Rn. In these cases
the transition from the dAlembert-type formulation to Lagranges equations cannot be performed in the
manner described above.
To remedy this situation a number of alternative null space methods for the numerical integration of
constrained mechanical systems have been developed in the past. Similar to the dAlembert-type formula-
tion (6) these methods employ speciﬁc null space matrices for the elimination of the Lagrange multipliers.
In most cases a further reduction of the DAEs to the state space representation is achieved by introducing
local coordinates. The resulting state space representation thus resembles Lagranges equations (13) in
terms of generalized coordinates. Particular examples of speciﬁc null space methods are the null space
updating method due to Kim and Vanderploeg [20], the coordinate-split technique proposed by Yen and
Petzold [34] and the use of tangential local coordinates by Rabier and Rheinboldt [31]. We further refer
to Kurdila et al. [21] for a review of previous works until 1990.3. Numerical methods
In all of the above cited null space methods for the numerical integration of constrained mechanical sys-
tems the time discretization is performed in a ﬁnal step. That is, the original DAEs are ﬁrst reduced to
dAlembert-type form. In most cases a further size-reduction is achieved by introducing local coordinates.
Then the reduced equations are discretized. The main drawback of this approach is related to the inherent
complexity of the underlying reduced system. This complexity can be traced to the fact that the null space
matrix is generally conﬁguration-dependent. This in turn leads to a conﬁguration-dependent mass matrix
which entails the presence of centrifugal and Coriolis forces in the resulting equations of motion. Conse-
quently, in general the reduced system does not appear to be the best starting point for the discretization
process.
On the other hand, the structure of the constrained formulation appears to be comparatively simple.
This, of course, comes at the expense of a greater number of unknowns due to the presence of the Lagrange
multipliers. The inherent simplicity of the constrained formulation motivates the direct discretization of the
underlying DAEs. Accordingly, in the present work we prefer to ﬁrst discretize the constrained formulation
and then perform a size-reduction in the discrete setting. The discrete size-reduction can be accomplished by
introducing a discrete null space matrix in analogy to the continuous case. This approach essentially entails
a reversal of the order of the two main steps for the design of a speciﬁc numerical method for constrained
systems as illustrated in Table 1. Obviously, the two steps do not commute in general.
Table 1
Null space methods: main steps for the design of numerical schemes for constrained mechanical systems
Usual approach Present approach
1. Step Size-reduction Discretization
2. Step Discretization Size-reduction
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We start with the direct discretization of the DAEs (1). In particular, we apply the conserving integration
scheme due to Gonzalez [14] which can be regarded as a speciﬁc member of the family of time-stepping
algorithms emanating from the Galerkin-based discretization approach by Betsch and Steinmann [5].
The scheme is second-order accurate in the coordinates and velocities.
Consider a typical time interval In = [tn, tn+1] with corresponding time step Dt = tn+1  tn. For t 2 In the
functions q(t) 2 Q and _qðtÞ 2 T qQ are approximated by the interpolation formulas2 Fo
versionqðtÞjIn  qn þ
t  tn
Dt
ðqnþ1  qnÞ;
_qðtÞjIn  vn þ
t  tn
Dt
ðvnþ1  vnÞ;
ð14Þwhere qn 2 Q and vn 2 Rn are given quantities related to the time node tn. Accordingly, both the coordinates
and the velocities are approximated continuously by piecewise linear functions. In contrast to that the La-
grange multipliers kðtÞ 2 Rm are approximated by constant values 2 k 2 Rm leading to possible discontinu-
ities across the boundaries of the time interval In. In the present context the conserving scheme can be
written asqnþ1  qn ¼
Dt
2
½vn þ vnþ1;
M½vnþ1  vn ¼ DtrV ðqn; qnþ1Þ  DtGðqn; qnþ1ÞTk;
Uðqnþ1Þ ¼ 0;
ð15Þwhere the discrete constraint Jacobian is deﬁned byGðqn; qnþ1ÞT ¼ rU1ðqn; qnþ1Þ; . . . ;rUmðqn; qnþ1Þ
 	
: ð16Þ
The operatorr in (15)2 and (16) is referred to as the discrete derivative. The notion of a discrete derivative is
crucial for the algorithmic conservation properties.
In the sequel the algorithm (15) will be called the constrained scheme. It can be used to calculate the un-
knowns qn+1, vn+1 and k. Note that qn+1 2 Q due to (15)3.
3.1.1. Discrete derivative
The discrete derivativerf ðqn; qnþ1Þ of a function f : Rn ! R can be viewed as second-order perturbation
of the mid-point gradient rf 
qnþ1
2

. We refer to Gonzalez [13] for an in-depth investigation of the proper-
ties of discrete derivatives. For the present purposes we focus on the so-called directionality property whichr simplicity, k denotes both the continuous Lagrange multiplier and its discrete counterpart. Since from now on only the discrete
is relevant, there is no danger of confusion.
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directionality propertyrf ðqn; qnþ1Þ  ðqnþ1  qnÞ ¼ f ðqnþ1Þ  f ðqnÞ: ð17Þ
With regard to (16) and (15)3 the last equation implies thatGðqn; qnþ1Þðqnþ1  qnÞ ¼ 0; ð18Þ
for all ðqnþ1  qnÞ 2 Rn. Thus (qn+1  qn) lies in the null space of the discrete constraint Jacobian. We fur-
ther remark that G(qn,qn+1)! G(qn) as qn+1! qn due to the properties of the discrete derivative. For prac-
tical applications it is thus natural to assume thatGðqn; qnþ1ÞGðqnÞT is non-singular: ð19Þ
This is in accordance with our previous assumption that G(qn) has full rank.
3.1.2. Algorithmic conservation properties
We next verify that the constrained scheme (15) conserves the total energy. Let Eðq; _qÞ be the energy
function of the present mechanical system such that the total energy at time tn is given byEðqn; vnÞ ¼ 12vn Mvn þ V ðqnÞ ð20Þ
Scalar multiplication of (15)1 and (15)2 with M[vn+1  vn] and [qn+1  qn], respectively and subsequent
addition of the two equations yields1
2
vnþ1 Mvnþ1  12vn Mvn þrV ðqn; qnþ1Þ  ðqnþ1  qnÞ þ k  Gðqn; qnþ1Þðqnþ1  qnÞ ¼ 0; ð21Þwhere use has been made of the symmetry of the mass matrix. In view of (17) and (18) the last equation
yieldsEðqnþ1; vnþ1Þ  Eðqn; vnÞ ¼ 0: ð22Þ
Accordingly, the algorithm under investigation conserves the total energy. In particular, in the present
case, algorithmic energy conservation implies that the constrained scheme inherits the key property of
workless constraint forces from the continuous formulation.
3.1.3. Implementation
For a prescribed time step Dt the constrained scheme (15) gives rise to the following problem. Given
qn 2 Q and vn 2 Rn, ﬁnd ðqnþ1; kÞ 2 Rn  Rm such thatHðqnþ1Þ þ DtGðqn; qnþ1ÞTk ¼ 0;
Uðqnþ1Þ ¼ 0;
ð23ÞwhereHðqnþ1Þ ¼
2
Dt
M ½qnþ1  qn  2Mvn þ DtrV ðqn; qnþ1Þ: ð24ÞObviously, qn+1 2 Q due to (23)2. The system of nonlinear equations in (23) can be solved by applying
Newtons method. Main steps of the iterative solution procedure are outlined in Table 2. After the solution
for (qn+1,k) has been attained, the update of the velocities can be performed via the expressionvnþ1 ¼ 2Dt ½qnþ1  qn  vn ð25Þwhich follows from (15)1.
Table 2
Iterative solution procedure for the constrained scheme
• Given qðlÞnþ1 2 Rn and kðlÞ 2 Rm at iteration (l), calculate the residual vector RðlÞ ¼ fRðlÞq ;RðlÞk g according to
RðlÞq ¼ H


q
ðlÞ
nþ1
þ DtGðqn; qðlÞnþ1ÞTkðlÞ;
R
ðlÞ
k ¼ U


q
ðlÞ
nþ1

;
and check for convergence, i.e. check whether kR(l)k < e, where e is a prescribed tolerance.
• If convergence has not been attained, solve the algebraic system of linear equations
N


q
ðlÞ
nþ1; k
ðlÞ DtG
qn; qðlÞnþ1T
G


q
ðlÞ
nþ1

0mm
" #
Dqnþ1
Dk
 
¼  R
ðlÞ
q
R
ðlÞ
k
" #
for Dqn+1 and Dk. Here the n · n matrix N(qn+1,k) is given by
Nðqnþ1; kÞ ¼ DHðqnþ1Þ þ Dt
Xm
b¼1
kb
oðrUbðqn; qnþ1ÞÞ
oqnþ1
:
• Update the unknowns according to
q
ðlþ1Þ
nþ1 ¼ qðlÞnþ1 þ Dqnþ1;
kðlþ1Þ ¼ kðlÞ þ Dk;
and repeat the procedure with new iteration counter (l + 1).
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Table 2. However, this approach is accompanied by a number of disadvantages. Firstly, one has to solve for
n + m unknowns, namely (qn+1,k), although the underlying constrained mechanical system has only n  m
degrees of freedom. Secondly, the constrained scheme suﬀers from ill-conditioning. In particular, it is
shown in Appendix A that the condition number of the iteration matrix in Table 2 is O(Dt3). Thus the
constrained scheme suﬀers from ill-conditioning that worsens as the time steps are decreased.
The conditioning issue may be partially remedied by applying speciﬁc scaling techniques, see [29] for
investigations in this direction. In the present work the conditioning problem is completely circumvented
by devising the discrete null space method.3.2. d’Alembert-type scheme
As outlined in Section 2 the null space matrix P(q) can be utilized to eliminate the Lagrange multipliers
from the original time-continuous DAEs. By way of analogy we aim at the size-reduction of the algebraic
equations pertaining to the constrained scheme (23). To achieve this we next introduce the discrete null
space matrix for the elimination of the discrete Lagrange multipliers. Similar to (5) the discrete null space
matrix is deﬁned by the conditionrangeðPðqn; qnþ1ÞÞ ¼ nullðGðqn; qnþ1ÞÞ: ð26ÞAccordingly, the n · (n  m) matrix P(qn,qn+1) plays the role of a basis matrix of the null space of the
discrete constraint Jacobian G(qn,qn+1). That is, the columns of the discrete null space matrix span a basis
for the null space of the discrete constraint Jacobian. Consequently, the discrete null space matrix enjoys
the following properties: (i) P(qn,qn+1) has full column rank, and (ii) G(qn,qn+1)P(qn,qn+1) = 0, the
m · (n  m) zero matrix. Due to these properties the discrete Lagrange multipliers can be eliminated from
the constrained scheme. Premultiplying (23)1 by P(qn,qn+1)
T yields the d’Alembert-type scheme
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Uðqnþ1Þ ¼ 0;
ð27Þwhere H(qn+1) is again given by (24). Given qn 2 Q and vn 2 Rn, the algebraic system of nonlinear equations
(27) can be solved for qn+1 by applying Newtons method. The implementation of the dAlembert-type
scheme is outlined in Section 3.2.3. As before, vn+1 can be calculated from (25), after the solution for
qn+1 has been obtained.
3.2.1. Discrete null space matrix
We next propose a general procedure for the construction of the discrete null space matrix. The ap-
proach rests on the decompositionRn ¼ nullðGðqnÞÞ  rangeðGðqnÞTÞ ¼ T qnQ ðT qnQÞ?; ð28Þ
where ðT qnQÞ? is the orthogonal complement of the tangent space T qnQ. Let t1, . . ., tm be a basis for ðT qnQÞ?
with associated matrix Wn = [t1, . . ., tm]. Similarly, let tm+1, . . ., tn be a basis for T qnQ with associated matrix
Un = [tm+1, . . ., tn]. Then every ðqnþ1  qnÞ 2 Rn can be uniquely written in the formqnþ1  qn ¼ UnuþW nw ð29Þ
for some u 2 Rnm and w 2 Rm. We next employ (18) as design condition for the discrete null space matrix.
Substituting (29) into (18) yieldsw ¼ ðGðqn; qnþ1ÞWnÞ1Gðqn; qnþ1ÞUnu: ð30Þ
Inserting the last expression into (29) leads to the relationshipqnþ1  qn ¼ Pðqn; qnþ1Þu; ð31Þ
where the discrete null space matrix is deﬁned byPðqn; qnþ1Þ ¼ Inn Qðqn; qnþ1ÞGðqn; qnþ1Þ
 	
Un ð32Þ
withQðqn; qnþ1Þ ¼W nðGðqn; qnþ1ÞWnÞ1: ð33Þ
Note that the m · m matrix G(qn,qn+1)Wn in (33) is invertible. This follows from assumption (19) along
with the fact that in the present case range(Wn) = range(G(qn)
T). It can be shown that
rank(P(qn,qn+1)) = n  m, provided that assumption (19) holds. Together with the property
G(qn,qn+1)P(qn,qn+1) = 0, which can be easily veriﬁed by a direct calculation, this ensures that condition
(26) is satisﬁed. We further remark that the discrete null space matrix (32) can be written in the equivalent
formPðqn; qnþ1Þ ¼ Inn  GðqnÞT Gðqn; qnþ1ÞGðqnÞT
 1
Gðqn; qnþ1Þ
 
Un ð34Þdue to the fact that range(Wn) = range(G(qn)
T). From (34) it can be concluded that P(qn,qn+1)! Un as
qn+1! qn, for [In·n  G(qn)T(G(qn)G(qn)T)1G(qn)] is the orthogonal projector onto T qnQ.
Remark 3.1
(a) It can be observed from (33) that the matrix Q(qn,qn+1) maps R
m to ðT qnQÞ? ¼ rangeðGðqnÞTÞ. This
observation will prove to be helpful for the construction of explicit representations of the discrete null
space matrix, see Section 4.2.3.
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holds.
(c) The above approach to the design of the discrete null space matrix relies on the decomposition
Rn ¼ T qnQ ðT qnQÞ?. Alternatively, one may choose any other direct sum of subspaces such that
Rn ¼ rangeðUnÞ  rangeðWnÞ, provided that (i) dim range(Wn) = m, and (ii) the linear operator
Gðqn; qnþ1ÞWn : Rm ! Rm is invertible. Then the corresponding null space matrix can again be written
in the form (32) (together with (33)). For example, if ei 2 Rn is the standard orthonormal basis for Rn,
the speciﬁc choice W n ¼ ½ei1 ; . . . ; eim  and Un ¼ ½eimþ1 ; . . . ; ein  corresponds to a standard coordinate
partitioning.3.2.2. Nodal tangent space
The general construction procedure for the discrete null space matrix described in the last section rests
on the n · (n  m) matrix Un. This matrix plays the role of a basis matrix for the nodal tangent space T qnQ
associated with the time node tn. In particular, Un is deﬁned byrangeðUnÞ ¼ nullðGðqnÞÞ ¼ T qnQ: ð36Þ
There are many ways to set up a basis for the nodal tangent space and its orthogonal complement. In
view of our subsequent developments we choose to construct an orthonormal basis for T qnQ and ðT qnQÞ? by
means of a QR factorization of the constraint Jacobian at time tn. Speciﬁcally, the QR factorization can be
written in the form G(qn)
T = QnRn, where R
T
n ¼ ½R
T
; 0mðnmÞ 2 Rmn contains a nonsingular upper triangu-
lar matrix R 2 Rmm and Qn 2 Rnn is an orthogonal matrix which can be partitioned to obtain
Qn = [Wn,Un].
3.2.3. Implementation
The implementation of the dAlembert-type scheme (27) is based on the residual vectorRðqnþ1Þ ¼
Pðqn; qnþ1ÞTHðqnþ1Þ
Uðqnþ1Þ
" #
: ð37ÞGiven q
ðlÞ
nþ1 2 Rn, Newtons method may be written in the formDR


q
ðlÞ
nþ1

Dqnþ1 ¼ R


q
ðlÞ
nþ1
 ð38Þtogether with the update formula q
ðlþ1Þ
nþ1 ¼ qðlÞnþ1 þ Dqnþ1. The iteration matrix in (38) assumes the form (see
Appendix B)DRðqnþ1Þ ¼
Pðqn; qnþ1ÞTSðqnþ1Þ
Gðqnþ1Þ
" #
; ð39ÞwhereSðqnþ1Þ ¼ DHðqnþ1Þ 
Xm
b¼1
lbðqnþ1Þ
oðrUbðqn; qnþ1ÞÞ
oqnþ1
: ð40ÞThe lb(qn+1)s in (40) are the coeﬃcients of the vector l(qn+1) = Q(qn,qn+1)
TH(qn+1). Although the dAlem-
bert-type scheme can be directly implemented as outlined, we rewrite the above relationships by making use
of the decomposition (29), which implies the relations
Table
Iterativ
• Giv
Ca
and
• If c
wh
• Up
and
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ðlÞ
nþ1 ¼ qn þUnuðlÞ þWnwðlÞ;
Dqnþ1 ¼ UnDuþWnDw:
ð41ÞIntroducing these expressions into (38) yields after a straightforward calculation the iterative solution
procedure summarized in Table 3. It can be easily veriﬁed that the condition number of the matrices
Ku 2 RðnmÞðnmÞ and Kw 2 Rmm which need to be factorized in the proposed implementation is
O(Dt0) = O(1) each. This implies that a reduction of the time step has no negative eﬀect on the conditioning
of the scheme.3.3. d’Alembert-type scheme with nodal reparametrization
The dAlembert-type scheme (27) is formulated in terms of the vector of coordinates qnþ1 2 Rn which
characterizes the conﬁguration of the mechanical system at time node tn+1. In view of (27)2, qn+1 is forced
to lie on the constraint manifold Q  Rn. Similar to the application of generalized coordinates in classical
mechanics we next aim at the introduction of nodal coordinates for the (local) parametrization of the con-
straint manifold Q in a neighborhood of qn+1 2 Q. Let u 2 U  Rnm be such coordinates. Then the map-
ping F :U! Q can be used to introduce a nodal reparametrization of the unknowns at time node tn+1.
Speciﬁcally, the unknowns qnþ1 2 Rn of the dAlembert-type scheme may be replaced byqnþ1 ¼ FðuÞ: ð42Þ3
e solution procedure for the dAlembert-type scheme
en uðlÞ 2 Rnm and wðlÞ 2 Rm at iteration (l), such that
q
ðlÞ
nþ1 ¼ qn þUnuðlÞ þWnwðlÞ:
lculate the residual vector
R


q
ðlÞ
nþ1
 ¼ P
qn; qðlÞnþ1TH
qðlÞnþ1
U


q
ðlÞ
nþ1

" #
;
check for convergence, i.e. check whether kR
qðlÞnþ1k < e, where e is a prescribed tolerance.
onvergence has not been attained, solve the algebraic systems of linear equations
Du ¼ Ku


q
ðlÞ
nþ1
1
Ru


q
ðlÞ
nþ1

;
Dw ¼ Kw


q
ðlÞ
nþ1
1
U


q
ðlÞ
nþ1
þ G
qðlÞnþ1UnDuh i;
ere
Kuðqnþ1Þ ¼ Pðqn; qnþ1ÞTSðqnþ1ÞPðqnþ1Þ;
Kwðqnþ1Þ ¼ Gðqnþ1ÞWn;
Ruðqnþ1Þ ¼ Pðqn; qnþ1ÞT Hðqnþ1Þ  Sðqnþ1ÞWnKwðqnþ1Þ1Uðqnþ1Þ
h i
;
Pðqnþ1Þ ¼ ½I WnKwðqnþ1Þ1Gðqnþ1ÞUn:
date the coordinates according to
uðlþ1Þ ¼ uðlÞ þ Du;
wðlþ1Þ ¼ wðlÞ þ Dw;
repeat the procedure with new iteration counter (l + 1).
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reparametrizationTable
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andPðqn;FðuÞÞTHðFðuÞÞ ¼ 0; ð43Þwhere H : Rn ! Rn is again given by (24). Note that the constraints in (42)2 are still satisﬁed due to the
nodal reparametrization, i.e. U(qn+1) = U(F(u)) = 0. The formulation (43) constitutes n  m algebraic equa-
tions for the determination of the nodal coordinates u 2 U.
The system of nonlinear equations in (43) can be solved for u 2 U by means of the iterative solution pro-
cedure outlined in Table 4. It can be easily shown that the condition number of the iteration matrix DeRðuÞ
is O(Dt0) = O(1). Thus the time step essentially does not aﬀect the conditioning of the scheme. As before,
vn+1 can be calculated from (25) after the solution for qn+1 = F(u) has been obtained.
The scheme (43) again relies on the discrete null space matrix P which can be constructed according to
the procedure described in Section 3.2.1. We emphasize, however, that it is often feasible to ﬁnd explicit
representations of the discrete null space matrix in the wake of introducing nodal reparametrizations. This
will be illustrated in Section 4.2.3.3.4. Equivalence of the formulations
We next show that both the dAlembert-type scheme (27) and the dAlembert-type scheme with nodal
reparametrization (43) are equivalent to the constrained scheme (23).
With regard to Section 3.2 it is obvious that if qn+1 is a solution of the constrained scheme (23) then it is a
solution of the dAlembert-type scheme (27). Thus it suﬃces to show that there exists a multiplier k such
that (qn+1,k) satisfy (23), where qn+1 is a solution of (27). It follows from (27)1 thatHðqnþ1Þ 2 nullðPðqn; qnþ1ÞTÞ: ð44Þ4
ve solution procedure for the dAlembert-type scheme with nodal reparametrization
ven uðlÞ  Rnm at iteration (l), calculate the corresponding conﬁguration vector according to
q
ðlÞ
nþ1 ¼ FðuðlÞÞ:
en calculate the residual vector given byeRðuðlÞÞ ¼ P
qn; qðlÞnþ1TH
qðlÞnþ1;
check for convergence, i.e. check whether keRðuðlÞÞk < e, where e is a prescribed tolerance.
onvergence has not been attained, solve the algebraic system of linear equations
DeRðuðlÞÞDu ¼ eRðuðlÞÞ;
Du. The (n  m) · (n  m) tangent matrix DeRðuÞ assumes the form
DeRðuÞ ¼ Pðqn; qnþ1ÞTSðqnþ1ÞDFðuÞ
h qn+1 = F(u).
date the conﬁguration via
uðlþ1Þ ¼ uðlÞ þ Du;
repeat the procedure with new iteration counter (l + 1).
P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190 5171On the other hand, due to the properties of the discrete null space matrix, null(P(qn,qn+1)
T) =
range(G(qn,qn+1)
T), such thatHðqnþ1Þ 2 rangeðGðqn; qnþ1ÞTÞ: ð45Þ
Accordingly, there exists a k satisfying (23)1.
Similarly, in view of Section 3.3, it can be observed that u = F1(qn+1) solves the dAlembert-type scheme
with nodal reparametrization (43) if qn+1 is a solution of the constrained scheme (23). Conversely, it follows
from the previous considerations that if u is a solution of the dAlembert-type scheme with nodal repara-
metrization (43) there exists a multiplier k so that qn+1 = F(u) solves the constrained scheme (23).
3.5. Recovery of the Lagrange multipliers
Suppose that the procedure for the construction of the discrete null space matrix described in Section
3.2.1 is applied. Then the Lagrange multiplier k can be recovered from the dAlembert-type scheme (27)
after qn+1 has been calculated. In particular, one getsk ¼  1
Dt
Qðqn; qnþ1ÞTHðqnþ1Þ: ð46ÞThis equation can be obtained by premultiplying (23)1 by Q
T and accounting for (35). Similar consider-
ations apply to the dAlembert-type scheme with nodal reparametrization (43) by setting qn+1 = F(u) in (46).4. Applications
4.1. Elementary slider-crank
The example of an elementary slider-crank depicted in Fig. 1 has been taken from Haug and Yen [17].
The crank rotates without friction about an axis perpendicular to the x–y plane. The center of mass of the
connecting rod is constrained to slide without friction along the x-axis. The crank has radius R1 = 1 m and
its polar momentum of inertia is J1 = 1 kgm
2. The connecting rod has length L2 = 4 m, mass m2 = 2 kg, and
the polar momentum of inertia about its center of mass is J2 = 2 kgm
2. The conﬁguration of the slider-
crank is described in terms of n = 3 coordinates such that q 2 R3. There are m = 2 nonlinear constraint
functionsx
y
R
q1
1
q2
L2
2
–q3
L2
2
Fig. 1. Elementary slider-crank.
5172 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190U1ðqÞ ¼ cos q1 þ 2 cos q3  q2;
U2ðqÞ ¼ sin q1 þ 2 sin q3:
ð47ÞAccordingly, the constraint Jacobian is given byGðqÞ ¼  sin q1 1 2 sin q3
cos q1 0 2 cos q3
 
: ð48ÞThe mass matrix assumes the formM ¼ diagðJ 1;m2; J 2Þ; ð49Þ
and the external torque T(t) acting on the crank follows from the potential functionV ðq; tÞ ¼ T ðtÞq1: ð50Þ4.1.1. Constrained scheme
For the present example the constrained scheme (15) leads to n + m = 5 unknowns. The discrete deriv-
atives pertaining to the constraint functions in (47) can be written in the formrUbðqn; qnþ1Þ ¼ rUb qnþ1
2
 
þ
Ubðqnþ1Þ  UbðqnÞ  rUb qnþ1
2
 
 ðqnþ1  qnÞ
kqnþ1  qnk2
ðqnþ1  qnÞ: ð51ÞAccordingly, the discrete constraint Jacobian becomesGðqn; qnþ1ÞT ¼ rU1ðqn; qnþ1Þ;rU2ðqn; qnþ1Þ
 	
: ð52Þ
The implementation of the constrained scheme follows directly from Table 2.
4.1.2. d’Alembert-type scheme
For the problem at hand, the calculation of the discrete null space matrix (32) can be based on the con-
stant matricesWn ¼
0 0
1 0
0 1
264
375 and Un ¼ 10
0
264
375: ð53ÞDue to the fact that jq3ðtÞj 6 p6 for all times, it can be easily seen that the matrix G(qn,qn+1)Wn is
always nonsingular. The use of the matrices in (53) corresponds to a standard coordinate partitioning
of q 2 R3 into dependent and independent coordinates, namely (q2,q3) and q1, respectively (cf. Remark
3.1(c)).
In summary, the dAlembert-type scheme can be used to solve for the n = 3 unknowns by applying the
solution procedure outlined in Table 4.
4.1.3. d’Alembert-type scheme with nodal reparametrization
For the present example it is possible to introduce a nodal reparametrization of the form qn+1 = F(u),
where the mapping F : R! Q  R3 is given byFðuÞ ¼
u
cos uþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 sin2u
p
 arcsin 1
2
sin u

 
264
375: ð54Þ
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knowns is reduced to the minimum, namely n  m = 1. During the iterative solution procedure only a scalar
linear equation needs to be solved in each iteration. This implies that the present scheme can be considered
as well-conditioned.
4.1.4. Numerical results
For the numerical simulations we apply a constant torque T = 2 Nm to the crank. Then the constrained
mechanical system under consideration can be classiﬁed as conservative system for which the total energy is
a constant of the motion.
The three alternative schemes described above are applied to the present problem with time step
Dt 2 {0.1 s,0.01 s,0.001 s}. Due to the equivalence of the formulations (cf. Section 3.4) the three schemes
yield the same numerical results. For example, Fig. 2 depicts the numerical solution for q2(t) and
v2ðtÞ ¼ _q2ðtÞ, respectively. The numerical results for the Lagrange multipliers k1(t) and k2(t) are shown in
Fig. 3. In addition to that, Fig. 3 conﬁrms algorithmic conservation of total energy independent of the time
step.
The condition number of the iteration matrix employed in Newtons method is considered in Table 5. It
can be observed that the condition number of the iteration matrix pertaining to the constrained scheme is
O(Dt3). Thus the conditioning of the constrained scheme is severely degraded by decreasing the time step.
In contrast to that, the conditioning of both the dAlembert-type scheme and the dAlembert-type scheme
with nodal reparametrization does not depend on the time step. In particular, both schemes turn out to be
well-conditioned.
Table 6 gives an account of the typically observed convergence behavior of the iterative solution proce-
dures related to the three schemes under consideration. As expected, each algorithm exhibits quadratic
convergence.0 1 2 3 4 5 6 7 8 9 10
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Fig. 2. Elementary slider-crank: coordinate q2 and corresponding velocity v2.
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Fig. 3. Elementary slider-crank: Lagrange multipliers (calculated with Dt = 0.01) and algorithmic conservation of total energy
(independent of Dt).
Table 6
Comparison of the convergence behavior of Newtons method for the example elementary slider-crank (Dt = 0.1, 97th time step)
Iteration
number
Euclidean norm of the residual vector
Constrained
scheme
dAlembert-type
scheme
dAlembert-type
scheme with nodal
reparametrization
1 3.1746 0.2363 5.6351
2 0.0873 0.0363 0.0118
3 1.0244 · 104 7.6531 · 106 1.8957 · 107
4 1.7532 · 1010 7.2478 · 1012 3.4528 · 1014
Table 5
Comparison of the condition number of the iteration matrix for the example elementary slider-crank (at t = 9.7)
Dt Constrained
scheme
dAlembert-type
scheme,
max{j(Ku),j(Kw)}
dAlembert-type
scheme with nodal
reparametrization
0.1 2 · 104 2 1
0.01 6 · 106 2 1
0.001 6 · 109 2 1
5174 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190We further remark that in our numerical calculations the dAlembert-type scheme required about the
same numerical eﬀort as the constrained scheme. By comparison, the dAlembert-type scheme with nodal
reparametrization was about 30% less expensive.
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We next consider a double spherical pendulum which consists of two particles of mass mA (A = 1,2) sus-
pended by massless rigid rods (see Fig. 4). The placement of the rods is characterized by vectors qA 2 R3
such that the conﬁguration vector can be written as q ¼ ðq1; q2Þ 2 R3  R3 ﬃ R6. The rigidity of the con-
necting rods gives rise to constraint functions of the formUAðqAÞ ¼ 12ðkqAk2  ðlAÞ2Þ; ð55Þ
for A = 1, 2. Accordingly, the conﬁguration manifold is Q ¼ S2l1  S2l2 , where S2lA  R3 is the sphere in R3
with radius lA. The holonomic constraints in (55) give rise to the constraint JacobianGðqÞ ¼ q
1 031
031 q2
 
: ð56ÞIt can be easily veriﬁed that for the present mechanical system the mass matrix assumes the formM ¼ ðm
1 þ m2ÞI m2I
m2I m2I
 
: ð57ÞThe potential energy function due to the gravitational force ﬁeld can be written asV ðqÞ ¼ m1q1  g  m2ðq1 þ q2Þ  g; ð58Þ
where g 2 R3 is the vector of gravitational acceleration. Obviously, the constrained mechanical system un-
der consideration is conservative and enjoys a rotational symmetry about the x3-axis. Accordingly, in addi-
tion to the total energy, the 3-component of the angular momentum is a constant of the motion. Setting
p ¼M _q, with p ¼ ðp1; p2Þ 2 R3  R3 ﬃ R6, the angular momentum with respect to the origin of the coor-
dinate system is given byL ¼
X2
A¼1
qA  pA: ð59Þ4.2.1. Constrained scheme
Application of the constrained scheme (15) to the mechanical system at hand yields n + m = 8 unknowns.
Since the constraint functions (55) are quadratic, the corresponding discrete derivatives are equal to the or-
dinary gradients evaluated in the midpoint conﬁguration, that is, rUAðqn; qnþ1Þ ¼ rUAðqnþ1
2
Þ. Thus the dis-
crete constraint Jacobian in (16) is given bym
m2
x2
x1
x3
g
q2
q1
1
Fig. 4. Double spherical pendulum.
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2
ÞT ¼
q1
nþ1
2
031
031 q2nþ1
2
24 35: ð60Þ
The constrained scheme can be implemented in a straightforward way as outlined in Table 2.
4.2.2. d’Alembert-type scheme
In essence, the dAlembert-type scheme requires a speciﬁc representation of the discrete null space ma-
trix. Once a viable discrete null space matrix has been found, the dAlembert-type scheme can be easily
implemented as outlined in Table 4. In the present case the number of unknowns is n = 6.
Concerning the discrete null space matrix we ﬁrst apply the general construction procedure described in
Section 3.2.1. Accordingly, the discrete null space matrix assumes the form (32). The matrices Un and Wn
can be obtained from a QR-decomposition of G(qn)
T as outlined in Section 3.2.2. Alternatively, for the pres-
ent example an explicit form of the QR-decomposition is given byWn ¼ q
1
n=l
1 031
031 q2n=l
2
" #
and Un ¼
r1n s
1
n 031 031
031 031 r2n s
2
n
" #
; ð61Þwhere frAn ; sAn ; qAn=lAg (A = 1,2) form an orthonormal triad. For example, rAn and sAn can be calculated via
rAn ¼ RAne1 and sAn ¼ RAne2, where the matrix RAn 2 SOð3Þ is given byRAn ¼
1
lA
ðe3  qAn ÞI3 þ
1
lA
de3  qAn þ ðe3  qAn Þ  ðe3  qAn ÞðlAÞ2 þ lAe3  qAn : ð62ÞHere, {e1,e2,e3} is the standard orthonormal triad and dðÞ 2 R33 denotes a skew-symmetric matrix with
associated axial vector ðÞ 2 R3.
4.2.3. Explicit representation of the discrete null space matrix
In addition to the last section we next present an alternative way to set up the discrete null space matrix.
In particular, we devise an explicit representation of the discrete null space matrix.
We ﬁrst provide an explicit version of the 6 · 2 matrix Q(qn,qn+1). According to Remark 3.1(a), the ma-
trix Q(qn,qn+1) is required to map R
2 to ðT qnQÞ? ¼ rangeðGðqnÞTÞ. This motivates the choiceQðqn; qnþ1Þ ¼
Q1ðq1n; q1nþ1Þ 031
031 Q
2ðq2n; q2nþ1Þ
" #
ð63ÞwithQAðqAn ; qAnþ1Þ ¼
qAn
qAn  qAnþ1
2
: ð64ÞIt can be easily veriﬁed that the matrix in (63) fulﬁlls condition (35). Next an explicit representation of
the discrete null space matrix can be achieved by applying formula (32) which leads to the 6 · 4 matrixPðqn; qnþ1Þ ¼
P1ðq1n; q1nþ1Þ 032
032 P
2ðq2n; q2nþ1Þ
" #
ð65Þwith 3 · 2 submatrices of the formPAðqAn ; qAnþ1Þ ¼ I33 
1
qAn  qAnþ1
2
qAn  qAnþ1
2
" #
UAn : ð66Þ
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A
n ¼ ½rAn ; sAn  and thus characterize the
nodal tangent space T qnQ.
4.2.4. d’Alembert-type scheme with nodal reparametrization
As described in Section 3.3, the dAlembert-type scheme with nodal reparametrization leads to a reduc-
tion of the number of unknowns to the least possible. In the present case this means n  m = 4 unknowns.
To achieve a speciﬁc nodal reparametrization, we aim at a mapping FqAn : U ! S2lA such thatqAnþ1 ¼ FqAn ðuAÞ: ð67ÞIn particular, the unknowns qAnþ1 2 R3 of the underlying constrained scheme shall be replaced by the new
unknowns uA 2 U  R2. To ﬁnd a suitable form of the mapping FqAn , we ﬁrst perform a multiplicative
decomposition of the formqAnþ1 ¼ lAdAnþ1 ð68Þ
where dAnþ1 2 S2  R3. Then Riemannian normal coordinates can be used for the local parametrization of
the unit sphere S2 in a neighborhood of dAn 2 S2. Speciﬁcally, we setdAnþ1 ¼ expdAn ðlAÞ ð69ÞwithlA ¼ uA1 rAn þ uA2 sAn : ð70Þ
Here rAn , s
A
n 2 R3 span an orthonormal basis for the tangent plane T dAn S2. Moreover, the exponential map in
(69) is given byexpdðmÞ ¼ cosðkmkÞd þ
sinðkmkÞ
kmk m; ð71Þfor d 2 S2 and m 2 TdS2. Note that expd(0) = d. In summary, a suitable form of the mapping FqAn : U ! S2lA
for the nodal reparametrization (67) has been found to beFqAn ðuAÞ ¼ lAexpdAn ðU
A
nu
AÞ ð72Þ
where the 3 · 2 matrix UAn is given byUAn ¼ ½rAn ; sAn  ð73Þ
such that lA 2 T dAn S2 can be written in the form lA ¼ UAnuA. The nodal reparametrization outlined above
leads to new incremental unknowns uA 2 U  R2 (A = 1,2) which determine qAnþ1 2 R3 in each time step
through the relation qAnþ1 ¼ FqAn ðuAÞ. The implementation of the iterative solution procedure follows directly
from Table 4.
Update of the nodal tangent space: After the uAs have been determined for a speciﬁc time step, the nodal
tangent space can be easily updated according to the relationUAnþ1 ¼ expðbhAÞUAn : ð74Þ
In particular, hA can be interpreted as incremental rotation vector given byhA ¼ dAn  lA ð75Þ
which, in view of (70), (73) and the properties of the vector cross product, can be written in the alternative
form
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0 1
1 0
 
: ð76ÞMoreover, in (74), expðbhAÞ 2 SOð3Þ can be calculated via the Rodrigues formula (e.g. [25]) given by
expðbhÞ ¼ I þ sin khkkhk bh þ 12 sinðkhk=2Þkh=2k
 2bh2: ð77Þ
4.2.5. Numerical results
For the numerical experiments we choose the following data. The masses of the two particles are m1 = 10
and m2 = 5, and the gravitational acceleration is g = 10e3. The initial positions of the particles are
q1(0) = e2 and q
2(0) = e2. The initial velocities of the particles are _q
1 ¼ e1 and _q2 ¼ e1. The three alternative
schemes investigated above are applied with constant time step Dt 2 {0.1,0.01,0.001}.
As expected, the three alternative schemes yield the same numerical results. The motion of the double
pendulum is illustrated in Fig. 5. In Fig. 6 the position vector q1 and the velocity vector v1 of particle
m1 is plotted versus time. Algorithmic conservation of both the total energy and the component
L3 = L Æ e3 of the angular momentum vector can be observed in view of Fig. 7. A plot of the Lagrange mul-
tipliers versus time is depicted in Fig. 8.
In view of Table 7 it can be concluded that the iteration matrix of the dAlembert-type scheme is well-
conditioned. Analogous observations apply to the dAlembert-type scheme with nodal reparametrization.Fig. 5. Double spherical pendulum: sequence of conﬁgurations calculated with Dt = 0.3.
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Fig. 6. Double spherical pendulum: position vector q1 ¼P3i¼1q1i ei and corresponding velocity vector v1 ¼P3i¼1v1i ei (calculated with
Dt = 0.01).
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Fig. 7. Double spherical pendulum: kinetic energy, total energy and angular momentum L ¼P3i¼1Liei (calculated with Dt = 0.1).
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Fig. 8. Double spherical pendulum: Lagrange multipliers (calculated with Dt = 0.01).
Table 8
Comparison of the convergence behavior of Newtons method for the example double spherical pendulum (Dt = 0.1, 99th time step)
Iteration number Euclidean norm of the residual vector
Constrained
scheme
dAlembert-type
scheme
dAlembert-type
scheme with nodal
reparametrization
1 23.3920 15.3105 27.7654
2 0.1867 0.1131 0.1378
3 1.2556 · 104 9.4216 · 105 9.4196 · 106
4 9.7897 · 1011 5.7153 · 1011 2.5210 · 1013
Table 7
Comparison of the condition number of the iteration matrix for the example double spherical pendulum (at t = 9.9)
Dt Constrained
scheme
dAlembert-type
scheme,
max{j(Ku),j(Kw)}
dAlembert-type
scheme with nodal
reparametrization
0.1 7 · 105 6 6
0.01 7 · 108 6 6
0.001 7 · 1011 6 6
5180 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190In contrast to that, the conditioning of the constrained scheme deteriorates with O(Dt3). Table 8 conﬁrms
quadratic convergence of the iterative solution procedure for the three alternative schemes under
consideration.
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The previous treatment of the double pendulum can be generalized to open-loop systems consisting of an
arbitrary number np, say, of particles. For example, Fig. 9 depicts an open-loop system with np = 11 par-
ticles. The present description of the constrained mechanical system at hand is based on n = 3 Æ np coordi-
nates, namely q ¼ ðq1; . . . ; qnpÞ 2 Rn, and m = np holonomic constraints of the form (55). Similar to (60), the
n · m transposed constraint Jacobian is now given byGðqn; qnþ1ÞT ¼
q1
nþ1
2
031    031
031 q2nþ1
2
   031
..
. ..
. . .
. ..
.
031 031    qmnþ1
2
26666664
37777775: ð78ÞThe constrained scheme gives rise to n + m = 4 Æ np unknowns. On the other hand the dAlembert-type
scheme employs n = 3 Æ np unknowns. Applying the nodal reparametrization in an analogous way as de-
scribed above for the double pendulum leads to a further reduction of the number of unknowns. In this
case the number of unknowns equals the number of degrees of freedom (i.e. n  m = 2 Æ np). An explicit rep-
resentation of the n · (n  m) discrete null space matrix is given byPðqn; qnþ1Þ ¼
P1ðq1n; q1nþ1Þ 032    032
032 P
2ðq2n; q2nþ1Þ    032
..
. ..
. . .
. ..
.
032 032    Pnpðqnpn ; qnpnþ1Þ
2666664
3777775; ð79Þwhere the submatrices PAðqAn ; qAnþ1Þ again assume the form (66).g
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Fig. 9. Open-loop system.
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We next show that the method proposed herein can be applied to closed-loop systems as well. To this
end we consider the example depicted in Fig. 10. The description of the closed-loop system at hand can
be based on the open-loop system treated in the last section. Speciﬁcally, the associated open-loop system
(Fig. 9) has to be subjected to the additional loop-closure condition eUðqnþ1Þ ¼ 0, whereeUðqÞ ¼ 1
2
Xnp
A¼1
qA


2
 ~l2
0@ 1A: ð80ÞFor the present purposes it proves convenient to introduce a partition of the constraints pertaining to the
mechanical system under consideration. We have a total of m ¼ mo þ ~m constraints, where mo is the num-
ber of constraints of the associated open-loop system and ~m is the number of independent loop-closure con-
ditions. In the present case mo = np and ~m ¼ 1. In particular, the corresponding constraint functions are
given by (55) with A 2 {1, . . .,mo}, and (80). The discrete constraint Jacobian (16) can now be written in
partitioned formGðqn; qnþ1ÞT ¼ Goðqn; qnþ1ÞT;Gcðqn; qnþ1ÞT
h i
; ð81Þ
where the n · mo matrix Go(qn,qn+1)T assumes the form (78) and the n ~m matrix Gc(qn,qn+1)T is given byGcðqn; qnþ1ÞT ¼
Pnp
A¼1q
A
nþ1
2
..
.Pnp
A¼1q
A
nþ1
2
26664
37775: ð82Þ4.4.1. Constrained scheme
The constrained scheme directly accounts for both the constraints related to the associated open-loop
system and the loop-closure condition. The implementation directly follows from Table 2. Accordingly,
the number of unknowns amounts to 3np þ mo þ ~m.g
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Fig. 10. Closed-loop system.
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The dAlembert-type scheme requires the design of a speciﬁc discrete null space matrix. To this end the
general construction procedure described in Section 3.2.1 may be applied. A second approach is based on
the explicit representation of the discrete null space matrix of the associated open-loop system. In parti-
cular, it is possible to get a semi-explicit representation of the discrete null space matrix by applying the
2-step procedure described in Appendix C. The dAlembert-type scheme can be implemented as outlined
in Table 4. Then the number of unknowns is equal to 3np.
4.4.3. d’Alembert-type scheme with nodal reparametrization
The nodal reparametrization described previously for the associated open-loop system can be incorpo-
rated as well into the closed-loop system under consideration. Then the number of unknowns is reduced to
n  mo = 2np. Further details about this approach can be found in Appendix C.
4.4.4. Numerical results
In the numerical example we consider a closed-loop system consisting of np = 11 particles with masses
mA = 1 (A = 1, . . ., 11). Fig. 10 shows the initial conﬁguration at t = 0. The particles are uniformly distrib-
uted on a circle with unit radius. Starting at rest, gravity (g = 10e3) is acting on the system. Fig. 11 shows
some snap shots of the motion of the present closed-loop system.
As expected, the three alternative schemes considered herein yield equal numerical results. For example,
Fig. 12 depicts the results for the radius vector r6ðtÞ ¼P6A¼1qAðtÞ corresponding to particle m6. In addition
to that, Fig. 12 shows the components of the velocity vector dr6=dt ¼P6A¼1 _qA corresponding to particle m6.Fig. 11. Closed-loop system: sequence of conﬁgurations calculated with Dt = 0.01.
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Fig. 12. Closed-loop system: radius vector r6 ¼P3i¼1x6i ei and corresponding velocity vector _r6 ¼P3i¼1 _x6i ei (calculated with Dt = 0.025).
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Fig. 13. Closed-loop system: kinetic energy, total energy and angular momentum L ¼P3i¼1Liei (calculated with Dt = 0.025).
5184 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190Furthermore, in view of Fig. 13, the algorithmic conservation properties of the present schemes are
conﬁrmed.
Table 9
Comparison of the condition number of the iteration matrix for the example closed-loop system (at t = 3.1)
Dt Constrained
scheme
dAlembert-type
scheme,
max{j(Ku),j(Kw)}
dAlembert-type
scheme with nodal
reparametrization
maxfjð eK uÞ; jð eK wÞg
0.025 1 · 108 154 153
0.0025 5 · 1010 160 160
0.00025 5 · 1013 160 160
Table 10
Comparison of the convergence behavior of Newtons method for the example closed-loop system (Dt = 0.025, t = 3.1)
Iteration number Euclidean norm of the residual vector
Constrained
scheme
dAlembert-type
scheme
dAlembert-type
scheme with nodal
reparametrization
1 6.5813 4.5526 9.4217
2 0.0225 0.0163 0.0533
3 4.7463 · 106 2.8462 · 106 3.2041 · 105
4 3.6702 · 1013 2.4420 · 1013 3.3524 · 1012
P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190 5185Similar to the previous examples, it can be concluded from the results shown in Table 9 that both the
dAlembert-type scheme and the dAlembert-type scheme with nodal reparametrization can be considered
as well-conditioned. In contrast to that, the conditioning of the constrained scheme deteriorates with
O(Dt3). Table 10 conﬁrms the quadratic convergence properties of the proposed implementations.5. Conclusions
We have newly developed the discrete null space method for the numerical integration of scleronomic
holonomic mechanical systems. The proposed approach maintains all the advantageous features of the
underlying constrained scheme such as algorithmic conservation properties, exact fulﬁllment of the conﬁg-
uration constraints, second-order accuracy in the coordinates and velocities and, last but not least, univer-
sal applicability. After the discretization in time has been performed, the discrete null space method can be
used to (i) reduce the size of the resulting algebraic system of equations, and (ii) eliminate potential condi-
tioning problems of the constrained scheme.
In essence, the proposed method transfers well-known size-reduction procedures from analytical (or
classical) mechanics to the discrete setting. The main purpose of the discrete null space matrix is to elim-
inate the discrete Lagrange multipliers. Thus the role of the discrete null space matrix in the discrete frame-
work corresponds to the role of virtual displacements in analytical mechanics. Furthermore, the nodal
reparametrization in the discrete setting corresponds to the use of generalized coordinates in analytical
mechanics.
We have shown that the discrete null space method can be applied to the numerical integration of both
open-loop and closed-loop systems. The discrete null space matrix can always be generated by means of the
general construction procedure described in Section 3.2.1. On the other hand, for open-loop systems it is
usually possible to devise explicit representations of the discrete null space matrix. In the case of closed-loop
systems the proposed 2-step procedure can be applied to get a semi-explicit representation of the discrete
null space matrix.
5186 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190The proposed approach can be directly applied to the constrained dynamics of rigid bodies [4], geomet-
rically exact beams [7] and multibody systems [6]. In this connection, the discrete null space method further
adds to a uniﬁed computational treatment of nonlinear structural dynamics and multibody dynamics.
Moreover, it is possible to extend the discrete null space method to the case of nonholonomic and rheo-
nomic mechanical systems. These issues will be the subject of future work.Appendix A. Conditioning of the iteration matrix
In this appendix we show that the iteration matrix in Table 2 is poorly conditioned when the time step is
small. The iteration matrix is given byJ ¼ N DtG
T
G 0
" #
; ðA:1Þwhere N may be written asN ¼ 2
Dt
M þ DtX ; ðA:2Þwith X ¼ o
rV þPmb¼1kbrUb=oqnþ1. Accordingly, the orders of the blocks of J are
Dt1 Dt
1 0
 
; ðA:3Þso that kJk = O(Dt1), where kÆk is an arbitrary matrix norm. The inverse of J can be computed by applying
block Gaussian elimination with N as pivot block. Accordingly, we obtainJ1 ¼ N
1 N1GT eNGN1 N1GT eN
Dt1 eNGN1 Dt1 eN
" #
; ðA:4Þwhere eN ¼ ðGN1GTÞ1. Matrix N in (A.2) can be recast as
N ¼ 2
Dt
M I þ Dt
2
2
M1X
 
ðA:5Þsuch that N1 is given byN1 ¼ Dt
2
I þ Dt
2
2
M1X
 1
M1: ðA:6ÞIf Dt is suﬃciently small, Dt
2
2
kM1Xk < 1, application of the Neumann expansion (see e.g. [27]) makes it
possible to write the last equation in the formN1 ¼ Dt
2
ðM1  Dt2YÞ; ðA:7Þwhere kYk = O(1). Similarly, it can be shown that eN ¼ ðGN1GTÞ1 can be written as
eN ¼ 2
Dt
ðfM þ Dt2fY Þ; ðA:8Þwhere fM ¼ ðGM1GTÞ1 and kfY k ¼ Oð1Þ. Substituting (A.7) and (A.8) into (A.4), it can be veriﬁed that
the leading terms in Dt in the blocks of J1 are
P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190 5187DtðM1 M1GTfMGM1Þ=2 M1GTfM
Dt1fMGM1 2Dt2fM
" #
: ðA:9ÞThus kJ1k = O(Dt2) and the condition number of the iteration matrix can be calculated to be
j(J) = kJkkJ1k = O(Dt3).Appendix B. Tangent matrix for the d’Alembert-type scheme
In this appendix we derive the (n  m) · n submatrix DR1ðqnþ1Þ of the tangent matrix DRðqnþ1Þ depicted
in Table 3. The corresponding part of the residual vector, denoted R1ðqnþ1Þ 2 Rnm, is given by the expres-
sion (cf. Table 3):R1ðqnþ1Þ ¼ Pðqn; qnþ1ÞTHðqnþ1Þ: ðB:1Þ
The tangent submatrix DR1ðqnþ1Þ can be calculated via the directional derivative according to the
relationshipDR1ðqnþ1ÞDqnþ1 ¼
d
de
""""
e¼0
R1ðqenþ1Þ ðB:2Þwith qenþ1 ¼ qnþ1 þ eDqnþ1. In view of (B.1) one gets
d
de
""""
e¼0
R1ðqenþ1Þ ¼
d
de
""""
e¼0
Pðqn; qenþ1ÞTHðqnþ1Þ þ Pðqn; qnþ1ÞTDHðqnþ1ÞDqnþ1: ðB:3ÞUsing the deﬁnition of P(qn,qn+1) in (32), one arrives atd
de
""""
e¼0
Pðqn; qenþ1Þ ¼ 
d
de
""""
e¼0
Qðqn; qenþ1ÞGðqn; qnþ1ÞUn Qðqn; qnþ1Þ
d
de
""""
e¼0
Gðqn; qenþ1ÞUn: ðB:4ÞTaking into account the relationd
de
""""
e¼0
Gðqn; qenþ1ÞWn

 
Gðqn; qenþ1ÞWn

 1 ¼ 0; ðB:5Þone concludes thatd
de
""""
e¼0
ðGðqn; qenþ1ÞWnÞ1 ¼ ðGðqn; qnþ1ÞW nÞ1
d
de
""""
e¼0
Gðqn; qenþ1ÞWnðGðqn; qnþ1ÞW nÞ1: ðB:6ÞAccordingly, with regard to the deﬁnition of the matrix Q(qn,qn+1) in (33) one getsd
de
""""
e¼0
Qðqn; qenþ1Þ ¼ W nðGðqn; qnþ1ÞWnÞ1
d
de
""""
e¼0
Gðqn; qenþ1ÞW nðGðqn; qnþ1ÞWnÞ1: ðB:7ÞInserting the last expression into (B.4) and making again use of (32) and (33), one arrives atd
de
""""
e¼0
Pðqn; qenþ1Þ ¼ Qðqn; qnþ1Þ
d
de
""""
e¼0
Gðqn; qenþ1ÞPðqn; qnþ1Þ: ðB:8ÞThus the ﬁrst term on the right-hand side of (B.3) can be written in the formd
de
""""
e¼0
Pðqn; qenþ1ÞTHðqnþ1Þ ¼ Pðqn; qnþ1ÞT
d
de
""""
e¼0
Gðqn; qenþ1ÞTlðqnþ1Þ ðB:9Þ
5188 P. Betsch / Comput. Methods Appl. Mech. Engrg. 194 (2005) 5159–5190withlðqnþ1Þ ¼ Qðqn; qnþ1ÞTHðqnþ1Þ: ðB:10ÞIn view of (16), (B.9) can be written in the alternative formd
de
""""
e¼0
Pðqn; qenþ1ÞTHðqnþ1Þ ¼ Pðqn; qnþ1ÞT
Xm
b¼1
lbðqnþ1Þ
d
de
""""
e¼0
rUbðqn; qenþ1Þ: ðB:11ÞEventually, substituting (B.11) into (B.3) yields the resultDR1ðqnþ1Þ ¼ Pðqn; qnþ1ÞT DHðqnþ1Þ 
Xm
b¼1
lbðqnþ1Þ
o rUbðqn; qnþ1Þ

 
oqnþ1
 !
: ðB:12ÞAppendix C. Discrete null space matrix for closed-loop systems
In this appendix we provide a semi-explicit representation of the discrete null space matrix for closed-
loop systems. The approach is based on a 2-step procedure which makes use of the explicit representation
of the discrete null space pertaining to the open-loop system associated with the closed-loop system under
consideration. Using the nomenclature introduced in Section 4.4, the constrained scheme for the closed-
loop system can be written asHðqnþ1Þ þ DtGoðqn; qnþ1ÞTko þ DtGcðqn; qnþ1ÞT~k ¼ 0;
UAðqnþ1Þ ¼ 0; A ¼ 1; . . . ;mo;eUBðqnþ1Þ ¼ 0; B ¼ 1; . . . ; ~m;
ðC:1Þwhere ko 2 Rmo and ~k 2 R~m. Note that the constrained scheme in (C.1) may be implemented in a straight-
forward way as outlined in Table 2. Next we describe the 2-step procedure which rests on a successive elim-
ination of the multipliers ko and ~k in (C.1).
Step 1. Let Po(qn,qn+1) be the explicit representation of the n · (n  mo) discrete null space matrix pertain-
ing to the associated open-loop system.For clearness of exposition, we further assume that a nodal
reparametrization of the form qn+1 = F(u) is available for the associated open-loop system. The
nodal coordinates u 2 Uo  Rnmo parametrize the constraint manifold of the associated open-loop
system at time node tn+1. Note, however, that the introduction of the nodal reparametrization is not
prerequisite for the proposed 2-step procedure. Premultiplying (C.1)1 by Po(qn,qn+1)
T and taking
into account the orthogonality condition Po(qn,qn+1)
TGo(qn,qn+1)
T = 0 yieldsfH ðuÞ þ Dt eG ðuÞT~k ¼ 0;eUBðFðuÞÞ ¼ 0; B ¼ 1; . . . ; ~m; ðC:2Þ
wherefH ðuÞ ¼ Poðqn; qnþ1ÞTHðqnþ1Þ;eG ðuÞT ¼ Poðqn; qnþ1ÞTGcðqn; qnþ1ÞT; ðC:3Þ
with qn+1 = F(u). The scheme in (C.2) can be interpreted as new constrained scheme formulated in
terms of the multipliers ~k 2 R~m and the redundant nodal coordinates u 2 R~n, where ~n ¼ n mo.
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cedure described in Section 3.2.1. This approach relies on the ~m ~n constraint Jacobian at tn, which
in the present case is given byeG Tjtn ¼ ðUoÞTnGcðqnÞT: ðC:4ÞHere the columns of ðUoÞn 2 Rn~n specify the nodal tangent space at tn of the associated open-loop system.
The QR decomposition of eG Tjtn yields the matrices eU n 2 R~nð~n~mÞ and fW n 2 R~n~m which, with regard to
(32) and (33), can be used to calculateeQðuÞ ¼ fW nð eG ðuÞfW nÞ1;ePðuÞ ¼ I~n~n  eQðuÞ eG ðuÞh i eU n: ðC:5Þ
Premultiplying (C.2)1 by ePðuÞT yields the dAlembert-type schemePðuÞTHðFðuÞÞ ¼ 0;eUBðFðuÞÞ ¼ 0; B ¼ 1; . . . ; ~m; ðC:6Þ
where the semi-explicit representation of the discrete null space matrix PðuÞ 2 RnðnmÞ takes the formPðuÞ ¼ Poðqn; qnþ1ÞePðuÞ ðC:7Þ
with qn+1 = F(u).
The scheme (C.6) can be implemented in a similar way as the dAlembert-type scheme outlined in Table
3. We further remark that after u 2 R~n has been obtained as the solution of (C.6), the Lagrange multipliers
in (C.1) can be recovered by applying the formulas~kðuÞ ¼  1
Dt
eQðuÞTPoðqn; qnþ1ÞTHðqnþ1Þ;
koðuÞ ¼ Qoðqn; qnþ1ÞT
Hðqnþ1Þ
Dt
þ Gcðqn; qnþ1ÞT~kðuÞ
  ðC:8Þ
with qn+1 = F(u).
We ﬁnally remark that the present 2-step process can be interpreted as discrete version of the systematic
construction of the equations of motion for closed-loop systems proposed by Nikravesh [26].References
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