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Abstract
Littlewood-Richardson rule gives the decomposition formula for the multiplica-
tion of two Schur functions, while the decomposition formula for the multiplication
of two Hall-Littlewood functions or two universal characters is also given by the
combinatorial method. In this paper, using the vertex operator realizations of these
symmetric functions, we construct the algebraic forms of these decomposition for-
mulas.
Keywords: Schur function, Hall-Littlewood function, universal character, vertex oper-
ator.
1 Introduction
Symmetric functions have played an important role in mathematics for a long time[1,
2, 3, 4], ranging from combinatorics, representation theory to enumerative geometry.
Symmetric functions also appear in mathematical physics, especially in integrable mod-
els. Kyoto school use Schur functions in a remarkable way to understand the KP and
KdV hierarchies[5]. N.V.Tsilevich and P. Su lkowski give the realizations of phase model
and q-boson model in the algebra of Schur functions and Hall-Littlewood functions
respectively[6, 7]. We construct the realization of two-site generalized phase model in
the algebra of universal characters (a generalization of Schur functions)[8] and find that
the generating functions of weighted plane partitions in finite boxes can be obtained
from the vertex operators which are raising operators of Hall-Littlewood functions[9].
Schur functions, Hall-Littlewood functions and universal characters can be realized
by vertex operators which are defined with the help of infinite dimensional Heisenberg
algebras[5, 10]. Ones can find a general treatment of vertex operators and their connec-
tions with affine Lie algebras and the Monster group in [11].
In the present work, we consider the formulas
Sµ(x)Sν(x) =
∑
λ
CλµνSλ(x),
Qµ(x)Qν(x) =
∑
λ
fλµνQλ(x),
S[ξ,η](x,y)S[τ,µ](x,y) =
∑
λ,µ
M
[λ,µ]
[ξ,η],[τ,ν]S[λ,µ](x,y),
which are given by the combinatorial method, where Sλ(x), Qλ(x) and S[λ,µ](x,y)
denote Schur function, Hall-Littlewood function and universal character respectively.
we construct the algebraic formulas to compute them. All results we obtain are based
on the vertex operator realizations of these three kinds of symmetric functions.
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For an integer vector α = (α1, α2, · · · , αl), we define the polynomials Sα(x) by
V +(z1)V
+(z2) · · · V
+(zl) · 1 =
∑
α
Sα(x)z
α1
1 z
α2
2 · · · z
αl
l ,
where
V +(z) = e
∑
∞
n=1 xnz
n
e−
∑
∞
n=1
1
n
∂
∂xn
z−n .
When α is a Young diagram, then Sα(x) is a Schur function. When α is not a Young
diagram, then Sα(x) can turn into a Schur function by the following formula
S(α1,··· ,αi,αi+1,··· ,αl)(x) = −S(α1,··· ,αi+1−1,αi+1,··· ,αl)(x).
For a pair of Young diagram µ = (µ1, µ2, · · · , µl) and ν = (ν1, ν2, · · · , νl′), the
Schur functions Sµ(x) and Sν(x), respectively, equal the coefficients of z
µ1
1 · · · z
µl
l and
wν11 · · ·w
νl′
l′ in the expansions of
V +(z1)V
+(z2) · · ·V
+(zl) · 1, and V
+(w1)V
+(w2) · · ·V
+(wl′) · 1.
By calculation, the multiplication
V +(z1)V
+(z2) · · ·V
+(zl) · 1× V
+(w1)V
+(w2) · · ·V
+(wl) · 1
=
∏
i,j
1
1−wj/zi
V +(z1)V
+(z2) · · · V
+(zl)V
+(w1)V
+(w2) · · ·V
+(wl) · 1,
taking the coefficient of zµ11 · · · z
µl
l w
ν1
1 · · ·w
νl′
l′ of the both sides, we get the algebraic
formula to calculate the multiplication Sµ(x)Sν(x). With the same method, we get the
the algebraic formula to calculate the multiplication of two Hall-Littlewood functions.
The paper is organized as follows. In section 2, we get the algebraic form of the
decomposition formula of the multiplication of two Schur functions. In section 3, we
get the algebraic form of the decomposition formula of the multiplication of two Hall-
Littlewood functions. In section 4, we get the the algebraic form of the decomposition
formula of the multiplication of two universal characters.
2 Schur functions
Let x = (x1, x2, · · · ). The operators hn(x) are determined by the generated function:
∞∑
n=0
hn(x)z
n = eξ(x,z), ξ(x, z) =
∞∑
n=1
xnz
n (1)
and set hn(x) = 0 for n < 0. The operators hn(x) can be explicitly written as
hn(x) =
∑
k1+2k2+···nkn=n
xk11 x
k2
2 · · · x
kn
n
k1!k2! · · · kn!
Note that if we replace ixi with the power sum pi =
∑
j x
i
j , hn(x) is the complete
homogeneous symmetric function
∑
i1≤···≤in
xi1xi2 · · · xin .
For Young diagram λ = (λ1, λ2, · · · , λl), Schur function Sλ(x) is a polynomial of
variables x in C[x] defined by the Jacobi-Trudi formula [1]:
Sλ(x) = det (hλi−i+j(x))1≤i≤l (2)
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Introduce the vertex operators
V ±(z) =
∑
n∈Z
V ±n z
n = e±ξ(x,z)e∓ξ(∂˜x,z
−1), (3)
where ∂˜x = (
∂
∂x1
, 12
∂
∂x2
, · · · ). The operators V +n are raising operators of the Schur
function in the following sense:
Sλ(x) = V
+
λ1
V +λ2 · · ·V
+
λl
· 1 (4)
= [zλ]V +(z1)V
+(z2) · · · V
+(zl) · 1 (5)
where [zλ] = [zλ11 z
λ2
2 · · · z
λl
l ] means taking the coefficient of the term z
λ1
1 z
λ2
2 · · · z
λl
l in the
expansion of V +(z1)V
+(z2) · · ·V
+(zl) · 1.
Definition 2.1. For an integer vector α = (α1, α2, · · · , αl), define the polynomials Sα(x)
by
Sα(x) = det (hαi−i+j(x))1≤i,j≤l
= V +α1V
+
α2 · · · V
+
αl
· 1
= [zα]V +(z1)V
+(z2) · · · V
+(zl) · 1 (6)
where [zα] = [zα11 z
α2
2 · · · z
αl
l ]. We denote Sα(x) by Sα for simplicity.
Lemma 2.2. The polynomials Sα(x) defined in (6) equal zero unless α1 ≥ −l+1, α2 ≥
−l + 2, · · · , αl ≥ 0.
Proof. Since
V +(z1)V
+(z2) · · ·V
+(zl) · 1 =
∏
i<j
(1−
zj
zi
)eξ(x,z1)eξ(x,z2) · · · eξ(x,zl), (7)
taking the coefficient of zα, we get the result.
Lemma 2.3. If αj = αi + (j − i), the polynomial Sα(x) is equal to 0.
Proof. This holds since the ith line and the jth line of det (hαi−i+j(x))1≤i,j≤l are the
same if αj = αi + (j − i).
Note that if α is a Young diagram, i.e., α1 ≥ α2 ≥ · · · ≥ αl ≥ 0, the polynomial
Sα(x) is a Schur function corresponding to the Young diagram α. If α is not a Young
diagram, the polynomial Sα(x) can be turned into a Schur function by the following
formula.
Proposition 2.4. For 1 ≤ i ≤ l − 1, the following equation holds
S(α1,··· ,αi,αi+1,··· ,αl) = −S(α1,··· ,αi+1−1,αi+1,··· ,αl). (8)
Proof. Since
V +(z1) · · · V
+(zi)V
+(zi+1) · · ·V
+(zl) · 1
= −
zi+1
zi
V +(z1) · · ·V
+(zi+1)V
+(zi) · · · V
+(zl) · 1,
taking the coefficient of zα, we get the result.
For example, S(2,3)(x) = 0, and S(2,4)(x) = −S(3,3)(x).
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Lemma 2.5. The vertex operators satisfy
1
1− w/z
V +(z)V +(w) =
1
1− z/w
V +(w)V +(z) (9)
Proof. Since
e−ξ(∂x,z
−1)eξ(x,w) = (1−
w
z
)eξ(x,w)e−ξ(∂x,z
−1)
we have that both sides of equation (9) equal
: V +(z)V +(w) :
where :: denotes the normal order defined as usual.
For each pair of integers i, j such that 1 ≤ i < j ≤ l, define Rij by
Rij · α = (α1, · · · , αi + 1, · · · , αj − 1, · · · , αl) (10)
and
Rij · Sα(x) = SRij ·α(x). (11)
For a pair of Young diagrams λ, µ, the notation λ ∪ µ is the Young diagram whose
parts are those of λ and µ arranged in descending order. For example, if λ = (321) and
µ = (21), then λ ∪ µ = (32211).
The Pieri’s formula [1] tells Sµ(x)hr(x) =
∑
λ Sλ(x) summed over all partitions λ
such that λ − µ is a horizontal r-strip. Here we do not explain the notations, but we
will give an algebraic formula for Sµ(x)hr(x).
Proposition 2.6. Let Young diagram µ = (µ1, · · · , µl) and µi+1 < r ≤ µi for 0 ≤ i ≤ l
with µl+1 = 0, µ0 = +∞,
Sµ(x)hr(x) =
i∏
j=1
1
1−Rj(i+1)
l+1∏
k=i+2
1
1−R(i+1)k
· Sµ∪(r)(x). (12)
Proof. From equation (6) and lemma 2.5,
Sµ(x)hr(x) = [z
µ1
1 · · · z
µl
l ]V
+(z1) · · ·V
+(zl) · 1 [w
r]V +(w) · 1
= [zµ11 · · · z
µi
i w
rz
µi+1
i+1 · · · z
µl
l ]
i∏
j=1
1
1− w/zj
l∏
j=i+1
1
1− zj/w
V +(z1) · · · V
+(zi)V
+(w)V +(zi+1) · · · V
+(zl) · 1
=
i∏
j=1
1
1−Rj(i+1)
l+1∏
k=i+2
1
1−R(i+1)k
· Sµ∪(r)(x).
Example 2.7. Let µ = (2, 1) and r = 2,
S(2,1)(x)h2(x) =
1
1−R12
1
1−R23
· S(2,2,1)(x)
= (1 +R12 +R
2
12 +R
3
12 +R
4
12)(1 +R23) · S(2,2,1)(x)
= S(2,2,1)(x) + S(3,1,1)(x) + S(4,0,1)(x) + S(5,−1,1)(x) + S(6,−2,1)(x)
S(2,3)(x) + S(3,2)(x) + S(4,1)(x+ S(5)(x) + S(6,−1)(x)
= S(2,2,1)(x) + S(3,1,1)(x) + S(3,2)(x) + S(4,1)(x)
4
where the second equation holds since (µ ∪ (r))2 = 2 and (µ ∪ (r))3 = 1, the last equa-
tion holds by using the results in lemma 2.2 and proposition 3.3, i.e., by lemma 2.2,
S(6,−2,1)(x) = 0, by proposition 3.3, S(4,0,1)(x) = 0, S(5,−1,1)(x) = −S(5)(x), S(2,3)(x) =
0, S(6,−1)(x) = 0.
For a pair of Young diagrams µ and ν, the product Sµ(x)Sν(x) is an integral linear
combination of Schur functions
Sµ(x)Sν(x) =
∑
λ
cλµνSλ(x). (13)
The Littlewood-Richardson rule tells cλµν is equal to the number of tableaux T of shape
λ−µ and weight ν such that ω(T ) is a lattice permutation. If interested, ones can find a
detailed explanation of the Littlewood-Richardson rule in the book [1]. In the following,
we will give the algebraic form of the decomposition formula for Sµ(x)Sν(x).
Proposition 2.8. Let µ = (µ1, µ2, · · · , µl) and ν = (ν1, ν2, · · · , νl′). Suppose µik ≥
νk > µik+1 for k = 1, 2, · · · , l
′ with µ0 = +∞, µl+1 = 0. Denote the set {i1 + 1, i2 +
2, · · · , il′ + l
′} by I, then the following formula holds
Sµ(x)Sν(x) =
l′∏
k=1
ik+k−1∏
j=1,j 6∈I
1
1−Rj(ik+k)
l+l′∏
j=ik+k+1,j 6∈I
1
1−Rj(ik+k)
· Sµ∪ν(x). (14)
Proof. From equation (6) and lemma 2.5,
Sµ(x)Sν(x) = [z
λ]V +(z1) · · · V
+(zl) · 1 [w
µ]V +(w1) · · · V
+(wl′) · 1
= [zλwµ]
l′∏
k=1
ik∏
j=1
1
1−wik+k/zj
l∏
j=ik+1
1
1− zj/wik+k
V +(z1) · · · V
+(zi1)
V +(w1)V
+(zi1+1) · · · V
+(zil′ )V
+(wl′)V
+(zi1′+1) · · · V
+(zl) · 1
=
l′∏
k=1
ik+k−1∏
j=1,j 6∈I
1
1−Rj(ik+k)
l+l′∏
j=ik+k+1,j 6∈I
1
1−Rj(ik+k)
· Sµ∪ν(x).
Example 2.9. Let µ = ν = (2, 1),
Sµ(x)Sν(x) =
1
1−R12
1
1−R23
1
1−R14
1
1−R34
· S(2,2,1,1)(x)
=
1
1−R12
1
1−R23
(
S(2,2,1,1) + S(3,2,1) + S(2,2,2)
)
=
1
1−R12
(
S(2,2,1,1) + S(2,2,2) + S(3,2,1) + S(3,3) + S(2,3,1)
)
= S(2,2,1,1)(x) + S(3,3)(x) + 2S(3,2,1)(x) + S(2,2,2)(x)
+S(3,1,1,1)(x) + S(4,1,1)(x) + S(4,2)(x).
3 Hall-Littlewood functions
The operators qn(x) are determined by the generated function[10, 12]:
∞∑
n=0
qn(x)z
n = eξt(x,z), ξt(x, z) =
∞∑
n=1
(1− tn)xnz
n (15)
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and set qn(x) = 0 for n < 0. When t = 0, the operators qn(x) turn into the complete
homogeneous symmetric function hn(x) if we replace ixi with the power sum pi.
For a Young diagram λ = (λ1, λ2, · · · , λl), define
qλ(x) = qλ1(x)qλ2(x) · · · qλl(x) (16)
and the Hall-Littlewood function Qλ(x) equals
Qλ(x) =
∏
i<j
1−Rij
1− tRij
qλ(x). (17)
The Hall-Littlewood function Pλ(x) is a scalar multiple of Qλ(x):
Pλ(x) =
1
bλ(t)
Qλ(x) (18)
where
bλ(t) =
∏
i≥1
φmi(λ)(t). (19)
Here mi(λ) denotes the number of times i occurs as a part of λ, and φr(t) = (1− t)(1−
t2) · · · (1− tr).
Introduce the following vertex operators
Γ−(z) = eξt(x,z), Γ+(z) = eξ(∂˜x,z
−1), (20)
where ξ(x, z) is the special case t = 0 of ξt(x, z). Define
X±(z) =
∑
n∈Z
X±n z
n = e±ξt(x,z)e∓ξ(∂˜x,z
−1). (21)
The operators X±i satisfy the following deformed fermionic relations:
X±n−1X
±
m − tX
±
n X
±
m−1 +X
±
m−1X
±
n − tX
±
mX
±
n−1 = 0,
X+n X
−
m−1 − tX
+
n−1X
−
m +X
+
mX
−
n−1 − tX
+
m−1X
−
n = (1− t)
2δm+n,1.
The operators X+i are raising operators for the Hall-Littlewood functions[10] such that
Qλ(x) = X
+
λ1
X+λ2 · · ·X
+
λl
· 1 = [zλ]X+(z1)X
+(z2) · · ·X
+(zl) · 1 (22)
where the Young diagrams λ = (λ1, λ2, · · · , λl).
Definition 3.1. For an integer vector α = (α1, α2, · · · , αl), define the polynomials
Qα(x) by
Qα(x) =
∏
i<j
1−Rij
1− tRij
qα(x)
= X+α1X
+
α2 · · ·X
+
αl
· 1
= [zα]X+(z1)X
+(z2) · · ·X
+(zl) · 1 (23)
where [zα] = [zα11 z
α2
2 · · · z
αl
l ] and qα(x) = qα1(x)qα2(x) · · · qαl(x). We denote Qα(x) by
Qα for short.
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Lemma 3.2. The polynomials Qα(x) defined in (23) equal zero unless
αl ≥ 0,
αl−1 + αl ≥ 0,
αl−2 + αl−1 + αl ≥ 0,
· · · ,
α1 + α2 + · · ·+ αl ≥ 0.
Proof. Since
X+(z1)X
+(z2) · · ·X
+(zl) · 1 =
∏
i<j
1− zj/zi
1− tzj/zi
eξt(x,z1)eξt(x,z2) · · · eξt(x,zl), (24)
taking the coefficient of zα, we get the result.
Note that if α is a Young diagram, i.e., α1 ≥ α2 ≥ · · · ≥ αl ≥ 0, the polynomial
Qα(x) is a Hall-Littlewood function corresponding to the Young diagram α. If α is
not a Young diagram, the polynomial Qα(x) equals the sum of some Hall-Littlewood
functions by the following formula.
Proposition 3.3. For 1 ≤ i ≤ l − 1, the following equation holds
Q(α1,··· ,αi,αi+1,··· ,αl) =
t−Ri(i+1)
1− tRi(i+1)
Q(α1,··· ,αi+1,αi,··· ,αl), (25)
where
Ri(i+1) ·Q(α1,··· ,αi+1,αi,··· ,αl) = Q(α1,··· ,αi+1−1,αi+1,··· ,αl).
Proof. Since
X+(z1) · · ·X
+(zi)X
+(zi+1) · · ·X
+(zl) · 1
=
t− zi+1/zi
1− tzi+1/zi
X+(z1) · · ·X
+(zi+1)X
+(zi) · · ·X
+(zl) · 1,
taking the coefficient of zα, we get the result.
Example 3.4. We calculate Q(2,3)(x), Q(1,4)(x), Q(0,5)(x), Q(−1,6)(x) · · · .
From (25) and lemma 3.2, we have
Q(2,3) = tQ(3,2) + (t
2 − 1)Q(2,3) + t(t
2 − 1)Q(1,4) + t
2(t2 − 1)Q(0,5)
+t3(t2 − 1)Q(−1,6) + t
4(t2 − 1)Q(−2,7) + · · ·
Q(1,4) = tQ(4,1) + (t
2 − 1)Q(3,2) + t(t
2 − 1)Q(2,3) + t
2(t2 − 1)Q(1,4)
+t3(t2 − 1)Q(0,5) + t
4(t2 − 1)Q(−1,6) + t
5(t2 − 1)Q(−2,7) + · · ·
Q(0,5) = tQ(5) + (t
2 − 1)Q(4,1) + t(t
2 − 1)Q(3,2) + t
2(t2 − 1)Q(2,3)
+t3(t2 − 1)Q(1,4) + t
4(t2 − 1)Q(0,5) + t
5(t2 − 1)Q(−1,6) + · · ·
Q(−1,6) = (t
2 − 1)Q(5) + t(t
2 − 1)Q(4,1) + t
2(t2 − 1)Q(3,2) + t
3(t2 − 1)Q(2,3)
+t4(t2 − 1)Q(1,4) + t
5(t2 − 1)Q(0,5) + t
6(t2 − 1)Q(−1,6) + · · ·
· · ·
we get
Q(1,4) − tQ(2,3) = tQ(4,1) −Q(3,2),
Q(0,5) − t
2Q(2,3) = tQ(5) + (t
2 − 1)Q(4,1) − tQ(3,2),
Q(−1,6) − t
3Q(2,3) = (t
2 − 1)Q(5) + t(t
2 − 1)Q(4,1) − t
2Q(3,2),
Q(−2,7) = tQ(−1,6), Q(−3,8) = t
2Q(−1,6), Q(−4,9) = t
3Q(−1,6), · · ·
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then
Q(2,3) = tQ(3,2), (26)
Q(1,4) = tQ(4,1) + (t
2 − 1)Q(3,2),
Q(0,5) = tQ(5) + (t
2 − 1)Q(4,1) + t(t
2 − 1)Q(3,2),
Q(−1,6) = (t
2 − 1)Q(5) + t(t
2 − 1)Q(4,1) + t
2(t2 − 1)Q(3,2),
Q(−2,7) = tQ(−1,6), Q(−3,8) = t
2Q(−1,6), Q(−4,9) = t
3Q(−1,6), · · · .
Example 3.5. We calculate Q(2,4)(x), Q(1,5)(x), Q(0,6)(x), Q(−1,7)(x) · · · .
From (25) and lemma 3.2, we have
Q(2,4) = tQ(4,2) + (t
2 − 1)Q(3,3) + t(t
2 − 1)Q(2,4) + t
2(t2 − 1)Q(1,5) + t
3(t2 − 1)Q(0,6)
+t4(t2 − 1)Q(−1,7) + · · · ,
Q(1,5) = tQ(5,1) + (t
2 − 1)Q(4,2) + t(t
2 − 1)Q(3,3) + t
2(t2 − 1)Q(2,4) + t
3(t2 − 1)Q(1,5)
+t4(t2 − 1)Q(0,6) + t
5(t2 − 1)Q(−1,7) + · · · ,
Q(0,6) = tQ(6) + (t
2 − 1)Q(5,1) + t(t
2 − 1)Q(4,2) + t
2(t2 − 1)Q(3,3) + t
3(t2 − 1)Q(2,4)
+t4(t2 − 1)Q(1,5) + t
5(t2 − 1)Q(0,6) + t
6(t2 − 1)Q(−1,7) + · · ·
Q(−1,7) = (t
2 − 1)Q(6) + t(t
2 − 1)Q(5,1) + t
2(t2 − 1)Q(4,2) + t
3(t2 − 1)Q(3,3)
+t4(t2 − 1)Q(2,4) + t
5(t2 − 1)Q(1,5) + t
6(t2 − 1)Q(0,6) + t
7(t2 − 1)Q(−1,7) + · · ·
Q(−2,8) = tQ(−1,7), Q(−3,9) = t
2Q(−1,7), · · · .
we get
Q(1,5) − tQ(2,4) = tQ(5,1) −Q(4,2),
Q(0,6) − t
2Q(2,4) = tQ(6) + (t
2 − 1)Q(5,1) − tQ4,2,
Q(−1,7) − t
3Q(2,4) = (t
2 − 1)Q(6) + t(t
2 − 1)Q(5,1) − t
2Q(4,2),
then
Q(2,4) = tQ(4,2) + (t− 1)Q(3,3),
Q(1,5) = tQ(5,1) + (t
2 − 1)Q(4,2) + t(t− 1)Q(3,3),
Q(0,6) = tQ(6) + (t
2 − 1)Q(5,1) + t(t
2 − 1)Q(4,2) ++t
2(t− 1)Q(3,3),
Q(−1,7) = (t
2 − 1)Q(6) + t(t
2 − 1)Q(5,1) + t
2(t2 − 1)Q(4,2) ++t
3(t− 1)Q(3,3),
Q(−2,8) = tQ(−1,7), Q(−3,9) = t
2Q(−1,7), · · · .
For a polynomial Qα(x) = Q(α1,··· ,αi,αi+1,··· ,αl)(x), we want to change it to the form
Q(α1,··· ,αi+1,αi,··· ,αl)(x) if αi < αi+1. From (25), We get two different formulas based on
αi+1 − αi equal to an odd or even number.
Proposition 3.6. If αi+1 − αi are odd, the polynomials Q(α1,··· ,αi,αi+1,··· ,αl)(x) are cal-
culated by the following formulas:
Q(··· ,n,n+1,··· ) = tQ(··· ,n+1,n,··· ),
Q(··· ,n−1,n+2,··· ) = tQ(··· ,n+2,n−1,··· ) + (t
2 − 1)Q(··· ,n+1,n,··· ),
Q(··· ,n−2,n+3,··· ) = tQ(··· ,n+3,n−2,··· ) + (t
2 − 1)Q(··· ,n+2,n−1,··· ) + t(t
2 − 1)Q(··· ,n+1,n,··· ),
· · ·
Q(··· ,n−m,n+1+m,··· ) = tQ(··· ,n+1+m,n−m,··· ) + (t
2 − 1)Q(··· ,n+m,n−m+1,··· ) + · · ·
+tm−1(t2 − 1)Q(··· ,n+1,n,··· ),
where n,m ∈ Z and m > 0.
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Proof. These equations can be proved by the method used in example 3.4.
Proposition 3.7. If αi+1 − αi are even, the polynomials Q(α1,··· ,αi,αi+1,··· ,αl)(x) are
calculated by the following formulas:
Q(··· ,n,n+2,··· ) = tQ(··· ,n+2,n,··· ) + (t− 1)Q(··· ,n+1,n+1,··· ),
Q(··· ,n−1,n+3,··· ) = tQ(··· ,n+3,n−1,··· ) + (t
2 − 1)Q(··· ,n+2,n,··· ) + t(t− 1)Q(··· ,n+1,n+1,··· ),
Q(··· ,n−2,n+4,··· ) = tQ(··· ,n+4,n−2,··· ) + (t
2 − 1)Q(··· ,n+3,n−1,··· ) + t(t
2 − 1)Q(··· ,n+2,n,··· )
+t2(t− 1)Q(··· ,n+1,n+1,··· ),
· · ·
Q(··· ,n−m,n+2+m,··· ) = tQ(··· ,n+2+m,n−m,··· ) + (t
2 − 1)Q(··· ,n+1+m,n−m+1,··· ) + · · ·
+tm−1(t2 − 1)Q(··· ,n+2,n,··· ) + t
m(t− 1)Q(··· ,n+1,n+1,··· ),
where n,m ∈ Z and m > 0.
Proof. These equations can be proved by the method used in example 3.5.
Note that the formulas in propositions 3.6 and 3.7 turn into the equation (8) when
t = 0.
Lemma 3.8. The following equation holds
1− tw/z
1− w/z
X+(z)X+(w) =
1− tz/w
1− z/w
X+(w)X+(z). (27)
For a Young diagram µ,
qr(x)Qµ(x) =
∑
λ
ψλ/µ(t)Qλ(x) (28)
summed over all λ ⊃ µ such that λ− µ is a horizontal r-strip[1]. Here
ψλ/µ(t) =
∏
j∈Jλ/µ
(1− tmj(µ)) (29)
where θ = λ − µ is a horizontal strip and Jλ/µ is the set of integers j ≥ 1 such that
θ′j < θ
′
j+1. In the following, we will give the algebraic form of formula (28).
Proposition 3.9. Let Young diagram µ = (µ1, · · · , µl) and µi+1 < r ≤ µi for 0 ≤ i ≤ l
with µl+1 = 0, µ0 = +∞,
Qµ(x)qr(x) =
i∏
j=1
1− tRj(i+1)
1−Rj(i+1)
l+1∏
k=i+2
1− tR(i+1)k
1−R(i+1)k
·Qµ∪(r)(x). (30)
Proof. From equation (22) and lemma 3.8,
Qµ(x)qr(x) = [z
µ1
1 · · · z
µl
l ]X
+(z1) · · ·X
+(zl) · 1 [w
r]X+(w) · 1
= [zµ11 · · · z
µi
i w
rz
µi+1
i+1 · · · z
µl
l ]
i∏
j=1
1− tw/zj
1− w/zj
l∏
j=i+1
1− tzj/w
1− zj/w
V +(z1) · · ·V
+(zi)V
+(w)V +(zi+1) · · ·V
+(zl) · 1
=
i∏
j=1
1− tRj(i+1)
1−Rj(i+1)
l+1∏
k=i+2
1− tR(i+1)k
1−R(i+1)k
·Qµ∪(r)(x).
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Example 3.10. Let µ = (2, 1) and r = 2,
Q(2,1)(x)q2(x) =
1− tR12
1−R12
1− tR23
1−R23
·Q(2,2,1)(x)
= (1 + (1− t)R12 + (1− t)R
2
12 + (1− t)R
3
12 + (1− t)R
4
12)(1 + (1− t)R23) ·Q(2,2,1)(x)
= Q(2,2,1)(x) + (1− t)Q(3,1,1)(x) + (1− t)Q(4,0,1)(x) + (1− t)Q(5,−1,1)(x)
+(1− t)Q(6,−2,1) + (1− t)Q(2,3)(x) + (1− t)
2(x)Q(3,2)(x) + (1− t)
2Q(4,1)(x)
+(1− t)2Q(5)(x) + (1− t)
2Q(6,−1)(x)
= Q(2,2,1)(x) + (1− t)Q(3,1,1)(x) + (1− t)Q(3,2)(x) + (1− t)Q(4,1)(x).
where the second equation holds since (µ ∪ (r))2 = 2 and (µ ∪ (r))3 = 1 and the last
equation hold since
Q(5,−1,1) = (t− 1)Q(5), Q(4,0,1) = tQ(4,1), Q(2,3) = tQ(3,2) Q(6,−2,1) = 0
by using the formulas in propositions 3.6 and 3.7 and
Q(6,−1) = 0
by lemma 3.2.
In the following, we give the algebraic form of the decomposition formula forQµ(x)Qν(x).
Proposition 3.11. Let µ = (µ1, µ2, · · · , µl) and ν = (ν1, ν2, · · · , νl′). Suppose µik ≥
νk > µik+1 for k = 1, 2, · · · , l
′ with µ0 = +∞, µl+1 = 0. Denote the set {i1 + 1, i2 +
2, · · · , il′ + l
′} by I, then the following formula holds
Qµ(x)Qν(x) =
l′∏
k=1
ik+k−1∏
j=1,j 6∈I
1− tRj(ik+k)
1−Rj(ik+k)
l+l′∏
j=ik+k+1,j 6∈I
1− tRj(ik+k)
1−Rj(ik+k)
·Qµ∪ν(x). (31)
Proof. From equation (6) and lemma 2.5,
Qµ(x)Qν(x) = [z
λ]X+(z1) · · ·X
+(zl) · 1 [w
µ]X+(w1) · · ·X
+(wl′) · 1
= [zλwµ]
l′∏
k=1
ik∏
j=1
1− twik+k/zj
1− wik+k/zj
l∏
j=ik+1
1− tzj/wik+k
1− zj/wik+k
X+(z1) · · ·X
+(zi1)
X+(w1)X
+(zi1+1) · · ·X
+(zil′ )X
+(wl′)X
+(zi1′+1) · · ·X
+(zl) · 1
=
l′∏
k=1
ik+k−1∏
j=1,j 6∈I
1− tRj(ik+k)
1−Rj(ik+k)
l+l′∏
j=ik+k+1,j 6∈I
1− tRj(ik+k)
1−Rj(ik+k)
·Qµ∪ν(x).
Example 3.12. Let µ = ν = (2, 1),
Qµ(x)Qν(x) =
1− tR12
1−R12
1− tR23
1−R23
1− tR14
1−R14
1− tR34
1−R34
·Q(2,2,1,1)(x)
=
1− tR12
1−R12
1− tR23
1−R23
(1 + (1− t)R14)(1 + (1− t)R34) ·Q(2,2,1,1)(x)
=
1− tR12
1−R12
1− tR23
1−R23
(
Q(2,2,1,1) + (1− t)Q(3,2,1) + (1− t)Q(2,2,2)
)
=
1− tR12
1−R12
(
Q(2,2,1,1) + (1− t)Q(3,2,1) + (1− t)Q(2,2,2) + (1− t)
2Q(3,3) + (1− t)Q(2,3,1)
)
= Q(2,2,1,1)(x) + (1− t)
2Q(3,3)(x) + (1− t
2)(2 − t)Q(3,2,1)(x) + (1− t)Q(2,2,2)(x)
+(1− t)Q(3,1,1,1)(x) + (1− t)Q(4,1,1)(x) + (1− t)
2Q(4,2)(x).
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4 Universal characters
Let x = (x1, x2, · · · ) and y = (y1, y2, · · · ). For Young diagrams λ = (λ1, λ2, · · · , λl)
and µ = (µ1, µ2, · · · , µl′), the universal character S[λ,µ] = S[λ,µ](x,y) is a polynomial of
variables x and y in C[x,y] defined by the twisted Jacobi-Trudi formula [13]:
S[λ,µ](x,y) = det
(
hµl′−i+1+i−j(y), 1 ≤ i ≤ l
′
hλi−l′−i+j(x), l
′ + 1 ≤ i ≤ l + l′
)
1≤i,j≤l+l′
. (32)
Define the degree of each variables xn, yn, n = 1, 2, · · · by
deg xn = n, deg yn = −n
then S[λ,µ](x,y) is a homogeneous polynomial of degree |λ| − |µ|, where |λ| = λ1+ λ2 +
· · · + λl is called the weight of λ. Note that Sλ(x) is a special case of the universal
character: Sλ(x) = det(hλi−i+j(x)) = S[λ,∅](x,y).
Introduce the following vertex operators
Γ−1 (z) = e
ξ(x−∂˜y,z), Γ+1 (z) = e
ξ(∂˜x,z−1), (33)
Γ−2 (z) = e
ξ(y−∂˜x,z), Γ+2 (z) = e
ξ(∂˜y,z−1). (34)
Define
X±(z) =
∑
n∈Z
X±n z
n = e±ξ(x−∂˜y,z)e∓ξ(∂˜x,z
−1), (35)
Y ±(z−1) =
∑
n∈Z
Y ±n z
−n = e±ξ(y−∂˜x,z
−1)e∓ξ(∂˜y,z). (36)
The operators X±i satisfy the following Fermionic relations:
X±i X
±
j +X
±
j−1X
±
i+1 = 0,
X+i X
−
j +X
−
j+1X
+
i−1 = δi+j,0.
The same relations hold also for Y ±i , and X
±
i and Y
±
i are commutative. The operators
X+i and Y
+
i are raising operators for the universal characters such that
S[λ,µ](x,y) = X
+
λ1
· · ·X+λlY
+
µ1 · · ·X
+
µl′
· 1
= [zλwµ]X+(z1) · · ·X
+(zl)Y
+(w1) · · · Y
+(wl′) · 1 (37)
where the Young diagrams λ = (λ1, λ2, · · · , λl) and µ = (µ1, µ2, · · · , µl′). It turns out
that
S[λ,µ](x,y) = Sλ(x− ∂˜y)Sµ(y − ∂˜x) · 1 (38)
where Sλ(x) is a Schur function.
From [13], we know that
S[ξ,η](x,y)S[τ,µ](x,y) =
∑
λ,µ
M
[λ,µ]
[ξ,η],[τ,ν]S[λ,µ](x,y), (39)
where
M
[λ,µ]
[ξ,η],[τ,ν] =
∑
α,β,θ,δ
(
∑
κ
CξκαC
ν
κβ)(
∑
ǫ
CηǫθC
τ
ǫδ)C
λ
αδC
µ
βθ (40)
and Cλµν is the Littlewood-Richardson coefficient of Sλ(x) in the expansion of Sµ(x)Sν(x).
In the following, we will give the algebraic form of the formula (39).
For λ = (λ1, λ2, · · · , λl), define the operator Dλi by Dλi · λ = (λ1, · · · , λi−1, λi −
1, λi+1, · · · , λl), and Dλiµj = DλiDµj .
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Proposition 4.1. For Young diagrams ξ, η, τ, ν,
S[ξ,η](x,y)S[τ,ν](x,y) =
∏
ij
1
1−Dξiνj
∏
mn
1
1−Dτmηn
S[ξ·τ,η·ν](x,y) (41)
where the multiplication µ · ν =
∑
λC
λ
µνλ satisfies the Littlewood-Richardson rule.
Proof. This can be proved by using the formula (38) and the vertex operator realization
of universal character (37).
Example 4.2. Let ξ = (2, 1), η = (3, 1), τ = (1), ν = (1),
S[ξ,η](x,y)S[τ,ν](x,y) =
∏
i
1
1−Dξiν
∏
n
1
1−Dτηn
S[ξ·τ,η·ν](x,y)
= (1 +Dξ1ν)(1 +Dξ2ν)(1 +Dτη1)(1 +Dτη2)S[(2,1)·(1),(3,1)·(1)](x,y)
= (1 +Dξ1ν +Dξ2ν +Dτη1 +Dτη2 +Dξ1νDτη1 +Dξ2νDτη1 +Dξ1νDτη2
+Dξ2νDτη2)S[(2,1)·(1),(3,1)·(1)](x,y)
= S[(2,1)·(1),(3,1)·(1)] + S[(1,1)·(1),(3,1)] + S[(2)·(1),(3,1)] + S[(2,1),(2,1)·(1)]
+S[(2,1),(3)·(1)] + S[(1,1),(2,1)] + S[(2),(2,1)] + S[(1,1),(3)] + S[(2),(3)]
= S[(3,1),(4,1)] + S[(3,1),(3,2)] + S[(3,1),(3,1,1)] + S[(2,2),(4,1)] + S[(2,2),(3,2)] + S[(2,1),(3,1,1)]
+S[(2,1,1),(4,1)] + S[(2,1,1),(3,2)] + S[(2,1,1),(3,1,1)] + S[(2,1),(3,1)] + S[(1,1,1),(3,1)]
S[(3),(3,1)] + S[(2,1),(3,1)] + S[(2,1),(3,1)] + S[(2,1),(2,2)] + S[(2,1),(2,1,1)] + S[(2,1),(4)]
+S[(2,1),(3,1)] + S[(1,1),(2,1)] + S[(2),(2,1)] + S[(1,1),(3)] + S[(2),(3)],
where we use S[λ,µ] to denote S[λ,µ](x,y).
Discussion
From the formulas we constructed, it is easy to find that the coefficients of Sλ(x) in
the expansion of Sµ(x)Sν(x) and the coefficients of S[λ,µ](x,y) in the expansion of
S[ξ,η](x,y)S[τ,µ](x,y) are integers, and the coefficients of Qλ(x) in the expansion of
Qµ(x)Qν(x) are in Z[t]. We can use this method to prove some structure constants are
integers.
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