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vAbstract
Graphene has drawn extraordinary interest from both scientists and the wider public;
the idea of an atomically thin material that is staggeringly conductive while also being both
strong and flexible, seems impossible. From a scientific perspective, the two dimensional
nature of graphene provides an exciting playground to explore new phenomena with the
potential for technical applications. The question of how light interacts with graphene
underpins these devices and is often set in the context of graphene as a highly transparent
material. In this thesis, results from the interaction between light and graphene will be
explored across a broad frequency range and methods for manipulating the interaction
between light and a graphene layer will be presented.
At infrared frequencies, nanostructured graphene displays plasmonic behaviour. A
layer of graphene with a periodically modulated, array-like, conductivity analogous to
graphene nano-ribbons is investigated numerically. The total response of this structure
was found to arise from the hybridisation between multipolar resonances supported by
different areas of the array. By designing the appropriate geometric parameters the resonant
absorption of the array is shown to increase by a factor of ~50%.
In addition to displaying interesting linear properties, graphene is a strongly nonlinear
material. To enhance a specific nonlinear optical mixing process, third harmonic generation,
graphene is combined with a resonant cavity. The measurements of the third harmonic
generation from this cavity structure show that integrating a graphene layer with a cavity
increases the generated third harmonic power by a factor of 117. Numerical modelling of
the cavity structure shows the enhancement mechanism arises from the cavity structure
supporting a resonance in the electric field at the wavelengths of both the incident and
third harmonic. A value for the bulk third order susceptibility of graphene of, χ(3) =
4× 10−17 (m/V)2 was determined from these numerical models.
Finally, the influence of strain in a graphene layer on the fluorescence collected from a
molecule deposited on top of the graphene layer is investigated. Using Raman spectroscopy,
the level of local strain was mapped across a graphene sample and confocal microscopy was
used to measure the emitted luminescence. The observed correlation between the level of
strain and luminescence intensity is supported by a simplemodel of a dipole near a graphene
sheet.
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Introduction
Understanding how light interacts with matter has been of key interest to an enormous
number of scientists spanning the natural sciences for many decades. From a historical
perspective, the development of microscopes, ranging from optical to highly sophisticated
fluorescence microscopy [1], has allowed physical phenomena to be investigated with
increasingmagnification. This shrinking scale has allowed images to be taken far beyond the
resolution of the human eye and recently allowed imaging with a resolution greater than the
diffraction limit [1]. Physicists have used knowledge of howmaterials interact with light as a
characterisation tool for hundreds of years, aiding the discovery of new elements [2]. Using
light to probe the properties of materials also offers another extension beyond the limits
of the human eye by being able to probe outside the visible frequency range. For example,
the nature of vibrational bonds between molecules allows for unique characterisation of
materials through the use of infrared spectroscopy [3]. The use of ultraviolet light has also
enabled extremely high resolution lithography: a technology which underpins large scale
manufacturing of integrated circuit technology [4].
Rather than these passive light-matter interactions, the interaction between light and a
material can be actively controlled. Awell understood technique for controlling light is with
a photonic crystal. Photonic crystals are materials with a periodic refractive index, creating
an analogue of electrons in a periodic potential for light. The periodic refractive index creates
bandgaps for photons that interact with the crystal, only allowing photons with specific
wavelengths to propagate through the material and blocking all other wavelengths [5]. The
speed and bandwidth of photon-based circuits together with their ease of integration with
silicon technology (which operates at a wavelength of 1.5µm) make photonic crystals of
great technological interest [6].
To preserve a suitable bandgap, photonic crystals have to be made from high-quality
materials, such as silicon spheres, as defects can quickly destroy the band gap behaviour [7].
While unintentional defects in photonic crystals result in unwanted losses, deliberate defects
can offer benefits. Through patterning defects at controllable locations, a large degree of
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control can be achieved over the propagation of light through a photonic crystal, to create
mirrors [8][9], cavities [10] and waveguides [11] as the light is only allowed to propagate
along specific channels, not through the rest of the photonic crystal. Photonic waveguides
are of particular interest as they allow guided photons to propagate over long distances and
around very tight bends [12]. These properties allow photonic crystals to be combined into
complex waveguiding geometries forming the basis for optoelectronic devices [13][14][15].
Additionally, photonic cavities also exhibit very large Q-factors, with the current record
measured to be ~6×105 [16]. These largeQ-factors exhibit strong light-matter interactions
which are of great interest in biosensing and nonlinear optical applications [17][18].
Creating three dimensional photonic crystals which operate in the optical regime re-
quires nanoscale precision and a high dielectric contrast, both of which present fabrication
challenges. A solution to these fabrication challenges is self-assembling molecules [19]. Fur-
thermore, new photonic crystals which possess topologically insulating properties give an
experimentally accessible analogue for investigating fundamental properties of topological
insulators and the potential for topological protection from defects in photonic crystals
[20].
Similarly, the field of transformation optics is also concerned with designing the proper-
ties of a material to control how electromagnetic waves propagate through the material [21].
Named for the coordinate-transformmathematics, transformation optics allows judicious
design of a continuous refractive index profile to create custom designed electromagnetic
behaviour [22][23]. Typically cited designs are refractive index profiles capable of lensing
behaviour by guiding surface waves to a point [24], or capable of cloaking behaviour by
guiding waves around regions of space [25].
The interface between a metal surface and a dielectric presents another interaction
between light and matter. Electromagnetic radiation incident on such an interface can
cause a collective oscillation in the electrons in the metal, known as surface plasmons [26].
These collective oscillations are known as surface plasmon and are highly confined to the
surface of the metal. The large degree of confinement leads to a huge enhancement of the
incident electromagnetic field, demonstrated to be up to five orders of magnitude [27].
This field enhancement can be understood through the dispersion relation in Equation
(1.1). This important relationship, governing the important frequency behaviour of surface
plasmons, can be derived by applying Maxwell’s equations to the metal-dielectric interface
and imposing suitable boundary conditions [26],
ωpl =
√
e2ne
(me0)(1 + d)
, (1.1)
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whereωpl is the frequency of the surface plasmon, d is the permittivity of the dielectric and
ne is the electron density in the metal,me is the mass of an electron. The dispersion rela-
tion demonstrates the characteristic square root relationship between the surface plasmon
frequency of a metal and the electron density of the metal [28]. From Equation (1.1), the
wavevector of the plasmon is greater than a free space photon, leading to enhanced electric
fields. The high field confinement and the enhanced fields surrounding at the surface of
the metal are a very attractive feature of surface plasmons. The large fields are a suggested
mechanism for the observed enhancement in techniques for probing surface chemistry,
such as Raman spectroscopy [29] and are attractive for a variety of technologies, such as
detecting biomolecules [30]. The large confinement of surface plasmons, relative to the
excitation beam, opens the door for the ability to control light on a subwavelength scale [31].
Through the design of suitable waveguides, surface plasmons have potential for a variety of
complex plasmonic circuits, such as Mach-Zehnder interferometers and Schottky detectors,
making them an interesting field of research [32] [33][34] [35]. However, in order for free
space light to excite a surface plasmon with its larger wavevector, extra momentum has to
be provided to incident light.
Two widespread techniques for providing this extra momentum to the incident light
are a prism, or an array of metallic particles [36][37]. The sophisticated nanofabrication
techniques that are available now, allownanoparticles to be combined in complex geometries
to optimise performance and facilitate easy integration for future devices [38] [39]. Since
the plasmonic properties of a nanoparticle are sensitive to various geometric properties,
such as the size, shape, pitch and thematerial of the nanoparticle, a limited degree of control
can be achieved [40][41][42][43].
The field of plasmonics is currently concerned with designing suitable metallic arrays
to interact with light [44]. The use of plasmonics allows for control of the interaction
between light and matter to extend beyond using the light as a probe to investigate the
existing physical properties of a material and allows investigations on a nanometre scale
[45][46]. As a result, plasmonics has been suggested as a possible route for overcoming
the diffraction limits of fibre optic technology [47]. Overcoming the diffraction limit
would allow the data transmission capabilities of fibre optic technology to be combined
with existing electronic devices, greatly improving the bandwidth of electronic devices
[48] [49]. Plasmonics has other applications facilitated by the nanoscale, such as highly
sensitive biosensors [43][50], optical modulators [51], and optical tweezers [52][53]. By
incorporating recently discovered materials [54], such as graphene, the performance of
plasmonic devices can be improved. These newmaterials are of particular interest for the
low losses they exhibit and extending the accessible wavelength range [44][55] [56].
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1.1 Graphene
The desire to investigate increasingly smaller length scales has been facilitated by the isola-
tion of graphene, creating a new subfield of physics in low dimensional materials [57][58].
As mentioned in the introduction, graphene displays a large number of intriguing physical
properties when compared to other materials. First of all, under the application of a per-
pendicular magnetic field, graphene displays a difference to the conventional quantumHall
effect of a two dimensional electron gas. In these two dimensional electron gases, increasing
the applied magnetic field causes the longitudinal conductivity to display a series of spikes
and the transverse conductivity to display a series of flat steps [28]. In graphene, this se-
quence occurs at half-integer steps of 4e2/h, hinting that the charge carriers in graphene
behave very differently to other two dimensional gases, being more accurately described by
a Dirac-like relativistic equation [59]. Despite being a monolayer, the Young’s modulus of
graphene has been measured to be surprisingly large ~1 TPa [60][61]. This value of the
Young’s modulus is comparable to diamond and much higher than other conducting mate-
rials such as copper [62][63]. The extraordinary value of the Young’s modulus of graphene
has allowed mechanical sensing applications to be pushed down to the nanoscale [64] [65].
Graphene also exhibits a surprisingly large thermal conductivity of 5× 103 Wm−1K−1,
again outperforming copper [66] [67]. These superior mechanical and thermal properties
make graphene an interesting alternative for the future, making flexible and heat-efficient
electronic devices possible. While graphene is widely known to be highly transparent it
also displays other interesting electromagnetic behaviour. This thesis will focus on the
interaction between electromagnetic radiation and graphene.
1.1.1 Structure of Graphene
Amicroscale description of materials is a useful tool for understanding the properties of a
material. For graphene, this starts with the iconic carbon honeycomb, formed by the highly
directionalσ bonds between two carbon atoms, as shown in Figure (1.1) [68]. This structure
has even been experimentally imaged by electron microscopy [69]. Mathematically, the
hexagonal structure is comprised of a triangular lattice, constructed with lattice vectors,
v1 and v2 , with a two atom basis; as displayed by the red and blue circles in Figure (1.1),
indicating atoms belonging to independent sub-lattices, A and B respectively [70].
From Figure (1.1) the lattice vectors, v1 and v2, are given by,
v1 =
a0
2
(3,
√
3), v2 =
a0
2
(3,−
√
3). (1.2a, 1.2b)
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A
B
a0
v1
v2
Figure 1.1: The interconnected triangular lattices of A (blue circles) and
B (red circles) with the two lattice vectors, v1 and v2 , a0 = 1.42Å is the
interatomic distance between A and B [70].
Consequently, the Brillouin zone is constructed using the Bravais lattice vectors [71],
~b1 =
2pi
3a0
(kx,
√
3ky), ~b2 =
2pi
3a0
(kx,−
√
3ky), (1.3a, 1.3b)
with the interatomic distance between carbon-carbon bonds a0 = 1.42Å[70]. These
Bravais lattice vectors allow for the band structure of graphene to be calculated. Following
the approach laid out by Wallace in 1947, only the nearest neighbour interactions are
considered i.e. between sites A and B on Figure (1.1) [72]. These Bravais lattice vectors
can then be incorporated into a tight binding Hamiltonian to find the band structure of
graphene [73].The resulting explicit form of the band structure is given by,
E(~k) = ±t
√√√√3 + 2 cos(√3kya0)+ 4 cos(√3kya0
2
)
sin
(
3kxa0
2
)
, (1.4)
where a0 is the interatomic distance from Figure (1.1), |k|=
√
k2x + k
2
y and the intersite
hopping energy, t = −0.297 eV [74]. The next-nearest neighbour interaction, t′ =
−0.073 eV, is very small, justifying the nearest neighbour approximation in Equation
(1.4). This approximation applies across the whole Brillouin zone, preserving the symmetry
between electrons and holes [68].
For undoped and unstrained graphene, the unit cell contains two electrons, one from
each of the A and B sublattices. The valence band is completely filled and the Fermi
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level sits where the conduction and valence band touch, as shown as the blue plane on
Figure (1.2a) [75]. The full electronic band structure, as shown in Figure (1.2a), does
not immediately reveal any peculiar properties, however at the energy range considered
in this work, (E < 2 eV), the band structure can be approximated as linear, as seen in
Figure (1.2b). The points where the conduction and valence band meet are known as Dirac
points, reflecting the relativistic nature of equation that describes electrons in graphene
[68]. This linear band structure demonstrates a striking difference between graphene and
conventional materials, where the band structure can be approximated as parabolic, and is
the origin of many of the unique phenomena that graphene displays.
.
−2
0
2 −2 0 2
−2
0
2
kx
ky
a)
KK‘
1.0
1.5
2.0 1.0 1.5
2.0
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E
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)/
t
E
(k
)/
t
1.0
0.5
0.0
-0.5
-1.0
b)
Figure 1.2: a) The full band structure as given by Equation (1.4) with the
inequivalent Dirac points, K and K’, labelled. b) A zoom into a section of
the full band structure, displaying the linear behaviour. The Fermi level is
shown as the blue plane exactly between the valence and conduction band.
1.1.2 Synthesis of Graphene
To explore these phenomena requires the synthesis of high-quality, large-area, single layer
graphene. This challenge has spawned a huge variety of fabrication techniques [76]. The
original experiments into identifying graphene by Geim et al. exploited a mechanical
exfoliation technique to strip small flakes of single layer graphene from a larger graphite
sample. This fabrication method produces graphene, virtually free from defects [77] and
with very highmobilities between 1× 104 cm2V−1s−1 and 1× 105 cm2V−1s−1 [57][78].
However, typical flakes are only tens of microns in size, severely limiting the practical
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application of this synthesis method. Single layer graphene can also be obtained from bulk
graphite through sonication, but this approach has a low yield of single layer graphene
[79]. Chemical solutions do improve the yield of single layer graphene, however these
chemicals are expensive and hazardous, again limiting wide spread use [80]. It must be
mentioned that some success has been achieved from fabricating graphene nanostructures
from carbon-based materials such as carbon nanotubes. Narrow channels of graphene
known as nanoribbons, <20 nm wide, display unique electrical properties but fabricating
such narrow channels is challenging as this is close to the resolution limit of electron-beam
lithography. Suitable channels can be made by “unzipping” carbon-nanotubes through
careful Argon etching or chemical etching [81][82].
To increase the area of graphene generated, an alternative to slicing graphite layers
apart, is growing graphene on a substrate frommolecular components. A highly lauded
approach for such growth is the thermal treatment of crystalline silicon carbide (SiC) [83].
Exposing SiC to high temperatures between, 1000 °C and 1500 °C, in ultra-high vacuum,
1× 10−10 Torr, causes the silicon to sublime, leaving a layer of graphene at the surface [84]
[85][86]. While this method of growth can produce high-quality graphene, transferring
the tightly bonded graphene to an arbitrary substrate remains a problem [87][88].
A widespread technique for creating large areas of reliably single-layer graphene which
can easily be transfered to arbitrary substrates is through chemical vapour deposition
(CVD)[89]. While graphene can be grown on many metals, e.g. nickel [90] or palla-
dium [91], the affordability of copper makes it the metal of choice [92]. The CVD process
starts by placing a film of copper into a furnace, where the pressure inside the chamber
is lowered to ~10 mTorr. The chamber is then heated to high temperatures, ~1000 °C,
and methane gas is passed over the copper foil [93][94]. The CVD process has a large
number of experimental parameters such as: the rate of heating, the choice of gas, the
subsequent flow rate and pressure of gas. These parameters can be used to optimise the
quality of the graphene produced and were investigated by Li et al. to show an increase
from 7000 cm2V−1s−1 to 16 000 cm2V−1s−1 in the mobility of the graphene [95].
Transferring the graphene from the copper film to a substrate of choice relies on a
PMMA-assisted technique. First a layer of PMMA is spun over the graphene as a protective
and supportive layer. The copper film is then removed by chemical etching and the PMMA-
graphene structuremechanically transferred to the substrate. This transfer techniquewill be
expanded upon in Chapter 2 and been demonstrated as a method of transferring large areas
of graphene to a substrate of choice [96][97]. Despite CVDgraphene typically havingmuch
lower mobilities ~4× 103 cm2V−1s−1[93], than exfoliated graphene, typical mobilities
remains high compared to conventional materials. The discrepancy between the mobilities
of CVD and mechanically exfoliated graphene has been demonstrated by Banszerus et al.
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to arise from the transfer technique rather than a limitation of the CVD growth method. A
delicate transfer technique allowedBanszerus et al. tomeasure an extremely highmobility of
3.5× 105 cm2V−1s−1 fromCVDgraphene [98]. The ability to fabricate large areas of high-
quality graphene makes CVD graphene an attractive approach for a range of technological
applications and will be used in this thesis.
1.1.3 Optical Properties of Graphene
Earlier, graphene was introduced as highly transparent material. This section explores the
physics underlying this transparency and related optical phenomena. Optical absorption
occurs as a result of transitions between bands, as shown in Figure (1.3). This diagram
shows doped graphene in which the Fermi level has been shifted away from the Dirac point
compared to Figure (1.2). The linear dispersion of Equation (1.4) is plotted in solid black
lines and the position of the Fermi energy, relative to the the Dirac point, marked by the red
shaded region. A photon with an energy greater than the Fermi energy, ω1 in Figure (1.3),
can be absorbed by promoting an electron from the valence band to the conduction band.
However, a photon with an energy less than the Fermi energy, ω2, cannot be absorbed
by an interband transition due to the lack of an initial electronic state for that electron
to promote. With the graphene incorporated into a FET device, frequency at which this
cut off occurs can be controlled via the Fermi level through the application of an external
voltage. For typical values of doping in a single layer of graphene the Fermi energy sits at
0.1 eV or 232 THz. This Pauli blocking, or cut off frequency, in the absorption spectrum
has been observed byWang et al and Li et al [99] [100].
Experiments into the transmission and absorption properties of graphene also show
for a broad range of optical frequencies, absorption of graphene becomes a constant. The
working laid out by Katsnelson offers an insight into how this phenomena arises [68]. The
power of plane wave, incident on the graphene, derived from the Poynting vector [101] can
be written as,
Winc =
c
4pi
|~E|2, (1.5)
where the electric field of the incident plane wave is given by ~E. Secondly, by using a first
order perturbation theory, the power absorbed by the graphene layer can be written as [68],
Wabs =
e2|~E|2
4h¯
. (1.6)
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Figure 1.3: Schematic of the linear approximation of the band structure
from Equation (1.4), (solid black lines), with allowed optical transitions,
ω1, and blocked transitions, ω2, labelled. Intraband transitions are labelled
as ω3. The Fermi level, shifted from the Dirac point, is shown in blue and
the occupied states shaded in red.
These two expressions can be combined to find an expression for the absorption coefficient
in graphene Ωabs,
Ωabs =
Wabs
Winc
=
pie2
h¯c
= αpi ≈ 2.3%, (1.7)
where α represents the fine structure constant, the dimensionless quantity governing the
strength of the electromagnetic interaction [102]. This rare example, in solid state physics,
of a phenomena exclusively depending on fundamental constants has been simply, but very
effectively, demonstrated by Nair et al [103]. The broad absorption spectrum of graphene
also highlights its potential for photodetection applications [104]. As a result, graphene is
being considered for numerous applications, such as solar-cells, photodetectors, anddisplays,
that aim to exploit the combination of a highly conductive yet transparent single layer [105].
Another attractive feature of graphene-based devices is the degree of tunability that can
be achieved over the Fermi level. A ubiquitous technique for controlling the electrical
properties of semiconducting materials is through the application of an external voltage
using a field effect transistor (FET) geometry [28]. Reducing the scale of the FETdevices has
been the focus of the computing industry. However, traditional silicon based devices face
problems that come with the relentless demand for miniaturisation [106]. Graphene has
been suggested as an attractive solution to the problems associated withminiaturisation due
to its atomic thickness in combination with the efficiency of the doping that can be achieved
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[107][57]. This dynamic control over the Fermi level in graphene has been demonstrated
to perform at very high frequencies, approaching 100 MHz [108]. By combining planar
graphene with metamaterials, impressive modulation depths can be achieved [109][110].
These fast switching speeds combined with low dimensionality, mean graphene could
also be useful for high speed communication devices [111]. Modern communications rely
on the ability to control light, as optical based devices allow for technologies to meet the
ever increasing demand for smaller and faster devices. On the other hand, this presents a
challenge in how to control light.
Moreover, the benefits of the low absolute value of the absorption in Equation (1.7)
creates an experimental challenge of identifying graphene on the substrate. Depositing
graphene onto a silicon substrate, with a 300 nm oxide layer, improves the optical contrast
compared to glass but the optical contrast remains low at ~8% Blake2007With experience,
the optical contrast method can be used to identify regions of monolayer graphene. A
routinely used optical technique for characterising graphene samples is Raman spectroscopy.
This non-destructive and non-contact technique can be used to uniquely identify the
number of layers in few-layer and monolayer graphene samples. A Raman spectrum can
also yield detailed chemical information about a graphene sample, such as the level of strain
and doping [112]. The application of Raman spectroscopy to graphene will be expanded
on in Chapter 2.
Having a mathematical model for how the interaction between an incident electromag-
netic wave and graphene is mediated will give greater understanding as to why graphene
displays these optical phenomena. For other metallic materials, the interaction with electro-
magnetic waves is mediated by the free electrons of the metal being driven by an incident
electromagnetic field, as described by the conductivity of the metal [113]. For graphene,
the conductivity can be found by starting with the the Kubo formalism. This approach
describes an explicit, Fermi level, temperature and frequency dependant conductivity as the
following [114][115][116][117][118],
σg(ω,E, τ
−1, T ) =
−ie2(ω + iτ−1)
pih¯2
[
1
(ω + iτ−1)2
∫ ∞
0
E
(
∂f(E)
∂E
− ∂f(−E)
∂E
)
dE
−
∫ ∞
0
f(−E)− f(E)
(ω + iτ−1)2 − 4ω2 dE
]
,
(1.8)
where f(E) = {exp[(h¯ω − Ef )/kbT ] + 1}−1 is the Fermi-Dirac distribution. The
scattering rate, τ , for this thesis is considered to be dominated by impurity scattering,
τ = µEf/ev
2
f , typically, ~50× 10−15 s−1 [119], where µ is the mobility and vf , the Fermi
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velocity. A derivation of Equation (1.8) from a time dependent Hamiltonian, can be found
in the work of P.A.D. Gonçalves and N.M.R. Peres [120]. Equation (1.8) describes two
distinct contributions to the total conductivity, namely intraband and interband. For clarity
this can be re-written asσg = σintra+σinter. These processes are shown in Figure (1.3) with
σintra arising from transitions within the valence band, ω3, and σinter describing electrons
being excited from the valence band to the condition band, ω1. Evaluating the integral for
the first term in Equation (1.8) gives [121],
σintra =
2ie2T
pih¯(ω + iτ−1)
ln[2 cosh(Ef/2T )]. (1.9)
For typical values of the Fermi level,Ef  kbT [122], so Equation (1.9) asymptotes towards
[123] [124],
σintra =
ie2Ef
pih¯(ω + iτ−1)
. (1.10)
Notably, Equation (1.10) is in the form of a modified Drude expression, which describes
electrons as being free to move in a lattice [125][126]. This modified Drude behaviour was
observed by Horng et al. [127]. Evaluating the second integral in Equation (1.8) with the
same condition on the Fermi level gives,
σinter =
e2
4h¯
[
Θ(h¯ω − 2Ef ) + i
pi
log10
∣∣∣∣ h¯ω − 2Efh¯ω + 2Ef
∣∣∣∣] , (1.11)
where Θ(x) is the Heaviside step function. These two competing contributions to the
total conductivity, σtotal = σintra + σinter, are plotted in Figure (1.4) withEf = 0.3 eV
and τ = 50× 10−15 s−1. Figure (1.4) exhibits three distinct features. Most notable is the
sharp step, which is smoothedwith increasing temperature, at 145 THz, corresponding to a
frequency of twice Fermi level showing the transition between the intraband and interband
contributions to the conductivity [121]. For frequencies below twice the Fermi level the
conductivity is dominated by the intraband contributions given in Equation (1.10). Finally,
for frequencies above twice the Fermi level the interband transitions dominate over the
intraband contribution as these transitions are not Pauli blocked. At these high frequencies,
moving into the optical regime (700 nm) as marked by the shaded region in Figure (1.4),
the conductivity reaches the expected constant value, of 2.3% at optical frequencies [100].
With this expression for the conductivity, the interaction between light and graphene
can be considered. As a comparison to plasmons supported by a metallic nanoparticle,
governed by Equation (1.1), the dispersion relation of plasmon supported by a graphene
layer between two dielectrics is given by,
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Figure 1.4: Conductivity of graphene given by Equation (1.8). withEf =
0.3 eV and τ = 50× 10−15 s−1. At low frequencies, <130 THz, intra-
band contributions dominate, at frequencies >200 THz interband contri-
butions dominate. The onset of the optical frequency regime (700 nm),
where the absorption of graphene becomes constant, is shown as the shaded
blue region.
ωp =
√
e2Ef
pi0h¯
2(1 + 2)
q, (1.12)
where q is the surface plasmon wavevector, 1, 2 are the permittivities of the dielectric
regions surrounding the graphene and n0 is the electronic density of the graphene. While
the plasmon frequency still scales as ωp =
√
q, the linear band structure means the electron
density in graphene is linked to the Fermi energy as, Ef = vf h¯
√
n0pi [68] with vf =
1× 106 ms−1 the Fermi velocity, so the plasmon frequency scales as ωp = n1/40 , in contrast
to metallic plasmons where ωp =
√
ne, see Equation (1.1).
1.1.4 Graphene Plasmons
Even from a brief inspection of Equation (1.12), it can be seen that graphene plasmons
will display interesting physics. Directly, it can be seen that the frequency of a plasmon in
graphene depends on the Fermi level. As discussed in relation to Figure (1.3), the Fermi level
of graphene can be altered post-fabrication with FET devices. This allows the plasmon fre-
quency of graphene to be altered in-situ, which is a stark contrast to metallic plasmons [41].
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The change in frequency response has been demonstrated to be approximately 1.5 times
the resonant FWMH, representing a huge degree of tunability, opening new opportunities
for novel technologies [128].
Hidden in Equation (1.12) is a description of the high field confinement of graphene
plasmons [120]. The field confinement is described by comparing the plasmon wavevector
q to the wavelength of light used to excite it. By inserting an easily accessible Fermi level
of graphene, Ef = 0.2 eV, [129][130] into Equation (1.12), the confinement can be
demonstrated. For this level of doping, the plasmon wavelength is found to be 33 times
smaller than the free space equivalent at 6 THz. This degree of confinement is not only
larger than can be achieved in metallic plasmons but importantly occurs deep into the
infrared frequency regime, where the confinement of metallic plasmons becomes much
worse [131]. As graphene displays plasmons at infrared frequencies it is of great interest
for the wide range of useful technological applications that lie in this frequency range
[132] [133]. For example, a recent, graphene-based light modulator has demonstrated the
combination of low power and small physical footprint that graphene based devices can
offer [134].
The combination of the high field confinement and the sensitivity of the plasmon
frequency to the Fermi level, at infrared frequencies, makes surface plasmons in graphene
suitable for sensing applications. FTIR spectroscopy as a sensing tool makes use of the
unique fingerprint molecules have at infrared frequencies [135] [136]. As FTIR spec-
troscopy is a well established technique, the ability for graphene to integrate well with this
technique is very attractive. A recent demonstration using FTIR spectroscopy has shown
that an un-optimised graphene based biosensor can achieve femtomole sensitivity; this
sensitivity is comparable to that achievable in mass spectrometry without the required ex-
pensive equipment [137][138][139]. Graphene plasmons have been experimentally used by
Rodrigo et al. to extend the effectiveness of FTIR spectroscopy by improving the sensitivity
of the measurement [140] and by Li et al. demonstrate how graphene plasmons can be
used as a label-free and molecule-specific detection tool [141].
However, as discussed in relation to Equation (1.12), the wavevector of graphene plas-
mons is much greater than that of the free space light. Whilst this larger wavevector has the
enormous benefit of surface plasmons in graphene having greatly enhanced fields, provid-
ing the required momentum to the incident light presents a serious challenge for exciting
graphene plasmons. One method for providing the required momentum to the incident
light is by using the enhanced near fields created from a very sharp tip, allowing graphene
plasmons to be imaged spatially [142][143]. From these spatial images, the distance over
which plasmons can propagate over can be measured. The propagation distance is a useful
parameter for quantifying fundamental properties, such as losses, and in determining the
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practical use for graphene plasmons. In both the experiments of Fei et al. and Chen et
al. this propagation distance was measured to be several times the plasmon wavelengths
[143]. The observation of graphene plasmons displaying a long propagation length sug-
gests that surface plasmons in graphene suffer from low losses when compared to metallic
plasmons [131][144][145]. These low losses, when combined with the observed large field
enhancement, provide a potential avenue for investigating single photon optics [146][147].
Anothermethod for exciting surface plasmons is through directly patterning a graphene
sheet. Ju et al. showed how an array of graphene ribbons can support graphene plasmons
[148]. This experiment also demonstrated that the resulting plasmon resonance occurs
across a broad range of terahertz frequencies and at room temperature, which is promising
for technological applications [148]. Following the demonstration of ribbons supporting
plasmons, a large range of other pattern geometries, such as disks [149][150][151], anti-
dots [152][153] and patches [154] [155] have been investigated. These were investigated
theoretically with the aim of increasing the absorption properties of surface plasmons. Both
ribbons and disk geometries have been modelled to exhibit perfect absorption [156] [150].
Being atomically thin, graphene offers an avenue for achieving unique spatial patterns
in the surface properties of a material. This patterning is of interest to the field of trans-
formation optics. The low losses of plasmons in graphene offers unique possibilities for
wave guiding, greatly enhancing current performance, reducing the thickness of material
required [157] and allowing new cloaking applications [158]. Additionally, the use of care-
fully designed back-gates allows the Fermi level in graphene to be actively controlled with
high spatial resolution [159]. Vakil and Engheta suggested a route for creating traditional
optical devices, such as lenses, in an atomically thin layer [160]. Additionally, Wu and
Gao suggest how these advanced surfaces might be fabricated [161]. The dynamic control
over the electric properties of graphene has immediate applications for creating switchable
devices [162]. The results of designing a spatial variation in the properties of graphene to
modify the plasmonic response of graphene will be presented in Chapter 3.
1.2 Nonlinear Response of Graphene
For the previously discussed physics, the polarisation induced by an electric field is suffi-
ciently described as being linearly proportional to the applied electric field. As might be
expected, this linear relationship is only an approximation. The field of nonlinear physics
has a long history, the early part echoing that of graphene, with early progress being limited
by the fabrication techniques required [163][164]. Presently, nonlinear physics under-
pins many technologies. Examples include the Kerr effect and the resulting self focusing
behaviour of light with in these nonlinear materials, enabling the creation of ultrashort
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laser pulses [165][166][167]. Another important effect is the change in birefringence, due
to an applied electric field, known as the Pockels effect which is vital for laser technology
[164]. This thesis will focus on the nonlinear generation of optical frequencies in graphene.
The invention of pulsed laser sources allowed intense electric fields to be created with the
magnitude of the electric field in these pulses is of the order of 1× 107 Vm−1. With these
large electric fields, the linear relationship between the polarisability and the electric field can
be investigated. Following the ground breaking observation of second harmonic generation
by Franken et al., a more complete description of the polarisation was required [168]. To
explain the observation of a second feature with half the wavelength of the incident pulses
requires a nonlinear description of interaction between the incident light and the material.
The nonlinearity is introduced by extending the definition of the induced polarisation with
a power series expansion,
P (t) = 0(χ
(1)E(t) + χ(2)E(t)2 + χ(3)E(t)3 + ...), (1.13)
where χ(2) and χ(3) describe the second and third order susceptibilities of the material. For
typical glass-likematerialsχ(2)≈1× 10−12 (mV−1) andχ(3)≈1× 10−20 (mV−1)2 [169].
Treating these nonlinear susceptibilities as constants, as in Equation (1.13), is a simplification,
as this ignores the full vector nature and frequency of the multiple incident electric fields
involved in different nonlinear processes just as is the case for the linear susceptibility [28].
For a full description, χ(2) and χ(3)should be treated as tensors [170]. Due to the fixed
geometry used in this thesis, these nonlinear susceptibilities will be treated as constants.
However these constant susceptibilities are still very useful and help to classify the “order”
of a nonlinear processes and describes the number of photons involved in the process. More
complex examples exist where the frequencies produced, act as new source frequencies for
subsequent nonlinear processes [171][172]. As an introduction it is helpful to introduce
common examples of second order processes, involving two photons, and a third order
process, involving three, are shown in Figure (1.5). Second harmonic generation (SHG),
Figure (1.5a), involves two incident photons which combine to generate a new photon at
twice the input frequency [164]. As mentioned earlier, second harmonic generation has
applications in microscopy, for background free measurements and has been demonstrated
as a technique for imaging live cells [173][174].
Sum frequency generation (SFG), Figure (1.5b), is a very similar effect where two
photons with unequal frequencies combine to create a photon with the frequency equal to
the sum of the incident frequencies. A mathematical description for these second order
nonlinear processes, known as the coupled-wave equation can be developed fromMaxwell’s
equations as outlined by Boyd [169]. The second order process depicted in Figure (1.5c)
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is subtly different to SHG and SFG in that the generated frequency, ω1 is lower than the
input frequency. This process involves a source, or pump, driving the creation of a new
beam, or signal, via a third, or idler, frequency and is also known as optical parametric
amplification (OPA). This process allows a laser output to be tuned over a large range of
optical and infrared wavelengths [175]. Figure (1.5d) shows the simplest third order effect
and illustrates the origin of nonlinear frequency generation, where the generated frequency
is three times the input frequency. It is easy to see that variations on SFG and DFG can
occur as third order processes with the addition of an extra photon and can result in a
great deal more complexity. The quantummechanical models of nonlinear processes are
complicated, so the current frontier is concerned with extending these models to find a
more fundamental description and attempting to investigate extreme length scales with
the associated large nonlinearity [176][177]. It is important to note that the efficiency of
these nonlinear processes is highly dependent on the phase matching between the incident
and generated frequencies through the nonlinear material. A perfectly phase-matched
conditions, can bring enormous an increase in the efficiency of the nonlinear process [178].
With this context, investigating the nonlinear properties of an atomically thin layer of
graphene seems like an odd choice.
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Figure 1.5: A Jablonski diagram of nonlinear processes. a) Second harmonic generation (SHG). Two
photons of equal frequency (green arrow) ω combine to create a new photon of 2ω (blue arrow). b)
Sum frequency generation (SFG). Two photons of unequal frequency ω1 and ω2 (green and blue arrow
respectively) combined to create a photon with frequency ω3 = ω1 + ω2. c) Difference frequency
generation (DFG). A photon with frequency ω3 combines with ω2 to create a new photon ω1 so that
ω1 = ω3 − ω2. d) Third harmonic generation (THG) as a third order version of SHG from a), taking
three photons of equal frequency to create a fourth photon of 3ω.
While the invention of the laser has made investigations into nonlinear wave-mixing
physics much easier, studies have focused on materials which display an intrinsically large
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value of χ(3). When introducing the optical absorption of graphene, the focus was on the
striking, frequency-independent, behaviour of absorption of piα ≈ 2.3%. Initially this
might suggest that graphene interacts weakly with electromagnetic radiation and that the
χ(3) of graphene is also small. However, considering this interaction is mediated by a single
atomic layer, graphene was predicted to have a surprisingly large χ(3)[179] [180], as was
subsequently observed experimentally [181]. To date there have been several experiments
and theoretical investigations into the various nonlinear processes in graphene, from two
photon absorption [182] to difference frequency generation [183].
These nonlinear wave-mixing processes are known as parametric as they exploit transi-
tions to virtual energy levels. Conversely, processes which use real energy levels are known
as nonparametric [169]. An important nonparametric effect is saturable absorption, where
the absorption of a material is decreases with increasing laser intensity. Saturable absorption
underpins passive mode-locking technology used for generating ultrashort laser pulses, as
an improvement compared to active mode-locking [184][185]. Constructing a laser cavity
from a saturable absorber reinforces pulse propagation through the cavity by providing
minimum losses for the peak intensity in the cavity. Additionally the saturable absorber
acts to shorten the leading edge of the pulse every round trip of the cavity. One promising
technological application for graphene is as a saturable absorbing material for ultrashort
pulse generation. The linear band structure, shown in Figure (1.2), means that graphene e-h
pairs can be resonantly excited for a broad range of wavelengths, in contrast to traditional
semiconductor saturable absorber mirrors (SESAMs) [186]. Graphene has been success-
fully incorporated into laser designs with technologically relevant output wavelengths,
~1.5µm and ~400 fs pulse durations [187][188][189]. Further studies have shown that a
graphene-based saturable absorber can be incorporated to produce ultrafast pulses with a
continuously tunable output wavelength in the range of 1570 nm to 1600 nm [190].
However, this thesis focuses on third harmonic generation. Mikhailov predicted that
the third order susceptibility, χ(3), of graphene is large, especially in comparison to di-
electric materials [191][192]. The strength of the nonlinear interaction arises from the
current that a uniform electric field, E¯(t) = E0 cos(ωt) generates from the motion of the
electrons in graphene. The linear energy spectrum, as shown in Figure (1.2b), means the
current generated will contain surprisingly large higher-order harmonics, to account for the
motion of electrons whose velocities can instantaneously switch from +1× 106 ms−1 to
−1× 106 ms−1. This considerable acceleration leads to the emission of electromagnetic
radiation at these higher-order harmonic frequencies [180]. Meanwhile, third harmonic
generation in graphene has been experimentally investigated in mechanically exfoliated
graphene flakes by Kumar et al. [193] and studied theoretically by Zhang et al, with a
quantum-dynamical theory [194] and Cheng et al. with a perturbative calculation [195].
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Whilst these studies report a comparatively large value of χ(3) in graphene, the abso-
lute energy conversion is limited by the atomically thin nature of graphene. Therefore,
methods for enhancing the nonlinear effects are desirable. One such approach to enhance
these nonlinear interactions in graphene is to utilise a planar cavity [196]. To exploit this,
Savostianova andMikhailov theoretically proposed a layered structure, consisting of a gra-
phene layer combined with a dielectric on top of a gold film. Compared to utilising surface
plasmons, a previously demonstrated method of enhancing nonlinearity [197], a layered
structure removes the precise requirements on the frequency and wavevector required for
coupling incident photons to surface plasmons. Such a planar cavity is predicted to enhance
the third harmonic generation from graphene by up to two orders of magnitude [196].
Measurements from such a planar cavity is presented in Chapter 4.
1.3 Photoluminescence
The interaction between light and a material can reveal intricate properties without the
intense electric fields used to access the nonlinear behaviour. Photoluminescence describes
the phenomena of a material absorbing a light and emitting light of a different wavelength
and was first observed in 1565 [198]. Fluorescence occurs when an incident photon with
energy greater than the first excited electronic state is absorbed by a fluorescent molecule.
The absorption of this photon promotes the fluorescentmolecule from the ground state, S0,
to a higher, unstable electronic level S1. The molecule rapidly loses energy non-radiatively
through these vibrational energy levels [199]. The unstable state of S1 decays back to the
ground state S0, by emitting a lower energy photon [200]. The time scale for the fluorescent
molecule to decay from the excited energy level back to the ground state is known as the
fluorescence lifetime and is typically on the order of nanoseconds [201]. The difference
in energy between the incident and emitted light is known as the “Stokes shift” and has
useful practical applications. The shift to longer wavelengths of the emitted light, relative
to the incident wavelength, allows for effective filtering of the incident beam. This filtering
allows fluorescence measurements to be performed virtually free from background noise
[202]. With suitable filtering equipment, the ratio between wanted and unwanted light
collected from the sample can approach 1:105 [200][203]. In addition to the background
free measurements, the surface chemistry of fluorescent molecules makes them particularly
suited to biological experiments as they exclusively bind to very specific proteins [204][205].
As a result, fluorescence microscopy has become a universal imaging tool that is central
to modern biomedical research [5]. Fluorescence microscopy has been improved in many
ways; from a technological perspective [206][207] and via the use of multiple, nonlinear
excitations, [208][209] [210][211] and sophisticated post-processing [1][209].
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Figure 1.6: An example emission spectrum from a single graphene layer
from a 7 ps pulse, with a central wavelength of 820 nm (marked with a
black arrow). Note the broad spectrum across which the luminescence is
displayed and the significant contribution for wavelengths shorter than the
excitation wavelength. The dip between 800 nm and 900 nm is a result
of filtering the incident beam. The rapid oscillations are attributed to an
artifact arising from multiple reflections within the experiment. Image
adapted from the experiments of Stöher et al. [212].
In addition to specific fluorescent molecules, some semi-conducting materials also
display fluorescent behaviour, e.g. gallium arsenide (GaAs) [213]. GaAs is a direct bandgap
material resulting in efficient luminescence [128]. The compatibility of GaAs with silicon
based devices and the control over the optical properties that can be achieved with doping,
make GaAs an interesting material [214][215][216]. To generate luminescence, light with
energy larger than the bandgap energy is used to excite electron-hole (e-h) pairs. The
excited carriers scatter, creating a thermal distribution of carriers [213]. These e-h pairs then
spontaneously recombine to emit light. Since the emitted luminescence is tied to the charge
carrier dynamics in a material, detailed information about the material such as the band
structure, the nature of defects and fundamental properties of electron dynamics can be
extracted from photoluminescence measurements.
Despite the lack of a bandgap, graphene does have unique luminescent properties
which can be revealed by using ultrafast laser pulses. In other semiconducting materials,
luminescence arises from the light emitted from excited carriers as they recombine across
the bandgap between the conduction band and valence band [217]. As graphene lacks a
bandgap, the mechanism for emitting light is not immediately available, so luminescence
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from graphene is not expected. However, ultrafast pulses can cause graphene to emit
luminescence over a spectrally broad range of frequencies [218]. The broad spectrum
obtained frommeasurements of Stöhr et al. using a 7 ps pulse is shown in Figure (1.6). Stöhr
et al. used a 7 ps pulse with a central wavelength of 820 nm to excite a layer of graphene and
the resulting light was directed onto a CCD spectrometer to record the emitted spectrum.
Significantly, the emitted luminescence spectrum contains a sizable contribution from
wavelengths higher in energy than the excitation wavelength, i.e. wavelengths between
550 nm and 750 nm on Figure (1.6). Additionally, no change in the spectral shape of
the luminescence was observed for a range of incident pulse energies. This observation
demonstrates that the observed luminescence is a not a result of black-body emission [212].
The luminescence arises instead from fundamental charge scattering mechanisms within
the graphene layer, allowing these to be studied. As shown in Figure (1.7), upon ultrafast
excitation, h¯ω1, a large number of e-h pairs are created. Through e-e scattering these rapidly,
~10 fs, form a thermal distribution, (red shaded region) [219][220]. This broad distribution
of e-h pairs recombine to create the observed luminescence over a wide spectrum, from h¯ω2
to h¯ω3.
While measurements using femtosecond pulses show similar spectral behaviour to the
luminescence emitted from the picosecond pulses described, the quantitative behaviour
is different due to the shorter timescale [221]. These timescales can be accessed with a
two-pulse, pump-probe measurement to resolve the early dynamics. The results of Brida et
al. show that carrier dynamics in graphene occur on an extremely short timescale, electron-
electron scattering occurring at ~10 fs before electron-phonon scattering on ~100 fs before
e-h recombination occurs, emitting the broad band fluorescence[222].
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Figure 1.7: Origin of ultrafast photoluminescence from the linear band
structure of graphene. Ultrafast excitation, h¯ω1, excites e-h hole pairs.
These rapidly scatter to form a thermal distribution. Upon recombina-
tion the luminescence is emitted across a broad spectral range from h¯ω2 to
h¯ω3
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The luminescence emitted from graphene contrasts with traditional fluorescence mi-
croscopy, which relies on exciting a fluorescent molecule with an incident beam. Studies
into controlling luminescence behaviour began with Purcell who manipulated the rate
of emission of excited dipoles [223]. This experiment suggested that the decay rate of an
excited dipole was not a fundamental property of the molecule. This claim is supported by
the theoretical work of Kleppner, who proposed large modifications in the rate of emission
of an excited molecule are possible [224]. Experimentally, a carefully prepared cavity was
shown to influence the transition rate of excited sodium atoms [225].
In addition to radiative decay, an excited molecule, or donor, can also decay non-
radiatively by coupling with an acceptor state. This donor-acceptor pair is commonly
between two fluorescent molecules but has also been observed between metallic nanoparti-
cles [226] [227]. Andrew and Barnes experimentally demonstrated control of this Förster
energy transfer by incorporating optical dyes into a tunable cavity [228]. Whilst non-
radiative decay might not be desirable for confocal imaging, this quenching behaviour
of the radiative decay is very sensitive to the distance between the excited molecule and
the acceptor. This extreme distance sensitivity means that the quenching of fluorescent
molecules has the potential to be used a distance sensing tool.
The system of a molecule, described as a dipole, in close proximity to a metal surface
has been heavily studied in the context of surface enhanced Raman spectroscopy (SERS)
[229] [230] [231] [232] and reviewed in detail by Metiu [233]. This model starts by
considering the electromagnetic fields incident on a molecule, to calculate the resulting
polarisation and the emitted field. Bringing a surface close to a molecule can result in a
variety of effects, from acting as a mirror for the emitted electromagnetic fields, or in the
case of metals, coupling to electron-hole pairs, which quenches the luminescence emitted
from the molecule [5]. The specific case of a molecule near to a layer of graphene was
studied analytically by Gómez-Santos and Stauber who aimed to elucidate the mechanism
that allows an atomically-thin layer to be able to produce a significant quenching effect
observed in several fluorescence experiments [23] [234] [235]. The dependence of the
quenching effect on the separation, d, from the graphene layer that Gómez-Santos and
Stauber theoretically derive is γquench ∝ (λ/d)4 and is valid for unusually small separations.
At these small separations the quenching effect becomes very large which supports the
experimental observations [236]. Importantly, the dependence of the quenching effect
on the distance between the layer of graphene and the excited molecule, d, was observed
to scale as d−4. This new scaling behaviour was demonstrated by Gaudreau et al. with
graphene [237] [238] [239][240][241]. This dependence of the quenching effect on the
distance between the graphene layer and the excited molecule allowed Reserbat-Plantey et
al. to perform sensitive nanoscale distance measurements, with interesting potential for
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single photon experiments [242]. The quenching effect of graphene on the fluorescence
was then measured for impressively large distances, up to 30 nm, by Gonçalves et al. [243].
Additionally, stacking of monolayer graphene, into multilayer graphene, allows for further
control over the quenching properties of graphene. Increasing the number of layers in a
multilayer stack was shown to increase the quenching effect, as each layer adds additional
decay channels for the excited molecule [244].
The fluorescence quenching of graphene can also be modified though applying a suf-
ficiently large Fermi level [245]. As introduced with Figure (1.3), the Fermi level can be
changed post fabrication, providing a method of control over the electrical properties of
graphene [107][57]. The large changes in Fermi level that are possible in graphene, for
example with ionic top gates [246], allow for an interesting combination with fluorescent
molecules. For sufficiently large Fermi levels, equivalent to the photon emission of a fluo-
rescent molecule in the visible frequency range, i.e. |Ef |> h¯ω [247], there is a decrease in
the quenching effect of graphene. By moving the Fermi level away from the Dirac point,
where the cones touch in Figure (1.2b), the electronic states which the fluorescent molecule
decays through are blocked, reducing the quenching. This gate-voltage tunable quenching
effect has been observed by Lee et al. [247]. While Lee et al. compare the the gate-voltage
behaviour of two different fluorescent molecules, Tielrooij et al. chose a molecule with a
much lower excitation energy [245]. The energy of emission coupled with the large shifts
in Fermi level gives access to a regime in which the Fermi level is above the frequency of
emission, allowing the excitation of surface plasmons. In contrast, Chapter 5 explores an
alternate method for controlling fluorescence with a layer of graphene, by correlating spatial
variations in intrinsic strain with the variation in the fluorescence profile.
This chapter has dealt with the basics of the honey-comb arrangement of carbon atoms
in graphene and how this leads a linear band structure. This linear band structure is the
origin of many interesting light-matter interactions, such as the ability for graphene to
support infrared plasmons, strongly nonlinear behaviour and unique photoluminescence
properties. The next chapter will discuss the techniques used to investigate these phenom-
ena, from computational modelling through to experimental techniques and the required
device fabrication.
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2.1 Modelling
The nanostructuring of graphene required to excite plasmons, is technologically challeng-
ing. This means that the desired parameters must first be carefully designed. Numerical
modelling approaches provide a useful tool for optimising this complicated fabrication
procedure. In this thesis, two modelling techniques are presented: a semi-analytical modal-
matching technique and a finite difference time domain (FDTD) method. Compared
to FDTD, the speed of the modal-matching technique aids the investigation into a wide
range of parameters. Despite the computational cost, the FDTDmodel directly allows an
investigation into the nonlinear properties of graphene. The flexibility of FDTDmodel
also allows for an easy investigation into arbitrary geometries.
2.1.1 Modal MatchingModel
The system of interest is one of a continuous layer of graphene with an array of alternating
regions of conductivity with sharply defined regions, as shown as in Figure (2.1b). In order
to analyse this system, a full-wave modal-matching model is developed. Key components of
this model are the form of the conductivity, Equation (2.8), and how the transmission is
calculated, Equation (2.34). Starting withMaxwell’s equations,
~∇× ~E = −∂
~B
∂t
, (2.1)
~∇× ~B = µ0Jf + 1
c2
∂~E
∂t
, (2.2)
and the allowed transverse magnetic (TM) surface mode which is given by ~E = (Ex,0, Ez)
and ~B = (0, By, 0) with a time dependence of e−iωt, the electric and magnetic fields
become,
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Figure 2.1: A schematic of graphene sheets with a periodically modulated
conductivity with a period of G and a width of w. a) Conductivity profile
described with a single Fourier term. b) Conductivity profile with many
Fourier terms. Region 1 is above the graphene layer and region 2 is below
the graphene layer.
∂zE
(η)
x − ∂xE(η)z = iωB(η)y , (2.3)
∂yB
(η)
z − ∂zB(η)y =
−iω
c2
(η)E
(η)
x , (2.4)
∂xB
(η)
y − ∂yB(η)x =
−iω
c2
(η)E
(η)
z , (2.5)
with the value of η = 1, 2 depending on the region considered, as shown in Figure (2.1).
The in-plane wave vector is defined as,
q(η)n =
√
ω2
ν2(η)
− (k0 sin θ − nG)2. (2.6)
where νη =
√
1/(µ0η) and the free space wave vector is, k20 = ω21/c2 or q
(η)
0 ≡
k0 cos θ and G is the period of the graphene ribbons as shown in Figure (2.1). With this
description of the fields in place, thematerial properties of the graphene are now considered.
Since the range of frequencies considered is below the interband absorption threshold, the
conductivity of graphene can be modelled using the intraband expression,
σg =
e2Ef
pih¯
i
(ω + iτ−1)
, (2.7)
where the scattering rate, τ , is assumed to be determined by impurity scattering, so that τ =
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µEf/e v
2
f [248], whereEf is the Fermi level and vf is the Fermi velocity = 1× 106 ms−1.
The mobility, µ, is set to 1000 cm2V−1s−1, which is typical of chemical vapour deposition
(CVD) graphene [122]. In order to describe a conductivity profile of a periodically alternat-
ing array of high and low conductivity regions as shown in Figure (2.1) the conductivity is
described as σ(z) = s(z)σg, where σg is the intraband expression Equation (2.7). A central
part of the modal-matching model is the full form of the spatial profile used to describe the
periodic regions in the conductivity, of a graphene layer lying in the zy-plane, is given by a
rectangular wave,
s(z) =
∑
n
A0
[
w
G
+
1
npi
sin
(
2pinw
G
)
cos
(
2npi
G
z
)
+
1
npi
(
1− cos
(
2pinw
G
))
sin
(
2npi
G
z
)]
.
(2.8)
represented using a Fourier sum to n, where G, is given byG = 2pi/w, and w, is the fraction
of the high conductivity region as shown in Figure (2.1b). A0 is the difference between
the high and low conductivity region, and z is the in-plane spatial dimension. Figure (2.2)
shows the difference in the conductivity profiles of Figure (2.1a, b) more explicitly, with the
red shaded region denoting the low conductivity region and the blue shaded region the high
conductivity region. A low number of Fourier terms describes a conductivity profile with a
soft edge between the high and low conductivity areas and increasing the number of Fourier
terms sharpens this edge. Including an increasing number of Fourier terms and including
more than 10 yielded a negligible effect on the results of Chapter 3. In practice, a modulated
conductivity, such as in Figure (2.1b), could be achieved using a patterned gate [128] or
functionalization [249], both utilising the distinctive dependence of the conductivity of
graphene on the Fermi level. One route for fabricating such a device could be through
combining electron-beam lithography and an ion gel to create the required spatially-varying
top-gated structure. Consequently, realistic parameters are chosen for a system constructed
using ion gel top gates [246]. The relative permittivity, (η), of a calcium fluoride substrate,
region 1, and an ion gel top gate, region 2, are both taken to be 1.96 [250][251].
With the conductivity model for graphene established, the fields above and below the
graphene layer need to be defined. Starting in the region above the graphene layer, η = 1,
the fields take the form,
B(1)y = bie
izk0 sin θeixk0 cos θ +
∑
n
A(1)n,yei(k0 sin θ−nG)ze−iq
(1)
n x, (2.9)
E(1)x = Qi,xeizk0 sin θeixk0 cos θ +
∑
n
Qn,xei(k0 sin θ−nG)ze−iq
(1)
n x, (2.10)
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Figure 2.2: Aplot of the spatial conductivity,σg , profile given by Equation
(2.8) with increasing number of Fourier terms, where σ0 = (e2/4h¯). For a
profile with one Fourier term (red line) has softly defined edges between
the high and low regions, this is schematically represented in Figure (2.1a).
Adding further Fourier terms, (7, blue line and 10 green line) sharpens the
edge of the high and low conductivity regions as shown in Figure (2.1b).
Adding further Fourier terms has a negligible effect on the results.
E(1)z = Qi,zeizk0 sin θeixk0 cos θ +
∑
n
Qn,zei(k0 sin θ−nG)ze−iq
(1)
n x. (2.11)
For the region below the graphene layer, η = 2, the fields take the form,
B(2)y =
∑
n
Cn,ye
i(k0 sin θ−nG)zeiq
(2)
n x, (2.12)
E(2)x =
∑
n
Fn,xe
i(k0 sin θ−nG)zeiq
(2)
n x, (2.13)
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E(2)z =
∑
n
Pn,zei(k0 sin θ−nG)zeiq
(2)
n x, (2.14)
Applying the form of a TMmode Equations (2.3, 2.4, 2.5), on the incident field, Equations
(2.9, 2.10, 2.11), (i.e. x<0 and n=0), reduce to,
Qi,x sin θ −Qi,zk0 cos θ = ωbi, (2.15)
bi =
ω1
k0c2 sin θ
Qi,x, (2.16)
bi = − ω1
k0c2 cos θ
Qi,z. (2.17)
Equating Equation (2.16), with Equation (2.17) the unknown coefficient bi can be removed
to give,
Qi,x = − sin θ
cos θ
Qi,z. (2.18)
Now consider the reflected, scattered field, (i.e. x <0, n6=0), Equations (2.12, 2.13, 2.14)
become,
k0 sin θQn,x − q(1)n Qn,z = ω a(1)n,y, (2.19)
k0 sin θa
(1)
n,y =
ω1
c2
Qn,x, (2.20)
A(1)n,y =
ω1Qn,z
c2q
(1)
n
. (2.21)
Equate Equation (2.20) and Equation (2.21) to eliminate the unknown coefficient An
which results in,
− k0 sin θ
q
(1)
n
Qn,z = Qn,x. (2.22)
Now a similar procedure is applied to the region above the graphene layer, η = 2, i.e. the
fields described by Equations (2.12, 2.13, 2.14) become,
(k0 sin θ − nG)(Fn,x)− q(2)n Pn,z = ωCn,y, (2.23)
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(k0 sin θ − nG)c2
ω2
Cn,y = Fn,x. (2.24)
Equating Equation (2.23) and Equation (2.24) removes another unknown coefficient to
become,
Cn,y = −ωc
−22
q
(2)
n
Pn,z. (2.25)
2.1.2 Boundary Conditions at the Graphene Layer
In order to solve these equations with all the unknown Fourier coefficients, extra informa-
tion is required. This information comes from considering the boundary conditions of
the electromagnetic fields at the graphene layer. First, the electric field must be continuous
across the graphene layer, the following boundary condition can be imposed,
E(1)z = E
(2)
z . (2.26)
Explicitly, this is equated as,
Qi,zeizk0 sin θeixk0 cos θ +
∑
n
Qn,zei(k0 sin θ−nG)ze−iq
(1)
n x
=
∑
n
Pn,zei(k0 sin θ−nG)zeiq
(2)
n x.
(2.27)
Equation (2.27) has two important conditions to consider, normal incidence, n = 0, when
E0,z = P0,z − Ei,z , and the remaining terms with, n 6= 0, whereEn,z = Pn,z . A second
boundary condition arises from considering the continuity of electric charge in the graphene
layer,
B(1)y −B(2)y = −µ0σ(1)E(2)z , (2.28)
which becomes,
bi +
∑
n
(a(1)n,y − (Cn,y +Dn,y))e−inGz = −µ0
∑
p,n
σ
(1)
n−p(Pp,z + Jp,z)e−inGz, (2.29)
where the conductivity as defined in Equation (2.7), has been expressed as a Fourier series
with p=−∞ to∞ and the Fourier series for the electric field n=−∞ to∞. Using Equation
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(2.17) for bi, and Equation (2.21) forA(1)0,y, combined with Equation (2.25) and Equation
(2.27) a continuity equation can be produced, for n = 0,
ω1
q
(1)
0
P0,z + ω2
q
(2)
0
P0,z + 1
0
∑
p
σ−pPp,z = 2ω1
k0 cos θ
Qi,z. (2.30)
For n 6= 0 the continuity equation becomes,
ω1
q
(1)
n
Pn,z + ω2
q
(2)
n
Pn,z + 1
0
∑
p
σn−pPp,z = 0, (2.31)
The continuity equations, Equation (2.30) and Equation (2.31), can be recast into a matrix
form in order to solve them, for the terms, n = −1, 0, 1. These become, Φ−1 −γ 0γ Φ0 −γ
0 γ Φ1

 P−1P0
P1
 =
 02ω1k0 cos θQi,z
0
 , (2.32)
where the symbols have the following meaning,
γ =
i4σgη
2pi
, Φn =
(
ω1
q
(1)
n
− ω2
q
(2)
n
+
σg
0
)
. (2.33)
Since Equation (2.32) is in the formofAx=b, it can be evaluated through standard numerical
routines found inMATLAB [252]. Finally, once the unknown Fourier coefficients have
been found, they can be used in Equations (2.3, 2.4, 2.5) for a full description of the fields
surrounding the graphene. Importantly for experimental studies, these fields allow the
transmission through the structure to be calculated as,
T =
∣∣∣∣ P0Qi,z
∣∣∣∣2(12
) 1
2
. (2.34)
This description for the fields and the transmission allows the modal-matching model to be
used to investigate the plasmonic behaviour of a single layer of graphene with alternating
regions of high and low conductivity. The results of this investigation are presented in
Chapter 3.
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2.1.3 Finite Difference Time DomainModelling
Awell established tool for solving electromagnetic problems is finite difference time domain
modelling (FDTD). The FDTDmethod is a computational approach of solving Maxwell’s
equations. In this thesis, the FDTD simulations are performed by commercial solver,
“Lumerical FDTD Solutions”, which adapts the method developed by Taflove [253] [254].
Initially, the FDTDmethod discretizes a region of interest into finite volumes, known as
Yee cells, after their creator, as shown in Figure (2.3)[255]. The carefully offset components
of the electric and magnetic field in each Yee cell are inserted into the differential form of
Maxwell’s equations and solved using a finite difference approach [256]. These fields are
then stepped forward in discrete time steps, allowing the electromagnetic fields to propagate
through the meshed region and around the objects of interest, see Figure (2.3) and Figure
(2.4).
By necessity, the extent of the meshed region is finite, raising the problem of how
to treat the edges of the simulation region. An important improvement for the FDTD
method was describing the boundaries of simulation region as “perfectly matched layer”
(PML), as shown schematically at the edge of Figure (2.4) [257]. The PML boundary is
acts a reflectionless absorber for any electromagnetic fields allowing a source to be injected
into a simulation region, interact with a sample of interest, and propagate away. Further
computational advantages come from describing the remaining boundaries as periodic.
These periodic boundaries allow an infinite array of graphene nanoribbons to be simulated
with a 200 nm unit cell.
An important weakness of the FDTDmethod in modelling graphene nanostructures is
the requirement imposed on the mesh size. In order to accurately model a layer of graphene,
mesh cells with a dimension of 0.025 nm are required, perpendicular to the graphene.
While Lumerical’s graded meshing algorithm reduces the total number of mesh cells, as
shown in Figure (2.4), a very large number, ~106, of mesh cells are still required. In order
to keep the calculations stable, the Courant-Fredrichs-Lewy stability condition dictates
that very small time steps are also required so the final simulation is computationally costly
[258].
Despite this computational cost, an advantage of the FDTDmethod is the ease with
which the frequency-dependant properties of a material can be implemented. The material
data detailed by Palik allows realistic frequency behaviour ofmaterials to be simulated [259].
The surface conductivity of a graphene layer is achieved by defining a very thin, but finite
volume in themodel, as shown in Figure (2.4), which is described by a frequency-dependent
permittivity. This permittivity arises from considering how a layer of graphene interacts
with an electromagnetic field [121],
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Figure 2.3: A schematic of a Yee Cell, demonstrating where the various
electric and magnetic components of the fields are evaluated within a single
mesh cell, (solid black lines). The FDTDmodel contains thousands mesh
cells over the region of interest. This image has been adapted from Taflove
and Hagness [254].
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Figure2.4:Aschematic of the FDTDmodel geometry. Themodel consists
of an air box (blue box), bounded by PML ends (green box) with a graded
mesh (grey lines). The graphene (red box) is introduced as a thin cuboid, the
excitation is a pulse of a fixed carrier frequency, modulated with a Gaussian
envelope (red line). The transmission is calculated from a plane 2µm away
from the surface of the graphene (orange box).
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(
∂
∂x
+ k2g + 2kg
2piiσg
bω
δ(x− Λ)
)
Ez = 0, (2.35)
where z is in the plane of the graphene and x is perpendicular to the graphene layer, as
shown in Figure (2.1) and kg is the in-plane wavevector. The thickness of graphene is set
toΛ = 0.34 nm as determined by ellipsometry measurements [260] and b = 2.5 is the
background permittivity [261]. The frequency dependant conductivity conductivity, σg, is
described using the Kubo formula [114] as discussed in Chapter 1. In the long wavelength
limit, kg  1/Λ, Equation (2.35) reduces to an effective bulk permittivity [113],
(ω) = b +
iσg
Λ0ω
. (2.36)
As introduced in Chapter 1, patterning planar graphene into an array of ribbons allows
free space light, polarised perpendicular to the ribbons, to excite a surface plasmon. As
a demonstration of the FDTD model, the behaviour of an array of separated graphene
ribbons, 100 nm wide in a 200 nm period, is investigated. The simulated transmission
spectra through these ribbons at a range of Fermi levels, are shown in Figure (2.5a). The
transmission spectra exhibit two characteristic features of graphene plasmons. First, the
transmission spectra displays a transmission minima. The incident electric field causes the
electrons with the graphene ribbon to oscillate collectively, screening the incident field
leading to the observed transmission minima. Second, increasing the Fermi level of the
graphene increases the frequency that this dip occurs at according to ωp ∝
√
Ef , in
agreement with the results of Gao et al. [248] and is shown on Figure (2.5a). Increasing
the Fermi level from 0.25 eV (red) to 0.4 eV (purple), increases the effective restoring force
of the oscillation, increasing the resonant frequency from ~22 THz to ~28 THz as well as
increasing the depth of the minima.
The nature of the FDTDmethod allows for the electric fields at the resonant frequency
to be extracted directly. As is shown in Figure (2.5b), the electric field, surrounding the
graphene (central black region) is strongly enhanced, relative to the incident electric field,
and rapidly decays away from the graphene surface. Plotting the electric field as a function
of the distance from the surface of graphene, at y = 0 nm, Figure (2.5c) shows the rapid
decay in the electric field enhancement, on the order of 10 nm, characteristic of a plasmon.
2.1.4 FDTDModelling of Third Harmonic Generation from Graphene
An attractive feature of the FDTD method is the capacity to use ultrafast pulses as an
excitation, which is more representative of the ultrafast pulses used in experiment. As
introduced in Chapter 1, the very intense electric fields generated by ultrashort laser pulses,
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Figure 2.5: FDTD calculations for the electric field and
transmission through an array of graphene nanoribbons. a) Plot of trans-
mission through an array of graphene nanoribbons with increasing Fermi
levels, as a function of wavelength and the equivalent energy scale. The plot
shows the characteristic decrease in transmission at the resonant frequency
and the increase in resonant frequency with Fermi level. b) The highly
enhanced electric fields surrounding a graphene ribbon (black region). c)
Exponential decay of the electric field from the edge of graphene ribbon, at
y = 0 as taken from b).
34 Chapter 2. Methods
the linear relationship between the electric field breaks down. To capture the nonlinear
effects, the definition of the polarisation used when updating the electric and magnetic
fields in the graphene layer in the model is extended to,
P (t) = 0(χ
(1)E(t) + χ(3)E(t)3), (2.37)
where χ(3) describes the third order susceptibility of graphene. Note, that the centro-
symmetric symmetry of graphene prevents second order processes from occurring, so
χ(2) = 0 [170].
The FDTDmodel provides a tool for characterising the behaviour of the stacked struc-
ture, proposed by Savostianova andMikhailov to enhance the third harmonic generation
from graphene [196]. Following the samemeshing procedure as for the nanoribbonmodels,
shown in Figure (2.5), the wavelength dependent reflection of the cavity is calculated from
a broadband pulse and by integrating the power derived from the Poynting vector, through
a plane, parallel to the graphene layer. The nature of the FDTDmethod also allows the
fields inside the cavity for different wavelengths to be determined.
For determining the third-order enhancement, the experimental conditions werematch-
ed as close as possible. A pulse of a fixed carrier frequency, modulated with a Gaussian
envelope was applied to the graphene layer. Due to the implementation of the boundary
conditions, the simulations were performed with pulses at normal incidence. This pulse
has a full width half maximum (FWHM) of 100 fs, and a peak electric field amplitude of
2.3× 108 Vm−1 corresponding to an average power of 6.5 mW. The central wavelength
is varied in the range of 1630 nm to 2400 nm. At each input wavelength, the average power
of third harmonic power generated is determined by integrating the power derived from the
Poynting vector across a parallel plane placed 2µm away from the graphene. The results of
the modelling and corresponding experimental results are presented in Chapter 4.
2.2 Sample FabricationMethods
With these analytical tools in place, this section details the methods used to fabricate the
desired sample. The fabrication of the stacked structure, presented in Chapter 4, required
multiple steps; thermal evaporation, sputter coating and finally, wet chemical transfer of
chemical vapour deposition (CVD) graphene. To fabricate the sample required for the
photoluminescence experiments, presented in Chapter 5, optical lithography is combined
with thermal evaporation of aluminium before the wet chemical transfer of a layer of CVD
graphene.
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2.2.1 Lithography and Thermal Evaporation
Awidely used method for creating bespoke patterns in thin films of metal is to combine
lithography with thermal evaporation of metals, which is more commonly used to create
small scale electrical contacts to graphene [262][263][57][245]. The lithography in this
thesis is performed with a positive photoresist, S1813, which is dropcast onto the sample
and spin-coated at 4000 rpm to achieve a layer of ~2µm thick. The sample is then treated
with a prebake stage on a hotplate set to 120° C for 60 seconds, as shown in Figure (2.6a)
[264]. A DurhamMagneto-Optics MicroWriter ML2, using a 405 nm CW laser, exposes
areas of the sample according to an automated pattern. The sample is then placed inMF319,
as a developer, for 17 seconds, dissolving the exposed regions before washing in deionised
water for 60 seconds, in preparation for thermal evaporation as shown in Figure (2.6b).
All thermal evaporation processes presented in this thesis are performed with a HHV
Auto306 thermal evaporator. This system is comprised of a vacuum chamber containing
a sample mount and a selection of metals. Once the sample is inside the chamber and a
pressure of ~1× 10−6 Torr is achieved, a current is passed through the desired metal. The
current heats the metal causing it to evaporate onto the sample in areas defined exposed by
the pattern in the photoresist, as shown in Figure (2.6c). The thickness of the deposited
layer can be controlled with sub nanometre precision, essential for the requirements of the
stacked structure for Chapter 4. Once the desired thickness has been deposited the sample
is removed from the thermal evaporator and placed in warm acetone, at a temperature of
~40° C, to remove the undesired photoresist. Finally the sample is then placed in IPA to
remove residual acetone and blown dry with N2.
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Figure 2.6: Schematic diagram of sample fabrication process showing
photolithography and thermal evaporation. a) Schematic of the sample
at the prebake stage with a 2µm layer of the photoresist, S1813 spun-
coated on top. b) Schematic diagram of the selective optical exposure of
the photoresist in the MicroWriter ML2, with a bird’s eye view of the final
pattern. c) Schematic diagram of thermal evaporation of metal, with metal
being deposited onto the sample exposed regions. d) View of the final
device, with the aluminiummarkers and graphene transfered.
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Figure 2.7: Photograph of gold/glass substrates after SiO2 deposition,
secured down by Kapton tape. The scale bar is 1 cm.
2.2.2 Sputter Coating
The fabrication of the stacked structure, used in Chapter 4 to investigate the nonlinear
properties of graphene requires several steps, guided by FDTDmodelling. The fabrication
of the cavity starts by thermally evaporating a 5 nm layer of chrome onto a glass coverslip to
provide an adhesive layer for thermal evaporation of a 150 nm layer of gold. The samples
are then cleaned in acetone, IPA and water and dried. Before the silicon dioxide deposition,
the sample is exposed to an argon etch of 1 minute at a pressure of 30 mTorr and at 30 W
RF power to remove possible contaminants. A second, 5 nm layer of titanium, adhesion
layer is then sputter-coated at a pressure of 2 mTorr and at 300 W DC power. From initial
attempts the titanium adhesion layer was vital for achieving good adhesion for the sputtered
SiO2. However, the adhesion layer reduces the magnitude of the resonant enhancement of
the cavity, as will be shown in Chapter 4, Figure (4.1). The final step of the fabrication is
sputter-coating, a SiO2 layer from a SiO2 target, with a 2:1 Ar to O2 gas ratio, at 2 mTorr
and at 150 W RF power, using an AJAOrion sputter coater. The sample, secured to the
base of the sputter coater with Kapton tape, after this sputter coating procedure is shown
in Figure (2.7), showing the importance of thorough cleaning with the right hand sample
showing signs of the SiO2 layer not fulling adhering to the substrate. Using ellipsometric
measurements, the thicknesses of the titanium and SiO2 layers were confirmed to be 8 nm
and 309 nm, respectively. A 1 cm2 x 1cm area CVD graphene, sourced from graphene-
-supermarket.com, is then transferred onto the sample using a PMMA assisted transfer
technique.
2.2.3 Wet Chemical Transfer of Graphene
The initial demonstrationof the range of physical phenomenaunique to graphene generated
huge scientific interest. As mentioned in the introduction, fabricating such graphene flake
samples is a laborious process and yields small, ~10µm2, flakes of graphene [57]. The
desire to create larger area graphene devices has driven research intomethods of synthesising
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graphene [265][266]. The two competing factors in producing graphene are the cost of
production and the quality of the graphene produced. CVD-grown graphene produces
reasonable quality, displaying mobilities ~4× 103 cm2V−1s−1 [267] [268], and has been
demonstrated as a method for synthesising graphene over huge areas [93]. The graphene
used in this thesis is CVD-grown graphene and was sourced from graphene-supermarket-
.com. This allows large areas, ~1 cm2 of the substrate to be covered in graphene, allowing
easier integration with optical experiments. The CVDmethod of growing graphene uses a
copper foil as a seed layer, which requires a wet chemical treatment to remove [93] [269]. A
schematic of this wet transfer technique is shown in Figure (2.8). Initially, a ~300 nm layer
of PMMA is spin-coated on top of a layer of graphene to form a protective and supportive
layer, as shown in Figure (2.8a), the underlying graphene layer is removed through plasma
etching. The exposed copper is floated in a solution of 1.3 mg of ammonium persulfate
(APS) in 50 mL of deionised water as a chemical etchant and left overnight as shown in
Figure (2.8b). After this etching process the PMMA-graphene structure is floated in fresh
DI water to remove residual APS. The PMMA-graphene structure is transfered to the
substrate and left to dry in air overnight. Finally, the PMMA layer is removed in acetone
and the sample is washed with IPA and dried with N2.
2.3 Measurement Techniques
2.3.1 Raman Spectroscopy
Characterising and improving the process of synthesising graphene requires a powerful
characterisation tool. One such technique is atomic forcemicroscope (AFM)measurements
which can give detailed information about the number of layers present in a sample but at
a severe time cost [77][270]. A subtle optical contrast effect makes monolayer graphene,
which is deposited on a silicon substratewith a300 nmoxide layer, visible in an conventional
microscopeBlake2007However, this optical contrast technique requires experience tomake
it effective and lacks the ability to extract chemical information about the graphene.
Raman spectroscopy has been used for many years as a noninvasive characterisation
technique for carbon based materials, from graphite, carbon nanotubes [271], and nanodi-
amonds [272], to provide rich information about the sample. Raman spectroscopy uses
laser light, as a source of photons with a well defined energy, to excite lattice vibrations
in a graphene layer. Exciting these lattice vibrations is an inelastic process, which leads
to a characteristic decrease in the energy of the re-emitted photon, known as the Stokes
shift [68]. Note, while an increase in the energy of the re-emitted photons is possible, this
anti-Stokes process is much weaker [213]. The types of modes that graphene can support is
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Figure 2.8: Schematic diagram of the wet chemical graphene transfer
technique. a) Copper foil with graphene grown on both sides. The top side
has a ~300 nm protective PMMA layer spun coated on top, the exposed
underside is removed with reactive ion etching. b) Chemical etching in a
solution of APS and DI water followed by floating the PMMA-graphene
structure in multiple beakers of DI water to remove residual APS. c) CVD
transfer onto the glass slide.
governed by symmetry-based selection rules [273][213] and results in the Raman spectrum
for graphene containing three characteristic peaks.
These characteristic peaks are the D peak, G peak and 2D peak, as shown in Figure (2.9).
All Raman spectra in this thesis were obtained, in air and at ambient temperatures, with a
Horiba Xplora Raman system using a 532 nm excitation laser and a 100x objective lens and
a 2400 l(mm)−1 grating with amovable stage. By recording spectra at multiple positions of
the stage, area maps of a graphene sample could be obtained. The important features in this
spectrum are labelled; theD peak, centred at 1350 cm−1; G peak centred at 1583 cm−1 and
the 2D peak, centred at 2693 cm−1. The G peak arises from a first order process exciting
the LO phonon mode [276]; the motion of the carbon atoms of this LOmode is shown in
the inset Figure (2.9a) [112]. The origin of the 2D peak arises from a peculiarity in the band
structure of graphene which means phonons from the K and K’ points can have exactly
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Figure 2.9: A typical Raman spectrum of CVD grown graphene sample,
deposited on a glass substrate and normalised to the G peak intensity. Peaks
of particular interest have been labelled, (blue line is a Gaussian fit) and
labelled; Dpeak, centred at 1350 cm−1; G peak centred at 1583 cm−1; and
the 2D peak centred at 2693 cm−1. The symmetric shape of the 2D peak
and the ratio of 2.4 in the intensity between the 2D/G peak is indicative of
single layer graphene [274][275].
compensating wavevector and take part in a second order scattering process [276]. The
intensity of this second order scattering process can be commensurate with the intensity
first order process behind the G peak because it is resonant [68]. The D peak arises from
the presence of a defect in the lattice which provides the required wavevector matching
requirements [112]. The motion of the atoms behind the breathing mode of the 2D peak
is shown in the inset Figure (2.9b). Analysis of these characteristic Raman peaks allows
detailed chemical information about a graphene sample to extracted. For example, the
symmetric shape of the 2D peak and a ratio of 2.4 in the intensity between the 2D:G peak
is indicative of single layer graphene [274][275]. The D peak is typically present in CVD
graphene, and the relative peak intensities of the G:D peak gives information about the
density of defects in the sample [277]. As mentioned in Chapter 1, the D peak is usually
absent for the highly crystalline flake samples [77].
Additionally, the positions of the G and 2D peak are both related to the Fermi level
and strain [262], as the photon-electron interaction is mediated by electronic states [278].
Creating strain within a graphene layer changes the interatomic distances between the
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carbon atoms. As can be imagined from the inset Figure (2.9a, b), the changes in the
carbon-carbon bond lengths changes the frequency of the phonon modes and therefore
the Raman spectrum. Compression (tension) causes the Raman modes to stiffen (soften),
increasing (decreasing) the frequency at which they occur [129].
This dual dependence of the G and 2D peak positions on both Fermi level and strain
requires careful analysis to isolate the separate contributions. Before Raman spectra from
graphene samples were taken, the Horiba system was carefully calibrated. The first cali-
bration was to the TO phonon mode in silicon at 520 cm−1. The second calibration was
to the spectrum of paracetamol [279] [280]. As shown in Figure (2.10), the spectrum
of paracetamol has multiple, peaks, which occur at well known frequencies. These peaks
occur across approximately the same frequency range as the graphene spectrum, making it a
suitable calibration sample. Once these calibration measurements were performed Raman
measurements of graphene samples were taken.
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Figure 2.10: Example of a typical Raman measurement of a reference
paracetamol sample, providing a calibration spectra. Note the frequency
range from 1200 cm−1 to 3000 cm−1 is similar to the spectral frequency
range of interest for the graphene measurements.
Fortunately, the changes in the strain and Fermi level cause different changes to the
position of theG and 2Dpeak. These contributions can be separated by performing a vector
decomposition as outlinedbyLee et al. [129]. The vectors used for the vector decomposition
are constructed by comparing the peak positions of unstrained and undoped graphene, as
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shown with the green star in Figure (2.11) [281], with an example experimental position
marked by the red circle, in Figure (2.11). The gradients of the vectors, ∆ω2D/∆ωG, are
shown by the blue and red line in Figure (2.11), and are dependent on the type of strain as
well as the nature of Fermi level shift, either hole or electron doped.
For biaxial strain,∆ω2D/∆ωG has beenmeasured to be in the range of 2.45 to 2.8[282]
[283][284]. For uniaxial strain, the value of ∆ω2D/∆ωG is sensitive to the direction of
the strain relative to the crystal axis of the graphene, i.e. relative to the arm-chair or zig-zag
direction [285]. For sufficiently large strain, ~0.74%, the G peak splits into two distinct
modes, a G+ and G− peak [278]. However, for small strains, the mean of the G+ and G−
behaviour,∆ω2D/∆ωG = 2.2, gives a good agreement to the measurements of Lee et al.
[129] [278]. The change in the G position has been measured to correspond to a linear
change in the percentage strain proportional to,−23.5 cm−1/% [278][286].
The behaviour of the G and 2D peak changes for electron or hole doping. The the
samples used are assumed to be hole-doped since the PMMA assisted transfer process [287]
and atmospheric moisture [288] are known to hole-dope graphene devices. Typical CVD
transferred samples display hole doping [127] [289]. For small Fermi levels,Ef < 1 meV,
the divergent behaviour of the electron density in graphene means the position of the G
peak cannot be uniquely identified within the vector decomposition [290][291][292].
However due to the slight hole-doping from the PMMA transfer technique, this effect
can be ignored. As a result, the vector associated with doping, the red line in Figure (2.11),
is ∆ω2D/∆ωG = 0.7 [129]. From the measurements of Das et al. the G peak position
changes with Fermi level as; 1.02 cm−1 per 1× 1012 cm−2 [262].
2.3.2 Luminescence Measurements
As introduced in Chapter 1, the luminescence intensity emitted from a molecules in close
proximity to a graphene layer is strongly reduced, or quenched, relative to molecules in free
space. The quenching effect can be used for microscopy applications to investigate small
length scales from the fluorescent molecule and for complicated combinations of multiple
fluorescent emitters [293]. For graphene, this quenching effect has been shown by Guo et
al. to be proportional to defect density of graphene samples [294]. By systematically plasma
ashing the sample and characterising the sample with Raman spectroscopy measurements
Guo et al. demonstrated a significant reduction in the quenching factor with increasing de-
fect density. The results of a similarmethod are presented inChapter 5; where a spatial strain
profile is investigated by combining Raman spectroscopy and luminescence measurements.
By exploiting the interaction between CVD graphene and luminescent molecules the strain
profile can be mapped over large areas. The fabrication of the required sample starts with a
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Figure 2.11: A plot of the vector contributions to an example position of
the G peak and 2D peak, (red circle), relative to unstrained and undoped
graphene (green star), (1581 cm−1, 2670 cm−1) [281]. This plot has been
adapted from [129]. The red vector showing the contribution from changes
in Fermi level, the blue vector showing the contribution from strain induced
tension. The black lines are a guide to the eye to indicate the contributions
from strain (dashed) and doping (solid) to an experimental position (red
circle).
glass coverslip, ~140µm thick, as an optically transparent support substrate. Following the
fabrication procedure outlined be earlier in this chapter, 30 nm tall aluminiummarkers,
are deposited onto the glass substrate to provide a reference point between the Raman
and luminescence mapping. Subsequently, a ~1 cm2, area of CVD graphene is transfered
on top. A fluorescent molecule is dissolved in methanol and dropcast onto the graphene.
The fluorescent molecule is rhodamine-6G [295] conjugated with pyrene, as a binding
molecule [296][297], as shown in Figure (2.12a). Noncovalently bound pyrene molecules
have previously been used to protect biosensing molecules on graphene [298] [299]. The
pi-pi bonding of the pyrene to graphene could potentially allow the luminescent molecule
to be removed [300][301].
Rhodamine is chosen as the fluorescent molecule as it has well characterised absorption
and emission spectrum [302][303] and even at monolayer concentrations the emitted
fluorescence is still detectable with the PMT R:9624 used in the confocal microscope
[304][305]. The rhodamine-pyrene (RP) molecule is dissolved in methanol and dropcast
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on top of graphene. Since the methanol wets the surface of the graphene very well a 1µL
volume of RP solution results in a drop with a radius of ~1.5× 10−3 m. With this volume
of methanol and noting the diameter and molecular weight [306], the required mass of PR
molecule for a monolayer is 60µg using a volume of 30 mL of methanol.
The luminescencemeasurementswere takenusing aLeicaTCSSP5 confocalmicroscope,
as shown schematically in Figure (2.12b), and were measured at a 10 Hz refresh rate in air
at ambient temperatures. An acousto-optical tunable filter (ATOF) is used to select an
excitation wavelength of 514 nm, chosen from absorption spectrum of rhodamine [303].
The incident light is then focused onto the sample through an 63x oil immersion lens. The
use of scanning mirrors allow the focused spot to be rastered over the sample. The field of
view of the microscope allows 250µm2 images to be taken. The emitted luminescence is
collected back through the lens and directed through a pinhole using an acousto optical
beam splitter (AOBS) to select wavelengths between 550− 680nm as selected from by the
emission spectrum of rhodamine [302]. As shown in Figure (2.12) The pinhole, kept at 1
Airy radius, spatially filters the emitted light allowing light from the focal plane, α (green),
to enter the detector, rejecting the rest of the light β (red). The light is then directed onto a
PMT and synchronised with the scanning mirrors to build an image.
In addition the ubiquitous technique of controlling the Fermi level with an external
voltage, as introduced in Chapter 1, strain engineering gives an extra route for dynamically
manipulating the properties of a graphene layer with the potential for use in highly sensitive
strain detectors. This reversible control has been demonstrated by transferring graphene
onto piezoelectric substrates [283][284], flexible substrates [307] and exploiting the mis-
match between the thermal expansion of graphene and the underlying substrate [308].
The reversibility of an applied strain profile was demonstrated by Elibol et al. by inducing a
strain profile in micron-scale graphene flakes with an AFM tip [309].
These studies highlight the importance of understanding the strain in a graphene
sample. While Raman spectroscopy is a powerful tool, producing high-resolution maps is
time-intensive and requires careful post-processing. Fluorescence imaging provides a faster
alternative. In Chapter 5 the results of these luminescence measurements are compared to
the vector decomposition analysis from Raman spectroscopy maps of strained graphene
samples.
2.3.3 Nonlinear Measurement
To experientially investigate the nonlinear properties of graphene, large electric fields,
1× 108 Vm−1 are required. These intense electric fields are achieved with high energy,
pulsed laser light. The schematic of the two-pulse correlationmeasurement used tomeasure
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Figure 2.12: a) Molecular diagram of the pyrene-rhodamine molecule. b)
Schematic of the confocal microscope used to acquire the luminescence
images. An AOTF is used to select a precise wavelength of excitation which
is focused onto the sample using an oil immersion lens. The use of a pinhole,
selects light exclusively from the image plane,α, onto the PMT and rejects
light from out of focus planes β.
the third harmonic generation from graphene is shown in Figure (2.13a). The high energy
pulses are generated by the use of a regenerative amplifier (Coherent Legend Elite) with a
800 nm seed laser (Coherent Vitesse) with 85 fs pulses and a 532 nm pump (Verdi). These
pulses are then stretched in time, lowering the instantaneous power to avoid damaging the
gain medium of the cavity. After multiple passes through the cavity, a polarisation change
switches the pulses out of the cavity where they are re-compressed to approximately 100 fs.
The pulses leave the amplifier with an energy of 3 mJ per pulse. When these amplified
pulses enter the TOPAS-C they are immediately directed to a beamsplitter, creating an
800 nm pump beam, with ~80%-90% of the incident power, and an 800 nm seed beam.
The seed beam is passed through two Brewster angled plates in order to control the time
delay between the pump and the seed beam. This seed beam is used to generate a white
light continuum and focused onto a nonlinear crystal where the seed beam is pre-amplified
by the pump beam. The angle of this crystal is controlled from a computer which controls
the wavelength output from the TOPAS-C. Since the generated signal beam from the
nonlinear crystal is spatially separated from the pump beam, the signal beam is easy to
direct through collimation optics and towards a second nonlinear crystal. At the second
nonlinear crystal the signal beam is parametrically amplified with the pump beam. The
resulting signal and idler frequencies are then directed out of the TOPAS-C and into an
external frequency mixer, to generate the wavelength range required for this thesis. Once
the desired wavelength has been generated, the beam is directed towards a beam splitter to
create two beam paths, both with comparable fluences. One beam path has a motorised
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delay stage to control the arrival time between the pulses at the sample. The beams are then
weakly focused onto the sample and carefully spatially overlapped.
2.3.4 Optimisation of the Spatial and Temporal Overlap
Initially, a barium borate (BBO) nonlinear crystal was used to achieve the required temporal
and spatial overlap the two incident pulses. The BBO crystal generates a second harmonic
beam from the incident pulses in the visible range. This second harmonic beamwas directed
onto a photodiode as shown in Figure (2.14c). By adjusting the alignment of the incident
beams the signal from the photodiode was maximised to optimise the spatial overlap of
the incident beams. The graphene-cavity sample was then placed at this spatial overlap
position with an xyz micrometer stage. To confirm the position of the temporal overlap,
a differential reflection measurement was performed. One of the incident beams is then
modulated at 525 Hz via a mechanical chopper, and the unmodulated beam is directed to
a photodiode which is connected to a lock-in amplifier. A motorised delay stage is used
to adjust the relative path length between these beams and the voltage from the lock-in
amplifier is recorded. A typical time-delay scan is given in Figure (2.15), showing the reflected
intensity decreasing, indicating the time delay where pulses are temporally overlapped. This
decrease in intensity arises from the energy in the overlapped pulses being used to generate
nonlinear harmonics, as introduced in Chapter 1, reducing the intensity of the measured
beam. This optimisation procedure limits the incident angle of the pulses to φ2 = 8°,
φ1 = 30° as shown in Figure (2.13b). Additionally, the non collinear incident beams
highlight a degeneracy within the third harmonic generation process. As a result, third
harmonic light is generated at four angles, allowing for simple spatial filtering of the third
harmonic signal. The third harmonic photons generated inR1 andR2 are a result of three
photons coming from the respective incident beams. The photons generated inR3, the
detected beam, come from combining two photons from I1 with a single photon from
I2. The photons from inR4 come from combining two photons from I2 and one photon
from I1.
Recording the voltage from the lock-in amplifier brings up the question of converting
the voltage to amore comparable quantity such asWatts. The procedure for this conversion
is shown schematically in Figure (2.14). The conversion aims to measure the output power
of the TOPAS-C with a thermal power meter, Figure (2.14b) and compare this to the value
recorded by the APD and lock-in amplifier. A wavelength of 650 nm from the TOPAS-C
was selected because as it inside the detection range of both the APD and the thermal power
meter and close to the resonant third harmonic wavelength. These measurements allow the
recorded lock-in voltage to be converted to an average power.
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Figure 2.14: a) Schematic for optimising spatial overlap. The input beams,
I1 and I2 are from Figure (2.13) and the second harmonic, R, is generated
by the BBO and directed towards a photodiode. b,c) Schematic of the
calibration procedure, setting the output of the TOPAS-C to 650 nm and
consecutively measuring the beam with b) a thermal power meter and c) a
APD and lock-in amplifier. Note the optical density filter used to reduce
the average power below the damage threshold of the APD.
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Figure 2.15: Typical differential reflection time-delay scan measurement
with the photodiode. Note the central dip at ~10 ps, indicative of the
temporal overlap of the two pulses.
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With this temporal and spatial overlap, the avalanche photodiode detector (APD) was
placed at the calculated angle of φ3 = 15° and the incident beams were spectrally filtered
using a silicon wafer which is transmitting for wavelengths > 1130 nm) to remove any
optical contamination in the beams. The fluence of the pulses is kept below 1 mJ cm−2,
well below the photo-modification threshold for graphene [130]. The FWHM of the spot
was measured to be ~800µm using a CCD camera beam profiler. By measuring the average
power with a thermal power meter, the fluence of the pulses is kept below 1 mJcm−2, well
below the photomodification threshold for graphene [130]. The thermal power meter is
also used tomeasure the reflection of the incident pulse to continuouslymonitor the average
incident power, which is typically ~6 mW. The temporal overlap of these two beams, ∆t,
at the sample interface is controlled by a motorised delay stage, which changes the path
length for one pulse and therefore the arrival time. To measure the third harmonic signal,
an avalanche photodiode (APD), protected by an 800 nm short pass filter, is connected to a
lock-in amplifier. One of the incident beams is then modulated at 525 Hz via a mechanical
chopper, and the voltage from the lock-in amplifier, is recorded. Through characterising
the detector with a known average power, this voltage can be converted into an average
power. The sample is mounted on an xyz micrometer stage so that areas of the sample
covered with graphene can be easily compared to areas free from graphene. The results of
the two pulse correlation measurements are presented in Chapter 4.
This chapter detailed the techniques used to investigate the phenomena of interest to
this thesis. Starting with the FDTD and modal-matching models before detailing the fabri-
cationmethodology for the wet-chemical transfer of graphene and thermal evaporation and
sputter coating needed for the cavity device presented in Chapter 4. Finally the experimental
techniques for measuring the third harmonic generation and the luminescence intensity
were presented. The following chapters present the results using these techniques starting
with modelling of nanostructured graphene.
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Figure2.13: a)A schematic showing the experimental set up for the third harmonic generation experiments.
The ultrafast pulses generated are by the Legend Elite and the desired wavelengths generated by the the
TOPAS-C. This beam is directed towards a beam splitter (BS), one beam is modulated by the mechanical
chopper and focused by a lens (L1) onto the sample, the other is directed towards a motorised delay stage
and focused by a lens (L2) onto the sample. The beams are spectrally filtered by a 100µm SiO2 wafer. The
APD is mounted, protected by an short pass 800nm filter (FES800), on a Vernier rotation stage to allow
for fine control of the sample orientation. b) A detailed schematic showing the incident and outcoming
beams from the sample. The incident beams from a), measured from the surface normal, (dashed black
line) are I1=8°, I2=30° and their reflections,R1 andR2. A third harmonic signal is generated atR3=15°,
the detected beam, andR4=22°.
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Chapter 3
Modulated Graphene Conductivity
As has been introduced in previous chapters, graphene has been the focus of intense study
since being identified [57]. While initial researchwas driven by its novel electronic properties
[107], the electromagnetic properties of graphene are of increasing interest. This chapter
focuses on the ability of graphene to support surface plasmons at infrared frequencies
[131]. The infrared frequency regime holds a broad range of potential infrared applications,
so the promise of being able to control plasmons in graphene is also of technological
interest [135], [136]. Moreover, the deeply subwavelength confinement of surface plasmons
in graphene and the associated high field enhancement could be of potential benefit for
nanophotonic and sensing applications [105], [137], [156]–[158], [162], [310], while the
response is also highly tunable [148]. However, in order to couple to surface plasmons
from incident radiation, one must overcome the wave-vector mismatch between the highly
confined plasmons in graphene and the incident light. One approach to overcome this phase
matching restriction involves nano-structuring the graphene, either using an external grating
[311], patterning the graphene directly by etching ribbons as shown in Chapter 2 in Figure
(2.5) [148] or by corrugating the surface [312]. However, the post-fabrication or etching of
the graphene and surrounding materials used in these approaches invariably introduces
defects; which have a negative impact on the electron mobility and therefore plasmon losses
[313]. Peres et al [314] suggested an alternative approach is to periodically modulate the
conductivity of the graphene. This could be achieved using the post-application of polymer
top-gates to control the local Fermi level in graphene [315], functionalizing the graphene
itself using scanning tunnelling microscopy [249], or by supporting the graphene layer
with an array [316], removing the need for etching of the graphene. It was demonstrated in
the models of Peres et al. that representing a spatial variation in conductivity with a single
cosine leads to plasmons being supported by the graphene sheet [317]. In this thesis, a more
attainable ribbon-like modulation in the conductivity of a graphene sheet, with areas of
high and low conductivity as illustrated in Figure (2.1b), is considered.
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3.1 Analytical modelling
It will be shown that the total response of this periodic system, of a continuous sheet of
graphene with a spatially varying conductivity, arises from a hybridisation between the
multipolar resonances supported by two regions in each unit cell. Extending this model to
two layers, due to a small interlayer separation, compared to the incident wavelength, this
system only supports symmetric resonances in each layer. By carefully tuning the conduc-
tivity profile, an increase, approaching 50%, can be achieved in the resonant absorption
when both regions are made dipole resonant.
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Figure 3.1: a) Modelling results for a single Fourier term, blue dashed
line, 3 Fourier terms, (red dot-dashed line), 10 Fourier terms, (black solid
line), and the finite difference time domain (FDTD) comparison in green
circles. b), c), d) Real part of the in-plane electric field (Ez) normalised to
the incident field at 22 THz, 27 THz, and 34 THz as labelled on a).
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Following the model laid out in Chapter 2, the conductivity profile presented in Equa-
tion (2.8) is a sum over a number of Fourier terms. By increasing the number of Fourier
components used to describe the square wave of Equation (2.8), the edges of the conduc-
tivity profile become more sharply defined, as illustrated in Figure (2.1a), with a single
term, and Figure (2.1b), with many. In Figure (3.1a), the calculated transmission through a
structure with profile described by a single Fourier term are compared to profiles described
with an increasing number of Fourier terms. The period is taken to be 200 nm and the
width of the high and low conductivity regions each taken to be 100 nm. The Fermi level
of the low conductivity region, the blue areas in Figure (2.1b), is fixed at a value of 0.1 eV
with respect to the Dirac point, which is comparable to experimentally determined Fermi
levels of ungated graphene [127].
All results presented in Figure (3.1) assume the Fermi level of the high conductivity
region to be 0.3 eV. For a conductivity profile with a single Fourier term (blue dashed line
of Figure (3.1a)) the transmission displays a single deep minimum, as observed by Peres
et al [314]. This behaviour arises due to the singular nature of the Fourier decomposition
of the spatially varying response function, i.e. it is similar in origin to singular diffracted
order observed for sinusoidal amplitude gratings [318]. Including higher order Fourier
terms, (red dot-dashed line), results in the appearance of extra features in transmission. The
results converge towards those obtained from a commercial finite difference time domain
modelling package, when ten or more Fourier terms (black line) are included [253].
The most striking feature of the data in Figure (3.1a) is the appearance of extra dips in
the transmission at 22 THz, 28 THz, and 34 THz as indicated by labels b, c, d. Through
inspecting the electric fields at these resonant frequencies the origin of the minima in trans-
mission can be understood. The real part of the in-plane electric field is plotted in Figure (3.1
b,c,d), at the frequencies indicated by Figure (3.1a). The regions corresponding to high and
low conductivity are indicated by white arrows. Note that, while the out-of-plane electric
field components change sign near the tips of a dipole, the in-plane electric field component
are expected to be the same sign. Across the entire the region of high conductivity the
electric field in Figure (3.1b) (purple region), c), and d) (light blue region) does not change
sign, indicating a dipolar field. The electric field in the low conductivity region, on the other
hand, displays multiple maxima and minima, indicative of multipolar resonances: one b)
(red region) , three c) (red-blue-red) and five d) (red-blue-red-blue-red) peaks indicating a
dipole, quadrupole and hexapole resonance, respectively. It is somewhat surprising that a
modulation of conductivity gives rise to localised surface plasmons. However, it should be
noted that if the conductivity in the low and high conductivity regions are similar, then the
amplitude of the localised plasmons will be small.
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3.1.1 Comparison to Isolated Ribbons
It is interesting to compare these complicated transmission spectra, presented in Figure
(3.1a), with their multiple resonances, to the transmission expected for an array of isolated
graphene ribbons. For a ribbon, the resonant frequency ω0 of the dipole resonance is
determined by
ω0 = αc
√
e2Ef
h¯2avg0w
, (3.1)
whereEf is the Fermi level of the graphene, avg is the average permittivity of the regions 1
and 2 from Figure (2.1),w is the width of the graphene ribbon and αc = 0.62 is a dimen-
sionless constant [148].
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Figure 3.2: Transmission as a function of frequency and the difference
between the Fermi level of the high and low conductivity regions. The
structure is an array of modulated high and low conductivity regions, with
different Fermi levels, with a period of 200 nm. The high conductivity
region has a width of 100 nm. Dashed line is the position of the dipole
resonance of an etched ribbon, with equivalent geometry and Fermi level
as the highly conducting region. The dashed line is given by Equation (3.1).
The shaded region indicates the equivalent of Figure (3.1a).
In Figure (3.2), the prediction for ribbons (Equation (3.1), dashed line) is comparedwith
the transmission through the modulated conductivity structure, as the Fermi level of the
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high conductivity region increases. Theblack-dashed lines represents the resonant frequency
that isolated ribbons, with the same geometry and Fermi as to the highly conducting section
of the modulated structure. Multiple resonances are observed occurring in the vicinity of
the predicted dipole resonance given by Equation (3.1), when the multipolar modes of the
low conductivity region overlap in frequency with the dipole mode of the high conductivity
region. This indicates that the frequencies of the resonances supported by the structure
are broadly determined by the dipole set up in the region of high Fermi level. Rather
unexpectedly, these multipolar modes, which correspond to plasmon standing waves, as
shown in Figure (3.1), excited in the low conductivity region, also depend on the Fermi
level of the high conductivity region. These multipolar resonances couple more strongly
to the incident radiation for frequencies near the expected dipolar resonance of the high
conductivity region. The coupling between the dipole and multipolar modes in the two
different regions is a defining feature of the system.
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Figure 3.3: a) Transmission through a single layer, as a function of fre-
quency and width of the high conductivity level region. The periodicity of
the structure is 200 nm and the high conductivity region has a Fermi level
of 0.3 eV. The position of the dipole frequency for the high conductivity
region (solid line) and the low conductivity region (dashed line) is shown
according to Equation (3.1). (b) The real part of the in-plane electric field,
normalised to the incident field, at the cross over between the high Fermi
level region and low Fermi level region, from (a).
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3.1.2 Geometric Tuning
Since the resonance frequencies are determined by bothmaterial conductivity and geometry,
it suggests the ability to independently tune these resonances, finding optimal conditions
under which they couple to incident radiation. This question is addressed by fine tuning
the widths of the high and low conductivity regions. To investigate this, the width of
the high Fermi level region is varied, in a fixed period of 200 nm. The calculations for the
transmission through this structure are presented in Figure (3.3a) alongwith the predictions
for the dipole mode for the high (solid black line) and low (dashed line) conductivity
regions. Again, several features are observed, corresponding to the mixing of the dipole
resonance in the high conductivity region with the multipole resonances supported by the
low conductivity region. However, by far the largest modulation of the transmission occurs
where the dipole predictions for the regions of high and low conductivity intersect (given
by the intersection of the dashed and solid lines in Figure (3.3a)). The in-plane electric field
for the intersection point on Figure (3.3a) is shown in Figure (3.3b), with the regions of
high and low conductivity indicated by arrows. As before, the absence of a change in sign
of the electric field inside both regions indicates their dipolar nature. This doubly resonant
behaviour results in a 50% increase in the modulation of the transmission compared to a
structure with equally sized high and low conductivity regions.
3.1.3 Effect of a Multi-Layer Structure
An additional approach that one can follow to further increase the modulation of the
transmission is to create stacked structures. The model is now extended to investigate two
equivalent layers of graphene, each with an identical conductivity modulation, separated
by a dielectric gap. This requires modification of Equations (2.12, 2.13, 2.14), in order to
describe reflection from the second graphene layer. By applying the boundary conditions to
both graphene layers, themodified form of Equations (2.30, 2.31) can be solved numerically,
as before.
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Figure 3.4: a) Transmission through a double layer of graphene with
modulated conductivity regions as a function of the frequency and the
interlayer separation. The width of the high conductivity region is 100 nm
in a period of 200 nm and has a Fermi level of 0.3 eV. The minima (1)
and maxima (2) in the modulation in the transmission are indicated. Inset:
transmission through the equivalent single layer. The frequency behaviour
of the double layer approaches that of a single layer of large separations (d >
80nm). b) Real part of the in-plane electric field, normalised to the incident
field, for 100 nm conductivity region of 0.3 eV, separated by 30 nm. The
regions of high and low conductivity are indicated. Inset: Schematic of the
double layer of graphene with identical modulated conductivity profiles
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In Figure (3.4), the effect of the separation between the layers on the transmission
through the double layer structure is investigated. The conductivity modulation is defined
by aligned low and high conductivity regions, each 100nmwide, with Fermi levels of 0.1 eV
and 0.3 eV respectively. Firstly, the addition of a second layer leads to the expected twofold
increase in the modulation of the transmission. However the resonant frequencies are
observed to be dependent on interlayer separation. For large interlayer spacing, greater than
the decay length of plasmons, the resonant frequencies approach those of a single layer,
as shown by the inset in Figure (3.4a). For interlayer spacing smaller than approximately
70 nm, the transmission minima shift to higher frequencies. This behaviour is similar to
that observed for symmetrically coupled plasmon resonators [319], and arises from the
alignment of dipolar fields of one plasmon resonator with the Coulomb field of the other.
Since the separation between the layers is around two orders of magnitude smaller than the
wavelength of incident light, coupling to the corresponding antisymmetric resonance is
expected to be negligible, as confirmed in Figure (3.4b) by the absence of antisymmetric
in-plane electric fields.
A rather subtle but surprising feature of the transmissionbehaviour shown inFigure (3.4
a) is the observed fluctuation in oscillator strength between the dipole (1) and quadrupole
(2) modes as a function of interlayer spacing, for the conditions indicated by the arrows
compared to large separations. The resonant transmission for the low frequency mode (1)
firstly increases to a maximum at ~20 nm, before decreasing again for larger separations.
Precisely the opposite behaviour is observed for the high frequency mode (2). A possible
origin is the differing spatial decays of dipole and quadrupole fields.
Finally, both the interlayer spacing and widths of the conducting regions are tuned,
in order to optimise coupling conditions. In Figure (3.5), the effect of varying the width
of the high conductivity region is investigated, assuming an interlayer spacing of 30nm.
The greatest modulation in the transmission is observed when the regions with high and
low Fermi levels are both dipole resonant. Repeating these calculations for a range of
separations shows that the strength of the modulation in the transmission is relatively
insensitive to the separation between the graphene layers. Designing a structure, in which
both regions in both layers support dipole resonances leads again to a large, ~50%, increase
in the modulation of the transmission, compared to a double layer of equally sized high
and low conductivity regions.
It is interesting to note the dependence of the resonant frequencies on the width of
the high conductivity region (y-axis) as depicted in Figure (3.5). For certain conditions, the
frequencies appear to follow the predictions for the dipole and quadrupole resonances of
the high conductivity region (solid lines), while in other regions, a dependence similar to
that predicted for the dipole, quadrupole and hexapole resonances of the low conductivity
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Figure 3.5: Transmission through a double layer structure as a function of frequency and the width
of the high Fermi level region. The interlayer separation is 30 nm. The dipole and quadrupole
frequency for the region of high conductivity region (solid line) and the dipole, quadrupole and
hexapole frequency for the low conductivity region (dashed line) are shown according to Equation
(3.1).
region (dashed lines) is observed. This leads to the rather curious S shaped features in Figure
(3.5), and is indicative of the anti-crossing behaviour typical of strongly coupled resonators
[320]. This anti-crossing behaviour is also observed to a lesser extent for a single layer (see
Figure (3.3a)).
In conclusion a graphene sheet with a modulation in the conductivity has been investi-
gated, using a modal matching approach. The total response of this periodic system arises
from a hybridisation between the multipolar resonances supported by two regions in each
unit cell. Extending this model to two layers, that due to the small interlayer separation
compared to the incident wavelength, only symmetric resonances can be supported in each
layer. By carefully tuning the conductivity profile, an increase, approaching 50%, can be
achieved in the resonant absorption, when both regions are made dipole resonant. Given
that these structures could in principal be fabricated from a continuous graphene sheet, i.e.
without the need for graphene etching, with modulation depths comparable in magnitude
to isolated nanostructures [321], such modulated structures may be a promising route to
eliminating losses, introduced through fabrication, which currently plague etched samples
[313].
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Third Harmonic Generation
As hinted at in Chapter 1 and Chapter 2, graphene displays a surprisingly large third order
susceptibility. Moreover, the atomically thin nature of graphene allows for simple inte-
gration in cavity designs to increase this even further. In this chapter, the third harmonic
generation from a graphene topped planar cavity, one specifically designed for this purpose,
is measured. The nonlinear FDTD approach outlined in Chapter 2 is used to optimise the
cavity dimensions and thicknesses. The integrated cavity is then characterised in experiment
by recording the intensity of generated third harmonic as a function of incident wave-
length. By comparing the graphene-integrated cavity and the cavity by itself, the harmonic
signal can be seen to originate almost entirely from the graphene layer. A clear 117-fold
enhancement in the normalised third harmonic power is observed at the resonant wave-
length, relative to the third harmonic power for non-resonant wavelengths. Finally, a bulk
value of χ(3)can be deduced by comparing the measurements to the FDTD simulations.
From this comparison, the bulk third order susceptibility of the graphene is found to be
χ(3) = 4× 10−17 (m/V)2.
4.1 Nonlinear FDTDModelling
The FDTDmodel used starts by defining the linear optical response of the graphene layer
through a bulk susceptibility, χ(1), as,
1 + χ(1) = b +
iσg
0ωΛ
, (4.1)
where ω is the frequency, 0 the permittivity of free space, b = 2.5 the background
permittivity [261] and Λ = 0.3 nm, the thickness of the graphene sheet (as determined
by ellipsometry measurements [260]). As introduced in Chapter 1, by applying the Kubo
formula to graphene, and assuming kbT  Ef , the surface conductivity of the graphene,
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σg , can be expressed as [322] [121] [118],
σg=
ie2Ef
pih¯(ω + iτ−1)
+
e2
4h¯
[
Θ(h¯ω−2Ef )+ i
pi
log10
∣∣∣∣ h¯ω−2Efh¯ω+2Ef
∣∣∣∣] . (4.2)
This expression accounts for both interband and intraband transitions in the graphene layer
and describes the conductivity of graphene from infrared frequencies into the optical regime,
as demanded in these experiments. The scattering rate, τ , is defined as, τ = Efµ/ev2f ,
andΘ is the Heaviside step function. The Fermi energy,Ef = 0.2 eV, and mobility, µ =
1000 cm2V−1s−1, are set to values typical values for chemical vapour deposition (CVD)
graphene [148][323]. The cavity is formed from a dielectric layer of SiO2, with a thickness
of 310 nm, and a conducting layer of gold with a thickness of 150 nm, as depicted in Figure
(4.1a); the optical responses of these materials are wavelength dependent, as described by
Palik [259]. In the experimental sample, a thin (8 nm) layer of titanium is required for
adhesion, and this layer is also included in the model for completeness. The entire structure
is modelled in 2D, assuming periodic boundary conditions in the planar directions. A
vacuum box of 8µm depth perpendicular to the graphene and a width of 200 nm in the
plane of the graphene is included on the incident half space. Since the gold is optically thick,
a vacuum box in the transmission half space is not required. A rectangular, conformal
mesh is imposed on the entire structure, with a minimum mesh size of 0.025 nm. The
wavelength dependent reflection of the cavity is calculated using a broadband pulse and
by integrating the power derived from the Poynting vector, through a plane parallel to the
graphene layer, 2µm away from the surface. The nature of the FDTDmethod allows the
fields inside the cavity for different wavelengths to be determined, as shown in Figure (4.1b,
c).
Nonlinearity is introduced into the model by expanding the polarisation as a power
series; introducing an effective third order susceptibility, χ(3), as, [169]
~P = 0(χ
(1) ~E + χ(3) ~E3). (4.3)
Due to the centrosymmetry of graphene, χ(2) = 0. In the FDTDmodels, χ(3) is treated as
a perturbative fit parameter, allowing the generated third harmonic in the model to match
that observed in experiment. To simulate as close as possible the experimental conditions, a
pulse of a fixed carrier frequency, modulated with a Gaussian envelope was applied to the
graphene layer, at normal incidence. This pulse has a full width half maximum (FWHM)
of 100 fs, and a peak electric field amplitude of 2.3× 108 Vm−1 corresponding to an
average power of 4.5 mW at the 1.05 kHz repetition rate used the experiment. The central
wavelength is varied in the range of 1630 nm to 2400 nm. At each input wavelength, the
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average power of third harmonic power generated is determined by again integrating the
power derived from the Poynting vector across a plane parallel to the graphene, placed 2µm
from the surface. Figure (4.1d) shows how the generated third harmonic power is predicted
to vary with the input wavelength, which is greatly enhanced at the resonance of the cavity.
The cavity enhancement is defined as the ratio of the third harmonic power generated by a
pulse with the resonant wavelength of 2080 nm, to the third harmonic power generated
by a pulse with a non-resonant incident wavelength of 1630 nm. With this definition, the
expected enhancement increases by factor of 85. This is comparable to the prediction made
by Savostianova andMikhailov [196].
The FDTDmodelling can be used to explain the origin of the resonant enhancement.
In Figure (4.1b, c), the time-averaged electric fields calculated for two different cases: on and
off resonance are plotted. From Equation (4.3), it can be seen that the electric field plays an
important role in determining the intensity of any nonlinear harmonic generation. The
electric field profile of the resonant incident wavelength, 2080 nm, (blue dotted line) has a
maximumat the surface of the graphene layer. The electric field profile of the third harmonic
generated by this resonant wavelength, 693 nm (red solid line), also has a maximum at the
graphene surface, making the cavity doubly resonant. This contrasts with a non-resonant
case as shown in Figure (4.1c), plotted for an input wavelength of 1630 nm. While the
field for the incident wavelength has a smaller magnitude at the surface of the graphene
compared to that for the resonant wavelength, the electric field profile of third harmonic
wavelength generated (i.e. 543 nm) is reduced by around a factor of four from the resonant
condition.
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Figure 4.1: a) A diagram of experimental geometry and sample structure showing the two incident pulses
separated by a variable delay time,∆t, the angles of incidence are; φ1 = 30° and φ2 = 8°. The measured third
harmonic signal is generated at φ3 = 15°. The thickness of the layers are; Au 150 nm, Ti 8 nm, SiO2 309 nm. b)
FDTDmodelling of the electric field profile through the stack at the resonance condition. The incident wavelength
is 2080 nm (blue dotted line) and the third harmonic wavelength is 693 nm (red solid line). c) FDTDmodelling
of the electric field profile through the sample away from the resonance condition. The incident wavelength
of 1630 nm (solid green line) and a third harmonic wavelength is 543 nm (dotted blue). d) FDTDmodelling
prediction of third harmonic generated as a function of the incident wavelength. The wavelengths of the FDTD
electric field profiles in b) and c) are labelled. A cavity with a 5 nm sticking layer (blue line) is compared to a cavity
with no sticking layer (red line). There is a clear reduction in the resonant enhancement.
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Figure 4.2: a) FDTD calculation for the dependence of the resonant
enhancement on the thickness of the SiO2 layer. Results are given for
280 nm(red line), 300 nm(blue line), 310 nm(green line) 350 nm(black
line) showing the expected increase in the resonant frequencywith increased
thickness of SiO2. b) Theoretical prediction of how the third harmonic
intensity of the cavity changes a function of the Fermi level of the graphene
for a selection of incident wavelengths, 2400 nm black, 2200 nm blue,
2050 nm red 1900 nm green, 1800 nm magenta, assuming a relaxation
time of≈ 10 fs [179]
FDTDmodelling also facilitates an investigation into the parameters controlling the
resonant behaviour of the cavity. Note that since the precise power of the incident beam has
a large influence on the magnitude of the measured third harmonic power the “normalised
third harmonic power" is plotted. This is the third harmonic power normalised to the cube
of the reflected power, asmeasured power a thermal powermeter. A central parameter to the
where the resonant maximum occurs is the thickness of the SiO2, as shown in Figure (4.2a).
As the thickness is increased from 280 nm to 350 nm, the resonant frequency increases from
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1800 nm to 2200 nm caused by the increasing path length within the cavity. While within
the FDTDmodel the Fermi level of the graphene plays no role in determining the nonlinear
interaction, resonant features in the third order behaviour have been predicted [324] [325]
[179]. While devices, based on Bragg reflectors, with comparable enhancement factors to
those predicted in Figure (4.1) and with much higher quality factors have been known
about for some time for second harmonic generation [326] [327] [328]. Additionally, the
enormous enhancement factors attainable with intricate ring-resonator structures have
been used to produce devices with impressively low input powers [329]. In contrast to
these devices the proposed layered structure could allow the Fermi level dependence of
χ(3)to be investigated. The thickness of the SiO2 layer has been designed with this in mind.
This thickness of SiO2 the cavity is resonant for a fundamental wavelength of ~2000 nm,
corresponding to a Fermi level of ~0.3 eV. This level of doping is achievable with current
FET devices [129][148]. This Fermi level dependence of χ(3)is modelled in Figure (4.2b).
The figure shows the results of a theoretical prediction for how the third harmonic intensity
of the cavity changes as a function of the Fermi level of the graphene, for a selection of
incident wavelengths from 2400 nm (black), to 1800 nm (magenta). The plots are based on
combining the cavity structure in Figure (4.1) with the calculations of Mikhailov [179]. A
relaxation time of≈ 10 fs, is usedwhich is typical of CVDgraphene [330] [218]. Figure (4.2
b) shows how a ~100 meV shift in the Fermi level of the graphene layer could completely
modulate the harmonic signal generated from the cavity. As introduced in Chapter 1, this
tunability can be used to created devices with fast switching speeds [111].
With the modelled parameters as a guide, a simple cavity on top of a glass microscope
slide, used as a support substrate, is fabricated. A 5 nm layer of chrome is thermally evapo-
rated onto the glass to provide an adhesive layer for the thermal evaporation of a 150 nm
layer of gold. The samples are then cleaned in acetone, IPA and water and dried. Before the
silicon dioxide deposition, the sample is exposed to an argon etch of 1 minute at a pressure
of 30 mTorr and at 30 W RF power to remove possible contaminants. A second 5 nm
titanium adhesion layer is then sputter-coated at a pressure of 2 mTorr and at 300 W DC
power. Despite the reduction in the cavity performance as shown in Figure (4.1d), this
sticking layer was vital for providing sufficient adhesion for the SiO2 layer. From FDTD
modelling, a titanium sticking layer was found to give the smallest reduction in the cavity
enhancement. Finally, a SiO2 layer is sputter-coated from a SiO2 target, with a 2:1 Ar toO2
gas ratio, at 2 mTorr and at 150 WRF power, using an AJAOrion sputterer. Using ellipso-
metric measurements, the thicknesses of the titanium and SiO2 layers were confirmed to be
8 nm and 309 nm, respectively. An area,~1 cm2, CVD graphene, is then transferred onto
the sample using a PMMA assisted transfer technique as described in Chapter 2 [93][269].
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Figure 4.3: a) A typical time delay measurement of the total third harmonic generated, for λ = 2080 nm,
comparing an area on the sample with graphene (blue circles) to the response of just the cavity (red squares),
incident power is 6.5 mW. b) Third harmonic generation as a function of the average incident power. The red
line is a least-squares fit to the measured data points, found to be Pthg ∝ P 3inc.
Tomeasure the third harmonic generation from this layered structure, a two-pulse correla-
tion measurement was used, as shown in Figure (4.1a), allowing a background free charac-
terisation of the sample. In this approach, two 1.05 kHz, 100 fs, TM polarised, laser pulses,
with comparable fluences and a tunable central wavelength, in the range 1630 nm-2400 nm,
are generated by an optical parametric amplifier. A thermal power meter, measuring the
reflection of the incident pulse, allows for continuous monitoring of the average incident
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power, typically ~6 mW. The temporal overlap of these two beams, ∆t, at the sample
interface is controlled by a motorised delay stage, changing the path length of one pulse
and therefore the arrival time. When the beams are temporally and spatially overlapped, a
third harmonic signal is expected to be generated at four different angles: 8°, 15°, 22° and
30°which allows for spatial filtering of the generated third harmonic signal.
To measure the harmonic signal, an avalanche photodiode, protected by an 800 nm
short pass filter, is placed at φ3 = 15°, and connected to a lock-in amplifier. One of the inci-
dent beams is thenmodulated at 525 Hz via amechanical chopper, and the voltage from the
lock-in amplifier is recorded. The mechanical stage allows averaging of the recorded signal
by repeatedly scanning the delay stage. The optimisation procedure outlined previously
reduces the number of steps needed to be scanned, decreasing the measurement time. The
sample is mounted on an xyz micrometer stage so that areas of the sample covered with
graphene can be easily compared to areas free from graphene. Figure (4.3a) shows a typical
measurement of third harmonic power measured as a function of the time delay between
pulses for the combined graphene-cavity structure (blue circles). Note that the signal is
broader than ~100 fs due to the non-collinear geometry. The measurement from the cavity
alone, red squares on Figure (4.3a), confirms that the third harmonic signal originates pre-
dominantly from the graphene. The measurements comparing the third harmonic signal
generated from the graphene-cavity structure to the cavity alone were repeated 8 times and
on two different areas of the graphene sample and a total of three graphene samples were
measured. The total third harmonic power generated is expected to be approximately four
times the measured power, since there are four possible phase matching angles. For this
reason, in Figure (4.3) and Figure (4.4), the total harmonic power is plotted as four times
the measured value. To further investigate the origin of the signal, the total incident power
is varied using a neutral density filter; the resulting third harmonic power, Pthg, is recorded
and shown in Figure (4.3b). Pthg is expected to depend on the cube of the incident electric
power, Pinc. Using a least-squares approach, the best fit to the data is Pthg ∝ P 3inc (red line
in Figure (4.3b)). Furthermore, the signal is also found to be highly sensitive to the angle of
detection, disappearing completely as the position of the APD was moved, in steps of 0.5°,
more than a degree away from the calculated value of φ3, as expected for a coherent signal
such as third harmonic generation.
4.3 Results from the Third Harmonic Measurement
The effect of the cavity on the third harmonic intensity generated can be investigated by
simultaneously varying the wavelengths of both incident pulses from 1630 nm to 2400 nm
and recording the third harmonic power on the detector and the reflected power. The results
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in Figure (4.4a) show individual time-delay measurements, demonstrating the wavelength
invariance of the time-delay scans. Importantly, these measurements also show the increase
in third harmonic intensity as the incident wavelength increases from 1680 nm (black
line) to 2100 nm (red line), approaching the resonant condition for the cavity. Figure (4.4
b) plot the maximum intensity from these individual time-delay scans (blue circle-line)
with incident wavelengths in the range from 1630 nm to 2400 nm along with the FDTD
prediction (red line). The transmission of the short-pass filter also influences the wavelength
dependence of the third harmonic signal detected. As is shown in Figure (4.5), the filter
displays fast oscillations with a gradual decrease of the transmission at shorter wavelengths
and maximum transmission of 85% at longer wavelengths [331]. For these reasons, the
results in Figure (4.4b), also compensate for the wavelength-dependent transmission of the
800 nm short pass filter.
Finally, Figure (4.4b) shows the measured resonant maximum occurs at longer wave-
lengths compared to the FDTDmodelling. FDTDmethod, Figure (2.4), has known limita-
tions in modelling sources with non-normal angles of incidence. Primarily, the effectiveness
of the PML layers significantly decreases for angled source injection which can prevent the
simulations from converging. For shallow angles of incidence, convergent simulations can
be achieved by increasing the memory requirements of the simulation and increasing the
thickness of the PML boundaries. Secondly, the more computationally-intensive Bloch
boundary conditions, required to simulate a non-normal angled source, do not accurately
simulate non-normal sources for nonlinear simulations. The angle of injection is frequency
dependent and the angle quickly becomes large for the frequency range required in this
thesis. These large source angles result in large reflections from the PML boundaries and
prevents simulations for converging. While the non-collinear geometry, required for si-
multaneous power measurements, is difficult to simulate directly with the FDTDmethod,
the increase in the effective path length inside the cavity can easily be compared to normal
incidence. The increase in path length leads to the observed shift in the resonance to longer
wavelengths as shown in the difference between the modelling prediction, (red line) and
measurement (blue lines) in Figure (4.4b). Using Snell’s law, the position of the resonance at
8° (dotted line) and 30° (dashed line) is marked on Figure (4.4b), shown relative to normal
incidence (solid line). By comparing the measured harmonic signal on (2080 nm) and off
(1630 nm) resonance, the enhancement can be estimated to be a factor of 117. This is in
reasonable agreement with the value of 85 extracted from FDTD simulations, and with the
estimates made by Savostianova andMikhailov [196].
70 Chapter 4. Third Harmonic Generation
0 1 2 3 4 5 6 7
Delay time (ps)
0
5
10
15
20
25
T
h
ir
d
h
ar
m
on
ic
p
ow
er
(p
W
)
a)
1680nm 1800nm 1900nm 2000nm 2050nm 2100nm
1600 1700 1800 1900 2000 2100 2200 2300
Incident wavelength (nm)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
N
or
m
al
is
ed
th
ir
d
h
ar
m
on
ic
p
ow
er
(W
−2
)
×10−4b)
Experiment
FDTD
Figure 4.4: Time delay measurements at increasing incident wavelength. Results shown for wavelengths of
1680 nm (black line), 1800 nm (cyan line), 1900 nm (magenta line), 2000 nm (green line), 2050 nm (blue line),
2100 nm (red line). These wavelengths are offset by 1 ps for clarity. These measurements demonstrate the
increase in third harmonic intensity as the incident wavelength approaches the resonant condition for the cavity.
These measurements also demonstrate the wavelength invariance of the time-delay scans. b) The measured third
harmonic power generated by the cavity, normalised to the time-average reflected power, as a function of the
incident wavelength, comparing the FDTDmodelling results from Figure (4.1d) (red line) with the measured
values (blue circles), with a modelled incident power of ~4.5 mW. The shift in the position of the resonance,
relative to normal incidence (solid line), are marked for incident angles of 8° (dotted line) and 30° (dashed line).
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Figure 4.5:Wavelength dependence of the 800 nm short pass filter show-
ing short wavelength oscillations. The plotted wavelength range is for the
third harmonic generated from the experimental incident wavelength range
in Figure (4.3) so is reduced by a factor of three.
To best match the absolute power measured in experiment, a bulk susceptibility in
the model of χ(3) = 4× 10−17 (m/V)2 was required. While the value of χ(3) depends
on the specific nonlinear process, with large values for χ(3) being reported in fourwave
mixing experiments [181], the value ofχ(3) reported in this thesis is comparable to the values
obtained for the third harmonic generation experiments performed byKumar et al. (χ(3) =
4× 10−17 ,8× 10−17 (m/V)2) [193] and the theoretical prediction of fourwavemixing by
Zhang et al. (χ(3) = 2× 10−17 (m/V)2) [194]. However it is considerably larger than the
prediction for third harmonic generation byCheng et al. (χ(3) = 6× 10−19 (m/V)2)[195].
As noted by Cheng et al. themselves, this discrepancy may arise from a breakdown of the
linear dispersion approximations, non-equilibrium electron dynamics or thermal effects, all
of which are not treated in their perturbative model.
In summary, graphene has been shown to display a surprisingly large third order nonlin-
earity when placed in a planar cavity. The third harmonic signal generated from graphene
is increased by a factor of 117 due to the integration with a resonant cavity. This rather
large enhancement occurs as the cavity is resonant both for the fundamental field as well
as the third harmonic field. By modelling this effect using the finite difference time do-
main approach, a value for the bulk third order susceptibility of graphene is found to be
χ(3) = 4× 10−17 (m/V)2.
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Strain Modulated Luminescence
While there is significant research interest into the intrinsic optical properties of graphene,
additional interest is based on manipulating these intrinsic properties. Invariably, the
wet chemical transfer method for CVD graphene introduces local variations of stain in
graphene samples. Previous studies which monitored the level of strain have focused on
improving fabrication techniques [96] [332]. However, strained graphene retains some
useful properties. The density functional theory modelling (DFT) of Surya et al. and Yang
et al. show how straining a graphene layer allows hydrogen to bind to the graphene surface
more easily which is useful for hydrogen storage technology [333] [334]. Straining graphene
was alsopredicted to create large pseudomagnetic field profiles. These otherwise unaccessible
fields are required to study phenomena unique to graphene, such as the quantumHall effect
[335]. This prediction was confirmed with scanning tunnelling microscopy measurements
of graphene bubbles which displayed magnetic fields of >300 Tesla [336].
Deliberately creating spatial strain profiles in graphene is an alternative method for
avoiding both the degradation of themobility introduced by etching-based nanofabrication
[313] [337] and the influence of edge states [338] when producing graphene nanocircuits.
The ability to design nanocircuits with a suitably designed strain profile, i.e. by using a
substrate withmicrostructures cut into it, was investigated theoretically by Pereira andNeto
[339]. Spatial strain profiles have also been investigated experimentally with micron-scale
PDMS pyramids covered in CVD graphene [340]. Through monitoring the 2D peak
position, as measured by Raman spectroscopy, Gill et al. have shown how the induced
strain profile can be controlled by altering the aspect ratio of underlying PDMS pyramids
[340]. Additionally, achieving spatial control over the functionalization of graphene is
of great importance for applications where molecule specificity is greatly desired, such as
future medical technology [341][342]. Graphene-based biosensors rely on detecting when
a molecule of interest binds to a complementary molecule attached to the graphene surface
[299][343]. Being able to design the spatial position of the bound-molecules presents an
interesting avenue of research. Previous experiments by Wang et al. have demonstrated
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spatial control over the chemical selectivity of graphene via patterning the supporting
substrate [344]. Advantageously, strain engineering provides a chemical free route for
creating custom designs in the properties of graphene without the need for etching and the
time consuming nanofabrication process.
Creating complex strain patterns requires a characterisation tool to verify the level of
strain created. While Raman spectroscopy is a powerful tool, producing high resolution spa-
tial maps is time intensive and requires careful post-processing of the spectra. Fluorescence
imaging provides an alternative to AFM and Raman mapping, as Shin et al. demonstrated
by used the preferential binding of rhodamine molecule to identify grain boundaries in
graphene [306]. Their study suggests the fluorescence imaging as a novel graphene char-
acterisation tool. As introduced in Chapter 1, a single layer of graphene has a surprisingly
large quenching effect on the luminescence intensity emitted from a fluorescent molecule.
This chapter compares Raman spectroscopy to subsequent luminescence intensity from a
rhodamine-pyrene molecule (RP) from two different samples, A and B. These measure-
ments show a correlation between the spatial strain profile of the graphene and the spatial
variation in luminescence intensity. A simple model of a dipole near a metallic plane is
suggested as the origin of the observed correlation between the strain and luminescence
intensity.
5.1 RamanMeasurements
Two samples, designated A and B, were fabricated to check any observed correlations across
multiple samples. These samples consist of an glass microscope slide to act as transparent
support layer. A thin, 30 nm, layer of aluminium was thermally evaporated on to the
surface of the glass substrate to aid with determining the correct focal plane for the Raman
and luminescence measurements and provided reference marks to aid with comparing
the subsequent measurements. After throughly cleaning the sample after the thermal
evaporation, an area of ~1 cm2 of graphenewas transfered on top. For sampleA, theRaman
measurements were taken from an area of graphene 1200µm parallel to the aluminium
marker and 200µm away from themarker. For sample B, the area of graphene was sampled
over a region which was 800µm parallel to the aluminiummarker and 300µm away from
the marker.
The Raman measurements of samples A and B are shown in Figure (5.1). A typical
spectrum from strained graphene, shown in Figure (5.1a), has the positions of the positions
of the G and 2D peak from unstrained and undoped graphene marked in vertical blue
lines, demonstrating the shift in G and 2D peak position caused by strain and doping of the
graphene layer. From these Raman spectra, the G and 2D peaks were fitted with a Gaussian
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using a least-squares fitting routine allowing the peak positions to be extracted. The vector
decomposition method presented in Chapter 2 is used to extract the Fermi level and the
level strain from the Raman spectra [129]. This analysis starts by computing the shift in
G and 2D peak position relative to undoped and unstrained graphene, as shown as the
vertical blue lines in Figure (5.1a) and blue stars in Figure (5.1b, d). This observed shift in
the position of the G and 2D peak depends on both the Fermi level and the level of strain.
Changes in strain and Fermi level give distinct contributions to the positions of the G
and 2Dpeak. These contributions are along vectors indicated by the dashed line (strain) and
solid line (Fermi level) in Figure (5.1b, d). This allows a unique vector to be formed between
the position of the undoped and unstrained position (blue star) and an experimental point.
Decomposing this vector into the contributions from strain and Fermi level, allows these
quantities to be extracted from an experimental point. The results of this analysis are shown
in Figure (5.1b, d) and the spread of points in the direction of the solid line immediately
suggests the sample exhibits a large variation in the Fermi level of the graphene. This is
confirmed by the vector decomposition, the variation in the Fermi level from sample A,
Figure (5.1b), is 0.4 eV and 0.3 eV for sample B, Figure (5.1d). As introduced in Chapter 1
and theoretically investigated by Swathi and Sebastian [240], the Fermi level is only expected
to influence the fluorescence intensity when the Fermi level is above half of the emission
frequency of the fluorescent molecule. At energies greater than 2Ef the quenching from
the graphene is reduced by Pauli blocking as supported by experiments. Conversely, these
experiments observed no change in the fluorescence intensity for Fermi levels far below
the emission frequency of the fluorescent molecule [245]. In this thesis, the Fermi levels
extracted from Figure (5.1b, d) are far below the emission frequency of the rhodamine
molecule, so the variation in Fermi level has no effect on the luminescence intensity and any
changes are attributed to the strain.
These spatial strain maps can be averaged in two directions, the first to show the average
strain parallel to the aluminiummarker (blue triangles) and the second to show the average
strain perpendicular to the aluminiummarker (red circles). These averagemeasurements are
presented in Figure (5.1c, e). For both samples A and B the average strain is approximately
constant parallel to the aluminium marker (blue triangles) but gradually reduces with
increasing distance away from the aluminiummarker (red circles). The observed spatial
strain profile in the graphene sheet most likely arises due to a dragging effect during the
transfer of the PMMA-graphene stack to the substrate, as shown in Figure (2.8c) Chapter 2.
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Figure 5.1: a) Typical Raman spectrum from strained graphene on a glass substrate. The positions of the G and
2D peak from undoped and unstrained graphene shown (vertical blue lines), note the broken x axis. b) Sample A,
positions of the measured G and 2D peak with the position of undoped and unstrained graphene marked with a
blue star. The contributions to the measured position due to strain, (dashed line), and Fermi level (solid line) are
shown. c) Sample A, average strain, extracted from a) using the vector decomposition method outlined in Chapter
2, as a function of distance away from the aluminiummarker (red circles) and along the aluminiummaker (blue
triangles). d) Sample B, Positions of the measured G and 2D peak with the position of undoped and unstrained
graphene marked with a blue star. The contributions to the measured position due to strain, (dashed line), and
Fermi level (solid line) are shown. e) Sample B, average strain, extracted from c) using the vector decomposition
method outlined in Chapter 2, as a function of distance away from the aluminiummarker (red circles) and along
the aluminiummaker (blue triangles).
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5.2 Photoluminescence Measurements
Figure 5.2: A) Typical luminescence images of the CVD graphene sample coated with
the RPmolecule from sample A shown in a) and sample B shown in b), with a scale bar of
50µm. The edge of the aluminiummarker is visible at the left hand edge of a) and the
lower left corner of b). The bright lines and spots are from PMMA contamination from
the graphene transfer.
Once theseRamanmeasurements have been taken, the luminescentRPmolecule is drop cast
onto the graphene and the luminescence measurements are performed. The luminescence
images were taken with a Leica TCS SP5 confocal microscope. The images were obtained at
a 10 Hz refresh rate in air, at ambient temperatures. An excitation wavelength of 514 nm
was used, to match the absorption spectrum of rhodamine [303]. Scanningmirrors allowed
a 250µm2 area of the sample to be imaged. The emitted light is directed through an AOBS
to select a wavelength range of 550 nm-680 nm to detect over. Figure (5.2) shows typical
luminescence images showing the gradual decrease in luminescence intensitywith increasing
distance from the aluminiummarker, visible in the left hand edge of the image. The very
bright lines and dots are from PMMA contamination from the graphene transfer. The
PMMA residue provides a spacer layer to separate the RP molecule from the surface of
the graphene. The increased separation from the graphene surface reduces the quenching
effect, leading to an increase in the luminescence intensity. Several luminescence images
are taken over the 1200µm region along the aluminiummarker. Due to the low signal to
noise ratio, the luminescence images were averaged perpendicular to the aluminiummarker,
then normalised to the signal at the aluminium marker. The averaged and normalised
luminescence intensity is plotted in Figure (5.3). The large separation between the areas
demonstrates this effect extends over a large distance.
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Figure 5.3: a) Normalised, average luminescence counts from sample
A as a function of distance away from the aluminium marker. Different
areas of graphene relative to a corner of the aluminiummaker 0µm (blue),
300µm (red). b) Normalised, average luminescence intensity, as a function
of distance from sample B. Areas averaged over for the red line and blue
line are separated by 300µm. The prediction for the expected reduction
in luminescence, Equation (5.1), for the change in luminescence intensity
from the observed strain in Figure (5.1) (dashed black line).
5.3 Model for the Fluorescence Quenching
These Raman and luminescence measurements suggest that the level of strain in a graphene
sample is correlated to the luminescence intensity from the (RP) molecules on the surface
of the graphene. Understanding the RP-graphene interaction in more detail will give an
insight into the origins of the correlation between the strain and the luminescence intensity.
The system of a molecule, described as a dipole, in close proximity to a metal surface
has been heavily studied in the context of SERS Fleischmann1974[230][231][232], and
reviewed in detail byMetiu [233]. This model starts by considering the electromagnetic
fields incident on a molecule, the resulting polarisation and the emitted field. Bringing a
molecule close to a surface can result in a variety of effects, from acting as a mirror for the
emitted electromagnetic fields, or in the case of metals, coupling to electron-hole pairs to
quench the luminescence emitted from the molecule [5]. The specific case of a molecule
near to a layer of graphene was studied analytically by Gómez-Santos and Stauber who
aimed to elucidate the mechanism that allows an atomically thin layer to be able to produce
the significant quenching effect observed in several fluorescence experiments [23] [234]
[235]. The dependence of the quenching effect on the separation, d, from the graphene
layer that Gómez-Santos and Stauber derive is γquench ∝ (λ/d)4 and is valid for unusually
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small separations. At these small separations the quenching effect becomes very large which
supports the experimental observations [236]. The scaling of fluorescence intensity as
d−4 was later confirmed experimentally [237] [238] with measurements of samples with
increasing thicknesses of dielectric spacer layers.
Underpinning these experiments is the the model describing the quenching, relative to
the vacuum decay rate, which is written as [345][245][346],
Γ
Γ0
= 1 +
6λ30
32pi3
∫ ∞
0
k2||e
−2k||dIm
( −2
+ 1 + (4pi iσgk||)/ω
)
dk||, (5.1)
where λ0 is the incident wavelength, Γ is the modified decay rate, Γ0 is the vacuum decay
rate and k|| is the wavevector parallel to the graphene layer and σg is the conductivity of the
graphene as described in Chapter 1. The distance between the emitter and the graphene
layer, d, is set to 4 nm, the radius of the rhodamine molecule [306]. As expected, Equation
(5.1) is dependent on the conductivity of the graphene layer, which is directly related to the
level of strain in the graphene. The work of Tielrooij shows that this local model for the
conductivity of graphene is sufficient [245]. The strain-modified conductivity is inserted
into Equation (5.1) to give a frequency-dependent prediction for how the luminescence
intensity is modified by the strain the graphene layer. From tight-binding calculations, the
strain is known to affect the conductivity of graphene as the following [347],
σstrain = σg(1− b0(1 + ν)), (5.2)
where b0 governs how quickly the intersite hopping energy changes with distance [348],
with a value of ~4, based on tight binding predictions as is consistentwith literaturemeasure-
ments [349] [347] [70][350], Poisson’s ratio ν = 0.16, based on measurements from bulk
graphite [351]. This strain-induced change to the conductivity of graphene has been ob-
served by Ni et al. [352]. Using the Raman measurements shown in FIG[a, c]Fig:Strain_8
for  in Equation (5.2) gives an estimate on how the conductivity of graphene σg, given by
Equation (1.8) in Chapter 1 [322], is affected by the observed compressive strain.
The prediction for how the fluorescence intensity varies for the experimental level of
strain is shown in black dashed lines on Figure (5.3). Comparing these predictions for the
fluorescence intensity to themeasured fluorescence intensity shows that the prediction gives
approximate agreement to the observed reduction in fluorescence intensity with reduced
strain. This model is also supported by the observation that sample B displayed a higher
level of strain which resulted in a larger maximum luminescence intensity.
In conclusion, CVD graphene was mapped using Raman spectroscopy and the spatial
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strain profile extracted with a vector-decomposition method. The graphene was subse-
quently coated with a rhodamine-pyrene molecule and the spatial luminescence intensity
recorded. The spatial behaviour of the luminescence measurements was seen to correlate
with the spatial variation in strain. The expected fluorescence intensity was modelled with
a simple dipole model near a graphene sheet and highlights how this correlation arises.
The correlation between the level of strain in graphene and the fluorescence intensity has
possible applications in assessing designer strain profiles in graphene. A removable molecule
with strain-sensitive fluorescence properties could be used to rapidly asses the quality of
an engineered spatial strain profile in graphene. Designing spatial strain profiles in gra-
phene has applications for creating electronic circuits or for investing the behaviour of
pseudo-magnetic fields [336].
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6.1 Conclusions
In this thesis, methods for manipulating the interaction between light and a graphene layer
have been presented. These interactions exist across a broad frequency spectrum, from the
infrared into the visible, which highlights the wide range of technologies which graphene
could be applied to.
Starting with the infrared regime, Chapter 3 investigated a graphene layer with a peri-
odically modulated conductivity, using a bespoke modal-matching analytical model paired
with FDTDmodelling. The conductivity profile consideredwas an array of alternating high
and low conductivity regions as an alternative to the widespread isolated ribbon structures.
Both regions in the structure were shown to support resonances and the total response
of this periodic system arises from the hybridisation between these multipolar resonances.
Extending this model to two layers demonstrates that only symmetric resonances can be
supported due to the small, compared to the incident wavelength, interlayer separation. As
expected, the frequency of the resonance is dependent on the geometry of the conductivity
region. By carefully tuning the geometry and the Fermi level of the spatial conductivity
profile, an increase, approaching 50%, can be achieved in the resonant absorption. This
condition occurs when both regions of the conductivity profile are made dipole resonant.
Bridging the infrared and optical regimes, Chapter 4 presented measurements of the
third harmonic generation from graphene integrated with a cavity structure. A two-pulse
correlation measurement was utilised to measure the third harmonic generated from the
graphene-integrated cavity structure. The incident wavelength was varied from 1600 nm
to 2400 nm to show an 117-fold enhancement in third harmonic generated for resonant
as compared to non-resonant conditions. FDTDmodelling elucidates that this large en-
hancement occurs as the cavity is resonant for both the fundamental field as well as the
third harmonic field. The FDTDmodelling also allows for a bulk third order susceptibility
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of graphene to be determined, with χ(3) = 4× 10−17 (m/V)2. Additionally, the theoreti-
cally predicted Fermi level dependence of χ(3) is incorporated with these FDTDmodels to
show howmodest changes in Fermi level could produce significant switching of the third
harmonic generated from the graphene-integrated structure.
Continuing into the optical regime, Chapter 5 presents an investigation into CVD
grown graphene, whichwasmappedusingRaman spectroscopy and the spatial strain profile
extracted with a vector-decomposition method. The graphene was subsequently coated
with a rhodamine-pyrene molecule to take luminescence intensity measurements. The
spatial behaviour of the luminescence measurements correlated with the spatial variation in
strain. The expected fluorescence quenching was modelled with a simple dipole model near
a graphene sheet and highlights how this correlation arises. The correlation between the
level of strain in graphene and the fluorescence quenching intensity has possible applications
in assessing designer strain profiles in graphene for creating graphene-based electronics.
6.2 Future work
The proposed conductivity profile structures have dimensions that are within technological
limits of electron beam lithography and require achievable Fermi levels. As a result, these
designs could be fabricated from a continuous graphene sheet which would remove the
need for etching of the graphene. Since modulation depths of the resonances supported
are comparable in magnitude to isolated nanostructures [321], these modulated structures
may be a promising route to eliminating losses [313]. Beyond the suggested fabrication
methods of combining electron beam lithography with an ion-gel top gate, the photomodi-
fication behaviour of picosecond pulses provides a potential avenue for future investigation
[130]. These optical pulses provide a contact-free method for creating custom patterns
in a layer of graphene. Additionally, these spatial conductivity profile of graphene has
been demonstrated as a method of controlling the propagation of plasmons in graphene
[353]. The ability to spatially design the propagation behaviour of plasmons in graphene
is a step towards the vision of Vakil and Engheta [160][159] of creating ultra-thin optical
components, such as lenses.
As mentioned in Chapter 4, the cavity structure provides a route for further study into
the role of the Fermi level on the third harmonic generation. The 300 nm thickness of
the silicon dioxide layer was designed from this perspective. By adding electrical contacts,
the cavity structure could act as FET device, similar to traditional silicon dioxide FET
devices. Graphene-based FET devices can create a sizable shift in the Fermi level of graphene
[107]. The enhancement in the third harmonic generation created by the stacked structure,
combined with the FET geometry would facilitate an experimental investigation into
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the Fermi level dependence of the nonlinear susceptibility of graphene and the predicted
resonances in third order susceptibility of graphene [324] [325]. An important parameter
in determining the level of doping that can be achieved through in FET geometry is the
breakdown voltage of the silicon dioxide which is untested for the samples presented in
this thesis. From a broader perspective, the atomically thin nature of graphene relaxes the
otherwise stringent phase-matching conditions required for other nonlinear materials such
as barium borate (BBO) and lithium triborate (LBO) [354][355]. As a result, graphene has
already been integrated into an ultrafast fibre laser [356][187].
Finally, medical biosensing applications are based on seeding a graphene-based detector
with a receptor that exclusively binds with a specific target molecule. This technique has
recently been observed to bring large improvements to the sensitivity of the detection by
Geo et al [357]. An interesting avenue for further investigation is using the strain-modulated
luminescence effect for determining the level of active control over the position of amolecule
on the surface of graphene. This external control could be achieved either with spatially
controlled strain profiles or a modified surface diffusion [358], or another external stimulus.
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