Anatomical studies of the visual cortex demonstrate the existence of feedforward, feedback and lateral pathways among multiple cortical areas. Yet relatively little evidence has previously been available to show the causal in¯uences of these areas on one another during visual information processing. We simultaneously recorded event-related local ®eld potentials (LFPs) from surface-to-depth bipolar electrodes at six sites in the ventral region of the right hemisphere visual cortex in a highly trained macaque monkey during performance of a visual pattern discrimination task. Applying a new statistical measure, the short-time directed transfer function (STDTF), to the LFP data set, we charted the changing strength and direction of causal in¯uence between these cortical sites on a fraction-of-asecond time scale. We present results showing, for the ®rst time, the dynamics of distinct feedforward, feedback and lateral in¯uences in the ventral portion of the primate visual cortex during visual pattern processing.
INTRODUCTION
Interaction is ubiquitous in the nervous system, taking place at every level of organization. In the primate visual cortex, one form of interaction occurs at the level of cortical areas, which are mostly connected via reciprocal pathways. Activity is transmitted from the primary visual (striate) cortex to multiple higher level cortical areas by feedforward projection pathways, and from higher to lower visual areas by feedback projections [1, 2] . Feedback pathways are thought to play a role in the attentional modulation and interpretation of visual information [3±6] , and a number of theoretical formulations have been proposed to explain the inter-relationship between feedforward (bottom-up) and feedback (top-down) in¯uences [7±11] . However, despite signi®cant progress in tracing the anatomical pathways between visual cortical areas, understanding the role of interareal functional relations in vision has been hampered by a lack of direct neurophysiological observation of feedforward and feedback effects.
To directly monitor these effects in the visual cortex, we employed multiple microelectrode local ®eld potential (LFP) recording at sites in striate, prestriate, and inferior temporal areas of a monkey performing a visual pattern discrimination task. The cortical event-related LFP was considered to be an appropriate signal for observing interareal relations because it re¯ects the spatial summation that is an important characteristic of communication between cortical areas [12, 13] . The LFP offers distinct advantages that complement other measures of neural function. Speci®cally, it provides millisecond temporal resolution equivalent to that of single-unit recording, and greater spatial localization than that of PET and fMRI.
Our analysis of visual cortical LFPs was based on a newly developed method, called adaptive multivariate autoregressive (AMVAR) modeling [14] , which provides a detailed depiction of the spatio-temporal dynamics of cortical activity. We evaluated feedforward and feedback causal in¯uences in visual cortical LFP data with the shorttime directed transfer function (STDTF), a statistical index of directional in¯uence that is derived from the AMVAR time series model. We used the STDTF to compare the strength and timing of feedforward and feedback causal in¯uence between visual cortical sites on a very short time scale while the monkey processed task-related visual information. In this way, we sought to assess the patterning in space and time of processing-related causal in¯u-ences, and to determine whether this could reveal any principles of cortical independency underlying visual function.
MATERIALS AND METHODS
Behavioral task: Experiments were performed in the Laboratory of Neuropsychology at the National Institute of Mental Health. Animal care was in accordance with institutional guidelines. Surgical procedures have been described previously [15] . A highly trained rhesus macaque monkey performed a visuomotor pattern discrimination task in which it discriminated two different stimulus types: diamonds or lines. The computer-generated stimulus set consisted of four diagonal patterns with two dots at opposite comers of an outer square, 6 cm per side, and two dots at opposite comers of a concentric inner square, 2 cm per side. The outer and inner dots were slanted in the same direction in two patterns (lines), and in opposite directions in the other two (diamonds). No single dot could be used to discriminate between diamond and line types.
The monkey was trained to begin each trial by depressing a lever with the preferred hand. The stimulus appeared for 100 ms at a random interval from 0.5 to 1.25 s following task initiation. Correct behavior consisted of the monkey releasing the lever in response to one stimulus pattern type (go trials) and maintaining lever depression to the other (no-go trials). On correct go trials, the monkey was provided with a water reward 500 ms after stimulus onset if the lever was released before that time. On correct no-go trials, the lever remained depressed for 500 ms poststimulus, and was released thereafter. Equiprobable go and no-go trials were randomly presented in 1000 trial sessions lasting about 45 min. The contingency of behavioral response on pattern type was reversed across sessions.
Recording: Bipolar (surface-to-depth) local event-related LFPs were recorded simultaneously from 15 chronically implanted electrodes at striate, prestriate and inferior temporal, parietal, motor and frontal sites in the cerebral hemisphere. LFP time series data were sampled at 200 points/s from around 115 ms prior to stimulus onset to 500 ms after stimulus onset in each trial of a session, and stored as 12-bit numbers. Trials from sessions having mixed response contingencies were pooled to form data sets for each stimulus type (diamond or line) in which the numbers of go and no-go trials were balanced.
Data analysis: During cognitive processing, the state of the brain undergoes rapid change from anticipation to perception to action, giving rise to a nonstationary LFP time series. Suppose that X t (x 1t ,x 2t ...,x pt ) T are data from p LFP channels at time t. It has been shown [14] that within a short time window of 50 ms or so the LFP is approximately stationary and can be well represented by the multivariate autoregressive (MVAR) model:
where E t is a temporally uncorrelated residual error vector, and A k are p 3 p coef®cient matrices which are obtained by solving the multivariate Yule-Walker equation (of size mp 2 ) using the Levinson, Wiggins and Robinson (LWR) algorithm [16] . The model order m is determined by the Akaike information criterion (AIC) [17] . Data from multiple trials are treated as realizations of the same underlying stochastic process and are combined to produce the estimation of the model coef®cients.
The basis for evaluating the direction of in¯uences between channels is the concept of Granger causality [18] . For two simultaneously measured time series, one series is called causal to the second if the residual error for the second series at the present time is reduced by including the past measurements from the ®rst series in the regression model. We used the method of Kaminski and Blinowska [17] . Let H(f) denote the transfer function given by:
The directed transfer function is de®ned as the magnitude (or the squared magnitude) of the matrix element H ji (f) which measures the causal in¯uence from site i to j. Recent work has shown that the DTF function is equivalent to a spectral measure of Granger causality [19] , thus allowing us to take advantage of the full multivariate power and convenience of the DTF function while preserving the wellaccepted interpretation of Granger causality. We note that our implementation of the DTF is different from the original measure developed by Kaminski and Blinowska [17] in that we do not normalize these transfer function values. Short-time directed transfer function (STDTF) analysis is based on the AMVAR (adaptive MVAR) approach involving the adaptive estimation of the MVAR model coef®-cients with a sliding analysis window [14] . A 50-ms-long (10 points) analysis window was stepped point by point through the entire duration of the trial. In each window, data from all 888 trials and 15 sites were used to estimate the MVAR model and compute DTF spectra from it. The result was a time-frequency plot of the STDTF in both directions for all pairs of sites. In addition, a bootstrap resampling procedure was employed in which the STDTF was computed for 100 resamples of the 888 trials. This procedure, yielding a resample mean and variance of the STDTF at each time, was used for statistical signi®cance assessment (see below).
In this study, we restricted our analysis of causal in¯u-ences to the recording sites in the ventral region of the visual cortex: three sites in the striate cortex, two in prestriate cortex, and one in the inferior temporal cortex (Fig. 1) . Feedforward in¯uences were from striate to prestriate and inferior temporal, and from prestriate to inferior temporal. Feedback in¯uences were from inferior temporal to prestriate and striate, and from prestriate to striate. Lateral in¯uences were between striate or between prestriate sites. It is important to emphasize that the DTF function is purely statistical in nature and is neutral with respect to the anatomical pathway(s) by which in¯uences are exerted. For each direction of each site pair, we ®rst located the maximum peak of poststimulus STDTF in both frequency and time. We then determined whether this peak was signi®cantly above the STDTF level in a baseline period which extended from 60 ms prior to, until 15 ms following stimulus onset. Signi®cant peaks were those which the bootstrap mean peak value was greater than the baseline mean by a one-tailed t comparison ( p , 0.02), following correction for multiple t-tests by Dunn's method.
For those directions and pairs having signi®cant peaks, we next determined the onset and offset times of the stimulus-related STDTF response. Considering the STDTF time course at the peak frequency, as well as surrounding frequencies for which the STDTF exceeded the half-maximum peak amplitude, we determined the earliest signi®-cant poststimulus STDTF change at each of these frequencies. This signi®cant change was computed in relation to a threshold level set at 2 s.d. above the mean STDTF of the baseline period. The onset time was taken as the ®rst time point out of at least three consecutive time points following the baseline period that exceeded the baseline level. The offset time was the time at which the STDTF fell below the baseline threshold.
RESULTS
The strength and direction of short-time causal in¯uences were ®rst examined in time-frequency STDTF plots during stimulus processing for all site pairs in the ventral region of the primate visual cortex. Signi®cant stimulus-related increases in STDTF were observed in the spectral vicinity of 12 Hz, with peaks generally occurring in the time period from 50 ms to 160 ms after stimulus onset (Fig. 2) . These poststimulus episodes of elevated STDTF showed feedforward (Fig. 2a), feedback (Fig. 2b) and lateral effects. The coherence analysis showed similar result [14,20±22] (Fig.  2c) , but it should be emphasized that the STDTF provides additional information on directional in¯uence.
All site pairs showed signi®cant causal in¯uence in both directions, based on poststimulus STDTF peaks that were signi®cantly above the baseline level at p , 0.05 (Table 1) . Different pairs and directions, however, varied widely in the degree to which they were signi®cant. In order to illustrate the spatial patterning of feedforward, feedback, and lateral causal in¯uence, we present in Fig. 3 (Fig. 3a) and line (Fig. 3b ) stimulus types. The sites are represented in these diagrams as nodes, and the most signi®cant STDTFs as lines connecting the nodes, with arrowheads indicating the direction of in¯uence. We emphasize that these arrows represent statistical causal in¯uences, and not necessarily transmission over direct axonal pathways from one site to another. The diagrams reveal that highly signi®cant (strong) feedforward, feedback, and lateral effects occurred during visual stimulus processing. A number of features of causal in¯uence are evident from examination of Fig. 3 and Table 1 . For both stimulus types, strong feedforward in¯uences occur from striate to prestriate and inferior temporal, and from prestriate to inferior temporal, sites. These feedforward in¯uences emanate from all three striate sites. There is strong convergence onto prestriate site P2 for both stimulus types, but onto site P1 only for the line type. Feedforward in¯uences on IT come only from striate sites S2 and S3 and prestriate site P2. Strong feedback effects are seen from prestriate site P2 back to all striate sites, but from P1 only back to striate site S1. In fact, the only strong in¯uence emanating from P1 is to S1. Although site IT receives strong feedforward in¯u-ences from striate sites S2 and S3, and also from prestriate site P2, it feeds back strong in¯uences only to S1 (and S2 in the line condition). Lateral effects are seen among all sites in the striate cortex, but only from P2 to P1 in the prestriate cortex. These diagrams present examples of strong reciprocal in¯uence between striate sites, between striate and prestriate sites, and, between striate and inferior temporal sites. Excluding the striate sites, the only strong in¯uences are seen emanating from prestriate site P2.
In addition to the strength, direction, and spatial patterning of causal in¯uence, we also investigated its onset, peak and offset timing. Figure 4 illustrates the timing differences between the feedforward (solid) and feedback (dashed) STDTF of sites S3 and P2 at 12 Hz. Vertical lines mark the onset times of these in¯uences. The feedforward in¯uence, from striate to prestriate, begins and peaks earlier than the feedback in¯uence in the opposite direction. Table 2 presents the mean and standard deviation of onset, peak, and offset times of signi®cant causal in¯uence over all the pairs in feedforward (FF) and feedback (FB) directions for line and diamond stimulus types. A three-way ANOVA (time 3 direction 3 stimulus type) was performed on this data set. Signi®cant main effects were found for time (F(2,66) 211.33, p , 0.0001) and direction (F(
DISCUSSION
Various forms of causal measures, all based on autoregressive modeling, have been applied in neurobiology since the early 1980s. Saito and Harashima [23] introduced the method of directed coherence to study the relation between a pair of data channels described by a bivariate autoregressive process. Schnider et al. [24] used results given by Gevers and Anderson [25] to detect feedback interactions between Parkinsonian tremor and cell activities in the thalamus. More recently, Bernasconi and Ko È nig [26] applied a spectral measure developed by Geweke [27] to detect causal in¯uences among different visual areas in the cat. All of these studies used relatively long segments of recorded data to estimate the autoregressive time series model. Hence, they were only able to detect causal effects that were averaged over these long time periods. The STDTF measure, combining the DTF function and the short window AMVAR approach, enabled us to examine cortical dynamics on a much ®ner time scale. The ability is critical in determining the causal in¯uence among different cortical areas during cognitive processing.
In the time period from roughly 50 to 160 ms following the onset of the visual stimulus in a visual pattern discrimination task, we found signi®cant increases in feedforward causal in¯uence from sites in the striate cortex to sites in prestriate cortex and inferior temporal cortex. In addition, signi®cant feedback in¯uences were observed. The fact that feedback onset and offset times were signi®-cantly delayed compared with feedforward times indicates that feedback in¯uences largely occur in response to feedforward effects. There were exceptions, however. In some cases, the feedback in¯uence for a pair of sites began earlier than the feedforward. In other cases, a strong feedback in¯uence was absent, even though a strong feedforward in¯uence was observed. Thus it appears that feedback effects from a higher to a lower level in the hierarchy of the visual cortex do not always occur in direct response to feedforward in¯uences from the lower level.
In the spatial patterning of strong causal in¯uence, we observed convergence and divergence for both feedforward and feedback in¯uences. We also observed strong reciprocal in¯uences (i.e. both feedforward and feedback between two sites). These patterns are all consistent with the known anatomical connectivity of the visual cortex [2, 7, 28] . The observation of strong causal in¯uences among multiple cortical areas during stimulus processing has a number of potential functional implications. First, the observed feedback in¯uences may re¯ect the attentional modulation of neuronal activity in striate cortex from prestriate and inferior sources [3±6] . Second, these feedback in¯uences may be a sign of the resolution of discrepancy between visual input and stored or expected visual patterns [9, 11] . Third, evidence of divergent prestriate-tostriate feedback (Fig. 3 ) may promote the binding of neural activity between the recipient striate sites [7] . Finally, reciprocal feedforward and feedback effects between a pair of sites may be the manifestation of reentrant interactions postulated to be an essential component of functional integration in the cortex [29] .
Comparison of the overall duration of STDTF feedforward in¯uences between visual cortical areas was useful for addressing the question of whether those areas process information in parallel or in a serial fashion. The observed extent of feedforward in¯uence from striate sites to prestriate sites (40±170 ms) exhibited considerable overlap with that from prestriate sites to site IT (60±190 ms). Furthermore, the feedback in¯uences (60±200 ms from prestriate to striate and 75±165 ms from IT to prestriate) were highly overlapped in time with the feedforward in¯uences. Taken together, our results suggest that information processing in the hierarchy of visual cortical areas is not strictly sequential, but occurs concurrently across multiple hierarchically successive visual areas [30] and involves the reciprocal interplay of feedforward and feedback in¯uences.
CONCLUSION
The STDTF is a powerful tool for investigating dynamic causal in¯uences in the multi-area hierarchy of the visual cortex. With this method, we measured that strength and direction of casual in¯uences between sites in the same and different cortical areas on a very short time scale. Our results clearly show strong feedforward, feedback and lateral in¯uences between areas in the ventral region of the primate visual cortex. We also found that feedback in¯u-ences arise signi®cantly later than feedforward in¯uences. This suggested that feedback is largely a response to feedforward input, although exceptions to this principle indicate that feedback in¯uences are not obligatory, and may in fact occur independently of feedforward in¯uences. Finally, the ®nding that feedforward and feedback in¯u-ences were concurrent for tens of milliseconds suggests that areas could engage in reciprocal interactions during this period.
