Contactless techniques are of increasing clinical interest as they can provide advantages in terms of comfort and safety of the patient with respect to sensor-based methods. Therefore, they are particularly well suited for vulnerable patients such as newborns. Specifically the acoustical analysis of the infant cry is a contactless approach to assist the clinical specialist in the detection of abnormalities in infants with possible neurological disorders. Along with the perceptual analysis, the automated analysis of infant cry is usually performed through software tools that however might not be devoted to this specific signal. The newborn cry is a signal extremely difficult to analyze with standard techniques due to its quasi-stationarity and to very high range of frequencies of interest. Therefore software tools should be specifically set and used with caution. To address this issue three methods are tested and compared, one freely available and other two specifically built using different approaches: autoregressive adaptive models and wavelets. The three methods are compared using synthetic signals coming from a synthesizer developed for the generation of basic melodic shapes of the newborn cry. Results point out strengths and weaknesses of each method, thus suggesting their most appropriate use according to the goals of the analysis.
Introduction
Crying is the first and primary method of communication among humans. It is a functional expression of basic biological needs, emotional or psychological conditions such as hunger, cold, pain, cramps and even joy [1, 2] . It involves activation of the central nervous system and requires a coordinated effort of several brain regions, mainly brainstem and limbic system. Therefore a brain dysfunction may lead to disorders in the vibration of the vocal folds and in the coordination of the larynx, pharynx and vocal tract, giving rise to an abnormal cry [3, 4] . To date newborn cry analysis is most often performed with a perceptive examination based on listening to the cry and visually inspecting the signal waveform and its spectrogram. This approach is operator-dependent and requires a considerable amount of time often prohibitive in daily clinical practice. An accurate and automated acoustic analysis of newborn cry could be helpful to assist the clinician to detect risk markers of neurodevelopmental disorders. Specifically, the distinction between a regular and an abnormal crying can be very useful in the clinical practice. Therefore the scientific community is paying special atten-tion to techniques devoted to an accurate automated analysis of the newborn cry [5] [6] [7] .
The most significant acoustical parameters of infant crying are the fundamental frequency (F 0 ) and the first three formant frequencies of the vocal tract (F 1 , F 2 and F 3 ). F 0 reflects the regularity of the vibration of the vocal folds while F 1 , F 2 and F 3 are related to the varying shape and length of the vocal tract during phonation and thus to its control [8] . Actually, it is more appropriate to refer to resonance frequencies (RFs) rather than formants in newborns. In fact, the vocal tract is almost flat, the mobility of the oral cavity is reduced and the baby is unable to articulate vowel or consonant sounds as the pharynx is too short and not wide enough for that purpose. Therefore hereafter we will refer to F 1 -F 3 as of resonance frequencies (RFs).
Infant F 0 values are usually in the range 200 Hz-800 Hz (in the case of hyperphonation they can reach and exceed 1000 Hz) [5, 9] . This range is quite wide including both healthy and pathological newborns. Indeed no precise ranges are validated in the literature for differentiating the two categories, the possible diseases or categories being of very different nature (i.e., deaf, asphyxiated, gastroschistic, preterm, etc). Typical values for the first three RFs are around 1000 Hz, 3000 Hz and 5000 Hz, respectively [10] . The RFs estimation is very difficult to perform considering their high variability. Significant deviations from these ranges may be related to pathological conditions of the central nervous system [11, 12] .
The automated analysis of infant cry has its origins several decades ago when the technology was limited. Therefore, it was mainly based on the perceptual analysis made by clinicians through listening to the cry signal and visual inspection of spectrogram estimated with the Fast Fourier Transform (FFT) [13] . This approach is implemented in the Multidimensional Voice Program (MDVP TM ), the first and still used commercial tool, though developed for adult voices [14] . Currently, many researchers use PRAAT [15, 16] freely available on line. As MDVP TM , it was developed for the adult voice. It requires a careful manual setting of some parameters and thus some technical skills [16] .
Thus, since early studies, it was highlighted the need to develop dedicated software tools that could provide automatically the main parameters of the infant cry. In the last twenty years, most of the research was devoted to F 0 estimation with traditional approaches such as FFT, correlation and cepstrum [13, [17] [18] [19] [20] . Instead, few papers addressed the RFs estimation: in some papers F1 was estimated with FFT [10, 18, 21, 22] and recently FFT is applied for F 1 -F 3 estimation [20] . In Robb et al. [22] , FFT and Linear Prediction (LP) methods were compared, with results comparable only for F1.
Several approaches were tested on synthetic and real signals [7, 10, 11, 23 ]. An automatic adaptive parametric approach was developed, called BioVoice [24] , and successfully applied to newborn cry [7, 25, 26] . As well as for F 0 , the difficulty in the estimation of the RFs is mainly due to the quasi-stationarity and the very high range of frequencies of interest in the newborn cry which requires sophisticated adaptive numerical techniques characterized by high time-frequency resolution. To the authors' knowledge only two software tools exist specifically designed for the automatic analysis of infant crying. The above mentioned BioVoice [7, 23, [25] [26] [27] , based on an innovative adaptive parametric approach for F 0 and formants estimation [10] and successfully tested against other software tools [11, 28] and a software tool recently proposed by Reggiannini et al. [20] that estimates F 0 by means of a cepstrum approach. [11] . It was shown that the cepstrum approach is faster than a parametric approach, but less robust against noise in frequencies (F 0 and RFs) estimation [11] .
Taking into account the high variability of the signal the wavelet approach could be particularly suited to the study of neonatal cry thanks to its time-frequency varying resolution and low computing time. Therefore a new automated method based on the wavelet transform is proposed here for the estimation of F 0 and the RFs of newborn cry that, like the BioVoice tool, does not require any manual setting to be made by the user. Based on the literature the Mexican hat Continuous Wavelet Transform (CWT) is applied for F 0 estimation and the complex Morlet for RFs estimation [29, 30] . The proposed approach, named WInCA (Wavelet Infant Cry Analyzer) is currently implemented in MATLAB but can be easily adapted to any embedded processor.
A new synthesizer capable to reproduce variable melodic shapes of newborn cry was developed, based on the methods described in [8, 31] . This synthesizer is used to test WInCA against PRAAT and BioVoice.
This paper presents the first attempt to apply wavelets to the analysis of newborn cry, therefore the method will be described in the next section along with the new synthesizer.
The innovative features of this paper are: a synthesizer specifically developed to reproduce the melodic shape of the neonatal cry; a new method for newborn cry analysis based on the wavelet transform and a comparison of three different methods of automated analysis of cry on synthetic signals. Advantages and limits of the three methods are highlighted and the optimal use of each of them is suggested.
Methods

The newborn cry synthesizer
The synthesizer was developed under Matlab computing environment. It is capable of synthesizing newborn cry signals with different melody shapes. The synthesizer, based on a method developed for adult male voices [8, 31] is composed by two blocks: a pulse train generator and a vocal tract filter, according to [32] .
Pulse train generator
The pulse train generator, based on additive synthesis, builds a glottal pulse sequence. It approximates a periodic signal through a linear combination of sine waves whose frequencies are in harmonic ratio with each other. Thus, the first step of the infant cry synthesizer assumes the glottal pulse sequence as a pulse train with period T that is the reciprocal of the fundamental frequency F 0 (F 0 = 1/T).
The synthesis of each harmonic component is obtained through an oscillator block. Each oscillator is driven by two control vectors: the amplitude (a[n]) and the frequency (f[n]) of the output sine waves, where n is the n-th element of the control vectors (1 ≤ n ≤ N) and N is related to the duration (in s) of the synthesized signal and to the number of frames in which the synthesized signal is segmented. Assuming a sampling frequency F s = 44.1 kHz and a frame duration of 10 ms, we get 441 samples per frame (SpF). Thus, the frame rate (the frequency of the control vector) is given by the ratio 
where 1 ≤ k ≤ K and K = 30 is the number of digital oscillators considered in the synthesizer. From the literature [5] we know that the range of F 0 for newborn cry is around 200-800 Hz and the first three resonance frequencies can reach values up to 10 kHz. Assuming an average F 0 = 400 Hz, with K = 30 we are able to synthesize signals with frequencies up to 12 kHz, thus covering the range of interest. Signals obtained by each oscillator are then summed up giving rise to the glottal pulse train s s [n] . According to the additive synthesis described above, F 0 is kept constant throughout the whole vocal emission. Thus, to get a time varying F 0 in the synthesized signal, a modification of this approach is proposed here through the modulation of the first harmonic. Modulation is obtained driving the oscillator that generates the first harmonic with a vector f 0 [n] made up by variable values, as it will be discussed in subsection A3. According to Eq. (1), the other oscillators (that generate higher order harmonics) will give rise to frequency modulated signals.
Vocal tract filter
Vocal tract resonances are given by a filter bank with 3 parallel resonance filters [31] . Each filter is given by a 2nd-order all-pole filter with frequency response:
Given the bandwidth (B) of the filter, the resonance central frequency (f c ) and ω c = 2 f c /F s , the filter coefficients are obtained through the following relationships [33] : Falling (single arch melody shape with a rapid F0 increase followed by a slow decrease, with asymmetric shape skewed to the left); c) Plateau (flat melody profile); d) Rising (single-arch melody shape with a slow F0 increase followed by a rapid decrease, with asymmetric shape skewed to the right); e) Symmetric (single arch melody shape almost symmetric with respect to its midpoint).
Thus the frequency response (2) can be written as:
The central frequencies of the three parallel filters (f c ) correspond to the vocal tract formant frequencies (F 1 -F 3 ). Thus, the proposed synthesizer can be controlled by setting the value of the fundamental frequency (F 0 ) and of the first three formant frequencies (F 1 -F 3 ).
Infant cry synthesis − melody shapes and vocal tract resonances
According to [5] the fundamental frequency F 0 of healthy newborns usually varies between 200 Hz and 800 Hz. Thus, the F 0 values of the synthesized signals are allowed to vary in this range. F 0 variations were set according to the basic melody shapes of the newborn cry [23, [34] [35] [36] [37] :
• Complex: double-arch melody shape (Fig. 1a) ;
• Falling: single arch melody shape with a rapid F 0 increase followed by a slow decrease, with asymmetric shape skewed to the left (Fig. 1b) ; • Plateau: flat melody profile (Fig. 1c); • Rising: single arch melody shape with a slow F 0 increase followed by a rapid decrease, with asymmetric shape skewed to the right (Fig. 1d );
• Symmetric: single arch melody shape almost symmetric with respect to its midpoint (Fig. 1e ).
As mentioned above, the synthesized signals have fixed duration equal to 2 s. Thus, the control vectors that drive the oscillators are made up by 201 samples. To get control vectors with varying frequency for synthesizing the 5 basic melody shapes of F 0 , a spline interpolation was implemented. The interpolation points (nodes) were set to obtain melodic shapes within the range 400 Hz-650 Hz, which is the central interval of the range reported in [5] . Specifically, for each basic shape, the frequency control vectors are obtained as follows:
• The complex shape is defined as composed by multiple arcs (at least 2) [34] . We synthesized a double-arc shape whose maxima (with frequency equal to 590 Hz) are located at 0.25 s and 1.25 s respectively. Between these maxima, a local minimum (with frequency equal to 520 Hz) is located at 0.6 s, in order to make the second peak slower with respect to the first one (Fig. 1a) . The first and last nodes of the vector to be interpolated were both set at 500 Hz • The falling shape was obtained setting a maximum frequency (650 Hz) at 0.4 s, that allow for a slow decrease towards 450 Hz (Fig. 1b) . The first node was set equal to 550 Hz • The plateau shape was obtained by varying F 0 within a quite narrow range (540-555 Hz) around an average F 0 value equal to 550 Hz. In particular, there is a slightly ascending section up to 555 Hz, followed by a decrease towards 540 Hz (Fig. 1c ).
• The rising shape was obtained by reversing the falling shape. The maximum (650 Hz) was set equal to 1.5 s, in order to get a fast decrease towards 550 Hz (Fig. 1d) . The first node was set equal to 450 Hz • The symmetric shape was obtained setting the maximum (650 Hz) in the midpoint of the vector to be interpolated (thus at 1 s). The first and last nodes were set equal to 450 Hz (Fig. 1e) .
The amplitude control vectors were obtained in the same way for all the shapes: increasing amplitude is set in the first part of the signal, followed by a nearly constant part and then decreasing amplitude at the end of the signal.
Resonance frequency ranges were set according to [38] , where the first three RFs of 28 healthy term newborns were found in the range: F1 [700-1400] Hz; F2 [2000-4000] Hz; F3 [4000-7000] Hz. Specifically here we set: F 1 = 1100 Hz, F 2 = 3000 Hz and F 3 = 5500 Hz.
To test the proposed method, additive white noise of increasing amplitude (1%, 5% and 10% of the signal maximum amplitude) was added to the synthesized signals through the Audacity tool [39] . Noise was added to have more realistic melodic shapes of cries in healthy or sick infants, since it is always characterized by irregularities. The five melodic shapes described above were synthesized without noise and with each one of the three levels of added noise. Therefore twenty synthetic signals were analyzed.
WInCA: wavelet method
In this section the novel wavelet-based method for estimating F 0 and RFs is explained. The new tool named WInCA has been developed specifically for the acoustical analysis of newborn cry, characterized by high fundamental frequency F 0 and quasistationarity. To date no other application of the wavelet transform to newborn cry exists. Therefore, the choice of the mother wavelet is based on results obtained with adult voice signals. Specifically the Mexican Hat continuous wavelet is applied for F 0 estimation [29] and the complex Morlet for RFs estimation [30] .
Continuous wavelet transform
The wavelet transform filters a signal f(t) with a shifted and scaled version of a prototype function (t), the so-called "mother wavelet", a continuous function in both the time domain and the frequency domain [40] .
The Continuous Wavelet Transform (CWT) of f(t) is defined as [40] :
The scale parameter a of a CWT is related to the width of the analysis window: it either dilates or compresses the signal. The shift parameter b locates the wavelet in time. Varying a and b allows locating the wavelet at the desired frequency and time instant [40] . The relationship between a and the frequency is given by the so-called pseudo-frequency (F a ) in Hz, defined by the following equation:
Where is the sampling period and F c is the wavelet central frequency.
For F 0 estimation, a Mexican Hat CWT is used. The Mexican Hat CWT is defined as:
For each time window and within the F 0 frequency range (200-800 Hz), the highest coefficient of the CWT matrix is found. The autocorrelation (AC) is computed on the row of the matrix that contains this value, which corresponds to the optimal scale. F 0 is given by:
Where refers to the position (lag) of the maximum of the AC. The estimation of F 1 -F 3 is performed in a similar way, with different ranges for the band-pass filter as reported in Table 1 with a complex Morlet wavelet as prototype [40] . The CWT provides a more accurate representation of the oscillatory components within the signal without introducing fluctuations in the coefficients [40] . The complex Morlet wavelet is described by the following relationship [41] :
where 1/ 1/4 is the normalization term of the energy; for this wavelet the center frequency is defined as c = 2F c . The scale parameter t is the standard deviation (STD). It determines the amplitude of the wavelet. In fact c t sets the link between the bandwidth of the wavelet and its frequency F c . For the Morlet wavelet, the latter must assume values such that [29, 30] :
Moreover, the following relationship is taken into account:
Where F b is the bandwidth of the wavelet. Comparing the frequency ranges and on analogy to [29] the values of F c and the corresponding values of F b were set as in Table 1 . Specifically, for each F c relative to each frequency band, F b was computed with c t = 5 and according to Eqs. (13) and (14).
Estimation of F 0
For the estimation of the fundamental frequency F 0 , the proposed method involves the following steps: On each time window the CWT scale parameter a was allowed to vary in the range 1 ÷ 55. This choice allows including the whole range of infant cry F 0 [5] . Therefore the Mexican Hat CWT was applied with a = 55, = 1/F s = 1/44.1 s, F c = 0.25 Hz. Consequently F a = 200 Hz according to Eq. (9).
Estimation of RFs
The estimation of F 1 -F 3 is carried out with a procedure similar to that used for F 0 but with different ranges for the band-pass fil- ter, according to Table 1 and using the Complex Morlet as mother wavelet.
Estimation through existing methods and performance comparison
WInCA was compared with PRAAT and BioVoice in F 0 and RFs estimation.
With BioVoice F 0 estimation is performed by means of a twostep algorithm. First, the Simple Inverse Filter Tracking (SIFT) is applied to time windows of short and fixed length; afterwards, F 0 is adaptively estimated on signal frames of variable length through the Average Magnitude Difference Function (AMDF) within the range provided by the SIFT [7, 24, 42] . Resonance frequencies are obtained by peak picking in the power spectral density (PSD) evaluated on the same adaptive time windows used for F 0 estimation. On each varying time window, an autoregressive model of order q = 22 (half of the sampling frequency in kHz) is applied. This choice for q comes from acoustic and physiological constraints, giving an enough detailed spectrum while preventing spectral smoothing and consequent loss of spectral peaks [23, 43] .
In PRAAT F 0 is estimated through the autocorrelation of the signal calculated on short frames while Linear Predictive Coding (LPC) is applied for the RFs estimation [15, 16] . We underline here that using the default values of PRAAT for both F 0 and RFs ranges as well as their number definitely incorrect results were obtained. Therefore a careful selection of the best values was carried out, necessarily in an empirical way. Specifically we chose the F 0 range equal to 200-800 Hz and for RFs up to 10000 Hz. The number of RFs was set to 5 but we considered only the first three frequencies [16] .
Once that F 0 -F 3 were estimated with the three methods (WInCA, Biovoice and PRAAT), the F 0 vectors were resampled at 100 Hz (sampling frequency of the control vectors of the synthesized signals). In this way, the comparison with the reference values was possible through the calculation of the root-mean-square error (RMSE) in Hz, defined as:
where N = 201 is the number of samples of the control vectors (length of the F 0 vector of the synthesized signal), x i is the i-th F 0 value of the synthetic signal and y i is the corresponding i-th estimated F 0 values. As the synthesized signals had fixed RFs, the interpolation process was not performed on the RFs vectors (F 1 -F 3 ). Thus N in Eq. (15) is equal to the number of samples contained in the RFs vector estimated with the three methods and x i corresponds to the RFs values considered for the synthesized signals (F 1 = 1100 Hz, F 2 = 3000 Hz, F 3 = 5500 Hz). Table 2 shows the RMSE values for each method and the 20 synthetic melodic shapes: complex, falling, rising, symmetric and plateau with: no added noise, 1%, 5% and 10% added noise. Best results are highlighted in bold.
Results
To provide an overall picture, Table 3 summarizes the mean values of RMSE over all the melody shapes and all noise levels for the three methods.
Discussion
The comparison among the three methods reported in this paper is made according to synthetic signals that simulate the main melodic shapes of newborn cry. To test the robustness of the methods increasing noise levels are added to the signals. The proposed synthesizer represents a breakthrough with respect to existing literature.
To give a measure of the matching capability of the three methods the RMSE is computed between the synthetic signals and the estimated ones. Results (Tables 2 and 3) show that:
-PRAAT gives slightly better results as far as F 0 estimation is concerned, with a mean error less than 2 Hz. However, it fails in the RFs estimation (except for plateau) with a mean error ranging from 92 Hz (for F 2 ) up to 1135 Hz for F 3 .
We point out again that these results are obtained after a careful manual selection of ranges and thresholds for F 0 and for the RFs, according to literature. Much worse results are obtained if the default values were used (40-500 Hz for F 0, up to 5500 Hz for RFs, considering 5 formants) [16] . Thus PRAAT must be used carefully.
An additional advantage of PRAAT is undoubtedly the low computing time: the analysis of a signal of 1 s of duration requires less than 0.5 s for F 0 estimation and about 2 s for the RFs.
-WInCA: F 0 gives an acceptable error but higher than PRAAT.
Concerning Thus, the use of one technique or another one should therefore be carefully evaluated according to the specific needs in order to avoid errors and unreliable results.
Further suggestions include the choice of the analysis window and the minimum duration of cry units to analyze. The time duration of the analysis window should be set as short as possible. In fact, we applied a window of 10 ms in WInCA for the estimation of F 0 and RFs. However, most of the traditional analysis techniques do not allow adequate frequency resolution for frames of such short duration and typically much longer windows (even 50 ms) are used leading to a poor temporal resolution. As a compromise it is therefore suggested to use windows up to a maximum of 20 ms of duration (used in BioVoice).
Among the techniques presented here PRAAT and BioVoice have already been applied to real signals [7, 25, 44] , while the application of WInCA will be the subject of future studies.
Conclusions
This paper presents a comparison of three different techniques for the automated acoustical analysis of newborn cry. Specifically two existing tools (PRAAT and BioVoice) are compared to a newly developed one, named WInCA (Wavelet Infant Cry Analyzer). We point out that the infant cry is a signal extremely difficult to analyze with standard techniques due to its quasi-stationarity and to the high range of frequencies of interest. This study could represent a guideline for the automated acoustical analysis of infant cry, in order to include these objective methods in the clinical practice along with perceptual assessments.
The crying of newborns is a functional expression of basic biological needs. It is based on a coordinated effort of several brain regions, mainly brainstem and limbic system and is linked to the breath system. Therefore cry features reflect the development and the integrity of the central nervous system.
In addition to other clinical tests the automated infant cry analysis, when properly applied, is a suitable cheap and contactless approach for an early assessment of the neurological state of infants. A reliable automated method for the estimation of crying acoustical characteristics could provide a support to the perceptive analysis made by clinicians reducing the required amount of time often prohibitive in daily clinical practice.
In this work, a newborn cry synthesizer and a new waveletbased method for newborn cry analysis are presented. Synthetic signals are obtained implementing a new accurate simulation model that takes into account the variability of the signal under study as well as the basic shapes of the newborn cry melody. A database of the synthetic signal is available on request to the authors.
The new analysis tool named WInCA has been developed specifically for the acoustical analysis of newborn cry, characterized by high fundamental frequency F 0 and for being quasi-stationary. The wavelet approach is in fact particularly suited to the study of infant cry thanks to its time frequency high resolution characteristics and low computing time. To assess its performance WInCA is compared to the already existing tools PRAAT and BioVoice on a set of synthetic melodic F 0 shapes corrupted by increasing noise levels.
Results show that PRAAT gives slightly better F 0 results but requires proper settings. WInCA is best suited for F 1 estimation and BioVoice gives best results for F 2 and F 3 . It is also the most robust against increasing noise.
As specified in the introduction, the aim of this work is to propose for the first time a comparison among objective methods for newborn cry analysis. This study was performed on synthetic signals because we need to know the exact reference values of signals to obtain an accurate comparison.
The synthesizer proposed in this work is capable to generate the five basic waveforms of the newborn cry that are pointed out in the literature: rising, falling, symmetric, complex and plateau. The synthetic signals have a good match with the real cries also from the perceptual point of view. Of course, they do not represent the wide variety of real cries, which include tens of shapes, but are nevertheless useful, since no references exist to date. Upon request the authors will provide the synthesized signals to test new methods for infant cry analysis.
The application to real signals will be the subject of future works. In particular, the advantages of Biovoice and WInCA will be merged for the analysis of infant cry in order to detect clinically useful parameters and ranges. Moreover, it could be applied to any category of sick newborns or to compare preterm and full term infants as well.
