Abstract. We present a new family of multigraph algorithms, ILU-MG, based upon an incomplete sparse matrix factorization using a particular ordering and allowing a limited amount of ll-in. While much of the motivation for multigraph comes from multigrid ideas, ILU-MG is distinctly di erent from algebraic multilevel methods. The graph of the sparse matrix A is recursively coarsened by eliminating vertices using a graph model similar to Gaussian elimination. Incomplete factorizations are obtained by allowing only the ll-in generated by the vertex parents associated with each vertex. Multigraph is numerically compared with algebraic multigrid on some examples arising from discretizations of partial di erential equations on unstructured grids.
1. Introduction. In this paper, we present a new family of multigraph algorithms, ILU-MG, based upon an incomplete sparse matrix factorization using a carefully designed ordering and allowing a limited amount of ll-in. While in this paper we focus primarily on systems of linear equations arising from discretizations of partial di erential equations, the method can be formally applied to general sparse matrices. For any particular problem or class of problems, it seems likely that specialized methods making use of the particular features of that problem will outperform any multigraph algorithm. However, the goal of the ILU-MG algorithm is to provide a general and robust iterative solver for many di erent systems of linear equations. While this goal may not yet be achieved in this rst version, our hope and expectation is that the multigraph algorithm will eventually provide reasonably good rates of convergence for many classes of problems, while requiring only minimal input.
Algebraic approaches to multilevel methods have enjoyed a long history, beginning with the algebraic multigrid (AMG) methods of Brandt, McCormick, and Ruge 13, 14] Ruge and St uben 26] and the black box multigrid method of Dendy 15] . More recent work can be found in 1, 3, 4, 12, 20, 19, 17] , as well as many contributions in 2]. Our work grew out of the grid coarsening schemes developed in 10, 11] and the corresponding hierarchical basis iterations, HBMG. While much of our motivation comes from these multigrid ideas, ILU-MG is fundamentally an incomplete sparse matrix factorization.
The multigraph method resembles the approach of classical sparse Gaussian elimination. The graph of the sti ness matrix A is recursively coarsened by rst eliminating based upon graph considerations, no attempt is made to preserve the integrity of the grid. Indeed, this information is not even provided. The rest of this paper is organized as follows. In section 2, we provide a graph theoretic interpretation of the construction of hierarchical bases and its relation to sparse incomplete factorizations. The connection between multigrid and multigraph is described in terms of linear algebra in section 3. In section 4, the implementation of our method is discussed in some detail. In particular, the ordering strategy and the incomplete factorization procedure are described. Finally, in section 5, we compare multigraph with AMG on some examples arising from discretizations of partial di erential equations on unstructured grids.
2. Graph theoretical aspects. In this section we discuss the relation between the construction of a hierarchical basis and sparse incomplete LU (ILU) factorization, within the context of graph theory. We rst consider standard Gaussian elimination and classical ILU factorization from a graph theoretical point of view, and then develop a graph elimination model for hierarchical basis methods on sequences of nested meshes. These models can be interpreted as special ILU decompositions which generalize to the case of general graphs.
We begin with a few standard de nitions; the interested reader is referred to Rose 25] or George and Liu 18] for a more complete introduction. Corresponding to a sparse n n matrix A with symmetric sparsity pattern (i.e., A ij 6 = 0 if and only if A ji 6 = 0), let G(V; E) be the graph that consists of a set of n ordered vertices v i 2 V , 1 i n, and a set of edges E such that the edge e ij The degree of a vertex deg(v i ) is just the size of the set adj(v i ). A clique C V is a set of vertices which are all pairwise connected; that is, v i ; v j 2 C; i 6 = j ) e ij 2 E.
With a proper ordering of the vertices, a clique corresponds to a dense submatrix of A. In graph theoretic terms, a single step of Gaussian elimination transforms G(V; E) to a new graph G 0 (V 0 ; E 0 ) as follows: We now view HBMG as an ILU algorithm in which only selected ll-in edges are allowed. In this algorithm, the vertices in the set V f are sequentially eliminated as follows:
1. Eliminate vertex v i 2 V f and all its incident edges from G. Set V 0 = V ?fv i g.
Denote the resulting set of edges E 1 E. In other words, the classical HBMG algorithm adds the subset of ll-in edges from Gaussian elimination in which one of the vertices is a vertex parent. An even more simple possibility is to use just one vertex parent as an elimination strategy. Although this does not correspond to the classical case of HBMG, it has been studied in a di erent context as a partitioning scheme for general graphs 23, 24] . The elimination algorithm is similar to the case of two parents: However, in this case generally fewer ll-in edges are added. When the initial graph G is a nite element triangulation (or a tetrahedral mesh in three space dimensions), the graph G 0 remains a nite element triangulation. This property can be maintained at all steps of the elimination process through a careful selection of parents. Both one and two vertex parent eliminations are illustrated in Figure 2 . Another straightforward extension allows for the possibility of more than two vertex parents, either a xed or variable number. The limiting case, allowing all vertices in adj(v) to be parents of v, will result in classical Gaussian elimination.
These extensions can be interpreted, in the multigrid framework, as various multipoint interpolation schemes. In this work, we consider only the one-and two-vertex parent cases.
Let the triangulation T f be the graph for the original sti ness matrix A represented in the standard nodal basis. For either one or two parents, after all the vertices in V f are eliminated, the resulting graph is just the coarse grid triangulation T c . However, the numerical values of the matrix elements are generally di erent for the two cases. For the special case of a sequence of uniformly re ned meshes, the total number of edges in the lled in graph can be estimated. This will serve as a guide to the amount of memory necessary to store the incomplete LU factorization using typical sparse matrix storage schemes, e.g., 16, 18, 8] . The elimination process is illustrated for the case of two parents in Figure 3 . . In our present study, we consider only point iterations with explicit storage of all edges. The elimination process for the case of one parent is shown in Figure 4 .
The main di erence in the case of one parent is that now only one ll-in edge is associated with each quartet of triangles on the ne grid. total edges, somewhat less than the case of two parents. This is also less than the bound of 6n obtained for general matching strategies on two-dimensional triangulations 23]. In fact, matching strategies when applied to general graphs produce ll-in bounded by O(jE 0 j ln n) where E 0 is the number of edges in the original graph. We know of no similar bound for the case of two parents, and have empirically observed very rapid growth in ll-in for some matching strategies which made little e ort to control the number of ll-in edges.
The multigraph algorithm generalizes the concept of vertex parents to arbitrary graphs. The main problem is to determine reasonable vertex parents for each vertex to be eliminated. Once this is done, the elimination/unre nement/coarsening is performed on the graph exactly as in the case of nested meshes.
3. The multigraph algorithm. The salient features of the multigraph algorithm and its connection to HBMG can be illustrated by considering the following simple example. Let A be an n n sparse matrix arising from the discretization of a partial di erential equation, assembled using the standard nodal basis. We partition The scalars`i;`j and u i ; u j are simply the multipliers of an incomplete LU factorization. Note that the above equations are well de ned, independent of the geometry of the mesh, and they do not require that v 1 results from the re nement of an edge e ij .
In a similar manner, for the case of one vertex parent we havè =`ie i and u = u i e i : The sparsity patterns of the vectors c and c + d`are the same, since the nonzeros in`are a subset of the nonzeros in c. 1 However, the sparsity patterns of B and B +`du t +`r t + cu t generally are not the same. The matrix`du t +`r t + cu t typically creates some ll-in in the rows and columns corresponding to the vertex parents. These are precisely the ll-in edges illustrated in Figure 2 . Also note that B +`r t +`du t + cu t = B ? cd ?1 r t + (`+ cd ?1 )d(u + rd ?1 ) t :
From this identity, we can see that this elimination step can also be viewed as forming a rank one perturbation of the exact Schur complement B ? cd ?1 r t .
In its standard formulation, the next step of this hierarchical decomposition is a transformation of the same form applied to the reduced matrix B +`r t +`du t + cu t (not L 1 AU 1 ). The actual change to the hierarchical basis is de ned implicitly through this recursion. The nal hierarchical bases sti ness matrix A 0 is far less sparse, but generally better conditioned than A, so that standard iterative methods can be e ectively applied to linear systems involving A 0 . In the case of classical HBMG, the iterative method is just a standard block symmetric Gauss{Seidel iteration, with the blocks de ned in terms of re nement levels in the mesh. See 6, 7] for details.
The multigraph method, ILU-MG, replaces this Gauss{Seidel iteration with an incomplete factorization. In particular we set A = LDU + E; (3) where L is unit lower triangular, D is diagonal, U is unit upper triangular, and E is the so-called error matrix. The sparsity pattern of L+D+U is de ned in terms of the symbolic elimination algorithm described in section 2. This is precisely the sparsity pattern recursively generated by the hierarchical transformations de ned above. By using a standard ILU factorization, we avoid the recursion of HBMG. At the same time, we hope that by allowing this additional ll-in, ILU-MG will inherit the desirable properties of HBMG as a preconditioner. 4 . Implementation. Our multigraph algorithm is divided into four distinct phases, analogous to classical sparse Gaussian elimination algorithms.
1. Ordering: A permutation matrix P is computed to reorder the matrix, PAP t .
In addition, vertex parents for each eliminated vertex are de ned and determine the ll-in pattern for the second phase. 2. Symbolic factorization: The (incomplete) ll-in is computed using the graph of PAP t and the vertex parents. The output is a static data structure for the incompletely factored sparse matrix.
Numerical factorization:
The numerical values of the L, D, and U factors are computed using a MILU factorization. 4. Solution: The solution of Ax = b is computed using a conjugate or biconjugate gradient algorithm, preconditioned by the incomplete factorization. This section is divided into two parts. First, we describe the ordering strategy used to compute P and the vertex parents for each vertex. Next, our MILU factorization is discussed. We do not believe that our present algorithms for these two phases are optimal in any sense. However, they are the best ones we have found so far and their performance seems to justify further work in this area.
Ordering. In the case of classical sparse Gaussian elimination, ordering
consists of nding a permutation matrix P such that the reordered matrix PAP t has some desired property in terms of the ensuing factorization. Normally, the permutation matrix P is constructed based solely on the graph of the matrix (e.g., a minimum degree ordering 16, 25, 18]) and not on the values of the matrix elements. In the multigraph algorithm, both the graph and the numerical values of the matrix A are used to construct both the ordering and the vertex parents.
To simplify notation, we will describe only how the rst vertex is ordered and its parents are selected. The remaining vertices are ordered by the same algorithm applied inductively. Let 
The tentative vertex parent is the vertex v j 2 adj(v i ) such that r ij = q 1 (v i ). Ties are broken arbitrarily. The quality function q 1 (v i ) represents a compromise between choosing a parent v j which is as strongly connected to v i as possible (measured in terms of the size of the o -diagonal matrix elements), and choosing v j to cause as little ll-in as possible in terms of the factorization. The size of the parameter can be used to indirectly control the number of ll-in edges resulting from the ordering. Smaller values for result in less ll-in. Experimentally, we determined = 10 to be a good choice. Our two parent algorithm actually o ers the possibility to each vertex of having zero, one, or two parents. The choice of parents is based on maximizing the function q 2 (v i ). As in the single parent case, the quality function q 2 (v i ) seeks a compromise between choosing strongly connected parents, and choosing parents which allow low ll-in; experimentally, we determined = 50 for the two parent algorithm.
We now describe our algorithm for ordering vertices and computing vertex parents. We begin by computing the quality q p (v i ) for each vertex in the mesh, using (5) for the case p = 1 (one vertex parent algorithm) or (7) ii. Eliminate v i from the current graph; add ll-in edges as required. Update the partially factored matrix using the MILU decomposition.
iii. For v j 2 adj(v i ), update q p (v j ), and update the position of v j in the heap. We note that step ii above essentially requires an incomplete factorization of the matrix A to occur concurrently with the ordering, since the quality function q p is updated based on the current state of the factorization. This makes the ordering algorithm rather expensive, often as expensive as or even more expensive than the actual solution. This is partly because this factorization must use a dynamic data structure, rather than the static sparse matrix data structures which we employ elsewhere. On the other hand, as in general sparse matrix calculations, in many cases ordering can be done once and then used for several factorizations and solutions.
There are several interesting variations of our ordering algorithm which merit some discussion. Both are related to step iii above and provide a means of partitioning the matrix in order to formulate block iterative methods. First, in step iii, we can (arti cially) set q p (v j ) = 0 if v j 2 adj(v i ) is a parent of v i . This forces v j (and all other vertices chosen as actual parents) to reside near the bottom of the heap. When the heap contains only vertices with q p = 0, the remaining vertices are called coarse graph vertices and those eliminated are ne graph vertices. This e ectively provides a two level blocking in a fashion quite analogous to the classical two level HBMG algorithm. If we (correctly) reinitialize q p (v i ) and compute tentative parents for all vertices remaining in the heap, and then restart the elimination process, we are led to a natural multilevel blocking, which could form the basis of a block incomplete factorization algorithm.
Second, in step iii we can arti cially set q p (v j ) = 0 for all v j 2 adj(v i ). Then the ne graph (eliminated) vertices will form an independent set, in that the diagonal block of both the original and factored matrices corresponding to this set of vertices will be diagonal. Reinitializing and restarting the elimination process as above would result in some multicolor-like ordering, which might have some interesting applications for vector or parallel processing.
For either of these alternatives, using an enhanced quality function that includes additional information about the blocking strategy (e.g., bias q p to favor producing the largest number of vertices in the ne graph set within the other constraints) seems appropriate. 
The sparsity pattern of matrix ?cr t =d generally will not coincide with the sparsity pattern we choose to allow. were generated. For each test case, both the sparse matrix and the right hand side were saved in a le to serve as input for the iterative solvers. 2 The speci c de nition of each test problem is described below. Problem Superior. This problem is a simple Poisson equation
with homogeneous Dirichlet boundary conditions on a domain in the shape of Lake Superior. This is the classical problem on a fairly complicated domain. The solution, shown in Figure 5 , is generally very smooth but has some boundary singularities. Problem Hole. This problem features discontinuous, anisotropic coe cients. The domain consists of three subregions. On the inner region, the problem is Homogeneous Dirichlet boundary conditions are imposed on the inner (hole) boundary, homogeneous Neumann conditions on the outer boundary, and the natural continuity conditions on the internal interfaces. While the solution, shown in Figure 5 , is also relatively smooth, singularities exist at the internal interfaces. The domain has seven subregions; = 0 in the upper left and large lower region. In the narrow curved band, j j 10 4 , and is directed radially. Dirichlet boundary conditions u = 10 ?5 and u = 10 10 are imposed along the bottom boundary and along a short segment on the upper left boundary, respectively. Homogeneous Neumann boundary conditions are speci ed elsewhere. The solutions, see Figure 7 , vary exponentially across the domain which is typical of semiconductor problems.
In the rst problem, Jcn 0, the convective term is chosen so the device is forward biased. In this case, a sharp internal layer develops along the top interface boundary. In the second problem, Jcn 180, the sign of the convective term is reversed, resulting in two sharp internal layers along both interface boundaries.
All problems were run on a SGI R10000 Octane with 256 Mb of memory and compiled with the Fortran f77 -O -64 options. Each run consisted of two phases. The setup phase consisted of performing several initialization steps. For multigraph algorithms, this included ordering, symbolic factorization, and numerical factorization. Of these three steps, the sparse ordering is by far the most dominant. The initialization step for AMG consisted of determining the multigrid levels and constructing the interpolation operators as well as the coarse grid matrices. In the second phase, each problem was solved to a relative accuracy in the residual of 10 ?6 starting from an initial guess of zero.
The results of this comparison are shown in Table 1 and Table 2 . Since there was little variation in the timings for the setup phase, these times (in seconds) are averaged over all problems with the same grid size. In Table 2 , we present the number of AMG cycles and multigraph solves. The multigraph algorithm is used as a preconditioner for the composite step conjugate gradient (CSCG) procedure for symmetric problems of the composite step biconjugate gradient (CSBCG) procedure for nonsymmetric problems. We count solves rather than iterations, since composite steps cost about twice as much as single steps. Also, solves for nonsymmetric problems are twice as expensive as for symmetric problems, since both A and A t must be preconditioned. The digits columns refer to digits = ? log (j jr k j j`2=j jr 0 j j`2) ;
where r k is the residual at the kth iteration (cycle). To compare these methods, we have chosen the CPU time, measured in seconds, to solve each problem. The timings for the one parent and the two parent versions exhibit a greater than linear growth as a function of problem size. For conventional test problems on uniform 5-point grids, we observe an O(N log N) dependence, which is signi cantly better than most other ILU methods. In contrast, AMG is observed to be O(N) for this class of problems. However, for all the problems we considered in this study, our algorithm is competitive with AMG. 15 
