The shape of a rectangular prism in
Introduction
Some interest has been shown in Markovian sequences of geometric shapes. Mostly the focus has been on triangular shapes in the plane, rather natural random-geometric constructions creating the next triangle in the sequence from its predecessor (Watson 1986; Mannion 1990 Mannion , 1993 Miles 1983) . Sequences of other geometric gures have not been explored in much detail, not through lack of interest but due to mathematical di culty. This paper deals with shape sequences of rectangular prisms; the analysis and results are presented as a contribution to the theory of Markovian shape sequences, itself a part of the larger probabilistic theory of shape initiated by Kendall (1977 Kendall ( , 1984 and, in a rather di erent way, by Bookstein (1978) .
Consider a rectangular prism in ( The prism is to be split by a randomly-positioned hyperplane of dimension d orthogonal to a randomly-chosen edge, edge j is selected with probability p j , j = 1 1; 2; ; d + 1. A point T is then placed on the chosen edge j such that U, de ned as jOTj=L j , is randomly sampled according to a distribution function G on 0; 1]. A ddimensional (hyper)planar cut orthogonal to edge j is then made. The prism containing O is retained, whilst the other prism is discarded.
The retained prism is rescaled so that its longest edge equals 1 and the process then iterated, thus forming a Markov process of shape vectors. In the rst part of this paper, we investigate the equilibrium conditions and equilibrium distribution for this Markov process. We have found it convenient to use, for this investigation, G(u) = u a for some parameter a > 0, because results for this family are elegant and simply-expressed; this family includes the case of a uniform distribution for the split position. Our main results are that (i) a non-degenerate equilibrium shape distribution on 0; 1] d exists if P n i=1 p i < n=(d+1) for n = 1; 2; ; d, (ii) the d components of shape at this equilibrium are independent random variables and (iii) the equilibrium distribution of Y n , the nth component, has probability distribution function described by PfY n y n g = y n n , where n = a n ? ( 
In the second part of the paper, we modify the splitting rule. At each stage of the process, we consider the set H of all d-dimensional hyperplanes which can cut the prism into two rectangular 'daughter' prisms. We then sample a hyperplane in an equally-likely manner from H. This means that the probability p j , which now equals L j =(L 1 + L 2 + + L d+1 ), depends on the shape of the prism to be cut whilst the position of the cut on the selected edge is uniformly distributed on this edge.
Our results show that an equilibrium distribution on 0; 1] exists, with its joint probability density function taking the form 
This generalises a result for the case d = 1 mentioned by Miles (1983 First, we establish that the distribution mentioned in (iii) above is invariant under the rst-mentioned rules for dividing the prism. Suppose a prism with shape Y Y Y = (Y 1 ; Y 2 ; ; Y d ) and longest edge of length 1 is divided according to the random rules. Let j be the index of the edge which is cut and let X X X = (X 1 ; X 2 ; ; X d ) be the shape of the prism retained after the cut.
The greatest economy in writing the random transitions from Y Y Y to X X X comes from a categorisation based on j. For j = 1, X 1 = UY 1 for all d 1, whilst X n = Y n for 2 n d. For For example, B 3;2 = fX 2 X 3 < S X 2 g 0; 1]
5
, whilst t ?1 3;2 maps (X 1 ; X 2 ; X 3 ; X 4 ; S) to (Y 1 ; Y 2 ; Y 3 ; Y 4 ; U) = (X 1 X 2 ; S=X 2 ; X 2 X 3 =S; X 4 ; S). The Jacobian of this map is 1 (though in other cases, di erent values occur).
If h is the probability density function (pdf) of (Y Y Y ; U) and q j;m is the probability, given j, of the event f(Y Y Y ; U) 2 A j;m g, then the pdf a j;m of (X X X; S) conditional upon this event is J j;m h(t ?1 j;m (x x x; s))=q j;m on B j;m , but zero elsewhere. Here J j;m is the Jacobian of the relevant transformation. Overall, the pdf of (X X X; S) is sf(x; sy)g(s)ds :
The equations become progressively more complicated as d increases. We show the equation for d > 5, where a general form emerges. The cases for 3 d 5 are not displayed here. Using, when necessary for typesetting reasons, the shorthand notations x x x m n := x n ; x n+1 ; ; x m and x n;m := x n x n+1 x m for n m, we have for d > 5
f(x x x) = p 1 
Consider rstly the case where all p n > 0 and where (5) is assumed for all n. If our chosen f is to be a solution of (4), then (6) must equal 1=a. By equating the constant term of (6) to 1=a and coe cients of other terms to zero, one has 
It is thus evident that f is a solution of (4) if, for all n, n = a(d + 1)p n :
When some of the p n (n d) are zero, the exercise which previously led to (7) and (8) requires modi cation. One can show that, when p n = 0 and n d, an assumption n 6 = 0 leads to a set of contradictory equations, and so n must equal zero. The set of linear equations (8) then becomes a reduced set with the appropriate p n = n omitted, whilst (7) becomes X n2N r n p n n = 1 a where N = fn : p n > 0; 1 n d + 1g and r n = 1 + max k :
p n?i = p n . Thus (9) still holds. On the other hand, if p d+1 = 0, the equations which replace (7) and (8) are always contradictory and so no invariant f of our postulated form exists.
From (9) and (5), it is seen that with
is a solution of (4). Since in our context this f should also be a joint probability density function, it is necessary that i > 0. Hence f is an invariant probability density function of the Markov process of shapes provided
The Markov process is clearly aperiodic and -recurrent, in the sense of Orey (1971) .
Here can be Lebesgue measure on the state space 0; 1] d . Thus the invariant distribution we have found is unique and represents the equilibrium distribution of the process regardless of the initial state, provided of course that (11) holds. Note that the non-existence of an invariant distribution when p d+1 = 0 is covered by (11), since (11) implies that p d+1 > 1=(d+1). Whilst I have not proven that the shapes fail to have a non-degenerate limiting distribution when (11) is violated, I believe this to be the case. The methods of Mannion (1990 Mannion ( , 1993 , who proved limiting degeneracy in the case of Markov processes of triangular shapes, seem ideally suited for establishing the necessity of (11). This is deferred, however, to a later study since there appears to be interesting problems about the shapes of prisms in those dimensions which do not degenerate.
The condition (11) is intuitively agreeable since it highlights that if the longest edge is chosen with more than an equal share of probability and the shorter edges with less, degeneracy involving the collapse of the short edges to zero will not occur.
Analysis of the rule with an equally-likely planar cut
The sampling of a hyperplane in a manner such that the chosen hyperplane is uniformly distributed in H, the set of all hyperplane which split the prism into two rectangular prisms, is the same as selecting a point T uniformly distributed on the set of all edges which emanate from O. This point de nes a random variable U = jOTj=L j for the edge, j say, on which T happens to land. The probability
The basic transformations from (Y Y Y ; U) to (X X X; S) are the same as in Section 2, but the equations (2), (3) and (4) 
The general equation, analogous to (4), contains all the same terms as (4) except that the p i 's are relocated inside the integrals and are functions of the arguments of f. For example, the rst integral in (4) Prior to solving the general case, it is an instructive exercise for the reader to show that f(x) = 2=(1 + x) 2 is a solution of (12) and that f(x; y) = 12y (1 + y + xy) 3 ( 14) is a solution of (13). In both cases, the stated solution is a probability density function. In completing these exercises, one notes that, when the respective solutions are substituted into the RHS's of (12) 
In the general case, a similar merging of integrals into terms of the generic form (15) occurs when the postulated probability density (1) is used. One can then easily show that (1) provides a solution to the general equation.
Discussion of the rst problem
In our rst problem, the invariant distribution had independent components with marginal density functions belonging to the class F = ff : f(x) = x ?1 ; > 0g.
Initially, my explorations of this problem focused on the case where U uniform, this seeming canonical, but since the solution involved F, I was then motivated to investigate U g 2 F too. There was no added cost to the theory, though when I took the exercise further to the bigger class of Beta distributions, the algebraic costs were considerable. (x + r) 3?2q : When q = 0, that is when the long side of the rectangle is always the one chosen, X and R are both uniformly distributed with joint pdf on 0; 1] 2 f(x; r) = r + x
(1 + rx) 3 + rx (x + r) 3 x + r < 1 = r + x
(1 + rx) 3 + 1 + rx (x + r) 3 x + r > 1:
The correlation coe cient of X and R is 11 ? 16 log(2) + ?0:0904, in this case.
The d components of shape can be viewed as the shapes of two-dimensional rectangular`faces'. This is easily visualised for a 3-dimensional prism where d = 2. Three edges, of lengths L 1 ; L 2 and L 3 emanate from O. These are the sides of rectangular faces L 1 L 2 ; L 2 L 3 and L 1 L 3 . The rst two of these have shapes X 1 and X 2 respectively. The third rectangular face has a shape too, namely X 1 X 2 . At equilibrium, Z X 1 X 2 has pdf f(x; r) = 2 (1 + r + x) 3 + 2r (1 + rx + r) 3 + 2rx (x + r + rx) 3 + 2x (1 + rx + x) 3 : X and R are identically distributed with mean 2 log 2 ? 1, variance 2 ? 4(log 2) 2 and correlation coe cient 0.154.
