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I. INTRODUCTION 
Many periodicity problems in the theory of control, biological behavior, 
econometrics and other active areas of scientific research can be formulated 
in terms of differential equations in which the derivatives depend upon 
previous states of the systems. Such history dependent differential equatioas 
are called functional differential equations. 
In this paper, we shall consider autonomous functional differential equations 
for which the derivatives at time t depend upon values of the solution on 
the finite time interval [t - T, t], where Y is a fixed, positive number. The 
main result is a periodicity theorem for such autonomous functional 
differential equations. The theorem will be applied to examples of first and 
second order differential difference equations. 
The problem of determining conditions under which a functional dif- 
ferential equation will have a periodic solution has been undertaken by 
G. S. Jones in a series of papers, [I], [2], and [3]= He formulated certain 
asymptotic fixed point theorems which were applicable to operators arising 
in the study of functional differential equations of the type considered here. 
For a given equation, he defined an operator A with domain and range in 
an infinite dimensional Banach space B, such that a fixed point of A 
corresponded to a periodic solution of the equation. The problem thus is 
reduced to showing that the operator has a nontrivial fixed point in B. 
Woweverr, the equations considered by Jones (and here) have the origin of B 
as a critical point, and the operator A has the origin as a fixed point. This 
means that the origin of B must be removed from the set in which fixed 
points of A may lie. The approach used by Jones was to apply generalizations 
of standard fixed point theorems to the operator A. Wowever, in order to 
* This work is part of the author’s doctoral thesis prepared under the direction 
of Professor J. K. Hale at Brown University. 
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apply Jones’ method to a specific example, rather detailed information about 
the behavior of solutions near the origin must be obtained in order to ensure 
that his hypotheses are fulfilled. 
The periodicity theorem proven in this paper presents a set of conditions 
under which a nonlinear autonomous functional differential equation has a 
periodic solution. The conditions of the theorem do not require a knowledge 
of solutions near the origin. The approach here is to use a saddle point 
property of the origin in B, and theorems about the eigenfunctions of an 
operator such as iz. It is then shown that there is an eigenfunction of A 
with eigenvalue equal to unity. That eigenfunction is a nontrivial tied 
point of A. 
Application of the theorem requires that one identify the operator A and 
a cone K such that g maps K into itself. The mapping of the cone must be 
“compressive,” that is cone elements sufficiently far from the origin must 
be mapped closer to the origin by 8. In addition, B and K must satisfy 
certain boundedness conditions. 
The theorem is applied to the equation, k(t) = ax(t - l)[l + z(t)], which 
was studied by Wright [4] and later Jones [I]. Wright showed that solutions 
of this equation are oscillatory if 01 > z-12, and Jones proved the existence 
of periodic solutions. Here the existence of periodic solutions is proven 
with no more knowledge of the solutions than is given by Wright in [a]. 
In addition, a second order example, the van der Pol equation with retardation, 
i(t) + +yt> - 1) Lift) + x(t - Y) = 0, is shown to have a periodic solution 
for all E > 0, r > 0. It is well known that if r = 0, the equation has a 
unique, stable periodic solution for all E > 0. We prove only an existence 
theorem. 
Before we state the main theorem of this paper, certain properties of 
autonomous functional differential equations with finite retardations must be 
presented. The properties are some of those reported by Hale in [.5]. This 
section provides preliminary information and notation essential to later 
development. 
The derivative in an autonomous functional differential equation depends 
on the past history of the system described by the equation. Because of this, 
it is necessary to prescribe data on an interval in order to begin a solution. 
It is natural to discuss such equations in the setting of a function space, 
rather than a vector space, for in the function space one point (function) 
is all that is needed to begin a solution. This is analogous to the ordinary 
autonomous differential equation, for which one point (vector) in a vector 
space is all that is needed to begin a solution. 
Let Y be a fixed positive number, and denote the set of functions continuous 
on the closed interval [ --1. 0], with range in the space of complex ?z-vectors Elk, 
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by C = C([-Y, 01, En). Th e norm in En is / * I, which may be any con- 
venient vector space norm. The space just defined will be a Banach space 
under the topology generated by the usual sup norm jj * /I) defined by, 
jj g jj = sup{1 g(B)! : --r < 6 < O>,g E C. This is the required function space. 
The origin of the space will be designated by (0). If p > 0 is a given number, 
then the closed ball of radius p about (0) is B(p). The distance between two 
sets F and G is defined in the usual manner. The boundary of a set G in C 
mill be denoted by i3G. 
The symbol + will be used throughout this paper and is defined as follows. 
Let x be any continuous function with domain [-r, T), T > 0, and range 
in El?. Then for each fixed t, 0 < t < T, the symbol xt denotes the function 
with domain [-r, 0] and whose graph coincides smith the restriction of 3~’ 
to the interval [t - Y, t]. That is xt is an element of C and ~~(0) = z(t + e), 
--P < @ < 0. Note that u(t) denotes the value of the function x at the point f, 
hence x(t) E En, and ~~(0) denotes the value of the function xt at the point 8, 
thus x,(d) E E”. 
Let X be an operator defined and continuous on a domain G which is 
in C and which has range in En. Then an autonomous functional digerential 
equation is an equation of the form, 
,z”(t) = X(X$), Cl*lt 
where k(t) is a right-hand derivative. As we remarked, an initial function 
in C must be specified to begin a solution of (l.l), so there naturally arises 
an “initial value problem” for (1.1). A solution of this problem with initial 
value g at t = 0 is a continuous function x(g) defined on a domain C-Y, T), 
T > 0, with range in En, and such that: (i) x(g)s = g, z(g), E G, 0 f t < T; 
(ii) x(g)(t) exists, 0 < t < T; (iii) x(g) satisfies (l.l), 0 ,< t < T. The 
operator X does not depend explicitly on t, so (1.1) is autonomous. The 
solution has the property of translation in time, just as do solutions of 
autonomous ordinary differential equations. Therefore, we shall assume that 
an initial function is specified at t = 0. There are theorems for functional 
differential equations, quite similar to those for ordinary differential equations, 
regarding existence and uniqueness of solutions, and dependence of the 
solution upon a parameter and initial data. Such theorems are given in 
Halanay [a], chapter 4. 
The geometric concept of the path in En associated with the solution of 
an autonomous ordinary differential equation carries over to autonomous 
functional differential equations. If x(g) is a solution of (1.1) on L-Y, T), 
then the path of x(g) is the set {x(g), : 0 < t < T). If gs is a constant function 
such that X(g,) = 0, then the solution x(g,) = g, is constant and the path 
of x(g,) is the point g, in C. Such a point path will be called a critical point 
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of (1.1). If (1.1) has a nonconstant p-periodic solution, then there is a g,, in C 
such that x(g& = X(gJttP = g,, , and the path of z(g,,) in C is closed. 
Some characteristics of linear functional differential equations should be 
understood before investigating nonlinear functional differential equations. 
Accordingly, we consider the autonomous linear equation, 
where L(-) is a continuous linear operator with domain C and range in En. 
The representation of L(-) by the Stieltjes integral is due to the Riesz 
representation theorem [7]. The n x n matrix, B(e), has components which 
are functions of bounded variation defined on [-Y, 01. 
Hale [5] showed that the operator U(t) defined by X(g), “zf U(t)g, where 
x(g) is the solution of (1.2) with initial value g at t = 0, is a bounded linear 
operator for all t > 0. It was through an investigation of U(t) that Hale 
obtained the general properties of solutions of (1.2) given in [5J 
As in linear ordinary differential equations, there is a characteristic equation 
associated with (1.2). It is, 
det d(h) = 0, d(A) = I - Jo [dp(S)] eAo 
-9” 
(1.3) 
where I is the n x n identity matrix. The roots of (1.3) are called the 
eigenvalues of L. They I re real or occur in complex conjugate pairs; each 
root has finite multiplicity, and only a finite number of roots lie to the right 
of any given vertical line in the complex plane. If h satisfies (1.3) and has 
multiplicity m, then there are exactly flz functionally linearly independent 
solutions of (1.2) of the form &(t) = pj(t) eht, (j = 1,2,..., m), where each 
pj(t) is a polynomial of degree less than m with coefficients in En. The set 
of functions (&(0), $s(Q,..., $?,(0)>, (-r < 6 < 0) forms a basis for a space 
P(h) in C, which is invariant under the operator U(t). We shall call the 
space P(l\) the generalized eigenspace associated with h. 
More generally, let fl = {X1 , h, ,..., X,} be a set of eigenvalues of L where 
each hj has multiplicity nzj (j = 1,2,..., s), and set k = HI, + m2 + a-* m, . 
Then there is a generalized eigenspace P(4) associated with ,4 which is 
spanned by a basis of k elements; in fact P(LI) is the union of all P(X,). 
Properties of P(A) are summed up in the following theorem. 
THEOREM (Hale). Let A and k be as dejined above. Then there exists an 
n x k matrix fwzction 
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whose columns are functionally linearly indepuldetit and form a basis for P(A). 
Also there exists a real k x k matrix A whose eigenvalues are precisely the 
elemats of A, and each hj has multiplicity mj . The relation, @(S) = D(O) eAO 
holds, and U(t) @ is a matrix solution of (1.2). 
As corollaries to this Theorem we have: 
COROLLARY (Hale). For any + in P(A), there is a unique k zlector b such 
that + = @b. The solution of (1.2) starting from 4 is .X(4), = @eAtbfor t 2 0. 
T1ri.s ilraplies that the path of a solution starting from a point a& P(A) rem&as 
in P(A) for t > 0. 
COROLLARY (Hale). On the generalized eigenspace P{-4) tCae initial value 
probEem .fofoy (1.2) with initial function (b = @b reduces to the initial vaZue 
problem for the k dimensional ordinary diflerential equation, j(t) = &y(t), 
y(0) = b. 
There is a subspace Q(A) in C which is complimentary to P(r1) and which 
is also invariant under the operator U(t). T o obtain a characterization of 
Q(A), it is convenient to consider the adjoint equation, 
d(s) = -j” [d,6(6)]T v(s - 5), (s < 0) 
-T 
(1.5) 
where [*]r denotes the transpose. Equation (1.5) is different from (1.2) in 
that to obtain a solution, an initial function g* in C([O, Y], En) = C* must 
be specified. Solutions of (1.5) are then obtained for decreasing s. The 
characteristic equation associated with (1.5), has roots exactly those of (1.3). 
Thus associated with ,/I there is a generalized eigenspace P*(A) in C” which 
has the same dimension as P(A). In analogy to (1.4) there is an n x k matrix, 
‘w?) = (k(5), gL,(&.-, #k(5)) (0 G 5 G r) U-6) 
whose elements are functionally linearly independent and form a basis for 
P*(A). It is necessary to introduce the bilinear form, 
where II, is in C* and # is in C, in order to state the next theorem. It gives 
some properties of the complimentary subspace Q(d). 
THEOREM (Hale). There exists a subspace Q(A) in C which has co-dimension 
k, and is characteri.:ed by, Q(A) = (g E C : (Y, g) = 0}, where Iy is the matrix 
(1.6) and (Y, g) is the k co&ma vector obtained by substituting Y and g into 
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(1.7). A4oreover, if g E Q(A), tlW2 U(t)g E Q(Ll), (t 3 0). Nence Q(Lt) is 
invariant under U(t). 
The subspaces P(A) and Q(/.l) f orm a coordinate system in C as is shown 
by the next theorem. 
THEOREM (Hale). Let P(A) and Q(A) be as above. The k x k matrix 
(K @> = ((h, A)) (i, i = 1, Z..., k) is nonsingular. If Ty and @ have been 
chosen so that (Y, @) = I, the k x k idtmtity matrix, then any g ill C has a 
unique decomposition: 
g = g’ + gQ, gp = @(Kg> E P@), gQ E SW. (l-8) 
In the work to follow we shall take LI, to be the special set: 
A, = (A : A(h) = 0, Re(X) > 01, (1% 
which will have finite number of elements. 
II. THEOREM AND PROOF 
We consider the system of autonomous functional differential equations 
with retardation Y > 0, 
ff(t) = L(x,) + w4, (2-l) 
where L is continuous on C, is linear, and at least one eigenvalue of L has 
positive real part. (The latter assures that fl,, of (1.9) is nonempty and that 
the generalized eigenspaces, P&J 2’ P and Q(&) zf Q, exist.) The 
operator N is continuous on C, N({O)) = (01, and given a S > 0, there is a 
continuous, nondecreasing function ~(a), n(O) = 0, such that for any g’, g” 
in WI, I N(d) - W”)l < 77(W g’ - g” II- 
Equation (2.1) is specified to be nonlinear, since we are interested here 
in those systems in which the periodic solution is forced into existence by 
the presence of nonlinear elements. 
A cone K in a Banach space C is a closed, convex set such that if k E K, 
then /3k E K for all /3 3 0; and at least one of g, -g is not in K if g + (0). 
Suppose now that the path of a solution of (2.1) starting from any element 
k # (0) in a fixed cone K in C, leaves the cone, and returns to the cone 
at a time T(k). The time ~(a) must be continuous and such that for any 
m > 0 and all k in B(m) n K, then Y < T(k) < T(m) where T(m) is finite. 
If T(k) exists for all elements not equal to {0} of a given cone K, then we 
shall say that system (2.1) maps K into itself. Moreover, if x(k), k E K, is a 
solution of (2.1), then we may define an operator A through 
AK zf x(k),(,) . (2.2) 
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The operator B is positive with respect to K, that is -4 maps K into itself. 
Moreover, B is continuous on K since T(k) is continuolus and the solution 
x(k) is continuous with respect to initial conditions. That A is compact 
may be seen from the following. The Lipschitz constant associated with 
right hand side of (2.1) is a continuous, nondecreasing function J(S), S > 0. 
Let T(S) = T b e an upper bound for T(k), k in K n B(6). Then it is known 
(Halanay [6], page 338) that the solution x(k) satisfies the inequality, 
II 4% II G II k /I edW9 0, (2.3) 
as long as Ij x(k), 11 < S. This implies that (2.3) is satisfied as long as 
// k jl f 6 exp(--J(S)) = 6’. Th is shows that for any given S > 0, the 
functions x(k)(7)k = Ak are uniformly bounded if k is in K n B(S), The 
derivative of z(k) exists on [7(k) - Y, -r(k)] and is given by (2.1); hence it is 
uniformly bounded. Also, AR is a well defined function on E--r5 01. By the 
Ascoli selection theorem, iz of (2.2) is compact. 
The main theorem of this paper is then: 
THEOREM 2.1. Suppose that the mapping operator A of (2.2) is d$ned 
for all k # (0) iit some coae Kin C. Suppose also that A sati$ies the conditions: 
I. Let G be any open, bounded neighborhood of (O}, then inf 11 Ak ij > 0 
ifkzaGnK. 
II. There exists a finite .M > 0 such that /j AK /j < [i k /I for ail R in R 
satisfying Ij k 11 > M. 
Then if the cone K satisjes the condition, 
III. inf j( kp (1 > 0, k in B(1) n K, 
there exists at least one nontrivial periodic solution of system (2. I> with period 
greater than P. 
Proof of Theorem 2.1. Suppose that the nonlinear operator A of (2.2) 
has a fixed point k* in K which is not a critical pains of (2.1). This means 
that the solution path starting from k* returns to k*, hence it is a closed 
path in C. The uniqueness of the solution assures that the closed path is a 
periodic solution. 
An eigenfunction for a nonlinear operator A is defined in the same manner 
as if A were linear. That is, an element + # (01 of the Banach space in which 
A operates is an eigenfunction of A if there exists a number p (the eigenvalue) 
such that A+ = ~4. Thus if A is positive with respect to K and $ E K is an 
eigenfunction, then p > 0. 
The remainder of the proof is devoted to showing that A has an eigenfunc- 
tion in K with eigenvalue equal to unity. 
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As in Krasnoselskii ([S], p. 248) we say that the eigenfunctions of an 
operator form a continuous branch of length R, if for every RI < R, the 
intersection of the set of eigenfunctions of the operator with the boundary 
of every open neighborhood of (0) contained in B(R,) is nonempty. The 
continuous branch is of infinite length if there is no upper bound on R. 
The following lemma is due to Krasnoselskii ([8], p. 243). 
LEMMA 2.1 (Krasnoselskii). Let G be an open, boun.ded neighborhood of 
IO} in a Banach space and let K be a cone in the space. Suppose that on 3G n A- 
the operator A Zs positive with respect to K and is completely continuous 
(compact and continuous). If inf jl AK 11 > 0, k E aG n K, then the operator A 
has at least one eigenfunction in 8G n K with positive eigenvalue. 
Since the operator A of (2.2) is assumed to satisfy condition I of Theorem 
2.1, it satisfies all the conditions of the above lemma. It therefore has a 
continuous branch of eigenfunctions of infinite length in K, since there is no 
restriction on the neighborhood G of the lemma. The next lemma shows 
that the eigenvalues have a certain continuity property. 
LEMNM 2.2. Let an operator A be positive with respect to a cone K, and 
be completely continuous. Assume A has a continuozcs branch of ezgtizfunctions 
of in.uite length in the cone hr. Let F = (4 E K : q4 an eigenfunction of A, 
Aqb = &I and assum that the foBowing coflditions hold: 
IV. There exist numbers M < 0, ,u* > 0, such that for all 4 in F with 
114 (1 > M, the associated eigenvalue p < p*. 
V. There exists an open bounded neiglborhood of (01, G, such that for 
all 4 in 3G n K, the associated eigenvalues ,U > p*. 
Then y* is an eigenvalue of A and the corresponding eigenfunction q5* is in F. 
Note that the lemma is stated somewhat more generally than is necessary 
here. In the application of the lemma we shall take pEL*’ = 1, and will prove 
that the operator A of (2.2) has a fixed point. 
Proof of Lemma 2.2. Assume there is no such $* associated with p*. 
Let F, be the set of eigenfunctions of A in K located outside the neighborhood 
G. That is, F,, = ($ EF : $ $ G). Form the disjoints sets, 
FI = {$ EF,, : associated eigenvalue p < p*] 
F, = (4 EF~ : associated eigenvalue p > p*] 
so that Fr u Fz contains all of F,, . Then there results: 
(i) FI is bounded away from the origin. This is because FI CF,, and F, 
is bounded away from the origin. 
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(ii) F, is bounded and also bounded away from the origin. The latter 
statement follows as in (i). If it were not bounded, then there would be a 4 
in F, with jj $ ]I > M, and by IV the corresponding eigenvalue p < ,u*. 
This contradicts the definition of Fz . 
(iii) The sets F, and Fs are both closed. Let (&} be a bounded sequence 
in F1 converging to #s . Since Fl is bounded away from the origin \I&, /I > 0, 
By continuity of A, (A&J converges to Ad0 and so the sequence 
64 = {ii 4 II/II #n II> converges to j[ A#0 \i/ii+, jj = pcLo < p** Consequently 
the equation A& = p&n converges to, A&, = p&a. If p. = p*, there 
would be an eigenfunction #* for p* contrary to hypothesis. Thus p. < p* 
and 45, E Fl . Similarly Fs is closed. 
(iv) The sets Fl and F, are separated by a finite distance. To show this, 
assume the contrary. Then there exist sequences, ($3 in Fl and (z&J in Fs ) 
A& = p&s , such that 
lim!I&-fGn]i -0 as n-+co. (2.41 
By Fl bounded away from the origin, Fz bounded above, and (2.4) we may 
presume that the sequence {&J is bounded above and away from the origin 
below. Since A is compact and inf jJ JI ]j > 0, # EF~, we have the estimate, 
0 <p” < h = It J&h2 llill A Ii d sup ii JWJ+? lilinfil tir! il < ~0 
where the sup and inf are over all #12 in {&J. Hence the sequence (~~3 has a 
subsequence converging to a number pLo > p*. Moreover, compactness of d 
implies that (A/J,> has a subsequence (A&} which converges. Since 
sup II 44L !I > 0% VVJJ converges to a nonzero element #* which we may 
write as bob, . In view of these convergences, the following estimate holds: 
for any E > 0, there exists an N(E) such that for all i > N(E), 
Therefore (&} converges to $J~ , and Go is in Fz by closure. However, by (2.4) 
the sequence ($j} also converges to #o and thus it is in Fl by closure. This 
contradicts the fact that Fl and Fi3 are disjoint. Therefore, the distance d 
between Fl and F, is positive, d > 0. 
(v) The last result permits the final step of this proof. Let G be as in V, 
and construct the set G* as foI!ows, 
G” = GvG,, G, = (g E C : II 4 -g jj < dj2, + EF,). 
Then G* forms an open, bounded neighborhood of (0). We proceed to show 
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that there are no eigenfunctions of A in the intersection of K and the 
boundary of G*. The set aG* n K is exterior to G n K since the intersection 
of G and aG* is empty. Therefore any eigenfunctions of A in aG* n K 
are in F,, , and aG* n F = aG* n F, . Now, let k, be any element in 
aG* n K. Then k, is not in F2 , since F2 is in the interior of G*. Moreover, 
k, is not in F1 , as is shown next. Certainly k, is in aG n K or aGs n K, 
since aG* n K is contained in the union of these two sets. If k, were an 
eigenfunction in aG A K, then it could only be in FS by the definition of G. 
If k,, were an eigenfunction in aG, n K, it could not be in F1 , since Gz was 
constructed so that F1 and aGs are disjoint. This shows that aG* n F is 
empty as was to be shown. 
The last result contradicts the hypothesis that F is a continuous branch. 
Thus there is an eigenfunction $* in F corresponding to I”*, and Lemma 2.2 
is proven. 
The problem has now been reduced to showing that the operator A of 
(2.2) satisfies the conditions of Lemma 2.2 with p* = 1. It has already 
been shown that A of (2.2) is completely continuous, positive with respect 
to a cone K, and has a continuous branch of eigenfunctions of infinite length 
in K. Condition II of Theorem 2.1 assures that condition IV of Lemma 2.2 
holds with p* = 1. Hence we need only show that condition V holds. This 
shall be done by identifying a neighborhood G that has the required property. 
The next lemma, Theorem 3 of [9] g ives a certain property of solutions 
of system (2.1) near the origin. 
LEMMA 2.3 (Hale-Perello). Assunze thatfor system (2.1) the set A, of (1.9) 
is nonempty and that the generalized eigenspaces P and Q are established. 
Then g&n a constant s, 0 < s < 1, there exists a 6 = S(s) > 0, 6(s) -+ 0 
ass -> 0, and a function V(y(f)), w zic 1 h is a positive dejinite quadratic fornz in 
the compontizts of the vector y = y(f) = (Y, f), such that r(y) > 0 if 
llf II =G 6 ad llfP II 3 ~6. H ere the function F(y) stands for the derivative 
of V along the paths deJilzed in B(S) by equation (2.1). In [9] Hale alzd Perello 
gave the Sfollowing geometric irzterpretation of Lemma 2.3. In the ball B(S) in. 
which C with tlze set 
deleted, all solution paths of equation (2.1) are tending away from Q with 
increasixg t in such a way that the P projection of the paths is imreasirzg with t. 
Geometrically this situation is illustrated in Figure 2.1, a schematic representation 
of C. The P and Q spaces are s/zown as coordinate axes, and the cone R a?zd 
set G are also represented. 
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Fig. 2.1 
FIG. 2.1. Schematic representation of C. 
Lemma 2.3 may be applied to system (2.1) as follows. Suppose that the 
set G of (2.5) has the following two properties. 
VI. The projection on P of any element in aG n K is exactly ~6. 
That is, 
VII. The solution path of (2.1) starting from any point k in F, remains 
in B(S) for 0 < t < 7(k); r(k) defined in (2.2). 
The operator A of (2.2) will have an eigenfimction $ in r, with eigenvaiue 
p > 0, since A has a continuous branch of eigenfunctions of infinite length. 
If x(4) is a solution of (2.I), then by Lemma 2.3, the P components of the 
solution path are bounded below by s8 during [O, 7(b)]. That is, I/ ~(6)~~ jj > s8 
for 0 .< t < ~(4). In particular we have: 
The above relation shows that p > 1. If p = 1, then 4 is a fixed point 
R of and we are finished, hence we assume p > 1. 
It is not difficult to show that the set G of (2.5) is a neighborhood of CO). 
Hence we have shown that if conditions VI and VII above are satisfied, 
then the set G of (2.5) satisfies condition V of Lemma 2.2 with pL” = 1. 
Property VII can be shown to hold by an argument similar to that used 
in proving that A of (2.2) is compact. If 6 == S(s) is that of Lemma 2.3 then, 
5~.5/6/1-7 
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since S(s) -+ 0 as s + 0, there is a S’ > S(s) for 0 < s < 1. Let J = J(S’), 
T = T(S’), and q = exp(-TJ). Thus by (2.3), if R E K n B@), then 
I/ Ak 11 < S. Therefore if we require that 
r, c K n B(qS), (2.7) 
then property VII will hold. 
It now remains to show that one can actually pick an s such that both 
(2.6) and (2.7) are true. The desired situation is shown schematically in 
Figure 2.1. We first need to know that there is a positive lower bound on 
the P components of elements in Z?(S) n K. Were this not so, then elements 
in aG n K could have a norm greater than qS, while the norm of the P 
component would be less than sS. Then neither (2.6) or (2.7) would hold. 
LEMMA 2.4. If condition III of Theorem 2.1 holds, then for all k in 
8B(S) n K, 6 > 0, there exists a minimal number a(S) = 13, II > 0 a constant, 
such that I( kP I/ > a(S). 
Proof of Lemma 2.4. Fix 6 and suppose there were no such minimal 
number. Then there must be a sequence {kj) in aB(S) n K such that (/ kjp 11 
tends to 0 asj tends to co. However, (k&3> is in aB( 1) n K, which contradicts 
condition III. Hence there is a minimal number, a(S) > 0 for 6 > 0. Closure 
of aB(S) n K ensures that there is at least one element k,, in aB(S) n K 
such that jl k,,p 11 = a(S). Let ,B > 0 be fixed. Then by the cone property 
,8k,, is in l?B@S) n K so that, 
II@o)p II = B II VII = Pa(s) b a@>. (2.8) 
If in (2.8) we let p = l/S, then a(S) > &(I); while if we replace S by 1 
and /3 by 6, then Sa(l) > a(S). This shows that 
a(S) = vS, v = a(1) > 0, (2.9) 
which proves Lemma 2.4. 
Finally the choice, 0 < s < 1, s < ~4, 4 as in (2.7) and v as in (2.9) will 
ensure that (2.6) and (2.7) both hold. 
To show (2.6) holds, suppose there were an element k, in aG n K such 
that 11 k,,P /I < sS. Then, since 
=={g~C:llgII =~,llgpll 6ss)u(gEC:IlgII <~,llg”Il =4, 
the element k, has norm equal to 6. However, by Lemma 2.4 we have 
VS < /) k,,p I/ < SS < sS/q, which contradicts s < qv. (Note 0 < 4 < 1.) 
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To show (2.7) holds, we note that for any k in S, , [/ Izp /j = SS < vq8 = 
a@). Now if /[ R jj 2 $5, then (/ kP 11 3 n(qS), which is not true. This proves 
r, C B(@) n K, and completes the proof of Theorem 2.1. 
III. APPLICATIONS 
In this section, Theorem 2.1 will be used to show that two first order 
and one second order differential difference equations possess periodic 
solutions. 
Example 1. The equation, 
n(t) = --ar(t - l)[l + x(t)], (34 
has occurred in one form or another in several unrelated subjects. In 
[4] Wright studied (3.1) in detail, and showed that it had oscillatory 
solutions if a > r/2. An alternate form of (3.1), the equation z+(t) = 
aT(t - x(t - r)]/M was suggested by Hutchinson [IO] as a mathematical 
description of a population growing at a constant reproductive rate a toward 
a saturation value M. The term [Al - ~(t)]/lr/l represents a self-regulating 
mechanism which takes a time Y to react to changes in the population level, 
r(t). This equation was also studied by Kakutani and Markus [Jr], and by 
Cunningham [12]. The latter pointed out that it could be used to describe 
certain control systems, and that similar equations couId arise in economic 
studies of the business cycle. It is interesting to note that Hutchinson states 
(no proof) that if M > a/2, then sustained oscillations of solutions exist, 
while oscillations damp out or are non-existent if tir < n/2. Moreover, 
analogue computer results of Cunningham [12] show the same behavior of 
solutions. In the anaiysis to follow, we shall see why no = (y: = r/2 is a 
critical value. 
COROLLARY 3.1. If a > 42 then there exists a nontrivial periodic solution 
of (3.1) with period greater than 1. 
Proof. Clearly, the right hand side of (3.1) is of the class represented 
by (2.1). The characteristic equation for the linear part of (3.l)is 
h + a: exp(--hj = 0. A result of Wright [4] assures us that -4, of (1.9) is 
nonempty if ,u > n/2. It is necessary to understand certain properties of the 
solutions of (3.1) before defining A and K. These properties are given in 
the following lemma due to Wright [4]. 
LEMMA 3.1 (Wright). Corresponding to any bounded, integrable fk.wtion f 
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on. r-1, 0] there exists a unique solution to (3.1) for all t > 0. It ha the 
following proputies. 
(i) Iff(0) s -1, thelz x(f)(t) g -1, (t 3 0). 
(ii) Iff(0) > -1, thm -1 < x(f)(t) < e” - 1, (t > 2). 
(iii) If 01 > r//2, and f is positive (negative and f(0) > -1) on (-1, 0), 
then x(f) is oscillatory about zero and the oscillations do not tend to zero as 
t--t co. 
(iv) For oscillatory x(f ), there is a jirst point, q(f) < 2, at which x(f) 
is zero and k(k) is rzonzero. Subsequent zeros are separated by at least a unit 
and are simple. 
A choice for the cone required by Theorem 2.1 is the set of nondecreasing, 
nonnegative functions, 
K = {k E C([-I, 01, El) : 0 < k(6,) < k(B,), -1 < 8, < 8, ,< O}. (3.2) 
It is an easy exercise to show that condition (iii) of Lemma 3.1 holds for 
boundary elements as well as interior elements of K. Lemma 3.1 then assures 
that for any k in K there exists a first simple zero, x,(k), of x(k) with the 
property that &(k)(z,(k)) > 0. Th ere ore, f the operator A defined by, 
Ak = x(kh > T(k) = z,(k) + 1, (3.3) 
defines a mapping of K into itself. 
Showing that T(k) is continuous on K amounts to showing that as(k) is 
continuous on K. The proof of this fact is a direct result of the continuity 
of the solution x(k) on K and item (iv) of Lemma 3.1. Hence the details 
are not reproduced. The boundedness of zz(k) is given by the next lemma. 
LEMMA 3.2. For each S > 0, there is a jinite number T(S) such that 
T(k) = ze(k) + 1 < T(S) for k E B(S) n K. 
Proof. Define a mapping of K into C by the operator A*, A*k = x(k)1 , 
(A*k)(B) = s(k)(l + e), (-1 < B < 0). Then by the same arguments used 
in proving compactness of A, A* is compact. Let the closure of the image 
of B(S) n K under A* be S, which is compact. Now consider x2(k) as the 
mapping of S into the real numbers, x,(k) = .z&A*k). Then ~a(*) is a con- 
tinuous mapping of a compact set, and so has a finite, uniform bound, T(S). 
This proves Lemma 3.2. 
The next lemma shows that condition I of Theorem 2.1 holds. 
LEMMA 3.3. Let G be a bounded mzghborhood of (01. Then for A of (3.3), 
inf I/ ,4k I( > 0 for k E aG fl K. 
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Proof. Note that there must be a 6, > 0 such that 
inf I] K jj = inf ] K(O)] 3 8, > 0, KEaGnK, (3.4) 
since aG n K is bounded away from (0). Assume that inf j[ AK // = 0 for 
K E aG n K. Since ]I Ak I[ = x(K)(~+(k) + I) our assumption implies that, 
inf x(K)(t) = 0 for Iz E 8G n K and z,(k) < t < z2(Iz) + 1. That is, there 
exists a sequence of solutions with initial values in aG n K which tend to 
zero on a unit interval. The derivatives of these solutions also tend to zero 
because AK is monotone increasing. By (3.1) this implies that these solutions 
tend to zero on the preceding unit interval and, inf j x(k)(t)/ = 0, for 
z#) - 1 < t < zs(k). Since G is bounded, zs(k) is uniformiy bounded for 
all k in aG n K. Thus one can continue the process, and in a finite number 
of steps conclude that inf 1 x(lz)(z,(k) + l)[ = 0 for K E 8G n K Note that 
x(&x,(K) + 1) is the minimal value of x(K) on [x1 , x2]. By a similar process, 
one can work back from z,(K) + 1 and in a finite number of steps conclude 
that, inf i s(k)(O)1 = inf j k(O)1 = 0 for k E aG n K. The latter contradicts 
(3.4) and Lemma 3.3 is proven. 
Condition II of Theorem 2.1 will be fulfilled if we take M = ea - 1. 
The result of Wright, (ii) of Lemma 3.1, shows that j/ & i/ < /i ii jj if 
IIRjj 3eE-1. 
Finally, we show that condition III of Theorem 2.1 is fulfilled to complete 
the proof of Corollary 3.1. 
LEMMA 3.4. Inf j] kP Jj > 0, k E se(i) n K, zuhere K is the cow of (3.2j. 
Proof A result of Wright [4] states that if 01 > r/2, then there is a 
complex eigenvalue of the linear part of (3.1) h = G + +, such that CI > 0 
and 0 < y < V. Corresponding to (I, = (X, A) are the matrices @ = ($,$) 
of (1.4) and Y = (#, 4) of (1.6) where $ = exp(M)/( 1 + ;\), -1 < B < 0, 
and 4 = exp(--AS), 0 < 6 < 1. The eigenfunctions 4 and Z/J have been 
chosen so that (@, U) = I. 
Now assume that there exists a sequence (&} in aB(1) n K such that 
inf ([ kjp [/ = 0. Since the elements of di are functionally linearly independent, 
our assumption reduces to inf ](Y, Kj)l = 0. This implies, inf ( R(K,)! = 0, 
and inf j I( = 0, where R( .) and I(.) are respectively the real and 
imaginary parts of (#, &). A computation according to (1.7) yields the results, 
qkj) = 01 Jo, kj(s) e-~(~+~) sin y(s + 1) ds (3.5) 
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Now, 01 exp( -o(s + 1)) sin y(s + 1) is positive on (-1 , 0] since 0 < y < n. 
Therefore since inf j l(Q] = 0, kj nondecreasing and nonnegative on 
[ -1, O] implies that k,(s) -+ 0 for -1 < s < 0. Note that IJ kj jl = kj(0) = 1 
since kj E Z?(l) n K. The latter two statements and (3.5) imply that 
inf ] R(k,)j = 1, a contradiction. This proves Lemma 3.4. 
Example 2. The equation, 
2(t) = -m(t - 1)[1 - G(t)], (3.6) 
was discussed by Jones [2], who not only showed that it had a periodic 
solution a! > n/2, but also, in [3], obtained an explicit solution in terms 
of the Jacoby elliptic functions. The method of Theorem 2.1 can also be 
used to prove, 
COROLLARY 3.2. If a: > ~-12 there exists a nontrivial solution of equation 
(3.6) with period greater than 1. 
Corollary 3.2 will not be proven in detail. The proof is similar to that 
of Corollary 3.1, however a different operator A than that used in Corollary 
3.1 is necessary. As before, certain properties of the solutions, similar to 
those in Lemma 3.1, can be ascertained. These required properties are 
given by Jones in [2]. We specifically note that if -1 <f(O) < 1, then 
for all t 2 z, + 1, the solution x(f) of (3.6) is bounded above and below 
by/3 = (es* - l)/(e”” + 1) < 1. 
It is not possible to use the cone K of (3.2) with the operator A of (3.3) 
for equation (3.6), for if k in K has k(0) > 1, then there is a finite escape 
time for x(k). Hence A is not defined for all of K. Moreover, the element 
k,(B) = 1 (-1 < e < O), is in K, and is a fixed point of A. If the cone K 
of (3.2) is still to be used, the operator -4 must be modified. 
Note that the operator A of (3.3) is defined on K n B(p). If the operator 
.4* is defined by, A*k when 11 k j[ < p and A(@k/[[ k 11) if I[ k (1 > /3, then A* 
is positive with respect to K and satisfies the requirements of the positive 
operator in (2.2) and I of Theorem 2.1. It satisfies II as well, with M = p 
for then II,4*K j[ < I[ K I( if [ [ k (1 > p. Notice that this implies that any fixed 
point of A* must have norm less than 8, hence is a fixed point of A, since 
A* = A then. That K fulfills condition III has already been shown. Thus 
there is a fixed point k* of A in K. 
Example 3. The van der Pol equation with retardation in the “spring” 
term is: 
a(t) + c(x”(t) - 1) R(t) + x(t - Y) = 0, E > 0, r 3 0. (3.7) 
If r = 0, then (3.7) is the well known van der Pol equation which has a 
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stable, unique periodic solution for all E > 0. We shall extend this result 
to show that (3.7) has a nontrivial periodic solution for all c > 0 and all 
r > 0. To do this, we put equation (3.7) in the form 
R(t) = y(t) - F(x[t)), w = i$(t) = -x(t - r). F(x) = 443 - x) 13.8) 
Let g = (f, a)r, (T designates transpose), be a vector wheref is a function 
in C([-r, 01, El) an a is in El. Then the initial value problem for (3.8) d 
consists of finding a solution z(g) = (x(g), y(g))r such that a(g)(t) = f(t) for t 
in [-Y, 01, and y(g)(O) = a. Accordingly, we let w(g)t = [x(g)t ,~~(g)(t)]~ 
where x(g)0 =f, y(O) = a. We do not need to use the Banach space 
C = C([-r, 01, IF) which was used in proving Theorem 2.1, since an 
initial function in C contains more information than is necessary to solve 
the initial value problem for (3.8). The theorem will still be valid if we use 
the Banach space, 
c, = {g = (f, q,fE q-r, 01, q, a E q. 
We will now prove: 
COROLLARY 3.3. For all values E, Y such that E > 0, T > 0, there exists 
at least ooze nontrivial periodic solutio~z of equation (3.8) with period greater 
thw 2~. 
Proof of Corollary 3.3. It is not difficult to show that (3.8) is an equation 
of the type considered in Theorem 2.1. However, we need information 
about- the roots of the characteristic equation for the linear part of (34, 
which is, 
A2 - 4 + ewTA = 0. (3.9) 
LEMMA 3.6. For all E > 0, r > 0 there exists at least ooze complex con.ugate 
pair A, = a0 + iy, , A,, of roots of (3.9) such that a0 > 0 mzd 0 < y,, < r/r. 
Proof. Only the idea of the proof is given, since a verification of the 
details is a lengthy, but straightforward task. Let X = o + iy, and represent 
the real and imaginary parts of the function in (3.9) by R(cr, r> and I(o, y). 
Then these functions form continuous surfaces in (CT, y, -) space. It can 
then be shown that the surfaces cut the (a, y, 0) plane in continuous curves, 
and that the two curves intersect each other but once in the region a > 0, 
0 < y < z/r. The point of intersection (a,, , ‘yO) is simultaneously a root of 
R(*, .) and I(*, a). Hence h, = u0 + iy,, is a root of (3.9). 
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We next turn our attention to finding a cone and an operator as required 
by Theorem 2.1. It turns out that a satisfactory cone is, 
Notice that the function kl has the monotonicity properties of the elements 
of the cone K of (3.2) in the previous examples. It has the additional property 
that the function is zero at the left hand end. Before we can define an 
operator, we need the following properties of the solution of (3.8). 
LEMMA 3.7. For any k in K, , the solution w(k) of (3.8) exists for all t > 0 
and has the following properties. 
(i) The solution w(k) is oscillatory, that is, both x(k) and y(k) change 
sign for arbitrarily large t. 
(ii) At t = 0, w(k),, is in K, . Tlze solution path thez leaves K0 and 
within a Jinite time greater than r enters the cone -K, = {-k : k E K,,}. 
(iii) If the solution is in -K,, , it leaves that cone and within a finite 
time greater than Y enters the cone K,, . 
Proof. Equations (3.8) are symmetrical in the sense that if w(k) is a 
solution, then -w(k) = w(-k) is also a solution. Clearly if (ii) and (iii) 
hold, then w(k) exists for all t 3 0. Moreover, if (ii) holds then, by the 
symmetry of (3.9 (iii) holds. These together prove (i). Accordingly, we 
shall only prove that item (ii) is true. 
Let the projection of a point g = (f, a ) =in C’s into E2 be the pair (f(O), a). If 
the solution w(g) of (3.8) is defined for t in [0, a), then the projection in E2 of 
the set of functions (w(g)t : 0 < t < a> is the set 
m9t (Oh YW)l : 0 G t < 47 
which shall be called the projection of w(g). 
To show that (ii) holds, we will analyze the behavior of the projections 
of w(k) where k is in K, . Figure 3.1 shows the (x, y) plane and the projection 
of a solution path for the case where the projection of the initial function k 
is located above the curve y = F(x). We shall next show that the projection 
of solutions have the aspect of the curve 0 - 1 - 2 - 3 - 4 in Figure 3.1. 
The point 0 corresponds to the projection of k. Let tj be the value of t at 
the points 1,2, 3 and 4 of Figure 3.1: tl = the time at which the projection 
first crosses the curve y = F(x), t, = the first time y(k)(t) = 0, t3 = the 
first time x(k)(t) = 0, t4 = t3 + Y. Time t increases in the direction of the 
arrow. We thus have 0 < t, < tz < t3 < t, for the projection shown. If the 
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projection crosses the x axis at a point x in (0,431, then t, < t, < t, . 
We shall assume k is fixed and write x(t) in lieu of x(k)(t), etc. 
FIG. 3.1. Projection of a solution to (3.8). 
Notice that the projection of the cone K,, into Es is in the quadrant 
x > 0, y > 0. We shall assume that the projection (kx(0), k2) of the initial 
function k is above the curve y = F(x). If (k,(O), k,) is located on or below 
the curve y = F(x) then the times t, , t, and t, are still well defined, as 
will be evident from the analysis. 
Between the points 0 and 1, we have for t in [O, t,), 
k(t) = y(t) -l+(t)) > 0, 
and y(t) = -x(t - Y) < 0. Now, t, is finite. If it were not, then we would 
have 9(t) > 0 and y(t) < -x(r) < 0 for all t >, 2~. This means that the 
projection must cross the curve y = F(x) at a finite time, t, . 
Between the points 1 and 4 we have ji(t) = y(t) - F(x(t)) < 0, and 
y(t) = -x(t - r) < 0, for t1 < t < t, + Y = t, . Once the projection 
crosses the curve y = F(x), it cannot intersect it again until after ts . Suppose 
it did at a time t, , tl < t, < ts . Then the intersection must be a crossing 
because at time t, the slope of the projection dy/dx is -co. Since the crossing 
is from below to above, y must be positive at t, . This is a contradiction, 
since x(t) is nonnegative for t in [-r, to]. Because of the above behavior 
of the projections, k(t) is bounded away from zero for all t in [ta , ts]. This 
implies that the projection crosses the vertical line x = 0 at a finite time, t, . 
Now the point 4 is under the curve y = F(x) and has y coordinate negative. 
If the projection were to cross the curve at some time t*, t3 < t* < t4 
then j(P) > 0 because the projection must cross the curve from underneath. 
However, on t, < t < t, , y(t) < 0. Th e projection therefore has the 
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aspect shown between the points 1 and 4 of Figure 3.1. It is now evident 
that w(K),~ is in -Ks . This proves Lemma 3.7. 
The following corollary to Lemma 3.7 gives additional necessary informa- 
tion concerning the behavior of the projections of solutions. 
COROLLARY. For REK,,, assunze 11 k jj > m > 2/3. Then there exists arz 
a > 0 such that inf ) R(k)(t)/ > a > 0 for t E [t2, t3]. 
Proof. By Lemma 3.7, the projections of solutions have the aspect shown 
in Figure 3.1. Assume that there is a sequence (5) in K,, with j/ kj 11 > m, 
such that inf j $k,)(t)/ = inf / y(kJ(t) - F(x(kJ(t))( = 0 where the infimum 
is over all i and all t in [t 2 , tJ. In view of Lemma 3.7, the only possible 
way the projections could do this is for the sequence of projections to approach 
the curve y = F(x) tangentially, but not cross it. In that case, the slope 
of the projection must be between 0 and 2.5, the range of slopes of the curve 
y = F(x) where the projections could approach it. However, by (3.8), the 
projection slope, dyldx, must approach co as a projection curve approaches 
y = F(x). This proves the corollary. 
The above lemma suggests that we define an operator on K,, as follows, 
Ak = 4kh 8 T(k) dzf t3(k) + r, keK,> (3.10) 
where t,(k) is the first point at which x(k) = 0, k(k) < 0, and y(k) < 0. 
Lemma 3.7 shows that t3(k) exists for all k f (0) in K0 , and thus that the 
operator A defines a mapping of K,, into -K, . The symmetry of (3.8) 
suggests that we consider the operator (--A) defined by (--A) k = -AK. 
Clearly (-A) maps K, into K0 . Moreover, if $ is a fixed point of (--A) 
we have: (--A) 4 = 4, A$ = -+, and A24 = A(--$) = --A+ = $; so 
that 4 is also a fixed point of A”. However, A2 is a mapping of K, into itself 
by equation (3.8). Therefore we will investigate the operator A and show 
that (--A) has a fixed point in K, . 
That 7(k) is continuous on K, and uniformly bounded for all K in K,, n B(6) 
in this case may be shown by a method similar to that used in the first example. 
Hence details are not reproduced here. 
The method of showing that condition I of Theorem 2.1 is satisfied is 
quite similar to that used in proving Lemma 3.3. Thus the details of showing 
that inf l[(-A) k 11 > 0 for k E aG n K,, are not given. 
We will not show that condition II of Theorem 2.1 is fulfilled for (-A), 
but will show directly that condition IV in Lemma 2.2 holds. Recall that 
condition II was only used to show that condition IV was true. 
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LEMMA 3.8. If 4 is an eigenfunction of (-A), then there eSxists an .M < CO 
such that if /j 95 j/ > M, the associated ei,envalue ,u satisjies 0 < p < 1. 
Proof. Suppose + E K, is an eigenfunction of (-A) and the projection 
of + is on or below the curve y = F(x). The projection of Aqi lies below 
the curve y = F(x) in the quadrant x < 0, y < 0; thus the projection of 
(--Aj + will lie above the curve y = F(x) in the quadrant x > 0, y > 0, 
by the symmetry of (3.8). Since the projections of 4 and (--A)+ = ,u$ 
both he on a straight iine from the origin of E2 and are contained in the 
quadrant x > 0, y > 0, the projection of ~4 is between 0 and the projection 
of +. If the vector norm is the usual Euclidean norm, then the projection 
of the set in R of elements with the same norm is a circle in Es. Therefore 
0 < p < 1 and the lemma is true for all eigenfunctions which have projec- 
tions lying on or below the curve y = F(x). 
Let tj , j = 1,2, 3,4, be the times defined in the proof of Lemma 3.7. 
Assume (b is an eigenfunction of (--A) and the projection of 4 is above 
the curve y - F(x). Then by considering only the scaler component of 
(--A) $ = ~4, namely -y($)(tJ = ~4s , it can be shown that 0 < p < 1, 
Let rtz > ~‘3 and a be as in the Corollary to Lemma 3.7 and jj $ Ij > %1z. 
We obtain the following estimates from the equations for f and j. (The 
argument 4 is omitted.) 
t, - t, = jz dt = j:,, ) y -d&) ( x(tJa 
z 
1 y(t,)l = I:‘, x(t - r) dt < +J(t~ - t, + + 
Let b = r + l/a, and note that x(t,) > d/3, then 1 y(t*jj < b[x(t2)]“. Now, 
the inverse of F(x), F-l(y), is a well defined, monotone increasing function 
as long as its range is restricted to [1/g, co); which will be our case. There 
is a number c > 0 such that b[F1(y)lz < y for all y > c. We may assume 
that nz is chosen so that /I + 11 > m assures that the second component of (PI 
& > c. Since x(t2) > 43, there is a numbery, > 0 such that x(t,) =F1(ys). 
Because the projections have the aspect shown in Figure 3.1, y2 < $2 . 
These considerations permit us to write the inequality: 
i Y(t4)l < WWlz = b[F-l(~# -=c b[F-y+,)]2 < 4, , 
which was needed to complete the proof of Lemma 3.8. 
That condition III of Theorem 2.1 is fulfilled by Ks can be shown by a 
method similar to that used to prove Lemma 3.4, since the condition on 
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the eigenvalue ha of Lemma 3.6, 0 < 7s < T/Y, holds. Hence details are 
not presented. 
It has been shown that Theorem 2.1 applied to the operator (--,4) assures 
that there is a fixed point of (--A) in K, . The fixed point is also a fixed 
point of AZ, which implies there is a periodic solution of (3.8). Since the 
projection of w(K) takes at least time Y to go from K, to --K,, , the period 
of the periodic solution is greater than 2~. This proves Corollary 3.3. 
A companion example to equation (3.7) is the equation 
ii@> + (y”(t) - c)Jqt) fY@ - y) = 0, (3.11) 
which was obtained from (3.7) by the change of variable x = y/d;. The 
methods used to prove that (3.7) h as a periodic solution for all r > 0 and 
E > 0 carry over without change to (3.11); and the analysis holds for r > 0, 
E > 0. Thus (3.11) h a a nontrivial periodic solution, y*(c), for all E > 0. s 
Therefore, if we fix Y > 0 and let 11 yell be the maximum value of the ampli- 
tude of y*(e), then there exists a number a > 0 such that 11 y*(c)// > a > 0 
for 0 < E < 1. Thus the periodic solution X*(E) of (3.7) has the property 
that for fixed Y > 0, 11 X*(C)\/ = l/y*(~)/l/(~)“” 3 a/(~)rfl, 0 < E < 1. There- 
fore the amplitude of X*(C) tends to cc as E tends to 0, providing r is fixed. 
This behavior is of course quite at variance with the behavior of the 
van der Pol equation, (3.7) with Y = 0. In that equation the amplitude of 
the periodic solution is close to two for small E. The reason for this behavior 
is that in (3.7) as E -+ 0 with I > 0 fixed, the equation tends to the linear 
equation, 
qt) + x(t - Y) = 0, (3.12) 
which by Lemma 3.6 has at least one pair of eigenvalues with positive real 
part. These give rise to a solution of (3.12) w ic is an expontially increasing h h 
oscillation. The nonlinear term, 6(x s - 1) 2, which is added to (3.12) to 
form (3.7) must overcome the effect of the exponentially increasing oscilla- 
tions. It forces the oscillation back upon itself to form a periodic solution. 
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