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Abstract
Odlyzko (1995) proves that, in the average, c
p
n + o(
p
n) probes are necessary to compute
the maximum of a simple symmetric random walk with n steps, in which c appears under the
form of a triple integral. In this paper we prove that (log n=jlogp − log qj) + o(log n) probes
are necessary to compute the maximum of a simple asymmetric random walk with n steps. We
also give c under closed form. c© 1999 Elsevier Science B.V. All rights reserved.
Keywords: Average case analysis of algorithms; Quasi-optimal algorithm; Random walk;
Brownian motion; Brownian meander
1. Introduction
The random walk model proposed by Odlyzko (1995) is maybe the more natural
in the immense literature on searching, at least if one wants to analyze the average
complexity of search for the maximum of a function: let Wk(!) be the position after k
steps of the simple random walk on integers, starting at the origin, p and q being prob-
abilities of going up (resp. down). By probing the random walk ! = (Wk(!))06k6n
at some points, one can determine its maximum value Mn(!): which algorithm does
require the minimum average number of probes?
When p= q, Odlyzko (1995) proves that the optimal average number of probes has
the following asymptotics:
c
p
n+ o(
p
n);
in which
c=
r
2

Z 1
0
dy
y
Z 1
0
1p
w
exp(−y2=2w)erf (y=p2− 2w) dw=1; 1061 : : :
and \erf " denotes the error function (see Abramowitz and Stegun, 1984). He also
describes a quasi-optimal algorithm.
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Worst case analysis has already been addressed for a function on a nite or in-
nite set of consecutive integers, or with the possibility of probing only integers, under
the hypothesis that the function is unimodal or k-modal (see Bentley and Yao, 1976;
Goldstein and Reingold, 1993; Karp and Miranker, 1968; Mathur and Reingold, 1996;
Reingold and Shen, 1991). One look on Odlyzko’s paper is enough to get convinced
that the problem of average case optimality is hard even if we assign to the input
function a very simple distribution on a small set of functions: in Odlyzko the
input function is the sample path of the simple symmetric random walk, that is, the
input function is sampled at random in a set of 2n functions of bounded variation. In
this paper we address the same problem as in Odlyzko, but for an asymmetric random
walk. Our aim was twofold: to study how the average case complexity, and the quasi-
optimal algorithm, are altered in case of an increasing trend of the function { actually
they are both deeply altered { , and to understand Odlyzko’s ideas, using them in a
dierent setting (see also a forthcoming paper of Marckert, 1997 about the search for
zeroes of a simple symmetric random walk).
Common sense suggests that in case of an asymmetric random walk with positive
drift p − q, the maximum is found much more easily, since we know it is reached
quite close to the last step. Actually, if gn denotes the rst step at which the maximum
is reached, then n − gn converges to a limit distribution with expectation q(p − q).
Thus, probing each position starting from the end, we reach the maximum position
using q(p− q) probes, in the average. However, by the time we reach the maximum
position, we have no evidence that it is actually the maximum position. In fact the
average number of probes required to obtain evidence is much larger than that: let An
denote the (nite) set of algorithms computing the maximum of the sample path !,
and, for  in An, let T(!) denote the number of probes needed by  to compute the
maximum of !. Finally, let the optimal average number of probes (n; p) be dened by
(n; p)=minfE[T] j 2Ang:
The main result of this paper is
Theorem 1.
(n; p)=
log n
logp− log q + o(log n):
The case of an asymmetric random walk with negative drift is similar, so in this
paper we only consider the case p>q. In the last section of this paper, we also make
use of considerations about Brownian sample paths to give a simple proof of
c=
p
8= log 2=1;1061028674656327 : : :
(this constant has been derived independently by Hwang (1997) using Mellin trans-
forms).
P. Chassaing / Stochastic Processes and their Applications 81 (1999) 129{153 131
2. The stopping condition
If (Wk(!))06k6n was an independent sample of some distribution, for instance a
standard Gaussian distribution, n probes would be necessary to compute the maximum,
and this for any !. We describe below a search algorithm u(n) that takes advantage
of !’s bounded variation to save probes: u(n) probes always at the step where the
upper envelope of the (still) possible trajectories reaches its maximum value. First we
probe the 21st step, obtaining the answer \W21 = 3", and deducing that the maximum
value belongs to the interval [3; 12] (see Figs. 1 and 2), while the bounds were [0; 21]
before any probe has been done. We obtain successively bounds [4; 8] in Figs. 3 and
4 and bounds [6; 7] in Fig. 5. Search terminates after ve probes, as shown by Fig. 6,
much faster than in the independent case.
Let us consider a general search algorithm 2An, and assume that after probe num-
ber t;  has probed a set of t places:
0= x0(t)<x1(t)<x2(t)<   <xt(t)6n;
Fig. 1.
Fig. 2.
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Fig. 3.
Fig. 4.
Fig. 5.
and the values of the probes at these places are (yk(t))16k6t =(Wxk (t))16k6t . Of
course y0(t)= 0: Let the widths of intervals between consecutive probes be denoted
by (wk(t))16k6t :
wk(t)= xk(t)− xk−1(t):
There is sometimes a last interval with width n − xt(t) if, at time t;  still did not
probe Wn. At stage t the best lower bound for Mn is given by the current maximum
~Mt =maxfyk(t) j 16k6tg:
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Fig. 6.
On some interval with width w, initial value x and ending value y, we know that
the numbers of steps up (resp. steps down) say u and d, are given by
u=
w + y − x
2
; d=
w − y + x
2
:
Thus, in the most favoured case, the maximum over this interval is obtained at place
u, and has value x + u, i.e.,
w + x + y
2
:
Thus, at stage t, the best upper bound for Mn is Mt , dened by
Mt =(yt(t) + n− xt(t))_max

wk(t) + yk−1(t) + yk(t)
2
 16k6t

(2.1)
the rst term on the right-hand side corresponding to the case where place n still has
not been probed. Clearly, ~Mt (resp. Mt ) is increasing (resp. decreasing), and T(!),
the number of probes needed by  to compute the maximum value (and the maximum
location) of the random walk !, is given by
Proposition 1. T(!)= infft>0 jMt (!)= ~Mt(!)g:
3. Sketch of the proof of Theorem 1
The proof of Theorem 1 will be in two parts, the rst and longer part being the
proof of a lower bound for (n; p). In Section 6, a quasi-optimal algorithm is described
and analysed, yielding the appropriate upper bound for (n; p):
The main line of proof is the same as in Odlyzko (1995): we essentially stress
the dierences. For a given algorithm , denote by q(k; t) the width of the interval
]xj(t); xj+1(t)] containing k at time t, and by b(k; t) and e(k; t) the results of the probes
at the beginning and at the end of this interval. Assume that n has been probed, so
that the number of probes is the same as the number of intervals. On one hand,
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we have
1=
X
k2]xj(t); xj+1(t)]
1
q(k; t)
so that
t=
nX
k=1
1
q(k; t)
:
On the other hand, by denition of Mt (see Eq. (2.1)),
q(k; t)62Mt − e(k; t)− b(k; t); (3.1)
and thus
t>
nX
k=1
1
2Mt − b(k; t)− e(k; t)
:
Intuitively, a good search algorithm  is characterized by widths q(k; T) as large as
possible, so that inequality (3:1) should be tight for t=T, giving
T
nX
k=1
1
2Mn − b(k; T)− e(k; T) :
In his paper, Odlyzko takes advantage of the approximation
nX
k=1
1
2Mn − b(k; T)− e(k; T) 
nX
k=1
1
2Mn −Wk −Wk−1 (3.2)
to replace an expression on the left that depends on how the algorithm splits f0; 1; : : : ; ng
into subintervals, with an expression on the right that does not depend on the algo-
rithm, and thus provides an hopefully tight universal lower bound. We can thus expect
(n; p) to be close to E[Zn], in which
Zn=
nX
k=1
1
2Mn −Wk −Wk−1 :
Now, a rst dierence with symmetric case is the asymptotics of E[Zn]. The walk
spends much less of its time close to the maximum than in symmetric case, so E[Zn]
is not O(
p
n) anymore, but we have instead:
Theorem 2. For some constant C,
E[Zn] =
log n
2(p− q) + C + o(1):
These asymptotics can be explained, roughly speaking, by
Mn (p− q)n;
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Wk  (p− q)k;
1
2Mn −Wk −Wk−1 
1
2(p− q)(n− k + 1) ;
and thus
E[Zn] 12(p− q)
nX
k=1
1
n− k + 1 :
In other words, the following asymptotics,
E
"
nX
k=1
f(Mn −Wk)
#

n−1X
k=0
f((p− q)k)
should be true for fairly general functions f, but we prove it only for
f(x)=
1
x + 1
:
Our rst step into this problem was to design simple algorithms (we call them
geometric algorithms) with average cost
 log n+ o(log n)
in which  can be taken arbitrary close to a lower bound
1
logp− log q
(see Section 6). That is, some of the geometric algorithms have an average cost lower
than the lower bound E[Zn] predicted at Theorem 2, since we have
1
logp− log q<
1
2(p− q) :
Actually, the lower bound predicted at Theorem 2 is wrong because approximation
(3:2) is wrong in the asymmetric case. We have rather (this is a second dierence
with Odlyzko’s paper)
nX
k=1
1
2Mn − b(k; T)− e(k; T) 
2(p− q)
logp− log q
nX
k=1
1
2Mn −Wk −Wk−1
as it appears in Section 5. This suggests:
Theorem 3.
(n; p)>
2(p− q)
logp− log q (E[Zn]− o(E[Zn])):
In view of Theorem 2, we see that geometric algorithms’ costs are nally, as we
expected, arbitrary close to the lower bound given in Theorem 3.
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Section 4 contains the proof of Theorem 2 and Section 5 the proof of Theorem 3.
Section 6 is devoted to the description and analysis of geometric algorithms, and also
of a quasi-optimal algorithm. In Section 7, we give remarks about the computation
of c.
4. Proof of Theorem 2
Odlyzko derives a similar asymptotic in the symmetric case, using an explicit formula
for P(Mn−Wk = j). Such an explicit formula is also available in the asymmetric case,
but unfortunately it is much more intricate. However an advantage of the asymmetric
case, as opposed to the symmetric case, is the fact that the hitting time of level n,
say T (n), has a nite expectation. The following proposition is a training version of
Theorem 2:
Proposition 2.
E[ZT (n)] =
log n
2(p− q) + O(1):
Proof. A discrete version of Ray and Knight Theorem states that the number Dk of
steps down from level n− k to level n− k − 1 before T (n) is a subcritical branching
process with exactly one immigrant until generation k = n, and without immigration
at all for k>n (see Dwass, 1975 or Kesten et al., 1975). The ospring distribution is
dk = qkp; k>0;
with expectation, say , smaller than 1, given by
= q=p:
Dk ’s expectation follows easily. Now we notice that in ZT (n) there are exactly 2Dk +1
terms with value 1=2k+1, if 06k6n−1, and 2Dk terms with value 1=2k+1, if k>n.
Therefore
E[ZT (n)] = E
"
n−1X
k=0
2Dk + 1
2k + 1
+
X
k>n
2Dk
2k + 1
#
=
1 + 
1− 
n−1X
k=0
1
2k + 1
− 2
1− 
n−1X
k=0
k+1
2k + 1
+ 2
− n+1
1− 
X
k>0
k
2n+ 2k + 1
and nally trite computations lead to Proposition 2.
As a matter of fact, it is hard to deduce any asymptotic of E[Zt] directly from
E[ZT (n)], even if T (n), due to the law of large number, is very close to a constant,
namely n=(p − q). We shall use ladder epochs, an idea popularized by Feller (1971)
(see also Asmussen, 1987, Ch. 7). A renewal equation satised by E[Zt] arises. We
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Fig. 7.
conclude through Key Renewal Theorem (see Erdos et al., 1949 or Chung, 1967,
Theorem 6.1, p. 28, 2nd ed.). As expected, we set
Xi=T (i)− T (i − 1)
in which the Xi’s are independent and distributed as the rst ascending ladder epoch
T (1). The maximum process (Mt)t>0 is the renewal process associated with the Xi’s.
In this section, when no confusion arises, we drop indices of Xi’s, for the sake of
convenience.
We can build the sample paths of the random walk !=(Wk)k>0 from a sequence
Cn=(W nk )06k6X(n) of sample paths of independent random walks with positive drift
(=p− q), sample paths starting from 0 and stopped at the rst hitting time, say X(n),
of level 1, as shown in Fig. 7. We then have
Zt = (Mt; C1) + (Mt − 1; C2) +   + (1; CMt ) + t
in which, for the sample path C =(Wk)06k6X of a random walk with positive drift
(=p − q), starting from 0 and stopped at the rst hitting time, say X , of level 1,
(k; C) is dened by
(k; C)=
1
2k −W0 −W1 +
1
2k −W1 −W2 +   +
1
2k −WX−1 −WX ;
t is the partial sum associated with the last (and incomplete) sample path
t =− 1
W (Mt+1)0 +W
(Mt+1)
1
− 1
W (Mt+1)1 +W
(Mt+1)
2
−    − 1
W (Mt+1)t−T (Mt)−1 +W
(Mt+1)
t−T (Mt)
:
Let ~! denote the random walk built from the shifted sequence ~C =( ~Cn)n>1 =
(Cn)n>2 of sample paths of independent random walks with drift p − q (all related
variables are denoted by a tilde). We set
(t)=E[Zt]
and
f(k)=P(X(1) = k):
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Then we can write
(t) =
X
k>1
E[(Mt; C1) + (Mt − 1; C2) +   + (1; CMt ) + t jX(1) = k]f(k)
= E[(Mt; C1)1fX(1)6tg] + E[t1fX(1)>tg] +
tX
k=1
E[(Mt − 1; C2)
+   + (1; CMt ) + t jX(1) = k]f(k)
= E[(Mt; C1)1fX(1)6tg] + E[t1fX(1)>tg] +
tX
k=1
E[( ~Mt−k ; ~C1)
+   + (1; ~C ~Mt−k ) + ~t−k ]f(k):
Due to the fact that ! and ~! have the same distribution, this last relation is a renewal
equation
(t)= b(t) + (  f)(t)
in which
b(t)=E[(Mt; C1)1fX(1)6tg] + E[t1fX(1)>tg]:
For the sake of brevity, let m denote E[X ]. If we set
 (t)= log(t + 1);
we obtain another renewal equation
 (t)= (  f)(t)− E

log

t + 1− X
t + 1

1fX6tg

+ log(t + 1)P(X>t):
We shall see later that E[t1fX(1)>tg] and log(t + 1)P(X>t) decrease exponentially
fast as t goes to +1, while E[log((t + 1− X )=(t + 1))1fX6tg] decreases as −m=t and
E[(Mt; C1)1fX(1)6tg] decreases as m
2=2t. Thus a(t), dened by
a(t) =
h
(− (  f))− m
2
( − (  f))
i
(t)
= E[(Mt; C1)1fX(1)6tg] + E[t1fX(1)>tg] +
m
2
E

log

t + 1− X
t + 1

1fX6tg

−m
2
log(t + 1)P(X>t)
satises to
a(t)= o(1=t):
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But, under the hypothesis that a(t) is the general term of a convergent series, Key
Renewal Theorem states that
− m
2
 

(t)=C + o(1)
in which C is given by
C =
1
m
X
k>0
a(t):
For the proof of Theorem 2, since m=1=(p−q), this would be even more than needed,
so the end of the section is devoted to the proof of
Proposition 3. a(t) is the general term of a convergent series.
We gather below some useful and well-known facts about X , for p>q:
Proposition 4. H1(t)=P(X>t), H2(t)= log(t + 1)P(X>t), H3(t)=E[X 1fX>tg] and
H4(t)=E[t1fX>tg] decrease exponentially fast, and
E[X ] =
1
p− q :
Proof. The generating function G(s) of X is well dened, for s smaller than
0 =
1
2
p
pq
;
by
G(s)=
1−
p
1− 4pqs2
2qs
(see for instance Feller, 1966, pp. 271{272). The exponential decrease of H1 (and
thus of H2) is an easy consequence of the Markov inequality applied to G()=E[X ],
provided that  can be chosen larger than 1 (that is, if p 6= q). As long as X(1)>t; t
is a sum of t terms that are nonnegative but also at most 1, so H3>H4. Finally, for
H3, we use the fact that, for X>t, and t large enough,
t−t>X−X
so that
t−tG()>H3(t):
Proposition 5. For any positive ,
E

log

t + 1− X
t + 1

1fX6tg

+
m
t
=o(t−2+):
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Proof. For any  in ]0; 1[,E

log

t + 1− X
t + 1

1fX6tg

+
m
t
6 E
log

t + 1− X
t + 1

+
X
t + 1
 1fX6t g

+E
log

t + 1− X
t + 1

+
X
t + 1
 1ft <X6tg

+E

X
t + 1
1fX>tg

+E

X
t(t + 1)

:
The function
x!− x − log(1− x)
being positive increasing for x2 [0; 1[, we have
E
log

t + 1− X
t + 1

+
X
t + 1
 1fX6t g

6− log

1− t

t + 1

− t

t + 1
6
t 2−2
2
+ O(t 2−3);
and
E
log

t + 1− X
t + 1

+
X
t + 1
 1ft <X6tg

6

log(t + 1)− t
t + 1

P(X>t):
(4.1)
As for H3 in Proposition 4, E[(X=(t+1))1fX>tg] is exponentially small. Similarly, the
right-hand side of Eq. (4.1) is exponentially small in a power of t.
Proposition 6.
E[(Mt; C1)1fX16tg]−
m2
2t
=o(t−1;5+):
Proof. We have
E[(Mt; C1)1fX16tg]−
m2
2t
= −mE(X 1fX>tg)
2t
+E

1
2Mt −W0 −W1 −
m
2t
+
1
2Mt −W1 −W2
−m
2t
+   + 1
2Mt −WX−1 −WX −
m
2t

1fX6tg

:
P. Chassaing / Stochastic Processes and their Applications 81 (1999) 129{153 141
Now 12Mt −Wk−1 −Wk −
m
2t
 1fX6tg6
 jMtm− tj
t(2Mt − 1) +
mjWk−1 +Wk j
2t(2Mt − 1)

1fX6tg
6
 jMtm− tj
tMt
+
mjWk−1 +Wk j
2tMt

1fX6tg
and thus
E[(Mt; C1)1fX16tg]−
m2
2t
6E
" 
jMtm− tj
tMt
X +
m
2tMt
X
k=1
jWk−1 +Wk j
!
1fX6tg
#
− mE(X 1fX>tg)
2t
:
(4.2)
For the last term of Eq. (4.2), see Proposition 4. We shall prove that for any positive
number ,
E
 jMtm− tj
tMt
X 1fX6tg

=O(t−3=2+); (4.3)
and that
E
"
m
2tMt
X
k=1
jWk−1 +Wk j1fX6tg
#
=O(t−2): (4.4)
In order to prove Eq. (4.3), we use that for y>4m
p
t log 2,
P(jMtm− tj>y)66 exp

− 1
8m2t
y2

: (4.5)
Proof of Eq. (4.5). We have to bound P(Mt6(t−y)=m) and P(Mt>(t+y)=m). First,
P

Mt6
t − y
m

6P

Wt6
t − y
m

;
and, due to Cherno bounds (cf. Bollobas, 1985, p. 12)
P(jWk − (p− q)kj>h)62 exp

− 1
2k
h2

(4.6)
we obtain
P

Mt6
t − y
m

62 exp

− 1
2tm2
y2

: (4.7)
On the other hand,
P

Mt>
t + y
m

= P

max
06k6t

Wk − tm

>
y
m

6 P

max
06k6t

Wk − km

>
y
m

6 P

max
06k6t
Wk − km
> ym

:
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Using Kolmogorov’s Lemma
P

max
06k6t
Wk − km
>x

min
06k6t
P
Wk − km
6 x2

6P
Wt − tm
> x
2

;
and noticing that
min
06k6t
P
Wk − km
6 x2

= 1− max
06k6t
P
Wk − km
> x2

> 1− 2 max
06k6t
exp

− 1
8k
x2

= 1− 2 exp

− 1
8t
x2

is at least 12 for x>4
p
t log 2, we deduce that
P

max
06k6t
Wk − km
6x

64 exp

− 1
8t
x2

and thus, for y>4m
p
t log 2
P

Mt>
t + y
m

64 exp

− 1
8tm2
y2

: (4.8)
Putting Eqs. (4.7) and (4.8) together, we obtain nally Eq. (4.5).
Proof of Eq. (4.3). We set
Z = jMtm− tj:
Then, for t large enough and for  in ]1=2; 1[, we obtain
E
 jMtm− tj
tMt
X 1fX6tg

= E

ZX
tMt
1fMtm>t−tg

+ E

ZX
tMt
1fm6Mtm<t−tg

6
mE[ZX ]
t(t − t) +
1
t
E[ZX 1fZ>tg]
6
m2t
t(t − t) +
2m
t
E[ZX 1fZ>tg]
(the last inequality follows from E[ZX ]6tm+ E[ZX 1fZ>tg]). Now
E[ZX 1fZ>tg]6E[Z
21fZ>tg]
1=2E[X 2]1=2
and, for t large enough
E[Z21fZ>tg] =
Z +1
t
x2PZ(dx)
=
Z +1
t
Z x
0
2y dy

PZ(dx)
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=
Z t
0
Z +1
t
PZ(dx)

2y dy +
Z +1
t
Z +1
y
PZ(dx)

2y dy
6 6t2 exp(− 18m−2t2−1) + 6
Z +1
t
exp(− 18m−2y2t−1)2y dy:
Finally,
E[Z21fZ>tg]6(t
2 + 48m2t) exp(− 18m−2t2−1):
Proof of Eq. (4:4). We set
Y =
X
k=1
jWk−1 +Wk j;
so we can write
E

mY
4tMt
1fX6tg

= E

mY
4tMt
1fm6Mtm<t−tg

+ E

mY
4tMt
1fMtm>Mtm<t−tg

6
1
4t
E[Y1fm6Mtm<t−tg] +
m2E[Y ]
4t(t − t)
6
E[Y 2]1=2
4t
P(Z > t)1=2 +
m2E[Y ]
4t(t − t)
6
E[Y 2]1=2
4t
exp(− 116m−2t2−1) +
m2E[Y ]
4t(t − t) :
In order to complete the proof of (4:4), note that Y has nite moments at all orders:
let U denote the absolute value of the inmum of an asymmetric random walk with
positive drift p− q. It is well known (see Asmussen, 1987) that
P(U = k)= k(1− ); k>0:
On the other hand,
jWk−1 +Wk j6

2U if one of the terms is negative;
1 if the terms are both nonnegative;
thus
Y6(2U + 1)X:
Finally,
P(Y>t)6 P((2U + 1)X>t)
6 P(2U + 1>
p
t) + P(X>
p
t)
which gives the desired conclusion, X and U having exponential tails.
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5. Proof of Theorem 3
In this section we consider an algorithm, say , in An, and its cost T (!). Let 0(n; p)
denote the minimum average search cost among search algorithms that probe the index
n in the rst place. Clearly,
0(n; p)− 16(n; p)60(n; p):
So the rst term of the expansions of  and 0 are the same. Thus we can assume
that the rst place that  probes is place n, and that T is also the number of intervals
between probes.
We call A the set of sample paths that satisfy condition
8k; l; jWk+l −Wk − (p− q)lj6
p
l
p
log n:
Let (Ik)16k6T denote intervals between probes, (wk)16k6T their widths, (xk)06k6T
their endpoints (x0 = 0; xT = n; wk = xk − xk−1), as in Section 2. Let J denote the set
of indices of intervals that satisfy
wk>(log n)
or, simultaneously,
wk<(log n) and Wxk +Wxk−1 + wk62(Mn − (log n))
in which  is a real number greater than 1. Let T 0 denote the number of elements in
J . For 16k6T , we set
Sk =
xkX
t=xk−1+1
1
2Mn −Wt−1 −Wt ;
S =
nX
t=1
1
2Mn −Wt−1 −Wt
=
TX
j=1
Sj
and
S 0=
X
j2J
Sj:
Finally, let  be the positive number such that
1 + 2= 
and let g and h be dened by
g(n; p)=
1
2(p− q)
 
log
 
p− (p− q+ ) log− n
q− (p− q+ ) log− n
!
− log

p
q
!
P. Chassaing / Stochastic Processes and their Applications 81 (1999) 129{153 145
and
h(n; p)=C(p)
0
@1 + X
16k62(log n)
1
2k − 1
1
A
in which C(p) is to be dened later, so that
g(n; p)=O((log n)−)
and
h(n; p)=O(log log n):
Then
Proposition 7.
S 01A6

logp− log q
2(p− q) + g(n; p)

T:
and
Proposition 8. E[Zn]− (n3−2=2 + h(n; p))6E[S 01A].
For  large enough in the denition of A, Propositions 7 and 8 entail Theorem 3.
Proof of Proposition 7. In fact, we prove that
S 01A6T 01A

logp− log q
2(p− q) + g(n; p)

:
We bound the following sum:
m+wX
k=m+1
1
2Mn −Wk−1 −Wk
on a regular interval, with width w, between two consecutive probes, according to its
membership of one among the two following classes:
Case 1: If
w>(log n):
Case 2: If w<(log n), but if we have
Wm+w +Wm + w62(Mn − (log n)):
Case 1: We have
Wm+w +Wm + w62Mn;
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thus
m+wX
k=m+1
1
2Mn −Wk−1 −Wk6
wX
k=1
1
Wm+w +Wm + w −Wm+k−1 −Wm+k
6
wX
k=1
1
w + (p− q)(w − 2k + 1)− plog n(pk +pw − k + 1)
6
1
2w
w−1X
k=0
1
p− (p− q)((2k + 1)=2w)− p(log n=w)
6
1
2(p− q) log
 
p− ((p− q)=2w)− p(log n=w)
q− ((p− q)=2w)− p(log n=w)
!
in which the second inequality is deduced from the denition of A and the last in-
equality is due to the fact that the Riemann sum of an increasing function is smaller
than its integral (if the function is estimated at beginning of subintervals). Here we
consider function
x! 1
K − (p− q)x
in which
K =p− p− q
2w
− 
r
log n
w
:
Relation w>(log n) yields
m+wX
k=m+1
1
2Mn −Wk−1 −Wk6
logp− log q
2(p− q) + g(n; p):
Case 2: As in Case 1, we have
m+wX
k=m+1
1
2Mn −Wk−1 −Wk6
wX
k=1
1
Wm+w +Wm + w + 2(log n) −Wm+k−1 −Wm+k
6
1
2w
w=1X
k=0
1
p+ ((log n)=w)− (p− q)((2k + 1)=2w)− p(log n=w)
6
1
2(p− q) log
 
p+ ((log n)=w)− ((p− q)=2w)− p(log n=w)
q+ ((log n)=w)− ((p− q)=2w)− p(log n=w)
!
6
logp− log q
2(p− q) ;
the second inequality due to
Wm+w +Wm + w + 2(log n)62Mn:
The last inequality holds true if
(log n)
w
− p− q
2w
− 
p
(log n=w)>0:
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or, due to w<(log n), if
2(log n) − p+ q>(log n)(1+)=2:
That is, the last inequality holds true for n large enough.
Proof of Proposition 8. We have
E[S]− E[S 01A] = E[S1Ac ] + E[(S − S 0)1A]
6 E[S1Ac ] + E[S − S 0];
and
E[S1Ac ] = E
"
nX
k=1
1
2Mn −Wk−1 −Wk 1A
c
#
6 nP(Ac)
= o(1);
provided that  is suitably chosen:
P(Ac) = P(9k; l; jWk+l −Wk − (p− q)lj>
p
l
p
log n)
6
X
k; l
P(jWk+l −Wk − (p− q)lj>
p
l
p
log n)
6 n2−
2=2;
the last inequality being a consequence of Eq. (4.6).
On the other hand, for any k in an interval whose index does not belong to J , that
is, for any k in an interval that satises simultaneously w<(log n) and
Wm+w +Wm + w>2(Mn − (log n));
the relation
2Mn −Wk−1 −Wk64 log n
holds true. It follows that
06(S − S 0)1A6
nX
k=1
1
2Mn −Wk−1 −Wk 1f2Mn−Wk−1−Wk64 log
 ng:
Now let Dk(n) denote the sojourn time of the random walk at a level Mn−k, before
nth step. We have
nX
k=1
1
2Mn −Wk−1 −Wk 1f2Mn−Wk−1−Wk64 log
 ng6D0 +
X
16k62 log n
Dk
2k − 1
and using:
Proposition 9. One can nd a real number C(p) not depending on n and k, such that
E[Dk(n)]6C(p);
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which is quite similar to relation (3:12) in Odlyzko (1995, p. 283), we obtain
E
"
nX
k=1
1
2Mn −Wk−1 −Wk 1f2Mn−Wk−1−Wk64 log
 ng
#
6h(n; p):
Proof. The proof of relation (3:12) in Odlyzko (1995) relies on a closed-form expres-
sion of E[Dk(n)]. In the asymmetric case the closed form expression of E[Dk(n)] is a
sum with ve indices, and several binomial coecients in it, so we had to nd a dif-
ferent proof. Let (Yk)k>1 be i.i.d. Bernoulli random variables associated with (Wk)k>0,
and let us denote by a tilde any notion associated with the random walk associated to
(Yk)k>2, e.g.
Wk =Y1 + Y2 +   + Yk ;
while
~Wk =Y2 + Y3 +   + Yk+1 =Wk+1 −W1:
We have
Dk(n) =Dk(n)1fMn=0g + ~Dk(n− 1)1fMn 6=0g + 1fMn=kg1fMn 6=0g
= ~Dk(n− 1) + Dk(n)1fMn=0g − ~Dk(n− 1)1fMn=0g + 1fMn=kg1fMn 6=0g:
Thus, if Zk(n) denotes Dk(n)’s expectation,
Zk(n)6Zk(n− 1) + nP(Mn=0) + P(Mn= k):
Now nP(Mn=0) is the term of a convergent series whose sum,
P
, does not depend
on k. Surprisingly, the sum of series P(Mn= k) does not depend on k either: if T (k)
denotes hitting time of level k for Wk , we have
X
n>0
P(Mn= k) = E
"X
n>0
1fMn=kg
#
= E[T (k + 1)− T (k)]
= E[T (1)]
=m:
Finally, we deduce that
Zk(n)6
P
+m+ Zk(0)6
P
+m+ 1:
This proof does not extend to symmetric case, T (1)’s expectation being innite in
this last case.
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6. Geometric algorithms
In this section we analyze a family of algorithms (G(n; ))n>1 (G(n; )2An), that
we call geometric algorithms, satisfying:
Proposition 10. If <1−, the average cost of G(n; ) has the following asymptotic:
log n
log(1− ) + O(1):
with the consequence that the lower bound of Theorem 3 is sharp, as we have
1
logp− log q = inf

− 1
log(1− ) 0<<1− 

:
Let us describe a geometric algorithm G(n; ) with rate : rst, it probes places
n0 = 0; n1 = dne; n2 = d(1− (1− )2)n; e; n3 = d(1− (1− )3)ne; : : : ; nK = d(1− (1−
)K)ne= n− b(1− )Knc= n, successively; K is dened by
(1− )Kn<16(1− )K−1n;
i.e.
K =1 +

− log n
log(1− )

: (6.1)
Then G(n; ) checks, for k =0; 1; : : : ; if relation Rk :
Wnk +Wnk+1 + nk+1 − nk<2Wn
holds true. In this case, it deduces that the maximum over [0; n] is not reached in
[nk ; nk+1], since in this interval ! does not even exceed the value Wn. On the other
hand, if Rk is not satised, G(n; ) probes each position from position nk to position
n, and nds the maximum.
Proof. As G(n; ) probes in any case the K + 1 places (nk)06k6K , its cost T satises
E[T ]>K + 1;
and also
E[T ] 6 K + 1 +
K−1X
k=0
(n− nk)P( Rk)
6 K + 1 +
K−1X
k=0
(1− )knP( Rk):
Now, if mk denotes b(1− )knc, we have
P( Rk) = P(nk+1 − nk>Wmk +Wmk+1)
6 P(d(1− )kne>Wmk +Wmk+1)
6 Ce−A(1−)
k n:
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The last inequality, a routine consequence of Eq. (4.6), holds true, not depending on
p and q, for appropriate positive numbers C and A, but only if <1− . Finally,
E[T ] 6 K + 1 + C
K−1X
k=0
(1− )kne−A(1−)k n
6 K + 1 + C(1− )K−1n
K−1X
k=0
(1− )−ke−A(1−)K−1−k n
6 K + 1 + C0
X
k>0
(1− )−ke−A(1−)−k
6 − log n
log(1− ) + O(1);
the last inequalities due to Eq. (6.1).
Some adjustments lead easily to a sequence (n) of quasi-optimal algorithms, that
is, such that (n)2An, and that
E(T(n))= (n; p) + o(log n):
Let us describe (n): it probes points n0 = 0; nk = n− mk , in which mk is dened by
mk = bkn+ (kn)c:
We assume that 12<<1 and that 16 ~k6k6K , in which ~k (resp. K) satises
 ~k−1n+ ( ~k−1n) > n> ~kn+ ( ~kn);
K−1n+ (K−1n) > 1>Kn+ (Kn):
Then (n) checks, for k = ~k; ~k + 1; : : : successively, that relation
Wnk +Wnk+1 + nk+1 − nk<2Wn (6.2)
holds true. In this last case, (n) deduces that the maximum is not in [nk ; nk+1]. On
the other hand, if Eq. (6.2) is not satised, (n) probes each position starting from nk .
The (tedious) analysis of (n) can be done using more or less the same technique as
in the proof of Proposition 10.
7. Odlyzko’s constant
In the expression given by Odlyzko (1995)
c=
r
2

Z 1
0
dy
y
Z 1
0
1p
w
exp(−y2=2w)erf (y=p2− 2w) dw
\erf " denotes the error function:
erf (z)=
2p

Z z
0
exp(−t2) dt:
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According to Odlyzko, numerical integration produces
c=1; 1061 : : : :
Hwang (1997) used some well-known Mellin transforms to derive that
c=
r
8
 log 2=1;1061028674656327 : : : : (7.1)
We mention here a rather simple proof, of a dierent { more probabilistic { nature. It
relies on the fact that c appears, in Odlyzko’s paper, as the limit of expectations of
functionals of the simple symmetric random walk:
c= lim
n
E
"
1p
n
nX
k=1
1
2(Mn −Wk + 1)
#
;
so, by virtue of Donsker’s invariance principle, c would very likely be the expectation
of the same functional applied to the Brownian path:
c=
1
2
E
"Z 1
0
dt
m− Bt
#
; (7.2)
Bt being the standard Brownian motion, and m its maximum over interval [0; 1].
However, the continuous functional hypothesis does not hold, so we do not use
Donsker’s principle. Nevertheless we remark that
m− Bt =(Mt − Bt) _maxfBt+u − Bt j 06u61− tg;
in which Mt denotes the maximum of Brownian path over interval [0; t]. Then one
of Paul Levy’s Theorems (see for instance Revuz and Yor, 1994, Ch. VI, Section 2,
Theorem 2.3) yields
m− Bt (d)=
p
tjY j _ p1− tjX j;
in which X and Y are standard independent Gaussian random variables. As a conse-
quence,
E
"Z 1
0
d t
2(m− Bt)
#
=
1
2
Z 1
0
E

1
jY jpt _ jX jp1− t

dt
=
1
2
Z 1
0
E

1
jY jpt 1fjY j
p
t>jX jp1−tg

+ E

1
jX jp1− t 1fjX j
p
1−t>jY jptg

dt:
On the other hand, using that erf (z)=P(jX j6zp2), we can write
c=
Z 1
0
Z 1
0
2p
2
dy
y
p
t
exp(−y2=2)P(jX j6y
p
t=1− t) dt
or
c=
Z 1
0
E

1
jY jpt 1fjY j
p
t>jX jp1−tg

dt (7.3)
and we obtain nally Eq. (7.2).
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Originally, we used the occupation measure of the Brownian meander, due to Durrett
and Iglehart (1977), and the decomposition, due to Denisov (1983), of the Brownian
sample path:
Bt =
p
(m^(1)− m^(1− t=))1f06t6g+
p
m^(1)−
p
1−  m

t − 
1− 

1f6t61g
in which m^ and m denote two independent Brownian meanders, and  is dened by
B=m, to obtain
1
2
E
"Z 1
0
dt
m− Bt
#
=E[
p
]E
"Z 1
0
dt
m^t
#
=
p
8= log 2:
However, the deep result of Denisov is not needed to derive c, though it is useful to nd
the limit law of the cost (see the concluding remarks). The form (7:3) of the constant
c, and the well-known fact that coordinates (R;) of a standard bivariate Gaussian
random variable (X; Y ) are independent, R2 having an exponential distribution and  a
uniform distribution, led Pierre Vallois to an alternative and very simple computation
of c:Z 1
0
E

1
jY jpt 1fjY j
p
t>jX jp1−tg

dt=E

1
R

E
"
1
j sinj
Z 1
0
1ft> cos2 g
dtp
t
#
:
In other words, without any reference to probability theory, and using the denition
of erf, we can write
c=
2

Z 1
0
1p
t
Z
Dt
exp(−tx2 − y2=2t) dxdy
y

dt
in which
Dt = f(x; y) jy>0; 06x6y=
p
1− tg:
Considering new variables (z; ), dened by
x =
p
2z cos ;
y =
p
2tz sin 
we obtain
c =
p
2

Z +1
0
exp(−z) dzp
z
 Z =2
0
 Z 1
cos2 
dtp
t
!
d
sin 
!
=
r
8
 ln 2:
Related questions. In a joint work with J.F. Marckert and M. Yor (Chassaing
et al., 1998), we prove that in the symmetric case, the distribution of the cost Tn
of the quasi-optimal algorithm due to Odlyzko satises a stronger form of optimality
than the average case optimality proved in Odlyzko. We also prove that
Tnp
n
law−! 1
2
Z 1
0
dt
m− Bt ;
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and, using mainly Denisov decomposition, we characterize the law (previously un-
known, to our knowledge) of this last functional of the Brownian motion.
The algorithm u(n) described at the beginning of Section 2 rises an interesting
problem: we believe that u(n) is close to optimal not depending on the model, that is
for the symmetric or the asymmetric random walk, but any of our attempts to analyze
it failed from the rst step. Finally, let us mention that, by a clever use of Odlyzko’s
ideas, Jean-Francois Marckert (1997) obtained quite recently a quasi-optimal algorithm
for the exhaustive search for zeroes of a simple symmetric random walk.
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