OLS regression has typically been used in housing research to determine the relationship of a particular housing characteristic with selling price. Results differ across studies, not only in terms of size of OLS coefficients and statistical significance, but sometimes in direction of effect. This study suggests that some of the observed variation in the estimated prices of housing characteristics may reflect the fact that characteristics are not priced the same across a given distribution of house prices. To examine this issue, this study uses quantile regression, with and without accounting for spatial autocorrecation, to identify the coefficients of a large set of diverse variables across different quantiles. The results show that purchasers of higher-priced homes value certain housing characteristics such as square footage and the number of bathrooms differently from buyers of lower-priced homes. Other variables such as age are also shown to vary across the distribution of house prices.
Introduction
The published real estate literature has put forth a number of housing characteristics to explain house prices. Hedonic regression analysis is typically used to identify the marginal effect on house price of each of these housing characteristics. Sirmans, Macpherson and Zietz (2005) examine hedonic pricing models for more than 125 empirical studies and find that studies often disagree on both the magnitude and direction of the effect of certain characteristics. For example, their analysis shows that, of forty empirical studies examining the number of bedrooms, twenty-one studies find that bedrooms have a positive impact on house price, nine studies identify a negative relationship, and 10 studies report no significant relationship between house price and the number of bedrooms.
Different estimation results for a given variable, in particular disagreement on the direction of the effect, can be confusing to market participants. In addition, there may be reason to believe that housing characteristics are not valued the same across a given distribution of house prices. Malpezzi, Ozanne and Thibodeau (1980) acknowledge the problem in valuing individual house features and note that the impact on price of individual features cannot be easily quantified. Malpezzi (2003) also notes that different consumers may value housing characteristics differently. To alleviate some of the confusion, this study examines the extent to which conflicting results may be attributed to differences in the effect of housing characteristics across the distribution of house prices.
For example, if a particular housing characteristic is priced differently for houses in the upper-price range as compared to houses in the lower-price range, the typical OLS regression may not provide useful information for either price range since it is based on the mean of the entire price distribution.
As an alternative to OLS regression, this study uses quantile regression to identify the implicit prices of housing characteristics for different points in the distribution of house prices. This explicitly allows higher-priced houses to have a different implicit price for a housing characteristic than lower-priced houses. Since quantile regression uses the entire sample, the problem of truncation is avoided (Heckman, 1979) . This will eliminate the problem of biased estimates that is created when OLS is applied to house price sub-samples (e.g., Newsome and Zietz, 1992) . Sirmans, Macpherson and Zietz (2005) review the hedonic pricing models of 125 empirical studies. Some of their results are summarized in Tables 1 and 2 . As shown, there is some parameter uncertainty for even key housing characteristics. This parameter uncertainty manifests itself in signs that are opposite to expectations or estimates that are statistically insignificant. For example, age is the variable most often included in hedonic pricing models. Although age has a negative sign in most studies, it is positive in some.
The Implicit Pricing of Housing Characteristics
In contrast, the general expectation is that the number of bedrooms would have a positive effect on house price. Of forty studies examining this variable, almost half (19 studies)
show a negative or not-significant result.
A key question is the cause of this parameter uncertainty. Based on the findings of Sirmans, Macpherson and Zietz (2005) , it seems unlikely that parameter variation for housing characteristics can be fully explained by regional differences, different specifications, or alternative data sets. In addition, as suggested by Newsome and Zietz (1992) , housing characteristics may not be valued the same across a given distribution of housing prices. Specifically, the marginal value, percentage contribution, or elasticity value of a certain housing characteristic may be different across the range of house prices. In fact, would one expect to find that owners of high-end houses and low-end houses attach the same value to every housing characteristic? This would require that the preference structure of all homeowners be identical and that the owners of low-end and high-end homes differ only in the income constraint they face.
As discussed by Rosen (1974) , Epple (1987) , and Bartik (1987) , the demand and supply functions that underlie hedonic price equations can be very difficult to identify empirically. The general acceptance of hedonic pricing models in real estate application rests on the assumption that the underlying supply function of housing characteristics is vertical in price/quantity space. The supply of housing characteristics is fixed at any given point in time and is independent of the implicit price of a characteristic. The intersection of the downward sloping demand curve for a housing characteristic with the given vertical supply curve of that characteristic identifies the implicit price of the housing characteristic. This implicit price is identical to the one generated by the hedonic pricing model. Assuming that all consumers are equal, then the implicit price of a characteristic is the implied valuation of that characteristic by the representative consumer. OLS estimation fits nicely into this representative agent framework since it identifies those implicit prices that optimally predict the mean house price for a given sample.
A problem arises when the relevance of the representative agent paradigm is questioned.
1 For the sake of argument, assume that there are two consumers: a "poor" one who is income and credit constrained and a "rich" one who is not. The poor consumer is not in the market for an expensive house because no bank will underwrite the needed loan and the rich household would not think of buying a poor man's house because it does not provide the desired amenities and may negatively affect his/her desire for social status. Thus, in essence, there are two segmented markets. Segmentation may not only imply that the rich and the poor occupy houses of different values but they may also develop group-specific likes and dislikes of certain housing characteristics.
2
Builders, aware of this situation, would build houses to fit the perceived needs of the groups. What results is not one set of supply curves of housing characteristics but two, one for the "rich" household and one for the "poor" household. Similarly, there are two sets of demand curves for each housing characteristic resulting in two sets of implicit prices for housing characteristics.
The above argument suggests that there may be marked differences in the elasticity of house price with respect to housing characteristics across the distribution of housing prices. A seemingly logical approach would be to tie the different segments to the house price. A high house price rations "poor" households out of the market intended for "rich" households and a low housing price is a sufficient deterrent for entry by a "rich" household. The major task is to identify the different market segments and their implicit prices. In this regard, the usefulness of OLS regression may be questioned and a more appropriate approach may be quantile regression.
1 See Kirman (1992) for a scathing critique of the representative agent paradigm. 2 The articles in Durlauf and Young (2001) provide a good idea of the social dynamics that may evolve and why they may evolve.
Quantile Regression Methodology
Quantile regression is based on the minimization of weighted absolute deviations (also known as L_1 method) to estimate conditional quantile (percentile) functions (Koenker and Bassett, 1978; Koenker and Hallock, 2001 and Zietz (1992) . However, as clearly argued by Heckman (1979) , this "truncation of the dependent variable" may create biased parameter estimates and should be avoided. Since quantile regression employs the full data set, a sample selection problem does not arise.
Quantile regression generalizes the concept of an unconditional quantile to a quantile that is conditioned on one or more covariates. Least squares minimizes the sum of the squared residuals, if the residual for the ith observation is negative or zero. The variable q (0 1) q < < is the quantile to be estimated or predicted.
The standard errors of the coefficient estimates are estimated using bootstrapping as suggested by Gould (1992 Gould ( , 1997 . They are significantly less sensitive to heteroskedasticity than the standard error estimates based on the method suggested by Rogers (1993). 3 Quantile regression analyzes the similarity or dissimilarity of regression coefficients at different points of the distribution of the dependent variable, which is sales price in our case. It does not consider spatial autocorrelation that may be present in the data. Because similarly priced houses are unlikely to be all clustered geographically, one cannot expect that quantile regression will remove the need to account for spatial autocorrelation.
In this paper, spatial autocorrelation is incorporated into the quantile regression framework through the addition of a spatial lag variable. The spatial lag variable is defined as Wy, where W is a spatial weight matrix of size TxT, where T is the number of observations, and where y is the dependent variable vector, which is of size Tx1. Any spatial weight matrix can be employed, for example, one based on the ith nearest neighbor method, contiguity, or some other scheme. In the present application, a contiguity matrix is used. Adding a spatial lag to an OLS regression is well known to cause inference problems owing to the endogeneity of the spatial lag (Anselin, 2001 ). This is not any different for quantile regression than for OLS. We follow the approach suggested by Kim and Muller (2004) to deal with this endogeneity problem in quantile regression. As instruments we employ the regressors and their spatial lags.
5 However, instead of using a density function estimator for the derivation of the standard errors, we follow the well established route of bootstrapping the standard errors (Greene, 2000, pp. 400-401) . 
Data and Estimation Results
This study uses multiple listing service (MLS) data from the Orem/Provo, Utah area 7 . The data consist of 1,366 home sales from mid-1999 to mid-2000. Table 3 provides a description of the variables. Most are standard housing characteristics while some are specific to the region. The data also include a number of geographic and 4 The Matlab program xy2cont.m of J.LeSage's Econometrics Toolbox is employed, which is an adaptation of the Matlab program fdelw2.m of Kelley Pace's Spatial Statistics Toolbox 2.0. 5 If X identifies the data matrix, then the spatial lags of the regressors are computed as WX, where W is the spatial weight matrix used for the construction of the spatial lag of the dependent variable. 6 The bootstrap is based on 500 replications. 7 The data used are similar to the data used in Zietz and Newsome (2002) .
neighborhood variables, which are derived by geo-coding all observations. An objective is to measure the effect of quantile regression on a large number of diverse variables. Table 4 The hedonic pricing model takes the form
where selling price (sp) is expressed in logged form, α is a constant term, β i is the regression coefficient for the i th housing characteristic, X i , and ε is the residual error term.
The estimation results for the quantile regressions that do not account for spatial autocorrelation are presented in Tables 5 and 6. Table 5 gives the coefficient estimates and Tables 5 and 6 present the results of the standard OLS regression in the leftmost column and the estimates of the quantile regressions in the remainder of the tables. 9 The points on which the quantile regressions are centered are provided in the first row of Table 4 . Tables 7 and 8 present the quantile regression results when spatial autocorrelation is taken into account. Table 9 contains all variables for which marginal effects can be calculated. The marginal effects are the product of the coefficient reported in Table 7 and the relevant housing price from Table 4 , multiplied by 1,000. The relevant price is the mean price for 2SLS and the associated quantile point for the quantile regressions. The marginal effects given in Table 9 reflect the prices of 1999/2000. Table 10 converts all percentage change effects reported in Table 7 into dollar values by multiplying the coefficients of Table 7 by the respective sale prices of Table 4 , multiplied by 1,000. Tables 5 and 7 for the regression coefficients and between   Tables 6 and 8 for the p-values of the coefficient estimates suggests that the quantile effects dominate the spatial autocorrelation effects. Put differently, for the given model and data set, it is more important for the results to account for quantile effects than for spatial autocorrelation effects. Whether this result holds in general awaits further research on other models and data sets. .
Tables 5 and 7 both show that the coefficients of a number of variables vary considerably across quantiles. For example, there is more than a 50 percent difference between the square footage coefficient for the 0.1 quantile and the 0.9 quantile. This is economically significant. The dollar price effects reported for variable sqft in Table 9 attest to that: the marginal price of a square foot for quantile point 0.9 is close to 150 percent above that of quantile point 0.1; yet, the sale price for quantile point 0.9 (Table 4) is only 64 percent above that of quantile point 0.1. Table 11 shows a similar effect for the price elasticity of square footage: the price elasticity for the 0.9 quantile of housing prices is three times as high as that for the 0.1 quantile. The 2SLS estimate of variable sqft clearly overstates the contribution of a square foot to the sale price of lower-price houses but understates the contribution for higher-priced houses. The results are very similar, although more dramatic, for the variable acres.
The variable year is a proxy for age. 10 A one-year increase reduces the age of the house by one year. The positive sign reported in Tables 5 and 7 suggests that newer houses sell for relatively more. This is a standard result. However, the coefficients of Table 7 and the corresponding marginal effects of Table 9 reveal that there is a lower premium for newness for higher-priced homes. Lower-priced homes have the highest premium for newness (or discount for age).
The 2SLS coefficient for the number of bedrooms, bedr, is not significant in Table 7 , which is not surprising given what is reported in Table 2 . However, the quantile regressions provide a somewhat different picture. The regression coefficients for bedr are statistically significant primarily in the lower and middle price ranges and are not significant in the upper price range. The underlying economic reason for this result may be tied to the fact that lower-and medium-priced houses tend to have fewer bedrooms than expensive houses, yet will often contain as many or more occupants. As a result, an additional bedroom will have a higher marginal value in the lower-priced ranges.
The bathroom variables show a similar result: additional bathrooms have a much higher value-added impact in higher-priced homes than in lower-priced ones.
Estimating quantile regressions as shown in Table 7 gives an opportunity to measure the relationship of selling price to a large number of variables. As shown above, defining the relationship between the typical hedonic pricing variables (square footage, lot size, age, bedrooms, bathrooms) and selling price is improved by using quantile regression. The Table 7 results show this is true for a number of variables in the model,
i.e., that the relationship changes over different price ranges. For some variables the quantile regression results confirm that their relationship with selling price remains relatively stable across different price ranges. For other variables that are not statistically significant in the 2SLS estimation, the quantile regression results confirm them to be not significant over different price ranges. Table 12 provides a summary of the relationships between the explanatory variables and selling price as defined by the quantile regressions.
Conclusions
One of the most popular areas of research in real estate economics and finance has been the pricing of residential real estate. Empirical research has primarily focused on identifying house characteristics that most influence selling price. The results from this body of literature have often been in conflict regarding the impact of a variable on selling price. This study seeks to clarify some of the confusion by using quantile regression to measure the effect of various housing characteristics on house prices.
Results of this study show that the effect of housing characteristics on selling price can be better explained by estimating quantile regressions across price categories.
For example, previous studies that have examined the effect of characteristics such as square footage or age on selling price have found mixed results in terms of both the level and the direction of change. This study shows that some of those differences may be explained by differences in house prices. In particular, the regression coefficients of some variables behave differently across different house price levels, or quantiles. Buyers of higher-priced homes appear to price certain housing characteristics differently from buyers of lower-priced homes.
For the given data set, it is shown that the quantile effects dominate any effects on coefficient size and statistical significance that arise from spatial autocorrelation. In fact, taking explicit account of spatial autocorrelation in the quantile regressions, adds very little information. Whether this is a general result or particular to the data set that is being used in this study is an open question that awaits further research.
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Notes: *All variables in this column were also not significant in the 2SLS model. Frame exterior and earthquake magnitude were significant in one quantile regressionsand partial landscaping was significant in two quantile regressions.
