Sparse recovery (SR) based space-time adaptive processing (STAP) has attracted much attention due to its small requirement of snapshots in the estimation of the clutter plus noise covariance matrix (CNCM). However, most of the existing SR STAP methods suffer from the grid mismatch effect of the dictionary matrix. In this paper, a novel grid-less total variation minimization (TVM) based STAP approach is proposed, which avoids the discretization of the spatial-temporal profile and possible mismatch of the spatialtemporal gird. The optimization problem is firstly introduced to estimate the clutter subspace steering vector by minimizing the defined atomic norm based on the TVM. Then the optimization problem is reformulated via utilizing the property of the radar space-time steering vector and approximation of the Bessel function. Finally, with a solution obtained by the optimization problem, a projection method is presented to obtain an accurate estimation of the CNCM. The proposed STAP method can be applied for both the side-looking and non-side-looking case. Numerical results validate its effectiveness compared with the other SR STAP methods.
I. INTRODUCTION
Space-time adaptive processing (STAP) is widely used in the area of airborne warning radar to suppress clutter for detecting the slow moving targets [1] . A STAP processor is a space-time filter which minimizes the clutter output power maintaining the response of the desired signal. Based on Reed, Mallett and Brennan (RMB) rules [2] , the sample matrix inversion (SMI) method achieves a 3dB signal to interference plus noise ratio (SINR) loss compared to the optimal STAP processor, while the number of independent and identically distributed (i.i.d.) snapshots is at least twice the system degrees of freedom (DOFs). However, the requirement for the number of snapshots is difficult to satisfy in real applications especially in heterogeneous and non-stationary conditions. In order to reduce the sample support needed, many algorithms have been proposed in recent decades. In general, it can be divided into the following categories: dimension reduction and rank reduction algorithms, The associate editor coordinating the review of this manuscript and approving it for publication was Prakasam Periasamy . the knowledge-aided (KA) algorithms, and the sparse recovery (SR) algorithms.
In the early processing of the STAP algorithms, the dimension reduction and rank reduction methods [3] - [9] have been proposed. The dimension reduction algorithms, such as the extended factored approach [4] , the joint-domain localized method [5] , and the direct data domain method [8] , utilize some linear transformation to reduce the system DOFs and corresponding requirement for the snapshots. The rank reduction algorithms, such as the principal component analysis [6] , the multistage Wiener filtering [7] , and the joint iterative optimization of filters [9] , construct data-dependent transformations and analyse the clutter rank to reduce the system DOFs requirement for clutter suppression. In these algorithms, although the required number of snapshots is decreased, the price is the cost of system DOFs which would cause performance degradation on clutter suppression. Furthermore, the KA STAP algorithms [10] - [12] have been proposed to select sufficient snapshots in heterogeneous environments. In [10] , the priori digital terrain data is used to characterize the clutter patches for i.i.d. training data selection. In [11] , authors exploits the linear combination of the priori covariance matrix and sample covariance matrix to obtain the clutter plus noise covariance matrix (CNCM). However, the accurate priori knowledge of the terrain data and covariance matrix is often difficult to obtain in practical applications.
In recent years, SR STAP algorithms have attracted extensive attention. In [13] - [16] , the clutter sparse property in spatial-temporal profile and norm minimization are introduced to recover the clutter covariance matrix. Generally, the performance of these on-grid sparse methods is limited by the precision of the selected dictionary matrix [17] . In [18] , the parameter searched orthogonal matching pursuit algorithm is presented for eliminating basis mismatch. The off-grid sparse STAP algorithm which searches the optimal atom in a small local dictionary is presented in [19] . In [20] , a self-calibration off-grid sparse Bayesian learning STAP algorithm which updates its dictionary matrix via weighted least squares is proposed. In [21] , a grid-less sparse method of atomic l 0 norm minimization (ANM) STAP is introduced which avoids gridding in the spatial-temporal profile. In [22] - [24] , the knowledge-aided (KA) processing is introduced into the SR STAP. In these KA SR STAP algorithms, the KA information, which is often the clutter ridge, is utilized to modify the space-time steering vector dictionary. In [22] , the grid coefficients are first calculated by the original dictionary matrix. Then the dictionary matrix is modified by the similar degree to the clutter ridge. The CNCM is estimated by the retaining dictionary matrix and corresponding coefficients. In [24] , the CNCM is iteratively calculated by the SPICE method which fixes its dictionary matrix on the clutter ridge to improve the estimation precision. In most of these SR STAP algorithms, the main problem is still focus on how to eliminate the mismatch of the dictionary matrix.
In this paper, a novel grid-less total variation minimization (TVM) [25] , [26] based STAP algorithm is proposed. The atomic l 1 norm optimization problem is firstly established to estimate the steering vector of the clutter subspace. By exploiting the polar coordinate expression of the steering vector and the Bessel function approximation, the 2-D steering vector optimization problem is transformed into a 1-D one. Utilizing the property of the Toeplitz matrix, the CNCM is obtained by solving the optimization problem via the CVX Toolbox [27] . The proposed STAP method is a grid-less atomic l 1 norm minimization SR STAP which avoids the constructing of the dictionary matrix and therefore eliminates the possibility of the grid mismatch. In addition, the proposed method is extended to the non-side-looking condition. Simulation results demonstrate the effectiveness of the proposed method.
The work is organized as follows. The space-time signal model is described in Section II. Section III details the proposed STAP and some analysis of the proposed method. Simulations are given in section IV. Conclusions are drawn in section V.
Notation: ||·|| 1 , |·|| 2 denote the l 1 and l 2 norm, respectively. · T and · H represent the transpose and Hermitian transpose, respectively. The MK ×MK identity matrix is defined as I MK .
· denotes the nearest integer of (·). C denotes the complex value. H MK denotes the MK × MK Hermitian matrix. The Boldface lowercase and uppercase letters are used to denote vectors and matrices, respectively. j 2 = −1.
II. SIGNAL MODEL
Consider a side-looking uniformly linear array pulsed-Doppler airborne radar. The airborne radar geometry is shown in Fig. 1 . The velocity and altitude of the platform are v and H , respectively. The cone, azimuth and elevation angle are denoted as ψ, ϕ, and θ , respectively. In a coherent processing interval (CPI), K pulses are received by M receive sensors with the pulse repetition frequency f r . Neglecting the effect of range ambiguity, the received MK × 1 data of the range cell under test (CUT) is given as
where N c denotes the number of the clutter scatter patches, α n c and s n c represent the complex amplitude and the space-time steering vector of the n c th clutter patch, respectively. n 0 is the noise component. s s (f s n c ) and s t (f t n c ) denote the spatial and normalized temporal steering vector, respectively.
The ideal CNCM is
where I MK is the MK × MK identity matrix, σ 2 denotes the noise power. The optimal weight vector of the STAP filter can be expressed as w = R −1 s 0
, where s 0 represents the desired signal space-time steering vector. As the ideal CNCM is not available, it is often obtained through the maximum likelihood estimateR
where x l denotes the lth snapshot of the receiving data, L is the number of snapshots. To guarantee the 3dB loss of the output SINR compared to the optimal output SINR, the number of snapshots should meet the RMB rules L ≥ 2MK [2] . However, it is difficult to obtain sufficient sample support in real applications. Therefore, many SR based STAP algorithms have been presented to solve this problem.
III. PROPOSED METHOD
In this section, the proposed grid-less TVM based STAP method is presented. The low rank property of the clutter subspace is depicted by the Brennan's rule [1] , and we construct the optimization problem based on the TVM. Without gridding the space-time steering vector of the clutter subspace, the gridding error can be avoided and the estimation accuracy of the CNCM is increased.
A. GRID-LESS TVM BASED STAP
According to the Brennan's rule [1] , the clutter rank is r_c
df r is the slope of the clutter ridge. It means that the clutter subspace can be spanned by r_c steering vectors and the received data in the CUT can be written as
From (5), it is noted that the received clutter data can be expressed by the linear combination of r_c steering vectors of the clutter subspace. Generally, the rank of the clutter subspace r_c is relatively small compared to the system DOFs MK . Thus the sparsity of the clutter can be utilized to estimate x c and the corresponding CNCM.
Utilizing the TVM method [25] , we construct the optimization problem as follows
where x ∈ C MK ×1 is the estimated clutter component, s z ∈ C MK ×1 denotes the zth estimated steering vector, α z = |a z | > 0 is the corresponding amplitude, and Z is the number of the estimated steering vector. ζ represents the error tolerance.
If there are L 0 adjacent i.i.d. snapshots are available, the received data matrix is
As the adjacent range cells share the same clutter subspace,
Thus the optimization problem (10) is proposed to minimize the atomic l 1 norm of X . The corresponding minimum value, is the atomic l 1 norm of X , denoted as X A,1 . Let :
According to the Lemma 1 of [26] , the atomic norm
where e denotes the first column of the identity matrix I MK .
If X A,1 = z α z , where X = z α z s z g z and g z 2 = 1, then W = z α z g z g H z , and Q = z α z z is a solution to (11) . Conversely, if Q = z α z z is a solution to (11) for some α z > 0, then there are unit norm complex vectors g z satisfying the equation X = z α z s z g z .
To solve this problem, the property of space-time steering vector is utilized. Based on (2)
The structure of the steering vector can be seen as a polar coordinate expression s z = s z (ρ, ξ ), where the corresponding radius and angle are (ρ, ξ )
Let J n denote the order n Bessel function of first kind. Using the Jacobi-Anger expansion [28] , (13) is rewritten as
For given ρ > 0, |J n ( ρ)| decreases rapidly with the increase of n. When n is relatively large, the order n Bessel function of first kind is close to 0. Define N as the smallest positive integer that
As J −n ( ρ) = (−1) n J n ( ρ), set ε small enough, then (14) can be approximated as
where [C n ] i.l = j n J n (ρ i − ρ l ). From [26] , [29] , Q ∈ ϒ if and only if there is a positive measure µ satisfying
Substitute (15) into (16)
where n = π 0 exp(jnϕ)dµ(ϕ), µ ∈ [0, π] , n = 0,1,. . . ,N (18)
Define a Toeplitz matrix as
Based on the classical trigonometric moment problem [30] , T ( ) is positive semi-definite (PSD) if and only if there exists some measure µ for dµ ≥ 0 such that the first row of T ( ) can be expressed as * n 
Based on the property of the Toeplitz matrix [31] , [32] ,
. α z , ϕ z can be obtained by the Vandermonde decomposition of T ( ).
With the estimation of the steering vector, the basis of the clutter subspace can be obtained. However, it can be derived that α z , 2π − ϕ z also satisfy the constraints in (20) . This is because that the polar angle 2π −ϕ z and ϕ z share the same steering vector s z and correlation matrix z . To avoid the inaccurate estimation of the clutter subspace, a projection method similar as [21] is utilized to obtain the clutter subspace and the following CNCM. The clutter subspace U C is spanned by the steering vectors U C = span s z (ρ, ϕ z 1 ) ϕ z 1 ∈ D , where D = ϕ z 1 ϕ z 1 ∈ [0, π], z 1 = 1, . . . , Z . The unit orthogonal basis V C of U C can be obtained via the Gram-Schmidt process. Then the accurate estimation of CNCM is given by
The CNCM can be calculated as
where σ 2 denotes the thermal noise power, which can be obtained through the radar receiver by closing the radar transmitter component. The final weight vector of the STAP processor is
where s 0 is the desired signal steering vector.
B. FOR THE NON-SIDE-LOOKING CASE
In this section, the proposed STAP method is modified for the non-side-looking condition. For the non-side-looking radar system, the element of the steering vector in (12) is expressed as
where
As above mentioned, the steering vector can be seen as a polar coordinate expression, the radius and polar angle of which is (ρ , ξ ) = 2π d λ cos(θ )c m(K −1)+k , ϕ z − ς m(K −1)+k . In this way, the element of the steering vector covariance matrix is
where [C n ] i.l = j n J n (ρ i − ρ l )exp( − jnς z ).
Then the optimization problem (20) is used to estimate the CNCM R CN . The final weight vector can be obtained via (21) (22) (23) . The steps of the proposed STAP is summarized in TABLE 1. 
C. COMPLEXITY ANALYSIS OF THE PROPOSED STAP METHOD
In the process of calculating the weight vector, the main complexity cost comes from solving the optimization problem.
The optimization problem (20) is solved by the CVX solver Sedumi in this paper. The CVX solver represents the optimization problem (20) as a cone linear program and solves it via the primal dual scheme. As the solver Sedumi is an interior point based solver [27] , the worst case computational complexity of each iteration is O(F 3 ), where F is the number of real valued variables [33] . Hence in the STAP processor, the per iteration complexity is O((L 2 0 + 2MKL 0 + 2N ) 3 ).
IV. SIMULLATION RESULTS
In this section, numerical results are presented to illustrate the performance of the proposed STAP method. The main simulation parameters are given in Table 2 . The thermal noise is modeled as a zero-mean Gaussian process with variance 1. The 100th range cell is set as the CUT. Three snapshots, including the CUT and two adjacent range cells of the CUT, are used as the snapshots in these simulations. The proposed STAP processor is compared with the off-grid STAP (OFF-GRID) [19] , the KASRR STAP (KASRR) [22] , the atomic norm minimization based STAP (ANM) [21] and the optimal STAP (OPT). The specific parameters of these STAP processors are selected as follows. The reduced-dimension threshold of the OFF-GRID STAP is set to 0.015, and the other parameters are same as [19] . The residual error threshold of the KASRR STAP is set to 0.01, the dense parameter set of the dictionary matrix is 6. The error thresholds for the ANM and the proposed method are set to the same ζ = 1 L 0 l=L 0 l=1 (std 2 (x l )/100) [21] . ε is set 10 −20 . The optimization problem (20) is solved by the CVX solver Sedumi, and the CVX precision is set [κ 1/2 , κ 1/4 , κ 1/4 ], where κ = 2.22 × 10 −16 is the machine precision [27] .
In the simulations, the SINR loss is utilized to measure the performance of these algorithms, which is defined as
All the results of the SINR loss are averaged based on 50 Monte-Carlo trials. Due to the effect of range attenuation, the range ambiguity is ignored. 
A. PERFORMANCE COMPARISON FOR THE SIDE-LOOKING CASE
In this simulation, the performance of the proposed STAP method is depicted for the side-looking case. Fig. 2(a) plots the SINR loss comparison versus the normalized Doppler frequency. It is shown that the proposed STAP method performs the best among all the STAP processors. Moreover, to better illustrate the performance, Fig. 2 (b-f) depict the clutter Capon spectrum of these STAP methods. The clutter Capon spectrum of the proposed STAP method is closest to the optimal STAP. In ANM, the locations of the strong clutter spatial-temporal grids are close to the optimal STAP. But it shows a poor estimation at the edge of the clutter ridge. In KASRR, all the estimated grids in the spatial-temporal profile are corrected to the nearby range of the priori clutter ridge. Thus it forms a wide spectrum around the clutter ridge, which leads to a wide notch in the SINR loss.
In OFF-GRID, the strong grids in the initial spatial-temporal profile would produce a high spectrum sidelobe. Therefore the selected steering vectors cluster around the strong grid in the spatial-temporal profile as Fig. 2(f) . Meanwhile, the selected steering vectors have the same weighting in the formation of the clutter subspace, which would cause a worse estimation of the clutter subspace.
B. PERFORMANCE COMPARISON FOR THE NON-SIDE-LOOKING RADAR SYSTEM
In this simulation, the performance of the stap methods is shown for the non-side-looking radar system. The crab angle IS SET φ = 15 • . Fig. 3(a) shows the SINR loss versus the normalized Doppler frequency. Fig. 3 (b-f) depict the clutter Capon spectrum of these STAP methods. Due to the existence of the crab angle, the clutter ridge curves are warping in the spatial-temporal profile. For the non-side-looking case, the proposed STAP method still shows a narrower notch and fewer performance degradation than other STAP methods.
C. PERFORMANCE COMPARISON WITH THE INTRINSIC CLUTTER MOTION
In this simulation, the performance of the STAP algorithms in the presence of intrinsic clutter motion (ICM) is considered. Actually, variation in clutter reflectivity may occur with land clutter due to wind. The fluctuation would cause a broadening of the Doppler spectrum of a single clutter echo. This pulseto-pulse fluctuation is referred as the ICM. The ICM model is given by [1] . The temporal autocorrelation of the fluctuations is Gaussian in shape
where ξ c is the clutter power, and σ v is the velocity standard deviation. Consider the ICM case with σ v = 0.1 [15] . The other simulation parameters are same as simulation A. Fig.4 depicts the SINR loss with ICM. It can be seen that the notches of these performance curves are spreading due to the temporal decorrelation caused by ICM. The proposed method performs better and achieves an average of 5.5dB, 2.7dB and 11.2dB higher than the ANM, KASRR and OFF-GRID STAP methods. 
D. PERFORMANCE COMPARISON WITH GAIN AND PHASE ERROR
In this simulation, the effect of the gain and phase perturbations on the proposed STAP method is considered.
The mth element of the spatial steering vector is modeled as
λ m cos(ϕ) cos(θ ) (28) where the gain error g m obeys the zero-mean Gaussian distribution with standard derivation σ g = 0.5% and the phase error obeys the [−0.5 • , 0.5 • ] uniform distribution. The other simulation parameters are same as simulation A. The SINR loss versus the normalized Doppler frequency is depicted in Fig. 5 . It can be seen that the performance of these STAP methods degrades when there exists the gain and phase error. The proposed method achieves a better performance compared to the other STAP methods. 
E. PARAMETER SELCTION AND COMPUTATIONAL COMPLEXITY
In this section, the effect of the parameter ε on the proposed method and the computational complexity of different STAP methods are simulated. Fig. 6 plots the SINR loss performance of the proposed method with different ε compared to the OPT STAP. The values of ε are set as 10 −20 , 10 −10 , and 10 −6 that correspond to N = 83, 65 and 56, respectively. The other simulation parameters are same as simulation A. It can be seen from Fig. 6 that the proposed method shows a slight difference with different ε in the sidelobe region. However, the proposed method with ε = 10 −20 , N = 83 achieves a 0.3dB and 1.0dB higher than that with ε = 10 −10 , N = 65 and ε = 10 −6 , N = 56 in the middle of the Doppler frequency. It indicates that in the mainlobe region which mainly restricts the STAP performance, the proposed method performs better with a small ε.
In order to provide a more direct way to illustrate the complexity requirements for the algorithms, the computational time is depicted in Fig. 7 . In this simulation, the pulse number is set the same as the number of array elements. The other simulation parameters are same as simulation A. The simulation results are implemented by using MATLAB R2018b on a computer with Intel Core i7-9750H 2.60GHz CPU and 16GB RAM. The results are averaged based on 50 Monte-Carlo trials. As depicted in Fig. 7 , the computational time of the proposed STAP method is easily influenced by the number of the system DOFs. When the system DOFs exceed 36, the computational time of the proposed method increases faster than the other STAP methods. Therefore, the computationally efficient version of the proposed method need further research in the future work.
V. CONCLUSION
In this paper, a novel grid-less TVM based STAP method is proposed for airborne radar system. Firstly, we construct the optimization problem based on the TVM via the low rank property of the clutter subspace. Then the optimization problem is reformulated by utilizing the property of the space-time steering vector and the approximation of the Bessel function to solve this problem. Finally, a projection method is presented to obtain the accurate estimation of the CNCM. In the procedure of the clutter subspace estimation, the proposed method avoids the gridding process in the spatial-temporal profile which removes the off-grid effect compared to other SR STAP methods. Simulation results demonstrate the superiority of the proposed STAP method with small snapshots.
