Abstract-In this paper, we study the impact of delay constraints on the throughput of a queued multiple-access system. We model the channel as a collision channel with carrier sense to capture the inherent information sharing due to broadcast nature of the wireless channels. Since the queue state information is unknown to other nodes and a delay-bounded communication is desired, we show that a fraction of throughput is lost as protocol overhead. More importantly, we show that there is a tradeoff between protocol overhead and queuing delay; larger delays allowing smaller overheads. In addition, we show that larger network loads can also be used to reduce protocol overhead, which is in direct contrast of the behavior exhibited by commonly used medium access protocols.
I. INTRODUCTION
Practical distributed wireless networks employ a number of network protocols, like medium access control and routing, which manage the data flow in the network. Though significant progress, primarily spurred by the work in [1] , has been recently made in understanding the capacity of wireless networks, most of these works do not directly point to the need or design methodology of network protocols. In fact, it is not even clear that if there is a fundamental reason (other than simplicity of network design) for use of network protocols. In this paper, we consider the problem of uplink communication in a small network, and hint to the fact that network protocols in some form are fundamental.
We consider the problem of communication over a collision channel in a two-node system. Our formulation of collision channel is different from the classic work on collision channels in [2] , in that we also model carrier sense mechanism possible in some wireless networks. 1 Thus, the nodes can exploit the broadcast nature of the wireless medium, and "snoop" on the ongoing transmissions to adapt their behavior. As a result, we label the multiple access channel as carrier sense collision channel. The network objective is to ensure reliable transmission of packets while ensuring minimal protocol overhead (transmissions which carry no information bits from data bearing packets, defined more precisely in Section II).
Our major result is the demonstration of two tradeoffs. First, there is a tradeoff between the protocol overhead and the queuing delay of the packets. Larger queuing delays allow reducing the protocol overhead and vice-versa. Second, protocol overhead can also be reduced as the network load increases. As a result, as the network load increases, the system approaches perfect TDMA capacity without requiring any centralized coordination. Both tradeoffs are demonstrated by the construction of an explicit protocol, which inherently performs both distributed scheduling and medium access control.
We note several important points. First, we show that the fundamental reason for protocol overhead is two-fold. The first reason is that the local queue states at any node is unknown to any other node in the system, and thus communicating it (implicitly or explicitly) in some form consumes resources. The second reason is our need to ensure finite queuing delay, which does not allow large buffering to smoothen the queue variations. In essence, protocol overhead is the price paid in throughput for having to send the time of arrival to the destination, even though that may not be of any particular interest to the destination. We note that this issue was considered in [3] for a wire-line networks.
Second, current random access protocols like ALOHA or those used in IEEE 802.11 have protocols overhead which increases with network load. For example, in 802.11, higher load implies that more nodes are constantly back-logged and contend more often leading to higher contention resolution overheads. In fact, current protocols are inefficiently using the overheard information, leading to poorer utilization of resources. As shown in the sequel, the same overheard information can be used to almost completely eliminate overhead in heavy traffic regime.
Lastly, an information-theoretic lower bound on protocol overhead can be obtained by posing the problem as lossy source coding of arrival times over a collision channel, where the distortion is the delay itself (inspired by work in [3] ). We believe that the approach will lead to similar (qualitative) tradeoffs as indicated above, and the results pertaining to the lower bound will be presented elsewhere.
We quickly note that there is a significant work on random access protocols (see [4] for a review), and other carrier sense or queue information sharing protocols (see, e.g., [5, 6] ). The key differentiator between our work and other works is that we aim to explicitly account for the overhead due to unknown queue states. In other works, either a fixed protocol which does not exploit carrier sense is used or a side-channel to share queue states is assumed [5, 6] .
II. PRELIMINARIES

A. Collision Channel with Carrier Sense
Consider the multiple access channel with two users and one destination. Both users are assumed to have Poisson arrivals with an arrival rate of λ i , i = a, b. Further, all packets are assumed to carry the same number of information bits.
The channel between the users and destination is assumed to be a collision channel, similar to the one proposed in [2] with one key difference. The users can sense and decode the transmissions by other nodes but only when they are not transmitting themselves. Thus, the channel between any two senders can be exploited by the senders to adapt their transmission behavior. In a collision channel, the errors occur leading to loss of full packets only when the two packets overlap in time (partially or completely). In particular, if user a starts sending a packet starting at time t 1 and user b starts its transmission at time t 2 , then a collision occurs if and only if
where τ is length of the transmission of one packet (assuming that the users are only sending one packet). We will define the above channel as carrier sense collision channel (CSCC).
With the above setup, the channel model used in [2] can be understood as collision channel without carrier sense.
The reason for modeling a collision channel with carrier sense is straightforward in the context of wireless networks. In wireless channels, the transmission by other nodes can be sensed/decoded by the nodes which are not transmitting (assuming that the nodes have only one half-duplex radio, used for both sending and receiving but not simultaneously). The channel between users have been exploited in user cooperation channels, see for example [7] . In contrast, our use of user cooperation is at packet time-scale instead of symbol timescale user cooperation.
B. Delay-bounded Communication
Our objective is to ensure that all packets reach the destination with a bounded queuing delay, which can be tuned by the choice of protocol. We assume that all packets are required to reach the destination error-free, which is guaranteed by our simplification of contention resolution protocol. We assume that the contention resolution takes (1 + δ c ) time units, where δ c > 0 is a constant dependent on the choice of underlying contention resolution mechanism. The simplification lies in the fact that we assume that δ c is fixed and that the two contending packets require a total of (2 + δ c ) time units for transmission. We next define protocol overhead.
Definition 2.1 (Protocol Overhead): Any transmission by a node is labeled protocol overhead if it represents excess bits over a single-user transmission and there are no backlogged packets in the system. Thus, any transmissions which do not represent information bits while there are no packets waiting in any of the queues is not considered protocol overhead, since no actual transmission is being delayed due to these transmissions.
The above definition is generally less conservative than almost all notions of protocol overhead used in the literature, where all extra transmissions are considered, even if the system has no packets to send. By using the above definition, our calculations of protocol overhead are lower than those computed by other works and match only in the case the system is constantly backlogged (an assumption often used to calculate saturation throughput for practical protocols [8] ).
We note the salient modeling differences from previous work. First, unlike the work in [2], we do not assume an "ondemand" source, which can produce a packet whenever needed by the transmitter. Our primary reason for avoiding that source model is that it removes the queue length uncertainty, which is primary reason for protocol overhead in our model The work in [3] considers a noiseless wireline network, while we are considering a wireless network needing for us to model the collision channels and distributed nature of the queue states.
III. PROTOCOL DESCRIPTION
Our protocol has two key operational phases. The first phase occurs when the there is at least one backlogged packet in the system, and the second is when both queues are completely empty. During the operation of the network, the system moves back and forth between the two phases indefinitely and the frequency of their occurance depends on the system load and the arrival process statistics.
When either of the nodes have no packet to send, the system is in idle state. The knowledge about any packet arrivals is only available to the node itself and not to other nodes in the system. Consider the case when both nodes receive packets within a short time-interval of each other. If they attempt to send immediately, their transmissions will collide, leading to loss of all data packets. Instead, the nodes code for a collision channel and as a result take extra time to send their packets in the case of back-to-back packet arrivals. As explained in Section II(B), the total time to send two packets in this case is (2+δ c ), leading to a protocol overhead of δ c in this case. The collision related overhead only occurs when the system moves from the phase of no backlogged packets to near-simultaneous arrivals at the two queues. We next explain the operation of the protocol when there is at least one packet in the system.
To control the queuing delay in the system, the protocol operates with a system-wide parameter t 0 . Whenever any of the nodes gains access to the channel, it sends no more than t 0 packets consecutively. If the node has at least t 0 packets in its queue, then it sends t 0 packets and relinquishes access. Since the other node can hear all transmissions, it counts for t 0 packet time-units and then immediately starts sending as soon as the other node is done. However, there is a finite probability that the node's queue empties before it reaches t 0 time-units. In this case, the node still relinquishes access to the channel but ends its transmission by sending a special symbol, κ, as an end-of-queue message. The κ-symbol can be simply being silence for a certain amount of time, till the other node detects an available channel. Let δ e represent the time to send κ-symbol. If the other node has a packet to send, then sending κ is considered overhead according to our definition of overhead in Section II(B). The resulting overhead is computed as overhead per packet as
if T i < t 0 is the number of packets sent by node i and no collision resolution was needed at the beginning of this transmission. If collision resolution was needed, then the overhead is computed as
The total per packet overhead is given by
where C is the event of occurring collision in transmission and K is the event of sending end-of-queue message. In the next section, we evaluate bounds on the total overhead by finding bounds on Pr(C) and Pr(K).
The reasons for our choice of protocol are as follows. If the queue states are such that each node can send t 0 packets every time it gets access, then the system has no overhead since neither end-of-queue messages nor contention resolution overhead is required to be sent. However, queue states are changing dynamically and arrivals are random, so there are times when queues do not have enough packets or have no packets at all. In this case, the lack of synchronism between the nodes requires sending extra transmissions to "code" for the uncertainty in the queue states (ene-of-queue message) and the channel (collisions). The average "length" of these codewords is determined by the probability of occurrence of these two events and determines the overall protocol overhead. By controlling the global parameter t 0 , the average codeword lengths of encoding these events is controlled, in effect reducing the entropy of the departure process.
IV. PROTOCOL ANALYSIS: A CONSTRUCTIVE UPPER BOUND
A. Main Events
As described in Section II-B there are two events contributing to total overhead, namely collision and transmission of end-of-queue signals. Using the underlying queuing model these two events can be described by transition probabilities and queue states.
Let q(i, j), i, j ≥ 0, denote the state of the two queues with i packets in the queue of user a, and j packets in the queue of user b. Then collision can be described as the event in which both queues are empty and the absolute difference between the starting time of their transmissions is smaller than a threshold, τ . This threshold is the minimum required time between the time of sensing an idle channel and actual transmission of a packet. The event of collision can be defined as The end-of-queue signal is sent at the end of a transmission and only under the conditions defined in Section II-B this extra symbols are considered overhead. Hence, the set of all states in which a transmission takes place is a superset for the set of "wasteful" end-of-queue events, that is
In the next section we analyze the underlying queueing system using the embedded Markov chain its state transition for a simplified model. Then we use numerical methods to solve the nonlinear state transition equation and show that as we increase the delay the total overhead caused by collision and end-of-queue messages reduces.
B. Detailed Calculations
Consider a system with two senders and a common receiver as in Figure 1 . We consider a slotted system in which all the arrivals happen in the beginning of a time slot. The time unit is assumed to be the time required to serve a packet which in turn is assumed to be constant. Each user is allowed to transmit no more than t 0 packets. If the queue of active user does not have t 0 packets, then it sends all the packets. In this case, the user is required to send a EoQ symbol at the end of its transmission. The arrival of packets to the queues of users a and b are assumed to have Poisson distributions with rates λ i , i ∈ a, b packets per unit time. The number of arrived packets in t time units to the queues and number of packets served in t time units are represented by A i (t) and B i (t), i ∈ a, b, respectively. Also by abuse of notation we use q(i, j), as defined in previous section, to indicate the current state of queues in which there are i packets in the queue of user a and j packets in the queue of user b. Also since at each time only one of the users is active we introduce another random variable s which takes values a, b, idle to indicate whether user a is active or user b, or system is in idle position, that is, both queues are empty. So if system is at the state of q(i, j), then after t time units it will end up at state q(k, l) with the following transitions
given s = a. Similarly if s = b then (7) would be the same with swapping the labels a and b, and exchanging k and l. If s = idle, then during the t time units nothing can be served and hence B a (t) = 0 in (7). We assume a deterministic service, so at each turn, a user sends min(N + A s (t), t 0 ) with 0 ≤ t ≤ t 0 and N to be the initial number of packets in the queue. The state transition equation of such as system is given by
where
where p ij = Pr(q(i, j)) is the probability of being at the state q(i, j). At first (8) (1 − α)(1 − p 00 ), where the parameter α can be determined by some fairness algorithm. So the randomness with which a user is active makes the state transitions a system of non-linear equations.
We have solved this system of non-linear equations by numerical methods for a system with two queues. The arrival rate is assumed to be equal for both users and set to 1/4 pkt/s while the service rate is 1 pkt/s. Since the arrival rate of both queues are equal we assume that both users get the same share of channel and hence set the parameter α = 1/2. The result of the numerical solution of (8) is depicted in Figure 2 where it shows how p 00 = Pr(q(0, 0)) monotonically decreases as we increase delay, t 0 .
The time to "send" end-of-queue and collision symbols is assumed to be constant and denoted by δ e and δ c , respectively. Then the overall overhead is bounded by
where T i is the average duration that a user keeps the channel (Note that since we have assumed that the time unit is the duration of serving one packet, T i also represents the number of transmitted packets). The first term in (9) is the overhead per packet transmitted after a contention. Note that contention implies that both queues are non empty, and hence the end-ofmessage signal at the end of the transmission after a contention must be considered as overhead. Second term on the right hand side of (9) is the overhead caused by end-of-queue messages when no contention resolution was needed to start the transmissions.
Since the arrival rates are Poisson with rate λ packets per time unit, and each queue is being idle at least for t 0 time units, the average number of packets in the queue is λt 0 . Therefore we have λt 0 < T i < t 0 and we can use this in rewriting (9) Fig. 3 . Total overhead as a function of delay for a two queue system.
In the first term on the RHS of (10) p 00 is monotonically decreasing with t 0 . Also the factor of t 0 in the denominator reduces the overall overhead due to the contention. Although as we increase t 0 the probability of having wasteful end-ofqueue signals increases as well, the per packet end-of-queue overhead decreases as it is shown in the second term on the RHS of (10). While p 00 approaches 0, the probability of having end-of-queue transmission at the end of each transition, 1 − p 00 , goes to 1. However the per packet over head has the term t 0 on the denominator which causes the total overhead to drop almost inversely proportional to t 0 for large values of delay. The above mentioned analysis can be summarized in the following proposition. Proposition 4.1: In a two-user system with Poisson arrival rates λ i , i ∈ a, b with constant packet service time of C sec/pkt and the stability condition of λ a +λ b < 1/C, the total overhead caused by collision and end-of-queue messaging decreases as the number of packet served, t 0 , per channel access increases. Moreover, for a given t 0 , as the sum of the arrival rates approaches the service capacity of 1/C, the total overhead decreases monotonically.
The effect of delay on total overhead is illustrated in Figure 3 for three different arrival rates. In all cases the service rate is constant and is equal to 1 packet per time unit. Therefore for stability we keep arrival rates lower then 1/2 packets per time unit. Also we set δ c = 0.1 and δ e = 0.4 time units for the sake of simulation. Note that the overhead depends on the values of δ e and δ c . Therefore, the values of overhead in Figure 3 and Figure 4 are not of any interest, rather the monotonicity of the curves is the major point of emphasis.
By increasing the load, the overhead is reduced since the probability of collision is reduced. Larger loads imply that the system is often backlogged and seldom in the state of all empty queues. Due to the same reason, nodes often have t 0 packets to send and hence do not need to send EoQ that often with increasing loads. Figure 4 shows the effect of increasing arrival rate on the total overhead of our two queues system.
V. CONCLUSIONS
In this paper, we took first steps towards understanding the need for network protocols and their throughput overhead for the case the uplink transmission with no prior queue state information. Our analysis shows that protocol overhead is required whenever the system is thrown into asynchronism, and can be understood as the cost of not knowing the dynamically changing queue states. As part of future work, we aim to find an information theoretic bound using the concepts from lossy source coding over noisy channels, and also perform a large deviations like queuing analysis to characterize the asymptotic decay of protocol overhead with delay.
