Many-core processors, such as graphic processing units (GPUs), are promising platforms for intrinsic parallel algorithms such as the lattice Boltzmann method (LBM). Although tremendous speedup has been obtained on a single GPU compared with mainstream CPUs, the performance of the LBM for multiple GPUs has not been studied extensively and systematically. In this article, we carry out LBM simulation on a GPU cluster with many nodes, each having multiple Fermi GPUs. Asynchronous execution with CUDA stream functions, OpenMP and non-blocking MPI communication are incorporated to improve efficiency. The algorithm is tested for two-dimensional Couette flow and the results are in good agreement with the analytical solution. For both the one-and two-dimensional decomposition of space, the algorithm performs well as most of the communication time is hidden. Direct numerical simulation of a two-dimensional gas-solid suspension containing more than one million solid particles and one billion gas lattice cells demonstrates the potential of this algorithm in large-scale engineering applications. The algorithm can be directly extended to the three-dimensional decomposition of space and other modeling methods including explicit grid-based methods. Bull, 2012Bull, , 57: 707715, doi: 10.1007 High-performance computing (HPC) on general-purpose graphical processing units (GPGPUs) has emerged as a competitive approach to make demanding computations such as those of computational fluid dynamics (CFD) [1,2] and discrete particle simulations [3] [4] [5] . This is, on one hand, due to the computational capacity of graphical processing units (GPUs), which is almost one order of magnitude higher than that of mainstream central processing units (CPUs) 
High-performance computing (HPC) on general-purpose graphical processing units (GPGPUs) has emerged as a competitive approach to make demanding computations such as those of computational fluid dynamics (CFD) [1,2] and discrete particle simulations [3] [4] [5] . This is, on one hand, due to the computational capacity of graphical processing units (GPUs), which is almost one order of magnitude higher than that of mainstream central processing units (CPUs) in terms of both peak performance and memory bandwidth, and on the other hand, due to the introduction of effective and convenient programming interfaces such as Compute Unified Device Architecture (CUDA).
The lattice Boltzmann method (LBM) [6] is a numerical method suitable for GPGPUs owing to its explicit numerical scheme, localized communication mode and inherent additivity of its numerical operations. Hence, it is a powerful alternative to CFD methods such as finite difference and finite volume methods. Implementations of LBM on a single GPU have been reported [7] [8] [9] [10] with speedup ratios ranging from tens to above 100 relative to a single CPU core. In the case of multi-GPU implementations, Li et al. [11] performed LBM simulation of lid-driven cavity flow on an HPC system comprising both Nvidia and AMD GPUs, using CUDA and Brook+, respectively, and combining via the Message Passing Interface (MPI). Myre et al. [12] implemented single-phase, multi-phase and multi-component
The lattice Boltzmann method
The lattice BGK model [14] is one of the most frequently used schemes for the LBM. Depending on the dimensionality (D) and number of discrete lattice velocities (Q), there are different variations, such as D2Q9, D3Q13, and D3Q19. The formulation of the lattice BGK model is
where f i (x,t) is the density function of the ith direction at position x and time t. τ is the relaxation time related to fluid molecular dynamic viscosity μ. 
where ,
The D2Q9 scheme is illustrated in Figure 1 and further details were given by Qian et al. [14] .
To reduce the compressing effect in the original lattice BGK model, He et al. [15] proposed revisions to the DdQq schemes and named them iDdQq. The evolutional rules are the same but with different equilibrium density propagations: 
The iDdQq schemes introduce no further computational cost, and for GPU implementation, the zeroth direction can be omitted, which makes the schemes faster than the corresponding DdQq schemes. However, for iDdQq schemes, the hiding of data communications is more important since the communication-to-computation ratio is higher than DdQq for the size of data to be transfered among GPUs is same.
Multi-GPU implementation of the iD2Q9 scheme
The implementation of the LBM for a single GPU has been discussed extensively in [7, 16] . We emphasis one point here. As the GPU is suitable for data-independent computation-intensive tasks, the memory access mode is critical to the performance. For this reason, the storage of LBM grid data must be aligned and accessed in a coalescent manner to make full use of the memory bandwidth. As long as global memory access is optimized, the performance of different implementations on the same single GPU varies little. However, for multi-GPU implementation, GPU-CPU data transfer and CPU-CPU communication may require a large portion of the wall time, and they have to be optimized also.
In CUDA 3.1, the launch of a GPU kernel is asynchronous, which means that when a kernel is launched, the system returns to its initial state before the kernel completes its computing. This feature enables the host CPU to perform other jobs while waiting for the GPU kernel to finish; e.g., copying data between a GPU and CPU and carrying out inter-CPU communication and arithmetic operations. For LBM simulations, this implies that collision and propagation of the density functions can be run in parallel by copying boundary grid information to a CPU and then transferring the information to neighboring CPUs. As shown in Figure 2 , this is realized using the stream function and portable pinned memory in CUDA 3.1, OpenMP and non-blocking communications provided by MPI. The flowchart of parallel implementation of LBM on GPU cluster is given in Figure 3 .
At the beginning of each iteration, the collision operation on boundary cells is launched asynchronously by the kernel Boundary_Collision in stream [0] . In this kernel, the boundary grids are only subject to collision and not to propagation, and post-collision boundary information is written to sending buffers in the GPU global memory. The collision and propagation on the entire grid are launched by the kernel Collision_Propagation in stream[1] as soon as Boundary_Collision returns. The host can return before these asynchronous kernels completion, but kernels in the same stream are carried out in series. Therefore, we launch the copy between GPU and CPU cudaMemcpyAsync in stream[0] to ensure that the copy operation starts after the completion of Boundary_Collision. Although the operations in stream [0] are in series, these operations can be done while Collision_Propagation is in execution. To use the asynchronous cudaMemcpyAsync, the buffers in the host must be allocated as pinned memory. After the GPU-CPU copy operation, the communications between CPUs are ready to be carried out. To confirm the finish of GPU-CPU data copy in host memory, cudaStreamSynchronize (stream [0] ) is performed to ensure that all boundary information is copied to sending buffers in host memory. Non-blocking MPI_Isend and MPI_Irecv are then launched if the neighboring processors do not belong to the same node. These two MPI functions are non-blocked so that other CPU operations can proceed while data are being sent or received. MPI_Wait is needed to wait until data have been received. If neighboring processors are located on the same node, data can be transfered with the portable pinned memory in CUDA.
This design results in the reduction of the amount of data in MPI and achieves a higher data transfer speed. Such an idea is realized using OpenMP for data communications within a node [17] . OpenMP threads control GPU devices and make portable pinned memory visible to all GPU devices at the same node. Furthermore, a new technology, GPUDirect [18] for Tesla or Fermi GPUs, is adopted to improve communication performance. The improvement is achieved by removing the step of copying data from GPU-dedicated host memory to host memory available to InfiniBand devices to execute the RDMA communications. After the data communications, received data are still copied to the GPU with cudaMemcpyAsync. Finally, the boundary information is updated by the data from receiving buffers in GPU global memory.
Results and discussion
In the following, the algorithm is validated and its performance tested for our GPU cluster Mole-8.5 (cf. http://www. top500.org/list/2011/11/100), which consists of 362 nodes connected with Quad Data Rate InfiniBand. Most of the computing nodes are equipped with two quad-core CPUs and six Nvidia Tesla C2050 GPUs; therefore, the whole system is configured with more than 2000 GPUs, resulting in peak performance of 2 petaflops in single precision.
Validation
Numerical validation is important in GPU computing, although many authors [7, 19] have declared that the results are insensitive to single precision. We consider the analytical solution for the classical case of two-dimensional Couette flow to evaluate the accuracy of our GPU implementation. The domain size is 2048 × 2048 and the Reynolds number Re is 400. The simulation is run in parallel on four GPUs. The simulation results and the analytical solution are illustrated in Figure 4 . We find that the computational results of our GPU implementation agree very well with the analytical solution with a maximum error of about 1.5%. or two dimensions. All cases were run 10 times with 10000 iteration steps for each and the wall times were recorded after arithmetical averaging. In the following, unless otherwise specified, each node runs six GPUs concurrently.
Performance
Time costs of GPU computation, data transfer between the GPU and CPU and communication between neighboring CPUs in cases using 12 GPUs for one-and two-dimensional decomposition with synchronous execution and blocking MPI are plotted in Figures 5 and 6 respectively. We find that the time portions of GPU-CPU data transfer and communication between CPUs increase with reduction of the domain size for each GPU. In addition, as expected, the time percentage of GPU-CPU and CPU-CPU data transfer in two-dimensional decomposition is higher than that for one-dimensional decomposition and sometimes the time consumption even exceeds the time for GPU computing, which means there is more room to improve the efficiency by hiding data transfer between the GPU and CPU and communications between CPUs. Simulations deploying the proposed computationcommunication overlapping algorithm in both one-and twodimensional decomposition were carried out. The time costs for all cases are illustrated in Figures 7 and 8 . The figures show that most of the time for data copy and communication is successfully hidden through overlapping with GPU computation, leading to an obvious reduction in the total time. In two-dimensional decomposition, the performance improvement is even greater than that in one-dimensional Table 1 . Because of the non-serial characteristic of asynchronous execution and non-blocking MPI, the time required for asynchronous GPU execution and non-blocking MPI is difficult to separate. Therefore, the GPU computation time was assumed to be the same for the asynchronous cases. Table 1 shows that the time required for data delivery between the GPU and CPU is reduced by about 60%-70% and the time required for inter-CPU communication is reduced by 70%-80%, which gives performance of 1192 million lattice updates per second for each GPU card in multi-node and multiple GPU implementation. To investigate the scalability of the implementation further, we change the number of GPUs in case E, ranging from 12 to 1728. The corresponding time costs for communication are shown in Figure 9 . We see that the computation-communication overlapping algorithm still performs better than original algorithms with blocking MPI as the number of GPUs increases. This shows that the optimization can be applied to hundreds or thousands of GPUs with good scalability.
Performance balance for multi-GPUs nodes
In addition to the above performance discussions, we also run our GPU implementation using 12 GPUs for case E but with a varying number (one, two, three, four or six) of GPUs at each node to test the balance of performance and economy for computing nodes integrating multiple GPUs. As it is known that the bandwidth of the PCI-E bus is usually a bottleneck owing to data transfer between the GPU and CPU during computation compared with the GPU computing, the performance deteriorates when multiple GPUs at one node are engaged in a parallel computation because of the PCI-E bandwidth conflict. Owing to the use of CUDA portable pinned memory and OpenMP, the communication load of the processes within a node is theoretically equal, irrespective of how many GPUs are employed concurrently at a node. Therefore, we can ensure that there are negligible differences in the CPU-CPU communication time for the five configuration settings. The performance of our implementation is summarized in Table 2 . We find that although the number of GPUs used at each node increases from one to six, the increase in the total computation time is almost negligible as most of the time for communication and data transfer is hidden owing to the asynchronous execution. The time difference is mainly due to the GPU-CPU data transfer as more data are transfered through the PCI-E bus in the case that more GPUs are running on the same node. Therefore, we believe that nodes integrating more GPUs like Mole-8.5 achieve a good balance between performance and economy for some applications with an efficient algorithm considering the hardware cost and space occupation.
Application
Because of CUDA's interoperability with OpenGL, we couple the efficient GPU implementation of the LBM with a visualization framework developed by our group [20] to realize large-scale simulations. In this section, we conduct a direct numerical simulation of gas up-flowing through 1166400 suspended solid particles under a two-dimensional doubly periodical boundary condition. The simulation domain is 11.5 cm× 46 cm, which is discretized by about one billion lattice cells. We simulate the gas-solid flow using 576 GPUs at 96 nodes by two-dimensional domain decomposition. In Figure 10 , distinct regions of particle aggregation, which are called clusters in the chemical community, are reproduced. This large-scale simulation confirms that the efficient multi-GPU parallel LBM simulation with a powerful GPU cluster is a promising tool for scientific or industrial modeling.
Conclusions and prospects
A hybrid parallel GPU implementation for LBM simulation was proposed. Asynchronous GPU execution technology was applied to confirm overlapping between GPU-CPU data transfer and GPU computation, indicating that a large portion of the time for GPU-CPU copy can be hidden. Data transfer between CPUs is realized with MPI. To hide this inter-CPU communication cost, non-blocking MPI was used to enable concurrent executions of GPU computing and MPI sending and receiving. A shared memory model such as OpenMP was applied to improve the performance of nodes integrated with multiple GPUs. In our test cases, the time required for GPU-CPU data transfer and inter-CPU communication was reduced by up to about 70% for one-dimensional decomposition and 80% for twodimensional decomposition. These results show that the hybrid multi-GPU LBM implementation is a feasible way to improve efficiency. Large-scale direct numerical simulation of an 11.5 cm× 46 cm two-dimensional doubly periodical gas-solid suspension was demonstrated by coupling the implementation with a visualization framework. The hybrid mode was easy to implement and can be extended to three-dimensional decomposition. Although our implementations were based on the LBM, other CFD methods such as the finite difference and finite volume methods can be incorporated into this hybrid mode and we believe that they will also perform well. Figure 10 Large-scale direct numerical simulation of a two-dimensional gas-solid suspension containing more than one million particles [20] . 
