Attenuation of the exposure-response relationship due to exposure measurement error is often encountered in epidemiology. Given that error cannot be totally eliminated, bias correction methods of analysis are needed. Many methods require more than one exposure measurement per person to be made, but the`group mean OLS method,' in which subjects are grouped into several a priori defined groups followed by ordinary least squares (OLS) regression on the group means, can be applied with one measurement. An alternative approach is to use an instrumental variable (IV) method in which both the single error-prone measure and an IV are used in IV analysis. In this paper we show that the`group mean OLS' estimator is equal to an IV estimator with the group mean used as IV, but that the variance estimators for the two methods are different. We derive a simple expression for the bias in the common estimator which is a simple function of group size, reliability and contrast of exposure between groups, and show that the bias can be very small when group size is large. We compare this method with a new proposal (group mean ranking method), also applicable with a single exposure measurement, in which the IV is the rank of the group means. When there are two independent exposure measurements per subject, we propose a new IV method (EVROS IV) and compare it with Carroll and Stefanski's (CS IV) proposal in which the second measure is used as an IV; the new IV estimator combines aspects of the`group mean' and CS' strategies. All methods are evaluated in terms of bias, precision and root mean square error via simulations and a dataset from occupational epidemiology. The`group mean ranking method' does not offer much improvement over the`group mean method.' Compared with the`CS' method, the`EVROS' method is less affected by low reliability of exposure. We conclude that the group IV methods we propose may provide a useful way to handle mismeasured exposures in epidemiology with or without replicate measurements. Our finding may also have implications for the use of aggregate variables in epidemiology to control for unmeasured confounding.
INTRODUCTION
Predictor variable measurement error is a common source of error in many epidemiological studies which seek to relate potential risk factors to health outcomes. In nutritional epidemiology, for example, the average daily dietary intake of specific nutrients may be measured with great imprecision [33] . Occupational or environmental exposure measurements may also have considerable error [22] . Although exposure measurement error may have a great effect on study results [3, 16, 27] , often epidemiologists do not account for error, as indicated by a survey of 57 epidemiological studies published recently [18] . Failure to account for measurement error in the analysis tends to result in bias, often attenuation, when estimating regression coefficients, and can hide the true effect of exposure on health [11, 16] .
This paper is concerned with the problem of estimating the regression of response Y on true exposure X when X is observed through error-prone W only, by using bias correction methods. In recent years, an extensive range of methods has appeared [10, 13] , many of which depend on information about the measurement error variance obtained through independent replicate measurements. The method of regression calibration [10] for example, involves an approximate replacement of the true exposure variable by its expected value, conditional on the observed error-prone exposure W.
Attenuation due to mismeasured variables could also be handled by using instrumental variables (IV). An elementary introduction to instrumental variable methodology can be found in [15, 21] . In the IV method, an instrumental variable which is uncorrelated with the error in W, but correlated (ideally highly) with the predictor variable is used together with W, in an IV analysis. If the key IV assumptions, discussed later, are satisfied, the IV method provides a consistent estimate of the predictor-response relation; otherwise the IV estimator is likely to be biased. Here we will refer to a 'true' IV as one which satisfies the key assumptions. Carroll and Stefanski [9] , following an idea first proposed by Fuller [13] , suggested that an independent replicate measurement could be treated as an instrumental variable (IV). We will call this approach the CS (Carroll and Stefanski) IV method.
Other methods, which do not require replicate measurements, involve grouping or ranking observations. In one such method first described by Wald [32] , one groups the data into two equal sized groups on the basis of the ordered observations W; the Wald estimator is then a function of the group means of Y and W. In an extension of this method, Bartlett argued [4] that by forming three groups instead of two, then excluding the middle one and using the same estimator as Wald, one could achieve a higher precision. Durbin [12] showed that the Wald estimator is the same as an IV estimator when the instrumental variable 1 takes the values -1 (first group) and +1 (second group); he also suggested another IV approach in which the ranks of the Ws is used as the IV. However, he noted that, so far as bias was concerned, the grouping in the Wald method and the ranking in his method should be "relatively unaffected by the errors" in X. It was left unclear how a relationship between measurement error E and rank of W can be avoided. The Wald estimator is only a true IV if the grouping is independent of W [7] .
Another grouping approach, applicable when there is just one measurement per subject, is often applied in occupational epidemiology. We will refer to it as the group mean OLS (ordinary least squares) method. Suppose that, prior to measuring worker exposure, hygienists group people on the basis of similar work characteristics. The underlying principle of the grouping is that workers within each group experience similar exposure levels. Exposure W is then measured, the group mean of W is assigned to each subject within a group in place of their individual measure W, and an ordinary least squares (OLS) regression of Y on group means is carried out [22, 23] . Tielemans et al. [28] present formulae for the estimated exposure-response relation and its precision under this method. Some authors [3, 27] have justified the method on the grounds that a Berkson error model applies to the means, but Kim et al. [19] note that a true Berkson error structure never applies to observational data. The Berkson model was originally proposed [5] for experimental data in which there is a fixed target 'dose' for a number of experimental units but where, because of imprecise control, the true dose is randomly distributed around the target value. With true Berkson error, there is no attenuation in the estimated predictor-response relation [5, 12] .
There are similarities between the problem of unmeasured confounders when estimating exposure or treatment effects and the measurement error problem; IV methods have also been proposed for the former [1, 2] . In an application to compare two treatments in the presence of unmeasured confounding, Johnston et al [17] applied a method identical in structure to the group mean OLS approach, replacing actual treatment by a grouped (by hospital) treatment variable in their logistic regression. They briefly justified their method on the grounds that use of grouped variables in place of individual level variables in regression was equivalent to IV methodology but there does not appear to be any formal proof in the literature.
The group mean OLS method is potentially useful for measurement error problems because it does not require replicate measurements, although it does require other, 'external' information (e.g. 'hygienist judgement') to provide an independent grouping. The concept links with the use of 'ecological' variables, for example dietary fat per capita measured for countries rather than individuals, in regression. Therefore its properties need to be properly established. In this paper we provide a theoretical link between the group mean OLS method and instrumental variable theory. In particular, we prove that the group mean OLS estimator of the regression coefficient of Y on W is equal to the estimator from a group mean IV method in which group means are used as the instrumental variable in an IV analysis. We go on to show that this common estimator is biased -although the bias can be very small -and derive a simple expression for the bias. However we prove that the variance estimators from the group mean IV method and the group mean OLS method are not identical, and use simulation studies to explore which variance estimator is closer to the truth.
We also propose and evaluate two new IV methods which build on the concept of using group means: in the first, referred to as the group mean ranking IV method, the ranking of group means rather than the means themselves, is used as an instrumental variable. The second proposed method, applicable when an independent replicate measurement is also available, combines the CS IV approach and the group mean IV approach: this method will be called the EVROS IV method. The rationale for these new methods is explained further later. The performance of all the methods is evaluated in terms of attenuation, precision and root mean square error (RMSE), which combines bias and precision, through simulation studies. The methods are illustrated using an application from occupational epidemiology.
The structure is as follows: Section 2 introduces the carbon black study which motivated the work and Section 3 the basic notation adopted in the paper. In Section 4, the theoretical link between the group mean OLS approach and group mean IV methods is shown and mathematical expressions are derived for judging the effect of invalid IV assumptions on bias and the strength of a grouping scheme. In Section 5, the simulation methods and software are discussed. In Sections 6 and 7, we evaluate and compare the methods proposed in this work via simulated studies and the carbon black study. Conclusions are addressed in Section 8.
MOTIVATING EXAMPLE
Typically in occupational epidemiology, measures of cumulative or average exposure over a period of time are needed for each worker. For reasons of practicality, measuring devices often operate only over a short period of time, yet the exposure of a worker can vary greatly within and between days. Hence, mismeasurement of exposure is common and can lead to failure to identify the true effect of exposure on the health outcome of interest. Given that occupational epidemiology aims to prevent morbidity/mortality due to work, methods for overcoming exposure measurement error should be used. This paper was motivated by a study investigating the acute effect of exposure to carbon black on respiratory morbidity in the European carbon black manufacturing industry [14, 30] . The study was carried out over three cross sectional phases between 1987 and 1995, among several factories in seven European countries. Here, only data from the third phase (1994) (1995) are used. During this period of time, several daily measurements for the inhalable exposure were taken from each of 990 workers. Since inhalable dust exposure may vary greatly within and between days, considerable measurement error may occur. As a measure of worker's lung function, FEV 1 (Forced Expiratory Volume in 1 second) was determined together with information on age, height and cumulative smoking. Further technical details are given elsewhere [29, 30] .
NOTATION
The basic notation is shown below. Other notations are defined later.
X true exposure W error-prone exposure E exposure measurement error λ reliability coefficient of exposure W Y response T instrumental variable
LINK BETWEEN 'GROUP MEAN OLS' APPROACH AND IV METHODS
Consider a simple linear model without covariates relating a continuous exposure variable X and a continuous health outcome Y:
where cov(δ,X)=0 and the variance of X is V(X). Suppose that, due to random measurement error, the true exposure X is not observed; instead an error-prone measure W which follows the classical (additive) error model is available:
where E~N(0, ) V(E ). The measurement error E is assumed to be independent of X and non-differential, that is, W is independent of the outcome Y, given the true measurement, X.
Suppose that data on Y and W are available on n subjects. It is well documented [16] that the regression coefficient, 1 β say, estimated from the ordinary least squares regression (OLS) of Y on W satisfies the equation
where λ, the 'reliability' coefficient of W, is defined by
Suppose now the n subjects can be grouped into g a priori defined groups, according to an expectation of similar exposure characteristics, with exposure measurements W ij , j=1,…,k i and group mean
,…,g. In the group mean OLS method, the group mean estimate, Ĝ β say, is obtained by replacing W ij for each subject by their group mean and then using ordinary OLS to regress Y on these values. An intuitive rationale for the method is that, if there was no within-group exposure variation in X, then the k i measurements for group i could be viewed as replicate measurements; since the mean of k i replicates has higher reliability,
, than a single measurement alone, Ĝ β would tend to be less attenuated than 1 β . We next provide a theoretical link between the group mean OLS method and instrumental variable theory. In the general IV approach to measurement error using any instrumental variable T, the IV estimate of β is given [13] by:
where WT YTâ nd β β are estimated regression coefficients in OLS regressions of Y on T and W on T, respectively. The variance of IV β is estimated [13] by:
are estimates of the variance of T and its covariance with W respectively, and
s β is a residual sum of squares:
. It follows from (6) that the stronger the correlation between T and W, the more precise the estimator IV β .
Consider now an instrumental variable defined by:
where i=1,…,g, j=1,…,k i and the corresponding IV estimator,
, say. The numerator of (5) is now W Ŷ β , which is equal to Ĝ β , while the denominator is
Hence, from (5) and (8), we see that
This is not the same as the variance estimator obtained from a conventional OLS regression of Y on the group means; the latter is
Hence the group mean OLS method and the group mean IV method give rise to the same estimate of β but estimate its variance differently. It can be shown that the difference in variances is given by:
where
, and both variances are across individuals. The difference in (11) can be positive or negative. The question of which method is more accurate is addressed later. In general, instrumental variable methods provide consistent estimators only if they satisfy certain assumptions. The following formula given by Carroll et al. [10] is useful for judging the impact of invalid assumptions:
where cov(T,X), cov(T,δ) and cov(T,E) are covariances. Thus we see that, for a consistent estimator, an instrumental variable should have: (a) a nonzero correlation with X; (b) a zero correlation with the measurement error E=W-X and (c) a zero correlation with Y, after accounting for X.
For the instrumental variable (7), assumption (c) is satisfied if the model in (1) and (2) is valid. However assumption (b) is not satisfied since:
Hence the group mean is not a 'true' IV. However, the covariance (13) can be made arbitrarily small by increasing group sizes; for example, when
The covariance corresponding to (a) is:
is the between-group exposure variance. Hence, in the case where k i =k for each i, expression (12) becomes
. The measure ε will be referred to as the 'contrast of exposure'. If grouping of subjects was entirely random, then 
Substituting for ) X ( ε in (15) then gives the following remarkably simple expression for W λ :
We can also show that
so that the choice between schemes is a simple function of observables.
The non-zero covariance in (13) arises because the instrument, being a function of W, is correlated with the error in W. If one could, independently of W, rank subjects in terms of X, or put them into groups which could then be ranked, the covariance (13) based on the ranking variable would then be zero, the IV assumptions (a)-(c) satisfied and a consistent IV estimator achieved. But, in practice, it may be difficult to achieve a ranking which has sufficient correlation with X, or to convince oneself that there is a reasonable correlation given that X is unobserved. It is tempting instead, to consider as an IV, a ranking variable which is derived from the group means. Compared to using the means as IV, one might expect this to produce a smaller covariance (13) -thus reducing bias -but also a smaller covariance between the instrument and X -thus increasing variance. Below we investigate whether there is any overall gain -in terms of RMSE -by using this new approach which we call the group mean ranking IV method. We note that Durbin's [12] suggestion that the ranking be based on W itself is in fact a special case of this method with a group size, k, equal to one, i.e. no grouping.
The CS IV approach, in which there are two independent measurements per subject, one of which is used as an IV, is a true IV method since the covariance (13) is expected to be zero and all the IV assumptions are satisfied. This is also true of our proposed EVROS IV method, also applicable with two measurements, which combines the group means and CS strategies: in this method, the replicate measurement is replaced by its group mean and used in IV analysis as an IV for the first measurement. Our interest in the new method was to see if it could outperform the CS IV method in terms of variance. 
SIMULATION METHODS
We carried out simulations to compare the performance of the group mean OLS method, the group mean IV method and the group mean ranking IV method for single measurement scenarios, and to compare the EVROS IV and the CS IV methods when there are two measurements. In all simulations, we assumed that true exposure, X, is Normally distributed: X~N(5,1) and the relation between X and the continuous Y is given by the model Y=4-0.1X+δ, where δ~N(0,0.15). Thus, in (1), the true value of β is -0.1.
We assumed that exposure is observed through an error-prone value W which follows the additive error model in (2) . The error variances V(E) were chosen to give three different values for the reliability λ of W: 0.2, 0.5 and 0.8. For the EVROS and CS IV methods, two independent measurements, W 1 and W 2 were assumed to be available. The same simulated data were used to evaluate the single measurement methods; in this case, a single measure of exposure for each individual -equal to the mean of W 1 and W 2 and with corresponding reliability λ 2 =2λ/(1+λ) -was used as if it were a single observation of reliability 033, 0.67 or 0.89. The reason will be more apparent later. The sample size in all simulations was fixed at 1,000 subjects.
To apply the methods based on group means and group mean ranks, we had to first simulate the process of independent grouping of subjects according to similar exposure characteristics, using 'external' criteria not correlated with measurement error. We first simulated a grouping variable Z=X+v, where v~N(0,V(v)), assuming reliabilities for Z of 0.2, 0.5 and 0.8; equivalently, Z may be though of as an exogenous variable with correlation to X of 2 . 0 , 5 . 0 and 8 . 0 respectively. The observed exposures (the mean of W 1 and W 2 for the group mean OLS, group mean IV and group mean ranking method, and W 2 for the EVROS method) are then ranked according to Z and split into several groups. The number of groups considered here are 2, 20 and 100 with corresponding group sizes k of 500, 50 and 10.
To apply the group mean methods for single measurement scenarios, the group mean (i.e. the means of the individual means) exposure was calculated and assigned to each subject within the group. As discussed in Section 4, the success of the grouping method in reducing attenuation depends on the index ) X ( ε ⋅ k , where ε is the 'contrast of exposure'. To estimate ) W ( ε for each simulation, the ratio of the variance of the group mean exposure to the individual exposure (the mean of W 1 and W 2 ) was calculated. For group mean OLS estimation of β , conventional least squares regression was used to regress Y on the group means. For the group mean IV method, the set of group means was treated as an instrumental variable and used together with the individual mean in an IV analysis (see below). A similar approach, but with the ranks of the group means as the instrument, was applied under the group mean ranking IV method.
To apply the EVROS IV method, W 1 was used as the individual exposure, with the group mean of W 2 as its instrument in an IV analysis. To apply the CS IV method, W 1 was used as the individual exposure in an IV analysis with W 2 as its instrument.
In total, 20,000 independent datasets were generated at each combination of corr(Z,X), reliability λ (or λ 2 ) and k. For each set, the mean estimate βˆ, the standard deviation of the estimates βˆ, denoted SE( β ), and the Root Mean Square Error (RMSE) of βˆ, which combines both the bias in β and SE( β ), were derived. The means of the estimated variances of βˆ using the group mean OLS method and the group mean IV method -see (10) and (9) respectively -relative to the true variance of βˆ were also compiled. The number of simulations was chosen so that the estimate of the above mean variance ratios (see later) would have a 95% CI of maximum width 0.01.
In practice, IV analysis is often implemented using Two Stage Least Squares (2SLS) regression. For the IV analyses, the ivreg STATA command was used (STATA Release 9 [26] ).
SIMULATION RESULTS
We consider first the group mean methods for use with a single exposure measurement with reliability λ 2 . (Here we may ignore the fact that the 'single' measure was formed from the mean of two independent W values each with reliability λ). As proven in Section 4, the estimators under the group mean OLS method and the group mean IV method are identical but biased. Formula (17) together with the results in Table 1 , already predict how bias in the group mean OLS/IV methods depends on corr(Z,X) and on λ 2 : it should decrease both as corr(Z,X) and λ 2 increase. The dependence on k is a little more complicated as, in (17), k affects bias directly and through ) W ( ε . However, when k is reasonably large (as in Table  1 ), the direct effect should dominate and bias should decrease with k.
These are the patterns we see in Table 2 (non-parenthesised results) which summarises the behaviour of the estimator Table 1 , the predicted attenuation is 0.85; the average value shown in Table  2 is also 0.85. We also see that bias decreases as k increases but the improvement in bias is accompanied by a loss of precision. For example, with reliability λ 2 =0.67 and corr(Z,X)= 2 . 0 , the attenuation factors for β are {0.85, 0.96, 1.00} for k equal to 10, 50 and 500, respectively, while at the same time the SEs are {0.0218, 0.0268, 0.0358}. The RMSEs, which represent a trade-off between bias and precision, are {0.0265, 0.0271, 0.0358}; on this criterion, a grouping with k=10 is preferred.
If we adopt low RMSE as the criterion for choosing the best k, then we see that, regardless of the correlation, forming groups of 50 subjects gave the lowest RMSE at the lower reliabilities (λ 2 =0.33 and 0.67), except when λ 2 =0.67 and corr(Z,X)= 2 . 0 in which case, forming groups of 10 subjects gave the lowest RMSE. When λ 2 =0.89, groups of 10 subjects gave the lowest RMSE. The results in Table 2 suggest that RMSE is most strongly affected by corr(Z,X), followed by k and then the reliability λ 2 . As noted earlier, the group mean method with two groups (here k=500) is the same as an IV method with IV equal to ranks -1 and +1 [12] . Hence in this case there is no distinction between the group mean IV and group mean IV ranking methods. For the other values of k, the bias with the group mean ranking IV method (Table 2 , parenthesised results) was always slightly less than with the group mean method, but the improvement was so small as to be unnoticeable in means shown to 3 decimal places. As also predicted, the variance of the group mean ranking estimator was increased, but to a greater extent; overall there was an increase in RMSE. The dependence of RMSE on corr(Z,X), k and λ 2 followed the same pattern found for the group mean IV method.
The true variance, V ( ) β of the group mean OLS and group mean IV estimators is given by SD 2 ( βˆ) in Table 2 . But, as shown by (11), the variance estimates under the two methods will not generally be the same. To investigate which method is better, the mean variance ratio was estimated for each method ( Table 3 ). The variance ratio is the ratio of the variance estimate in each simulation to the true variance. A mean ratio closer to 1 could be taken as an indication that a method is better, with perhaps the additional proviso that it should not underestimate the true variance by too much. In 19 of the 27 scenarios shown, the group mean IV method gave a mean ratio closer to one and the lowest value of the ratio from this method was 0. -the group mean OLS method performed slightly better. With low reliability (λ 2 =0.33), the group mean IV method performed better throughout, although with a slight overestimation of variance of up to 2% in some cases. On the other hand the group mean OLS method for this λ 2 tended always towards underestimation, especially for large k when it was under by 9%.
In the true IV methods -EVROS IV and CS IV -applicable when two independent measurements are available -bias should in theory be eliminated. The results using these methods (Table 4) show no bias when λ=0.5 or 0.8, but evidence of slight overestimation in both when λ=0.2. The bias is +2% in the CS IV method; for the EVROS IV method, it varies with corr(Z,X), reaching a maximum of +4% when corr(Z,X) is equal to 2 . 0 . Bias is not affected by group size k under the EVROS IV method but it does affect precision. With the highest reliability, λ=0.8, groups of 10 gave the best precision, while for λ=0.2 and 0.5, the highest precision was found for k=50 (except when λ=0.5, corr(Z,X)= 2 . 0 , when k=10 was best). The impact of k on RMSE was similar to that for precision. The limited values of k shown do not allow us to show the optimal k, but additional simulations for other values (not shown) suggested that optimal k increased as λ decreased: it was around k=100 when λ=0.2 for example.
The SE of the CS IV estimator increased strongly as reliability of exposure decreases, almost doubling, for example, when λ decreases from 0.5 to 0.2. Interestingly, the effect of λ on the SE for the EVROS IV method is much weaker: for example when corr(Z,X)= 8 . 0 , it increased on average (across the three values of k) by 23% for the same change in λ. Low correlation (i.e. poor grouping) had a stronger effect on SE than reliability of exposure for the latter method. When the grouping factor was highly correlated with true exposure (corr(Z,X)= 8 . 0 ), the EVROS IV method performed equally well or better than the CS IV method in terms of SE and RMSE for all k and λ except when k=500 and λ=0.8. The EVROS IV method also performed better when corr(Z,X)= 5 . 0 and λ=0.2. Since Table 4 does not necessarily show the optimum value of k, it is possible that EVROS IV could perform better for other combinations of λ and corr(Z,X). Table 4 Evaluation of EVROS IV and CS IV methods for bias correction when two independent exposure measurements, each of reliability λ, are available and the true value β =-0.1. The first row is the mean of the estimatesβ , across 20,000 simulations, with the SD in parenthesis. The second row is the RMSE. An alternative approach to analysing data with two measurements per subject is to first create individual means and then treat these as a single measurement in a 'single measure' method such as the group mean OLS method described earlier. As the results in Table 2 were in fact created by averaging two measurements with the same λs as in Table 4 , results can be compared directly. The RMSEs for the group mean OLS method (Table 2) are lower than those for the EVROS IV method in all but two scenarios, both with λ=0.2, k=10. (As pointed out by a referee, the use of one measurement as an instrument entails weaker assumptions than treating the two measurements as identically distributed and hence a cost in terms of variance might be expected). However bias could be severe in the group mean OLS method while the EVROS method is virtually biasfree. Thus, if an investigator prefers an estimator which balances bias and W W precision, the group mean OLS method (with pre-averaging) is, in general, preferred but the EVROS IV and CS IV methods are better for bias control.
APPLICATION OF METHODS IN THE CARBON BLACK STUDY
The aim of the carbon black study was to estimate the effect of an increase in inhalable dust exposure of 1 mg.m -3 on worker's lung function, here measured by FEV 1 . The exposure of workers was thought to vary by factory -because of differences in type of equipment, emissions, and ventilation -and type of job. Hence two schemes for grouping workers were considered by the original investigators: by job category and by a combination of factory and job category. The number of exposure measures per worker varied but here we restrict analysis to two measurements, W 1 , W 2 , for 990 workers from 16 factories. For the group mean OLS, the group mean IV and group mean ranking IV methods, the mean of W 1 and W 2 is treated as a 'single' exposure measure per worker. The EVROS IV method was applied with W 1 used as the individual exposure and the group mean of W 2 as its instrument, while in the CS IV method, W 2 was the instrument for W 1 .
Here, in contrast to the simulation study, other covariates -age, height and cumulative smoking category -were included in the regression models and assumed to have a linear relationship with FEV 1 . As before, 2SLS regression was used to apply the IV methods. Note that, in the presence of additional covariates measured without error, the first stage of a 2SLS analysis regresses W on the instrumental variable and the other covariates [34] to give predicted values ˆ; in the second stage, Y is regressed on ˆ and the covariates. An adjustment is made to the standard errors in the second regression.
The estimated reliability of a single W was 0.32 and for the mean of W 1 and W 2, λ 2 =0.49. Grouping workers by both factory and job gave a higher contrast of exposure ) W ( ε compared to grouping by job alone ( The estimated changes in FEV 1 (litres) for 1 mg.m -3 change in inhalable dust are shown in Table 6 . We compare first the three methods for a single exposure measurement. In contrast to the simulations when there were no additional covariates, the group mean OLS and the group mean IV estimates are no longer equivalent: the former estimates of the slope were slightly smaller. The difference may be due to the way that covariates are handled in the 2SLS (IV) analysis -see above. Also, the difference in estimated standard errors -which we expect regardless of covariates -is more apparent here: the estimated standard errors are higher under the group mean IV analyses for both grouping schemes compared to the group mean OLS method. Comparing the two grouping schemes we see that, when workers are grouped by both factory and job, the relationship between FEV 1 and carbon black concentration appears weaker than when grouped by job alone. As the true value of the slope is not known, we cannot say which estimate is nearer the truth but our earlier estimate of attenuation using (17) suggested that the grouping based on job alone might be less biased. (Also estimates from the latter are closer to those from the true IV methods, CS IV and EVROS IV). The group mean ranking IV method gave slightly stronger estimates of association, and higher estimated standard errors than the other two methods.
Although the CS IV and EVROS IV methods are unbiased, in this single application the estimates of association are different, with the EVROS IV method giving stronger (i.e. further from zero) associations; their relative precisions depends on the grouping scheme. The estimated standard error from the three grouping methods which first average the two replicates are always smaller than for the EVROS method, and smaller than for the CS IV scheme when grouping is based on both factory and job but not for job alone.
DISCUSSION
In this paper, we have shown a theoretical equivalence between the group mean OLS estimator of a linear regression coefficient and the group mean IV estimator when there are no other covariates; however the estimated variances are not the same. If underestimation of variance is to be avoided then the group mean IV method is probably to be preferred but neither method was unanimously better. The carbon black application suggested that the relationships between these methods might be less simple when other covariates are present; further work is needed for investigating the properties of the two estimators in this scenario.
The group mean is not a true IV -in the sense of satisfying all the assumptions -but the bias in the method can be slight. Therefore, when only a single exposure measurement is available, it seems worth further consideration. By making a link with IV theory, we were able to use it to derive a simple expression (17) which can be used in practice to judge the extent of bias given an estimate of λ. A new insight is that, in choosing between alternative grouping schemes, it is the product of group size and contrast of exposure which matters for bias. This has not been recognised by other authors [20, 31] who have argued in terms of contrast of exposure alone.
The link with instrumental variable theory is also important because it clarifies rules by which groups should be formed. Not only should the grouping be strongly correlated with true exposure, but it should not be independently predictive of the health outcome. Thus, if there were important differences in groups, in terms of other risk factors for Y, and these risk factors were not accounted for in the regression analyses, group methods could introduce a new source of bias. Moreover IV theory, and by extension the group mean OLS approach, does not require a Berkson error model assumption, as sometimes assumed by occupational hygienists.
A true IV for an error-prone W should be independent of the errors in W. Durbin [12] appeared to recognise this principle, but at the same time suggested the rank of W as an IV if the ranking was "relatively unaffected by the errors", a situation which cannot be true unless the error is very small. A truly independent ranking sometimes occurs in retrospective occupational studies when there is no measured exposure: hygienists may try to rank or categorise (Low, Medium or High) subjects by likely exposure, taking account of job tasks and their knowledge of industrial processes. This suggests the idea that, in prospective studies also, occupational hygienists could be asked, prior to exposure data collection, to rank subjects. The problem however is that if the ranking is poorly correlated with exposure, IV methods -and hence the group mean OLS methodcan perform badly [6, 25, 34] . In much of the literature in the field of occupational epidemiology successful grouping of subjects is presumed and thus there is no investigation of the effect of poor grouping. For example, Kim et al. [19] and Burstyn et al. [8] who investigate bias in Cox proportional-hazards and logistic models when using grouping, assume evenly spaced group means as a given. Here we developed a predictive grouping index and investigated its impact on bias and precision.
In this work, the group mean OLS/IV method can be seen as an attempt to trade some degree of bias -due to the fact that the IV is correlated with measurement error -for an instrument where there is a stronger expectation of good correlation with the true exposure. Our proposed group mean ranking IV method was an attempt to reduce the correlation with measurement error compared to the group mean IV method. However, as simulations showed, the attenuation was only slightly decreased, and at the expense of precision. Therefore we do not recommend this or other 'internal' ranking methods. By extension, Durbin's method -equivalent to our group mean ranking IV method with k=1 -would be expected to perform even worse since k is too small.
In the new EVROS IV method, the value of k does not affect bias but the optimal k for precision appeared to depend on reliability. Further work is needed to derive this. There was no clear winner between this method and the CS IV method in terms of precision for the limited values of k shown, but EVROS IV appear to be favoured both when corr(Z,X) is strong and when reliability is poor. In occupational and environmental studies, where researchers are often trying to capture long-term exposures, low reliability of the observed exposures may be the norm, so this method is worth consideration. However these IV methods still need to be compared with other non-IV approaches [10] for bias correction using multiple measurements.
Many authors have noted the strong assumptions that IV theory require in order to give consistent estimators and the difficulty of finding suitable variables to act as instruments. However, knowledge and application of instrumental variable theory can, as shown here, provide new insight into methods which may not be 'true' IVs but are useful nevertheless. Our results may also be relevant to the related problem of using aggregate variables to try to control for unmeasured confounders and studies where only aggregate ('ecological') exposure measurements are available [24] .
