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LOCAL BEHAVIOUR AND EXISTENCE OF SOLUTIONS OF
THE FRACTIONAL (p, q)-LAPLACIAN
EMERSON ABREU AND A. H. SOUZA MEDEIROS
Abstract. In this paper, we consider the regularity of weak solutions (in an
appropriate space) to the elliptic partial differential equation
(−∆p)
su+ (−∆q)
su = f(x) in RN ,
where 0 < s < 1 and 2 ≤ q ≤ p < N/s. We prove that these solutions are
locally in C0,α(RN ), which seems to be optimal. Furthermore, we prove the
existence of solutions to the problem
(−∆p)
su+ (−∆q)
su = |u|p
∗
s−2u+ λg(x)|u|r−2u in RN ,
where 1 < q ≤ p < N/s, λ is a parameter and g satisfies some conditions
of integrability. We also show that, if g is bounded, then the solutions are
continuous and bounded.
1. Introduction
We investigate the existence and regularity of weak solutions of the (p, q)-
Laplacian problem {
(−∆p)
su+ (−∆q)
su = f in RN
u(x) ≥ 0, x ∈ RN ,
(1.1)
where 0 < s < 1, N > sp, p∗s =
Np
N−sp , 2 < q ≤ p <∞ and f ∈ L
p∗s
p∗s−1 (RN )∩Lθ(RN ),
with θ > Nsp . The hypothesis f ∈ L
p∗s
p∗s−1 (RN ) ensure that we can apply variational
methods, and the condition f ∈ Lθ(RN ) is necessary to apply the Moser iteration
process to obtain a bound in L∞-norm for a solution.
For any 1 ≤ m <∞, the fractionalm-Laplacian operator, under suitable smooth-
ness condition on φ, can be written as
(−∆m)
sφ(x) = 2 lim
ε→0
∫
RN\Bε(x)
|φ(x) − φ(y)|m−2(φ(x) − φ(y))
|x− y|N+sm
dy, ∀x ∈ RN ,
(1.2)
where Bε(x) := {y ∈ R
N ; |y − x| < ε}, see [14, 24, 25].
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We point out that there are several notions of the fractional Laplacian operator
in the current literature, all of which agree when the problems are set on the whole
R
N . However, some of them disagree in a bounded domain.
Recently, a great deal of attention has been focused on studying problems involv-
ing fractional operators, from a pure mathematical point of view and for applica-
tions as well, since this kind of problem naturally arise in many different contexts,
such as the thin obstacle problem, finance, phase transitions, stratified materials,
optimization, anomalous diffusion, semipermeable membranes, minimal surfaces,
among others. For more details, see [8, 10, 24, 33].
The regularity up to the boundary of fractional problems like (1.1) in the case
p = q = 2 is now rather well understood, even when more general kernels and
nonlinearities are considered. Using a viscosity solution approach, the linear model
case gives regularity for fully non-linear equations which are “uniformly elliptic”
in a suitable sense. Regarding the viscosity approach to fully non-linear, elliptic
non-local equation. See [7] for interior regularity theory with smooth kernels.
In the case p, q 6= 2, problem (1.1) is both non-local and non-linear. Its leading
operator (−∆p)
s is furthermore degenerate when p > 2. Determining sufficiently
good regularity estimates up to the boundary is not only relevant by itself, but it
also has useful applications in obtaining multiplicity results for more general non-
linear and non-local equations, such as those investigated by Ianizzotto, Liu, Perera
and Squassina [17] in the framework of topological methods and Morse theory.
The C0,α-regularity of weak solutions of the degenerate elliptic problem{
(−∆p)
su = f in Ω,
u = 0, in Ωc,
(1.3)
when 1 < p < ∞ was proved by Ianizzotto, Mosconi and Squassina [16], for a
bounded domain Ω ⊂ RN with C1,1-boundary and f ∈ L∞(Ω).
When s = 1, (1.1) becomes a (p, q)-Laplacian problem of the form
(−∆p)u + (−∆q)u = f(x), x ∈ R
N , (1.4)
which has its origin in the general reaction-diffusion problem
ut = div(D(u)∇u) + f(x, u), x ∈ R
N , t > 0, (1.5)
where D(u) = |∇u|p−2 + |∇u|q−2.
For a general term D(u), problem (1.5) has a wide range of applications in
physics and related sciences such as biophysics, plasma physics, and chemical re-
action design. In such applications, the function u describes a concentration, and
the first term on the right-hand side of (1.5) corresponds to a diffusion with a dif-
fusion coefficient D(u); the term f(x, u) stands for the reaction, related to sources
and energy-loss processes. Typically, in chemical and biological applications, the
reaction term f(x, u) is a polynomial in u with variable coefficients (see [12, 19, 33]).
The regularity of solutions of (1.4) has been studied by He and Li [11]. The
authors showed that the weak solutions are locally C1,α.
The first difficulty found in problem (1.1) was how to define a weak solution. We
address this question in the present paper. For this purpose, we usually consider
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the reflexive Banach space
W := Ds,p(RN ) ∩Ds,q(RN ),
whereDs,m(RN ) = {u ∈ Lm
∗
s (RN ); ‖u‖s,m <∞} and ‖u‖s,m denotes the Gagliardo-
norm
‖u‖s,m =
(∫
RN
∫
RN
|u(x) − u(y)|m
|x− y|N+sm
dxdy
) 1
m
for all u ∈ Ds,m(RN ). See [4] for details.
The non-homogeneity of the operator (−∆p)
s+(−∆q)
s introduces technical dif-
ficulties in obtaining and regularity of weak solutions for problems involving this
operator. It is worth to mention that ‖ · ‖s,m is a norm in D
s,m(RN ), but not in
W s,m(RN ).
Our first and main result is concerned with local regularity of weak solutions of
problem (1.1):
Theorem 1.1. Let θ > Nsp , f ∈ L
p∗s
p∗s−1 (RN ) ∩ Lθ(RN ) and u ∈ W a solution of
(1.1). Then u ∈ L∞(RN ).
Moreover, if f ∈ L∞loc(R
N ), then u is locally Ho¨lder continuous with exponent α,
that is, u ∈ Cαloc(R
N ) with α ∈
(
0, s(p−q)p−1
)
.
The additional condition f ∈ L∞loc(R
N ) in the above theorem is used to control
the oscillations of u in a ball.
To prove the global boundedness of the solution u, in Section 4 we use the Moser
iteration process. The continuity of the solution u is obtained by adapting the ar-
guments used by Ianizzotto, Mosconi and Squassina [16] and Serrin [27], which was
done in Section 3. The main idea is to control the oscillation of the function u in
any ball. In order to do so, we prove a Harnack type inequality for weak solutions
of (1.1) instead of viscosity solutions, since we consider that the variational setting
is more natural to the problem. However, barrier type arguments are frequently
used in our approach. Since this kind of argument is not valid if 1 < p < 2, our
proof only applies if 2 ≤ q, p <∞.
We will also study existence and regularity of weak solutions for the problem
involving the fractional critical p∗s-exponent.{
(−∆p)
su+ (−∆q)
su = |u|p
∗
s−2u+ λg|u|r−2u in RN
u(x) ≥ 0, x ∈ RN
(1.6)
where 0 < s < 1, N > sp, p∗s =
Np
N−sp , 1 < q ≤ p <∞ and g satisfies the following
integrability conditions:
(g1) g is integrable and g ∈ L
ts(RN ), with ts =
p∗s
p∗s−r
;
(g2) There exist an open set Ωg ∈ R
N and α0 > 0 such that g(x) ≥ α0 > 0, for
all x ∈ Ωg.
Considering problem (1.6), we prove:
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Theorem 1.2. Assume that g : RN → R satisfies the conditions (g1) and (g2), for
0 < s < 1.
(i) If 1 < q ≤ p < r < p∗s, then there exists λ
∗ > 0 such that, for any λ > λ∗,
problem (1.6) has at least one nontrivial and nonnegative weak solution in
W.
(ii) If 1 < q <
N(p− 1)
N − s
< p ≤ max
{
p, p∗s −
q
p− 1
}
< r < p∗s and N > p
2s,
then the problem (1.6) has a non-trivial weak solution in W for any λ > 0.
Theorem 1.3. Let 2 < q ≤ p < r < p∗s, λ > 0 and 0 < s < 1, be such that N > sp.
Assume that g ∈ L∞(RN ) satisfy (g1) and u ∈ D
s,p(RN ) ∩Ds,p(RN ) is a solution
of (1.6). Then u ∈ L∞(RN ) ∩ Cαloc(R
N ).
When s = 1 , (1.6) is reduced for the (p, q)-Laplacian equation
(−∆p)u+ (−∆q)u = |u|
p∗−2u+ λg(x)|u|r−2u, x ∈ RN . (1.7)
The existence of a nontrivial solution of problem (1.7) has been studied by
Chaves, Ercole and Miyagaki in [9]. They showed the existence of a non-trivial so-
lution if λ is large enough. Using the theory of regularity developed by He and Li in
[11], they showed that the weak solutions are locally C1,α, if g ∈ Lt1(RN )∩L∞(RN ).
In Section 5, motivated by [9] we will assume that 1 < q ≤ p < r < p∗s and
investigate the existence of a nontrivial solution for the problem (1.6). We show
that for λ large enough exists a solution of problem (1.6).
Furthermore, assuming that 1 < q < N(p−1)N−s < p ≤ max
{
p, p∗s −
q
p−1
}
< r < p∗s,
and N > p2s, we show that (1.6) has a solution for any λ > 0 by using estimates
for the extremal function (see [3, 4, 23]).
In order to obtain a nontrivial solution of (1.6), we apply a version of the Moun-
tain Pass Theorem (see [13]).
We also adapt standard arguments to prove the boundedness of Palais-Smale
sequences. In order to overcome the lack of compactness of Sobolev’s embedding,
we prove a pointwise convergence result, which together with the Brezis-Lieb lemma
give us the weak convergence. Following arguments similar to [9, 20, 32], in Section
5 we obtain a strict upper bound for cλ, the level of the Palais-Smale sequence,
valid for all λ large enough. Applying this fact and arguments adapted from [9, 15]
to conclude that the nonnegative critical points for Iλ(the associated euler lagrange
functional), obtained from the mountain pass theorem are not the trivial ones.
Taking advantage of the compact embedding W s,p0 (Ω) →֒ L
t(Ω) for 1 ≤ t < p∗s,
we can study the fractional p-Laplacian problems in bounded domains. However, the
situation is quite different for the (p, q)-Laplacian, since the embedding W s,p(Ω) →֒
W s,q(Ω), for Ω ⊂ RN with p 6= q does not always exist [cf. [22]], which is a
additional difficulty.
When the domain is the whole RN , the Sobolev embedding is not compact. To
work around this problem, a concentration-compactness principle or minimization
restricted methods (see [29, 21]) have been used to find weak solutions inW s,p(RN ).
Finally, in Section 2, we recollect some basic fact about the fractional framework
that will be very important in the paper.
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2. Preliminaries
2.1. Functions spaces. For all measurable function u : RN → R, let
[u]s,m,Ω =
(∫
Ω
∫
Ω
|u(x)− u(y)|m
|x− y|N+sm
dxdy
)1/m
be the Gagliardo semi-norm. We will consider the following spaces (see [1, 24, 5]
for details):
W s,m(Ω) = {u ∈ Lm(Ω) ; [u]s,m,Ω <∞},
equipped with the norm
‖u‖s,m = ‖u‖W s,m(Ω) = ‖u‖Lm(Ω) + [u]s,m,Ω,
and
W s,m0 (Ω) = {u ∈ W
s,m(RN ); u = 0 in RN\Ω},
W−s,m
′
(Ω) = (W s,m(Ω))
∗
, m′ =
m
m− 1
(dual space).
For any 1 < m < Ns define the reflexive Banach space
Ds,m(RN ) := {u ∈ Lm
∗
s (RN ); [u]s,m <∞}
wherem∗s =
Nm
N−sm . The so-called best Sobolev constant for the embeddingD
s,m(RN ) →֒
Lm
∗
s (RN ) is given by
Ss,m = inf
u∈Ds,m(RN )\{0}
[u]ms,m
‖u‖mm∗s
. (2.1)
See [4] for details.
We will frequently make use of the following space (See [16]):
Definition 2.1. Let Ω ⊂ RN be bounded. We set 1
W˜ s,m(Ω) :=
{
u ∈ Lmloc(R
N ) : ∃ U ⋑ Ω, ‖u‖W s,p(U) +
∫
RN
|u(x)|p−1
(1 + |x|)N+sp
dx <∞
}
.
If Ω is unbounded, we set
W˜ s,mloc (Ω) := {u ∈ L
m
loc(R
N ) : u ∈ W˜ s,m(Ω′) for any bounded Ω′ ⊆ Ω}.
For all α ∈ (0, 1] and all measurable u : Ω→ R we set
|u|Cα(Ω) = sup
x,y∈Ω,x 6=y
|u(x)− u(y)|
|x− y|α
C0,α(Ω) = {u ∈ C(Ω) : |u|Cα(Ω) <∞}.
Throughout the paper we assume that 0 < α < 1 and
Cα(Ω) = C0,α(Ω),
1Ω ⋐ U means that Ω is a compact subset of U .
6 EMERSON ABREU AND A. H. SOUZA MEDEIROS
being a Banach space under the norm
‖u‖Cα(Ω) = ‖u‖L∞Ω) + |u|Cα(Ω).
We recall that the nonlocal tail centered at x ∈ RN with radius R > 0, is defined
as
Tailm(u;x;R) =
(
Rsm
∫
BcR(x)
|u(y)|m−1
|x− y|N+sm
dy
)1/(m−1)
. (2.2)
We will also set Tailm(u; 0;R) = Tailm(u;R).
Remark 2.2. Note that, if u ∈ L∞(R
N ) then
Tailm(u;R)
m−1 = Rsm
∫
BcR(0)
|u(y)|m−1
|y|N+sm
dy ≤
NωN ‖u‖
m−1
∞
sm
.
Thus, if u ∈ L∞(R
N ) we have Tailm(u;R)
m−1 ≤ C, where C > 0 is independent
of R.
2.2. Some elementary inequalities.
For all t ∈ R, we set
Jm = |t|m−2t.
We recall a few well-known inequalities
(a+ b)m ≤ 2m−1(am + bm), a, b ≥ 0, m ≥ 1; (2.3)
(a+ b)m ≤ am + bm a, b ≥ 0, m ∈ (0, 1]; (2.4)∣∣Jm+1(a)− Jm+1(b)∣∣ ≤ m(Jm(a) + Jm(b))|a− b|, a, b ∈ R, q ≥ 1. (2.5)
Using the Taylor’s formula and Young’s inequality, we can prove that, for all θ > 0
exists Cθ > 0 such that
(a+ b)q − aq ≤ θaq + Cθb
q, a, b ≥ 0, q > 0, and Cθ →∞ as θ → 0
+. (2.6)
Consider, for b > 0, the function f(t) = Jm(t) − Jm(t − b). Its global minimum is
attained on f(b/2) = 22−mbm−1, and hence we obtain the inequality
Jm(a)− Jm(a− b) ≥ 2
2−mbm−1, ∀a ∈ R, b ≥ 0, and q ≥ 1. (2.7)
Finally, in order to apply Moser iteration process we will use the following lemma:
Lemma 2.3. Let 1 < m <∞ and g : R −→ R be a increasing function. Defining
G(t) =
∫ t
0
(g′(τ))
1
m dτ, t ∈ R,
we have that
Jm(a− b)(g(a)− g(b)) ≥ |G(a)−G(b)|
m.
Proof: See [5, Lemma A.2]
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2.3. Some basic properties of the fractional (p, q)-Laplacian. The following
result describes a fundamental non-local feature of the fractional (p, q)-Laplacian
operator (−∆p)
s + (−∆q)
s.
Given 1 ≤ q ≤ p <∞ and Ω ⊂ RN denote by
W(Ω) = W˜ s,p(Ω) ∩ W˜ s,q(Ω).
Definition 2.4. Let Ω ⊂ RN be bounded and u ∈ W(Ω). We say that u is weak
solution of (−∆p)
su+ (−∆q)
su = f in Ω if, for all ϕ ∈ C∞0 (Ω),∑
m=p,q
∫
RN
∫
RN
Jm(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy =
∫
Ω
fϕdx
The inequality (−∆p)
su+ (−∆q)
su ≤ f weakly in Ω will mean that∑
m=p,q
∫
RN
∫
RN
Jm(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy ≤
∫
Ω
fϕdx
for all ϕ ∈ C∞0 (Ω), ϕ ≥ 0. Similarly for (−∆p)
su+ (−∆q)
su ≥ f .
Remark 2.5. By Lemma 2.3 in [16] the functional
W s,m0 (Ω) ∋ ϕ 7→ (u, ϕ) :=
∫
RN
∫
RN
Jm(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy
is finite and belongs to W−s.m
′
(Ω), which implies that the Definition 2.4 makes
sense.
Lemma 2.6. Suppose that u ∈ W(Ω) satisfies (−∆p)
su + (−∆q)
su = f weakly in
Ω for some f ∈ L1loc(Ω). Let v ∈ L
1
loc(R
N ) be such that
dist(supp (v),Ω) > 0,
∫
Ωc
|v(x)|m−1
(1 + |x|)N+sm
dx <∞, for m ∈ {p, q}.
Then, u + v ∈ W(Ω) satisfy (−∆p)
s(u + v) + (−∆q)
s(u + v) = f + h weakly in
Ω, where
h(x) = 2
∑
m=p,q
∫
supp (v)
Jm(u(x)− u(y)− v(y)) − Jm(u(x)− u(y))
|x− y|N+sm
dx
Proof. It suffices to consider the case when Ω is bounded. Define K = supp (v)
and consider U ⊂ RN such that,
Ω ⋐ U and ||u||W s,m(U) +
∫
RN
|u(x)|m−1
(1 + |x|)N+sm
dx <∞
for m ∈ {p, q}.
Without loss of generality we can assume that Ω ⋐ U ⋐ Kc, since dist (Ω,K) =
d > 0. Clearly u+v = u in U , and thus u+v ∈W s,m(U) for m ∈ {p, q}. Moreover,
for m ∈ {p, q} we have∫
RN
|u(x) + v(x)|m−1
(1 + |x|)N+sm
dx ≤ C
∫
RN
|u(x)|m−1
(1 + |x|)N+sm
dx+C
∫
RN
|u(x)|m−1
(1 + |x|)N+sm
dx <∞.
Therefore, u+ v ∈ W(Ω).
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Now assume that (−∆p)
su+(−∆q)
su = f weakly in Ω. Choose ϕ ∈ C∞0 (Ω) and
compute
∑
m=p,q
∫
RN
∫
RN
Jm(u(x) + v(x) − u(y)− v(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy
=
∑
m=p,q
∫
Ω
∫
Ω
Jm(u(x) − u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy
+
∑
m=p,q
∫
Ωc
∫
Ω
Jm(u(x) − u(y)− v(y))ϕ(x)
|x− y|N+sm
dxdy
−
∑
m=p,q
∫
Ω
∫
Ωc
Jm(u(x) − u(y) + v(y))ϕ(y)
|x− y|N+sm
dxdy
=
∑
m=p,q
∫
RN
∫
RN
Jm(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy
+
∑
m=p,q
∫
Ω
∫
Ωc
Jm(u(x) − u(y))ϕ(y)
|x− y|N+sm
dxdy
−
∑
m=p,q
∫
Ωc
∫
Ω
Jm(u(x) − u(y)− v(y))ϕ(x)
|x− y|N+sm
dxdy
+ 2
∑
m=p,q
∫
Ω
∫
Ωc
Jm(u(x)− u(y)− v(y))ϕ(x)
|x− y|N+sm
dydx
=
∫
Ω
(
f(x) + 2
∑
m=p,q
∫
Ωc
Jm(u(x)− u(y)− v(y))− Jm(u(x) − u(y))
|x− y|N+sm
dy
)
ϕ(x)dx
=
∫
Ω
(f(x) + h(x))ϕ(x)dx.
Proposition 2.7 (Comparison Principle). Let Ω be bounded, and u, v ∈ W(Ω)
satisfy u ≤ v in Ωc. Suppose that, for all ϕ ∈W s,p0 (Ω) ∩W
s,q
0 (Ω), ϕ ≥ 0 in Ω, it is
valid
∑
m=p,q
∫
RN
∫
RN
Jm(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy
≤
∑
m=p,q
∫
RN
∫
RN
Jm(v(x)− v(y))(ϕ(x) − ϕ(y))
|x− y|N+sm
dxdy.
Then u ≤ v in Ω.
Proof. The prove is a straightforward calculus, but for convenience of the reader
we sketch the details. We Subtracting the above equations and adjusting the terms,
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yields
0 ≥
∫
RN
∫
RN
(
Jp(u(x)− u(y))− Jp(v(x) − v(y))
|x− y|N+sp
)
(ϕ(x) − ϕ(y))dxdy
+
∫
RN
∫
RN
(
Jq(u(x) − u(y))− Jq(v(x) − v(y))
|x− y|N+sq
)
(ϕ(x) − ϕ(y))dxdy, (2.8)
since ϕ ≥ 0.
We show that the integrand is non-negative for ϕ = (u− v)+ ∈ W (See Proposi-
tion 2.10 in [16]). Taking a = v(x) − v(y) and b = u(x)− u(y) , the identity
Jm(b)− Jm(a) = (m− 1)(b− a)
∫ 1
0
|a+ t(b− a)|m−2dt
yields
Jm(u(x) − u(y))− Jm(v(x) − v(y)) = (m− 1) [(u− v)(x)− (u− v)(y)]Qm(x, y),
where Qm(x, y) =
∫ 1
0
|(v(x) − v(y)) + t[(u− v)(x) − (u − v)(y)]|
m−2
dt.
We have Qm(x, y) ≥ 0 and Qm(x, y) = 0 only if v(x) = v(y) and u(x) = u(y).
Rewriting the integrands in (2.8) we obtain∫
RN
∫
RN
(
(p− 1) [(u− v)(x) − (u− v)(y)]Qp(x, y)
|x− y|N+sp
)
(ϕ(x) − ϕ(y))dxdy
+
∫
RN
∫
RN
(
(q − 1) [(u− v)(x) − (u− v)(y)]Qq(x, y)
|x− y|N+sq
)
(ϕ(x) − ϕ(y))dxdy ≤ 0.
(2.9)
We now choose the test function ϕ = (u− v)+ and define
ψ = u− v = (u − v)+ − (u− v)−, ϕ = (u− v)+ = ψ+.
From (2.9) results that∫
RN
∫
RN
(
(p− 1)(ψ(x)− ψ(y))(ψ+(x) − ψ+(y))Qp(x, y)
|x− y|N+sp
)
dxdy
+
∫
RN
∫
RN
(
(q − 1)(ψ(x)− ψ(y))(ψ+(x) − ψ+(y))Qq(x, y)
|x− y|N+sq
)
dxdy ≤ 0
Using the inequality
(ξ − η)(ξ+ − η+) ≥ |ξ+ − η+|2
we can see that∫
RN
∫
RN
(p− 1)|ψ+(x)− ψ+(y)|2Qp(x, y)
|x− y|N+sp
dxdy
+
(q − 1)|ψ+(x) − ψ+(y)|2Qq(x, y)
|x− y|N+sq
dxdy ≤ 0.
Thus
ψ+(x) = ψ+(y) or Qm(x, y) = 0,
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at a. e. point (x, y). Also the latter alternative implies that ψ+(x) = ψ+(y), and
so
(u− v)+(x) = C ≥ 0, ∀x ∈ RN .
The boundary condition implies that C = 0 and consequently v ≥ u in RN .
Proposition 2.8. Suppose Ω is bounded, u ∈ W˜ s,m(Ω) ∩ C1,γloc (Ω), with γ ∈ [0, 1]
such that
γ >
{
1−m(1− s), if m ≥ 2,
1−mp(1−s)
m−1 , if m < 2.
Then (−∆m)
su = f strongly in Ω for some f ∈ L∞loc(Ω).
Proof. See Proposition 2.12, [16].
3. Interior Holder regularity
Now we assume that 2 ≤ q ≤ p < ∞ and we will prove a weak Harnack type
inequality for non-negative supersolutions and then we will obtain an estimative of
the oscillation of a bounded weak solution in a ball. Denote by BR = B(0;R) and
we will continue with the notation W(Ω) = W˜ s,p(Ω) ∩ W˜ s,q(Ω).
Theorem 3.1. Let 2 ≤ q ≤ p <∞ and u ∈ W(BR/3) satisfying weakly{
(−∆p)
su+ (−∆q)
su ≥ −K em BR/3
u(x) ≥ 0, x ∈ RN
(3.1)
for some K ≥ 0. Then exist σ ∈ (0, 1) and C > 0 such that
inf
BR/4
u ≥ σ
(
−
∫
BR\BR/2
uq−1dx
)1/(q−1)
− C (KRsp)
1/(p−1)
.
Proof. Choose a function ϕ ∈ C∞(RN ) be such that 0 ≤ ϕ ≤ 1 in RN , ϕ ≡ 1
in B3/4 and ϕ ≡ 0 in B
c
1. By Proposition 2.8, |(−∆m)
sϕ| ≤ C1 weakly in B1, for
m ≥ 2. We rescale by setting ϕR(x) = ϕ(3x/R), so ϕR ∈ C
∞(RN ), 0 ≤ ϕR ≤ 1 in
R
N , ϕR ≡ 1 in BR/4, ϕR ≡ 0 in B
c
R/3 and |(−∆m)
sϕ| ≤ C1R
−sm weakly in BR/3.
Given σ ∈ (0, 1), consider
L(m) =
(
−
∫
BR\BR/2
um−1dx
)1/(m−1)
and w = σL(q)ϕR + χBR\BR/2u.
Thus w ∈ W(BR/3), and by Lemma 2.6 we have weakly in BR/3,
(−∆p)
sw(x) + (−∆q)
sw(x) = (−∆p)
s(σL(q)ϕR(x)) + (−∆p)
s(σL(q)ϕR(x))
+ 2
∑
m=p,q
∫
BR\BR/2
Jm
(
σL(q)ϕR(x) − u(y)
)
− Jm
(
σL(q)ϕR(x)
)
|x− y|N+sm
dy
≤ (σL(q))p−1(−∆p)
sϕR(x) + (σL(q))
q−1(−∆q)
sϕR
+ 2
∑
m=p,q
∫
BR\BR/2
Jm
(
σL(q)ϕR(x) − u(y)
)
− Jm
(
σL(q)ϕR(x)
)
|x− y|N+sm
dy
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Thus using the inequality (2.7) results
(−∆p)
sw(x) + (−∆q)
sw(x) ≤
C1(σL(q))
p−1
Rsp
+
C1(σL(q))
q−1
Rsq
− 23−p
∫
BR\BR/2
(u(y))p−1
|x− y|N+sp
dy − 23−q
∫
BR\BR/2
(u(y))q−1
|x− y|N+sq
dy
≤
C1(σL(q))
p−1
Rsp
+
C1(σL(q))
q−1
Rsq
−
C2(L(p))
p−1
Rsp
−
C1(L(q))
q−1
Rsq
Applying the Holder inequality we have L(q) ≤ L(p), for p ≥ q, thus, since σ ∈ (0, 1)
result of the inequality above that
(−∆p)
sw(x) + (−∆q)
sw(x) ≤
(
C1σ
q−1 − C2
)( (L(q))p−1
Rsp
+
(L(q))q−1
Rsq
)
If choose 0 < σ < min
{
1,
(
C2
2C1
)1/(q−1)}
we get the upper estimate
(−∆p)
sw(x) + (−∆q)
sw(x) ≤ −
C2
2
(L(q))p−1
Rsp
. (3.2)
We set C =
(
2
C2
)1/(p−1)
and distinguish two cases:
• If L(q) ≤ C(KRsp)1/(p−1), then
inf
BR/4
u ≥ 0 ≥ σL(q)− C(KRsp)1/(p−1);
• If L(q) > C(KRsp)1/(p−1) then using (3.2) we obtain weakly in BR/3{
(−∆p)
sw(x) + (−∆q)
sw(x) ≤ −K ≤ (−∆p)
su(x) + (−∆q)
su(x)
w = χBR\BR/2u ≥ u, x ∈ B
c
R/3.
(3.3)
(3.4)
Using the Proposition 2.7, we obtain that w ≤ u in RN , in particular
inf
BR/4
u ≥ inf
BR/4
w ≥ σL(q) inf
BR/4
ϕR = σL(q) ≥ σL(q)− C(KR
sp)1/(p−1).
Lemma 3.1. Let R < 1, 2 ≤ q ≤ p <∞ and u ∈ W(BR/3) such that
{
(−∆p)
su+ (−∆q)
su ≥ −K in BR/3
u ≥ 0, in BR,
(3.5)
for some K ≥ 0. If u ∈ L∞(RN ) then there exists σ ∈ (0, 1), K0 > 0, C > 0 and
for all ε > 0 a constant Cε > 0 such that
inf
BR
u ≥ σ
(
−
∫
BR\BR/2
uq−1dx
) 1
q−1
− C(K0R
s(p−q))
1
p−1 − ε sup
BR
u− CεTailp(u−;R).
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Proof. Let us apply the Lemma 2.6 for the functions u and v = u−, so that
u+ = u+ v and Ω = BR/3. Then have in a weak sense in BR/3
(−∆p)
su+(x) + (−∆q)
su+(x) = (−∆p)
su(x) + (−∆q)
su(x)
+ 2
∑
m=p,q
∫
Bc
R/3
Jm(u(x) − u(y)− u−(y))− Jm(u(x)− u(y))
|x− y|N+sm
dy
≥ −K + C
∑
m=p,q
∫
{u<0}
(u(x))m−1 − (u(x)− u(y))m−1
|x− y|N+sm
dy
≥ −K − C
∑
m=p,q
∫
{u<0}
(u(x)− u(y))m−1 − (u(x))m−1
|y|N+sm
dy
where in the end was used that |x − y| ≥ 23 |y|, for all y ∈ {u < 0} ⊂ B
c
R and
x ∈ BR/3. By inequality (2.6), for any θ > 0 exists Cθ > 0 such that weakly in
BR/3
(
(−∆p)
s + (−∆q)
s
)
u+(x) ≥ −K−C
∑
m=p,q
∫
{u<0}
θ(u(x))m−1 − Cθ(u(y))
m−1
|y|N+sm
dy
≥ −K − Cθ
∑
m=p,q
(sup
BR
)m−1
∫
BcR
1
|y|N+sm
dy − Cθ
∑
m=p,q
∫
BcR
(u(y))m−1
|y|N+sm
dy
≥ −K −
Cθ
Rsp
(
sup
BR
u
)p−1
−
Cθ
Rsp
(Tailp(u−;R))
p−1
−
Cθ
Rsq
(
sup
BR
u
)q−1
−
Cθ
Rsq
(Tailq(u−;R))
q−1
:= −K˜.
Using the Remark 2.2 we can see that Tailq(u−;R) ≤ C0, where C0 is independent
of R > 0, we also have that Rsp ≤ Rs(p−q) for R ∈ (0, 1], since q ≤ p. Thus,
K˜Rsp ≤ KRsp + Cθ
(
sup
BR
u
)p−1
+ Cθ (Tailp(u−;R))
p−1
+ CRs(p−q)θ
(
sup
BR
u
)q−1
+ CθR
s(p−q)
(
Tailq(u−;R))
q−1
p−1
)q−1
≤ KRs(p−q) + Cθ
(
sup
BR
u
)p−1
+ Cθ (Tailp(u−;R))
p−1+ (Cθ + Cθ)M0R
s(p−q).
where M0 > 0 is a constant independent of R > 0, that depend of ‖u‖L∞(RN ).
Consequently, given ε > 0 take θ < min
{
1, εCp−1
}
we have
(
K˜Rsp
) 1
p−1
≤ (K0R
s(p−q))
1
p−q + ε sup
BR
u+ CεTailp(u−;R)
where K0 = K0(K, ‖u‖L∞(RN )) > 0 is independent of R > 0.
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Therefore, applying the Lemma 3.1 for u+ results
inf
BR/4
= inf
BR/4
u+ ≥ σ
(
−
∫
BR\BR/2
uq−1dx
)1/(q−1)
− (K˜Rsp)
1
p−1
≥ σ
(
−
∫
BR\BR/2
uq−1dx
) 1
q−1
− (K0R
s(p−q))
1
p−1 − ε sup
BR
u− CεTailp(u−;R).

Now we use the above results to produce an estimate of the oscillation of a
bounded function u such that (−∆p)
su + (−∆q)
su is locally bounded. We set for
all R > 0, x0 ∈ R
N
Q(u;x0;R) = ||u||L∞(BR(x0) + Tailp(u;x0;R), Q(u;R) = Q(u; 0;R).
Theorem 3.2. Let u ∈ W(BR0) ∩ L
∞(RN ) a function such that for some K ≥ 0
and R0 ∈ (0, 1] we have
|(−∆p)
su+ (−∆q)
su| ≤ K weakly in BR0 .
Then exists α ∈ (0, 1) and C > 0 such that
osc
Br
u ≤ C
[(
K0R
s(p−q)
0
) 1
p−1
+Q(u; r0)
](
r
R0
)α
where K0 > 0 is given in the Lemma 3.1.
Proof. Recall that 2 ≤ q ≤ p < ∞. For all integer j ≥ 0 we set Rj =
R0
4j , Bj =
Brj and
1
2Bj = BRj/2. We claim that there are α ∈ (0, 1) and λ > 0, a non-
decreasing sequence (mj) and a non-increasing sequence (Mj), such that
mj ≤ inf
Bj
u ≤ sup
Bj
≤Mj , Mj −mj = λR
α
j , for any j ≥ 0.
We argue by induction on j.
Step zero: We set M0 = sup
BR0
u and m0 =M0 − λR
α
j , where 0 < λ <
2||u||L∞(BR0 )
Rα0
.
Inductive step: Assume that sequences (mj) and (Mj) are constructed up to the
index j. Then
Mj −mj = −
∫
BR\BR/2
(Mj − u)dx+−
∫
BR\BR/2
(u−mj)dx
≤
(
−
∫
BR\BR/2
(Mj − u)
q−1dx
) 1
q−1
+
(
−
∫
BR\BR/2
(u−mj)
q−1dx
) 1
q−1
Note that as (Mj) is non-increasing and (mj) is non-decreasing, we have Mj − u
and u−mj are bounded in R
N , moreover for all j ≥ 0 we have
Mj − u ≤M0 − u and u−mj ≤ u−m0.
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Let σ ∈ (0, 1), C˜ > 0 be as in Lemma 3.1, and multiply the previous inequality by
σ to obtain, via Lemma 3.1
σ(Mj −mj) ≤ inf
Bj+1
(Mj − u) + inf
Bj+1
(u−mj) + 2C(K0R
s(p−q)
j )
1
p−1
+ ε
[
sup
Bj
(Mj − u) + sup
Bj
(u −mj)
]
+ CεTailp((Mj − u)−;Rj)
+ CεTailp((u −mj)−;Rj)
Setting universally ε = σ4 , C = max{2C˜, Cε} and rearranging, we have
osc
Bj+1
u ≤ (1−
σ
2
)(Mj −mj)
+ C
[(
K0R
s(p−q)
0
) 1
p−1
+ Tailp((Mj − u)−;Rj) + Tailp((u −mj)−;Rj)
]
In the proof of the Theorem 5.4 in [16] we provide an estimate of both non-local
tails,
Tailp((Mj − u)−;Rj) ≤ C
[
λS(α)
1
p−1 +
Q(u;R0)
Rα0
]
Rαj , S(α)→ 0 as α→ 0
the same being valid for Tailp((u−mj)−). Therefore
osc
Bj+1
u ≤
(
1−
σ
2
)
(Mj −mj) + C
(
K0R
s(p−q)
0
) 1
p−1
+ C
[
λS(α)
1
p−1 +
Q(u;R0)
Rα0
]
Rαj .
Recalling that Mj −mj = λR
α
j and Rj =
R0
4j , follows that
osc
Bj+1
u ≤ 4α
[(
1−
σ
2
)
+ CS(α)
1
p−1
]
λRαj+1
+ 4αC
[
K
1
p−1
0 R
s(p−q)
p−1 −α
j +
Q(u;R0)
Rα0
]
Rαj+1.
Now we choose α ∈
(
0, s(p−q)p−1
)
universally such that
4α
[(
1−
σ
2
)
+ CS(α)
1
p−1
]
<
(
1−
σ
4
)
which is possible because S(α)→ 0 as α→ 0. Now, setting
λ =
4α+1
σ
C
[
K
1
p−1
0 R
s(p−q)
p−1 −α
0 +
Q(u;R0)
Rα0
]
. (3.6)
we have λ ≥
2||u||L∞(BR0 (x0))
Rα0
, since that 4α+1C/σ > 2 and
osc
Bj+1
u ≤ (1−
σ
4
)λRαj+1 +
σ
4
λRαj+1.
We may pick mj+1, Mj+1 such that
mj ≤ mj+1 ≤ inf
Bj+1
u ≤ sup
Bj+1
u ≤Mj+1 ≤Mj , Mj+1 −mj+1 = λR
α
j+1,
which completes the induction and proves the claim.
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Now fix r ∈ (0, R0) and find an integer j ≥ 0 such that Rj+1 ≤ r ≤ Rj , thus
Rj ≤ 4r. Hence, by the claim and (3.6), we have
osc
Br
≤ osc
Bj
≤ λRαj ≤ C
[
(K0R
s
0(p− q))
1
p−1 +Q(u;R0)
]( r
R0
)α
,
which concludes the argument.
Corollary 3.2. Let u ∈ W(B2R0(x0)) ∩ L
∞(RN ) such that for some K ≥ 0 and
R0 ∈ (0, 1] we have
|(−∆p)
su+ (−∆q)
su| ≤ K weakly in B2R0(x0).
Then there exists C > 0 and α ∈ (0, 1) such that
|u|C0,α(BR0(x0) ≤ C
[
(K0R
s
0(p− q))
1
p−1 +Q(u;x0; 2R0)
]
R−α0
Proof. Given x, y ∈ BR0(x0), let r = |x− y| ≤ R0. let us apply the Theorem 3.2
to the ball BR0(x) ⊂ B2R0(x0). Clearly ‖u‖L∞(BR0(x))
≤ ‖u‖L∞(B2R0 (x0))
and
Tailp(u;x;R0)
p−1 = Rsp0
∫
BcR0
(x)
|u(y)|p−1
|x− y|N+sp
dy
≤ C ‖u‖p−1L∞(B2R0 (x0))
+ CRsp0
∫
Bc2R0
(x0)
|u(y)|p−1
|x0 − y|N+sp
dy
for a universal C, where as usual we used |x− y| ≥ |x0 − y|/2 for y ∈ B
c
2R0
(x0) and
x ∈ BR0(x). This implies that,
Q(u;x;R0) ≤ CQ(u;x0; 2R0)
and thus the desired estimate on the Holder seminorm. 
4. Boundedness of solutions - a general procedure
Given an f ∈ L
p∗s
p∗s−1 (RN ), consider the problem{
(−∆p)
su+ (−∆q)
su = f in RN
u(x) ≥ 0, x ∈ RN
(4.1)
where 0 < s < 1, N > sp, p∗s =
Np
N−sp and 1 < q ≤ p <∞. We will denote by
W := Ds,p(RN ) ∩Ds,q(RN )
which is a Banach space with the induced norm
‖u‖W = ‖u‖s,p + ‖u‖s,q.
Definition 4.1. We say that u ∈ W is a weak solution of (4.1) if∫
RN
∫
RN
(
|u(x)− u(y)|p−2
|x− y|N+sp
+
|u(x)− u(y)|q−2
|x− y|N+sq
)
(u(x)− u(y))(ϕ(x) − ϕ(y))dxdy
=
∫
RN
fϕdx, for all ϕ ∈ W .
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The following remark is a direct consequence of the spaces involved and is the
key to concluding the continuity of the solutions of (4.1).
Remark 4.2. 1) Note that, W ⊆W(Ω) for any Ω ⊂ RN a bounded domain.
2)The condition f ∈ L
p∗s
p∗s−1 (RN ) is important so that the functional
ϕ 7→
∫
RN
fϕdx is well defined for any ϕ ∈ W.
Proof of theorem 1.1. By Remark 4.2, if u ∈ W satisfies (4.1) with f ∈
L∞loc(R
N ), then given x0 ∈ R
N we have u ∈ W (B2R0(x0)), for any 0 < R0 ≤ 1
and |(−∆p)
su+(−∆q)
su| ≤ K = ‖f‖L∞(B2R0(x0)). Now, by applying Corollary 3.2
results
|u|C0,α(BR0 (x0) ≤ C
[
(K0R
s(p−q)
0 )
1
p−1 +Q(u;x0; 2R0)
]
R−α0 .
Give Ω ⊂ RN compact, we consider a cover Ω ⊂ ∪iBRi(x) with x ∈ Ω and
0 ≤ Ri < 1. We use the same arguments of the proof of Theorem 1.1 in [16], for
conclude that u ∈ Cα(Ω).
To show that u ∈ L∞(RN ), we assume that f ∈ L
P∗s
p∗s−1 (RN ) ∩ Lθ(RN ) and we
use the Moser iteration process.
Let M > 0 and β > 1, we set for simplicity uM = min{u,M} and
gβ,M(t) = (min{t,M})
β =
{
tβ , se t ≤M,
Mβ , se t > M,
we can see that gβ,M is continuous and has bounded derivative. Hence,
uM = gβ,M(u) ∈ W ∩ L
∞(RN ).
Then we insert the test function ϕ = gβ,M (u) in the Definition (4.1) and the
Holder inequality, we get∫
RN
∫
RN
(
Jp(u(x) − u(y))
|x− y|N+sp
+
Jq(u(x)− u(y))
|x− y|N+sq
)
(gβ,M (u(x)) − gβ,M(u(y)))dxdy
=
∫
RN
f(x)gβ,M (u(x))dx =
∫
RN
f(x)uβM (x)dx ≤ ‖f‖θ‖u
β
M‖θ′ (4.2)
Setting
Gβ,M (t) =
∫ t
0
(g′β,M(τ))
1
m dτ =
β
1
mm
β +m− 1
(min{t,M})
β+m−1
m (4.3)
and using Lemma 2.3 for m ∈ {p, q}, a = u(x), and b = u(y), results of (4.2) that∫
RN
∫
RN
|Gβ,M (u(x))−Gβ,M (u(y))|
p
|x− y|N+sp
dxdy ≤ ‖f‖θ‖u
β
M‖θ′
By Sobolev inequality (2.1) we get
S
(∫
RN
|Gβ,M (u(x))|
p∗sdx
) p
p∗s
≤
∫
RN
∫
RN
|Gβ,M (u(x)) −Gβ,M (u(y))|
p
|x− y|N+sp
dxdy
≤ ||f‖θ‖u
β
M‖θ′ .
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From (4.3)
S
(
β
1
p p
β + p− 1
)p(∫
RN
u
(β+p−1)p∗s
p
M dx
) p
p∗s
≤ ||f ||θ‖u
β
M‖θ′ .
equivalently using β > 1(∫
RN
u
(β+p−1)p∗s
p
M dx
) p
p∗s
≤ C1
(
p∗s
β + p− 1
p
)p
‖uβM‖θ′ (4.4)
where C1 = C1(s, p,N, ‖f‖θ) > 0. By setting
βn+1 = p
∗
s
βn + p− 1
pθ′
, β0 =
p∗s
θ′
> 1 and σn =
βn
βn + p− 1
< 1.
We can see that βn is increasing, and we obtain of (4.4) for β = βn > 1
‖uM‖Lθ′βn+1(RN ) ≤ C
1
βn+1 β
β0
βn+1
n+1 ‖uM‖
σn
Lθ′βn(RN )
. (4.5)
Iterating this inequality and using that σn < 1, we get for any n ≥ 1
‖uM‖Lθ′βn+1(RN ) ≤ C
n+1∑
j=1
1
βj

n+1∏
j=1
β
1
βj
j


β0
‖uM‖
n∏
j=0
σj
Lp
∗
s (RN )
Setting γ =
p∗s
θ′p =
N(θ−1)
(N−sp)θ , we have γ > 1 since that θ >
N
sp , and so
βn = γ
nβ0 + (p− 1)
γn+1 − γ
γ − 1
.
It yields
lim
n→∞
βn
γn
= β0 + (p− 1) lim
n→∞
γn−1 − γ
γn(γ − 1)
= β0 + (p− 1)
γ
γ − 1
=
p∗s(p
∗
s − θ
′)
θ′(p∗s − θ
′p)
.
Therefore, using the limit comparison test, we conclude that
∞∑
j=1
1
βj
<∞, and
+∞∏
j=1
β
1
βj
j <∞.
Moreover,
lim
n→∞
n∏
j=0
σj = lim
n→∞
n∏
j=0
γ
βj
βj+1
= lim
n→∞
γn+1
β0
βn+1
= lim
n→∞
γn+1
βn+1
p∗s
θ′
=
p∗s − θ
′p
p∗s − θ
′
.
Using these estimates and taking n→ +∞ in (4.5) results
‖uM‖L∞(RN ) ≤ C‖uM‖
p∗s−θ
′p
p∗s−θ
′
Lp
∗
s (RN )
≤ C‖u‖
p∗s−θ
′p
p∗s−θ
′
Lp
∗
s (RN )
(4.6)
for some C = C(s, p,N, ||f ||θ) > 0. We now let M → +∞, which gives u ∈
L∞(RN ), and we get
||u||L∞(RN ) ≤ C||u||
p∗s−θ
′p
p∗s−θ
′
Lp
∗
s (RN )
.
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. 
Remark 4.3. Note that, the condition 2 ≤ q ≤ p is necessary only to prove the
continuity of u. To prove that u is bounded we can assume that 1 ≤ q ≤ p.
5. Existence of solution for an problem
Let 1 < m < Ns and measurable u : R
N → R the quantity
‖u‖s,m =
(∫
RN
∫
RN
|u(x)− u(y)|m
|x− y|N+sm
dxdy
) 1
m
.
defines a uniformly convex norm on the reflexive Banach space
Ds,m(RN ) = {u ∈ Lm
∗
s (RN ); ‖u‖s,m <∞} with m
∗
s =
Nm
N − sm
.
Let W := Ds,p(RN ) ∩Ds,q(RN ), endowed with the norm
‖u‖W := ‖u‖s,p + ‖u‖s,q.
To simplify the notation, we will use S := Ss,p the Sobolev constant. The
following lemma can be found in [18, Lemma 4.8]
Lemma 5.1. Let Ω ⊂ RN , 1 < p < ∞ and {un} ⊂ L
p(Ω) be a bounded sequence
converging to u almost everywhere in Ω. Then un ⇀ u in L
p(Ω).
Next we demonstrates a result related to compactness:
Lemma 5.2. Let (un)n∈N be a bounded sequence in W. Then there is u ∈ W such
that less than subsequence un(x)→ u(x) q.t.p. in R
N . Moreover for m ∈ {p, q} we
have
lim
n→∞
‖un − u‖
m
s,m = limn→∞
(
‖un‖
m
s,m − ‖u‖
m
s,m
)
.
Proof. Let (un)n∈N a sequence in W such that,
‖un‖W = ‖un‖s,p + ‖un‖s,q ≤ C, ∀n ∈ N. (5.1)
It is easy to see that W is a uniformly convex Banach space, and hence W is
reflexive Banach space, so there is u ∈ W such that un ⇀ u in W .
On the other hand, given Ω0 ⊂ R
N compact, using Holder inequality we have∫
Ω0
|un|
pdx+
∫
Ω0
∫
Ω0
|un(x)− un(y)|
p
|x− y|N+sp
dxdy ≤ |Ω0|
N
sp ‖un‖
p
p∗s
+ ‖un‖
p
s,p
≤
(
|Ω0|
N
sp
S
+ 1
)
‖un‖
p
s,p ≤ C.
Therefore un ∈ W
s,p(Ω0) for each n ∈ N and all Ω0 compact. Since the embed-
ding W s,p(Ω0) →֒ L
p(Ω0) is compact, it follows that embedding W →֒ L
p
loc(R
N )
is compact. Hence less than subsequence, un → u in L
p
loc(R
N ) and consequently
un(x)→ u(x) q.t.p. in R
N .
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For the second part of the lemma, let m ∈ {p, q} and defined
Un(x, y) =
un(x)− un(y)
|x− y|
N
p +s
∈ Lm
(
R
N × RN
)
By the first part obtain
Un(x, y)→ U(x, y) =
u(x)− u(y)
|x− y|
N
p +s
, a.e. in RN × RN .
Since (un) is bounded in W follow that (Un)n∈N is bounded in L
m(RN × RN ),
from the Lemma 5.1 results
Un ⇀ U in L
m(RN × RN ).
applying the lemma of Brezis Lieb we complete the proof. 
Let us introduce the following version of the mountain pass theorem (see [13, 2,
28, 30]).
Lemma 5.3. Let X be a real Banach space and Φ ∈ C1(X,R). Suppose that
Φ(0) = 0 an that there exist β, ρ > 0 and x1 ∈ X\Bρ(0) such that
(i) Φ(u) ≥ β for all u ∈ X with ‖u‖X = ρ;
(ii) Φ(x1) < β.
There exists a sequence {un} ⊂ X satisfying
Φ(un)→ c and Φ
′(un)→ 0,
where c is the minimax level, defined by
c := inf
{
max
t≥0
Φ(γ(t)) : γ ∈ C([0, 1],R), γ(0) = 0 and γ(1) = x1
}
.
We are interested first in finding nontrivial weak solutions to the following prob-
lem {
(−∆p)
su+ (−∆q)
su = |u|p
∗
s−2u+ λg(x)|u|r−2u in RN
u(x) ≥ 0 x ∈ RN .
(5.2)
where 1 < q ≤ p, N > sp, λ > 0 is a parameter. The function g : RN → R satisfying
the conditions:
(g1) g is integrable and g ∈ L
t(RN ), with t =
p∗s
p∗s−r
;
(g2) There exist an open set Ωg ∈ R
N and α0 > 0 such that
g(x) ≥ α0 > 0, for all x ∈ Ωg.
Definition 5.4. We say that u ∈ W is a weak solution of problem (5.2) if∫
RN
∫
RN
(
Jp(u(x) − u(y))
|x− y|N+sp
+
Jq(u(x)− u(y))
|x− y|N+sq
)
(ϕ(x) − ϕ(y))dxdy
=
∫
RN
(u+)p
∗
s−2u+ϕdx+ λ
∫
RN
g(u+)r−2u+ϕdx, for all ϕ ∈ W .
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Observe that Definition 5.4 is satisfied by critical points of the functional,
Iλ(u) =
1
p
‖u‖ps,p +
1
q
‖u‖qs,q −
1
p∗s
∫
RN
(u+)p
∗
sdx−
λ
r
∫
RN
g(u+)rdx. (5.3)
where u± = max{±u, 0}.
Lemma 5.5. Let (g1) hold. Then Iλ is well defined, for all λ > 0, Iλ ∈ C
1(W ,R)
and for all u, ϕ ∈ W we have
Iλ(u)ϕ =
∫
RN
∫
RN
(
Jp(u(x)− u(y))
|x− y|N+sp
+
Jq(u(x)− u(y))
|x− y|N+sq
)
(ϕ(x) − ϕ(y))dxdy
=
∫
RN
(u+)p
∗
s−2u+ϕdx+ λ
∫
RN
g(u+)r−2u+ϕdx. (5.4)
Proof. The proof of this fact is well known. See Lemma 2 in [25]. 
It is standard to show that the functional Iλ has the mountain pass structure on
the space W . Thus, for each λ > 0, the minimax level denoted by
cλ := inf
u∈W\{0}
max
t≥0
Iλ(tu), (5.5)
is positive, and there exists a Palais-Smale (PS) sequence {un} ⊂ W at the level
cλ, that is
Iλ(un)→ cλ and I
′
λ(un)→ 0. (5.6)
Lemma 5.6. Let {un} ⊂ W be a Palais-Smale sequence. Then {un}n∈N is bounded
in W.
Proof. The argument is standard. We indicate the main step. Let {un}n∈N such
that,
Iλ(un) ≤ d0 and I
′
λ(un)→ 0 in W
∗.
Thus, for all n large
d0 + ‖un‖W ≥ Iλ(un)−
1
r
I ′λ(un) ≥
(
1
p
−
1
r
)(
‖un‖
p
s,p + ‖un‖
q
s,q
)
.
From where, we easily conclude that ‖un‖W is bounded. 
Lemma 5.7. Assume that 1 < q ≤ p < r < p∗s, (g1) and (g2) holds. Then exist
λ∗ > 0 such that 0 < cλ <
s
N S
n
sp for all λ > λ∗.
Proof. By the above comments we have cλ > 0.
We recall that Ωg = {x ∈ R
N ; g(x) ≥ α0 > 0}.
Let u0 ∈ W\{0} with support in Ωg such that u0 ≥ 0 and ‖u0‖p∗s = 1. For each
t > 0 we have
Iλ(tu0) =
tp
p
‖u0‖
p
s,p +
tq
q
‖u0‖
q
s,q −
λtr
r
∫
RN
gur0dx−
tp
∗
s
p∗s
, t > 0.
thus we can see that Iλ(tu0) → −∞ as t → ∞ and that Iλ(tu0) → 0 as t → 0
+.
These facts imply the existence of a tλ > 0 such that
max
t≥0
Iλ(tu0) = Iλ(tλu0)
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Hence
0 =
d
dt
[Iλ(tu0)]t=tλ
= tp−1λ ‖u0‖
p
s,p + t
q−1
λ ‖u0‖
q
s,q − λt
r−1
λ
∫
RN
gur0dx− t
p∗s−1
λ
we get
0 < λ
∫
RN
gur0dx =
||u0||
p
s,p
tr−pλ
+
||u0||
q
s,q
tr−qλ
− t
p∗s−r
λ , for all λ > 0.
So, tλ → 0 as λ → ∞. Since Iλ(tλu0) → 0 as tλ → 0
+, there exists λ∗ > 0 such
that
max
t≥0
Iλ(tu0) = Iλ(tλu0) <
s
N
S
N
sp . for all λ > λ∗.
The conclusion follows.
Now assume that
N > p2s and 1 < q <
N(p− 1)
N − s
< p ≤ max{p, p∗s −
q
p− 1
} < r < p∗s. (5.7)
Let U be a radially symmetric and decreasing minimizer for the Sobolev constant
S = Ss,p. It is know from [4] that there exist constants c1, c2 > 0, and θ > 1 such
that
c1
|x|
N−sp
p−1
≤ U(|x|) ≤
c1
|x|
N−sp
p−1
, ∀|x| ≥ 1, (5.8)
U(θr)
U(r)
≤
1
2
, ∀r ≥ 1. (5.9)
By multiplying the function U by an appropriate constant, we can assume that U
satisfies the following:
(i) (−∆p)
sU = Up
∗
s−1 in RN
(ii) ||U ||ps,p = ‖U‖
p∗s
p∗s
= S
N
sp .
For any δ > 0, the function
Uδ(x) = δ
−N−spp U(|x|/δ) (5.10)
is also a minimizer for S, satisfying (i) and (ii). We may assume that 0 ∈ Ωg. For
δ, R > 0 consider the radially symmetric non-increasing function uδ,R : [0,∞)→ R
by
uδ,R =
{
Uδ(r), se r ≤ R,
0, se r ≥ θR.
Therefore, we have the following estimates from [23].
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Lemma 5.8. For any R > 0, exist C = C(N, p, s) > 0 such that for any δ ≤ R2
||uδ,R||
p
s,p ≤ S
N
sp + C(
δ
R
)
nsp
p−1 , (5.11)
‖uδ,R‖
p
p ≥
{
1
C δ
splog(R/δ), se N = sp2,
1
C δ
sp, se N > sp2.
(5.12)
‖uδ,R‖
p∗s
p∗s
≥ S
N
sp − C(
δ
R
)N/(p−1). (5.13)
Let ε > 0. Take R > 0 fixed such that BθR(0) ⊂ Ωg and let us define the function
uε,R : [0,∞)→ R by
uε,R(r) = ε
−N−sp
p2 uδ,R(r), with δ = ε
p−1
p .
Therefore applying (5.11)-(5.13) yields
‖uε,R‖
p
s,p ≤ S
N
sp ε−
N−sp
p +O(1). (5.14)
The demonstrations of the following lemma can be found in [3].
Lemma 5.9. Let uε,R be defined as above. Then the following estimates hold for
t ≥ 1,
‖uε,R‖
p
p∗s
= S
N−sp
sp ε−
N−sp
p +O(1). (5.15)
‖uε,R‖
t
t ≥


kε
N(p−1)−t(N−sp)
p +O(1), se t > N(p−1)N−sp ,
k|lnε|+O(1), se t = N(p−1)N−sp .
O(1), se t < N(p−1)N−sp
(5.16)
and
‖uε,R‖
t
s,t ≤ O(1), for 1 ≤ t <
N(p− 1)
N − s
(5.17)
where k is a positive constant independent of ε.
Now let us show that cλ <
s
N S
n
sp , for all λ > 0.
Lemma 5.10. Assume (g1) and (g2) and (5.7) holds. Then, for any λ > 0 the
level cλ ∈ (0,
s
N S
n
sp ), where cλ was defined in (5.5).
Proof. The proof is very similar to that presented in [Lemma 5.4 in [3]], and
hence we will omit it. 
Proof of Theorem 1.2 We know that the functional Iλ has the structure of the
mountain pass theorem, and from Lemma 5.6 its (PS) sequence is bounded. Let
(un) ⊂ W be a (PS) sequence satisfying
Iλ(un)→ cλ and I
′
λ(un)→ 0,
where cλ is the minimax level of the mountain pass theorem associated with Iλ.
Adapting the arguments [26, 30] we concludes that cλ ≤ cλ. Since that (un) is
bounded in W , then up to a subsequence one has un ⇀ u in W . By Lemma 5.2 we
have un → u a.e. in R
N .
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To prove case (i) in Theorem 1.2, we will use Lemma 5.7 to get λ∗ > 0 such that
0 < cλ ≤ cλ <
s
N S
N
sp for all λ > λ∗. For case (ii) we use the Lemma 5.10 to get
0 < cλ ≤ cλ <
s
N S
N
sp for all λ > 0.
Claim: Let u−n = max{−un, 0}. Then u
−
n → 0 in W , in particular u
+
n → u a.e.
in RN .
Indeed, since I ′λ(un)u
−
n → 0 then∫
RN
∫
RN
(
Jp(un(x)− un(y))
|x− y|N+sp
+
Jq(un(x)− un(y))
|x− y|N+sq
)
(u−n (x) − u
−
n (y))dxdy
=
∫
RN
(u+n )
p∗s−2u+nu
−
n dx+ λ
∫
RN
g(u+n )
r−2u+nu
−
n dx+ o(1) = 0
Using the elementary inequality, for m = {p, q}
|v−(x) − v−(y)|m ≤ Jm(v(x) − v(y))(v
−(x)− v−(y)), for all x, y ∈ RN .
Follows that u−n → 0 in W . The claim follows.
Applying the Lemma 5.1 for (u+n ) which is bounded in L
p∗s (RN ) results
(u+n )
p∗s−1 ⇀ up
∗
s−1 in L
p∗s
p∗s−1 (RN ). (5.18)
(u+n )
r−1 ⇀ ur−1 in L
p∗s
r−1 (RN ) (5.19)
Let m ∈ {p, q} and denote by
Un(x, y) =
|un(x) − un(y)|
m−2(un(x)− un(y))
|x− y|(N+sm)/m′
Since un → u a.e. in R
N we have
Un(x, y) −→ U(x, y) :=
|u(x)− u(y)|m−2(u(x)− u(y))
|x− y|(N+sm)/m′
a.e. in RN .
Moreover, ∫
RN
∫
RN
|Un(x, y)|
m′dxdy ≤ ‖un‖
m
s,m.
Then (Un) is bounded in L
m′(R2N ) for m ∈ {p, q}. By Lemma 5.1 yields,
Un ⇀ U in L
m′(R2N ). (5.20)
Now, for all ϕ ∈ W , from (5.20) result that∫
RN
∫
RN
Un(x, y)(ϕ(x) − ϕ(y))
|x− y|(N+sm)/m
dxdy −→
∫
RN
∫
RN
U(x, y)(ϕ(x) − ϕ(y))
|x− y|(N+sm)/m
dxdy.
(5.21)
From (5.18), (5.19), and (5.21) results that I ′λ(un)ϕ → I
′
λ(u)ϕ, for all ϕ ∈ W and
so u is solution (weak) of (5.2). We know that u ≥ 0. It remains to verify that
u 6= 0. Let,
lim
n→∞
‖un‖
p
s,p =: a ≥ 0 and limn→∞
‖un‖
q
s,q =: b ≥ 0
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and suppose that u ≡ 0. Since I ′λ(un)un → 0, we also have
‖un‖
p
s,p + ‖un‖
q
s,q = λ
∫
RN
g(u+n )
rdx+
∫
RN
(u+n )
p∗sdx+ o(1)
Using the condition (g1) and the convergence weak (u
+
n )
r ⇀ ur in L
p∗s
p∗s−r (RN ) we
get
λ
∫
RN
g(u+n )
rdx→ 0.
Thus,
‖un‖
p
s,p = a+ o(1), ‖un‖
q
s,q = b+ o(1), and ‖un‖
p∗s
p∗s
= a+ b+ o(1)
By taking into account that Iλ(un)→ cλ, we have
a
p
+
b
q
−
a+ b
p∗s
= cλ > 0 (5.22)
Hence
cλ = a
(
1
p
−
N − sp
Np
)
+ b
(
1
q
−
1
p∗s
)
(5.23)
≥ a
s
N
. (5.24)
The equality (5.22) shows that a+ b 6= 0, by definition of S follow that
S(a+ b)
p
p∗s ≤ a⇒ a > 0.
Thus
Sa
p
p∗s ≤ S(a+ b)
p
p∗s ≤ a⇒ a ≥ S
N
sp
Then by (5.24) we have
cλ
N
s
≥ a ≥ S
N
sp
which is a contradiction, because cλ <
s
N S
N
sp . This concludes our result. 
6. An application
In this section we will apply the regularity results proved in Section 3 to show
that, if u ∈ W satisfies (5.2), then u ∈ L∞(RN ) ∩ Cαloc(R
N ).
Proof of Theorem 1.3 Due to the Theorem 1.1, it is enough to show that u ∈
Lθ(p
∗
s−1)(RN ) for some θ > Nsp . In fact, if this is true, then since u ∈ L
p∗s (RN ) and
g ∈ Lt(RN ) ∩ L∞(RN ), where t > 0 is give in (g1). Using the Ho¨lder’s inequality
for γ =
p∗s−1
r−1 > 1 and γ
′ =
p∗s−1
p∗s−r
, we obtain
∫
RN
|g|θuθ(r−1)dx ≤ ‖g‖
θ(p∗s−1)−p
∗
s
p∗s−1
L∞(RN ) ‖g‖
p∗s
p∗s−r
Lt(RN )
(∫
RN
uθ(p
∗
s−1)dx
) r−1
p∗s−1
<∞,
for θ > Nsp >
Np
Np−N+sp , which implies that
θ(p∗s−1)−p
∗
s
p∗s−1
> 0. Therefore f = λgur−1+
up
∗
s−1 ∈ Lθ(RN ) with θ > Nsp , which jointly Theorem 1.1 give us u ∈ L
∞(RN ).
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Let us show that u ∈ Lθ(p
∗
s−1)(RN ) for some θ > Nsp . Let M > 0 and β > 1, and
denote as before uM = min{u,M}. Define hβ,M (t) = t(min{t,M})
β−1. So
hβ,M (t) =
{
tβ , se t ≤M,
tMβ−1, se t ≥M.
We have that hβ,M is increasing, continues and has bounded derivative. Hence if
u ∈ W , then hβ,M (u) ∈ W . Using the test function ϕ = hβ,M(u) in equation (5.2)
we get∫
RN
∫
RN
(
Jp(u(x) − u(y))
|x− y|N+sp
+
Jq(u(x)− u(y))
|x− y|N+sq
)
(hβ,M (u(x)) − hβ,M (u(y))) dxdy
= λ
∫
RN
gur−1hβ,M (u)dx+
∫
RN
up
∗
s−1hβ,M (u)dx (6.1)
= λ
∫
RN
guruβ−1M dx+
∫
RN
up
∗
suβ−1M dx =: J1 + J2
where
J1 := λ
∫
RN
guruβ−1M dx
J2 :=
∫
RN
up
∗
suβ−1M dx
The term J2 was estimated in [5] by
J2 ≤ K
β−1
0
∫
RN
up
∗
sdx+
(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
, (6.2)
where K0 > 1 is a given constant. To estimate J1, since uM ≤ u we get
λ
∫
{u<K0}
guruβ−1M dx ≤ λK
β−1
0 ‖g‖Lt(RN )
(∫
RN
up
∗
sdx
) r
p∗s
.
On the other hand since K0 > 1 and r < p
∗
s, using that g ∈ L
∞(RN ) and Holder
inequality
λ
∫
{u≥K0}
guruβ−1M dx ≤ λ
∫
{u≥K0}
gup
∗
suβ−1M dx ≤ λ‖g‖L∞(RN )
∫
{u≥K0}
up
∗
suβ−1M dx
≤ C
(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
.
Then
J1 ≤ CK
β−1
0 ||u||
r
Lp
∗
s (RN )
+ C
(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
.
Let
Gβ,M (t) =
∫ t
0
(h′β,M (τ))
1
p dτ ≥
p
β + p− 1
t(min{t,M})
β−1
p . (6.3)
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By Sobolev inequality (2.1), and Lemma 2.3 we can see that
S
(∫
RN
|Gs,M (u(x))|
p∗sdx
) p
p∗s
≤
∫
RN
∫
RN
|Gβ,M (u(x)) −Gβ,M (u(y))|
p
|x− y|N+sp
dxdy
≤ J1 + J2
Consequently we have
S
(∫
RN
|Gs,M (u(x))|
p∗sdx
) p
p∗s
≤ C1K
β−1
0
(
||u||r
Lp
∗
s (RN )
+ ||u||
p∗s
Lp
∗
s (RN )
)
+C2
(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
.
From (6.3), and the above inequality, we get
S
(
p
p+ β − 1
)p(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
≤ C1K
β−1
0
(
||u||r
Lp
∗
s (RN )
+ ||u||
p∗s
Lp
∗
s (RN )
)
(6.4)
+ C2
(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
(∫
RN
up
∗
su
(β−1)
p∗s
p
M dx
) p
p∗s
.
Fixing θ > Nsp , and choosing β > 1 such that
(β − 1)
p∗s
p
+ p∗s = θ(p
∗
s − 1) i.e. β = pθ
(p∗s − 1)
p∗s
− (p− 1).
Now, choose K0 = K0(β, u) > 0 such that(∫
{u≥K0}
up
∗
sdx
) p∗s−p
p∗s
≤
S
2
(
p
β + p− 1
)p
Hence from (6.4) we get(∫
RN
u
θ(p∗s−1)
M dx
) p
p∗s
≤ C
(
p+ β − 1
p
)p
Kβ−10
(
||u||r
Lp
∗
s (RN )
+ ||u||
p∗s
Lp
∗
s (RN )
)
.
As a result u ∈ Lθ(p
∗
s−1)(RN ). Thus u ∈ L∞(RN ) and since g ∈ L∞(RN ) follow
that f = |u|p
∗
s−2u + λg|u|r−2u ∈ L∞(RN ). Therefore, by Theorem 1.1 results
u ∈ Cαloc(R
N ). 
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