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A New Proof of The Strong Subadditivity Theorem
Yong-Jian Han, Yong-Sheng Zhang∗, Guang-Can Guo†
Key Laboratory of Quantum Information, University of Science and Technology
of China, CAS, Hefei 230026, People’s Republic of China
It is well known that the strong subadditivity theorem is hold for classical system, but it is very
difficult to prove that it is hold for quantum system. The first proof of this theorem is due to Lieb
by using the Lieb’s theorem. Here we use the conditions obtained in our previous work of matrix
analysis method to give a new proof of this famous theorem. This new proof is very elementary,
it only needs to carefully analyse the minimal value of a function. This proof also shows that the
conditions obtained in our previous work are stronger than the strong subadditivity theorem.
PACS number(s): 03.67.-a, 02.10.Yn, 89.70.+c
I. INTRODUCTION
Entropy is an important concept not only for physics but also for information science. From the definition of
entropy, we can get some simple properties of it, such as concavity, continuity property, additivity and subadditivity
[1]. But some other properties is not so obvious, such as the strong subadditivity theorem (SSA). Among all of the
properties of entropy, the most famous one is the SSA, and it is very difficult to prove this theorem for quantum
system. The content of this theorem can be expressed as the following: two overlapping subsystem AB and BC, the
entropy of their union (ABC) plus the entropy of their intersection (B) does not exceed the sum of the entropies of
the subsystems (AB and BC) [2], that is
S(ρABC) + S(ρB) ≤ S(ρAB) + S(ρBC). (1)
where S(ρ) = −Tr(ρlnρ). It is well known that this theorem is true for classical information theory, but to prove this
theorem is true for quantum system is very difficult. This theorem is first conjectured to be true for the quantum
system by Lanford and Robibson [3]. The first proof of this conjecture is given by Lieb et al. several years later. This
proof is based on the concave of the function S(ρ12) − S(ρ1) in ρ12 [4]. Another proof based on the same fact was
proposed by Uhlmann [5,6].
Recently, quantum information theory attracts more and more attentions for its misterious properties and its
potential applications in science and technology [7,8]. The SSA plays an important role in this new field [9] too.
The fundamental scource in quantum information is entanglement between many particles which can be viewed as
the relations between the partial particles. So distinguish whether a set of the partial particles come from a single
state (N -representability problem) [10,11] and further to obtain its entanglement property are important in quantum
information while SSA gives a strong constraint on the partial particles and the whole system. The convenience of
the SSA is that it has explicit physical and manipulating meaning. So it is a convenient necessary criterion for the
N -representability problem. Recently, we use the matrix analysis method [12] to get some necessary conditions for
the N -presentability problem. We find that using these conditions we can get a new proof for the SSA. Our new proof
is elementary, we need only to use the Lagrange multiplier method and carefully analyse the minimum of a function.
II. THE THEOREM AND THE PROOF
There is a density matrix ρABC, where the particle A,B and C are in L−dimension, M−dimension and
N−dimension Hilbert space, respectively. Let {λ
(1)
AB, λ
(2)
AB, · · · , λ
(LM)
AB }, {λ
(1)
BC , λ
(2)
BC , · · · , λ
(MN)
BC }, {λ
(1)
B , λ
(2)
B , · · · , λ
(M)
B }
and {λ
(1)
ABC , λ
(2)
ABC , · · · , λ
(LMN)
ABC } are the eigenvalues of the density matrix ρAB, ρBC , ρB and ρABC , respectively (where
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ρAB, ρBC and ρB are gotten by tracing the other particles from ρABC), and they are arranged in increasing order. We
defined vectors λAB = {λ
(1)
AB, λ
(2)
AB , · · · , λ
(LM)
AB }, λBC = {λ
(1)
BC , λ
(2)
BC , · · · , λ
(MN)
BC }, λB = {λ
(1)
B , λ
(2)
B , · · · , λ
(M)
B }, λABC =
{λ
(1)
ABC , λ
(2)
ABC , · · · , λ
(LMN)
ABC } and λ
B
AB = {
∑L
i=1 λ
(i)
AB,
∑2L
i=L+1 λ
(i)
AB , · · · ,
∑LM
i=L(M−1)+1 λ
(i)
AB}, λ
B
BC = {
∑N
i=1 λ
(i)
BC ,∑2N
i=N+1 λ
(i)
BC , · · · ,
∑MN
i=(M−1)N+1 λ
(i)
AB}, λ
AB
ABC = {
∑N
j=1 λ
(j)
ABC ,
∑2N
j=N+1 λ
(j)
ABC , · · · ,
∑LMN
j=(LM−1)N+1 λ
(j)
ABC }, and
λBCABC ={
∑L
j=1 λ
(j)
ABC ,
∑2L
j=L+1 λ
(j)
ABC , · · · ,
∑LMN
j=(MN−1)L+1 λ
(j)
ABC }. Using the matrix analysis method, we get the
following two lemmas on the eigenvalues [12].
Lemma 1. Using the notes defined before, we can get the relations between the eigenvalues of ρBC , ρAB, ρB and
ρABC as
λABABC ≻ λAB (2.1)
λBCABC ≻ λBC (2.2)
λBBC ≻ λB (2.3.1)
λBAB ≻ λB (2.3.2)
Lemma 2. Suppose rank(ρABC) = LMN−Ls, rank(ρBC) = MN−s, rank(ρAB) = LM−r and rank(ρB) = M−t,
if r and s satisfy the condition Nr ≤ Ls, there will be
t ≤ [
r − 1
L
] + 1, (3)
where [x] is the maximum integer which is smaller than x.
The notation y ≻ x mean that the vector x is majorized by the vector y. The majorization is defined as the
following. Let x = {x1, x2, · · · , xn} and y = {y1, y2, · · · , yn} are n-dimensional vectors and the elements are arranged
in increasing order. Then the vector x is majorized by vector y [13], denoted by y ≻ x, if for each k (k = 1, 2, · · ·n)
the following inequality is hold
k∑
i=1
xi ≥
k∑
i=1
yi
and the equality is hold when k = n. Under these two Lemmas, we can find that the SSA is hold in the following.
Theorem There are four normalized vectors λABC = {λABC1 , λ
ABC
2 , · · · , λ
ABC
LMN}, λ
AB = {λAB1 , λ
AB
2 , · · · , λ
AB
LM},
λBC = {λBC1 , λ
BC
2 , · · · , λ
BC
MN} and λ
B = {λB1 , λ
B
2 , · · · , λ
B
M}, the elements of these vectors are non-negative and ar-
ranged in increasing and define the vectors λABCAB , λ
ABC
BC and λ
BC
B , λ
AB
B , which are similar to the vectors in lemma 1.
If the elements of these vectors satisfy the following conditions
1. λABCAB ≻ λ
AB ;
2. λABCBC ≻ λ
BC ;
3. λBCB ≻ λ
B and λABB ≻ λ
B ;
4. Suppose the vector λ = λABC has only Ls zero elements and λBC has s zero elements, and if the vector λAB has
r zero elements, there are at least [ r−1
L
] + 1 elements of the vector λB are zeroes. If exchange the role of the vector
λAB and λBC , the similar result must be hold also.
Thus the following inequality is hold
S(λ) + S(λB) ≤ S(λBC) + S(λAB), (4)
where S(λ) =
∑LMN
i=1 (−λi lnλi).
The proof of the theorem is technical. We use the Lagrange multiplier method to get the minimal value of a function
under the conditions 1, 2 and 3. Because there are many possible extreme points, we need to find out the minimal
one. We use some facts to find that when the function gets the minimal value, all of the nonzero elements are equal
to each other. Then use the condition 4 to get the minimal value of the function.
Proof. At first, we define a function
F =
LM∑
i=1
(−λABi lnλ
AB
i ) +
MN∑
i=1
(−λBCi lnλ
BC
i ) +
M∑
i=1
(λBi lnλ
B
i ) +
LMN∑
i=1
(λi lnλi), (5)
2
If we can prove that the minimum of this function is not less than 0 under the conditions 1-4, the theorem is true.
So the proof becomes to find the minimal value of a function under some conditions. Obviously, the minimal value of
this function exists and is finite. Now we use the Lagrange multiplier method to deal with the conditions 1, 2, 3 and
define a new function
G =
LM∑
i=1
(−λABi lnλ
AB
i ) +
MN∑
i=1
(−λBCi lnλ
BC
i ) +
M∑
i=1
(λBi lnλ
B
i ) +
LMN∑
i=1
(λi lnλi) (6)
+
LM−1∑
i=1
α1i (
i∑
j=1
λABj −
Ni∑
j=1
λj − x
2
1i) +
MN−1∑
k=1
β1k(
k∑
j=1
λBCj −
Lk∑
j=1
λj − y
2
1k)
+
M−1∑
i=1
α2i (
Li∑
j=1
λBj −
i∑
j=1
λABj − x
2
2i) +
M−1∑
k=1
β2k(
Nk∑
j=1
λBj −
k∑
j=1
λBCj − y
2
2k)
+
LMN∑
i=0
γi(λi+1 − λi − z
2
i ) +
LM∑
i=1
ui(λ
AB
i+1 − λ
AB
i − r
2
i )
+
MN∑
i=1
vi(λ
BC
i+1 − λ
BC
i − s
2
i ) +
M∑
i=1
wi(λ
B
i+1 − λ
B
i − t
2
i )
+a1(
LM∑
i=1
λABi − 1) + a2(
MN∑
i=1
λBCi − 1) + a3(
M∑
i=1
λBi − 1) + a4(
LMN∑
i=1
λi − 1),
where the parameters αji , β
j
k, ui, vi and wi, γj , ai are Lagrange multipliers, x
2
1i, y
2
1k, x
2
2i, y
2
2k, z
2
i , r
2
i , s
2
i and t
2
i are
introduced to make the inequalities to be equations. We have used the conditions that λABi , λ
B
j , λ
BC
k and λi are
arranged in increasing order and let λ0 = 0.
Then when G get the minimal value, there must be some constraints on the parameters and variables. First, we
can get αjixji = 0 (i = 1, 2, · · · , LM − 1; j = 1, 2) and the similar relations between β
j
k and yjk, γi and zi, ui and ri, vi
and si, wi and ti. The second, we get the relations between the elements of the vector λ
AB and λ,
i∑
j=1
λABj −
Ni∑
j=1
λj = x
2
1i, i = 1, 2, · · · , LM − 1 (7)
and the similar relations between λ and λBC , λAB and λB , λBC and λB. Then the relations between the vector λAB
can be gotten
λABi+1 − λ
AB
i = r
2
i , i = 1, · · · , LM − 1; (8)
LM∑
i=1
λABi − 1 = 0,
and the similar relations between the vectors of λBC , λB and λ.
The most important constraints are the equations between the vectors λABi , λ
BC
i , λ
B
i and λi
− lnλABi − 1 +
LM−1∑
j=i
α1i −
M−1∑
j=[ i−1
L
]+1
α2j + ui−1 − ui + a1 = 0 (i = 1, 2, · · · , LM). (9.1)
− lnλBCi − 1 +
MN−1∑
j=i
β1j −
M−1∑
j=[ i−1
N
]+1
β2j + vi−1 − vi + a2 = 0 (i = 1, 2, · · · ,MN). (9.2)
lnλBi + 1 +
M−1∑
j=i
α2i +
M−1∑
j=i
β2i + wi−1 − wi + a3 = 0 (i = 1, 2, · · · ,M). (9.3)
3
lnλi + 1−
LM−1∑
j=[ i−1
N
]+1
α1j −
MN−1∑
j=[ i−1
L
]+1
β1j + γi−1 − γi + a4 = 0 (i = 1, 2, · · · , LMN). (9.4)
Since the number of the possible cases are so large, it is very difficult to get the solutions directly. We point out
some useful facts to reduce the possible solutions and to find the minimal value of the function G.
Fact 1. When the function G get the minimum, suppose that parameters α1i and α
2
j are the nearest nonzero
parameter act on the elements of vector λAB, if the parameters ui and uLj are zeroes, all the parameter uk (i ≤ k ≤ Lj)
are equal to zeroes. This fact is true for the other parameters vi, wi, γi.
Proof. Without loss of generality, we only consider the parameter ui. Suppose the fact is not true, there are some
parameters up (i < m ≤ p ≤ n < Lj) are not zeroes. For simplicity, we suppose there are no more nonzero parameters
α1i and α
2
j . Then we get the conditions from (9.1)
− lnλABm − 1 + α
1
i − α
2
j + 0− um + a1 = 0,
− lnλABm+1 − 1 + α
1
i − α
2
j + um − um+1 + a1 = 0,
... (10)
− lnλABn − 1 + α
1
i − α
2
j + un−1 − un + a1 = 0,
− lnλABn+1 − 1 + α
1
i − α
2
j + un − 0 + a1 = 0,
where we have used the conditions that the parameters um−1 and un+1 are zeros. Since the parameters up (i < m ≤
p ≤ n < Lj) are nonzero, then we get λABm = λ
AB
m+1 = · · · = λ
AB
n = λ
AB
n+1. So we have the relations between these
nonzero parameters
−um = um − um+1 = · · · = un−1 − un = un, (11)
that is, un = (n −m + 1)um = −um. So um = 0, then all of the parameters up (i < m ≤ p ≤ n < Lj) are zeroes,
which is inconsistent with our suppose. So this fact is true. QED.
Since the fact 1, the parameters uk affect the result only when there are some nonzero parameter α
1
i or α
2
j make
k = i or k = Lj. For this situation, we have the following fact.
Fact 2. When the function G get the minimum, if there are a set of parameters uk (m ≤ k ≤ n) are nonzero and
there are some nonzero parameters α1i make m ≤ i ≤ n, This situation is equal to the situation where the parameters
uk (m ≤ k ≤ n) and α
1
i are zeroes, but two new parameters α
1
m−1 and α
1
n+1 should be added, and the parameters γi
(0 ≤ i ≤ LMN) should be adjusted.
Proof. Without loss of generality, we suppose only the nonzero parameter α1i satisfy the condition m ≤ i ≤ n. For
simplicity, we suppose there is no other nonzero parameters act on the eigenvalues of ρAB. Since the parameter α
1
i
are nonzero, then
i∑
j=1
λABj −
Ni∑
j=1
λj = 0; (12)
and the parameters uk (m ≤ k ≤ n) are nonzero, we get
λABm = λ
AB
m+1 = · · · = λ
AB
n = λ
AB
n+1. (13)
Since we have the condition
∑i−1
j=1 λ
AB
j ≥
∑N(i−1)
j=1 λj , together with the equation (12), we get λ
AB
i ≤∑Ni
j=N(i−1)+1 λj . On the other hand, λ
AB
i+1 ≥
∑N(i+1)
j=Ni+1 λj , that is,
∑Ni
j=N(i−1)+1 λj ≥
∑N(i+1)
j=Ni+1 λj . Because of the
condition λN(i−1)+1 ≤ λN(i−1)+2 ≤ · · · ≤ λN(i+1), we get the equation λN(i−1)+1 = λN(i−1)+1 = · · · = λN(i+1). So we
get λABi =
∑Ni
j=N(i−1)+1 λj and λ
AB
i+1 =
∑N(i+1)
j=Ni+1 λj , that is
i−1∑
j=1
λABj −
N(i−1)∑
j=1
λj = 0,
i+1∑
j=1
λABj −
N(i+1)∑
j=1
λj = 0. (14)
Continue to use this method we can get
4
m−1∑
j=1
λABj −
N(m−1)∑
j=1
λj = 0,
n+1∑
j=1
λABj −
N(n+1)∑
j=1
λj = 0. (15)
From these equations, we can find this is just as there are two nonzero parameters α1m−1 and α
1
n+1, and the nonzero
parameter α1i have no effect in this case. From the constraints on λ
AB
k , there wll be
− lnλABk − 1 + α
1
i + a1 = 0 (1 ≤ k ≤ m− 1) , (16.1)
− lnλABk − 1 + α
1
i + uk−1 − uk + a1 = 0 (m ≤ k ≤ i) , (16.2)
− lnλABk − 1 + uk−1 − uk + a1 = 0 (i+ 1 ≤ k ≤ n+ 1) , (16.3)
− lnλABk − 1 + a1 = 0 (n+ 2 ≤ k ≤ LM) . (16.4)
Since the elements λABk (m ≤ k ≤ n + 1) are equal to each other, then um = um − um+1 = · · · = ui−1 − ui ≡ α,
ui−ui+1 = ui+1−ui+2 = · · · = un ≡ β and β = α+α
1
i . If we let the nonzero parameters α
1
m−1 = −α and α
1
n+1 = β,
the equations are the same. Now we consider the effect of this substitution on the vector λ. For simplicity, we suppose
also that there are only the nonzero parameter α1i act on the vector λ. Then the equations are
lnλk + 1− α
1
i + γk−1 − γk + a4 = 0 (1 ≤ k ≤ Ni) , (17.1)
lnλk + 1 + γk−1 − γk + a4 = 0 (Ni+ 1 ≤ k ≤ LMN) . (17.2)
Insert the parameters α1m−1 and α
1
n+1 into the equations, we can find that
lnλk + 1− α
1
m−1 − α
1
n+1 + γk−1 − γk + a4 = 0 (1 ≤ k ≤ Ni) , (18.1)
lnλk + 1− α
1
n+1 + γ
′
k−1 − γ
′
k + a4 = 0 (Ni+ 1 ≤ k ≤ N(n+ 1)) (18.2)
lnλk + 1 + γ
′
k−1 − γ
′
k + a4 = 0 (N(n+ 1) + 1 ≤ k ≤ LMN) (18.3)
where γ
′
k (Ni + 1 ≤ k ≤ LMN) are the new parameters to make the equations are the same as the equation (17).
This is just as the situation that the parameters α1m−1 and α
1
n+1 are nonzero, and the parameter γk is adjusted. QED
This fact is also true for the parameters β1j . This fact tell us that any solution found in the former situation can
be found in the later case. In the following, we always suppose we have already done this change. After making
these changes there is no nonzero parameters α1i or β
1
j make the parameter ui(vj) nonzero and the parameters γi are
substituted by γ
′
i .
Fact 3. When the function G get the minium, if i and j are the nearest indexes to make the equations∑i
k=1 λ
AB(BC)
k =
∑N(L)i
k=1 λk and
∑j
k=1 λ
BC(AB)
k =
∑L(N)j
k=1 λk to be hold, the elements of the vector λ between
Ni and Lj are equal to each other.
Proof. We suppose this conclusion is not true, without loss of generality, let Lj > Ni. Then there are some elements
satisfy the following conditions λLj = λLj−1 = · · · = λp ≡ λb > λa ≡ λNi = λNi+1 = · · · = λq, for simplification, we
suppose that Lj − p ≥ q−Ni. If we define the following parameters ∆l and ∆
′
m as
∑l
k=i+1 λ
AB
k −
∑Nl
k=Ni+1 λk = ∆l
(i + 1 ≤ l ≤
[
Lj
N
]
, [x] is the maximal integer which is smaller than x) and
∑Nj
k=Nm+1 λk −
∑j
k=m λ
BC
k = ∆
′
m
(
[
Ni
L
]
≤ m ≤ j), we can find that all of these parameters are more than zero. Then we take out the minimal number
from ∆l
l−i
and
∆
′
m
j−m
, we denote it by ∆, obviously it is more than zero. Now we change the element λ2 by λ2 −
∆
′
Lj−p
and λ1 by λ1 +
∆
′
q−Ni
where the parameter ∆
′
= (q −Ni)∆. After these substitution, the new elements of the vector
λ
′
satisfy all of the conditions. The entropy of the vector λ
′
is larger than the entropy of the vector λ and the entropy
of the other vector is invariable. So the function G for the new vector is smaller than the former which is inconsistent
with the suppose. QED.
This fact is also true for the vector λB. Since we have the fact 3, then we want to know how many nonzero
parameters α1i and β
1
j in the section where all of the elements are the same. We have the following fact
Fact 4. When the function G get the minimum, there is no nonzero parameters α1i and β
1
j in the section where all
of the elements of vector λ are the same except for the edge parameters.
Proof. We first point out that there are at most four nonzero parameters α1i or β
1
j in the section where all of the
elements of vector λ are equal to each other if the conclusion is not true. If this assert is not true, there are at least
five nonzero parameters act on the section where all of the elements of the vector λ are the same. So at least three
of them (such as α1l (l = i, j, k · · ·) or β
1
l (l = i, j, k · · ·)) are act on the same vector. Without loss of generality,
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we suppose there are three nonzero parameters α1l (l = i, j, k). Since the elements λNi+1 = λNi+2 = · · · = λNj =
λNj+1 = λNj+2 = · · · = λNk ≡ λa. We have λ
AB
i+1 ≥ Nλa and λ
AB
k ≤ Nλa, since λ
AB
i+1 ≤ λ
AB
k , then all of the elements
λABl (i+1 ≤ l ≤ k) are equal to each other. Because we have already done the changes in the fact 2, and use the fact
1, we find all of the parameters uk (i+1 ≤ l ≤ k) are zeroes. Further more, the parameters α
1
j are zeroes too. So the
number of the nonzero parameters is no more than four, and they divide the section where all the elements are equal
into three smaller sections.
Now we only need to prove the case that less than five parameters are also zeroes. If these parameters are nonzero
and set on the vectors as figure 1, which makes the function G get the minimum, we take some sufficient small value
∆ from the elements of the first section to the third section. At the same time, ∆ must be taken from the left side
section of the parameters k and j to the right side section. Using the same method of the proof of the fact 3, if the
∆ is sufficient small, all the conditions will be satisfied. From the following calculating, we can find that through this
manipulation the function G is smaller which is inconsistent with the minimal suppose.
Let the elements of the vectors before the manipulating are λNi+1 = λNi+2 = · · · = λLk ≡ λa, λNj+1 = λNj+2 =
· · · = λLl ≡ λb;λ
AB
j = λ
AB
j−1 = · · · = λ
AB
s ≡ λ
AB
a , λ
AB
j+1 = λ
AB
j+2 = · · · = λ
AB
t ≡ λ
AB
b ;λ
BC
k = λ
BC
k−1 = · · · = λ
BC
u ≡
λBCa , λ
BC
k+1 = λ
BC
k+2 = · · · = λ
BC
v ≡ λ
BC
b . After the manipulate, the new elements are λ
′
a = λa−
∆
Lk−Ni
, λ
′
b = λa+
∆
Ll−Nj
;
λAB
′
a = λ
AB
a −
∆
j−s+1 , λ
AB′
b = λ
AB
b +
∆
t−j
; λBC
′
a = λ
BC
a −
∆
k−u+1 , λ
BC′
b = λ
BC
b −
∆
v−k
and the other elements are the
same as before. Since ∆ is sufficient small, we can expand the function ln(λ+ ∆
K
) = lnλ+ ∆
Kλ
in the first order. Using
this formula, we can calculate the difference of the function G between these two vectors.
G
′
−G = −(Lk −Ni)λa lnλa − (Ll −Nj)λb lnλb + (Lk −Ni)λ
′
a lnλ
′
a + (Ll −Nj)λ
′
b lnλ
′
b
+(j − s+ 1)λABa lnλ
AB
a + (t− j)λ
AB
b ln λ
AB
b − (j − s+ 1)λ
AB′
a lnλ
AB′
a
−(t− j)λAB
′
b lnλ
AB′
b + (k − u+ 1)λ
BC
a lnλ
BC
a + (v − k)λ
BC
b lnλ
BC
b
−(k − u+ 1)λBC
′
a lnλ
BC′
a − (v − k)λ
BC′
b lnλ
BC′
b
= ∆ ln
λbλ
AB
a λ
BC
a
λaλ
AB
b λ
BC
b
(19)
Since λa = λb and λ
AB
a < λ
AB
b , λ
BC
a < λ
BC
b , there will be G
′
−G < 0. This is inconsistent with the suppose that
the function G get the minimum. QED
Fact 5: When the function G get the minimum, there are at most one α1i and one α
2
j are nonzero and the elements
λk = 0 (k ≤ Ni or k ≤ Lj), λ
AB
k = 0 (k ≤ i) , λ
BC
k = 0 (k ≤ j) .
The proof of this fact is similar to the proof of the second part of the fact 4. If there is another nonzero parameter,
we can take some small value from the left of this parameter to the right of it to make the value of the function G
smaller, which is inconsistent with the minimal suppose of the function G. This fact means that all of the nonzero
elements of the vector λ are equal to each other. If there is no nonzero parameter act on the vector λ, that is, all
of the parameters α1i and β
1
j are zeroes, then all of the elements of the vector λ are
1
LMN
, all of the elements of the
vector λAB are 1
LM
, all of the elements of the vector λBC are 1
MN
, all of the elements of the vector λB are 1
M
. Now
the value of the function G is zero. If there is only one parameter (such as α1i ) is nonzero, we have the following fact.
Fact 6: When the function G get the minimum and there is only one parameter α1i (β
1
j ) is nonzero, then all of the
nonzero elements of the vector λBC , λAB and λB are equal to each other.
Proof: Without loss of generality, we suppose the nonzero parameter is α1i . The nonzero elements of the vector
λAB is equal to each other. We can get this result by only using the inequality between the elements of the vector λAB
and λ. We focus on the other part of the fact. Since the nonzero elements of the vector λAB are the same, all of the
parameters α2i are zero. Now we only consider the parameters β
2
j . Suppose the nonzero parameters β
2
i1
, β2i2 , · · · , β
2
ik
are set as the figure II. From the constraints of the elements of the vector λB and λBC in equations (9)
− lnλBCi − 1−
M−1∑
j=[ i−1
N
]+1
β2j + vi−1 − vi + a2 = 0 (i = 1, 2, · · · ,MN), (20.1)
ln λBi + 1 +
M−1∑
j=i
β2i + wi−1 − wi + a3 = 0 (i = 1, 2, · · · ,M). (20.2)
Then we find the elements of these vectors can be divided into several groups, in each group the elements are equal
to each other, that is,
6
λBCNi1+p1+1 = λ
BC
Ni1+p1+2 = · · · = λ
BC
MN ≡ ζ
BC
0 ,
λBCNi1−q1 = λ
BC
Ni1−q1+1 = · · · = λ
BC
Ni1+p1 ≡ ζ
BC
01
λBCNi2+p2+1 = λ
BC
Ni2+p2+2 = · · · = λ
BC
Ni1−q1−1 ≡ ζ
BC
1 , (21)
...
λBC1 = λ
BC
2 = · · · = λ
BC
Nik
≡ ζBCk ,
and
λBi1+1 = λ
B
i1+2 = · · · = λ
B
M ≡ ζ
B
0 ,
λBi2+1 = λ
B
i2+2 = · · · = λ
B
i1
≡ ζB1 , (22)
...
λB1 = λ
B
2 = · · · = λ
B
ik
≡ ζBk .
We must note that all of the parameters wi which act on the vector λ
Bare zeroes. At first, if all of the indexes ij
satisfy wij = 0, using the fact 1, all of the parameters are zero. The second, if there are some indexes (such as ij)
make the parameter wij to be nonzero. Because the elements in the same section are equal to each other for the fact
3, we get ζBj−i = ζ
B
j . Because of ζ
B
j−1 ≥ Nζ
BC
j−1,j and ζ
B
j ≤ Nζ
BC
j−1,j , then ζ
B
j = Nζ
BC
j−1,j . So if we let l = [
qj
N
] and
m = [
pj
N
], we can get the inequality ζBj−1 ≥ (pj−m)ζ
BC
j−1,j+(N−pj+m)ζ
BC
j−1 and ζ
B
j ≤ (qj− l)ζ
BC
j−1,j+(N−qj+ l)ζ
BC
j .
Since ζBCj−1 ≥ ζ
BC
j−1,j ≥ ζ
BC
j , we can get that ζ
BC
j−1 = ζ
BC
j−1,j = ζ
BC
j . Now we can get the conclusion by using the fact 1,
that all of the parameters vk (ij − qij ≤ k ≤ ij − pij ) and β
2
ij
are zeros. So the second situation can be reduced to
the first situation. So The constraints of the vectors λB and λAB are reduced to
− lnλBCi − 1−
M−1∑
j=[ i−1
N
]+1
β2j + vi−1 − vi + a2 = 0 (i = 1, 2, · · · ,MN), (23.1)
lnλBi + 1 +
M−1∑
j=i
β2i + a3 = 0 (i = 1, 2, · · · ,M). (23.2)
If let
ζBCi
ζBC
0
= χi,
ζBCi−1,i
ζBC
0
= χi−1,i and
ζBi
ζB
0
= ηi (i = 0, 2, · · · , k), we can get χi = ηi and χi−1,i = χ
ωi
i−1χ
σi
i where
ωi + σi = 1 and ωi =
pi
pi+qi
, σi =
qi
pi+qi
. From these definition, we find that all of the parameters χi and χi−1,i
are in the section [0, 1]. Since we have the conditions
∑Nij+1
l=Nij+1
λBCl =
∑ij+1
l=ij+1
λBl , then we can get the equations∑
Nij+1
l=Nij+1
λBCl∑
MN
l=Ni1+1
λBC
l
=
∑
ij+1
l=ij+1
λBl∑
M
l=i1+1
λB
l
. That is
[N(ij − ij+1)− pj+1 − qj ]χj + pj+1χ
σj+1
j+1 χ
ωj+1
j + qjχ
σj
j χ
ωj
j−1
MN −Ni1 − p1 + p1χ
σ1
1
=
(ij − ij+1)χj
M − i1
.
So we can get the equations
(ij − ij+1)p1(1− χ
σ1
1 ) = (M − i1)[pj+1(1− (
χj+1
χj
)σj+1 ) + qj(1− (
χj−1
χj
)ωj )]. (24)
If there is a parameter wNim+1 = 0, then the mth equations in equations (24) has no item which is including pm+1.
According to the number of the parameters which make wNil+1 = 0 (1 ≤ l ≤ k), we can divide the elements of these
vectors into some sections, the last equation of this section has no item which contains p. We can only point out that
the parameter vNin must be zero where the parameter n satisfy the condition ηn = 0 and ηn−1 > 0. Or the condition
4 will not be satisfied. So we always can sum up all of the equations in the same section to get
(i1 − is+1)p1(1− χ
σ1
1 ) = (M − i1)[q1(1− (
1
χ1
)ω1) +
s∑
l=2
(pl + ql)(1− ωl(
χl
χl−1
)σl − σl(
χl−1
χl
)ωl)] (25)
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where the parameter s means that the parameter vis+1 = 0. We first focus on the lhs. of the equation (25), and
obviously, it is non-negative. Then we consider the rhs. of this equation, there is a function f(x) = xa1−x+(1−x)a−x.
The value of this function is not more than 1. Then the rhs. is non-positive. To make the equation to be hold, the
two sides of the equation must be zero. That is χ1 = 1 and σi(ωi) = 0 or a = 1. For each section, we can get the same
conditions which imply that all of the nonzero elements of the vector λB and λBC are equal to each other. QED
For the case there are two nonzero parameters α1i and β
1
j , using the similar method before and notice the condition
4, we can get the same result that all of the nonzero elements are equal to each other.
For the facts proved before, we can get the conclusion that when the function G get the minimum, all of the nonzero
elements of the vectors λAB, λBC , λB and λ are equal to each other. Using the condition 4, we can calculate that the
minimum of the function G is not less than zero. This is the end of the proof of the theorem. QED
Since the Lemma 1 and Lemma 2, the theorem imply that the SSA is hold. This method can be used to prove
some other entropy properties between the partial density matrix and the multipartite density matrix, Such as the
inequality S(ρAB) ≤ S(ρA) + S(ρB).
III. CONCLUSION
In this paper we give a new elementary proof of the SSA which is an important property of the entropy for classical
information and quantum information. The proof is dependent on the analysis of the minimal value of a function
under some conditions. This proof also show that the conditions in our previous work [12] are stronger than the SSA.
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Figure caption.
Figure 1. In this figure, the parameters α1i , α
1
j , β
1
k, β
1
l and α
2
n, α
2
q , β
2
m, β
2
p are nonzero. The eigenvalues λv(i < v ≤ j) are
equal to each other. Theses nonzero parameters divide the eigenvalues between i and j into three sections. We take sufficient
small value ∆ from the first section to the third section. And the same time, we must take the same value from the left
section of the parameter k and j to the right section in the eigenvalue λBCand λBC , respectively. The bold line means
that the eigenvalues in the line are the same.
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Figure 2. In this figure, the parameters β2
i1
, β2i2 , · · · , β
2
ik
are zero. The bold line means that all of the eigenvalues lie in the
line are equal to each other for the nonzero parameters vi.
9
 1i
 
2i
 
1−kiki
1p
 
1q
 
2p
 
2q
 
1−kp1−kqABλ
Bλ
Fig. 2 
i j 
k l 
m q pn 
∆
∆
∆
λ
ABλ
BCλ
Bλ
Fig. 1 
