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THE FOURIER TRANSFORM ON NEGATIVELY CURVED
HARMONIC MANIFOLDS
KINGSHOOK BISWAS
Abstract. Let X be a complete, simply connected harmonic manifold with
sectional curvatures K satisfying K ≤ −1, and let ∂X denote the boundary at
infinity ofX. Let h > 0 denote the mean curvature of horospheres inX, and let
ρ = h/2. Fixing a basepoint o ∈ X, for ξ ∈ ∂X, let Bξ denote the Busemann
function at ξ such that Bξ(o) = 0, then for λ ∈ C the function e
(iλ−ρ)Bξ is an
eigenfunction of the Laplace-Beltrami operator with eigenvalue −(λ2 + ρ2).
For a function f on X, we define the Fourier transform of f by
f˜(λ, ξ) :=
∫
X
f(x)e(−iλ−ρ)Bξ(x)dvol(x)
for all λ ∈ C, ξ ∈ ∂X for which the integral converges. We prove a Fourier
inversion formula
f(x) = C0
∫
∞
0
∫
∂X
f˜(λ, ξ)e(iλ−ρ)Bξ(x)dλo(ξ)|c(λ)|
−2dλ
for f ∈ C∞c (X), where c is a certain function on R − {0}, λo is the visibility
measure on ∂X with respect to the basepoint o ∈ X and C0 > 0 is a constant.
We also prove a Plancherel theorem. This generalizes the corresponding re-
sults for rank one symmetric spaces of noncompact type and negatively curved
harmonic NA groups (or Damek-Ricci spaces).
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1. Introduction
A harmonic manifold is a Riemannian manifold X such that for any point x ∈
X , there exists a non-constant harmonic function on a punctured neighbourhood
of x which is radial around x, i.e. only depends on the geodesic distance from
1
2 KINGSHOOK BISWAS
x. Copson and Ruse showed that this is equivalent to requiring that sufficiently
small geodesic spheres centered at x have constant mean curvature, and moreover
such manifolds are Einstein manifolds [CR40]. Hence they have constant curvature
in dimensions 2 and 3. The Euclidean spaces and rank one symmetric spaces
are examples of harmonic manifolds. The Lichnerowicz conjecture asserts that
conversely any harmonic manifold is either flat or locally symmetric of rank one.
The conjecture was proved for harmonic manifolds of dimension 4 by A. G. Walker
[Wal48]. In 1990 Z. I. Szabo proved the conjecture for compact simply connected
harmonic manifolds [Sza90]. In 1995 G. Besson, G. Courtois and S. Gallot proved
the conjecture for manifolds of negative curvature admitting a compact quotient
[BCG95], using rigidity results from hyperbolic dynamics including the work of Y.
Benoist, P. Foulon and F. Labourie [BFL92] and that of P. Foulon and F. Labourie
[FL92]. In 2005 Y. Nikolayevsky proved the conjecture for harmonic manifolds of
dimension 5, showing that these must in fact have constant curvature [Nik05].
In 1992 however E. Damek and F. Ricci had already provided a family of coun-
terexamples to the conjecture in the noncompact case, which have come to be
known as harmonic NA groups, or Damek-Ricci spaces [DR92]. These are solvable
Lie groups X = NA with a suitable left-invariant Riemannian metric, given by
the semi-direct product of a nilpotent Lie group N of Heisenberg type (see [Kap80])
with A = R+ acting on N by anisotropic dilations. While the noncompact rank one
symmetric spaces G/K may be identified with harmonic NA groups (apart from
the real hyperbolic spaces), there are examples of harmonic NA groups which are
not symmetric. In 2006, J. Heber proved that the only complete simply connected
homogeneous harmonic manifolds are the Euclidean spaces, rank one symmetric
spaces, and harmonic NA groups [Heb06].
Though the harmonic NA groups are not symmetric in general, there is still a
well developed theory of harmonic analysis on these spaces which parallels that of
the symmetric spaces G/K. For a noncompact symmetric space X = G/K, an
important role in the analysis on these spaces is played by the well-known Helgason
Fourier transform [Hel94]. For harmonic NA groups, F. Astengo, R. Camporesi
and B. Di Blasio have defined a Fourier transform [ACB97], which reduces to the
Helgason Fourier transform when the space is symmetric. In both cases a Fourier
inversion formula and a Plancherel theorem hold.
The aim of the present article is to generalize these results to general noncompact
harmonic manifolds and initiate a study of harmonic analysis on these spaces. Our
analysis will apply however only to the negatively curved harmonic manifolds. Our
results may be described briefly as follows:
Let X be a complete, simply connected harmonic manifold of negative sectional
curvature K ≤ −1. Then X is a CAT(-1) space and can be compactified by adding
a boundary at infinity ∂X , defined in terms of equivalence classes of geodesic rays
γ : [0,∞) → X in X . Fix a basepoint o ∈ X . Then for each boundary point
ξ ∈ ∂X , there is a Busemann function Bξ at ξ such that Bξ(o) = 0, defined for
x ∈ X by
Bξ(x) = lim
y→ξ
(d(x, y)− d(o, y))
where y ∈ X converges to ξ along the geodesic ray [o, ξ) joining o to ξ. The level
sets of the Busemann functions are called horospheres in X . The manifold X ,
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being harmonic, is also asymptotically harmonic, i.e. the mean curvature of all
horospheres is equal to a constant h ≥ 0. Since X is negatively curved, in fact
h is positive, and, by a result of G. Knieper [Kni12], the manifold X has purely
exponential volume growth, i.e. there is a constant C > 1 such that for all R > 1
the volume of geodesic balls B(x,R) in X is given by
1
C
ehR ≤ vol(B(x,R)) ≤ CehR
We let
ρ =
1
2
h
Then it turns out that for any λ ∈ C and ξ ∈ ∂X , the function f = e(iλ−ρ)Bξ is an
eigenfunction of the Laplace-Beltrami operator ∆ on X with eigenvalue −(λ2+ρ2).
The Fourier transform of a function f ∈ C∞c (X) is then defined to be the function
on C× ∂X given by
f˜(λ, ξ) =
∫
X
f(x)e(−iλ−ρ)Bξ(x)dvol(x)
When X is a noncompact rank one symmetric space, this reduces to the Helgason
Fourier transform.
The unit tangent sphere T 1oX is identified with the boundary ∂X via the home-
omorphism p : v ∈ T 1oX 7→ ξ = γv(∞) ∈ ∂X , where γv is the unique geodesic ray
with γ′v(0) = v. Pushing forward the Lebesgue measure on T
1
oX by the map p gives
a measure on ∂X called the visibility measure, which we denote by λo. We then
have the following Fourier inversion formula:
Theorem 1.1. There is a constant C0 > 0 and a function c on C− {0} such that
for any f ∈ C∞c (X), we have
f(x) = C0
∫ ∞
0
∫
∂X
f˜(λ, ξ)e(iλ−ρ)Bξ(x)dλo(ξ)|c(λ)|−2dλ
for all x ∈ X.
We also have a Plancherel formula:
Theorem 1.2. For any f, g ∈ C∞c (X), we have∫
X
f(x)g(x)dvol(x) = C0
∫ ∞
0
∫
∂X
f˜(λ, ξ)g˜(λ, ξ)dλo(ξ)|c(λ)|−2dλ
The Fourier transform extends to an isometry of L2(X, dvol) into L2((0,∞) ×
∂X,C0dλo(ξ)|c(λ)|−2dλ).
The article is organized as follows. In section 2 we recall the facts about CAT(-
1) spaces and harmonic manifolds which we require. In section 3 we compute
the action of the Laplacian ∆ on spaces of functions constant on geodesic spheres
and horospheres respectively. In section 4 we carry out the harmonic analysis of
radial functions, i.e. functions constant on geodesic spheres centered around a
given point. Unlike the well-known Jacobi analysis [Koo84] which applies to radial
functions on rank one symmetric spaces and harmonic NA groups, our analysis
here is based on hypergroups [BH95]. We define a spherical Fourier transform for
radial functions, and obtain an inversion formula and Plancherel theorem for this
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transform. In section 5 we prove the inversion formula and Plancherel formula for
the Fourier transform. The main point of the proof is an identity expressing radial
eigenfunctions in terms of an integral over the boundary ∂X . Finally in section 6
we define an operation of convolution with radial functions, and show that the L1
radial functions form a commutative Banach algebra under convolution.
Acknowledgements. The author would like to thank Swagato K. Ray and
Rudra P. Sarkar for generously sharing their time and knowledge over the course
of numerous educative and enjoyable discussions.
2. Preliminaries
In this section we recall the facts about CAT(-1) spaces and harmonic manifolds
which we will require.
2.1. CAT(-1) spaces. References for the material in this section include [BH99],
[Bou95], [Bou96].
Given a real number κ, a CAT(κ) space X is a metric space with a synthetic
notion of having curvature bounded above by κ. In the following we will assume
however that κ ≤ 0. It is required firstly that X be a geodesic metric space, i.e. any
two points x, y in X can be joined by a geodesic, which is an isometric embedding
of an interval of length l = d(x, y) in R into X . Secondly, one requires that geodesic
triangles in X should be ”thinner” than the corresponding triangles in the model
space M2κ of constant curvature κ (for κ = 0, M
2
κ = R
2, while for κ < 0, M2κ is real
hyperbolic space H2 with the distance function scaled by a factor of 1/
√−κ) in the
following sense:
Given a geodesic triangle ∆ in X formed by three geodesic segments [x, y], [y, z],
[z, x], a comparison triangle is a geodesic triangle ∆ in M2κ formed by geodesic
segments [x, y], [y, z], [z, x] of the same lengths as those of ∆ (such a triangle exists
and is unique up to isometry). A point p ∈ [x, y] is called a comparison point for
p ∈ [x, y] if d(x, p) = d(x, p). We say X is a CAT(κ) space if, in addition to being
geodesic, X satisfies the ”CAT(κ) inequality”: for all geodesic triangles ∆ in X
d(p, q) ≤ d(p, q) for all comparison points p, q ∈ ∆ ⊂ M2κ . Alexandrov proved that
a complete, simply connected Riemannian manifold is a CAT(κ) space if and only
if it has sectional curvature bounded above by κ.
In a CAT(κ) space X , there is a unique geodesic segment [x, y] joining any two
points x, y, and moreover X is contractible. Given x ∈ X and two points y, z ∈ X
distinct from x, the comparison angle θx(y, z) is defined to be the angle at the
vertex x in a comparison triangle in M2κ corresponding to the geodesic triangle in
X with vertices x, y, z.
The boundary at infinity ∂X of a CAT(κ) space X is defined to be the set of
equivalence classes of geodesic rays in X , where a geodesic ray is an isometric
embedding γ : [0,∞) → X and two rays γ1, γ2 are defined to be equivalent if
{d(γ1(t), γ2(t)) : t ≥ 0} is bounded (when X is a rank one symmetric space G/K
or a harmonic NA group, then the boundary is identified with K/M and N ∪ {∞}
respectively). For a geodesic ray γ, we denote by γ(∞) ∈ ∂X the equivalence class
[γ] of γ. Then for any x ∈ X and ξ ∈ ∂X there is a unique geodesic ray γ joining
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x to ξ, i.e. such that γ(0) = x and γ(∞) = ξ. We denote this ray by [x, ξ). The
set X := X ∪ ∂X can be given a topology called the cone topology, such that X is
an open dense subset of X, and for any geodesic ray γ, γ(t) converges to γ(∞) as
t → ∞. Moreover, X is compact if and only if X is proper, i.e. closed balls in X
are compact. We will assume for the rest of this section that X is proper, so that
∂X is compact.
We now restrict ourselves to the case κ < 0, in which case after rescaling the
metric by a constant we may assume κ = −1 so that X is a CAT(-1) space. In
this case any two distinct points ξ, η ∈ ∂X can be joined by a unique bi-infinite
geodesic γ : R→ X , i.e. γ(−∞) = ξ, γ(∞) = η. We denote this bi-infinite geodesic
by (ξ, η). We remark that this is a characteristic feature of negative curvature (or
CAT(-1) spaces) as opposed to just nonpositive curvature (or CAT(0) spaces), for
example in higher rank symmetric spaces (which are CAT(0) but not CAT(-1)) no
two points in the boundary of a maximal flat can be joined by a geodesic. For
CAT(-1) spaces, we also have a natural family {ρx : x ∈ X} of metrics on ∂X
called visual metrics which are compatible with the cone topology on ∂X . These
are defined as follows:
Let x ∈ X be a basepoint. Given ξ, η ∈ ∂X , as points y, z in X converge
to ξ, η along the geodesic rays [x, ξ), [x, η) the comparison angles θx(y, z) increase
monotonically, and hence their limit exists; we define the comparison angle θx(ξ, η)
to be this limit. The visual metric ρx on ∂X based at x is then defined by
ρx(ξ, η) = sin
(
1
2
θx(ξ, η)
)
The above formula does indeed define a metric on ∂X , which is of diameter one.
For example, if we take X to be the unit ball model Bn of n-dimensional real
hyperbolic space and the point x is the center of the ball, then ∂X is naturally
identified with Sn−1 and the visual metric ρx is simply half the chordal metric on
Sn−1. In general, two points ξ, η ∈ ∂X are at visual distance one from each other
if and only if they are antipodal with respect to the basepoint x, in the sense that
x lies on the geodesic (ξ, η).
The Gromov inner product of two points y, z ∈ X with respect to a basepoint
x ∈ X is defined by
(y|z)x = 1
2
(d(x, y) + d(x, z)− d(y, z))
WhenX is a metric tree, the Gromov inner product equals the length of the segment
common to the geodesics [x, y] and [x, z]. For points ξ, η ∈ X ∪ ∂X , the Gromov
inner product (ξ|η)x is defined by
(ξ|η)x = lim
y→ξ,z→η
(y|z)x
(the limit exists taking values in [0,+∞], with (ξ|η)x = +∞ if and only if ξ =
η ∈ ∂X). The Gromov inner product (ξ|η)x measures, up to a bounded error, the
distance of the geodesic (ξ, η) from the point x: there exists a constant C > 0 such
that
|d(x, (ξ, η)) − (ξ|η)x| ≤ C
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(for ξ 6= η). The visual metric ρx can be expressed in terms of the Gromov inner
product as
ρx(ξ, η) = e
−(ξ|η)x
for ξ, η ∈ ∂X . It follows that for any ǫ > 0, there is a constant M =M(ǫ) > 0 such
that if ρx(ξ, η) ≥ ǫ then the geodesic (ξ, η) intersects the ball of radius M around
x.
The Busemann cocycle B : ∂X ×X ×X → R is defined by
B(x, y, ξ) := lim
z→ξ
(d(x, z)− d(y, z))
It satisfies the cocycle identity
B(x, z, ξ) = B(x, y, ξ) +B(y, z, ξ)
By the triangle inequality, |B(x, y, ξ)| ≤ d(x, y), and in fact equality occurs if
and only if x, y lie on a geodesic ray with endpoint ξ. For any ξ ∈ ∂X and
x ∈ X , the Busemann function at ξ based at x is the function on X defined
by Bξ,x(y) := B(y, x, ξ). Note that Bξ,x(x) = 0. The level sets of a Busemann
function Bξ,x are called horospheres centered at ξ. A key property of CAT(-1)
spaces is the exponential convergence of geodesics: given two points p, q in the
same horosphere centered at ξ ∈ ∂X , if x, y are points on the rays [p, ξ), [q, ξ) with
d(p, x) = d(q, y) = t > 0, then
d(x, y) ≤ Ce−t
for some constant C only depending on d(p, q). Thus the distance between the
geodesic rays [p, ξ), [q, ξ), which is a priori only bounded, must in fact tend to zero
exponentially fast.
The visual metrics satisfy the following Geometric Mean-Value Theorem: for
x, y ∈ X and ξ, η ∈ ∂X , we have
ρy(ξ, η)
2 = eB(x,y,ξ)eB(x,y,η)ρx(ξ, η)
2,
in particular they are all bi-Lipschitz equivalent to each other.
We will need the following formula for Busemann functions:
Lemma 2.1. For o, x ∈ X, ξ ∈ ∂X, the limit of the comparison angles θo(x, z)
exists as z converges to ξ along the geodesic ray [o, ξ). Denoting this limit by
θo(x, ξ), it satisfies
eBξ,o(x) = cosh(d(o, x)) − sinh(d(o, x)) cos(θo(x, ξ))
Proof: Consider a comparison triangle in H2 with side lengths a = d(o, x), b =
d(o, z), c = d(x, z) and angle θ = θ0(x, z) at the vertex corresponding to o. By the
hyperbolic law of cosine we have
cosh c = cosha cosh b− sinh a sinh b cos θ
As z → ξ, we have b, c→∞, and c− b→ Bξ,o(x), thus
cos θ =
cosh a cosh b
sinh a sinh b
− cosh c
sinh a sinh b
→ cosha
sinha
− e
Bξ,o(x)
sinh a
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hence the angle θ converges to a limit. Denoting this limit by θo(x, ξ), by the above
it satisfies
eBξ,o(x) = cosh(d(o, x)) − sinh(d(o, x)) cos(θo(x, ξ))
⋄
We will need the following lemma relating the asymptotics of Busemann func-
tions to the Gromov inner product:
Lemma 2.2. Let o ∈ X. Given ǫ > 0, there exists R = R(ǫ) > 0 such that for any
ξ, η ∈ ∂X with ρo(ξ, η) ≥ ǫ and for any x ∈ [o, η) with r := d(o, x) ≥ R,
|(Bξ,o(x) − r) + 2(ξ|η)o| ≤ ǫ
In particular, for distinct points ξ, η ∈ ∂X,
Bξ,o(x) − r → −2(ξ|η)o
as x→ η along the geodesic ray [o, η).
Proof: Given ǫ > 0, let ξ, η ∈ ∂X be such that ρo(ξ, η) ≥ ǫ, let x ∈ [o, η) and
r = d(o, x). It is straightforward from the definitions that
Bξ,o(x)− r = −2(ξ|x)o
Let x′ ∈ X be the unique point of intersection of the geodesic (ξ, η) with the
horosphere centered at η passing through x, so that B(x, x′, η) = 0. Let y, z be
points on the rays [o, ξ), [o, η) converging to ξ and η respectively, and let y′, z′ be the
points of intersection of the geodesic (ξ, η) with the horospheres based at ξ and η
passing through the points y, z respectively, then d(y, y′), d(z, z′)→ 0 as y → ξ, z →
η by exponential convergence of geodesics. Using d(y′, z′) = d(y′, x′) + d(x′, z′), it
follows that d(y, z) = d(y, x′) + d(x′, z) + o(1), thus we have
|2(ξ|η)o − 2(ξ|x)o| = lim
y→ξ,z→η
|(d(o, y) + d(o, z)− d(y, z))− (d(o, y) + d(o, x) − d(x, y))|
= lim
y→ξ,z→η
|(d(o, z)− d(o, x)) − d(y, z) + d(x, y)|
= lim
y→ξ,z→η
|d(x, z)− (d(y, x′) + d(x′, z) + o(1)) + d(x, y)|
= lim
y→ξ,z→η
|(d(x, z)− d(x′, z)) + (d(x, y)− d(x′, y)) + o(1)|
= |B(x, x′, η)−B(x, x′, ξ)|
= |B(x, x′, ξ)|
≤ d(x, x′)
Thus it remains to estimate d(x, x′) for r large.
Since ρo(ξ, η) ≥ ǫ, there exists M = M(ǫ) > 0 and a point p ∈ (ξ, η) such
that d(o, p) ≤ M . Let p′ be the point of intersection of the geodesic (ξ, η) with
the horosphere centered at η passing through o, so that d(p, p′) = |B(p, o, η)| and
B(p′, o, η) = 0. Then d(p′, x′) = d(o, x) = r, and d(o, p′) ≤ d(o, p) + d(p, p′) ≤ 2M ,
so by exponential convergence of geodesics there is C = C(M) > 0 only depending
on M such that
d(x, x′) ≤ Ce−r
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hence we can choose R = R(ǫ) > 0 depending only on ǫ such that d(x, x′) ≤ ǫ for
r ≥ R. ⋄
For x ∈ X and ξ ∈ ∂X , let Bx(ξ, ǫ) ⊂ ∂X denote the ball of radius ǫ > 0 around
ξ with respect to the visual metric ρx. The following two lemmas will be needed
later in section 5 when estimating visual measures of the visual balls Bx(ξ, ǫ).
Lemma 2.3. Let x ∈ X and ξ ∈ ∂X. For ǫ > 0, let y be the point on the geodesic
ray [x, ξ) at a distance r = log(1/ǫ) from x. Then:
(1) For all η ∈ Bx(ξ, ǫ) we have
|B(x, y, η)− r| ≤ C
(2) There is a universal constant δ0 > 0 such that
By(ξ, δ0) ⊂ Bx(ξ, ǫ)
Proof: (1): Let η ∈ Bx(ξ, ǫ). Let z be the point on the geodesic ray [x, η) at
distance r = log(1/ǫ) from x, so that d(x, y) = d(x, z) = r. Let θ = θx(y, z)
be the comparison angle at x between y, z, then θ ≤ θx(ξ, η) (by monotonicity
of comparison angles along geodesics), so sin(θ/2) ≤ ρx(ξ, η) ≤ ǫ. Applying the
hyperbolic law of cosine to a comparison triangle ∆ for the triangle ∆ with vertices
x, y, z gives
cosh(d(y, z)) = 1 + 2 sinh2 r sin2
(
θ
2
)
≤ 1 + 2(sinh2 r)ǫ2
≤ 3
2
(using ǫ = e−r and (sinh r)e−r ≤ 1/2). Hence d(y, z) ≤ 2, thus, using B(x, z, η) = r
and the cocycle identity for the Busemann cocycle we have
|B(x, y, η)− r| = |B(x, y, η)−B(x, z, η)|
= |B(y, z, η)|
≤ d(y, z)
≤ 2
(2): Let δ1 = sup{δ > 0|By(ξ, δ) ⊂ Bx(ξ, ǫ)}. Then By(ξ, δ1) ⊂ Bx(ξ, ǫ), and
there exists η ∈ By(ξ, δ1) such that ρx(ξ, η) = ǫ. Using the Geometric Mean-Value
Theorem and part (1) above this gives
δ21 ≥ ρy(ξ, η)2
≥ eB(x,y,ξ)+B(x,y,η)ρx(ξ, η)2
≥ er+(r−2)e−2r
= e−2
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so δ1 ≥ e−1. Thus if we put δ0 = (1/2)e−1 then By(ξ, δ0) ⊂ Bx(ξ, ǫ). ⋄
Lemma 2.4. Let X be a complete, simply connected manifold of pinched negative
curvature, −b2 ≤ K ≤ −1. For x ∈ X and ξ, η ∈ ∂X, let θRx (ξ, η) ∈ [0, π] denote
the Riemannian angle between the geodesic rays [x, ξ), [x, η) at the point x. Then
ρx(ξ, η)
b ≤ sin
(
θRx (ξ, η)
2
)
≤ ρx(ξ, η)
Proof: Since K ≤ −1, Topogonov’s theorem implies that the Riemannian angle
θRx (ξ, η) is bounded above by the comparison angle θx(ξ, η), hence
sin
(
θRx (ξ, η)
2
)
≤ sin
(
θx(ξ, η)
2
)
= ρx(ξ, η)
For the lower bound, let y, z be points on the geodesic rays [x, ξ), [x, η) respectively,
and let θbx(y, z) denote the comparison angle between y, z at x in the model space
H−b2 of constant curvature −b2, i.e. the angle in a comparison triangle in H−b2
at the vertex corresponding to x. Then the limit of the angles θbx(y, z) exists as
y → ξ, z → η, and, denoting the limit by θbx(ξ, η), it satisfies
sin
(
θbx(ξ, η)
2
)
= ρx(ξ, η)
b
([Bis17], Lemma 3.6). The lower curvature bound −b2 ≤ K gives, by Topogonov’s
theorem, that the comparison angles θbx(y, z) are bounded above by the Riemannian
angle θRx (ξ, η), hence
ρx(ξ, η)
b = sin
(
θbx(ξ, η)
2
)
≤ sin
(
θRx (ξ, η)
2
)
⋄
2.2. Harmonic manifolds. References for this section include [RWW61], [Sza90],
[Wil93] and [KP13].
Throughout the rest of this paper, (X, g) will denote a complete, simply con-
nected Riemannian manifold of negative sectional curvature K satisfying K ≤ −1,
so that by the Cartan-Hadamard theorem for any x ∈ X the exponential map
expx : TxX → X is a diffeomorphism. Then X is a CAT(-1) space with boundary
∂X . It is known [HH77] that in this case Busemann functions Bξ,o are C
2 on X ,
and |∇Bξ,o| = 1, so their level sets, the horospheres, are C2 submanifolds of X .
Let T 1X denote the unit tangent bundle of X with fibres T 1xX , x ∈ X . For any
r > 0 we have a diffeomorphism from the unit tangent sphere T 1xX to the geodesic
sphere S(x, r) of radius r around x, w 7→ expx(rw). For any v ∈ T 1xX and r > 0,
let A(v, r) denote the Jacobian of this map at the point v. We say that X is a
harmonic manifold if A(v, r) does not depend on v, i.e. there is a function A on
(0,∞) such that A(v, r) = A(r) for all v ∈ T 1X . The function A is called the
density function of the harmonic manifold. The density function A is increasing in
r, and the quantity A′(r)/A(r) ≥ 0 equals the mean curvature of geodesic spheres
S(x, r) of radius r, which decreases monotonically as r → ∞ to a constant h ≥ 0
which equals the mean curvature of horospheres in X . In particular, a harmonic
manifold is asymptotically harmonic, i.e. the mean curvature of horospheres is
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constant. Let ∆ denote the Laplace-Beltrami operator or Laplacian on X , then the
mean curvature of horospheres centered at ξ ∈ ∂X is given by ∆Bξ,o, so
∆Bξ,o ≡ h
for all ξ ∈ ∂X, o ∈ X . Since Busemann functions are strictly convex in negative
curvature (i.e. their Hessian is positive definite), it follows that in fact the constant
h is positive.
A function f on X is said to be radial around a point x of X if f is constant
on geodesic spheres centered at x. For each x ∈ X , we can define a radialization
operator Mx, defined for a continuous function f on X by
(Mxf)(z) =
∫
S(x,r)
f(y)dσ(y)
where S(x, r) denotes the geodesic sphere around x of radius r = d(x, z), and
σ denotes surface area measure on this sphere (induced from the metric on X),
normalized to have mass one. The operator Mx maps continuous functions to
functions radial around x, and is formally self-adjoint, meaning∫
X
(Mxu)(z)v(z)dvol(z) =
∫
X
u(z)(Mxv)(z)dvol(z)
for all continuous functions u, v with compact support.
For x ∈ X , let dx denote the distance function from the point x, i.e. dx(y) =
d(x, y). Then X is a harmonic manifold if and only if any of the following equivalent
conditions hold:
(1) For any x ∈ X , ∆dx is radial around x.
(2) The Laplacian commutes with all the radialization operatorsMx, i.e. Mx∆u =
∆Mxu for all smooth functions u on X and all x ∈ X .
(3) For any smooth function u and any x ∈ X , if u is radial around x then ∆u is
radial around x.
When X is harmonic, note that the mean curvature (A′/A)(r) of the geodesic
sphere S(x, r) at a point z ∈ S(x, r) equals ∆dx(z), hence we have
∆dx =
A′
A
◦ dx
3. Radial and horospherical parts of the Laplacian
Let X be a complete, simply connected, negatively curved harmonic manifold
(as before we assume sectional curvatures K ≤ −1). Let h > 0 denote the mean
curvature of horospheres in X , let ρ = 12h, and let A : (0,∞) → R denote the
density function of X .
Lemma 3.1. For f a C2 function on X and u a C∞ function on R, we have
∆(u ◦ f) = (u′′ ◦ f)|∇f |2 + (u′ ◦ f)∆f
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Proof: Let γ be a geodesic, then (u ◦ f ◦ γ)′(t) = (u′ ◦ f)(γ(t)) < ∇f, γ′(t) >, so
(u ◦ f ◦ γ)′′(t) = (u′′ ◦ f)(γ(t)) < ∇f, γ′(t) >2 +(u′ ◦ f)(γ(t)) < ∇γ′∇f, γ′(t) >
Now let {ei} be an orthonormal basis of TxX , and let γi be geodesics with γ′i(0) = ei.
Then
∆(u ◦ f)(x) =
n∑
i=1
< ∇ei∇(u ◦ f), ei >
=
n∑
i=1
(u ◦ f ◦ γi)′′(0)
= (u′′ ◦ f)(x)
n∑
i=1
< ∇f, ei >2 +(u′ ◦ f)(x)
n∑
i=1
< ∇ei∇f, ei >
= (u′′ ◦ f)(x)|∇f(x)|2 + (u′ ◦ f)(x)∆f(x)
⋄
Any C∞ function on X radial around x ∈ X is of the form f = u ◦ dx for some
even C∞ function u on R, where dx denotes the distance function from the point x,
while any C∞ function which is constant on horospheres at ξ ∈ ∂X is of the form
f = u ◦Bξ,x for some C∞ function u on R. The following proposition says that the
Laplacian ∆ leaves invariant these spaces of functions, and describes the action of
the Laplacian on these spaces:
Proposition 3.2. Let x ∈ X, ξ ∈ ∂X.
(1) For u a C∞ function on (0,∞),
∆(u ◦ dx) = (LRu) ◦ dx
where LR is the differential operator on (0,∞) defined by
LR =
d2
dr2
+
A′(r)
A(r)
d
dr
(2) For u a C∞ function on R,
∆(u ◦Bξ,x) = (LHu) ◦Bξ,x
where LH is the differential operator on R defined by
LH =
d2
dt2
+ 2ρ
d
dt
Proof: Noting that |∇dx| = 1, |∇Bξ,x| = 1, and ∆dx = (A′/A) ◦ dx,∆Bξ,x = 2ρ,
the Proposition follows immediately from the previous Lemma. ⋄
Accordingly, we call the differential operators LR and LH the radial and horo-
spherical parts of the Laplacian respectively. It follows from the above proposition
that a function f = u ◦ dx radial around x is an eigenfunction of ∆ with eigenvalue
σ if and only if u is an eigenfunction of LR with eigenvalue σ. Similarly, a function
f = u ◦Bξ,x constant on horospheres at ξ is an eigenfunction of ∆ with eigenvalue
σ if and only if u is an eigenfunction of LH with eigenvalue σ. In particular, we
have the following:
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Proposition 3.3. Let ξ ∈ ∂X, x ∈ X. Then for any λ ∈ C, the function
f = e(iλ−ρ)Bξ,x
is an eigenfunction of the Laplacian with eigenvalue −(λ2+ρ2) satisfying f(x) = 1.
Proof: This follows from the fact that the function u(t) = e(iλ−ρ)t on R is an
eigenfunction of LH with eigenvalue −(λ2+ ρ2), and Bξ,x(x) = 0 gives f(x) = 1. ⋄
4. Analysis of radial functions
As we saw in the previous section, finding radial eigenfunctions of the Laplacian
amounts to finding eigenfunctions of its radial part LR. When X is a rank one
symmetric space G/K, or more generally a harmonic NA group, then the volume
density function is of the form A(r) = C
(
sinh
(
r
2
))p (
cosh
(
r
2
))q
, for a constant
C > 0 and integers p, q ≥ 0, and so the radial part LR = d2dr2 + (A′/A) ddr falls into
the general class of Jacobi operators
Lα,β =
d2
dr2
+ ((2α+ 1) coth r + (2β + 1) tanh r)
d
dr
for which there is a detailed and well known harmonic analysis in terms of eigen-
functions (called Jacobi functions) [Koo84]. For a general harmonic manifold X ,
the explicit form of the density function A is not known, so it is unclear whether the
radial part LR is a Jacobi operator. However, there is a harmonic analysis, based
on hypergroups ([Che74], [Che79], [Tri81], [Tri97b], [Tri97a], [BX95], [Xu94]), for
more general second-order differential operators on (0,∞) of the form
(1) L =
d2
dr2
+
A′(r)
A(r)
d
dr
where A is a function on [0,∞) satisfying certain hypotheses which allow one to
endow [0,∞) with a hypergroup structure, called a Chebli-Trimeche hypergroup.
We first recall some basic facts about Chebli-Trimeche hypergroups, and then show
that the density function of a harmonic manifold satisfies the hypotheses required
in order to apply this theory.
4.1. Chebli-Trimeche hypergroups. A hypergroup (K, ∗) is a locally compact
Hausdorff space K such that the space M b(K) of finite Borel measures on K is
endowed with a product (µ, ν) 7→ µ ∗ ν turning it into an algebra with unit, and
K is endowed with an involutive homeomorphism x ∈ K 7→ x˜ ∈ K, such that the
product and the involution satisfy certain natural properties (see [BH95] Chapter
1 for the precise definition). A motivating example relevant to the following is
the algebra of finite radial measures on a noncompact rank one symmetric space
G/K under convolution; as radial measures can be viewed as measures on [0,∞),
this endows [0,∞) with a hypergroup structure (with the involution being the
identity). It turns out that this hypergroup structure on [0,∞) is a special case of a
general class of hypergroup structures on [0,∞) called Sturm-Liouville hypergroups
(see [BH95], section 3.5). These hypergroups arise from Sturm-Liouville boundary
problems on (0,∞). We will be interested in a particular class of Sturm-Liouville
hypergroups called Chebli-Trimeche hypergroups. These arise as follows (we refer
to [BH95] for proofs of statements below):
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A Chebli-Trimeche function is a continuous function A on [0,∞) which is C∞
and positive on (0,∞) and satisfies the following conditions:
(H1) A is increasing, and A(r)→ +∞ as r→ +∞.
(H2) A′/A is decreasing, and ρ = 12 limr→∞A
′(r)/A(r) > 0.
(H3) For r > 0, A(r) = r2α+1B(r) for some α > −1/2 and some even, C∞ function
B on R such that B(0) > 0.
Let L be the differential operator on C2(0,∞) defined by equation (1), where A
satisfies conditions (H1)-(H3) above. Define the differential operator l on C2((0,∞)2)
by
l[u](x, y) = (L)xu(x, y)− (L)yu(x, y)
=
(
uxx(x, y) +
A′(x)
A(x)
ux(x, y)
)
−
(
uyy(x, y) +
A′(y)
A(y)
uy(x, y)
)
For f ∈ C2([0,∞)2) denote by uf the solution of the hyperbolic Cauchy problem
l[uf ] = 0,
uf (x, 0) = uf(0, x) = f(x),
(uf )y(x, 0) = 0,
(uf )x(0, y) = 0 for x, y ∈ [0,∞)
For x ∈ [0,∞), let ǫx denote the Dirac measure of mass one at x. Then for all
x, y ∈ [0,∞), there exists a probability measure on [0,∞) denoted by ǫx ∗ ǫy such
that ∫ ∞
0
fd(ǫx ∗ ǫy) = uf(x, y)
for all even, C∞ functions f on R. We have ǫx ∗ ǫy = ǫy ∗ ǫx for all x, y, and the
product (ǫx, ǫy) 7→ ǫx∗ǫy extends to a product on all finite measures on [0,∞) which
turns [0,∞) into a commutative hypergroup ([0,∞), ∗) (with the involution being
the identity), called the Chebli-Trimeche hypergroup associated to the function A.
Any hypergroup has a Haar measure, which in this case is given by the measure
A(r)dr on [0,∞).
For a commutative hypergroupK with a Haar measure dk, a Fourier analysis can
be carried out analogous to the Fourier analysis on locally compact abelian groups.
There is a dual space Kˆ of characters, which are bounded multiplicative functions
on the hypergroup χ : K → C satisfying χ(x˜) = χ(x), where multiplicative means
that ∫
K
χd(ǫx ∗ ǫy) = χ(x)χ(y)
for all x, y ∈ K. For f ∈ L1(K), the Fourier transform of f is the function fˆ on Kˆ
defined by
fˆ(χ) =
∫
K
fχdk
The Levitan-Plancherel Theorem states that there is a measure dχ on Kˆ called the
Plancherel measure, such that the mapping f 7→ fˆ extends from L1(K)∩L2(K) to
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an isometry from L2(K) onto L2(Kˆ). The inverse Fourier transform of a function
σ ∈ L1(Kˆ) is the function σˇ on K defined by
σˇ(k) =
∫
Kˆ
σ(χ)χ(k)dχ
The Fourier inversion theorem then states that if f ∈ L1(K) ∩ C(K) is such that
fˆ ∈ L1(Kˆ), then f = (fˆ )ˇ, i.e.
f(x) =
∫
Kˆ
fˆ(χ)χ(x)dχ
for all x ∈ K.
For the Chebli-Trimeche hypergroup, it turns out that the multiplicative func-
tions on the hypergroup are given precisely by eigenfunctions of the operator L.
For any λ ∈ C, the equation
(2) Lu = −(λ2 + ρ2)u
has a unique solution φλ on (0,∞) which extends continuously to 0 and satisfies
φλ(0) = 1 (note that the coefficient A
′/A of the operator L is singular at r = 0 so
existence of a solution continuous at 0 is not immediate). The function φλ extends
to a C∞ even function on R. Since equation (2) reads the same for λ and −λ, by
uniqueness we have φλ = φ−λ.
The multiplicative functions on [0,∞) are then exactly the functions φλ, λ ∈ C.
The functions φλ are bounded if and only if | Imλ| ≤ ρ. Furthermore, the involution
on the hypergroup being the identity, the characters of the hypergroup are real-
valued, which occurs for φλ if and only if λ ∈ R ∪ iR. Thus the dual space of the
hypergroup is given by
Kˆ = {φλ|λ ∈ [0,∞) ∪ [0, iρ]}
which we identify with the set Σ = [0,∞) ∪ [0, iρ] ⊂ C.
The hypergroup Fourier transform of a function f ∈ L1([0,∞), A(r)dr) is given
by
fˆ(λ) =
∫ ∞
0
f(r)φλ(r)A(r)dr
for λ ∈ Σ (when the hypergroup arises from convolution of radial measures on a rank
one symmetric space G/K, then this is the well-known Jacobi transform [Koo84]).
The Levitan-Plancherel and Fourier inversion theorems for the hypergroup give
the existence of a Plancherel measure σ on Σ such that the Fourier transform
defines an isometry from L2([0,∞), A(r)dr) onto L2(Σ, σ), and, for any function
f ∈ L1([0,∞), A(r)dr) ∩C([0,∞)) such that fˆ ∈ L1(Σ, σ), we have
f(r) =
∫
Σ
fˆ(λ)φλ(r)dσ(λ)
for all r ∈ [0,∞).
In [BX95], it is shown that under certain extra conditions on the function A, the
support of the Plancherel measure is [0,∞) and the Plancherel measure is absolutely
continuous with respect to Lebesgue measure dλ on [0,∞), given by
dσ(λ) = C0|c(λ)|−2dλ
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where C0 > 0 is a constant, and c is a certain complex function on C − {0}. The
required conditions on A are as follows:
Making the change of dependent variable v = A1/2u, equation (2) becomes
(3) v′′(r) = (G(r) − λ2)v(r)
where the function G is defined by
(4) G(r) =
1
4
(
A′(r)
A(r)
)2
+
1
2
(
A′
A
)′
(r) − ρ2
If the function G tends to 0 fast enough near infinity, then it is reasonable to
expect that equation (3) above has two linearly independent solutions asymptotic
to exponentials e±iλr near infinity. Bloom and Xu show that this is indeed the case
[BX95] under the following hypothesis on the function G:
(H4) For some r0 > 0, we have∫ ∞
r0
r|G(r)|dr < +∞
and G is bounded on [r0,∞).
Under hypothesis (H4), for any λ ∈ C−{0}, there are unique solutions Φλ,Φ−λ
of equation (2) on (0,∞) which are asymptotic to exponentials near infinity [BX95],
Φ±λ(r) = e
(±iλ−ρ)r(1 + o(1)) as r → +∞
The solutions Φλ,Φ−λ are linearly independent, so, since φλ = φ−λ, there exists a
function c on C− {0} such that
φλ = c(λ)Φλ + c(−λ)Φ−λ
for all λ ∈ C − {0}. We will call this function the c-function of the hypergroup.
We remark that if the hypergroup ([0,∞), ∗) is the one arising from convolution of
radial measures on a noncompact rank one symmetric spaceG/K, then this function
agrees with Harish-Chandra’s c-function only on the half-plane {Imλ ≤ 0} and not
on all of C.
If we furthermore assume the hypothesis |α| 6= 1/2, then Bloom-Xu show that
the function c is non-zero for Imλ ≤ 0, λ 6= 0, and prove the following estimates:
There exist constants C,K > 0 such that
1
C
|λ| ≤ |c(λ)|−1 ≤ C|λ|, |λ| ≤ K
1
C
|λ|α+ 12 ≤ |c(λ)|−1 ≤ C|λ|α+ 12 , |λ| ≥ K
Moreover they prove the following inversion formula: for any even function f ∈
C∞c (R),
f(r) = C0
∫ ∞
0
fˆ(λ)φλ(r)|c(λ)|−2dλ
where C0 > 0 is a constant.
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It follows that the Plancherel measure σ of the hypergroup is supported on
[0,∞), and absolutely continuous with respect to Lebesgue measure, with density
given by C0|c(λ)|−2. Bloom-Xu also show that the c-function is holomorphic on
the half-plane {Imλ < 0}.
4.2. The density function of a harmonic manifold. Let X be a simply con-
nected, n-dimensional negatively curved harmonic manifold as before, and let A
be the density function of X . We check that A is a Chebli-Trimeche function,
so that we obtain a commutative hypergroup ([0,∞), ∗), and that the conditions
of Bloom-Xu are met so that the Plancherel measure is given by C0|c(λ)|−2dλ on
[0,∞).
The function A(r) equals, up to a constant factor, the volume of geodesic spheres
S(x, r), which is increasing in r and tends to infinity as r tends to infinity, so
condition (H1) is satisfied. As stated in section 2.2, the function A′(r)/A(r) equals
the mean curvature of geodesic spheres S(x, r), which decreases monotonically to
a limit 2ρ which is positive (and equals the mean curvature of horospheres), so
condition (H2) is satisfied.
Fixing a point x ∈ X , for r > 0, the density function A(r) is given by the
Jacobian of the map φ : v 7→ expx(rv) from the unit tangent sphere T 1xX to the
geodesic sphere S(x, r). Let T be the map v 7→ rv from the unit tangent sphere
T 1xX to the tangent sphere of radius r, T
r
xX ⊂ TxM , then φ = expx ◦T , so the
Jacobian of φ is given by the product of the Jacobians of T and expx, hence
A(r) = rn−1B(r)
where the function B is given by
B(r) = det(D expx)rv
where v is any fixed vector in T 1xX . Since B is independent of the choice of v, in
particular is the same for vectors v and −v, the function B is even, and C∞ on R
with B(0) = 1. Thus condition (H3) holds for the function A, with α = (n− 2)/2.
The density function A is thus a Chebli-Trimeche function, so we obtain a hy-
pergroup structure on [0,∞), which we call the radial hypergroup of the harmonic
manifoldX (the reason for this terminology will become clear from the the following
sections).
We proceed to check that condition (H4) is satisfied. For this we will need the
following theorem of Nikolayevsy:
Theorem 4.1. [Nik05] The density function of a harmonic manifold is an expo-
nential polynomial, i.e. a function of the form
A(r) =
k∑
i=1
(pi(r) cos(βir) + qi(r) sin(βir))e
αir
where pi, qi are polynomials and αi, βi ∈ R, i = 1, . . . , k.
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It will be convenient to rearrange terms and write the density function in the
form
(5) A(r) =
l∑
i=1
mi∑
j=0
fij(r)r
jeαir
where α1 < α2 < · · · < αl, and each fij is a trigonometric polynomial, i.e. a finite
linear combination of functions of the form cos(βr) and sin(βr), β ∈ R, with fimi
not identically zero, for i = 1, . . . , l. For an exponential polynomial written in this
form, we will call the largest exponent αl which appears in the exponentials the
exponential degree of the exponential polynomial.
Lemma 4.2. With the density function as above, we have αl = 2ρ,ml = 0 and
fl0 = C for some constant C > 0. Thus the density function is of the form
A(r) = Ce2ρr + P (r)
where P is an exponential polynomial of exponential degree δ < 2ρ.
Proof: Since X is CAT(-1), in particular X is Gromov-hyperbolic, so by a result
of Knieper [Kni12] X has purely exponential volume growth, i.e. there exists a
constant C > 1 such that
(6)
1
C
≤ A(r)
e2ρr
≤ C
for all r ≥ 1. If αl < 2ρ, then A(r)/e2ρr → 0 as r → ∞, contradicting (6)
above, so we must have αl ≥ 2ρ. On the other hand, if αl > 2ρ, then since flml is a
trigonometric polynomial which is not identically zero, we can choose a sequence rm
tending to infinity such that flml(rm) → α 6= 0. Then clearly A(rm)/e2ρrm → ∞,
again contradicting (6). Hence αl = 2ρ.
Using (5) and αl = 2ρ, we have
A′(r)
A(r)
− 2ρ = f
′
lml
(r) + o(1)
flml(r) + o(1)
as r→∞, thus
f ′lml(r) + o(1) = (flml(r) + o(1))
(
A′(r)
A(r)
− 2ρ
)
→ 0
as r →∞ since flml is bounded and A′(r)/A(r) − 2ρ→ 0 as r →∞. Thus f ′lml is
a trigonometric polynomial which tends to 0 as r → ∞, so it must be identically
zero, hence flml = C for some non-zero constant C.
It follows that
A(r) = Crmle2ρr(1 + o(1))
as r→∞. If ml ≥ 1 then A(r)/e2ρr →∞ as r→∞, so we must have ml = 0. ⋄
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Lemma 4.3. Condition (H4) holds for the density function A, i.e.∫ ∞
r0
r|G(r)|dr < +∞
and G is bounded on [r0,∞) for any r0 > 0, where
G(r) =
1
4
(
A′(r)
A(r)
)2
+
1
2
(
A′
A
)′
(r) − ρ2
Proof: By the previous lemma, A(r) = Ce2ρr + P (r), where P is an exponential
polynomial of exponential degree δ < 2ρ. We then have
A′(r)
A(r)
− 2ρ = P
′(r)− 2ρP (r)
Ce2ρr + P (r)
=
Q(r)
Ce2ρr + P (r)
where Q is an exponential polynomial of exponential degree less than or equal to
δ. Putting α = (2ρ − δ)/2, it follows that A′(r)/A(r) − 2ρ = O(e−αr) as r → ∞.
Differentiating, we obtain(
A′
A
)′
(r) =
(Ce2ρr + P (r))Q′(r)−Q(r)(2ρCe2ρr + P ′(r))
(Ce2ρr + P (r))2
=
Q1(r)
(Ce2ρr + P (r))2
where Q1 is an exponential polynomial of exponential degree less than or equal to
(2ρ+δ). Since the denominator of the above expression is of the form ke4ρr+P1(r)
with P1 an exponential polynomial of exponential degree strictly less than 4ρ, it
follows that (A′/A)′(r) = O(e−αr) as r →∞.
Now we can write the function G as
G(r) =
1
4
(
A′(r)
A(r)
− 2ρ
)(
A′(r)
A(r)
+ 2ρ
)
+
1
2
(
A′
A
)′
(r)
Since (A′(r)/A(r) + 2ρ) is bounded, it follows from the previous paragraph that
G(r) = O(e−αr) as r →∞. This immediately implies that condition (H4) holds. ⋄
In order to apply the result of Bloom-Xu on the Plancherel measure for the
hypergroup, it remains to check that |α| 6= 1/2. Since α = (n − 2)/2, this means
n 6= 3. Now the Lichnerowicz conjecture holds in dimensions n ≤ 5 ([Lic44],
[Wal48], [Bes78], [Nik05]), i.e. the only harmonic manifolds in such dimensions are
the rank one symmetric spacesX = G/K, for which as mentioned earlier the Jacobi
analysis applies, and the Plancherel measure of the hypergroup is well known to be
given by C0|c(λ)|−2dλ where c is Harish-Chandra’s c-function. Thus in our case
we may as well assume that X has dimension n ≥ 6, so that |α| 6= 1/2, and we may
then apply the results of Bloom-Xu stated in the previous section.
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4.3. The spherical Fourier transform. Let φλ denote as in section 4.1 the
unique function on [0,∞) satisfying LRφλ = −(λ2+ρ2)φλ and φλ(0) = 1. For x ∈ X
let dx denote as before the distance function from the point x, dx(y) = d(x, y). We
define the following eigenfunction of ∆ radial around x:
φλ,x := φλ ◦ dx
The uniqueness of φλ as an eigenfunction of LR with eigenvalue −(λ2 + ρ2) and
taking the value 1 at r = 0 immediately implies the following lemma:
Lemma 4.4. The function φλ,x is the unique eigenfunction f of ∆ on X with
eigenvalue −(λ2 + ρ2) which is radial around x and satisfies f(x) = 1.
Note that for λ ∈ R, the functions φλ,x are bounded. Let dvol denote the
Riemannian volume measure on X .
Definition 4.5. Let f ∈ L1(X, dvol) be radial around the point x ∈ X. We define
the spherical Fourier transform of f by
fˆ(λ) :=
∫
X
f(y)φλ,x(y)dvol(y)
for λ ∈ R.
For f a function on X radial around the point x, let f = u ◦ dx where u is a
function on [0,∞), then evaluating the integral overX in geodesic polar coordinates
gives ∫
X
|f(y)|dvol(y) =
∫ ∞
0
|u(r)|A(r)dr
thus f ∈ L1(X) if and only if u ∈ L1([0,∞), A(r)dr). In that case, again integrating
in polar coordinates gives
fˆ(λ) =
∫ ∞
0
u(r)φλ(r)A(r)dr = uˆ(λ)
where uˆ is the hypergroup Fourier transform of the function u. Moreover f ∈
C∞c (X) if and only if u extends to an even function on R such that u ∈ C∞c (R).
Applying the Fourier inversion formula of Bloom-Xu for the radial hypergroup
stated in section 4.1 to the function u then leads immediately to the following
inversion formula for radial functions:
Theorem 4.6. Let f ∈ C∞c (X) be radial around the point x ∈ X. Then
f(y) = C0
∫ ∞
0
fˆ(λ)φλ,x(y)|c(λ)|−2dλ
for all y ∈ X. Here c denotes the c-function of the radial hypergroup and C0 > 0 is
a constant.
Proof: As shown in the previous section, all the hypotheses required to apply the
inversion formula of Bloom-Xu are satisfied, hence
u(r) = C0
∫ ∞
0
uˆ(λ)φλ(r)|c(λ)|−2dλ
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Since f = u ◦ dx, this gives
f(y) = u(dx(y))
= C0
∫ ∞
0
uˆ(λ)φλ(dx(y))|c(λ)|−2dλ
= C0
∫ ∞
0
fˆ(λ)φλ,x(y)|c(λ)|−2dλ
⋄
The Plancherel theorem for the radial hypergroup leads to the following:
Theorem 4.7. Let L2x(X, dvol) denote the closed subspace of L
2(X) consisting of
those functions in L2(X) which are radial around the point x. For f ∈ L1(X, dvol)∩
L2x(X, dvol), we have∫
X
|f(y)|2dvol(y) = C0
∫ ∞
0
|fˆ(λ)|2|c(λ)|−2dλ
The spherical Fourier transform f 7→ fˆ extends to an isometry from L2x(X, dvol)
onto L2([0,∞), C0|c(λ)|−2dλ).
Proof: The map u 7→ f = u ◦ dx defines an isometry of L2([0,∞), A(r)dr) onto
L2(X, dvol)x, which maps L
1([0,∞), A(r)dr)∩L2([0,∞), A(r)dr) onto L1(X, dvol)∩
L2x(X, dvol). The statements of the theorem then follow from the Levitan-Plancherel
theorem for the radial hypergroup and from the fact that the Plancherel measure
is supported on [0,∞), given by C0|c(λ)|−2dλ. ⋄
5. Fourier inversion and Plancherel theorem
We proceed to the analysis of non-radial functions on X . Our definition of
Fourier transform will depend on the choice of a basepoint x ∈ X .
Definition 5.1. Let x ∈ X. For f ∈ C∞c (X), the Fourier transform of f based at
the point x is the function on C× ∂X defined by
f˜x(λ, ξ) =
∫
X
f(y)e(−iλ−ρ)Bξ,x(y)dvol(y)
for λ ∈ C, ξ ∈ ∂X. Here as before Bξ,x denotes the Busemann function at ξ based
at x such that Bξ,x(x) = 0.
Using the formula
Bξ,x = Bξ,o −Bξ,o(x)
for points o, x ∈ X , we obtain the following relation between the Fourier transforms
based at two different basepoints o, x ∈ X :
(7) f˜x(λ, ξ) = e(iλ+ρ)Bξ,o(x)f˜o(λ, ξ)
The key to passing from the inversion formula for radial functions of section 4.3
to an inversion formula for non-radial functions will be a formula expressing the
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radial eigenfunctions φλ,x as an integral with respect to ξ ∈ ∂X of the eigenfunctions
e(iλ−ρ)Bξ,x (Theorem 5.9). This will be the analogue of the well-known formulae for
rank one symmetric spaces G/K and harmonic NA groups expressing the radial
eigenfunctions φλ,x as matrix coefficients of representations of G on L
2(K/M) and
NA on L2(N) respectively. We first need to define the visibility measures on the
boundary ∂X :
Given a point x ∈ X , let λx be normalized Lebesgue measure on the unit tan-
gent sphere T 1xX , i.e. the unique probability measure on T
1
xX invariant under the
orthogonal group of the tangent space TxM . For v ∈ T 1xX , let γv : [0,∞)→ X be
the unique geodesic ray with initial velocity v. Then we have a homeomorphism
px : T
1
xX → ∂X, v 7→ γv(∞). The visibility measure on ∂X (with respect to the
basepoint x) is defined to be the push-forward (px)∗λx of λx under the map px;
for notational convenience, we will however denote the visibility measure on ∂X by
the same symbol λx.
In [KP13], it is shown that the visibility measures λx, x ∈ X are mutually abso-
lutely continuous and their Radon-Nikodym derivatives are given by
dλy
dλx
(ξ) = e−2ρBξ,x(y)
The above formula for Radon-Nikodym derivatives leads in a standard way to the
following estimate for visual measures of visual balls (in the literature the estimate
is usually proved for ”shadows” of balls in X and called Sullivan’s Shadow Lemma):
Lemma 5.2. There is a constant C > 1 such that
1
C
ǫ2ρ ≤ λx(Bx(ξ, ǫ)) ≤ Cǫ2ρ
for all x ∈ X, ξ ∈ ∂X, ǫ > 0.
Proof: Given x ∈ X, ξ ∈ ∂X and ǫ > 0, choose y on the geodesic ray [x, ξ) at
distance r = log(1/ǫ) from x. Using the formula for the Radon-Nikodym derivative
of λx with respect to λy, we have
λx(Bx(ξ, ǫ)) =
∫
Bx(ξ,ǫ)
e−2ρB(x,y,η)dλy(η)
On the other hand by Lemma 2.3 we know that |B(x, y, η) − r| ≤ 2 for any η ∈
Bx(ξ, ǫ). Using e
−2ρr = ǫ2ρ, it follows that
1
C
λy(Bx(ξ, ǫ))ǫ
2ρ ≤ λx(Bx(ξ, ǫ)) ≤ Cλy(Bx(ξ, ǫ))ǫ2ρ
for some constant C. Since λy is a probability measure, this gives the required
upper bound
λx(Bx(ξ, ǫ)) ≤ Cǫ2ρ
for some constant C > 1.
For the lower bound, it suffices to give a lower bound on λy(Bx(ξ, ǫ)) by a
positive constant. By Lemma 2.3, there is a universal constant δ0 > 0 such that
By(ξ, δ0) ⊂ Bx(ξ, ǫ), so
λy(Bx(ξ, ǫ)) ≥ λy(By(ξ, δ0)).
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Now the sectional curvature of X is bounded below, −b2 ≤ K ([Kni02], Cor. 2.12
in section 1.2). Identifying ∂X with T 1yX via the map py : T
1
yX → ∂X and then
identifying T 1yX with the standard sphere S
n−1 via an isometry T : Rn → T 1yX , the
measure λy corresponds to Lebesgue measure on S
n−1, and it follows from Lemma
2.4 that the image of the ball By(ξ, δ0) in S
n−1 contains a ball in Sn−1 of radius
δb0 with respect to the chordal metric, which has Lebesgue measure α > 0 where α
only depends on δ0, hence
λy(By(ξ, δ0)) ≥ α
and the Lemma follows. ⋄
Lemma 5.3. Let x ∈ X and ξ ∈ ∂X. Then the integral
c(λ, x, ξ) :=
∫
∂X
ρx(ξ, η)
2(iλ−ρ)dλx(η)
converges for Imλ < 0 and is holomorphic in λ on the half-plane {Imλ < 0}.
Proof: Let λ = σ − iτ , where σ ∈ R and τ > 0. Then∫
∂X
|ρx(ξ, η)2(iλ−ρ) |dλx(η) =
∫
∂X
ρx(ξ, η)
2(τ−ρ)dλx(η)
=
∫ ∞
0
λx({η | ρx(ξ, η)2(τ−ρ) > t})dt
If τ ≥ ρ then the set {η | ρx(ξ, η)2(τ−ρ) > t} is empty for t > 1 (since the visual
metrics have diameter one), and so the last integral reduces to an integral over
[0, 1], which is bounded above by one since λx is a probability measure.
For 0 < τ < ρ using Lemma 5.2 and the fact that λx is a probability measure
we have∫ ∞
0
λx({η | ρx(ξ, η)2(τ−ρ) > t})dt ≤ 1 +
∫ ∞
1
λx(Bx(ξ, (1/t)
1/2(ρ−τ)))dt
≤ 1 + C
∫ ∞
1
(
1
t
) 2ρ
2(ρ−τ)
dt
< +∞
Thus the integral defining c(λ, x, ξ) converges for Imλ < 0. That c(λ, x, ξ) is
holomorphic in λ follows from Morera’s theorem. ⋄
Lemma 5.4. Let x ∈ X and ξ ∈ ∂X. Then for all λ ∈ C,
φλ,x =Mx(e
(iλ−ρ)Bξ,x)
(where Mx is the radialisation operator around the point x). In particular, φλ,x(y)
is entire in λ for fixed y ∈ X, and is real and positive for λ such that (iλ − ρ) is
real and positive.
Proof: Since the function e(iλ−ρ)Bξ,x is an eigenfunction of the Laplacian ∆ with
eigenvalue −(λ2 + ρ2) and the operator Mx commutes with ∆, the function f =
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Mx(e
(iλ−ρ)Bξ,x) is also an eigenfunction of ∆ for the eigenvalue −(λ2 + ρ2). Since
f is radial around x and f(x) = 1, it follows from Lemma 4.4 that f = φλ,x. ⋄
Proposition 5.5. Let f ∈ C∞c (X) be radial around the point x ∈ X. Then the
Fourier transform of f based at x coincides with the spherical Fourier transform,
f˜x(λ, ξ) = fˆ(λ)
for all λ ∈ C, ξ ∈ ∂X.
Proof: Let f = u ◦ dx where u ∈ C∞c (R). By Lemma 5.4 above,
φλ(r) = φ−λ(r) =
∫
S(x,r)
e(−iλ−ρ)Bξ,x(y)dσr(y)
where σr is normalized surface area measure on the geodesic sphere S(x, r). Eval-
uating the integral defining f˜x in geodesic polar coordinates centered at x we have
f˜x(λ, ξ) =
∫ ∞
0
∫
S(x,r)
f(y)e(−iλ−ρ)Bξ,x(y)dσr(y)A(r)dr
=
∫ ∞
0
u(r)φλ(r)A(r)dr
= fˆ(λ)
⋄
Proposition 5.6. Let c be the c-function of the radial hypergroup of X and let
Imλ < 0. Then:
(1) We have
lim
r→∞
φλ(r)
e(iλ−ρ)r
= c(λ)
(2) We have
c(λ) =
∫
∂X
ρx(ξ, η)
2(iλ−ρ)dλx(η)
for any x ∈ X, ξ ∈ ∂X. In particular the integral c(λ, x, ξ) above is independent of
the choice of x, ξ.
Proof: (1): For Imλ < 0, using φλ = c(λ)Φλ+c(−λ)Φ−λ and Φ±λ(r) = e(±iλ−ρ)r(1+
o(1)) as r →∞, we have
φλ(r)
e(iλ−ρ)r
= c(λ)(1 + o(1)) + c(−λ)e−2iλr(1 + o(1))
→ c(λ)
as r→∞.
(2): Let λ = it where t ≤ −ρ, so that µ := iλ − ρ ≥ 0. Fix x ∈ X and ξ ∈ ∂X .
For η ∈ ∂X , let y(η, r) ∈ X denote the point on the geodesic [x, η) at a distance r
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from x. Then the normalized surface area measure on the geodesic sphere S(x, r)
is given by the push-forward of λx under the map η 7→ y(η, r), so by Lemma 5.4
φλ(r)
e(iλ−ρ)r
=
∫
∂X
e(iλ−ρ)(Bξ,x(y(η,r))−r)dλx(ξ)
We will apply the dominated convergence theorem to evaluate the limit of the
above integral as r →∞. First note that by Lemma 2.2, for any η not equal to ξ,
Bξ,x(y(η, r)) − r→ −2(ξ|η)x
as r→∞, so the integrand converges a.e. as r →∞,
e(iλ−ρ)(Bξ,x(y(η,r))−r) → ρx(ξ, η)2(iλ−ρ)
(using ρx(ξ, η) = e
−(ξ|η)x).
Now by Lemma 2.1, using µ ≥ 0 we can estimate the integrand:
eµ(Bξ,x(y(η,r))−r) = (cosh r − sinh r cos(θx(ξ, y(x, r))))µe−µr
= (e−r + 2 sinh r sin2(θx(ξ, y(x, r))/2))
µe−µr
≤ (e−r + (er − e−r) · 1)µe−µr
= 1
So dominated convergence applies and we conclude that
φλ(r)
e(iλ−ρ)r
→
∫
∂X
ρx(ξ, η)
2(iλ−ρ)dλx(η)
as r→∞ for λ = it, t ≤ −ρ.
It follows from part (1) of the proposition that c(λ) equals the integral above,
which is c(λ, x, ξ), for λ = it, t ≤ −ρ. Since c(λ) and c(λ, x, ξ) are holomorphic for
Imλ < 0, they must then be equal for all λ with Imλ < 0. ⋄
Remark. Part (2) of the above proposition is the analogue of the well-known
integral formula for Harish-Chandra’s c-function (formula (18) in [Hel94], pg. 108).
For λ ∈ C and x ∈ X , define the function φ˜λ,x on X by
φ˜λ,x(y) =
∫
∂X
e(iλ−ρ)Bξ,x(y)dλx(y)
It follows from the above equation that φ˜λ,x(y) is entire in λ for fixed y ∈ X ,
and is real and positive for λ such that (iλ − ρ) is real and positive. Moreover,
by Proposition 3.3, the function φ˜λ,x is an eigenfunction of the Laplacian ∆ with
eigenvalue −(λ2 + ρ2), and φ˜λ,x(x) = 1.
Lemma 5.7. Let λ = it, t < −ρ, and let x ∈ X. Given ǫ > 0, there exists R = R(ǫ)
such that for any y ∈ X with r = d(x, y) ≥ R, we have∣∣∣∣∣
φ˜λ,x(y)
e(iλ−ρ)r
− c(λ)
∣∣∣∣∣ ≤ ǫ
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Proof: Let µ = iλ − ρ > 0. We may assume ǫ > 0 is small enough so that
|eµδ − 1| ≤ 2µǫ for 0 ≤ δ ≤ ǫ.
Let y ∈ X with r = d(x, y) > 0, then the geodesic segment [x, y] extends uniquely
to a geodesic ray [x, y+) for some y+ ∈ ∂X . By Lemma 2.2, there exists R = R(ǫ)
such that if r ≥ R and ξ ∈ ∂X is such that ρx(ξ, y+) ≥ ǫ then
|(Bξ,x(y)− r) + 2(ξ|y+)x| < ǫ
and hence we can write
expµBξ,x(y)
eµr
= ρx(ξ, y
+)2µeµδ(ξ)
where δ = δ(ξ) satisfies |δ(ξ)| ≤ ǫ for ρx(ξ, y+) ≥ ǫ. Now
φ˜λ,x(y)
eµr
=
∫
∂X
eµBξ,x(y)
eµr
dλx(ξ)
=
∫
∂X−Bx(y+,ǫ)
eµBξ,x(y)
eµr
dλx(ξ) +
∫
Bx(y+,ǫ)
eµBξ,x(y)
eµr
dλx(ξ)
= I1 + I2
say. We estimate the two integrals I1, I2 appearing above separately.
For the second integral I2, since µ ≥ 0, the same estimate as in the proof of
Proposition 5.6 gives eµBξ,x(y)/eµr ≤ 1, hence by Lemma 5.2 we obtain
|I2| ≤ Cǫ2ρ
for some constant C > 0.
For the first integral I1, by Lemma 5.6 since c(λ) = c(λ, x, y
+) we have
|I1 − c(λ)| =
∣∣∣∣∣
∫
∂X−Bx(y+,ǫ)
eµBξ,x(y)
eµr
dλx(ξ)−
∫
∂X
ρx(ξ, y
+)2µdλx(ξ)
∣∣∣∣∣
≤
∫
∂X−Bx(y+,ǫ)
ρx(ξ, y
+)2µ|eµδ(ξ) − 1|dλx(ξ) +
∫
Bx(y+,ǫ)
ρx(ξ, y
+)2µdλx(ξ)
≤ 2µǫ+ Cǫ2ρ
(where we have used ρx(ξ, y
+) ≤ 1, µ > 0, and Lemma 5.2).
Putting together the estimates for I1 and I2 gives∣∣∣∣∣
φ˜λ,x(y)
e(iλ−ρ)r
− c(λ)
∣∣∣∣∣ ≤ 2µǫ+ 2Cǫ2ρ
for all y ∈ X such that r = d(x, y) ≥ R(ǫ). Since ǫ > 0 was arbitrary, the Lemma
follows. ⋄
Lemma 5.8. Let λ = it, t < −ρ and let x ∈ X. Given ǫ > 0, there exists R = R(ǫ)
such that for any y ∈ X with r = d(x, y) ≥ R, we have
1− ǫ ≤ φ˜λ,x(y)
φλ,x(y)
≤ 1 + ǫ
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(note that for the given value of λ both functions appearing above are real and
positive).
Proof: Note c(λ) > 0 by Lemma 5.6, so by Lemmas 5.6 and 5.7 there exists
R = R(ǫ) such that for y ∈ X with r = d(x, y) ≥ R we have
(1− ǫ)c(λ) ≤ φ˜λ,x(y)
e(iλ−ρ)r
≤ (1 + ǫ)c(λ)
and
(1− ǫ)c(λ) ≤ φλ,x(y)
e(iλ−ρ)r
≤ (1 + ǫ)c(λ)
The above two inequalities imply
1− ǫ
1 + ǫ
≤ φ˜λ,x(y)
φλ,x(y)
≤ 1 + ǫ
1− ǫ
Since ǫ > 0 was arbitrary, the Lemma follows. ⋄
We can finally prove the required formula expressing φλ,x as an integral over
ξ ∈ ∂X of the functions e(iλ−ρ)Bξ,x :
Theorem 5.9. Let λ ∈ C and x ∈ X. Then
φλ,x(y) =
∫
∂X
e(iλ−ρ)Bξ,x(y)dλx(ξ)
for all y ∈ X (i.e. φλ,x = φ˜λ,x).
Proof: We first assume λ is of the form λ = it, t < −ρ.
For notational convenience, write φ = φλ,x and φ˜ = φ˜λ,x, then φ, φ˜ are positive
functions. Let u be the function u = φ˜/φ.
Using the fact that φ, φ˜ are both eigenfunctions of ∆ for the eigenvalue −(λ2+ρ2)
and the classical formula
∆(φu) = (∆φ)u + 2 < ∇φ,∇u > +φ∆u
we have
−(λ2 + ρ2)φ˜ = ∆(φu)
= −(λ2 + ρ2)φu + 2 < ∇φ,∇u > +φ∆u
= −(λ2 + ρ2)φ˜+ 2 < ∇φ,∇u > +φ∆u
Dividing the above equation by φ, we obtain
∆′u = 0
where ∆′ is the second-order differential operator defined by
∆′f = ∆f + 2 <
∇φ
φ
,∇f >
for f ∈ C∞(X).
Now given ǫ > 0, let R = R(ǫ) > 0 be as given by Lemma 5.8. Then for any
r ≥ R, by Lemma 5.8 we have
(1− ǫ) ≤ u(y) ≤ (1 + ǫ)
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for all y on the geodesic sphere S(x, r). Since the operator ∆′ is an elliptic second
order differential operator without any zeroth order term, and ∆′u = 0, the max-
imum principle applies to u and −u ([Eva98], Theorem 1 of section 6.4.1), so we
obtain
(1− ǫ) ≤ u(y) ≤ (1 + ǫ)
for all y in the geodesic ball B(x, r). Since this is true for all r ≥ R, the above
inequality holds in fact for all y ∈ X . Since ǫ > 0 is arbitrary, it follows that u = 1
on X . Thus
φ˜λ,x(y) = φλ,x(y)
for all y ∈ X , and λ of the form λ = it, t < −ρ. Since both sides of the above
equation are entire in λ for fixed y, it follows that φ˜λ,x = φλ,x on X for all λ as
required. ⋄
We can now prove the Fourier inversion formula:
Theorem 5.10. Fix a basepoint o ∈ X. Then for f ∈ C∞c (X) we have
f(x) = C0
∫ ∞
0
∫
∂X
f˜o(λ, ξ)e(iλ−ρ)Bξ,o(x)dλo(ξ)|c(λ)|−2dλ
for all x ∈ X (where C0 > 0 is a constant).
Proof: Given f ∈ C∞c (X) and x ∈ X , the function Mxf is in C∞c (X), is radial
around the point x and satisfies (Mxf)(x) = f(x). By Theorem 4.6 applied to the
function Mxf we have
f(x) = (Mxf)(x) = C0
∫ ∞
0
M̂xf(λ)φλ,x(x)|c(λ)|−2dλ
= C0
∫ ∞
0
M̂xf(λ)|c(λ)|−2dλ
(since φλ,x(x) = 1). Now using the formal self-adjointness of the operator Mx,
Theorem 5.9, the fact that φλ,x is radial around x and φλ,x = φ−λ,x we obtain
M̂xf(λ) =
∫
X
(Mxf)(y)φ−λ,x(y)dvol(y)
=
∫
X
f(y)(Mxφ−λ,x)(y)dvol(y)
=
∫
X
f(y)φ−λ,x(y)dvol(y)
=
∫
X
f(y)
(∫
∂X
e(−iλ−ρ)Bξ,x(y)dλx(ξ)
)
dvol(y)
=
∫
∂X
(∫
X
f(y)e(−iλ−ρ)Bξ,x(y)dvol(y)
)
dλx(ξ)
=
∫
∂X
f˜x(λ, ξ)dλx(ξ)
Using the relations
f˜x(λ, ξ) = e(iλ+ρ)Bξ,o(x)f˜o(λ, ξ)
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and
dλx
dλo
(ξ) = e−2ρBξ,o(x)
we get
M̂xf(λ) =
∫
∂X
e(iλ+ρ)Bξ,o(x)f˜o(λ, ξ)e−2ρBξ,o(x)dλo(ξ)
=
∫
∂X
f˜o(λ, ξ)e(iλ−ρ)Bξ,o(x)dλo(ξ)
Substituting this last expression for M̂xf(λ) in the equation f(x) = C0
∫∞
0
M̂xf(λ)|c(λ)|−2dλ
gives
f(x) = C0
∫ ∞
0
∫
∂X
f˜o(λ, ξ)e(iλ−ρ)Bξ,o(x)dλo(ξ)|c(λ)|−2dλ
as required. ⋄
The Fourier inversion formula leads immediately to a Plancherel theorem:
Theorem 5.11. Fix a basepoint o ∈ X. For f, g ∈ C∞c (X), we have∫
X
f(x)g(x)dvol(x) = C0
∫ ∞
0
∫
∂X
f˜o(λ, ξ)g˜o(λ, ξ)dλo(ξ)|c(λ)|−2dλ
where C0 is the constant appearing in the Fourier inversion formula. The Fourier
transform f 7→ f˜o extends to an isometry of L2(X, dvol) into L2([0,∞)×∂X,C0|c(λ)|−2dλdλo(ξ)).
Proof: Applying the Fourier inversion formula to the function g gives∫
X
f(x)g(x)dvol(x) = C0
∫
X
f(x)
(∫ ∞
0
∫
∂X
g˜o(λ, ξ)e(−iλ−ρ)Bξ,o(x)dλo(ξ)|c(λ)|−2dλ
)
dvol(x)
= C0
∫ ∞
0
∫
∂X
(∫
X
f(x)e(−iλ−ρ)Bξ,o(x)dvol(x)
)
g˜o(λ, ξ)dλo(ξ)|c(λ)|−2dλ
= C0
∫ ∞
0
∫
∂X
f˜o(λ, ξ)g˜o(λ, ξ)dλo(ξ)|c(λ)|−2dλ
Taking f = g gives that the Fourier transform preserves L2 norms,
||f ||2 = ||f˜o||2
for all f ∈ C∞c (X), from which it follows from a standard argument that the Fourier
transform extends to an isometry of L2(X, dvol) into L2([0,∞)×∂X,C0|c(λ)|−2dλdλo(ξ)).
⋄
6. The convolution algebra of radial functions
Fix a basepoint o ∈ X . We define a notion of convolution with radial functions
as follows:
For a function f radial around the point o, let f = u ◦ do, where u is a function
on R. For x ∈ X , the x-translate of f is defined to be the function
τxf = u ◦ dx
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Note that if f ∈ L1(X, dvol), then evaluating integrals in geodesic polar coordinates
centered at o and x gives
||f ||1 =
∫ ∞
0
|u(r)|A(r)dr = ||τxf ||1
Definition 6.1. For f an L1 function on X and g an L1 function on X which is
radial around the point o, the convolution of f and g is the function on X defined
by
(f ∗ g)(x) =
∫
X
f(y)(τxg)(y)dvol(y)
Note that, if g = u ◦ do, then
||f ∗ g||1 ≤
∫
X
∫
X
|f(y)||(τxg)(y)|dvol(y)dvol(x)
=
∫
X
|f(y)|
(∫
X
|u(d(x, y))|dvol(x)
)
dvol(y)
=
∫
X
|f(y)|
(∫ ∞
0
|u(r)|A(r)dr
)
dvol(y)
= ||f ||1||g||1
< +∞
so that the integral defining (f ∗ g)(x) exists for a.e. x, and f ∗ g ∈ L1(X, dvol).
Note if f, g ∈ C∞c (X) with g = u ◦ do radial around o, then f ∗ g is compactly
supported. For the Fourier transform of f∗g based at o, using the identity Bξ,o(x) =
Bξ,o(y) +Bξ,y(x) we have
f˜ ∗ go(λ, ξ) =
∫
X
(∫
X
f(y)u(d(x, y))dvol(y)
)
e(−iλ−ρ)Bξ,o(x)dvol(x)
=
∫
X
f(y)e(−iλ−ρ)Bξ,o(y)
(∫
X
u(d(x, y))e(−iλ−ρ)Bξ,y(x)dvol(x)
)
dvol(y)
=
∫
X
f(y)e(−iλ−ρ)Bξ,o(y)u˜ ◦ dy
y
(λ, ξ)dvol(y)
= f˜o(λ, ξ)uˆ(λ)
= f˜o(λ, ξ)gˆ(λ)
where we have used the fact that for the function u ◦ dy which is radial around y
we have
u˜ ◦ dy
y
(λ, ξ) = uˆ(λ) = gˆ(λ)
where uˆ is the hypergroup Fourier transform of u and gˆ is the spherical Fourier
transform of the function g which is radial around o.
Theorem 6.2. Let L1o(X, dvol) denote the closed subspace of L
1(X, dvol) consist-
ing of those L1 functions which are radial around the point o. Then for f, g ∈
L1o(X, dvol) we have f ∗ g ∈ L1o(X, dvol), and L1o(X, dvol) forms a commutative
Banach algebra under convolution.
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Proof: We first consider functions f, g ∈ C∞c (X) which are radial around o. For
x ∈ X , the function Mxφλ,o is an eigenfunction of ∆ with eigenvalue −(λ2 + ρ2)
which is radial around the point x and takes the value φλ,o(x) at the point x, so it
follows from Lemma 4.4 that
Mxφλ,o = φλ,o(x)φλ,x
The above equation together with the spherical Fourier inversion formula for the
function f gives, for y ∈ Y ,
(Mxf)(y) = C0
∫ ∞
0
(Mxφλ,o)(y)fˆ(λ)|c(λ)|−2dλ
= C0
∫ ∞
0
φλ,o(x)φλ,x(y)fˆ(λ)|c(λ)|−2dλ
Now using the formal self-adjointness of Mx we have
(f ∗ g)(x) =
∫
X
f(y)(τxg)(y)dvol(y)
=
∫
X
f(y)(Mxτxg)(y)dvol(y)
=
∫
X
(Mxf)(y)(τxg)(y)dvol(y)
= C0
∫ ∞
0
φλ,o(x)fˆ (λ)
(∫
X
φλ,x(y)(τxg)(y)dvol(y)
)
|c(λ)|−2dλ
= C0
∫ ∞
0
φλ,o(x)fˆ (λ)gˆ(λ)|c(λ)|−2dλ
It follows from the above equation that f ∗g is radial around the point o since all
the functions φλ,o are radial around the point o, and it also follows that f ∗g = g∗f .
Now the inequality ||f ∗ g||1 ≤ ||f ||1||g||1 implies, by the density of smooth,
compactly supported radial functions in the space L1o(X, dvol), that for f, g ∈
L1o(X, dvol) we have f ∗g = g∗f ∈ L1o(X, dvol), so L1o(X, dvol) forms a commutative
Banach algebra under convolution. ⋄
Finally, we remark that the radial hypergroup of the harmonic manifold X can
be realized as the convolution algebra of finite radial measures on the manifold:
convolution with radial measures can be defined, and the convolution of two radial
measures is again a radial measure. This can be proved by approximating finite
radial measures by L1 radial functions and applying the previous Theorem. The
convolution algebra L1o(X, dvol) is then identified with a subalgebra of the hyper-
group algebra of finite radial measures under convolution.
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