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i
“The theory of groups is a branch of mathematics in which one does
something to something and then compares the results with
the result of doing the same thing to something else,
or something else to the same thing. ”
James Newman
MEMORIAL UNIVERSITY OF NEWFOUNDLAND
Abstract
Faculty of Science
Department of Mathematics and Statistics
Master’s Degree
Relative Growth Rate of Subgroups of Free Groups
by Valentin Gruzdev
In this thesis we investigate the following problem: given a free group of a finite
rank greater or equal to 2, and its non-cyclic finitely generated subgroup of infinite
index, is it true that the relative growth rate of the subgroup is strictly less than
the growth rate of the free group itself?
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Symbols
n indicates the end of a proof;
s indicates the end of an example or a definition;
o means either no further proof will be given or it is postponed.
Set Theory:
∅ is the empty set;
#X denotes the cardinal of the set X;⋃
denotes union of sets;⊔
denotes disjoint union of sets;⋂
denotes intersection of sets;
⊆ denotes inclusion;
⊂ denotes proper inclusion;
∈ denotes set membership.
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Chapter 0
Introduction
Walther von Dyck was the first to introduce free groups in 1882, but the interest in
them did not arise until 1924 when Jakob Nielsen coined the term and initiated the
first deep study of their properties. Five years later John von Neumann introduced
the notion of amenable groups. He observed that if a countable discrete group
contains a free subgroup on two generators, then it is not amenable. The converse
to this statement was known as the von Neumann conjecture, which was refuted
by Rostislav Grigorchuk in 1978, see [13]. In his work Grigorchuk used the notion
of relative growth rate of a subgroup of a free group. In this thesis we are going
to show that given a finitely generated free group of rank greater or equal to 2,
and its non-cyclic finitely generated subgroup of infinite index, the relative growth
rate of the subgroup is strictly less than the growth rate of the free group itself.
This thesis contains seven chapters. Chapter 1 is auxiliary, it contains mainly
1
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definitions and, most important, it introduces the notation that will be used in the
thesis. Chapter 2 introduces the notion of the relative growth rate of a subgroup
of a free group. It also contains some examples, the most important of which is
Example 2.2 that shows that the relative growth rate of a subgroup of a free group
depends on the choice of generators of the free group. The method to compute
the relative growth rate in case when the generating set of the subgroup is Nielsen
reduced, is described in Chapter 3. The last four chapters are dedicated directly to
the answer to the question posed. Chapter 4 covers the case with no cancellations
between generators of the subgroup, we derive yet another method to calculate the
relative growth rate in this case and compare this result with the result obtained
in Chapter 3. We use a classical result of B.Neumann to answer the question in
the general case in Chapter 5. Finally in Chapter 6 we outline the proof of an
even more general result, in the case of hyperbolic groups, which uses the notion
of amenability.
Chapter 1
Free groups and their growth
First we give a formal definition of free groups and then indicate how these groups
can be constructed.
Definition 1.1. If X is a subset of a group F , then F is a free group with basis
X if, for every group G and every function f : X → G, there exists a unique
homomorphism φ : F → G making the following diagram commute:
F
X
Gf
φ
s
In this event we say that X is a free basis of F and that F is freely generated by
X, we write F = 〈X〉. Occasionally, for a set X = {a1, a2, . . . , ar} we simply write
3
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F = 〈a1, a2, . . . , ar〉. The cardinality of free basis of F is the rank of the free group
F , denoted rank(F ).
Let X, the set of generators, be given. Consider X−1 = {a−1, a ∈ X}, where a−1
is the inverse of element a. We define X±1 = X ∪ X−1. The elements of X±1
are called letters. By a word in X we mean a finite, possibly empty, sequence of
letters, w = a1 . . . an with n ≥ 0 and all ai ∈ X±1. The inverse of a word w is
w−1 = a−1n . . . a
−1
1 .
A word w that does not contain a subword of the type aa−1, that is w = a1 . . . an
(ai ∈ X±1) where for any i = 1, . . . , n− 1 condition ai 6= a−1i+1 holds, is said to be
reduced. The number n is called the length of the word w, we denote it by |w| = n.
The word of length zero is the empty word, that is w = 1 if |w| = 0. Clearly, the
empty word is reduced.
A group F is a free group if there exists a generating set X of F such that every
non-empty reduced word in X defines a non-trivial element of F .
The product of two words is formed by juxtaposition with the convention that
w1 = w = 1w. The set W = W (X) of all words in X becomes a unital semigroup
under juxtaposition.
We define an equivalence relation on W as follows. Two words w1 and w2 are
equivalent, w1 ∼ w2, if it is possible to obtain one word from the other by inserting
or deleting a finite number of subwords of the type aa−1. Clearly, ∼ defines an
equivalence relation on the set W . It also preserves the structure of W as unital
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semigroup since u1 ∼ u2 and v1 ∼ v2 implies u1v1 ∼ u2v2, and u1 ∼ u2 implies
u−11 ∼ u−12 . Therefore we can define the quotient semigroup F = W/ ∼, which
clearly is a group. In fact, as we will see in Theorem 1.3, it is a free group with
basis the images of the a ∈ X.
Theorem 1.2 ([12], p. 3). Each equivalence class of words in X contains a unique
reduced word.
Proof. Since successive deletion of subwords of the type aa−1 from any word w must
lead to a reduced word, each equivalence class must contain at least one reduced
word. We have to show that distinct reduced words u and v are not equivalent.
Suppose on the contrary that there is a chain of words u = w1, . . . , wn = v with
each wi+1 obtained from wi (1 ≤ i < n) either by insertion or deletion of subwords
of the type aa−1, and with N =
∑ |wi| a minimum. Since u 6= v and both words
are reduced, we have n > 1, |w2| > |w1| and |wn−1| > |wn|. It follows that for
some i (1 < i < n) we must have |wi| > |wi−1|, and |wi| > |wi+1|. Suppose wi−1
and wi+1 are obtained from wi by deletion of subwords aa
−1 and bb−1 respectively.
If these two subwords coincide, then wi−1 = wi+1 contrary to the minimality of N .
If these two subwords overlap without coinciding, then wi has a subword aa
−1a,
and wi−1 and wi+1 are both obtained by replacing this subword by a, hence again
wi−1 = wi+1. Finally if the two subwords are disjoint, w can be replaced by the
result w′ of deleting both parts to obtain a new chain with N ′ = N − 4, contrary
to the minimality of N . n
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Theorem 1.3 ([12], p. 3). F is a free group with basis the set [X] of equivalence
classes of elements from X, and |[X]| = |X|.
Proof. Let G be a group and f a map from [X] into G. To prove that |[X]| = |X|,
we observe that if a1, a2 ∈ X and a1 6= a2 then [a1] 6= [a2] since the two one-
letter words a1 and a2 are reduced. Then f determines a map f1 : X → G
with f([a]) = f1(a). Define an extension φ1 of f1 from W into G by setting
φ1(w) = φ1(a
ε1
1 . . . a
εn
n ) = (f1(a1))
ε1 . . . (f1(an))
εn , where ai ∈ X and εi = ±1. If
w1 ∼ w2 then φ1(w1) = φ1(w2), whence φ1 maps equivalent words onto the same
element of G, thereby inducing a map φ : F → G that is a homomorphism and an
extension of f . n
Corollary 1.4 ([12], p. 3). Given a set X, there exists a free group F with basis
X. o
Corollary 1.5 ([12], p. 87). Every group G is a quotient of a free group.
Proof. Define a set X = {ag : g ∈ G} so that f : ag 7→ g is a bijection from X to
G. If F is free with basis X, then there is a homomorphism φ : F → G extending
f , and φ is a surjection because f is. Hence G ' F/kerφ. n
Some properties of free groups readily follow from the construction. For instance,
if rank(F ) > 1 then F is not abelian, and, moreover, its center is trivial. Also, two
free groups are isomorphic if and only if their free bases have the same cardinality.
Thus for every cardinal number, there is, up to isomorphism, exactly one free
group of the rank of that number.
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Let X be a set and let ∆ be a family of words on X. We say that a group G has
generators X and relations ∆ if G ' F/R, where F is the free group with basis
X and R is the normal subgroup of F generated by ∆. The ordered pair (X,∆)
is called a presentation of G.
Informally, no other relation may exist between the generators of a free group apart
from the existence of inverses, and different reduced words in X define different
elements in F .
More properties of free groups can be found in [12]. The one that is of importance
to us is the following.
Theorem 1.6 (Nielsen-Schreier Theorem). Every subgroup of a free group is free.
o
A concept that we will be dealing with in this work is the concept of growth of
a group. Suppose we have a finitely generated group G which does not have to
be free. Each element of G has a unique expression as a reduced word in the
generators. Let f(n) = #Gn and h(n) = #
⋃n
i=0Gi be the numbers of elements
represented by reduced words of length n and at most n respectively, here Gi is
the set of elements of G which can be written as reduced words of length i. It is
obvious that h(n) =
∑n
i=0 f(i). We call f(n) the strict growth function, whereas
h(n) is termed the cumulative growth function of F .
In the case of a finitely generated free group F of a rank r, a reduced word w of
length n+ 1 with n ≥ 1, can be obtained by writing a letter after a reduced word
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wˆ = a1 . . . an of length n. We have 2r − 1 letters to choose from as it can be any
letter a ∈ X±1, except a−1n . Hence we have
f(n+ 1) = f(n)(2r − 1), n ≥ 1.
Using initial conditions f(0) = 1 and f(1) = 2r we obtain
f(n) = 2r(2r − 1)n−1, for n ≥ 1. (1.1)
Also,
h(n) = 1 +
n∑
i=1
2r(2r − 1)i−1, for n ≥ 1. (1.2)
Upon taking the nth root and then the upper limit of equation (1.1), we obtain
what we call the growth rate of free group of rank r
α = lim sup
n→∞
(f(n))
1
n = 2r − 1. (1.3)
Note that instead of taking the upper limit we could take simply a limit and of
course the growth rate could also be defined as lim
n→∞
(h(n))
1
n . However, as we will
see in the next subsection, the definition of the growth rate of the form (1.3) is
preferred.
Next we turn our attention to relative growth rate of subgroups of free groups.
Chapter 2
Relative growth rate of subgroups
of free groups
We have seen the growth functions and the growth rate of free groups in the
previous chapter. For subgroups of free groups we can define relative growth
function and relative growth rate in a similar manner, but first let us recall what
a subgroup generated by a subset of a group is.
Let Y be a subset of a group G (not necessarily free), then, the subgroup generated
by Y is the smallest subgroup ofG containing every element of Y , or in other words,
it is the intersection of all subgroups containing all the elements of Y . Equivalently,
the subgroup generated by Y is the subgroup consisting of all elements of G that
can be expressed as a finite product of elements in Y and their inverses. We
usually denote a subgroup of a group by H and, in the case when H is generated
9
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by a set Y , we write H = 〈Y 〉. Sometimes for a set Y = {b1, b2, . . . , bs} we simply
write H = 〈b1, b2, . . . , bs〉.
We define the strict relative growth function of H as d(n) = #Hn and the cumu-
lative relative growth function of H as g(n) = #
⋃n
i=0Hi, where Hi = H ∩ Fi.
The relative growth rate of a subgroup is defined similar to the growth rate of the
group.
Definition 2.1. The relative growth rate of a subgroup H is αH = lim sup
n→∞
(d(n))
1
n .
s
Note that we cannot replace the upper limit with simply a limit in the Definition
2.1. For instance, consider the subgroup of a free group that consists of all ele-
ments of even length then d(n) = 0 for all odd n. Of course, the relative growth
rate of H could also be defined as lim sup
n→∞
(g(n))
1
n (or as lim
n→∞
(g(n))
1
n ), but the
former definition is preferred as it allows us to find the relative growth rate using
Hilbert series for the subgroup H.
The relative growth rate can be computed as the inverse of the radius of conver-
gence of the series S(H, t) =
∞∑
n=0
(#Hn)t
n. In the examples to follow we compute
the radius of convergence using the following theorem.
Theorem 2.2 ([9], p. 499). Suppose p(t)/q(t) is a quotient of two polynomials p
and q. Suppose q(t0) 6= 0. Then the power series expansion for p/q about t0 has
radius of convergence equal to the closest distance from t0 to the roots (including
complex roots) of q. o
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In the following example we compute the relative growth rate of a subgroup of a
group freely generated by a set consisting of just two elements.
Example 2.1. Consider the free group F = 〈a, b〉 and its subgroupH = 〈a2, ab, ab−1〉.
First we show that H is a subgroup of F that consists of all elements of even
length. Let Ĥ be the subgroup of words of even length of F , then we have to show
that H = Ĥ.
A reduced word of even length is a product of reduced words of length 2. There
are 12 such words, namely: aa, ab, ab−1, a−1a−1, a−1b, a−1b−1, ba, ba−1, bb,
b−1a, b−1a−1, b−1b−1. So Ĥ, the subgroup of words of even length of F , is gen-
erated by these twelve words. Removing inverses we have only a2, ab, a−1b,
ab−1, a−1b−1, and b2 left. Now a−1b = (a2)−1(ab), a−1b−1 = (a2)−1(ab−1) and
b2 = (ab)−1(ab)(ab−1)−1(ab). Hence Ĥ ⊆ H. On the other hand every h ∈ H also
belongs to Ĥ, that is, H ⊆ Ĥ. Hence the subgroup containing all words of even
length of F is generated by {a2, ab, ab−1}.
Now the Hilbert series for H is
S(H, t) =
∞∑
n=1
(#F2n)t
2n,
where F2n is the set of all words of length 2n belonging to F . We have
S(H, t) = 1 + 4
3
∞∑
n=1
(3t)2n =
1 + 3t2
1− (3t)2 .
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According to Theorem 2.2, the radius of convergence of S(H, t) is 1
3
. Hence the
relative growth rate of H is αH = 3. s
Example 2.1 demonstrates the fact that a proper finitely generated subgroup of
finite index of a free group may have relative growth rate equal to the growth rate
of the group itself. Whether it is always true for subgroups of finite index, we will
determine in subsequent chapters.
The following example shows that the relative growth rate of a subgroup of a free
group depends on the choice of generators of the free group.
Example 2.2. Let the free group F = 〈a1, a2, a3〉 and H = 〈a1, a2〉 be a subgroup
of F . Clearly the relative growth rate of H is equal to the growth rate of a group
freely generated by a set consisting of two elements, that is αH = 3. Since a
free basis of a free group is not unique we can choose another basis for F , say
{a1a3, a2, a3}. Let b1 = a1a3, b2 = a2 and b3 = a3. In this case the subgroup H
is generated by {b1b−13 , b2}. We will show that for this choice of generators of the
free group the subgroup H has relative growth rate not equal to 3.
Let Hb1b3n be the set of reduced words of length n in H ending either with b1b
−1
3
or b3b
−1
1 and H
b2
n be the set of reduced words of length n ending either with b2 or
b−12 . We have:
#Hb1b3n = #H
b1b3
n−2 + 2#H
b2
n−2,
#Hb2n = 2#H
b1b3
n−1 + #H
b2
n−1.
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Hence we obtain the following system of equations in terms of generating functions
S(Hb1b3 , t) and S(Hb2 , t):

S(Hb1b3 , t) = 2t2 + t2S(Hb1b3 , t) + 2t2S(Hb2 , t)
S(Hb2 , t) = 2t+ 2tS(Hb1b3 , t) + tS(Hb2 , t)
Now the Hilbert series for H is
S(H, t) = 1 + S(Hb1b3 , t) + S(Hb2 , t) = t
3 + t2 + t+ 1
−3t3 − t2 − t+ 1 .
According to Theorem 2.2, the radius of convergence of S(H, t) is equal to
1
9
(
− 1− 4×22/3
3
√
67+9
√
57
+ 3
√
2(67 + 9
√
57)
)
≈ 0.46940. So αH ≈ 2.13038. s
Even though the example above demonstrates the dependence of the relative
growth rate on the choice of generators of the free group, we will not reflect this
fact in our notation, and simply write αH (instead of writing, say, α
X
H), assuming
that the generating set of the free group is clear from the context.
In contrast to the fact that the relative growth rate depends on the choice of gen-
erators of the free group, it clearly does not depend on the choice of generators of
the subgroup itself. For instance, in Example 2.1 we could take the set {a2, b2, ab}
as the generating set for H. The result, however, would still be the same: αH = 3.
A natural question to ask is whether the relative growth rate of a subgroup of
a finitely generated free group always exists. The affirmative answer for normal
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subgroups was given [13].
Theorem 2.3 ([13], p. 44). Let N be a non-trivial normal subgroup of a free group
F of rank r. If all elements are of even length then there exists an upper limit αN =
lim sup
n→∞
(#N2n)
1
2n , otherwise there exists an upper limit αN = lim sup
n→∞
(#Nn)
1
n . o
A more general result stating that the relative growth rate of a subgroup of a
finitely generated free group is a real number, can be found in [3].
Theorem 2.4 ([3], p. 2). For any subgroup H of a finitely generated free group
F there exists the relative growth rate. o
Chapter 3
Properties of the relative growth
rate
In this chapter, which is mostly based on the results obtained in [13], we will see
some of the properties of the relative growth rate of subgroups of free groups. We
start with the following.
Theorem 3.1 ([13], p. 42). If N is a non-trivial normal subgroup of a free group
F of rank r then the relative growth rate αN ≥
√
2r − 1.
Proof. Let w ∈ N be a reduced word in letters aεν , where ν = 1, . . . , r and ε = ±1.
Consider set of words aενwa
−ε
ν . This set contains at least 2r − 2 reduced words of
length |w|+ 2. Let w1 be one of those words. Then set of words aενw1a−εν contains
2r−1 reduced words of length |w|+4. Choosing a word w2 from the latter set and
applying the same argument, we obtain 2r − 1 reduced words of length |w|+ 6.
15
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As a result we obtain set Ω(w) ⊂ N which contains at least (2r − 2)(2r − 1)n−1
words of length |w|+2n. Hence αN ≥ lim sup
n→∞
((2r−2)(2r−1)n−1) 1|w|+2n = √2r − 1.
n
Note that, in view of the Example 2.2, the relative growth rate of a non-trivial
normal subgroup of F can be different depending on the choice of generators of
F , but it is always greater or equal to
√
2r − 1.
The following theorem deals with a sequence of normal subgroups.
Theorem 3.2 ([13], p. 46). Let N1 ⊂ N2 ⊂ . . . be a sequence of normal subgroups
of a finitely generated free group F then for N = ∪∞n=1Nn we have
αN = lim sup
n→∞
αNn . o
We need the notion of Nielsen reduced set before we can proceed. Let F be a
free group on the free generators {aν} and let {wi(aν)} be reduced words which
generate H, words wi(aν) and w
−1
i (aν) are called w-symbols. Every v ∈ H can be
expressed as a word v(wi) in symbols wi and as a word v(wi(aν)) in aν . So we have
two notions of length, namely |v| length of v in aν ’s and |v|w length of v in wi’s.
According to Theorem 1.6, any subgroup of a free group is free. Its generating set
{wi(aν)} can be chosen in such a way that it is Nielsen reduced, see [14].
Definition 3.3. A set of words is Nielsen reduced if
(i) For every w-reduced word v(wi) = w
ε1
i1
. . . wεrir , ε = ±1, a-reduction of v(wi(aν))
leaves at least one letter a
µj
νj , µj = ±1 from wεjij for each j;
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(ii) The a-length of v(wi(aν)) is at least as large as the a-length of any w-symbol
occurring in v(wi). s
Let us have a look at a familiar example.
Example 3.1. Consider F = 〈a, b〉 and its subgroup H = 〈a2, ab, ba〉. Take
v(wi) = (ab)
−1a2(ba)−1. Upon applying a-reduction we obtain v(wi(aν)) = b−2,
which violates (i) of Definition 3.3 of Nielsen reduced set.
On the other handH is also generated by {a2, ab, ba−1} and for v(wi) = (ab)−1a2(ba−1)−1
a-reduction produces v(wi(aν)) = b
−1a2b−1. In fact Lemma 3.5 shows that the gen-
erating set of H is Nielsen reduced in this case. s
To formulate Lemma 3.5 which gives a characterization of Nielsen reduced set, we
inroduce some terminology.
Definition 3.4. An initial segment of w-symbol is called isolated if it does not
occur as an initial segment of any other w-symbol. Similarly, a terminal segment
is isolated if it is a terminal segment of a unique w-symbol.
Let w(aν) be an a-reduced word. The initial segment s of w(aν) such that
1
2
|w| <
|s| ≤ 1
2
|w| + 1, is called the major initial segment of w. The major terminal
segment is defined similarly.
If the a-length of an a-reduced word w(aν) is even we define left half and right
half in the obvious way. s
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By β(wµi , w
ε
k) we will understand the number of elements a
±1
ν that can be removed
from the word wµi w
ε
k by cancellation, µ, ε = ±1.
Below is a characterization of a Nielsen reduced set. Note that we are interested
in Corollary 3.6 which provides us with some useful information about words in a
Nielsen reduced set.
Lemma 3.5 ([14], p. 123). Let {wi(aν)} be a set of a-reduced words. Then
{wi(aν)} is Nielsen reduced if and only if the following conditions are satisfied:
(i) Both the major initial and major terminal segments of each wi are isolated;
(ii) For each wi of even length, either its left or its right half is isolated. o
Corollary 3.6 ([14], p. 124). For a Nielsen reduced set {wi(aν)} the following
inequalities hold:
|wεk| ≥ β(wµi , wεk),
|wεk| ≥ β(wεk, wµi ),
i, k = 1, 2 . . . and ε, µ = ±1 unless i = k and µ = −ε are satisfied simultaneously.
o
In what follows we will consider subgroups H with a Nielsen reduced set of gen-
erators. Our aim is to derive an expression for finding relative growth rate of a
subgroup in this case.
We say that a w-reduced word u ends with the word wεk if u = w
ε1
i1
. . . wεninw
ε
k. By
Hk,εn we understand the set of a-reduced words belonging to H that have a-length
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n and end with the word wεk and we define S(Hk,ε, t) =
∞∑
n=1
(#Hk,εn )t
n. We have
S(H, t) = 1 +
∑
k=1
∑
ε=±1
S(Hk,ε, t). (3.1)
Note that w-words ending with different wεk cannot have the same a-reduction as
H is freely generated by {wi(aν)} and, therefore, there are no no-trivial relations
between the generators.
Theorem 3.7 ([13], p. 50). The functions S(Hk,ε, t) for k = 1, 2 . . . and ε = ±1
satisfy the following linear system of equations
S(Hk,ε, t) = t|wεk| +
∑
m=1
∑
µ=±1
t|w
ε
k|−β(wµm,wεk)S(Hm,µ, t), (3.2)
with µ = −ε for m = k being excluded from the second sum.
Proof. Consider a w-reduced word u belonging to Hk,εn , that is, u = w
ε1
i1
. . . wµmw
ε
k.
The a-length of the word v = wε1i1 . . . w
µ
m in this case is given by n−|wεk|+β(wµm, wεk),
where wµm is the word that v ends with.
The w-reduced words that end with wεk are obtained from the words of a-length
n − |wεk| + β(wµm, wεk) ending with wµm (all possible) by writing the word wεk after
them. Hence,
#Hk,εn =
∞∑
m=1
∑
µ=±1
#Hm,µ
n−|wεk|+β(wµm,wεk)
. (3.3)
Upon multiplying equations (3.3) by tn and adding them, we obtain (3.2). n
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Corollary 3.8 ([13], p. 51). If H is a finitely generated subgroup of a free group
then its relative growth rate is an inverse of the smallest positive root of the equa-
tion detM = 0, where M is the matrix obtained from the matrix multiplication
form of the system of equations (3.2).
Proof. Let H be generated by a set {w1, . . . , wp}. The linear system of equations
(3.2) becomes

S(H1,1, t) = t|w1| + t|w1|−β(w1,w1)S(H1,1, t) + 0 + t|w1|−β(w2,w1)S(H2,1, t) + . . .+ t|w1|−β(w−1p ,w1)S(Hp,−1, t)
S(H1,−1, t) = t|w1| + 0 + t|w1|−β(w−11 ,w−11 )S(H1,−1, t) + t|w1|−β(w2,w−11 )S(H2,1, t) + . . .+ t|w1|−β(w−1p ,w−11 )S(Hp,−1, t)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
S(Hp,−1, t) = t|wp| + t|wp|−β(w−1p ,w1)S(H1,1, t) + t|wp|−β(w−1p ,w−11 )S(H1,−1, t) + . . .+ t|wp|−β(w−1p ,w−1p )S(Hp,−1, t),
which is equivalent to

(t|w1|−β(w1,w1) − 1)S(H1,1, t) + 0 + t|w1|−β(w2,w1)S(H2,1, t) + . . .+ t|w1|−β(w−1p ,w1)S(Hp,−1, t) = −t|w1|
0 + (t|w1|−β(w
−1
1 ,w
−1
1 ) − 1)S(H1,−1, t) + t|w1|−β(w2,w−11 )S(H2,1, t) + . . .+ t|w1|−β(w−1p ,w−11 )S(Hp,−1, t) = −t|w1|
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
t|wp|−β(w
−1
p ,w1)S(H1,1, t) + t|wp|−β(w−1p ,w−11 )S(H1,−1, t) + . . .+ (t|wp|−β(w−1p ,w−1p ) − 1)S(Hp,−1, t) = −t|wp|.
Instead of solving the aforementioned system of equations for S(Hk,ε, t) (k =
1, 2 . . . and ε = ±1), and then plugging the obtained results into (3.1), we notice
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that the radius of convergence of S(H, t) is equal to the least absolute value of
poles of the function S(H, t) (see Theorem 2.2), which, according to Cramer’s rule,
can be found as roots of detM = 0, where M is the matrix associated with the
system. The result follows from the fact that the relative growth rate of H is equal
to the inverse of the radius of convergence of S(H, t). n
Example 3.2. Let H = 〈ak, bl, cp, dq〉 be a subgroup of F = 〈a, b, c, d〉, with
k, l, p, q ≥ 1. The relative growth rate αH can be found as the inverse of the
smallest positive root of detM = 0, where M is the following 8× 8 matrix

tk − 1 0 tk tk tk tk tk tk
0 tk − 1 tk tk tk tk tk tk
tl tl tl − 1 0 tl tl tl tl
tl tl 0 tl − 1 tl tl tl tl
tp tp tp tp tp − 1 0 tp tp
tp tp tp tp 0 tp − 1 tp tp
tq tq tq tq tq tq tq − 1 0
tq tq tq tq tq tq 0 tq − 1

Table A.1 in the Appendix contains the least absolute values of roots of the equa-
tion detM = 0 for some values of k, l, p, q, and the corresponding values of the
relative growth rates.
When k = l = p = q, for some k ≥ 1, we have det(M) = −(tk−1)4(7tk−1)(tk+1)3.
The least positive root of detM = 0 in this case is 7−
1
k , which implies that αH = 7
1
k
for such subgroups.
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From the table we can see that for the values of k, l, p, q that we chose, the smallest
value of the least positive root of the equation detM = 0 corresponds to the case
when the subgroup H is the entire group itself. The relative growth rate in this
case is equal to 7. s
Example 3.2 is an example of no cancellations between the generators of the sub-
group. In Chapter 4 we will give an alternative formula which allows us to find the
relative growth rate of such subgroups of free groups. We conclude this chapter
with one more result.
Theorem 3.9 ([13], p. 51). If {wi} is a Nielsen reduced generating set of H ⊆ Fr
then αH ≥ t−10 , where t0 is the smallest positive root of
1−
∑
i=1
∑
ε=±1
t|w
ε
i | = 0.
Proof. If we repeatedly substitute (3.2) into (3.1) we obtain:
S(H, t) = 1 +
∑
k=1
∑
ε=±1
(
t|w
ε
k| +
∑
m=1
∑
µ=±1
t|w
ε
k|−β(wµm,wεk)S(Hm,µ, t)
)
=
= 1 +
∑
k=1
∑
ε=±1
t|w
ε
k| +
∑
k=1
∑
ε=±1
∑
m=1
∑
µ=±1
t|w
ε
k|−β(wµm,wεk)S(Hm,µ, t) =
= 1 +
∑
k=1
∑
ε=±1
t|w
ε
k| +
∑
k=1
∑
ε=±1
∑
m=1
∑
µ=±1
t|w
ε
k|−β(wµm,wεk) + · · ·
Since
1
1− tS(H, t) =
∞∑
n=0
( n∑
k=0
#Hk
)
tn,
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the radius of convergence of S(H, t) is equal to the radius of convergence of
∞∑
n=0
( n∑
k=0
#Hk
)
tn (note that t = 1 cannot be the smallest root of the denomi-
nator in the LHS of the equation above as the existence of αH is guaranteed by
Theorem 2.4 and, hence, the radius of convergence of S(H, t) is strictly less than
1), which, in its turn, is not greater than the radius of convergence of the series
1 +
∑
k=1
∑
ε=±1
t|w
ε
k| +
∑
k=1
∑
ε=±1
∑
m=1
∑
µ=±1
t|w
ε
k|+|wµm| + · · · = 1
1− ∑
k=1
∑
ε=±1
t|wεk|
.
n
In this chapter we have introduced notation that we are going to use in the subse-
quent chapters, made ourselves familiar with the relative growth rate and described
a method to compute it. In the next chapter we will describe another method to
find the relative growth rate.
Chapter 4
The case with restriction on
generators of H
In the chapters to follow we give some proofs in several special cases that given
a free group F = 〈a1, . . . , ar〉 with r ≥ 2 and its finitely generated subgroup H
of infinite index, the relative growth rate of the subgroup is strictly less than the
growth rate of the free group itself. This chapter is dedicated to the case where
there are no cancellations between generators of the subgroup. Apart from proving
the fact stated above we will also derive an alternative way to compute the relative
growth rate in this case and compare the result with the result obtained in Chapter
3 in the case of the free group of rank 2.
In this chapter we impose the following restriction on generators ofH = 〈g1, g2, . . . , gm〉
with length |gi| ≥ 1 for i = 1, . . . ,m : |gεi gµj | = |gεi | + |gµj | for i 6= j and ε 6= −µ
24
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(ε, µ = ±1), that is, we only consider the case when there are no cancellations
between the generators of the subgroup and their inverses apart from the cancel-
lations of the type gig
−1
i or g
−1
i gi.
Let di,ε(n) denote the number of words of length n in H ending with g
ε
i . Then the
number of words of length n belonging to H is given by
d(n) =
m∑
i=1
∑
ε=±1
di,ε(n). (4.1)
Now since |gεi | = |g−εi | we have
di,ε(n) = d(n− |gεi |)− di,−ε(n− |gεi |) =
= d(n− |gεi |)− d(n− 2|gεi |) + di,ε(n− 3|gεi |) = · · ·
=
∞∑
j=0
(
d(n− |gεi |(1 + 2j))− d(n− 2|gεi |(1 + j))
)
. (4.2)
All terms in expression (4.2) turn into zero after some j is reached, this j is
determined by n and |gεi |. Nevertheless, we shall leave infinity at the upper limit
of the sum in this equation for our convenience.
If we substitute (4.2) into (4.1) and let si := |gεi |, we obtain:
d(n) = 2
m∑
i=1
∞∑
j=0
(
d(n− si(1 + 2j))− d(n− si(1 + j))
)
. (4.3)
Let us introduce some notation.
Denote by Kt the set of all t-element subsets of {1, 2, . . . ,m}. For any σ ∈ Kt we
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write σ = {k1, k2, . . . , kt}. Also let Lσ = {l ∈ {1, 2, . . . ,m} : l /∈ σ}.
Lemma 4.1. The number of words of length n ≥
m∑
i=1
si + min{s1, s2, . . . sm} in
subgroup H is given by:
d(n) =
m∑
t=1
∑
σ∈Kt
(2t− 1)
(
d(n−
t∑
i=1
ski)
)
.
Proof. From (4.3) we deduce that for a fixed t ≤ m:∑
σ∈Kt
d(n− sk1 − . . .− skt) =
= 2
∑
σ∈Kt
m∑
i=1
∞∑
j=0
(
d(n−sk1−. . .−skt−si(1+2j))−d(n−sk1−. . .−skt−2si(1+j))
)
=
= 2
∑
σ∈Kt
∑
l∈Lσ
∞∑
j=0
(
d(n−sk1−. . .−skt−sl(1+2j))−d(n−sk1−. . .−skt−2sl(1+j))
)
+
+2
∑
σ∈Kt−1
∑
l∈Lσ
∞∑
j=0
(
d(n−sk1−. . .−skt−1−2sl(1+j))−d(n−sk1−. . .−skt−1−sl(3+2j))
)
.
(4.4)
Upon adding equations (4.4) for all t = 1, . . . ,m and d(n) from (4.3) we obtain:
d(n) +
m∑
t=1
∑
σ∈Kt
d(n− sk1 − . . .− skt) =
m∑
t=1
∑
σ∈Kt
2td(n− sk1 − . . .− skt),
that is, d(n) =
m∑
t=1
∑
σ∈Kt
(2t− 1)
(
d(n−
t∑
i=1
ski)
)
. n
Adopting the same technique as in [2] we define a function of real variable ζ
F (ζ) =
m∑
t=1
∑
σ∈Kt
(2t− 1)(z − ζ)−
∑t
i=1 ski ,
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where z is a positive parameter.
Note that
F (0) ≤ 1⇔ z
∑m
i=1 si −
m−1∑
t=1
∑
σ∈Km−t
(2t− 1)z
∑m−t
i=1 ski − (2m− 1) ≥ 0. (4.5)
Replacing Km−t by Kt, we find that F (0) ≤ 1 if z ≥ z0, where z0 is the positive root
of the equation (the uniqueness of this positive root is guaranteed by Descartes’
rule of signs)
z
∑m
i=1 si −
m−1∑
t=1
∑
σ∈Kt
(2t− 1)z
∑t
i=1 ski − (2m− 1) = 0. (4.6)
On the other hand if z < z0 then F (0) > 1.
Recall that Descartes’ rule of signs states that if the terms of a single-variable
polynomial with real coefficients are ordered by descending variable exponent,
then the number of positive roots of the polynomial is either equal to the number
of sign differences between consecutive nonzero coefficients, or is less than it by
an even number. In our case the number of sign differences between consecutive
nonzero coefficients is 1.
Before we find the relative growth rate αH , we need to do some preliminary work.
Lemma 4.2. If z ≥ z0 then there exists a positive constant c such that d(n) ≤ czn
for every n ≥∑mi=1 si + min{s1, s2, . . . sm}.
Proof. Proof by induction on n.
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Let us fix parameter z ≥ z0. There exists a word of length
∑m
i=1 si+min{s1, s2, . . . sm}.
We can always find a positive constant c such that the length of this word will be
less than or equal to czn.
Suppose the statement holds for some n ≥ ∑mi=1 si + min{s1, s2, . . . sm}. Then,
according to Lemma 4.1,
d(n+ 1) =
m∑
t=1
∑
σ∈Kt
(2t− 1)
(
d(n+ 1−∑ti=1 ski)) ≤
≤
m∑
t=1
∑
σ∈Kt
(2t− 1)czn+1−
∑t
i=1 ski = czn+1
m∑
t=1
∑
σ∈Kt
(2t− 1)z−
∑t
i=1 ski =
= czn+1F (0) ≤ czn+1 . n
Lemma 4.3. If z < z0 then there exists a positive constant c such that d(n) > cz
n
for every n ≥∑mi=1 si + min{s1, s2, . . . sm}.
Proof. As before proof by induction on n.
Let us fix parameter z < z0. There exists a word of length
∑m
i=1 si+min{s1, s2, . . . sm}.
We can always find a positive constant c such that the length of this word will be
greater than czn.
Suppose the statement holds for some n ≥ ∑mi=1 si + min{s1, s2, . . . sm}. Then,
according to Lemma 4.1,
d(n+ 1) =
m∑
t=1
∑
σ∈Kt
(2t− 1)
(
d(n+ 1−∑ti=1 ski)) >
>
m∑
t=1
∑
σ∈Kt
(2t− 1)czn+1−
∑t
i=1 ski = czn+1
m∑
t=1
∑
σ∈Kt
(2t− 1)z−
∑t
i=1 ski =
= czn+1F (0) > czn+1. n
The following theorem is the main result of this chapter.
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Theorem 4.4. Assume a finitely generated subgroup H of a free group F of finite
rank r has a generating set with no cancellations and si are the lengths of the
generators of H , i = 1, . . . ,m. Then the relative growth rate of H is given by:
αH = lim
n→∞
(gH(n))
1
n = z0,
where z0 is the positive root of the equation
z
∑m
i=1 si −
m−1∑
t=1
∑
σ∈Kt
(2t− 1)z
∑t
i=1 ski − (2m− 1) = 0.
Proof. According to Lemma 4.2, for z ≥ z0 we have d(n) ≤ czn for sufficiently
large n. Therefore gH(n) ≤ c1zn for a positive constant c1. By Lemma 4.3, on the
other hand, for z′ < z0 we have d(n) > c′(z′)n for sufficiently large n, which yields
gH(n) > c2(z
′)n for a positive c2. Upon taking the nth root of the inequalities for
gH(n) and passing to the limit as n → ∞, we obtain lim sup(gH(n)) 1n ≤ z and
lim inf(gH(n))
1
n ≥ z′, that is limn→∞(gH(n)) 1n = z0. n
Example 4.1. Consider F = 〈x, y〉 and its subgroup H = 〈xk, yl〉 with k, l ≥ 1.
Then, by Theorem 4.4, αH = z0 is the positive root of
zk+l − zk − zl − 3 = 0. (4.7)
Let us compare this result with the one obtained by the method described in the
previous chapter.
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According to Corollary 3.8, αH can also be computed as the inverse to the smallest
positive root of the equation:
detM = 0, (4.8)
where M is a matrix given by

1− tk 0 tk tk
0 1− tk tk tk
tl tl 1− tl 0
tl tl 0 1− tl

Now
detM = 0⇔ 2t2k+l + 2tk+2l − 3t2k+2l + t2k − 2tk + t2l − 2tl + 1 = 0⇔
⇔ (tk − 1)(tl − 1)(3tk+l + tk + tl − 1) = 0.
The positive root of 3tk+l + tk + tl − 1 = 0 lies somewhere in the interval (0; 1)
and hence is the smallest positive root of (4.8). Not surprisingly, for t = z−10 we
have
3
zk+l0
+
1
zk0
+
1
zl0
− 1 = −z
k+l
0 + z
k
0 + z
l
0 + 3
zk+l0
,
that is z−10 is the required root of (4.8).
Let us evaluate z0. Many methods of finding the upper bound of the zeros of an
equation are known, we use the one described in [11].
If k = l = 1 then (4.7) becomes a quadratic equation with unique positive solution
z0 = 3.
Now suppose the condition k = l = 1 does not hold. Without loss of generality
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we may assume k ≥ l.
Claim: z0 ≤ max{r
1
l
0 , r
2
k
0 , (3r
3
0)
1
k+l}, where r0 is a real solution of 1r + 1r2 + 1r3 = 1.
Proof of the claim: Suppose that z0 > max{r
1
l
0 , r
2
k
0 , (3r
3
0)
1
k+l} then
z0 > r
1
l
0 , z0 > r
2
k
0 , z0 > (3r
3
0)
1
k+l .
But then we have
1
r0
>
1
zl0
,
1
r20
>
1
zk0
,
1
r30
>
3
zk+l0
.
Adding the last three inequalities together gives us: 1
r0
+ 1
r20
+ 1
r30
> 1
zl0
+ 1
zk0
+ 3
zk+l0
= 1.
Contradiction.
Now since l ≥ 1 and k ≥ 2 we have
r
1
l
0 ≤ r0, r
2
k
0 ≤ r0, (3r30)
1
k+l ≤ 3 1k+l r0.
Hence z0 ≤ 3 1k+l r0. Now r0 = 13(1 +
3
√
19− 3√33 + 3
√
19 + 3
√
33) ≈ 1.8393, which
implies that for k+ l ≥ 3 the relative growth rate of H is less than 2.6527, whereas
the growth rate of F is 3. n
Now we are in position to show that the relative growth rate of a proper finitely
generated subgroup of a free group is less than growth rate of the entire group.
As before let the free group be F = 〈a1, a2, . . . , ar〉 and its subgroupH = 〈g1, g2, . . . , gm〉
with length |gi| ≥ 1 for i = 1, . . . ,m and no cancellations between generators and
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their inverses apart from cancellation of the type gig
−1
i .
Since cancellations are not allowed m cannot be greater than r. If m = r and
si := |gi| = 1 for i = 1, . . . ,m then, as Theorem 4.4 tells us, 2r − 1 is the positive
root of
zr −
r∑
t=1
(2t− 1)
(
r
t
)
zr−t = 0,
where
(
r
t
)
denotes the binomial coefficient. That is, it is the positive root of
F (0) = 1 in which all ski = 1. Let us introduce a new function
I(z) := z
∑m
i=1 si −
m−1∑
t=1
∑
σ∈Km−t
(2t− 1)z
∑m−t
i=1 ski − (2m− 1).
From (4.5) we see that I(z) > 0⇔ F (0) < 1. Clearly I(0) < 0. Now if z = 2r− 1
and if we increase any of ski then F (0) becomes less than 1, which means that
I(2r − 1) > 0. We have I(0) < 0 and I(2r − 1) > 0. From (4.6) we conclude that
z0 < 2r − 1. Hence, if m = r the relative growth rate of finitely generated proper
subgroup of a free group is less than the growth rate of the the entire group.
A similar argument applies if m < r. In this case F (0) < 1 as well and, therefore,
z0 is strictly less then 2r − 1.
Chapter 5
Cosets of subgroups conjugate to
H
In this chapter we consider the case when the condition of non-cancellation between
generators of the subgroup H is removed. The idea of the proof of Theorem 5.3
belongs to Aleksandr Olshanskii.
We start with folklore property of subsets of a finitely generated free group. The
case of free monoids is covered in [1].
Theorem 5.1 ([4], p. 478). Let X , a set of cardinality r ≥ 2, be a generating set
of a free group F ; w a nonempty reduced word in X±1 and A(w) the set of reduced
words in F which do not contain w as a subword. Then there are positive numbers
c and ε, such that dA(n) := #(A(w)∩F (n)) ≤ c(2r− 1− ε)n for all n ∈ N, where
F (n) is the set of all reduced words of length n in F .
33
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Proof. Suppose w has length |w| = m then dA(m) = 2r(2r − 1)m−1 − 1. The
number of reduced words of length mq, with q ∈ N, which do not contain w as
subword in this case is at most (2r(2r−1)m−1−1)((2r−1)m−1)q−1, since each word
of this length can be written as a product of q words of length m. According to
Quotient-Remainder Theorem for arbitrary n we have n = mq+p with 0 ≤ p < m.
Since there are (2r − 1)p ways to extend a word of length mq to a word of length
mq + p we conclude that:
dA(n) ≤ (2r(2r − 1)m−1 − 1)((2r − 1)m − 1)q−1(2r − 1)p
= (2r(2r − 1)m−1 − 1)((2r − 1)m − 1)b nm c−1(2r − 1)p
≤
( 2r
2r − 1(2r − 1)
m − 1
)
((2r − 1)m − 1)b nm c−1(2r − 1)m−1
<
( 2r
2r − 1(2r − 1)
m
)
((2r − 1)m − 1)b nm c−1(2r − 1)m−1
=
( 2r
(2r − 1)2 (2r − 1)
m
)
((2r − 1)m − 1)b nm c−1(2r − 1)m
< (2r − 1)m((2r − 1)m − 1)b nm c−1(2r − 1)m
≤ (2r − 1)2m((2r − 1)m − 1) nm−1
< (2r − 1)2m((2r − 1)m − 1) nm .
By taking c = (2r−1)2m and considering the fact that ((2r−1)m−1) 1m < (2r−1)
we prove the lemma. n
The following result is due to B.H.Neumann.
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Lemma 5.2 ([6], p. 239). Let a group G be the union of finitely many, say n,
cosets of subgroups H1, H2, . . . , Hn:
G =
n⋃
i=1
Higi.
Then the index of (at least) one of Hi does not exceed n. In particular at least one
subgroup Hi has finite index in G.
Proof. We prove the lemma by induction on the number of distinct subgroups
among H1, . . . , Hn.
If all Hi coincide then G is the union of n cosets of one subgroup, that is, the
subgroup has index at most n.
Now assume that the claim holds for at most k−1 distinct subgroups Hi. We have
to show that the statement holds for k distinct subgroups among H1, H2, . . . , Hn.
Take one of these subgroups, say Hn. The union
G =
n⋃
i=1
Higi
can be arranged in such a way that H1, . . . , Hm are different from Hn and Hm+1 =
Hm+2 = · · · = Hn. In this case either
G =
n⋃
i=m+1
Hngi,
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that is Hn has index at most n in G; or else there is an element h such that
h /∈
n⋃
i=m+1
Hngi.
Since any two cosets of a subgroup either coincide or are disjoint we have:
Hnh ∩
n⋃
i=m+1
Hngi = ∅,
and hence
Hnh ⊆
m⋃
i=1
Higi
or
Hng ⊆
m⋃
i=1
Higih
−1g,
for any g ∈ G. Hence we have that every right coset of Hn is contained in a finite
union of right cosets of the other k − 1 subgroups Hi. But then G can also be
covered by a union of finitely many right cosets of these k − 1 subgroups, and by
the induction hypothesis one of them has finite index in G. n
In what follows we will utilize the idea of Schreier coset graph and its core. The
Schreier coset graph Γ(G,H,X) is a labeled graph associated with a group G gen-
erated by the set X = {a1, . . . ar}, and its subgroup H. The set of vertices of
the graph is the set of right cosets of H, H = {Hw : w ∈ G}. Given Hw ∈ H
and a ∈ X, there is unique edge e with initial vertex e− = Hw, terminal vertex
e+ = Hwa and label Lab(e) = a. A path p = e1 . . . en is reduced if and only if its
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label Lab(p) := Lab(e1) . . .Lab(en) is a reduced word in the group G. A reduced
path p = e1 . . . en is a loop if (e1)− = (en)+.
The minimal subgraph C(Γ) of Γ(G,H,X) which contains H and all reduced loops
originating in H, is called the core of Schreier coset graph of G. Let p1, . . . , ps, . . .
be the reduced loops corresponding to the reduced forms of some generators
h1, . . . , hs, . . . of H. Any element of H can be written as a loop p obtained after all
possible cancellations from a product p(1) . . . p(t) where p(i) ∈ {p±11 , . . . , p±1s , . . .},
that is, C(Γ) contains only edges from the paths p1, . . . , ps, . . .. Hence for a finitely
generated H the core C(Γ) is finite.
Theorem 5.3 (Olshanskii). The relative growth rate of a finitely generated sub-
group of infinite index of a free group F = 〈a1, . . . , ar〉 is strictly less then the
growth rate of the free group F itself:
αH < 2r − 1.
Proof. Proof by contradiction. Suppose the statement of the theorem is false.
Since the relative growth rate cannot be greater than 2r − 1 we can assume that
there exists a finitely generated subgroup H of infinite index of the free group F
such that αH = 2r−1. If this is the case then every word in F must be a subword
of a word in H, since otherwise we obtain a contradiction to Theorem 5.1.
Consider the core C(Γ) of Schreier coset graph Γ associated with F , H and the
generating set of F . Every word w in H can be associated with a loop l in C(Γ)
originating in H, and every subword s of this word, that is, w = u1su2, can be
Chapter 5. Cosets of subgroups conjugate to H 38
associated with a path p on this loop such that l = p1pp2, where p1 is the reduced
path on l connecting H to Hu1 and p2 is the reduced path on l connecting Hu1s
to H. Since C(Γ) is finite, the set of reduced paths connecting H and Hu1, and
also Hu1s and H for all possible subwords s of all words w, is finite. It follows
that V = {v1, . . . , vn}, the set of reduced words corresponding to reduced paths
between H and Hu1, and also Hu1s and H for all possible subwords s of all
words w, is finite. If any word in F is a subword of a word in H then for any
s ∈ F we can find v1 and v2 from the finite set V such that v1sv2 ∈ H, that is,
s ∈ v−11 Hv−12 = v−11 Hv1(v−11 v−12 ).
Since V is finite it follows that F is the union of finitely many cosets of a finite
number of subgroups conjugate to H:
F =
n⋃
i,j=1
(v−1i Hvi)gij,
where gij = v
−1
i v
−1
j , with vi, vj ∈ V . By Lemma 5.2, at least one of subgroups
conjugate to H must have finite index. Clearly then H itself has finite index, a
contradiction. n
So we have seen in this chapter that for any finitely generated subgroup H of
infinite index, we always have αH < 2r− 1. In the next chapter we will show that
an even more general fact can be proven using the notion of amenability.
Chapter 6
Non-amenability of Schreier
graphs
In this and subsequent chapters we outline the proof, due to Ilya Kapovich [10],
of even more general result, namely, Theorem 6.8, which states that the Schreier
coset graph associated with a finitely generated hyperbolic group and a quasicon-
vex subgroup of infinite index, is non-amenable. As we will see, free groups are
hyperbolic and their finitely generated subgroups are quasiconvex, hence the as-
sociated Schreier graphs are non-amenable, which implies that the relative growth
rate of a subgroup is strictly less than the growth rate of the free group.
In the previous chapter we encountered the notion of Schreier coset graph which
sometimes is also called relative Cayley graph. The Cayley graph Γ(G,A) of a
group G generated by set A is, of course, the Schreier coset graph for the trivial
39
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subgroup H = {1}. The Schreier coset graph Γ(G,H,A) is connected and becomes
equipped with metric m by identifying each edge with the unit interval in R
and defining m(x, y) to be the length of the shortest path joining x to y. Thus
(Γ(G,H,A),m) and in particular (Γ(G,A),m) become metric spaces.
We can also define word metric mA on a group generated by set A as follows. If
w1, w2 ∈ G then we define mA(w1, w2) to be the length of reduced word w−11 w2.
It is not hard to see that that the underlying set of G together with word metric
forms a metric space (G,mA). Note that in the metric space (Γ(G,A),m) we have
m(x, y) equals to mA(x, y) if x and y are vertices of Γ(G,A).
A path in (Γ(G,A),m) of minimal length that connects points x and y is called
a geodesic segment, denoted [x, y]. A geodesic triangle with vertices x, y and z in
Γ(G,A) is the union of three geodesic segments [x, y], [y, z], [z, x].
In an arbitrary metric space there may not exist a geodesic segment from one
point to another, and if geodesic segments exist, they are not necessarily unique.
If for any pair of points in a metric space there exists geodesic segment between
these points then the metric space is said to be geodesic. If for a geodesic metric
space there exists a global constant δ such that each edge of each geodesic triangle
in this metric space is contained in the δ-neighbourhood of the union of the other
two sides, then this metric space is called hyperbolic. Finally, a finitely generated
group is hyperbolic if for some, and hence for any, of its finite generating sets the
Cayley graph of the group is hyperbolic.
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Every tree, in graph-theoretical meaning of this word, is a hyperbolic metric space.
Since any two points are connected by a unique shortest path, this metric space is
geodesic and any side of geodesic triangle is contained in the union of the other two
sides. Since Cayley graphs of free groups are trees, every free group is hyperbolic.
A subset Y of a geodesic metric space is quasiconvex if there is a constant ε
such that for any x, y ∈ Y any geodesic [x, y] in Y is completely within an ε-
neighbourhood of Y . A subgroup of a group is quasiconvex if the vertices in the
subgroup form a quasiconvex set in the Cayley graph.
Lemma 6.1 ([5], p. 77). A subgroup of a finitely generated free group is quasi-
convex if and only if it is finitely generated. o
Before turning our attention to amenability we need to introduce the Gromov
product. Roughly speaking, Gromov product measures how long geodesics remain
close together.
Definition 6.2. Let (Z,m) be a metric space and suppose x, y, z ∈ Z. The
Gromov product, denoted by (x, y)z is defined as
(x, y)z =
1
2
(m(z, x) +m(z, y)−m(x, y)).
s
It is straightforward to verify that the Gromov product is symmetric:
(x, y)z = (y, x)z, (6.1)
Chapter 6. Non-amenability of Schreier graphs 42
zero at the endpoints:
(x, y)x = (x, y)y = 0, (6.2)
and, finally, for any p, q, x, y, z ∈ Z,
m(x, y) = (x, z)y + (y, z)x, (6.3)
0 ≤ (x, y)z ≤ min
{
m(x, z),m(y, z)
}
, (6.4)∣∣(y, z)p − (y, z)q∣∣ ≤ m(p, q), (6.5)∣∣(x, y)p − (x, z)p∣∣ ≤ m(y, z). (6.6)
In fact we could define hyperbolic spaces as geodesic metric spaces for which there
exists a constant δ ≥ 0 such that for all p, q, x, y, z in this space
(x, z)p ≥ min
{
(x, y)p, (y, z)p
}− δ.
Definition 6.3. Let (Z,m) be a metric space and let x ∈ Z and P,Q ⊆ Z. The
Gromov product for sets is defined as
(P,Q)x = sup{(p, q)x : p ∈ P, q ∈ Q}. s
Next we introduce notion of amenability of a group action.
Definition 6.4. Given a group G acting on a set S, an invariant mean is a G-
invariant map µ from the collection of all subsets of S to [0, 1] such that:
(i) µ(B ∪ C) = µ(B) + µ(C) when B ∩ C = ∅;
(ii) µ(S) = 1. If such a mean exists, the action is called amenable.
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A group is said to be amenable if its action on itself is amenable, and non-amenable
otherwise.
A Schreier coset graph Γ(G,H,A) is called amenable if the corresponding action
of G on G/H is amenable. s
Theorem 6.5 ([13], p. 55). Let F be a free group generated by X with #X = r,
H be its subgroup. Then the Schreier coset graph Γ(F,H,X) is amenable if and
only if relative growth rate αH equals 2r − 1. o
Let Γ be a connected graph of bounded degree with associated metric m, and S
be a finite nonempty subset of the vertex set of Γ. Then for S and an integer
k ≥ 1 we define by Nk(S) the set of all vertices v in Γ such that m(v, S) ≤ k. The
following is a particular case of a result proved in [8], Theorem 32.
Lemma 6.6 ( [8], p. 19). Let Γ be a Schreier graph with metric m.
The following are equivalent:
(i) Γ is non-amenable;
(ii) There is some k ≥ 1 such that for any finite nonempty subset S of vertices of
Γ the following inequality holds:
#Nk(S) ≥ 2(#S);
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(iii) For any integer q there exists k ≥ 1 such that for any finite nonempty subset
S of vertex set of Γ the following inequality holds:
#Nk(S) ≥ q(#S).
o
The original definition of amenability of groups, in terms of a finitely additive
invariant measure on the subsets of G, was introduced by John von Neumann in
1929. Von Neumann observed that the class of amenable groups is closed under
the operation of taking subgoups and that the free group of rank two is non-
amenable. It follows that a group which contains a subgroup isomorphic to the
free group on two generators, is non-amenable. The next lemma which can be
found in [7], Theorem 37, implies that hyperbolic groups are non-amenable unless
they are virtually cyclic, that is unless they contain a cyclic subgroup of finite
index.
Lemma 6.7 ([7], p. 157). Let G be a hyperbolic group with a finite generating set
A. Then a subgroup H ≤ G is either virtually cyclic or H contains a free group
of rank two which is quasiconvex in G. o
A hyperbolic group that contains an infinite cyclic subgroup of a finite index is
called elementary. From now on we will be talking about non-elementary hyper-
bolic groups.
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Theorem 6.8 ([10], p. 2). Let G be a finitely generated non-elementary hyperbolic
group generated by a set A and let H be a quasiconvex subgroup of infinite index
in G. Then the Schreier coset graph Γ(G,H,A) is non-amenable. o
We postpone the proof of Theorem 6.8 for now. Let us first have a look at the
corollaries of this theorem.
Corollary 6.9. Let F be a free group generated by X with #X = r ≥ 2 and let
H be a finitely generated subgroup of F of infinite index. Then αH < 2r − 1.
Proof. This claim is obvious when H is cyclic and follows from Lemma 6.1, The-
orem 6.5, Theorem 6.8 otherwise. n
Corollary 6.10. Let F be a free group generated by X with #X = r ≥ 2 and let
H be a finitely generated subgroup of F . Then H has finite index in F if and only
if its relative growth rate αH = 2r − 1.
Proof. Corollary 6.9 provides us with the implication αH = 2r − 1 ⇒ [F : H] is
finite.
For converse, let H = {Hx : x ∈ G} be the set of right cosets of H. Consider the
action of the free group F on H. Let S be a collection of subsets of H. We can
define an F -invariant map
µ : S → [0, 1]
A 7→ #A/#H.
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Hence, if H has finite index then the F -action on F/H is amenable. Now the
action of a free group F on the set of right cosets of H is amenable if and only if
Γ(F,H,X) is amenable if and only if αH = 2r − 1, by Theorem 6.5. This proves
the other implication. n
Chapter 7
Proof of Theorem 6.8
In this chapter we will prove Theorem 6.8. Recall that we consider only non-
elementary hyperbolic groups. Let G be such a group generated by a set A,
let Γ(G,A) be the Cayley graph of G with respect to A. Let δ ≥ 1 be the
parameter involved in the definition of the hyperbolic space (Γ(G,A),m). Consider
a quasiconvex subgroup H ≤ G of infinite index. We set |g|A = mA(1, g) for any
g ∈ G.
Lemma 7.1 ([10], p. 8). There exists an integer non-negative constant K =
K(G,H,A) such that if g ∈ G is the closest to 1 element with respect to mA in
the coset class Hg then (g, h)1 ≤ K for all h ∈ H. o
Note that from Lemma 7.1 it follows that (g,H)1 ≤ K.
Lemma 7.2 ([10], p. 8). Let g ∈ G be such that (g,H)1 ≤ P1 and |g|A > P1+P2+δ
with P1, P2 > 0, and f ∈ G be such that |f |A ≤ P2. Then (gf,H)1 ≤ P1 + δ.
47
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Proof. First we note that |g|A = m(1, g) = (g, gf)1 + (1, gf)g, as the special case
of (6.3).
Now due to (6.4), (1, gf)g ≤ m(g, gf) = |f |A ≤ P2, which implies that
(g, gf)1 = |g|A − (1, gf)g > P1 + P2 + δ − P2 = P1 + δ. (7.1)
Employing the lemma’s condition (g,H)1 ≤ P1, for any h ∈ H we have
P1 + δ ≥ (g, h)1 + δ ≥ min{(g, gf)1, (gf, h)1},
since G is hyperbolic. But this implies that (gf, h)1 ≤ P1 + δ, since (7.1) tells us
that (g, gf)1 > P1 + δ. Since h ∈ H was arbitrary, the proof is complete. n
Lemma 7.3 ([10], p. 9). If g1, g2 ∈ G are such that Hg1 = Hg2 then there exists
h ∈ H such that hg1 = g2 and |h|A ≤ (g1, H)1 + (g2, H)1.
Proof. Clearly Hg1 = Hg2 implies existence of h ∈ H such that hg1 = g2.
According to (6.3), we have:
|h|A = m(1, h) = (h, g2)1 + (1, g2)h = (h, g2)1 + (1, hg1)h =
= (h, g2)1 + (h
−1, g1)1 ≤ (g1, H)1 + (g2, H)1.
n
Now we are in position to prove the main result of this chapter.
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Proof of Theorem 6.8. Let the Schreier coset graph Γ(G,H,A) have metric m.
First of all we note that Lemma 7.1 provides us with a non-negative constant
K = K(G,H,A) such that if g ∈ G is the closest to 1 element with respect to mA
in the coset class Hg then (g,H)1 ≤ K. The Schreier coset graph Γ(G,H,A) is
infinite since index of H in G is infinite, it is also connected, as action of G on H
is transitive, and 2r-regular, r here is the number of elements in A.
Denote N1 the number of elements belonging to G such that |g|A ≤ 2(K + δ).
Then Γ(G,H,A) has at most N1 vertices within the distance 2(K + δ) from H.
As Lemma 6.7 tells us, non-elementary hyperbolic groups are non-amenable and,
hence, the Cayley graph Γ(G,A) is non-amenable. The fact of non-amenability of
Γ(G,A) implies existence of a constant k1 > 0 such that for any finite non-empty
subset S of vertex set Γ(G,A)
#Nk1(S) ≥ 4N1(#S), (7.2)
by Lemma 6.6.
Consider the vertices of Γ(G,H,A) within the distance K + δ + k1 from H, that
is, the vertices Hg such that m(H,Hg) ≤ K + δ + k1. Let N2 be the number
of elements of G with length at most K + δ + k1. Then we can always find a
constant k2 > 1 such that for any vertex Hg with m(H,Hg) ≤ K + δ + k1 the
k2-neighbourhood of Hg has at least 4N2 vertices. Note that existence of k2 is
guaranteed by the fact that Γ(G,H,A) is infinite. Take k = max{k1, k2}.
Let T be a nonempty finite subset of the vertex set of Γ(G,H,A). We can write
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T = T1unionsqT2 with T1 being the intersection of T with the closed ball in Γ(G,H,A) of
radius K + δ+ k1 centered at H. We have two possibilities: either #T1 ≥ 12#T or
#T1 <
1
2
#T . We will show that in both cases #Nk(T ) ≥ 2#T which, by Lemma
6.6, would imply non-amenability of Γ(G,H,A).
Case 1: Suppose #T1 ≥ 12#T . We have
#T1 ≥ 1
2
#T ⇒ #T ≤ 2#T1 ≤ 2N2 ⇒ 2#T ≤ 4N2.
Since k ≥ k2 and T1 ⊆ T we have
#Nk(T ) ≥ #Nk(T1) ≥ #Nk2(T1) ≥ 4N2.
Case 2: Suppose #T1 <
1
2
#T , that is, #T2 ≥ 12#T. We can write the elements of
T2 as Hgi, i = 1, . . . , t, where the gi’s are the shortest with respect to mA in Hgi,
that is, T2 = {Hg1, . . . , Hgt} where #T2 = t of course, and |gi|A > K + δ + k1, by
the nature of T2. By the choice of K, we have (gi, H)1 ≤ K for all i. Also for any
f ∈ G with |f |A < k1 and for each i we have (gif,H)1 ≤ K + δ, by Lemma 7.2.
Let S = {g1, . . . , gt} and S ′ be the set of all vertices in Γ(G,A) contained in the
k1-neighbourhood of S. Now
#S ′ ≥ 4N1(#S) = 4N1(#T2). (7.3)
Employing Lemma 7.3, we conclude that if g, g′ ∈ S ′ are such that Hg = Hg′ then
there exists h ∈ H such that hg = g′ with |h|A ≤ 2(K + δ).
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Let F ′ = {Hg, g ∈ S ′} and recall that N1 is the number of elements of G such that
|g|A ≤ 2(K + δ). But then F ′ has at least #S′N1 distinct elements. Using equation
(7.3) we conclude that #F ′ ≥ 4#T2 ≥ 2#T . But, by its choice, F ′ is contained in
the k-neighbourhood of T in Γ(G,H,A), in and k ≥ k1. Therefore,
#Nk(T ) ≥ #F ′ ≥ 2#T
We proved that #Nk(T )2#T for any finite nonempty subset T of vertex set of
Γ(G,H,A) and, hence, by Lemma 6.6, Γ(G,H,A) is nonamenable. n
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k l p q detM The least positive root αH
1 1 1 1 −(t− 1)4(t+ 1)3(7t− 1) 1
7
7
1 1 1 2 −(t− 1)4(t+ 1)3(7t3 + t2 + 5t− 1) ≈0.18442 ≈5.42241
1 1 1 3 −(t− 1)4(t+ 1)3(t2 + t+ 1)2(7t3 − 6t2 + 6t+ 1) ≈0.19640 ≈ 5.09165
1 1 2 2 −(t− 1)4(t+ 1)3(7t3 + 3t2 + 3t− 1) ≈0.24184 ≈4.1350
1 1 2 3 −(t− 1)4(t+ 1)3(t2 + t+ 1)2(7t5 − 4t4 + 9t3 − 3t2 + 4t− 1) ≈0.26351 ≈3.794922
1 1 3 3 −(t− 1)4(t2 + t+ 1)2(t+ 1)3(t2 − t+ 1)(7t3 − 4t2 + 4t− 1) ≈0.29167 ≈3.42853
1 2 2 2 −(t− 1)4(t+ 1)3(7t3 + 5t2 + t− 1)(t2 + 1)2 ≈ 0.31016 ≈3.22414
1 2 3 3 −(t− 1)4(t2 + t+ 1)2(t+ 1)3(t2 − t+ 1)(7t5 − 2t4 + 7t3 − t2 + 2t− 1) ≈0.37703 ≈2.65230
2 2 2 2 −(t− 1)4(t+ 1)4(7t2 − 1)(t2 + 1)3 1√
7
√
7
2 2 2 3 −(t− 1)4(t+ 1)3(t2 + t+ 1)2(t2 + 1)2(7t5 + t3 + 5t2 − 1) ≈0.41170 ≈2.42895
1 3 3 3 −(t− 1)4(t2 + t+ 1)3(t+ 1)3(t2 − t+ 1)(7t3 − 2t2 + 2t− 1) ≈0.41855 ≈2.38920
1 2 2 3 −(t− 1)4(t+ 1)3(t2 + t+ 1)2(t2 + 1)(7t5 − 2t4 + 5t3 + t2 + t− 1) ≈0.42078 ≈2.37653
2 3 3 3 −(t− 1)4(t2 + t+ 1)3(t+ 1)3(t2 − t+ 1)2(7t5 + 5t3 + t2 − 1) ≈0.48601 ≈2.05757
3 3 3 3 −(t− 1)4(t2 + t+ 1)4(t+ 1)3(t2 − t+ 1)3(7t3 − 1) 13√7
3
√
7
Table A.1: The relative growth rate for subgroups of the free group of rank 4.
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