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Abstract
The Calogero Sutherland model is system of particle moving on a line and interacting with long-range
forces. In this thesis we consider the classical case where the particles may or may not possess a spin degree
of freedom. We demonstrate the intimate connection between the Calogero-Sutherland system and the
Benjamin Ono equation. We then directly obtain a classical hydrodynamical limit of both the spineless and
spinful Calogero system. The continuum limit of the spinless system is known to exhibit solition solutions.
We show numerically that the spinful system also exhibits localized solutions with the soliton property. This
is a strong evidence that the continuum spin-Calogero model is exactly integrable.
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Chapter 1
Prelude
The Calogero-Sutherland [1, 2, 3, 4] family of models consist of point particles moving on a line or circle
and interacting with a repulsive inverse square potential. The model appears in various circumstances, thus
becoming a recurring theme in high energy and condensed matter physics. For example, Polychronakos [5]
showed that when a circular droplet of quantum Hall 2D electron fluid is held in place by a harmonic x2 +y2
potential the x-axis projected system becomes a quantum Calogero model. Both the classical and quantum
versions are completely integrable and are the subject of an extensive literature. In addition, this model is
currently among the few many-body models that can be exactly solved [3].
There are two categories of the CS model: one is a spinless model where the interaction is purely inverse
square repulsive interaction, the other is the first plus spin exchange interaction. The latter version was firstly
provided by Z Ha and F Haldane[6]. Although looking similar and share the same name, the dynamics of
the two models differ. This study will introduce the two models in two seperate chapters.
For spinless CS model, it is possible to consider a hydrodynamic limit [7] in which the distribution and
velocity of the particles are described by continuous fields ρ(x) and v(x) respectively. The equations of
motion of these fields possess solitary wave solutions, and also periodic solutions that interpolate between
small amplitude sound waves and large amplitude trains of solitary waves.
The quantum version of the spinless hydrodynamics provides an extension of the usual theory of bosoniza-
tion of relativistic (i.e. linear dispersion) electron systems to systems where band-curvature effects becomes
important. Because of the singular nature of the Calgero-Sutherland interaction, the hydrodynamic limit is
rather more subtle than one might expect. Considerable insight into this limit has been provided by Abanov
and Wiegmann who have shown that it is equivalent to a doubled version of Benjamin-Ono dynamics. The
Benjamin-Ono equation, a member of an infinite hierarchy of integrable partial differential equations, was
originally introduced to describe waves in stratified fluids. The connection has lead to a number of novel
predictions for the evolution of one-dimensional electron gases.
It is a question whether the spin Calogero model also has its hydrodynamic limit form. This thesis will
address this question. We answer it in the affirmative. We also demonstrate its connection with the classical
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Ladau-Lifshitz equation [20] .
In this thesis, I will firstly, recover the classical soliton solutions found in [6,7] and in doing so, illustrate the
structure of the Calogero↔ Benjamin-Ono mapping. Secondly, we compare the origin of the hydrodynamic-
limit subtleties in the classical model with their origin in the quantum system. Thirdly, I will consider the
spin CS model and obtain the hydrodynamic limit of the model and the system of equation of motion. I show
that the equation of motion provides a generalisation of the Landau-Lifshitz equation. Then I will study
various aspects for the system and do the computer simulation for the system of equations. The solitons are
discovered for the system and I will show the simulation result in graphics.
The organisation of the thesis is like this: In chapter (2), the basic hydrodynamics and spinless CG model
will be discussed. In the chapter (3) I will introduce the Landau-Lifshitz equation from a model we propose.
Then in chapter (4) I will focus on the system of equation we are interested in for the spin CS model. Then
in chapter (5) and (6), the numerics and algorithms are exploited.
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Chapter 2
Hydrodynamics in 1D: Riemann,
Benjamin-Ono, Calogero and others
In this chapter, I will introduce basic concepts for hydrodynamics, the shock waves and solitons. Then I
will embark on the Benjamin-Ono equation and the solitons for the equation. We will reveal the equivalence
between the Calogero equation and BO equation.
We are mainly interested in the hydrodynamics in 1D in this study. In the thermodynamic limit, when
the number of particles of fluid N → ∞ and length L → ∞, we have well-defined microscopic density and
current fields expressed by Dirac delta δ, and the single particle position xj and momentum pj
ρ(x, t) =
N∑
j=1
δ(x− xj(t))
j(x, t) =
N∑
j=1
pj(t)δ(x− xj(t)) (2.1)
The velocity v(x, t) is defined by current v(x, t) = j(x, t)/ρ(x, t).
2.1 Basic Review of Hydrodynamics
Following the classic by L D Landau and E M Lifshitz [8], the subject we study, is (compressible) fluid
mechanics, the scale of which is infinitely small but larger than molecular. The physical quantity assigned
to the fluid particle, is dependent on both coordinates and time. Suppose v stands for the velocity, then its
convective time derivative is
dv
dt
=
∂v
∂t
+ (v ·∇)v. (2.2)
Consider the fluid in the region Ω(t) with the mass
´
Ω
ρdV . Note that Ω(t) may change with time. The
3
surface element is dS. Due to the conservation of particles, we have
0 =
d
dt
‹
Ω(t)
ρdV
=
˚
Ω
∂
∂t
ρdV +
‹
∂Ω
ρv · dS
=
˚
Ω
∂
∂t
ρdV +
˚
Ω
∇ · (ρv)dV.
(2.3)
Therefore, we have the continuity equation
∂
∂t
ρ+∇ · ρv = 0. (2.4)
This equation will recur several times in the main part.
Let us do the same for the current j = ρv with the liquid pressure p. The Newtonian law requires the
time derivative of momentum to be equal to the net force
d
dt
˚
Ω(t)
ρvdV = −
‹
∂Ω
pdS = −
˚
Ω(t)
∇pdV. (2.5)
The left part of the equation above can be treated in the same way
d
dt
˚
Ω(t)
ρvdV
=
˚
∂ρv
∂t
dV +
‹
∂Ω
(ρv)v · dS. (2.6)
That means we can get the momentum conservation equation
∂
∂t
ρvj + ∂iρvivj = −∂jp. (2.7)
Break the terms and rewrite above as
(∂ρ
∂t
+ ∂iρvi
)
vj + ρ
∂vj
∂t
+ ρ(vi∂i)vj = −∂jp. (2.8)
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Now insert the continuity equation (2.4) into above we get the Euler equation
∂v
∂t
+ (v ·∇)v = −1
ρ
∇p. (2.9)
If h is the enthalpy of the fluid per unit mass and s is the entropy per unit mass, the thermodynamics is
dh = Tds+ V dp, (2.10)
where V = 1/ρ is the specific volume, and T is temperature.
For the adiabetic process ds = 0. Assuming this, the Euler equation now reads
∂v
∂t
+ (v ·∇)v = −∇h. (2.11)
In this study, the state of fluid dynamics will be determined by six quantities, the three components of
velocity v, the density ρ and the a vector labeled as m. Later I will introduce m and the change brought
by it to the system.
2.2 Solitary waves and Benjamin-Ono equation
A soliton is described by John Scott Russell [9] as a self-reinforcing solitary wave that can maintain its shape
while it travels at constant speed. The initial profile can form the multisoliton wave packets and travel with
their respective speeds. Mathematically, solitons are caused by a cancellation of nonlinear and dispersive
effects in the medium.
Take an example, the Riemann equation
u˙+ u∂xu = 0, (2.12)
is inherently inconsistent as any intial solution will become multivalued. If we add a term −∂3xu to the right
handside of Riemann equation, we will have the Korteweg-de Vries (KdV) equation known to have soliton
solution. If we add a term ∂xxuH, we will have a well-known Benjamin-Ono equation (2.13).
The classical Benjamin-Ono (BO) equation is the nonlinear and non-local partial differential equation
u˙+ u∂xu =
1
2
λ(∂xxu)H, (2.13)
5
where fH denotes the Hilbert transform of f
fH =
P
pi
ˆ ∞
−∞
1
x− ξ f(ξ)dξ. (2.14)
It is known that the BO equation has solitons. If we take, e.g. the Lorentzian intial profile, a solitary wave
train will form after a certain amount of time of evolving. The solitons will seperate from each other If the
boundary is periodic, they go across each other. They do not interfere with each other’s dynamics once
falling apart. They will move in their own speed and profile (see figure (2.1 )).
-1000 -500 0 500 1000
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1.5
2.0
2.5
(a) BO equation at time t=0
-1000 -500 0 500 1000
1.0
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2.5
(b) BO equation at time t=10
-1000 -500 0 500 1000
1.0
1.5
2.0
2.5
(c) BO equation at time t=20
-1000 -500 0 500 1000
1.0
1.5
2.0
2.5
(d) BO equation at time t=30
Figure 2.1: Benjamin-Ono equation with initial condition u = A + B exp(−αx2). After t = 0, the intial
profile split into two. At t = 20, there are 5 solitons on each side. They cross the boundary and turn back,
then cross each other with their own shape preserved
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2.3 Pole ansatz : bridge between Calogero-Sutherland and
Benjamin-Ono
It has long been known that there is a connection between the non-local Benjamin-Ono (BO) partial
differential equation [10, 11] and many particle systems of the Calogero-Sutherland family [1, 2]: if one
makes an ansatz that the solution u(x, t) of the BO equation can be expressed as a sum of poles, then the
time dependent location of these poles obey the Calogero-Sutherland equations of motion [12]. In the initial
application of this relationship, the field u(x, t) was required to be be real so the poles came in pairs lying
at complex conjugate points above and below the real axis. In the more recent work by E. Bettelheim,
Alexander G. Abanov, and P. Wiegmann [13] it is the location of the poles that are to be real, and the now
complex-valued u field obeys the BO equation on a contour that hugs the part of the real axis in which
the Calogero particles lie. This correspondence – the BO equation “on the double” — has helped elucidate
the nature of the classical soliton solutions in the continuum limit of the Calogero-Sutherland system. The
correspondence continues to hold after quantization [13].
In this section I will discuss the pole ansatz in a classical way, by showing how the poles under BO
equation can move constrained by the spinless Calgeoro potential. This correspondence is not established
for the spin Calogero. It is an open question how to construct the correspondence between BO equation with
the spin Calogero model and how the dynamics of spin vector behaves in the BO counterpart. Consequently,
all the discussion about the correspondence in this chapter is for the spinless case.
Now we seek solutions of equation (2.13) as a sum of poles
u(x, t) =
N∑
j=1
iλ
x− aj(t) −
M∑
j=1
iλ
x− bj(t) , (2.15)
where aj and bj are complex numbers and λ is the coupling constant of the Calogero model. The summation
upper limit index for the term with aj and bj may be different.
The poles at aj(t), j = 1, · · · , N , lie below the real axis while the poles at bj(t), j = 1, · · · ,M , lie above
it. In[15], the numbers of aj and bj poles were set equal and bj(t) = a
∗
j (t). These conditions were imposed
to ensure that u(x, t) was real. We will not make these assumptions when deriving the equations, so our
field u(x, t) is not necessarily real-valued at this time.
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We insert the ansatz equation (2.15) into equation (2.13) and use
(
1
x− a
)
H
=

−i
x− a, Ima < 0
+i
x− a, Ima > 0
(2.16)
to find
( N∑
k=1
iλa˙k
(x− ak)2 −
M∑
k=1
iλb˙k
(x− bk)2
)
−
( N∑
j=1
iλ
x− aj −
M∑
j=1
iλ
x− bj
)
,
( N∑
k=1
iλ
(x− ak)2 −
M∑
k=1
iλ
(x− bk)2
)
− λ
( N∑
j=1
λ
(x− aj)3 +
M∑
j=1
λ
(x− bj)3
)
= 0. (2.17)
All terms with 1/(x − ai)3 and 1/(x − bi)3 cancel directly. The remaining terms can be simplified by the
identity
1
(x− c1)
1
(x− c2)2 +
1
(x− c2)
1
(x− c1)2
=
1
(c2 − c1)
1
(x− c2)2 +
1
(c1 − c2)
1
(x− c1)2 , (2.18)
to rearrange them as a sum of 1/(x − ai)2 and 1/(x − bi)2 with x-independent coeffcients. Now the set of
1/(x−ai)2 and 1/(x− bi)2 is linearly independent, and the vanishing of their individual coefficients requires
ia˙j =
∑
k;k 6=j
λ
(ak − aj) −
M∑
k=1
λ
bk − aj , (2.19)
ib˙j =
∑
k;k 6=j
λ
(bj − bk) −
N∑
k=1
λ
bj − ak . (2.20)
We have found N +M evolution equations for corresponding variables, and so the pole ansatz is internally
consistent.
We now compute a¨j by differentiating equation (2.19), and then using equations (2.19) and (2.20) to
eliminate the a˙i and b˙i. After some work we find that
a¨j =
∑
k;k 6=j
2λ2
(aj − ak)3 . (2.21)
Remarkably, the bj(t) do not appear. The only role of the bj in the ai-pole dynamics is that the com-
plex parameters bj(0) determine the (complex) initial velocities a˙i(0) of the ai(t)-poles. Once these initial
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conditions are established, the ai poles evolve autonomously according to equation (2.21).
This equation (2.21) is the Calogero equation. It may be obtained from the Calogero Lagrangian. As for
the real-ai case, the Calogero Lagrangian reads
LCalogero =
1
2
N∑
i=1
a˙2i −
1
2
∑
i,j;i 6=j
λ2
(ai − aj)2 . (2.22)
In the same way we consider the Sutherland model. To this end, we site our initial poles so that if we place a
pole at z, then we also place one at z+ 2pin for any integer n. The resulting 2pi periodicity will be preserved
by the subsequent evolution. The sums
lim
M→∞
M∑
n=−M
1
z + 2pin
=
1
2
cot
(z
2
)
,
lim
M→∞
M∑
n=−M
1
(z + 2pin)2
=
1
4
csc2
(z
2
)
, (2.23)
allow us to write the evolution equations in the form
ia˙j =
∑
k;k 6=j
λ
2
cot
(
ak − aj
2
)
−
M∑
k=1
λ
2
cot
(
bk − aj
2
)
,
ib˙j =
∑
k;k 6=j
λ
2
cot
(
bj − bk
2
)
−
N∑
k=1
λ
2
cot
(
bj − ak
2
)
, (2.24)
and
a¨j = − ∂
∂aj
1
4
∑
k;k 6=j
λ2
sin2(ai − aj)/2
 . (2.25)
If we regard the ai as angles, then equation (2.25) is the equation of motion arising from the Sutherland
model Lagrangian
LSutherland = 1
2
N∑
i=1
a˙2i −
1
8
∑
i,j;i 6=j
λ2
sin2(ai − aj)/2
, (2.26)
for particles on a unit circle. The two models, Calogero and Sutherland, has similar dynamics. We focus on
the Calogero model in this study.
The authors of [12] made bi = a
∗
i , as they wished u(x, t) to be real. Being interested primarily in
Calogero-Sutherland models, we instead desire that the ai(t) be real. To arrange for this, we modify the
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definition of the Hilbert transform equation (2.14) appearing in (2.13). Following Abanov and Wiegmann
[48] we define the Γ-contour Hilbert transform of u to be
uΓ(z) =
P
pi
˛
Γ
1
z − ξ f(ξ)dξ, (2.27)
where Γ is a simple closed contour on which z lies. This is the second definition of Hilbert transform. It is
not meaningful to discuss the equivalence between this definition and one in equation (2.14) because our z
is not necessarily on the real axis.
Figure 2.2: The contour Γ around the part of the real axis on which the ai are found
All that was needed to establish the a-pole autonomy was that the 1/(x − ai) and 1/(x − bi) be eigen-
functions of the Hilbert transform with eigenvalues of opposite sign. Now if we take Γ to encircle the real
axis in a clockwise sense then for z on the contour, as shown in figure (2.2)
(
1
x− ai
)
Γ
=
−i
z − ai ,(
1
x− bi
)
Γ
=
+i
z − bi , (2.28)
when the ai poles lie within Γ and the bi poles lie outside. We can therefore let the ai(0) lie on the real axis
and distribute the b-poles in the remainder of the complex plane insuch a manner that the initial a˙i are real.
Once the initial ai and a˙i area real, the Calogero evolution ensures that the ai(t) remain on the real axis.
Thus a complex Benjamin-Ono field u(z, t) obeying
u˙+ u∂zu =
1
2
λ
(
∂2zzu
)
Γ
, (2.29)
on Γ can provide real-axis Calogero-Sutherland dynamics.
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Aesthetically, it is pleasant to see the equation above is from a Hamiltonian of form
HΓ =
1
2λpi
˛
Γ
{1
6
u3 − λ
4
u(∂zu)Γ
}
dz, (2.30)
with the Poisson bracket {u(x), u(x′)} = 2piλ∂xδ(x− x′).
The equation (2.13) can be written as
u˙(x, t) = {HBO, u(x, t)}. (2.31)
2.4 Analytical soliton solutions for Calogero model
In this section we will apply the pole ansatz to obtain solitary-wave solutions to the hydrodynamic limit of
the real-axis Calogero equation. In this limit we let the number N of Calogero particles become infinite,
while keeping their density finite. We then replace the individual ai(t) by a smooth particle-number density
ρ(x, t), and the individual velocities a˙i(t) by a smooth velocity field v(x). We assume that ρ and v vary
slowly on the scale of the inter-particle spacing. We are now naturally tempted to approximate the discrete
a-pole sums in the evolution equations
ia˙j =
∑
k;k 6=j
λ
ak − aj −
∑
k
λ
bk − aj ,
ib˙j =
∑
k;k 6=j
λ
bj − bk −
∑
k
λ
bj − ak , (2.32)
by introducing a density field ρ(x) and velocity field v(x). The definition of ρ is by taking ai into a continuum
form aν where ν can be infinitesimal. Then we take a
′(ν) = dadν =
dx
dν =
1
ρ . The velocity of the pole at x is
simply v = a˙.
Take integrals of the motion of poles to get
ia˙(x, t) = P
ˆ ∞
−∞
λ
ξ − xρ(ξ, t)dξ −
∑
k
λ
bk − x,
ib˙j(t) =
∑
k;k 6=j
λ
bj − bk −
ˆ ∞
−∞
λ
bj − ξ ρ(ξ, t)dξ. (2.33)
We begin by exploring the consequences of this approximation to the discrete sum. We will see that it is
not quite consistent, and a small but significant correction is needed.
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Consider and initial density fluctuation
ρ(x, t0) = ρ0 + ρ1(x), where ρ1(x) =
(
A
pi
)
1
x2 +A2
. (2.34)
Because
ˆ ∞
−∞
(
A
pi
)
1
ξ2 +A2
dξ = 1, (2.35)
the Lorentzian distribution ρ1(x) corresponds to a local excess of one particle near x = 0.
The contribution
P
ˆ ∞
−∞
λ
ξ − x
(
A
pi
)
1
ξ2 +A2
dξ = − λx
x2 +A2
(Imx = 0), (2.36)
of the density fluctuation to ia˙ is real, and so tends to push a(x) off the real axis. Its effect can be countered,
however, by placing a solitary b-pole at b = iA. We then have
ia˙(x, 0) = − λx
x2 +A2
+
λ
x− iA
= − λx
x2 +A2
+
λ(x+ iA)
x2 +A2
=
iAλ
x2 +A2
, (2.37)
and the a poles have a purely real initial velocity
v(x, 0) = a˙(x, 0) =
Aλ
x2 +A2
. (2.38)
They therefore stay on the real axis.
The motion of the b = iA pole is obtained from
ib˙ = −
ˆ ∞
−∞
λ
b− ξ
(
A
pi
)
1
ξ2 +A2
dξ −
ˆ ∞
−∞
λρ0
b− ξ dξ
= − λ
b+ iA
+ iλpiρ0
=
iλ
2A
+ iλpiρ0. (2.39)
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Thus, the b-pole velocity
b˙ =
λ
2A
+ λpiρ0, (2.40)
is also real. Since we know that the a poles stay on the real axis, it must be that the a-pole density profile
keeps abreast of the b pole as it moves parallel to the real axis. A constant shape solitary waves of density
ρ(x, t) = ρ0 +
(
A
pi
)
1
(x− vsolitont)2 +A2 , (2.41)
therefore moves to the right at the speed vsoliton = b˙. This explanation reveals the hidden dynamics under
the ansatz (2.41) selected by Polychronakos [7].
We could have put the b pole below the axis. In that case both the a-pole and pulse envelope will move
to the left. In either case, the envelope velocity is always higher than the speed of sound vsound = λpiρ0, and
is faster when the pulse envelope is tighter.
Observe how the b pole acts as a shepherd: its real-part contribution serves to keep the a poles from
wandering off the real axis.
The a poles are distributed in such a manner that the b pole sees the effect of their enhanced density as
a mirror image of itself lying below the axis. The contribution of this image to the b velocity parallels the
interaction of a b and a = b∗ pair in the original real-valued Benjamin-Ono equation studied in 15 – the only
difference being that in the present case we must include in b˙ the constant velocity vsound = λpiρ0 = λpiρ0
induced by the uniform ρ0 background. The condition that a˙(0) be real is a linear equation linking the b-pole
contribution to the density fluctuation δρ = (ρ − ρ0). Consequently the initial data for a chiral M -soliton
can be established by placing poles above the axis at bj , j = 1, · · · ,M . The associated δρ is then the sum of
individual Lorentzians centered at xj = Rebj , and induces image poles below the axis at b
∗, j = 1, · · · ,M .
Thus, in our present approximation, the chiral Calogero hydrodynamics multisoliton coincides with the
multisoliton solution of the conventional Benjamin-Ono equation. In particular the real field
u˜(x, t) =
M∑
j=1
(
iλ
x− b∗j (t)
− iλ
x− bj(t)
)
+ λpiρ0, (2.42)
obeys equation (2.13), and possesses the physical interpretations
u˜(x, t) = v + λpiρ = 2v + vsound = λpi(2ρ− ρ0). (2.43)
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This approximate mapping of the right-going Calogero density waves onto the Benjamin-Ono solitons is v
ery appealing. Unfortunately there is a fly in the ointment: the equation continuity is not satisfied. For v
and ρ both being functions of x and t in the combination x−vsolitont, particle-number conservation requires
that
ρ˙+ ∂x(ρv) = ∂x{ρ(v − vsoliton)} = 0. (2.44)
Because ρ→ ρ0 and v → 0 at large distance, the right-hand side of equation (2.44) implies that
ρ(vsoliton − v) = ρ0vsoliton, (2.45)
or, equivalently,
v =
ρ− ρ0
ρ
vsoliton. (2.46)
Now the a-pole velocity and density that we have found are linked by v(x) = λpi(ρ(x)−ρ0), and since vsoliton
is fixed while the ρ in the numerator varies with position, our present solution can obey equation (2.46) only
approximately.
2.5 More about poles: the non-linear correction
To get the continuity equation to hold exactly, we need to improve on the crude approximation
∑
k;k 6=j
λ
ak − aj → P
ˆ ∞
−∞
ρ(ξ)
λ
ξ − aj dξ. (2.47)
This naive continuum approximation would be legitimate and equation (2.46) would hold exactly we we to
simultaneously let the background density ρ0 become infinite and take λ→ 0 in such a way that ρ0λ remains
constant. We are not doing this, however. We wish to keep λ fixed while ρ0 becomes large, but remains
finite. For finite λ, the poles immediately adjacent to aj make a significant contribution to the sum and
their effect has to be carefully accounted for.
An improved approximation to the pole sum is
∑
k;k 6=j
λ
ak − aj ∼ P
ˆ ∞
−∞
λ
ξ − aj ρ(ξ, t)dξ −
λ
2
∂x ln ρ(x)|x=aj . (2.48)
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The ∂x ln ρ correction is the first term in an asymptotic series that expands the difference between the sum
and integral in local gradients of ρ. It arises because the particle at aj no longer lies midway between its
neighbours at aj±1 when the density varies with position but the symmetric cutoff in the principal-part
integral tacitly assumes a midpoint location.
Once we know of the local correction to the principal part integral, we realize that the shepherd poles
need to make a corresponding additional real contribution to ia˙ if they are still to prevent the aj poles from
wandering off the real axis. The equations determining this extra contribution are non-linear , and so the
simple pole superposition that enabled us to find the multisoliton initial conditions in the previous section
is no longer valid. We can still find some solutions, however. As an illustration, consider the initial density
profile
ρ(x, 0) = ρ0 +
(
A
pi
)
1
x2 +A2
. (2.49)
We now have
P
ˆ ∞
−∞
λ
ξ − xρ(ξ, 0)dξ −
λ
2
∂x ln ρ = − λx
x2 +A2
− λ
2
(
A
pi
−2x
(x2 +A2)2
1
ρ0 +
A
pi
1
x2+A2
)
= − λx
x2 +A2 +A/piρ0
= − λx
x2 +B2
, (2.50)
where
B =
√
A2 +
A
piρ0
. (2.51)
We see that to keep the a on the real axis, the shepherd b-pole must be relocated to b = iB. The resultant
a-pole motion is then governed by
ia˙(x) = P
ˆ ∞
−∞
λ
ξ − xρ(ξ, 0)dξ −
λ
2
∂x ln ρ+
λ
x− iB
= − λx
x2 +B2
+
λ
x− iB
= − λx
x2 +B2
+
λ(x+ iB)
x2 +B2
=
iBλ
x2 +B2
. (2.52)
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The new, improved, v(x) is therefore
v(x) =
λB
x2 +B2
. (2.53)
From this and equation (2.46) we get
vsoliton =
ρ
ρ− ρ0 v(x)
= ρλpi
(
B
A
)
, (2.54)
which is independent of x as it should be – and was not previously. By squaring this last equation we also
find that
Apiρ0 =
v2sound
v2soliton − v2sound
, (2.55)
which is the relation between soliton width and velocity obtained in [7].
Does this newly-computed soliton velocity coincide with that of the shepherd b pole? We set b = iB in
ib˙ = − λ
b+ iA
+ iλpiρ0, (2.56)
to find
b˙ =
λ
A+B
+ λρ0pi. (2.57)
Multiplying both sides by A(A+B) shows that b˙ = vsoliton so the b pole does indeed track the density pulse
– as it must if the pulse – as it must if the pulse is to retain its shape. This consistency check also illustrates
the fact that the ∂x ln ρ correction does not affect the contribution of the a-pole sum away from the real
axis. Once we are further away from the axis than the mean a-pole spacing, we no longer see the granularity
of the a-pole ”charge” distribution, and so the naive integral suffices for calculating the a-pole contribution
to the b-pole motion.
We can also construct periodic solutions. If we take these to have period 2pi, the resulting wave trains can
be regarded as solitons of the trigonometric Sutherland model. Suppose, therefore, that the initial density
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profile is
ρ(x, 0) = ρ0 +
∞∑
n=−∞
(
A
pi
)
1
(x+ 2pin)2 +A2
= ρ0 +
(
1
2pi
)
sinhA
coshA− cosx. (2.58)
Then we have
P
ˆ ∞
−∞
λ
ξ − xρ(ξ, 0)dξ =
−(λ/2) sinx
coshA− cosx, (2.59)
and
P
ˆ ∞
−∞
λ
ξ − xρ(ξ, 0)dξ −
λ
2
∂x ln ρ =
−(λ/2) sinx
coshA− cosx+ sinhA2piρ0
. (2.60)
This real contribution to ia˙ can be cancelled by placing an infinite train of shepherd poles at zn = iB+ 2pin.
From
lim
M→∞
{
M∑
n=−M
1
(x− iB) + 2pin} =
1
2
cot
(
x− iB
2
)
=
1
2
(
sinx+ isinhB
coshB − cosx
)
, (2.61)
we see that B should be chosen such that
coshB = coshA+
1
2piρ0
sinhA. (2.62)
By algebra that parallels the single-soliton case, we find that
v(x, 0) =
(
λ
2
)
sinhB
coshB − cosx, (2.63)
and that the soliton velocity is given by
vsoliton =
ρ
ρ− ρ0 v(x) = ρ0λpi
(
sinhB
sinhA
)
. (2.64)
For a wave train of period Λ, these equations become
v(x, 0) =
(
λpi
Γ
)
sinh(2piB/Λ)
cosh(2piB/Λ)− cos(2pix/Λ) , (2.65)
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and
vsoliton = ρ0λpi
sinh(2piB/Λ)
cosh(2piB/Λ)− cos(2pix/Λ) . (2.66)
They reduce equation to (2.53) and (2.54) respectively when Λ becomes large. We displayed a simulation
of Benjamin-Ono equation in the figure (2.1). The solitons are shown in this figure. The algorithm will be
discussed later.
We now show that the local correction guarantees consistency with particle conservation for arbitrary
initial data. To motivate the discussion, we begin by considering a simple model for the dynamics of a
one-dimensional gas of spinless, unit-mass, fermions. The uniform non-interacting gas would have internal
energy density (ρ) − ~2pi2ρ3/6. To include the effect of some interactions, we generalize this expression
by introducing a parameter λ appearing in the earlier sections. The simplest classical Galiliean-invariant
Hamiltonian for the gas is then
Hfluid =
ˆ (
1
2
ρv2 +
λ2pi2
6
ρ3
)
dx. (2.67)
Here v is the fluid velocity. We can write v = ∂xθ, where θ(x, t) is a phase field canonically conjugate to the
density. The field θ has Poisson bracket
{θ(x), ρ(x′)} = δ(x− x′), (2.68)
has
{v(x), ρ(x′)} = ∂xδ(x− x′),
{v(x), v(x′)} = {ρ(x), ρ(x′)} = 0. (2.69)
From
ρ˙ = {Hfluid, ρ}, (2.70)
we obtain the equation of continuity
ρ˙+ ∂x(ρv) = 0. (2.71)
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Furthermore, from
v˙ = {Hfluid, v}, (2.72)
we obtain the Euler’s equation
v˙ + v∂xv = −∂x
(
λ2pi2ρ2
2
)
. (2.73)
We can re-arrange Hfluid as
Hfluid =
1
2λpi
ˆ
{1
6
(v + λpiρ)3 − 1
6
(v − λpiρ)3}dx, (2.74)
and the equations of motion can similarly be written as
∂t(v + λpiρ) + (v + λpiρ)∂x(v + λpiρ) = 0,
∂t(v − λpiρ) + (v − λpiρ)∂x(v − λρ) = 0. (2.75)
We therefore have non-communicating right-going and left-going Riemann invariants IR,L(x) = (v ± λpiρ)
that are proportional to the chiral currents jR,L =
1
2 (ρ ± v/λpi) associated with the right and left Fermi
points. The Riemann invariants have Poisson brackets
{IR(x), IR(x′)} = 2λpi∂xδ(x− x′),
{IL(x), IL(x′)} = −2λpi∂xδ(x− x′),
{IR(x), IL(x′)} = 0. (2.76)
Riemann’s equations also show that this simple model contains the seeds of its own destruction – the leading
edge of any simple wave will inevitably steepen and break, making the fields unphysically multivalued. We
now show how the Calogero gas mimics the Fermi gas, while regularizing the multivaluedness.
Following [49, 50] we decompose the u field in equation (2.15) as u(z, t) = u+(z, t) + u−(z, t), where
u−(z, t) =
N∑
j=1
iλ
z − aj(t) , (2.77)
u+(z, t) =
M∑
j=1
−iλ
z − bj(t) . (2.78)
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The u±(z, t) are eigenfunctions of the Γ-contour Hilbert transform with eigenvalues ±i respectively. In the
hydrodynamic limit, u− becomes
u−(z, t) = i
ˆ ∞
−∞
ρ(ξ, t)
λ
z − ξ dξ, (2.79)
and has a discontinuity across the real axis
u−(x+ i)− u−(x− i) = 2λpiρ(x). (2.80)
Thus
u−(x± i) = λpi(iρH ± ρ). (2.81)
With the local correction included, the a-pole velocity v = a˙ is
v = iλpiρH +
iλ
2
∂x ln ρ+ u+. (2.82)
We can re-arrange the last equation as
u+(x, t) = v − iλpiρH − iλ
2
∂x ln ρ. (2.83)
For general ρ(x), v(x), we must take equation (2.83) to be the definition of u+(x) on the real axis. We then
define u+(z) to be the analytic continuation of u+(x) away from the axis. The analytically continued u+
will have no singularities within Γ, but will only be of the simple form equation (2.78) for the restricted set
of initial data that leads to pure soliton solutions. Nontheless, as we show later, the only requirement for
a-pole autonomy is that (u+)Γ = iu+
The total u = u+ + u− field therefore has limits above and below the real axis equal to
u(x± i) = v ± λpiρ− iλ
2
∂x ln ρ. (2.84)
These boundary values u(x± i) almost coincide with the Riemann invariants IR,L(x). The only difference
is a shift v → v − iλ∂x ln ρ/2, and this shift does not affect the Poisson algebra in equation (2.68). In
the quantum theory, the invariance comes about because the shift is effected by a conjugation 13, and
conjugation does not alter c-number commutators. In the classical theory, we establish the invariance by
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observing that
{θ(x)− iλ
2
ln ρ(x), θ(x′)− iλ
2
ln ρ(x′)} = 0, (2.85)
and so on differentiating by x and x′, we find
{v(x)− iλ
2
∂x ln ρ(x), v(x
′)− iλ
2
∂x′ ln ρ(x
′)} = 0. (2.86)
The shifted velocity therefore still Poisson-commutes with itself. Showing the invariance of the other brackets
is straightforward. In particular, we find u(x + i) has vanishing Poisson bracket with u(x − i). Thus
the real-axis fluid-dynamics Poisson algebra equation (2.68) is equivalent to the natural extension of the
Benjamin-Ono Poisson algebra equation (2.68) to the contour Γ.
We can also reduce the Γ-contour version of the Benjamin-Ono Hamiltonian
HΓ =
1
2λpi
˛
Γ
{1
6
u3 − λ
4
u(∂zu)Γ}dz, (2.87)
to a real-axis integral. Using the expressions (2.84) for u(x± i), and uΓ = i(u+ − u−) we find, after some
labour, that this integral is
Hhydro =
ˆ ∞
−∞
{1
2
ρv2 +
λ2pi2
6
ρ3 − λ
2pi
2
ρ(∂xρ)H +
λ2
8
(∂xρ)
2
ρ
}dx. (2.88)
From the general theory, we know that equation (2.87) leads to the Benjamin-Ono equation on Γ, and
that leads to the Calogero equation on the real axis. Thus Hhydro, when used in conjunction with the
real-axis fluid-dynamics Poisson algebra equation (2.68), must be the Hamiltonian governing the real axis
hydrodynamics. It therefore follows, from
ρ˙ = {Hhydro, ρ} = −∂x(ρv), (2.89)
that the equation of continuity is exactly satisfied.
Hhydro is the continuum Hamiltonian of [7, 52]. In those works it was obtained indirectly by taking ~→ 0
limit of the quantum continuum Hamiltonian that was already known from the collective field approach to
mattrix models. In appendix C we provide a more direct, and purely classical derivation of the rather less
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than obvious expression for the internal energy part of Hhydro:
V [ρ] =
1
2
∑
i 6=j
λ2
(ai − aj)2 ∼
ˆ ∞
−∞
{
λ2pi2
6
ρ3 − λ
2pi
2
ρ(∂xρ)H +
λ2
8
(∂xρ)
2
ρ
}
dx. (2.90)
Although the boundary values u(x±i) of the u(z, t) field Poisson commute, the left and right going Riemann
invariants are no longer dynamically decoupled. For example, an interplay between the two segments of the
contour Γ is clearly seen when we use the u-field boundary values to compute the Γ-contour Hilbert transform
of u at z = x− i
uΓ(x− i) = P
pi
˛
Γ
u(z′)
(x− i)− z′ dz
′
=
1
pi
ˆ ∞
−∞
u(x′ + i)
(x− i)− (x′ + i)dx
′ − P
pi
ˆ ∞
−∞
u(x′ − i)
x− x′ dx
′
=
P
pi
ˆ ∞
−∞
u(x′ + i)− u(x− i)
x− x′ dx
′ +
1
pi
{ipiu(x+ i)}
=
P
pi
ˆ ∞
−∞
2piρ(x′)
x− x′ dx
′ + iu(x+ i)
= i(u+ − u−)|z=x−i. (2.91)
In the second line, the two integrals are the contributions from the upper and lower segments of Γ. The
u(x+ i) appearing in the third line is the delta-function contribution from
1
x− x′ − i = P
(
1
x− x′
)
+ ipiδ(x− x′), (2.92)
in the upper-segment integration.
The interaction between the two branches of Γ also shows up when we seek chiral (i.e. unidirectional)
waves. To have purely right-going motion, all the u+(z) singularities must lie in the upper half-plane. From
the theory of Hilbert transforms, this condition is equivalent to demanding that
(u+)H = iu+. (2.93)
We can arrange for this eigenvalue condition to hold by imposing the chiral constraint
v = λpi(ρ− ρ0)− 1
2
λ(∂x ln ρ)H, (2.94)
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whence
u+ = λpi[(ρ− ρ0)− iρH]− i
2
λ[∂x ln ρ− i(∂x ln ρ)H]. (2.95)
This last form of u+ obeys equation (2.93) because (fH)H = −f for functions in L2(R). Note that square
integrability requires us to subtract the background density from ρ in these equations. The Hilbert transform
of a constant is zero, and (ρH)H = −(ρ − ρ0). Under the chiral condition, the equation of continuity and
the Euler equation reduce to a single equation
ρ˙+ ∂x[λpi(ρ− ρ0)ρ] = λ
2
∂x[ρ(∂x ln ρ)H]. (2.96)
This strongly non-linear equation reduces to the right-going Benjamin-Ono equation for the u˜ = λpi(2ρ−ρ0)
field introduced in equations (2.42) and (2.43) if we linearize the dispersive term ρ(∂x ln ρ)H → (∂xρ)H.
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Chapter 3
Spin dynamics: convective
Landau-Lifshitz equation
All seems fine but there is no spin involved yet. In [6] and [51] Polychronakos provided a spin-extended
version of Calogero Hamiltonian
H =
1
2
∞∑
i=−∞
a˙2i +
1
2
∞∑
i,j=−∞
η(η − Pij)
(ai − aj)2 , (3.1)
where Pij =
1
2 (1 + σˆi · σˆj) is spin exchange operator. If we convert the infinite line into loop and set all the
points on the loop, we can get the spin Sutherland model which is
H =
1
2
N∑
j=1
a˙2i +
(pi
L
)2∑
j 6=i
η(η − Pij)
sin2 piL (aj − ai)
. (3.2)
This model is ferromagnetic system, assuming the ground state with all spin aligned in the same direction.
This model is known to be integrable. All eigenstates can be enumerated by the distribution function
ν(κ) = ν↑(κ) + ν↓(κ). (3.3)
Here ν(κ) = 0/1 depending on whether or not a give quantum number κ is present in the solution of the
Bethe Ansatz equations.
In 1935 Laudau and his student Lifshitz proposed a equation for ferromagnetic spin chain [16]. The
ferromagnet is in an external magnetic field. The Hamiltonian density is described as
H = K
2
(∇m)2 − γH0 ·m, (3.4)
where K is exchange constant, γ is gyromagnetic ratio, and H0 is an external field. The Poisson bracket is
{mi,mj} = ijkmk. (3.5)
24
The spin equation for this Hamiltonian is
∂m
∂t
= Km×∇2m. (3.6)
This means m is precessing in the averaging field of its neighbors. In 1974, K. Nakamura and T Sasada
provided a special solution to this equation in the form mz = 1−Asech2(K2 u) [15].
The appearance of spin in Hamiltonian (3.2) poses a problem for how to express it. In [17], the spin was
treated by spin density in ρ↑ and ρ↓. However, that method has no direct relation with the Hamiltonian
(3.2) and the subsequent linearization approximation removes nonlinearity. Here we use the spin unit vector
m used above to represent the spin. Because spin exchange operator Pij can be expressed as the product of
spin unit vector, we can directly get the dynamics of spin from Hamiltonian. However, the Hamiltonian is
not a good operator to study the problem. We want an better way to get both density and spin dynamics,
so the outlet is to, following [24], write a gauge field action and derive the equation we want.
3.1 General model in 3D
In this chapter let us temporarily forget the Calogero model and consider the general dynamics of fluids with
intrinsic angular momentum. Let us begin with an action governing three-dimensional barotropic potential
flow of unit mass and unit positive charge particles in a background Abelian gauge field:
S[φ, ρ] =
ˆ
{ρ
(
∂φ
∂t
−A0
)
+
1
2
ρ(∇φ−A)2 + u(ρ)}d3xdt. (3.7)
In the following we take full advantage of variaton on the fields here to get the equation of motion. Varying
φ gives the continuity equation
∂ρ
∂t
+∇ · ρv = 0, (3.8)
where
v = ∇φ−A. (3.9)
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We evaluate the vorticity ω ≡ ∇× v from the velocity definition, and use B = ∇×A to get the Meissner
constraint
ω +B = 0. (3.10)
Varying ρ gives the Bernoulli equation
(
∂φ
∂t
−A0
)
+
1
2
|v|2 + h(ρ) = 0, (3.11)
where h = ∂u/∂ρ is the specific enthalpy. Take the gradient of Bernoulli using
∇
(
∂φ
∂t
)
=
∂v
∂t
+
∂A
∂t
, (3.12)
and
1
2
∇|v|2 = v × (∇× v) + (v · ∇)v, (3.13)
we find
(
∂
∂t
+ (v · ∇)
)
v = (E + v ×B)−∇h, (3.14)
where
E = ∇A0 − ∂A
∂t
. (3.15)
We can multiply by ρ and use ρ∇h = ∇P to convert this to Euler’s equation
ρ
(
∂
∂t
+∇·
)
v = ρ(E + v ×B)−∇P. (3.16)
We may combine Euler with the continuity equation to obtain the momentum conservation law
∂t(ρvi) + ∂kpiik = ρ(E + v ×B)i, (3.17)
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where
piik = ρvivk + δikP, (3.18)
is the fluid momentum flux tensor.
We now wish to give each fluid particle a spin pointing in the direction of the unit vector m. We therefore
add a spin energy functional
F [ρ,m] =
ˆ
f(ρ,m, ∂im)d
3xdt. (3.19)
We also desire to make (A0,A) into a function of the spin by taking it to be the Berry connection. Volovik’s
[25] formula for spin-1/2 set
Aµ =
i
2
tr{σ3U−1∂µU}, m · σ = Uσ3U−1, (3.20)
leading to
∂µAν − ∂νAµ = −1
2
m · (∂µm× ∂νm). (3.21)
We generalize this to
∂µAν − ∂νAµ = −jm · (∂µm× ∂νm), (3.22)
where s = jm is the spin of each individual particle.
Now we use the equation (3.22) and find
Ei = ∂iA0 − ∂0Ai = jm · (∂0m× ∂im), (3.23)
Bi = 
ijk∂jAk = j
ijk
2
m · (∂km× ∂jm). (3.24)
In this context the Meissner constraint becomes the Mermin-Ho relation [18, 19]
∂µvν − ∂νvµ = jm · (∂µm× ∂νm). (3.25)
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If we make a variation
δm = m× η, (3.26)
Replace the ∂µ by δ
δAν = −jm · (δm× ∂νm) + ∂νAµ
= −jm · ((m× η)× ∂νm) + ∂νAµ (3.27)
Use the identity
a× (b× c) = b(a · c)− c(a · b) (3.28)
we find that
δAµ = j(η · ∂µm) + ∂µΛ. (3.29)
for some Λ. The term containing Λ is just a gauge transformation, and can be ignored when making
variations.
Making the variation δm in S[ρ, φ,A0,A] + F [ρ,m] gives us
0 =
ˆ
η · {−ρj ∂m
∂t
− ρj(v · ∇)m−m× δF
δm
}d3xdt. (3.30)
Thus we find the convective Landau-Lifshitz (LL) equation
jρ
(
∂
∂t
+ (v · ∇)
)
m = −m× δF
δm
, (3.31)
where
(
δF
δm
)
i
=
∂f
∂mi
− ∂
∂xk
(
∂f
∂(∂kmi)
)
. (3.32)
Note that the right hand side of the LL equation is indeed the torque per unit volume.
If f is not dependent on ρ, follow Haldane and Volovik [25] and act on both sides of the Landau-Lifshitz
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equation by m · (∂im× and so read off
ρ(E + v ×B)i = ∂jΠij, (3.33)
where the stress tensor is given by
Πij =
(
fδij − ∂imk ∂f
∂(∂jmk)
)
. (3.34)
In this calculation we used
∂kf =
∂f
∂m
· ∂km+ ∂f
∂(∂lm)
· ∂2klm. (3.35)
But if we include a ρ dependence in the magnetic energy entity f , it adds a term to h(ρ) to the extent that
there is no P , but also adds an undesired first term to
∂kf =
∂f
∂ρ
∂kρ+
∂f
∂m
· ∂km+ ∂f
∂(∂lm)
· ∂2klm. (3.36)
We can combine the unwanted terms as that Πij becomes
Πij =
(
δij
(
f − ρ∂f
∂ρ
)
− ∂imk ∂f
∂(∂jmk)
)
. (3.37)
Note that by use of the continuity equation, we can write the LL equation as
∂t{jρm}+ ∂k{jρvkm−Km× ∂km} = 0, (3.38)
so the total spin is conserved. This is a special case because of the global rotational invariance of F [m].
Another consequence this spin conservation equation is that after taking its curl we have
∂t{∇ × ρm}+ ∂kRk = 0, (3.39)
for some vector valued flux Rk. This means that the integral of the bound linear momentum density
gbound = ∇× (jρm/2) is conserved independently of the fluid linear-momentum density ρv.
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3.2 Solving Landau-Lifshitz equation
In this section, we repeat the process in [53] and solve the Landau-Lifshitz equation of type
j
∂
∂t
m = Km×∇2m (3.40)
To show the soliton for LL equation.
The LL equation (3.40) itself is interesting because it has solitons. To find its one soliton solution, I will
rewrite it as
j
K
θ˙ = −2θ′ϕ′ cos θ − ϕ′′ sin θ,
j
K
sin θϕ˙ = θ′′ − (ϕ′)2 sin θ cos θ. (3.41)
Now we use the method in [53] to derive the solution for equation (3.40). First express vector m in the
Euler angle θ and ϕ, where θ is the azimuth angle with respect to the direction of ρ.
m = (sin θ cosψ, sin θ sinψ, cos θ). (3.42)
We define u = x− t and take the one soliton simplication where
θ(x, t) = θ[u], ψ(x, t) = ϕ[u] + Ωt. (3.43)
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(d) cos θ at t = 9
Figure 3.1: The evolution of cos θ for LL quation. The boundary is periodic. Initially the profile is (a), then
the two bumps decompose into multi-solitons and cross each other when back from the boundary.
Therefore
− j
K
cθ′ = −2θ′ψ′ cos θ − ψ′′ sin θ,
j
K
sin θ(−cψ′ + Ω) = θ′′ − ψ′2 sin θ cos θ. (3.44)
After some algebra, we can get the the energy density
E ≡ 1
2
{
θ′2 + (ψ′ sin θ)2
}
= −jΩ
K
+ α, (3.45)
where α is a constant.
Following [53] we define
z(u) = cos θ(u) and y(u) = ψ′(u) sin2 θ(u). (3.46)
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Finally we can get the following equation
z′′ − j
K
βy − 3jΩ
K
z2 + 2αz +
jΩ
K
= 0,
y′ = −jeβ
K
z′. (3.47)
We can get the one soliton solution in the form
z(u) = tanh2
(
1
2
jβ
K
u
)
, (3.48)
and
ϕ = arctan
[
tanh
1
2
jβ
k
(
x− jβ
k
t
)]
+
1
2
jβ
k
x. (3.49)
The total energy is
E =
ˆ ∞
−∞
c2
2 cosh2[ 12
jβ
k u]
du = −2 j
K
c. (3.50)
which is a constant porportional to the velocity. You may be curious what the spin soliton looks like for this
type of interaction. In [53], there is a vivid explanation: the motion of a given spin-vectorm can be described
by saying that long before and long after the passage of the wave, the spin is pointing in the direction of
ρ (a.k.a. z-axis) while during that passage it dips down to the x-y plane and up again, performing at the
same time a clockwise rotation about the z-axis through an angle of pi/2. We can show it by the picture in
figure (3.2)
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Figure 3.2: The trajectory of m on unit sphere as function of x and t. After a loop and back to the zenith,
the solid angle from the center of sphere is the geometric phase.
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Chapter 4
Calogero with spin
In equation (3.1), we see there is a change: the appearance of spin exchange operator Pij which is defined as
Pij ≡ (1 + σˆ(i) · σˆ(j))/2. (4.1)
Classically, we replace the pauli vector operator σˆ by a unit spin vector m. In the following, we use the spin
vector m throughout.
The potential we want to study is
S0 =
1
2
∞∑
i,j=−∞
η
(
η − 12
(
1 +m(i) ·m(j)))
(aj − ai)2 . (4.2)
In [54], Polychronakos provided the physical origin of the term, using Hermitian matrix method. It is not
our interest to discuss the origin the term, instead we want to see what collective field expression in the
hydrodynamic limit can be obtained from the potential above.
Let us split the summation into the spinless part S1 and spin part S2
S1 =
1
2
η(η − 1
2
)
∞∑
i=−∞
∞∑
j=−∞
1
(aj − ai)2 , (4.3)
and
S2 = −η
4
∞∑
i=−∞
∞∑
j=−∞
m(i) ·m(j)
(aj − ai)2 . (4.4)
The reason we split them, is that we want to revisit the spinless Calogero model.
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4.1 Polychronakos equation
We have already discussed spinless Calogero model using poles, now we want to revisit the spinless Calogero,
and derive its hydrodynamic limit in the representation of density ρ, velocity v. Then from this starting
point, we provide the hydrodynamic limit for spin Calogero model. Consider the summation below
S1 =
1
2
η(η − 1
2
)
∞∑
n,m=−∞
1
(a(m)− a(n))2 . (4.5)
In [52] Michael Stone and Dmitry Gutman provided an excellent way to express the potential above into
collective field in the context of quantum mechanics. However, the classical way to treating the potential is
also possible if we use some tricks. In the following, we provide the way that is valid for both spinless and
spinful Calogero.
The essential tool is the Euler-Maclaurin expansion
∞∑
n=1
f(n) ∼
ˆ ∞
0
f(ν)dν − 1
2
f(0)− 1
12
f ′(0) + · · · . (4.6)
The requirement on f(ν) is that this function has to be defined and continuous at ν = 0+.
To evaluate the double sum S1, we begin by obtaining the continuum approximation to
S5 =
∞∑
n=−∞
′ 1
(a(n)− a(0))2 . (4.7)
This integral is not convergent because its integrand has 1/2 behavior near origin. Therefore 1(a(ν)−a(0))2 is
not a candidate for the f(ν) in Euler-Maclaurin expansion. In order to find a good candidate, we take out
this term and observe its limit at n→ 0
lim
ν→0
1
(a(ν)− a(0))2 = limν→0
1(
a′(0)ν + 12a
′′(0)ν2 + 16a
′′′(0)ν3 + · · ·
)2
= lim
ν→0
1
a′(0)ν2
(
1 + 12
a′′(0)
a′(0) ν +
1
6
a′′′(0)
a′(0) ν
2
)2
= lim
ν→0
{
1
a′(0)2ν2
(
1− a
′′(0)
a′(0)
ν +
(
3
4
a′′(0)2
a′(0)2
− 1
3
a′′′(0)
a′(0)
)
ν2 +O(ν3)
)}
= lim
ν→0
{
1
a′(0)2ν2
− a
′′(0)
a′(0)3
1
ν
}
+
1
a′(0)2
(
3
4
a′′(0)2
a′(0)2
− 1
3
a′′′(0)
a′(0)
)
. (4.8)
35
That means the divergent terms are those of 1/ν and 1/ν2. If we substract the divergence terms from
1/(a(ν)− a(0))2, we would have an eligible f(ν) in Euler-Maclaurin expansion. We use capital F (ν) for our
special case and define
F (ν) =
1
(a(ν)− a(0))2 −
1
[a′(0)]2
1
ν2
+
a′′(0)
[a′(0)]3
1
ν
. (4.9)
Now F (ν) is found, but we need to build the relation between S5 and F (ν) such that we can express S5
in Euler-Maclaurin expansion. To this end, we use Euler’s formula
∑∞
n=1 1/n
2 = pi2/6 to write
S5 −
∞∑
n=1
(
1
a′(0)2
1
n2
+
1
a′(0)2
1
(−n)2
)
−
∞∑
n=1
(
a′′(0)
a′(0)3
1
n
+
a′′(0)
a′(0)3
1
−n
)
︸ ︷︷ ︸
0
= lim
N→∞
{
N∑
n=1
[F (n) + F (−n)]}, (4.10)
or
S5 − 1
a′(0)2
pi2
3
= lim
N→∞
{
N∑
n=1
[F (n) + F (−n)]}, (4.11)
we also know the limit of F (ν) at ν = 0 (that can be obained from the limit we computed in (4.8) ):
lim
ν→0
F (ν) = −1
3
a′′′(0)
[a′(0)]3
+
3
4
[a′′(0)]2
[a′(0)]4
. (4.12)
The Euler-Maclaurin formula applies here
S5 ∼ pi
2
3
1
[a′(0)]2
+
ˆ ∞
−∞
F (ν)dν − F (0) + · · · . (4.13)
That means
ˆ ∞
0
f(ν)dν ∼ 1
2
f(0) + f(1) + f(2) + · · ·
ˆ 0
−∞
f(ν)dν ∼ 1
2
f(0) + f(−1) + f(−2) + · · · . (4.14)
Take the transform
a′(ν) =
da
dν
=
1
ρ(x)
, (4.15)
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where we have also used
a′′(ν) = − 1
ρ3
dρ
dx
. (4.16)
Now claim that
P
ˆ ∞
−∞
{ 1
(a(ν)− a(0))2 −
1
[a′(0)]2
1
ν2
}dν
=P
ˆ ∞
−∞
ρ(x)− ρ(0)
(x− a(0))2 dx
=
d
da(0)
P
ˆ ∞
−∞
ρ(x)− ρ(0)
x− a(0) dx. (4.17)
The result may be obtained by making a substitution mentioned above ν → x = a(ν) in the first term of
the integrand on the left-hand-side, and a substitution ν → x = a(0) + a′(0)ν in the second term. Now it is
not immediately obvious that the use of two distinct changes of variable is legitimate. The integrals of the
two terms do not exist separately - only the integral of their difference is convergent at ν = 0. In order to be
sure that no additional finite contribution introduced by our manuver, we must provide a common |ν| > 
cutoff for the two separate integrals, and then keep track of the effect of the subsequent changes of variables
on their integration limits. Because the two changes of variables agree to linear order near ν = 0, we find
that no such finite additions are induced. Our manuver is indeed allowed.
We replace a(0) by x then
P
ˆ ∞
−∞
ρ(ξ)− ρ(0)
(ξ − x)2 dξ =
d
dx
(
P
ˆ ∞
−∞
ρ(ξ)
ξ − xdξ
)
= −pi∂x(ρ(x)H). (4.18)
To sum up
S1 = η(η − 1
2
)
ˆ ∞
−∞
(
pi2
6
ρ3 − pi
2
ρ(∂xρ)H +
1
8
(∂xρ)
2
ρ
)
dx. (4.19)
Now we revisit the spinless calogero model, so just let λ2 replace the η(η− 12 ). The kinetic energy 12ρv2 can
be expressed as
K =
ˆ
dx
(∂−1ρ˙)2
2ρ
, (4.20)
by using the particle conservation equation (3.8). Then take the Lagrangian K − S1 and do the variation
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for the action, we can get
v˙ + vv′ = −λ
2
2
∂x
(
pi2ρ2 − 2pi∂xρH − 1
4
(∂xρ)
2
ρ2
− 1
2
∂x
(
∂ρ
ρ
))
. (4.21)
This equation was firstly derived by Polychronakos A P in [7] so I call it Polychronakos equation. In that
paper, he also shows that (2.58) is the one soliton solution to this equation.
4.2 Hydrodynamics limit and spin Calogero equation of motion
For S2, take out the inner loop summation (without −η coefficient) S3 at j = 0
S3 =
∞∑
i=−∞
m(i) ·m(0)
(a(i)− a(0))2 . (4.22)
The logic is still the same. We use the Euler-Maclaurin expansion to get the collective field ρ, v expression
for the potential. The trouble here is spin vector m. We need to keep in mind that m · ∂xm = 0. The
derivation is left in the appendix, and I just give the result here.
The Calogero potential can be expressed as
1
2
∞∑
i,j=−∞
η(η − 12 (1 +m(i) ·m(j)))
(aj − ai)2
∼η(η − 1
2
)
ˆ ∞
−∞
(
pi2
6
ρ3 − pi
2
ρ(∂xρ)H +
1
8
(∂xρ)
2
ρ
)
dx
− η
4
ˆ ∞
−∞
{pi
2
3
ρ(x)3 − piρ(x)m(x) · ∂x(m(x)ρ(x))H + 1
4
(∂xρ(x))
2
ρ(x)
+
1
2
ρ(x)(∂xm(x))
2}dx. (4.23)
Now we are tempted to write the action with Calogero interaction in one dimension. The interaction
term has to be carefully reorganised such that we can get the distinct two parts: one is spinless interaction
which has been discussed before, another is the new term in the spin interaction. This new term accounts
38
for the new phenomenon of the dynamics which will be discussed soon.
S[φ, ρ,m] =
ˆ
dxdt{ρ
(
∂φ
∂t
−A0
)
+
1
2
ρ(∂xφ−A)2 + f(ρ,m)} (4.24)
=
ˆ
dxdt{ρ
(
∂φ
∂t
−A0
)
+
1
2
ρ(∂xφ−A)2+[
η(η − 1)
(
pi2
6
ρ3 − pi
2
ρ(∂xρ)H +
1
8
(∂xρ)
2
ρ
)
+
η
4
(
pi
(
ρm · ∂x(mρ)H − ρ∂xρH
)− 1
2
ρ(x)(∂xm(x))
2
)]
}, (4.25)
where f(ρ,m) is the Calogero potential and it is also in the equation (3.19). Note that we have the
familiar term ρ(∂xm)
2. However, that is not the only spin interaction because we also have another term
which is ρm · ∂x(mρ)H. This term is related to the physical observable, magnetism strength M = ρm.
This is reasonable because spin interaction in S3 is a long range interaction scaling by the inverse square of
distance. By putting the m inside the Hilbert transformation, we can ensure the collective field expression
keeps the form of long range interaction.
In [17], M Kulkarni , F Franchini and A G Abanov got the equation of motion for Calogero model based
on the linear approximation. In their paper, they removed all the terms that have Hilbert transformation
or spin interaction. The reason they took the approximation, is that in their study, the spin vector did
not appear. They use the combination ρ↑ and ρ↓ particle density to represent the charge and spin. This
brings a vague definition and explanation of velocity v↑ and v↓ for the up and down spin, although it is
straighforward to express the charge and spin density as
ρc = ρ↑ + ρ↓,
ρs = ρ↑ − ρ↓. (4.26)
Obviously, it is not possible to express the charge and spin velocity in the same pattern, as one has to
use the particle and momentum conservation to get the correct form of velocity for up and down spin. In
our study, we do not use this representation, and take ρ as particle density, and take m as the spin vector
wherein mzz is always pointing to the direction of ρ.
Now we start from variation of the action term f in equation (4.24)
δ
ˆ
dxdtu(ρ,m), (4.27)
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to derive the enthalpy h = δf/δρ in the form
h =
1
2
η(η − 1)
(
pi2ρ2 − 2pi∂xρH − 1
4
(∂xρ)
2
ρ2
− 1
2
∂x
(
∂ρ
ρ
))
︸ ︷︷ ︸
spinless part in Polychronakos equation
+ η
(
pi
2
(
m · ∂x(mρ)H − ∂xρH
)− 1
8
(∂xm)
2
)
︸ ︷︷ ︸
spin part
.
(4.28)
This enthalpy looks nice: the first part is the old spinless enthalpy and the second is due to the spin. If
m = const, it is easy to see the second part along with (∂xm)
2/8 term vanish.
Therefore
(
∂
∂t
+ v∂x
)
v = −∂xh+ jm · (∂0m× ∂xm). (4.29)
Now the last non-trivial thing is to derive the variation with m. As is shown in equation (3.19) we can set
F [m] =
ˆ
dxdtf(ρ,m)
=
ˆ
dxdt{η
4
piρm · ∂x(ρm)H − η
8
ρ(∂xm)
2 + · · · }. (4.30)
Take δF [m]
δF [m] = δ
ˆ
dxdt{η
4
piρm · ∂x(ρm)H − η
8
ρ(∂xm)
2 + · · · }
using equation (A.6) and (A.8) in appendix
=
ˆ
dxdt{η
2
piρ∂x(ρm)H +
η
4
ρ∂2xm}δm. (4.31)
Then use the equation (3.30) we can get
jρ(∂/∂t+ v∂x)m = −m× δF
δm
, (4.32)
i.e.
j(∂/∂t+ v∂x)m = −ηpi
2
m× ∂x(ρm)H − η
4
m× ∂2xm. (4.33)
This equation is reminiscent of the Landau Lifshitz equation (3.40).
At first sight, the equation (4.33) is convective Landau-Lifshitz equation (3.40). However, it isn’t. The
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major difference is due to the Hilbert transform, the spin interaction becomes long-range. The non-local
interaction term ηpi2 m × ∂x(ρm)H changes the dynamics of field m even if we choose the density to be
constant.
We consider a special case where m(x, t = 0) = ~const and m2(x, t = 0) = 1. In this case the spin
equation becomes
jm˙ = −ηpi
2
m×m︸ ︷︷ ︸
0
∂xρH − η
4
m× ∂2xm︸︷︷︸
0
. (4.34)
Therefore spin equation vanishes and Euler equation also becomes
v˙ = −∂x{1
2
η(η − 1)
(
pi2ρ2 − 2pi∂xρH − 1
4
(∂xρ)
2
ρ2
− 1
2
∂x
(
∂ρ
ρ
))
}, (4.35)
because m · ∂x(mρ)H − ∂xρH = ∂xm = 0 for constant m That means, if we take constant spin vector as
initial condition, then we revert to the Polychronakos equation. There is no dynamics for spin vector m any
longer.
4.3 Dispersion relation for small amplitude waves
We explore the small amplitude wave solution for the system equations (3.8, 4.29, 4.33). Assume
ρ(x, t) = ρ0 + χRee
i(kx−ωt)
v(x, t) = v0 + ξRee
i(kx−ωt), (4.36)
where ξ/v0 and χ/ρ0 are small number compared with 1. Insert the ansatz above into the continuity equation
(3.8) we get
ρ0kξ + (v0k − ω)χ = 0. (4.37)
In the same way, write the component of field m as
mx,y,z = mx,y,z0 + ζRee
i(kx−ωt). (4.38)
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Note that Fourier transformation (F) of the Hilbert transform
F(∂xρH(x))(k) = |k|F(ρ(x))(k). (4.39)
Now we consider the equation (4.29) , we put the ansatz into the equation and do the Fourier transformation
ξω =
λ(λ− 1)
2
(
2pi2ρ0χk − 2piχk|k|+ 1
2
k3
ρ0
)
. (4.40)
If we define the phase velocity of the wave as ω/k then we have
vphase = ω/k =
√
λ(λ− 1)
2
(2piρ0 − |k|), (4.41)
or
ω =
√
λ(λ− 1)
2
(2piρ0|k| − k2). (4.42)
The group velocity is
vgroup =
∂ω
∂k
=
√
λ(λ− 1)(piρ0sgn(k)− k). (4.43)
If we define sound velocity vs in the long wavelength limit
vsound = piρ0
√
λ(λ− 1). (4.44)
Then
ω = (v2sound − v2group)/2
√
λ(λ− 1). (4.45)
This tells us the sound velocity is always bigger than the group velocity.
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Chapter 5
Simulation algorithm and
programming aspects
The starting point is the set of equations we derive above
∂ρ
∂t
+∇ · ρv = 0,(
∂
∂t
+ v∂x
)
v = −∂xh+ jm · (∂0m× ∂xm),
j(∂/∂t+ v∂x)m = −ηpi
2
m× ∂x(ρm)H − η
4
m× ∂2xm. (5.1)
The task of this section is to show some key aspects for simulating the system of Calogero equations
above.
5.1 Numerics of Hilbert transformation
The major reason I do not use the commercial numerical solver such as Mathematica NDSolve or PDESolver,
is that almost they do not support the numerics for Hilbert transformation. That is not surprising because
pseudo-spectral transform is not typical for partial differential equations. Among the three major type
of PDEs, diffusion, hyperbolic and elliptic, there is no pseudo-spectral transform. The embarassing fact
requires me to write my own solver. Although time-consuming, the fact we do 1D simulation reduces the
workload a lot.
Here we introduce some known results about simulation of Hilbert transformation. All this subsection is
introduction of the results that have been tested and implemented in academia.
Consider the Hilbert transformation in the form
Hf(x) = 1
pi
P
ˆ
f(y)
x− y dy = −
1
pi
P
ˆ
f(x− y)
y
dy, (5.2)
where P is principal integral. For one dimension equation we look for the 2L periodic boundary solutions
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here. The reason is explained later. In this case, we assume for ρ, v and m they all satisfy
u(x+ 2L, t) = u(x, t), (x, t) ∈ R× [0,∞). (5.3)
If u(x) is periodic, the equation (5.2) can be reduced into the integral over range (−L,L) by the trick used
by [44]
ˆ
≤|y|≤(2N+1)L
u(x− y)
y
dy =
ˆ
≤|y|≤L
u(x− y)
y
dy
+
N∑
k=−N,k 6=0
ˆ L
−L
(
1
y − 2kL +
1
2kL
)
u(x− y)dy. (5.4)
However, we know the identity
pi
2L
cot
( pi
2L
y
)
=
1
y
+
∞∑
k=−∞,k 6=0
(
1
y + 2kL
+
1
2kL
)
, |y| ≤ L. (5.5)
Therefore the Hilbert transform can be re-expressed as a convolution integral
Hf(x) = − 1
2L
P
ˆ L
−L
f(x− y) cot
( pi
2L
y
)
dy. (5.6)
Now we do the discretization of equation (5.6). We partition (−L,L) into 2N intervals with spacing
h = L/N . Assume N = 2M then apply midpoint rule onN = 2M intervals (x2k, x2k+2), k = −M, · · · ,M−1.
Then the integral can become the summation
(Hhf)j = − 1
2L
M−1∑
k=−M
2h cot
( pi
2L
x2k+1
)
fj−(2k+1), (5.7)
where j = −N, · · · , N − 1. By doing this we avoid the singularity at y = 0 because 2k + 1 6= 0.
Next we define the discrete Fourier transform for computation
u˜(p) = Fu =
N−1∑
j=−N
uje
−2piijp/2N , p = −N, · · ·N − 1, (5.8)
and inverse Fourier transform
u(j) = F−1u˜ = 1
2N
N−1∑
p=−N
u˜pe
2piijp/2N , j = −N, · · ·N − 1. (5.9)
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The reason we are interested in Fourier transform is due to a well known fact: The fourier transform of the
Hilbert transform Hf(x) is given by
H˜f˜(ξ) = isign(ξ)f˜(ξ), (5.10)
where
sign(x) =

x/|x|, x 6= 0
0, x = 0
.
Take an example for Fourier methods on Benjamin-Ono equation of field u(x)
u(x) ≈
N−1∑
p=−N
u˜p(t)e
ip piL (x+L), (5.11)
where u˜p is given by the discrete Fourier transformation previously defined. Therefore if we define w = u
2/2,
∂xw(x, t) ≈ 1
2N
N−1∑
p=−N
w˜p(t)i
pi
L
pei
pi
Lp(x+L),
∂xxu(x, t) ≈ 1
2N
N−1∑
p=−N
u˜p(t)(i
pi
L
p)2ei
pi
Lp(x+L). (5.12)
The Hilbert transform has the following identity
Heip piL (x+L) = −isignei piLp(x+L), (5.13)
therefore
H(∂xxu(x, t)) ≈ − 1
2N
N−1∑
p=−N
u˜p(t)isign(p)(
pi
L
p)2ei
pi
Lp(x+L). (5.14)
Consider the example of Benjamin-Ono equation
∂tu(xj , t) = −wx(xj , t) +H(∂xxu(xj , t))
=
1
2N
N−1∑
p=−N
(
−w˜p(t)i pi
L
pei
pi
Lp(xj+L) − (pi
L
p)2isign(p)u˜p(t)e
i piLp(xj+L)
)
. (5.15)
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Therefore we can rewrite Benjamin Ono equation as
∂tu˜p(t) = −i pi
L
pw˜p(t)− ip2
(pi
L
)2
sign(p)u˜p(t). (5.16)
5.2 Design of numeric scheme
In this subsection, I design a method that can improves the stability of the system of partial differential
equations without invoking solving linear system (O(N3) computational time complexity) which is usually
necessary in implicit scheme.
To provide some background knowledge, let us begin with the partial differential equation system after
discretization (xi is discretized value at given grid point )
∂x1
∂t
= f1(x1, x2, · · · , xn);
∂x2
∂t
= f2(x1, x2, · · · , xn);
· · ·
∂xn
∂t
= fn(x1, x2, · · · , xn); (5.17)
The function fi may or may not be linear. The explicit scheme requires deriving the value at time t + ∆t
from the value at t, i.e.
∆xt+∆t1
∆t
= f1(x
t
1, x
t
2, · · · , xtn);
∆xt+∆t2
∆t
= f2(x
t
1, x
t
2, · · · , xtn);
· · ·
∆xt+∆tn
∆t
= fn(x
t
1, x
t
2, · · · , xtn); (5.18)
It is well known that the explicit scheme is not stable if the time step is big enough to engender the oscillation
and break the time marching. The other scheme is implicit scheme, which is known to be unconditionally
stable. This uses the value of xi at time t+ ∆t to get the value of ∆xi/∆t
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xt+∆t1 − xt1
∆t
=
∆xt+∆t1
∆t
= f1(x
t+∆t
1 , x
t+∆t
2 , · · · , xt+∆tn );
xt+∆t2 − xt2
∆t
=
∆xt+∆t2
∆t
= f2(x
t+∆t
1 , x
t+∆t
2 , · · · , xt+∆tn );
· · ·
xt+∆tn − xtn
∆t
=
∆xt+∆tn
∆t
= fn(x
t+∆t
1 , x
t+∆t
2 , · · · , xt+∆tn ); (5.19)
If f is a linear function, then the above equations involve a linear system solver. However, this is not our case
because of nonlinearity of spin system. To treat the nonlinearity, we use the Newtonian nonlinear iterative
method.
Now take a replacement of gi(x1, x2, · · · , xn) = fi(x1, x2, · · · , xn) − x
t+∆t
i −xti
∆t , the equation above can
reexpressed by
g(x) = 0 (5.20)
where x = {x1, x2, · · · , , xn} and g = (g1, g2, · · · , gn)T .
Now guess an appropriate initial value x0, then we take the linear approximation
g(x) ≈ g(x0) +Dg(x0)(x− x0), (5.21)
where Dg(x0) is and n× n matrix whose entries are the various partial derivate of the components of g
D(x0) =

∂g1
∂x1
(x0)
∂g1
∂x2
(x0)
∂g1
∂x3
(x0) · · · ∂g1∂xn (x0)
∂g2
∂x1
(x0)
∂g2
∂x2
(x0)
∂g2
∂x3
(x0) · · · ∂g2∂xn (x0)
...
...
...
. . .
...
∂gn
∂x1
(x0)
∂gn
∂x2
(x0)
∂gn
∂x3
(x0) · · · ∂gn∂xn (x0)

(5.22)
To get the solution of g(x), we choose x1 such that
f(x0) +Df(x0)(x1 − x0) = 0. (5.23)
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That means x1 is
x1 = x0 − (Df(x0))−1f(x0). (5.24)
We can take the Nowtonian iterative method to infinitely approach the solution by repeatedly do the following
1. Solve Df(xi)∆x = −f(xi)
2. Then let xi+1 = xi + ∆x
3. Repeat step 1 if the error is bigger than tolerance
This method looks nice but not very feasible for our case. The reason is that our system of equations
has Hilbert transformation which requires two Fourier transformations, forward and backward. What is
worse, the partial difference with x and cross product in the term m×∂x(ρm)H in equation (4.33) adds the
complexity. These difficulties make the implicit method task much more onerous than explicit method.
From the analysis, we find the dilemma of numerical scheme: explicit is not stable but implicit is not
practical for Hilbert tranformation. To solve the problem I design the forward-backward scheme(or more
vivid name: ixplicit for combination of explicit and implicit). The philosophy is: if the linear equation (5.24)
converges to a solution, we must be able to converge it in another way. To clarify this point, let us begin
with explicit scheme
xt+∆t − xt
∆t
= f(xt) (5.25)
Then write the implicit scheme
xt+∆t − xt
∆t
= f(xt+∆t). (5.26)
If we can solve the implicit scheme equation by linear solver or Newtonian iterative method, we are sure
that equation is solvable from xt. With this confidence, we may ask: can we take some measures to reduce
the difference of xt+∆t between explicit scheme and implicit one? The answer is to insert the value of xt+∆t
calculated from equation (5.25) into f(xt) to calculate the new value of f . The algorithm is like this
1. Calculate xt+∆t from equation (5.25) by xt+∆t = f(xt)∆t+ xt
2. Insert xt+∆t into the right handside of equation (5.25) and recompute the value f(xt+∆t)
3. Recompute xt+∆t by xt+∆t = f(xt+∆t)∆t+ xt
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4. Go back to step 2 if the difference between consequtive computation of xt+∆t is still bigger than error
tolerance δ
In this way, we can get the desired value of xt+∆t. Then we do the time march for the next ∆t based on this
new time. This method will converge to the value of xt+∆t for the equation 5.25. Stability analysis is not
our interest here if we take the timestep as large as the explicit scheme allows. In numerical computation, I
am even not considering the tolerance value δ because what I need is a good enough algorithm. Empirically
taking three iterations for each time t suffices for my purpose.
This method uses explicit method but has the elements of implicit method. I call it ixplicit method
because it is a mixture of the two.
5.3 Programming aspects for numerics
When we talk about the f(x) in the forward-backward algorithm before, we assume x is like this way
x = (ρ1, ρ2, · · · , ρN , v1, v2, · · · , vN , θ1, θ2, · · · , θN , ϕ1, ϕ2, · · · , ϕN ). (5.27)
In other words, the size of x is 4N rather than the size of grid N . This way works theoretically, but I would
take a way better for programming.
The field ρ(x, t), v(x, t), θ(x, t) and ϕ(x, t) are all expressed as instantiation of C++ user-defined type
as is shown in figure (5.1). I do the algorithm in this way
1. Calculate continuity equation, equation(6.2), (6.4) and (6.5) at time t for vt+∆t, ρt+∆t,θt+∆t,ϕt+∆t
2. Insert vt+∆t, ρt+∆t,θt+∆t,ϕt+∆t into the (6.2), (6.4) and (6.5) and recompute themselves
3. Repeat the step 2 if the change of vt+∆t, ρt+∆t,θt+∆t,ϕt+∆t are still bigger than the error tolerance
The code was written in C++11 under gcc 4.9 compiler. The major feature of the code is object-oriented
design pattern along with the field as user-defined type (also known as class). The benefit of treating field
as a user-defined type is we can do the Hilbert transform (which is obviously a functional) on the field in the
whole rather than on the individual grid point. The drawback is lots of copy operation during computation
which drags the speed. The remedy for this, is to use move operator in C++11 for lightweighted copy
operation. The relation of types, instantiations and operators are shown in the figure (5.1).
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Figure 5.1: c++ diagram for user types of 1d solver
Now I provide some key points in programming:
1, I write a class called field, this class has a double array which is responsible to store the data on the
grid. Here is our code example for the class field
template < i n t N, i n t L=1> c l a s s f i e l d
{
p r i v a t e :
double g r id [N ] ;
pub l i c :
f i e l d <N, L > & operator = ( i n i t i a l i s e <N, L > & f )
{
f o r ( i n t i =0; i !=N; i++)
gr id [ i ] =f ( ( ( double ) i )∗L/N − ( double )L/ 2 ) ;
r e turn ∗ t h i s ;
}
} ;
The class is templated with the grid size N and length L, so I can construct an array grid[N] on the
stack rather than heap. The benefit of resource on stack, is an extra gain in efficiency(reader can consult the
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professional programming book to compare the difference in efficiency between stack and heap). Another
gain is no risk of leaking memory, although ours is small program and memory leak is not an issue. If reader
is interested in changing the implementation, the other data structure such as Standard Template Library
vector std::vector, or heap array new double[N] can be used for extra functionality.
Table 5.1: The relative ranking of different implementation for storage of data on grid
implementation type access speed move speed expandability memory efficiency
double a[] stack array 1 3 3 3
new double[] heap array 2 1 3 3
vector<double> STL array 3 2 2 4
hash map<int, double> hash map 4 4 1 1
As is the common practice, the copy and move constructor, copy assignment, move assignment and
mathematical operation operators should be defined for the class. However, I specially list an assignment
operator above. This assignment operator takes an reference to the class initialise as argument. The initialise
is a functor class wherein the intialise function for the data is provided
template<i n t N, i n t L> c l a s s i n i t i a l i s e
{
pub l i c :
v i r t u a l double operator ( ) ( const double )=0;
} ;
If we, for example, like to use the Gaussian (exponential) type intial condition, we can subclass initialise
and write a new class called exp init
template<i n t N, i n t L> c l a s s e x p i n i t : pub l i c i n i t i a l i s e <N, L >
{
pub l i c :
double operator ( ) ( const double x )
{
double va lue = 5+ 2 ∗ exp(− x ∗ x /(0 .05∗L∗L ) ) ;
r e turn value ;
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}
} ;
Then we just instantiate an object called, e.g. f and assign it to the field, e.g. ρ with the grid size to be
100 and length is 100 too.
f i e l d <100 , 100> rho ;
e x p i n i t <100 , 100> f ;
rho=f ;
In this way, the field ρ is automatically intialized to the Gaussian type initial profile.
2, We define the functional which is on the field rather than the individual grid point data. This is the
greatest strength of the field representaion. For some operators, such as derivative d/dx or +,−, ∗, /, we
do not care the entire data set because they can be local operation. For example, the derivative d/dx only
depends on the neighbor value and the value itself. It can easily expressed as
double d e r i v a t i v e [ i ] = ( g r id [ i +1] − g r id [ i ] ) / h ;
However, our story is different because we need the Hilbert transformation. According to equation
(5.10), the Hilbert transform is implemented by taking forward and backward Fourier transformation. It is
impossible to take the local operation on a single data for Hilbert transformation or Fourier transform. In
other words, the functional Hilbert/Fourier transform has to operate on the entire field. Below is several
examples
template < i n t N, i n t L > f i e l d <N, L > cos ( const f i e l d <N, L >& r )
{
f i e l d <N, L > temporary ;
f o r ( i n t i =0; i !=N; i++)
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temporary [ i ]= std : : cos ( r [ i ] ) ;
r e turn temporary ;
}
template<i n t N, i n t L> f i e l d <N, L > operator ∗
( const f i e l d <N, L>&l , const f i e l d <N, L > & r )
{
f i e l d <N, L > temp ;
f o r ( i n t i =0; i !=N; i++)
temp . g r id [ i ]= l . g r i d [ i ]∗ r . g r i d [ i ] ;
r e turn temp ;
}
In the code above, we define two operators, one is cosine function, and another is product operator ∗. In
this case, cos θ ∗ ρ is exactly expressed as
re turn cos ( theta ) ∗ rho ;
The return value above is a temporary field. and it should be moved (rather than expensively copied) to
the variable that hold it. Below is another example how to express ρ cos θ∂x(ρ cos θ)H
re turn rho ∗ cos ( theta ) ∗ d x ( H i l b e r t ( rho ∗ cos ( theta ) ) ) ;
It looks nice? Furthermore, the drawback that a lot of temporary field objects (such as cos θ is an
temporary object, and ρ cos θ is another) are prohibitively copied can be easily overcomed with the C++11
std::move() operator. This is the new feature of C++ and we are lucky to catch it in an appropriate place!
3, We define an abstract class called solver or more exactly, 1d solver. All the solver we want to study, is
a subclass of it. For example if we want study BO equation, just write a subclass BO solver: public solver
and redefine the dynamics in the class.
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template<i n t N, i n t L , i n t M> c l a s s s o l v e r
{
pub l i c :
typede f f i e l d <N, L > (∗ dynamics ) ( f i e l d <N, L> ∗ ) ;
p ro tec ted :
f i e l d <N, L> u [M] ;
dynamics f [M] ;
pub l i c :
v i r t u a l void march ( double d e l t a t )
{
f i e l d <N, L > temp [M] ;
f o r ( i n t i =0; i !=M; i++)
{
temp [ i ]= u [ i ] ;
u [ i ]= d e l t a t ∗ f [ i ] ( u ) + temp [ i ] ;
}
f o r ( i n t i =0; i !=M; i++)
{
u [ i ]= d e l t a t ∗ f [ i ] ( u ) + temp [ i ] ;
}
f o r ( i n t i =0; i !=M; i++)
{
u [ i ]= d e l t a t ∗ f [ i ] ( u ) + temp [ i ] ;
}
}
double ∗ movie ( double ∗ p , i n t f i e l d i d = 0)
{
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f o r ( i n t i =0; i !=N; i++)
{
∗p = th i s−> u [ f i e l d i d ] [ i ] ;
p= p+1;
}
re turn p ;
}
void s o l v e ( i n t numberofsteps =10,
double s t e p s i z e =(0.1∗ L)/N,
void ∗p=NULL,
i n t everyother =1,
shor t f i e l d i d =0
)
{
double ∗ q = ( double ∗) p ;
f o r ( i n t j =0; j != numberofsteps ; j++ )
{
t h i s −> march ( s t e p s i z e ) ;
i f (p && ! ( j%everyother ) )
{
q=movie (q , f i e l d i d ) ;
}
}
}
v i r t u a l void i n i t i a l i s e ( ) {} ;
} ;
The dynamics in the class is the force that is evalued for each field. For example, for the continuity
equation ρ˙ = −∂x(ρv), the dynamics for ρ is −∂x(ρv). If u[0] is defined as the density ρ and u[1] is velocity
v, then the dynamics for the field ρ is
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f [0 ]= − d x ( u [ 0 ] ∗ u [ 1 ] )
If there are M fields, there should be M dynamics objects. Every field evolution term ∂/∂t is on the
left handside, and the right is the dynamics for the field. In the code list above, the function march is
most interesting. Just as what I discussed about the ixplicit method: first, I save the field at time t into a
temporary buffer called temp in the code, then I do the following loop
u [ i ] = d e l t a t ∗ f ( u [ i ] ) + temp [ i ]
From this line of code we can see the dynamics f[i]( u) is always on the latest field u rather than
temporary buffer, but the initial value of the field is still the temporary buffer. Usually three iterations of
the loop is enough.
Let us make an example in next chapter for Polychronakos equation for explaining how to use the solver.
4, The Fourier transform is implemented using FFTW library. The library has a function called
fftw plan r2r 1d to implement the forward and backward Fourier transform. The representation of the
complex number is called Semi Complex because the Fourier transform of the real number has a special
symmetry
z∗k = z
∗
n−k (5.28)
Therefore, for n number of complex number, we only need half of n number for storing the real part and
another half to store the imaginary part. The table is shown as below
In 5.2, the transform column is describing what the data should be after the Hilbert transform. After
this process, we can do the backward Fourier transform. In the code, we just simply write the following to
return the Hilbert transform
return H i l b e r t ( rho ) ;
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Table 5.2: Hilbert transformation data correspondence table
id val Fourier Hilbert
0
real d[0] 0
imag 0 -d[0]
1
real d[1] d[n-1]
imag d[n-1] -d[1]
2
real d[2] d[n-2]
imag d[n-2] -d[2]
k
real d[k] d[n-k]
imag d[n-k] -d[k]
n/2
real d[n/2] 0
imag 0 0
n-k
real d[k] d[n-k]
imag -d[n-k] d[k]
n-1
real d[1] d[n-1]
imag -d[n-1] d[1]
Hilbert transform based on equation 5.10
5, I use MathLink for Mathematica to transfer the data back from C++ solver. The data is visualized
by ListLinePlot command. The command line details are not provided due to the limitation on length of
thesis.
The code is currently working on 1 dimension. If one wants to expand the ability, and solve his own
equation, it is easy to subclass solver, and put the correct number of fields M in the template. The dynamics
is defined in lambda expression [58].
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Chapter 6
Numerical results and discussion
6.1 Polychronakos equation
We have shown that Polychronakos equation (4.21) is equivalent to Benjamin-Ono equation if we take the
transformation. There are several references discussing the numerical simulation of Benjamin-Ono equation,
and thus show the existence of train of solitons. Even in this case, there is no paper currently that directly
provide the numerical simulation results for the Polychronakos equation. In this sense, I provide the pictures
here by my own solver code.
As the initial condition, I set the velocity v to be zero and density
ρ(x, 0) = A+B exp(−αx2) (6.1)
The range for simulation is (−L,L) with periodic boundary condition as is mentioned before. The final
figure is shown in figure (6.2)
In the picture, at time t = 5 the shock wave is about to appear, but finally the discontinuity is avoided
and replaced by stable solitons. The multisoliton begin to form at time t = 10. They are moving in their
own eigen-speed. Because the boundary is periodic, the difference in speed leads to the cross of solitons.
Solitons overlap with each other but soon they cross each other and keeps their original profile and speed.
This is the typical of solitons. The solution is very stable, I tracked the code steps and find even for the
time t = 1000, the solitons still are their. There is no decay but the profile changes mainly because of the
truncation error of simulation. Practically, one had better not take the running time so long for simulation
when the error domains.
All the simulations are done in the one dimension. One might be curious what happens for three
dimension vector? In the next section, I will introduce our system of equations with spin vector pointing in
3D. The spin vector will show some different behaviour from the density and velocity. Also the interaction
of solitons between spin and density/velocity is also very attractive topic for our numerical study. We want
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(a) density of Polychronakos equation at time t=0.5. For
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Figure 6.1: density ρ of Polychronakos equation with periodic boundary
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Figure 6.2: velocity v of Polychronakos equation with periodic boundary
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to know: if we take the initial condition such that density is Lorentzian type and spin is constant vector in
space, it is possible that the spin dynamics activates the excitation for the spin? Or the reverse way, if the
spin has some initial non trivial profile, could we have the excitation for the density?
6.2 Calogero continuous density and spin dynamics
To answer the question above, we begin to simulate our system of equations as are listed in the beginning
of chapter 5. Although there is nothing to put the equations directly into the code and let them run, it is
still useful if we can do some preliminary work to reduce the workload and computation error.
We have to see that the equation (4.33) involves spin vector m with the constraint m2 = 1. This
additional constraint can reduce the independent number of equations for (4.33) from three to two. This
reduction can be treated in two ways: add a Lagrangian multiplier or decompose it into Euler angle repre-
sentation of θ and ϕ. There is also a rude force way to enforce the contraint: after every step, renormalize
the mx,my,mz by the value
√
m2.
I decide to use the θ, ϕ representation because the expression of action is already long enough. The
decomposition process is tedious and error-prone so there is no need for reader to go through the suffering
again. It is more convenient to list the results without any steps
First, the continuity equation stays put. The Euler equation can be reexpressed as
v˙ =− 1
2
∂xv
2 − ∂x
(
1
2
η(η − 1)(pi2ρ2 − 2pi∂xρH − 1
4
(∂ρ)2
ρ2
− 1
2
∂x
(
∂ρ
ρ
)
)
)
− ∂x
(
η
pi
2
(A− ∂xρH)− η
8
(θ′2 + sin2 θϕ′2)
)
+ j sin θ(θ˙ϕ′ − θ′ϕ˙), (6.2)
where
A = cos θ(∂x(cos θρ)H) + sin θ cosϕ(∂x(sin θ cosϕρ)H)
+ sin θ sinϕ(∂x(sin θ sinϕρ)H). (6.3)
As is mentioned before, the Euler equation depends on not only the spatial operator, but also on the time
evolution θ˙ and ϕ˙. It is more easy to copy the right handside of θ˙ and ϕ˙ here in the code. This does
not increase the complexity much for the programming, but reduces the confusion about interdependency
between the three PDEs.
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Next, the equations about θ and ϕ are
ϕ˙ =ηpi[∂x(ρ cos θ)H − cot θ{sinϕ∂x(ρ sin θ sinϕ)H + cosϕ∂x(ρ sin θ cosϕ)H}]
+
η
2
[−∂2xθcscθ + cos θ(∂xϕ)2]− ev∂xϕ, (6.4)
θ˙ =− ηpi(sinϕ∂x(ρ sin θ cosϕ)H − cosϕ∂x(ρ sin θ sinϕ)H)
+
η
2
(2 cos θ∂xθ∂xϕ+ sin θ∂
2
xϕ)− v∂xθ. (6.5)
The Euler equation determines the time evolution of velcoity. From the equation above, we find the right
handside of Euler equation depends on θ˙ and ϕ˙. In the coding aspect, the most effective way to do the
simulation is just copy and paste the right handside of θ˙ and ϕ˙.
We want to discuss several cases to see the dynamics of density and spin vectors.
case 1: We set the initial condition of density ρ to be
ρ(x, 0) = A+B exp(−αx2),
v(x, 0) = 0. (6.6)
and spin vector angle θ(x, 0) = pi/2 and ϕ(x, 0) = 2pi/3 (sinϕ 6= 0 is required by the equation)
We have discussed before that if we choose the initial m to be constant, then we will not have the
excitation for the spin. The spin is always constant value. This is again confirmed by the simulation in
figure (6.5) . From figure, we can find the density dynamics is the same with the Polychronakos equation
but the spin vector is just the same as initial. No excitation at all either for θ or ϕ.
case 2: We set initial ρ(x, 0) = v(x, 0) = 0 and
θ = A+B exp(−αx2) (6.7)
where A and B should restrict the θ within the range (0, pi/2). I made two set of pictures. The first set
figures (6.6,6.8) are purely about ρ and v at η = 1.1. The second is 6.10 about ρ, v, cos θ and ϕ in the
same picture. I have made some data manipulations such that they can have the same scale in one picture.
However, the actually amplitudes of ρ and cos θ are very different. I will mention it below. From figures we
can see there are some significant points.
First, the initial spin profile is choosen such that the spin vector can have solitons but the density and
velocity are just constant values. At time t=2 from figure 6.10, we can see clearly that the spin soliton
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(a) density evolution for case 1 at t = 0. η = 1.1
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(b) density evolution for case 1 at t = 10. η = 1.1
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(c) density evolution for case 1 at t = 12. η = 1.1
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(d) density evolution for case 1 at t = 20. η = 1.1. The
density solitons overlap with each just like we saw for Poly-
chronakos equation.
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(e) density evolution for case 1 at t = 24. η = 1.1. The left-
going and right-going solitons seperate from each other.
Figure 6.3: The evolution of density ρ for case 1. The solitons form into left-going and right-going ones.
They go across each other after meeting in the middle.
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(a) velocity evolution for case 1 at t = 0.1(initial velocity
at t = 0 is zero). η = 1.1
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(b) velocity evolution for case 1 at t = 10. η = 1.1
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(c) velocity evolution for case 1 at t = 12. η = 1.1
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(d) velocity evolution for case 1 at t = 20. η = 1.1
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(e) velocity evolution for case 1 at t = 24. η = 3
Figure 6.4: The evolution of velocity v for case 1
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xangle
Figure 6.5: The angle θ and ϕ at t = 20. Solid line is θ and dot-dashed line is ϕ. Not surprisingly, if the
initial angles are set to be constant in space, then we will not see the dynamics of spin.
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(a) density evolution for case 2 at t = 0.1 Note that the
initial condition for ρ(x, t = 0) = 5
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(b) density evolution for case 2 at t = 1.
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(c) density evolution for case 2 at t = 5.
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(d) density evolution for case 2 at t = 10.
Figure 6.6: The evolution of density ρ for case 2 at t = 0.1, 1, 5, 10. η = 1.1
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(a) density evolution for case 2 at t = 11.
100 200 300 400
x
4.9998
4.9999
5.0000
5.0001
5.0002
Ρ
(b) density evolution for case 2 at t = 12.
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(c) density evolution for case 2 at t = 14
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(d) density evolution for case 2 at t = 15
Figure 6.7: The evolution of density ρ for case 2 at t = 11, 12, 14, 15. η = 1.1
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(a) density evolution for case 2 at t = 0.1 Note that the
initial condition for ρ(x, t = 0) = 5
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(b) velocity evolution for case 2 at t = 1.
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(c) velocity evolution for case 2 at t = 5.
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(d) velocity evolution for case 2 at t = 10.
Figure 6.8: The evolution of velocity for case 2 at t = 0.1, 1, 5, 10. η = 1.1
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(a) velocity evolution for case 2 at t = 11.
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Figure 6.9: The evolution of velocity for case 2 at t = 11, 12, 14, 15. η = 1.1
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Figure 6.10: The evolution of ρ(blue), v(red),cos θ(brown), and ϕ(green) . In order to show the four fields in
one frame, I substract ρ by 4.5 and multiply the amplitude of ρ and v with 1000. The ϕ is also substracted
by 20pi. Here η = 1.5
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triggers the soliton of density and velocity. The amplitude of denstiy is very small which is only around
1/1000 of the amplitude of cos θ when I choose the value of η = 1.1. Therefore, in order to compare them in
one picture, I stretch the amplitude of density and velocity by 1000.
Second, the more significant thing we find for the density and spin solitons is: the soliton train consists
of fast soliton(s) and slow one(s). The slow one moves concurrently (see 6.10) with spin vector and the faster
one is governed by its own dynamic equation (Euler equation and continuity equation). Our conclusion is:
the soliton of density are two parts, one is from its own and another is from spin.
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Chapter 7
Conclusions
In summary, we have 1, built the connection between BO and CS models in spinless case. 2, derived the
hydrodynamic limit of spin CS model rigorously. 3, developed an reliable algorithm to simulate the special
system of PDEs. 4, done the simulation and evidenced the existence of spin for both density and spin under
certain initial conditions.
However, there are still several tasks that needs further study. First, what is the BO counterpart for spin
CS model? Is there any field u that incorporates both particle density and spin vector? If so, we can get
a more fundamental connection between them and reveal the inherent patterns. Second, is there rigorous
one soliton solution for our spin Calogero system of equations? Although by numerical simulations, we are
confident that the nontrivial excitations are inherent in the system, but if we can get the rigorous solution,
the whole system is built upon a more solid and persuasive foundation.
It is pointed out in [38] and [4] that Calogero-Sutherland model can be generalized to the elliptic case,
i.e. the elliptic Calogero model. In this case the mutual interaction of poles is no longer a square-inversed
potential, but either a Weierstrass P(x|ω1, ω2) function or hyperbolic interaction of the form sinh−2(x/ω2).
In these new cases, what needs to be changed is just the replacing Hilbert transformation by the new
transformation
´
ζ(x − x′)f(x′)dx′ or ´ 1ω2 coth 1ω2 (x − x′)f(x′)dx′. How to extend our model into these
generalized case is an open question.
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Appendix A
Variation on Hilbert transform
In this section I provide some useful results involving variation of Hilbert transformation. In order to reach
the equation of motion from the action involving Hilbert transformation, these results are necessary. For
the beginning, the identities for the Hilbert transform are listed here
fHg + fgH = (fg)H − (fHgH))H, (A.1)
and
ˆ
dxfH = 0,
ˆ
dxfHg = −
ˆ
dxfgH,
ˆ
dxfHf = 0,
ˆ
u2dx =
ˆ
(uH)2dx,
ˆ
u3dx = 3
ˆ
u(uH)2dx. (A.2)
First
δ
ˆ
dxρ(∂xρ)H =
ˆ
dx(δρ)(∂xρ)H +
ˆ
dxρ(x)δ(∂xρ)H(x)
=
ˆ
dx(δρ)(∂xρ)H −
ˆ ∞
−∞
dyδρ(y)
ˆ ∞
−∞
P
pi
ρ(x)
(y − x)2 dx
=
ˆ
dx(δρ)(∂xρ)H +
ˆ ∞
−∞
dxδρ(x)∂x
ˆ ∞
−∞
P
pi
ρ(y)
x− y dy
= 2
ˆ
dx(δρ)(∂xρ)H. (A.3)
Second
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δˆ ∞
−∞
dx
(∂xρ)
2
ρ
=
ˆ ∞
−∞
dx
δ(∂xρ)
2
ρ
−
ˆ ∞
−∞
dx
(∂xρ)
2
ρ2
δρ
=
ˆ ∞
−∞
dx
2∂xρδ(∂xρ)
ρ
−
ˆ ∞
−∞
dx
(∂xρ)
2
ρ2
δρ
=
ˆ ∞
−∞
dx 2∂x
(
(∂xρ)δρ
ρ
)
︸ ︷︷ ︸
not interested
−
ˆ ∞
−∞
dx∂x
(
2∂xρ
ρ
)
δρ−
ˆ ∞
−∞
dx
(∂xρ)
2
ρ2
δρ. (A.4)
Third
δ
ˆ ∞
−∞
dxρm · ∂x(ρm)H =
ˆ ∞
−∞
dx(δρ)m · ∂x(ρm)H +
ˆ ∞
−∞
dxρ(δm) · ∂x(ρm)H
+
ˆ ∞
−∞
dxρm · δ∂x(ρm)H, (A.5)
where the third term
ˆ ∞
−∞
dxρm · δ∂x(ρm)H = −
ˆ ∞
−∞
dxρm ·
ˆ ∞
−∞
P
pi
δ(ρ(y)m(y))
(y − x)2 dy
= −
ˆ ∞
−∞
dyδ(ρ(y)m(y)) ·
ˆ ∞
−∞
P
pi
ρ(x)m(x)
(x− y)2 dx
=
ˆ ∞
−∞
dyδ(ρ(y)(y)) · ∂y
ˆ ∞
−∞
P
pi
ρm(x)
y − x dx
=
ˆ ∞
−∞
dx(δρ)m · ∂x(ρm)H +
ˆ ∞
−∞
dxρ(δm) · ∂x(ρm)H. (A.6)
Take out the term with δρ from δ
´
dxdtu(ρ,m)
ˆ ∞
−∞
dxdtδρh
=
ˆ ∞
−∞
dxdt (δρ)
1
2
η(η − 1)(pi2ρ2 − 2pi∂xρH − 1
4
(∂xρ)
2
ρ2
− 1
2
∂x
(
∂ρ
ρ
)
)−
ˆ ∞
−∞
dxdt (δρ) η
(
pi
2
(
m · ∂x(mρ)H − ∂xρH
)− 1
8
(∂xm)
2
)
. (A.7)
Fourth
δ
ˆ ∞
−∞
dxρ(∂xm)
2 =
ˆ ∞
−∞
dx
(
(δρ)(∂xm)
2 + ρδ(∂xm)
2
)
=
ˆ ∞
−∞
dx
(δρ)(∂xm)2 + ρ2∂x(∂xmδm)︸ ︷︷ ︸
not interested
−2(∂2xm)δm
 . (A.8)
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Appendix B
Pole-autonomy for a general u+
We here show that we can relax the condition that u+ be a sum of simple poles, yet still have the aj obey
the Calogero equation (2.21).
Let
u−(z, t) =
N∑
j=1
iλ
z − aj(t) , (B.1)
as before, but assume of u+(z, t) only that (u+)Γ = iu+. Insert u = u− + u+ into
u˙+ u∂zu =
1
2
∂2zzuΓ. (B.2)
The projections of the product u+u− onto the ±i eigenspaces of the Hilbert transform are respectively
(u+u−)+ = u+u− −
N∑
j=1
iλ
z − aj u+(aj)
(u+u−)− =
N∑
j=1
iλ
z − aj u+(aj). (B.3)
By taking the z derivative of equation (B.3), we can project the cross terms u+∂zu− + u−∂zu+ appearing
in equation (B.2)into the ±i eigenspaces. From the coeffcients of 1/(z − aj)2 in the −i eigenspace, we read
off from equation (B.2) that
ia˙j =
∑
k 6=j
λ
ak − aj + iu+(aj). (B.4)
In the +i eigenspace, we find that equation (B.2) requires that
u˙+ + u∂zu+ +
N∑
k=1
iλ
z − ak +
N∑
k=1
iλ
(z − ak)2 (u+(ak)− u+(z)) = iλ
1
2
∂2zzu+. (B.5)
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Now differentiate a˙j again to find that
ia¨j =
∑
k;k 6=j
λ
(ak − aj)2 (a˙j − a˙k) + i
(
u˙+(aj) + a˙j∂zu+|z=aj
)
. (B.6)
If we momentarily forget all about u+, we know that we can assemble the remaining terms to obtain the
Calogero equation (2.21).
We therefore need to show that all terms in ia¨j involving u+ drop out. These terms are
∑
k;k 6=j
λ
(ak − aj)2 (u+(aj)− u+(ak)) + i
(
u˙+(aj) +
∑
k;k 6=j
iλ
aj − ak ∂zu+|aj + u+∂zu+|aj
)
. (B.7)
Now consider the limit of equation (B.5) as z → aj . There are potential singularities arising from the k = j
terms in the sums, but on expanding
u+(z) = u+(aj) + (z − a)∂zu+|aj +
1
2
(z − aj)2∂zzu+|aj +O
[
(z − aj)3
]
, (B.8)
we find that the potentially singular parts cancel among themselves, and futhermore, the remaining finite
parts of the j = k terms combine to cancel the iλ 12∂zzu+ term on the right handside. The z = aj limit of
(eq:A27 thus equates to zero precisely the terms (B.7) that we wish to disappear.
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Appendix C
Algebra on Euler Maclaurin
expansion
During the process of turning the summation into the integration, we need to transform the discrete i into
continuous ν. Let ν be a value near 0, consider the behavior of a single term
m(ν) ·m(0)
(a(ν)− a(0))2 . (C.1)
We want to remove the divergence near ν = 0
m(ν) ·m(0)
(a(ν)− a(0))2
=
m(0) · (m(0) +m′(0)ν + 12m′′(0)ν2 + · · · )
(a′(0)ν + 12a
′′(0)ν2 + 16a
′′′(0)ν3 + · · · )2
=
1
(a′(0)ν + 12a
′′(0)ν2 + 16a
′′′(0)ν3 + · · · )2 +
1
2
m(0) ·m′′(0)ν2
(a′(0)ν + 12a
′′(0)ν2 + 16a
′′′(0)ν3 + · · · )2
=
1
a′(0)2ν2
(1− a
′′(0)
a′(0)
ν +
3
4
a′′(0)2
a′(0)2
ν2 − 1
3
a′′′(0)
a′(0)
ν2 + · · · ) + 1
2
m(0) ·m′′(0)ν2
a′(0)2ν2
(1 +O(ν) + · · · ), (C.2)
where we have used the approximation around x = 0
1
(x+ 1)2
≈ 1− 2x+ 3x2 − 4x3 + · · ·
1(
Ax+ 12Bx
2 + 16Cx
3
)2 ≈ ABC −B32A5 x+ 9B2 − 4AC12A4 − BA3x + 1A2x2 + · · · . (C.3)
From the equation above, we can see that the divergence comes from the two leading terms, therefore, if we
define
F (ν) ≡ m(ν) ·m(0)
(a(ν)− a(0))2 −
1
a′(0)2
1
ν2
+
a′′(0)
a′(0)3
1
ν
, (C.4)
then the divergence disappears.
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The limit at ν → 0 reads
F (0) ≡ lim
ν→0
F (ν) = −1
3
a′′′(0)
a′(0)3
+
3
4
a′′(0)2
a′(0)4
+
1
2
m(0) ·m′′(0)
a′(0)2
. (C.5)
Now we go back to S3, we tentatively write S3 as
S3
?
= lim
N→∞
(
N∑
n=1
[F (n) + F (−n)]
)
. (C.6)
This is wrong because 1a′(0)2
1
n2 does not cancel itself between F (n) and F (−n) in the sum. We need to
substract it from the sum, i.e.
S3 −
∑
n 6=0
1
a′(0)2
1
n2
= lim
N→∞
(
N∑
n=1
[F (n) + F (−n)]
)
. (C.7)
The left handside can be further reduced by the identity
∑
n 6=0
1
n2
=
pi2
3
. (C.8)
The right handside of equation is reminiscent of the Euler-Maclaurin expansion
∞∑
n=1
f(n) ∼
ˆ ∞
0
f(ν)dν − 1
2
f(0)− 1
12
f ′(0) +
1
720
f ′′′(0) + · · · . (C.9)
That means
S3 ∼ pi
2
3
1
a′(0)2
+
ˆ ∞
−∞
F (ν)dν − F (0) + · · · .
However, note that F (ν) has 1/ν term which is divergent in the integration. Replace it by the principal
integral such that
P
ˆ ∞
−∞
F (ν)dν = P
ˆ ∞
−∞
(
m(ν) ·m(0)
(a(ν)− a(0))2 −
1
a′(0)2
1
ν2
)
dν. (C.10)
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Now the most exciting time comes! ρ appears now! Let us define
ρ(x) =
dν
dx
=
dν
da(ν)
=
1
a′(ν)
, (C.11)
and
x = a(0) + a′(0)ν. (C.12)
d2a
dν2
=
d
dν
(
da
dν
)
=
dx
dν
d
dx
1
ρ(x)
= −∂xρ
ρ3
. (C.13)
d3a
dν3
=
3(∂xρ)
2
ρ5
− ∂
2
xρ
ρ4
. (C.14)
We have successfully turn ν into continuous form of ρ. The spin can also be in the continuous form, consider
the transform m(ν)→m(x)
m(ν)dν = ρ(x)m(x)dx. (C.15)
We also have
dm
dν
=
1
ρ
dm
dx
,
and
d2m
dν2
=
d
dν
(
dm
dν
)
(C.16)
= − ρ
′
ρ3
dm
dx
+
1
ρ2
d2m
dx2
. (C.17)
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Therefore
P
ˆ ∞
−∞
(
m(ν) ·m(0)
(a(ν)− a(0))2 −
1
a′(0)2
1
ν2
)
dν
=P
ˆ ∞
−∞
(
ρ(x)m(x) ·m(0)
(x− a0)2 −
ρ(0)
(x− a0)2
)
dx, (C.18)
It is noticed that this can be expressed by Hilbert transformation when we use x rather than 0 for the
integral constant
P
ˆ ∞
−∞
ρ(ξ)m(ξ) ·m(x)− ρ(x)
(ξ − x)2 dξ = m(x) ·
d
dx
(
P
ˆ ∞
−∞
ρ(ξ)m(ξ)
ξ − x dξ
)
= −pim(x) · ∂x(m(x)ρ(x))H (C.19)
F (0) =
3
4
a′′(0)2
a′(0)4
− 1
3
a′′′(0)
a′(0)3
+
1
2
m(0) ·m′′(0)
a′(0)2
= −1
4
(∂ρ)2
ρ2
+
1
3
∂2ρ
ρ
− 1
2
(∂xm)
2 (C.20)
where we have use the total derivative
m′′m =
1
2
(m2)′ −m′2 = −m′2. (C.21)
Therefore, we have
S2 = −η
4
ˆ ∞
−∞
{pi
2
3
ρ(x)3 − piρ(x)m(x) · ∂x(m(x)ρ(x))H + 1
4
(∂xρ(x))
2
ρ(x)
+
1
2
ρ(x)(∂xm(x))
2}dx. (C.22)
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