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Let C be a convex symmetric subset of a real Banach space F and K be a subgroup of the
group (F ,+). Let E be a real linear space, h : E → F , and h(x + y) − h(x) − h(y) ∈ K + C
for x, y ∈ E . We prove that under some additional assumptions h can be represented in the
form: h = A+γ +κ with an additive (or linear) A : E → F and some γ : E → C , κ : E → K .
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1. Preliminaries
In this paper R, Q, Z, N stand for the sets of all reals, rationals, integers, and positive integers, respectively. Further,
F denotes a real Banach space, K is a subgroup of the group (F ,+), and E is a real linear space.
In what follows, given subsets D and C of a real linear space X and T ⊂ R, we write C + T D := {x + ty: x ∈ C,
y ∈ D, t ∈ T }.
We investigate conditions on a convex set C ⊂ F and h : E → F with
h(x+ y) − h(x) − h(y) ∈ K + C for x, y ∈ E, (1)
which guarantee that there exists an additive A : E → F (i.e., A(x+ y) = A(x) + A(y) for x, y ∈ E) such that
h(x) − A(x) ∈ K + C for x ∈ E (2)
or, in other words, that h can be represented in the form h = A + γ + κ with some γ : E → C , κ : E → K . We also show
that, in some situations, A can be linear or, even, continuous operator. In this way we continue the research that has
been started in [3], for h continuous at a point (see also [1,9–11,21]). Here we study the cases where h is Christensen or
universally measurable, or with the Baire property, or bounded on some ‘large’ sets; we also generalize the main result in [3,
Theorem] (see Remark 5, Corollary 12 and Proposition 8). Our results correspond to the problem of Hyers–Ulam stability for
the Cauchy equation (see e.g. [6,17,18,22] and [27, Chapter VI]) and to the subjects considered, e.g., in [2,4,5,8,19,28], where
functions satisfying (1), with C = {0}, have been investigated (actually we generalize several results from those papers).
The next simple example shows that, without any additional assumptions on h, the mentioned above decomposition of h
is not possible in general.
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there is x ∈ R with h(x)− A0(x) /∈ Z (see e.g. [2, p. 112 and Remark 2]). Let e ∈ (0, 12 ), C = [−e, e] and suppose that there is
an additive function A : R → R with h(x) − A(x) ∈ Z+ C for x ∈ R. Then the function f = h − A satisﬁes
f (x+ y) − f (x) − f (y) ∈ Z for x, y ∈ R
and f (R) ⊂ Z + C . Thus, by the theorem of van der Corput (see [14, p. 64] or [3, Remark 2] and [5]), there is c ∈ R with
f (x) − cx ∈ Z for x ∈ R, which means that h(x) − (cx+ A(x)) ∈ Z for x ∈ R. This is a contradiction with the choice of h.
2. Auxiliary results
Now we prove some auxiliary lemmas. For the ﬁrst one we need a notion of a semilinear topological space. Let us recall
that a real linear space Z is called a semilinear topological space provided it is endowed with a semilinear topology, i.e.,
a topology such that the mapping R× Z × Z  (α, x, y) → αx+ y ∈ Z is separately continuous with respect to each variable
(for further information see e.g. [20]).
Lemma 1. Let Z be a real semilinear topological space and I be an ideal of subsets of Z with int(A) = ∅ and x+ A ∈ I for A ∈ I, x ∈ Z .
Let D = ∅ be an open subset of Z . Then, for every A ∈ I ,
0 ∈ int[(D \ A) − (D \ A)].
Proof. It is enough to argue as in the proof of [7, Proposition 1]. 
Lemma 2. Let C and V be non-empty, symmetric (i.e. −C = C and −V = V ) and convex subsets of F with
[
(3V ) + (4C)]∩ K = {0}. (3)
Let D ⊂ E, c0 ∈ C, and f : E → F be such that f (D) ⊂ K + V + C + c0 and
f (x+ y) − f (x) − f (y) ∈ K for x, y ∈ E. (4)
Then
f
((
1
2
D
)
∩ D
)
⊂ K + 1
2
(V + C + c0).
Proof. Note that, by (4), we have f (x) − 2 f ( x2 ) ∈ K for x ∈ E and consequently
2 f
(
1
2
D
)
⊂ K + f (D) ⊂ K + V + C + c0.
So
2 f
((
1
2
D
)
∩ D
)
⊂ (K + V + C + c0) ∩ 2(K + V + C + c0) =: T .
Suppose that k1 + v1 + c1 + c0 = 2(k2 + v2 + c2 + c0) for some k1,k2 ∈ K , v1, v2 ∈ V , c1, c2 ∈ C . Then k1 − 2k2 = 2c2 − c1 +
c0 + 2v2 − v1 ∈ 4C + 3V . Hence k1 − 2k2 ∈ (4C + 3V ) ∩ K = {0}, which means that k1 = 2k2.
Thus we have proved that T ⊂ 2K + V + C + c0, whence
2 f
((
1
2
D
)
∩ D
)
⊂ 2K + V + C + c0. 
Lemma 3. Suppose that C = ∅ is a symmetric, closed and convex subset of F with K ∩ (4C) = {0} and h : E → F is a function
satisfying (1). Then there exist an additive function A0 : E → F and functions f , g : E → F such that (4) holds,
g(x+ y) − g(x) − g(y) ∈ C for x, y ∈ E,
g(x) − A0(x) ∈ C for x ∈ E, (5)
h(x) = f (x) + g(x) − A0(x) for x ∈ E. (6)
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g(x+ y) − g(x) − g(y) ∈ C , and f0(x+ y) − f0(x) − f0(y) ∈ K . Next, by [24, Theorem 4] (see also [18, Theorem 4.1, p. 78]),
there is an additive A0 : E → F satisfying (5). Put f (x) = f0(x) + A0(x) for x ∈ E . Then (4) and (6) hold. 
The subsequent lemma follows from [3, Proposition]; therefore we present it without a proof. It will be useful in the
sequel.
Lemma 4. Let X be a real topological linear space, U ⊂ X be a balanced neighborhood of the origin, B = ∅ be a symmetric subset of F
with K ∩ (B + B + B) = {0}, and f : X → F . Suppose that
f (x+ y) − f (x) − f (y) ∈ K for x, y ∈ X
and f (U ) ⊂ K + B. Then there exists an additive function a : X → F with a(U ) ⊂ B and f (x) − a(x) ∈ K for x ∈ X.
The next lemma improves Lemma 4 slightly. (Let us recall that x ∈ F is an algebraically interior point (abbreviated in the
sequel to a.i.p.) of a set B ⊂ F provided, for every y ∈ F there is cy ∈ R, cy > 0, with x+ ty ∈ B for t ∈ (−cy, cy).)
Lemma 5. Let T ⊂ E, the origin of E be an a.i.p. of T , B = ∅ be a symmetric subset of F with K ∩ (B + B + B) = {0}, f : E → F
satisfy (4), and f (T ) ⊂ K + B. Then there are an additive function A : E → F and T ′ ⊂ E such that the origin of E is an a.i.p. of T ′ ,
A(T ′) ⊂ B, and
f (x) − A(x) ∈ K for x ∈ E. (7)
Moreover, if B is bounded, then A can be chosen linear; if the origin of F is an a.i.p. of B, then A is unique.
Proof. Let F0 := {x ∈ K : Qx ⊂ K } and B1 := B + F0. Then F0 is a linear subspace of F over Q and B1 = −B1. There is a
linear subspace F1 of F over Q with F = F0 + F1 and F0 ∩ F1 = {0}. Let K1 := K ∩ F1. Clearly K = K1 + F0 and
Qx \ K1 = ∅ for x ∈ K1 \ {0}. (8)
Suppose x = u1 + y1 + u2 + y2 + u3 + y3 with some x ∈ K1, u1,u2,u3 ∈ B and y1, y2, y3 ∈ F0. Then K = K1 + F0 
x − y1 − y2 − y3 = u1 + u2 + u3 ∈ B + B + B , whence x − y1 − y2 − y3 ∈ K ∩ (B + B + B) = {0}, which means that x =
y1 + y2 + y3 ∈ F0 ∩ K1 ⊂ F0 ∩ F1 = {0}. Thus we have shown that
K1 ∩ (B1 + B1 + B1) = {0}. (9)
There are f0 : E → F0, f1 : E → F1 with f = f0 + f1. Since F0 ⊂ K and f1 = f − f0, we have f1(T ) ⊂ f (T ) − f0(T ) ⊂
K + B + F0 = K1 + B1 and
f1(x+ y) − f1(x) − f1(y) ∈ K ∩ F1 = K1 for x ∈ E.
Take x ∈ E and write Tx := {t ∈ R: tx ∈ T }, fx(t) := f1(tx) for t ∈ R. Note that fx(Tx) ⊂ f1(T ) ⊂ K1 + B1, 0 ∈ int Tx
(because the origin is an a.i.p. of T ) and fx(s + t) − fx(t) − fx(s) ∈ K1 for s, t ∈ R. So, by (9) and Lemma 4, there is an
additive Ax : R → F with fx(s)− Ax(s) ∈ K1 for s ∈ R and Ax(T ′x) ⊂ B1 for an open interval T ′x ⊂ Tx with 0 ∈ T ′x . Clearly, the
origin of E is an a.i.p. of the set
T ′ :=
⋃
x∈E
T ′xx.
Deﬁne A1 : E → F by A1(x) = Ax(1) for x ∈ E . Then, for every x, z ∈ E , t ∈ Q, we get fx+z(t) − fx(t) − f z(t) = f1(tx +
tz) − f1(tx) − f1(tz) ∈ K1, whence
t
(
A1(x+ z) − A1(x) − A1(z)
)= (Ax+z(t) − fx+z(t))− (Ax(t) − fx(t))
− (Az(t) − f z(t))+ fx+z(t) − fx(t) − f z(t) ∈ K1,
which, by (8), means that A1(x + z) − A1(x) − A1(z) = 0. Hence we get the additivity of A1. Moreover, f1(x) − A1(x) =
fx(1) − Ax(1) ∈ K1 for every x ∈ E . Note yet that, for every t ∈ Q, x ∈ E , s ∈ R, we have t(A1(sx) − Ax(s)) = A1(tsx) −
f1(tsx) + fx(ts) − Ax(ts) ∈ K1 and consequently, by (8), A1(sx) = Ax(s). This gives A1(T ′) ⊂ B1, which means that there are
b : T ′ → B and φ : T ′ → F0 with A1(x) = b(x) + φ(x) for x ∈ T ′ .
Take x, y ∈ T ′ with x+ y ∈ T ′ . Then K ⊃ F0  φ(x+ y)−φ(x)−φ(y) = A1(x+ y)−b(x+ y)− A1(x)+b(x)− A1(y)+b(y) =
−b(x + y) + b(x) + b(y) ∈ B + B + B and consequently b(x + y) − b(x) − b(y) = 0 = φ(x + y) − φ(x) − φ(y). There are
additive A : E → F and A0 : E → F0 with A(x) = b(x) and A0(x) = φ(x) for x ∈ T ′ (see, e.g., [8, Lemma 1.2]). Observe
that A(T ′) = b(T ′) ⊂ B . Moreover, for each x ∈ E there is n ∈ N with 1n x ∈ T ′ and therefore f (x) − A(x) = f1(x) − A1(x) +
n(A1(
1 x) − A( 1 x)) + f0(x) = f1(x) − A1(x) + nφ( 1 x) + f0(x) ∈ K1 + F0 = K .n n n
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concerning the uniqueness of A. So, assume that the origin of F is an a.i.p. of B , A′ : E → F is additive and f (x)− A′(x) ∈ K
for x ∈ E . Then for every x ∈ E there is t ∈ Q \ {0} with B  t(A(x)− A′(x)) = A(tx)− f (tx)+ f (tx)− A′(tx) ∈ K , which yields
A(x) = A′(x), because B ∩ K ⊂ (B + B + B) ∩ K = {0}. This ends the proof. 
Lemma 6. Suppose that
(H1) C ∈ 2F \ {∅} is closed, symmetric, convex and h : E → F fulﬁls (1);
(H2) V0 = ∅ is a symmetric and convex subset of F and[
(6V0) + (4C)
]∩ K = {0}; (10)
(H3) for every x ∈ E, there exist wx ∈ E, Tx ⊂ R, tx ∈ Tx, vx ∈ F such that h(Txx + wx) ⊂ K + V0 + vx and 0 ∈ int(T ′x − T ′x) (with
the usual topology in R), where
T ′x =
[
1
2
(Tx − tx)
]
∩ (Tx − tx).
Then there exists an additive function A : E → F such that (2) holds.
Furthermore, in the case where V0 has an a.i.p. and C is bounded, A is unique; in the case where V0 and C are bounded, A can be
chosen linear.
Proof. On account of Lemma 3 there are an additive function A0 : E → F and functions f , g : E → F such that (4)–(6) are
valid. Take x ∈ E . Let V = 2V0 and yx = wx + txx. Then (3) holds, cx := g(yx) − A0(yx) ∈ C , and
h
(
yx + (Tx − tx)x
)= h(wx + Txx) ⊂ K + [V0 + vx − h(yx)]+ h(yx) ⊂ K + (V0 − V0) + h(yx) ⊂ K + V + h(yx).
Write fx(t) := f (yx + tx) − f (yx) for t ∈ R. Clearly (4)–(6) imply that
fx(t + s) − fx(t) − fx(s) = f
(
yx + (t + s)x
)− f (yx) − f ((t + s)x)− [ f (yx + tx) − f (yx) − f (tx)]
− [ f (yx + sx) − f (yx) − f (sx)]+ [ f (tx+ sx) − f (tx) − f (sx)] ∈ K for s, t ∈ R,
fx(t) = h(yx + tx) − h(yx) −
[
g(yx + tx) − A0(yx + tx)
]+ [g(yx) − A0(yx)] ∈ K + V + C + cx for t ∈ Tx − tx.
Hence Lemma 2 implies that fx(T ′x) ⊂ K + 12 (V + C + cx) and consequently fx(T ′x − T ′x) ⊂ fx(T ′x) − fx(T ′x) + K ⊂ K + V + C .
Write
T =
⋃
x∈E
(
T ′x − T ′x
)
x.
Since 0 ∈ int(T ′x − T ′x) for x ∈ E , the origin of E is an a.i.p. of T . Furthermore, f (tx) − fx(t) ∈ K for x ∈ E and t ∈ R, whence
f (T ) ⊂ K + V +C . Next, the set V +C is convex and symmetric and, by (10), [3(V +C)]∩ K = {0}. So, according to Lemma 5,
there is an additive A : E → F satisfying (7); moreover, if V and C are bounded, then A is linear. Clearly, on account of
(5)–(7),
h(x) − A(x) = f (x) − A(x) + (g(x) − A0(x)) ∈ K + C for x ∈ E.
It remains to show the uniqueness of A in the case where V0 has an a.i.p. and C is bounded. So, for the proof by
contradiction suppose that there exist an additive A1 : E → F and x ∈ E with h(y) − A1(y) ∈ K + C for y ∈ E and zx :=
A(x) − A1(x) = 0. Since the origin is an algebraically interior point of V0 (because V0 is convex and symmetric and has an
a.i.p.), there is ex ∈ R, ex > 0, with (−ex, ex)zx ⊂ V0. Next,
qzx = A(qx) − A1(qx) ∈ K + 2C for q ∈ Q. (11)
Since C is bounded, we have sx := sup{t ∈ R: tzx ∈ 2C} < ∞ and consequently there is q0 ∈ Q with q0zx ∈ 2C and
q0 ∈
(
sx − ex
2
, sx
]
.
Take r0 ∈ ( ex2 , ex) ∩Q. Then q0 + r0 ∈ (sx, sx + ex], which, by (11) and the deﬁnition of sx , yields (q0 + r0)zx ∈ (K \ {0}) + 2C .
Clearly r0zx ∈ V0. So we have shown that there exist c1, c2 ∈ C , v0 ∈ V0, and k ∈ K \ {0} such that 2c1 + v0 = k + 2c2,
whence
k = 2c1 − 2c2 + v0 ∈ [4C + V0] ∩ K = {0}.
This is a contradiction. 
J. Brzde˛k / J. Math. Anal. Appl. 381 (2011) 299–307 3033. Main results
From Lemma 6 we easily derive the following proposition.
Proposition 7. Suppose that (H1) and (H2) are valid and there are v0 ∈ F and a set D ⊂ E, possessing an a.i.p., such that h(D) ⊂
K + V0 + v0 . Then the statements of Lemma 6 hold.
Proof. Let w be an a.i.p. of D . We show that (H3) holds. So take x ∈ E \{0}. Then there is e ∈ R, e > 0 with (−e, e)x+w ⊂ D
and it is enough to write Tx = (−e, e), tx = 0, wx = w , vx = v0. Lemma 6 ends the proof. 
Remark 1. The boundedness of C is necessary for the uniqueness of A in Lemma 6 and Proposition 7. The following example
shows it.
Let E = R, F = R2, K = {0} ×Z, C = R× {0},
V0 =
(
−1
6
,
1
6
)
×
(
−1
6
,
1
6
)
,
and h(x) = (0, x) for x ∈ R. It is easily seen that (H1)–(H3) are valid and, for every additive function α : R → R, condition
(2) holds with A : R → R2 given by: A(x) = (α(x), x).
This example also proves that if C , in Lemma 6 and Proposition 7, is not bounded, then not every additive A : E → F ,
satisfying (2), must be linear.
For the next proposition we need the following deﬁnition.
Deﬁnition 1. We say that two non-empty sets D1, D2 ⊂ F are separated provided inf{‖x− y‖: x ∈ D1, y ∈ D2} > 0.
Proposition 8. Suppose that (H1) holds, the sets 4C and K \ {0} are separated, and for every x ∈ E there exists wx ∈ E such that the
function hx : R  a → h(ax+ wx) is continuous at a point. Then there exists an additive function A : E → F such that (2) holds.
Moreover, if C is bounded, then A is unique and linear.
Proof. Let V0 ⊂ F be an open ball, centered at the origin and such that (10) holds. We show that (H3) is satisﬁed. Take
x ∈ E \ {0} and let tx ∈ R be a point of continuity of hx . There is e ∈ R, e > 0 such that h(Txx + wx) ⊂ V0 + h(txx + wx),
where Tx = (tx − e, tx + e). It is easily seen that, for T ′x deﬁned in (H3), we have 0 ∈ int(T ′x − T ′x). Thus Lemma 6 completes
the proof. 
Remark 2. The example given in Remark 1 shows that the boundedness of C is necessary for the uniqueness of A in
Proposition 8.
The next proposition and theorem involve the notion of Christensen measurability; for details concerning it we refer
to [15].
Proposition 9. Suppose that E is a Polish real linear space, (H1) and (H2) hold, D ⊂ E is a Christensen measurable non-zero set, and
h(D) ⊂ K + V0 + v0 for some v0 ∈ F . Then there is an additive function A : E → F such that (2) holds.
Furthermore, in the case where V0 has an a.i.p. and C is bounded, A is unique; in the case where V0 and C are bounded, A can be
chosen continuous.
Proof. Take x ∈ E \ {0}. According to [7, Lemma 4] there exist wx ∈ E and a set Tx ⊂ R of positive Lebesgue measure with
wx + Txx ⊂ D . By the Lebesgue Density Theorem (cf. [23, Theorem 3.20, p. 17]) there exists a point tx ∈ Tx at which Tx has
density 1. Let T 0x = Tx − tx . Since T 0x and 12 T 0x have density 1 at 0, the set
T ′x :=
(
1
2
T 0x
)
∩ T 0x
has density 1 at 0 and consequently it is of positive Lebesgue measure. Hence, according to the Steinhaus Theorem (see
[26] and [23, Theorem 4.8]), 0 ∈ int(T ′x − T ′x).
Thus we have proved that the assumptions of Lemma 6 are satisﬁed, which means that there exists an additive A : E → F
such that (2) holds. Moreover, in the case where V0 has an a.i.p. and C is bounded, A is unique.
Assume that V0 and C are bounded. Then, by Lemma 6, we may assume that A is linear. Note that A(D) ⊂ K +C+h(D) ⊂
K + C + V0 + v0, whence A(D − D) ⊂ K + 2C + 2V0. Next, in view of Theorem 2 in [12], there is a balanced neighborhood
W ⊂ D − D of the origin. Since A is linear, for every x ∈ E , the set A(W ∩Rx) is connected and the origin belongs to it. By
(10) we have also (k1 + 2C + 3V0) ∩ (k2 + 2C + 3V0) = ∅ for k1,k2 ∈ K , k1 = k2. Hence
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⋃
x∈E
A(W ∩Rx) ⊂ 2(C + V0),
which implies the continuity of A in the case where V0 and C are bounded. 
Remark 3. Let E = R and F = R2 (with the natural topologies) and B : R → R be discontinuous and additive. Then the
function h : E  x → (x, B(x)) ∈ F is additive, whence it satisﬁes (1) for K = Z × {0}, C = [− 18 , 18 ] × {0} and (2) with A = h.
Moreover, D = (− 112 , 112 ) is of positive Lebesgue measure, (0,0) is an a.i.p. of V0 = (− 112 , 112 )×R, (10) holds, and h(D) ⊂ V0.
This shows that, in the case where C is bounded, the boundedness of V0 is essential for the continuity of A in Proposition 9
and the linearity of it in Lemma 6 (in view of the uniqueness of A).
Now we are in a position to prove the following.
Theorem 10. Suppose that E is a Polish real linear space, (H1) holds, h is Christensen measurable, and one of the following three
conditions holds.
(i) The sets 4C and K \ {0} are separated and F is separable.
(ii) The sets 10C and K \ {0} are separated, K is countable, and C is bounded.
(iii) The sets (10+ ε)C and K \ {0} are separated, for some ε ∈ (0,∞), and K is countable.
Then there exists an additive function A : E → F such that (2) holds.
Moreover, in the case where C is bounded, A is unique and continuous.
Proof. First consider the case where (i) is valid. Since the sets 4C and K \ {0} are separated, there is an open ball V0 ⊂ F ,
which is centered at the origin and such that [(6V0) + (4C)] ∩ K = {0}. Let P be a dense countable subset of F . Then
E =
⋃
p∈P
h−1(p + V0)
and consequently D := h−1(p0 + V0) is not a Christensen zero set for some p0 ∈ P . Now it is enough to use Proposition 9
(with v0 = p0).
Now assume that condition (ii) holds. There exists an open ball V1 ⊂ F , centered at the origin and such that [(6V1) +
(10C)] ∩ K = {0}. Note that
F =
⋃
k∈N
kV1
and there is m1 ∈ N such that 2C ⊂ m1V1. Let Dn = h−1(nV1) for n ∈ N and f , g , A0 be the same as in Lemma 3. Take
m,n ∈ N, m > 2n, m >m1 and x ∈ Dn . Then f (x) = h(x) − g(x) + A0(x) ∈ nV1 + C ,
1
m
C ⊂ 1
2
V1,
and, by (4), f (x) −mf ( 1m x) ∈ K . Thus
f
(
1
m
x
)
∈ 1
m
(
K + f (x))⊂ 1
m
K + n
m
V1 + 1
m
C ⊂ 1
m
K + V1. (12)
In this way we have proved that
h(x) = f (x) + g(x) − A0(x) ∈ 1
m
K + V1 + C
for m,n ∈ N, m > 2n, m >m1 and x ∈ 1m Dn , which means that
E =
⋃
n∈N
Dn =
⋃
m∈N
mh−1
(
1
m
K + V1 + C
)
. (13)
Since K is countable, the set mh−1(V1 + C + 1mk0) is not a Christensen zero set for some m ∈ N, k0 ∈ K and consequently
the set D = h−1(V1 + C + 1mk0) is not a Christensen zero set, too. Put V0 = V1 + C . Then 6V0 + 4C = 6V1 + 10C . Hence
Proposition 9 (with v0 = 1 k0) yields the statements.m
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such that[
(6V1) +
((
10+ 1
l
)
C
)]
∩ K = {0}.
Next, we argue as in the case of (ii), but since C can be unbounded, condition (12) takes, for every m,n ∈ N, m  n, the
form
f
(
1
m
Dn
)
⊂ 1
m
K + V1 + 1
m
C
and consequently, by (5) and (6),
h
(
1
m
Dn
)
⊂ 1
m
K + V1 + m + 1
m
C,
which means that instead of (13) we have
E =
⋃
n∈N
Dn =
∞⋃
m=6l
mh−1
(
1
m
K + V1 + m + 1
m
C
)
.
Hence we apply Proposition 9 for V0 = V1 + (1+ 16l )C . 
Remark 4. In view of the example given in Remark 1, the boundedness of C in Theorem 10 is necessary for the uniqueness
and continuity of A. The same concerns the uniqueness, linearity and continuity of A in Corollary 12, Theorems 13 and 15,
and Proposition 14.
The next proposition is a topological analogue of Proposition 9.
Proposition 11. Suppose that E is a real semilinear topological space, (H1) and (H2) hold, and I is an ideal of subsets of E with
1
2
T + x ∈ I and int(T ) = ∅ for T ∈ I, x ∈ E.
If there exist x0 ∈ F , a non-empty open set U ⊂ E, and T0 ∈ I with
h(U \ T0) ⊂ K + V0 + x0,
then there exists an additive function A : E → F such that (2) holds.
Moreover, in the case where V0 has an a.i.p. and C is bounded, A is unique; in the case where V0 and C are bounded, A can be
chosen linear; in the case where V0 and C are bounded and E is a linear topological space, A can be chosen continuous.
Proof. Let f , g , A0, V be as in the proof of Lemma 6. Take z0 ∈ U \ T0 and put U0 = (U \ T0) − z0 and c0 = g(z0) − A0(z0).
Deﬁne f1 : E → F by f1(x) = f (x+ z0) − f (z0) for x ∈ E . On account of (4), (5), and (6), we have c0 ∈ C ,
f1(x+ y) − f1(x) − f1(y) ∈ K for x, y ∈ E,
f1(x) =
[
h(x+ z0) − h(z0)
]− [g(x+ z0) − A0(x+ z0)]+ g(z0) − A(z0)
∈ K + [V0 + x0 − (V0 + x0)]− C + c0 ⊂ K + V + C + c0 for x ∈ U0. (14)
Note that
U1 :=
(
1
2
U0
)
∩ U0 =
[
1
2
(U − z0)
]
∩ (U − z0)
∖{[1
2
(T0 − z0)
]
∪ (T0 − z0)
}
,
which means that there is an open neighborhood W1 of the origin in E and T1 ∈ I with U1 = W1 \ T1. Thus, in view of
Lemma 1, 0 ∈ int(U1 − U1). Further, on account of Lemma 2, f1(U1) ⊂ K + 12 (V + C + c0), which, according to (14), yields
f1(U1 − U1) ⊂ K +
(
f1(U1) − f1(U1)
)⊂ K + V + C .
Hence from Lemma 5 we infer that there exists an additive (linear, if C and V0 are bounded) A : E → F with f1(x)− A(x) ∈ K
for x ∈ E and A(W ) ⊂ V + C for some W ⊂ U1 − U1 such that the origin of E is an a.i.p. of W ; in the case where E is a
linear topological space, we can assume that W is a balanced neighborhood of the origin in E (see Lemma 4). Moreover
h(x) − A(x) = f1(x) − A(x) +
(
g(x) − A0(x)
)− ( f (x+ x0) − f (x0) − f (x)) ∈ K + C
for x ∈ E . In the case where V0 and C are bounded and E is a linear topological space, we get the continuity of A.
The uniqueness of A can be proved in the same way as in the proof of Lemma 6. 
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continuous at a point. Then there exists an additive function A : E → F such that (2) holds.
Moreover, in the case where C is bounded, A is unique and linear; in the case where C is bounded and E is a linear topological
space, A is unique and continuous.
Proof. Let V0 ⊂ F be a ball centered at the origin and such that (10) holds. Then there are z0 ∈ E and a neighborhood
D ⊂ E of z0 with h(D) ⊂ V0 + h(z0). Thus Proposition 11 (with I = {∅}) completes the proof. 
Remark 5. Observe that if C is compact, K is discrete (i.e., there exists a neighborhood U ⊂ F of the origin such that
K ∩ U = {0}), and K ∩ (4C) = {0}, then 4C and K \ {0} are separated. So, Corollary 12 generalizes [3, Theorem], where it is
assumed that E is a linear topological space, C is compact, K is discrete, and K ∩ (6C) = {0}.
For the next theorem we need the notion of Baire property. Let us recall (see e.g. [23, pp. 19 and 36]) that, if E and F
are topological spaces, then h : E → F has the Baire property provided, for every open set V ⊂ F , the set h−1(V ) has the
Baire property, i.e., there are an open set U ⊂ E and sets T1, T2 ⊂ E of the ﬁrst category, with h−1(V ) = (U ∪ T1) \ T2.
Theorem 13. Suppose that E is a real semilinear topological space of the second category of Baire (in itself ), (H1) holds, one of
conditions (i)–(iii) of Theorem 10 is valid, and h has the Baire property. Then there exists an additive function A : E → F such that (2)
holds.
Moreover, in the case where C is bounded, A is unique and linear; in the case where C is bounded and E is a linear topological
space, A is unique and continuous.
Proof. Arguing as in the proof of Theorem 10 we show that there exist a non-empty open set U ⊂ E , a set T ⊂ E of the
ﬁrst category, and an open (and bounded, if C is bounded) convex set V0 ⊂ F with [6V0 + 4C] ∩ K = {0} and h(U \ T ) ⊂
K + V0 + v0 for some v0 ∈ F . Thus, from Proposition 11, with I being the σ -ideal of the ﬁrst category subsets of E (see
e.g. [23, Banach Category Theorem 16.1]), we obtain the statement. 
Remark 6. We do not know whether the assumption that E is a linear topological space is necessary, in Corollary 12 and
Theorem 13, to obtain the continuity of A. If the topology in E has a base of balanced neighborhoods of the origin, then
clearly we can apply the arguments from the proof of Proposition 9 to show the continuity of A. Otherwise it seems to be
an open problem.
Using Lemma 6 we also obtain the following proposition.
Proposition 14. Let (H1) and one of conditions (i)–(iii) of Theorem 10 be valid. Suppose that, for every x ∈ E, the function hx : R 
a → h(ax) ∈ F is Lebesgue measurable or has the Baire property. Then there exists an additive function A : E → F such that (2) holds.
Moreover, in the case where C is bounded, A is unique and linear.
Proof. Take x ∈ E . Analogously as in the proof of Theorem 10 (with function h replaced by hx) we show that there are vx ∈ F
and an open (and bounded, if C is bounded) convex set V0 ⊂ F such that [6V0+4C]∩ K = {0} and the set Tx = h−1x (V0+ vx)
is of positive Lebesgue measure or of the second category of Baire and with the Baire property.
In the ﬁrst case (of Lebesgue measurability), in the same way as in the proof of Proposition 9, we show that there exists
tx ∈ Tx such that 0 ∈ int(T ′x − T ′x), where T ′x := ( 12 (Tx − tx)) ∩ (Tx − tx).
In the second case there are a non-empty open set Ux ⊂ R and a set Sx ⊂ R of the ﬁrst category with Ux \ Sx ⊂ Tx . Take
tx ∈ Ux \ Sx . Then[(
1
2
(Ux − tx)
)
∩ (Ux − tx)
]∖[(1
2
(Sx − tx)
)
∪ (Sx − tx)
]
⊂
(
1
2
(Tx − tx)
)
∩ (Tx − tx) =: T ′x.
Consequently 0 ∈ int(T ′x − T ′x) (see Lemma 1).
Thus we have shown that (H3) is valid (with wx = 0). Now, using Lemma 6 we obtain the statement. 
For our last theorem, let us recall that f , mapping a topological space X into a topological space Y , is universally mea-
surable provided, for every open set U ⊂ Y , the set f −1(U ) is universally measurable, i.e., it is in the universal completion
of the Borel ﬁeld in X (see e.g. [12,13,25]); f is Borel provided, for every open set D ⊂ Y , the set f −1(D) is Borel in X .
Theorem 15. Let the space E be endowed with a topology such that the mapping R  t → tx ∈ E is Borel for every x ∈ E, (H1) and one
of conditions (i)–(iii) of Theorem 10 be valid, and h be universally measurable. Then there exists an additive function A : E → F such
that (2) holds.
Moreover, if C is bounded, then A is unique and linear; if C is bounded and the topology in E is linear and metrizable with a
complete metric, then A is unique and continuous.
J. Brzde˛k / J. Math. Anal. Appl. 381 (2011) 299–307 307Proof. For every x ∈ E the mapping hx : R  a → h(ax) ∈ F is universally measurable (see, e.g., [8, Lemma 3.5]) and so it is
Lebesgue measurable. Thus, by Proposition 14, there exists an additive A : E → F satisfying (2); moreover, if C is bounded,
then A is unique and linear.
It remains to show that, in the case where C is bounded and the topology in E is linear and metrizable with a complete
metric, A is continuous. Using [13, Theorem 1] (cf. also [25]) and arguing as in the proof of Theorem 10 we show that
there are v0 ∈ F , a bounded, convex and open set V0 ⊂ F , and a set D ⊂ E such that 0 ∈ int(D − D), (10) holds, and
h(D) ⊂ V0 + v0 for some v0 ∈ F . Next, in the same way as in the proof of Proposition 9, we obtain A(W ) ⊂ 2(C + V0) for
some balanced neighborhood W ⊂ E of the origin. This implies the continuity of A. 
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