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Abstract
Quadrotor (or quadcopter) is a type of Unmanned Aerial Vehicles (UAVs). Due to
the quadrotors simple and inexpensive design, they have become popular platforms. This
thesis proposes a computationally fast scheme for implementing Nonlinear Model Predic-
tive Control (NMPC) as a high-level controller to solve the path following problem for
unmanned quadrotors. After discussing the background and reviewing the literature, it
is noted that this problem referred widely in the literature as a necessary step toward
the autonomous flight of quadrotor UAVs. The previous studies usually used simplified
models which are computationally uncomplicated and straightforward in terms of control
developments and stability investigations. Moreover, some articles are presented showing
the importance of accurate state observation on the performance of feedback-based control
approaches.
The NMPC-based controller is designed using a more realistic highly nonlinear control-
oriented model which requires heavy computations for practical real-time implementa-
tions. To deal with this issue, the Newton generalized minimal residual (Newton/GMRES)
method is applied to solve the NMPC’s real-time optimizations rapidly during the control
process. This technique uses the Hamiltonian method to derive a set of equations with
multiple variables. To solve these in a real-time application, the Newton/GMRES method
applies forward-difference generalized minimal residual (fdgmres) algorithm.
The simulation and experimental result using a commercial drone, called AR.Drone 2.0,
in our laboratory instrumented by a Vicon Vantage motion capture system, demonstrate
that our feedback-based control method’s performance highly depends on the reliability of
the state vector feedback signals. As a result, a Kalman filter and Luenberger observer
algorithms are used for estimating unknown states. The NMPC-based controller operation
is simulated, and the result reveals the similar efficiency of observers. Moreover, the
NMPC control approach is compared with a proportional controller which shows great
improvements in the response of the quadrotor. The experiment showed that our control
method is sufficiently fast for practical implementations, and it can solve the trajectory
tracking problem properly even for complex paths. This thesis is concluded by stating a
summary of contributions and some potential future works.
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1.1 Overview and Motivation
Quadrotor (or quadcopter) is a type of Unmanned Aerial Vehicle (UAV) consists of a
rotating rigid structure with six degrees of freedom, and four brush-free motors. All quad-
copters have two identical pairs of rotors. One pair rotates clockwise, while the other
rotates counter-clockwise. This platform is an ideal device to explore unknown and out of
reach environments. Because of their simple structure, quadrotors are usually cheaper com-
pared to other types of rotary and fixed-wing UAVs. Due to the capabilities of quadrotors
to hover, vertical take-off, and landing, they have become popular platforms for civilian
and military duties; such as photography, security, search and rescue operations, drone-
delivery, agricultural activities, art, sport, journalism, etc. [1, 18, 28, 38]. To accomplish
these tasks properly, quadrotors should be able to fly autonomously. To do so, they should
have the capability to fly in plan paths, and track trajectories [63, 67].
Path following is one of the most significant problems discussed in the literature in
recent years and a wide variety of control algorithms have been applied to solve this problem
for quadrotor UAVs. The control approaches to solve this problem can be classified as low-
level and high-level controllers. The low-level controller receives the direction of the desired
movements from the user and computes the desired rotors input. By applying the rotors
input, the controller can move the drone toward the desired direction. On the other hand,
by knowing the desired position and orientation or the path of the quadrotor, the high-level
controller defines the desired motion.
The performance of any feedback-based controller highly depends on the accuracy of
the feedback signal which represents the state of the system. Therefore, sensors and filters
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are employed to determine the state of the system. Commercial quadrotors usually have
some onboard sensors, such as global positioning system (GPS), inertial measurement
unit (IMU), radio detection and ranging (radar), sound navigation ranging (Sonar), light
detection and ranging (Lidar), camera, etc. However, these types of sensors usually do not
provide a reliable feedback signal. Therefore, in this study, parallel to onboard sensors, we
use a more precise off-board sensor to alleviate the foregoing drawback.
1.2 Objectives
The objective of this thesis is to solve the trajectory tracking problem. In order to solve
this problem, this thesis provides the following steps:
 Control approach:
– In order to design a high-level controller, the system model that is a set of
nonlinear equations between the input and output of the controller is obtained.
– Nonlinear Model Predictive (NMPC) technique which is an optimal control
method is employed to solve the trajectory tracking problem. the NMPC con-
troller uses the obtained model as a control-oriented model.
– Due to the computational cost of NMPC real-time optimization process, which
also depends on the complexity of the control-oriented model inside the con-
troller, the use of fast optimizers is critical to implement this approach in prac-
tice. Therefore, To tackle the NMPC’s real-time optimization problem, the
Newton generalized minimal residual (Newton/GMRES) approach is used. By
applying Forward-Difference generalized minimal residual (fdgmres) algorithm,
this method offers a quick scheme to calculate the Hamiltonian function’s solu-
tion which can handle the real-time optimization problem properly [35, 47, 60].
 State estimation:
– The NMPC technique is a feedback-based controller which needs observation of
all states.
– To check whether the estimations methods are implementable, the system ob-
servability is discussed.
– To estimate the unknown states of the system, Kalman filter [61] and Luenberger
Observer [30] techniques are used.
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 Validation of the designed NMPC and estimators:
– some simulations and experiments have been conducted with a commercial
quadrotor (AR.Drone 2.0) by employing the MATLAB/Simulink toolboxes in-
troduced in [55, 60]. In the tests, a set of off-board cameras (Vicon Vantage
motion capture system) and an onboard IMU have been used to track the quad-
copter’s states.
– Some results are provided without any state estimation techniques to show the
importance of accurate observation.
– The Kalman filter and Luenberger obsrver are compared.
– The performance of the proposed NMPC-based controller is compared with a
proportional controller.
1.3 Organization of the Thesis
The next chapters of this thesis discusses the background, the literature review, and the
contribution.
Chapter 2 explains the motion of quadrotors, the low-level, and the high-level controllers
in details. Then, this chapter reviews the literature on solving the trajectory tracking
control for quadrotor UAVs, focusing on NMPC.
In Chapter 3, upon discussing the problem statement, a more realistic high-level model
of quadrotors is presented which is highly nonlinear. Then, the NMPC technique, which
guarantees the optimum result, is discussed. Due to the problem complexity of the NMPC’s
optimization problem, Newton/GMRES and fdgmres algorithms are presented to solve this
problem. Then, the NMPC is simulated in MATLAB/Simulink, and its inferior perfor-
mance shows the importance of developing state estimation methods. Moreover, before
representing the experiment results, a brief experiment setup is presented. This part in-
troduces AR.Drone 2.0 and Vicon Vantage motion capture system.
In Chapter 4, to measure unknown vertical velocity, some state estimations techniques
are introduced. Upon checking the observability of the system, a Kalman filter and a Luen-
berger observer are designed. Then, these methods are simulated and as well as compared
to show the effectiveness of sate estimation approaches. Then, the NMPC performance
is compared with the simulation of a proportional controller. Finally, this chapter is con-
cluded after representing some experimental results.
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Chapter 5 presents a summary of this thesis, concluding remarks, and some suggestions
as future work to expand this study.
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Chapter 2
Background and Literature Review
In this chapter, the low-level and the high-level control approaches and the motion of
quadcopters are discussed. Then, a brief literature review on different control techniques
for quadrotors, mostly focused on NMPC, is presented.
2.1 Two-level Control of Quadrotor
The low-level controller inputs of any quadrotor are left/right, forward/backward, up/down,
and rotation around itself (namely z-axis). The task of this controller is to receive these
inputs from the user (his/her joystick) and calculate the desired rotor inputs in such a
way that the drone follows the desired path. As shown in Figure 2.1, in order to move
the quadrotor to left or right, the low-level controller decides to rotate the drone around
its x-axis, then the sum of four forces generated by the rotors forces it to fly to left/right.
Also, the controller rotates the quadrotor around its y-axis when the user commands for-
ward/backward. Therefore, left/right and forward/backward commands can be defined as
φ and θ references, where φ is the roll angle and θ is the pitch angle. Moreover, up/down
and rotation commands can be recognized as the reference ż and ψ̇, which are vertical
velocity and yaw rate, respectively.
5
Figure 2.1: Quadrotor performing left/right movement
As depicted in Figure 2.2, to control the drone at a particular position or path, a high-
level controller should obtain the desired position (xd, yd, and zd) and heading (ψd), and
generates ż, φ, θ, and ψ̇ reference values to the low-level controller. Hence, the quadcopter
and the low-level controller can be introduced as a plant which is going to be controlled
by the high-level controller.
6
Figure 2.2: Two-level control architecture for drones
2.2 Literature on Quadrotor
This section, firstly, reviews the literature on control of quadrotor UAVs, then it discusses
state estimation methods applied on quadrotors in previous studies.
2.2.1 Modeling and Control
Although the quadrotor’s equations of motion are generally nonlinear, several types of
linear control techniques have been investigated to find a solution to the path tracking
problem. Due to the uncomplicated design and stability analysis of linear-based controllers,
they are the most popular control methods. The reported results of linear controllers,
such as Proportional-Integral-Derivative (PID) control, Linear Quadratic Regulator (LQR)
control [13, 19, 36], and linear Model Predictive Control (MPC) [31], reveal that these
kinds of control approaches are not capable of manipulating highly nonlinear systems like
quadcopters appropriately since the linearized model ignores some dynamic terms.
In the literature, many techniques are applied to handle dynamics uncertainties. These
uncertainties usually come from unknown parameters and simplified dynamics. Those
approaches are widely applied to linear-based controllers which neglect some dynamics to
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simplify the model. The most common method to overcome these issues is adaptive control
which is classified as direct and indirect methods. The direct adaptive method calculates
the control parameters directly by observing the input and the output of systems while
the indirect approach computes the dynamic parameters, then the controller is designed
based on the modified model.
Model Reference Adaptive Control (MRAC) is applied to quadrotor in [58]. Also, a
direct MRAC method is employed in [24], in which a linear model with uncertain pa-
rameters is used. The method is compared with a nominal controller which reveals the
superior performance of MRAC. Moreover, in [25], the MRAC and nominal approaches
are compared with combined/composite model reference control (CMRAC). The CMRAC
method uses a combination of direct and indirect adaptive techniques, and proposed tests
show that adaptive approaches are very efficient for robust responses under uncertain con-
ditions. [42] introduces Lyapunov-based MRAC method to handle instability caused by
ignored uncertainties. The indirect adaptive technique is employed in [7] to design a linear
parameter varying (LPV) controller. This study is not fully autonomous. Moreover, in
[39] an indirect-based adaptive linear quadratic control (ALQC) is applied on a quadrotor.
This investigation uses the least squares (LS) method for online parameter identification
(PI).
Furthermore, the adaptive approach is applied to different types of neural network-
based controller [73]. In [43], the backstepping method is combined with a radial basis
function neural network (RBFNN) which is modified based on online learning. The simu-
lation result verifies the effectiveness of the proposed method for quadrotors. The adaptive
technique is also tried to be combined with nonlinear-based controllers. In [46], the Cere-
bellar Model Arithmetic Computer (CMAC), which is computationally fast and works well
for direct adaptive technique, is used to approximate the nonlinear model. The study
shows that this method cannot handle all types of uncertainties. [72] employs the robust
integral of the signum of the error (RISE) and the immersion/invariance algorithms to
design an adaptive-based nonlinear controller. This method can manage systems under
unknown disturbances and uncertain parameters.
In [32, 33], a robust adaptive controller based on both linear and nonlinear models is
applied on a quadrotor. This technique can handle different types of uncertainties, such as
external forces and modelling errors by using Lyapunov-energy function. [17] proposes a
Lyapunov-based backstepping approach to handle disturbances such as wind. To overcome
the effects of this type of disturbances, the disturbance rejection method is employed. Also,
the disturbance rejection method is applied in [65] as an answer to internal and external dis-
turbances. This study utilizes a nonlinear feedback control based on backstepping method,
combined with a robust disturbance-observer (DOB). Using H∞ approach and modified
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Rodrigues parameters (MRPs), the DOB method handles the involved uncertainty to find
the attitude tracking error and follow the exact trajectory. Moreover, the DOB method
is used in [64] to model uncertainties caused by the surrounding environment and manage
them.
One of the most advanced robust model-based control techniques is Learning-Based
Model Predictive Control (LBMPC) [15]. This method has been successfully applied to
quadrotors in [8, 9]. Similar to any other type of MPC controllers, this technique predicts
the state of the system and chooses the optimum input. Therefore, it is highly dependent
on the accuracy of the control-oriented (prediction) model used inside the controller which
represents the controlled system [18]. In order to get the best performance of a linear
model at any instant, LBMPC should update the model’s parameters online. However,
it should be noted that linear models are not able to represent such a nonlinear platform
accurately.
Also, the sliding mode control technique based on backstepping for quadrotors and also
feedback-linearization technique discussed in [14] and [62], are different versions of nonlin-
ear control methods. However, unlike the NMPC method, these approaches cannot impose
directly constraints on the inputs, outputs, and states. Moreover, in [6] another feedback-
linearization and backstepping approaches are presented which is not fully autonomous.
Finally, in [20], the Lagrange technique is employed in order to find the quadrotor’s model.
However, the feedback signal is provided via cable.
2.2.2 State Estimation
State estimation plays a crucial role in the performance of feedback-based control meth-
ods. Therefore, in previous studies, many state estimation algorithms have been presented
for quadrotor UAVs. These techniques establish methods to measure unknown sates by
observing input/output. Also, these approaches are commonly used to diagnose faulty sen-
sors. In [41], to overcome the effect of IMU’s inaccurate data, an extended Kalman filter
(EKF) and linear fixed-gain filter are designed and compared. Both filters provided more
accurate attitude observations in contrast to typical methods. To accomplish this task,
researchers used an improved dynamic model of quadrotor UAVs. Moreover, to consider
the fault of sensors and actuators, [27] proposes a robust adaptive Kalman filter (RAKF).
Based on the new data obtained from the quadrotor, the RAKF updates Kalman filter’s
parameters (process and measurement covariances). This method may provide precise es-
timation, even in the case of sensors or actuators failure. Also, [68] estimates the position
and attitude of quadrotor by optimal Kalman filter (OKF) technique. In [66], the process
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and measurement noises covariances are computed by autocovariance least-square (ALS)
algorithm. Then, based on these parameters, an EKF method was developed, and its
accuracy is tested by simulation.
Sensor fusion is another approach to filter inaccurate measurements which is applied in
[2]. This study uses data obtained from an IMU, a sonar, and an optic-flow based vision
system. This data fusion technique utilizes an EKF algorithm. Also, [52] develops and
compare different strategies to estimate the state vector by fusing measurements obtained
by IMU, GPS, and distance measurement sensors. Methods investigated in this article were
EKF, unscented Kalman filter (UKF), particle filter (PF), and derivative-free nonlinear
Kalman filter (DKF), and the result showed that the UKF and DKF algorithms are more
efficient than other approaches. In [44], firstly, visual-inertial odometry (VIO) algorithm
was developed to observe some of the states by stereo cameras. Then, a UKF-based data
fusion method was designed to merge data obtained by VIO, IMU, and downward-pointing
distance sensor.
Furthermore, [57] fuses data from multiple sensors which are measuring the state vector
at different rates. Also, to overcome the effect of loss of data, this study developed an EKF
observer. Moreover, for outdoor application, [56] designs a Kalman filter for data fusion
obtained by GPS and AR.Drone Parrot quadrotor onboard sensors. Also, [40] employed
Vicon motion capture as an off-board optical tracking system and an onboard IMU for
small UAVs. Due to the tiny size of quadrotors, the Vicon data is noisy and unreliable.
Hence, an EKF strategy developed in [11] is used to fuse data measured by these two
sensors.
2.3 Literature on NMPC
Optimal control is one of the most popular control techniques vastly discussed in the
literature. However, it was not an interesting approach to control quadrotors [38]. This
approach chooses the optimal input to follow the best trajectory with the minimum energy
consumption. This technique uses a cost function which consists of the input and the
error at each step-time. LQR, H∞, and MPC are different types of optimal control. In
addition to the mentioned LQR control on quadrotors, adaptive LQR which updates the
control-oriented model is presented and experimented in [16, 39]. Also, H∞ is studied on
quadrotor UAVs in [22] which employs a simplified nonlinear model to design a nonlinear
H∞ for a 2-DOF system. Moreover, [51] suggests a robust nonlinear H∞ and integral
MPC model. However, in contrast to MPC, LQR and H∞ cannot consider equality and
inequality constraints directly.
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MPC is a closed-loop constrained optimal control. The block diagram of the MPC
controller is shown in Figure 2.3. It consists of two parts, namely; Optimizer and control-
oriented model. Control-oriented model is an internal dynamic model of the system which
can predict the future output given the current state as a feedback signal and the future
data. Also, the optimizer is capable of choosing the optimum input by solving the opti-
mization problem. Moreover, this controller can supervise the Multi-Input Multi-Output
(MIMO) control systems. In the MPC control approach, the optimizer minimizes the er-
ror between the predicted state calculated based on the control-oriented model and the
desired trajectory, by choosing the most efficient control sequence. Then, it implements
the first optimum control, and this process repeats at the next sampling time. Therefore,
this approach is also introduced as Receding Horizon Control [5, 60].
Figure 2.3: Block diagram of MPC [60]
NMPC is a type of MPC uses a nonlinear model as the control-oriented model [5, 26].
Similar to MPC, it tries to minimize errors with a minimal efforts. The main issue in this
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technique is the huge computational cost of NMPC in a real-time application which also
depends on the complexity of the control-oriented model inside the controller. So far, due to
the recent improvements in hardware industry, various NMPC-based controllers have been
designed to solve the trajectory tracking problem for different platforms [69, 70]; such as
energy management systems [12, 54], automotive systems [4, 10, 29, 59], fixed-wing UAVs
[21, 34], quadrotors, etc. Explicit MPC (eMPC) is one of the solutions to the real-time
implementation problem suggested in the literature [48]. Instead of finding the optimum
solution at each time-step online, this method solves the optimization problem offline and
saves the optimal values as a look-up table which can be applied in the heart of NMPC.
Besides, different approaches have been investigated to apply the NMPC to quad-
copters. A switching model predictive controller is introduced and simulated in [3]. The
NMPC method is used to control a human-sized quadrotor [71]. These approaches have
been all used to act as a low-level controller, while another alternative is to design a two-
level control architecture for drones with an NMPC-based high-level controller which is
presented in this study.
Due to the computational cost of NMPC in real-time optimization process, the use of
fast optimizers is essential to implement this approach in practice. As a result, in previous
studies, for instance, [23], where a condensed multiple shooting continuation generalized
minimal residual (CMSCGMRES)-based NMPC is proposed as a high-level controller for a
commercial UAV, significant simplifications have been considered for creating the quadro-
tor’s control-oriented model to make the resulting controller real-time implementable. It
should be noted that generalized minimal residual (GMRES) method proposes a fast algo-
rithm which is applying the Krylov subspace technique for solving non-symmetric systems
[53, 60].
2.4 Summary
In the past few decades, many studies have investigated to develop a more efficient method
to solve the path following problem for quadrotor UAVs. While quadrotors model equations
are highly nonlinear, many of these studies designed model-based controllers based on the
linear control-oriented models of quadrotors, and it is well-known that these model cannot
represent quadrotor’s motion appropriately. The most common technique suggested in the
literature to overcome the effect of inaccurate control-oriented model is adaptive control
approaches. These methods use PI algorithms, such as gradient, LS, etc. to update
parameters of linear systems. Also, adaptive approaches were vastly applied to handle
uncertainties. However, in contrast to nonlinear models, adaptive models are not accurate
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enough. NMPC is an optimal controller which minimizes system errors with minimum
efforts, and also, it applies a nonlinear model as the control-oriented model. Although
many different nonlinear-based controllers have been suggested in the literature, NMPC is
one of the fewest approaches which can manage equality and inequality constraints. On
the other hand, NMPC is usually computationally expensive. As a result, a few articles
implemented this method as a high-level controller on quadrotor UAVs. To make this
controller real-time implementable, these studies used a less realistic simplified nonlinear
model. Moreover, NMPC is a feedback-based controller. The performance of this type of
controllers highly depends on the accuracy of the measured feedback signal.
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Chapter 3
NMPC Design for Quadrotor UAVs
3.1 Introduction
This chapter discusses the NMPC approach in detail. To design this model-based con-
troller, a control-oriented model should be stated. After deriving the model, the Hamilto-
nian method is introduced as a solution to NMPC’s optimization problem. Newton/GMRES
is a method which can compute the solution of the Hamiltonian set of equations in real-
time application. Newton/GMRES uses fdgmres algorithm which is a fast technique to
solve this problem. Furthermore, the designed NMPC is simulated and experimented on
a commercial drone, called AR.Drone 2.0 in MATLAB/Simulink. Also, some information
about AR.Drone 2.0 and Vicon Vantage motion capture system, which provides some of
the feedback signals, is presented.
3.2 Problem Statement
To solve the path following problem for quadrotors, a high-level controller should be de-
signed. As discussed in Chapter 2, this controller can receive the current pose or path
and generate the desired direction and transfer it to the low-level controller. To solve this
problem, the model of the system, which shows the effect of input generated by the high-
level controller on the quadrotor state, should be defined. It will be shown that this model
is highly nonlinear. Therefore, to apply an NMPC technique, a fast algorithm should be
used to solve the optimization problem inside of NMPC.
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3.3 Control-Oriented Modeling
The free body diagram of the drone is depicted in Figure 3.1. As shown, each rotor produces
thrust which are represented by F1, F2, F3, and F4. Accordingly, the resultant force, F ,
can be expressed as
F = F1 + F2 + F3 + F4 (3.1)













where m, g, and R are the mass of quadrotor, the gravity acceleration, and the rotation
matrix between body frame (x′y′z′) and earth fixed frame (xyz). Also, the rotation matrix
can be denoted as
R = R(z)×R(y)×R(x)
=
cosψ cos θ − sinψ sinφ+ cosψ sin θ sinφ sinψ sinφ+ cosψ sin θ cosφsinψ cos θ cosψ sinφ+ cosψ sin θ sinφ − cosψ sinφ+ sinψ sin θ cosφ
sin θ cos θ sinφ cos θ cosφ

(3.3)
where φ (roll), θ (pitch), and ψ (yaw) are rotations about x, y, and z axis. Hence, by








 (sinψ sinφ+ cosψ sin θ cosφ)F(− cosψ sinφ+ sinψ sin θ cosφ)F
cos θ cosφF
 (3.4)
Thus from equation 3.4, the following can be written:
mz̈ = −mg + cos θ cosφF (3.5)





Consequently, by using equation 3.6, equation 3.4 can be expressed as
mẍ = (sinψ sinφ+ cosψ sin θ cosφ)
m(z̈ + g)
cos θ cosφ







+ cosψ tan θ)(z̈ + g)
ÿ = (−cosψ tanφ
cos θ
+ sinψ tan θ)(z̈ + g)
(3.8)
As discussed, the inputs of the plant which are the outputs of the high-level controller
are: u = [u1, u2, u3, u4]
T = [ż, φ, θ, ψ̇]T . By applying ż as u1, the term u̇1 will appear in
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+ cosψ tanu3)(u̇1 + g)
ÿ = (−cosψ tanu2
cosu3
+ sinψ tanu3)(u̇1 + g)
(3.9)
As known the is in the form of ẋ = f(x,u). However, using equation 3.9 leads to the form








































































and the system model can be obtained as
















As shown in equation 3.13, the system model is highly nonlinear. Therefore, a nonlinear
model-based control is needed to be taken into account. The output of any controller
designed based on this model is the desired z̈ (u1), while as discussed, ż is the input of the
plant. Therefore, an integrator must be applied to convert the desired z̈ coming from the
controller to the desired ż, and send this new value to the quadrotor’s micro-controller.
3.4 Control Approach
Using the control-oriented model of the system presented in section 3.3, the NMPC problem
















where ∆τ is the stepping time, N denotes the number of prediction horizon steps, f(.) is
the dynamics of the system, g(.) refers to equality constraints, and C(.) expresses inequality
constraints.
Similar to LQR, the purpose of NMPC is to select u(t) to minimize the errors between
the actual and desired states with minimal effort. However, they have major differences.
Firstly, the NMPC’s cost function can take different forms other than a quadratic function.
Secondly, constraints can be added to the NMPC problem definition such that keep the
system’s states, outputs, or inputs within specific boundaries.





= f (xi (t) ,ui (t)) (3.15)
Then,
xi+1(t) = xi(t) + f (xi (t) ,ui (t)) ∆τ (3.16)
In contrast to this algorithm, other discretization methods such as Runge-Kutta, are much
more complicated. Solving NMPC’s problem in a real-time application is usually expensive.
Therefore, employing a fast algorithm to approximate the discrete model is important.
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Also, techniques more robust and stable like backward Euler is cannot be applied, due to
the need for future data while is not available.
NMPC optimization problems can be solved by Hamiltonian and Newton/GMRES
methods [35, 47, 60]. Based on the Hamiltonian method for a more general case as follows:










the Hamiltonian, H, denoted by
H(x, λ,u, ν,p) = L(x,u,p) + λTL(x,u,p) + νTg(x,u,p) (3.18)
in which pi(t) expresses a vector of given time-dependent parameters; λ and ν denote the
co-states and Lagrange multipliers, respectively.
The optimum value of input is the solution of the following set of equations proved in
[37, 45]: 
xi+1(t) = xi(t) + f (xi (t) ,ui (t) ,pi(t)) ∆τ
λi(t) = λi+1(t) +H
T
x (xi(t), λ(i+1)(t),ui(t), νi(t),pi(t))∆τ
Hu(xi(t), λ(i+1)(t),ui(t), νi(t),pi(t)) = 0
g(xi(t),ui(t),pi(t)) = 0
(3.19)




Therefore, by calculating the states forward in time and the co-states backward in time
from the first and second equations of equation 3.19, xi and λi can be found as sequences of










(N−1)]. Then, the rest of equation 3.19 can be written
as one equation denoted by F (U, x, t):












To solve equation 3.21, Newton’s method will be used, namely;
FU
(
Uk (t) , xk (t) , t
)
δU (t) = −F
(
Uk (t) , xk (t) , t
)
(3.22)
U (k+1)(t) = Uk(t) + δU(t) (3.23)
Due to the complexity of calculation of Jacobian of FU , Newton/GMRES method involves
the use of fdgmres technique which approximates the Jacobian of Fx by a forward difference
approximation:
Fx(x) ≈
F (x+ hw)− F (x)
h
(3.24)
Although by using Newton/GMRES method some approximations are made, the NMPC
optimization problem can be solved quickly while the result will be accurate enough.
The algorithm of fdgmres for finding Newton’s step (δU) is represented in [35, 60], as
follows:
Algorithm 1: fdgmres algorithm to solve δU [35, 60]
Result: δU = fdgmres(δU, x, p, F, kmax, η, ρ)
δU = 0, r = F (U, x, t), υ1 = r/||r||, β = ρ, k = 0;
while ρ > η||F (U, x, t)|| and k < kmax do
k = k + 1;
υk + 1 = DhF (U, x, t : υk, 0, 0);








e1 = (1, 0, ..., 0)
T ∈ Rk+1;
Hk = [hij] ∈ R(k+1)×k (if i > j + 1 then hij = 0);
Minimize ||βe1 −Hkyk|| to find yk ∈ Rk;
ρ = ||βe1 −Hkyk||;




based on equation 3.23, to find the optimum input, δU can be added to the previous
implemented U . Then the new input can be applied to the system.
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In practice, after solving this optimization problem and applying the calculated op-
timum input, the controller checks the inequality equations (C(xi(t),ui(t)) < 0) to find
out whether they are satisfied. If the input can satisfy the inequality constraints, then it
will be applied to the system. On the other hand, if these conditions will not be satisfied
(C(xi(t),ui(t)) > 0), the NMPC should find another optimum input which can satisfy
them. In this case, equation 3.19 will be changed to:
xi+1(t) = xi(t) + f (xi (t) ,ui (t) ,pi(t)) ∆τ
λi(t) = λi+1(t) +H
T
x (xi(t), λ(i+1)(t),ui(t), νi(t),pi(t))∆τ
Hu(xi(t), λ(i+1)(t),ui(t), νi(t),pi(t)) = 0
g(xi(t),ui(t),pi(t)) = 0
C(xi(t),ui(t),pi(t))− ε = 0
(3.25)
where ε > 0, and the value of this parameter is chosen close to 0 by the user. Equation
3.25 pushes the optimum input from the global optimum point to one of the first values
which satisfies inequality constraints.
3.5 Simulations
The discussed controller has been implemented in the ARDrone Simulink Development
Kit V1.1 [55]. The Simulink toolbox contains a simulation environment that simulates the
AR.Drone 2.0 which is parameterized by PI techniques. On the other hand, it also provides
a connection between the Simulink and AR.Drone 2.0 quadrotor over WiFi which can be
employed for practical tests. This communication provides the user with onboard sensors
data, and it allows him/her to analyze the feedback data and transfer new commands to
the quadrotor.
Also, the MPsee toolbox [60] which is developed in our group’s previous works, is
used to implement the designed NMPC controller. After modifying the model and the
controller’s parameters, such as receding horizon length and time steps, N , q, and r, this
toolbox generates a Newton/GMRES-based NMPC controller block which is very fast by
using the fdgmres algorithm.
Figure 3.2 shows the simulation of the designed NMPC on altitude control. This graph
reveals that the NMPC can control the quadrotor in simulation, but it converges very
slowly with the percentage overshoot of more than 45%. This unsatisfactory result is
mostly because of the feedback signal. This signal should provide observation of all states.
However, the vertical velocity is not provided by any measurement equipment and estimat-
ing this unknown state will highly improve the performance of altitude control. Moreover,
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The delay in tracking the desired value is because of a delay block in the simulation plant
which holds the command coming from the controller for 0.26 s. This approach is ap-
plied to simulate the time required to send the command from the ground station to the
quadrotor.
Figure 3.2: Simulation of the designed NMPC on altitude control
3.6 Experiments
In this section, firstly the experiment setup, containing AR.Drone 2.0 and Vicon motion
capture system, is explained, and then the experimental result is represented.
3.6.1 Experiment Setup
AR.Drone 2.0
The proposed controller and observers are applied to AR.Drone 2.0 (see Figure 3.3). This
quadrotor is developed by a French company, called Parrot Drones SAS. This drone is
equipped by a micro-controller which uses OMAP 3630 CPU based on a 32 bit ARM Cortex
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A8 (with a frequency of 1 GHz) [50]. The GPU of this processor is PowerVR SGX530, and
it uses a 1 GB DDR2-RAM as memory. This system is running with Kernel Linux uclibc
2.6.32.9-gbb4d210, and it uses uclibc as c-library. Moreover, it can communicate over a
wireless local area network (WLAN) to send flight and video data.
Figure 3.3: AR.Drone 2.0
This drone’s rotors powered by brushless motors with three phases of current [49].
These rotors are connected to the onboard micro-controller which performs as a low-level
controller. The controller can handle simple manoeuvres automatically including taking-
off and landing. The micro-controller is capable of adjusting itself to different kinds of
connected engines and it always detects rotors situation for protection. For example, if the
drone hits any obstacle, the controller can detect it by watching the status of the rotor and
it can stop all engines to prevent any more damages. Also, this drone can be set in a low
wind drag configuration in outdoor flights, while a hull can be added for indoor application
to prevent any damages to rotors and wings in case a rotating propeller encounters any
obstacle. The AR.Drone 2.0 uses a charged LiPo battery as the power source. When the
battery is fully charged, the voltage is 12.5 Volts, and the drone automatically lands and
turn off the whole system if it reduces to 9 Volts.
This quadcopter has different types of sensors for localization. It has an ultrasound
telemeter which can be used to determine the altitude. This sensor is a range finder sensor
which releases high-frequency sound waves; then the range finder waits for an emitted wave
to be reflected. Then, by knowing the sound speed and measuring the time between the
releasing and receiving data, the distance between the sensor and obstacle caused reflection
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can be estimated. It is noted that sound-based sensors can detect any object, while radar
and light-based range finders cannot sense transparent materials properly. On the other
hand, ultrasound is unreliable if the object absorbs the sound or the object reflects it away
from the receiver. Also, the sound speed depends on temperature and humidity. Therefore,
by using ultrasound telemeter, some inaccuracy is unavoidable.
The ultrasound sensor can only detect less than 6 meters in altitude. Therefore, for
higher flight height, the AR.Drone is equipped by a pressure altimeter. This sensor can
measure the atmospheric pressure and then, estimates the drone’s altitude. Moreover,
this quadcopter uses a QVGA (320x240) camera aiming towards the ground to provide
ground speed measurement. This can be done by image processing. In addition to the
mentioned sensors, the drone contains a 3 axis accelerometer, a 3 axis gyroscope, and a 3
axis magnetometer.
Vicon Vantage Motion Capture System
Our test laboratory is equipped with a Vicon Vantage motion capture system including
eight cameras (see Figure 3.4). This system can track spherical markers which are attached
to the quadrotor and provide their position. The system is interconnected to a ground
station computer on a local area network (LAN) and transfers the position data over
UDP. Also, the ARDrone Simulink Development Kit V1.1 provides a toolbox which can
communicate with AR.Drone’s onboard computer via WiFi. The toolbox is installed on
the ground station computer. The control and estimation approaches discussed in this
study are implemented on this station, and the NMPC and observers can use the UDP
data as feedback and send the optimal inputs to the UAV over WiFi. Also, the UAV’s
onboard computer is capable of transferring a reliable observation of ẋ and ẏ received from
onboard sensors.
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Figure 3.4: Experiment environment
The Vicon Vantage motion capture system main components are:
 Vicon Vantage motion capture cameras
 Vicon Vantage networking PoE+ switches
 Vicon Vantage software
 Vicon Vantage host PC
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This system also consists of Vantage system cables which connect devices, a Vantage cali-
bration device (Vicon Active Wand V2 IR), and Vantage accessories, such as Vicon retrore-
flective markers and different types of tapes.
Cameras used in this system are Vicon Vero v1.3. The technical specification of this
camera is represented in Table 3.1. This version of Vicon Vero camera can capture actors
at the frame rate of 250 FPS with 1.3 MP resolution. Therefore, it can track both fast
movements and multiple objects with very low latency. Also, it has two sensors: a thermal
sensor and an accelerometer. The thermal sensor monitors the camera’s temperature to
prevent overheating, while the accelerometer measures the camera’s position in real time.
These two sensors guarantee the optimal performance of the system.
Each Vicon camera connects to a PoE+ switch via cable and this connection provides
both data and power. On the other hand, the PoE+ switch connects to the host PC through
another port. This PC runs the Vicon Vantage motion capture software which can be used
for processing, visualization, and investigating data captured by the cameras. Moreover,
the software used in this research is Tracker 3.7 which is usually used for engineering
applications, such as robotics.
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Frame Rate (Full Frame) FPS 250




Effective FOV (H x V) deg
W: 60.8 x 50.3





Camera external dimensions H x W x D 83 x 80 x 135 mm
Table 3.1: Technical Specification of Vicon Vero v1.3
Through the Tracker software, the condition of cameras can be checked. Also, this
software can detect spherical markers attached to objects by its especial colour and it rep-
resents a virtual 3-dimensional environment which shows the real-time position of multiple
markers. To create an object like quadrotor UAV, at least three markers should be at-
tached to the object (five is optimum). Then, the software can detect and track the object
by memorizing the especial shape created by markers. In this study, quadrotor’s pose up-
dates at a rate of 100 Hz. For real-time applications, however, the software is capable of
processing the data at a rate of 400 Hz. Furthermore, The Tracker software supports UDP
connection and it can send the drone pose to the ground station via LAN connection.
3.6.2 Experiment Results
The NMPC is tried to implement on AR.Drone 2.0 using ARDrone Simulink Development
Kit V1.1 [55]. In this test, Vicon Vantage motion capture system is used to provide x,
y, z, and ψ. Also, the onboard micro-processor sends ẋ and ẏ as feedback signals. As
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mentioned, sensors cannot measure the vertical velocity (ż). Therefore, the NMPC, which
is a feedback-based controller, cannot control the drone efficiently. Due to the system’s
instability, this test could not be applied without damaging the drone. Therefore, providing
any results without measuring a proper vertical velocity is almost impossible.
3.7 Summary and Remarks
In this chapter, the high-level model of the quadrotor has been developed. This nonlinear
model has been applied to the heart of NMPC as the control-oriented model. The NMPC
control approach investigates to find the optimum input at each time-step. To do so in
a real-time application, Newton/GMRES method has been introduced. This method can
solve the NMPC’s optimization problem by applying the Hamiltonian technique which de-
rives a set of equations with multiple variables. To solve the Hamiltonian set of equations in
a real-time application, the Newton/GMRES method employs fdgmres algorithm. The de-
signed NMPC is simulated and experimented on a commercial drone, called AR.Drone 2.0
using MATLAB/Simulink. The result showed that this feedback-based controller cannot
perform efficiently with unknown states. Therefore, it is necessary to develop an estimation





In this chapter, the importance of state estimation methods, which are capable of esti-
mating unknown states, is explained in the problem statement section. After checking the
observability of the system by analyzing whether the observability matrix is full rank or
not, this chapter presents two different state estimation techniques, namely; the Kalman
filter and the Luenberger observer. Moreover, these estimators and the presented NMPC
in chapter 3 are simulated and experimented on a commercial drone, called AR.Drone 2.0
in MATLAB/Simulink, and the effect of the designed estimators on NMPC is discussed.
Besides, this control technique is compared with a proportional controller, and the result
is represented. The experiment uses the Vicon Vantage motion capture system to provide
some of the feedback signals.
4.2 Problem Statement
Similar to LQR and other types of feedback-based controllers, NMPC requires to have
access to the states of the system. As stated before, two sensors have been employed to
detect the states of the considered UAV, namely; Vicon camera system and onboard IMU.
The Vicon motion capture system determines x, y, z, and ψ of the state variables, while the
IMU observes ẋ and ẏ. Therefore, based on equation 3.11, ż is the only state which cannot
be measured directly. Because of the Vicon system’s noisy data, taking derivatives of z for
calculations is inaccurate and cannot represent ż precisely. In addition, as shown in Figure
29
2.2, ż is the first input to the low-level controller. On the other hand, as represented in
equation 3.10, z̈ is the first output of the high-level controller. Hence, a method should be
employed to estimate ż based on the inaccurate derivative of z and the output of NMPC
which is the reference z̈. To do so, the observability should be checked at the earlier stage.
4.3 Observability
As mentioned earlier, all of the states except ż are measurable. Therefore, according to the
definition of observability, if ż can be determined by knowing the input and the output of
the plant over a finite time, the system is completely observable [30]. In this section, based
on the observation of z, the observability of ż is proved. To do so, a system including z

















































Therefore, the observability matrix is full rank. As a result, ż can be determined from
observations of x5 (z) and u1 (z̈), and the system is observable.
4.4 Kalman Filter
To measure ż, the derivation of z can be computed at each time-step. Given the noise
of z estimated by the Vicon Vantage motion capture system, the derivative of z will not
be accurate. Therefore, a Kalman filter is used to obtain a more reliable vertical veloc-
ity. Moreover, the first high-level controller output (u1) is z̈, however, the first low-level
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controller input is ż. Hence, the predicted vertical velocity obtained by the Kalman filter
based on the system model can be transferred to the low-level controller as a reference
signal of ż.
Kalman filter is one of the best approaches for applying Bayes filter [61]. This filter
is a method to predict continuous states in linear Gaussian systems. This filter is imple-
mentable if the Gaussian function characterizes by the moment parameterization: mean
and covariance which are a vector with the highest probability and a positive semi-definite
and symmetric matrix representing the order of uncertainty, respectively. To design the
Kalman filter, the model should be discrete. Therefore,
ẋ6 = u1 (4.5)
As mentioned, NMPC is computationally expensive. Therefore, applying a fast algorithm
in other parts is important. As a result, a simple, however fast method is employed to
discrete the model in equation 4.5. By using the forward Euler approach, the following
can be expressed:
x6[k]− x6[k − 1]
∆t
= u1[k − 1] (4.6)
x6[k] = x6[k − 1] + ∆t× u1[k − 1] (4.7)
Therefore,
A = 1, B = ∆t, C = 1 (4.8)
The Kalman estimator presented in [61] can be stated as
x̂−6 [k] = Ax̂6[k − 1] +Bu1[k − 1]
P−[k] = AP [k − 1]AT +Q
x̂6[k] = x̂
−
6 [k] +K[k](ż[k]− Cx̂−6 [k])
K[k] = P−[k]CT (CP−[k]CT +R)
(−1)
P [k] = (I −K(k)C)P−[k]
(4.9)
where x̂−6 and x̂6 are the predicted and corrected means, ż is the derivative of the measured
z at each time-step, K is the Kalman gain, and Q and R are the covariances of the process
and measurement noises which are assumed to be white Gaussian noises with zero means.
Also, P− and P are the predicted and corrected covariances indicating the accuracy of the
calculated means. It should be mentioned that the first two lines of equation 4.9 are called
prediction step, while the rest is the correction step. Moreover, the estimated corrected
mean considered as the vertical velocity at each time-step. An important assumption to
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obtain equation 4.9 is that the process and measurement noises are completely independent.
Therefore, while the model and sensor’s uncertainties are not directly related, these noises
considered as orthogonal signals. As a result, these white noises are crossed-correlated.
To calculate R, a sample of z derivatives is generated and it is compared with the actual
vertical velocity as depicted in Figure 4.1. Therefore, R can be estimated by determining
the covariance of the difference between the two graphs. The actual velocity is estimated by
calculating the smoothed z derivatives. Also, as shown in Figure 4.2, the predicted vertical
velocity which can be obtained using the discrete system model can be compared with the
true value of ż for defining Q. Although the discrepancy between these two graphs is small,
it shows that this model cannot represent the system even in the simulation environment
in the most accurate way. The reason for this discrepancy is that in developing this model,
uncertainties or delays were not considered, and it is well-known that these components
usually play an important role in every system.
Figure 4.1: Calculating the covariance of the measurement noises
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Figure 4.2: Calculating the covariance of the process noises
Figure 4.1 and 4.2 show that the model can estimate the vertical velocity more accurate
than the sensor measurement. Therefore, the value ofR is much greater than the value ofQ.
For the above sample, R and Q are calculated as 3.2×10−3 and 2.8559×10−4, respectively.
This shows that the Kalman filter’s estimation mostly relies on the prediction step, and
the model employed in the heart of the filter is more reliable than the derivative of the
data coming from the Vicon Vantage motion capture system.
4.5 Luenberger Observer
Luenberger observer is another method to determine unknown states. For linear systems
like
ẋ = Ax+Bu+ d, x(0) = x0,
y = Cx
(4.10)
where d shows uncertainty and inaccuracy of the model. The Luenberger observer can be
designed as follows:





















and Ko is chosen such that A−KoC is a stable matrix which means
det (sI − (A−KoC)) = (s− λ0)2 = 0,
λ0 > 0
(4.12)
It is noted that observability guarantees existense of Ko.
The idea behind of this method is that if A − KoC is a stable matrix, then, as time
goes to infinity, the difference between the actual state (x) and the estimated state (x̂)
converges to zero [30]. To prove it, equation 4.10 subtracted from equation 4.11 gives
( ˙̂x− ẋ) = (A−KoC)(x̂− x)− d (4.13)
by considering x̃ = x̂− x, then
˙̃x = (A−KoC)x̃− d (4.14)
Therefore, due to the accuracy of the model (a sample of it is represented in Figure 4.2)
and small covariance of d, while equation 4.12 is true, then x̃→ 0 exponentially as t→∞.
Practically, the optimum value of λ0 is found by try and error to be 5. Therefore, based







Figure 4.3 represents the effect of the value of λ0 on the estimated velocity by Luenberger
observer. The value of this parameter can be increased to have more exponential stability.
On the other hand, the accuracy may be compromised because of the aggressiveness of the
estimator.
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Figure 4.3: Effect of λ0 on the performance of Luenberger observer
4.6 Simulations
The discussed controller and observers have been simulated using ARDrone Simulink De-
velopment Kit V1.1 [55] and MPsee toolbox [60]. Figure 4.4 illustrates the estimated
vertical velocity obtained by the Kalman filter, and Figure 4.5 depicts this state estimated
by Luenberger observer. As these graphs show, both observers can estimate the actual
velocity accurately. The performance of both observers is highly reliable at lower veloc-
ities, however, the error of the estimated state grows as velocity increases. Also, Figure
4.6 depicts the effect of these two observers on the performance of NMPC. As depicted
in this Figure, the NMPC controller, which needs vertical velocity as a feedback signal
from an estimator, can control the UAV platform at different height set-points properly
without any overshoot. Also, these graphs show that these two observers have a similar
improvement in the control approach.
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Figure 4.4: Estimated vertical velocity by Kalman filter in simulation
Figure 4.5: Estimated vertical velocity by Luenbereger observer in simulation
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Figure 4.6: Simulation of the height control with applying Luenberger observer and Kalman
filter
Also, in Figure 4.7, the result of the designed NMPC before applying these observers
represented in Figure 3.2 is compared with the NMPC while using the discussed Kalman
filter. This graph shows the effect of estimators, and it proves that applying these estima-
tors will greatly improve the performance of the altitude controller. The actual altitude
will converge to the desired heights quickly without any overshoot.
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Figure 4.7: The effect of Kalman filter on altitude control
Moreover, the proposed NMPC approach is compared with a proportional controller
designed in the ARDrone Simulink Development Kit V1.1 [55]. The formulation of this
controller can be expressed as:
ż = k1(zd − z)
φ = k2(ẏd − ẏ), ẏd = yd − y
θ = k3(ẋd − ẋ), ẋd = xd − x
ψ = k4(ψd − ψ)
(4.16)
The simulation results are given in Figure 4.8, 4.9, 4.10, and 4.11. In these graphs, the
NMPC method tries to converge to the reference input smoothly while with the propor-
tional controller, the UAV behaves much more aggressively and usually with overshoot.
However, while the proportional controller performs better for altitude control, NMPC
leads to a smooth response with less overshoots for other coordinates. Although the ag-
gressiveness of the proportional increases the overshoot, the result shows that it reduces
the settling time.
In Figure 4.8 (x controller), the settling time for NMPC and proportional controllers
are almost the same. It takes around 4 s for both to move the drone from x = 0 m
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to x = −1.5 m, while NMPC can do the same without any overshoot. Figure 4.9 (y
controller) shows that the time required for proportional technique to push the quadrotor
for 1 m is 4.5 s, and for NMPC it is 5.5 s. However, the advantage of NMPC is that it
can manage to control the quadrotor on y axis with less overshoot. As mentioned, the
only advantage of proportional controller is during the height control (see Figure 4.10).
For example this approach can make the drone to take off to the 1 m altitude in 2 s with
almost no overshoot, while NMPC manages to do so in 5 s. Also, in Figure 4.11 in which
the result of heading controller is represented, the settling time for proportional to change
the drone’s heading from 0 rad to 1 rad is 2.5 s, and the NMPC can change it in 5 s,
however with no overshoot.
Figure 4.8: NMPC vs. proportional (x controller)
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Figure 4.9: NMPC vs. proportional (y controller)
Figure 4.10: NMPC vs. proportional (z controller)
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Figure 4.11: NMPC vs. proportional (ψ controller)
As discussed in chapter 3, the NMPC method can take into account both equality and
inequality constraints directly, while many other methods like PID are not capable of this.
Also, in order to stabilize nonlinear systems, inputs of the system are usually bounded
within certain limits. Therefore, in the NMPC problem definition, the following inequality
constraints were considered to help with the system stability:
− 1 < u1, u2, u3, u4 < 1 (4.17)
Equation 4.17 keeps the reference roll and pitch angles between −1 rad and 1 rad, the
reference vertical velocity between −1 m/s and 1 m/s, and the reference yaw rate between
−1 rad/s and 1 rad/s.
Figure 4.12 represents that NMPC can manage this inequality constraint easily while in
Figure 4.13 the proportional inputs are much greater. It should be noted that the quadrotor
will be unstable if the roll and pitch angles go beyond π/2 and −π/2, and proportional
inputs are sometimes close to these values. On the other hand, this constraint makes the
system conservative, e.g. in altitude control.
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Figure 4.12: NMPC inputs
Figure 4.13: Proportional inputs
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The NMPC’s parameters are tuned by try and error. Figure 4.14 illustrates the effect
of N , prediction horizon length, on x controller. By extending the length of the reced-
ing horizon, the NMPC predicts the state vector for a longer future time. Therefore, the
performance of the controller will improve. However, As shown in Figure 4.14, this im-
provement is slightly noticeable. Moreover, by increasing the value of N , the complexity
of NMPC’s optimization problem will grow and the computation of optimum input will be
more costly. On the other hand, during tuning, it is noted that for small values of N the
system will be highly unstable. Figure 4.15 depicts a scenario in which small N destabilizes
x controller. This Figure obtained for ∆τ = 0.3 s and N = 5. Therefore, for ∆τ = 0.3, N
should be equal or greater than 6 to avoid instability.
Figure 4.14: Effect of N on x controller
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Figure 4.15: Unstable x controller because of small N
Also, Figure 4.16 depicts the effect of ∆τ on the performance of x controller. the
designed NMPC discrete the continuous control-oriented model by this parameter. By
reducing ∆τ , the discrete model is more realistic. As a result, as Figure 4.16 represents, x
controller performs more efficient. However, by decreasing this parameter, the prediction
horizon decreases and the system might go to the instability point. Figure 4.17 shows an
example of instability because of short value of ∆τ . For N = 15, ∆τ should be greater
than 0.1 s. Therefore, in Figure 4.17, when ∆τ is 0.08 s, the NMPC is highly unstable.
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Figure 4.16: Effect of ∆τ on x controller
Figure 4.17: Unstable x controller because of small ∆τ
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Finally, Figure 4.18 represents the effect of q and r on x controller. Based on equation
3.14, these parameters show the importance of minimizing error or input and are tuned by
try and error as diagonal matrices with the elements of vectors [12, 2, 7, 2, 5, 10, 13]T and
[4, 12, 12, 24]T on the main diagonals. The result using these matrices is shown as Case 2
in Figure 4.18. In this Figure, this graph is compared with two other cases. In these cases,
q and r generated by applying the following vectors:
 Case 1: [12, 2, 7, 2, 5, 10, 13]T [10, 30, 30, 60]T
 Case 3: [12, 2, 7, 2, 5, 10, 13]T [1, 3, 3, 6]T
in contrast to Case 1, Case 3 shows that the value of the input is not as important as mini-
mizing error. Therefore, the controller converges to the desired reference more aggressively
with a small overshoot. On the other hand, in Case 1, the graph converges smoother with
a tiny more settling time.
Figure 4.18: Effect of r on x controller
Also, the time required for NMPC to calculate the optimum input, for a sample has
been analyzed. This control approach for this sample needed the average time of 0.12 ms
to solve the optimization problem, while the maximum time required was 1.4 ms. This
46
shows that this approach is considerably fast, and it can surely manage to calculate a
proper input at each step-time which is 65 ms.
4.7 Experiments
Figure 4.19 and 4.20 represent a sample of the performance of the estimators. These graphs
show that the estimated values can represent the actual vertical velocity with little errors,
and in Figure 4.21 and 4.22, it is demonstrated that, even with such errors, the designed
NMPC controller can follow the reference height properly. It should be mentioned that,
without the Kalman filter, the devised NMPC controller cannot be implemented because
the system will be unstable in practice.
Computing the settling time showed that time required for NMPC to take off, reach,
and remain to 1 m altitude is 6 s. As discussed, the simulation predicted that this time
will be around 5 s. This error might have several reasons; firstly, the simulation model
does not represent the actual quadrotor perfectly. Therefore, the experiment of NMPC
tuned based on the simulated model will not perform as well as the simulation one. Also,
no model can represent an object as well as possible. Therefore, the control-oriented model
is incomplete. This model does not consider any kind of uncertainty. Moreover, in this
model the value of parameter g is considered as 9.81 m/s2, while it is not the most accurate
value all the time. As a result, similar to any other platform, the practical result is not as
well as the predicted one.
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Figure 4.19: A sample of estimated vertical velocity by Kalman filter in practice
Figure 4.20: A sample of estimated vertical velocity by Luenberger observer in practice
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Figure 4.21: Experiment of height control with applying Kalman filter
Figure 4.22: Experiment of height control with applying Luenberger observer
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Furthermore, in Figure 4.23, the drone is attempting to follow a square path. The
blue line is the desired path and the red line is the actual one. As shown, the quadrotor
remains close to the desired path with little errors. Moreover, in Figure 4.24, the controller
is tested on a more complex path. This path is a square path with different altitude at
each corner. The result shows that in contrast to Figure 4.23, errors are increased due to
the complexity of manoeuvres, but the quadrotor is still close to the desired path. In this
scenario, at some points, the x, y, and z controller apply commands at the same time,
while in square path (Figure 4.23) at most two of them perform simultaneously. Therefore,
because of the coupled dynamics, the deviation of Figure 4.23 is increased from 0.1045 m
to 0.1097 m in Figure 4.24.
Figure 4.23: Square path following experimental results
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Figure 4.24: Square with different altitude at each corner path following experimental
results by applying Kalman filter
4.8 Summary and Remarks
As discussed in chapter 3, ż is an unknown state which is not measured by onboard and
off-board sensors. Therefore, the result of NMPC which is a feedback-based controller is
not satisfactory. In this chapter, to overcome this issue, two different state estimation
methods were introduced to measure the unknown vertical velocity: the Kalman filter
and the Luenberger observer. To make sure these estimation methods are implementable,
the observability of the system was checked by deriving the observability matrix. Some
practical tests were generated to define the Kalman filter’s parameters. Applying these
tests led us to define the process and measurement errors covariances. Also, by using
some toolboxes, the NMPC was simulated in MATLAB/Simulink and the result showed
the effect of the designed estimators. Besides, the comparison between the Kalman filter
and the Luenberger observer showed similar improvements. Furthermore, the NMPC was
compared with a proportional controller, and the result showed the superior performance of
NMPC in contrast to the proportional scheme in most cases. Moreover, these approaches
are tested on AR.Drone 2.0 which is a commercial drone, while Vicon Vantage motion
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capture system was used as an off-board measurement device. The result showed that this





5.1 Summary of Contributions
This study can be summarized as follows:
 To solve the trajectory tracking problem for quadrotors a fast-implementable NMPC-
based controller was designed to perform as a high-level control module.
– The control-oriented model was derived. This model was highly nonlinear but
more realistic.
– The order of non-linearity made the NMPC’s real-time optimizations very time-
consuming for practical applications. To resolve this issue, the controller was
embedded with a fast optimizer, namely the Newton/GMRES scheme. This
method solves the optimization problem by applying the Hamiltonian and fdgm-
res methods.
– This control approach is simulated and experimented utilizing a commercial
drone, AR.Drone 2.0, and a set of off-board cameras, Vicon Vantage motion
capture system. To implement this method, ARDrone Simulink Development
Kit V1.1 [55] and MPSee [60] Simulink toolboxes were used.
– The defective result of the simulated NMPC showed that the performance of
NMPC depends on the accuracy of feedback. Also, due to the instability of the
system, this approach could experiment successfully.
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 NMPC can be categorized as a feedback-based controller. Therefore, to provide the
unknown vertical velocity, some state estimation methods were discussed.
– To check the observability of the system which ensures that state estimation
techniques are implementable, the observability matrix is stated and checked to
be a full rank matrix.
– A Kalman filter and Luenberger observer were designed and employed to deter-
mine the unknown vertical velocity for real-life implementations. Kalman filter’s
parameters, such as the process and measurement covariances, were determined
by analyzing some practical data.
– The result of simulation showed the great effect of estimation tools on the per-
formance of NMPC. Also, the comparison between these two observers showed
similar improvements.
– The proposed NMPC control system was compared with a proportional con-
troller in simulations, which indicated significant improvements in the control
performance.
– This technique was successfully implemented on AR.Drone 2.0 using the Vicon
Vantage motion capture system to track the drone. The test results demon-
strated the superior performance of the proposed NMPC-based controller.
5.2 Future Work
Some potential future work to expand this study is as follows:
 Examine whether the controller can follow other complicated trajectories, such as
Elliptical and Lorenz paths.
 Solving the obstacle avoidance problem using the proposed control scheme. It can
be done by adding an inequality constraint in NMPC problem definition, such as
(Pq − Po)2 > d2, where Pq and Po are the position of quadcopter and obstacle and
d is the desired distance. This inequality constraint keeps the quadrotor away from
pre-defined obstacles.
 The performance of the NMPC-based controller can be compared with another ad-
vanced method like Reinforcement Learning (RL).
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 Following dynamic objects like scale cars in scale smart city by quadrotors.
 The estimation approaches can be applied to any dynamic objects working under the
vision of the Vicon motion capture system.
 Diagnosing sensors or actuators fault as by adding uncertainty terms in the control-
oriented model.
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