Recovery from contrast adaptation was studied in psychophysical experiments. We measured detection thresholds for a test pulse presented on a photopic background as a function of the time after the offset of a high-contrast flicker of the background. The decrease of thresholds with time is well described by a power-law function. Thresholds for tests presented at 640 ms after the offset of the background contrast are still significantly elevated above the threshold measured when the observers have completely adapted to a steady background. We compare the psychophysical data with contrast estimates of ideal-observer models. A match between the results for human and ideal observers can be obtained when the ideal observer is limited by noise. For a quantitative match, we assume that the ideal observer performs a Bayesian calculation on its noiseperturbed input, sampled every 10-20 ms. For the Bayesian calculation we assume a prior probability distribution function for the input contrast that has a lower cutoff at the standard deviation of the noise.
INTRODUCTION
Stimulus contrast induces adaptation effects in the visual system. [1] [2] [3] [4] [5] [6] [7] Effects of such contrast adaptation can be seen in psychophysical experiments. One effect is that detection thresholds for test stimuli that are superimposed on the contrast background are elevated compared with the detection threshold measured for the test stimulus when it is superimposed on a background with zero contrast. [8] [9] [10] When the stimulus contrast is removed (i.e., when the background is switched from a high contrast to zero contrast), the visual system recovers from contrast adaptation. After the offset of the background contrast, test thresholds gradually decrease, 10, 11 a decrease that continues until the test thresholds eventually reach the steadystate level obtained when the observers have completely adapted to the new (zero-contrast) background.
The question that we pose in the present paper is whether the recovery from contrast adaptation as observed in psychophysical experiments is significantly slower than the recovery predicted for an ideal (statistically optimal) estimation of stimulus contrast. 12 Are human observers slow to recover from contrast adaptation, or is their recovery about as fast as expected from an ideal Bayesian estimate of the new (low) background contrast? To answer this question, we performed psychophysical experiments on the recovery from adaptation to a background with strong temporal contrast (flicker). Results of these experiments are presented in Section 3. In Section 4 we compare the observed results with predictions for various classes of ideal observers. We find that there exist types of ideal observers that converge to their final contrast estimate at a rate that is not faster than seen in our experiments. We conclude that under the conditions of our experiments, recovery from contrast adaptation is close to optimal; i.e., it matches ideal-observer predictions.
PSYCHOPHYSICAL METHODS
Descriptions of the experimental setup and of the psychophysical procedure have been published. 13, 14 Briefly, we used a Maxwellian-view system with two LEDs as light sources. One LED provided a large (17°-diameter) spatially homogeneous background field, and the other provided brief (7.5-ms) foveal test flashes with a diameter of 46 arc min. Using a modified yes-no method, 13 we determined detection thresholds for test flashes presented at various moments after the offset of the temporal contrast (flicker) of the background field. The illuminance of the background is I͑t͒ ϭ I 0 ͓1 ϩ C͑t͒sin͑2ft ϩ ͔͒.
(
The time-averaged illuminance I 0 of the background equals 7500 trolands, and the flicker frequency f of the background is 25 Hz. The dynamic contrast C(t) of the background consists of a square wave. The contrast was ''on'' (C ϭ 0.8) for a duration of 1280 ms, after which it was switched off (C ϭ 0) at t ϭ 0. Contrast remained ''off '' (i.e., the background was steady, I ϭ I 0 ) for 1280 ms, after which the background flicker was switched on again, which initiated the next contrast cycle. Detection thresholds for the test pulse can depend on the phase of the flicker at contrast offset (t ϭ 0) also for test pulses presented after the offset of contrast. Therefore we measured test thresholds at each presentation time t of the test pulse for four values of the phase of the background flicker: ϭ 0°, 90°, 180°, and 270°. The reported threshold of the test pulse at each time t is the average of the thresholds measured for these four values of . This averaging procedure focuses on the effects of the contrast of the background and suppresses any effects of the precise value of the luminance of the contrast carrier at the moment t ϭ 0 of the contrast offset. In any case, effects of disappear at approximately t ϭ 40 ms after the offset of contrast, so the averaging is not critical to the results. Figure 1 shows detection thresholds for the test pulse as a function of the time t of presentation of the test pulse after the offset (at t ϭ 0) of the background flicker. Results are shown for two of our observers; results for six other observers were similar. The background flicker induces a four-to-sixfold elevation of the test threshold M compared with the threshold M 0 measured when observers have completely adapted to a steady background C ϭ 0. After the offset of the background flicker, thresholds M(t) gradually recover from the high level measured during the background flicker toward the low-level M 0 (indicated by the dashed horizontal lines in Fig. 1 ) that is obtained for a steady background of long duration. However, at t ϭ 640 ms after the offset of the background flicker, test thresholds are still clearly elevated above this steady-state level. To quantify the elevation, we define a threshold elevation
PSYCHOPHYSICAL RESULTS
For observer HS, threshold elevation at t ϭ 640 ms equals E(640) ϭ 0.19 Ϯ 0.07 (standard deviation) and for observer RV E(640) ϭ 0.29 Ϯ 0.09 (standard deviation). Averaged over our eight observers, we find E(160) ϭ 0.75 Ϯ 0.08 (standard error of the mean) and E(640) ϭ 0.38 Ϯ 0.08 (standard error of the mean). A description of the decay of the threshold elevation E(t) in terms of an exponential function E(t) ϭ E 0 exp(Ϫt/) yields unacceptable fits (not shown here) to the psychophysical data. Instead, as shown in Fig. 2 , the decay of the threshold elevation E(t) can be described by using a power function:
A weighed regression of the data in Fig. 2 (shown by the solid lines) yields a power exponent ␥ ϭ 1.06 Ϯ 0.07 and a time parameter t 0 ϭ 116 Ϯ 8 ms for observer HS and ␥ ϭ 0.67 Ϯ 0.06 and t 0 ϭ 90 Ϯ 5 ms for observer RV. Averaging over all eight observers, we find ␥ ϭ 0.72 Ϯ 0.08 and t 0 ϭ 110 Ϯ 17 ms (mean Ϯ s.e.m.). Thus the two main conclusions of these experiments are these: (1) Threshold recovery after the offset of background contrast is a power function of time 11 and (2) at 640 ms after the offset of the background contrast, thresholds are still significantly elevated above their final steady-state levels. 10 In Section 4 we check to what extent these empirical findings are consistent with an optimal estimation of background contrast. Would the ideal observer be able to improve its estimate of the background contrast as a function of the observation time t at a rate faster than was seen for our observers?
OPTIMAL ESTIMATION OF CONTRAST
The problem of optimal Bayesian estimation of dynamic contrasts was studied by DeWeese and Zador. 12 Most relevant for our present study are their results for contrast signals that remain constant most of the time but that occasionally switch (with probability x) to a new contrast level. DeWeese and Zador obtain a full Bayesian solution for estimating the contrast C(t) of these signals. For our present study, we are especially interested in the long-term behavior of the ideal observer after a jump in the contrast level has occurred. When the ideal observer has seen a short stretch of the stimulus that has a contrast that is unexpectedly low relative to the contrast present before the jump, the ideal observer will conclude (when the prior probability x of contrast switches is not extremely small) that a contrast switch has occurred, and its remaining problem is to estimate the new stimulus contrast that now describes the data stream. In the present paper we focus on this remaining task of contrast estimation. During our experiments, subjects had approximate information about the switching times of the background contrast. To match this knowledge, the ideal observer studied here is given the information that a contrast switch has occurred at t ϭ 0. Its task was to estimate the new contrast C that now describes the data s(t). The assumption that the ideal observer is informed about the moment t ϭ 0 of the contrast switch has the additional benefit of producing tractable mathematical expressions, thus yielding insight into the results obtained. We assume that the signal s(t) is sampled by the ideal observer at times t i ϭ iT (i ϭ 1, 2 ,...; T is the sampling time) and that the observations s i ϵ s(t i ) are uncorrelated and have a Gaussian probability distribution function (p.d.f.) with zero mean and s.d. C. Under these conditions, observing the signal for a duration t N ϭ NT gives the following likelihood of observing the values s i for the N samples:
Note that the Gaussian p.d.f. of the stimulus x(t) assumed in Eq. (4) differs somewhat from the harmonic flicker of Eq. (1) that was used in the psychophysical experiments. We choose a Gaussian in Eq. (4) because it leads to simple mathematical expressions. In preliminary psychophysical experiments we have seen that recovery after adaptation to Gaussian noise is similar to the recovery from adaptation as reported in Section 3. Thus when the ideal observer studied here can match the psychophysical results reported in this paper, we expect that it also can match psychophysical results obtained for adaptation to Gaussian noise.
When the ideal observer has a prior p.d.f. P 0 (C) for stimulus contrast, Bayes's rule yields the posterior p.d.f. P N (C͉͕s i ͖) after having seen the N samples s i :
In the last step of relation (5) we have suppressed all factors that do not depend on the stimulus contrast C. Note that the posterior p.d.f. P N (C͉͕s i ͖) in relation (5) depends on the data ͕s i ͖ only through the sum of their squares;
i.e., S N ϵ ͚ iϭ1 N s i 2 is a sufficient statistic for the contrast estimate. Given the posterior p.d.f. P N (C͉S N ), the optimal estimate of the contrast C (i.e., the estimate with minimal rms error) is the mean of P N (C͉S N ). 15 Likewise, if we want to estimate not C itself but rather C n (e.g., when n ϭ 2, C 2 ϭ V, the variance of the signal), then the optimal estimate is
The denominator of Eq. (6) 
A. Connection with the Psychophysics Equation (7) yields ideal-observer estimates Ĉ of the stimulus contrast. In the psychophysical experiments, however, we do not measure Ĉ directly. Rather, we measure detection thresholds M(t) for a test pulse that is superimposed on a background field with contrast C(t). A relation between the psychophysical thresholds M(t) and the ideal-observer estimates Ĉ (t) can be obtained through the simple divisive model for contrast gain control of Fig. 3 .
In such a divisive model, the input I(t) is divided by the gain control signal Ĉ (t), a dynamic estimate of the current stimulus contrast. 16, 17 This produces an output O(t) ϭ I(t)/Ĉ (t). A test pulse p(t) superimposed on the background I(t) would also be affected by the contrast gain and would produce an extra output p(t)/Ĉ (t). Assuming that a fixed (constant) extra output is needed for the test pulse to become visible, 18 detection threshold
p(t) ϭ M(t) is reached for constant M(t)/Ĉ (t). Thus detection thresholds M(t) measured in the psychophysics
are proportional to the divisive contrast estimate Ĉ (t) in Fig. 3 , which provides the connection between the psychophysics and the ideal-observer estimates Ĉ of stimulus contrast.
B. Noise-Free Ideal Observers
Here we study the case that, after the offset of the contrast at t ϭ 0, all samples s i seen by the ideal observer are equal to zero and hence S N ϭ 0. Thus, from relation (5),
First we investigate the case of an ideal observer with a discrete (binary) prior P 0 (C) that assumes that the stimulus contrast is either low, C ϭ L, or high, C ϭ H, and does not allow other options for C. Note that a binary prior describes the conditions of our psychophysical experiments, in which the background switches between a high-contrast flicker and a low-(zero-) contrast steady field and is never at other (intermediate) contrast values.
In Appendix A we show that, as a function of the observation time t N ϭ NT, such a discrete prior P 0 (C) yields an exponential approach of Ĉ n (N) toward the lower option L n . This behavior is in conflict with the experimental data of Fig. 2 , which show a power-law approach, not an exponential. Moreover, for a contrast ratio h ϭ H/L that is not close to 1, the time constant ϭ T/ln h of the predicted exponential approach is small, which would yield a fast adaptation, much faster than is seen in our psychophysical data.
From this mismatch between the ideal-observer predictions and the psychophysical results, we conclude that, despite extensive practice, for their contrast adaptation our observers are unable to exploit the binary nature of the stimulus contrast used in the experiments. Instead, we can obtain a better match between the experimental data and the predictions for the ideal observer when we assume a continuous contrast prior P 0 (C), rather than a discrete (binary) one. To obtain simple mathematical expressions for the ideal observer, we assume that the prior P 0 (C) is a power-law function, with a hard cutoff for C Ͻ L:
Using the result of relation (8), with the prior P 0 (C) of Eq. (9) makes it straightforward to show that (for observation times t N ϭ NT with N Ͼ m ϩ n ϩ 1) the optimum estimate Ĉ n (N) of Eqs. (6) and (7) equals
Thus, given many observations s i ϭ 0, the estimate Ĉ n converges to the lowest value L n that is allowed by the prior P 0 (C) of Eq. (9). Note, however, that contrary to the case of a discrete binary prior, the convergence now is described by a power law. For large N, the elevation (8) becomes more and more concentrated near the lower limit C ϭ L allowed by Eq. (9) . Values C Ͻ L are disallowed by Eq. (9) (hence have zero posterior probability), whereas values of C that are just larger than L have (for finite N) still substantial posterior probability. The result is an overestimate of the contrast relative to the lower bound C ϭ L. The overestimate slowly decays (as 1/t) when the posterior p.d.f. becomes more and more peaked at C ϭ L with increasing observation time t.
Although the power-law decay of the contrast estimate in Eq. (10) is qualitatively consistent with the experimental data of Fig. 2 , a quantitative comparison of the ideal observer prediction of Eq. (10) with the experimental Fig. 3 . Divisive gain control for contrast. The input I(t) is divided by a gain-control signal Ĉ (t), a dynamic estimate of the current contrast C(t) of the input. This divisive operation produces an output O(t) ϭ I(t)/Ĉ (t). results yields at least two discrepancies. First, the power exponent ␥ of the decay of the threshold elevation E(t) ϭ (t 0 /t) ␥ is smaller than 1 for most of our observers, whereas Eq. (10) predicts a value ␥ ϭ 1. Second, the elevations E predicted by Eq. (10) are generally smaller than those seen in the experiments. With a sampling time T ϭ 10 ms (corresponding to a Nyquist cutoff frequency of 50 Hz, a reasonable value at the high luminances used in the experiments), 19 at t ϭ 640 ms after the contrast offset (i.e., for N ϭ 64) Eq. (10) predicts an elevation E of the contrast estimate (n ϭ 1) of only 0.016, much smaller than observed experimentally. Increasing the value of n in Eq. (10) does not alleviate this discrepancy very much. For instance, for n ϭ 2 (corresponding to an estimate of stimulus variance V ϭ C 2 ) the elevation E at t ϭ 640 ms doubles to ϳ0.033, but this is still considerably smaller than is observed in the experimental data.
We conclude that it is difficult to obtain a quantitative consistency of our psychophysical results with the idealobserver predictions when the ideal observer is allowed to see the actual data s i ϭ 0 after the contrast offset. In the next subsection we explore the consequences of assuming that the ideal observer sees not the actual samples s i ϭ 0 but rather a noisy version of these data.
C. Ideal Observers with Noisy Inputs
Here we assume that the inputs s i Ј ϵ sЈ(t i ) to the ideal observer at the sample times t i ϭ iT consist of the physical data s i (with standard deviation C) perturbed by additive noise n i , i.e.,
For simplicity we assume that the noise samples n i are uncorrelated (both with each other and with the s i ) and that they have a Gaussian p.d.f. with zero mean and standard deviation L. The task of the ideal observer is to estimate the standard deviation ϭ ͱC 2 ϩ L 2 of its data stream s i Ј . More generally, we also study optimal estimates of nonlinear transformations of this standard deviation.
After the offset of stimulus contrast at t ϭ 0, the noisefree samples s i are all identical to zero; thus the standard deviation of the s i Ј equals L, the standard deviation of the noise. How fast can the ideal observer determine that its input s i Ј is purely noise, n i , and not an input that has a standard deviation that is larger than L, which would correspond to physical data s i 0? Using our Bayesian estimation scheme, we can readily answer this question. When the input signal to the ideal observer has a standard deviation , the likelihood for obtaining N samples s i Ј is
As was the case for noise-free observations, using an ideal observer with a binary prior
would, as a function of observation time t, lead to an exponential approach 20 of the estimate toward L when C ϭ 0, as shown in Appendix B. To obtain a power-law approach of the estimates we must, as in the noise-free case, equip the ideal observer with a continuous prior P 0 Ј( ). To obtain tractable mathematical results we choose a power law P 0 Ј( ) ϭ m . With this prior, the posterior p.d.f. for after having seen the N samples s i Ј is proportional to
2 is a sufficient statistic for estimating . Also note that the prior P 0 Ј( ) equals
Likewise, for n ϭ 2 (an ideal-observer estimate of the variance V ϭ 2 ) and m ϭ 1 (which corresponds to a flat prior on this variance), for N Ͼ 4, Fig. 5 . Posterior pdf's [relation (13) ] of (a) the standard deviation and (b) the variance V of a noisy signal with standard deviation ϭ L after the ideal observer has received N samples s i Ј of the signal, when the observed statistic S N Ј ϭ ͚s i Ј 2 is equal to its expected value NL 2 . Prior pdf's (N ϭ 0) used by the ideal observer are assumed to be flat for (a) the standard deviation and (b) the variance. For the sake of clarity, the peak value for each of the curves has been normalized to 1. Curves in order of decreasing width, from top to bottom, are for values  N ϭ 1, 2, 4, 8, 16, 32, 64 .
Thus, even with flat priors, the ideal detector overestimates the actual standard deviation and variance of its input. 12 These overestimates can be directly related to a distinct asymmetry of the posterior p.d.f.'s, as shown in Fig. 5 .
Consider the case that the statistic
2 that is used by the ideal observer is equal to the typical (average) value NL 2 obtained for ϭ L. As Fig. 5 shows, there are many more values Ͼ L than values Ͻ L that could have given rise to the result S N Ј ϭ NL 2 . Thus the average of the posterior p.d.f. exceeds , which is expressed in Eqs. (14) and (15) .
As in the noiseless case studied in Subsection 4.B, with increasing observation time t ϭ NT the overestimates in Eqs. (14) and (15) decrease as a power law, i.e., proportional to 1/t. However, as before, this yields two problems. First, for most of our observers we observe decays of threshold elevations proportional to 1/t ␥ with ␥ Ͻ 1, which cannot be explained by Eq. (14) or Eq. (15). Second, the long-term elevations predicted by Eq. (14) or Eq. (15) are smaller than those observed in our experiments. For instance, at t ϭ 640 ms after contrast offset, in the psychophysical experiments we find threshold elevations E(640) ϭ 0.38 Ϯ 0.08 (s.e.m.), whereas Eq. (15) predicts E(640) ϭ 4/60 Ϸ 0.07 for N ϭ 64 (assuming, as before, a sampling time T ϭ 10 ms).
However, we can obtain a much better correspondence of the behavior of the ideal observer with the dynamics seen in our experiments when we combine the ideas that we have used in Figs. 4 and 5. Assume that the input to the ideal observer is noisy (as was done for the results in Fig. 5 ), and also assume that the prior p.d.f. P 0 Ј( ) that is used by the ideal observer has an abrupt cutoff for Ͻ L (as was done in Fig. 4) . Note that the assumption of a cutoff at level L equal to the standard deviation of the noise n i is reasonable. A contrast C in the noise-free input s i will only add to the noise fluctuations n i ; hence the noise contrast L sets a lower bound to the fluctuations ever seen by the observer. This lower bound could easily be learned by observers through experience. An ideal observer that sees noise-perturbed data and also uses a lower cutoff at ϭ L for its prior P 0 ( ), and hence also for the posterior p.d.f 's in Fig. 5 , yields overestimates (N) relative to L that (in the limit of long observation times t ϭ NT) decay as 1/ͱt rather than as 1/t. The explanation of this effect is as follows. With increasing observation time t, and hence for increasing N ϭ t/T, the width (standard deviation) of the pdf 's in 
Hence, with a normalization
2 ) ϭ 1, the second-order derivative of
at its maximum ϭ L is equal to N times the second-order derivative of
. Thus, at their maxima ϭ L, the second-order derivatives of the posterior p.d.f.'s in Fig. 5 are proportional to N, and therefore their width decreases as 1/ͱN. Using a cutoff of the posterior p.d.f.'s in Fig. 5 for Ͻ L (i.e., integrating these p.d.f.'s only for у L), has the result that the probability integral in Eq. (6) yields an overestimate of relative to L that is proportional to the width of the posterior p.d.f., which, in the limit of large t, is proportional to 1/ͱt. We are unaware of an exact analytical evaluation of the probability integrals that result when we assume both noise in the input to the ideal observer and also a lower cutoff in the prior p.d.f. that is used by the ideal observer. However, a numerical evaluation of the relevant integrals shows that, when realistic parameters are used, the temporal dynamics of the resulting ideal-observer estimates can be matched to our psychophysical results. This is true both for the power exponent ␥ and for the size of the threshold elevation E(640) at t ϭ 640 ms after the offset of the adapting contrast. We evaluated several variants of this type of ideal observer that produce slightly different predictions. The first variant is an ideal observer that estimates the variance V ϭ 2 of its input, with use of a flat prior for V. The second variant is an ideal observer that estimates the contrast C of the noise-free input, with use of the relation
For this second variant of the ideal observer we employed two subvariants that differ in their prior p.d.f.'s; the prior was assumed flat either with respect to the physical contrast C or with respect to the noise-perturbed contrast .
Psychophysical data of subject HS were best fitted by using the first variant of the ideal observer (estimation of V). The second variant (estimation of C) also produced fits with approximately the correct threshold elevations, but with a slope that is too shallow. Subject RV was best fitted by using the second variant of the ideal observer (estimation of C). For this observer, the first variant (estimation of V) also produced fits with approximately the correct threshold elevations, but with a slope that is too steep. The dashed curve in Fig. 2(a) shows the idealobserver fit (first variant; estimation of V) to the data of HS. For this fit we used a sampling time T ϭ 10 ms (which corresponds to a Nyquist frequency of 50 Hz) and a prior P 0 that is flat for variances in an interval ͓L 2 ... 20L 2 ͔ and zero outside this interval. By using an upper cutoff (20L 2 ) on the prior, we prevent the divergences seen in Eq. (15) for N р 4 (i.e., for t р 40 ms). The assumption of an upper cutoff for the prior does not have much effect on the ideal-observer predictions for higher N, i.e., those for t у 80 ms. The dashed and the dotted curves in Fig. 2(b) show the ideal-observer fits (second variant; estimation of C) to the data of RV. For the dashed curve in Fig. 2(b) we used a sampling time T ϭ 10 ms and a prior p.d.f. P 0 Ј that is flat for standard deviations in the interval ͓L ... 12L͔ and zero outside this interval. The dotted curve in Fig. 2(b) was obtained with a sampling time T ϭ 20 ms and a prior P 0 for C that is flat on the interval ͓0 ... 7L͔ and zero outside this interval.
We conclude that the relatively gentle decline of contrast adaptation after the offset of background contrast as seen in our psychophysical experiments does not necessarily indicate an inefficiency in human observers (e.g., an overly strong dependence of contrast adaptation on contrasts that were shown relatively long ago). Mathematically optimal observers can be constructed that cannot estimate the zero contrast after a contrast offset at a rate faster than that seen in the recovery from adaptation in human observers. For this match between human and ideal observers, three aspects of the assumed ideal observer appear to be important. First, the ideal observer sees, not the noise-free luminance signal but only a noiseperturbed version of this signal. Second, in its estimates the ideal observer uses a continuous prior P 0 Ј( ) for the expected standard deviation of its input, not a discrete (binary) prior. Third, the ideal observer uses the prior information that the standard deviation of its input signal cannot be lower than the standard deviation of the noise alone.
DISCUSSION

A. Dynamics of Recovery from Adaptation
Recovery from adaptation in our experiments is a powerlaw function of the time t after the offset of the adapting contrast. Power-law recovery after contrast adaptation in psychophysical experiments has been reported before.
11,21
Greenlee et al. fitted a power law M(t) ϭ (t 0 /t) ␥ to their detection thresholds.
11
This would predict that thresholds approach zero after long recovery times t, whereas in fact the thresholds approach a finite level M 0 . To describe this aspect of the data, we prefer to fit the power law to the elevation E(t) ϭ (M(t) Ϫ M 0 )/M 0 of the thresholds above the level M 0 rather than to the thresholds M(t) themselves. As shown in Fig. 2 , this provides an excellent description of our data obtained for t Ͼ 20 ms. Obviously, a description E(t) ϭ (t 0 /t) ␥ cannot hold for t ϭ 0, the moment of the offset of the adapting contrast, since this would predict an infinite threshold rather than the finite thresholds obtained in the actual experiments. 10 However, since there are several simple ways in which Eq. (3) could be adjusted such that it yields a finite threshold for t ϭ 0 without markedly affecting its description for times t у 20 ms, this is not a serious problem for the proposed power-law description of the recovery from adaptation.
Our psychophysical results, obtained with a time T 0 ϭ 1280 ms between consecutive contrast switches, can be fitted with a time parameter t 0 in Eq. (3) of ϳ100 ms. Similar speeds of recovery from contrast adaptation have been reported by Foley and Boynton in experiments with contrast durations T 0 of 200 and 2000 ms. 10 As can be seen from the fits shown in Fig. 2 , a time scale t 0 ϭ100 ms provides a close match between Eq. (3) and ideal-observer predictions, with values T ϭ 10-20 ms for the sampling times used by the ideal observer, which are realistic in terms of the associated Nyquist frequencies of 25-50 Hz. In general, however, it has been found that the time scale t 0 that describes the recovery from contrast adaptation increases in proportion to the duration T 0 of the contrast blocks seen by the observer in the experiment, 11, 21 with t 0 becoming very large (tens of minutes) after prolonged contrast adaptation. 9, 11 In principle, the ideal-observer predictions could match such a slow recovery if we assumed sampling times T Ϸ 10 s used by the ideal observer that are much larger than the values T ϭ 10-20 ms assumed in the present calculations. The reason is that the time t N ϭ NT that is needed by the ideal observer to obtain N data samples is directly proportional to the assumed sampling time T. However, it would be hard to understand why an ideal observer would sample its input at such a low rate rather than obtaining new data as frequently as possible. Instead, for these slow recoveries, alternative explanations in terms of processes of self-calibration in the visual system have been suggested. 11 To obtain a match between the psychophysical results and the ideal observer, it was necessary to equip the ideal observer with a lower bound ϭ L in its prior p.d.f. for the standard deviation of the received signals. Contrast estimates decrease relatively slowly for the ideal-observer predictions in Fig. 2 because the actual input to the ideal observer after the offset of the physical contrast consists of samples s i Ј ϭ n i that have a standard deviation ϭ L that is equal to the lower bound of the prior. This would not be the case after a step decrement, rather than an offset, of the adaptation contrast, which would result in a faster decrease with time of the ideal-observer estimates. Indeed, in preliminary psychophysical experiments we have seen a faster adaptation after decrements in the contrast than after a complete offset of the contrast, which agrees at least qualitatively with the predictions for the ideal observer developed here.
Power-law dynamics in sensory adaptation has been reported also in physiological experiments, 22 but usually the dynamics of contrast adaptation seen in the physiology is described in terms of exponential functions. 1, 4, 5, 20 Time constants of effects of contrast adaptation seen in such experiments have a wide range, 20, 23 from ϳ10 ms 7, 24 to tens of seconds. 1 Conceivably, the power-law recoveries from contrast adaptation as seen in psychophysical experiments include multiple physiological processes occurring at different time scales, since it is mathematically possible to represent a power-law function as a superposition of exponentials with different time-scales. 22 The dynamics of contrast adaptation measured in the psychophysical experiments is qualitatively similar to measurements of light adaptation. 13, 25 The mathematical objective for the ideal observer in the estimation of stimulus luminance and stimulus contrast would be quite different, however. Luminance is a measure of the mean of the stimulus, whereas contrast measures the size of the fluctuations around this mean. 12 Nonetheless, processes of subtractive light adaptation 26, 27 early in the visual system discard the mean of the stimulus, leaving only the fluctuations in the stimulus as a basis for sensory estimates. 28 Thus it would be interesting to see if the psychophysics of light adaptation could be predicted from the behavior of an ideal observer that processes the input data after a subtractive light adaptation has occurred.
B. Choice of the Probability Distribution Functions
For the ideal-observer calculations we assumed inputs to the ideal detector that have Gaussian p.d.f.'s. Natural environments, however, have strongly non-Gaussian statistics. 29 It may be that processing in the early visual system converts the strongly nonGaussian natural inputs into signals that approach Gaussian distributions more closely. 29 Hence when we assume that the inputs to the ideal observers developed here consist of these processed signals rather than of the physical luminances, the conflict between our Gaussian assumption and natural vision is alleviated.
If the ideal observer were to know that the contrast used in the experiments consists of harmonic flicker rather than uncorrelated Gaussian noise, it could benefit from the structure present in the flicker in its estimation of stimulus contrast. Contrary to this prediction for the ideal observer, human observers seem to be unable to profit from the harmonic nature of the stimuli used; we find that they recover from adaptation about equally fast after the offset of harmonic flicker and after the offset of Gaussian noise. Thus it seems likely that the contrast adaptation properties that govern the psychophysics are low level and do not depend much on what the human observer knows about the current stimulus conditions. These low-level properties of contrast adaptation could well be based on the contrast dynamics that occurs in natural tasks in natural environments.
The prior p.d.f.'s P 0 used by the ideal observer are assumed to be power functions of stimulus contrast C (or internal contrast for the noisy observer) rather than the exponential distributions for stimulus contrast reported for natural environments. [30] [31] [32] However, we employed a power function purely for mathematical convenience. The ideal-observer results derived here do not depend strongly on the precise mathematical form that is assumed for the prior distribution. The one aspect of the prior that is important for our calculations is that it has a lower bound at some value ϭ L. As discussed in Subsection 4.C, this is a reasonable assumption when the inputs to the ideal observer are noisy; the standard deviation L of the noise sets the lower bound of the prior p.d.f. used by the ideal observer. Since noise in the visual system is ubiquitous, using noisy inputs to the ideal observers appears realistic and perhaps unavoidable. The assumption that a finite level of noise exists even when the physical input has zero contrast also helps to explain the nonzero detection thresholds measured for test pulses presented on steady backgrounds; finite test pulses are needed for detection because they must overcome the internal noise in order to be visible to the observer. A further intriguing possibility is that the noise may also set the lowest level of contrast adaptation: when stimulus contrast is zero, the observers adapt to the standard deviation of the internal noise.
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C. Adaptation after Contrast Onsets
In our psychophysical experiments, the recovery from adaptation after the offset of an adapting contrast lasts many hundreds of milliseconds, i.e., it is relatively slow. We have shown that the dynamics of the recovery from adaptation can match predictions for ideal observers. On the other hand, it has been shown that human observers can adapt very quickly after the onset of an adapting contrast. 34, 35 Indeed, in a direct comparison of the dynamics of adaptation after the onset and the offset of a background contrast, we have shown that adaptation is much faster after the onset of contrast than after the offset of contrast. 36 This asymmetry of the observed dynamics is fully consistent with ideal-observer predictions derived by DeWeese and Zador. 12 Thus it may well be that contrast adaptation in human vision is close to optimal not only after the offset of an adapting contrast but also after the onset of the contrast.
APPENDIX A
Here we show that the convergence of the contrast estimates in Subsection 4.B (noise-free observations) is exponential when the prior p.d.f P 0 (C) for stimulus contrast is binary:
With this expression used for P 0 (C) in relation (8) , the evaluation of the integrations in Eqs. (6) and (7) yields
where we defined h ϭ H/L, the ratio of the high and the low prior contrasts. Ĉ n (N) is equal to Ĉ N n (S N ) because for noise-free observations, P N (S N ͉C ϭ 0) in Eq. (7) equals ␦ (S N ), a ␦ function at S N ϭ 0. For sufficiently large N, the fraction 1/h N is small relative to 1; hence a Taylor expansion of Eq. (A2) yields
Equation (A3) describes an exponential approach of the estimate toward its final (steady-state) value L n . When expressed as a function of observation time t ϭ NT, the time constant of the exponential approach in relation (A3) equals T/ln h. For realistic values of T and h, the time constant is small, which indicates a fast approach of the ideal observer toward its final estimate. For instance, when T ϭ 10 ms and h ϭ 5 (which is roughly equal to the ratio of the steady-state thresholds measured in our experiments in the presence and the absence of the background flicker), equals 6.2 ms. This means that after the offset of stimulus contrast this ideal observer would attain steady state within a few tens of milliseconds, much faster than seen in our experiments.
APPENDIX B
The binary prior of Eq. (A1) leads to an exponential convergence of the contrast estimates also when the input 
where h ϭ H/L, the ratio of the high prior contrast H and the low prior contrast L. The exponential decay of the probability ratio in Eq. (B1) yields an exponential approach of the estimates n (N) toward L n , with a time constant Ј ϭ T/͓ln h Ϫ (h 2 Ϫ 1)/2h 2 ͔. For realistic values of T and h, Ј is small. For instance, T ϭ 10 ms and h ϭ 5 yields Ј ϭ 8.9 ms, indicating an approach that is much faster than seen in our experiments.
APPENDIX C
Here we prove the results of Eqs. (14) and (15) . Given the posterior p.d. 
where we have defined an integration variable u ϭ S N Ј / 2 . Given that the samples s i Ј are assumed to be Gaussian with standard deviation equal to L, the p.d.f. 
P(S N
Ј
