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Abstract
For any positive integer n and any graph G a set D of vertices of G is a distance-n dominating
set, if every vertex v∈V (G)−D has exactly distance n to at least one vertex in D. The distance-n
domination number =n(G) is the smallest number of vertices in any distance-n dominating set.
If G is a graph of order p and each vertex in G has distance n to at least one vertex in
G, then the distance-n domination number has the upper bound p=2 as Ore’s upper bound on
the classical domination number. In this paper, a characterization is given for graphs having
distance-n domination number equal to half their order, when the diameter is greater or equal
2n − 1. With this result we con6rm a conjecture of Boland, Haynes, and Lawson. ? 2002
Elsevier Science B.V. All rights reserved.
Keywords: Domination; Distance-n domination; Distance-n graph; Diameter
1. Introduction
For any graph G the vertex set and the order of G are denoted by V (G) and
p=p(G). The distance between two vertices x; y∈V (G) in G is denoted by dG(x; y).
If e(v)=maxx∈V (G) dG(v; x) for every vertex v∈V (G), then diam(G)=maxv∈V (G) e(v)
and rad(G)=minv∈V (G) e(v) are the diameter and the radius of G, respectively. For any
positive integer m a path on m vertices is denoted by Pm. The complement =G of a graph
G has vertex set V (G) and two distinct vertices are adjacent in =G if and only if they
are not adjacent in G. Let n be a positive integer and let G be a graph of order p. The
distance-n graph Dn(G) has vertex set V (G) and two vertices are adjacent in Dn(G)
if and only if the distance between them in G is n. If diam(G)= 2, then =G=D2(G).
Harary, Hoede and Kadle?cek [3] have already investigated distance-n graphs and, espe-
cially, the connectedness of distance-2 graphs in 1982. A set D ⊆ V (G) is a distance-n
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dominating set, if every vertex v∈V (G)−D has exactly distance n to at least one ver-
tex in D. The minimum cardinality among all distance-n dominating sets is called the
distance-n domination number, denoted by =n(G). For n=1 a distance-n dominating
set is an ordinary dominating set and =1(G)= (G). Unless other indication all nota-
tion refer to G (for instance, d(x; y)=dG(x; y)). If diam(G)¡n, then the distance-n
graph contains no edge and the distance-n domination number =n(G)=p(G). There-
fore, in this paper we assume that diam(G)¿ n. For other graph theory terminology
we follow [4].
2. Distance-n domination number
The distance-n graph, distance-n dominating set, and distance-n domination number
have been considered by Boland, Haynes and Lawson.
Lemma 2.1 (Boland, Haynes and Lawson [1]). For any graph G and any integer n;
=n(G)= (Dn(G)).
Ore’s [5] upper bound p(G)=2 on the domination number applied to the distance-n
graph Dn(G) leads to an upper bound on the distance-n domination
number.
Lemma 2.2 (Boland, Haynes and Lawson [1]). If Dn(G) has no isolated vertices; then
=n(G)6p(G)=2.
The distance-n graph Dn(G) has no isolated vertices if and only if the radius
rad(G)¿ n. The bound in Lemma 2.2 is sharp for every integer n (for instance,
G=P2n). It is interesting to discuss the structure of graphs, for which equality in
Lemma 2.2 holds. Therefore, we de6ne the following class of graphs.
Let m be an arbitrary integer and let G′ be a graph of order p′ with vertex set
{x1; x2; : : : ; xp′}. The graph G′ ♦Pm is obtained by taking the graph G′ and p′ copies
P1m; P
2
m; : : : ; P
p′
m of the path Pm and connecting the vertex xi with one endvertex of Pim
by an edge for all 16 i6p′.
3. Graphs having distance-n domination number equal to half their order
Independently of each other Payan and Xuong and Fink, Jacobson, Kinch and Roberts
gave a characterization of graphs with (G)= =1(G)=p(G)=2.
Theorem 3.1 (Payan and Xuong [6], Fink, Jacobson, Kinch and Roberts [2]). For a
graph G of even order p without isolated vertices; (G)=p=2 if and only if the
components of G consist of the cycle C4 of length 4 or the graph H ♦P1 for a
connected graph H .
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Corollary 3.2 (Boland, Haynes and Lawson [1]). Let n be an integer and let G be a
graph of even order p with radius rad(G)¿ n. Then =n(G)=p=2 if and only if the
components of Dn(G) consist of the cycle C4 or the graph H ♦P1 for a connected
graph H .
Using Corollary 3.2, Boland, Haynes and Lawson characterized all graphs G where
G and D2(G) are connected and the distance-2 domination number =2(G)=p(G)=2.
Theorem 3.3 (Boland, Haynes and Lawson [1]). Let G and D2(G) be connected of
order p¿ 4. Then; =2(G)=p=2 if and only if either diam(G)= 2 and =G=H ♦P1
or G=G′ ♦P3 for a connected graph H or G′.
These authors also posed the following conjecture.
Conjecture 3.4 (Boland, Haynes and Lawson [1]). Let G and Dn(G) be connected with
an even number of vertices p. Then, =n(G)=p=2 if and only if G=G′ ♦P2n−1 for
a connected graph G′.
In connection with this conjecture we observe that a graph G=G′ ♦P2n−1 for a
graph G′ has diameter diam(G)¿ 2n − 1. Hence, there are two ways to understand
Conjecture 3.4. The 6rst one is that the authors assume that there are no such graphs of
diameter diam(G)6 2n−2 and =n(G)=p=2. But since there exist a lot of graphs with
diam(G)6 2n−2 and =n(G)=p=2 (cf. Examples 5:5 below), we interpret Conjecture
3.4 in the second way, that means under the natural condition that diam(G)¿ 2n− 1.
In this sense the next result provides an aMrmative answer to Conjecture 3.4.
Theorem 3.5. Let n¿ 2 be an integer and let G and Dn(G) be connected of order p
such that diam(G)¿ 2n− 1. Then =n(G)=p=2 if and only if G=G′ ♦P2n−1 for a
connected graph G′.
4. Proof of Theorem 3.5
The following lemma is easy to prove.
Lemma 4.1. For any integer n¿ 2 and any graph G the distance-n graph Dn(G) =C4.
Proof of Theorem 3.5. For any integer n¿ 2 let G and Dn(G) be connected of order
p and diam(G)¿ 2n− 1. If G=G′ ♦P2n−1, then =n(G)=p=2.
Conversely, let =n(G)=p=2. From Corollary 3.2 and Lemma 4.1, we deduce that
Dn(G)=H∗ ♦P1 for a connected graph H∗ with p(H∗)=p=2. Let r=p=2 and let
H = {h1; h2; : : : ; hr} be the vertex set of H∗. For every i∈{1; 2; : : : ; r} let ki be the
unique vertex in V (G)− H adjacent to hi in Dn(G) and let K = {k1; k2; : : : ; kr}. Then
K =V (G)− H . Now, we obtain two obvious but important statements.
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(∗) Every vertex in K has distance n to exactly one vertex in G and this unique
vertex is in H .
(∗∗) There are no two vertices in K with distance n to the same vertex.
Next we use some further de6nitions.
De&nition 1. For any i∈{1; 2; : : : ; r} and v= ki ∈K let Fi be the component of G− hi
which contains ki. We de6ne Vi =V (Fi)∪{hi} andGi ≡ G(v)=G[Vi] =G−(V (G)−Vi).
De&nition 2. For every j∈N0 and y∈V (G) let Nj(y)= {x∈V (G) |d(x; y)= j} and
nj(y)= |Nj(y)|.
De&nition 3. For any path P= v0v1 : : : vm in G with v0 ∈K and vm ∈H we de6ne
i0(P)=max{i∈{0; 1; : : : ; m} | vj ∈K ∀ 06 j6 i} and i1(P)=min{i∈{0; 1; : : : ; m} | vj
∈H ∀ i6 j6m}.
Without loss of generality, we consider an arbitrary vertex k ∈K . Let h∈H be the
unique vertex with d(k; h)= n and let P= v0v1 : : : vn be a shortest path from v0 = k to
vn= h. Furthermore, we de6ne G0 =G(k) as well as Nj =Nj(k) and nj = nj(k) for all
j∈N0 and i0 = i0(P) just as i1 = i1(P).
It is our aim to show that k and h belong to an induced path P2n of 2n vertices and
only one endvertex of this path has neighbours outside the path. In order to do this,
we verify the following three statements.
(I) Nn+i contains exactly one vertex for every 06 i6 i0 (nn+i =1 for every 06 i6 i0).
(II) G0 is a path on 2n− i0 vertices (G0 =P2n−i0 ).
(III) G0 and the i0 vertices in
⋃i0
i=1 Nn+i form the induced subgraph P2n and only the
vertex in Nn+i0 is adjacent to vertices outside this path.
Claim 1. For every i∈{1; 2; : : : ; r}:
(a) d(ki; x)¡n for all x∈V (Gi)− {hi};
d(ki; hi)= n;
d(ki; x)¿n for all x ∈ V (Gi) and
(b) V (Gi) ⊆ V (Gj)− {hj} for all kj ∈V (Gi) ∩ K with hj ∈ V (Gi).
Proof. Let i∈{1; 2; : : : ; r}. (a) By de6nition, d(ki; hi)= n. For every x ∈ V (Gi), the
vertex hi = x belongs to every path from ki to x, in particular to a shortest path.
Therefore, d(ki; x)¿n. For the 6rst inequality of (a), let x∈V (Gi) − {hi}. Here, x
belongs to the same component Fi of G − hi as ki. Suppose that d(ki; x)¿ n. Then
every path from ki to x contains a vertex with distance n to ki and this vertex must
be hi. This is a contradiction.
(b) Let kj ∈V (Gi) ∩ K with hj ∈ V (Gi) and let y∈V (Gi) be arbitrary. There is
a path in Gi from kj to y, such that this path does not contain hj. Hence, kj and y
belong to the same component Fj of G − hj and y∈V (Gj) − {hj}. Since y∈V (Gi)
is arbitrary, V (Gi) ⊆ V (Gj)− {hj}.
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We de6ne s=max{d(h; x) | x ∈ V (G0)}. By Claim 1(a), V (G0)=
⋃n
j=0 Nj and
V (G)− V (G0)=
⋃n+s
j=n+1 Nj. Next we show that s¿ n.
Since Dn(G) and H∗ are connected, h has distance n in G to a vertex h∗ ∈H . Let
k∗ ∈K with d(k∗; h∗)= n.
Claim 2. s¿ n.
Proof. Suppose s¡n. We consider two cases.
Case 1: Let s=0. Then G0 =G and for every two vertices x; y∈V (G) − {h}
the distance d(x; y)6d(x; k) + d(k; y)6 2(n− 1)¡ diam(G). Hence, we have x= h
or y= h for all x; y∈V (G) with diam(G)=d(x; y). Let x∈V (G) be arbitrary with
diam(G)=d(x; h). Since 2n− 16 diam(G)=d(x; h)6d(x; k) + d(k; h)6 2n− 1, the
diameter diam(G)= 2n−1 and d(x; k)= n−1, such that there is a shortest path P′ from
h to x, which contains k. By k∗ ∈V (G0)=V (G), we have d(k∗; k)¡n=d(k∗; h∗) and
so there is a path from k∗ to k without h∗. Since d(h; h∗)= n and the only vertex in
P′ with distance n to h is the vertex k, we obtain that h∗ ∈ V (P′) and there are paths
from k∗ to x and to h without h∗. Hence, x; h∈V (G(k∗)) and d(x; h)6d(x; k∗) +
d(k∗; h)6 2(n− 1)¡ diam(G), which is a contradiction.
Case 2: Let 16 s¡n. If V (G)−V (G0) ⊆ H , then there is a vertex hs ∈Nn+s ⊆ H
and a vertex ks ∈K ⊆ V (G0) with d(ks; hs)= n=d(ks; h)+ s. By Claim 1(b), V (G0) ⊆
V (G(ks)). Furthermore, d(ks; x)6d(ks; h) + s= n for every x∈V (G) − V (G0) and
therefore, V (G) ⊆ V (G(ks)) and G(ks)=G. Thus, we obtain the same contradiction as
in Case 1. Hence, there is at least one vertex k ′ ∈ (V (G)−V (G0))∩K . Let d=d(h; k ′).
We get 0¡d6 s and d(k ′; x)= n for every x∈V (G0) with d(h; x)= n−d. Therefore
in view of (∗), vd is the only vertex in V (G0) with distance n−d to h, and vd belongs
to every path from k to h. By the hypothesis s¡n, it follows that h∗ ∈V (G0) and
vd belongs to every path from h to h∗. Hence, d(h∗; vd)=d. Obviously, k∗ ∈V (G0)
and there exists a path from k∗ to k without h∗. Since d(v; h)¡n=d(h∗; h) for ev-
ery v∈V (P) ∩ H , h∗ ∈ V (P) and there is also a path from k∗ to h without h∗.
If d(k∗; h)¿ n − s, there is a vertex outside V (G0) with distance n to k∗, which is
a contradiction to (∗). Thus, d(k∗; h)¡n − s6 n − d and no shortest path from h
to k∗ contains vd. Since vd belongs to every path from h to h∗, it also belongs to
every path from k∗ to h∗. Therefore, d(k∗; vd)= n − d(h∗; vd)= n − d. Since vd be-
longs to every path from h to k, it also belongs to every path from k∗ to k. Hence,
d(k∗; k)=d(k∗; vd) + d(vd; k)= n, which is a contradiction.
We observe that Claim 2 requires the condition diam(G)¿ 2n− 1.
By s¿ n, we know that nn+i¿ 1 for all 06 i6 n. Since vi ∈K and d(vi; x)= n for
every x∈Nn+i and 06 i6 i0, we have nn+i =1 for every 06 i6 i0, by (∗). Hence,
the proof of (I) is completed. Next, we show i1 = i0 + 1.
According to (∗∗), we get N2n ⊆ H . Let h∗ ∈N2n and let W =w0w1 : : : wn be a
shortest path from h=w0 to h∗=wn. Then k∗ ∈ V (G0), wj ∈Nn+j and d(vj; wj)= n
for all 06 j6 n.
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Claim 3.
⋃2n
j=n Nj ⊆ H .
Proof. Suppose there is a vertex xi ∈Nn+i ∩ K for some i with 06 i6 n. Then vi is
the unique vertex in G with distance n to xi. By (∗), i =0, and by (∗∗), i = n. Since
every path from xi to a vertex with distance greater or equal n contains vi, all vertices
in V (G) − V (G0) are within distance n − 1 to xi, in particular k∗ ∈V (G(xi)). Hence,
there is a path from k∗ to xi without h∗. By d(k; xi)= n + i¡d(k; h∗), there exists a
path from k to xi without h∗. Thus, we obtain a path from k∗ to k without h∗, and
d(k; k∗)6 n, which is a contradiction to k∗ ∈ V (G0).
Claim 4. i1 = i0 + 1.
Proof. Suppose that i1¿i0 + 1. Since vi0+1 ∈H and vi1−1 ∈K , we conclude that
i1¿i0+2 and that there exists an index t ∈{i0+1; : : : ; i1−2} with vt ∈H and vt+1 ∈K .
Let kt be the unique vertex in K with d(kt ; vt)= n. In view of Claim 3, we know that
kt ∈V (G0). Since d(vt+1; wt+1)= n and vt+1 ∈V (G0) ∩ K , it follows from Claim 1(b)
that V (G0) ⊆ V (G(vt+1))−{wt+1}. In particular, d(vt+1; kt)¡n. Hence, there is a path
from kt to vt+1 without vt and consequently, there are paths from kt to h and via h to
h∗ without vt . Thus, n¿d(kt ; h∗)=d(kt ; h) + n, which is a contradiction.
To prove (II), we 6rst show that P2n−i0 ⊆ G0. For this purpose, let u be the unique
vertex in K with d(u; vi1 ) = n and let U = u0u1 : : : un be a shortest path from u= u0
to vi1 = un with maximum cardinality of the intersection V (U ) ∩ V (P). Claim 3 gives
u∈V (G0), which implies that V (U ) ⊆ V (G0). The next claim shows that the vertices
in U and P form a path P2n−i0 ⊆ G0.
Claim 5.
(a) {vi1+i | 16 i6 n− i1} ∩ V (G(u))= ∅;
(b) d(ui; vi1+i)= n for all 06 i6 n− i1;
(c) vi = un−i1+i for all 06 i6 i1;
(d) {u0; u1; : : : ; un−1} ⊆ K .
Proof. (a) If i1 = n, then {vi1+i | 16 i6 n − i1}= ∅. Let i1¡n. Suppose that vi1+i ∈
V (G(u)) for some i∈{1; 2; : : : ; n − i1}. Then h; h∗ ∈V (G(u)) and n¿d(u; h∗)=
d(u; h) + d(h; h∗)¿n, a contradiction.
(b) By (a), d(ui; vi1+i)=d(ui; un) + d(vi1 ; vi1+i)= n for all 06 i6 n− i1.
(c) By (a), we have V (U )∩V (P) ⊆ {v0; v1; : : : ; vi1}. Since d(vi; vi1 )6 i1¡d(uj; vi1 )
for every 06 i6 i1 and 06 j6 n−i1−1, we get V (U )∩V (P) ⊆ {un−i1 ; un−i1+1; : : : ; un}.
For every06 i; j6 i1; i = j, we deduce vi = un−i1+j, by d(vi; un) =d(un−i1+j; un). Sup-
pose that vi = un−i1+i for some i∈{0; 1; : : : ; i1}. Then, V (U )∩V (P) ⊆ {v0; v1; : : : ; vi1}−
{vi}. If v0 = un−i1 , then the path U ′= u0u1 : : : un−i1v1 : : : vi1 is a shortest path from u
to vi1 and |V (U ′) ∩ V (P)|= |{v0; v1; : : : ; vi1}|¿ |V (U ) ∩ V (P)|, which is a contradic-
tion to the maximality of |V (U ) ∩ V (P)|. Hence, v0 = un−i1 . Therefore, we deduce
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un−i1 ∈H from (b) and (∗∗). Let kn−i1 be the unique vertex in K with distance n to
un−i1 . By Claim 3, kn−i1 ∈V (G0) and there is a path from kn−i1 to k without un−i1 . As
shown above we have un−i1 ∈ {v1; v2; : : : ; vn}. Hence, there is a path from kn−i1 to h
and to h∗ without un−i1 . This leads to the contradiction n¿d(kn−i1 ; h
∗)=d(kn−i1 ; h)+
d(h; h∗)¿n.
(d) By (c), un−1 = vi0 ∈K and i1(U )= n (cf. De6nition 3). Since Claim 4 is valid for
any arbitrary vertex k ∈K and for any arbitrary shortest path P from k to h, it is also
valid for the vertex u∈K and the path U from u to vi1 . Hence, i0(U )= i1(U )−1= n−1
and {u0; u1; : : : ; un−1} ⊆ K .
By Claim 5, V (U ) ∩ V (P)= {v0; v1; : : : ; vi1} and u0u1 : : : un−1vi1 : : : vn=P2n−i0 ⊆ G0.
Now we show (II) (G0 =P2n−i0 ).
Claim 6.
(a) k ′ ∈ (V (G0)∩K)−V (U ) for every k ′ ∈K with d(k ′; h′)= n for some h′ ∈ (V (G0)∩
H)− V (P).
(b) d(k ′; x)¿n for every k ′ ∈ (V (G0) ∩ K)− V (U ) and x∈V (U ) ∪ V (P).
Proof. (a) Let h′ ∈ (V (G0)∩H)− V (P) be arbitrary and let k ′ ∈K with d(k ′; h′)= n.
Claim 3 implies that k ′ ∈V (G0). Suppose that k ′ ∈V (U ). By Claim 5(c) and (d),
we have V (U ) ∩ K = {ui | 06 i6 n − i1} ∪ {vi | 06 i6 i0}. From Claim 5(b), if
k ′ ∈{ui | 06 i6 n− i1}, then k ′ has distance n to a vertex in {vi1+i | 06 i6 n− i1} be-
sides h′. If k ′ ∈{vi | 06 i6 i0}, then k ′ has distance n to a vertex in {wi | 06 i6 i0}
besides h′. Both cases contradict (∗).
(b) Let k ′ ∈ (V (G0)∩K)−V (U ) and let h′ be the unique vertex with distance n to k ′.
Suppose that h′ ∈ V (G0). This implies d(k ′; h′)=d(k ′; h) + d(h; h′) and u∈V (G0) ⊆
V (G(k ′)), by Claim 1(b). We deduce h′ ∈ {wi | 06 i6 i0}=
⋃i0
i=0 Nn+i from (∗∗)
and (I). Thus, d(h; h′)¿i0 and d(k ′; h)¡n − i0. Since k ′ ∈V (G(u)) and, by Claim
5(a), h ∈ V (G(u)) or h= un, we know that d(k ′; h)=d(k ′; un) + d(un; h)¿ 1 + (n −
i1)= n − i0, which is a contradiction. Hence, we get h′ ∈V (G0) ∩ H . Suppose that
h′ ∈{vi1+i | 06 i6 n − i1}=(V (U ) ∪ V (P)) ∩ H . Then from Claim 5(b), we obtain
that k ′ and a vertex u′ ∈{ui | 06 i6 n − i1} ⊆ K have distance n to h′, which is a
contradiction to (∗∗). This yields h′ ∈ (V (U ) ∪ V (P)). Suppose that there is a vertex
x∈V (U ) ∪ V (P) with d(k ′; x)6 n. Then there exists a path from k ′ to x without h′
and a second path from x via h to h∗ without h′. Hence, we get h; h∗ ∈V (G(k ′)) and
n¿d(k ′; h∗)=d(k ′; h) + d(h; h∗)¿n, a contradiction.
Claim 7. G0 =P2n−i0 .
Proof. Since d(k ′; k)¡n for all k ′ ∈V (G0) ∩ K , it follows from Claim 6(b) that
(V (G0) ∩ K) − V (U )= ∅. By Claim 6(a), we have (V (G0) ∩ H) − V (P)= ∅. Hence,
V (G0)∩K =V (U )∩K and V (G0)∩H =V (P)∩H . Thus, V (G0)=V (U )∪V (P) and
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u0u1 : : : un−1vi1 : : : vn=P2n−i0 is a spanning subgraph of G0. By Claim 5(b), there is no
edge in G0 which does not belong to U or P. Consequently, G0 =P2n−i0 .
It remains to prove (III). By (I), we have Nn+i = {wi} for all 06 i6 i0, which
implies that (III) is equivalent to Claim 8.
Claim 8. G[V (G0)∪{wi | 06 i6 i0}] =P2n and N (x; G) ⊆ (V (G0)∪{wi | 06 i6 i0})
for all x∈ ((V (G0)− {h}) ∪ {wi | 06 i¡ i0}).
Proof. By (II) and by the de6nition of G0, we obtain that G0 =P2n−i0 is an induced
subgraph of G and N (x; G) ⊆ V (G0) for all x∈ (V (G0) − {h}). If i0 = 0, then we
are done. Let i0¿ 0. By (I) and by De6nition 2, the vertices w0; w1; : : : ; wi0 form an
induced path, and N (h; G)= {vn−1; w1} and N (wi; G)= {wi−1; wi+1} for all 16 i¡ i0.
Thus, G[V (G0) ∪ {wi | 06 i6 i0}] = u0u1 : : : un−1vi1 : : : vnw1 : : : wi0 =P2n and wi0 is the
only vertex in this path, which may have neighbours outside the path.
So, we have shown (III). Hence, every arbitrary k ∈K and the appendant h∈H
belong to an induced path P2n and only the endvertex in Nn+i0 has neighbours outside
this path. These endvertices form a graph G′. Thus, every vertex in G′ is an endvertex
of at least one pendant induced path on 2n vertices. Suppose that a vertex x∈V (G′) is
incident with more than one such path P2n. Each of those paths contains a vertex in K
with distance n to x, which is a contradiction to (∗∗). We conclude that G=G′ ♦P2n−1,
and the proof of Theorem 3.5 is complete.
5. Observations, corollaries and examples
Observation 5.1. Theorem 3.5 yields the case diam(G) =2 of Theorem 3.3. For
diam(G)= 2 Theorem 3.3 follows immediately from Corollary 3.2 and Lemma 4.1.
Observation 5.2. In Theorem 3.5, it is possible to replace the condition Dn(G) is con-
nected by Dn(G) has no component isomorphic to C4. The hypothesis diam(G)¿ 2n−1
ensures that Dn(G) has no isolated vertices and consequently, Lemma 2.2 implies that
=n(G) still has the upper bound p(G)=2. By Lemma 4.1, this new condition is weaker
than the old one for every n¿ 2.
Furthermore, with this new condition and n=1 Theorem 3.5 coincides with
Theorem 3.1.
Proof that Theorem 3.5 holds with this weaker condition
=n(G)=p=2 follows immediately from G=G′ ♦P2n−1 without any condition on Dn(G).
Hence, we only need the connectedness of Dn(G) to show that G=G′ ♦P2n−1 follows
from =n(G)=p=2. In the preceding proof this condition is used twice. Firstly, in the
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beginning, to show that Dn(G)=H∗ ♦P1, and secondly, after Claim 1, where we use
that H∗ has no isolated vertices.
Let =n(G)=p=2. The condition that Dn(G) has no component isomorphic to C4 is
suMcient to verify Dn(G)=H∗ ♦P1, by rad(G)¿ diam(G)=2¿ n and by Corollary
3.2. Notice that H∗ no longer has to be connected. Now, we can continue the proof
in Section 4 till Claim 1 inclusive. Here, we have to distinguish two cases. The 6rst
case, that H∗ has no isolated vertices, is shown in Section 4. The second case, that
H∗ has at least one isolated vertex, leads immediately to G=P2n=P1 ♦P2n−1 as the
following shows.
Since k is arbitrary, let k be a vertex in K with distance n to an isolated vertex
h in H∗. P is a shortest path from k to h. We de6ne A= {x∈V (G) | d(x; h)¿ n}
just as C = {x∈V (G) | d(x; k)¿ n} and B= {x∈V (G) | d(x; h)6 n; d(x; k)6 n}. Ob-
viously, d(k; x)¡n for all x∈A and d(h; x)¡n for all x∈C. Hence, d(x; y)6 2n−2
for all vertices x; y∈V (G) − A or x; y∈V (G) − C. Let a and c be arbitrary with
d(a; c)= diam(G). Then, without loss of generality, a∈A and c∈C and 2n−16d(a; c)
6 3n − 2. Let k∗ ∈K , k∗ = k and let h∗ be the unique vertex with distance n to k∗.
Suppose that k∗; h∗ ∈B. Since k∗ is within distance n−1 from k and h, no shortest path
from k∗ to a vertex in A or C contains h∗ and d(a; c)6d(a; k∗)+d(k∗; c)6 2(n−1),
which is a contradiction. Thus, no pair k∗; h∗ is in B. If k∗ ∈K−B, then k∗ has distance
n to a vertex in P and this vertex is h∗. Hence, no pair k∗; h∗ is in V (G)−B. This im-
plies, that there are no two diPerent vertices in A or in C, respectively, with the same
distance to k or to h, respectively. On the other hand, we deduce that B=V (P). There-
fore, G is a path on p=diam(G)+1 vertices and 2n6p6 3n−1. Let G= x1x2 : : : xp
and suppose p¿ 2n. Then both vertices x1 and x2n+1 have distance n to xn+1 and to
no other vertex. This contradicts Dn(G)=H∗ ♦P1. Hence, G=P2n.
With the support of Observation 5:2 it is easy to see, that the characterization of
Theorem 3.5 holds without any condition on the distance-n graph Dn(G) if the diameter
of the graph G is large enough. The reason for this is that the diameter of a connected
graph G is at most 2(n−1)+2n if the distance-n graph of G has at least one component
isomorphic to C4.
Corollary 5.3. Let n¿ 2 be an integer and let G be a connected graph of order p
such that diam(G)¿ 4n−1. Then =n(G)=p=2 if and only if G=G′ ♦P2n−1 for any
connected graph G′.
The following three examples show that Theorem 3.5 is not valid without the weaker
condition of Observation 5:2 for graphs of diameter less than 4n− 1.
Example 5.4. Consider graphs G of the following three types. Let n¿ 2 be an arbitrary
integer.
(1) G=C4n.
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(2) G consists of two disjoint paths x0x1 : : : xn and y0y1 : : : yn, along with the three
additional edges x0y0; x0y1; x1y0.
(3) G consists of two disjoint paths x0x1 : : : xn+1 and y0y1 : : : yn+1, along with the six
additional edges x0y0; x0y1; x0y2; x1y0; x1y1; x2y0.
All these graphs have diameter 2n or 2n + 1¡ 4n − 1 and the distance-n graphs
contain at least one component isomorphic to C4, and the remaining components are
isomorphic to P2 =P1 ♦P1. By Corollary 3.2, we deduce =n(G)=p(G)=2, but these
graphs obviously do not satisfy G=G′ ♦P2n−1.
Analogous to (2) and (3) it is possible to construct such graphs up to diameter
3n− 1 for every n¿ 2.
Now we give some examples of graphs G where G and Dn(G) are connected,
=n(G)=p(G)=2, but diam(G)¡ 2n− 1 and consequently, G =G′ ♦P2n−1.
Example 5.5.
(1) Let n¿ 2 be arbitrary. We consider the graph G consisting of a cycle C2n−1 =
x1x2 : : : x2n−1x1, the additional vertices y1; y2; : : : ; y2n−1 and the additional edges
yixi, yixi+1 for every 16 i6 2n − 2 and y2n−1x2n−1, y2n−1x1. This graph has
diameter n and Dn(G)=C2n−1 ♦P1. Hence, G and Dn(G) are connected and
=n(G)=p=2.
(2) Let n¿ 3 be arbitrary. The graph G=C2n−2 ♦P1 has diameter n+1. If n is odd,
then Dn(G) ∼= G and consequently G and Dn(G) are connected and =n(G)=p=2.
If n is even, then Dn(G) is disconnected, but it consists of two components
isomorphic to Cn−1 ♦P1, so that again =n(G)=p=2.
(3) Let n=3 and let t¿ 3 be an arbitrary integer. For i=1; 2 let Gi be a bipartite
graph with partite sets Xi = {xi1; xi2; : : : ; xit} and Yi = {yi1; yi2; : : : ; yit} and edges
xiryis for all 16 r; s6 t with r = s. Consider the graph G consisting of G1; G2 and
additional edges connecting every vertex of X1 with every vertex of X2. This graph
has order p=4t, diameter n=3 and D3(G)=Kt; t ♦P1. Hence, G and D3(G) are
connected and =3(G)=p=2.
Observation 5.6. From Theorem 3.5 and Examples 5.5 we deduce that there are con-
nected graphs G where Dn(G) has no component isomorphic to C4 and =n(G)=p=2
for all diameters diam(G)= n, n+1(n¿ 3), 2n− 1 and diam(G)¿ 2(2n− 1)+ 1, but
not of diameter 2n−1¡ diam(G)¡ 4n−1. Hence, for n=2; 3 and for given diameter
we either can construct such a graph or we know that there exists no such graph.
For n¿ 4 it remains unsolved, whether there are such graphs G of diameter n+ 1¡
diam(G)¡ 2n− 1.
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