The visual perception of human faces by man is fast and efficient compared to that of other categories of objects. Using a saccadic choice task, recent studies showed that participants were able to initiate fast reliable saccades in just 100-110 ms toward an image of a human face, when this was presented alongside another image without a face. This extremely fast saccadic reaction time is barely predicted using classical models of visual perception. Thus, the present research investigates whether this result might be explained by the low spatial frequency content of images. Using the same paradigm, with two images simultaneously presented to the left or right visual fields, participants were asked to make a saccade towards a target image. The target was defined as an image belonging to one category: human face, animal or vehicle. The other image corresponded to the distractor and belongs to the other categories. We compared performance to saccade toward one category of target. The two images were displayed either in color, gray-level, low-pass filtered or high-pass filtered. As previous studies, we found that the shortest SRT was observed for saccades towards faces rather than towards animals or vehicles. Analysis of saccadic reaction time distributions showed that, in 130-140 ms, participants were able to make more correct than incorrect saccades towards faces for unfiltered (color and gray-level) and low-pass filtered images whereas they needed more time for high-pass filtered images. In contrast, the minimum time participants needed to correctly saccade towards animals and vehicles was longer for low-pass and highpass filtered than for unfiltered images. The analysis of the image statistics in the Fourier domain revealed that the amplitude spectrum of faces was mainly contained in the low spatial frequencies. Consistent with a coarse-to-fine processing of visual information, our results suggest that extremely fast saccades towards faces could be initiated by low spatial frequencies.
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Introduction
Human faces correspond to a singular stimulus and might be considered as one of the most important visual stimuli due to their role in social interactions. Humans have developed face-specific cognitive and neural processes that are not recruited for other visual categories of objects (Rivolta, 2014) . Electrophysiological and behavioral evidence support the impressive speed of face perception relative to other visual stimuli (Liu, Higuchi, Marantz, & Kanwisher, 2000; Liu, Harris, & Kanwisher, 2002; Crouzet, Kirchner, & Thorpe, 2010; Crouzet & Thorpe, 2011) . Eye-tracking data have also reported a particular status for faces. Faces immediately attract the gaze of observers who spend most of their time looking at faces (Foulsham, Cheng, Tracy, Henrich, & Kingstone, 2010; Hirvenkari et al., 2013; Coutrot & Guyader, 2014) . Using a saccadic choice task, Crouzet et al. (2010) demonstrated that participants were able to initiate fast reliable saccades in just 100 to 110 ms towards images containing human faces, when these were presented alongside another image without a human face (e.g., animals or vehicles). This preference for human faces over other categories of objects persists at positions with large eccentricities, up to 80° (Boucart et al., 2016) . The very fast saccadic reaction time (SRT) is barely predicted using classical models of visual perception. When taking into account the time needed to transmit and process visual information, such SRT might be explained by information transmitted through subcortical http://dx.doi.org/10.1016/j.visres.2016.12.019 0042-6989/Ó 2017 Elsevier Ltd. All rights reserved.
pathways (Nakano, Higashida, & Kitazawa, 2013) or primary visual areas, but only in a feed-forward manner (Crouzet, Overgaard, & Busch, 2014) . Following a theoretical framework that compares the first stages of the visual system to a Fourier analysis (Westheimer, 2001) , and taking into account a result showing that saccades to faces might depend on information in the Fourier amplitude spectrum (Honey, Kirchner, & VanRullen, 2008) , Crouzet and Thorpe (2011) investigated whether the very fast SRT obtained in their previous study (Crouzet et al., 2010) might be explained by processing of the image spectrum that contains both amplitude and phase information. They concluded that even if information contained in the amplitude spectrum might be effectively used by the visual saccadic system to initiate fast saccades towards faces, information contained in the phase spectrum might also explain a part of the fast SRT towards faces. Some computational models (Oliva & Torralba, 2001; Torralba & Oliva, 2003; Guyader, Chauvin, Peyrin, Hérault, & Marendaz, 2004) and behavioral studies in humans (Guyader et al., 2004; Greene & Oliva, 2009) show that using only the information contained in the amplitude spectrum, the semantic category of scenes might be extracted. However, the majority of models of visual perception converge on a coarse-to-fine processing of information in scene perception, taking into account both the amplitude and the phase spectra of images (Bar, 2003; Bar et al., 2006; Bullier, 2001; Hegdé, 2008; Peyrin et al., 2010; Kauffmann, Ramanoël, & Peyrin, 2014; Kauffmann, Chauvin, Guyader, & Peyrin, 2015; Schyns & Oliva, 1994) . According to these models, visual analysis is based on the parallel extraction of different attributes at different spatial frequencies in scenes. It follows a predominant and default coarseto-fine processing sequence with an initial processing of low spatial frequency (LSF) information followed by processing of high spatial frequency (HSF) information. In this framework, amplitude and phase information are not separated but are kept together to form either low-pass filtered images containing only LSF or highpass filtered images containing HSF.
The coarse-to-fine processing sequence has also been demonstrated to operate in the perception of human faces. Goffaux & Rossion, 2006 (2006 see also Vlamings, Goffaux, & Kemner, 2009 ) demonstrated that the integration of facial cues into a global representation, holistic processing, relies on facial processing of LSF (below 8 cycles per face), while the analysis of details (e.g., eyes, mouth) relies on processing of HSF (above 32 cycles per face). The determination of identity may rely on middle spatial frequencies (between 8 and 13 cycles per face, see Näsänen,1999) . Second, a number of neuroimaging studies have shown that fearful facial expressions are predominantly mediated by LSF information (Vlamings et al., 2009; Pourtois, Dan, Grandjean, Sander, & Vuilleumier, 2005; Vuilleumier, Armony, Driver, & Dolan, 2003) . Furthermore, the coarse-to-fine processing of faces was the central focus of a neuroimaging study conducted by Goffaux et al. (2011) . These authors manipulated the duration of exposure of filtered images of faces (LSF and HSF images). They showed that face-selective regions (e.g., the fusiform face area; Kanwisher, McDermott, & Chun, 1997) were more strongly activated by LSF in the early stages of visual processing (up to 75 ms of face exposure), and this activation decreased as a function of exposure duration (mostly to 150 ms). In contrast, activation in response to HSF faces increased over time within these regions.
Based on this predominant coarse-to-fine strategy for face perception, the present study was designed to assess whether the extremely rapid SRT to initiate saccades towards faces (Crouzet et al., 2010) , relies on the processing of LSF. We used a saccadic choice task during which two images were simultaneously presented in the right and left visual fields. We compared performance for LSF filtered, HSF filtered, and unfiltered gray-level photographs belonging to three categories of stimuli: faces, animals, and vehicles. Additionally, as Goffaux, Jacques, Mouraux, Oliva, and Schyns (2005) suggested that scene categorization relies on fast extraction of the gist encompassing luminance information and diagnostic color information, we also tested whether color information in photographs influences SRT toward faces, in comparison with gray-level photographs. Then we analyzed the statistics of images in the Fourier domain, i.e. the statistics of the spatial frequency content, to investigate how the information contained in the amplitude spectrum of our stimuli may explain very fast SRT towards faces.
Saccadic choice experiment
2.1. Method 2.1.1. Participants Forty-two participants (35 females; mean age = 22 ± 5 SD) took part in the experiment. Participants were students of Grenoble Alpes University. All participants had normal or corrected-tonormal vision, were naïve concerning the experiment and were not familiar with the saccadic choice task. All participants gave their informed written consent before participating in the study, which was carried out in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki) for experiments involving humans.
Stimuli
The stimuli consisted of 330 colored photographs: 110 images of human faces, 110 images of vehicles, and 110 images of animals (see examples in Fig. 1 ). For each category, 10 images were used for training and 100 images for the main experiment. Images were selected from Crouzet et al. (2010) who chose images from the Corel photo-library database or downloaded them from the Internet (mostly for pictures of cars). The image resolution was 300 Â 300 pixels covering 11 Â 11°of visual angle at a viewing distance of 60 cm.
Stimuli were computed according to the following sequence: mean luminance and contrast luminance were normalized and then filtered using the MATLAB image processing toolbox (Mathworks Inc., Sherborn, MA, USA). Four viewing conditions of each scene were computed: normalized color, normalized gray-level, LSF, and HSF scene. To compute a gray-level condition of each color scene the value of each pixel was obtained by averaging the red, green, and blue values of the corresponding pixel in the color scene (values were comprised between 0 and 255). The mean luminance and mean root-mean-square contrast (standard deviation of the luminance) of all scenes were equalized. For each scene, the mean luminance was fixed at 99, which corresponds to the mean luminance over the whole database, and the standard deviation was fixed at 55, which also corresponds to the mean standard deviation over the whole database. Normalized color scenes were obtained using normalized luminance and the original chrominance. For LSF and HSF scenes, normalized gray-level scenes were either low-pass or high-pass filtered to preserve LSF or HSF values. Filtered scenes were obtained by multiplying the Fourier transform of the normalized gray-level scene with Gaussian filters. We removed the spatial frequency content above 1 cycle per degree of visual angle for LSF scenes and below 6 cycles per degree for HSF scenes (Fig. 2) .
Apparatus
Stimuli were displayed against a gray background (pixel value of 128 on a 256-level gray scale) on a 21 inch CRT monitor with a spatial resolution of 1024 Â 768 pixels and a refresh rate of 100 Hz. The display with the experimental setup had been gamma corrected (linearization). Participants were seated 60 cm from the display (mean gray level luminance 68 cd/m2) with head stabilized with a chin rest, forehead rest, and headband. E-Prime software (Eprime Psychology Software Tools Inc., Pittsburgh, USA) was used to present the stimuli and to trigger the eye-tracker. Eye movements were recorded using the Eyelink 1000 eye-tracker (SR Research) with a sampling rate of 250 Hz and a nominal spatial resolution of 0.01 degrees of visual angle. Eye movements were recorded using the binocular ''pupil-corneal reflexion" mode. Only the movement of one eye was analyzed (i.e. the dominant eye of the participant). Saccades were automatically detected by the Eyelink software with the following thresholds: velocity (30 degrees/s), acceleration (8000 degrees/s 2 ), and saccadic motion (0.15°). Fixations were detected as long as the pupil was visible and as long as there was no saccade in progress. Blinks were detected as saccades with a partial or total occlusion of the pupil. Each experimental session was preceded by a calibration procedure during which participants focused their gaze on nine separate targets in a 3 Â 3 grid that occupied the entire display. A drift correction was carried out every ten trials and a new calibration was performed at the middle of the experiment and if the drift error rose above 0.5°. The direction and latency of the first saccade from the onset of the photographs (also called the saccadic reaction time) were recorded.
Procedure
A trial starts with a black fixation cross displayed centrally for 800 to 1600 ms (the duration was sampled from a uniform distribution), followed by a gap (mean gray-level screen) of 200 ms. After the gap, two images (a target and a distractor) were simultaneously displayed on each side of the screen for 400 ms. Image centers were always 7.6°from the center of the screen. The inter-trial interval was fixed at 1000 ms (Fig. 3) .
One group of 14 participants was given human faces as targets (distractors were vehicles and animals), a second group of 14 participants was given animals as targets (distractors were human faces and vehicles) and a third group of 14 participants was given vehicles as targets (distractors were human faces and animals). Participants completed four experimental conditions, one for each viewing condition of stimulus (color, gray-level, LSF, and HSF). Each experimental condition was blocked in an experimental session and the order of the experimental sessions was counterbalanced across participants. For the four experimental sessions, participants had to make a saccade as rapidly and accurately as possible towards the target. There were 200 trials in each session. In one session, the target image was seen twice, one for each type of distractor, on the left and the right side, randomly. Hence, the experiment encompassed 800 trials and lasted about 45 min. Participants underwent a training session to become familiarized with the stimuli and the task. 
Results
Statistical analyses were performed using the Statistica software (http://www.statsoft.fr) on the percentage of first error saccades (i.e. a saccade toward the distractor) and the mean saccadic reaction time (SRT) of the first correct saccade (the delay between the stimulus onset and the beginning of the first correct saccade). The first error saccade rate and mean SRT were statistically analyzed using a repeated-measure ANOVA. The significant level of tests was set at 0.01.
Three participants were discarded from the analyses, one in the animal target group and two in the vehicle target group, for results at chance level. Then, to measure the shortest time needed to correctly saccade toward human faces, we analyzed the SRT distributions as in Crouzet et al. (2010) . Using these distributions for each experimental condition, we extracted the shortest SRT for which there were more correct than error saccades. This was called the minimum saccadic reaction time (min SRT).
First error saccade
A repeated measures ANOVA was run on the first error saccade rate with the target category (face, animal, and vehicle) as a between-subjects factor, the viewing condition (color, gray-level, LSF, and HSF) and the spatial location of the target (left and right) as within-subjects factors. The results are plotted as a function of the two main factors of interest: the target and the viewing condition (Fig. 4) .
The results showed a main effect of the target (F(2,36) = 14.44, p < 0.0001) with a higher accuracy for faces than for animals (errors: 14% vs. 31%; Wilk, p < 0.0001), for faces than for vehicles (errors: 14% vs. 29%; Wilk, p < 0.0001), and for vehicles than for animals (errors: 29% vs. 31%; Wilk, p < 0.0001). There was also a main effect of the viewing condition (F(3108) = 32.68, p < 0.0001) with no significant difference in accuracy between color and gray-level scenes (22% vs. 22%, F(1,36) < 1; p = 0.91), fewer errors for LSF scenes than for HSF scenes (26% vs. 30%, F(1,36) = 17, p < 0.001), and fewer errors for unfiltered than for filtered scenes Fig. 2 . Examples of the four viewing conditions of stimuli for the three categories; from the top to the bottom row: vehicles, animals, and faces; from left to right: color, graylevel, LSF, and HSF. It should be noted that the perception of spatial frequencies could be affected by picture reduction of scenes for illustrative purposes. In the experiment, picture size was about 10 times bigger than in this figure. Fig. 3 . Time course of a trial. Participants had to gaze at a central cross (800-1600 ms). After a 200 ms gap, two images were displayed side by side (image centers were 7.6°from the screen center) for 400 ms, followed by a gray screen for 1000 ms.
(color vs. LSF: 22% vs. 26%, F(1,36) = 28,4, p < 0.0001; color vs. HSF: 22% vs. 30%, F(1,36) = 80.13, p < 0.0001; gray-level vs. LSF: 22% vs. 26%, F(1,36) = 18, p < 0.001; gray level vs. HSF: 22% vs. 30%, F(1,36) = 55.6, p < 0.0001). Finally, participants made fewer errors when the target was on the left than when it was on the right side of the screen (21% vs. 27%, F(1,36) = 7.57, p < 0.01). No interaction was significant: target Â viewing condition (F(6, 108) = 1.67, p = 0.13), target Â location (F(2,36) < 1), viewing condition Â location (F(3108) < 1), and target Â viewing condition Â location (F(6, 108) < 1).
Mean correct saccadic reaction time (mean SRT)
When the first saccade was correctly directed toward the target image, SRTs were analyzed for each experimental condition. SRTs shorter than 50 ms were removed from the analysis (less than 1% of the total number of trials); in fact such short saccades are considered as anticipatory saccades. A repeated-measures ANOVA was run for the mean SRT of the first correct saccade with the target category (face, animal, and vehicle) as a between-subjects factor, the viewing condition (color, gray-level, LSF, and HSF) and the spatial location of the target (left and right) as within-subjects factors. The main results are plotted in Fig. 5 .
The results showed a main effect of the target (F(2, 36) = 5.26, p = 0.01). Participants were faster to detect faces than animals (199 ms vs. 236 ms, Wilk, p < 0.0001), faces than vehicles (199 vs. 224 ms, Wilk, p < 0.0001), and vehicles than animals (224 ms vs. 236 ms, Wilk, p < 0.0001). There was also a main effect of the viewing condition (F(3108) = 9.2, p < 0.0001) resulting in faster saccades for color than for LSF scenes (by 12 ms, F(1,36) = 19.1, p < 0.001), for color than for HSF scenes (by 10 ms, F(1,36) = 8.45, p < 0.01), for gray-level than for LSF scenes (by 10 ms, F(1,36) = 11, p < 0.01) and for gray-level than for HSF scenes (by 8 ms, F (1,36) = 9, p < 0.01). No significant difference was observed between color and gray-level scenes (213 ms vs. 215 ms, F(1,36) = 0.60, p = 0.44) and between LSH and HSF scenes (225 ms vs. 223 ms, F(1,36) = 0.35, p = 0.556). Participants were faster to initiate saccades when the target appeared on the left side of the screen than on the right side (216 ms vs. 223 ms, F(1,36) = 11.94, p < 0.001). No other interaction was significant: target Â location (F(2,36) = 1.8, p = 0.18), viewing condition Â location (F(3108) = 2.47, p = 0.066), and target Â viewing condition Â location (F (6108) < 1).
Analysis as a function of distractor category
The effect of the category of distractor was assessed separately for each target. Two repeated-measures ANOVAs were performed, one on the first error saccade rate, and the other on the mean SRT of the first correct saccade with the distractor category (animal and vehicle for the face target group; face and vehicle for the animal target group; face and animal for the vehicle target group) and the viewing condition (color, gray-level, LSF, and HSF) as withinsubjects factors. The spatial location of the target was not taken into account as it had neither an effect in these analyses nor a significant interaction with the two other factors.
Faces as targets.
Results are plotted in Fig. 6 . There was a main effect of the distractor category for both the error saccade rate (F(1, 13) = 26.00, p < 0.001) and the mean SRT (F(1, 13) = 11.23, p < 0.01), with more error saccades (18% vs. 11%) and a longer SRT (201 ms vs. 197 ms) when the distractor was an animal than when it was a vehicle. As in the previous analysis, the main effect of the viewing condition was still observed for the mean error saccade rate (F(3, 39) = 23.63, p < 0.0001) and the mean SRT (F(3, 39) = 10.22, p < 0.0001). Participants made less errors (F (1,13) = 14.64, p < 0.01) and did shorter saccades (F(1,13) = 11.19, p < 0.01) for LSF than HSF scenes. No significant interaction between the distractor category and the viewing condition of stimulus was observed for the mean error saccade rate (F(3,39) = 1.94, p = 0.14) and the mean SRT (F(3,39) = 1.05, p = 0.38).
Animals as targets.
For the animal target group, the repeated-measures ANOVA on the error saccade rate revealed a significant effect of the distractor category (F(1, 12) = 19.45, p < 0.001); participants made more errors when the distractor was a face than when it was a vehicle (36% vs. 25%). As previously the main effect of the viewing condition was observed (F(3, 36) = 14.2, p < 0.0001). A significant interaction between the distractor category and the viewing condition was observed (F(3, 36) = 7.5, p < 0.001). Interestingly, when faces were the distractors, there was no significant difference between color, gray-level, and LSF scenes (color vs. gray-level, F(1, 12) < 1; color vs. LSF, F(1, 12) = 1.27, p = 0.28; gray-level vs. LSF, F(1, 12) < 1) whereas they all differed from the HSF scenes (color vs. HSF, F(1, 12) = 11.5, p < 0.01; gray-level vs. HSF, F(1, 12) = 5.47, p < 0.05; LSF vs. HSF, F(1, 12) = 4.88, p < 0.05). Results are plotted on Fig. 7 .
Concerning the mean SRT, the main effect of the viewing condition was still observed (F(3, 36) = 3.1, p < 0.05). However, no significant effect of the distractor category (F(1, 36) = 1.71, p = 0.21) and no significant interaction between the distractor and the viewing condition (F(3, 36) = 1.00, p = 0.4) was observed.
Vehicles as targets.
We observed a main effect of the distractor category for both the mean error saccade rate (F(1, 11) = 12.98, p < 0.01 and the mean SRT (F(1, 11) = 9.45, p < 0.01). Participants made more errors (32% vs. 26%) and were longer (226 ms vs. 221 ms) for animals than for faces as distractors. There was still a main effect of the viewing condition for the mean error saccade rate (F(3, 33) = 4.95, p < 0.01) and the mean SRT (F(3, 33) = 3.77, p < 0.05). Interestingly, mean SRTs were longer for LSF than HSF scenes (232 ms vs. 220 ms; F(1, 11) = 9.92; p = < 0.01). Finally, there was no significant interaction between the distractor category and the viewing condition for the mean error saccade rate (F(3, 33) = 1.47, p = 0.20) and the mean SRT (F(3, 33) = 2.06, p = 0.12) (Fig. 8) . . SRT distributions for the target category (animal, face, and vehicle) and the viewing condition (color, gray-level, LSF, and HSF). The gray vertical bar indicates the min SRT, i.e. the SRT-bin for which there are significantly more correct than error saccades. The mean correct SRT, assessed in the first analysis, is also reported.
Minimum saccadic reaction time (min SRT)
For each target and each viewing condition, we extracted the minimum SRT (min SRT, see Crouzet et al. (2010) for which there were significantly more correct than erroneous saccades. To perform such an analysis we merged min SRTs of all first saccades (both correct and erroneous) separately for the three targets (face, animal, and vehicle) and the four viewing conditions (color, graylevel, LSF, and HSF); min SRT distributions are plotted in Fig. 9 . The total number of saccades used for min SRT distributions are detailed in Appendix 1. Min SRT distributions were divided into 10 ms time bins (e.g., the 120 ms bin contains min SRT comprised from 115 ms to 124 ms). For each bin, the percentages of correct and error saccades were computed. Then, we searched for the bins containing significantly more correct than error saccades, in proportion, using a v 2 test with a criterion of p < 0.05. If five consecutive bins reached this criterion, the first was considered to correspond to the min SRT.
As in the analysis of the mean SRT, that of the min SRT revealed that more time is needed to correctly initiate saccades toward animals and vehicles than towards faces, and this is regardless of the viewing condition. For color and gray-scale stimuli, the fastest saccades were initiated in 170-180 ms towards animals and in 180-190 ms towards vehicles, whereas it only took 130-140 ms for faces. Interestingly, in this analysis, min SRTs for color, grayscale, and LSF stimuli were shorter than that of the HSF stimulus. Indeed, for the three categories of targets, min SRTs were shorter for LSF than for HSF stimuli (Face: 140 ms vs. 160 ms; Animal: 200 ms vs. 220 ms; Vehicle: 200 ms vs. 210 ms). Furthermore, only in the face target group, the min SRT obtained for LSF is similar to the min SRT obtained for gray-level stimuli, and only 10 ms longer than the min SRT obtained for colored stimuli.
This second analysis, based on the distribution of all recorded SRTs for correct and error saccades, merged across all observers, showed that participants are able to correctly perform saccades towards faces in less than 130-140 ms, whereas it took longer for vehicles and animals as targets. Similar results were observed for colored, gray-level, and LSF scenes.
Statistics of images in the Fourier domain
As was already mentioned in the introduction, studies showed that information contained in the amplitude spectra of face images might explain why these images pop-out during visual search tasks (VanRullen, 2006) . Face pop-out was further discussed in term of low and high level factors (Hershler & Hochstein, 2006) . Honey et al. (2008) showed that the information contained in the amplitude spectrum might be sufficient to explain very fast responses towards faces. In the same line, Crouzet and Thorpe (2011) demonstrated with a linear classifier (SVM) that the amplitude spectrum information explains the very fast saccadic reaction time towards faces compared to vehicles. These authors sampled the amplitude of the Fourier transform by dividing the amplitude spectrum into four orientation bins (horizontal, vertical, and two obliques) and for each orientation 20 values were extracted (representing 20 different spatial frequencies). Each image was then described by 80 values representing the global features of each image. The researchers trained a linear SVM on half of the images (50% faces and 50% vehicles) and tested using the other half. They reached around 85% correct classification for both classes of image.
In our experiment, we tested whether such results might be explained using only LSF to describe images. The results of our saccadic choice experiment revealed that the fastest correct saccades towards faces might be triggered in 130-140 ms for non-filtered and LSF stimuli. In the following section, a statistical analysis of the spatial frequency of image contents is done to explain experimental results.
Method
As shown in Fig. 10 , the three image categories (face, animal, and vehicle) differed in their mean amplitude spectra. The mean amplitude spectrum of face images is more concentrated in LSF (center of the amplitude spectrum). The following analysis quantified this qualitative observation. In Appendix 2, the mean amplitude spectrum of stimuli as a function of the image category (animal, face, and vehicle) and the viewing condition (gray-level, LSF, and HSF) is showed.
To analyze the spatial frequency content of the amplitude spectrum of images, the amplitude spectrum was sampled into spatial frequency bands and orientations. The decomposition was done using a bank of Gabor filters (i.e. band-pass filters). The unfiltered gray-level stimuli used in the experiment were filtered by several Gabor filters at different orientations and spatial frequencies (Fig. 11 ): 8 orientations were tested, from 0°to 157.5°, and 5 spatial frequencies: 3, 15, 30, 45, 60 cycles per image (0.27, 1.36, 2.73, 4.09, 5.45 cycles per degree). Narrowed standard deviations were used, with a radial bandwidth of 9.54 cycles per image (0.87 cycles per degree) and transversal bandwidths that increase with spatial frequencies: 0.51, 2.53, 5.07, 7.60, and 10.14 cycles per image (0.05, 0.23, 0.46, 0.69, and 0.92 cycles per degree) to cover the whole spectrum. This filtering step corresponds to a sampling of the image spectrum. Finally, we computed the image energy after each filtering step. Fig. 10 . Sections that account for 60, 75, and 90% of the mean amplitude spectrum per category (animal, face, and vehicle). Mean amplitude spectrum was obtained by averaging the amplitude spectra of all images per category. A hanning window was first applied to the images. Note that LSF are displayed in the center of the graphs.
Hence, an image was described by 8 Â 5 different values (corresponding to the energy of image, or of its amplitude spectrum, in 8 orientations and 5 spatial frequency bands: SF 1 , SF 2 , SF 3 , SF 4 , and SF 5 ).
Results
It is known that natural scenes have an amplitude spectrum, with amplitude decreasing with spatial frequency according to a 1/f function (Tolhurst, Tadmor, & Chao, 1992) . This is observed for the three categories of image tested (animal, face, and vehicle). However, as mentioned above, the face category has the most concentrated mean amplitude spectra in LSF. To quantify this observation, for each image of the database we calculated the percentage of energy contained in the different SF bands. This percentage was obtained for each image by dividing the energy contained in one spatial frequency band by the total energy contained in the whole amplitude spectrum. Fig. 12 displays the percentage of energy contained in the two lower spatial frequency bands, SF 1 and SF 2 . For the other SF bands, the percentage of energy was very small. This was expected because the natural scene amplitude spectrum decreased towards higher frequencies (1/f).
A repeated-measures ANOVA was run for the mean energy, in percentage, contained in spatial frequency band with the band frequency (SF 1 and SF 2 ) as a within-items factor and the image category (face, animal, and vehicle) as a between-items factor. Multiple comparisons were assessed with Bonferroni post hoc tests.
We observed a main effect of the category (F(2, 330) = 40; p < 0.00001), a main effect of the spatial frequency band (F(1, 330) = 1120; p < 0.00001), and a significant interaction category Â SF band (F(2, 330) = 22; p < 0.0001). The percentage of energy contains in the SF 1 was higher for faces than for vehicles (p < 0.00001) and for animals (p < 0.00001), whereas no significant difference was observed when comparing animals and vehicles. Concerning the spatial frequency band 2, there was no significant difference between the mean energy contained in SF 2 for animals and vehicles, and faces and vehicles. However there was a significant difference between animals and faces (p < 0.001). The mean energy contained in SF 2 for animals was higher than for faces. Hence, for the facial category, almost all the information contained in the amplitude of the spectrum was in LSF (SF 1 ).
In summary, the amplitude spectrum of face images lies almost exclusively in LSF (with SF 1 that contained around 75% of the total spectrum). Such analyses might explain why similar min SRTs were obtained for unfiltered and LSF images of faces.
Discussion
This research aimed (1) to repeat previous results obtained by Crouzet et al. (2010) for gray-scale images using a saccadic choice task to compare SRT toward faces, vehicles, and animals, and (2) to test whether such results might be explained by the LSF component. Fig. 12 . Mean percentage of energy contained in low spatial frequency bands (SF 1 and SF 2 ) compared to the total energy, contained in the whole amplitude spectrum, of unfiltered images. Using a saccadic choice task on non-filtered gray-level photographs of scenes, Crouzet et al. (2010) previously found an increase in accuracy from vehicles (75%) to animals (82.4%) and faces (94.5%) as targets, when these were presented with neutral distractors (an object). Furthermore, the min SRT was shorter for faces (110 ms) than for animals (120 ms) and vehicles (140 ms). In a second experiment, these same authors used faces as targets and vehicles as distractors, and vice versa. They reported an asymmetry with observers being more efficient to saccade toward faces (mean SRT: 138 ms with 90% accuracy; min SRT: 100 ms) than to vehicles (mean SRT: 167 ms with 71% accuracy; min SRT: 150 ms). More recently, Boucart et al. (2016) showed that the facial advantage extends across the peripheral visual field (from 10°to 80°away from the center of the gaze). In the present study, we compared directly the saccade performance towards one type of target, amongst face, animal or vehicle, using the two other categories as distractors. For the unfiltered stimuli, gray-level and color images, observers were faster to saccade towards faces (mean SRT: 194 ms with 88% accuracy; min SRT: 140 ms) than towards vehicles (mean SRT: 222 ms with 73% accuracy; min SRT: 180 ms) or animals (mean SRT: 224 ms with 74% accuracy; min SRT: 180 ms). We repeated the results of Crouzet et al. (2010) and Boucart et al. (2016) with higher accuracy and shorter mean SRT and min SRT for faces.
However whereas Crouzet et al. (2010) reported extremely short SRTs (mean SRT of 138 ms and min SRT of 100 ms) to saccade toward faces, Boucart et al. (2016) reported slightly longer SRTs (mean SRTs of 225 ms and min SRTs of 160 ms) at the lowest eccentricity (10°from the center). In our study, we also obtained longer SRTs (mean SRTs of 190-200 ms and min SRTs of 130-140 ms). These differences are difficult to explain. One explanation might be the fact that in our experiment two types of distractor were used and that our participants were naive concerning this type of saccadic task.
We also observed higher accuracy and faster mean SRT for all targets presented in the left rather than in the right visual field. This could result from hemispheric asymmetry in the efficiency of attentional processes (Heilman, 1995; Mesulam, 1999; Posner & Petersen, 1990) . Results showed that the distractor category impacted performance differentially as a function of the target. Vehicles gave the smallest distractor interference, whereas biological categories (face and animal) as distractors resulted in more error saccades. Similar distractor effects were previously reported by Crouzet et al. (2010) .
By manipulating the image content, new results were obtained. First, color does not influence performance. Equivalent performance was observed for colored and gray-level stimuli. This result is consistent with a previous study showing that removing color in briefly flashed scenes (31 ms) barely had any effect on the rapid categorization of animals or food (Delorme, Richard, & Fabre-Thorpe, 2000) . Second, performance is clearly impaired for filtered stimuli relative to colored and gray-level stimuli. However, accuracy was higher and min SRT lower for LSF than HSF filtered stimuli. Ludwig, Gilchrist, and McSorley (2004) previously showed that saccade latencies could be influenced by the contrast and spatial frequency content of single Gabor patches, especially a stimulus with low spatial frequency and high contrast trigger saccades with shorter latencies. More interestingly for the purpose of the present study, analyses of min SRT (i.e. the minimum SRT for which there were significantly more correct than erroneous saccades) revealed similar performances for saccades towards LSF, graylevel, and colored images of faces as the target, whilst this was not the case for animals and vehicles as targets. These results suggest that very rapid saccades towards faces in natural scenes could be initiated by the LSF content and that this is very useful for correct face detection.
We further explain these behavioral results by analyzing the spatial frequency contents of images belonging to these three categories (animal, face, and vehicle). We sampled the amplitude spectra of images using a bank of Gabor filters and extracted 8 Â 5 values corresponding to the image energy (or amplitude spectrum energy) at 8 different orientations and 5 spatial frequency bands. We showed that, for the face category, extreme LSF (i.e. SF 1 ) contains around 75% of the image (or amplitude spectrum) energy. This percentage was significantly higher for faces than for vehicles and animals.
These results are consistent with previous behavioral studies showing that face perception is more sensitive to spatial frequency processing than are other categories of objects (Collin, Liu, Troje, McMullen, & Chaudhuri, 2004; Liu et al., 2000; Yue, Tjan, & Biederman, 2006) . They also support the preferred holistic processing of faces (for a review, see Tanaka & Simonyi, 2016) and the coarse-to-fine sequence of spatial frequency processing (Goffaux et al., 2011) . Several neuroimaging (Vlamings et al., 2009; Pourtois et al., 2005; Vuilleumier et al., 2003) , as well as computational studies (Mermillod, Vuilleumier, Peyrin, Alleysson, & Marendaz, 2009; Mermillod, Bonin, Mondillon, Alleysson, & Vermeulen, 2010; Mermillod, Guyader, Vuilleumier, Alleysson, & Marendaz, 2005) , have shown the importance of LSF for processing emotions in faces. Vuilleumier et al. (2003) observed that faces expressing fear activated the amygdala when filtered in LSF. It has been suggested that LSF might be rapidly conveyed to the amygdala, via subcortical magnocellular pathways, passing through the pulvinar and superior colliculus. Consistent with this account Nakano et al. (2013) demonstrated that gray-level pictures of faces, which are processed by both the retino-tectal pathway (superior colliculus) and the geniculo-striate pathway, produced longer saccade latencies than a yellow/purple (S-cones stimuli) version of the same pictures of faces. The S-cone-isolating stimuli are exclusively conveyed through the retino-geniculate pathway. They do not reach the superior colliculus. Future neuroimaging studies could be of interest to identify the neural network underlying very rapid saccades toward faces and the relative influence of spatial frequencies.
For the mean correct SRTs, one value was computed per participant for each experimental condition (i.e. each target and each viewing condition of stimulus). Because one value was obtained per participant a statistical analysis was performed to compare the mean over participants across experimental conditions.
For the min SRT analysis only one value was computed for each experimental condition, and it was not possible to obtain one value per participant. The min SRT was based on the analysis of the SRT distributions for correct and error saccades. To estimate distributions, SRTs recorded for one participant were not sufficient; in fact we did not get enough correct and error saccades. Hence, to perform this analysis, for each experimental condition, we merged the SRTs of the first correct saccades, on one hand, and error saccades, on the other hand, saccades recorded for all participants (The numbers of saccades used to estimate SRT distributions are detailed below). Following the procedure proposed by Crouzet et al. (2010) , SRT distributions were divided into 10-ms time bins. For each bin, the percentages of correct and error saccades were computed. Then, we searched for the bins containing significantly more correct than error saccades, in proportion, using a v 2 -test with a criterion of p < 0.05. If five consecutive bins reached this criterion, the first was considered to correspond to the min SRT. Because this analysis compares the proportion of correct and error saccades in every 10-ms bin of the SRT distribution, we need sufficient number of saccades inside bins which means to merge saccade across observers (observers did only 200 saccades per experimental session). Hence, for each experimental condition, only one value was obtained. 
