Semantics is composed meaning of language expressions and perceptions at the levels of words, phrase, sentence, paragraph, and essay. The basic unit of formal semantics is a concept as a formal model of words in a natural language. Cognitive linguistics focuses on cognitive semantics and its interaction with underlying syntactic structures. A denotational mathematics known as semantic algebra is presented for rigorous semantics manipulations in cognitive linguistics. Semantic algebra deals with formal semantics of linguistics by a general mathematical model of semantics and a set of algebraic operators. On the basis of semantic algebra, language semantics may not only be deductively analyzed based on syntactic structures from the top down, but also be synthetically composed by the algebraic semantic operators from the bottom up at different levels of language units. Semantic algebra enables a wide range of applications in cognitive informatics, cognitive linguistics, computational linguistics, semantic computing, cognitive computing, machine learning, computing with words, as well as natural language analysis, synthesis, and comprehension.
INTRODUCTION
Although theories of syntaxes and grammars are relatively well studied in classic linguistics, those of semantics are yet to be rigorously and systematically explored. Semantics is the meaning expressed in a language by writers/speakers and perceived by readers/listeners. Semantics deals with how meanings of a sentence in a language is conveyed and comprehended. Semantics is the frontier of linguistics that studies the interpretation of meanings of words and sentences as a mapping from the set of unknown words to known ones and their compositions (Tarski, 1944; Chomsky, 1956; Montague, 1970; Keenan, 1975; Partee, 1996; Saeed, 2009; Wang, 2008b Wang, , 2010b Wang and Berwick, 2012) . Formal semantics (Tarski, 1944; Chomsky, 1956; Montague, 1974; Keenan, 1975; Dowty et al., 1981; Partee et al., 1990; Bender, 1996; Partee, 1996; Wang, 2006 Wang, , 2008b Wang, , d, 2010b Wang et al., 2011a) are studied in classic linguistics (Chomsky, 1956 (Chomsky, , 1962 (Chomsky, , 1965 Zadeh, 1975 Zadeh, , 1983 Zadeh, , 1999 Crystal, 1995; O'Grady and Archibald, 2000; Huddleston and Pullum, 2002; Jackendoff, 2002; Wang, 2009a; Wang and Berwick, 2012) , natural language processing (Keenan, 1975; Zadeh, 1983; Partee et al., 1990; Crystal, 1995; Pullman, 1997; Wang, 2009a; Wang et al., 2012a) , cognitive linguistics (Gibbs, 1996; Eugene, 1996; Taylor, 2002; Langlotz, 2006; Evans and Green, 2006; Wang, 2013a; Wang and Berwick, 2012) , computational linguistics (Pullman, 1997; Zadeh, 1983; Bancroft and Wang. 2011; Wang, 2013a) , cognitive informatics (Wang, 2002a (Wang, -2013b Tian et al., 2011; Rodriguez, 2012) , cognitive computing (Wang, 2009c (Wang, , g, 2010a Wang et al., 2009c Wang et al., , 2010a Wang et al., , d, 2011c Wang et al., , 2012b , and semantic computing (Zadeh, 1971 (Zadeh, , 1975 (Zadeh, , 1983 (Zadeh, , 1999 Schmidt, 1988; BernersLee et al., 2001; Wang, 2006 Wang, , 2010b Wang and Ngolah, 2008; Tan and Wang, 2008) .
A comparative study on fundamental theories of natural and formal languages is presented in Wang (2010b) , which contrasts the mechanisms of syntaxes, semantics, and grammars in formal linguistic theories. The deductive grammar, deductive semantics, and a theoretical framework of cognitive linguistics are presented in (Wang, 2006 (Wang, , 2008d Wang and Berwick, 2012) . A concept algebra is developed in (Wang, 2008b; Tian et al,. 2009; Hu et al., 2010; Wang et al., 2011a) for modelling and analyzing the entity semantics of to-be structures. A Behavioral Process Algebra (BPA) is developed in (Wang, 2002b (Wang, , 2007a (Wang, , 2008c for modelling and analyzing the behavioural semantics of to-do structures in linguistics.
Semantics is composed meaning of language expressions and perceptions at the levels of words, phrase, sentence, paragraph, and essay. The basic unit of formal semantics is a concept as a formal model of words in a natural language. Cognitive linguistics focuses on cognitive semantics of sentences and its interaction with underlying syntactic structures. Language semantics may not only be deductively analyzed based on the syntactic structures from the top down, but also be synthetically composed by the algebraic semantic operators from the bottom up at different levels of language units.
The semantics of a natural language can be classified into three categories (Wang, 2009a; Wang and Berwick, 2012) known as those of entities (nouns and none phrases), behaviors (verbs and verb phrases), and modifiers (adjectives, adverbs, and related phrases). Complex semantics beyond those of words can be coherently aggregated from the bottom up. Semantics can also be classified into the categories of to-be, to-have, and to-do semantics (Wang, 2009a; Wang and Berwick, 2012) . A to-be semantics infers the meaning of an equivalent relation between an Yingxu Wang is professor of denotational mathematics, cognitive informatics, software science, and brain science. . Dr. Wang is the initiator of a few cutting-edge research fields such as Denotational Mathematics (i.e., concept algebra, semantic algebra, inference algebra, process algebra, system algebra, granular algebra, visual semantic algebra, and fuzzy arithmetic/probability/calculus/semantic algebra); Cognitive Informatics (theoretical framework of cognitive informatics, neuroinformatics, neurocomputing, the layered reference model of the brain (LRMB), the mathematical model of consciousness, and the cognitive learning engine); Abstract Intelligence ( I and mathematical models of the brain); Cognitive Computing (cognitive computers, cognitive robots, cognitive agents, and cognitive knowledge base); Software Science (general mathematical models of software, cognitive complexity of software, automatic code generators, the coordinative work organization theory, and built-in tests (BITs)); Cognitive Linguistics (theoretical framework of abstract languages, deductive syntax, cognitive semantics, deductive grammar of English, and cognitive complexity of text comprehension). He has served as general chairs/program chairs/keynote speakers in numerous international conferences. He has published 400+ peer reviewed papers and 26 books in cognitive informatics, denotational mathematics, cognitive computing, software science, and computational intelligence. He is the recipient of dozens international awards on academic leadership, outstanding contributions, best papers, and teaching in the last three decades. unknown and a known entity or concept. A to-have semantics denotes the meaning of a possessive structure or a composite entity, which is quite equivalent and may be merged into the first category. However, a to-do semantics embodies the meaning of an action of a person or an entity as a behavioral process. This paper presents a denotational mathematical framework of semantic algebra and a formal theory of linguistic semantics. In the remainder of this paper, the cognitive linguistic foundations of abstract semantics and the relationship between syntax and semantics in linguistics are explored in Section 2. The framework of semantic algebra is introduced in Section 3. The mathematical models of formal semantics of both conceptual entities and behavioral processes are rigorously described in Section 4, followed by a set of relational and compositional operators on the formal semantic structures of semantic algebra in Sections 5 and 6, respectively. Applications of semantic algebra in semantic analyses and syntheses are illustrated throughout the paper. On the basis of semantic algebra, complex semantics of language structures at the phrase, sentence, paragraphs, and essay levels can be reduced to a finite set of mathematical operations. Semantic algebra enables a wide range of applications in computational linguistics, cognitive informatics, cognitive linguistics,
Wang
On Semantic Algebra: A Denotational Mathematics for Natural Language Comprehension and Cognitive Computing semantic computing, cognitive computing, machine learning, computing with words, and natural language analysis, synthesis, and comprehension.
COGNITIVE LINGUISTIC FOUNDATIONS OF FORMAL SEMANTICS
In order to develop a coherent theory of formal linguistics and semantic algebra, the cognitive linguistic foundations of formal semantics are explored. A generic model of formal languages is presented that rigorously elicits the essences of natural languages and their relations. On the basis of the formal language framework, mathematical models of linguistic syntax and semantics will be formally derived.
The Mathematical Model of a Formal Language
The formal model of a general language can be modeled by an abstract language, which forms the discourse of cognitive linguistics (Wang and Berwick, 2012) . The general abstract language can be modeled based on a set of fundamental terms such as the alphabet, words, lexes, vocabulary, and syntaxes from the bottom up. Definition 1. The abstract language, , is a 5-tuple, i.e.:
(1) where • is the alphabet of the language as a finite ordered set of letters, i , 1 ≤ i ≤ n, i.e., = 1 2 i n , , where denotes that a set is a substructure of a given hyperstructure; • is the morphology as a set of lexical rules between strings as power sets of letters in the given alphabet of , i.e., ∧ = Þ × Þ where Þ denotes a power set; • is the lexis, or vocabulary, as a finite nonempty ordered set of words in , i.e.,
is known as the primitive words or terminals ( 0 ), 0 ⊂ , that directly represents real-world entities, proper names, meta-behaviors, and abstract concepts which cannot be further deduced onto more primitive concepts or behaviors;
• is the syntax as a set of syntactical rules between power sets of words in the given vocabulary of , i.e.,
is the semantics as a set of mappings between a power set of syntactic relations onto a power set of terminal ones 0 , which can be reduced onto relations between the Cartesian products of nonterminals and terminals 0 , i.e.,
⊆ . The formal model of the abstract language indicates that any natural language can be built on the basis of the five essences known as the sets of alphabet, words, lexical relations, syntactic relations, and semantic relations. On the basis of , key properties of natural languages can be rigorously modeled and formally analyzed.
Relationship Between Syntax and
Semantics of Linguistics It is recognized in cognitive linguistics (Wang and Berwick, 2012) that the formal semantic model is closely related to that of formal syntax. The formal syntax is abstract models of the syntax system in where concrete strings of tokens and their grammatical relations are symbolically represented and rigorously analyzed. The syntactic rules that underlie natural languages form the domains of formal linguistics and grammars.
Definition 2. Formal syntax, , in language is a Cartesian product of power sets of words ÞW , i.e.:
where W is all words as legal strings in the alphabet of the given language, and ⊂ Þ . Semantics of linguistics studies the interpretation of words and sentences, as well as the analyses and syntheses of their meanings. Semantics deals with how the meaning of a sentence in a language is obtained and comprehended based on those of its parts of speech. Studies on semantics explore mechanisms in the understanding of language and the nature of meaning where syntactic structures play an important role in the interpretation of sentence as well as the intension and extension of word meaning.
Definition 3. Formal semantics, , in language is a function f that maps a power set of syntactic relations Þ into a power set of semantic relations of terminal words Þ 0 , i.e.:
Equation (3) reveals a fundamental relationship between linguistic semantics and syntax where the latter is the analytic and structural foundation of the former. In cognitive linguistics, the phase of semantic analysis is manipulated as a deductive process from the top down based on the results of syntactic analysis. However, the phase of semantic comprehension is implemented by a synthetic process from the bottom up. This finding leads to a fundamental theory of cognitive linguistics as stated in the following theorem. Proof. (i) The necessary conditions: (a) a S is necessary because each part of speech plays different roles and has different relations with each other in S; (b) a S is necessary that maps each part of speech into finite and certain conceptual or behavioral semantics; (c) S is necessary in order to complete the transformation of either a set of identified entity semantics into a theme or a set of embodied behavioral semantics from a subject to an object; and (d) Any break in the loop a S → a S → S ⇒ S results in a loss of the complete meaning of the given sentence. Thus, Theorem 1 is necessary for formal semantic comprehension.
(ii) The sufficient condition: There is no further need for semantic comprehension in and beyond the closed loop a S → a S → S ⇒ S . Thus, Theorem 1 is sufficient for formal semantic comprehension.
According to Theorem 1, semantic algebra provides a generic language manipulation means for rigorously dealing with complex language semantics as well as their algebraic operations. The cognitive process of human semantic comprehension is studied in (Wang and Gafurov, 2010) , where the cognitive mechanism of semantics via the mapping of unknown entities into known meanings is formally explained. Machine enabled semantic comprehension based on semantic algebra may be referred to (Wang and Tian, 2013; Wang et al., 2011a) .
THE FRAMEWORK OF SEMANTIC ALGEBRA
The framework of semantic algebra is a mathematical structure of a set of algebraic operators on the formal mathematical model of linguistic semantics defined in the universal semantic discourse. Definition 4. Let denote a finite set of entities, a finite set of behaviors, and a finite set of modifiers. The universal semantic discourse, s , of semantic algebra, is denoted as a 4-tuple, i.e.:
where is a finite nonempty set of conceptual relations ( c ) and behavioral relations ( b ), i.e., = c ∪ b .
According to Definition 4, the semantics of a conceptual entity can be embodied by a formal concept in concept algebra (Wang, 2008b; Wang et al., 2011a) . The semantics of a behavioral process can be described by a formal process in behavioral process algebra (Wang, 2002b (Wang, , 2007a (Wang, , 2008c . The semantics of a modifier can be specified by a semantic weight in a certain semantic scale that determines, qualifies, or quantifies the semantics of concepts and behaviors.
Definition 5. Semantic algebra, SA, is a denotational mathematical structure for rigorous manipulating formal semantics of entities E , behaviors B , and modifiers M by a set of relational and compositional operators, • = • r • c , in the universal semantic discourse s of language , i.e.:
where
The framework of semantic algebra as modeled in Definition 5 in s can be illustrated as shown in Figure 1 . Detailed descriptions for each semantic operation in semantic algebra will be formally elaborated in Sections 5 and 6 following the establishment of the mathematical model of formal semantics in the next section.
MATHEMATICAL MODELS OF FORMAL SEMANTICS
On the basis of the semantic discourse s , the formal semantics of linguistics can be classified into three categories known as those of conceptual entities (to-be), behavioral processes (to-do), and modifiers. The first two categories deal with abstract semantics of nouns and verbs, which are the majority of language entities. The third category of modifier semantics covers those of adjectives and adverbs for qualification, quantification, and restriction of the semantics of nouns and/or verbs. Definition 6. The formal semantics of linguistics is rigorous mathematical models of intensions and extensions of symbols, notations, words, concepts, functions, and behaviors, as well as their relations, which can be deduced into a set of predefined (or terminal) conceptual entities, behavioral processes, and quantified modifiers.
Formal Semantics of Conceptual Entities
The semantics of an entity as informally expressed by a noun or noun phrase in a natural language can be rigorously denoted by a formal concept according concept algebra (Wang, 2008b) . A formal concept is a basic cognitive unit to identify and model a concrete entity in the physical world or an abstract object in the perceived world, which can be formally described as follows.
Definition 7. A formal concept, C, for denoting a concrete or an abstract language entity in s is a 5-tuple, i.e.:
where A is a finite nonempty set of attributes of concept C, A ⊆ Þ s and Þ denotes a power set; O is a finite nonempty set of objects of concept C, O ⊆ Þ s ; 
a finite nonempty set of output relations; and denotes that a set is a substructure of a given hyperstructure.
It is noteworthy that the important properties of the formal concept as modeled in Eq. (7) are the set of essential attributes as its intension; the set of instantiate objects as its extension; and the adaptive capability to autonomously interrelate the concept to other concepts in existing knowledge base.
Definition 8. The semantics of an entity E, E , in the universal semantic discourse s of language is represented by a formal concept C E , denoted by =, i.e.:
where C E denotes the intension and extension of E as well as its internal/external relations. Equation (8) indicates that the semantics of an entity conveyed in a natural language expression can be rigorously modeled by the intension and extension of a formal concept or a composition of multiple concepts.
Example 1. Given two entities E 1 (pen) and E 2 (printer), the semantics E 1 and E 2 can be formally embodied by corresponding concepts C 1 and C 2 , respectively, as follows:
where each concept is formally specified according to concept algebra (Wang, 2008b) as follows:
where represents the entire knowledge base of existing concepts in s .
Formal Semantics of Behavioral Processes
The semantics of a behavior as informally represented by a verb or verb phrase in a natural language can be rigorously denoted by a formal process according to Behavioral Process Algebra (BPA) (Wang, 2002b) .
Definition 9. A formal process, P , for denoting a verbal behavior in s is a 5-tuple, i.e.:
where J and O are the subject and object of the process, respectively; V a verb or verb phrase that exerts an action of the process from the subject J to the object O; and S and T the space and time that denote where and when the action occurs, respectively. On the basis of the formal process model, the semantics of behaviors in a natural language can be formally explained as follows.
Definition 10. The semantics of a behavior B, B , in the universal semantic discourse s of language is represented by a formal process P B with regard to V , denoted by >, i.e.:
where P B denotes the action process V as well as its subject, object, space, and time. Example 2. Given two behaviors B 1 (call) and B 2 (read), their semantics B 1 and B 2 can be rigorously embodied by corresponding processes P 1 and P 2 , respectively, as follows:
where each process is formally specified according to BPA (Wang, 2002b) as follows:
Formal Semantics of Modifiers
The modifier semantics encompasses those of adjectives ( ) and adverbs ( ), as well as articles ( ) and pronoun ( ), for semantic qualification, quantification, and restriction on nouns and/or verbs (Wang and Berwick, 2012) . Phrases built with modifiers can be classified into six categories known as noun phrase (NP), verb phrase (VP), adjective phrase (AP), adverb phrase (DP), proposition phrase (PP), and complement phrase (CP).
Definition 11. The semantic modifiers, M, in the universal semantic discourse s of language are words or phrases that describe, limit, or qualify another word or phrase, which are classified in the categories of determiners ( ), qualifiers ( ), and degrees ( ), i.e.:
where ∼ represents a relation between a certain type of modifies and the set of suitable class(es) of words being modified.
The semantics of each modifier in is elaborated in the following subsections, which will be formally modeled as semantic operators on the semantic structures of conceptual entities and behavioral processes in Section 6.1.
The Semantics of Determiners
Definition 12. The determiners, , in language are a set of articles, demonstrative adjectives, restrictive adjectives, and possessive pronouns that introduce or restrict nouns/NPs:
Definition 13. The semantics of a determiner , , as a conceptual modifier on a noun/NP is a set of n pairs of determiner instances and their weights against a normalized scale of quantification in the unit interval = 0 1 , i.e.:
where R n i=1 P i is the big-R notation that denotes a set of recurrent structures or of iterative processes in BPA (Wang, 2008e) , and each weight w i in a semantic expression is case specific.
Example 3. The semantics of a determiner 'good' for qualifying a conceptual entity, = good , can be formally described according to Definition 13 as follows:
Example 4. The semantics of a determiner 'old' for qualifying the age of a person, = old , can be formally described according to Definition 13 as follows: 
Definition 15. The semantics of a qualifier , , as a behavior modifier on a verb/VP is a set of n pairs of qualifications and their weights against a normalized scale of quantification in the unit interval = 0 1 , i.e.:
where each weight w i in a semantic expression is case specific.
Example 5. The semantics of qualifiers for the extends of a behavior , , can be formally described according to Definition 15 as follows: 
Definition 17. The semantics of a degree , , as an adverbial modifier on the determiner or qualifier is a expressive weight associated to a degree instance against a quantification scales of degrees S , i.e.:
where S is usually not a unit scale, and each weight w i in a semantic expression is case specific dependent on the context. Definition 18. The semantic scales of degrees, S , can be classified in the categories of comparative (S c ) and absolute (S a ) degrees. Typical degree modifiers and their weights in these categories are given in Table I .
In Table I , the degree weights below zero are obtained by the negative modifiers such as not, no, never, nobody, none, neither-nor, etc. Exceptional degree modifiers that are not included in the scales in Table I may be similarly quantified related to the given scales. Other semantic weight scales of degrees may be introduced to degree modifiers. Example 6. The semantics of a comparative degree modifiers c , c , on a determiner or a qualifier can be formally described according to Definition 17 and Table I Example 7. The semantics of an absolute degree modifiers a , a , on a determiner or a qualifier can be formally described according to Definition 17 and Table I as follows: 
RELATIONAL OPERATIONS OF FORMAL SEMANTICS
On the basis of the formal semantic models of entities, behaviors, and modifiers as developed in the proceeding section, a set of relational semantic operators of semantic algebra is elaborated in this section for manipulating semantic associations of those of conceptual entities and behavioral processes. Definition 19. The relational operators • r of semantic algebra encompass a set of six associative and comparative operators for manipulating algebraic relations between the semantics of both entities denoted by formal concepts and behaviors denoted by formal processes in s , i.e.:
where the relational operators represent entity specification, equivalence, and comparison, as well as behavior specification, equivalence, and comparison, respectively. The relational semantic operators of semantic specifications for entities and behaviors can be directly obtained based on Definitions 8 and 10 as follows.
Definition 20. The semantic operator of entity specification, =, is a semantic assignment where an entity E obtains the 'to-be' semantics denoted by a formal concept C E in s , i.e.:
where C E is formally modeled in Eq. (7) according to concept algebra. Instances of entity specifications may be referred to Example 1.
Definition 21. The semantic operator of behavior specification, >, is a semantic assignment where a behavior B obtains the 'to-do' semantics denoted by a formal process P B in s , i.e.:
B > P B J O V S T
where P B is formally modeled in Eq. (12) according to BPA. Instances of behavior specifications may be referred to Example 2.
Definition 22. The operator of entity semantic equivalence, E =, between a pair of entities E 1 and E 2 is an identity measurement on the semantics E 1 and E 2 in s , i.e.:
where on the right-hand side is two identical terminal concepts determined by the equivalency of sets of attributes and objects; otherwise they are inequivalent denoted by 
where on the right-hand side is two identical terminal processes determined by the five pairs of sets of elements; otherwise they are inequivalent denoted by B 1 B = B 2 . Equation (34) indicates that the weak requirement for behavior semantic equivalence in linguistics is the equivalence of the first three elements of the given behaviors, particularly the verbal process. However, the strict condition for behavior semantic equivalence in computing and real-time systems requires exact equivalence of all pairs of elements in the given behaviors.
A more general relational operator of semantics is semantic comparison for both entity and behavioral semantics, which can be quantitatively described as follows.
Definition 24. The operator of entity semantic comparison, E ∼, between a pair of entities E 1 and E 2 is a consistency measurement on the semantics E 1 and E 2 in s , i.e.:
Equation (35) indicates that the relational operation of entity semantic comparison results in a set of rigorous associative measurements on the given semantics of entities known as the independent, equivalent, related, inclusive (superconcept), and implicit (subconcept).
Example 8. On the basis of the semantics of entities E 1 (pen) and E 2 (p[printer) as given in Example 1, determine the semantic relationship between E 1 and E 2 .
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According to Definition 24, the solution is as follows:
a_writing_tool nib ink ink_container paper office ∩ a_printing_tool ink toner_cartridge paper office a_writing_tool nib ink ink_container paper office ∪ a_printing_tool ink toner_cartridge paper office
That is, the semantics of E 1 is related to that of E 2 at the level of about 1/3 in a unit scale. However, they are not implicit or inclusive Definition 25. 
where the related semantics B 1 ↔ B 2 indicates the existence of at least a pair of identical attributes in the nonequivalent behavioral semantics such as those of action, subject. object, space, or time as well as their combinations.
Example 9. On the basis of the semantics of behaviors B 1 call and B 2 read as given in Example 2, determine the semantic relationship between B 1 and B 2 .
According to Definition 25, the solution is as follows:
That is, the semantics of B 1 is subject related to that of B 2 though the other pairs of attributes in the given behavioral processes are inequivalent.
COMPOSITIONAL OPERATIONS OF FORMAL SEMANTICS
On the basis of the formal semantic models of entities, behaviors, and modifiers as developed in Section 4, a set of compositional semantic operators of semantic algebra is elaborated in this section for manipulating complex semantic aggregations of those of complex entities and behaviors in phrases and sentences. Definition 26. The compositional operators, • c , of semantic algebra in s encompass a set of nine synthetic operators for hierarchical composition of complex semantics at the levels of modifier, complex, and sentence, i.e.:
where the compositional operators represent entity modification, behavior modification, determiner modification, qualifier modification, and product modification for modifier semantics; entity and behavior compositions for complex phrase semantics; and to-be and to-do operations for sentence semantics.
Operators for Semantic Compositions of
Modifiers Semantics of phrases composed by modifiers with conceptual entities and behavioral processes can be formally manipulated by a set of modifier semantic operators in semantic algebra for entity modification, behavior modification, determiner modification, qualifier modification, and product modification.
Operators for Semantics of Entity Modification
Definition 27. The semantic composition of an entity modification in a noun phrase,
• E , in s yields a On Semantic Algebra: A Denotational Mathematics for Natural Language Comprehension and Cognitive Computing Wang composite semantics of the entity E modified by the determiner , i.e.:
where w is a selected weight of the determiner semantics for modifying the semantics of the attributes A as an additional qualification attribute in the target concept.
Example 10. Given a formal concept C 1 pen as described in Example 1 and a modifier good as modeled in Example 3, the composite semantics F = • E = excellent_pen can be determined according to Definition 27, i.e.:
= a_writing_tool nib ink ink_container paper office a q = 0 8
where a q is a global quality attribute introduced to embody the weighted qualifier w 2 = excellent = 0 8. Example 10 indicates that the semantics of an excellent pen is expressed by the quality attribute a q that is modified from initially as empty to 0.8 against the given scale of the qualifier good .
Operators for Semantics of Behavioral
Modification Definition 28. The semantic composition of a behavior modification in a verb phrase,
• B), in s yields a composite semantics of the behavior B modified by a qualifier , i.e.:
where w is a selected weight of the qualifier semantics for modifying the semantics of the verb V in the target process.
Example 11. Given a formal process P 1 call as described in Example 2 and a qualifier possibly as modeled in Example 5, the composite semantics F = • B = possibly_called can be determined according to Definition 28, i.e.:
Example 11 indicates that the composite semantics of the modified action, possibly called, is embodied by the change of its certainty from 1 to 0.5 in the normalized scale.
Operators for Semantics of Determiner
Modification Definition 29. The semantic composition of a determiner modification in an adverbial phrase,
• , in s yields a composite semantics in language where the semantics of the determiner is modified by the degree qualifier , i.e.:
where the Cartesian product results in • pairs of compositional modifiers and corresponding products of weights, and denotes a conjunction between the terms of the given degree modifier and the determiner.
Example 12. The composite semantics of a 'quite old' man in the age of 79 in natural languages, 1 • 1 = quite • old , can be formally quantified according to Definition 29 as follows:
w quite = 2 0 and w old = 0 9
= quite_old 2 0 × 0 9
where w a quite = 2 0 according to Table I , and w old = 0 9 as obtained from Example 4.
Example 13. The composite semantics of the comparative degree modifier c as given in Table I • , in s yields a composite semantics in language where the semantics of the qualifier is modified by the degree qualifier , i.e.:
where the Cartesian product results in • pairs of compositional modifiers and products of weights.
Example 14. Assume a subset of the absolute qualifier as given in Eq. (29), a = fairly 1 0 very 2 0 surely 3 0 ⊂ a is adopted. The composite semantics of a degree modifier on a qualifier in a VP,
• , can be formally quantified according to Definition 30 as follows: 
Operators for Semantics of Product Modification
Definition 31. The semantic composition of a product modification, n , in s is a semantic qualification of an adverbial phrase in language where the same degree qualifier is repeated for n times, 2 ≤ n ≤ 5, i.e.: Example 15. The composite semantics of a product degree modifier = very in natural language expressions such as ('very, very' and 'very, very, very, very,…') can be formally quantified according to Definition 31, respectively, as follows: Table I , and the second result denotes a special case where the composite degree of semantics is limited by 10.0 due to saturation.
Operators for Semantic Compositions of Complex
Entities and Behaviors in a Phrase A phrase is a combination of multiple words that forms a complex element of sentences. The six categories of phrases such as NP, VP, AP, DP, PP, and CP can be formally modeled as a specific set in (Wang and Berwick, 2012 
where denotes a concept composition in concept algebra (Wang, 2008b) as follows. Definition 33. The composition of a superconcept c from a set of n given concepts c 1 ,c 2 ,…,c n , denoted by , is an integration of them via concept conjunction, i.e.:
Example 16. Given two formal conceptual entities E 1 (pen) and E 2 (printer) as described in Example 1, the composite semantics of a superconcept F 1 = stationery, can be derived according to Definition 32 as follows: 
where the composite semantics F 1 is embodied by the derived super concept stationery. The composite semantics embodied by stationery in Example 16 is dependent on the context determined by the two given conceptual entities. It may be extended and refined when more instantiate objects are composed towards its complete semantics as an abstract and collective noun denoting all writing, text processing, and office tools and materials. 
Semantic Composition of Complex Behavioral Phrases
where c i is a Boolean condition and the else branchc → P in the conditional process composition is optional. Example 17. Adopting the behavioral processes B 1 (call) and B 2 (read) as given in Example 2, the sequentially composite semantics B 1 → B 2 can be derived according to Definition 34 as follows:
where → represents the sequential semantics in a natural language expressed by conjuncts such as and, then, and followed by. Example 18. Given a formal behavioral processes B 1 (call) as described in Example 2 and another behavior B 3 read > P 3 J 3 O 3 V 3 S 3 T 3 = Peter a_book read home yesterday , the parallel composite semantics B 1 B 3 can be derived according to Definition 34 as follows:
= P 1 John Peter called office yesterday
where represents the parallel semantics in a natural language expressed by conjuncts such as while, at mean time, and simultaneously.
Operators for Semantic Compositions of
Sentences A sentence is a complete expression for a thread of thought and/or a behavior (Wang and Berwick, 2012) . Because a sentence is built on words and phrases functioning as parts of speech such as the subject, predicate, and object, the semantics of sentences can be composed based on those of phrases as developed in Subsection 6.1. It is noteworthy that a clause is a non-independent sentence that plays a role as a part of a complex sentence. Thus, the semantic operations on clauses and sentences are equivalent.
The semantic compositions of a sentence S, • c S , in s can be classified into the to-be = and to-do ( >) semantics for complex semantics aggregations based on those of phrases as formally described in Definitions 32 and 34 in Section 6.2.
Semantic Composition of To-Be Sentences
Definition 35. The semantic composition of a to-be sentence S b , S b , is a transmission of the composite entity semantics of a noun phrase F E to that of the subject J , denoted by J = F E , i.e.:
where the composite semantics of the NP, F E , can be derived according to Definition 32.
Example 19. Let a sentence be S 1 = 'A pen is a kind of stationery for writing.' The composite semantics of the to-be sentence S 1 with regard to the subject J 1 = 'a pen' can be determined according to Definition 35 as follows: 
where the composite semantics of the VP, F B , can be derived according to Definition 34.
Example 20. Let a sentence be S 2 ='John called Peter at office yesterday, then he read a book at home after dinner.' The composite semantics of the to-do sentence S 2 can be determined according to Definition 36 as follows: 
Similar compositional operations of semantic algebra can be aggregated to higher level structures of linguistics such as those of a paragraph and essay, which will be presented in another paper. As the latest paradigm in the family of denotational mathematics (Wang, 2008a (Wang, , 2009g, 2011a (Wang, , 2012a , semantic algebra enables autonomic machine learning and rigorous natural language comprehension. Semantic algebra has been applied in a cognitive learning engine and a cognitive knowledge base for implementing cognitive computers in cognitive computing, cognitive robots, and cognitive informatics (Wang and Tian, 2013; Wang et al., 2011a) .
CONCLUSIONS
Semantic algebra has been developed as a denotational mathematics for rigorous semantic manipulations on formal structures of semantic entities and semantic behaviors. Semantic algebra has provided a generic and formal language manipulation means for dealing with complex linguistic semantics as well as their algebraic operations. On the basis of semantic algebra, complex semantics of language structures at the phrase and sentence levels can be reduced to a finite set of mathematical operations for autonomous machine learning and language comprehension. It has been demonstrated that language semantics may not only be deductively analyzed based on the syntactic structures from the top down, but also be synthetically composed by the algebraic semantic operators from the bottom up at different levels of language elements based on semantic algebra. Semantic algebra has enabled a wide range of applications in cognitive informatics, cognitive linguistics, computational linguistics, semantic computing, cognitive computing, machine learning, computing with words, and natural language analysis, synthesis, and comprehension.
