Abstract-As the effective supplement to traditional cryptography security, trust management plays a key role for detecting malicious behaviors in wireless sensor networks. In this paper, we consider a sensor network wherein nodes have fixed number of states and probabilities of state transitions can be specified. We introduce Markov chain model and Fokker-Planck equation for evaluating the short-term trust value of nodes. In order to avoid the drawbacks of existing long-term trust evaluation models, we propose a new evaluation model with adaptive forgetting factors, where step functions are introduced to calculate the current forgetting factor. Simulation results show that the proposed trust management scheme can effectively detect malicious nodes in wireless sensor networks, and significantly improve the packet delivery ratio compared to the counterparts.
INTRODUCTION
Wireless sensor networks (WSNs) consist of many resource-constrained sensor nodes. Due to low cost, sensor nodes have poor reliability and are prone to node compromise and node failures. Traditional security mechanisms, such as authentication and cryptography, can not secure the network against internal attacks launched by captured nodes. E.g, an adversary can place several intruder nodes or compromise sensor nodes in the network to disrupt the network's normal operation by sending false sensing data or falsifying delivered results. The false messages can mislead users to make a wrong decision. If malicious nodes injecting these false data into the network have been authenticated as legal nodes, conventional security mechanisms have no ability to differentiate those from legal nodes. Trust management, which has been proved as an effective approach to assessing trustworthiness of sensor nodes [1] , becomes essential to the robust operation of sensor networks. Trust management techniques have been widely used in various fields, from Internet, P2P networks to ad−hoc networks, such as eBay [2] , RFSN [3] , TEFDN [4] , etc.
In the past decade, a large number of trust management schemes in WSNs have been proposed to identify malicious nodes. Although trust management of sensor networks has made a lot of progress, existing Trust Management Systems (TMSs) are difficult to distinguishing between normal and malicious nodes effectively because of sensor nodes being cheap, unreliable, and easily impacted by environmental noise. When sensor nodes were deployed in complicated environment, normal nodes were usually judged to be malicious nodes since packet loss and packet forwarding failure often occurred in the complicated environments. If too many normal nodes were judged to be malicious nodes, it will eventually lead to network paralysis.
How to improve the success ratio of distinguishing malicious nodes in complex environments, has become an urgent problem in the trust management field of WSNs. This paper considers that trust value should be an estimate for the current state of nodes, and proposes a TMS scheme under the motivation of reducing the impact of complicated environments on node status evaluation.
The rest of this paper is organized as follows. Some related works are reviewed in Section II. The proposed markov chain based trust model for short-term trust value estimation of nodes is presented in Section III. Section IV describes a model to compute the long-term trust value. Section V compares the proposed TMS with counterparts, and shows simulation results. The paper ends with conclusion in section VI.
II. RELATED WORK
In the WSN environment, due to the feature that sensor nodes are very vulnerable to security threats or attacks, and are prone to be captured by attackers, many researchers began to pay their attention to TM (Trust Management) model [3] - [13] . Using Bayesian model, [3] proposed a reputation-based framework for sensor networks (RFSN) where each sensor node maintains reputation metrics which reflect past behaviors of other nodes and are used as an inherent aspect in predicting their future behavior, and put forward a general trust management system. In [4] , a framework to quantitatively measure trust and model trust propagation against malicious attacks was proposed. In [5] , a reputation-based framework was proposed. Ref. [9] also presented a trust model to evaluate the trustworthiness of nodes. In order to reduce the high computation, communication and storage overheads caused by the trust management, Shaikh [6] proposed a lightweight TMS based on grouping. Ho [7] proposed a new TMS based on regional block. Ref. [8] presented a systematic analysis of the relationship between trust metrics and trust-based routing protocols. The authors in [10] proposed a distributed trust-based framework and a mechanism for the election of trustworthy cluster headers. Each node stored a trust table for all surrounding nodes and these values were reported to the cluster header. Tanachaiwiwat [11] proposed a method to distinguish untrusted locations and area based on TM, which guarded the security routing between base station and nodes. Krasniewski [12] proposed a protocol called TIBFIT to use the trust management on security data fusion. In [13] , by utilizing a highly scalable hierarchical trust management protocol, the authors proposed a trust-based intrusion detection (TBID) scheme for clustered wireless sensor networks. TBID presented a trust metric considering both quality of service (QoS) trust and social trust for detecting malicious nodes. Each cluster header applied trust-based intrusion detection to assess the trustworthiness and maliciousness of sensor nodes in its cluster. Cluster headers themselves are evaluated by the base station.
III. MARKOV CHAIN BASED TRUST MODEL
In this section, we will describe the markov chain based trust model, which can forecast the short-term trust value of nodes through current behaviors. The predicted trust value only can reflect the trust level of the short time period. We use this trust model to determine nodes' current state, and to identify whether the node is malicious.
We suppose that the nodes state transition process in our model follows a Markov chain. Thus, the trust value estimation of nodes can be modeled mathematically as a five-tuple markov model ( , , , , ) 
We define X(t) as the state of moment t. 1  is the index distribution parameter from state R to state R, T 1 is the node's work time. In the same way, 2  is from R to V, 3  is from V to V, 4  is from V to R. T 2 , T 3 and T 4 are their work time. 
A. Assumptions
For the sake of formulate the mathematical expressions of the markov chain based trust value, we must make some assumptions as follows:
1. In all of the N+M states, transition probabilities of every node are belonging to them. Each node's state can not beyond these N+M states.
2. The markov chain is time-homogeneous, ergodic, irreducible and aperiodic.
B. Formula Derivation
In order to calculate the final trust value, we should get the matrix Q at first. Firstly, take a positive number  which is sufficiently small. Then, calculate the transition probability within the time interval [ , ] tt   .
The transition probability is given by when , , and .
when , , and .
( 1) ( )
Then, we can calculate each state transition's transfer rate ij q , and obtain matrix Q in the end. The transfer rate ij q is formulated by
1 Pij  , else (0) 0 Pij  .According to (1) and (2), we can get the * KK transition matrix. The matrix is given by 
Furthermore, we can use Fokker-Planck equation and the current probability distribution to forecast the absolute probability of node state at the next phase. The solve process is as follows. . From the above requirements, we can derive the absolute probability of every state. Moreover, the node's trust value also can be worked out. The result is as follow. where T is the prediction of trust value, and it only means the possible trust level of next state. In this paper, we define T as the short-term trust value, and node's real trust level as the long-term trust value. In next section, we will talk about the long-term trust determination approach.
IV. NODE TRUST DETERMINATION APPROACH
In this section, we will describe the long-term trust determination approach for wireless sensor networks. The new approach can identify malicious and normal nodes more correctly, and improve the security of WSNs.
A. Node Status Evaluation
In different network environments, the probability that malicious acts occur to a node in the normal state is not a fixed value, but a fluid value. We assume a node only has two states: normal state and malicious state. Nodes in different state of different environment have distinguishing performance. In this paper, we evaluate node's real state through four elements: current state, real state, short-term trust value and long-term trust value.
For example, we forecast a normal node's short-term trust value is T 1 , and a malicious behavior happened to the node in the next time slot. This paper considers that it is still a normal node, but its long-term trust value will reduce because of the bad behavior. Through this approach, we can finally ensure every node's real state and trust value.
B. Long-term Trust Value Determination
Ref. [4] put forward one method to evaluate a node long-term trust value based on adaptive memory factor. In order to derive our new model, we will introduce the formula at first. The formula is shown as follow:  are the unfixed memory factors. We can adjust the two factors dynamically. Form the formula (6), we can easily find out the disadvantage of this approach. If a nodes long-term trust value is low, the long-term trust value that node behaves badly in the current time is better than node behaves well. It can not identify malicious node accurately.
Because of this reason, we propose a new method to identify malicious nodes and evaluate long-term trust value. The new formula is given by 
In the formula, trust_l n is the long-term trust value of current time, trust_f is the prediction of trust value from current time to next time slot, i is node's current state and j is its next state. From above equation, we can get the new long-term trust value. For example, at a given time t, if the current state of the node belongs to the normal state set and the next state of the node is judged as being in malicious state, then we have i ∈ R, j ∈ V. Through analysis, we can obtain that the new method not only can overcome the above shortcoming effectively but also can overcome the environmental influence. (1) and (2) Obtain the short-term trust value through formula (3), (4) and (5) . Get the value of trust_f and trust_l n After a period of time, each node monitors other nodes within its coverage area and get the current state of every node. 
V. PERFORMANCE EVALUATION
To evaluate the performance of markov chain based trust model, we realized MCTM (Markov Chain based Trust Model in Wireless Sensor Networks) with MATLAB. We compare our model MCTM with RFSN [3] and TBID [13] in the experiment.
In order to display the performance of MCTM, we run the network in different kinds of condition. All of the conditions are deployed in a complicated environment. In the process of simulation, we compare normal nodes trust value and success transaction ratio in different situations.
In this way, can we get the real performance of MCTM, TBID and RFSN. Fig. 1 is the simulation results of trust value of normal node as time grows. In order to improve the new model MCTM is feasible and effective, we compare it with the classical model RFSN and a recent model TBID. We can observe that in TBID and RFSN, the trust value maintains fluctuation near 0.85, but our MCTM maintains more than 0.95. This means MCTM can identify normal node more accurately. This is because the new model use markov chain to forecast the trust and to correct the trust value based on many elements. Fig. 2 shows the ratio of successful dealing when the network suffering bad mouthing attack. The bad mouthing attacks reduce the good node's trust value, or increase the credibility of malicious nodes by providing false information. As the time changes, the success deals also change. Compared with TBID and RFSN, MCTM has a better transaction success ratio when suffering attack. In MCTM, the new trust value can track node's behaviors and current state carefully, and give punishment for the phenomenon of increasing of false dealing cause by malicious nodes. Hence, the success transaction rate will increase obviously with dealing going on. From fig. 2 , we can observe the success ratio of MCTM can easily reach 90%. Although the success rate will increase along with time change, TBID and RFSN can not exceed 86%. This means our model is more stable than the existing model. Fig. 3 presents the relationship between success process rate and the number of malicious nodes. We analyze the success rate when the proportion of malicious nodes increases from 5% to 35%. From the figure, we can observe that MCTM performs better than TBID and RFSN in terms of success process rate. It is because the markov chain base trust model can distinguish malicious more correctly.
VI. CONCLUSIONS
In this paper, we proposed a new trust management model based on Markov chain to evaluate node state, which reduced the impact of environments on evaluating node state. Simulation results show that MCTM can achieve higher network security and is more effective to identify malicious and malfunctioning nodes in complex environments. In this paper, we built the scheme upon the strong assumption that the number of node state is fixed. In the following days, we will further proceed with trust management studies for the cases where sensor nodes may have changeable states.
