This paper presents a new approach to image restoration based on ANN, considering the learning of the inverse process using a standard image for training under a multiscale approach. Dierent models of ANN were tested and compared with the traditional techniques. The standard image was articially degraded to simulate some types of frequent degradation problems. Due to the huge amount of data generated for training the ANN, this paper uses clustering techniques to reduce the training set. The paper proposes a simple restoration method that leads to a sub-optimal solution without the need of prior knowledge estimation of the degradation phenomenon. The ANN based lters were tested with dierent kinds of degraded images. The mean squared error and the signal-to-noise ratio were used as performance indices to measure the quality of the results of the ANN and of some of the existing methods for comparison. The results show that the ANN based restoration algorithms as proposed in this paper are eective restoration methods. The main advantage of the proposed approach is related to the fact that it does not require an estimation of prior knowledge of the degradation causes for each image.
Introduction
Due to the computational and technological development the use of digital images has considerably grown in the past years in several application elds as: security, monitoring, medicine, biology, industrial automation, astronomy, military, remote sensing, and autonomous navigation. These applications require computational methods of Digital Image Processing (DIP) to improve image quality to facilitate human perception and interpretation with the help of automatic machines.
Dierent approaches have been designed to restore images from their degraded versions. The methods try to compensate the possible existing problems of imaging systems, by assuming that acquisition systems may produce degraded images due to motion blur, atmospheric turbulence, and optical diraction [13] . In addition, the methods assume that Gaussian-like distribution noise best models the kind of noise that may be found in acquired images [9] . Thus, designing restoration techniques is very important for image-based measurement systems since noisy and degraded images may signicantly decrease the accuracy of feature extraction and object recognition operations.
Dierent methods for image restoration have been proposed, including the inverse lter, the Wiener lter, the moving-average lter, the parametric Wiener lter, mean-squared-error lters, the singular-value decomposition technique, deconvolution, and the bandpass lter [8] , as well as, the regularization lter [2] . All of these methods characterize the imaging systems by their corresponding model.
The restoration of images is an inverse problem in which the real image has to be recovered from its probably degraded version. The methods usually require a priori knowledge of the degradation process to specify the input parameters for the inverse restoration approach [11] . Attempts to enhance the decision process in image restoration have led to modications in the classic lters and some of the image restoration techniques have been modied to improve the results and reduce the computational complexity [10, 6, 4, 3, 16] .
In [20, 12, 18, 19, 7, 14] Articial neural networks (ANN) have been used to restore images. [20] has designed a Hopeld network, whereas [12] has trained a six-layer feed-forward network based on the singular value decomposition technique. The work of [18] has proposed two approaches for the image restoration problem: a modied Hopeld neural network to implement a harmonic model, and a variational partial differential equations based algorithm. An impulse noise ltering operator algorithm has been proposed by [19] , combining four center-weighted median lters with a simple adaptive neuro-fuzzy inference system. [7] has proposed a two stage based method involving the estimation of the blur function parameters that depends on the image degradation model and the reconstruction of the blurred images using a Hopeld recurrent neural network. The work of [14] has proposed a Genetic Algorithm-based Fuzzy image lter to remove additive identical independent distribution impulse noise from highly corrupted images. It consists of a fuzzy logic based reconstruction process, a fuzzy ltering process, a genetic learning process, and an image knowledge base.
The ANN models have been employed in image restoration; however, in most of works, the training and generalization tests have been applied to dierent regions of the same image. For instance, in [1] a MLP neural network was applied to reduce the blurring in degraded gray level images corrupted by addictive noise. The MLP neural network was trained with the degraded image as input and the original image as output. In [17] the training data set is composed by the degraded image and the correlation between the original image and the degraded image. In [15] an MLP was trained with a fuzzy logic lter as input and the original image as the desired output.
In this paper we present a novel ANN based multiscale restoration approach, considering the inverse process of learning using a standard type of image. The dierences of the proposed technique are the use of a generic degraded image model to train the proposed neural networks and the use of a multiscale like approach to explore the inuence of the neighborhood of a pixel in the restoration process, as well as, the independence of the estimation of prior knowledge of the degradation process for the restoration. Thus, a main advantage of the proposed method is the possibility of using the same lter in images from dierent sensors avoiding the estimation of a priori knowledge of the image and the possible noise present.
The method employs dierent models of neural networks, as alternatives to the process of image restoration. The networks used were: a Multi Layered Perceptron (MLP), a modied Radial Basis Functions (RBF), and a Hopeld neural network (HNN). The performances of the proposed neural network based lters were compared with those of existing techniques reported in existing literature.
In the results presented in the paper, the degradation eects are simulated by applying the degradation model in [8] . In this model, the image is rst convoluted with a low-pass Gaussian ltering and then noise is added to the resulting image to simulate interference, transmission errors, etc. The noise rate adopted is assumed to be commonly found in digital images. Thus, in the supervised training process the degraded image data is provided as input to the ANN and the nondegraded image pixel is presented as the corresponding output.
The main dierence of the present approach to existing ones relies on the use of space relations taken from the surroundings of the considered pixel in different scales, which makes it possible for the ANN to capture existing space relations among the considered pixels in the image. This approach attempts at coming up with a simple method that leads to an optimum solution to the problem without the need to obtain or estimate a priori knowledge of possible existing degradations in the images.
In trying to generalize the results obtained, the trained ANNs were submitted to indoor, outdoor, and satellite articially degraded images to verify their (or validation) performances on dierent image types. The results are compared to existing restoration approaches (especially the Wiener lter).
The paper is organized as follows. Section 2 brings some basic denitions of the restoration problem. Section 3 describes the proposed restoration method. Section 4 presents some experimental results, with a quantitative analysis. Finally, Section 5 brings the conclusion for the work.
Image restoration
In general, image restoration techniques are oriented by the degradation model and consist of the application of an inverse process to obtain the original image [8, 2] based on a priori knowledge of the degradation phenomenon.
The degraded model in the spatial domain is represented by Equation 1 in which f (x, y) is the original image and g(x, y) the degraded one. In the model, η(x, y) represents an additive noise introduced by the system, and h(x, y) is the point spread function of the blurring degradation component, which may be simulated by a low-pass Gaussian lter. The same model in the frequency domain by the Fourier Transform is given by Equation 2 [8] . (2) A common method used in image processing is the Wiener lter. A priori estimate of the original image frequency spectrum F (u, v) can be obtained, given knowledge of the degradation process. The Wiener lter operation is described by Equation 3 .
where
is the square magnitude of the frequency spectrum of the degradation model, S η (u, v) and S f (u, v) are the average square magnitude frequency spectrums of the noisy and the original images, respectively. The ratio S η (u, v)/S f (u, v) is called the noise-to-signal power ratio. 3 The Proposed Approach
In this paper an ANN based multiscale image restoration approach is proposed. The calibration of the method requires two distinct phases: in the rst a modied Kohonen neural network, using a growing strategy based on a similarity threshold level is employed to cluster the training data set; in the second phase an MLP, an RBF, and a Hopeld are trained and employed to recover the inverse reconstruction model.
The three neural networks are trained with the data acquired from the articial degraded image of gray level co-centered circles. This training strategy attempts at making the ANN learn embedded space relations between a degraded pixel and its neighborhood in order to be associated to its non-degraded version. The owchart diagram in Figure 1 represents the main process of the proposed approach. Figure 1 shows the two main processes of the proposed method. The training process consists of building the training sets by creating the synthetic degraded image. Due to the large sizes of the sets obtained, the images are then presented to a Kohonen based clustering algorithm in order to produce reduced sets for training purposes. In the activation process the available testing images are rst articially degraded and then they are submitted to trained neural networks for restoration and performance analysis.
Training data
The proposed approach follows the assumption that the eects of the degradation sources mentioned before are commonly found in images. Thus, the 8-bit degraded gray level image of co-centered circles was assumed to represent all possible common interferences in an image, independent of the source of the image. Figure 2 .a shows the degraded image of the co-centered circles on the left and the corresponding non-degraded version on the right.
The multiscale approach is achieved by sequentially extracting 3x3, 5x5, 7x7 windows around a pixel in the degraded version of the image, which is then associated to the corresponding pixel at the center position of the a 7x7 window in the original non-degraded image.
Eectively, a 7x7 window is extracted and then, a 3x3 and a 5x5 windows are derived by subsampling the extracted 7x7 window. In addition, the 5x5 and 7x7 windows are subsampled to form 3x3 windows. Then, the process results in 3 windows of 3x3 pixels. Each of these windows is rearranged to form 9x1 vectors. The resulting vectors are nally assembled in one 27x1 vector that is added to the set of training vectors. Such process has been called in this paper as 'linearization'. Such vector is associated to the non-degraded pixel at the center of the equivalent 7x7 window in the original image. The process yield for each pixel a 27x1 vector (see Figure 2 .b). The previous data assembling process results in a very large training data set that may take a long time for the MLP training phase. Thus, the previously cited Kohonen neural network is applied, in a data mining like approach, to reduce the amount of data for training purposes. Vector similarity thresholds are established to extract reduced sets of the original data. The experiments reported in this paper used a similarity threshold of 0.8. However, the image data was submitted to 0.8 and 0.9 similarity thresholds. Table 1 shows the size of the resulting data sets obtained by the Kohonen network for dimension reduction employed in the training phase. 
Training process
The MLP training process consisted of the simultaneous submission of the degraded image data as inputs and the pixel at the center of the corresponding 7x7 window in the non-degraded image as the corresponding output. The proposed MLP was designed with 1 hidden layer with 28 neurons and 1 output. However, dierent MLP architectures were tried. The logistic sigmoidal activation function was used for all the neurons. The trained MLP was then generalized by submitting dierent images to it.
To use the RBF network in the construction of a lter for image restoration required two changes in the methodology of constructing RBF networks. The rst was in the architecture of the network with the inclusion of an extra hidden layer. The second change was in the form of setting the centers of the radial basis functions of the problem at hand. The rst layer of hidden neurons form a base of 256 Gaussian functions, with σ = 1. In the second layer neurons the logistic sigmoidal function was used as the activation function. The centers of the Gaussian functions of the rst hidden layer were 256 vectors obtained from the training set used in training the MLP network. The original set with 2886 vectors (after clustering) was reclustered to result in a reduced set with 256 vectors. Chosen the centers of the rst hidden layer, the training of the second hidden layer and output layer employs the error backpropagation algorithm to train the MLP. The algorithm ran iteratively for 100 times of training. The weights obtained were subjected to a generalization test on a degraded image test. The resulting restored image is subjected to the calculation of the signal/noise ratio which is then compared to the value obtained with the Wiener lter, considered to be the best among the traditional methods used in this work. The criterion for stopping the algorithm consisted of nding a value of the signal/noise ratio, for the RBF network, that as at least 5% higher than the value of the signal noise ratio obtained in the restoration by Wiener lter.
The use of the Hopeld network in this work follows the general ideas of this network as an associative memory, with the following changes: 1) the vectors are stored as fundamental memories vectors with discrete components assuming values between 0 and 255; 2) the activation function used is the hyperbolic tangent function, and 3) the update of the states of the neurons is synchronous. This assembly used the 256 vectors resulting from the reclustering of the 2886 vectors generated by the multiscale approach. The activation of the network consisted of the presentation of 7x7 data extracted from the windows in the degraded image test. The state of the neurons of the Hopeld network were updated for a number of iterations or until there were not any signicant change (within certain limits of tolerance) in the energy of the network given by the Liapnunov function (E) expressed in Equation 4 .
During generalization, the ANN is exposed to a set of dierent images articially degraded with the same parameters of Equation 1.
Experiments
In this section, we present results of some of the experiments conducted in which the proposed technique was used to restore degraded images. The trained neural network architecture was used to restore articially degraded versions of dierent images: the Lenna image commonly used in the computer vision literature, and outdoor images, such as, satellite images of dierent applications. Such images were submitted to the same degradation process used in the construction of the training image. The use of dierent image data aims at verifying the adequacy and robustness of the present approach for the image restoration problem as stated in [8] . In [5] , this same methodology was applied in tomography brain images degraded by the capture system, and the neural restoration system improved the classication process, showing the adequacy of the method.
Our method was applied for 7 images and the results, for 3 of them (one of each type) can be observed in the Figures 3, 4 The obtained values for the MSE and the SNR between the original image and the degraded version, and between the original and restored images are presented in Table 2 and 3, respectively. The rst col-umn refers to the image employed in the tests (Lenna, LandSat1 (LS1), LandSat2 (LS2), LandSat3 (LS3), CBERS1 (CB1), CBERS2 (CB2), CBERS3 (CB3)), the second column to the degraded images (D), the third column refers to the restoration results obtained by Wiener lter (WF), the fourth column refers to the restoration results obtained by multilayer perceptron with similarity = 0.8 (MLP08), the fth column to multilayer perceptron with similarity = 0.9 (MLP09), the sixth column refers to the radial Basis Function network (RBF) results, and the seventh column refers to the Hopeld network (Hopf) results. Tables 2 and 3 we can verify that, compared to the Wiener Filter results, the ANN model presents better results for 6 of the 7 experiments performed, in which noise decreases. In a particular case, for the CBERS images, the ANN model performed better in 3 of the 3 images tested. 
Additional experiments
Additional experiments were carried out by varying the noise rate (μ = 0 and v =0.01, 0.05 and 0.10) and 3rd, 5th and 7th Gaussian blurring with (Gauss Table 4 shows the results of images restoration with articial noise only μ = 0 and v=0.01, 0.05 and 0.10. Through the Table 4 can be observed that the neural lters have better performance compared to the traditional lters. The lter MLP08 obtained the best result for the rate of noise v = 0.01 and μ = 0 and for noise with v = 0.05, v = 0.1 and μ = 0 the lter that showed the best performance was RBF. This result can be observed through the values of SNR that were higher than other lters, as outlined in 4. Through Tables 5, 6 and 7 it can be observed that RBF neural lter sistematically present the better results. Through the analysis of these results it can be observed that the neural network performed better than the Wiener Filter (WF) for all of the noise levels used in the experiments. Thus, these results demonstrate the robustness of the methodology, when applied to images with dierent levels of noise. A neural network multiscale image restoration method was proposed for restoring degraded images based on an universal training data strategy. Experimental results show the adequacy of the proposed approach to solve the problem. Through a quantitative analysis it may be observed that the proposed method presents similar results to the ones obtained in the restoration process using the Wiener lter, reported in literature as the most used method for image restoration. As futures work, these results will be compared with more similar approaches: optimization approach and neighborhood pattern based method.
In most of the conducted experiments, a reduction of the degradation for the ANN restored images was performed as may be observed by the signal to noise ratio measurements.
An advantage of the proposed method is related to the fact a neural network approach may be less computationally expensive than the Wiener lter when dealing with very large image datasets, in addition to the easiness of implementation of the ANN models that may also be implemented directly imaging acquisition hardware. 
