One of the most promising areas in which probabilistic graphical models have shown an incipient activity is the field of heuristic optimization and, in particular, in the Estimation of Distribution Algorithms (EDAs). EDAs constitute a well-known family of Evolutionary Computation techniques, similar to Genetic Algorithms. Due to their inherent parallelism, different research lines have been studied trying to improve EDAs from the point of view of execution time and/or accuracy. Among these proposals, we focus on the so-called island-based models. This approach defines several islands (EDA instances) running independently and exchanging information with a given frequency. The information sent by the islands can be a set of individuals or a probabilistic model. This paper presents a comparative study of both information exchanging techniques for a univariate EDA (U M DA g ) over a wide set of parameters and problems -the standard benchmark developed for the IEEE Workshop on Evolutionary Algorithms and other Metaheuristics for Continuous Optimization Problems of the ISDA 2009 Conference. The study concludes that the configurations based on migrating individuals obtain better results.
Introduction
Estimation of Distribution Algorithms are a set of techniques that belong to the field of Evolutionary Computation. Since they were introduced in the 90s [18, 24] , the research community has put a lot of effort in their development, providing powerful algorithms which have been successfully applied to both artificial and real-world problems. In general terms, EDAs are similar to Genetic Algorithms, but their main characteristic is the use of probabilistic models to extract information from the current population (instead of using crossover or mutation operators) in order to create a new and presumably better population. The complexity of the different EDA approaches is usually related to the probabilistic model used, and the ability of that model to identify and represent the (in)dependencies among the variables. Detailed information about the main characteristics of EDAs, as well as the different algorithms that belong to this family can be found in [14, 15, 19, 20] .
The main drawback of the most complex EDAsthose that try to consider all the possible (in)dependencies among the variables-is the high computational cost. Due to this, and thanks to the modularity of EDAs, several parallel approaches have been proposed. These proposals can be divided into two groups:
• Direct parallelization (pEDAs): Those whose behavior is exactly the same of the corresponding sequential version. Their main goal is the reduction of the execution time, and the applicability to larger problems.
• Island-based approach (dEDAs): Those that create different subpopulations and exchange information among them, trying to improve the quality of the solutions of the sequential algorithm.
In this work, we pay attention to the second approach. In this scheme, an EDA instance is executed in each island, and some information is exchanged among the islands during the execution. This information can be made up of individuals (as done in other EAs), or probabilistic models (following the rationale that EDAs use them to extract and gather information about the population). Migration of individuals is a classic approach and has proven to obtain successful results [2, 4, 6, 16] . In addition, migration of models was explicitly developed for the distributed estimation of distribution algorithms (dEDAS) [1, 7, 8, 10, 11] .
Until now, most of the previous work in dEDAs has been conducted in the discrete domain, and little research has been done in comparing both migration methods (individuals versus models). In particular, in continuous optimization, as far as the authors are aware, only two studies have been done [7, 9] . Although these papers concluded that the migration of models obtains significantly better results than the migration of individuals, the experimental scenario was restricted to a) a limited number of problems with small dimensions and b) a small number of parameters that were analyzed. In this paper, we study empirically both approaches over the standard benchmark developed for the IEEE workshop on Evolutionary Algorithms and other Metaheuristics for Continuous Optimization Problems of the ISDA 2009 Conference. Therefore, our goal is to carry out an extensive study combining a wide set of parameters and using a standard benchmark of problems.
The rest of the paper is organized as follows: Section 2 presents an overview of the previous studies on EDAs and dEDAs. Section 3 describes the proposed experimental scenario. Section 4 presents and comments the results obtained and lists the most relevant facts extracted from this analysis. Finally, Section 5 contains the concluding remarks derived from this study.
Preliminaries

Estimation of Distribution Algorithms: EDAs
EDAs are non-deterministic, stochastic heuristic search strategies that are part of the Evolutionary Computation paradigm. In EDAs, multiple solutions or individuals are created at every generation, evolving successively until a satisfactory solution is achieved. In brief, the characteristic that clearly differentiates EDAs from other evolutionary search strategies, such as Genetic Algorithms (GAs), is that the evolution from one generation to the next is achieved by estimating the probability distribution of a set of individuals, sampling later the induced model. This avoids the use of crossing or mutation operators, and the number of parameters required by EDAs is considerably reduced. Based on the probabilistic model considered, three main groups of EDAs can be distinguished: univariate models, which assume that variables are marginally independent; bivariate models, which accept dependencies between pairs of variables; and multivariate models, in which there is no limitation on the number of dependencies.
In this study, we focus on the Univariate Marginal Distribution Algorithm for Gaussian Models (U M DA g ) [12, 13] . This algorithm considers no dependencies between the variables involved in the problem. It is assumed that the joint density function follows a n-dimensional normal distribution, which is factorized by a product of one-dimensional and independent normal densities.
Distributed Estimation of Distribution Algorithms: dEDAs
In the distributed Evolutionary Algorithms (dEAs) 1 , the whole population is distributed over multiple subpopula-1 also known as coarse-grained, multiple-deme or island models tions and occasionally allows the migration or exchange of some individuals among the different islands. Therefore, each node executes an independent algorithm on an independent population. An important aspect of the performance of dEAs is the migration strategy. This is configured through different parameters [5] Close scrutiny of migration parameters [21] has proved that, even though EAs with small populations risk being trapped in a local optimum, an appropriate migration strategy can avoid a suboptimal solution from dominating all the populations. A correct configuration can help to obtain better results with fewer evaluations, but configuring these optimal parameters is not a simple issue [3, 17, 23] .
Regarding the information exchange among islands, two possible alternatives are available: (i) the straightforward approach of selecting a pull of individuals that will be later sent to the consignees and (ii) the alternative of using the main characteristic of EDAs: the probabilistic models. These probabilistic models will be (or should be) able to represent the (in)dependencies among the variables, and therefore comprise more information than a group of individuals. This second approach opens a new challenge: how should the different probabilistic models be combined? In the simplest case, the combination of the resident model with an immigrant one can be formalized by the following rule:
where β varies in the range [0, 1] and represents the influence of the immigrant model M I over the resident model M R . An extended version of this formula for n immigrant models would be:
In order to compute the value of β two different strategies have been traditionally considered. The simplest one is called constant value and it simply assigns to each β a constant value within the interval [0, 1]. The second one, called adaptative value, computes the β value based on the quality of the population associated to each model. For n immigrants, the β value is defined as:
where F R represents the mean fitness value of the resident subpopulation and F Ii represents the mean fitness value of the i-th immigrant subpopulation.
For this work we have introduced a new combination model called uniform combination. This method does not combine the models, it selects each model component from a model of the global set of the immigrants and resident models. Each model has a probability β of being selected for each of the components of the new model. The β value is computed using the same formula of the adaptative combination method.
Experimentation
For the experimentation, the benchmark from the work- Table 2 shows the different parameters used throughout the experiments. In order to analyze the effects of the migration strategies, several island configurations of U M DA g instances were compared against each other. Some of the parameters have been used in previous studies with dEDAs [8, 11] , and additional parameters have been included to obtain a wider view. For each combination, 25 independent executions were carried out. The stopping criterion, as defined in the benchmark, was a fixed number of fitness evaluations (5000 times the dimension of the problem). The performance criterion is the distance (error) between the best individual found and the global optimum in terms of fitness value. A sequential version of the U M DA g algorithm was also executed with different population sizes (64, 100, 200, 512, 1024 and 2048) in order to have a baseline comparison. 
Analysis of the Results
In order to compare all the configurations across all the functions, the average rank according to the Friedman test was computed for each function and for all the functions. The nWins procedure [17] was also applied to the average ranks per function to perform a global comparative analysis. This procedure carries out a pair-wise statistical comparison over the distribution values of all the available configurations by means of the Wilcoxon signed-rank test with a confidence level of 0.05. With these results, the following analysis is carried out: if one algorithm is significantly better than other (p − value < 0.05), the winning algorithm is granted +1 wins and the losing algorithm is penalized with -1 wins. The sum of all the "wins" constitutes the nWins value. Tables 3 and 4 display a ranking of the configurations on both 50-D and 100-D according to the global average rank, together with the nWins score. Due to the size of these tables (432 rows), only the best and worst 10 configurations as well as the sequential configurations are displayed. From these results, it can be seen that, for the 50 dimensional functions, the best configurations are based on sending individuals, with the lowest population size and number of islands, whereas the worst side of the table is mostly filled with configurations based on sending models with the highest number of islands and the lowest population size. It can also be seen that the ring topology and the selection of the best emigrants are values that can be found in almost all the best configurations. Therefore, it seems that the best configurations are those which are based on sending individuals, have a reasonable population size per island but still small enough to have a considerable number of iterations (due to the restriction of the benchmark), use the ring topology and send their best individuals. On the other hand, the worst configurations have in common the smallest population size per island and have values that quickly decrease the diversity of the populations, i.e highest topology degree and highest migration rate.
The sequential versions of the algorithms are mostly placed around positions near the middle of the table, neither too good nor too bad. The best results are obtained with the configuration with 512 individuals which has a good balance between the population size and the number of iterations. For 100-D the situation is quite similar, confirming the fact that the previous conclusions are stable and can be generalized to a higher number of dimensions. However, it can be seen that the best configurations tend to have greater population sizes and number of islands which implies a greater diversity in the global population. Both the worst and sequential configurations have a similar pattern to the one in 50-D.
The next study consisted in analyzing the performance on each function of the configurations based on sending individuals against the equivalent ones based on sending models. For this task, all the configurations were grouped in each of the 8 possible groups (54 configurations per group) for sending individuals or models based on the values of the specific parameters of Table 2 . Then, the average rank and the number of wins was obtained for each group (54 values per group) following a procedure similar to the one described before. Tables 5 and 6 present the results in both 50 and 100 dimensions. For each function, the best average rank is highlighted on both tables. From these results, it can be seen that, in 9 out of 11 functions, the groups based on sending individuals obtained a superior average ranking than the ones based on sending models. These results were confirmed when using the nWins procedure. Only on two functions, f4 and f8, the sending models configurations obtained a better average rank than the sending individuals configurations. Within the individuals configurations, sending the best 5% of individuals, achieves the best performance in most of the functions followed closely by the group which sends the best 10%. On the other hand, sending a 20% of randomly chosen individuals, obtained the worst average results. It seems that sending a small number of the best individuals is the best overall strategy for most of the common configurations. With the average ranks per function for each of the eight groups, a global analysis was also performed. These results are shown in the last row of Tables 5 and 6 . It can be seen that the conclusions from the previous analysis are also confirmed in the global one: all the sending individuals groups obtain better values in both average rank and number of wins than the sending models groups and the best results are achieved by the group which sends the best 5% of individuals followed closely by the group which sends the best 10%.
Finally, for each common distributed configuration, i.e., for each selection of population size, number of islands, migration period and topology, the results for each of the eight possible configurations was pairwise compared using the average ranking and nWins procedures. The results for the 50 dimensional functions are presented in Table 7. Since the values are quite similar for the 100 dimensional functions, only the 50 dimensional results are presented but the average of each of the eight groups are presented for both dimensions ( Table 8 ). The best average results are highlighted in both tables. In this analysis, it is also shown that all the configurations which send individuals obtain better results than the sending models ones. Within the groups which send individuals, the configurations which achieve the best global values are the ones which send the best 5% and 10% of the population.
Conclusion
This paper presents an extensive comparison of several configurations of dEDAs over a standard benchmark of continuous functions in both 50 and 100 dimensions. Several analysis from different points of view have been carried out and non-parametrical tests have been applied. The attention has been put to which method for exchanging information between dEDAs, the migration of individuals or the migration of probabilistic models, is the best approach for a researcher who would like to apply the U M DA g dEDAs in a continuous domain. From this perspective, the results from this study clearly express that, for most of the functions, the exchange of individuals obtains significantly better results than the alternative approach of sending models. Furthermore, the question of whether the dEDAs configurations obtain better results than their equivalent sequential versions has also been addressed: the study shows that the best dEDAs configurations outperform the best results of the sequential counterparts. However, it is neccesary to carry out a correct selection of the distributed parameter values in order to achieve these results. Finally, the study also recommends the use of the ring2 topology and the selection of a small percent of emigrants in order to obtain the best results with the dEDAs configurations and discourages the application of configurations which tend to destroy the diversity of the islands population, i.e, the combination of the following values: small population sizes, the all-to-all topology and the exchange of a considerable amount of individuals. 
