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Kapitel 1
Einleitung
Mit zunehmender Verwendung von Funktechnologien in allen Bereichen des ta¨glichen
Lebens kommt der intensiven Bescha¨ftigung mit einem der wesentlichen Elemente einer
Funku¨bertragungsstrecke - der Antenne - eine immer gro¨ßere Bedeutung zu. Dabei ist die
Konzentration auf das deterministische Verhalten von Antennen schon aufgrund der un-
mittelbaren praktischen Relevanz naheliegend. Jedoch kann besonders mit zunehmender
Verwendung von phasengesteuerten Gruppenantennen auch das Rauschverhalten einer
Antenne einen Einfluss auf das Verhalten des Gesamtsystems haben. Die bislang vorherr-
schende Meinung in der Literatur ist, dass das Rauschverhalten einer Antenne vorgegeben
und nicht zu beeinflussen ist. Fu¨r einzelne Antennenelemente ist dies zutreffend, jedoch
zeichnet sich bei Gruppenantennen ein anderes Bild ab.
Gruppenantennen weisen ein unterschiedliches Verhalten fu¨r deterministische und stochas-
tische Signale auf. Der Betrachtung dieses Verhaltens, in theoretischer wie in praktischer
Hinsicht, ist ein wesentlicher Teil dieser Arbeit gewidmet.
Quasioptische Systeme als ein Spezialgebiet der Anwendung von Gruppenantennen sind
seit einigen Jahren in den Fokus der weltweiten Forschungen im Bereich der Hochfrequenz-
und speziell der Antennentechnik geru¨ckt [1][2][3][4]. Neben der Anwendung in Mobilfunk-
netzen wie UMTS ist auch die Verwendung von quasioptischen Systemen fu¨r die Signal-
versta¨rkung, -mischung und den Aufbau von Empfangssystemen von Interesse. Dieses
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geschieht aufgrund der mechanischen Begrenzungen in erster Linie in ho¨heren Frequenz-
bereichen ≥ 20 GHz, aber auch bei Radarsystemen im 10 GHz-Bereich kommen derartige
Technologien zum Einsatz. All diesen Anwendungen ist gemein, dass sie ein interessantes
Anwendungsfeld fu¨r die Rauschbetrachtung und die Ausnutzung des Rauschverhaltens
von derartigen Systemen abgeben.
Zusa¨tzlich wird der Aufbau von in einen Parallelplattenleiter integrierten Elementen un-
tersucht. Von dieser Variante eines quasioptischen Systems sind einige deutliche Vorteile
gegenu¨ber dem Aufbau im Freiraum zu erwarten, wie im Weiteren diskutiert werden wird.
Die vorliegende Arbeit befasst sich zuna¨chst mit der Herleitung der mathematischen
Grundlagen fu¨r eine Rauschbetrachtung auf Basis von Wellengro¨ßen. Darauf aufbauend
werden Einzel- und Gruppenantennen hinsichtlich ihres Rauschverhaltens charakterisiert
sowie potentielle Anwendungen dieser Kenntnisse diskutiert. Zur praktischen Besta¨tigung
der theoretischen Erkenntnisse wurden zahlreiche Versuche durchgefu¨hrt, die Ergebnisse
werden dokumentiert und ausgewertet. Im Rahmen dessen widmet sich die vorliegende
Arbeit den besonderen Aspekten von quasioptischen Systemen und beschreibt eine neu-
artige Form des Aufbaus eines besonders breitbandigen quasioptischen Systemkonzepts.
Kapitel 2
Grundlagen
Rauschen in Hochfrequenzsystemen kann verschiedenartige Ursachen haben. Auf physi-
kalischer Ebene liegen eine statistisch zu beschreibende Bewegung von Elektronen durch
thermische Einflu¨sse, Gitterkollisionen sowie Kombinationen und Rekombinationen in Be-
reichen unterschiedlicher Raumladungsdichte zu Grunde. Fu¨r eine detaillierte Betrachtung
dieser Ursachen sei an dieser Stelle auf die entsprechende Fachliteratur verwiesen [5][6].
In den meisten Fa¨llen kann thermisches Rauschen als der entscheidende Anteil an dem
Gesamtrauschen eines HF-Systems angenommen werden. Das Rauschverhalten von HF-
Systemen hinsichtlich seiner Einflu¨sse zu analysieren und Beschreibungsmechanismen auf-
zuzeigen ist Inhalt dieses Kapitels. Im Folgenden werden unterschiedliche Konzepte zur
Darstellung von Rauschprozessen dargelegt und eine geschlossene Behandlung des Signal-
und Rauschverhaltens von HF-Schaltungen vorgestellt.
2.1 Darstellung von thermischem Rauschen
Thermisches Rauschen wird durch die U¨bertragung der Brown’schen Moleku¨lbewegung
auf die freien Elektronen in elektrisch leitfa¨higen Materialien hervorgerufen. Eine Her-
leitung einer mathematisch zu beschreibenden Gesetzma¨ßigkeit bietet beispielsweise die
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Auswertung der Gesetze der Thermodynamik, aus denen fu¨r die Rauschleistungsdichte
w(f) =
hf
e
hf
kT − 1
(2.1)
folgt [7]. Hierbei bezeichnen h das Planck’sche Wirkungsquantum, k die Boltzmannkon-
stante, f die Frequenz und T die Temperatur des betrachteten Systems.
Fu¨r Frequenzen, bei denen hf ≪ kT gilt, la¨sst sich dies in guter Na¨herung zu
w(f) = kT = const (2.2)
vereinfachen. Diese Vereinfachung hat bis hin zu sehr hohen Frequenzen (ca. 600 GHz) ihre
Gu¨ltigkeit. Eine Herleitung nach einemModell der Ladungstra¨gerbewegung in Festko¨rpern
von Drude fu¨hrt zu demselben Ergebnis [8].
Aufgrund der konstanten Rauschleistungsdichte la¨sst sich die in einer Bandbreite B ent-
haltene Rauschleistung damit durch die Nyquist-Beziehung
PR = kTB = w(f) · B (2.3)
darstellen. In Analogie zum weißen Licht, bei dem ebenfalls alle Farben und damit Fre-
quenzanteile gleichermaßen vorhanden sind, wird ein derartiges Rauschspektrum als wei-
ßes Rauschen bezeichnet.
Bei einer festen Bandbreite ist die Temperatur die einzige variable Gro¨ße. Aufgrund dessen
ist eine u¨bliche Darstellungsform, anstelle der Rauschleistung PR die Rauschtemperatur T
eines thermisch rauschenden Elements anzugeben und die Bandbreite willku¨rlich, zumeist
auf 1 Hz, festzulegen.
2.2 Beschreibung auf Basis des Signal-Rausch-Ver-
ha¨ltnisses
Das Signal-Rausch-Verha¨ltnis (Signal to Noise Ratio, SNR) gibt als Gro¨ße die Leistungs-
differenz zwischen dem Nutzsignal und dem sto¨renden Rauschpegel an. Aufgrund seiner
Zweitor
S
ein
S
aus
R
ein Raus=f(Rein+PR,E)
P
R,E
F / T
rauschendes
Abbildung 2.1: Rauschleistungen und -anteile bei einem Zweitor
praktischen Relevanz und der einfachen Messbarkeit ist es das entscheidende Kriterium
bei der Beurteilung des Rauschverhaltens einer elektronischen Baugruppe. Die gebra¨uch-
lichen Beschreibungsformen des Rauschverhaltens basieren auf einer Auswertung dieser
Gro¨ße. Ausgangspunkt bei der Herleitung ist ein Zweitor wie in Abb. 2.1 darstellt.
Auf Basis der Leistungsverha¨ltnisse am Ein- und Ausgang des Zweitors kann man als Maß
fu¨r das Rauschverhalten das Verha¨ltnis von Signalleistung S zu Rauschleistung PR am
Ein- und Ausgang heranziehen. Man erha¨lt so einen Faktor F mit
F =
SNRein
SNRaus
=
Sein/PR,ein
Saus/PR,aus
, (2.4)
der als Rauschzahl bezeichnet wird.
Ein rauschendes Zweitor fu¨gt dem Rauschsignal auf der Ausgangsseite sein Eigenrauschen
hinzu, es verschlechtert demzufolge das SNR um diesen Beitrag.
Ausgehend von dieser Beobachtung kann die gleiche Rauschzahl auch unabha¨ngig von der
Signalleistung ausgedru¨ckt werden, indem man ausschließlich das Verha¨ltnis der Rausch-
leistungen heranzieht. Man erreicht dies zuna¨chst durch Einfu¨hrung eines Versta¨rkungs-
faktors G und mit anschließender Substitution der Gro¨ßen Saus bzw. PR,aus durch die mit
der Versta¨rkung beaufschlagten Eingangsgro¨ßen, was zu
F =
Sein(GPR,ein + PR′,eigen)
GSeinPR,ein
(2.5)
fu¨hrt.
Bezieht man die damit eingefu¨hrte Eigenrauschleistung PR′,eigen per Definition mittels
PR′,eigen = GPR,eigen (2.6)
auf den Eingang des Zweitors, so kann die Definition der Rauschzahl nachfolgend auch in
der Form
F =
PR,ein + PR,eigen
PR,ein
= 1 +
PR,eigen
PR,ein
(2.7)
beschrieben werden.
Durch diesen letzten Schritt ist die Rauschzahl rechnerisch unabha¨ngig von der Versta¨r-
kung oder Da¨mpfung des Zweitors. Stillschweigend wird als willku¨rliche Festsetzung die
Berechung der Leistungen auf einem fest definierten Impedanzniveau durchgefu¨hrt. U¨bli-
cherweise wird hierbei aufgrund der weiten Verbreitung in technischen Systemen eine
Impedanz von 50 Ω gewa¨hlt.
Weiter oben wurde darauf hingewiesen, dass vielfach bei weißem Rauschen die Rauschtem-
peratur an die Stelle der Rauschleistungsangabe tritt. Auch bei der Definition der Rausch-
zahl ist es mo¨glich, eine Beschreibung anhand der Rauschtemperatur bzw. der Vera¨nde-
rung derselben zu finden. Sie ergibt sich durch Betrachtung der Eigenrauschleistung PRE
als a¨quivalente Erho¨hung der Rauschtemperatur T0 des Eingangswiderstands und folgt
direkt aus dem Einsetzen von Gl. 2.3 in Gl. 2.7:
F = 1 +
TE
T0
. (2.8)
Diesen Definitionen gemeinsam ist die Annahme einer einheitlichen Eingangsrauschleis-
tung bzw. -temperatur als intrinsisch angenommene Referenz. Die Referenz kann prin-
zipiell beliebig gewa¨hlt werden, fu¨r eine Vergleichbarkeit der Ergebnisse ist jedoch das
Einhalten eines identischen Referenzniveaus zwingend notwendig.
Bei den meisten Beschreibungen in der Literatur wird als Referenzniveau stillschweigend
das thermische Rauschen kT0B bei einer Normaltemperatur T0 als Eingangsrauschen an-
genommen.
Anhand dieser Beschreibungsformen ist auch eine Beurteilung des Rauschverhaltens einer
Kettenschaltung von mehreren Zweitoren mo¨glich. Die sogenannte Friis’sche Formel be-
schreibt dabei den Einfluss der unterschiedlichen Rauschanteile auf das Gesamtverhalten
der Schaltung [5][7].
Beide Darstellungsmechanismen haben jedoch speziell im Umgang mit Antennensystemen
entscheidende Nachteile. So werden Effekte durch Fehlanpassungen nicht beru¨cksichtigt,
d.h. man geht insbesondere davon aus, dass keine Mehrfachreflexionen auftreten. Weiter-
hin werden ausschließlich Zweitore durch die Definitionen erfasst, eine Ausdehnung auf
beliebige n-Tore bedarf der Erstellung einer eigenen Theorie zur Behandlung dieser Fa¨lle.
Zusa¨tzlich ist die Normierung auf eine willku¨rlich gewa¨hlte Eingangstemperatur T0 bei
der Betrachtung komplexerer Systeme mit unterschiedlichen Eingangsrauschverha¨ltnissen
hinderlich. Außerdem werden Einflu¨sse durch die Korrelation verschiedener Rauschanteile
u¨berhaupt nicht beru¨cksichtigt.
Ziel soll es daher sein, Alternativen zur Rauschbeschreibung von nachrichtentechnischen
Systemen zu finden. Diese sollten kompatibel zu den u¨blichen Beschreibungsgro¨ßen von
Mehrtoren sein und zusa¨tzlich unter vereinfachten Rahmenbedingungen ein Zuru¨ckgreifen
auf die oben genannten Rauschgro¨ßen ermo¨glichen.
Die im Folgenden vorgestellte Behandlung von Rauschgro¨ßen erfu¨llt die genannten Be-
dingungen. Sie basiert auf den Ausfu¨hrungen von H. Bosma und erweitert diese speziell
im Hinblick auf die Betrachtung von Antennensystemen [9].
2.3 Schmalbandrauschen
Thermisches Rauschen liefert in der Regel einen wesentlichen Beitrag zu den Rauschan-
teilen eines Hochfrequenzsystems. Daher kann bei beliebigen Bandbreiten eine konstante
Rauschleistung nach Gl. 2.3 angesetzt werden.
In den Fa¨llen, wo diese Na¨herung nicht greift, kann man sich behelfen, indem man die
betrachtete Bandbreite soweit reduziert, bis innerhalb der betrachteten Bandbreite die
Rauschleistung erneut als konstant angesehen werden kann (s. Abb. 2.2).
Das so erhaltene Rauschen wird auch als Schmalbandrauschen bezeichnet. Engt man den
Betrachtungsbereich nun immer weiter ein, so erha¨lt man im Extremfall eine bei einer Fre-
quenz definierte Rauschleistung. Aufgrund der Elimination jeglicher Frequenzabha¨ngig-
keit kann diese auch als Zeiger mit Betrag und Phase aufgefasst werden. Somit ist ein
f [Hz]
PR [rel.]
Abbildung 2.2: Darstellung des Schmalbandrauschens
U¨bergang zur Beschreibung von Rauschgro¨ßen mithilfe der komplexen Zahlendarstellung
gegeben, wie sie speziell fu¨r harmonische Signale bekannt ist.
In Abweichung von der Behandlung deterministischer Signale werden diese Rauschelemen-
te als Elemente des Hilbert-Raums definiert. Innerhalb des Hilbert-Raums werden Zahlen
mit speziellen Eigenschaften angenommen, wie sie auch fu¨r den komplexen Zahlenraum
gelten. In diesem Sinne sind die zu definierenden Rauschelemente als klassische, komplexe
Zahlen aufzufassen.
Im Unterschied zu den aus der Wechselstromtechnik bekannten Gro¨ßen besitzt jedoch die
Phase als absoluter Wert keine Bedeutung, das Verha¨ltnis von Phasen zueinander wird
jedoch weiterhin ausgewertet.
So sind auch Aussagen zu den relativen Phasenverha¨ltnissen nach wie vor wichtiges Be-
schreibungsmerkmal des Verhaltens eines Mehrtors. Die Phasenwerte der Eingangssignale
sind mangels Vergleichbarkeit ohne Bedeutung und werden daher in der Regel als Null
angenommen.
Die Rechenregeln der komplexen Zahlenebene sind in vollem Umfang anwendbar. Zur
Unterscheidung der Bezeichnung konjugiert komplexer Zahlen wird als Exponent nicht
der
”
*“, sondern das
”
+“-Zeichen verwendet [10].
2.3.1 Rauschwellengro¨ßen
In Analogie zu den Wellengro¨ßen harmonischer Signale kann man nun eine Rauschwellen-
gro¨ße A in der Art definieren, dass fu¨r die Leistungsdichte
w(f) = AA+ = kT (2.9)
gilt.
Da diese Definition physikalisch nur in der Leistungsdichte und damit in einer nicht pha-
senbehafteten Gro¨ße fußt, kann man ohne Beschra¨nkung der Allgemeingu¨ltigkeit fu¨r die
Wellengro¨ße deren Anfangsphase beliebig definieren. Der Einfachheit halber wird diese
auf Null gesetzt.
Damit folgt fu¨r diese Wellengro¨ße
A =
√
kT
.
= Υ. (2.10)
Um die Darstellung weiterer Berechnungen zu vereinfachen, wird dabei an dieser Stelle
die Gro¨ße Υ definiert, sie ermo¨glicht spa¨ter die direkte Herstellung eines Zusammenhangs
zwischen Rauschtemperatur und Rauschwellengro¨ße. Als Konsequenz kann man Gl. 2.9
also auch als w(f) = Υ2 schreiben. Hier und im Folgenden wird Υ in Anlehnung an die
Ableitung aus der Rauschtemperatur auch als Wellentemperatur bezeichnet.
Fu¨r die in der Bandbreite B enthaltene Rauschleistung erha¨lt man in Anlehnung an Gl.
2.3 somit
PA = AA
+B = BΥ2. (2.11)
Offensichtlich haben die so definierten Rauschwellengro¨ßen die Einheit
√
Leistung/Hz,
sie beinhalten also implizit eine Bandbreitenannahme. In der Regel wird diese in direkter
Umsetzung des Schmalbandansatzes dabei mit B = 1 Hz implizit vorgegeben.
Da in vielen Fa¨llen das Rauschverhalten auf Basis der Rauschzahl diskutiert wird, ist es
hier sinnvoll, den Zusammenhang zwischen Rauschzahl und Rauschwellengro¨ßen herzu-
stellen.
Es gilt nach Erweiterung von Gl. 2.8 mit der Boltzmannkonstante k und mithilfe von Gl.
2.9
F =
A0A
+
0 + AEA
+
E
A0A
+
0
. (2.12)
Fu¨r den direkten Zusammenhang zwischen Wellengro¨ßen und Rauschzahl kann man ana-
log dazu eine Variante der Rauschzahl angeben. So kann man diese u¨ber Gl. 2.4 herleiten,
dabei wird anstelle des Signal-Rausch-Verha¨ltnisses ein Welle-Rausch-Verha¨ltnis (Wave
to Noise Ratio,WNR) herangezogen. Es folgt
F =
WNRein
WNRaus
= 1 +
Xeigen
Xein
. (2.13)
Fu¨r den in der Regel gu¨ltigen Fall, dass die Rauschwellen von Eigen- und Eingangs-
rauschen unkorreliert sind, gilt zwischen der Wellen- und der Leistungsrauschzahl der
Zusammenhang
F2 =
(Υein +Υeigen)
2
Υ2ein
=
Υ2ein +Υ
2
eigen
Υ2ein
= F. (2.14)
2.3.2 Ein Beispiel fu¨r eine Rechnung mit Rauschwellen
Die so definierte Rauschwellengro¨ße A erfa¨hrt ebenso wie die entsprechenden Signalwel-
lengro¨ßen beim Durchlaufen von Schaltungselementen eine Vera¨nderung nach Betrag und
Phase. Anhand eines Beispiels la¨sst sich die Analogie zu deterministischen Gro¨ßen veran-
schaulichen.
So ergibt sich beispielsweise fu¨r die Rauschwelle nach Durchlaufen einer verlustlosen Lei-
tung der La¨nge L zwischen den Positionen l1 und l2
A(l2) = A(l1)e
jβL, (2.15)
die entsprechende Rauschleistung bleibt nach
∆P (l2) = A(l2)A(l2)
+ = A(l1)A(l1)
+ = ∆P (l1) (2.16)
aufgrund der Verlustlosigkeit erhalten.
Theoretisch ist dieser Ansatz durch die Vorgabe der Bandbreite von 1 Hz stets gu¨ltig,
in der Praxis ko¨nnen sich jedoch Probleme ergeben. Aus praktischen Erwa¨gungen ist
eine Grenze der Gu¨ltigkeit des Gedankenansatzes dann erreicht, wenn die Schmalband-
voraussetzung nicht mehr gegeben ist. Qualitativ kann sie u¨ber die Annahme der kon-
stanten Phasenverschiebung u¨ber der betrachteten Bandbreite beschrieben werden.
Nur solange
∆βL≪ 2π (2.17)
u¨ber die gesamte betrachtete Bandbreite gilt, kann man von Schmalbandrauschen spre-
chen. ∆β ist dabei die A¨nderung des Ausbreitungsfaktors β u¨ber der betrachteten Band-
breite B. Daraus ergeben sich wichtige Beschra¨nkungen fu¨r die praktische Anwendung des
Schmalbandansatzes, da sowohl die Leitungsla¨nge als auch die betrachtete Bandbreite in
die Grenzbedingung einfließen.
2.3.3 Behandlung der Korrelation
Der große Vorteil der Darstellung von Rauschsignalen in der dargelegten Form ergibt
sich bei der Analyse des Verhaltens von mehreren gleichzeitig vorhandenen Rauschantei-
len. Die fu¨r die U¨berlagerung von verschiedenen Rauschsignalen wichtige Betrachtung der
Korrelation wird analog zu deren mathematischer Definition im Falle der Rauschwellen-
darstellung u¨ber das Produkt X1X
+
2 dargestellt [5][6].
Betrachtet man nun zur Veranschaulichung ein aus zwei Rauschsignalen zusammengesetz-
tes Signal
W = X1 +X2, (2.18)
so ergibt sich fu¨r die resultierende Rauschleistungsdichte
WW+ = X1X
+
1 +X2X
+
2 +X1X
+
2 +X2X
+
1 . (2.19)
Die Terme X1X
+
2 und X2X
+
1 entsprechen dabei der Kreuzkorrelation der beiden Rauschsi-
gnale, d.h. im unkorrelierten Fall sind sie gleich Null. In diesem Fall ist die sich ergebende
Rauschleistungsdichte gleich der Summe der einzelnen Leistungsdichten
WW+ = X1X
+
1 +X2X
+
2 . (2.20)
2.3.3.1 Korrelationsfaktor
Auf Basis der Voru¨berlegungen kann man eine genauere Betrachtung des Verhaltens von
korrelierten Rauschsignalen durchfu¨hren. Zur Veranschaulichung wird der Rauschanteil
X1 in zwei Anteile
X1 = X
′
1 +X
′′
2 (2.21)
zerlegt, wobei der Anteil X ′1 vollsta¨ndig korreliert und der Anteil X
′′
1 vollsta¨ndig unkor-
reliert zu X2 seien.
Fu¨r den vollsta¨ndig korrelierten Anteil muss auf der einen Seite ein Proportionalita¨tsfaktor
existieren, der eine Aussage u¨ber das Verha¨ltnis der beiden Anteile zueinander ermo¨glicht.
Diesen kann man z.B. u¨ber
X ′1 = dX2 (2.22)
definieren, mit dǫR als Maß fu¨r den Grad der Korrelation zwischen X1 und X2.
Auf der anderen Seite muss ein ebensolcher Proportionalita¨tsfaktor existieren, der den
Anteil von X ′1 in Abha¨ngigkeit zu der Gesamtgro¨ße von X1 definiert.
Es folgt mittels
X1X
+
1 = (X
′
1 +X
′′
1 )(X
′+
1 +X
′′+
1 ) = X
′
1X
′+
1 +X
′′
1X
′′+
1 (2.23)
und durch Einfu¨hrung des Faktors cǫR mit X ′1 = cX1
X ′1X
′+
1 = cc
∗X1X
+
1 (2.24)
bzw.
X ′′1X
′′+
1 = (1− cc∗)X1X+1 . (2.25)
Bisher wurden die Definitionen der Proportionalita¨tsfaktoren nur auf Basis der Rausch-
wellengro¨ße X1 betrachtet. Fu¨r eine anschauliche Deutung von Gleichung 2.19 ist es hilf-
reich, einen Zusammenhang zwischen diesen Proportionalita¨tsfaktoren und den beiden
vorkommenden Wellengro¨ßen herzuleiten.
Dies ist unter Verwendung von Gl. 2.22 sowie der Definition fu¨r c mo¨glich. Hiernach gilt
X ′1 = dX2 = cX1, (2.26)
womit direkt die Einfu¨hrung eines Faktors C21ǫR mit
C21
.
=
c
d
=
X2
X1
(2.27)
mo¨glich ist.
Der Faktor C21 stellt dabei den direkten Zusammenhang zwischen zwei Rauschwellen dar.
Er wird im Folgenden fu¨r die Schmalbandrauschsignale als Korrelationsfaktor verwendet.
Die Indices weisen dabei auf die Reihenfolge der Abha¨ngigkeit hin, es gilt
C21 =
X2
X1
=
1
C12
. (2.28)
Dann ergibt sich fu¨r die Kreuzkorrelation
X1X
+
2 = C12X2X
+
2 = C21X1X
+
1 , (2.29)
was wegen cǫR gleichermaßen fu¨r X2X
+
1 gilt.
Setzt man diese Terme nun in Gl. 2.19 ein, so folgt fu¨r die Gesamtrauschleistungsdichte
WW+ = X1X
+
1 +X2X
+
2 + C21X1X
+
1 + C21X2X
+
2
= X1X
+
1 +X2X
+
2 + C12X1X
+
1 + C12X2X
+
2 . (2.30)
Verallgemeinert man dies auf eine U¨berlagerung von N Rauschsignalen, so folgt direkt
mit cii = 1
WW+ =
N∑
i=1
XiX
+
i
N∑
j=1
cij . (2.31)
Es bleibt anzumerken, dass der derart definierte Korrelationsfaktor fu¨r Schmalbandrausch-
signale keinen Ersatz fu¨r die Korrelationsfunktionen oder den aus ihnen abgeleiteten Kor-
relationsfaktor (z.B. [7]) darstellen kann und soll. Vielmehr ist er ein Hilfsmittel, um bei
Anwendung der Schmalbandrauschdarstellung als Proportionalita¨tsfaktor Aussagen u¨ber
den Zusammenhang zwischen zwei Rauschsignalen treffen zu ko¨nnen.
Analog zur klassischen Definition des Korrelationsfaktors beschreibt der Wertebereich
0 ≤ C ≤ 1 die Korrelation zwischen zwei Rauschsignalen mit den Extremwerten C = 0
fu¨r vollsta¨ndig unkorrelierte und C = 1 fu¨r vollsta¨ndig korrelierte Signale. Im Unter-
schied zum klassisch definierten Korrelationsfaktor ist zusa¨tzlich auch C > 1 zula¨ssig,
dies beschreibt das Gro¨ßenverha¨ltnis vollsta¨ndig korrelierter Signale.
2.3.3.2 Deutung der U¨berlagerung mehrerer Rauschsignale
Zur Veranschaulichung des Einflusses der Korrelation auf die U¨berlagerung zweier Signale
sei zuna¨chst ein aus zwei vollsta¨ndig korrelierten Rauschanteilen zusammengesetzes Signal
X = X1 +X2 (2.32)
vorgegeben. Fu¨r dieses Signal ergibt sich die Rauschleistungsdichte nach Gl. 2.9 bzw. Gl.
2.30
XX+ = (1 + C21)[X1X
+
1 +X2X
+
2 ], (2.33)
was aufgrund der vorausgesetzten vollsta¨ndigen Korrelation und fu¨r eine angenommene
identische Rauschleistungsdichte nach Gl. 2.3 von X1X
+
1 = X2X
+
2 = kT0 zu
XX+ = 4kT0 (2.34)
fu¨hrt.
Betrachtet man nun zum Vergleich die U¨berlagerung zweier vollsta¨ndig unkorrelierter
Signale, so folgt sofort aus den bisher ausgefu¨hrten U¨berlegungen
XX+ = X1X
+
1 +X2X
+
2 , (2.35)
was sich unter Beru¨cksichtigung der vorigen Annahmen zu XX+ = 2kT0 ergibt.
Auf den ersten Blick mag dies Ergebnis u¨berraschen, da man aufgrund der Einzelleis-
tungsdichten von kT0 in beiden Fa¨llen davon ausgeht, dass sich durch die U¨berlagerung
die Leistungen addieren und sich somit identische Ergebnisse ergeben sollten.
Bei unkorrelierten Signalen kann aber eine konstruktive U¨berlagerung der einzelnen Kreuz-
anteile nicht stattfinden, da die Phasenwerte der einzelnen Signale nicht in einem definier-
ten Verha¨ltnis zueinander stehen. Im Mittel werden sich die Kreuzterme daher aufheben,
es addieren sich lediglich die Leistungen der einzelnen Rauschanteile.
Im Gegensatz dazu besitzen die Phasenwerte von vollsta¨ndig korrelierten Signalen ein
exakt spezifiziertes Verha¨ltnis zueinander. Die Kreuzkorrelationsterme fallen daher nicht
weg, sondern liefern einen wesentlichen Anteil zu der Gesamtrauschleistung, da sich die
Spannungszeiger der einzelnen Rauschanteile aufaddieren.
Anders formuliert addieren sich bei unkorrelierten Signalen die Leistungen, bei korrelierten
Signalen aber aufgrund der definierten Phasenverha¨ltnisse die Spannungen. Dies fu¨hrt in
letzter Konsequenz zu den oben berechneten Ergebnissen.
2.4 Einfluss der Anpassung
Die Beschreibungen des Rauschverhaltens mittels Rauschzahl oder -temperatur gehen von
idealer Anpassung aus. In der Praxis kann man diese jedoch nicht in allen Fa¨llen voraus-
setzen. Betrachtet man zur Veranschaulichung ein System bestehend aus zwei mit einer
Leitung der La¨nge L verbundenen linearen Zweitoren, so werden diese durch ihre Streu-
matrizen sowie ihr Rauschverhalten, in diesem Beispiel in Form ihrer Rauschtemperatur,
vollsta¨ndig beschrieben.
Nach den Gleichungen 2.3 und 2.11 lassen sich dann fu¨r die beiden Zweitore Rauschwellen
X12 und X21 mit
X12 = Υ1 (2.36)
bzw.
X21 = Υ2 (2.37)
definieren. Dabei steht die erste Zahl des Indizes fu¨r das jeweilige Zweitor, die zweite Zahl
gibt das betreffende Tor an, an dem die Rauschwelle austritt.
Zweitor 1
X
12S1 / T1
Zweitor 2
S2 / T2
X
21
A
21
A
12
B
12
B
21
L , β
Abbildung 2.3: Rauschwellen bei zwei mit Leitung L verbundenen Zweitoren
Gibt man weiterhin nach demselben Muster die hinlaufenden Wellen Aij und Bij an den
Toren an, so bestimmt sich zum Beispiel fu¨r die auf den Eingang von Zweitor 2 hinlaufende
Welle zu
A21 =
ejβLX12 + S
1
22e
j2βLX21
1− S211S122ej2βL
. (2.38)
Die Gro¨ßen S1ij geben dabei die Sij-Parameter von Zweitor 1 an und entsprechend S
2
ij die
von Zweitor 2. U¨berfu¨hrt in eine Rauschleistungsdichte folgt
A21A
+
21 =
X12X
+
12 + S
1
22S
1∗
22X21X
+
21
(1− S211S122ej2βL)(1− S2∗11S1∗22e−j2βL)
. (2.39)
Fu¨r den Fall der idealen Anpassung vereinfacht sich die Rauschleistungsdichtenberechnung
zu dem aus der Betrachtung der Rauschtemperatur bekannten Ergebnis A2A
+
2 = kT1.
Die Terme im Nenner geben den Einfluss von Mehrfachreflexionen auf die Welle an. Im
Extremfall der totalen Fehlanpassung (|S11| = 1 bzw. |S22| = 1) mit Phasenbedingung
βL = nπ ist die Rauschleistungsdichte nach Gleichung 2.39 nicht mehr definiert. Physi-
kalisch entspricht dieser Extremfall der Resonanzbedingung eines Leitungsresonators mit
Totalreflexion an beiden Leitungsenden.
2.5 Erweiterung auf gro¨ßere Bandbreiten
In der Praxis kann der Schmalbandansatz oft nicht ohne das Akzeptieren gro¨ßerer Fehler
angewendet werden, da in dem betrachteten Frequenzbereich die Annahme einer kon-
stanten Phasenverschiebung nach Gl. 2.15 nicht mehr zula¨ssig ist. Der mo¨gliche Ausweg
unter Aufteilung der betrachteten Bandbreite in viele Schmalbandausschnitte ist dabei in
der Regel wenig praktikabel, da die Handhabung eines derart abgeleiteten Rauschsignals
unno¨tig komplex wird.
Als Ausweg bietet es sich an dieser Stelle an, das Modell des Schmalbandrauschens in
Richtung eines a¨quivalenten, breitbandigeren Ersatzmodells zu erweitern. Anstelle der
”
punktweisen“ Betrachtung wie in Gl. 2.11 tritt dann eine gemittelte Rauschleistungs-
dichte u¨ber eine Bandbreite ∆f = f2 − f1 mit
aa+ =
P¯A(∆f)
∆f
=
∫ f2
f1
AA+df
∆f
. (2.40)
Bei dieser Definition entspricht das Produkt aa+ der a¨quivalenten Rauschleistung in
dem Bandbreitenausschnitt ∆f , daher werden die Wellengro¨ßen a auch als a¨quivalen-
te Rauschwellen bezeichnet. Sie werden in diesem Dokument im Unterschied zu den
Schmalband-Rauschwellen durch klein geschriebene Buchstaben gekennzeichnet.
Alle Rechenregeln fu¨r die Schmalbandrauschwellen behalten weiterhin ihre Gu¨ltigkeit. Der
Schmalbandansatz ist als Spezialfall von Gl. 2.40 zu interpretieren, er tritt fu¨r den Fall
A(f) = const auf (s. auch Gl. 2.44) - hier folgt erwartungsgema¨ß aa+ = AA+.
Bei der Arbeit mit a¨quivalenten Rauschwellen ist zu beachten, dass sie im allgemeinen
Fall lediglich in der aus ihnen berechneten Rauschleistung eine tatsa¨chliche physikalische
Bedeutung haben. Aufgrund der Mittelung sind Phasenbelegungen als Absolutwerte ohne
praktische Bedeutung, der Phasenvergleich ergibt jedoch weiterhin Sinn.
Wa¨hrend im Schmalbandfall eine Beschra¨nkung der Gu¨ltigkeit durch Gl. 2.17 gegeben
ist, ist der Ansatz mit a¨quivalenten Rauschwellen grundsa¨tzlich ohne Einschra¨nkungen
anwendbar.
Als Beispiel ko¨nnen die Berechnungen zum Einfluss der Anpassung aus Kap. 2.4 auch in
diesem Fall durchgefu¨hrt werden. Der entscheidende Unterschied entsteht dabei allerdings
durch die Integration u¨ber den betrachteten Frequenzbereich nach Gl. 2.40.
Die Berechnung der a¨quivalenten Rauschwellen anhand des Resultats aus Gl. 2.39 fu¨hrt
dann auf
PA(∆f) =
∫ f2
f1
A2A
+
2 df =
∫ f2
f1
X12X
+
12 + S
1
22S
1∗
22X21X
+
21
(1− S211S122ej2βL)(1− S2∗11S1∗22e−j2βL)
df. (2.41)
Diese Integration ist nicht in allen Fa¨llen analytisch zu lo¨sen, in der Regel werden nume-
rische Verfahren zur Lo¨sung angewendet. Jedoch kann man zwei in der Praxis wichtige
Fa¨lle ableiten, fu¨r die sich die Berechnung vereinfachen la¨sst.
Dazu werden die Ausbreitungskonstanten β1 und β2 zugeho¨rig zu den Frequenzen f1 und
f2 definiert. Die Vera¨nderung von β u¨ber dem betrachteten Frequenzbereich la¨sst sich
dann mittels
∆β = β2 − β1 (2.42)
erfassen. Damit variieren die Phasenterme aus Gl. 2.41 entsprechend:
∆φ = 2L∆β. (2.43)
Nun kann man zwei Extremfa¨lle unterscheiden, zum einen den Fall
L∆β = L
2π∆f
c
≪ 2π, (2.44)
zum anderen
L∆β = L
2π∆f
c
≫ 2π. (2.45)
Der erste Fall tritt entweder fu¨r sehr kurze Distanzen L oder aber fu¨r sehr kleine Fre-
quenzintervalle ∆f auf. Fu¨r letzteres liegt erneut eine Schmalbandbetrachtung vor und
tatsa¨chlich fu¨hrt die Einschra¨nkung mittels Gl. 2.44 zu einem von der Frequenz unabha¨ngi-
gen Integranden, die Bandbreite geht in Analogie zu Gl. 2.17 als konstanter Faktor ein.
Der zweite Fall wird bei sehr großen Distanzen oder aber bei sehr großen Frequenzinterval-
len auftreten. Er hat zur Folge, dass die Argumente der Exponentialterme in Gl. 2.41 u¨ber
dem Integrationsintervall einer sehr großen Schwankung unterliegen. Bei unterschiedlichen
Signalen, bei denen die Phasenbelegungen nicht in einem definierten Zusammenhang zu-
einander stehen, wird somit das Ergebnis des Integrals im Mittel gegen Null streben.
Insbesondere bedeutet dies anschaulich, dass bei sehr großen Frequenzintervallen oder
Wegla¨ngen sich die Kreuzkorrelation zweier Signale Null anna¨hern wird, diese Signale
ko¨nnen unter den genannten Rahmenbedingungen somit wie unkorrelierte Signale behan-
delt werden.
2.6 Kettenrauschverhalten
Betrachtet man analog zu der oben durchgefu¨hrten Vorgehensweise nun eine Hinterein-
anderschaltung von i+1 Zweitoren (s. Abb. 2.4), so ergibt sich nach Gleichung 2.38 fu¨r
die in das letzte Element hineinlaufende Welle
A(i+1)1 =
ejβLiXi2 + S
i
22e
j2βLX(i+1)1
1− Si+111 Si22ej2βLi
+
ejβLiAi1S
i
21(1− Si+111 )
1− Si11S222ej2βLi
, (2.46)
mit i ≥ 1.
Fu¨r die aus den Zweitoren austretenden Rauschwellen ergibt sich dann
B(i+1)2 = X(i+1)2 + S
i+1
22 A(i+2)2 + (1− Si+111 )A(i+1)1Si+121 . (2.47)
Der Ausdruck fu¨r A(i+1)1 ist gegliedert in einen ersten Term, der den Einfluss des vorletzten
Zweitors beschreibt, sowie einen zweiten Term, der den transmittierten Teil des von den
vorigen Stufen beigesteuerten Rauschanteils kennzeichnet.
Betrachtet man nun beispielsweise den konkreten Fall einer Dreier-Kettenschaltung, so
ergibt sich im Fall der idealen Anpassung fu¨r die Ausgangswelle des dritten Zweitors
B32 = X32 + S
3
21X22 + S
3
21S
2
21X12 + S
3
21S
2
21S
1
21A11. (2.48)
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Abbildung 2.4: Rauschsignale bei Hintereinanderschaltung von i+1 Zweitoren
Nach Berechnung der entsprechenden Leistungsdichte B32B
+
32 unter Beru¨cksichtigung von
Gl. 2.11 bzw. Gl. 2.3 und nach Umstellung folgt der Ausdruck
B32B
+
32 = k(T0 + T1
1
G1
+ T2
1
G1G2
+ T3
1
G1G2G3
), (2.49)
dabei sind Ti die Rauschtemperaturen der jeweiligen Zweitore und T0 die Eingangs-
rauschtemperatur. Die Ausdru¨cke Si21S
i∗
21 wurden in der obigen Gleichung durch die Ver-
sta¨rkungsfaktoren Gi substituiert.
Die resultierende Gleichung gibt den bekannten Ausdruck fu¨r die Kettenrauschtemperatur
wieder, sie ist ein Spezialfall der vorgestellten allgemeineren Beschreibungsform fu¨r das
Rauschverhalten einer Kettenschaltung [11].
2.7 Betrachtung von Mehrtoren
In den bisherigen Ausfu¨hrungen wurde ausschließlich das Verhalten von Zweitoren ana-
lysiert. Tatsa¨chlich gibt es viele Anwendungsfa¨lle, bei denen eine allgemeine Betrachtung
von Mehrtoren notwendig ist. Ein typisches Beispiel dafu¨r ist die Behandlung von Grup-
penantennen.
Die vorgestellten Berechnungsmethoden gelten sinngema¨ß auch fu¨r die Analyse von Mehr-
toren. Aufgrund der gro¨ßeren Anzahl von Parametern bietet sich dabei jedoch die Ver-
wendung von Matrixdarstellungen an.
Grundsa¨tzlich ist es mo¨glich, das Verhalten eines linearen Mehrtors mithilfe der entspre-
chend dimensionierten Streumatrix vollsta¨ndig darzustellen. Im Folgenden soll eine analo-
ge Methode zur vollsta¨ndigen Darstellung des Rauschverhaltens und damit die Mo¨glichkeit
einer geschlossenen Charakterisierung eines Mehrtors entwickelt werden.
Im Unterschied zu Zweitoren ist bei Mehrtoren in der Regel eine Beru¨cksichtigung der
Korrelation zwingend notwendig. Das ergibt sich unmittelbar aus der Tatsache, dass die
Ursachen fu¨r die an den einzelnen Toren auftretenden Rauschwellen ganz oder teilweise
physikalisch verknu¨pft sein ko¨nnen. Ein weiterer Faktor ist zusa¨tzlich die Ru¨ckwirkung
von reflektierten Wellen an einem Tor auf die austretenden Wellen an anderen Toren.
Formell la¨sst sich die Darstellung von Mehrtoren durch eine dimensionale Erweiterung
der in den vorigen Abschnitten beschriebenen Gleichungen fu¨r Zweitore realisieren.
An Stelle der Rauschgro¨ßen Xi tritt dann ein Rauschvektor ~X, der fu¨r ein n-Tor die
Dimension n × 1 annimmt. Ausgehend davon la¨sst sich, analog zu der Definition der
Streumatrix aus den Wellenvektoren, eine Rauschleistungsmatrix definieren mit
G = ~X ~Xx. (2.50)
Der Superskript x bezeichnet dabei die hermitisch konjugierte Matrixoperation, d.h. die
Bildung der konjugiert komplexen Gro¨ßen mit anschließender Transponierung der sich
ergebenden Matrix. Die Elemente der Matrix sind dabei fu¨r die Hauptdiagonale durch
Gii = XiX
+
i (2.51)
und fu¨r die Nebenelemente durch
Gij = XiX
+
j = CijXjX
+
j = CjiXiX
+
i (2.52)
definiert. Die Hauptdiagonale gibt also die an den einzelnen Toren austretenden Rausch-
leistungen wieder, die Nebenelemente beschreiben die Korrelationsprodukte zwischen den
einzelnen Rauschgro¨ßen.
Die Gro¨ßen S und G sind ausreichend fu¨r eine vollsta¨ndige Charakterisierung eines linea-
ren Mehrtors.
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Abbildung 2.5: Rauschdarstellung bei der Zusammenschaltung zweier N-Tore
Die Berechnung des Verhaltens von Mehrtoren kann dann mit den u¨blichen Regeln der
Matrixrechnung erfolgen. Dies soll anhand eines kurzen Beispiels mithilfe der in Abb. 2.5
dargestellten Zusammenschaltung zweier Mehrtore erla¨utert werden.
Dann gelten nach der oben gegebenen Definition
G = ~X ~Xx (2.53)
und
H = ~Y ~Y x. (2.54)
Die Rauschwellen der beiden Mehrtore seien unkorreliert, also gilt weiter
~X~Y x = ~0. (2.55)
Unter Beru¨cksichtigung der in Abschnitt 2.4 beschriebenen Zusammenha¨nge ergeben sich
dann fu¨r die sich ausbreitenden Rauschwellen die Gleichungen
~A ~Ax = (1−QS)−1 · (H +QHQx) · (1− SxQx)−1, (2.56)
~B ~Bx = (1− SQ)−1 · (G+ SHSx) · (1−QxSx)−1 (2.57)
und
~A~Bx = (1−QS)−1 · (QG+HSx) · (1−QxSx)−1. (2.58)
Mithilfe dieser Relationen ist es mo¨glich, auch auf Mehrtore die weiter oben beschriebenen
Rechenregeln fu¨r korrelierte und unkorrelierte Rauschsignale anzuwenden.
Die Elemente der Hauptdiagonale von ~A ~Ax bzw. ~B ~Bx beschreiben die von Mehrtor 1
nach Mehrtor 2 an den einzelnen Toren u¨bertragene Leistung. Die gesamte zwischen den
beiden Toren ausgetauschte Leistung kann u¨ber die Summe der Hauptdiagonale, auch
als Spur bezeichnet, beschrieben werden. Die Nebenelemente der Matrizen geben den
Leistungsfluss u¨ber die U¨bersprechkopplung zwischen den verschiedenen Toren an.
2.8 Antennen
Die bisherigen U¨berlegungen ermo¨glichen eine umfassende Rauschberechnung von linearen
Ein- und Mehrtoren. Auch die Ausbreitung von Rauschwellen in Leitungen kann mit ihnen
bestimmt werden.
Bei Antennen und Antennensystemen handelt es sich ebenfalls um lineare Ein- bzw. Mehr-
tore. Im Unterschied zur bisherigen Darstellung von linearen, rauschbehafteten Sytemen
sind Antennen jedoch zusa¨tzlich durch fu¨r sie spezifische Kenngro¨ßen charakterisiert.
Die Herstellung eines Zusammenhangs zwischen den Kenngro¨ßen rauschender Systeme
und den Kenngro¨ßen von Antennen und Antennensystemen ist daher an dieser Stelle
zweckma¨ßig.
2.8.1 Antenne als Eintor
Eine Antenne stellt in der einfachsten Darstellungsform ein lineares Eintor dar. Fu¨r sie
la¨sst sich dabei folgendes Ersatzschaltbild (ESB) aufstellen:
Sie besteht aus einem verlustbehafteten Resonanzkreis, dessen Verlustanteile in Form von
Widersta¨nden dargestellt werden ko¨nnen. Neben den ohmschen Verlusten in Zuleitung
und Metall der Antenne, symbolisiert durch den Widerstand Rv, tritt hier zusa¨tzlich der
Strahlungswiderstand Rs der Antenne auf. Diese Gro¨ße modelliert das Verhalten der An-
tenne, Leistung durch Abstrahlung elektromagnetischer Wellen in den Raum abzugeben.
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Abbildung 2.6: ESB einer Antenne ohne Rauschanteile
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Abbildung 2.7: ESB einer Antenne mit Rauschquelle
In diesem Sinne ist der Strahlungswiderstand, im Unterschied zum Verlustwiderstand,
keine Quelle thermischen Rauschens.
In Abb. 2.7 ist das obige Ersatzschaltbild um die bei einer Antenne auftretende Rausch-
quelle erweitert worden. Neben dem Beitrag durch die internen ohmschen Verluste der
Antenne werden die von der Antenne empfangenen Rauschsignale dabei beru¨cksichtigt.
Bei der Darstellung mit Rauschquellen ist der Verlustwiderstand als rauschfrei angenom-
men. Als Vereinfachung ist es mo¨glich, die Widersta¨nde als rauschbehaftet zu betrachten.
Dies setzt die Gu¨ltigkeit des Schmalbandansatzes nach Gl. 2.3 und 2.11 voraus, was jedoch
in der Regel keine Beschra¨nkung der Allgemeingu¨ltigkeit darstellt. Die Rauschtemperatur
des Verlustwiderstandes entspricht dabei der physikalischen Antennentemperatur.
Unter Verwendung der Ergebnisse aus Kap. 2.9 kann nun, im Unterschied zu obiger Dar-
stellung, der Strahlungswiderstand Rs als thermisch rauschender Widerstand im klas-
sischen Sinne aufgefasst werden, seine Temperatur entspricht im allgemeinen Fall aller-
dings nicht der physikalischen Antennentemperatur. Vielmehr ergibt sich eine aus dem
empfangenen Hintergrundrauschen resultierende Rauschtemperatur Th nach Gl. 2.76 und
es folgt fu¨r die Rauschspannung des Strahlungswiderstandes
Ur,empf =
√
4kThRs = 2
√
RsΥh. (2.59)
Aus dem Ersatzschaltbild folgt dann fu¨r die Ausgangsrauschspannung der Antenne
Ur = Ur,empf +
√
4kTARv (2.60)
und fu¨r den resultierenden Antennenrauschstrom im Fall von idealer Anpassung
Ir =
Ur
Rv +Rs + ZL
=
Ur
2(Rv +Rs)
. (2.61)
Unter Zuhilfenahme von Gl. 2.11 folgt dann fu¨r die Ausgangsrauschwelle der Antenne
XAntX
+
Ant =
U2r
2B(Rv +Rs)
=
(2
√
RsΥh + 2
√
RvΥv)
2
2B(Rv +Rs)
. (2.62)
Diese lineare Darstellung der Antenne arbeitet mit allgemeinen Rauschquellen, ohne im
Detail auf die physikalischen Ursachen dieser Rauschquellen einzugehen. Fu¨r eine umfas-
sende Darstellung der Antenneneigenschaften werden diese Ursachen im folgenden Ab-
schnitt na¨her analysiert.
Die Antenne fungiert als Wellenformwandler, der eine sich im Freiraum ausbreitende elek-
tromagnetische Welle der Leistungsdichte S in eine Klemmenspannung U0 umwandelt. Bei
externer Beschaltung der Antenne mit idealer Anpassung resultiert dies in der Abgabe
einer hier mit PR bezeichneten Empfangsleistung an die angeschlossene Schaltung.
Als Maß fu¨r diese Fa¨higkeit der Antenne dient die wirksame Fla¨che AE gema¨ß
AE =
PR
S
, (2.63)
die die Leistungsdichte am Ort der Antenne mit der Empfangsleistung ins Verha¨ltnis setzt.
Die Leistungsdichte S wiederum steht mit der elektrischen Feldsta¨rke E der elektroma-
gnetischen Welle in einem definierten Zusammenhang, es gilt
S =
1
2
E2
ZF0
=
1
2
EH. (2.64)
Dabei ist ZF0 der Freiraumwellenwiderstand des Mediums, in dem sich die elektromagne-
tische Welle ausbreitet.
Neben der wirksamen Fla¨che kann zusa¨tzlich eine effektive La¨nge leff definiert werden,
die das Verha¨ltnis zwischen einfallender Feldsta¨rke E und Klemmenspannung U0 nach
leff =
U 0
E
(2.65)
angibt.
Beide geometrischen Gro¨ßen beschreiben die Wirksamkeit der Antenne als Wellenform-
wandler. Zusa¨tzlich haben sie den Vorteil, dass sie direkt in das lineare Rauschersatz-
schaltbild fu¨r die Antenne eingebunden werden ko¨nnen.
Zusammengefasst ermo¨glichen sie die Interpretation der Antennenleerlaufspannung U0 als
Funktion der einfallenden Leistungsdichte S und unter Zuhilfenahme von PR =
U2
0
Rr
mit
U0 = leffE = leff
√
2ZF0S =
√
2AERrS. (2.66)
2.8.2 Antenne als Zweitor
Die bisherige Beschreibung basiert auf der Betrachtung der Antenne im reinen Empfangs-
betrieb. Aufgrund der Reziprozita¨t gelten die gemachten U¨berlegungen auch fu¨r den Sen-
debetrieb. Dennoch ist es manchmal von Vorteil, die Antenne daru¨ber hinaus unabha¨ngig
vom gerade vorliegenden Betriebsmodus u¨ber eine allgemeingu¨ltige Darstellungsweise be-
trachten zu ko¨nnen.
Hierzu bietet es sich an, die Antenne als Zweitor aufzufassen. Als Zweitor wird die Antenne
u¨ber die S-Parameter sowie die an beiden Toren austretenden Rauschwellen Xi, analog
zu Abb. 2.8, vollsta¨ndig charakterisiert.
Bei dieser Definition der Tore stellt S11 die Antennenanpassung an die dahinterliegende
Schaltung dar. S22 beschreibt die Anpassung der Antenne als Wellenformwandler an den
a1
b2
b1
a2
S
X X2
X1
Abbildung 2.8: Die Antenne als Zweitor
Wellenwiderstand des Freiraummediums. Es ist hierbei zu beru¨cksichtigen, dass die An-
tenne eine Impedanzwandlung vornimmt, d.h. dass an den beiden Toren unterschiedliche
Impedanzniveaus existieren.
Die Transmissionsparameter S21 und S12 schließlich beinhalten sowohl die Effizienz der
Antenne als Wellenformwandler sowie zusa¨tzlich ihren Wirkungsgrad, bestimmt durch
den Verlustwiderstand Rv.
S21 kann beispielsweise u¨ber den Wirkungsgrad ηA der Antenne bestimmt werden. Dieser
wird z.B. u¨ber
ηA =
Pr
Pr0
(2.67)
definiert [7], Pr bezeichnet dabei die der Antenne entnehmbare Empfangsleistung und
Pr0 die einfallende Leistung der Freiraumwelle. Somit la¨sst sich u¨ber die Definition des
Transmissionsparameters S21 dieser direkt mit
|S21| = b2
a1
|a2=0 =
√
ηA =
√
Rs
Rv +Rs
(2.68)
angeben.
Mit demselben Ansatz fu¨r den Sendefall kann man so auch S12 ermitteln, es ergibt sich
|S12| = |S21| = √ηA, (2.69)
was anschaulich durch die Reziprozita¨t der Antenne besta¨tigt wird.
Die Rauschwellen sind hier mit X2 fu¨r die Senderichtung und X1 fu¨r die Empfangsrichtung
bezeichnet. Sie lassen sich unter Zuhilfenahme der Abb. 2.7 berechnen.
Im Empfangsfall gilt
X1X
+
1 =
U2r
2B(Rs +Rv)
=
U2r ηA
2BRv
, (2.70)
wobei Ur gema¨ß Gl. 2.60 die gesamte Rauschspannung der Antenne und B die betrachtete
Bandbreite darstellen sowie ηA den Wirkungsgrad der Antenne beschreibt.
Damit folgt dann
X1X
+
1 =
(Ur,empf +
√
4kTARv)
2
2(Rs +Rv)B
, (2.71)
was aufgrund der Unkorreliertheit der beiden vorhandenen Rauschquellen auf
X1X
+
1 =
U2r
2(Rs +Rv)B
+
4kTARv
2(Rs +Rv)B
= XempfX
+
empf +XAntX
+
Ant (2.72)
fu¨hrt. Unter Beru¨cksichtigung des Wirkungsgrades ergibt sich schließlich
X1X
+
1 =
U2r ηA
2RsB
+
2kTARvηA
RsB
= ηAXempfX
+
empf + ηAXAntX
+
Ant (2.73)
Also setzt sich die empfangene Rauschleistung aus dem Eigenrauschen XAnt der Antenne
und dem empfangenen externen Rauschen Xempf zusammen.
Im Sendefall gilt diese Berechnung analog zum Empfangsfall, es ergibt sich schließlich
X2X
+
2 = ηAXSchaltX
+
Schalt + ηAXAntX
+
Ant, (2.74)
wobei XSchalt das Rauschen der der Antenne vorgeschalteten Anordnung bezeichnet.
Diese gesamten Ausfu¨hrungen fußen auf der Reduktion der Antenne auf ein lineares Er-
satzschaltbild. Die Einflu¨sse des Antennenverhaltens hinsichtlich Fern- und Nahfeld, ins-
besondere auch im Hinblick auf das Rauschen, sind damit allerdings bisher nicht abge-
deckt. Das lineare Ersatzmodell fu¨r eine Antenne bildet die Basis fu¨r die weiterfu¨hrenden
U¨berlegungen in Kapitel 2.9, in dem das hier dargelegte Modell um die Auswirkungen
von externen Einflu¨ssen erweitert wird.
2.9 Antennensysteme
Bislang wurde fu¨r die Betrachtungen des Antennenrauschens ausschließlich das lineare Er-
satzschaltbild der Antenne angesetzt. Diese Herangehensweise ermo¨glicht zwar eine erste
Analyse des Rauschverhaltens von Antennen, jedoch sind Aussagen zum Verhalten von
komplexeren Antennensystemen genauso wenig mo¨glich wie solche u¨ber den Einfluss von
externen Rauschquellen auf das Ausgangssignal der Antenne im Empfangsfall. Letzteres
ist auch in der Literatur bislang vergleichsweise wenig untersucht worden [12].
Aus diesem Grund wird im Folgenden basierend auf den U¨berlegungen in Kap. 2 eine
Ableitung des Antennenrauschens fu¨r Antennensyteme sowie fu¨r den Einfluss des Hinter-
grundrauschens auf das empfangene Signal eines solchen Systems entwickelt.
2.9.1 Rauschfaktoren bei Antennen und Antennensystemen
2.9.1.1 Grundlegende Rauscheinflu¨sse
Wie bereits gezeigt, hat die physikalische Temperatur einer Antenne einen deutlichen
Einfluss auf ihr Rauschverhalten. Dies betrifft aber nur die internen Rauschfaktoren der
Antenne, zusa¨tzlich wird im Empfangsfall das Hintergrundrauschen einen Beitrag zu dem
Gesamtrauschen der Antenne ergeben.
Die Modellierung des Hintergrundrauschens kann mithilfe des Reziprozita¨tsgesetzes bzw.
dem Schwarzko¨rpermodell erfolgen. Nach diesem senden verlustbehaftete Materialien ihrer
physikalischen Temperatur entsprechende elektromagnetische Rauschwellen aus, welche in
Form einer Leistungsdichte angegeben werden ko¨nnen [13].
Thermisches Rauschen zeichnet sich in der Regel durch eine u¨ber der Frequenz konstante
Leistungsdichte aus. Damit kann dieses im Gegenzug u¨ber eine Temperatur ausgedru¨ckt
werden, da diese in dem Beitrag zur Rauschleistungsdichte die einzige variable Gro¨ße
darstellt (s. Kap. 2.1).
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Abbildung 2.9: Rauschfaktoren einer Antenne
Die Hintergrundrauschtemperatur unterliegt in der Realita¨t großen Schwankungen. So ist
beispielsweise die Hintergrundrauschtemperatur des Himmels mit ca. 20-30 K erheblich
niedriger als die der Erde mit ca. 270 K.
Man kann schematisch eine mit Rauschen behaftete Antenne durch die in Abb. 2.9 dar-
gestellten Rauschfaktoren charakterisieren.
Die Rauschwellen entsprechen den in Kap. 2.8.2 berechneten Gro¨ßen. Zu beachten ist an
dieser Stelle, dass fu¨r den Sendefall sich der Rauschbeitrag der Antenne auf das abge-
strahlte Eigenrauschen beschra¨nkt.
In diesem Fall gibt die Antenne nach Gl. 2.74 die Rauschwelle XT ab, ihre Gro¨ße ist
abha¨ngig von dem Rauschen der der Antenne vorgeschalteten Baugruppe und dem ther-
mischen Rauschen der Antenne selbst. Dieser Rauschbeitrag ist nicht frequenzunabha¨ngig,
denn alleine das lineare Verhalten der Antenne bewirkt eine starke Frequenzabha¨ngigkeit.
Die Annahme von thermischem Rauschen nach Gl. 2.3 und damit einer gleichfo¨rmigen Ver-
teilung der Rauschleistungsdichte unter diesen Bedingungen ist aber in der Regel mo¨glich.
Im Sendefall sind die Signal-Rausch-Absta¨nde hoch, weiterhin ist die Antenne das letzte
Element in der Kette, so dass der Rauscheinfluss der Antenne relativ gering ausfa¨llt.
Daher ist das Rauschverhalten der Antenne hier nur von eingeschra¨nkter Bedeutung.
Wie spa¨ter noch gezeigt werden wird, bietet der Sendefall aufgrund der Reziprozita¨t
jedoch eine ausgezeichnete Mo¨glichkeit, das Rauschverhalten einer Antenne oder eines
Antennensystems zu analysieren und auf den Empfangsfall zu u¨bertragen.
In Falle des Empfangsbetriebs sind die Signal-Rausch-Absta¨nde meist deutlich geringer,
zusa¨tzlich kommt der Antenne als erstem Element in der Rauschkette eine erhebliche
Bedeutung fu¨r die Leistungsfa¨higkeit der Gesamtschaltung zu. Aus diesem Grund wird
im Weiteren zuna¨chst ausschließlich der Empfangsfall betrachtet.
Die von der Antenne empfangene Rauschwelle bestimmt sich nach Gl. 2.73 zu XR. Wie
in der genannten Gleichung ersichtlich setzt sich diese Gro¨ße aus zwei Anteilen zusam-
men: Dem Eigenrauschen der Antenne sowie den externen, von der Antenne empfangenen
Rauscheinflu¨ssen.
Letzterer Anteil wird im Folgenden na¨her untersucht werden, das Eigenrauschen der An-
tenne ist anhand des linearen Ersatzschaltbildes schon bestimmt worden.
Die Antenne empfa¨ngt innerhalb ihres Blickfeldes Rauschsignale der Umgebung. Sieht
man von ku¨nstlichen und astronomischen Rauschquellen einmal ab, so kann man diese
Signale gema¨ß der Schwarzko¨rpertheorie aus der thermischen Rauschstrahlung der in der
Umgebung befindlichen Objekte ableiten.
Im ersten Ansatz kann das Hintergrundrauschen zuna¨chst als eine fu¨r alle Blickwinkel der
Antenne konstante Gro¨ße angesehen werden, das Hintergrundrauschen soll also homogen
verteilt sein bzw., was das gleiche bedeutet, die Umgebung der Antenne sich auf einem
einheitlichen Temperaturniveau befinden.
In diesem Fall ist der externe Rauschbeitrag lediglich eine konstante Gro¨ße und es gilt
Xempf = Υh,hom, (2.75)
hierbei ist Υh,hom ein Maß fu¨r die homogene Rauschtemperatur der Umgebung.
Gelten die eben gemachten Voraussetzungen nicht, weil beispielsweise die Antenne sowohl
ein Stu¨ck des Erdbodens als auch ein Stu¨ck des Himmels
”
sieht“, so ist die vereinfachte
Annahme eines konstanten Rauschbeitrages des Hintergrunds nicht mehr gu¨ltig.
An ihre Stelle tritt eine Mittelung des Rauschbeitrags u¨ber den betrachteten Raumwin-
kel, wobei die Hintergrundrauschtemperatur als winkelabha¨ngige Gro¨ße T ′h(θ, φ) angesetzt
wird.
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Abbildung 2.10: Antenne mit Hintergrundrauschen und Koordinaten
Weiterhin sei die Richtcharakteristik der Antenne mit C(θ, φ) gegeben [7]. Dann ergibt
sich die gesamte, auf die Antenne einwirkende Rauschleistung zu
Th,ges =
ηA
4π
∫ 2pi
0
∫ pi
0
T ′h(θ, φ)C
2(θ, φ) sin θdθdφ. (2.76)
Substituiert man nun in Gleichung 2.75 die Hintergrundrauschtemperatur Th,hom durch
die gewichtete Integralgro¨ße Th,ges, so kann diese Gleichung auch fu¨r den Fall inhomogen
verteilter Umgebungsrauschtemperaturen eingesetzt werden. Es ergibt sich
Xempf = Υh,ges =
√
kηA
4π
∫ 2pi
0
∫ pi
0
T ′h(θ, φ)C
2(θ, φ) sin θdθdφ. (2.77)
Diese allgemein gu¨ltige Gleichung kann auch auf den Fall ku¨nstlicher Rauschquellen ange-
wendet werden. Im Unterschied zu den natu¨rlichen, thermisch bedingten Rauschpha¨nome-
nen ist hier fu¨r den allgemeinen Fall zusa¨tzlich zur ra¨umlichen Verteilung eine Variation
u¨ber die Frequenz zu beru¨cksichtigen. Die Hintergrundrauschtemperatur wird hierzu ein
weiteres Mal hinsichtlich ihrer Parameter erweitert, sie wird durch die Gro¨ße Th(θ, φ, f)
dargestellt.
Die resultierende Gleichung ergibt nunmehr aufgrund der Frequenzabha¨ngigkeit eine a¨qui-
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Abbildung 2.11: Faktoren bei rauschenden Gruppenantennen
valente Rauschwelle, es gilt mit Gl. 2.40 u¨ber der Bandbreite ∆f = f2 − f1
xempfx
+
empf =
( kηA
4π∆f
∫ f2
f1
∫ 2pi
0
∫ pi
0
T ′h(θ, φ)C
2(θ, φ) sin θdθdφdf
)
. (2.78)
2.9.2 Einflu¨sse bei Gruppenantennen
Die obigen Berechnungen behalten prinzipiell auch bei der Erweiterung auf Gruppenan-
tennen ihre Gu¨ltigkeit. Allerdings ist zu beru¨cksichtigen, dass jede Antenne aus ihrem
Blickwinkel ein anderes Teilstu¨ck des Hintergrunds
”
sieht“, so dass die einzelnen Hinter-
grundrauschanteile aufgrund ihrer unterschiedlichen Herkunft unkorreliert sind. Ebenso
sind die Rauschbeitra¨ge der Verlustfaktoren der einzelnen Antennen unkorreliert. Mithilfe
von Gleichung 2.20 kann man analog zu Gleichung 2.78 und basierend auf Gl. 2.73 fu¨r
eine Gruppenantenne bestehend aus N Einzelelementen die Rauschwelle
x′R,Gruppenant =
N∑
i=1
√
ηA,ixR,i =
N∑
i=1
√
ηA,i(xEmpf,i + xAnt,i) (2.79)
herleiten. Beru¨cksichtigt man zusa¨tzlich, wie in Abb. 2.11 dargestellt, den Kopplungsfak-
tor Kij zwischen Antenne i und Antenne j, so erweitert sich Gleichung 2.79 zu
xR,Gruppenant =
N∑
i=1
N∑
j=1
Kij
(√
ηA,j(xempf,j + xant,j)
)
=
N∑
i=1
N∑
j=1
KijxR,j . (2.80)
Fu¨r den Kopplungsfaktor Kij gilt dabei Kij = 1 fu¨r i = j, fu¨r i 6= j wird er auch oft als
das U¨bersprechen des Rauschsignals von Antenne j auf Antenne i bezeichnet.
2.10 Rauschabstrahlung von Antennen
Bisher wurde das Verhalten von Antennen hinsichtlich des Empfangs von Rauschsignalen
betrachtet. Der dazu reziproke Fall der Abstrahlung von Rauschsignalen soll in diesem
Abschnitt na¨her untersucht werden.
Betrachtet man zuna¨chst eine einzelne Antenne hinsichtlich ihrer Rauschcharakteristik,
so sind keine Unterschiede zum Verhalten bei deterministischen Signalen feststellbar. Dies
ist wie folgt zu erkla¨ren:
Ein Rauschsignal kann in Form von Schmalbandrauschen stu¨ckweise untersucht werden.
Wa¨hlt man die betrachtete Bandbreite hinreichend klein, so ist damit das Rauschen ana-
log zu einem deterministischen Signal mit Amplitude und Phase anzusehen (s. Kap. 2.3).
Die Wechselwirkung von Signal mit Antenne kann so schrittweise fu¨r den gesamten zu
betrachtenden Frequenzbereich analysiert werden. Das Verhalten der Antenne unterschei-
det sich dabei im Rauschfall nicht von dem eines deterministischen Signals, das in der
Frequenz u¨ber den betrachteten Bereich durchgestimmt wird.
Ein anderes Bild hingegen ergibt sich, wenn man die Rauschabstrahlung von Gruppenan-
tennen untersucht. Hier kommt die unterschiedliche U¨berlagerung der von den einzelnen
Antennen abgestrahlten Rauschanteile hinsichtlich korreliertem und unkorreliertem Rau-
schen zum Tragen.
2.10.1 Allgemeine Herleitung
Es soll im Folgenden eine allgemeine Gruppenantenne mit N Elementen betrachtet wer-
den. Diese Elemente seien gema¨ß Abb. 2.12 zuna¨chst beliebig im Raum angeordnet.
Die im Aufpunkt P vorliegende Feldsta¨rke entsteht durch eine U¨berlagerung der Einzel-
signale jeder Antenne. Fu¨r eine reine Betrachtung der Rauschsignale kann man dies z.B.
wie folgt zusammenfassen:
Ex =
N∑
n=1
XnCe,n
e−jkRn
Rn
, (2.81)
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Abbildung 2.12: Allg. Aufbau einer Gruppenantenne (nach [7])
dabei gilt ~Rn = ~r − ~rn (s. Abb. 2.12).
Unter Annahme von Fernfeldbedingungen und weiterhin der Annahme, dass alle Anten-
nenelemente der Gruppenantenne die gleiche Richtcharakteristik aufweisen, vereinfacht
sich die Gleichung zu
Ex =
Ce
r
N∑
n=1
Xne
−jkRn. (2.82)
Um eine Aussage u¨ber den Einfluss der Korrelation zwischen den Rauschsignalen auf die
Richtcharakteristik treffen zu ko¨nnen, kann man diese Gleichung mithilfe der in Kap.
2.3.3.1 gewonnenen Erkenntnisse und unter willku¨rlicher Annahme von X1 = X als Refe-
renz in
Ex =
CeX
r
N∑
n=1
cn1e
−jkRn (2.83)
umformen.
Aus diesem Ergebnis lassen sich nun zwei Spezialfa¨lle ableiten.
Zum einen der Fall der vollsta¨ndigen Korrelation, d.h. es gilt cn1 ≡ 1∀n. Damit la¨sst sich
die gefundene Gleichung auf
Ex =
CeX
r
N∑
n=1
e−jkRn (2.84)
vereinfachen. Dies entspricht im Wesentlichen einer additiven U¨berlagerung der Grund-
richtcharakteristik fu¨r die Antennengruppe mit der U¨berlagerung der Anteile fu¨r die Ne-
benkeulen in dem Summenterm. Mit anderen Worten, fu¨r vollsta¨ndig korrelierte Signale
entspricht das Feld im Raum dem einer Gruppenantenne mit N Elementen, die mit de-
terministischen Signalen angeregt werden.
Der andere Fall ist der der vollsta¨ndigen Unkorreliertheit der Rauschsignale. In diesem
Fall gilt cn1 ≡ 0∀(n) fu¨r n 6= 1 und c11 ≡ 1. Damit vereinfacht sich die obige Gleichung,
u¨brig bleibt
Ex =
CeX
r
. (2.85)
Hier findet demnach keinerlei U¨berlagerung der Rauschsignale statt, die resultierende
Feldsta¨rke im Aufpunkt P entspricht der eines Einzelstrahlers mit Richtcharakteristik
Ce, der mit einem Rauschsignal X angeregt wird.
2.10.2 Deutung der Ergebnisse
Fu¨r Antennen im Abstand D, ausgedru¨ckt in Wellenla¨ngen, ergibt sich die Richtcharak-
teristik [7]
C = Ce
sin(πND sin θ)
N sin(πD sin θ)
, (2.86)
grafisch als Funktion des Winkels θ in Abb. 2.13 dargestellt.
Diese Fokussierung ergibt sich aufgrund der konstruktiven und destruktiven U¨berlagerung
der einzelnen Wellenanteile der Antennen in jedem Raumpunkt, hervorgerufen durch die
Laufzeiten von Signalquelle beziehungsweise Antenne zu eben diesem Raumpunkt.
Da das unkorrelierte Rauschen jedes einzelnen Antennenpfades gema¨ß der Richtcharakte-
ristik der Einzelantenne abgestrahlt wird, das Signal und das korrelierte Rauschen jedoch
gema¨ß der Gruppenrichtcharakteristik, ist bei quasioptischen Systemen nach Gl. 2.84 eine
Verbesserung des SNR um den Gruppenfaktor zu erwarten.
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Abbildung 2.13: Richtcharakteristik einer Gruppenantenne fu¨r 4,10 und 50 Elemente
Eine andere Betrachtungsweise erfolgt u¨ber die Bestimmung der Strahlungsdichten:
Man geht dabei von einem Antennenfeld aus, dessen Einzelelemente mit der Richtcharak-
teristik Ce(θ, φ) belegt sind. Die resultierende Gruppencharakteristik ergebe sich zu Cg,
wobei
Cg =
Eg
Eg,max
(2.87)
gilt. Jede Antenne werde mit einem Signal der Leistung P gespeist, zusa¨tzlich werde
jeder Signalpfad mit der Rauschleistung R belegt. Diese Rauschleistung sei fu¨r jeden
Pfad unkorreliert zu den anderen Pfaden.
Dann ergibt sich fu¨r das deterministische Signal die Leistungsdichte
SP =
P
4πr2
· Ce(θ, φ) · Cg(θ, φ) (2.88)
und fu¨r das Rauschsignal die Rauschleistungsdichte
SR =
R
4πr2
· Ce(θ, φ). (2.89)
Zu beachten ist, dass aufgrund der Unkorreliertheit der einzelnen Rauschanteile keine
konstruktive U¨berlagerung auftritt und damit auch kein Gruppenfaktor wirksam werden
kann.
Wird nun an einer beliebigen Stelle im Raum eine Empfangsantenne mit der Wirkfla¨che
AE eingebracht, so werden von ihr die Signalleistung
PE = SP · AE = P
4πr2
· Ce(θ, φ) · Cg(θ, φ) · AE (2.90)
und die Rauschleistung
RE = SR · AE = R
4πr2
· Ce(θ, φ) · AE (2.91)
empfangen. Dabei wird von Verlustlosigkeit in Sende- und Empfangsantennen ausgegan-
gen.
Somit ergibt sich fu¨r das sich an der Empfangsantenne einstellende SNR
SNRE =
PE
RE
=
P
R
· Cg(θ, φ), (2.92)
es tra¨gt also der Gruppenfaktor Cg maßgeblich fu¨r die Verbesserung der SNR bei einem
derartigen System bei.
A¨hnliche U¨berlegungen hat de Lisio auf Basis der Betrachtung von unendlich großen Grup-
penantennen als schwarze Strahler angestellt [3]. Die Verwendung von Gruppenantennen
in quasioptischen Systemen stellt somit eine Mo¨glichkeit der erheblichen Verbesserung des
SNR fu¨r HF-Nachrichtensysteme dar.
2.10.3 Diskussion einer Idee der Rauschunterdru¨ckung
Ausgangspunkt der Diskussion ist eine Gruppenantenne mit N Elementen. Die Auftei-
lung der Eingangssignale auf die einzelnen Elemente kann dabei auf verschiedene Weisen
erfolgen (s. Kap. 4.4.1), ihre konkrete Umsetzung ist fu¨r die folgenden U¨berlegungen
unerheblich. Im Folgenden sollen die Rauschanteile in diesem Gesamtsystem betrachtet
werden.
Das in den N -fach Leistungsteiler hineingegebene Rauschen ist nach der Aufteilung in
jedem Pfad vollsta¨ndig korreliert. Also existieren zwischen diesen Rauschanteilen klar
definierte Phasenbedingungen, und damit wird das Eingangsrauschsignal entsprechend
der Phasenbelegung der Gruppenantenne fokussiert.
Anders stellt sich die Sachlage dar, wenn zu dem hineingegebenen Rauschanteil zusa¨tzlich
zueinander unkorrelierte Anteile in jedem Signalpfad hinzukommen. Dies kann beispiels-
weise durch aktive Bauelemente geschehen. Durch die nicht vorhandene Korrelation kann
dann kein definiertes Phasenverha¨ltnis zwischen den einzelnen Rauschanteilen hergeleitet
werden.
Aufgrund dieser Tatsache kommt eine Fokussierung wie fu¨r den korrelierten Rauschanteil
nicht zustande. Wie oben dargestellt ergibt sich dagegen eine Richtcharakteristik, die der
des einzelnen Anntennenelementes entspricht.
Eine denkbare Anwendung dieses unterschiedlichen Verhaltens fu¨r das Signal und die
Anteile des Rauschens ko¨nnte nun Grundlage eines Verfahrens zur Verminderung des
Eigenrauschens von aktiven, quasioptischen Systemen sein (s. Abb. 2.14).
Dabei soll ausgenutzt werden, dass das Nutzsignal durch den Fokussierungseffekt in einer
Empfangsantenne konzentriert werden kann, wa¨hrend das in jedem Zweig entstandene
zusa¨tzliche Rauschen aufgrund seiner Unkorreliertheit nicht fokussiert wird. Idealerweise
soll dabei die gesamte eingespeiste Nutzleistung an der Empfangsantenne verfu¨gbar sein,
Verlustlosigkeit des gesamten Aufbaus vorausgesetzt. Das Rauschsignal wird mit wesent-
lich geringerer Leistungsdichte auf die Empfangsantenne einwirken, als Resultat ist eine
Verbesserung des SNR gegenu¨ber den ausgesendeten Signalen zu erwarten.
Abbildung 2.14: Prinzipskizze zur Rauschunterdru¨ckung
Um eine vollsta¨ndige Fokussierung des eingespeisten Signals zu erreichen, bedarf es einer
entsprechenden Anzahl von Elementen der Gruppenantenne, die die erforderliche Kon-
zentration der Signale sicherstellen.
Fu¨r die folgende, konkretere Betrachtung seien die Antennenelemente im Abstand λ
2
an-
geordnet. Die Antenne erzeugt dann eine Strahlungsdichte
ST =
PTGges
4πr2
=
PTGeN
4πr2
, (2.93)
dabei seien PT die eingespeiste Sendeleistung, Ge der Einzelgewinn jedes Antennenele-
mentes und r der Abstand zwischen Sende- und Empfangsantenne.
Die Empfangsantenne habe nun den Gewinn GE , womit sie aus der von der Sendeantenne
erzeugten Strahlungsdichte die Empfangsleistung
PE = ST
λ2
4π
GE (2.94)
extrahiert.
Fu¨r den Fall der vollsta¨ndigen Leistungsrekombination soll nun PE = PT gelten. Dies fu¨hrt
fu¨r die Berechnung der notwendigen Zahl der Antennenelemente bzw., was gleichwertig
ist, dem erforderlichen Gewinn der Sendeantenne auf den Zusammenhang
Nrekomb =
(4πr)2
GeGEλ2
. (2.95)
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Abbildung 2.15: Erforderlicher Antennengewinn fu¨r Leistungskombination
Auf der Gegenseite muss beachtet werden, dass die hier vorgestellte Art der Rekombina-
tion im Fernfeld der Gruppenantenne zu erfolgen hat, da nur hier von parallelen Phasen-
fronten ausgegangen werden kann und damit die Begriffe der Richtcharakteristik und des
Gewinns Gu¨ltigkeit erlangen.
Fu¨r eine Gruppenantenne aus N Elementen, deren Elemente im Abstand λ
2
angeordnet
sind, ergibt sich dann eine Breite der Antenne von
bAnt = (N − 1)λ
2
. (2.96)
Die Fernfelddistanz kann mit 2b
3
λ
abgescha¨tzt werden[7], so dass die Fernfelddistanz der
hier betrachteten Gruppenantenne bei einer Entfernung von
rFernf =
(N − 1)2
2
λ (2.97)
liegt.
Fasst man diese Betrachtungen zusammen, so ergibt sich die in Abb. 2.15 dargestellte
Grafik. Zum einen ist hier die erforderliche Fernfelddistanz als Funktion der Antennen-
gro¨ße dargestellt, auf der anderen Seite die erforderliche Antennengro¨ße fu¨r eine Reihe
von verschiedenen Gewinnen der Empfangsantenne.
Eine U¨berschneidung der beiden Kurven ergibt sich nicht, was darauf hinweist, dass die
beiden Charakteristika nicht in U¨bereinklang gebracht werden ko¨nnen.
Ein Ausweg ko¨nnte die Verwendung von Einzelelementen in der Gruppenantenne mit
gro¨ßerem Antennengewinn sein, dies wu¨rde jedoch auch bedeuten, dass das Rauschen mit
einer gro¨ßeren Leistungsdichte im Empfangspunkt vertreten ist und wa¨re somit kontra-
produktiv.
Zusammengefasst ist festzustellen, dass mit einem Fernfeld-orientierten Aufbau eines
U¨bertragungssystems die gewu¨nschte Rauschunterdru¨ckung aufgrund der Rahmenbedin-
gungen nicht zu erreichen ist. Einzig u¨ber eine Fokussierung im Nahfeld ko¨nnte somit ein
entsprechender Aufbau realisiert werden.
Kapitel 3
Rauschmessungen
In den folgenden Messungen und Experimenten wird das Verhalten von Antennen und
Antennensystemen im Hinblick auf das Abstrahlverhalten korrelierten und unkorrelier-
ten Rauschens in praktischen Messungen untersucht und in den Kontext zu den bisher
gemachten theoretischen Herleitungen gebracht.
Das Messen des Rauschverhaltens von Antennen und Antennensystemen stellt den In-
genieur vor einige betra¨chtliche Probleme. Die an sich schon schwachen Leistungen der
Rauschsignale werden zusa¨tzlich durch die Streckenda¨mpfung und durch die Eigenschaft
der Antenne, die elektromagnetische Energie mehr oder weniger ungerichtet im freien
Raum zu verteilen, gemindert. Direktes Messen der Rauschsignale scheidet somit in der
Regel aus, es ist im Mindesten eine erhebliche Versta¨rkung der Rauschsignale notwendig,
mit den damit verbundenen und noch zu diskutierenden Problemen.
Hinzu kommen im vorliegenden Fall die Untersuchungen der Auswirkungen von korrelier-
ten und unkorrelierten Signalen, die zusa¨tzlichen Aufwand auf der Messseite bedeuten,
um diese auswerten und unterscheiden zu ko¨nnen.
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Abbildung 3.1: Antennenmesskammer und Halterung fu¨r planare Antennen
3.1 Antennenmessaufbau
Alle Abstrahlungsmessungen erfolgen in einer abgeschirmten, reflexionsfreien Antennen-
messkammer mit Abmessungen von ca. 5x3x3 m. Die Absorberelemente sind in Form von
Kacheln von ca. 80x80 cm ausgefu¨hrt, um sie fu¨r A¨nderungen des Messaufbaus entfernen
zu ko¨nnen.
Um den isotropischen Gewinn einer unbekannten Antenne vermessen zu ko¨nnen, sind
Messungen mit zwei bekannten, vorzugsweise gleichen Referenzantennen zur Ermittelung
der Streckenparameter bei der betrachteten Messfrequenz notwendig. Als Referenzanten-
nen fungieren in den folgenden Versuchen zwei Hornantennen mit einem Gewinn von 8
dBi fu¨r das X-Band (8-12 GHz).
Der verwendete Messaufbau ermo¨glicht die Erfassung des Richtdiagramms in einer Ebene,
zur Anwendung kommt dabei ein Drehtisch der Firma ISEL vom Typ RF-1 mit einer CNC-
Steuerungseinheit IT 142-C in Kombination mit einer selbstgeschriebenen Messsoftware
zur Erfassung und Auswertung der Daten.
Die minimale Schrittweite bei diesem System betra¨gt 62.3” bzw. 0.0173◦ und ermo¨glicht
somit eine hochgenaue Ausrichtung der Antenne und Aufnahme der Richtcharakteristik.
Abbildung 3.2: Messaufbau mit Vorversta¨rkern
In der Regel wird bei den Messungen jedoch mit einer Winkelauflo¨sung von 1◦ (bzw. 60
Schritten) gearbeitet.
Die Erzeugung und Aufnahme der Hochfrequenzsignale erfolgt mithilfe von Messgera¨ten
der Firma Hewlett-Packard, die u¨ber einen vorhandenen GPIB-Bus ebenfalls von der
Software automatisch angesteuert werden.
Die Messdaten werden als Rohdaten exportiert und ko¨nnen beispielsweise mit Matlab
oder a¨hnlicher Software verarbeitet und visualisiert werden.
Als Basis fu¨r die Messungen des Eigenrauschens werden Antennensysteme in Form und
Funktion eines quasioptischen Versta¨rkers aufgebaut. Derartige Versta¨rker eignen sich
sowohl fu¨r die Leistungsaddition im Sendebetrieb als auch, in Verbindung mit Mischer-
elementen, fu¨r den Aufbau von Empfangsstufen als quasioptische Empfa¨nger.
Entscheidend fu¨r die Wahl dieser Messkonfiguration ist, dass Versta¨rkerelemente einerseits
in einer Gruppenantenne eine Verbesserung der Messbarkeit der resultierenden Rauschsi-
gnale bewirken, andererseits aber selbst einen deutlich feststellbaren Anteil an dem Ge-
samtrauschen des Systems liefern. Durch die Auswahl von besonders stark rauschenden
Versta¨rkerelementen ko¨nnen diese die Funktion einer Rauschquelle u¨bernehmen.
Die Komponenten und Antennen sind fu¨r das X-Band ausgelegt. Ein wesentlicher Grund
ist die gute Verfu¨gbarkeit von Komponenten fu¨r diesen Frequenzbereich. Auch decken
alle vorhandenen Messgera¨te diesen Frequenzbereich problemlos ab, so dass keine Ein-
schra¨nkungen diesbezu¨glich vorliegen. Der Hauptvorteil schließlich liegt in der Tatsache,
dass bei den Wellenla¨ngen in diesem Frequenzband Antennen und Leitungen relativ un-
empfindlich gegen die Toleranzen in der Fertigung von gea¨tzten oder gefra¨sten Schaltungen
sind.
Anzumerken ist weiterhin, dass aufgrund der Eigenschaften von quasioptischen Systemen
diese prinzipiell in der Frequenz skalierbar sind.
3.2 Rauschsignale
In den ersten Versuchen werden Versta¨rkerelemente als Basis fu¨r die Rauschmessung ver-
wendet. Zur Anwendung kommen dabei integrierte MMIC-Versta¨rker vom Typ SNA-186
der Firma MACOM, die sich durch ein vergleichsweise starkes Eigenrauschen mit einer
Rauschzahl von F = 7 dB bei einer Frequenz von 8 GHz auszeichnen.
Dieses Eigenrauschen ermo¨glicht es, die Versta¨rkerelemente als Rauschquellen fu¨r die
nachfolgenden Rauschmessungen zu verwenden.
3.2.1 Messmethoden
Thermisches Grundrauschen hat eine Leistung von -174 dBm
Hz
und ist damit ohne zusa¨tz-
liche Hilfsmittel nur schwer messbar. Selbst ein stark rauschender Versta¨rker mit einer
Rauschzahl von beispielsweise 10 dB erho¨ht den Pegel auch nur auf -164 dBm
Hz
.
In dieser Arbeit wurden drei verschiedene Methoden zur Messung von Rauschsignalen un-
tersucht. Auf diese Messmethoden und die damit verbundenen Aspekte soll im folgenden
Abschnitt eingegangen werden.
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Abbildung 3.3: Versta¨rkung und Rauschzahl des SNA-186
3.2.1.1 Messung mit Rauschmessplatz
In vielen Fa¨llen werden Messungen des Rauschverhaltens u¨ber eine Rauschzahlbestim-
mung an einem sogenannten Rauschmessplatz durchgefu¨hrt. Hierbei wird meist nach der
Y-Faktor-Methode gemessen. Dabei werden am Ausgang des Messobjekts zwei Messun-
gen vorgenommen, wobei nacheinander zwei verschiedene, bekannte Rauschsignale mit
den Rauschtemperaturen T1 und T2 auf den Eingang gegeben werden. In der Praxis wird
dazu in der Regel eine Rauschquelle im ein- und ausgeschalteten Zustand verwendet.
Der Y-Faktor wird aus dem Verha¨ltnis der beiden Ausgangssignale gebildet. Mithilfe der
Formel
F =
T2
T1
− 1
Y − 1 (3.1)
kann dann die Rauschzahl des zu untersuchenden Messobjekts bestimmt werden.
Fu¨r die vorliegenden Messaufgaben ist der Dynamikbereich von ca. 60 dB der meisten
verfu¨gbaren Messgera¨te nicht ausreichend, um effektiv fu¨r Messungen an Gruppenanten-
nen und deren Rauschrichtcharakteristik verwendet zu werden.
Nach anfa¨nglichen Messversuchen wurden weitere Experimente aufgrund dieser U¨berle-
gungen eingestellt.
3.2.1.2 Messung mit Lock-In-Amplifier
Eine weitere Messmo¨glichkeit besteht in der Verwendung eines sogenannten
”
Lock-In-
Amplifiers“ (LIA) oder Einrastversta¨rkers.
Hierbei wird dem hochfrequenten Messsignal ein niederfrequentes Markierungssignal, meist
von wenigen kHz, aufmoduliert. Auf der Empfangsseite kann dadurch ein sehr schmal-
bandig auf die Markierungsfrequenz abgestimmtes Empfangssystem verwendet werden.
Der große Vorteil dabei ist, dass aufgrund der Schmalbandigkeit Versta¨rker mit recht
großen Versta¨rkungsfaktoren eingesetzt werden ko¨nnen. Dazu ist durch die Markierung
mit einer bekannten Frequenz eine Detektion von selbst sehr kleinen Signalpegeln ein-
wandfrei mo¨glich.
Die eigentliche HF-Messung des LIA erfolgt mithilfe eines Diodendetektors. Dieser gibt
ein Gleichspannungs-Ausgangssignal proportional zum anliegenden Leistungsmittelwert
u¨ber alle Frequenzen innerhalb seiner Bandbreite aus.
Bei der Empfindlichkeit fu¨r deterministische Signale ist der LIA durchaus vergleichbar
mit der noch zu besprechenden Spektrumanalysatormessung. Die Empfindlichkeit ist bei
dem testweise verwendeten Gera¨t mit 100 nV angegeben, was bei Annahme einer Syste-
mimpedanz von 50 Ω einer Leistung von ca. -126 dBm entspricht.
Hauptsa¨chlicher Nachteil dieser Messmethode ist die fehlende Frequenzselektivita¨t. Die
meisten Diodendetektoren sind sehr breitbandig ausgelegt, fu¨r die Messung bestimmter
Rauschanteile kann es jedoch hilfreich sein, in einem genau bestimmten und noch dazu
variablen Frequenzband messen zu ko¨nnen.
Hinzu kommt bei dieser Messvariante die mangelnde Visualisierung der empfangenen Si-
gnale. Dies ist besonders kritisch, da es bei den hohen Versta¨rkungen der empfangenen
Rauschsignale hilfreich ist, eventuell auftretende Instabilita¨ten der Versta¨rkerkette fest-
stellen zu ko¨nnen.
3.2.1.3 Messung mit Spektrumanalysator
Vor dem Hintergrund der vorgenannten U¨berlegungen bietet sich als einfachste und mit
der besten Effizienz durchfu¨hrbare Messmethode die Messung der Rauschsignale mit dem
Spektrumanalysator an. Dieser verfu¨gt sowohl u¨ber die variable Frequenzselektivita¨t, die
Bandbreite zur freien Wahl der zu messenden Rauschsignale und schließlich ebenso u¨ber
die notwendige Empfindlichkeit zur Messung von Rauschsignalen.
Bei einem Spektrumanalysator wird in der Regel mit einem mehrstufigen, einstellbaren
Empfa¨nger nach dem Heterodynprinzip und einem Detektor gearbeitet. Hier bestimmt
das Eigenrauschen des Messsystems die Empfindlichkeitsschwelle, sie liegt bei z.B. bei
dem Hewlett-Packard HP-8370A bei ca. -123 dBm
Hz
. Hier kann aufgrund der Einstellbarkeit
des Systems frequenzselektiv gearbeitet werden, allerdings ist eine Unterscheidung zwi-
schen Messrauschen und allgemeinem Grundrauschen aufgrund der fehlenden Markierung
gegenu¨ber dem LIA nicht mo¨glich.
Insgesamt erscheint die Spektrumanalysator-Messmethode als die flexibelste und viel-
versprechendste, die mit einem moderaten technischen Zusatzaufwand die Messung von
Rauschsignalen und deren Auswertung und Visualisierung ermo¨glicht.
3.2.2 Grundlegender Messaufbau
Ein allgemeines Problem bei der Messung von Rauschsignalen ist, dass die Messgrenzen
weit oberhalb der zu erwartenden Rauschpegel liegen. Selbst ein vergleichweise stark rau-
schender Versta¨rker mit einer Rauschzahl von F = 8 dB hat eine Rauschausgangsleistung
von −165 dBm
Hz
und liegt somit ca. 40 dB unterhalb der Detektionsgrenze sowohl des LIA
als auch des Spektrumanalysators.
Bei Messungen an Antennensystemen verringert die Streckenda¨mpfung weiter die Si-
gnalsta¨rke. Die Da¨mpfung erreicht z.B. bei der verwendeten Antennenmesskammer bei
einer Messdistanz von ca. 4 m nach der Friis’schen Formel fu¨r eine angenommene Be-
triebsfrequenz von 8 GHz eine Da¨mpfung von
αStrecke = −63.56dB +G1 +G2, (3.2)
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Abbildung 3.4: Messaufbau zur Messung des Eigenrauschens der Inline-Versta¨rker
dabei sind G1 und G2 die jeweiligen Gewinne der verwendeten Antennen. Bei Verwen-
dung von Hornantennen mit einem Antennengewinn von ca. 7 dBi ergibt sich damit die
resultierende Streckenda¨mpfung zu αStrecke = −49.56 dB.
Daraus resultiert, dass die beschriebenen Rauschsignale an der Empfangsantenne unter
den thermischen Grundrauschpegel von ca. -174 dBm
Hz
abgeda¨mpft worden sind und somit
mit den vorhandenen Gera¨ten nicht mehr messtechnisch zu erfassen sind.
In der Konsequenz ist fu¨r die anstehenden Rauschmessungen eine erhebliche Versta¨rkung
der Rauschsignale notwendig. Um das Ausgangsrauschsignal des genannten SNA-186 auf
einen gerade messbaren Pegel anzuheben, ist damit eine Versta¨rkung von etwa 45-50 dB
erforderlich.
Bei den vorliegenden Messungen wurde dies durch den Einsatz von zwei HF-Messvers-
ta¨rkern vom Typ HP-87653 erreicht. Diese besitzen zusammen eine Versta¨rkung von 65.8
dB, so dass fu¨r das Messen des Eigenrauschens der Versta¨rkerelemente ein Dynamikbereich
von ca. 20 dB verbleibt. Dieser Dynamikbereich ist notwendig, um Richtcharakteristiken
fu¨r das Rauschen von Antennensystemen aufzunehmen. Der sich ergebende Messaufbau
mit den verwendeten Versta¨rkerelementen ist schematisch in Abb. 3.4 dargestellt.
Problematisch bei diesem Ansatz sind zum einen das Eigenrauschen der Messversta¨rker
sowie zum anderen die recht hohen Versta¨rkungsfaktoren der Messvorversta¨rker. Ru¨ck-
kopplungen und damit Oszillationsneigungen mu¨ssen durch sorgfa¨ltige Auslegung des
Messaufbaus verhindert werden.
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Abbildung 3.5: Prinzipieller Messaufbau fu¨r korreliertes Rauschen
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Abbildung 3.6: Prinzipieller Messaufbau fu¨r unkorreliertes Rauschen
Um eine Unterscheidung zwischen dem Verhalten bei korreliertem und unkorreliertem
Rauschen treffen zu ko¨nnen, wurde fu¨r korreliertes Rauschen eine Reihenschaltung der
Versta¨rker vor der Aufteilung auf die einzelnen Signalpfade zu den jeweiligen Antennen
vorgenommen. Dadurch wird der Rauschbeitrag der Versta¨rker in jedem Signalpfad ein-
gespeist. Da das Eigenrauschen des Versta¨rkers den dominanten Teil des Systemrauschens
stellt, kann somit von einem nahezu voll korrelierten Rauschsignal ausgegangen werden.
Fu¨r unkorreliertes Rauschen wurden die Versta¨rker in jeden Signalpfad eingefu¨gt. Da
die Versta¨rker ein zueinander unkorreliertes Rauschen aufweisen, sind damit die von den
Antennen abgestrahlten Rauschsignale gro¨ßtenteils unkorreliert.
Abbildung 3.7: Doppeldipol zur Rauschmessung
3.2.3 Messungen an einer Dipolgruppe
Um zuna¨chst grundlegende Aussagen u¨ber das Rauschverhalten von Antennenarrays zu
erhalten, wird ein lineares Array aus zwei im Abstand von λ
2
angeordneten Dipolen ver-
wendet. Durch die Wahl eines Aufbaus mit einer minimalen Zahl von Antennenelementen
kann der Einfluss jeder Antenne auf die Rauschcharakteristik des Gesamtsystems direk-
ter untersucht werden als dies bei einer komplexeren Gruppenantenne der Fall wa¨re.
Zusa¨tzlich werden Sto¨reinflu¨sse durch Antennenkopplungen auf ein u¨bersichtliches Maß
reduziert.
Durch eine Halterung ist ein Drehen der Antennen zur Messung der unterschiedlichen
Polarisationsrichtungen mo¨glich. Die Dipole werden mittels eines Schlitzbaluns direkt u¨ber
eine Koaxialleitung gespeist [14].
Die Antenne ist fu¨r eine Arbeitsfrequenz von 8 GHz abgestimmt. Sie ist jedoch u¨ber einen
breiteren Frequenzbereich von ca. 7-9 GHz mit einer Anpassung besser -10 dB verwendbar.
Zuna¨chst wird die Richtcharakteristik der Antennen bei gleichphasiger bzw. gegenphasi-
ger Ansteuerung mit deterministischen Signalen gemessen (s. Abb. 3.8). Sie ermo¨glicht
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Abbildung 3.8: Richtdiagramme fu¨r gleich- bzw. gegenphasige Ansteuerung
spa¨ter den Vergleich zwischen dem Verhalten des Systems fu¨r deterministische und sto-
chastische Signale, dabei insbesondere fu¨r die Unterscheidung zwischen korrelierten und
unkorrelierten Rauschanregungen.
Bei gegenphasiger Ansteuerung wird senkrecht zu dem Antennenarray in Richtung 0◦ das
Nutzsignal ca. 20 dB schwa¨cher abgestrahlt als im Falle der gleichphasigen Ansteuerung.
Vergleicht man nun fu¨r die gegenphasig angesteuerten Dipole die Richtcharakteristik fu¨r
korreliertes und unkorreliertes Rauschen in Abb. 3.9, so sieht man, dass sich fu¨r korre-
liertes Rauschen dieselbe Richtcharakteristik einstellt wie bei einem deterministischen,
gleichphasigen Signal. Fu¨r unkorreliertes Rauschen hingegen ergibt sich ein der Richtcha-
rakteristik des Einzeldipols sehr a¨hnliches Diagramm.
Durch eine gleichzeitige Betrachtung der Richtcharakteristika la¨sst sich dieser Zusam-
menhang noch deutlicher machen, man erkennt in Abb. 3.10 die gute U¨bereinstimmung
zwischen dem Richtdiagramm fu¨r unkorreliertes Rauschen bei gegenphasiger Ansteuerung
gegenu¨ber der Richtcharakteristik eines Einzeldipols.
Insgesamt erweist sich allerdings bereits bei diesen Messungen, dass das Eigenrauschen
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Abbildung 3.9: Rauschleistung fu¨r korreliertes und unkorreliertes Rauschen
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Abbildung 3.10: Vergleich der Richtcharakteristik fu¨r unkorreliertes Rauschen und der
eines Einzeldipols
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Abbildung 3.11: Messaufbau mit ku¨nstlichen Rauschquellen
der Versta¨rker alleine nicht fu¨r eine zuverla¨ssige Bewertung der Richtcharakteristik von
Antennen ausreicht. Zu gering sind die Dynamikreserven, die nach Versta¨rkung des Ei-
genrauschens auf der Empfangsseite bleiben.
3.2.4 Messung mit ku¨nstlichen Rauschsignalen
Ein Lo¨sungsansatz ist, das Rauschen ku¨nstlich zu erzeugen, um die im vorigen Abschnitt
beschriebenen Probleme zu vermeiden. Dabei wird ausgenutzt, dass es bei den anstehen-
den Messungen nicht um die Bestimmung des Rauschverhaltens einer aktiven Baugruppe
geht, sondern vielmehr um das Rauschabstrahlverhalten von Antennen im Allgemeinen.
Dabei ist es von großer Bedeutung, zwischen korreliertem und unkorreliertem Rauschen
unterscheiden zu ko¨nnen.
Das in Abb. 3.11 als Blockschaltbild dargestellte grundlegende Konzept basiert auf der
Tatsache, dass Rauschen auch nach einem Mischprozess seine Eigenschaften beha¨lt. Da es
mit relativ einfachen Mitteln mo¨glich ist, eine leistungsstarke Rauschquelle im Frequenz-
bereich von einigen 100 MHz zu entwickeln, soll dieses Rauschen anschließend u¨ber einen
Mischer in den Zielfrequenzbereich transformiert werden.
Abbildung 3.12: Schaltbild des Rauschgenerators
3.2.4.1 Rauschquelle mit Versta¨rker
Als Quelle fu¨r das ku¨nstliche Rauschen wird eine Avalanche-Diode im Durchbruchbereich
verwendet. Die Avalanche-Diode, oft auch Zener-Diode genannt, zeichnet sich dadurch
aus, dass sie im Sperrbetrieb bei einer definierten Spannung eine sehr starke Abnahme
des differentiellen Innenwiderstands zu verzeichnen hat.
Damit bewirken kleine A¨nderungen der Diodenspannung, z.B. durch statistische Schwan-
kungen in diesem Durchbruchbereich, eine relativ große A¨nderung des Stroms durch die
Diode. Mittels des Spannungsabfalls u¨ber einem Widerstand kann man diesen in Form
einer Rauschspannung abgreifen.
Da bei Dioden nach dem Avalanche-Prinzip der differentielle Widerstand kleiner ist als
bei Zener-Dioden, kommen erstere bevorzugt fu¨r Rauschgeneratoren zum Einsatz. Hin-
tergrund dabei ist, dass durch den kleineren Widerstand ein gro¨ßerer Rauschstrom und
damit eine ho¨here HF-Ausgangsleistung mo¨glich ist.
Die in Abb. 3.12 dargestellte Schaltung ist bei Verwendung einer Standard-Avalanche-
Diode mit einer Durchbruchspannung von 10 V in der Lage, ein breitbandiges Rausch-
spektrum von ca. 50 MHz bis hin zu ca. 500 MHz zu erzeugen. Dabei liegt die zu erreichen-
de Rauschleistung im Maximum bei -137 dBm
Hz
, was einem Effective Noise Ratio (ENR)
von 37 dB entspricht (s. Abb. 3.13). Gut zu erkennen ist auch der plo¨tzliche Anstieg der
Ausgangsrauschleistung im Durchbruchbereich der Diode bei ca. 10 V.
Da auch dieser erho¨hte Rauschpegel nach wie vor deutlich unterhalb der Empfindlichs-
keitsgrenze des Spektrumanalysators liegt, wird im na¨chsten Schritt das Rauschen mittels
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Abbildung 3.13: Ausgangsleistung des Rauschgenerators
zweier in Reihe geschalteter HF-Versta¨rker im Pegel weiter angehoben.
Zur Anwendung kommen dabei integrierte Versta¨rker-MMICs der Firma MACOM vom
Typ MAR-8-SM. Der MAR-8-SM zeichnet sich durch einen hohen Versta¨rkungsfaktor im
Frequenzbereich bis 1 GHz aus. Bei 100 MHz liegt der im vorliegenden Schaltungsentwurf
erreichte Versta¨rkungsfaktor bei ca. 26 dB. Somit hat die Reihenschaltung aus zwei MAR-
8-SM, wie in Abb. 3.14 skizziert, eine Leistungsversta¨rkung von 54 dB bei 100 MHz.
Aus der Zusammenschaltung des Doppelversta¨rkers mit dem oben genannten Rauschge-
nerator ergibt sich eine Rauschquelle, die das in Abb. 3.15 dargestellte Ausgangsspektrum
aufweist und fu¨r alle nachfolgenden Rauschmessungen verwendet wurde.
Bei einer Frequenz von 100 MHz betra¨gt die Ausgangsleistung dieses Rauschgenerators
-88 dBm
Hz
, was einem ENR von 86 dB entspricht.
0 250 500 750 1000 1250 1500
15
20
25
30
35
40
45
50
55
60
f / MHz
G
ai
n 
/ d
B
1
2
3
4
F 
/ d
B 
Abbildung 3.14: Versta¨rkung und Rauschzahl des Doppel-Rauschversta¨rkers
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Abbildung 3.15: Ausgangsspektrum des Rauschgenerators mit nachgeschaltetem
Versta¨rker
3.2.4.2 Mischer
Um dieses Rauschsignal auch bei deutlich ho¨heren Frequenzen nutzen zu ko¨nnen, wird
hier die Frequenzumsetzung mittels eines Mischers ausgenutzt. Das Rauschspektrum des
Rauschgenerators wird dabei mithilfe eines Tra¨gers in den Zielfrequenzbereich umgesetzt.
Fu¨r zuku¨nftige Messungen wird in der Regel ein Schmalbandrauschen ausgewertet. Es
wird dabei das gut quantifizierte Rauschsignal des Generators bei 100 MHz verwendet.
Dies resultiert in einer Offsetverschiebung um eben diese 100 MHz, so dass die Tra¨ger-
frequenz um 100 MHz von der eigentlichen Messfrequenz versetzt gewa¨hlt werden muss.
Abbildung 3.16: Doppelt-Balancierter Mischer mit HSCH-5332 Beamlead-Dioden
Bei dem fu¨r die Frequenzumsetzung verwendeten Mischer handelt es sich um einen ba-
lancierten Mischer auf Basis von zwei Agilent HSCH-5332 Beamlead-Dioden, die mittels
eines Ringkopplers zusammengeschaltet sind (s. Abb. 3.16).
Dieser Mischer ist auf einen Betrieb im X-Band ausgelegt. Er deckt einen Frequenzbereich
von 8-12 GHz ab, dabei erreicht er eine mittlere Rauschzahl von ca. 4 dB mit einem
mittleren Konversionsverlust von ca. 5 dB u¨ber dem betrachteten Frequenzbereich. Das
Optimum liegt bei ca. 9.2 GHz, dort betra¨gt die Rauschzahl 2 dB, der Konversionsverlust
sinkt auf 3 dB (s. Abb. 3.17).
Mithilfe dieses Mischers und der im vorigen Abschnitt dargelegten Rauschquelle ist es nun
mo¨glich, im X-Band Rauschmessungen mit korreliertem und unkorreliertem Rauschen
durchzufu¨hren.
Abbildung 3.17: Konversionsverlust und Rauschzahl des Mischers
Fu¨r die nachfolgenden Messungen interessieren zuna¨chst nur die beiden Extremzusta¨nde
der Korrelation, also vollsta¨ndig korreliert und vollsta¨ndig unkorrelierte Signale. Fu¨r diese
Spezialfa¨lle kann man auf eine Messung der Korrelation selbst verzichten, vorausgesetzt
man wa¨hlt seinen Messaufbau dergestalt, dass die Korrelation der Signale implizit als
vorgegeben angesehen werden kann.
Dies ist dadurch gewa¨hrleistet, dass fu¨r korrelierte Signale das Signal einer Rauschquel-
le aufgeteilt wird, fu¨r unkorrelierte Signale jedem Signal aber eine eigene Rauschquelle
zugeordnet wird.
Im Zusammenhang mit der Aufwa¨rtsmischung der niederfrequenteren Rauschsignale in
den ho¨herfrequenteren Messbereich ergibt sich aber noch eine weitere Mo¨glichkeit, die
unter Zuhilfenahme der letztgenannten Messmethode gleichzeitig den Zugriff auf korre-
lierte und unkorrelierte Signale erlaubt.
Dabei wird ausgenutzt, dass zwar fu¨r jeden Signalpfad eine eigene Rauschquelle verwendet
wird, die Aufwa¨rtsmischung jedoch erfolgt mit nur einer HF-Quelle, die auf die entspre-
chende Anzahl an Signalpfaden aufgespalten wird.
Verwendet man an dieser Stelle einen Signalgenerator, der ein vergleichsweise starkes
Phasenrauschen aufweist, so kann man in unmittelbarer Na¨he zum Resttra¨ger nach der
Aufwa¨rtsmischung dieses Phasenrauschen als korreliert fu¨r alle Signalpfade betrachten.
Da die verwendete Rauschquelle erst ab einer Frequenz von ca. 50 MHz einen signifi-
kanten Beitrag zum Rauschsignal liefert, ist ein sto¨render Einfluss der Rauschquelle in
Frequenzbereichen bis hin zu einigen MHz neben dem Resttra¨ger kaum zu erwarten. Das
unkorrelierte Rauschsignal kann bei einer gro¨ßeren Ablagefrequenz gemessen werden, da
hier der Einfluss des Phasenrauschen nicht mehr ins Gewicht fa¨llt.
Die folgenden Messungen wurden in der Regel bei einer Ablagefrequenz von ca. 100 kHz fu¨r
korreliertes und ca. 100 MHz fu¨r unkorreliertes Rauschen durchgefu¨hrt. Letztere Frequenz
liegt im Leistungsmaximum der Rauschquelle und bietet sich so fu¨r die Messungen an.
3.3 Antennen in einem Parallelplattenleiter
Durch die Messungen mit Dipolen im Freiraum wurden bereits einige Erkenntnisse hin-
sichtlich des Rauschverhaltens von Gruppenantennen gewonnen.
Die hohe Streckenda¨mpfung stellt jedoch bei allen Freiraummessungen ein Problem dar.
Zwar kann man diesem grundsa¨tzlich mit zusa¨tzlichen Versta¨rkerelementen begegnen, je-
doch steigt mit zunehmender Mehrstufigkeit des Aufbaus auch dessen Einfluss auf die
Messergebnisse. Durch die Streckenda¨mpfung und die damit verbundenen Messungen an
der Empfindlichkeitsgrenze der Messgera¨te ist eine sichere Reproduzierbarkeit der Mes-
sungen nicht immer zu gewa¨hrleisten.
Weiterhin sind aufgrund der freien Ausbreitung der abgestrahlten Wellen fu¨r eine Fokus-
sierung der abgestrahlten Leistung in einer kleinen Fla¨che zweidimensional aufgebaute
Gruppenantennen erforderlich. Dies erho¨ht jedoch, insbesondere bei einer gro¨ßeren An-
zahl von Antennenelementen, den Aufwand und auch die mechanische Gro¨ße des Aufbaus.
Aus dieser Problemstellung heraus entwickelte sich die Idee, Gruppenantennen in einen
Parallelplattenleiter (PPL), bestehend aus zwei parallel angeordneten Metallplatten, ein-
zusetzen und in dieser Umgebung zu vermessen.
Idealerweise besitzen diese Platten eine unendlich große Ausdehnung, fu¨r praxisorientierte
U¨berlegungen kann jedoch mit deutlich kleineren Aufbauten gearbeitet werden. In diesem
Fall ist zu beachten, dass Effekte durch die Diskontinuita¨ten an den Grenzen des PPLs
nicht innerhalb des interessierenden Feldbereichs auftreten.
Die besondere Eigenschaft eines PPLs besteht darin, im Unterschied zu rechteckigen oder
runden Hohlleitern die Ausbreitung von TEM-Wellen zu ermo¨glichen. Wie leicht gezeigt
werden kann, entspricht der Wellenwiderstand in einem PPL dem des Freiraums von 377
Ω (s. Kap. A.1.1).
Die Besonderheit bei der Ausbreitung von TEM-Wellen in Leiterstrukturen ist das Fehlen
einer Cutoff-Frequenz. Die daraus resultierende, theoretisch unendlich große Bandbreite
wird in der Praxis zu hohen Frequenzen hin durch den Abstand der Metallplatten be-
grenzt, bei dem die Ausbreitung von TE- oder TM-Wellen ebenfalls mo¨glich wird und so
eine reine TEM-Welle nicht mehr vorausgesetzt werden kann. Zu tiefen Frequenzen hin ist
durch das Fehlen des Cutoff-Effekts die TEM-Welle in der Theorie nahezu beliebig ausbrei-
tungsfa¨hig. Hier bestimmt in der Praxis eher die Einspeisung in die TEM-Leiterstruktur
mit ihren mechanischen Abmessungen die untere Arbeitsfrequenz.
Ein weiterer Vorteil des Aufbaus von Systemen in einem PPL ist die prinzipbedingte
Abschirmung der Komponenten innerhalb des Leiters von a¨ußeren Einflu¨ssen. So ko¨nnen
sto¨rempfindliche Messungen sicherer durchgefu¨hrt werden.
Schließlich ist fu¨r die vorliegende Anwendung von entscheidendem Vorteil, dass der PPL
aufgrund seiner Geometrie in guter Na¨herung als zweidimensional betrachtet werden kann.
Damit sind fu¨r die Messungen mit Gruppenantennen nur noch eindimensionale Antennen-
anordnungen erforderlich, was den Aufwand an Komponenten und den damit verbundenen
Platzbedarf deutlich vermindert.
Nachteilig ist der geringe zur Verfu¨gung stehende Raum, um Komponenten in den PPL
einzubringen. Im vorliegenden Fall werden daher im ersten Schritt lediglich die eigent-
lichen Antennenelemente im oder am PPL platziert, die Einspeisung der Signale in die
Antennen erfolgte von der Ober- bzw. Unterseite des PPLs von außen mittels koaxialer
Speiseleitungen.
Abbildung 3.18: Frontansicht der PPL-Hornantenne
3.4 Eine Horngruppe an einem Parallelplattenleiter
Die ersten Messungen erfolgten mit einer 1x10-Gruppenantenne aus Hornantennen. Diese
bestehen aus einer Aufweitung eines X-Band-Hohlleiters des Typs R100 mit den Innenab-
messungen 10,16 x 22,86 mm auf ein Horn mit den Abmessungen 20,00 x 40,00 mm. Die
Breite ist gerade so gewa¨hlt, dass der Abstand der direkt nebeneinander angeordneten
Antennen λ
2
betra¨gt.
Als Empfangsantenne wird ein identisches Gegenstu¨ck der Sendeantennen genutzt (s. Abb.
3.18). Durch eine halbrunde Ausfu¨hrung des PPLs und eine angefra¨ste leichte Kru¨mmung
der Empfangsantenne kann diese stufenlos in jede beliebige Empfangsposition gebracht
werden.
Die Speisung der einzelnen Gruppenantennenelemente erfolgt mittels eines koaxialen Ka-
bels u¨ber einen mechanisch einstellbaren Phasenschieber mit 10-Gang-Drehskala. Die Ein-
stellung der Richtcharakteristik der Gruppenantenne wird durch die Wahl einer passenden
Phasenkombination an den einzelnen Antennenelementen vorgenommen. Die dazu not-
wendigen Werte werden mithilfe einer auf einem genetischen Algorithmus basierenden,
in der mathematischen Skriptsprache Matlab geschriebenen Software berechnet (s. Kap.
A.3).
Abbildung 3.19: Aussenansicht der 10er Hornantennengruppe angeflanscht am PPL
Der U¨bergang auf die Hornantenne besteht aus einer am Ende offenen Mikrostreifenleitung
in einem Hohlleiter. Eine Reflexionsebene ist im Abstand von λ
2
zu dieser Mikrostreifen-
leitung angeordnet.
Der Vorteil der Hornantennen ist, dass diese aufgrund ihres Aufbaus innerhalb einer Grup-
penantenne nur sehr geringe Verkopplungen aufweisen und damit das Gruppenverhalten
der Antenne gut aus dem Verhalten der Einzelantennen abgeleitet werden kann.
Der PPL wird zuna¨chst aus Stabilita¨tsgru¨nden mit einer Schicht aus Rohacell Schaum-
stoff gefu¨llt [17]. Dieser hat aufgrund einer Dielektrizita¨tskonstanten von ca. ǫr = 1.1
Eigenschaften, die denen eines luftgefu¨llten PPLs recht nahe kommen sollten. Die vom
Hersteller angegebenen elektrischen Daten sind in Abb. 3.20 aufgefu¨hrt.
Entgegen den auf den technischen Daten beruhenden Erwartungen ergibt sich eine u¨ber-
raschend hohe Da¨mpfung in dem PPL. Zusa¨tzliche Messungen ergeben, dass eine Aus-
breitung durch eine massive Lage aus Rohacell (im vorliegenden Aufbau u¨ber 480 mm
La¨nge) zu einer zusa¨tzlichen Da¨mpfung von 0,2 dB
cm
fu¨hrt. Die Verwendung von kleineren
Schaumstoffstu¨cken zur mechanischen Unterstu¨tzung der oberen Metallplatte erweist sich
als ungeeignet, da diese u¨ber eine zu geringe mechanische Festigkeit verfu¨gen.
Abbildung 3.20: Elektrische Eigenschaften von Rohacell [17]
Als Alternative werden Abstandshalter in Form von Scheiben aus Teflon mit einem Durch-
messer von 20 mm angefertigt, die mithilfe von Kunststoffschrauben befestigt werden. Bei
diesen sind keine nennenswerten Beeinflussungen innerhalb des Hohlleiters feststellbar.
3.4.1 Rauschmessungen
Um zuna¨chst einen Vergleich mit den bereits durchgefu¨hrten Messungen im Freiraum
treffen zu ko¨nnen, werden Messungen mit dem Eigenrauschen von Versta¨rkerelementen
auf Basis des SNA-186 MMICs der Firma MACOM durchgefu¨hrt. Um die empfangenen
Signale auf einen messbaren Pegel anzuheben, wird der prinzipielle Messaufbau nach
Abb. 3.4 verwendet. Bei den Vorversta¨rkern handelt es sich dabei um zwei hintereinander
geschaltete Messversta¨rker HP-87653 der Firma Hewlett-Packard.
Durch die Einstellung der Phasenschieber wird dabei eine Hauptabstrahlrichtung bei +30◦
gewa¨hlt. Das Verhalten der Antennengruppe ist in Abb. 3.21 dargestellt. Dargestellt sind
neben dem Abstrahlverhalten fu¨r einen reinen Tra¨ger (durchgehende Linie) das eines
rauschbehafteten Tra¨gers (gestrichelt) sowie der Rauschsignale bei 10 kHz (gepunktet)
sowie 100 MHz Abstand (Linie mit Strichen und Punkten). Erkennbar ist eine relativ
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Abbildung 3.21: Gruppenantenne aus Hornantennen mit Eigenrauschen von Versta¨rkern
geringe Auspra¨gung der Hauptkeule. Eine nur wenige dB schwa¨chere Nebenkeule existiert
im Bereich von -20◦.
Zur Vermessung des Eigenrauschens werden zwei Rauschmessungen im Abstand von je-
weils 10 kHz und 100 MHz zum Tra¨ger durchgefu¨hrt. Analog zu der bereits vorgestellten
Messmethode mit ku¨nstlicher Rauschquelle wird hier in erster Linie das Phasenrauschen
des Tra¨gers in 10 kHz Abstand fu¨r die Behandlung korrelierten Rauschens herangezogen.
Bei 100 MHz Abstand ist das Phasenrauschen des Messgenerators hinreichend abgeklun-
gen, so dass hauptsa¨chlich das Eigenrauschen der Versta¨rker gemessen werden kann.
Man erkennt, dass sich die Gruppencharakteristik in der Richtcharakteristik des korrelier-
ten Rauschsignals deutlich wiederspiegelt, wa¨hrend die des unkorrelierten Rauschsignals
eher einer Cosinus-Verteilung a¨hnelt.
Dieses Verhalten ist auffa¨llig, da gema¨ß den Ausfu¨hrungen in Kap. 2.10 eher die Einzel-
richtcharakteristik einer Hornantenne zu erwarten gewesen wa¨re.
Nach weiteren Messungen ergibt sich, dass die Hornantenne eine zu große Direktivita¨t
aufweist, so dass jede Antenne nur einen begrenzten Winkelbereich erreichen kann. Damit
ist eine Ausbildung einer Gruppencharakteristik, wie sie theoretisch zu erwarten wa¨re, in
der Praxis aufgrund des zu geringen Abstands zwischen Sende- und Empfangsantennen
nicht mo¨glich.
Als Weiterentwicklung des Aufbaus und zur Umgehung der genannten Probleme wird da-
her die Hornantenne durch Monopolantennen mit einer Rundstrahlcharakteristik ersetzt
(s. auch [15][16]).
3.5 Vermessung eines 1x10-Monopolarrays in einem
PPL
Verwendet werden Monopolantennen mit einer La¨nge von 9,8 mm, die direkt an einem
SMA-Stecker angelo¨tet sind. Der Abstand der Antennen betra¨gt λ
2
.
Unter Verwendung dieser Gruppenantenne werden verschiedene Messungen durchgefu¨hrt,
die die Ausfu¨hrungen aus Kap. 2.10 besta¨tigen. Beispielhaft dafu¨r ist die Messung bei
einem eingestellten Auslenkungswinkel von +40◦.
Man erkennt in Abb. 3.22 deutlich die Auswirkungen der Phaseneinstellung auf das kor-
relierte Rauschsignal, wa¨hrend das unkorrelierte Rauschsignal keinen nennenswerten Ein-
fluss der Phaseneinstellung zu verzeichnen hat.
Die Rauschmessungen zeigen insgesamt eine gewisse U¨bereinstimmung mit den zuvor
hergeleiteten theoretischen Ergebnissen. Das Rauschverhalten von Gruppenantennen ist
damit berechenbar, was speziell fu¨r Gruppenantennen in Mobilfunkanwendungen, aber
auch bei Radioastronomischen Messstationen von Interesse sein ko¨nnte.
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Rauschsignale bei 1kHz und 100 MHz Offset, Hauptkeule bei +40°
Abbildung 3.22: Vergleich der Rauschabstrahlung der Monopolgruppe von korreliertem
und unkorreliertem Rauschen
Kapitel 4
Allgemeines zu quasioptischen
Systemen
Quasioptische Systeme werden in der Hochfrequenztechnik erst seit relativ kurzer Zeit
vermehrt angewendet, die Grundidee und die ersten vereinzelten Experimente mit quasi-
optischen Systemen wurden jedoch bereits in der ersten Ha¨lfte des 20. Jahrhunderts durch-
gefu¨hrt. So hat Shintaro Uda, Professor an der Tohoku Universita¨t in Sendau/Japan, u¨ber
Experimente mit verteilten 600 MHz Oszillatoren berichtet [18]. Mit dem zunehmenden
Trend zu immer ho¨her werdenden Frequenzen kamen nach dem 2. Weltkrieg die Vorteile
quasioptischer Strukturen immer mehr zum Tragen und systematische Forschungen in
diesem Feld der Elektrotechnik waren die Folge [19]. Durch die zunehmende Anwendung
von drahtlosen U¨bertragungsmechanismen in Kombination mit der stark steigenden An-
wendung von Halbleiterbauelementen begann vor ca. 20 Jahren ein starker Anstieg im
Interesse an der Anwendung und Erforschung von quasioptischen Systemen.
Im Falle einer Strahlformung in Anlehnung an optische Prinzipien spricht man dann auch
von quasioptischen Systemen. Der Begriff der Quasioptik wird in der Literatur nicht ein-
deutig festgelegt. So verwenden beispielsweise York und Popovic eine Definition auf Basis
der Art der Strahlformung, wa¨hrend Pozar eine Definition auf Basis der angewendeten
Wellenla¨ngen vorschla¨gt [1][11]. In der vorliegenden Arbeit wird der Begriff in Anleh-
nung an die erstere Definition fu¨r diese Form der Leistungskombination und -addition
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Abbildung 4.1: Zusammengeschaltete Versta¨rker: Leitungsgebunden vs. quasiopisch
gebraucht. Physikalisch meint Quasioptik dabei die dem Licht vergleichbare Ausbreitung
von elektromagnetischen Wellen in Frequenzbereichen, die weit unterhalb der der Licht-
wellen liegen. Damit einher geht in der Regel die Anwendung von im Verha¨ltnis zur
Wellenla¨nge großen Aufbauten.
Kennzeichnend fu¨r quasioptische Systeme ist das Fehlen der die Signalenergie transpor-
tierenden Leitungen (vergl. Abb. 4.1). Damit fallen auch die diesen Leitungen zuzurech-
nenden Verluste durch dielektrische, ohmsche und Wirbelstromeinflu¨sse weg. Um eine
zufriedenstellende Leistungsbilanz zu erreichen, ist es oftmals notwendig, die abgestrahlte
Energie auf einen begrenzten Bereich zu konzentrieren. Dies hat einen entsprechenden
Aufwand bei der Fokussierung der sich ausbreitenden Wellen zur Folge. Zur Anwendung
kommen dielektrische Linsen, Anordnungen von Wellenleitern oder aus vielen Elementen
bestehende Antennengruppen.
Die prinzipiellen Vorteile der leitungslosen Energiefu¨hrung liegen in erster Linie in den re-
duzierten Verlusten. Dielektrische Verlustmechanismen ko¨nnen durch die Verwendung von
Luft als Medium stark verringert werden. Da weiterhin die aktiven Bauelemente in qua-
sioptischen Systemen ra¨umlich verteilt angeordnet werden, kann man leichter als bei der
leitungsgebundenen Schaltungstechnik viele Einzelelemente zu einer Gesamtbaugruppe
kombinieren. Durch einen entsprechenden modularen Ansatz ko¨nnen so der Fertigungs-
aufwand und damit die Kosten des Gesamtsystems deutlich gesenkt werden.
Gerade bei aus Halbleiterelementen aufgebauten Hochfrequenzversta¨rkern ist man durch
die Verwendung vieler Einzelelemente weiterhin in der Lage, eine erheblich ho¨here Aus-
gangsleistung zu erreichen. Es ist so mo¨glich, einen der wesentlichen Nachteile von halblei-
terbasierten Versta¨rkern gegenu¨ber den klassischen Ro¨hrenversta¨rkern zu kompensieren.
4.1 Entwurfsparameter eines quasioptischen Systems
Ein allgemeines quasioptisches System la¨sst sich grob in drei Teilbereiche gliedern: Die
Empfangsseite, den Schaltungsbereich sowie die Sendeseite.
Dabei kommt der Empfangsseite die Aufgabe der Wandlung der ankommenden Freiraum-
welle in eine leitungsgebundene Welle zu. Die Wandlung ist notwendig, da viele Funktionen
am einfachsten u¨ber leitungsbasierte Schaltungen realisiert werden ko¨nnen, insbesonde-
re bei Verwendung von aktiven und passiven Bauelementen. Diese Funktionen, die das
Verhalten des quasioptischen Systems in wesentlichem Maße charakterisieren, sind dem
Schaltungsbereich zuzuordnen.
Schließlich soll das modifizierte Eingangssignal wieder von dem quasioptischen System
abgegeben werden, so dass in Analogie zur Empfangsseite hier erneut eine Wandlung auf
eine Freiraumwelle erfolgt.
Je nach Konfiguration kann es zweckma¨ßig sein, die Sende- bzw. die Empfangsseite eines
quasioptischen Systems durch leitungsgebundene Signalteiler zu ersetzen. Hierdurch la¨sst
sich auch ein U¨bergang von der leitungsgebundenen Schaltungstechnik auf eine quasiop-
tische realisieren.
4.1.1 Empfangs- und Sendeseite
Da bei quasioptischen Systemen in der Regel viele Einzelelemente zu einer Gesamtbau-
gruppe kombiniert werden, bestehen sowohl die Empfangs- als auch die Sendeseite aus
entsprechend vielen Einzelantennen, der sogenannten Gruppenantenne.
Die folgenden Argumentationen beziehen sich auf die Empfangsseite eines quasioptischen
Systems, aufgrund der Reziprozita¨t gelten sie jedoch gleichermaßen fu¨r die Sendeseite.
Die Gruppenantenne dient als Wellenformwandler zwischen der ankommenden Freiraum-
welle und der leitungsgebundenen Welle innerhalb der aktiven Schaltung. Dies beinhaltet
in der Regel eine Impedanzanpassung zwischen dem Freiraum mit 377 Ω und den HF-
Baugruppen mit meistens 50 Ω. Die Wahl der geeigneten Antennenbauform ha¨ngt von
vielen Parametern ab. Neben der Betriebsfrequenz stehen dabei U¨berlegungen hinsichtlich
der Bandbreite des Gesamtsystems und des zur Verfu¨gung stehenden Raums im Vorder-
grund.
Neben der Bandbreite und der Bauform spielt hauptsa¨chlich die Richtcharakteristik der
Antennenelemente eine Rolle. Sie bestimmt in erster Linie, inwieweit mittels geeigneter
Phasen- und Amplitudenbelegung ein nebenkeulenarmes Richtdiagramm erreicht werden
kann und ob eventuell eine elektronisch schwenkbare Hauptkeule mo¨glich ist. Hierzu ist es
meist wu¨nschenswert, die Direktivita¨t des Einzelelements nicht zu groß werden zu lassen,
denn letztlich ergibt sich die Gesamtrichtcharakteristik durch eine ra¨umliche U¨berlage-
rung der abgestrahlten Anteile jeder einzelnen Antenne. Bei einer zu großen Direktivita¨t
der Einzelelemente liefern diese bei einem zunehmenden seitlichen Versatz zur Gruppenan-
tenne einen immer geringeren Beitrag zum Gesamtfeld. Fu¨r eine detailliertere Diskussion
sei an dieser Stelle auf die Literatur verwiesen[2][14][25].
4.1.2 Aktive und passive Baugruppen in quasioptischen Syste-
men
Die eigentlichen funktionalen Baugruppen innerhalb eines quasioptischen Systems unter-
scheiden sich kaum von denen einer leitungsgebundenen Baugruppe, was nicht zuletzt
daran liegt, dass in der Regel die aktiven oder auch passiven Komponenten in einer lei-
tungsgebundenen Form montiert und verknu¨pft werden mu¨ssen.
Bei aktiven Baugruppen stellt die Ku¨hlung ein besonderes Problem dar. Da eine quasi-
optische Baugruppe als wesentliches funktionales Element mit Antennen arbeitet, muss
eine Wa¨rmeableitung u¨ber Geha¨use oder andere gro¨ßere Metallfla¨chen in die Konzeption
des Systems einbezogen werden.
Eine Mo¨glichkeit ist es, das im Schaltungsbereich verwendete Substrat hinsichtlich sei-
ner Wa¨rmeleitfa¨higkeit auszuwa¨hlen. So hat z.B. Aluminiumnitrid einen vergleichsweise
hohen Wa¨rmeleitkoeffizienten. Andere Lo¨sungsvorschla¨ge arbeiten mit der Platzierung
der Baugruppe in einem sta¨ndig ku¨hlenden Luftstrom. In der vorliegenden Arbeit wird
daru¨ber hinaus die Verwendung eines PPLs als Medium fu¨r ein lineares quasioptisches
System vorgeschlagen. Aufgrund der beidseitigen Metallisierung des PPLs ist eine effizi-
ente Wa¨rmeabfu¨hrung gewa¨hrleistet (s. Kap. 4.5).
Schließlich sind aufgrund der großen Anzahl von Bauelementen auf kleinem Raum die
Kopplungen zwischen den Baugruppen zu beru¨cksichtigen. Sie ko¨nnen insbesondere bei
Versta¨rkersystemen zu einer Oszillationsneigung fu¨hren. Dabei mu¨ssen auch Oberfla¨chen-
wellen auf dem Platinenmaterial beachtet werden. Fu¨r detailliertere Betrachtungen dieser
Problemstellungen sei hier auf die weiterfu¨hrende Literatur verwiesen [1][2].
4.2 Bauformen von quasioptischen Systemen
Fu¨r die unterschiedlichen Anwendungsgebiete von quasioptischen Systemen wurde eine
Vielzahl von Bauformen entwickelt. Man unterscheidet dabei prinzipiell zwischen trans-
mittiven und reflexiven Anordnungen.
Im Falle eines transmittiv angeordneten Systems ist das quasioptische Modul zweiseitig
aufgebaut. Auf der einen Seite werden Signale empfangen, auf der anderen Seite werden
die bearbeiteten Signale wieder abgestrahlt. Durch den zweitseitigen Aufbau ist in der
Regel eine gute Entkopplung zwischen Ein- und Ausgangsseite zu realisieren.
Problematisch bei transmittiven Anordnungen sind die Gleichspannungszufuhr und zusa¨tz-
lich bei aktiven Systemen die Wa¨rmeabfuhr, da ein großfla¨chiger Kontakt mit metallischen
Fla¨chen zur Wa¨rmeableitung konstruktionsbedingt in vielen Fa¨llen nicht gewa¨hrleistet
werden kann.
Transmittives System
Reflexives System
Abbildung 4.2: Prinzip des reflexiven bzw. des transmittiven quasioptischen Systems
Reflexives System
aktive Baugruppe
Kühlrippen
Abbildung 4.3: Speziallfall eines reflexiven quasioptischen Systems mit Ku¨hlung
Diese Nachteile kann man teilweise mittels der reflexiven Anordnung umgehen. Hier be-
finden sich Sende- und Empfangsantennen auf einer Seite des Systemmoduls (Abb. 4.3).
Eine Wa¨rmeableitung kann auf der Ru¨ckseite des Moduls implementiert werden.
Nachteilig bei dieser Bauform ist der zusa¨tzliche Aufwand zur Trennung von hin- und ru¨ck-
laufenden Signalen sowie die konstruktionsbedingt vorhandene Kopplung zwischen Ein-
und Ausgangsseite. Sie bedarf insbesondere bei aktiven Systemen mit ho¨heren Versta¨rkun-
gen einer sorgfa¨ltigen Systemkonzeption, um Sto¨reinflu¨sse und Oszillationen zu verhin-
dern. So kann die Wahl von unterschiedlichen Polarisationsebenen ein gut geeignetes Mit-
tel zur Verminderung der Kopplung sein.
Ein je nach Anwendungsgebiet gewa¨hlter Unterscheidungspunkt ist weiterhin die mecha-
nische Konzeption des Systems. Man differenziert hier in erster Linie zwischen einem
kachel- und einem schichtfo¨rmigen Aufbau.
Wa¨hrend der planare Aufbau gut in transmittive Systeme integriert werden kann, bietet
der Schichtaufbau den Vorteil einer ra¨umlichen Aufteilung des quasioptischen Systems in
mehrere, durch Metallfla¨chen voneinander abgeschirmte Teilabschnitte. Dadurch ist eine
bessere Entkopplung innerhalb des Systems gewa¨hrleistet.
4.3 Wahl der Umgebung
Die Leistungsfa¨higkeit eines quasioptischen Systems ha¨ngt in großem Maße von der Inte-
gration in die Umgebung ab. Bedingt durch das Funktionsprinzip bietet sich der Aufbau
im Freiraum an. Bis auf wenige Frequenzbereiche ist Luft ein sehr verlustarmes und zu-
gleich in vielen Fa¨llen gut verfu¨gbares Medium [11]. Nachteile ergeben sich besonders
durch die schlechte Mo¨glichkeit der Wa¨rmeabfuhr sowie aufgrund von Verlusten durch
Antennennebenkeulen und schlechte Ausleuchtung der Empfangsantennen.
Zur Vermeidung derartiger Probleme bietet sich die Integration von quasioptischen Sys-
temen in Hohlleitersysteme an, wie bereits im vorigen Abschnitt prinzipiell dargelegt.
Hohlleiter haben in der Regel den Nachteil einer begrenzten Arbeitsbandbreite. Sie wird
durch die Grenzfrequenz einerseits und durch den U¨bergang zur Mehrmodigkeit ande-
rerseits festgelegt. Der sich dadurch ergebende Nachteil ist jedoch nur eingeschra¨nkt von
praktischer Bedeutung, da die in quasioptischen Systemen verwendeten Antennen zumeist
ebenfalls eine begrenzte Bandbreite haben.
Eine Ausnahme bei diesen U¨berlegungen stellt der PPL dar, der fu¨r die ausbreitungsfa¨hi-
ge TEM-Welle keine Grenzfrequenz besitzt [11]. Er verfu¨gt somit u¨ber eine relativ große
Bandbreite, ihre obere Grenze wird durch die Grenzfrequenz des ersten ausbreitungsfa¨hi-
gen TM- bzw. TE-Modes bestimmt.
Der Aufbau von quasioptischen Systemen in einem PPL ist aufgrund des mechanischen
Aufbaus auf lineare angeordnete Systeme beschra¨nkt. Dies kann jedoch durchaus als Vor-
teil aufgefasst werden, da somit eine quasiplanare Betrachtung von quasioptischen Syste-
men mo¨glich wird. Die Analyse und auch die Konstruktion von quasioptischen Systemen
wird so vereinfacht. Durch eine Anordnung von mehreren PPLs in einem Gesamtsystem
kann eine Erweiterung auf zweidimensionale Gruppenantennen erfolgen.
4.4 Rauschverhalten von quasioptischen Systemen
Das Rauschverhalten eines Systems kann ausschlaggebendes Argument fu¨r die Verwen-
dung von quasioptischen Prinzipien bei der Konzeptionierung von quasioptischen Sys-
temen sein. Um diese Aspekte na¨her zu beleuchten, wird im folgenden Abschnitt ein
Vergleich zwischen verschiedenen Systemkonzepten durchgefu¨hrt.
4.4.1 Rauschberechnung in quasioptischen Leistungsteilern
Allen quasioptischen Systemen liegt an zumindest einer Stelle eine Aufteilung eines Signals
auf mehrere Signalpfade zugrunde.
Daher ist es wichtig, den Einfluss der unterschiedlichen Verteilungsmechanismen auf das
Rauschverhalten zu untersuchen. Basis der folgenden U¨berlegungen ist eine Aufteilung
auf N Pfade.
4.4.1.1 Rauschen in Wilkinson-Teilern
Ein Wilkinson-Teiler ist eine symmetrische Struktur, die eine Verteilung eines eingehenden
Signals auf zwei Pfade ermo¨glicht.
Ein idealer Wilkinson-Teiler hat damit eine Da¨mpfung von αw0 = 3 dB. Fu¨r den rea-
len Fall muss zusa¨tzlich eine Da¨mpfung durch die verwendeten Leiterstrukturen sowie
die auftretenden Unsymmetrien beru¨cksichtigt werden, was sich im einfachsten Fall in
einem zusa¨tzlichen Da¨mpfungsfaktor bemerkbar macht. Es folgt fu¨r die Da¨mpfung des
Wilkinson-Teilers
αw = αw0 + αwv. (4.1)
Es la¨sst sich herleiten[13], dass ein Wilkinson-Teiler eine Rauschzahl entsprechend seiner
Da¨mpfung aufweist, d.h. es gilt
Fw = αw (4.2)
bzw. mit 2.8
Tw = (αw − 1)T0. (4.3)
Fu¨r einen K-stufigen Wilkinson-Teiler folgt direkt nach der Friis’schen Formel
Tw,ges = Tw +
Tw
αw
+
Tw
α2w
+
Tw
α3w
+ . . . =
K−1∑
i=0
Tw
αiw
. (4.4)
4.4.1.2 Leitungsgebundener Teiler
Die Teilung u¨ber leitungsgebundene Teiler erfolgt in der Regel u¨ber Bina¨rba¨ume. Ursa¨chlich
dafu¨r verantwortlich ist die Tatsache, dass ein beidseitig an allen Toren angepasster Leis-
tungsteiler aus Symmetriegru¨nden am besten als Dreitor mit zwei Ausgangstoren, also als
ein 1:2 oder 3 dB-Teiler, aufgebaut werden kann. Ein typisches Beispiel fu¨r einen solchen
Teiler ist der bereits vorgestellte Wilkinson-Teiler.
Es wird im Folgenden bei der Annahme von N Elementen im quasioptischen System
davon ausgegangen, dass N = 2n gilt. Somit ist ein n-stufiger Teiler zur Versorgung jedes
einzelnen Elementes notwendig.
Als Fazit ergibt sich fu¨r einen Wilkinson-Teiler die Rauschzahl
FWilk = 2=ˆ3dB. (4.5)
U¨ber eine analoge Betrachtung mithilfe der Friis’schen Formel erha¨lt man so fu¨r einen
n-stufigen Wilkinson-Teiler die Gesamtrauschzahl
FWilk,n = 2
n=ˆ3 · n dB. (4.6)
Dies gilt jedoch nur fu¨r den verlustlosen Fall. Setzt man einen Da¨mpfungsfaktor L fu¨r
jede Stufe an, so folgt mit entsprechenden U¨berlegungen und mit Hilfe von Gl. 2.47 fu¨r
die Rauschzahl eines n-stufigen Wilkinson-Verteilers
Fn =
Ln + Ln−1 +
n−1∑
k=1
2kLn−k−1
Ln
. (4.7)
Wird nun mithilfe eines solchen n-stufigen Teilers ein quasioptisches System gespeist,
so la¨sst sich u¨ber eine Betrachtung des Signal-Rauschverha¨ltnisses die Gesamtrauschzahl
ableiten. Dabei wird auf der Ausgangsseite des quasioptischen Systems eine verlustlose
Leistungsaddition angenommen, da hier nur die Einflu¨sse des Eingangs-Leistungsteilers
von Interesse sind.
Es folgt
Fges =
Ln +
n∑
i=1
2−iLi−1 + EQO
Ln
. (4.8)
Im Fall eines verlustlosen Teilers (L = 1) und bei einer sehr großen Zahl von Elementen
ergibt sich
Fges = 3 + EQO = 2 + FQO. (4.9)
Bei einem rauschfreiem quasioptischen Element unter Verwendung eines leitungsgebun-
denen Leistungsteilers ist damit eine minimale Rauschzahl von Fmin = 4.77 dB mo¨glich.
4.4.1.3 Antennenspeisung mit Empfangselementen
Alternativ zu der im vorigen Abschnitt berechneten leitungsgebundenen Aufteilung ergibt
sich auch die Mo¨glichkeit, ein quasioptisches System mit einer Antenne zu speisen. Zu die-
sem Zweck besitzt jedes einzelne quasioptische Element einen zusa¨tzlichen Empfangsteil,
der die abgestrahlte Speiseleistung fu¨r die Weiterbearbeitung zur Verfu¨gung stellt.
Die Leistungsu¨bertragung zwischen der Speiseantenne und dem Eingang des quasiopti-
schen Elements ergibt sich zu
PE,i = PS
GSGIλ
2
0
(4πri)2
, (4.10)
dabei ist PE,i die Empfangsleistung des i-ten Elements, PS die Sendeleistung an der Spei-
seantenne, ri der Abstand der Empfangsantenne des i-ten Elements zur Speiseantenne
und λ0 die Freiraumwellenla¨nge [7]. GS und GI stellen die Gewinne der Speise- bzw.
Empfangsantenne des i-ten Elements dar.
Ausgehend von dieser Gleichung kann nun eine Leistungsbilanz der U¨bertragungsstrecke
vom Speisepunkt zu den quasioptischen Elementen erstellt werden.
Setzt man an, dass die Speiseantenne einen Wirkungsgrad von ηS und ein Eigenrauschen
aufgrund interner Widersta¨nde von RS = kTSB besitzt, so wird an der Empfangsantenne
des i-ten Elements eine Signalleistung von
PE,i = PSηS
GSGiλ
2
0
(4πri)2
(4.11)
und eine Rauschleistung von
RE,i =
GSGiλ
2
0
(4πri)2
(ηSR + kTAB) + kThB (4.12)
anliegen. Dabei ist R die an der Speiseantenne hinzugefu¨gte Rauschleistung, TA die
Rauschtemperatur der Speiseantenne und Th die Rauschtemperatur des Hintergrunds.
Mit einem Eigenrauschen des quasioptischen Elements von EQO und einer Da¨mpfung
bzw. einem Gewinn von αQO liegen dann am Ausgang des quasioptischen Elements die
Signalleistung
Pi = PSαQOηS
GSGiλ
2
0
(4πri)2
(4.13)
und die Rauschleistung
Ri =
αQOGSGiλ
2
0
(4πri)2
(ηSR + kTAB) + αQOkThB + αQOEQOkTB (4.14)
vor. Zu beachten ist bei der Rauschleistung, dass die letzten beiden Terme zwischen den
einzelnen Elementen unkorreliert sind, wa¨hrend alle anderen Terme korreliert sind.
Unter Beru¨cksichtigung dieser Voru¨berlegungen kann man analog zu den vorigen Be-
rechnungen eine Gesamtrauschzahl fu¨r das quasioptische System berechnen. Dabei wird
zuna¨chst von einer verlustlosen Leistungsaddition auf der Ausgangsseite ausgegangen.
Es ergibt sich fu¨r die Gesamtrauschzahl
Fges =
αQOGSGiλ
2
0
N∑
k=1
1
(4piri)2
[
ηS +
TA
T0
]
+ αQO
Th
T0
+ αQOEQO
ηSαQOGSλ
2
0
N∑
i=1
Gi
(4piri)2
(4.15)
bzw. nach Vereinfachung
Fges = 1 +
TA
ηST0
+
1
ηSGSλ20
N∑
i=1
Gi
(4piri)2
[
Th
T0
+ EQO
]
. (4.16)
Es u¨berrascht nicht, dass vor allem das Rauschverhalten der Speiseantenne maßgeblich die
Rauschzahl beeinflusst. Die hinteren Stufen ko¨nnen insbesondere bei ho¨heren Antennen-
gewinnen GS bzw. Gi vernachla¨ssigt werden. In diesem Fall ist eine minimale Rauschzahl
von F = 3 dB mo¨glich. Sie ist damit um 1.77 dB niedriger als die minimal mo¨gliche
Rauschzahl bei einem leitungsgebundenen Speisenetzwerk.
Vorteilhaft ist daru¨ber hinaus die Tatsache, dass das Rauschverhalten der einzelnen qua-
sioptischen Elemente fu¨r entsprechend hohe Antennengewinne nicht mehr ins Gewicht
fa¨llt.
Allerdings sind diese Betrachtungen insofern als idealisiert anzusehen, als sie von einer
idealen Leistungsu¨bertragung zwischen der Feed-Antenne und dem quasioptischem Sys-
tem ausgehen. Fu¨r eine detaillierte Betrachtung ist die Beru¨cksichtigung der nicht-idealen
Ausleuchtung des Empfangsarrays bzw. des Energieverlustes durch eine zu groß gewa¨hlte
Ausleuchtungsfla¨che notwendig.
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Abbildung 4.4: Basisempfangssystem
4.4.2 Grundsystem
Nachdem das Verhalten der Leistungsteiler untersucht ist, wenden wir uns nun einem
vollsta¨ndigen quasioptischen System zu. Ausgangspunkt dabei ist ein heterodynes Emp-
fangskonzept mit Vorversta¨rker, Empfangsmischer und ZF-Versta¨rker. Aufgrund des all-
gemeinen Ansatzes kann das gleiche Konzept auch als Umsetzung einer Sendeendstufe
inkl. HF-Mischer verstanden werden.
Das in Bild 4.4 dargestellte Empfangssystem bildet die Referenz fu¨r die weiterfu¨hren-
den Vergleichsberechnungen. Es besteht aus einem vereinfachten Modell fu¨r ein typisches
Empfangssystem nach dem Heterodynprinzip. Dabei wird ein Signal u¨ber eine Antenne
empfangen und auf einen Vorversta¨rker gegeben. Nachfolgend erfolgt mithilfe eines Mi-
schers die Umsetzung in den Zwischenfrequenzbereich. Um das ZF-Signal weiter verwerten
zu ko¨nnen, schließt sich eine Versta¨rkerstufe an.
Im vorliegenden Modell kommt zuna¨chst keine Gruppenantenne zum Einsatz. Es soll
vielmehr den kleinsten gemeinsamen Nenner fu¨r die Betrachtung eines Empfangssystems
darstellen, auf Basis dessen auch komplexere, nach quasioptischen Prinzipien konstruierte
Empfangsstrukturen aufgebaut werden.
Typischerweise wird bei einem Empfa¨nger das teilweise sehr schwache Eingangssignal
zuna¨chst versta¨rkt, um eine Verarbeitung in den sich anschließenden Stufen zu ermo¨gli-
chen. Ausgehend von einem großen Versta¨rkungsfaktor G1 des Vorversta¨rkers fallen nach
Gleichung 2.47 die nachfolgend auftretenden Leitungsverluste nicht signifikant ins Ge-
wicht, so dass fu¨r das Basismodell vereinfachend nur die Verluste der Zuleitung zwischen
Empfangsantenne und Vorversta¨rker modelliert sind.
Mit den in Abb. 2.9 dargestellten charakteristischen Gro¨ßen ergibt sich fu¨r die Antenne
die schon bekannte Empfangsrauschwelle Xempf nach Gleichung 2.77.
Die Eingangsleitung habe die physikalische Temperatur TL sowie die Da¨mpfung αL, so
dass sich fu¨r sie die von ihr verursachte Rauschwelle
XLeit =
√
αL − 1ΥL (4.17)
ergibt.
Das eigentliche Empfangssystem, bestehend aus Vorversta¨rker, Mischer sowie ZF-Versta¨rker,
erzeugt so unter Beru¨cksichtigung der im Bild angegebenen Kenngro¨ßen die Ausgangs-
rauschwelle
Xrxsys = Υ0
√
(F1 − 1) + ΥM 1√
G1
+Υ0
√
(F2 − 1)αM
G1
. (4.18)
Υ0 =
√
kT0 ist dabei die Bezugsgro¨ße zur Referenz-Raumtemperatur.
Wird nun ein Eingangssignal Si von der Antenne empfangen, so gilt am Systemausgang
So = Si · G1G2
αLαM
= Si ·Gges. (4.19)
Mit Wellengro¨ßen la¨sst sich analog fu¨r eine von der Antenne empfangene Eingangswelle
ai die Ausgangswelle
ao = ai · S
1
21S
2
21√
αLαM
= ai ·
√
Gges (4.20)
bestimmen.
Gleichermaßen folgt fu¨r die Rauschwelle am Systemausgang
Xo = (XAnt +XLeit +
√
αLXrxsys)
√
Gges. (4.21)
Das sich am Ausgang einstellende Wellen-Rausch-Verha¨ltnis (Wave to Noise Ratio, WNR)
ergibt sich dann zu
ao
Xo
=
ai
XAnt +XLeit +
√
αLXrxsys
=
ai
ΥAnt +ΥLeit +
√
αLXrxsys
. (4.22)
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Abbildung 4.5: Empfangssystem mit Leitungsverteilung
Wenn man die Rauschtemperaturen Tx der jeweiligen Komponenten u¨ber einen Faktor
Rx gema¨ß Tx = Rx · T0 in Relation zur Referenztemperatur T0 setzt, so la¨sst sich ebenso
fu¨r die Wellentemperaturen ein Faktor Rx definieren.
Damit folgt schließlich fu¨r das Wellen-Rausch-Verha¨ltnis des Grundsystems
a0
X0
=
ai
Υ0[RAnt + RLeit] +
√
αLXrxsys
, (4.23)
und fu¨r das Gesamtsystem la¨sst sich eine Wellenrauschzahl angeben :
FGrund = RAnt + RLeit +
√
αLXrxsys (4.24)
=
√
ηARh +
√
(1− ηA)RA +
√
(αL − 1)RL
+
√
αL
[√
(F1 − 1) + RM 1√
G1
+
√
(F2 − 1)αM
G1
]
4.4.3 Leitungsgebundenes Verteilersystem
Unter Verwendung des im vorigen Abschnitt vorgestellten Basissystems kann man nun
ein Empfangssystem durch Parallelschaltung mehrerer Zweige wie in Abb. 4.5 aufbauen.
Der Vorteil einer solchen Vorgehensweise ist unter anderem ein verbessertes Großsignalver-
halten der gesamten Empfa¨ngergruppe. Da das Eingangssignal auf eine der Antennenzahl
α
w
K=1 K=2 K=3
Abbildung 4.6: Wilkinson-Leistungsteiler in Stufen
entsprechende Zahl an Signalpfaden aufgeteilt wird, ergibt sich daraus fu¨r jede einzelne
Empfangsstufe eine geringere Eingangsleistung und damit eine Verringerung der Bildung
von Intermodulationen durch Großsignalaussteuerungen. Bei Leistungsversta¨rkern wird
dieser Aufbau außerdem angewendet, um mit einer großen Anzahl von Halbleiterelemen-
ten einen mo¨glichst linearen, in der Ausgangsleistung Ro¨hrenversta¨rkern vergleichbaren
Versta¨rker zu konstruieren.
Fu¨r die nachfolgenden Berechnungen wird von einer parallelen Anordnung aus N gleichen
Zweigen ausgegangen. Das von der Empfangsantenne kommende Signal wird dabei u¨ber
ein Leistungsteilernetzwerk (siehe Abb. 4.6) auf N Pfade aufgeteilt. In jedem Pfad erfolgt
eine Signalkonversion und auf der Ausgangsseite fu¨hrt ein identisches Leistungsteilernetz-
werk die Einzelsignale wieder zusammen.
Die Leistungsteilernetzwerke basieren auf einem bina¨ren Baum. Ihnen liegt als Basisele-
ment ein 3 dB-Leistungsteiler zugrunde, der z.B. als Wilkinson-Teiler ausgefu¨hrt sein
kann. Aufgrund der Baumstruktur kann der Leistungsteiler in Stufen eingeteilt werden.
Jede Stufe entspricht einer Ebene von Wilkinson-Teilern.
Jede Stufe verursache eine Da¨mpfung von αw. Um eine Aufteilung auf N Ausga¨nge zu
erreichen, beno¨tigt man K Stufen, wobei der Zusammenhang N = 2K bzw.
K = | log2 N |+ 1 = |
lnN
ln 2
|+ 1 (4.25)
mit N > 1 erfu¨llt sein muss.
Ein K-stufiger Verteiler hat somit fu¨r jeden Zweig einen Verlustfaktor von
αv = K · αw (4.26)
und nach der Friis’schen Formel sowie der Herleitung in Kap. 4.4.1.1 eine Rauschtempe-
ratur von
Tv =
K−1∑
i=0
Tw
αiw
(4.27)
bzw. eine Rauschwellentemperatur von Υv.
Gema¨ß Abb. 4.5 kann nun das Gesamtsystem modelliert werden, es ergibt sich dann direkt
eine Gesamt-Rauschwellentemperatur von
ΥLeitV ert = ΥAnt +Υv +
√
Kαw(F1 − 1)Υ0 (4.28)
+
√
Kαw
G1
ΥM +
√
KαwαM
G1
(F2 − 1)Υ0
+
√
K2α2wαM
G1G2
Υv.
Um eine direkte Vergleichbarkeit mit den Ergebnissen des vorigen Abschnitts herstellen
zu ko¨nnen, wird aus diesem Resultat analog zu den Berechnungen des vorigen Abschnittes
nun die Wellen-Rauschzahl abgeleitet. Es ergibt sich nach den oben dargelegten Rechen-
schritten
FLeitV ert =
√
ηARh +
√
1− ηARA + Rv +
√
Kαw(F1 − 1) +
√
Kαw
G1
RM (4.29)
+
√
KαwαM
G1
(F2 − 1) +
√
K2α2wαM
G1G2
(Kαw − 1).
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Abbildung 4.7: Empfangssystem mit quasioptischer Verteilerstruktur
Die Rauschbeitra¨ge in diesem Fall entsprechen, bis auf die Beitra¨ge durch die Leistungs-
teiler, im Wesentlichen denen aus dem Basisbeispiel. Einziger signifikanter Unterschied ist
der direkte Einfluss des Parameters K auf die Rauschbeitra¨ge durch den ersten Versta¨rker
und den Mischer.
Weiterhin ist in der Regel aufgrund der gro¨ßeren Leitungsla¨nge die Da¨mpfung αw einer
Leistungsteilerstufe ho¨her als die des im Grundsystem verwendeten Leitungselements αL.
Diese Da¨mpfung bewirkt eine weitere Erho¨hung der Systemrauschtemperatur.
Zusammenfassend la¨sst sich feststellen, dass der Faktor K, also die Anzahl der Teilerstu-
fen, entscheidend an dem Rauschverhalten des Gesamtsystems beteiligt ist (s. Gleichung
4.29). Damit ergibt sich aber insbesondere fu¨r gro¨ßere Verteilernetzwerke eine deutliche
Verschlechterung des Rauschverhaltens gegenu¨ber der einfachen Basisvariante.
4.4.4 Freiraumkombination von Wellen
Als Alternative zu den leitungsgebundenen Leistungsteilern bietet sich die Verwendung
von Gruppenantennen zur Leistungsaufteilung und -addition an. Die Leistungskombinati-
on bzw. die Leistungsaufteilung erfolgt u¨ber entsprechende Anordnungen von Sende- und
Empfangsantennen im Freiraum oder einem dielektrischen Medium.
Die mechanische Gro¨ße derartiger Konstruktionen ist zwar in der Regel zu der von lei-
tungsgebundenen Leistungsteilern vergleichbar, jedoch sind die Mechanismen zur Leis-
tungsteilung weniger verlustbehaftet und durch Kachel- bzw. Schicht-Ansa¨tze ist eine
Modularisierung des Gesamtaufbaus einfacher mo¨glich [1].
Wie in Abschnitt 2.9.1.1 dargelegt, sind die Rauscheingangssignale Xh,i der einzelnen An-
tennenelemente zueinander unkorreliert. In U¨bereinstimmung mit den reellen Bedingun-
gen bei den meisten Antennenkonfigurationen wird im Folgenden davon ausgegangen, dass
jede Antenne die gleiche Hintergrundrauschleistung empfa¨ngt. Man wird bei Gruppenan-
tennen im Allgemeinen bestrebt sein, die Hauptkeule des einzelnen Antennenelementes
mo¨glichst breit zu halten, um auch in den Randbereichen der Gruppenantenne noch ei-
ne wirksame Signalu¨berlagerung und damit Strahlformung zu erhalten. Schlussfolgerung
daraus ist, dass die Antennenelemente nahezu den gleichen Ausschnitt des Hintergrundes
erfassen und somit die Annahme der gleichen Hintergrundrauschleistung bei den indivi-
duellen Elementen gerechtfertigt ist.
Da man in der Regel eine Gruppenantenne aus gleichartigen, vergleichsweise dicht ne-
beneinander liegenden Einzelelementen aufbauen wird, sollen sich zusa¨tzlich als verein-
fachende Annahme die Antennen auf dem gleichen physikalischen Temperaturniveau TA
befinden und weiterhin den gleichen Wirkungsgrad ηA haben.
Mit diesen Annahmen beha¨lt Gleichung 2.77 fu¨r den gesamten Aufbau ihre Gu¨ltigkeit. In
Anlehnung an die Herleitung aus Abschnitt 4.4.2 lassen sich fu¨r jeden Signalpfad bis zur
jeweiligen Sendeantenne die Rauschwelle
Xs = [ΥAnt +ΥLeit +
√
αLΥempf ]
√
Gges (4.30)
und die Signalwelle
as = ai
√
G1G2
αLαM
= ai
√
Gges (4.31)
berechnen.
Um den Einfluss der Leistungszusammenfu¨hrung zu modellieren, wird die Antennen-
strecke einem der Streckenda¨mpfung entsprechenden, rauschfreien Da¨mpfungsfaktor αS
gleichgesetzt (gestrichelt dargestellt in Abb. 4.7). Die Rauschleistungsbeitra¨ge der einzel-
nen Antennenelemente werden wiederum als voneinander unabha¨ngig, aber von gleichem
Betrag, aufgefasst. Sie werden mit dem von der Empfangsantenne aufgefangenen Hin-
tergrundrauschen zu dem Empfangsrauschen Xh,E = Υh,E zusammengefasst. Der Wir-
kungsgrad der Empfangsantenne sei mit ηE bezeichnet, sie habe dabei die physikalische
Temperatur TE.
Es folgt fu¨r die empfangene Rauschwelle
XE =
Xs√
αS
+ (1− ηE)ΥE +√ηEΥh,E, (4.32)
ΥE ist dabei der von der Empfangsantenne gema¨ß ihrer physikalischen Temperatur hin-
zugefu¨gte Rauschwellenanteil.
Da die Rauschleistungsanteile der einzelnen Zweige unkorreliert sind, ist keine Addition
der Rauschleistungen bei additiver U¨berlagerung der Signale der einzelnen Signalzweige
zu beobachten. Es gilt fu¨r die empfangene Signalwelle
aE = as ·
√
N
αS
= ai
√
N
G1G2
αLαMαS
. (4.33)
Damit kann man unter Beru¨cksichtigung der oben erwa¨hnten Einschra¨nkungen eine Rausch-
wellenzahl fu¨r das gesamte quasioptische System angeben. Sie ergibt sich aus der Vera¨nde-
rung des WNR zu
FQO =
ai/Υ0
aE/XE
(4.34)
=
√
1
N
[√
ηARh +
√
(1− ηA)RA + RLeit +
√
αL(F1 − 1) +
√
αL
G1
RM
+
√
αLαM
G1
(F2 − 1)] +√ηERh,E +
√
(1− ηE)RE
4.4.5 Vergleich des Rauschverhaltens der verschiedenen System-
typen
Wie gezeigt wurde, weisen aufgrund der Leistungsverluste bei leitungsgebundenen Vertei-
lernetzwerken diese gerade fu¨r eine gro¨ßere Anzahl von Antennenelementen N und damit
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Abbildung 4.8: Vergleich der Wellenrauschzahl fu¨r die Systemansa¨tze
Stufen K ein schlechteres Rauschverhalten als vergleichbare quasioptische Systeme auf (s.
Abb. 4.8).
Das quasioptische System vereint die Vorteile der Leistungsaddition (Leistungsfaktor 1
N
!)
mit dem vergleichsweise geringen Rauschaufkommen des Grundsystems. Somit la¨sst sich
bei komplexeren Empfangssystemen u¨ber ein hinreichend großes quasioptisches System
eine deutliche Verbesserung des SNR beziehungsweise des WNR eines Empfangssystems
erreichen.
4.5 Quasioptische Systeme in Parallelplattenleitern
Die Integration von quasioptischen Systemen in PPL ero¨ffnet die Mo¨glichkeit, breit-
bandige Systeme bei gleichzeitig guter Abschirmung und verha¨ltnisma¨ßig geringen Stre-
ckenda¨mpfungen erstellen zu ko¨nnen.
Breitbandigkeit ist bei quasioptischen Systemen ein Schlu¨sselkriterium, da in der Regel
die bisher verwendeten Antennen nur u¨ber eine sehr begrenzte Bandbreite verfu¨gen. In
diesem Abschnitt werden die Teilaspekte der Konstruktion eines breitbandigen Systems
ero¨rtert.
Ein PPL ermo¨glicht die Ausbreitung von TEM-Wellen, so dass die bei Hohlleitern auf-
tretende Cutoff-Frequenz nicht existiert. Die Bandbreite eines PPLs ist daher nach unten
theoretisch unbegrenzt, nach oben limitiert das Auftreten von weiteren Wellenmoden die
Anwendung. So ergibt die Verwendung eines PPLs der Dicke d eine Cutoff-Frequenz fu¨r
die TM1 bzw. TE1-Wellenmoden von
λc = 2d, (4.35)
fu¨r eine Dicke von 10 mm also eine Cutoff-Frequenz von ca. 15 GHz. Bei allen Frequenzen
unterhalb dieser Cutoff-Frequenz ist ausschließlich der TEM-Mode zula¨ssig. Bei ho¨her lie-
genden Frequenzen ist die TEM-Welle weiterhin ausbreitungsfa¨hig, allerdings sind eben-
so TM1- bzw. TE1-Moden mo¨glich. Aufgrund der Feldanteile werden jedoch bei einer
TEM-Anregung zusa¨tzlich zu TEM-Moden in erster Linie TMi-Wellen entstehen, da die
TE-Moden eine grundlegend andere Verteilung der Feldvektorkomponenten besitzen.
4.5.1 U¨bergang auf einen Parallelplattenleiter
Um an einem PPL Messungen durchfu¨hren zu ko¨nnen, bedarf es zuna¨chst eines U¨ber-
gangs vom PPL auf eine koaxiale Leitung. Die Anregung eines PPLs unterscheidet sich
wenig von der eines konventionellen Rechteckhohlleiters, so dass beispielsweise eine ei-
nem Monopol a¨hnliche Konstruktion als U¨bergang zwischen koaxialem Leitungssystem
und Hohlleiter verwendet werden kann. Auch ist aufgrund des a¨hnlichen Grundaufbaus
ein direkter U¨bergang vom Rechteckhohlleiter auf einen PPL denkbar. Beide Varianten
wurden bei Rauschmessungen an Gruppenantennen im PPL verwendet (s. Kapitel 3).
Da diese Lo¨sungsansa¨tze jedoch in der Bandbreite sehr eingeschra¨nkt sind, ist die Kon-
struktion eines breitbandigeren U¨bergangs zur vollen Ausnutzung der Vorteile des PPLs
notwendig.
Innerhalb des PPLs kann das elektrische Feld bei TEM-Wellentypen aufgrund seiner
Struktur ausschließlich Anteile senkrecht zu den Deckplatten haben. Mithilfe dieses An-
satzes lassen sich die Felder auch u¨ber einen quasistatischen Ansatz berechnen [11]. Es
bietet sich an, den U¨bergang basierend auf einer Mikrostreifenleitung zu konzipieren. Diese
besitzt bis auf die Streufeldanteile ebenfalls ein senkrecht zwischen den leitenden Fla¨chen
orientiertes elektrisches Feld.
Der Wellenwiderstand des PPLs kann u¨ber eine Feldberechung abgeleitet werden (s. Ab-
schnitt A.1.1), hiernach ergibt sich fu¨r den PPL der gleiche Feldwellenwiderstand wie
fu¨r den Freiraum. Auf diesen Wellenwiderstand muss die Impedanz der Mikrostreifenlei-
tung transformiert werden. Eine Impedanztransformation mittels eines λ
4
-Transformators
scheidet aufgrund der damit verbundenen Bandbreitenbegrenzung aus.
Um zusa¨tzlich die Mo¨glichkeiten der Breitbandigkeit des PPLs ausnutzen und testen zu
ko¨nnen, ist es erforderlich, einen wesentlich breitbandigeren U¨bergang von der 3,5 mm-
Koaxialleitung auf den PPL zu entwickeln. Der U¨bergang wird dabei a¨hnlich wie in ei-
ner TEM-Messzelle durch eine kontinuierliche Aufweitung einer Mikrostreifenleitung bei
gleichzeitigem Abheben der Leitung von der Substratebene realisiert.
Hierbei findet eine Impedanzanpassung von der 50 Ω Mikrostreifenleitung auf die 377 Ω-
Impedanz des PPLs statt. Eine Anpassung der Feldlinienstrukturen ist nicht notwendig,
da die Quasi-TEM-Welle in der Mikrostreifenleitung zu der TEM-Welle in dem PPL eine
sehr a¨hnliche Feldlinienverteilung aufweist.
Da die Ho¨he des PPLs fest vorgegeben ist, bleiben als Parameter fu¨r den U¨bergang die
Breite B am U¨bergang zum PPL und die La¨nge L zwischen der Mikrostreifenleitung
Abbildung 4.9: Darstellung des Breitbandu¨bergangs von der Mikrostreifenleitung auf den
PPL
und dem PPL. Die Breite B bestimmt in erster Linie die untere Grenzfrequenz des U¨ber-
gangs, wa¨hrend die La¨nge L in Kombination mit B einen stetigen U¨bergang der Feldlinien
gewa¨hrleistet und somit fu¨r die Anpassung des U¨bergangs verantwortlich ist.
Nach Simulationen mit dem 3D-Feldsimulator Agilent HFSS wurde eine praktische Um-
setzung wie in Abb. 4.9 dargestellt ausgefu¨hrt.
Realisiert wird der U¨bergang durch eine Kupferfolie, die auf der einen Seite an die Mikro-
streifenleitung angelo¨tet wird und auf der anderen Seite u¨ber einen Klemmmechanismus
an dem PPL befestigt wird. Schon in der ersten Version zeigt sich eine sehr gute U¨ber-
einstimmung in der Anpassung und der 10dB-Bandbreite zwischen Simulation und realer
Messung ( s. Abb. 4.10).
In Abb. 4.11 sind zwei Variationen der Breite anhand ihres Einflusses auf die Anpassung
dargestellt. Gut zu erkennen ist die Vera¨nderung der unteren Grenzfrequenz von 2.8 GHz
auf ca. 2.1 GHz fu¨r den 50 mm bzw. 45 mm breiten U¨bergang.
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Abbildung 4.10: Vergleich der Simulationsergebnisse mit Messungen am Breitbandu¨ber-
gang
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Abbildung 4.11: Zwei Bespiele fu¨r einen Einfluss der Breite auf den Breitbandu¨bergang
Abbildung 4.12: Der 6-fach-Inlineversta¨rker in Auf- und Queransicht im PPL
4.5.2 Inlineversta¨rker im Parallelplattenleiter
Nach der Erstellung des U¨bergangs von der Koaxial- bzw. Mikrostreifenleitung auf den
PPL soll im na¨chsten Schritt eine Prinzipstudie fu¨r einen in den PPL integrierten Ver-
sta¨rker aufgebaut werden. Aufgrund der einfachen Verfu¨gbarkeit liegt dabei das erste
Augenmerk zuna¨chst nicht auf einer mo¨glichst effektiven Ausnutzung der Breitbandei-
genschaften, sondern vielmehr auf einer Erfassung der Machbarkeit als solches.
Das Basiskonzept besteht aus einer kleineren Variante des oben vorgestellten Breitband-
u¨bergangs, der an eine Tra¨gerplatine aus dem Basismaterial RO4003 der Firma Rogers-
Duroid angekoppelt wird. Auf dieser befindet sich die Versta¨rkerschaltung, basierend auf
dem bereits bekannten SNA-186 Versta¨rker fu¨r das X-Band.
Die Schaltung des Versta¨rkers verwendet neben dem Versta¨rker-MMIC und DC-Block-
kondensatoren an den Ausga¨ngen keine weiteren Bauelemente. Um eine gro¨ßere Gruppe
von Versta¨rkerelementen erhalten zu ko¨nnen, wurden diese so dimensioniert, dass jeweils
zwei Versta¨rkerstra¨nge auf einer Tra¨gerplatine im Abstand von λ
2
angeordnet sind.
In der praktischen Durchfu¨hrung ergab sich insbesondere das Problem der Ru¨ckkopplung
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Abbildung 4.13: Versta¨rkung des 6-fach-Inlineversta¨rkers
zwischen Ein- und Ausgang des Versta¨rkers. Diese Ru¨ckkopplung ist durch die als An-
tennen wirkenden U¨berga¨nge zwischen der Schaltung und dem PPL sozusagen intrinsisch
vorhanden. Als Lo¨sung des Problems wurde als einfache Maßnahme HF-Da¨mpfungsma-
terial auf die Platine aufgebracht, welches den PPL im Bereich der Platine vollsta¨ndig
ausfu¨llt. So war keine Schwingungsneigung der Versta¨rkerschaltung mehr festzustellen.
Die Messungen an der Versta¨rkergruppe zeigen eine gute und im Rahmen der Mo¨glichkei-
ten des SNA-186 breitbandige Versta¨rkung. Die Anpassung der Schaltung innerhalb des
PPLs ist ebenfalls ausgezeichnet.
Ein Merkmal des Inlineversta¨rkers im Gegensatz zu einem leitungsgebunden aufgebauten
Pendant ist die nahezu fehlende Ru¨ckwa¨rtsda¨mpfung. Dieser Effekt ergibt sich bauart-
bedingt und ist somit nicht unerwartet, sollte bei Anwendungen dieses Prinzips jedoch
bedacht werden.
Die Prinzipstudie eines Inlineversta¨rkers zeigt, dass das Grundkonzept einen gut funktio-
nierenden Versta¨rker ergibt, der sich schon bei Verwendung des SNA-186 durch eine große
Bandbreite auszeichnet. Fu¨r zuku¨nftige Umsetzungen kann insbesondere die Kombinati-
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Abbildung 4.14: Anpassung des 6-fach-Inlineversta¨rkers fu¨r verschiedene Betriebsmodi
on von aktiven Elementen mit den im folgenden diskutierten periodischen Strukturen das
Feld fu¨r eine Vielzahl von Anwendungen o¨ffnen.
4.6 Periodische Dielektrika im Parallelplattenleiter
Bei der Verwendung von Parallelplattenleitern liegt es nahe, den Innenraum des Leiters
mit dielektrischen Materialien zu beaufschlagen. Bei homogenen Dielektrika bewirkt dies
eine elektrische Vergro¨ßerung der Strukturen entsprechend der Quadratwurzel der Di-
elektrizita¨tskonstanten. Es lassen sich Systeme im PPL hierdurch um eben diesen Faktor
verkleinern.
Weiterhin ist bekannt, dass man durch Einbringen von periodischen, dielektrischen Struk-
turen ein Bandpass bzw. Bandsperre-Verhalten bewirken kann [20].
Aufgrund der prinzipbedingten Beschra¨nkung auf eine zweidimensionale Betrachtung ist
die Anwendung von periodischen Dielektrika im PPL besonders reizvoll.
yz
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Abbildung 4.15: Eindimensionales periodisches Dielektrikum
4.6.1 Analytische Bestimmung der Dielektrizita¨tskonstanten
Der entscheidende Unterschied in der Betrachtung von Gl. A.5 im Vergleich zum kon-
stanten Fall ist nun, dass ǫ nicht mehr eine Konstante darstellt, sondern eine periodische
Funktion. Im Regelfall wird diese Funktion nicht als analytischer Ausdruck bekannt sein,
sondern die periodische Verteilung der Dielektrizita¨tskonstanten (DK) wird u¨ber geo-
metrische Vorgaben wie Dicke, Abstand und Ho¨he festgelegt. Daher ist es naheliegend,
mithilfe einer Fourier-Reihenentwicklung einen analytischen Ausdruck fu¨r das periodische
Dielektrikum abzuleiten [10].
Ausgangspunkt fu¨r die Ableitung ist ein geschichtetes Dielektrikum nach Abb. 4.15. Auf-
grund der Periodizita¨t gilt
ǫ(y) =
a0
2
+
∞∑
n=1
(
an cos(
2nπy
a
) + bn sin(
2nπy
a
)
)
(4.36)
mit den Fourierkoeffizienten
an =
2
a
∫ a
0
ǫ(y) cos(
2nπy
a
)dy (4.37)
bzw.
bn =
2
a
∫ a
0
ǫ(y) sin(
2nπy
a
)dy. (4.38)
Damit lassen sich die Fourierkoeffizienten aus der gegebenen DK-Verteilung bestimmen.
Es folgt
an =
2
a
∫ a
0
ǫ(y) cos(
2nπy
a
)dy
=
2
a
∫ d1
0
ǫ1 cos(
2nπy
a
)dy +
2
a
∫ a
d1
ǫ2 cos(
2nπy
a
)dy
=
ǫ1
πn
[sin(2nπ
d1
a
)]− ǫ2
πn
[sin(2nπ
d1
a
)]
=
ǫ1 − ǫ2
πn
sin(2nπ
d1
a
)
und entsprechend
bn =
2
a
∫ a
0
ǫ(y) sin(
2nπy
a
)dy
=
ǫ2 − ǫ1
πn
cos(2nπ
d1
a
) +
ǫ1 − ǫ2
πn
.
Insgesamt ergibt sich somit fu¨r die Dielektrizita¨tskonstante
ǫ(y) =
a0
2
+
∞∑
n=1
[ǫ1 − ǫ2
πn
sin(2nπ
d1
a
) cos(2nπ
y
a
)+sin(2nπ
y
a
)
(ǫ2 − ǫ1
πn
cos(2nπ
d1
a
)+
ǫ1 − ǫ2
πn
)]
.
(4.39)
Zur Bestimmung von a0 wa¨hlt man zweckma¨ßigerweise y so, dass man ǫ eindeutig zuord-
nen kann, z.B. y = d1
2
. Es folgt aus Gl. 4.39 durch Einsetzen direkt
a0
2
= ǫ1 −
∞∑
n=1
2
ǫ1 − ǫ2
πn
· sin(πnd1
a
) (4.40)
bzw. durch Auswerten der Reihe und weiteres Vereinfachen
a0
2
=
d1
a
(ǫ1 − ǫ2) + ǫ2. (4.41)
4.6.2 Feldberechnung bei periodischem Dielektrikum
Analog zu der Vorgehensweise fu¨r den mit homogenen Dielektrika gefu¨llten PPL geht man
bei der Bestimmung des Verhaltens fu¨r periodische Dielektrika wiederum von einer TEM-
Welle im PPL aus. Damit kann man zur Berechnung die Gleichung A.5 als Ausgangspunkt
verwenden. Um die Betrachtung fu¨r den eindimensionalen Fall zu vereinfachen, wird der
Ansatz aus dem obigem Kapitel aus dem zylindrischen in das kartesische Koordinatensys-
tem umgesetzt. Dabei geht man von einem in x und y-Richtung unendlich ausgedehnten
Parallelplattenleiter aus. Es soll sich eine TEM-Welle in y-Richtung ausbreiten.
Zu beachten ist weiterhin, dass sich aufgrund der Periodizita¨t des Dielektrikums auch
eine Periodizita¨t des elektrischen Feldes ergeben muss. Die Periodizita¨t, im vorliegenden
Beispiel mit der Periode a, dru¨ckt sich dabei durch einen zusa¨tzlichen Exponentialterm
aus. Damit ergibt sich nach Gl. A.5
~H = Hx(y) · ~ex (4.42)
und
rot ~H = ǫ ~˙Eges = −jωǫ(y)V0
d
e−jkye−j
2pi
a
ye−jωt~ez = −dHx
dy
~ez. (4.43)
Formt man nun Gl. 4.43 nach Hx um, so ergibt sich
Hx =
∫
jωV0
d
ǫ(y)e−j(
2pi
a
+k)ye−jωtdy = j
ωV0
d
e−jωt
∫
ǫ(y)e−j(
2pi
a
+k)ydy. (4.44)
Unter Ausnutzung der allgemeinen Fourierreihenentwicklung fu¨r das periodische Dielek-
trikum nach Gl. 4.36 kann man das Integral in drei Teilintegrale aufteilen :
Hx = j
ωV0
d
e−jωt
[∫ a0
2
e−j(
2pi
a
+k)ydy (4.45)
+
∫ ∞∑
n=1
an cos(2πn
y
a
e−j(
2pi
a
+k)ydy (4.46)
+
∫ ∞∑
n=1
an sin(2πn
y
a
e−j(
2pi
a
+k)ydy
]
. (4.47)
Nach Berechnung der Einzelintegrale erha¨lt man so einen analytischen Ausdruck fu¨r das
magnetische Feld in einem periodischen Dielektrikum:
Hx =
ωV0
d
e−jωt
[
− a0
2(2pi
a
+ k)
e−j(
2pi
a
+k)y (4.48)
+
∞∑
n=1
1
2(2pi
a
(n− 1)− k)(an − jbn)e
j( 2pi
a
(n−1)−k)y (4.49)
−
∞∑
n=1
1
2(2pi
a
(n + 1) + k)
(an + jbn)e
−j( 2pi
a
(n+1)+k)y
]
. (4.50)
Kapitel 5
Zusammenfassung
In der vorliegenden Arbeit werden Berechnungsgrundlagen fu¨r das Rauschverhalten von
hochfrequenztechnischen Systemen im Allgemeinen und von Antennen und Antennen-
gruppen im Besonderen entwickelt. Die Verwendung einer Rauschbeschreibung unter Be-
trachtung von Wellengro¨ßen wird vorgestellt und insbesondere im Hinblick auf das Ver-
halten von Antennen diskutiert.
Auf Basis dieser Beschreibung werden U¨berlegungen zur Entwicklung eines Verfahrens zur
Rauschunterdru¨ckung angestellt. Dieses Verfahren nutzt die Eigenart von Gruppenanten-
nen aus, ein unterschiedliches Verhalten fu¨r deterministische und stochastische Signale
aufzuweisen. Die Einsatzmo¨glichkeiten und die Begrenzungen dieses Verfahrens werden
diskutiert.
Um in Messungen die theoretischen Betrachtungen untermauern zu ko¨nnen, muss zuna¨chst
eine Methode der Rauschmessung ohne dedizierte Messgera¨te entwickelt werden. Nach-
dem verschiedene Methoden untersucht wurden, ergibt sich am Ende die Messung mittels
Spektrumanalysator und ku¨nstlicher Rauschquelle als die vielversprechendste.
Die eigentlichen Messungen erfolgen zuna¨chst an einer Zweiergruppe aus Dipolen und
anschließend an linearen 10er Gruppenantennen in unterschiedlichen Umgebungen. Alle
Messungen besta¨tigen die theoretischen Ergebnisse.
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Da sich im Zusammenhang mit Gruppenantennen die Ausrichtung auf quasioptische Sys-
teme anbietet, ist diesem Thema ein großer Bereich der Arbeit gewidmet. Hervorzuheben
ist hierbei vor allem die Konzentration auf den Parallelplattenleiter als eine neuartige
Umgebung fu¨r quasioptische Systeme. Die zentralen Vorteile sind die gute Abschirmung
bei gleichzeitiger Sicherstellung einer guten Wa¨rmeabfuhr sowie die Mo¨glichkeit der Re-
duktion auf zweidimensionale Betrachtungen.
Obwohl diese Arbeit in erster Linie einen theoretisch gepra¨gten Hintergrund hat, sind aus
den Ergebnissen einige Erkenntnisse fu¨r praktische Anwendungen zu ziehen.
Ein interessanter Aspekt des Rauschverhaltens und der damit verbundenen unterschied-
lichen Ausbreitung von korrelierten und unkorrelierten Signalen ist im Zusammenhang
mit den in letzter Zeit vermehrt eingesetzten nach Spreizverfahren modulierenden Funk-
technologien wie Bluetooth, Zigbee, WLAN, etc. nutzbar: Da in diesen Fa¨llen ein pseudo-
Rauschsignal erzeugt wird, welches zu den Signalen anderer Funktechnologien mo¨glichst
unkorreliert sein soll, kann beispielsweise durch die Ausnutzung des intrinischen Filterver-
haltens von Antennengruppen eine unterschiedliche Behandlung von gewu¨nschten (=kor-
relierten) und unerwu¨nschten (=unkorrelierten) Signalen bewirkt werden.
Einher mit den Rauschberechnungen geht die Betrachtung von quasioptischen Systemen,
die aufgrund ihres Aufbaus pra¨destiniert erscheinen, sich diesem Themengebiet in der
Zukunft zu widmen.
Besonders die Verwendung von Parallelplattenleitern ero¨ffnet eine Vielzahl von Anwen-
dungsmo¨glichkeiten, von einer eindimensional aufgebauten, steuerbaren Gruppenantenne
bis hin zu in den Parallelplattenleiter integrierten Systemen, wie sie anhand des Beispiels
des Inlineversta¨rkers vorgestellt wurden. Die Verwendung von periodischen Strukturen
bietet dabei eine interessante Variationsmo¨glichkeit, ebenso wie die Ausnutzung der ex-
tremen Breitbandigkeit dieser Hochfrequenzleitung. Der entscheidende Unterschied zu
anderen, mindestens ebenso breitbandigen Leiterstrukturen wie Koaxialleitungen besteht
dabei in erster Linie in der Mo¨glichkeit, in den Parallelplattenleiter aufgrund seines Auf-
baus funktionale Baugruppen einbringen zu ko¨nnen.
Gerade im Hinblick auf die stark aufkommende Verwendung von extrem breitbandigen
U¨bertragungsverfahren (u.a. IEEE 802.15.3a - UWB) sowie die Hinwendung zu immer
ho¨heren Frequenzen der U¨bertragungssysteme (u.a. IEEE 802.16e - WiMax) kann die
Verwendung von breitbandigen, aber auch rauscharmen Strukturen viele Vorteile in der
praktischen Implementierung solcher Funknetzwerke bieten.
Grundsa¨tzlich ist dabei auch eine Miniaturisierung mo¨glich, im einfachsten Fall durch
den Austausch des Dielektrikums Luft in dem Parallelplattenleiter durch Materialien mit
ho¨heren Dielektrizita¨tskonstanten. Dies in der Praxis mit in der Leitung vorhandenen
Baugruppen umzusetzen stellt jedoch eine Herausforderung dar, die einer zuku¨nftigen,
umfangreicheren Analyse bedarf.
Literaturverzeichnis
[1] R. York / Z. Popovic´ Active and Quasioptical arrays for solid-state power combining,
John Wiley&Sons, 1997
[2] Michael P. De Lisio, Hybrid and Monolithic Active Quasi-Optical Grids, Ph.D.-
Thesis, California Institute of Technology, Pasadena/California, 1996
[3] Michael P. de Lisio et. al., Element efficiency and noise in grid arrays, IEEE Trans.
on MTT, Vol. 46, pp. 1949, Sept. 1998
[4] F.J. Ares-Pena et.al., Genetic Algorithms in Design and Optimization of Antenna
Array Patterns, IEEE Trans. on Antenna and Propagation, Vol. 47, No. 3, pp. 506,
March 1999
[5] R. Mu¨ller, Halbleiter-Elektronik 15 / Rauschen. Springer-Verlag 1990
[6] F.R. Connor, Rauschen, Zufallssignale, Rauschmessung, Systemvergleich, Vieweg
Verlag 1987
[7] Meinke/Gundlach, Taschenbuch der Hochfrequenztechnik, 5. Auflage, Springer Ver-
lag 1992
[8] Lawson/Uhlenbeck, Threshold signals, McGraw Hill, 1950
[9] H. Bosma, On the Theory of linear noisy systems, Philips Research Reports, No. 6,
1967
[10] I.N. Bronstein Taschenbuch der Mathematik, Teubner Verlagsgesellschaft 1991
[11] David M. Pozar, Microwave Engineering, Second Edition, Wiley&Sons 1998
104
[12] Craeye/Parvais/Dardenne, MoM Simulation of Signal-to-Noise Patterns in Infinite
and Finite Receiving Antenna Arrays, IEEE Trans. on Antenna and Propagation,
Vol. 52, No. 12, pp. 3245, December 2004
[13] Schiek/Siweris, Rauschen in Hochfrequenzschaltungen, Hu¨thig Buch Verlag, 1990
[14] Richard C. Johnson, Antenna Engineering Handbook, McGraw-Hill, 1993
[15] Godfrey K.C. Kwan / Nirod K. Das, Excitation of a Parallel-Plate Dielectric Wave-
guide using a Coaxial Probe, IEEE Trans. on Microwave Theory and Techniques,
Vol. 50, pp. 1609, June 2002
[16] B. Tomasic / A. Hessel, Linear Array of Coaxially Fed Monopole Elements in a
Parallel-Plate Waveguide, IEEE Trans. on Antennas and Propagation, Col. 36, pp.
449, April 1988
[17] Rohacell 51 HF, Degussa AG High Performance Polymers, Paul-Baumann-Straße 1,
45764 Marl - Germany
[18] Shintaro Uda, Short Wave Projector - Historical Records of my early days, Privat
vero¨ffentlicht
[19] G. Goubau/F.Schwering, On the guided propagation of electromagnetic wave beams,
IRE Trans. on Antenna Theory and Prop., AP-9, S. 248ff., 1961
[20] J.D. Joannopoulos et.al. Photonic Crystals - Molding the flow of light, Princeton
University Press 1995
[21] E. Scho¨neburg et.al., Genetische Algorithmen und Evolutionsstrategien, Addison-
Wesley, 1994
[22] D.E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning,
Addison Wesley, 1989
[23] Dr. Thomas Ba¨ck, Evolutionary Algorithms in Theory and Practice, Oxford Univer-
sity Press, 1996
[24] Mitsuo Chen / Runwei Cheng, Genetic Algorithms and engineering design, Wi-
ley&Sons, 1997
[25] Michael Hoeft, Ein Beitrag zur quasi-optischen Leistungsaddition mit periodischen
Strukturen,Mensch&Buch Verlag, 2002
Kapitel A
Anhang
A.1 Dimensionierung von Parallelplattenleitern
Zur Berechnung der Felder in einem PPL geht man von einem elektrostatischen Ansatz
aus. Er folgt direkt aus den geometrischen Rahmenbedingungen des Leiters (s. Abb. A.1).
Im vorliegenden Fall soll der Parallelplattenleiter in x und y-Richtung eine unendliche
Ausdehnung besitzen, in z-Richtung habe er die Ho¨he d.
x
z
y
d
Abbildung A.1: Schematische Skizze eines Parallelplattenleiters
Dabei setzt man o.B.d.A. voraus, dass die obere Platte das Potential V0, die untere da-
gegen ein Massepotential habe. Aufgrund der Rahmenbedingungen besitzt das E-Feld
ausschließlich eine z-Komponente. Damit folgt fu¨r das Potential und das elektrische Feld
V (z) = V0 · z
d
(A.1)
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und
~Estat = −gradV = −V0
d
· ~ez. (A.2)
Geht man von einem unendlich ausgedehnten PPL aus, so dehnt sich das Feld in der
Ebene des Leiters gleichermaßen in alle Richtungen aus. Daher kann man bei vereinfach-
ter Annahme einer punktfo¨rmigen Anregungsquelle von einem Ansatz in zylindrischen
Koordinaten ausgehen:
~Eges = ~Estate
−jkr = −V0
d
e−jkr.~ez (A.3)
Dabei ist k = ω
√
µǫ die Wellenzahl des im PPL enthaltenen Mediums.
Es folgt aus den Maxwell’schen Gleichungen beziehungsweise den daraus abgeleiteten
Telegrafenleitungen fu¨r das magnetische Feld
rot ~H = ǫ ~˙Eges + σ ~Eges. (A.4)
Nimmt man das Medium innerhalb des PPLs als verlustfrei an und betrachtet ausschließ-
lich harmonische Funktionen, so vereinfacht sich diese Gleichung zu
rot ~H = ǫ ~˙Eges = −jωǫV0
d
e−jkr~ez =
1
r
(
d(rHφ)
dr
− dHr
dφ
)~ez. (A.5)
Aufgrund der Symmetriebedingungen des Aufbaus kann ~H keine Abha¨ngigkeit von φ
besitzen, aus Gleichung A.5 folgt damit direkt
~H = Hφ(r) · ~eφ. (A.6)
So ergibt sich eine TEM-Welle, die sich in r-Richtung und damit gleichfo¨rmig in alle
Richtungen innerhalb des PPLs ausbreitet.
A.1.1 Wellenwiderstand eines Parallelplattenleiters
Ausgehend von den vorherigen U¨berlegungen ist es von Interesse, den Wellenwiderstand
des PPLs zu kennen, um z.B. eine Dimensionierung von Strukturen und Baugruppen
innerhalb des PPLs zu ermo¨glichen.
Ausgangspunkt der folgenden U¨berlegungen ist eine sich in y-Richtung ausbreitende Welle.
Damit gilt aufgrund der Annahmen des vorigen Abschnitts und aufgrund der Grenzbe-
dingungen innerhalb des PPLs fu¨r den elektrischen Feldvektor
~E = Ez~ez. (A.7)
Geht man in einem quasistatischen Ansatz davon aus, dass sich die obere Platte des PPLs
auf dem Potentialniveau V0 und die untere Platte auf Massepotential befindet, so gilt fu¨r
das elektrische Potential
V = V0
z
h
(A.8)
und es folgt
~E = −gradV = −V0
h
~ez. (A.9)
Aufgrund der Maxwell’schen Gleichungen gilt der Zusammenhang
rot ~H = ǫ ~˙E + σ ~E, (A.10)
der sich fu¨r die Annahme von σ = 0 in verlustlosen Medien im vorliegenden Fall zu
rot ~H = ǫ ~˙E = −jωǫV0
h
~ez ≡ (dHy
dx
− dHx
dy
)~ez (A.11)
berechnen la¨sst. Aufgrund der Annahme des TEM-Wellentyps gilt Hy = 0, so dass sich
obige Gleichung weiter zu
−Hx
dy
= −jωǫV0
h
(A.12)
vereinfachen la¨sst.
Die bisherigen Gleichungen sind auf Basis des quasistatischen Ansatzes entstanden. Tat-
sa¨chlich muss jedoch beru¨cksichtigt werden, dass sich eine Welle in y-Richtung ausbreitet.
Diesem wird durch Einfu¨hrung eines Faktors e−jky in Gleichung A.12 Rechnung getragen.
Somit kann die x-Komponente des magnetischen Feldes berechnet werden. Es folgt
Hx =
∫
jωǫ
V0
h
e−jkydy = −ωǫ
k
V0
h
e−jky. (A.13)
Die Bestimmung des Feldwellenwiderstands kann nun nach
ZTEM = −Ez
Hx
=
ωǫ
k
= η (A.14)
erfolgen. Dabei ist η der Freiraumfeldwellenwiderstand. Es folgt aufgrund dieser Berech-
nungen, dass sich der TEM-Mode in einem PPL analog zu dem im Freiraum verha¨lt.
A.2 Einfluss einer Reflexionsebene an dem PPL
Bei Verwendung einer Monopol-Gruppenantenne in den PPL ist es mo¨glich, hinter der
Gruppenantenne eine reflektierende Ebene anzubringen. Dadurch la¨sst sich die Effekti-
vita¨t der Gruppenantenne theoretisch um 3 dB steigern, da die ru¨ckseitig abgestrahlten
Anteile in den PPL-Raum gespiegelt werden.
Allerdings bewirkt das Einbringen einer Reflexionsebene einen nachteiligen Effekt: Durch
die Reflexionen und damit verbundene mehrfache Ausbreitungswege entstehen Auslo¨sch-
ungszonen innerhalb der Feldverteilung des PPLs.
Direkt einsichtig ist, dass der Abstand d zwischen Antennen und Reflexionsebene der
entscheidende Parameter fu¨r die Variation der Auslo¨schungszonen ist. Variiert wird dabei
der Winkel α, unter dem diese Zonen im Verha¨ltnis zur Reflexionsebene auftreten.
Die Berechnung des Zusammenhangs zwischen α und d kann u¨ber eine Analyse der Mehr-
wegeausbreitung erfolgen (s. Abb. A.3).
αAbbildung A.2: Auslo¨schungszonen durch Reflexionsebene
d
r
r1
r2
P
A
Abbildung A.3: Geometrische Rahmenbedingungen fu¨r die Auslo¨schungsberechung
Betrachtet man in einem beliebigen Aufpunkt P die sich von der Antenne A ausbreiten-
den Wellen, so gibt es zwei mo¨gliche Ausbreitungswege: Zum einen den direkten Weg,
bezeichnet durch den Vektor ~r, und zum anderen den indirekten Weg u¨ber die Reflexion,
bezeichnet durch die Vektoren ~r1 mit r1 = |~r1| und ~r2 mit r2 = |~r2|.
Die geometrischen Rahmenbedingungen ergeben dann fu¨r die La¨nge r1
r21 = d
2 +
d2
4 tan2 α
. (A.15)
Um eine destruktive U¨berlagerung der Wellen zu bewirken, bedarf es einer Phasendifferenz
von (2n+1)π. Somit muss fu¨r die Differenz der Phasenterme der beiden Ausbreitungswege
e−j[
2pi
λ
(r−r1−r2)−pi] = e−j(2n+1)pi (A.16)
gelten, was schließlich auf den Zusammenhang
r − r1 − r2 = (n+ 1)λ (A.17)
fu¨hrt.
Da fu¨r die Bestimmung des Winkels α prinzipiell jeder Punkt auf der Auslo¨schungsgeraden
geeignet ist, wird im Folgenden der Aufpunkt P so gewa¨hlt, dass Py = d gilt, d.h. der
Aufpunkt P befindet sich in gleichem Abstand zur Reflexionsebene wie die Antenne A.
Dies ist gleichbedeutend mit r1 = r2, so dass sich der Phasenzusammenhang gemeinsam
mit der in Gleichung A.15 hergeleiteten Gesetzma¨ßigkeit zu
d
tanα
− 2d
√
1 +
1
4 tan2 α
= (n+ 1)λ (A.18)
ergibt.
Aufgelo¨st nach d ergibt sich dann schließlich
d =
(n+ 1)λ · sinα
cosα−
√
1 + 3 sin2 α
(A.19)
bzw. aufgelo¨st nach α
tanα =
2(n+ 1) d
λ
(n + 1)2 − 4 d2
λ2
. (A.20)
Somit ist es mo¨glich, durch Variation des Abstands das Auftreten der Auslo¨schungswinkel
zu kontrollieren. Anzumerken sei noch, dass sich fu¨r die Wahl von d = λ
4
ein Winkel von
α = 33 Grad ergibt.
A.3 Genetische Algorithmen
Genetische Algorithmen (GAs) in der Hochfrequenztechnik zu verwenden ist keine neue
Technik. Seit einigen Jahren schon stoßen Evolutionsalgorithmen im Allgemeinen und
GAs im Besonderen auf ein starkes Interesse.
In den folgenden Abschnitten sollen daher nicht alle Detailaspekte dieser Lo¨sungsverfahren
analysiert werden, sondern vielmehr wird auf einen kleinen Ausschnitt der Anwendung
eingegangen, der in der praktischen Durchfu¨hrung der Messungen zu dieser Arbeit eine
wesentliche Rolle gespielt hat.
Begonnen werden soll mit einer kurzen Einfu¨hrung in die Grundlagen genetischer Algo-
rithmen, um auf diesem Wege dem Leser eine Basis fu¨r die darauf folgenden Darlegungen
zu geben.
A.3.1 Grundlagen der genetischen Algorithmen
Genetische Algorithmen als Verfahren zur Ermittelung von Lo¨sungen fu¨r Problemstellun-
gen mit großem Datenaufkommen oder einer großen Anzahl von Lo¨sungsmo¨glichkeiten
kommen insbesondere in vielen technischen Bereichen vermehrt zum Einsatz. Sie basieren
auf den Grundprinzipien der Evolution, wie sie nach Darwin in vielfa¨ltiger Form in der
Natur zu beobachten sind [21].
Erste mathematische U¨berlegungen zur Beschreibung von Evolutionsstrategien gehen
zuru¨ck auf Vero¨ffentlichungen von Weinberg Anfang des 20. Jahrhunderts. Sie sind die
Basis fu¨r die heutige Verwendung von genetischen Algorithmen als Lo¨sungsstrategie fu¨r
komplexe Probleme [22].
Der grundsa¨tzliche Unterschied zwischen klassischen Problemlo¨sungsstrategien und evolu-
tiona¨ren Algorithmen (EAs) liegt in der Tatsache, dass die klassischen Lo¨sungsansa¨tze mit
jeweils einem Datensatz arbeiten, wa¨hrend EA einen ganzen Satz von Daten auf einmal
zur Verfu¨gung haben.
Der Vorteil dieser Vorgehensweise ist, dass besonders bei Problemstellungen mit vielen
lokalen Maxima bzw. Minima im Lo¨sungsraum besser gewa¨hrleistet ist, dass der Algorith-
mus nicht in einem Nebenextremum konvergiert. Dies wird zum einen durch die gro¨ßere
Anzahl von Datensa¨tzen erreicht, die gleichzeitig einer Auswertung unterzogen werden.
Zum anderen hat die Art der Optimierung und Modifizierung der einzelnen Datensa¨tze
einen wesentlichen Einfluss auf die Konvergenzrate. Beides wird im Folgenden genauer
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Abbildung A.4: Prinzip der Mutation bei GA
diskutiert, zuna¨chst wird jedoch auf die grundlegende spezifische Terminologie der EAs
eingegangen.
Diese Terminologie ergibt sich aus der starken Anlehnung der EAs an biologische bzw.
genetische Vorga¨nge, so dass Begriffe der Biologie ihren Weg in die mathematische Be-
schreibung von Lo¨sungsstrategien gefunden haben.
Die bereits genannten Datensa¨tze nennt man Population. Jedes Element innerhalb einer
Population bezeichnet man als Chromosom, es stellt eine mo¨gliche Lo¨sungsmenge des
Problems dar. Dabei wird die Gu¨te eines Chromosoms durch die sogenannte Fitness er-
mittelt. Dabei handelt es sich um eine mathematische Ableitung, die beispielsweise durch
den quadratischen Fehler oder a¨hnliche Verfahren festgelegt werden kann. Die Formel oder
der Algorithmus zur Bestimmung der Fitness ist ein wesentlicher Parameter eines EAs.
Da es sich bei den EA um iterative Lo¨sungsverfahren handelt, existieren am Ende eines
jeden Iterationsschrittes zwei Populationen. Sie werden als Eltern- und Nachwuchsgene-
rationen bezeichnet. Der Iterationsschritt selbst wird als Generation bezeichnet.
Die Modifikation der Population von der Eltern- zur Nachwuchsgeneration erfolgt dabei
ebenfalls nach den Prinzipien der Evolution. Es existieren zwei grundlegende Mechanismen
zur Modifikation eines Chromosoms, die Mutation und die Kreuzung.
Bei der Mutation wird nach einem stochastischen Regelwerk eine Vera¨nderung einzelner
Stellen innerhalb der Zeichenkette eines Chromosoms durchgefu¨hrt. Sowohl die Stelle der
Vera¨nderung als auch die Art der Vera¨nderung selbst ist dabei im Allgemeinen zufallsge-
steuert. An der Mutation ist immer genau ein Chromosom beteiligt.
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Abbildung A.5: Prinzip der Kreuzung bei GA
Die Kreuzung dagegen beschreibt eine Vermischung von Informationen aus zwei Chromo-
somen. Per Zufall werden dabei Stelle und La¨nge der zwischen beiden Chromosomen aus-
zutauschenden Teile der Zeichenketten festgelegt. Durch die Kreuzung wird erreicht, dass
Lo¨sungsanteile eines Chromosoms mit gro¨ßerer Fitness u¨ber dieses hinaus eine sta¨rkere
Verbreitung innerhalb der Population erfahren.
Am Ende einer jeden Generation stehen die Feststellung der Fitness und anschließend die
Zusammenstellung der neuen Elterngeneration aus Chromosomen der vorherigen Eltern-
und Nachwuchsgeneration. Man spricht in diesem Zusammenhang von der sogenannten
Selektion.
Genetische Algorithmen sind dabei eine Untermenge der evolutiona¨ren Algorithmen, zu
denen auch Evolutionsstrategien (ESs) und evolutiona¨re Programme (EPs) geho¨ren. Un-
terschiede zwischen den ESs, EPs und GAs ergeben sich dabei in erster Linie aus der Art
der Darstellung der Daten sowie aus der Art von Modifikationsalgorithmen [23].
Wie spa¨ter noch im Detail gezeigt wird ist es erforderlich, die zu optimierenden Daten
in einer geeigneten Darstellung zu kodieren. Die Kodierung erfolgt in Analogie zur Dar-
stellung der DNA in Organismen, d.h. es kommen in der Regel Ketten von Zeichen zum
Einsatz.
Ein wesentlicher Unterschied zwischen den ESs, EPs und GAs ist, dass bei den GAs
in der Regel eine bina¨re Kodierung angestrebt wird, wa¨hrend die anderen evolutiona¨ren
Algorithmen mit realer Datendarstellung arbeiten.
Dies hat unter anderem den Hintergrund, dass die Modifikationsalgorithmen der Daten
je nach Verfahren auf den Datentyp abgestimmt sind.
Im Folgenden wird auf die speziellen Anforderungen an den GA fu¨r die Optimierung von
elektromagnetischen Problemstellungen am Beispiel der Richtcharakteristik von Grup-
penantennen eingegangen. Fu¨r eine tiefergehende Bescha¨ftigung mit den Grundlagen von
EAs und der Einflu¨sse ihrer Parameter sei an dieser Stelle auf die zahlreichen Vero¨ffentli-
chungen zu EAs verwiesen, die detaillierter auf die einzelnen Aspekte und Elemente der
EAs eingehen [22][23][24].
A.3.2 Anpassung des genetischen Algorithmus an die Problem-
stellung
Der erste Schritt in der Anpassung eines allgemeinen, im vorherigen Abschnitt diskutierten
GA ist die Festlegung der Kodierung der Daten in einer entsprechenden Zeichenkette, auf
die spa¨ter die Operatoren des Optimierungsalgorithmus angewendet werden ko¨nnen.
Ausgangspunkt fu¨r die U¨berlegungen ist dabei eine verallgemeinerte Form der Gruppen-
antenne. Diese bestehe aus N Antennenelementen, von denen sich jedes durch eine eigene
Richtcharakteristik auszeichnet. Vorausgesetzt wird bei den folgenden U¨berlegungen, dass
die Antennen u¨ber eine hinreichend gute Anpassung im betrachteten Frequenzbereich
verfu¨gen, so dass der Einfluss von durch Fehlanpassung entstandene reflektierte Wellen
vernachla¨ssigt werden kann. Zusa¨tzlich wird die Verkopplung zwischen den einzelnen An-
tennenelementen als ebenfalls vernachla¨ssigbar eingestuft.
Die Ansteuerung der einzelnen Antennenelemente sei nach Betrag und Phase wa¨hlbar.
Vorgegeben wird als Ziel ein Wunschrichtdiagramm, das durch den Optimierungsprozess
durch geeignete Wahl der Ansteuerungsparameter der Antennen mo¨glichst genau erreicht
werden soll. Dieses Richtdiagramm wird dabei in einer Schnittebene der ra¨umlichen Richt-
charakteristik definiert. Die Ebene ist frei wa¨hlbar.
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Abbildung A.6: Das Gen des GA
Die Einschra¨nkung auf eine zweidimensionale Betrachtung des Problems tra¨gt wesentlich
zur Kompaktheit des resultierenden Algorithmus und zu dem vergleichsweise geringen
Rechenaufwand bei. Zudem ist diese Vorgehensweise durchaus praxisgerecht, da in der
Regel eine Richtcharakteristik in einer oder mehreren Ebenen gefordert ist.
Unter Beru¨cksichtigung der Voru¨berlegungen ist es unmittelbar einsichtig, dass sich ein
Chromosom aus der Summe aller Ansteuerungsparameter der Gruppenantenne zusam-
mensetzen wird.
In Erweiterung des klassischen genetischen Algorithmus wird hier anstelle der sonst u¨bli-
chen bina¨ren Kodierung der Daten eine Kodierung in Form von Dezimalstellen wie in
Abb. A.6 dargestellt vorgeschlagen. Die Grundidee der Chromosomdarstellung, na¨mlich
die Vera¨nderbarkeit von einzelnen Elementen der darstellenden Zeichenkette ohne direkte
Beru¨cksichtigung der Bedeutung der vera¨nderten Elemente, ist auch bei dieser Realisie-
rungsform gegeben.
A.3.3 Der Algorithmus
Der grundlegende Ablauf des GAs besteht aus den Schritten Evaluation der Fitness,
Mutation bzw. Kreuzung und schließlich Bildung der na¨chsten Generation [4][23].
Da das Ziel der Optimierung im hier diskutierten Fall ein Richtdiagramm ist, kann man
die Berechnung der Fitness eines Chromosoms durch eine lineare U¨berlagerung der elek-
tromagnetischen Feldanteile der einzelnen Antennen im Fernfeld fu¨r jeden betrachteten
Raumwinkel und die anschließende Abweichung des erhaltenen Ergebnisses von den Ziel-
vorgaben erreichen. Durch diese Maßnahme ist ein stark reduzierter Rechenaufwand ge-
genu¨ber einem klassischen Feldberechnungsvorgang zu erwarten. Die Konzentration auf
eine Ebene reduziert den Rechenaufwand weiter erheblich.
Der Algorithmus wurde in der Skriptsprache des Mathematikprogramms Matlab realisiert.
Die Vorgabe der Zahl der Elemente, des Elementabstandes sowie der gewu¨nschten Richt-
charakteristik erfolgt durch Belegung entsprechend vorgegebener Variablen. Insbesondere
ist es mo¨glich, eine Richtcharakteristik in beliebigen Ausbreitungsrichtungen vorzugeben.
Die Berechnung der Richtcharakteristik erfolgt u¨ber eine Berechnung der elektrischen
Feldsta¨rken auf einem Kreisradius. Zur Verminderung der Rechenzeit wird unter Annah-
me der Gu¨ltigkeit der Fernfeldna¨herung gerechnet. Um dies zu gewa¨hrleisten wird der
Messabstand auf das zehnfache der maximalen Ausdehnung der Gruppenantenne festge-
legt.
U¨ber die Festlegung vonWahrscheinlichkeitsvariablen wird vorgegeben, mit welcher Wahr-
scheinlichkeit eine Mutation bzw. eine Vererbung stattfinden wird. Mutation bezeichnet
dabei die zufallsgesteuerte Vera¨nderung einzelner Bestandteile eines Gens, die Vererbung
bezeichnet die Konstruktion eines neuen Gens aus ebenfalls zufallsgesteuerten Bestand-
teilen von zwei vorgegebenen Genen.
Um eine Konvergenz des Algorithmus zu erreichen, werden die besten Elemente einer
Population beibehalten und die schlechtesten Exemplare werden nicht in den na¨chsten
Iterationsschritt u¨bernommen.
Auffa¨llig ist vor allem die ausgesprochen gute und schnelle Konvergenz des Algorithmus
(s. Abb. A.7). So ist in der Regel bereits nach unter 100 Generationen eine optimale
Lo¨sung gefunden. Die nachfolgenden Generationen bringen zwar noch eine Verbesserung
der durchschnittlichen Fitness der Gesamtpopulation, was aber an der Lo¨sung nichts
a¨ndert.
Es zeigt sich auch eine sehr gute U¨bereinstimmung zwischen dem mit dem GA berechneten
Diagramm und dem Ergebnis einer 3D-Feldsimulation unter Beru¨cksichtigung der von dem
GA ermittelten Phasen- und Amplitudenwerte (s. Abb. A.8).
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Abbildung A.7: Konvergenz und Fitness des GA-Algorithmus
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Abbildung A.8: Vergleich der Richtdiagramme zwischen GA und 3D-Simulator
Im vorliegenden Fall soll dabei eine Hauptabstrahlrichung von -40◦ erreicht werden. Der
GA gibt dabei neben den dargestellten Visualisierungen des Ergebnisses auch die dazu-
geho¨rigen Phasen- und Amplitudenwerte der Ansteuersignale der einzelnen Antennen aus.
Mit diesen Daten werden die Rauschmessungen in dieser Arbeit durchgefu¨hrt.
Ein weiteres Merkmal des Algorithmus ist der vergleichsweise geringe Rechenaufwand. Bei
Adaption an eine DSP-basierte Umgebung sollte mithilfe dieses Algorithmus auch eine
Steuerung von Gruppenantennen in Echtzeit mo¨glich sein.
Insgesamt stellen die GAs und die hier diskutierte Umsetzung interessante Mo¨glichkeiten
dar, auf eine Problemstellung spezialisierte Lo¨sungsstrategien umzusetzen.
