• Sample size is a critical issue for genetic diversity studies and conservation programs. However, sample size evaluation requires previous knowledge of allele frequencies estimated with precision and this is not often the case.
INTRODUCTION
Setting priorities for conservation of genetic resources is usually achieved by the genotyping of samples from various populations with one or more type(s) of neutral molecular markers e.g. (Petit et al., 1998) . In particular, genotyping with microsatellite markers has become popular in population diversity studies (Zane et al., 2002) having frequently replaced less variable isozymes, and preferred in many cases over AFLP data because of codominance. For the case of plant * Corresponding author: juan.fernandez@u-psud.fr species, whose sampling can be performed on either adults, offspring, or both, the question of allocating sampling effort is not easy to answer. Indeed, plant populations are now frequently analyzed simultaneously for mating system, parentage analyses or pollen dispersal curves (Austerlitz et al., 2004; Kalinowski et al., 2007; Ritland, 2002) so sampling sizes are becoming increasingly large. General wisdom based on parametric statistics suggests that 30 random individuals from a population should suffice for accurately estimating the sample mean of a given parameter (Petit et al., 1998; Sjogren and Wyoni, 1994) . Indeed, most plant population studies have on average 50 individuals per population as a standard sample (Nybom, 2004) , assuming that such samples suffice for an accurate estimation of all the desired parameters.
Sample size is also a concern in conservation genetics aimed at conserving adaptive variation in addition to neutral variation (Falk and Holsinguer, 1991; Lande and Barrowclough, 1987) . However, the link between neutral and adaptive variation is difficult to assess in most cases (Holderegger et al., 2006) . Nevertheless recent reviews (Kohn et al., 2006; Savolainen and Pyhajarvi, 2007) insist that neutral genetic diversity is still needed to tease apart historical and demographic processes from adaptive variation signals, which highlights the need for sound sampling designs for intra and inter population diversity measures. Among the different genetic parameters utilized in conservation genetics for pinpointing differences among populations or setting conservation priorities, allelic richness and gene diversity (expected heterozygosity) are usually considered key. Allele diversity directly reflects the raw material for evolution and gene diversity measures give the benefit of generality for purposes of comparison. In particular, standardized measures of allelic richness (Petit et al., 1998) have become widely utilized as a conservation criterion and methods are continuously refined to allow for inter-population comparisons (Van Loon et al., 2007) and private alleles detection in hierarchical sampling (Kalinowski, 2004) .
Several attempts have been made to estimate sample sizes appropriate for genetic diversity parameter estimation e.g. (Cavers et al., 2005) , but all methods require a previous knowledge of genotype frequencies for a given population. For instance, Ohsawa and collaborators (Ohsawa et al., 2007) have noted recently that the lack of adult spatial genetic structure in some of their plots of Quercus crispula could be due to small sample size (< 50) but they could not verify this. In consequence, sampling schemes can only be validated a posteriori with the intention of guiding future sampling programs. It follows then that intensively studied populations with at least samples of 500 individuals or more are extremely valuable for evaluating sampling strategies because the precision of estimates should be reliable beyond any computational doubts. Thus, using detailed information from an intensively studied plot in a large stand of Fraxinus excelsior in France (MorandPrieur, 2003) , we evaluated, through resampling, the impact of sample size on the accuracy of genetic diversity parameters. In particular, we asked the following questions: (1) How many adult trees should be sampled to adequately represent the genetic diversity of a common ash population? (2) What is the optimal combination of number of maternal trees and seeds per tree when sampling family arrays? In other words, how many seeds from how many trees are needed to adequately sample the genetic diversity of the adult population?
MATERIALS AND METHODS

Study species
Fraxinus excelsior L. (Oleaceae), the common ash, is valued as a timber tree because of its rapid growth as well as its tough and elastic wood. In addition, the interest of this species in reforestation programs has increased over the last decade. The common ash has many ecological traits that can be associated with high levels of genetic diversity (Hamrick and Godt, 1996) : it is a colonizing species with a large but discontinuous distribution (Franc and Ruchaud, 1996) , it is wind-pollinated and produces wind dispersed fruits (Wardle, 1961) . In addition, this species has various sex types from completely male individuals to pure female individuals, with various types of hermaphrodites in between (Morand-Prieur, 2003) . Finally, it exhibits practically no selfing (Morand-Prieur, 2003) , a rather weak population structure and long distance pollen dispersal (Miyamoto et al. in preparation) .
Sampling
We sampled leaves from 579 individuals from the contiguous population at the forest in Dourdan (surface plot 12 ha, altitude: 130 m, longitude 02
• 00' 42", latitude 48
• 31' 47"; Essonne) in France in 1999 for an exhaustive genotyping of the adult population. Next, we chose 24 focal trees (mean separation of 248 m, SD = 159 m) from this adult population for a mating system analysis that we treat elsewhere (Morand-Prieur, 2003) sampling 20 seeds per tree resulting in 480 total offspring. Finally, we included an additional 20 seeds from 10 of the above trees to examine sampling behavior of the most variable locus (see below) resulting in a second group of family arrays of 400 total size (10 trees, 40 seeds per tree).
Molecular techniques
DNA extraction for all the samples was performed using the Dneasy Plant Mini Kit (Quiagen). We genotyped the above mentioned samples using four microsatellite loci: M230 from , and FEMSATL4, FEMSATL11 FEMSATL16 from (Lefort et al., 1999) . The segregation of alleles for these markers has already been validated using control-pollinated full-sibs and no deviation from Mendelian segregation or null alleles were detected (Morand-Prieur, 2003) . Polymerase chain reaction was performed as described in . PCR products were separated on an 8% polyacrilamide gel, and visualized using the FM-BIO II (Hitachi) scanner. Alleles were scored by comparison with certain trees whose genotypes were sequenced for exact allele size.
Adult genetic diversity evaluation
We used resampling simulations to estimate the sampling effort required for an accurate estimation of various genetic parameters. Herein, we define accuracy as the difference between an estimate and the true value of the population, here estimated from the largest sample available, and precision as the variance of the estimates (Hellmann and Fowler, 1999) . In consequence, accuracy is measured with a bias estimator, and precision with standard errors and related measures. We combined the methods proposed by (Banks et al., 2000) to measure allelic diversity by Monte Carlo resampling and those by (Kirst et al., 2005) to measure the accuracy of the estimations through the use of mean square errors (MSE). Therefore, resampling without replacement from the whole adult population (N = 579) was performed for samplings efforts of n = 1, 2, 3, . . . , 579, repeating the procedure 1000 times at each sampling size.
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Fraxinus excelsior sampling evaluation Ann. For. Sci. 65 (2008) 403 We estimated the mean of the simulations for each sample size and determined the bias by comparing this mean with the total population mean. The bias of the estimators was evaluated by joint analysis of the coefficient of variation and the mean square error following Kirst et al. (2005) . In this framework, the bias is the difference between the expected value of the estimator (the mean of the estimates of all possible samples that can be taken from the population) and the true population value (Hellmann and Fowler, 1999) . Hence, we used the formula:
(1) wherex i and s 2 i represent the mean and the standard error (Monte Carlo mean and standard deviation) of the different estimations for sample size i, respectively. The first term of the numerator (x i − Θ) represents the bias between the "true" value of the parameter Θ and the estimate for a given sample size, and b is the number of iterations for a given sample size (b = 1000). When the bias is negligible, the CV mse is simply the coefficient of variation (CV). Finally, the sample size necessary for achieving a CV mse equal to or smaller than 0.10, 0.05 and 0.01 (or 0.001) was recorded. The advantage of this approach is that even if we do not see the individual behavior of the mean and the variance one can verify if both parameters have stabilized because they are summarized in the CV. We inspected visually during preliminary runs to verify that the threshold values that we used were effectively in the zone where the CV mse is already asymptotic indicating that both the variance and the mean of the estimates had stabilized.
We estimated the number of alleles A by direct counting. The number of effective alleles A e (a measure of the maximum possible diversity if all alleles had the same frequency) was calculated as 1/Σp 2 i were p i is the frequency of the ith allele. Observed heterozygosity H o was estimated by direct counting of heterozygote individuals, and expected genetic diversity H e with the formula of Nei and Roychoudhury (1974) that accounts for sample size bias and inbreeding in the population H e = n n−1
. Again, p i is the frequency of the ith allele, H o is the observed heterozygosity and n is the sample size. Finally the inbreeding coefficient f is was estimated as f is = 1 − H o /H e . All estimates were averaged across loci. We concentrated on the following genetic parameters: total number of alleles (allelic richness), effective number of alleles and expected heterozygosity. Even though exact variances are known for expected diversity e.g. (Nei, 1987; Weir, 1995) for fixed sized populations, to the best of our knowledge, no exact solutions exist for the resampling of alleles, or for genetic diversity for that matter. Hence, we relied on the Monte Carlo methods outlined here.
Family arrays diversity evaluation
Similarly, for the family arrays (24 families of 20 seeds each), we performed a resampling simulation as for the total population. We sampled without replacement 1, 2, 3 . . . , 24 trees and within each simulation 1, 2, 3 . . . , 20 seeds repeating the procedure 1000 times. Next, all results were averaged and the standard error calculated and we applied equation 1. Results were then displayed in a 20 × 24 grid and contour lines of the genetic parameters and of CV mse values of 0.10, 0.05 and 0.01 were drawn. Bias was estimated separately with reference to: a) the sampled array population (480 seeds); and b) to the standardized value of the adult population at n = 400 and n = 480. For this last standardized value we used the results from the first simulations, as resampling without replacement for different sizes produce the same results as rarefaction techniques (Petit et al., 2005) , but with the advantage of providing standard errors for the estimations (Fernández-Manjarrés, unpublished results). To further investigate the effect of tree vs. family sampling efforts, we genotyped a subset of 10 of the original 24 families with the most variable molecular marker M2-30 for 40 seeds per tree (n = 40). We assumed that any patterns should be visible for the most variable locus and results for this locus could be used as a guide for the general sampling. All simulations were written in Matlab R12 and are available upon request from JFFM.
RESULTS
Total population sampling
The resampling of the total population suggests that relatively large samples are required to capture most of the mean number of alleles present in the adult population with good accuracy: 272, 386 and 532 adult trees are necessary if a CV mse 's of 0.10, 0.05 and 0.01, respectively, are desired (Fig. 1) . Similarly, 59, 104, 303 adult trees are necessary for similar CV mse 's of the effective number of alleles A e .
In contrast, very small sample sizes are necessary to obtain small CV mse 's of the expected heterozygosity as the mean of the simulations are close to the population value at all sample sizes (small bias), although the variance was larger for samples of fewer than 50 trees (Fig. 2) . In fact, CV mse 's of 0.01 are possible with a sample size of n = 4, so a more realistic criterion for gene diversity is probably 0.001 that requires 31 individuals on average. In general for this adult population, sampling variance of allele counts is much larger than for the rest of the parameters (Tab. I) resulting in the need for large sample sizes for obtaining accurate estimates (close to the true value). On the other hand, observed and expected genetic diversity exhibit good accuracy, but samples below 30 individuals have low precision (large variance) as seen in figure 2 for H e and for H o (results not shown). The inbreeding coefficient appears to fall in between, requiring sample sizes intermediate between those required for allele counts and heterozygosities (Tab. I). Hereafter we will concentrate on allele diversity and expected heterozygosity for both the adults and family arrays.
Standardized genetic diversity
The resampling of 480 adult individuals indicated that the standardized (rarefacted) number of alleles for the four loci evaluated was A = 30.8 (95% CI: 30.0-31.5), A e = 9.9 (95% CI: 9.7-10.1) and H e = 0.7996 (95% CI: 0.7947-0.8044). For the most variable locus, M2-30 the standardized diversity for n = 400 was A = 46.9 (95% CI: 45.0-48.0), A e = 22.7 (95% CI: 21.6-23.9) and H e = 0.9560 (95% CI: 0.9537-0.9581). These values were used then for contrasting the observed diversity in the seed family arrays with the adult population as shown next.
Family array sampling
Again, relatively large sample sizes are necessary to obtain a good representation of allelic diversity in the offspring, but the sampling effort is less if more maternal trees are sampled, as expected. On average, two alleles per locus were missed, as the mean A for the offspring arrays was 28.3 vs. A = 30.8 (standardized adult value at 480). Hence, about 92% of the alleles were obtained with the predefined sampling. As seen in Figure 3A , the sampling effort for 25 alleles on average is only 9 seeds from each of 24 maternal trees = 216, whilst 20 seeds from each of 14 maternal trees = 280 are needed to get the same number of alleles. However, at least 312 offspring are necessary to get a CV mse of 0.05 or less indicating that large samples are still necessary to stabilize the allele sampling variance for family arrays (Fig. 3B) . In general, seed array sampling is less efficient for detecting diversity as 480 seeds sampled roughly the same allelic diversity than 300 random adults, suggesting that about 50% more seeds than adults are needed to get the same information. The offspring array sampling yielded 9.3 effective alleles from a standardized value of 9.9, so about 94% of the gene diversity was captured this way. Also, it is clear cut that it is preferable to sample more trees than more offspring per tree for both the number of effective alleles and the CV mse (Figs. 4A and 4B) . For example, only 96 samples are needed for a CV mse of 0.05 if 24 trees are sampled (4 seeds per tree), compared to 300 samples for 15 maternal trees (20 seeds per tree). The same holds for 9 effective alleles (Fig. 4A) . For the case of family arrays of size 40, the results for the most variable marker (see below) also confirm that we are better served by sampling more trees than more seeds. For example, about 150 samples (10 trees, 15 offspring per tree) detect an equivalent number of effective alleles as 200 samples that come from 5 trees and 40 seeds each (results not shown).
Expected diversity on the other hand is much more forgiving, as seen from the total population analysis, and relatively few samples are needed to obtain accurate estimations (Fig. 5) . It is clear from the H e values (Fig. 5A ) that one or two seeds from 24 trees suffice to accurately estimate the genetic diversity of the adult population from seed arrays (0.7895 vs. 0.7996 for the adults). In fact, offspring measures were within CV mse of 0.01 of the total adult population. The implemented sampling showed also that about 50 seeds will provide a CV mse of 0.01 (say 10 trees, 5 seeds per tree, Fig. 5B ), and that very little is gained if more seeds per trees are sampled.
Finally, for the most variable locus, M2-30 (figures not shown), the 400 seeds issued from the subset of 10 trees provided 44 alleles from a standardized value of A = 46.9, that is statistically significantly lower as judged by the 95%. On average, 94% of alleles were sampled which is in accord with previous results. The estimation of effective alleles was somewhat less efficient, as only 18.9 from 22.7 were detected (83.4%). Lastly, the estimation of genetic diversity was sound as expected, as the 400 seeds yielded a H e of 0.9486, very close to the standardized value of H e = 0.9560. These results indicate again that little is gained by doubling family array sizes, even for the most variable marker.
DISCUSSION
Most studies of genetic diversity in plant populations use moderate sample sizes of about 50 individuals per population (Nybom, 2004) . However, our results show clearly that if nuclear microsatellites are used in F. excelsior, such "standard" sample will underestimate the allelic richness of the population. In fact, the resampling at size n = 50 of the adult population showed that all 1000 iterations gave samples with 21 alleles or less (range 16 to 21, mean = 18.8, numbers from Fig. 1 ) out of 31 possible alleles. Our results are similar to those for trout populations measured also with microsatellites whose sampling requirement is between 200 and 300 individuals if most of the alleles are to be captured (Banks, et al., 2000) . If hypervariable microsatellites are the chosen tool for population diversity measures and allelic richness and inclusion of rare alleles the conservation goal, population sizes that need to be sampled and preserved will necessarily be large.
Effective allele estimation, on the other hand, indicates that for the same "standard" sample, the estimation is almost correct, requiring on average 56 individuals to obtain a CV mse of 0.10 (Tab. I). This size can be thought as the minimum, as effective allele measures reflect the diversity of common alleles, which contribute most to diversity. Similarly, the precise 403p5 Ann. For. Sci. 65 (2008) estimation of genetic diversity is achieved with relatively small samples. Hence, it appears less error-prone to use the effective alleles and genetic diversity than allele counts for determining the diversity of a population. Current software that include rarefaction methods (see for example Goudet, 1995) help to avoid erroneous conclusions when comparing small and large populations, but doubts will remain about decreased diversity from populations sampled with fewer individuals.
How general are our results? At least for the case of the widespread common ash in Europe, genetic diversity results derived from nuclear microsatellite loci Ferrazzini et al., 2007; Gerard et al., 2006; Hebel et al., 2006; Heuertz et al., 2001; Morand et al., 2002) suggest that allelic richness and gene diversity are fairly similar. Yet, more important than the numbers of alleles is the identity of those alleles and genetic conservation should favor the preservation of private alleles (Kalinowski, 2004; 2005) , a result only possible if several populations are sampled. Similar conclusions should be applicable to outcrossing trees with similar levels of diversity and similar levels of inter-population structure (i.e., Fst < 0.05). It is uncertain whether we can use these results for the sampling program of other species, but these results would be useful if we consider species that have similar distribution (pan European), way of propagation (windpollinated, dispersion of the fruits by wind), and density (about 600 individuals in 12 ha) as common ash.
Would we get the same answer with other genetic markers? Clearly, if emphasis is put on allele richness the use of other genetic markers may lead to different conclusions. In fact, marker choice certainly complicates matters as shown in a recent analysis (Scotti et al., 2006) on Norway spruce (Picea abies) where population differentiation estimates are not only correlated to sample size but to marker choice (di and tri nucleotide nuclear SSR and mononucleotide chloroplast SSR). In the case of allozyme markers in ash or other species, with many fewer alleles than microsatellites, sample sizes will necessarily be smaller than those suggested here (300). In other words, the "standard" sampling of 50 individuals will largely suffice. Unfortunately, we do not have access to such type of markers in our common ash case.
Finally, a sampling scheme tailored to estimate general diversity is not necessarily inconsistent with one to estimate genetic structure. Our results show that it is equivalent to sample, say, 24 trees and four seeds per tree as 10 trees and 20 seeds per trees (Fig. 4) . In fact, this principle of sampling several trees and few seeds per tree is perfectly acceptable and even desirable when analyzing pollen structure (Austerlitz and Smouse, 2002) , provided gene flow is relatively homogeneous and that there is no serious suspicion of anisotropy in pollen or seed movement (F. Austerlitz, pers. comm.) . As for mating system analysis in general, at least eight seeds per family array are needed to correctly infer the maternal genotype (K. Ritland, MLTR v. 3 manual) and this could be considered as a good starting point. Thus, we can conclude that future mating system studies in common ash can incorporate about 8 seeds per family array from 50 trees (n = 400, identical to this study) that should capture adequate details on genetic diversity and mating patterns at the same time, probably sparing the need to sample large numbers of adults. Indeed, we simulated from one to 200 random families of size eight (not shown) and found that upwards of 150 families we would capture almost 100% of alleles from the adult population. Thus, a family array based sampling of total size 150 × 8 = 1200 would serve for diversity estimates and a better mating system and pollen dispersal analysis. Our original sampling had around 1000 samples consisting of almost 600 adults and 400 seeds, which now appears limited. Clearly, sampling several small families yields more information and in a more cost-and labor-efficient way.
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Fraxinus excelsior sampling evaluation Ann. For. Sci. 65 (2008) 403 We have one main methodological concern about the impact of resampling without replacement over a finite population that generates covariation between different sample sizes and their Monte-Carlo variance. As sample size increases, samples share more individuals, reducing the Monte-Carlo variance between estimates as can be seen in Figures 1 and 2 . One way to circumvent this size dependency on the estimated variance is to assume that allele frequencies were adequately estimated (which is impossible to verify in most cases). Next, one could create a large population with Hardy-Weinberg inbreeding proportions upon which resampling is performed. In fact, we simulated a 100 000 individual population as just described and we applied the same criteria as those used for the empirical data (results not shown). Our results on this "infinite" population indicated that 627 and 132 adult trees are needed to obtain a CV mse of 0.05 for the total number of alleles and effective alleles instead of 386 and 104, respectively. In contrast, fewer individuals are needed for obtaining a CV mse of 0.001 for the genetic diversity parameter: 20 instead of 31. This simulation indicates that the Monte-Carlo variance of allele counts is more affected by covariance of sample size, while A e and H e are more robust. Indeed, the sample size suggested for A e appears to be a good compromise between the large requirements for exhaustive allele counts and the small ones for accurate expected heterozygosity. Nevertheless, creating large populations to verify empirical sample sizes needs to be evaluated in other large population samples before generalizing this approximation.
In conclusion, our results show that for a wind pollinated species, whose biology favors high genetic diversity (no selfing, long distance pollen dispersal, long distance seed dispersal) large sampling efforts (about 300 adults or its equivalent issued from seeds from sufficiently spaced trees) are needed if an accurate estimation of allelic richness is the target of the study. Similarly, from a genetic resources perspective, large populations are needed to maintain the large allelic diversity (here judged by nuclear microsatellite markers) if we assume, as a first approximation, that adaptive diversity is as variable as the neutral counterpart. Measuring diversity by means of expected heterozygosity appears much less demanding and random samples from ash populations seem to be adequate for this purpose. As far as species with high selfing and/or strong assortative mating, sampling effort might be difficult to judge because population structure would be much higher than for common ash populations. Unfortunately, the retrospective analyses here presented can only be used a posteriori, and only long term programs can benefit from the verification of initial sampling schemes.
