
























In this study, we try to generalize Bruhat-Tits’s theory to the case of a Kac-Moody group, that is to define an affine
building for a Kac-Moody group over a local field. Actually, we will obtain a geometric space wich lacks some of
the incidence properties of a building, so that it is called a hovel, following Guy Rousseau’s terminology. Hovels have
already been obtained for split Kac-Moody groups by Guy Rousseau and Ste´phane Gaussent ; here we define them for
any group with a (generalized) valuated root datum, a situation wich contains the Kac-Moody groups over local fields,
split and nearly split.
Re´sume´
Le but de ce travail est de ge´ne´raliser la the´orie de Bruhat-Tits au cas des groupes de Kac-Moody, c’est-a`-dire
de construire un immeuble affine pour un groupe de Kac-Moody sur un corps local. L’objet obtenu ne sera en fait
pas un immeuble, car il ne ve´rifie pas toutes les conditions d’incidence ne´cessaires, il s’agira plutoˆt d’une ”masure”,
selon la terminologie de Guy Rousseau. Des masures ont de´ja` e´te´ de´finies par Guy Rousseau et Ste´phane Gaussent
pour des groupes de Kac-Moody de´ploye´s ; ici on propose une construction valable pour n’importe quel groupe muni
d’une donne´e radicielle value´e (ge´ne´ralise´e pour comprendre le cas d’un syste`me de racines infini), ce qui fournira en
particulier des masures pour les groupes de Kac-Moody de´ploye´s, mais aussi presque de´ploye´s, sur un corps local.
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1 Introduction
Lorsque G est un groupe re´ductif sur un corps local K, la the´orie de Franc¸ois Bruhat et Jacques Tits permet de
lui associer, outre son immeuble vectoriel, ou sphe´rique, ou ”de Tits”, un immeuble affine, dit ”de Bruhat-Tits”. Cet
immeuble est plus pre´cis que l’immeuble vectoriel, au sens ou` la connaissance du premier permet de reconstruire le
second. Comme tout immeuble, il s’agit d’une re´union d’appartements, et on le qualifie d’”affine” car ces appartements
sont des espaces affines, dont les espaces vectoriels directeurs peuvent en fait eˆtre vus comme les appartements de
l’immeuble vectoriel.
Maintenant, si G est un groupe de Kac-Moody, de´ploye´ ou presque de´ploye´, on sait construire son immeuble
vectoriel. Il s’agit en fait de la re´union de deux immeubles jumele´s, voir par exemple [Re´02]. Le but du travail pre´sent
est, dans le cas ou` G est un groupe de Kac-Moody sur un corps local, de de´finir un objet ”affine”, similaire a` l’immeuble
de Bruhat-Tits du cas re´ductif.
Ceci a de´ja` e´te´ fait dans [GR08] par Ste´phane Gaussent et Guy Rousseau, pour un groupe de´ploye´ sur un corps
K dont le corps re´siduel contient C. L’objet de´fini est appele´ ”masure” car il ne satisfait pas toutes les conditions
demande´es a` un immeuble habituel. Pour un corps plus ge´ne´ral, mais toujours un groupe de´ploye´, Guy Rousseau
([Rou06]) a de´fini des ”immeubles microaffines”, que l’on peut voir comme une partie du bord a` l’infini d’une masure,
semblable au bord rajoute´ a` un immeuble affine lorsqu’on de´finit sa compactification polygonale. Il a e´galement de´fini
des masures, dans [Rou10].
On se propose ici de se placer dans le cadre ge´ne´ral des groupes munis d’une donne´e radicielle value´e, cadre
qui inclut les groupes de Kac-Moody de´ploye´s mais aussi presque de´ploye´s sur un corps muni d’une valuation re´elle
quelconque. Nous construirons simultane´ment une ”masure” et son bord (qui contiendra deux ”immeubles microaf-
fines”) car celui-ci sera utile a` l’e´tude des proprie´te´s ge´ome´triques de la masure. L’objet obtenu sera appele´ une masure
borde´e.
On se rend compte que plusieurs choix peuvent eˆtre faits, menant a` diffe´rentes masures borde´es. Pour rentrer un
peu dans le de´tail, la construction d’un appartement A ne pre´sente pas de difficulte´ (partie 3.1) , et on cherche donc
ensuite, selon le proce´de´ habituel de Bruhat et Tits, a` construire un objet immobilier comme quotient de G × A par la
relation d’e´quivalence de´termine´e par le choix des sous-groupes de G qui seront les fixateurs des points de A. Ces sous-
groupes sont appele´s, comme dans le cas re´ductif, des ”sous-groupes parahoriques”, et contrairement au cas re´ductif,
leur de´finition n’est pas e´vidente : plusieurs possibilite´s sont envisageables. Ainsi, dans [GR08], Ste´phane Gaussent
et Guy Rousseau de´finissent les familles de groupes parahoriques Pmin, Ppm, Pnm dont la de´finition est quelque peu
indirecte, et ne´cessite l’emploi de ”comple´tions” du groupe de Kac-Moody G conside´re´.
Toujours par soucis de ge´ne´ralite´, nous optons pour une approche axiomatique, c’est-a`-dire que nous de´finissons
abstraitement la notion de ”famille de parahoriques”, et nous e´tudions les objets immobiliers que l’ont peut construire,
en fonction des proprie´te´s ve´rifie´es par une telle famille. C’est la partie 3. On e´tudiera plus particulie`rement deux
familles de parahoriques : la ”minimale” puis la ”maximale”. Au 4, on essaie de descendre les structures pre´ce´dentes
(valuation et famille de parahoriques) a` un sous-groupe. Dans la partie 5 enfin, on e´tudie le cas d’un groupe de Kac-
Moody. Pour un groupe de´ploye´, la partie 3 s’applique directement, mais pour un groupe presque-de´ploye´, il faut
d’abord utiliser les re´sultats de la partie 4 pour obtenir une valuation et une famille de parahoriques. Le re´sultat final
est le suivant :
The´ore`me. Soit G un groupe de Kac-Moody presque de´ploye´ sur un corps K, de´ploye´ sur la cloˆture se´parable de K.
On suppose K muni d’une valuation re´elle discre`te non triviale, telle que son corps re´siduel soit parfait.
Alors il existe une masure borde´e IK pour G(K), qui provient d’une valuation ϕK et d’une bonne famille de
parahoriques QK ve´rifiant (para 2.1+)(sph). Pour toute facette sphe´rique ~fK de ~I(K), la fac¸ade IK, ~fK s’injecte dans la
fac¸ade I
L, ~f , de la masure borde´e IL pour G(L), ou` ~f est la facette de ~I(L) contenant un ouvert de ~fK.
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2 Rappels et notations
Lorsque α : X → R est une fonction sur un ensemble X, on notera pour Y ⊂ X, α(Y) = 0 si α(Y) = {0}, α(Y) > 0
si α(Y) ⊂ R+∗, α(Y) ≥ 0 si α(Y) ⊂ R+ etc...
Si A est un complexe simplicial, F (A) sera l’ensemble de ses facettes. Si f est une facette de A, f ∗ est la re´union des
facettes borde´es par f . Ainsi, lorsque ~f est une facette dans un immeuble ~I, ~f ∗ de´signera la re´union des facettes de
~I dont l’adhe´rence contient ~f . Si ~Z est un appartement de ~I, la re´union des facettes de ~Z dont l’adhe´rence contient ~f
sera donc ~f ∗ ∩ ~Z.
2.1 Immeubles vectoriels
Ce que nous appelons ici les immeubles vectoriels sont les immeubles de´crits dans [Re´02]. Ce sont des immeubles
jumele´s, donc en fait la re´union de deux immeubles classiques. Dans la re´alisation ge´ome´trique de ces immeubles que
nous conside´rons, les appartements sont inclus dans des espaces vectoriels, d’ou` l’appellation ”immeubles vectoriels”.
Une autre appellation fre´quente est ”immeubles coniques”, car les appartements sont des coˆnes dans ces espaces vec-
toriels.
Dans cette sous-partie, nous rappelons les principaux re´sultats concernant ces immeubles, et fixons les notations.
2.1.1 Donne´e radicielle
Il y a plusieurs de´finitions possibles pour une donne´e radicielle, selon que l’on conside`re qu’un syste`me de racines
est un sous-ensemble d’un espace vectoriel re´el (comme dans [Re´02] 6.2.4) ou un ensemble de demi-complexes de
Coxeter (comme dans [Re´02] 1.4.1). La seconde possibilite´ est plus ge´ne´rale, la premie`re plus pre´cise, elle permet no-
tamment de distinguer une racine et son double. Un syste`me de racines du premier type sera dit vectoriel, un syste`me
du second type sera dit ge´ome´trique.
Si α, β sont deux racines d’un syste`me φ, l’intervalle [α, β] est de´fini de la sorte :
– [α, β] = {pα + qβ | p, q ∈ N et pα + qβ ∈ φ} lorsque φ est un syste`me de racines vectoriel.
– [α, β] = {γ ∈ φ | α ∩ β ⊂ γ} lorsque φ est un syste`me de racines ge´ome´trique.
On de´finit aussi ]α, β[= [α, β] \ {α, β} ainsi que ]α, β] et [α, β[ de la manie`re e´vidente.
Une partie ψ d’un syste`me de racine est dite close lorsque pour tout α, β ∈ ψ, [α, β] ⊂ ψ. La partie ψ est dite de plus
nilpotente si elle est finie. Enfin, une partie ψ est dite pre´nilpotente s’il existe un syste`me positif φ+ de φ et un e´le´ment
w ∈ W(φ) du groupe de Weyl associe´ a` φ tel que ψ ⊂ φ+ ∩ w(−φ+). Une partie ψ est nilpotente si et seulement si elle
est close et pre´nilpotente.
La notion de pre´nilpotence est principalement utilise´e pour les paires de racines. Si {α, β} est une telle paire, il est
presque imme´diat que l’intervalle [α, β] est clos, ainsi {α, β} est pre´nilpotente si et seulement si [α, β] est fini.
Dans la suite, sauf mention du contraire, les syste`mes de racines conside´re´s seront toujours de type vectoriel. Ainsi,
l’existence d’un syste`me de racines φ sous-entend l’existence d’un R-espace vectoriel ~V tel que φ ⊂ ~V∗. On suppose
de plus φ a` base libre, c’est-a`-dire que toute base Π du syste`me de racines φ est aussi une base de l’espace vectoriel
sous-jacent ~V∗.
L’ensemble des ker(α), α ∈ φ est alors appele´ l’ensemble des murs de ~V , et pour toute racine α ∈ φ, il existe une
re´flexion dans Gl(~V), note´e rα, d’hyperplan fixe ker(α) qui pre´serve l’ensemble des murs de ~V . Le groupe engendre´
par ces rα est le groupe de Weyl de φ, note´ W(φ). Il existe une famille (α∨)α∈φ de vecteurs de ~V telle que pour tout
α ∈ φ, la re´flexion rα est donne´e par la formule rα(~v) = ~v − α(~v).α∨. On note pour tout α, β ∈ φ, 〈 α, β 〉 = β(α∨). On a
clairement 〈 α, α 〉 = 2.
Un syste`me de racines φ est dit re´duit si pour tout α ∈ φ, φ ∩ R.α = {±α}. Lorsque φ n’est pas re´duit, la seule
possibilite´ est en fait φ ∩ R.α = {±α,±2α} ou φ ∩ R.α = {±α,± 12α}. On notera alors φred = {α ∈ φ | 1/2α < φ}.
De´finition 2.1.1. Soit φ un syste`me de racines, et φ+ un syste`me positif dans φ. Soit G un groupe et (Uα)α∈φ une famille
de sous-groupes de G. On note T = ⋂α∈φ NG(Uα) l’intersection des normalisateurs des Uα, U+ = 〈 {Uα | α ∈ φ+} 〉 et
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U− = 〈 {Uα | α ∈ −φ+} 〉.
Le couple (G, (Uα)α∈φ) est appele´ une donne´e radicielle de type φ si :
– (DR1) : Chaque Uα est un sous-groupe de G non trivial.
– (DR2) : Pour toute paire pre´nilpotente de racines {α, β}, le groupe [Uα,Uγ] des commutateurs de Uα et Uγ est
inclus dans
〈 {
Uγ | γ ∈]α, β[
} 〉
.
– (DR3) : Si α ∈ φ et 2α ∈ φ, alors U2α est inclus strictement dans Uα.
– (DR4) : Pour tout α ∈ φ, et tout u ∈ Uα \ {e}, il existe u′, u′′ ∈ U−α tels que n(u) := u′uu′′ conjugue chaque
Uβ, β ∈ φ en Urα.β. De plus, les diffe´rents n(u) peuvent eˆtre choisis de sorte que pour tout u, v ∈ Uα \ {e},
n(u).T = n(v).T.
– (DR5) : T.U+ ∩ U− = {e}.
Cette donne´e radicielle est dite ge´ne´ratrice si de plus :
– (DRG) : G est engendre´ par T et les Uα.
Enfin, lorsque le syste`me de racines φ est fini, on dira que D est de type fini.
Remarques:
– C’est la de´finition utilise´e dans [Rou06], 1.5, elle e´quivaut a` la de´finition de ”donne´e radicielle jumele´e entie`re”
de [Re´02] 6.2.5. Dans la terminologie de [Re´02], le qualificatif ”entie`re” sert a` indiquer que le syste`me de
racines est de type vectoriel. La de´finition d’une donne´e radicielle pour un syste`me de racines ge´ome´triques est
exactement la meˆme, a` ceci pre`s que la de´finition d’un intervalle de racines utilise´e en (DR2) a change´, et que
(DR3) devient inutile.
Le qualificatif ”jumele´” sert quand a` lui a` se rappeler que dans le cas ou` φ est infini, cette donne´e radicielle
me`nera a` un immeuble jumele´. Il n’a aucune signification formelle, ce qui explique son omission ici.
Signalons enfin que c’est la notion ge´ome´trique de donne´e radicielle qui est de´finie dans [AB08].
– Dans [BT72], la classe n(u)T , u ∈ Uα est note´e Mα. La condition (DR4) y est exprime´e avec les Mα plutoˆt que
les n(u).
Lorsque D = (G, (Uα)α∈φ) est une donne´e radicielle, on notera toujours T = ⋂α∈φ NG(Uα) comme dans la
de´finition, c’est le tore maximal associe´ a` D. On prouve que les e´le´ments n(u) dans (DR4) sont uniques, on peut donc
conserver la notation n(u). On note enfin N le sous-groupe de G engendre´ par ces e´le´ments et par T . On prouve facile-
ment que n(u−1) = n(u)−1, que pour tout m ∈ N, n(mum−1) = mn(u)m−1, et que si u′ et u′′ sont tels que n(u) = u′uu′′,
alors n(u) = n(u′) = n(u′′) (la preuve de ce dernier point sera rappele´e en 3.1.11).
On prouve que N est le normalisateur de T de`s que la condition ”(CENT)” de´finie dans [Re´02] 1.2.5 est ve´rifie´e.
Cette condition s’exprime ainsi :
(CENT ) : ∀α ∈ φ, ZUα (T ) = {e} .
Cette condition est ve´rifie´e par tous les groupes de Kac-Moody sur un corps de cardinal au moins 4 (voir infra), et nous
verrons qu’elle l’est aussi pour tous les groupes munis d’une donne´e radicielle ”value´e” (voir 2.2). On la supposera
toujours vraie dans la suite.
Le groupe quotient N/T s’identifie au groupe de Weyl du syste`me de racine φ en associant pour tout u ∈ Uα \ {e},
n(u).T a` la re´flexion rα.
Le groupe T et tous ses conjugue´s sont appele´s les tores maximaux de G, avec un abus de langage puisque leur
de´finition de´pend en fait de la donne´e radicielle D. Si T ′ = gTg−1 est un tore maximal, on note N(T ′) = gNg−1 son
normalisateur. On note aussi g.~V et gφ ⊂ (g~V)∗ l’espace vectoriel et le syste`me de racines abstraitement isomorphes a`
~V et φ via les applications ~v 7→ g.~v et α 7→ gα. Si g′ ∈ G est un autre e´le´ment tel que T ′ = g′Tg′−1, alors g−1g′ ∈ N
donc g−1g′ agit sur ~V et sur φ, on peut donc identifier g′~V a` g~V et g′φ a` gφ via g′.~v 7→ g.(g−1g′)~v et g′α 7→ g(g−1g′).~v.
Pour tout α ∈ φ, on note enfin Ugα = gUαg−1, ceci est compatible a` l’identification gφ = g′φ. Alors (G, (Ugα)gα∈gφ) est
encore une donne´e radicielle.
5
Dans la suite, on e´vitera de particulariser la donne´e radicielle (G, (Uα)α∈φ) (correspondant au tore T ), on conside´rera
plutoˆt que G est muni d’une classe d’e´quivalence, pour la conjugaison, de donne´es radicielles. Pour chaque tore T on
notera φ(T ) ⊂ ~V(T )∗ le syste`me de racine et (Uα)α∈φ(T ) les groupes radiciels correspondants.
Si D = (G, (Uα)α∈φ) est une donne´e radicielle, pour toute partie ψ de φ, on notera G(ψ) = 〈 {Uα | α ∈ ψ} 〉. Ainsi,
lorsque D est ge´ne´ratrice, on a G = T.G(φ).
Par de´finition meˆme, un groupe de Kac-Moody de´ploye´ admet une donne´e radicielle. Et c’est un des buts de [Re´02]
que de prouver que c’est encore le cas pour une classe de groupes de Kac-Moody plus ge´ne´rale. Le terme employe´
dans [Re´02] pour qualifier ces groupes est ”presque de´ploye´”.
Proposition 2.1.2. Si G est un groupe de Kac-Moody de´ploye´ ou presque de´ploye´, alors il admet une donne´e radicielle
de type un syste`me de racine φ vectoriel a` base libre (comme ci-dessus). Si K est un corps de cardinal au moins 4,
alors G(K) ve´rifie la condition (CENT).
Re´fe´rence : [Re´02] 8.4.1. 
2.1.2 L’immeuble d’une donne´e radicielle
Une donne´e radicielle permet de de´finir un immeuble vectoriel. On notera dans la suite ~I l’immeuble obtenu a`
partir de la donne´e radicielle (G, (Uα)α∈φ), ou plutoˆt sa re´alisation ge´ome´trique (voir [Re´02] chapitre 5). De`s que φ est
infini, il s’agit en fait de la re´union de deux immeubles jumele´s comme de´finis dans [Abr96].
Ses appartements sont en bijection avec les tores maximaux de G. L’appartement correspondant a` un tore maximal
T est inclus dans le R-espace vectoriel ~V(T ) tel que φ(T ) ⊂ ~V(T )∗. Le choix d’une base Π de φ(T ) de´finit un coˆne
~C = ~CΠ =
{
x ∈ ~V(T ) | α(x) > 0, ∀α ∈ Π
}
, c’est la chambre positive relative a` Π. Les ensembles obtenus en remplac¸ant
certaines des ine´galite´s > 0 par des e´galite´s = 0 dans la de´finition de ~C sont les facettes de ~C. La re´union des facettes
de ~C est donc l’adhe´rence ~C de ~C. L’appartement ~A(T ) est alors W(φ(T )). ~C ∪W(φ(T )).(− ~C) ⊂ ~V(T ), ses facettes sont
les ±w ~f , pour w ∈ W(φ(T )) et ~f une facette de ~C. Les chambres sont les facettes de dimension maximales, donc les
images de ± ~C par un w ∈ W(φ(T )), et les cloisons sont les facettes de codimension 1. C’est un coˆne, re´union de deux
coˆnes convexes ~A+(T ) = W(φ(T )). ~C et ~A−(T ) = −~A+(T ). Le coˆne positif ~A+(T ) est appele´ le coˆne de Tits. Chacun de
ces deux coˆnes convexes, avec sa structure de facettes, est un complexe de Coxeter pour W(T ).
L’inte´rieur, note´ ~Asph, de ~A(T ) dans ~V(T ) est une re´union de facettes, appele´es les facettes sphe´riques. Ce sont
pre´cise´ment les facettes dont le fixateur dans W(φ(T )) est fini. Les chambres et les cloisons sont toujours sphe´riques,
leur fixateur dans W(φ(T )) e´tant respectivement {e} et un groupe d’ordre 2.
On pourra noter le groupe de Weyl W(φ(T )) par W(T ), ou W(~A(T )) pour rappeler qu’il s’agit du groupe de Weyl
”vectoriel”.
L’immeuble ~I est obtenu en collant les ~A(T ) pour tous les tores maximaux T . Ces appartements sont permute´s
transitivement par G, selon la formule g. ~A(T ) = ~A(gTg−1) ([Re´02] 2.6.2). En conse´quence, N(T ) est le stabilisateur de
~A(T ). Pour α ∈ φ, u ∈ Uα, l’e´le´ment n(u) agit sur ~A(T ) comme la re´flexion selon le mur ker(α). Le groupe T quand a`
lui est le fixateur de ~A(T ). L’ensemble des facettes de ~I muni de la relation d’ordre ”eˆtre dans l’adhe´rence de” est un
complexe simplicial, c’est un immeuble au sens abstrait.
Pour toute racine α ∈ φ(T ), ~D(α) :=
{
x ∈ ~A(T ) | α(x) ≥ 0
}
est le demi-appartement dirige´ par α. Le groupe Uα fixe
ce demi-appartement, et est simplement transitif sur les appartements le contenant.
Si on fixe un tore maximal T , et une base de φ(T ), on de´finit ~I+ = G. ~A+(T ) et ~I− = G. ~A−(T ). Ce sont deux immeubles
au sens classique. Lorsque φ est fini, ils coı¨ncident. Lorsque φ est infini, leur intersection ne contient que des facettes
non sphe´riques, et contient toujours {0}. Le de´coupage ~I = ~I+ ∪ ~I− est inde´pendant des choix de T et de la base de
φ(T ), mais ~I+ et ~I− sont e´change´s si on remplace par exemple une base de φ(T ) par son oppose´e. Ces deux immeubles
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sont jumele´s.
Pour toute partie ~Ω d’un appartement ~A, on note Cl~A(~Ω) son enclos, il s’agit de l’intersection de tous les demi-
appartements de ~A contenant ~Ω. Une partie e´gale a` son enclos sera dite close. On verra (2.1.4) que l’enclos d’une partie
~Ω est ge´ne´ralement inde´pendant de l’appartement ~A la contenant conside´re´, et on pourra e´liminer l’indice ~A dans la
notation Cl~A(~Ω).
Lorsque ~C et ~D sont deux chambres de meˆme signe, on peut de´finir leur distance (a` valeur dans N, pour l’usage
qu’on en aura). Lorsque ~C et ~D sont de signe oppose´, on de´finit leur codistance. Celle-ci est nulle si et seulement si ~C
et ~D sont oppose´es, c’est-a`-dire si ~C = −~D dans un certain appartement ~A les contenant. Dans ces conditions, on note
~C = op~A(~D).
Lorsque ~f est une facette sphe´rique de ~I, on peut de´finir la projection sur ~f ([Abr96] I.4). On commence par la
de´finir pour les chambres de ~I : si ~C est une chambre de ~I, alors sa projection sur ~f , note´e pr ~f ( ~C) est l’unique chambre
de ~f ∗ qui est a` distance minimale (si ~C et ~f sont de meˆme signe) ou a` codistance maximale (dans le cas contraire) de
~C. Ensuite, si ~g est une facette quelconque, on pose pr ~f (~g) =
⋂
~C∈ ~f ∗ pr ~f ( ~C). Insistons sur le fait que la projection sur
une facette ~f n’est de´finie que lorsque ~f est sphe´rique. (Lorsque ~f n’est pas sphe´rique, elle est en fait quand meˆme
de´finie pour les facettes ~g de meˆme signe que ~f .)
On prouve que si ~f et ~g sont dans un appartement ~A, alors pr ~f (~g) ⊂ ~A (voir [Abr96], I.4, corollaire 3). On peut
alors donner une caracte´risation ge´ome´trique de pr ~f (~g) :
Proposition 2.1.3. Soient ~f une facette sphe´rique et ~g une facette quelconque alors pr ~f (~g) est la plus grande facette
de ~f ∗ incluse dans Cl~A( ~f ∪ ~g).
De plus, pr ~f (~g) est l’intersection de ~f ∗ et de tous les murs de ~A contenant ~f ∪ ~g.
De´monstration: Pour tout demi-appartement ~D contenant ~f ∪ ~g, il existe un appartement ~B tel que ~D = ~A ∩ ~B.
Comme on vient de le rappeler, pr ~f (~g) ⊂ ~A ∩ ~B = ~D. On prouve ainsi que pr ~f (~g) ⊂ Cl( ~f ∪ ~g).
La premie`re assertion de´coule alors de la deuxie`me, montrons celle-ci. Soit M l’ensemble des murs de ~A contenant
~f ∪ ~g. Soit ~M ∈ M , soient ~C et ~D les deux chambres de ~g∗ ∩ ~A ayant une cloison commune dans ~M. Alors ~M ne peut
se´parer ~C de pr ~f ( ~C), ni ~D de pr ~f (~D) sans quoi ~C serait plus proche (ou a` codistance plus grande) de r ~M .pr ~f ( ~C) que de
pr ~f ( ~C). Alors pr ~f (~g) ⊂ pr ~f ( ~C) ∩ pr ~f (~D) ⊂ ~M.




Pour l’autre inclusion, soit ~M un mur contenant pr ~f (~g), montrons que ~M ∈ M . Il existe deux chambres ~C et ~D de
~g∗ ∩ ~A telles que ~M se´pare pr ~f ( ~C) de pr ~f (~D). Comme pre´ce´demment, ~M ne peux se´parer ~C ni ~D de leur projections
sur ~f et par conse´quent, ~M se´pare ~C de ~D. Donc ~M ⊃ ~C ∩ ~D ⊃ ~g. 
Pour toute partie ~Ω d’un appartement ~A(T ), on note P(~Ω) son fixateur dans G, c’est le sous-groupe parabolique de
G associe´ a` ~Ω. Rappelons les proprie´te´s essentielles de ces groupes :
Proposition 2.1.4.
1. Si ~f et ~g sont deux facettes d’un appartement ~A(T ), alors G = P( ~f ).N(T ).P(~g). Lorsque ~f et ~g sont de meˆme
signe, cette de´composition est dite de Bruhat, sinon de Birkhoff. Ceci entraine que pour toutes facettes ~f et ~g de
~I, il existe un appartement les contenant.
Si ~f = ±~g, et si ~f est une chambre, on a une de´composition plus pre´cise : G = ⊔n∈N(T ) U( ~f )nU(~g), et pour tout
t ∈ T il y a e´criture unique dans la double classe U( ~f )tU(~g).
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2. Soit ~Ω une partie de ~A(T ) incluse dans ~A+(T ), incluse dans ~A−(T ) ou rencontrant ~A+(T )sph et ~A−(T )sph. Alors⋂
~f∈~Ω N(T ).P( ~f ) = N(T ).P(~Ω), ce qui signifie qu’entre deux appartements contenant ~Ω existe un isomorphisme
induit par un e´le´ment de G fixant ~Ω. Autrement dit, le groupe P(~Ω) est transitif sur les appartements contenant ~Ω.
3. Soit ~Ω une partie de ~A(T ) incluse dans ~A(T )+, incluse dans ~A(T )−, ou rencontrant ~A+(T )sph et ~A−(T )sph. Alors
P(~Ω) = P(Cl(~Ω)).
Au vu du point 2, ceci signifie que l’intersection de deux appartements ~A et ~B est une partie close dans chacun
des appartements ~A et ~B si elle est incluse dans ~A+, ou dans ~A−, ou si elle rencontre ~Asph.
De´monstration:
1. Voir [Re´02] partie 1. On prouve qu’un groupe muni d’une donne´e radicielle est e´galement muni d’une ”BN-paire
raffine´e” en 1.5.4, puis qu’un tel groupe ve´rifie une version plus pre´cise que celle e´nonce´e ici de la de´composition
de Bruhat en 1.2.3 et de la de´composition de Birkhoff en 1.2.4.
De´duisons-en la version ge´ome´trique : soient ~f et ~g deux facettes de ~I, soit ~A(T ) un appartement contenant ~f et
h. ~A(T ), avec h ∈ G, un appartement contenant ~g (h et ~A(T ) existent car ~I est la re´union de ses appartements, et
car G permute ces derniers transitivement). On utilise alors la de´composition de Bruhat/Birkhoff dans l’appar-
tement ~A(T ) avec les facettes h−1~g et ~f : il existe p ∈ P(h−1~g), n ∈ N(T ) et q ∈ P( ~f ) tels que h = qnp. Alors
l’appartement q. ~A(T ) contient ~f ∪ ~g.
2. La version ge´ome´trique de ce re´sultat est prouve´e dans [AB08], 6.73 lorsque ~Ω est l’adhe´rence d’une re´union
de chambres. Elle est de plus connue si ~Ω ⊂ A+ ou ~Ω ⊂ A− ([AB08] 4.5).
´Etudions le cas ge´ne´ral, ou` ~Ω rencontre ~A+
sph et ~A
−
sph. Soit ~B un autre appartement contenant ~Ω, soient ~f et ~g
des facettes maximales de ~A+ ∩ ~B+ et ~A− ∩ ~B−, respectivement. Soit ~C une chambre de ~A contenant ~f dans son
adhe´rence, et ~D une chambre de ~B contenant ~g dans son adhe´rence. Il existe un appartement ~Z contenant ~C ∪ ~D.
On sait que ~Z+ ∩ ~A+ est une partie close (??) contenant la chambre ~C, donc c’est l’adhe´rence d’un ensemble de
chambres. Du coˆte´ ne´gatif, comme ~g est une facette sphe´rique incluse dans ~Z− ∩ ~A−, ce dernier ensemble est
clos et contient la chambre pr~g( ~C). Il s’agit donc e´galement de l’adhe´rence d’un ensemble de chambres. Donc
~A∩ ~Z est l’adhe´rence d’un ensemble de chambres, et par [AB08], 6.73, il existe g1 ∈ G tel que g. ~A = ~Z, et g fixe
~C, donc ~f , et ~g.
De meˆme, il existe g2 ∈ G tel que g.~Z = ~B et g2 fixe ~f ∪ ~g. Au final, g2g1 fixe ~f ∪ ~g et envoie ~A sur ~B. Par ??,
g2g1 fixe alors ~A+ ∩ ~B+ et ~A− ∩ ~B−. En particulier g2g1 fixe ~Ω.
Pour en de´duire la version alge´brique du re´sultat, si g ∈ ⋂ ~f∈~Ω N.P( ~f ), posons ~B = g. ~A, et soit g2g1 ∈ P(~Ω)
comme ci-dessus, alors g−1g2g1. ~A = ~A donc g−1g2g1 ∈ N et g ∈ N.P(~Ω).
3. Encore une fois, ceci est classique lorsque ~Ω ⊂ ~A± (voir ??), on peut donc supposer que ~Ω contient des points
sphe´riques positifs et ne´gatifs. On peut aussi supposer que ~Ω contient Cl(~Ω ∩ ~A+) et Cl(~Ω ∩ ~A−), en particulier
~Ω est l’adhe´rence d’une re´union de facettes sphe´riques.
Lorsque ~Ω est une partie ”e´quilibre´e” (c’est-a`-dire une re´union finie de facettes sphe´riques en contenant au
moins une positive et une ne´gative), on a P(~Ω) = T.G(φ(~Ω)) (voir [Re´02], chapitre 6, ceci sera de´taille´ un peu
au paragraphe suivant). Chaque groupe radiciel Uα, α ∈ φ(~Ω) fixe un demi-appartement contenant ~Ω, donc fixe
aussi Cl(~Ω).
Si ~Ω est l’adhe´rence d’un ensemble de chambres, alors Cl(~Ω) est la plus petite partie de ~A ferme´e et stable par
projection sur ses cloisons ([AB08] 5.193, ou` une partie convexe est par de´finition un ensemble de chambres
stable par projection sur ses cloisons inte´rieures). Si ~f et ~g sont deux facettes sphe´riques de signes oppose´s,
alors ~f ∪ ~g est une partie e´quilibre´e, et le paragraphe pre´ce´dent montre que P( ~f ∪ ~g) fixe Cl( ~f ∪ ~g), qui contient
pr ~f (~g). Il est alors e´vident que P(~Ω) fixe P(Cl(~Ω)).
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Pour traiter le cas ge´ne´ral, on reprend la de´monstration de [AB08] 5.193. On commence par le
Lemme 2.1.5. Soit C une partie close de ~A+ ou de ~A− contenant un point sphe´rique. Alors C est l’intersection
des demi-appartements contenant C et dont le bord contient C ou une cloison sphe´rique de C .
Remarque: Une cloison de C est par de´finition une facette de codimension 1 dans C .
Preuve du lemme: Supposons par exemple C ⊂ ~A+. Soit ~f une facette de ~A+ \ C , montrons qu’il existe un
demi-appartement comme dans l’e´nonce´ qui se´pare ~f de C . Soit ~c une chambre de C , a` distance minimale de
~f (rappelons qu’une partie close d’un syste`me de Coxeter est un complexe de chambre, d’apre`s ??), ~c est donc
une facette sphe´rique de ~A+.
Supposons dans un premier temps que pr~c( ~f ) , ~c. Soit ~M un mur contenant ~c, et donc C , mais pas pr~c( ~f ), il ne
contient alors pas ~f . Le demi-appartement de´limite´ par ~M et ne contenant pas ~f est comme requis dans l’e´nonce´,
contient C et pas ~f .
Supposons a` pre´sent que pr~c( ~f ) = ~c. Il existe alors une unique cloison ~m de ~c a` distance minimale de ~f .
Remarquons que puisque C est ferme´, ~f 1 ~c, donc pr~m( ~f ) est une facette de meˆme dimension que ~c, diffe´rente
de ~c, et incluse dans Vect~A(~c). Sachant que ~c est sphe´rique donc dans l’inte´rieur du coˆne de Tits, tout point de
~m est dans un segment ouvert reliant un point de pr~m( ~f ) et un point de ~c, donc ~m est dans l’inte´rieur du coˆne de
Tits, donc ~m est une cloison sphe´rique de C . Soit ~M un mur contenant ~m et pas ~c, soit ~D le demi-appartement
de´limite´ par ~M contenant ~c, alors ~D contient C , sans quoi pr~m( ~f ) serait dans C , contredisant la de´finition de ~c.
De plus, ~f 1 ~D. 
On montre alors la version ge´ome´trique du point 3. Soit ~B un appartement tel que ~A ∩ ~B contient des points
sphe´riques positifs et ne´gatifs. Soit ǫ un signe. La partie C ǫ := ~Aǫ ∩ ~Bǫ est close dans ~Aǫ , c’est l’intersection
des demi-appartements la contenant et dont le bord contient C ǫ ou une cloison sphe´rique de C ǫ . Notons Dǫ cet
ensemble de demi-appartements. Soit ~D ∈ Dǫ , et ~m une chambre ou une cloison sphe´rique de C incluse dans
∂~D. Comme ~A ∩ ~B est stable par projection, et que la projection sur ~m est bien de´finie puisque ~m est sphe´rique,
C ǫ contient tous les pr~m(d) pour d une facette de ~A−ǫ ∩ ~B−ǫ . Et ceci entraine que ~D contient ~A−ǫ ∩ ~B−ǫ .
On prouve ainsi que Cl(~A∩ ~B) est e´gal a` l’intersection des demi-appartements de D+∪D−, puis que Cl(~A∩ ~B) =
C+ ∪ C− ⊂ ~A ∩ ~B.
Pour en de´duire la version alge´brique du re´sultat, soit g ∈ P(~Ω), posons ~B = g. ~A. Par le point 2, il existe
h ∈ P(~A ∩ ~B) tel que h. ~A = ~B, donc g−1h ∈ N(~Ω). Or N(~Ω) = N(Cl(~Ω)), et Cl(~Ω) ⊂ ~A ∩ ~B d’ou` h ∈ P(Cl(~Ω)).
Au final, on obtient bien g ∈ P(Cl(~Ω)).

2.1.3 De´composition de Le´vi
On se re´fe`re ici a` [Re´02] chapitre 6. On fixe dans ce paragraphe un tore T , et on note ~A = ~A(T ) et φ = φ(T ).
Soit ~Ω une partie de ~A. On note :
– φu(~Ω) =
{




α ∈ φ | α(~Ω) = 0
}
– φ(~Ω) = φu(~Ω) ⊔ φm(~Ω) =
{
α ∈ φ | α(~Ω) ≥ 0
}
.
L’ensemble de racines φm(~Ω) est un sous-syste`me de racines de φ. Lorsque ~Ω contient un point sphe´rique, il est fini.
On de´finit ensuite les sous-groupes de P(~Ω) suivants :
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– M~A(~Ω), le facteur de Le´vi de P(~Ω) par rapport ~A :
Il est de´finit par M~A(~Ω) := FixG(Vect~A(~Ω)) = FixG(~Ω ∪ op~A(~Ω)). Il est d’apre`s 2.1.4 transitif sur les appar-
tements contenant Vect~A(~Ω). Si ~Ω est une facette ou si elle contient une facette sphe´rique, alors M~A(~Ω) =
〈T,
{
Uα | α ∈ φm(~A)(~Ω)
}
〉 = T.G(φm(~Ω)). Enfin, le couple (M(~Ω), (Uα)α∈φm(~Ω)) est une donne´e radicielle de
syste`me de racines φm(~Ω), voir [Re´02] 6.2.3. En particulier, lorsque ~Ω contient un point sphe´rique, φm(~Ω) est un
syste`me de racines fini, et M(~Ω) est muni d’une donne´e radicielle de type fini.
– U(~Ω), le facteur unipotent de P(~Ω) :
C’est le sous-groupe distingue´ de P(~Ω) engendre´ par G(φu(~Ω)) =
〈 {
Uα | α ∈ φu(~A)(~Ω)
} 〉
. Il est donc inde´pendant
de l’appartement ~A contenant ~Ω conside´re´. Si ~Ω contient un point sphe´rique positif et un point sphe´rique ne´gatif,
il admet la de´composition avec e´criture unique : U(~Ω) = ∏α∈φu(~A)(~Ω) Uα, quel que soit l’ordre des facteurs. En
particulier, on a alors U(~Ω) = G(φu(~Ω)). Lorsque ~Ω est une chambre, U(~Ω) = G(φu(~Ω)), et lorsque ~Ω est une
facette, U(~Ω) est l’intersection des U( ~C) pour ~C les chambres de ~A contenant ~Ω dans leur adhe´rence. On prouve
enfin que si ~Ω est une facette sphe´rique, U(~Ω) = U( ~C) ∩ U(~D) de`s que ~C et ~D sont deux chambres oppose´es
dans ~Ω∗ ∩ ~A.
Une partie e´quilibre´e dans ~I est une partie d’appartement qui contient des points positifs et ne´gatifs et qui est
recouverte par un nombre fini de facettes sphe´riques (e´ventuellement ferme´es).
Dans le cas ou` ~Ω est soit une facette soit une partie e´quilibre´e de ~A, P(~Ω) admet une de´composition de Le´vi
([Re´02], 6.2.2 et 6.4.1) :
P(~Ω) = M~A(~Ω) ⋉ U(~Ω)
Une extension vectorielle de ~Ω est une partie de ~I de la forme Vect~B(~Ω) pour un appartement ~B contenant ~Ω. La
de´composition de Le´vi peut aussi s’exprimer en disant que U(~Ω) est simplement transitif sur les extensions vectorielles
de ~Ω.
2.2 Valuation d’une donne´e radicielle
A l’exemple de [BT72], on ajoute maintenant une structure supple´mentaire a` notre donne´e radicielle qui permet
de rendre compte, dans le cas d’un groupe sur un corps local, de la valuation du corps.
De´finition 2.2.1. Soit φ un syste`me de racines. Soit (G, (Uα)α∈φ) une donne´e radicielle et pour tout α ∈ φ soit ϕα une
fonction de Uα dans R ∪ {∞}. Pour tout λ ∈ R on note Uα,λ = ϕ−1α ([λ,∞]).
On dit que la famille (ϕα)α∈φ est une valuation de la donne´e radicielle (G, (Uα)α∈φ), ou que (G, (Uα, ϕα)α∈φ) est une
donne´e radicielle value´e si :
– (V0) : ∀α ∈ φ, ϕα(Uα) a au moins trois e´le´ments.
– (V1) : Pour tout α ∈ φ et λ ∈ R, Uα,λ est un sous-groupe de Uα, et Uα,∞ = {e}.





= ϕβ(v) − 〈α, β〉ϕα(u)
– (V2.2) : Pour tout α ∈ φ, pour tout t ∈ T, Uα \ {e} → Λ
v 7→ ϕα(v) − ϕα(tvt−1) est constante.
– (V3) : Pour toute paire pre´nilpotente de racines {α, β}, pour tous λ, µ ∈ R :
[Uα,λ,Uβ,µ] ⊂
〈 {
Upα+qβ,pλ+qµ | p, q ∈ N∗ et pα + qβ ∈ φ
} 〉
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– (V4) : Si α ∈ φ et 2α ∈ φ alors ϕ2α est la restriction de ϕα a` U2α.
Lorsque (G, (Uα, ϕα)α∈φ) est une donne´e radicielle value´e, on garde la notation Uα,λ qu’on vient d’introduire.
Si de plus pour tout α ∈ φred, 0 ∈ ϕα(Uα), on dit que ϕ est une valuation spe´ciale.
Remarques:
– Soit α ∈ φ, et u ∈ Uα \ {e}. Par (V1), on voit que ϕα(u) = ϕα(u−1), et par (V2.1) on obtient ϕ−α(n(u).u.n(u)−1) =
−ϕα(u).
– Avec (V0) et (V2.1), on voit qu’il existe un sous groupe de R non trivial Λ tel que φα(Uα) + Λ = φα(Uα).
L’ensemble des valuation de D est muni d’une action de ~V : pour tout ~v ∈ ~V et ϕ une valuation de D, on de´finit
ϕ + ~v par ∀α ∈ φ, u ∈ Uα, (ϕ + ~v)α(u) = ϕα(u) + α(~v). Il est imme´diat de ve´rifier que ϕ + ~v est encore une valuation
de D. Deux valuations ϕ et ϕ′ telles qu’il existe ~v ∈ ~V tel que ϕ = ϕ′ + ~v sont dites e´quipollentes. Soit ϕ une valuation
quelconque. Le fait que φ engendre ~V∗ entraine que l’action de ~V sur l’ensemble ϕ + ~V des valuations e´quipollentes a`
ϕ est simplement transitive, donc ϕ + ~V est un espace affine sous ~V .
Si Π est une base de φ, il s’agit aussi d’une base de ~V et on peut donc trouver ~v ∈ ~V tel que pour tout α ∈ φ,
0 ∈ ϕα(Uα) + α(~v). En utilisant (V2.1), on ve´rifie alors que cette relation reste vraie pour tout α ∈ φred. Ainsi, ϕ + ~v
est une valuation spe´ciale e´quipollente a` ϕ. On peut donc toujours se ramener a` une valuation spe´ciale, a` e´quipollence
pre`s.
Notons enfin que pour tout g ∈ G, la famille de fonction g.ϕ de´finie par ∀α ∈ g.φ, ∀u ∈ Uα, (g.ϕ)α(u) =
ϕg−1α(g−1ug) est une valuation de la donne´e radicielle g.D.
Dans la de´finition de la valuation d’une donne´e radicielle finie de [BT72], ou meˆme dans la de´finition de la va-
luation d’une donne´e radicielle quelconque de [Rou06], l’axiome (V2) est beaucoup plus faible que celui pre´sente´ ici.
Par contre on ajoute un cinquie`me axiome a` savoir :
(V5) : Pour tout α ∈ φ, pour tout u ∈ Uα \ {e}, pour tous u′, u′′ ∈ U−α tels que n(u) = u′uu′′, alors −ϕα(u) =
ϕ−α(u′) = ϕ−α(u′′).
On prouvera (en 3.1.11) que pour une donne´e radicielle finie, la de´finition pre´sente e´quivaut a` celle de [BT72],
autrement dit que d’une part l’axiome (V2) pre´sente´ ici est conse´quence de sa version faible et de (V0), (V1), (V3),
(V4), (V5), et que d’autre part (V5) de´coule des (V0)...(V4) ci-dessus. Dans le cas ou` φ est infini, l’auteur n’a pas pu
se passer de la version forte de (V2).
Proposition 2.2.2. Soit D = (G, (Uα)α∋φ) une donne´e radicielle admettant une valuation ϕ = (ϕα)α∈φ. Alors D ve´rifie
la condition (CENT).
De´monstration: Soit α ∈ φ, u ∈ Uα \{e}. Nous devons trouver t ∈ T tel que utu−1 , t. Par (V0), il existe v ∈ Uα \{e}
tel que ϕα(u) , ϕα(v). Posons t = n(u)n(v), il est clair par (DR4) que t normalise chaque Uβ, donc t ∈ T . Montrons
que t−1ut , u. On calcule ϕα(t−1ut) en utilisant deux fois (V2.1) :
ϕα(n(v)−1n(u)−1.u.n(u)n(v)) = ϕ−α(n(u)−1un(u)) − 〈 −α, α 〉ϕα(v)
= ϕα(u) − 〈 α, α 〉ϕα(u) + 2ϕα(v) = 2ϕα(v) − ϕα(u)
, ϕα(u)
Donc t−1ut , u. 
Proposition 2.2.3.
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1. Soit G un groupe de Kac-Moody de´ploye´, soit K un corps muni d’une valuation non triviale ̟ : K → R ∪ {∞}.
Alors il existe une valuation (ϕα)α∈φ de la donne´e radicielle (G(K), (Uα(K))α∈φ), elle est de´finie par ϕα(uα(k)) =
̟(k), ou` (uα)α∈φ est un syste`me de Chevalley pour φ.
2. Soit D = (G, (Uα)α∈φ) une donne´e radicielle avec φ un syste`me de racines fini. Soit ϕ = (ϕα)α∈φ une valuation
de D au sens de [BT72] 6.2.1. Alors ϕ est aussi une valuation de D au sens pre´sent.
De´monstration:
Pour le cas Kac-Moody, on trouvera dans [Rou06] 2.2 des re´fe´rences qui prouvent toutes les conditions (Vx) sauf
(V2). Dans le cas d’un syste`me de racines fini, ces conditions sont les meˆme dans [BT72] et ici.
Il ne reste qu’a` e´tudier (V2). Cette condition de´coule rapidement de l’existence d’un espace affine muni d’une
action convenable de N (un appartement en fait). Expliquons comment sous forme d’un lemme :
Lemme 2.2.4. Soit φ ⊂ ~V∗ un syste`me de racines, et D = (G, (Uα)α∈φ) une donne´e radicielle. Soit ϕ = (ϕα)α∈φ une
famille de fonctions avec ∀α ∈ φ, ϕα : Uα → R ∪ {∞} et ϕ−1α {∞} = {e}.
On suppose qu’il existe un espace affine A sous ~V, un point o ∈ A et une action de N sur A par automor-
phismes affines telle que pour tout α ∈ φ et u ∈ Uα \ {e}, n(u) agit comme la re´flexion d’hyperplan M(α, ϕα(u)) :={
x ∈ A | α( ~ox) + ϕα(u) = 0} dont la direction est la re´flexion rα ∈ W(φ). Alors la famille ϕ ve´rifie (V2.1). Si de plus T
agit sur A par translation, alors ϕ ve´rifie (V2.2).
Preuve du lemme: On identifie les α ∈ φ a` des formes affines sur A par α(x) = α( ~ox). La valeur ϕα(u) est


















= n(u).n(v).n(u)−1, et l’ensemble de
ses points fixes est n(u).FixA(v). Il existe un point a ∈ Fix(n(u)) et un re´el x tel que a + x.α∨ ∈ Fix(n(v)) (si α et β sont
coline´aires, pour tout a ∈ Fix(n(u)) il existe un tel x, sinon il existe a ∈ Fix(n(u)) ∩ Fix(n(v)), alors x = 0 convient).
Alors n(u).(a + x.α∨) = a − x.α∨, on a donc :
−ϕα(u) = α(a) ,
−ϕβ(v) = β(a + x.α∨) = β(a) + x〈α, β〉 ,
et : − ϕrα .β(n(u).v.n(u)−1) = (rα.β)(a − x.α∨) = (β − 〈α, β〉α)(a − x.α∨)
= β(a) − 〈α, β〉α(a) − x〈α, β〉 + 2x〈α, β〉
= β(a) − 〈α, β〉α(a) + x〈α, β〉
= −ϕβ(v) + 〈α, β〉ϕα(u) .
Ceci prouve (V2.1). On proce`de de meˆme pour (V2.2) : soit α ∈ φ, u ∈ Uα \ {e} et t ∈ T . On ve´rifie facilement que
n(tut−1) = tn(u)t−1, c’est donc une re´flexion d’hyperplan M(α, ϕα(u)) + ~vt, si ~vt de´signe le vecteur de la translation
induite par t sur A. Alors ϕα(u) − ϕα(tut−1) = α(~vt) ne de´pend pas de u. 
Pour conclure la preuve de la proposition, dans les deux cas il existe un espace affine A muni d’une action de N
comme dans le lemme, voir [Rou06] partie 2 et [BT72] 6.2.10. 
3 Construction ge´ne´rale
On fixe pour toute cette partie une donne´e radicielle value´e ge´ne´ratrice D = (G, (Uα, ϕα)α∈φ), avec ϕ spe´ciale. On
rappelle que la condition (CENT) de [Re´02] 1.2.5 est alors ve´rifie´e d’apre`s 2.2.2, donc le normalisateur N(T ) d’un
tore maximal T est le groupe engendre´ par T et les n(u), u ∈ Uα, α ∈ φ(T ).
On construit un objet immobilier I de manie`re tout a` fait similaire a` [BT72] : on commence par de´finir pour
tout tore maximal T un appartement A(T ) muni d’une action de N(T ) ; on de´finit ensuite les sous-groupes, appele´s
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”parahoriques”, qui seront les fixateurs dans G des points de A ; et on de´finit finalementI comme quotient de G×A(T )
par la relation imposant que les sous-groupes parahoriques soient effectivement les fixateurs des points de A(T ).
3.1 L’appartement
On fixe un tore maximal T dans G. On de´finit dans ce nume´ro l’objet A(T ) qui sera l’appartement relatif a` T . Il
s’agit d’une re´union disjointe d’espaces affines sous ~V(T ) et certains de ses sous-espace vectoriels. Dans toute cette
partie, on notera φ = φ(T ), ~V = ~V(T ), ~A = ~A(T ) et N = N(T ).
3.1.1 Fac¸ades d’appartement
Soit Y(T ) un espace affine sous ~V . Un coˆne dans Y(T ) est une partie de Y(T ) de la forme f = x + ~f , ou` ~f est un
coˆne de ~V(T ). Le coˆne vectoriel ~f est uniquement de´termine´, c’est la direction de x+ ~f . Deux coˆnes de meˆme direction
sont dits paralle`les, on note g ∥ f . Lorsque g est paralle`le et inclus dans f , on dit que c’est un sous-coˆne paralle`le,
abre´ge´ en ”scp”.
On de´finit une relation d’e´quivalence ∼ (ou ∼T lorsqu’il faut pre´ciser) sur l’ensemble des coˆnes convexes de Y(T ).
Soient f = x + ~f et g = y + ~g, on pose :
f ∼ g ⇔ ( f ∥ g et f ∩ g , ∅) ⇔ ( f ∩ g contient un scp de f et de g ) ⇔ ( f ∥ g et ~xy ∈ Vect( ~f ))
Pour tout coˆne convexe ~f on note Y(T ) ~f l’ensemble des coˆnes dirige´s par ~f quotiente´ par ∼. C’est la fac¸ade de
Y(T ) de direction ~f . C’est un espace affine isomorphe a` Y(T )/Vect( ~f ), et l’action de ~V(T ) sur A passe au quotient sur
Y(T ) ~f .
Soit F (~A(T )) l’ensemble des facettes de ~A(T ), ce sont en particulier des coˆnes convexes de ~V(T ). L’appartement





On notera A(T ) ~f pour de´signer la fac¸ade Y(T ) ~f , et les fac¸ades de Y(T ) seront appele´es les fac¸ades de A(T ).
Les fac¸ades ainsi construites seront appele´es fac¸ades d’appartement, pour les distinguer des fac¸ades d’immeubles dont
la de´finition est a` venir. Lorsque a est un point de A(T ), on notera ~fa la direction de la fac¸ade le contenant. L’espace ~V
agit sur l’appartement A(T ) par translation et les orbites sont ses fac¸ades.
On note A(T )sph la re´union des fac¸ades sphe´riques de A(T ), c’est-a`-dire des fac¸ades de type une facette vectorielle
sphe´rique. On note aussi A(T )+, A(T )− la re´union des fac¸ades positives et ne´gatives, A(T )+
sph et A(T )−sph la re´union des
fac¸ades sphe´riques positives et ne´gatives. Dans la terminologie de [Rou06], A(T )+
sph et A(T )−sph sont les re´alisations de
Satake de deux appartements microaffines.
On de´finit une topologie sur A(T ), telle que les voisinages d’un point [x + ~f ] sont les :
V (U, ~f ) =
{
a ∈ A(T ) | un repre´sentant de a est inclus dans U + ~f
}
,
pour tous les voisinages U de x dans l’espace affine Y(T ). Cette topologie induit la topologie classique d’un espace
affine de dimension finie sur chaque fac¸ade et l’adhe´rence d’une fac¸ade A ~f est l’union des fac¸ades A~g pour ~f ⊂ ~g.
Cette topologie est se´pare´e, et si ~f est une facette sphe´rique, alors A ~f =
⋃
~g tq ~f⊂~g A~g est compact (??).
Comme les bases de φ sont des bases de ~V∗, la plus petite facette de ~A(T ) est {0}. La fac¸ade A(T ){0} = Y(T ) est
appele´e la fac¸ade principale de A(T ), c’est l’inte´rieur de A(T ). On la notera donc ˚A(T ), et on pourra oublier la notation
Y(T ).
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Si ~f et ~g sont deux facettes de ~A telles que ~f ⊂ Vect(~g), l’application pr~g :
A ~f → A~g
[a + ~f ] 7→ [a + ~g] est bien de´finie,
c’est la projection sur la fac¸ade A~g.





~f (Ω) + ~E, le sous-appartement engendre´ par Ω et ~E..














coupe toujours la fac¸ade principale.
Jusqu’a` la fin de 3.1, on notera A = A(T ).
3.1.2 Murs et demi-appartements
On fixe une origine o ∈ ˚A, et on identifie les formes line´aires sur ~V = ~˚A a` des formes affines sur ˚A qui s’annulent
en o, autrement dit on pose pour tout α ∈ φ et a ∈ A, α(a) := α( ~oa). Soit α ∈ φ une racine. Si ~f ∈ F est une facette
telle que α( ~f ) = 0, alors α de´finit encore une forme affine sur A ~f . Si α( ~f ) > 0, on dit que α prend la valeur ∞ sur A ~f .
Enfin si α( ~f ) < 0, on dit que α prend la valeur −∞ sur A ~f . De la sorte, α de´finit une fonction sur A, a` valeurs dans
R ∪ {±∞}.
Ces de´finitions permettent une caracte´risation pratique de la topologie de A :
Lemme 3.1.1. La topologie de A est engendre´e par les demi-espaces ouverts {x ∈ A | α(x) > a} pour a ∈ R et α ∈ φ.
Autrement dit, une suite xn tend vers une limite x si et seulement si ∀α ∈ φ, α(xn) → α(x).

Pour tout α ∈ φ et λ ∈ R, on pose M(α, λ) = {x ∈ A | α(x) + λ = 0} et D(α, λ) = {x ∈ A | α(x) + λ ≥ 0}. On notera
e´galement D(α,∞) = A. L’ensemble des M(α, λ) ainsi obtenus pour α ∈ φ et λ ∈ ϕα(Uα \ {e}) est l’ensemble des murs
de A ; l’ensemble des D(α, λ) correspondants est l’ensemble des demi-appartements de A.
Si M = M(α, λ) est un mur de A(T ), on notera ~M = ker(α) ⊂ ~V la direction de M, c’est un mur de ~A (ou plutoˆt sa trace
sur ~A est un mur de ~A). Lorsqu’une intersection de murs est re´duite a` un seul point, ce point est appele´ un sommet.
Lorsqu’un sommet est inclus dans un mur de chaque direction possible, c’est un sommet spe´cial. Par exemple o est un
sommet spe´cial (ceci est en fait e´quivalent a` la condition ”ϕ est spe´ciale”).






Un isomorphisme affine ψ entre les fac¸ades principales de deux appartements A(T ) et A(T ′) dont la partie vecto-
rielle pre´serve F induit une bijection, encore note´e ψ, entre A(T ) et A(T ′). Si cette bijection pre´serve l’ensemble des
murs, on dit que φ est un isomorphisme d’appartements. Remarquons qu’un isomorphisme d’appartements ainsi de´fini
ne pre´serve pas force´ment les types des facettes de ~A(T ) ni meˆme leur signe.
Pour tout mur M = M(α, λ), rM de´signe la re´flexion de direction rα qui fixe M ∩ ˚A. Elle induit un automorphisme
involutif de A(T ), qu’on appelle la re´flexion selon M.
Soit M un mur de A(T ) et ~f ∈ F . Alors M∩A(T ) ~f est soit vide, soit un hyperplan de A(T ) ~f . Ces hyperplans seront
appele´s les murs de A(T ) ~f .
On notera pour toute partie ou filtre Ω de A, et pour tout α ∈ φ, Uα(Ω) = {u ∈ Uα | Ω ⊂ D(α, ϕα(u))}. Par exemple,
Uα(∅) = Uα et Uα(A) = {e}. Pour toute partie ψ de φ, on notera aussi G(ψ,Ω) = 〈 {Uα(Ω) | α ∈ ψ} 〉. Enfin, G(Ω)
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de´signera G(φ,Ω).
Remarque: Dans [BT72], ˚A est par de´finition l’espace affine des valuations e´quipollentes a` ϕ. Il est isomorphe a`
celui de´fini plus haut via o + ~v 7→ ϕ + ~v. En particulier, la valuation ϕ est identifie´e au point o.
3.1.3 Parties closes
De´finition 3.1.2. Une partie close de A(T ) est une intersection finie de demi-appartements. L’enclos d’une partie ou
d’un filtre E de A(T ) est le filtre note´ Cl(E) engendre´ par les parties closes de A(T ) contenant E.
Remarques:
– Avec cette de´finition, Cl(∅) = ∅.
– Cette de´finition de partie close est plus restrictive que celle de [GR08], elle conduit donc a` des enclos plus
grands. En effet, dans [GR08], on autorise des demi-appartements dirige´s par des racines imaginaires, et une
intersection infinie de demi-appartements est close, pourvu que ces demi-appartements soient dirige´s par des
racines distinctes.
Si Ω est une partie de A, on notera ~Ω la re´union des directions des fac¸ades rencontre´es par Ω. Lorsque Ω est un
filtre, ~Ω sera la re´union des directions des fac¸ades rencontre´es par tous les e´le´ments de Ω.
Exemples 3.1.3.
1. Soit ~C une chambre de ~A et Ω = A ~C . Alors Cl(Ω) est le filtre des voisinages de Ω, ~Ω = ~C, et Cl(~Ω) =
−−−−→Cl(Ω) = ~C.
En effet tout e´le´ment du filtre Cl(Ω) contient des points de chaque fac¸ade dirige´e par une facette de ~C, meˆme si
Cl(Ω) ne contient aucun point d’aucune fac¸ade A ~f pour ~f ⊂ ∂ ~C.
2. Soit ~m une cloison de ~A, prenonsΩ = A~m ∪A−~m. Alors ~Ω = ~m∪−~m, et Cl(~Ω) est l’hyperplan contenant ~m. Mais
Cl(Ω) = A, donc −−−−→Cl(Ω) = ~A , Cl(~Ω). (Il suffit meˆme de prendre Ω = A~m ∪ {x} avec x un point de A−~m.)
3. Avec encore ~m une cloison de ~A, en prenant Ω = A~m, on obtient
−−−−→Cl(Ω) = ~m∗ , Cl(~Ω) = ~m. Ainsi meˆme en
restant dans A+ ou A− on n’a pas −−−−→Cl(Ω) = Cl(~Ω).
Proposition 3.1.4. Pour toute partie Ω de A, −−−−→Cl(Ω) est close. En conse´quence, −−−−→Cl(Ω) ⊃ Cl(~Ω).
De´monstration:
Soit ~f ⊂ Cl(−−−−→Cl(Ω)), montrons que ~f ⊂ −−−−→Cl(Ω). Il s’agit de prouver que tout e´le´ment du filtre Cl(Ω) contient un point de
A ~f . Soit donc D1 ∩ ... ∩ Dk ∈ Cl(Ω) une intersection finie de demi-appartements contenant Ω. Pour tout i, Cl(Ω) ⊂ Di
donc −−−−→Cl(Ω) ⊂ ~Di, donc ~f ⊂ ~Di. Si ~f est dans l’inte´rieur de ~Di, alors A ~f ⊂ Di. On peut donc, quitte a` retirer les Di






, qui contient bien au moins un point de A ~f si Ω , ∅. Le cas Ω = ∅ est trivial.. 
Le re´sultat suivant fournit une description plus ou moins constructive de la trace de l’enclos d’une partie Ω dans
une fac¸ade A ~f0 .
Proposition 3.1.5. Soit Ω une partie de A. Soit D l’ensemble des facettes de −−−−→Cl(Ω)). On effectue les ope´rations
suivantes sur Ω :
1. Pour chaque couple (a, ~g) tel que a ∈ Ω, ~g ∈ D et a est dans la fac¸ade A ~f avec ~f ⊂ Vect(~g), on rajoute pr~g(a) a`
Ω.
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2. Pour chaque couple (b, ~f ), avec b ∈ Ω, ~f ∈ D, tels que b est dans la fac¸ade A~g avec ~f ⊂ Vect(~g), on choisit
a ∈ pr−1
~g (b) ∩ A ~f et on rajoute a + ~g a` Ω.
Appelons Ω1(C1) l’ensemble ainsi obtenu, ou` C1 repre´sente les choix effectue´s a` chaque ope´ration 2. Si de nou-
veaux couples (a, ~g) ou (b, ~f ) ve´rifiant les conditions ci-dessus sont apparus, on effectue a` nouveau les ope´rations 1
et 2, et on note Ω2(C2) l’ensemble obtenu. On obtient ainsi par re´currence un ensemble Ωn(Cn) pour tout n ∈ N, on
note Ω∞(C) la re´union de tous ces ensembles, il de´pend de la suite C de tous les choix effectue´s a` chaque ope´ration 2.
Notons C l’ensemble de toutes les suites de choix possibles. Alors pour tout ~f0 ∈ F (~A(T )) :
Cl(Ω) ∩ A ~f0 =
⋂
C∈C
Cl(Ω∞(C) ∩ A ~f0 )
Ou plutoˆt, Cl(Ω) ∩ A ~f0 est le filtre engendre´ par les Cl(Ω∞(C) ∩ A ~f0 ), pour C ∈ C .
Remarque: Ceci signifie grosso modo que Cl(Ω) est la cloˆture de Ω sous les ope´rations 1, 2, et ”prendre la cloˆture
dans chaque fac¸ade”. La difficulte´ de re´daction vient du fait que l’ope´ration 2 n’est pas bien de´finie puisqu’elle de´pend
d’un choix.
De´monstration:
Pour montrer l’inclusion ” ⊃ ”, il suffit de ve´rifier que pour tout demi-appartement D contenant Ω, il existe un choix
C ∈ C tel que D ⊃ Ω∞(C). Ceci revient a` ve´rifier que si D contient une partie Θ, alors il contient toute partie obtenue
a` partir de Θ par une ope´ration 1, et que pour chaque couple (b, ~f ) ve´rifiant les conditions de 2, il existe un choix de
a ∈ pr−1
~g (b) tel que la partie obtenue par l’ope´ration 2 a` partir de Θ est encore incluse dans D. Ces ve´rifications sont
imme´diates.
Pour montrer l’autre inclusion, il faut prouver que si D est un demi-appartement, dirige´ par une racine α ∈ φm( ~f0),
contenant un Ω∞(C) ∩ A ~f0 , pour un C ∈ C , alors D ⊃ Ω. Soit donc D un tel demi-appartement, et supposons par l’ab-
surde qu’il existe ω ∈ Ω \ D. Soit ~g la direction de la fac¸ade contenant ω. Soit ~h = pr ~f0 (~g), en appliquant l’ope´ration 1
a` Ω avec le couple (ω,~h), on voit que pr~h(ω) ∈ Ω∞(C). Ensuite, en appliquant l’ope´ration 2 avec le couple (pr~h(ω), ~f0),
on voit que Ω∞(C) ∩ A ~f0 , et donc en particulier D, contient un coˆne de la forme a + ~h. Ceci entraine que α(~h) ≥ 0,
d’ou` α(~g) ≥ 0. D’autre part, α(~g) ≤ 0 sans quoi on aurait ω ∈ A~g ⊂ D. Ainsi, α(~g) = 0 : ~g, ~f0 et donc aussi ~h sont dans
ker(α). Donc α(ω) = α(pr~h(ω)) = α(a). Mais ceci contredit le fait que ω < D alors que a ∈ D. 
Corollaire 3.1.6. Soient ~f , ~g deux facettes incluses dans −−−−→Cl(Ω), telles que ~f ⊂ Vect(~g). On note Ω~g = Cl(Ω) ∩ A~g,
Ω ~f = Cl(Ω) ∩ A ~f . Alors Ω~g = pr~g(Ω ~f ).
Pour utiliser le re´sultat de la proposition 3.1.5 lorsqu’on ne connait pas pre´cise´ment les directions des fac¸ades
rencontre´es par Cl(Ω), on pourra utiliser le lemme suivant :
Lemme 3.1.7. On se place a` nouveau dans les conditions de la proposition 3.1.5. On suppose en outre que ~f0 ⊂ Cl(~Ω).
Alors le re´sultat de la proposition 3.1.5 est encore valable si on de´finit les Ω∞(C) de la meˆme manie`re, mais en
n’effectuant les ope´rations 1 et 2 que lorsque les facettes ~f ou ~g concerne´es sont dans Cl(~Ω).
Preuve du lemme:
Les ensembles Ω∞(C) obtenus ici sont plus petits que ceux obtenus en 3.1.5, donc l’inclusion




Ω∞(C) ∩ A ~f0
)
est encore vraie.
Pour l’inclusion re´ciproque, la preuve de 3.1.5 est encore vraie puisqu’elle ne passe que par des facettes ~g ⊂ ~Ω et
~h = pr ~f0 (~g) ⊂ Cl(~Ω). 
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3.1.4 Facettes
De´finition 3.1.8. Soit x ∈ A, soit ~f la direction de la fac¸ade contenant x. On note ~Ax l’espace vectoriel ~A ~f , muni
des directions des murs contenant x. C’est donc un complexe de Coxeter, a priori non essentiel, de groupe W(~Ax) ={
~w ∈ W(~A) | w.x = x
}
⊂ FixW(~A)( ~f ). On y pense comme a` l’espace tangent de A en x.
Soit x ∈ A(T ), soit A(T ) ~f la fac¸ade contenant x. Soit ~F ⊂
−−−−→A(T ) ~f une facette de ~Ax. On note F(x, ~F) = Germ x(x+ ~F)
le filtre engendre´ par les parties closes de A(T ) contenant un voisinage de x dans x + ~F (pour la topologie induite).
Insistons sur le fait que F(x, ~F) est engendre´ uniquement par des parties closes.
L’ensemble de ces filtres est l’ensemble des facettes de A(T ). Si F = F(x, ~F) est une facette de A(T ), la facette vec-
torielle ~F est uniquement de´termine´e par F, c’est la direction de F. Le point x par contre n’est uniquement de´termine´
que lorsque Λ est non discret ou que x est un sommet de A.
Dans le cas ou` Λ est discret, et ou` φ(T ) est fini, les facettes sont en fait les filtres associe´s a` des ensembles, et ces
ensembles sont les facettes affines ferme´es habituelles.
Remarque: Cette de´finition est identique a` celle de [Rou06] pour une facette sphe´rique, bien que non pre´sente´e de
la meˆme manie`re. Elle diffe`re cependant de celle de [GR08] pour une facette de ˚A.
3.1.5 Action de N
Le normalisateur N du tore T agit sur l’appartement vectoriel ~A, et meˆme sur l’espace ~V . On notera ~ν : N →
W(~A) = Gl(~V) cette action. On va de´finir (suivant l’exemple de [BT72]) une action affine ν de N sur ˚A, qui s’e´tendra
a` A, dont la partie vectorielle sera ~ν, et telle que l’e´le´ment n(u), pour u ∈ Uα, α ∈ φ agira par re´flexion selon le mur
M(α, ϕα(u)). Remarquons que puisque le tore T fixe ~V , il devra agir sur A par translation.
Proposition 3.1.9. Pour tout t ∈ T, il existe un unique vecteur ~vt ∈ ~V tel que pour tout α ∈ φ, pour tout u ∈ Uα \ {e},
D(α, ϕα(tut−1)) = D(α, ϕα(u)) + ~vt .
Ce vecteur est caracte´rise´ par les e´galite´s α(~vt) = ϕα(u) − ϕα(tut−1), pour tout α ∈ φ et u ∈ Uα \ {e}.
L’application qui a` t associe la translation de vecteur ~vt est une action de T sur Y(T ).
De´monstration:
On commence par prouver l’unicite´. Si ~vt est un vecteur convenable, alors pour tout α ∈ φ et u ∈ Uα \ {e}, on a :
D(α, ϕα(u)) + ~vt = {a ∈ A | α(a) + ϕα(u) ≥ 0} + ~vt
=
{
a + ~vt ∈ A | α(a) + ϕα(u) ≥ 0}
=
{
a ∈ A | α(a − ~vt) + ϕα(u) ≥ 0}
=
{
a ∈ A | α(a) − α(~vt) + ϕα(u) ≥ 0} = D(α, ϕα(u) − α(~vt)) .
On en de´duit ϕα(tut−1) = ϕα(u) − α(~vt) ou encore α(~vt) = ϕα(u) − ϕα(tut−1). Comme φ est une famille ge´ne´ratrice
de ~V∗, ces conditions pour tous les α ∈ φ forcent l’unicite´ de ~vt.
Passons a` l’existence. D’apre`s le calcul pre´ce´dent, la condition D(α, ϕα(tut−1)) = D(α, ϕα(u)) + ~vt e´quivaut a`
α(~vt) = ϕα(u) − ϕα(tut−1). Soit Π un syste`me de racines simples dans φ, il s’agit donc d’une base de ~V∗. Pour chaque
α ∈ φ, on choisit un uα ∈ Uα \ {e}. Il existe alors un unique ~vt ∈ ~V tel que ∀α ∈ Π, α(~vt) = ϕα(uα)−ϕα(tuαt−1). D’apre`s
la condition (V2.2) des valuations de donne´es radicielles, la quantite´ ϕα(uα)− ϕα(tuαt−1) est inde´pendante du choix de
uα, donc l’e´galite´ pre´ce´dent reste vraie pour tout u ∈ Uα \ {e}. Il reste a` montrer que l’ensemble des racines ve´rifiant
cette proprie´te´ est stable par n’importe quelle re´flexion rβ, β ∈ Π.
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C’est une conse´quence de (V2.1). Soit α ∈ φ une racine ve´rifiant ∀u ∈ Uα \ {e}, α(~vt) = ϕα(uα) − ϕ(tuαt−1). Soit β
une racine simple. Alors :
rβ.α(~vt) = α(~vt) − 〈β, α〉β(~vt)










ϕα(tuαt−1) − 〈β, α〉ϕβ(tuβt−1)
)
Mais par (V2.1), le premier terme est ϕrβα(n(uβ).uα.n(uβ)−1) et le second est ϕrβα(n(tuβt−1).tuαt−1.n(tuβt−1)−1)).
Comme n(tuβt−1) = tn(uβ)t−1, ce dernier vaut ϕrβα(tn(uβ).uα.n(uβ)t−1), d’ou` le re´sultat.
Enfin, si t1 et t2 sont deux e´le´ments de T , alors pour tout α ∈ φ et u ∈ Uα \ {e}, on a D(α, ϕα(t1t2ut−12 t−11 )) =
D(α, ϕα(u)) + ~vt1t2 et d’autre part D(α, ϕα(t1t2ut−12 t−11 )) = D(α, ϕα(u)) + ~vt2 + ~vt1 . Par unicite´ des ~vt, on obtient ~vt1.t2 =
~vt1 + ~vt2 : on a bien une action de groupe. 
Proposition 3.1.10. Il existe une unique action ν de N sur A par automorphismes d’appartement telle que pour tout
α ∈ φ et u ∈ Uα \ {e}, ν(n(u)) est la re´flexion orthogonale selon le mur M(α, ϕα(u)) et pour tout t ∈ T, ν(t) est la
translation de vecteur ~vt.
Pour tout n ∈ N, on a −−→ν(n) = ~ν(n), autrement dit la partie vectorielle de cette action est ~ν. Enfin, cette action
e´change les demi-appartements de A selon la formule :
∀n ∈ N, α ∈ φ et u ∈ Uα \ {e}, ν(n).D(α, ϕα(u)) = D(~ν(n).α, ϕ~ν(n).α(nun−1)) .
De´monstration:
Rappelons qu’on a fixe´ un point o ∈ ˚A tel que pour tout α ∈ φ, le mur M(α, 0) passe par o. Notons No =
〈 {n(u) | α ∈ φ, u ∈ Uα \ {e} et ϕα(u) = 0} 〉. On commence par de´finir ν sur No en posant que ∀n ∈ No, ν(n) est l’auto-
morphisme affine de Y(T ) qui fixe o et dont la partie vectorielle est ~ν(n).
On veut ensuite de´finir ν sur T en posant pour t ∈ T que ν(t) soit la translation de vecteur ~vt, il faut ve´rifier que les
deux de´finitions sont compatibles sur No ∩ T . De´ja`, ~ν(T ) = {id~Y }, donc ν(No ∩ T ) = {idY(T )}. Il reste donc a` prouver
que pour tout t ∈ No ∩ T , ~vt = ~0. Fixons un tel t, au vu de la proposition pre´ce´dente, il suffit de prouver que pour tout
α ∈ φ et u ∈ Uα \ {e}, ϕα(u) = ϕα(tut−1). Fixons de tels α et u. Il de´coule de (V2.1) que pour tout β ∈ φ et v ∈ Uβ tel
que ϕβ(v) = 0, ϕrβ .α(n(v).u.n(v)−1) = ϕα(u). Ceci entraine que pour tout n ∈ No, ϕn.α(nun−1) = ϕα(u), et en particulier,
ϕα(u) = ϕα(tut−1).
On a ainsi de´fini ν sur No ∪ T . Montrons que N = No.T . Pour tout α ∈ φ et u ∈ Uα \ {e}, il existe uo ∈ Uα \ {e} tel
que ϕα(uo) = 0. Donc n(u)n(uo) ∈ T et n(uo) ∈ No, on prouve ainsi que N = 〈 No, T 〉. Mais comme No normalise T ,
on obtient bien N = No.T .
On de´finit alors ν sur N par ν(not) = ν(no) ◦ ν(t), pour tous no ∈ No et t ∈ T . Ceci est bien de´fini car ν est trivial
sur No ∩ T . Comme ~ν(T ) = {id}, il est e´vident que la partie vectorielle de ν(n) est ~ν(n) pour tout n ∈ N. Montrons
que ν est une action de groupe. Soient n1, n2 ∈ No et t1, t2 ∈ T , par de´finition on a ν(n1t1n2t2) = ν(n1n2n−12 t1n2t2) =
ν(n1)ν(n2)ν(n−12 t1n2)ν(t2). Ceci devrait valoir ν(n1)ν(t1)ν(n2)ν(t2), nous devons donc prouver que ν(n2)ν(n−12 t1n2) =
ν(t1)ν(n2) autrement dit que ~ν(n−12 ).~vt1 = ~vn−12 t1n2 . Il suffit de traiter le cas ou` ~ν(n2) est une re´flexion : il existe alors β ∈ φ
et v ∈ Uβ \ {e}, avec ϕβ(v) = 0 tel que n2 = n(v). Soit α ∈ φ et u ∈ Uα \ {e}. Alors :







= ϕα(u) − ϕrβα(t1n2.u.n−12 t−11 ) − 〈 β, α 〉ϕβ(v)
= ϕα(u) + rβα(~vt1 ) − ϕrβα(n2un−12 ) − 〈 β, α 〉ϕβ(v)




Ceci, e´tant vrai quelque soit α ∈ φ, prouve bien que ~ν(n−12 ).~vt1 = ~vn−12 t1n2 .
Comme la partie vectorielle de cette action est ~ν, qui pre´serve l’ensemble des facettes de ~A, elle s’e´tend a` une
action sur A. Prouvons qu’elle stabilise l’ensemble des demi-appartements de ˚A selon la formule annonce´e. Soit α ∈ φ,
u ∈ Uα \ {e}. La relation ν(n).D(α, ϕα(u)) = D(~ν(n).α, ϕ~ν(n).α(nun−1)) est de´ja` vraie pour n ∈ T , par la de´finition des ~vt.
Soit n ∈ N0, on a de´ja` vu qu’alors ϕ~ν(n).α(nun−1) = ϕα(u). Il ne reste plus qu’a` calculer :
ν(n).D(α, ϕα(u)) = {ν(n).(o + ~v) ∈ A | α(o + ~v) + ϕα(u) ≥ 0}
=
{
























A pre´sent, soit α ∈ φ, u ∈ Uα \ {e}, montrons que ν(n(u)) est la re´flexion selon le mur M(α, ϕα(u)). On sait de´ja`
que la partie vectorielle de ν(n(u)) est une re´flexion selon le mur ker(α), donc ν(n(u)) est la compose´e d’une re´flexion
et d’une translation de vecteur ~w ∈ ker(α).
Alors ν(n(u))2 est la translation de vecteur 2~w = ~vn(u)2 . Mais pour tout β ∈ φ, v ∈ Uβ, on a :
ϕβ(n(u)2.v.n(u)−2) = ϕrαβ(n(u).v.n(u)−1) − 〈 α, β 〉ϕα(u)
= ϕβ(v) − 〈 α, rαβ 〉ϕα(u) − 〈 α, β 〉ϕα(u)
= ϕβ(v)
car 〈 α, rαβ 〉 = 〈 rαα, β 〉 = − 〈 α, β 〉. Ceci prouve que ~w = 0, donc ν(n(u)) est une re´flexion.
Maintenant, par le re´sultat pre´ce´dent, ν(n).M(α, ϕα(u)) = M(−α, ϕ−α(n(u).u.n(u)−1). Mais par (V2.1),
ϕ−α(n(u).u.n(u)−1) = ϕα(u) − 〈 α, α 〉ϕα(u) = −ϕα(u) .
Donc ν(n).M(α, ϕα(u)) = M(−α,−ϕα(u)) = M(α, ϕα(u)). Sachant que l’hyperplan fixe de ν(n(u)) est paralle`le a`
M(α, ϕα(u)), ceci entraine que c’est pre´cise´ment M(α, ϕα(u)), et donc que ν(n(u)) est la re´flexion annonce´e.
L’unicite´ de ν est claire car N est engendre´ par T et les n(u), pour u ∈ Uα \ {e}, α ∈ φ. 
La de´finition de cette action de N permet de prouver la condition ”(V5)” pre´sente dans la de´finition de la valuation
d’une donne´e radicielle pour [BT72] ou [Rou06] :
Corollaire 3.1.11. Soit α ∈ φ, u ∈ Uα \ {e} et u′, u′′ ∈ U−α tels que n(u) = u′uu′′. Alors ϕα(u) = −ϕ−α(u′) = −ϕ−α(u′′).
Lorsque φ est un syste`me de racines fini, la de´finition de valuation d’une donne´e radicielle donne´e en 2.2 e´quivaut
a` celle de [BT72] 6.2.1 .
De´monstration: Il est classique que n(u) = n(u′) = n(u′′). Rappelons tout de meˆme la preuve : on a u′uu′′ =
uu′′n(u)−1u′n(u). Mais n(u)−1u′n(u) ∈ Uα, d’ou` le re´sultat. Or n(u), n(u′), n(u′′) agissent respectivement par les
re´flexions selon M(α, ϕα(u)), M(−α, ϕα(u′)) et M(−α, ϕα(u′′)). L’e´galite´ de ces trois murs entraine bien les e´galite´s
annonce´es.
Comme la condition (V2) de 2.2 est clairement plus forte que celle de [BT72], et comme les autres conditions
( (V0), (V1), (V3), (V4) ) sont inchange´e, le point pre´ce´dent prouve qu’une valuation au sens de 2.2 est aussi une
valuation pour [BT72]. Nous avons vu l’autre implication en 2.2.3. 
En conse´quence de ce corollaire, pour tout facette sphe´rique ~f , la famille (ϕα)α∈φm( ~f ) est une valuation au sens de
[BT72] de la donne´e radicielle (M~A( ~f ), (Uα)αinφm( ~f )). La donne´e radicielle value´e (M~A( ~f ), (Uα, ϕα)αinφm( ~f )) sera note´e
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D ~f .
De´finition 3.1.12. Le fixateur dans N d’un point ou d’une partie a de A ou de ~A sera note´ N(a) (et donc N(T )(a) s’il
faut pre´ciser le tore). Le fixateur de A sera note´ H(T ), ou juste H s’il est inutile de pre´ciser le tore.
Dans la suite, on omettra souvent de noter ν et ~ν pour l’action d’un e´le´ment de N sur un point de A ou de ~A.
Exemple 3.1.13. Remarquons tout de suite que pour une partie Ω ⊂ A, N(Ω) 1 N(Cl(Ω)). Il suffit de choisir deux
chambres ~c et ~d de ~A(T ), se´pare´es par une cloison ~m, et de trouver t ∈ T qui induit une translation dont la direction
n’est pas incluse dans ~m. Alors t fixe A~c ∪ A~d mais pas A~m, alors que Cl(A~c ∪ A~d) = A~c ∪ A~d ∪ A~m.




. La proposition suivante ame´liore un peu ce re´sultat, en permettant de remplacer Cl(~Ω) par −−−−→Cl(Ω).
Notons que les diffe´rentes translations induites sur chaque ω+Vect(−−−−→Cl(Ω)) ne sont a priori pas selon le meˆme vecteur.
Proposition 3.1.14. Soit Ω une partie de A, alors N(Ω) ⊂ N(−−−−→Cl(Ω)).
De´monstration:
Soit n ∈ N(Ω), soit ~E = Fix ~A(n), c’est une partie close de ~A contenant Cl(~Ω). Supposons ~E ,
−−−−→Cl(Ω). Alors il existe
α ∈ φ tel que ~E ⊂ ~D(α) et un point a ∈ Cl(Ω) tel que α(a) = −∞. Ce point a n’est donc dans aucun demi-appartement
dirige´ par α, et pourtant il est dans Cl(Ω) : il n’existe donc pas de demi-appartement dirige´ par α qui contienne Ω. Il
existe donc (ω) ∈ ΩN tel que α(ωi) ∈ R ∀i ∈ N et limi→∞ α(ωi) = −∞.
L’ensemble ~E∩kerα ⊂ ~A est clos et non vide puisqu’il contient les directions des fac¸ades contenant les ωn. Soit ~f une
facette maximale de ~E∩kerα, alors tous les ωn se projettent sur A ~f , et ces projete´s sont fixes par n. Soit (ω′n)n ∈ (A ~f )N




n, puis la facette ~g contenant cette direction. Donc ~g ⊂ ~E, mais α(~g) = R−∗ donc ~g 1 ~D(α), ce qui est impossible.
Donc ~E =
−−−−→Cl(Ω). 
Remarque: La de´finition des fac¸ades A ~f ≃ A/Vect( ~f ) revient a` essentialiser ~A pour le groupe de Coxeter FixW(~A)( ~f ).
Cette construction est semblable a` la compactification polyhe´drale, ou de Satake, d’un appartement d’un immeuble
affine. Elle permet d’avoir sur A une topologie se´pare´e, et telle que l’adhe´rence d’une fac¸ade sphe´rique est compacte.
Elle a cependant le de´faut de perdre une partie de l’action du tore. En effet, si t induit une translation de direction
incluse dans Vect( ~f ) sur Y(T ), alors t agit trivialement sur A ~f . Dans la premie`re re´alisation d’un appartement microaf-
fine dans [Rou06] par exemple, les fac¸ades sont toutes isomorphes comme espaces affines a` Y(T ), ce qui e´vite ce souci.
3.1.6 Opposition
De´finition 3.1.15. Si a = [x + ~f ] ∈ A(T ), le point oppose´ a` a dans A(T ) est opA(T )(a) = [x − ~f ].
L’application opA(T ) est une involution qui permute les fac¸ades de A(T ), pre´serve l’ensemble des murs et commute
a` l’action de W(T ). Plus ge´ne´ralement, elle commute a` tout isomorphisme d’appartements. Cependant, ce n’est pas
un automorphisme d’appartement car l’action sur le bord d’une fac¸ade n’est pas induite par l’action sur cette fac¸ade
(opA(T ) n’est pas continue). En fait, opA(T ) fixe la fac¸ade principale, et le seul automorphisme d’appartement de A(T )
fixant la fac¸ade principale est idA(T ).
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3.2 Familles de sous-groupes parahoriques
Maintenant que nous disposons des appartements A(T ), il faut, pour de´finir un immeuble selon la me´thode usuelle,
de´terminer quels seront les fixateurs des points de A(T ). Ces fixateurs seront appele´s des sous-groupes parahoriques
de G.
Dans cette sous-section, on e´tudie quelles sont en ge´ne´ral les proprie´te´s qu’on peut espe´rer d’une famille de sous-
groupes parahoriques. On e´tudie e´galement l’exemple le plus simple de telle famille : la ”famille minimale de paraho-
riques”.
On fixe un tore maximal T , et on note A = A(T ), N = N(T ).
3.2.1 De´finition
De´finition 3.2.1. Soit Q = (Q(a))a∈A une famille de sous-groupes de G. Si Ω est une partie de A, on note Q(Ω) =⋂
ω∈Ω Q(ω). Si Ω est un filtre de A, on note Q(Ω) =
⋃
Ω′∈Ω Q(Ω′).
On dit que Q est une famille de sous-groupes parahoriques pour D si elle ve´rifie :
– (para 0.1) : Si a ∈ A ~f , alors U( ~f ) ⊂ Q(a) ⊂ P( ~f ). (compatibilite´ avec l’immeuble vectoriel)
– (para 0.2) : ∀a ∈ A(T ), N(T )a ⊂ Q(a). (compatibilite´ de l’action de N(T ))
– (para 0.3) : ∀a ∈ A(T ), ∀(α, λ) ∈ φ(T )×R tel que a ∈ D(α, λ), Uα,λ ⊂ Q(a). (points fixes des groupes radiciels)
– (para 0.4) : ∀n ∈ N(T ), ∀a ∈ A(T ), nQ(a)n−1 = Q(na).
Si Q1 et Q2 sont deux familles de parahoriques, on dira que Q2 contient Q1 si ∀a ∈ A, Q1(a) ⊂ Q2(a).





On de´finit encore les condition suivantes sur Q, certaines de´pendent d’une facette ~g ∈ F (~A(T )), d’une partie
Ω ⊂ A, d’un point a ∈ A ou d’une chambre ~C de ~f ∗a ∩ ~A :
– (para in j) : ∀a ∈ A(T ), N(T )a = Q(a) ∩ N(T ). (inclusion des appartements dans l’immeuble)
– (para sph) : Pour tout a ∈ Asph, Q(a) = P(a). (valeur sur les points sphe´riques)
– (para 2) (lien entre une fac¸ade et son bord) qui s’e´nonce en plusieurs variantes :
– (para 2.1)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A ~f , Q(a) ∩ P(~g) = Q({a, pr~g(a)}).
– (para 2.2)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A ~f , N(T )Q(a) ∩ N(T )P(~g) = N(T )Q({a, pr~g(a)}).
– (para 2.1+)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A ~f , Q(a) ∩ P(~g) = Q(a + ~g).
– (para dec)( ~C, a) : Q(a) = (Q(a) ∩ U( ~C)) . (Q(a) ∩U(− ~C)) . N(a). (de´composition de Q(a))
– (para 6)(Ω) : Q(Ω) = NΩ.Q(Cl(Ω)). (intersections d’appartements)
– (para 5)(Ω) : ⋂a∈Ω(N(T ).Q(a)) = N(T ).Q(Ω). (isomorphismes entre appartements)
Lorsque Q ve´rifie (para 2.1)( ~f ) (ou une de ses variantes) pour toute facette ~f , on dira juste que Q ve´rifie (para
2.1). Lorsqu’elle ve´rifie (para 2.1)( ~f ) pour toute facette sphe´rique ~f ∈ F (~A), on dira qu’elle ve´rifie (para 2.1)(sph),
lorsqu’elle ve´rifie (para 2.1)(~m) pour toute cloison ~m de ~A, on dira qu’elle ve´rifie (para 2.1)(cloison), etc...




– Ici, pour une partie Ω de A, Q(Ω) de´signe par de´finition ⋂ω∈Ω Q(ω). Dans [GR08] ou [Rou10], on de´finit direc-
tement les valeurs d’une famille de parahoriques sur chaque partie Ω de A, et on prouve ensuite, au moins dans
les bons cas, la relation Q(Ω) = ⋂ω∈Ω Q(ω).
– On prouvera en 3.7.1 qu’une bonne famille de parahoriques ve´rifie automatiquement (para 2.1)(sph).
– Il est imme´diat que pour toute facette ~g, la conjonction de (para 2.1+)(~g) et de (para 2.2)(~g) e´quivaut a` :
(para 2.2+)(~g) : ∀ ~f ∈ F (~g), ∀a ∈ A ~f , N(T )Q(a) ∩ N(T )P(~g) = N(T )Q(a + ~g) .
– Pour toute famille de parahoriques Q, et pour toute partie Ω de A, G(Ω) ⊂ Q(Ω), par (para 0.3). De meˆme pour
toute facette ~f , G(φm( ~f ),Ω) est en quelque sorte le plus petit groupe e´videmment inclus dans Q(Ω) ∩ M( ~f ).
Proposition 3.2.2. La famille P est la plus petite famille de parahoriques.
De´monstration: Rappelons que G(a) = 〈 {Uα,k | a ∈ D(α, k)} 〉. Par (para 0.1), (para 0.2) et (para 0.3), toute famille
de parahorique doit eˆtre supe´rieure a` P. Mais il est clair que cette dernie`re ve´rifie (para 0). 
Toute famille de parahoriques permettra de de´finir une masure borde´e. Le but est bien suˆr de trouver une famille
de parahoriques ve´rifiant un maximum de conditions (para x), ce qui me`nera a` une masure posse´dant un maximum de
proprie´te´s semblables a` celles d’un immeuble.
Nous verrons que, au moins dans le cas Kac-Moody, la famille P est une bonne famille de parahorique, et nous
e´tudierons les proprie´te´s de la masure borde´e que de´finit une telle famille.
Nous prouverons au 3.8 l’existence d’une bonne famille de parahoriques maximale ¯P, de sorte que toute bonne
famille de parahoriques sera a` chercher entre P et ¯P.
3.2.2 La famille minimale de parahoriques
Dans ce paragraphe, on e´tudie le premier exemple de famille de parahoriques disponible : la famille minimale P.
Lorsque ~f est sphe´rique, la the´orie de Bruhat-Tits de´crit bien les facteurs M~A( ~f ) ∩ P(a), permettant de prouver la
proposition suivante (qui est la raison d’eˆtre de la condition (para sph)) :
Proposition 3.2.3. Soit ~f une facette sphe´rique, et Ω ⊂ A ~f .
1. P(Ω) ∩ M~A( ~f ) est le sous-groupe parahorique de M~A( ~f ) associe´ a` la partie Ω de l’appartement A ~f pour la
donne´e radicielle value´e finie D ~f := (M~A( ~f ), (Uα, ϕα)α∈φm( ~f )), au sens de [BT72].
2. P(Ω) = U( ~f ) ⋊
(
M~A( ~f ) ∩ P(Ω)
)





3. P(Ω) = N(Ω).P(ClA ~f (Ω)), autrement dit, P ve´rifie (para 6) sur les parties de A ~f .
4.
⋂
ω∈Ω N.P(ω) = N.P(Ω), autrement dit, P ve´rifie (para 5) sur les parties de A ~f .
5. Pour tout a ∈ A ~f , et ~g ∈ ~f ∗ ∩ ~A, P(a) ∩ P(~g) = P(a + ~g).
6. Pour toute chambre ~C de ~f ∗, P(Ω) = (P(Ω) ∩ U( ~C)) . (P(Ω) ∩ U(− ~C)) . N(Ω), autrement dit, P ve´rifie
(para dec)(Ω).
De´monstration:




Uα(a) | α ∈ φm( ~f )
} 〉




Uα(a) | α ∈ φm( ~f )
} 〉
.
Ceci est pre´cise´ment la de´finition du sous groupe parahorique de M~A( ~f ) au point a. Ensuite, P(Ω) ∩ M~A( ~f ) est
l’intersection de tous ces groupes pour a ∈ Ω, c’est bien le sous-groupe parahorique de M~A( ~f ) pour la partie Ω.
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2. Par la de´composition de Le´vi de P( ~f ), on a P(Ω) ⊂ P( ~f ) = U( ~f ) ⋊ M~A( ~f ). Mais U( ~f ) ⊂ P(Ω) d’ou` P(Ω) =
U( ~f ) ⋊ (M( ~f ) ∩ P(Ω)). Et par [BT72], M~A( ~f ) ∩ P(Ω) = N(Ω).G(φm( ~f ),Ω).
3. De´coule imme´diatement de 1, car G(φm( ~f ),Ω) = G(φm( ~f ),ClA ~f (Ω)).









U( ~f ) . N( ~f ) .
〈 {
Uα(a) | α ∈ φm( ~f )
} 〉
= N.U( ~f ) .
⋂
ω∈Ω
. N( ~f ) .
(
M( ~f ) ∩ P(a)
)
= N.U( ~f ) . N( ~f ).
(
M( ~f ) ∩ P(Ω)
)
= N.P(Ω)
La premie`re e´galite´ est vraie car pour toutω ∈ Ω, P(ω) ⊂ P( ~f ). La troisie`me vient de l’unicite´ de la de´composition
de Le´vi de P( ~f ), et la quatrie`me est le re´sultat classique dans les immeubles, voir [BT72].
5. Soit g ∈ P(a) ∩ P(~g) = U( ~f ) . (M( ~f ) ∩ P(a)) ∩ P(~g). Pour tout ~h ∈ ~f ∗ ∩ ~A, U( ~f ) ⊂ P(A~h). En particulier,
U( ~f ) ⊂ P(a + ~g), on peut donc supposer g ∈ M( ~f ) ∩ P(a) ∩ P(~g). Le re´sultat est alors classique.
6. Le groupe M( ~f ) ∩ P(Ω) admet par [BT72] une telle de´composition, elle s’e´crit ici :
M( ~f ) ∩ P(Ω) = G(φ( ~C) ∩ φm( ~f ),Ω) . G(φ( ~C′) ∩ φm( ~f ),Ω) . N(Ω)
, ou` ~C′ est la chambre oppose´e a` ~C dans ~f ∗. Mais φ( ~C′) ∩ φm( ~f ) = φ(− ~C) ∩ φm( ~f ), d’ou`
M( ~f ) ∩ P(Ω) ⊂ G(φ( ~C),Ω) . G(φ(− ~C),Ω) . N(Ω) ⊂ (P(Ω) ∩U( ~C)) . (P(Ω) ∩ U(− ~C)) . N(Ω) .
Comme U( ~f ) ⊂ P(Ω) ∩ U( ~C) et P(Ω) = U( ~f ).(M( ~f ) ∩ P(Ω), on arrive au re´sultat annonce´.

Corollaire 3.2.4. Les re´sultats de la proposition pre´ce´dente sont vrais pour n’importe quelle famille Q de paraho-
riques ve´rifiant (para sph).
Dans le cas ou` D vient d’un groupe de Kac-Moody de´ploye´, Guy Rousseau a prouve´ en [Rou10] 4.6 que P ve´rifie
(para dec). Pour le cas d’un groupe de Kac-Moody sur un C((t)), c’est [GR08] 3.4.1.
Proposition 3.2.5. Si D est la donne´e radicielle value´e issue d’un groupe de Kac-Moody de´ploye´ G, alors la famille
minimale de parahoriques attache´e a` D ve´rifie (para dec).

Remarque: Si on retire la condition ∀a ∈ A, U( ~fa) ⊂ Q(a) dans (para 0), on obtient une famille minimale plus
petite que P. Il s’agit de P0, avec P0(a) = 〈 N(a),G(a) 〉. On peut e´tudier rapidement cette famille de sous-groupes de
G.
Soit a ∈ A, et ~f la direction de la fac¸ade de a. Pour tout α ∈ φu( ~f ), on a Uα(a) = Uα, et pour α ∈ φ \ φ( ~f ),
Uα(a) = {e}. Donc G(a) = G(φ( ~f ), a) =
〈 {
Uα(a) | α ∈ φ( ~f )
} 〉
. Sachant que P0(a) ⊂ P( ~f ) = U( ~f ) ⋊ M~A( ~f ), le groupe〈






Uα(a) | α ∈ φm( ~f )
} 〉
, qui est inclus dans M~A( ~f ), normalise U( ~f )∩P0(a), et on prouve :
P0(a) =
(






φm( ~f ), a
) 〉
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Comme N(a) normalise a` la fois U( ~f ) ∩ P0(a) et G
(
φm( ~f ), a
)
, on a aussi les de´compositions :
P0(a) =
(














φm( ~f ), a
)
Le groupe U( ~f ) ∩ P(a) est le sous-groupe distingue´ de P(a) engendre´ par G(φu( ~f )), et plus pre´cise´ment le plus
petit sous-groupe de P(a) contenant G(φu( ~f )) et normalise´ par G
(
φm( ~f ), a
)
. Il peut eˆtre strictement inclus dans U( ~f ).
Lorsque Ω est une partie de A ~f , par l’unicite´ dans la de´composition de Le´vi P( ~f ) = U( ~f ) ⋊ M~A( ~f ), on obtient :
P0(Ω) =
(




M~A( ~f ) ∩ P0(Ω)
)
.
Notons que la famille P0 be´ne´ficie d’une proprie´te´ de plus que P : si ~f est une facette sphe´rique et si Ω ⊂ A ~f , alors
tout p ∈ P0(Ω) fixe une partie de A de la forme ⋃ω∈Ω0 ω0 + ~f , avec Ω0 une partie de ˚A telle que pr ~f (Ω0) = Ω.
3.2.3 La condition (fonc)
Si a est un sommet spe´cial, alors N(a), et donc Q(a) pour n’importe quelle famille Q de parahoriques, contient
un syste`me de repre´sentants pour W(~A). Donc N.Q(a) = T.Q(a), ceci est un bon point de de´part pour prouver par
exemple (para in j), (para 2.2), ou (para 2.2+). On est donc souvent capable de prouver ces conditions pour des sommets
spe´ciaux.
Pour passer a` un point a plus ge´ne´ral, l’ide´e retenue ici est de plonger l’appartement A pour la donne´e radicielle
value´e D dans un appartement A∆ pour une donne´e radicielle D∆ qui soit identique a` A comme ensemble, mais muni
de plus de murs, de sorte que a soit spe´cial dans A∆. Il s’agit donc de trouver une donne´e radicielle value´e, sur le meˆme
syste`me de racines queD, mais dont le groupe d’arrive´e de la valuation soit plus grand que Λ. Dans le cas d’un groupe
de Kac-Moody de´ploye´, ceci revient juste a` conside´rer une extension (ramifie´e) du corps de base.
Ceci est axiomatise´ par la condition ”(fonc)” :
De´finition 3.2.6. La donne´e radicielle value´eD = (G, (Uα, ϕα)α∈φ) ve´rifie la condition (fonc) si pour tout sous-groupe
∆ de R, il existe une donne´e radicielle value´e note´e D∆ = (G∆,∆, (U∆α , ϕ∆α)α∈φ) telle que, avec les notations e´videntes :
1. G ⊂ G∆ et T ⊂ T∆.
2. Pour tout α ∈ φ, Uα = U∆α ∩G.
3. Pour tout α ∈ φ, ϕα = ϕ∆α |Uα .
4. Pour tout α ∈ φ, ϕ∆α(Uα) est stable par addition avec ∆.
Lorsqu’une donne´e radicielle D = (G, (Uα, ϕα)α) ve´rifie (fonc), on notera pour tout sous-groupe ∆ de R, D∆, G∆,
U∆α , N∆, T∆, P∆ = (P∆(a))a∈A, ... tous les objets obtenus graˆce a` la donne´e radicielle value´e D∆.
On notera A∆ l’appartement pour D∆, muni de ses murs, facettes et son action de N∆, de´fini a` partir de l’espace
affine ˚A et du point de base o (c’est-a`-dire les meˆmes que pour A).
Proposition 3.2.7. Un groupe de Kac-Moody G de´ploye´ sur un corps local K ve´rifie toujours la condition (fonc).
De´monstration: Lorsque G est un groupe de Kac-Moody de´ploye´ sur un corps K, il s’agit en fait de la valeur en K
d’un foncteur G desK-alge`bres vers les groupes munis d’une donne´e radicielle de syste`me de racine fixe´, et pour toute
K-alge`bre K′, les sous-groupes radiciels de G(K′) sont isomorphes a` (K′,+). ´Etant donne´ ∆, il suffit donc de choisir
une extension K∆ de K ramifie´e de sorte que ̟(K∆) = ∆, puis de prendre G∆ = G(K∆). Le lemme 8.4.4 de [Re´02]
prouve que G∆ est muni d’une donne´e radicielle ve´rifiant le point 2 ci-dessus, les points 1 et 3 sont clairs. 
Remarque: Lorsque G n’est que presque de´ploye´, il s’agit encore d’un foncteur des K-alge`bres vers les groupes
munis d’une donne´e radicielle, mais le syste`me de racine varie, et les groupes radiciels ne sont plus isomorphes au
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groupe additif du corps.
Proposition 3.2.8. Soit D une donne´e radicielle value´e ve´rifiant (fonc), soit ∆ un sous-groupe de R. Alors :
1. T = T∆ ∩G, et N = N∆ ∩G.
2. L’action de N sur ~A est la restriction de l’action de N∆, c’est-a`-dire ~ν = (~ν∆)|N . En particulier, pour toute facette
~f de ~A, G ∩ N∆( ~f ) = N( ~f ).
3. Pour tout ~f ∈ F (~A), P∆( ~f )∩G = P( ~f ), puis U( ~f ) = U∆( ~f )∩G, M( ~f ) = M∆( ~f )∩G, et N∆.P∆( ~f )∩G = N.P( ~f ).
4. L’immeuble ~I = ~I(D) s’injecte dans ~I∆ = ~I(D∆), les appartements de ces deux immeubles sont isomorphes.
5. Pour tout a ∈ Asph, P(a) = P∆(a) ∩G.
6. ν = ν∆|N . En particulier, pour tout a ∈ A, N(a) = N∆(a) ∩G.
7. Lorsque ∆ = R, tout point de A est un sommet spe´cial dans I∆.
De´monstration:
1. On rappelle que par de´finition T = ⋂α∈φ NG(Uα), ou` NG(Uα) est le normalisateur de Uα. Soit g ∈ G ∩ T∆, alors
pour tout α ∈ φ, gUαg−1 ⊂ G ∩U∆α = Uα. Donc g ∈ T .
´Etudions N∆ ∩G. Le groupe N∆ est engendre´ par T∆ et par un n(u), pour un u ∈ U∆α pour chaque α ∈ φ. On peut
choisir u ∈ Uα, il vient alors N∆ = N.T∆. Pour conclure, N∆ ∩G = N.T∆ ∩G = N.(T∆ ∩G) = N.T = N.
2. L’action de N∆ sur ~A se fait via W∆ = N∆/T∆, et celle de N via W = N/T . Mais N∆ = N.T∆ et T∆ ∩ N = T ,
donc W∆ = N/T = W.
3. Soit ~f une facette de ~A et g ∈ P∆( ~f )∩G. Soit ~C une chambre de ~f ∗ ∩ ~A, on notera U+ = U( ~C) et φ+ = φ( ~C). On









Soit g = u1nu2 l’unique e´criture de g selon cette de´composition.
La meˆme de´composition pour P∆( ~f ) donne :

















⊂ U∆+nU∆+ sont disjointes. Donc n = n∆ ∈ N ∩ N∆( ~f ) = N( ~f ). Ensuite,




entraine u1 = u∆1 ∈ U( ~C) et u2 = u∆2 ∈ U( ~C). Ceci
prouve que g ∈ U+N( ~f )U+ ⊂ P( ~f ).
Ensuite, l’unicite´ de l’e´criture dans la de´composition de Le´vi P∆( ~f ) = U∆( ~f ) ⋊ M∆( ~f ), et les inclusions
U( ~f ) ⊂ U∆( ~f ) et M( ~f ) ⊂ M∆( ~f ) entrainent les deux e´galite´s U( ~f ) = U∆( ~f ) ∩G, M( ~f ) = M∆( ~f ) ∩G.
Soit enfin g ∈ G ∩ N∆.P∆( ~f ). Comme N et N∆ induisent le meˆme groupe de transformations sur ~A (c’est juste
le groupe de Weyl associe´ au syste`me de racines φ), il existe n ∈ N tel que ng ∈ P∆( ~f ). Alors ng ∈ P∆( ~f ) ∩G =
P( ~f ).
4. Par construction, ~I = G × ~A/~∼ ou` ~∼ est la relation d’e´quivalence (g, a)~∼(h, b) ⇔ ∃n ∈ N tq b = na et g−1bn ∈
P( ~f ), ou` ~f est la facette contenant a. Pour ~I et ~I∆, les deux appartements de re´fe´rence sont les meˆmes, et le
point pre´ce´dent permet facilement de ve´rifier que ~I s’injecte dans ~I∆.
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5. Soit ~f une facette sphe´rique, a ∈ A ~f et p ∈ P∆(a)∩G. Alors p ∈ U∆( ~f )⋊M∆(a)∩G = (U∆( ~f )∩G)⋊(M∆(a)∩G)
graˆce au point 2 et a` l’unicite´ dans la de´composition de Le´vi de P∆( ~f ). Le groupe M∆(a) ∩ G est le fixateur
dans G du point a de l’immeuble de Bruhat-Tits de la donne´e radicielle (M∆( ~f ), (U∆α )α∈φm( ~f )). D’apre`s [BT72]
proposition 9.1.17, il s’agit de M(a). D’autre part, il a de´ja` e´te´ vu que U∆( ~f ) ∩G = U( ~f ).
6. Comme le point de base o est le meˆme dans A et A∆, les action ν et ν∆ coı¨ncident sur No. Il reste a` e´tudier
l’action de T . Rappelons que pour t ∈ T , ν(t) est par de´finition la translation de Y de vecteur ~vt tel que
α(~vt) = ϕα(u) − ϕα(tut−1) pour tout α ∈ φ et u ∈ Uα \ {e}. L’e´galite´ de ν(t) et de ν∆(t) est alors conse´quence du
troisie`me point de la de´finition de la condition (fonc).
7. Clair.

Lorsqu’une donne´e radicielle value´eD ve´rifie (fonc), il sera utile, e´tant donne´e une famille de parahoriquesQ pour
D de savoir si Q se comporte bien vis-a`-vis des extensions D∆ donne´es par (fonc). Ceci justifie d’introduire encore
une de´finition :
De´finitions 3.2.9. Soit Q une famille de parahoriques pour une donne´e radicielle value´e D.
– Pour toute partie Ω de A, on dira que Q ve´rifie la condition (fonc)(Ω) si D ve´rifie (fonc) et si pour tout ∆ ≤ R il
existe une famille de parahoriques Q∆ pour D∆ telle que ∀a ∈ Ω, Q∆(a) ∩G = Q(a).
– On dira que Q ve´rifie un ensemble de conditions (para x1, ..., xk) ”fonctoriellement” si D ve´rifie (fonc) et si pour
tout groupe ∆ ≤ R, il existe une famille de parahoriques Q∆ pour D∆, contenant Q, et ve´rifiant (para x1, ..., xk).
– On dira que Q ve´rifie (fonc)(Ω) et un ensemble de conditions (para x1, ..., xk) ”fonctoriellement” si D ve´rifie
(fonc) et si pour tout groupe ∆ ≤ R, il existe une famille de parahoriques Q∆ pourD∆, ve´rifiant (para x1, ..., xk),
et telle que ∀a ∈ Ω, Q∆(a) ∩G = Q(a).
– Les notations (fonc) et (fonc)(sph) de´signeront respectivement (fonc)(A) et (fonc)(Asph).
Nous avons vu par exemple que de`s queD ve´rifie (fonc), alors la famille minimale de parahoriques associe´e ve´rifie
(fonc)(sph). De plus, toutes les proprie´te´s que nous prouverons eˆtre ve´rifie´es par la famille minimale de parahoriques
P le seront en fait fonctoriellement. En particulier :
Proposition 3.2.10. Si D est la donne´e radicielle value´e attache´e a` un groupe de Kac-Moody G, alors la famille
minimale de parahoriques P ve´rifie (para dec) fonctoriellement.
3.2.4 Relations directes entre les conditions (para x)
Nous e´tudions les relations les plus directes entre les diffe´rentes conditions introduites en 3.2.1 et 3.2.3. La phi-
losophie est la suivante : les conditions (para 5) et (para 6) sont e´quivalentes aux proprie´te´s d’incidence classiques
attendues d’un immeuble. Elles ne sont pas ve´rifie´es en ge´ne´ral pour une donne´e radicielle sur un syste`me de racine
infini, on taˆchera cependant de de´terminer des parties Ω pour lesquelles elles sont vraies (dans [GR08] par exemple,
on de´termine des ”parties avec un bon fixateur” qui en particulier ve´rifient (para 5) et (para 6)).
Nous nous appuirons plutoˆt pour construire la masure sur les conditions (para in j), (para sph) et les variantes
de (para 2.1). Celles-ci ont de´ja` une interpre´tation ge´ome´trique, et ceci permettra de les descendre d’un groupe de
Kac-Moody de´ploye´ a` un groupe presque de´ploye´.
Les conditions (para dec) et (fonc) sont plutoˆt des interme´diaires techniques, ve´rifie´s par les groupes de Kac-
Moody de´ploye´s et qui entrainent les conditions pre´ce´dentes. On ne s’en pre´occupera a priori plus lors de l’e´tude d’un
groupe presque de´ploye´.
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On e´tudiera les relations un peu moins directes entre ces conditions apre`s avoir de´fini la masure I(D, Q), car cer-
taines implications sont plus facilement prouve´es graˆce a` cet outil ge´ome´trique.
Proposition 3.2.11. Soit Q une famille de parahoriques ve´rifiant (para dec) fonctoriellement. Alors pour tout point a
et toute facette sphe´rique ~f de ~f ∗a ∩ ~A, Q(a) ∩ P( ~f ) = Q(a) ∩ P(pr ~f (a)).
En particulier, Q ve´rifie fonctoriellement (para sph) et (para 2.1)(sph).
De´monstration: Comme ~f est sphe´rique, on a la de´composition de Bruhat de M~A( ~f ), d’ou` :
P( ~f ) = U( ~f ) ⋊ M~A( ~f )
= U( ~f ) ⋊ (G(φm( ~f ), a) . N ~f . G(φm( ~f ), a))












Soit g ∈ Q(a) ∩ P( ~f ), nous pouvons donc supposer g ∈ Q(a) ∩ (U( ~f ) ⋊ N ~f ).
Dans un premier temps, supposons que a est un sommet spe´cial. Alors quitte a` multiplier par un e´le´ment de
N(a + ~f ), on peut supposer g ∈ Q(a) ∩ (U( ~f ) ⋊ T ). Soit u ∈ U( ~f ), t ∈ T tels que g = u.t. Par ailleurs, soit ~C
une chambre de ~f ∗ ∩ ~A, et soient u+ ∈ U( ~C) ∩ Q(a), u− ∈ U(− ~C) ∩ Q(a) et n ∈ Na tels que g = u+u−n. Alors
g = u+nn−1u−n = ut, et par l’unicite´ modulo T du facteur dans N dans la de´composition de Birkhoff pour les chambres
~C et −n−1 ~C, on obtient que n.T = T , donc g est dans la double classe U+TU−. Enfin, par unicite´ d’e´criture dans cette
double classe, on obtient u+ = u ∈ U( ~f ) ∩ Q(a), n = t ∈ T ∩ N(a) et n−1u−n = e d’ou` u− = e. L’e´le´ment t ∈ N(a) ∩ T
fixe a, sa fac¸ade et son adhe´rence, et u ∈ U( ~f ) ∩ Q(a) fixe a et A ~f en entier. Donc g ∈ Q(a) ∩ P(pr ~f (a)).
Lorsque a n’est pas un sommet spe´cial de A, il l’est dans un certain A∆ graˆce a` (fonc). Le paragraphe pre´ce´dent
entraine alors que Q(a) ∩ P( ~f ) ⊂ Q(a) ∩ P∆(pr ~f (a)). Mais G ∩ P∆(pr ~f (a)) = P(pr ~f (a)) d’apre`s 3.2.8. 
Proposition 3.2.12. Toute famille Q de parahoriques ve´rifiant fonctoriellement (para sph) et (para 2.1)(~m) pour toute
cloison ~m de ~A ve´rifie (para in j).
De´monstration:
Soit a ∈ A et g ∈ N ∩ Q(a). Soit ∆ tel que a est un sommet spe´cial dans A∆, soient D∆ = (G∆, (U∆α )), N∆, T∆... les
groupes donne´s par la condition (fonc).
Il existe n ∈ N∆(a) tel que ng ∈ T∆∩n.Q(a) ⊂ T∆∩Q∆(a). Pour toute cloison ~m de ~f ∗a ∩ ~A, Q∆ ve´rifie (para 2.1)(~m)
d’ou` ng ∈ T∆ ∩ Q∆(pr~m(a)). Comme ~m est sphe´rique, par (para sph) on obtient ng ∈ T∆ ∩ P∆(pr~m(a)) ce qui vaut
T∆ ∩ U∆(~m) ⋊ (M∆( ~f ) ∩ P∆(pr~m(a)) par la proposition 3.2.3. Comme T∆ ⊂ M∆(~m) on obtient ng ∈ T∆ ∩ M∆(pr~m(a))
et par [BT72], ceci est le fixateur dans M∆(~m) de A∆
~m
, donc l’ensemble des t ∈ T∆ induisant une translation de vecteur
~vt ∈ Vect~A(~m).
Ceci e´tant pour chaque cloison ~m de ~f ∗a ∩ ~A, et comme l’intersection de A∆~fa et des murs contenant ces cloisons est




d’ou` g ∈ N∆(a) ∩G. Or ceci vaut N(a) par 3.2.8. 
Remarque: L’hypothe`se la plus pre´cise pour cette proposition est en fait ”Q ve´rifie fonctoriellement (para sph) et
(para 2.1)( ~f ) pour ~f dans une famille F de facettes sphe´riques de ~A telle que ⋂ ~f∈F Vect( ~f ) = {0}. Par exemple la
famille F des cloisons bordant une chambre donne´e convient. En ge´ne´ral, nous appliquerons ce re´sultat a` des familles
ve´rifiant (para 2.1)(sph), ce qui entraine bien (para 2.1)(~m) pour toute cloison ~m.
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En assemblant les deux propositions pre´ce´dentes, on trouve :
Corollaire 3.2.13. Toute famille ve´rifiant fonctoriellement (para dec) ve´rifie fonctoriellement (para in j), (para sph)
et (para 2.1)(sph).
C’est en particulier le cas, lorsque D est la donne´e radicielle value´e issue d’un groupe de Kac-Moody G de´ploye´,
pour la famille minimale de parahoriques P.
3.3 De´finition de la masure borde´e
3.3.1 La relation d’e´quivalence
Soit Q = (Q(a))a∈A une famille de sous groupes de G ve´rifiant (para 0.2).
De´finition 3.3.1. Soit ∼Q la relation sur G × A de´finie par :
(g, a) ∼Q (h, b) ⇔ ∃n ∈ N(T ) tq b = na et g−1hn ∈ Q(a)
Proposition 3.3.2. La relation ∼Q est une relation d’e´quivalence si et seulement si Q ve´rifie (para 0.4).
De´monstration:
De´ja`, ∼Q est toujours re´flexive.
Supposons que Q ve´rifie (para 0.4).
Commenc¸ons par montrer que ∼Q est syme´trique. Soient (g, a) et (h, b) tels que (g, a) ∼Q (h, b). Soit n ∈ N(T ) tel que
b = na et g−1hn ∈ Q(a). Alors a = n−1b et h−1gn−1 = n(g−1hn)−1n−1 ∈ nQ(a)n−1 = Q(b).
Pour la transitivite´, soient (g, a), (h, b) et (k, c) tels que (g, a) ∼Q (h, b) ∼Q (k, c). Soit n ∈ N(T ) tel que b = na et
g−1hn ∈ Q(a), et soit m ∈ N(T ) tel que c = mb et h−1km ∈ Q(b).
Alors c = mna et g−1kmn = (g−1hn)n−1(h−1km)n ∈ Q(a).n−1Q(b)n = Q(a).
Re´ciproquement, supposons ∼Q une relation d’e´quivalence. Soit n ∈ N(T ) et a ∈ A(T ). soit q ∈ Q(na), alors
(1, na) ∼Q (q−1n, a). D’ou` par syme´trie, (q−1n, a) ∼Q (1, na), donc il existe n′ ∈ N(T ) tel que na = n′a et n−1qn′ ∈ Q(a).
Alors n−1n′ ∈ FixN(T )(a) ⊂ Q(a) par (para 0.2). D’ou` n−1qn ∈ Q(a). Nous avons montre´ que n−1Q(na)n ⊂ Q(a). L’in-
clusion inverse s’obtient en appliquant ce re´sultat a` n−1. 
3.3.2 De´finition
On fixe un tore maximal T0, et une famille de parahoriques Q sur A(T0). On va construire l’objet immobilier I(Q)
en se basant sur l’appartement A(T0), la construction sera bien suˆr inde´pendante du choix de T0.
De´finition 3.3.3. Soit I(Q) = G × A(T0)/ ∼Q. C’est la masure borde´e associe´e a` (D, Q). Lorsque le contexte sera
clair, on notera juste g.a pour la classe de (g, a) dans I(Q). Sinon on la notera [g, a]Q.
On de´finit une action de G sur I par g′.[g, a] = [g′g, a].
Soit ιT0,Q :
A(T0) → IQ
a 7→ [1, a]Q . C’est l’injection canonique de A(T0) dans I(Q). Son image est l’appartement
de I(Q) associe´ a` T0. Les images de ce dernier par les e´le´ments de G sont les appartements de I(Q).




La N(T0)-e´quivariance de´coule de la de´finition de ∼Q.
Si Q ve´rifie (para in j), soient a, b ∈ A(T0) tels que (1, a) ∼Q (1, b). Alors il existe n ∈ N(T0) tel que b = na et
n ∈ Q(a). Donc n ∈ Q(a) ∩ N(T0) = FixN(T0)(a), donc a = b.
Re´ciproquement, supposons ιQ injective. L’inclusion FixN(T0)(a) ⊂ Q(a) ∩ N(T0) est vraie par (para 0.2). Pour
l’autre inclusion, soit q ∈ Q(a) ∩ N(T0). Alors qa ∈ A(T0) et (1, a) ∼Q (1, qa) d’ou` par injectivite´ de ιQ, a = qa et
q ∈ Fix(a). 
On suppose de´sormais que Q ve´rifie (para in j), et on identifie A(T0) a` ιT0,Q(A(T0)).
Proposition 3.3.5. Le stabilisateur de A(T0) dans G est N(T0).
De´monstration: L’inclusion N(T0) ⊂ StabG(A(T0)) est vraie par la de´finition de ∼Q (ou par la N(T0)-e´quivariance
de l’inclusion de A(T0) dans I).
Re´ciproquement, soit g ∈ G tel que g.A(T0) = A(T0). Soit ~f ∈ F (~A(T0)), soit a ∈ A ~f . Alors g.a ∈ A(T ) et par la
de´finition de ∼Q, il existe n ∈ N(T0) tel que g.a = n.a. Donc g ∈ n.P(a) ⊂ N(T0).P( ~f ). Ceci e´tant valable pour toute
facette ~f ∈ F (~A(T0)), on obtient g ∈ ⋂ ~f∈F (~A(T0)) N(T0).P( ~f ) = N(T0).P(~A(T0)) = N(T0).T0 = N(T0) (2.1.4 pour la
premie`re e´galite´). 
Les deux propositions pre´ce´dentes permettent de de´finir la structure des appartements de I(Q) :
De´finition 3.3.6. La structure d’appartement sur A(T0) (i.e. les murs et la structure affine sur chaque fac¸ade) est celle
qui fait de ιT0,Q un isomorphisme d’appartements. Pour tout autre appartement g.A(T0), la structure d’appartement
sur g.A(T0) est celle qui fait de g|A0 un isomorphisme d’appartements dont la partie vectorielle est l’application
~V(T0) → g.~V(T0)
~v 7→ g.~v
(voir la fin de 2.1.1).
Si A = g.A(T0) est un appartement, l’addition d’un point de A et d’un vecteur de g.~V(T0) sera note´e +A.
Par exemple, si A est un appartement, a un point de A, ~v un vecteur de ~V(T ), et g ∈ G, alors g(a +A ~v) =
g(a) +gA g(~v). Si n ∈ N(T ), alors n(a +A ~v) = n(a) +A ~ν(n).~v.
Proposition 3.3.7. Soit T un tore maximal de G. Soit g ∈ G tel que T = gT0g−1. Pour tout α ∈ φ(T0), on pose
g.ϕα :
Ugα \ {e} → Λ
u 7→ ϕα(g−1ug) , et g.ϕα(e) = ∞. Alors la famille (gϕα)α∈φ est une valuation de la donne´e ra-
dicielle (G, (Uα)α∈g.φ), et l’appartement abstrait A(T ) qu’elle de´finit est isomorphe de manie`re N(T )-e´quivariante a`
l’appartement de g.A(T0) de I.
Remarque: Le syste`me de racine g.φ et la donne´e radicielle (G, (Uα)α∈g.φ) ne de´pendent pas du choix de g ∈ G tel
que T = gTg−1, contrairement a` la valuation gφ.
De´monstration: Il est imme´diat que g.ϕ est une valuation. Pour celle-ci, on a pour tout α ∈ φ et k ∈ Λ ∪ {∞},
g.Uα,kg−1 = Ugα,k. En conse´quence, si o ∈ A(T ) (resp. o0 ∈ A(T0)) est le point de base pour gϕ (resp. ϕ), alors le
groupe N(T )0 =
〈 {
n(u) | u ∈ Uα, α ∈ gφ, et gϕg−1α(u) = 0
} 〉
qui sert a` de´finir l’action de N(T ) sur A(T ) dans 3.1.5 est
e´gal a` g.N(T0)0g−1, et fixe le point g.o0.
Alors l’application A(T ) → A(T0)
o + ~v 7→ g.o0 +T ~v
est un isomorphisme N(T )-e´quivariant. En effet, elle est clairement
N(T )0-e´quivariante, et concernant l’action de T , on ve´rifie directement avec la proposition 3.1.9 que pour tout t ∈ T ,
~vt = g(~vg−1tg). 
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Graˆce a` cette proposition, on identifie de´sormais pour tout g ∈ G l’appartement g.A(T0) de I(Q) avec l’apparte-
ment abstrait A(gT0g−1).
Voici quelques proprie´te´s imme´diates de I :
Proposition 3.3.8.
1. Le fixateur d’un point x ∈ A(T0) est Q(x). Plus ge´ne´ralement, pour un appartement B = g.A(T0) = A(gT0g−1),
le fixateur d’un point x ∈ B est gQ(g−1x)g−1.
2. Soit T un tore maximal, a ∈ A(T ), g ∈ G. Si g.a ∈ A(T ), alors il existe n ∈ N(T ) tel que g.a = n.a.
3. Pour tout x ∈ I, le groupe FixG(x) est transitif sur les appartements contenant x.
De´monstration:
1. Si (g, x) ∼Q x, alors il existe n ∈ N(T0) tel que nx = x et g−1n ∈ Q(x). Alors n ∈ FixN(T0)(x) ⊂ Q(x) par (para
0.2), et donc g ∈ Q(x). La re´ciproque est claire, le cas ge´ne´ral aussi.
2. Dans A(T0), c’est la de´finition de ∼Q. Le cas plus ge´ne´ral s’y rame`ne car hN(T0)h−1 = N(hT0h−1).
3. Soient A et g.A deux appartements contenant x. On peut supposer A = A(T0). Alors g−1x ∈ A(T0), et par le point
pre´ce´dent, il existe n ∈ N(T0) tel que g−1x = nx. Alors gn ∈ FixG(x), et g.A(T0) = gnA(T0).

On prolonge naturellement la de´finition des sous-groupes parahoriques, de manie`re cohe´rente avec les notations
Q(x), Q(Ω) de´ja` introduites :
De´finition 3.3.9. Pour tout x ∈ I, on note Q(x) = FixG(x). Pour toute partie Ω de I, on note Q(Ω) = FixG(Ω).
Remarques:
– Si A est un appartement, si a ∈ A et ~v ∈ ~A, alors le point a +A ~v ∈ A est bien de´fini par la formule a +A ~v =
g(g−1(a)+A(T0) g−1(~v)), ou` g ∈ G est tel que g.A(T0) = A. Mais ceci de´pend a priori de l’appartement A contenant
a et tel que ~v ∈ ~A conside´re´. On ne peut donc pas noter ce point a + ~v. En terme de condition sur la famille Q ,
le point a + ~v est bien de´fini si N.Q(g−1a) ∩ N.P(g−1~v) ⊂ N.(Q({g−1a, g−1(a + ~v)}) ∩ P(g−1~v)) (ou` l’addition est
faite dans A(T0)). Ceci est une conse´quence de (para 2.2+), voir la section 3.9.
– Il en va de meˆme pour les projections : si a ∈ A et ~f ∈ F (~A), on peut noter prA, ~f (a) la projection de a sur la
fac¸ade A ~f dans l’appartement A. Le projete´ pr ~f (a) est bien de´fini si N.Q(a) ∩ N.P( ~f ) ⊂ N.Q({a, pr ~f (a)}), en
particulier si Q ve´rifie (para 2.2)( ~f ). Voir 3.7.
– Pour l’enclos enfin, si Ω est une partie d’un appartement A, on notera ClA(Ω) l’enclos de Ω dans A. Ceci sera
inde´pendant de A si Q ve´rifie (para 5)(Ω) et (para 6)(Ω).
Enfin, on montre une caracte´risation ge´ome´trique des sous-groupes radiciels value´s Uα,k.
Proposition 3.3.10. Soit T un tore maximal, α ∈ φ(T ), u ∈ Uα. Alors l’ensemble des points fixes de u dans A(T ) est
pre´cise´ment D(α, ϕα(u)).
De´monstration:
Notons k = ϕα(u). Par (para 0.3) et comme pour tout a ∈ A, Q(a) = Fix(a), Uα,k fixe D(α, k).
Supposons que u fixe un point x ∈ D(−α,−k) \ M(α, k). Soient u′, u′′ ∈ U−α tels que n(u) = u′uu′′. D’apre`s 3.1.11,
ϕ−α(u′) = ϕ−α(u′′) = −k donc u′ et u′′ fixent x. Ainsi n(u) ∈ Q(x). Or n(u) induit la re´flexion selon le mur M(α, k) qui
ne contient pas x. Donc n(u) ∈ (Q(x) ∩ N) \ N(x), ceci contredit (para in j). 
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Corollaire 3.3.11. Pour α ∈ φ(T ) et x ∈ A(T ), Uα(x) = {u ∈ Uα | u fixe x}.
Corollaire 3.3.12. Soit α ∈ φ(T ), x ∈ A(T ), et g ∈ G. Alors gUα(x)g−1 = Ugα(g.x).
Proposition 3.3.13. Soient Q et R deux familles de parahoriques avec Q ⊂ R. Alors il existe une projection naturelle
G e´quivariante φ : I(Q) ։ I(R), [g, a]Q 7→ [g, a]R. En particulier, la masure borde´e I(P) correspondant a` la famille
minimale de parahoriques se projette sur toutes les autres masures borde´es de G.
De´monstration: Si (g, a) ∼Q (h, b), alors il existe n ∈ N tel que b = na et g−1hn ∈ Q(a). Comme Q(a) ⊂ R(a), ceci
entraine (g, a) ∼R (h, b). Donc φ est bien de´finie. Le reste est e´vident. 
3.3.3 Fac¸ades d’immeuble
Rappelons que, par de´finition, les fac¸ades d’appartements dans I sont toutes les parties de la forme g.(A0 ~f ), avec
g ∈ G et ~f ∈ F (~A0).
Lemme 3.3.14. Soient f = (hA0)h ~f et e = (gA0)g~e deux fac¸ades d’appartements. Si f ∩ e , ∅, alors h ~f = g~e.
Preuve du lemme: On peut supposer h = e. Soit a ∈ A0 ~f ∩ (gA0)g~e. Alors g−1a ∈ A0~e donc il existe n ∈ N tel que
gn ∈ Q(a). En particulier, gn ∈ P( ~f ) donc g−1 ~f = n ~f , et d’autre part g−1a = na d’ou` n. ~f = ~e. Au final, g−1 ~f = ~e. 
En conse´quence de ceci, la direction d’une fac¸ade d’appartement dans I est bien de´finie :
De´finition 3.3.15. Soit f = g.(A0 ~f ) une fac¸ade d’appartement, alors la facette vectorielle g. ~f est appele´e la direction
de f. La re´union de toutes les fac¸ades d’appartement dirige´es par une facette vectorielle ~f est appele´e la fac¸ade de I
de direction ~f . On la note I ~f .
Proposition 3.3.16. Les fac¸ades de I forment une partition de I. De plus, l’application ~f 7→ I ~f est une bijection
G-e´quivariante entre les facettes de ~I et les fac¸ades de I. En conse´quence, le stabilisateur dans G de la fac¸ade I ~f est
P( ~f ).
De´monstration: Le lemme prouve que deux fac¸ades sont disjointes ou e´gales. De plus, A0 est la re´union de ses
fac¸ades, donc I = G.A0 est la re´union de ses fac¸ades d’appartement, et donc de ses fac¸ades d’immeuble.
L’application ~f 7→ I ~f est clairement surjective et G-e´quivariante. Si I ~f = I~g, soit f une fac¸ade d’appartement de
direction ~f et a ∈ f. Par hypothe`se, il existe g de direction ~g contenant a. Le lemme entraine alors ~f = ~g. 
Proposition 3.3.17. Si ~f est une facette sphe´rique de ~I, et si Q ve´rifie (para sph), la fac¸ade I ~f est l’immeuble de
Bruhat-Tits du groupe M~A( ~f ), pour tout appartement ~A contenant ~f .
Pour une facette ~f ge´ne´rale, la fac¸ade ferme´e I ~f :=
⋃
~g∈ ~f ∗ I~g est la masure borde´e pour la donne´e radicielle
value´e (M( ~f ), (Uα, ϕα)α∈φm( ~f )) avec la famille de parahoriques Q restreinte a` A ~f .
De´monstration: Soit ~f une facette de ~I. Soit g = B ~f une fac¸ade d’appartement de direction ~f . Il existe p ∈ P( ~f )
tel que B = p.A et donc g = p.A ~f . Ainsi, I ~f = P( ~f ).A ~f . Mais comme U( ~f ) fixe A ~f , on a I ~f = M~A( ~f ).A ~f .
Supposons ~f sphe´rique. Alors A ~f est un appartement pour la donne´e radicielle value´e finie D~A, ~f . Le fait que pour
tout a ∈ A ~f , M~A( ~f )∩P(a) soit le sous-groupe parahorique pourD~A, ~f au point a permet de ve´rifier imme´diatement que
I ~f est l’immeuble de Bruhat-Tits de D~A, ~f .
Dans le cas ge´ne´ral, A ~f =
⋃
~g∈ ~f ∗∩~A A~g est un appartement pour D~A, ~f . De plus I ~f = M~A( ~f ).A ~f , et on ve´rifie
directement sur la de´finition que ceci est la masure de D~A, ~f pour la famille de parahoriques (M~A( ~f ) ∩ Q(a))a∈A ~f . 
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3.4 De´composition d’Iwasawa
On prouve ici la de´composition d’Iwasawa G = P( ~C) . N(T ) . G(F), valable pour toute chambre ~C de ~A(T ) et pour
toute facette F ⊂ A. Rappelons que selon nos notations, le groupe G(F) est de´fini par G(F) = 〈 {Uα(F) | α ∈ φ(T )} 〉,
avec Uα(F) := {u ∈ Uα | F ⊂ D(α, ϕα(u))}. Pour toute famille de parahoriqueQ, on a G(F) ⊂ Q(F), donc la de´composition
d’Iwasawa implique G = P( ~f ) . N(T ) . Q(F), pour toute facette ~f de ~A(T ) et F de A(T ).
3.4.1 La de´composition
Lemme 3.4.1. Soit ~C une chambre de ~A(T ), soit α ∈ φ(T ) qui s’annule sur une cloison ~m de ~C. Autrement dit, α est
une racine simple de φ( ~C). Alors :
U( ~C) = U(~m) ⋊ Uα
Remarque: On rappelle que pour une chambre ~C, U( ~C) = G(φ( ~C)).
Preuve du lemme:
Le groupe Uα fixe la cloison ~m donc normalise U(~m). Soit u ∈ Uα ∩ U(~m), alors u fixe les deux chambres de ~A qui
bordent ~m, et u ∈ Uα, ceci entraine u = e. Ainsi le groupe engendre´ par Uα et U(~m) est bien un produit semi-direct.
Il est inclus dans U( ~C) car Uα tout comme U(~m) le sont (U(~m) = U( ~C) ∩ U(r~m. ~C) si r~m est la re´flexion dans ~A par
rapport a` ~m). Enfin, pour toute racine β ∈ φ( ~C), on a soit β = α, soit β ∈ φu(~m), et dans les deux cas Uβ ⊂ U(~m) ⋊ Uα.
D’ou` le re´sultat. 
Proposition 3.4.2. (De´composition d’Iwasawa) Soit ~C une chambre de ~A(T ) et F une facette de A(T ). Alors :
G = U( ~C) . N(T ) . G(F) .
De´monstration:
La preuve est classique. Il suffit de prouver que l’ensemble Z := U( ~C) . N(T ) . G(F) est stable par multiplication a`
gauche par n’importe quel e´le´ment de G. Or G est engendre´ par T , par les Uα avec α ∈ φ( ~C) et par les Uβ avec β une
racine simple de φ(− ~C). De´ja`, Z est clairement stable par multiplication a` gauche par T et les Uα. Soit donc β = −α
une racine simple de φ(− ~C), montrons que Z est stable par multiplication a` gauche par Uβ.
Par le lemme pre´ce´dent, U( ~C) = U(~m) ⋊ Uα, avec ~m la cloison de ~C qui est incluse dans le noyau de β. Le groupe
U(~m) est normalise´ par Uβ, et Uβ.Z ⊂ U(~m).Uβ.Uα.N(T ).G(F). L’ensemble {α, β} = {α,−α} est un syste`me de racine




= Uα.T {e, rα}Uα = Uα.T ⊔ UαU−αTrα ⊂ UαU−αN, ou` rα = n(u) est la
re´flexion ge´ne´re´e par un e´le´ment quelconque u de Uα.
Ainsi, Uβ.Z ⊂ U(~m) . Uα . U−α . N(T ) . G(F) = U( ~C) . U−α . N(T ) . G(F).
´Etudions maintenant le produit U−α.N(T ).G(F). Pour tout n ∈ N(T ), U−α.n = nn−1U−αn = nU−n−1.α. Dans la
donne´e radicielle de type finie (〈 U−n−1.α,Un−1.α, T 〉 , ((U−n−1.α, ϕ−n−1.α, (Un−1.α, ϕn−1.α))), en utilisant la de´composition
d’Iwasawa ou de Bruhat selon que n−1α(F) est fini ou non, il vient U−n−1 .α ⊂ Un−1α.N(T ).G(F). D’ou` U−α.N(T ).G(F) ⊂
Uα.N(T ).G(F).
On a alors obtenu : Uβ.Z ⊂ U(~m).Uα . N(T ) . G(F) ⊂ U( ~C) . N(T ) . G(F). 
Corollaire 3.4.3. Pour toutes facettes ~f ⊂ ~A(T ) et F ⊂ A(T ), pour toute famille Q de parahoriques sur A(T ), on a
G = P( ~f ).N(T ).Q(F)
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Corollaire 3.4.4. Soit F une facette deI et ~f une facette de ~I. Pour tout appartement A contenant F, il existe q ∈ Q(F)
tel que ~f ⊂ q. ~A. En particulier, il existe un appartement contenant F dont l’appartement directeur contient ~f .
De´monstration: Soit g ∈ G tel que ~f ⊂ g. ~A. Soit T le tore maximal tel que A = A(T ). Par le corollaire pre´ce´dent,
g ∈ Q(F)N(T )P(g−1 ~f ). Soit g = qnp une e´criture de g correspondante. Alors ~f ⊂ q. ~A. 
3.4.2 Unicite´
Lorsque Q ve´rifie (para dec) pour une facette F, on prouve un re´sultat d’unicite´ pour le facteur dans N pour toute
de´composition d’Iwasawa faisant intervenir F.
Proposition 3.4.5. Soient ~C une chambre de ~A et F une facette de A, F′ ⊂ A un e´le´ment du filtre F. Soient n, n′ ∈ N
tels que U( ~C).n.G(F′) ∩ U( ~C).n′.G(F′) , ∅. On suppose de plus que ~f ⊂ n ~C ou ~f ⊂ n′ ~C, ou ~f est la direction de la
fac¸ade de F.
Pour tout a ∈ F′, si Q ve´rifie (para dec)(a), alors n−1n′ ∈ N(a). Autrement dit, le facteur dans N dans la
de´composition de Le´vi est unique modulo N(a).
En particulier, si Q ve´rifie (para dec)(a) pour tout a ∈ F′, alors n−1n′ ∈ N(F).
De´monstration:
Soit a ∈ F′ tel que Q ve´rifie (para dec)(a). On a n′ ∈ U( ~C).n.Q(F′) , d’ou` n−1n′ ∈ U(n−1 ~C) . Q(F′) ⊂ U(n−1 ~C) . Q(a) =
U(n−1 ~C) . (U(−n−1 ~C)∩Q(a)) . N(a) par (para dec)(a). Donc il existe na ∈ N(a) tel que n−1n′na ∈ U(n−1 ~C) . U(−n−1 ~C).
Par unicite´ du facteur de N dans la de´composition de Birkhoff vectorielle, on obtient n−1n′na = e. 
En fait, l’unicite´ modulo N(a) d’un facteur n ∈ N dans la de´composition d’Iwasawa G = U( ~C).N.Q(a), avec
~f ⊂ n ~C, e´quivaut a` l’e´galite´ : N ∩ U(n−1 ~C).Q(a) = N(a). Nous avons juste ve´rifie´ que cette dernie`re est conse´quence
de (para dec)(a). Nous verrons plus loin (3.7.6) qu’elle est e´galement vraie lorsque Q est une bonne famille de para-
horiques.
Corollaire 3.4.6. Soit a ∈ A. Soit Q une famille de parahoriques ve´rifiant (para dec)(a) fonctoriellement. Alors pour
tout sous-groupe ∆ de R, G ∩ N∆( ~fa).Q∆(a) = N( ~fa).(G ∩ Q∆(a)).
Et donc si Q ve´rifie en outre (fonc)(a), alors G ∩ N∆.Q∆(a) = N.Q(a).
De´monstration: Soit g = u.n.p une e´criture de g dans la de´composition d’Iwasawa G = U( ~C) . N . Q(a), pour
~C une chambre de ~f ∗a ∩ ~A. Comme P(a) ⊂ P∆(a), N ⊂ N∆, et U( ~C) ⊂ U∆( ~C), c’est aussi une e´criture de g dans
G∆ = U∆( ~C) . N∆ . Q∆(a).
Par ailleurs, soit g = n∆.q∆ une e´criture venant de l’hypothe`se g ∈ N∆( ~fa).Q∆(a). Par la proposition pre´ce´dente,
n.N∆(a) = n∆.N∆(a). Donc g ∈ n.Q∆(a), puis g ∈ n.(Q∆(a) ∩G), ce qui vaut n.Q(a) si (fonc)(a) est vrai. 
Remarque: Le meˆme raisonnement permettra la meˆme conclusion lorsqu’on e´tudiera un groupe presque de´ploye´
par descente galoisienne.
3.5 De´composition de Bruhat/Birkhoff
Proposition 3.5.1. Soient F1 et F2 deux facettes d’un appartement A(T ). On suppose qu’au moins une des deux est
sphe´rique. Alors G = U( ~f1)G(F1)N(T )G(F2)U( ~f2), ou` ~f1, respectivement ~f2, est la direction de la fac¸ade de F1,
respectivement F2.
Remarque: En fait, l’hypothe`se minimale sur les facettes F1 et F2 pour que la de´composition soit vraie, et prouve´e
par la preuve a` suivre est : si ~f1 et ~f2 sont les directions des fac¸ades de F1 et F2, alors pour tout w ∈ W(~A(T )),
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φm( ~f1 ∪ w ~f2) est fini.
De´monstration:
On fixe g ∈ G. Pour cette preuve, l’appartement par de´faut est A(T ), c’est-a`-dire qu’on notera N pour N(T ), M( f )
pour MA( f )... .
Par la de´composition d’Iwasawa de G, g ∈ P( ~f1) . N . G(F2) = U( ~f1).M( ~f1) . N . G(F2). Comme U( ~f2) est
normalise´ par G(F2), on peut supposer qu’il existe n ∈ N tel que g ∈ M( ~f1) . n.
On utilise alors la de´composition d’Iwasawa dans M( ~f1), avec la facette affine F1 et la facette vectorielle pr ~f1 (n ~f2).
Le sous-groupe parabolique de M( ~f1) fixant cette facette vectorielle est le groupe engendre´ par les Uα avec α ∈
φm( ~f1) ∩ φ(n ~f2) = φ(~Ω), en notant ~Ω = conv( ~f1 − ~f1 + n ~f2). Donc M( ~f1) = (G(F1) ∩ M( ~f1)) . N( ~f1) . P(~Ω). Notons
que ~Ω est e´quilibre´e, car les deux facettes pr ~f1 ( ~f2) et pr− ~f1 ( ~f2) sont sphe´riques, incluses dans ~Ω, et de signes oppose´s.
Donc P(~Ω) = M(~Ω) ⋉ U(~Ω) ⊂ M(~Ω) ⋉ U(n ~f2). Ainsi,
g ∈ G(F1) . N( ~f1) . M(~Ω) . U(n ~f2).n = G(F1) . N( ~f1) . M(~Ω) . n.U( ~f2)
On peut donc supposer qu’il existe n1 ∈ N( ~f1) tel que :
g ∈ n1.M(~Ω).n
Les facettes nF2 et n−11 F1 se projettent sur A~Ω. Et par la de´composition de Bruhat dans le groupe muni d’une
donne´e radicielle value´e finie M(~Ω), on a M(~Ω) = G(φm(~Ω), pr~Ω(n−11 F1)) . N(~Ω) . G(φm(~Ω), pr~Ω(nF2)). Enfin, sachant





), on arrive a`
M(~Ω) ⊂ G(n−11 F1) . N(~Ω) . G(nF2)
, puis :
g ∈ n1G(n−11 F1) . N(~Ω) . G(nF2)n = G(F1) . n1N(~Ω)n . G(F2) ⊂ G(F1) . N . G(F2)

Corollaire 3.5.2. Pour toute famille Q de parahoriques, pour toutes facettes F1 et F2 d’un appartement A(T ), si l’une
des deux est sphe´rique, alors :
G = Q(F1) . N(T ) . Q(F2)
Corollaire 3.5.3. Pour toute famille Q de parahoriques, pour toutes facettes F1 et F2 de I(Q), si l’une des deux est
sphe´rique, alors il existe un appartement contenant F1 ∪ F2.
De´monstration: Soit A(T ) un appartement contenant F1, soit g ∈ G tel que F2 ⊂ g.A(T ). Par la de´composition
de Bruhat/Birkhoff, G = Q(F1) . N(T ) . Q(g−1F2). Soit g = q1nq2 l’e´criture correspondante de g. Alors F1 ∪ F2 ⊂
q1.A(T ). 
3.6 Construction de familles ve´rifiant (para dec)
Lemme 3.6.1. Soit ~C une chambre de ~A, ~m une cloison de ~C, et a ∈ A tel que ~fa ⊂ ~m. Soit α ∈ φ la racine telle que
α( ~C) > 0 et α(~m) = 0. Pour toute famille Q de parahoriques ve´rifiant (para sph) et (para 2.1)(~m) on a :
Q(a) ∩ U( ~C) = (Q(a) ∩ U(~m)) ⋊ Uα(a) .
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Preuve du lemme: Soit g ∈ Q(a) ∩ U( ~C). On sait par le lemme 3.4.1 que U( ~C) = U(~m) ⋊ Uα, il existe donc une
de´composition g = u.uα avec u ∈ U(~m) et uα ∈ Uα. Comme U( ~C) ⊂ P(~m), on a g ∈ Q(a) ∩ P(~m) = Q({a, pr~m(a)})
par (para 2.1)(~m). Le facteur u ∈ U(~m) fixe toute la fac¸ade A~m, on en de´duit que uα ∈ Uα ∩ P(pr~m(a)), c’est-a`-dire
uα ∈ Uα(a). En particulier, uα fixe a, donc u aussi : u ∈ U(~m) ∩ Q(a). 
Proposition 3.6.2. Soit ǫ un signe, soit Q une famille de parahoriques ve´rifiant (para sph) et (para 2.1)(~m) pour toute
cloison ~m de signe ǫ. On suppose que la famille minimale P ve´rifie aussi (para2.1)(~m) pour toute cloison ~m. Alors
pour tout a ∈ Aǫ et toute chambre ~C de ~f ∗a ∩ ~Aǫ , l’ensemble :
R(a) =
(




P(a) ∩ U(− ~C)
)
. N(a)
est un sous-groupe de Q(a) contenant P(a). Il est en outre inde´pendant de la chambre ~C de ~f ∗a ∩ ~Aǫ choisie.
Si on de´finit en outre R(a) = Q(a) pour tout a ∈ A \ Aǫ , on obtient une famille de parahoriques R incluse dans Q
et ve´rifiant (para dec) pour les chambres de signe ǫ.
De´monstration:
Supposons ǫ = +. Soit a ∈ A et ~C une chambre de ~A+, notons R ~C(a) =
(







Commenc¸ons par montrer que R ~C(a) est inde´pendant de la chambre ~C de ~f ∗a : il suffit de prouver que R ~C(a) =
R
rα ~C(a) pour toute racine simple α de φ( ~C) ∩ φm( ~fa). Soit α une telle racine, et ~mα la cloison de ~C correspondante.
D’apre`s le lemme pre´ce´dent, Q(a)∩U( ~C) = (Q(a)∩U(~mα)) . Uα(a) et de meˆme P(a)∩U(− ~C) = (P(a)∩U(−~mα)) ⋊
U−α(a). De plus, Uα(a) normalise P(a) ∩ U(−~mα). Ainsi :
R ~C(a) = (Q(a) ∩ U(~mα)) . Uα(a) . (P(a) ∩ U(−~mα)) . U−α(a) . N(a)
= (Q(a) ∩ U(~mα)) . (P(a) ∩ U(−~mα)) . Uα(a).U−α(a) . N(a)
L’ensemble Uα(a).U−α(a) est inclus dans le groupe avec donne´e radicielle value´e finie M(~mα). Il est meˆme inclus
dans le fixateur FixM(~mα)(pr~mα (a)) du point pr~mα (a) de I~mα , l’immeuble de Bruhat-Tits de M(~mα). Or ce fixateur
est e´gal a` Uα(a).U−α(a).(N(a) ∩ M(~mα)) = U−α(a).Uα(a).(N(a) ∩ M(~mα)) d’apre`s [BT72]. Donc Uα(a).U−α(a) ⊂
U−α(a).Uα(a).N(a) et finalement :
R ~C(a) = (Q(a) ∩U(~mα)) . (P(a) ∩ U(−~mα)) . U−α(a).Uα(a).N(a)
= (Q(a) ∩U(~mα)).U−α(a) . (P(a) ∩ U(−~mα)).Uα(a) . N(a)
Or φ(rα ~C) = (φ( ~C) \ {α}) ∪ {−α} et similairement pour φ(−rα ~C), donc le lemme pre´ce´dent indique que (Q(a) ∩
U(~mα)).U−α(a) = Q(a) ∩ U(rα ~C) et (P(a) ∩ U(−~mα)).Uα(a) = P(a) ∩ U(rα ~C). Nous avons bien prouve´ que R ~C(a) =
R
rα ~C(a).
On peut maintenant noter R(a) au lieu de R ~C(a). Pour montrer qu’il s’agit d’un groupe, il suffit de montrer qu’il
est stable par multiplication a` gauche par G(a) et par N(a). Commenc¸ons par la stabilite´ par multiplication par G(a).
Comme G(a) = U( ~fa).
〈 {
Uα(a) | α ∈ φm( ~fa)
} 〉
, il suffit de voir la stabilite´ sous la multiplication par U( ~fa) et par
les Uα(a), α ∈ φm( ~fa). Pour tout α ∈ φm( ~fa), il existe une chambre ~C ⊂ ~f ∗a positive telle que α ∈ φ( ~C). Alors
Uα(a) ⊂ Q(a) ∩ U( ~C) d’ou` Uα(a).R(a) ⊂ R(a). Passons a` U( ~fa) : pour n’importe quelle chambre ~C de ~f ∗a , on a
U( ~fa) ⊂ Q(a) ∩ U( ~C), d’ou` U( ~fa).R(a) ⊂ R(a).
Pour finir, soit n ∈ N(a), fixons ~C une chambre positive. Alors n.R(a) = n.R ~C(a) = n(Q(a) ∩ U( ~C)) . (P(a) ∩
U(− ~C)) . N(a) = (Q(a) ∩U(n ~C)) . (P(a) ∩ U(−n ~C)) . nN(a) = R
n ~C(a) = R(a).
Ceci prouve que R(a) est un groupe. Il est clair que P(a) ⊂ R(a) ⊂ Q(a), et ceci entraine imme´diatement que
(R(a))a∈A est une famille de parahoriques. De plus, pour toute chambre ~C positive, Q(a) ∩ U( ~C) = R(a) ∩ U( ~C) et
P(a) ∩ U(− ~C) ⊂ R(a) ∩U( ~C) donc R ve´rifie (para dec)( ~C). 
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Remarque: Ceci et la proposition 3.2.11 prouvent que pour la famille minimale de parahoriques P, les conditions
(para 2.1)(sph) fonctorielle (et meˆme (para 2.1) fonctoriel sur les cloisons) et (para dec) fonctorielle sont e´quivalentes,
car pour Q = P, on obtient R = P, quel que soit le signe ǫ choisi.
Corollaire 3.6.3. S’il existe une famille de parahoriques ve´rifiant (para sph) et (para 2.1)(~m) pour chaque cloison ~m,
alors la famille minimale P ve´rifie (para dec).
De´monstration: Pour toute cloison ~m, le fait que Q ve´rifie (para sph) et (para 2.1)(~m) entraine que P ve´rifie aussi
(para 2.1)(~m), nous sommes donc bien dans les conditions d’application de la proposition.
Soit a ∈ A, soit ~C une chambre de ~f ∗a ∩ ~A. Soit ǫ le signe de ~C. Soit Rǫ la famille de parahoriques construite par
la proposition, alors Rǫ(a) = (Q(a) ∩ U( ~C)).(P(a) ∩ U(− ~C)).N(a). Prenant l’intersection avec P(a), il vient P(a) =
P(a) ∩ Rǫ(a) = (P(a) ∩ U( ~C)).(P(a) ∩ U(− ~C)).N(a). 
3.7 Bonnes familles de parahoriques
3.7.1 Une condition suffisante pour (para 2.2)
Nous avons de´ja` vu au 3.2.13 que la condition (para dec) fonctorielle implique (para in j), (para sph) et (para
2.1)(sph). Nous pouvons maintenant, graˆce a` la de´composition d’Iwasawa, prouver qu’elle implique e´galement (para
2.2)(sph), autrement dit que toute famille ve´rifiant (para dec) fonctoriellement est une bonne famille de parahoriques.
Proposition 3.7.1.
1. Soit Q une famille de parahoriques qui ve´rifie (para dec) fonctoriellement. Alors Q ve´rifie (para 2.2)(sph)
(fonctoriellement).
2. Soit ~f une facette telle que Q ve´rifie (para 2.2)( ~f ). On suppose de plus que Q ve´rifie (para in j). Alors Q ve´rifie
(para 2.1)( ~f ). En particulier, toute bonne famille de parahoriques ve´rifie (para 2.1)(sph).
Remarque: Les conditions du deuxie`me point sont plutoˆt plus faibles que celles du premier point, et sa preuve plus
simple, on peut donc conside´rer (para 2.1) comme plus faible que (para 2.2).
De´monstration:
1. Rappelons que Q ve´rifie (para sph), (para 2.1) et (para in j) par la proposition 3.2.11. Soit a ∈ A et ~f une facette
sphe´rique dans ~f ∗a . Soit g ∈ N.Q(a) ∩ N.P( ~f ), on peut supposer g ∈ Q(a) ∩ N( ~fa).P( ~f ). Graˆce a` (fonc), soit ∆
tel que a est spe´cial dans A∆, puis soit n ∈ N∆(a) tel que ng ∈ P∆( ~f ). Comme Q ve´rifie fonctoriellement (para
2.1)( ~f ) puis (para sph), on a ng ∈ Q∆(a)∩ P∆( ~f ) = Q∆({a, pr ~f (a)}) ⊂ P∆(pr ~f (a)). D’ou` g ∈ N∆(a).P∆(pr ~f (a))∩
G. Le point pr ~f (a) e´tant sphe´rique, la famille Q ve´rifie (fonc)(pr ~f (a)) (par 3.2.8, 5) et (para dec)(pr ~f (a)) (graˆce
a` 3.2.3, 6). Par le corollaire 3.4.6, puis la proposition 3.2.3, 1, on obtient g ∈ Q(a) ∩ N.P(pr ~f (a)) = Q(a) ∩
N.U( ~f ).G(φm( ~f ), a). Comme G(φm( ~f ), a) ⊂ Q({a, pr ~f (a)}), on peut supposer g ∈ Q(a) ∩ NU( ~f ).
Soit ~C une chambre dont l’adhe´rence contient ~f . Soit g = nu une e´criture de g correspondant a` g ∈ N.U( ~f )
et g = n′u−ǫuǫ une e´criture correspondant a` g ∈ Q(a) = N(a).(U(− ~C) ∩ Q(a)).(U( ~C) ∩ Q(a)) (obtenue par
(para dec)(a)). Alors n−1n′ = u(uǫ)−1(u−ǫ)−1. Et u(uǫ)−1 ∈ U( ~C). Donc par l’unicite´ dans la de´composition de
Birkhoff vectorielle de G, on obtient u = uǫ ∈ U( ~f ) ∩ Q(a) ⊂ Q({a, pr ~f (a)}). Donc g = nu ∈ N.Q({a, pr ~f (a)}).
2. Soit g ∈ Q(a) ∩ P( ~f ). D’apre`s (para 2.2)( ~f ), on a alors g ∈ N.Q({a, pr ~f (a)}). Soit g = nq l’e´criture correspon-
dante, on a a = g.a = n.a, d’ou` n ∈ Q(a)∩N = N(a) graˆce a` (para in j). De meˆme, ~f = g. ~f = n. ~f d’ou` n ∈ N( ~f ).
Mais comme N agit de manie`re affine sur A, n ∈ N(a) ∩ N( ~f ) = N(a + ~f ) ⊂ Q({a, pr ~f (a)}).

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Corollaire 3.7.2. Toute famille de parahoriquesQ ve´rifiant fonctoriellement (para dec) ve´rifie fonctoriellement (para sph),
(para in j), (para 2.1)(sph) et (para 2.2)(sph), c’est donc une bonne famille de parahoriques.
C’est en particulier le cas pour la famille minimale de parahoriques dans un groupe de Kac-Moody de´ploye´.
De´monstration: C’est une conse´quence du corollaire 3.2.13 et de la proposition ci-dessus. 
3.7.2 Projections
La condition (para 2.2)( ~f ) entraine que la projection pr ~f (a) est bien de´finie dansI, de`s que ~fa ⊂ ~f , inde´pendamment
de l’appartement contenant a et ~f conside´re´. Ainsi, dans une bonne famille de parahoriques, la conjonction de (para
2.2)(sph) et de (para sph) permettra souvent de ramener une preuve a` une e´tude dans une fac¸ade sphe´rique, donc dans
un immeuble affine, bien connu graˆce a` [BT72].
Proposition 3.7.3. Si Q ve´rifie (para 2.2)( ~f ), alors la projection pr ~f est bien de´finie sur la re´union des A(T )~g tels que
~f ∪ ~g ⊂ ~A(T ) et ~g ⊂ ~f . Pour tout g ∈ G, on a g.pr ~f (a) = prg ~f (g.a).
De´monstration:
Soit a dans une fac¸ade A(T )~g telle que ~f ∪ ~g ⊂ ~A(T ) et ~g ⊂ ~f . Soit T0 un tore maximal de re´fe´rence, soit g ∈ G tel que
g.A(T ) = A(T0). Alors g. ~f et g.~g sont deux facettes de ~A(T0) telles que g.~g ⊂ Vect~A(T0)(g. ~f ) donc la projection prg ~f (ga)
est bien de´finie dans A(T0). On veut poser pr ~f (a) = g−1(prg ~f (ga)), il s’agit de ve´rifier que ceci est inde´pendant de T et
de g.
Soient donc T ′ et g′ d’autres choix possibles. Alors g′g−1 envoie ga et g ~f sur un autre point de A(T0) et une autre
facette de ~A(T0). Donc g′g−1 ∈ N(T0)Q(ga) ∩ N(T0)P(g ~f ). Ceci vaut N(T0)Q({ga, prg ~f (ga)}) par (para 2.2)(g ~f ). Soit
n ∈ N(T0) tel que g′g−1 ∈ n.Q({ga, prg~f (ga)}). Alors g′g−1(prg ~f (ga)) = n(prg ~f (ga)) = prng ~f (nga) = prg′ ~f (g′a). Ceci
prouve que g−1(prg ~f (ga)) = (g′)−1(prg′ ~f (g′a)). 
3.7.3 Conse´quences varie´es
On rassemble ici quelques petits re´sultats obtenus au moyen des projections pour une bonne famille de paraho-
riques.
On peut dans une certaine mesure caracte´riser un point de I par ses projete´s dans diverses fac¸ades. Par exemple,
on prouve le :
Lemme 3.7.4. Soit ~f une facette de ~A, et Q une famille de parahoriques ve´rifiant (para sph) et (para 2.2)(~m) pour
toute cloison ~m de ~f ∗ ∩ ~A. Alors pour tout u ∈ U( ~f ), pour tout a ∈ A tel que ~f ⊂ ~f ∗a , ou u.a = a, ou bien u.a < A.
En terme de groupes, ceci s’e´crit U( ~f ) ∩ N.Q(a) ⊂ Q(a).
Preuve du lemme: Soit a ∈ A, supposons u.a ∈ A. Soit ~m une cloison de ~f ∗ ∩ ~A ∩ ~f ∗a , alors u ∈ P(~m), donc
u.pr~m(a) = pr~m(u.a) ∈ A~m. Ainsi u envoie le point pr~m(a) sur un autre point de l’appartement A~m. Sachant que u fixe
par ailleurs un coˆne ouvert de A~m (c’est-a`-dire une demi-droite, puisque dim(A~m) = 1), et que I~m est un immeuble
affine (en fait un arbre), ceci entraine que u.pr~m(a) = pr~m(a), d’ou` pr~m(u.a) = pr~m(a).
Donc a et u.a sont deux points de A dont les projete´s sur tous les A~m, pour ~m une cloison de ~f ∗ ∩ ~A ∩ ~f ∗a coı¨ncident.
Ceci entraine que −−−−→a u(a) est dans l’intersection de ces ~m. Mais celle-ci est triviale dans A ~fa . 
Voici la premie`re conse´quence de ce lemme :
37
Proposition 3.7.5. Toute famille de parahoriques ve´rifiant (para sph), (para in j), (para 2.1)(~m) et (para 2.2)(~m) pour
toute cloison ~m ve´rifie aussi (para dec).
Remarque: graˆce a` 3.7.1, on peut remplacer l’hypothe`se (para 2.1)(~m) par (para in j).
De´monstration:
Soit a ∈ A et ~C ∈ F ( ~f ∗a ∩ ~A). Par la de´composition d’Iwasawa, G = U( ~C).N.P(a). Prenant l’intersection avec
Q(a), il vient Q(a) = (U( ~C).N∩Q(a)).P(a). Mais le lemme entraine facilement (avec (para in j)) que U( ~C).N∩Q(a) =
(U( ~C) ∩ Q(a)).N(a). D’ou` Q(a) = (U( ~C) ∩ Q(a)).P(a).
Maintenant, P ve´rifie (para dec) par le corollaire 3.6.3, donc P(a) = (U( ~C)∩P(a)).(U(− ~C)∩P(a)).N(a) ⊂ (U( ~C)∩
Q(a)).(U(− ~C)∩Q(a)).N(a). D’ou` le re´sultat : Q(a) = (U( ~C)∩Q(a)).(U(− ~C)∩ P(a)).N(a) ⊂ (U( ~C)∩Q(a)).(U(− ~C)∩
Q(a)).N(a). 
Remarque: Le re´sultat obtenu est meˆme un peu plus fort : on a vu que Q(a) = (U( ~C)∩Q(a)).(U(− ~C)∩P(a)).N(a).
Vu le corollaire 3.7.2 et la proposition 3.2.12, dans le cas ou` la donne´e radicielle est fonctorielle, on a donc pour
toute famille de parahoriques Q e´quivalence entre les assertions suivantes :
– Q est fonctoriellement une bonne famille de parahoriques.
– Q ve´rifie fonctoriellement (para dec).
– Q ve´rifie fonctoriellement (para sph), (para 2.1)(~m) et (para 2.2)(~m) pour toute cloison ~m.
– Q ve´rifie fonctoriellement (para sph), (para in j), et (para 2.2)(~m) pour toute cloison ~m.
Pour une famille Q ve´rifiant (para sph), (para in j), et (para 2.2) pour les cloisons, le lemme implique aussi l’e´galite´
N ∩ U( ~C).Q(a) = N(a), pour toute chambre ~C de ~A et tout point a ∈ A tels que ~fa ∈ ~C. Et ceci permet, comme en
3.4.5, de prouver l’unicite´ modulo N(a) du facteur dans N de la de´composition d’Iwasawa :
Proposition 3.7.6. Soit Q une bonne famille de parahoriques. Soient ~C une chambre de ~A et a ∈ A. Alors N ∩
U( ~C).Q(a) = N(a) si ~fa ⊂ ~C.
En conse´quence, pour tous n, n′ ∈ N tels que ~fa ⊂ n ~C ou ~fa ⊂ n′ ~C, on a :
U( ~C).n.Q(a) ∩U( ~C).n′.Q(a) , ∅ ⇒ n−1n′ ∈ N(a) ⇒ U( ~C).n.Q(a) = U( ~C).n′.Q(a).
De´monstration: Le premier point de´coule du lemme 3.7.4, la suite est imme´diate (voir la partie 3.4.2). 
Proposition 3.7.7. On suppose que Q ve´rifie (para 2.2)(~m) pour toute cloison ~m. Soit ψ = {α1, ..., αk} ⊂ φu( ~C) un
ensemble re´duit de racines, range´es dans un ordre grignotant. (Ceci signifie que pour tout i, ker(αi) contient une
cloison incluse dans l’inte´rieur de ⋂ j>i D(α j), voir par exemple [Re´02] 9.1.2).









La seconde e´galite´ vient de 3.3.10. Pour la premie`re, l’inclusion ”⊃” est claire.
Soit a ∈ FixA(u). Par hypothe`se, il existe une cloison ~m1, incluse dans ker(α1) et dans l’inte´rieur de ⋂ j>1 D(α j).
Ainsi, u ∈ P(~m1), et pour tout j > 1, u j fixe A~m1 . Donc u agit sur A~m1 comme u1. Par la proposition 3.7.3, u et u1 fixent
le point pr~m1 (a). Ceci entraine u1 ∈ Uα1 (pr~m1 (a)) = Uα1 (a).
Maintenant l’e´le´ment u−11 u = u2...uk fixe a et est le produit de k − 1 e´le´ments de groupes radiciels dans un ordre
grignotant, par re´currence on obtient que pour tout i ∈ ~2, k, ui ∈ Uαi (a).




3.7.4 De´composition de Le´vi
La proposition suivante donne dans certains cas une de´composition de Le´vi pour Q(Ω) :
Proposition 3.7.8. Soit ~f une facette sphe´rique de ~A, soit Q une famille de parahoriques ve´rifiant (para 2.1)( ~f ) et
(para 2.2)(~m) pour chaque cloison ~m de ~f ∗ ∩ ~A. Soit Ω une partie de A telle que Cl(~Ω) = ~f . Alors :
Q(Ω) =
(




















Il est clair que
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Soit g ∈ Q(Ω). Notons Ω ~f = pr ~f (Ω), d’apre`s (para 2.1)( ~f ), g ∈ Q(Ω ~f ). D’apre`s 3.2.3, 2, on a g ∈ U( ~f ) ⋊(
N(Ω ~f ).G(φm( ~f ),Ω ~f )
)
. Mais G(φm( ~f ),Ω ~f ) = G(φm( ~f ),Ω), on peut donc supposer g ∈ (U( ~f ).N(Ω ~f )) ∩ Q(Ω). Mainte-
nant, le lemme 3.7.4 entraine g ∈ (U( ~f ) ∩ Q(Ω)) . N(Ω). 
Cette proposition permet, pour prouver que Q ve´rifie (para 2.1+)( ~f ), de se ramener a` l’e´tude de U( ~f ) ∩ Q(a),
comme l’indique le corollaire suivant :
Corollaire 3.7.9. Soit Q une famille de parahoriques ve´rifiant les hypothe`ses de la proposition. Si a est un point d’une
fac¸ade A~g avec ~g ⊂ ~f , alors :
Q(a) ∩ P( ~f ) =
(




N(a + ~f ).G
(













De´monstration: Ayant remarque´ que Q(a)∩ P( ~f ) = Q({a, pr ~f (a)}), on applique la proposition a` Ω = {a, pr ~f (a)}.
Nous avons ainsi obtenu une de´composition de Le´vi pour le groupe Q(Ω) lorsque Cl(~Ω) est l’adhe´rence d’une
facette ~f sphe´rique. Cette de´composition repose sur la de´composition de Le´vi vectorielle de P( ~f ). Il y a un autre cas
ou` on dispose d’une de´composition de Le´vi vectorielle : c’est pour le fixateur d’une partie ~Ω e´quilibre´e (c’est-a`-dire
une union finie de facettes sphe´riques dont au moins une est positive et une ne´gative). Ceci fournit naturellement une
de´composition des groupes Q(Ω) correspondants. De plus, dans le cas e´quilibre´ on dispose d’une bonne description
du facteur unipotent.
Proposition 3.7.10. SoitΩ une partie de A contenant au moins un point sphe´rique positif et un point sphe´rique ne´gatif.
On suppose que Q est une bonne famille de parahoriques. Alors :










M(~Ω) ∩ Q(Ω) = N(Ω).G(φm(~Ω),Ω) .
(Le produit dans U(Ω) peut s’effectuer dans n’importe quel ordre.)
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De´monstration:
Soient ~f + et ~f − des facettes maximales de Cl(~Ω) ∩ ~A+ et Cl(~Ω) ∩ ~A−. Alors Vect( ~f +) = Vect( ~f −) = Vect(Cl(~Ω)),
donc M( ~f +) = M( ~f −) = M(Cl(~Ω)) = M(~Ω). De plus, ~f + ∪ ~f − est une partie e´quilibre´e, donc son fixateur admet la
de´composition de Le´vi P( ~f + ∪ ~f −) = U( ~f + ∪ ~f −) ⋊ M(~Ω).
Soit g ∈ Q(Ω). En particulier, g ∈ P(~Ω) = P(Cl(~Ω)) ⊂ P( ~f + ∪ ~f −), donc g ∈ Q(Ω) ∩ (U( ~f + ∪ ~f −) ⋊ M(~Ω)). Soient
u ∈ U( ~f + ∪ ~f −) et m ∈ M(~Ω) tels que g = um. Montrons que u et m fixent Ω.
Soit ω ∈ Ω. Alors ~f + ∪ ~f − ∪ ~fω est une partie e´quilibre´e, donc
P( ~f + ∪ ~f − ∪ ~fω) = U( ~f + ∪ ~f − ∪ ~fω) ⋊ M( ~f + ∪ ~f − ∪ ~fω) = U( ~f + ∪ ~f − ∪ ~fω) ⋊ M(~Ω) .
Le groupe U( ~f + ∪ ~f − ∪ ~fω) fixe toute la fac¸ade A ~fω , donc





Mais U( ~f + ∪ ~f − ∪ ~fω) ⊂ U( ~f + ∪ ~f −), donc g = um est e´galement l’e´criture de g dans la de´composition de
Q(ω) ∩ P( ~f + ∪ ~f − ∪ ~fω) qu’on vient d’obtenir. En particulier, u et m fixent ω.



















´Etudions le premier facteur. Comme ~f + ∪ ~f − sont deux facettes sphe´riques de signes oppose´s, on sait par [Re´02]
6.3.1 que U( ~f + ∪ ~f −) = G(φu( ~f + ∪ ~f −)) =∏α∈φu
red ( ~f+∪ ~f−) Uα, pour un ordre qu’on peut choisir grignotant sur φ
u
red( ~f + ∪
~f −) (car φ(T ) est re´duit). Alors la proposition 3.7.7 permet de montrer que :
Q(Ω) ∩ U( ~f + ∪ ~f −) =
∏
α∈φu
red ( ~f+∪ ~f−)
Uα(Ω) .
Mais si α < φu(~Ω), alors Uα(Ω) = {e}. D’ou` finalement :





Passons a` la description de M(~Ω)∩Q(Ω). Soit m ∈ M(~Ω)∩Q(Ω). Soit ω ∈ Ω. Soit ~f = pr ~fω ( ~f ǫ), ou` ǫ est un signe
de ~fω. Il s’agit d’un facette sphe´rique. Par (para 2.1)( ~f ) puis 3.2.3, m ∈ Q(pr ~f (ω)) ∩ M(~Ω) = N(pr ~f (ω)).G(φm(~Ω), ω).
Comme N(pr ~f (ω)) = N(pr ~f+ (ω)), on obtient m ∈ Q(pr ~f+ (ω)). Au final, m fixe la partie pr ~f+ (Ω), d’ou`, encore avec
3.2.3 :
m ∈ N(pr ~f+ (Ω)).G(φm(~Ω),Ω) ∩ Q(Ω) = N(Ω).G(φm(~Ω),Ω) .

Corollaire 3.7.11. Dans les conditions de la proposition, Q(Ω) = N(Ω).Q(Cl(Ω)).
Exemple 3.7.12. Lorsque Ω = D(α, k) est un demi-appartement dans un appartement A, la proposition donne Q(Ω) =
Uα,k ⋊ H. Soit Ω′ = (Ω ∩ ˚A) ∪ M(α, k), alors Cl(Ω′) = Ω, N(Ω′) = N(Ω), ~Ω′ = ~M(α), et la proposition donne alors
Q(Ω) = Q(Ω′) = {e}⋉ (H.Uα,k). On peut ainsi obtenir plusieurs de´compositions de type Le´vi d’un meˆme groupe, selon
que les facteurs de la forme Uα(Ω) tels que U−α(Ω) = {e} sont conside´re´s comme inclus dans le facteur unipotent ou
dans le facteur de Le´vi.
On pre´fe`rera suˆrement les placer dans le facteur unipotent, et pour obtenir ce re´sultat il faut appliquer la proposition
a` la partie Cl(Ω) au lieu de Ω.
3.8 La bonne famille de parahoriques maximale
De´finition 3.8.1. Soit Q une bonne famille de parahoriques. On de´finit :
¯Q(a) =
{
g ∈ P( ~fa) | ∀ ~f ∈ ( ~f ∗a ) ∩ ~Isph, g.pr ~f (a) = prg. ~f (a)
}
Ainsi ¯Q(a) est l’ensemble des e´le´ments de G qui permutent les projete´s de a dans les fac¸ades sphe´riques.
Lemme 3.8.2. Soit Q une famille de parahoriques ve´rifiant (para sph) et (para 2.2)(sph) fonctoriellement. Soit ∆ un
sous-groupe de R. Alors l’application
ψ :
I(Q) → I(Q∆)
[g, a]Q 7→ [(g, a)]Q∆
est bien de´finie, G-e´quivariante, et compatible aux projections (c’est-a`-dire ψ(pr ~f (a)) = pr ~f (ψ(a)) pour toute facette
~f sphe´rique et tout a ∈ A~g avec ~g ⊂ ~f ). Elle induit une injection de I(Q)sph dans I(Q∆)sph, et plus ge´ne´ralement,
l’image inverse d’un point [(g, a)]Q∆ , a ∈ A et g ∈ G est de cardinal 1 de`s que G ∩ N∆.Q∆(a) = N.Q(a).
Preuve du lemme: Il est clair que ψ est bien de´finie et G-e´quivariante. Elle est e´galement compatible aux projections
dans l’appartement A, puis par G-e´quivariance sur I(Q).
De´taillons un peu l’injectivite´ : soient g, h ∈ G, a, b ∈ A tels que (g, a) ∼Q∆ (h, b). Alors g−1h ∈ N∆.Q∆(a) ∩G, et
par hypothe`se (ou par 3.2.8 pour un point a sphe´rique), N∆.Q∆(a) ∩G = N.Q(a). D’ou` (g, a) ∼Q (h, b). 
Proposition 3.8.3. Pour toute famille de parahoriques Q fonctoriellement bonne, ¯Q est encore une famille de para-
horiques fonctoriellement bonne pour D. Elle ve´rifie en outre (fonc), et (para 2.1), et non juste (para 2.1)(sph).
De´monstration:
Pour tout a ∈ A, ¯Q(a) est un sous-groupe de P( ~fa) contenant Q(a) et donc P(a) d’apre`s 3.7.3. De plus, (para 0.4)
est claire, donc ¯Q est une famille de parahoriques.
Si a ∈ Asph, alors ~fa est une facette sphe´rique de ~f ∗a donc par de´finition de ¯Q(a), on a pour tout g ∈ ¯Q(a),
g.a = g.pr ~fa(a) = prg ~fa (a) = a. Donc ¯Q(a) = Q(a) = P(a), car Q ve´rifie (para sph). Donc ¯Q ve´rifie (para sph).
Montrons (fonc). Soit a ∈ A et g ∈ ¯Q∆(a) ∩ G. Soit ~f ∈ ( ~f ∗a )sph. Soit ψ : I(Q) → I(Q∆) comme dans le lemme.
On a ψ(g.pr ~f (a)) = g.ψ(pr ~f (a)) = g.pr ~f (ψ(a)) = prg ~f (ψ(a)) = ψ(prg ~f (a)). Mais comme pr ~f (a) est un point sphe´rique
et ψ est injective sur I(Q)sph, ceci entraine que g.pr ~f (a) = prg ~f (a).
On prouve ainsi que g ∈ ¯Q(a).
´Etudions (para 2.1). Soit a ∈ A, ~f ∈ ~f ∗a et q ∈ ¯Q(a)∩P( ~f ). Pour montrer que q ∈ ¯Q(pr ~f (a)), il suffit de montrer que
pour toute facette ~h ∈ ( ~f ∗)sph, q.pr~h(pr ~f (a)) = prq.~h(pr ~f (a)). Mais pr~h(pr ~f (a)) = pr~h(a), et prq.~h(pr ~f (a)) = prq~h(a), le
re´sultat en de´coule.
La condition (para in j) est alors conse´quence de 3.2.12.
Il reste a` voir (para 2.2)(sph). Soit donc a ∈ A, ~f une facette sphe´rique de ~f ∗a , et g ∈ N ¯Q(a) ∩ P( ~f ) = N( ~fa) ¯Q(a) ∩
P( ~f ). Soit ∆ ≤ R tel que a soit spe´cial dans A∆, il existe alors t ∈ T∆ tel que tg ∈ ¯Q∆(a)∩P∆( ~f ), donc par (para 2.1)( ~f )
pour ¯Q∆, tg ∈ ¯Q∆({a, pr ~f (a)}) puis g ∈ T∆ ¯Q∆({a, pr ~f (a)})∩G ⊂ T∆P∆(pr ~f (a))∩G. Alors, comme pr ~f (a) est sphe´rique,
P∆ ve´rifie (para dec)(pr ~f (a)) donc par 3.4.6, 3.2.8 point 5, puis 3.2.3, g ∈ N( ~f ).P(pr ~f (a)) = N( ~f ).U( ~f ).G(φm( ~f ), a).
Quitte a` multiplier g a` droite par un e´le´ment de G(φm( ~f ), a), et a` gauche par un e´le´ment de N( ~f ), on peut donc supposer
g ∈ N( ~fa). ¯Q(a) ∩U( ~f ).
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Dans G∆, ceci donne g ∈ T∆. ¯Q∆(a) ∩ U∆( ~f ) puisque a est spe´cial dans A∆. Soit t ∈ T∆ tel que g ∈ t. ¯Q∆(a),
alors t−1g ∈ ¯Q∆(a) ∩ P( ~f ∗ ∩ ~A), donc t−1g fixe tous les projete´s de a sur les fac¸ades sphe´riques de direction dans
~f ∗ ∩ ~A ∩ ~f ∗a . En particulier, soit ~m une cloison dans ~f ∗ ∩ ~A ∩ ~f ∗a , alors g.pr~m(a) = t.pr~m(a) ∈ A~m. Comme A~m est une
fac¸ade sphe´rique, le lemme 3.7.4 y est toujours vrai, et le fait que g ∈ U∆( ~f ) entraine alors g.pr~m(a) = pr~m(a). Donc t
fixe la fac¸ade A~m. Au total, t induit sur A ~fa une translation de vecteur inclus dans chaque Vect(~m) pour ~m une cloison
dans ~f ∗ ∩ ~A ∩ ~f ∗a . L’intersection de ces hyperplans et de ~A ~fa est triviale, donc t fixe A ~fa , et g ∈ ¯Q∆(a) ∩ U∆( ~f ) ∩G.
Appliquant (para 2.1)( ~f ), puis (fonc), on obtient g ∈ ¯Q∆({a, pr ~f (a)}) ∩G = ¯Q({a, pr ~f (a)}). 
Lemme 3.8.4. Soient Q et R deux familles de parahoriques ve´rifiant (para sph) et (para 2.2)(sph). On suppose que
pour tout a ∈ A, Q(a) ⊂ R(a). Alors le morphisme surjectif G-e´quivariant d’immeubles ψ : I(Q) → I(R)[g, a]Q 7→ [g, a]R
induit un isomorphisme entre I(Q)sph et I(R)sph, et pour toute facette sphe´rique ~h, pour tout point a tel que ~fa ⊂ ~h, on
a ψ(pr~h(a)) = pr~h(ψ(a)).
Preuve du lemme: Il est clair que ψ envoie I(Q)sph sur I(R)sph. Montrons qu’elle est injective sur I(Q)sph. Soient
g, h ∈ G, a, b ∈ Asph tels que (g, a) ∼R (h, b). Alors il existe n ∈ N tel que b = na et g−1hn ∈ R(a). Mais R(a) = P(a) =
Q(a) car R et Q ve´rifient (para sph). D’ou` (g, a) ∼Q (h, b).
Lorsque Q et R ve´rifient (para 2.2)(~h) pour une certaine facette ~h, la compatibilite´ entre ψ et pr~h est claire sur la
de´finition. 
Proposition 3.8.5. Pour toute bonne famille de parahoriques Q, sa comple´tion ¯Q est e´gale a` celle de P.
De´monstration: Soit ψ : I(P) → I(Q) comme dans le lemme. Soit a ∈ A, g ∈ ¯P(a) et ~f ∈ ( ~f ∗a )sph. Alors
g.pr ~f (a) = prg ~f (a), d’ou`, puisque ψ est G-e´quivariante et compatible aux projections, g.pr ~f (a) = g.pr ~f (ψ(a)) =
prg ~f (ψ(a)) = prg ~f (a). On obtient ainsi g ∈ ¯Q(a), puis ¯P ⊂ ¯Q.
Pour l’autre inclusion, soit g ∈ ¯Q(a), ~f ∈ ( ~f ∗a )sph. Alors ψ(g.pr ~f (a)) = g.pr ~f (ψ(a)) = prg ~f (ψ(a)) = ψ(prg ~f (a)).
Alors par injectivite´ de ψ sur I(Q)sph, on obtient dans I(Q), g.pr ~f (a) = prg ~f (a). D’ou` ¯Q ⊂ ¯P.
Maintenant, pour toute bonne famille Q de parahoriques, on a Q ⊂ ¯Q = ¯P. 
Corollaire 3.8.6. Supposons qu’il existe une famille de parahoriques fonctoriellement bonne pour D.
Alors ¯P est l’unique bonne famille de parahoriques maximale, et P est l’unique bonne famille de parahorique
minimale.
Ceci est en particulier le cas dans un groupe de Kac-Moody de´ploye´.
De´monstration: On a de´ja` vu que P est l’unique famille de parahoriques minimale, et graˆce aux corollaires 3.6.3
et 3.7.2 qu’elle est bonne de`s qu’il existe une famille de parahoriques fonctoriellement bonne pour D. Concernant ¯P,
il s’agit des deux propositions pre´ce´dentes. 
3.9 Tre`s bonnes familles de parahoriques
On donne maintenant quelques proprie´te´s de I(Q) lorsque Q est une bonne famille de parahoriques ve´rifiant
certaines hypothe`ses supple´mentaires. Ces hypothe`ses supple´mentaires sont ve´rifie´es par exemple par la famille de
parahoriques construite par Guy Rousseau pour un groupe de Kac-Moody de´ploye´ ([Rou10]), elles le seront encore
par la famille de parahoriques que nous obtiendrons pour un groupe presque de´ploye´ dans la partie 5.
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3.9.1 Action de ~I sur I
Proposition 3.9.1. Soit ~f une facette de ~A. Si Q ve´rifie (para 2.2+)( ~f ), alors pour tout ~v ∈ ~f et a ∈ A tel que ~fa ⊂ ~f ,
pour tout appartement B contenant a et ~f , on a a +A ~v = a +B ~v. Autrement dit, l’ope´ration a + ~v est bien de´finie, et
inde´pendante de l’appartement contenant a et ~f conside´re´.
De plus, tout appartement contenant a et ~f contient alors a + ~f
A
, et cet ensemble est inde´pendant de A. On pourra
donc le noter juste a + ~f .
De´monstration:
Soit g ∈ G tel que g.B = A. Alors g ∈ N.Q(a) ∩ N.P( ~f ) = N.Q(a + ~f
A
) (adhe´rence dans A). On peut supposer
g ∈ Q(a + ~f
A
), en particulier, g fixe a +A ~v, donc g−1(a +A ~v) = a +A ~v. Mais par de´finition de la structure affine sur les
appartements, g−1(a +A ~v) = g−1(a) +g−1A g−1(~v) = a +B ~v. D’ou` a +A ~v = a +B ~v.
Ensuite, le fait que B = g−1A, avec g−1 ∈ Q(a + ~f
A
) entraine que a + ~f
A
⊂ A ∩ B. Or de manie`re ge´ne´rale,
g−1.a + ~f
A
= g−1a + g−1 ~f
g−1A
, on obtient donc ici que a + ~f
B
= a + ~f
A
. 
3.9.2 Existence d’isomorphismes entre appartements
La condition (para 2.2+)(sph) permet e´galement de prouver (para 5) pour certaines parties Ω. Cependant, une
condition un peu plus faible suffit, il s’agit de :
(para 2.1+−)( ~f ) : ∀g ∈ U( ~f ), il existe a ∈ ˚A tel que g ∈ Q
(




– Comme U( ~f ) = ⋂ ~C U( ~C), ou` ~C parcourt l’ensemble des chambres de ~f ∗ ∩ ~A, un e´le´ment u ∈ U( ~f ) fixe toujours
un coˆne dirige´ par chacune de ces chambres. Lorsque ~f est de´ja` une chambre, (para 2.1+−)( ~f ) est donc toujours
ve´rifie´e. Pour une facette ge´ne´rale, cette condition impose que la re´union de ces coˆnes fixe´s soit connexe.
– Cette condition est clairement ve´rifie´e si Q ve´rifie (para 2.1+)( ~C) pour toute chambre ~C de ~f ∗ ∩ ~A.
Lemme 3.9.2. Soit Q une bonne famille de parahoriques ve´rifiant (para 2.1+−)(sph).
1. Soit A un appartement de I(Q), soit ~f ∈ F (~Asph), Ω ⊂ A ~f et g ∈ P(Ω). Alors il existe une partie Ω0 ⊂ ˚A et
n ∈ N(Ω) tels que pr ~f (Ω0) = Ω et ng ∈ Q(Ω0 + ~f ).
2. Soit ~f une facette sphe´rique. Soit a ∈ A tel que ~fa ⊂ Vect~A( ~f ) et telle que soit ~fa est sphe´rique, soit ~fa et ~f sont
de meˆme signe. Alors :
– ∀g ∈ Q(a) ∩ P( ~f ), ∃b ∈ a + ~f tel que g ∈ Q({a} ∪ b + ~f ) ⊂ Q({a, pr ~f (a)})
– ∀g ∈ NQ(a) ∩ P( ~f ), ∃b ∈ a + ~f tel que g ∈ NQ({a} ∪ b + ~f ) ⊂ NQ({a, pr ~f (a)}).
3. La projection pr ~f (a) d’un point a ∈ I sur une fac¸ade I ~f avec ~f sphe´rique est bien de´finie lorsqu’il existe un
appartement ~A contenant ~fa ∪ ~f , tel que ~fa ⊂ Vect~A( ~f ) et { ~fa est de meˆme signe que ~f ou ~fa est sphe´rique}. On
a alors pour tout g ∈ G, g.pr ~f (a) = prg ~f (ga).
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Le deuxie`me point constitue un renforcement de (para 2.1)(sph) et de (para 2.2)(sph), non seulement car il prouve
qu’un coˆne dirige´ par ~f est fixe´, mais aussi car il s’applique lorsque ~fa ⊂ Vect( ~f ) et non seulement lorsque ~fa ⊂ ~f .
Preuve du lemme: On sait par 3.2.3 que P(Ω) = N(Ω).U( ~f ).G(φm( ~f ),Ω). Soient n ∈ N(Ω), u ∈ U( ~f ) et m ∈
G(φm( ~f ),Ω) tels que ng = um. Par (para 2.1+−)( ~f ), il existe a ∈ A tel que u fixe a + ~f ∗ ∩ ~A, et ceci contient une partie





qui contient Ω0 + ~f . Ceci prouve le
premier point.
Soient ~f et a comme dans l’e´nonce´ du second point. Soit g ∈ Q(a)∩P( ~f ). En particulier, g ∈ P( ~fa∪ ~f ) = P(Cl( ~fa∪
~f )) par 2.1.4. Soit ~h = pr ~fa( ~f ) ⊂ Cl( ~fa ∪ ~f ), alors ~h est une facette sphe´rique et Vect(~h) = Vect( ~f ). Par (para 2.1)(~h),
g ∈ Q(pr~h(a)). Par le premier point, il existe n ∈ N(pr~h(a)) et a0 ∈ ˚A tels que pr~h(a0) = pr~h(a) et ng ∈ Q(a0 + ~h). Le
coˆne a0 + ~h contient un sous coˆne de la forme b + ~h avec b ∈ a + ~h. En particulier, b ∈ A ~fa donc b + ~h = b + ~f . Finale-
ment, g ∈ Q(a)∩ N(pr~h(a)).Q(b + ~f ). Modulo G(φm(~h), a), on peut supposer g ∈ Q(a)∩ N(pr~h(a)).(U(~h)∩Q(b + ~f )).
Alors le lemme 3.7.4 entraine que le facteur dans N(pr~h(a)) fixe a, et donc a + ~h. Ainsi, g ∈ Q(a) ∩ Q(b + ~f ).
Si maintenant g ∈ NQ(a)∩P( ~f ), alors en particulier g ∈ N.P( ~fa)∩P( ~f ) et d’apre`s 2.1.4, ceci vaut N.P(Cl( ~fa∪ ~f )).
On peut donc supposer g ∈ P(Cl( ~fa∪ ~f )), en particulier, g ∈ P(~h) en notant encore ~h = pr ~fa ( ~f ). Alors par (para 2.2)(~h),
g ∈ N(~h).Q({a, pr~h(a)}). Mais nous venons de voir que tout e´le´ment de Q({a, pr~h(a)}) fixe un coˆne de la forme b + ~f
avec b ∈ a + ~f .
Le troisie`me point se prouve alors tout comme 3.7.3. 
Proposition 3.9.3. Soit Q une bonne famille de parahoriques ve´rifiant (para 2.1+−)(sph). Soit Ω une partie de A
contenant au moins un point sphe´rique et incluse dans A+ ou dans A−, ou contenant au moins un point sphe´rique





Soit g ∈ ⋂ω∈Ω N.Q(ω). En particulier, g ∈ ⋂ ~f∈~Ω N.P( ~f ) = N.P(~Ω) = N.P(Cl(~Ω)) par la proposition 2.1.4, on peut
donc supposer g ∈ P(Cl(~Ω)), d’ou` g ∈ ⋂ω∈Ω N( ~fω).Q(ω).
On traite le cas ou` ~Ω contient des facettes sphe´riques positives et ne´gative, le cas ou` ~Ω ⊂ ~A± e´tant plus simple.
Soient ~f + et ~f − des facettes maximales de Cl(~Ω) ∩ ~A+ et Cl(~Ω) ∩ ~A−, respectivement. Ces facettes sont sphe´riques,
pr ~f+ ( ~f −) = ~f +, et pr ~f− ( ~f +) = ~f −, d’ou` Vect( ~f +) = Vect( ~f −) et N( ~f +) = N( ~f −) = N(~Ω). Notons Ω+ = Ω ∩ A+ et
Ω− = Ω ∩ A−.
D’apre`s le deuxie`me point du lemme, g ∈ ⋂ω∈Ω+ N( ~f +).Q(pr ~f+(ω)), et ceci vaut N( ~f +).Q(pr ~f+(Ω+)), par 3.2.3. De
meˆme, g ∈ N( ~f −).Q(pr ~f− (Ω−)).
Par le premier point du lemme, il existe Θ−0 ⊂ ˚A telle que pr ~f− (Θ−0 ) = pr ~f− (Ω−) et g ∈ N( ~f −).Q(Θ−0 + ~f −).
Appliquant alors (para 2.2)( ~f +) sur la partie Θ−0 , puis 3.2.3 4, on trouve g ∈ N( ~f +).Q(pr ~f+(Ω+∪Θ−0 )). Mais Vect( ~f +) =
Vect( ~f −) donc pr ~f+ (Ω+ ∪Θ−0 ) = pr ~f+ (Ω).
Finalement, on peut supposer g ∈ Q(pr ~f+ (Ω)), puis encore par le lemme, qu’il existe une partie Ω+0 ⊂ ˚A et
n+ ∈ N( ~f +) tels que pr ~f+ (Ω+0 ) = pr ~f+ (Ω) et n+g fixe Ω+0 + ~f +. De meˆme, il existe Ω−0 ⊂ ˚A et n− ∈ N( ~f −) tels que
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pr ~f− (Ω−0 ) = pr ~f− (Ω) et n−.g fixe Ω−0 + ~f −.
On peut supposer n+ = e. Soit ω ∈ Ω−0 + ~f −. Alors g ∈ N.Q(ω) ∩ P( ~f +) = N.Q({ω, pr ~f+ (ω)}), et il existe d’apre`s
le lemme un point ω′ ∈ ˚A tel que g ∈ N.Q({ω} ∪ ω′ + ~f +). Soit n ∈ N tel que ng ∈ Q({ω} ∪ ω′ + ~f +). L’intersection
(ω′ + ~f +) ∩ (Ω+0 + ~f +) contient un scp de ω′ + ~f +, car Ω+0 contient un point dont la projection sur A ~f+ est la meˆme que
celle de ω et ω′. Comme g fixe Ω+0 + ~f +, n fixe l’intersection ω′ + ~f + ∩Ω+0 + ~f +, et en particulier ce scp. D’ou`, puisque
n agit par automorphisme affine sur ˚A, n fixe ω. Finalement, g ∈ Q(ω).
Ainsi, g fixe (Ω+0 + ~f +) ∪ (Ω−0 + ~f −).
Enfin, soit ω ∈ Ω, soit ǫ un signe de ω. Soit ~h = pr ~fω ( ~f ǫ) (bien de´fini car ~fω et ~f ǫ sont de meˆme signe), alors
g ∈ N.Q(ω) ∩ P(~h) = N.Q({ω, pr~h(ω)}), et il existe ω′ ∈ ω +~h et n ∈ N( ~fω) tels que ng fixe ω′ + ~h. D’autre part, g fixe
pr~h(Ωǫ0) = pr~h(Ω), par (para 2.1)(sph), donc g ∈ N(~h).U(~h).G(φm(~Ω),Ω). Le fait que g fixe Ωǫ0 entraine avec le lemme
3.7.4 que le facteur dans N(~h) fixe Ωǫ0, et donc Ωǫ0 + ~h, donc g fixe un Ω~h + ~h avec Ω~h ⊂ ˚A, pr~h(Ω~h) = pr~h(Ω), et ceci
contient en particulier un scp de ω′ +~h. On en de´duit alors, comme au paragraphe pre´ce´dent, n ∈ N(ω) d’ou` g ∈ Q(ω).
On a bien prouve´ g ∈ Q(Ω). 
Corollaire 3.9.4. Si Q est une bonne famille de parahoriques ve´rifiant (para 2.1+−)(sph), et si A et B sont deux
appartements de I(Q) dont l’intersection contient un point sphe´rique de signe ǫ, alors il existe g ∈ G tel que g.A = B
et g induit de A sur B un isomorphisme fixant Aǫ ∩ Bǫ .
Si A ∩ B contient un point sphe´rique de chaque signe, alors il existe g ∈ G tel que g.A = B et g fixe A ∩ B.
Autrement dit, si Ω est une partie d’un appartement A, contenant un point sphe´rique et incluse dans A± ou bien
contenant un point sphe´rique de chaque signe, alors Q(Ω) est transitif sur les appartements contenant Ω.
Corollaire 3.9.5. Soit Ω une partie d’un appartement A contenant au moins un point sphe´rique positif et un point
sphe´rique ne´gatif. Alors pour tout appartement B contenant Ω, il existe g ∈ G qui induit un isomorphisme de A sur B
fixant ClA(Ω).
En particulier, la partie Cl(Ω) est bien de´finie, inde´pendamment de l’appartement contenant Ω conside´re´.
De´monstration: C’est la concate´nation de 3.9.4 et de 3.7.11. 
3.9.3 Intersection d’appartements
On passe maintenant a` l’e´tude de (para 6).
On a vu en s’appuyant sur la de´composition de Le´vi de Q(Ω), que cette condition est ve´rifie´e pour des partiesΩ ⊂ A
contenant un point sphe´rique positif et un point sphe´rique ne´gatif, de`s que Q est une bonne famille de parahoriques
(corollaire 3.7.11). Nous allons maintenant e´tudier le cas d’une partie Ω compose´e de points sphe´riques d’un meˆme
signe. On ne dispose pas pour le fixateur d’une telle partie de la de´composition de Le´vi, mais on prouve tout de meˆme
(para 6), sous l’hypothe`se (para 2.1+−)(sph).
Proposition 3.9.6. Soit Ω ⊂ Asph. Soit Q une bonne famille de parahoriques ve´rifiant (para 2.1+−). Alors :
Q(Ω) = NΩ.Q(Cl(Ω) ∩ Asph) .
De´monstration:
L’inclusion ” ⊃ ” est claire. Le cas ou` Ω coupe A+
sph et A
−




Soit g ∈ Q(Ω). En particulier, g ∈ P(Cl(~Ω)) par 2.1.4. Par le lemme 3.9.2, il existe un choix C ∈ C tel que de´fini
dans le lemme 3.1.7, tel que g ∈ ⋂ω∈Ω′(C) N ~fω .Q(ω), ou` ~fω est la direction de la fac¸ade contenant ω, et ou` Ω′(C ) est
l’intersection de Ω∞(C ) avec l’union des fac¸ades sphe´riques de direction incluse dans Cl(~Ω). Lorsque ~f est une facette
sphe´rique de Cl(~Ω), on obtient alors g ∈ N ~f .Q(Cl(Ω∞(C) ∩ A ~f ) ∩ A ~f ). Or la partie Cl(Ω∞(C) ∩ A ~f ) ∩ A ~f contient
Cl(Ω) ∩ A ~f , d’apre`s le lemme 3.1.7, d’ou` g ∈ N ~f . Q(Cl(Ω) ∩ A ~f ).
Nous voulons maintenant prouver le re´sultat similaire lorsque ~f est une facette sphe´rique de −−−−→Cl(Ω). Supposons
qu’il existe ~f une telle facette non incluse dans Cl(~Ω). Quitte a` projeter ~f sur une facette ade´quate de Cl(~Ω), on peut
supposer qu’une face ~m de ~f de codimension 1 est incluse dans Cl(~Ω). La facette ~m est dans l’inte´rieur de l’enclos de
~Ω∪ ~f (pour la topologie induite), elle est donc sphe´rique. Le fait que ~f 1 Cl(~Ω) signifie qu’il existe α ∈ φ(~Ω) telle que
α( ~f ) < 0. Tout demi-appartement dirige´ par α ne contient aucun point de A ~f , or ~f ⊂
−−−−→Cl(Ω), ceci implique qu’aucun
demi-appartement dirige´ par α ne contient Ω. Il existe donc (ω) ∈ ΩN telle que α(ωn) →n→∞ −∞ et α(ωn) ∈ R pour
tout n (autrement dit, ~fωn ⊂ kerα pour tout n). La facette ~m est maximale dans Cl(~Ω) ∩ ker(α), donc tous les ωn ont
un projete´ ω′n dans A~m. Comme ~m est sphe´rique, A~m est compact, et la suite (ω′) a une valeur d’adhe´rence ω∞ dans
A~m. Comme α(ω∞) = −∞, ω∞ est dans une facette ~g 1 Cl(~Ω), sphe´rique. Or, par 3.9.2, g fixe tous les ω′n, n ∈ N, puis
comme ~g est sphe´rique, g fixe Cl{ω′n|n ∈ N}. Donc g fixe un coˆne c ⊂ A~m tel que ω∞ = [c]A~m . Ainsi g ∈ Q(ω∞) ⊂ P(~g),
on peut donc rajouter ω∞ a` Ω, et ~g a` ~Ω. On arrive ainsi a` prouver que g ∈ P(−−−−→Cl(Ω)).
Alors il existe un choix C ∈ C etΩ∞(C), comme de´finis cette fois a` la proposition 3.1.5, tels que g ∈ ⋂ω∈Ω∞(C) N ~fωQ(ω).
Donc pour chaque facette sphe´rique de −−−−→Cl(Ω), g ∈ N ~f .Q(A ~f ∩ Cl(A ~f ∩ Ω∞(C))), or A ~f ∩ Cl(A ~f ∩ Ω∞(C)) contient
Cl(Ω) ∩ A ~f , d’apre`s la proposition 3.1.5. On conclut alors graˆce a` la proposition 3.9.3 que g ∈ NΩ.Q(Cl(Ω) ∩ Asph).
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4 Descente
Il est facile de ge´ne´raliser au cas pre´sent le the´ore`me 9.2.10 de [BT72] qui permet sous certaines hypothe`ses de
descendre la valuation de D a` un sous-groupe. Pour obtenir une masure borde´e pour ce sous-groupe, il faudra ensuite
descendre la famille de parahoriques. Ce sont bien suˆr ces re´sultats qui serviront pour de´finir une valuation dans un
groupe de Kac-Moody presque de´ploye´.
4.1 Contexte et notations
On fixe un tore maximal T et on note φ = φ(T ), ~V = ~V(T ), ~A = ~A(T ). On fixe e´galement une bonne famille de
parahoriques Q et on note I = I(Q).
On se donne un autre syste`me de racines φ♮ ⊂ (~V♮)∗ avec ~V♮ un sous-espace de ~V . On notera W(φ♮) ⊂ Gl(~V♮) le
groupe de Weyl et ~A♮ ⊂ ~V♮ l’appartement correspondants. On notera aussi ~A♮ = ~A∩ ~V♮, la trace de l’appartement ~A sur
~V♮. On adopte la convention de noter en lettres latines les racines de φ♮. On suppose :
– (DSR) : φ♮ est un syste`me de racines a` base libre, et il existe une chambre ~C♮ de ~A♮ telle que toute facette de ~C♮
rencontre ~A et toute facette sphe´rique de ~C♮ rencontre ~Asph.
On notera Π♮ la base de φ♮ correspondant a` la chambre ~C♮ donne´e par (DSR). On ne suppose pas que φ♮ engendre
(~V♮)∗, autrement dit (φ♮, ~V♮) n’est pas force´ment essentiel.
On se donne ensuite une donne´e radicielle D♮ = (G♮, (U♮a)a∈φ♮) de syste`me de racines φ♮. On notera avec un ♮ en
exposant tous les objets associe´s a` la donne´e radicielle D♮, par exemple N♮, T ♮ ...
Pour tout a ∈ φ♮, k ∈ R, on note :
φa :=
{









x ∈ ~A♮ | a(x) ≥ 0
}
Ua := U(~D(a)) = G(φa) = 〈 {Uα | α ∈ φa} 〉
Ua,k :=
〈 {
Uα,rk | α ∈ φa, r ∈ R+∗ et α|~V♮ = ra
} 〉




Uα | α ∈ φ et α(~V♮) = 0
} 〉
.
Pour toute racine simple a ∈ Π♮, l’ensemble φa n’est autre que φu(~D(a)). De plus, P(ker(a)∩ ~A) = M~A(ker(a)∩ ~A) =
〈 Z,Ua,U−a 〉, c’est un groupe muni d’une donne´e radicielle de syste`me de racine φa ∪ φ−a ∪ φ0.
On suppose ve´rifie´es les conditions suivantes de compatibilite´ des donne´es radicielles :
– (DDR 1) : G♮ ⊂ G et ∀a ∈ φ♮, U♮a ⊂ Ua.
– (DDR 2) : ∀a ∈ φ♮ tel que 2a ∈ φ♮, Card
{
α




– (DDR 3.1) : T ♮ ⊂ Z.
– (DDR 3.2) : Pour tout a ∈ φ♮, et u ∈ U♮a, n♮(u).Z.n♮(u)−1 = Z, n♮(u)Uan♮(u)−1 = U−a et n♮(u)U−an♮(u)−1 = Ua.
Remarquons que (DDR 1) entraine que pour tout a, φa , ∅. En particulier, il existe α ∈ φ tel que ker(a) =
ker(α) ∩ ~V♮, et meˆme
{




x ∈ ~V♮ | α(x) ≥ 0
}
.
Concernant l’immeuble vectoriel, on suppose :
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– (DIV) : G♮. ~A♮ ∩ ~A = ~A♮.
On se donne encore une partie I♯ de I. On note A♯ = ˚A ∩ I♯, et on suppose :
– (DM 1) : I♯ est stable par G♮ et pour toute facette sphe´rique ~f ⊂ ~I, I♯ ∩ I ~f est une partie convexe de I ~f .
– (DM 2) : A♯ est un sous-espace affine de ˚A(T ) dirige´ par ~V♮, et A ∩ I♯ est l’adhe´rence dans A de A♯.
– (DM 3) : Pour toute facette sphe´rique ~f rencontrant ~A♮, il existe une facette F de A ~f , rencontrant I♯, qui n’est
pas contenue dans l’adhe´rence d’une autre facette F′ de I ~f rencontrant I♯.
– (DM 4) : A♯ est stable par N♮.
La condition (DM 3) est non triviale : par exemple si A♯ est un mur, il pourrait exister un autre appartement Z
contenant A♯ tel que Z ∩ I♯ soit une bande dans Z, contenant A♯ dans son inte´rieur. Alors si F est une facette de A
maximale dans A♯ (une cloison), elle est dans l’adhe´rence d’une chambre de Z coupant I♯.




{k ∈ R ∪ {∞} | u ∈ Ua,k} .
On suppose enfin les deux hypothe`ses suivantes concernant les valuations :
– (DV1) : ”ϕ ∈ A♯” autrement dit, le point o ∈ A(T ) tel que ∀α ∈ φ, Uα,0 fixe o est dans A♯.
– (DV 2) : ∀a ∈ φ♮, Card(ϕ♮a(U♮a)) ≥ 3.
Les conditions (DV 1) et (DM 2) imposent donc que A ∩ I♯ = o + ~V♮.
Hormis le fait qu’on ne suppose pas φ fini, ces hypothe`ses sont plus fortes que celles de [BT72] : on a rajoute´
(DSR), (DIV) et (DM 4). (Par ailleurs, on a renomme´ les (DI x) en (DM x).)
4.2 Descente dans l’immeuble vectoriel
Conforme´ment a` nos notations, ~A♮ est le coˆne de Tits dans ~V♮ de´fini par le syste`me de racines φ♮. En ge´ne´ral, on
verra qu’il est plus grand que ~A♮, ce qui empeˆche imme´diatement de plonger l’immeuble ~I♮ dans ~I. Cependant, nous
allons voir que ~A intersecte chaque facette de ~A♮, ce qui permettra quand meˆme d’identifier a` l’inte´rieur de ~I une
re´alisation de l’immeuble de D♮. Cette re´alisation sera note´e ~I♮.
Lemme 4.2.1. Soit a ∈ Π♮ une racine simple. Alors :
– Il existe une partie e´quilibre´e ~Ω de ~A telle que ~Ω ⊂ ~D(a) ⊂ Cl~A(~Ω),
– P(~D(a)) = Z ⋉ Ua,
– Pour tout u ∈ U♮a \ {e}, n♮(u) permute ~D(a) et ~D(−a),
– N♮ ⊂ (N ∩ Stab(~A♮)) . Z.
En particulier, l’action de N♮ sur ~I stabilise ~A♮.
Remarque: Ceci entraine en particulier que φa est fini, et permet de prouver que les groupes Ua,λ de´finis plus haut
sont les meˆmes que ceux de´finis a` partir de ϕ♮ comme dans la de´finition 2.2.1.
Preuve du lemme:
Soit ~m♮ la cloison de ~C♮ telle que ker(a) = Vect~V♮ (~m♮), alors d’apre`s (DSR), ~m♮ coupe ~Asph. Comme ~Asph est un
coˆne ouvert dans ~V , il existe un coˆne ~m ⊂ ~m♮, inclus dans une facette sphe´rique de ~A et contenant un ouvert de ~m♮.
Alors l’enveloppe convexe de ~m ∪ −~m est ker(a). Soit encore ~x ∈ ~C♮ ∩ ~Asph, alors ~Ω := ~m ∪ −~m ∪ {~x} est une partie
e´quilibre´e, incluse dans ~D(a), et ~D(a) ⊂ Cl~A(~Ω).
Le sous-groupe parabolique P(~D(a)) = P(~Ω) admet donc une de´composition de Le´vi. Son facteur de Le´vi est
FixG(~D(a) ∪ −~D(a)) = FixG(~A♮) = Z, et son facteur unipotent est Ua, par de´finition. D’ou` P(~D(a)) = Z ⋉ Ua.
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Soit u ∈ U♮a \ {e}. Alors (DDR 3.2) entraine que n♮(u) conjugue P(~D(a)) en P(~D(−a)). Mais P(~D(a)) est un sous-
groupe parabolique de M(ker(a)) (correspondant a` la facette contenant ~D(a)/ ker(a)). Choisissons un Borel B+ pour
M(ker(a)) dans P(~D(a)), et un autre B− dans P(~D(−a)), alors il existe n ∈ N ∩ M(ker(a)) tel que B− = nB+n−1. Alors
n.P(~D(a))n−1 et P(~D(−a)) = n♮(u).P(~D(a)).n♮(u)−1 sont deux paraboliques conjugue´s dans M(ker(a)) (remarquer que
n♮(u) ∈ M(ker(a)) ) contenant un meˆme Borel : ils sont e´gaux. (On a en fait prouve´ que les deux facettes contenant
~D(a)/ ker(a) et ~D(−a)/ ker(a) sont de meˆme type.)
De`s lors, nn♮(u)−1 ∈ M(ker(a)) stabilise les deux paraboliques P(~D(a)) et P(~D(−a)). Donc nn♮(u)−1 ∈ P(~D(a)) ∩
P(~D(−a)) = Z et n♮(u) ∈ N.Z.
Donc n♮(u). ~A♮ = n. ~A♮ ⊂ ~A. Avec l’hypothe`se (DIV), on obtient en plus n♮(u). ~A♮ ⊂ G♮. ~A♮ ∩ ~A = ~A♮. Donc n♮(u)
stabilise ~A♮. Comme Z fixe ~A♮, l’e´le´ment n ∈ Z.n♮(u) stabilise aussi ~A♮.
Enfin, le fait que n♮(u) e´change P(~D(a)) et P(~D(−a)) entraine que n♮(u) e´change Cl ~A(~D(a)) et Cl~A(~D(−a)), mais





n♮(u) | a ∈ Π♮, u ∈ U♮a
} 〉
, et T ♮ ⊂ Z par (DDR 3.1), l’inclusion N♮ ⊂ (N ∩ Stab(~A♮)).Z est
maintenant claire. 
De´finition 4.2.2. Pour tout n ∈ N♮, soient n′ ∈ N ∩ Stab(~A♮) et z ∈ Z tels que n = n′z. On pose ~ν♮(n) = ~ν(n′)|~V♮ .
Ceci est bien de´fini car N ∩ Z fixe ~V♮. Notons qu’il s’agit juste de la restriction a` ~A♮ de l’action de n sur ~I, e´tendue
par line´arite´ a` ~V♮, ce qui est possible car ~A♮ engendre ~V♮, par (DSR).
Proposition 4.2.3.
1. Pour tout n ∈ N♮, ~ν♮(n) stabilise ~V♮ et ~A♮. L’application ~ν♮ est une action de groupe, elle stabilise l’ensemble des
facettes de ~A♮, et induit sur cet ensemble la meˆme action que ~ν♮.
2. Chaque facette ~f ♮ de ~A♮ rencontre ~A, et ~f ♮ ∩ ~A est l’intersection de ~V♮ avec une re´union de facettes de ~A. Si ~f ♮
est sphe´rique, elle rencontre ~Asph.
Remarque: En conse´quence, la condition (DSR) est ve´rifie´e pour n’importe quelle chambre ~C♮ de ~A♮, et le lemme
pre´ce´dent est vrai pour n’importe quelle racine a ∈ φ♮ (et non seulement a ∈ Π♮).
De´monstration:
Soit t ∈ T ♮. Par (DDR 3.1), t ∈ Z donc ~ν♮(t) = id = ~ν♮(t). Ainsi ~ν♮ et ~ν♮ coı¨ncident sur T ♮.
De plus, la description de ~ν♮ comme extension par line´arite´ de l’action de N♮ sur ~A♮ montre qu’il s’agit d’une action
de groupe.
Ensuite, soit a ∈ Π♮, u ∈ Ua\{e} et n = n♮(u). Comme ~A♮ engendre ~V♮, par la condition (DSR), le lemme montre que
~ν♮(n) stabilise ~V♮. De plus, il fixe ker(a) et e´change les demi-espaces de´limite´s par cet hyperplan. Enfin, ~ν♮(n)2 = ~ν♮(n2)
mais n2 ∈ T ♮ donc ~ν♮(n2) = Id~V♮ , par la premie`re phrase de cette preuve. Ceci prouve que ~ν♮(n) est une re´flexion
d’hyperplan ker(a).
Montrons maintenant que ~ν♮(n) pre´serve l’ensemble des murs de ~A♮. Soit b ∈ Π♮. D’apre`s le lemme, Z ∩Ub = {e}.
Soit ub ∈ U♮b \ {e}, alors ub < Z. L’e´le´ment ub fixe ~D(b), et s’il fixait e´galement une facette ~f rencontrant ~A♮ mais pas
~D(b), alors en appliquant, graˆce au lemme, la proposition 2.1.4, 3, ub fixerait Cl(~D(b) ∪ ~f ), ce qui contient ~A♮. Mais
c’est impossible car ub < Z. Ainsi Fix~A♮ (ub) = ~D(b).
Alors Fix ~A♮ (nubn−1) = ~ν♮(n). ~D(b), et par ailleurs, comme nubn−1 ∈ Ura.b, nubn−1 fixe le demi-coˆne ~D(r
♮
a.b). Donc
~D(r♮a.b) ⊂ ~ν♮(n). ~D(b). De la meˆme manie`re, ~D(r♮a(−b)) ⊂ ~ν(n). ~D(−b). Et comme ~D(r♮a(b)) ∪ ~D(r♮a(−b)) = ~A♮ = ~D(b) ∪
~D(−b), on obtient l’e´galite´ ~D(r♮a.b) = ~ν♮(n). ~D(b). En particulier, le bord de ~D(r♮a.b) rencontre ~Asph et engendre un
hyperplan de ~V♮, il s’agit donc de ker(r♮a.b). Ainsi le mur ker(b) est envoye´ par ~ν(n) sur ker(r♮a.b).
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Nous avons en particulier prouve´ que pour toutes racines simples a, b ∈ Π♮, le mur ker(r♮a.b) rencontre ~Asph. Ceci
permet de recommencer le raisonnement du paragraphe pre´ce´dent, et de prouver que pour toute racine simple c ∈ Π,
pour tout uc ∈ U♮c, ~ν(n♮(uc)). ker(r♮a.b) = ker(r♮c.r♮a.b). Puis finalement, nous obtenons que tout mur de ~V♮ rencontre ~Asph,
et que ~ν♮ permute l’ensemble de ces murs de la meˆme manie`re que ~ν♮.
Soit a ∈ Π♮, u ∈ U♮a\{e}. Alors l’image ~ν♮(n). ~C♮ de la chambre ~C♮ donne´e par (DSR) est une autre chambre de ~A♮, et
son adhe´rence contient ~C♮∩ker(a), il s’agit donc r♮a. ~C♮. Le meˆme re´sultat est encore vrai pour − ~C♮, puis par l’argument
standard des complexes de chambre minces, on prouve que ~ν♮(n) agit comme r♮a sur l’ensemble des chambres de ~A♮, et
ceci entraine que ~ν♮(n) agit comme r♮a sur l’ensemble des facettes de ~A♮. En particulier, ~ν♮(n) stabilise ~A♮.
Le premier point est ainsi prouve´.
Le second point est maintenant facile. On a ~A♮ = ~ν♮(N♮). ~C♮ ∪ ~ν♮(N♮).− ~C♮, donc toute facette de ~A♮ s’e´crit ~ν♮(n). ~f ♮
pour un certain n ∈ N♮ et ~f ♮ une facette de ~C♮. Par de´finition de ~ν♮, ~ν♮(n). ~f ♮ = ~ν(n′). ~f ♮ pour un certain n′ ∈ N. Comme
~A et ~Asph sont stables par ~ν, ceci intersecte ~A, et meˆme ~Asph si ~f ♮ est sphe´rique.
De plus, ~f ♮ ∩ ~A est de´limite´e par des coˆnes de la forme ker(a) ∩ ~A qui sont traces de murs de ~A. Ceci entraine
l’existence d’une famille de facettes ( ~fi) telle que ~f ♮ ∩ ~A = (⋃i ~fi) ∩ ~V♮. 
On de´finit les murs de ~A♮ comme e´tant les ker(a) ∩ ~A♮ pour a ∈ φ♮. D’apre`s la proposition, ~A♮ muni de ~ν♮ est,
tout comme ~A♮ muni de ~ν♮, une re´alisation ge´ome´trique du complexe de Coxeter associe´ a` φ♮ muni de son action de
N♮. Cependant, ni l’une ni l’autre ne sont en ge´ne´ral l’appartement de re´fe´rence pour l’immeuble ~I♮ de la donne´e
radicielle D♮, au sens de 2.1.2 car ils ne sont pas force´ment essentiels. Soit ~f ♮0 =
⋂
a ker(a) la plus petite facette de ~A♮.
Il s’agit d’un sous-espace vectoriel de ~V♮, et l’appartement de re´fe´rence pour ~I♮ est ~A♮e := ~A♮/ ~f ♮0 . Les actions ~ν♮ et ~ν♮ ne
coı¨ncident en ge´ne´ral pas sur ~V♮, puisqu’on peut modifier la famille (a∨)a∈φ♮ par n’importe quelle famille d’e´le´ments
dans ~f0, tout en gardant une famille de coracines pour φ♮.
Par contre, sur ~V♮e := ~V♮/ ~f ♮0 , on peut montrer que ~ν♮ et ~ν♮ coı¨ncident. En effet, pour tout t ∈ T ♮, ~ν♮(t) = Id = ~ν♮(t).
Ensuite, soit a ∈ φ♮ et n ∈ n♮(Ua \ {e}). Alors ~ν♮(n)~ν−1♮ (n) stabilise chaque facette, donc en particulier induit une ho-
mothe´tie de rapport positif sur chaque facette de dimension 1. En conjuguant par d’autres e´le´ments de N♮, on voit que
le rapport d’homothe´tie est le meˆme dans chaque facette de dimension 1 d’un meˆme type. Finalement, ~ν♮(n)~ν♮(n)−1 est
une homothe´tie sur chaque composante irre´ductible de ~V♮e. Alors ~ν♮(n)~ν♮(n)−1 commute a` ~ν♮(n), permettant de voir que
(~ν♮(n)~ν♮(n)−1)2 = ~ν♮(n2)~ν♮(n2)−1 = Id car n2 ∈ T ♮. Donc le rapport d’homothe´tie est partout 1.
On pose ~I♮ = G♮. ~A♮ ⊂ ~I, on de´finit ses appartements, ses facettes, ses murs comme e´tant les images par les
e´le´ments de G♮ de l’appartement ~A♮ et de ses murs et facettes.
Proposition 4.2.4. ~I♮ est une re´alisation ge´ome´trique de l’immeuble de D♮, autrement dit le complexe simplicial
forme´ des facettes de ~I♮, avec son action de G♮ et la relation d’ordre ”eˆtre dans l’adhe´rence de” est isomorphe a`
l’immeuble abstrait de D♮.
De´monstration:
On veut de´finir une application entre les facettes de ~I♮ et celles de ~I♮. On pose :
~ :
F (~I♮) → F (~I♮)
g. ~f 7→ g.(( ~f + ~f ♮0 ) ∩ ~A)
, pour tout g ∈ G♮ et ~f facette de ~A♮.
Ve´rifions que~ est bien de´finie. Si g. ~f = h.~e dans ~I♮, avec g, h ∈ G♮ et ~f , ~e ∈ F (~A♮), alors il existe n ∈ N♮ tel que
~e = n. ~f (dans ~A♮e) et g−1hn ∈ P♮( ~f ). Alors ~ν♮(n).(~e + ~f ♮0 ) = ~ν♮(n).(~e + ~f ♮0 ) = ~f + ~f ♮0 . Soient n′ ∈ N et z ∈ Z tels que
n = n′z, alors par de´finition de ~ν♮, ~ν♮(n) = ~ν(n′)|~V♮ . D’ou` ~e + ~f ♮0 = ~ν(n).( ~f + ~f ♮0 ) dans ~I.
50
Comme g−1hn′ = g−1hnz−1 ∈ P♮( ~f ).P( ~f + ~f ♮0 ), et comme, d’apre`s (DDR 1) et (DDR 3.1), P♮( ~f ) ⊂ P( ~f + ~f ♮0 ), on
prouve que g. ~f = h.~b dans ~I.
Ainsi ~j est bien de´finie. Elle est clairement G♮-e´quivariante, son image est ~I♮, et sa restriction a` F (~A♮e) est un
isomorphisme de complexe de Coxeter sur F (~A♮). Maintenant, le fait que tout couple de facettes de ~I♮ est inclus dans
un appartement, qui est image de ~A♮ par un e´le´ment de G♮, prouve l’injectivite´. 
De´finition 4.2.5. Pour toute facette ~f♮ de ~I♮, on note P♮( ~f♮) = P♮( ~f♮/ ~f ♮0 ), M♮~A♮ (
~f♮) = M♮~A♮ ( ~f♮/ ~f
♮
0 ) et U♮( ~f♮) = U♮( ~f♮/ ~f ♮0 ).
Notons que ~f♮/ ~f ♮0 est une partie de facette de ~I♮, mais son fixateur et ses facteurs unipotent et de Le´vi sont e´gaux
aux fixateur, facteur unipotent et facteur de Le´vi de cette facette.
Proposition 4.2.6. Soit ~f♮ une facette de ~I♮, et ~f une facette de ~I rencontrant ~f♮. Alors :
– P♮( ~f♮) = P( ~f♮) ∩G♮ = P( ~f ) ∩G♮,
– U♮( ~f♮) = U( ~f ) ∩G♮ = U( ~f♮) ∩G♮,
– M♮
~A♮
( ~f♮) = M~A( ~f♮) ∩G♮ = M~A( ~f ) ∩G♮, si ~f♮ est dans l’appartement ~A♮,
– T ♮ = Z ∩G♮,
– pour tout a ∈ φ♮, U♮a = Ua ∩G♮.
De´monstration:
Par la proposition pre´ce´dente, P♮( ~f♮) = FixG♮ ( ~f♮/ ~f ♮0 ) = P( ~f♮ ∩ ~A)∩G♮ ⊂ P( ~f )∩G♮. De plus, si g ∈ G♮ ∩ P( ~f ), alors
g fixe une partie de la facette ~f♮, et donc g fixe cette facette. D’ou` l’inclusion G♮ ∩ P( ~f ) ⊂ P♮( ~f♮).
Maintenant, on obtient directement, si ~f♮ est dans ~A♮, M♮~A♮ (
~f♮) = P♮( ~f♮) ∩ P♮(op~A♮ ( ~f♮)) = G♮ ∩ P( ~f♮) ∩ P(op~A( ~f♮)) =
G♮ ∩ M~A( ~f♮) = G♮ ∩ P( ~f ) ∩ P(op~A( ~f )) = G♮ ∩ M~A( ~f ).
Ensuite, U♮( ~f♮) est le sous-groupe distingue´ de P♮( ~f♮) engendre´ par les U♮a, a ∈ φ♮u( ~f♮). Chacun de ces U♮a est
bien inclus dans U( ~f♮) et dans U( ~f ), et P♮( ~f♮) ⊂ P( ~f♮) ∩ P( ~f ), donc U( ~f♮) et U( ~f ) sont normalise´s par P♮( ~f♮). D’ou`
l’inclusion U♮( ~f♮) ⊂ U( ~f♮) ∩ U( ~f ) ∩G♮.
Une fois choisi un appartement contenant ~f♮, les de´compositions de Le´vi P♮( ~f♮) = M♮( ~f♮) ⋉ U♮( ~f♮) et P( ~f ) =
M( ~f ) ⋉ U( ~f ) permettent de prouver U( ~f ) ∩G♮ ⊂ U♮( ~f♮).
On a alors U♮( ~f♮) = G♮ ∩U( ~f ) ⊂ G♮ ∩U( ~f♮). L’inclusion manquante est e´vidente car U( ~f♮) ⊂ U( ~f ), car ~f♮ contient
une partie de la facette ~f .
Par le premier point, pour toute partie ~Ω de ~A♮, P♮(~Ω) = P(~Ω) ∩ G♮. En particulier, pour tout a ∈ φ♮, P♮(~D(a)) =
P(~D(a))∩G♮ = (Z⋉Ua)∩G♮, comme on l’a vu dans le lemme 4.2.1. Mais P♮(~D(a)) admet par ailleurs la de´composition
de Le´vi P♮(~D(a)) = T ♮ ⋉ U♮a. Les inclusions T ♮ ⊂ Z et U♮a ⊂ Ua permettent alors de prouver que T ♮ = Z ∩ G♮ et
U♮a = Ua ∩G♮. 
4.3 Descente de la valuation
On suppose de´sormais que Q ve´rifie (para 2.1+−)(sph).
Lemme 4.3.1. N♮ ⊂ N.Q(A♯).
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Preuve du lemme: Le groupe N♮ stabilise A♯ par (DM 4). Et le groupe Q(A♯) est transitif sur les appartements conte-
nant A♯, par le corollaire 3.9.4, car A♯ contient des points sphe´riques positifs et ne´gatifs, et Q ve´rifie (para 2.1+−)(sph).

On e´tudie maintenant l’action de G♮ sur A, et on prouve que ϕ♮ est une valuation pour D♮.
Comme o ∈ A♯, on peut identifier chaque a ∈ φ♮ a` une forme affine sur A♯ s’annulant en o, et on note pour tout
a ∈ φ♮ et λ ∈ R, D(a, λ) =
{
x ∈ A♯ | a(x) + λ ≥ 0
}
et M(a, λ) =
{
x ∈ A♯ | a(x) + λ = 0
}
.
Proposition 4.3.2. Pour tout a ∈ φ♮, pour tout u ∈ U♮a, FixA♯ (u) = D(a, ϕ♮a(u)), et l’action de n(u) sur I induit sur A♯
une re´flexion selon l’hyperplan M(a, ϕ♮a(u)).
La famille ϕ♮ forme une valuation pour D♮.
De´monstration:
Soit a ∈ φ♮, k ∈ R. Pour tout α ∈ φa, soit r ∈ R+∗ tel que α|~V♮ = r.a, alors Uα,rk = Uα(D(a, k)). Or
∏
α∈φa,red Uα(D(a, k))
est e´gal au groupe Q(D(a, k)) ∩ Ua, graˆce a` 3.7.10 car φa,red est une partie nilpotente de racines. Le fait qu’il s’agisse
d’un groupe prouve que c’est Ua,k. Donc Ua,k =
∏
α∈φa,red Uα(D(a, k)) = Ua ∩ Q(D(a, k)).
Soit u ∈ U♮a. Sachant que FixA(u) est une intersection de demi-appartements dirige´s par des ~D(α), α ∈ φa (3.7.7),
on voit que FixA♯ (u) est un demi-espace dirige´ par ~D(a). La description qu’on vient d’obtenir des Ua,k entraine alors
que FixA♯ (u) = D(a, ϕ♮a(u)).
Soit ~m♮ une cloison de ~A♮ contenue dans ker(a). Comme ~m♮ intersecte ~Asph, il existe une facette ~m de ~A, sphe´rique,
contenant un ouvert de ~m♮. On note D~m = (M~A(~m), (Uα, ϕα)α∈φm(~m)). Il s’agit d’une donne´e radicielle value´e de type




(~m♮), (U♮a)a∈φ♮m(~m♮)), il s’agit d’une donne´e radicielle de type fini. Avec la partie
d’immeuble I♯~m = I♯ ∩ I~m, ces deux donne´es radicielles ve´rifient les hypothe`ses du the´ore`me [BT72] 9.2.10. En
conclusion, la valuation (ϕα)α∈φm(~m) se descend a` une valuation de D♮~m♮ , qui n’est autre (si on compare la de´finition de
[BT72] 9.1.6 a` celle du pre´sent texte) que (ϕ♮a)a∈φ♮m(~m♮). Ainsi, (ϕ♮a)a∈φ♮m(~m♮) est une valuation. Comme φ♮m(~m♮) contient
au moins a et −a, on obtient directement (V2.2) et (V5) pour la racine a.
Soient u′, u′′ ∈ U−a tels que n(u) = u′uu′′. Alors par (V5), ϕ−a(u′) = ϕ−a(u′′) = −ϕa(u). Donc u′ et u′′ fixent
D(−a,−ϕa(u)), et n(u) fixe M(u, ϕ♮a(u)).
Montrons que n(u) agit sur A♯ comme une re´flexion. Soient n′ ∈ N et q ∈ Q(A♯) ⊂ Z tels que n(u) = n′.q. Alors
~ν♮(n(u)) = ~ν(n′)|~V♮ et c’est une re´flexion dans ~V♮ (4.2.3, 1). Donc n′ induit une re´flexion sur A♯. Mais n(u) agit sur A♯
comme n′ car n(u)−1n′ ∈ Q(A♯). Donc n(u) induit bien sur A♯ une re´flexion selon l’hyperplan M(a, ϕ♮a(u)).
Il est maintenant facile de ve´rifier que ϕ♮ est une valuation. On a de´ja` suppose´ (V 0) : il s’agit de (DV2). Le (V 1)
est clair, (V 2) de´coule du lemme 2.2.4, valide car ~ν♮ et ~ν♮ coı¨ncident. La condition (V 3) est facilement ve´rifie´e graˆce
a` (DR 2) (D♮ est une donne´e radicielle) et graˆce a` la caracte´risation de ϕ♮a(u) par les points fixes de u. Enfin (V 4) est
e´vident sur la de´finition de ϕ♮. 
4.4 Descente de la famille de parahoriques
La dernie`re e´tape avant d’obtenir une masure borde´e pour le groupe G♮ est de de´finir une famille de parahoriques
pour (D♮, ϕ♮). Pour commencer, on de´crit une re´alisation A♮ de l’appartement affine A♮ en utilisant la masure borde´eI.
Comme φ♮ est a` base libre dans (~V♮)∗, on peut, quitte a` remplacer ϕ par une valuation e´quipollente, supposer que
ϕ♮ est spe´ciale, comme dans la partie 3.
On construit alors l’appartement A♮ comme dans 3.1 : il s’agit de l’ensemble A♮ des coˆnes dans A♯ dirige´s par une
facette de ~A♮, quotiente´ par la relation f ∼ g ⇔ f ∩g contient un scp de f et de g. Pour une facette ~f♮ de ~A♮, l’ensemble
des classes de coˆnes dirige´s par ~f♮ est appele´ la fac¸ade de direction ~f♮ et note´ A♮ ~f♮ . Remarquons que pour toute facette
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~f de ~A contenant un ouvert de ~f♮, la fac¸ade A♮ ~f♮ est isomorphe a` pr ~f (A♯) ou encore a` A♯ ∩ A ~f , on pourra noter pr ~f cet
isomorphisme, et pr ~f♮ sa re´ciproque. La fac¸ade principale est A♮ ~f ♮0 , ou`
~f ♮0 est la plus petite facette de ~A♮.
Les murs, demi-appartements, facettes sont de´finis a` partir de φ et de ϕ comme dans 3.1. L’action de N♮ stabilise
A♯ et l’ensemble des facettes de ~A♮, elle induit donc une action sur A♮ par automorphismes.
Soit ~f♮ une facette de ~A♮, soient ( ~fi)i∈I les facettes de ~A qui contiennent un ouvert de ~f♮, autrement dit les facettes




Q(pr ~fi (a)) ∩G
♮ .
Remarque: Si ~f♮ est sphe´rique, alors les ~fi le sont aussi et en utilisant 3.9.2 puis (para 2.1)( ~fi) pour chaque i, on
voit que tous les Q(pr ~fi (a)) ∩ P♮( ~f♮) sont e´gaux, de sorte que Q♮(a) est e´gal a` n’importe lequel de ces groupes.
Lemme 4.4.1. Soit a ∈ A♮, soit ~f♮ la direction de la fac¸ade de a, soient ( ~fi)i∈I les facettes de ~A contenant un ouvert de
~f♮, notons pour tout i ∈ I ai = pr ~fi (a).
Alors
G♮ ∩ StabN( ~f♮).Q({ai}i∈I ) = N♮( ~f♮).Q♮(a) .
Preuve du lemme:
L’inclusion ⊃ vient de N♮ ⊂ N.Q(A♯).
Re´ciproquement, soit g = nq ∈ G♮ ∩ stabN( ~f♮).Q({ai}i∈I). Soit g = u♮n♮q♮ une e´criture de g dans la de´composition
d’Iwasawa G♮ = U♮( ~C♮).N♮.G♮(a), avec ~C♮ une chambre dont l’adhe´rence contient ~f♮.
Soit i ∈ I. Soit ~Ci une chambre de ~A dont l’adhe´rence contient un ouvert de ~C♮ et n−1 ~fi. Soient n′ ∈ N, z ∈ Q(A♯)
tels que n♮ = n′z. Alors pour tout i ∈ I, g = e.n.q = u♮.n′.(zq♮) sont deux e´critures de g dans la de´composition
d’Iwasawa G = U( ~Ci).N.Q(ai). Par la proposition 3.7.6, applicable car ~fi ⊂ n ~Ci, n−1n′ ∈ N(ai). Au total, n−1n′ =
n−1n♮z−1 ∈ N({ai}i∈I ) d’ou` n ∈ n♮.Q({ai}i∈I). Alors g = nq ∈ n♮.Q({ai}) ∩G♮ ⊂ N♮.(Q({ai}i∈I ) ∩G♮) = N♮Q♮(a). 
Proposition 4.4.2. La famille Q♮ est une bonne famille de parahoriques pour (D♮, ϕ♮). Si Q ve´rifie (para 2.1+)(sph),
alors Q♮ aussi.
Remarque: La condition (para 2.1+−)(sph) ne semble pas se descendre a` Q♮, en tout cas pas de manie`re e´vidente.
De´monstration:
On fixe une facette ~f♮ ∈ F (~A♮) et un point x ∈ A♮ ~f♮ , on note ( ~fi)i∈I l’ensemble des facettes de ~A contenant un ouvert
de ~f♮, et pour tout i ∈ I, on pose xi = pr ~fi (x).
Pour tout i ∈ I, on a U♮( ~f♮) ⊂ U( ~f♮) ⊂ U( ~fi), donc U♮( ~f♮) ⊂ Q♮(x). D’autre part, pour tout i ∈ I, Q♮(x) ⊂ P( ~fi)∩G♮ =
P♮( ~fi) = P♮( ~f♮). D’ou` Q♮(x) ⊂ P♮( ~f♮), donc Q♮ ve´rifie (para 0.1).
Soit n ∈ N♮(x). Modulo un e´le´ment z ∈ Q(A♯), qui fixe donc tous les xi, on peut supposer n ∈ N(x). Alors
il existe un repre´sentant f♮ = y + ~f♮ de x inclus dans A♯, tel que f♮ ∩ n. f♮ contient un scp de f♮. Autrement dit,
n ∈ N( ~f♮) et −−−→yn(y) ∈ Vect( ~f♮). Ceci implique directement n ∈ N( ~fi) et −−−→yn(y) ∈ Vect( ~fi) (car Vect( ~f♮) = Vect( ~fi)). D’ou`
n ∈ N(pr ~fi (y)) = N(xi). Ceci prouve (para 0.2).
Les deux conditions (para 0.3) et (para 0.4) sont claires, donc Q♮ est une famille de parahoriques.
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Soit ~g♮ une facette sphe´rique de ~f ∗♮ ∩ ~A♮. Soit g ∈ Q♮(x)∩ P♮(~g♮). Soit ~g une facette de ~A contenant un ouvert de ~g♮,
il existe i ∈ I tel que ~fi ⊂ ~g, alors g ∈ Q(xi) ∩ P(~g) ⊂ Q(pr~g(xi)) = Q(pr~g(pr~g♮(x))). D’ou` (para 2.1)(sph).
Montrons (para sph) : supposons ~f♮ sphe´rique et montrons que Q♮(x) = P♮(x) = U♮( ~f ♮).N♮(x).G♮(φ♮m( ~f ♮), x). Soit
i ∈ I, alors ~fi est sphe´rique (proposition 4.2.3) et :
Q♮(x) = Q(xi) ∩ P♮( ~f♮)
= P(xi) ∩ P♮( ~f♮)
= U( ~fi) ⋊ (N(xi).G(φm( ~fi), x)) ∩ P♮( ~f♮)







N(xi).G(φm( ~fi), x) ∩G♮
)
= U♮( ~f♮) ⋊
(
N(xi).G(φm( ~fi), x) ∩G♮
)
.
C’est la proposition 9.1.17 de [BT72], applique´e aux donne´es radicielles D ~fi et D
♮
~f♮
, et avec S ♮ = T ♮, qui indique alors
que N(xi).G(φm( ~fi), x) ∩ G♮ = N♮(xi).G♮(φ♮m( ~fi), x). Comme N♮(xi) ⊂ N♮(x) et φ♮m( ~fi) = φ♮m( ~f♮), on a bien obtenu
Q♮(x) ⊂ P♮(x).
Montrons (para in j) : soit n ∈ N♮ ∩ Q♮(a) = N♮ ∩ P( ~f♮) ∩ Q({ai}i∈I). Soit a0 ∈ A♯ tel que a = [a0 + ~f♮],
alors n.a = [n.a0 + ~f♮]. De plus, pour un i ∈ I quelconque, le fait que n.ai = n.[a0 + ~fi] = ai entraine que
−−−−−→
a0n(a0) ∈ Vect( ~fi) = Vect( ~f♮). Donc n.[a0 + ~f♮] = [a0 + ~f♮], autrement dit n ∈ N♮(a).
Il ne manque a` Q♮ plus que (para 2.2)(sph) pour eˆtre une bonne famille de parahoriques. Soit donc ~g♮ une facette
de ~f ∗
♮
∩ ~Asph et g ∈ N♮.Q♮(x) ∩ P(~g♮) = N♮( ~f♮).Q♮(x) ∩ P(~g♮). Soient (~gi)i∈I des facettes de ~A contenant un ouvert de ~g♮,
telles que pour tout i ∈ I ~fi ⊂ ~gi.
Pour tout i ∈ I, on a g ∈ N( ~f♮)Q(xi) ∩ P(~gi) ⊂ N( ~fi).Q(xi) ∩ P(~gi) = N( ~fi).Q({xi, pr~gi (xi)}). Donc par 3.9.3,
g ∈ P(~g♮) ∩⋂i∈I N( ~fi).Q({xi, pr~gi (xi)}) ⊂ N.Q({xi, pr~gi(xi)}i∈I) ∩ P(~g♮) = N(~g♮).Q({xi, pr~gi(xi)}i∈I). Si ~g est une facette
de ~A contenant un ouvert de ~g♮ qui ne figure pas parmi les ~gi, alors Q({xi, pr~gi(xi)}i∈I ) ⊂ Q(pr~g(x) (voir la remarque
pre´ce´dant le lemme). Alors comme de plus g ∈ G♮, on obtient par le lemme g ∈ N♮(~g♮).Q♮(pr~g♮ (x)).
Supposons que Q satisfasse a` (para 2.1+)(sph). Soit ~g♮ ∈ ~f ∗♮ ∩ ~A♮, soit g ∈ Q♮(a) ∩ P♮(~g♮). Alors pour tout i,
g ∈ Q(ai) ∩ P(~gi) = Q(ai + ~gi). Ceci entraine bien que g ∈ Q♮(a + ~g♮). 
4.5 Injection des fac¸ades
Soit I♮ = I(Q♮) la masure borde´e pour G♮ qu’on vient d’obtenir. Le but de ce paragraphe est d’identifier certaines
fac¸ades de I♮ a` des parties de I. Soit ~f♮ une facette de ~A♮, soit ~f une facette de ~A contenant un ouvert de ~f♮. Comme on
l’a de´ja` dit, l’injection A♮ ~f♮ →֒ A ~f est bien de´finie par [a♯ + ~f♮] 7→ [a♯ + ~f ], pour tout a♯ ∈ A♯. Nous voulons a` pre´sent
e´tudier l’injection de I♮
~f♮
dans I ~f .





[g, [a♯ + ~f♮]] 7→ [g, [a♯ + ~f ]]
est bien de´finie et G♮-e´quivariante.
Si ~f est sphe´rique, elle est de plus injective.
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De´monstration: Soient g, h ∈ G♮ et a, b ∈ A♮ ~f♮ tels que (g, a) ∼Q♮ (h, b). Soient a♯, b♯ ∈ A♯ tels que a = [a♯ + ~f♮] et
b = [b♯ + ~f♮], notons encore a′ = [a♯ + ~f ] et b′ = [b♯ + ~f ].
Soit n ∈ N♮ tel que n.a = b et g−1hn ∈ Q♮(a). Donc n.(a♯ + ~f♮) ∩ (b♯ + ~f♮) , ∅. Comme ~f contient un ouvert de ~f♮,
ceci entraine n.(a♯ + ~f ) ∩ (b♯ + ~f ) , ∅. Il existe n′ ∈ N et z ∈ Q(A♯) tels que n = n′z, alors n′.(a♯ + ~f ) = n.(a♯ + ~f ), et
nous venons de voir que ce coˆne est e´quivalent a` b♯ + ~f . Ainsi, n′.a′ = b′.
De plus g−1hn′ = g−1hnz−1 ∈ Q♮(a).Q(a′) = Q(a′). Donc (g, a) ∼Q (h, b), et la fonction j ~f♮ est bien de´finie. Elle est
clairement e´quivariante.
Gardant les notations pre´ce´dentes, supposons maintenant ~f♮ sphe´rique et (g, a′) ∼Q (h, b′). Donc g−1h.b′ = a′ et
g−1h ∈ Q(a′).N ∩ P♮( ~f♮). Comme Q(a′) ⊂ P( ~f ), on a en fait g−1h ∈ Q(a′).N( ~f ). Mais N( ~f ) = N( ~f♮) d’ou` finalement
g−1h ∈
(
(Q(a′) ∩ P( ~f♮)).N( ~f♮)
)
∩ P♮( ~f♮). Soient ( ~fi)i∈I les facettes de ~A contenant un ouvert de ~f♮, et (ai)i∈I les projete´s
de a dans les fac¸ades A ~fi . Comme les ~fi sont sphe´riques et comme Q ve´rifie (para 2.1+−)(sph), Q(a′)∩P( ~f♮) = Q(a′)∩
P(⋃i ~fi) = Q({ai}i∈I). Alors le lemme 4.4.1 prouve que g−1h ∈ Q♮(a).N♮( ~f♮). Soit n ∈ N♮( ~f♮) tel que g−1h ∈ Q♮(a)n−1, il
reste a` prouver que n.a = b. Sachant que Q♮(a) ⊂ Q(a′) et g−1h.b′ = a′, on a de´ja` n.a′ = b′. Donc n.(a♯+ ~f )∩(b♯+ ~f ) , ∅.
Donc
−−−−−→
n(a♯)b♯ ∈ Vect( ~f ) ∩ ~V♮ = Vect( ~f♮). Donc n.(a♯ + ~f♮) ∩ (b♯ + ~f♮) , ∅. 
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5 Le cas Kac-Moody
On adopte la de´finition de J. Tits pour les groupes de Kac-Moody, et on se re´fe`re principalement a` [Re´02].
5.1 Rappels et notations
5.1.1 Groupes de Kac-Moody de´ploye´s
Soit G un groupe de Kac-Moody de´ploye´ sur un corps K, il s’agit donc d’un foncteur des K-alge`bres vers les
groupes. Comme tout groupe de Kac-Moody, G vient avec une alge`bre de Kac-Moody g et une action Ad : G → Aut(g)
appele´e l’action adjointe.
Pour chaque tore maximal T , on note T ∗ son groupe de caracte`res et T∗ son groupe de cocaracte`res. On de´finit une
forme biline´aire 〈., .〉 : T ∗ × T∗ → Z par 〈χ, h〉 = n si χ ◦ h(k) = kn pour tout k ∈ K.
A chaque tore maximal T correspond un syste`me de racines φc(T ) tel que l’alge`bre de Kac-Moody g(K) est gradue´e
par φc(T ) ∪ {0}. On note toujours ~V(T ) l’espace vectoriel re´el tel que φc(T ) ⊂ ~V(T )∗, toute base de φc(T ) est une base
de ~V(T ). On note aussi Q(T ) = Z.φc(T ) le re´seau des racines, il existe un morphisme de Q(T ) dans T ∗, note´ α 7→ α¯,
qui s’e´tend a` une application line´aire de ~V(T )∗ dans T ∗ ⊗ R.
Une racine est soit re´elle, soit imaginaire, on note φ(T ) l’ensemble des racines re´elles, et φim(T ) celui des racines
imaginaires. L’ensemble φc(T ) est appele´ le syste`me complet de racines. Dans la suite, ce sera le plus souvent φ(T )
qui interviendra, ce qui explique qu’on ait choisi la notation la plus courte pour le de´signer.
Il existe une base de Chevalley (ea)a∈φ⊔Im de g. Pour chaque α ∈ φ, gα est de dimension 1 et la base contient un
e´le´ment note´ eα de gα \ {0}. Par contre pour α une racine imaginaire, ou α = 0, gα peut eˆtre de dimension supe´rieure,
et la base contiendra plusieurs e´le´ment de gα. A chaque racine re´elle α ∈ φ(T ) correspond un sous-groupe Uα de G,
isomorphe au groupe additif. Il existe un choix des isomorphismes (uα)α∈φ entre les Uα(K) et (K,+) tels que pour
α ∈ φ, Ad(uα(k)) = exp(ad(keα)) = ∑n k ⊗ ( ad(eα)nn! ) ∈ Aut(g) (l’alge`bre de Kac-Moody g(K) vaut K ⊗ gZ, ou` gZ est une
Z-alge`bre de Lie stable par les ad(eα)
n
n! , n ∈ N). Le tore T agit diagonalement, par Ad(t).eα = α¯(t).eα.
Le groupe Uα est normalise´ par T , plus pre´cise´ment, la formule suivante est ve´rifie´e pour k ∈ K et t ∈ T (K) :
tuα(k)t−1 = uα(α¯(t).k)
On note N(T ) le normalisateur de T , il est engendre´ par T et les e´le´ments nα(k) := u−α(k−1)uα(k)u−α(k−1)
pour α ∈ φ et k ∈ K. On note e´galement W(T ) = N(T )/T le groupe de Weyl vectoriel relatif a` T . La paire
(W(T ), (nα(1).T )α∈π) forme un syste`me de Coxeter pour toute base Π de φ.
Tout ceci entraine que la famille (G(K), (Uα(K))α∈φ(T )) est une donne´e radicielle ge´ne´ratrice.
Supposons maintenant K muni d’une valuation non triviale ω : K→ R ∪ {∞}. Comme on l’a de´ja` dit (proposition
2.2.3), la famille de fonction ϕ = (ϕα)α∈φ(T ) de´finie par :
ϕα :
Uα(K) → R ∪ {∞}
uα(k) 7→ ω(k)
est une valuation de cette donne´e radicielle.
Dans le cas d’un groupe de Kac-Moody, l’action de T sur A(T ) peut eˆtre de´crite un peu plus directement que dans
le cas ge´ne´ral d’une donne´e radicielle (3.1.9).
Proposition 5.1.1. Soit T un tore maximal de G. Alors pour tout t ∈ T, le vecteur ~vt est l’unique vecteur de ~V(T ) tel
que :
∀α ∈ φ, α(~vt) = −ω(α¯(t)) .
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De´monstration:
Par la proposition 3.1.9, le vecteur ~vt est caracte´rise´ par α(~vt) = ϕα(u) − ϕα(tut−1), pour tout α ∈ φ et tout u ∈
Uα(K) \ {e}.
Soit α ∈ φ, et prenons u = uα(1) (u , e puisque u−1α (e) = 0). Alors :
α(~vt) = ϕα(uα(1)) − ϕα(tuα(1)t−1)
= 0 − ϕα(uα(α¯(t).1))
= −ω(α¯(t)).
Donc ~vt ve´rifie les e´galite´s annonce´es. L’unicite´ de ~vt est claire car φ engendre ~V∗. 
Nous avons vu (3.8.6) que les familles minimale et maximale de parahorique P et ¯P sont fonctoriellement de
bonnes familles de parahoriques.
D’apre`s [Rou10], il existe une bonne famille de parahoriques Q pour D, qui ve´rifie en outre (para 2.1+)(sph) et
(para dec). En particulier, tous les re´sultats de 3 s’appliquent a` Q.
5.1.2 Groupes de Kac-Moody presque de´ploye´s
Soit maintenant un groupe de Kac-Moody G presque de´ploye´ sur un corpsK. On suppose G de´ploye´ sur la cloˆture
se´parable Ks de K. Il existe alors une extension galoisienne finie L de K, incluse dans Ks qui de´ploie G. On fixe un
tore K-de´ploye´ TK. Il existe un tore maximal T K-de´fini contenant TK, et quitte a` remplacer L par une autre extension
galoisienne un peu plus grande, on peut supposer T L-de´ploye´.
Le groupe G(L) est tel que de´crit au paragraphe pre´ce´dent, et il admet une masure borde´e IL. On notera parfois G
pour G(L), ~I pour ~I(L) et I pour IL
On suppose K muni d’une valuation non triviale ω : K → R ∪∞ (en particulier, K est infini). Soit Γ = Gal (L|K).
On suppose K complet, ce qui entraıˆne en particulier que ω se prolonge de manie`re unique a` Ks, et donc a` L, la valua-
tion obtenue est alors ne´cessairement Γ-stable.
Bertrand Re´my a de´crit dans [Re´02] chapitres 11,12 un immeuble vectoriel, et sa donne´e radicielle pour G(K).
Voici un re´sume´ :
Le groupe de Galois Γ agit par de´finition d’un groupe presque de´ploye´ sur G(L) et sur son alge`bre de lie g(L),
en ve´rifiant σ(Ad(g).x) = Ad(σg).σx pour g ∈ G et x ∈ g. Ceci de´finit une action de Γ sur ~IL, par automorphismes
d’immeubles, qui pre´serve les immeubles positif et ne´gatif, mais qui ne pre´serve pas le type des facettes.On note
~I(K) = ~IΓ, on prouve qu’il s’agit d’un immeuble pour G(K).
Les appartements de ~I(K), qu’on appellera les K-appartements vectoriels, sont les parties maximales de ~I(K) de
la forme ~E ∩ ~A(T ) avec ~E un sous-espace vectoriel de ~V(T ) rencontrant ~Asph(T ). Ils sont en bijection avec l’ensemble
des tores K-de´ploye´s maximaux de G(K). Comme Γ ne respecte pas les types, un K-appartement n’est ge´ne´ralement
pas une re´union de facettes de ~I(L). Un appartement de ~I(K) est toujours inclus dans un appartement de ~I qui est Γ-
stable, ceci correspond a` l’inclusion d’un toreK-de´ploye´ maximal dans un tore maximal de´fini surK. Re´ciproquement,
si Td ⊂ T est l’inclusion d’un tore de´ploye´ maximal dans un tore maximal de´fini sur K, alors ~A(T ) est un appartement
Γ-stable, dont le lieu des points fixes sous Γ est ~AK(Td). Le fixateur du K-appartement ~AK(Td) est le centralisateur de
Td, note´ Z(Td). Le fixateur de ~AK(Td) dans G(K) est donc Z(Td)(K) = Z(Td)Γ. Le stabilisateur de ~AK(Td) est N(Td), il
agit donc sur ~AK via W(~AK) := N(Td)/Z(Td).
Soit ~AK un K-appartement vectoriel inclus dans un appartement vectoriel ~A. Ses murs sont les ~AK ∩ M pour M un
mur d’un appartement ~A contenant ~AK et tel que ~AK ∩ M ∩ ~Asph , ∅ (cette dernie`re condition signifie que ~AK ∩ M
est un mur re´el). Ces murs font de ~AK un complexe de Coxeter, dont le groupe de Coxeter est W(~AK). Les facettes
de ~AK sont des re´unions de parties de la forme ~f Γ pour ~f une facette de ~A Γ-stable. Une facette de ~AK est sphe´rique
si et seulement si elle coupe ~Asph (et donc contient une ~f Γ, avec ~f une facette sphe´rique de ~A). Les racines pour ~AK
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sont les α|~AK pour α ∈ φ(~A) telle que ker(α) ∩ ~AK est un mur re´el, autrement dit rencontre ~Asph et n’est pas e´gal a` ~AK
(donc α|~AK , 0). L’ensemble des racines de ~AK note´ φ(~AK) ou φ(Td) est un syste`me de racines, pas force´ment re´duit
contrairement a` φ(~A), et son groupe de Weyl est W(~AK). Les K-racines ge´ome´triques sont les demi-appartements de
~AK.
Pour tout a ∈ φ(Td), on note, conforme´ment a` 4.1, φa =
{
α ∈ φ(T ) | α|~AK ∈ R+∗.a
}
et Ua = 〈 Uα 〉α ∈ φa. Le
sous-groupe radiciel associe´ a` a est alors Ua(K). La famille DK := (G(K), (Ua(K))a∈φ(Td)) est une donne´e radicielle
pour G(K) ([Re´02] 12.6.3). Il y a ici un petit conflit de notation puisque le groupe jouant le roˆle de T pour la donne´e
radicielle DK, c’est-a`-dire
⋂
a NG(K)(Ua(K)), est en fait Z(Td)(K).
L’immeuble que de´finit cette donne´e radicielle n’est pas exactement ~I(K) = ~IΓ, cependant ce dernier en est tout
de meˆme une bonne re´alisation ge´ome´trique (voir [Re´02] 12.4.4 et 13.4.2). L’immeuble ~I(K) correspond en fait a`
l’immeuble ~I♮ de la partie 4, et l’immeuble de la donne´e radicielle DK correspond a` ~I♮.
Le cas d’un groupe de Kac-Moody presque de´ploye´ comporte une simplification notable par rapport a` la situation
ge´ne´rale e´tudie´e en 4 : pour toute facette sphe´rique ~fK de ~AK, il n’existe qu’une seule facette de ~A contenant un ouvert
de ~fK. En effet, dans le cas contraire il existerait un mur de ~A coupant l’inte´rieur de ~fK. Comme ~fK est sphe´rique, ce
mur coupe ~Asph ∩ ~AK, et donc induit un mur de ~AK coupant ~fK, ce qui est impossible.
5.2 Action du groupe de Galois
On de´finit dans ce paragraphe une action du groupe Γ sur l’immeubleIL. On rapelle qu’on a fixe´ un toreK-de´ploye´
maximal TK inclus dans un tore maximal K-de´fini et L-de´ploye´ T . Le tore T est donc Γ-stable, ce qui permettra de
de´finir une action de Γ sur l’appartement A(T ). L’extension de cette action a` I ne posera ensuite aucun proble`me.
5.2.1 Action de Γ sur A
Dans cette partie, on note ~A = ~A(T ), A = A(T ), φ = φ(T ), ~V = ~V(T ). Le fait que T est de´fini sur K implique que
~A est Γ-stable, et cette action de Γ sur ~A s’e´tend par line´arite´ a` ~V . De plus Γ permute les racines et les sous-groupes
radiciels relatifs a` T , de manie`re compatible a` son action sur l’alge`bre de Lie. On a pre´cise´ment, pour σ ∈ Γ et α ∈ φ :
σuα(k) = uσα(σ(k).kσα )
ou` kσα est de´fini par σ.eα = kσα .eσα.
D’ou`
σU(α, λ) = U(σ(α), λ + ωσα )
ou` ωσα ∈ R vaut ω(kσα ).
Par conse´quent, on veut de´finir une action de Γ sur A telle que σ envoie D(α, λ) sur D(σ(α), λ + ωσα ). Cette action
doit eˆtre compatible avec l’action vectorielle de Γ sur ~V , il ne reste donc qu’a` de´terminer l’image du point o. Voici en
quelques mots la justification de la de´finition qui va suivre :
Nous voulons σM(α, λ) = M(σα, λ + ωσα ), c’est-a`-dire
{σx ∈ Y0 | α(x) + λ = 0} = {x ∈ Y0 | σα(x) + λ + ωσα = 0}
Il faut donc que α(σ−1(x)) = (σα)(x) + ωσα , et ce pour tout α ∈ φ. Soit ~u ∈ ~V tel que x = o + ~u, alors
(σα)(x) = (σα)(~u) = α(σ−1(~u)). D’autre part, si nous de´finissons une action affine de σ sur A, dont la partie vec-
torielle coı¨ncide avec l’action de´ja` connue de σ sur ~V , nous aurons σ−1(x) = o + −−−−−−→oσ−1(o) + σ−1(~u), puis α(σ−1(x)) =
α(−−−−−−→oσ−1(o)) + α(σ−1(~u)). Finalement, il nous faut faire en sorte que α(−−−−−−→oσ−1(o)) = ωσα .
Lemme 5.2.1. Soit σ ∈ Γ, on note ωα = ωσα pour α ∈ φ. Soit S ⊂ W(T ) un syste`me ge´ne´rateur de re´flexions, et
Π = (αs)s∈S ⊂ φ la base de φ correspondante. Soient α, β ∈ φ, s ∈ S tels que α = s.β = β− < αs, β > αs. Alors
ωα = ωβ− < αs, β > ωαs .
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Remarque: On rappelle que par de´finition, < α, β >= β(α∨).
Preuve du lemme: On note pour γ ∈ φ, kγ = kσγ , donc ωγ = ω(kγ). On note e´galement ks = kσαs , et on reprend les
notations de [Re´02] chapitres 7 et 8.
Puisque α = s.β, on a eα = ±s∗eβ = ±Ad(nαs(1)).eβ. (La notation s∗ de´signe un automorphisme de g qui rele`ve
l’e´le´ment du groupe de Weyl s ∈ W(φ), en caracte´ristique nulle, s∗ = exp(ad fs) exp(ad es) exp(ad fs)). Appliquant σ
a` cette e´galite´, on trouve :






= ±kβk−<αs ,β>s Ad(nσαs (1)).eσβ
= ± ± kβk−<αs ,β>s eσ(s).σ(β)
= ± ± kβk−<αs ,β>s eσα
D’ou` ωα = ωβ− < αs, β > ωαs . 
Comme Π est une base de ~V∗, il existe pour tout σ ∈ Γ un vecteur ~vσ ∈ ~V tel que pour tout s ∈ S , αs(~vσ) = ωσ−1αs .
Alors d’apre`s le lemme, on a aussi α(~vσ) = ωσ−1α pour toute α ∈ φ.
De´finition 5.2.2. Pour σ ∈ Γ et ~u ∈ ~V, on pose
σ(o + ~u) = o + ~vσ + σ(~u)
Proposition 5.2.3. La formule ci-avant s’e´tend a` une action de groupe de Γ sur A, par isomorphismes d’appartements,
compatible avec celle de N(T ) au sens ou` (σn).x = σ(n(σ−1.x)), et compatible avec l’action de Γ sur les sous-groupes
radiciels au sens ou` σ.D(α, λ) = D(σα, µ) si σ.Uα,λ = Uσα,µ. L’ensemble de ses points fixes est l’adhe´rence d’un
sous-espace affine de A˚ dirige´ par ~VΓ.
De´monstration:
Pour ve´rifier qu’il s’agit d’une action de groupe, on ve´rifie la condition de cocycle attendue sur les ωσα . Soient α ∈ φ,
σ, γ ∈ Γ, on calcule dans l’alge`bre de Lie g :
γσ.eα = γ(kσαeσα) = γ(kσα )kγσαeγσα
et d’autre part :
γσ.eα = kγσα eγσα
D’ou` la relation ωγσα = ω(γ(kσα )) + ωγσα = ωσα + ωγσα, la deuxie`me e´galite´ car Γ pre´serve la valuation ω.
Maintenant, si γ, σ ∈ Γ, on a pour ~u ∈ ~V , γ(σ(o+ ~u)) = o +~vγ + γ(~vσ) + γσ(~u). Par conse´quent, il faut ve´rifier que
~vγσ = ~vγ + γ(~vσ).
Soit α ∈ φ, alors α(~vγ+γ(~vσ)) = ωγ
−1










α(~vγσ). Comme ~vγσ est l’unique vecteur de ~V ve´rifiant cette relation pour tout α ∈ φ, on obtient bien ~vγσ = ~vγ + γ(~vσ),
et l’action de Γ sur A est bien une action de groupe.
Par construction, Γ agit par automorphismes affines et pre´serve l’ensemble des murs, cette action, a priori sur ˚A,
s’e´tend donc a` une action sur A par automorphismes d’appartements.
Montrons la compatibilite´ avec l’action de N. Pour commencer, un e´le´ment de la forme nα(l), avec α ∈ φ et l ∈ L,
induit sur A la re´flexion r selon le mur M(α, ω(l)). L’e´le´ment σ(nα(l)) = nσα(σ(l)kσα ) induit alors la re´flexion selon le
mur M(σα, ω(l) + ωσα ) = σ.M(α, ω(l)). C’est bien la conjugaison par l’action de σ de la re´flexion r. Comme N est
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engendre´ par les nα(l) et T , il reste a` ve´rifier que (σt).x = σ(t(σ−1x)) pour t ∈ T .
Soit donc t ∈ T , d’apre`s 5.1.1, t agit sur Γ par translation selon le vecteur ~vt de´fini par
α(~vt) = −ω(α¯(t)), ∀α ∈ φ ⊂ ~V∗
Or pour α ∈ φ, α ◦ σ = σ−1.α est encore dans φ et σ−1.α = σ−1 ◦ α¯ ◦ σ ∈ T ∗ d’ou` :
α(σ~vt) = −ω(σ−1 ◦ α¯ ◦ σ(t)) = −ω(α¯(σt)), ∀α ∈ T ∗ ⊂ ~Y∗.
(la deuxie`me e´galite´ car la valuation ω est Γ-stable.)
Ceci entraine ~vσt = σ(~vt) d’ou` la relation de compatibilite´ entre les actions de t et de σ.
Enfin, comme Γ est fini, son action sur A˚ fixe un point, disons o′. De`s lors, AΓ = o′ + ~VΓ. 
5.2.2 Action de Γ sur I
On dira qu’une famille Q de parahoriques sur A(T ) est Γ-stable si pour tout a ∈ A(T ) et tout σ ∈ Γ, σ.Q(a) =
Q(σa). Les familles minimale et maximale de parahoriques sont clairement Γ-stables, il en est de meˆme de la famille
construite dans [Rou10].
Soit Q une bonne famille de parahoriques Γ-stable, par de´finition I(Q) = G × A(T )/ ∼, ou` ∼ est la relation
d’e´quivalence de´finie par (g, x) ∼ (h, y) ⇔ ∃n ∈ N(T ) tq y = nx et g−1hn ∈ Q(x). Comme N(T ) est K-de´fini, l’action
de Γ sur G × A(T ) par σ.(g, x) = (σg, σx) passe au quotient et de´finit une action sur I(Q), cette action stabilise A(T )
et prolonge l’action de´finie pre´ce´demment.
Lemme 5.2.4. Le groupe Γ agit sur I par automorphismes de masure borde´e, c’est-a`-dire qu’il pre´serve l’ensemble
des appartements de I et induit entre deux appartements un isomorphisme d’appartements.
De plus, pour tous x ∈ I, g ∈ G, et σ ∈ Γ, σ(gx) = σ(g)σ(x). Pour tout tore maximal T ′, σ(A(T ′)) = A(σ(T ′)).
Enfin, pour toute facette ~f de ~I, σ.I ~f = Iσ ~f .
Preuve du lemme:
Soit Z un appartement, soit g ∈ G tel que Z = g.A(T ). Alors σZ = σ(g).A(T ), c’est donc un appartement, l’appartement
vectoriel lui correspondant est σ(g). ~A(T ) = σ(g. ~A(T )) = σ(~Z). De plus, en notant σZ la restriction de l’action de σ a`
Z, et σA(T ) sa restriction a` A(T ), on a σZ = σ(g) ◦σA(T ) ◦ g−1. Comme g−1, σ(g) et σA(T ) induisent des isomorphismes
entre les appartements concerne´s, σZ est bien un isomorphisme d’appartements.
La relation σ(gx) = σ(g)σ(x) vient de la de´finition de l’action de Γ. Si T ′ est un autre tore maximal, soit g ∈ G
tel que T ′ = gTt−1, alors A(T ′) = g.A(T ), d’ou` σ.A(T ′) = σ(g).σ(A(T )) = σ(g).A(T ) = A(σ(g)Tσ(g)−1). Mais
σ(g)Tσ(g)−1 = σ(gTg−1) = σ(T ′).
Enfin, si ~f est une facette de ~A, alors I ~f = P( ~f ).A ~f donc σ.I ~f = σ(P( ~f )).σ(A ~f ) = P(σ ~f ).Aσ~f = Iσ~f . Le cas ou`
~f 1 ~A s’obtient par conjugaison par un e´le´ment g ∈ G tel que g. ~f ⊂ ~A. 
En particulier, si dans un appartement Z y = x +Z ~v, alors dans σZ σ(y) = σ(x) +σZ σ(~v).
5.3 Action du normalisateur du tore de´ploye´
Nous avons obtenu pour tout tore maximal K-de´fini et L-de´ploye´ T contenant TK une partie A(T )Γ stable par
N(T )(K) . Nous allons voir qu’on peut, au moins sous l’hypothe`se que le corps L est ”maximalement complet”,
trouver un autre espace affine dirige´ par ~AK qui soit stable par N(TK)(K), c’est-a`-dire qui permette de ve´rifier (DM 4).
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Cette partie n’est pas utilise´e dans la suite.
Soit ~fK une facette maximale de ~AK, ~f une facette de ~A contenant un ouvert de ~fK. SoitJ := I ~f , c’est un immeuble
affine car ~f est sphe´rique, c’est en fait l’immeuble de Bruhat-Tits du groupe M~A( ~f ) = FixG(~AK) = Z(TK).
Les groupes Z(TK) et Γ agissent sur J , et Z(TK)(K) pre´serve l’ensemble JΓ, qui contient le singleton pr ~f (A(T )Γ).
Lemme 5.3.1. L’ensemble JΓ est une partie non vide, borne´e et convexe de J .
Preuve du lemme: L’immeuble J est l’immeuble de Bruhat-Tits de Z(TK), c’est donc aussi l’immeuble du semi-
simplifie´ de Z(TK), c’est-a`-dire de Z(TK)/Z(Z(TK)). Comme TK ⊂ Z(Z(TK)), et TK est un tore K-de´ploye´ maximal, ce
semi-simplifie´ n’a pas de tore K-de´ploye´, il est anisotrope. Alors la proposition 5.2.1 de [Rou77] entraine que JΓ est
borne´.
C’est une partie convexe car Γ agit surJ par automorphismes d’immeuble, et non vide car elle contient pr ~f (A(T )Γ).

Remarque: Sans supposer que la valuation de K est discre`te, il n’est en ge´ne´ral pas clair que l’immeuble de Z(TK)
contienne un point Γ-fixe (voir [BT84] 5.1.6). Ici, c’est le fait d’avoir choisi L de manie`re a` assurer l’existence d’un
tore maximal L-de´ploye´ et K de´fini contenant TK qui a cette conse´quence.
Proposition 5.3.2. Si l’immeuble J est complet, il existe un sous-espace affine Y(K) d’un appartement A de I, stable
par N(TK)(K), fixe par Γ, dirige´ par Vect~A(~AK).
Remarque: L’immeuble J est complet si et seulement si L est ”maximalement complet”, d’apre`s [BT72] 7.5.4 et
7.5.5, ce qui est le cas par exemple de`s que la valuation de L est discre`te.
De´monstration:
Le produit Z(TK)(K) × Γ agit sur J en stabilisant JΓ. D’apre`s le lemme et le fait que J est complet, le the´ore`me de
point fixe de Bruhat-Tits prouve l’existence d’un point p ∈ JΓ fixe par Z(TK)(K). Soit T ′ un tore maximal de Z(TK)
tel que p ∈ A(T ′) ~f . Soit Y = pr−1~f (p) ∩ A(T
′), il s’agit de l’adhe´rence d’un espace affine de A(T ′) stable par N(TK)(K)
et par Γ, et dirige´ par Vect~A(T ′)( ~f ). Alors Γ agit sur Y par automorphismes affines, avec des orbites finies, donc Y admet
lui meˆme un point Γ-fixe p. Finalement, Y(K) := YΓ = p + Vect~A(T ′)( ~f Γ) = p + Vect~A(~AK) convient. 
On obtient de la sorte un espace Y(K) ⊂ IΓ sur lequel agit N(TK)(K). Cependant, on ne sait pas si il existe un
appartement A le contenant tel que A ∩ IΓ = Y(K). Autrement dit, en modifiant Y(K) pour satisfaire a` (DM 4), on a
perdu la condition (DM2).
Pour re´soudre cette difficulte´, nous aurons besoin d’hypothe`ses sur le groupe G ou le corps K, et nous devrons
choisir un I♯ plus petit que IΓ.
5.4 Descente
5.4.1 Ve´rification des premie`res conditions de descente
Proposition 5.4.1. Soit G un groupe de Kac-Moody presque de´ploye´ sur un corps K, de´ploye´ sur une extension
galoisienne L. On note DK et DL les donne´es radicielles pour G(L) et G(K), correspondant a` un tore maximal L-
de´ploye´ TL et un tore K-de´ploye´ maximal TK inclus dans TL. Alors le couple (DL,DK) ve´rifie les conditions (DSR),
(DDR) et (DIV).
Si K est muni d’une valuation non triviale ω, alors toute valuation ϕL de DL associe´e comme en 2.2.3 ve´rifie (DV
2).
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Supposons de plus TL K-de´fini, soit QL une bonne famille de parahoriques ve´rifiant (para 2.1+−)(sph) pour
(DL, ϕL), soit IL = I(QL), et Γ = Gal (L|M), qui agit donc sur IL. Alors la donne´e (DL, ϕL,DK,IΓL) satisfait aussi
aux conditions (DM 1), (DM 2).
Les conditions manquantes sont donc (DM 3) et (DM 4), ainsi que (DV 1), mais on peut toujours remplacer ϕL par
une valuation e´quipollente pour satisfaire a` cette dernie`re.
On rappelle que, contrairement a` ce que les notations pourraient faire croire, le groupe jouant le roˆle de T dans la
donne´e radicielle DK est en fait Z(TK)(K), qui contient en ge´ne´ral strictement TK.
De plus, on a pris ~AK = ~AΓL, de manie`re a` voir ~IK comme une partie de ~IL. C’est donc en ge´ne´ral un complexe de
Coxeter non essentiel, et ce n’est pas l’appartement obtenu abstraitement a` partir de φ(Td).
Pour le reste, on notera avec K en indice tous les objets habituellement obtenus a` partir d’une donne´e radicielle.
Voici le dictionnaire entre les objets K-rationels conside´re´s ici et les objets de la partie 4 que l’on obtient :
– D = DL, D
♮ = DK,
– G♮ = G(K), T ♮ = Z(TK)(K), N♮ = N(TK)(K),
– φ♮ = φ(TK), U♮a = Ua,K pour tout a ∈ φ(TK),
–
~V = ~V(TL), ~V♮ = Vect~V(TL)(~AK),
–
~I♮ = ~I(K), ~A♮ = ~AK,
– ϕ = ϕL, ϕ
♮ = ϕK,
– pour la deuxie`me partie de la proposition, on aura I♯ = IΓL, donc A♯ = ˚A(TL)Γ.
De´monstration: On note ~VL = ~V(TL), ~VK = Vect~VL(~AK), AL = A(TL) et φK = φ(TK).
– (DSR) : On a φK =
{
α|~AK | α ∈ φ et ker(α) ∩ ~ALsph , ∅
}
. Par [Re´02] 12.4.4, toutes les facettes de ~IK coupent ~I ;
par 12.6 φK est a` base libre ; enfin si ~fK est une facette sphe´rique de ~AK, alors φmK( ~fK) est fini, mais pour tout
a ∈ φm
K
( ~fK), φmL (ker(a)) est aussi fini (car a est une K-racine re´elle), donc au final φmL ( ~fK) est fini, donc ~fK coupe
au moins une facette sphe´rique.
– (DDR1) : Pour tout a ∈ φK, on a Ua,K =
〈 {
Uα,L | α ∈ φL et α|~VK ∈ {a, 2a}
} 〉Γ
. Ceci est clairement inclus dans le
groupe Ua =
〈 {




– (DDR2) : Pour tout a ∈ φK, si α ∈ φL est telle que α|~VK ∈ R+∗.a, alors α|~VK ∈ φK. Comme φK est un syste`me de
racines, il ne peut y avoir plus de deux tels α|~VK .
– (DDR3) : Le groupe T ♮ pour la donne´e radicielle DK est en fait Z(TK)(K), avec Z(TK) le centralisateur du tore
de´ploye´ maximal TK, autrement dit le fixateur de ~AK. Or le groupe Z de´fini dans 4.1 est pre´cise´ment ce fixateur.
D’ou` l’inclusion Z(TK)(K) ⊂ Z(TK) = Z.
Pour tout a ∈ φK, u ∈ UKa, n(u) stabilise ~AK et donc normalise Z. Il agit sur ~AK comme une re´flexion d’hyperplan
ker a, d’ou` n(u)Uan(u)−1 = U−a et n(u)U−an(u)−1 = Ua.
– (DIV) : L’immeuble ~I(K) = ~IΓ est stable par G(K), et ~I(K) ∩ ~A = ~AK. D’ou` (DIV).
– (DV2) : Soit t ∈ TK(K), t induit sur A une translation de vecteur ~vt et t stabilise AK donc ~vt ∈ ~VK. Pour tout
a ∈ φK et k ∈ R, on a tUa,kt−1 = Ua,k+a(~vt). Donc l’image de ϕKa est stable par le groupe Z.a(~vt), et il nous faut
maintenant prouver qu’il existe t ∈ TK(K) tel que a(~vt) , 0.
Le vecteur ~vt est caracte´rise´ par le fait que pour tout α ∈ φL, α(~vt) = −ω(α¯(t)) (proposition 5.1.1). En par-
ticulier, si α ∈ φL est telle que α|~VK = a, alors a(~vt) = α(~vt) = −ω(α¯(t)) = −ω(a¯(t)), car a¯ = α¯|TK . Mais
a(TK) ⊃ a(a∨(K∗)) = (K∗)2, car 〈a, a∨〉 = 2, et le re´sultat de´coule de ce que ω est une valuation non triviale sur
K, donc sur (K∗)2.
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On suppose maintenant TL K-de´fini, et on prend I♯ = IΓL. On peut alors de´finir AK = AΓL = A♯.
– (DM1) : La partie IΓ
L
est clairement stable par G(K). Soit ~f une facette sphe´rique. Si IΓ
~f = ∅, alors il s’agit bien
d’une partie convexe et stable par G(K). Sinon, la facette ~f est Γ-stable, et Γ agit sur I ~f par automorphismes
d’immeuble affine, donc IΓ
~f est convexe et G(K)-stable.
– (DM2) : Conse´quence de 5.2.3.

Dans toute la suite, on fixe une bonne famille de parahoriques Q pour DL.
5.4.2 Corps interme´diaire
Soit TK un tore K-de´ploye´ maximal. On suppose de´sormais qu’il existe une extension galoisienneM mode´re´ment
ramifie´e de K, incluse dans L, telle que le groupe re´ductif Z(TK) soit quasi-de´ploye´ sur M. Ceci est par exemple le cas
de`s que la valuation de K est discre`te et que son corps re´siduel est parfait.
Il existe alors un sous-groupe de Borel BM du groupe re´ductif Z(TK) de´fini sur M. Ce Borel contient un tore
maximal TL de´fini sur M. Comme TK ⊂ Z(BM), TL contient TK. Soit TM la partie M-de´ploye´e de TL, c’est-a`-dire
le groupe engendre´ par les image des cocaracte`res de TL fixes par ΓM := Gal (L|M). Cette partie contient encore TK
puisque tout cocaracte`re de TK est un cocaracte`re de TL fixe par ΓM.
Prouvons que TL = ZZ(TK)(TM). A priori, ZZ(TK)(TM) est le sous-groupe de Le´vi de Z(TK) engendre´ par TL et par
les groupes radiciels Uα pour α ∈ φ(TL) tels que α(TM) = {1} (cette condition entraine automatiquement α ∈ φm(TK),
donc Uα ⊂ Z(TK)).
Le syste`me de racines de Z(TK) par rapport au tore maximal TL est φm(TK), ou` φ = φ(TL) est le syste`me de
racines pour G par rapport a` TL. Soit Π la base de φm(TK) correspondant a` BM, et Π∨ sa base duale. Comme BM est
ΓM-stable, ces bases sont permute´es par ΓM. Une base des cocaracte`res de TM est alors l’ensemble des
∑
ρ∈O ρ, pour O
une ΓM-orbite dans Π∨.
Soit maintenant α ∈ φm(TK) tel que α(TM) = {1}. Alors α s’annule sur tout cocaracte`re de TM, donc pour toute
orbite O dans Π∨, α(∑ρ∈O ρ) = ∑ρ∈O 〈 α, ρ 〉 = 0. Comme O ⊂ Π∨, tous les 〈 α, ρ 〉 sont de meˆme signe, donc
finalement, ils sont tous nuls. Au total, α s’annule sur tous les e´le´ment de Π∨, ceci est impossible. Il n’existe donc pas
de racine α ∈ φm(TK) s’annulant sur TM. Donc ZZ(TK)(TM) = TM.
Ve´rifions que TM est un toreM-de´ploye´ maximal. Si T est un toreM-de´ploye´ contenant TM, alors T ⊂ Z(TM) = TL.
Si ρ est un cocarate`re de T , comme T estM-de´ploye´, ρ est ΓM-fixe. Donc par de´finition de TM, son image est dans TM.
On prouve ainsi que T ⊂ TM.
Maintenant, le fait que TK ⊂ TM entraine que ZZ(TK)(TM) = ZG(TM), donc finalement ZG(TM) = TL, et le groupe G
est lui aussi quasi-de´ploye´ sur M.
On a finalement trois tores TK ⊂ TM ⊂ TL. Le premier est K-de´ploye´ maximal, le second est M-de´ploye´ maximal,
le troisie`me est maximal (et L-de´ploye´), et M-de´fini. De plus l’extension de corps K ⊂ M est mode´re´ment ramifie´e, et
G est quasi-de´ploye´ sur M.
On a de´ja` introduit ΓM = Gal (L|M), on notera de plus ΓK = Gal (M|K). Le groupe ΓM est distingue´ dans Γ et
ΓK ≃ Γ/ΓM. Soient AL = A(TL), ~AL = ~A(TL), ~AM = ~A(TM) ⊂ ~AL et ~AK = ~A(TK) ⊂ ~AM. Comme TL est M-de´fini, le
groupe ΓM agit sur AL, et l’ensemble AM = AΓML est l’adhe´rence d’un espace affine sous ~AM.
Remarque: On ne peut de´finir un espace AK aussi simplement, il faudra attendre 5.4.4.
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5.4.3 Descente quasi-de´ploye´e
On commence par appliquer la partie 4 aux donne´es radicielles DM et DL. D’apre`s la proposition 5.4.1, toutes les
conditions de descente sauf (DM 3) et (DM 4) sont ve´rifie´es, en prenant IΓM
L
pour jouer le roˆle de I♮, et en remplac¸ant
ϕ par une valuation e´quipollente base´e en un point de AM.
Nous avons vu que G est quasi-de´ploye´ sur M, c’est-a`-dire que nous avons trouve´ un toreM-de´ploye´ maximal TM
tel que TL = Z(TM) est un tore maximal de G. Le tore TL est donc M-de´fini, et c’est l’unique tore maximal contenant
TM.
On a N(TM) ⊂ N(TL).Z(TM) = N(TL), d’ou` N(TM)(M) ⊂ N(TL)(M). Comme la partie AM = A(TL)ΓM est en
ge´ne´ral stable par N(TL)(M), elle l’est ici aussi par N(TM)(M), ainsi la condition (DM 4) est-elle ve´rifie´e.
Concernant (DM 3), soit ~CM une chambre de ~AM et ~C une chambre de ~AL rencontrant ~CM. Soit x ∈ AM et F la
facette de AL contenant Germ x(x+ ~C). C’est une chambre de I qui coupe AM et donc IΓM . Pour toute facette sphe´rique
~f ∈ F (~AL), la facette contenant pr ~f (F) coupe A♯, est une chambre de I ~f et donc n’est incluse dans aucune autre
facette de I ~f .
On obtient donc par la partie 4 une valuation ϕM de la donne´e radicielle DM, un appartement AM = AM(TM), une
bonne famille de parahoriques QM ve´rifiant (para 2.1+)(sph), puis une masure borde´e IM = I(QM) pour G(M).
On notera JM = G(M).AM ⊂ IΓM , c’est l’analogue des ”points invariants ordinaires” de [Rou77] 2.4.13. Par la
proposition 4.5.1, pour toute facette sphe´rique ~fM de ~IM, la fac¸ade IM ~fM de IM s’identifie a` JM∩ I ~f , ou` ~f est l’unique
facette de ~I contenant un ouvert de ~fM (voir la remarque a` la fin de 5.1.2).
Soit σ ∈ Γ, alors σ.TM est un autre tore M-de´ploye´ maximal de G, donc il existe g ∈ G(M) tel que σ.TM =
g.TM.g−1. Montrons que σ.AM = g.AM.
Pour commencer, σ.AM = σ.(AΓML ) = (σAL)ΓM . En effet, si x ∈ AΓML , alors σ.x ∈ σ.AL, et pour tout γ ∈ ΓM,
γ.σ.x = σσ−1γσx = σx car σ−1γσ ∈ ΓM. Donc σ.(AΓML ) ⊂ (σAL)ΓM , l’autre inclusion est semblable.
Donc σ.AM = (σAL)ΓM = AL(σTL)ΓM . Mais σ.TL = gTLg−1 car c’est l’unique tore maximal contenant σTM. Donc
σ.AM = (g.AL)ΓM = g.AΓML = g.AM car g est ΓM-fixe.
Ceci prouve que JM est stable par Γ.
5.4.4 Descente mode´re´ment ramifie´e
On e´tudie maintenant le groupe G(K). On va utiliser les re´sultats de la partie 4, applique´s aux donne´es radicielles
DL et DK, le travail sur DM de la partie pre´ce´dente servira a` de´finir une partie I♯K de IL, et a` prouver les conditions
(DM x).
On a vu que Γ agit surJM, on peut donc poser I♯K = JΓM = J
ΓK
M
. La masure borde´eIL admet des points Γ-fixes car
G contient des tores maximaux L-de´ploye´s et K-de´finis. Donc IΓ
L





soit non vide. Nous serons en fait oblige´s de le supposer, mais c’est une hypothe`se qui, tout comme l’hypothe`se sur
l’existence de l’extensionM, est ve´rifie´e de`s que la valuation de K est discre`te. C’est en fait l’analogue de la condition
(DE) de [BT84] 5.1.5.
Proposition 5.4.2. On suppose que la famille Q ve´rifie (para 2.1+−)(sph), et que l’immeuble de Bruhat-TitsIM(Z(TK))
du groupe re´ductif Z(TK) sur le corps M admet un point Γ-fixe.
Alors il existe un tore maximal T tel que les conditions de descente de la partie 4 sont ve´rifie´es pour les donne´es
radicielles DL(T ) et DK(TK), et pour la partie I♯K de IL.
Comme pour 5.3.2, par le the´ore`me de point fixe de Bruhat,IM(Z(TK))Γ est non vide de`s que l’immeubleIM(Z(TK))
est complet, et ceci est vrai de`s que la valuation de K est discre`te.
De´monstration:
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Pour toute facette sphe´rique ~f de ~IL, I♯K ∩ IL, ~f est vide si ~f ∩ ~IM = ∅. Sinon, il s’agit de l’ensemble des points
Γ-fixes dans la fac¸ade I
M ~fM ou`
~fM est une facette de ~IM contenant ~f ΓM . Cette fac¸ade est un immeuble, et Γ y agit par
automorphismes, donc IΓ
M ~fM
est une partie convexe. Ainsi (DM 1) est ve´rifie´, pour la partie d’immeuble I♯K.
La proposition 5.4.1 prouve encore les conditions (DSR), (DDR), (DIV), et (DV 2), pour n’importe quel tore maxi-
mal T contenant TK et pour n’importe quelle valuation de DL(T ). Il reste a` voir (DM 2, 3 et 4) ainsi que (DV 1).
Le fait que l’extension K ⊂ M soit mode´re´ment ramifie´e entraine que le lieu IM(Z(TK))ΓK des points ΓK-fixes de
l’immeuble IM(Z(TK)) de Z(TK) sur le corps M est de diame`tre nul. En effet le groupe Z(TK), ou plutoˆt son semi-
simplifie´ Z(TK)/Z(Z(TK)) estK-anisotrope, donc sachant que le degre´ de sauvagerie s(M|K) est nul, c’est la proposition
5.2.1 de [Rou77]. Comme nous avons suppose´ qu’il est non vide, il s’agit d’un singleton {p}, et le point p est donc fixe´
par Z(TK)(K).
Le groupe Z(TK) est le fixateur dans G du K-appartement ~AK. Pour toute chambre ~fK de ~AK, on notera ~f la facette
de ~A contenant un ouvert de ~fK. La facette ~f est sphe´rique, et l’immeuble I(Z(TK)) est isomorphe a` I ~f , la fac¸ade de
I = IL(G) de type ~f . L’immeuble M-rationnel IM(Z(TK)) est alors isomorphe a` I ~f ∩ JM, par la proposition 4.5.1.
Cet immeuble est inclus dans IΓM , de sorte que l’action de Γ y coı¨ncide avec celle de ΓK.
On note p ~f l’unique point Γ-fixe de I ~f ∩ JM. Soit E l’ensemble des points de JM ainsi obtenus pour toutes les
chambres de ~AK. L’ensemble E est donc fixe´ par Z(TK)(K), et stabilise´ par N(TK)(K).
Il existe z ∈ Z(TK)(M) tel que le point Γ-fixe de IM(Z(TK)) est dans l’appartement correspondant au tore T :=
zTLz−1. Soit Z = A(T ) = z.AL. Alors ZΓM est inclus dans JM et contient E. Notons que comme z ∈ Z(TK), ~AK ⊂ ~Z.
Nous allons montrer que Z∩I♯K est l’adhe´rence d’un espace affine dirige´ par Vect(~AK), et qu’il est stable par N(TK)(K).
Comme E est constitue´ de points sphe´riques des deux signes, ClZ(E) est en fait inde´pendant de l’appartement le
contenant conside´re´ (corollaire 3.9.5). En conse´quence, cet enclos est stable par Γ et par N(TK)(K). Il s’agit d’une
partie convexe de Z, donc l’action de Γ fixe un point x ∈ ˚Z ∩ Cl(E). Soit σ ∈ Γ. Par le corollaire 3.9.5, il existe
g ∈ Q(Cl(E)) tel que σ.Z = g.Z. Alors g−1σ est un automorphisme de Z qui fixe E, donc sa partie vectorielle fixe ~AK.
Il fixe de plus x, et ceci entraine qu’il fixe x + Vect(~AK). Comme g fixe Cl(E) qui contient x + Vect(~AK), on voit que σ
fixe x + Vect(~AK). Finalement, x + Vect(~AK) ⊂ ZΓ. Comme ZΓ ⊂ ZΓM ⊂ JM, on obtient x + Vect(~AK) ⊂ Z ∩ I♯K.
Re´ciproquement, soit y ∈ Z ∩ I♯K, montrons que y ∈ x + Vect(~AK). Supposons dans un premier temps y ∈ ˚Z. Soit
~f une facette de ~Z contenant un ouvert d’une chambre de ~AK. Le point pr ~f (y) est Γ-fixe, et comme y ∈ JM, c’est un
point de I ~f ∩ JM, c’est donc p ~f . Ceci et le re´sultat similaire pour − ~f prouve de´ja` que y ∈ Cl(E). Ensuite, comme
x et y ont la meˆme projection sur I ~f , quitte a` de´placer y selon Vect(~AK), on peut supposer y ∈ x + ~f . Soit ~v ∈ ~f tel
que y = x +Z ~v. Alors pour tout σ ∈ Γ, y = σ(y) = σ(x) +σZ σ(~v) = x +σZ σ(~v). Comme au paragraphe pre´ce´dent,
soit q ∈ Q(Cl(E)) tel que σ.Z = q.Z. Alors q−1σ.y = y (car y ∈ Cl(E)) d’ou`, dans Z, x +Z ~v = x +Z q−1σ(~v), donc
~v = q−1σ(~v), et comme q fixe ~f , ~v = σ(~v).
Ainsi, ~v ∈ ~f Γ ⊂ ~AK, et y ∈ x+Vect(~AK). De la meˆme manie`re, on obtient pour toute fac¸ade Z~g telle que ~g∩ ~AK , ∅,
Z~g ∩ I♯K = pr~g(x) + Vect(~AK).
Ainsi, Z ∩ I♯K est l’adhe´rence d’un espace affine sous Vect(~AK). On le note ZK, son inte´rieur jouera le roˆle du A♯
de la partie 4.
La condition (DM 2) est donc ve´rifie´e pour l’appartement Z (c’est-a`-dire le tore maximal T ou la donne´e radicielle
DL(T )). De plus nous avons vu que ZK ⊂ Cl(E) donc ZK = Cl(E) ∩ I♯K, et comme ces deux ensembles sont stabilise´s
par N(TK)(K), ZK aussi, d’ou` (DM 4).
´Etudions (DM 3). Soit ~g une facette sphe´rique de ~Z coupant ~AK. Soit F = Germ x(x + ~F) une facette de Z~g coupant
ZK de dimension maximale, donc F contient un ouvert de ZK ∩ Z~g, et il existe une facette ~f de ~Z ∩ ~g∗ contenant un
65
ouvert de ~AK telle que ~F = ~f /Vect(~g) (ou plutoˆt ~F = ( ~f + Vect(~g)).Vect(~g). Supposons qu’il existe une autre facette
F′ de I~g rencontrant I♯K et telle que F ⊂ ¯F′. Il existe un appartement B~g de I~g contenant F′ et tel que ~f ⊂ ~B~g. Soient
x ∈ F′ ∩ I♯K et y ∈ F ∩ I♯K. Alors pr ~f (x) tout comme pr ~f (y) sont deux points Γ-fixes dans JM ∩ I ~f : ils sont e´gaux.
Donc x ∈ y + Vect~B~g( ~f ) = AffB~g (F). Mais x ∈ F′ et F′ ∩ Aff(F) = ∅ : on obtient une contradiction, et il n’existe pas
de telle facette F′.
Enfin, soit ϕ une valuation de DL(T ) base´e en un point o ∈ ZK, elle ve´rifie imme´diatement (DV 1).

5.5 Conclusion
Re´sumons les re´sultats pre´ce´dents. Soit G un groupe de Kac-Moody presque de´ploye´ sur un corps value´K, de´ploye´
sur la cloˆture se´parable deK. Soit TK un toreK-de´ploye´ maximal, il existe une extension galoisienneL deK qui de´ploie
G et telle qu’il existe des tore maximaux L-de´ploye´s contenant TK.
Pour tout tel tore T , la famille de parahoriques Q de´finie dans [Rou10] est une bonne famille de parahoriques
pour DL(T ), et elle ve´rifie en outre (para 2.1+)(sph). Alors la proposition 5.4.1 s’applique, permettant de ve´rifier les
conditions de descente (DSR), (DDR) et (DIV), ainsi que (DV 2) pour toute valuation sur DL(T ).
Si de plus la valuation de K est discre`te, et le corps re´siduel parfait, alors il existe une extension interme´diaire
M ⊂ L telle que G est quasi-de´ploye´ sur M et telle que l’extension K ⊂ M est non ramifie´e. Ceci permet la de´finition
de la partie I♯K = JM ∩ IΓ. L’hypothe`se de discre´tion de la valuation de K permet e´galement d’appliquer la proposi-
tion 5.4.2, prouvant que la partie I♯K ve´rifie les conditions (DM). La condition (DV 1) est obtenue de`s qu’on choisit
une valuation base´e en un point de I♯K , alors toutes les conditions de descente de la partie 4 sont ve´rifie´es.
On obtient donc une valuation pour la donne´e radicielle DK, puis un appartement, une bonne famille de para-
horiques ve´rifiant (para 2.1+)(sph), et enfin une masure borde´e. On sait en outre que les fac¸ades sphe´riques de cette
masure borde´e sont incluses dans des fac¸ades sphe´riques de la masure borde´e IL pour DL.
The´ore`me 5.5.1. Soit G un groupe de Kac-Moody presque de´ploye´ sur un corps K, de´ploye´ sur la cloˆture se´parable
de K. On suppose K muni d’une valuation re´elle discre`te non triviale, telle que son corps re´siduel soit parfait.
Alors il existe une masure borde´e IK pour G(K), qui provient d’une valuation ϕK et d’une bonne famille de pa-
rahoriques QK ve´rifiant (para 2.1+)(sph). Pour toute facette sphe´rique ~fK de ~I(K), la fac¸ade IK, ~fK s’injecte dans la
fac¸ade I
L, ~f , de la masure borde´e IL pour G(L), ou` ~f est la facette de ~I(L) contenant un ouvert de ~fK.
Remarque: Les hypothe`ses sur le corps K (valuation discre`te et corps re´siduel parfait) interviennent pour re´soudre
deux difficulte´s : pour assurer l’existence d’une extension M non ramifie´e de K qui quasi-de´ploie le groupe re´ductif
Z(TK), puis pour assurer l’existence d’un point Γ-fixe dans l’immeuble de ce dernier. Ces deux difficulte´s ne font inter-
venir qu’un groupe re´ductif, et sont rencontre´es de la meˆme manie`re dans [BT84]. Ainsi, si on veut affiner le re´sultat
pre´ce´dent en affaiblissant les hypothe`ses sur le corpsK, ceci devrait eˆtre possible de la meˆme manie`re que dans [BT84].
5.6 Questions
Signalons finalement deux points qui restent non re´solus.
En premier lieu, on ne sait pas s’il existe en ge´ne´ral, pour toute donne´e radicielle value´e, une bonne famille de
parahoriques. Nous ne disposons a priori que de la famille minimale de parahoriques ; meˆme la de´finition de la famille
maximale n’est possible que si l’on suppose l’existence d’au moins une bonne famille. Ce n’est que dans le cas d’une
donne´e radicielle value´e venant d’un groupe de Kac-Moody que l’on sait, graˆce a` [Rou10] que la famille minimale est
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bonne, et qu’il existe en outre une bonne famille ve´rifiant en plus (para 2.1+).
Par ailleurs, pour construire la masure borde´e d’un groupe de Kac-Moody presque de´ploye´, on de´finit un apparte-
ment, puis une famille de parahoriques, puis on applique la construction ge´ne´rale. Il n’est alors pas clair que la masure
obtenue s’injecte (ou au moins que chacune de ses fac¸ades s’injecte) dans la masure du groupe de´ploye´. On a seule-
ment prouve´ que ses fac¸ades sphe´riques s’injectent dans des fac¸ades sphe´riques de la masure du groupe de´ploye´, et il
est facile d’en de´duire l’existence d’un plongement pour les immeubles microaffines de G(K).
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