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Zusammenfassung Support-Vektor-Maschinen (SVM’s) sind ein Klas-
sifikationsverfahren, das eine immer gro¨ßere Bedeutung in der Analy-
se von Zeichenketten erlangt. In der Arbeit mit SVM’s spielen Kerne
eine bedeutende Rolle. In dieser Arbeit bescha¨figen wir uns mit ver-
schiedenen String-Kernen, die zur Analyse von Zeichenketten verwendet
werden ko¨nnen. Wir stellen den Spektrum- und den Degree-Kern vor
und bescha¨ftigen uns mit speziellen Varianten, deren Unterschiede vor
allem in einer unterschiedlichen Fehlertolerierung liegen. Zuletzt geben
wir mo¨gliche Anwendungsgebiete fu¨r SVM’s mit String-Kernen an und
dokumentieren bereits vorliegende Testergebnisse.
1 Support-Vektor-Maschinen und Kerne
Das Verfahren der Support-Vektor-Maschinen (SVM’s) [1] ist ein ma¨chtiges In-
strument zur u¨berwachten Klassifikation von Daten. Basierend auf der einfa-
che Idee, eine trennende Hyperebene zur Klassentrennung zu erlernen, greifen
Support-Vektor-Maschinen auf den Trick der Kernfunktionen [2] zuru¨ck, der es
ermo¨glicht, nichtlineare Trennfunktionen zu generieren. Fu¨r die Klassifikation
von Daten mit Support-Vektor-Maschinen ist die Arbeit mit derartigen Kern-
funktionen ein grundlegender Bestandteil.
1.1 SVM-Hypothesenfunktion
Sei
T :=
{(
xi, yi
)
∈ X × {−1, 1}, i = 1, . . . , t
}
(1)
ein Trainingsdatensatz mit t ∈ IN+ Eingabe-Ausgabe-Punkten mit je n ∈ IN
Attribut-Werten. Das zentrale Optimierungsproblem bei der Anwendung von
SVM’s hat die Form
min
 
∈IRt
1
2
t∑
i=1
t∑
j=1
yiyjαiαj〈x
i, xj〉 −
t∑
i=1
αi (2)
1
unter den Nebenbedingungen yTα = 0 und 0 ≤ α ≤ C. Der Parameter C > 0
ist ein Parameter zur Fehlertolerierung. Im dargestellten Fall fu¨hrt der Vektor
α zu einer linearen Hypothese
h(x) = sgn
(
t∑
i=1
yiαi〈x
i, x〉+ b
)
. (3)
1.2 Kerne
Das zentrale Element in (2) und (3) ist das Skalarprodukt zwischen Punkten
im Datenraum X . Es erlaubt es uns, den Trick der Kerne zu verwenden. Die
Idee dabei ist, dass die Hypothese (3) zu einer nichtlinearen Funktion wird,
falls alle verwendeten Datenpunkte des Raumes X zuna¨chst nichtlinear in einen
hochdimensionalen Raum transformiert werden. Sei dazu
Φ : X → F (4)
eine Abbildung vom Datenraum X in einen Hilbertraum F mit Dimension d, den
sogenannten Merkmalsraum. Φ wird auch als Merkmalsabbildung bezeichnet.
Dann wird (2) zu
min
 
∈IRt
1
2
t∑
i=1
t∑
j=1
yiyjαiαj〈Φ(x
i), Φ(xj)〉F −
t∑
i=1
αi (5)
und die Hypothese hat die Form
h(x) = sgn
(
t∑
i=1
yiαi〈Φ(x
i), Φ(x)〉F + b
)
. (6)
An dieser Stelle kann man Kernfunktionen zum Ersetzen der Skalarprodukte
verwenden. Uns interessieren Funktionen K : X × X →
 
, fu¨r die gilt [3]
K(xi, xj) = 〈Φ(xi), Φ(xj)〉F ∀x
i, xj ∈ X . (7)
Fu¨r zwei beliebige Punkte des Datenraumes soll der Wert der Kernfunktion
genau dem Wert des Skalarproduktes der beiden transformierten Punkte im
Merkmalsraum F entsprechen. Nicht jede Abbildung K mit dieser Eigenschaft
ist auch tatsa¨chlich ein Kern im Sinne der SVM-Theorie [4]. Eine symmetrische
Funktion K(xi, xj) ist genau dann eine Kernfunktion, wenn fu¨r einen beliebigen
Trainingsdatensatz T sowie reelle Zahlen γ1, . . . , γt die Ungleichung
t∑
i=1
t∑
j=1
γiγjK(x
i, xj) ≥ 0 (8)
erfu¨llt ist [5]. Die Abbildung K muss also positiv semidefinit sein. Sei K eine
Kernfunktion und seien x1 . . . xt ∈ X , so nennt man die t × t Matrix K mit
Kij = K(x
i, xj) ∀ 1 ≤ i, j ≤ t Grammatrix oder Kernmatrix.
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1.3 Standard-Kerne
Eine Reihe von Standard-Kernen ist bekannt [1]. Dazu za¨hlen
– der Polynomial-Kern
K(xi, xj) := 〈xi, xj〉d (d ∈   )
– der inhomogene Polynomial-Kern
K(xi, xj) :=
(
〈xi, xj〉+ c
)d
(c ∈
 
+ , d ∈   )
– der Gauß-Kern (auch RBF-Kern)
K(xi, xj) := e−
‖xi−xj‖2
2σ2 (σ ∈
 
+ )
– der Sigmoid-Kern
K(xi, xj) := tanh
(
κ〈xi, xj〉+ ϑ
)
(κ ∈
 
+ , ϑ ∈
 
− ) .
Diese Kerne werden erfolgreich zur Klassifikation numerischer Daten eingesetzt
und stehen bei den frei verfu¨gbaren Softwarepaketen zur Verfu¨gung [6, 7]. In
dieser Arbeit stellen wir einige weniger bekannter Kerne vor, welche zur Se-
quenzanalyse verwendet werden ko¨nnen. In den letzten Jahren haben sich die
Anwendungsgebiete der Sequenzanalyse stark weiterentwickelt, sodass effizien-
te Methoden zur Klassifikation von großer Wichtigkeit sind. Das Verfahren der
Support-Vektor-Maschinen setzt sich innerhalb der Verfahren des maschinellen
Lernens immer sta¨rker gegen andere Methoden durch. Aus diesem Grund ist die
Bereitstellung und Untersuchung geeigneter Kerne fu¨r mo¨glichst viele Formen
der Datenauspra¨gung eine wichtige Aufgabe.
2 Einfache String-Kerne zur Sequenzanalyse
Kerne besitzen die vorteilhafte Eigenschaft, dass sie nicht ausschließlich auf die
Auswertung einheitlicher Vektoren numerischer Daten beschra¨nkt sind, sondern
auch auf anderen Objekten arbeiten ko¨nnen. Im Folgenden beschreiben wir Ker-
ne, die dazu verwendet werden ko¨nnen, Strings zu vergleichen. Diese Kerne
ko¨nnen dann im Zusammenhang mit Support-Vektor-Maschinen zur Klassifi-
kation von Sequenzen eingesetzt werden. Diese Verbindung ist noch sehr jung
und stellt reichlichen Boden fu¨r Verbesserungen und Effizienzsteigerungen zur
Verfu¨gung. Diese Arbeit soll eine Einfu¨hrung in das Thema bieten. Eine Anwen-
dungsmo¨glichkeit von String-Kern basierten Support-Vektor-Maschinen stellt
zum Beispiel die Analyse von DNA-Sequenzen dar. DNA-Sequenzen bestehen
aus Folgen der Buchstaben A, C, G und T, wobei die La¨nge solcher Folgen nicht
fest ist.
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2.1 Grundbegriffe
Bevor wir einige interessante String-Kerne vorstellen, mu¨ssen zuna¨chst noch die
grundlegenden Begriffe gekla¨rt werden. Die Definitionen kann man in [8] nach-
lesen.
– Ein Alphabet Σ ist eine endliche Menge von Symbolen, die als Buchsta-
ben bezeichnet werden. Mit |Σ| sei im Folgenden die Anzahl verschiedener
Buchstaben im Alphabet Σ bezeichnet.
– Ein String der La¨nge l sei eine endliche Folge u = (u1, . . . , ul) von Buchsta-
ben eines Alphabetes.
– Als k-Teilfolge eines Strings bezeichnen wir im Folgenden ein Teilstu¨ck eines
l-elementigen Strings, welches die La¨nge k hat (k ≤ l).
2.2 Spektrum-Kern
Der Spektrum-Kern wurde erstmalig in [9] vorgestellt. Sei X der Raum aller
endlichen Folgen eines Alphabets Σ mit |Σ| = l. Das k-Spektrum einer Folge
u ∈ X sei die Menge aller k-Teilfolgen, die sie entha¨lt. Weiterhin bezeichne Σk
die Menge aller mo¨glichen k-Teilfolgen im Alphabet Σ. Es ist klar, dass Σk die
Dimension lk hat. Wir definieren nun eine Abbildung Φk : X →
 
lk durch
Φk(u) := (φa(u))a∈Σk , (9)
in der φa(u) der Ha¨ufigkeit entspricht, in der die k-Teilfolge a im String u vor-
kommt. Demzufolge ist das Bild von u also eine gewichtete Darstellung seines
k-Spektrums. Nun kann man den k-Spektrum-Kern Kk definieren als
Kk(u, v) := 〈Φk(u), Φk(v)〉F (u, v ∈ X ) . (10)
Da F =
 
lk gilt, ist das Skalarprodukt in (10) als das u¨bliche Skalarprodukt des
 
lk zu verstehen. Es sei erwa¨hnt, dass dieser Kern keine Informationen u¨ber die
Positionen der Teilfolgen in die Bewertung einfließen la¨sst.
Ein vereinfachter k-Spektrum-Kern entsteht, wenn in (9) folgende abgewan-
delte Funktion φ verwendet wird:
φa(u) =
{
1, falls a ∈ u
0, sonst
.
Jede Koordinate von Φ kann dann ausschließlich bina¨re Werte annehmen. Der
Wert 1 wird angenommen, falls die Teilfolge a in u enthalten ist, die Anzahl der
Treffer spielt jetzt keine Rolle mehr. Eine reale Gewichtung des k-Spektrums
geht damit jedoch verloren.
Es ist nun zu beachten, dass der Merkmalsraum
 
lk sehr groß ist, aber die
Vektoren im Allgemeinen nur sehr schwach besetzt sind. Die Anzahl der Ko-
ordinaten, die nicht 0 sind, ist nach oben durch (|u| − (k − 1)) beschra¨nkt.
Diese Eigenschaft ist nu¨tzlich fu¨r eine effiziente Arbeitsweise des Kerns. Eine
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effiziente Berechnung des Kerns kann mit Hilfe von Suffix-Ba¨umen erfolgen [9].
Suffix-Ba¨ume werden beispielswiese in [10] vorgestellt. Der Wert des Kerns wird
u¨ber das Durchlaufen eines Suffix-Baumes berechnet. Dank der vorteilhaften Ei-
genschaften des zugeho¨rigen Suffix-Baumes geschieht das in linearer Zeit. Die
Effizienz der Kernberechnungen spielt im Zusammenhang mit der Anwendung
von Support-Vektor-Maschinen eine sehr wichtige Rolle. Die Auswertung des
Kerns verbraucht bei großen Datensa¨tzen bis zu 90% der Rechenzeit und gilt im
Allgemeinen als der Flaschenhals des ganzen Verfahrens. Der hohe Zeitaufwand
zur Berechnung der Kernmatrix stellt auch heute noch ein Hindernis bei der
Nutzung von SVM’s dar. Aus diesem Grund ist die schnelle Berechenbarkeit des
k-Spektrum-Kerns als besonders positiv zu bewerten.
2.3 Gewichteter Degree-Kern
Der Spektrum-Kern hat die Eigenschaft, Teilfolgen an beliebigen Stellen zu su-
chen, ohne Informationen u¨ber deren genaue Position zu bewerten. Diese Tatsa-
che kann sich in speziellen Anwendungen als Nachteil herausstellen. Eine passen-
de Alternative stellt der gewichtete Degree-Kern [11] dar. Die Grundidee dieses
Kerns besteht darin, das exakte Zusammentreffen von k-Teilfolgen an gleichen
Stellen von Sequenzen zu finden. Der gewichtete Degree-Kern der Ordnung κ
vergleicht zwei Folgen u und v der La¨nge l durch Summation aller Beitra¨ge von
gleichen Teilfolgen der La¨nge k ∈ {1, . . . , κ} gewichtet durch Koeffizienten βk,
formal
Kκ(u, v) :=
κ∑
k=1
βk
l−k+1∑
i=1
I (ak,i(u) = ak,i(v)) . (11)
Mit ak,i(u) bzw. ak,i(v) bezeichnen wir k-elementige Teilfolgen der Folgen u bzw.
v, die bei der Position i starten. I ist die u¨bliche Indikatorfunktion. Als Gewichte
haben sich
βk := 2(κ− k + 1)/(κ(κ+ 1))
bewa¨hrt [11]. Teilfolgen sind also je nach La¨nge gewichtet. Es ist zu beachten,
dass zwar βk+1 < βk fu¨r alle k ∈ {1, . . . , κ−1} gelten, sich aber dennoch la¨ngere
U¨bereinstimmungen sta¨rker auswirken als kurze, da jede lange U¨bereinstimmung
gleichzeitig auch verschiedene ku¨rzere U¨bereinstimmungen impliziert. Grob ge-
sehen kann man diesen Kern als Spektrum-Kern interpretieren.
3 String-Kerne mit Fehlertolerierung
Die beiden bisher vorgestellten Kerne (10) und (11) haben den Nachteil, dass sie
zu einem sehr großen Merkmalsraum fu¨hren, der jedoch zum gro¨ßten Teil nicht
genutzt wird. Deswegen gibt es Mo¨glichkeiten zur Optimierung der Modelle mit-
tels Modifizierungen der einfachen Kerne. Die Idee dabei ist, beim Vergleich von
Strings einzelne Fehler zuzulassen. Fehler bedeuten in diesem Zusammenhang,
dass einzelne Buchstaben in den Strings nicht u¨bereinstimmen. Betrachtet man
lange k-Teilfolgen, so la¨uft die Wahrscheinlichkeit, die gleiche Teilfolge in einer
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weiteren Folge zu entdecken, sehr schnell gegen Null. Deswegen kann es von
Vorteil sein, einige Fehlsta¨nde zuzulassen.
3.1 Spektrum-Kern mit Fehlsta¨nden
Sei a eine k-Teilfolge in Σk. Dann definieren wir die m-Umgebung Um,k von a als
die Menge der k-Teilfolgen b, die sich von a an ho¨chstensm Stellen unterscheiden.
Die Merkmalsabbildung fu¨r a ist dann definiert als
Φm,k(a) := (φb(a))b∈Σk , (12)
wobei fu¨r φ die Vorschrift
φb(a) :=
{
1, falls b ∈ Um,k(a)
0, sonst
gilt. Fu¨r einen beliebigen String u gilt dann
Φm,k(u) :=
∑
∀a∈u
Φm,k(a) , (13)
sodass der Kern berechnet wird als
Km,k(u, v) := 〈Φm,k(u), Φm,k(v)〉 (u, v ∈ X ) . (14)
Offensichtlich entspricht dieser Kern fu¨r m = 0 genau dem Spektrum-Kern.
3.2 Gewichteter Degree-Kern mit Fehlsta¨nden
Analog zum Spektrum-Kern la¨sst sich auch der gewichtete Degree-Kern so vera¨ndern,
dass er Fehlsta¨nde beru¨cksichtigt. Eine Methode fu¨r die Umsetzung dieses Kerns
ist [11]
Km,κ(u, v) =
κ∑
k=1
m∑
j=0
βk,j
l−k+1∑
i=1
I(ak,i(u) 6=j ak,i(v)) , (15)
wobei (ak,i(u) 6=j ak,i(v)) bedeutet, dass es genau j Fehlsta¨nde zwischen u und
v gibt. Eine sinnvolle Wahl fu¨r βk,j ist [11]
βk,j =
{
βk/
((
k
j
)
(| Σ | −1)j)
)
, falls k > j
0 sonst
.
3.3 Lu¨cken-Kern
Der sogenannte beschra¨nkte (l, k)-Lu¨cken-Kern nutzt den |Σ|k-dimensionalen
Merkmalsraum, der durch die Teilfolgen der La¨nge k bestimmt wird. In seiner
Arbeitsweise unterscheidet er sich von den beiden bisher vorgestellten Kernen.
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Sei a = (a1, . . . , al) ein fester String der La¨nge l ∈   , wobei wie u¨blich ai ∈
Σ ∀ i ∈ {1, . . . , l} gilt. Sei T(l,k)(u) die Menge aller Teilfolgen b der La¨nge k, die
in a vorkommen, so definieren wir eine Merkmalsabbildung als
Φl,k(a) = (φb(a))b∈Σk , (16)
wobei
φb(a) :=
{
1, falls b ∈ T(l,k)(a)
0, sonst
. (17)
Diese Abbildung kann man nun fu¨r Trainingsdaten u beliebiger La¨nge erwei-
tern. Dazu wird die Merkmalsabbildung u¨ber alle l-Teilfolgen a des Strings u
aufsummiert. Die neue Abbildung, die definiert ist als
Φ gapl,k (u) :=
∑
∀a∈u
Φl,k(a) , (18)
nennen wir Lu¨cken-Merkmalsabbildung1. Fu¨r zwei Strings u und v wird der Kern
analog zu den bisher vorgestellten Kernen als Skalarprodukt berechnet mittels
Kgap(u, v) := 〈Φ
gap
(l,k)(u), Φ
gap
(l,k)(v)〉 . (19)
Der Lu¨cken-Kern zeichnet sich dadurch aus, dass er Unregelma¨ßigkeiten beim
Matching toleriert, indem eine bestimmte Anzahl von Lu¨cken mo¨glich ist.
3.4 Substitutions-Kern
Der Substitutions-Kern baut auf einer speziellen Merkmalsabbildung auf, die
ihrerseits eine sogenannte Mutationsumgebung verwendet. Dazu definieren wir
eine Mutationsumgebung Mσ,k fu¨r einen String a = (a1, . . . , ak) mittels
Mσ,k(a) :=
{
b = (b1, . . . , bk) ∈ Σ
k : −
k∑
i=1
logP (ai|bi) < σ
}
. (20)
Die Definition von Nachbarschaft in (20) basiert also auf einem wahrscheinlich-
keitstheoretischem Modell zur Substitution von Buchstaben. Um die maxima-
le Gro¨ße der Mutationsumgebung zu kontrollieren, sollte der Parameter σ so
gewa¨hlt werden, dass
max
a∈Σk
|Mσ,k(a)| < N
gilt, wobei N a priori gewa¨hlt werden muss [12]. Damit ist auch klar, dass die
Wahl von σ, dessen Wert die Ho¨he mo¨glicher Mutationen bestimmt, nicht trivial
ist. Die Anwendung von Kreuzvalidierungsmethoden sollte in Betracht gezogen
werden. Ein Nachteil dieses Kerns ist deshalb die teure Parameteranpassung.
1 gap: engl. Lu¨cke
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Fu¨r beliebige Strings u hat die zum Substitutions-Kern fu¨hrende Merkmals-
abbildung die Form
Φ subσ,k (u) :=
∑
∀a∈u
(φb(a))b∈Σk . (21)
Dabei bezeichnen wir mit a – wie auch im Abschnitt 3.3 – eine k-Teilfolge von
u. Die Abbildung φ ist dabei analog zu (17) definiert als
φb(a) :=
{
1, falls b ∈Mσ,k(a)
0, sonst
.
Sie entha¨lt die Mutationsumgebung. Der Substitutions-Kern entsteht analog zu
(19) u¨ber das Skalarprodukt im Merkmalsraum.
3.5 Joker-Kern
Der sogenannte Joker-Kern ermo¨glicht es, nicht vollkommen passende Teilfol-
gen als gleich zu klassifizieren, indem an bestimmten Stellen der Strings soge-
nannte Joker als Platzhalter deklariert werden ko¨nnen. Zu einem Joker passt
dann jeder Buchstabe des Alphabets. Dazu wird das Standardalphabet Σ um
ein Joker-Zeichen erweitert. Dieser neue Buchstabe wird mit ∗ bezeichnet. Der
Merkmalsraum F wird nun bestimmt durch die k-Teilfolgen in Σ ∪ {∗}, wobei
der Buchstabe ∗ darin mindestens m mal auftreten soll. Offensichtlich hat dieser
Merkmalsraum die Dimension
d =
m∑
i=0
(
k
i
)
|Σ|k−i .
Sein nun a eine k-Teilfolge. Dann passt a zu einer anderen k-Teilfolge b (a   b),
falls
ai = bi ∀bi 6= ∗
gelten. Alle Buchstaben in b, die keine Joker sind, mu¨ssen also zu den entspre-
chenden Eintra¨gen in a passen. Die zugeho¨rige Merkmalsabbildung ist natu¨rli-
cherweise definiert als
Φ *m,λ,k(u) :=
∑
a∈u
(φb(a))b∈F (22)
mit
φb(a) =
{
λ, falls a   b
0 sonst
,
wobei λ ∈ (0, 1] ein Gewichtungsparameter ist. Es existieren Ansa¨tze, bei denen
das Gewicht λ nicht fest, sondern variabel ist [12].
8
3.6 Fazit
Wir haben eine Reihe von Kernen zur Sequenzanalyse vorgestellt. Ausgehend
von zwei einfachen Kernen, die auf genauen U¨bereinstimmungen von Teilfolgen
basieren, wurden Kerne gezeigt, welche die wichtige Funktionalita¨t der Muta-
tion einzelner Buchstaben zulassen. Fu¨r reale Anwendungen spielen derartige
Pha¨nomene eine große Rolle [13].
Alle in dieser Arbeit vorgestellten String-Kerne zeichnen sich dadurch aus,
dass die Merkmalsabbildungen Φ explizit bekannt sind. Diese Eigenschaft er-
laubt es, die SVM-Hypothesenfunktion h zu interpretieren. Insbesondere kann
der Normalenvektor w der trennenden Hyperebene im Merkmalsraum direkt
berechnet werden als
w =
t∑
i=1
yuαiΦ(x
i). (23)
Dieser kann dann beispielsweise dazu verwendet werden, zu untersuchen, welche
Absta¨nde einzelne Trainingspunkte zur Hyperebene aufweisen. Bei den Stan-
dardkernen, wie wir sie auf Seite 3 vorgestellt haben, ist der Merkmalsraum nicht
bekannt und die Hyperebene kann nur abstrakt u¨ber die Werte der Kerne ange-
geben werden. Aus diesem Grund werden die SVM’s oft als Black-Box-Verfahren
bezeichnet.
4 Anwendungsgebiete
String-Kerne haben vielfa¨ltige Anwendungsgebiete in den unterschiedlichsten
Forschungsbereichen. In diesem Abschnitt geben wir einen kurzen U¨berblick zu
einigen konkreten Anwendungsbeispielen, bei denen die in dieser Arbeit vorge-
stellten Kerne erfolgreich eingesetzt worden sind.
Der einfache Spektrum-Kern sowie seine verallgemeinerte Form mit Fehler-
tolerierung sind in [9, 13] zum Vergleich von Proteinsequenzen und zur Klassi-
fikation von Proteinen eingesetzt worden. Es hat sich gezeigt, dass der gene-
ralisierte Kern fu¨r kleine Werte von m, genauer gesagt fu¨r m = 1, den einfa-
chen Spektrum-Kern schlagen konnte. Eine Support-Vektor-Maschine mit dem
gewichteten Degree-Kern wurde in [11] zur Erkennung von sogenannten Splice-
Sites in der DNA verwendet. Die Kerne aus den Abschnitten 3.3-3.5 wurden in
[12] fu¨r einen Benchmark-Datensatz der Datenbank SCOP2 getestet. Als beson-
ders positiv konnte dabei die Geschwindigkeit der Algorithmen bewertet werden.
Zusa¨tzlich zu den Applikationen innerhalb der Bioinformatik, findet man wei-
tere Anwendungen der String-Kerne in der Kategorisierung von Texten [14], bei
der Filterung von Spam-Nachrichten und in der Spracherkennung. Da herko¨mm-
liche Methoden nicht ausreichen, verwendet [15] String-Kerne zur Erkennung der
Sprache in der Web-Sites verfasst sind. Die erzielten Ergebnisse sind sehr vielver-
sprechend. Diese Anwendungsgebiete zeichnen sich alle dadurch aus, dass sie mit
2 http://scop.berkeley.edu
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Strings unbekannter La¨nge u¨ber einem bekannten Alphabet arbeiten. Die Ana-
logie zur Klassifikation von DNA- und Proteinsequenzen ist damit offensichtlich.
Wie weitverbreitet mittlerweile die Anwendung von Support-Vektor-Maschi-
nen mit String-Kernen ist, verdeutlicht eine etwas exotischere Anwendung, die in
[16] zu finden ist. Dort wird gezeigt, wie man beru¨hmte Interpreten anhand de-
ren unterschiedlicher Arten zu musizieren automatisch erkennen kann. Fachleute
sind u¨ber die hohen Erkennungsraten von u¨ber 90% sehr erstaunt [17] und nutzen
die gewonnenen Erkenntnisse unter anderem dazu, dass Computer eigensta¨ndig
lernen, mo¨glichst ausdrucksvolle Musik zu komponieren oder zu spielen.
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