On involutions in symmetric groups and a conjecture of Lusztig by Hu, Jun & Zhang, Jing
ar
X
iv
:1
50
7.
00
87
2v
1 
 [m
ath
.R
T]
  3
 Ju
l 2
01
5
ON INVOLUTIONS IN SYMMETRIC GROUPS AND A
CONJECTURE OF LUSZTIG
JUN HU AND JING ZHANG
Abstract. Let (W,S) be a Coxeter system equipped with a fixed automor-
phism ∗ of order ≤ 2 which preserves S. Lusztig (and with Vogan in some
special cases) have shown that the space spanned by set of “twisted” involu-
tions (i.e., elements w ∈ W with w∗ = w−1) was naturally endowed with a
module structure of the Hecke algebra of (W,S) with two distinguished bases,
which can be viewed as twisted analogues of the well-known standard basis and
Kazhdan-Lusztig basis. The transition matrix between these bases defines a
family of polynomials Pσy,w which can be viewed as “twisted” analogues of
the well-known Kazhdan-Lusztig polynomials of (W,S). Lusztig has conjec-
tured that this module is isomorphic to the right ideal of the Hecke algebra
(with Hecke parameter u2) associated to (W,S) generated by the element
X∅ :=
∑
w∗=w u
−ℓ(w)Tw. In this paper we prove this conjecture in the case
when ∗ = id and W = Sn (the symmetric group on n letters). Our methods
are expected to be generalised to all the other finite crystallographic Coxeter
groups.
1. Introduction
Let (W,S) be a fixed Coxeter system with length function ℓ :W → N. If w ∈ W
then by definition
ℓ(w) := min{k|w = si1 . . . sik for some si1 , . . . , sik ∈ S}.
Let “≤” be the Bruhat partial ordering on W . Let “∗” be a fixed automorphism of
W with order ≤ 2 and such that s∗ ∈ S for any s ∈ S.
1.1. Definition. We define
I∗ :=
{
w ∈W
∣∣ w∗ = w−1}.
The elements of I∗ will be called twisted involutions.
If ∗ = idW (the identity automorphism on W ), then the elements of I∗ will be
called involutions.
Let v be an indeterminate over Z and u := v2. Set A := Z[u, u−1]. Let Hu
be the Iwahori-Hecke algebra associated to (W,S) with Hecke parameter u2 and
defined over A. By definition, Hu is a free A-module with basis {Tw}w∈W . There
is a unital A-algebra structure on Hu with unit T1 and such that
TwTw′ = Tww′ if ℓ(ww
′) = ℓ(w) + ℓ(w′); and
(Ts + 1)(Ts − u
2) = 0 for all s ∈ S.
Let M be the free A-module with basis {aw|w ∈ I∗}. The following result was
obtained by Lusztig and Vogan ([8]) in the special case where W is a Weyl group
or an affine Weyl group, and by Lusztig ([6]) in the general case.
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1.2. Theorem. ([8], [6, Theorem 0.1]) There is a unique Hu-module structure on
M such that for any s ∈ S and any w ∈ I∗ we have that
Tsaw = uaw + (u + 1)asw if sw = ws
∗ > w;
Tsaw = (u
2 − u− 1)aw + (u
2 − u)asw if sw = ws
∗ < w;
Tsaw = asws∗ if sw 6= ws
∗ > w;
Tsaw = (u
2 − 1)aw + u
2asws∗ if sw 6= ws
∗ < w.
Set A := Z[v, v−1]. Then A can be naturally regarded as a subring of A because
u = v2. Let H := A ⊗A Hu. Let − : A → A be the ring involution such that
vn = v−n for n ∈ Z. We denote by − : H → H the ring involution such that
vnTx = v
−nT−1
x−1
for any x ∈ W,n ∈ N. Then “−” restricts to the unique ring
involution of Hu such that unTx = u
−nT−1
x−1
for any x ∈W,n ∈ N (cf. [5]).
In [8] and [6, Theorem 0.2], Lusztig and Vogan have shown that there exists a
unique Z-linear map − : M → M such that hm = hm for all h ∈ Hu, m ∈ M
and a1 = a1. For any m ∈ M , m = m. Moreover, for any w ∈ I∗, aw =
(−1)ℓ(w)T−1
w−1
aw−1 ,
Set M := A ⊗A M . The map “− : M → M” can be naturally extended to a
Z-linear map − : M → M such that vnm = v−nm for m ∈ M , n ∈ Z. For each
w ∈ I∗, Lusztig and Vogan have proved further that there is a unique element
Aw = v
−ℓ(w)
∑
y∈I∗,y≤w
P σy,way ∈M,
where P σy,w ∈ Z[u] such that Aw = Aw, P
σ
w,w = 1 and for any y ∈ I∗, y < w, we
have degP σy,w ≤ (ℓ(w)− ℓ(y)− 1)/2. Furthermore, the elements {Aw|w ∈ I∗} form
an A-basis of M . The polynomials P σw,w can be viewed as a twisted analogue of
the well-known Kazhdan-Lusztig polynomial Py,w of (W,S) ([5]), and the A-basis
{Aw|w ∈ I∗} can be viewed as a twisted analogue of the well-known Kazhdan-
Lusztig basis C′w ([5, 1.1.c]).
1.3. Definition. ([7]) Define
X∅ :=
∑
x∈W,x∗=x
u−ℓ(x)Tx.
Let Q(u) be the field of rational functions on u. Set HQ(u) := Q(u) ⊗A Hu.
In [7, 3.4(a)], Lusztig proposed the following conjecture:
1.4. Lusztig’s Conjecture. ([7, 3.4(a)]) With the notations as above, there is
a unique isomorphism of HQ(u)-modules η : Q(u) ⊗A M ∼= H
Q(u)X∅ such that
a1 7→ X∅.
The purpose of this paper is to give a proof of this conjecture in the case when
∗ = idW and W is the symmetric group Sn on n letters (i.e., the Weyl group of
type An−1) for any n ∈ N. Our methods are expected to be generalised to all
the other finite crystallographic Coxeter groups. The case when ∗ = idW and W
is the Weyl group of types Dn and Bn will be dealt with in forthcoming papers.
As a byproduct of this paper, we show that any two reduced I∗-expressions for
an involution in Sn can be transformed into each other through a series of braid
I∗-transformations, which can be viewed as a “twisted” analogue of a well-known
classical fact of Matsumoto ([10]) which said that any two reduced expressions for
an element in Sn can be transformed into each other through a series of braid
transformations.
The paper is organised as follows. In Section 2, we first recall some preliminary
and known results (due to Hultman) on reduced I∗-expressions for twisted invo-
lutions, then we introduce a new notion of braid I∗-transformations and show in
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Lemma 2.14 that any braid I∗-transformations on reduced I∗-sequence for a given
involution in Sn do not change the involution itself. We also give a number of
technical lemmas which will be used in the next section. In Section 3, we prove
in Theorem 3.1 that any two reduced I∗-expressions for an involution in Sn can
be transformed into each other through a series of braid I∗-transformations. This
key result will play a central role in the proof of the main result Theorem 5.5. In
Section 4, we use the Young seminormal bases theory for the semisimple Iwahori-
Hecke algebra of type An−1 to show that the dimension of H
Q(u)X∅ is bigger or
equal than the number of involutions in W . The main result of this paper is given
in Section 5, where we prove Lusztig’s Conjecture 1.4 in the case when ∗ = idW
and W is symmetric group Sn for any n ∈ N.
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2. reduced I∗-expressions
In this section we shall give some preliminary and known results on reduced
I∗-expressions for twisted inviolutions.
2.1. Definition. For any w ∈ I∗ and s ∈ S, we define
s⋉ w :=
{
sw if sw = ws∗;
sws∗ if sw 6= ws∗.
For any w ∈ I∗ and si1 , · · · , sik ∈ S, we define
si1 ⋉ si2 ⋉ · · ·⋉ sik ⋉ w := si1 ⋉
(
si2 ⋉ · · ·⋉ (sik ⋉ w) · · ·
)
.
2.2. Lemma. For any w ∈ I∗ and s ∈ S, we have that
s⋉ (s⋉ w) = w.
Proof. If sw = ws∗, then s ⋉ w = sw. In this case, s(sw) = w = (sw)s∗, so by
definition,
s⋉ (s⋉ w) = s⋉ (sw) = w.
If sw 6= ws∗, then s ⋉ w = sws∗. Now s(sws∗) = ws∗ 6= sw = (sws∗)s∗, so by
definition,
s⋉ (s⋉ w) = s⋉ (sws∗) = s(sws∗)s∗ = w.
This completes the proof of the lemma. 
2.3. Remark. In general, the operation ⋉ : S × I∗ → I∗ does not extend to a group
action of W on I∗. For example, let W = S4 (the symmetric group on {1, 2, 3, 4}),
w = s2 = (2, 3), then
s1 ⋉ (s2 ⋉ (s1 ⋉ w)) = 1 6= s2s1s2 = s2 ⋉ (s1 ⋉ (s2 ⋉ w)).
It is well-known that every element w ∈ I∗ is of the form w = si1 ⋉ si2 ⋉ · · ·⋉ sik
for some k ∈ N and si1 , · · · , sik ∈ S.
As we shall see later in this paper, the main obstacle for the failure of a group
action in the example given in Remark 2.3 is the fact that s1 ⋉ (s2 ⋉ (s1 ⋉ w)) is
not a reduced I∗-expression in the sense of the following definition.
2.4. Definition. ([3],[4]) Let w ∈ I∗. If w = si1 ⋉ si2 ⋉ · · · ⋉ sik , where k ∈ N,
sij ∈ S for each j, then (si1 , · · · , sik) is called an I∗-expression for w ∈ I∗. Such an
I∗-expression for w ∈ I∗ is reduced if its length k is minimal.
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We regard the empty sequence () as a reduced I∗-expression for w = 1. If follows
by induction on ℓ(w) that every element of w ∈ I∗ has a reduced I∗-expression.
2.5. Lemma. ([3],[4]) Let w ∈ I∗. Any reduced I∗-expression for w has a common
length. Let ρ : I∗ → N be the map which assign w ∈ I∗ to this common length.
Then (I∗,≤) is a graded poset with rank function ρ. Moreover, if s ∈ S then
ρ(s⋉ w) = ρ(w) ± 1, and ρ(s⋉ w) = ρ(w) − 1 if and only if ℓ(sw) = ℓ(w)− 1.
2.6. Corollary. Let w ∈ I∗ and s ∈ S. Suppose that sw 6= ws
∗. Then ℓ(sw) =
ℓ(w) + 1 if and only if ℓ(ws∗) = ℓ(w) + 1, and if and only if ℓ(s⋉ w) = ℓ(w) + 2.
The same is true if we replace “+” by “−”.
Proof. This follows from Lemma 2.5. 
2.7. Corollary. Let w ∈ I∗ and s ∈ S. Suppose that ρ(w) = k. If sw < w then w
has a reduced I∗-expression which is of the form s⋉ sj1 ⋉ · · ·⋉ sjk−1 .
Proof. This follows from Lemma 2.5 and the fact (Lemma 2.2) that w = s ⋉ (s ⋉
w). 
2.8. Definition. Let w ∈ I∗ and si1 , · · · , sik ∈ S. If
ρ(si1 ⋉ si2 ⋉ · · ·⋉ sik ⋉ w) = ρ(w) + k,
then we shall call the sequence (si1 , · · · , sik , w) reduced, or (si1 , · · · , sik , w) a re-
duced sequence.
In particular, any reduced I∗-expression for w ∈ I∗ is automatically a reduced
sequence. In the sequel, by some abuse of notations, we shall also call (i1, · · · , ik)
a reduced sequence whenever (si1 , · · · , sik) is a reduced sequence in the sense of
Definition 2.8.
2.9. Remark. Let si1 , · · · , sik ∈ S and 1 ≤ a ≤ k. We shall use the expression
(2.10) si1 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
to denote the element obtained from omitting “sia⋉” in the expression si1⋉· · ·⋉sik .
In particular, if a = 1 then (2.10) denotes the element si2 ⋉ · · ·⋉ sik ; while if a = k
then (2.10) denotes the element si1 ⋉ · · ·⋉ sik−1 . This convention will be adopted
throughout this paper.
2.11. Proposition. (Exchange Property, [4, Prop. 3.10]) Suppose (si1 , · · · , sik) is
a reduced I∗-expression for w ∈ I∗ and that ρ(s⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik) < k for some
s ∈ S. Then
s⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik = si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
for some a ∈ {1, 2, · · · , k}.
From now on and until the end of this paper, we assume that W = Sn,
the symmetric group on n letters, where n ∈ N. Moreover, we assume that
“∗ = id” is the identity map on Sn. In particular,
I∗ = {w ∈ Sn|w
2 = 1}
is the set of involutions in Sn. For each 1 ≤ i < n, we define
si := (i, i+ 1).
In this case, if w = 1 (the identity element of Sn), then by definition for any
s ∈ S,
s⋉ w = s⋉ 1 = s.
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2.12. Definition. Let w ∈ I∗. By a braid I∗-transformation, we mean one of the
following transformations:
(si1 , · · · , sia , sj , sj+1, sj , sl1 , · · · , slt , w) 7−→
(si1 , · · · , sia , sj+1, sj , sj+1, sl1 , · · · , slt , w),
(si1 , · · · , sia , sj+1, sj , sj+1, sl1 , · · · , slt , w) 7−→
(si1 , · · · , sia , sj , sj+1, sj , sl1 , · · · , slt , w),
(si1 , si2 , · · · , sia , sb, sc, sl1 , · · · , slt , w
′) 7−→
(si1 , si2 , · · · , sia , sc, sb, sl1 , · · · , slt , w
′),
(si1 , si2 , · · · , sia , sk, sk+1) 7−→ (si1 , si2 , · · · , sia , sk+1, sk),
(si1 , si2 , · · · , sia , sk+1, sk) 7−→ (si1 , si2 , · · · , sia , sk, sk+1),
where w,w′ ∈ I∗, 1 ≤ i1, · · · , ia, l1, · · · , lt, b, c < n, 1 ≤ j, k < n− 1, |b− c| > 1, and
the sequences appeared above are all reduced sequences.1
Let w ∈ I∗ and si1 , · · · , sik ∈ S. By definition, it is clear that (si1 , · · · , sik , w)
is a reduced sequence if and only if (si1 , · · · , sik , sj1 , · · · , sjt) is a reduced sequence
for some (and any) reduced I∗-expression (sj1 , · · · , sjt) of w.
2.13.Definition. Let (si1 , · · · , sik , w), (sj1 , · · · , sjl , u) be two reduced I∗-sequences,
where w, u ∈ I∗. We shall write (si1 , · · · , sik , w) ←→ (sj1 , · · · , sjl , u) whenever
there exists a series braid I∗-transformations which transform
(si1 , · · · , sik , sl1 , · · · , slb)
into (sj1 , · · · , sjl , sp1 , · · · , · · · , spc), where (sl1 , · · · , slb) and (sp1 , · · · , spc) are some
reduced I∗-expressions of w and u respectively. Moreover, we shall also write
(i1, · · · , ik)←→ (j1, · · · , jk)
whenever (si1 , · · · , sik)←→ (sj1 , · · · , sjk).
2.14. Lemma. Let w ∈ I∗. Let (si1 , · · · , sik , w) be a reduced sequence.
1) If |ik−1 − ik| > 1, then (si1 , · · · , sik−2 , sik , sik−1 , w) is a reduced sequence too,
and
si1 ⋉ si2 ⋉ · · ·⋉ sik−1 ⋉ sik ⋉ w = si1 ⋉ si2 ⋉ · · ·⋉ sik−2 ⋉ sik ⋉ sik−1 ⋉ w.
2) If ik−2 = ik = ik−1±1, then (si1 , si2 , · · · , sik−3 , sik−1 , sik , sik−1 , w) is a reduced
sequence too, and
si1 ⋉ si2 ⋉ · · ·⋉ sik−3 ⋉ sik−2 ⋉ sik−1 ⋉ sik ⋉ w
= si1 ⋉ si2 ⋉ · · ·⋉ sik−3 ⋉ sik−1 ⋉ sik ⋉ sik−1 ⋉ w.
3) If w = sik±1, then (si1 , si2 , · · · , sik−1 , w, sik ) is a reduced sequence too, and
si1 ⋉ si2 ⋉ · · ·⋉ sik−1 ⋉ sik ⋉ w = si1 ⋉ si2 ⋉ · · ·⋉ sik−1 ⋉ w ⋉ sik .
Proof. 1) This follows from the fact that sik−1sik = siksik−1 and some direct case
by case check, see also[12, Lemma 3.24].
2) It suffices to show that
sik ⋉ sik−1 ⋉ sik ⋉ w = sik−1 ⋉ sik ⋉ sik−1 ⋉ w.
There are eight possibilities:
Case 1. sikw 6= wsik , sik−1sikwsik 6= sikwsiksik−1 and siksik−1sikwsiksik−1 6=
sik−1sikwsiksik−1sik . In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsiksik−1sik = sik−1siksik−1wsik−1siksik−1 .
1Note that our assumption that these sequences are all reduced implies that w 6= 1 whenever
t = 0.
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Since (sik , sik−1 , sik , w) is a reduced sequence, it is clear (by Lemma 2.5) that
ℓ(sik−1siksik−1wsik−1siksik−1) = ℓ(w) + 6.
So sik−1w 6= wsik−1 , siksik−1wsik−1 6= sik−1wsik−1sik and sik−1siksik−1wsik−1sik 6=
siksik−1wsik−1siksik−1 . By definition, we get that
sik−1 ⋉ sik ⋉ sik−1 ⋉ w = sik−1siksik−1wsik−1siksik−1 = sik ⋉ sik−1 ⋉ sik ⋉ w.
Case 2. sikw 6= wsik , sik−1sikwsik 6= sikwsiksik−1 and siksik−1sikwsiksik−1 =
sik−1sikwsiksik−1sik . In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsiksik−1 = sik−1siksik−1wsiksik−1 .
Since
sik−1siksik−1wsiksik−1 = siksik−1sikwsiksik−1 = sik−1sikwsiksik−1sik
= sik−1sikwsik−1siksik−1 ,
it follows that sik−1w = wsik−1 . Moreover, since (sik , sik−1 , sik , w) is a reduced
sequence, it follows from Lemma 2.5 that
ℓ(sik−1siksik−1wsiksik−1) = ℓ(w) + 5.
In particular, siksik−1w 6= sik−1wsik and sik−1siksik−1wsik 6= siksik−1wsiksik−1 . As
a consequence, we get (by definition) that
sik−1 ⋉ sik ⋉ sik−1 ⋉ w = sik−1siksik−1wsiksik−1 = sik ⋉ sik−1 ⋉ sik ⋉ w.
Case 3. sikw = wsik , sik−1sikw 6= sikwsik−1 and
siksik−1sikwsik−1 6= sik−1sikwsik−1sik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsik−1sik = sik−1siksik−1wsik−1sik .
Since (sik , sik−1 , sik , w) is a reduced sequence, it follows from Lemma 2.5 that
ℓ(sik−1siksik−1wsik−1sik) = ℓ(w) + 5.
In particular, sik−1w 6= wsik−1 and siksik−1wsik−1 6= sik−1wsik−1sik . Note that
sik−1siksik−1wsik−1sik = siksik−1sikwsik−1sik = siksik−1wsiksik−1sik
= siksik−1wsik−1siksik−1 .
By definition, we get that
sik−1 ⋉ sik ⋉ sik−1 ⋉ w = sik−1siksik−1wsik−1sik = sik ⋉ sik−1 ⋉ sik ⋉ w.
Case 4. sikw 6= wsik , sik−1sikwsik = sikwsiksik−1 and
siksik−1sikwsik 6= sik−1sikwsiksik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsiksik = siksik−1sikw.
Since (sik , sik−1 , sik , w) is a reduced sequence, it follows from Lemma 2.5 that
ℓ(siksik−1sikw) = ℓ(sik ⋉ sik−1 ⋉ sik ⋉ w) = ℓ(w) + 5,
which is impossible. Therefore, this case can not happen.
Case 5. sikw 6= wsik , sik−1sikwsik = sikwsiksik−1 and
siksik−1sikwsik = sik−1sikwsiksik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsik = siksik−1wsiksik = siksik−1w.
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Since (sik , sik−1 , sik , w) is a reduced sequence, it follows from Lemma 2.5 that
ℓ(siksik−1w) = ℓ(sik ⋉ sik−1 ⋉ sik ⋉ w) = ℓ(w) + 4,
which is impossible. Therefore, this case can not happen too.
Case 6. sikw = wsik , sik−1sikw 6= sikwsik−1 and
siksik−1sikwsik−1 = sik−1sikwsik−1sik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsik−1 .
Since
sik−1siksik−1wsik−1 = siksik−1sikwsik−1 = sik−1sikwsik−1sik
= sik−1wsiksik−1sik = sik−1wsik−1siksik−1 ,
it follows that siksik−1w = wsik−1sik . As a consequence,
siksik−1sikw = siksik−1wsik = wsik−1 ,
and hence
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsik−1 = w.
However, since (sik , sik−1 , sik , w) is a reduced sequence,
ℓ(sik ⋉ sik−1 ⋉ sik ⋉ w) = ℓ(w) + 4.
We get a contradiction. Therefore, this case can not happen too.
Case 7. sikw = wsik , sik−1sikw = sikwsik−1 and
siksik−1sikw 6= sik−1sikwsik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikwsik = siksik−1wsiksik = siksik−1w.
Since (sik , sik−1 , sik , w) is a reduced sequence, it follows from Lemma 2.5 that
ℓ(siksik−1w) = ℓ(sik ⋉ sik−1 ⋉ sik ⋉ w) = ℓ(w) + 4,
which is impossible. Therefore, this case can not happen too.
Case 8. sikw = wsik , sik−1sikw = sikwsik−1 and
siksik−1sikw = sik−1sikwsik .
In this case, we have that
sik ⋉ sik−1 ⋉ sik ⋉ w = siksik−1sikw = sik−1sikwsik = sik−1wsiksik = sik−1w.
Since (sik , sik−1 , sik , w) is a reduced sequence, it follows from Lemma 2.5 that
ℓ(sik−1w) = ℓ(sik ⋉ sik−1 ⋉ sik ⋉ w) = ℓ(w) + 3,
which is impossible. Therefore, this case can not happen too.
This completes the proof of the statement 2) of the lemma.
3) It suffices to show that sik ⋉ sik±1 = sik±1 ⋉ sik . By definition,
sik±1 ⋉ sik = sik±1siksik±1 = siksik±1sik = sik ⋉ sik±1,
as required. 
One of the important consequence of the above lemma is the following result,
which will play important role in the proof of the main result of this paper.
2.15. Corollary. Let w ∈ I∗. Let (si1 , · · · , sik , w) be a reduced sequence. Suppose
that ik−2 = ik = ik−1 ± 1, then either
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a) we have that sikw 6= wsik , sik−1sikwsik 6= sikwsiksik−1 ,
siksik−1sikwsiksik−1 6= sik−1sikwsiksik−1sik ,
and sik−1w 6= wsik−1 , siksik−1wsik−1 6= sik−1wsik−1sik ,
sik−1siksik−1wsik−1sik 6= siksik−1wsik−1siksik−1 ;
or
b) we have that sikw 6= wsik , sik−1sikwsik 6= sikwsiksik−1 ,
siksik−1sikwsiksik−1 = sik−1sikwsiksik−1sik ,
and sik−1w = wsik−1 , siksik−1w 6= sik−1wsik ,
sik−1siksik−1wsik 6= siksik−1wsiksik−1 ;
or
c) we have that sikw = wsik , sik−1sikw 6= sikwsik−1 ,
siksik−1sikwsik−1 6= sik−1sikwsik−1sik ,
and sik−1w 6= wsik−1 , siksik−1wsik−1 6= sik−1wsik−1sik ,
sik−1siksik−1wsik−1sik = siksik−1wsik−1siksik−1 .
Proof. This follows from the proof of Lemma 2.14. 
2.16. Corollary. Let w ∈ I∗. Let (sa, sb, w) be a reduced sequence. Suppose that
|a− b| > 1, then either
a) saw 6= wsa, sbsawsa 6= sawsasb and sbw 6= wsb, sasbwsb 6= sbwsbsa; or
b) saw = wsa, sbsaw 6= sawsb and sbw 6= wsb, sasbwsb = sbwsbsa; or
c) saw 6= wsa, sbsawsa = sawsasb and sbw = wsb, sasbw 6= sbwsa; or
d) saw = wsa, sbsaw = sawsb and sbw = wsb, sasbw = sbwsa.
Proof. We only prove a) as the others can be proved in a similar manner and are
left to the readers.
Suppose that saw 6= wsa, sbsawsa 6= sawsasb. We first show that sbw 6= wsb.
In fact, if sbw = wsb then (because |a− b| > 1 implies that sasb = sbsa)
sbsawsa = sasbwsa = sawsbsa = sawsasb,
which is a contradiction. This proves that sbw 6= wsb. Similarly, if sasbwsb =
sbwsbsa, then we shall have that sbsawsb = sasbwsb = sbwsbsa = sbwsasb which
implies that saw = wsa. We get a contradiction again. This proves that sasbwsb 6=
sbwsbsa. 
In the rest of this section, we shall present some technical lemmas which will be
used in the next section.
2.17. Lemma. Let 1 ≤ i < n and w ∈ Sn. Suppose that sisi+1siw < si+1siw.
Then si+1w < w.
Proof. By assumption,
w−1(i + 1) = (w−1sisi+1)(i) > (w
−1sisi+1)(i + 1) = w
−1(i+ 2).
It follows that si+1w < w. 
2.18. Lemma. Let w2 ∈ I∗. Suppose that ℓ(sc+1scw2scsc+1) = ℓ(w2) + 4, scw2 6=
w2sc, sc+1scw2sc 6= scw2scsc+1 and sc+1w2scsc+1 < w2scsc+1. Then sc+1w2 < w2
and either sc+1w2 = w2sc+1 or sc+1w2sc+1 < sc+1w2.
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Proof. By assumption,
(2.19) ℓ(sc+1w2scsc+1) = ℓ(w2scsc+1)− 1 = ℓ(w2) + 1.
Suppose that sc+1w2 > w2. Then ℓ(sc+1w2) = ℓ(w2) + 1 and (2.19) imply that
there are only the following two possibilities:
Case 1. sc+1w2 < sc+1w2sc > sc+1w2scsc+1. In this case, we have that
sc+1w2(c+ 1) > sc+1w2(c) = sc+1w2sc(c+ 1) > sc+1w2sc(c+ 2) = sc+1w2(c+ 2).
Now w2sc > w2 < sc+1w2 and w2 = w
−1
2 imply that w2(c) < w2(c+1) < w2(c+2).
It follows that
c+ 1 = w2(c) < w2(c+ 1) < w2(c+ 2) = c+ 2,
which is impossible.
Case 2. sc+1w2 > sc+1w2sc < sc+1w2scsc+1. In this case, we have that
sc+1w2(c+ 1) < sc+1w2(c) = sc+1w2sc(c+ 1) < sc+1w2sc(c+ 2) = sc+1w2(c+ 2).
Now w2sc > w2 < sc+1w2 and w2 = w
−1
2 imply that w2(c) < w2(c+1) < w2(c+2).
It follows that
w2(c) = c+ 1, w2(c+ 1) = c+ 2 < w2(c+ 2).
Combining the above inequality with the assumption that sc+1w2scsc+1 < w2scsc+1
and w2 = w
−1
2 , we can deduce that
c+ 1 = sc+1scw2(c+ 1) > sc+1scw2(c+ 2) = w2(c+ 2),
which is again a contradiction. This proves the inequality sc+1w2 < w2. The
remaining part of the lemma follows from Corollary 2.6 at once. 
2.20. Lemma. Let w2 ∈ I∗. Suppose that ℓ(sc+1scw2sc) = ℓ(w2)+ 3, scw2 6= w2sc,
sc+1scw2sc = scw2scsc+1 and sc+1w2sc < w2sc, then sc+1w2 < w2.
Proof. Suppose that sc+1w2 > w2. Then sc+1w2 > sc+1w2sc < w2sc. It follows
that
sc+1w2(c+ 1) < sc+1w2(c).
Now w2sc > w2 < sc+1w2 and w2 = w
−1
2 imply that w2(c) < w2(c+1) < w2(c+2).
It follows that
w2(c) = c+ 1, w2(c+ 1) = c+ 2, w2(c+ 2) > c+ 2.
Combining this with our assumption that sc+1w2sc < w2sc and w2 = w
−1
2 , we can
deduce that
c+ 2 = scw2(c+ 1) > scw2(c+ 2) = w2(c+ 2),
which is a contradiction. So we must have that sc+1w2 < w2. This completes the
proof of the lemma. 
2.21. Lemma. Let w ∈ Sn and b ∈ {1, 2, · · · , n}. Suppose that w(t) < w(t + 1),
∀ t < b. If w(b) ≤ b, then w(i) = i, for 1 ≤ i ≤ b.
Proof. By assumption, 1 ≤ w(1) < w(2) < w(3) < · · · < w(b) ≤ b. It follows at
once that w(i) = i, for any 1 ≤ i ≤ b. 
2.22. Lemma. Let w ∈ Sn and b ∈ {1, 2, · · · , n}. Suppose that w(t) < w(t + 1),
∀ t ≥ b. If w(b) ≥ b, then w(j) = j, for b ≤ j ≤ n.
Proof. By assumption, b ≤ w(b) < w(b+1) < w(b+2) < · · · < w(n) ≤ n. It follows
at once that w(j) = j, for any b ≤ j ≤ n. 
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3. Reduced I∗-expression and braid I∗-transformation
A well-known classical fact of Matsumoto ( [10]) says that any two reduced
expressions for an element in Sn can be transformed into each other through a
series of braid transformations. In Lemma 2.14 we have shown that any braid
I∗-transformations on reduced I∗-expression for a given w ∈ I∗ do not change the
element w itself. The following theorem says something more than this.
3.1. Theorem. Let w ∈ I∗. Then any two reduced I∗-expressions for w can be
transformed into each other through a series of braid I∗-transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem
holds for any w ∈ I∗ with ρ(w) ≤ k. Let w ∈ I∗ with ρ(w) = k + 1. Let
(sc, si1 , si2 , · · · , sik) and (sb, sj1 , sj2 , · · · , sjk) be two reduced I∗-expressions for w ∈
I∗. We need to prove that
(3.2) (c, i1, · · · , ik)←→ (b, j1, · · · , jk).
If b = c then by induction hypothesis (i1, · · · , ik) ←→ (j1, · · · , jk) and hence (3.2)
follows. Henceforth we assume that b 6= c.
By Lemma 2.2, ρ(sb ⋉w) = ρ(sj1 ⋉ sj2 ⋉ · · ·⋉ sjk) = k < k + 1. It follows from
Lemma 2.5 that ℓ(sbw) = ℓ(w)− 1. Equivalently,
ℓ(sb(sc ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)) = ℓ(sc ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)− 1.
Applying Lemma 2.5 again, we can deduce that
ρ(sb ⋉ (sc ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik)) = k.
We set i0 := c. Applying Proposition 2.11, we get that
sb ⋉ (si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik) = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik
for some 0 ≤ a ≤ k. In particular, si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik =
sj1 ⋉ · · ·⋉ sjk .
Since
sb ⋉ si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik ,
it is clear that (b, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik) is a reduced I∗-expression for w.
We claim that for any 0 ≤ a ≤ k,
(3.3) (b, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i0, i1, i2, · · · , ia−1, ia, ia+1, · · · , ik),
whenever
sb ⋉ si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sia−1 ⋉ sia+1 ⋉ · · ·⋉ sik = si0 ⋉ si1 ⋉ si2 ⋉ · · ·⋉ sik
holds. Once this is proved, we can deduce from induction hypothesis that
(i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (j1, j2, · · · , jk)
because si0 ⋉ si1 ⋉ si2 ⋉ · · · ⋉ sia−1 ⋉ sia+1 ⋉ · · · ⋉ sik = sj1 ⋉ · · · ⋉ sjk , and
hence (b, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik) ←→ (b, j1, j2, · · · , jk). Composing these
transformations, we prove (3.2). That is, (i0, i1, i2, · · · , ik)←→ (b, j1, j2, · · · , jk).
The remaining part of the argument is devote to the proof of (3.3). First, we
assume that a > 0. If |b− i0| > 1, then by Lemma 2.14,
sb⋉si0⋉si1⋉· · ·⋉sia−1⋉sia+1⋉· · ·⋉sik = si0⋉sb⋉si1⋉· · ·⋉sia−1⋉sia+1⋉· · ·⋉sik .
By induction hypothesis,
(b, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i1, i2, · · · , ia−1, ia, ia+1, · · · , ik),
and hence
(b, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)←→ (i0, b, i1, i2, · · · , ia−1, ia+1, · · · , ik)
←→ (i0, i1, i2, · · · , ia−1, ia, ia+1, · · · , ik),
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where the second “←→” follows from induction hypothesis. So we are done in this
case. Henceforth, we can assume that |b− i0| = 1.
Without loss of generality we can assume that b = i0+1. The case when b = i0−1
is exactly the same and is left to the readers. Let w1 := si1 ⋉ si2 ⋉ · · · ⋉ sia−1 ⋉
sia+1 ⋉ · · ·⋉ sik . There are the following four possibilities:
Case 1. si0w1 6= w1si0 and sb(si0w1si0) 6= (si0w1si0)sb. In this case, we have
that
si0 ⋉ w1 = si0w1si0 , sb ⋉ si0 ⋉ w1 = sbsi0w1si0sb.
Since ρ(si0 ⋉ (sb ⋉ si0 ⋉ w1)) = ρ(si0 ⋉ (si0 ⋉ si1 ⋉ · · ·⋉ sik)) = k, it follows that
si0(sb ⋉ si0 ⋉ w1) < sb ⋉ si0 ⋉ w1. Applying Lemma 2.17, we can deduce that
sbw1si0sb < w1si0sb. Now we are in a position to apply Lemma 2.18 so that we
can deduce that sbw1 < w1. Applying Corollary 2.7, we see that w1 = sb⋉w2 with
w2 ∈ I∗ and (sb, w2) being reduced. Thus by Lemma 2.14,
sb ⋉ si0 ⋉ w1 = sb ⋉ si0 ⋉ sb ⋉ w2 = si0 ⋉ sb ⋉ si0 ⋉ w2.
On the other hand, recall that
si0 ⋉ si1 ⋉ · · ·⋉ sk = sb ⋉ si0 ⋉ w1.
It follows that
si1 ⋉ si2 ⋉ · · ·⋉ sk = sb ⋉ si0 ⋉ w2.
Now using induction hypothesis, we see that (i1, i2, · · · , ik) ←→ (b, i0, w2), and
hence (i0, i1, i2, · · · , ik)←→ (i0, b, i0, w2). Composing this with the transformation
(i0, b, i0)←→ (b, i0, b), we can get that
(i0, i1, i2, · · · , ik)←→ (b, i0, b, w2) = (b, i0, w1).
It follows that
(i0, i1, i2, · · · , ia−1, ia, ia+1, · · · , ik)←→ (b, i0, i1, i2, · · · , ia−1, ia+1, · · · , ik)
as required.
Case 2. si0w1 6= w1si0 and sb(si0w1si0) = (si0w1si0)sb. In this case, we have
that
si0 ⋉ w1 = si0w1si0 , sb ⋉ si0 ⋉ w1 = sbsi0w1si0 = si0w1si0sb.
Since ρ(si0 ⋉ (sb ⋉ si0 ⋉ w1)) = ρ(si0 ⋉ (si0 ⋉ si1 ⋉ · · ·⋉ sik)) = k, it follows that
si0(sb ⋉ si0 ⋉ w1) < sb ⋉ si0 ⋉ w1. That is, si0sbsi0w1si0 < sbsi0w1si0 . Applying
Lemma 2.17, we can deduce that sbw1si0 < w1si0 . Once again we are in a position
to apply Lemma 2.20 so that we can deduce that sbw1 < w1. Now one can repeat
the same argument used in the proof of Case 1 to complete the remaining proof in
this case.
Case 3. si0w1 = w1si0 and sb(si0w1) = (si0w1)sb. In this case, we have that
si0 ⋉ w1 = si0w1 = w1si0 , sb ⋉ si0 ⋉ w1 = sbsi0w1 = w1si0sb.
Since ρ(si0 ⋉ (sb ⋉ si0 ⋉ w1)) = ρ(si0 ⋉ (si0 ⋉ si1 ⋉ · · ·⋉ sik)) = k, it follows that
si0(sb⋉ si0 ⋉w1) < sb⋉ si0 ⋉w1. That is, si0sbsi0w1 < sbsi0w1. Applying Lemma
2.17, we can deduce that sbw1 < w1. Hence w1sb < w1 as w1 = w
−1
1 . On the other
hand, since (sb, si0 , w1) is a reduced sequence, by Lemma 2.5,
ℓ(si0w1sb) = ℓ(sb ⋉ si0 ⋉ w1) = ℓ(w1) + 2,
which is a contradiction. Therefore, this case can not happen.
Case 4. si0w1 = w1si0 and sb(si0w1) 6= (si0w1)sb. In this case, we have that
si0 ⋉ w1 = si0w1 = w1si0 , sb ⋉ si0 ⋉ w1 = sbsi0w1sb = sbw1si0sb.
Since ρ(si0 ⋉ (sb ⋉ si0 ⋉ w1)) = ρ(si0 ⋉ (si0 ⋉ si1 ⋉ · · ·⋉ sik)) = k, it follows that
si0(sb ⋉ si0 ⋉ w1) < sb ⋉ si0 ⋉ w1. That is, si0sbsi0w1sb < sbsi0w1sb. Applying
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Lemma 2.17, we can deduce that sbw1sb < w1sb. Note that (sb, si0 , w1) is a reduced
sequence. Applying Lemma 2.5 we know that
ℓ(sbsi0w1sb) = ℓ(sbw1si0sb) = ℓ(w1) + 3.
It follows that w1sb > w1 < sbw1. Now we have that sbw1sb < w1sb > w1.
Applying Corollary 2.6, we get that sbw1 = w1sb. Since
si0sbw1 = si0w1sb 6= sbsi0w1 = sbw1si0 ,
it follows that
sb ⋉ si0 ⋉ w1 = sbsi0w1sb = sbsi0sbw1 = si0sbsi0w1 = si0sbw1si0 = si0 ⋉ sb ⋉ w1.
By induction hypothesis, (i0, b, w1)←→ (i0, i1, i2, · · · , ik). It remains to show that
(b, i0, w1)←→ (i0, b, w1).
Recall that i0 = c = b− 1. Since sbw1sb < w1sb > w1 and w1 = w
−1
1 imply that
w1(b) < w1(b+1) and sbw1(b) > sbw1(b+1), it follows that w1(b) = b, w1(b+1) =
b + 1. Since sb−1w1 = w1sb−1, it follows that sb−1w1(b − 1) = w1sb−1(b − 1) =
w1(b) = b, and hence w1(b− 1) = b − 1. There are the following two subcases:
Subcase 1. There exists some t ≤ b− 3 or t ≥ b+2 such that stw1 < w1. In this
case, we obtain that w1 = st ⋉ w2 with w2 ∈ I∗ and (st, w2) being reduced. It is
easy to see that
(sb, sb−1, w1)←→ (sb, sb−1, st, w2)←→ (sb, st, sb−1, w2)←→ (st, sb, sb−1, w2),
(sb−1, sb, w1)←→ (sb−1, sb, st, w2)←→ (sb−1, st, sb, w2)←→ (st, sb−1, sb, w2).
By induction hypothesis, we have that (st, sb, sb−1, w2) ←→ (st, sb−1, sb, w2) as
ρ(sb ⋉ sb−1 ⋉ w2) = k. Therefore, (sb, sb−1, w1)←→ (sb−1, sb, w1) as required.
Subcase 2. For any t ≤ b − 3 or t ≥ b + 2, we always have that stw1 > w1 and
hence w1(t) < w1(t+1). In this case, assume that w1(b− 2) ≤ b− 2. Using Lemma
2.21 we can deduce that w1(i) = i for any 1 ≤ i ≤ b − 2. Hence w(b + 2) ≥ b + 2,
which implies that w1(j) = j for any b + 2 ≤ j ≤ n (by Lemma 2.22 again).
Therefore, w1 = 1. Clearly we get (sb, sb−1)←→ (sb−1, sb) as required.
Therefore it suffices to consider the situation when w1(b − 2) > b − 2. By a
similar argument as in the last paragraph, we can only consider the situation when
w1(b+ 2) < b + 2.
If b + 2 ≤ w1(t) < w1(t + 1) for some t ≤ b − 3, then we must have that
w1(t+1) = w1(t) + 1 because otherwise b+2 ≤ w1(t) < z < w1(t+1) implies that
t < w(z) < t+ 1, which is impossible.
Now suppose that w1(b+ 2) = b− 1− r, for some r > 0. Then the discussion in
the last paragraph and the fact that w21 = 1 imply that
w1(b− 1− r) = b+ 2, w1(b − r) = b+ 3, · · · , w1(b− 2) = b+ 1 + r,
w1(b+ 2) = b− 1− r, w1(b+ 3) = b− r, · · · , w1(b+ 1 + r) = b− 2.
In particular, w1(b− 2− r) ≤ b− 2− r , w1(b+2− r) ≥ b+2− r. Applying Lemma
2.21 and Lemma 2.22 we see that w1(i) = i for any i ≤ b− 2 − r or i ≥ b+ 2 + r.
The permutation w1 can be depicted in Figure 1 as follows:
1 b− 2 − r b− 1 − r b− 2 b− 1 b b+ 1 b+ 2 b+ 1 + r b+ 2 + r n
1 b− 2 − r b− 1 − r b− 2 b− 1 b b+ 1 b+ 2 b+ 1 + r b+ 2 + r n
Figure 1
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Since w1(b−2) = b+1+r > b−1 = w1(b−1) implies that sb−2w1 < w1, it follows
from Corollary 2.7 that w1 = sb−2⋉w2 with w2 ∈ I∗ and (sb−2, w2) being reduced.
Since sb−2w1(b−1) = sb−2(b−1) = b−2 and w1sb−2(b−1) = w1(b−2) = b+ r+1,
we get that sb−2w1 6= w1sb−2 and hence w2 = sb−2 ⋉ sb−2 ⋉ w2 = sb−2 ⋉ w1 =
sb−2w1sb−2. Furthermore, since w2(b − 1) = sb−2w1sb−2(b − 1) = b + 1 + r and
w2(b) = sb−2w1sb−2(b) = b, it follows that sb−1w2 < w2 and w2 = sb−1 ⋉ w3 with
w3 ∈ I∗ and (sb−1, w3) being reduced. Since sb−1w2(b) = b − 1 and w2sb−1(b) =
b + r + 1, we have that sb−1w2 6= w2sb−1 and hence w3 = sb−1 ⋉ sb−1 ⋉ w3 =
sb−1 ⋉ w2 = sb−1w2sb−1.
We proceed further by similar argument. Since w3(b) = sb−1sb−2w1sb−2sb−1(b) =
b+1+r and w3(b+1) = sb−1sb−2w1sb−2sb−1(b+1) = b+1, it follows that sbw3 < w3
and w3 = sb ⋉ w4 with w4 ∈ I∗ and (sb, w4) being reduced. Now we obtain that
w1 = sb−2 ⋉ sb−1 ⋉ sb ⋉ w4 and (sb−2, sb−1, sb, w4) is reduced. Now by induction
hypothesis and Lemma 2.14,
(sb, sb−1, w1)←→ (sb, sb−1, sb−2, sb−1, sb, w4)←→
(sb, sb−2, sb−1, sb−2, sb, w4)←→ (sb−2, sb, sb−1, sb−2, sb, w4)
and
(sb−1, sb, w1)←→ (sb−1, sb, sb−2, sb−1, sb, w4)←→ (sb−1, sb−2, sb, sb−1, sb, w4)
←→ (sb−1, sb−2, sb−1, sb, sb−1, w4)←→ (sb−2, sb−1, sb−2, sb, sb−1, w4).
Once again by induction hypothesis,
(sb−2, sb, sb−1, sb−2, sb, w4)←→ (sb−2, sb−1, sb−2, sb, sb−1, w4),
This completes the proof of (sb−1, sb, w1) ←→ (sb, sb−1, w1). Hence we complete
the proof of (3.3) when a > 0.
It remains to prove (3.3) when a = 0. In this case, we want to show that
(b, i1, i2, · · · , ik)←→ (c, i1, i2, · · · , ik).
We set w1 := si1⋉si2⋉· · ·⋉sik . Since sb⋉w1 = sc⋉w1 and sb 6= sc, it follows that
sb ⋉ w1 = sbw1sb and sc ⋉ w1 = scw1sc, which imply that w1sb > w1 < w1sc and
hence that w1(b) < w1(b+1), w1(c) < w1(c+1). Since ρ(sc⋉(sb⋉w1)) = ρ(w1) = k,
it follows that sc(sb⋉w1) < sb⋉w1. That is, scsbw1sb < sbw1sb, which forces that
sbw1sb(c) > sbw1sb(c+ 1).
We claim that |b−c| > 1. Suppose this is not case. Without loss of generality we
can assume that c = b+1. We have proved that w1(b) < w1(b+1) < w1(b+2) and
sbw1(b) = sbw1sb(b + 1) > sbw1sb(b + 2) = sbw1(b + 2). It follows that w1(b) = b,
w1(b+ 2) = b + 1, a contradiction. This proves the claim that |b− c| > 1.
Since |b − c| > 1, sbw1(c) = sbw1sb(c) > sbw1sb(c + 1) = sbw1(c + 1) and
w1(c) < w1(c+ 1). Therefore we can deduce that w1(c) = b and w1(c+ 1) = b+ 1.
There are two possibilities:
Case 1. |b− c| = 2. Without loss of generality we can assume that c = b+ 2. In
this case, we consider the following two subcases:
Subcase 1. There exists some t ≤ b − 2 or t ≥ b + 4 such that stw1 < w1. In
this subcase, by Corollary 2.7, we see that w1 = st ⋉ w2 with w2 ∈ I∗ and (st, w2)
being reduced. By induction hypothesis and Lemma 2.14, we see that
(sb, w1)←→ (sb, st, w2)←→ (st, sb, w2),
(sb+2, w1)←→ (sb+2, st, w2)←→ (st, sb+2, w2),
(st, sb, w2)←→ (st, sb+2, w2).
It follows that (sb, w1)←→ (sb+2, w1) as required.
Subcase 2. For any t ≤ b− 2 or t ≥ b+ 4, we always have stw1 > w1 and hence
w1(t) < w1(t + 1). In this subcase, we assume first that w1(b − 1) ≤ b − 1. Using
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Lemma 2.21 we have that w1(i) = i for any 1 ≤ i ≤ b−1. As a result, w(b+4) ≥ b+4,
which (by Lemma 2.22) in turn forces w1(j) = j for any b+4 ≤ j ≤ n . Therefore,
w1 = (b, b+ 2)(b+ 1, b+ 3) = sb+1sbsb+2sb+1 = sb+1 ⋉ sb ⋉ sb+2.
Consequently, by induction hypothesis and Lemma 2.14, we can deduce that
(sb, w1)←→ (sb, sb+1, sb, sb+2)←→ (sb+1, sb, sb+1, sb+2)←→
(sb+1, sb, sb+2, sb+1)←→ (sb+1, sb+2, sb, sb+1)←→ (sb+1, sb+2, sb+1, sb)
←→ (sb+2, sb+1, sb+2, sb)←→ (sb+2, sb+1, sb, sb+2)←→ (sb+2, w1)
as required.
To finish the proof in Subcase 2, we only need to consider the situation when
w1(b−1) > b−1. By a similar (and symmetric) argument as in the last paragraph,
we can only consider the case when w1(b + 4) < b+ 4.
Recall that w21 = 1 and w1(t) ≤ w1(t+ 1) for any t ≤ b− 2. If w1(t) ≥ b+ 4 for
some t ≤ b− 2, then w1(t+1) = w1(t) + 1 because otherwise w1(t) < q < w1(t+1)
implies that t < w(q) < t+1 which is impossible. Recall also that w1(b) = c = b+2,
w1(b + 2) = w1(c) = b and w1(b) < w1(b + 1), w1(b + 2) < w1(b + 3). It follows
that w1(b − 1) 6∈ {b, b+ 1, b+ 2, b+ 3}. In particular, w1(b − 1) ≥ b + 4. We write
w1(b−1) = b+3+r for some r > 0. Since w1(b−1) = b+3+r > b+2 = w1(b) implies
that sb−1w1 < w1, it follows that w1 = sb−1⋉w2 with w2 ∈ I∗ and (sb−1, w2) being
reduced. Now we obtain that
(sb, w1)←→ (sb, sb−1, w2)
and
(sb+2, w1)←→ (sb+2, sb−1, w2)←→ (sb−1, sb+2, w2).
By assumption,
sb ⋉ sb−1 ⋉ w2 = sb ⋉ w1 = sb+2 ⋉ w1 = sb−1 ⋉ sb+2 ⋉ w2.
So we are in a position to apply (3.3) in the case when a = 1 (which we have already
proved). Therefore, we are done in this case.
Case 2. |b − c| > 2. Without loss of generality we can assume that c > b + 2.
There are two subcases:
Subcase 1. There exists some t ≤ b− 2 or b+2 ≤ t ≤ c− 2 or t ≥ c+2 such that
stw1 < w1. In this case, we obtain that w1 = st ⋉ w2 with w2 ∈ I∗ and (st, w2)
being reduced. By Lemma 2.14,
(sb, w1)←→ (sb, st, w2)←→ (st, sb, w2),
(sc, w1)←→ (sc, st, w2)←→ (st, sc, w2).
Note that (st, sb, w2) ←→ (st, sc, w2) by induction hypothesis. As a result, we get
that (sb, w1)←→ (sc, w1) as required.
Subcase 2. For any t ≤ b − 2 or b + 2 ≤ t ≤ c − 2 or t ≥ c + 2, we always have
that stw1 > w1. That is, w1(t) < w1(t+ 1).
Recall that w21 = 1 and we have shown that
w1(b) = c, w1(c) = b, w1(b+ 1) = c+ 1, w1(c+ 1) = b+ 1.
We claim that either sc−1w1 < w1 or sb+1w1 < w1. Suppose this is not the case.
That says, sc−1w1 > w1 and sb+1w1 > w1. Then we can deduce that
c+1 = w1(b+1) < w1(b+2) < w1(b+3) < · · · < w1(c−2) < w1(c−1) < w1(c) = b,
which is a contradiction. This proves our claim.
Suppose that sb+1w1 < w1. Then w1 = sb+1 ⋉ w2 with w2 ∈ I∗ and (sb+1, w2)
being reduced. Now we obtain that
(sb, w1)←→ (sb, sb+1, w2)
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and
(sc, w1)←→ (sc, sb+1, w2)←→ (sb+1, sc, w2).
By assumption,
sb ⋉ sb+1 ⋉ w2 = sb ⋉ w1 = sc ⋉ w1 = sb+1 ⋉ sc ⋉ w2.
So we are in a position to apply (3.3) in the case when a = 1 (which we have already
proved). Therefore, we are done in this case. By a similar argument, we can reduce
the assertion when sc−1w1 < w1 to a statement of the form (3.3) with a = 1 (which
we have already proved). Therefore, we complete the proof of the theorem. 
4. The lower bound of the dimension of HQ(u)X∅ when ∗ = id and
W = Sn
Recall that ∗ = id andW = Sn. In this section we shall prove that the dimension
of HQ(u)X∅ is bigger or equal than the number of involutions in Sn.
It is well-known that HQ(u) is a split semisimple Q(u)-algebra. To recall some
well-known results in its representation theory, we need some combinatorics.
A composition of n is a sequence of non-negative integers λ = (λ1, λ2, · · · , λr)
such that
∑r
i=1 λi = n. The composition λ = (λ1, λ2, · · · , λr) is called a partition
if λ1 ≥ λ2 ≥ · · · ≥ λr . We use Pn to denote the set of partitions of n. Let λ ∈ Pn.
The Young diagram of λ is the set
[λ] =
{
(a, c)
∣∣ 1 ≤ c ≤ λa, a ≥ 1}.
A λ-tableau is a bijective map t : [λ] → {1, 2, . . . , n}. If t is a λ-tableau then set
Shape(t) = λ. A λ-tableau t is said to be row (column) standard if the numbers
1, 2, . . . , n increase along the rows (columns) of t, and standard if t is both row and
column standard. Let Std(λ) be the set of standard λ-tableaux.
Let λ, µ ∈ Pn. If t is a standard λ-tableau, then let t ↓k be the subtableau of t
labeled by 1, . . . , k in t. If s ∈ Std(λ) and t ∈ Std(µ) then s dominates t, and we
write s☎ t, if Shape(s ↓k)☎Shape(t ↓k), for k = 1, . . . , n. We write s✄ t if s☎ t and
s 6= t. Let tλ be the unique standard λ-tableau such that tλ ☎ t for all t ∈ Std(λ).
Then tλ has the numbers 1, . . . , n entered in order, from left to right and then top
to bottom along the rows of λ. Let tλ be the unique standard λ-tableau such that
t
λ ✂ t for all t ∈ Std(λ). Then tλ has the numbers 1, . . . , n entered in order, from
top to bottom and then left to right along the columns of λ. If λ = (λ1, λ2, . . . ) is
a partition then its conjugate is the partition
λ′ = (λ′1, λ
′
2, . . . ),
where λ′i = #{j ≥ 1|λj ≥ i}. If t is a standard λ-tableau let t
′ be the standard
λ′-tableau given by t′(r, c) = t(c, r).
It is well-known thatHQ(u) is a split semisimple algebra overQ(u). Following [11,
2.4], let {fst|s, t ∈ Std(λ), λ ∈ Pn} be the seminormal basis of H
Q(u). By definition,
for any λ ∈ Pn, s, t, u, v ∈ Std(λ), we have that
fstfuv = δtuγtfsv,
where γt ∈ Q(u)
× is a nonzero scalar (which can be written down explicitly).
Furthermore, HQ(u)fst ∼= H
Q(u)fstλ is a simple left H
Q(u)-module. We denote this
module by V λ
Q(u). Then {V
λ
Q(u)|λ ∈ Pn} is a complete set of pairwise non-isomorphic
simple left HQ(u)-modules.
For any subset J ⊆ {1, 2, · · · , n}, we use SJ to denote the standard Young
subgroup of Sn generated by {si|i, i+ 1 ∈ J}. Let λ ∈ Pn. The symmetric group
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Sn acts on the set of λ-tableaux from the left hand-side. If t is a λ-tableau with
λ ∈ Pn, and w ∈ Sn, we also define
tw := w−1t.
Let λ be a composition of n. Let Sλ be the row stabilizer of t
λ, which is the
standard Young subgroup of Sn corresponding to
Iλ := {1, 2, · · · , λ1} ⊔ {λ1 + 1, λ1 + 2, · · · , λ1 + λ2} ⊔ · · · .
Let Hu(Sλ) be the subalgebra of Hu generated by {Ti|si ∈ Sλ}. If t ∈ Std(λ) let
d(t) be the permutation in Sn such that t = t
λd(t). Let
Dλ := {d ∈ Sn|t
λd is row standard}.
Then Dλ is the set of minimal length distinguished right coset representatives of
Sλ in Sn. For any λ, µ ∈ Pn, we set Dλ,µ := Dλ ∩ D
−1
µ . Then Dλ,µ is the set of
minimal length distinguished double coset representatives of (Sλ,Sµ) in Sn. Let
wλ ∈ Sn such that t
λwλ = tλ. Then wλ ∈ Dλ,λ′ .
4.1. Lemma. Let λ ∈ Pn. Then fttλX∅ftλtλ 6= 0 for any t ∈ Std(λ). In particular,
we have that
dimQ(u)H
Q(u)X∅ ≥
∑
λ∈Pn
#Std(λ).
Proof. It suffices to show that ftλtλX∅ftλtλ 6= 0 because fttλftλtλ = γtλfttλ for some
γtλ ∈ Q(u)
×.
By [2, Lemma 1.1], for any w ∈ Sn, there exists a unique element d ∈ SλwSµ
such that
d ∈ Dλ,µ, w = w1dw2, w1 ∈ Sλ, w2 ∈ Dλd∩µ ∩Sµ, ℓ(w) = ℓ(w1) + ℓ(d) + ℓ(w2),
where λd ∩ µ is the composition of n corresponding to standard Young subgroup
d−1Sλd ∩Sµ of Sn. In particular,
u−ℓ(w)Tw = (u
−ℓ(w1)Tw1)(u
−ℓ(d)Td)(u
−ℓ(w2)Tw2).
If w1 ∈ Sλ, then ftλtλTw1 = u
2ℓ(w1)ftλtλ by [11, Proposition 2.7]. If w2 ∈ Sλ′ ,
then Tw2ftλtλ = (−1)
ℓ(w2)ftλtλ by [11, Proposition 2.7] again.
By the above discussion, we have that
X∅ =
∑
d∈Dλ,λ′
∑
w∈Sλd(Dλd∩λ′∩Sλ′ )
u−ℓ(w)Tw
=
∑
d∈Dλ,λ′
u−ℓ(d)
( ∑
w1∈Sλ
u−ℓ(w1)Tw1
)
Td
( ∑
w2∈Dλd∩λ′∩Sλ′
u−ℓ(w2)Tw2
)
It follows that
ftλtλX∅ftλtλ
=
( ∑
w1∈Sλ
uℓ(w1)
) ∑
d∈Dλ,λ′
( ∑
w2∈Dλd∩λ′∩Sλ′
(−u)−ℓ(w2)u−ℓ(d)
)
ftλtλTdftλtλ
Let d ∈ Dλ,λ′ . We claim that if d
−1
Sλd ∩ Sλ′ 6= {1}, then ftλtλTdftλtλ = 0.
In fact, assume that 1 6= z ∈ d−1Sλd ∩ Sλ′ 6= {1}. We write z = d
−1z1d, where
z1 ∈ Sλ. Therefore, we get that
u2ℓ(z1)ftλtλTdftλtλ = ftλtλTz1Tdftλtλ = ftλtλTz1dftλtλ = ftλtλTdzftλtλ
= (−1)ℓ(z)ftλtλTdftλtλ ,
and hence (u2ℓ(z1) − (−1)ℓ(z))ftλtλTdftλtλ=0. Since z 6= 1 and hence z1 6= 1, it
follows that u2ℓ(z1) − (−1)ℓ(z) 6= 0, and hence ftλtλTdftλtλ=0 as required. This
proves our claim.
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As a result, we can deduce that
ftλtλX∅ftλtλ
=
( ∑
w1∈Sλ
uℓ(w1)
) ∑
d∈Dλ,λ′
d−1Sλd∩Sλ′={1}
( ∑
w2∈Dλd∩λ′∩Sλ′
(−u)−ℓ(w2)
)
u−ℓ(d)ftλtλTdftλtλ
On the other hand, it is well-known that SλwλSλ′ is the unique double coset
in Sλ\Sn/Sλ′ which has the trivial intersection property (see [2, Proof of Lemma
4.1]), i.e., w−1λ Sλwλ ∩Sλ′ = {1}. In particular, Dλwλ,λ′ = Sn, and hence
ftλtλX∅ftλtλ =
( ∑
w1∈Sλ
uℓ(w1)
)( ∑
w2∈Sλ′
(−u)−ℓ(w2)
)
u−ℓ(wλ)ftλtλTwλftλtλ .
By[11, Proposition 2.7]and[2, Lemma 1.5], we can deduce that
ftλtλTwλ = ftλtλ +
∑
wλ>z,tλz∈Std(λ)
azftλ,tλz ,
where az ∈ Q(u
2) for each z. In particular,
ftλtλTwλftλtλ = γtλftλtλ 6= 0.
Note also that both
∑
w1∈Sλ
uℓ(w1) and
∑
w2∈Sλ′
(−u)−ℓ(w2) are nonzero because
they have leading terms equal to uℓ(wλ,0) and (−u)−ℓ(wλ′,0), where wλ,0 and wλ′,0
are the unique longest elements in Sλ and Sλ′ respectively. It follows that
ftλtλX∅ftλtλ 6= 0,
as required. This completes the proof of the lemma. 
4.2. Corollary. We have that∑
λ∈Pn
#Std(λ) = #{w ∈ Sn|w
2 = 1}.
In particular,
dimQ(u)H
Q(u)X∅ ≥ #{w ∈ Sn|w
2 = 1}.
Proof. Let
π : Sn → {(s, t)|s, t ∈ Std(λ), λ ∈ Pn}
w 7→ (P (w), Q(w))
be the Robinson-Schensted correspondence, cf.[1]. By definition, π is a bijection
onto the set {(s, t)|s, t ∈ Std(λ), λ ∈ Pn}, Q(w) = P (w
−1) for each w ∈ Sn. It
follows that π induces a bijection between the set I∗ of the involutions in Sn and
the set ⊔λ∈Pn Std(λ). In particular,
∑
λ∈Pn
#Std(λ) = #{w ∈ Sn|w
2 = 1}, as
required. This proves the first part of the corollary. The second part of the corollary
follows from Lemma 4.1. 
5. Proof of Lusztig’s Conjecture 1.4 when ∗ = id and W = Sn
In this section, we shall give the main result of this paper. That is, a proof of
Lusztig’s Conjecture 1.4 when ∗ = id and W = Sn. Recall that {aw|w
2 = 1, w ∈
Sn} is an A-basis of M .
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5.1. Lemma. The map a1 7→ X∅ can be extended to a well-defined Q(u)-linear
map η0 from Q(u) ⊗A M to H
Q(u)X∅ such that for any w ∈ I∗ and any reduced
I∗-expression σ = (sj1 , · · · , sjk) for w,
η0(aw) = θσ(X∅) := θσ,1 ◦ θσ,2 ◦ · · · ◦ θσ,k(X∅),
where for each 1 ≤ t ≤ k, if
sjt(sjt+1⋉sjt+2⋉ · · ·⋉sjk) 6= (sjt+1⋉sjt+2⋉ · · ·⋉sjk)sjt > (sjt+1⋉sjt+2⋉ · · ·⋉sjk),
then we define θσ,t := Tsjt ; while if
sjt(sjt+1⋉sjt+2⋉ · · ·⋉sjk) = (sjt+1⋉sjt+2⋉ · · ·⋉sjk)sjt > (sjt+1⋉sjt+2⋉ · · ·⋉sjk),
then we define θσ,t := (Tsjt − u)/(u+ 1).
Proof. It suffices to show that the operator θσ := θσ,1 ◦ θσ,2 ◦ · · · ◦ θσ,k depends only
on w and not on the choice of the reduced I∗-expression σ = (sj1 , · · · , sjk) for any
given w ∈ I∗.
By Theorem 3.1, it suffices to show that θσ does not change under any one of
the three basic braid I∗-transformations as introduced in Definition 2.12. So there
are three possibilities:
Case 1. |jt − jt+1| > 1 for some 1 ≤ t < k, and the braid I∗-transformation
sends
σ = (sj1 , · · · , sjt−1 , sjt , sjt+1 , sjt+2 , · · · , sjk)
to τ := (sj1 , · · · , sjt−1 , sjt+1 , sjt , sjt+2 , · · · , sjk). In this case, it follows from Corol-
lary 2.16 and the fact that TjtTjt+1 = Tjt+1Tjt that
θσ,t ◦ θσ,t+1 ◦ · · · ◦ θσ,k(X∅) = θτ,t ◦ θτ,t+1 ◦ · · · ◦ θτ,k(X∅).
Hence θσ(X∅) = θτ (X∅) as required.
Case 2. jt−2 = jt = jt−1±1 for some 3 ≤ t ≤ k, and the braid I∗-transformation
sends
σ = (sj1 , · · · , sjt−3 , sjt−2 , sjt−1 , sjt , sjt+1 , sjt+2 , · · · , sjk)
to τ := (sj1 , · · · , sjt−3 , sjt−1 , sjt , sjt−1 , sjt+1 , sjt+2 , · · · , sjk).
Note that t 6= k because otherwise jk−2 = jk = jk−1 ± 1 would imply that
sjk−2 ⋉ sjk−1 ⋉ sjk is not a reduced I∗-expression, a contradiction. Therefore, we
must have that 3 ≤ t ≤ k − 1. In this case, we set
w : = sjt+1 ⋉ sjt+2 ⋉ · · ·⋉ sjk .
Z0 : = θσ,t+1 ◦ θσ,t+2 ◦ · · · ◦ θσ,k(X∅).
Then by Corollary 2.15, there are three subcases:
Subcase 1. sjtw 6= wsjt , sjt−1sjtwsjt 6= sjtwsjtsjt−1 ,
sjtsjt−1sjtwsjtsjt−1 6= sjt−1sjtwsjtsjt−1sjt ,
and sjt−1w 6= wsjt−1 , sjtsjt−1wsjt−1 6= sjt−1wsjt−1sjt ,
sjt−1sjtsjt−1wsjt−1sjt 6= sitsjt−1wsit−1sjtsjt−1 .
It follows from Lemma 2.14 and Corollary 2.15 that
θσ,t−2 ◦ θσ,t−1 ◦ θσ,t ◦ θσ,t+1 ◦ θσ,t+2 ◦ · · · ◦ θσ,k(X∅)
= TjtTjt−1TjtZ0 = Tjt−1TjtTjt−1Z0
= θτ,t−2 ◦ θτ,t−1 ◦ θτ,t ◦ θτ,t+1 ◦ θτ,t+2 ◦ · · · ◦ θτ,k(X∅).
Hence θσ(X∅) = θτ (X∅) as required.
Subcase 2. sjtw 6= wsjt , sjt−1sjtwsjt 6= sjtwsjtsjt−1 ,
sjtsjt−1sjtwsjtsjt−1 = sjt−1sjtwsjtsjt−1sjt ,
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and sjt−1w = wsjt−1 , sjtsjt−1w 6= sjt−1wsjt ,
sjt−1sjtsjt−1wsjt 6= sjtsjt−1wsjtsjt−1 .
It follows from Lemma 2.14 and Corollary 2.15 that
θσ,t−2 ◦ θσ,t−1 ◦ θσ,t ◦ θσ,t+1 ◦ θσ,t+2 ◦ · · · ◦ θσ,k(X∅)
=
Tjt − u
u+ 1
Tjt−1TjtZ0 = Tjt−1Tjt
Tjt−1 − u
u+ 1
Z0
= θτ,t−2 ◦ θτ,t−1 ◦ θτ,t ◦ θτ,t+1 ◦ θτ,t+2 ◦ · · · ◦ θτ,k(X∅).
Hence θσ(X∅) = θτ (X∅) as required.
Subcase 3. sjtw = wsjt , sjt−1sjtw 6= sjtwsjt−1 ,
sjtsjt−1sjtwsjt−1 6= sjt−1sjtwsjt−1sjt ,
and sjt−1w 6= wsjt−1 , sjtsjt−1wsjt−1 6= sjt−1wsjt−1sjt ,
sjt−1sjtsjt−1wsjt−1sjt = sjtsjt−1wsjt−1sjtsjt−1 .
It follows from Lemma 2.14 and Corollary 2.15 that
θσ,t−2 ◦ θσ,t−1 ◦ θσ,t ◦ θσ,t+1 ◦ θσ,t+2 ◦ · · · ◦ θσ,k(X∅)
= TjtTjt−1
Tjt − u
u+ 1
Z0 =
Tjt−1 − u
u+ 1
TjtTjt−1Z0
= θτ,t−2 ◦ θτ,t−1 ◦ θτ,t ◦ θτ,t+1 ◦ θτ,t+2 ◦ · · · ◦ θτ,k(X∅).
Hence θσ(X∅) = θτ (X∅) as required.
Case 3. |jk−1 − jk| = 1, and the braid I∗-transformation sends
σ = (sj1 , · · · , sjk−3 , sjk−2 , sjk−1 , sjk)
to τ := (sj1 , · · · , sjk−3 , sjk−2 , sjk , sjk−1). Without loss of generality, we can assume
that jk−1 = jk + 1. For simplicity, we set a := jk, then jk−1 = a+ 1.
Let D(a) be the set of minimal length distinguished right coset representatives
of S{a,a+1} in Sn. Then it is clear that
(5.2) X∅ =
( ∑
w∈S{a,a+1}
u−ℓ(w)Tw
)( ∑
z∈D(a)
u−ℓ(z)Tz
)
.
In this case, all we want to do is to show that
Tsa
Tsa+1 − u
u+ 1
X∅ = Tsa+1
Tsa − u
u+ 1
X∅.
By (5.2), it suffices to show that
Tsa
Tsa+1 − u
u+ 1
∑
w∈S{a,a+1}
u−ℓ(w)Tw = Tsa+1
Tsa − u
u+ 1
∑
w∈S{a,a+1}
u−ℓ(w)Tw.
By direct verification, we can get that
Tsa
Tsa+1 − u
u+ 1
∑
w∈S{a,a+1}
u−ℓ(w)Tw = Tsa
Tsa+1 − u
u+ 1
(
1 + u−1Tsa + u
−1Tsa+1
+ u−2TsaTsa+1 + u
−2Tsa+1Tsa + u
−3TsaTsa+1Tsa
)
= (u − u−1)(TsaTsa+1 + Tsa+1Tsa) + (1 + u+ u
−3 − u−2 − 2u−1)TsaTsa+1Tsa
= Tsa+1
Tsa − u
u+ 1
(
1 + u−1Tsa + u
−1Tsa+1 + u
−2TsaTsa+1 + u
−2Tsa+1Tsa + u
−3TsaTsa+1Tsa
)
= Tsa+1
Tsa − u
u+ 1
∑
w∈S{a,a+1}
u−ℓ(w)Tw,
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as required. This completes the proof of the lemma. 
5.3. Lemma. With the notations as in Lemma 5.1, the Q(u)-linear map η0 is a
left HQ(u)-module homomorphism. In particular, η0 = η is a well-defined surjective
left HQ(u)-homomorphism from Q(u)⊗AM onto H
Q(u)X∅.
Proof. Once we can prove that η0 is a left H
Q(u)-module homomorphism, then it
follows immediately that η is well-defined and η0 = η because both of them send
a1 to X∅.
Since {aw|w ∈ I∗} is an A-basis of M (and hence a Q(u)-basis of Q(u)⊗A M),
in order to show that η0 is a left H
Q(u)-module homomorphism, it suffices to show
that for any w ∈ I∗ and any 1 ≤ k < n,
(5.4) η0(Tskaw) = Tskη0(aw).
We use induction on ρ(w) to prove (5.4). If ρ(w) = 0 then w = 1. In this case,
by the definition of η0 in Lemma 5.1,
η0(Tskaw) = η0(Tska1) = η0(ask) = TskX∅ = Tskη0(a1),
as required. In general, let m ∈ N. Suppose that for any 1 ≤ k < n and any w′ ∈ I∗
with ρ(w′) < m, we have that
η0(Tskaw′) = Tskη0(aw′).
Now let w ∈ I∗ with ρ(w) = m. There are two possibilities:
Case 1. skw > w. If skw 6= wsk, then by the definition of η0 in Lemma 5.1,
η0(Tskaw) = η0(ask⋉w) = Tskη0(aw),
as required. If skw = wsk, then by the definition of η0 in Lemma 5.1,
η0(
Tsk − u
u+ 1
aw) = η0(ask⋉w) =
Tsk − u
u+ 1
η0(aw).
It follows that η0(Tskaw) = Tskη0(aw) still holds in this case.
Case 2. skw < w. By Corollary 2.7, we can write w = sk ⋉ w
′ with ρ(w) =
ρ(w′) + 1. In particular, ρ(w′) = ρ(w) − 1 = m − 1 < m. If skw
′ 6= w′sk, then by
induction hypothesis and Theorem 1.2, we have that
η0(aw) = η0(Tskaw′) = Tskη0(aw′).
It follows from induction hypothesis and Lemma 5.1 that
η0(Tskaw) = η0((Tsk)
2aw′) = η0
(
(u2 − 1)Tskaw′ + u
2aw′
)
= (u2 − 1)η0(Tskaw′) + u
2η0(aw′) = (u
2 − 1)Tskη0(aw′) + u
2η0(aw′)
= TskTskη0(aw′) = Tskη0(Tskaw′) = Tskη0(aw),
as required.
If skw
′ = w′sk, then
η0(aw) = η0(
Tsk − u
u+ 1
aw′) =
Tsk − u
u+ 1
η0(aw′).
It follows from induction hypothesis and Lemma 5.1 that
η0(Tskaw) = η0(Tsk
Tsk − u
u+ 1
aw′) = η0
( (u2 − u− 1)Tsk
u+ 1
aw′ +
u2
u+ 1
aw′
)
=
(u2 − u− 1)
u+ 1
η0(Tskaw′) +
u2
u+ 1
η0(aw′)
=
(u2 − u− 1)
u+ 1
Tskη0(aw′) +
u2
u+ 1
η0(aw′)
= Tsk
Tsk − u
u+ 1
η0(aw′) = Tskη0(
Tsk − u
u+ 1
aw′) = Tskη0(aw),
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as required. 
5.5. Theorem. Lusztig’s conjecture (1.4) is true in the case when ∗ = id and
W = Sn.
Proof. By Lemma 5.3, η defines a surjective leftHQ(u)-module homomorphism from
Q(u)⊗A M onto H
Q(u)X∅. On the other hand, by Lemma 5.1,
dimQ(u)H
Q(u)X∅ ≥ #{w ∈ Sn|w
2 = 1} = dimQ(u)Q(u)⊗AM.
It follows that η must be a left HQ(u)-module isomorphism. 
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