We present an algorithm that is able to confirm projective incidence statements by carrying out calculations in the ring of all formal determinants (brackets) of a configuration. We will describe an implementation of this prover and present a series of examples treated by the prover, including Pappus" and Desargues' theorems, the sixteen point theorem, Saam's theorem, the bundle condition, the uniqueness of a harmonic point and Pascal's theorem.
O. Introduction
Mechanical theorem proving deals with the question of developing algorithms which automatically produce proofs for given theorems. Mechanical theorem proving is on the one hand an interesting research goal in itself. On the other hand, it is of great influence for topics like computer-aided geometric reasoning [10] , robotics and robot motion planning [9] , computer vision and scene analysis [14] , rigidity of frameworks [38, 39] , molecular conformation [17, 15] , computer-aided design and computer-aided manufacturing [22] , and many other related topics. In this paper, we want to sketch an approach to mechanical theorem proving, based on the method of bi-quadratic final polynomials as introduced by Bokowski and Richter-Gebert in [2] . This method is of special interest for the case of projective incidence theorems since (unlike most computer algebra provers) is makes use of the underlying geometric structure of the problem. Furthermore, it provides a polynomial-time algorithm for confirming a large class of projective incidence theorems. Later in this paper, we will apply the prover to various problems.
One possible general outline for mechanical geometric theorem proving by algebraic methods can be described as follows:
(1) Choose a coordinate system. In 1951, Tarski gave a first decision method for what he called "elementary (real) geometry", which was based on an algebraic method [35] . This decision method was far from being of any practical use, but a first theoretical breakthrough was made. Later improvements, like Collins' cylindrical algebraic decomposition method [12] , led also to practical algorithms which can be used to prove elementary geometric theorems by algebraic methods.
When talking about algebraization of a geometric statement, one has the choice between different levels of the algebraic translation. In particular, for the case of projective geometry we obtain the following hierarchy of algebraization levels (compare [37] ):
(1) Grassmann algebra.
(2) Bracket algebra.
(3) Coordinate algebra.
An introduction to Grassmann algebra (also called Cayley algebra) can be found in [37, 16] . Roughly speaking, Grassmann algebra is a multilinear algebra where projective subspaces are represented by their Pliicker coordinates. Operations like joins (v) and meets (A) of projective subspaces can be carried out directly. There is a one-to-one correspondence between projective incidence properties and the terms in Grassmann algebra. Unfortunately, it is difficult to check directly whether two terms of the Grassmann algebra are identical.
The next lower level of algebraization of a projective property is the bracket algebra. A bracket can be regarded as a formal variable representing the value of a determinant. The bracket ring of projective geometry [36] is the ring of all bracket polynomials modulo, the ideal generated by the Grassmann-Plticker polynomials. Up to a common scalar multiple, brackets are the fundamental invariants under projective transformations. Therefore, the first theorem of invariant theory states that for any projective invariant, geometric property can be expressed as a homogeneous bracket equation. The bracket ring forms a suitable algebraic setting to deal with projective configurations from an invariant theoretic point of view. The bracket algebra is the most general structure in which projective properties can be expressed in a coordinate-free way. Any Grassmann algebra term can be easily expanded into a bracket algebra polynomial. Using this fact, one has a simple procedure for translating projective incidence properties into bracket algebra polynomials. The converse problem, "Cayley factorization", is up to now not solved satisfactorily. There is a theoretical result proved by Sturmfels and Whiteley [34] stating that every bracket algebra polynomial can, after multiplication with a suitable bracket monomial, be factorized into a Grassmann algebra term. The algorithmic part of "Cayley factorization" is up to now only solved for special cases (compare [37, 13] ).
After introducing coordinates, every bracket algebra expression can be expanded into a polynomial of the usual coordinate algebra. In the coordinate algebra, the geometric objects are directly represented by a suitable parameterization (vectors for 14I points, center and radius for spheres, etc.). The calculations are carried out directly, and arbitrary geometric objects (not only projective ones) can be expressed. Relations between geometric objects are expressed by suitable polynomials in the parameters. In general, not all coordinate algebra terms factor into a bracket expression. Only those which are invariant under projective transformations can be so translated. In general, it is difficult to recover the geometric meaning from the algebraic equations on the coordinate level.
Automated proving of theorems of projective geometry can be carried out on all different algebraic levels. An attempt at the level of coordinate algebra lead to the well-known approaches by Ritts characteristic set method of Wu [40] [41] [42] 10, 11] and to the Buchberger's Gri~bner bases algorithm of Buchberger [9, 22, 23] . In both cases, the main idea is to translate the hypotheses of the theorem as well as the conclusion into polynomials in the object parameters. After this is done, a certain normal form algorithm is applied, which either proves that the polynomial representing the conclusion lies in the ideal generated by the hypotheses polynomials or generates certain nondegeneracy conditions under which the theorem becomes true (usually a complete collapse of the geometric configuration is induced by the non-degeneracy conditions if the theorem is false). In general, both methods have the disadvantage that the success of the prover is heavily dependent on the choice of the "fight" coordinate system and that the CPU time grows over-exponential in the number of objects involved.
On the level of bracket algebra, a geometric theorem prover can be implemented using the so-called straightening algorithm [16, 43] . The main idea behind this approach is to rewrite the projective incidence statement as a term in Grassmann algebra which vanishes if and only if the statement is true. After this, the Grassmann algebra term is expanded into a bracket term. If this term vanishes modulo the ideal generated by the Grassmann-Pliicker polynomials, then the theorem is proved. There exist various implementations of the straightening algorithm which can solve this ideal-membership problem for special cases. The algorithm produces for a given bracket term an equivalent unique normalized term in standard tableaux form. This normalized term is zero if and only if the original bracket expression vanishes modulo the GrassmannPlticker ideal. It was proved by White and Sturmfels [34] that the straightening algorithm can be considered as a special kind of Grfbner bases algorithm for bracket polynomials. The straightening algorithm works in full generality, but requires overexponential CPU time as well.
The prover we want to present in this chapter works on the bracket algebra level as well and makes use of the bi-quadratic final polynomial method introduced in [2] and [25] . Here, any incidence relation is represented by a whole class of biquadratic equations. The main idea is to linearize the problem in a suitable way and to check whether a certain bi-quadratic equation can be deduced from a set of others. This can in principle be done by solving a system of linear equations. The necessary calculations can be carried out in polynomial time. Since only a restricted type of conclusion is allowed, the algorithm will not work in general and will only be able to confirm theorems, not to disprove them (except in special cases, as we will see in section 2). Nonetheless, up to now the prover could manage all projective incidence theorems we tried to confirm with it. Section 2 will give an overview of a large class of examples. Using the automated prover based on bi-quadratic final polynomials, projective incidence theorems of up to 25 points in the plane could be proved completely automatically.
Bi-quadratic expressions
Bi-quadratic final polynomials as introduced by Bokowski and Richter-Gebert [2, 25] are a method to prove non-realizability for oriented matroids [1] . Bi-quadratic final polynomials can be considered as a specialization of the more general structure of final polynomials as introduced by Bokowski and Sturmfels [5, 6] . The existence of a final polynomial forms a general criterion to prove the non-realizability of (oriented) matroids over a given field. In contrast to ordinary final polynomials, the bi-quadratic final polynomials are not generally applicable, but very effective to compute.
In this section, we will adapt the bi-quadratic final polynomial method to the case of projective incidence theorems. In principle, we will give a version of the biquadratic final polynomial method for the case of (ordinary) matroids. We prove an incidence statement by proving the non-realizability of a counterexample. This in turn can be done by finding a suitable bi-quadratic final polynomial. However, we will present our results in a way that they are directly applicable to the case of projective incidence theorems.
A problem when proving geometric theorems automatically is that a statement which is true for generic situations can become false when certain degenerations occur. The following example will demonstrate this. (9, 4, 7) ; (7, 6, 8) then the tripe (1, 6, 9 ) is also collinear.
This version of Desargues' theorem is only true whenever the points are in suitably generic position. If one allows too many degenerations in the configuration, the theorem becomes false. In fig. 1 .1(b), all the hypotheses of the above statement are fulfilled, but the conclusion is obviously false.
To avoid such difficulties, we will assume that the configurations under consideration are always suitably non-degenerate. To make this precise, we now define how we want to express incidences in a projective space We now assume that a configuration X := (xl ..... xn) of n points in RP d-1 is given. We set E : = { 1 ..... n }. For a subset A : = {al ..... ak } C E; d < k < n, we define a logical predicate ha(a1 ..... ak)x to be equivalent to the statement (2, 5, 9) x; h3 (3, 5, 6) x; h3 (3, 0, 8) x; h3(5, 0, 7)x; h3(9, 4, 7)x; h3 (7, 6, 8) 
Whenever no confusion can occur, we will drop the "For all configurations X..." part of the statement and the subscript X in the logical predicates h(A)x and h*(A)x. We will also drop the subscript d whenever the dimension of the projective space is clear. Using this convention, Desargues' theorem can be simply stated as (h (1, 2, 3) ; h (1, 4, 8) ; h(2, 4, 0); h(2, 5, 9); h(3, 5, 6); h(3, 0, 8); h(5, 0, 7); h(9, 4, 7); h (7, 6, 8) ) ~ h* (1, 6, 9) .
Sometimes it will be necessary to state a certain non-degenerate situation explicitly. Therefore, we define a third logical predicate ga(A)x equivalent to the statement that the points of X indexed by the elements of A lie in general position (i.e. no d points of A lie in a common hyperplane). In terms of the underlying matroid Mx of the configuration X, the predicate ga(A)x is equivalent to the fact that the restriction of Mx to the elements in A is uniform. Notice that we have the following logical implications:
ha(A )x ~ h~(A )x and hd(A)x~ gd({al, .... a~/_ I, e}) for (at,...,adL ~) EA(A, d-1) and e EE-A.
With the above predicates h, h* and g, any projective incidence theorem containing only points and hyperplanes as objects can be expressed. Hyperplanes must be encoded implicitly as dependencies of points. 
. Xaa).
The values of the brackets of a given configuration X are not independent of each other. For instance, they satisfy the alternating determinant rules
for every permutation x ~ Sd. Another special dependence among the brackets, which will play a crucial role in our considerations, is expressed in the following lemma. 
Proof
The lemma is simply a special case of the general Grassmann-PlUcker relations, as described in [36] []
The next lemma will associate to any predicate h(A) or h*(A) a set of expressios of the form
Such an expression will be called a bi-quadratic equation within the set of brackets. 
The first part of the statement is simply a consequence of lemma 1.3 and the fact that the bracket [al ....
. aa-2, b, c] x vanishes whenever h*d(A)x is true.
The second part of the lemma is simply a reformulation of the fact that whenever ha(A)x is true, the points indexed by elements of E-A do not lie in the hyperplane spanned by the points indexed by elements of A.
[] Notice that the set of points in the two alternative conclusions in lemma 1.5 form a pair of comparable brackets. Using lemma 1.4 and lemma 1.5, we can now sketch how the mechanical prover will work in principle.
Finding a proof for the projective incidence statement
can be subdivided into three steps:
1. Translate the hypotheses hd(A1) ..... hd(Ak) into a set .,~ of bi-quadratic equations using lemma 1.4.
Translate any comparable pair of brackets ([G], [C])
, where gd(G) is a known non-degeneracy, into the bi-quadratic equation suggested by lemma 1.5. Collect these bi-quadratic equation in a set (j.
3.
Check whether one of the equations in (3 can be concluded algebraically from the equations in A. If so, the projective incidence theorem is proved.
Now we are going to explain how to carry out step 3 of the above procedure. For this, we linearize the problem in the same spirit as it was done in [2] , where the oriented case was considered. To make the algorithmic and algebraic background more transparent, we are going to study the structure detached from the concrete application to our bracket calculations. We therefore replace our brackets by variables xl ..... xm and think of bi-quadratic equations XaXb = XcXd in terms of rational functions xaxb = 1. Let us start with some definitions.
XcXd DEFINITION 1.6 For given formal variables xl, .... 
. am).
Now assume that a set of k equations of the form ai = o'i for 0 _< i < k is given, where ai EM(xb...,xm) and tr i ~ {-1, + 1 }. The fact that a0 = or0 can be deduced from the rest of the equalities corresponds to the existence of a suitable linear combination of the lattice points f(ai), as the next theorem shows, THEOREM 1.8 Assume that ai EM(x 1 ..... x k) and or/E {-1, +1 } for 0 < i < k are given and we have a linear combination of the form 
. k}
Gi=-I [] Theorem 1.8 gives us the main key how to conclude a certain bi-quadratic equation at = tr0 from others. One only has to be sure that there is a linear combination of the required form where at is odd. After such a suitable linear combination is given, it must be explicity checked whether a0 : = (-1)'8 = ty o. If so, the equation a0 = O'o can be concluded. Notice that it is essential to have a 0 an odd number. If a0 was even, one would still obtain (7.0 = -+ 1, but there would be no control on the sign.
It remains to develop a procedure that explicitly produces a suitable linear dependency if one exists. In principle, this can be done by calculating an explicit lattice basis for the lattice spanned by the points f(al) ..... f(ak) (compare [20] ). Here, we prefer a way that turns out to be of less algorithmic effort.
In general, the vector space V spanned by f(al) ..... f(ak) does not have the full rank k. There may be many ways to express O:of(ao) as a linear combination of the rest of the terms. In some of them at may be odd, in some of them a o may be even. In order to get a procedure that decides whether there is a linear combination with odd a o, we introduce a special basis of span(f(al) ..... f(ak)). We construct a basis 
Proof
First we want to state the correctness of the algorithm. The only critical steps are step 4 and step 6.
Step 4 is correct since whenever v i is contained in span(B), then there exists a linear combination as required. Moreover, the linear combination is unique since vl,..., vla I are linearly independent and the greatest common divisor of fl, fll .... ,fll~l was chosen to be 1. It can be computed easily, using any algorithm that is able to solve a system of linear equations. In step 6, there is always at least one odd bi, since the greatest common divisor of fl, fll ..... fl[~l was chosen to be 1.
It remains to show that B := {bl ..... bt} is indeed a rooted basis for vl ..... vk. Assume that for v ~ Z m there is an integral linear combination
where a is odd. We have to prove that there is also an integral linear combination
where fl is odd. According to the choice made by our algorithm, we can express any vi as a linear combination Using the concept of rooted bases, it is now easy to decide whether a linear combination as required for theorem 1.8 exists. The following algorithm is a more detailed version of step 3 of our general outline of the prover given before. 
Proof of the correctness of algorithm I.I1
Similar to algorithm 1.9, the only critical step is step 3. This step is correct since wheneverf(a0) is contained in span(bl .... , bl), then there exists a unique linear combination where gcd(fl, fll ..... /31) = 1 as required. It can be computed easily, using any algorithm that is able to solve a system of linear equations. If "CONFIRMED" is returned by the algorithm, then by theorem 1.8 for any xi ..... x m E R where xi ~ 0 for all 1 _< i _< m and a i = t7 i for all 1 _< i < k is fulfilled, also the equation a0 = o'0 is fulfilled.
[] Algorithm 1.11 can be used as an explicit procedure to carry out the check mentioned in step 3 of the general outline of the prover sketched before. To finish the details of this algorithm, we will finally explicitly describe the content of the sets A and G mentioned in step 1 and step 2. If
(hd(A1) ..... hd(Ak), gd(G1) ..... gd(Gl)) ~ h*d(C )
is the statement that should be proved, we obtain the following assignments. The set .A should collect all bi-quadratic equations corresponding to the hypotheses hd(A1) ..... hd(Ak) of the projective incidence statement. Assume that the statement works on the set of points E in rank d and let A(E, d) denote the set of all brackets of length d on E without double entries. We can express the bi-quadratic equations as rational monomials over M (A(E, d) Notice that all variables (i.e. brackets) occurring in the monomials are by definition non-zero, as required for algorithm 1.11. The set G of bi-quadratic equations corresponding to the conclusion h*d(C) can be defined as follows. First define the set of brackets G that are known to be nondegenerate by
Then define the set G of bi-quadratic equations corresponding to the conclusion by 
[a, b, e] [a, c, f] = tr[a, b, e]cr[a, c, f]tr[a, b, f]tr[a, c, e][ G" = [a,b,f][a,c,e]

. , aa-2, e, f]t"
The description of the geometric prover was given in a way that the main ideas become transparent. No attention was paid to the algorithmic efficiency of the developed algorithms. Indeed, many of the computational steps can be speeded up in concrete implementations. For example, the set A where all the bi-quadratic equations corresponding to the hypotheses were collected is much too large. Reduction methods as introduced in [25] can be applied, reducing the number of bi-quadratic equations involved. Also the rooted basis has to be computed only once when proving a theorem. Nonetheless, even for the version of the algorithm described above it is clear that for fixed rank the number of arithmetic steps necessary to carry out the calculations is bounded by a polynomial in the number of points involved.
A catalogue of examples
In this section, we want to give a collection of examples of bi-quadratic final polynomial proofs for projective incidence statements. The first part of this section is dedicated to results found by a PASCAL implementation of the mechanical theorem prover as described in the last section. The implementation is able to handle incidence statements in the real projective plane. Besides the elementary incidences of the form three points are collinear, the program is also able to handle more complicated incidence properties like line(a, b), line(c, d), line(e, f) meet in a common point, or like six points lie on a common conic. It will be described below how these incidence statements can be managed. Among the results there will be proofs for theorem like Pappus" theorem, Desargues' theorem, Saam's theorem and many others.
After this, we will give some bi-quadratic final polynomials for incidence theorems in higher dimensions. Most of these results were found by hand. Among the results there will be proofs for the bundle condition, the sixteen point theorem and certain non-embeddability proofs for some tori.
In the third part of this section, we will describe some infinite classes of projective incidence theorems that can be proved completely using bi-quadratic final polynomials. Among these results there will be a non-realizability proof for the minor minimal non-realizability class of oriented matroids given by Bokowski and Sturmfels.
We start with a description of the implementation of the prover. The prover was developed especially for the planar case. The input consists of a certain set of hypotheses describing the geometric situation of the configuration, together with one conclusion. After the hypotheses are read and translated into a suitable set of rational monomial equations, a rooted basis is calculated as described in the last chapter. Then it is chekced whether there exists a bi-quadratic final polynomial that proves that the conclusion is a consequence of the hypotheses.
It is assumed that the configuration consists of points belonging to a set E. The basic predicates used to describe the hypotheses of a geometric situation are the following four:
The points in A are collinear and the points in E-A do not lie on the line corresponding to A.
g(A):
The points in A are in general position.
m((a, b), (c, d), (e,f)):
The three lines (a, b), (c, d) , (e, f)) are concurrent and distinct and none of the six points is the point of concurrence.
c(a, b, c, d, e,f):
The six points a, b, c, d, e,f lie on a common conic and no three of the points are collinear.
The conclusions are described by the predicates:
The points in A are collinear.
m*((a, b), (c, d), (e,f)):
The three lines (a, b), (c, d), (e, f) have one point in common.
c* (a, b, c, d , e,f):
The six points a, b, c, d, e, f lie on a common conic. c(a, b, c, d, e,f) and c*(a, b, c, d, e,f) can b e expressed as rational monomial equations in the brackets. In correspondence to lemma 1.4, we have: 
We now explain how the predicates m( ( a, b ), ( c, d), ( e, f ) ), m* ( ( a, b), ( c, d), ( e, f) ),
Proof
Since any bracket of the above expressions is of the form [ai, bi, p], where i ~ {1, 2, 3} and p E {al, a2, a3, bl, b2, b3} -{ai, bi}, and the three lines (al, bl), (a2, b2), (a3, b3) are assumed to be distinct, it is clear that none of the brackets are zero.
We may now assume that a configuration X is given such that the three lines (al, bl), (a2, b2), (a3, b3) meet in a common point 0. We first prove the validity of the second equation of the lemma. Therefore, we assume without loss of generality r = s = t : = a. We have to prove: Multiplying all left-and right-hand sides and cancelling out pairs that occur on both sides gives the desired result.
[] Indeed, there are more direct ways to prove the above lemma. We used this approach since it implies that all calculations could be carried out on the bi-quadratic equation level after a suitable point 0 had been added.
Conversely to lemma 2.1, we have: This proves the theorem.
[] As a final lemma, we want to give a bracket expression to express the fact that six lines lie on a common conic. This condition can be found in [39] : LEMMA 2.3 If for a configuration X" = (Xl ..... x6 ) ~ (•a)6 the six points Xl, x2,...,x6 lie on a common conic (i.e. c* (1, 2, 3, 4, 5, 6) is true), then If no three of the points are collinear, all of the above brackets are non-zero.
Remark 2.4
The reader might notice that by using the predicates h, m and c unnecessarily, many non-degeneracy conditions are introduced. Essentially, one has to make sure that all brackets occurring in the bi-quadratic proof are non-zero. A careful analysis of the general structure of such proofs shows that for this it is enough to require all lines and all points of the theorem to be distinct and the conics to be non-degenerate.
Remark 2.5
All proofs given below have the structure that the coefficient a 0 corresponding to the equation of the conclusion is 1. This implies that all these theorems are true over any field.
We now start with the descriptions of the examples. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first four bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first five bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 3: PERMUTATION THEOREM
The following incidence theorem is a consequence of the so-called permutation theorem (compare [18] ): a, b, c, d) ~ L(d, c, b, a) .
The oriented version of the corresponding incidence theorem occurred as one underlying non-realizable structure in the classification of arrangements with ten points in the plane [25] . The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first three bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first eight bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first five bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 6: SAAM'S THEOREM
The following projective incidence theorem is due to Saam [28, 29] . It is the smallest representative of an infinite class of projective incidence theorems. A proof for the next larger representative was also found by the prover. It is still an open question whether all representatives admit a bi-quadratic final polynomial proof. An alternative algebraic proof of this representative can be found in [31] . The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first ten bi-quadratic equations, and cancelling brackets that occur on both sides, implied the last equation.
EXAMPLE 7: A SEQUENCE OF PERSPECTIVES
The following example is one representative of an infinite sequence of incidence theorems given by Saam in [29] . The theorems state that the composition of a certain sequence of perspectives is the identity. A proof for the whole class of theorems is given in example 20. The proof for this incidence theorem was produced automatically; the CPU time was about 10 minutes on an ATARI computer. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first twenty-one bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation. The following theorem is a slightly more special version, since the conic is assumed not to degenrate into two straight lines. The following bi-quadratic final polynomial was produced by the prover: Multiplying the left-and right-hand sides of the first seven bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation. The following bi-quadratic final polynomial was produced by the prover: Multiplying left-and right-hand sides of the first ten bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equations.
EXAMPLE I0: BUNDLE CONDITION
The following examples all take place in projective 3-space. The most easy incidence theorem is the so-called bundle condition (also known as the VeblenYoung axiom):
Let ll, 12, 13,/4 be four lines in p3. lf five pairs of lines are coplanar, then the sixth pair is also coplanar.
Assuming that the lines are spanned by pairs of points (1, 5) , (2, 6) , (3, 7) , (4, 8) Multiplying left-and right-hand sides of the first five bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 11: SIXTEEN-POINT THEOREM I
The following theorem is known as the sixteen-point theorem (compare [21] ):
Given eight lines al, a2, a3, a4, bl, b2, b3, b4 in p3. If fifteen of the pairs (ai, bj) are coplanar, the sixteenth pair is also coplanar.
Using the assumed incidences among the lines, one can parameterize the lines using only eight points. Up to isomorphism, there are two ways to do this. Here is the first one, which can also be interpreted as a non-realizability statement for a certain torus with eight vertices (compare [3, 4] The following bi-quadratic final polynomial implies the statement: Multiplying left-and right-hand sides of the first seven bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 12: SIXTEEN-POINT THEOREM II
This is the second combinatorial way to express the sixteen-point theorem as an incidence theorem on eight points in projective 3-space. Again, the structure can be interpreted as the non-realizability of a suitable toms. It should be mentioned that the oriented versions of the last three examples as non-realizable oriented matroids are the only non-realizable structures for uniform rank-4 oriented matroids with eight points [3, 4] . Multiplying left-and right-hand sides of the first seven bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 13: A NON-REALIZABLE TORUS
As a last example in projective 3-space, we give an incidence theorem that also can be expressed as the non-realizability of a suitable torus (compare [6] ). An alternative geometric proof is due to Ljubid: Multiplying left-and right-hand sides of the first n + 3 bi-quadratic equations, and cancelling brackets that occur on both sides, implies the last equation.
EXAMPLE 15: A SEQUENCE OF PERSPECTIVITIES
The following example is the infinite class of incidence theorems corresponding to example 7. This class was mentioned in [29] . In the sequel, the indices are counted modulo n. 
