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STRICHARTZ ESTIMATES IN SPHERICAL COORDINATES
YONGGEUN CHO AND SANGHYUK LEE
Abstract. In this paper we study Strichartz estimates for dispersive equations
which are defined by radially symmetric pseudo-differential operators, and of which
initial data belongs to the spaces of Sobolev type defined in spherical coordinates.
We obtain the space time estimates on the best possible range including the end-
point cases.
1. Introduction
In this paper we consider the Cauchy problem of linear dispersive equations:
iut − ω(|∇|)u = 0 in R1+n, u(0) = ϕ in Rn, n ≥ 2(1.1)
where ω(|∇|) is the pseudo-differential operator of which multiplier is ω(|ξ|). Typical
examples of ω are ρa (0 < a 6= 1),
√
1 + ρ2, ρ
√
1 + ρ2, and ρ√
1+ρ2
which describe
Schro¨dinger type equation [19], Klein-Gordon or semirelativistic equation [12], iBq,
and imBq (see [8] and references therein).
The solution can formally be given by
u(t, x) =
1
(2π)n
∫
Rn
ei(x·ξ−tω(|ξ|))ϕ̂(ξ) dξ.
Here ϕ̂ is the Fourier transform of ϕ defined by
∫
Rn
e−ix·ξϕ(x) dx. There has been a
lot of work on the space time estimates for the solution u which play important roles
in recent studies on nonlinear dispersive equations. (See Cazenave [5], Sogge [28] and
Tao [34] and references therein.) Especially, when ω(ρ) = ρa, a 6= 0, the solution
satisfies
(1.2) ‖u‖LqtLpx ≤ C‖ϕ‖H˙s
for some p, q with s = n
2
− n
p
− a
q
, which is known as Strichartz estimates. These
estimates were first established by Strichartz [32] for q = p and were generalized to
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mixed norm (q 6= p) spaces by Ginibre and Velo [13, 14] except the endpoint cases,
which were later proven by Keel and Tao [17].
It is well known that the estimate (1.2) is possible only if n/p+ 2/q ≤ n/2, q ≥ 2
when a > 0, a 6= 1, and n−1
p
+ 2
q
≤ n−1
2
, q ≥ 2 when a = 1 as it can be easily seen
by Knapp’s examples. In applications of (1.2), depending on various problems being
considered, the existence of proper (p, q) for which (1.2) holds is important. Hence,
there have been attempts to extend the range p, q via a suitable generalization [33, 31]
while the natural scaling structure remains unchanged. As it was observed in [31, 27],
the estimates have wider ranges of admissible p, q when ϕ is a radial function. This
seems to make sense in that Knapp’s examples are non-radial. However, to make these
estimates on the extended range hold for general functions which are no longer radial,
such extension should be compensated with extra regularity in angular direction.
For precise description we now define a function spaces of Sobolev type in spherical
coordinates. Let ∆σ =
∑
1≤i<j≤nΩ
2
i,j , Ωi,j = xi∂j − xj∂i, be the Laplace-Beltrami
operator defined on the unit sphere in Rn and set Dσ =
√
1−∆σ. For |s| < n/2, α ∈
R, we denote by H˙srH
α
σ the space{
f ∈ S ′ : ‖f‖H˙srHασ ≡ ‖ |∇|sDασf‖L2 <∞
}
.
(It should be noted that C∞c is dense in H˙
s
rH
α
σ since |s| < n/2.) A natural general-
ization of (1.2) is the estimate
(1.3) ‖u‖LqtLpx ≤ C‖ϕ‖H˙srHασ .
In fact, for the wave equation (ω(ρ) = ρ) Strebenz [31] obtained (1.3) on almost
optimal range of q, r up to the sharp regularity (see also Section 4.5). In [18] (1.3)
was shown for 1
q
< (n − 1)(1
2
− 1
p
), q ≥ 2, and α ≥ 1
q
, when ω(ρ) = ρa by utilizing
Rodnianski’s argument in [31] and weighted Strichartz estimates (see [9, 11, 7]).
Recently, Guo and Wang [15] considered the estimate (1.3) with ω(ρ) = ρa and
radially symmetric initial data, and obtained (1.3) on the optimal range of p, q except
some endpoint cases.
In a different direction one may try to extend (1.2) to include more general ω. Let
us consider ω ∈ C∞(0,∞) which satisfies the following properties:
ω′(ρ) > 0, and either ω′′(ρ) > 0 or ω′′(ρ) < 0,(i)
|ω(k)(ρ1)| ∼ |ω(k)(ρ2)| for 0 < ρ1 < ρ2 < 2ρ1,(ii)
ρ|ω(k+1)(ρ)| . |ω(k)(ρ)|.(iii)
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We also define a pseudo-differential operator Ds1,s2ω by setting
F(Ds1,s2ω f)(ξ) =
(
ω′(|ξ|)
|ξ|
)s1
|ω′′(|ξ|)|s2f̂(ξ).
Here F denotes the Fourier transform. In [10] (also see [16] for earlier result), the
authors proved the following: If ω satisfies the conditions (i), (ii) for k = 1, 2, and
(iii) for 1 ≤ k ≤ [n
2
] + 11), then
‖u‖LqtLpx . ‖Ds1,s2ω ϕ‖H˙s(1.4)
holds for 2 ≤ p, q ≤ ∞, 2
q
+ n
p
≤ n
2
and (n, p, q) 6= (2,∞, 2) with
(1.5) s1 = (
1
4
− 1
2p
)− 1
q
, s2 =
1
2p
− 1
4
, s = n(
1
2
− 1
p
)− 2
q
.
As it can be seen by considering homogeneity the range and the exponents are clearly
sharp ([10]).
In this note we intend to study the estimates (1.2) and (1.3) within a unified
framework. More precisely, we consider the estimate
‖u‖LqtLpx . ‖Ds1,s2ω ϕ‖H˙srHασ(1.6)
which has a wider range p, q of boundedness than (1.4). By allowing some regularity
loss in the spherical variables, we want to find the optimal range of p, q for which
(1.6) holds. In fact, using a Knapp type example which is adapted to radial function
one can see that (1.6) is possible only if
(1.7)
1
q
≤ 2n− 1
2
(
1
2
− 1
p
).
(See Section 4.1.) Since we already have the usual Strchartz estimates (1.4) on the
range 2
q
+ n
p
≤ n
2
, we are mainly interested in the estimates for (p, q) which are
contained in the region 2
q
+ n
p
> n
2
.
The following is our first result which establishes (1.6) in the best possible range
of p, q except an endpoint.
Theorem 1.1. Let n ≥ 2, 2 ≤ p, q ≤ ∞ and s1, s2, s given by (1.5). Suppose
that ω ∈ C∞(0,∞) satisfies the conditions (i), (ii) for k = 1, 2, and (iii) for 1 ≤
k ≤ max(4, [n
2
] + 1). If n
2
(1
2
− 1
p
) ≤ 1
q
≤ 2n−1
2
(1
2
− 1
p
), (n, p, q) 6= (2,∞, 2), and
(p, q) 6= (2(2n−1)
2n−3 , 2), then the solution u to (1.1) satisfies (1.6) for α >
5n−1
5n−5(
n
p
+ 2
q
− n
2
).
1)In [10] the condition (iii) was assumed for k ≥ 1 to get (1.4) but (iii) for 1 ≤ k ≤ [n
2
] + 1 is
enough as it is clear from the proof in [10].
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The aforementioned ρa (0 < a 6= 1),
√
1 + ρ2, ρ
√
1 + ρ2, and ρ√
1+ρ2
satisfy the
conditions (i), (ii), and (iii). Hence Theorem 1.1 gives various new estimates for
Schro¨dinger type equation, Klein-Gordon or semirelativistic equation, iBq, and imBq.
Theorem 1.1 generalizes Shao’s results in [27] where ω(ρ) = ρ2 and radial data were
considered. In [15], the estimates for (p, q) on the sharp line 1
q
= 2n−1
2
(1
2
− 1
p
) were
obtained when p ≤ q, ω(ρ) = ρa and the initial datum ϕ is radial. Our result
include all the estimates on the sharp line except for (p, q) 6= (2(2n−1)
2n−3 , 2), which is left
open and seems to be beyond the method of this paper. It should be noted that if ω
satisfies (iv) below instead of (iii), then Ds1,s2ω simplifies so that Ds1,s2ω ∼ |ω′′(|∇|)|−
1
q .
Although Theorem 1.1 gives a sharp estimate in (q, p) pairs, there is no reason to
believe that the angular regularity is sharp. Substantial improvement will be possible
by obtaining more refined estimates for Bessel function.
When ω satisfies
(iv) ρ|ω′′(ρ)| ∼ |ω′(ρ)| for ρ > 0,
(1.6) can be shown with the less angular regularity. (See Section 3.3). The following
is our second result which improves the result in [18].
Theorem 1.2. Let n ≥ 2, 2 ≤ p, q ≤ ∞ and s1, s2, s given by (1.5). Suppose that
ω ∈ C∞(0,∞) satisfies the conditions (i), (ii) for k = 1, 2, (iii) for 1 ≤ k ≤
max(4, [n
2
] + 1), and (iv). If n
2
(1
2
− 1
p
) ≤ 1
q
≤ 2n−1
2
(1
2
− 1
p
), (n, p, q) 6= (2,∞, 2), and
(p, q) 6= (2(2n−1)
2n−3 , 2), the solution u to (1.1) satisfies (1.6) for α >
1
2
2n−1
n−1 (
n
p
+ 2
q
− n
2
).
Compared to the previous works, our approach here is simpler and more systematic.
Especially, it enables us to provide a short proof of the result in [31] (see Section 4.5).
By spherical harmonic expansion the matters basically reduce to one dimensional
situation but it involves with a family of operators which are given by Bessel functions
of different orders. To get the desired estimate, the growth of bounds depending on
the orders needs to be effectively controlled in a uniform way. It will be done by
comparing spatial scale and the orders of Bessel functions. Our novelty here is the use
of a temporal localization (see Lemma 3.2) which is available only after frequency and
spatial localizations. This kind of localization was first observed by the second author
[21] and similar idea was used to study the space time estimates for the Schro¨dinger
equation [22, 23]. This make it possible to reduce the time local estimate to that
of the same scale in spatial space so that it suffices to work on the estimate which
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is local in both time and spatial spaces, and this localization also plays a role in
obtaining precise estimates for general ω. (See Section 3.)
This paper is organized as follows: In Section 2 we consider the asymptotic behavior
of Bessel function. In Section 3 we obtain various preliminary estimates via space-
frequency-time localization which are expected to be useful for related problems and
in Section 4 the proofs of Theorem 1.1, 1.2 are given.
Throughout the paper, if not specified, A . B, A ∼ B mean A ≤ CB, C−1A ≤
B ≤ CB, respectively, for some generic constant C.
2. Estimates for Bessel functions
For the proofs of theorems we need estimates for Bessel functions Jν , which depend
on ν. When ν is bounded, estimates are easy to obtain. We start by recalling some
basic properties of Bessel functions.
Let ν0 > 1 be a fixed number. If 0 ≤ ν ≤ ν0, then
|Jν(r)| . 1, if r . 1,(2.1)
Jν(r) = r
− 1
2 (b+e
ir + b−e−ir) + Ψ(r), if r ≫ 1,(2.2)
where |Ψ(r)| . r− 32 . For instance see [29, 36]. If ν > ν0, then we have
|Jν(r)| . exp(−Cν), if r ≪ ν.(2.3)
This is easy to show by making use of the Poisson representation ([29, 36])
Jν(r) =
( r
2
)ν
Γ(ν + 1
2
)Γ(1
2
)
∫ 1
−1
eirs(1− s2)ν− 12ds
and Stirling’s formula ([20]) Γ(t) ∼ √2πtt− 12 e−t for large t.
For simplicity we denote z + z by
z + C.C
so that C.C stands for the complex conjugate of terms appearing before +C.C. We
now make use of the following representation of Bessel function (see [1] or Lemma 3
of [2]);
Jν(r) = 2(r
2 − ν2)−1/4 (cνeiθ(r) + C.C)+ hν(r),(2.4)
where
θ(r) = r
[(
1− ν
2
r2
) 1
2
− ν
r
(π
2
− cos−1 ν
r
)]
, |hν(r)| . r−1.
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It can be obtained by the stationary phase method and Schla¨fli’s integral represen-
tation (see p.176, [36]) which is given by
Jν(r) =
1
π
∫ π
0
ei(r sin θ−νθ) dθ − sin(νπ)
π
∫ ∞
0
e−ντ−r sinh τ dτ.(2.5)
The following lemma gives asymptotic bounds for Jν when ν is large.
Lemma 2.1. Let ν ≥ 1
2
. Then the following holds:
|Jν(r)| . r− 12 , if r ≥ 2ν,(2.6)
Jν(r) = (cνr
−1/2 + c˜ν ν2 r−
3
2 )eir + C.C +Ψν(r), if r ≥ 4ν 85 ,(2.7)
where cν =
e−i(
pi
4 +
νpi
2 )
2
√
2π
, c˜ν = −2icν , and |Ψν(r)| . r−1.
Proof of Lemma 2.1. We rewrite eiθ(r) as
eiθ(r) = eir
(
1 + i(θ(r)− r)
)
+ eir
(
ei(θ(r)−r) − 1− i(θ(r)− r)
)
.
Substituting this into (2.4), we obtain
Jν(r) = r
− 1
2
(
1− ν
2
r2
)−1/4 (
cνe
ir(1 + i(θ(r)− r)) + C.C
)
+ h˜ν(r),
where
h˜ν(r) = hν(r) +
(
cν
eir(ei(θ(r)−r))− 1− i(θ(r)− r)
(r2 − ν2) 14 + C.C
)
.
Let θ1(r) =
(
1− ν2
r2
)−1/4 − 1 and θ2(r) = i(3ν22r + θ(r)− r). Then
Jν(r) = r
− 1
2 (1 + θ1(r))
(
cνe
ir
(
1− i2ν
2
r
+ θ2(r)
)
+ C.C
)
+ h˜ν(r)
= r−
1
2
(
cνe
ir
(
1− i2ν
2
r
)
+ C.C
)
+Ψν(r),
where
Ψν(r) = h˜ν(r) + r
−1/2θ1(r)
(
cνe
ir
(
1− i3ν
2
2r
+ θ2(r)
)
+ C.C
)
+ r−
1
2 (1 + θ1(r))
(
cνe
irθ2(r) + C.C
)
.
Taylor’s theorem gives that |h˜ν(r)| . r−1, |θ1(r)| . ν2r2 and |θ2(r)| . ν
4
r3
. Hence
|Ψν(r)| . r−1 for r ≥ 4ν 85 . This completes the proof of Lemma 2.1. 
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3. Estimates via space-frequency localization
In this section we obtain estimates via localization on both space and frequency
sides. Let 0 < λ0 . 1 and let ̟ ∈ C4(1/2, 2) satisfy that
|̟′(ρ)| ∼ 1, λ0 ≤ |̟′′(ρ)| . 1, |̟(3)(ρ)|+ |̟(4)(ρ)| . 1(3.1)
if 1/2 < ρ < 2. For R > 0, let us set χR = χ{x:R≤|x|<2R} and define
T νRh(t, r) = χR(r)r−
n−2
2
∫
e−it̟(ρ)Jν(rρ)β(ρ)h(ρ)dρ,(3.2)
where β ∈ C∞c (1/2, 2). In what follows β may be different at each occurrence but we
keep the same notation as long as it is contained uniformly in C∞c (1/2, 2).
We denote by Lpr the space L
p(rn−1dr).
Proposition 3.1. Let R & 1 and T νR be defined by (3.2). If 2 ≤ p, q ≤ ∞, ν ≥ 0,
and 2/q ≥ 1/2 − 1/p, then there is a constant C = C(n, p, q) > 0, independent of
λ0, ν, R, such that
(3.3) ‖T νRh‖LqtLpr ≤ Cλ
− 1
2
( 1
2
− 1
p
)
0 (1 + ν)
4
5
( 1
2
− 1
p
)R
1
q
− 2n−1
2
( 1
2
− 1
p
)‖h‖2.
The exponent on R is sharp as it can be shown by using the example for the
necessary condition (1.7) (see Section 4.1).
For the proof, we need to show the cases (p, q) = (2,∞), (2, 2), (∞, 2), and (∞, 4)
since the other estimates follow from interpolation. The case (p, q) = (2,∞) is
straightforward form Parseval’s theorem for Hankel transforms (for example, see
Theorem 3 in [26]). Then the case (p, q) = (2, 2) follows from the square function
estimates for Bessel functions such that∫
r∼R
|Jν(r)|2 dr . 1(3.4)
for all ν ≥ 0 and R > 0. This can be shown by using (2.1), (2.2) when 0 ≤ ν ≤ ν0,∫∞
0
|Jν(r)|2dr/r = 1/(2ν) when ν ≥ ν0 and R . ν (see p. 405 of [36]), and (2.6)
when R≫ ν > ν0.
Now, by Schwarz’s inequality and (3.4) we have
|T νRh(t, r)| . R−
n−2
2 sup
r∼R
(∫
ρ∼1
|Jν(rρ)|2 dρ
) 1
2
‖h‖2 . R−n−12 ‖h‖2.(3.5)
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Similarly, since |̟′(ρ)| ∼ 1, by the change of variables ̟(ρ) 7→ ρ, Plancherel’s
theorem in t and Schwarz’s inequality we have
‖T νRh‖2L2tL2r .
∫
ρ∼1
|h(̟−1(ρ))|2
∫
r∼R
|Jν(rρ)|2r dr dρ.(3.6)
By (3.4) and reversing the change of variables we obtain (3.3) for (p, q) = (2, 2).
It remains to show (3.3) for (∞, 2), and (∞, 4). For this purpose we use a local-
ization property of T νR in t, which is possible because supp β ⊂ (1/2, 2).
3.1. Temporal localization. Let χ˜R be a measurable function supported [0, 2R]
with ‖χ˜R‖∞ ≤ 1. Let ω˜ ∈ C4(1/2, 2) and let us define
RνR g(t, r) = χ˜R(r)
∫
e−itω˜(ρ)Jν(rρ)β(ρ)g(ρ)dρ.
Making use of the localization of scale R in r and the fact that supp β ⊂ (1/2, 2), it
is possible to localize the estimate for RνR in t at the same scale R. It is crucial for
obtaining sharp estimates for T νR .
Lemma 3.2. Let R & 1, ν = ν(k) = n−2+2k
2
, k = 0, 1, 2, . . . , and let I be an interval
of length R. Suppose that |ω˜′(ρ)| ∼ 1, |ω˜(k)(ρ)| . 1, k = 2, 3, 4, on the support of β.
And suppose that
‖χI(t)RνR g‖LqtLpr ≤ BRb ‖g‖2
for 2 ≤ p, q ≤ ∞, B & 1, and b ≥ n
p
+ 1
q
− 1. Then ‖RνR g‖LqtLpr ≤ CBRb ‖g‖2.
Note that T νRh(r, t) = r−
n−2
2 RνRh(r, t) with a proper χ˜R if ̟ = ω˜. From Section 4.1
we see that a lower bound for T νR : L2 → LqtLpx is CR
1
q
+ 2n−1
2p
− 3
4 which is bigger than
or equal to CR
n
p
+ 1
q
−1 if p ≥ 2 and R is large enough. So we can use this localization
for T νR without any loss in bound.
Proof of Lemma 3.2. Note that ν = 0 or ν ≥ 1/2 from the definition of ν(k). By
Plancherel’s theorem it suffices to show that
(3.7) ‖χI(t)RνR ĝ‖LqtLpr ≤ BRb ‖g‖2
for B & 1, b ≥ n
p
+ 1
q
− 1 implies
‖RνR ĝ‖LqtLpr ≤ CBRb ‖g‖2.
Using the integral representation (2.5) of Bessel function we write
(3.8) RνR ĝ = R1g +R2g,
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where
R1g = χ˜R(r)
π
∫ π
0
∫
e−itω˜(ρ)ei(rρ sin θ−νθ) β(ρ)ĝ(ρ) dρ dθ,
R2g = −sin(νπ)
π
χ˜R(r)
∫ ∞
0
∫
e−itω˜(ρ)e−ντ−rρ sinh τ β(ρ)ĝ(ρ) dρ dτ.
Note that if ν = 0, then R2 = 0.
If ν ≥ 1/2, then we claim that for 2 ≤ p, q ≤ ∞
(3.9) ‖R2g‖LqtLpr ≤ CR
n
p
+ 1
q
−1‖g‖2.
In view of interpolation, it is sufficient to consider the cases (p, q) = (2, 2), (2,∞), (∞, 2),
and (∞,∞). By Ho¨lder’s inequality we only need to show (3.9) for (p, q) = (∞, 2), (∞,∞).
Using the fundamental theorem of calculus and Ho¨lder’s inequality, we have
sup
0≤r≤2R
|R2g(t, r)| ≤ |R2h(t, 3R/2)|+
∫ 2R
R
|∂rR2g(t, r)|dr
≤ |R2h(t, 3R/2)|+ CR 12‖∂rR2g(t, ·)‖L2(0,2R).
Since |ω˜′(ρ)| ∼ 1, by the change of variables ω˜(ρ) 7→ ρ and Plancherel’s theorem
‖R2g(t, 3R/2)‖L2t ≤ C
∫ ∞
0
e−ντe−
3
2
R sinh τdτ‖ g‖2 ≤ C
ν +R
‖ g‖2.
To handle ‖∂rR2g(t, ·)‖L2(R,2R), observe that
∂rR2g(t, r) = sin(νπ)
π
χ˜R(r)
∫
e−itρ
(∫ ∞
0
e−ντ−rφ(ρ) sinh τ sinh τ dτ
)
×φ(ρ)β(φ(ρ))ĝ(φ(ρ))φ′(ρ) dρ,
where φ = ω˜−1. Since φ′(ρ) ∼ 1, by Plancherel’s theorem again we have
‖∂rR2g‖L2tL2dr(R,2R) ≤ C
∫ ∞
0
e−ντ‖e−r sinh τ‖L2
dr
(0,2R) sinh τ dτ‖ g‖2
≤ C
∫ ∞
0
e−ντe−R sinh τ (sinh τ)
1
2 dτ‖ g‖2
≤ C
ν − 1/2 +R‖ g‖2.
Since ν ≥ 1/2, we get the desired estimate (3.9) for (p, q) = (2,∞). The estimate for
(p, q) = (∞,∞) is straightforward because
|R2g| ≤ C
∫ ∞
0
e−ντ−
R
2
sinh τdτ‖g‖2.
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By (3.8), (3.9), and (3.7) it is now enough to show that ‖χI(t)R1g‖LqtLpr ≤ BRb‖g‖2
implies ‖R1g‖LqtLpr ≤ CBRb‖g‖2. Since |ω˜′(ρ)| ∼ 1, by the change of variables ρ →
φ(ρ) = ω˜−1(ρ) and Plancherel’s theorem, we may replace R1 with R˜1 which is given
by
R˜1g = χR(r)
∫ π
0
∫
e−itρei(rφ(ρ) sin θ−νθ) β˜(ρ)ĝ(ρ) dρ dθ
for some β˜ ∈ C∞c (1/2, 2). The matter reduces to showing that
(3.10) ‖χI(t)R˜1g‖LqtLpr ≤ BRb‖g‖2
for b ≥ −1 implies
(3.11) ‖R˜1g‖LqtLpr ≤ CBRb‖g‖2.
We note that
R˜1g(t, r) = χ˜R(r)(Kr ∗ g)(t)
with
Kr(t) =
1
2π
∫ π
0
∫
e−i(tρ−rφ(ρ) sin θ)β˜(ρ)dρ e−iνθdθ.
Since 0 ≤ r ≤ 2R and | d
dρ
(tω˜(ρ) − rρ sin θ)| ≥ C|t| for some C > 0 if |t| ≥ MR for
some large M ≫ 1, from the condition on ω˜ and integration by parts (three times)
it follows that for 0 ≤ a ≤ 3,
(3.12) |Kr(t)| ≤ C(1 + |t|)−3 ≤ CR−a(1 + |t|)−3+a
if r ∼ R and |t| ≥ MR. Now the argument is rather standard. Indeed, let {I} be a
collection of disjoint intervals with sidelength ∼ R which partition R. Let us denote
by I˜ the interval {t : dist (t, I) ≤ 5MR}. Breaking g = χI˜g+χI˜cg, by (3.12) we see
that for t ∈ I
|R˜1g(t, r)| ≤ |R˜1(χI˜ g)(t, r)|+ CR−aE ∗ |g|(t),
where E(t) = (1 + |t|)−3+a. Thus, when q 6=∞, taking a = 1, we see that∫
R
‖R1g(t, ·)‖qLprdt ≤
∑
I
∫
I
‖R1g(t, ·)‖qLpr dt
≤ C
∑
I
∫
I
‖R1(χI˜ g)‖qLpr dt+ CR
−q
∫
R
(E ∗ |g|)q(t) dt
≤ CBqRqb
∑
I
‖χI˜ g‖q2 + CR−q‖g‖q2
≤ CBqRqb‖g‖q2.
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For the third inequality we use the hypothesis (3.10) and the fact that E ∈ L1 ∩ L∞
and for the last inequality we use the fact that b ≥ n
p
+ 1
q
−1. Hence summation along
I gives the desired estimate (3.11). When q =∞, the argument is even simpler. We
omit the detail. 
Now let us set
(3.13) RΩg(t, r) = χ˜R(r)
∫
e−itω˜(ρ)Ω(rρ)β(ρ)g(ρ)dρ.
From the proof of Lemma 3.2 it is obvious that the same statement remains valid even
if we replace RνR by RΨνg provided that R ≥ 4ν
8
5 . Here Ψν(r) = Jν(r)− [(cνr−1/2 +
c˜ν ν
2 r−
3
2 )eir + C.C] which is given in (2.7). In fact, since we already have (3.9), one
needs to check that
Kr(t) =
1
2π
∫
e−itρ
(∫ π
0
ei(rφ(ρ) sin θ−νθ)dθ
−
[( cν
(φ(ρ)r)
1
2
+
c˜νν
2
(φ(ρ)r)
3
2
)
eirφ(ρ) + C.C
])
β(ρ)dρ
satisfies (3.12) if r ∼ R, |t| ≥ MR. It is easy to see this by making use of the fact
that R ≥ 4ν 85 . One can handle each term separately. Then the rest of the argument
is straightforward. The similar implication is also valid for RΩ with Ω = ρ− 12 e±iρ,
ν2ρ−
3
2 e±iρ. For future use we summarize it as follows.
Lemma 3.3. Let R & 1, ν, I and ω˜ be the same as in Lemma 3.2 and let RΩ
be defined by (3.13) with Ω = ρ−
1
2 e±iρ, ν2ρ−
3
2 e±iρ, Ψν, repectively. Suppose that
R ≥ 4ν 85 and ‖χI(t)RΩ g‖LqtLpr ≤ BRb ‖g‖2 holds for B & 1 and 2 ≤ p, q ≤ ∞, and
b ≥ n
p
+ 1
q
− 1. Then ‖RΩ g‖LqtLpr ≤ CBRb ‖g‖2.
We now return to the proof of Proposition 3.1.
3.2. Proof of (3.3) for (p, q) = (∞, 2), (∞, 4). We show that for q = 2, 4,
(3.14) ‖T νRh‖LqtL∞r ≤ Cλ
− 1
4
0 (1 + ν)
2
5R
1
q
− 2n−1
4 ‖h‖2.
The estimate for q = 2 follows from the case q = 4. In fact, by Lemma 3.2 it is
sufficient to show (3.14) for q = 2 when the time integration is taken over an interval
I of side length ∼ R but this follows from Ho¨lder’s inequality and the estimate (3.14)
with q = 4. Hence we need only to show that
(3.15) ‖T νRh‖L4tL∞r ≤ Cλ
− 1
4
0 (1 + ν)
2
5R−
n−1
2 ‖h‖2.
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For this we consider the following three cases, separately:
(3.16) (1) : R≪ ν, (2) : ν . R . ν 85 , (3) : ν 85 ≪ R.
Case (1). From (2.3) we have ‖T νRh‖L∞t L∞r . e−CνR−
n−2
2 ‖h‖2. By Lemma 3.2 we get
‖T νRh‖L4tL∞r . e−CνR
1
4
−n−2
2 ‖h‖2 . e−Cνν 34R−n−12 ‖h‖2 . R−n−12 ‖h‖2,
which is acceptable.
Case (2). By (3.5) we have ‖T νRh‖L∞t L∞r . R−
n−1
2 ‖h‖2. Then, by Lemma 3.2 and
Ho¨lder’s inequality ‖T νRh‖L4tL∞r ≤ CR
1
4
−n−1
2 ‖h‖2. So, if R ∼ ν, then ‖T νRh‖L4tL∞r .
ν
1
4R−
n−1
2 ‖h‖2. If ν ≪ R . ν 85 , then ‖T νRh‖L4tL∞r . ν
2
5R−
n−1
2 ‖h‖2. So we get (3.15).
Case (3). For simplicity let us set
(3.17) TΩh(t, r) = r−n−22
∫
e−it̟(ρ)Ω(rρ)β(ρ)h(ρ)dρ,
and
TΩ,Rh(t, r) = χR(r)TΩh(t, r).
Since r ∼ R, using (2.7) we need to consider RΩ with
Ω(ρ) = ρ−
1
2 e±iρ, ν2ρ−
3
2 e±iρ, Ψν(ρ) = O(1/ρ)
and for (3.15) it is sufficient to show that
‖χI(t)TΩ,Rh‖L4tL∞r ≤ Cλ
− 1
4
0 (1 + ν)
2
5R−
n−1
2 ‖h‖2.
For Ω(ρ) = O(1/ρ), by Schwarz’s inequality |TΩ,Rh(t, r)| ≤ CR−n2 ‖h‖2. So we get the
required bound from Ho¨lder’s inequality. Hence we only need to consider the cases
Ω(ρ) = ρ−
1
2 e±iρ, ν2ρ−
3
2 e±iρ. These two cases can be handled similarly. In fact, since
ν
8
5 ≪ R, we get the desired bound (3.15)2) if we show that
‖T h‖L4tL∞r ≤ Cλ
− 1
4
0 ‖h‖2,
where
T h(r, t) = χ˜R(r)
∫
ei(−t̟(ρ)±rρ)β(ρ)h(ρ)dρ.
By duality it is equivalent to ‖T ∗H‖L2 ≤ Cλ−
1
4
0 ‖H‖
L
4
3
t L
1
r
, where T ∗ is the adjoint
operator of T . It again follows from
‖T T ∗H‖L4tL∞r ≤ Cλ
− 1
2
0 ‖H‖
L
4
3
t L
1
r
.
2)The bound ν
8
5 is actually decided by the term ν2ρ−
3
2 e±iρ.
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Now note that
T T ∗H(t, r) =
∫∫
K(t− s, r, r′)[r′(n−1)H(s, r′)]dsdr′,
where
K(t, r) = χ˜R(r)χ˜R(r′)
∫
ei(−t̟(ρ)±(r−r
′)ρ)β2(ρ)dρ.
Since λ0 ≤ |̟′′(r)| . 1, by van der Corput (see for instance page 334 of [29]), it
follows that |K(t, r)| ≤ Cλ−
1
2
0 |t|−1/2. So we get
‖T T ∗H‖L4tL∞r ≤ Cλ
− 1
2
0
∥∥∥∥ ∫ |t− s|− 12‖H(·, s)‖L1rds∥∥∥∥
L4t
.
Then by Hardy-Littlewood-Sobolev inequality we get the desired bound. This com-
pletes the proof of (3.3), and hence Proposition 3.1. 
Remark 1. From the above proof (Case (3)) it is obvious that if Ω = ρ−
1
2 e±iρ, Ψν(ρ) =
O(1/ρ), then for R & 1, 2 ≤ p, q ≤ ∞ and 2/q ≥ 1/2− 1/p,
(3.18) ‖TΩ,Rh‖LqtLpr . λ
− 1
2
( 1
2
− 1
p
)
0 R
1
q
− 2n−1
2
( 1
2
− 1
p
)‖h‖2,
and if Ω = ν2ρ−
3
2 e±iρ, for 2 ≤ q ≤ 4
(3.19) ‖TΩ,Rh‖LqtL∞r . λ
− 1
4
0 ν
2R−1R
1
q
− 2n−1
4 ‖h‖2.
By (3.3), (2.7) and (3.18) for Ω = ρ−
1
2 e±iρ, Ψν(ρ) = O(1/ρ), we also have for Ω =
ν2ρ−
3
2 e±iρ,
(3.20) ‖TΩ,Rh‖LqtL2r . R
1
q ‖h‖2.
Hence, by interpolation between (3.19) and (3.20) we see that if Ω = ν2ρ−
3
2 e±iρ,
‖TΩ,Rh‖LqtLpr . λ
− 1
2
( 1
2
− 1
p
)
0 (ν
2R−1)1−
2
pR
1
q
− 2n−1
2
( 1
2
− 1
p
)‖h‖2(3.21)
provided that 2 ≤ p, q ≤ ∞ and 2/q ≥ 1/2 − 1/p. Hence, when R ≥ 2ν2, one gets
uniform bounds so that if Ω = ν2ρ−
3
2 e±iρ, ρ−
1
2 e±iρ, Ψν(ρ) = O(1/ρ),
(3.22) ‖TΩ,Rh‖LqtLpr . λ
− 1
2
( 1
2
− 1
p
)
0 R
1
q
− 2n−1
2
( 1
2
− 1
p
)‖h‖2,
whenever 2 ≤ p, q ≤ ∞ and 2/q ≥ 1/2− 1/p.
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3.3. An improvement on angular regularity. In what follows we improve the
bound in ν but at the expense of losing a power of λ0 in the bound. This is why we
need the extra condition on ω in Theorem 1.2.
Proposition 3.4. Let R & 1 and T νR be defined by (3.2). If 2 ≤ p, q ≤ ∞, ν ≥ 0,
and 1/q ≥ 1/2 − 1/p, then there is a constant C = C(n, p, q) > 0, independent of
λ0, ν, R, such that
(3.23) ‖T νRh‖LqtLpr ≤ Cλ
−( 1
2
− 1
p
)
0 (1 + ν)
1
2
( 1
2
− 1
p
)R
1
q
+ 2n−1
2
( 1
p
− 1
2
)‖h‖2.
Proof. From the proof Proposition 3.1 (see (3.5) and (3.6)) and Remark 1 (see (3.22))
we recall that the estimates (3.23) for (p, q) = (2, 2), (2,∞) are already obtained.
Hence, for the proof of Proposition 3.4 it is sufficient to show (3.23) for (p, q) = (∞, 2).
By Lemma 3.2 this follows from
(3.24) ‖χI(t)T νRh‖L2tL∞r ≤ Cλ
− 1
2
0 (1 + ν)
1
4R−
2n−3
4 ‖h‖2.
Here I is an interval of length ∼ R. For the case R≪ ν it is easy to check (3.24) as
before and the case R ≫ ν2 is already handled (see (3.22) in Remark 1). Hence to
show (3.24) we may assume
ν ≪ R . ν2.
To treat this case we use (2.4). The contribution from hν in (2.4) is O(R
−n−1
2 ‖h‖2).
So, it is acceptable. Hence it is enough to show that
‖T±h‖L2tL∞r ≤ Cλ
− 1
2
0 ν
1
4R
1
4‖h‖2,
where
T±g(t, r) = χI(t)χ˜R(r)
∫
e−itω˜(ρ)±iθ(rρ)βν(ρ, r)g(ρ)dρ
and βν(ρ, r) = β(ρ)
(
1 − ν2
ρ2r2
)− 1
4 . We only show the estimate for T+. The other can
be handled similarly. Following the previous argument we need to show that
‖T+T ∗+H‖L2tL∞r ≤ Cλ−10 (1 + ν)
1
2R
1
2‖h‖L2tL1r .
Since
T+T ∗+H =
∫∫
χI(t)χI(s)K(t− s, r, r′)[r′n−1H(s, r′)]dr′ds,
and
K(t, r, r′) =
∫
e−itω˜(ρ)+i(θ(rρ)−θ(r
′ρ))βν(ρ, r)βν(ρ, r
′)dρ.
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Now let us observe that for ν ≪ r, ρ ∼ 1∣∣∣ d2
dρ2
θ(rρ)
∣∣∣ . ν2
r
. ν.
So, if |t| ≥ Cλ−10 ν for some large C,∣∣∣ d2
dρ2
(
− tω˜(ρ) + θ(rρ)− θ(r′ρ)
)∣∣∣ ≥ Cλ0|t|.
Hence, from van der Corput lemma we get |K(t, r, r′)| ≤ Cλ−
1
2
0 |t|−
1
2 if |t| ≥ Cλ−10 ν.
Hence using trivial bounds |K(t, r, r′)| = O(1) for |t| ≤ Cλ−10 ν we see that∫
χI(t)χI(s) sup
r,r′
|K(s− t, r, r′)|dt,
∫
χI(t)χI(s) sup
r,r′
|K(s− t, r, r′)|ds
are bounded by
C
∫ λ−10 ν
0
dt+ Cλ
− 1
2
0
∫ R
0
t−
1
2dt ≤ Cλ−10 ν + Cλ−
1
2
0 R
1
2 ≤ Cλ−10 ν
1
2R
1
2
because ν ≪ R. Then by Schur’s test we get the desired bound. 
Remark 2 (The wave equation). For the wave equation ω(ρ) = ±ρ, the estimates are
much easier to show. Let us consider the operator
WνRh(t, r) = χR(r)r−
n−2
2
∫
e−it̟(ρ)Jν(rρ)β(ρ)h(ρ)dρ.
Then we have for 2 ≤ p, q ≤ ∞
(3.25) ‖WνRh‖LqtLpr ≤ CR
1
q
+n−1
p
−n−1
2 ‖h‖2.
We only need to show the estimates for (p, q) = (2,∞), (2, 2), (∞,∞), (2,∞). In fact,
the case (p, q) = (2,∞) is a consequence of Plancherel’s theorem. So, we can apply
Ho¨lder’s inequality and Lemma 3.2 to the estimate (3.25) with (p, q) = (2,∞) to get
(3.25) for (p, q) = (2, 2). When (p, q) = (∞,∞), the desired estimate can be obtained
by Schwarz’s inequality and (3.4) (cf. (3.5)). So similarly the case (p, q) = (∞, 2)
also follows by Ho¨lder’s inequality and Lemma 3.2.
4. Proofs of Theorem 1.1, 1.2
In this section we prove Theorem 1.1 and 1.2 by making use of the estimates in the
previous section. The estimates other than those on the sharp line (1
q
= 2n−1
2
(1
2
− 1
p
))
are relatively easy to show once we have Proposition 3.1. However, to get the endpoint
estimates on the sharp line we show improved estimates (Lemma 4.2) when the
difference of spatial scales is large and combine them with bilinear interpolation
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argument which was used by Keel and Tao [17] to show the endpoint Strichartz
estimate.
We start with proving the necessity of the condition 1
q
≤ 2n−1
2
(1
2
− 1
p
) for (1.6).
4.1. The necessary condition (1.7). Let ϕ be a radially symmetric function such
that ϕ̂ is supported in {|ξ| ∼ 1}. Since ϕ̂ is also radial, we can write the solution u
to (1.1) as
u(t, x) = C|x|−n−22
∫
e−itω(ρ)ρ
n
2 Jn−2
2
(|x|ρ)ϕ̂(ρ) dρ.
Fix ρ0 ∈ [1, 2]. For R≫ 1, let us choose ϕ such that
ϕ̂(ξ) = ρ−
n−1
2 φ(R
1
2 (ρ− ρ0)), ρ = |ξ|,
where φ ∈ C∞c (−1, 1). By the asymptotic of Bessel function (2.2) we have
u(t, x) = C|x|−n−12
∫
ei(−tω(ρ)+|x|ρ)φ(R
1
2 (ρ− ρ0))dρ(4.1)
+ C|x|−n−12
∫
ei(−tω(ρ)−|x|ρ)φ(R
1
2 (ρ− ρ0))dρ+O(R− 12 |x|−n+12 )
provided |x| ∼ |t| ≫ 1. Now observe that if |t| ≤ R and ||x| − ω(ρ0)t| . R 12 ,
−tω(ρ) + |x|ρ = |x|ρ0 − tω(ρ0) + (|x| − ω(ρ0)t)(ρ− ρ0) +O(t(ρ− ρ0)2)
= |x|ρ0 − tω(ρ0) +O(1)
since |ρ−ρ0| ≤ R− 12 . By changing the variables ρ→ ρ+ρ0 the second integral equals
C|x|−n−12 e−i|x|ρ0
∫
ei(−tω(R
−
1
2 ρ+ρ0)−R−
1
2 |x|ρ)φ(ρ)dρ.
Since | d
dρ
(−tω(R− 12ρ + ρ0)− R− 12 |x|ρ)| ≥ CR 12 if t, |x| ∼ R, by integration by parts
we see that the second integral in (4.1) is O(R−M) for any M if t, |x| ∼ R. Hence,
for t, |x| ∼ R and ||x| − ω(ρ0)t| . R 12
|u(t, x)| & R−n2 .
Therefore it follows that
‖u‖LqtLprL2σ & R
−n
2
+ 1
q
+ 2n−1
2p .
On the other hand ‖ϕ‖L2x ∼ R−
1
4 . Since ϕ is a radial function, ‖ϕ‖L2x = ‖ϕ‖L2rH2σ .
So the estimate (1.6) implies that R−
n
2
+ 1
q
+ 2n−1
2p . R−
1
4 . Letting R → ∞, we get the
condition (1.7).
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4.2. Frequency localization. By Littlewood-Paley theory, scaling and orthogonal-
ity the estimate (1.6) can be obtained from the estimates for the simpler operator
T ν which is defined by
T νh(t, r) = r−n−22
∫
e−it̟(ρ)Jν(rρ)ρ
n
2 β(ρ)h(ρ)dρ.
Lemma 4.1. Let 2 ≤ p <∞, 2 ≤ q ≤ ∞, γ ≥ 0, and ̟ ∈ C4(1/2, 2) which satisfies
(3.1). Suppose that for ν = ν(k) = n−2+2k
2
, k ≥ 0,
(4.2) ‖T νh‖LqtLpr ≤ C(1 + ν)γλ
1
2p
− 1
4
0 ‖h‖2.
Then the solution u to (1.1) satisfies (1.6) with s1, s2 and s satisfying (1.5) provided
that α = γ + (n− 1)(1
2
− 1
p
).
Proof. Let N > 0 denote dyadic numbers and let β ∈ C∞c (1/2, 2) be such that∑
N β(|ξ|/N) = 1, |ξ| 6= 0. Then we define PN to be the projection operator given by
P̂Nf(ξ) = β
( |ξ|
N
)
f̂(ξ).
Since 2 ≤ p <∞ and q ≥ 2, by Littlewood-Paley theory, Minkowski’s inequality and
Sobolev embedding on the unit sphere Sn−1 it follows that
‖e−itω(|∇|)ϕ‖LqtLpx ∼
∥∥∥∥∥∥(∑
N
|PNe−itω(|∇|)ϕ|2) 12
∥∥∥
Lpx
∥∥∥
Lqt
≤
(∑
N
‖e−itω(|∇|)PNϕ‖2LqtLpx
) 1
2
≤
(∑
N
‖e−itω(|∇|)PND(α−γ)σ ϕ‖2LqtLprL2σ
) 1
2
.
Note that α− γ = (n− 1)(1
2
− 1
p
). Then, by orthogonality it is sufficient for (1.6) to
show that
‖e−itω(|∇|)PNϕ‖LqtLprL2σ ≤ C‖Ds1,s2ω PNϕ‖H˙srHγσ
with C, independent of N . By the property (ii) of ω it reduces to
‖e−itω(|∇|)PNϕ‖LqtLprL2σ ≤WNN
n( 1
2
− 1
p
)− 2
q ‖ϕ‖L2rHγσ ,
where WN = C(ω
′(N)N−1)(
1
4
− 1
2p
)− 1
q |ω′′(N)| 12p− 14 . By rescaling ξ → Nξ, x → N−1x,
t→ (Nω′(N))−1t, and (1.5) this is equivalent with
(4.3) ‖e−it̟(|∇|)P1ϕ‖LqtLprL2σ ≤ Cλ
1
2p
− 1
4
0 ‖ϕ‖L2rHασ ,
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where
(4.4) ̟(ρ) =
ω(Nρ)
Nω′(N)
, λ0 =
∣∣∣Nω′′(N)
ω′(N)
∣∣∣.
Since ‖ϕ‖L2rHασ = ‖ϕ̂‖L2rHασ by Plancherel’s theorem and orthogonality of spherical
harmonics, we are reduced to showing that
‖Tf‖LqtLprL2σ ≤ Cλ
1
2p
− 1
4
0 ‖f‖L2rHγσ ,
for f supported in {1
2
≤ |ξ| ≤ 2}, where
Tf(t, x) =
∫
ei(x·ξ−t̟(|ξ|))β(|ξ|)f(ξ) dξ.
We now expand f by the orthonormal basis {Y lk}, k ≥ 0, 1 ≤ l ≤ d(k) of spherical
harmonics (here d(k) is the dimension of spherical harmonics of order k) such that
f(ξ) = f(ρσ) =
∑
k≥0
∑
1≤l≤d(k)
alk(ρ)Y
l
k(σ).
We use the identity Ŷ lk(ρσ) = cn,kρ
−n−2
2 Jν(ρ)Y
l
k(σ)
3), ν = ν(k) = n−2+2k
2
(see [30]) to
get
Tf(t, x) =
∑
k,l
cn,kT ν(alk)(t, r) Y lk(x/|x|), r = |x|,(4.5)
where |cn,k| = (2π)n2 , k ≥ 0 for some positive constant C which is not depending on
k. By orthogonality among {Y lk} and Minkowski’s inquality
‖Tf‖LqtLprL2σ ≤ C
(∑
k,l
‖T ν(k)(alk)‖2LqtLprL2σ
) 1
2
.
Since ω satifies the conditions (i) − (iii), it is easy to check that ̟, λ0 in (4.4)
verifies the condition (3.1). Hence by the estimate (4.2) and the identity ‖f‖L2rHασ =∥∥∥(∑k,l(1 + k(k + n − 2))α|alk|2) 12∥∥∥
L2ρ∼1
which follows from the fact that −∆σY lk =
k(k + n− 2)Y lk , we get
‖Tf‖LqtLprL2σ ≤ Cλ
1
2p
− 1
4
0
(∑
k,l
(1 + ν(k))2γ‖alk‖2L2ρ∼1
) 1
2 ≤ Cλ
1
2p
− 1
4
0 ‖f‖L2rHγσ .
This completes the proof. 
3)cn,k = (2pi)
n
2 i−k
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4.3. Proof of Theorem 1.1. From the result in [10], we already have estimates
(1.6) for n
2
(1
2
− 1
r
) = 1
q
with α = 0. So, by interpolation it is enough to consider
estimates near or on the sharp line (1
q
= 2n−1
2
(1
2
− 1
p
)). Hence by Lemma 4.1 we only
need to show (4.2) with γ = 4
5
(1
2
− 1
p
) + ǫ for any ǫ > 0 if n
2
(1
2
− 1
r
) < 1
q
≤ 2n−1
2
(1
2
− 1
p
)
and q 6= 2. In fact, note that (n − 1 + 4
5
)(1
2
− 1
p
) → 5n−1
5(2n−1) as (p, q) → (4n−22n−3 , 2).
So, we interpolate (1.6) with (p, q) arbitrarily close to (4n−2
2n−3 , 2) and (1.4) to get the
desired estimate.
The rest of this subsection is devoted to the proof of (4.2).
4.3.1. Estimates away from the sharp line. We firstly show (4.2) when n
2
(1
2
− 1
r
) <
1
q
< 2n−1
2
(1
2
− 1
p
). We break the operator in spatial space radially. Fix a dyadic
number R0 ≥ 1. We write
T νh = χ{r<R0}T νh+ χ{r≥R0}T νh.
The first is easy to handle. In fact, we show that for 2 ≤ p, q ≤ ∞,
(4.6) ‖χ{r<R0}T νh‖LqtLpr ≤ C‖h‖2.
From (4.5) we note that
cn,kT νh(t, |x|) Y lk(
x
|x|) =
∫
ei(x·ξ−t̟(|ξ|))h(|ξ|)Y lk(
ξ
|ξ|)β(|ξ|) dξ.
Then the estimate (4.6) for (p, q) = (2,∞) follows from Plancherel’s theorem. Also,
by taking L2 norm in angular variables (on Sn−1) and Schwarz’s inequality we get
|T νh(t, r)| ≤ C‖h‖2. Interpolation establishes (4.6) for 2 ≤ p ≤ ∞, q = ∞. Now,
by Lemma 3.2 it is sufficient for (4.6) to show ‖χ[0,2R0](t)T νh(t, r)‖LqtLpr ≤ C‖h‖2 for
2 ≤ p, q ≤ ∞. It follows by Ho¨lder’s inequality. Hence we get the desired estimate
(4.6).
Recalling (3.2), we further break χ{r≥R0}T νh to get
χ{r≥R0}T νh =
∑
R: dyadic, R≥R0
T νRh.
After triangle inequality we apply Proposition 3.1 (estimate (3.3)) and sum the re-
sulting estimates to get
‖χ{r≥R0}T νh‖LqtLpr ≤ Cλ
− 1
2
( 1
2
− 1
p
)
0 (1 + ν)
4
5
( 1
2
− 1
p
)‖h‖2
provided that 2 ≤ p, q ≤ ∞, 2/q ≥ 1/2 − 1/p, and 1
q
< 2n−1
2
(1
2
− 1
p
). From this and
(4.6) we get the estimate (4.2). This proves the non-endpoint result due to Guo and
Wang [15].
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4.3.2. Estimate along the sharp line 1
q
+ 2n−1
2p
− 2n−1
4
= 0. We show the estimate (4.2)
for 1
q
= 2n−1
2
(1
2
− 1
p
), q 6= 2. It will be basically done by making use of TT ∗ argument
but the argument here is more involved . Since the estimate for (p, q) = (2,∞) is
trivial, we may assume p 6= 2.
By (4.6) it is sufficient to consider χ{r≥R0}T νh. We further break it (up to the
cases in (3.16)) to get
χ{r≥R0}T νh =
( ∑
R0≤R<5ν
8
5
+
∑
R≥5ν 85
)
T νRh.
The first sum is easy to handle. From Proposition 3.1 we have (3.3). So, by direct
summation we see that for 1
q
+ 2n−1
2p
− 2n−1
4
= 0
‖
∑
R0≤R<5ν
8
5
T νRh‖LqtLpr ≤ C(log ν)ν
4
5
( 1
2
− 1
p
)‖h‖2.
To obtain the desired estimate for
∑
R≥5ν 85 T νRh, it is sufficient to show that
‖χ{r≥5ν 85 }TΩh‖LqtLpr ≤ C(1 + ν)
4
5
( 1
2
− 1
p
)λ
1
2p
− 1
4
0 ‖h‖2
with Ω = Jν . (See (3.17).) For the proof of (4.2), using (2.7) in Lemma 2.1 we need
only to show this with
Ω(ρ) = ρ−1/2e±iρ, ν2ρ−
3
2 e±iρ, Ψν(ρ) = O(ρ
−1).
First we handle the case Ω = Ψν . We break the operator dyadically so that
‖
∑
R≥5ν 85
χR(r)TΨνh‖LqtLpr ≤
∑
R≥5ν 85
‖χR(r)TΨνh‖LqtLpr .
Since Ψν(ρ) = O(ρ
−1), ‖TΨνh‖L∞t L∞r ≤ CR−
n
2 . From Lemma 3.3 and Ho¨lder’s in-
equality, it follows that ‖χR(r)TΨνh‖LqtLpr ≤ CR−
n
2
+ 1
q
+n
p ‖h‖2 for p, q ≥ 2. Since
1
q
= 2n−1
2
(1
2
− 1
p
), p 6= 2, we get for some ǫ > 0
‖
∑
R≥5ν 85
χR(r)TΨνh‖LqtLpr ≤ C
∑
R≥5ν 85
R−ǫ‖h‖2 ≤ C‖h‖2.
When Ω(ρ) = ν2ρ−
3
2 e±iρ, using (3.21) we obtain the desired bound by direct summa-
tion. Indeed, if Ω(ρ) = ν2ρ−
3
2 e±iρ, by (3.21)
‖
∑
R≥5ν 85
χR(r)TΩh‖LqtLpr ≤ Cλ
− 1
2
( 1
2
− 1
p
)
0
∑
R≥5ν 85
(ν2R−1)1−
2
pR
1
q
− 2n−1
2
( 1
2
− 1
p
)‖h‖2
≤ C(1 + ν) 45 ( 12− 1p )λ
1
2p
− 1
4
0 ‖h‖2.
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We now handle the case Ω(ρ) = ρ−1/2e±iρ which is the main term. By discarding
some irrelevant factors it is sufficient to show that for 1
q
= 2n−1
2
(1
2
− 1
p
), 2 < q <∞,
‖
∑
R≥5ν 85
SRh‖LqtLpr ≤ Cλ
1
2p
− 1
4
0 ‖h‖2,
where
SRh(t, r) = R
−n−1
2 χ˜R(r)
∫
ei(−t̟(ρ)± rρ)β(ρ)h(ρ)dρ
and ̟ satisfies (3.1). By duality it is equivalent with
(4.7) ‖
∑
R≥5ν 85
S ∗RH‖2 ≤ Cλ
1
2p
− 1
4
0 ‖H‖Lq′t Lp′r
for 1
q
= 2n−1
2
(1
2
− 1
p
), 2 < q < ∞. Here S ∗R is the adjoint of SR. Now the proof of
Theorem 1.1 completes if we show (4.7).
4.3.3. An improved estimate for SRS
∗
R′H. From (3.18) in Remark 1 we have
‖SRh‖LqtLpr ≤ Cλ
1
2p
− 1
4
0 R
1
q
+ 2n−1
2
( 1
p
− 1
2
)‖h‖2
provided that 2 ≤ p, q ≤ ∞, ν ≥ 0, and 2/q ≥ 1/2 − 1/p. By duality we have for
2 ≤ p, q ≤ ∞ and 2/q ≥ 1/2− 1/p
(4.8) ‖S ∗RH‖2 . λ
− 1
2
( 1
2
− 1
p
)
0 R
1
q
− 2n−1
2
( 1
2
− 1
p
)‖H‖
Lq
′
t L
p′
r
.
Hence it follows that
(4.9) ‖SRS ∗R′H‖LqtLpr . Cλ
( 1
2p
− 1
2p˜′
)
0 R
1
q
− 2n−1
2
( 1
2
− 1
p
)(R′)
1
q˜
− 2n−1
2
( 1
2
− 1
p˜
)‖H‖
Lq˜
′
t L
p˜′
r
provided that 2 ≤ p, q ≤ ∞ and 2/q ≥ 1/2 − 1/p and 2 ≤ p˜, q˜ ≤ ∞ and 2/q˜ ≥
1/2− 1/p˜. However to get the estimates at the critical line (4.9) is still not enough.
To get over it, we make an observation which is stated in the following lemma.
Lemma 4.2. Let us denote max(R,R′) by R∗ and min(R,R′) by R∗. If 2 ≤ q, q˜ ≤ ∞,
‖SRS ∗R′H‖LqtL∞r ≤ Cλ
− 1
2
0 R
1
q
− 2n−1
4 (R′)
1
q˜
− 2n−1
4
(R∗
R∗
)min( 1
4
− 1
q
, 1
4
− 1
q˜
)
‖H‖
Lq˜
′
t L
1
r
.(4.10)
Proof. By (4.9) we may assume that R∗ ≥ 8R∗. Note that
SRS
∗
R′H(t, r) =
∫∫
KR,R′(t− s, r, r′)[(r′)n−1H(s, r′)]dsdr′,
where
KR,R′(t, r, r
′) = (RR′)−
n−1
2 χ˜R(r)χ˜R′(r
′)
∫
ei(−t̟(ρ)± (r−r
′)ρ)β2(ρ)dρ.
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We first break the kernel KR,R′ so that
KR,R′(t, r, r
′) = K1(t, r, r′) +K2(t, r, r′),
where
K1(t, r, r
′) = χ{R∗/8≤|t|≤8R∗}KR,R′(t, r, r′).
Since |̟′(ρ)| . 1, | d
dρ
(−t̟(ρ)± (r−r′)ρ)| ≥ Cmax(|t|, R∗) if |t| ≤ R∗/8 or |t| ≥ 8R∗.
Hence by integration by parts (three times) we see that
|K2(t, r, r′)| ≤ (R∗)−a(1 + t)−(3−a)
for any 0 ≤ a ≤ 3. So, the contribution from K2 is negligible. It is now sufficient for
(4.10) to consider the operator
SR,R′H(t, r) =
∫∫
K1(t− s, r, r′)[(r′)n−1H(s, r′)]dsdr′
instead of SRS
∗
R′ . Since |̟′′| & λ0 and K1(·, r, r′) is supported in [R∗/8, 8R∗], by the
van der Corput lemma it follows that
|K1(t, r, r′)| ≤ C(R∗λ0)− 12 .
By the standard argument, obviously we may assume that the temporal supports of
SR,R′H, H are contained in an interval of length ∼ R∗. By Ho¨lder’s inequality and
the above kernel estimate we have for 1 ≤ q ≤ 2 ≤ q˜′ ≤ ∞
‖SR,R′H‖LqtL∞r ≤ C(R∗)
1
q
+1− 1
q˜′ (RR′)−
2n−2
4 (R∗λ0)−
1
2‖H‖
Lq˜
′
t L
1
r
≤ Cλ−
1
2
0 R
1
q
− 2n−1
4 (R′)
1
q˜
− 2n−1
4
(R∗
R∗
)min( 1
4
− 1
q
, 1
4
− 1
q˜
)
‖H‖
Lq˜
′
t L
1
r
.
Hence we get the desired estimate (4.10). 
Now we interpolate (4.9) and (4.10) to get an improvement on the estimate (4.9)
when R 6∼ R′. In particular, taking p = p˜ = 2 in (4.9), we have
‖SRS ∗R′H‖LqtL2r . CR
1
qR′
1
q˜ ‖H‖
Lq˜
′
t L
2
r
provided that 2 ≤ q, q˜ ≤ ∞. Then we interpolate it with (4.10) to get
‖SRS ∗R′H‖LqtLpr ≤Cλ
1
2p
− 1
2p′
0 min
(R
R′
,
R′
R
)ǫ
(4.11)
× R 1q− 2n−12 ( 12− 1p )(R′) 1q˜− 2n−12 ( 12− 1p )‖H‖
Lq˜
′
t L
p′
r
for some ǫ = ǫ(p, q, q˜) > 0 provided that 2 < p ≤ ∞ and 0 ≤ 1
q
, 1
q˜
< 1
4
+ 1
2p
. Clearly we
may assume that ǫ continuously depends on 1
p
, 1
q
, 1
q˜
. So, if ∆ is a compact subset of
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{(1
p
, 1
q
, 1
q˜
) : 1
2
> 1
p
≥ 0, 0 ≤ 1
q
, 1
q˜
< 1
4
+ 1
2p
}, there is a uniform lower bound ǫ0 = ǫ0(∆)
such that ǫ(p, q, q˜) ≥ ǫ0 > 0 if (1/p, 1/q, 1/q˜) ∈ ∆.
4.3.4. Proof of (4.7) for 2 < p < 2n
n−1 . We firstly show (4.7) for p <
2n
n−1 . The
remaining case will be handled differently. For (4.7) it suffices to show that
(4.12) ‖
∑
R,R′≥5ν 85
SRS
∗
R′H‖LqtLpr ≤ Cλ
( 1
2p
− 1
2p′
)
0 ‖H‖Lq′t Lp′r
provided that 1
q
= 2n−1
2
(1
2
− 1
p
), q 6= 2, p 6= 2. Fix p, q such that 1
q
= 2n−1
2
(1
2
− 1
p
),
2 < p < 2n
n−1 . We write∑
R,R′≥5ν 85
SRS
∗
R′H =
∞∑
k=−∞
( ∑
R,R′≥5ν 85 ; R
R′
=2k
SRS
∗
R′H
)
.
By (4.11) each of summand in the inner summation satisfies
(4.13) ‖SRS ∗R′H‖LstLpr ≤ Cλ
1
2p
− 1
2p′
0 (R
′2k/2)(
1
s
+ 1
s˜
− 2n−1
2
(1− 2
p
))2−ǫ|k|‖H‖
Ls˜
′
t L
p′
r
for some ǫ > 0 if 0 ≤ 1
s
, 1
s˜
< 1
4
+ 1
2p
.
We now use a summation argument due to Bourgain [4]. (Also see [6] for a gener-
alization.) For reader’s convenience we state a version which we need here. (See [24]
for a simple proof.)
Lemma 4.3. Let ε1, ε2 > 0. Let A,B be Banach spaces and 1 ≤ r1, r2, s1, s2 < ∞.
Suppose that {Tj}∞j=−∞ be a collection of operators satisfying that ‖TjF‖Ls1 (B) ≤
CM12
ε1j‖F‖Lr1(A) and ‖TjF‖Ls2 (B) ≤ CM22−ε2j‖F‖Lr2(A). Then
‖
∑
TjF‖Ls,∞(B) ≤ CMθ1M1−θ2 F‖Lr,1(A),
where θ = ε2/(ε1 + ε2), 1/r = θ/r1 + (1 − θ)/r2 and 1/s = θ/s1 + (1 − θ)/s2. Here
Lr,a denotes the Lorentz space.
Let us set
Ip =
{
(
1
s
,
1
s˜
) :
1
s
+
1
s˜
=
2n− 1
2
(1− 2
p
), 0 <
1
s
,
1
s˜
<
1
4
+
1
2p
}
.
The open line segment Ip is not empty as long as
2n−1
2
(1 − 2
p
) < 1
2
+ 1
p
(equivalently
p < 2n
n−1). By applying Lemma 4.3 with (4.13), we get for 2 < p <
2n
n−1
(4.14) ‖
∑
R,R′≥5ν 85 ; R
R′
=2k
SRS
∗
R′H‖Ls,∞t Lpr ≤ C2−ǫ|k|‖H‖Ls˜′,1t Lp′r
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provided (1
s
, 1
s˜
) ∈ Ip. Note that the exponent of (R′2k/2) is equal to zero if 1s + 1s˜ =
2n−1
2
(1 − 2
p
). Since s˜′ < 2 < s, by real interpolation among the estimates (4.14) for
(1
s
, 1
s˜
) ∈ Ip, they can be strengthened to strong type. Hence, if 2 < p < 2nn−1 and
(1
s
, 1
s˜
) ∈ Ip, then we have
(4.15) ‖
∑
R,R′≥5ν 85 ; R
R′
=2k
SRS
∗
R′H‖LstLpr ≤ Cλ
1
2p
− 1
2p′
0 2
−ǫ|k|‖H‖
Ls˜
′
t L
p′
r
.
So, for 2 < p < 2n
n−1 and (
1
s
, 1
s˜
) ∈ Ip we get∥∥∥ ∞∑
k=−∞
( ∑
R,R′≥5ν 85 ; R
R′
=2k
SRS
∗
R′H
)∥∥∥LstLpr ≤ Cλ 12p− 12p′0 ‖H‖Ls˜′t Lp′r .
In particular, if we take s = s˜ (= q), we get the desired estimate (4.12) for p < 2n
n−1 .
4.3.5. Proof (4.7) for 2n
n−1 ≤ p < 2(2n−1)2n−3 . After squaring the left hand side of (4.7),
we rearrange it so that∑
R,R′≥5ν 85
〈S ∗RH,S ∗R′H〉 =
∞∑
k=−∞
( ∑
R,R′≥5ν 85 ; R
R′
=2k
〈S ∗RH,S ∗R′H〉
)
.
Hence the desired estimate (4.7) follows if we show that for 2 < p < 2(2n−1)
2n−3
(4.16) |
∑
R,R′≥5ν 85 ; R
R′
=2k
〈S ∗RH,S ∗R′G〉| ≤ C2−ǫ|k|λ
1
p
− 1
2
0 ‖H‖Lq′t Lp′r ‖G‖Lq′t Lp′r .
From (4.15) we already established this inequality for 2 < p < 2n
n−1 and
1
q
= 2n−1
2
(1
2
−
1
p
). To get (4.16) for 2n
n−1 ≤ p < 2(2n−1)2n−3 it is sufficient to show that
(4.17)
∣∣∣ ∑
R,R′≥5ν 85 ; R
R′
=2k
〈S ∗RH,S ∗R′G〉
∣∣∣ ≤ Cλ 2n−34n−2− 120 ‖H‖
L2tL
4n−2
2n+1
r
‖G‖
L2tL
4n−2
2n+1
r
.
In fact, interpolating this with (4.16) for 2 < p < 2n
n−1 we get (4.16) for 2 < p <
4n−2
2n−3 .
To show (4.17) we adopt bilinear interpolation argument in [17], which was used
to show the endpoint Strichartz estimate. Let us denote by ℓsr the pace of sequences
{ZR}R:dyadic with norm
‖{ZR}‖ℓsr =

(∑
R:dyadic |RsZR|r
) 1
r
if r 6=∞,
supR:dyadic |RsZR| if r =∞.
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We will use the fact (see Theorem 5.6.2 in [3]) that if 0 < q0, q1 ≤ ∞ and s0 6= s1,
then for q ≤ ∞,
(4.18) (ℓs0q0 , ℓ
s1
q1
)θ,q = ℓ
s
q,
where s = (1− θ)s0 + θs1. And we also recall the following fact on real interpolation
which is due to Lions and Peetre [25] (also see [35], section 1.18.4): Let A0, A1 be
Banach spaces. If 1 ≤ p0, p1 <∞, 0 < θ < 1, and 1p = 1−θp0 + θp1 , then
(4.19) (Lp0(A0), L
p1(A1))θ,p = L
p((A0, A1)θ,p).
Here (A0, A1)θ,r denotes the real interpolation space.
We now consider the bilinear operator which is defined by
Bk(H,G)R′ =
〈S ∗RH,S ∗R′G〉 if R = 2kR′, R, R′ ≥ 5ν
8
5 ,
0 otherwise.
By (4.9) and duality, taking q = q˜ = 2 particularly, we have for 2 ≤ p, p˜ ≤ ∞
|〈S ∗2kRH,S ∗RG〉| . Cλ
1
2p
− 1
2p˜′
0 2
k( 2n−1
2
1
p
− 2n−3
4
)R
2n−1
2
( 1
p
+ 1
p˜
)− 2n−3
2 ‖H‖
L2tL
p′
r
‖G‖
L2tL
p˜′
r
.(4.20)
Let us set
β(p, p˜) =
2n− 3
2
− 2n− 1
2
(
1
p
+
1
p˜
).
Then (4.20) implies that for 2 ≤ p, p˜ ≤ ∞
Bk : L
2
tL
p′
r × L2tLp˜
′
r → ℓβ(p,p˜)∞(4.21)
is bounded with bound Cλ
1
2p
− 1
2p˜′
0 2
k( 2n−1
2
1
p
− 2n−3
4
).
Now we apply the following interpolation lemma. See [3] (exercise 5(b) in section
3.13).
Lemma 4.4. Let A0, A1, B0, B1, C0, and C1 be Banach spaces, and T be a bilinear
operator such that
‖T (f, g)‖C0 ≤M0,0‖f‖A0‖g‖B0,
‖T (f, g)‖C1 ≤Mi,1−i‖f‖Ai‖g‖B1−i, i = 0, 1.
Then, if 0 < θa, θb < 1, θ = θa + θb, 1 ≤ u, v, r ≤ ∞, and 1 ≤ 1/u+ 1/v,
T : (A0, A1)θa,up × (B0, B1)θb,vq → (C0, C1)θ,r
is bounded with norm .M1−θa−θb0,0 M
θa
1,0M
θb
0,1.
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We choose p0, p1 ∈ [2,∞) such that p0 < p1 and β(p0, p1) < β(p0, p0). Obviously
such choices are always possible. We now consider Ai = L
2
tL
p′i
r , Bi = L
2
tL
p′i
r , i = 0, 1,
and C0 = ℓ
β(p0,p0)∞ , C1 = ℓ
β(p0,p1)∞ . Then by (4.21) T = Bk satisfies the assumptions of
Lemma 4.4 with
M0,0 = Cλ
1
2p0
− 1
2p′0
0 2
k( 2n−1
2
1
p0
− 2n−3
4
)
, M1,0 = Cλ
1
2p1
− 1
2p′0
0 2
k( 2n−1
2
1
p1
− 2n−3
4
)
,
M0,1 = Cλ
1
2p0
− 1
2p′
1
0 2
k( 2n−1
2
1
p0
− 2n−3
4
)
.
By setting r = 1, u = v = 2, we apply Lemma 4.4. Then it follows that if 0 < θ =
θa + θb < 1,
Bk : (L
2
tL
p′0
r , L
2
tL
p′1
r )θa,2 × (L2tLp
′
0
r , L
2
tL
p′1
r )θb,2 → (ℓβ(p0,p0)∞ , ℓβ(p0,p1)∞ )θ,1
with bound Cλ
1
2
(
2−θa−θb
p0
+
θa+θb
p1
−1)
0 2
k( 2n−1
2
( 1−θa
p0
+ θa
p1
)− 2n−3
4
)
. Here Lp,rr is the Lorentz space
defined with measure rn−1dr. By setting(1
p
,
1
p˜
)
= (1− θa − θb)
( 1
p0
,
1
p0
)
+ θa
( 1
p1
,
1
p0
)
+ θb
( 1
p0
,
1
p1
)
and by (4.18) and (4.19), we now have for p1 < p, p˜ < p0 satisfying 1/p + 1/p˜ <
1/p0 + 1/p1
Bk : L
2
tL
p′,2
r × L2tLp˜
′,2
r → ℓβ(p,p˜)1
with bound Cλ
1
2p
− 1
2p˜′
0 2
k( 2n−1
2
1
p
− 2n−3
4
). Considering all the possible choices of p0, p1, we
see that this is also valid for all (p, p˜) satisfying 2 < p, p˜ < ∞. Hence, in particular,
for 2 < p, p˜ <∞ satisfying 2n−3
2
− 2n−1
2
(1
p
+ 1
p˜
) = 0 (β(p, p˜) = 0) we have
|
∑
R,R′≥5ν 85 ; R
R′
=2k
〈S ∗RH,S ∗R′G〉| ≤ Cλ
1
2p
− 1
2p˜′
0 2
k( 2n−1
2
1
p
− 2n−3
4
)‖H‖
L2tL
p′,2
r
‖G‖
L2tL
p˜′,2
r
.
Taking p = p˜ (= 2(2n−1)
2n−3 ), we get the desired (4.17) since L
2
tL
p′
r ⊂ L2tLp′,2r . This
completes the proof.
4.4. Proof of Theorem 1.2. Theorem 1.2 can be proven similarly as Theorem 1.1.
Once we have Lemma 3.4, we can routinely follow the arguments for the proof of
Theorem 1.1. The only difference comes from the additional assumption (iv) (see
(4.3) and (4.4)) by which we have λ0 ∼ 1 at (4.4). Hence we do not have any loss in
λ0 when applying Lemma 3.4. Then the remaining is almost identical with the proof
of Theorem 1.1. We omit the detail.
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4.5. Remark for the wave equation. In [31], the estimate (1.3) was proven for
ω(ρ) = ρ, s = n(1
2
− 1
p
)− 1
q
, α > 2
q
− (n− 1)(1
2
− 1
p
) when n ≥ 3 provided that
(4.22)
n− 1
2
(
1
2
− 1
p
) <
1
q
< (n− 1)(1
2
− 1
p
).
It was shown by Knapp’s example that the estimate fails if 1
q
> (n− 1)(1
2
− 1
p
). The
example in [31] also shows that α ≥ 2
q
− (n− 1)(1
2
− 1
p
) is necessary for (1.3).
Let us set
Wνh(t, r) = r−n−22
∫
e−itρJν(rρ)ρ
n
2 β(ρ)h(ρ)dρ.
Similarly as before, it is easy to see that ‖χ{r<R0}Wνh‖LqtLpr ≤ C‖h‖2. (See (4.6).)
Hence, by (3.25) it follows that for 2 ≤ p, q ≤ ∞ and 1
q
< (n− 1)(1
2
− 1
p
)
(4.23) ‖Wνh‖LqtLpr ≤ C‖h‖2.
Using Lemma 4.3, it seems possible to get some weak type estimates for Wν along
the sharp line 1
q
= (n− 1)(1
2
− 1
p
), q > 2 but the strong type endpoint estimates are
not possible by the method in this paper because ω′′ = 0. By the argument for the
proof of Lemma 4.1, the following is easy to show.
Lemma 4.5. Let ω(ρ) = ρ and 2 ≤ p <∞, 2 ≤ q ≤ ∞, γ ≥ 0. Suppose that (4.23)
holds for ν = ν(k) = n−2+2k
2
, k ≥ 0. Then the solution u to (1.1) satisfies (1.3) with
s = n(1
2
− 1
r
)− 1
q
provided that α = (n− 1)(1
2
− 1
p
).
Hence we get (1.3) for 2 ≤ p < ∞, 2 ≤ q ≤ ∞ and 1
q
< (n − 1)(1
2
− 1
p
) provided
σ ≥ (n−1)(1
2
− 1
p
). Now note (n−1)(1
2
− 1
p
) = 2
q
− (n−1)(1
2
− 1
p
) if 1
q
= (n−1)(1
2
− 1
p
).
Hence interpolating these estimates with the usual Strichartz estimates for the wave
equation (along the sharp line 1
q
= n−1
2
(1
2
− 1
p
)) recovers the aforementioned results in
[31]. This also shows that if one can obtain (4.23) on the sharp line 1
q
= (n−1)(1
2
− 1
p
),
then the optimal angular regularity (α = 2
q
− (n− 1)(1
2
− 1
p
)) for (1.3) also follows.
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