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JORDAN ISOMORPHISMS
OF THE FINITARY INCIDENCE RING
OF A PARTIALLY ORDERED CATEGORY
ROSALI BRUSAMARELLO, E´RICA Z. FORNAROLI, AND MYKOLA KHRYPCHENKO
Abstract. Let C be a pocategory, FI(C) the finitary incidence ring of C and
ϕ a Jordan isomorphism of FI(C) onto an associative ring A. We study the
problem of decomposition of ϕ into the (near-)sum of a homomorphism and
an anti-homomorphism. In particular, we obtain generalizations of the main
results of [1, 4].
Introduction
The study of Jordan maps on the ring of upper triangular matrices was iniciated
by L. Molna´r and P. Sˇemrl [9]. They proved in [9, Corollary 4] that each Jordan
automorphism on the ring Tn(R) of upper triangular matrices is either an auto-
morphism or an anti-automorphism, where R is a field with at least 3 elements.
K. I. Beidar, M. Bresˇar and M. A. Chebotar generalized this result in [2], where they
considered the case when R is a 2-torsionfree unital commutative ring without non-
trivial idempotents and n ≥ 2 and showed that each Jordan isomorphism of Tn(R)
onto a R-algebra is either an isomorphism or an anti-isomorphism. D. Benkovicˇ,
using the new notion of near-sum, described in [3, Theorem 4.1] all Jordan homo-
morphisms Tn(R) → A, where R is an arbitrary 2-torsionfree commutative ring
and A is an R-algebra. E. Akkurt, M. Akkurt and G. P. Barker extended in [1,
Theorem 2.1] Benkovicˇ’s result to structural matrix algebras Tn(R, ρ), where ρ is
either a partial order or a quasi-order each of whose equivalence classes contains at
least 2 elements.
It should be noted that the structural matrix algebra Tn(R, ρ) is isomorphic to
the incidence algebra I(P,R) of the ordered set P = ({1, . . . , n}, ρ) overR as defined
in [10]. A generalization of incidence algebras to the case of non-locally finite posets
appeared in [7], where the authors defined the so-called finitary incidence algebras
FI(P,R). R. Brusamarello, E. Z. Fornaroli and M. Khrypchenko [4] extended
one of the main results of [1, Theorem 2.1] to the case of FI(P,R), namely, they
showed that each R-linear Jordan isomorphism of FI(P,R) onto an R-algebra A
is the near-sum of a homomorphism and an anti-homomorphism, where P is an
arbitrary partially ordered set and R is a commutative 2-torsionfree unital ring.
Our initial goal was to generalize [4, Theorem 3.13] to the case of a quasiordered
set P . This case is technically more complicated, and to deal with it, we used
the notion of the finitary incidence ring FI(C) of a pocategory, introduced by
M. Khrypchenko in [6]. This permitted to us to obtain generalizations of both [1,
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Theorem 2.1] and [4, Theorem 3.13] at the same time. Moreover, the methods
elaborated in our paper work for non-necessarily R-linear Jordan isomorphisms of
incidence rings.
The structure of the article is as follows.
In Section 1 we recall the definitions and the main properties of Jordan homo-
morphisms and finitary incidence algebras. We recall, for instance, that as abelian
group, FI(C) = D(C)⊕ FZ(C), where D(C) is the subring of FI(C) of all diagonal
elements and FZ(C) is the ideal of FI(C) consisting of α ∈ FI(C) with αxy = 0xy
for x = y.
In Section 2 we study the decomposition of a Jordan isomorphism ϕ : FI(C)→
A into a near-sum. First we show that ϕ|FZ(C) decomposes as the sum of two
additive maps ψ, θ : FI(C) → A. Then, using several technical lemmas, we prove
in Proposition 2.14 that the maps ψ and θ are a homomorphism and an anti-
homomorphism, respectively. The main result of Section 2 is Theorem 2.17, which
says that ϕ : FI(C)→ A the near-sum of two additive maps ψ˜, θ˜ : FI(C)→ A with
respect to D(C) and FZ(C). Moreover, we give necessary and sufficient conditions
under which ψ˜ and θ˜ are a homomorphism and an anti-homomorphism, respectively.
Section 3 is devoted to the decomposition of a Jordan isomorphism ϕ : FI(C)→
A as the sum of a homomorphism and an anti-homomorphism. In Lemma 3.3
we give necessary and sufficient conditions under which ϕ|D(C) admits such a de-
composition. Finally, we restrict ourselves to the case C = C(P,R), where P is a
quasiordered set such that 1 < |x¯| <∞ for all x¯ ∈ P¯ , R is a commutative ring and
A is an R-algebra. We prove in Theorem 3.6 that each R-linear Jordan isomorphism
ϕ : FI(P,R)→ A is the sum of a homomorphism and an anti-homomorphism.
1. Preliminaries
1.1. Jordan homomorphisms. Let R and S be associative rings. An additive
map ϕ : R→ S is called a Jordan homomorphism, if it satisfies
ϕ(r2) = ϕ(r)2, (1)
ϕ(rsr) = ϕ(r)ϕ(s)ϕ(r), (2)
for all r, s ∈ R. A bijective Jordan homomorphism is called a Jordan isomorphism.
Each homomorphism, as well as an anti-homomorphism, is a Jordan homomor-
phism. The sum of a homomorphism ψ : R → S and an anti-homomorphism
θ : R → S is a Jordan homomorphism, if ψ(r)θ(s) = θ(s)ψ(r) = 0 for all r, s ∈ R.
A more general construction was introduced by D. Benkovicˇ in [3]. Suppose that R
can be represented as the direct sum of additive subgroups R0 ⊕R1, where R0 is a
subring of R and R1 is an ideal of R. Let ψ, θ : R→ S be additive maps, such that
ψ|R0 = θ|R0 and ψ(r)θ(s) = θ(s)ψ(r) = 0 for all r, s ∈ R1. Then the near-sum of ψ
and θ (with respect to R0 and R1) is the additive map ϕ : R → S, which satisfies
ϕ|R0 = ψ|R0 = θ|R0 and ϕ|R1 = ψ|R1 + θ|R1 . If ψ is a homomorphism and θ is an
anti-homomorphism, then one can show that ϕ is a Jordan homomorphism in this
case.
Let us now mention some basic facts on Jordan homomorphisms. Applying ϕ to
(r + s)2 and using (1), we get
ϕ(rs + sr) = ϕ(r)ϕ(s) + ϕ(s)ϕ(r). (3)
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The substitution of r by r + t in (2) gives
ϕ(rst + tsr) = ϕ(r)ϕ(s)ϕ(t) + ϕ(t)ϕ(s)ϕ(r).
We shall also use the following fact (see Corollary 2 of [5, Theorem 1]). If e is an
idempotent, such that er = re, then
ϕ(r)ϕ(e) = ϕ(e)ϕ(r) = ϕ(re). (4)
In particular, if R has identity 1, then ϕ(1) is the identity of ϕ(R). Another
particular case of (4): if er = re = 0, then
ϕ(e)ϕ(r) = ϕ(r)ϕ(e) = 0. (5)
From now on, all rings will be associative and with 1.
1.2. Finitary incidence rings. Recall from [8] (see also [6] for a slightly stronger
definition) that a pocategory is a preadditive small category C with a partial order
≤ on the set ObC of its objects. Denote by I(C) the set of the formal sums
α =
∑
x≤y
αxyexy, (6)
where x, y ∈ ObC, αxy ∈ Mor(x, y) and exy is a symbol. It is an abelian group
under the addition coming from the addition of morphisms in C. We shall also
consider the series α of the form (6), whose indices run through a subset X of the
ordered pairs (x, y), x, y ∈ Ob C, x ≤ y, in which case αxy will be meant to be the
zero 0xy of Mor(x, y) for (x, y) 6∈ X .
The sum (6) is called a finitary series, whenever for any pair of x, y ∈ ObC with
x < y there exists only a finite number of u, v ∈ Ob C, such that x ≤ u < v ≤ y and
αuv 6= 0uv. The set of finitary series, denoted by FI(C), is an additive subgroup of
I(C), and it is closed under the convolution
αβ =
∑
x≤y
 ∑
x≤z≤y
αxzβzy
 exy,
where α, β ∈ FI(C). Thus, FI(C) is a ring, called the finitary incidence ring of C.
The identity element δ of FI(C) is the series δ =
∑
x∈ObC idxexx, where idx is the
identity morphism from End(x).
An element α ∈ FI(C) will be said to be diagonal, if αxy = 0xy for x 6= y.
The subring of FI(C) consisting of the diagonal elements will be denoted by D(C).
Clearly, as an abelian group, FI(C) = D(C)⊕ FZ(C), where FZ(C) is the ideal of
FI(C) consisting of α ∈ FI(C) with αxy = 0xy for x = y. Thus, each α ∈ FI(C)
can be uniquely decomposed as α = αD + αZ , where αD ∈ D(C) and αZ ∈ FZ(C).
Observe that
αxyexy · βuveuv =
{
αxyβuvexv, if y = u,
0, otherwise.
(7)
In particular, the elements ex := idxexx, x ∈ Ob(C), are pairwise orthogonal idem-
potents of FI(C), and for any α ∈ FI(C)
exαey =
{
αxyexy, if x ≤ y,
0, otherwise.
(8)
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Consequently, for all α, β ∈ FI(C)
α = β ⇔ ∀x ≤ y : exαey = exβey
⇔
{
∀x < y : exαey + eyαex = exβey + eyβex,
∀x : exαex = exβex.
Given X ⊆ ObC, we shall use the notation eX for the diagonal idempotent∑
x∈X idxexx. In particular, ex = e{x}. Note that eXeY = eX∩Y , so exeX = ex for
x ∈ X , and exeX = 0 otherwise.
Let (P,) be a preordered set and R a ring. We recall the construction of the
pocategory C(P,R), introduced in [8].
Denote by ∼ the natural equivalence relation on P , namely, x ∼ y ⇔ x  y  x,
and by P¯ the quotient set P/ ∼. Define Ob C(P,R) to be P¯ with the induced
partial order ≤. For any pair x¯, y¯ ∈ Ob C(P,R), let Mor(x¯, y¯) = RFMx¯×y¯(R),
where RFMI¯×J¯(R) denotes the additive group of row-finite matrices over R, whose
rows are indexed by the elements of I and columns by the elements of J . The
composition of morphisms in C(P,R) is the matrix multiplication, which is defined
by the row-finiteness condition.
The finitary incidence ring of P over R, denoted by FI(P,R), is by definition
FI(C(P,R)). Furthermore, D(P,R) := D(C(P,R)) and FZ(P,R) := FZ(C(P,R)).
2. Jordan isomorphisms of FI(C)
Let A be a ring, C an arbitrary pocategory and ϕ : FI(C) → A a Jordan
isomorphism. We first adapt the ideas from [1, 4] to decompose ϕ|FZ(C) as the sum
of two additive maps ψ, θ : FZ(C)→ A.
2.1. Decomposition of ϕ|FZ(C). The following two lemmas are straightforward
generalizations of [4, Lemmas 3.1–3.2], so we omit their proofs.
Lemma 2.1. Let ϕ : FI(C) → A be a Jordan homomorphism. Then for any
α ∈ FI(C) one has
∀x < y : ϕ(αxyexy) = ϕ(ex)ϕ(α)ϕ(ey) + ϕ(ey)ϕ(α)ϕ(ex), (9)
∀x : ϕ(αxxexx) = ϕ(ex)ϕ(α)ϕ(ex). (10)
Lemma 2.2. Let ϕ : FI(C)→ A be a Jordan isomorphism. Then for all a, b ∈ A
a = b⇔
{
∀x < y : ϕ(ex)aϕ(ey) + ϕ(ey)aϕ(ex) = ϕ(ex)bϕ(ey) + ϕ(ey)bϕ(ex),
∀x : ϕ(ex)aϕ(ex) = ϕ(ex)bϕ(ex).
Observe also from (5) and (9) that
ϕ(ex)ϕ(α)ϕ(ey) = ϕ(ex)ϕ(αxyexy)ϕ(ey), (11)
ϕ(ey)ϕ(α)ϕ(ex) = ϕ(ey)ϕ(αxyexy)ϕ(ex), (12)
for all x < y.
The next two lemmas will lead us to the definition of ψ and θ.
Lemma 2.3. Given a Jordan isomorphism ϕ : FI(C)→ A, α ∈ FI(C) and x < y,
there exists a (unique) pair of α′xy, α
′′
xy ∈Mor(x, y), such that
ϕ(ex)ϕ(α)ϕ(ey) = ϕ(α
′
xyexy), (13)
ϕ(ey)ϕ(α)ϕ(ex) = ϕ(α
′′
xyexy). (14)
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Proof. We construct α′xy, the construction of α
′′
xy is similar. Since ϕ is bijective,
there exists a unique β ∈ FI(C), such that ϕ(ex)ϕ(α)ϕ(ey) = ϕ(β). Apply (9) to
β and use (1) and (5) to obtain
ϕ(βxyexy) = ϕ(ex)ϕ(β)ϕ(ey) + ϕ(ey)ϕ(β)ϕ(ex)
= ϕ(ex)ϕ(ex)ϕ(α)ϕ(ey)ϕ(ey) + ϕ(ey)ϕ(ex)ϕ(α)ϕ(ey)ϕ(ex)
= ϕ(ex)ϕ(α)ϕ(ey)
= ϕ(β).
Now take α′xy = βxy. 
Lemma 2.4. Let ϕ : FI(C) → A be a Jordan isomorphism, α ∈ FZ(C) and
{α′xy}x<y, {α
′′
xy}x<y ⊆Mor(C) defined by (13) and (14). Then
α′ =
∑
x<y
α′xyexy, (15)
α′′ =
∑
x<y
α′′xyexy (16)
are finitary series, such that
α = α′ + α′′. (17)
Moreover, the maps α 7→ α′ and α 7→ α′′ are additive.
Proof. We first prove (17) and thus reduce all the assertions about α′′ to the cor-
responding assertions about α′. Indeed, (17) easily follows from (9), (13) and (14)
and bijectivity of ϕ, since
ϕ(αxyexy) = ϕ(ex)ϕ(α)ϕ(ey) + ϕ(ey)ϕ(α)ϕ(ex)
= ϕ(α′xyexy) + ϕ(α
′′
xyexy)
= ϕ((α′xy + α
′′
xy)exy).
Now suppose that α′uv 6= 0uv for an infinite number of ordered pairs x ≤ u <
v ≤ y. Then ϕ(eu)ϕ(α)ϕ(ev) 6= 0 by (13). It follows from (11) that ϕ(αuveuv) 6= 0.
Hence, αuv 6= 0uv for x ≤ u < v ≤ y contradicting the fact that α ∈ FI(C).
Thus, α′ ∈ FI(C), and additivity of α 7→ α′ is explained by additivity of ϕ and
distributivity of multiplication in A. 
Thus, with any Jordan isomorphism ϕ : FI(C) → A we may associate ψ, θ :
FZ(C)→ A given by
ψ(α) = ϕ(α′), (18)
θ(α) = ϕ(α′′), (19)
where α ∈ FZ(C) and α′, α′′ are defined by means of (13)–(16). By Lemma 2.4 the
maps ψ and θ are well defined and additive.
Proposition 2.5. Let ϕ : FI(C)→ A be a Jordan isomorphism. Then
ϕ|FZ(C) = ψ + θ.
Proof. If α ∈ FZ(C), then ψ(α) = ϕ(α′) and θ(α) = ϕ(α′′) by (18) and (19), so
ϕ(α) = ψ(α) + θ(α) thanks to (17). 
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2.2. Properties of ψ and θ. In this subsection we prove that the maps ψ and θ
are in fact a homomorphism and an anti-homomorphism. We first show that they
satisfy the properties analogous to the ones given in [4, Propositions 3.5, 3.12], as
the next lemma shows.
Lemma 2.6. Let ϕ : FI(C)→ A be a Jordan isomorphism, ψ, θ : FZ(C)→ A the
associated maps given by (18) and (19) and α ∈ FZ(C). Then for all x < y
ϕ(ex)ψ(α)ϕ(ey) = ϕ(ex)ϕ(α)ϕ(ey), (20)
ϕ(ey)θ(α)ϕ(ex) = ϕ(ey)ϕ(α)ϕ(ex)
and
ϕ(ey)ψ(α)ϕ(ex) = ϕ(ex)ψ(α)ϕ(ex) = ϕ(ex)θ(α)ϕ(ey) = ϕ(ex)θ(α)ϕ(ex) = 0.
(21)
Proof. By (1), (11) and (13)
ϕ(ex)ψ(α)ϕ(ey) = ϕ(ex)ϕ(α
′)ϕ(ey) = ϕ(ex)ϕ(α
′
xyexy)ϕ(ey)
= ϕ(ex)ϕ(ex)ϕ(α)ϕ(ey)ϕ(ey) = ϕ(ex)ϕ(α)ϕ(ey).
Similarly, by (5), (12) and (13)
ϕ(ey)ψ(α)ϕ(ex) = ϕ(ey)ϕ(α
′)ϕ(ex) = ϕ(ey)ϕ(α
′
xyexy)ϕ(ex)
= ϕ(ey)ϕ(ex)ϕ(α)ϕ(ey)ϕ(ex) = 0.
Finally, by (10)
ϕ(ex)ψ(α)ϕ(ex) = ϕ(ex)ϕ(α
′)ϕ(ex) = ϕ(α
′
xxexx) = 0,
the latter equality being explained by the fact that α′ ∈ FZ(C).
The identities involving θ are proved in an analogous way using (10)–(12) and (14).

The following lemma completes the previous one.
Lemma 2.7. Under the conditions of Lemma 2.6 one has
ψ(αxyexy) = ϕ(ex)ψ(α)ϕ(ey), (22)
θ(αxyexy) = ϕ(ey)θ(α)ϕ(ex) (23)
for all x < y.
Proof. Given arbitrary u < v such that (u, v) 6= (x, y), we see by (11) and (20) that
ϕ(eu)ψ(αxyexy)ϕ(ev) = ϕ(eu)ϕ(αxyexy)ϕ(ev) = ϕ(eu)ϕ((αxyexy)uveuv)ϕ(ev),
and ϕ(ev)ψ(αxyexy)ϕ(eu) = 0 thanks to (21). Evidently,
ϕ(eu)ϕ(ex)ψ(α)ϕ(ey)ϕ(ev) = 0 = ϕ(ev)ϕ(ex)ψ(α)ϕ(ey)ϕ(eu)
in view of (5). Moreover,
ϕ(ex)ψ(αxyexy)ϕ(ey) = ϕ(ex)ϕ(αxyexy)ϕ(ey) = ϕ(ex)ϕ(α)ϕ(ey)
= ϕ(ex)ψ(α)ϕ(ey) = ϕ(ex)
2ψ(α)ϕ(ey)
2
by (1), (11) and (20), and
ϕ(ey)ψ(αxyexy)ϕ(ex) = 0 = ϕ(ey)ϕ(ex)ψ(α)ϕ(ey)ϕ(ex)
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by (5) and (21). Finally,
ϕ(eu)ψ(αxyexy)ϕ(eu) = 0 = ϕ(eu)ϕ(ex)ψ(α)ϕ(ey)ϕ(eu)
because of (5) and (21). Thus, (22) holds by Lemma 2.2. The proof of (23) is
analogous. 
We shall also need a technical result, which deals with some kind of a restriction
of a finitary series to a subset of ordered pairs.
Definition 2.8. Given α ∈ FI(C) and X,Y ⊆ ObC, define
α|YX =
∑
x∈X,y∈Y,x≤y
αxyexy. (24)
We shall write α|Yx for α|
Y
{x}, α|
y
X for α|
{y}
X and α|
y
x for α|
{y}
{x}. We shall also use
the following shorter notations:
α|X := α|
Ob C
X , α|
X := α|XOb C .
Let us first consider some basic properties of this operation on finitary series.
Lemma 2.9. For all α, β ∈ FI(C) and X,Y, U, V ⊆ Ob C one has
(i) (α|YX)|
V
U = α|
Y ∩V
X∩U ;
(ii) (α+ β)|YX = α|
Y
X + β|
Y
X ;
(iii) (αβ)|YX = α|X · β|
Y .
Proof. Items (i) and (ii) are obvious. For (iii) consider first a pair x ≤ y with x ∈ X
and y ∈ Y . Then
((αβ)|YX )xy = (αβ)xy =
∑
x≤z≤y
αxzβzy =
∑
x≤z≤y
(α|X)xz
(
β|Y
)
zy
=
(
α|X · β|
Y
)
xy
.
Now let u ≤ v, such that u 6∈ X . Then
((αβ)|YX )uv = 0 = (α|X · β|
Y )uv, (25)
as (α|X)uw = 0uw for all w ∈ Ob C. Similarly (25) holds, when v 6∈ Y . 
Lemma 2.10. Let ϕ : FI(C)→ A be a Jordan isomorphism and ψ, θ : FZ(C)→ A
the associated maps given by (18) and (19). Then for all α ∈ FZ(C) and X,Y ⊆
ObC one has
ϕ(eX)ψ(α)ϕ(eY ) = ϕ(eX)ψ
(
α|YX
)
ϕ(eY ), (26)
ϕ(eX)θ(α)ϕ(eY ) = ϕ(eX)θ
(
α|XY
)
ϕ(eY ). (27)
Proof. Observe that eX = eX\Y + eX∩Y , eY = eY \X + eX∩Y and
α|YX = α|
Y \X
X\Y + α|
X∩Y
X\Y + α|
Y \X
X∩Y + α|
X∩Y
X∩Y ,
so in view of distributivity of multiplication it suffices to prove (26) and (27) in the
following two cases:
(i) X ∩ Y = ∅;
(ii) X = Y .
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Case (i). Assume that X and Y are disjoint. To show that (26) holds, we apply
Lemma 2.2. Notice that multiplying any side of (26) by ϕ(eu) on the left and on
the right, we get zero, as eu is orthogonal either to eX or to eY , or to both of them.
Now take u < v and consider
ϕ(eu)ϕ(eX)ψ(α)ϕ(eY )ϕ(ev) + ϕ(ev)ϕ(eX)ψ(α)ϕ(eY )ϕ(eu). (28)
If u 6∈ X ⊔ Y or v 6∈ X ⊔ Y , then (28) is zero, since eu and ev are orthogonal both
to eX and to eY . If u, v ∈ X , then u, v 6∈ Y , i.e. eu and ev are orthogonal to eY ,
so (28) is again zero. By symmetry the same holds, when u, v ∈ Y . If u ∈ Y and
v ∈ X , then u 6∈ X and v 6∈ Y , hence by (4) equality (28) becomes ϕ(ev)ψ(α)ϕ(eu),
which is zero thanks to (21). Notice also that all these four subcases do not depend
on α, so everything remains valid with α replaced by α|YX . Finally, let u ∈ X and
v ∈ Y . Then u 6∈ Y , v 6∈ X , and thus (28) equals ϕ(eu)ψ(α)ϕ(ev). The latter is
ϕ(eu)ϕ(α)ϕ(ev) = ϕ(eu)ϕ(αuveuv)ϕ(ev) = ϕ(eu)ϕ((α|
Y
X )uveuv)ϕ(ev)
= ϕ(eu)ϕ(α|
Y
X )ϕ(ev) = ϕ(eu)ψ(α|
Y
X )ϕ(ev) (29)
according to (11), (20) and (24). If, maintaining the assumptions on u and v, we
substitute α|YX for α in (28), then we get ϕ(eu)ψ((α|
Y
X )|
Y
X)ϕ(ev). But this is the
same as ϕ(eu)ψ(α|YX)ϕ(ev) by (i) of Lemma 2.9, which in view of (29) completes
the proof of (26). The same technique is used to prove (27), and in this situation
the only non-trivial subcase will be u ∈ Y and v ∈ X , which explains why X and
Y are “switched” in the right-hand side of (27).
Case (ii). Let X = Y . For (26) we shall again use Lemma 2.2 skipping some
details, as the structure of the proof will be similar to the one in Case (i). For any
u ∈ ObC the multiplication of any side of (26) by eu on the left and on the right
gives zero either by (5), when u 6∈ X , or by (21), when u ∈ X . Now, given u < v,
we see that both of the summands of (28) are zero for any α, when {u, v} 6⊆ X .
If u, v ∈ X , then (28) reduces to ϕ(eu)ψ(α)ϕ(ev) + ϕ(ev)ψ(α)ϕ(eu), whose second
summand is zero by (21), and the first one is ϕ(eu)ψ(α|YX)ϕ(ev) as in (29). Since
ϕ(ev)ψ(α|YX )ϕ(eu) is also zero by (21), then
ϕ(eu)ψ(α)ϕ(ev) + ϕ(ev)ψ(α)ϕ(eu) = ϕ(eu)ψ(α|
Y
X )ϕ(ev) + ϕ(ev)ψ(α|
Y
X)ϕ(eu),
and we are done as in Case (i). The proof of (27) is totally symmetric to the proof
of (26). 
In particular, taking X = Ob C or Y = ObC in Lemma 2.10 and observing that
eObC is the identity element which is preserved by ϕ, we get the following formulas.
Corollary 2.11. Let ϕ : FI(C)→ A be a Jordan isomorphism and ψ, θ : FZ(C)→
A the associated maps given by (18) and (19). Then for all α ∈ FZ(C) and X ⊆
ObC
ϕ(eX)ψ(α) = ϕ(eX)ψ (α|X) , (30)
ψ(α)ϕ(eX) = ψ
(
α|X
)
ϕ(eX), (31)
ϕ(eX)θ(α) = ϕ(eX)θ
(
α|X
)
, (32)
θ(α)ϕ(eX) = θ (α|X)ϕ(eX). (33)
The next lemma shows that the maps α 7→ α′ and α 7→ α′′ are compatible with
the operation defined by (24).
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Lemma 2.12. For any α ∈ FZ(C) and U, V ⊆ Ob C one has(
α|VU
)′
= α′|VU , (34)(
α|VU
)′′
= α′′|VU . (35)
Proof. We first observe that for all x < y
ϕ((αxyexy)
′) = ψ(αxyexy) = ϕ(ex)ψ(α)ϕ(ey) = ϕ(ex)ϕ(α)ϕ(ey) = ϕ(α
′
xyexy)
by (13), (18), (20) and (22). Since ϕ is bijective, it follows that
(αxyexy)
′ = α′xyexy. (36)
Now let u ∈ U and v ∈ V . Then using (36) we have(
α|VU
)′
uv
=
((
α|VU
)
uv
euv
)′
uv
= (αuveuv)
′
uv = α
′
uv =
(
α′|VU
)
uv
.
And if u 6∈ U or v 6∈ V , then(
α|VU
)′
uv
=
((
α|VU
)
uv
euv
)′
uv
= 0uv =
(
α′|VU
)
uv
.
Here we applied (36) and used that
(
α|VU
)
uv
= 0uv =
(
α′|VU
)
uv
. This proves (34).
Equality (35) follows by additivity, as α = α′ + α′′. 
We proceed by showing that the maps α 7→ α′ and α 7→ α′′ are also compatible
with the multiplication in FI(C).
Lemma 2.13. The map α 7→ α′ (resp. α 7→ α′′) is a homomorphism (resp. anti-
homomorphism) of (non-unital) rings FZ(C)→ FZ(C).
Proof. It was proved in Lemma 2.4 that α 7→ α′ is additive, so it remains to show
that
α′β′ = (αβ)′ (37)
for all α, β ∈ FZ(C). Clearly, both sides of (37) belong to FZ(C). Now, given
x < y, we have
(α′β′)xyexy =
∑
x<z<y
α′xzexz · β
′
zyezy,
(αβ)′xyexy = ((αβ)xyexy)
′ =
∑
x<z<y
(αxzexz · βzyezy)
′,
where the latter equality is explained by (36) and the additivity of the map α 7→ α′.
Thus, it suffices to prove that
α′xzexz · β
′
zyezy = (αxzexz · βzyezy)
′ (38)
for all x < z < y. Since ϕ is bijective, (38) is equivalent to
ϕ(α′xzexz · β
′
zyezy) = ϕ((αxzexz · βzyezy)
′). (39)
By (1), (3), (5), (7) and (13) we have
ϕ(α′xzexz · β
′
zyezy) = ϕ(α
′
xzexz)ϕ(β
′
zyezy) + ϕ(β
′
zyezy)ϕ(α
′
xzexz)
− ϕ(β′zyezy · α
′
xzexz)
= ϕ(ex)ϕ(α)ϕ(ez)
2ϕ(β)ϕ(ey) + ϕ(ez)ϕ(β)ϕ(ey)ϕ(ex)ϕ(α)ϕ(ez)
= ϕ(ex)ϕ(α)ϕ(ez)ϕ(β)ϕ(ey). (40)
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Now, by (3), (9), (18), (20) and (22) we get
ϕ((αxzexz · βzyezy)
′) = ψ(αxzexz · βzyezy)
= ψ((αxzβzy)exy)
= ϕ(ex)ϕ((αxzβzy)exy)ϕ(ey)
= ϕ(ex)ϕ(αxzexz · βzyezy)ϕ(ey)
= ϕ(ex)(ϕ(αxzexz)ϕ(βzyezy) + ϕ(βzyezy)ϕ(αxzexz))ϕ(ey)
− ϕ(ex)ϕ(βzyezy · αxzexz)ϕ(ey)
= ϕ(ex)ϕ(α)ϕ(ez)ϕ(β)ϕ(ey). (41)
Comparing (40) and (41), we get the desired equality (39).
The proof of the statement about α 7→ α′′ is analogous. 
Proposition 2.14. Let ϕ : FI(C) → A be a Jordan isomorphism and ψ, θ :
FZ(C) → A as defined in (18) and (19). Then ψ and θ are a homomorphism
and an anti-homomorphism FZ(C)→ A, respectively.
Proof. Let α, β ∈ FZ(C) and x < y in ObC. By (3), (18), (30), (31) and (34)
ϕ(ex)ψ(α)ψ(β)ϕ(ey) = ϕ(ex)ψ(α|x)ψ(β|
y)ϕ(ey)
= ϕ(ex)ϕ((α|x)
′)ϕ((β|y)′)ϕ(ey)
= ϕ(ex)ϕ(α
′|x)ϕ(β
′|y)ϕ(ey)
= ϕ(ex)ϕ(α
′|xβ
′|y + β′|yα′|x)ϕ(ey)
− ϕ(ex)ϕ(β
′|y)ϕ(α′|x)ϕ(ey)
= ϕ(ex)ϕ(α
′|xβ
′|y)ϕ(ey),
because β′|yα′|x = 0 and
ϕ(ex)ϕ(β
′|y)ϕ(α′|x)ϕ(ey) = ϕ(ex)ϕ((β|
y)′)ϕ((α|x)
′)ϕ(ey)
= ϕ(ex)ψ(β|
y)ψ(α|x)ϕ(ey)
= ϕ(ex)ψ(β|
y
x)ψ(α|
y
x)ϕ(ey)
= ϕ(ex)ψ(βxyexy)ψ(αxyexy)ϕ(ey)
= ϕ(ex)ψ(β)ϕ(ey)ϕ(ex)ψ(α)ϕ(ey)
= 0
by (5) and (22). Now using Lemmas 2.9 and 2.13 and (13) and (20) we get
ϕ(ex)ϕ(α
′|xβ
′|y)ϕ(ey) = ϕ(ex)ϕ((α
′β′)|yx)ϕ(ey)
= ϕ(ex)ϕ((αβ)
′|yx)ϕ(ey)
= ϕ(ex)ϕ((αβ)
′
xyexy)ϕ(ey)
= ϕ(ex)ϕ(αβ)ϕ(ey)
= ϕ(ex)ψ(αβ)ϕ(ey),
whence
ϕ(ex)ψ(α)ψ(β)ϕ(ey) = ϕ(ex)ψ(αβ)ϕ(ey).
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Now, by (3), (18), (30), (31) and (34)
ϕ(ey)ψ(α)ψ(β)ϕ(ex) = ϕ(ey)ψ(α|y)ψ(β|
x)ϕ(ex)
= ϕ(ey)ϕ((α|y)
′)ϕ((β|x)′)ϕ(ex)
= ϕ(ey)ϕ(α
′|y)ϕ(β
′|x)ϕ(ex)
= ϕ(ey)ϕ(α
′|yβ
′|x + β′|xα′|y)ϕ(ex)
− ϕ(ey)ϕ(β
′|x)ϕ(α′|y)ϕ(ex)
= −ϕ(ey)ϕ(β
′|x)ϕ(α′|y)ϕ(ex),
because α′|yβ′|x = β′|xα′|y = 0, by Lemma 2.9. But
ϕ(ey)ϕ(β
′|x)ϕ(α′|y)ϕ(ex) = ϕ(ey)ϕ((β|
x)′)ϕ((α|y)
′)ϕ(ex)
= ϕ(ey)ψ(β|
x)ψ(α|y)ϕ(ex)
= ϕ(ey)ψ(β|
x
y)ψ(α|
x
y)ϕ(ex)
= 0,
because β|xy = α|
x
y = 0. On the other hand, ϕ(ey)ψ(αβ)ϕ(ex) = 0, by (21). Hence
ϕ(ex)ψ(α)ψ(β)ϕ(ey) + ϕ(ey)ψ(α)ψ(β)ϕ(ex) = ϕ(ex)ψ(αβ)ϕ(ey) + ϕ(ey)ψ(αβ)ϕ(ex).
Finally, consider x = y. By (3), (18), (30), (31) and (34) and Lemma 2.9
ϕ(ex)ψ(α)ψ(β)ϕ(ex) = ϕ(ex)ψ(α|x)ψ(β|
x)ϕ(ex)
= ϕ(ex)ϕ((α|x)
′)ϕ((β|x)′)ϕ(ex)
= ϕ(ex)ϕ(α
′|x)ϕ(β
′|x)ϕ(ex)
= ϕ(ex)ϕ(α
′|xβ
′|x + β′|xα′|x)ϕ(ex)
− ϕ(ex)ϕ(β
′|x)ϕ(α′|x)ϕ(ex)
= ϕ(ex)ϕ(β
′|xα′|x)ϕ(ex)
− ϕ(ex)ϕ(β
′|x)ϕ(α′|x)ϕ(ex).
By (10), ϕ(ex)ϕ(β
′|xα′|x)ϕ(ex) = ϕ((β′|xα′|x)xxex) = 0, because β′|xα′|x ∈ FZ(C)
and using (18), (30), (31) and (34)
ϕ(ex)ϕ(β
′|x)ϕ(α′|x)ϕ(ex) = ϕ(ex)ϕ((β|
x)′)ϕ((α|x)
′)ϕ(ex)
= ϕ(ex)ψ(β|
x)ψ(α|x)ϕ(ex)
= ϕ(ex)ψ(β|
x
x)ψ(α|
x
x)ϕ(ex)
= 0,
because β|xx = α|
x
x = 0. We also have ϕ(ex)ψ(αβ)ϕ(ex) = 0, by (21). It follows
that
ϕ(ex)ψ(α)ψ(β)ϕ(ex) = ϕ(ex)ψ(αβ)ϕ(ex).
Therefore, by Lemma 2.2, we conclude that ψ(αβ) = ψ(α)ψ(β).
In an analogous way one proves that θ is an anti-homomorphism FZ(C)→ A. 
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2.3. Decomposition of ϕ into a near-sum. The idea now is to extend ψ and θ
to the whole FI(C) in order to obtain a decomposition of ϕ into a near-sum.
Lemma 2.15. Let ϕ : FI(C) → A be a Jordan isomorphism and ψ : FZ(C) → A
as defined at (18). If α ∈ D(C) and β ∈ FZ(C), then
ψ(αβ) = ϕ(α)ψ(β). (42)
Proof. We will use Lemma 2.2. Let x < y. Since αβ ∈ FZ(C), we have
ϕ(ex)ψ(αβ)ϕ(ey) + ϕ(ey)ψ(αβ)ϕ(ex) = ϕ(ex)ϕ(αβ)ϕ(ey) (43)
= ϕ(ex)ϕ((αβ)xyexy)ϕ(ey) (44)
= ϕ(ex)ϕ(αxxβxyexy)ϕ(ey), (45)
where equality (43) follows from (20) and (21), equality (44) follows from (11),
and (45) uses the fact that α ∈ D(C).
On the other hand, since eyα = αey, by (4) we have
ϕ(ey)ϕ(α)ψ(β)ϕ(ex) = ϕ(α)ϕ(ey)ψ(β)ϕ(ex) = 0, (46)
where the last equality follows from (21). Furthermore, by (1), (4), (10) and (20)
ϕ(ex)ϕ(α)ψ(β)ϕ(ey) = ϕ(ex)ϕ(α)ϕ(ex)ψ(β)ϕ(ey) = ϕ(ex)ϕ(αxxexx)ϕ(β)ϕ(ey).
(47)
Now by (3)
ϕ(αxxexx)ϕ(β) = ϕ(αxxexxβ + βαxxexx)− ϕ(β)ϕ(αxxexx).
Since ϕ(αxxexx)ϕ(ey) = 0 in view of (5), we obtain from (20), (26) and (47)
ϕ(ex)ϕ(α)ψ(β)ϕ(ey) = ϕ(ex)ϕ(αxxexxβ + βαxxexx)ϕ(ey)
= ϕ(ex)ψ(αxxexxβ + βαxxexx)ϕ(ey)
= ϕ(ex)ψ((αxxexxβ + βαxxexx)|
y
x)ϕ(ey)
= ϕ(ex)ψ(αxxβxyexy)ϕ(ey)
= ϕ(ex)ϕ(αxxβxyexy)ϕ(ey).
Combining this with (45) and (46) we have
ϕ(ex)ψ(αβ)ϕ(ey)+ϕ(ey)ψ(αβ)ϕ(ex) = ϕ(ex)ϕ(α)ψ(β)ϕ(ey)+ϕ(ey)ϕ(α)ψ(β)ϕ(ex).
Moreover, for any x ∈ Ob C
ϕ(ex)ϕ(α)ψ(β)ϕ(ex) = ϕ(α)ϕ(ex)ψ(β)ϕ(ex) = 0.
The last equality follows from (21), as well as the equality ϕ(ex)ψ(αβ)ϕ(ex) = 0.
Hence (42) holds by Lemma 2.2. 
Remark 2.16. By a similar computation one proves that if α ∈ FZ(C) and β ∈
D(C), then ψ(αβ) = ψ(α)ϕ(β).
Let us now extend ψ and θ to the additive maps ψ˜ and θ˜ defined on the whole
ring FI(C) by means of
ψ˜(α) = ϕ(αD) + ψ(αZ), (48)
θ˜(α) = ϕ(αD) + θ(αZ). (49)
The following theorem is the main result of Section 2.
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Theorem 2.17. Let ϕ : FI(C)→ A be a Jordan isomorphism and ψ˜, θ˜ : FI(C)→
A as defined in (48) and (49). Then ϕ is the near sum of ψ˜ and θ˜ with respect to
D(C) and FZ(C). Moreover,
(i) ψ˜ is a homomorphism if and only if ϕ|D(C) is a homomorphism;
(ii) θ˜ is an anti-homomorphism if and only if ϕ|D(C) is an anti-homomorphism.
In particular, if both (i) and (ii) are true, then D(C) is a commutative ring.
Proof. Clearly ψ˜ and θ˜ are additive maps such that ϕ|D(C) = ψ˜|D(C) = θ˜|D(C) and,
by Proposition 2.5, ϕ|FZ(C) = ψ˜|FZ(C) + θ˜|FZ(C).
It remains to prove that, given α, β ∈ FZ(C), the products ψ˜(α)θ˜(β) and
θ˜(β)ψ˜(α) are zero. We shall show that ψ˜(α)θ˜(β) = 0, leaving the proof of θ˜(β)ψ˜(α) =
0, which is analogous, to the reader.
Let α, β ∈ FZ(C). Then ψ˜(α) = ψ(α) and θ˜(β) = θ(β). So we need to prove that
ψ(α)θ(β) = 0. Our main tool will be Lemma 2.2. Taking an arbitrary x ∈ Ob C,
we have by (18), (19), (30) and (33)
ϕ(ex)ψ(α)θ(β)ϕ(ex) = ϕ(ex)ψ(α|x)θ(β|x)ϕ(ex) = ϕ(ex)ϕ((α|x)
′)ϕ((β|x)
′′)ϕ(ex).
(50)
But
ϕ((α|x)
′)ϕ((β|x)
′′) = ϕ((α|x)
′(β|x)
′′ + (β|x)
′′(α|x)
′)− ϕ((β|x)
′′)ϕ((α|x)
′)
thanks to (3), and
ϕ(ex)ϕ((α|x)
′(β|x)
′′)ϕ(ex) = 0 = ϕ(ex)ϕ((β|x)
′′(α|x)
′)ϕ(ex)
in view of (10) and the fact that (α|x)′, (β|x)′′ ∈ FZ(C). Therefore, (50) equals
−ϕ(ex)ϕ((β|x)
′′)ϕ((α|x)
′)ϕ(ex) = −ϕ(ex)θ(β|x)ψ(α|x)ϕ(ex)
= −ϕ(ex)θ(β|
x
x)ψ(α|
x
x)ϕ(ex)
= 0.
Here we have used (18), (19), (31) and (32) and the easy observations that α|xx =
αxxexx = 0 and similarly β|xx = 0. Now take x < y and notice from (3), (30)
and (33) that
ϕ(ex)ψ(α)θ(β)ϕ(ey) = ϕ(ex)ψ(α|x)θ(β|y)ϕ(ey)
= ϕ(ex)ϕ((α|x)
′)ϕ((β|y)
′′)ϕ(ey)
= ϕ(ex)ϕ((α|x)
′(β|y)
′′ + (β|y)
′′(α|x)
′)ϕ(ey) (51)
− ϕ(ex)ϕ((β|y)
′′)ϕ((α|x)
′)ϕ(ey). (52)
The summand (52) is
−ϕ(ex)θ(β|y)ψ(α|x)ϕ(ey) = −ϕ(ex)θ(β|
x
y)ψ(α|
y
x)ϕ(ey) = 0
14 ROSALI BRUSAMARELLO, E´RICA Z. FORNAROLI, AND MYKOLA KHRYPCHENKO
in view of (18), (19), (31) and (32) and the fact that β|xy = 0. Furthermore,
use (i)–(iii) of Lemma 2.9, (17), (20) and (26) to transform (51) into
ϕ(ex)ψ((α|x)
′(β|y)
′′ + (β|y)
′′(α|x)
′)ϕ(ey)
= ϕ(ex)ψ(((α|x)
′(β|y)
′′ + (β|y)
′′(α|x)
′)|yx)ϕ(ey)
= ϕ(ex)ψ((α|x)
′|x(β|y)
′′|y + (β|y)
′′|x(α|x)
′|y)ϕ(ey)
= ϕ(ex)ψ((α|x)
′|x(β|y − (β|y)
′)|y + (β|y − (β|y)
′)|x(α|x)
′|y)ϕ(ey)
= −ϕ(ex)ψ((α|x)
′|x(β|y)
′|y + (β|y)
′|x(α|x)
′|y)ϕ(ey)
= −ϕ(ex)ψ(((α|x)
′(β|y)
′ + (β|y)
′(α|x)
′)|yx)ϕ(ey)
= −ϕ(ex)ψ((α|x)
′(β|y)
′ + (β|y)
′(α|x)
′))ϕ(ey)
= −ϕ(ex)ϕ((α|x)
′(β|y)
′ + (β|y)
′(α|x)
′)ϕ(ey).
In view of (3), (18), (19), (30) and (31) the latter is
− ϕ(ex)ϕ((α|x)
′)ϕ((β|y)
′)ϕ(ey)− ϕ(ex)ϕ((β|y)
′)ϕ((α|x)
′)ϕ(ey)
= −ϕ(ex)ψ(α|x)ψ(β|y)ϕ(ey)− ϕ(ex)ψ(β|y)ψ(α|x)ϕ(ey)
= −ϕ(ex)ψ(α|x)ψ(β|
y
y)ϕ(ey)− ϕ(ex)ψ((β|y)|x)ψ(α|x)ϕ(ey)
= 0,
as β|yy = 0 = (β|y)|x. Consequently, ϕ(ex)ψ(α)θ(β)ϕ(ey) = 0. The argument that
proves ϕ(ey)ψ(α)θ(β)ϕ(ex) = 0 is totally symmetric (just switch x and y in the
proof above). Thus,
ϕ(ex)ψ(α)θ(β)ϕ(ey) + ϕ(ey)ψ(α)θ(β)ϕ(ex) = 0
for all x < y. By Lemma 2.2 the product ψ(α)θ(β) is zero.
For the second statement of the theorem take α, β ∈ FI(C). Write α = αD +αZ
and β = βD + βZ . Then
αβ = αDβD + αDβZ + αZβD + αZβZ .
Since D(C) is a subring of FI(C) and FZ(C) is an ideal of FI(C), we have that
αDβD ∈ D(C) and αDβZ , αZβD, αZβZ ∈ FZ(C). If ψ˜ is a homomorphism, then,
obviously, ψ˜|D(C) = ϕ|D(C) is a homomorphism. Conversely, combining the fact that
ψ˜|D(C) = ϕ|D(C) is a homomorphism with Proposition 2.14, Lemma 2.15, and Re-
mark 2.16, one can show that ψ˜(αβ) = ψ˜(α)ψ˜(β), that is, ψ˜ is a homomorphism.
This proves (i). The proof of (ii) is similar. 
As a consequence, we obtain [4, Theorem 3.13] without using the results of [1]
and thus without the restriction that R is 2-torsionfree.
Corollary 2.18. Let P be a poset, R a commutative ring and A an R-algebra.
Then each R-linear Jordan isomorphism ϕ : FI(P,R) → A is the near sum of a
homomorphism and an anti-homomorphism with respect to D(P,R) and FZ(P,R).
Proof. Indeed, it was proved in [4, Proposition 3.3] that ϕ|D(P,R) is a homomor-
phism and an anti-homomorphism at the same time. 
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3. Jordan isomorphisms of FI(P,R)
Observe that the condition that ϕ|D(C) is a homomorphism or an anti-homo-
morphism from Theorem 2.17 may fail for C = C(P,R), where P is a quasiordered
set, which is not a poset and R is a commutative ring. Indeed, suppose that
1 < |P | < ∞ and x ≤ y for all x, y ∈ P , so that P = x¯ = {y ∈ P | y ∼ x} for an
arbitrary fixed x ∈ P . In this case FI(C) coincides with D(C) and is isomorphic
to the full matrix ring Mn(R), where n = |P |. If R has a non-trivial idempotent
e, then the map J(A) = eA + (1 − e)AT , where AT is the transpose of A, is a
Jordan automorphism of Mn(R), which is neither a homomorphism, nor an anti-
homomorphism. This is a particular case of the example given in the introduction
of [2]. Notice also that in this case J is the sum of a homomorphism and an anti-
homomorphism, which is true for an arbitrary Jordan homomorphism of Mn(R) by
[5, Theorem 7].
The above example shows that it would be natural to find some sufficient condi-
tions under which a Jordan isomorphism ϕ : FI(C) → A could be decomposed as
the sum of a homomorphism and an anti-homomorphism. Our final aim will be to
prove the existence of such a decomposition in the case C = C(P,R), but we start
with the results which hold in the general situation.
3.1. Decomposition of ϕ|D(C). Since we already know by Propositions 2.5 and 2.14
that ϕ|FZ(C) = ψ+θ, where ψ is a homomorphism and θ is an anti-homomorphism,
our first goal will be to find (under certain conditions) a similar decomposition for
ϕ|D(C).
For each x ∈ ObC we introduce the following notations
D(C)x = {αxxexx | αxx ∈Mor(x, x)} ⊆ D(C),
ϕx = ϕ|D(C)x : D(C)x → ϕ(D(C)x).
Observe that D(C)x is a ring with identity ex, D(C)x ∼= Mor(x, x) and D(C) ∼=∏
x∈ObC D(C)x.
Lemma 3.1. Let ϕ : R → S be a Jordan isomorphism of associative rings. Then
for any idempotent e ∈ R, the set ϕ(eRe) is a ring under the operations of S.
Proof. Clearly, ϕ(eRe) is a subgroup of the additive group of S. Let r, s ∈ eRe.
Since ϕ is surjective, there exists t ∈ R such that
ϕ(r)ϕ(s) = ϕ(t). (53)
The idempotent e is the identity of eRe, so ϕ(e)ϕ(r) = ϕ(r) and ϕ(s)ϕ(e) = ϕ(s)
by (4). Therefore, in view of (2) and (53),
ϕ(ete) = ϕ(e)ϕ(t)ϕ(e) = ϕ(e)ϕ(r)ϕ(s)ϕ(e) = ϕ(r)ϕ(s) = ϕ(t),
whence t = ete thanks to the injectivity of ϕ. Thus, ϕ(eRe) is closed under the
multiplication in S, so it is a ring with identity ϕ(e). 
Corollary 3.2. Let ϕ : FI(C) → A be a Jordan isomorphism. Then for each
x ∈ ObC the set ϕ(D(C)x) is a ring under the operations of A.
Proof. Indeed, D(C)x = exFI(C)ex. 
Lemma 3.3. Let ϕ : FI(C)→ A be a Jordan isomorphism. Then ϕ|D(C) : D(C)→
A is the sum of a homomorphism and an anti-homomorphism if and only if for each
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x ∈ ObC the restriction ϕx : D(C)x → ϕ(D(C)x) is the sum of a homomorphism
and an anti-homomorphism.
Proof. The “only if” part is obvious, so we only need to prove the “if” part. Let
ϕx = ψx + θx (54)
be the decomposition of ϕx, where ψx, θx : D(C)x → ϕ(D(C)x) are a homomorphism
and an anti-homomorphism, respectively. For α =
∑
x∈ObC αxxexx ∈ D(C) we have
ψx(αxxexx) ∈ ϕ(D(C)x) for each x ∈ ObC, so there exists α˜xxexx ∈ D(C)x such
that
ψx(αxxexx) = ϕ(α˜xxexx). (55)
Similarly, for each x ∈ ObC, there exists ˜˜αxxexx ∈ D(C)x such that
θx(αxxexx) = ϕ(˜˜αxxexx). (56)
Let
α˜ =
∑
x∈ObC
α˜xxexx and ˜˜α =
∑
x∈ObC
˜˜αxxexx
and define ψ, θ : D(C)→ A by
ψ(α) = ϕ(α˜) and θ(α) = ϕ(˜˜α). (57)
For each x ∈ Ob C, by (54)–(56)
ϕ(αxxexx) = ϕx(αxxexx) = ψx(αxxexx) + θx(αxxexx)
= ϕ(α˜xxexx) + ϕ(˜˜αxxexx)
= ϕ((α˜xx + ˜˜αxx)exx).
Since ϕ is injective, αxxexx = (α˜xx + ˜˜αxx)exx, for each x ∈ ObC. Hence,
α = α˜+ ˜˜α,
and consequently
ϕ(α) = ϕ(α˜ + ˜˜α) = ψ(α) + θ(α) = (ψ + θ)(α)
in view of (57). Thus ϕ|D(C) = ψ + θ.
Now, we show that ψ is a homomorphism. Let us first prove that ψ is additive.
Take
α =
∑
x∈ObC
αxxexx, β =
∑
x∈ObC
βxxexx ∈ D(C).
For each x ∈ Ob C, using (55), we have
ϕ((α˜xx + β˜xx)exx) = ϕ(α˜xxexx) + ϕ(β˜xxexx) = ψx(αxxexx) + ψx(βxxexx)
= ψx((α+ β)xxexx) = ϕ( ˜(α+ β)xxexx),
so α˜+ β˜ = α˜+ β. It follows by (57) that
ψ(α + β) = ϕ(α˜+ β) = ϕ(α˜+ β˜) = ϕ(α˜) + ϕ(β˜) = ψ(α) + ψ(β).
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In order to show that ψ(αβ) = ψ(α)ψ(β), we will use Lemma 2.2. Let u ∈ Ob C.
By (2), (8) and (57) we have
ϕ(eu)ψ(αβ)ϕ(eu) = ϕ(eu)ϕ(α˜β)ϕ(eu) = ϕ(euα˜βeu) = ϕ((α˜β)uueuu)
= ψu((αβ)uueuu) = ψu(αuueuu)ψu(βuueuu) = ϕ(α˜uueuu)ϕ(β˜uueuu)
= ϕ(euα˜eu)ϕ(euβ˜eu) = ϕ(eu)ϕ(α˜)ϕ(eu)ϕ(eu)ϕ(β˜)ϕ(eu).
In view of the fact that eu is a central idempotent of D(C) and (4), the last product
equals
ϕ(eu)
2ϕ(α˜)ϕ(β˜)ϕ(eu)
2 = ϕ(eu)ϕ(α˜)ϕ(β˜)ϕ(eu) = ϕ(eu)ψ(α)ψ(β)ϕ(eu).
Now, consider u, v ∈ ObC, u < v. Since the central idempotents eu and ev are
orthogonal, equalities (5) and (57) imply
ϕ(eu)ψ(αβ)ϕ(ev) + ϕ(ev)ψ(αβ)ϕ(eu) = ϕ(eu)ϕ(α˜β)ϕ(ev) + ϕ(ev)ϕ(α˜β)ϕ(eu)
= ϕ(eu)ϕ(ev)ϕ(α˜β) + ϕ(ev)ϕ(eu)ϕ(α˜β) = 0.
Similarly,
ϕ(eu)ψ(α)ψ(β)ϕ(ev) + ϕ(ev)ψ(α)ψ(β)ϕ(eu)
= ϕ(eu)ϕ(α˜)ϕ(β˜)ϕ(ev) + ϕ(ev)ϕ(α˜)ϕ(β˜)ϕ(eu) = 0.
It follows that
ϕ(eu)ψ(αβ)ϕ(ev)+ϕ(ev)ψ(αβ)ϕ(eu) = ϕ(eu)ψ(α)ψ(β)ϕ(ev)+ϕ(ev)ψ(α)ψ(β)ϕ(eu).
By Lemma 2.2, ψ(αβ) = ψ(α)ψ(β), and therefore ψ is a homomorphism.
The proof that θ is an anti-homomorphism is analogous. 
3.2. Decomposition of ϕ into a sum. Let ϕ : FI(C)→ A be a Jordan isomor-
phism and write ϕ|FZ(C) = ψZ + θZ , where ψZ and θZ are given by (18) and (19).
Assume also that for all x ∈ Ob C the map ϕx is the sum (54) of a homomorphism
ψx and an anti-homomorphism θx, and let ϕ|D(C) = ψD + θD be the corresponding
decomposition of ϕ|D(C) constructed in Lemma 3.3. Define ψ, θ : FI(C)→ A by
ψ(α) = ψD(αD) + ψZ(αZ), (58)
θ(α) = θD(αD) + θZ(αZ). (59)
We shall show that the properties of ψ and θ are determined by the local be-
havior of these maps. More precisely, given x, y ∈ ObC, we denote by {x, y}
the full subcategory of C whose objects are x and y. Identifying FI({x, y}) with
e{x,y}FI(C)e{x,y} ⊆ FI(C), we have the following result.
Lemma 3.4. The map ψ defined by (58) is a homomorphism if and only if for all
x < y and α, β ∈ FI({x, y})
ψx(αxxexx)ψZ(βxyexy) = ψZ(αxxβxyexy), (60)
ψZ(βxyexy)ψy(αyyeyy) = ψZ(βxyαyyexy). (61)
Similarly, θ given by (59) is an anti-homomorphism if and only if for all x < y and
α, β ∈ FI({x, y})
θZ(βxyexy)θx(αxxexx) = θZ(αxxβxyexy), (62)
θy(αyyeyy)θZ(βxyexy) = θZ(βxyαyyexy). (63)
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Proof. Since ψZ and ψD are homomorphisms, it is clear from (58) that ψ is a
homomorphism if and only if for all α ∈ D(C) and β ∈ FZ(C)
ψD(α)ψZ (β) = ψZ(αβ), (64)
ψZ(β)ψD(α) = ψZ(βα). (65)
Given arbitrary x < y, by (21) and (22) we have
ϕ(ex)ψZ(αβ)ϕ(ey) + ϕ(ey)ψZ(αβ)ϕ(ex) = ψZ(αxxβxyexy).
Now, since ex is a central idempotent of D(C), we obtain by (4), (10), (21), (22),
(55) and (57)
ϕ(ex)ψD(α)ψZ (β)ϕ(ey) = ϕ(ex)ϕ(α˜)ψZ(β)ϕ(ey)
= ϕ(ex)ϕ(α˜)ϕ(ex)ψZ(βxyexy)
= ϕ(α˜xxexx)ψZ(βxyexy)
= ψx(αxxexx)ψZ(βxyexy)
and
ϕ(ey)ψD(α)ψZ (β)ϕ(ex) = ϕ(ey)ϕ(α˜)ψZ(β)ϕ(ex)
= ϕ(α˜)ϕ(ey)ψZ(β)ϕ(ex) = 0.
Since also
ϕ(ex)ψZ(αβ)ϕ(ex) = 0 = ϕ(ex)ψD(α)ψZ(β)ϕ(ex)
thanks to (4), (21) and (57), we see that (64) is equivalent to (60) in view of
Lemma 2.2. Similarly, (65) is equivalent to (61).
The proof of the statement for θ is analogous. 
Lemma 3.5. Let C = C(P,R), where R is a commutative ring and P is a qua-
siordered set such that 1 < |x¯| < ∞ for every class x¯ ∈ P¯ . Let A be an R-algebra.
Then for each R-linear Jordan isomorphism ϕ : FI(C) → A and for every x¯ ∈ P¯
there exists a decomposition of ϕx¯ into the sum ψx¯ + θx¯ of a homomorphism ψx¯
and an anti-homomorphism θx¯, such that (60)–(63) hold.
Proof. Let x¯ < y¯ and consider Q ⊆ P , such that Q¯ = {x¯, y¯}. Observe that Q is a
finite quasiordered set, whose classes contain at least 2 elements. Moreover,
FI(Q,R) ∼= FI({x¯, y¯}),
so, the restriction ϕx¯,y¯ of ϕ to FI({x¯, y¯}) can be identified with a Jordan isomor-
phism FI(Q,R) → B, where B = ϕ(FI({x¯, y¯})) is an R-algebra by Lemma 3.1
and R-linearity of ϕ. It follows from Case 2 of [1] that
ϕx¯,y¯ = ϕ1 + ϕ2, (66)
where ϕ1, ϕ2 : FI({x¯, y¯}) → B are a homomorphism and an anti-homomorphism,
respectively. Moreover,
ϕ1(α) = ϕx¯,y¯(α)f, ϕ2(α) = ϕx¯,y¯(α)g (67)
for some pair of central orthogonal idempotents f, g ∈ B whose sum is the identity
of B.
By the construction of f in [1] we see that f = fx¯ + fy¯, where fx¯ and fy¯ are
orthogonal idempotents, fx¯ is a polynomial of the values of (ϕx¯,y¯)x¯ = ϕx¯, and fy¯ is
JORDAN ISOMORPHISMS OF THE FINITARY INCIDENCE RING OF A POCATEGORY 19
a polynomial of the values of ϕy¯. The idempotent g also has a similar decomposition
g = gx¯ + gy¯. Therefore, for all α ∈ D(C)x¯ using (4), (5) and (67) we have
ϕ1(α) = ϕx¯,y¯(α)f = ϕx¯(α)f = ϕx¯(α)ϕ(ex¯)(fx¯ + fy¯) = ϕx¯(α)fx¯, (68)
which shows that (ϕ1)x¯ depends only on x¯ and does not depend on y¯ with x¯ < y¯.
By the similar reason (ϕ2)x¯ depends only on x¯. Thus, we may define
ψx¯ = (ϕ1)x¯, θx¯ = (ϕ2)x¯. (69)
It follows from (66) that ϕx¯ = ψx¯ + θx¯.
Now take u ∈ x¯, v ∈ y¯ and denote by ǫuv ∈ Mor(x¯, y¯), ǫuu ∈ Mor(x¯, x¯), ǫvv ∈
Mor(y¯, y¯) the corresponding matrix units. Analyzing the proof of Case 2 of [1], one
has for all r ∈ R
ϕ(rǫuvex¯y¯)f = ϕ(ǫuuex¯x¯)ϕ(rǫuvex¯y¯)ϕ(ǫvvey¯y¯). (70)
But ex¯ = ǫuuex¯x¯ + (ex¯ − ǫuuex¯x¯), where
(ex¯ − ǫuuex¯x¯) · rǫuvex¯y¯ = rǫuvex¯y¯ · (ex¯ − ǫuuex¯x¯) = 0.
Hence, ϕ(ǫuuex¯x¯)ϕ(rǫuvex¯y¯) = ϕ(ex¯)ϕ(rǫuvex¯y¯) by (5). Analogously, we obtain
ϕ(rǫuvex¯y¯)ϕ(ǫvvey¯y¯) = ϕ(rǫuvex¯y¯)ϕ(ey¯). It follows from (20), (22), (67) and (70)
that
ϕ1(rǫuvex¯y¯) = ϕ(ex¯)ϕ(rǫuvex¯y¯)ϕ(ey¯) = ψZ(rǫuvex¯y¯).
Consequently,
ϕ1(αx¯y¯ex¯y¯) = ψZ(αx¯y¯ex¯y¯) (71)
for arbitrary αx¯y¯ ∈Mor(x¯, y¯). Similarly
ϕ2(αx¯y¯ex¯y¯) = θZ(αx¯y¯ex¯y¯).
Since ϕ1 is a homomorphism, we have by (69) and (71)
ψx¯(αx¯x¯ex¯x¯)ψZ(βx¯y¯ex¯y¯) = ϕ1(αx¯x¯ex¯x¯)ϕ1(βx¯y¯ex¯y¯) = ϕ1(αx¯x¯βx¯y¯ex¯y¯)
= ψZ(αx¯x¯βx¯y¯ex¯y¯).
Thus, ψx¯ satisfies (60). The proof that it also satisfies (61) is similar. Analogously
one proves (62) and (63). 
We are ready to prove the main result of Section 3.
Theorem 3.6. Let R be a commutative ring and P a quasiordered set such that
1 < |x¯| < ∞ for all x¯ ∈ P¯ . Let A be an R-algebra. Then each R-linear Jordan
isomorphism ϕ : FI(P,R) → A is the sum of a homomorphism and an anti-
homomorphism.
Proof. By Lemma 3.5, for every x¯ ∈ P¯ there is a decomposition ϕx¯ = ψx¯+θx¯ of ϕx¯
where ψx¯ and θx¯ are a homomorphism and an anti-homomorphism, respectively,
for which (60)–(63) hold. By Lemmas 3.3 and 3.4 this leads to a decomposition
ϕ|D(C) = ψD + θD, such that the maps ψ and θ given by (58) and (59) are a
homomorphism and an anti-homomorphism, respectively. Obviously, ϕ = ψ+θ. 
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