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a b s t r a c t
In this paper we consider discrete time Geo/G/1 queue with single server vacation and
variable input rate. Using renewal process, probability decomposition technique and
u-transform, we derive the recursive expressions of the queue length distributions at
epochs n−, n+, and n. The results obtained in this paper indicate that the equilibriumqueue
length distribution no longer follows the stochastic decomposition discipline. Furthermore
we derive the important relations between equilibrium queue length distributions at
different epochs (n−, n+, n).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Relative to the continuous time queue, discrete time queue was closer to the computer and communication networks
and thus it attracted much interest from researchers’ concerned about it. In theory, it had produced a large number of
research results [1–4]. These results were widely used in practice [5–9] (especially in the digital communications network
performance analysis). In recent years, driven by the gateway router modeling analysis of optical fiber communications,
Servi and Finn [4] led in the introduction of service rate and vacation-related variable service rate queue toworking vacation
queue. Wu and Takagi [5] made the working vacation extend to M/G/1 queue. Recently, Li and Tian [10] used the matrix
analytic method to analyze Geo/G/1 queue with working vacation. Relative to the working vacation queue, a queue with
variable service rate, this paper presents another queuewith variable input rate in which the customer arrival rate is related
to server vacation.
In fact, the input rate of the system has something to do with whether the server is on guard. A case about it exists in
the order management of SC (Supply Chain), when a random arrival customer with input rate λ finds that the server of the
system is on vacation (or the system is under repair) he will cancel the orders with probability p. As a result, the order input
rate during the period in which the server is on guard is different from the one during server vacations (λ and λ(1 − p),
respectively). The variable input rate of orders will affect some important performance measures [11] like queue length of
the orders, waiting times (customer dissatisfaction), probability that any delay will occur, probability that the total delay is
greater than a predetermined value, probability that all service facilities will be idle, expected idle time of the total facility,
and so on.
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On the other hand, with regard to the research of Geo/G/1 and its variants, most of the literature used embedding
Markov Chainmethod ormatrix analyticmethod to study equilibriumqueue length distribution and only obtained the P.G.F.
(probability generating function) of the distribution at the departure epoch. But there was no literature about queue length
distributions at epochs n−, n+ and n, where n− and n+ represent lim1t→0(t + |1t|) and lim1t→0(t − |1t|), respectively.
With regard to the complexity of how to express queue length distribution, there was no explicit expression of the queue
length distribution given in any literature.
Based on the reasons above, we consider a queuing system Geo/G/1 with single server vacation in which the customer
arrival and server vacation are related. Using a different approach (renewal process theory, probability decomposition
technique and u-transform), we derive the recursive expressions of the queue length distribution at three kinds of time
points (n−, n+, n). The conclusion given in this paper reveals that the equilibriumqueue length distribution no longer has the
stochastic decomposition properties. Finally, we obtain the important relationship of equilibriumqueue length distributions
at three types of time points (n−, n+, n). The description of the system is as follows.
The model discussed in this paper is under LAS-DA (late arrival system with delayed access) setup [1], that means
customer arrival occurs only within (n−, n). When the server is on guard the customer arrival intervals, τ (1)i (i ≥ 1),
are independent identically distributed random variables generated by a geometric distribution P{τ (1)i = j} = λ1(1 −
λ1)
j−1, (j = 1, 2, . . . , 0 < λ1 < 1); The customer arrival intervals during server vacation, τ (2)i (i ≥ 1), are independent
identically distributed randomvariables generated by another geometric distribution P{τ (2)i = j} = λ2(1−λ2)j−1, (j = 1, 2,
. . . , 0 < λ2 < 1). The beginning of service and the departure of customer occur only within (n, n+). The service times,
χi (i ≥ 1), are independent and have a identical arbitrary distribution gj = P{χi = j} (j = 1, 2, . . .) with P.G.F.
G(z) =∑∞j=1 z jgj and average service time E[χi] = α.
The server takes exhaustive service and single vacation discipline [2], the length of every server vacation V satisfies the
arbitrary distribution P{V = k} = vk (k = 1, 2, . . .) with P.G.F. V (z) = ∑∞j=1 z jvj. Furthermore, we suppose there is no
customer arrival in (0−, 0) and no departure in (0, 0+), the customer arrival process, service process and server vacation are
independent of each other. Wemark the model with Geoλ1,λ2/G/1(ES, SV ) in this paper and let N(n−),N(n),N(n+) denote
the queue length at corresponding epochs n−, n, n+.
Definition 1 (‘‘Server Busy Period’’). The interval from the beginning of service for the customer to the epoch when the
system becomes empty is called server busy period.
We denote by b the server busy period initiated with one customer. Similarly to the discussions in Ref. [2], we have the
following lemma.
Lemma 1. Let B(z) = ∑∞j=1 P{b = j} · z j be the P.G.F. of b in Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA. For|z| < 1, B(z) is the root of the following equation
B(z) = G[z − zλ1(1− B(z))],
and
E[b] = α
1− ρ , ρ < 1,
where ρ = λ1α.
Let b⟨i⟩ be the server busy period initiated with i customers, then b⟨i⟩ can be expressed as b⟨i⟩ = ∑iv=1 bv , where
b1, b2, . . . , bi are independent of each other and have the same distribution as the server busy period b. Thus the P.G.F.
of b⟨i⟩ is Bi(z).
Definition 2 (‘‘Server Idle Period’’). The interval from the ending point of the server vacation with no customer arrival until
to the point when the first customer arrives is called system idle period.
Our main objective is to derive the recursive expression of the equilibrium queue length distribution at epoch n in the
queue system described above. For this objective, the remainder of this paper is organized as follows. In Section 2, the
transient queue length distribution at epoch n+ during server busy period is given. In Sections 3 and 4, the transient and
equilibrium queue length distributions at epoch n+, respectively, are presented. In Section 5, the equilibrium queue length
distribution at epoch nis given. Finally, in order to test and apply the conclusions obtained in this paper, a special case and
some numerical examples are presented in Sections 6 and 7.
2. Transient queue length distribution at epoch n+ during server busy period
Let Qj(n+) = P{b > n+;N(n+) = j}, so Qj(n+) denote the probability of there being j customers present in the system
at epoch n+ during the interval (0, b], that means the server is busy all through the interval (0, n+] ((0, n+] ⊂ (0, b]).
q+j (u) =
∑∞
n=0 Qj(n+)un be the u-transform of Qj(n+), thus we have the following recursive expression of q
+
j (u).
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Theorem 1. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, for |u| < 1, j ≥ 1, the recursive formulae of q+j (u), j ≥ 1
are given by
q+j (u) =
∞−
n=0
un
∞−
k=n+1
gk ·

n
j− 1

λ
j−1
1 (1− λ1)n−j+1
+
j−1
l=0
q+j−l(u)
Bl+1(u)

G(Λ1)−
l−
k=1
gk ·Λk1 −
∞−
k=l+1
ukgk
l−
r=0

k
r

[λ1 · B(u)]r(1− λ1)k−r

,
whereΛ1 = u · [λ1B(u)+ 1− λ1].
Proof. Let χ1 denote the service time of the first customer served in the server busy period b and X the number of arrival
customers during χ1. Then
P{X = j} =
∞−
k=j
gk

k
j

λ
j
1(1− λ1)k−j, j ≥ 0.
We consider the customers who arrive in the system during χ1 as primary customers, and who arrive after the primary
customers as secondary customers. Let A1, A2, . . . , AX denote the primary customers. Since the service order of customers
is irrelevant to the server busy period, we introduce the following service order, primary customers are served in the order
of A1, A2, . . . , AX . After the service of each primary customer, however, the server serves every secondary customers until
there is no secondary customer at present. So the server busy period b is expressed by
b = χ1 + b1 + · · · + bX ,
where bi (i = 1, 2, . . . , X) denotes the interval from the epoch when the server begins to serve the ith primary customer to
thenext epochwhen the service of the (i+1)th primary customer begins. Hence bi (i = 1, 2, . . . , X) are independent random
variableswith the same distribution as b. Since the arrival intervals are generated by geometric distribution, the pointwhere
the server busy period ends is the renewal point. Using renewal process theory and total probability decomposition, we have
Qj(n+) = P{b > n+;N(n+) = j} = P{χ1 + b1 + · · · + bX > n+;N(n+) = j}
= P{χ1 > n+;N(n+) = j} + P{χ1 ≤ n+ < χ1 + b1 + · · · + bX ;N(n+) = j}
= P{χ1 > n+; j− 1 customer arrivals occur during (0, n+]}
+
n−
k=1
k−
i=0
yP{χ1 ≤ n+ < χ1 + b1 + · · · + bX ;N(n+) = j;χ1 = k; X = i}
=
∞−
k=n+1
gk

n
j− 1

λ
j−1
1 (1− λ1)n−j+1 +
n−
k=1
gk
k−
i=0

k
i

λi1(1− λ1)k−i
× P{b1 + · · · + bi > (n− k)+;N((n− k)+) = j}. (1)
If time point (n− k)+ locates in bm and N((n− k)+) = j, according to the introduction of service order, there are i− m
primary customers waiting for service. That implies, at epoch (n − k)+, the number of secondary customers at present is
equal to j− (i−m), hence the last term in Eq. (1) is
P{b1 + · · · + bi > (n− k)+;N((n− k)+) = j}
=
i−
m=1
P{b1 + · · · + bm−1 ≤ (n− k)+ < b1 + · · · + bm;N((n− k)+) = j}
=
i−
m=1
n−k
l=m−1
P{b1 + · · · + bm−1 = l} · P{bm > (n− k− l)+;N((n− k− l)+) = j− (i−m)}
=
i−
m=1
n−k
l=m−1
P{b1 + · · · + bm−1 = l} · Qj−i+m((n− k− l)+). (2)
Note that each bk (1 ≤ k ≤ i) follows the same probability properties as the server busy period b, thus the term
P{bm > (n− k− l)+;N((n− k− l)+) = j− (i−m)} in Eq. (2) is equal to
P{bm > (n− k− l)+;N((n− k− l)+) = j− (i−m)} = P{b > (n− k− l)+;N((n− k− l)+) = j− (i−m)}
= Qj−i+m((n− k− l)+).
Substituting (2) into (1) and taking u-transform on Qj(n+) yield the conclusion given by Theorem 1. 
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3. Transient queue length probability distribution at epoch n+
Let Plj(n+) = P{N(n+) = j|N(0+) = l} be the transition probability of there being j customers at epoch n+(n = 0, 1, . . .)
with initial state N(0+) = l and p+lj (u) =
∑∞
n=0 unPlj(n+). We obtain the transient queue length distribution at any epoch
n+ as follows
Theorem 2. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, let Sm =∑mk=1 τ (2)k , S0 = 0. If |u| < 1, j ≥ 1, then
p+00(u) =
1
(1− u+ λ2u) ·
1− u+ λ1u+ (λ2 − λ1)u · V (u− λ2u)
(1− u+ λ1u)

1− V (Λ2)+ V (u− λ2u)

− λ1uB(u) · V (u− λ2u)
,
p+l0(u) = Bl(u) · p+00(u),
p+0j(u) =
λ1u · V (u− λ2u) · q+j (u)+ (1− u+ λ1u)[Ω1(u)+Ω2(u)]
[1− V (Λ2)+ V (u− λ2u)](1− u+ λ1u)− λ1uB(u)V (u− λ2u) ,
p+lj (u) =
l−
m=1
Bm−1(u) · q+j−l+m(u)+ Bl(u) · p+0j(u),
where
Λ2 = λ2uB(u)+ u− uλ2,
Ω1(u) =
∞−
n=0
P{V > n}

n
j

λ
j
2(1− λ2)n−jun,
Ω2(u) =
j−1
i=0
q+j−i(u)
Bi+1(u)

V (Λ2)−
i−
s=1
Λs2P{V = s} −
∞−
k=i+1
i−
r=0

k
r

(λ2B(u))r(1− λ2)k−rukP{V = k}

,
q+j (u) is determined by Theorem 1.
Proof. Since the system is renewal process alternates with server busy period, server vacation and server idle period, state
N(n+) = 0 shows that epoch n+ locates in server vacation with no customer or server idle period. Because all of the
beginning and ending epochs of the server busy period or server vacation are renewal points, using renewal process theory
and total probability decomposition, we have
(1)P00(n+) = P{N(n+) = 0; τ (2)1 > V } + P{N(n+) = 0; τ (2)1 ≤ V }
= P{τ (2)1 > V ; V > n+} + P{τ (2)1 > V ; V ≤ n+ < V + τ (1)1 }
+ P{N(n+) = 0; τ (2)1 > V ; V + τ (1)1 ≤ n+}
+ P{τ (2)1 ≤ V ; τ (2)1 > n+} + P{N(n+) = 0; τ (2)1 ≤ V ; τ (2)1 ≤ n+}
=
∞−
i=n+1
P{V = i}(1− λ2)i +
n−
i=1
P{V = i}(1− λ2)i(1− λ1)n−i
+
n−
i=1
P{V = i}(1− λ2)i
n−i−
k=1
P{τ (1)1 = k}P10((n− i− k)+)
+
∞−
i=n+1
λ2(1− λ2)i−1P{V ≥ i} +
n−
r=1
P{N(n+) = 0; V ≤ n; Sr ≤ V < Sr+1}. (3)
The ‘‘Sr ≤ V < Sr+1’’ in Eq. (3) means r customer arrivals occur during V . So the last term in Eq. (3) is
∞−
i=1
P{V = i}
i−
r=1

i
r

λr2(1− λ2)i−rPr0((n− i)+). (4)
Substituting (4) into (3) and taking u-transform on Eq. (3), we get
p+00(u) =
1
1− u+ λ2u +
(λ2 − λ1)u · V (u− λ2u)
(1− u+ λ1u)(1− u+ λ2u) +
λ1u · p+10(u)
1− u+ λ1u · V (u− λ2u)
+
∞−
i=1
P{V = i}ui
i−
r=1

i
r

λr2(1− λ2)i−rp+r0(u). (5)
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For 1 ≤ l, we have
Pl0(n+) = P{N(n+) = 0|N(0+) = l} = P{N(n+) = 0; b⟨l⟩ ≤ n+}
=
n−
i=l
P{b⟨l⟩ = i}P00((n− i)+). (6)
Taking u-transform on Eq. (6), we get
p+l0(u) = Bl(u) · p+00(u). (7)
Solving Eqs. (5) and (7) leads to the expressions of p+00(u) and p
+
l0(u) provided in Theorem 2.
(2) For 1 ≤ j, stating N(n+) = j indicates that epoch n+ locates in server busy period or server vacation with j customers
waiting for service, so
P0j(n+) = P{N(n+) = j; τ (2)1 > V } + P{N(n+) = j; τ (2)1 ≤ V }
= P{N(n+) = j; τ (2)1 > V ; V + τ (1)1 ≤ n+} + P{N(n+) = j; τ (2)1 ≤ V ; τ (2)1 ≤ n+ < V }
+ P{N(n+) = j; τ (2)1 ≤ V ; V ≤ n+}
=
n−
i=1
P{V = i}
n−i−
k=1
P{τ (1)1 = k}P{τ (2)1 > i}P1j((n− i− k)+)
+ P{Sj ≤ n+⟨Sj+1; V ⟩n+} +
n−
i=1
P{V = i}
i−
r=1
P{N(n+) = j; Sr ≤ i < Sr+1}
=
n−
i=1
P{V = i}
n−i−
k=1
λ1(1− λ1)k−1(1− λ2)iP1j((n− i− k)+)
+

n
j

λ
j
2(1− λ2)n−jP{V > n+} +
n−
i=1
P{V = i}
i−
r=1

i
r

λr2(1− λ2)i−rPrj((n− i)+). (8)
Taking u-transform on Eq. (8), we get
p+0j(u) =
λ1u · V (u− λ2u) · p+1j(u)
1− u+ λ1u +
∞−
n=0

n
j

λ
j
2(1− λ2)n−jP{V > n+}un
+
∞−
i=1
P{V = i}ui
i−
r=1

i
r

λr2(1− λ2)i−rp+rj (u). (9)
For 1 ≤ l, we have
Plj(n+) = P{N(n+) = j; b⟨l⟩ > n+} + P{N(n+) = j; b⟨l⟩ ≤ n+}
= P{N(n+) = j; b⟨l⟩ > n+} +
n−
i=l
P{b⟨l⟩ = i}P0j((n− i)+). (10)
Since b⟨l⟩ can be expressed by b⟨l⟩ = b1+ b2+ · · ·+ bl, where b1, b2, . . . , bl are independent from each other with the same
distribution as the server busy period b, applying the technique used in (2), the first item in Eq. (10) is
P{N(n+) = j; b⟨l⟩ > n+} =
l−
m=1
n−
l=m−1
P{b1 + · · · + bm−1 = l} · Qj−l+m((n− l)+). (11)
Substituting (11) into (10) and taking u-transform on Eq. (10) yield
p+lj (u) =
l−
m=1
Bm−1(u) · q+j−l+m(u)+ Bl(u) · p+0j(u). (12)
Solving Eqs. (9) and (12) leads to the expressions of p+0j(u) and p
+
lj (u) provided in Theorem 2. 
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4. Equilibrium queue length probability distribution at epoch n+
Based on the transient distribution of the queue length at any epoch n+ obtained in Theorem 2, the equilibrium queue
length distribution at any epoch n+ can be easily obtained as follows
Theorem 3. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, let p+j = limn→∞ P{N(n+) = j}, j ≥ 0. Conditioning on
ρ = λ1α < 1, the distribution {p+j , j ≥ 0} exists and satisfies the following recursive formulae
p+0 =
λ1 + (λ2 − λ1)V (1− λ2)
λ2
· 1− ρ
V (1− λ2)+ E[V ] ·

λ1 + (λ2 − λ1)ρ
 ,
p+j =
λ1λ2 · p+0
λ1 + (λ2 − λ1)V (1− λ2)

V (1− λ2) · q+j (1)+
∞−
n=j

n
j

λ
j
2(1− λ2)n−jP{V > n}
+
j−1
i=0
q+j−i(1)

1−
i−
s=1
P{V = s} −
∞−
k=i+1
i−
r=0

k
r

λr2(1− λ2)k−rP{V = k}

,
where q+j (1), j ≥ 1 are determined by Theorem 1, that is
q+j (1) =
∞−
n=0
∞−
k=n+1
gk ·

n
j− 1

λ
j−1
1 (1− λ1)n−j+1
+
j−1
l=0
q+j−l(1)

1−
l−
k=1
gk −
∞−
k=l+1
gk
l−
r=0

k
r

λr1(1− λ1)k−r

.
Proof. Using total probability decomposition and noting that 0 ≤ Pij(n+) · P{N(0+) = i} < 1, we get
p+j = limn→∞ P{N(n
+) = j} = lim
n→∞
∞−
i=0
P{N(n+) = j;N(0+) = i}
= lim
n→∞
∞−
i=0
Pij(n+) · P{N(0+) = i} =
∞−
i=0
P{N(0+) = i} lim
n→∞ Pij(n
+)
= lim
u↑1(1− u)p
+
ij (u).
Applying Theorem 2, L’Hospital rule and Lemma 1 leads to the conclusions of Theorem 3. We note that λ2 is not included
in the condition of ρ = λ1α < 1. In fact, the L’Hospital rule used by limu↑1(1 − u)p+ij (u) based on limitation theory of
z-transform [12] leads to E[b] in the denominator, the condition ρ = λ1α < 1 (not including λ2) given in Lemma 1 ensures
the existence of E[b]. If ρ = λ1α ≥ 1, then E[b] = ∞, it will yield p+j = 0, j = 0, 1, . . . . In other words, the equilibrium
distribution {p+j , j = 0, 1, . . .} does not exist conditioning on ρ = λ1α ≥ 1. 
Corollary 1. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, let P+V (z) =
∑∞
j=0 z jp
+
j denote the P.G.F. of {p+j , j ≥ 0}, if
ρ = λ1α < 1, |z| < 1, then
P+V (z) =
(1− ρ)

z(λ2 − λ1)[1− V (Φ2)] + G(Φ1)

(1− V (Φ2))(λ1 − λ2z)+ λ2(1− z)2V (1− λ2)

λ2(1− z)[G(Φ1)− z]

V (1− λ2)+ E[V ] · [λ1 + (λ2 − λ1)ρ]
 ,
whereΦ1 = λ1z + 1− λ1,Φ2 = λ2z + 1− λ2.
Proof. Taking direct calculation for P.G.F. of {p+j , j ≥ 0} given by Theorem 3 and noting
∞−
j=1
z jq+j (1) =
z [1− G(λ1z + 1− λ1)]
λ1 [G(λ1z + 1− λ1)− z]
yield the conclusion given in Corollary 1. 
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Remark. (1) Let P(z) denote the P.G.F. of equilibrium queue length distribution of Geo/G/1 queue without vacations,
then [13]
P(z) = (1− ρ)(1− z) · G(λ1z + 1− λ1)
G(λ1z + 1− λ1)− z .
From Corollary 1 we can see the P+V (z) cannot be decomposed by P(z) · Φ(z) under the assumption of variable input rate,
that is P+V (z) ≠ P(z)·Φ(z) only if λ1 ≠ λ2.Where,Φ(z) denote the P.G.F. of the additional queue length caused by vacations,
and it contains no G(λ1z + 1− λ1).
It implies that the equilibrium queue length discussed in this paper no longer follows the stochastic decomposition
discipline. This is the important difference between Geo/G/1(ES, SV ) queue with variable input rate and classic
Geo/G/1(ES, SV ) queue.
(2) Let λ1 = λ2 = λ in Corollary 1, we obtain the P.G.F. of {p+j , j ≥ 0} in classic Geo/G/1(ES, SV ) queue with fixed input
rate as follows
P+V (z) =
(1− ρ)(1− z) · G(λz + 1− λ)
G(λz + 1− λ)− z ·
1− V (λz + 1− λ)+ (1− z)V (1− λ)
(1− z)λE[V ] + V (1− λ) .
This conclusion is the same as the one given by Ref. [2]. It proves that the equilibrium queue length distribution at epoch
n+ and the one at customer departure epoch Dn are identical. The author of Ref. [2] proved this conclusion but the method
is very complex and they only obtain the P.G.F. of {p+j , j ≥ 0}. We not only derive the P.G.F. of {p+j , j ≥ 0} but also get the
recursive expression of {p+j , j ≥ 0} conditioning on λ1 = λ2 = λ in Theorem 3.
5. Queue length probability distributions at epochs n− and n
In order to find the queue length distributions at epochs n− and n, we need some additional notions.
Let Plj(n−) = P{N(n−) = j|N(0−) = l} be the transient probability of there being j customers at epoch n− (n = 0, 1, . . .)
with initial state N(0−) = l, p−j = limn→∞ P{N(n−) = j}, P−V (z) =
∑∞
j=0 z jp
−
j . Suppose that there is no customer arrival
in the beginning (0−, 0) and no departure in (0, 0+). It means P{N(0−) = j} = P{N(0) = j} = P{N(0+) = j}. For
l ≥ 0, j ≥ 0, n ≥ 1,
Plj(n−) = P{N(n−) = j|N(0−) = l} = P{N((n− 1)+) = j|N(0+) = l} = Plj((n− 1)+).
Taking limit as n →∞ on the equation above and using Theorem 3, we have
Theorem 4. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, for ρ = λ1α < 1, |z| < 1, j ≥ 0 we have
(1) p−j = p+j ,
(2) P−V (z) = P+V (z).
The results in Theorem 4 indicate that the equilibrium queue length distribution at epoch n+ is the same as the one at epoch
n−.
For the sake of getting equilibrium queue length probability distribution at epoch n, we firstly introduce another lemma. Let
Qb be the number of customers who are at present at the beginning of server busy period, bV be the server busy period with Qb
customers at beginning, I be the server idle period, we have the following conclusion
Lemma 2. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, when ρ = λ1α < 1, we get
E[bV ] =

V (1− λ2)+ λ2E[V ]
 α
1− ρ ,
E[I] = λ−11 · V (1− λ2).
Proof. Let aj denote the probability that there are j customers arrive during server vacation V , then
aj =
∞−
r=j
P{V = r}

r
j

λ
j
2(1− λ2)r−j
P{Qb = 1} = a0 + a1,
P{Qb = j} = aj, j ≥ 2
E[Qb] = V (1− λ2)+ λ2E[V ].
Based on Lemma 1, we have
E[bV ] = E[Qb]E[b] =

V (1− λ2)+ λ2E[V ]
 α
1− ρ .
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Since the server idle period I has the following distribution
P{I = 0} = 1− a0 = 1− V (1− λ2),
P{I = τ (1)i } = a0 = V (1− λ2),
then E[I] = λ−11 · V (1− λ2). 
Let Plj(n) = P{N(n) = j|N(0) = l} be the probability that the queue length is j at epoch n(n = 0, 1, . . .) with initial
statement N(0) = l.pj = limn→∞ P{N(n) = j} and PV (z) =∑∞j=0 z jpj, we have
Theorem 5. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA, if ρ = λ1α < 1, |z| < 1, j ≥ 2, then
p0 = p+0 ·
λ1(1− λ2)E[V ] + (1− λ1)V (1− λ2)
λ1E[V ] + V (1− λ2) ,
p1 = p+1 ·
λ1(1− λ2)(1− ρ)E[V ] + ρ(1− λ1)

V (1− λ2)+ λ2E[V ]

λ1(1− ρ)E[V ] + ρ

V (1− λ2)+ λ2E[V ]
 + p+0 · λ1λ2E[V ] + λ1V (1− λ2)λ1E[V ] + V (1− λ2) ,
pj = p+j ·
λ1(1− λ2)(1− ρ)E[V ] + ρ(1− λ1)

V (1− λ2)+ λ2E[V ]

λ1(1− ρ)E[V ] + ρ

V (1− λ2)+ λ2E[V ]

+ p+j−1 ·
λ1λ2(1− ρ)E[V ] + ρλ1

V (1− λ2)+ λ2E[V ]

λ1(1− ρ)E[V ] + ρ

V (1− λ2)+ λ2E[V ]
 ,
PV (z) = P+V (z) ·
λ1(1− λ2 + λ2z)(1− ρ)E[V ] + ρ(1− λ1 + λ1z)

V (1− λ2)+ λ2E[V ]

λ1(1− ρ)E[V ] + ρ

V (1− λ2)+ λ2E[V ]

+ p+0 ·
λ1(1− λ2 + λ2z)E[V ] + (1− λ1 + λ1z)V (1− λ2)
λ1E[V ] + V (1− λ2)
− p+0 ·
λ1(1− λ2 + λ2z)(1− ρ)E[V ] + ρ(1− λ1 + λ1z)

V (1− λ2)+ λ2E[V ]

λ1(1− ρ)E[V ] + ρ

V (1− λ2)+ λ2E[V ]

where p+j (j = 0, 1, . . .) are determined by Theorem 3, P+V (z) is given by Corollary 1.
Proof. Since p−0 means that the server just takes a vacation or is idle, p
−
j (j ≥ 1) indicates that the server is busy or takes a
vacation, then conditioning on equilibrium statement, for j ≥ 2 we have
p0 = p−0 · P{no customer arrival} = p−0 ·

(1− λ2) E[V ]E[V ] + E[I] + (1− λ1)
E[I]
E[V ] + E[I]

,
p1 = p−1 · P{no customer arrival} + p−0 · P{one customer arrival}
= p−1 ·

(1− λ2) E[V ]E[V ] + E[bV ] + (1− λ1)
E[bV ]
E[V ] + E[bV ]

+ p−0 ·

λ2
E[V ]
E[V ] + E[I] + λ1
E[I]
E[V ] + E[I]

,
pj = p−j · P{no customer arrival} + p−j−1 · P{one customer arrival}
= p−j ·

(1− λ2) E[V ]E[V ] + E[bV ] + (1− λ1)
E[bV ]
E[V ] + E[bV ]

+ p−j−1 ·

λ2
E[V ]
E[V ] + E[bV ] + λ1
E[bV ]
E[V ] + E[bV ]

.
Thus we obtain directly the expressions of pj (j ≥ 0) by using Theorems 3 and 4. Calculating the P.G.F. of distribution
{pj, j ≥ 0} determined by the equations above and using Lemma 2, Theorem 4 and Corollary 1 yield the expression of
PV (z). 
Remark. (3) From Theorems 4 and 5, we can get the following relations:
p−j = p+j ≠ pj (j = 0, 1, . . .).
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Table 1
Equilibrium queue length distributions of pj and p+j (λ1 = 0.25).
j λ2 = 0.1 λ2 = 0.2 λ2 = 0.3 λ2 = 0.4
p+j pj p
+
j pj p
+
j pj p
+
j pj
0 0.1730 0.1516 0.0829 0.0659 0.0464 0.0327 0.0289 0.0176
1 0.1677 0.1536 0.1185 0.1070 0.0861 0.0777 0.0660 0.0598
2 0.1389 0.1450 0.1227 0.1217 0.1010 0.0971 0.0839 0.0791
3 0.1120 0.1177 0.1150 0.1168 0.1033 0.1027 0.0907 0.0889
4 0.0890 0.0939 0.1020 0.1051 0.0985 0.0997 0.0905 0.0906
5 0.0701 0.0742 0.0874 0.0909 0.0898 0.0920 0.0860 0.0872
6 0.0550 0.0582 0.0732 0.0766 0.0795 0.0821 0.0791 0.0809
7 0.0430 0.0455 0.0603 0.0634 0.0689 0.0716 0.0711 0.0732
8 0.0335 0.0355 0.0490 0.0517 0.0587 0.0613 0.0628 0.0650
9 0.0261 0.0277 0.0395 0.0418 0.0494 0.0518 0.0547 0.0568
10 0.0203 0.0216 0.0316 0.0335 0.0412 0.0433 0.0471 0.0491
11 0.0158 0.0168 0.0252 0.0267 0.0340 0.0358 0.0402 0.0421
12 0.0123 0.0131 0.0199 0.0212 0.0279 0.0295 0.0341 0.0357
13 0.0096 0.0102 0.0157 0.0168 0.0228 0.0241 0.0287 0.0301
14 0.0075 0.0079 0.0124 0.0132 0.0185 0.0196 0.0241 0.0253
15 0.0058 0.0062 0.0097 0.0104 0.0149 0.0159 0.0201 0.0211
16 0.0045 0.0048 0.0076 0.0081 0.0120 0.0128 0.0167 0.0176
17 0.0035 0.0037 0.0060 0.0064 0.0097 0.0103 0.0138 0.0145
18 0.0027 0.0029 0.0047 0.0050 0.0077 0.0082 0.0114 0.0120
19 0.0021 0.0023 0.0037 0.0039 0.0062 0.0066 0.0093 0.0099
20 0.0017 0.0018 0.0029 0.0030 0.0049 0.0052 0.0077 0.0081
Sum 0.9943 0.9939 0.9899 0.9892 0.9814 0.9801 0.9668 0.9648
Mean 3.7171 3.9101 4.9544 5.1737 5.9255 6.1531 6.6370 6.8508
6. A special case
In order to test and verify the conclusions obtained in this paper, we consider a especial queue Geo(λ)/Geo(β)/1
according to early arrival system [1]. That means customer arrival occurs only within (n, n+), the beginning of service and
the departures of customers occur only within (n−, n).
Let N (e)(n+),N (e)(n−),N (e)(n) denote the corresponding queue length at epochs n+, n−, n in early arrival system and
{p(e)+j , j ≥ 0}, {p(e)−j , j ≥ 0}, {p(e)j , j ≥ 0} be the corresponding equilibrium queue length distributions at epochs n+, n−, n.
Thus we have
Corollary 2. In Geo(λ)/Geo(β)/1 queuing model according to early arrival system, if ρ = λ/β < 1 holds, then the equilibrium
queue length distribution at epoch n exists and is given by
p(e)j = (1− γ )γ j, j ≥ 0,
where γ = λ(1− β)/(1− λ)β .
Proof. In Geoλ1,λ2/G/1(ES, SV ) queue according to LAS-DA discussed in this paper, let
λ1 = λ2 = λ, P{V = 0} = 1, gj = P{χi = j} = β(1− β)j−1, E[χ ] = α = 1/β, (13)
we obtain classic Geo(λ)/Geo(β)/1 queue according to LAS-DA. Since N (e)(n+) = N (e)((n + 1)−) = N(n+) (see Ref. [1]),
when ρ = λ/β < 1 holds, we get the equilibrium conclusion as
p(e)+j = p(e)−j = p+j ,
where p+j , j ≥ 0 are determined by Theorem 3 in the case of special assumptions given by (13). Then we get
p+0 = p(e)+0 = (1− λ)p(e)0 , (14)
p+j = p(e)+j = (1− λ)p(e)j + λp(e)j−1, j ≥ 1. (15)
From (14) and (15) we obtain the relation between the P.G.F. P+(z) for {p+j , j ≥ 0} and the P.G.F. P (e)(z) for {p(e)j , j ≥ 0} as
P+(z) = (1− λ+ λz)P (e)(z). (16)
From Corollary 1, conditioning on the special assumption in (13), we get
P+(z) = (1− ρ)(1− λ+ λz)
1− λ+ λz − ρz . (17)
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Fig. 1. Equilibrium queue length distributions of pj and p+j (λ1 = 0.25).
So, for ρ = λ/β < 1, |z| < 1 we acquire from (16), (17)
P (e)(z) = 1− ρ
1− λ+ λz − ρz .
Since
P (e)(z) =
∞−
k=0
p(e)k z
k,
1− ρ
1− λ+ λz − ρz =
1− ρ
1− λ
∞−
k=0

ρ − λ
1− λ
k
zk = (1− γ )
∞−
k=0
γ kzk,
we get
p(e)k = (1− γ )γ k, k ≥ 0.
What we obtain about the expression of p(e)k are just the same as the one given by Ref. [1]. 
7. Numerical examples
In this section, numerical examples are presented to show the application of the recursive queue-length expressions
given by Theorems 3 and 5. We also investigate the inference of the arrivals during server vacation on the queue length.
In all cases, the arrivals during the time when the server is not on vacation are generated according to a Bernoulli process
at rate λ1 = 0.25. The service time is assumed to follow a geometric distribution with parameter µ = 0.3 and the server
vacation time is assumed to follow a geometric distribution with parameter v = 0.1. The arrivals during the time when the
server is on vacation are generated according to a Bernoulli process at rate λ2. We consider four cases: λ2 = 0.1, 0.2, 0.3,
0.4. Based on the recursive expressions of the queue length given by Theorems 3 and 5, by using the software of Matlab, we
obtain the corresponding queue length distributions of pj and p+j in the four cases above, respectively (Table 1 and Fig. 1).
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As shown in Fig. 1, when λ1 is fixed, as λ2 increases, the graphs of pj and p+j move towards right along the horizontal
direction, i.e., the mean queue lengths at epochs n and n+ all increase.
8. Conclusions
The recursive formulae given by Theorems 3 and 5 can be used to calculate the accurate numerical value of queue length
distribution {pj, j ≥ 0}. It is very important to the application of discrete time queue. From Remark (3) we obtain the
relations of queue length distribution between p−j , p
+
j and pj. Moreover, from Remark (1) we know that the property about
stochastic decomposition of queue length no longer comes into existence in Geo/G/1 with variable input rate.
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