In this work, we propose FDTD schemes based on the correction function method (CFM) to discretize Maxwell's equations with interface conditions. We focus on problems involving various geometries of the interface and perfect electric conductors for which the surface current and charge density are either known or unknown. To fulfill the lack of information on the interface when the surface current and charge density are unknown, we propose the use of fictitious interface conditions. The minimization problem needed for CFM approaches is analyzed and well-posed under reasonable assumptions. The consistency and stability analysis are also performed on the proposed CFM-FDTD schemes. Numerical experiments in 2-D have shown that CFM-FDTD schemes can achieve high-order convergence, that is third and fourth order convergence in respectively L ∞ and L 1 norm, for problems involving a PEC and various geometries of the interface. However, the condition number of the matrix coming from the minimization problem increases with the order of CFM-FDTD schemes.
Introduction
Interface conditions between different media are required in many applications in electromagnetics. Such applications include optical devices, radars and 1 yann-meing.law-kamcio@mcgill.ca 2 jean-christophe.nave@mcgill.ca antennas to name a few. Dielectric-dielectric and air-perfect electric conductor are example of different combinations of media, that are considered in these 5 applications. In this work, we focus on interface problems involving a perfect electric conductor (PEC). This important idealized material allows surface charges and currents. However, the surface charge and current density of a PEC is often unknown in practice. Thus, this leads to a lack of information on the interface. 10 From a computational electromagnetic (CEM) point of view, interface problems are difficult for many reasons. Challenges include the development of numerical methods that can handle various complex geometries of interfaces without increasing the complexity of a numerical method and high-order accuracy to diminish the phase error for long time simulations to name a few [1] . 15 Moreover, the lack of information on the interface for problems involving a PEC, that is the surface charge and current density, makes the design of a numerical strategy harder .
Many numerical strategies are proposed to achieve high-order accuracy for problems with interface conditions, such as discontinuous Galerkin (DG) ap- 20 proaches [2] , pseudospectral time-domain methods (PSTD) [3, 4] or finite-difference time-domain (FDTD) schemes [5, 6, 7, 8, 9, 10] . A discontinuous Galerkin approach can treat complex geometries of the interface by an appropriate mesh grid. However, a large number of unknowns for high-order accuracy is needed for these approaches. This is due to the use of piecewise polynomial spaces 25 that do not require continuity between two elements of a mesh grid. Various strategies have been proposed to reduce the computational cost of DG based methods, such as parallel computing strategies or particular choices of basis functions [11, 12] . On the other hand, pseudospectral methods are known to have a restriction on the regularity of the interface. For curved interfaces, 30 pseudospectral methods use either the fast Fourier transform with a penalization approach [4] or Chebyshev polynomials with a multidomain strategy [3] to achieve high-order convergence. As for FDTD schemes, the Matched Interface and Boundary (MIB) method can handle more complex geometries of the in-terface. However, high-order convergence is still difficult to achieve for complex geometries [5, 13, 6, 7, 8] .
Another avenue is FD schemes based on the correction function method (CFM). The CFM is used to obtain high-order FD schemes that can handle interfaces with complex geometries without increasing the complexity of the numerical approach. This numerical strategy has been applied to Poisson's 40 equation with discontinuous piecewise coefficients [14, 15] . It also been applied to the wave equation [16] and Maxwell's equations [10] , but with constant coefficients. Briefly, the underline assumption of the CFM based strategy is that jumps on the interface can be smoothly extended in the vicinity of the interface. Therefore, a system of partial differential equations (PDEs) coming from 45 the original system of PDEs is derived to model jumps around the interface.
The solution of this system of PDEs is called the correction function. A square measure of the error associated with the correction function's system of PDEs is then minimized to compute approximations of the correction function. Afterward, these approximations are used to correct a given FD scheme that involves 50 nodes in different subdomains. It is worth mentioning that the additional computational cost related to the minimization problem for the CFM can be reduced using parallel computing strategies [17] .
This work focus on FDTD schemes based on the CFM, which are referred as CFM-FDTD schemes in this paper, for problems involving a PEC and vari-55 ous geometries of the interface. We first extend CFM-FDTD schemes for PEC problems for which the surface current and charge density are unknown. Afterward, we focus on the computation of an appropriate local patch that is needed for minimization problems. High-order staggered FD schemes use large stencils, which might lead to local patches that do not enclose enough parts of the in-60 terface. Hence, we propose an adaptive location of the local patch to guarantee an appropriate representation of the interface within the patch. We then focus on the discretization of time derivatives for time-dependent problems. As it has been shown in [16] , an one-step method when applied to CFM-FD scheme might need a modification of the correction function at each stage to retain its order of convergence. In this work, we propose a general approach to avoid such an explicit modification of an one-step method. Finally, numerical examples based on the transversal magnetic (TM z ) mode are performed to verify the proposed CFM-FDTD schemes.
The paper is organized as follows. In Section 2, we introduce Maxwell's 70 equations with constant coefficients and interface conditions. The CFM applied to Maxwell's equations is presented in Section 3. In this section, we propose an extension of the CFM for problems involving a PEC for which the surface current and charge density are unknown on the interface. Minimization problems coming from the CFM are analyzed. A generalized one-step time-stepping 75 strategy for the CFM and an adaptative computation of the local patch are also proposed. The impact of the correction function on a FDTD scheme is studied. In Section 4, we present staggered FD schemes in space and explicit Runge-Kutta time-stepping methods for two-dimensional Maxwell's equations under assumptions of the transversal magnetic mode. We analyze the stability 80 of all proposed schemes. Finally, we perform numerical examples to verify the proposed CFM-FDTD schemes in Section 5.
Definition of the Problem
Assume a domain Ω subdivided into two subdomains Ω + and Ω − . The interface Γ between subdomains is independent of time and allows solutions, that is the magnetic field H and the electric field E in this work, to be discontinuous along it. We define H + and E + as the solutions in Ω + , and H − and E − as the solutions in Ω − . The jumps are denoted as
We consider the boundary ∂Ω of Ω and a given time interval I = [0, T ]. Assuming linear media, Maxwell's equations with interface conditions are given by
where µ is the magnetic permeability, is the electric permittivity, ρ is the electric charge density, n is the unit outward normal to ∂Ω andn is the unit normal to the interface Γ pointing toward Ω + . Fig. 1 illustrates a typical geometry of a domain Ω. For a PEC, interface conditions (1e) to (1h) are given
Γn
where J s is the surface current density and ρ s is the surface charge density. The interface conditions for PECs are presented in more details in Section 3.1.
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Correction Function Method
The smoothness of solutions is important when one wants to use FD schemes.
Realizing that problem (1) can have discontinuous solutions, standard FD scheme cannot a priori be used around the interface Γ . The correction function method allows one to circumvent this issue. The purpose of the CFM is to find a cor-90 rection for a finite difference approximation that involves nodes that belong to different subdomains. To find such a correction, the CFM assumes that solutions in Ω + × I and Ω − × I can be smoothly extended in a small region Ω Γ × I,
where Ω Γ ⊂ Ω encloses the interface Γ , in such a way that the original PDE is still satisfied. A functional that is a square measure of the error of a PDE that 95 describes the behaviour of jumps or correction functions in the vicinity of the interface is derived. This functional is then minimized in a discrete functional space to obtain approximations of the correction function in Ω Γ ×I. In practice, we define a local patch Ω h Γ ⊂ Ω Γ for which the correction function needs to be computed at a node x c ∈ Ω h Γ and a time interval
More 100 details about the CFM can be found in [14, 16, 10] .
In the following, we summarize the procedure based on the CFM for Maxwell's equations with constant coefficients and jump interface conditions [10] . Afterward, we present an analysis of the minimization problem that is needed for the CFM. The functional to be minimized is then modified and analyzed for interface problems involving a PEC for which the surface current and charge density are unknown. We then propose an adaptation of the location of a local patch to ensure an appropriate representation of the interface within the local patch. We also present a general one-step time-stepping strategy for the CFM to guarantee high-order accuracy. Finally, the impact of the CFM on a FDTD 110 scheme is studied.
Let us first introduce some notations. The inner product in
and we also use the notation
for legibility. The correction functions are defined as
Let us assume Maxwell's equations with interface conditions (1) and constant coefficients that are such that , µ > 0. One can obtain the following quadratic functional to minimize
where c p > 0 is a penalization coefficient and h is the length of the patch.
We scale the integral over the domain by h to ensure that all terms in the functional J behave in a similar way when the computational grid is refined [10] . To guarantee the divergence-free constraint (1c) and (1d), we minimize the functional J in a divergence-free space-time polynomial spaces, namely
where P k denotes the space of polynomials of degree k. It is worth to mention that basis functions of V are based on high-degree divergence-free basis functions proposed in [11] . The problem statement is then
where W = V . Computing Gateaux derivatives and using the first-order necessary condition to obtain a minimum lead to the following problem :
The following lemma shows that the quadratic functional J has a global mini- 
Requiring the hessian matrix to be positive definite, one finds the following conditions:
Since v and w are basis functions of V and W , we have v = 0 and w = 0.
Noticing that v and w cannot be both orthogonal and collinear ton except for the zero element, we also have b = 0 and d = 0. Hence, condition (5) is always satisfied. However, condition (6) leads to the following criterioñ
wherec = cp h . For a sufficiently largec, criterion (7) is satisfied.
For a fixed c p , as the mesh grid size is refined, that is h diminishes, the coefficientc increases and the right-hand side of (7) decreases. In practice, we choose an appropriate c p on a coarse grid and condition (7) ensures us that it is also an appropriate choice as the mesh grid size diminishes.
sentation of the interface within the local patch Ω h Γ . Hence, an appropriate local patch is of the foremost importance to obtain an accurate approximation of a correction function. Let us assume that subdomain Ω − is a PEC, we then have E − (x, t) = 0, ∀(x, t) ∈ Ω − × I. Considering that the initial condition of the magnetic field is given by
Fictitious interface conditions for the CFM
conditions on Γ can be considered as boundary conditions, given bŷ
for Ω + . For the following, let us consider more general boundary conditions, given byn
This helps us to verify of the proposed CFM-FDTD schemes by using manufactured solutions (see Section 5).
For the CFM described in Section 3, we cannot just neglect interface conditions (2b) and (2c). By Lemma 3.1, this can lead to an ill-posed minimization problem. To circumvent this issue, we propose to use fictitious interface condi-tions, given bŷ
where N k is the number of fictitious interfaces Γ k,i ⊂ Ω + ∩ Ω h Γ for k = 1, . . . , 4, and H * and E * are respectively approximations of H + and E + in Ω + that come from a FD scheme. As mentioned previously, it is common to consider H − = 0 and E − = 0 in a PEC. The natural extension of H − and E − in Ω + is then respectively the zero magnetic field and the zero electric field, which allows us to impose fictitious interface conditions in Ω + . Hence, D H = H + and D E = E + . The functional to minimize is then given bỹ
where c f > 0 and cp > 0 are penalization coefficient. The problem statement is then
where W = V . The following lemma guarantees that there is a global minimizer for an appropriate choice of the penalization coefficient c f and fictitious interfaces. Proof. The demonstration is similar to the proof presented in Lemma 3.1. The hessian matrix coming from problem (10) is given by
where a, c and e are the same as in Lemma 3.
One can notice that b ≥ 0 and d ≥ 0. However, since there is fictitious interfaces that are collinear and orthogonal to each plane defined by the axis of the coordinate system and for each fictitious interface conditions, we haveb = 0 andd = 0. Requiring the hessian matrix to be positive definite, one finds the following conditions:
Condition (11) is always satisfied and condition (12) leads to the following criterioñ
wherec = c f h . For a sufficiently largec, criterion (13) is satisfied. are respectively associated with n 1 · H * , n 2 · H * , n 1 × H * and n 2 × H * . In (b), the fictitious interface , and are respectively associated with n 1 × E * , n 2 × E * and n 3 · E * . It is worth to mention that the fictitious interface associated with n 3 · E * is a surface. c f ≥ h to guarantee that the choice of c f remains appropriate as the mesh grid size diminishes. Hence, cp > c f ≥ h .
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Remark 3.6. The computational cost of the CFM when applied to problems involving a PEC can be reduced. The magnetic field and the electric field associated with nodes that belong to a PEC subdomain are imposed to zero and are therefore known. We only need to correct finite difference approximations of derivatives evaluated at a node that belongs to a non-PEC subdomain. However, such an approach is equivalent to 150 impose boundary conditions. Hence, an order reduction should be expected if highorder Runge-Kutta methods are used. To circumvent this issue, one can use modified Runge-Kutta methods proposed in [18] .
Remark 3.7. To ease the implementation of fictitious interface conditions (8), we choose fictitious interfaces that are aligned with the grid. This allows us to construct a 155 polynomial interpolation by using directly approximations that come from a FD scheme.
It is worth noting that polynomial interpolations are at least the same order than the considered CFM-FDTD scheme. Let us consider the transverse magnetic mode (see Section 4) as an example. The normal of a fictitious interface is either n1 = (1, 0, 0),
n3 · E * = E * z . Fig. 2 illustrates fictitious interfaces that can be generated for a given local patch and a staggered grid that is described in Section 4.1.
Remark 3.8. The functional (9) involves time integrals of H * and E * . This can make difficult the initialization of the proposed numerical strategy for problems involving a 165 PEC. However, in applications that involve scattering problems for example, we can consider that H and E in the vicinity of the interface remain unchanged for t ≤ t0.
This allows us to compute time polynomial interpolations for the first time steps.
Computation of the local patch
The computation of an appropriate local patch Ω h Γ is essential for the CFM (see 170 Remark 3.3). In this subsection, we summarize a "Node Centered" approach to compute a local patch [14, 10] . We also propose an adaptive location of the local patch that is particularly useful when either a large FD stencil or a complex interface is considered.
A "Node Centered" approach computes a local patch for each node to be corrected.
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Assume that we need a correction for a node at xc. We first find an approximation of the closest point p on the interface Γ to xc. We then define a square local patch that is centered at p, contains xc and for which the edges are parallel to the grid lines. The length of a square local patch depends on the considered FD scheme. This approach can compute local patches that have too small part of the interface Γ . Hence, it 180 leads to an ill-conditioned matrix coming from problem (4) . In order to avoid such a situation, we adapt the location of Ω h Γ . We follow the same procedure described previously. However, after the computation of p, we compute the distance d between the intersection points of Γ and the boundary of Ω h Γ , and we adapt the location of the patch only if d < h . To do so, we shift the patch by a δ in the direction of the 185 intersection points, as illustrated in Fig. 3 , while including the node to be corrected in the local patch. We use δ = h 4 , where h is the mesh grid size, and allow only a shift in the x or/and y direction. We keep shifting the local patch until d ≥ h or when
Remark 3.9. We use h = β h, where h is the mesh grid size and β is a parameter that and Ω h Γ . The evolution of the location of the local patch is represented by a gray dashed line.
within Ω h Γ . Since we use fictitious interfaces to fulfill the lack of information on the interface Γ , we do not need to adapt the location of local patches for these problems.
A Generalized One-Step Time-Stepping Strategy for the CFM 195
Let us assume a spatial finite difference operator noted L, such that
where U = [H T E T ] T . Assume now that we need a correction for some nodes in the vicinity of the interface, system (14) then becomes
where D = [D T H D T E ] T . Thus, system (15) is equivalent to an ordinary differential equation (ODE) with a time-dependent source term. The approximation of D at each node (xi, t) comes from the evaluation of a space-time polynomial of degree k, which has been computed using either discrete problem (3) or (10) . It has been shown in [16] that a direct interpolation in time of the correction function at each stage 200 of an one-step method might lead to a suboptimal order of convergence. However, one could find the correction that needs to be apply for each stage of an one-step method using a Taylor's expansion of the correction function D. This approach can be cumbersome to compute for high-order one-step methods. Instead, we propose to solve a system of ODEs composed of simple polynomials to avoid an explicit correction of an one-step method while keeping its order of convergence. Gottlieb et al. propose a similar strategy to retain high-order accuracy of strong stability preserving (SSP) Runge-Kutta methods for ODEs with time-dependent source term [19] .
Let us consider that the correction function is sufficiently differentiable to compute its Taylor's expansion of degree m about tn, that is
Using binomial series, the Taylor's expansion (16) can be rewritten as
Following the procedure in [19] to recover an autonomous ODE, we define
where Q(t) = [1, t, . . . , t m ] T , and system (15) becomes
where the matrix M is such that ∂tQ = M Q and A is such thatDm(t) = A Q(t).
The following propositions study the system of ODEs coming from the correction 210 function, that is ∂tQ = M Q.
Proposition 3.10. Let us consider the system of ODEs
where Q = [q0, . . . , qm] T , f (Q) = [0, q0, . . . , m qm−1] T , Q0 = [1, t0, . . . , t m 0 ] T and m is a positive integer. On the time interval [t0, t0 + 1 m ], there exists an unique stable solution given by
Proof. A direct verification shows that (19) is a solution of system (18) . Noticing that
the well-posedness of system (18) can be established using Picard's theorem. The stability is a consequence of Picard's theorem.
Proposition 3.11. Let us consider a system of ODEs of the form
where m is a positive integer. Assume a time-stepping method of the form
. The matrixM is a defective matrix with a single eigenvalue λ = 1.
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Proof. Noticing that M is a strictly lower triangular matrix, we therefore have M k with k = 1, . . . , p that is also a strictly lower triangular matrix. Hence,M is a triangular matrix where all components on its diagonal are equal to one. A direct computation of the eigenvalues of the matrixM leads to the desired result.
Remark 3.12. The analysis of the stability of a time-stepping method that leads to a 220 nonnormal defective matrix with a single eigenvalue λ = 1 can be difficult. Realizing that we know the analytical solution (see Proposition 3.10), we impose the solution as an initial condition at each time step and therefore avoid any issues associated with the stability of a time-stepping method. We recall that the purpose of using (17) instead of (15) is to retain high-order accuracy of a chosen one-step method.
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Remark 3.13. In this work, we choose an appropriate one-step method to solve exactly the system of ODEs for a chosen polynomial of degree m, given by (16) , coming from the approximation of the correction function. 
Analysis of the Impact of the CFM on a FDTD scheme
In this subsection, we study the impact of the CFM on the consistency and stability of an original FDTD scheme, that is without correction. We focus on one-step explicit 235 Runge-Kutta (RK) methods.
Truncation Error Analysis
As shown in [10] , the CFM can reduce the order in space of an original FD scheme for unsteady problem. on which there is interface jump conditions. Assume that the correction function coming from the CFM is smooth enough and is such that
where U is the vector of true solution values, D is the vector of true correction function values, L is a spatial finite difference operator of order n that approximates q-order derivatives and F is a source term. A (k + 1)-order approximation of the correction function coming from problem (3) or problem (10) leads to a corrected FD scheme of order min{n, k − q + 1} in space.
Proof. A (k + 1)-order approximation of D leads to
where h = β h is the length of the space-time patch, β is a positive constant and h is the mesh grid size. The discrete operator L, that approximates q-order derivatives, involves components scaled by a factor 1 h q . Hence, 
Stability Analysis
Let us now assume that the transient derivative is discretized using an explicit s-stage Runge-Kutta (RK) method. In the following, we present the general explicit s- 
where Y1 = U n ,
for i = 2, . . . , s, and aij, bi and ci are given coefficients. We can split (22) as
contains all correction functions and Y * i contains all other terms. In the case of Y1, we have Y D 1 = 0. Regrouping all similar terms in equation
One can notice that U n+1 = M U n corresponds to the explicit s-stage RK method without any corrections, which is named explicit RK-FD scheme, and matrices M D i for i = 1, . . . , s are matrix polynomials with respect to L of degree at most s. 
where n ≥ 0, U n is the vector of pointwise approximations of the solution at tn and M 265 is a difference matrix coming from the finite difference discretization of (1a) and (1b)
in the domain Ω × I. If scheme (24) is stable according to a von Neumann analysis, then the associated CFM-FDTD is also stable under the same stability criterion.
Proof. Using Fourier transform, the CFM-FDTD scheme (23) becomeŝ
whereÛ n andD i j is the Fourier transform of respectively U n and D i j . Applying the 2-norm on (25), we can obtain
Considering that the associated RK-FD scheme is stable under a stability criterion, we have
where C is a positive constant independent of n. Let us now boundD i j . By Lemma 3.1 (or Lemma 3.4), we have the existence and unicity of the coefficients of polynomial approximations of the correction function, namely D(x, t). Since D(x, t) is a polynomial function and Ω h Γ × I h Γ is a compact domain, D(x, t) and its derivatives are bounded in the infinity norm. Thus,
where CD is a positive constant. Hence,
Assume that I = [t0, t f ], we obtain
Let us recall that matricesM D j are matrix polynomials with respect toL of degree at most s. Since the matrixL comes from a FD scheme, we have L ≤ CL and L s ≤ C s L , where CL is a positive constant. Thus,
where pij are given coefficients that depend on aij and bi. Hence, the CFM-FDTD scheme is also stable. 
with the associated interface, boundary and initial conditions.
A 2-D Discretization
In this subsection, we present a finite-difference time-domain scheme based on a staggered grid in space and an explicit Runge-Kutta time-stepping method. for i = 0, . . . , Nx and for j = 1, . . . , Ny. We use either the second, fourth or sixth order centered finite difference scheme in space. As an example, the x-derivative of Hy is of the form
where the coefficients β are given in we use strong stability preserving Runge-Kutta (SSP RK) time-stepping methods [20] to discretize transient derivatives. Strong stability preserving RK methods generate high-order methods for ODEs based on convexe combinations of the forward Euler method. If the forward Euler method is stable for an ODE, the stability of SSP RK methods is then guaranteed. Unfortunately, it can be shown that the forward Euler 
where the coefficients α k is given in Table 2 [20].
Stability
In this subsection, we study the stability of the proposed numerical strategy. By [20] .
given by
where c is given in Table 3 . Let us also consider two wave numbers k and , we then have H n x,i,j+1/2 =Ĥ n x (k, ) e i k∆x i e (j+1/2) ∆y i H n y,i+1/2,j =Ĥ n y (k, ) e (i+1/2) k∆x i e j ∆y i E n z,i,j =Ê n z (k, ) e i k∆x i e j ∆y i
where i is the imaginary number. Substituting (30) in the FDTD scheme leads tô The eigenvalues ofL are given by λ1 = 0 and λ2,3 = ± √ α 2 +β 2 √ µ i. We then have two cases : 285 1) if α = β = 0, we haveÛ n+1 =Û n and there is no amplification.
2) Otherwise, we have three distinct eigenvalues and three independent eigenvectors. Hence, system (31) becomeŝ
where T and Λ are matrix containing respectively eigenvectors and eigenvalues ofL. Requiring that the complex modulus of eigenvalues contained inΛ is lower or equal to one leads to the following condition
where ω = ∆t √ ξ √ µ ∆x ∆y , 0 < ξ ≤ 22201 (∆x 2 + ∆y 2 ), and c1, c2 and c3 are positive constant. From (32), we obtain the time step criterion ∆t ≤ 1.36 √ µ ∆x ∆y (∆x 2 + ∆y 2 ) . Table 3 can be found using a similar procedure. 
Stability criteria of
with coefficients βi given in Table 1 . We then have two cases : 290 1) if α = β = 0, we haveL = 0 andQ = I.
2) if α 2 + β 2 = 0, we have three distinct eigenvalues. The matrix containing eigenvectors and its inverse matrix are given respectively by
. We then have
Thus,
where C is a positive constant independent of α and β.
For all cases, the matrixQ in (31) can be uniformly diagonalized and the von Neumann condition is sufficient for stability. 
Clearly, the spectral radius of λ2,3 can be larger than one. Recalling that the von 295 Neumann condition is necessary for stability, the resulting scheme is unstable.
Numerical Examples
In Table 4 . The mesh grid size is such that h = ∆x = ∆y. As in [10] , we compute a corrected discrete divergence for the magnetic Scheme n m k I 2 3 3 II 4 4 3 III 6 7 5 Table 4 : Various CFM-FDTD schemes for which n is the order of the FD scheme, m is the order of the explicit RK method and k is the degree of polynomial basis functions of the correction function.
field ∇ D · H h , that is a discrete divergence associated with a FD scheme and corrected using the CFM. 
Problems with Manufactured Solutions
In this numerical experiment, we use manufactured solutions to verify the conver- 
in Ω + , and
H − x = 0.5 sin(5 π x) sin(5 π y) sin(5 π t) + 3, H − y = 0.5 cos(5 π x) cos(5 π y) sin(5 π t) + 2, E − z = sin(5 π x) cos(5 π y) cos(5 π t) + 3
in Ω − . It is worth noting that manufactured solutions are at divergence-free in each subdomain, but not in the whole domain because of interface conditions that we impose. To our knowledge, there is no analytical solutions for Maxwell's equations with interface conditions (2) using arbitrary interfaces. Nevertheless, this allows us to assess 310 the performance of the proposed CFM-FDTD schemes in a more general framework.
The time-step size is ∆t = h 2 and we use h ∈ 1 20 , of the magnetic field for respectively the circular, 5-star and 3-star interface. The convergence order of U is in agreement with the theory, that is second-order for Scheme I and third-order for Scheme II in L ∞ -norm. We also observe a second and fourth 320 order convergence for respectively Scheme I and Scheme II in L 1 -norm. As expected, the convergence order of the divergence of the magnetic field is one order lower than the convergence order of U for Scheme I in L ∞ -norm and Scheme II in all considered norms. For Scheme I, we do have a better convergence order for the divergence of the magnetic field than expected in L 1 -norm. In all considered geometries of the interface, 325 we are still able to achieve high-order convergence for the electric field, the magnetic field and its divergence. . The parameters for local patches are ∆tΓ = h and h = β h with β is either equal to 6, 7 or 9 for respectively the circular, 
Circular Cavity Problem
Let us now consider a more realistic problem, that is a holed PEC material. 
where αi,j is the j-th positive real root of the i-order Bessel function of first kind Ji.
In this numerical experiment, we choose i = 6 and j = 2. Fig. 11 illustrates numerical 340 approximations of the magnetic field and the electric field. The convergence plots are shown in Fig. 12 for U and the divergence of the magnetic field. As expected, we observe a third and fourth order convergence for U in respectively the L ∞ and L 1 norm.
Hx
Hy Ez Figure 11 : The components Hx, Hy and Ez at t = 0.5 with h = 1 132 and ∆t = h 2 using Scheme II for a circular cavity problem. The interface is represented by the black line. and ρ = 0. We only use Scheme II with fictitious interfaces, the mesh grid size is h = 1 100 and the time-step size is ∆t = h 2 . The parameters for local patches are the same as in Section 5.1 when fictitious interface conditions are used. The initial condition in Ω + is a pulsed wave propagating in the positive x-direction, which is given by
where σ = 0.1 and x0 = −0.3, while we have H − x (x, 0) = H − y (x, 0) = 0 and E − z (x, 0) = 0 in Ω − . Fig. 13, Fig. 14 and Fig. 15 illustrate the evolution of the magnitude of each components of the magnetic field and the electric field. The numerical approach provides numerical solutions that are devoid of spurious oscillations while imposing interface conditions, and having H − = 0 and E − = 0 inside the PEC 350 up to discretization errors for all interfaces. and ∆t = h 2 using Scheme II and the 3-star interface. From left to right, we show numerical solutions at t = 0.4, 0.9, 1.4. The interface is represented by the black line.
Current limitation of CFM-FDTD schemes : condition number
In this subsection, we investigate the condition number of the matrix, noted by A, coming from either the minimization problem (3) or (10). Let us consider
where Ai is the matrix coming from the minimization problem associated with the i th local patch and NK is the number of local patches. We compute the maximum of all condition numbers, which is denoted by C ∞.
Let us first consider Scheme II. Fig. 16 illustrates C ∞ in function of the mesh grid size h for both problems presented in Section 5.1, and the circular and 5-star interface. We now assess the behaviour of the condition number when we increase the order of the proposed CFM-FDTD scheme. Let us consider the problem described in Section 5.1 for which all interface conditions are known. Fig. 17 illustrates the 360 convergence plot and the graph of C ∞ in function of the mesh grid size h for the circular and 5-star interface when Scheme III is used. The parameter for local patches are h = 5 h and ∆tΓ = h . We observe a fifth and sixth order convergence of U in respectively L ∞ -norm and L 1 -norm as expected. However, condition numbers for Scheme III are about four orders of magnitude greater than those associated with 365 Scheme II. To circumvent this issue and obtain higher order CFM-FDTD schemes for general problems, there is two possible avenues :
(1) a better choice of high-degree divergence-free basis functions;
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(2) the use of higher precision floating-point arithmetic, such as quadruple precision.
For the first avenue, we seek high-degree divergence-free basis functions that would lead to a better condition number of the matrix associated with the minimization problem (3) or (10) . Such basis functions are not trivial to find and will be addressed 375 in future works. The second avenue is related to the machine precision and is, in our opinion, the shortest path to achieve higher order CFM-FDTD schemes. However, such an approach increases the computational time when compared to the first avenue and needs the use of programming languages that allow higher precision floating-point arithmetic. (3), that is when all information on the interface are known, and problem (10) , that is when the surface current and charge density are unknown. 
Conclusions
This work proposes FDTD schemes based on the CFM for Maxwell's equations with interface conditions that involve a PEC. For a problem involving a PEC for which the surface current and charge density are unknown, we fulfill the lack of information at the interface by using fictitious interface conditions. The associated minimization 385 problems are well-posed for an appropriate representation of the interface within the local patch, and an appropriate choice of the penalization coefficient and fictitious interfaces. A truncation error analysis has shown that the order of a CFM-FDTD scheme is related to the degree of polynomial space in which we seek approximations of correction functions and the order of the associated FDTD scheme. An interesting 390 feature is that the CFM preserves the stability criteria of a FDTD scheme when explicit RK methods are used. We are currently limited to fourth-order CFM-FDTD schemes because of an ill-conditioned matrix coming from the minimization problem.
However, a better choice of basis functions or the use of quadruple precision floatingpoint arithmetic could help to circumvent this issue. This will be addressed in future 395 works. Nevertheless, it has been shown that the proposed CFM-FDTD schemes can handle PECs problem with various geometries of the interface while retaining highorder convergence and without increasing the complexity of the proposed numerical approach.
