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第 1章 序論 
1.1 本研究の背景 
日本における社会環境として超高齢化が進む中，介護福祉や生活支援などのサービス












によって開発された Google Car [4]は，カメラとレーザレンジセンサを用いて周囲を認
識し，自動的に目的地まで走行する機能を有し，交通事故防止とともに配送の無人化の
実現を目指している．2012 年時点で Google Inc.の共同創業者セルゲイ・ブリンは，「5
年後には一般の人が利用できるようになる」との見通しを発表している． 
このような自律移動ロボットの主たる機能のひとつに，ビジョンベースによる環境・









定義し，コーナー検出器の原点ともいえる手法を提案した．Harris ら [10]は，1988 年
に Moravec の手法を改良したコーナー検出器を考案している．その後，Lowe [11]が大




実現した Speeded-Up Robust Features（SURF） [12]，Center Surround Extremas
（CenSurE） [13]などの積分画像や近似アルゴリズムを利用した画像特徴量が提案さ
れている．また近年では，2010 年にバイナリデータを用いて処理の高速化および省メ
モリ化を図った Binary Robust Independent Elementary Features（BRIEF） [14]以
降，BRIEF に回転不変性を導入した Binary Robust Invariant Scalable Keypoints
（BRISK） [15]や Oriented FAST and Rotated BRIEF（ORB） [16]といった種々の

















り，高機能を実現させるためには搭載している CPU や GPU の消費電力の増大は否め
ない．また，高速な処理が可能な CPU や GPU であってもタスクの負荷に応じて実行
時間には揺らぎがあり，リアルタイム性におけるデッドラインの予測は困難である． 
そこで本研究では，自律移動ロボットの空間認識や障害物検知能力の知能化及び処理








う FPGA ボード，CMOS カメラ，システム制御を行う CPU ボートであり，これらを
独自に設計した基板上に配置し，システムとしてコンパクトなサイズに収めている． 
  

























- 5 - 
処理を行うことで画像キャプチャと同時に勾配特徴量の計算を可能とした．また，限ら
れたメモリリソースを効率的に利用するため，First In First Out（FIFO）およびライ
ンバッファの概念を取り入れている．これらは，FPGA デバイス内部のブロックメモリ
である BRAM を効果的に利用することで高速なデータ処理を実現している． 








ており，領域間勾配を求めるために x 方向，y 方向および中心方向の 1 次微分フィルタ
に加え，加重平均フィルタの 4 種類を用いて，各領域でそれぞれ畳み込み演算し，96 次
元の勾配特徴量を生成する手法である．このような階層的勾配構造を用いることで，よ
り精度の高い特徴量記述を可能とした．また，精度を維持しつつ全ての演算を整数のみ
で行えるように工夫することで，本アルゴリズムの FPGA 実装を容易にしている． 
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1.4 本論文の構成 




特性および課題などについて考察する．Moravec Operator をはじめ，Harris Corner 
Detector，SIFT，SURF，Features from Accelerated Segment Test（FAST） [32]，









第 4 章では，提案手法に対して，2 章で述べた Morave Operator を除く 8 種類の手
法とのソフトウェアによるアルゴリズムの比較実験を行い，性能を評価するとともに，
提案手法のFPGA実装時の動作検証を行い，その有用性について考察および検討する． 
最後に第 5 章で，結論として本研究で得られた成果についてまとめる． 
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これらの局所的な画像処理の最も基本的かつ有用な演算手法は，入力画像 𝐹 = {𝑓𝑖𝑗} 
において注目画素(𝑖, 𝑗)を中心とした近傍領域𝑁(𝑖, 𝑗)に対して何らかの処理𝜑𝑖𝑗を施し，出
力画素𝑔𝑖𝑗の値を求めることである [35]．ここで，近傍領域𝑁(𝑖, 𝑗)は，一般的に画像の x






















1977 Moravec Operator：コーナー検出器の原点 ○  
1988 Harris Corner：Moravec Operator を改良 ○  
1999 SIFT*：DoG 処理，勾配方向ヒストグラム生成 ○ ○ 
2006 
SURF*：Box フィルタと積分画像で SIFT の高速化 ○ ○ 
FAST：決定木による高速なコーナー検出 ○  
2010 BRIEF：バイナリ手法による高速・省メモリ化  ○ 
2011 
BRISK*：BRIEF に回転不変性を導入 ○ ○ 
ORB*：BRIEF に回転不変性を導入・高速化 ○ ○ 
2012 FREAK：人間の網膜の機能を模倣  ○ 
* 特徴点検出および特徴量記述の双方の機能を有する手法． 
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2.2 特徴点検出器および特徴量記述子 
2.2.1 Moravec Operator 
本手法は，H. P. Moravec [9]が 1977 年に考案したコーナー検出器の原点ともいえる
アルゴリズムである [35]．コーナーを自己相似性が低い点と定義しており，画像内の注
目画素の近傍領域について，上下・左右及び対角の各方向に対する勾配の分散を評価し，
コーナーが存在するかどうかを判定する．図 2.2.1 は，Moravec Operator を用いたコ
ーナー検出の実行例である． 
アルゴリズムの流れは，2 つのステップで構成される．ステップ 1 では，画像内の注
目画素を中心とした領域内の上下・左右及び対角の 4 方向で，それぞれの方向上にある
各画素の輝度値と注目画素の輝度値の類似度を式（2.2.1）に示すように SSD（Sum of 
Squared Difference）によって求める．ここで，𝑥, 𝑦は注目画素の座標，𝑖, 𝑗は各方向へ
のシフト幅，I は各画素の輝度値であり，S の値が低いほど類似性が高いことを示して
いる．そして，S の最小値をコーナー候補として選択する． 
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図 2.2.1 Moravec Operator によるコーナー検出 
2.2.2 Harris Corner Detector 
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てガウス関数による重み付けを用いて総和を求めたものが H である． 








図 2.2.2 固有値による判定 
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値とされている [10] [34] [36]．図 2.2.3 は，Harris Corner Detector によるコーナー検
出の実行例である． 
2.2.3 Scale-Invariant Feature Transform (SIFT) 
SIFT は，D. G. Lowe [11] [37]が 1999 年に考案した Difference of Gaussian（DoG）
画像を用いた特徴点検出器および特徴量記述子である [38]．特徴点検出で使われる代




 LoG = 𝑓(𝜎) = −








る DoG フィルタを用いて LoG フィルタを近似している．なお，SIFT では，特徴点の
ことを通常キーポイントと呼び，SIFT が検出するキーポイントは，コーナー点や注目
画素を中心とした周辺領域に多くの濃淡情報を持つ“blob”である． 
本アルゴリズムは，表 2.2.1 に示すようにキーポイント検出部と特徴量記述部の 2 つ
の処理フェーズに分けられ，4 つのステップからなる． 
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 𝐿(𝑢, 𝑣, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑢, 𝑣) （2.2.5） 







DoG 画像の結果 D は，式（2.2.7）で求まる．ここで𝑘は σ の増加率である．この処
理を σ0から𝑘倍ずつ大きくした異なるスケール間で行い，複数の DoG 画像を求める． 
 𝐷(𝑢, 𝑣, 𝜎) = (𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎)) ∗ 𝐼(𝑢, 𝑣) = 𝐿(𝑢, 𝑣, 𝑘𝜎) − 𝐿(𝑢, 𝑣, 𝜎) （2.2.7） 
σ の増加に伴いガウシアンフィルタのウインドウサイズが大きくなると，処理不能な
  










ッセ行列 H を計算する． 
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めキーポイント候補から除外する．ここまでの処理が，キーポイント検出部であり，図






 𝑚(𝑢, 𝑣) = √𝑓𝑢(𝑢, 𝑣)2 + 𝑓𝑣(𝑢, 𝑣)2 （2.2.11） 




 {  
𝑓𝑢(𝑢, 𝑣) = 𝐿(𝑢 +  1, 𝑣) − 𝐿(𝑢 −  1, 𝑣)
𝑓𝑣(𝑢, 𝑣) = 𝐿(𝑢, 𝑣 +  1) − 𝐿(𝑢, 𝑣 −  1)
 （2.2.13） 
 
図 2.2.4 SIFT によるキーポイント検出 
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つぎに𝑚と𝜃より，重み付きの方向ヒストグラムℎを次式によって求める． 
 ℎ(𝜃′) = ∑ ∑ 𝑤(𝑥, 𝑦)  ⋅  𝛿[𝜃′, 𝜃(𝑥, 𝑦)]𝑦𝑥  （2.2.14） 
 𝑤(𝑥, 𝑦) = 𝐺(𝑥, 𝑦, 𝜎)  ⋅  𝑚(𝑥, 𝑦) （2.2.15） 
ここでℎは勾配方向を 36 方向に量子化したヒストグラム，𝑤は参照ピクセルに対する
重みであり，キーポイントに近いほど重くなるガウスカーネルを用いている． 





キーポイント記述子は，キーポイントの周りを 4×4 の 16 ブロックに分割し，ブロ






図 2.2.5 SIFT によるステレオ画像を用いた対応点探索 
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2.2.4 Speeded-Up Robust Features (SURF) 
SURF は，H. Bay [12]らが 2006 年に考案した特徴点検出器及び特徴量記述子であ
る．SURF は，SIFT におけるスケール空間での DoG 処理部分の計算コスト上の弱点
を改良しており，パフォーマンスを損なわず SIFT より数倍高速であることが報告され
ている [38]．SURF も SIFT 同様に，特徴点検出部と特徴量記述部の 2 つのフェーズ
に分かれ，特徴点とスケールの検出，特徴点の絞込み，オリエンテーションの算出，特
徴量記述の 4 つのステップで処理を行う． 
特徴点とスケールの検出は，SIFT で計算コストが大きかった σ の異なる DoG の反





(a) Hessian-Laplace 検出器 
 
(b) Box フィルタ 
図 2.2.6 Box フィルタによる Hessian-Laplace 検出器の近似 
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また，異なるスケールの結果は，Box フィルタのサイズを変化させることで対応する．
Box フィルタによる近似 Hessian-Laplace 検出器の行列式は，次式よって算出する． 
 𝑑𝑒𝑡(H𝑎𝑝𝑝𝑟𝑜𝑥) = 𝐷𝑥𝑥  ⋅  𝐷𝑦𝑦 − (𝐷𝑥𝑦  ⋅  0.9)
2
 （2.2.16） 
ここで，𝐷𝑥𝑥，𝐷𝑦𝑦，𝐷𝑥𝑦 は，それぞれ Box フィルタによって得られる近似値であり，
0.9 はフィルタの近似による誤差を補う係数である．式（2.2.16）の行列式を各スケー
ルの画像に対して計算し，SIFT 同様に 3 次元空間での極大値を特徴点の候補とし，コ
ントラストと主曲率による絞込みで不要な特徴点の候補を削除したうえで，特徴点を検
出する．図 2.2.7 は，SURF による特徴点検出の実行例である． 
特徴量記述部は，SIFT 同様に回転不変性を得るためのオリエンテーションの算出処




x, y 方向それぞれの Haar-like（4 スケール×4 スケール）を計算する．つぎに，ガウシ
アンフィルタによって半径 6 スケールの重み付き輝度勾配を算出し，x, y 方向ごとに総
和する．これらの処理を特徴点を中心にπ/3 ずつ回転させながら繰り返し，求められた
最大値の方向を特徴点のオリエンテーションとする． 
特徴量の記述処理では，特徴点を中心に 20 スケール×20 スケールの領域を 4×4 グ
リット領域に分割し，Haar-like 特徴量（2 スケール×2 スケール）を計算することで
輝度勾配を求める．x, y 方向の輝度勾配をそれぞれ dx，dy とすると，dx，dy，|dx|，
|dy|の 4 次元ベクトル×16 領域で，64 次元の特徴ベクトルを得ることとなる． 
図 2.2.9 に SURF による特徴点検出および特徴量記述を用いたステレオ画像の特徴
点の対応付けの実行例を示す． 
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図 2.2.7 SURF による特徴点検出 
    
    
図 2.2.8 Haar-like 特徴のパターン例 
 
図 2.2.9 SURF によるステレオ画像を用いた対応点探索 
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2.2.5 Features from Accelerated Segment Test (FAST) 





注目画素 p を中心とする円周上の 16 画素の輝度値を明るい（brighter），似ている
（similar），暗い（darker）の 3 値化する． 
 𝑆𝑝→𝑥 = {
𝑑𝑎𝑟𝑘𝑒𝑟, 𝐼𝑝→𝑥 ≤ 𝐼𝑝 − 𝑡
𝑠𝑖𝑚𝑖𝑙𝑎𝑟, 𝐼𝑝 − 𝑡 < 𝐼𝑝→𝑥 < 𝐼𝑝 + 𝑡
𝑏𝑟𝑖𝑔ℎ𝑡𝑒𝑟, 𝐼𝑝 + 𝑡 ≤ 𝐼𝑝→𝑥
 （2.2.17） 
ここで，𝐼𝑝 は注目画素の輝度値，𝐼𝑝→𝑥 は円周上画素の輝度値，t はしきい値を表す． 
3 値化された円周上の 16 画素を，図 2.2.10 (b)に示すような特徴ベクトルとし，n 個
以上連続した brighter，または darker が存在した場合に，注目画素 p に対してコーナ
ーラベルを，そうでない場合には非コーナーラベルを付与する．なお，文献 [32]によれ
ば，元画像と射影画像を用いたコーナーの再現性を調べる Repeatability による性能実
験の結果，n = 9 のとき最も良い性能を示したことが確認されている． 
16 1 2
15 3
14 4  brighter
13 p 5  similar
12 6  darker
11 7
10 9 8
1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
(a) 注目画素pの円周上16画素 (b) 特徴ベクトル
 
図 2.2.10 FAST における注目画素 p の特徴ベクトル 
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11 12 132 10 3 15 14
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図 2.2.12 FAST によるコーナー検出 
2.2.6 Binary Robust Independent Elementary Features (BRIEF) 
BRIEF は，M. Calonder [14]らによって 2010 年に提案された特徴量を 2 値化したベ
クトルで表現するアルゴリズムを取り入れた特徴量記述子である． 
SIFT における特徴量は，ヒストグラムとして 128 次元のベクトルで表されており，
1 つの特徴点につき 128 バイトのメモリを消費する．また，特徴ベクトル同士のユーク
リッド距離の計算に時間がかかる．これらのメモリコストや計算コストを軽減するアイ
デアとして BRIEF では，特徴点の周辺領域内（パッチ）でガウシアン分布に基づいて
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図 2.2.13 FAST と BRIEF を併用したステレオ画像を用いた対応点探索 
𝑖，𝑗の輝度値をそれぞれ𝑝 (𝑖)，𝑝 (𝑗)としたとき，次式に示すように𝑝内の𝑛組のバイ
ナリテスト τ は，𝑖，𝑗の輝度値の比較によって𝑛ビットのバイナリコードを生成する． 
 τ(𝑝; 𝑖, 𝑗) = {





 𝑓𝑛(𝑝) = ∑ 2
𝑙−1 τ(𝑝; 𝑖𝑙 , 𝑗𝑙)1 ≤ 𝑙 ≤ 𝑛  （2.2.19） 
文献 [14]によれば，次元数を 128，256，512 の 3 種類に設定したうえで，他の手法
と比較しており，認識率や処理速度，メモリコストの面においてそれぞれ良好な結果を
示すことが確認されている．なお，BRIEF には特徴点検出器の機能はなく，検出器に
FAST を併用することで，図 2.2.13 に示すようなステレオマッチングを高速に行うこ
とが可能である．また，BRIEF は，スケール変化や回転に対する不変性はない． 
2.2.7 Binary Robust Invariant Scalable Keypoints (BRISK) 
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フィッティングを適用することで精度を高めている．図 2.2.15 は，BRISK によるキー
ポイント検出の実行例である． 
 







i - 1 
i  
i + 1 
log2(t) t : scale 
FAST sore s 
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は，輝度の大小関係から BRIEF 同様にバイナリコードとして特徴量を記述する．1 組
のペア中の各要素をp𝑖，p𝑗としたとき，ペアの勾配量 g は式（2.2.20）で表現される．
なお，𝐼(p𝑖, σ𝑖)，𝐼(p𝑗 , σ𝑗)は，それぞれガウシアンフィルタで平滑化された画素値である． 
  













5 1 2 b i tバイナリコードを生成
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 g(p𝑖 , p𝑗) = (p𝑗 − p𝑖) ⋅
𝐼(p𝑗,𝜎𝑗)−𝐼(p𝑖,𝜎𝑖)
‖p𝑗−p𝑖‖




ペアの平均勾配ベクトル g を求め，g の角度をオリエンテーション α として算出する． 






 ⋅  ∑  g(p𝑖, p𝑗)(p𝑖,p𝑗) ∈𝐿  （2.2.21） 




ため，次式のように短距離ペアの集合 S に属するペアを用いてバイナリコード b を算出
し，特徴量として記述する．なお，出力するバイナリコードは 512 ビットである． 
 𝑏 = {
1, 𝐼(p𝑗
𝛼 , 𝜎𝑗 ) > 𝐼(p𝑖





𝛼)  ∈ 𝑆 （2.2.24） 
BRISK では，規則的なサンプリングパターンを採用することで，ランダムパターン
による BRIEF に比べ，計算コストを抑え，処理の高速化を図っている．図 2.2.17 は，
BRISK を用いたステレオ画像対応点探索の実行例である． 
 
図 2.2.17 BRISK によるステレオ画像を用いた対応点探索 
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2.2.8 Oriented FAST and Rotated BRIEF (ORB) 

















④ ③の手順を繰り返し，256 組のペアが採用された時点で処理を終了する． 
ORB は BRISK や BRIEF と同様にバイナリコードを採用するとともに，BRISK 同
様に BRIEF にない回転不変性も得ている．キーポイント検出と特徴量記述の計算速度
はともに高速であり，文献 [16] では，SURF の 10 倍以上，SIFT の 100 倍以上の速
さで処理することが確認されている．図 2.2.18，2.2.19 はそれぞれ ORB によるキーポ
イント検出とステレオ画像を用いた対応点探索の実行例である． 
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図 2.2.18 ORB によるキーポイント検出 
 
図 2.2.19 ORB によるステレオ画像を用いた対応点探索 
2.2.9 Fast Retina Keypoint (FREAK) 
FREAK は，A. Alahi [33]らによって 2012 年に提案された ORB をベースに考案さ
れた特徴量記述子である．本アルゴリズムでは，図 2.2.20 に示すとおり人間の網膜神
経節細胞（Retinal Ganglion Cell）を模倣したサンプリングパターンを提案している． 
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図 2.2.20 網膜神経節細胞を模した FREAK のサンプリングパターン 
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エントロピーが高いバイナリコードを組み合わせてサンプリングペアを決定する． 
最終的には，512 ビットのバイナリコードとして特徴量を記述する．図 2.2.21 は，
FAST と FREAK を組み合わせたステレオ画像による対応点探索の実行例である． 
2.3 議論 
本章では，特徴点検出器として Moravec Operator，Harris Corner，FAST を，特徴
量記述子として BRIEF，FREAK を，そして双方の機能を兼ね備えた SIFT，SURF，
BRISK，ORB の計 9 種類の手法について述べた．提案された時系列で述べることで，
各手法の関連性がわかるとともに，それぞれ提案された手法が既知の手法をヒントに，
さらに創意工夫を凝らしたアルゴリズムであることが十分に理解できた． 





FAST が提案され，検出器の機能を持たない BRIEF や FREAK にも採用されている．
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は搭載されている CPU や GPU に対する消費電力の増大は否めない．また，高速処理
が可能な CPU や GPU であっても，処理の負荷に応じて実行時間やタイミングには揺
らぎが生じ，リアルタイム処理におけるデッドラインの予測は困難である． 
そこで，本研究ではリアルタイム性を重視した自律移動ロボットの実現に向けて，
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3.2 システム構成 
本研究で製作したシステムは，巡回および簡易搬送を可能とするテーブル型の自律移
動ロボットである．外観は図 3.2.1 に示すとおり，アクリル製の円板 3 枚とアルミ製ベ
ース板によって頭部と基底部に大別され，それらを接続するステンレス製の支柱から構
成されている．頭部には，ステレオビジョンシステムとして，画像処理および画像通信




図 3.2.1 自律移動ロボットの全体像 
  





体の外寸は高さ 650mm，幅 300mm，重量は約 1.5kg である．なお，天板には書物や
ノート PC など身近な手荷物を乗せて搬送させることが可能である． 
FPGAボードには，図 3.2.2に示すヒューマンデータ社のXCM-112 [41]を採用した．
選定理由は，FPGA に高性能で実績の高い Xilinx 社製 Kintex-7 [42]を採用しており，
コンパクトながらオンボードクロックに 200MHz を搭載し，拡張 I/O ピン（GPIO）が
128 ピンあることなどが挙げられる．この GPIO を使用して小型ながら外部周辺機器と
の連携も容易に行える点もメリットのひとつである．表 3.2.1 に XCM-112 の主な仕様
を示し，図 3.2.3 にブロック図を示す． 
 
図 3.2.2 FPGA ボード：XCM-112 
表 3.2.1 XCM-112 の主な仕様 
FPGA Xilinx Kintex-7 
オンボードクロック 50 MHz, 200 MHz 
SDRAM DDR3 1 ギガビット 
拡張 I/O ピン 128 pin 
基板サイズ 54 mm × 43 mm 
消費電力 3 W 
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図 3.2.3 XCM-112 のブロック図 
自律移動ロボットとしてのアプリケーションを統合・制御する CPU ボードには，ラ
ズベリー・パイ財団 [43]の ARM プロセッサを搭載したシングルボードコンピュータ
である Raspberry Pi 2 Model B を採用した．本 CPU ボードは，小型かつ低価格なが
ら，外部周辺機器との接続用インターフェースを豊富に備え，また，SD カードから起
動できる Linux OS の Raspbian が同財団から提供されるなど，拡張性と取り扱い易さ
が魅力である [44] [45]．図 3.2.4 に外観を表 3.2.2 に主な仕様をそれぞれ示す． 
 
図 3.2.4 Raspberry Pi 2 Model B の外観 
Kintex-7
XC7K160T-1FBG484C




50 MHz, 200 MHz
POR (240 ms typ.)
User Switch
(Push x 1, DIP x 1bit)
Power Circuit
1.0 V, 1.2 V, 1.5 V
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表 3.2.2 Raspberry Pi 2 Model B の主な仕様 
CPU ARM Cortex-A7 900 MHz × 4 Core 
メモリ LPDDR2 SDRAM 1 GB 
インターフェース 
HDMI × 1, USB 2.0 × 4, 
RJ45 × 1(100 Mbps) 
拡張 I/O ピン 40 pin 
基板サイズ 86 mm × 57 mm 
消費電力 4.5 ～ 5.5 W 
CMOS カメラモジュールには OmniVision OV5642 を採用した．小型かつ低消費電
力であり，デジタルデータ（YUV422）出力対応であること，低照度環境にも優れてい
ることなどが選定理由である．本システムでは，OV5642 をステレオビジョンとして機
能するよう左右 1 対（2 台）接続している．図 3.2.5 および 3.2.6 に OV5642 単体およ
び本システムへ搭載後の外観をそれぞれ示し，表 3.2.3 に OV5642 の主な仕様を示す． 
 
図 3.2.5 OV5642 の外観 
 
図 3.2.6 ステレオビジョンボード装着後の OV5642 
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表 3.2.3 OV5642 の主な仕様 
外形寸法 30 mm × 30 mm 
撮像素子 1/4 インチ CMOS カラーイメージセンサ 
画素数 5 メガピクセル 
デジタル出力対応 YUV 422 / RGB 565 等 8 ビット パラレル出力 
ステレオビジョンシステムの主要部品であるこれらのパーツを自律移動ロボットの
頭部の適切な位置に装着できるよう，オリジナル基板のステレオビジョンボード（SV-
board）を設計した．回路図は図 3.2.7 に示すとおりであり，FPGA ボードと CPU ボー
ドを接続する GPIO ピン配置を考慮したうえで，モジュールのピンアサインメントを
決定し，それぞれの配線の取り回しに配慮した設計となっている．この回路図および図
3.2.8 に示す部品配置をもとに，CAD で図 3.2.9 のような PCB デザインをおこし，完
成したものが図 3.2.6 の SV-board である．各部品がコンパクトな基板上に効率よく配
置されており，自律移動ロボットの頭部にフィットする形状となっている． 
 
図 3.2.7 SV-board の回路図 
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図 3.2.8 SV-board 上の部品配置図 
 
図 3.2.9 CAD による SV-board の PCB デザイン 
SVboard：180mmx60mm
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本システムで採用した駆動用のモータは，ツカサ電工社製の DC ギヤドモータ TG-
05L である．また，モータドライバ回路は，容易に入手可能な PIC やドライバ IC など
の安価な部品を利用して作成した．モータおよびモータドライバ回路は本システムの基
底部に配置し，前後左右に計 4 個搭載されたモータをモータドライバ回路によってそれ
ぞれ独立制御している．本回路は，FPGA ボードの拡張 I/O ピンに接続されており，本
システムの自律移動時および PC による遠隔操縦時の速度と方向をコントロールして
いる．図 3.2.10 にモータおよびモータドライバ回路の外観を示し，表 3.2.4 にモータの
主な仕様を示す． 
 




















図 3.2.10 モータおよびモータドライバ回路の外観 
(b) モータドライバ回路 (a) DC ギヤドモータ TG-05L 
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図 3.2.11 オムニホイールを装着したシステムの駆動部 
表 3.2.5 オムニホイールの主な仕様 
MAX 荷重（kg） 30 
本体の材質 アルミ合金 
ローラーの材質 ゴム 
プレート枚数 / ローラー個数 2 / 18 
ローラーの直径（mm） 19 
本体の直径 / 軸幅（mm） 100 / 29 
質量（g） 335 





3.2.11 に本システムへ装着後のオムニホイールの外観を示し，表 3.2.5 にオムニホイー
ルの主な仕様を示す． 
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3.3 システムの開発環境 
ステレオビジョンシステムの FPGA 回路は，Xilinx [42]が提供する統合型の FPGA






開発作業を行うユーザインタフェースは，図 3.3.1 に示す Vivado Integrated Design 





図 3.3.1 Vivado Integrated Design Environment による FPGA 開発画面 
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図 3.3.2 FPGA 開発の流れ 
図 3.3.2 に Vivado Design Suite を用いた FPGA 開発フローを示す．なお，Vivado 
Design Suite は，Xilinx 社の 7 シリーズ以降の FPGA より利用可能となっており，そ
れ以前の FPGA デバイスでは利用できないようになっている． 
本研究では，FPGA の自作 IP コアを作成するためにハードウェア記述言語（HDL：
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識して設計することがとても重要である．Vivado Design Suite は，IDE の Synthesis
に Schematic 機能があり，図 3.3.3 のように設計した回路を視覚化して確認できる． 




図 3.3.3 Schematic 機能による設計中の FPGA 回路図 
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トおよびメモリコストの両面を考慮し，セグメントテスト領域を 5×5 サイズとした． 
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図 3.4.1 ガウシアンフィルタの 7×7 カーネル 
 
図 3.4.2 注目画素を中心とする 5×5 領域の 8 方向への勾配 
コーナー検出器の処理については，まず，ノイズ耐性を得るため，CMOS カメラから
取得した画像に対して図 3.4.1 に示す 7×7 カーネルによるガウシアンフィルタを用い
て平滑化画像 I を生成する．つぎに，図 3.4.2 に示すような注目画素(𝑥, 𝑦)を中心とする
5×5 領域を用いて，注目画素とその 8 近傍の画素(𝑖, 𝑗)に対する勾配として，輝度値の
差𝐷𝑑を次式によって，8 方向分についてそれぞれ求める．ここで，𝐼𝑥,𝑦 および𝐼𝑥→𝑖,𝑦→𝑗
は，それぞれ注目画素と 8 近傍画素の平滑化処理後の画素値である． 
 𝐷𝑑 = 𝐼𝑥→𝑖,𝑦→𝑗 − 𝐼𝑥,𝑦, (𝑖, 𝑗) ∈ {8-𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠} （3.4.1） 
1 1 1 1 1
1 1 1 2 1
1 1 2 2 2
1 2 2 4 2






1 1 1 2 1
1 1 1 1 1
1 1
1 1
(a) 中心  右
-1 1
(b) 中心  右下
-1
1
(c) 中心  下
-1
1
(d) 中心  左下
-1
1
(e) 中心  左
1 -1
(f) 中心  右上
1
-1
(g) 中心  上
1
-1
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図 3.4.3 勾配の分散を評価するセグメントテストに用いるコーナーパターン 
その後，中心の注目画素と 8 方向の近傍画素に対してセグメントテストによる勾配方
向の分布を評価する．セグメントテストに用いる 8 種類のコーナーパターンは，図 3.4.3
に示すとおりであり，注目画素の 8 方向に対する勾配について，赤い円で示す連続する











(a0): 基準a (a1): (a0)を90°右へ回転 (a2): (a1)を90°右へ回転 (a3): (a2)を90°右へ回転
(b1): (b0)を90°右へ回転 (b2): (b1)を90°右へ回転 (b3): (b2)を90°右へ回転(b0): 基準b
: コーナー : 相違性評価対象画素 : 類似性評価対象画素
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図 3.4.4 隣接するコーナー強度のイメージ 
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3.5.1 提案手法 1：階層化された勾配特徴量ヒストグラムによる手法 
提案手法 1 では，コーナーを中心とする 39×39 の近傍領域の全画素で勾配強度およ
び勾配方向を求める．勾配強度計算は，注目画素を中心とする 3×3 領域の 8 近傍画素
を用いて，図 3.5.1 に示すような右・右下・下・左下の 4 方向に対する 1 次微分フィル
タを適用し，その最大となる絶対値を求める．その後，求めた値に対して図 3.5.2 に示
す 39×39 のガウシアンカーネルを用いて，コーナーに近いほど大きな重みを掛ける． 
 
図 3.5.1 注目画素を中心とする 3×3 領域を用いた 1 次微分フィルタ 
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図 3.5.3 ヒストグラム方式でのコーナーを中心とする 39×39 領域の 3 階層構造 
勾配方向は，勾配強度計算時の 1 次微分フィルタの適用結果の正負符号によて上下，
左右および対角の 8 方向に量子化する．つぎに，図 3.5.3 のように，39×39 のコーナ
ー近傍領域を階層的構造として 3 層に分け，コーナーの最近傍である上層を 5×5×1
領域，中層を 5×5×8 領域，下層を 13×13×8 領域の全 17 ブロックに分割し，ブロッ
クごとに勾配方向に対する勾配強度を集計した勾配ヒストグラムを求める．最終的には，
17 ブロック×8 方向＝136 次元勾配ヒストグラムとしてコーナーの勾配特徴量を生成
する．図 3.5.4 は，136 次元勾配ヒストグラムを 3D グラフ化したものであり，y 軸が
勾配強度，x 軸が領域ブロック，そして z 軸が 8 方向に量子化された勾配方向を表す． 
 
図 3.5.4 3D グラフ化した 136 次元勾配ヒストグラム 
上層： 5 ｘ 5 ｘ 1領域：コーナーの最近傍
中層： 5 ｘ 5 ｘ 8領域
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図 3.5.5 136 次元勾配ヒストグラムを用いたコーナーの対応付けイメージ 
 






 𝐷ℎ = ∑ ∑ |𝑔ℎ0[𝑟][𝑜] − 𝑔ℎ1[𝑟][𝑜]|16𝑟=0
7























3.5.2 提案手法 2：階層化された領域間勾配特徴量による手法 
本手法は，提案手法 1 のヒストグラム方式同様に，コーナーを中心とする 39×39 の
近傍領域を階層構造としている．本手法の階層構造は，図 3.5.7 のように上層，中層，
下層部を，それぞれ 5×5，9×9，13×13 のウインドウサイズを用いて構成する中心領
域とその 8 近傍領域からなる．領域間勾配を求めるために，各領域に対して図 3.5.8 に
示すような x 方向 1 次微分フィルタ，y 方向 1 次微分フィルタ，中心方向 1 次微分フィ
ルタ，加重平均フィルタの 4 種類を用いて，それぞれで畳み込み演算を行う．また，そ
れぞれの階層ごとにウインドウサイズが異なるため，ウインドウサイズに応じたパラメ
ータによって正規化している．本操作で，4 オペレータ×8 近傍領域×3 階層＝96 次元
の勾配特徴量が生成される． 
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値 D が，極小値となるコーナー同士を対応付けする．ここで，𝑔𝑥，𝑔𝑦，𝑔𝑧，𝑔𝑣は，x 方
向，y 方向，中心方向，そして領域間のそれぞれ勾配であり，𝑟は階層を𝑜は領域を表し，
𝑊𝑠，𝑊𝑧，𝑊𝑣は，それぞれ中心領域に重みを置いたウェイト定数である． 
 Gx = ∑ ∑ |𝑔𝑥0[𝑟][𝑜] − 𝑔𝑥0[𝑟][0] − 𝑔𝑥1[𝑟][𝑜] + 𝑔𝑥1[𝑟][0]| × 𝑊𝑠2𝑟=0
7
𝑜=0  （3.5.2） 
 Gy = ∑ ∑ |𝑔𝑦0[𝑟][𝑜] − 𝑔𝑦0[𝑟][0] − 𝑔𝑦1[𝑟][𝑜] + 𝑔𝑦1[𝑟][0]| × 𝑊𝑠2𝑟=0
7
𝑜=0  （3.5.3） 
 Gz = ∑ ∑ |𝑔𝑧0[𝑟][𝑜] − 𝑔𝑧0[𝑟][0] − 𝑔𝑧1[𝑟][𝑜] + 𝑔𝑧1[𝑟][0]| × 𝑊𝑧2𝑟=0
7
𝑜=0  （3.5.4） 
 Gv = ∑ ∑ |𝑔𝑣0[𝑟][𝑜] − 𝑔𝑣0[𝑟][0] − 𝑔𝑣1[𝑟][𝑜] + 𝑔𝑣1[𝑟][0]| × 𝑊𝑣2𝑟=0
7
𝑜=0  （3.5.5） 
 𝐷 = (Gx + Gy + Gz + Gv) （3.5.6） 
本アルゴリズムは，提案手法 1 のヒストグラム方式と同程度の性能を維持しつつ，計
算コストを大幅に抑えることが可能である．また，中心領域と近傍領域との差分を勾配
とする方式は，人間の網膜モデル [51]を導入している DAISY [52]や FREAK といった
比較的に新しい記述子に近いモデルといえる．また，本アルゴリズムでは，各領域の勾
上層： 5 ｘ 5 ｘ 8領域：コーナーの最近傍
中層： 9 ｘ 9 ｘ 8領域
下層： 13 ｘ 13 ｘ 8領域
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図 3.5.8 勾配計算に用いる領域別の 4 種類のフィルタ 
-1 -1 -1 -1 0 1 1 1 1 -1 -2 -2 -4 -8 -4 -2 -2 -1
-2 -1 -1 -1 0 1 1 1 2 -1 -1 -2 -2 -4 -2 -2 -1 -1
-2 -2 -1 -1 0 1 1 2 2 -1 -1 -1 -2 -2 -2 -1 -1 -1
-4 -2 -2 -1 0 1 2 2 4 -1 -1 -1 -1 -2 -1 -1 -1 -1
-8 -4 -2 -2 0 2 2 4 8 × 1/128 0 0 0 0 0 0 0 0 0 × 1/128
-4 -2 -2 -1 0 1 2 2 4 1 1 1 1 2 1 1 1 1
-2 -2 -1 -1 0 1 1 2 2 1 1 1 2 2 2 1 1 1
-2 -1 -1 -1 0 1 1 1 2 1 1 2 2 4 2 2 1 1
-1 -1 -1 -1 0 1 1 1 1 1 2 2 4 8 4 2 2 1
0 0 0 0 -1 0 0 0 0 1 1 1 1 1 1 1 1 1
0 0 0 0 -2 0 0 0 0 1 1 1 1 2 1 1 1 1
0 0 0 0 -4 0 0 0 0 1 1 1 2 3 2 1 1 1
0 0 0 -1 -8 -1 0 0 0 1 1 2 3 4 3 2 1 1
-1 -2 -4 -8 64 -8 -4 -2 -1 × 1/128 1 2 3 4 8 4 3 2 1 × 1/128
0 0 0 -1 -8 -1 0 0 0 1 1 2 3 4 3 2 1 1
0 0 0 0 -4 0 0 0 0 1 1 1 2 3 2 1 1 1
0 0 0 0 -2 0 0 0 0 1 1 1 1 2 1 1 1 1
0 0 0 0 -1 0 0 0 0 1 1 1 1 1 1 1 1 1
中心方向1次微分フィルタ 加重平均フィルタ
(b) 9×9 領域
-1 -1 0 1 1 -1 -2 -4 -2 -1
-2 -1 0 1 2 -1 -1 -2 -1 -1
-4 -2 0 2 4 x 1/32 0 0 0 0 0 x 1/32
-2 -1 0 1 2 1 1 2 1 1
-1 -1 0 1 1 1 2 4 2 1
x方向1次微分フィルタ
0 0 -1 0 0 1 1 1 1 1
0 -1 -2 -1 0 1 1 2 1 1
-1 -2 16 -2 -1 x 1/32 1 2 4 2 1 x 1/32
0 -1 -2 -1 0 1 1 2 1 1
0 0 -1 0 0 1 1 1 1 1
中心方向1次微分フィルタ 加重平均フィルタ
(a) 5×5 領域
-1 -1 -1 -1 -1 -1 0 1 1 1 1 1 1 -1 -2 -4 -8 -8 -16 -16 -16 -8 -8 -4 -2 -1
-2 -1 -1 -1 -1 -1 0 1 1 1 1 1 2 -1 -1 -2 -4 -8 -8 -16 -8 -8 -4 -2 -1 -1
-4 -2 -1 -1 -1 -1 0 1 1 1 1 2 4 -1 -1 -1 -2 -4 -8 -8 -8 -4 -2 -1 -1 -1
-8 -4 -2 -1 -1 -1 0 1 1 1 2 4 8 -1 -1 -1 -1 -2 -4 -4 -4 -2 -1 -1 -1 -1
-8 -8 -4 -2 -1 -1 0 1 1 2 4 8 8 -1 -1 -1 -1 -1 -2 -4 -2 -1 -1 -1 -1 -1
-16 -8 -8 -4 -2 -1 0 1 2 4 8 8 16 -1 -1 -1 -1 -1 -1 -2 -1 -1 -1 -1 -1 -1
-16 -16 -8 -4 -4 -2 0 2 4 4 8 16 16 × 1/512 0 0 0 0 0 0 0 0 0 0 0 0 0 × 1/512
-16 -8 -8 -4 -2 -1 0 1 2 4 8 8 16 1 1 1 1 1 1 2 1 1 1 1 1 1
-8 -8 -4 -2 -1 -1 0 1 1 2 4 8 8 1 1 1 1 1 2 4 2 1 1 1 1 1
-8 -4 -2 -1 -1 -1 0 1 1 1 2 4 8 1 1 1 1 2 4 4 4 2 1 1 1 1
-4 -2 -1 -1 -1 -1 0 1 1 1 1 2 4 1 1 1 2 4 8 8 8 4 2 1 1 1
-2 -1 -1 -1 -1 -1 0 1 1 1 1 1 2 1 1 2 4 8 8 16 8 8 4 2 1 1
-1 -1 -1 -1 -1 -1 0 1 1 1 1 1 1 1 2 4 8 8 16 16 16 8 8 4 2 1
0 0 0 0 0 0 -1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 -2 0 0 0 0 0 0 1 1 1 1 2 2 2 2 2 1 1 1 1
0 0 0 0 0 0 -4 0 0 0 0 0 0 1 1 1 2 3 3 3 3 3 2 1 1 1
0 0 0 0 0 0 -8 0 0 0 0 0 0 1 1 2 3 4 4 4 4 4 3 2 1 1
0 0 0 0 0 0 -16 0 0 0 0 0 0 1 2 3 4 6 8 8 8 6 4 3 2 1
0 0 0 0 0 -1 -32 -1 0 0 0 0 0 1 2 3 4 8 10 12 10 8 4 3 2 1
-1 -2 -4 -8 -16 -32 256 -32 -16 -8 -4 -2 -1 × 1/512 1 2 3 4 8 12 24 12 8 4 3 2 1 × 1/512
0 0 0 0 0 -1 -32 -1 0 0 0 0 0 1 2 3 4 8 10 12 10 8 4 3 2 1
0 0 0 0 0 0 -16 0 0 0 0 0 0 1 2 3 4 6 8 8 8 6 4 3 2 1
0 0 0 0 0 0 -8 0 0 0 0 0 0 1 1 2 3 4 4 4 4 4 3 2 1 1
0 0 0 0 0 0 -4 0 0 0 0 0 0 1 1 1 2 3 3 3 3 3 2 1 1 1
0 0 0 0 0 0 -2 0 0 0 0 0 0 1 1 1 1 2 2 2 2 2 1 1 1 1
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差が 0 になることを利用し，CMOS カメラに映る 200 メートル程度離れたオブジェク
トを用いて，左右カメラの方向と傾きを合わせている． 
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図 3.6.1 視差画像によるステレオマッチングのイメージ 
また，レンズの歪みや個体差等のカメラに対する厳格なキャリブレーションは行わず
に，自律移動ロボットの行動範囲内において，適正なステレオマッチングの機能を実現












 𝑀=∑  |𝑔𝑟⃗⃗ ⃗⃗ − 𝑔𝑙⃗⃗  ⃗| （3.6.1） 
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図 3.6.2 ステレオ画像による三角測量法を用いた距離計算の原理図 
コーナーまでの距離計算は，図 3.6.2 に示すように，観測点𝑃までの距離を三角測量
法の原理に基づき，三角形の相似関係を利用して求める． 
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3.7 FPGAを用いたステレオビジョンの構築 
FPGA に実装しているステレオビジョンとしてのハードウェアアーキテクチャと回
路構成は，図 3.7.1 に示すとおりである．特徴量記述子については，提案手法 2 の領域
間勾配方式を採用している．CMOS カメラから取得される 640×480 ピクセルの 1 画
像分データを 7 ラインずつラスタスキャンし，YUV データから不要な色情報である U
と V のデータを破棄して輝度値である Y のみを抽出する．つぎに，Y データを 8 ピク
セル分まとめて 8 並列処理で出力し，ラインバッファに格納するとともに，ノイズ耐性
を得るため 7×7 ウインドウのガウシアンフィルタによって平滑化した後，39 行バッフ
ァに格納する．コーナー検出器回路は，この平滑化された画素値を用いて処理を行う． 
 
図 3.7.1 FPGA 上のステレオビジョンシステム回路のアーキテクチャ 





CMOS Image Sensors: OV5642

















Circuits by Hierarchical 
Gradient Structure 
(39x39 WIN)
Stereo Correspondence Circuit 
by Manhattan Distance Similarity
Coordinates of Corners
Gradient Vector of Corners
7 Lines Buffers
FPGA: Kintex-7 XC7K160T
CPU Board for Robot Control
(X, Y, Z)
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図 3.7.2 FPGA 上の CPU ボードとの通信回路の状態遷移図 
CPU ボードである Raspberry Pi とのデータ通信については，図 3.7.2 の状態遷移図
に示すような処理の流れとなっている．同図(a)，(b)は，CMOS カメラから取得する画
像データの転送モジュールである．Raspberry Pi の GPIO データ転送レートが FPGA
ボードの転送レートより遅く，データ欠損・重複などの転送エラーを発生する可能性が
あるため，FIFO を用いたバッファリングによる確実性の高い処理を行っている． 
同図(c)は，FPGA 回路による画像処理結果を xy 座標とともに CPU ボードに送信す
る処理の状態遷移を示している．ここでは，CPU ボードとの REQ－ACK 通信と同時




CPU board -> 
ACK
image circuit -> 
ACK
















FIFO   empty
(a) カメラデータFIFO書込みモジュール
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図 3.7.3 FPGA 上の並列処理回路によるコーナー検出器 
コーナー検出器の FPGA 上の処理の流れは，図 3.7.3 に示すように 7 行バッファリ
ングと 8 並列処理回路によって，勾配の方向とその強さを求め，最終的にその極値をコ
ーナーとして保持している．ピクセルデータ用ラインバッファは，コーナー検出器に用
いる 14 byte×7 行分のレジスタ，平滑化データ用ラインバッファは，特徴量記述子に
用いる 28 byte×39 行分のレジスタをそれぞれ用意する．状態遷移については，図 3.7.4 
(a)に示すガウシアンフィルタモジュールによって平滑化された画素値に対し，同図 (b)
のように 7 ラインバッファを用いて，5×5 ウインドウによる周囲 8 方向の勾配強度を












3 around 8 pixels
Circuit of 8-direction for 
gradient variance inspection
Local maxima of 
cornerness strength
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図 3.7.4 FPGA 上の画像処理回路の状態遷移図 
その後，抽出されたコーナーに対して，3 階層構造の勾配特徴量記述処理を行う． 
図 3.7.5 に示す特徴量記述子処理では，39 行バッファリングと 8 並列処理回路によ
って，階層構造の勾配特徴量を算出している．まず，コーナーを中心とする 5×5，9×
9，13×13 のウインドウの中心領域とその 8 近傍領域に対して，領域間勾配を求めるた
めに，x 方向，y 方向および中心方向の 1 次微分フィルタに加え，加重平均フィルタの
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図 3.7.5 FPGA 上の局所特徴量記述子回路の処理の流れ 
 





Line buffering for pixel data 
(7 lines)
Line buffering for smoothed 
pixel data  (39 lines)
8 parallel smoothing circuit 
(7 x 7 window)
8 parallel calculation circuit 
for hierarchical gradient 
structure (39 x 39 window)
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ボードへデータを送信している．各種のフィルタ回路は，限られたメモリリソースを効
率的に利用でき，高速処理が可能なラインバッファおよびリングバッファの概念を取り
入れ，FPGA 内部メモリの BRAM を効果的に利用することで高速なデータ処理を実現
している．この BRAM や Raspberry Pi とのデータ通信時の処理タイミングの揺らぎ
を吸収する FIFO は，Vivado IDE の Block Memory Generator や図 3.7.6 に示すよう
な FIFO Generator を使用して領域を確保している． 
本システムでは，Kintex-7 のシステムクロックを 200MHz で動作させ，ガウシアン
フィルタモジュールも含め，コーナー検出処理に 25 クロック（125 ㎱）程度，局所特
徴量記述処理に 12 クロック（60 ㎱）程度で処理しており，8 ピクセル分の画像データ








勾配ヒストグラムによる手法と，96 次元の階層的な領域間勾配を用いる手法の 2 種類




Design Suite での FPGA 実装の流れを述べるとともに，RTL レベルでの開発における
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を FPGA 実装し，回路規模と消費電力について確認した． 
4.2 ソフトウェアによる比較実験 
コーナー検出器および特徴量記述子のアルゴリズムを比較する実験では，条件を揃え
るためソフトウェアを使用して検証した．実験に用いた PC の主なスペックは，CPU イ
ンテル Core i7 860（2.80 GHz），メインメモリ 32 GB，OS Microsoft Windows7 64 ビ
ット，GPU は未使用である．また，比較する他の手法は全て，Open Source Computer 
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メータについては，提案手法を含む全ての手法で同一のリファレンス画像を用いて特徴
点の検出数を揃え，エラーマッチングが最小となるように調整している．また，ステレ




とともに，Harris Corner Detector，SIFT，SURF，FAST，BRISK，ORB の計 7 種類
である．特徴点の検出数とともに，静止画像では確認できない蛍光灯や自然光の揺らぎ
に対する安定度や処理速度を比較対象項目としている．特徴点検出数は，条件を揃える
ため，ORB の 400 個を基準とし，その値に近い検出数となるように各アルゴリズムの





表 4.2.1 提案手法のコーナー検出器と他の手法との比較 
Methods Points (#) Speed (ms) Standard deviation 
Harris 398 13.1 5.6 
SIFT 399 146.8 8.2 
SURF 398 54.4 4.8 
FAST 411 4.9 5.3 
BRISK 378 19.2 8.5 
ORB 400 11.2 ---- 
Proposed method 397 9.1 8.5 
※ 検出数と速度は 100 フレームの平均で標準偏差は検出数のばらつきを表す 
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図 4.2.1 特徴点検出器の検出数と処理速度の比較グラフ 
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図 4.2.3 SIFT によるコーナー検出 
 
図 4.2.4 SURF によるコーナー検出 
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図 4.2.5 FAST によるコーナー検出
 
図 4.2.6 BRISK によるコーナー検出
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図 4.2.7 ORB によるコーナー検出 
 
図 4.2.8 提案手法によるコーナー検出 
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また，図 4.2.1 は，同表を処理速度の速い順に並び替え，特徴点の検出数とともにグ
ラフ化したものである．これらから，まず，特徴点検出のばらつきに関しては，他の手
法と比較して SURF が低く，次いで FAST，Harris が良い結果を示していることが確
認できる．また，SIFT や BRISK とともに提案手法のばらつきが高い結果となった． 
一方で，処理速度に関しては，FAST に次いで提案手法は高速であり，SIFT や SURF
より圧倒的に速く，また，近年提案されているバイナリデータを用いて処理の高速化を
図っている BRISK や ORB よりも高速であることを示しており，提案手法のアルゴリ
ズムの計算コスト面の優位性を確認した．図 4.2.2～4.2.8 までは，それぞれの手法によ
る特徴点検出の処理を実行中の動画像をキャプチャした 1 ショットである． 
緑色の円が検出された特徴点を表しており，それぞれの手法において検出される特徴
点の性質の違いを確認できる．提案手法とともに，Harris や FAST は，コーナー検出
器として機能しているため，エッジの頂点や交点に対して反応していることを確認した． 


























図 4.2.9 局所特徴量記述子の比較実験を行った 4 つのシーン 
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correct rate (%) 30.4 38.2 35.3 40.1 42.2 33.0 50.0 53.4 
error rate (%) 0.4 1.5 3.3 3.8 0.9 0.9 3.0 3.8 
total points (#) 467 393 431 419 460 437 472 472 
speed (ms) 575.2 140.8 6.7 30.2 45.2 65.8 37.6 21.5 
Classroom 
correct rate (%) 54.9 44.1 53.8 49.2 60.9 48.4 61.4 63.9 
error rate (%) 1.9 1.4 3.3 1.3 1.7 2.3 0.0 0.4 
total points (#) 430 426 487 447 460 517 466 466 
speed (ms) 546.1 146.6 7.9 31.9 38.4 68.0 36.1 20.7 
Student’s 
hall 
correct rate (%) 39.4 31.0 32.1 40.8 41.7 34.0 48.9 57.0 
error rate (%) 5.4 1.1 2.1 4.4 2.7 3.9 1.6 3.9 
total points (#) 1,619 1,076 1,512 1,322 1,400 1,535 1,932 1,932 
speed (ms) 709.8 184.5 22.2 84.6 69.7 87.5 101.1 37.4 
Reception 
counter 
correct rate (%) 35.3 36.5 36.3 41.0 39.0 35.3 46.3 47.8 
error rate (%) 2.3 0.0 0.5 4.0 2.5 2.8 1.5 1.5 
total points (#) 430 411 413 405 400 425 402 402 
speed (ms) 567.9 158.5 8.0 31.9 40.3 65.3 35.0 21.8 
Average 
of the four 
scenes 
correct rate (%) 40.0 37.5 39.4 42.8 46.0 37.7 51.7 55.5 
error rate (%) 2.5 1.0 2.3 3.4 2.0 2.5 1.5 2.4 
speed (ms) 599.8 157.6 11.2 44.7 48.4 71.7 52.5 25.4 
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表 4.2.2 の中の Proposed-H，Proposed-R は，それぞれ提案手法のヒストグラム方式
と領域間勾配方式を示す．また，correct rate と error rate は，次式で示すように左右
画像に存在する全特徴点数に対する，対応付けされた特徴点数の割合である． 
 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑟𝑎𝑡𝑒 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑐𝑒
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑛𝑒𝑟 𝑝𝑜𝑖𝑛𝑡𝑠
 × 100 （4.2.1） 
 𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =  
𝑒𝑟𝑟𝑜𝑟 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑛𝑐𝑒
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑛𝑒𝑟 𝑝𝑜𝑖𝑛𝑡𝑠
 × 100 （4.2.2） 
図 4.2.10 は，4 つのシーンで行った実験結果を平均したグラフである．このグラフが
示すように，2 つの提案手法は，どちらも correct rate が 50%を超えており，他の手法
のどれよりも高いスコアを示している．また，ヒストグラム方式よりも領域間勾配方式
が高いマッチング精度を保持していることが確認できた．error rate については，SURF
が 1.0%と一番良いスコアを示しているが，一番スコアの悪い BRISK でもわずかに
3.4%であり，全ての手法において，マッチング精度は良好であるといえる． 
 









































speed correct  rate error  rate
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図 4.2.11 SIFT による廊下の実験シーン 
 
 
図 4.2.12 SURF による廊下の実験シーン 
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図 4.2.13 BRIEF による廊下の実験シーン 
 
 
図 4.2.14 BRISK による廊下の実験シーン 
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図 4.2.15 ORB による廊下の実験シーン 
 
 
図 4.2.16 FREAK による廊下の実験シーン 
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図 4.2.17 提案手法のヒストグラム方式による廊下の実験シーン 
 
 
図 4.2.18 提案手法の領域間勾配方式による廊下の実験シーン 
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図 4.2.19 SIFT による教室の実験シーン 
 
 
図 4.2.20 SURF による教室の実験シーン 
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図 4.2.21 BRIEF による教室の実験シーン 
 
 
図 4.2.22 BRISK による教室の実験シーン 
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図 4.2.23 ORB による教室の実験シーン 
 
 
図 4.2.24 FREAK による教室の実験シーン 
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図 4.2.25 提案手法のヒストグラム方式による教室の実験シーン 
 
 
図 4.2.26 提案手法の領域間勾配方式による教室の実験シーン 
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図 4.2.27 SIFT による学生ホールの実験シーン 
 
 
図 4.2.28 SURF による学生ホールの実験シーン 
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図 4.2.29 BRIEF による学生ホールの実験シーン 
 
 
図 4.2.30 BRISK による学生ホールの実験シーン 
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図 4.2.31 ORB による学生ホールの実験シーン 
 
 
図 4.2.32 FREAK による学生ホールの実験シーン 
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図 4.2.33 提案手法のヒストグラム方式による学生ホールの実験シーン 
 
 
図 4.2.34 提案手法の領域間勾配方式による学生ホールの実験シーン 
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図 4.2.35 SIFT による受付カウンターの実験シーン 
 
 
図 4.2.36 SURF による受付カウンターの実験シーン 
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図 4.2.37 BRIEF による受付カウンターの実験シーン 
 
 
図 4.2.38 BRISK による受付カウンターの実験シーン 
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図 4.2.39 ORB による受付カウンターの実験シーン 
 
 
図 4.2.40 FREAK による受付カウンターの実験シーン 
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図 4.2.41 提案手法のヒストグラム方式による受付カウンターの実験シーン 
 
 
図 4.2.42 提案手法の領域間勾配方式による受付カウンターの実験シーン 
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処理速度に関しては，特徴点検出器同様に計算コストの高い SIFT，SURF が突出し
て遅く，リアルタイム性を求める画像処理には不向きであることが確認できた．逆に，
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4.2.3 提案手法 1と提案手法 2のアルゴリズムの比較実験 
最後に，提案手法 1 のヒストグラム方式と，提案手法 2 の領域間勾配方式を用いて，
ステレオビジョンによる距離計測の比較実験を行った．実験シーンは，図 4.2.9 (d)の受






示し，右手前の 2 メートル付近の点群は，消火器が設置された場所を示している． 
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度が速かった領域間勾配方式を実装した．表 4.3.1 および図 4.3.1 に示すとおり，FPGA
回路にはまだ十分なリソースが残っており，本アルゴリズムはコンパクトな回路規模で
機能を実現できていることを確認した． 
さらに，消費電力については，同表に示すとおり，僅か 0.124 W で動作しており，
CPU や GPU による処理では実現できない圧倒的な低消費電力であることを確認した． 
表 4.3.1 提案手法の FPGA 実装時の回路規模 
Number of resources usage for Kintex-7 XC7K160T 
Resource Used Available Utilization % 
FF 13,931 202,800 6.87 
LUT 32,407 101,400 31.96 
I/O 41 285 14.39 
BRAM 83 325 25.54 
BUFG 4 32 12.50 
Operating frequency and power consumption of circuits 
Parameter Value 
Operat ing frequency of  FPGA module 200 MHz 
Power consumption measured 0.124 W 
 
 




















特徴点検出数のフレーム間のばらつきを表す標準偏差値については，SURF が 4.8 で
一番低く，以下，順に FAST：5.3，Harris：5.6，SIFT：8.2，提案手法と BRISK：8.5
という結果であった．また，コーナー検出器の処理速度は，FAST が 4.9ms で一番速
く，提案手法が 9.1ms で 2 番目であった．なお，SURF と SIFT については，他の手
法に比べ大幅に処理時間を要し，それぞれ 54.4ms，146.8ms という結果であった． 
ステレオマッチングの 4 つのシーンの平均について，正マッチ率は，提案手法 1 の領
域間勾配方式が 55.5%と一番高く，次に提案手法 2 のヒストグラム方式が 51.7%であ
り，この 2 つの手法がいずれも 50%を超える結果となった．以下，順に ORB：46.0%，
BRISK：42.8%，SIFT：40.0%，FAST+BRIEF：39.4%，SURF：37.5%，FAST+FREAK：
37.7%という結果であった．また，エラーマッチ率については，SURF が 1.0%と一番
低く，次にヒストグラム方式が 1.5%であり，一番精度が低い BRISK でも 3.4%という
結果であった． 
ステレオマッチングの処理速度については，FAST+BRIEF が 11.2ms で一番速く，
次に領域間勾配方式が 25.4ms であった．以下，順に BRISK：44.7ms，ORB：48.4ms，
ヒストグラム方式：52.5ms，FAST+FREAK：71.7ms であり，ここでも SURF と SIFT









れも十分なリソースを残し，また，消費電力は 0.124W という結果であった． 
4.5 議論 
















るステレオビジョンシステムと比較してもコンパクトなサイズである [55] [56] [57]． 
また，消費電力については，CPU や GPU の処理では実現できない圧倒的な低消費
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に抑えられており，消費電力についても CPU や GPU 等と比較して圧倒的に低消費電
力であることを確認した．なお，提案システムの階層的勾配構造の特徴量計算では，整
数値のみによるシンプルなアルゴリズムを考案することによって，FPGA 実装のための
追加の IP コアを必要とせず，FPGA 実装を容易にしている． 
  




































[20] [22] [23] [24] [58]や，精度の高い物体認識能力 [21] [30]の実現が必要である．こ
れらを可能にするためには，本アルゴリズムで検出できるコーナー点群の位置情報にセ
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