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Introduction
The papers in this special issue have been selected from those that were presented
at the second international Workshop on Implementing Automata (WIA ’97), held
September 18{20, 1997, at the university of Western Ontario, London, Ontario, Canada.
The workshops address issues involved in the implementation of formal-language-
theory objects such as grammars, automata and expressions. They were established to
break down the barriers between theory and practice in one subarea of computer science
by providing a single forum for the experimental approach to software for language-
theory objects. The interest shown in the rst three workshops demonstrates that they
fulll a need. Moreover, two recent reports by members of the theoretical computer sci-
ence community suggested that researchers should engage in more application-oriented
research. The number of packages, toolkits, and systems that have recently been de-
veloped to manipulate formal-language-theory objects can be interpreted as a response
to this call. Regular expressions are used in many utilities and systems; indeed, they
are such a useful tool that variants of regular expressions have been introduced in
document processing, in concurrent programming, and in database systems. Finite-state
systems are used to specify protocols, to model faults in VLSI circuits, and to solve
spaghetti-programming problems. Finite-state transducers are a cornerstone of work on
phonology and morphology.
Implementation and application have also provided new interest and new research
directions in automata and formal-language theory. For example, recent work on small
nondeterministic automata and on state complexity are very theoretical but they are
motivated by implementations. Many problems in these areas are still open. Indeed,
many fundamental problems, new and old, for regular languages remain open.
The papers included in this special issue address various aspects of the workshops’
goals. One can loosely classify the selected papers to be about the development and
use of toolkits, design and development of algorithms, data representation issues and
application-driven development.
Toolkits
• LANGAGE: A Maple package for automaton characterization of regular languages
by Caron complements Trahtman’s algorithmic work (under Algorithms below) by
providing a Maple toolkit for various testability criteria and designing new algorithms
that outperform previous algorithms.
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• The design principles of a weighted nite-state transducer library by Mohri et al.
describes the design of a toolkit for natural language processing that uses weighted
nite-state transducers. The toolkit is implemented in C and in C++ and is being
used by various groups at AT&T Labs to implement their own applications. The
toolkit replaces a number of ad hoc tools but nonetheless does not sacrice eciency.
• INTEX: an FST toolbox by Max Silberztein presents his toolkit for natural language
processing. What is unusual is that he uses nite-state transducers as a primary
representation for objects and methods. For example, dictionaries are represented
as nite-state transducers as are local grammatical restrictions. This implementation
depends on the theoretical underpinnings of nite-state transductions.
Algorithms
• Minimal separating sets for acceptance conditions in Muller automata by Lescow
and Voge discusses the complexity of nding a minimal separating set. They show
that the associated decision problem is NP-complete and then suggest a heuristic that
is based on properties of the loop structure of a given automaton.
• Optimal estimation on the order of local testability of nite automata by
Trahtman settles some open questions by giving a new upper bound on the or-
der of local testability and proving that it is the best possible bound. In addition, he
settles an earlier question about the problem for binary alphabets; namely, it is no
easier than the general case.
• Sorting and doubling techniques for set partitioning and automata minimization
problems by Ziadi reinvestigates the set partitioning problem and gives a new al-
gorithm for it that uses counting sort. The algorithm is then used as a basis of
a minimization algorithm for deterministic nite state automata. The minimization
algorithm takes quadratic time but is simple and its correctness is easily proved.
Representations
• An ecient null-free procedure for deciding regular language membership by Ponty
uses the so-called ZPC representation of the Glushkov automaton of a regular ex-
pression. It demonstrates that membership can be decided as eciently with the ZPC
representation as is known from previous work. Since the ZPC representation is used
in AUTOMATE, a manipulation package developed at Rouen by Champarnaud and
Ziadi’s group, this result demonstrates that there is no loss in eciency in their
system when using the ZPC representation.
• Ecient implementation of regular languages using reversed AFA by Salomaa et al.
re-examines alternating nite-state automata as an ecient representation for regular
languages. Not only have the authors implemented the ideas, they have obtained
preliminary results that indicate their techniques are a more ecient representation
than deterministic nite-state automata.
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Applications
• Automata of asynchronous behaviors by Brzozowski and Negulescu discusses the
use of nite-state automata to specify behaviors of concurrent systems and, more
specically, of asynchronous circuits. The authors have designed a toolkit for process
verication that is based on BDDs.
• Pseudo-minimal transducers by Maurel introduces an incremental algorithm to build
a deterministic acyclic nite-state automaton (or transducer) for a nite set of strings.
His goal is to obtain small automata that satisfy the condition: the accepting path
for each string in the set has either a transition or a nal state that is not shared by
any other string in the set. This property is crucial for natural language applications
which require incremental updating of some output value; for example, incrementing
a count.
What was unthinkable 10 years ago is now a trend: experimental computer science
has arrived. (Or, as a rereading of the early issues of the Communications of the
ACM suggests, experimental computer science has returned!) The workshops not only
address issues of theory and practice within the framework of automata, grammar, and
language theory, but also provide a clarion call to both practitioners and theoreticians in
computer science to be better experimentalists or, perhaps, to become experimentalists.
We anticipate that experimental computer science will continue and develop, and that,
through experimentalism, we will enjoy a renaissance in the interaction of theory and
practice.
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