Abstract. One major problem in multilingual Question Answering (QA) is the combination of answers obtained from different languages into one single ranked list. This paper proposes a new method for tackling this problem. This method is founded on a graph-based ranking approach inspired in the popular Google's PageRank algorithm. Experimental results demonstrate that the proposed method outperforms other current techniques for answer fusion, and also evidence the advantages of multilingual QA over the traditional monolingual approach.
Introduction
Question Answering (QA) has become a promising research field whose aim is to provide more natural access to textual information than traditional document retrieval techniques. In essence, a QA system is a kind of search engine that responds to natural language questions with concise and precise answers.
One major challenge that currently faces this kind of systems is the multilinguality. In a multilingual scenario, it is expected for a QA system to be able to: (i) answer questions formulated in various languages, and (ii) look for the answers in several collections in different languages.
Evidently, multilingual QA has some advantages over standard monolingual QA. In particular, it allows users to access much more information in an easier and faster way. However, it introduces additional challenges caused by the language barrier.
A multilingual QA system can be described as an ensemble of several monolingual systems [5] , where each system works over a different -monolingual-document collection. Under this schema, two additional tasks are of great importance: first, the translation of questions to the target languages, and second, the combination or fusion of the extracted answers into one single ranked list.
The first problem, namely, the translation of the questions from one language to another, has been widely studied in the context of cross-language QA 1 [1, 10, 11, 14] . In contrast, the second task, i.e., the fusion of answers obtained from different languages, has only recently been addressed [2] . Nevertheless, it is important to mention that there is considerably work on combining lists of monolingual answers extracted by different QA systems [4, 6, 12] as well as on integrating lists of documents in several languages for cross-lingual information retrieval applications [13] .
In this paper, we propose a new method for tackling the problem of answer fusion in multilingual QA. The proposed method is founded on a graph-based ranking approach inspired in the popular Google's PageRank algorithm [3] . Similar to previous related approaches, this method also centers on the idea of taking advantage of the redundancy of several answer lists. However, it models the fusion problem as a kind of recommendation task, where an answer is recommended or "voted" by similar answers occurring in different lists. In this model, the answer receiving the greatest number of votes is the one having the greatest relevance, and therefore, it is the one selected as the final answer.
The rest of the paper is organized as follows. Section 2 shows the architecture of a multilingual QA system and describes some previous works on answer fusion. Section 3 describes the proposed method. Section 4 shows some experimental results. Finally, section 5 presents our conclusions and outlines future work. Figure 1 shows a common architecture for a multilingual QA system. This architecture includes, besides the set of monolingual QA systems, a stage for question translation and a module for answer fusion.
Related Work
As we previously mentioned, the problem of question translation has already been widely studied. Most current approaches rest on the idea of combining the capacities of several translation machines. They mainly consider the selection of the best in- Figure 1 . General architecture of a multilingual QA system stance from a given set of translations [1, 11] as well as the construction of a new query reformulation by gathering terms from all of them [10, 14] .
On the other hand, the problem of answer fusion in multilingual QA has only very recently been addressed by [2] . This work compares a set of traditional ranking techniques from cross-language information retrieval in the scenario of multilingual QA.
In addition, there is also some relevant related work on combining lists of monolingual answers. For instance, [6] proposes a method that performs a number of sequential searches over different document collections. At each iteration, this method filters out or confirms the answers calculated in the previous step. [4] describes a method that applies a general ranking over the five-top answers obtained from different collections. They use a ranking function that is inspired in the well-known RSV technique from cross-language information retrieval. Finally, [12] uses various search engines in order to extract from the Web a set of candidate answers for a given question. It also applies a general ranking over the extracted answers, nevertheless, in this case, the ranking function is based on the confidence of search engines instead that on the redundancy of individual answers.
The method proposed in this paper is similar in spirit to [2, 4] in that it also applies a general ranking over the answers extracted from different languages, and it is comparable to [6] in that it performs an iterative evaluation process. However, our method uses a novel graph-based approach that allows taking into consideration not only the redundancy of answers in all languages but also their original ranking scores in the monolingual lists.
Proposed Method
The aim of the answer fusion module is to combine the answers obtained from all languages into one single ranked list. In order to do that, we propose using a graphbased ranking approach. In particular, we decide adapting the Google's PageRank algorithm 2 [3] .
In short, a graph-based ranking algorithm allows deciding on the importance of a node within a graph, by taking into account global information recursively computed from the entire graph, rather than relying only on local node-specific information. In other words, this kind of ranking model put into practice the idea of voting or recommendation, where the node having the greatest number of votes is considered the most relevant one, and therefore, it is selected as the system's final output.
The application of this approach to the problem of multilingual answer fusion consists of the following steps:
1. Construct a graph representation from the set of extracted answers. 2. Iterate the graph-based ranking algorithm until convergence. 3. Sort nodes (answers) based on their final score and select the top-ranked as the system's response.
The following sections describe in detailed these steps. In particular, section 3.1 explains the proposed graph representation, and section 3.2 presents the graph-based ranking function.
Graph Representation
Formally, a graph G = (V, E) consists of a set of nodes V and a set of edges E, where E is a subset of V × V.
In our case, each node represents a different answer. This way, we will have as many nodes as answers obtained from the different languages (that is, |V| = |A|).
Each node v i ∈ V contains a set of content words {w 1 ,…,w n } that describes an specific answer a i ∈ A. In particular, we consider two levels of representation for nodes.
Direct representation:
In this case, the set of content words is directly extracted from the corresponding answer. For instance, given the Spanish answer a j = "1 de enero de 1994", its related node will be v j = {1, enero, 1994}.
Extended representation: In order to make comparable the answers obtained from different languages, we extend the node representations by considering the answer's translations to all languages. For instance, if we are working with Spanish, French and Italian, then answer a j will be represented by the node v j = {1, enero, 1994, janvier, gennaio}.
The initial weight s π of a node v i is calculated in accordance with the ranking position of answer a i in its original answer list (r(a i )):
Using this formula, the answers at the first positions -of each language-will have a weight of 100, the second ones a weight of 90, and so on.
On the other hand, the edges of the graph establish a relation between two different answers. They mainly indicate that the answers are associated, i.e., that they share at least one content word. Obviously, the greater the number of common words between them, the greater their association value. Based on the last consideration, the weight s σ of an edge e ij between the nodes v i and v j is calculated as follows:
where |v i ∩ v j | indicates the number of common content words of nodes v i and v j , and |v i ∪ v j | is the number of different words in both nodes. Figure 2(a) shows the graph representation of the set of answers for the question "When did the NAFTA come into effect?". In particular, this graph includes answers in three different languages (Spanish, Italian and French), and uses the extended representation of nodes.
Ranking Function
The ranking algorithm computes the scores of nodes in line with: (i) the number of their neighbor nodes, (ii) the initial weight of these neighbors (refer to formula 1), and (iii) the strength of their links (refer to formula 2). Therefore, the idea behind this algorithm is to reward the answers that are strongly associated to several other top-ranked responses.
Formula 3 denotes the proposed ranking function. As can be noticed, it defines the ranking algorithm as an iterative process, that -following the suggestions by Mihalcea [8] -must break off when the change in the score of one single node be less than a given specified threshold. Figure 2(b) shows the final state of the example graph after performing the ranking process. In this case, the selected answer (top-ranked node) for the question "When did the NAFTA come into effect?" is "1 gennaio 1994".
Question:
When did the NAFTA come into effect? Answers:
In Spanish: 1995 (1).
In French: Janvier 1994 (2). Languages. We considered three different languages: Spanish, Italian and French. Search Collections. We used the document sets from the QA@CLEF evaluation forum. In particular, the Spanish collection consists of 454,045 documents, the Italian one has 157,558, and the French one contains 129,806.
Test questions. We selected a subset of 170 factual questions from the MultiEight corpus of CLEF. From all these questions at least one monolingual QA system could extract the correct answer. Table 1 shows their distribution. Monolingual QA system. We used the TOVA QA system [9] . Its selection was supported on its competence to deal with all considered languages. It obtained the best precision rate for Italian and the second best ones for Spanish and French in the CLEF-2005 evaluation exercise.
Translation Machine. For all translation combinations we used Systran 3 . Evaluation Measure. In all experiments we used the precision as evaluation measure. It indicates the general proportion of correctly answered questions. In order to enhance the analysis of results we show the precision at one, three and five positions.
Baseline. We decided using as a baseline the results from the best monolingual system (the Spanish system in this case). This way, it is possible to conclude about the advantages of multilingual QA over the standard monolingual approach. In addition, we also present the results corresponding to other fusion techniques 4 [2] .
Results
In order to evaluate the usefulness of the proposed method, we considered the topten ranked answers from each monolingual QA system. Table 2 shows the results obtained when using the direct and extended graph representations. The conclusions from these results are the following.
1. Combining answers extracted from different languages sources makes possible to respond a large number of questions. In other words, multilingual QA allows improving the performance of the standard monolingual approach. 2. The proposed approach is pertinent for the task of multilingual answer fusion.
In particular, using the extended representation leads to a better performance (14% of improvement over the baseline), since it allows better capturing the redundancy of answers across different monolingual answer lists. On the other hand, table 3 compares the results of the proposed method with those obtained by a set of traditional ranking techniques from cross-language information retrieval (for details on these techniques refer to [2] ). This table indicates that the graph-based method outperforms all previously used techniques for answer fusion in multilingual QA. We believe this is mainly because our graph-based ranking approach not only takes into consideration the redundancy of the answers into the different languages, but also makes a better use of their original ranking scores in the monolingual lists. Finally, table 4 shows the evaluation results corresponding to the set of questions having their answers in more than one collection. As it was expected, the answer fusion approach had a greater impact on this subset. It is also important to notice that for this particular subset the extended node representation was much better than the direct one (10% of improvement at five positions). We consider this is because the extended representation betters capture the redundancy of answers in different languages. 
Conclusions
This paper proposed a new method for tackling the problem of answer fusion in multilingual QA. This method is founded on a graph-based ranking algorithm that allows combining the answers obtained from different languages into one single ranked list. The algorithm takes into consideration not only the redundancy of answers but also their original ranking scores in the monolingual lists.
Experimental results showed that the proposed method is pertinent for this task. It outperforms the best monolingual performance as well as the results obtained using other current techniques for answer fusion.
As noticed from table 4, the precision at five positions is considerably greater than that for the first ranked answer. We believe this behavior is consequence of having several incorrect answer translations. In order to reduce the errors on these translations we plan to apply, as future work, some techniques for combining the capacities of several translation machines [1] . It is important to point out that the proposed scheme allows easily integrating several translations for each answer, and therefore, incrementing the possibility of retrieving the correct one.
