For a xed we discuss how closely can be approximated by a root of a f0;+1;?1g polynomial of given degree. We show that the worst rate of approximation tends to occur for roots of unity, particularly those of small degree. For roots of unity these bounds depend on the order of vanishing, k, of the polynomial at .
In particular we obtain the following. Let B N denote the set of roots of all f0;+1;?1g polynomials of degree at most N We study in detail the case of = 1, where, by far, the best approximations are real. We give fairly precise bounds on the closest real root to 1.
Introduction
We are interested in studying how well a root of a f0; +1; ?1g polynomial can be approximated by another root 6 = of a f0; +1; ?1g polynomial of a given degree. In particular if we x a root of a f0; +1; ?1g polynomial and plot the roots of all f0; +1; ?1g polynomials of degree at most N how does the size of the zero-free region around vary with N. For example, Figure 1 shows the roots of all f0; +1; ?1g polynomials of degree at most eight. We give a related picture ( Figure 2) Around points away from the unit circle we show that this distance decreases exponentially with degree. For Pisot numbers in (1, 2] we can make this fairly precise. For points on the unit circle which are not roots of unity but which have small Mahler measure we show a similar exponential decrease. For a dth root of unity the growth rate is only subexponential, the closeness of a root depending critically on the order of vanishing k of the corresponding polynomial at . For xed k we show that the decrease is merely polynomial and give the correct order of growth (the slowest growth occurring when d = 1; 2; 3; 4 or 6). The most interesting case seems to be = 1 where the best approximations are overwhelmingly real, as is immediately apparent on looking at a plot. For example, Figure 3 case actually leads to a signi cantly worse rate of approximation to 1. In section 2 we therefore concentrate on bounding the closest real root to 1. In section 3 we give the extremal polynomial when the multiplicity k of the root at 1 is restricted to 0 or 1. Such explicitness seems inaccessible for higher orders, although our results do pin down the correct order of growth up to the determination of a precise constant. 
Results for general points
We recall the de nition of the Mahler measure M of a polynomial:
maxf1; j i jg:
For an algebraic we shall use M( ) to denote the Mahler measure of the minimal polynomial of . We shall write @(F) for the degree of F. For a xed multiplicity k we thus see a clear di erence between the roots of unity where the distance can decrease at most polynomially and non-roots where exponential growth is allowed. Notice also that exceptionally good approximations prevent the remaining roots from coming too close. In particular we can not hope to come close to achieving the lower bound j ? j c(k; ) M( ) N N (k+1)d 1 + ; for the smallest root, , unless none of the remaining roots are much better than O(N ?1 ) when j j = 1 or O(1) when j j 6 = 1. This strongly suggests that the best approximations should occur as single roots and that for real they should probably be real (it must certainly be the case in Corollary 3 & 4 where we have sharpness in this lower bound). When is a double root or is real and complex we obtain j ? j
Now if is not a root of unity then the maximum multiplicity k of a root at is bounded. To see this observe that for to be a root of a f0; +1; ?1g polynomial it must be an algebraic integer and hence, by Kroneckers theorem, if not a root of unity it must have a conjugate i o the unit circle. It is straightforward to see that away from the unit circle the multiplicity is necessarily bounded. In ?] we gave explicit bounds on this multiplicity, Borwein For an o the unit circle that is a root of a f0; +1; ?1g polynomial or a f0; +1; ?1g power series it is easily seen that we can construct roots exponentially close to . We shall assume that j j > 1, otherwise we work with ?1 :
Theorem 2 Suppose that is xed with j j > 1. If is real and k = 1 then the root is also real. If is a Pisot number (that is a real algebraic integer > 1 with all its conjugates strictly inside the unit circle) in (1, 2] we thus obtain the correct order of growth for the minimal distance. We let B N denote the set of roots of all f0; +1; ?1g polynomials of degree at most N. where the implied constants are allowed to depend on .
Notice that from Theorem 1 any complex root must have j ? j c( ) ?N=2 , so that the approximations in Corollary 3 will certainly be real (for large N). For a Salem number (that is a real algebraic integer > 1 with one conjugate ?1 inside the unit circle and the remaining conjugates on the unit circle) in (1,2) the dominant term is again ?N although a polynomial function remains undetermined. Similarly if is a complex Pisot number (that is is a complex algebraic integer with j j > 1, all of whose conjugates other than lie strictly inside the unit circle) which is a single root of some f0; +1; ?1g polynomial (or ?1 a single root of a f0; +1; ?1g power series) then the correct order of approximation is again precisely j j ?N .
When is an algebraic number (on or o the unit circle), that is not a root of unity but whose Mahler measure is small, we show that there are roots exponentially close to : Theorem 3 Suppose that is a xed algebraic with 1 < M( ) < 2:
Then there exists a f0; +1; ?1g polynomial of degree at most N with a root 6 = such that
where L = L( ) is the highest order root at possible for a f0; +1; ?1g polynomial, d is the degree of , and := 1 if is real, 1 2 if is complex.
For roots on the unit circle with M( ) 2 the situation is less clear. From Dirichlet's Theorem we can at least say that for any xed = e 2 i on the unit circle that is not a root of unity there must certainly be in nitely many N such that j ? p=Nj < N ?2 for some integer p, and hence have j ? j < c
for some root of (x N ? 1) . Notice that if is a dth root of unity we can only obtain j ? j < c=dN from such polynomials.
There remains the case when is a root of unity. For xed k we show the following:
Theorem 4 3 Roots close to 1
We now concentrate on roots close to 1. From Theorem 1 we know that a complex root, , of a f0; +1; ?1g polynomial of degree N with a root of order k at 1 satis es j ? 1j c p k! N 3=2+k=2 : Hence we restrict ourselves to real roots where the rate of approximation is, as we saw in Corollary 4, substantially better.
Let P(N; k) denote the set of polynomials of degree at most N, with f0; +1; ?1g coe cients, and a root of order exactly k at 1. We de ne (N; k) to be the largest real number in 0; 1) such that f( ) = 0 for some f in P(N; k). Reversing the order of the coe cients we could plainly equivalently de ne (N; k) ?1 to be the smallest real root > 1. In the next section we describe the optimal polynomials explicitly in the cases k = 0 or 1. In the f0; 1g case we actually obtain the explicit constants Although the rates of approximation at +1 or ?1 are thus very di erent in these special cases, since the polynomials with high multiplicity roots form such a small proportion of the polynomials, it is not suprising that the pictures remain similar in appearance (particularly for small degree).
Proof of Theorem 1
Suppose that F(x) = P N i=0 a i x i is a f0; +1; ?1g polynomial with a kth order root at and roots 1 ; : : : ; m . We set 
where if is complex with = 1 = 2 
For j i j 1 we use the trivial bounds 
Proof of Corollary 2
We rst recall the de nition ?] of the beta-expansion fc n g (of 1) for ; c n := n?1 ] ; n := n?1 ? c n ; 0 := 1:
Notice that for in (1, 2) all the c i = 0 or 1. If the sequence fc i g terminates in zeros (that is is a simple beta number) then ?1 is a simple root of the f0; +1; ?1g polynomial F and the result follows from Theorem 2(i). If the sequence fc i g is in nite then by Theorem 2(ii) the polynomial reciprocal of the Nth truncation of F has a real root 6 = suitably close to .
We should remark that it is a result of Parry ?, Theorem 5] that the simple beta-numbers converge to . For = 2 we similarly take F = 1 ? P 1 i=1 x i .
Corollary 3 follows at once from the upper bound of Corollary 2 and the lower bound of Theorem 1 on observing that for a Pisot number M( ) = .
Proof of Theorem 3
We assume that j j 1. Suppose that L is the maximum multiplicity at possible for a root of a f0; +1; ?1g polynomial. We are assuming that M( ) < 2 so that L 1 but that is not a root of unity so that L = L( ) is nite. We rst use the box principle to show the existence of a f0; +1; ?1g polynomial F with F L ( ) = 0 and F j ( ) small for all j < L. The vanishing of the Lth derivative at is to ensure that at least one of the earlier derivatives is non-vanishing. Suppose that 1 ; : : : ; r are the real conjugates and r+1 ; r+1 : : : ; r+s ; r+s the complex conjugates of . We write d = r + 2s for the degree of . Suppose that G(x) is a xed polynomial with a root of order L at and consider
Then H is a f0; +1; ?1g polynomial with
where
for Njx ? j < 1=2.
Hence by Rouch e's Theorem H has (L ? J) roots in the disc jx ? j CA for a su ciently large constant C = C(L).
Proof of Theorem 4
Suppose that is a dth root of unity. We rst construct f0; +1; ?1g polynomials of degree N, with speci ed vanishing at , whose rst non-vanishing derivative is large: For a constant c and xed k we set Hence G k (x) is a f0; +1; ?1g polynomial of degree N with a root of order k at and
We next show the existence of f0; +1; ?1g polynomials with a prescribed order of vanishing at whose rst non zero derivative at is small. Then F k (x) is a f0; +1; ?1g polynomial of degree @(F k ) 2Ld Dd; with a kth order root at and
For (d) = 1 or 2 we simply set F k (x) = Q k?1 i=0 (x 2 i ? 1). Hence in each case F k (x) is a f0; +1; ?1g polynomial of degree at most Dd with a kth order root at and
We set H k (x) = F k (x) + G k+1 (x) and observe that 
Proof of Theorem 5
When is not a root of unity the result follows from Theorems 2 & 3.
It is plainly enough to show the existence of a f0; +1; ?1g polynomial G of degree at most N with a root 6 = 1 satisfying j ? 1j exp(?c(N log N)
the result for a general dth root of unity then following from considering the polynomial G(x d ).
Suppose that we have a f0; +1; ?1g polynomial F of degree (M ?1) with a root of order exactly L at 1. Then
is a f0; +1; ?1g polynomial with a root of order L at 1 and degree N < 3MD.
Expanding G around 1 and using the trivial bounds jG j (1)j (3MD) j+1 ; it is easy to see that for (3MD)jx ? 1j < 1=2 we have
where, since jF L (1)j=L! 1,
Observing that the choice
and hence
it is easily seen that G has a root 6 = 1 with
Now we can assume (see for example ?, Theorem 2.7] 
Proof of Theorem 6
We need a preliminary lemma:
Lemma 1 Suppose that the polynomial F has bounded coe cients ja i j A. The Case k = 0:
We assume (taking F(x) as necessary) that F(1) < 0. Suppose that n 0 is such that a n = ?1 or 0; a m = 1 for all m < n; since if f 0 (1) 2 then, taking an n such that a n = 1, a n?1 =0 or ?1, we could perturbF (x) = F(x) + x n?1 (1 ? x) = (x ? 1)(f(x) ? x n?1 );
to obtain a larger root. There remains only to show algebraically the exact form of F:
We know from the above that F must take the form For the upper bounds we follow the Proof of Theorem 5.
In the f?1; 1g case we take F to be the f?1; 1g polynomial 
