We find the optimal periodic inflow and outflow rates with given mean values that maximize the average throughput of a class of occupancy models. We cast the problem as a three-dimensional optimal control problem with two inputs. Using Pontryagin's maximum principle, we solve the problem exactly and show that the constant inflow and outflow rates are optimal. Then, we study cascading the occupancy systems with an arbitrary positive linear system and show that the same result holds.
Introduction
A dynamical system entrains if in response to a T -periodic excitation it admits a globally attractive T -periodic solution γ T . In other words, every solution of the system converges to γ T .
Entrainment can be studied in the framework of systems and control theory. The periodic excitation is modeled as the control input u(t) of a dynamical system, and the system entrains if in response to such a control every solution x(t) of the dynamical system converges to a unique T -periodic solution γ T (t) of the system.
Here, we consider a new qualitative potential advantage of entrainment called the gain of entrainment. To explain this, consider a control system that for any T ≥ 0 and any T -periodic control u T entrains to a unique T -periodic solution γ T . Note that, in particular, this implies that for any constant control u(t) ≡ u 0 every trajectory converges to a unique equilibrium γ 0 . Suppose also that the system admits a scalar output y(t) = h(x(t), u(t)) that is a function of the input and the state, and thus the output also entrains. The output represents a quantity that should be maximized. Since the system entrains, we ignore the transients and consider the problem of maximizing the average of the periodic output, that is, the average of h(γ T , u T ). The gain of entrainment is the benefit (if any) in the maximization for a (non-trivial) periodic control over a constant control.
We show how determining the gain of entrainment can be cast as an optimal control problem. Entrainment in nonlinear systems is nontrivial to prove. A typical proof is based on contraction theory [7, 5] , yet this type of proof provides no information on the Figure 1 : System architecture studied in this paper. The control variables are u 0 (t), u 1 (t) which are scalar. We have x 1 , x 2 , x, w 1 , w 2 , y ∈ R ≥0 , z ∈ R n , A ∈ R n×n . attractive periodic solution (except for its period). Nevertheless, we show that the gain of entrainment can sometimes be determined using the celebrated Pontrayagin Maximum Principle (PMP) [6, 3, 4] . In particular, we analyze the class of systems which entrain to periodic inputs depicted in Figure 1 and show that, perhaps surprisingly, there is no gain of entrainment. For both cases in Figure 1 , we want to choose T -periodic control signals u 0 (t), u 1 (t) to maximize:
1 T whereū 0 ,ū 1 are given positive numbers. Our work is related to results from the field of optimal periodic control (OPC) (see, e.g., [1] ). As noted by Gilbert [2] , OPC was motivated by the following question: Does time-dependent periodic control yield better process performance than optimal steady-state control? However, our setting is different, as in OPC periodicity was enforced by restricting attention to controls u guaranteeing that x(T ) = x(0) (rather than considering systems that entrain). This implies in particular that the initial value x(0) may have a strong effect on the results. More importantly, in the OPC formulation there is in general no requirement that the averages of the periodic and constant controls are equal.
We use standard notation. For a set A ⊂ R, µ(A) denotes its Lebesgue measure. The set of accumulation points of A is denoted by A ′ . For x ∈ R, {x} + A := {x + a|a ∈ A}.
The two-input occupancy model
To study the cost of entrainment in this system, we start with the scalar nonlinear module rewritten as:
over a compact time interval [0, T ]. Here u 0 (t), u 1 (t) are two measurable and essentially locally bounded inputs taking values in the interval [ℓ, L] with 0 < ℓ < L.
We fix two valuesū 0 ,ū 1 ∈ (ℓ, L), and pose integral constraints on the controls:
The one-dimensional problem with integral constraints can be represented as a three-dimensional system:
with the boundary conditions:
Given two positive numbers ℓ, L with ℓ < L, the optimal control problem can be stated as follows:
subject to the ODE (2) and the boundary conditions (3).
Our main result can be stated as follows:
Theorem 1. For any 0 < ℓ < L and anyū 0 ,ū 1 ∈ (ℓ, L), the optimal cost for Problem 1 is
The optimal state trajectory is x * 1 (t) ≡ū 0 /(ū 0 +ū 1 ), a constant, and it can be achieved by the constnat inputs:
Remark 1. The control inputs u 0 , u 1 that achieve the optimal cost are not unique. Observe that for any measurable function u 0 with u 0 (t) ∈ [ℓ, L], the following equation holds for the above x * 1 :ẋ
This means that if we define u 1 (t) :=ū 1 u 0 (t)/ū 0 , then the same trajectory x * 1 (t) and the same cost (4) are attained.
Pontryagin's Maximum Principle (PMP)
We solve Problem 1 by using the PMP, which is a framework for studying optimal control problems [6, 3, 4] . Even though the PMP provides a general approach, it is extremely difficult it use in practice for obtaining closed-form solutions for problems, especially with multiple inputs. In our case we will be achieve this by showing that the trajectory stipulated in Theorem 1 is the only one satisfying the PMP.
The statement of the PMP requires the definition of additional functions called the costate vector (denoted by p) and the Hamiltonian which is defined as follows:
where p(t) := p 1 (t) p 2 (t) p 3 (t) T is the co-state, and p 0 ≥ 0 is a constant, called an "abnormal multiplier"".
be the corresponding optimal trajectory. Let p * 0 := T /ū 1 . There exists a function p * : [0, T ] → R 3 \ {0} such that:
1. The functions x * (t) and p * (t) satisfy:
where u * := [u * 0 , u * 1 ] T . 2. The controls u * 0 (t), u * 1 (t) satisfy
for all s ∈ [ℓ, L] 2 and almost every (a.e.) t ∈ [0, T ] ;
3. The adjoint satisfies the transversality condition:
Proof of Prop. 2. Most of the statements here are the standard PMP. We only need to prove the transversality condition (9), and that p * 0 = 0. Pick S ⊆ R 6 , and suppose that the state must satisfy the constraint x(0) x(T ) T ∈ S.
Then the transversality condition [3] is
where T z S is the tangent space of S at z. In our case, S = {z ∈ R 4 |z 1 − z 4 = 0, z 2 = z 3 = 0, z 5 = T u 0 , z 6 = T u 1 }. Hence, T z S = span{[1, 0, 0, 1, 0, 0] T }. Therefore, it is necessary that p * 1 (0) = p * 1 (T ).
Next we show that the abnormal multiplier is not zero. Assume that p * 0 = 0. Then (7) yieldsṗ * 1 = (u * 0 (t) + u * 1 (t))p * 1 . Hence, ln(p 1 (T )) − ln(p 1 (0)) = T 0 (u 0 (t) + u 1 (t))dt =ū 0 +ū 1 . Using the transversality condition above we get thatū 0 +ū 1 = 0 which is a contradiction. Hence p * 0 = 0. We conclude that we may assume that p * 0 = 0, and by scaling we may take p * 0 = T /ū 1 . The Hamiltonian for our problem can be written as:
(10) where ϕ 0 , ϕ 1 are called the switching functions. Using (7), the time-evolution of the co-state is given by the following ODE:
with the boundary condition p 1 (0) = p 1 (T ). The ODE above implies that two of the co-states are constants and are given by
In what follows, a trajectory X := (u 0 (t), u 1 (t), x(t), p(t)) is said to be feasible if it satisfies the ODEs (2),(11) and the boundary conditions (3),(9). A feasible trajectory X is an extremal trajectory if it satisfies the PMP, i.e. if it also satisfies the Hamiltonian condition (8). Observe that any optimal trajectory must be an extremal by Proposition 2. We will show that x 1 (t) in any extremal trajectory can only take the form given in Theorem 1, and the constant inputs given in (28) can achieve it.
Switching functions
Note that each input appears in the Hamiltonian (10) multiplied by a function that we call a switching function. Using (12), the two switching functions are:
Given an extremal trajectory X , let
, and E i 0 , i = 0, 1 are closed. In particular, all these sets are Lebesgue measurable.
We also write the time derivatives of the switching functions whenever they exist:
Remark 2. The functions ϕ 0 , ϕ 1 are absolutely continuous. Hence, they are differentiable almost everywhere and have bounded derivatives. This implies that both ϕ 0 , ϕ 1 are Lipschitz continuous. Also, we have sgn (φ 0 (t)) = −sgn (φ 1 (t)) whenever ϕ 0 , ϕ 1 are both differentiable.
Characterization of regular arcs
Let X be a feasible trajectory. Denote
A regular arc is X evaluated on an open subset of E.
Since the Hamiltonian is linear in the control inputs, then the optimal control is bangbang when the corresponding switching function does not vanish. This is stated in the following the Lemma:
Lemma 3. Let X be an extremal trajectory and let E r be defined as above. Then for all
i.e, u i is a bang-bang control whenever the corresponding switching function is nonzero.
Proof. Without loss of generality, let i = 0. Let ϕ 0 (t) > 0. For the sake of contradiction, suppose that u * 0 (t) < L. Then,
which violates condition 3 in Proposition 2. Hence, u * 0 (t) < L is not optimal. The same argument can be applied when ϕ 0 (t) < 0, and also for i = 1.
Characterization of singular arcs
In this subsection we are interested in the case with µ(E i 0 ) > 0 for either i = 0 or i = 1. Let
Let X be a feasible trajectory. We call any restriction of X to any nonzero-measure subset of E s a singular arc.
We provide a few lemmas to characterize the system behavior on singular arcs.
Lemma 4. Let X be an extremal trajectory, and assume that µ(E i 0 ) > 0 for some i ∈ {0, 1}. Then there exists c i ∈ (0, 1) such that
Furthermore,ẋ 1 = 0 for all most all t ∈ E i 0 and the two inputs must satisfy the following relationship:
Fix t ∈ F i . By definition we have ϕ * i (t) = 0. We show thatφ * i (t) = 0 as well. Since t is an accumulation point,
We conclude that (1 − x * 1 (t)) 2 = −p * 2 (0). Hence, we must have p 2 (0) < 0 since x(t) ∈ (0, 1). Therefore, let c i := 1 − −p 2 (0). Then, it follows that
The same argument can be repeated when 
Proof. The three statements can be proved as follows:
1. Applying Lemma 4 to E 0 0 we get that ∃c 0 such that
Assume that x(t) = c for almost all t ∈ E s . Then, as in the proof of Lemma 4, we get that p 2 (0) = −(1 − c) 2 , p 3 (0) = −c 2 . Substituting the values of x 1 (t), p 1 (t), p 3 (0) in (13), (14) we get that ϕ 0 (t) = ϕ 1 (t) = 0 for almost all t ∈ E s .
3. W.l.o.g, let i = 0 and let F ′ 0 be the set defined in the proof of Lemma 4. Let F 01 = F ′ 0 ∩ {t|φ 1 (t) is differentiable}.As shown in the proof of Lemma 4, we have ϕ * 0 (t) = ϕ * 0 (t) = 0 for all t ∈ F 01 . Using (15),(16) we find thatφ 1 (t) = 0 for all t ∈ F 01 . Recall that x(t), p 1 (t) are constant on F 01 . Substituting their values in (14) we get ϕ 1 (t) = c 2 0 + p 3 (0) :=φ 1 for all t ∈ F 01 .
Remark 3. Parts 1 and 2 of the last lemma shows that if an extremal trajectory has singular arcs, then there is a dichotomy between two mutually exclusive cases: Either each singular arc has both switching functions vanishing, i.e. E s = {t|ϕ 0 (t) = ϕ 1 (t) = 0} a.e., or each singular arc has exactly only one switching vanishing at a time, i.e. E s = {t|ϕ 0 (t) = 0, ϕ 1 (t) 1 = 0} ∪ {t|ϕ 0 (t) = 0, ϕ 1 (t) = 0} a.e. This can be seen as follows.
Hence, by Lemma 5-1,2 we get that E 0 0 = E 1 0 a.e. On the other hand, if µ(S ∩ E 1 0 ) = 0, then µ(E 0 0 ∩ E 1 0 ) = 0. Since otherwise, we get that ∃c ∈ (0, 1) such that x(t) = c for almost all t ∈ E s (by Lemma 5-1). This implies that E 0 0 = E 1 0 a.e. (by Lemma 5-2), which is a contradiction. Finally, we show that if an extremal trajectory X has x 1 identically constant, then x 1 must have the value stipulated in Theorem 1 and X must consist entirely of singular arcs:
Proof. By assumption, we have x 1 (t) ≡ x 1 (0) =: c. Substituting in (2) we get thatẋ = u 0 (t)−(u 1 (t)+u 0 (t))c ≡ 0. Hence, integrating both sides over [0, T ] we get the first statement in the Lemma. We also get that u 1 (t) ≡ ( 1 c − 1)u 0 (t) := u(t). Consider (11), substituting u 0 (t), u 1 (t) as above, we getṗ 1 (t) = u(t)(1 − 1 1−c p 1 (t)). By the boundary condition (9), the only periodic solution solving the ODE is p 1 (t) ≡ 1 − c.
Assume for the sake of contradiction that E r = ∅. We study two cases: First, assume that µ(E s ) > 0. We have x(t) = c for all t ∈ E s . Then, as in the proof of Lemma 4, we get that p 2 (0) = −(1 − c) 2 , p 3 (0) = −c 2 . Fix any t ∈ [0, T ]. Substituting the values of x 1 (t), p 1 (t), p 3 (0) in (13), (14) we get that ϕ 0 (t) = ϕ 1 (t) = 0. Hence E r = ∅ which is a contradiction. Second, assume µ(E s ) = 0. Then, E r = [0, T ] a.e. We will show that this leads to a contradiction.
Substituting the values of x 1 (t), p 1 (t) in (13),(14) we get that ϕ 0 (t) = (1−c) 2 +p 2 (0), ϕ 1 (t) = c 2 + p 3 (0), a.e. Hence, ϕ 0 , ϕ 1 have constant signs (and are non-zero by the definition of E r ). By Lemma 3, u must be constant. However, u also must switch between ℓ and L to achieve the averageū :=ū 1 ∈ (ℓ, L) which is a contradiction. Hence, E r = ∅. Therefore E s = [0, T ].
Inadmissibility of Regular Arcs
In the previous subsection we have decomposed an extremal trajectory into regular and singular arcs. On the regular arcs, the control is bang-bang. On the singular arcs, the controls need to satisfy (18) and the state must be constant almost everywhere. Therefore, x 1 = 0 a.e. This implies that the value of the free input has no effect on the dynamics . In general, an extremal trajectory can consist of arbitrary patching of regular and singular arcs. In this section, we look closely at the admissibility of regular arcs. Figure 2 summarizes the results of Lemma 3,4,5 by depicting theẋ on the interval (0, 1). This gives the following lemma:
Lemma 7. Let X be an extremal trajectory. Then
Proof. First, we show that
. If x(t) is identically constant then the statement is automatically satisfied by Lemma 6. Hence, assume that x(t) is non-constant. For the sake of contradiction, assume that x(0) > L/(L + ℓ). Since x 1 (t) is not constant, then the set S * = {x|∃t ∈ (0, T ) such that x 1 (t) =x = x(0)} ∩ ( L ℓ+L , 1) is non-empty. Furthermore, E r = ∅ since otherwise x(t) would have stayed constant. Fix some x * ∈ S * . Let t * := inf t∈(0,T ) {t|x 1 (t) = x * }. With reference to Figure 2 , note thatẋ(t) ≤ 0 for almost all t ∈ [0, T ]. Integrating (2) we get
By periodicity, x 1 (t) must return to x(0) = x(T ) at time t = T . Hence, let t * * := sup t∈(0,T ) {t|x 1 (t) = x * }. Integrating (2) again, we can write:
Second, we show that
For the sake of contradiction assume that ∃t such that x(t) > L ℓ+L . Let t * = inf{t ∈ [0, T ]|x(t) = L/L + ℓ} and let S * = {t ∈ [0, T ]|x(t) > L/L + ℓ}. Fix some t * * ∈ S * . Let x * * = x(t * * ). (let t * * be chosen such that t * * = inf t∈(0,T ) {t|x 1 (t) = x * * }). By construction, we have t * < t * * and x * * > L ℓ+L . Therefore we can write, x(t * * ) − x(t * ) = t * * t * ẋ (t)dt ≤ 0 which is a contradiction. A similar reductio ad absurdum can be written if ∃t such that x(t) < L ℓ+L . Third, we show that x(0) ∈ ( ℓ L+ℓ , L ℓ+L ). For sake of contradiction assume that x(0) = L ℓ+L . Since x(t) is non-constant, the set S * = {x|∃t ∈ [0, T ] such that x(t) =x} ∩ ( 1 2 , L ℓ+L ) is nonempty. Let x * ∈ S * . Let t * = sup t∈(0,T ) {t ∈ [0, T ]|x(t) =x}. Let t * * = inf t∈(0,T ) {t|x(t) = L ℓ+L = x(T )} ∩ (t * , T ). Note that periodicity implies that t * * > t * . Consider the trajectory (20)
). If t * * < ∞, this implies that there exists a solution of (20) on (t * , t ∞ ) that can converge to ℓ L+ℓ . But this is impossible since { ℓ L+ℓ } is an invariant set for (20) and cannot be reached in finite-time. The same argument can be used if x(0) = ℓ ℓ+L . The same argument also shows that x(t) ∈ ( ℓ L+ℓ , L ℓ+L ) for all t. Parallel arguments can be used to prove the corresponding statement for p 1 .
The following lemma excludes certain transitions between arcs:
Proof. W.l.o.g, let ϕ 0 (t * ) < 0, ϕ 1 (t * ) > 0. Hence, t * ∈ E 0 − ∩ E 1 + . Since both sets are open, let T ⊂ E 0 − ∩ E 1 + be the connected component with t * ∈ T . Furthermore, let T 0 , T 1 be the connected components containing t * with respect to E 0 − , E 1 + , respectively. Hence, we have T = T 0 ∩ T 1 . For easier reference, let us write T 1 = (τ 1 , τ 3 ), T 0 = (τ 2 , τ 4 ). Let us assume first that inf T > 0. We have two cases: τ 1 ≥ τ 2 , and τ 1 ≤ τ 2 .
W.l.o.g, assume that τ 1 ≤ τ 2 as shown in Figure 3 . Then inf T = τ 2 . By the definitions above we have ϕ 0 (τ 2 ) = 0, ϕ 1 (τ 2 ) > 0. By Lemma 3, we have u 0 (t) = ℓ, u 1 (t) = L for all t ∈ T . By (15), (16), we have both ϕ 0 , ϕ 1 differentiable on T and D + τ 2 ϕ 0 (t) exists, where D + (.) is the right-hand derivative operator. Since ϕ 0 (τ 2 ) = 0 and ϕ 0 (t) < 0 on t ∈ T we have D + τ 2 ϕ 0 (t) ≤ 0, which can be written as follows:
With reference to Figure 2 , observe thatẋ 1 = ℓ − (ℓ + L)x 1 ,ṗ = (ℓ + L)p − L. Hence, we can write the following on t ∈ T :
where the inequality (22) follows since x(t) > ℓ ℓ+L by Lemma 7.
Hence, we can writeφ 0 on T and use inequalities (22), (21) as follows:
Hence,φ 0 (t) < 0 on T . Recall that ϕ 1 (t) > 0 on T . Since sgnφ 1 (t) = −sgnφ 0 (t), theṅ ϕ 1 (t) > 0 for all t ∈ T . We now show that τ 3 = τ 4 . We need to rule out the two other possibilities: τ 3 > τ 4 and τ 4 > τ 3 . The three cases are illustrated in Figure 3 . For the sake of contradiction, assume that τ 4 > τ 3 . This means that ϕ 0 (τ 3 ) < 0 and ϕ 1 (τ 3 ) = 0 as shown in Figure 3 -a. Integratinġ ϕ 1 over T , and since ϕ 1 (τ 2 ) ≥ 0, we get that ϕ 1 (τ 3 ) > 0 which is a contradiction. Similarly, assume that τ 3 > τ 4 which means ϕ 0 (τ 4 ) = 0 (see Figure 3 -b). Since ϕ 2 (τ 2 ) = 0 andφ 0 (t) < 0 on T then ϕ 0 (τ 4 ) < 0 which is a contradiction.
Let τ e = τ 3 = τ 4 . Then the preceding argument shows also that ϕ 0 (τ e ) < 0 and ϕ 1 (τ e ) > 0. This means that ϕ 0 , ϕ 1 cannot vanish at the end of T 0 , T 1 , respectively. Hence, this means that τ e = T , i.e sup T = T . The case τ 2 ≥ τ 1 can be treated similarly.
Let us assume now that inf T = 0. Since X is periodic, we can study it on the interval
Hence, defineT as the maximal open neighborhood containing t * = T inẼ 0 − ∩Ẽ 1 + . The setsT 1 ,T 2 are defined similarly. Replicating the previous arguments to the setsT ,T 1 ,T 2 we see that supT = 2T . Hence, by periodicity, sup T = T .
We can improve the previous Lemma to exclude mixed-sign arcs altogether:
Lemma 9. Let X be an extremal trajectory. Then, ϕ 0 (t)ϕ 1 (t) ≥ 0 for all t ∈ [0, T ].
Proof. For the sake of contradiction, assume that there exists t * ∈ [0, T ] such that ϕ 0 (t * )ϕ 1 (t * ) < 0. Then, Lemma 8 implies that ϕ 0 (t)ϕ 1 (t) < 0 for all t * ∈ [t * , T ]. By periodicity, this implies that ϕ 0 (0)ϕ 1 (0) < 0. Hence, applying Lemma 8 to t * = 0 implies that ϕ 0 (t)ϕ 1 (t) < 0 for all t ∈ [0, T ]. This implies that both ϕ 0 (t), ϕ 1 (t) have constant signs. W.l.o.g, assume that ϕ 0 (t) < 0, ϕ 1 (t) > 0 for all t ∈ [0, T ]. Using Lemma 3, we find that u 0 (t) ≡ l, u 1 (t) ≡ L. In other words, the control consists of a single regular arc. Hence, the ODE can be written aṡ
Solving the ODE on [0, T ] we get
Since x(0) > ℓ ℓ+L (by Lemma 7) , then x(T ) < x(0) which contradicts x(T ) = x(0) For an extremal trajectory X , recall that E r = {t ∈ [0, T ]|ϕ 0 (t)ϕ 1 (t) = 0}. By Lemma 9 we have
. By excluding mixed-sign regular arcs, an extremal trajectory can only be monotonically decreasing or increasing as can be seen in Figure 2 . We show this by first proving that an extremal trajectory cannot cross the line x 1 = 1 2 . Lemma 10. Let X be an extremal trajectory. If x(0) = 1 2 , then {t ∈ [0, T ]|x(t) = 1 2 } = ∅.
Proof. Using Lemma 3, we have u 0 (t) = u 1 (t) = L for all t ∈ E ++ . Hence, we havė
Similarly, u 0 (t) = u 1 (t) = ℓ for all t ∈ E −− . Hence,
Note that if (25) is initialized at τ , then
Hence, x(τ ) > 1/2 implies that x(t) > 1/2, and vice versa. The same statement holds for (26). W.l.o.g, assume that x(0) > 1/2. The statement of the Lemma reduces to proving that x(t) > 1/2 for all t ∈ [0, T ]. For the sake of contradiction, assume that the set of concern is nonempty. Hence, let t 1 be given as
By Lemma 4, we haveẋ(t) = 0 for almost all t ∈ E s . Furthermore,ẋ(t) = L(1−2x(t)) < 0 for all t ∈ E ++ ∩ (0, t 1 ). Similarly,ẋ(t) < 0 for all t ∈ E −− ∩ (0, t 1 ). Henceẋ(t) ≤ 0 for almost all t ∈ (0, t 1 ). This implies that x(t) is non-increasing on (0, t 1 ). It strictly decreases on E r ∩ (0, t 1 ) and does not change on E s ∩ (0, t 1 ).
We proceed to derive a contradiction from the existence of t 1 . The point t 1 cannot be "isolated from the left" (i.e., there cannot exist an ε > 0 such that (t 1 − ε, t 1 ) ⊂ E r ) since we can apply (27) on (t 1 − ε, t 1 ) and get that x(t 1 ) > 1/2. Furthermore, there cannot exist an ε > 0 such that (t 1 − ε, t 1 ) ⊂ E s since this implies, by continuity of x and Lemma 4, that x(t) is constant and equal to 1 2 on (t 1 − ε, t 1 ) which contradicts the definition of t 1 . Hence it remains that every left neighborhood of t 1 is dense in both points from E s and E r . Therefore, ∃{t k } ∞ k=1 ⊂ E r such that t k ր t 1 . For each k, letT k be the maximal open neighborhood containing t k . It follows thatT k ∩{t 1 } = ∅ for all k. Since the sequence of open sets {T k } ∞ k=1 can have consecutive redundant elements, then let {T k } ∞ k=1 be a subsequence of disjoint open sets. Write T k = (τ − k , τ + k ). Note that τ + k ր t 1 . Applying (27) on each T k note that x(τ + k ) < 1 2 and x(τ + k ) → 1 2 . Denote τ ∞ = µ(E r ∩ (τ − 1 , t 1 )) < ∞. By patching the missing pieces of x(t) over (τ − 1 , t 1 ), we can construct a trajectoryx(t) on (τ − 1 , τ ∞ ) such thaṫ x(t) = L(1 − 2x(t)),x(τ − 1 ) = x(τ − 1 ) andx(τ ∞ ) = 1 2 . But this is impossible since { 1 2 } is an invariant set for (25) and cannot be reached in finite time.
The next lemma shows that an extremal trajectory consists of a single singular arc.
Lemma 11. Let X be an extremal trajectory. Then, ϕ 0 (t)ϕ 1 (t) = 0 for all t ∈ [0, T ]. Furthermore ϕ 0 (t) and ϕ 1 (t) are constant on [0, T ].
Proof. Let E r , E s be as defined before. W.l.o.g, assume x(0) > 1 2 . By Lemma 10 we have x(t) > 1 2 for all t ∈ [0, T ]. Hence,ẋ(t) < 0 on t ∈ E r . By Lemma 4, we haveẋ(t) = 0 for almost all t ∈ E s . For the sake of contradiction, assume that µ(E r ) > 0. Hence, write:
x(T ) − x(0) = Erẋ (t)dt + Esẋ (t)dt < 0, Proof. Consider the system depicted in Figure 1 -a. Letū 0 ,ū 1 > be the fixed time-averages of u 0 (t), u 1 (t). Let w 2 (t), y(t), w 1 (t) be the steady-state constant signals corresponding to setting u 0 (t) ≡ū 0 , u 1 (t) ≡ū 1 . Let u * 0 (t), u * 1 (t) be non-constant periodic signals with u * 0 =ū 0 , u * 1 =ū 1 , and let w * 2 (t), y * (t), w * 1 (t) be the corresponding steady-state T -periodic outputs. For the sake of contradiction, assume that w * 2 > w 2 . Using Theorem 1, this implies that y * > y. Hence, by Proposition 13 we get that w * 1 > w 1 . Applying Theorem 1 again, we get that u * 0 > u 0 ; a contradiction. The system in Figure 1 -b can be treated similarly.
