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Abstract Existing color editing algorithms enable
users to edit the colors in an image according to their
own aesthetics. Unlike artists who have an accurate
grasp of color, ordinary users are inexperienced in color
selection and matching, and allowing non-professional
users to edit colors arbitrarily may lead to unrealistic
editing results. To address this issue, we introduce a
palette-based approach for realistic object-level image
recoloring. Our data-driven approach consists of an
oﬄine learning part that learns the color distributions
for diﬀerent objects in the real world, and an online
recoloring part that ﬁrst recognizes the object category,
and then recommends appropriate realistic candidate
colors learned in the oﬄine step for that category. We
also provide an intuitive user interface for eﬃcient color
manipulation. After color selection, image matting is
performed to ensure smoothness of the object boundary.
Comprehensive evaluation on various color editing
examples demonstrates that our approach outperforms
existing state-of-the-art color editing algorithms.

be either based on geometry [5, 6] or statistics [7, 8].
From the user interaction perspective, stroke-based
recoloring and palette-based recoloring are two
popular color manipulation methods. In stroke-based
recoloring such as edit propagation [9, 10], users only
have to provide sparse inputs while the algorithm
propagates the edits to appropriate regions in the rest
of the image, based on pixel-level affinities. To further
alleviate the user interaction burden, palette-based
coloring [11] allows users to recolor an image by just
editing a color palette. This is intuitive and users can
adjust the color while given instant feedback. Previous
palette-based recoloring methods mainly focus on
the generation of the source palette [11–13] and the
transfer from source colors to target colors [14]. They
assume the target color is given or chosen according to
user preference, which works for artists. For amateur
users who do not have an accurate grasp of color,
they cannot always select an appropriate color for a
particular object, since they can distinguish between
Keywords color editing; object recognition; color
green and red, say, but have no sense of the subtle
palette representation; natural color
diﬀerences between magenta and carmine. It is also
time-consuming for them to consider the relationship
1 Introduction
between those colors of the palette.
Allowing users to edit color arbitrarily can lead
Manipulating the color of an image is a fascinating
topic which has drawn widespread attention. By to unrealistic editing results. One way to solve this
changing the color, we can change theme [1], style [2], problem is to use a reference picture [4] to generate
illumination [3], and even emotional eﬀect [4] of the target palette. This approach is more eﬃcient
pictures. In terms of methodology there are several than directly choosing the color. However, ﬁnding a
ways to recolor an image. One is to map the color suitable reference picture is still a challenging task
from the source image to the target image, which is for users. There are also several colorization methods
also called color transfer. The mapping process can which provide diverse and realistic colorization
results [15, 16], but their randomly generated results
1 TKLNDST, CS, Nankai University, Tianjin 300350, China.
are insuﬃciently ﬂexible for users. Our solution of
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2 Department of Radiology, Duke University, Durham, NC (i) The colors of objects in nature vary within a
limited range, and the color of most objects can
27705, USA. E-mail: zhe.zhu@duke.edu.
Manuscript received: 2021-03-28; accepted: 2021-05-28
be represented by a few representative colors. For
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example, the color of a carrot is (normally) between
yellow and red, while zebras have black and white
stripes. (ii) Due to its large scale and diversity,
in a large scale image dataset such as Microsoft
COCO [17], the color distribution of an object
category is already able to represent its actual color
diversity in the real world. Thus, the key idea of this
paper is to adopt a data-driven approach that learns
the color palette of object categories from a largescale image dataset in advance, and recommends the
target color palette based on the recognized object
categories and pre-learned models.
We propose a novel image recoloring approach
which can recommend the target palette based on
the object and its corresponding color pattern in the
image dataset. Our approach consists of an oﬄine
palette generation part and an online recoloring part.
In the oﬄine part, we generate color palettes for
diﬀerent objects using the provided masks (see an
example for apples in Fig. 1). Next, we merge the
palettes for objects within the same object category
and provide a default palette for each object category.
Once the palettes have been generated, we can apply
them to our online recoloring approach. For an
input image, we detect the objects in the image, and
generate alpha mattes with the detected masks. Next,
we transfer the colors of the foreground using the
recommended palettes and blend it with background.
Our framework can also be applied to global color
editing to meet other color editing requirements.
Finally, a user interface is provided, in which users
can edit the image intuitively and eﬃciently. Our
main contributions are summarized as follows:
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•

•

2

Related work

Our work is related to palette-based color manipulation, semantic-based color transfer, matting and color
editing. In the following we review the most relevant
work in those areas.
2.1

Palette-based color manipulation

Palette-based color manipulation edits the image by
modifying the palettes. Such approaches can be
divided into two groups. One group makes use of
a pair of palettes for each image, the source palette
and the target palette. One main way of generating
the source palette is to cluster the colors in an
image using the k-means method [11, 13, 18], which
relies on the global color distribution. Kang and
Hwang [8] provide an approach which can capture
locally distinctive colors. However, methods based on
RGB values are not adequate to recover all features
in paintings. Thus, several works are designed to
extract the original pigments in the paintings, which
have diﬀerent physical properties [12, 19]. Some
methods further decompose the image into several
mixing layers which correspond to the colors in the
palette separately [5, 12]. Huang et al. [20] also
provide a method which is designed for transparent
object recoloring. Another group only needs a target
palette, which is widely used in tasks like color
compatibility [21], theme enhancement [22, 23], and
recolorization [14]. This group of methods can also
be used in colorization tasks. For instance, Bahng et
al. [24] colorize a picture using a palette generated by
text. Other applications such as transferring a color
theme [1] and expressing diﬀerent emotions [4] also
implemented with palette-based methods.
2.2

Fig. 1 Example of our palette extraction process. For the category
“apple”, we ﬁrst extract apples from images, and then calculate their
palettes separately.

a novel natural recoloring approach which
recommends a target palette based on the color
distributiona of real objects, and
an intuitive and eﬃcient user interface for color
manipulation.

Semantic-based color transfer

These color transfer methods recolor the image by
taking one or more images as reference, which can
be used for both colorization and recolorization.
Many methods of color transfer are based on the
statistics of color distributions [7, 8, 25], while there
are also geometry-based methods [5, 6] and userassisted solutions [26]. During color mapping, multi-
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level semantic information is considered. Welsh et
al. [27] match luminance and texture between images
and transfer chromatic information. The method
proposed in Ref. [28] uses the higher-level context of
the pixels to transfer colors automatically, which is
implemented by a supervised classiﬁcation scheme.
Super-pixels are then matched between images to
achieve greater spatial consistency [29]. Furthermore,
Iizuka et al. [30] combine global and local image
features using a deep network, freeing the users from
providing reference images. There are also several
methods which make use of object-level information.
The framework designed by Ma et al. [31] learns
object-level correspondences for image translation.
In colorization, colorizing instances and background
separately and then merging the results with a fusion
module improves the quality [32]. Facial skin beautiﬁcation [33] also makes use of generated face masks.
2.3

Matting

Matting provides multiple utilities to separate the
object from its background. Traditional matting
methods try to solve the matting equation using
a trimap or scribbles [34–37]. The results of these
methods are highly dependent on color cues. In recent
years, matting methods based on deep networks
have been developed, using a convolutional neural
network [38] which considers both semantic prediction
and matte optimization. The dataset used for
training is generated by a traditional matting method.
Xu et al. [39] design a two-part model; the ﬁrst part
predicts mattes from an image and its trimap, and
then they reﬁne the alpha mattes in the second part.
To solve human matting problems, Wu et al. [40]
further propose an end-to-end learning framework
which combines pose estimation with a trimap and
matting network. Lu et al. [41] proposed a ﬂexible
network which can perform well in natural image
matting tasks.
2.4

Color editing

Multiple tools have been designed for color editing.
One class of color editing methods allows users to edit
the color of all pixels in the image, using scribbles
such as color points or strokes [42, 43] as input. Such
methods were later improved in terms of speed [10, 44]
and user eﬀort [45]. Another kind of method
implements higher-level image editing: for instance,
some methods take a reference image to assist the
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editing. In the framework provided by An and
Pellacini [46], users draw pairs of strokes in target and
reference images, to indicate regions with the same
color “style”. The reference colors are transferred
to the target image based on the stroke pair. Lu et
al. [47] design a color retargeting approach, which
composes a time-varying color image. Color editing
has also been applied in multi-view [48–51] and 3D
analysis [52, 53]. Some researchers also attempt
to preserve aesthetic or creative intentions during
transfer [54–56]. Palette-based recoloring is another
popular approach to color editing, and as stated
before, users can edit the image by modifying the
colors in the palette. Most works focus on extraction
of the original palette and the eﬀect of recoloring, and
think less about the selection of the target palette,
with only a few methods recommending palettes
for users. These recommendations can be based
on the predicted color distribution [45] or online
repositories [13]. Huang et al. [4] establish a dataset
of palettes for diﬀerent emotions. For each picture,
palettes for diﬀerent emotions can be recommended
based on its original palette. Unlike these methods,
our approach aims to provide natural and realistic
recoloring with recommending palettes.

3
3.1

Approach
Methodology

Our approach consists of an oﬄine candidate palette
generation step and an online recoloring step. In
the oﬄine step we ﬁrst generate thousands of initial
palettes, and then merge similar palettes to obtain
representative palettes for each object category. This
color model can be saved and used in the online
recoloring step, where given an input image to recolor,
we detect and segment the objects, and based on the
recognized categories of objects we provide candidate
palettes for users. The pipeline of our approach is
shown in Fig. 2. We use the images in the Microsoft
COCO dataset [17] to generate the candidate palette
for each object category in the oﬄine step, since this
is a large scale dataset, and it also provides masks
for objects in 80 classes. Next, we give the details of
those steps.
3.2

Masking

During online recoloring, we use Mask-RCNN [57]
trained on the COCO dataset to extract masks of
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Fig. 2 Pipeline. We detect each object in the image and generate the palette based on the mask. We use alpha matting to process the mask
and get the alpha matte of the object. Finally, we transfer the foreground color using the target palette chosen by the user.

the objects in the input image. The network is
built with Open MMLab Detection [58]. As the
segmentation output of deep neural networks is
always rough and inaccurate along the boundary, we
use alpha mattes for further reﬁnement. To generate
the trimap for alpha mattes, we apply corrosion–
expansion operations on the segmentation results.
In detail, the original segmented masks are corroded
and expanded for 15 pixels separately. The region
between the corroded mask and expanded mask is
regarded as an unknown region, the corroded mask is
regarded as the foreground region, and the rest of the
picture is background. The trimap is then used to
generate the alpha mattes using Indexnet [41]. This
reﬁnement is performed in both oﬄine and online
steps. An example of the improved segmentation
results using alpha mattes is illustrated in Fig. 2.
3.3

Initial palette extraction

We use the method proposed by Chang et al. [11] to
extract the initial palettes since it can be performed
in real time. We extract the palettes for the 80
categories using the masks of the images of the
dataset. More speciﬁcally, we ﬁrst generate the
palette for each masked region. In Ref. [11], the
number of colors in the palette (denoted k in this
paper) should be given beforehand. Instead of setting
a ﬁxed k for all palettes, we adopt an adaptive
strategy by determining k for each category based on
the following calculation. We ﬁrst generate palettes
with k = 3, 4, 5, 6 (larger k is slower) separately for all
masked regions and calculate the loss of each palette

using the following equations:
di = dist(pi , Ci )

(1)
lossp = d22
where pi is the color of the i-th pixel of the masked
region, Ci is a color from palettes corresponding to pi ,
and dist(·, ·) calculates the color diﬀerence between
two pixels using CIEDE2000, which is a closer
metric to human assessment than RGB Euclidean
distance [59]. Next, we calculate the ratio for each
loss of the palettes as follows:
Di = dist(pi , C)
(2)
ratio = lossp /D22
In this equation, C is the mean color of all pixels
in the mask. For each category, we calculate the
mean ratio with k = 3, . . . , 6 separately, and choose
the smallest number of colors whose corresponding
mean ratio is less than 0.20. Finally, we collect
palettes with k representative colors for each kind
of object. Figure 3 shows some examples of the
generated palettes. Note that some categories with
too variable color distributions are manually ruled
out, for example, “person”, “handbag”, and “bottle”.
3.4

Palette merging

The initial palette generation step usually produces
thousands of palettes, many of which have similar
colors. To provide tens of candidate palettes for
interactive recoloring, similar palettes are thus
merged to get representative palettes. We use
the DBSCAN (density-based spatial clustering of
applications with noise) method [60] to merge the
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Fig. 3 Examples of generated palettes. For each palette, only one color with the most adjacent colors in the object is shown. The R, G, B
values in the diagram are linearly normalized to the range [0, 1]. We also show the center palettes of each category with their corresponding
images.

palettes (example results are shown in Fig. 4).
We also need a recommended palette for each
category. To implement this, we set the distribution
center of all the palettes for each category, which
has the least sum of distance (Sd ) comparing to
other palettes, as the default palette for recoloring.
For each palette x, the distance between it and any
other palette ri , which is the i-th palette of the
corresponding category of x, is calculated as follows:
dj = dist(xj , rij )
(3)
pdi = d22
where xi represents the i-th color of palette x, rij
denotes the i-th color of palette r, and pdi is the

Fig. 4 Examples of recommended palettes. In each category, a
column of colors corresponds to a recommend palette; 20 palettes are
shown for each category.

distance between x and ri . The colors in x and ri are
ranked by L values in LAB color space. Sd is then
calculated using the following equation:
Sd =

n

i

pdi

(4)

where n is the number of palettes in the corresponding
category of x. Therefore, the distribution center of
the palettes is the default palette used in recoloring
(see Fig. 3).
3.5

Instance-based recoloring

In the online recoloring step, given an input image
to recolor, we use the original palette extracted
from the object and the recommended palette to
implement instance-based recoloring. During color
transfer, each color in the original palette needs to
be paired with the color in the recommended palette.
In order to maintain the color distribution of the
original image, we rearrange the order of the colors
in the recommended palette to minimize the distance
between the recommended palette and the original
one. Let the object regions be the foreground and the
rest of the image be the background. We transfer the
color of the foreground from the original palette to
the recommended one. In detail, we implement color
transfer using the method proposed in Ref. [11], which
ﬁrst transfers luminance based on monotonicity, and
then transfers the chroma guided by the target palette.
The color transfer algorithm could be replaced by
other suitable methods. The transferred result is
then blended with the background:
Φi = αi fgi + (1 − αi )bgi
(5)
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Here αi is the value of the i-th pixel of the matte,
linearly normalized to the range [0, 1], fgi is the color
of the i-th pixel in the transferred foreground, while
bgi is the color of the i-th pixel in the background.
As shown at the bottom-right of Fig. 2, results
based on matting are obviously better in detail
than those directly using the coarsely detected mask.
Clearly, our approach is also applicable when there
are multiple objects in the image (see Fig. 5).
3.6

Global recoloring

As mentioned before, we use pre-trained neural
networks [57, 58] to detect and segment objects, but
in some special cases, the instances of an object
cannot be eﬀectively detected. For instance, the pretrained network may ﬁnd only some of the ﬂowers in
a ﬂowerbed. Our solution to this problem is to use a
global recoloring strategy that changes all the regions
with similar color to the detected objects (see Fig. 6).
More speciﬁcally, we deﬁne an extended palette

Fig. 5

Transfer results for images with multiple objects.

with k + x diﬀerent colors for the whole image. First,
k colors are extracted from the masked regions of
the image using our local recoloring method. The
value of k is determined by the algorithm described
in Section 3.3. Next, we select the minimum value of
x whose corresponding ratio for the whole image is
less than 0.20. After determining the values of k and
x, we generate the extended palette. In the extended
palette, k colors are recommended by the algorithm
while x further colors are the same as in the original
palette. Finally, we transfer the color of the whole
image using the extended palette.
3.7

User interface

We have also designed a user interface to allow
convenient operation of our instance-based recoloring
approach. Given an input image, our approach ﬁrst
detects the objects, and then the interface shows a
3D diagram of the corresponding palettes (see an
example in Fig. 7). In the 3D diagram, a color point
corresponds to a palette, and the color shown at the

Fig. 6 Example for global recoloring. We extract ﬁve colors from the
objects and a color from the background. The ﬁve colors of the objects
are transferred while the colors of the background are preserved.

Fig. 7 Schematic diagram of our user interface. It provides a 3D diagram with color points for detected objects; a color point corresponds to a
palette. When users select a point, the bird is recolored directly using the corresponding recommended palettes. We also show some recoloring
results on both sides of the picture.

Towards natural object-based image recoloring

top has the nearest colors to the reference object. As
shown in Fig. 7, our interface allows users to select
and apply diﬀerent natural colors to the input image
interactively by just choosing the palette in the 3D
diagram.

4

Experiments

4.1

Approach

We use the train2017 images in the COCO dataset
to generate the candidate palettes for diﬀerent object
categories. With manually annotated masks for each
image, we further ﬁlter out objects whose masks
have less than 10,000 pixels. After this step, 247,820
palettes were generated for 80 categories. As noted
earlier, for the online recoloring we use the COCO
dataset [17] trained Mask-RCNN [57] to obtain masks
for the input images. Some recoloring examples as
well as corresponding masks are shown in Fig. 8.
4.2
4.2.1

User study
Procedure and materials

We designed subjective metrics to evaluate our
approach. Since the recoloring task has no ground
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truth, it is not plausible to use common objective
metrics (e.g., PSNR, SSIM) to evaluate our approach.
To validate the eﬀectiveness of our algorithms, we
designed a quantitative user study to compare the
color editing results of our algorithm with those from
another three algorithms [15, 16, 45].
First, 20 images with simple backgrounds were
selected and processed by four algorithms. In detail,
for each image and each algorithm, we generated 2
or 3 recoloring results; 200 images were generated in
total (see Fig. 9). The designed questionnaire had two
parts. In the ﬁrst, we examined whether the images
are natural and artistic. 24 pictures were randomly
selected (6 per algorithm) and shown to participants
one by one. For each picture, the participants are
asked to evaluate on a 7-point Likert scale:
• the realism of the picture (0 very unrealistic, 6
very realistic);
• the naturalness of the picture (0 very unnatural,
6 very natural);
• whether this picture is visually pleasing (0 very
unpleasant, 6 very pleasant);
• whether the color of the picture is satisfactory (0
very unsatisfactory, 6 very satisfactory).

Fig. 8 Various results of our instance-based recoloring approach. Top row: original images with their original palettes at the top right. Rows
2, 3: detected masks and corresponding alpha mattes, respectively. Row 4: color transfer results. Row 5: target palettes used and corresponding
reference images.
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Fig. 9 Comparison of our method with those of Zhang et al. [45], Deshpande et al. [15], and Royer et al. [16]. Each row shows colorization of
one image, giving two colorization results for each method.

In the second part, we measured whether the
generated images can represent possible colors for
the objects. We used the original image and the 2 or
3 images generated by one of the candidate algorithms
to compose a test set, so each image has four test
sets. For each participant, we randomly selected an
original image and its corresponding four test sets.
The participants answer the question below for each
test set: In the real world, the colors of an object have
many possibilities; do you think this group of pictures
can represent the possible colors of objects (0 not at
all, 6 without doubt)?
4.2.2

Participants and results

Our questionnaires received 82 responses, among
which 80 were valid. The mean values of the scores are
shown in Fig. 10. In general, our algorithm received
higher mean scores for all ﬁve evaluations.
Furthermore, we may test if the diﬀerences are
signiﬁcant. For the four questions in the ﬁrst part,
we used the mean scores for six images which belong
to the same algorithm and the same question as
samples. The scores of samples for each question
follow a normal distribution tested by the Kolmogorov–

Fig. 10

Mean scores for each algorithm, for ﬁve evaluations.

Smirnov test. Thus, we use Student’s t-test to test the
signiﬁcance of the diﬀerences. As shown in Table 1,
the diﬀerences between our algorithm and the others
are statistically signiﬁcant, so we conclude that our
method achieves higher realism, naturalness, and
more pleasing results for participants.
The scores of the question in the second part do not
follow a normal distribution, so we use the Kruskal–
Wallis H test to compare our method to others.
Again, Table 1 shows that our method can produce
more representative results for real-world objects.
Table 1 Statistics of the diﬀerence between our method and others.
In the form, ∗ ∗ ∗ means signiﬁcance level 0.01, ∗∗ means signiﬁcance
level 0.05, and ∗ means signiﬁcance level 0.1

5

Index

Zhang et al.

Royer et al.

Deshpande et al.

Realism

4.409***

7.010***

5.869***

Naturalness

4.966***

7.544***

6.039***

Pleasure

3.354***

8.408***

5.922***

Satisfaction

4.137***

8.358***

5.729***

Typicality

17.881***

7.343***

3.668*

Discussion

We have collected the palettes of diﬀerent objects and
proposed a natural recoloring approach. A two-part
user study was performed to validate the eﬀectiveness
of our algorithm. In the ﬁrst part, the analysis shows
that our approach can produce more natural and
realistic results while preserving aesthetics. In the
second part, we ﬁnd that our method produces results
more typical of the colors seen in natural objects
in the real world. Our work can be easily used
for interactive natural image editing, and multiple
recoloring options are also provided by the generated
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palettes. The global recoloring method can be further
used in some color correction tasks.
Although our pipeline works well for most natural
objects, there are also some limitations of our
work. Firstly, for some man-made objects the color
distribution is nearly arbitrary, which makes the
corresponding palette library less useful. Secondly,
our pipeline is based on natural object detection,
and missing or wrong detection will undermine the
recoloring results. Some inaccurate matting results
may also introduce undesirable edges to the object.
In Fig. 11 we show examples of the above-mentioned
failures.
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