be a solution to a semilinear parabolic system 1 and (µ, ν) is a pair of Radon measures or nonnegative measurable functions in R N . In this paper we study qualitative properties of the initial trace of the solution (u, v) and obtain necessary conditions on the initial data (µ, ν) for the existence of solutions to problem (P).
Introduction
Consider a semilinear parabolic system 1) where N ≥ 1, T > 0, D 1 > 0, D 2 > 0 and 0 < p ≤ q with pq > 1. Parabolic system (1.1) is one of the simplest parabolic systems and it is an example of reaction-diffusion systems describing heat propagation in a two component combustible mixture. It has been studied extensively in many papers from various points of view, see e.g. [3, 12, 13, 14, 21, 24, 26, 28, 30] . See also [27, Chapter 32] and references therein. In this paper we prove the existence and the uniqueness of the initial trace of a solution (u, v) to parabolic system (1.1) and study qualitative properties of the initial traces. Furthermore, we obtain necessary conditions on the existence of the solutions to problem (1.1) with (u(·, 0), v(·, 0)) = (µ, ν) in R N , (1.2) where (µ, ν) is a pair of (nonnegative) Radon measures or nonnegative measurable functions in R N .
The study of the initial traces of the solutions to parabolic equations is a classical subject and it has been investigated for various parabolic equations, for example, the heat equation (see [4, 29] ), the porous medium equation (see [5, 7, 17] ), the parabolic p-Laplace equation (see [10, 11] ), the doubly nonlinear parabolic equation (see [20, 22, 32] ), the fractional diffusion equation (see [9] ), the Finsler heat equation (see [1] ) and parabolic equations with nonlinear terms (see e.g. [2, 6, 8, 18, 19, 25, 31] ). For the semilinear heat equation
where p > 1 and T > 0, by [18] we have:
(1) Let u be a solution to (1. 3) for some T > 0. Then there exists a unique (nonnegative) Radon measure µ in R N as the initial trace of u, that is,
for all ϕ ∈ C 0 (R N ). Furthermore, there exists a positive constant γ * depending only on N and p such that sup (2) Let u be a solution to (1. 3) for some T > 0. Let µ be a (nonnegative) Radon measure in R N . Then µ is the initial trace of u if and only if u is a solution to (1.3) with u(·, 0) = µ in R N . (1.6) See also [2] and [6] . Estimates (1.4) and (1.5) give optimal necessary conditions on the existence of solutions to problem (1.3) with (1.6) (see [18 , Theorems 1.3, 1.4 and 1.5]). Compared with semilinear parabolic equation (1. 3), much less is known about necessary conditions on the existence of solutions to semilinear parabolic systems and there are no results corresponding to assertions (1) and (2) for parabolic system (1.1) even for the case of D 1 = D 2 .
In this paper we obtain necessary conditions on the existence of solutions to semilinear parabolic system (1.1) by being divided into the the following six cases (see Our necessary conditions in cases (A), (C) and (F) can be regarded as generalizations of the necessary conditions on the existence of solutions to problem (1.3) in the cases p > 1 + 2/N , p = 1 + 2/N and 1 < p < 1 + 2/N , respectively. On the other hand, our necessary conditions in cases (B), (D) and (E) are specific to parabolic systems.
We formulate the definition of the solution to (1.1). For any Radon measure µ in R N , we set
We also write
if µ is a nonnegative measurable function in R N . Then S(t)µ is the unique solution to the heat equation ∂ t u = ∆u in R N × (0, ∞) with u(0) = µ under a suitable growth condition on the solution at the space infinity.
for almost all x ∈ R N and 0 < τ < t < T .
(ii) Let µ and ν be Radon measures in R N . We say that (u, v) is a solution to (1.1) with
for almost all x ∈ R N and 0 < t < T .
We are ready to state the main results of this paper. Theorem 1.1 shows the existence and the uniqueness of the initial trace of a solution to (1.1) and gives an upper estimate of the strength of the singularity of the initial trace.
be a solution to (1.1) in R N × (0, T ). Then there exists a unique pair of Radon measures (µ, ν) such that
8)
for all φ ∈ C 0 (R N ). Furthermore, there exists a positive constant γ depending only on N , D 1 , D 2 , p and q such that
Remark 1.2 In case (F), it follows from p ≤ q and q < 1 + 2/N that
Then we see that the functions
are monotonically decreasing. This implies that estimate (1.9) is equivalent to
As an application of Theorem 1.1, we obtain the following result, which corresponds to assertion (2). (1) Consider case (B). Then there exists γ B > 0 such that
(2) Consider case (C). Then there exists γ C > 0 such that
(3) Consider case (D). Then there exists γ D > 0 such that
(4) Consider case (E). Then there exists γ E > 0 such that
Here the constants γ B , γ C , γ D and γ E depend only on N , D 1 , D 2 , p and q.
As corollaries of our theorems, we obtain the following results, which show the validity of estimate (1.9) and Theorem 1.3. Note that Corollary 1.1 has been already proved in [13] for D 1 = D 2 and in [14] for D 1 = D 2 .
(1.10)
Then problem (1.1) possesses no global-in-time nontrivial solutions. Remark 1.3 Let N ≥ 1 and 0 < p ≤ q with pq > 1. Then (1.10) is an optimal condition for the nonexistence of global-in-time nontrivial solutions to (1.1). Indeed, if
then problem (1.1) possesses a global-in-time positive solution. See [13] and [14] . 
in a neighborhood of 0, where c b,1 , c b,2 > 0. Then problem (1.1) with (1.2) possesses no local-in-time solutions if either c b,1 or c b,2 is sufficiently large.
(c) Consider case (C). Let (µ, ν) be a pair of nonnegative measurable functions in R N such that
in a neighborhood of 0, where c c,1 , c c,2 > 0. Then problem (1.1) with (1.2) possesses no local-in-time solutions if either c c,1 or c c,2 is sufficiently large.
(d) Consider case (D). Let µ be a nonnegative measurable function in R N such that
in a neighborhood of 0. Here h 1 is a positive continuous function in (0, 1] such that s −ǫ h(s) is monotonically decreasing in (0, δ) for some ǫ > 0 and δ > 0. Let ν be a Radon measure in R N . Assume either 
hold with sufficiently small positive constants c ′ a,1 and c ′ a,2 , then problem (1.1) with (1.2) possesses a global-in-time solution (see [21, Corollaries 3.1 and 3.2]). Similar results also hold in the other cases (B), (C), (D), (E) and (F). See a forthcoming paper [16] .
The rest of this paper is organized as follows. In Section 2 we recall some properties of the Gauss kernel and prove some preliminary lemmas. In Section 3 we modify the arguments in [13] to prove Theorem 1.1. In Section 4 we follow the arguments in [18] to prove Theorem 1.2. In Sections 5, 6 and 7 we develop the arguments in [18] to prove Theorem 1.3. The proof of Theorem 1.3 requires more delicate arguments than those in [18] . Section 8 is devoted to the proofs of Corollaries 1.1 and 1.2.
Preliminary lemmas
In this section we recall some properties of S(t)µ and prove some preliminary lemmas. Throughout this paper, by the letter C we denote generic positive constants depending only on N , D 1 , D 2 , p and q, and they may have different values also within the same line.
It follows from (1.7) that
Then Jensen's inequality implies that
Furthermore, we have the following lemmas.
Then there exists C > 0 depending only on N such that
Proof. We prove assertion (i). Let
This implies that
that is, assertion (i) follows. Similarly, assertion (ii) follows. The proof is complete. ✷
Proof. Let x, y ∈ R N and 0 < s < t. It follows that
This together with (2.2) implies that
3) we obtain the desired inequality, and the proof is complete. ✷
We prove the following basic lemma. 
Then (2.4) holds with z i := z + Rx i (i = 1, . . . , m), and Lemma 2.3 follows. ✷
As a direct consequence of Lemma 2.3, we have:
3 Proof of Theorem 1.1
We prove Theorem 1.1. For this aim, it suffices to consider the case of T = 1 and
Let (u, v) be a solution to (1.1) in R N × (0, 1) and D = 1. Since
where i = 1, 2 and D ′ := max{D 1 , D 2 }, by Definition 1.1 (i) we see that
for almost all x ∈ R N and 0 < τ < t < 1. Then we apply the same argument as in the proof of [18, Lemma 2.3] and we can prove the existence and the uniqueness of the initial trace of (u, v). So it remains to prove (1.9) for the proof of Theorem 1.1.
Then the functions
for almost all x ∈ R N , t ∈ [0, t * ) and τ ∈ (0, ρ 2 ]. By Lemma 2.1 and (3.2) we see that
By (3.5) and (3.6) we have
for almost all x ∈ R N , t ∈ [0, t * ) and τ ∈ (0, ρ 2 ]. Here c * is a positive constant depending only on N , p, q, D 1 and D 2 .
Lemma 3.1 Let ρ ∈ (0, 1) and τ ∈ (0, 1) and assume (3.3). Furthermore, assume that there exist positive constants a, b and c ≥ 1 such that
for almost all x ∈ R N and t ∈ [0, 2ρ 2 ]. Then there exists a positive constant γ 1 depending only on N , D 1 , D 2 , p and q such that
Proof. We follow the argument in the proof of [13, Lemma 2.4] to prove Lemma 3.1.
for almost all x ∈ R N and t ∈ [0, 2ρ 2 ]. Since pq > 1, repeating the above argument and using (3.9), instead of (3.8), we obtain
for almost all x ∈ R N and t ∈ [0, 2ρ 2 ]. Thus Lemma 3.1 follows. ✷ Combining Lemma 3.1 and (3.7), we have:
Proof. Let z ∈ R N and ρ ∈ (0, 1/ √ 5). Combining Lemma 3.1 and (3.7), we obtain ∞ > U (x, t) ≥ a n t bn G(x, t + ρ 2 ) cn , n = 0, 1, 2, . . . , Here c * and γ 1 are as in (3.7) and Lemma 3.1, respectively. Then we observe that
for n = 0, 1, 2, . . . . Furthermore, we can find C > 0 such that log a n+1 ≥ pq log a n − C(n + 1).
Then there exists a constant a * > 0 such that a n ≥ a (pq) n * M z,τ (u) (pq) n , n = 0, 1, 2, . . . . (3.12) (See also [18] and [23, Lemma 2.20 (i)].) Combining (3.10), (3.11) and (3.12) , we see that
for almost all x ∈ R N , t ∈ [0, 2ρ 2 ] and τ ∈ (0, ρ 2 ]. This implies that
and τ ∈ (0, ρ 2 ]. Then we deduce that
for almost all τ ∈ (0, ρ 2 ]. This completes the proof. ✷
We complete the proof of Theorem 1.1.
Proof of Theorem 1.1. It suffices to prove (1.9) under the assumption that T = 1 and D = 1. First, we prove that
for all ρ ∈ (0, 1/ √ 5) and almost all τ ∈ (0, ρ 2 ], where C * is as in Lemma 3.2. Let ζ ∈ C 0 (R N ) be such that
Then, by (1.8) and (3.14) we have
as τ → 0, for z ∈ R N and ρ ∈ (0, 1/ √ 5). This together with Lemma 2.4 implies that
for ρ ∈ (0, 1/ √ 5). Then we set σ := 2 √ 5ρ and obtain (3.13 ). Next we prove that
for x ∈ R N , ρ > 0 and ρ 2 < s < t, by (3.4), (3.5) and (3.7) we have
for almost all x ∈ R N , ρ ∈ (0, 1/5) and τ ∈ (0, ρ 2 ]. Since τ + 4ρ 2 ≤ 5ρ 2 < 1/5 for ρ ∈ (0, 1/5), by (3.16) we obtain
for almost all ρ ∈ (0, 1/5) and τ ∈ (0, ρ 2 ]. This implies that
for all ρ ∈ (0, 1/5) and almost all τ ∈ (0, ρ 2 ]. Then we apply the same argument as in the proof of (3.13) to obtain (3.15 Let ζ ∈ C 0 (R N ) be such that ζ ≥ 0 in R N . Let R > 0 be such that supp ζ ⊂ B(0, R). It follows from Definition 1.1 and Remark 1.1 that By (4.1) and (4.2) we have
This together with (4.3) implies that On the other hand, it follows from Definition 1.1 (ii) that
for almost all 0 < t < T . Then, by (4.1), (4.4), (4.6) and (4.7) we obtain
Since ζ is arbitrary, we deduce that µ = µ ′ in R N . Similarly, we see that ν = ν ′ in R N . Then assertion (i) follows. We prove assertion (ii). Let (u, v) be a solution to (1.1) in R N × (0, 1). Let 0 < t < 1 and n = 1, 2, . . . . By the Besicovitch covering lemma we can find an integer m depending only on N and a set {x k,i } k=1,...,m, i∈N ⊂ R N \ B(0, nt 1/2 ) such that 
On the other hand, since
for z ∈ B k,i and sufficiently large n. Then
for sufficiently large n. This together with (4.8) and (4.9) implies that ess sup 0<τ <t/5 R N \B(0,nt
as n → ∞. Similarly, by Theorem 1.1 we have
as n → ∞. In particular, by (4.2), (4.10) and (4.11) we see that It follows from (4.12) that 
for n = 1, 2, . . . . This together with (4.10) and (4.11) implies that ess lim
Similarly, we see that
These together with Definition 1.1 (i) imply that (u, v) is a solution to (1.1) with (1.2) in R N × (0, 1). Thus assertion (ii) follows, and the proof of Theorem 1.2 is complete. ✷
Initial traces in case (B)
In this section we focus on case (B), that is,
and prove assertion (1) of Theorem 1.3. It follows from (5.1) that
Similarly to Section 2, it suffices to consider the case where T = 1 and D = 1.
Similarly to (3.4), we define U = U (x, t) and V = V (x, t) for x ∈ R N and 0 < t < t * , where
Then U and V satisfy (3.5) and (3.7) for almost all x ∈ R N , t ∈ (0, t * ) and τ ∈ (0, ρ 2 ]. Furthermore, the following lemma holds.
Lemma 5.1 Assume (5.1) and (5.3). Let (U, V ) satisfy (3.5). Assume that there exist constants a > 0, b ≥ 1 and c ≥ 0 such that
for almost all x ∈ R N and t ∈ [ρ 2 , t * ), where ρ > 0. Then there exists a positive constant γ 2 depending only on N , D 1 , D 2 , p and q such that
for almost all x ∈ R N and t ∈ [ρ 2 , t * ).
For the proof of Lemma 5.1, we prove:
ds.
Here we used the inequality t ≥ (t + ρ 2 )/2 for t ≥ ρ 2 . This implies that
. 
for almost all x ∈ R N and t ∈ [ρ 2 , t * ). Thus Lemma 5.1 follows. ✷ Proof. Let z ∈ R N and ρ ∈ (0, 1/ √ 10). Combining Lemma 5.1 and (3.7) , we obtain ∞ > V (x, t) ≥ a n G x, t + ρ 2 b n log t ρ 2 cn , n = 0, 1, 2, . . . ,
for almost all x ∈ R N , t ∈ [ρ 2 , t * ) and τ ∈ (0, ρ 2 ]. Here {a n } ∞ n=0 , {b n } ∞ n=0 and {c n } ∞ n=0 are sequences defined by
for almost all t ∈ [ρ 2 , t * ) and τ ∈ (0, ρ 2 ]. Since t * > 1/2, we deduce that for almost all σ ∈ (0, σ * ). This together with Lemma 2.4 implies that
for almost all σ ∈ (0, σ * ). On the other hand, by Theorems 1.1 and 1.2 we see that (u, v) is a solution to problem (1.1) with (1.2) in R N ×(0, 1). Then it follows from Definition 1.1 (ii) and (3.1) that
for almost all x ∈ R N and t ∈ (0, 1). Using for almost all x ∈ R N and t ∈ (0, 1). Then we see that This together with (5.13) implies that 
for y, z ∈ R N and s > 0. Combining (5.11), (5.14) and (5.15) , we obtain
for all z ∈ R N and σ ∈ (0, σ * ). By (5.1) we see that
which together with (5.16) implies that
for 0 < σ < σ * = 1/ √ 10. In the case of σ * ≤ σ < 1, by (5.17) we see that
On the other hand, by Lemma 2.3, for any z ∈ R N , we can find
Here m is independent of z and τ . Then
which together with (5.17) implies that σ/ √ 10 σ * / √ 10
for all z ∈ R N . We deduce from (5.18) and (5.19) that 
Initial traces in case (C)
In this section we focus on case (C), that is,
and prove assertion (2) of Theorem 1.3. It follows from (6.1) that
Similarly to Section 3, it suffices to consider the case where T = 1 and D = 1. Assume (5.3). Then (U, V ) is defined for almost all x ∈ R N , t ∈ (0, t * ) and τ ∈ (0, ρ 2 ], where t * is as in (5.4) . Furthermore, (U, V ) satisfies (3.5) and (3.7) for almost all x ∈ R N , t ∈ (0, t * ) and τ ∈ (0, 
for almost all x ∈ R N and t ∈ [ρ 2 , t * ). Then there exists a positive constant γ 3 depending only on N , D 1 , D 2 , p and q such that
for n = 0, 1, 2, . . . . By (6.4), (6.6) and (6.7) we see that
for almost all x ∈ R N , t ∈ [ρ 2 , t * ) and τ ∈ (0, ρ 2 ] and for all n = 0, 1, 2, . . . . This implies that
for almost all t ∈ [ρ 2 , t * ) and τ ∈ (0, ρ 2 ]. Since t * > 1/2 (see (5.4)), we deduce that
for all z ∈ R N and ρ ∈ (0, 1/ √ 10) and for almost all τ ∈ (0, ρ 2 ]. Then, applying the same argument as in the proof of Theorem 1.1, we obtain the desired result, and the proof of assertion (2) of Theorem 1.3 is complete. ✷
Initial traces in cases (D) and (E)
In this section we focus on cases (D) and (E), that is,
and prove assertions (3) and (4) 
[S(s)µ](y) q dy ds Then, applying a similar argument as in (5.20) , we obtain (7.1). Thus assertions (3) and (4) 
