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The main objective of the dissertation is to improve the imaging results for magnetic 
inductance tomography (MIT) as a non-destructive imaging technique. MIT is 
generally used to display the imaging contains the conductivity properties of the object 
under test. The hardware and software are regarded as basic topics of the development 
of MIT. The hardware of MIT is briefly introduced but analyzing the software problem 
of MIT is the main purpose of this thesis.  
The working flow of this dissertation can be explained as the following sections. Firstly, 
the forward problem of MIT has been studied theoretically, including eddy current 
modeling with Biot-Savart theory implemented and the simulation works for the 
validation of forward problem. Secondly, the algorithms of inverse problem solvers are 
presented based on the explanation of mathematical equations, including linear/non-
linear or iterative/non-iterative inverse problem. Thirdly, improved image quality of 
reconstructed images obtained by total variation regularization as the inverse problem 
solver both in circular and planar array sensor MIT system are demonstrated by 
experimental results. Finally, the potential feasibility of planar MIT system assisting 
other imaging system such as electrical capacitance tomography for plastic landmine 
detection is illustrated by simulation works.  
Altogether, this thesis presents the author’s research interests on improving 
reconstruction performance of MIT trough analyzing on inverse problem algorithms 
developments and expand the potential application of planar low conductivity MIT 
system in plastic Landmine detection. 
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CHAPTER 1 INTRODUCTION    	
Tomography, which can be divided into ‘hard field tomography’ and ‘soft field tomography’ 
[1], is a technique that can display an image of the physical properties of an object. The ‘hard 
field tomography’ is widely used in medical field such as 𝑋 − 𝑟𝑎𝑦 and 𝛾 − 𝑟𝑎𝑦 tomography. 
The ‘soft field tomography’, mainly including magnetic inductance tomography (MIT), 
electrical capacitance tomography (ECT) and electrical impedance tomography (EIT), is a 
much more complex technique than that in hard field but normally used in industrial imaging 
and medical imaging [2]. In addition, these three techniques are generally named electrical 
tomography, which are introduced as following. 
 
1.1 Electromagnetic Tomography  
Electrical tomography, including magnetic inductance tomography, electrical capacitance 
tomography and electrical impedance tomography, is normally used to display the images 
contains the passive electromagnetic properties (PEP) of the object [3]. 
ECT is another non-invasive technology [1], which produces tomograms of permittivity 
distributions by using capacitance measurements. The information about the distribution of the 
contents of closed pipes or vessels can be obtained by measuring capacitance between pairs of 
electrodes at the boundary around the samples. The reconstruction domain is normally a disc 
with the peripheral electrodes, besides that, some domains have also been discussed such as 
cubes, cylinders and squares. Since ECT aims at visualizing the unknown permittivity of 
electrodes at the boundary around the samples with the distribution of dielectric materials, it is 
widely used to image dielectric permittivity of insulating objects. 
EIT, the oldest electrical imaging technique, is very similar to ECT, since it also applies an 
CHAPTER 1 INTRODUCTION 
2  
electric field to the material as well as uses an array of electrodes. The only difference of those 
two techniques is in measurement methods. In ECT, capacitance is computed between different 
pairs of electrodes instead of measuring the trans impedance including four electrodes at the 
same time. While in EIT, the injected current and electric potential, which can be computed by 
the electrodes, produce a set of four-electrode trans impedance and the permittivity and 
electrical conductivity can be measured from a cross section of that four-electrode [4, 5]. 
MIT and ECT are both non-invasive techniques, which means they will be widely used in 
biomedical and industrial [6]. At the meantime, they also have their own characteristics and 
functions. MIT is not sensitive to permittivity but sensitive to electrical conductivity 𝜎 and 
used to image electrical conductivity of the target been test. ECT is sensitive to permittivity 𝜀 
so that it is commonly used to visualize the dielectric distribution of objects. Moreover, 
although MIT and EIT are both sensitive to conductivity 𝜎, MIT is different from EIT since 
MIT doesn’t require galvanic coupling between the device and the object.  
Initially, metallic based MIT was developed for molten metal flow monitoring [7]. In the past 
few years, low conductivity MIT has been primarily developed for medical imaging 
applications such as imaging brain function or stroke detection [8], and has lately being 
proposed as potential multi-phase flow imaging technique. High conductivity MIT has also 
been widely used in industrial applications such as non-destructive testing (NDT) for material 
characterization [9], [70]. In recent years, MIT was developed for both medical and industrial 
applications such as stroke detection [8], molten metal flow monitoring [10],  and as a 
potential detection tool for National Nuclear Security[11]. 
 
1.2 Landmine detection 
Landmines, designed for protecting the countries and people, turns out to be the most terrifying 
marks left behind the world wars. There is a huge number of landmines buried under ground 
around the world, which can trigger 15,000 to 20,000 casualties every year and most of the 
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damage is unrecoverable[12]. Therefore, locating and clearing away the landmines are tricky 
problems we are facing nowadays. Even plenty of contributions on landmines detection have 
been conducted by the world effort, all the existing technologies have its limitations on types 
of landmines and soils. And there is no one technique that can work efficiently alone for all the 
cases. Planar low conductivity MIT assists ECT for plastic landmine detection is introduced in 
this thesis by simulation works. 
 
1.3 Aims and objectives 
The main overall objective of this PhD research is focusing on improving reconstruction 
performance of MIT by analyzing on algorithm developments. MIT has been regarded as a 
non-destructive technique for visualizing the conductive distribution of the target. As such it 
has been considered as a potential method for the inspection of conductive material both in 
medical and industrial tomography area, however, MIT remains challenging in real-life 
applications because of its low-resolution nature. To overcome this limit, efforts should be 
made into both forward model and inverse algorithm developments. Besides, enhanced 
software should be adopted into a variety of MIT sensors geometries for intended specific 
applications to analyze the flexibility of MIT system. Moreover, although MIT is a newer 
technique, several potential applications for MIT are suggested. Specific focus of application 
of MIT will be on planar array low MIT system as a potential candidate for plastic landmine 
detection. In general, the aims and objectives of this thesis can be categorized in four aspects: 
• Clarifying the working principles and procedure of low conductivity & high conductivity 
MIT system 
• Establishing and modifying the forward models to improve the resolution 
• Analyzing the inverse problem algorithms to improve the resolution  
• Adopting the enhanced algorithms to different MIT sensors geometries to obtain better 
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quality reconstruction images 
• Investigating and evaluating the feasibility and capability of planar array sensor low 
conductivity MIT for plastic landmine detection 
 
1.4 Structure of the dissertation 
The chapters of this thesis are organized as below. 
Chapter2 briefly introduces the MIT system through principles, applications and demonstrates 
the existing MIT systems.  The basic principles of MIT are explained by the mutual 
inductance and eddy current theories. The applications of MIT introduced are industry and 
biomedical applications. The MIT hardware discussed are low conductivity MIT system (Mk-
III) and high conductivity MIT system (Mk-II). 
Chapter3 clarifies the all the basic theories that are required to solve the forward problem in 
MIT. Maxwell’s equation is presented at first and then edge finite element method is introduced 
following. The most key content is Biot-Savart theory, which is treated as a potential method 
for solving the eddy current problem of MIT, is presented in detail. Besides, the simulation 
model used both in circular sensor array and planar sensor array are also been presented. 
Moreover, the validation works on forward problem model are also demonstrated. 
Chapter4 analyzes several algorithms that can be used to solve the inverse problem in MIT. 
The algorithms are divided into linear and non-linear inverse problem. Linear inverse problem, 
which includes Non-iterative method (Tikhonov regularization) and iterative method (Total 
Variation regularization). Total variation regularization method, the main topic of this chapter, 
has been introduced through isotropic total variation and anisotropic total variation.  
Chapter5 investigates the total variation regularization method adopted to circular sensor array 
MIT with the aid of experimental data and quantitative analysis. This chapter presents for the 
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first time split Bregman total variation (TV) regularization to solve the MIT inverse problem. 
Comparative evaluations are presented between proposed TV algorithm and more commonly 
used Tikhonov regularization method. Experimental results are quantified by a number of 
image quality measurements, which show the superiority of the proposed TV method both on 
low conductivity and high conductivity MIT data. Significant improvement in MIT imaging 
results makes the proposed TV method a great candidate for both types of MIT imaging. 
Chapter6 investigates the total variation regularization method for planar sensor array MIT 
with the aid of experimental data and quantitative analysis. By compared with the Tikhonov 
regularization results, it shows that Tikhonov method failed or underestimated the object 
position and depth. Total variation led to accurate recovery of depth and position. Therefore, 
there are numerous potential applications for planar array MIT where access to the materials 
under testing is restrict. Sparse regularization methods are a promising approach to improving 
depth detection for limited MIT data. 
Chapter7 evaluates the feasibility and capability of planar sensor array low conductivity MIT 
system for plastic Landmine detection through simulation study of MIT system only. MIT itself 
is incapable of detecting the plastic landmines because of the low conductivity contrast while 
ECT can work efficiently for detecting the plastic landmines buried in non-conductive or 
negligibly low conductivity ground. But in the case of the plastic landmines were planted in 
ground whose conductivity is non-negligible, ECT requires the assistance provided by planar 
MIT. All the simulation results presented in this chapter indicates the feasibility of MIT system 
for landmine detection. Demonstrating classification experimental study could further validate 
this research observation. 
Chapter8 summarizes the conclusion based on the novel findings obtained in this dissertation. 
The limitations and challenges associated to this current works are also discussed. Finally, the 
potential and prospective future works are suggested in this chapter.
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CHAPTER 2 MIT HARDWARE AND SENSOR DESIGN 	
2.1 Magnetic Induction Tomography 
MIT, which has been variously named electromagnetic tomography (EMT) and mutual 
inductance tomography (MIT) [4], is the least developed technique that has been improved for 
the process industry and medical imaging. The MIT coils can be divided into excitation coils 
and receiver coils [13]. When injecting an alternating current to the excitation coil, a primary 
magnetic field can be generated, which induces an eddy current in the target object. Then the 
measuring coils can detect the secondary magnetic field. Additionally, MIT is actually focus 
on conductivity, although it is sensitive to all three electromagnetic properties that are 
permeability (𝜇 ), permittivity (𝜀 ) and conductivity (𝜎) [5]. Since that, MIT is aiming at 
visualizing the conductive distribution of the object under test. 
 
2.2 Basic Principles of MIT 
Magnetic induction tomography, used to image the passive electromagnetic properties (PEP) 
[14] of an object, can be explained by the mutual inductance and eddy current theories . The 
coils used in MIT can be divided into excitation coils and measuring coils. The fundamental 
principles can be seen from Figure 2.1, when injecting an alternating current to the excitation 
coil, a primary magnetic field can be generated, which will induce electrical field that can be 
detected by the measuring coils. In the case of having a conductive object placed between 
excitation and measuring coils, an eddy current will be induced and that will generate a 
secondary magnetic field, which can also be detected by the measuring coil. Since the voltage 
measurements on the detected coils is the sum of the primary and secondary field, the 
difference of these two measurements can be used to analyze the properties of the object [3]. 




Figure 2.1 Fundamental principles of MIT 
Through the study of mutual inductance theory and eddy current theory and driving the 
equation between the induced voltage and the primary voltage, it can be proved that one can 
obtain the properties of object by analyzing the differences of two measuring voltage.   
The equivalent circuit diagram, shown in Figure 2.2, can be used to simplify the mutual 
inductance theory and eddy current theory [14]. The excitation coil can be treated to an AC 
current source applied to an inductor and the measuring coil is an inductor as well with the 
measurement voltage (𝑉D), the value of the inductances is 𝐿3 and 𝐿D. A basic R-C circuit can 
be used to simplify the properties of object and it will work like a voltage source (𝑉F) with an 
inductance (𝐿F). 𝑀3D, 𝑀3F and 𝑀DF are the mutual inductance between three inductors. 
 
Figure 2.2 Equivalent circuit of mutual inductance theory [9] 
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From the magnetic flux equations, it can be obtained as following. 𝐼FI  is the eddy current due 
to the alternating current injected to excitation coils and 𝑈FK is the induced voltage induced by 
eddy current. 
𝑈DK = −𝑀3D𝐼3I −𝑀DF𝐼FI                              (2.1) 
𝑈FK = −𝑀3F𝐼3I                                    (2.2) 
𝐼FI = 𝑈FK 𝑍F⁄                                     (2.3) 
𝑍F = 𝑅 ∥ 3PQR = 𝑅 (1 + 𝑗𝜔𝑅𝐶)Y                         (2.4) 
Where 𝑍F is the impedance of the specimen in 𝑜ℎ𝑚𝑠 , 𝑅 is the resistance of the specimen 
in 𝑜ℎ𝑚𝑠 , 𝐶  is the capacitance of the specimen in 𝑓𝑎𝑟𝑎𝑑𝑠  and 𝜔 = 2𝜋𝑓 , 𝑓  is the 
frequency in ℎ𝑧 and 𝜔 is the angular frequency in 𝑟𝑎𝑑 𝑠⁄ . 
Then put equation 2.2-2.4 to equation 2.1, it can be obtained: 
𝑈DK = [−𝑀3D +𝑀3F𝑀DF `3a + 𝑗𝜔𝐶b]𝐼3I                      (2.5) 
             𝐼3I = 𝑈3K 𝑗𝜔𝐿3⁄                                   (2.6) 
Then it can be obtained that since the value of 𝑀3D, 𝑀3F, 𝑀DF, 𝑈3K and 𝐿3 is constant: 
𝑈DK ∝ 3a + 𝑗𝜔𝐶                                  (2.7) 
As it is well known that resistance and capacitance can be defined as following: 
𝑅 = 𝑙 𝐴⁄ 𝜎, 𝐶 = ℰgℰh 𝐴 𝑑⁄                            (2.8) 
Where 𝜎 is the conductivity of the object, ℰgℰh are the permittivity of the object, 𝑙 is the 
length of the material, A is the cross-sectional area and 𝑑 is the distance between the plates. 
For a given specimen, 𝑙 𝐴⁄  and 𝐴 𝑑⁄  can be considered constant, therefore, equation 2.9 can 
be obtained: 
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𝑈DK ∝ 	𝜎 + 𝑗𝜔ℰgℰh                               (2.9)           
The following conclusions can be obtained obviously from equation 2.9:  
l The properties of the object can be obtained by analyzing the induced voltage on 
measuring coils 
l For the highly conductive samples, mainly for in industry applications, the imaginary part 
of induced voltage can be neglected, and the induced voltage can be considered 
proportional to the amplitude of the conductivity of samples 
l For the lower conductivity samples, mainly for biomedical applications, the induced 
voltage is the combination of both amplitudes and the phase shift. 
When we consider this equivalent circuit to a simplified two-channel system, the following 
equations can be obtained. 
Assuming that the alternating current is induced by a sinusoidal voltage 𝑣3(𝑡) = cos(𝜔𝑡) =nopqrsnpqrD . Then the alternating current is: 
𝑖3 = 𝑣3 𝑗𝜔𝐿3⁄ = nopqrsnpqrPQuv                             (2.10) 
In the case of no object in the measuring space, the primary induced voltage at the receiving 
coil is: 
𝑣D = −𝑀3D wxvwy = −𝑀3D npqr2nopqruv                         (2.11) 
Then assuming an object has the impedance of 𝑍  been placed between excitation and 
receiving coils, the induced voltage produced by the alternating current and the eddy current 
can be obtained: 
𝑣nzz{ = −𝑀3F wxvwy = −𝑀3F npqr2nopqrDuv                      (2.12) 
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𝑖nzz{ = |}~~                               (2.13) 
𝑍 = 𝑅 + 𝑗𝑋                              (2.14) 
Where 𝑅 is the resistance of the specimen, 𝑋 is the reactance of the specimen, i.e., for a 
capacitor, the capacitor reactance 𝑋R = 	 3QR,  𝑍 is the impedance of the specimen in complex 
form.  
Finally, the new total voltage detected in the receiving coils is: 
𝑣D = −𝑀3D wxvwy − 𝑀DF wx}~~wy = −𝑀3D |vuv + 𝑗𝑀3F𝑀DF Q|vuv(asP)        (2.15) 
The following conclusions can be obtained obviously from equation 2.15: 
l The voltage detected by the receiving coil consist of the primary induced voltage (real 
part) 𝑀3D |vuv and the perturbation signal (imaginary part) 𝑀3F𝑀DF Q|vuv(asP).  
l For the highly conductive samples (𝑅 ≪ 𝑋), mainly for in industry application, equation 
2.15 can be simplified to: 𝑣D = −𝑀3D |vuv + 𝑀3F𝑀DF Q|vuv , which means there is no 
imaginary part and amplitude change is the main measurement. 
l For the lower conductivity samples (𝑅 ≫ 𝑋 ), mainly for biomedical applications, 
equation 2.15 can be simplified to: 𝑣D = −𝑀3D |vuv + 𝑗𝑀3F𝑀DF Q|vuva,  which means the 
induced voltage is the combination of both amplitudes and the phase shift. 
Some conclusions can be obtained from the above discussion as following. The basic principle 
of magnetic induction tomography can be explained based on mutual inductance and eddy 
current problem. The equations 2.9 and equation 2.15, which are obtained from the equivalent 
mutual inductance and eddy current problem circuit, proved that the properties of the object 
can be obtained by analyzing the induced voltage on measuring coils. Moreover, the amplitude 
change is the main measurement for highly conductive samples while both amplitudes and the 
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phase shift can be detected for low conductivity samples. Since that the already developed high 
conductivity MIT system (mainly used in industry area) and the low conductivity MIT system 
(designed for biomedical applications) are also presented in this chapter 
 
2.3 MIT Hardware Overview 
The typical structure of MIT system is shown in Figure 2.3 [15], which indicates a general MIT 
system normally consist of the measuring part, conditioning electronics part, data acquainting 
& processing part as well as the computer that used to produce the images. Though there are 
some different types of MIT system, the characteristics of their components are nearly the same 
in some degree. 
The measuring part includes an array of coils placed around the measuring space [16]. And the 
different size, number and position of the coils can form variable types of MIT while the 
conditioning electronics are normally consisting of amplification circuit, precision rectifier and 
low pass filtering. 
 
Figure 2.3 Block diagram of a MIT system [17] 
During the experiment process, two sets of measurement should be acquired, which are 
background data (𝐵) and the measuring data (𝐵 + ∆𝐵). Background data, considered as a 
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reference data, is usually obtained in the case of no object in the measuring space. And then 
the measuring data is usually taken with the target is placed within the measuring space. After 
recording these two sets of data, the difference between them then can produce the information 
of the perturbation signal (∆𝐵). 
In this chapter, two types of MIT system are introduced as following. 
2.3.1  High conductivity MIT system 
High conductivity MIT system can be divided into circular sensor array and planar sensor array 
MIT system[18, 19], shown in in Figure 2.4 and Figure 2.5 respectively. The system designed 
for high conductivity sample imaging discussed in this section consists of [20]: (i) Signal 
generator; (ii) A National Instrument based data acquisition system (NI USB-6259); (iii) 
Chanel switching board; (iv) The sensor array contains several inductive coils (excitation coils 
and receiver coils), which are equally arranged around the periphery of the measurement space. 
The design of the coil array is decided by the intended applications; (v)A host computer. 
  
Figure 2.4 Circular sensor array MIT Figure 2.5 Planar sensor array MIT 
For a MIT system with 𝑛 number of coils, the unique coil pairs are: 1-2,1-3,1-	𝑛…2-3,2-
(𝑛 − 1)…(𝑛 − 1)-	𝑛. The data collection pattern can be described as [14]: exciting coil 1 
as the excitation coils forms the first cycle, the voltage measurement will be obtained from 
the other receiver coils (2 to 𝑛 − 1); exciting coil 2 as the second cycle, and then the 
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voltage measurement can be read from coil 3 to coil 𝑛 − 1…etc, therefore, it can provide 𝑚 = 𝑛	(𝑛 − 1)/2  independent measurements, which can be imported to the image 
reconstruction system to perform the reconstruction images. In the case of 8-channel 
system, there is ×D = 28 measurements. 
 
2.3.2  Low conductivity MIT system 
The MIT system, which is designed for low conductivity sample imaging, discussed in this 
section is the Bath MK-III system, consists of [1, 20]: (i) Signal generator; (ii) A National 
Instrument based data acquisition system (NI PXle-1073); (iii) The sensor array contains 16 
air-core inductive coils are equally spaced around the measurement space. A grounded 
aluminum cylinder is used to prevent the outer perturbation. The 16 coils, which are shown in 
Figure 2.7, consist eight transmitter coils (ch8-15) and the other eight receiver coils (ch0-7); 
(iv) A host computer; as shown in Figure 2.6 
  
Figure 2.6 Bath MK-III magnetic 
induction tomography system 
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The working frequency of this system is selected to be 13MHz and the LabView program is 
used in this system to control the signal generator and achieve the data acquisition/ channel 
switching tasks [21]. The data collection pattern of this system is as following: Tx1-Rx2, Tx1-
Rx3, …Tx1-Rx7, Tx2-Rx3, Tx2-Rx4, …Tx2-Rx8, …and Tx8-Rx6, which can provide 8 × (8 − 2) = 48 measurements. And then the image reconstruction system extracts those 
independent measurements to LabView and Matlab program to display the updated 
reconstruction images. 
 
2.4 Application of MIT   
The applications of MIT can be divided into two application areas as following: 
l Industry applications: two-phase flow process imaging in pipelines; Non-destructive 
testing (NDT) for material characterization; tracking ferrite labeled powder in the 
separation processes [8]; as a potential detection tool for National Nuclear Security[11]. 
l Biomedical applications: lung imaging; brain images for stroke detection [22] [9]. 
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CHAPTER 3 FORWARD PROBLEM 	
Magnetic induction tomography, aiming at visualizing the conductive distribution of the object 
under test, is the least developed technique that has been improved for the process industry and 
medical imaging. The forward problem of MIT is solving the estimated measurement values 
on detected coils with a set of given passive electromagnetic properties distributions as well as 
excitation current [23]. It can be explained by solving the eddy current problem, which is 
actually using Maxwell’s equations. Besides, the main method used in MIT forward problems 
nowadays is analyzing eddy current problem with the aid of the finite element method (FEM). 
Solving this problem requires modelling a system that is based on the actual system parameters, 
which means the meshing the coil structures into the model is necessary. But the mesh structure 
has to be changed every time when the sensor array is changed. Biot-Savart theory are 
introduced to overcome this inflexibility of MIT. By adopting this method, coils structures not 
required to be meshed into the model. In this section, Biot-Savart theory, Maxwell’s equations, 
finite element method, edge FEM and are introduced step by step. 
 
3.1 Biot-Savart theory 
3.1.1 Definition  
In theory, the Biot-savart law [24] indicates that the magnetic field 𝑑𝐵⃗  at any point due to 𝑑𝑙⃗  
is: 
𝑑𝐵⃗ = |h| 𝑑𝑙⃗ × 𝑟                             (3.1) 
Where 𝑟 is the distance between the current segment 𝑑𝑙 and the fixed point, 𝜇g represents 
the free space permeability. 
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The first step of applying Biot-Savart law into this model is generating the mesh model by 
NetGen program [14] and treat every coil consists of several small current segments. 
And then the magnetic flux density of any fixed point in the mesh model due to one source 
current segment can be calculated as following [25]. 
Assuming point A (𝑥3, 𝑦3, 𝑧3) and B (𝑥D, 𝑦D, 𝑧D) forms a current segment. Then the current 
segment vector can be calculated: 
𝑑𝑙⃗ = (𝑥D − 𝑥3)𝚤 + (𝑦D − 𝑦3)𝚥 + (𝑧D − 𝑧3)𝑘⃗                    (3.2) 
Assuming the fixed point is P (𝑥F, 𝑦F, 𝑧F), the distance value and distance vector can be obtained 
after calculating the midpoint of current segment O (vsD , {vs{D , vsD ): 
𝑟 = `𝑥F − vsD b 𝚤 + `𝑦F − {vs{D b 𝚥 + `𝑧F − vsD b 𝑘⃗              (3.3) 
|𝑟| = `(𝑥F − vsD )Db + `(𝑦F − {vs{D )Db + ((𝑧F − vsD )D)       (3.4) 
The cross product of 𝑑𝑙⃗  and 𝑟 is: 
𝑑𝑙⃗ × 𝑟 = ((𝑦D − 𝑦3) 𝑧F − 𝑧3 + 𝑧D2  − (𝑧D − 𝑧3) 𝑦F − 𝑦3 + 𝑦D2 )𝚤 
     +(𝑧D − 𝑧3) `𝑥F − vsD b − (𝑥D − 𝑥3) `𝑧F − vsD b 𝚥 
+(𝑥D − 𝑥3) `𝑦F − {vs{D b − (𝑦D − 𝑦3) `𝑥F − vsD b 𝑘⃗          (3.5) 
Then the magnetic flux density 𝑑𝐵⃗  of a fixed point in the mesh model due to any source 
current segment can be obtained by putting equation 3.3-3.5 into equation 3.1. 
After that, the magnetic flux density of a fixed-point due to one coil can be obtained by 
superposition all the small current segments. And the magnetic flux density due to another coil 
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can be simply calculated by rotation that fixed coil with a rotation angle, for example: the 
rotation angle of 8-coils system is D . 
Finally, the total magnetic flux density 𝐵 of a fixed-point due to the whole MIT system can 
be obtained by adding them up and then: 
𝐵 = ∫ |h| 𝑑𝑙⃗ × 𝑟                           (3.6) 
And then the two-potentials method (primary magnetic vector potential and reduced 
magnetic vector potential) using the Biot-Savart Theory will be introduced later on in 
Chapter 3.2 
The following section will introduce the simulation model of Biot-Savart law used in eddy 
current problem to calculate B field both in circular and planar MIT system. Figure 3.1 shows 
the simulation process. Then the Biot-Savart simulation model for circular and planar MIT 
system is discussed in detail separately. It has been mentioned that the difference between those 
two models is whether rotating coils or shifting coils, which is introduced in Chapter 3.1.2 and 
Chapter 3.1.3. 
CHAPTER 3 FORWARD PROBLEM 
18  
 
Figure 3.1 The process of using Biot-Savart law to calculate B field 
 
3.1.2 Simulation model (Software) of circular MIT system 
The circular system discussed in this thesis is an already developed 8-coils MIT system. Figure 
3.2 indicates the top view of the 8-circular coil array.  
 
Figure 3.2 The top view of the circular 8-coils array 
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The simulation model in Matlab of this 8-coils circular MIT system includes: 
Step1 System Dimension: number of turns; coil’s length along the cylinder; radius of the 
cylinder former; number of the segments and the current in coil. 
Step2 Generate meshing model and using edge FEM to calculate all the locations of points 
within the measuring space. 
Step3 Initial all A field array (A field data for all 8 coils) 
Step4 The following step is the most important part of this simulation and it concludes three 
loops that are shown in Figure 3.3. It can be seen from Figure 3.2 that the shift angle between 
two neighbor coils is 𝜋/4, since that the rotation angle of 8-coils array can be obtained.  
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Figure 3.3 The loops used in this simulation 
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3.1.3 Simulation model (Software) of planar MIT system 
The planar system presented in this theis is 9-coils planar MIT system. Figure 3.4 indicates the 
top view of an already developed 3 × 3 planar coil array. The sequence and the dimension of 
the new set up 9-coils planar coil array are shown in Figure 3.5. The radius of the coil is set to 
be 0.02cm and the distance between two coils is 0.05cm (> 2 × 𝑟𝑎𝑑𝑖𝑢𝑠). Assuming the 
position of coil 5 is (0,0,0), according to the way of coils shifting, the positions of coil 1, coil3 
and coil 9 are (0,0.42,0.45), (0,−0.42,0.45) and (0, -0.42, -0.45) 
  
Figure 3.4 The top view of the 3×3 planar 
coil array [39] 
Figure 3.5 The dimension and sequence of 
the 9-planar coil array 
The differences of the simulation model between circuit and planar sensor array are the system 
dimensions, the coil set up and the coil shifting. 
The simulation process of 9-coils planar array can be explained as following: 
Step1 Set the system dimension 
Step2 Generate meshing model and using edge FEM to calculate all the locations of points 
within the measuring space, then initial all A field array (A field data for all 9 coils) 
Step3 Segmenting coils and set up the coils: For the planar coil array, the B field in space point 
due to one single coil can be calculated in the same way as the circular coil array. Then the B 
field due to the other coils can be easily obtained by changing the coordinates of coil1 to coil 
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2,3…etc.  
Step4 After breaking coils into small pieces, the current segments vector dl and the position of 
the midpoint of a segment can be calculated. The midpoint coordinates should be calculated to 
obtain the distance between segment and the space point. 
Step5 Loop over all grid points and calculate the A field and B field at all the grid points in 
RIO due to one single coil.  
Step6 The final step of this simulation is adding up all the A or B field due to one single coil 
to obtain the A field due to the whole planar coil array.  
After all, the B field at any point within the region of interest due to the 9-coils planar array 
can be obtained. 
	
3.2 Edge FEM on 𝑨𝒓, 𝑨𝒓 − 𝛁𝑽 formulation 
The forward problem in MIT can be explained by solving the eddy current problem, which are 
actually using Maxwell’s equations [26]. To solving this problem, MIT domain is defined into 
three regions: the current source region (excitation coils region) Ω, receiving coils region Ωh 
and the eddy current region Ωn, (Figure 3.6), where Ω¦ = Ω +	Ωn + Ωh. 
 
Figure 3.6 Three domains in MIT field system 
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It can be obtained from Figure 3.6, the eddy current region, which is significantly smaller than 
free space region [27], is enclosed within the non-conducting region 
In order to solve the problem, the eddy current assumptions or approximation should be 
mentioned that the displacement current is neglected; there is no eddy current in excitation and 
measuring coils [28].  
In this section, the edge finite element method is introduced by focusing on the eddy current 
formulation of 𝐴h, 𝐴h − ∇V	[29].  
• In eddy current region Ωn 
It should be mentioned that the electric filed in eddy current region is the sum of the primary 
magnetic vector potential [30] , the reduced vector potential [26] and the scalar field, which is 
shown in equation 3.7. 
𝐸y©yª« = −𝑗𝜔𝐴 − 𝑗𝜔𝐴h − 𝑗𝜔∇V                         (3.7) 
Where 𝐸y©yª« is the total electric field density, 𝜔 = 2𝜋𝑓, 𝑓 is the frequency in ℎ𝑧 and 𝜔 
is the angular frequency of alternating current in 𝑟𝑎𝑑 𝑠⁄ , 𝐴 is the impressed magnetic vector 
potential (primary magnetic vector potential), 𝐴h represents the reduced vector potential[31], ∇𝑉 is electrical scalar potential applied on the eddy current region only [32]: 
𝐵y©yª« = 𝜇g𝐻 + ∇ × 𝐴h                              (3.8) 
𝐵y©yª« = 𝜇𝐻y©yª«                                  (3.9) 
∇ × 𝐻y©yª« = 𝜎𝐸y©yª«                                (3.10) 
Where 𝐵y©yª«  is the total magnetic flux density, 𝜇g  represents the free space 
permeability, 𝐻 is the magnetic field in current source region (free space), 𝜇 represents 
the magnetic permeability, 𝐻y©yª« is the total magnetic field, 	𝜎 represents the electric 
conductivity. 
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Based on the equation 3.7-3.10 and the eddy current approximation [33] [34], the Maxwell’s 
equation in terms of magnetic vector potential can be written as [35] [36] [37]: 
∇ × 3 (	∇ × 𝐴h) + 𝑗𝜔𝜎𝐴h + 𝑗𝜔𝜎∇V = −∇ × 3 (𝜇g𝐻) − 𝑗𝜔𝜎𝐴				𝑖𝑛		Ωn          (3.11) 
• In current source (excitation coils) region Ω 
𝐵 = 𝜇g𝐻 + ∇ × 𝐴h                              (3.12) 
𝐵 = 𝜇𝐻                                       (3.13) 
𝐽 = ∇ × 𝐻                                     (3.14) 
Where 𝐽 is the source current density, 𝐵 is the magnetic flux density in excitation coils 
region. Then it can be obtained through equation 3.12-3.14: 
∇ × 3 ∇ × 𝐴h = ∇ × 𝐻 − ∇ × 3 (𝜇g𝐻)					𝑖𝑛		Ω	                 (3.15) 
• In receiving coils region Ωh 
𝐵h = 𝜇g𝐻 + ∇ × 𝐴h                              (3.16) 
𝐵h = 𝜇𝐻h                                      (3.17) 
𝐽h = ∇ × 𝐻h = 0                                  (3.18) 
Where 𝐻h is the magnetic field in receiving coils, 𝐽h is the current density in receiving 
coils, 𝐵h is the magnetic flux density in receiving coils. Then it can be obtained through 
equation 3.16-3.18: 
∇ × 3 ∇ × 𝐴h = −∇ × 3 (𝜇g𝐻)						𝑖𝑛		Ωh	                     (3.19) 
In the case of 𝜇g = 𝜇, the 𝐴h, 𝐴h − 𝑉 formulations can be simplified as following: 
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∇ × 3 (	∇ × 𝐴h) + 𝑗𝜔𝜎𝐴h + 𝑗𝜔𝜎∇V = −∇ × 𝐻 − 𝑗𝜔𝜎𝐴						𝑖𝑛		Ωn      (3.20) 
∇ × 3 ∇ × 𝐴h = 0													𝑖𝑛		Ω	                        (3.21) 
∇ × 3 ∇ × 𝐴h = −∇ × 𝐻						𝑖𝑛		Ωh	                      (3.22) 
And the Dirichlet boundary conditions on the reduce vector potential is as following: 
𝐴h × 𝑛 = 0	𝑎𝑛𝑑	 `3 ∇ × 𝐴hb × 𝑛 = 0	𝑜𝑛	𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦	Γh             (3.23) 
The Dirichlet boundary conditions on the vector and scalar potential are [38]: 
𝐴h × 𝑛 = −𝐴 × 𝑛		𝑜𝑛	𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦	Γ                     (3.24) 
𝑛 ∙ (𝑗𝑤𝜎𝐴h + 𝑗𝑤𝜎∇V) = 𝑛 ∙ (−𝑗𝑤𝜎𝐴)	𝑜𝑛	𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦	Γ           (3.25) 
 
3.3 Finite element Galerkin techinques 
The reduced vector potential is approximately by edge basis functions [39] as  
𝐴h ≈ 𝐴h± = ∑ 𝑎³𝑁³±}³µ3                             (3.26) 
Where 𝑎³  is the line integrals of 𝐴h  along the edges and the electric scalar potential is 
approximately by node basis functions as 
𝑉 ≈ 𝑉± = ∑ 𝑉³𝑁³±¶³µ3                              (3.27) 
Where 𝑉³  is the nodal values of 𝑉±. 
Then using the basic functions 𝑁x as weighting functions [26], the corresponding Galerkin 
equations in all three domains [37] [35]can be obtained from equation 3.20-22: 
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1𝜇g · (∇ × 𝑁x ∙ ∇ × 𝐴h±)𝑑¸¹ Ω	 + · 𝑗𝜔𝜎𝑁x ∙ (𝐴h± +	∇V)	𝑑¸} Ω = 
−∫ (∇ × 𝑁x ∙ ∇ × 𝐻)𝑑¸ºs¸} Ω − ∫ (𝑗𝜔𝜎𝑁x ∙ 𝐴)𝑑¸} Ω               (3.28) 
Obviously, the right-hand side of equation 3.28 can easily been calculated by Biot-Savart 
theory, which is introduce in Chapter 3.1. Then the induced voltage in measuring coil can 
be calculated by using the volume integration equation. 
The induced voltage in the 𝑚	𝑡ℎ coil produced by the source current in the 𝑛	𝑡ℎ coil 
can be calculated as following: 
𝑉»± = − PQ¼½ ∫ (𝐴(±) ∙ 𝐽g(»))¸¾(½) 𝑑Ω                    (3.29) 
𝐴(±) = 𝐴h(±) + 𝐴(±)                           (3.30) 
𝐽g(») = ¿(½)À¿(½)À                              (3.31) 
𝐽g(») = ¿(½)À¿(½)À                              (3.32) 
Where 𝑆» is the cross-section area and 𝐽g is the unit current density passing through 
coil. Due to the relationship between induced voltage in the sensing coil and conductivity, 
the element of the Jacobian matrix can be expressed by 
𝐽»± = wÁ½¶wÂÃ = −𝜔D ∫ Ä½∙Ä¶ÅÃ z|                        (3.33) 
where 𝐴» is the forward solver of excitation coil 𝑚 excited by 𝐼, 𝐴± is the forward solver 
of sensor coil excited by unit current, 𝜎 is the conductivity of pixel 𝑥 and Ω is the volume 
of the perturbation.	And finally, Jacobian matrix will be transferred to solve the inverse problem. 
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3.4 Validation of forward problem 
The	accuracy	of	the	MIT	model	can	be	explored	by	comparing	simulation	signals	and	the	experimental	results. This validation works is conducted both on circular and planar system 
through analytical analysis and fully eddy current problem analysis.  
	
3.4.1 Validation of forward problem for circular MIT system 
The proposed MIT system here is 8-coils planar sensor array MIT system introduced in Chapter 
2.3.1 (Figure 2.4). And as mentioned before, the validation work can be divided to analytical 
analysis and fully eddy current problem analysis. All the parameters used in circular validation 
part are shown in Table 3.1. 
Table 3.1 Parameters used in circular validation part 
Number of coils  8 
Number of turns 50 
Coil length (𝑐𝑚) 1.4 
Outer diameter (𝑐𝑚) 4.1 
Inner diameter (𝑐𝑚) 3.9 
Excitation current (𝐴) 100 
Size of aluminum sample (𝑐𝑚F) 4 × 4 × 5 
Electrical conductivity of aluminum 
sample (S/m) 3.5 × 10 
Mesh generated Nodes: 14446 × 3	𝑑𝑜𝑢𝑏𝑙𝑒 
Surface: 8164× 4	𝑑𝑜𝑢𝑏𝑙𝑒 
Volume: 83796 × 5	𝑑𝑜𝑢𝑏𝑙𝑒 
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v Analytical analysis 
The way used to do the analytical analysis is same to the one used in planar system. 
Step1: Simulating 8 cuboids including all the coils respectively, shown in Figure 3.7  
Step2: Calculating induced voltages in every cuboid produced by sensor coils 
Step3: Excluding the outside part of the cylinder, seen from Figure 3.8 
  
Figure 3.7 Simulating model of analytical analysis 
for circular MIT system 
Figure 3.8 Simulating model of one cuboid box of 
Circular MIT system 
The free space theoretical and experimental induced voltages are indicated in Figure 3.9. Each 
set has 28 measurements. The measurement protocol shown in below are in consistent with the 
data collection pattern mentioned in Chapter 2.3.1 as following: measurement index 1 means 
induced voltage obtained when coil1 is excitation coils and coil2 is receiving coil; index 28 
means induced voltage measured at coil8 when coil7 is the excitation coil. The plots show an 
almost perfect match between simulation (theoretical) and experimental measurements. 
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Figure 3.9 Comparison of theoretical and experimental results in circular sensor coils 
v Fully eddy current problem analysis 
ü Background (free space) analysis 
The information of mesh generated in this simulation is shown in Table 3.1. The plots of 
free space simulation and experimental induced voltage measurements, shown in Figure 
3.11, indicates that although some degrees of errors are displayed, the theoretical and 
experimental results are matched. 
 
  
Figure 3.10 Mesh model of circular MIT system Figure 3.11 Comparison of free space induced voltage 
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ü Experimental measurements due to the rod sample 
The target sample conducted here is an aluminum cuboid. The results of placing the sample in 
four different positions are displayed in Figure 3.12. These four plots shown in above indicate 
that although some mismatches are existing, there is a good agreement between theoretical and 
experimental results, which means this proposed circular sensor array MIT system is stable. 
Experiments  Comparison of induced voltage 
Aluminum cuboid near coil1 
  
Aluminum cuboid near coil7 
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Aluminum cuboid near coil5 
  
Aluminum cuboid near coil6 
  
Figure 3.12 Validation results for circular MIT system 
 
3.4.2 Validation of forward problem for planar MIT system 
The proposed MIT system here is 9-coils planar sensor array MIT system introduced in Chapter 
2.3.1 (Figure 2.5). The validation work includes analytical analysis and fully eddy current 
problem analysis. All the parameters used in circular validation part are shown in Table 3.2. 
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Table 3.2 Parameters used in planar validation part 
Number of coils  9 
Number of turns 100 
Coil length (𝑐𝑚) 3.4 
Outer diameter (𝑐𝑚) 4.1 
Inner diameter (𝑐𝑚) 3.9 
Excitation current (𝐴) 100 
Size of aluminum sample (𝑐𝑚F) 5 × 4 × 4 
Electrical conductivity of aluminum 
sample (S/m) 3.5 × 10 
Mesh generated Nodes: 14446 × 3	𝑑𝑜𝑢𝑏𝑙𝑒 
Surface: 8164× 4	𝑑𝑜𝑢𝑏𝑙𝑒 
Volume: 83796 × 5	𝑑𝑜𝑢𝑏𝑙𝑒 
 
The sensitivity plot region of this proposed planar sensor array MIT system is shown in Figure 
3.13, which illustrates that this planar sensor has a similar hemisphere-shaped sensitive region 
and achieved depth penetration up to 6cm. 
 
Figure 3.13 The sensitivity plot of this proposed planar sensor 
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v Analytical analysis 
Step1: Simulating 9 cuboids including all the coils respectively, shown in Figure 3.14 
Step2: Calculating induced voltages in every cuboid produced by sensor coils 
Step3: Excluding the outside part of the cylinder, seen from Figure 3.15 
 
  
Figure 3.14 Simulating model of analytical 
analysis for planar MIT system 
Figure 3.15 Simulating model of one cuboid 
box of Planar MIT system 
The free space theoretical and experimental induced voltages are indicated in Figure 3.16. Each 
set has 36 measurements. The measurement protocol shown in below are in consistent with the 
data collection pattern mentioned in Chapter 2.3.1 as following: measurement index 1 means 
induced voltage obtained when coil1 is excitation coils and coil2 is receiving coil; index 5 
means induced voltage measured at coil6 when coil1 is the excitation coil. The plots show a 
reasonable good match between simulation (theoretical) and experimental measurements 
despite some degrees expected errors. 
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Figure 3.16 Comparison of free space induced voltage in planar sensor coils 
v Fully eddy current problem analysis 
ü Background (free space) analysis 
The information of mesh generated in this simulation is shown in Table 3.2. The plots of 
free space simulation and experimental induced voltage measurements, shown in Figure 
3.18, indicates that the theoretical and experimental results are approximately matched. 
 
  
Figure 3.17 Mesh model of planar MIT system Figure 3.18 Comparison of free space induced voltage 
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ü Experimental measurements due to the rod sample 
The test sample conducted here is the same as the one used in circular validation. The results 
of placing the sample in seven different positions are displayed in Figure 3.19. These seven 
plots shown in below illustrate that although some mismatches are appeared, there is an 
approximately good agreement between theoretical and experimental results, which proves the 
stability and accuracy of this proposed planar sensor array MIT. 
Experiments  Comparison of induced voltage 
Aluminum cuboid near coil11 
  
Aluminum cuboid near coil9 
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Cuboid 1𝑐𝑚 away from the coil5 
  
Cuboid 2𝑐𝑚 away from the coil5 
  
Cuboid 3𝑐𝑚 away from the coil5 
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Cuboid 4𝑐𝑚 away from the coil5 
  
Cuboid 5𝑐𝑚 away from the coil5 
  
Figure 3.19 Validation results for planar MIT system 
3.5 Conclusions 
Some definitions and basic theories in forward problem of MIT have been discussed in the first 
part of this chapter. It has been proved that the forward problem can be explained by the eddy 
current problem using Maxwell’s equations. And edge FEM method is introduced to simplify 
the whole meshing model. The main part of this chapter is the simulation model of Biot-Savart 
Law in circular coil array as well as planar coil array, it clearly shows that Biot-Savart law can 
be treated a reasonable method used in eddy current model to calculate B field to increase the 
flexibility of both circular sensor array and planar sensor array MIT system.
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CHAPTER 4 INVERSE PROBLEM 
 
The inverse problem of MIT is solving the conductivity distribution of reconstruction image 
with a set of given boundary measurements of mutual inductances between pairs of coils [40] 
[41]. 
Generally, the MIT problem is really difficulty since the non-local nature of conductivity 
imaging [42], which means in order to find the conductivity image one must solve a scheme of 
equations linking every pixel or voxel to every measurement.  Worse than that is the severely 
ill posed and ill conditioned property of inverse problem. According to Hadamard [43] a 
mathematical model of physical problem is well posed if  
l For all acceptable data, a solution exists 
l For all acceptable data, the solution is unique 
l The solution’s behavior changes continuously with the initial conditions 
Actually, we try to solve the conductivity of the object since we believe the body has a 
conductivity, which means existence of a solution is not really a problem. The matter is more 
that the data are sufficiently accurate or not. The third criterion makes the most trouble to solve 
the problem. It means that there are an enormous number of imperceptible changes in the 
conductivity distribution with the given measurement precision. In order to violate the 
instability of the solution, enough information those can be used to constrain the problem 
should be obtained in advance. 
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4.1 Regularizing linear ill-posed problem 
Firstly, we consider this problem as a linear ill posed problem, and in a linearized MIT inverse 
model [44], 
𝐽∆𝜎 = ∆𝑣                                 (4.1) 
Where J is the Jacobian or sensitivity matrix (𝐽 ∈ 	𝑅»×±), ∆𝜎 and ∆𝑣 are complex vectors, ∆𝜎  is the conductivity change distribution (∆𝜎 ∈ 	𝑅± ) and ∆𝑣  is the time difference 
measurement of induced voltage (∆𝑣 ∈ 	𝑅»). 
If the inverse of A exists, equation 4.1 could be solved directly by 
∆𝜎 = 𝐽23∆𝑣                                (4.2)   
However, the inverse of J doesn’t exist in most case, since in most cases J is not a square matrix 
(the number of unknown variables or the number of pixels is usually much larger than the 
number of measurements). So, we need to use the Moore-Penrose generalized inverse shown 
as below. 
∆𝜎 = 𝐽s∆𝑣                                 (4.3) 
Where 𝐽s = (𝐽Î𝐽)23𝐽Î  for the over determined case (𝑚 ≥ 𝑛) and 𝐽s = 𝐽Î(𝐽𝐽Î)23 for the 
under determined case (𝑚 ≤ 𝑛) [45]. 
Besides, the other method should be considered. A number of algorithms have been developed 
to address the ill-posed and ill-conditioned problems. Generally, they can be divided into two 
categories, iterative algorithms and non-iterative (or single step) algorithms. Tikhonov 
regularization and TV regularization are the main focus of this chapter. Other general 
regularization applied to solve the inverse problem of MIT are introduced in Appendix A. 
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4.2  Non-iterative algorithms: Tikhonov regularization  
When the measurement errors are considered 
𝐽∆𝜎 = ∆𝑣 + 𝑒                             (4.4) 
Where e is the measurement error vector. 
A reasonably good method to obtain the solution of equation 4.4 is to find an ∆𝜎 that fits the 
data be the best, which is to minimize ‖𝐽∆𝜎 − ∆𝑣‖D and also called the least square solution 
[46]. 
∆𝜎 		= 𝑎𝑟𝑔𝑚𝑖𝑛Â‖𝐽∆𝜎 − ∆𝑣‖D                      (4.5) 
Equation 4.5 can be solved as following: 
∆𝜎 		= (𝐽∆𝜎 − ∆𝑣)Î(𝐽∆𝜎 − ∆𝑣) = ∆𝜎Î𝐽Î𝐽∆𝜎 − 2(𝐽∆𝜎)Î∆𝑣 + ∆𝑣Î∆𝑣    (4.6) 
To find the minimum cost function, the first derivative of the cost function equal to zero. 
For a symmetric matrix C, ww (𝑥Î𝐶𝑥) 	= 2𝑒³𝐶𝑥 
w∆ÂÃ	w∆Â = 2𝑒³𝐽Î𝐽∆𝜎 − 2𝑒³𝐽Î∆𝑣 = 0                    (4.7) 
Giving  
𝐽Î𝐽∆𝜎 = 𝐽Î∆𝑣                               (4.8) 
If the inverse of 𝐽Î𝐽 existed, the solution of equation 4.5 is 
∆𝜎 = (𝐽Î𝐽)23𝐽Î∆𝑣                             (4.9) 
However, the inverse of 𝐽Î𝐽 does not exist in most cases because the matrix is ill posed.  
In order to make its inverse exist, matrix 𝐽Î𝐽 must be modified into 𝐽Î𝐽 + 𝛼D𝐼, where I is an 
identity matrix and 𝛼 is called regularization parameter. Then the solution of equation 4.5 is 
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as following 
∆𝜎 = (𝐽Î𝐽 + 𝛼D𝐼)23𝐽Î∆𝑣                          (4.10) 
This is so called Tikhonov regularization method, which was introduced by Hoerl for finite 
dimensional problems and to solve integral equations by Phillips and Tikhonov [47]. 
Besides, there is a more general form of Tikhonov regularization that is shown as following. 
When we go back to equation 4.5, a big change in ∆𝜎	makes a small change on the 
measurement, which means the optimization is not that correct. Since the inverse problem is 
ill posed, a Tikhonov regularization penalty term 𝐺ÎÕ	(∆𝜎) can be added to the optimization 
problem to overcome the ill-posedness[47] [48]. 
∆𝜎 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â(‖𝐽∆𝜎 − ∆𝑣‖D + 𝐺ÎÕ	(∆𝜎))              (4.11) 
𝐺ÎÕ	(∆𝜎) = 𝛼D‖𝑅	(∆𝜎 − ∆𝜎g)‖D                       (4.12) 
∆𝜎 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â‖𝐽∆𝜎 − ∆𝑣‖D + 𝛼D‖𝑅	(∆𝜎 − ∆𝜎g)‖D          (4.13) 
Where R is a regularization matrix and a is the regularization parameter. 
Minimizing this function means that the least square of the difference between measured 
voltage and the estimated voltage is minimized while the solution is kept reasonably close to 
the estimated image ∆𝜎g. Notice that when 𝛼 → 0, ∆𝜎 tends to be a generalized solution 𝐽s∆𝑣, shown in equation 4.3. 
The equation 4.13 to be minimized can be expanded as follows. 
∆𝜎 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â{𝑀(∆𝜎)}                        (4.14) 
𝑀(∆𝜎) = ∆𝜎Î𝐽Î𝐽∆𝜎 − 2(∆𝑣)Î𝐽∆𝜎 + ∆𝑣Î∆𝑣	 
+𝛼D[𝑅	(∆𝜎 − ∆𝜎g)]Î[𝑅	(∆𝜎 − ∆𝜎g)]		                 (4.15) 
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where equation 4.15 is the cost function. The minimum of cost function can be obtained by 
setting its first derivative equal to zero. 
We can apply the following rule into upper equation: 
ww [𝐹(𝑥)Î𝐹(𝑥)] = 2𝐹(𝑥)Î ww 𝐹(𝑥)                      (4.16) 
Then we can get 
																								2(∆𝜎)Î𝐽Î𝐽 𝜕𝜕∆𝜎 (∆𝜎) − 2∆𝑣Î 𝜕𝜕∆𝜎 (𝐽∆𝜎)+ 𝛼D[𝑅	(∆𝜎 − ∆𝜎g)]Î 𝜕𝜕∆𝜎 [𝑅	(∆𝜎 − ∆𝜎g)] 
=2(∆𝜎)Î𝐽Î𝐽 − 2∆𝑣Î𝐽 + 2𝛼D[𝑅	(∆𝜎 − ∆𝜎g)]Î𝑅 = 0              (4.17) 
By transposing both sides of the equation 4.17 and simplified, we get 
𝐽Î∆𝑣 − 𝐽Î𝐽∆𝜎 − 𝛼D𝑅Î𝑅∆𝜎 + 𝛼D𝑅Î𝑅∆𝜎g = 0 
(𝐽Î𝐽 + 𝛼D𝑅Î𝑅)∆𝜎 = 𝐽Î∆𝑣 + 𝛼D𝑅Î𝑅∆𝜎g                  (4.18) 
The standard Tikhonov method is obtained by replacing R by I, the identity matrix, R=I, and 
assuming ∆𝜎g = 0, then we can find an explicit formula for the minimum 
∆𝜎 = (𝐽Î𝐽 + 𝛼D𝐼)23𝐽Î∆𝑣                          (4.19) 
Now the singular values from J are all increased by a number 𝛼D and in this case, more 
singular values will satisfy the Picard criterion [49] and more information can be extracted for 
image reconstruction.  
The condition number of the matrix (𝐽Î𝐽 + 𝛼D𝐼)23 is ÚvsÛÚ¶sÛ, and 𝜆x are the eigenvalues of 𝐽Î𝐽 and in decreasing order. The condition number is close to ÚvÛ + 1 with 𝜆± is small and 
so for a big 𝛼 the matrix is well conditioned. Besides, the quality of Tikhonov regularization 
depends on the crucial choose of the regularization parameter [50]. In general, a large value of 
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𝛼 dampen the data errors but increase the approximation error while a small value of 𝛼 gives 
a good approximation to the original problem but increase the data error. Generally, the value 
of regularization parameter is chosen empirically in most cases at present. 
Although standard Tikhonov is widely used for many applications, recently a hybrid Tikhonov 
regularization was shown to produce better imaging results [51] . To provide a fair comparison 
with the proposed TV algorithm we chose the most advanced hybrid Tikhonov method based 
on combining Laplacian and Tikhonov based regularization terms [51]  
∆𝜎 = (𝐽Î𝐽 + 𝛾D𝑅3 + 𝜆D𝑅D)23𝐽Î∆𝑣                      (4.20) 
where 𝑅3 is a Laplacian regularization term, 𝑅D is an identity matrix, and 𝛾 and 𝜆 are the 
regularization factors for 𝑅3 and 𝑅D, respectively. The hybrid Tikhonov method has good 
quality in challenging low conductivity MIT data. Here we empirically selected the 
regularization parameters for low conductivity and high conductivity reconstruction and used 
the same parameters in all experimental studies. 
 
4.3  Iterative algorithms: Total variation regularization 
The total variation problem is defined by adding a penalty term to equation 4.5, the 𝑙3 − 𝑛𝑜𝑟𝑚 
of the gradient of the image, or the so called, total variation regularization term 𝐺ÎÁ	(∆𝜎) 
𝐺ÎÁ	(∆𝜎) = 𝛼𝑅(∆𝜎) = 𝛼‖∇	∆𝜎‖3                        (4.21) 
where 𝛼 is the regularization parameter, ∇ is the gradient and ‖∙‖3 is the 𝑙3 − 𝑛𝑜𝑟𝑚.  
The total variation method aims to solve the following constrained optimization problem 
∆𝜎 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â‖∇∆𝜎‖3	𝑠𝑢𝑐ℎ	𝑡ℎ𝑎𝑡	 
	‖𝐽∆𝜎 − ∆𝑣‖D ≤ 𝜌                            (4.22) 
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where 𝜌 accounts for noisy data and ‖∇	∆𝜎‖3 is the total variation functional, ∇ the spatial 
gradient and ‖∙‖3 the 𝑙3 − 𝑛𝑜𝑟𝑚.  
4.3.1 Isotropic and anisotropic total variation methods 
The isotropic version of the discrete TV functional as proposed in [52] is usually adopted:  
‖∇	∆𝜎‖3 = ∑ (∇∆𝜎)xD + Þ∇{∆𝜎ßxD + (∇∆𝜎)xD±xµ3              (4.23) 
where n is the number of pixels in the image. 
The anisotropic form of TV allows to separate and to weight the contributions along the 
different directions:   
‖∇	∆𝜎‖3 = 𝛼‖∇	∆𝜎‖3 + 𝛼{à∇{	∆𝜎à3 +			𝛼‖∇	∆𝜎‖3           (4.24) 
 
4.3.2 Resolution with the Split Bregman method 
The constrained problem equation 4.22 can be solved using standard optimization approaches, 
but these can be computationally expensive and difficult to implement. A simpler and efficient 
approach is to build a regularization scheme based on the use of the Bregman distance, which 
leads to a sequence of unconstrained problems whose solution converge to the solution of the 
constrained problem equation 4.22 [53]. 
TV regularization was applied to metallic MIT in [38] [54], so further evaluation was needed 
for low conductivity MIT.  
For a given convex function 𝐶	(𝑥), the Bregman distance between 𝑥 and 𝑦 can be defined 
as 
𝐷R	(𝑥, 𝑦) = 𝐶	(𝑥) − 𝐶	(𝑦)−	< 𝑠, 𝑥 − 𝑦 >                   (4.25) 
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where 𝑠 is the subgradient of 𝐶 at 𝑦, and <,> denotes the scalar product. In this case, let 𝐶	(𝑥) = 𝑇𝑉	(𝑥) be the total variation function, and ∆𝜎 and ∆𝜎³  the optimal and iterative 
solution, respectively. Then the Bregman iterative algorithm can be expressed as the following 
iterative procedure: 
∆𝜎³s3 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â 𝐷R	(∆𝜎, ∆𝜎³) + D ‖𝐽∆𝜎 − ∆𝑣‖D              (4.26) 
𝑠³s3 = 𝑠³ − 𝜇𝐽Î(𝐽∆𝜎³s3 − ∆𝑣)                       (4.27) 
where 𝑠³s3 is the sub gradient of the total variation function at the (𝑘 + 1)	𝑡ℎ-iteration.  
Equation 4.26 and equation 4.37 constitute the iterative scheme based on the Bregman distance 
associated to TV functional, which for linear operators, J, can be simplified to [55] 
∆𝜎³s3 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â{‖∇∆𝜎‖3 +D ‖𝐽∆𝜎 − (∆𝑣)³‖D}              (4.28) 
∆𝑣³s3 = ∆𝑣³ + ∆𝑣 − 𝐽∆𝜎³s3                      (4.29) 
Equation 4.28 can be solved now at every iteration with conventional unconstrained 
optimization algorithms. However, it is still difficult to solve because of the non-
differentiability of the TV functional. 
The split Bregman method can extend the utility of the Bregman iteration to minimize the TV 
functional in an efficient manner [52]. Auxiliary variables can be used to convert equation 4.28 
to a constrained optimization problem in which L2- and L1-problems are decoupled and so 
easier to solve. We develop the solution only for isotropic TV and then give the solution for 
anisotropic TV. 
For isotropic TV, equation 4.28 becomes 
(∆𝜎³s3, 𝑑x³s3) = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â,z 𝜇2 ‖𝐽∆𝜎 − ∆𝑣³‖D +		àÞ𝑑, 𝑑{, 𝑑ßà3	 𝑠𝑢𝑐ℎ	𝑡ℎ𝑎𝑡		𝑑x = 	∇x	∆𝜎                            (4.30) 
CHAPTER 4 INVERSE PROBLEM 
46  
where i=x,y,z. 
To solve this constrained problem, after applying the Bregman iteration as above, the equation 
4.30 can be written as 
(∆𝜎³s3, 𝑑x³s3) = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â,zã 𝜇2 ‖𝐽∆𝜎 − ∆𝑣³‖D + àÞ𝑑, 𝑑{, 𝑑ßà3 
+∑ ÚD à𝑑x − ∇x∆𝜎 − 𝑏x³àDx                            (4.31) 
𝑏x³s3 = 𝑏x³ + ∇x∆𝜎³s3 − 𝑑x³s3                        (4.32) 
Then minimizing equation 4.31 can be achieved by minimizing ∆𝜎 and 𝑑x  separately as 
following [55]: 
∆𝜎³s3 = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â D ‖𝐽∆𝜎 − ∆𝑣³‖D + ∑ ÚD à𝑑x³ − ∇x∆𝜎 − 𝑏x³àDx         (4.33) 
𝑑x³s3 = 𝑎𝑟𝑔𝑚𝑖𝑛zãàÞ𝑑, 𝑑{, 𝑑ßà3 + ∑ ÚD à𝑑x − ∇x∆𝜎³s3 − 𝑏x³àDx        (4.34) 
Solutions to ∆𝜎³s3  and 𝑑x³s3  are given by analytic expressions that can be efficiently 
computed. ∆𝜎³s3 is given in terms of a linear system and 𝑑x³s3 by a shrinkage formula for 
isotropic formulation [52] .The solution for the isotropic TV problem is given as follows: 
(𝜇𝐽Î𝐽 + 𝜆∑ ∇xÎ∇xx )∆𝜎³s3 = 𝜇𝐽Î∆𝑣³ + 𝜆∑ ∇xÎÞ𝑏x³ − 𝑑x³ßx            (4.35) 
𝑑x³s3 = max `𝑝³ − 3Ú , 0b ∇ã∆Âçèvséãçêç                     (4.36) 
𝑝³ = ∑ À∇x∆𝜎³s3 + 𝑏x³ÀDx                     (4.37) 
𝑏x³s3 = 𝑏x³ + ∇x∆𝜎³s3 − 𝑑x³s3                   (4.38) ∆𝑣³s3 = ∆𝑣³ + ∆𝑣 − 𝐽∆𝜎³s3                    (4.39) 
For anisotropic TV, equation 4.31 becomes 
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Þ(∆𝜎³s3, 𝑑x³s3ß = 𝑎𝑟𝑔𝑚𝑖𝑛∆Â,zã 𝜇2 ‖𝐽∆𝜎 − ∆𝑣³‖D +					ë𝛼x‖∇x	∆𝜎‖3x 		 𝑠𝑢𝑐ℎ	𝑡ℎ𝑎𝑡		𝑑x = 	∇x	∆𝜎                        (4.40) 
where i=x,y,z. Proceeding as above, the final solution for the anisotropic TV problem gives the 
same solution for ∆𝜎³s3 but auxiliary variables di are now given by a different shrinkage 
formula:    
𝑑x³s3 = max `À∇x∆𝜎³s3 + 𝑏x³À − ÛãÚ , 0b ∇ã∆ÂçèvséãçÀ∇ã∆ÂçèvséãçÀ              (4.41) 
The only difference between isotropic and anisotropic formulations are the shrinkage or 
thresholding operations that impose TV iteratively.  
Hence, the split Bregman method provides a sequence of solutions (∆𝜎³s3 ,𝑑x³s3 ) that 
converges to the solution of the constrained optimization problem equation 4.22. One of the 
benefits of the split Bregman formulation is that it does not require explicit calculation of the 
derivatives of the TV functional, which must be otherwise approximated because of the no 
differentiability of the TV functional. These approximations used by more standard approaches 
are generally non-optimal and lead to slow convergence.  
 
4.4  Regularizing non-linear ill-posed problem 
Newton-Raphson and iterative Tikhonov method [56]is the main method to solve the non-
linear ill-posed inverse problem. 
Newton-Raphason method is an iterative method, which was developed to find the root of a 
non-linear function. Suppose 𝑓  is the transform function from conductivity 𝑥  to 
measurement 𝑣. Assuming there is no measurement error, the relationship can be described as  
𝑣 = 𝑓(𝑥)                                 (4.42) 
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The reconstruction process is to find the best candidate value of 𝑥 that minimize the square 
error 𝑒 
𝑒 = 3D [𝑓(𝑥) − 𝑣]Î[𝑓(𝑥) − 𝑣]                         (4.43) 
Differentiate 𝑒 with respect to 𝑥 to find an extreme value of 𝑥 to minimize 𝑒 
𝑒ì = wnw = [𝑓ì(𝑥)]Î[𝑓(𝑥) − 𝑣] = 0                      (4.44) 
Using a Taylor series expansion of 𝑒ì around a point 𝑥 =𝑥³ and omit the high order terms. 
𝑒ì = 𝑒ì(𝑥³) + 𝑒ìì(𝑥³)∆	𝑥³	                          (4.45) 
∆	𝑥³ = 𝑥 − 𝑥³                                  (4.46) 
𝑒ìì is called Hessian Matrix [57] and 
𝑒ìì ≈ 	 [𝑓ì(𝑥)]Î𝑓ì(𝑥)                               (4.47) 
Then we put equation 4.45-47 together, we can get 
𝑒ì(𝑥) = [𝑓ì(𝑥³)]Î[𝑓(𝑥³) − 𝑣] + [𝑓ì(𝑥³)]Î𝑓ì(𝑥³)∆	𝑥³	        (4.48) 
Let equation 4.48 equals to zero, we can get 
∆	𝑥³ = −{[𝑓ì(𝑥³)]Î𝑓ì(𝑥³)}23[𝑓ì(𝑥³)]Î[𝑓(𝑥³) − 𝑣]           (4.49) 
In principle,	𝑓ì(𝑥³) and 𝑓(𝑥³) should be updated at every iteration and this is so called 
Newton-Raphson method. Equation 4.49 can be simplified as following 
∆	𝑥³ = −(𝑆³Î𝑆³)23𝑆³Î[𝑣³ − 𝑣]                       (4.50) 
Then we can obtain 
𝑥³s3 = 𝑥³−(𝑆³Î𝑆³)23𝑆³Î[𝑣³ − 𝑣]                    (4.51) 
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However, the inverse of 𝑆³Î𝑆³  does not exist in most cases, so a term 𝛼D𝐼 should be added 
to 𝑆³Î𝑆³  to make its inverse exist, which is the same as Tikhonov regularization. The 
modified Newton-Raphson iterative algorithm is as following [58]. 
𝑥³s3 = 𝑥³−(𝑆Î𝑆 + 𝛼D𝐼)23𝑆Î[𝑆𝑥³ − 𝑣]                  (4.52) 
 
4.5 Best practice (do and not do) 
The following is some guidelines that can help one to avoid the common pitfalls and to obtain 
the best practice. 
• Simulating noise(errors) 
When simulating experimental data, the noise in experimental measurements should also 
be considered that means the errors must also be simulated [3]. There are many sources of 
error especially in the data collection system, such as gain errors, stray capacitance, wrong 
electrode position and incorrect predicted boundary shape. 
• Not tweaking 
There are a number of alterable parameters in reconstruction program such as the number 
of Landweber iterations and Tikhonov regulation parameters. Besides, there are variable 
methods to choose the acceptable values. During the reconstruction process, one should 
avoid changing the reconstruction parameters all the time until obtain an image which one 
is close to the forecast [9], which means one shouldn’t tweaking the parameters but show 
all the results no matter the parameters perform poorly or well. 
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CHAPTER 5 TV REGULARIZATION ON CIRCULAR MIT 
 
MIT is an imaging modality with a wide range of potential applications due to its non-contact 
nature. MIT is a member of the electrical tomography family that faces the most difficult 
imaging challenges, due to its demanding measurement accuracy requirements and its difficult 
forward and inverse problems. This chapter presents for the first time split Bregman total 
variation (TV) regularization to solve the MIT inverse problem. Comparative evaluations are 
presented between proposed TV algorithm and more commonly used Tikhonov regularization 
method. Tikhonov regularization which is based on the 𝑙D − 𝑛𝑜𝑟𝑚 is solved linearly while 
TV is solved using the Split Bregman formulation, which has been shown to be optimal for 𝑙3 − 𝑛𝑜𝑟𝑚 regularization. Experimental results are quantified by a number of image quality 
measurements, which show the superiority of the proposed TV method both on low 
conductivity and high conductivity MIT data. Significant improvement in MIT imaging results 
will make the proposed TV method a great candidate for both types of MIT imaging. 
 
5.1 Introduction 
Although MIT is capable of imaging all PEP, it usually aims at visualizing the conductivity 
distribution of the object under test, which can be achieved by modeling eddy currents in the 
forward model [23] and then identifying the conductivity distribution inverse problem. The 
inverse problem in MIT is severely ill posed, so regularization is needed. Tikhonov 
regularization method, based on solving the least square solution, is widely used to solve the 
inverse MIT problem [30]. However, this leads to suboptimal results, with over smoothed 
reconstructed images that show blurred edges and boundaries between materials. A better 
option is to use an 𝑙3 − 𝑛𝑜𝑟𝑚 regularization, such as total variation (TV) functional, which 
has been shown to improve image quality in MIT and other applications, and has received 
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considerable attention in the past few years [38, 54, 59]. However, the TV functional has few 
drawbacks. TV is non-differentiable, which is commonly avoided by using an approximation. 
Smooth approximations of TV can have an effect in image quality, blurring sharp edge [60]. 
This effect can be reduced by tuning the parameter that controls the approximation of TV, 
which can lead to slow down in convergence. In addition, TV method suffers from low contrast 
recovery [60, 61].  
Iterative methods based on the Bregman iteration have been proposed as a possible solution to 
these problems. The use of Bregman iterations for TV minimization introduced in [53] fixed 
the low contrast recovery problem of standard TV, by providing a sequence of solutions that 
allows to recover the contrast lost by the TV functional and to lead to lower error [60]. 
Furthermore, the split Bregman formulation presented in [52] further exploited Bregman 
iterations to provide an efficient method to minimize convex non-differentiable functional, like 
TV. This avoids the need of using smooth approximations of TV. In addition, the split Bregman 
method solves a constrained optimization problem, which has been shown to outperform the 
unconstrained TV problem and avoids choosing the regularization parameter with the L-curve 
or similar method [55, 62]. However, the feasibility of split Bregman TV for improving image 
quality has not been assessed for MIT. 
In this section, we compare Tikhonov and TV regularization methods and evaluate them on 
experimental MIT data. The TV problem is efficiently solved using the Split Bregman 
formulation. Methods are quantitatively evaluated on experimental phantoms in both low and 
high conductivity MIT settings. 
Moreover, it has to be mentioned that the TV method presented in this chapter is isotropic TV, 
which has been introduced in Chapter 4.3.1. 
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5.2 Experimental setup & Data sets 
Experimental data were acquired from two different MIT systems. MIT system comprises the 
measuring subsystem, conditioning electronics part, data acquisition & processing subsystem, 
and the computer used to reconstruct and process the images. Though there are some different 
types of MIT systems, the characteristics of their components are nearly the same to some 
degree. The measuring subsystem includes an array of coils placed around the measuring space. 
The size, number and position of the coils vary in different MIT systems. The conditioning 
electronics consist of amplification circuit, precision rectifier and low pass filtering. During the 
experimental process, two sets of measurement are acquired, background data (𝐵) and the 
measuring data (𝐵 + ∆𝐵). Background data, considered as reference data, are obtained without 
any object in the measuring space, while measuring data are captured with the target in the 
measuring space. After recording these two datasets, the difference between them produces the 
information of the perturbation signal (∆𝐵). In this experimental study, two types of MIT 
system have been used: High and Low conductivity MIT system shown in Chapter 2.3.1(Figure 
2.4) and Chapter 2.3.2 (Figure 2.6) respectively. 
Seven experimental datasets were acquired with low conductivity and high conductivity MIT 
systems. Four sets of experimental tests were carried out for low conductivity MIT system in 
Figure 2.6 at a frequency of 13𝑀𝐻𝑧. The other three sets of experimental tests were carried 
out for high conductivity MIT system in Figure 2.4 by setting amplitude to 15𝑉ê2ê  and 
frequency to 100𝑘𝐻𝑧. Free space measurements data were selected to be the background data.  
All datasets were reconstructed using both Tikhonov and total variation regularization methods.  
 
5.3 Results 
A large number of experimental data was used to evaluate these two algorithms. 
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5.3.1 Low conductivity MIT  
Low conductivity MIT experiments involves 28 experiments (we call them L1-L28), which 
includes various positioning of sample (s). And the parameters used to solve the inverse 
problem of this section are shown in Table 5.1. 
Table 5.1 Parameters used to solve inverse problem in low conductivity MIT Parameter	 L1-L16	 L17-L19	 L20-L22	 L23-L25	 L26-L28	Tikh	 TV	 Tikh	 TV	 Tikh	 TV	 Tikh	 TV	 Tikh	 TV	beta	 0𝑒3	 	 0𝑒3	 	 0𝑒3	 	 0𝑒3	 	 1𝑒1	 	alpha	 1𝑒1	 	 1𝑒2	 	 1𝑒2	 	 1𝑒2	 	 1𝑒2	 	gamma	 1𝑒10	 	 1𝑒11	 	 1𝑒11	 	 1𝑒11	 	 1𝑒11	 	mu	 	 1𝑒0	 	 5𝑒 − 1	 	 5𝑒 − 1	 	 8𝑒 − 1	 	 1𝑒1	lambda	 	 1𝑒1	 	 1𝑒1	 	 1𝑒1	 	 1𝑒1	 	 1𝑒1	gamma	 	 1𝑒 − 1	 	 1𝑒 − 1	 	 1𝑒 − 1	 	 1𝑒 − 1	 	 1𝑒 − 1	nBreg	 	 50	 	 80	 	 100	 	 200	 	 100	
 
l Test 1 in low conductivity MIT 
The experimental setup can be seen in Figure 5.1. The conductivity of background is 1.58 𝑆 𝑚Y  
and the samples tested were four insulating inclusion bottles, with diameters of 2, 6.5, 9.5 and 
13 cm. 
  
(a) Four different sizes of inclusion (b) Displacement of inclusion 
Figure 5.1 The real experimental setup of Test 1 
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Table 5.2 show the images reconstructed by Tikhonov regularization and Total variation 
regularization algorithms. Reconstructed images are shown for bottles with 2, 6.5, 9.5 and 13 
cm diameter (in row) and for different positions of the bottle (in column). 
Table 5.2 Reconstructed images of different sizes samples in position 1,2,3,4 
Diameter Algorithm Position 1 (L1-L4) Position 2 (L5-L8) Position 3 (L9-L12) Position 4 (L13-L16) 
2 cm Tikh. 
 




    
 
6.5 cm Tikh. 
 




    
 
CHAPTER 5 TV REGULARIZATION ON CIRCULAR MIT 
55  
9.5 cm Tikh. 
 




    
 
13 cm Tikh. 
 




    
 
l Test 2 in low conductivity MIT 
The experimental setup can be seen in Figure 5.5. The samples tested were two bottles of 0.9% 
saline water in two different positions, while the background was free space or tap water. The 
conductivity of 0.9% saline water samples is 1.58 𝑆 𝑚Y  and the conductivity of this tap water 
background is 0.06 𝑆 𝑚Y . 
 




(a) Background-free space (b) Background- tap water 
Figure 5.2 The real experimental setup of Test 2 
Table 5.3 and 5.4 show separately the reconstructed images obtained when the background is 
free space and tap water. The images show reconstructions by Tikhonov regularization and 
Total variation regularization method for first inclusion, second inclusion and both inclusions 
together. 
Table 5.3 Reconstructed images of two bottles saline water in free space background 
 Sample 1 (L17) Sample 2 (L18) Sample 1+2 (L19) 
Tikhonov 
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Table 5.4 Reconstructed images of two bottles saline water in tap water background 
 Sample 1 (L20) Sample 2 (L21) Sample 1+2 (L22) 
Tikhonov 
 




   
 
 
l Test 3 in low conductivity MIT 
The experimental setup can be seen in Figure 5.3. The background was 3% saline water and 
the samples were three bottles of different sizes with inclusion of 0.9% saline water.  
  
Figure 5.3 Experimental setup of Test 3 Figure 5.4 Experimental setup of Test 4 
 
CHAPTER 5 TV REGULARIZATION ON CIRCULAR MIT 
58  
Table 5.5 shows the reconstruction images for Tikhonov regularization and Total variation 
regularization method for small, medium and large size of inclusion. 
Table 5.5 Reconstructed images of three different sizes samples in 0.9% saline water 
background 
 Small size (L23) Medium size (L24) Large size (L25) 
Tikhonov 
 




   
 
 
l Test 4 in low conductivity MIT 
The experimental setup can be seen in Figure 5.4. The samples tested were two bottles of 
silicon oil working as non-conductive inclusions and 5% saline water considered as conductive 
background.  
Table 5.6 shows the reconstruction images obtained by Tikhonov regularization and Total 
variation regularization methods, where columns correspond to one silicon oil inclusions, 
silicon oil inclusion at a different position and two silicon oils inclusions together. 
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Table 5.6 Reconstructed images of two bottles of silicon oil in 5% saline water 
 Sample 1 (L26) Sample 2 (L27) Sample 1+2 (L28) 
Tikhonov 




   
 
 
l Low conductivity MIT results analysis and discussions 
It can be seen from imaging results of low conductivity that TV can produce higher quality 
images. To further demonstrate this, the image quality measures are used to quantitatively show 
comparison between TV and Tikhonov based algorithms. In this case shape deformation (SD), 
resolution (RES) and amplitude ration (AR) was selected from GREIT image quality 
parameters [63]. SD shows part of reconstructed images (after some theresholding) that does 
not fit in a circular shape. For higher quality reconstruction SD should be low and uniform for 
the same sample size and shape.  Resolution (RES) measures the size of reconstructed 
inclusion as a fraction of size of entire imaging region; this is equivalent to a measure of point 
spread function (PSF) size. RES should be uniform and small, in order to more accurately 
represent shape of the inclusion based on their conductivity values. AR measures the ratio of 
image pixel amplitudes in the inclusion area to that in the reconstructed image. A uniform and 
smaller AR is a measure of higher quality image. GREIT parameters are widely used for image 
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quantification and quality measures, we refer to [63] for more detailed descriptions. 
Figure 5.5 show SD, RES, and AR, for low conductivity experiments from L1-L28. Apart from 
very few points in SD, the TV are universally outperforming the Tikhonov algorithm in terms 
of all image quality measures. The fact that the neighboring measurements were excluded in 
low conductivity MIT system, this sometimes create some deformation in shape of inclusions 
as this act as missing data MIT, this is perhaps responsible for larger numbers for SD, and size 
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Figure 5.5 Figures of merit for experiments L1-L28 	
5.3.2 High conductivity MIT  
High conductivity MIT experiments involves 9 experiments (we call them H1-H9), which 
includes various positioning of metallic sample (s). And the parameters used to solve the 
inverse problem of this section are shown in Table 5.7. 
Table 5.7 Parameters used to solve inverse problem in high conductivity MIT Parameter	 H1-H2	 H3-H6	 H7-H9	Tikh	 TV	 Tikh	 TV	 Tikh	 TV	
a1	 1𝑒 − 8	 	 1𝑒 − 7	 	 1𝑒 − 7	 	
a2	 1𝑒3	 	 1𝑒3	 	 1𝑒3	 	mu	 	 1𝑒0	 	 2𝑒 − 1	 	 2𝑒 − 1	lambda	 	 1𝑒0	 	 1𝑒 − 2 	 1𝑒 − 2	gamma	 	 1𝑒 − 2	 	 1𝑒 − 1	 	 1𝑒 − 1	nBreg	 	 200	 	 200	 	 200	
 
l Test 5 in high conductivity MIT 
The sample tested in Test 5 was a rectangular aluminum object, and the experimental setup is 
shown in Figure 5.6. 
Experiment number
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(a) Real conductive distribution in position 1 (b) Rectangular aluminium sample in position 1 or 2 
Figure 5.6 Experimental setup of Test 5 
Table 5.8 shows the images reconstructed using Tikhonov and Total variation regularization 
methods for two positions of the steel sample. 
Table 5.8 Reconstructed images of a rectangular aluminum sample in position 1 and 2 









l Test 6 in high conductivity MIT 
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Test 6 is a circular aluminum sample placed in four different positions and the experimental 
setup is shown in Figure 5.7.  
  
(a) Real conductive distribution in position 1 (b) Circular aluminum sample in position 1,2,3,4 
Figure 5.7 Experimental setup of Test 6 
Table 5.9 shows the reconstruction images obtained by this test. The images correspond to 
reconstructions by Tikhonov and Total variation regularization algorithm for four different 
positions of the sample.  
Table 5.9 The images of a circular aluminum sample in four different positions 
 Position 1 (H3) Position 2 (H4) Position 3 (H5) Position 4 (H6) 
Tikhonov 
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l Test 7 in high conductivity MIT  
Test 7 used two circular aluminum samples placed in different positions separately (shown in 
Figure 5.8).  
  
(a) Real conductive distribution of two samples (b) Two samples in different positions separately 
Figure 5.8 Experimental setup of Test 7 
Table 5.10 shows the reconstructed images obtained after this test by Tikhonov and Total 
variation algorithms, for two circular aluminum samples in different positions separately. 
Table 5.10 Reconstructed images of two circular aluminum samples in different positions 
 Position 3& 7 (H7) Position 2 & 7 (H8) Position 2 & 6 (H9) 
Tikhonov 
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l High conductivity MIT results analysis and discussions 
It can be seen from imaging results of high conductivity samples that TV can produce higher 
quality images. To further demonstrate this, the image quality measures, as it has been 
mentioned in low conductivity MIT results subsection, are used to quantitatively show 
comparison between TV and Tikhonov based algorithms. Figure 5.9 show SD, RES and AR 
for 8 experiments in high conductivity objects. Apart from SD for experiment H9, in all other 
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Figure 5.9 Figures of merit for experiments H1-H9  
 
5.4 Conclusions 
The total variation method produced reconstructed images with improved quality for both low 
conductivity and high conductivity MIT systems. As it can be seen from the results, the 
differences in the dimension and position of the objects cannot be distinguished from the 
reconstructed images obtained by Tikhonov regularization method but total variation lead to 
improved recovery of the size and shape of the target and in particular sharper boundaries 
between different conductivity regions.  
Previous work for MIT has used Tikhonov method for conductivity flow imaging [51], which 
evaluated several saline solutions with different dimensions/conductivity values in a low 
conductivity MIT system. The results presented in [51] showed that the reconstructed images 
are smooth enough but in the case of testing two or more objects simultaneously, the 
reconstruction could not reliably recover conductivity contrasts and imaging resolution. 
However, according to our experimental results, total variation method improved conductivity 
contrast in all these images. Moreover, in this work, we have proposed and validate the use of 
the split Bregman method for minimizing the TV problem in MIT and have compared it to 
Experiment number
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Tikhonov method. Previous studies have shown that Bregman iteration methods for TV correct 
some of the deficiencies of standard TV and lead to improve results [52, 55, 60]. A comparison 
between standard TV and Bregman-based TV methods in MIT will be considered in further 
work. 
It is common practice in MIT to use linear for experimental difference data, which is more 
robust and less sensitive to the effect of modeling error and noise in measured data. The 
proposed been validated using experimental data covering a wide range of scenarios, with 
different size and location of inclusions. However, the validation has focused on 2D, so further 
studies need to be done to address the 3D inverse problem. Besides, due to the nature of eddy 
currents, the MIT forward problem is a large-scale problem, which will increase the demand 
of computational resources. Extension to nonlinear with experimental data and absolute 
imaging is still remaining a challenging, partly due to lack of good experimental data and 
matching with the forward models.   
Overall, image quality parameters show consistency good performances in both low and high 
conductivity case, but as expected metallic MIT tests shows more robust imaging results. Some 
experiments in low conductivity case present more challenges dues to low conductivity 
contrasts between background and inclusions.  In these cases, TV performed well enough to 
recover images that not recovered well by Tikhonov algorithm.  
A TV method based on the Split Bregman formulation, is presented and validated experimental 
MIT data. Quantitative image quality analysis shows significant improvement of image 
qualities by using proposed TV algorithm. In experimental work presented here the total 
variation algorithm produced high quality images, making it a suitable candidate for image 
reconstruction in both metallic imaging and low conductivity MIT imaging. It is anticipated 
that the high-quality images that can be obtained using TV algorithm, can help stimulate new 
applications for MIT in near surface depth detection or in plastic Landmine detection.
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CHAPTER 6  TV REGULARIZATION ON PLANAR MIT  
 
MIT is a tomographic imaging technique with a wide range of potential industrial applications. 
Planar array MIT is a convenient set-up but remains very challenging given the limited data. 
This study assesses the use of sparse regularization methods for accurate position and depth 
detection in planar array MIT. The most difficult challenges in MIT are to solve the inverse 
and forward problems. The inversion of planar MIT is severely ill-posed due to limited access 
data. Thus, this chapter posed a total variation problem and solved it efficiently with the Split 
Bregman formulation to overcome this difficulty. Both isotropic and anisotropic total variation 
formulations are compared to Tikhonov regularization with experimental MIT data. Results 
show that Tikhonov method failed or underestimated the object position and depth. Total 
variation led to accurate recovery of depth and position. There are numerous potential 
applications for planar array MIT where access to the materials under testing is restrict. Sparse 




MIT is aiming at visualizing the conductivity distribution of the test sample, which can be 
achieved by solving the forward and inverse problem. The forward problem can be easily 
elucidated by eddy current model while regularization is required to solve the inverse problem 
due to its ill-posed nature. Tikhonov regularization is the tradition and most widely used 
regularization method in MIT system but leads to suboptimal results. A better choice is to use 
total variation (TV) functional that can improve the reconstructed image quality over Tikhonov 
regularization. Total variation allows to regularize the inverse problem by removing noise 
while preserving edges in the reconstructed images. However, TV functional is non-
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differentiable, so it is usually approximated. These approximations may be non-optimal or lead 
to slow convergence. In addition, TV may lead to a loss of contrast. The use of the Bregman 
distance has been proposed to solve these issues [64]. In particular, the split Bregman method 
solves efficiently L1-regularized problems such as the total variation and has been widely 
applied to different applications [52, 53, 55, 62, 65]. A recent study [66] proposed the use of 
TV functional to improve the reconstructed image quality over Tikhonov regularization on MIT 
experimental data. 
The TV problem first proposed in [67] for noise removal was based on the isotropic formulation 
of TV. Anisotropic TV has been suggested in different applications [68-70]. Anisotropic 
diffusion regularization was investigated in [71] for fluorescence diffuse optical tomography. 
For efficient noise removal, isotropic and anisotropic TV can outperform each other depending 
on the application. Isotropic TV prefers images with smooth boundaries while anisotropic TV 
preserves and recovers the image edges [72, 73]. In this paper, Isotropic TV and Anisotropic 
TV are implemented in planar sensor array MIT for position detection and depth detection. 
MIT can be divided into different types of systems based on its spatial arrangements of coils, 
i.e., traditional circular array MIT and planar array MIT. The measured region of traditional 
circular array MIT system can access freely around the entire periphery. As such, many 
previous researches indicate the capability of circular array MIT system where the object space 
has circular geometry and free access. However, there are plenty of situations where the access 
is restricted that non-destructive measurements cannot be collected from the complete 
periphery but only one surface [22]. The test space of the system proposed in this paper is 
perpendicular to the sensors in order to overcome these difficulties and the resulting application 
of this technique has increased considerably. Since that, a series of studies based on planar 
system have been recently implemented. The feasibility of planar type coil used for evaluating 
near-surface material properties was investigated in [74]. In [75] authors investigated the 
possibility of inspection of electroplated materials using planar meander and mesh type 
magnetic sensor. The planar MIT system for the detection of faults on thin metallic plates was 
CHAPTER 6 TV REGULARIZATION ON PLANAR MIT 
70  
presented in [76], which shows 2D imaging results underneath the sensor array. The work in 
[77] explored the feasibility of planar MIT system for 3D near subsurface imaging through 
simulation results and experimental evaluations. From the previous observations, planar array 
MIT system shows significant challenge in terms of depth detection over traditional circular 
array system. The development and set up of the proposed planar array MIT system are 
presented in this paper, followed by the experimental results of position and depth detection. 
In this work, the capabilities of proposed planar array MIT system with TV regularization 
methods for position and depth detection are evaluated by experimental data. Results in this 
study support that the planar MIT system with the aid of TV regularization would receive 
considerable attention in subsurface imaging area. 
 
6.2 Experimental Results 
The system used in this chapter is 9-coils planar sensor array MIT system introduced in Chapter 
2.3.1.  
6.2.1 Planar array MIT System description 
The picture of planar MIT system described in this paper is shown in Figure 2.5. It consists of 
the following components, includes: a host computer, a digital function generator (Topward 
8112), a National Instrument based data acquisition system (NI USB-6259), a channel 
switching board (ADG406 multiplexers), and a sensor array containing 9 equally spaced 
inductive coils.  
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Figure 6.1 Simplified top view of the system 
The digital function generator supplies an 80kHz, 15V peak-peak sinusoidal signal to each of 
the 9 inductive coils individually. The ADG406 multiplexers can accomplish the channel 
switching process while a NI USB-6259 is connected between a host PC and the multiplexer 
to do the image reconstruction. All the measurements are averaged three times before displayed. 
The planar sensor array consists of 9 cylindrical coils, which is arranged in a 3 × 3 matrix 
form and located on a non-conductive square board. The parameters of the sensor model are 
showed in Table 6.1. Figure 3.6 indicates the sequence and the dimensions of the coils. The 
data collection pattern of this system can be described as the following sequence: 1-2,1-3…1-	9, 2-3…2-8… 8-9, providing	9 × 8 2⁄ = 36 independent measurements that are imported 
into image reconstruction system. 
As it mentioned before, finite element method (FEM) has been applied in this dissertation. The 
information of the mesh been used, and the implementation process of the proposed 
experiments are shown in Figure 6.2. Moreover, the average total variation reconstruction time 
is 20 seconds, which is a bit longer than Tikhonov method (2 seconds). 
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Table 6.1 Parameters of the sensors model 
Number of coils  9 
Number of turns 100 
Self-inductance (𝜇𝐻) 380 
Coil height (cm) (H) 5 
Coil side length (cm) (S) 3.4 
Outer diameter (cm) 4.1 
Inner diameter (cm) 3.9 
Surface area of the board (𝑐𝑚D) 14 × 14 
Thickness of the board (cm) (T) 0.2 
 
 
Figure 6.2 Implementation process of all proposed experiments 
All the parameter values were used to solve the inverse problem of the following research are 
shown in Table 6.2. 
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Table 6.2 Parameter values used to solve the inverse problem 
Parameter Position detection Depth 
detection 
Tikh Iso Tikh Iso Ani 
a1 1𝑒 − 10  1𝑒 − 10   
a2 1𝑒3  1𝑒3   
mu  2𝑒 − 1  2𝑒 − 1 5𝑒 − 1 
lambda  1𝑒 − 2  1𝑒 − 2 1𝑒 − 3 
gamma  1𝑒 − 1  1𝑒 − 1 1𝑒 − 2 
thresholding 0.5 0.5 0.5 0.5 0.5 	
6.2.2 Position detection using Isotropic TV 
In this section, we investigate the capability of planar array MIT system for position detection 
in terms of a set of experiments. Aluminum rods are used as tested samples and Table 6.3 shows 
the parameters of these rods. The aluminum rods are placed in different positions but with the 
same distance to the sensors, which can be calculated from Figure 6.1 as 𝐷 = 𝑇 +(𝐻 − 𝑆) 2 + 𝑑 = 1	𝑐𝑚⁄ . 
Table 6.3 Parameters of testing rods 
Radius of the rods (cm)  2 
Height of the rods (cm) 5 
Relative permeability 1 
Electrical conductivity (S/m) 3.5 × 10 
Distance to the sensor (cm) 1 
 
Two sets of experiments are implemented in this section: single and multiple samples. 
Moreover, the isotropic TV and Tikhonov regularization method are both used to be the inverse 
solver for producing reconstructing images respectively. One of the experimental setups is 
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shown in Figure 6.3 as one simulated image of inclusion indicated in Figure 6.4. 
  
Figure 6.3 Experimental setup: sample close 
to coil1 
Figure 6.4 Simulated image of inclusion: 
sample close to coil1 
 
Figure 6.5 indicates the slice images obtained when a single rod is placed in different positions. 
The images above the sliced images are simulated images of inclusions. The sliced images 
obtained by Isotropic TV, indicate the exact positions of test sample that can be acquired from 
the simulated images of inclusions, which verify the position detectability of planar sensor 
array MIT system. Figure 6.6 shows the image results when the tested samples are two 
aluminum rods. As shown on the sliced images, planar MIT system can also detect multiple 
samples with much clearer results from Isotropic TV method. 					
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Figure 6.5 Position detection of planar MIT using experimental data (single rod) 
obtained by TV algorithm 
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Experimental setup Simulated inclusions Reconstructed images by TV Reconstructed images by 
Tikhonov 
    
    
    
 
Figure 6.6 Position detection of planar MIT system using experimental data (multiple rods) 
obtained by Isotropic TV and Tikhonov regularization method 	
6.2.3 Depth analysis based on Isotropic TV, Anisotropic TV and Tikhonov 
regularization 
It has been shown in the previous section that planar array MIT system can detect the objects 
when they are very close to the sensors. However, to assess the suitability of planar MIT for 
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subsurface imaging we must assess how deep it can detect an object. Therefore, planar MIT 
with TV regularization is evaluated on different depth detections compared to Tikhonov 
regularization. The tested sample is the same as the one used in the previous section. The 
reconstructed images below are obtained by isotropic TV, anisotropic TV and Tikhonov 
regularization method. An example of experimental setup and simulated image of inclusion are 
displayed in Figure 6.7 and Figure 6.8, respectively. 
  
Figure 6.7  Experimental setup (D=1cm) Figure 6.8 Simulated image of inclusion (D=1cm) 
 
Figure 6.9 indicates the true experimental setup and reconstructed images using one aluminum 
rod moving from 𝐷 = 1	𝑐𝑚 to 𝐷 = 5	𝑐𝑚. The results include both reconstructed images 
obtained by isotropic TV, anisotropic TV and Tikhonov regularization methods. The voxel size 
is 1𝑐𝑚	´	1𝑐𝑚	´	1𝑐𝑚. Results show that TV regularization is sensitive to the depths of sample 
in accordance with real experimental setup and demonstrate a limit detectability distance of 5	𝑐𝑚. On the contrary, the true depth information cannot be extracted from the reconstructed 
images obtained using Tikhonov regularization. Isotropic and anisotropic TV methods 
produced similar results, even reconstructed images obtained by anisotropic TV seem slightly 
better. This might be because a coarse mesh has been used. 
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Simulated inclusions Anisotropic TV Isotropic TV    Tikhonov regularization 
 	Dîïðñòóôõöðôï÷ = 1.5cm 	Dîïðñòóôõöðôï÷ = 1.5cm 	Dîïðñòóôõöðôï÷ = 1.5cm 
 	Dîïðñòóôõöðôï÷ = 2.5cm 	Dîïðñòóôõöðôï÷ = 2.5cm 	Dîïðñòóôõöðôï÷ = 2.5cm 
 	Dîïðñòóôõöðôï÷ = 3.5cm 	Dîïðñòóôõöðôï÷ = 3.5cm 	Dîïðñòóôõöðôï÷ = 3.5cm 
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Dîïðñòóôõöðôï÷ = 4.5cm Dîïðñòóôõöðôï÷ = 4.5cm Dîïðñòóôõöðôï÷ = 3.5cm 
 	Dîïðñòóôõöðôï÷ = 5.5cm 	Dîïðñòóôõöðôï÷ = 5.5cm 	Dîïðñòóôõöðôï÷ = 4.5cm 
 
Figure 6.9 Depth detection of planar array MIT system using the experimental data (one rod) 
obtained by isotropic TV, anisotropic TV and Tikhonov regularization methods 	
6.3 Results analysis and discussion 
Here we introduced the percentage depth sensitivity (PDS) to indicate the performance of 
planar MIT system for depth detection: 
𝑃𝐷𝑆 = (𝑚𝑎𝑥𝑖𝑚𝑢𝑚	𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑏𝑙𝑒	𝑑𝑒𝑝𝑡ℎ)(𝑠𝑖𝑑𝑒	𝑙𝑒𝑛𝑔𝑡ℎ	𝑜𝑓	𝑛𝑜𝑛 − 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒	𝑠𝑞𝑢𝑎𝑟𝑒	𝑏𝑜𝑎𝑟𝑑) 	× 100% 
The surface area of the square board can be assumed to represent the area of planar array 
sensors arranged for MIT system. A previous work on planar MIT system [77], which 
introduced a 16-channels planar MIT with a 18 × 18𝑐𝑚D  square board, could detect a 
maximum depth of 4𝑐𝑚, and presented PDS that can be estimated as 4 18Y × 100% = 22.2%. 
In our experimental study, the maximum depth that could be detected is 5𝑐𝑚 , which 
corresponds to PDS of  5 14Y × 100% = 35.7%.	This verifies that our framework has a better 
depth detectability than previous methods.   
.   
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It can be observed from the experimental results in Figure 6.5 and Figure 6.6 that planar array 
MIT system can detect the positions of single and multiple conductive samples with the aid of 
total variation regularization algorithm. Figure 6.9 shows that TV helps to provide more precise 
images than Tikhonov regularization, enhancing depth detectability of planar MIT. To 
demonstrate these, three groups of analysis works are conducted below. 
The absolute value of the difference between experimental and background induced voltage 
can be used to determine the sensitivity of the system and so to analyze the depth detection of 
planar MIT system. Also, this norm of difference is divided by the norm of background data. 
The system becomes less sensitive as the norm value decreases. Figure 6.10 shows norm values 
of 6 experimental measurements conducted in depth detection part. As it shown in Figure 6.10, 
a significant decline in norm value of experimental data can be observed. But the norm value 
will increase when the distance exceeds the limit depth of 5𝑐𝑚 due to the noises or the less 
sensitive of system. Obviously, the sensitivity and accuracy of the system degrades as the depth 
increases.  
 
Figure 6.10 The norm value of the difference between experimental and background induced 
voltage 
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As it can be obtained from results in depth detection, reconstructed images produced by TV 
regularization have higher image qualities than Tikhonov regularization. Figure 6.1 indicates 
that the experimental distance can be obtained from the distance shown in reconstructed image 
as following: 𝐷 = 	𝐷an¦©±yhú¦ynz − 0.5 . Then, 𝐷an¦©±yhú¦ynz  can be read from the 
reconstructed images and the voxel size is 1𝑐𝑚	´	1𝑐𝑚	´	1𝑐𝑚.	Therefore, the distance between 
the object and the planar sensors can be concisely and explicitly calculated from the 
reconstructed images in Figure 6.9.	Figure 6.11 shows the graph of experimental distances of 
isotropic TV, anisotropic TV and Tikhonov versus real distances.	 Moreover, Table 6.4 
explicitly lists the numerical values of experimental distance and the accuracy of depth 
acknowledged by isotropic TV, anisotropic TV and Tikhonov.	 	 Evidentially, the accuracy of 
the system for depth detection is slightly better with isotropic TV and anisotropic TV than with 
Tikhonov.  
 
Figure 6.11 Experimental distance against real distance 
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Table 6.4 The accuracies of depth acknowledged by inverse problem solvers 
Reconstructed Distance Anisotropic TV (cm) Isotropic TV (cm) Tikhonov (cm) 
Real Distance  
1cm 1 1 1 
2cm 2 2 2 
3cm 3 3 3 
4cm 4 4 3 
5cm 5 5 4 
Average accuracy  100% 100% 91% 
 
Moreover, we present an indicator VR (volume of reconstructed object) to assess the shape of 
reconstructed objects using planar array MIT system in depth detection. As mentioned before, 
reconstructed images displayed in this paper are all obtained by applying thresholding. 
Calculating the number of pixels remaining in the final thresholding images can be treated as 
a hypothetical method for indicating the volume of reconstructed object.	Figure 6.12, which 
shows the number of voxels remaining in final reconstructed images versus depth, indicates 
that the volume of samples being reconstructed by isotropic and anisotropic TV are 
approximately unaffected by increasing depth. Moreover, the reconstructed volume and cross-
section size of the sample and can be approximately estimated from the reconstructed images 
shown in Figure 6.9. Table 6.5 and Table 6.6 explicitly list the estimated volume/ cross-section 
size of the object and the accuracy of volume/shape reconstruction. 
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Figure 6.12 Volume of reconstructed objects against depth 
 












87  87  97 
2 89 86 101 
3 87 86 107 
4 89 89 105 
5 88 88 109 
Average accuracy  59.7% 61.3% 23.9% 
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16 16 14 
2 19 16 22 
3 19 17 21 
4 16 16 22 
5 17 16 20 
Average accuracy  61.6% 71.1% 42.5% 
 
Overall, isotropic TV and anisotropic TV can provide better volume and shape reconstruction 
performance than Tikhonov regularization in depth detection. However, isotropic and 
anisotropic TV presented similar performance, which may be explained by the fact that 
isotropic TV performed well for these data. While anisotropic TV can regularize differently 
along the depth direction, maybe a stronger prior may be needed to recover the loss of 
sensitivity with depth. In future work, we may consider machine learning, which has been 
recently proposed for learning inverse problems and seems to be a good candidate to model 
and correct for depth in planar MIT. 
 
6.4 Conclusions 
The capability of planar sensor array MIT system has been investigated using experimental 
data. Reconstructed images obtained by isotropic and anisotropic TV indicates the position and 
shape of the samples precisely, which certifies the capability of planar sensor array MIT system 
for depth detection and verifies that isotropic and anisotropic TV algorithm can produce higher 
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quality reconstructed images compared to Tikhonov regularization. Even if detectability works 
only for limited depth, it validated the potential application of planar MIT system for 
subsurface imaging. The results of enhanced depth detection shown in this study opens up 
further new applications for planar array MIT in landmine detection. 
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CHAPTER 7 PLANAR MIT FOR PLASTIC LANDMINE 
DETECTION 	
7.1 Introduction 
As explosive devices, landmines are designed to protect the countries and peoples during the 
world wars.  These devices are basically planted in or just below the surface of the ground. 
Landmines can be treated as the most terrifying marks left behind the wars since it not harmed 
the enemies but turned out to be a treat to the innocent people. According to OneWorld 
International[12], there are more than 100 million landmines located in 70 countries around the 
world nowadays. Even worse, landmines can trigger 15,000 to 20,000 casualties every year 
and most of the damage is unrecoverable, according to the International Campaign to Ban 
Landmines (ICBC)[12]. Therefore, a global effort should be contributed to the clearance of 
existing landmines as well as the prevention of further landmines use. This chapter focused on 
the detection of plastic landmines. The existing techniques working on landmines detection are 
reviewed in this chapter. The particular interest in this chapter is the planar ECT-MIT technique 
for plastic landmine detection. This method is illustrated with the aid of methodology and 
simulation works but focused on planar MIT assisting ECT for plastic landmine detection. 
 
7.2 Existing Landmine locating technology 
Even there are more than 350 variations of landmines, they can be divided into two basic 
categories[78]: Anti-personnel (AP) mines and Anti-tank (AT) mines, designed to disable 
people or vehicle and Tanks respectively. Besides, according to the material of landmines, they 
can be divide into metallic landmines, plastic landmines and metal/plastic landmines. 
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Locating and clearing away landmines is an extremely dangerous and time-consuming 
procedure, as planted landmines may remain active and most minefields are unmarked. While 
detection technology is improving, the existing conventional techniques still unable to work 
efficiently and precisely by its own. Some of the existing techniques are briefly presented as 
below[12]. Table 7.1 presents the advantages and limitations of each techniques. 
Electrical impedance tomography (EIT), an inexpensive and simple system, uses electrical 
current to conductive medium under investigation and then generate reconstructed images that 
can indicate its conductivity distributions directly. The presence of metallic or plastic objects 
in the conductive medium will induce an influence on the conductivity distribution. Since the 
ground is poorly conductive to a certain degree, EIT is suitable for detecting both metallic and 
plastic buried landmines. But his technique can only detect the shallowly buried landmines 
because a sensor-medium contact is required[79].  
Metal detectors, working on the principle of electromagnetic induction, can be treated as a 
feasible solution for Landmine detection. The sensor coils in metal detectors measures the 
disturbance of an electromagnetic field induced by the metallic targets and then feedback its 
presence. Therefore, this technique only works efficiently for the metallic landmines[78]. 
Ground penetration radar (GPR) is the latest technology working on the Microwave principle. 
After radiating the microwave of low and high frequencies simultaneously into the ground, the 
return signals reflected by the waves at the boundary of electrical properties discontinuity can 
be analysed to indicate the presence of the buried metallic and plastic objects. However, this 
technique works inefficiently in wet soil. 
Acoustic sensors are used for landmine detection by projecting acoustic wave into the ground 
and then the return signals reflected by the waves at the boundary of different acoustical 
properties of the materials can be obtained. The location of the landmines can be identified by 
analysing the return signals. According to the previous study of acoustic sensors, it is only 
suitable for landmines buried in wet soil like clay. 
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Table 7.1 The comparison of existing techniques for landmine detection 
Technique Advantages Limitations 
EIT Metallic/Plastic landmines 
Wet soil 
Dry soil 
Deeply buried landmines 
Metal detectors Metallic landmines Plastic landmines 
GPR Metallic/Plastic landmines Wet soil 
Acoustic sensors Wet soil Sandy soil 
 
7.3 Planar MIT assists ECT for plastic Landmine detection  
Electrical capacitance tomography is a non-invasive imaging technique aiming at visualizing 
the distribution of permittivity by measuring capacitance between electrodes. Theoretically, the 
samples as well as the medium in sensing area should be non-conductive to avoid the 
inaccuracy reconstructed images caused by the conductivity[80, 81].  
As mentioned in Chapter 1, magnetic inductance tomography (MIT) is also a non-invasive 
tomography technique designed for imaging the distribution of conductivity by measuring 
inductance between sensor coils. Since MIT is sensitive to conductivity, plastic or non-
conductive medium which can introduce the detectable conductivity contrast between 
background can disturb the conductivity distribution.  
Apparently, MIT itself is incapable of detecting the plastic landmines because of the low 
conductivity contrast while ECT can work efficiently for detecting the plastic landmines buried 
in non-conductive or negligibly low conductivity ground.  But in the case of the plastic 
landmines were planted in ground whose conductivity are non-negligible, ECT requires the 
assistance provided by planar MIT. Figure 7.1 presents a simplified schematic diagram of 
plastic landmines buried under ground. 




Figure 7.1 The comparison of existing techniques for landmine detection 
In order to obtain the reconstructed images indicating the permittivity distribution by ECT, 
forward and inverse problems must be solved.  
The normalized form of inverse problem of ECT can be expressed as[82]: 
 𝐽∆e = ∆𝐶                              (7.1)                 
Where ∆e is the vector of permittivity distribution change (∆e ∈ 	𝑅±) and ∆𝑣 is the vector of 
time difference measurement of capacitance (∆𝐶 ∈ 	𝑅» ), J is the Jacobian matrix ( 𝐽 ∈	𝑅»×±)[83, 84]. Then the key point of solving the inverse problem is the calculation of 𝐽. The 
Jacobian matrix 𝐽  is the capacitance change with respect to the permittivity that can be 
obtained from the forward problem of ECT[30].    
According to [85], the relationship between electrical potential 𝑢(𝑥), conductivity distribution 𝜎(𝑥) and permittivity distribution e(𝑥) can be expressed as: 
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∇[e(𝑥) + Â()xw ]∇𝑢(𝑥) = 0                         (7.2) 
And the electric charges of the 𝑝-th electrode is as below: 
𝑄ê = −∫ [e(𝑥) + Â()xw ] üú()üò 𝑑¸ý W                     (7.3) 
Where n is the norm vector on the electrode. Normally, 𝜎(𝑥) assumed to be zero and then 
equation 7.3 can be simplified to[86]: 
𝑄ê = −∫ e(𝑥) üú()üò 𝑑¸ý W                        (7.4) 
For ECT used for plastic landmines detection, the Jacobian matrix 𝐽 can be calculated by 
equation 7.3 with the known information of permittivity and conductivity distributions, where 
conductivity distribution can be provided by MIT.  
As it has been mentioned before, ECT can be an approach for plastic landmine detection in the 
case of landmine buried in non-conductive ground, but in the real life, landmines are placed in 
soils whose conductivity is not equal to zero. MIT can be potentially applied to plastic landmine 
detection since it can work properly as an imaging technique if conductivity contrast exists. 
But it’s not capable for low conductivity contrast theoretically, i.e., plastic landmine buried in 
soils whose conductivity is extremely low. Therefore, ECT with the aid of MIT can be a better 
approach for plastic landmine detection. The working process of planar MIT helps ECT for 
plastic landmines detection is shown in Figure 7.2. 
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Figure 7.2 Working flow chart of MIT-ECT for plastic landmines detection 
This chapter is focus on the process of acquiring the conductivity distributions (𝜎(𝑥)) of plastic 
landmines buried in soils by planar MIT system. 
 
7.4 Simulation results of Planar MIT for plastic Landmine detection 
The model of Plastic landmines buried in soils (Figure 7.1) simulated in planar MIT is 
demonstrated in Figure 7.3. The blue and orange cuboid are simulated to be the conductive 
soils and plastic landmine respectively. The parameters of the simulated sensors are shown in 
Table 7.2. In general, the sensor coils used in low conductivity MIT system have less turns than 
those used in high conductivity system [3, 7, 87]. Too few numbers of turns produce too low 
inductance, which will cause too weak magnetic flus to induce strong voltage that can be 
detected by the receiver; but too large number of turns will cause the coil resonance frequency 
becomes too close to the operation frequency, which will cause system instability[19, 88, 89]. 
And here the number of turns selected to be 6 according to [7, 21]. 
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Figure 7.3 Simulation model in planar MIT system 
Table 7.2 Parameters of the sensor coils model 
Number of coils 9 
Number of turns 6 
Self-inductance (𝜇𝐻) 380 
Coil height (cm) (H) 5 
Coil side length (cm) (S) 3.4 
Outer diameter (cm) 4.1 
Inner diameter (cm) 3.9 
Surface area of the board (𝑐𝑚D) 14 × 14 
Thickness of the board (cm) (T) 0.2 
 
The sensitivity map for selected measurements pairs in proposed MIT system are shown in 
Figure 7.4. All the sensitivity maps shown below are calculated for the free space scenario, 
which means there is no conductive or non-conductive sample investigated. 
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Coil pair 1-3 
 
Coil pair 1-5 
 
Coil pair 1-9 
Figure 7.4 Sensitivity maps for measurements pairs 
7.4.1 Simulated results of induced voltages 
As it has been mentioned in Chapter 4.2 that for low conductivity samples or lower 
conductivity contrast, the voltage detected in the receiving coils is: 
𝑣D = −𝑀3D |vuv + 𝑗𝑀3F𝑀DF Q|vuva                         (7.5) 
where 𝐿3  is the self-inductance of the excitation coils, 𝑀3D , 𝑀3F  and 𝑀DF  are mutual 
inductances that are related to the coils structure. 𝜔 is related to the excitation frequency and 𝑅 is related to the experimental samples. 
It clearly that the induced voltage obtained in plastic landmine detection here includes real part 
and imaginary part. 
The proposed simulation model (procedure) and simulation results are introduced in Table 7.3. 
The excitation frequency is 10𝑀𝐻𝑧. 
Firstly, a cuboid simulated to be the low conductive soils as reference measurements 𝑉©x«. 
And another smaller cuboid simulated to be the plastic landmine that is placed in soils, where 
a set of voltages measured are the plastic landmine measurements 𝑉«ª±z»x±n . The plots of each 
set of 36 voltage measurements are presented in the table as following. The plastic landmine is 
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placed in the 0.8 𝑆 𝑚⁄  soils with a depth of 4𝑐𝑚 in this case. 
Table 7.3 Simulated results of induced voltages 
Background: Soils measurements 𝑉©x« Samples: Plastic landmine measurements 𝑉«ª±z»x±n  
  
Difference of 
induced voltage 𝑉«ª±z»x±n − 𝑉©x«  
  
 
Table 7.4 indicates the conductivity values of four basic types of soils in reality [90].   
Table 7.4 The conductivity values of different types soils 
Unified Soil Classification Conductivity 𝜎 (𝑆 𝑚⁄ ) 
Salinity 1023 to  10g 
Clay 2 × 102D to 8 × 1023 
Silt 5 × 102F to 8 × 102D 
Sand 5 × 102  to 2 × 102D 
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Then another set of simulation works are conducted by setting 𝜎3 = 	8 × 1023 𝑆 𝑚⁄  , 𝜎D =	8 × 102D 𝑆 𝑚⁄ , 𝜎F = 	5 × 102F 𝑆 𝑚⁄ . In this research, the maximum value of background 
conductivity is selected to be 𝜎3 = 	8 × 1023 𝑆 𝑚⁄ , but the soils could be larger than 𝜎3 in 
real-life. The distances between plastic landmines and coils are 2𝑐𝑚, 3𝑐𝑚 and 5𝑐𝑚. The 
simulation results of induced voltages are presented as the angle and absolute value of  𝑉«ª±z»x±n − 𝑉©x«  with respect to different conductivity and depth, shown in Table 7.5.   
Table 7.5 Simulated induced voltage measurements of different conductivity and depth 
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7.4.2 Simulated results of reconstructed images 
Moreover, the simulated reconstructed images of landmine detection can be accomplished by 
solving the inverse problem. The voltage measurements obtained in this simulation work 
include real part and imaginary part. In theory, the reconstruction images should be 
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reconstructed through the sum of real and imaginary part, but it is unable to implemented at 
this stage. Since that, the simulated reconstructed images are produced by real part and 
imaginary part of induced voltage respectively. 
And the inverse problem can be solved with the aid of simulated voltage measurements and 
isotropic TV regularization algorithm. Two sets of simulation works are expressed in this 
chapter: data without noise; data with noise. 
l Simulated results accomplished by simulated induced voltage without noise 
The simplified top view of the simulation work is shown in Figure 7.5. 
 
Figure 7.5 Simplified top view of the simulation work 
The parameters used to solve the inverse problem of this section are shown in Table 7.6.  
Table 7.6 Parameters used to solve the inverse problem 
Parameter 𝜎 = 8 × 1023 𝜎 = 8 × 102D 𝜎 = 5 × 102F 
Imaginary 











mu 	5𝑒 − 1 5𝑒 − 1 5𝑒 − 1 
lambda 1𝑒 − 3 1𝑒 − 4 1𝑒 − 5 
gamma 1𝑒 − 1 1𝑒 − 1 1𝑒 − 1 
nBreg 200 300 300 
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The simulated reconstructed images of landmine detection without noise in data are shown in 
Table 7.7, which includes results obtained from imaginary and real part of voltage 
measurements respectively.  
Table 7.7 Simulated reconstructed images of landmines detection by isotropic TV (without 
noise) 
Conductivity 𝜎(𝑆 𝑚⁄ ) Reconstructed images obtained by imagine part and real part of isotropic TV respectively 
Depth 2𝑐𝑚 3𝑐𝑚 5𝑐𝑚 
 8 × 1023 
   
   
 8 × 102D 
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 5 × 102F 
   
   
 
As it has been introduced in Chapter 6.21, Figure 7.5. indicates that the experimental distance 
can be obtained from the distance shown in reconstructed image as following: 𝐷 =	𝐷an¦©±yhú¦ynz − 0.5 . The voxel number here is selected to be 21. The voxel size is 1𝑐𝑚	´	1𝑐𝑚	´	1𝑐𝑚. Conclusions can be summarized from the above table as following: 1) 
imaginary and real part results of 𝜎3 = 	8 × 1023 𝑆 𝑚⁄  indicate that TV regularization is able 
to be sensitive to the depths of sample in accordance with real experimental setup; 2) imaginary 
part results of 𝜎D = 	8 × 102D 𝑆 𝑚⁄  show the depth consist with actual depth while real part 
results are not accurate with all depth. 3) results of 𝜎F = 	5 × 102F 𝑆 𝑚⁄  are unable to recover 
the landmines, which might because of low conductivity contrast. 
 
Table 7.8 indicates the absolute values and phase angle of the simulated differences of 
measurements against different depths and conductivity contrasts. Table 7.9 demonstrates the 
percentage changes for both simulated imaginary and real part with respect to different depths 
and conductivity contrasts. 
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All the reconstructed images shown in Table 7.8 illustrates that with the depth increase, the 
absolute value and the phase angle are decreasing. And by comparing the images in each 
column, it can be seen that with the conductivity of the soil decrease, the absolute value and 
phase angle are decreasing. 




Conclusions can be summarized from Table 7.9 as following: 1) images shown in first row 
indicates that with the depth increase, changes in both real part and imaginary part are 
becoming weaker; 2) images displayed in second row that with the conductivity decrease, 
changes in both real part and imaginary part are becoming weaker as well. 
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l Simulated results accomplished by simulated induced voltage with noise 
To demonstrate the reliability of plastic landmine detection using low conductivity MIT system, 
noise should be added onto the voltage measurements to simulate the accuracy of the 
reconstruction. In theory, the magnitude and the phase angle of the complex value of voltage 
measurements will be affected by different level of noise respectively. According to the 
impedance analyzer[91], the accuracy of the phase angle measurement normally equals 1% of 
the one on the magnitude, which means the noise added to phase angle would be much smaller 
than the one on the magnitude. Since that, the noise added to phase angle is ignored in our MIT 
case, the noisy induced voltage is expressed as below. Same value of noises is added into both 
real and imaginary part to make sure noise is just added onto the magnitude of the voltage 
measurements.  
∆𝑣 = 	∆𝑣hnª« + 𝑖∆𝑣x»ªÿ                         (7.1) 
 𝑒 = 𝐸´	𝑚𝑒𝑎𝑛(𝑎𝑏𝑠(∆𝑣))                         (7.2)                           
∆𝑣±©xn = (∆𝑣hnª« + 𝑟𝑎𝑛𝑑(𝑀, 1) ∗ 𝑒) + 𝑖(∆𝑣x»ªÿ + 𝑟𝑎𝑛𝑑(𝑀, 1) ∗ 𝑒)   (7.3) 
Where ∆𝑣 is the complex induced voltage, ∆𝑣hnª« is the real part, ∆𝑣x»ªÿ is the imaginary 
part, 𝑒 is the noise, 𝐸 is the noise level and 𝑀 is the measurement number (𝑀 = 36 in 
this case). 
 The noise levels are chosen at 𝐸 = 2%, 𝐸 = 8%, 𝐸 = 80%. All the parameters used to 
solve the inverse problem are shown in Table 7.10. 
Table 7.10 Parameters used to solve the inverse problem (𝐸 = 	2%, 8%, 80%) 
Parameter 𝜎3 = 	8 × 1023 𝑆 𝑚⁄  𝜎D = 	2 × 1023 𝑆 𝑚⁄  𝜎F = 	8 × 102D 𝑆 𝑚⁄  
Imaginary 











mu 	0.5 	0.5 0.5 
lambda 1𝑒 − 3 1𝑒 − 4 1𝑒 − 4 
gamma 1𝑒 − 1 1𝑒 − 1 1𝑒 − 1 
nBreg 300 400 400 
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Table 7.11-7.13 shows the simulated results of landmine placed in different conductivities 
ground with different noise level and the depth is kept being 2𝑐𝑚.  
Table 7.11 Simulated reconstructed images of landmines detection by isotropic TV 
(with Noise	level = 	2% ) 	
Noise 
level 
(𝐸) Conductivity 𝜎 (𝑆 𝑚⁄ ) Reconstructed images obtained by imagine part and real part of isotropic TV respectively (Depth = 2𝑐𝑚) 	Imagine	part	 Real	part	2%		 8 × 1023	
	 	 	2 × 1023	
	 	 	8 × 102D	
	 	 		
Conclusions can be summarized from the Table 7.11 as following: 1) imaginary and real part 
results of 𝜎3 = 	8 × 1023 𝑆 𝑚⁄  and 𝜎D = 	2 × 1023 𝑆 𝑚⁄  with 𝐸 = 	2% indicate that TV 
regularization is able to be sensitive to the depths of sample in accordance with real 
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experimental setup; 2) imaginary part results of 𝜎F = 	8 × 102D 𝑆 𝑚⁄  with 𝐸 = 	2% show 
the depth consist with actual depth while real part results are not accurate. 3) It can be seen 
from the plots of differences between noise -free data and data with noise in second column 
that with the reduction of the conductivity contrast, the changes induced by noise are increasing 
with larger percentages in real part than imaginary part. 
Table 7.12 Simulated reconstructed images of landmines detection by isotropic TV 




(𝐸) Conductivity 𝜎 (𝑆 𝑚⁄ ) Reconstructed images obtained by imagine part and real part of isotropic TV respectively (Depth = 2𝑐𝑚) 	Imagine	part	 Real	part	8%		 8 × 1023	
	 	 	2 × 1023	
	 	 	8 × 102D	
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Conclusions can be summarized from the Table 7.12 as following: 1) imaginary and real part 
results of 𝜎3 = 	8 × 1023 𝑆 𝑚⁄  with 𝐸 = 	8% indicate that TV regularization is able to be 
sensitive to the depths of sample in accordance with real experimental setup; 2) imaginary part 
results of 𝜎D = 	2 × 1023 𝑆 𝑚⁄  with 𝐸 = 	8%  show the depth consist with actual depth 
while real part results are accurate but with unclear images. 3) imaginary part results of 𝜎F =	8 × 102D 𝑆 𝑚⁄  with 𝐸 = 	8% show the depth consist with actual depth while real part results 
are not accurate. 4) It can be seen from the plots of differences between noise -free data and 
data with noise in second column that with the reduction of the conductivity contrast, the 
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Table 7.13 Simulated reconstructed images of landmines detection by isotropic TV  




(𝐸) Conductivity 𝜎 (𝑆 𝑚⁄ ) Reconstructed images obtained by imagine part and real part of isotropic TV respectively (Depth = 2𝑐𝑚) 	Imagine	part	 Real	part	80%	 8 × 1023	
		 	 	2 × 1023	
	 	 	8 × 102D	
	 	 	
 
Conclusions can be summarized from the Table 7.13 as following: 1) imaginary and real part 
results of 𝜎3 = 	8 × 1023 𝑆 𝑚⁄ , 𝜎D = 	2 × 1023 𝑆 𝑚⁄  and 𝜎F = 	8 × 102D 𝑆 𝑚⁄  with 𝐸 =	80% indicate that TV regularization are unable to recover the landmines in the accurate 
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positions or shapes. 2) with the reduction of the conductivity contrast, the changes induced by 
noise are increasing with larger percentages in real part than imaginary part. 
Therefore,	images	shown	in	Table 7.11-7.13 indicates that the changes induced by noise are 
increasing with different percentages in real and imaginary parts; the reduction of the 
conductivity contrast will make the noise level that can disturb the system decreasing as well.		
7.5 Conclusions 
High frequency MIT is proposed for landmine detection with conductive ground. It is shown 
than presence of plastic landmine few centimeters under conductive ground can be sensed by 
means of MIT phase detection. Data from simulation study demonstrate in a sufficiently 
conductive ground of around 0.5 S/m a plastic landmine can be detected. The measured data 
was then combined with noise so that a more realistic scenario could be modelled, which again 
shows the robustness of the proposed method. 
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CHAPTER 8  CONCLUSIONS AND FUTURE WORK 
 
8.1 Conclusions 
As it has been mentioned in aims and objectives of this research work in Chapter 1.3, the main 
subject of this thesis is improving the quality of images reconstructed by MIT system through 
modifying forward modeling and analyzing inverse algorithms. Each chapter raises a specific 
problem and presents the investigation procedure that have been conducted, the methodologies 
that haven been applied, the experimental or simulation results obtained, the in-depth 
discussions and the valuable novel findings or conclusions. 
The forward problem and inverse problem are the important subjects of this dissertation. 
The forward problem for MIT, based on the eddy current problem and Maxwell’s equations, 
normally solved by edge FEM techniques, which need to mesh the coil structure into forward 
modeling. In this thesis, Biot-Savart law are adopted to replace meshing the coil structure in 
both circular sensor array and planar sensor array MIT, which is defined as a potential 
calculation method for increasing the flexibility of the forward model. The simulation 
processes of circular sensor array and planar sensor array modeling are also discussed in this 
chapter, which proved that Biot-Savart law is an important element of the software design of 
MIT. Moreover, in order to improve the resolution of the reconstructed images, the forward 
models have been modified and validated, which are also illustrated in this chapter. 
The inverse problem chapter presents two algorithms applied in solving inverse problem, 
which includes the commonly used Tikhonov regularization method and the advanced 
algorithms named Split Bregman based total variation regularization. Total variation 
regularization algorithm was selected to be the optimal inverse problem solvers in this thesis. 
At the later stage of this research, this inverse solver was implemented into different MIT 
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scenario and applications, i.e., circular sensor array MIT, planar sensor array MIT and plastic 
landmine detection. 
The applications of adopting total variation regularization to solve the inverse problem of MIT 
are the other key subjects of this thesis.  
Chapter 5 presents the how total variation regularization could be an optimal inverse problem 
solver for circular sensor array MIT, which is an application of TV never before attempt. A 
journal paper is demonstrated particularly for this research with the aid of experimental data 
and quantitative analysis. Quantitative image quality analysis conducted in this chapter shows 
significant improvement of image qualities by using proposed TV algorithm, making TV 
algorithm a suitable candidate for image reconstruction in both high conductivity and low 
conductivity MIT imaging. It is anticipated that the high-quality images that can be obtained 
using TV algorithm and its robustness against image reconstruction parameters, can help 
stimulate new applications for MIT in both industrial tomography and medical imaging. 
Moreover, this is also making TV becomes a candidate for solving the inverse problem of 
planar sensor array MIT system. 
Chapter 6 investigate the capability of planar sensor array MIT system using experimental data. 
Another novel is developed particularly for this problem. The capability of planar sensor array 
MIT system for depth detection are certified by the images reconstructed by isotropic and 
anisotropic TV that indicate the position and shape of the samples precisely. Even if 
detectability works only for limited depth, it validated the potential application of planar MIT 
system for subsurface imaging. And also, the experimental results verify that isotropic and 
anisotropic TV algorithm can produce higher quality reconstructed images compared to 
Tikhonov regularization. All the results of improved depth detection shown in this study opens 
up further new applications for planar array MIT in landmine detection. 
Chapter 7 further expands the MIT applications in imaging tomography for plastic landmine 
detection. All the investigations are conducted only by simulation works of MIT system. 
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Theoretically, MIT and ECT itself are incapable of detecting the plastic landmines were planted 
in ground whose conductivity are non-negligible, ECT requires the assistance provided by 
planar MIT. Even simulation results presented in this chapter indicates the feasibility of MIT 
system for landmine detection, further classification experimental research should be 
conducted in both MIT and ECT to validate this finding. 
 
8.2 Future work 
This thesis clarified the fundamental principles of MIT, the existing software image 
reconstruction algorithms and also presented the achieved approaches of MIT system for 
proposed specific problems. Based on those findings as well as the limitations, many potential 
future researches could be launched. 
8.2.1 MIT system hardware development 
All the experimental work displayed in this dissertation were conducted in the existing MIT 
system: high conductivity MIT system and low conductivity MIT system. Even the systems 
are working well for proposed researched now, updated system has to be invented to decrease 
the reconstructing time or increase the stability of MIT system. Besides, the geometry of the 
sensor array used in this thesis are circular and planar sensor array only, analyzing the effect of 
a variation number of coil configurations through sequence, size and position should be an 
interesting and valuable subject.  
8.2.2 Non-linear inverse problem 
All the modeling works described in this thesis are assumed to be linear problem and all the 
reconstructed images accomplished are comparative images. However, the MIT inverse 
problem in real-life is not linear based. A non-linear inverse solver needs to be implemented to 
obtain absolute conductivity value and actual images. 
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8.2.3 Improve the image resolution or quality  
As it has been mentioned in objectives of this dissertation, improving image resolution and 
quality can be achieved through analyzing algorithms used in inverse problem and modifying 
forward problem. Apparently, the accuracy of the MIT model can be explored by comparing 
simulation signals and the experimental results, which shown in validation of forward problem 
in Chapter 3.4. The results accomplished by simulation and experiment are not perfect match, 
which indicates that the forward model implemented is not perfect. Further investigation on 
MIT forward model are needed to accomplish the sensitivity map precisely and correctly. 
8.2.4 MIT and ECT complex system 
ECT itself is capable for detecting the plastic landmines buried in non-conductive or negligibly 
low conductivity ground while MIT itself is unable to work efficiently for detecting the plastic 
landmines in conductive ground because of the low conductivity contrast. In real life the plastic 
landmines were planted in ground whose conductivity are non-negligible, ECT requires the 
assistance provided by planar MIT. In this research thesis, even the conductivity distribution 
of plastic landmine in low conductive ground can be acquired by MIT simulation work, the 
procedure of feeding the conductivity information to ECT system are not implemented. Further 
investigation on sequential dual-system of MIT and ECT could be conducted through the 
following two aspects: 
• Modifying Jacobian matrix of ECT in dual-system 
A more accurate Jacobian matrix or sensitivity map of ECT system can be achieved by 
considering conductivity distribution information supplied by MIT system. 
• Updating reference or background measurement of ECT in dual-system 
Normally, the conductive material will induce an impact on electrical capacitance 
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measurement. So, updating reference measurement of ECT by priori information provided by 
MIT system will increase the accuracy of this dual-system. 
8.2.5 Plastic landmine detection using experimental data 
Plastic landmine detection investigated in chapter 8 are during the simulation stage, further 
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APPENDIX A OTHER REGULARIZATION ALGORITHMS FOR 
MIT INVERSE PROBLEM  	
A.1  Non-iterative algorithms 
A.1.1  Linear back-projection (LBP) 
In a linearized MIT inverse model [44], 
𝐽∆𝜎 = ∆𝑣                                 (A.1) 
Where 𝐽 is the Jacobian or sensitivity matrix (𝐽 ∈ 	𝑅»×±), ∆𝜎 and ∆𝑣 are complex vectors, ∆𝜎  is the conductivity change distribution (∆𝜎 ∈ 	𝑅± ) and ∆𝑣  is the time difference 
measurement of induced voltage (∆𝑣 ∈ 	𝑅»). 
If 𝐽  is considered as a linear mapping from the conductivity vector space to the mutual 
inductance vector space, 𝐽Î  can be considered to be a related mapping from the mutual 
inductance vector space to the conductivity vector space, which can give an approximated 
solution. 
∆𝜎K = 𝐽Î∆𝑣                                 (A.2) 
A standardized form of equation A.2 can be expressed as following, and it is only an 
approximate solution. 
∆𝜎K = ¿*∆|¿*ú    𝑢 = [1,1,… ,1]                      (A.3) 
Where 𝑢 is an identity vector. The division of two vectors means each numerator component 
been divided by the corresponding denominator component [92]. 
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If the conductivity of the test material changed, the normalized change in mutual inductance 
must be 𝑢 and the corresponding change in conductivity is 𝐽Î𝑢. Assuming the normalized 
measured mutual inductance is ∆𝑣 , equation A.3 gives the corresponding change in 
conductivity. Even though LBP produces poor-quality images and can only indicate 
quantitative information, it is still commonly used since its simplicity. There are other 
reconstruction algorithms been used to obtain improved image.  
 
A.1.2  Singular value decomposition (SVD) 
The singular value decomposition is the generalization to non-square matrices of orthogonal 
diagonalization of symmetric matrices. SVD provides a means to obtain the solution of 
equation A.1. 
For a matrix 𝐽 ∈ 	𝐶»×± and 𝐽 can be decomposed as 
𝐽 = 𝑈Σ𝑉Î = ∑ 𝑢x𝛿x±xµ3 𝑣xÎ                       (A.4) 
Where 𝑈	is a 𝑚 ×𝑚 orthogonal matrix and 𝑉 is a 𝑛 × 𝑛 orthogonal matrix. 
𝑈 = [𝑢3, 𝑢D, 𝑢F… . , 𝑢»] 
𝑉 = [𝑣3, 𝑣D, 𝑣F… . , 𝑣±] 
Σ = 𝑑𝑖𝑎𝑔[𝛿3, 𝛿D,𝛿F… . , 𝛿±23, 𝛿±]                   (A.5) 
Σ  is an 𝑚 × 𝑛  matrix with all components zero except the diagonal components 𝛿3,𝛿D, 𝛿F… . ,𝛿±23,𝛿±  are singular values of 𝐽  and note that 𝛿3 > 𝛿D > 𝛿F… . > 𝛿±23 >𝛿± > 0. 
The solution of equation A.1 can now be written as 
∆𝜎 = 𝑉Σ23𝑈Î∆𝑣 = ∑ |ã.ã±xµ3 𝑢xÎ∆𝑣                  (A.6) 
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And Σ23 is given by 
Σ23 = 𝑑𝑖𝑎𝑔 / 3.v , 3. , 3.… . , 3.¶ov , 3.¶0                 (A.7) 
Compared to Tikhonov regularization, SVD avoid the calculation of 𝐽Î𝐽, which means for 
large matrices it decreases the time costing and reduce the demand of computational resources. 
But noting that the diagonal components 𝛿3, 𝛿D,𝛿F… ,𝛿±23,𝛿± are in decreasing order, which 
means 𝛿± will be really small and 3.¶ will be pretty large that will increase the demand of 
computational resources [93]. So, some methods should be taken to suppress those small 
singular values, which is introduced in following named truncated singular values 
decomposition.  
 
A.1.3  Truncated singular value decomposition (TSVD) 
Truncated singular value decomposition (TSVD) can be used to explicitly remove those 
smaller singular values [94] . And TSVD is introduced to solve an ill-posed problem by 
ignoring 𝑛 − 𝑟 number of small singular values, where the rank of 𝐽  is 𝑟 , and then the 
equation A.6 can be converted to as following  
∆𝜎 = ∑ |ã.ãhxµ3 𝑢xÎ∆𝑣                             (A.8) 
In most cases, 𝑚 < 𝑛 and the rank of 𝐽 is equal to m (𝑟 = 𝑚).  
Where 𝑉 changed to a 𝑛 × 𝑚 matrix, 𝐽 changed to a 𝑚 ×𝑚 matrix. 
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A.2  Iterative algorithms 
A.2.1  Landweber’s method 
Landweber’s method is a variation of the steepest gradient descent method. To minimize ‖𝐽∆𝜎 − ∆𝑣‖D, we should find ∆𝜎 to make the following function minimal [95, 96]. 
𝑓(∆𝜎) = (𝐽∆𝜎 − ∆𝑣)Î(𝐽∆𝜎 − ∆𝑣) = ∆𝜎Î𝐽Î𝐽∆𝜎 − 2(𝐽∆𝜎)Î∆𝑣 + ∆𝑣Î∆𝑣  (A.9) 
The gradient of 𝑓	(∆𝜎) can be calculated as 
∇	𝑓(∆𝜎) = 𝐽Î𝐽∆𝜎 − 𝐽Î∆𝑣 = 𝐽Î(𝐽∆𝜎 − ∆𝑣)                 (A.10) 
The steepest gradient descent method is choosing the direction that makes 𝑓	(∆𝜎) decreases 
most quickly for the next iteration. The iteration procedure is therefore 
∆𝜎±s3 = ∆𝜎± − 𝜏∇	𝑓(∆𝜎±) = ∆𝜎± − 𝜏𝐽Î(𝐽∆𝜎± − ∆𝑣)           (A.11)          
Where n is the number of iterations; ∆𝜎± is the reconstructed conductivity in the n-th iteration; 𝜏 is the relaxation parameter and should be positive. 
We can analyze convergence by assuming the system as linear difference equation and then  
∆𝜎±s3 = (𝐼 − 𝜏𝐽Î𝐽)∆𝜎± + 𝜏𝐽Î∆𝑣                       (A.12) 
∆𝜎±s3 = 𝐵∆𝜎± + 𝐶∆𝑣                              (A.13) 
Where 𝐵 = (𝐼 − 𝜏𝐽Î𝐽) and 𝐶 = 𝜏𝐽Î∆𝑣 
∆𝜎±s3 = 𝐵±∆𝜎g + (𝐼 − 𝐵±)(𝐼 − 𝐵)23𝐶                  (A.14) 
∆𝜎±s3 = (𝐼 − 𝜏𝐽Î𝐽)±∆𝜎g + (𝐼 − (𝐼 − 𝜏𝐽Î𝐽)±)(𝐽Î𝐽)23𝐽Î∆𝑣         (A.15) 
Besides, we see that ‖𝐼 − 𝜏𝐽Î𝐽‖ < 1  is the condition for convergence, so the necessary 
condition for convergence of the Landweber scheme: 
     APPENDIX A 
117  
0 < 𝜏 < Dà¿*¿à                             (A.16)                               
So, the relaxation parameter 𝜏 should be selected to satisfy the convergence condition. 
Landweber algorithm is generally used in a linear matrix system. One advantage of this method 
is during the iteration process, not only is the cost function minimized, but also the condition 
of inverse problem is regularized since a greater number of iterations can build a smoother 
solution [97]. Besides, this method could avoid 𝐽Î𝐽 multiplication, which means it will reduce 
the demand of computational resources, especially in case of a large Jacobian matrix. But 
drawback of Landweber method is that it is difficult to choose the optimal number of iterations.  
 
A.2.2  More general regularization 
The following method, named maximum a-posterior estimate (MAP), mainly used when the 
inverse problem is casted into a probabilistic or statistical framework. And it will be presented 
by introducing the Bayes theorem, semi-norms and a little probability theory. 
• Bayes theorem 
Bayes theorem [42] is relative to the probability density functions of random variables. The 
probability of a random variable 𝑥 with the given value of 𝑏 is  
𝑃(𝑥|𝑏) = 2Þ𝑏À𝑥ß2()2(é)                            (A.17) 
Where 𝑃(𝑏|𝑥) is the probability of b with the given 𝑥, 𝑃(𝑥) and 𝑃	(𝑏) are the probability 
density functions of random variable 𝑥 and 𝑏. 
	
• Semi-norms 
The Tikhonov regularization using the standard 2-norm has been introduced in Chapter 4.2. 
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The term ‖𝑥‖	does not enforce smoothness even though it deletes the extreme values[42]. 
Actually, there are some more interesting norms can be used such as semi-norm. The following 
is the definition of semi-norm. 
A real-valued function 𝑝	(𝑥) on a linear space 𝑋 can be defined as a semi-norm on 𝑋 if 
these three conditions are satisfied[98] [99]: 
𝑝	(𝑥 + 𝑦) ≤ 𝑝(𝑥) + 𝑝(𝑦)		(𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒	𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦)              (A.18) 
𝑝(𝛼𝑥) = |𝛼|𝑝(𝑥)                          (A.19) 
𝑝(𝑥) ≥ 0		(𝑛𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)                       (A.20) 
Besides, the function ‖𝑥‖  is a norm if it satisfies the additional condition: ‖𝑥‖ ≥0	𝑎𝑛𝑑	‖𝑥‖ = 0⟺ 𝑥 = 0   
We can select a positive matrix 𝑃 ∈ 	𝐶±×±	(loose no generality, Hermitian) and the norm ‖𝑥‖2D = 𝑥Î𝑃𝑥. Such matrices all have the square operator 𝐿 and 𝑃 = 𝐿Î𝐿	, then it can be 
obtained: 
‖𝑥‖2D = 𝑥Î𝑃𝑥 = 𝑥Î𝐿Î𝐿𝑥 = ‖𝐿𝑥‖D                        (A.21) 
	
• A little probability theory 
Every random variable has a probability density function [42].  
Let 𝑥  be a random variable then 𝑃  is a function, showing the probability of 𝑥  being 
between a and b 
𝑃(𝑎 ≤ 𝑥 ≤ 𝑏) = 	∫ 𝑃éª 	(𝑥)	𝑑𝑥                    (A.22) 
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If a variable 𝑥 with mean 𝜇 and variance 𝜎D	is normally distributed (also called Gaussian 
distribution), its probability density function (p.d.f) is  
𝑃(𝑥) = 3Â√D 𝑒2(Ão5)6                         (A.23) 
And the expected value (mean) of a random variable 
𝐸	[𝑋] = ∫ 𝑥727 𝑃(𝑥)	𝑑𝑥                        (A.24) 
𝑇ℎ𝑒	𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒		𝑉	[𝑋] = 	E	[(X− 	𝐸	[𝑋])D] = E	[𝑋D]	– 	(𝐸	[𝑋])D      (A.25) 
If the random variable is definite vector, the probability density function is [83] 
𝑃	(𝑥) = 3(Â√D)¶∏ 𝑒2(ã2ã) DÂ⁄±xµ3 = 3(Â√D)¶ 𝑒2‖Ão5‖6         (A.26) 
Generally, if we set the 𝑐𝑜𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒	𝑚𝑎𝑡𝑟𝑖𝑥 = 𝐶, which is invertible and symmetric as well 
as 𝑃, 𝑃 = 𝐶23 and |𝐶| = |𝑃|, 𝐸	[𝑋] = 𝜇,	we can obtain 
𝑃	(𝑥) = 3(D)¶<|R| 𝑒2v(𝑥 − 𝜇)T𝑃(𝑥 − 𝜇) = 3(D)¶<|2| 𝑒2v‖𝑥 − 𝜇‖2D      (A.27) 
The linearized inverse problem can be also described by  
𝐴𝑥 = 𝑏 + 𝑒                               (A.28) 
Where 𝑒 is the error in the system (the difference between the real solution and computable 
solution, 𝑒 = 𝑏 − 𝐴𝑥. Then we can make some assumptions: 
𝐸	[𝑒] = 0, 𝑠𝑜	𝐸	[𝑏 + 𝑒] = 𝑏                         (A.29) 
𝐶𝑜𝑣	[𝑏] = 	𝐶𝑜𝑣	[𝑒]                           (A.30) 
𝐶𝑜𝑣	[𝑒]23 = 𝑄                             (A.31) 
𝑎𝑛𝑑	𝑄	ℎ𝑎𝑠	𝑠𝑞𝑢𝑎𝑟𝑒	𝑟𝑜𝑜𝑡	𝑄3 D⁄ , besides, 𝑄 is a diagonal matrix [100,101]. 
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So that 𝑒 has mean zero and 𝐶𝑜𝑣	[𝑒] = 𝑄23 and from equation A.27, we can obtain  
𝑃	n(𝑒|𝑥) = 3(D)½<|>| 𝑒2v‖𝑒‖>D                       (A.32) 
It can be known from equation A.28 that 𝑃	é(𝑏|𝑥) = 𝑃	n(𝐴𝑥 − 𝑏|𝑥)  
 𝑆𝑜		𝑃	é(𝑏|𝑥) = 3(D)½<|>| 𝑒2v‖𝐴𝑥 − 𝑏‖>D                  (A.33)  
Then it is more convenient to get the p.d.f of 𝑥 by assuming 𝑥 has mean 𝑥g and 𝐶𝑜𝑣	[𝑥] =𝑃23.  
𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑙𝑦	𝑃	(𝑥) = 3(D)¶<|2| 𝑒2v‖𝑥 − 𝑥g‖2D                  (A.34)  
When we go back to Bayes theorem, it can be obtained that  
𝑃(𝑥|𝑏) = nov[‖2‖?s‖Ä2é‖@ ](D)(¶è½) ⁄ <|2||>|2(é) 			                      (A.35) 	
• Maximum A-Posterior estimate (MAP) 
After obtaining the probability density function of 𝑥 with given 𝑏, the next step is to get the 
most likely 𝑥, which means to maximize the posterior 𝑃(𝑥|𝑏). This is so called maximum a-
posteriori (MAP) estimate. According to equation A.35 𝑃(𝑥|𝑏)  can be maximized by 
minimizing ‖𝑥 − 𝑥g‖2D + ‖𝐴𝑥 − 𝑏‖>D . Therefore, the problem can be stated as  
𝑥A = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑥 − 𝑥g‖2D + ‖𝐴𝑥 − 𝑏‖>D                        (A.36) 
The method of solving equation A.36 is same to solving equation 4.5 in Chapter 4.2. 
The function to be minimized can be expanded as following. 
𝑥A = 𝑎𝑟𝑔𝑚𝑖𝑛	[(𝐴𝑥 − 𝑏)T𝑄(𝐴𝑥 − 𝑏) + (𝑥 − 𝑥g)T𝑃(𝑥 − 𝑥g)]         (A.37) 
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To get the solution of equation A.37, we should make its differential equal to zero. According 
to the differential rule, we can obtain  
2(𝐴𝑥 − 𝑏)T𝑄 𝜕𝜕𝑥 (𝐴𝑥 − 𝑏) + 2(𝑥 − 𝑥g)T𝑃 
=2(𝐴𝑥 − 𝑏)T𝑄𝐴 + 2(𝑥 − 𝑥g)T𝑃 
             =2𝑥Î𝐴Î𝑄𝐴 − 2𝑏Î𝑄𝐴 + 2𝑥Î𝑃 − 2𝑥gÎ𝑃 = 0          (A.38) 
By transposing both sides of the equation A.38 and simplified, we get 
𝐴Î𝑄Î𝐴𝑥 − 𝐴Î𝑄Î𝑏 + 𝑃Î𝑥 − 𝑃Î𝑥g = 0 
     (𝐴Î𝑄Î𝐴 + 𝑃Î)𝑥 = 𝑃Î𝑥g + 𝐴Î𝑄Î𝑏                  (A.39) 
Then we can find the solution for the minimum 
𝑥 = (𝐴Î𝑄Î𝐴 + 𝑃Î)23(𝑃Î𝑥g + 𝐴Î𝑄Î𝑏	)                 (A.40) 
Besides, it has been mentioned before that we choose Q to be diagonal matrix and P is 
symmetric matrix, which means 𝑄Î = 𝑄 and 𝑃Î = 𝑃, then we can get 
𝑥 = (𝐴Î𝑄𝐴 + 𝑃)23(𝑃𝑥g + 𝐴Î𝑄𝑏	)                    (A.41) 
 
A.3  Advantages and disadvantages 
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Table A.1 The advantages and disadvantages of inverse problem algorithms 








Increase image quality (more 
information can be obtained) 
Hard to choose the optimal regularization 
parameter, show blurred edges and 
boundaries between materials 
SVD 
 
Avoid the calculation of 𝐽Î𝐽 and 
decrease the time costing 
Increase the demand of computational 
resources 






Produce almost optimal reconstructed 
images; displace sharp edges and 
boundaries between materials 
Need tuning the parameter; 
increase the reconstruction time 
Landweber’s 
method 
Avoid multiplication of 𝐽Î𝐽, reduce the 
demand of computational resources 
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