Abstract-This paper presents a novel learning control method for ball-screw-driven stages. In recent years, many types of friction models that are based on complicated equations have been studied. However, it is difficult to treat friction models with equations because the level of precision that is associated with real friction characteristics and parameter tuning are difficult to achieve. In contrast, repetitive perfect tracking control (RPTC) is a repetitive control technique that achieves high-precision positioning. In this paper, we propose the use of RPTC with n-times learning filter. The n-times learning filter has a sharper rolloff property than conventional learning filters. With the use of the n-times learning filter, the proposed RPTC can converge tracking errors n times faster than the RPTC with the conventional learning filter. Simulations and experiments with a ball-screw-driven stage show the fast convergence of the proposed RPTC. Finally, the proposed learning control scheme is combined with data-based friction compensation, and the effectiveness of this combination is verified for the x-y stage of a numerically controlled machine tool.
I. INTRODUCTION

B
ALL-SCREW-DRIVEN stages are widely used in industrial equipment such as numerically controlled (NC) machine tools, and so on. From the viewpoint of productivity and microfabrication, high-speed and high-precision positioning techniques are desired from such types of industrial equipment. However, the high-precision positioning of ball-screw-driven stages is difficult because of their nonlinear friction characteristics [1] , [2] . Therefore, various studies have been conducted on rolling friction compensation. Two types of rolling friction compensation methods were developed in these studies, i.e., the model-based compensation and the learning-based compensation (repetitive control or iterative learning control).
Under the model-based compensation, the generalized Maxwell-slip model [3] , the variable natural length spring model [4] , the rheology-based model [5] , [6] , and so on have been proposed. If designed well, these models can greatly suppress the influence of rolling friction. However, parameter determination is difficult in the construction of precise nonlinear fiction models. In contrast, under the learning-based compensation [7] , the influence of nonlinear friction can be suppressed by learning. This technique can be applied not only to ball-screw-driven stages but also to other devices because it does not require disturbance models [8] - [10] . Repetitive control (RC) is one of the learning control techniques that can achieve high-precision positioning. This technique is widely used for rejecting periodic disturbances or for tracking a periodic reference signal [11] , [12] . As one of the RC techniques, repetitive perfect tracking control (RPTC) has been proposed in [13] , and it achieved high tracking performance with a ball-screw-driven stage [14] , [15] . From the standpoint of high-speed positioning, a small number of learning iterations are required.
Under ideal conditions, using the results of mathematical analysis, RPTC can suppress input (or output) disturbances and guarantee perfect tracking after a single learning iteration. Here, ideal conditions imply no modeling error and no use of a low-pass filter in the learning unit. However, modeling error is unavoidable and a low-pass filter is necessary for ensuring the robust stability of the control system.
In this paper, n-times learning RPTC is proposed. In the conventional RPTC, the high-speed convergence of learning is sacrificed for robust control system stability. In contrast, the proposed RPTC can ensure stability without sacrificing the high-speed convergence. Moreover, from a mathematical analysis, the tracking error of the proposed RPTC converges n times faster than the conventional RPTC with a small modeling error condition. In other words, the tracking error convergence that is achieved after n learning iterations using the conventional RPTC can be achieved with only one learning iteration using the proposed RPTC, as shown in Fig. 1 . A simulation under the no-modeling-error condition shows that n-times faster error convergence is achieved by the proposed RPTC. In addition, the simulations and experiments with a ball-screw-driven stage indicate the effectiveness of the proposed RPTC.
II. BALL-SCREW-DRIVEN STAGE
A. Experimental Stage
The experimental stage that is used in this paper is shown in Fig. 2 . This ball-screw-driven stage is a part of an NC machine 0278-0046 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. tool product. The ball screw is directly coupled with the shaft of a servo motor. Each axis has a rotary encoder with a resolution of 5.99 μrad/pulse and a linear encoder with a resolution of 100 nm/pulse; these are attached to the servo motor and the table, respectively. Moreover, a grid encoder called KGM is installed to measure the contouring accuracy. In this paper, only the rotary encoder is used in the position controller because we assume a semiclosed control, which is prevalent in commercial products. Furthermore, we only control the x-axis, except in Section VI-B. Fig. 3 shows the frequency response that is obtained from current reference i ref q to the angular position using a fast Fourier transform analyzer. From this figure, nominal plant P n (s) is determined as follows:
where the torque constant is K T = 0.715 Nm/A, the inertia is J = 0.01 kgm 2 , and the viscous friction is D = 0.1 Nms/rad. 
B. Nonlinear Rolling Friction
Rolling friction is generated by the balls that are present in the ball screw and the rolling guide. The characteristics of this rolling friction are shown in Fig. 4 . These characteristics can be divided into two regions, i.e., regions A and B. In region A, which is the start of the rolling region, the balls do not roll perfectly. At this time, the friction force depends on the displacement from the velocity reversal due to the balls' elastic deformation. In region B, which is the rolling region, the balls roll perfectly. At this time, the frictional property shows the Coulomb friction characteristic, and the frictional force attains a constant value.
As aforementioned, many mathematical models of this nonlinear friction have been already developed [3] - [6] . These equation-based models can greatly suppress the influence of rolling friction if a well-designed model is constructed. However, these models express the rolling friction characteristic using complex equations with various parameters. It is difficult to determine these parameters, and adequate know-how is required for parameter determination.
Therefore, in [14] , a data-based friction model was developed. This friction model is based on the use of measured friction data and does not require any equations. However, both in the equation-based and data-based models, the robustness of the rolling friction characteristics is critical because the robustness varies with the temperature and the environment.
Furthermore, the position error of NC machine stages is generated not only by this friction but also by other disturbances, plant parameter variations, or mechanical resonance modes. Therefore, in this paper, learning control is considered to enhance the robustness of the servo mechanism.
III. CONVENTIONAL RPTC
The RPTC is a repetitive control scheme that can iteratively (by learning) suppress periodic disturbances [13] . In this section, the structure of the RPTC and its convergence condition are explained.
A. RPTC Structure
A block diagram of the RPTC scheme is shown in Fig. 5 . The RPTC consists of feedback (FB) controller C fb , multirate feedforward (FF) controller C ff , which is based on perfect tracking control (PTC) [16] , and a learning unit, which is also known as a periodic signal generator (PSG). x d denotes the state vector of the target position and target velocity. In the PTC, reference r, which is the input of C ff , is given by the preview trajectory as
. y, u, and d denote the position output, the control input, and the disturbance, respectively. S(T y ) and S(T r ) denote the samplers with output sampling period T y and reference sampling period T r , respectively. H m (T u ) denotes a multirate holder with control period T u .
The PSG that is shown in Fig. 6 is composed of a memory module, learning filter (low-pass filter) Q r , and a state-variable generator. The memory module memorizes tracking error e and compensates for the sample delays that occur in Q r and in the state-variable generator. For the smoothing of FF input u 0 [k], the sensor noise in y [k] should be attenuated by low-pass filter Q r [13] .
N d is the number of memory units that is required in the trajectory, which is determined by the PTC [16] . Learning filter Q r is a realization of a zero-phase low-pass filter Q. Q and Q r are expressed by
where Q r can be realized due to the sample delay compensation of the memory. The state-variable generator generates the state variables, the position, and the velocity, which is required by the multirate FF controller that is mentioned in the PTC theory. Velocity is calculated using the central difference for avoiding sample delay. Periodic disturbances are suppressed as follows.
• Step 1 (learning). The tracking error is stored in the memory.
• Step 2 (the state variable calculation). The state variable is calculated from the stored error.
• Step 3 (the redesigning of the target trajectory). The calculated state variable is added to the target trajectory. Then, the error becomes smaller than the previous cycle. Fig. 7 , are expressed as the following vector:
B. Definition of Signals and Transfer Functions
Signals in iteration cycle
Here, T r and subscript j denote the sampling time and the number of iterations, respectively. A transfer function can be represented using impulse response matrix G [17] , i.e.,
Here, g i (i = 1, 2, . . . , N d − 1) denotes the impulse response coefficient of transfer function G, which is described in Fig. 8 .
The input-output relation of each sampling time T r in iteration cycle T d is described using input-output vectors and impulse response matrices as follows:
where G and H are arbitrary impulse response matrices. The multiplication of G and H is commutative because they are lower triangular and Toeplitz matrices. 
C. RPTC Convergence Condition
The RPTC convergence condition is derived using the equivalent block diagram that is shown in Fig. 9 . This equivalent block diagram is based on the following assumptions.
• Usually, the RPTC is a multirate control system. However, here, the RPTC is treated as a single-rate system for simplicity.
• Multirate FF controller C ff is treated as C ff = P −1 n because this is a perfect inverse system, in terms of both the gain and the phase of the plant.
• To simplify the system, only the position is used as the input to C ff , despite the fact that C ff requires a state variable as its input. Owing to this assumption, the statevariable generator can be ignored.
is stable. The RPTC convergence condition is derived from the relationship between the error vectors of the jth and (j + 1)th iterations. The output vector of the jth iteration, i.e., y j , is given as
Therefore, we obtain
where
From (7), the error vector of the jth iteration e j is expressed as
The error vector of the next iteration e j+1 is expressed as
If plant P has a multiplicative modeling error Δ, then P is expressed as
From (8), we have
Then, e j+1 is written using (10)- (12) as follows:
Equation (13) indicates that error vector e 1 , which appeared in the first iteration, iteratively converges with ratio (I − Q − QSΔ). Moreover, e 2 = 0 (zero vector) under the ideal condition, which is given as Q = I, and Δ = O. This means that perfect tracking is achieved after the first learning, which is the most interesting property of the RPTC. The design of Q is important because the stability and the error convergence depend on Q. The sufficient condition for monotonic convergence, which is expressed as
is to satisfy the following inequality [17] :
IV. QUICK CONVERGENCE RPTC WITH n-TIMES LEARNING FILTERQ n (PROPOSED)
Using the RPTC, the tracking error converges as the number of iterations increases. In this section, to improve the tracking error convergence, we propose the n-times learning RPTC scheme with an n-times learning filterQ n . The proposed RPTC is realized by replacing learning filter Q withQ n . Given that Q is replaced withQ n , the convergence condition changes. Thus, when Δ = 0, the proposed RPTC can learn n times faster than the conventional RPTC. The change in the convergence condition, owing to the learning filter replacement, is verified. Furthermore, the characteristics ofQ n are described.
A. n-Times Learning Filter
When e 1 occurs in the conventional RPTC, e 3 , e 4 , . . . , e n+1 are written using the binomial theorem as follows:
Here, n C m is the binomial coefficient. Now, we defineQ n as
and replace Q withQ n . Then, the convergence equation changes toẽ
whereẽ j, n denotes the error vector of the jth iteration wheñ Q n is used. Then, the monotonic convergence condition is given as
Here, the tracking error vector of the second iterationẽ 2, n is written as follows.
• When n = 3 (
•
The proof of (24) is described in the Appendix. Compared with (18) and (24), the first and second terms on the right-hand side are identical. To guarantee the error convergence stability [see (15) ], Q is generally designed with a small gain in the high-frequency band where |SΔ| has a high gain, as shown in Fig. 14 . Then, the third terms of the right-hand sides of (18) and (24) are well attenuated by Q m . Therefore, if the effect of the third term with Q m is much smaller than that of the second term with Q,ẽ 2, n is written as
Equation (25) indicates that the error that appears after 1-time learning usingQ n is almost equal to the error that appears after n-times learning using Q.
B. Convergence With No Modeling Error
If there is no modeling error, i.e., Δ = O, (25) becomes completely equal as in the following:
From (18) and (24), the following equation is obtained: Fig. 1 shows an intuitive understanding of this equation. Therefore, the conventional Q filter requires jn iterations of learning to converge to e jn+1 . In contrast, the n-times learning filterQ n requires only j iterations of learning to achieve the same e jn+1 . Then, the proposed RPTC can converge the error n times faster than the conventional RPTC. In other words, when using the proposed high-order filterQ n , the convergence ofẽ j+1, n can be estimated from the error e jn+1 of the original Q filter.
C. Realization of n-Times Learning FilterQ n
From (19), n-times learning filterQ n is a multistage Q filter. Therefore,Q n is expressed as a finite-impulse response filter, as shown in the following:
where N q is an integer that is defined in (2) . This nonproper filter is realized asQ where the suffix r implies "realization." The numbers of sample delays in (3) and (28) are different. Accordingly, we should change the number of sample delays in the memory to realizẽ Q n similar to Fig. 10 . Here, n is restricted as follows:
D. Characteristic of n-Times Learning FilterQ n
In this section, the characteristics ofQ n are revealed. From (13), e 2 becomes 0 after the first iteration when Δ = O, and Q = I. In other words, the fastest convergence is achieved when Q = I. The gain characteristic of Q = I is 0 dB for all frequencies. However, we should design Q as a low-pass filter because the control system becomes unstable due to the high-frequency signals that originate from noise or mechanical resonance. Therefore, to realize stable and fast convergence, filter Q should have a wide 0-dB region at low frequencies and a sharp rolloff property at high frequencies. Fig. 11 shows the gain characteristics of Q andQ n . Here, the sampling time is 2 ms. Note that the gain characteristics of Q r andQ nr are the same with Fig. 11 . The phase characteristic is zero at all frequencies because Q andQ n are zero-phase lowpass filters. Fig. 11(b) shows the plots of Q(N q = 0, 1, 5, 40) andQ 2 (N q = 20). As N q increases, the high-frequency gain of Q decreases, and high robust stability of convergence is obtained. However, the frequency bandwidth through which 0-dB signals can pass decreases with bigger N q , which results in slower convergence and worse error attenuation. In contrast, the proposedQ 2 (N q = 20) can yield a higher bandwidth and a sharper rolloff property than the conventional Q(N q = 5), as shown in Fig. 11(b) .
In Fig. 12 , the variation in the gain characteristic ofQ n is discussed using various parameters of n and N q . As shown in Fig. 12(a) , a sharper rolloff characteristic is obtained as n increases with fixed N q = 20. In Fig. 12(b) , the filter's order is fixed to nN q = 40. In comparison withQ 2 (N q = 20), the bandwidth of the conventional Q(N q = 40) andQ 4 (N q = 10) decreases and increases, respectively. In this comparison, it seems that N q is more dominant than n because the bandwidth considerably changes and the rolloff characteristics almost remain unchanged.
As a result, it can be said that the proposed method can afford a greater number of degrees of freedom for tuning the bandwidth and the rolloff characteristics. For example, it is possible that the proposedQ n of n = 5 and N q = 20 has a slightly higher bandwidth and a considerably larger rolloff than the conventional Q(N q = 1), as shown in Fig. 12(c) . Generally, in the learning control, there is a tradeoff between the convergence speed and the robustness of stability.Q 5 (N q = 20) is a more suitable learning filter than Q(N q = 1) when a sharper rolloff property and a high bandwidth are needed.
The rolloff characteristic of the conventional learning filter Q is improved by sacrificing the frequency bandwidth. In contrast, both the rolloff and bandwidth of the proposed n-times learning filterQ n can be improved by increasing n and N q , respectively.
V. SIMULATION
The effectiveness of the n-times learning RPTC is verified by performing two simulations.
A. Simulation of Ideal Condition With Sinusoidal Disturbance
n-Times fast convergence is confirmed by the simulation of the nominal plant model P n (s) with sinusoidal disturbance. The position error due to this disturbance is suppressed with the RPTC.
A multirate FF controller is designed for P n . Then, this simulation condition is ideal because the modeling error is zero. A PID FB controller with a position frequency bandwidth of 40 Hz is designed following the pole placement method. Moreover, Q and 3-times learning filterQ 3 are designed with N q = 20 and T r (= 2T u , T u = 1 ms, where T u is the control period [16] ). The input disturbance that is shown in Fig. 13(a) is suppressed by the conventional RPTC and the proposed 3-times learning RPTC. For the sake of clear comparison, iteration cycle T d is considered twice the disturbance cycle (T d = 0.5 s).
The simulation results are shown in Fig. 13 . Fig. 13(b) shows the tracking error. Moreover, Fig. 13(c) and (d) are zoomed-in versions of parts of Fig. 13(b) . The tracking error is suppressed after T d owing to RPTC compensation. Very small impulseshaped tracking errors, as shown in Fig. 13(c) , are generated by the discontinuous state variables of the multirate FF controller. In Fig. 13(d) , the conventional fourth-cycle error e 4 is equal to the second-cycle errorẽ 2, 3 of the proposed RPTC.
In contrast, the second-cycle errorẽ 2, 3 is only achieved by the 1-time learning with the proposed RPTC. Therefore, the tracking error of the proposed RPTC can converge three times faster than the conventional RPTC. In addition, the impulseshaped errors converged faster using the proposed RPTC. Therefore, the convergence analysis in Section IV-B is verified. 
B. Simulation With Detailed Model of Ball-Screw-Driven Stage
The effectiveness of the proposed method was also verified by performing a detailed simulation of the ball-screw-driven stage. The nominal plant for designing the PTC is a rigid-body model P n (s) [see (1) ]. Simulation model P (s) includes three resonance modes with deadtime T d = 70 μs as the modeling error as in the following:
The parameters are listed in Table I . Furthermore, nonlinear rolling friction is injected as the input disturbance, which is obtained from the experiments on a data-based friction model [14] . Owing to this nonlinear friction, a periodic tracking error is generated when a periodic position reference is given. In this case, the RPTC suppresses the periodic tracking error through learning. FB controller C fb (s) is designed following the pole placement method with a position-loop bandwidth of 45 Hz and is discretized by the Tustin transformation with T u = 1 ms. Fig. 14 shows the frequency response of multiplicative modeling error Δ(s) = (P (s) − P n (s))/P n (s) and sensitivity 
has a high gain in a higher frequency band,Q 5 is designed as the proposed learning filter with n = 5 and N q = 20 to guarantee the error convergence. Moreover, the conventional filter Q is designed with N q = 20.
The simulation results are shown in Fig. 15 . The sinusoidal position reference that is shown in Fig. 15(a) is given to the stage. Then, the tracking error occurs, as shown in Fig. 15(b) . Fig. 15(c) is a close-up of the third iteration error. From Fig. 15(b) and (c), the maximum tracking error of each cycle decreases with the 5-times learning RPTC. Therefore, Q 5 can learn the tracking error more effectively than the conventional Q. Five-times fast convergence is not exactly achieved because the disturbance that is caused by the nonlinear friction is not perfectly periodic. However, it can be confirmed that quick convergence is achieved by the proposed n-times learning, even with modeling error.
In these simulations, the modeling errors due to mechanical resonance modes are mainly considered. In contrast, the RPTC method is robust against parameter variations of the rigid-body mode, such as K T , J, and T d . The error convergence performance was analyzed under the parameter variation in [13] .
VI. EXPERIMENT
A. Verification of n-Times Learning Control
The proposed method was implemented with the experimental ball-screw-driven system. Controllers and learning filters were the same as in the detailed simulation of the ball-screwdriven stage. A multirate FF controller and a PID controller are designed identical to those in the simulation. Q andQ 5 are designed with a sampling time of 2 ms, and N q = 20.
The experimental results are shown in Fig. 16 . Fig. 16(a) is the target trajectory, which is the same as in the simulation. Fig. 16(b) and (c) are plots of the tracking error and the zoom of the third-cycle tracking error, respectively. In Fig. 16(b) and (c), the maximum tracking error of the proposed RPTC is smaller than that of the conventional RPTC, which is similar with the simulation. Hence, fast convergence was verified from the simulation and experimental results. 
B. Combination With Model-Based Compensation
Although the learning control is robust against plant and disturbance variations, it is not effective for the first iteration of learning. Then, in the case of the NC machine tool application, a quadrant glitch is not avoidable with only the learning control during the learning process. Therefore, the proposed learning control is combined with the rolling friction compensation.
Both the conventional RPTC and the proposed RPTC can be easily combined with model-based compensation methods, i.e., with both the equation-based and data-based friction models. In this section, the data-based method [14] is selected as an example. The block diagram of the proposed control system is shown in Fig. 17. Each y rev and y d [k] represents the position of velocity reversal and the target trajectory, respectively. The dotted line in this figure shows the data-based rolling friction model, and the input of the friction table is given by the difference between y d [k] and y rev . Therefore, the rolling friction model performs FF compensationf [k] to reject nonlinear friction f (t) before the RPTC compensation starts. In addition, the remaining tracking error due to the friction model mismatch, the plant variation, or the modeling error can be suppressed by the RPTC in subsequent iterations. Fig. 18 shows the experimental results of the combination method both for the x-axis and the y-axis. As shown in Fig. 18(b) , 2-Hz sinusoidal target trajectories are given with an amplitude of 10 mm. This target is the severe condition for this experimental stage because its tangential speed is F = 7540 mm/min, although commercial products with this stage normally use below F = 1000 mm/min. Fig. 18(b) shows the error in the case without friction compensation (f [k] = 0) and without the use of the RPTC, in which the switch in Fig. 17 turns off. Because the plant parameters, such as inertia J and torque constant K T , are not well identified, the y-axis has a large position error.
In the first iteration, the RPTC does not work because of the learning process. Fig. 18(c) shows that the friction compensation can reject the quadrant glitch. Moreover, the remaining error that is caused by the modeling error, the parameter mismatch, and the x-y cross-coupling disturbance is reduced by the second and third iterations of the RPTC, as shown in Fig. 18(d) and (e), because the frequency of the trajectories of 2 Hz is less than the bandwidth of the learning filter. Note that, at t = 0.125 s of the y-axis and at t = 0 and 1 s of the x-axis, a relatively large error occurs because of the discontinuous waveform of the target velocity trajectory. To perfectly track this trajectory, a very large control input is required. Although this can be improved by inputting a smoother trajectory, we will not discuss it in this paper because it is not the main issue. Fig. 18(f) shows the experimental results of the circularity measurement test that is detected by the grid encoder that is shown in Fig. 2 . Only the data of the second period (t = 0.5 ∼ 1) is plotted. Using the proposed combined method with the iteration, the roundness error converges to less than 3 μm, which is much better than the result of the commercial product with the same stage in this severe condition.
VII. CONCLUSION
In this paper, we have proposed an n-times learning RPTC that can converge the tracking error n times faster than the conventional RPTC. The n-times learning filter that is used in the proposed RPTC has better low-pass and sharp rolloff characteristics than the conventional learning filter. n-Times fast convergence is verified from the results of an ideal simulation. The effectiveness of the proposed method is shown by the simulation and experiment with the x-axis of the ball-screw-driven stage of an NC machine tool. Finally, the proposed method is combined with the model-based friction compensation. The advantage of the method is experimentally confirmed by the x-and y-axes of the same stage, and the circularity is precisely evaluated.
APPENDIX PROOF OF (24)
Matrix {(I − Q) + Q} n is expanded using the binomial theorem as follows: 
By multiplying SΔ to (32) and by adding (33), (24) is proven.
