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ON THE CONSTRUCTION OF SOBOLEV ALMOST PERIODIC INVARIANT TORI
FOR THE 1D NLS
LUCA BIASCO, JESSICA ELISA MASSETTI, AND MICHELA PROCESI
Abstract. We discuss a method for the construction of almost periodic solutions of the one dimensional analytic
NLS with only Sobolev regularity both in time and space. This is the first result of this kind for PDEs.
1. Overview and main result
In KAM theory for PDEs, one of the most challenging problems of the last twenty years is the construction of
almost-periodic solutions1. Very few results are known in this direction, and all of them investigate models with
external parameters in order to avoid resonances and focus on the small divisor problem. In particular, in all
the existent literature, the construction of almost periodic solutions is achieved at the cost of an extremely high
decay of their Fourier coefficients, which approach zero super-exponentially, exponentially or sub-exponentially
(Gevrey). Indeed, because of the fact that the classical KAM procedure is not uniform in the dimension, one
cannot naively construct a quasi-periodic solution supported on a n-dimensional invariant torus and then take
the limit n → ∞: one would fall on the elliptic fixed point. Relying on an NLS with multiplicative potential
(producing an infinite set of free parameters) and smoothing nonlinearity, Po¨schel (partially) tackles this problem
in [25], by iteratively constructing its solutions though successive small perturbations of finite-dimensional tori,
parametrized though action-angle variables and eventually characterized by a very strong compactness property:
in order to overcome the dependence of the KAM estimates on their dimension, the radii of these tori have to
shrink super-exponentially, this leading to very regular solutions. See also [17] for a generalization of Po¨schel’s
approach to the analytic cathegory, by using To¨plitz-Lipschitz function techniques.
Bourgain understood that when the dimension grows to infinity, action-angle variables become the Achilles’
heel of the KAM procedure (they are not even well defined, in general) and in his pioneering work [11] on the
quintic NLS with Fourier multipliers (providing external parameters in `∞), he proposed a different approach
by working directly in cartesian coordinates, without introducing any action-angle variables, and relying on a
Diophantine condition which is taylored for the infinite dimension. For most choices of the parameters, this
lead to the construction of almost periodic invariant tori which support Gevrey solutions.
The recent work [8] extends the techniques of [11] and proposes a novel, flexible approach which allows
to construct in a unified framework, both maximal and elliptic invariant tori of any dimension which are the
support of the desired Gevrey solutions, for an NLS with Fourier multipliers which does not necessarily preserve
momentum. The persistence of the invariant tori is achieved though an abstract normal form theorem ”a` la
Herman”, whose estimates are uniform in the dimension (see [8, Theorems 3 and 7.1]). See also [5,22,23] for a
survey on this technique.
The possibility of constructing almost-periodic solutions for a fixed PDE, i.e. ”eliminating” the external
parameters through amplitude-frequency modulation, appears to be intimately related to the regularity issues.
Roughly speaking, a fast decay of the ”actions” (needed for the scheme to converge) leads to a weak modulation
of frequencies which in turn results in bad bounds on the small divisors. It then becomes fundamental to look
for almost-periodic solutions in lower regularity spaces. However this appears to be a very difficult problem,
due to the presence of extremely small divisors.
An analogous problem with rapidly vanishing small divisors arises in Birkhoff Normal Form theory for PDEs.
1i.e. solutions which are limit (in the uniform topology in time) of quasi-periodic solutions
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Indeed in the analytic or Gevrey case one has sub-exponential stability times (see [15] and [13]), whereas in the
Sobolev case the best known estimates have a power growth in the Sobolev exponent (see [2], [16], [4], [6]).
The counterpart of total and long time stability results is the construction of unstable trajectories, which
undergo growth of the Sobolev norms, see [9, 12,18–20].
In the context of quasi-periodic solutions there is a wide literature regarding solutions of finite regularity.
However most of the interest is in the case of a non-linearity which is only Sobolev. The strategy is to apply a
Nash-Moser scheme (generalizing [14], [10]) and prove tame estimates on the inverse of the linearized equation
at an approximate solution, either by multiscale methods, [3], or by reducibility [1]. Of course one can apply
this techniques also in the case of analytic non-linearities. Another possibility is to construct solutions which
are analytic in time and only finite regularity in space (see, e.g. [24], [21]). Note however that solutions obtained
with such methods are often actually smooth (by bootstrap arguments). Unfortunately it is not at all clear how
(or even whether it is possible) to extend such ideas to almost-periodic solutions.
A main difference with the quasi-periodic case is that for almost-periodic solutions the topology of the phase
space is crucial. Indeed, in the quasi-periodic case (at least for semi-linear PDEs) one typically looks for an
analytic embedded finite dimensional torus in a fixed phase space of x-dependent functions, by modulating
the analyticity strip in the angles. Then the analyticity in time directly follows. On the other hand, it is not
obvious at all (and clearly it strongly depends on the topology of the phase space), whether the embedded2
infinite dimensional torus is analytic. Anyway, the analyticity in time does not follow since the map t 7→ ωt
is not even continuous3. Generically, almost-periodic solutions are not continuous trajectories in the phase
space. However, such solutions can be regular as complex valued functions of time and space, depending on the
regularity of the phase space. See Remark 1.1.
Taking all the advantage from the flexible construction proposed in [8], we present here the very first result
of persistence of almost-periodic solutions with finite regularity both in time and space. We stress that our
solutions are not maximal tori but instead are mostly localized on a sparce lattice.
The core of our strategy is that in constructing solutions mostly localized in such lattices we may impose very
strong Diophantine conditions, see Definition 1.1, so that our small divisors can be controlled similarly to the
Gevrey case of [8]. The key points are the definition of diophantine vectors 1.1, the measure estimates of
Theorem 2 and the bounds on the homological equation in Lemma 3.1 .
We present in this note our strategy in the simplest possible setting. To this purpose, we consider families
of NLS equations on the circle with external parameters of the form:
(1.1) iut + uxx − V ∗ u+ f(|u|2)u = 0 .
Here i =
√−1, u = ∑j∈Z ujeijx, V ∗ is a Fourier multiplier
(1.2) V ∗ u =
∑
j∈Z
Vjuje
ijx , (Vj)j∈Z ∈ [−1/2, 1/2]Z ⊂ `∞(R)
and f(y) is real analytic in y in a neighborhood of y = 0. We shall assume that f(0) = 0. By analyticity, for
some R > 0 we have
(1.3) f(y) =
∞∑
d=1
f (d)yd , |f |R :=
∞∑
d=1
|f (d)|Rd <∞ ,
We look for solutions in Fourier series u(x) =
∑
j∈Z uje
ijx, where (uj)j∈Z belongs to the scale of Banach spaces
(1.4) wp :=
{
u := (uj)j∈Z ∈ `2(C) : ‖u‖p := sup
j∈Z
|uj |bjcp <∞
}
, p > 1 ,
2In the infinite-dimensional case, even the definition of such an embedding requires accuracy in the choice of the topology.
Indeed most of the existent literature bypass this issue and directly construct the solutions as limit of quasi-periodic ones.
3At least if supj |ωj | =∞ as it is typical in PDEs.
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where4 bjc := max{2, |j|}. As it is common habit, we endow wp ⊂ `2 with the symplectic structure inherited
from `2. Note that u(x) ∈ Ck for every k < p− 1.
It is well known that (1.1) is a hamiltonian system with Hamiltonian
(1.5) HV (u) :=
∑
j∈Z
(j2 + Vj)|uj |2 + P , with P :=
∫
T
F (x, |
∑
j
uje
ijx|2)dx , F (y) :=
∫ y
0
f(s)ds .
We consider as “tangential sites” the following (infinite) subset of Z
(1.6) S := {2h, h ∈ N} , Z = S ∪ Sc
and define the set of “tangential frequencies”
(1.7) QS :=
{
ν = (νj)j∈S ∈ RS :
∣∣νj − j2∣∣ < 1
2
}
.
The main result is the following
Theorem 1. Consider a translation invariant NLS Hamiltonian as in (1.1). For any p > 1, γ > 0 there exists
ε∗ = ε∗(p) > 0 such that, for all r > 0 satisfying
(1.8) ε :=
|f |R
γR
r2 ≤ ε∗
for every
(1.9)
√
I ∈ Br(wp) with Ij = 0 for j ∈ Sc
and for any W ∈ [−1/4, 1/4]Sc such that W0 6= 0, the following holds.
There exist a positive measure Cantor-like set C ⊂ QS , such that for all ν ∈ C there exists a potential V ∈
[−1/2, 1/2]Z and a analytic change of variables Φ : B2r(wp)→ B4r(wp) such that
(1.10) TI := {u ∈ wp : |uj |2 = Ij ∀j ∈ Z}
is an elliptic KAM torus of frequency ν for HV ◦ Φ with Vj = Wj for j ∈ Sc. Finally V depends on ν in a
Lipschitz way.
Remark 1.1. Since we are able to construct solutions for every
√
I ∈ B¯r(wp) with Ij = 0 for j ∈ Sc and we have
that |uj(t)| ∼
√
Ij , then most of our solutions have only Sobolev regularity (both in space and time) and are
not analytic, Gevrey or even C∞. To be more explicit, the map
ı : T∞ → TI ⊂ wp, ϕ = (ϕj)j∈Z 7→ (
√
Ije
iϕj )j∈Z
is analytic provided that we endow T∞ with the `∞-topology. On the other hand, the map ψ : R→ T∞, t 7→ ωt
is not even continuous. Of course the regularity of ı ◦ ψ depends on the choice of the actions Ij . If we take for
instance Ij = 〈j〉−p, then ı ◦ ψ : R→ wp is not continuous. On the other hand, for all x ∈ T, the map
t 7→ ı ◦ ψ(t, x) =
∑
j
〈j〉−pei(ωjt+jx)
is Ck(R,C) for all k < p−12 .
Remark 1.2. The choice of S is rather arbitrary. However the fact that S is sparse is essential. More precisely
we need a growth of the type S := (sh)h∈N, sh ∼ eln3 h. This and other extensions will be discussed in the
forthcoming paper [7].
4Obviously one could also take the more standard weight 〈j〉 := max{1, |j|}, which generates the same Banach space. We made
such choice for merely technical reasons.
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We can be rather explicit in our description of the set C. We start by fixing the hypercube
(1.11) Q :=
{
ω = (ωl)l ∈ RZ :
∣∣ωl − l2∣∣ < 1
2
}
, Q = QS ×QSc
and by introducing the following
Definition 1.1 (Diophantine condition). Let τ ≥ 2. We say that a vector ω ∈ Q belongs to Dγ,S if it satisfies
(DC) |ω · `| ≥ γ
∏
j∈S
1
(1 + |`j |2〈log2 j〉2)τ
, ∀` : 0 < |`| <∞ ,
∑
j∈Sc
|`j | ≤ 2 , pi(`) = m(`) = 0
where pi(`) :=
∑
j∈Z j`j and m(`) :=
∑
j∈Z `j .
Theorem 2. Under the hypotheses of Theorem 1, there exist C > 1 and a Lipschitz map
(1.12) Ω : QS → QSc , |Ωj − j2 −Wj |+ γ|Ωj |Lip ≤ Cγ ∀j ∈ Sc ,
such that
C := {ν ∈ QS : (ν,Ω(ν)) ∈ Dγ,S}
where |·|Lip stands for the classical Lipschitz semi-norm. Moreover meas(QS \ C) ≤ Cγ.
Remark 1.3. Note that (DC) is a much stronger diophantine condition that the one proposed in [11] (or [8]),
where the denominators were of the form 1 + |`j |2j2. Of course the reasons why we can impose such strong
diophantine conditions, still obtaining a positive measure set, are the structure of the set S and the fact that
we only need to consider denominators with
∑
j∈Sc |`j | ≤ 2. Note that our diophantine condition becomes the
usual one in the case
∑
j∈Sc |`j | = 0, by just renaming the indices j = 2h. To deal with the remaining terms
(` not supported only on the tangential sites) we use the constants of motion and the dispersive nature of the
equation (ωk ∼ k2).
1.1. Functional Setting. We start by endowing our phase space wp (see (1.4)) with the symplectic structure
Ω = i
∑
j duj ∧ du¯j induced by the Hermitian product on `2 = `2(Z,C). In order to introduce the Hamiltonians
on such space we introduce the following
Definition 1.2 (Multi-index notation). In the following we denote, with abuse of notation, by NZ the set of
multi-indexes α,β etc. such that |α| := ∑j∈Zαj is finite. As usual α! := ∏j∈Z,αj 6=0αj . Moreover α  β
means αj ≤ βj for every j ∈ Z, then
(
β
α
)
:= β!α!(β−α)! . We also define u
α :=
∏
j∈Z u
αj
j (which is a finite product
due to the condition |α| <∞). Finally take j1 < j2 < . . . < jn such that αj 6= 0 if and only if j = ji for some
1 ≤ i ≤ n, as usual we set ∂αf := ∂αj1uj1 . . . ∂
αjn
ujn f ; analogously for ∂
β
u¯ f.
Following [8] (see Definition 2.1 with a = s = 0) we introduce the space of regular Hamiltonians Hr(wp).
Definition 1.3 (Regular Hamiltonians). Consider a formal power series expansion
(1.13) H(u) =
∑
(α,β)∈M
Hα,βu
αu¯β , uα :=
∏
j∈Z
u
αj
j ,
where
(1.14) M :=
(α,β) ∈ NZ × NZ , s..t. |α| = |β| < +∞ , ∑
j∈Z
j(αj − βj) = 0

satisfying the reality condition
(1.15) Hα,β = Hβ,α , ∀ (α,β) ∈M .
We denote by Hr,p for p > 1, r > 0 the space of regular Hamiltonians, i.e. those H such that
(1.16) |H|r,p :=
1
2
sup
j
∑
(α,β)∈M
|Hα,β|
(
αj + βj
)
uα+β−2ejp <∞ ,
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where up = up(r) is defined as
(1.17) up,j(r) := rbjc−p .
Remark 1.4. RegardingM in (1.14) the condition |α| = |β|, i.e. m(α−β) = 0, corresponds to mass conservation,
namely the H Poisson commutes with the mass
∑
j∈Z |uj |2; moreover
∑
j∈Z j(αj −βj) = 0, i.e. pi(α−β) = 0,
corresponds to momentum conservation, namely H Poisson commutes with the momentum
∑
j∈Z j|uj |2.
Note that |·|r,p is a seminorm on Hr,p and a norm on its subspace
(1.18) H0r,p := { H ∈ Hr,p with H(0) = 0 } ,
endowing H0r,p with a Banach space structure.
To control the Lipschitz dependence on the frequency throughout the iterative scheme, we define the following
weighted Lipschitz semi-norm. Fix γ > 0 and assume that H = H(ω) ∈ Hr,p for every ω ∈ Dγ,S . We then define
the semi-norm (as usual |v|∞ := supj∈Z |vj |)
‖H‖r,p := sup
ω∈Dγ,S
|H(ω)|r,p + γ sup
ω,ω′∈Dγ,S
ω 6=ω′
|H(ω)−H(ω′)|r,p
|ω − ω′|∞
<∞ .(1.19)
Finally we set
HLipr,p :=
{
H(ω) ∈ Hr,p, ω ∈ Dγ,S , with ‖H‖r,p <∞
}
, HLip,0r,p :=
{
H ∈ HLipr,p with H(0) = 0
}
.
It is immediate to verify that HO,0r,p is a Banach space endowed with the above norm.
Proposition 1.1 (Monotonicity). The norm ‖ · ‖r,p is monotone decreasing in p and monotone increasing in
r:
(1.20) ‖ · ‖r,p+δ ≤ ‖ · ‖r+ρ,p ∀ ρ, δ > 0.
The fact that this norm is increasing in r follows directly from mass conservation and the fact that H(0) = 0.
Concerning the monotonicity in p, we refer the reader to [6, Proposition 6.3], where the proof is contained,
written in the case of | · |r,p. The fact that it holds also in the Lipschitz frame, follows trivially.
Finally, as it is expected, this norm also behaves well with respect to the Hamiltonian flows and Poisson
brackets. See5 [6] Proposition 2.1 and Lemma 2.1.
2. Normal forms and proof of Theorem 1 and 2
The seminal idea contained in [11] for proving the persistence of a full dimensional invariant torus, consisted
in smartly rewriting HV in a way that one could select those terms preventing the torus to be invariant for
its dynamics. This idea has been formalized in [8], in terms of a degree decomposition with increasing order
of zero at TI , defined for any regular Hamiltonian. For convenience of the reader, we sketch here the main
features needed to prove our persistence theorem, while for detailed statements and proofs we address the
reader to [8, Section 4].
We want to prove that, in suitable variables, TI introduced in (1.10) is an invariant torus on which the flow is
linear with frequencies ω. To this purpose we introduce a suitable degree decomposition, whose main idea is to
make a power series expansion centered at I without introducing a singularity in order to highlight the terms
5Our norm corresponds to the norm |·|r,0,w in the notation of [6], with w = (wj(p)) ≡ (bjcp).
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which prevent TI to be invariant of frequency ω. Consider a Hamiltonian H(u) expanded in Taylor series at
u = 0 and tautologically rewrite H as
(2.1) H =
∑
m,α,β∈NS
α∩β=∅
a,b∈NSc
Hm,α,β,a,b|v|2mvαv¯βzaz¯b
where, by slight abuse of notation6, u = (v, z) with v = (vj)j∈S := (uj)j∈S and z = (zj)j∈Sc := (uj)j∈Sc .
Then introduce the auxiliary “action” variables w = (wj)j∈S substituting |v|2mvαv¯βzaz¯b  wmvαv¯βzaz¯b in
(2.1). Now we Taylor expand the Hamiltonian with respect to w and z at the point wj = Ij for j ∈ S and z = 0
respectively.
Definition 2.1 (Degree decomposition). Let I be fixed as in (1.9). For every integer d ≥ −2 and any regular
Hamiltonian H ∈ Hr,p we define the following projection:
(2.2) ΠdH := H(d) :=
∑
m,α,β,δ∈NS ,a,b∈NSc
α∩β=∅ , δm
2|δ|+|a|+|b|=d+2
Hm,α,β,a,b
(
m
δ
)
Im−δ(|v|2 − I)δvαv¯βzaz¯b .
where δ  m means that δj ≤ mj for any j ∈ S, |v|2 =
(|vj |2)j∈S , while the multiindex notations are introduced
in Definition 1.2.
In this way, if S = Z, projections coincide with the ones of Section 4 of [8], while if S = ∅, H(d) represents
the usual homogeneous degree at z = 0.
In this way, given H ∈ Hr,p, then
(2.3) H = H(≤0) +H(≥1) ≡ H(−2) +H(−1) +H(0) +H(≥1)
where H(−2) consists of terms which are constant w.r.t. both z and and the ”auxiliary action” w = |v|2, H(−1)
is independent of the action but linear in the zj , while H
(0) contributes with two terms: the one linear in the
action and independent of z, the second one quadratic in z and independent of the action. Finally, H(≥1) is
what is left and XH(≥1) vanishes on TI .
The operators Πd define continuous projections satisfying ΠdΠd = Πd and Πd
′
Πd = ΠdΠd
′
= 0 for every
d′ 6= d, d′ ≥ −2. Moreover, this decomposition enjoys all the crucial properties required for a KAM scheme to
converge, in particular they behave well with respect to Poisson brackets, that is:
∀F,G ∈ Hr,p
{
F,G≥1
}(−2)
= 0
and
F (−2) = 0 =⇒ {F,G≥1}(−2) = 0, and F (−1) = 0 = F (−2) =⇒ {F,G≥1}(≤0) = 0.
For all the properties of the projections see [8] Proposition 4.1 and 4.2.
Definition 2.2 (Normal Forms). Let I, r, p be as in (1.9). Let D : Q → R be the linear map defined as
D(ω) :=
∑
j∈Z
ωj |uj |2 .
We will say that a Hamiltonian N is in normal form at TI with frequency ω if N −D(ω) ∈ H(≥1)r,p . We denote
the affine space of such Hamiltonians by Nr,p(ω; I).
6Consisting in a reordering of the indexes j.
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Theorem 3. Consider r0, p0, ρ, r, δ > 0 with
(2.4) ρ ≤ r0/2 and r ≤ r0/2√2 .
There exists ¯, C¯ > 0, depending only on ρ/r0 and δ such that the following holds. Let
√
I ∈ B¯r(wp0+δ) be such
that Ij = 0, ∀j /∈ S. Consider a family of normal forms N0(ω; I) ∈ Nr0,p0(ω; I). Finally consider a Lipschitz
family of Hamiltonians H(ω), with ω ∈ Dγ,S, assume that H(ω)−D(ω) ∈ Hr0,p0 and
(2.5) (1 + Θ)4 ≤ ¯ , where  := γ−1 ‖H −N0‖r0,p0 , Θ = γ−1 ‖D −N0‖r0,p0 .
Then there exist a symplectic diffeomorphism Ψ : Br0−ρ(wp0+δ) → Br0(wp0+δ), close to the identity, a unique
correction (counter term) Λ =
∑
j λj
(
|uj |2 − Ij
)
, Lipschitz depending on ω ∈ Dγ,S , namely
(2.6) |λ(ω)|∞ + γ |λ(ω)− λ(ω
′)|∞
|ω − ω′|∞
≤ C¯γ(1 + Θ)2 , ∀ω, ω′ ∈ Dγ,S , ω 6= ω′
and a family of normal forms N(ω; I) ∈ Nr0−ρ,p0+δ(ω; I), such that
(2.7) (Λ +H) ◦Ψ = N.
2.1. Proof of Theorem 1 and 2. Theorem 1 follows from Theorem 3 in a straightforward way. One first
rewrites HV in (1.5) as D + P + Λ by setting λj = j
2 − ωj + Vj so that it fits the hypotheses with N0 = D,
Θ = 0 and  ∼ ε (recalling (1.8) and taking ε∗ small enough). Then Theorem 3 gives us the desired change of
variables provided that Λ is fixed in terms of the frequency ω. Now we denote ωj = νj if j ∈ S and ωj = Ωj
otherwise. We get the equations
(2.8)
{
Ωj + λj(ν,Ω) = j
2 +Wj , if j /∈ S
νj + λj(ν,Ω) = j
2 + Vj , if j ∈ S .
Now we Lipschitz extend the map λ : Dγ,S → `∞ to the whole square Q and, by (2.6) and the Contraction
Lemma, we solve the first equation finding Ω = Ω(ν). Finally we solve the second equation by setting Vj =
νj + λj(ν,Ω(ν)) − j2 for j ∈ S. This concludes the proof of Theorem 1 and also shows (1.12). Finally, from
Lemma 2.1 below Theorem 2 also follows.
Lemma 2.1 (Measure estimates). The measure of QS \ C is of order γ.
See Appendix B for the proof.
3. small divisors and homological equation
The proof of Theorem 3 is based on an iterative scheme that kills out the obstructing terms, namely terms
belonging to H(−2)r,p ,H(−1)r,p and H(0)r,p , by solving homological equations of the form
(3.1) LωF
(d) = G(d), G(d) ∈ H(d)r,p , d = −2,−1, 0.
where
Lω[·] := {
∑
j
ωj |uj |2, ·} , LωF =
∑
α,β∈NZ
ω · (α− β)Fα,βuαu¯β .
The convergence of the iterative KAM scheme comes from a good control of the solution L−1ω G
(d), which is
discussed in detail in this section. On the other hand the iterative algorithm required to prove Theorem 3 is
the one of [8]. In Appendix A we state the iterative Lemma A.1, we give a sketch of its proof for completeness
and conclude by deducing Theorem 3.
Let us go back to the Homological equation LωF = G. As it is standard we denote by HKr,p the kernel of Lω
and set
(3.2) ΠKH :=
∑
α∈NZ
Hα,α|u|2α , ΠRH := H −ΠKH .
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Correspondingly, we define the following subspaces of Hr,p:
(3.3) HKr,p := {H ∈ Hr,p : ΠKH = H} , HRr,p := {H ∈ Hr,p : ΠRH = H} .
these projections are continuous on Hr,p.
On the subspace HRr,p, the Lie derivative operator Lω is formally invertible with inverse
(3.4) L−1ω G :=
∑ Gα,β
i(ω · (α− β))u
αu¯β
A good bound for the solutions of the homological equations (3.1) is a consequence of the following crucial
Lemma 3.1 (Straightening the tangential dynamics). Let ω ∈ Dγ,S and ω 7→ f(ω) ∈ H≤0,Rr,p be a Lipschitz
family of maps, then there exists a constant c > 0 such that for all 0 < δ < 1
(3.5) ‖L−1ω G‖r,p+δ ≤ cγ−1e
c
δ ln
2( 1δ )‖G‖r,p,
for some suitable pure constant c > 0.
Remark 3.1. The proof of this Lemma is the real core of our result. It is simple if G is supported only on S or
Sc. The crucial point is to control the interaction between tangential and normal sites. The key ingredient is
that we are only considering Hamiltonians that are at most quadratic in the normal variables, which in turn
are supported on a sparse lattice (recall Remark 1.3). This result should be compared with the corresponding
one in [6] Proposition 7.1 item (M). In this latter paper in order to control L−1ω G we can not take any δ > 0 but
have to require δ ≥ τ1 instead, where τ1 is some fixed quantity.
Proof of Lemma 3.1. By [6], Proposition 4.2 and formulas (4.10)− (4.11), one has
(3.6) ‖L−1ω G‖r,p+δ ≤ γ−1K0‖G‖r,p,
where (see also [6] Proposition 7.1 item (M))
(3.7) K0 = sup
q∈Z,α 6=β∈NZ
αq+βq 6=0 ,pi(α,β)=0 ,m(α−β)=0∑
j∈Sc αj+βj≤2
|∑i (αi−βi)i2|≤2∑j |αj−βj|
( bqc2
Πjbjcαj+βj
)δ
γ
|ω · (α− β)| .
Let us set
αh = α2h , βh = β2h , h ∈ N.
By the conservation of mass and momentum and the constraints α 6= β and ∑j∈Sc αj + βj ≤ 2, there exists
at least one j ∈ S such that αj + βj 6= 0. We denote the largest j ∈ S with this property as 2hM . If hM = 0, by
conservation of mass |α1 −β1| ≤ 2, then the Diophantine condition implies that |ω · (α−β)| ≥ γ/4. Hence we
assume that hM > 0.
By the conservation of mass and momentum and by Lemma C.1 with a = 1/2, we can write
(3.8)
bqc2
Πjbjcαj+βj
≤ n̂1∏
l≥2 n̂l
≤
∑
l≥2 n̂l∏
l≥2 n̂l
≤ 1 + n̂
1
2
2
Πl≥2n̂
1
2
l
≤ 2
Πl≥3n̂
1
2
l
,
which we substitute in (3.7) and get
(3.9) K0 ≤ sup
α,β
(
2
Πl≥3n̂
1
2
l
)δ∏
i∈S
(
1 + 〈log2 i〉2|αi − βi|2
)τ
γ .
We divide the proof in several cases depending on appropriate constraints on α,β. We shall denote by K
(m)
0
the supremum (3.9) restricted to α,β in case m.
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Case 1. n̂2 > 2
hM . Here, since there are at most two normal sites we get7
Πl≥3n̂l =
∏
h≤hm
2〈h〉(αh+βh) .
Recalling that
〈log2 i〉|αi − βi| = 〈h〉|αh − βh| ≤ 〈h〉(αh + βh) , if i = 2h
we get
(3.10) K
(1)
0 ≤ exp
(
−δ log 2
2
∑
h
〈h〉(αh + βh) + τ
∑
h
log
(
1 + 〈h〉2(αh + βh)2
))
.
Let kh := αh + βh and δ¯ :=
δ log 2
2τ , then
(3.11) K
(1)
0 ≤ exp
{
τ
(∑
h
−δ¯〈h〉|kh|+
∑
h
log
(
1 + 〈h〉2k2h
))}
.
By Lemma C.2, whenever 〈h〉|kh| ≥ 4δ¯ log 1δ¯ , the exponent is negative. To get the desired bound, it remains to
control
K
(1)
0 ≤ exp
τ
 ∑
h:〈h〉|kh|≤ 4δ¯ log 1δ¯
−δ¯〈h〉|kh|+ log
(
1 + 〈h〉2k2h
)
≤ exp
τ ∑
h:〈h〉|kh|≤ 4δ¯ log 1δ¯
log(1 +
16
δ¯2
log2(
1
δ¯
))
 ≤ exp
τ ∑
h:〈h〉|kh|≤ 4δ¯ log 1δ¯
6 log
1
δ¯
(3.12)
≤ exp
(
τ
24
δ¯
log2
1
δ¯
)
= exp
(
C
δ
log2
1
δ
)
.
where C = 48τ
2
log 2 .
Case 2. n̂1 > 2
hM = n̂2 and only one normal site. We have
∑
j∈Sc αj + βj = 1 and the normal site must
be n̂1. Moreover
Πl≥3n̂l = 2hM(αhM+βhM−1)
∏
h<hM
2〈h〉(αh+βh) ,
so
(3.13)
K
(2)
0 ≤ sup
α,β
(∏
h<hM
2〈h〉(αh+βh)
)− δ2(
2hM(αhM+βhM−1)
)− δ2(
1 + hM
2|αhM − βhM |2
)τ ∏
h<hM
(
1 + 〈h〉2(αh + βh)2
)τ
γ−1.
(a) If αhM = βhM and hence hM does not appear in the small divisors, then we proceed as in case 1.
If αhM + βhM ≥ 2 then we have
(3.14)
(
2hM(αhM+βhM−1)
)− δ2(
1 + h2M(αhM + βhM)
2
)τ
≤ C(δ) . 1
δ2
(ln(1/δ))2.
Indeed, letting x = αhM + βhM − 1 ≥ 1, the left hand side is bounded by
exp
(−δ¯hMx+ log (1 + h2M(x+ 1)2)) ≤ exp (−δ¯hMx+ log (1 + 4h2Mx2)) ≤ 4 exp (−δ¯hMx+ log (1 + h2Mx2)).
7where one has 〈h〉 at the exponent since b2hc = 2〈h〉 ∀h ∈ N .
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Now, if hMx ≥ 4δ log δ−1 =: y¯δ, then the right hand side is bounded by 4. Otherwise, the bound is given by
4(1 + y¯2δ ). Then in this case the right hand side of (3.13) is bounded by
C(δ) exp
(
−δ log 2
2
∑
h
〈h〉(αh + βh) + τ
∑
h
log
(
1 + 〈h〉2(αh + βh)2
))
and we proceed as in case 1.
(b) If αhM + βhM = 1, here the second factor in (3.13) is equal to 1. Thus in order to bound the third factor (i.e.
(1 + h2m)) we need a different argument. By
8 Lemma C.4 of [6], we have
(3.15) n̂2 = 2
hM ≤ 31
∑
l≥3
n̂2l = 31
∑
h<hM
4〈h〉(αh + βh) .
Then, the right hand side of (3.13) is bounded by9
(3.16) 2τ sup
α,β
(∏
h<hM
2〈h〉(αh+βh)
)− δ2(
log
(
31
∑
h<hM
4〈h〉(αh + βh)
))2τ ∏
h<hM
(
1 + 〈h〉2|αh + βh|2
)τ
γ−1.
Now, since 4〈h〉(αh + βh) ≥ 2 we have
log(
∑
h<hM
4〈h〉(αh + βh)) ≤ log(
∏
h<hM
4〈h〉(αh + βh)) ≤
∑
h<hM
log2(4
〈h〉(αh+βh)) ≤
∑
h<hM
2〈h〉(αh + βh) ≤
∏
h<hM
(
1 + 〈h〉2(αh + βh)2
)
.
(3.17)
In conclusion, (3.16) is bounded by
(3.18) 23τ exp
(
−δ log 2
2
∑
h
〈h〉(αh + βh) + 3τ
∑
h
log
(
1 + 〈h〉2(αh + βh)2
)) (3.12)≤ 23τ exp(3τ 24
δ¯
log2
1
δ¯
)
.
Case 3. n̂1 > 2
hM = n̂2 and two normal sites. Noticing that n̂1 /∈ S, we denote by j2 the second normal
site. Now
(3.19) Πl≥3n̂l = bj2c2hM(αhM+βhM−1)
∏
h<hM
2〈h〉(αh+βh) .
The only difference is that now we need to bound
(3.20) sup
α,β
(
bj2c
∏
h<hM
2h(αh+βh)
)− δ2(
2hM(αhM+βhM−1)
)− δ2(
1 + h2M|αhM − βhM |2
)τ ∏
h<hM
(
1 + h2|αh − βh|2
)τ
γ .
(a) If αhM = βhM , or if αhM + βhM ≥ 2 then we proceed as in case 2-(a), since bj2c−
δ
2 ≤ 1 and does not bother.
(b) If αhM + βhM = 1, then (3.20) is bounded by
(3.21)
2τ sup
α,β
(
bj2c
∏
h<hM
2〈h〉(αh+βh)
)− δ2(
log
(
31
∑
h<hM
4〈h〉(αh + βh) + 31bj2c2
))2τ ∏
h<hM
(
1 + 〈h〉2|αh − βh|2
)τ
γ−1.
8note that since αhM + βhM = 1, then αhM + βhM = |αhM − βhM | and then 2hM ≤ |m1(α− β)|, in the notations of [6], and we may
apply the Lemma.
9 Since hM ≥ 1 we can bound 1 + h2m ≤ 2h2m .
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We have that10
log
(
31
∑
h<hM
4〈h〉(αh + βh) + 31bj2c2
) ≤ log(31 ∑
h<hM
4〈h〉(αh + βh)
)
+ log
(bj2c2)(3.22)
≤ C logbj2c+
∏
h≤hM
(
1 + 〈h〉2(αh + βh)2
)
,(3.23)
where we proceeded as in case 2-(b) like in (3.17). In (3.20) all the terms of ”tangential nature”, are bounded
in the same way as in (3.18). Concerning the ones depending on bj2c, it suffices to note that
(3.24) − δ¯ logbj2c+ log logbj2c ≤ 0, whenever logbj2c ≥ 2
δ¯
log
1
δ¯
,
while
(3.25) − δ¯ logbj2c+ log logbj2c ≤ 2 log 1
δ¯
otherwise,
with δ¯ = δ4τC .
Case 4. n̂1 = 2
hM and the (eventual) normal sites are < n̂2. Let us start with the case of two normal
sites which we denote by j1 ≥ j2. Here the expression (3.19) becomes
(3.26) Πl≥3n̂l = bj1cbj2c2hM(αhM+βhM−1)
∏
h<hM
2〈h〉(αh+βh) ,
which contributes with the additional factor bj1c− δ2 in the expression (3.20).
(a) If αhM = βhM , or if αhM + βhM ≥ 2 then we are reduced to case 3-(a).
(b) If αhM + βhM = 1 then, we proceed as in case 2-(b) and apply Lemma C.4
11, following the same estimates as
in (3.22) (
1 + h2M|αhM − βhM |2
)
=
(
1 + h2M
) ≤ 2(c log (31 ∑
h<hM
4〈h〉(αh + βh) + 31bj1c2 + 31bj2c2
))
≤ c logbj1c+
∏
h≤hM
(
1 + 〈h〉2(αh + βh)2
)(3.27)
and we conclude as in case 3-(b), with (3.24) applied twice.
If there is only one normal site or if there is none, then the same arguments apply word by word with the
only ”advantage” that there is only one bj1c or none in (3.26)
Case 5. n̂1 = 2
hM and only one normal site j1 = n̂2. Here
Πl≥3n̂l = 2hM(αhM+βhM−1)
∏
h<hM
2〈h〉(αh+βh) .
(a) If αhM = βhM , or if αhM + βhM ≥ 2 then we proceed as in case 2-(a)
(b) If αhM +βhM = 1, then we are like in case 2-(b) and apply Lemma C.4 to n̂1 = m1 obtaining the same bound
as in (3.15).
Case 6. n̂1 = 2
hM , j1 = n̂2 and two normal sites. The proof follows word by word the one of Case 3.

10we use the fact that log(x+ y) ≤ log x+ log y, if x, y ≥ 2
11in the notation of [6] n̂1 = |m1|
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Appendix A. Iterative Lemma and Proof of Theorem 3
Fix r0, ρ, δ as in (2.4) and let {ρn}n∈N, {δn}n∈N be the summable sequences:
(A.1) ρn =
ρ
6
2−n , δ0 =
δ
8
, δn =
9δ
4pi2n2
∀n ≥ 1 .
Let us define recursively
rn+1 = rn − 3ρn → r∞ := r0 − ρ (decreasing)
pn+1 = pn + 3δn → s∞ := p0 + δ (increasing)
(A.2)
Note that for every r′ ≥ r∞ , p′ ≤ p∞
(A.3)
√
I ∈ B¯r(wp∞)
(2.4)
=⇒
√
I ∈ B¯ r0
2
√
2
(wp∞) ⊂ B¯ r∞√
2
(wp∞) ⊂ B¯ r′√
2
(wp′)
and that the projections Πd are well defined on every space Hr′,p′ . We define H0,Kr,p ⊂ Hr,pto be the subspace
of counter-terms, i.e. Hamiltonians of the form
(A.4) Λ =
∑
j∈S
λj(|vj |2 − Ij) +
∑
j∈Sc
λj |zj |2 , λ := (λj) ∈ `∞ : ‖Λ‖r,p ≡ ‖λ‖∞ .
This space H0,Kr,s can be isometrically identified with `∞, namely
(A.5) Λ ∈ `∞ and ‖Λ‖∞ := ‖λ‖∞ .
For the proof of these facts, see Lemma 4.3 of [8].
In conclusion (see Lemma 4.4 of [8]) for any H ∈ Hr′,p′ with r′ ≥ r∞ , p′ ≤ p∞, one has
(A.6) ‖Π0H‖r,p , ‖Π0,KH‖∞ ≤ 3‖H‖r,p , ‖Π(−1)H‖r,p, ‖Π(−2)H‖r,p ≤ ‖H‖r,p , ‖Π≥2H‖r,p ≤ 5‖H‖r,p .
Let
(A.7) H0 := D(ω) +G0 + Λ0 , G0 ∈ Hr0,p0 , Λ0 ∈ `∞ ,
(recall (A.5)) where the counterterms Λ0 are free parameters. We define
(A.8) ε0 := γ
−1
(∥∥∥G(0,K)0 ∥∥∥∞ + ∥∥∥G(0,R)0 ∥∥∥r0,p0 +
∥∥∥G(−2)0 ∥∥∥
r0,p0
+
∥∥∥G(−1)0 ∥∥∥
r0,p0
)
, Θ0 := γ
−1
∥∥∥G≥20 ∥∥∥
r0,p0
+ ε0
Lemma A.1 (Iterative step). Let12 r, r0, p0, ρ, δ be as in (2.4), ρn, rn, pn, as in (A.1)-(A.2), H0, G0,Λ0 as in
(A.7) and ε0,Θ0 as in (A.8). Let
√
I ∈ B¯r(wp∞). There exists a constant C > 1 large enough such that if
(A.9) ε0 ≤ (1 + Θ0)−5K−2 , K := C
(
r0
ρ
)6
sup
n
26neC
′n3e−χ
n(2−χ) , C′ :=
27 c
δ3/2
,
(c is defined in Lemma 3.1) then we can iteratively construct a sequence of generating functions Si = S
(−2)
i +
S
(−1)
i + S
(0)
i ∈ Hri−ρi,pi+1 and a sequence of counterterms Λ¯i ∈ `∞ such that the following holds, for n ≥ 0.
(1) For all i = 0, . . . , n− 1 and any p′ ≥ pi+1 the time-1 hamiltonian flow ΦSi generated by Si satisfies
(A.10) sup
u∈B¯ri+1 (wp′ )
‖ΦSi(u)− u‖p′ ≤ ρ2−2i−7 .
Moreover
(A.11) Ψn := ΦS0 ◦ · · · ◦ ΦSn−1
is a well defined, analytic map B¯rn(wp′)→ B¯r0(wp′) for all p′ ≥ pn with the bound
(A.12) sup
u∈B¯rn (wp′ )
|Ψn(u)−Ψn−1(u)| ≤ ρ2−2n+2.
12Recall also that 0 < θ < 1 was fixed one and for all.
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(2) We set L0 := 0 and for i = 1, . . . , n
Li + Id := e{Si−1,·}(Li−1 + Id), Λi := Λi−1 − Λ¯i−1 , Hi = e{Si−1,·}Hi−1
where Λi−1 are free parameters and Li : `∞ → Hri,pi are linear operators. We have
(A.13) Hi = D(ω) +Gi + (Id +Li)Λi, Gi,∈ Hri,pi .
Setting for i = 0, . . . , n
(A.14) εi := γ
−1
(∥∥∥G(0,K)i ∥∥∥∞ + ∥∥∥G(0,R)i ∥∥∥ri,pi +
∥∥∥G(−2)i ∥∥∥
ri,pi
+
∥∥∥G(−1)i ∥∥∥
ri,pi
)
, Θi := γ
−1
∥∥∥G≥1i ∥∥∥
ri,pi
+ εi ,
we have
εi ≤ ε0e−χi+1 , χ := 3/2 , Θi ≤ Θ0
∑i
j=0 2
−j(A.15)
‖(Li − Li−1)h‖ri,pi ≤ Kε0(1 + Θ0)
2
2−i ‖h‖∞ , ‖Lih‖ri,pi ≤ K(1 + Θ0)2ε0
∑i
j=1 2
−j ‖h‖∞ ,(A.16)
for all h ∈ `∞. Finally the counter-terms satisfy the bound
(A.17)
∥∥Λ¯i−1∥∥∞ ≤ γKεi−1(1 + Θ0)2 , i = 1, . . . , n .
Proof of Theorem 3. Starting from the Hamiltonian H satisfying (2.5), we set G0 = H −D(ω) in (A.7). The
smallness conditions (A.9) are met, provided that we choose ¯ and C¯ appropriately.
Using (A.12) we define Ψ as the limit of the Ψn (which define a Cauchy sequence) and Λ = Λ0 =
∑
j Λ¯j <∞.
Note that the series is summable by (A.17). For more details see [8, Section 6]. 
Proof of the iterative Lemma. We start with a Hamiltonian H0 = Dω + Λ0 +G0 with Λ0 ∈ `∞.
At the n’th step we have an expression of the form
Hn = Dω + (Id +Ln)Λn +Gn
with Gn ∈ Hrn,pn ,
To proceed to the step n + 1 we apply the change of variables e{Sn,·}. The generating function Sn and the
counterterm Λ¯n are fixed as the unique solutions of the Homological equation
(A.18) Π≤0
({
Sn, Dω +G
≥1
n
}
+ (Id +Ln)Λ¯n +Gn
)
= G(−2,K)n .
This equation can be written componentwise as a triangular system and solved consequently. We have{
S(−2)n , Dω
}
+ Π−2,RLnΛ¯n +G(−2,R)n = 0(A.19) {
S(−1)n , Dω
}
+ Π−1
{
S(−2)n , G
≥1
n
}
+ Π−1LnΛ¯n +G(−1)n = 0(A.20)
Π0,K
{
S(−2)n + S
(−1)
n , G
≥1
n
}
+ Λ¯n + Π
0,KLnΛ¯n +G(0,K)n = 0(A.21) {
S(0,R)n , Dω
}
+ Π0,R
{
S(−2)n + S
(−1)
n , G
≥1
n
}
+ Π0,RLnΛ¯n +G(0,R)n = 0 .(A.22)
We start by solving the equations for Sn it ”modulo Λ¯n”, then we determine the counter-term by inversion of
an appropriate linear operator resulting from inserting the equations for Sn into equation (A.21).
We hence have
S(−2)n = L
−1
ω
(
Π−2LnΛ¯n +G(−2)n
)
(A.23)
S(−1)n = L
−1
ω
(
Π−1
{
L−1ω
(
Π−2LnΛ¯n +G(−2)n
)
, G≥1n
}
+ Π−1LnΛ¯n +G(−1)n
)
S(0,R)n = L
−1
ω
(
Π0,R
{
S(−2)n + S
(−1)
n , G
≥1
n
}
+ Π0,RLnΛ¯n +G(0,R)n
)
.
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Plugging them into (A.21) we thus get
Π0,K
{
L−1ω
(
Π−2LnΛ¯n + Π−1
{
L−1ω Π
−2LnΛ¯n, G≥1n
})
, G≥1n
}
+ Λ¯n + Π
0,KLnΛ¯n =
Π0,K
{
L−1ω
(
G(−2)n + Π
−1
{
L−1ω G
(−2)
n , G
≥1
n
})
, G≥1n
}
.
Since Mn : `
∞ → `∞ defined as
Mnh = Π
0,K{L−1ω (Π−2Lnh+ Π−1{L−1ω Π−2Lnh,G≥1n }), G≥1n }+ Π0,KLnh
satisfies ‖Mnh‖∞ ≤ ‖h‖∞ /2, then
Λ¯n = (Id +Mn)
−1(Π0,K
{
L−1ω
(
G(−2)n + Π
−1
{
L−1ω G
(−2)
n , G
≥1
n
})
, G≥1n
}
)
is determined and satisfies13
(A.24)
∥∥Λ¯n∥∥∞ . γ(1 + Θ0)2εn.
By substituting in the equations (A.23), we get the final expressions for S
(−2)
n and S
(−1)
n and finally S
(0,R)
n
which yields the estimates
∥∥∥S(−2)n ∥∥∥
rn,pn+δn
. Dnεn(A.25) ∥∥∥S(−1)n ∥∥∥
rn−ρn,pn+2δn
.
(
r0
ρn
)
D2nεn(1 + Θ0)(A.26) ∥∥∥S(0)n ∥∥∥
rn−2ρn,pn+3δn
.
(
r0
ρn
)2
D3n(1 + Θ0)
2εn,(A.27)
where we defined
Dn := e
c
δn
ln2( 1δn )
as the constant coming from the homological equation and systematically used the inductive hypothesis and
the first bound in (A.9). The final bound thus reads
(A.28) ‖Sn‖rn−2ρn,pn+3δn .
(
r0
ρn
)2
e
3c
δn
ln2( 1δn )εn(1 + Θ0)
2.
Then following word by word the corresponding computation in the proof of [8, Lemma 6.1] we prove item (1)
of Lemma A.1.
Regarding item (2), by construction we have
Ln+1 − Ln =
(
e{Sn,·} − Id
)
◦ (Ln + Id)
hence
‖(Ln+1 − Ln)h‖rn+1,pn+1 ≤
(
r0
ρn
)3
e
3c
δn
ln2( 1δn )εn(1 + Θ0)
2 ‖h‖∞ ,
which a fortiori proves (A.16).
As for the expression of Gn+1, by definition we have
Gn+1 = e
{Sn,·}Hn − [D(ω) + (Id +Ln+1)Λn+1] .
13The crucial point is that no small divisor appears in this estimate. This is due to the property ‖Λ‖r,p ≡ ‖λ‖∞ for all r, p.
The detailed computation can be found in formula (6.32) of [8]
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Since Sn solves the Homological equation (A.18), we have that
Gn+1 = G
(−2,K)
n +G
≥1
n + Π
≥1(Ln+1Λ¯n + {Sn, G≥1n })+Gn+1,∗(A.29)
Gn+1,∗ = {Sn, G≤0n }+ Π≤0(Ln+1 − Ln)Λ¯n +
(
e{Sn,·} − Id−{Sn, ·}
)
Gn
−
∞∑
h=2
(adSn)
h−1
h!
(
Π≤0(Id +Ln)Λ¯n +G≤0n + Π≤0{S(−1)n + S(−2)n , G≥1n } −G(−2,K)n
)
.
Note that Gn+1,∗ is quadratic in Sn ∼ G≤0n .
We finally have
(A.30) γ−1 ‖Gn+1,∗‖rn+1,pn+1 . K26neC
′n3(1 + Θ0)
5
ε2n ≤ K2(1 + Θ0)5ε20 e−χ
n+1 (A.9)≤ ε0e−χn+1 ,
by the definition of K and δn (of course the constant C
′ is such that 6cδn ln
2( 1δn ) ≤ C′n3, ∀n ≥ 0). This implies
the first estimates in (A.15).
Similar calculations apply to those terms in (A.29) of degree ≥ 1. More precisely we obtain
Θn+1 ≤ Θn(1 +
(
r0
ρn
)2
e
3c
δn
ln2( 1δn )εn(1 + Θ0)
2)
which implies the second estimates in (A.15) by the definition of K and the smallness condition (A.9). 
Appendix B. Measure estimates
Let us show that C has a positive measure in QS . We start with the following
Lemma B.1. If ` ∈ ZZ satisfies m(`) = pi(`) = 0, then |`| is even and |`| 6= 2.
Proof. As usual we write in a unique way ` = `+ − `− where `±s ≥ 0 and `+s `−s = 0 for every s ∈ Z. Since
m(`) = 0 we get |`+| = |`−|, therefore |`| = |`+|+ |`−| is even.
Now assume by contradiction that |`+| = |`−| = 1. Then `+ = ei, `− = ej for some i 6= j and pi(`) = i− j, which
contradicts pi(`) = 0. 
Poof of Lemma 2.1. Take γ ≤ 1/2. For ` 6= 0 with |`| < ∞, ∑j∈Sc |`j | ≤ 2, pi(`) = 0 and m(`) = 0 we define
the resonant set
R` :=
ν ∈ QS : |ω(ν) · `| ≤ γ∏
j∈S
1
(1 + |`j |2〈log2 j〉2)τ

Set d(`) :=
∑
s∈Z s
2`s. If |d(`)| ≥ |`| then
|ω · `| ≥ |
∑
s∈Z
s2`s| − 1
2
|`| ≥ 1
2
|`| ≥ 1
2
and R` = ∅. Then
meas(QS \ C) ≤
∑
`:0<|`|<∞,∑j∈Sc |`j |≤2
pi(`)=m(`)=0
|d(`)|<|`|
meas(R`) .
We note that there exists s¯ ∈ S such that `s¯ 6= 0, otherwise 0 < |`| =
∑
s∈Sc |`s| ≤ 2, which contradicts Lemma
B.1. Recalling ω = (ν,Ω(ν)), we get
t−1|(ω(ν) · `)− (ω(ν + tes¯) · `)| ≥ |`s¯| − 2 sup
j∈Sc
|Ωj |lip ≥ 1−O() ≥ 1/2
and
meas(R`) ≤ γ
∏
s∈S
1
(1 + |`s|2〈log2 s〉2)τ
= γ
∏
i∈N
1
(1 + |`2i |2〈i〉2)τ
.
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Therefore
(B.1) meas(QS \ C) ≤
∑
`∈A
γ
∏
i∈N
1
(1 + |`2i |2〈i〉2)τ
,
where
A :=
` ∈ ZZ : 0 < |`| <∞, ∑
j∈Sc
|`j | ≤ 2, m(`) = pi(`) = 0, |d(`)| < |`|
 .
Given k ∈ ZN with |k| <∞ we define `k ∈ ZZ supported on S setting
`s := klog2 s , for s ∈ S , `s = 0 for s /∈ S .
Now each ` ∈ A there exists unique k ∈ ZN with |k| <∞ and j1, j2 ∈ Sc and σ1, σ2 = ±1, 0 such that
(B.2) ` = `k + σ1ej1 + σ2ej2 .
On the other hand, given k ∈ ZN with |k| < ∞, there exist at most 36(|k| + 2) vectors ` ∈ A satisfying (B.2).
Indeed we prove that, given σ1, σ2 = ±1, 0, there exist at most14 4(|k|+ 2) couples (j1, j2) ∈ Sc × Sc such that
` in (B.2) belongs to A. Indeed they have to satisfy{
σ1j1 + σ2j2 = −pi(`k)
σ1j
2
1 + σ2j
2
2 = −d(`k) + h , for some |h| < |`| ≤ |k|+ 2 .
Then by (B.1) we get
meas(QS \ C) ≤ 36γ
∑
k∈ZN:0<|k|<∞
(|k|+ 2)
∏
i∈Z
1
(1 + |ki|2〈i〉2)τ .
Since
|k|+ 2 ≤ 2
∏
i∈Z
(1 + |ki|2〈i〉2)1/2
we get
meas(QS \ C) ≤ 72γ
∑
k∈ZN:0<|k|<∞
∏
i∈Z
1
(1 + |ki|2〈i〉2)τ−1/2 ,
where the last sum converges (see [11] or Lemma 4.1 of [6]) provided that τ ≥ 3/2. 
Appendix C. Technicalities
Lemma C.1 (Lemma C.2 of [6]). Let 0 < a < 1 and x1 ≥ x2 ≥ . . . ≥ xN ≥ 2. Then∑
1≤`≤N x`∏
1≤`≤N x
a
`
≤ x1−a1 +
2
axa1
.
Lemma C.2. Let 0 < δ < e−3 and f : [1,∞]→ R, y 7→ −δy + log(1 + y2). If y ≥ 4δ−1 log 1δ then
f(y) ≤ 0 .
Proof. We have f(y) ≤ −δy + 1 + log(δ2y2) + log 1δ2 . Let now consider the auxiliary function
F (z) = −z
2
+ log z2 + 1,
it has a maximum in zM = 4 then it is monotone decreasing, so there exists z0 such that ∀z ≥ z0 we have
F (z) ≤ 0. One can take z0 = 12.
Then
f(y) ≤ F (δy)− δy
2
+ log
1
δ2
≤ −δy
2
+ log
1
δ2
,
if δy ≥ 12. Then, if y ≥ 4δ log 1δ , we got the thesis. 
14Note that there are 9 possible choices of σ1, σ2 = ±1, 0.
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