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ut = Du∆u+ f(u，v),
vt = Dv∆v + g(u，v)
において拡散係数 Du, Dv がある条件を満たすときに動物の模様にそっくりな縞
模が発生することが知られている．実際，この系において拡散速度に差がない場
合，解は空間一様解に落ち着くが，抑制因子の拡散速度が活性因子より十分速い











ut = a∆u－ b∇ · (u∇v) + cu(1－ u),
vt = d∆v + fu－ gv.
と表される．ここで，第 1 式右辺第 2 項－ b∇ · (u∇v)は大腸菌が化学物質の濃度
勾配∇vの高い方向に 引き寄せられる走化性 (chemotaxis) の作用を表している．
この項が含まれていることによって，拡散速度の差ではなく走化性の強度によっ







ut = ∆u－χ∇ · (u∇w) + 1－µu,
δwt = ∆w − w + v,
τvt = −v + u.
ここで，u，vはそれぞれシロアリの密度および巣の建築材の密度で，wは建築材
から放たれる化学物質の濃度を表している．第 1 式右辺第 1 項はシロアリが領域
内をランダムに動き回る拡散，第 2 項は化学物質に対する走化性，第 3 項はシロ
アリの増殖と死滅を表している．第 2 式については，第 1 項が化学物質の拡散,第
2 項が堆積物が化学物質を放出する作用，第 3 項が化学物質の自然崩壊を表して















































G(u, λ) = (G1, G2, G3, · · · , Gn) = 0
の解を，
u = (u1, u2, u3, · · · , un) ∈ Rn
とする．ここで，λは，フリーパラメータを表す．また，
w = (u, λ)
として，





Theorem 1. 係数 ai(i = 1, . . . , n)が実定数である次の固有多項式
P (λ) = λn + a1λ



















a1 1 0 0 · · · 0
a3 a2 a1 1 · · · 0




... · · · ...
0 0 0 0 · · · an

ただし j > nのとき aj = 0とする．このとき，固有方程式P (λ) = 0の全ての根が
負であるかまたは負の実部を持つための必要十分条件は，
detHj > 0 (j = 1, 2, . . . , n)
が成り立つことである．
2.3 1階微分方程式系の局所的安定性







を考える．この系において，f(ū, v̄) = 0と g(ū, v̄) = 0を同時に満たすような解
(ū, v̄)を定常解 (平衡解，不動点)という．次に，定常解の安定性を考える．関数
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f と gを定常解 (ū, v̄)の周りで，テイラー展開すると，
dξ
dt




+ fuv(ū, v̄)ξη + fvv(ū, v̄)
η2
2
+ · · ·
dη
dt




+ guv(ū, v̄)ξη + gvv(ū, v̄)
η2
2
+ · · ·
となる．ここで ξ, ηはそれぞれ，ξ = u− ū, η = v − v̄とおいた．また，f(ū, v̄) =




となる (ξ = (ξ, η))．J は定常解におけるヤコビ行列
J =
[
fu(ū, v̄) fv(ū, v̄)






λ2 − Tr(J)λ+ det(J) = 0 (2.3)
であり，全ての固有値の実部が負であるための必要十分条件は，
Tr(J) < 0かつ det(J) > 0 (2.4)
である．また，もし，





















G(u, λ) = 0 (2.6)
を解く問題に帰着される．まずは，最も簡単な方法のひとつを紹介する．それは，









2.5.1 ニュートン法 (Newton method)
連立非線形方程式: 
f1(x1, x2, · · · , xn) = 0
f2(x1, x2, · · · , xn) = 0
...









f(xk) + J(xk)(xk+1 − xk) = 0
となる．δ = xk+1 − xkとし，線形連立方程式:
J(xk)δ = −f(xk)
を解くことで，δが得られる．これを用いて，xk+1を計算すると，
































































x1 = x0 + δ
と求めることができる．Á に戻り，これを収束条件を満たすまで繰り返す．
2.5.3 擬似弧長法 (Pseudo-arclength continuation method)
定常問題に対して，パラメータ λを変えながら解を追跡する方法を解説する．
様々な方法があるが，ここでは，サドル・ノード分岐点がある場合でも解の追跡
が可能である疑似弧長法 (Pseudo-arclength continuation method)を紹介する．
u = (u1, u2, u3, · · · , un)，G(u, λ) = (G1, G2, G3, · · · , Gn)として，非線形連立方
程式，














として，接線ベクトルを求める．また，∆s = s2 − s1，˙ = d/dsとする．これで，
(u1, λ1)，(u̇1, λ̇1)を得ることができる．次は，(u2, λ2), (u̇2, λ̇2)を求める方法を考
える．
疑似弧長法は接線方向を座標系 sにとり，u, λを sに依存する関数として与え
る．aと bは，a = (u2 − u1, λ2 − λ1), b = (u̇1, λ̇1)で，θは aと bのなす角であ
る．また，bは正規化ベクトル ∥b∥ = ∥u̇∥ + |λ̇| = 1とする．このとき，関係式
a · b = ∥a∥∥b∥ cos θと，∥b∥ = 1, ∥a∥ cos θ = ∆sより，
a · b = ∆s
さらに，
a · b = (u2 − u1) · u̇1 + (λ2 − λ1)λ̇1
よって，
K(u2(s), λ2(s)) = (u2 − u1) · u̇1 + (λ2 − λ1)λ̇1 −∆s = 0 (2.10)
が成り立つ．ただし，∆sはパラメータの変化量を調整するもので適当な値を与え
る．以上より，非線形連立方程式，G(u2(s), λ2(s)) = 0,K(u2(s), λ2(s)) = 0 (2.11)
がつくられる．これをNewton法を用いて解き，(u2, λ2)を求める．さらに，(u2, λ2)
から次の接線方向 (u̇2, λ̇2)を求める．これは，式 (2.11)を s2で微分を行うことで
16
得られる接線方程式：[














図 2.4: Newton法 図 2.5: 疑似弧長法
2.5.4 擬似弧長法のアルゴリズム
À 与えられた初期値 (u0, λ0)から (u1, λ1)を求める．例えば，
λ1 = λ
∗

























Â この時点で，(u1, λ1), (u̇1, λ̇1)が求められている．次にこれらの値を使って，
(u2, λ2)を計算する．(u2, λ2)は，式 (2.11)を解けば求まるので，Newton法を用







































































Ä (u2, λ2), (u̇2, λ̇2)が求められているのでÂに戻り同じ操作を繰り返す．
2.6 分岐点の検出
2.6.1 単純特異点











F (w; s) =
[
G(w)
(w −w0)∗ẇ0 − s
]
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このとき，w0 = w(0) が，G(w) = 0の解w(s)において単純特異点であるとす
ると， 














定理 2から，定常解を擬似弧長法で追跡している間，行列式 q(s) = det(Fw)の
符号を観察し，もし符号が変わったらその前の値との間に分岐点の候補があるこ
とが分かる．さらに，q(s) = 0となる sを求めることで，分岐点候補点 (potential
bifurcation point)を見つけることができる．
2.6.3 ブランチの切り替え (branch switching)
上記方法で，追跡していたブランチより検出した分岐点から次のブランチへの
切り替えを考える．分岐点のw = (u, λ)の値をw0，切り替えたブランチの初期値























G(u, λ) = 0
の定常解u(λ)において，Gw(u, λ) の固有値を α(λ)± iβ(λ)とし，λ = λ0のとき
虚軸を横切るとする．つまり，
α(λ0) = 0, β(λ0) ̸= 0, α̇(λ0) ̸= 0
のとき，








ut = ∆u+ f(u, λ)
の定常解の追跡には，
∆u+ f(u, λ) = 0
として，擬似弧長法を用いる．ここで，拡散項∆uには，2階の中心差分法を用い，
uk+1 − 2uk + uk−1
∆x2
+ f(u, λ) = 0, k = 0, 1, 2, · · · , N






今回扱った三村・辻川方程式 [6]は，走化性大腸菌の個体密度 u(x, t)と大腸菌が
分泌する化学物質の濃度 v(x, t)の時空的変化を記述しており，{
ut = a∆u− b∇(u∇v) + cu(1− u),
vt = d∆v + fu− gv







































= 0 on ∂Ω× (0,∞)
(3.1)
(ū, v̄)を平衡点とし，(ξ, η)を摂動とすると，線形化方程式は次のようにして求め



























































+ f(ū+ ξ)− g(v̄ + η).















+ fξ − gη
(3.2)







































λ+ a(kl)2 + c −b(kl)2










c+ g + (a+ d)(kl)2
}
λ+ ad(kl)4 + (ag + cd)(kl)2 + cg − bf(kl)2 = 0.
Routh-Hurwitzの判定基準より，
ad(kl)4 + (ag + cd)(kl)2 + cg − bf(kl)2 < 0.
となる．よって，走化性係数の不安定化の条件として，
b >
(dk2l2 + g)(ak2l2 + c)
fk2l2













v0(x) = f/g +摂動
(3.6)
とする．このとき，増殖項の係数 cの値を c = 0.1とすると 1モード解が，c = 4.8
とすると 2モード解が第 1分岐となるように走化性係数 bを推定することができ
る．実際，条件式 (3.5)をモード数 kに関する 2次方程式とみると図 3.1 のように
グラフが書ける．







図 3.1: 横軸:余弦関数の波数 k，縦軸:走化性強度 b，実線は，条件式 (3.5)の右辺
=0のグラフ
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このグラフと条件式 (3.5)より，c = 0.1のとき，b > 3.04107 · · · で定数定常
解から 1モード解が第 1分岐として安定的に発生することが分かる．同様にして，





















!user supplied global constant
module const
implicit none
integer,parameter :: ne = 2 !number of equation
end module const
!-----AUTO ROUTINE-----------------------------------------------------




integer,intent(in) :: ndim, icp(*), ijac
double precision,intent(in) :: u(ndim/ne,ne), par(*)
double precision,intent(out) :: f(ndim/ne,ne)












u_tmp(i) = u(i,1) !tmp u





















double precision,intent(inout) :: u(ndim/ne,ne),par(*)
double precision pi
integer i
par(1) = 0.0625 !a
par(2) = 60.0 !b
par(3) = 48.0 !c
par(4) = 32.0 !g
par(5) = 1.0 !f
par(6) = 1.0 !L
par(7) = par(6)/(ndim/ne-1) !h






























!central second order finite differences
do i = 2,nx-1












u2x(1) = (u(2) - 2*u(1) + u(2))/hx2




!central second order finite differences
do i = 2,nx-1






NDIM= 90, IPS= 1, IRS= 0, ILP= 1
ICP= [2]
NTST= 20, NCOL= 4, IAD= 3, ISP= 2, ISW= 1, IPLT= 0, NBC= 0, NINT= 0
NMX= 1000, NPR= 100, MXBF= 10, IID= 3, ITMX= 8, ITNW= 5, NWTN= 3, JAC= 0
EPSL= 1e-07, EPSU= 1e-07, EPSS= 1e-05
DS= 0.1, DSMIN = 0.01, DSMAX= 0.02, IADS= 1
UZSTOP= {2:200.0}
RL0= -1e+08, RL1= 1e+08, A0= -1e+08, A1= 1e+08 
c.mt-n 
NDIM= 90, IPS= 2, IRS= 32, ILP= 1
ICP= [2]
NTST= 20, NCOL= 4, IAD= 3, ISP= 2, ISW= 1, IPLT= 0, NBC= 0, NINT= 0
NMX= 500, NPR= 100, MXBF= 10, IID= 3, ITMX= 8, ITNW= 5, NWTN= 3, JAC= 0
EPSL= 1e-07, EPSU= 1e-07, EPSS= 1e-05
DS= 0.1, DSMIN= 0.1, DSMAX= 0.02, IADS= 1
UZSTOP= {2:100.0}












図 3.2: c = 0.1，定数定常解からの第 1分岐が 1モード解．BP:分岐点
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図 3.3: c = 4.8，定数定常解からの第 1分岐が 2モード解．HB:Hopf分岐点
図 3.4: c = 10，定数定常解からの第 1分岐が 3モード解．PD:周期倍分岐点
33
























さらに，そこで周期倍分岐点 b ≈ 28.30が検出されている．これは，周期解の周期
が 2の解が発生する可能性を示唆している．分岐図 3.5では，b ≈ 84.39において，
subcritical Hopf分岐点が検出されている．
次に，これらのAUTOによって出力された分岐図が正しいことを数値実験によっ









図 3.6: c = 0.1，定数定常解からの第 1分岐が 1モード解．max，minは式 (3.7)の
最大値，最小値を表しており，*記号に見えている部分はそれらが重なっている．
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図 3.7: c = 4.8，定数定常解からの第 1分岐が 2モード解．Hopf分岐点以降max
とminの値に差が現れ周期解が発生したことを示唆する．
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図 3.8: c = 10，定数定常解からの第 1分岐が 3モード解
38
図 3.9: c = 48，定数定常解からの第 1分岐が 4モード解
数値実験の結果，AUTOによって出力された結果がおおよそ一致していること
が分かった．図 3.6については，b ≈ 4.5までは，ほぼ一致していた．図 3.7につい
ては，ほとんどAUTOの結果と一致しており，supercritical Hopf分岐についても





3.9に対応する時空間パターンと振幅，ポアンカレ断面 (c = 4.8については空間座







図 3.10: c = 4.8のときの数値計算．他のパラメータは，式 (3.6)．左から時空間パ
ターン，振幅，ポアンカレ断面．
40
図 3.11: c = 4.8の続き．
41
図 3.12: c = 48のときの数値計算．他のパラメータは，式 (3.6)．左から時空間パ
ターン，振幅，ポアンカレ断面．
42




























= 0 on ∂Ω× (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x) in Ω.
(E)
ここで, Ω ⊂ R2 は 2次元有界領域であり，滑らかな境界を有するとする．方程式
系 (E)は，シロアリの蟻塚形成過程に対する数理モデルとして，J. L. Deneubourg [16]
によって提案された ( [15,36]も参照のこと)．ここで，3つの未知関数u(x, t), v(x, t)
および w(x, t) はそれぞれ，働きアリの密度，巣の堆積物質の密度および誘引化学
物質の濃度を表す．働きアリは堆積物質を作業領域において堆積させる．これは
方程式系 (E)の第 2式右辺第 2項に対応している．働きアリは巣の材料と化学物
質を混ぜ合わせて堆積物質とする．この化学物質が他の働きアリを誘引する．こ
の誘引化学物質の分泌は，方程式系 (E)の第 3式右辺第 3項で表現されている．こ
の誘引化学物質は空間内において拡散し，濃度勾配 ∇w を形成する．この濃度勾
配に応じて働きアリたちが引き寄せされる．この運動は走化性とよばれ，方程式
系 (E)では，第 1式における−χ∇· (u∇w) という項で表現されている．係数 χ は
正定数とし，走化性強度を表す．関数 f(u) は働きアリの営巣作業への参加と休息
44
を表す．方程式系 (E)の第 2式右辺第 1項および第 3式右辺第 2項は，それぞれ堆
積物質の風化と化学物質の崩壊を表している．係数 δ > 0 および τ > 0 は，右辺
の反応に関する時間スケールを表す定数である．Deneubourg [16]は関数 f を次
式にて設定した :
f(u) = 1− µu, u ≥ 0. (4.1)
ここで，µ は働きアリが休息状態へと移行する割合を表す正定数である．一方，営
巣作業への参加は正規化して 1となっている．我々は本研究でもこの線形減衰関






対する数理モデルである．特に，方程式系 (E) において δ = 0 ならびに f(u) ≡ 0
とすれば，これは平衡状態 v = u を意味することから，この仮定のもとで方程式
系 (E) は放物・放物型Keller-Segel系に一致する．Keller-Segel系は f(u) ≡ 0 とい
う仮定から得られたが，これは α次の減衰関数 f(u) = 1− µuα における α = 0 か
つ µ = 1 の場合に対応するため，0次減衰の 2因子走化性系であると考えることが
できる．一方，先に述べたように，線形関数 (4.1) は 1次減衰に相当する（α = 1）．
空間 2次元放物・放物型Keller-Segel系については，解の時間大域存在と爆発の臨
界値が存在することが知られている [18,20,22,33,42]．この臨界値は，生物の初期
総量 ∥u0∥L1 と走化性強度 χ の積 χ∥u0∥L1 の関数である．このことは，十分小さ





減衰項を有する（α > 1）走化性系については，大崎等 [39]による 2次減衰を有
する 2因子走化性系に関する結果（空間 2次元）がある．この系は方程式系 (E)に
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おいて，f(u) = u(1− µu) および δ = 0 と設定したときに対応する．大崎等 [39]





いては，関数 f が f(0) ≥ 0 ならびに f(u) ≤ 1− µu2をみたした上で，減衰係数 µ
が適切に大きいとき，解の時間大域存在が保証されることを示した．Winkler [54]
はさらに，τ = 1 の場合に限れば，解の時間大域存在が保証されるような µ の範囲
を µ > (nχ)/4 と見積もった．Lin-Mu [28]ならびにXiang [58] は最近，非凸領域
の場合に踏み込み，特に，Xiang [58]は τ = 1 ならびに空間 3次元非凸領域の場合
で，解の時間大域存在が保証されるような µの範囲を µ > 9√
10−2χ = (7.743 · · · )χ
と広げた．以上の結果は，2因子 2次減衰走化性系においては，（χと比して）適
度に大きな µ の下では，解の時間大域存在が，χ および ∥u0∥L1 に何らかのスモー
ルネスを課すことなく，任意次元において保証されるということを示唆する ( [59]
も参照)．一方，Xiang [60] は f(u) = u − µu2
logγ(1+u)
, γ ∈ (0, 1), といった劣 2次減
衰の場合において，空間 2次元であれば，いかなる爆発も起きないことを示した．
Very weak solution (極弱解とでも訳すのが適当か）という概念 [52]を導入すると，
時間大域存在が，任意次元における劣 2次減衰 (α < 2) の場合においても保証さ
れる．実際に，Viglialoro [50, 51]は，任意次元凸領域において，減衰オーダーが
α ∈ (2− (1/n), 2) の場合に，有界な弱解が時間大域的に存在することを示してい
る．この方向の研究は，最近，非線形の分泌項を導入することによって進展を遂げ
ている [34,35,57,61]. その他，この周辺の話題はレビュー論文 [13]に詳しい ( [21]
も参照).
1次減衰項 (4.1)を有するオリジナルのDeneubourg系 (E) に対する解析につい
ては，野田・大崎 [37] が空間 1次元の場合において，時間大域解ならびにグローバ
ルアトラクターの存在を示している. さらに野田・大崎 [37]は適当に大きな µ/χ
の下では，時間大域解は一意な空間一様解 (1/µ, 1/µ, 1/µ) へと収束するというこ
とを，リャプノフ関数を構成することによって示した．本節では，この結果 [37]
を空間 2次元の場合へと拡張する．Hu-Tao [23]は，Strohm等 [43] が提案した松
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食い虫 (mountain pine beetle)の分布に関する数理モデルを簡単化した 3因子（非
直接）走化性系の研究を行なった．このモデルは，2次減衰項 f(u) = µu(1 − u)
を有するDeneubourg系 (E) に一致する．Hu-Tao [23]は，この系の空間 3次元の
場合を考え，µ > 0 に制限を加えることなく，解の時間大域存在を示した．これ
は，同じ減衰作用を有する 2因子（直接）走化性系においては，解の時間大域存
在には，現在のところ µ が適当に大きいことが必要である状況と照らして興味深
い．さらに Hu-Tao [23]は，この場合において，µ が適当に大きければ，すべて
の時間大域解が一意空間一様解へと収束することも示し，その 1つの下限も示し
た．Li-Tao [29]は，Hu-Tao [23]の結果を，一般次元かつα-次の減衰を有する関数
f(u) = u− uα, α > n/2, n ≥ 2, の場合へと一般化した．
八木 [56]は，方程式系 (E)において，関数 vに対して飽和作用を導入した．具



















おけるオリジナルのDeneubourg系 (E)を考え，χ, ∥u0∥L1 および 1/µ に対するス





を構成すること (Theorem 16およびTheorem 18) に活用するため，現在のところ
外せない条件である．
また我々は,無限次元力学系を構成することによって，解の漸近挙動を研究する．
解の一様評価は有界な吸収集合を基礎空間H = L2(Ω)×H1(Ω)×H1(Ω) において
導く．一方，Theorem 13 によれば，時間大域解でコンパクト集合へと収束できな
いものがあることが分かる．実際，方程式系第 2式の解作用素におけるコンパク
ト性の欠如により，解の第 2成分 v は初期値 v0 と同じ関数空間に留まり続ける．
このことは，Deneubourg系 (E) が部分散逸系（partly dissipative system）に分類




な部分とその摂動とみなせる部分へと分解して，この摂動が t→ ∞ の極限におい
て 0へと収束することを示す．
我々はまた基礎空間 H において相対コンパクトな不変集合 X を構成する．さ
らなる仮定を加えることによって我々は空間一様解 (1/µ, 1/µ, 1/µ) に対するリャ
プノフ関数を構成する．2次減衰を有する 2因子走化性系 (方程式系 (E)において
δ = 0, τ = 1, f(u) = u(1− µu)) に対しては，He-Zheng [19] が条件 µ > χ/4 の下
で空間一様解に対するリャプノフ関数を構成している．さらにこの条件 (µ > χ/4)
は次の意味で最適である : 空間一様解周りの線形化作用素は，領域を長方形領域
に取る必要はあるが，µ < χ/4 という条件下で正実部を有する固有値を持ちうる．
He-Zheng [19]はまた，空間 3次元においてもこのことを考察し，µ が十分大きい
ときのリャプノフ関数を得ている (空間 3次元の場合は，現在までに µ が適当に大
きい場合しか解の時間大域存在が示されていないことに注意する [28, 54, 58]．ま
た，[27, 28,55,62] についても参照のこと)．
































この式は，2次減衰 α = 2 であれば，L2 の意味での吸収項が導かれることを意味
し，一方，(4.1)における 1次減衰 α = 1の場合は，L1 の意味での吸収項しか得られ
ないことを示唆している．1次減衰の場合におけるこの困難に対して，我々は解が
最終的に行き着く正不変集合であるX という状態空間に着目し，この状態空間に限









49,56]. 領域 Ω は R2 において有界で，滑らかな境界を有するとする．
Sobolev空間における補間 0 ≤ s0 < s < s1 <∞ に対して，Hs(Ω) は，Hs0(Ω)




Hs1 , w ∈ Hs1(Ω). (4.2)
Sobolev空間における埋め込み定理
0 ≤ s < 1 のとき，Hs(Ω) ⊂ Lr(Ω), 2 ≤ r ≤ 2/(1− s), であり，埋め込み作用素
は連続．また，次の不等式が成り立つ :
∥w∥Lr ≤ Cs∥w∥Hs , w ∈ Hs(Ω). (4.3)
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s = 1 のとき，Hs(Ω) ⊂ Lr(Ω), 2 ≤ r <∞, であり，埋め込み作用素は連続．ま
た，次の不等式が成り立つ :
∥w∥Lr ≤ Cs∥w∥Hs , w ∈ Hs(Ω). (4.4)
1 < s < ∞ のとき，Hs(Ω) ⊂ C(Ω) であり，埋め込み作用素は連続．また，次
の不等式が成り立つ :
∥w∥C ≤ Cs∥w∥Hs for w ∈ Hs(Ω). (4.5)
Gagliardo-Nirenbergの不等式 1 ≤ q ≤ r < ∞ とする．このとき，埋め込み






, w ∈ H1(Ω). (4.6)
論文 [34, 39]と同様，0 ≤ w ∈ L2(Ω) に対して，次のノルムを導入する :
N1log(w) = ∥(w + 1) log(w + 1)∥L1 =
∫
Ω
(w + 1) log(w + 1)dx.









関数の積のノルム評価 s > 1 のとき, 式 (4.5) より，
∥uv∥L2 ≤ C∥u∥L2∥v∥L∞ ≤ Cs∥u∥L2∥v∥Hs , u ∈ L2(Ω), v ∈ Hs(Ω), (4.8)
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が成り立つ．また直ちに，
∥∇ · (u∇v)∥L2 ≤ ∥∇u · ∇v∥L2 + ∥u∆v∥L2
≤ ∥∇u∥L2∥∇v∥L∞ + ∥u∥L∞∥∆v∥L2
≤ Cs(∥u∥H1∥v∥H1+s + ∥u∥Hs∥v∥H2),
u ∈ Hs(Ω), v ∈ H1+s(Ω), (4.9)
が得られる．0 < ξ < 1に対して，
∥uv∥L2 ≤ Cξ∥u∥Hξ∥v∥H1−ξ , u ∈ Hξ(Ω), v ∈ H1−ξ(Ω), (4.10)
が成り立つ．また，s > 1 に対して，
∥uv∥H1 ≤ Cs∥u∥H1∥v∥Hs , u ∈ H1(Ω), v ∈ Hs(Ω), (4.11)
が成り立つ．式 (4.8)と式 (4.11)を補間することにより，s > 1 および 0 ≤ ξ ≤ 1
に対して，
∥uv∥Hξ ≤ Cs,ξ∥u∥Hξ∥v∥Hs , u ∈ Hξ(Ω), v ∈ Hs(Ω), (4.12)
がいえる．また特に，s > 1 に対して，空間 Hs(Ω) はBanach代数となり，不等式
∥uv∥Hs ≤ Cs∥u∥Hs∥v∥Hs , u, v ∈ Hs(Ω), (4.13)
が成り立つ．
分数べき作用素の定義域と L2(Ω)におけるラプラス作用素のシフト性 線形作用
素 A = −∆+1 を斉次ノイマン境界条件下で考える．ここで，∆ は L2(Ω) におけ
る Laplace作用素とする．定義域は H2N(Ω) である．また，次の評価が成り立つ :




















w ∈ Hs(Ω); ∂w
∂n






例えば，Aw ∈ D(A1/2) であることは，wが斉次ノイマン境界条件をみたす上，
∆w ∈ H1(Ω) であることを意味するが，いま，境界 ∂Ω は滑らかであることから，
w ∈ H3(Ω) が導かれて，次の評価が成り立つ :
∥w∥H3 ≤ C(∥Aw∥H1 + ∥w∥H1) ≤ C(∥∇∆w∥L2 + ∥w∥H1), w ∈ H3N(Ω). (4.16)
その上，式 (4.3), (4.15) および (4.2)より，次式が成り立つ :




H3 , w ∈ H
3(Ω). (4.17)
4.2 時間局所解
我々はまず時間局所解の存在に関する一般的な定理 [56, Chap. 4] (also [40]) を




+ AU = F (U), t > 0,
U(0) = U0.
(4.18)
ここで線形作用素 A はX における角域作用素であり，そのスペクトルは次の領
域に含まれるとする : Σ = {λ ∈ C; | arg λ| ≤ ϕ}, 0 ≤ ϕ < π/2. またレゾルベン
トのノルムついて，次の評価が成り立つとする : ∥(λ − A)−1∥L(X) ≤ M/(|λ| + 1),
λ /∈ Σ, ただしM は定数. 非線形作用素 F はD(Aη) から X, 0 < η < 1, の作用素
52
であり，次の Lipschitz条件をみたすとする:













U, Ũ ∈ D(Aη). (4.19)
ここで，γ は 0 < γ ≤ η < 1であるような指数であり，また ψ(·)はある連続増加関
数である．初期値 U0 は D(Aγ) に属するとする．以上の仮定の下，[56, Theorem
4.1](ないし [40, Theorem 3.1])より，Cauchy問題 (4.18)に対する次の局所解の存
在定理が得られる :
Proposition 3. ( [56, Theorem 4.1]) 上の設定の下，任意の U0 ∈ D(Aγ) に対し
て，方程式 (4.18)に対する局所解が，次の関数空間の中に一意的に存在する :U ∈ C1((0, TU0 ];X) ∩ C([0, TU0 ];D(Aγ)) ∩ C((0, TU0 ];D(A)),t1−γU ∈ B((0, TU0 ];D(A)).
また次の評価が成り立つ :
t1−γ∥AU(t)∥X + ∥AγU(t)∥X ≤ CU0 , 0 < t ≤ TU0 .
ここで，TU0 および CU0 は初期値のノルム ∥AγU0∥X のみに依存する正定数であ
る．また，写像 U0 7→ U(t) はD(Aγ) において連続である．
Proposition 3 を適用することにより，方程式系 (E)に対する時間局所解の存在
を示すことができる．
Theorem 4. 任意の初期関数 (u0, v0, w0) ∈ H1(Ω) × H1(Ω) × H2N(Ω) に対して，
方程式系 (E)は時間局所解 (u, v, w) を次の関数空間の中に一意的にもつ :
u ∈ C1((0, T ];L2(Ω)) ∩ C([0, T ];H1(Ω)) ∩ C((0, T ];H2N(Ω)),
v ∈ C1((0, T ];H1(Ω)) ∩ C([0, T ];H1(Ω)),





2 (∥u(t)∥H2 + ∥w(t)∥H3)
+ (∥u(t)∥H1 + ∥v(t)∥H1 + ∥w(t)∥H2) ≤ C, 0 < t ≤ T. (4.20)
ここで，T および C はノルム ∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2 のみに依存する正定数
である．さらに，写像 (u0, v0, w0) 7→ (u(t), v(t), w(t)) は H1(Ω)×H1(Ω)×H2N(Ω)
において連続である．




+ AU = F (U), t > 0,
U(0) = U0 =
T [u0 v0 w0].
(4.21)
ここで，線形作用素 A は次式で定義する :
A =

−∆+ 1 0 0
0 δ−1 0
0 0 τ−1(−∆+ 1)
















であり，f̄(u) = 1 − µu, u ∈ C, である．初期値
U0 は関数空間 D(Aγ) = H1(Ω) × H1(Ω) × H2N(Ω), γ = 12 , より選ぶ．この設
定の下，時間局所解の存在を示すには，Lipschitz条件 (4.19) を示すだけでよい．
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U = T [u v w], Ũ = T [ũ ṽ w̃] ∈ D(Aη) としよう．このとき，次の評価が成り立つ :
∥F (U)− F (Ũ)∥X ≤ χ∥∇ · (u∇w − ũ∇w̃)∥L2 + (µ+ 1)∥u− ũ∥L2
+ δ−1∥u− ũ∥H1 + τ−1∥v − ṽ∥H1 .
さらに，右辺第 1項について，式 (4.9)を適用すると，
∥∇ · (u∇w − ũ∇w̃)∥L2 ≤ C(∥ũ∥H1 + ∥w∥H2)(∥u− ũ∥H 54 + ∥w − w̃∥H 94 )
と評価できる．ゆえに，
∥F (U)− F (Ũ)∥X ≤
[






+ ∥v − ṽ∥H1 + ∥w − w̃∥H 94 ).
これはリプシッツ条件 (4.19) が成り立つことを示す．
解の非負値性も次の命題によって示される．
Proposition 5. Theorem 4と同じ仮定の下，もし，u0 ≥ 0, v0 ≥ 0, w0 ≥ 0 であ
れば，時間局所解 (u, v, w) についても，u(t) ≥ 0, v(t) ≥ 0, w(t) ≥ 0 が 0 ≤ t ≤ T
に対して成り立つ．
Proof. はじめに局所解 (u, v, w)は実数値であることに注意しよう．実際，この共役
複素 (u, v, w)もまた方程式系 (E)の解である．いま解は一意であるから，(u, v, w) =
(u, v, w) である．非負値性を確認する．Theorem 4より，w ∈ C([0, T ];H2N(Ω)) で
あり，また評価 ∥w(t)∥H2 ≤ CU0 , 0 ≤ t ≤ T , が成り立つ．ただし，CU0 はある正
定数. 関数 H(u) を C1,1-級の関数であり，次をみたすものとしよう : H(u) = 1
2
u2,



















∇H ′(u) · ∇udx+ χ
∫
Ω























{H ′(u)}2∆wdx ≤ χ
2
∥H ′(u)∥2L4∥∆w∥L2
≤ C∥H ′(u)∥H1∥H ′(u)∥L2∥∆w∥L2
≤ 1
2




いま，0 ≤ {H ′(u)}2 ≤ 2H(u) および ∥∆w∥L2 ≤ C∥w∥H2 ≤ CU0 であることより，
φ′(t) ≤ CU0φ(t) 成り立ち，これより，φ(t) ≤ eCU0 tφ(0). ゆえに，u0(x) ≥ 0 とす
れば，φ(t) = 0 が得られ，これより，u(x, t) ≥ 0, 0 ≤ t ≤ T . 関数 v(x, t) および
w(x, t) の非負値性は比較定理により示される．
4.3 アプリオリ評価と時間大域解






|φ(x)| dx, φ ∈ L1(Ω),
ただし，|Ω| は Ω の面積を表す.
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これを ∥u(t)∥L1 について解けば，(4.22) が得られる．
またこれより，次の系が得られる．
















Proposition 8. (u, v, w) は方程式系 (E)の局所解であるとし，また，下で述べる





















e−d1(t−s)( ∥u(s)∥L1 + |Ω| ) ds
≤ ψ
(
N1log(u0) + ∥v0∥L2 + ∥w0∥H1
)
. (4.25)
ただし，d1 = min{µ, 1/(2δ), 1/τ} であり，ψ(·) はある連続増加関数である．




































(1− µu) log(u+ 1)dx. (4.26)






































不等式 (4.27) に 2χ をかけた式と，不等式 (4.28) に χ/2 をかけた式と恒等

























































































dx+ ∥1 + u∥L1
)
が得られる ( [56, p.424]も参照)．ここで，CG = (C2,8)
8
3 であり，C2,8 はGagliardo-










































































































≤ 4ζ∥1 + u∥L1 +
∫
Ω




















≤ 5(|Ω|+ ∥u∥L1)− d1
[






ここで，d1 = min{µ, 1/(2δ), 1/τ}. この微分不等式を解き，また，恒等式 (4.22) を
用いれば，評価式 (4.25)が得られる.



























ここで，Corollary 25 によれば，定数 CG は |Ω|−1 を最小値として，下に有界で
ある．したがって，面積 |Ω| は値 CG|Ω| を 0に近づけるための制御パラメータに
































































と書き換えられる．ここで，C ′G = C
2r
r−1
2,2r , r > 2.




















e−d2(t−s)ψ(N1log(u(s)) + ∥w(s)∥H1) ds
≤ ψ (∥u0∥L2 + ∥v0∥H1 + ∥w0∥H2) (4.31)
が成り立つ．ここで，d2 = min{2µ, 1/(2δ), 1/τ} であり，ψ(·) はある連続増加関
数である．











































∥(−∆+ 1)w∥2L2 + ∥v∥
2
H1 . (4.34)





















































ここで，(4.6)より，∥u∥2L2 ≤ C2∥u∥H1∥u∥L1 という式を用いた．ただし，C2 は埋































































































+ ψ(N1log(u) + ∥w∥H1),











e−d3(t−s)ψ( ∥u(s)∥L2 + ∥w(s)∥H2) ds
≤ ψ ( ∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2) , (4.35)
ただし，d3 = 2µ であり，ψ(·) はある連続増加関数である．

















(∆u)(∇u · ∇w + u∆w)dx. (4.36)
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(∆u)(∇u · ∇w + u∆w)dx
∣∣∣∣







∥∇w∥H1 + ∥u∥H 43 ∥∆w∥L2
)













































この微分不等式を ∥∇u(t)∥2L2 について解けば，評価 (4.35) が得られる．
上の命題を組み合わせれば，次の系が得られる:
Corollary 12. スモールネス (4.29)を仮定する．このとき，方程式系 (E)に対す
る局所解 (u, v, w) は次の評価をみたす :
∥u(t)∥H1 + ∥v(t)∥H1 + ∥w(t)∥H2 ≤ ψ ( ∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2) , t ≥ 0,
ただし，ψ(·) はある連続増加関数である．
Corollary 12より，解の時間大域存在を示すことができる．
Theorem 13. もし，χ·max{∥u0∥L1 , |Ω|/µ}2/3 が条件 (4.29)，もしくは同値な条件と
して，(4.30)をみたす程度に小さいとする．このとき，非負初期関数を (u0, v0, w0) ∈
H1(Ω)×H1(Ω)×H2N(Ω) と選べば，方程式系 (E) は時間大域解 (u, v, w) を関数
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空間
0 ≤ u ∈ C1((0,∞);L2(Ω)) ∩ C([0,∞);H1(Ω)) ∩ C((0,∞);H2N(Ω)),
0 ≤ v ∈ C1((0,∞);H1(Ω)) ∩ C([0,∞);H1(Ω)),
0 ≤ w ∈ C1((0,∞);H1(Ω)) ∩ C([0,∞);H2N(Ω)) ∩ C((0,∞);H3N(Ω))
(4.37)
の中に一意的にもつ．さらに，時間大域解は初期関数に関する一様評価
∥u(t)∥H1 + ∥v(t)∥H1 + ∥w(t)∥H2
≤ ψ (∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2) , t ≥ 0, (4.38)
をみたす．ここで，ψ(·) はある連続増加関数である．
Proof. Theorem 4および Proposition 5より，任意の非負初期関数 (u0, v0, w0)に対
して，一意的な非負時間局所解 (u, v, w)が区間 [0, T ]上で存在する．ここで，存在
時間 T は，初期関数のノルム ∥u0∥H1+∥v0∥H1+∥w0∥H2 に対してのみ依存する．加
えて，Corollary 12より，ノルム ∥u(t)∥H1+∥v(t)∥H1+∥w(t)∥H2 , 0 ≤ t ≤ T ,は上か
ら一様な定数ψ (∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2)で抑えられており，この定数自体もま
た，ノルム∥u0∥H1+∥v0∥H1+∥w0∥H2 のみに依存している．したがって，解の存在区
間は [0, T + T̃ ]にまで延長でき，さらに解のノルム ∥u(t)∥H1 +∥v(t)∥H1 +∥w(t)∥H2 ,
0 ≤ t ≤ T + T̃ , は再び同じ定数 ψ (∥u0∥H1 + ∥v0∥H1 + ∥w0∥H2) で評価されること





Proposition 14. (u, v, w) を方程式系 (E) に対する時間局所解とする．このとき，
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+ 4∥∇v(t)∥2L2 , t0 ≤ t ≤ T. (4.39)








































) ds, t0 ≤ t ≤ T.







































e−d5(t−s)ψ(∥u(s)∥H1 + ∥w(s)∥H3) ds, t0 < t < T, (4.40)
66
が成り立つ．ただし，d5 = min{2µ, 1/δ} であり，ψ(·) はある連続増加関数である．








|∆u|2 dx = −
∫
Ω


























のように上から評価される．ここで，Dα = (∂/∂x)α1(∂/∂y)α2 , α = (α1, α2). さら

























































































































≤ ψ(∥u∥H1 + ∥w∥H3)








K = {(u, v, w) ∈ H1(Ω)×H1(Ω)×H2N(Ω); u, v, w > 0, u は (4.29) をみたす.},
∥U∥K = ∥u∥H1 + ∥v∥H1 + ∥w∥H2 , U = T [u v w],
とする．ここで，解の正値性（非負でなく）が，後ほどリャプノフ関数を構成する
上で (Theorem 19) 新たに必要となるが，これはTheorem 13 において強最大値原
理 (例えば [31, p.331]) を適用すれば示すことができる．そのことにより，連続半
群による解作用素 S(t) : K → K が定義される．これ以降，力学系 (S(t),K,H) を
考えよう．
節 4.3のアプリオリ評価を組み合わせれば，力学系 (S(t),K,H)に対する吸収集合
B を構成することができる．ここで，集合 B ⊂ Hが吸収集合であるとは，任意の有
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界集合 B ⊂ Kに対して，それのみに依存する時刻 tB が存在して，
∪
t≥tB S(t)B ⊂ B
が成り立つときにいう．
Theorem 16. 球
B = {(u, v, w) ∈ H2N(Ω)×H1(Ω)×H3N(Ω); ∥u∥H2 + ∥v∥H1 + ∥w∥H3 ≤ r,
u, v, w > 0, u は (4.29) をみたす．} ⊂ K
の半径 r (<∞) を十分大きくとると，B は力学系 (S(t),K,H) における有界な吸
収集合となる．
Proof. 証明は一様 Gronwallの補題 [48, p.91] ( [56, Section 1-10]も参照)を逐次
的に適用することにより与えられる．しかし，上で得られたアプリオリ評価であ
れば，最後の節で示す Lemma 26 を順次適用することで示される．具体的には，
Lemma 26 を (4.22), (4.25), (4.31), (4.35), (4.39) ならびに (4.40)に対して，それ
ぞれ k = 0, 1, 2, 3, 4, 5 の場合に対応すると考えることで示される．
Remark 17. 吸収集合 B の半径 r は上で得られたアプリオリ評価によって適切
に決定される．特に，r は十分大きな µ に対してオーダー O(1) である．
グローバルアトラクターを構成するため，我々は，解の第 2成分 v を L∞(Ω)










tv0, v0 ∈ L∞(Ω). この分解に対応して，解作用素 S(t) もまた，コンパ
クト作用素 S1(t) とその摂動 S2(t) に分解される．ここで，S(t) = S1(t) + S2(t),
S1(t) : (u0, v0, w0) 7→ (u(t), v1(t), w(t)), S2(t) : (u0, v0, w0) 7→ (0, v2(t), 0). この分
解を活用すれば，部分散逸系である Deneubourg系に対するグローバルアトラク
ターを構成することができる．
Theorem 18. 力学系 (S(t),K,H) はグローバルアトラクター A を有する．さら
に，A は初期関数の空間 K において連結である．
Proof. ∥v2(t)∥H1 = e−
1
δ
t∥v0∥H1 であるから，任意の有界集合 B ⊂ K に対して，
supU0∈B ∥S2(t)U0∥K → 0 (t→ ∞)がいえる．一方，v1(t)を第2成分とする任意の軌
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道は，Kにおいてコンパクトである．実際，Theorem 4, Corollary 12, Proposition 14















2 +1) ds ≤ CB.
このことは，
∪
t≥tB S1(t)B が K において相対コンパクトであることを示す．ここ
で，[48, p.23] (もしくは [30, Theorem 2.1]) を適用すれば，吸収集合 B の ω-極限




s≥t S1(t)B, が力学系 (S(t),K,H) に対するグローバルア
トラクターであることが示される．
一般的にいえば，グローバルアトラクターの構造は複雑なものである．しかし
ながら，力学系 (S(t),K,H) に対しては，減衰係数 µ をさらに大きくとることに
よって，グローバルアトラクター A が一意空間一様解


















を導入しよう．このとき解の漸近挙動はすべて，最終的な力学系 (S(t),X ,H) に
帰着する．吸収集合 B ⊂ K が存在する (Theorem 16) ことより，一様な定数 Mr
が存在して，
∥u(t)∥C ≤ C∥U(t)∥H2×H1×H3 ≤ C · r :=Mr,
U(t) = T [u(t) v(t)w(t)] ∈ X , (4.44)
が成り立ち，さらに定数 Mr は十分大きな µ に対して，オーダー O(1) である．
















µu− 1− log µu+ δµ
2
Mr








Φ(U(t)) ≤ 0, Φ(U) > 0 (U ̸= U∗), および Φ(U∗) = 0 をみたす．すなわち，Φ
は，力学系 (S(t),X ,H) において，自明な固定点 U∗ に対するリャプノフ関数で
ある．つまりこのとき，グローバルアトラクター A は自明な固定点のみからなる
シングルトンとなる : A = {U∗}.
Remark 20. 十分大きな µ に対して，Mr = O(1) であるから，条件 µ > χ
√
Mr/4
をみたすような (χ, µ) ⊂ R2+ のなす集合は，R2+ において空ではない．
Proof. 条件 Φ(U) > 0 (U ̸= U∗) および Φ(U∗) = 0 が成り立つことは自明である．
したがって， d
dt
Φ(U(t)) ≤ 0 を示せばよい．従来の結果 [19, 32, 44, 58] と同様にこ
れを行えるため，あとは吸収項 −∥u − u∗∥2L2 を構成することに注力する．特に，

























































































































(w − w∗)2 dx
が十分小さな任意定数 ε1 と ε2 に対して成り立つ．条件 µ > χ
√
Mr/4 の下，任意
定数 ε1 と ε2 は，以下をみたすように選ぶことができる :










実際，任意に s > 0 を 16µ
2
Mrχ2















































とき，力学系 (S(t),X ,H)における各々の軌道 U(t)は，指数的に自明な固定点 U∗
へ収束する :
∥u(t)− u∗∥C + ∥v(t)− v∗∥H1 + ∥w(t)− w∗∥C1 ≤ C0e−λt, t ≥ 1. (4.47)
ただし，λ > 0 はある定数で，C0 は正不変集合 X に依存する定数である．
Proof. Bai-Winker [12] および Xiang [58] と同様の方法でこれを示すことができ






Φ(U(t0)) < ∞. 関数 φ(t) の正値性から φ(t) → 0, t → ∞, がいえる．これ
は，U(t) が固定点 U∗ に L2-ノルムで収束することを示す．いま軌道 U(t) は関
数空間 (4.37) に属するから，u および w の成分の収束は，Gagliardo-Nirenberg

















































t ≥ t0. 最後に，u の H1-ノルムによる収束については，ある定数 λ > 0 が存在
して，























(t−1−s) · e−λs ds
]
≤ C0te−λt, t ≥ 1.
定数 C0 をとり直せば，∥v(t)− v∗∥H1 ≤ C0e−λt, t ≥ 1, が示される．
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4.5 空間一様解の安定性
本節では，方程式 (E)に対する空間一様解 U∗ の局所安定性について考える．特
に，走化性係数 χ に対して，休息係数 µ がどれくらい小さければ，U∗ の不安定
化が起こるのか，すなわち，(χ, µ) が第 1象限 R2+ のいかなる領域に含まれれば，
もっとも単純なグローバルアトラクター A = {U∗}が不安定となり，非自明なモー
ド解を含んでくるのかということについて考える．
方程式系 (E) を再び，X = L2(Ω) × H1(Ω) × H1(Ω) における半線形放物型方
程式 (4.18) として設定する．ここで，線形作用素の定義域は D(A) = H2N(Ω) ×




+ [A− FU(U∗)]W = 0, W = U − U∗ := T [ξ η ζ] ,
と表される．ここで，W (0) = U0−U∗ := T [ξ0 η0 ζ0]は，D(A
1
2 ) = H1(Ω)×H1(Ω)×




∆− µ 0 −χµ−1∆
δ−1 −δ−1 0
0 τ−1 τ−1(∆− 1)

が，実部が正の固有値 λ を有するとき起こる．斉次ノイマン境界条件下のラプラ
ス作用素−∆ : H2N(Ω) → L2(Ω) の固有値を αk，対応する固有関数を φk とする :
−∆φk = αkφk in Ω,
∂φk
∂ν
= 0 on ∂Ω. (4.49)





−αk − µ− λ 0 χµ−1αk
δ−1 −δ−1 − λ 0










k = 0, 1, 2, · · · . (4.50)
整理すると，a0λ3 + a1λ2 + a2λ+ a3 = 0
a0 = δτ > 0,
a1 = τ + δ [τ(αk + µ) + αk + 1] > 0,
a2 = δ(αk + µ)(αk + 1) + τ(αk + µ) + αk + 1 > 0,
a3 = (αk + µ)(αk + 1)− (χ/µ)αk.
不等式 a1a2 − a0a3 > 0 が成り立つことより，Routh-Hurwitzの安定性定理によっ
て次のことがいえる: もし a3 = (αk + µ)(αk + 1) − (χ/µ)αk > 0 であれば，すべ
ての (4.50)に対する解 λ に対して，Reλ < 0 がいえる．同様に，もし a3 = 0 で
あれば，方程式 (4.50) は 1つの零解 (λ = 0)とReλ < 0であるような 2つの解を
有し，これは線形化解析で扱える範囲を超える．最後に，もし a3 < 0，すなわち，











αk + µ < 0 (4.51)
であれば，方程式 (4.50)は正の解 λ > 0 を有する．αk > 0 であるためには，





にまとめることができる．また，条件 (4.52) の下で，空間一様解 (4.43) が不安定
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化するための十分条件が得られる :









− 4µ > 0. (4.53)
命題の形で述べると以下のようになる:
Proposition 22. αk および φk (k = 1, 2, · · · ) をそれぞれ，ラプラス作用素 −∆
の固有値問題 (4.49) に関する固有値と固有関数であるとする．条件 (4.52)を仮定
する. 固有値 αk が条件 (4.53)をみたすならば，空間一様状態 (4.43) は十分小さ
な摂動の下で，固有関数 φk に沿う形で不安定化する．条件 (4.52)とは反対の条
件 χ < µ(
√

















したがってこのとき，スモールネス (4.29) （もしくは同値な条件として (4.30)）
と不安定化条件 (4.52) を同時にみたすような領域 (χ, µ) ⊂ R2+ が存在する．こ
の領域においては条件 (4.53)を満足する kモードのパターン解が時間大域的に存
在する．逆に，CG|Ω| ≥ 2であるとき，任意の µ > 0 に対して，逆の不等式が
成り立つ，すなわち，スモールネス (4.29) （もしくは同値な条件として (4.30))）




2,8 は Proposition 8の証明中の定数であり，また C2,8 は









































がいえる．逆に，CG|Ω| ≥ 2 であるとき，任意の µ > 0 に対して，
(
√




3 [µ+max {µ⟨u0⟩, 1}]
1
3
≥ (√µ+ 1)2 · 1 ·max {µ⟨u0⟩, 1}
2






不等式 (4.6)（q = 2）における埋め込み定数の下からの評価を与える．ここで，領
域 Ω は引き続き有界領域であるとするが，ここのみの仮定として，Ω は Lipschitz
境界を有するとする．
Lemma 24. 領域 Ω は有界でLipschitz境界を有するとする．また，r ≥ 1 を任意
の数とする．定数 C2,2r を次のGagliardo-Nirenbergの不等式に関する埋め込み定











|Ω| 12 (1− 1r )
.
Proof. u ∈ H1(Ω) とする．このとき，r = 1 の場合は明らか．r > 1とすると，
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Gagliardo-Nirenbergの不等式より，
∥u∥2L2 ≤ ∥1∥L rr−1 ∥ |u|
2 ∥Lr = |Ω|1−
1





















ここで，u ̸= 0 のとき，∥u∥L2∥u∥H1 ≤ 1 であることは明らかであり，さらに，非零の定数
関数，例えば u(x) = 1 について，等号が成り立つ．したがって，1 ≤ |Ω|1− 1r ·C22,2r
が得られて，これは所要の評価を意味する．
Lemma 24 において，r = 4 とすることにより，次の系が得られる:
Corollary 25. C2,8 を次のGagliardo-Nirenbergの不等式の埋め込み定数であると







, u ∈ H1(Ω). このとき，C2,8|Ω|
3
8 ≥ 1 が成り立つ．





Lemma 26. 関数 fk ∈ C([0,∞);R), k = 0, 1, 2, . . . , n, を非負連続関数であると
し，次の不等式が k = 1, 2, . . . , n に対して成り立つとする :
fk(t) ≤ e−dktfk(0) +
∫ t
0
e−dk(t−s)φk(fk−1(s)) ds, t ≥ 0.
ただし，dk > 0 は正定数で，関数 φk(·) は連続増加関数．さらに，k = 0 におい
ては，一様評価式 : f0(t) ≤ r0, t ≥ t0, が正定数 r0 > 0 ならびに時刻 t0 > 0 に対
して成り立つとする. このとき，正定数 r > 0 ならびに時刻 t∗ > 0 が存在して，
評価式 fk(t) ≤ r, t ≥ t∗, が kに対して一様に成り立つ.
Proof. M := maxk fk(0) とおく．k− 1 のとき結論が正しいとする．このとき，定
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数 rM および t∗ が存在して，fk−1(s) ≤ rM , 0 ≤ s ≤ t∗, がいえることから，
fk(t) ≤ e−dktM + φk(rM) ·
1
dk












, t ≥ t∗.
時刻 t∗ と定数 r を改めて max{t∗, (1/dk) · log
[
M + edkt∗ · φk(rM )
dk
]
}, max{r, 1 +



























































































している．シミュレーション領域はメッシュ分割し，大きさが ∆V = ∆x×∆yで
ある Nx×Ny個の小領域 (セルと呼ぶ)が領域内にあるとする．ここで，∆x = lxNx
，∆y = ly
Ny
である．i = 1, · · · , Nx, j = 1, · · · , Nyについて，(i，j)番目のセルで
の蜜蝋の { 存在，非存在 }を，ブール型変数 waxij の {true， false} で対応させ






する．図 5.2では，付着の候補セルを ×記号，□記号，そして �記号で表してい
る．巣が異方的に成長する可能性を考慮して，巣の x方向に蜜蝋が付着する確率
を px，巣の y方向に蜜蝋が付着する確率を pyとする．まず，pxと pyの値に応じ
て，付着する方向を乱数を用いて確率的に選ぶ．次に，再び乱数を用いて候補セ

























































図 5.5のように角度 θの方向を向いている 2 次元エージェントが覆う領域を，長
方形部分と半円部分に分けて数式で表す．以下では，表現を簡単にするために，



















































(x−Xr) cos θ + (y − Yr) sin θ −
d
2
(cos2 θ + sin2 θ) = 0










Yr − d2 sin θ




(x−Xr) cos θ + (y − Yr) sin θ +
d
2
(cos2 θ + sin2 θ) = 0































を通り，法線ベクトルが e⃗2 = t[− sin θ, cos θ]の直線は[
x−
(












−(x−Xr) sin θ + (y − Yr) cos θ −
w
2
(sin2 θ + cos2 θ) = 0













Yr − w2 cos θ




−(x−Xr) sin θ + (y − Yr) cos θ +
w
2
(sin2 θ + cos2 θ) = 0




| − (x−Xr) sin θ + (y − Yr) cos θ| <
w
2





(Xs, Ys)を中心とした半径 w2 の円の一部なので，






(x−Xr) cos θ + (y − Yr) sin θ = 0
である．以上より，座標 (x, y)は不等式 (5.2)と
(x−Xr) cos θ + (y − Yr) sin θ > 0
を満たす．
次に，エージェントの大きさとエージェントが系で占める割合 σについて説明
する．エージェントの大きさは，長方形の一辺 dと縦横比 r = w/d（rは ratioに
注意）により決定する．ただし，エージェントは掘削可能領域に対応しているため
h（もしくは d）とwの値は，ミツバチの体長とは（同程度ではあるが）一致しな


























度が θから θ +∆θまで回転するとき（図 5.7），長方形部分の重心の時間発展は以
下の式で表される：
X(t+∆t) = Xr(t) +
d
2
[cos θ − cos(θ +∆θ)] ,
Y (t+∆t) = Yr(t) +
d
2





























場合（図 5.8の bと c）（ii）掘削を開始する前に周辺に付着したワックスを検出し






る（図 5.8の bと c）．2つの EZの頭が衝突すると，このうちの 1つが移され，移





近する（図 5.8の fと g）．これは上記の 2つのアンテナ能力のうちの１つ目のもの
である．
(iii)の状況に当たる，EZ前方の蜜蝋幅が dw未満であった場合，EZは前方に移



















使用した系の形状は一辺の長さが lの正方形であり，刻みの数はNx = Ny = 100
である．図 5.3cに示すように，EZの形状は高さ hexと幅 dexによって特徴付けら
れる．ミツバチの体の比率はおよそ 1：2で，これは wex：hex + wex/2に対応す
る．したがって，hex ≧ 3wex/2に設定する必要がある．ここでは最小値，すなわ
ち hex = 3wex/2を採用する．hexの値は，ハニカム構造の初期段階のパターン形
成にほとんど影響を与えない．さらに，蜜蝋の厚さのパラメータ dwは，図 5.1か








































される [73]． px = 1/2は等方的成長を示し，px = 1は完全な異方性成長を示し，
付着した蜜蝋が y方向に全く成長しないことを意味する．図 5.9は，掘削エージェ
ントなしの蜜蝋の成長を示している．































px = 0.7および 0.8のシミュレーションから得られるような，魚骨パターンを形成
する（図 5.11d）．一方，蜜蝋が等方的に成長する場合，EZはさまざまな方向を向
く．したがって，px = 0.5および 0.6のシミュレーション結果として２次元的な広
がりがあるパターンが生まれる．










































































































第４章では，Deneubourg 系に対する解析の第一歩として，空間 2 次元における
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