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The study of agent helpers using linguistic strategies such as vague language and politeness has often 
come across obstacles. One of these is the quality of the agent’s voice and its lack of appropriate fit for 
using these strategies. The first approach of this paper compares human vs. synthesised voices in agents
using vague language. This approach analyses the 60,000-word text corpus of participant interviews to 
investigate the differences of user attitudes towards the agents, their voices and their use of vague 
language. It discovers that while the acceptance of vague language is still met with resistance in agent 
instructors, using a human voice yields more positive results than the synthesised alternatives. The 
second approach in this paper discusses the development of a novel multimodal corpus of video and text 
data to create multiple analyses of human-agent interaction in agent-instructed assembly tasks. The 
second approach analyses user spontaneous facial actions and gestures during their interaction in the 
tasks. It found that agents are able to elicit these facial actions and gestures and posits that further 
analysis of this nonverbal feedback may help to create a more adaptive agent. Finally, the approaches 
used in this paper suggest these can contribute to furthering the understanding of what it means to 
interact with software agents. 
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1. INTRODUCTION 
The source of many interactions with agents in today’s world involves them 
instructing or advising humans. Examples include those used in satellite navigation 
systems, intelligent personal assistants on smartphones, and automated checkout 
systems in supermarkets. How users respond to being instructed by agents as they 
escape from these familiar boundaries remains a salient topic of investigation 
[Jennings et al. 2014]. Advising others in human interaction can be a delicate affair 
as situations are created in which speakers are required to use a variety of 
communicative strategies to maintain their relationships with one another. There is 
little information on how these strategies could be used by agents. Some potential 
has been shown in using the linguistic phenomena of politeness in human-robot 
interaction. 
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It has been argued that using politeness can help improve user perception of some of
their characteristics for example [Torrey et al. 2013], but a number of obstacles exist,
such as their appearance and interaction distance [Strait et al. 2014]. Similarly, 
agents using vague language were observed to have potential in instructing users in
assembly tasks [Clark et al. 2014], but again there have been shortcomings in areas
including the quality of the agent’s voice and the particular choice of lexis used.
These studies have shown that employing communicative strategies in these 
types of agents needs to be handled with care. In these studies, there has been some 
success in using politeness to improve users’ perceptions of artificial helpers. Users’ 
perceptions were evaluated with quantitative and statistical measure [Torrey et al. 
2013; Strait et al. 2014]. However, they do not always provide the full picture as to 
why users perceive helpers in these ways. One of the aims of this paper is to combine
existing methods of analysing users’ perceptions with a richer qualitative 
understanding as to why these perceptions occur.
The agent presented in this paper uses speech as the primary mode of 
communication, much like the agents mentioned previously. This presents unique 
challenges in understanding the effects of spoken discourse in human-agent 
interaction, as speech contains a wealth of interactional complexities that build and 
maintain the way people see each other in terms of power, identity, and personality 
[Goffman 1959; 1967; Cameron 2001; Coulthard 1992].
This paper aims to compare how people react when taking instructions from 
agents using vague language in synthesised and human voices. One aspect of the 
paper focuses on users’ perceptions of the agent while the other focuses on 
spontaneous nonverbal reaction displayed by the users during interaction. In order 
to develop an understanding of how users respond to agents using vague language 
and why, a two-way mixed methods approach is presented based on previous vague 
language research in this field [Clark et al. 2014]. Forty-eight participants were 
invited to assemble two different Lego models in two separate tasks. A multimodal 
corpus was created from these interactions. 
The paper is structured as follows. The first section outlines the related work and
the motivation behind the study (Section 2) before discussing the experiment design 
(Section 3). The results comprising user perception of vague agents and user 
nonverbal feedback in interaction are presented in Sections 4 and Section 5 
respectively. Section 6 discusses these results, highlights some of the implications of 
the findings, as well as suggestions for designers of advice giving systems. Section 7 
describes the conclusions of the paper.
2. RELATED WORK
2.1 Communicative Strategies in Agent Instructors
As discussed in the introduction, there are many agents that instruct humans in a 
variety of contexts.  Navigation systems are one increasingly common example [Axon 
et al. 2012]. These include map-based applications in smartphones and satellite 
navigation systems in cars, both of which direct people using a combination of verbal 
and visual instructions. Other examples of agent instructors include automated 
checkout systems in supermarkets [Orel and Kara 2014], and telephone based 
spoken dialogue systems that have been a mainstay in society for over a decade now 
[Nass and Moon 2000]. Agents that provide guidance like this may not just be 
referred to as instructors; they may also be referred to as advice givers or as “helpers”
[Torrey et al. 2013; Strait et al. 2014]. Despite the differences in nomenclature, the 
names all refer to software systems that present information to their users, so the 
users can complete a task or achieve a goal. In this paper the terms agents and 
instructors are used. The agent presented in this paper (Section 3) may not be 
intelligent or autonomous as such [Wooldridge and Jennings 1995], but still provides 
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users with information to complete a goal, and creates an interaction with a non-
human advice giving system.
One of the aims of this paper is to understand how instructions are perceived in 
Human-Agent Interaction (HAI), when the language used to instruct users differs 
from the typically direct linguistic style normally associated with agents [Clark et al. 
2014]. The vague language presented in this paper is normally associated with a 
variety of contexts in human-human interaction (HHI). 
It is fairly established in the field of Human Computer Interaction (HCI) that 
people often treat computers as social actors. The Computers as Social Actors (CASA)
paradigm and Media Equation posited that in interaction people treat computers as 
they would do other people [Nass et al. 1994; Reeves and Nass 1996]. One of the key 
findings of these theories was that HCI is profoundly social and the rules 
underpinning the interaction somewhat mimic the social interactions in HHI. 
Consequently, many of the theories from research in psychology, sociology, and other 
similar fields are also relevant to study in HCI.
The CASA paradigm was expanded upon to suggest that computers can be 
perceived by users to have personalities similar to humans [Nass et al. 1995]. Even 
small changes in computers’ personalities can elicit social behaviours from their 
users [Lee 2010]. Additional research has observed that people can identify 
themselves as a “teammate” with computers [Nass et al. 1996] and can be flattered 
by computers, much like they would be with other people [Fogg and Nass 1997]. 
There have been numerous studies investigating the use of humanlike features into 
computers, agents, and robots in aspects such as language. This includes politeness
[Nass and Moon 2000; Mayer et al. 2006; Wang et al. 2008; Scheutz et al. 2011; 
Torrey et al. 2013; Clark et al 2014; Strait et al. 2014; de Graaf et al. 2015]. Research
also includes users’ perceptions towards how an interface’s voice of verbal technology 
should sound [Lee et al. 2000; Nass and Lee 2001; Dahlbäck et al. 2007; Jonsson and 
Dahlbäck 2011; Tamagawa et al. 2011; Grichkovtsova et al. 2012]. 
Being the social actors that we are, there is a desire to not infringe upon the 
personal space and rights of others by asking them to do something, and also to not 
present ourselves in a negative light [Goffman 1959]. To help mitigate these and 
attempt to build and maintain a rapport with interlocutors, there are a number of 
linguistic strategies used to manipulate the potential adverse effects of giving 
instructions [Brown and Levinson 1987]. These include the use of vague language on 
the part of the speaker and good listenership on the part of the advisee. Listening, 
according to Oxford [1993], is the process of receiving aural stimuli and giving 
meaning to it. And this can occur as part of a social process in interactions with 
people and computers alike [Pinto et al. 2010]. The listener makes use of context, 
participants and co-text represented by the listener’s knowledge of what will and has 
been said or the content and type of the discussion like instructions to enrich 
meaning, make it relevant, and aid the decoding process. The other aspect of co-text 
relates to the listener’s knowledge of the language system, such as verbal and 
nonverbal components of the language that provide the vehicle for communication.
Despite the similarities in HHI and HCI described by the CASA paradigm and 
Media Equation, there are no guarantees as to the outcomes of applying human 
communicative strategies in computer and agent instructors.
Previous research in verbal agent instructors has included its use in a real world 
game setting [Moran et al. 2013]. The use of politeness strategies [Brown and 
Levinson 1987] has been incorporated into other agent and artificial helper contexts. 
This includes using politeness to mitigate instructions in both pedagogical tutoring 
[Wang et al. 2008; Wang et al. 2010] and task-based scenarios [Torrey et al. 2013, 
Strait et al. 2014]. One of the key aspects of politeness theory is that it is used in 
human communication to establish and maintain amiable relationships with one 
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another, also known as saving face [Goffman 1959; 1967]. This includes interactions 
where speakers are performing requests and instructions. Depending on the type of 
system being interacted with, the effects of politeness HCI so far have been mixed. 
The studies cited above have indicated the potential uses for politeness. However, 
there may be aspects of both the agent and interaction that hinder its success. These 
include the appearance of the helper and the distance in which it interactions (e.g. 
whether it is in the same room as a user or not) [Strait et al. 2014]. 
2.2  Human vs. Synthesised Speech
Another obstacle to consider is the quality of the system’s voice. Voice is a strong 
indicator of identity and can influence the way in which we perceive a speaker 
[Latinus and Belin 2011]. Previous research on computer generated and human 
speech has shown that using human speech to create an “advanced voice”, for 
example, can result in greater interaction satisfaction than a “basic” computer voice 
[Cowan et al. 2012]. This study observed no significant statistical difference between 
the advanced voice and an actual human partner, however.
Another study, comparing synthesised and human voices, discovered that voice 
actor recordings were rated as more likeable, conversational, and natural than both 
amateur human recordings and synthesised voices [Georgila et al. 2012]. However, it 
was also discovered that a “high-quality general-purpose voice or a good limited-
domain voice can perform better than amateur human recordings” [p. 8]. They also 
argued that although the voice actor remains more preferable, the gap between 
amateur human recordings and synthesised voices has reached a point where the two
may perform equally. Prosodic features – the way in which utterances are delivered 
such as loudness, pitch and rate of speech – can also affect users’ perceptions of 
artificial voices. In one study it was argued that users should experience more 
positive affect with computers that had prosodic features closer to their own 
[Branigan et al. 2010]. Agent voice and specific aspects that make up their voices can 
affect users’ perceptions of agent systems, but there is scarce evidence as to the 
effects of voice on how an agent’s language is perceived.
2.3 Vague Language
The perception of vague language in HAI is also not fully understood. A prior 
experiment observed the quality of the synthesised voice in an agent instructor 
was often not seen as a good fit for the vague language, and that improving the 
quality of the voice may make it more suitable for HAI [Clark et al. 2014].
Vague language is deliberately imprecise talk and one of its uses is to achieve 
functional and social goals simultaneously [Channell 1994; Cutting 2007]. If a 
word can be contrasted with another to render the same proposition, it is 
purposefully vague or arises from intrinsic uncertainty then it is deemed to be 
vague language [Channell 1994].For example, a student answering a mathematics 
questions in classroom may respond with, “but it’s around 50 basically?” [Rowland 
2007]. In this example, the speaker conducts the functional goal of answering a 
question given by a teacher, while also fulfilling the relational goal of protecting 
oneself from full commitment to the answer and potential error. The student 
accomplishes this by being imprecise using “around” and “basically”, thus saving 
face. Vague language is seen a wide array of other contexts such as medical 
examinations [Adolphs et al. 2007], academic conferences [Trappes-Lomax 2007] 
and the workplace [Koester 2007]. 
Vague language is one of many communicative strategies a speaker can use to 
establish and maintain rapport with their users. Vague language in agent 
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instructions can provides a certain degree of human input. This can be seen in the 
context of the Lego assembly instructions used in this paper. For example, “twist 
this socket 90 degrees to the right” and “just twist this socket 90 degrees or so to the
right” provide the same basic information but in two different ways. The first option 
is more definitive and precise whereas the second provides a greater number of 
potential outputs. These instructions and the functions of vague language used 
within them are discussed further in 3.1.
Vague language is a common feature of everyday speech [Channell 1994]. 
Despite the successful use of vague language in HHI, it is not fully understood 
whether it can also be a useful communication tool for verbal agents to employ, 
and what obstacles it may face when observed in interaction.
2.4 User Spontaneous Nonverbal Feedback
Approximately 93% of the message to which listeners attend is non-verbal 
[Huczynski 2004]. Nonverbal behaviour includes facial expressions, hand and arm 
gestures, postures, positions and various movements of the body, legs, or feet 
[Mehrabian 1972]. In addition, human nonverbal feedback is expressed 
spontaneously or deliberately through facial expressions and gestures [Ekman and 
Friesen 1969a; Kendon 2004].
In human communication, active listeners provide appropriate feedback on their 
perception and understanding of the meaning of messages using contact, perception, 
understanding and attitudinal reactions [Allwood 1993]. Attitudinal reactions 
describe the listener’s willingness and ability to react and respond to speaker 
utterances and reject or accept the message both verbally and nonverbally. These 
include emotion, which is defined as a unique process of automatic appraisal 
influenced by our evolutionary and personal past. This enables us to sense that 
something important to our welfare is happening and a set of physiological changes 
and emotional behaviours begin to deal with the situation [Ekman 2003]. 
Spontaneous facial expressions often agree or align with associative expressions like
the voice, gesture or posture and are indicative of attitudes and fluency in 
communication [Hess and Kleck 1990].
 Emotion provides the motivation, arousal, adaptive functions, control and 
variety necessary for effective social interaction between people and other 
interlocutors. These includes computer animated agents and robots that bring a 
social dimension to HCI [Bartlett et al. 2010].
Gesture is described as the use of the hands and other parts of the body for 
communicative purposes [McNeill 1992]. There are different types but the relevant 
ones for this paper are representational gestures. These gestures may provide a 
representation of an aspect of the content of an utterance or some feature of the 
intended referent [Kendon 2004].
Research indicates that representational gestures can be used to represent the form 
of task objects and the nature of actions to be used with those objects [Fussell et al. 
2004]. In addition, gesture scaffolds conceptual development [Capone and McGregor 
2004] during interaction. Following these and for the purpose of this research, 
assembly gestures are seen as the same as representational gestures because they 
have the following representation techniques. These include placing as if an object is 
placed or set down within gesture space and sizing as if hands or fingers indicate a 
specific size or distance [Lücking et al. 2013].
Spontaneous nonverbal behaviour is generated by biologically given processes 
that operate automatically and elicit facial and limb muscle reactions, quickly and 
independent of conscious cognitive processes [Ekman 1992]. They are also 
unmodulated, more reflexive, and smooth and consist of fewer phases than 
deliberate or posed behaviour [Hess and Kleck 1990]. For example, contractions of 
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the orbicularis oculi – which raises the cheek and gathers the skin inward from the 
eye socket – is more frequent in genuine than simulated happiness. 
Furthermore, the chemicals released when genuine emotions are expressed are 
never released when they are faked. Posed or simulated emotions are also less 
symmetric than spontaneous or genuine emotions [Donato et al. 1999; Ekman et al. 
1980]. Their timings of muscular contractions are more irregular [Weiss et al. 1987]
and there are indications suggesting that simulated emotions are characterised by 
missing components [Ekman et al. 1988]. 
In HCI, human emotions have been used in to measure user frustration when 
interacting with agents [Miles et al. 2013] and monitor emotion regulation with 
computers [Klein et al. 2002]. Moreover, computers and agents can identify and 
analyse faces and gestures rapidly and in real time [Zhu and Ramanan 2012]. In 
addition, systems already exist that enable agents to acquire speech during 
interaction with humans to make HCI more natural [Rodemann et al. 2010]. One 
such example is the Honda humanoid robot ASIMO. Following these, we hold that 
being able to understand user’ emotions may enhance artificial advice givers’ abilities
to interact naturally in much the same manner as humans do when interacting with 
one another. Studies in human gestures have been used to develop gesture 
taxonomies for HCI [Kirk et al. 2005] and to assess the manipulation of objects in 
HCI [Au 2012]. One of the focal points of this paper (Section 5) is to understand 
whether spontaneous facial actions and gestures also occur when the human is 
taking assembly instructions from an agent. This section also determines the 
functions they both perform, and attempts to find a pathway for producing a corpus 
that may be useful for future agent designers.
3. EXPERIMENT DESIGN 
This paper uses one experiment design with two approaches to data collection and 
analysis. This section outlines the experiment design, agent development, participant
population and procedure. There is no non-vague agent being used in this study, 
however, as direct language is already observed to be a good fit for synthesised voices
[Clark et al. 2014]. The specific methods of data collection and analysis for each 
approach are also discussed.
The first approach hopes to answer the following research questions: 
RQ1: Is there a difference in how synthesised and human agent voices are 
rated in regards to specific characteristics of the agent? 
RQ2: Is the vague language accepted more in the human voice agent than in 
the synthesised voice agents? 
The second approach focuses on user nonverbal behaviour during interaction and 
investigated the following questions:
 
RQ3: What gestures do users display when requesting repeats of instructions 
from the agents and why? 
RQ4: What facial actions do users display when requesting repeats of 
instructions from agents and why? 
3.1 Vague Language Model 
The salient features of vague language categorised for use in this study are described
in this section. Categories based on previous literature are discussed and presented 
in context of being used by a verbal agent instructor in Lego assembly tasks.
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3.1.1 Hedges. Hedges are lexical items that alter the truth condition of a statement by 
attributing “fuzziness” to it i.e. utterances are made less definite and precise [Lakoff 
1973]. Hedges have different functions depending on the type of being used. Prince et
al. [Prince et al. 1982] describe two categories of hedges: shields and approximators. 
Shields themselves are divided into plausibility shields and attribution shields. 
Plausibility shields are phrases that a speaker uses to declare a degree of uncertainty
to a statement they are making (e.g. I think, possibly, as far as I can tell). Attribution
shields deflect responsibility of a statement to someone or something other than the 
speaker (it has been said that, according to X) [Fraser 2010]. 
Approximators, the other class of hedges, are also subdivided into two categories: 
rounders and adaptors. Rounders provide estimations, usually of measurement, and 
convey a range of values (approximately fifty metres, about here, around half past 
ten). Adaptors create imprecision through the reduction of class membership 
(somewhat, sort of, kind of, a little bit) as opposed to using a definite alternative (see 
Fig 1).
 
Fig. 1. Vague Language (VL) occupies the space between the two direct alternatives
The directive to twist appears in the context of the Lego assembly instructions 
used in this paper. One example includes, “give this piece a little bit of a twist”. 
Though twist may arguably be a vague term in itself, it implies some form of rotation
of an object from its current position in 3-D space. The adaptor phrase a little bit 
modifies the class membership of the verb twist. The benefit of this is twofold. 
Firstly, the adaptor helps to mitigate the impact of the instruction, which may 
otherwise appear assertive and abrupt. Secondly, it opens up a wider set of 
possibilities for the listener that exists between the direct alternatives, allowing for a
larger number of potential outputs. It is for these reasons that they have potential in 
human-agent interaction and are included in this model. 
Rounders that pertain to measurements and value estimations are excluded from 
the model, as are both classes of shields. An agent instructor using rounders, for 
example guessing the amount of pieces to pick up, does not suggest competency in its 
ability to collaborate with a human in an assembly-building context. It is assumed 
users will have expectations regarding the expertise of the agent and using shields 
does not promote this either, nor it is the focus of this study. 
3.1.2 Discourse Markers. Discourse markers are words or phrases that function 
primarily as a structuring unit of spoken language [Fraser 1990; Jucker et al. 2003]. 
Despite containing no grammatical information, discourse markers are common in 
natural speech [Laserna et al. 2014]. Examples of discourse markers include now, 
well, so and actually. Structurally, they can be used as a bridge from one section of 
information to another, as well as to indicate a change in topic. The ability to 
structure different turns of information already makes them ideal for an agent 
delivering assembly instructions, where there will be various stages and sub-stages 
of building involved. In a humanoid Lego model, for example, the lower body may be 
seen as one stage, with the feet one of the sub-stages in the assembly process. 
Discourse markers can help group these together and alert users to a shift in the 
assembly process. 
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Discourse markers are not a feature usually discussed in vague language. 
However, structuring talk is not their only feature. They can also operate as a 
hedging device by reducing markedness of phrases that may have an effect on a 
listener, indicate loose or non-literal utterances, and lessen the assertiveness of a 
speech act [Andersen 1998, Fleischman and Yaguello 2004; Adolphs et al. 2007].
 
3.1.3 Minimisers. This definition of discourse markers does come with a caveat. 
Although some can have hedge-like effects, there are some that may be more 
appropriate than others and blur the lines between discourse markers and hedges. 
These are described in this paper as minimisers, a term borrowed from describing the
use of ‘just’ as a tension management device in academic presentations [Trappes-
Lomax 2007]. They are used in three different forms – like, basically and just. While 
discourse markers such as so and now operate primarily at the beginning of 
information structures, minimisers appear both at the beginning and mid-sentence. 
Minimisers can be understood as discourse markers that can function strongly as 
hedges and vice versa. Minimisers also aim to simultaneously reduce the 
assertiveness of an instruction whilst reducing the perceived difficulty of the task 
associated with that instruction. Take the following examples from the Lego 
instructions: 
Step 12: Now locate the largest black piece that has seven ball joints. This is 
the body. 
Step 37: So now locate the yellow face piece. 
In the above examples, now and so now are operating at the start of a new stage 
in the assembly process. Step 12 introduces the body and Step 37 the face. Compare 
these to the next examples: 
Step 13: Basically, find the end that is a bit more narrow than the other one
and just attach the side ball joints to the sockets on the legs. 
Step 22: Just connect the yellow joints to the socket of each fist. 
In Step 13, basically attempts to indicate that the task of finding the narrow end 
and attaching the ball joints to the leg sockets are not challenging, showing belief in 
the users’ capabilities and minimising the imposition of the instruction. Step 22 is 
similar and places the subsequent phrases in more positive light. 
Step 9: So keep these black pieces vertical and just twist each one a little bit 90
degrees or so to the right. These are the legs. 
Step 9 provides a final example. This step begins with the discourse marker so but
also includes the minimiser just in the middle of the sentence. If these were to be 
interchanged it would look as follows: 
Step 9: Just keep these black pieces vertical and so twist each one a little bit
90 degrees or so to the right. These are the legs. 
The alternative orientation of Step 9 above lacks the mid-sentence flow provided 
by just, yet there is nothing out of place about it being used at the beginning of a 
sentence. 
3.1.4 Vague Nouns. The final category of the vague language model is vague nouns. 
Also referred to as “placeholders” [Channell 1994], they substitute the full 
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description of a noun with a concise alternative such as thing, thingamy or whatsit. 
In terms of potential to achieve relational goals, vague nouns are not expected to 
contribute towards rapport management or facework as much as other categories. 
Instead, there is a stronger functional focus on their use in the instructions. Using 
nouns such as thing allow for greater language efficiency, as it reduces the need to 
repeat noun phrases in full. This prevents the interaction from quickly becoming 
tedious, which was observed when assembly instructions were designed with too 
many diagrams [Agrawala et al. 2003]. Similarly, in HCI, having more information 
than required may be undesirable [Niculescu 2011]. Furthermore, vague nouns can 
reduce the length of instructions and ensure maximum potential exposure of the 
agents’ speech to the participants.
For the purposes of this research, nouns such as piece, end and thing that are used
in the instructions can be said to be vague nouns, in that they operate in a similar 
manner to thing in human interaction. While piece and thing can be used to one of 
the constituent parts of the Lego models, thing may arguably represent a more open 
set of potential nouns. It may be the case that most participants equally attribute 
them both to parts of the model. However, it is believed piece is better attributed to 
the parts of a model assembly. Because of this, it is included in the majority of steps 
throughout the instructions, whereas thing is restricted. End is also used in each 
model’s instructions. This noun may not be as vague as the others, as end refers to an
extremity of one of the constituent model parts (e.g. opposite points on a cylinder). 
The model shows there are challenges in clearly defining the categories of vague 
language and their boundaries. As is often the case, the boundaries are culpable to 
cross into one another. Importantly however, this gives a more thorough account as 
to what vague language is, an example of it in use, and its functions. Table 1 gives a 
concise visual overview of this section and a complete list of items used in this 
research. 
Table I. A summary of the vague language model 
 
3.2 Agent Design 
The interfaces that provided the forty-seven instructions to participants exist as 
HTML files. These files are linked to a library of .wav sound files containing the 
verbal instructions. Three agent voices and two Lego models were used, creating a 
total of six different interfaces. On the interfaces, participants were provided with 
the Lego model name they were building (Aquagon or Nex) and the current step of 
the instructions that they were listening to or had listened to most recently (see Fig 
2). Below this information were the two buttons they could interact with. The first 
was Next Instruction (or Start for the first step), which moved participants onto the 
ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY
Category Items in Model Linguistic Function Example in Instructions 
Adaptors More or less; a 
little bit; sort of; a 
bit; a little; pretty 





reduce face threats 
So keep these black pieces 
vertical and just twist each 
one a little bit of a twist 90 
degrees or   so   to the right 
Discourse 
Markers 
So; now Structure new turns at 
talk; some hedging 
Now pick up the two black 
pieces with ball joints 
Minimisers Just; like; basically Structure talk; hedging;
reduce perceived task 
difficulty 
Basically, find the end that is 
a bit more narrow than the 
other one and just attach the 
side ball joints to the sockets 
on the legs 
Vague 
Nouns 
Thing; piece; bit Improve language 
efficiency; 
Just place the big spikes into 
the holes that are closest to 
the edge of each piece 
next step of the instructions. The second was Repeat (or Finish for the last step), 
which repeated the most recently played step. 
The interfaces also functioned as a tool for logging task data, though these 
capabilities were hidden. The interface logged the time taken for each step, the 
number of times participants requested for repeats, and the steps repeated. Each 
interface was given to the participants on a MacBook Pro 10.2. 
For the voices of the agent interfaces, two were synthesised and the third was 
human. The synthesised voices were Cepstral Lawrence (CL) 
(https://www.cepstral.com) and CereProc Giles (CP) https://www.cereproc.com). The 
instructions for both models and voices were inputted into a text-to-speech program 
(Text2SpeechPro) and exported as .wav files. The third voice was a human recording 
provided by a professional voice actor (VA). The actor was hired from 
http://voicebunny.com. VA had similar voice characteristics to the two synthesised 
voices – male, a southern RP English accent, and aged between 45-60 years old. VA 
was also instructed to sound similar to the synthesised voices in terms of voice 
quality and cadence of speech.
 
Fig. 2. An example interface that appears on the machine given to participants
3.3 Population 
A total of forty-eight native English speakers were recruited for the experiment and 
reimbursed with a £10 voucher for participating. Twenty-one participants were male 
(43.8%) and twenty-seven were female (56.2%) and together had a mean age of 24.2 
years (SD = 5.56). Three different groups comprised of all the voice pairing 
combinations were created – CL & CP, CP & VA, and VA & CL. Participants were 
randomly assigned to one of these groups. There was also balanced in both voice 
order and model order to consider, which in total created 12 different group 
iterations. As there were forty-eight participants in total, there was an even 
counterbalance of four in each of iterations. In total there were 96 interactions with 
the agents and each voice was involved in 32 of these. 
3.4 Procedure & Task
Before each session participants were requested to fill out a short demographics form
and were informed that they were to construct two different Lego models under the 
guidance of spoken instructions from a computer interface. Participants were also 
informed they had fifteen minutes to get as far as they could in each task. A timer 
was set so participants could keep track this time limit. After the debriefing the first 
model was presented and the task began. Once the time limit expired or the model 
was complete, participants were provided with questionnaires to fill out followed by a
brief semi-guided interview. This procedure was repeated once more with the second 
Lego model.
 
3.5 Data Collection & Analysis 
Each session was recorded from two different angles. A Panasonic HDC-SD900 
captured the close up shot of the participant’s face and a Canon Legria HFR306 
recorded from the side to capture both the nuances of interaction with the interface 
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and the model assembly (see Fig 3). Although each camera had the capability to 
record in full high definition, early trials showed the file sizes to be too large for 
storage. The smaller .mp4 format was used as a substitute without compromising 
greatly on quality. 
 
Fig.3. Front and side camera angles showing a participant interacting with the interface and one of the
Lego models. 
For the first approach a combination of quantitative and qualitative methods was 
used to assess the data collected from the general experiment design. The 
questionnaire given to participants following each assembly task contained eighteen 
questions pertaining to particular characteristics of the agent. These include such as 
likeability, coherence and human likeness and used five-point Likert-type rankings 
(1= Strongly Agree; 5= Strongly Disagree). An additional open question on the 
participants’ perceptions of the age of the agent was also included
The qualitative data consisted of the semi-structured interviews from each 
recording. These were transcribed to create a written corpus of 60,000 words. The 
video data for each interview was transcribed in CLAN (Computerized Language 
ANalysis) - software designed specifically to analyse data transcribed in the CHAT 
format1. Each transcription was inputted into NVivo - a qualitative data analysis 
software package used to collect and analyse text-based and multimedia data. The 
transcriptions were then coded to identify the attitudes towards vague language and 
the agent's voice. Quantitative coding focused on coding each transcription according 
to whether participants had noticed the occurrence of vague language, their overall 
perception of vague language in the interaction (if observed), and their general 
attitudes towards the agent’s voice. In each interview participants were asked their 
opinions on the agent's language use, its voice and how the combination of the two 
functioned together. This helped contribute to their overall attitudes towards these 
features of the agent. In assessing whether participants observed any vague 
language, their interview responses were coded depending on if they identified any 
vague language (either yes, unsure or no). The coding was as follows:
Yes – Participant describes the vague language in general terms (“filler words”, 
“fluff”) or in specific terms using examples from the instructions (“basically”, 
“just”).
Unsure – Participant describes the language of the agent but do not refer to either
general or specific terms.
No – Participant does not describe the language of the agent in either general or 
specific terms.
Qualitative coding attempts to address the reasons why users perceived agents in 
the manner they did. This was achieved by observing and compiling patterns of data 
from the interview responses.
For the second approach, a multimodal corpus of twenty-four hours of video 
between participants and the interface recorded, built and analysed. This involves 
1 For information see http://www.childes.talkbank.org/qualitative   
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the selection of resources that make the corpus representative [Halliday 1991; Jewitt
2009; Lemke 1990]. CLAN and ELAN (EUDICO Linguistic Annotator) were used to 
build, segment, demarcate, and annotate the corpus for gestures and FACs using 
adapted schemas, coding systems, and hierarchies [e.g. Feng and O’Halloran 2012; 
2013; Ekman and Friesen 1969a; 1969b; Kendon 1980; Wittenburg et al. 2006]. This 
corpus is kept at the University of Nottingham and accessible with the researchers’ 
permission.
The second approach focuses on the instances in which users repeat instructions, 
via the agent interface, as a focusing lens for assessing interaction and marked user 
nonverbal feedback. Carter [2004] holds that repetition is a resource by which 
interactants create discourse and relationships. In addition, it is a pivotal linguistic 
meaning-making strategy and resource for individual creativity and interpersonal 
interaction. By analysing repeats, the second approach aims to assess what can be 
understood in these instances through the users’ FACs and gestures.
In answering the research question, the analysis in the second approach focuses 
on the basic features of the data gathered because a simple description of what is 
and what the data shows makes it easy to identify nonverbal feedback [Trochim and 
Donnelly 2001].
4. IMPACT OF VOICE ON USER PERCEPTION OF VAGUE AGENT INSTRUCTORS
This first approach evaluates whether there are any observable effects on users’ 
perceptions of agents across the three different agent voices (CL, CP and VA). In 
particular, this approach addresses how users perceive vague language used by 
these voices, and whether there are any differences in users’ responses when 
comparing the synthesised and voice actor agents.
4.1 Quantitative Results
A one-way between-subjects ANOVA in SPSS was conducted to compare the mean 
values of each attribute used in the questionnaires across the three agent voices. 
These were all followed with post-hoc Bonferroni corrections. The ANOVA revealed 
that there was a significant difference in the likeability of the voice, F (2, 93) = 14.77,
p = < .001. Post-hoc Bonferroni corrections showed that VA was significantly more 
likeable than CL (p = < .001) and CP (p = .001). Similar significant differences were 
observed in how annoying each voice was, F (2, 93) = 8.68, p = < .001, with VA 
significantly less annoying than CL (p = .001) and CP (p = .002). Significant variation
was found in how coherent the voices were rated, F (2, 93) = 3.43, p = .036. VA was 
rated as significantly more coherent (marked as “Incoherent” in Table 2) than CP (p 
= .033), though no other differences between voices were observed. Ratings of 
kindness were significant, F (2, 93) = 3.36, p = .039. Bonferroni corrections, however, 
revealed no further significant differences between the voices, though the difference 
between VA and CL was close (p = .058). A significant difference was observed in how
much each voice enabled participants to complete the task, F (2, 93) = 4.24, p = .017, 
with both VA (p = .04) and CL (p = .04) rated as significantly enabling task 
completion more than CP. Finally, there was a significant difference observed in how 
humanlike each voice was rated, F (2, 93) = 15.004, p = < .001. VA was rated as 
significantly more humanlike than CL (p = < .001) and CP (p = < .001), whereas there
was no difference observed between CL and CP themselves.
Table 2: Significant differences observed in the characteristics from the questionnaire. Lower mean scores
indicate a higher rating for that characteristic.
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Voice Likeable*** Annoying** Incoherent* Kind* Enabled
Completion*
Humanlike ***
M SD M SD M SD M SD M SD M SD
CL 3.31 .965 2.72 1.143 3.47 .950 3.06
.91
4 2.03 .999 3.88 .976
CP 3.66 .971 2.78 1.008 3.25 .842 3.00
.67
2 2.69 1.223 3.88 1.238
VA 2.34 1.066 3.69 .965 3.84 .954 2.56
.91
4 2.03 .861 2.50 1.244
TOTAL 3.10 1.138 3.06
1.12
2 3.52 .940 2.88
.86
1 2.25 1.076 3.42 1.319
    p values: * = p < .05; ** = p < .001; *** = p < .00001
   M = Mean; SD = Standard Deviation
4.1.1 Perception of Vague Language and Voice. In the interviews participants were 
questioned on their observations on the agent’s language. Table 3 shows the 
frequencies of users noticing vague language across the three voices. Note that the 
total of 94 is the result of missing interview data as previously mentioned.
Table 3. The number of times vague language was noticed or not across each voice condition.
 YES UNSURE NO Total
CL 20 4 9 33
CP 16 3 13 32
VA 15 0 14 29
Total 51 7 36 94
In comparing the frequencies it was found that, in the majority of tasks, 
participants noticed vague language i.e. they explicitly referred to it during 
interviews. However, there still remained a significant number of interviews where 
it was not mentioned. There was a slightly majority in the number of times it was 
noticed in CL. 
Table 4: Frequency of positive, neutral and negative attitudes towards vague language in the voices.
Positive Neutral Negative Total
CL 1 4 15 20
CP 1 3 11 15
VA 4 8 3 15
Total 6 15 19 50
In assessing attitudes towards vague language   in each voice there is a clear 
disparity between the numbers in the negative column (Table 4). There were far 
more instances of vague language being seen as a negative feature of the agent when 
being used with the synthesised voices. However, despite this favorability there were 
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low numbers in the positive reactions to vague language in all three voices. There 
were also 15 comments on vague language that were observed to be neutral. The 
neutral category represents instances where participants explicitly referred to the 
vague language, but did not display clear positive or negative attitudes towards it 
(e.g. “I didn’t mind it.”).
Table 5. Frequency of positive, neutral and negative attitudes towards the three voices in general.
Positive Neutral Negative Total
CL 1 12 12 25
CP 1 16 12 29
VA 18 8 3 29
Total 20 36 29 83
When analysing the attitudes towards the voices separate from the language, 
there was a large difference between how the synthesised and human voices were 
perceived (Table 5). CL and CP had a greater number of both neutral and negative
attitudes given in the interviews, whereas VA had a significant majority of the 
positive attitudes. The somewhat even distribution of neutral and negative 
attitudes towards CL and CP indicates there is somewhat of a middle ground 
between neutral and negative where these synthesised voices fall. The 
overwhelming majority of positive reactions towards VA indicates human voices 
are still preferable to synthesised voices. However, with VL the differences 
between the voice types are not as definitive. This suggests there is still some 
resistance towards accepting VL in this context, even with a voice actor.
4.4 Qualitative Results
Analsying the interview data from the written corpus of interview data produced 
several patterns or theme. These are presented in this section, with some examples 
taken from the data, along with a note of which voice condition the quotes originate 
from.
4.4.1Voice and Language: Disparity and Good Fit. Table 4 indicates that vague language 
appears to be more suited to VA than the synthesised voices. Those participants 
that did comment on the vague language specifically, often commented that the two
synthesised voices were not congruent with the use of the humanlike nature of 
vague language:
P15: “Well it's a bit disconcerting because the voice is like robotic so you wouldn't 
think it would have like it would be unsure of itself or not quite sure what to 
say”. (CL)
P29: “It sort of made me a little bit uneasy because it was likit was trying to be
human but it wasn't human”. (CP)
The combination of “robotic” voices and “human” vague language contributed to 
creating unease and a sense disparity for participants. For example, the use of vague 
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language created an agent that could be perceived as unsure in its own advice. 
Similarly, there was a notable pattern of unease and strangeness arising. Table 4 
indicated more positivity towards vague language and VA and the combination of 
the two being a good fit:
P28: “I think it can work, because that one worked a lot better. Maybe it 
just needs to be the right kind of voice for it”. (VA)
P32: “It seemed more like a natural conversation”. (VA)
The naturalness of the voice actor and the language combined to alleviated some
of the eeriness observed with the synthesised voices. One participant compared the 
fit of the language in two voices (VA; CL) to roles in the medical professions:
P19: “It was like the difference between how a doctor (CL) talks to you and how
the nurse talks to you”. (VA)
P19: “You feel like you want to ask this one (CL) more questions because the 
other one (VA) is friendly and clear enough that you can just get on with it, 
whereas it uses all those words and I’m sat there going I don't understand, say it
again a bit slower”.
In this example, P19 perceives VA as a more friendly and approachable nurse 
figure and CL as a doctor with more expertise. Because of the perceived friendliness
of VA they are more able to “get on with it” whereas the more authoritative 
presence of CL invites itself to more questions, seemingly born out of frustration. 
The need for CL to be slower in this extract is also an example of the confusion 
brought about by this synthesised voice’s prosody.
The CP voice also compared with people, though not always favourably:
P30: “I heard it say like at one point and it was saying totally and like basically 
and I was like am I talking to a valley girl or something? Am I listening to a 
valley girl robot? What's going on here? Strange when you're hearing it from 
something that seems so unhuman”. (CP)
In the example above, CP draws a negative comparison to a “valley girl” - a 
stereotype hailing from California associated with the use of words such as totally 
and like. Again this creates a sense of strangeness for the participant as this non-
human instructor is speaking in some very human ways.
4.4.2 Social Positioning. The extracts discussed in 4.4.1 may be considered seen as 
examples of participants placing agents in society. That is to say they are 
attempting to categorise and position them within their existing frameworks of 
identity, for both agents and humans, and instances of them overlapping. One of 
the unique patterns of this that occurred fairly frequently was when participants 
were followed up on the question regarding the age of the agent. Although many 
were able to offer up a guess at a figure, this question often brought about a 
different type of answer:
P17: “So yeah that's the thing I guess it's almost as if a human has an age as in 
the years they've lived but a robot has not an expiry date but like a date of 
production. I wouldn't call that an age”. (CP)
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P20: “Erm I said thirty, but to me I didn't actually attribute it to a 
human voice at all”. (VA)
P43: “Unless it's a human voice with tone you can't judge it”. (CL)
It appears that when participants attribute the agent to being more robotic than
human, they are less able to give it an age. This notion of having a “date of 
production” rather than an age can be seen as an example of the out-group social 
identity that agents are placed in. This is not necessarily a bad thing, but shows a 
difference in identifying characteristics between the two. Even the voice actor 
sometimes was attributed to as not being human and an age could not be given to 
it. In some instances however, either the use of a human voice or the language 
could change the user’s perception of the age and of their ability to compare it to 
other people:
P38: “The terminology as I just said, sort of saying like and just and also the
more upbeat, cheery nature, I placed it a lot younger”. (VA)
P40: “I was able to compare it to actual people who might sound like that and 
their age rather than like a computerized voice” (VA)
Much like the good fit discussed earlier, the VA was more likely to be 
associated with possessing an age. Sometimes this was in because of the language 
and sometimes it was solely because of the voice. In some cases, participants 
viewed the agent as younger because of either or both of these features.
4.4.3 Influence of Expectations. In a similar vein to social positioning, there were 
patterns in participants’ attitudes towards the agent being affected by their 
expectations of the agent’s speech. Sometimes these were positive or fairly neutral, 
though these categories were more common with the VA voice:
P27: “That's the voice that you would expect really in this sort of stuff 
[instruction giving] so it doesn't bother me”. (CL)
P44: I'd say it was good like; it sounds like the typical voice you kind of hear for 
that kind of thing, I don't know if you get what I mean. It's just the way he 
talks”. (VA)
Again, much like the other themes presented in this section, negativity was 
more common in the CL and CP voices:
P7: “Because you don't expect that [vague language] coming out of machine sort 
of voice so it sounded a little bit contrived”. (CL)
P37: “Just [a] very standard kind of digital voice kind of, it's like Siri and things 
like that. It's meant to be calming but it's not really. It feels a bit alien”. (VA)
This last example shows the influence that previous agent interactions can have 
on future ones. It would appear that P37’s prior interactions with Siri, for example, 
have created a negative perception of both Siri and other similar agents, because of 
its digital tone of voice. With P07 there was no expectation and perhaps no desire to 
hear vague language with a more robotic voice. P07 perhaps has some prior 
experience interacting with machine voices that used a more direct approach in its 
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language, thus creating a negative perception here. Prior interactions with P27 and 
P44, however, appear to have been different experiences and contributed towards 
creating a more positive perception in these interactions
5. User Nonverbal Feedback When Agents Repeat Instructions
This section focuses on the subtle ways in which users convey their feelings, as 
meanings are not determined solely from spoken language. The analysis is 
ethnographic which aims at developing a ‘thick description’ [Dörnyei 2007] by 
providing a detailed, systematic, and rigorous analysis of each marked occurrence. 
This enables the identification of meanings generated by participants and the 
emerging trends attached to the behaviour. 
In addition, multiple inter-rater agreements ensured reliability and validity 
[McMillan 2014] of the researcher’s interpretation of nonverbal feedback. Five 
assessors went through six videos and indicated their perceptions of the nonverbal 
feedback displayed.  Inter-rater reliability coefficient correlation for the nonverbal 
behaviour displayed by the participants indexed by Fleiss kappa is 0.31 while 
Krippendorff alpha is 0.29. The inter-rater analysis of each assessor with the 
researcher indicates that assessors 1 and 2 had coefficient correlation of Kappa 0.55 
or alpha 0.59 implying a moderate agreement with the researcher. On the other 
hand, assessors 3, 4 and 5 had a slight agreement with Kappa 0.14 or alpha 0.21. 
Generally, there is fair agreement between the raters’ and the researcher’s 
assessments. 
The findings of this approach discuss repeats, emerging gestures, and facial 
actions specified in RQ3 and RQ4. However, future work may be conducted to test 
the statistical validity of these basic observations
5.1 Repeats
Repetition is an important aspect of human interaction that is tied to linguistic 
theories of repairs [Schegloff et al. 1977] politeness [Brown and Levinson 1987], task 
performance [Kim and Tracy-Ventura 2013], and listenership [Tsuchiya 2013]. 
Repetition is a pattern that is potentially present in language, and language users 
have a choice whether or not to form such patterns. Language users also perform the 
various forms of repetition to project their way of seeing things and create greater 
mutuality between them [Carter 2004]. A random selection of individual instructions 
or specific time marking was not used because there was no assurance that either 
could be adequately covered during interaction. For example, some participants could
not cover all the assembly steps within the time limit. A large number of repeated 
instructions were observed (Table 6), suggesting that repeats constitute a significant 
aspect of this specific HAI context.
Table 6: Agent instructions repeated
INSTRUCTIONS REPEATS
CP CL VA TOTAL CP CL VA TOTAL
AQUAGON 47 47 47 141 116 109 75 300
NEX 47 47 47 141 138 117 112 367
TOTAL 94 94 94 282 254 22
6
187 667
Table 6 shows that there were 47 instructions for each combination of voice and 
model. In total, there were 667 repetitions requested by participants. Of these 667 
repeats, 55% were in interactions involving the model Nex, while 45% were in 
interactions with the other model, Aquagon. Additionally, interactions with CP 
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encountered 38% of the repeats, while 34% of these occurred in CL and the remaining 
28% in VA.
5.2 Repeat Process
The results also indicate that just as in verbal communication, there is a 
systematic process for repeating instructions even though the instructor is an agent
that cannot hold a two way communication with the user although, the user can 
repeat instruction as many times as desired (See Fig 4.).
Fig. 4. The repeat process in the assembly tasks.
The study suggests that the process of repeating instructions (Fig 4.) is a 
discernible, systematic, non-arbitrary and continuous chain of events that has three 
major stages: initiation, execution and resolution. The repeat process begins with 
initiation for the first time the instruction is given. The next stage is execution, in 
which the user executes the instruction given by the agent, says or presses the 
“Repeat”. At the intervals where this button is pressed, these are referred to as 
“repeat points”. The repeat point is achieved when the agent finishes relaying the 
current instruction, the user requests a repeat, and the agent executes the repeated 
instructions. Resolution is the point at which the user asks for the “next instruction” 
after executing the current instruction. In this figure, the repeat process is initiated 
at 00:12:24:000 by the participant when the preceding instruction (23) has been 
executed. The Repeat Point (RRP) occurs at 00:12:36:200 when the participant asks 
the agent to repeat instruction 24. Resolution takes place at 00:12:52:230 when the 
participant asks for the next instruction which commences at 00:12:53:480.
Repeats are discernible in whatever form they occur for example, the user 
pressing the “Repeat” button on the interface makes such instruction heard by the 
ear of the user. Repeats are organised, well ordered, and planned actions by the user 
to achieve a given aim. For example, initiation comes before execution not vice-versa.
 
5.3 Typology of Repeats
The following table (Table 7) presents the typology of repeats that have emerged from
the interactions with the agent instructors. The table presents the nine types of 
repeats that emerged from the study. The users perform repeats for different 
functions, which are explained in the subsequent paragraphs of this section. 
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Reduce confusion and clear doubts. Usually occurs after
listening to an instruction
Confirmation R3
Affirms or disproves interpretations of agent instructions
or assembly processes, and helps self-assurance. Usually
occurs after listening to instructions or executing
assembly processes
Composite R4
Multiple repeats for different for different purposes,
with a focus on executing one step in the assembly
Demarcation R5





Occurs intermittently. The first may affirm or disprove
users’ interpretations or actions. Subsequent ones may




First step is used to reduce confusion and clear doubts.
Subsequent ones may break up assembly processes into
smaller parts
Refocusing R8
Redirects user attention to critical aspects of the
instruction
Error R9
A simple user mistake of repeating instructions
unnecessarily
R1 repeats are for clarifications that may lead to user self-correction. There 
are two sub-classes of R1. In R1a, clarification occurs before the user executes 
the current instruction, leading to self-correction. In R1b, after repeating 
instruction for clarification, the user makes a task error then self–corrects. For 
example, the user repeats the instruction, then picks the wrong piece (black 
instead of yellow) then drops it and picks the correct one (yellow).
R2 types are clarification repeats that reduce confusion and enhance user 
comprehension. These usually occur after listening to the instruction, in order to
clear a user’s doubts.
R3 are confirmation repeats that usually occur after listening to an 
instruction, or carrying out an assembly process. R3s enable users to assess 
their comprehension and interpretation of agent instruction in comparison to the
intended meaning. R3s are also used to assess whether the action taken by the 
user is correct or incorrect. If these are affirmed, then user self-assurance and 
confidence levels may improve (R3a). To confirm assistive action taken for 
example, if the correct piece was picked. R3bs confirms if the correct operative 
action was done or if the correct assembly procedure was followed (e.g. joining 
pieces together). R3cs are used for confirmation of assistive action taken, leading
to self-correction (e.g. picking pieces, confirming, and then self-correcting. R3ds 
are used for confirmation of assistive action taken, leading to self-correction of 
operative action (e.g. picking pieces, confirming, and then assembling. R3es are 
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used for clarification then confirmation of assembly procedures (e.g. joining 
pieces together).
R4s are multiple repeats that can serve different purposes, but with a focus on
executing one assembly step. These types of repeats are used strategically to aid 
user execution of agent instructions. R4a repeats confirm actions when they 
occur after the action has taken place, and the user can be seen inspecting the 
work done while the instruction is been repeated. R4bs are used for clarification,
then self-correction, and step-by-step confirmation. R4cs are first used for 
clarification, followed by self-correction, and finally for confirmation of assembly 
processes (e.g. joining pieces together). R4ds demarcate and clarify the assembly 
procedure, refocus a user's attention for easy compliance, and then confirm 
action taken. R4es demarcate the assembly process, and then confirm the action 
taken. Finally, R4fs are used to confirm action and self-correct.
R5s are repeats that are used for demarcation. They are used to separate 
each stage of the assembly process into finely grained parts to simply the 
assembly process and check information overload.
R6 types are confirmation and demarcation repeats. They occur intermittently
between listening and task execution. The first affirms or disproves a users 
interpretation of agent instruction and its meaning, or the task action taken. 
The others separate individual stages of the assembly process into smaller parts.
R7 repeats involve clarification and demarcation. The first repeat occurs 
without any user assembly action, while the subsequent ones occur as needed by
the user during assembly or task execution. They tend to reduce or manage user 
confusion, and separate different stages of the assembly process as the user tries
to mitigate the effects of information overload.
R8 repeats refocus and redirect a user’s attention to critical aspects of the 
instruction. The users repeat the instructions but listens for specific information 
in the instruction.
R9 repeats occur in error and serve no purpose.
Fig.5. The sequence of instruction repeats.
Repeats are non-arbitrary in nature, which implies that repeats are consistent, 
reliable and rational communication strategies that promote active listening [Oxford 
1993]. Repeats also involve a continuous chain of events. Fig 5 indicates that users 
ask for repeats before the assembly action or the next instruction occurs such as R1a,
R4b, R7, and R9. Repeats can also co-occur with the assembly action in which case 
they are strategic, for example R1b; R4d; R4e; R5; R6; R7; R8; and R9. Others occur 
after the assembly action has taken place or the current instruction has been given. 
These can be confirmatory, for example R2; R3; R4a; R4c; R4f; R6; R8; and R9. 
However, repeats operate discreetly but can be and are often combined due to timing,
and user action. They could also occur at any point in time during the interaction, for
example in R9s.
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Before Assembly Action
R1a; R4b; R7; R9
Co-Occuring with Assembly 
Action
R1b; R4d; R4e; R5; R6; R7; 
R8; R9
After Instruction / 
Assembly Action 
R2;R3; R4a; R4c;  
R4f; R6; R8; R9
5.4 Assembly Gestures 
To address RQ3, the following assembly gestures outlined in this section have 
emerged (Table 8). These indicate that it is possible for humans to show their 
intentions to agents in a finely grained nonverbal manner [Kirk et al. 2005]. The 
function of each gesture is explained in this section using vignettes.
Table 8: Emerging Corpus of Basic Assembly gestures
GESTURAL PHRASE FUNCTION
Aligning Hand Enables user to visually and mentally assess the fit of one or more model
parts into others
Displaying Hand Picking and showing model parts for confirmation
Repetitive Opening Hand Continuously placing the same model parts for initial inspection
Picking Hand Enables user to select model parts
Joining Hands Enables User t connect model parts together
5.4.1 Aligning hands. Aligning hands are similar to “mimicking hands” in an assisted 
assembly task, discussed in Kirk et al. [2005: 11]. This is because they enable the 
user to order and discover the fit of the assembly pieces. 
  
 
        Fig. 6. Aligning Hands.
Aligning hands enable the user to visually and mentally assess the fit of the parts 
of the Lego model. This allows them to discover the compatible sizes. In the first 
vignette, P1 mentally compares the piece with the larger part of the Lego model it 
will be assembled into. In the second vignette, he now sizes them up physically. In 
the third, he starts retracting and this retraction is completed in the fourth vignette. 
Unlike Kendon’s [2004] gestural phases that have three steps, this one has four 
steps. The retraction is seen as a two-staged process that starts and culminates with 
the arms at full rest rather than ending mid-air.
5.4.2 Repetitive opening hands. In assembly tasks, opening hands gestures are similar to 
beat gestures or rhythmics in their form [Ekman and Friesen 1969a; Ekman and 
Rosenberg 1997]. This is because they occur with two movements of either up and 
down, inside-outside, or outside-inside.
However, beat gestures are said to contain no semantic content and are not 
dynamic [Holler and Wilkin 2011]. To avoid confusion with beat gestures, we have 
classified the emerging gesture as repetitive opening hands. They are repetitive 
because they occur in successions called iterations, with one leading seamlessly into 
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the next. The form and function of the repetitive opening hands is shown in the 
vignette below. 
In the first iteration vignettes, P2 prepares in 1a and the stroke occurs in 1b. The 
hands move inside-out, placing the pieces picked before P2’s eyes for evaluation. In 
the second pair of vignettes, P2 repeats the gesture again while listening to the 
instruction. 2a is preparation, while 2b is the stroke and a post-stroke hold (2c). P2 is 
still examining the pieces picked for self-evaluation of comprehension levels, and 
picking the correct pieces signify a successful interpretation of the agent’s 
instruction.
The last pair of vignettes shows that P2 repeats the gesture from the second 
iteration with a post-stroke hold (2c/3a), which seamlessly prepares for the stroke 
(3b) while listening to the repeated instruction. Repetitive opening hands enable 
users to perform task-aiding functions, user self-evaluation of comprehension levels, 
and the success or otherwise of task progress which may lead to self-correction.
5.4.2 The picking hand. In the assembly process one main hierarchy of tasks is 
picking kits before putting them together and this is achieved using the picking hand
gesture. It is an assistive gesture that leads to others, and may be classified as a 
lower hierarchy gesture that may determine the success or failure of other aspects of 
the task. This makes it a crucial gesture in the process of these assemblies. The basic
form and function of the gesture is shown in the P12 vignette below.
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Preparation: P1 Initiates the 
gesture by picking the 
assembly piece, compares 
them and tries to mentally 
and visually place them on 
the Lego model. 
Stroke: P1 performs the 
gesture by bringing the 
hands together thus 
physically taking the piece 
close to the part of the Lego 
kit and sizing them up 
Retraction: begins as P1’s 
hands start to go apart still 
holding the piece without 
fixing it on the Lego kit. 
Retraction is completed 
when P1’s hands are finally 
at rest on the table.
P2 prepares in (1a) by 
picking th  pieces in both 
hands with fing rs curled 
in a fist. The stroke (S1) 
occurs in 1b. The hands 
open sid ways/inside out, 
palm up with digits
stretched out placing the 
pieces picked before P2’s 
yes for evalua ion.
P2 repeats the gesture 
aga n while li tening to 
the ins ruction. 2a i  
preparation wh le 2b is 
the stroke (S2) and two 
handed post-stroke hold 
(2c). T is prepares for the 
stroke (S3) op n sideways/
inside out, palm up with 
digits stretched out 
placing the pieces in 3b 
while listening to the 
repeated instruction.
       Fig. 6. Repetitive opening hands gesture.
              
Fig.7. The picking hand.
The picking hand gesture in assembly tasks is an iconic representation of the 
verbs in the instruction. These include place and attach. This gesture can be 
performed with one hand, in a back and forth motion, and end with a post stroke hold
(Fig 7). It could also be done with two hands, either at once or in quick succession.
5.4.3 The Joining Hand. The joining hands gesture is an operative gesture that enables 
the user to connect pieces of the Lego model together (Fig 8).
Figure 8: Joining hands.
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Preparation: P12 
prepares for the 
gesture with the LH at
rest. The broken arrow
shows the projected 
path of the picking 
hand.
Stroke: P12 performs 
the stroke by moving 
the LH, straight 
towards the piece. The 
LH is palm down, 
bending forward with 
digits held coupler-
shaped and the thumb,
fore and mid fingers 
pull up the piece.
Retraction: P12 begins 
to retract the LH in 
preparation for a post-
stroke hold.
Post-stroke Hold: P12 
retracts the LH 
turning it over, palm 
up with the digits still 
holding the piece to a 
brief standstill.
Preparation: P20 initiates the 
gesture from the RH picking a 
piece and the LH resting on the 
table. P20’s LH goes up; palm 
down, with digits held like claws 
and holds the arm from the top. 
The RH moves up, palm lateral 
with sideways grappolo shaped 
digits brings the piece to join the 
arm
Stroke: The LH spins (indicated 
by the broken green arrow) the 
body around in 180 degrees to 
position the arm. The RH attaches 
the piece to the arm and the 
bottom-up stroke occurs
Retraction: The RH retracts 
towards the agent while the LH 
retracts to the table
The joining hand gesture is an iconic representation of word classes in the 
instruction [Leff and Sachs 1990]. These include verbs indicating what to do, 
prepositions indicating where to do it, and adverbs indicating how to do it within the 
instructions for example. This can be seen in the example instruction below for the 
model Aquagon:
Step 15: Just place the black cylinder into the bottom round hole at the 
back of the body piece. 
5.5 Emerging Facial Actions
Ekman and Rosenberg [1997] argue that facial actions are categorized as basic 
emotions, non-basic emotions and emotional attitudes. They discuss that emotions 
have shared and unique features that differentiate emotions from other affective 
phenomenon. Three categories of user facial actions emerged from this study so far
(Table 9).
Table 9: Formative User Facial Actions
S NO FACIAL ACTION ILLUSTRATION
1 Basic Emotions Surprise, Felt Smile, Neutral
2 Non-basic Emotions Blend
3 Emotional Attitudes Frown
Ekman [2007] posits that evolutionary and innate factors, such as muscular 
and neural activities are responsible for the emotions being characterised as basic, 
as they evolve to deal with fundamental life tasks such as achievement or failure. 
Because of this, the users’ abilities to execute instructions during the assembly 
tasks can be observed, in part, through their emotions.
When a combination of basic emotions occurs, this is referred to as a blend or 
mixed emotional state [Ekman and Rosenberg 1997]. Emotional attitudes are 
sustained for a longer period, and may involve more than one emotion [Ekman and
Friesen 1969a]. Research indicates that some FACs, such as frowns, project 
emotional attitudes as a salient social signal [Tipples et al. 2002]. The 46 action 
Units (AU), and action descriptors with underlying facial muscles, described by 
Ekman and Friesen provide guidelines for analysing FACs and emotions [1969a; 
1969b].
Fig. 9. Slight surprise.
Figure 9 shows P1 expressing a slight surprise (AUs1+2+5B+26). The inner brow 
is raised a bit, the upper lip is raised and the jaw drops down [Ekman and Rosenberg
1997: 168]. This emotion is triggered by the unexpected voice used by CP to produce 
the utterance or instruction for the very first time.  As well as the facial expression, 
the participant also displays a fixed attention towards the source of surprise [Cohn et
al. 2007]. In this case it the focus is on the model layout where the assembly is 
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executed. The display of surprise may indicate that the participant at that time was 
unsettled had to repeat the instruction for further understanding and clarification.
    Fig.10. Blend of emotions
A blend of emotions (Fig 10.) is described as a rapid sequence of two basic 
emotions [Ekman 1992]. This occurs when P1 displays a mixture of enjoyment (AU 
6+AU12) and contempt (R12A+R14A) .The cheeks are raised and the lips’ corners are
pulled back with dimples creating a smug expression [Ekman 2007]. This emotion is 
targeted towards the participant himself for committing an avoidable error of 
repeating instructions, and it triggers another emotion shortly after. The participant 
triggers impatience, though this is not indicated in the picture. The impatience is 
enacted through a cyclic movement of the participant’s hand, which they perform to 
indicate CP is being to slow in providing the instructions.
Fig. 11. Frown
P16 frowns (Fig 11) with their eyebrows drawn together and the forehead 
creased. The forehead gatherer muscle is used to perform this action 
(AU46+AU64). In a variant of AU4, the corners of the mouth are turned down and
the eyes focused downwards [Hinsz and Tomhave 1991]. The fingers on the chin 
may indicate that P15 is trying to concentrate [Ekman and Rosenberg 1997]. It 
may also indicate they are paying attention to CP, just as it may indicate a lack of
comprehension. In the case of the latter, this is classified as a negative face 
[Tipples et al. 2002].
Fig. 12. Static Searching Face
P4 leans forward and listens to the repeated instruction while searching for the 
piece described, with her eyes sweeping across the table. This is performed using the 
combination of AUM61, AUM62, AU 57, and AU 23. The static head leans forward 
(AU57) and combines with eye movements (AUM61+AUM62) [Ekman 1977]. The 
ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY
orbicularis oculi muscle makes a ‘saccade’ eye movement, one of the sub-classes of 
oculomotor movement [Dell’Osso 1994]. It is used to track an object without head 
movement.  The onset of the symmetrical (AU14) dimpler that aids the lip tightener 
is immediately preceded or accompanied by eye movement to the left. This is followed
to the right, as sweeping eyes indicate that she is searching for the pieces and only 
stops when she gets the right piece. This facial action is neither a negative or positive
face [Tipples et al. 2002]. It may also indicate indifference towards the agent but 
focus on the task. 
Fig. 13. Neutral Face
P17s neutral face (“AU0” in [Ekman and Rosenberg 1997]) is not showing any 
emotion as their facial muscles are at rest. This was also a reaction to CP and may 
indicate that the participant is comfortable the interaction. 
Fig.14. Felt smile
P2 actually experiences a positive emotion (Fig 14) elicited by positive physical, 
verbal and tactile stimulation [Ekman et al. 1980]. This is performed with the 
combination several facial muscles: the cheek raiser (AU6), the lip puller (AU12) and 
the lid tightener (AU7). This smile is a positive face [Tipples et al. 2002]. This is the 
opposite of a fake smile, and may indicate that the participant is enjoying the 
interaction and finds VA.
6. DISCUSSION 
The first approach described in Section 4 aimed to evaluate the effects of a verbal 
agent instructor’s voice on the users’ perceptions of vague language. The quantitative
measures observed that the human voice VA was perceived as significantly more 
likeable, less annoying, and more humanlike than the two synthesised voices (CL; 
CP). VA was also observed to be more coherent than CP. CL and VA were seen to 
have significant differences in coherence. This may be a result of CP being unable to 
pronounce some of the items from the VL model as successfully as CL. CL and VA 
were also seen to equally enable the completion of tasks in comparison to CP. 
The use of vague language in VA was seen as more positive than the synthesised 
voices (4.1.1). Similarly, the general attitudes towards VA were more positive than 
those towards the two synthesised voices. These attitudes towards the voices support 
previous research on the preferences for human voices [Cowan et al. 2012; Georgila 
et al. 2012]. The findings also suggest that, if an agent designer wishes to improve 
likeability and other positive perceptions of their agent by its users, then using a 
more humanlike voice may be the ideal option. This may also be true if the aim is to 
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create a younger sounding voice. If these are not of great concern then a synthesised 
voice may be preferable, if only for logistical and financial benefits. 
Similarly, if using vague language, then it appears that using a human voice is 
the preferable option. However, human likeness in an agent’s voice may not always 
be sufficient for using vague language in agent instructors. Successfully 
incorporating “humanlike” language in HAI contexts may not solely depend on 
improving the quality of the voice. Although improvements were seen, there appear 
to still be barriers to the acceptance of vague agent instructors, regardless of the 
voice being used. When the vague language did not meet a user’s expectations of an 
agent’s speech, disparities between expectations and realities sometimes emerged. 
While the voice contributed towards this, there were other factors such the agents 
drawing from both agent and human group identities that had been categorised by 
previous experiences in the users.
It is advisable then to tread carefully when attempting to use vague language, and
possibly similar linguistic features in instruction giving contexts. Outside of this 
instruction-based context, however, results may differ. Negatively marked 
perceptions of the agent, even with the voice actor, were also attributed to the context
of the interaction – the vague language did not always suit the instruction-based 
nature of the task. A less controlled environment, or a more leisurely and creative 
context with a less rigid output, may achieve greater success. Nevertheless, there 
was still a notable and successful difference between previous studies using vague 
language with only synthesised voices [Clark et al. 2014]. 
In analysing the qualitative data, further discussion points arose surrounding 
agent identity and their place in society. It would appear that prior interactions with 
agents can have a strong effect on how future ones will transpire, at least when 
concerning those that instruct, advise or in some other way provide help for their 
users. Moreover, there was a strong sense of distancing and separation between a 
human using vague language and an agent using vague language. Even when using 
the voice actor, some participants still struggled to assign an age to them and 
sometimes perceived it as just another machine. This raises questions as to features 
of agent identities, particularly within concepts such as age and the roles agents take
on in interaction. Furthermore, there are questions as to what salient linguistic and 
non-linguistic variables can affect how the users of agents perceive these identities. 
The second approach in this paper also raised some interesting discussion points. 
Repeats maybe very important in instruction giving and by implication advise giving 
contexts because they involve a systematic process that provides the compass for 
measuring user feedback during interaction. The user employs repeats to 
communicate directly with the agent for example, asking for repeats or the next 
instruction. The study indicates that repeats are used for different purposes in 
interaction. These include the need for clarification, confirmation of instruction and 
action taken. Others are used to break up tasks into manageable chunks, redirect user
focus, and enhance user self-confidence.
The results indicate that assembly gestures are operative in nature (Table 8) used
to explicitly carry out the assembly task set by the agent such as ‘aligning hands. 
They may depict the active or operative verb in the instruction for example, when the
instruction says “Basically, find the end that is a bit more narrow than the other one 
and just attach the side ball joints to the sockets on the legs” the user’s gesture depicts
the acts of picking and measuring the fit of attaching the side ball joints to the socket
in the aligning hands gesture.
The other assembly gesture is assistive in nature because they do not in 
themselves carry out the instructions but they help the user to execute operative 
gestures. They are lower in hierarchy to operative gestures but are required for 
ACM Transactions on xxxxxxxx, Vol. xx, No. xx, Article xx, Publication date: Month YYYY
operative gestures to succeed. The examples include the repetitive opening hand and 
the showing hand gestures.
Six types of facial actions were observed in users during interaction. Of the seven 
samples presented, CP elicited four facial actions (neutral, frown, smug, and slight 
surprise) representing 66% of the distribution. The frown, smug and slight surprise 
are negative faces elicited by CP. VA elicited the felt smile – a positive face indicating
a positive perception of the agent’s identity [Tipples et al. 2002]. CL elicited the static
searching face – a neutral face. The faces elicited by VA and CL represented 17% of 
the distribution respectively. These facial actions indicate that VA may be the most 
likeable, while CP may be the most annoying because it elicited more negative faces 
than the rest, at a ratio of 3:1, while CL elicits indifference in interaction. 
From the discussion above, the study generally supports the idea that people 
assign personalities to agents [Lee 2010; Nass et al. 1995]. The use of vague language
in human and synthesised voices affects the user’s social and behavioural reactions 
towards the agent during interaction. This could be due to changes that may not 
conform to how people expect particular agent voices should use vague language. 
Despite the small sample size of nonverbal feedback, furthering this work could 
have some implications for agent designers. The combination of categories of 
emotions, gestural corpus and taxonomy of repeats could be programmed into agents 
by designers to create more adaptive advice giving agents that can use these 
attributes to manage interaction. This is evident in human interaction where 
emotions are crucial to the development and regulation of interpersonal relationship 
in any interaction context [Ekman and Rosenberg 1997]. Moreover, emotions provide 
information to co-interactants about events, responses and probable next behaviour 
[Ekman and Friesen 1969] this may enhance advice givers’ emotive functionality as 
they may become more aware of human emotions than the present agents. In 
addition, emotion enables the organism to deal with interpersonal encounters as they
emerge and adapt to deal with them in the future and by implication, advice givers 
may have the ability to predict user intention from records of previous interaction. 
We believe that just as in human interaction, recognition and prediction skills may 
enhance advice giving agent’s ability to scaffold user interaction experience when 
difficulties arise. 
7. CONCLUSIONS
This paper discusses a two-way approach of evaluating user interaction with vague 
agent instructors in the context of Lego model assembly tasks. The first approach 
analyses the effect of human and synthesised voices on user perceptions of agents 
and their use of vague language. The second focuses on user nonverbal behaviour in 
interaction with the agent. Findings suggest that there is an argument to be made 
for using human rather than synthesised voices for agents using vague language. 
This is supported by the results of the nonverbal feedback. However, the general 
acceptance of vague language in this context is still fairly low, and this could be a 
result of the context itself and the position in which humans place agents in society 
with regards to the linguistic and social characteristics they should be using. The 
second approach in this paper stimulates discussion on the effects of user nonverbal 
feedback as a lens for assessing HAI. Future research in this area could focus on 
expanding these types of approaches to other contexts beyond that of instruction 
giving. As our interactions with software agents increases rapidly, there is a need to 
develop new discourse models and frameworks of analysis. Analyses of this kind of 
data, collected from both laboratory settings and language use in everyday contexts, 
play a crucial part in furthering our understanding of what it means to interact with 
software agents.
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