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As the wing flies, its structural elasticity interacts with the aerodynamic loads and the wing deforms. This 
deformation influences the aerodynamic flow over the wing. Hence, besides employing high-fidelity flow 
equations, considering the structural elasticity is necessary for an accurate prediction of the wing aerodynamic 
coefficients. Wing shape optimizations that consider high-fidelity aeroelastic effects are computationally costly 
and therefore the gradient-based algorithms are suitable for them. This study presents an efficient approach for 
computing the gradients required for such optimizations. An existing viscous flow adjoint approach is extended 
to include the structural elasticity effects. The contribution of this work is, to differentiate the flow-structure 
coupling methods and to implement the coupled adjoint equations in order to use it within industrially relevant 
wing-shape optimizations. The advantages of this coupled aeroelastic adjoint approach are that it computes the 
gradients accurately and nearly independently of the number of design parameters engaged in the optimization, 
hence it is possible to use high number of design parameters. This allows high-fidelity multipoint optimizations 
within acceptable computational time. In this context, it is found that the adjoint approach is saving more than 
80% of the computational cost when compared to the conventional finite differences approach for computing the 
gradients. After successfully validating the gradients obtained with the developed approach, four optimization 
scenarios are performed on a wing-body configuration in a transonic flow regime. The effects of considering 
several flight points as well as considering some rough weight constraint are tested and this latter constraint 
shows beneficial results for aerodynamics as well as the structure of the aircraft. 
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Während des Fluges wird der Flügel basierend auf der Interaktion der Aerodynamik mit der Elastizität der 
Struktur deformiert. Diese Deformation beeinflusst das aerodynamische Strömungsfeld und demzufolge ist die 
Berücksichtigung der Elastizität der Struktur bei der Optimierung der Flügelform notwendig, um die 
aerodynamischen Beiwerte präzise vorherzusagen. Gradienten basierende Optimierungsalgorithmen sind 
effizient und deshalb geeignet für aeroelastische Formoptimierung des Flügels mit hochwertigen numerischen 
Verfahren. Diese Arbeit präsentiert ein effizientes Verfahren um die Gradienten, die für solche Optimierungen 
notwendig sind, zu berechnen. Eine bereits existierende Methode, die reibungsbehaftete Strömungsadjungierte, 
wird erweitert um die Elastizitätseffekte der Struktur zu berücksichtigen. Der Hauptbestandteil dieser Arbeit 
besteht aus der Ableitung der Methoden zur Strömung-Struktur Kopplung und der Implementierung der 
gekoppelten adjungierten Gleichungen. Vorteilhaft bei dieser gekoppelten aeroelastischen Adjungiertenmethode 
ist, dass sie die Gradienten genau und nahezu unabhängig von der Anzahl der Entwurfsparameter der 
Optimierung berechnet. Dies ermöglicht hochwertigen numerischen Verfahren Mehrpunktoptimierungen mit 
akzeptablem numerischem Aufwand. In diesem Zusammenhang kann festgestellt werden, dass die numerischen 
Kosten mit dieser adjungierten Methodik um mehr als 80% reduziert werden können im Vergleich zu einem 
konventionellen finite Differenzen Ansatz. Nachdem das Verfahren zur Berechnung der Gradienten erfolgreich 
validiert ist, werden vier Szenarien für eine Flügel-/Rumpfgeometrie bei transsonischen Anströmbedingungen 
optimiert. Dabei werden die Einflüsse sowohl von verschiedenen Flugpunkten als auch einer Randbedingung 
hinsichtlich des Gewichts des Flugzeugs untersucht. Diese Randbedingung zeigt vorteilhafte Ergebnisse sowohl 
für die Aerodynamik als auch für die Struktur des Flugzeugs. 
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Kurzfassung 
Während des Fluges wird der Flügel basierend auf der Interaktion der Aerodynamik mit 
der Elastizität der Struktur deformiert. Diese Deformation beeinflusst das aerodynami-
sche Strömungsfeld und demzufolge ist die Berücksichtigung der Elastizität der Struktur 
bei der Optimierung der Flügelform notwendig, um die aerodynamischen Beiwerte prä-
zise vorherzusagen. Gradienten basierende Optimierungsalgorithmen sind effizient und 
deshalb geeignet für aeroelastische Formoptimierung des Flügels mit hochwertigen nu-
merischen Verfahren. Diese Arbeit präsentiert ein effizientes Verfahren um die Gradi-
enten, die für solche Optimierungen notwendig sind, zu berechnen.  
Eine bereits existierende Methode, die reibungsbehaftete Strömungsadjungierte, wird 
erweitert um die Elastizitätseffekte der Struktur zu berücksichtigen. Der Hauptbestand-
teil dieser Arbeit besteht aus der Ableitung der Methoden zur Strömung-Struktur Kopp-
lung und der Implementierung der gekoppelten adjungierten Gleichungen.  
Vorteilhaft bei dieser gekoppelten aeroelastischen Adjungiertenmethode ist, dass sie die 
Gradienten genau und nahezu unabhängig von der Anzahl der Entwurfsparameter der 
Optimierung berechnet. Dies ermöglicht hochwertigen numerischen Verfahren Mehr-
punktoptimierungen mit akzeptablem numerischem Aufwand. In diesem Zusammen-
hang kann festgestellt werden, dass die numerischen Kosten mit dieser adjungierten 
Methodik um mehr als 80% reduziert werden können im Vergleich zu einem konventi-
onellen finite Differenzen Ansatz.  
Nachdem das Verfahren zur Berechnung der Gradienten erfolgreich validiert ist, werden 
vier Szenarien für eine Flügel-/Rumpfgeometrie bei transsonischen Anströmbedingun-
gen optimiert. Dabei werden die Einflüsse sowohl von verschiedenen Flugpunkten als 
auch einer Randbedingung hinsichtlich des Gewichts des Flugzeugs untersucht. Diese 
Randbedingung zeigt vorteilhafte Ergebnisse sowohl für die Aerodynamik als auch für 
die Struktur des Flugzeugs. 
 
 
 
 
 
 
Abstract 
iii 
 
Abstract 
As the wing flies, its structural elasticity interacts with the aerodynamic loads and the 
wing deforms. This deformation influences the aerodynamic flow over the wing. Hence, 
besides employing high-fidelity flow equations, considering the structural elasticity is 
necessary for an accurate prediction of the wing aerodynamic coefficients. Wing shape 
optimizations that consider high-fidelity aeroelastic effects are computationally costly 
and therefore the gradient-based algorithms are suitable for them. This study presents an 
efficient approach for computing the gradients required for such optimizations. 
An existing viscous flow adjoint approach is extended to include the structural elasticity 
effects. The contribution of this work is, to differentiate the flow-structure coupling 
methods and to implement the coupled adjoint equations in order to use it within indus-
trially relevant wing-shape optimizations. The advantages of this coupled aeroelastic 
adjoint approach are that it computes the gradients accurately and nearly independently 
of the number of design parameters engaged in the optimization, hence it is possible to 
use high number of design parameters. This allows high-fidelity multipoint optimiza-
tions within acceptable computational time. In this context, it is found that the adjoint 
approach is saving more than 80% of the computational cost when compared to the 
conventional finite differences approach for computing the gradients. 
After successfully validating the gradients obtained with the developed approach, four 
optimization scenarios are performed on a wing-body configuration in a transonic flow 
regime. The effects of considering several flight points as well as considering some 
rough weight constraint are tested and this latter constraint shows beneficial results for 
aerodynamics as well as the structure of the aircraft. 
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Chapter 1: Introduction 
1.1 Problem Statement 
Due to the increase in fuel prices and the strict constraints on emission and other envi-
ronmental aspects, the aircraft industry is immensely investing in the search for ad-
vanced designs that consume less fuel and produce less emission. The Flightpath-2050 
[1] provides a vision for Europe’s aviation systems and industries by the year 2050. It 
expects a 75% reduction in CO2 emission per passenger kilometre, a 90% reduction in 
NOx emission and a 65% reduction in noise emission of air vehicles -by 2050- relative 
to those of the year 2000. On the other hand, the worldwide air traffic is predicted to 
grow by 4-5 % per year, which makes the fulfilment of these expectations a highly chal-
lenging task. 
Aircraft optimization, which can be performed using numerical techniques, is an indis-
pensable choice to face the Flightpath-2050 challenges and to increase the aircraft’s 
efficiency. In the research field, numerical optimization techniques have been intensive-
ly used for aircraft design in the last decades [2, 3, 4, 5] and proved trustworthy. They 
have maturely covered a wide range of applications in the aircraft design. Some tech-
niques dealt with reducing the aircraft structural weight, while others optimized the 
wing planform or the aircraft tail in order to enhance its aerodynamic performance. In 
industry, on the other hand, the use of optimization techniques for aircraft design is still 
modest, several papers [6, 7, 8, 9] show the first integration of numerical optimization in 
the design process.  
Aerodynamics plays a significant role in driving the aircraft efficiency; the lift/drag 
(LoD; lift over drag) ratio, for example, directly affects the aircraft fuel consumption. 
However, considering the aerodynamics solely in the aircraft optimization process is not 
sufficient, since it is strongly coupled with other disciplines that affect it, and get affect-
ed by it, like the elasticity of the aircraft structure. Therefore, the relevant disciplines 
need to be considered as well during such optimizations. 
An optimization that incorporates more than one discipline is called a multidisciplinary 
design optimization (MDO). Employing MDO in aircraft design, yields realistic designs 
that fulfil the constraints of the engaged disciplines and reduces the development risks. 
MDO also helps in understanding the influences one discipline has on another. Howev-
er, the complexity of the problem in MDO significantly increases when compared to 
single-disciplinary optimizations. The computational cost of MDO is generally higher 
than the sum of the single-disciplinary optimizations’ computational costs for the disci-
plines included in the MDO problem [10]. Therefore, the optimization algorithms that 
drive the MDO need to be efficient. 
Furthermore, in a MDO, that is intended to meet the high challenges of Flightpath-2050, 
three aspects are necessary. The first aspect concerns using high-fidelity models for the 
engaged disciplines, which increases the reliability of the resulting designs. The second 
aspect lies in employing approaches that can handle high number of design parameters. 
This gives the optimizer more freedom and a larger space to find the optimum design. 
The third aspect lies in performing the design at several aircraft operating points (flight 
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conditions) simultaneously. This aspect leads to a design that performs better not only at 
a single flight condition (the aircraft’s cruise point for example), but at other operating 
points as well. However, considering these three aspects will only increase the computa-
tional cost of MDO, which emphasizes again the need for efficient optimization algo-
rithms. 
Optimization algorithms require the value of the function being optimized after any de-
sign iteration. In addition to that, some algorithms require also the sensitivity of the 
function being optimized with respect to the design parameters. These so-called gradi-
ent-based algorithms are known to be efficient because gradients contain information 
about the fastest direction of improvement. However, computing the sensitivities (gradi-
ents) for these efficient algorithms with the conventional finite-differences approach is 
costly when the number of design parameters (second aspect) is high. The cost is then 
linearly dependent on the number of design parameters. This raises the need for an effi-
cient approach to compute the gradients employed in high-fidelity multidisciplinary 
gradient-based optimizations. 
1.2 Background on Aerodynamic Optimization 
As mentioned previously, a meaningful measure for evaluating the aircraft’s aerody-
namic efficiency is the lift/drag ratio. The higher this ratio, the larger the distance an 
aircraft can fly, or the lower the fuel consumption. However, a precise evaluation of this 
measure requires an accurate computation of the aerodynamic loads (lift and drag).  
Two aspects affect the accuracy of their computation directly; the first concerns the fi-
delity of the numerical aerodynamic model employed, and the second lies in including 
the relevant disciplines while computing the aerodynamic loads. 
The aerodynamic loads can be evaluated either using the wind tunnel or by employing 
adequate numerical techniques. The constant development in computational fluid dy-
namics (CFD) and the evolution of the high performance computing are helping this 
relatively new field to play a bigger role in the development within aerospace sciences. 
In CFD, the fluid flow can be modelled at different levels of fidelity. The higher the 
fidelity, the more accurate and more costly-to-compute the model becomes. One flow 
model is represented by the Euler equations. These equations describe rotational but 
inviscid flows. Hence, they can be used to predict the lift to some extent (over predict-
ed) and the drag due to lift, but not the friction part of drag. If the viscous terms are in-
cluded in the flow model, the so-called Navier-Stokes (NS) equations result. These 
equations can accurately describe the different flow regimes. Therefore, the RANS (the 
Reynolds averaged Navier-Stokes) equations are required for reliable aerodynamic 
shape optimizations. 
CFD introduced the ability to couple the numerical flow solvers with optimization algo-
rithms, building up automatic optimization environments. Such environments give the 
designers a chance to decrease the manual iterative work, including the trial and error 
missions they are engaged into, while seeking an efficient design. 
A typical aerodynamic optimization loop couples four main components (the rectangu-
lar boxes) as shown in Figure 1. 
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Figure 1: The main components of an Aerodynamic optimization 
The optimization starts with creating the geometry using a geometry-modelling tool. 
Then, a mesh (grid) generation tool discretizes the computational domain around the 
geometry. After that, the flow solver (the third component) computes the flow state for 
the computational domain. Finally, the optimizer reads in the flow state and suggests 
new design parameters after evaluating the optimization objective under certain con-
strains. The new design parameters are then employed to generate the model’s geometry 
again, in order to start a new optimization loop. The process is repeated until a given 
convergence criteria is satisfied. Optimization loops can be set using a scripting lan-
guage that connects its components. One efficient and simple-to-use language is the 
Python scripting language [11]. 
The optimizer (also called optimization algorithm), which is the engine of the optimiza-
tion process, tries mainly to solve the following problem [12]: 
Minimize )(DI       subject to  



0)(
0)(
DC
DG
    (1) 
Where I is the cost function (or objective) of the optimization, that should be minimized 
(or maximized), D is the vector of design parameters (or design variables), and G and C 
are equality and inequality constraints, respectively. 
Many publications have shown studies and results of different aerodynamic optimiza-
tion techniques [13,14, 15, 16, 17, 18, 19, 20]. Such publications serve as a rich data-
base, which helps in comprehending the different components and algorithms used in 
optimizations, and provides best-practice knowledge. 
Optimization algorithms can be mainly divided into gradient-based and gradient-free 
algorithms, depending on whether the gradient information is needed throughout the 
optimization. Deciding which optimization technique to use depends on the objective 
function, in addition to the number and the nature of constraints and design variables 
(especially in high-fidelity optimizations) involved in the problem. The application of 
the gradient-based techniques for problems with high number of design variables was 
until lately not adequately affordable; since the computational cost of the gradient 
scaled linearly with the number of design variables. In the late 80s, Jameson [20] ap-
plied an approach that computes the gradients independently of the design variables’ 
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number. This approach is called, under other names, the adjoint approach. It stimulated 
the application of gradient-based algorithms in aerodynamic optimizations using high-
fidelity models. 
When optimizing a system whose objectives depend on several disciplines, it is neces-
sary to include the effects of these disciplines in the optimization. Otherwise, the opti-
mization may result in a suboptimal design, and the predicted objectives might be inac-
curate, especially if the relevant disciplines are strongly coupled. Aerodynamics and 
structure -in aircraft design- are strongly coupled disciplines, while a change in one of 
them enhances a change in the other. As a response to the aerodynamic loads on a wing, 
for instance, the wing deforms during the flight, and this deformation affects the flow 
over the wing. In this case, if LoD is to be maximised, it is essential to consider the flow 
and the structural behaviour that affects the flow during the wing optimization. 
1.3 Aero-Structural Effects on Aircraft Design 
The jig shape of a wing is the manufacturing shape (when supported in the jig) which is 
not exposed to any loads, whether gravitational or aerodynamic ones. If only the gravi-
tational loads are considered, when the aircraft is settled on the ground, the wing will 
have the so-called ground shape at which the wing is slightly bent downwards. The 
gravitational loads might then include the fuel weight. Figure 2 shows the wing shapes 
at different conditions. During the flight, the wing is exposed not only to gravitational 
loads, but also to aerodynamic loads. The wing shape under these loads is called, the 
flight shape. This shape varies with the fuel consumption and the flight conditions. 
However, the stiffer the wing, the closer these three shapes to each other. 
                     
Figure 2: Wing bending under aero-structural effects [23] 
The wing deformation during flight depends on the aerodynamic loads in addition to its 
weight (including fuel) and stiffness; the lower the stiffness, the higher the deformation. 
As the wing deforms, the flow around it changes, which might affect the pressure distri-
bution on the wing drastically [21], especially in transonic flow regimes [22].  Hence, in 
order to predict the flow coefficients accurately, the wing’s elastic effects need to be 
considered. 
Figure 3 shows the effect of considering the structure’s elasticity while predicting the 
pressure over a wing [23]. The chordwise pressure distribution for a long-range jet air-
liner at a flight test condition is depicted for both the aerodynamic (uncoupled) and 
aero-structural (coupled) computations, at chosen span stations. As expected, the flight 
Flight shape 
Jigshape 
Groundshape 
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test results have a better matching with the results of the aero-structural coupled compu-
tation, and this discrepancy between the coupled and the uncoupled computations in-
creases towards the wingtip. This emphasizes again the necessity for considering the 
wing’s elasticity. 
 
Figure 3: Comparison of pressure distributions at different sections of a transport air-
craft wing, the effect of considering wing's elasticity [23] 
To compute the flight shape of a wing numerically, a coupling between the flow (CFD) 
and the structure (CSM; computational structure mechanics) governing equations has to 
take place. This aero-structural coupling might be strong or loose. More details about 
these coupling strategies will be discussed in section 3.1. 
As mentioned earlier, the efficient gradient-based optimization algorithms are required 
whenever the evaluation of the objective is costly and the number of the design varia-
bles is high. Considering the structural elasticity while evaluating the aerodynamic ob-
jectives can only increase the computational cost. Since the adjoint approach was prov-
en efficient and independent of the number of design parameters, an existing flow ad-
joint approach will be further extended to include the structural elasticity, and after-
wards, it will be applied within several MDO scenarios that employ gradient-based al-
gorithms. In the following, a review of using the adjoint approach for coupled aero-
structural problems will be presented. 
1.4 Literature Review 
Gradient-free optimization algorithms have been used in MDO, however, by compro-
mising the level of model fidelity in the problem or the number of design parameters. In 
[24], an aero-structural optimization was performed for a wing-body configuration with 
high fidelity models on both the aerodynamic and the structure side. However, only six 
design parameters that control the wings planform were used, in order to keep the com-
putational cost reasonable. 
The use of gradient-based algorithms to optimize aero-structural problems was limited 
before the development of the adjoint approach. Guinta and Sobieski [25] have em-
ployed a technique that relies on the finite differences approach to compute the gradi-
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ents and perform an aeroelastic optimization of a supersonic jet. The aeroelastic optimi-
zation employed a finite element code and an inviscid flow solver, the optimization 
turned very costly even though the flow was considered inviscid, which confirms the 
shortcomings of the finite differences approach in such optimizations. 
The efficient adjoint approach for aeronautical CFD problems was first applied in 1988 
by Jameson, where he demonstrated its use in aerodynamic design [20]. Before that, 
Pironneau applied it for potential flow problems [26]. In structure mechanics, the ad-
joint theory was even used earlier to perform sensitivity analysis (SA) by Haug et al. 
[27]. After becoming mature in both disciplines, the adjoint approach was employed by 
Martins [28] for aero-structural problems. Several studies followed the work of Martins; 
however, by employing low-fidelity models for at least one of the two disciplines. In the 
following, a summary of these studies is presented. 
In the pioneer work by Martins [18,29], the adjoint approach for coupled aero-structural 
systems was successfully applied to optimize a proof-of-concept supersonic business jet 
configuration at two flight conditions with two load cases. The flow was considered 
inviscid; hence, he used the Euler equations to compute the flow. Furthermore, the 
structure finite element (FE) model was made of truss and triangular-plane-stress-plate 
elements with three translational degrees of freedom for each node; this means that the 
structure elements could not carry bending moment, since they have no rotational de-
grees of freedom. To be able to add the structure problem to the adjoint approach, 
Matrins employed some kind of constraints aggregation based on the KS (Kreiselmeier-
Steinhauser) function. Such aggregation is conservative, and hence is not expected to 
bring reasonable mass reduction as expected on the aerodynamic side when using the 
adjoint approach. Nevertheless, the use of the coupled adjoint technique in this study 
has proven to be very efficient when compared to the traditional finite differences ap-
proach. 
In other studies, Maute et al. [30] and Fazzolari [19] derived again the coupled adjoint 
approach for inviscid flows, however, the structural finite element model employed here 
shell elements with 6 degrees of freedom at its nodes, which means that the structure 
model could hold bending. To apply the developed formulation, Maute chose a proto-
type wing to increase its LoD ratio at a constant lift and maximum wing stress (KS con-
straint lumping). The optimization showed successful results. On the other hand, Fazzo-
lari, who coupled the structured flow solver; FLOWer [31] with the commercial FE 
solver NASTRAN [32], performed two optimizations for a wing, one of them reduced 
the drag, and the other increased the flight range. In both cases, the coupled adjoint has 
shown higher efficiency when compared to the FD approach. 
Leoviriyakit and Jameson also presented sensitivity-driven aero-structural optimizations 
in several papers [33, 34, 35, 36] , where the wing sections and planform were modified 
by the optimizer to reduce the drag and the weight of the aircraft. In some of these pa-
pers, the flow was considered viscous and the RANS equations were employed. Howev-
er, no structural/elasticity adjoint equation was solved, and hence no coupled adjoint, 
since the analytical weight relation to the shape design variables was implemented with-
in the flow adjoint solver. 
Other studies that were lately performed by Martins’ MDO group, handled again the 
coupled aero-structural adjoint approach [37, 38, 39] , they enhanced the FE model and 
the optimization methodology. Furthermore, they enhanced the flow model fidelity to 
deal with viscous flows, however, only on structured grids, which increases the obsta-
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cles when complex geometries are simulated. Again, the KS constraint aggregation was 
used to force the adjoint approach on the structure side.  
The latest study to our knowledge is done at ONERA; the French Aerospace Centre, 
where a sensitivity analysis for a coupled aero-structural system was performed by Mar-
celet [40], and an extension to the coupled adjoint approach took place by Ghazlane 
[41]. The approach considers viscous flows. The turbulence terms were frozen here dur-
ing the flow adjoint computation, which affects the accuracy of the gradients, especially 
for transonic flow regimes. Furthermore, the structure is modelled using an Euler-
Bernoulli beam model, thus, no high-fidelity FE model is employed. 
1.5 Objective and Outline 
This study aims at developing and industrializing an adjoint approach for coupled aero-
elastic problems. The novelty of this work lies in developing this efficient approach and 
then applying it on industry-relevant problems that are represented by fully turbulent 
viscous RANS flows on the aerodynamics side and high fidelity FE models on the struc-
ture side. The contribution thereupon is mainly the industrialization of such technique, 
and can be summarized in differentiating the flow-structure coupling tools, and imple-
menting and solving the coupled adjoint equations for realistic aero-structural problems. 
This requires extending the flow adjoint boundary condition to include the structure 
elasticity effect. Furthermore, the developed approach will be employed and tested on 
an industry-relevant case in two different optimization scenarios. The first scenario will 
not consider any weight constraints whereas the second one will. Both scenarios will be 
tested for single-point as well as multi-point design optimizations in order to demon-
strate that the developed approach can be efficiently used for industrial type problems. 
The implementation of the boundary condition should be done in such a way that it is 
irrelevant to the flow type, whether viscous or inviscid, or the turbulence effects, wheth-
er fully turbulent or viscous flows with frozen turbulence. Furthermore, it should be 
able, independently, to use any of the differentiated turbulence models in DLR’s flow 
solver (Spalart- Allmaras as well as k-w). 
Within the next chapters, this study attempts to present the development and the appli-
cation of the coupled adjoint approach. Chapter 2 presents the gradient-based optimiza-
tion techniques, and introduces the adjoint approach, showing a typical application for 
the aerodynamic adjoint approach. 
The main contribution of this thesis starts in Chapter 3, which starts by introducing the 
coupling methodology used in this study. Then, it presents the development of the cou-
pled adjoint approach. Furthermore, it zooms into the detailed formulation to show how 
the terms of the coupled adjoint approach were derived. After that, section 3.5 presents 
a validation of the gradients obtained by the coupled adjoint approach. 
Chapter 4 presents a study on the basic elements engaged in the optimizations. A mesh 
and a design variables study followed by an optimization algorithm study will be pre-
sented in this chapter. Afterwards in Chapter 5 an industry relevant wing-body configu-
ration is used for single-point and multi-point optimizations. Finally, chapter 6 con-
cludes and suggests some future steps. 
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2 Chapter 2: Adjoint Approach for Aerodynamic 
Shape Optimization 
As mentioned in the introduction of this thesis, there is no magic algorithm that suits all 
kinds of optimization problems. Choosing the optimization algorithm depends on the 
nature of the problem under consideration. The algorithms can be divided into two main 
groups with respect to the use of gradient information: gradient-based algorithms and 
gradient-free (derivative-free) ones. Furthermore, optimization algorithms might be di-
vided with respect to other criteria such as constrained or unconstrained, random or de-
terministic, etc…. These classifications, however, are out of the scope of this thesis, and 
the interested reader might refer to Nocedal and Wright [12] for more information. 
2.1 Optimization Algorithms 
2.1.1 Gradient-Free Algorithms 
The main advantages of gradient-free optimization algorithms are their ability to find 
global or near-global optimums [42]; they do not fall directly to local optimums the way 
gradient-based techniques do. Furthermore, they only require the computation of the 
objective value at each optimization iteration, which makes their use generally easier for 
the user. However, such algorithms typically need orders of magnitude more evalua-
tions than the number of design variables, and might therefore be inefficient, in particu-
lar when high-fidelity methods are involved. 
Evolutionary algorithms and the simplex-based methods (like subplex) are frequently 
employed gradient-free algorithms. Evolutionary algorithms inspired their mechanisms 
from the biological evolution and natural selection, such as survival of the fittest. These 
algorithms are generally slow techniques, especially when the problem contains a high 
number of design variables.  
The subplex (Subspace-searching simplex) method was developed by Rowan [43] in 
1990. It discretizes the domain space of the optimization problem into several sub-
domains and then uses the simplex method suggested by Nelder and Mead [44] to min-
imize the objective in each sub-domain. The simplex method is frequently used to solve 
non-linear optimization problems where the direction of the search is determined using 
(N+1) objective evaluations for a problem with (N) design variables [6]. 
2.1.2 Gradient-Based Algorithms 
The gradient of a scalar value is the vector that points in the direction of the highest rate 
of increase for this scalar value, where the magnitude of the vector is then the rate of 
increase. Figure 4 shows an example of the gradients of drag with respect to the dis-
placement of every grid point on a wing surface. In some applications, this so-called 
global (linear) sensitivity map is used to perform a sensitivity analysis. Without any 
optimization algorithm it gives the aerodynamic shape designer a sense of orientation, 
how to change the geometry in order to modify a given cost function. In the example in 
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Figure 4, the green and blue colours indicate regions that need to be deformed outwards 
in order to reduce the drag over the wing, whereas the yellow and red colours depict 
regions that need to be deformed inwards. 
 
Figure 4: Global sensitivity map; drag gradients of the wing 
The advantage of the gradient-based algorithms lies in their efficiency. The gradients 
provide the optimizer with a direction leading to a minimum, however, the closest local 
minimum. Other than falling for the closest local minima, gradient-based algorithms are 
limited by the fact that they can optimize only continuous design variables; for example, 
design variables that accept only integers (number of seats in an aircraft) cannot be op-
timized directly with gradient-based algorithms.  
Several gradient-based algorithms are used in optimization, with the simplest being the 
steepest descent (SD) algorithm. In SD algorithm, the gradient is computed, and then the 
optimizer modifies the design parameters by moving a step along the negative (in case 
of minimization) gradient direction.  There are several ways to decide the magnitude of 
the step; for more information about that, the reader is referred to [12]. This method is 
known to be simple to implement and to have low storage requirements; O(N) for a 
problem with (N) design variables. Nevertheless, the convergence of this technique is 
generally slow in real-world (poorly conditioned) applications. In [13], different aero-
dynamic optimizations show that this algorithm converged similarly as the Subplex al-
gorithm for a problem with small number (only 10) of design parameters, without a val-
uable difference between their efficiencies. 
Another gradient-based algorithm is the nonlinear conjugate-gradient (CG) algorithm. 
This technique was first introduced by Fletcher and Reeves [45]. The main advantage of 
this technique is that it does not require high storage; O(N), while it is a simple modifi-
cation of the steepest descent approach; however, it is more efficient than the steepest 
descent. The reason behind that is that it includes information about the gradient, not 
only at the current step, but also at previous steps as well. 
Other gradient–based techniques use an approximation of the Hessian, where the Hessi-
an is the second derivative of a function. These methods are called quasi-Newton meth-
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ods [46], where the Newton methods are those which use the exact Hessian information 
during an optimization. An example on the quasi-Newton method is the variable metric 
method (VMM) [47], which proved to be very efficient for different optimization prob-
lems [13]. 
Having an efficient algorithm to solve the optimization problem does not necessarily 
mean that the optimization will be efficient. The main efficiency obstacle in gradient-
based techniques lies in computing the gradients. Several approaches to compute the 
gradients are available, like the finite differences approach, the complex step and the 
adjoint approach. In the following, the merits and shortcomings of these methods are 
discussed. 
2.2 Gradients Computation Methods 
2.2.1 The finite Differences Approach 
Driven by its simplicity, this approach is the most common approach for computing the 
gradients. The finite difference (FD) schemes are obtained from the Taylor series ex-
pansions, which are truncated about a point p to derive the first derivative (gradient) of a 
function I with respect to a set of design variables D as illustrated in Figure 5. There are 
mainly three different ways to approximate the gradient at a point p using the values at p 
and neighbouring points in one space dimension: namely the forward, the backward 
(first order approximations) and the central differences (second order approximation). 
 
Figure 5: Gradient approximation using the finite differences approach 
If the point p in addition to the point to its right p+1 are used to approximate the gradi-
ent of I with respect to one of the design variables Di, then the result is a forward differ-
ence, presented in equation (2). Otherwise, if p and the point to its left p-1 are used, the 
backward difference results as in equation (3). 
Di
I(D
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From equations (2) and (3) it is clear that the cost function needs to be computed at the 
point of interest p, as seen in Figure 5, and additionally at the neighbouring point p+1 or 
p-1, in order to obtain the gradient. 
To compute the gradients with respect to N design variables with any of these two tech-
niques, N+1 computations are needed. The error in the approximation will then be of 
the order (h), where h is the distance between the points; i.e. the step (or perturbation) 
size. Hence, reducing the step size h by a factor would reduce the error in computing the 
gradient by that same factor. 
To decrease the error in the gradient approximation for the given step size, the central 
finite differences approach is employed. In this approach the information are used from 
both sides of point p, left and right that is. 
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As seen in equation (4) the error here is of a second order. However, to compute the 
gradients for N design variables, 2N state computations are needed. 
The application of this approach is rather simple because no modification to the compu-
tational code is required. Nevertheless, computing the gradients using the FD approach 
might lead to wrong values of gradients. The step size h needs to be chosen so that it is 
small enough to reduce the error in the approximations and big enough to avoid the 
dominance of the subtractive cancellation errors within the approximation. This situa-
tion is the so-called step-size dilemma [18]. Therefore, for complex applications, a 
study has to be made for each design variable, in order to find the suitable range of steps 
h that ensure the accuracy of the gradient computation. 
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Figure 6: The effect of the step-size on the gradients (whole view & zoomed view) 
As Figure 6 shows, there is usually a range of finite steps h that does not degrade the 
gradient accuracy; a range at which the computed gradient is constant. However, such 
study is costly and can be prohibitively expensive to perform. 
The figure shows how the step-size affects the gradients quality. For this test case, 
which is a 3D wing-body configuration, one design variable is perturbed by different 
steps (10-5to 4*10-1) and the gradients are then evaluated using the forward, the back-
ward and the central finite differences approaches. It is clear from the figure that the 
central finite differences approach could produce constant gradient for a range of step 
values between 10-3 and 10-1. The figure also illustrates that the forward-difference 
scheme approaches this constant gradient at higher steps values (0.1 to 0.4). 
2.2.2 The Complex Step Approach 
To eliminate the dependency of the gradient accuracy on the step size h, another ap-
proach can be used, namely the complex-step (CS) approach. Unlike the FD approach, 
the complex step approach needs to be implemented within the computational code, 
which, depending on the code’s complexity, might be very laborious. The CS approach 
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is as accurate as the central FD (truncation error is O(h2)), however, it requires the same 
computational effort as in forward or the backward finite differences. Following the 
derivation in Martins’ study [48], the complex-step derivative approximation of a cost 
function I with respect to a design variable (Di) is: 
)()](Im[ 2hO
h
ihDI
dD
dI i
i
  (5) 
Martins compares in his study the FD approach with the CS approach for a large range 
of steps (100 to 10-305), and shows how CS converges as the central FD until the subtrac-
tive cancellation errors dominate the FD approach (starting from 10-5), where FD starts 
to diverge. The CS approach on the other hand, continues to converge adequately with a 
normalized error less than (10-15) for the rest of the steps. However, as in the FD, the CS 
approach is prohibitively expensive for high-fidelity aircraft optimizations with high 
number of design variables since it requires N+1 computations to get the gradients for N 
design variables. 
2.2.3 The Adjoint Approach 
In Figure 4, where the global sensitivity map was presented, the gradient was computed 
at every surface mesh point. When all surface grid points are used as design parameters, 
we have the so-called mesh-point parameterization (sometimes also called parameter-
free [49]). Here the designer will have the highest possible degree of freedom to param-
eterize the object of interest. In such case, if the wing has 5000 surface grid points for 
example, it will be unaffordable to compute the gradients using the FD or CS techniques 
and the computational power available today. Such a problem needs 5001 state compu-
tations to get the forward or backward difference gradients. Moreover, for higher accu-
racy, 10000 computations are needed by FD. Therefore, in such cases, while dealing 
with high-fidelity flow models, like the RANS equations, FD and CS approaches are 
practically out of question with the computational power available today. 
In the late 1980’s Jameson introduced the adjoint approach to aerodynamic problems 
[20], which eliminates the dependencies of the gradient computation on the number of 
design variables in practical terms. The formulation of the adjoint technique might be 
continuous or discrete. In the continuous approach, the partial differential equations 
(PDE) representing the flow physics are differentiated prior to discretization. On the 
other hand, in the discrete approach, it is the other way around; the flow equations are 
first discretized then differentiated. 
Several studies tried to explore the advantages and disadvantages of both formulations. 
The main points as mentioned by Giles et al. [50] are the following: The discrete formu-
lation of the adjoint approach provides the exact gradients, where in the continuous ap-
proach the gradients are exact only when the flow solution is smooth with no shocks, 
and the grid is infinitely fine. Hence, for infinitely small grids, both discrete and contin-
uous approaches should provide equal gradients.  Another advantage of the discrete 
approach is that the implementation of it is straightforward. On the other hand, the ad-
vantage of the continuous approach is that it does not require high memory as the dis-
crete formulation does, where the discrete adjoint requires saving the Jacobi matrices. In 
this study, the discrete adjoint approach available in DLR’s flow solver TAU is adopted. 
 
Formulation of the Adjoint Approach 14 
 
 
2.3 Formulation of the Adjoint Approach 
The adjoint approach can be introduced following two different procedures that are de-
tailed in [50], which is an excellent reference for comprehending the adjoint technique. 
The first point of view considers duality and the second point of view considers the La-
grange approach. In this study, the Lagrange approach is used since it is related to the 
optimal control theory and hence easier to understand in this context. In the following, 
the derivation of the discrete adjoint approach for aerodynamic applications will be pre-
sented and employed in an aerodynamic shape optimization. Here the {} parenthesis 
correspond to a vector and the [ ] parenthesis correspond to a matrix, these notations 
will be used only in equations. 
The aerodynamic optimization problem minimizes the scalar objective function I	∈ 	Թ 
subject to the flow equations and constraints under consideration.  Ra represents the re-
sidual of the governing flow equations. This means that the designer is interested in 
minimizing the objective I under the physical relationships described by Ra=0. The ob-
jective changes when the geometry and thus the flow state variables, like pressure or 
temperature, change. Hence, the objective is a function of both the vector of shape de-
sign variables A=Ai	∈ 	ԹN , and the flow state variables w(A)	∈ 	Թdw, where N is the 
number of design variables and dw is 5 times number of CFD grid nodes, see equation 
(8). Here, the dependency on A includes implicitly the dependency on the computational 
mesh Xa	∈ 	Թdm, having dm to be three times the number of CFD nodes when following 
the Cartesian coordinate system. The flow governing equations are the compressible 
RANS equations, and their residual Ra is a function of A and w(A) as well.  
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The Navier-Stokes (NS) equations in 3D are written in the conservative form [51] as: 
dsnFdsw
t dcvcv
  .  (7) 
where cv is a control volume which has an outer boundary dcv and an outer normal of n,  
and w, at each computational node, represents the conservative state variables vector: 
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Having ρ as the density, u, v and w are respectively the velocities in the x, y and z direc-
tions, and E represents the specific total energy per unit mass. The flux density tensor F 
contains the viscous and the inviscid flux vectors in the three coordinate directions. A 
Formulation of the Adjoint Approach 15 
 
 
detailed description of these components can be found in [52]. The NS equations are 
averaged in time and commonly a 1-equation or 2-equatrions turbulence model is em-
ployed to model the turbulence. This adds extra term(s) to w that correspond to turbu-
lence. In this thesis, the 1-equation Spalart-Allmaras model was employed. 
The optimization problem can be stated as follows: 
Minimize ))(( AwAII ,  (9) 
subject to the finite volume discretization of the RANS equations: 
0))(,(  AwARR aa  (10)
The cost function and the residual are linearized (differentiated) as: 
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and 
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Having Ra equal to zero for any A, means that a Lagrange function 
   aT RIAwL  ),,(  (13)
has the same gradients as those of the cost function for all A and all  : 
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where ( ), the so-called Lagrangian multiplier, holds elements which correspond to the 
state variable vector elements at each computational node. It is also called the adjoint 
field. Since this vector is multiplied by the aerodynamic residuals, which should be zero 
(see equation (10)), its value can be chosen freely. Equation (14) can be written as: 
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Combining equations (11) and (12) with (15) gives: 
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Now there are two ways to compute the gradients, in which it is assumed that the in-
verse of the flux Jacobi matrix Ra/w exists and that there exists a unique flow solu-
tion for each set of design variables A that is encountered during optimization. The first 
way would be solving for (dw/dA) in equation (12) 
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once for every Ai	∈	A to get the full [dw/dA] and setting  =0, and then finding AL  /
to be: 
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This is called the direct approach. Otherwise, equation (16) can be rearranged as: 
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where  can be freely chosen.  is computed by solving: 
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in order to eliminate the expensive [dw/dA] matrix which requires a converged flow 
solution for each design variable Ai. Then compute {L/A}, (which is dI/dA) by: 
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This approach is called the dual or the adjoint approach. 
Which option to choose, depends on the number of cost functions, constraints and de-
sign variables. The direct approach has to be solved one time for each design variable, 
whereas the adjoint approach has to be solved one time for each constraint or cost func-
tion. So if the number of design variables is less than that of the constraints and cost 
functions, the direct approach is more efficient, otherwise the adjoint approach should 
be chosen. In this study, the optimization problem is of the second type; the number of 
the design variables -controlling the geometry- is much higher than that of the con-
straints and cost functions. Hence, the adjoint approach is employed. 
By solving the adjoint equations, the flow adjoint field ( ) followed by the gradients 
are computed as proposed by equation (21).  
There are two ways to compute the gradients dI/dA, the first one is by finite differencing 
the two terms I/A andRa/A [53] which is much cheaper than finite differencing 
dI/dw, and the second one is by extending this equation to include the mesh dependen-
cies, also called metric sensitivities, and then solving a mesh adjoint equation [54]. This 
approach gives the exact gradients at each surface mesh point, providing the designer 
with the global linear sensitivity map. 
With the finite differencing approach, the terms in equation (21) are approximated as: 
i
iii
i A
AwIAAwI
A
I


 ),(),(  (22)
and 
i
iaiia
i
a
A
AwRAAwR
A
R


 ),(),(  (23)
Formulation of the Adjoint Approach 17 
 
 
and then the gradients of the cost function are computed using equation (21). To use this 
approach (for computing  I/A andRa/A) without degrading the advantages of the 
efficient adjoint approach, an efficient mesh deformation tool is required to perform the 
deformations presented in (22) and (23) in a time comparable to the time required to 
solve the adjoint equation. Dwight [53] has shown that this approach is accurate and 
efficient. 
In the mesh deformation approach, on the other hand, a mesh deformation residual (Rm): 
  0),( mR  (24)
is added to the Lagrange formulation, where   is the unknown volume deformation 
whereas   is the known surface deformation. The Lagrange function then becomes: 
       ),(),,(),,( AXRAXwRAXwIL amTmaaTa    (25)
where m  is the mesh adjoint field and Xa is the computational mesh. By deriving and 
arranging the terms, we get: 
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After solving for ( ) in 
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which is the second term of the right hand side in equation (26), The mesh adjoint field 
m  is computed by solving 
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Then the gradient of the cost function is computed by taking the rest of equation (26): 
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Which option to choose here in order to determine the mesh effects (whether finite dif-
ferencing or mesh-adjoint) depends on the parameterization used in the optimization. 
The mesh adjoint requires solving a linear system in equation (28) in addition to compu-
ting the term σ/A, whereas the finite differencing requires deforming each control 
point (twice for more accuracy), which can be performed in parallel. Hence, if the 
mesh-point parameterization is used or a control point parameterization with differenti-
ated relation to the surface mesh points (the sensitivity of the mesh points to parameteri-
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zation is available), then it makes sense to use the mesh-adjoint extension. Otherwise, 
the finite differencing approach should be as efficient and as accurate, especially if the 
central finite differencing is used. However, the right step-sizes for the finite differences 
have to be found, which might be time consuming sometimes. 
After computing the gradients, they are passed together with the objective and con-
straint values to the optimizer to predict the new design variables. 
2.3.1 The Adjoint Approach in TAU 
In DLR’s flow solver TAU, the discrete adjoint approach was implemented and tested 
for different aerodynamic optimization problems [55]. It is implemented for inviscid as 
well as viscous (RANS) flows where the one-equation Spalart-Allmaras and the two-
equation k-w turbulence models are linearized. To solve the linear adjoint equations, and 
compute the Lagrangian multiplier, TAU might employ one out of three options. The 
first approach uses an iterative solver implemented in TAU [13]. The second one uses 
the open-source external linear solver package PETSc [56], to which interfaces were 
implemented in TAU. Furthermore, the third option employs the lately implemented 
linear solver package (SAMG) [57] which is showing excellent results. 
The computational effort needed for solving the adjoint equations and the flow equa-
tions is of the same order. This is the case at least with the linear iterative solver. With 
PETSc or SAMG, it is remarked that the time required to solve the flow adjoint tends to 
be much less in 3D viscous cases. 
The mesh adjoint approach was recently implemented in TAU as presented in Nielsen’s 
study [58] and then applied successfully to optimize a viscous 2D airfoil and the 3D 
inviscid Onera-M6 wing [54]. The deformation (Rm) is represented by the linear elastici-
ty PDE. 
2.4 Application of the Discrete Adjoint Approach for 
Aerodynamic Shape Optimization 
Before including the structure in the adjoint approach, it makes sense at this point to test 
the efficiency and the reliability of the flow adjoint approach, which is implemented in 
DLR’s flow solver TAU. This study will use the gradient-based nonlinear CG algorithm 
as an optimizer. The gradients of the design parameters are computed using the discrete 
adjoint approach. The objective of the optimization is to reduce the drag at constant lift 
and wing thickness for a wing-body configuration that is based on the regional jet Dorn-
ier-728 geometry. This configuration was used in the frame of an internal DLR project 
called MDOrmec [59], which was concerned with performing MDO for a rear mounted 
engine configuration. For this reason, and to simplify the nomenclature in this thesis, the 
configuration will be called the MDOrmec configuration here. 
To control the geometry, the free form deformation (FFD) [60] technique is employed. 
In this technique, a box of control points is set around the objects of interest, where the 
geometry deforms in accordance to the movement of the control points (design parame-
ters). 
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Figure 7 illustrates an example on FFD. The Onera-M6 wing here is controlled by 60 
FFD control points (design parameters). As the two nodes on the leading edge move 
(their new position in red), the wing deforms correspondingly. 
Figure 8 shows the MDOrmec configuration with the FFD design parameters. As illus-
trated, 110 FFD design parameters are controlling the clean wing-body configuration. 
The wing FFD parameters (in blue) are used in a way that keeps the wing thickness 
constant. Here, only the upper group of FFD points (40 points) are allowed to move 
freely, and the adjacent lower ones follow them with the same deformation suggested by 
the optimizer. This implicitly keeps the thickness of the wing-box constant. The FFD 
parameters on the fuselage (in red) are fixed so that its geometry stays constant while 
being able to change the intersection line between the wing and the fuselage slightly 
using the wing FFD box as illustrated in Figure 8 (bottom at wing root). 
 
Figure 7: Freeform-Deformation parameterization of an ONERA M6 wing 
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Figure 8: FFD parameterization on a wing-body configuration 
The FFD technique here is applied directly on the surface mesh using an efficient mesh 
deformation tool. This means that there will be no need to include CAD in the loop; 
such optimizations are said to be CAD-free, as in the block diagram shown in Figure 9, 
which does not include a CAD generation tool as explained earlier (in Figure 1)  
 
Figure 9: Components of an aerodynamic shape optimization 
No mesh study was performed at this stage, since the aim here is to test the optimization 
architecture that will be employed later. Furthermore, a good mesh for an aerodynamic 
computation is not necessarily good for an aero-elastic computation because the later 
includes mesh deformations that correspond to the wing bending. Therefore, before 
spending much effort on a mesh study, an unstructured hybrid mesh that is generated 
using CENTAUR [61] mesh generator is employed. The unstructured mesh contains 1.7 
million nodes; 59 thousand of them are surface nodes, see Figure 10 for the surface 
mesh. 
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Figure 10: MDOrmec unstructured surface grid 
The lift of the configuration is implicitly kept constant at a target value CL = 0.55, by 
automatically adapting the angle of attack   during the flow solution. The Mach and 
Reynolds numbers are set to 0.8 and 21*106 respectively. The one-equation Spalart-
Allmaras (SA) [62] model is employed to model turbulence. Before starting with the 
optimization, the adjoint gradients are validated against the central FD gradients. 
To compute the gradients of the drag at constant lift, the following relations should 
hold: 
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And since the target CL is kept by adjusting , any change in the design variables which 
would change CL results in a change in  to bring CL back to its target value. This 
means that.  
)( A   (31)
The gradient of CD at constant lift is then: 
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Where 
 fixedat dA
dCD contains implicitly the dependency on the flow state w that’s present 
in (30). The gradient of CL is: 
Application of the Discrete Adjoint Approach for Aerodynamic Shape Optimization 22 
 
 
0
 fixedat 












dA
dC
dA
dC
dA
dC LLL 
  (33)
which is equal to zero since CL is to be kept at its target value. Again (33) states that any 
change of CL due to change in design variables is opposed by a counter change via the 
angle of attack  , from which it can be concluded that: 
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which holds for cases of practical interest, such as cruise flight where 0
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LC . 
Inserting the term ( d /dA) from (34) into equation (32), gives 
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To compute the terms dAdCD /  and dAdCL / , both at constant , which are the gradi-
ents of drag and lift coefficients with respect to the design variables, two flow adjoint 
computations are required; one for drag and one for lift. The terms DC /   and       
LC /   are already differentiated per hand, and implemented in the TAU solver; they 
are provided at the end of the corresponding adjoint computations. 
Moreover, to compute the gradients with the central finite differences, the two flow 
computations with target lift are performed for each design variable. The gradient vali-
dation result is illustrated in Figure 11, where only 10 design variables (out of 40) were 
tested due to the high expenses such validation requires as explained earlier in section 
2.2.1. Nevertheless, the design variables were chosen at different locations over the 
wing; i.e. leading edge to trailing edge, and wing root to wing tip. The first 5 design 
variables are close to the wing root whereas last 5 are close to the wing tip. Each 5 de-
sign variables were distributed equally along the airfoil’s chord; from the leading edge 
to the trailing edge. 
The figure shows a very good matching between the adjoint gradients and the central 
finite differences gradients. To emphasize the advantages the adjoint approach, it is 
worth mentioning here that the time needed to compute the gradients for these 10 design 
variables with the adjoint approach is around 14% of that needed by the finite differ-
ences approach, having more design variables can only decrease this ratio. 
The optimization environment used to solve the optimization problem is Pyrahna [13], 
which is a Python-based environment developed at DLR. The nonlinear CG algorithm 
implemented in Pyrahna is utilized for the optimization. Figure 12 shows the conver-
gence history of the aerodynamic shape optimization. As presented, the optimization 
converged after 35 flow computations and 11 gradient computations. The drag was re-
duced by around 85 drag counts (0.0085 of CD) which is around 20% of the initial drag, 
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at a constant lift and wing thickness. The optimization needed around 50 hours on 96 
processing cores to converge. 
 
Figure 11: Gradients validation for drag at constant lift 
 
Figure 12: Convergence history of the aerodynamic shape optimization 
The chordwise pressure and the spanwise loads distribution over the initial and the op-
timized wings are presented in Figure 13 and Figure 14, respectively. 
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Figure 13: Aerodynamic optimization results; chordwise Cp distribution 
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Figure 14: Aerodynamic optimization, spanwise drag (up) and lift (bottom) distributions 
As shown in Figure 13, the shock on the MDOrmec wing is reduced, and the angle of 
attack changed only slightly by a 0.042 degrees. Figure 14 shows that the spanwise drag 
is reduced over the wingspan. Furthermore, the lift distribution became more elliptical 
for the optimized design, which implies a reduction in the induced drag. Nevertheless, 
such loading increases the bending moment at the wing root, which tends to increase the 
structural mass. This result is expected from a pure aerodynamic optimization. It shows 
that aero-elastic effects need to be considered. 
Moreover, the optimization demonstrated that the optimization process is working cor-
rectly, and can be further used for the next steps in this study. 
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3 Chapter 3: Adjoint formulation for Coupled Aero-
Elastic Systems 
This study is concerned with developing and applying the adjoint approach for aero-
structural systems. The aim of considering the wing structure here is to predict the aero-
dynamic forces accurately during the flight. 
To introduce this chapter, the method to compute the flight shape of a wing will be pre-
sented, and the components of the aero-structural coupling loop will be revealed. After 
that, the adjoint formulation of coupled aero-structural systems will be derived together 
with a detailed look at each term in this formulation. At the end of this chapter, the gra-
dients computed with the coupled adjoint approach are validated in order to assess the 
implementation of this system of equations. 
3.1 Aero-Structural Problems 
At each flight condition, the wing is subject to different bending associated with differ-
ent twist due to the aerodynamic loads. These bending-twist effects might change the 
aerodynamic behaviour over the wing, influencing the wing drag or lift for example. For 
this reason, it was common practice in the past to limit the effects of aero-elasticity by 
designing stiffer wings [63]; however, this requires increasing of the wing structural 
weight, which directly decreases the efficiency of the aircraft.  
Another technique consists in designing the wing structure so that it deforms into its 
intended design shape in cruise flight [64]. In this approach, the optimum shape is ob-
tained by a pure aerodynamic optimization, and then the jig-shape, is obtained by sub-
tracting the wing deflection under cruise load from the optimum flight shape. Several 
couplings between the structural optimisation and the deformation are mandatory to 
retrieve the desired cruise shape. Details about this approach can be found in Mavris’s 
study [65] 
The main advantage of this technique is the ability to decouple the complex aero-elastic 
system into separate aerodynamic and structural problems. However, there is no guaran-
tee this approach should converge for the optimal design, where the main driver here is 
the designers experience [66]. Furthermore, this technique is not likely to work for mul-
ti-point designs, where the wing is designed at multiple flight conditions. A good exam-
ple for that is the multi-point optimization of a supersonic jet mentioned in Vazquez’s 
study [64], where the aero-elastic behaviour is different in supersonic and subsonic flow 
regimes. 
A third approach to deal with elasticity during the design process is to consider the flow 
and the structure simultaneously. Here, the flight shape is computed from the jig-shape 
by coupling the flow solver with the structure solver. This means of course that addi-
tional effort is required for coupling the solvers and for computing each time the flight 
shape from the jig shape. Nevertheless, with this approach it is possible to consider mul-
ti-point design. 
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3.1.1 Components of the Aero-Structural Coupling Loop 
The aero-structural coupling might be strong or weak (loose) [67]. In the strong cou-
pling environment, the flow and the structural equations are solved simultaneously; this 
means that one system of equations, that represents both disciplines, has to be con-
structed. In this system, the boundary conditions at the interface between the two disci-
plines have to be taken into account, which makes the implementation more challeng-
ing. 
On the other hand, in the loose-coupling environment the different disciplines are treat-
ed separately. The flow and the structural equations are computed separately while the 
information between the two disciplines is exchanged. This iterative process is per-
formed several times until the exchanged information (also called coupling variables) 
does not change anymore. This “partitioning” approach was introduced by Park and 
Felippa [68]. The loose coupling approach is easier to implement than the strong cou-
pling approach. At DLR, a loose-coupling environment is available [69] and will be 
used in this study. The loop is presented in Figure 15. 
 
Figure 15: Components of the Aero-Structural Coupling Loop 
In the loose-coupling loop, as the figure illustrates, two grids are employed; a CFD grid 
(to the left) and a computational structure mechanics (CSM) grid (to the right). The loop 
includes four main steps; two disciplinary steps that produce the interpolation variables 
and two interdisciplinary mapping steps that interpolate these variables from one disci-
pline to the other. The loop starts by solving the flow equations for the CFD mesh, us-
ing a flow solver, which in this study will be TAU. Then the pressure computed over the 
wing is transferred and interpolated as loads on the CSM mesh using a linear interpola-
tion tool. Now, the CSM mesh is loaded and ready to be solved by the structure solver, 
which is ANSYS Mechanical in this case. Ansys solves the linear structural problem 
and computes the deformations at each CSM node. The deformations are written out and 
then interpolated back to the CFD mesh using a volume-spline based radial-basis-
function (RBF) interpolation tool [70]. Afterwards, the CFD mesh is deformed using the 
grid deformation tool available in TAU, and with this step, the first coupling loop is 
completed. 
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The second coupling loop starts by computing the flow state variables over the de-
formed CFD mesh, then the same steps take place again, as seen in Figure 16 
 
 
Figure 16: Converged Aero-Structual Coupling 
The loop is repeated several times until the deformation and the loads, (their contour is 
shown in the figure) do not change anymore, i.e. converge. At this point, the aerody-
namic coefficients and consequently the structural deformations become constant. In 
this way, it is possible to compute the flight shape from a jig shape of a wing with a 
specific stiffness under a defined flight condition. Practically, 5 to 10 coupling loops are 
required in order to achieve a converged coupling process and to compute the flight 
shape. 
3.1.2 Convergence of the Coupling Process 
The different nature of the governing equations on the structure and the flow sides lead 
to different solution strategies. The nonlinear governing flow equations require a certain 
level of accuracy and a relatively fine grid, where for the structure linear equations are 
used to model the expected small deformations adequately. Hence, the solution of the 
structural problem takes several seconds on one processor, while the solution of the 
flow equations might take several hours on a large number of processors. For this rea-
son, it makes no sense for practical applications to converge the costly flow equation in 
each coupling loop completely. The convergence of both disciplines should be guaran-
teed only at the end of the coupling process. 
Figure 17 shows a typical flow convergence history for a coupled flow-structure compu-
tation for a wing-body configuration. As seen in the figure, the structural displacement 
is updated several times, and the system is considered converged when the difference in 
drag is less than 0.1 drag counts between two couplings, which is the case here. On the 
structure side, the system is considered to have converged when the structure defor-
mations over two consequent couplings is less than a prescribed tolerance (here 10 mm 
at the wingtip); Figure 17 and Figure 18. 
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Figure 17: Convergence of the aero-structural coupling 
 
Figure 18: Wing shapes after the coupling steps 
3.1.3 Aero-Elastic Analysis of Backward-Swept Wings 
The aim of this section is to present the physical aerodynamic and structural behavior of 
the wing in its flight shape in comparison to its un-deformed shape. Here, the results of 
the aero-structural coupling performed in the previous subsection will be presented. The 
following is generally valid for backward-swept wings. 
The flexural line of a wing is the axis that connects the flexural centers of each cross 
section of the wing, where a flexural center of a cross section is a point at which a force 
can be applied without  producing rotation in that section [71]. This means, if a line load 
is applied at the flexural axis of a wing, the wing will bend without twisting (Figure 19). 
The locus of aerodynamic centers for a wing usually does not coincide with the flexural 
axis. Therefore, as the wing becomes subject to the aerodynamic loads, the wing bends 
and twists. A backward-swept wing twists in a way such that the line AB, which is per-
pendicular to the flexural axis (Figure 19), rather than the line AC (in flow direction), 
has the same bending. This means, the point C has higher bending than point A, since it 
(C) is closer to the wing tip than point B. Hence, as a backward-swept wing flies, it gets 
a nose-down twist. This, in turn, results usually in a lower suction peak and an upstream 
shifting of the shock position [23] in comparison to the flow over an un-deformed wing. 
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Figure 20 presents the twist and the bending of the wing jig and flight shapes. The 
chordwise Cp distribution near the wing tip is illustrated in Figure 21. 
 
Figure 19: Flexural axis of a backward-swept wing 
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Figure 20: Comparison of bending and twist for the jig and flight wing shapes 
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Figure 21: Cp at a section close to wing tip ( η=0.9) 
3.2 Derivation of the Coupled Aero-Structural Adjoint 
In section 2.3, the discrete flow adjoint implemented in DLR’s TAU was presented. 
Building on that formulation, the coupled aero-structural adjoint approach will be fur-
ther developed here to include the structure elasticity effects.  
The optimization problem in this study, as shown in eq. (37), is concerned with mini-
mizing a scalar cost function I for a set of design variables D. The optimization runs 
under the equality constraints represented by the residuals of both disciplines R; namely 
the residual of the RANS equations governing the flow Ra and the residual of the linear 
elasticity equation governing the structure Rs; eq. (38). The objective function contains 
aerodynamic terms only; however, the effect of the wing elasticity will be taken into 
account to ensure that the aerodynamic coefficients are predicted accurately. 
 Minimize I (W(D),D);      Subject to 0D)(D),( WR  (37)
Where W is the set of state variables of the coupled system, and it includes the flow 
state variables w and the structure state variables u which is the structural deformation. 
The design variables vector D includes the aerodynamic shape design variables A and 
the structure design variables T like the structure thickness. A vector representation of 
the mentioned elements that define the coupled aero-structure system is presented by 
equations (38)-(40). 
The residual vector of the coupled system 



s
a
R
R
R  (38)
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The state variables of the coupled system 



u
w
W  (39)
The design variables of the coupled system 



T
A
D  (40)
It is worth mentioning here that the structural residual Rs follows the linear elasticity 
equation: 
       uKFRs   (41)
where F represents the loads on the CSM model including the aerodynamic loads and 
the structural weight, K is the finite element stiffness matrix of the structure model, and 
u is, as previously mentioned, the structural displacement at each CSM node. 
As (37) shows, both the cost function and the residuals are functions of the state varia-
bles and the design variables. Considering these dependencies, the gradient of the cost 
function with respect to the design variables becomes: 
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Having the same dependencies, the same form is taken for the gradient of the flow (43) 
and structure residuals (44) with respect to the design variables. 
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As in the single discipline adjoint formulation, the Lagrange approach will be adopted 
to formulate the coupled aero-elastic adjoint. The Lagrange function L here is defined as 
the following: 
           sTsaTaT RRIRIL    (45)
where the Lagrange multiplier   includes for the coupled aero-elastic system an aero-
dynamic adjoint field a and a structure adjoint field s  
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The aerodynamic adjoint field a  has five components at each grid node in the inviscid 
Euler case or laminar Navier-Stokes case; each component corresponds to a flow state 
variable. When turbulence is considered, a sixth component, that represents the adjoint 
counterpart for turbulent variable, is added. This applies in case a one-equation turbu-
lence model is used. In case of k-w two-equation turbulence model, two additional com-
ponents (sixth and seventh) are considered; one corresponds to the k-equation and one 
corresponds to the w-equation counterparts. On the other hand, the structural adjoint 
field s  has as many components as the number of degrees of freedom for each grid 
node. In this study, the FE model used has six degrees of freedom for each node; three 
translational and three rotational, hence s contains six components at each grid node. 
Since the residual R is zero for any set of design variables D, the gradient of the La-
grange function with respect to the design variables is equal to the gradient of the cost 
function with respect to the design variables, which is the gradient required by the opti-
mizer. Considering all the presented dependencies, the gradient of Lagrange function 
becomes: 
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which, after rearranging the terms, becomes: 
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In this equation, the very last matrix, that contains the sensitivities of the state variables 
with respect to the design variables, is computationally expensive for a high number of 
design variables, since it requires one converged coupling computation for each design 
variable. This makes the direct computation of the gradients unaffordable. To eliminate 
this term, the adjoint field vector    is found such that: 
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or 
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Equation (50) is the coupled aero-structural adjoint equation. It is not dependent on the 
number of design variables, and should be solved one time for each aerodynamic or 
structural cost function or constraint. After solving this system of equations for the aero-
structural adjoint field vector, this vector is used to compute the Lagrange function gra-
dient: 
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In the next section, the terms presented in the coupled adjoint equation and the gradient 
will be discussed and derived in case it is not already implemented for the flow adjoint 
solver. 
3.3 Terms of the Coupled Aero-Structural Adjoint Equations 
A deeper look at the coupled adjoint (50) and gradient equations (51) and makes it clear 
that the terms included in this equation can be generally divided into three categories; 
aerodynamic terms, structure terms and cross terms. The components of the aerodynam-
ic and the structure sensitivities originate from one system. For example, they might be 
sensitivities of aerodynamic residual with respect to the aerodynamic state variables, or 
sensitivities of a structural residual with respect to the structural thickness. On the other 
hand, the cross (off-diagonal) terms are sensitivities of one system with respect to the 
variables of the other system. These terms are responsible for exchanging the infor-
mation between the aerodynamic and the structure adjoint fields. The terms of the cou-
pled adjoint equation, followed by the terms of the gradients, are going to be discussed 
and derived if necessary. 
The first aerodynamic term in the coupled adjoint equations (50) is the Jacobian           
Ra/w. This term represents the change in the aerodynamic residual that corresponds 
to a perturbation in the flow state variables. This Jacobian matrix, which has 6x6 ele-
ments for each grid node (in case of one-equation turbulent model), is a sparse matrix 
with values only corresponding to neighbouring and next neighbouring nodes. It is al-
ready derived and implemented in TAU [53]. For this reason, and while this study simp-
ly builds up on the existing flow adjoint approach, there is no effort needed in deriving 
or implementing this term. 
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The second aerodynamic term is  I/w. It represents the right-hand side term in the 
linear flow adjoint equation used in the frame of shape optimization. This term is im-
plemented in TAU’s adjoint solver for different aerodynamic cost functions like drag, 
lift and pitching moment. Since in this study, the cost function will be a combination of 
aerodynamic objectives, there is no need to do any further derivation and implementa-
tion here unless the chosen cost function is not among the differentiated list. 
The next term is the structural term Rs/u. It represents the way the structural residual 
changes as a response to a change in the structural displacements. It is clear from equa-
tion (41) that this term is nothing but the negative of the finite element stiffness matrix 
(-K). To use this matrix, it can be written out by the structure solver, or can even be 
used inside it while solving the structural adjoint equation as will be explained later.  
The following term is the off-diagonal term Rs/w. This sensitivity represents the 
change in the structural residual corresponding to a change in the flow state variables. 
Having the possibility in TAU to exchange between the primitive and the conservative 
flow variables, this term is derived with respect to the primitive flow state variables. In 
the structural residual, only the aerodynamic force is directly related to the flow state 
variables. Therefore, when considering only the primitive flow state variables, this ma-
trix Rs/w is represented as follows: 
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where p is the pressure; the only primitive variable that directly affects the structural 
force F. This term is therefore reduced to the sensitivity of the structural forces with 
respect to the change in the flow pressure. To derive this term, the linear interpolation 
tool that interpolates pressure into forces had to be analytically differentiated. 
The interpolation tool does the interpolation over three stages. In the first stage, it com-
putes the pressure coefficient Cp from the pressure p on the CFD side, and then, in the 
second stage, the tool relates each CSM node to three geometrically relevant CFD nodes 
and interpolates the computed Cp on the CSM mesh using three weighting values, each 
corresponding to one CFD node. In the last stage, the tool computes the forces F on the 
CSM grid from the interpolated pressure coefficients. Using the chain rule, the three 
stages can be presented as: 
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The first stage, represented by the third term CFDp pC
CFD
 can be derived using the 
equation: 


q
ppC p  (54)
where q is the incompressible stagnation pressure and p is the far-field pressure. 
Hence: 
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The term representing the second stage in the interpolation process is (
CFDCSM
pp CC  ). 
Each CSM node is related to three CFD nodes as mentioned previously. Let the three 
CFD nodes be (j1, j2, j3) for any CSM node (i) (see Figure 22), then: 
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Figure 22: Pressure interpolation nodes from CFD grid (right) to the CSM grid (left) 
which leads to: 
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The last term, representing the third stage, is (
CSM
pCSM CF  ). If the force (Fe,m) is the 
force computed on the CSM shell element m: 
nqCF pme  *,  (58)
where n is the normal of the CSM shell element in the x,y or z axis, and *pC  is the aver-
age of interpolated Cp on the CSM element : 
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where nd  is the number of nodes building an element (nd=|ND|); which means that 
nd=3 for triangular CSM elements and nd=4 for quadrilateral elements.  . Assuming that 
ne is the size of set NE that include the neighbouring elements of a node (ne =|NE|), the 
force at each CSM node i is: 
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and hence: 
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Figure 23 presents an example of quadrilateral structural elements, showing the node 
force (in red) and the four element forces, in this example ne =4 for the force of interest 
F (in red) and nd=4 for each of the four elements. 
 
Figure 23: Force interpolation on the CSM grid with quadrilateral elements 
To test the implementation of this term, the analytical differentiation was evaluated by 
comparison with the central finite differences for three grid nodes (see Figure 24). It is 
important here to mention that while performing the finite differences it was guaranteed 
that after perturbing the pressure at one CFD node, only the pressure coefficient at that 
CFD node was allowed to be perturbed in order to get the partial derivative. Otherwise, 
if Cp at other (neighboring) nodes was allowed to change, the resulting derivative would 
be the total derivative, and this is not what the sensitivity here represents. 
The presented evaluation was performed for three nodes, each with respect to the forces 
in the three directions (x,y and z). It is worth mentioning here that the sensitivities with 
the highest peaks (as shown in the figure) represent the partial derivative of the forces 
along the y-axis, which, in this case, is the axis parallel to the vertical direction during 
the flight. This result is expected because a change in the pressure on the CFD side 
should affect mostly the interpolated forces (on CSM side) in the vertical (y) axis. 
The last two terms remaining in the coupled adjoint equation are the off-diagonal term 
uRa  /  and the right-hand side term uI  . Using the chain rule, they can be decom-
posed as: 
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Figure 24: Validation of the differentiation of the linear interpolation 
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where Xa represents the CFD mesh. Making use of the existing differentiation of 
aXI   and aa XR  /  in TAU [54], only the term uX a   needs to be derived instead 
of those two terms. uX a   is the sensitivity of the aerodynamic mesh corresponding to 
a change in the structure deformation u. The derivation of this term is dependent on the 
tool that interpolates deformations from the CSM grid to the CFD grid. For this reason, 
the volume-spline based RBF interpolation tool was differentiated and then the result 
was evaluated against central finite differences. 
The RBF interpolation technique within Tau [72] is described through the following set 
of equations: 
     zyxzyx AU ,,,,   (64)
where U is the vector of the known structural displacements in one of the three direc-
tions (x,y or z), A is an interpolation matrix which is made of the CSM grid coordinates,  
and  represents the interpolation coefficients vector that will be later used to compute 
the displacements (x,y or z) on the CFD side. 
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In (65) xi, yi and zi (i from 1 to ns) are the coordinates of the CSM nodes, ns is the num-
ber of CSM nodes and εij represents the Euclidean distance between two CSM nodes: 
222 )()()( jijijiij zzyyxx   (66)
After solving equation (64) for the interpolation coefficients vector (  ) once for each 
direction, the vector coefficients are employed to compute the deformation for the CFD 
mesh (here with index j) by adding the deltas computed by: 
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to the CFD mesh coordinates. Following the two steps over which RBF functions 
(equation 64 then 67), the sought term uX a   can be decomposed using the chain rule 
into: 














u
X
u
X aa 
  (68)
From equation (67), the term  aX is found to be: 
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Here i loops over the nf which presents the number of CFD nodes. From equation (64), 
the term u  is found to be: 
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Where A is invertible since the RBF used is a distance function for ns distinct points 
[73]. To test the differentiation and its implementation, the term was evaluated against 
the sensitivity computed via central finite differences. Figure 25 shows the validation of 
this term for different nodes corresponding to different degrees of freedom (x,y,z), 
where a very good matching is demonstrated. 
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Figure 25: Validation of the differentiation of the RBF mesh deformation tool 
By differentiating of the RBF tool, all the terms in the coupled adjoint system of equa-
tions become available for inviscid as well as viscous flows, and for a structure that is 
described by the linear elasticity equation (41). Therefore, what is left now is to solve 
the coupled adjoint equations. In the following, the method used for solving the coupled 
system of equation will be presented. 
3.4 Solution of the Coupled Aero-Elastic Adjoint Equation 
The coupled adjoint equation (50) is solved here using a lagged iterative method. This 
iterative method functions quite similarly to the aero-structural coupling itself, where 
here the lagged aerodynamic and structure adjoint vectors are exchanged until they con-
verge. The two lagged equations are: 
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and 
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where The lagged iterative system is solved as the following: 
1. The solution is initialized for previouss = 0. 
2. Equation (72) is solved for ( currenta ). 
3. Equation (73) is then solved for ( currents ). 
4. Convergence criterion is checked. 
5. If the solution did not converge, back to step 2. 
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which is the block Gauß-Seidel method. To solve equation (72), the flow solver is used 
where the term (    previoussTs wR  / ) on the right hand side was added to the flow adjoint 
implementation within TAU. On the other hand, and since equation (73) is similar in its 
structure to equation (41); with ([-K]T=  TuRs  / ), equation (73) is solved by the struc-
ture solver. To allow that, there are two necessary points to be considered, firstly, the 
right hand side term (  currenta
T
a
T
u
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u
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 ) which represents the force in equation (41) 
is computed and provided to the structure solver. Secondly, the gravity switch within 
the structure solver needs to be turned off, as any other physical switches that the struc-
ture solver has in its default mode. The reason is that the problem to be solved here does 
not have the physical characteristics the linear elasticity problem has. Another way to 
solve equation (73) would be to write out the stiffness matrix and provide it to any other 
efficient linear solver. This method was tried as well within this thesis and proved effi-
cient and successful. 
3.5 Convergence of the Coupled Aero-Elastic Adjoint Solution 
It was mentioned earlier that the solution of the flow adjoint equation costs almost the 
same as the solution of the flow problem. Since this applies to the structure part of the 
system, it applies to the complete coupled system as well. 
Figure 26 presents the convergence history of the solution of the coupled adjoint equa-
tions applied to a wing-body configuration. The figure shows both the convergence of 
the residual of equation (73) and the update of the structural adjoint. Figure 27 presents 
the convergence of the residual of the l2 norm for structural adjoint vectors at all CSM 
nodes, where residual here is just the value of the norm at coupling step n subtracted 
from the value of the norm at the next coupling step; n+1. 
Here, the flow adjoint equation was solved 4 times and the structure adjoint equation 
was solved three times updating the structure adjoint field each time. As illustrated in 
Figure 26, the first structure update has the largest effect on the progress of the conver-
gence; the following updates have less effect. Furthermore, the figure shows that the 
peaks indicating the structural adjoint update progressively decrease. 
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Figure 26: Convergence history of the solution of the aerodynamic adjoint equation 
 
Figure 27: Convergence history of the structural adjoint vectors 
3.6 Terms of the Gradients 
As mentioned earlier, the objective of the optimization in this study will be aerodynamic 
performance, and shape design parameters will be employed to control the geometry 
during in the optimization. However, the effect of the structural elasticity will still be 
considered in order to insure accurate prediction of the aerodynamic coefficients. 
The gradients are, as previously presented in (51): 
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Having no structural design variables (T), the terms dependent on them vanish, as in 
(75): 
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The differences between this gradient (equation 75), and the aerodynamic gradient pre-
sented in equation (21) is twofold; firstly the presence of the structure adjoint field s   
and the structure residual, and secondly the fact that the flow adjoint field contains now 
structural information, which was included in the flow adjoint field during the iterative 
solution of the coupled adjoint equations. 
The terms in (75) can be decomposed using the chain rule as: 
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This gives the chance to compute this gradient in two ways, the first is by computing the 
term AX a   using the finite differences approach, and here the advantage of having an 
efficient mesh deformation tool plays a significant role. The second way is to use the 
previously described (section 2.3) finite differencing tool that computes directly AI 
and ARa  . In both cases, the sensitivity ARs  is computed via finite differences. 
This sensitivity represents the change that occurs in the interpolation of forces when the 
shape design variables are perturbed. Fazzolari [74] suggests to neglect this term since 
its contribution to the gradients is small. 
The central finite differences are chosen as a reference for validating the gradients ob-
tained with the coupled adjoint approach. The test case chosen for this validation is the 
wing-body configuration mentioned in section (2.4).  The validated cost function is drag 
at a constant lift, and the gradient of this objective is: 
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where ( ) is the angle of incidence. As seen in (78) the gradient of this objective re-
quires the gradients of drag and lift; ( dAdCdAdC LD / and ,/ ), in addition to the partial 
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derivative of both coefficients with respect to the angle of attack; (  LD CC , ). 
These two are implemented in the adjoint solver, and are hence provided by the solver 
after the coupled flow adjoint computation has converged. 
The parameterization employed here is the FFD. Nine design parameters that control 
the wing shape are chosen for the validation, where they were chosen at different points 
along the chord to ensure that the sensitivities at the leading and trailing edge, which are 
normally more sensitive to deformation, are accurate. 
Figure 28 presents the gradient validation. The coupled adjoint gradients match very 
well with the central FD gradients. Even though two coupled adjoint computations were 
needed to compute the gradient of this cost function, the time needed is about 20% of 
that required to compute the gradients with the central finite differences approach. 
 
Figure 28: Validation of the gradients computed by coupled adjoint approach 
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4 Chapter 4: Elements of the Aero-Elastic Coupled 
Optimization 
 
This chapter presents and discusses the main elements that will be used within the opti-
mization scenarios in this study. Having the general aerodynamic optimization loop 
(Figure 1) in mind, the gradient-based aero-elastic optimization loop considered here is 
presented in Figure 29 
 
Figure 29: Information flow within the Aero-Elastic optimization 
In the beginning, the CSM model employed within the optimizations is introduced. 
Then the three elements highlighted in Figure 29 (the CFD grid, the optimization algo-
rithm, and the number of design parameters) in addition to the fidelity of the flow will 
be investigated.  In the fidelity study, an optimization with viscous flow will be evaluat-
ed against another with an inviscid flow. The target here is to estimate the gain obtained 
by employing the viscous coupled adjoint approach, which is the target of this thesis. 
Then a CFD mesh consistency study is presented, where an O-type mesh topology is 
evaluated in order to find a suitable mesh for the intended aeroelastic optimization sce-
narios. After that, two gradient-based optimization algorithms are studied in order to 
find out which one performs more efficiently for the problem in hand. Finally, the effect 
of changing the number of design parameters on the optimum result is presented. The 
later three studies will respectively make the optimization results more reliable (mesh 
study), more efficient (optimization algorithm study) and with a higher degree of free-
dom to find an optimum (design variables study). 
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4.1 The Computational Structure Model 
Before performing the mentioned studies, the CSM model is shortly introduced. The 
model at hand is a wing-body model that is based, as in the previous chapter, on the 
DO728 geometry. On the structure side, only the wing elasticity is considered and the 
fuselage elasticity is neglected. Hence, only the wing CSM model is required. Figure 30 
presents the CSM model. 
 
Figure 30: The CSM grid employed in the optimizations 
The CSM grid, which was provided by the structure department of DLR, contains 4900 
shell elements (dominantly quadrilaterals) and 4000 nodes. Each node possesses 6 de-
grees of freedom. This allows the wing to translate and rotate (bend and twist) in all 
directions. As seen in Figure 30, the structure model contains 27 ribs in the flow direc-
tion, two spars (front and back), and an upper and a lower skin (in light blue). The wing 
is made of aluminium alloys. 
The CFD grid will be selected after the mesh consistency study in a following section. 
4.2 Effect of Considering Viscosity 
Reducing aerodynamic drag is one of the favored objectives in aircraft optimization 
studies. The aerodynamic drag can be divided into the normal to surface aerodynamic 
pressure, or form, drag, and the drag arising from the viscous shearing stresses, which is 
called the skin friction drag. In modern commercial transport aircrafts, the skin friction 
is said to contribute to around 50% of the total aircraft drag force [75]. Furthermore, 
viscosity results in building up the boundary layer around the wing surface. The pres-
sure drag increases with the thickness of the boundary layer, which (the thickness) in-
creases with the flow’s Reynolds number. Hence, the effect of viscosity on the total 
drag is not negligible. 
The coupled adjoint approach developed here can consider viscous as well as inviscid 
flows. To understand the gain obtained by considering the flow viscosity during the 
optimization, two optimization scenarios were defined, one with viscous flow and the 
other with inviscid flow. Unstructured grids of the MDOrmec configuration are used 
here. Figure 31 presents the grids. Both grids were controlled by 40 FFD design varia-
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bles. The viscous grid contains 1.8 million grid points whereas the inviscid contains 
200,000 nodes.  
Two optimizations were performed, and after they converged, a viscous flow-structure 
coupling was computed for the best design resulting from the inviscid optimization. The 
convergence history of the optimizations and the resulting viscous computation on the 
final inviscid design are presented in Figure 32. Two aspects have to be considered here, 
the first is the drag reduction gained in both optimizations and the second is the compu-
tational time required. 
The computational wall clock time required to perform the inviscid optimization was 
considerably less (around 50%) than that of the viscous optimization. However, as illus-
trated in Figure 32 the optimization that considers viscosity performed better (around 
40%) in terms of drag reduction. This significant benefit clearly compensates the differ-
ence in the required computational power and boosts the consideration of viscosity dur-
ing the optimizations. 
 
Figure 31: The grids employed in the flow fidelity study 
CFD Mesh Study 50 
 
 
 
Figure 32: The convergence history of the inviscid and the viscous optimization and the 
viscous evaluation of the resulting inviscid design 
4.3 CFD Mesh Study 
While generating a CFD mesh that is intended for optimizations, one elementary aspect 
has to be considered. The mesh should be fine enough to catch the physics and coarse 
enough to be used efficiently in optimizations that might require several hundreds of 
flow computations to converge. Having the coupled aero-structural problem at hand 
only means that the number of flow computations will linearly increase by the number 
of couplings required for the system to converge. Fulfilling this aspect is not an easy 
task, and is usually tackled via a mesh study. Such study investigates if a coarse mesh 
and a finer mesh of the same geometry result in the same deviation in the (aerodynamic) 
coefficients when they are exposed to the same deformation. However, before starting 
such study, a so-called converged finer mesh needs to be found. Here the coarse grid is 
refined several times until a further refinement brings no change in the resulting flow 
coefficients. 
The flow solver TAU can deal with both structured as well as unstructured grids. Un-
structured grids are favoured, and often required, when the geometry is complex with 
many intersecting parts. On the other hand, structured grids are preferred when the ge-
ometry is less complex, since it is possible then to use fewer nodes in the wing spanwise 
direction (the direction normal to the flow direction), allowing for a higher aspect ratio 
of the grid elements. Since the geometry chosen for the optimizations is a clean wing-
body geometry (not complex), a structured grid is favoured here.  
Generally, structured grids can be O-type or C-type in the chordwise direction. Figure 
33 shows the two grid types. As illustrated in the figure, the main difference between 
the two types is the resolution of the wake behind the wing in the C-type grid. Such res-
olution is beneficial since it enhances the prediction of the flow variables. However, the 
wake region in C-type structured grids might be negatively affected during the bending 
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of the wing, especially closer to the wing tip. This effect depends on the mesh defor-
mation tool. 
 
 
Figure 33: C-type (left) and O-type (right) structured grids 
Figure 34 shows the wake region at the wing tip for the C-type mesh before and after 
the wing bending. As illustrated, the wake is not adequately following the wing any-
more after the bending. One way to solve this problem would be to apply the same de-
formation that the wing undergoes on the wake region. However, handling the grid de-
formation technique is not the target of this study. This makes the O-type grid, which 
does not suffer from the deformation technique, more suitable for the aim of this study. 
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Figure 34: C-type grid cross-section at/behind the wing tip, before (upper) and after 
(lower) the wing deformation 
4.3.1 Grid Refinement Study 
If the computer round-off errors were excluded, the spatial discretization errors are ex-
pected to approach zero when the grid is refined. In the so-called grid refinement study, 
or grid convergence study, the O-type grid will be refined several times until a further 
refinement does not change the resulting flow variables. The grid is then said to have 
converged. Such study should actually be applied on the CSM model as well, until the 
structural displacements converge, however, in this work, such study is expected to be 
done by the provider of the CSM model [24], which is the structure department of DLR. 
Four levels of grid refinement were required to get a converged grid. For the refine-
ments, the number of nodes was firstly increased by a factor of 1.5 in each direction as 
suggested by [76], then by a factor of 2, and finally by a factor of 2.5 (for the third re-
finement) with respect to the basic grid. The basic (coarsest) grid had around 1.1 million 
nodes and the finest grid around 18 million nodes (see table 1). The grid was considered 
converged when the change in the drag coefficient was less than 0.5 drag counts for two 
successive grids. Figure 35 presents the grid convergence results. Here, the flow around 
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the wing-body configuration was computed for a target lift of CL=0.417. The figure pre-
sents the drag for the different refinement levels. 
As depicted in Figure 35, the difference in drag counts between the third and the fourth 
grid is around 0.4 drag counts, and hence the grid is considered converged. 
 
Grid Number of Nodes (*106) 
Basic Grid 1.16 
1stlevelrefinement 3.92 
2ndlevelrefinement 9.28 
3rdlevelrefinement 18.13 
Table 1: Number of nodes for the grids in study 
 
Figure 35: Grid refinement study 
The grid refinement study has shown that a grid with 9 million nodes is required to pre-
dict acceptable values of the aerodynamic coefficients. In optimization however, con-
sidering such large grid is impractical from a computational cost point of view. Fur-
thermore, the relative difference in aerodynamic coefficients that is achieved during the 
design iterations is of interest, and not the absolute values of these coefficients. Conse-
quently, any coarse mesh that can catch the main aerodynamic features of the flow 
might be used in the optimization if the relative difference in aerodynamic coefficients 
is comparable to that on a converged grid when both grids undergo the same defor-
mation. 
To test that, every design variable has to be changed solely and the difference between 
the initial and the deformed grids of the coarse grid has to be validated with that of the 
fine grid. However, since this study is very expensive, a combination of design variables 
were modified once for both grids and the resulting deltas were compared. Both grids 
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were deformed using the same FFD design variables. Table 2 shows the results of the 
study. 
As the table shows, the relative differences between the initial and the deformed grids 
are sufficiently close. One important source of difference here is that the computations 
were performed at a constant lift, which affects the angle of attack that has to be itera-
tively modified to satisfy the target lift. Having a little difference in the angle of attack 
deltas enhances the little difference in the aerodynamic coefficients. Nevertheless, the 
difference in the drag coefficient is small enough to consider the two grids to be con-
sistent; bearing in mind the great benefit the coarser grid imposes on the computational 
cost. 
 
Mesh O-type Mesh 1.16 Million Nodes O-type Mesh 18.13 Million Nodes 
Configuration Baseline Deformed Delta Baseline Deformed Delta 
C-Lift 0.417066 0.417081 1.57*10-5 0.417122 0.417133 1.10*10-5
C-Drag 0.0293084 0.029889 5.81 dc 0.0273056 0.0279025 5.96dc 
C-My -2.242296 -2.239245 0.0031 -2.243720 -2.240171 0.00355 
Angle   -0.4574° -0.4026° 0.0548° -0.402 -0.355 0.0470° 
Table 2: The aerodynamic coefficients of the initial and the deformed configurations for 
both grids 
4.4 Optimization Algorithm Study 
Three gradient-based optimization algorithms were introduced earlier in chapter 2, 
namely: the steepest descent (SD) algorithm, the conjugate gradient (CG) algorithm and 
the variable metric method (VMM) algorithm. This study will test the efficiency of the 
last two algorithms only; CG and VMM, since the SD algorithm is known to be less effi-
cient. Both algorithms were tested before for different optimization problems and none 
have shown better efficiency for all cases. Since they were not tested for aero-elastic 
optimizations before, this study takes place here. In the following two optimizations will 
be carried out; one uses the CG algorithm and the other employs the VMM algorithm. 
The problem to be optimized is the same one introduced later in chapter 5.  
The convergence history for both optimizations, which employed 40 design parameters, 
is plotted in Figure 36 
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Figure 36: Convergence histories of the optimizations driven by CG and VMM 
Before highlighting the difference between the two algorithms, it is worth mentioning 
the similarity. Figure 36 shows that the first two design iterations are exactly the same 
here, the reason is that the two algorithms follow the same step in the first two design 
iterations, afterwards VMM starts approximating the Hessian to use it in its progress. 
Concerning the difference between the two algorithms, there are two points to consider 
here, first the efficiency (convergence rate) and second the number of gradient computa-
tions along the optimizations (computational cost). Concerning the efficiency, it is clear 
from the figure that the VMM algorithm has better convergence rate; the drag reduction 
that was achieved in 23 VMM design iterations is the same as that achieved by the CG 
algorithm after 50 iterations (the horizontal dashed line in Figure 36). Furthermore, con-
cerning the second point, within the 23 iterations, the VMM optimizer needed the gradi-
ents 11 times (and 20 times along the whole optimization). On the other hand, using the 
CG algorithm, the optimizer required the gradients 14 times during the 50 iterations. 
This implies that the number of gradient computations is relatively higher during the 
VMM optimization. Assuming that a gradient computation costs roughly the same as a 
coupled flow-structure computation, the computational cost is still smaller using the 
VMM optimizer. Therefore, the VMM algorithm, which is cheaper and has better con-
vergence rate, will be employed in this work. 
4.5 Design Parameters Study 
The advantage of using the adjoint approach in gradient-based optimizations is that the 
gradient computation is nearly independent of the number of design variables. Hence, 
having a high number of design variables, despite being too costly in gradient-free algo-
rithms, introduces no cost problems. The highest number of design variables is reached 
when every grid point is controlled by the optimizer. This situation, however, does not 
guarantee a better result in terms of satisfying all constraints and reaching a lower min-
imum [77]. Hence, more design variables do not necessarily yield better final design, 
especially with the nature of the gradient-based algorithms that favours local minima.  
Therefore, the target of this section is not to explore all the possibilities when it comes 
to the optimum number of design variables, but to perform some modifications on the 
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design parameter set described earlier (in section 2.4). The main idea here is to prove 
that such high-fidelity optimizations are possible to perform now with high number of 
design variables. This is neither possible with gradient-free algorithms, nor with gradi-
ent-based optimizations that do not employ the adjoint approach for the aero-elastic 
discipline, in a tolerable time. 
The wing-body configuration will be controlled by FFD design parameters. The fuse-
lage will be parameterized by fixed (not moving) parameters to keep it rigid, whereas 
the wing will be controlled by variable parameters. The structural thickness will not be 
optimized during the aero-elastic optimizations. To keep the volume inside the wing 
constant, the upper FFD control nodes are left to move freely, and their adjacent lower 
nodes follow them with exactly the same deformation. This implicit constraint is satis-
fied by letting the optimizer control only the upper nodes of the FFD box parameters on 
the wing. Such parameterization is comparable to a twist and camber-line parameteriza-
tion. 
In the basic parameterization a FFD box with 110 design parameters is used, 30 design 
parameters are fixing the body, and 80 parameters are on the wing, of which only 40 are 
independent (the upper side of the wing). Figure 37 presents the basic FFD parameteri-
zation used. The parameters in red are the fixed parameters, and the ones in green are 
free. 
Two refinements to the basic design parameters setting were tested afterwards, the first 
was in the chordwise direction, and the second was in the spanwise direction. After that, 
the three settings; basic, chordwise refinement (CWR) and spanwise refinement (SWR), 
were optimized to test which setting enhances the design at most. The chordwise and 
the spanwise parameter refinements are presented in Figure 38 and Figure 39, respec-
tively. 
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Figure 37: The top (up) and front (bottom) views of the basic design parameters setting, 
green are free and red are fixed parameters 
 
Figure 38: Top view of the chordwise refined (CWR) setting 
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Figure 39: Top view of the spanwise refined (SWR) setting 
Refining the basic parameterization in the chordwise-direction resulted in 112 design 
parameters on the wing, of which the upper half (56 parameters) is active. On the other 
hand, the spanwise refinement produced 150 wing design parameters, of which 75 con-
trol the wing upper side. Three aero-elastic optimizations corresponding to the three 
design parameters settings were performed. The convergence history of the optimiza-
tions is presented in Figure 40. 
 
Figure 40: history of the optimizations performed within the design parameters study 
As illustrated in Figure 40, both refinements converge to almost the same CD, with a 
small benefit (less drag) for the SWR setting. The key factor to make a decision, which 
setting to choose here, is the rate of convergence. It is obvious here that the convergence 
rate of the SWR setting is much better than that of the other two settings. The drag re-
duction achieved in 21 design iterations with the SWR is the same achieved in 35 de-
sign iterations with the CWR setting and in 45 design iterations with basic setting. Con-
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sequently, the SWR setting will be considered throughout the industry-relevant optimi-
zations performed in the next chapter. 
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5 Chapter 5: Optimization Scenarios 
Four aero-elastic optimizations will be presented in this chapter. The optimization ele-
ments chosen in chapter 4 will be employed here. This means that for CFD a structured 
O-type grid with 1.2 million grid points will be used, the VMM algorithm will drive the 
optimizations, and the wing will be parameterized using 75 FFD design variables that 
control the upper surface. The objective of the optimization is to reduce the drag at con-
stant lift. Since changing the wing thickness can directly affect the drag, it will be im-
plicitly constrained. 
To start with, an unconstrained single point optimization will be run. Then the effect of 
taking several off-design points will be studied. After that, both optimizations will be 
repeated while taking a wing-root bending moment as an explicit constraint that the 
optimizer has to fulfil. At the end, the computational cost required during the optimiza-
tions will be presented. 
5.1 Unconstrained Single-Point Optimization 
The first optimization performed here is a single point optimization for cruise conditions 
of Ma=0.8, CL=0.417 and Re=21e06. The optimization converged after 38 iterations, 
within which 25 gradient computations were required by the optimizer, where for each 
gradient computation; the gradients of drag as well as lift had to be computed. The con-
vergence history is presented in Figure 41. The optimization reduced the drag by around 
15 drag counts, while keeping both the lift and the wing thickness (Figure 42) constant. 
 
Figure 41: Convergence history of the unconstrained single point optimization 
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Figure 42: The wing sections’ thicknesses were kept constant throughout the optimiza-
tion 
Figure 43 illustrates a comparison of the pressure contour between the baseline and the 
optimized designs for the top view followed by the front view.  The top view emphasiz-
es the fact that the pressure gradient decreased in the chordwise direction. The front 
view, on the other hand, shows how the optimized configuration is bent more than the 
baseline configuration. The reason for this higher bending will be discussed later. 
 
Figure 43: Top and front views for the Cp contour on both baseline and optimized con-
figurations 
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A closer look at the chordwise pressure distributions is featured in Figure 44; here Cp is 
plotted at four sections chosen along the span of the wing. The figure shows how the 
shock was relatively smeared by the optimizer at the different wing sections. 
The flow separation at the wing-body junction is plotted in Figure 45. It is clearly visi-
ble how the separation region is greatly decreased after the optimization. In order to 
decrease this separation, the optimizer twisted the wing section close to the wing-body 
junction as illustrated in Figure 46. At the station near the wing root (at around 0.2) we 
see a higher nose down twist for the optimized wing in comparison to the baseline wing. 
The difference in twists reduces afterwards until it increases again near the wing tip. 
 
Figure 44: Chordwise Cp distribution of both baseline and optimized configurations for 
the single point optimization 
 
Figure 45: The flow separation at the wing-body junction for both configurations in the 
single point optimization. 
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Figure 46: Twist distribution along the wings spans for the baseline and the optimized 
configurations 
A comparison of the spanwise load distributions between the baseline and the optimized 
configurations is presented in Figure 47, which presents the lift and the local Cl, as well 
as the spanwise drag force distributions. The lift distribution plotted in the figure (upper 
part) shows that the optimized wing has a more elliptic distribution, which is expected 
because such distribution reduces the induced drag. However, this distribution also 
pushes the centre of lift towards the wing tip as illustrated in the figure (middle), and 
hence the higher root bending moment (and deflection at the wing tip) as mentioned 
earlier. 
Increasing the root bending moment is disadvantageous from the structure point of 
view. The reason will be discussed later in section 5.3. This means that even though the 
optimization enhanced the configuration on the aerodynamic side, this should not be 
also the case for the structure side as well, especially that the optimizer is optimizing a 
purely aerodynamic objective, and lacks any feeling towards the structure of the wing. 
5.2 Unconstrained Multi-Point Optimization 
The previous optimization enhanced the configurations at the design point; however, the 
configuration flies at different flight conditions, therefore it is advantageous to consider 
other off-design conditions as well during the optimization.  For this reason, this sec-
tions aims at performing the previous optimization while considering five flight condi-
tions as pointed out (in blue) in Figure 48. Each point is defined using a different com-
bination of Mach and CL, with the main design point centring them as illustrated in the 
figure.  
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Figure 47: Comparison of load distributions; lift (upper), Cl (middle) and drag (lower) 
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Figure 48: The points considered in the multi-point optimization 
During the multi-point optimization, the five points were given the same weighting co-
efficient; this implies that they were equally treated and that it is wished that all five 
points would be enhanced equally. The cost function for this optimization would hence 
be: 



5
15
1
i
DiCObjective  (79)
Having equal weighting coefficients, and a gradient based optimizer, it is expected that 
the points with the higher gradients achieve higher drag reduction. The reason is that the 
same weighting factors that apply on the points in the cost function, apply also on the 
points in the gradients computation. Hence, the two points with highest Cl and highest 
Mach number are expected to achieve higher drag reduction, as they are expected to 
have higher drag and hence higher drag gradients. This is probably not what a designer 
would seek; a designer would seek a higher drag reduction at the main design point. 
However, the idea here is simply to show that having the coupled adjoint approach 
makes it possible to perform such high-fidelity multipoint optimizations using the effi-
cient gradient-based algorithms, which was not possible before with such high number 
of design parameters. Therefore, the weighting factors can be set equally and not much 
effort on studying their effect is set. An experienced designer might predict better which 
flight condition deserves higher weighting than the others do. 
Figure 49 presents the convergence history of the multi-point optimization. Forty-two 
design iterations were needed for the optimization to converge. They included 11 gradi-
ent computations. Each included the solution of the coupled adjoint equations for both 
drag and lift. What is worth mentioning here is that using the coupled adjoint approach 
to compute the aero-elastic gradients saved around 80% of the computational time com-
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pared to the conventional finite difference approach. This emphasizes the fact that this 
approach made such high-fidelity optimizations possible. 
 
Figure 49: Convergence history of the multi-point optimization objective 
As expected the two points with higher Mach number and higher Cl achieved higher 
drag reduction than the other points, see Table 3.Point 4 at Ma=0.82 enhanced the de-
sign at most by reducing 30 drag counts. The lowest drag reduction, on the other hand, 
was achieved at the lowest Mach number (Ma=0.78). Studying the table gives the de-
signer a hint how to weight the different flight conditions. 
 
 CL Ma Drag reduct. (cnts) 
Point 1 0.340 0.80 -7 
Point 2 0.417 0.78 -5 
Point 3 0.417 0.80 -8 
Point 4 0.417 0.82 -30 
Point 5 0.500 0.80 -19 
Table 3: Drag reduction for the optimized flight conditions 
To compare the multi-point optimization with the single-point optimization, the L/D and 
the drag rise (drag against Mach number) trends are plotted in Figure 50 and Figure 51, 
respectively. As illustrated in Figure 50, the design resulting from the single-point op-
timization performs better than the baseline configuration for the three Mach numbers at 
lower CL values (mainly less than 0.46). For higher CL values however, the baseline 
performs better. On the other hand, the resulting design of the multi-point optimization 
behaves better than the baseline for at all Mach values and for all CL values. Further-
more, it also performs better than the single point for higher Mach numbers. The reason 
here is that the optimizer at higher Mach numbers, as mentioned earlier, had better 
chance to enhance the drag than at lower Mach number points. At Mach =0.82, the Mul-
ti-point design behaves better than the single-point design all over the plotted CL range. 
At Mach=0.80, it is observed that the single-point design behaves better exactly at the 
design point (CL=0.417), and worse otherwise. This last notice points out the expected 
behaviour of single-point and multi-point optimizations. 
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Figure 50: The LoD curve for the multi-point and single-point optimizations in compar-
ison to the baseline configuration 
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Figure 51: The drag rise trends for the multi-point and the single-point optimizations in 
comparison to the baseline configuration 
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The same behaviour can be seen in Figure 51, which presents the typical drag rise for a 
swept-back wing at three lift coefficients, where the single-point design produces less 
drag than the baseline configuration. However, at Cl=0.500, it starts to perform worse 
than the baseline for values higher than Mach=0.81. On the other hand, the resulting 
multi-point design experiences always less drag than the baseline, and performs better 
than the single-point design, at higher Mach numbers. Again, it can be noticed that at 
the design point, the single-point design performs better than the multi-point design as 
expected. 
5.3 Constrained Single-Point Optimization 
The spanwise lift distribution for the wing designed by the first single point optimiza-
tion was close to the elliptical distribution as presented in Figure 47. This, relatively to 
the baseline configuration, shifted the centre of lift towards the wing tip and hence re-
sulted in a larger bending of the wing. The elliptical distribution is of advantage for the 
aerodynamics as it refers to a lower induced drag. However, shifting the centre of lift 
towards the wing tip is disadvantageous for the structure, since this generates more wing 
root bending moment and hence higher structural stress, which requires increasing the 
structural thickness and consequently the wings structural mass. 
As the cost function considered within this thesis is purely aerodynamic, it is not possi-
ble to consider the mass of the structure to deal with the mentioned root bending mo-
ment increase. A beneficial idea would be to keep the root bending moment constant. 
This, however, does not guarantee that the structural mass will not be increased. Never-
theless, keeping the bending moment constant can be used as a rough estimation for 
mass as will be shown and tested in the following. 
 
Figure 52: The resulting forces and moments on the wing 
The rolling moment Mx and the root bending moment MR for a given wing are defined in 
equations (80) and (81), respectively. 
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1   (81)
Where S is the wing area, CMX is the rolling moment coefficient and b is the span as 
illustrated in Figure 52. If the reference point is set to be the same -and at the wing root- 
for both moments, the moments become equal, hence: 
2
bCyC MXL   (82)
However, CL is implicitly kept constant during the optimizations, and (b/2) which is half 
the span is not a design variable, therefore constant as well. This means that if the roll-
ing moment coefficient CMX is constrained during the optimization, the distance at 
which the resultant force applies will stay constant and this will keep the root bending 
moment constant. Therefore, in the next optimizations, the rolling moment will be ex-
plicitly constrained. 
In order to have explicit constraints in the optimization, another optimization algorithm 
is required; one that can handle constraints. The sequential quadratic programming 
(SQP) algorithm [77] is used for this reason. SQP requires the value of the constraint 
(here CMX) and its gradients with respect to the design variables at the end of each opti-
mization cycle. Hence, the flow adjoint boundary condition of the rolling moment was 
modified by adding the term coming from the structural adjoint equation (ψsT  dRs/dW) 
as presented in equation (50). 
To test the relation between CMX and the mass, a design of experiment (DOE) was per-
formed for this configuration in another study [59] and the loose relation is plotted in 
Figure 53 
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Figure 53: Rough relation between the wing mass and the rolling moment at constant CL 
The figure shows that when the rolling moment coefficient increases (here negatively), 
the mass of the wing increases, roughly linearly. Based on this rough linear relation and 
the unconstrained single-point optimization performed previously [section  5.1], Table 4 
estimates the increase in mass due to the change in the root bending moment to be 
around 100 Kg. 
 
 CD CMX Mass (Kg) 
Baseline Configuration 0.2936 -0.1580 Mo 
Optimized Configuration 0.2791 -0.1750 Mo + 100 
Table 4: CD, CMX and the mass of the unconstrained single-point optimization 
Therefore, another single-point optimization will be performed in this section with all 
the previous conditions kept the same expect for the rolling moment which will be ex-
plicitly constrained at its initial value of CMX = - 0.1580. 
Figure 54 presents the convergence history of the constrained optimization. It required 
28 design iterations to converge and reduce the drag by around 13 drag counts, which is 
2 drag counts less reduction than the unconstrained optimization. However, here CMX, 
the centre of lift and hence the root bending moment are kept constant, as illustrated in 
Figure 55 
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Figure 54: Convergence of the constrained single-point optimization 
Constraining the problem also affects the number of design iterations required for con-
vergence. As remarked from the convergence illustrated in Figure 54 in comparison to 
that in Figure 49, the constrained optimization needed 10 design iterations less than the 
unconstrained optimization. 
Figure 55 shows that the spanwise lift distribution was not held constant; however, by 
adding the rolling moment constraint, the resulting spanwise lift distribution is closer to 
the baseline lift distribution than that of the unconstrained resulting design, and the local 
CL distribution presents less chance for a flow separation close to the wing tip. The cost 
of fixing the centre of lift is two drag counts. 
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Figure 55: Spanwise local CL and lift force distributions for the constrained and the un-
constrained single-point optimizations compared to the baseline configuration 
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Figure 56: The Von-Mises stress for the wings resulting from the constrained and the 
unconstrained optimizations, in comparison to the baseline configuration 
To look at the effect of constraining the rolling moment directly on the wing structure, 
Figure 56 presents the Von-Misses stress over the upper and the lower surfaces of the 
baseline wing in addition to the wings resulting from the unconstrained as well as the 
constrained optimizations. The stress on the wing resulting from the unconstrained op-
timization almost doubled at some regions when compared to the baseline wing. For the 
wing resulting from the constrained optimization, we can see that the stress increased as 
well but with much less values than in the unconstrained optimization. Figure 56 em-
phasizes the benefit achieved by adding the explicit rolling moment constraint to the 
aero-elastic optimization, which can be included now within the multi-point optimiza-
tion. 
5.4 Constrained Multi-Point Optimization 
The addition of the rolling moment constraint to the aero-elastic optimization has its 
benefits on the wing structure; however, it can be computationally costly if the gradients 
of CMX need to be computed for each flight condition. Therefore, the configuration re-
sulting from the constrained single point optimization was further investigated, and the 
CMX constraint was computed for this configuration at the five points. The results are 
plotted in Figure 57. 
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Figure 57: CMX of the Baseline configuration at the five points in comparison to the CMX 
of the designs resulting from the constrained as well as the unconstrained optimizations 
As illustrated in Figure 57, CMX values of the baseline configuration those of the con-
strained single point optimization are very close. The highest deviation between the 
values for these two configurations occurs at the fifth point (CL=0.5) and is equal to 
0.24 % of its mean value (at the two points). This deviation is considered small enough 
in order to trade it for the computational cost benefit of computing the constraint gradi-
ent at one point only during the multi-point optimization. The point at which this con-
straint and its gradient are computed is chosen to be the design point. 
The convergence history of the constrained optimization is presented in Figure 58. 
 
Figure 58: Convergence history of the constrained multi-point optimization cost func-
tion 
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The optimization required 25 design iterations to converge, within which, the gradients 
were required 20 times. Each gradient computation included five adjoint computations 
for drag, five for lift, and one for the rolling moment constraint, making 11*20 adjoint 
computations in total. The reduction of drag for each of the five points is presented in 
Table 5. Compared to the results shown in Table 3, it can be seen that the drag reduction 
for the constrained multi-point optimization is higher than that of the unconstrained 
multi-point optimization. 
 
 CL Ma Drag Reduct. (cnts) 
Point 1 0.340 0.80 -7 
Point 2 0.417 0.78 -5 
Point 3 0.417 0.80 -7 
Point 4 0.417 0.82 -32 
Point 5 0.500 0.80 -22 
Table 5: Drag reduction for the five points in the constrained multi-point optimization 
 
Figure 59: CMX convergence throughout the constrained multi-point optimization 
The rolling moment constraint convergence is illustrated in Figure 59. CMX was kept 
almost constant for the five points during the constrained multi-point optimization, with 
point 4 (at Mach=0.82) having the highest deviation of 0.75 % from its initial value 
(highlighted in red). Consequently, the assumption that one point is enough to constrain 
the rolling moment is valid and recommended for such gradient-based optimization. 
Finally, to compare the multi-point and the single point constrained optimizations, the 
LoD and the drag rise trends are plotted in Figure 60 and Figure 61, respectively. Both 
figures confirm that, as in the unconstrained optimizations, the multi-point optimization 
show better overall performance than the baselines and the single-point final design. 
The single-point design however, still performs better at the design point. 
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5.5 Computational Efficiency 
Since efficiency is the driver of this study, this section provides an estimation of the 
computational costs that were required during the four optimizations. The optimizations 
employed the same CFD and CSM grids (same grid sizes), and ran over the same num-
ber of processors, therefore, it is possible to compare the costs of the various optimiza-
tions. 
Figure 29, which presents the main components of the optimizations, defines the opti-
mization process in three main blocks; the mesh deformation block, the aeroelastic cou-
pling block and the aeroelastic coupled adjoint block. The mesh deformation tool is very 
efficient; hence, its cost will be neglected, which leaves only two blocks for cost con-
siderations. 
In the unconstrained single-point optimization, the aeroelastic coupling converged after 
six iterations, whereas in the constrained optimization, seven iterations were required. 
The reason behind that is that the rolling moment coefficient is more sensitive to the 
wing elasticity than the drag and lift, and hence required more flow iterations to con-
verge. On the other hand, the unconstrained multi-point optimization required 20 itera-
tions (for the 5 points) to converge, whereas the constrained multi-point optimization 
required 21 iterations.  
The coupled aero-elastic adjoint has to be solved, as mentioned earlier, one time for 
each objective or constraint, and for each different flight condition. This means, for ex-
ample, that the unconstrained single-point optimization requires two coupled adjoint 
computations whenever the gradients are required one for drag and one for lift. Table 6 
shows the number of coupled adjoint required for each optimization scenario whenever 
the gradients are required. 
  Single‐Point 
Unconstrained
Single‐Point   
Constrained 
Multi‐Point  
Unconstrained 
Multi‐Point  
Constrained 
CD  1  1  5  5 
CL  1  1  5  5 
CMX  0  1  0  1 
Sum  2  3  10  11 
Table 6: Number of required coupled adjoint computations whenever the gradient is 
required 
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Figure 60: The LoD trends for the constrained optimizations 
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Figure 61: The drag rise trends for the constrained optimization 
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Obtaining the gradients of one cost function or constraint required almost the same time 
of one converged aeroelastic coupling iteration (6 flow structure couplings). To make 
the cost estimation easier, it will be indicated in terms of units, where one cost unit is 
one coupled aeroelastic iteration. This means, for example, that the cost of computing 
one converged state solution for the unconstrained single point optimization is equal to 
6 cost units (it required 6 aeroelastic couplings), whereas the cost of computing one 
gradient (2 cost functions) for the same optimization is 12 cost units (as Table 6 pre-
sents). 
Table 7 presents the computational cost of the various optimizations in cost units. In 
addition to the assumptions mentioned earlier, the table assumes that the computational 
cost of the adjoint is equal for all cost functions, where during the optimizations, it was 
realized that computing the adjoint for CL requires slightly more time than for the other 
functions. 
 
  Single‐Point 
Unconstrained
Single‐Point   
Constrained 
Multi‐Point  
Unconstrained 
Multi‐Point  
Constrained 
Cost of State (unit)  6  7  20  21 
Cost of Gradient (unit)  12  18  60  66 
Number of States  38  28  42  25 
Number of Gradients  25  19  11  20 
Summed Cost (unit)  528  538  1500  1845 
Table 7: Computational cost of the various optimizations 
As the table presents, the constrained optimizations cost more than the unconstrained 
ones, since more adjoint computations are required per state computation, and adjoint 
computational cost dominates in comparison to state computational cost. The table also 
shows that less state computations were required in the constrained optimizations, when 
compared to the unconstrained ones.  
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 Chapter 6: Conclusions and Outlook 
The use of MDO in aircraft design can save a lot of the iterative work among the differ-
ent departments that represent different disciplines. Gradient-based algorithms are effi-
cient and well suited for high fidelity MDO. This thesis attempted at eliminating the 
obstacle that faces the use of the efficient gradient-based optimization algorithms in 
MDO context, and then applied the developed work on industry-relevant cases. 
Several aspects have to be considered for adequate and reliable wing shape optimiza-
tions. The first aspect is the accurate prediction of the flow over the wing. This requires 
engaging high-fidelity CFD models that consider the flow viscosity, and considering the 
wing elasticity that directly affects the flow, during the optimization. The second aspect 
lies in employing high number of design parameters for the optimization in order to 
cover a large design space. The third aspect lies in performing the optimization at sever-
al flight points rather than at a single design point. This yields a design that performs 
better at several aircraft operating conditions. 
The coupled aero-elastic adjoint approach developed in this work provides an efficient 
way to compute the gradients. These gradients can then be employed in aero-elastic 
wing optimizations whilst considering all the mentioned aspects necessary for realistic 
wing design. An existing viscous flow adjoint approach has been further developed in 
order to consider the wing elasticity and was afterwards employed in four optimization 
scenarios.  
The inclusion of the elasticity effects within the adjoint approach resulted in two itera-
tively solved equations; a flow-dominant adjoint equation (72) and a structure-dominant 
adjoint equation (73). The flow-dominant adjoint equation is the same as the flow ad-
joint equation, added to it a term on the right-hand side. This term is obtained by differ-
entiating the interpolation tool that interpolates pressure into forces during the aero-
structure coupling process.  
The structure-dominant adjoint equation, on the other hand, has the same form as the 
structure residual equation (42). Hence, it can be solved using the same structure solver. 
Furthermore, it can be solved using an external linear solver. Both methods were suc-
cessfully used. 
After the implementation, the aeroelastic gradients were validated against the central 
finite differences approach, and they matched very well. The computational time re-
quired for finding the aeroelastic gradients of nine design parameters with the adjoint 
approach was equal to 20% of that using the finite differences approach. Nevertheless, 
the more the number of design variables, the more the computational savings in compar-
ison to finite differences. This result shows the main gain of this thesis. 
In an attempt to industrialize the developed work, two optimization scenarios were per-
formed on an industry-relevant wing-body configuration, one unconstrained, and one 
constrained. Both scenarios were tested for single-point as well as multi-point design 
optimizations, always keeping the lift and the wing thickness implicitly constant. In the 
multipoint optimization, the five considered flight conditions were given the same 
weighting factor. It was concluded here that multipoint optimizations, which are now 
possible to execute using the adjoint approach, produce better designs than single-point 
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optimizations, since they could enhance the design over a larger range of operating 
points. Furthermore, it is up to the designer to decide which operating point deserves 
which weighting factor, depending on the flight mission that the aircraft will be flying.  
Constraining the rolling moment (or the wing root bending moment) proved to be useful 
on the structure side since it keeps the centre of lift constant when the optimizations run 
for a target lift, which decreases the stress level in the wing structure. In multipoint op-
timizations, it was found that applying the rolling moment constraint on one point only 
was enough to hold the constraint at the other points. This saved a considerable amount 
of computational power since the gradient of the constraints had to be computed only 
once, instead of being computed five times whenever the gradients are required.  
The next step in this field would be including the structural thickness as design parame-
ters, and performing aero-structural optimizations, rather than aeroelastic shape optimi-
zations. This requires developing a method to find the sensitivities of the aerodynamic 
cost functions with respect to the structural design parameters, and the structural cost 
functions with respect to the aerodynamic shape design parameters.  
Since the nature of the structural problem is different from that of the aerodynamic 
problem, a different way needs to be investigated. The structural problem includes much 
more constraints than design variables, which eliminates the advantages of the adjoint 
approach there. For this reason, this thesis did not develop the adjoint approach for the 
structure objectives. 
Furthermore, the future optimizations should be performed for the whole aircraft includ-
ing the engine and the horizontal tailplane, which is required for stabilizing the aircraft 
and maintaining the pitching moment. This will require including a gradient correction 
term to the gradient of the cost function, in order to account for the change in flow, and 
hence the gradients, due to the movement of the horizontal tailplane. 
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