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lu Biological Systems
Abstract: Clearance curves resulting from biological studies using radio­
active isotopes are frequently described mathematically in terms of the 
ôuîîïwatlon of a number of exponential terms. This allows the curves to be 
interpreted by reference to the physical characteristics of a model of the 
biological system. Numerous exponential curve fitting methods are now 
available which make use of digital computers. Despite the very widespread 
application of exponential curve analysis, a systematic study of the relative 
importance of the factors which affect the parameter errors has not yet 
been described.
A quantitative statistical study of the problem is described in this 
thesis with particular reference to the special limitations encountered in 
biological investigations. These limitations are firstly, the limited 
number of samples and, secondly, the relatively poor accuracy normally 
associated with such studies. The accuracy would not normally be better 
than t 2% nor would the number of samples exceed sixty. Of the ten princi­
pal factors which affect the errors in the estimated parameters, two of 
these, the exponent and amplitude ratios, are intrinsic factors dependent 
on the system under study. The principal factors under the control of the 
investigator are the number of samples, the data accuracy, the sampling 
frequency, and the duration of sampling, which determines the extent to 
which the data define the function under study. Other factors of lesser 
importance were not investigated in the same detail as those mentioned abova.
Artificial data, on which a controlled random error was superimposed, 
were generated by a computer programme and recorded on magnetic tape in a 
format suitable for exponential analysis by the Berman SAAM-22 computer 
progranmie. The parameter errors were estimated by a statistical analysis 
of twenty curve fitting operations carried out on twenty different sets of 
data with a constant controlled random error. Twice the coefficient of 
variationj expressed as a percentage, was taken to be the parameter error.
A range of escponontial and amplitude ratios was investigated for two expo­
nential and three exponential functions with data errors from 2 - 10%.
The study has indicated, in quantitative terms, the effects of the 
various factors on the errors associated with the estimated parameters, and 
also the relative importance of these factors. The results indicate the 
conditions which must be fulfilled if reliable results are to be obtained 
by exponential analysis. The information is also of value in designing 
investigations which will subsequently involve exponential analysis of the 
data. In view of the parameter errors encountered in the study of two and 
three exponential functions, it appears unlikely that analysis of biologi­
cal data in terms of a greater number of exponentials will be helpful un­
less further independent infonmtion is available concerning the biological 
system under study.
Two clinical applications of exponential curve fitting procedures are 
described. In a study of uric acid metabolism, two different computer pro­
grammes were used to examine the same data. A mathematical significance 
test was used to indicate which sets of data were better fitted by a double 
rather than a single exponential function. It was found that with one of
these programmes only, when using a particular weighting factor on the 
data, a strong correlation exista between the indication of a double expo­
nential function in the data and the clinical diagnosis of gout. Tliis is 
interpreted as evidence of the existence of uric acid in two different 
physiological foms Im gouty patienta.
In the second study, the detailed invostigatioin of a depth focusing 
radioisotope collimator, and its use in the measurement of local cortical 
blood flow in the brain. Is described. By using this collimator, clearance 
curves of radioactivity from a vary small volume of brain tissue in tim 
cortex vjQUQ obtained. The curves were analysed empirically by means of a 
double exponential curve fitting procedure, in order to determine the ini­
tial slope. No biological significance is assigned to the individual expo­
nential terms. Since the collimator is designed to accept radiation origi­
nating specifically in the cortex, the detector is particularly sensitive 
to changes of flow in this tissue. The results obtained for cortical tissue 
in noHBals agree with the values of grey matter flow determined by other 
workers on much larger regions of the brain containing both grey and white 
tissues.
PREFACE
Chapter 1 presents a brief historical review of the nature of the 
problem and examines previous work. The work presented in Chapters 2 to 6 
is an original study of the limitations of exponential curve fitting. No 
such systematic study has been reported previously. The investigation has 
been made possible by the availability of large capacity, high speed, digi­
tal computers which allowed the data generation, data analysis and statis­
tical analysis to be performed entirely by computer. Assistance with the 
data generation programme was obtained from Mrs, A. G. de Garreta and this 
is gratefully acknowledged, Tv70 clinical examples of the application of 
exponential curve fitting are presented. Standard methods have been used 
for the assay of the stable uric acid and the radioactive uric add. The 
assays were performed by Miss V. Holloway and Miss R. N. Arnot whose assis­
tance is also gratefully acknowledged. Although the method of assessing 
the optimum function which fits the data and also the use of compattraental 
analysis are not themselves original, there has been no previously reported 
study combining these procedures in the field of uric acid metabolism such 
as described in Chapter 7. A brief review of methods of estimating cerebral 
blood flow is presented in Chapter 8, This is followed by the derivation 
of a theoretical expression which enables the magnitude of the correction 
factor which must be applied if a brain collimator giving an enhanced res­
ponse to cortical ti#^ue is used. A detailed investigation of tbs charac­
teristics of a unique depth focusing collimator, by assessing its response 
to an actual brain containing non-uniformly distributed activity is
presented. Both the type of -collimator and the detailed investigation
procedure have not been previously described. The application of this
collimator allows the aesessiaent of cortical blood flow in the human brain;
without: craniotomy, 
an investigation which has not been possible p r e v i o u s l y I  aia grateful to
ray clinical colleagues Dr. T. Scott, Mr. J. Sloan Robertson and Dr. A.
Hurray Harper for their generous collaboration.
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CHAPTER 1 
Introduction
you can fit curves with exponentials all day long .
(Quotation fLum Compartments^ Pools and Spaces in Medical Physiology^ p.486, 
1967, U.S. Atomic Energy Commission, Oak Ridge, Tennessee.)
Summary; The origin of exponential curves frequently encountered in 
descriptions of biological investigations is traced to the use of the 
compartmental analysis, or tracer kinetics, method. The experimental curves 
are assumed to be the solution of a set of equations associated with a 
model of a particular biological system. By analysis of these curves, 
which it is further assumed can be represented raathematically by the sum of 
a number of exponential terras, the physical characteristics of tîie model 
may be calculated. Attention is drawn to the numerous exponential curve 
fitting methods available, and is contrasted with the great paucity of 
quantitative information concerning the limitations of analysing data in 
terras of the aura of exponential terras. The purpose of this thesis iu to 
present some basic quantitative information concerning exponential curve 
fitting when the data have the large errors and small sample siae frequently 
encountered in biological investigations. Two clinical applications are 
presented. In one of these, two different curve fitting methods are used 
in a study of uric acid metabolism, and the results obtained with only one 
of these methods show a strong correlation with the clinical findings. In
I
the second application^ the empirical use of exponential curve fitting to 
determine the blood flow in the superficial region of the brain using a 
depth focusing radioisotope collimator is presented*
1.1 Historical Aspects and Statement of the 'Problem
In the discussion which followed the presentation of an erudite 
mathematical paper to the Institution of Electrical Engineers in 1959» the 
adjective ’serendipitous’ was introduced, The word serendipity was first 
used in the English language by Horace Walpole in 1754. He used the word 
to describe the faculty of making . . . ’’unexpected discoveries by accidents 
and sagacity, of things they were not in queat of the etymology af
thia word is traced by Prof* L. A. Goodman (1) to a tale of the Three 
Princes of Sereudlp reputed to have bean Wi?itten by the Italian author 
Armenp in the year 1557. Although the work, described in this thesis was 
planned as an attempt to obtain information about a well defined problem, 
the results, and the application oi those results, recalled to laiud the 
rather unusual word of Horace Walpole’s,
Fitting exponential functions to data derived from biological systeiiis 
is a common practice in medical research work. That such procedures are 
potentially hazardous and subject to severe practical limitations has been 
the subject of numerous comients at scientific meetings, and in published 
papers* For example, Bergner (2) describee how he Investigated a theoreti­
cal seven compartment system in which the rate constants xmre given some
arbitrary values. The corresponding set of differential equations was
solved on a digital compater, and the numerical solution data thuB produced 
were treated ae experimental data- Curves ware i'lttei to the data points 
and he tried to obtain the original aystem. In no caoe was this possible. 
The resulting models had no resembImmeuto the original seven compartment 
model. Results presented iu the subsequent chapters of this thesis would 
suggest that is Is unlikely that such a possibility ever existed.
Oomiento on exponential curve fitting, with few exceptions, have one 
thing in comion, namely that they are usually qualitative cornaient s. Berson
(3) indicated that by manual analysis of data representative of those found 
in protein metabolism studies, on which a 1% random error had been intro­
duced in the Sim of three exponentials, errors of at least 10% were obtained 
in scnic of the rate constants, and occasionally some of the errors were 
"prohibitive**. Despite the widespread use of ejcponexxtlal curve fitting 
procéduresand despite the publication of the proceedings of three major 
conferences on the subject of compartimentai analysis and dynamic studies 
(5, 8, II), there is remarkably little quantitative information available 
on the relative importance of the various factors which govern exponential 
curve fitting, and particularly when the data possess large errors and 
mmll sample sise as frequently encountered iu biological investigations. 
Ackerman (9) points out **... if there are *n* exponential terms, a best 
solution can be found for all 2n constants if at least *n 4- 2^ ' points are 
measured .,, since the over-used Idea of degrees of freedom loses meaning 
when applied to sums of exponentials. The various derived parameters in 
the explicit solution to a model are not "independent", or iu mathematical 
terms, the various exponentials are not mutually orthogonal. Thus a small
error in setting one of these terirts may result in large compensating errors 
in several other parameters". Matthews (4) suggests that the minimum 
number of plasma samples required for an analysis of a three compartment 
non-steady state model to simulate protein metabolism is 24, with more 
frequent sampling during the early part of the study. Even this minimum 
would require other information to be^collected, such as whole body counts.
In many cases the exponential curves are the result of biological 
investigations carried out using radioactive isotopes. Natural radioisotopes 
have been used for many years to study biochemical and physiological pro­
cesses, but when artificial radioisotopes produced in nuclear reactors and 
cyclotrons became freely available, their use became widespread, particu­
larly in biology and medicine. The principal uses of radioisotopes in 
medicine has been in the estimation of "miscible pool" sizes, in the study 
of transport characteristics of certain elements and compounds within the 
body, and in the study of metabolic pathways, both qualitatively dndd 
quantitatively.
A biological system may be represented, or theoretically simulated, 
by means of a model, consisting of various compartments or pools of 
different sizes, between which material may transfer at different rates.
The quantitative analysis of the transport characteristics and pool sizes 
is often referred to as compartmental, or kinetic, analysis. 1‘he term 
"compartmental" is a slightly emotive one, since the existence, or conno­
tation of a particular physiological "compartment** is often questionable. 
Recently, the more general terra "tracer kinetics" has become more widely
used* This allows Investigations ouch as cardiovascular blood flow studies 
to be included under such a heading. In view of the closely related 
mathematical methods which are often used in these studies, this is an 
attractive proposal. It la not the purpose of this introduction to dis­
cuss the validity of the concepts of tracer kinetics. These concepts and 
definitions have recently bëèn the subject of a report to the International 
Commission on Radiological Units àadvHeaaurenenta (12), If the formulation 
of some suitable model, however idealised* allows one to obtain a better 
understanding of the way in which a particular biological or physiological 
system functions, and to predg.bt how the system is likely to react to a 
particular stimulus or to a change in the physical characteristics in the 
system, then such a model is probably useful. It is a matter of lesser 
Importance whether or not the individual compartments of the model are 
anatomically identifiable* or whether each compartment represents an 
"average" of several smaller compartments* each with slightly different 
characteristics* as long as the models add to the general understanding 
of the system under investigation. These remarks also apply although the 
system may in fact be in a non-steady state, and the compartments are non- 
tmifom*
The assumptions and basic eciuations of such kinetic systems are 
presented in several reviews of this topic (13* 14, 15, 16, 17). If a 
compartmentallsed model of a system is assumed, then it is possible to 
describe the system mathematically by a set of first order linear differen­
tial equations. The observed activity versus time curves in one or more 
of the compartments represent the solution of the set of differential
6
equations which characterise the system and which are themselves determin# 
by a particular model or #et of models. The mathematical solution of the 
set of first order linear differential equations takes the form of the sum 
of several exponential terms in which the total number of exponents is 
equal to the number of compartments in the system (if the system Is an 
open one). The relative sizes of the compartments, and the transfer grates 
betx^een the compartments determine the amplitudes and exponents of the 
various exponent terms. For a particular modll* the number of exponential 
terms contained in the data is known. An exponential function containing 
the specified number of terms may then be fitted to the data by any one of 
several methods available (see below). The amplitude and esqîonent values 
so obtained are used to calculate the constants of the model according to 
the analy^afical solution of the model system. It will be appreciated that 
the nu3##r of exponential te^ms is imposed on the data and a solution is 
obtained to fit this condition. This method of utilizing the data has been 
described by Berman (6, 18, 19) and forms the basis of a mathematical formu­
lation, based on xAich an elaborate computer programme for the simulation 
and analysis of model systems has beeii written. This computer programme 
has been used in the theoretical Investigation of exponential curve fitting 
presented in this thesis. The same data may possibly be fitted by a 
smaller or larger number of terms. Some method of estimating the goodness 
of fit of the various possible solutions to the data is obviously desir­
able. Rossing (20) evaluated nitrogen washout curves from dogs, which were 
assumed to be multi-exponential, Ha fitted increasing numbers of exponen­
tial terms to the data until no significant Improvement in fit was obtained.
A similar has bean made in the uric acid metabolism study described
In Chapter 7.
An alternative approach to the method oi imposing auceeoaive solu­
tions of increasing number of terras on the data is to try and establish 
the number of terms contained in the data and than postulate the model to 
confom with this number of exponentitil terras. An Ixitegral transform 
method has been proposed in order to determine the number of components in 
the data analytically (7* 19), The errors in this procedure have been dis­
cussed ill detail by Callahan and Flzer (22) and they have suggested that 
the method can only be used in practice to determine the number of terms 
in the data. The actual magnitude of the exponents and the amplitudes 
would then have to be found by conventional curve fitting procedures.
Since the method requireo certain smoothing and extrapolation procedures 
to be carried out on the original data prior to analysis* there seems to 
be little advantage in the method in Its present form over the alternative 
procedure of fitting ihc., reaslng numbers of exponential terms to the same 
data and testing for a significant Improvement In fit. Callahan and 
Flzer investigated the effect of data errors* and the resolving power of 
the method was tested using three triple esqsonentlal functions cm which 5% 
and 10% random errors were imposed. The ratio of the aKiplltude to escponen- 
tlal exponent was kept constant ffor each term in the oummed exponoiitlal 
functions. The paper is significant in that it présenta data which relate 
the number of exponents which can be extracted from the data to the ampli<* 
tude and exponent ratio, to the data error, and to the number of data 
points, in a small number of exponential functions. The results will beva^
discussed in greater detail in Chapter 6*
Myhill (23) has recently presented some preliminary results on the 
affect of errors and incomplete data on the definition of some mathematical 
models. However, he examined a model which was analysed in terms of a 
power function and which simulated the clearance of alkaline earths from 
the body. 15 and 30 point data with 2% and 5% random error examined, 
in which the last point was 15% and 40% of the value of the first point. 
However, it is not easy to compare these results with those described sub­
sequently in later chapters owing to the fact that an exponential function 
was not examined. The factors which effect convergence were the principal 
interest in that study, but the paper does present another limited quanti­
tative study.
Many exponential curve fitting procedures have been described in the 
literature. The moat elementary method is the graphical "peeling off" 
technique (24). Smith and Morales (25) reported a high degree of accuracy 
by the use of this method, birttrthis has been questioned by Perl (26). He 
has described a modification of the "peeling off" method, by whcch he 
achieved results which were comparable to those obtained by.mo elaborate
methods. Bell and Garcia (27) have also described an automated fitting 
procedure based on the "peeling off" technique, but found that the para­
meter estimates were Inferior in accuracy to those obtained by another 
method described by them which was Uhtted on a combination of a Gauss- 
Hewton and gradient procedure (27). Danford (28) has discussed the relative 
merits of various procédures including Cornell's method (29), which works 
well for well defined data, and Prony's method (30). Lanc®ofi(31) has also
i
examined Frony’e method i,n a single study of three exponentials, in which 
roimdlng off errors were Imposed on the data. He waa unable to recover tha 
original function used to generate the data and concluded that the method 
was unsatisfactory dup to the aenaitlvifcy of the exponents and amplitudes 
to the accuracy of the data. Harquardt’p method of *the path of steepest 
descent* (32) obtains rapid convergence, but the computer programme based 
on It (33), like Frony's method, does not permit the application of weight­
ing factors, Neag^y all the methods described above use a leasfc-squares 
minimizing procedure to obtain a bast fit to the data, and some, but not 
all, also provide estimates of the parameter errors. Although the expo­
nential curve fitting method of Gilles and Ban Hameid (34) allows the use 
of weighting factors, (as described in two studies In chapters 2 and 7) 
no parameter error estimates are obtained using their method. With Berman* s 
method (18) one obtains parameter error estimates* and weighting factors 
can be applied whose magnitudes are dependent on the data accuracy and 
sampling procedure used iu obtaining the data. Because of these points, 
ami for other logistic reasons discussed in subsequent chapters, the 
Berman method was used for the theoretical investigation described in this 
theâiê. A more detailed description of this method la given in chapter 3.
Of tîio îtîore elaborate methods, no detailed study of their relative merits 
hue been reported. Attention has been paid by some authors to the prob­
lem of acceleration of the convergence procedure without particular 
attention being paid to the parameter error estimates. Many of these 
minimizing procedures have been reviewed by Powell (35). The relative 
merits of those fitting methods which have the aàftie facilities available
are probably marginal, although, as will be demonstrated in chapter 7, 
more biologically meaningful results have boon obtained with one method 
than with another. However, the methoda have not yet been compared mathe­
matically* which may be a more acceptable mode of comparison than the 
biological criterion used in this work.
As has been pointed out by Hart (10)* the theory of multi- 
compartmental analysis of both steady state and unsteady state systems is 
still being developed. Moreover, the meaningful application of biological 
data to even a vary simple steady state model, with a good appreciation of 
the numerical limitations of the curve fitting methods being used* is 
still relatively rare. Many of the non-compartmental analyses of biolo­
gical systems, although perhaps more intellectually acceptable, do not 
always provide estimates of the parameter errors calculated by these 
methods and are therefore possibly less valuable than an alternative 
"compartmental" approach, which does produce error estimates. It will be 
apparent from this introductory review that despite the multiplicity of 
exponential curve fitting methods available, and the wide range of appli­
cation of these methods, there still remains a significant lack of quanti­
tative information regarding the limi|^ations of these methods when applied 
to data derived from biological investigations.
It is the purpose of this thesis to provide some of the basic cjuanti* 
tative information which is required to assess the value of the results 
obtained using exponential curve fitting procedures. This information was 
obtained using a curve fitting procedure which is widely used and is
11
readily available in the form of a computer programme. Aside from the 
intrinsic Interest of such information, it was felt that it may also per­
mit the possibility of predicting whether an investigation, which will 
subsequently involve some curve fitting procedures as part of the data 
analysis, is likely in fact to produce meaningful results. For reasons 
which are presented later, it will be apparent that obtaining a complete 
solution to this problem is economically prohibitive, and an attempt has 
been made to acquire what is probably the minimum necessary data in order 
to make a realistic assessment of the important factors of the problem,
A preliminary study of two exponentials (Chapter 2) was most useful in 
designing the more detailed study (Chapter 3), which was carried out sub­
sequently (Chapter 4), In the more complex case of three exponentials, it 
was not possible to perform a preliminary study and this is reflected to 
some orXont in the more limited Information which was produced by this 
study (Chapter 3), However, both of the principal theoretical investiga­
tions produced several unexpected results and both yielded potentially 
useful luforniatlon (Chapter 6),
The applicationiof exponential curve fitting to two different clini­
cal fields Is presented. In chapter 7, uric acid metabolism, a field in 
which the application of tracer kinetics is not common, is studied using 
two different cirrve3fitting methods. From the results obtained using one 
of these methods, it appears possible to associate a pathological condi­
tion with compartmental model parameters which arc different from those of 
a normal person. This differentiation was less clearcut when the alterna­
tive curve fitting procedure was used. The selection of the curve fitting
12
mafcliod and the implications of the findings with the method tmed à #  dis­
cussed, Although exponential curve fitting is wow commonly used in the 
detettiiinatlon of regional cerebral blood flow using Inert gases, the appli­
cation described in chapter 8 is an empirical use of curve fitting In 
order to obtain a mathematical estimate of the initial slope of a clear­
ance curve. An unusual collimator design, which allows blood flow in the 
superficial regions of the brain to be measured, is also described in 
detail. The results obtained using this collimator in normal and patholo- 
I cases are presented.
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CHAPTER 2 
A l'oralirainary Study
SuKttnaryi A preliminary quantitative study of some of the factors t?hich 
affect the parawter errors resulting from fitting a two exponential 
function using two different computer programmes is described. The factors 
investigated were 1) Exponent ratio, 2) Data error, 3) Amplitude ratio,
4) Number of d#%a points, 5) Frequency of sampling and 6) Weighting factor. 
The effect of the initial guess of the paramitere used to initiate the 
iterative procedure was not investigated since it was found that, when 
using one of the curve fitting methods, the choice of the initial guess 
did not affect the result. The correct parameter values were always used 
as the initial guesses. The randomised error test data was generated 
manually, and only a limited statistical study, using samples of ten per 
investigationp was attempted, A statistical method of estimating the para­
meter errors was used, and was considered to be more reliable than the 
error estimates produced by one of the prograrraaes, although the errors 
estimated by the latter were found to be comparable, on some occasions,
T^ fo exanples were used to assess the practical significance of the results. 
The study waAiof value in three ways:- 1) it provided a basis for 
the design of a more detailed and elaborate study to be carried out subset 
quently, 2) it provided an indication of the magnitude of the parameter 
error estimates likely to be encountered, and 3) it allowed the analytical 
methods it was proposed to use in the main study to be assessed. For 
exanple, the importance of selecting parameter values so that the effect
of the factor under investigation was not suppressed due to the effect of 
other more predominant factors was made apparent. It was found that the 
principal factors which determined the errors in the estimated parameters 
were the data error and the exponent ratio. The use of a weighting factor 
caused a reduction in the estimated parameter errors. Of lesser importance 
were the number of data points and the amplitude ratio, Tr;
In general, if more than ten data points are used» if the data error 
is less than 2%, and if the exponent ratio exceeds 4:1, then the parameter 
errors are likely to be less than 12%, If the exponent ratio Is less than 
2:1, and the data error is greater than 10%, the parameter errors are 
unlikely to be less than 25%. These paraineter error estimates may be 
greater or less than these values depending on the various other minor 
factors. In practical terms^ physiological parameters, computed by com­
pounding the estimated parameters in various formulae, are unlikely to be 
useful if the individual parameters possess errors in excess of 25%,
2,1 Introduction to Preliminary Study
The purpose of the preliminary study was to prove the validity of 
certain error generation and analytical procedures and to obtain some 
insight into the relative importance of the various factors v;h-i|ch were 
relevant to the problem. Small statistical samples (usually ten in each 
group) were used. Randomised error data were generated manually from 
tables of random normal deviates. Two different computer programmes were 
used one developed by D, G, Gilles (34) written in Algol and the other
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by D. W, Marquardt (33) written in Fortran IV. Each of the prograinraes 
allowed the relative merits both of the programmes and of their special 
features to be assessed. A further purpose served by this preliminary;/ 
study was to establish the definitions of terms which would be used to des­
cribe and discuss the results obtained in this and subsequent studies.
Some Indication of the practical significance of the errors In the estima­
ted parameters in some typical applications were also sought in this study. 
It should be stressed that the purpose of the study was not to assess the 
Imitations of exponential curve fitting procedures in general but to 
assess their potential within the limitations normally encountered in bio­
logical Investigations5 that is to say, in situations where the number of 
available data points is small and the data accuracy is relatively poor.
The results of this study were used to design a large scale, more realistic 
statistical study, which iss&âferâbM. ihethe subsequent chapters, and also 
to provide information on which to base the choice of curve fitting prog­
ramme to be used in that study.
2.2 Method
2.2,1 General Considerations
In this investigation the function studied was ^  exp (-^t) 4^
Ç  exp (-^t). The following variables were expected to influence the 
parameter estimates obtained by the computer:-
(1) The initial guess of the quantities ^ ^
(2) The ratio Ç
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(3) The ratio
(4) The immher and spacing of data pointa
(5) The error on the data*
The latter two parameters are of special interest in the biological or 
medical sciences since frequently the number of data points will be less 
than twenty, more usually about ten, and the data accuracy is frequently
about ± 10%, although it may reach ± 2%. It is normally unlikely to be
better than ± 2%.
Artificial data with a controlled random error were calculated for 
values of A A 2  equal to 2, 3, and 4 (the absolute values for X ^  were 0,2, 
0,3 and 0*4, the value for À ^ being held constant at 0.1) with normally 
distributed error values of 2?âÿ 3%, 5% and 10% (see exact definition below). 
In the main part of this investigation the value of the ratio 
held constant at unity (with absolute values for and of 0*3) and the 
number of data points limited to eleven. It was found that the final 
results obtained %;ith the Marquardt programme were independent of the 
initial guess within v/ide limits ^ and the possible Influence of the InitifaE 
guess on the final parameter estimate was not pursued further. The result 
obtained with the Gilles programme on the other hand was found not to be 
independent of the initial guess. In fact the latter prograimae was modified 
to include a subroutine which determined an initial estimate of the para­
meter which was then used to initiate the main iterative progrmaie. For 
the purpose of this study this was not immediately relevant and the correct 
values of the parameters were used to Initiate the fitting procedure. In 
this way one extra variable was eliminated from the study. The effect of
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an incorrect initial gueas served only to lengthen the time used to find a 
fit when using the Marquardt progi*amme* Using the Gilles programme im an 
incorrect solution may also result hox^ever. For each fixed combination of 
the variables* ten sets of data were examined^ each xfith a different com­
bination of random errors of the same magnitude.
The effects of Increasing the number of data points, of varying the 
spacing of the data points, and also of varying the amplitude constants, 
were examined in a more limited investigation. Various methods of assess­
ing the parameter errors were examined as compared with a statistical pro­
cedure used here in order to assess the relative merits of different methods 
of estimating the parameter errors. The importance of applying statistical 
weighting to the data points \ms also demonstrated since this possibility 
exists in the Gilles programme (see below) but not in the Marquardt 
programme.
2.2.2, Calculation of the Controlled random Error Data
If the values of all points in a given set of data lie within ± P% 
of their true values on 95% of the occasions on which they are measured, 
these data are defined as being subject to a ’‘confidence limit" or "data 
error" of P%, The error is assumed to be normally distributed and, there­
fore, the value of ahy data point is within ± 2 standard deviations of the 
true value on 95% of the occasions on which it is measured. Therefore, if 
the error is the standard deviation is equal to value) x i^P/lOO,
If this standard, deviation is now multiplied by a random function, whose
mean value is aero, and whose standard deviation is unity (a random normal
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deviate or R.N.D.), then the error to be imposed on the exact value may 
be computed from the formula:
Error on exact value « R.N.D. x (exact value) x %(P/100) . . . (1)
The value of the data point which is subject to a random error of P% is 
then formed by adding the error on the exact value, calculated as in 
equation (1 ) above, to the exact value of the data point*
Values of the random normal deviates were taken from mathematical 
tables (36) and the exact values of the function of interest at a series 
of times t, were calculated. The data values with superimposed random 
errors were then calculated. Wo error was superimposed on the point corres­
ponding to t ® 0 which was invariably taken to be equal to unity. This 
procedure was adapted since in practice data is frequently normalised to 
unity at aero time prior to analysis and a data point of this value at 
this time is assumed to be without error,
2.2,3 Curve Fitting Procedure
Two curve fitting programmes were used in this study. The first 
prograrane used was that developed by Gilles and Ben Hameid (37), This 
programmeuis written in Algol and was used on the KDF 9 computer in 
Glasgow University, It uses a least-squares minimising procedure and 
weighting factors (relevant to the origin and accuracy of the data) may be 
applied. No parameter error estimates or graphical plot are provided by 
this programme. The second programme used w;^ that developed by Marquardt 
(33) which is written in Fortran XV, This is a least-squares minimizing 
procedure for fitting any function to a set of data. With this programme
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it is not possible to assign weighting factors to the data, IXfo different 
methods of estimating the parameter errors are provided by this programme.
A graphical plot, obtained by an initial coding instruction, indicates the 
original data points, the computer calculated data points and a special 
sign Indicates when these points coincide. An IBM 7090 Computer (Imperial 
College, London University) was used for rudning the programme.
2,3 Analysis of Results
Although the theory of confidence regions of non-linear parameters is 
not well developed, approximate parameter error estimates can be obtained 
and have been provided in the Marquardt programme, calculated by two differ­
ent methods. The wore commonly used method of estimating the confidence 
limit of the estimated parameter is based on the assumption of limited 
linearity within the confidence region. In the alternative method provided 
by the Marquardt progrmnme, linearity is not assumed but it does assume 
limited coupling, i.e. low correlation, between the parameter estimates.
This assumption does not often apply in exponential curve fitting. In the 
first method described above, the extent to which the assumption of a 
linear confidence region applies in any particular case will We^very depen­
dent on the values of the parameters, and may be expected to yi^ld incorrect 
estimates on certain occasions.
In view of the above remarks, a simple statistical method estimating 
the parameter error was used to analyse the results obtained in this inves­
tigation. As mentioned above, ten sets of data were fitted for each 
combination of values data error. The standard
20
deviation and coefficient of variation for the estimates of each of the 
four parameters obtained from each set of data were then calculated. The 
assumptions and limitations of this method are discussed in Chapter 3. A 
value of double this coefficient of variation was then considered to be 
the estimated error on each parameter for the particular parameter values 
used. This procedure was adapted even though the implied assumption that 
the estimated parameter errors would be normally distributed was unlikely 
to be true. The method^avoids the criticisms regarding linearity and 
coupling, mentioned above, although it can Itself be criticised on other
f.
gro^^nds. These criticisms are discussed subsequently (Chapter 3), A 
comparison has been made between the tV70 methods calculated by the prog- 
ramme (the linear method being widely used in curve fitting procedures) 
and the statistical method devised to analyse the results,
2.4 Results
2.4.1 Effeet of Data Accuracy and Exponent Ratio
Detailed results obtained with the two programmes, one with and 
without weighting factor are shovm in tables 2.1, 2.2 and 2.3, In order 
to obtain a generalVimpression of the trend of the results, the four 
individual parameter error estimates obtained for each group were averaged, 
and the results are presented in table 2,4. This procedure does however 
tend to hide soma detailed trends, since for example, the errors estimated 
for Xg are always smaller than those of it does, however, allow some
general assessment of the whole exercise to be readily made. The average 
value of the four parameter error estimates has been called the "mean
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parameter error" in table 2,4,
It can be seen from these tables, 2.1, 2.2 and 2.3, that the para­
meter errors may vary from about 3% (ignoring the single value of zero), 
for data with 2% accuracy and an exponent ratio of 4; 1  and weighting fac­
tor applied, to over 1 0 0 % with data of 1 0 % accuracy, a 2 : 1  exponent ratio 
and no weighting factor. The estimates of the amplitude errors do not 
differ markedly despite the changes in exponent ratio although the slower 
exponent always appears to be estimated with greater accuracy than the 
faster (greater) exponent. In some cases, where the error on the data is 
large and the exponent ratio is small, the computer programme failed to 
converge to a final solution. Ultimately this caused overload of a parti­
cular storage locality, which stopped the Iteration process. In such cases, 
either no result at all is obtained, or physically unacceptable parameters 
were presented as a solution (for example, a negative amplitude). If the 
effect of these particular values was such as to change the average value 
of more than one of the four parameters by more than two standard deviations 
then these values were omitted, since a single value of this kind may 
grossly affect the estimate of the final value of the individual parameter 
error* Although it is appreciated that this arbitrary exclusion of some of 
the data is liable to Introduce a bias to the results, this bias is such 
es to suggest a smaller error than actually exists. If the resulting error 
is already so excessively large as to be of no practical value, this bias 
will not affect the conclusions, provided it is appreciated that the bias 
exists.
It is apparent from these results, that x^ith data of accuracy ± 10%,
t z
tlie parameter errors are seldom less tliau 2 0 %, and may rise in the ease of 
small exponent ratios to over 80%, It should be emphasized that these 
estimates were obtained using only eleven equally spaced data points,
2.4.2 Effect of Change in Amplitude Constants
Three amplitude^ratios were compared at two data error values of 2% 
and 5% and exponent values of 0*3 and 0.1. Ho consistent trend emerged 
from this particular investigation although the amplitude ratio was varied 
from 2*3:1 to 1:2,3, A preliminary conclusion is that the amplitude ratio 
is substantially less important than both the exponent ratio and the data 
error in determining the value of the parameter errors. It is possible 
that the effect of the amplitude ratio may become more apparent, if the 
effect of the exponent ratio is reduced sufficiently, for example, in those 
functions with a high exponent ratio,
2.4.3 Effect of Increased Humber of Data Points
To examine the effect of increasing the number of data points, the 
function y ” 0.5 exp (-0,3t) 4- 0,5 exp C-0 .lt) was examined with data 
having errors of 2 % and 1 0 %, and the results obtained with 1 1  and 2 1  data 
points are presented in tabic 2.5 and are summarised in table 2.6. The 
effect of increasing the number of data points on the 1 0 % error data has 
been to reduce the estimate of the mean parameter error by approùjlmately 
25% using the Marquardt programme and by approximately 33% using the Gilles 
programme. This improvement affects all the parameters. The rate of 
improvement in tîié* parameter estimate dirainished as the number o?f data
poliits increases. The practical problem of how many samples must be taken 
should be decided by consideration of the improvement in the overall accu­
racy of the physiological quantity which is liable to be achieved by taking 
extra samples above that which is minimally required also for other 
investigations,
2.4,4 Effect of Weighting Factor
It is evident by examination of table 2.4 that when comparison can 
be made between sets of data composed of equal numbers of observations, .. 
the effect of using a weighting factor is to reduce the parameter error, 
and that this effect is more marked as the mean parameter error decreases. 
This is most apparent if the results obtained with the Marquardt programme 
are compared with those obtained with the Gilles programme using a weight­
ing factor. The weighting factor used is proportional to the Inverse of 
the square of the observation and is used when the data have a constant 
relative error (Gilles, personal communication),. From the comparison of 
the results obtained with the Gilles programme with and without the weight­
ing factor applied it Is evident that the effect of the weighting factor 
Is to reduce the parameter error by approximately one-third. It will be 
seen below that the effect of incorporating a weighting factor may be 
equated with the effect of Increasing the number of data points from 10 to 
20 which In practice may not bhs^feasible. The failure to incorporate a 
weighting factor correction is a significant disadvantage in any exponen­
tial curve fitting method.
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2.4.5 Effect of Unequally spaced Data
^■pp— iFi>ii   a III. iwrnmwiu Mwi »«%#»##
It might be expected that extra data pointe taken when the fmiction
was changing more rapidly would Improve the parameter eofcimates. To
examine the quantitative aspects of this proposal, the function 
y *’* 0,5 exp (-0,3t) 4 0,5 exp (-0.lt) was again examined, first with 
values of t ^ 0 , 2 , 4, 6 , 8 , 10, 12, 14, 16, 18 and 20 and then with 
values of t *^0, 0.5, 1, 2, 3, 4, 6 , 9, 12, 16 and 20, No general reduc­
tion in the parameter errors was apparent 'for this particular function 
when the results of the two sets of data were compared, Nhen the function 
is changing more rapidly, an increased sampling frequency does not inevi­
tably lead to an improvement in accuracy of the parameter estimates, 
Whether or not such aù-^lmprovoment Is achieved will depend also on the 
absolute rate of change of the function,
2.4.6 Assessment of Methods for Estimating Parameter Errors
The results calculated by the statistical procedure used In this 
paper were compared with the estimates calculated by the Marquardt prog- 
t c m m  using the linear and non-linear «lethods mentioned previously. 
Amplitudes of 0.5 and exponents of 0.3 and 0.1 were used with eleven 
Ocjually spaced data points* The results of this comparison are presented 
In table 2.7, It is apparent that for this particular function, the para­
meter errors estimated by assuming a linear confidence region are compar­
able with the purely statistical estimate for the data with the larger 
data error. The agreement Is less good, proportionally, with the other 
sot of data. The estimate based on non-linear regions appears to be badly
out. It may, however, be unwise to extrapolate the good result achieved 
here by the linear method to other functions without further evidence, and 
further more detailed work on this point is indicated. The poor result of 
the non-linear tri^ thod may be associated with the high cross correlation 
between the parameters.
2.5 Discussion
2,5.1 Practical Significance of Results
The purpose of this preliminary and limited statistical investigatim 
of exponential curve fitting was to establish and assess methods of analy­
sing the results, and to obtain some insight into the relative importance 
of the factors which effect the parameter errors. The scope of the inves­
tigation was restricted so as to establish the limiting values of the 
parameters and data errors whcch would allow useful conclusions to be 
drawn. That is to say, the range of data errors was selected on the assum­
ption that ±. 1 0 % could usually be attained in well controlled biological 
investigations, and ± 2 % was unlikely to bhaachieved but was possible in 
certain circumstances. Similarly, the exponent ratio was made to vary 
from 4:1, which may be expected to be readily fitted even with large d^ta 
errors, domi to 2 :1 ,
It was found that these expectations were largely justified and that 
it was possible to assess from the results some indication of the errors 
to be expected in the parameters derived from a particular set of data.
The statistical procedure used for analysis of the results was compared 
with the two alternative procedures provided by the Marquardt programme
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for estimating the parameter errors. There would seem to be a certain 
risk in ascribing too much reliability to estimates of the parameter errors 
based on the uon-statistieal procedures, sometimes provided by exponential 
curve fitting computer programme.
To determine practical implications of the results presented above, 
data were generated from parameter values which are typical of those found 
in two types of investigation> i.e. bone metabolism studies and cerebral 
blood flow Anbimations. Sets of data with 11 and 21 points, and with 
errors increasing linearly from zero up to 1 0 %, were analysed. An expo­
nent ratio of 4:1 and an maplitude constant ratio of 5,7:1 were selected.
The results (table 2.8) indicate that a mean parameter error of approxi­
mately 1 2 % might be expected with eleven data points> decreasing to about 
8 % with 21 data points. However, the individual parameter errors are of 
greater importance in this situation, s i n c e a n d 7  ^  ^have much smaller 
errors than o-p a n d ^ . In practice, for ©xauple In the case of cerebral 
blood flow estimated by a two exponential analysis of the clearance curve 
of radioactive gas from the head ^ this would aiean that the error in esti­
mating grey matter flow from 21-point data would be. between 2,5 and 5%, and 
that the error in estimating flow in white matter would be between 13.5 and 
18%, These errors have been calculated on the assumption that the parameter 
errors, estimated statistically, are independent, The effect of these 
parameter errors in the case of a bone metabolism study Is less easy to 
estimate and depends on the manner In which the physiological quantities 
of interest are computed from the parameters derived by two exponential 
curve analysis of the blood activity curve.
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In the assessment of bone metabolism, using the formulae of Glass 
and Noi’din (37) and the qamo parameters as used in the previous example, 
the errors in the various constants of the proposed two compartment model 
may be calculated. The error in the compartment size would be 7% and 
the error in the bone formation rate ÏC would be 27%, The error In bone 
exchange rates, K-^ and would be 49% and 17%.respectively, and the
-V, A> t.* k
error in the excretion rate would be 26%. These comparatively large 
errors may be considered fairly typical of the parameter errors associated 
with simple biological models, and derived from well controlled in yivo 
data,
2.5,2 Application of the Statistical Procedure for Estimating Parameter Errors 
The statistical method of assessing parameter errors may also be 
applicable to a practical situation where a curve fit has been carried out 
on a single sot of data. If the probable error of each data point can be 
estimated5 ahd the parameters of the curve have been found by the computer, 
then sets of randomised error data, based on these parameters? can be 
generated using the method previously described. These sets of data can 
then be analysed. This operation can be repeated a sufficient number of 
times to obtain a statistically significant estimate of the parameter 
errors for this particular case. This method does however require a 
realistic assessment of the experimental errors In the original data.
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CHAPTER 3
Des^.n of the Experiment and Methods
Sigmary^: The overall and detailed design of the theoretical investiga­
tion of the factors limiting the fitting of two exponentials and three 
exponentials to data la discussed based on the experience obtained in the 
preliminary study. An alternative basic approach to the soiae Investigation 
is presented. The data for the study was generated automatically using a 
specially written computer programme. The programme output was szritten 
directly qwl to magnetic tape in a form compatible with the input require­
ments of the Berman curve fitting programme, which was selected for this 
study. A detailed description of this generation programme is presented. 
The actual Fortran instructions for the generation programme and a descrip­
tion of the mod© of operation of the Berman programme are presented.
In analysing the results by the statistical method used previously 
there is an inherent assumption that the normally distributed errors 
superimposed on the data will produce a normally distributed range of 
parameter estimates. That this is înot always the case is demonstrated by 
using a test for nomality on a small group of sets of data. It is 
pointed out that? despite the measured non-normality? it appears to be 
possible to obtain meaningful results by the statistical analysis method.
A further potential difficulty due to the occasional production of censored 
data by the curve fitting programme is shovm to be relatively less 
important.
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3,1 Büsian df the Curve Fitting Investigation
The design of the Investigation was based on the experience obtained 
with the preliminary Investigation dssaribed previously. The two practical 
examples discussed in aection 2,5,1 of the previous chapter illustrate two 
possible ways in which the collection of data may be terminated, and raise 
a fundameatal point concerning the design of the investigation, In the 
case of the measurement of cerebral blood flow ? the limiting factor in 
detemlnlng the extent to which tto data describing the function of inter­
est may continue to be collected? is simply the sensitivity of the count­
ing equipment ? and is effectively Independent of biological factors end 
physical characteristics of the tracer used, Also, the ’raw data*? 
corrected only for background effectively describes the function to be 
studied. In the case of a bone metabolism investigations using a short­
lived isotope such as calclum-47^ the *raxj data’ does not define the func­
tion of interest? since the observed data must be corrected fox* decay of 
t m  Isotope and also often must be expressed as a fraction of the initial 
data vaXrte or In terms of a standard. In order to obtain the required 
function for analysis. This may Introduce a eonstraW: at the beginning 
of the fimction, since? for example, the first point mnst go through 1 0 0 % 
in a retention study. This type of study is terminated at an arbitrary 
titsie? which is effectively outside tha control of the Investigator ? and 
is dependent on the metabollam of the subject under study? and tlma 
relationship of this metabolic turnover rate to the half life of the tracer 
being used. In practice, this presents the alternatives of either inves­
tigating the effect of the various parameters in defining the function? up
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to values of t , such that the final value of the function is some fixed 
fraction of the initial value, or, investigating the effect of various 
parameters in defining the function up to a fixed value of t, which repre­
sents the time of duration of the biological study. Since it was not 
economically possible to study both of these cases in detail, it was arbi­
trarily decided to simulate the previous study of using a ’fixed time’ 
investigation and Investigate the effect of the limited definition of the 
function by the data in a small subsidiary study. It was also decided, in 
the interests of generality, and also for reasons associated with the pro­
gramming of the data generation method described above, not to use a data 
point at zero time, so that the question of the accuracy to be assigned at 
the zero point did not arise in this investigation.
Tlie preliminary investigation indicated that the range of parameters 
did, in fact, cover the region in which the parameter error estimates 
changed rapidly from small acceptable values to large values, which when 
compounded in order to calculate physiological variables, the latter were 
associated with excessive errors. The principal criticism of the prelimi­
nary study is associated with the small size of Bach batch on which a stati­
stical estimate was being carried out. The maximum number in each batch 
was ten samples, but in fact, in many cases one or other of the curve 
fitting programmes failed to converge and the iteration ceased due to a 
variety of reasons mentioned in chapter 2. The rejection of unacceptable 
data frequently resulted in sample sizes much smaller than ten which in 
turn resulted in statistical estimates of doubtful value. Since 95% confi­
dence limits were used to define the imposed errors and the estimated
parameter errors, it was decided to select a minimum of twenty samples in 
each batch, since Bessel’s correction for the difference between the best 
estimate of the population variance obtained from the sample variance 
would not be in error by more than 5%, and need not therefore be applied 
in this instance.
3.1.1 Investigation of Tvyo Exponentials
The same exponent and amplitude ratios (.2;,1, .3:,!, .4;.! and 
.5:.5) were selected as in the preliminary investigation to examine the 
effect of the exponent ratio and data error on the parameter estimates.
Only ten data points were normally used. When the effect of the amplitude 
ratio was investigated previously, an amplitude range from 2.3;1 to 1:2.3 
was used with an exponent ratio of 0,3:0.1. With the small samples of 10 
significant effect was observed. In order to reduce the effect of the 
exponent ratio, a higher exponent ratio of 0.4:0. 1  was used on this occa­
sion and the range of amplitude ratios was increased to extend from 4:1 to 
1:4, Extreme data error values of 2% and 10% were also used instead of 
values previously used.
To investigate the effect of increasing the number of data points, 
an exponent ratio (0 .2 :0 .1 ) was used, in order to determine the extent to 
which the effects of the low exponent ratio on the parameter error estimates 
could be compensated for by Increasing the number of data points. A 
greater range of numbers of data points was used (10, 20 and 60). To 
investigate the effect of a gradually increasing variable relative error 
as opposed to a fixed relative error, the effect of other factors was
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minimised by using twenty data points and by using a high exponent ratio 
(0.4:0.I). VHien investigating the effect of variable spacing of the data, 
a very low amplitude ratio and high exponent ratio was selected in order 
to create conditions most likely to produce an observable effect.
To examine the effect of an incomplete observation of* incomplete 
collection of data, a function was generated using 60 data points having 
high amplitude and exponent ratios. The last ten data points were removed 
and the function fitted once again* This process was repeated until the 
aa%e function was fitted with only 20 (ïotntB, When the investigation lo 
carried out in this way, two variablescare in fact being changed, 1 ) the 
number of data points, and 2) the period of observation. To assess the 
relative contributions of each of these factors to the parameter error 
estimates, in two cases 60 data points were used in the shorter observa­
tion periods and the parameter error estimates so obtained were compared. 
Under these conditions only the reduced period of observation is a relevant 
factor. In practice a reduced period of observation would normally be 
associated with a reduced number of data pointe. This investigation was 
not carried out in the previous study.
A further point of interest was to compare the parameter error esti­
mates derived by the computer programme with those estimated by the statis­
tical method described below. The results were exaBinad in an attempt to 
detemine whether limiting values of the parameter correlation coefficients 
could be used to Indicate when the programme derived parameter error 
estimates may be used.
It is stressed that throughout this investigation* the correct
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parameter values were used as the initial guess for the exponents. The 
detailed design of the investigation is presented in table 3,1*
Whereas ten data points were taken as the stanaard number in carry­
ing out the two exponential fitting Investigation, this was considered 
inadequate for the three exponential investigation since the number of 
degrees of freedom, assuming independent parameters, would be limited to 
four. Accordingly, twenty data points were used as the standard number 
when Investigating the effect of the exponent ratios and data errors on 
the parameter error estimates. The range of exponent ratios was extended 
to cover 3:1, 5:1 and 10:1, and this was the ratio between upper and middle 
and also the middle and lower exponents. In the case of the 10;1 exponen­
tial ratio, to allow for the effect of very high values of the exponent, 
whose effect might be reflected in only a small number of the data points, 
a different selection of exponents was also used with smaller absolute 
values, but maintaining the exponent ratio at 1 0 :1 .
The effect of the variation in the number of data points was investi­
gated as before with 1 0 , 2 0  and 60 data points using equal amplitude values 
and 3:1 exponent ratio* The effect of the amplitude ratio was investigated 
using an exponent ratio (5:1) and covering an amplitude ratio range from 
5:1 to 1:5, In Investigating the effect of variable spacing a 1:3 aapli- 
tude ratio and a 5:1 exponent ratio was chosen in order to assess the 
improvement if any, which could be expected in the early components of the 
function. The effect of incomplete data collection was investigated in a
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mamner similar to the two exponentéâl Invostlgatioa* hy removing thhcilast 
ton data points siiccessivaly from 60 domi to 20 data points, using 3:1 
amplitude ratios and S:1 exponent ratios. Once again an atteiupt was also 
made to separate the effect of reduced observation period and reduced 
number of data points in this part of the investigation* The detailed 
investigation plan Is shomi in table 3,2,
3,2 Data Generation Programme: Description of Operation
Test data for carrying out the statistical study was generated using 
specially witteii computer progreuiime* The programme language is Fortran 
IV, The programma output could he^obtalned on punched cards or magnetic 
tape. Two versions of the programme were witten to generate data for 
either two or three exponential functions. However* the particular prog- 
ramie described btlow could be readily generalised to allow the generation 
of data for the investigation of any function on which a controlled random 
error is to be superimposed,
The programiQ generates random numbers using the method of Pike and 
Hill (38), From these? random normal deviates are calculated (39) and are’ 
used to construct error terms which are added to the data points calculated 
for the function* using sets of variables* which are specified in the 
Input data. The prograiGme allows the functions to be described by either 
10, 15, 20* 30 or 60 data points, Each data point may have the same rela­
tive error or lutlivldually selected error values. The sp#sing of the data 
points may be equally distributed or may be different and individually 
specified, ^he number of estimates used to perform a single statistical
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tost may also bo specified, Severn/.I cllf feront sets of ^mplitiidec ond 
exponents may be used swecesolvoly* along with several different aets of 
errors, aucl all data io then produced in;/one run of the progrimno.
The prograorae may be described by reference to the flow diagram 
presented in pages and Any odd nusiber betwc'-:^ n 1 and 67108863 is 
first road in. This la required to initiate the random number generation 
routine* The amplitudes and exponents to be used to form the exponential 
functions are then redd in* Theee ero followed by six numbere which spe­
cify the way in \?hich the generation p'rograme Is raqulrad to deal with 
the input data and which indicate the muuher of data points to be used, 
the number of statistical estimetee la the sample, the nurabar of seta of 
parameters, the number of error values* This data also infonns the 
prograatii'ie whether to expect variable or ^ixed errors and equally or nou’^ 
equally spaced data. The errors, variable or fixed and the spacing infor­
mation, if variable is tlien read in* The err or© are converted to fractio­
nal errors, This operation corresponds to stage (03) in the flow chart.
The. programie now prints and writes the title of the tests on to 
tape or punches on to cards depending on whèch version ff the prograariie 
Is being used. This title consist^ of four numbers indicating the error, 
£tiBplitudes, exponents and statistical estimate -imaber. Any mandatory 
input entries required by the curve fitting programme to which the data is 
to be applied are now entered. In the case of this investigation, 
mandatory entries required by the Berman programme wore ganerafced at this 
point. A counter la now set to zero to be associated with the number of 
data points to be used*
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The random number and randcm normal deviate are calculatac' nn is 
also the value of the exponential function for one particular data point. 
The error terms are generated* aa deacrihed in the preliminary investiga­
tion (Chapter 2)< and added algebraically to the exponential function 
value at this data point. Tîxe value of the randor deviate, the new 
of the function due to the imposition of the error term and the Indepen­
dent variable (i.e. the value of *t*) with which the function Is associa­
ted is prihiiad out and the lattor two quantities are also written on to 
the magnetic tape in the correct fcrmct raquirod by the curve fitting pro-
gramre.
The pirogramme then returns to point (04) and generates a new random 
number and repeata the cycle until the necessary trraber of data points on 
which an error has to be imposed have bear, generated. The maudatory out­
put entries, required by the Berman programme. are now generated and the 
programme returns to (03) lu order to repeat the. cycle. un%il the required 
number of estimateo for the statistical test have been obtained. l%en 
this cycle is complete the progrmmne returns to (0 2 ) in order to curry 
out the whole procedure again for new error vaâjes. Finally the programmas 
returns to (0 1 ) If rcciuired by the. input instructions to read in a new 
act of parameter values*
The actual programme Instructions are shown in Appendix 3,1.
Although tha mandatory entries and data fonaats have been xfritten to con­
form with the requirements of the Berman SAAM-22 progrim.'tg (Fortran II 
version) and the data has been written on to tape in card image fom? the 
programme may be readily modified for use in association with any^^curye
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fitting programme.
3*3 Sélection and Description of the Curve Fitting Programme and some Special 
Features
Several alternative programmes were available for this study, but 
the Berman programme was selected for use because of certain local logistic 
advantages and also because of the versatile nature of the programme. It 
will accept data via magnetic tape, with only minor modifications to the 
lead-in cards, as well as by the more usual method of punched cards. This 
allowed the random error data to be generated and written on to magnetic 
tape directly. This tape could then be used as the input to the Barman 
programme, eliminating the necessity of intermediate handling of a vast 
quantity of data in the form of punched cards which would have had to be 
discarded as soon as it had been used. A second logistic advantage is 
that the Berman progranme continues with a new set of data if a fault exists 
in the previous data. The Marquardt programme, for example, stops comple­
tely If only one set of data Is faulty and the subsequent correct data are 
not examined.
One further reason for preferring the Berman programme is its use of 
weighting factors which were shomi to improve the parameter estimates when 
the results of the Gilles and Marquardt programmes were compared In the 
preliminary investigation. The Marquardt programme does not use weighting 
factors. The Gilles programme does not yield error estimates, and one 
point of interest in this investigation was the possibility of obtaining 
Infomation which might provtMe indications as to when the computer derived
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error estimates may be quoted with reliability. A description of the 
Berman curve fitting programme is presented in Appendix 3.2 .
3.4 Method of Analysing the Results
The printed output of the Bem\mn programme includes estimates of the 
parameter" errors based on the variance-covariance matrix for the unknoim 
parameters. Such estimates are only valid xAen obtained in the neighbour­
hood of a least-squares fit and are not valid in the case of extensive 
non-linearities. Tlie estimates are also invalid if there is strong inter­
dependence between the variables. It was therefore decided to use the 
method developed in the preliminary investigation described in section 2.3 
above. That is to say» the actual estimates of similar parameters were 
obtained on twenty occasions and the standarcl deviation of these^parameterf 
estimates wore found. T^zice the coefficient of variation was then taken to
be an estimate of each parameter error.
There are several inherant assumptions in this method. It is assumed 
that the parameter estimates are normally distributed about the mean value. 
Although a truly random error was imposed on the original function it can­
not be assumed that the parameter estimates are normally distributed around
the true mean owing to the non^  ^linear treatment of the data in the curve
fitting procedure. Testing for normality has been an area of continuing 
statistical research mainly because many statistical procedures have been 
derived baaed on an assumption of normality. A knox^ledge that this under­
lying asaumption is incorrect Is a useful safeguard against too wide an 
application of what may appear to be useful analytical procedure. The
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normality of the parameter estimates in several situations:-vas tested using 
the criterion of Shapiro and Vilk (41), This test has been shox-m to be 
sensitive to a vide range of non^normallty even with small samples in - 2 0 ), 
The relative merits of various criteria for normality have been discussed 
by Shapiro and
The results of the calculation on bIk sets of data are presented in 
table 3,3, The values of have been calculated according to the method 
of Shapiro and Tlilk, In general small values of V are significant i.e. 
indicate non-normality. A graph relating the value of W (for samples of 20) 
to the probability of normal distribution is shown in figure 3,3, It will 
be observed from table 3,3 that sample 1 is effectively normal? sample 2 is 
non-normal to a 10% significance level, while sample 3 and 4 are non-normal 
to levels pf 1 % and 5% significance i,e, are highly probably nonmormal,
When the normality test was repeated on the logarithms of the data instead 
of on the raw data the results shoxm in table lb were obtained. It la some­
times possible to 'normalise' skexf data by taking the logarithm of each data 
element. It c^m be seen that the effect of taking the logarithms in four 
of the cases was to render the distribution lass non-normal and in the case 
of oample 3 the Improvement is quite marked. It can be seen however that 
taking the logarithm does not always improve the normality and x^hether an 
improvement is obtained is dependent on the form of the skex?mess? which is 
unpredictable.
The question remains as to whether a more meaningful Indication of 
the spread of the parameter estimâtes would be obtained by calculating a 
"standard deviation" on the raw data neglecting the fact Chat; it Is non-normal
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or alternatively by estimating a standard deviation on the logarithm of the 
data and deriving a 'confidence range' of the sprpad of the parameter esti­
mates, To decide on this point the standard deviations were calculated on 
four sets of raxf data, andqon the logarithms of the same data. The coeffi­
cient of variation was calculated from the results obtained with the raw 
data. The actual values corresponding to plus and minus one standard 
deviation of the logarithm data were, obtained and the difference between 
these tx-jo was expressed as a fraction of the actual calculated mean. The 
results are presented in table 3,4, It can be seen that in three cases the 
results are almost identical, although non-normal data Is present. It would, 
therefore, seem that, despite the non-normality of the data? meaningful 
results can be obtained from a simple statistical analysis of the data.
The nature of the curve fitting procedure results in the production of 
censored data. Censored data is the term used to describe the situation 
where upper and lower limits have been set on the range of values which are 
acceptable and the number of estimates which lie above and below this range 
is knotvn. This data should be distinguished from truncated data in which 
the number of data points above and below the given range is not knox-m.
This possibility of obtaining censored data arises because the Berman prog­
ramme required a maximum ^alue to be specified for each parameter and 
because the value of any of the parameters are not permitted to become nega­
tive, so that aero represents the loxfcr limit: of the value of each parameter. 
The upper limit is also required to be specified as input data to the curve 
fitting programme. If too high an upper limit is set^ convergence of the 
iterative procedure may take an excessive anouuC of time, Several methods
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have beoB described for estimating the true mean and variance of censored 
data and Tiku (42) has recently described a method of dealing with:-samples 
of normal data. This method is numerically easier to apply than iterative 
methods described previously (43, 44, 45) for normal samples. Plackett 
(45) has described a method which la not. restricted to normal samples, but 
is numerically difficult to compute. It has bean shoxm above that neither 
the samples composed of the raw data or logarithm of the data are predict­
ably normally distributed. The simpler methods of estimating the true mean 
and variance of censored normal data cannot be applied, t'îhen the data is 
wot censored the principal point at issue is whether or not the simple stat­
istical method of estimating parameter errors described above, ignoring 
non-normality, is likely to be a clèper approximation to the truth, than 
the computer derived estimates which assume linearity and non-correlation.
In this situation an attempt to correct for slight censoring probably repre­
sents a second order correction and is probably barely justifiable. The 
effect of not allowing for the censoring of the data will be to indicate a 
smaller parameter error than actually exists. Highly censored data xd.ll 
only exist in those situations where excessively Ippge errors are present 
and these results are therefore of least practical application. In the 
presence of die uncertainties previously mentioned and the practical impli­
cations of the results no attempt at correction for the presence of censored 
data was made.
In the absence of an obvious alternative procedure the method of cal­
culating a "standard deviation" for all the data X7as used? even in those 
situations which did not fulfil the Shapiro-Wilk criterion of normality.
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Xu ail cases the calculated mean X'jas used In estimating the coefficient of 
variation and not the true value of the parameter- which xms used as an 
initial guess to start the curve fitting procedure* Twice the value of the 
"coefficient of variation" x^ as taken to be the parameter error*
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APPENDIX 3.1
Random Error Data Generation Programme for use with 
the Berman DAM-22 Programme
Fortran XV Statement
H
G KP=S tlEAMS 10 DATA POINTS
G KP“4 MEANS 15 DATA POINTS
G NP=3 MEANS 20 DATA POINTS
C NP=»2 MEANS 30 DATA POINTS
C NP=1 MEANS 60 DATA POINTS
G iQ«l MEANS AIL TÎIE POINTS HAVE THE SAME ERROR
C I^«2 MEANS DIFFERENT ERRORS FOR DIFFERENT POINTS
C MN»1 MEANS POINTS EQUALLY .SPACED
G MN«2 MEANS POINTS UNEQUALLY SPACED
C KT“NUMBER OF ESTIMATES FOU STATISTICAL TEST
G ia*=NUMBER OF SETS OF PARAMETER VALUES
G IR=NUMBER OF DATA ERROR VALUES
DIMENSION P(IOO),X(100),Y(100),A(100),2(100).0(10),L(10),B(10) 
REWIND 22 
REAL L
DO 50 1=1,100 
DO 50i N=l,10 
DO 50 J=l,10 
F(I)=0 . 0  
S(I)=0 . 0  
Y(I)«0,0 
A(I)»0,0 
Z(I)=0.0 
C(N)“0.0 
L(J)=0.0 
50 B(J)=0.0 
IP=125 
IL«0
READ(5,26)K 
WRITE(6,26)K 
2 IL=IL-H 
C READ FIRST GARD OF NEXT CASE
C READ IN PARAMETER VALUES
READ(5,81)(B(J),L(J),J=1,3)
WRITE(6,81)(B(J),L(J),J=1,3)
G READ IN PROBIEM SPECIFICATION
READ(5,31 )HP, LQ ,MN, ÎCT, KL, IR 
WRITE(6,31)NP,LQ,MN,KT,KL,IK 
IN=60/NP 
G0T0(71,72),MN 
C READ IN VALUES OF TIME (S)
72 READ(3,29)(X(I),I=1,IN)
71 G0T0(61,15),LQ 
61 CONTINUE 
C READ IN VALUES OF ERROR
READ(5,60)(C(H) ,N“1,IR)
TÎRITE (6,60) (C(N) ,N“1, IR)
NK"0 
100 HïC»NK+l
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K=KK
E“C(H)
\ra=.oi*c(tJ)
GOTO 200
C READ IN VALUES OF ERROR (VARIABLE)
15 READ(5,9)(A(I),I=1,IN)
200 CONTINUE
LE«0
12 LE=LE-U 
GOTO(13,14),LQ
13 WRITE(6,83)E,(B(J),L(J),J=1,3),LE 
miTE(22 ,84)E,(B(J) ,L(i), J=1,3)?,ES 
G0T016
14 NRITE(6,85)(B(J),L(J),J=1,3),LE 
WRITE(22.86)(B(J),L(J),J"1,3),LE
16 WRITE (22,87)
WRITE(22,88)
WRITE(22,89)
WRITE(22,90)WT
C IK-COUNTER FOR NUMBER OF DATA POINTS 
IK-0
1 G0TO(42,41,40,39,38,37),NP
37 IK-IK-t6 
I-IIC/6 
GOTO 17
38 GOT070
39 IK-IK44 
I-IK/4 
GOTO 17
40 IK-IK+3 
I-IK/3 
GOTO 17
41 IK-IK+2 
I-IK/2 
GOTO 17
42 IK-IK+1 
I-IK
C CALCULATION OF RANDOM NUMBERS
17 IP-IOVIP 
M-IP/67108864 
IP“IP~(M*67108864)
R-FLOAT(IP)
Rl-R/67108864.0
IP»K*IP
M-IP/67108864
IP»IP-(M167108864)
R-FLOAT(IP)
R2-R/67108864.0 
C CALCULATION OF NORMAL DEVIATE
46
X1=SQRT(-2.0*AL0G(Ul))
T=6.2831853*R2
X2=M1*SIN(T)
C m  NOW HAVE NORMAL DEVIATE (X2)
60T0(43,44),MN
43 SK=FL0AT(XK)
X(I)«SK/3.0
44 F(l)«B(l)*EXP(L(l)X(I))+B(2)*EXP(L(2)*x(i))+B(3)*EXP(L(3)*X(l)) 
G0T0(46,47),LQ
46 Z(I)=F(1)*E*X2/200.0
C m  NOW HAVE CORRECTION TERM Z(I)
Y(I)«F(I)+Z(I)
WRITEC6,5)X2,Y(I),X(I)
GOTO 45
47 Z(I)=F(1)*A(I)*X2/200,0 
Y(I)“F(I)+Z(I)
C NOW WE HAVE ARTIFICIAL DATA
WRITE(6,66)X2,Y(I),X(l),A(I)
45 WRITE(22,91)X(I),Y(I)
IF(IK-60)1,6,6
6 miTE(22,92)
WRITE(22,93) 
miTE(22,94)
WRITE(22,194)
WRITE(22,92)
WRITE(22,92)
L(l)=-L(l)
L(2)“-L(2)
L(3)“-L(3)
WRITE(22,95)L(1)
WRITE(22,96)L(2)
WRITE(22,196)L(3)
L('l)=-L(l)
L(2)«-L(2)
L(3)=-L(3)
WRITE(22,92)
KRITE(22,97)
WRITE(22,98)
HRITE(22,198)
WRITE(22,92)
WRITE(22,92)
WRITE(22,92)
WRITE(22,92)
C LE-COÜNTER FOR NIRÎBER OF ESTIMATES FOR STATISTICAL TEST
IF(LE-KT)12,7,7
7 GOTO(2S,4),LQ
28 IF(NK-IR)100,4,4
C IL=COUNTER FOR NUMBER OF BATCHES OF DATA PUT IN
4 IF(IL-KL)2,70,70
5 F0RMAT(2F20.4,F10.1)
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9 FORMAT(5P10.1)
26 FOEMAT(mO)
29 F0RMAT(5F10.2)
31 FORMATdOIS)
60 FORMATdOFS.l)
66 FORMAT(2F20.4,2F10.I)
81 FOEMAT(6F10.4)
83 FOEMATdH ,3H1E»,F4.1,2H *,6F6.2,2H *,I2)
84 F0RMAT(3H1E“,F4,1,2H *,6F6.2,2H *.I2,31X)
85 FORMAT(IH ,8H1E-VAR.*,6F6.2,2II 1,12)
86 F0RMAT(8H1E“VAE.*,6F6.2,2H *12,32%)
87 F0BMAT(30H 000.000 4 5,50X)
88 FOSMAT(70H .01 .98
1 ,98 ,10X)
89 F0BMAT(5lH OPTIONS 2 ,29X)
90 F0SMAT(42H 103. ,F13.7.2H 2,23 
IX)
91 FOEMATdOH 3. ,2F15.7,40X)
92 F0RMAT(5H 26,75X)
93 F0BMAT(25H 1 1. ,55X)
94 F0EMAT(25H 2 1.0 ,55X)
194 F0EMAT(25H 4 1.0 ,55X)
95 F0mmT(12H 0 I ,F13.2,29H 3.0 ,26X)
96 F0RMAT(12H 0 2 ,F13.2,29H 3.0 ,26X)
196 VOmkHUll 0 4 ,F13.2,29H 3.0 ,26X)
97 F0KWAT(51H 3 1 1.0 ,29X)
98 1?0MAT(51H 3 2 1.0 ,29X)
198 FOimTCSlH 3 4 1.0 ,29X)
70 WRITE(22,101) 
101 F0RMAT(1H9,79X) 
STOP 
END
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APPENDIX 3.2
General Description of the Curve Fitting Programme
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Tlie description of the Berman programme which follows is based mainly 
on the paper of Barman, Shahn and Weiss (18). The description of the prog­
ramme is limited to its use for exponential curve fitting although the pro­
gramme has been written as a general purpose programme designed to fit data 
to physical or mathematical models. This is achieved by adjusting the para­
meters of the model until a "best" fit is obtained. The programme is 
written in Fortran II and has been compiled for use on an IBM V090 computer 
having a 32K word storage capacity.
Tlie computer x^rogramme is applicable to a mathematical model which 
can be described by a discrete number of parameters, and for which a 
number of reBponse functions
Fj(t) “ Fj(x%, t), (j = 1, 2, 3, ....... n) (I)
to a set of initial conditions can be specified.
The experimentally measured quantities, Q^(t), for such a system are
usually a linear combination of the functions F^:
Q^ it) ^ (k « 1,.2 ......................  1) (2)
0^1
where the(y are time independent coefficients and are either known or 
unknown. For the special case where the measured quantity is proportional
to the function , equation (2) reduces to
" o-kkFkft)
Given a particular mathematical model, initial conditions and initial
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estimates of the parameters, the programme estimates the values of 
F^(t) analytically by means of a relevant subroutine. Values of F^(t) 
corresponding to each experimental datum are obtained* Since the data 
correspond to measurements at specific times t^ ,, equation (2) becomes
Qj^  “ ■ (h ^ 1, 2? 3, 4, ......... m) (3)
k\
where m is the number of experimental observations and h is the total num­
ber of the original o^j*
Solving for the unknown cr^  in terms of and the known cfy by 
rearrangement,
£  <k « 1, 2......... m) (4)
«
where represents the unknown and r is the number of unknown cr^. 
Equations (4) are known as equations of conditions Using matrix notation, 
the set of normal equations generated from the equations of (4) is
(F^FXcr) = (F^ wQ) (5)
where o* is a column matrix of the <Tj
F is an r x m matrix of the F.-
jk
T
F is the transpose of F
&
Q is a column matrix of the elements (Q^ - ; )
icur-rX
and w is a diagonal matrix in which the element represents the rela­
th
tive statistical weight of the k observation.
The least squares solution for ^  follows from (5)
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or =■
th
The standard error in the k variable Is derived by taking the square root 
th
of the k diagonal elements of the matrix formed by dividing the number of
T «'I
degrees of freedom into the product of the matrix (F wF) and the weighted
diS
sums of squares of the fitted data. The matrix formedj^descrlbed in the
previous sentence is the variance-covariance matrix. The correlation ooef-
th th
ficlent between the i and j variable is given by the square root of the 
ratio of the i, element to the product of the i*^  ^and diagonal ele­
ments. A decoupling is obtained indirectly between the variables and 
o*.., by the method of fitting used ? which partitions a single interdependent 
variable space into two smaller Independent spaces. To accelerate conver­
gence, the variables are assigned upper and lower limits. If the variable 
reaches a limit the variable Is fixed at the limit and treated as a constant 
for the remainder of the iteration.
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Œ^TERJj.
Results of the Theoretical Investigation of the Factors 
Affecting Curve Fitting of a Tt'^ o Exponential Function
Suifiiïtary! Seven different factors which affect the parameter errors obtai­
ned by curve analysis were investigated, î^ith ten data points, an exi^onent 
ratio of 3:1? and an amplitude ratio of unity, parameter errors of less 
than 207a are obtained when the data error Is ± 2%, However when the e^ qio- 
nent ratio rc|ducee to 2:1, the parameter errors exceed ± 30%. \^hen ampli­
tude ratio ie greater thanilil, the parameter errors are less than à 15%, 
but: when the amplitude ratio falls to 1:4? the errors may exceed ± 50%, 
Increasing the number of data points to 60 reduces the parameter errors by 
a factor of 3, If the accuracy of the data is ± 10%, the reduction obtained 
by increasing the number of data points is less significant, 1)1th 60 
points of 2% accuracy, the average parameter error with a 2:1 exponent ratio 
and unity amplitude ratio, is i 20%, By varying the sa,m%)ling frequency, a 
further small reduction in the errors associated with one pair of parameter
errors may be achieved,
^TT-or
If the data^is not constant but is allowed to gradually increase, 
then the 'equivalent' data error, for the purpose of estimating the likely 
parameter errors may be estimated by a sample graphical method. Failure to 
collect data over a time which adequately defines the function will result 
in poor second parameter estimates being obtained. This suggests that 
extrapolation of a double exponential curve is potentially hasardons. If
data is collected until the effect of the earlier exponential tern has be­
come negligible, parameter errors of ± 5% with 60 5% data points and 4:1 
amplitude and exponent ratios can be achieved.
The validity of the computer derived parameter errors were found to 
be more closely related to the absolute value of the error than to the 
cross correlation coefficients between the parameters.
4.1 Results
4.1.1 Exponent Ratio and Data Error
The effect on the parameter estimates of variation of the exponent 
ratio and of the data error can be discussed by reference to table 4.1 and 
figure 4,1. The detailed information used to obtain table 4.1 and figure
4,1 is preë^nted in table 4.1,1. As a general conclusion? changing the 
data error from 2% to 10% and also reducing the exponent ratio from 4:1 to 
2:1 results in an approximately seven fold increase in the errors of all 
the parameters. In all cases the parameter errors associated with the more 
slowly /arying component are smaller except in the case of the 2:1 exponent 
ratio data? when the amplitude errors are not consistently smaller. When 
the ratio is 4:1 increasing the data accuracy from 2% to 10% increases the 
parameter errors by a factor of four, à similar increase is observed in 
the case of the 3:1 exponent ratio. When the exponent ratio is 2:1, how­
ever? the effect of the data accuracy is negligible and no improvement is 
achieved even with data which is accurate to 2%? if only ten data points 
are available. With ten data points? if the amplitudes are ^qual? an expo­
nent ratio of 3:1 between the exponents probably represents the lower limit 
of exponent ratio which is likely to yield useful parameter estimates. The
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parameter error# will be approximately ± 15% at best? even when the data 
error Is 2% with this exponent ratio. This finding confirms the observa­
tion of Riggs (145) that "when a exponential function is used to
fit biological data? the rate constants of sitbcessivh terras almost always 
differ from each other by a factor of threeI" Although Elgg has used the 
phrase "multiple exponential functions"? the example which he uses to 
illustrate this remark Is a two exponential function? with equal amplitude- 
coefficients. The parameter errors will be approximately ± 30% with 5% 
data and ± 60% with 10% data. The lowest average parameter error, with 
an eKponent ratio of 4:1 and with 2% data is aboht ± 12%? when the ampli­
tudes are equal. The error on the second set of parameters is however 
only ± 8% on average. It should be stressed that these remarks only 
apply t:o functions described by ten data points,
4*1*2 Astiplltpde Ratio
If the amplitude ratio is increased to a value of 4:I when the 
exponent ratio is 4:1, with 2% data, the average parameter error falls 
t:o about ± 7%, With these parameter values the error of the more rapidly 
changing parameters has dropped from about ± 18% with equal amplitudes to 
about i 6% while the error on the second parameters is about ± 9% (see 
figure 4.2, table 4,2 and table 4*2,1), This represents little or no 
change in the value of the parameter errors for the parameters associated 
with the slower exponential terms? however? a substantial fall occurs in 
the errors associated with the other pair of parametera. As the amplitudes 
ratio decreases and becomes 1:4? there is little change in the second pair
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of parameter errors but a substantial Increase in the parameter errors ot 
the first pair of parameters is apparent. This reaches ± 55% x<fhen the 
amplitude ratio is 1:4 with 2%;;dafeaoand ± 115% when the data has 10% 
accuracy. With 10% data the effect of the amplitude ratio is reduced but 
even at best the parameter error estimates are about ± 15 to 20%. When 
the amplitude ratio is 1:4? the effect on the function of the parameters 
associated with the first exponential term becomes negligible so rapidly? 
that when only ten data points are used, only one or two data pdints ref« 
leet the effect of the dmall amplitude component term on the overall func­
tion, This accounts for the large parameter errors associated x^ith this 
term when the amplitude ratio is low (i,e, less than unity). These results 
indicate, that xfhen the exponent ratio is greater than 4:1» iraproved 
parameter estimates will be obtained as the amplitude ratio increases 
above unity, but as the amplitude ratio is reduced below unity the para­
meter error estimates increase rapidly. In other words, an exponent ratio 
of greater than 3:1 does not guarantee that small parameter errors will 
be achieved unless the ratio of the amplitude terms is greater than unity, 
when only ten data points are available,
4,1.3 Humber of Data Points
It has been shoxm that when the. exponent ratio v?as 2:1, improvement 
in data accuracy did not result in any decrease in the parameter errors 
if only ten data points ware used, When the number of data points is iiic* 
reused from ten to sixty some reduction iui parameter errors is achieved 
with 10% data but only by a factor of about two, (Figure 4.3, table 4,3
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and table 4,3,1). In fact, even with 2% data, only a factor of three 
reduction, in parameter errors is achieved, by going from ten to sixty 
points. An interpolation may be. carried out from fi^ 3>tre 4,2 in order to 
estimate the parameter errors which would be ob,t’ài?ied with 5% data for a 
function whose amplitude and exponent ratios were 4:1. This may be com­
pared with the results presented in table 4,6, when 60 data points are 
uaed. It cpn be seen that by increasing the number of data points fr,om 
ten to sixty the parameter errors are reduced from an average of about 
± 14% to about ± 3%%, A comparable reduction in parameter errors is 
achieved with the 2% error data? when the number of data points is increased 
from ten to sixty? in the presence of low exponent and amplitude ratios# 
AlthcH^ *;dx an improvement can be obtained for 2:1 exponent ratio data if the 
’mmibar of points is Increased from ten to sixty, a substantial reduction 
in data error would also be necessary, if an improvement of practical sig­
nificance is to be expected. In such a situation, the absolute values of 
'
the expônent parameter errors is nearly ± 10% with 2% data and 60 data 
points. If, however,, small parameter errors are already achieved due to 
high exponent and amplitude ratios, then a useful reduction in parameter 
errors is likely to be achieved by increasing the niimber of data points up 
to sixty, even if the data accuracy is only 5%, Since it Is unlikely in 
practical situations that sixty samples would be available the information 
contained in this section is probably only relevant to those techniques 
where continuous analogue or digital recording of rapidly changing functions 
is being carried out e.g. cerebral blood flow clearance of radioactive gases. 
Rut even in this situation, the inclusion of a large mwiber of sample
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points with aconraey will he unhalpful. The accuracy associated with 
each data point should be Imoxm. If it is too low? a single point of 
higher accuracy will be of more signifieanco,
4,1.4 Variable Sampling Frequency
To investigate whether the adverse effect of a poor amplitude ratio 
C’^n be overcome by some preferred sampling method, the spacing of the 
data points was varied so that the number of points in the earlier part 
of the curve xms substantially increased. Instead of evenly spaced 
points from t ^ 2 to t ^ 20? values of t were chosen at t » 0.5? 1,0? l.S,
2.0, 3.0, 6,0, 9,0, 12.0, 16,0 and 20.0, The results obtained are shovm 
in table 4.4 and figure 4.4, Ho significant change in the parameter error 
estimate occurs in or The errors in <r^  and 7\^  are reduced by
spacing the data in this xmy, but only in the case of the 2% data* The 
reduction is only of the order of a factor of two however. This implies 
that if the data error is in excess of :k 5%, varying the sampling frequency 
by taking more early data points is unlikely to improve the parameter esti­
mates although some slight improvement !&> achieved with ± 2% data* It 
appears, as in the results of the previous section, that if the parameter 
errors are not excessive, then the use of variable sampling frequency or 
increasing the number of data points can improve the accuracy of the para­
meter estimates. Hoxfover, if the parameter errors are large, and the 
other primary factors such as esq^onent ratio and the data error are also 
unfavourable, then sampling frequency variations are unlikely to reduce tlie 
parameter errors to levels where the parameter estimates will practical
value.
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4.1.5 The Effact of a Gradually Increasing Data Error
In practice the function to be investigated is not aWays specified 
by data with a fixed relative atnor and the affect of a variable and 
gradually increasing data error x^ as investigated. The error on the test 
data was alloxfed to increase linearly from 1% to 10%. Txmnty data points 
were used. It is also of interest to determine xAether or not a good esti­
mate of the magnitude of the parameter errors can be obtained from examina­
tion of the fixed error information already obtained? even in a situation 
where the error is variable. The relevant data is presented in table
4.5 and 4.5.1, If a direct linear interpolation is carried out, assuming 
an average error of 5.5% the parameter error estimates are approximately 
5% (absolute) too low. If the interpolation is carried out betxmen the 
logarithm of the data error and the parameter error it can be seen that 
very close approximation can be obtained to the actual parameter error as 
estimated xfith the variable error data. This interpolation can ha carried 
out simply using semi-logarithmic graph paper. This empirical procedure 
may be useful in practice suitable fixed data error information Is 
available, "Che Interpolation procedure, which x^ as used to obtain the 
results, was obtained from figure 4.5,
4.1.6 Incomplete Collection of Data
A situation which occurs frequently in practical investigations is 
one xAere an arbitrary decision must be made xAen to cease collecting data. 
Prolonged observation may be expected to improve the parameter estimates, 
however, this may increase the potential risk or discomfort to the patient
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undergoing investigation? and may also introduce the possibility of allox^- 
ing a change in measurement conditions to occur. If a constant relative 
error is required, then it may be assumed that It is not possible to 
change the sarapling regime during the investigation. In this situation, 
txfo factors may be expected to increase the estimates of the parameter 
errors, 1) if the function is sampled over a limited period and 2) if the 
number of data points is smaller than is desirable. Both of these effects 
combine to increase the parameter error estimates as shown in table 4.6 
and figure 4,6. The first six results presented In table 4.6 were obtain­
ed by using the same data on each occasion but removing th© lest ten data 
points, successively. This particular investigation was carried out using 
punched card data, not magnetic tape data, since the cards allox^ed this 
manipulation to be carried out very rapidly. It will be observed, however, 
that the slower amplitude and exponent parameter errors increase very 
markedly compared with the parameter error estimates associated with the 
more rapidly varying exponent. Although the latter parameter error esti­
mates remain acceptable, when just less than half the data points are 
collected? the other txm parameter errors begin to increase as soon as 
the number of data points decreases, The parameter error estimates even­
tually become so large that the parameter estimates are probably useless in 
practice. The extent to which this effect is due to the smaller number of 
points being used rather than to a limited definition of the function by 
the data can be assessed by reference to the last three results in table -i i6.
In obtaining these results, the number of data points xms kept cons­
tant? but the extent to which the function was defined by the data was
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allowed to decrease. The 0-13.3 results should be compared with the "40" 
results above? and the 0-6.67 results should be compared with the "20" 
results : since in both cases these correspond to the t values reached when 
only 40 and 20 data points were used in the earlier investigation. It can 
be seen that the effect of obtaining a smaller number of data points (40 
Instead of 60) is unimportant when the function is vjell defined by the 
data. However, if this is not the case, substantial parameter errors 
are inveltable although these can be reduced (in this case by 50%) by 
collecting a large number of data points* However, the errors in the 
second psi± of parameters, which dominate the "tail end" of the function* 
are still excessively large* and probably useless in practice. This would 
suggest thpt additional reduction of the parameter errors obtained by 
using more data points iàinot worthwhile when experimental conditions do 
not allow data to bè collected which will adequately define the function 
under study.
4.1.7 Computer Error Estimates and Cross-Correlation of Parameters
Besides producing estimates of the parameters and the parameter 
errors* the Berman programme also prints out estimates of tlie correlation 
coefficients between the parameters. The possibility that the magnitude 
of the correlation coefficient may be used as a guide as to when the com­
puter derived parameter errors may be reliably used* was Investigated,
The relationship between the correlation coefficients and the difference 
between the statistical and computer derived parameter errors was examined. 
The results are presented in table 4.7, It has been pointed out previously
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(Appendix 3.2) that the amplitude and exponent parameters are decoupled in 
the curve fitting procedure, and information concerning the correlation 
between these sets of parameters is therefore not available. The results 
presented in this section, therefore, refer only to the use of this 
particular curve fitting profraiiHie, TItose results which ware associated 
with parameter error estimates which included one set of censored data 
have been marked by an asterisk. In no case did any set of data contain 
more than two results* out of the twenty groups of values, which made up 
each set, where the parameter estimates reached limiting values i.e. were 
censored.
The difference between the computer and statistical estimates are 
presented in table 4.8 and the results are plotted in figure 4.7 and figure 
4,8. Ihÿthe graphs the points corresponding to censored data were omitted. 
Even when the correlation coefficient is below 0.5, there was one result 
where the difference between the statistical and computer result was 135% 
(figure 4,7). If all the results below a correlation coefficient of 0,75 
are considered, then out of the 43 data points, 6 (18.5%) of these, indi­
cate a discrepancy between tîie two methods of estimating the parameter 
errors, which is in excess of ± 20%,
However, when the computer derived error estimate is less then 10%, 
the average value of the difference between it and the corresponding 
estimate calculdged statistically, in 28 samples, is only 1,6%, If the 
computer derived error estimate is less than 30%, then average value for 
the difference between this estimate and a statistically derived estimate 
is unlikely to be greater than 7.5%. It would appear that, in practice.
the absolute value of the computer derived error estimate is probably a 
more reliable guide to its validity * then the associated correlation coef­
ficient, even though a low valpe of the latter çjuantlty is usually associa* 
ted with a low value of the computed error estimate. Parameters, for 
which the computed error estimates are above 30%, are unlikely to be of 
practical value, and the error eotimate^itself is of doubtful validity.
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CHAPTER 5
Results of the Theoretical Investigation of the Factors
Affecting Curve Fitting of a Three Exponential Function
— ' — *• «' '#'—'r-i n r II^ I I r— ri-Ti-i trinr-i— 1 , , , I —  | T  "T" i*f iTriT , , n „ I
Suroaxy: Despite the use of larger exponent and amplitude ratios and 20
data points, very large parameter errors were obtained in almost every 
case, due mainly to the incomplete definition of the function by the data. 
Mien the 'time' of observation was increased, Biuch smaller errors were 
obtained. With 60 equally spaced data points of 2% error* a 5:1 exponent 
ratio end 3:1 amplitude i^atio, no parameter error exceeded t 20%, with t 
« 30. With t ^ 20, although the first two pairs of parameters have errors 
of less than ± 20%, errors in the last pair of parameters are over 
± 100%. Mien the data error is increased to 8% and only 20 points are 
collectedJ using the same parameters and t “ 30, the error in the second 
pair of parameters may exceed i* 20%, and in the third pair of parameters 
± 70%. With the amplitude ratio of 1:1, and 20 data points of 2% error, a 
5;1 exponent ratio and a value of t 20, errors of not more than 52% are 
obtained. Increasing the exponent ratio to 10:1 yields 'fast# parameter 
errors less than 20%, but the final parameter errors exceed ± 100%. The 
effect of incressing or decreasing the amplitude ratio causes the parameter 
errors to vary between 3% to 200%. Increasing the number of data points 
from 20 to 60 reduces the errors by at least a factor of 2. Variable 
sampling frequency is relatively less important, unlees the effect of the 
other factors has been substantially reduced. Prolonged collection of^ the
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data is particularly important in fitting three estponentials. Extrapola­
tion of an ill defined three exponential function may produce parameter 
errors in excess of ± 75%. In an exercise carried out on a function, 
which closely resembles published curves» errors exceeding ± 70% were 
found on one pair of parameters when %0 variable error data points (2 - 12%) 
were used*
5.1 Three j^xponential Results
5,1.1 Exponent Ratio and Data Error
While keeping, the amplitudes equal, the exponent ratio was increased 
from 3:1 between individual exponents to 10; 1» keeping the absolute magni­
tude of the final exponent fixed at 0*02» To exsn:ina the effect of the 
the presence of the relativity large exponent, e second set of exponents, 
also with a 1?:1 ratio but with lower absolute exponent values was also 
analysed. The moat immediately obvious feature of the results obtained 
(tables 5.1» 5.1.1, 5.1.2 and figure 5.1) is the comparatively large para­
meter errors obtained, compared with those observed during the two exponen­
tial study. Even with exponent ratios as large as 10:1 and despite the
fact that twenty data points were used, errors are large. The smallest 
parameter error achieved with a 10:1 exponent ratio and 2% data was ± 13%,
the smallest exponent error was ± 24%. ïten the large first exponent data
was used, the error on the largest exponent was 112% with 2% data even vjith
an exponent ratio of 10:1, It is also apparent that improving the data
accuracy from 10% to 2% reduces the parametex- error estimates somewhat but
the effect is not very marked. It is clear that the relatively small number
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of twenty data points, in association with an amplitude ratio of unity, 
still results in large parameter erro%9 , even with 10:1 exponent ratios and 
27o data, IHion only two exponentials are present, when the estponent ratio 
was increased by a relatively small amount, the parameter error estimates 
decreased kppidly. This did not occur in the case of three exponentials. 
The sensitivity of the parameter errors to the absolute values of 
the exponent as well as to the exponent ratio, was demonstrated by com­
paring two seta of data with different absolute exponent values, while 
maintaining the exponent ratio conq^ant. The very large error associated 
with the exponent value of 2^0 is reduced when the largest exponent value 
In the function Is reduced, Thes& changes are also reflected In the amp­
litude error estimates. However» the parameter error estimates associated 
with all the other parameters became considerably worse* It may be 
inferred fyom this result that the extent to which the function is defined 
by the data is at least as Important as the exponent ratios in determining 
the parameter errors. This confirms the results previously presented 
concerning two exponentièlo in 4.1.6 above.
5,1.2 Amplitude Ratio
Amplitude ratios varying from 5:1 to I;5 were used in association 
with an exponent ratio of 5:1, and the results are presented in tables 5.2, 
5.2,1, 5.2.2 and figure 5.2, Once the most strif«^ lng feature of these
results 1» the magnitudes of the estimated parameter errors. As the ampli­
tude ratio decreases from 5:1 to 1:5> the parameter errors increase as an 
inviêpsc function of the absolute parameter value, although there are some
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exceptions to this. The parameter errors of the exponent# do not exhibit
any particular trend other then a general tendency to follow the errors
associated with the amplitudes, Nhen the data error increase# to 10%, not
unexpectedly, the parameter errors show a large increase, and in the case
of one exponent the estimated error is about 316%. It must be remembered
that this will certainly be an underestimate of the error. It would appear
unUss
that for all practical purposes, with twenty data points, that Mj^the 
amplitude ratio exceeds 3;1, then the estimate of the sraallost amplitude 
has no Significance, even with data \?lilch Is accurate to 2%, This implies 
that a two exponential fit to the data would probably describe the data 
adequately. Although one would expect that with a high amplitude ratio, 
if the function is examined for a duffieient length of time, the parameter 
estimates will decrease* this will not be of any value if the ratio io 
less than unity. The combination of only twenty data points and 10% error 
data would appear to rule out the possibility of meaningful parameter 
estimates feeing obtained, with three exponentials.
5,1,3 Humber of Data Points
The results obtuilmed when the number of data points was increased 
from 10 to 20 and then to 60 are shovm in tables 5,3, 5.3.1, 5.3.2 and 
figure 5.3, Once again the par aine ter errors remain comparatively large 
even with 60 points end 2% data with an a4uplitude ratio of unity and a 3:1 
exponent latio, Whan the amplitude ratio is increased to 3:1 and the expo­
nent ratio to 5:1 with 60 data points of 2% error, the result shown in the 
last line of table 5.4 was obtained. By increasing the aiuplitude ratio
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and exponent ratio, comparatively good estimates are obtained of the four 
larger parameters, while the errors associated with the smallest parameters 
are still rather large. Reliable estimates of these latter parameters can 
only be obtained b],; prolonged observation of the function and also obtain­
ing more data points. This may not bbcpossible in a particular biological 
study. The reduced effectiveness of Increasing the number of data points 
compared with the two exponential case described previously is a signifi­
cant finding. Unless the exponent and amplitude ratios are adequate, even 
with T/o data, acquisition of allarge number of data points appears to be 
relatively ineffective in reducing the parameter estimates, A sufficient 
number data points must also be obtained to completely define the function 
(see below 5.1.5),
To investigate the effect of variable saaipXing fszqguency, a 5:1 
exponent ratio and a 1:3 amplitude ratio was selected and values of t =
0.2, 0.5, 0,7, 1,0, 1.5, 2,0, 2.5, 3.0, 3.5, 4.0, 5.0, 6.0, 7.0, 8.0, 10.0,
12.0, 14,0, 16,0. 18.0 and 20.0 were used. The results are presented in 
tables 5.4, 5.4,1 and 5.4.2 and figure 5.4. Xt is interesting to note that 
in the case of the 2% data that the effect of the variable spacing is to 
reduce the parameter errors in all the parameters. It might have been 
expected that the first parameter errors would be reduced and the final 
parameter errors increased. The result obtained is probably due to the 
strong cross-correlation which exists between the parameters. As mentioned 
previously, It is not possible to assess completely the extent of this
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cross-correlation with the Berman programme^ This Interesting effect of 
the variable sampling frequency provides an important means of Improving 
the possibility of obtaining useful results from the data, when fitting a 
three exponential function.
5.1,5 Incomplete Collection of Data
The result# Obtained on the'^incomplete collection of data using three 
exponentials are shown in tables 5,5, 5,5.1 and 5.5.2 and figure 5.5. As 
before, this investigation was carried out with data on punched cards and 
not on magnetic tape. The results were obtained by successively removing 
the last ten data cards from each set of data. The number of data points 
and the degree of definition of the function by the data are being reduced 
simultaneously by this process. The results follow the general pattern 
observed in the case of two exponentials. Despite reducing the observation 
period, from t 20 Eo t « 6.67 the parameter error estimates associated 
with the first pair of parameters remain small and acceptable. The errors 
associated with the other two pairs of parameters increase rapidly. The 
parameter errors associated with the second exponential term are smaller 
than those associated with the third term. Once again the absolute magni­
tude of the errors is disconcertingly large. The separate effects of the 
number of data points and the extent to which the function is defined by 
the data, may be assessed from the last two results presented in table 5.5. 
The 0-13,32 results should be compared with the 40 point data result and 
the 0-6.67 result with the 20 point result. As observed in the case of 
two exponentials, the extend to which the function is defined by the da,$a
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:l?i apparontXy much more Important tîism the ae.tn.al 'nnmbor of data points,
Borne reduction in parameter error may be obtained by increasing the number 
of data îjoiuts» hut in general» the parmetar errors are not substantially 
reduced unless these also improve the definition of the function by the 
data, Xt may be Inferred from these reanIts that any attempt to extra- 
polate a throe exponential, function hewed on data which does not adecfeately 
define the function is an extremely hasjardoua procedure.
Tim importance of continuing the data collection, when this is 
possible, until the fonction under investigation has been as well defined 
as it is practically possible, is well demonstrated in the two results 
presented in tables 5.6, 5.6.1, 5,6.2 end figure 5.6. In the first ease, 
parameters were used which allowed the function to be well defined by 60 
equally spaced data points. The data, error was 2%, and "t" was given 
valuejS up to 30* The result may be dompared with the one shcnm be loi; it in 
table 5.6 which ip taken from table 5.5. It can he seen that extending 
the period of observation to t ^ 30 has reduced the parameter errors sub- 
Stantinily to such an extent that even the errors in the final pair of 
parameters may bo considered acc.ex>table, This effect was, however, slightly 
enhanced by the larger e^qponent value# used. The possibility of getting 
comparable parameter error estimates by collactirig a much smaller number 
of data points for a comparaxble time was then examined, 20 data points 
were selected at the intervals Indicated In table 5*6, and to Improve the 
analogy with a practical Investigation, the data error was allowed to 
increase gradually from 2.1% to 11*6%, which we would expect from section
4.1.5 (Chapter 4) to be equivalent to tlm effect of an average error of
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about 8.5%. He are therefore comparing 60 point 2% equally spaced data with 
20 point, 8.5% unequally spaced data. Previous experience with functions 
poorly defined by the data would have led one to expect the parameter error 
estimates with the 20 point data to be substantial. The results obtained 
are shorn in table 5.6. Although the estimated errors in the 20 point 
data are large, the results are uniformly better than those obtained with 
the 20 point 2% data also shotm in table 5.6 (taken from table 5.2). That 
is to say, the much higher data error has been more than compensated for 
by a prolonged observation period, and the varib^le sampling procedure.
Since from table 5,2 it is apparent that a substantial reduction In para­
meter errors accompanies a data error reduction from 10% to 2%, the infe­
rence may be made that a slight improvement in data accuracy, say limiting 
the maximum erWor to 7,5% instead of 11.6%, in association with a number 
of extra data points (say 10), would result in acceptable parameter error 
estimates for a three exponential function which adequately defines the 
data. Any reduction in exponent ratio below 5:1 or of amplitude ratio 
below 3:1, even with adequate definition of the function by the data, will 
require a substantial reduction in data error in order to obtain accept­
able parameter errors. As can be seen even with the parameter values used, 
together with 2% da^a and sixty data points, one parameter error is still 
as high as 18%. The use of additional data points of poor accuracy is 
relatively useless. This latter point, which is a common practice will 
receive further comment in Chapter 6.
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GimPTER 6
Discussion and Conclusions of the Theoretical Study
Summary: Some relevant statistical facts concerning the theoretical
investigation are presented. Between 200 and 1200 bits of numerical 
information were required to obtain each point on the graphs presented in 
the previous chapters,
A irecoOTendation concerning the design of further studies of this 
type is made with particular reference to a weakness apparent in the 
design of the present study. This point concerns the importance of ensur­
ing, that the extent to which the data define the function is held constant 
independent of the parameter values.
The effect of some of the factors which were not studied in detail, 
such as the initial parameter estimates, are discussed. The results of 
the two and three exponential studies are sumsmariaed briefly, and the 
relevant importance of the various factors are assessed. The extent to 
wl\ich the data defines the function is as important as the data error and 
exponent ratio if information on all the parameters is required. If the 
data are inadequate in this respect, only some of the parameters will have 
acceptable errors. The problem of indicating to an investigator the opti­
mal sampling frequency, number of samples, and the optimum duration of an 
investigation, has been shorn to require certain basic information, if 
meaningful recommendations are to be made. If the data accuracy and the 
approximate form of the result are kno^m, then the way in which this
ninformation can be used to provide a meaningful answerï»* using the data 
available in the previous chapters, is illustrated, by means of a simple 
numerical example.
6.1 Some General Points
Before commenting in detail on the results presented in Chapter 4 
and Chapter 5, some general comments concerning the theoretical investi­
gation are relevant. Nearly every point presented in figures 4,1 - 5,6 
is derived from twenty individual curve fitting procedures. Since each 
fitting was carried out using at least £^ en data points, and sometimes 20 
or 60 data points, each single point on the graphs is derived from between 
200 and 1200 bits of numerical data. Each bit of data Is the product of a 
calculated random uonual deviate and an exact number. The data generation, 
curve fitting and statistical analysis of the results were carried out 
using various computers (I B.H. 7090 for the data generation, I.B.M, 7090 
and an English Electric KDF9 for the curve fitting, and an Elliott 4120 
for the statistical analysis). The acquisition of each point, therefd^e, 
represents a not inconsiderable amount of computer time. A total of 4^0 
sets of parameter estimates were obtained in the three exponential 
Investigation.
The magnitude of the parameter errors resulting from fitting expo­
nential functions to data depends on many interelated factors, most of 
which have been investigated in the proceeding chapters. These factors 
are:- 1) the exponent ratio, 2) the amplitude ratio, 3) the data accuracy, 
4) the sampling frequency, 5) the number of data points, 6) the extent to
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which the function is defined by the data, 7) the form of the weighting 
factor, 8) the degree of correlation between the variables, 9) the initial 
guess and 10) the curve fitting method used. A complete analysis of the 
relative importance of these ten factors, by a multivariaht analysis > 
would be a statistical computer tab|c of some magnitude. Although techni- 
cdily feasible, with no analytical tasks of major complexity involved, the 
cost of such an Investigation would be formidable, if not prohibitive.
The total "7090” time taken for the preliminary study and the two subse­
quent investigations was approximately 20 hours, inclusive of the computer 
on-line output data processing time. The printed output even from this 
limited investigation was immense. This output could possibly have bben 
reduced by modifying the Berman Programme, since much of the output was 
not required in this particular investigation. Tliis was not attempted 
owing to the complexity of the progroimae. The results, whi4h were obtained 
in Chapter 4 and Chapter 5, probably represent the minimum which is statis­
tically acceptable, i.e. twenty investigations/sample, and a limited 
investigation of the effect and interaction of most of the variables.
6.2 The Design of the Investigation
Designing an investigation, to examine the effect of 10 interelated 
variables, in such a way as to obtain an indication of the relative impor­
tance of these variables, requires some prior knowledge, and perhaps 
intuition, if useful results are to be obtained with a minimum number of 
samples. In general the design was reasonably successful but one particular 
point was rather unsatisfactory. In Chapter 3 two alternative approaches
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to the problem of the period for which the function should be observed 
were proposed.
1. Exaiflluiiig the function until such a time as value of the 
final data point is an arbitrary fraction of the value of 
the function at zero time.
2. Examining the function for a fixed time.
A third alternative is not? proposed:-
3. Examining the function until such a time, that the ratio 
of the value of the final data point, to the value of the 
function at that time minus the contribution of the final 
pair of parameters to this value Is, 10;1.
This third proposal is one attempt to ensure that the data always define 
the function to the same extent, independent of the particular values of 
the parameters. Thus, when investigating the effect of the exponent ratio 
on the parameterfiorrors, the final value of *t', or the time, which will 
be used for each set of parameters, will be different, but the results 
will reflect more directly the effect of the exponent ratio and will not 
ba affected by the extent to wlvich the data defines the function, as in 
the present investigation* The same technique should bb applied when 
testing for the effect of the amplitude ratio. Eor those investigations 
where the exponents and amplitudes are held constant, the time correspond­
ing to the final data point should again comply with requirement 3, above» 
even though it is no longer a primary variable in such investigations.
In a practical situation the point in time at which collection of 
the data ceases may be variable and the value of the function at that time
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relative to the initial value is also variable. In an optimum situation, 
however, it is probably desirable that data ^hdûld not cease to be collec­
ted at least for a time which conforms approximately with the requirements 
of condition (3) above. In the design of any future study which might be 
based on the results obtained in this investigation, condition (3) is the 
recommendad criterion in establishing the final  ^time * (t) values, when 
investigating the effects of the exponent and amplitude ratios and the 
other factors on the parameter errors.
6.3 The Choice of Programme and Initia1 Parameter Estimates
Except in the preliminary investigation the effect of the different 
types of prograrmie and the initial parameter estimate was not investigated 
There is reason to suspect, however, that between those available program­
mes which allowed the use of different weighting factors (the Gilles and 
the Berman programmes) a superior fit may be obtained by one programme 
(see Chapter 7 below). No attempt has been made to analyse the possible 
reason for these differences which may be a function of the mathematical 
methodology. That is to say, the iterative procedure Itself, the methods 
used to accelerate convergence, and the method of assessment of the good­
ness of fit, are all factors which may lead to the preference of a parti­
cular programme in a particular situation.
The initial estimates of the exponents, which the computer programme 
requires to initiate the iterative procedure, become more critical, if 
those factors which produce large parameterc-errors are predominant. Tle|
Berman programme contains constraints, such that, unless good initial
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gueeaes are made, the iteration will not proceed, and an appropriate 
diagnostic message Is printed out. This facility does not exist in the 
Gilles programme. The possibility of incorrect Initial guesses affecting 
the result, to the extent of producing parameter estimates substantially 
different from those which would have been obtained if the nearly correct 
parameter values had been used as the initial guess. Is especially relevant 
when the parameter errors themselves are large. If the initial guess can 
affect the result in this way, the parameter values are unlikely to be 
practically significant. Convergence to the final parameter values will, 
however, be more rapid if the nearly correct values are used for the ini­
tial guesses, With inaccurate data* if a large error is associated with a 
parameter, a wide range of parameter values may result in an equally good 
least-squares fit, and the programme will usually indicate the initial 
guess to be the final parameter value. One further characteristic of the 
Borman programme is, that If during the course of the iterative procedure, 
one of the parameter estimates reaches the predetermined maximum acceptable 
value, the value of that parameter is held constant at the maximum value, 
in subsequent Iterations.
In this investigation the correct parameter values were used as the 
initial guesses, and the calculated errors> therefore, represent the mini- 
mmn errors lik||;y to boeachieved in a practical curve fitting procedure. 
That is to say, larger parameter errors may have resulted if incorrect 
initial gueseee had been used. In practice, the economic necessity of 
imposing a limit on the maximum number of iterations to be carried out, may 
have prevented convergence to the true final result if bad estimates had
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been used for initial guessea. Even in this investigation, where the 
correct value was used as the Initial guess, the programme occasionally 
did not converge to a final value, within the llmif: of five iterations 
which had been arbitrarily specified for each fitting procedure in this 
investigation. Tills probably does not affect the parameter errors esti­
mated by the computer* but may affect the absolute value of the parameters. 
The effect on the statistical estimate^of the parameter errors» which 
used these absolute values» is not easy to assess, but in probably small, 
since in most cases = the final values were achieved within five iterations.
6.4 The Tî-ïo Exponential Study
If ^ as an arbitrary decision, it is assumed that paravttet^r errors In 
excess of ± 25% ai*e not of practical value, some specific conclusions may 
ba drami from the results of Chapter 4. It should be stressed that in all 
the previous investigations, when discussing the random error on the data, 
and also assessing the errorp on the parameters, two standard deviations 
have been used, and not one which is more conmionly employed. The correct 
definitions of the terms have been given In Chapters 2 and 3, From table
4.1 ten point equally spaced data» whose error is in excess of 2% and 
whose exponent ratio is less than 3fl id,th an amplitude ratio of unity, 
does not yield parameter estimates of practical value* If the exponent 
ratio is increased to 4:1, an amplitude of 1:2 will just fall to produce 
acceptable parameter errors with equally spaced data of 2% error. However, 
with variable sampling frequency of 10, 2% data points, acceptable para­
meter errors may ba achieved with a 1:3 amplitude ratio and a 4; 1
78
exponent ratio (table 4.4),
With 10% data, an amplitude ratip of 4:1, an exponent ratio of 4:1, 
and variable sarapllng, acceptable parameter errors will be obtained with 
ten data points. For practical purposes, with only ten data points and 
with an average data error of about 5% a combination of 3:1 of both expo­
nent and amplitude ratio represents the minimum values of parameter ratios 
which will yield results of practical significance. If the error is 
increased, or either ratio is reduced, parameter errors will be^greater 
than ± 25%, Even if one of the ratios is increased, this may not ensure 
that the parameter errors are below ± 25% (see table 4,2). As the number 
of points is increased to 20* or even 60, it is still unlikely that ratios 
of less than 2,5:1 of bb#h amplitude and exponent ratio can yield satisfac­
tory results with data which is accurate to only ± 5%, Table 4,3 indi­
cates the poor pai^ameter accuracy which Is achieved with 60 datp points.
If the exponent and amplitude ratios are too low, even where the data 
accuracy is good (±2%).
In a practical situation, where the double exponential fit is imposed 
on the data, with ten data points whose accuracy is 5%, unless both ampli­
tude and exponent ratio exceed 3:1, then an equally good fit, for practi­
cal purposes may be achieved by fitting the data with a single exponential 
function. Alternatively, if a better mathematical fit is achieved with a 
double exponential function, then not all the parameter estimates are 
likely to be useful. Such a result would indicate that more than one 
exponential term is present, but improved data accuracy, or an Increased 
number of data points will be necessary if practical use is to be made of
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the individual estimated parameter values. If the parameter errors indi­
cated by the computer are less than 25%, the 'statistical* parameter 
error is likely to be within ± 7.5% of tiis figure.
6.5 The Tîiree Esmonential Study
Hot one of the combination of variables x^hlch x<?ere investigated 
yielded a result in which all the parameter errors were below ± 20%, 
unless the period of observation of the data was extended beyond the time 
va^ ljue, t, normally used during the investigation. This included a case 
where 60 data points were used in association with an exponent ratio of 
5:1 and an amplitude ratio of 3:1 (table 5.3), It is apparent that in 
this investigation of three exponentials, the function was not follcwed 
for values of t xfhich were large enough to allow accurate asset^^ment of 
the final pair of variables. Although the complete definition of the func­
tion by the data is very important, it is apparent froni tîie results 
presented in table 5.6, when only 20 points with errors varying from 2 - 
11.5% were used, that despite adequate definition of the function by the 
data, substantial parameter errors were obtained. The degree of definition 
of the function by the data was not investigated in the preliminary study 
(Chapter 2), and was investigated only to a limited extent in Chapter 4,
A preliminary study, before the investigation of three exponentials would 
have resulted in more useful results, since in particular, the *t* value 
in the main investigation would have bpen extended to 30 in all eases.
This would have resulted in much smaller parameter errors for the exponent 
and amplitude ratios which wore used. The order in which the various
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factors were studied X7as the order in which they xmre presented in the text 
of Chapter 5. Hhen the results of section 5,1.5 bee aim available, it was 
not possible to re-examine the previous three exponential investigations, 
with a higher value of *t*. Because of the reduced 'period of observation' 
which applied during the three exponential investigation, the results mupt 
be interpreted with caution. This is best illustrated by comparing inves­
tigations (1) and (2) in table 5,6, when by simply extending the period of 
observation from t * 20 to t * 30, errors in the final parameters are 
reduced from 66% and 117% to 18% and 12% respectively. Reductions in the 
second pair of parameter errors also oecwred, probably due to cross- 
correlation effects.
One significant conclusion from this btudy is that unless the function 
is well defined by the data, and unless more than twenty data points are 
used, it is unlikely that useful information will be obtained on any but 
the first pair of parameters. Even this may not be obtained in the presence 
of an adverse amplitude ratio. In practice, it is seldom known that a 
particular function contains three, and only three, exponential components, 
and a solution in terms of three exponentials is usually imposed on the 
data from independent considerations. It is vital, therefore, to collect 
the data for as long as is practically possibly ^or as long as the data 
is meaningful, that is to say, for as long as the conditions of the inves­
tigation remain constant. The only practical means of reducing thiè time 
of observation is by a retrospective examination of the results. If in 
the case of the first few sets of data it is possible to remove a number 
of data points corresponding to the final period of tK:e investigation and
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no significant change in parameter and parameter error values is observed, 
then the observation period may be reduced* On exmalning 60 point 2% 
data in terms of three exponentials, if large parameter errors are obtained, 
it may be assumed either that there are only two expppentials in fact 
present, or that the period of observation has been Insufficient* If it 
#  not possible to extend the period of observation* then for practical 
purposes, it will %è. necessary to consider the data in terms of two expo­
nentials only*
It is extremely unlikely that more than 60 data points of accuracy 
batter than 2% would be obtained in the course of a biological Investiga­
tion* It has bean seen that, even w$th a 5:1 exponent ratio and a 3:1 
amplitude ratio* it is barely possible to obtain useful results. It is, 
therefore, extremely unlikely that the analysis of such data can be use­
fully analysed in terms of a number of exponentials greater than three » 
except in vary special situations. Such a situation may conceivably be 
one, in which Independent information is available* from other measure­
ments, xfhlch provides detailed dependence relationships between the para­
meters» or provides known limiting values for parameters * Only then, 
might it be possible to fit more than three exponential terms to biologi­
cal data.
6.6 Relative iTj^rtance of the Factors Affecting the Parameter Errors
The importance of the exponent ratio and data accuracy in determining 
the par'ameter errors in a curve fitting procedure have been appreciated 
qualitatively for some time. However* the comparable importance of the
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requireiiieiifc that the data point g should ha collected over a time which is 
adequate to define the fuuctlou completely is not oo widely appreciated. 
Expressed in other te m m , extrapolation of inulti'^exponential curve should 
always be avoided. Riggo (145) has provided one example of the hazard of 
ouch extrapolations. Several further points associated #ith this particu­
lar topic emerged In the investigation. In the case of two exponentials, 
for example, although the errors in the parameter estimates associated with 
the latter part of the curve begin to increase as soon as the final data 
are removed from the curve fitting calculation, the errors associated with 
the other pair of parameters remain small, and the parameter estimates are 
potentially useful. This latter point makes the 'adequate definition of 
the data* factor perhaps slightly less important than the exponent ratio and 
data accuracy factors» since too saiall a ratio or Inadequate accuracy pre­
clude the acquisition of any useful parameter information at all.
Although a high amplitude ratio reduces the data accuracy and expo­
nent ratio necessary to achieve acceptable parameter errors, a reduced 
amplitude ratio, produces the opposite effect altho|xgh the latter may be 
compensated for to some extent by a larger number of data points. If the 
data error Is not excessive, increasing the number of data points reduces 
the paX'ometer errors, but this does not occur with inaccurate data. Vary­
ing the sampling frequency is relatively loss important than the other 
factors,
Since the exponent and amplitude ratios are intrinsic properties of 
the function under study and are not under the control of the Investigator, 
the order of importance of the main experimental factors ia therefore as
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follows; 1) Data accuracy, 2) Adequate definition of the function by the 
data, 3) Humber of data points, 4) Sampling frequency. The relative impor­
tance of the secondary experimental factors such as 1) the initial parameter 
guesses, 2) the type of weighting factors, 3) the choice of curve fitting 
procedure, have not been studied in detail. The same order of importance
X
applies to the fitting of three exponentials with the added complication 
that the interdependence of the factors is greater. The definition of the 
function by the data is a more critical factor and the acquisition of 20 
data points is probably the minimum requirement. The sampling frequency is 
much more important if three exponentials are present than in the case of 
two exponentials*
6.7 Application of the Results to a Practical Investigation
The results described in the previous chapters can be of use in 
several different ways, When an investigation is proposed, certain basic 
information is required. The first point concerns the data accuracy 
likely to be attained. This can usually be estimated by calculation, and, 
whore possible* by reference to previous work. For example* if a curve 
based on the clearance of radioactivity from the blood io to provide the 
basic data, then such factors as pipetting errors, radioactivity counting 
errors* errors in biochemical procedures etc, must be taken into account in 
estimating the final data emqor. The possibility of reducing the data 
error by taking duplicate or triplicate samples, should not be overlooked.
Having estimated the likely error to be found on the data, further 
information is required, A^ssuming that It is proposed to analyse the data
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lu terns of two exponentials, for how long can the data be collected* and 
hovi7 many samples will it be possible to obtain? The data should be collec­
ted for a time v?î.iich is sufficient to define the function adequately. 
Avoiding, for the moment, the precise explanation of the term "define the 
function adequately", this implies that some prior knowledge of the general 
form of the result is a vital prerequisite In answering this question.
This indicates that further preliminary information should be obtained. A 
representative example of the type of curve likely to be obtained in prac­
tice should be available, A simple double exponential analysis of such a 
curve by, say, a 'tail stripping* method, will provide approximate values 
for the exponent and amplitude ratios. This preliminary analysis will also 
indicate the time for which the faster exponential component is likely to 
affect the latter part of the curve.
It is now possible to explain the term "define the function adequately" 
used above# the influence of the ihitial exponential term on the curve
hao effectively disappeared, which one can arbitrarily take to mean that the 
numerical value of the first exponential term is less than one tenth of the 
numerical value of the second exponential terra, then at least five more 
data points should be obtained in that part of the curve. This part of the 
curve will now be effectively mono-exponential. Five points id. 11 allow just 
three 'degrees of freedom*, which is probably the minimum necessary to allow 
the iterative procedure some flexibility, More data points are always 
desirable, but this number represents the minimum required over the 'end* 
of the curve.
The total minimum number, of data points may now be estimated by
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reference to the tables presented in the previous chapters* For example.
If the exponent ratio is, say, 3:1 with unity amplitude ratio, then refer­
ence to table 4.1 will indicate that at worst, if only tan samples are 
taken, approximately 35% parameter errors may be expected with S% data 
errors* If, hotfever, the amplitude ratio is about 4:1, then one may expect 
by reference to table 4*2 the average parameter error to fall to about 20%*
If this parameter error is still considered excessive, then more data points 
will be necessary. It should be emphasised however, that in acquiring the 
basic information the data points were equally distributed and no attempt 
was made to ensure an adequate number of points in the 'tail* of the curve. 
Reference to table 4.3 would suggest that the improvement associated with 
an increase in the number of data points from 10 to 20 would reduce this 
error to about ± 15%. As indicated in table 4.4, some general improvement 
may be achieved by variable sampling frequency and this is likely to reduce 
the error to about ± 10%. The estimated parameter error is probably of the 
order of i 10%, if twenty 3X data points are obtained, and this is confirmed 
to some extent by examination of table 4.6. If an inadequate observation 
time is available, then the large errors in the parametero associated with 
the latter part of the curve, may increase the errors in the other parameters 
also, due to correlation between the parameters.
An assessment of the data errors, and exsEalnatlon of a typical curve, 
would suggest that if twenty samples can be obtained, parameter errors of 
approximately ± 10% will be probable, in this particular esiample* If It is 
not possible to improve the accuracy of the data, then the only way in which 
the parameter errors cun be reduced further ia by increasing the number of
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data points. Hhather or not the parameter accuracy obtained is considered 
adecpate depends on the calculations which will be carried out subsequently 
using these parameters. For exainple, the parameter values may be used 
Individually in some formula. Alternatively they may be used to obtain 
average values for each parameter in a largf, number of patients. These 
average values may then be combined In a formula*
The initial decision to interpret the results in terms of a given 
number of exponentials is usually quite arbitrary. A farther analysis x^hich 
should form part of a preliminary study Is to assess v^hether the data is 
consistent with one, two or three exponentials. This point has been raised 
in Chapter 1 and a description of one application of this procedure Is des­
cribed in Chapter 7, It should be pointed out, however, that testing for 
significance between various exponential fitting procedures is not a simple 
mathematical procedure, although standard 'F-ratio* tests have bsqn used in 
the absence of alternative proposals. Another hkaard with the 'preliminary 
study* procedure is the possibility, certainly present if the prolltniuary 
curve is obtained from a pathological group, that this particular study may 
not be typical of the whole group. This criticism may only be answered by 
widening the scope of the preliminary study, A detailed preliminary inves­
tigation may also indicate the extent to which the proposed experimental 
regime may be relaxed without unduly effecting the accuracy of the results. 
It may also provide information about the optimum analytical procedure which 
should be used.
If a short-lived isotope Is used in a clearance study, or the rate of 
clearaxxce Is rapid, the duration of an Investigation is often outside the
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control of the investigator. The collection of data is automatically brought 
to an end when the radioactive samples can no longer be assayed. Alternati­
vely, difficulties associated vrlth the length of time for which the physio­
logical conditions, associated with the investigation, remain constant, may 
limit the duration of the test. This latter point is particularly important 
in studies with which delay affects may be associated e,g, in bone metabolism 
studies. The results obtained in Chapter 3 and 4 suggest that it would seem 
prudent to continue to collect data during an investigation as long as it is 
practically possibleprovided that the experimental conditions remain con­
stant, Investigation of preliminary data may indicate that the observation 
time can bb reduced, but in the absence of quantitative information of this 
type data collection should continue for as long as possible.
6,8 Conclusion
The theoretical study described in the previous chapters presents a 
quantitative examination of mobt of the factors which effect the parameter 
errors in fitting two and three exponential terms to data derived from bio­
logical investigations. Such data are unlikely to be more accurate than 
± 27o and are unlikely to contain more than 60 data points. In the absence 
of any previous comparable study, and in view of the large number of inter­
dependent variables, it was necessary to design the investigation in such a 
way as to get the maximum amount of information with the minimum number of 
individual studies, ScRue of these factors, such as the effect of the initial 
parameter guesses, were not studied, but the importance of this omission was 
minimised in this investigation by using the correct parameter value as the
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initial guess* This ensures that the parameter errors quoted are the mini­
mum likely to be obtained. The difference between different types of curve 
fitting procedures was not examined, since this represents a complete field 
of study on its o\m. This statement also applies to the study of the effect 
of different weighting factors. The relationehip between the parameter 
errors and the crpas-correlation coefficients was investigated in order to 
examine the extent to which the computer derived errors may be useful in 
practice.
Those factors outside the control of the investigator, the exponent 
and amplitude ratios, were allowed to cover a range at one extreme of which 
acceptable parameter errors were obtained, while at the other extreme, the 
parameter errors indicated that the results were of no practical value.
The interaction between the exponent and amplitude ratio and the various 
factors under the control of the investigator, such as the data accuracy, 
the number of data points, the sampling frequency and the period of observa­
tion, were examined* The study has indicated in quantitative terms the 
effects of those parameters and also provided some indication of their 
relative importance. The results allow the parameter errors, likely to be 
encountered in an investigation, to be estimated. They also provide infor­
mation which enables an investigation to be planned in such a way as to 
obtain the most meaningful results. The commonly asked questions
How many samples are required?
How long should the investigation be continued? and
l&en should the samples be taken? 
are shomi to ba highly interrelated questions, which can be answered only if
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£urfc:har information, in particular the data accuracy and the approximate 
form of the expected result, is available* The results provided in this 
investigation give some indication of h W  to answer these questions in a 
meaningful manner, if the appropriate infonnation is available. In the 
event of a further work being carried out along the lines described in this 
investigation, recommendations have been made concerning changes in the 
experimental design to limit the major effect in each individual study to 
that of one variable only. This particularly applies to the method of 
ensuring that the data defines the function to an extent tïhich is independent 
of the values of the function parameters.
Although the results of the main investigation have been obtained 
using only one of the numerous exponential curve fitting programmes which 
are in existance, this particular programma is generally available and has 
bean widely used. It permits the use of any type of weighting factor and 
the results obtained with programmes of comparable sophistication are unli­
kely to be very different, although simpler fitting procedures may produce 
larger "minimum'^ parameter errors. The very fact that such programraes are 
so readily available, may increase the tendency, which many investigators 
understandably possess, towards fitting multiexponential functions to their 
data. This has often been done without devoting too much attention to the 
fundmiental problems of the data accuracy and Intrinsic fona of the function 
being imposed on the data. The published literature contains numerous 
examples of investigations in which the experimental data is not sufficiently 
accurate to justify the complex analyses to which the data has been applied. 
Such examples have probably detracted excessively from the potential
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usefulîieso of exponential curve fitting. With the Information provided in 
the preceding chapters, It la hoped that a meaningful examination of the 
limitations x4iich the data impose on the proposed analytical procedure, will 
be possible. This will enable the potential value of the results to be 
assessed before the experiment or the data analysis is actually carried out.
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CmPXER 7
Uric Acid Clearance Data
Suiimiary; Uric acid metabolism has been studied by measuring the variation 
with time, of the concentration of uric acid in the urine in twenty patients- 
including four patients with normal uric acid metabolism. The results were 
examined using two different exponential curve fitting methods. In certain 
eases a mathematically significant improvement in fit to the same set of 
data was obtained, by describing it with a double rather than a single 
exponential function. However, different results were obtained by the two 
different methods, A possible reason for the different results may be the 
criteria used for assessing the goodness of fit. The presence of a second 
exponential would suggest the existence of uric acid in a second physiolo­
gical form, or pool, as has been proposed previously by other workers. The 
parameters of a two compartment model are presented for each of the patients 
where appropriate. These parameters include pool sises, turnover rates, 
and the errors in these quantities. Using one curve fitting method, a 
strong correlation between the presence of two exponentials, and the clini­
cal diagnoses of gout was observed. In five of the twenty cases, the mathe­
matical analysis would suggest that the existence of a second pool is 
highly probable and its presence is linked with the suggested presence of 
microcrystals of urate in the blood of gout patients. two cases of gout, 
the second pool was in excess of 20% of the total uric acid pool. The 
accuracy with which the total pool sice and turnover rate may be estimated 
from serum measurements has also been investigated.
7.1 Introduction
Labelled uric acid can bo used to estimate tlio pool aisie and turnover 
of uric acid in man. Benedict, Forshaai and Stetten (45), Groan, Bendich, 
Bodansky and Brot-m (47), Bishop, Garner and Talbott (48) and Seegmillor, 
Gransel, Laster and Liddlo (49) have used nitrogen-15 labelled urie acid, 
Garbon-14 labelled uric acid has been used by Sorenson (50) for the same 
purpose. A curve is obtained by plotting the relative specific aètivî&y of 
uric acid in the urine against time and the pool size is usually estimated 
by extrapolating the curve to aero time. Bishop indicated that several of 
his curves, and those obtained by Benedict, were not straight when plotted 
on semi-logarithmic paper. This finding was confirmed by Sorensen. Bishop 
analysed the curves eaipirlcally into two exponential components in order to 
extrapolate accurately to %ero time. Sorensen (51) proposed a two compart­
ment system to account for this phenomenon and pointed opt its association 
with a patient suffering from tophaceous gout. The observation by Bishop of 
curved rather than straight clearance curves was not confined to patients 
with tophaceous gout. These observations posed several problems, not the 
least of which is to determine the optimum method of analysing the data.
If a mathematically significant improvement in fit is obtained by analysing 
the data in terms of a double rather than a single exponential mathematical 
function, a method of estimating pool sise and turnover rate in this situation 
is required. Tiie correlation between the presence of uric acid in more than 
one **pool” or physiological form and the clinical findings was used In this 
investigation to assess various analytical procedures. The problems of
careful urine collection pose many difficulties and the possibility of
carrying out turnover studies from serum samples only has been investigated.
7.2 Methods
100 pc of G-14 labelled uric acid, of specific activity between 
0,03 me/mg and 0.12 mc/mg, were completely dissolved in 100 ml of Isotonic 
saline by heating, but the solution was not allowed to boil. After cooling, 
30 ml were injected into a sealed sterile bottle through a 0,22 \i millipore 
filter, and the solution was used Immediately, The uric acid content of 
the dose solution was measured immediately after injection by a slightly 
modified version of the Fraetorius method (52) and standards for urine 
counting were immediately prepared as described below*
The patients were kept on a low purine and low protein diet for one 
week. A blood sample, to be used as a background sample, was obtained. 
Immediately after the patient had emptied his bladder, 30 pe In 30 ml were 
slowly injected intravenously. Blood samples were taken at Increasing 
intervals over an eleven-day period. The blood was centrifuged and the 
serum was removed, and deep frozen.
Six twelve-hour urine collections were made, foltefed by eight twenty- 
four hour collections, Tîie urine volumes were measured. Care was taken to 
ensure that each patient emptied his bladder just prior to the end of each 
collection.period, T!ie importance of this point will be discussed below.
The uric acid concentration of all the- urine samples and of the majority of 
the serum samples was measured by the Praetor lus method.
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7*2.1 Assay of ^^**0 Uric Acid in Uriné
Two standards ware prepared by diluting 1.0 ml of the dose solution to 
100 ml) then adding 5 and 15 ml of the 1/100 solution to 250 mg of Inactive 
uric acid which had been dissolved in 10 ml of 0.73% (w/v) lithium carbonate, 
and diluted to 35 ml with distilled water. The tisbes were placed in a boil­
ing water bath and the uric acid repreclpltated by the dropwise addition of 
2W acetic acid* After cooling to room temperature, the precipitated uric 
acid was collected in a sintered glass funnel and washed with distilled 
water until the eluate was neutral. The crystals were dried overnight at 
80^C and stored in a desiccator until assayed. Any breakdown products of 
uric acid in the dose solution which were produced during preparations were 
eliminated by this procedure. Inmiediate preparation of standards ensured.^ 
that no significant breakdom of the uric acid could occur in the dose solu­
tion since the time of the injection.
Urine samples of known volumes, increasing from 10 to 200 ml over the 
period of investigation, were removed from the twelve and twenty-four hour 
collections. To these samples 250 mg of inactive uric acid were added and 
the samples were then processed using the method described by Sorensen (50), 
Approximately 25 mg of the pure uric acid extracted by this method 
x^ere xmighed in the counting vials, and after gently tapping the vials to 
break up any accumulations of uric acid crystals, 20 ml of scintillator gel 
xmre added by pipette (53). Tîxe. vials xmre shaken vigorously to disperse 
the suspension evenly, cooled at 4^G, and counted in an automatic liquid 
scintillation counter. Duplicates were made of at least four samples. Txjo 
25 mg samples of each standard were prepared in the same xmy, and two
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background camples of 20 ml of the gel were used. A total of 30,000 counts 
were obtained from the majority of samples, the lowest number of counts being 
7,000 when the sample to background ratio xjas 7:1.
The percentage of the injected dose contained in each standard sample, 
and the x^ aighfc of uric acid originating from urine, in each sample, xfas 
calculated. The percentage of the dose/aig of Uric acid in each urine collec­
tion was than estimated and the results plotted against the mid time of the 
collection period,
1*2,2 Assay of 0-14 in Serum
A standard solution xfus made by diluting 1.0 ml of the close solution 
to 500 ml. Duplicata serum, standard and background samples x e^re prepared 
by adding 1,0 ml of serum, standard solution and inactive serum, respective­
ly to 10 ml of scintillator (54), The saaples were shaken, and kept for 
three hours, to alloxy the protein precipitate to settle. They xmre then 
cooled for twenty minutes at 4^C, and counted in an automatic liquid 
scintillation counter, 10,000 counts were obtained in saaiples taken up to 
txv^o days, and the total counts decreased to a «minimum of 1,000 for the last 
sample. Internal standards xforo added, and the samples were reshalcen, 
allowed to stand for three hours, and cooled, before recounting.
The percentage of the doso/mg of uric acid in each serum sample xvas 
calculated and the results plotted against the time of sampling,
,2,3 Data Analysis \
T^ 7o exponential! curve fitting progranimes xjith facilities for applying
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different weighting factors were available for the data analysis. One of 
these xms developed by Gilles and Ben HaBeld (34). The second programme 
used was that deviped by Berman (18) for simulation and mialysls of biolo­
gical models s which was used for the ozcponentlal curve fitting investigation 
described previously. An advantage of this programme over the Gilles prog- 
ramme Is that error estimates of the curve parameters are also obtained.
There were three specific points of Interest in the data analysis 
problem* The first of these concerns the choice of curve fitting programme. 
The data xmre therefore submitted to both progrmmes @ using initially a 
weighting factor on each data point inversely proportional to the square of 
the observation* In each case the data were fitted both with a single and a 
double exponential function* The goodness of fit of each of the functions 
to the data x^ as then examined to determine whether a statistically signifi­
cant Improvement in fit was obtained by fitting a double rather than a single 
exponentla1 function to the data. The Improvement of fit, If any, which was 
achievedj xms assessed using an ^F-ratio* test. It is appreciated that the 
use of such a significance test with exponential functions is questionable, 
because it incorporates a ^degrees of freedom* term involving the number of 
data points and the number of fitted variables, which does not allow for 
correlation between the variables (9), In the absence of a simple alterna­
tive, hox'70ver, this method was used to assess the Barman results* The 
* SIGMA* value printed out by the Bemau programme represents the summation 
of the square of the differences between the observed and the final estimated 
values, each term being multiplied by the relevant x^eightlng factors, and 
divided by the number of data points less the number of variable exponents.
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This permits the F-rafcios to be calculated readily. The same tost of an 
improvement of fit is available an part of the printed output of the Gilles 
prograimne* If the ^Probability of F* printed out by the programme Is less 
than 0.05, then the improvement in fit is considered to be significant*
The second field of interest in this investigation concerns the X7©ight« 
ing factor to be applied to the data points. The data were re-examined 
using both programmes, and substituting a weighting factor proportional to 
the reciprocal of the observation, since the primary sample procedure consi­
sted in collecting samiples over a fixed time, and therefore such a weighting 
factor may be more relevant to this situation than the one used previously 
(Gilles, personal commmleatlon 1967)»
Thirdly, using the weighting factor proportional to the inverse of the 
observation, the data x^ere re-axamined leaving out the first data point. 
There were several reasons why this data point may be suspect. The initial 
sampling period x^ as over the first txfelve hours after the injection. If 
the patient's bladder xfam not completely empty at the time of the injection 
of labelled uric acid, the initial concentration may be too low. If the 
time for complete mixing in the first pool, assmiilng more than one does 
exist, is slow, then the measured urine concentration may be too high. 
Finally, the points on the clearance c“arve have been associated with the 
mid time of the sampling period. In the most j^apldly changing curve examined 
this plotting procedure would have Introduced a 4% error In the time 
associated with the first data point.
The results were compared with the clinical findings on each patient, 
and the correlation between the existence of two components and the presence
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of gout was examined.
The Barman programme was fchsn used to analyse the data in terms of a 
one compartment aiodel, ax?d also in tovwa of a t%m oomparfemeiit model in those 
cases where two components had been indicated by curve analysis using the 
Gilles programmefr x^ hen a weighting factor inversely proportional to the 
observation was applied* Estimates of the parameters of the model and the 
errors in these parameters were obtained in this way. This was a model 
fitting as opposed to an exponential curve fitting procedure. The error in 
the data due to sastpling assay and manipulative procedures has been esti­
mated to be ± 5%* The estimate was calculated from the computer derived 
errors in the curve parameters in those cases which were unequivocally found 
to be monoexponential* Since the average value of the ratio of the exponents 
in those cases ^Thmre two exponentials x^ ere found, was greater than 4.5:1, and 
the data accuracy was of the order of 1 5%^ acceptable errors may be expec­
ted In the derived parameters with the number of data points used in these 
investigations.
7*3 Results
The results of the mathematical analysis are summarised in table 7,1, 
The urine uric acid concentrations and their corresponding times are presen­
ted in tables 7.2 - 7.5, One set of data is plotted in figure 7.1, These 
times are the mid-times of the collection periods. The urine data were 
first examined using a weighting factor inversely proportional to the 
square of the observation* The data obtained for the Berman programme 
shomi in table 7,6.. and the résulta are summarised in column 3 or table 7,1.
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These may be compared with the results obtained x?i& the Gilles programme 
shown in column 4 of table 7.1, When the weighting factor is changed to 
one which is inversely proportional to the observation, the effect on the 
results obtained with the Berman programme is negligible, see colvmm 1, 
table 7.1. However, when the Gilles results (table 7*7) are examined, it 
is apparent that there Is a strong correlation between the derivation of 
two exponentials from the data, and the clinical diagnoses of gout. The 
data \.ere re-examined, using the Gilles programme, with the earliest sample 
point (at 0,25 days) emitted, and the results compared with those obtained 
previously. These results are summarised in columns 5 and 6 of table 7.1, 
The marked influence which the early sample exerts on the fitting procedure 
is apparent. In those cases where no result is given in table 7,7, the pro­
gramme failed to converge, x^hen attempting to fit txm exponentials to the 
data.
Although the correlations between the diagnosis of gout, and the 
detection of the two exponential functions in the data, does not hold abso­
lutely throughout the series, the data from nine out of the thirteen un­
treated gout patients were better fitted by a double exponential function.
Of the remaining two patients who yielded data which were fitted with two 
exponentials, the data from one of these, number 6, yielded one exponential 
only if the first sample point was not included in the analysis. This was 
a normal subject.
The total exchangeable pools and fractional turnover rates, calculated 
by the Berman programme, are presented in table 7.8, A two compartment 
model was used whenever an improved fit had been obtained with two
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exponentials by the Gilles programme, with all data points, and a weighting 
factor inversely proportional to the observation. However, in several 
eases, this meant that the Berman programme was using data in which an 
improvement of fit with two components had not been indicated by exponential 
analysis using the Berman programme itself. In five of these cases, the 
parameter error estimates, not surprisingly, are considered excessive. For 
these five cases, the value of pool Bize and fractional turnover rate ob­
tained from the single compartment model were therefore inserted in the 
table. The turnover rate (mg/day) was calculated from the fractional turn­
over rate and the pool siîse. IJhen two compartment analysis was used, the 
size of the first pool only was used to estimate turnover rate.
The patients have been divided into five groups and the average pool 
sizes and turnover rates have been calculated from the values in table 7,8 
and presented in table 7,9, (The association of high turnover rates with 
the presence of tophi is considered to be coincidental). The range in each 
group is also given, although because of the small number of patimts in 
each group these must be interpreted with caution. The larger than normal 
pool sizes in the gout patients is apparent. The pool size of the gout 
patient on treatment with allopurlnol is within the normal range but the 
turnover rate is well below normal.
On comparison with the values of Seegmiller (49), the pool size for 
normals is slightly higher (1186 mg compared with 1071 mg). The pool size 
in one patient with hyperurlcaemia (No, 7) is higher than normal which also 
agrees with beeg&iiller*s findings on three patients. The average pool size 
in the gout group, who have normal turnover rates, (1499 compared with 1400
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mg obtained by Seegmiller) and in the gout group with a high turnover rate, 
(i.e. greater than 800 mg/day) are comparable (2398 mg compared with 2450 rag). 
In this latter group the turnover rate was also comparable but slightly 
lower than Seegmiller's results (1008 rag/day compared with 1191 rag/day).
The value obtained for the turnover rate in four normals is 740 mg/day which 
is close to an average value for three normals of 758 rag/day quoted by 
Benedict (46). Both these figures are higher than the average normal value 
of 622 mg/day measured by Seegmiller using labelled uric acid and the 
values of 671 rag/day measured by Sorensen (57). The reason for this differ­
ence is not apparent.
In the data from five patients, the Gilles programme indicated that 
two exponentials best fitted the data, the model parameter error estimates 
obtained by the Berman programme were not considered excessive, and the 
presence of two exponentials was independent of the presence or absence of 
the first data point. In these five patients, the presence of two podIs is 
considered highly probable. The two compartments sizes, the transfer rates 
between the corapaftraents, and the errors in these quantities, are presented 
in table 7.10. In the case of the three patients with tophaceous gout, the 
second pools represent 10%, 18% and 38% of the total uric acid pool. In 
the other two patients the second pool represents 10% and 22% of the total.
The possibility of obtaining reliable estimates of pool size and 
turnover rates from radioactivity measurements in the serum was investigated 
in thirteen patients aiid the data are presented in tables 7,11 - 7.15. The 
results are compared with those obtained from the calculations based on all 
the urine data in each patient* in table 7.16. The serum concentration
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measured in samples taken between days 2 and 9 inclusive were used. These 
limits were taken to minimize any second pool effects, by eliminating the 
values taken before day 2, and to minimize the effect due to the appearance 
of breakdoTm products of uric acid In the serum by ignoring data taken after 
day 9. This criterion was evolved after inspection of the serum clearance c 
curves. A monoexponentlal function was fitted to the data and the pool 
size and turnover rates were estimated.
There is a very high correlation (0,96) between the same quantities 
estimated by the different methods but the standard error of the estimates 
are 12.3% and 19*6% for pool size and turnover rate respectively. This 
would imply that although the serum method can probably be used to obtain 
useful estimates of the quantities in large scale population studies, the 
application of the serum results in a particular individual is likely to be 
less useful than a study performed by analysis of urine samples. The reg­
ression line of the urine and serum turnover values is shown in fig. 7,2.
7.4 Discussion
Obvious difficulties arise in interpreting the radioactive uric acid 
clearance data In terms of pool size and turnover rates when the clearance 
curve is not monoexponenti.al, In general, attempting to treat such data 
as a monoexponential function will yield an overestimate of both pool size 
and turnover rate. In most cases no significant errors will be introduced 
but in cases associated #.th large pools and high turnover rates, the errors 
may be 20% or more. This is the difference in the estimate of both major 
pool size and turnover rate If the data from the patient 2, for example, are
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analysed first as a monoexponential function and then as a doiible exponen­
tial function*
During the course of this investigation, several factors which are of 
importance in analysing this type of data OBiergad* The first point concer­
ned the weighting factor to be associated with each data point prior to 
curve analysis* Tim weighting factor to be used depends on the ficmpling 
technique and measurement procedure. That la to say, there are two main 
considerations which detennine the correct weighting factor which should be 
used. One is the primary sampling procedure and the other is the measure­
ment teclmiques and manipulation* There were three stages in the sampling 
process in this investigation; firstly, the collection of urine over a fixed 
time period, secondly, taking a fraction from each collection sample, and 
thirdly, taking a fraction of the second samples for radioactive assay 
purposes. Fixed time sampling requires that a xfoighting factor inversely 
proportional to the observation should be applied* The data were analysed 
using this weighting factor. The data were also examined, for comparison, 
using a weighting factor inversely proportional to the square of the speci­
fic activity, and as shown, this yielded results which did not correlate as 
well with the clinical diagnosis* The effect of the secondary sampling 
procedure is probably such as to make the correct weighting factor which 
should be applied inversely proportional to the observation raised to a 
power whose value is between unity and 1.5, It should be stressed that the 
choice of the correct weighting factor is independent of the final method 
of assessing the results.
The method of obtaining urine samples by collection over fixed time
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periods is an important consideration when the results are to be examined 
by exponential curve analysis. The concentration of radioactive uric acid 
in the urine collection represents the average concentration over the 
whole period since the last occasion on which the bladder was emptied. If 
the concentration Is to be associated with a particular time value, it is 
Important that the bladder should be emptied at the end of each sampling 
period. If this is not done then the time to which each concentration 
estimate refers may be subject to a comparatively large error especially 
during the early part of the investigation. One further more elementary 
point concerns assigning the time value to the mid-point of the collection 
period. This assumes a linear function, and it would be more correct to 
select a time corresponding to the average value of the function during this 
period. This error is small and corresponds to an error of only 4% in the 
time associated with the first data point, In the esse of the most rapidly 
changing urine concentration curve observed.
The question still remains whether the initial curvature of the urine 
clearance data is due to a slow mixing effect or a second pool or possibly 
both of these. The effect of slow mixing would be most apparent on the 
first data point, for which, as mentioned previously, there are other grounds 
for suspecting its reliability. However* In none of the five cases in which 
it is suggested above that It is highly probable that a second compartment 
exists, was this result dependent on the inclusion of the first data point 
in the analysis. This would imply that even if mixing in the first compart­
ment was not complete for twelve hours, the final result suggesting the 
presence of a second comportment, would have been unaffected. It seems
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unlikely that the immediate uric acid pool would be associated with a 
physiological pool whose mixing time would greatly exceed twelve hours.
The decision to include the first data point was based on the better corre­
lation obtained when results were compared with the clinical findings*
The final outstanding problem posed by this investigation is associa­
ted with the choice of the curve fitting programme. The difference In the 
mathematical methods used in these two programmes, and also possibly, of 
more importance, the methods used to assess the goodness of fit Is assumed 
to account for the difference in the results obtained. In Roseing's work 
on nitrogen washout curves (20) the criterion for optimum goodness of fit 
was minimizing the mean squared error ratio, which he says Is "the logical 
criterion to use, if the assumption is made that the error is proportional 
to the size of the observation". This is in fact what was done in this 
study also. Danford (28) has discussed the sources of errors In various 
biological models, and also draws attention to the absence of suitable tests 
of significance when the real weights of the observations is unknown, and 
concludes that the choice of model, and therefore the method of testing for 
the significance of the goodness of fit "will be based on intuition coupled 
with understanding of the biological process under s\Wdy". A sfBdy of the 
detailed mathematics of the various minimizing procedures, and methods of 
significance testing, and their relevance to particular types of problem, is 
outside the scope of this thesis, but would appear to be badly needed in the 
field of exponential curve fitting in biological Investigations. The 
absence of parameter error estimates in the Gilles programme is a disadvan­
tage. It must be stressed however that the theory of estimat%g confidence
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regions of non-linear parameters is not well developed and any estimates 
obtained from the curve fitting procedures are only approximate. No mathe­
matical criteria for selecting a particular curve fitting procedure for any
specific problem can be given at this time,
7.5 Gonelusion
The existence of a second pool of uric acid, or alternatively, the 
existence of uric acid, in a physiologically different form, ia highly pro­
bable in five patients of the twenty patients who were studied. In these 
patients no Inconsistency exists between the number of exponentials present, 
the magnitude of the error estimates, or the effect of the presence or omis­
sion of the first data point. As has been pointed out by Boland (58), the 
popular hypothesis of the nature of gout at present "is that the genesis of 
the acute attack depends on the fresh deposition of microurate crystals in 
the joint, and that this Is followed by the phagocytosis of the crystals 
during the ensuing inflammatory process", McCarthy and Hollander (59) demon­
strated that the urate crystals could be found in almost all gouty effusions,
while Seegmiller and his co-workers (60) found that when suspensions of
microcrystalline sodium urate was injected into the joints of gouty patients, 
an inflammatory reaction could be produced which was similar to acute gouty 
arthritis. The exchange of uric acid between serum and tophi has been 
suggested by Beegmiller (57) and Sorensen (52), and it would seem reasonable 
to assume that the second pool demonstrated in this investigation represents 
either microtophi or the exchangeable surface of tophaceous deposits. The 
two compartments analysis procedure provides a method of obtaining a
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quantitative estimate of the exchangeable uric acid associated with tophi 
or microtophi.
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CmPXER 8
Measurement of Cerebral Blood Flow by a Curve Fitting Procedure
SuTimary; The methods of Investigating cerebral blood flow are reviewed.
Inert ratioactive gases have been used to measure the total blood flow in 
the whole brain, the regional flow in certain parts of the brain, and the 
flow in grey and white tissue in particular regions of the brain. The low 
energy gamma radiation characteristics of Xenon-133, the most commonly used 
radioactive indicator for measuring cerebral blood fXoi?, do not permit good 
localisation of the field In view of the collimator since the 80 keV gamma 
raya asre readily scattered trith little loss of energy, and this prevents 
the effective use of pulse height analysis to exclude the scattered radiation. 
The collimators nommlly used a cone of tissue containing grey and
white matter in roughly the proportions found in the whole brain. It is 
possible, however, by use of a suitable collimator to take advantage of the 
low energy radiation emitted by Xenon-133, i’a order to measure only the 
blood flow in the cortex of the brain, which is composed entirely of grey 
matter. As in the other similar methods, an internal carotid injection of 
the indicator is used, but the injection is prolonged over two minutes. The 
clearance data of the activity from the cortex are fitted empirically with 
a double exponential function from which the initial slope is calculated and 
the blood flow is estimated. The relevant theory of this method is presen­
ted. The response of the collimator has boon studied in detail. The flow 
estimated have been corrected for the arterial pCO^. The values obtained in
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the four normal subjects agree very well with the results obtained by other 
workers using curve analysis for the estimation of grey matter blood flow. 
This would appear to confirm the validity of the method. In all the patho­
logical cases, except one, a reduced cortical blood flow was observed. It 
is suggested that the method of "viewing" groy matter in the cortex only, by 
means of the special collimator, may make the detection of reduced flow in 
this region more readily detectable, in comparison with other methods, which 
rely on curve analysis to "separate" the grey and white contributions to the 
total count, and which measure all grey matter not only that In the cortex.
8.1 Methods of Measuring Cerebral Blood Flow; a Brief Review
Cerebral blood flow may be investigated in many different ways, some of 
these methods being quantitative, others semi-quantitative, i.e. suitable for 
estimating relative changes in blood flow, while others give purely qualita­
tive indications of changes of flow. Several reviews of these methods have 
been presented in the literature (61, 62, 63, 64, 141). Cerebral blood flow 
may be expressed either in terms of flow (measured in ml/minute) or in terms 
of tissue perfusion (ml/ralnute/gm of tissue). Methods have been described 
which estimate perfusion in the whole brain ('total flow*) and in individual 
of grey and white tissues. Measurements have also been made of perfusion in 
a particular tissue in a defined region of the brain ('regional cerebral 
blood flow*). In patients, these methods have been almost entirely asso­
ciated with the use of radioactive inert gases. Although the estimate of 
regional blood flow is of particular interest in the context of this chapter, 
a brief survey of the methods used for investigating cerebral blddd flow and
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tissue perfusion, total and regional, is presented.
8*1.1 Miscellaneous Methods
Impedance plethysmography (rheoencephalography) (65, 66, 67, 68, 69) 
consists of detecting regional changes In electrical impedance of the brain 
clue to variations in the cerebral blood volume, and thus cerebral blood 
flow. The method appears to have little or no particular advantages and 
indeed has been severely criticised by several authors (70, 71), Heat 
clearance tochnlqiies have been used in several different ways. In the method 
used by Betz (72), small heating coils are placed in two gold plates and 
heated alternatively. The temperature difference between the plates is mea­
sured by thermocouples. The clearance of heat by convection In the blood 
stream is a measure of the regional cerebral blood flow. Using the Krypton- 
85 clearance technique, (seeasection 8.1.5 below), this method has been 
calibrated (73). Gotoh and his co-workers have used a double themlstor 
method, in which two thermistor beads are placed in the Jugular vein, the one 
nearer the brain being heated for a short period, and the jugular venous flow 
has been measured (74). A similar method of using heated thermistors has 
been applied to measure changes in local tissue blood flow by Cooper (75) 
and by Powers et al (76). The method appears to be useful for physiological 
studies in animals rather than humans. The clearance of hydrogen measured 
polarographically using platinium electrodes has been used to measure regional 
cerebral blood flow in cats (77). The theoretical basis of the method has 
been discussed by Aukland (78). Meyer and Hunter measured local cortical 
blood flow in humans by a polarographic method (79) and inferred the blood
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flow from the measured oxygen tension.
The electromagnetic flow meter bas been used to measure cerebral flow 
in animals (80, 81, 82) and in man (83, 84, 85), Xu the case of cerebral 
blood flow with its profusion of collateral pathways, direct flow measure­
ments carried out with an electromagnetic flow meter do not permit conclu­
sions to be draim concerning the adeqitacy of perfusion ^ of different regions 
of the brain. The technique can only bè applied in association with neck 
dissection. Direct observation of the cerebral vessels in patients under­
going craniotomy (86) and artériographie methods (87), have been used to 
estimate cerebral blood flow bût these are essentially qualitative methods 
althopigh Hilal has attempted to obtain quantitative information (SB),
A disadvantage of methods asssociated with the insertion of a probe 
into the tissue, is the possibility of interaction betxmen the probe, and 
the small region close to the probe of the tissue* which Is being monitored. 
The possibility may always exist that this interaction effects the measured 
flow in an unpredictable manner, Tlie methods described above which measure 
regional flow are limited in their clinical application since some of them 
can only be applied in association with surgical intervention which may not 
always be acceptable. Furthermore accurate quantitation is frequently diffi­
cult and indeed many of these methods have found more application in the 
laboratory rather than in clinical practice,
.1.2 Basic Theoretical Equations Used in the Measurement of Blood Flow
The dye dilution principle of Stewart (89) as applied by Hamilton and 
his colleagues (90) has been used to measure cerebral blootd iï^ ow in man (91,
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92, 93). Excellent papers dealing with the theoretical aspects of this 
technique, and the effect of violation of the assumptions have been presented 
by Meier and Zierler (94) and Zierler (95, 96). Their findings have been 
summarized by Lassen and Hoedt-Rasmussen (97), The estimation of flow is 
discussed in terms of three quantities, the time concentration curve, the 
mean transit time and the volume of the system. Since this theory is funda­
mental to the subject, the basic equations are presented here.
If units of tracer are injected as a bolus at time zero and if ob­
served outflow concentration be c(t), then the amount of tracer which leaves 
the system between times t and (t 4- dt) is c(t)dt.F, where F is the flow 
through the system in ml/unit of time. Since all the tracer eventually 
leaves the system
q^ « Pw c(t),F,dt = c(t).dt
j o  ^o
F (1)
rc(t)dt«J Q
injected quantity/area under the concentration-time curve 
If the whole bolus arrives within the field of view of the detector before 
clearance starts, then the initial height of the clearance curve is a mea­
sure of the quantity of injected material. If V is the volume obtained when 
a tracer is introduced at a constant rate and allowed to distribute itself 
in the head, then it has been shown (93) that this is the volume to which a 
measurement of perfusion rate refers following a bolus injection. In the 
case of an external detector which measures a variation of activity and not 
concentration, equation (1) may be rewritten in the form,
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I'VV = q/r«q(t).dt
O I
u
where q(t) is the &tivlty present at time t. Since c q/V, and if the
partition coefficient, is defined as V/M i.e. the volume of distribution of
the indicator divided by the total weight of the tissue, we may w i t e
F/^M » f/^ « q^/ q(t),dt
 ^0
where f is the perfusion rate (i.e. flow/gm of tiddue). Then,
perfusion rate ^ initial height (H)
partition coefficient area under the activity time curve (A)
i.e. f w ml/gra/unlt time
F,C(t) is the rate at which Indicator is leaving the system at time t, 
and hence F.G(t)/q is the fraction per pnit time of indicator which is 
leaving the system at time t* A frequency function of transit times, h(t), 
may be defined such that
h(t) « F.G(t)/q (3)
Since all the fluid entering the system at sere time must eventually leave 
then
Vh(t).dt “ 1
Q
Mean Transit Time
Consider a population of transit times in which appears times
appears a^ times etc.
Then t (the mean transit time) k  ........ )
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V o  + hh ^ ....... V n
} t#.
i=o *’. '. T  = K y t»(sj/K)
\ \^i o
*■"
:lr-t>
where N » the total number oic observations, Now a^/N is the frequency with 
which t^ occursj that ia, the fraction of the total observations which 
includes t^, in time between -{* (t^ -t- dt) and it is therefore equivalent 
to h(t)dt;
In terms o£ measured quantities t =» 1^'' t*h(t)dt (4)
o
and substituting from (2) t » t ^
by substitution from (1),
Cm
i,e. Mean transit time, t « (5)
r o ( t ) #
 ^o
Volume of the System
Let the volume of those particles which leave the system between times 
t and (t 4* dt) be called dV, The fraction of partielés 'entering the system 
xdiich require transit times in order to leave between t and (t 4- dt), is 
h(t).dt. Therefore the rate at which such particles enter or leave the sys­
tem Is F.h(t),dt, where F is the rate at which fluid enters the system.
The volume of these particles is the time required for them to leave the 
system multiplied by the rate at which they leave. This may be expressed
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mathematically in the form 
dV ^ t.F4i(t)dt
 ^o
Pj t«h(t)dt 
o
Substituting from equation (4)
V ^ F.t <6)
where t ^ mean transit time.
Equations (1), (2), (3), (4), (5) and (6) demonstrate the inter­
relationship between perfusion, blood flow, mean transit time and blood 
volumea Equations have also been presented by Eeirler, and by Lassen (97) 
which relate the equations referring to a bolus injection, to those which 
are relevant xAen a continuous injection or continuous inhalation method is 
used.
3,1.3 Measurement of Total Flow (methods not employing inert gases)
SI 39
Using red cells labelled üith Thorium-B, Cr and 3, Nylin and his 
co'-xjorkers used the dilution curve method to assess cerebral blood flow (98,
99, 100, 101). By an Intravenous injection method, the mean transit time 
in the brain was estimated and from this the cerebral blood flow was esti­
mated. More recently a more direct method of estimating mean transit time 
has been proposed (102), based on the difference between the, time between 
the peaks of the venous and carotid artery activity curves. A similar method 
has been used by Bell (103). Several xmrkers have measured the transit time
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in the brain and used this as an indication of total and also regional 
cerebral blood flow (104), The difficulties of carrying out an exact mea­
surement of transit time, and of estimating the cerebral volume, which is 
required If absolute values of flow are to be calculated, remain however. 
Love and his colleagues have investigated different methods of calculating 
mean transit time (105) and Oldendorf estimated transit time by measuring 
the mode transit time using the points of inflection of the cerebral acti­
vity curve following an intravenous injection (106, 107), By using a spec­
ially shaped collimator he has attempted to obtain uniformity of response 
between the detectors to enable cerebral blood volume to be estimated (108). 
The problem of measuring cerebral blood voL èeüseverely restricts the possi­
bilities of using cerebral blood flow methods based on transit time 
measureinente,
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îodoautipyrine- I, an inert freely diffusible substance which
readily crosses the blood brain barrier has been used by several xjrokers to
estimate cerebral blood flow. Jugular venous and femoral arterial sampling,
associated with an external counter over the head, allox^s a Flck principle
calculation of cerebral blood floxf. Tîiis method has been used by Reinmuth
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et al (109, 110), lodoantipyrine- I had previously been used by 
Saperotein (111) and Steiner (112) to estimate cerebral flox? as a fraction 
of the cardiac output, A second isotopic label, (111) or ^^Rb (112), 
was used in order to estimate the non-cerebral cephalic fraction of the 
total flow to the head, No arterial or venous samples are required in this 
method but there are technical difficulties associatëd with the counting and 
calibration procedures.
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8.1.4 Total Cerebral Flow using Inert Gases
The classical method of measuring cerebral blood flow using nitrous 
oxide devised by Kety and Schmidt (113) has been very widely applied in its 
modified form (114) to acquire much information concerning cerebral metabo­
lism (115), The method consists of measuring the arterial-jugular venous 
nitrous oxide concentration difference* during inhalation of the gas in low 
concentration. The final venous saturation concentration enables the cere­
bral blood flow to be estimated from the formula
C
Cerebral blood flox^ t/gtn of brain tlaéue “
o
where C , final venous saturation concentration at time t 
vt
C « arterial concentration
a
« venous concentration 
% ^ forain-blood partition coefficient of nitrous oxide.
The accuracy of the ülethod was Improved by Lassen and Munok (116) who rep­
laced nitrous oxide by the radioactive inert gas Krypton-85. Since the 
period required to achieve saturation is at least ten minutes, the method 
is not suitable for the study of rapid changes in cerebral blood flow.
Lewis ét al (117) attempted to overcome this disadvantage by the use of 
Krypton-79> and an external counter placed over the head, but the results 
obtained by this method are considerably higher than those obtained by the 
nitrous oxide method. This is attributed to the effect of extracerebral 
tissues and the attenuation of the gamma emissions by the brain tissue (118). 
To overcome several difficulties encountered with the Krypton-85 modification
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of Lassen, McHenry (119), who also used Krypton-85, measured the desaturation 
phase instead of the saturation phase aa In the original study. With the 
de saturation technicj[ue it Is important to allow adequate time for saturation 
before beginning the measurement (120). The methods discussed in this 
section measure total cerebral blood flow per grmi of tissue.
1.5 Regional Blood Flow using Inert Gases
Following the Injection of Krypton-85 dissolved in saline into the 
internal carotid artery of a cat, Lassen and Munch estimated the cortical 
blood flow in a small region of the cat brain by monitoring the clearance 
of activity x^lth a small end windox^ geiger counter (121). This work was 
repeated on dogs and rabbits (122, 123) and a preliminary correlation bet- 
xnQ&n cortical blood floxf and arterial carbon dioxide tension was established 
(124). This correlation was subsequently investigated in detail (125, 126). 
The method xvas also used on the exposed brain of a human (127). The arterial 
injection of krypton dissolved in saline was maintained for approximately 
two minutes following an Initial bolus injection. The initial slope of the 
clearance curve was then estimated and the blood flow calculated from the 
product of the partition coefficient and the initial slope. The cortex- 
blood partition coefficient has been measured directly using a double iso­
tope method (128), and by an in vitro procedure (142).
Estimations of regional blood flow through the intact skull have been 
carried out by Lassen and his co-workers, and others, using scintillation 
detectors, fitted vitli cylindrical collimators to achieve a degree of 
localisation. Krypton-85 (97, 129, 130» 131) and Xenon-133 (97, 132, 133)
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have been used in this way. An internal carotid arterial injection of a 
bolus of radioactivity5 xfithout being follox7ed by a continuous injection,
X7ES used* The regional blood flow may be calculated from the clearance curve 
by the height/area formula of Eierler (96). The clearance curve may also be 
analysed in terms of two components in order to assess the relative flow 
rates in grey and white tissue. The correlation betx^een the so called
outfloxf detection method of Kety and Schmidt and the residue detection method
of Lassen and his CD-x7orkers has been discussed (97) and has shown to be 
essentially the same observation which can be represented by the same basic 
height/area formula. By using an internal carotid injection the contribu­
tion to the clearance curve of extracerebral tissue Is effectively elimina­
ted and the effect of recirculation of the radioactive tracer is kept to a 
minimum. The major criticism of the method is the necessity of performing 
an internal carotid arterial puncture. This restricts the scope of appli­
cation of the method and limits its use in some clinical ^^udies.
In an attempt to overcome this drawback, Hallett and Veall (139, 135) 
introduced their inhalation method. Hox^ever in order to obtain an accurate 
assessment of the cerebral blood flow, allox^ance must be made for the
effects of recirculation and the contribution to the measured count rate of
extracerebral tissues. Veall and Mallett proposed a n à#'correction 
factorj derived from the expired air curve, to allow for recirculation and 
analysed their data in terms of tx7o exponentials. The estimated values for 
cortical flow obtained in this xfay xzere lox^ er than those obtained by the 
injection method. Obrist and his co-X7orkers (136) have also attempted to 
alloxf for both of these effects by a more elaborate procedure. Following
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an InhalaUioîi period of minutes the cerebral activity is monitored 
externally for at least forty-five minutes, A monoexponential clearance 
rate ia assumed from thirty minutes om/ards- The effect of this slowly 
varying component is subtracted from the early part of the curve. This 
remaining curve la assumed to be a composite txfo compartment curve x^hich is 
also a function of the arterial concentration. The effect of arterial re­
circulation is allowed for by assuming that the exhaled air curve reflects 
the arterial concentration and an iterative procedure ia used to find a best 
fit to the measured data. A further refinement in fit is achieved by allow­
ing for the variable delay beWeen the measured air curve and the head curve. 
The résultés obtained by this method are in good agreement with those obtai­
ned by the Internal carotid injection method of other \7orkers. However, 
the reliability of thla method is still to be detemined.
8,1.6 Measurement of Local Cortical Blood Floxf through the Intact Skull
The internal carotid bolus injection method of Lassen would appear to 
be the most acceptable method available for measuring average regional blood 
flox7 in the brain. It has two major limitations. to the unfavourable
scattering characteristics of the 80 keV energy emitted by %enon-133, even 
the relatively long (8 cm x 2.5 cm diameter) collimators used by Xitgvar and 
his co-workers (130, 138) ’’view” a comparatively large segraenfc of brain.
Thus precise regional measurements with this type of open collimator ia 
difficult. Secondly, although a two component analysis may permit the 
effect of the grey matter component the clearance curve to be extracted, 
owing to the large volume of detection this cannot be readily associated
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with any particular depth in the brain. The original prolonged injection- 
initial slope method of Lassen using Krypton-85, made use of the limited 
range of the Krypton-85 beta rays to limit the volume of cortical tissue 
vlex^ed by the counter.
The initial elope method described below was used in an extension of 
this method to humans using Xenon-133 instead of Krypton-85 and measuring 
the clearance of radioactivity through the intact skull (137, 139). Thia 
work was carried out using a special depth focussing collimator (140) in 
order to coxifine the region of interest to the cortex, and to maintain the 
assumptions of the initial slope analysis method valid for practical purpo­
ses. The favourable response characteristics of the collimator which were
133achieved X'lere due in paft to the relatively high attenuation of the Kè 
radiation by the brain tissue and to the natural curvature of the akull.
The region viexmd by this collimator was determined from the measured point 
source response. The detection characteristics resulted In an enhanced res­
ponse to cortical tissue. The detailed study of the theoretical aspects of 
estimating blood flow by this method are presented followed by a detailed 
description of the method of obtaining ;tha collimator response. Tha clinical 
results on eleven patients are presented. Tha initial slope in all caeca 
v?cs obtained by numerical differentiation of tha function obtained by 
fitting a double exponential function to the ièptope clearance data using 
the Berman programüo.
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8,2 Theory
8,2.1 List of Symbols
C- average concentration of inert gas;
t
'io
th
C. “ initial concentration of inert gas in i tissue at onset of
desaturation
G^o ” concentration of inert gas in blood during continuous injection;
» initial concentration in grey matter of inert gas;
G « initial concentration in white matter of inert gas;
th
f^ » flow in i tissue in ml/g/min;
f » average flow in grey matter ml/g/min; 
ë
» average flow in white matter ml/g/min;
f « average blood flow In region viewed by detector;
F » ratio of grey to white matter flow;
th» detector sensitivity factor for 1 tissue;
k <= detector sensitivity factor for all grey matter;
8
“ detector sensitivity factor for all white matter;
IC *= ratio of grey to white matter detector response;
X. “ partition coefficient between tissue and blood of i^^ tissue;
3.
A
S
partition coefficient between grey matter and blood;
= partition coefficient between white matter and blood;
X S3 average partition coefficient to tissue viewed by detector;
^ « observed count-rate;
t
N = observed initial count-rate;
o
« initial slope of clearance curve;
T « injection time;
th
w^ ® weight of i tissue (g);
N ^ total weight of all tissues.
8,2,2 Derivation of Blood Flow Equation
The desaturation curve following the injection of an inert gas and 
assuming no arterial re-circulation can be shorn (143) to be the summation
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of n monoexponential functions, n being the number of different tissues and 
i signifying each individual tissue,
exp « (1)
The observed count-rate can be expressed as,
/ k.(wy'#)G.. oxp - {f,.A.)t <2)
i a
If the initial concentration in each tissue is the same, i.e. is a 
constant and the gltometrical response of each tissue is identical then the 
count rate relative to that at isero time is:-
n
“ V  VJ./W . OKP - (f/X., )t <3)
ic^ îl
and the Initial slope of the clearance curve is given by, 
jdN /N \
r i r ^ | t = o  “ ^  ■= (4)
n
where f = \*w, f./N, the average blood flow in the tissues being examined.
Let us no4'^xamine the effect of inclusion, in the field of view of the 
detector, of regions in which the initial tissue concentration is different 
from the tissue region of interest, Within the region of interest, it is 
assumed that initial concentration is identical, due to a prolonged injec­
tion technique. The other regions are represented as a single tissue. The 
regionrbelng monitored is principally grey matter and any grey matter out­
side the principal region of interest will require a negligible correction 
to equation (3) partly because of the reduced response of the detector to 
these regions, and partly because the difference in the initial concentrations
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within these tissues, from that in the main region of interest, will be 
small. For the purposes of obtaining a correction factor for the effect of 
other tissues, it is assumed that the monitored region can be considered to 
be effectively composed of two tissues consisting of grey and white matter. 
The Initial concentration of tissue i, can be expressed (129) by the 
formula,
h o  “ ^iCaoLl - GXP(- (S)
Therefore we may write,
C /C » f /f
go wo g w
if k w /W Kit w /W and f *=* Ff , by definition,
g g w w s w'
k w C /N « KF.k w C /W (6)
g g go w w wo
ML/N = KF/(KT' + 1) esri - (f A ) |t + 1/(KF + 1) ejsjl - (£ A ) it (7)
^ O L g g J L w W J
Therefore expressing the initial slope in fractional form, we obtain
=. s = _H L _  .!a + — 1— .5» (8)
; <Jt £»0 o (KF + 1) X (KF + 1) \ '
8 w
By rearrangement,
£ “ (1 + 3,/KF^ S - A  A, )f /ÎCF (9)g g o g w w
since £ “ f /F, equation (9) may be rearranged,
w g
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(1 + )
Assuming that X /?^ = 0.66 (80) equation (10) becomes
1 + 1/KF 
1 + .66/KF'‘ ® °
. x„S„ (11)
The effect of a high value of K and F is such as to make equation <11) 
identical with equation (4), In the situation where no enhanced response is 
obtained by using a special collimator, the factor K would equal the relative 
tissue weights of grey and white matter. If the flow ratio is 4, a typical 
value, the magnitude of the correction term reduces from 1.19 (for a K 
factor of 1) to 1.07 with an enhanced collimator response (li = 2). This 
reduction in the absolute magnitude of the correction factor has a signi­
ficantly reduced effect on the total error of the estiifate of blood flow.
For example, the effect of a 50% error in this correction factor would re­
sult in an additional error in estimating the cerebral blood flow of t 7% 
which would be reduced when the enhanced response is achieved, using a 
suitable collimator, to ± 3.5%.
8.3 Physical Investigations
8.3.1 Apparatus
A scintillation detector and a special collimator, a râtemeter, incor­
porating a pulse height analyser (I.D.L. 1750), and a 11*' potentiometric 
chaï't recorder (Honeywell), were used for measuring cerebral blood flow.
The ratemeter and recorder were replaced by a scaler incorporating a pulse
mheight analyser (l.D.L, 1700), for the point source investigation of the 
collimator characteristics. An analyser gate width of 35 - 90 keV was used. 
The detector consisted of a 12.7 cm diameter by 0.63 cm thick sodium iodide 
crystal and a 12.7 cm diameter photomultiplier (Nuclear Enterprises Ltd.), 
The lead collimator shorn diagrammatlcally in fig. 8.1 consisted of two 
segmented tapered circular annul!» cut in a 1.27 cm thick lead disc. Within 
the central c¥oss-over region, a maximum area of the sodiim iodide crystal 
is viewed. The detector response falls off rapidly outside this region.
The mechanical dimensions of the collimator are shown in fig, 8.2 and fig. 
3.3. The exposed area of the crystal is equivalent to an unobstructed area 
of a 2.16 cm diameter crystal. The background count rate of this detector 
and collimator is 8 counts/sec. The maximum count rate, following the 
continuous injection over two minutes of 1 me of Xenon was about 200 counts/ 
second.
The factors w%ich affected the collimator design were 1) crystal size 
2) anatomical and mechanical considerations 3) attenuation characteristics 
of lead at 81 keV, the principal energy emission of Xenon-133.
It is necessary to use a minimum thickness of lead consistent with 
adequate crystal shielding, since the depth response will be improved by 
keeping the angle between the conical apertures and the central axis as 
large as possible. Lead is not the optimum shielding material since the 
attenuation coefficient of tin exceeds that of lead at 81 keV, tungsten is 
better than lead by a factor of 7, and gold by a factor of 10, In order to 
improve the area localizing properties, a segmented gepmetry was adopted, 
the segments shielding approximately one third of the crystal exposed by the 
annul!.
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8,3,2 Investigation of the Collimator Response
The response of the collimator to a point source in air was first 
measured. The point source consisted of & hollow perspex cylinder of 6.3 mm 
internal diatieter and 3 mm internal depth. The wall thickness of the cylin­
der was 1,5 mm. The upper part of the cylinder base was extended and con­
tained a recess into which a depth micrometer could be inserted. Very fine 
variations in the distance of the point source from the face of the colli­
mator could thus be achieved. The point source was filled with water which 
had been equilibrated with Xenon-133 gas, and leakage was prevented by 
relying on a combination of a good mechanical ’push-fit* between each half 
of the cylinder and the use of an adhesive ("Durofix**).
The collimator responee to the point source in air is shoim in fig. 8.4. 
Tlie maximum response occurs 1,75 cm from the collimator face, on the central 
axis. This is approximately the depth below the surface of the head of the 
lower edge of the cortex in the posfcoro-frental region. The width of the 
central axis response curve at 10% and 1% of the maximum response Is 1.4 cm 
end 2.0 era respectively. The maximum response at 2 cm and 3 cm off axis is 
10% and 5%, Fig, 8.5 shows the response of the collimator to a point source 
of Xenon-133 within the upper part of an Inserted, water filled, skull. The 
width of the central axis response curves at 10% and 1% of the maximum is
1.4 cm and 3.5 cm. However, due to the absorption of the Xenon-133 In 
tissue, the off axis response is reduced, yielding a Hiaximum of 6.5% and 
3.5% at 2 era and 3 cm from the central axis. If the radioactivity were dis­
tributed uniformly throughout the cerebral cavity the total response of the 
detector may be estimated by volume integration of the point source response
128
curves shown in fig. 8,6. However, the brain contains nimierous su Id, and 
cavities which do not contain gray or white tissue. The response of the 
detector system to activity in the brain must taka account of this non- 
uniform distribution. In order to obtain a more realistic approximation to 
the actual response, a human brain which had been fixed in formalin was 
sectioned along planes parallel to that in which the collimator is placed 
during a cerebral blood flow measurmmsnt. These sections were photographed 
and the positives included a scale which allowed the magnification to be 
estimated. This was usually equal to unity within ± 2%. Concentric circles . 
were ruled on each of the section photographs. The depth of each section 
below the b^ain surface was measured accurately.
The chord lengths subtended by each individual part of the brain in 
the section, excluding sulci, were measured alopg the circle whose diameters 
were 1 cm, 2 cm, 3 cm, etc. From the chord length, and the radius of the 
circle, the total length of the arc of the circle was calculated from the 
fonmila, arc length ^ x j ^  la half the angle subtended by each
chord at the centre of the circle. The area of brain tissue within each 
amtulus 1 mm wide was then calculated, (Table 8,1a - 8.11). From the 
measured response of the collimator to a point source in water and the mea­
sured area of each annulus, the response of the detector to each aunulus of 
brain tissue at various depths was then calculated (Table 8,2a - 8.21). It 
was assumed that the total thickness of the skin and bone over the surface 
of the brain would normally be 1 cm. This quantity was therefore added to 
the depth of brain when choosi^^ the appropriate response value correspond­
ing to each part of brain* These results were plotted on large scale squared
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paper., Fig, 8,6 shows these annular responses plotted against the distance 
of each annulus from the central axis* By calculating the area under each 
annular response curve using a planimeter» the response of the detector to 
a plane of any given radius can be. found. The planar responses at various 
depths for circles of radii equal to 1,0, 1,5, 2,0, 3*5 and 5.0 cm were 
determined by measuring the areas under the curves up to the specified radii. 
These results are presented in Table 8.3, and the results are plotted in 
fig, 8.7. In order to calculate the volume response of the collimator, the 
area under the curves of fig. 8.7 were estimated. However, since a thicks 
neao of 1 cm was allowed for skin and bone above the brain, the area corres­
ponding to this thickness was excluded from the planar ccesponse curves when 
calculating the volume response. The results for the calculated volume res­
ponse are presented in fig. 8.8* It can be seen that if the activity ware 
uniformly distributed throughout the brain, 50% of the detected counts 
would be due to a cylinder of tissue of 1.5 cm radius and 2 cm deep.
In practice the activity is not uniformly distributed throughout the 
brain not only because of the presence of cavities and sulci, but also be­
cause of the non-uniform distribution of the grey and white matter within; 
the brain. The grey matter predominates near the surface of the brain, and 
since collimator ’sees* mainly this region, the distribution of the grey 
matter in the brain is of Importance, since It detemlnes the factor K In 
equation 11 in the previous section. To investigate this, a tracing on 
paper was made of each section of a brain and the grey matter was outlined. 
The response characteristics were examined in the maimer just described.
The area of grey tissue in aimult of Increasing radii were measured and also
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the total area. The average response in each anmtlue was found from the 
point source response data (Table 8.2), The relative response of the grey 
matter in each plane section %7as then found by integrating the product of 
the area and response over the plane. (Table 8,4), From the planar res­
ponse, by integrating over the depth of the brain, the volume response of 
the grey matter as a fraction of the total response was found, (Table 8,5). 
This fraction represents the factor K which is a measure of the enhanced 
response of the collimator to grey matter. In this case, the result of 2,14 
indicates that the detector Is twice as sensitive to activity in the grey 
matter than in the white matter.
The findings of the collimator investigation may be smmaarised as 
follows. If the activity was uniformly distributed throughout the brain,
50% of the count rate would be due to a cylinder of tiëâue of radius 1.5 cm 
and up to a depth of 2 cm below the surface of the brain. If the activity 
was distributed uniformly in both grey and white tissue, then the detector 
will have twice the sensitivity for the activity in the grey matter than in 
the white matter. Since in a normal subject the grey to white matter flow 
ratio is approximately 4:1, (equation 5, section 8,2.2) this would imply that 
the initial count rate in the detector due to activity in the grey matter 
will be approximately eight times that due to activity in the white matter, 
and as indicated, 50% of these counts will be arising in a small volume close 
to the surface of the brain.
3,3,3 Data Analysis
The clearance curves were examined and a reading taken at five second
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intervals and the background was subtracted. *2ero* time was usually taken 
to be within 10 seconds of the end of the injection. The data was analysed 
using the Berman programme by fitting a double exponential function to the 
data. The maximum count rate was usually about 200 c/s, using a ratemeter 
time constant of 1 second, idiich results in an initial probable error of 
approximately t 3,5%. % e n  the count rate had dropped to about half the 
maximum value, the time constant was usually increased to 3 seconds resulting 
in a probable error of about ±3%. As the count rate decreased further the 
error increased. In the Berman analysis a constant relative error of i 5% 
was assumed in order to set the weighting factor required by the Berman pro­
gramme. The normalised initial slope was calculated substituting the para­
meters derived by the curve fitting procedure in the formula:- 
Normalised Initial Slope 4 - Og)
The error estimates derived by the Berman programme were not used to 
calculate Errors in individual flow estimates, since they are not independent 
errors but also becasue it was felt that a more useful assessment of the 
results may be obtained from the spread of values observed in groups of 
similar subjects or patients. Nevertheless, the estimated parameter errors 
have been noted and are presented in Tablë 8.6.
.4 Clinical Investigations
.4.1 Method of Measuring Cortical Blodd Flow
Measurements of cortical blood f,|;ow were made on anaesthetized patients 
undergoing cerebral angiography for suspected intracranial lesions. Anaes­
thesia was induced with thiopentone and maintained with 75% N^O and oxygen.
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D-tubocorarine (15 - 25 mg) was administered and additional doses of 10 mg 
were given as required. The patients were ventilated with intermittent 
positive pressure on a Barnet ventilator. An open circuit was used and the 
expired gases were led outside the investigation room through a thick-walled 
plastic tube. Tîie collimator and detector described in section 8.3,1 were 
mounted on a special stand and lowered on to the patient’s scalp with the 
centre of the collimator above the posterior part of the frontal cortex.
A catheter was inserted into the internal carotid artery via the 
common carotid artery* The position of the catheter was confirmed by radio­
graphy. About 10 - 15 ml of a saline solution of Xeuoii-133 was injected 
into the catheter, rapidly at first, and then more slowly over two and a 
half minutes. The arrival of activity in the cortex was monitored on the 
chart recorder and the clearance curve obtained on completion of the injec­
tion, A sample of carotid artery blood was taken after each flow estimation 
for the measurement of the arterial carbon dioxide tension.
8.4,2 Clinical Results
Cortical blood flow was measured in eleven patients, of whom four were 
diagnosed to be radiologically normal. The computer derived results are 
presented in Table 8,7. The pGOg correction factors were obtained from the 
relationship derived by Harper and Glass (125) in measurements on dogs.
Over the straight portion of tha curve the correction factor is 2,7%/mm Hg 
of pCOg, This compares with the value of 2.1%/mm Hg used by Relvlch (126) 
and the value of 2,5%/mi Hg derived by Kety and Schmidt (145). The cortical 
blood flow was corrected to a pGOg of 38 mi Hg. In five of the patients
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duplicate detemixiatlono were carried out, in four of these after passive 
hyperventilation and in the fifth after hypoventilation. In three of these 
cases (marked with an asterisk in Table 8.7), the pCOg was outside the 
range. (25 imu - 65 mi Hg pCO^) within which it is considered that the pGOg 
correction factor may be applied with some degree of reliability, and these 
results were therefore excluded from the final assessment. In deriving the 
cortical blood flow, a partition coefficient of 0,84 (142) was assumed in 
all cases, since at the time when these measurements were carried out, the 
dependence of partition eoefficiépt on haematoerit was not appreciated and 
the latter quantity was not measured. The normalised initial slope, which 
had been corrected for pGO^, was also multiplied by a factor 1,07 as requi­
red by the theory (8.2,2) in order to calculate the flow. The clinical 
results are summarized and the diagnoses are presented in Table 8.8. In one 
case (F.R.) the result Is included although the clearance curve was inad­
vertently lost, but the result is quoted in a preliminary publication by 
Harper, Glass, Steven and Granat (139). The result for this subject is 
very close to the mean value determined for the normal group and its inclu­
sion does not substantially affect the mean value.
The average cortical flow in the normal group was found to be 0,820 ± 
.146 ml/min/gra, which agrees well with the value of 0,787 t ,148 ral/mln/gm 
(pGOg of 38) quoted by Ingvar et al (138). The results in the pathological 
group are substantially lower than the normal mean in all cases except one. 
The mean flow in this group is 0,48 ± .156 ml/min/g^B. This difference is 
statistically significant, *p’ is less than 0,01.
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8.5 Discussion
This work vjas carried out to investigate the possibility of extending 
the ’initial slope* method of measuring cortical blood flow using Krypton-85, 
to him^ansj without the necessity of esîposing the brain cortex. The latter 
condition required the use of a gamma emitting Inert gas radioisotope. In 
order to maintain the theoretical assumptions on which the method depends, 
it was necessary to develop a collimator, which would effectively ’view* 
mainly the cortex. It was necessary however to be able to assess the effect 
of the contributions of other tissues. The low energy emission of Xënon-133 
offered two advantages. The detecting crystal could be thin and this allow­
ed the focus of the collimator to be close to the front face, while still 
achieving good detection efficiency. Secondly, the appreciable attenuation 
of the radiation in tissue favoured the preferential detection of cortical 
radioactivity. The major disadvantage of Xenon-133 is the difficulty in 
distinguishing between the scattered and unscattered coDiponents of the detec­
ted radiation, owing to the small change in energy which occurs with scat­
tering at 81 keV, This implies that the 'field of view* of the collimator 
is much larger than might be expected from purely geometric considerations.
The problem, therefore, resolved itself into two distinct parts. The 
first part related to the construction and testing of a suitable collimator.
In view of the highly non-uniform volume which was being investigated (one 
hemisphere of the brain), it was not possible to Infer the detection charac­
teristics of the collimator from a simple ’point source response’. The 
’volume* response of the detector was, therefore, Investigated, as described 
above. The rather large ’focal region* is due to the large scattered
component in the detected radiation. In order to achieve a finer ’focal 
region’, it is necessary to use an alternative radioisotope to Xenon-133.
One possibility is Krypton-85m, a four hour half life isotope which emits a 
120 keV gamma ray. The partition coefficient of Krypton between blood and 
grey matter is about 10% higher than that of Xenon, which is an advantage.
The second part of the investigation concerns the analysis of the 
data obtained when the collimator was used to measure cerebral blood flow. 
Although the curves have been analysed into two exponential components, 
this analysis has been performed entirely with a view to estimating the 
initial slope. No attempt has been made to attach significance to the 
components, i.e. in effect a ’total curve* analysis has been performed.
Any other suitable mathematical function may ef^ ttally well have been fitted 
to the data. In other methods which use ’total curve* analysis (e.g. the 
height/area formula of Sierlor) it is only possible to obtain a flow 
measurement which is a weighted average of blood flow in all tissues. To 
measure blood flow in grey and white matter normally requires curve analy­
sis to be carried out on the clearance curve and the region of brain being 
assayed is a truncated cone of tissue through one hemisphere. In the method 
described above, essentially cortical grey matter blood flow is being esti­
mated without recourse to exponential analysis. Tlie good agreement between 
the normals measured by this method and by the curve analysis method would 
appear to confirm the validity of this procedure. However, the more con­
fined regional properties of the initial slope method described here make 
this technique more sensitive than other procedures to changes in cortical 
blood flow.
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The analysis procedure does, however, present certain difficulties.
For example, if one is interested only in the initial slope of the clearance 
curve, how much of the curve is necessary in order to obtain a reliable 
estimate of the initial slope? If too much of tha curve is included in the 
analysis, the effect of the latter portion of the clearance curve may unduly 
affect the estimate of the initial slope, since the assumption that the 
mmêÊÊémmfmiÊàÊiÊmtfkm relative concentration of tracer initially in the 
tissues of Interest, is equal, Is no longer valid. The extent to which 
the estimate of the initial slope is dependent on the selection of the ’time 
zero’ point Is also unclear. Many of these uncertainties become relatively 
unimportant, if a high counting rate is achieved by the detector so that the 
data accuracy is high. In this case, the very early part of the curve only 
may be fitted with two exponentials using say 1 0  data points each of at 
least 2% accuracy. If the clearance curve is followed for 50 seconds and a 
data point ia taken every five seconds and averaged over that period, then 
approximately 2500 counts must be detected in each period, or a counting 
rate of 500 c/second must he achieved on the last point, Since 50 seconds 
is just over a normal half time of clearance from the cortex, this would 
imply that as initial count rate of 1000 c/s (error t 3%) is required.
From Table 4.2 (Chapter 4) one would expect about 5% parameter errors in 
this situation. Since the value of the initial slope is largely dependent 
on the larger parameters (which have a smaller error), the error in the 
initial slope estimate is probably less than 15%. This figure is arrived at 
by assuming the parameters are independent, using the normal ’propagation# 
of errors’ formula. However, when the maximum count rate is low, as it was
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ia tîila investigation ( 2 0 0  a/s), the estimate of the initial slope is less 
accurate. The lower accuracy of the data is usually associated with a 
higher correlation between parameter estimates, which increases the value 
of the computer derived parameter error estimates. With this count rate it 
is necessary to use data derived over a period longer than fifty seconds in 
order to perform a curve fitting procedure which is to be meaningful. A 
five second sampling period was continued up to five minutes. In five 
cases, where the clearance curves were predominantly monoexponential, the 
fractional errors in the exponents were 3.3%, 3,9%, 2.9% and 10% and 3,8%, 
which are effectively the errors in the Initial slope. However, the esti­
mated errors are greater in the double exponential curves. The statistical 
procedure for estimating the errors, described in Chapter 2, may well be 
usefully applied here* It has not been done for two reasons. The low count 
rate achieved with the depth focussing collimator barely Justifies extra 
effort which would be necessary to carry out the detailed error assessments 
of individual flow estimations by a statistical procedure. Secondly, the; 
small number of subjects examined by the method served simply to assess the 
potential value of the method rather than serve as a detailed application 
study. The five measurements carried out on the four normal subjects may be 
classed as a single homogeneous group, which has been compared with the re­
maining measurements carried out on a non-homogeneous group of patients with 
confirmed pathology. The difference between the means of the two groups is 
highly significant, but of more specific interest is the difference between 
the normal mean and each individual estimate. In this case the accuracy of 
each determination Is of importance. The accuracy of the individual
138
measurements may be improved by using a larger injection quantity of acti­
vity or exposing more crystal area. It is possible that the use of a diffe­
rent isotope would substantially increase the sensitivity since with less 
scatter, a comparable resolution could probably be achieved with greater 
sensitivity. Other alternatives are a higher injected dose or a larger 
crystal. In view of the minute radiation hazard compared with that received 
from cerebral angiography, the use of the increased dose wohld appear 
acceptable when the two types of investigations are being carried out 
siraultaneou sly.
Because of the rapid variation in response with depth it is of impor­
tance to keep the collimator in contact with the skin in order to get maxi­
mum sensitivity to cortical activity. The skin or bone will not receive 
significant aiaounts of activity unless substantial backflow occurs do;m the 
internal carotid artery. This was normally not expected to occur with the 
prolonged Injection method used in this investigation. If a significant air 
gap is present between the collimator and skull,,or if the skull and skin 
thickness were excessive, reduced sensitivity as well as a reduced rate of 
clearance might be expected. It is considered extremely unlikely that the 
observed differences between the normal and pathological cases could be 
accounted for in terms of a tebtnical artefact of this type.
The variations in successive measurements under different conditions 
of pGOg may well be associated \fith Insufficient time being allowed to ob­
tain a steady condition before the second measurement was carried out.
Since it was considered desirable to take the off anaesthesia as
rapidly as possible, only five minutes were normally allowed In order to
acliievo eqitllibration following hyperventilation. It Is possible that the 
reduced values of cerebral blood flow3 when corrected for pOO^? observed In 
the subjects in which repeated measurements were carried out may be related 
to this phenomenon. I^en this worlt was carried out, the dependence of the 
partition coefficient on haematocrlt was not appreciated and this factor 
was not measured. C^îhe error Introduced by assuming a normal haematocrit in 
all cases Is probably not significant * since within the haeniatocrit range 
of 35 - 45) the change in partition coefficient is only ± 0.035 in mean 
value 0.84, I.e. the error introduced is at most about 4%. None of the 
patients who were investigated exhibited any unusual symptoms, which might 
suggest an abnormal haematocrit.
The clinical results demonstrate a significant difference in cortical 
blood flow between the normal and abnormal group. Of particular interest is 
the very low cortical flow observed In the casa of subject Hutcheson, in 
who marked spasm was observed on the carotid angiograph. In only one sub­
ject (Scott) did there appear to be a normal flow in the presence of proven 
pathology* It may be that the clear difference in the cortical flow bet­
ween the normal and abnormal group? is associated with the sensitivity of 
the cortAx to the presence of such abnormal conditions. Fieechl (131) has 
observed that where a reduction in flow has been measured in patients with 
ischaemia, the major change was found in grey matter flow (33%), while the 
reduction in white matter flow was only 23%. McHenry (145) found a 27% 
reduction in total blood flow compared with normals in a group of patients 
with middle cerebral or internal carotid occlusion. This compares with the 
37% reduction in cortical flow found in the pathological series described
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here. In some individual patients, the flow was less than 50% of the normal 
cortical flow. These figures correlate reasonably well with what would have 
been ©Kpected from Fieschi*s observation.
8 . 6  Conclusion
Although other workers refer to ’regional* measurements, these measure­
ments are ugually ’regional’ in only the crudest sense, with large over­
lapping regions being 'viewed* by the individual detectors owing to their 
poor volume response. Very few, if any, such responses have appeared in 
the published literature on the measurement of cerebral blood flow. The 
properties of the collimator described above are not ideal. The collimator 
represents an attempt to obtain a genuine regional flow measurement, where 
the region is sufficiently small to be anatomically significant and where it 
is also of limited depth and does not, as in other methods, see a ’cone’ 
through one half of the brain, Tlie acceptable response of the collimator has
reduced the use of exponential curve analysis to an empirical curve fitting
and atkef
procedure. The good agreement between this|^method$^together with the very 
much improved localisation properties of the depth focusing collimator 
would suggest that a more sensitive version of the collimator may have use­
ful application in clinical practice, A more ’regional* measurement of the 
type possible with this collimator may be even more sensitive to cortical 
blood flow changes in the presence of disease, since the latter tissue is 
being viewed to the relative exclusion of other tissues by the method desc­
ribed. Provided sufficient activity can be injected in order to Improve the 
accuracy of the method, then the initial slope can be estimated after one or
141
two minutes observation, instead of the ten or more minutes required by 
other methods, estimate of the result can be obtained rapidly from the 
elearahop curve, and the exact initial slope may be estimated subsequently 
by empirically fitting a double exponential function to the data.
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The Analysis of Isotope Clearance Data 
in Biological Systems
Abstract;; Clearance curves resulting from biological studies using radio­
active isotopes are frequently described mathematically in terms of the 
suimaation of a number of exponential terms. This allows the curves to be 
interpreted by reference to the physical characteristics of a model of the 
biological system. Numerous exponential curve fitting methods are how 
available which make use of digital computers. Despite the very widespread 
application of exponential curve analysis, a systematic study of the rela­
tive importance of the factors which affect the parameter errors has not 
yet been described.
A quantitative statistical study of the problem is described in this 
thesis with particular reference to the special limitations encountered in 
biological Investigations. These limitations are firstly, the limited num­
ber of samples and, secondly, the relatively poor accuracy normally asso­
ciated with such studies. The accuracy would not normally bë^better than 
± 2% nor would the number of samples exceed 60. Of the ten principal 
factors which affect the errors in the estimated parameters, two of these, 
the exponent and amplitude ratios, are intrinsic factors dependent on the 
system under study. The principal factors under the control of the investi­
gator are the number of samples, the data accuracy, the sampling frequency/ 
and the duration of sampling, which determines the extent to which the data 
define the function under study. Other factors of lesser importance were 
not investigated in the same detail as those mentioned above.
Artificial data, on which a controlled random error was superimposed, 
were generated by a computer programme and recorded on magnetic tape in a 
format suitable for exponential analysis by the Berman SAAM-22 computer 
programme. The parameter errors were estimated by a statistical analysis 
of twenty curve fitting operations carried out on twenty different sets of 
data with a constant controlled random error. Twice the coefficient of 
variation, expressed as a percentage, was taken to be the parameter error,
A range of exponential and amplitude ratios was investigated for two expo­
nential and three exponential functions with data errors from 2 - 10%,
The study has indicated, in quantitative terms, the effects of the 
various factors on the errors associated with the estimated parameters, and 
also the relative Importance of these factors. The results indicate the 
conditions which must be fulfilled if reliable results are tojbe obtained 
by exponential analysis. The information is also of value in designing 
investigations which will subsequently involve exponential analysis of the 
data. In view of the parameter errors encountered in the study of two and 
three exponential functions, it appears unlikely that analysis of biological 
data in terms of a greater number of exponentials will be helpful unless 
further independent information is available concerning the biological 
system under study.
T\ 7 0  clinical applications of exponential curve fitting procedures are 
described. In a study of uric acid metabolism, two different computer 
programmes were used to examine the same data. A mathematical significance 
test was used to indicate which sets of data were better fitted by a double 
rather than a single exponential function. It was found that with one of
K *
these programmes only, when using a particular weighting factor on the data, 
a strong correlation exists between the indication of a double exponential 
function in the data and the clinical diagnosis of gout* This is inter­
preted as evidence of the existence of uric acid in two different physiolo­
gical forms in gouty patients.
In the second study, the detailed Investigation of a depth focusing 
radioisotope collimator, and its use in the measurement of local cortical 
blood flow in the brain, is described. By using this collimator, clearance 
curves of radioactivity from a very small volume of bt-pin tissue in the 
cortex were obtained. The curves were analysed empirically by means of a 
double exponential curve fitting procedure, in order to determine the 
initial slope. No biological significance is assigned to the individual 
exponential terms. Since the collimator is designed to accept radiation 
originating specifically in the cortex, the detector is particularly sensi­
tive to changes of flow in this tissue. The results obtained for cortical 
tissue in normals agree with the values of grey matter flow determined by 
other workers on much larger regions of the brain containing both grey and 
white tissues.
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Correlation
Coefficient
Correlation
Coefficient
ù
Stat.
'^ 2
# * * # stat. Conip, Stat. Opmp. Stat. SSEE- Comp,
0.983 75.3 97.0 77.8 10.24 0.842 44,6 88,6 33,4 53.4
0.986 67.3 361.6 97.7 374,6 0,860 56,2 196.2 38,1* 143.2*
0,956 84.0 563,4 99,8 586,8 0.808 143,9* 441.4* 35,5 240.2
0.942 17.1 13,4 18,6 19.6 0.650 19.5 12.6 8,9 8.4
0.939 31.3 42.4 19.3 51.6 0,671 45.8 44,8 17.7 24.2
0.911 49.5 273.4 63.2 203,8 0.634 93,6 123.2 38.6 87.6
0.885 12.3 9.7 9.7 8.2 0.533 24.8 16.1 ,5.5 4*6
0,886 26.6 25.6 28,9 26,0 0.549 46,5 37,6 15,4 14.8
0.835 49.9 121,8 35,2 38.6 0.517 78,7* 109.3* 21.3 46.8
0.988 27.17 78,2 29,85 81.3 0.864 12.44 34,7 9.39 27.4
0.985 74.75 431,2 71,98 447,5 0.865 35.77 250.1 23.0 129.4
0.987 29.5 42.0 29.0 43,4 0,860 10,9 19.1 11.4 14.8
0.987 55.0 2X8.0 50,5 224.8 0,866 23.1 211,3 15.3 70.4
0.881 3.7 3,7 12,7 8,8 0,475 7.5 5,3 6.3 4,8
0.865 20.9* 24.0* 33.7 42.0 0,413 25,7 28,2 15.9 22.8
0.883 7.4 4,9 6,3 7.7 0.507 10,1 8.3 3,1 4,2
0.862 32.6 52,1 63,4 46,4 0.474 63,0 59.0 166,7 30.8
0.891 19.7 17,0 9.5 9.2 0,567 27,7 30.7 5.5 5,0
0.874 87.6 174,4 34.5 83.8 0,568 93.1 178,4 88.9 50,0
0.858 51.2 49,8 7.1 9,2 0,547 60,2 66,4 3.9 4.6
0.846 116.2 798.6 25.4 469,8 0,572 113.5* 578.4* 15.2 45.8
0.871 4.2 3.0 4,6 9,9 0.463 2,6 5,0 2.9 5,6
0.910 6.1 3.7 16,4 16.6 0.530 4.4 6,6 11,8 10.6
0.941 5.7 6,6 25,9 33.3 0,622 8.1 10.2 18.6 24.4
0.968 12.4 18.0 76.1 83.6 0.732 17,3 20,0 71,1 71,6
0.986 42.3 94,0 122.6 398,3 0.856 30,2 82.5 140.9* 375,8*
0.881 19.2 16,6 22.7 18.4 0,531 27.2 28,9 14.1 10.8
0.842 20.1 27.8 6.2 7.7 0,703 36,3 32,9 2,9 3.8
0,836 93.4 779.8 33,9 194.5 0,719 107,1* 285.6* 14,0 73.4
0.880 4.2 5.1 5.2 5.4 0.526 9,7 26,4 3,2 3,1
0.862 30.7 29.S 32,4 28,2 0.515 39.8 50.5 17,8 16,9
Censored data
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M
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o
o
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0 . 9 50 . 8 5 0 , 9 0
Pig, 4,7 Tho difference between computer and statistically derived error astir 
plotted against the cross oorrela.tion coefficient. Seven points indi 
in Table 4 have not been plotted here owing to their excessive values
TABUS 4.8
Dependence of Difference in Error Estimate and Correlation Coefficient 
Difference in
206
Correlation
Coefficient Error Estimates
Correlation
Coefficient
Difference in 
Error Estimates
1 ^2
0.983 21.7 -67.6 0.842 44.0 20.0
0.986 294.3 276.9 0.860 140,0 105.1*
0.956 479,4 487,0 0.808 297.5* 204.7
0.942 "3.7 1.0 0.650 -6,9 -0.5
0.939 11.1 12.3 0.671 -1.0 6.5
0.911 223,9 135.6 0,634 29.6 49.0
0.885 -2,6 -1.5 0.533 -8.7 -0.9
0.886 -1.0 6.6 0.549 -8.9 -0.6
0.855 71.9 6.6 0.517 31,1* 25,5
0.988 51.0 51,4 0.864 22.3 18.0
0.985 356.4 375.5 0.865 214.3 106.4
0.987 12.5 14.4 0.860 8,2 3.4
0.987 163.0 174.3 0.866 188.2 55.1
0.881 0.0 "3.9 0.475 —2.2 —1.5
0.865 3.1* 8.3 0.413 2.5 6.9
0.883 -2*5 1.4 0,507 -1.8 1.1
0.862 19.5 -17.0 0,474 -4.0 -135.9
0.891 -2.7 -0.3 0.567 3.0 -0.5
0.874 86.8 49,3 0.568 85.3 -38.9
0.858 -1.4 2.1 0.547 6.2 0.7
0.846 682.4 444 « 4 0.572 464.9* 30.6
0.871 -1.2 5.3 0.463 2.9 2.8
0.910 -2.4 0,2 0.530 2.2 —1 • 2
0.941 0.9 7.4 0.622 2.1 5.8
0.968 5.6 7,5 0,732 2,7 0.5
0.986 51*7 175.7 0.856 52.3 254.9*
0.881 -2.6 -4.3 0.531 1.7 -3.3
0.842 7.7 1.5 0.703 -3.4 0.9
0.836 686.4 160.6 0.719 178.5* 59.4
0.880 0.9 0.2 0.526 16.7 —0.1
0.862 -0.9 —4.2 0.515 10.7 -0.9
* Censored data
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TABIÆ y. 2
Urine Urlo Acid Concentration Data
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Fatienfc % Patient 2 Patient 3
Pays % Pose SSXâ % Pose Paye % Dose
0.75 0.045500 1.25 0.0174100 0.75 0.065570
1.25 0.031850 1.75 0.0107100 1.25 0.049510
1.73 0.023900 2.25 0.0073100 1.75 0.031210
2.25 0.018500 2.75 0.0050290 2.23 0.022870
2.75 0.012630 3.50 0,0032940 2.75 0.018990
3.50 0.009220 4.50 0.0016720 3.30 0.013580
4.50 0.005260 5.50 0.0008133 5.30 0.004550
5.50 0.003640 6.50 0.0004348 9.50 0.000473
6.30 0.001965 7.50 0.0002331 10.50 0.000283
7.50 0.001450 8.50 0,0001415 0.25 0.088120
8.50 0.000763 9.50 0.0000818
9.50 0.000551 10.50 0.0000513
10.50 0.000226
0.25 0.071900
Patient 4 Patient 5 Patient 6
paya % Dose 2â2â % Dose m s . % Dose
0.75 0.057430 0.75 0.029160 0.75 0.039010
1.25 0.054630 1.25 0.024230 1.25 0.029600
1.75 0.036370 1.75 0.018050 1.75 0.025050
2.25 0.030680 2.25 0.019480 2.25 0.022280
2.75 0.020420 2.75 0.015370 2.75 0.016410
3.50 0.019180 3.50 0.013610 3.50 0.010270
4.50 0.012780 4.50 0.007108 4.50 0.005182
5.50 0.008545 5.50 0.005178 5.50 0.003418
6.50 0.007243 6.50 0.003970 6,50 0.002218
7.50 0.007045 7.50 0.003136 7.50 0.001365
8.50 0.002914 8.50 0.002237 8.50 0.000824
9.50 0.001990 9.50 0.001709 9.50 0.000578
10.50 0.001764 10.50 0.001453 10.50 0.000391
0.25 0.075010 0.25 0.042700 0.25 0.055930
TABLE 7,3
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Patient 7 Patient 8 Patient 9
Days % Dose ssm % Beso % Dose
0.75 0.042050 0.75 0.038150 0.75 0.032050
1.25 0.035340 1.25 0.026850 1.25 0.025440
1.75 0.029180 1.75 0.018350 1.75 0.020830
2.25 0.022200 2.23 0.014890 2.23 0.013570
2.75 0.022640 2.75 0.011540 3.50 0.007910
3.50 0.014930 3.50 0.007897 4.50 0.004434
4.50 0.011700 4.50 0.004943 5.50 0.003570
6.50 0.005615 5.50 0.003171 6.30 0.002636
7.50 0.003779 6.50 0.001752 7.50 0,001946
8.50 0.002246 7.50 0.001241 8.50 0.001443
9.50 0.001556 8.50 0.000656 9.50 0.001313
0.23 0.055920 9.50 0.000470 10.50 0.001004
0.25 0.047660
Patient 10 Patient 11 Patient 12
2a%6 % Dose Days % Dose gam % Dose
0.75 0.054620 0.75 0.046470 0.75 0,049290
1.25 0,044980 1.25 0.037660 1.25 0,043270
1.75 0.034990 1.75 0.026610 1.75 0.035610
2.25 0.028020 2.25 0.016160 2.25 0.024400
2.75 0.022630 2.75 0.011290 2.75 0,0X9610
3.50 0.015810 3.50 0.008260 3.50 0,017370
4.50 0.011120 4.50 0.003611 4.50 0.010790
5.50 0.007711 5.50 0.001908 5.50 0,007000
6.50 0.005024 6.50 0.000878 6,50 0.004626
7.50 0.003525 7.50 0.000437 7.50 0.003209
8.50 0.002398 8.50 0.000241 6.50 0,002467
9.50 0.001753 9.50 0.000169 9.50 0.001551
10.50 0.001195 10.50 0.000115 10,50 0.001016
0.25 0.072290 0.25 0.089710 0,25 0.053210
TABI.E 7.4
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Patient 13 Patient 14 Patient 15
Days % Dose Sixa 4 Dose Dam % Doae
0.667 0.040220 0.667 0.037770 1.25 0.041950
1.167 0.031600 1.167 0.032850 1.75 0,027500
1.667 0.026830 1.667 0.027510 2.25 0.018640
2.167 0.023280 2.167 0.021590 2.75 0.014600
2.667 0.018100 2.667 0.013910 3.50 0.008891
3.417 0.011950 3.417 0.011860 4.50 0.003544
4.417 0.008425 4.417 0.008318 3.50 0.001837
5.417 0.006253 5.417 0.003481 6.30 0.000958
6.417 0.004163 6.417 0.003751 7.50 0.000624
7.417 0.002843 7.417 0.002695 8.50 0.000394
8.417 0.001765 8.417 0.001563 9.50 0.000208
9.417 0.001192 9.417 0.001021 10.50 0.000125
10.417 0.000886 10.417 0.000714
Patient 16 Patient 17 Patient 18
Days 4 Dose paya % Doae 2sm % Doae
0.75 0.032990 0.75 0.050890 0.75 0.079590
1.25 0.029880 1.23 0.041990 1.25 0.062120
1.75 0.022280 1.75 0.029510 1.75 0.066110
2.25 0.017720 2.25 0.025640 2.25 0.045360
2.75 0.015790 2.75 0.019350 2.75 0.041560
3.50 0.013150 3.30 0,012710 3.50 0.031000
4.50 0.008230 4.50 0.007648 4.50 0.024080
5.50 0.005757 5.50 0,004405 5.50 0.019050
6.50 0.004155 6.50 0.003353 6.50 0.012740
7,50 0,003230 7.50 0.002060 7.50 0.010020
8.50 0.002488 8.50 0.001242 8.50 0.007518
9.50 0.001709 9.50 0.000829 9.50 0.006179
10.50 0,000889 10.50 0.000505 10.50 0.003921
0.25 0.041370 0.25 0.068370 0.25 0.070770
TABLE 7.3
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Patient 19 Patient 20
% Pose Baya % Dosa
0.75 0,026220 0,75 0.027575
1.25 0.025420 1.25 0.025345
1.75 0.020380 1,75 0,017860
2.25 0,016850 2,25 0,015235
2.75 0.014160 2,75 0,012150
3,50 0,011560 3,50 0.008502
4.50 0.007831 4.50 0.004651
5.50 0,005857 5.50 0,002690
6,50 0.004395 6,50 0.001704
7.50 0.002811 7.50 0,001052
a.50 0.002038 8.50 0.000757
9.50 0,001529 9.50 0,000556
10,50 0,001164 10.50 0,000347
0.25 0,029120 0.25 0.033885
TABLE 7.6
F-ratto Test Résulta with Benaan Frogramme (all dal
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Pt.
l!?o,
of
Pts
iniiirtu
"simA"*
One Compartment 
"SIGI'IA"
F-ratio Froba
blllt:
G1 14 6.4122901E-8 1.15787018-7 1.805 5%
GZ 13 7.9964317E-10 6,53689038-9 8.175 1%
G3 10 2.1091440E-8 3.6839936E-8 1.749 5%
G4 14 4.62396078-6 5.8125793E-6 1.257 5%
G5 14 1.66601828-6 2.28737798-6 1.372 5%
G6 14 9.3396518E-8 1.68326528-7 1.802 5%
G7 12 9.34658518-7 1.00296478-6 15101 5%
GB 13 5.76316238-8 1.25394618-7 2.175 5%
G9 13 2.21956298-6 2.73672108-6 1.333 5%
GIO 14 5.54116948-8 5.63833948-7 10.175 1%
Qll 14 9.51831118-9 3.68973438-8 3.876 1%
GIZ 14 6.52395768-7 5.39327668-7 0.806 5%
GÎ3 13 1.58042198-7 1.62226928-7 1.026 5%
GX4 13 1.50750338-7 1.05840678-9 0.007 5%
G15 13 1.23489698-8 6.90622698-8 5.59 1%
G16 14 7.13716468-7 7.32836228-7 1.026 5%
GX7 14 7.71902408-8 1.47083778-7 1.905 3%
G18 14 1.4490958-5 1.03505238-5 0.714 5%
G19 14 1.01201938-5 3.05138288-7 0.03 5%
G20 14 8.05146418-8 1.34521858-7 1.671 5%
is the summation of the weighted least squares
242
11
TABLE 7.7
» a»iT M <  tMU'i M k w a
F«*ratio Test Results Using Gilles
Patient All Data Points 1st Bata Point Omitted
Probability of F Probability of F
1 3,57 X 10"® 2.83 X 10-3
2 3,12 % 10”® 1.72 K 10"4
3 2,38 3i 10"! 1.63 K 10-1
4 1,28 X 10"^ 2.14 % 10-1
5 3.21 K lQ-2 6.23 X 10-1
e 1.29 X io-% 2.93 X 10"1
7 1.06 K 10-1 1.16 X 10"2
a 2.19 52 10"^ 4.50 X 10"^ '
9 1.55 % 10-3 1.55 % 10"®
10 1.11 K 10"4 •1.07 K 10"®
12 S.4fi It lQ-2 4.05 7t 10-1
13 S.36 X 10-2 S. 36 X 10"®
14 4.56 X 10"® 4.56 % 10"®
15 1,14 y 10-4 3.30 K 10"!
10
17
IS 2.56 Ts 10-1
19 6,22 X 10"®
20 3.45 X 10"®
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TABLE 7,IX
Serura Uric Acid Concentration Data
Patient 7 Patient 0 Patient 10
B a m % Dose* Days % Dose Days % Dose
0.00 0.07158 0.06 0.06213 0.15 0.07767
0.15 0.06427 0.23 0.04962 0.31 0.06404
0.31 0.06043 0.33 0.04579 0.49 0.05872
0,48 0.05460 0.50 0.04215 0.56 0.04671
0.94 0.04189 0.97 0.03140 1,30 0.03526
1.23 0.03899 1.27 0.02699 1.48 0.03702
1.46 0.03293 1.5 0.02441 1.97 0.02941
1.94 0.03169 2.0 0.02030 2.28 0.02334
2,23 0.02700 2.5 0.01368 2.49 0.02193
2.5 0.02239 3.0 0.01120 2.94 0.01728
2.96 0.01982 3.23 0.009128 3.24 0.01500
3,25 0.01798 4.0 0.006237 3.52 0.01323
3.54 0.01407 5.0 0.004520 3.95 0.01146
4.04 0.01296 5.97 0.002268 4.96 0.007927
5.00 0.009413 7.0 0.001804 6.92 0.004273
5,98 0.005722 7.92 0.003119
6.96 0.004287 9.42 0.001877
8,10 0.002422 9.94 0.001584
9.05 0.001494
9.96 0.001400
•V % of C-14 adîninistered/mg uric acid
TABLE 7.12 
Serum Uric Acid Concentration Data
247
WliatW HuVà
Patient 11 Patient 12 Patient 13
fiâH % Dose Days«'Iimiim 0n»>n % Doae a s m % POQQW. ,#
0.08 0.08876 0.06 0.09860 0.08 0.05199
0.15 0.07840 0.13 0.07529 0.18 0.04644
0.31 0.0658 0.33 0.06610 0.32 0.04324
0.50 0.04807 0.52 0.05697 0.49 0.04367
0,96 0,03972 0.98 0.04618 0.92 0.03287
1.31 0.02487 1.29 0.04027 1.18 0.02781
1.42 0.02487 1.48 0.03569 1,42 0,02664
1.97 0.01725 1.98 0.02893 1.92 O.OW/»
2.29 0.01130 2.26 0.02590 2.17 0.01679
a,49 0.009404 2.50 0.02335 2.42 0.01611
2.94 0.006626 3.03 0.01848 2.92 0.01284
3.25 0.005759 3.27 0.01683 3.21 0,01148
3.52 0.003855 3.48 0.01542 3.44 0.01181
4.96 0.00102 3.98 0.01283 3.95 0.007807
4.98 0,008319 4.92 0.004039
5.98 0.006307 6.05 0.004054
6.99 0.004492 7.04 0.002342
7.91 0.003011 8.04 0.001941
8.98 0.002166 8.96 0.001641
9.97 0.001655 10.00 0.001379
* % of C-14 administered/rag urie acid
TABLE 7.13
Serum Uric Acid Concentration Data
Patient 14 Patient 15 Patient 16
Siaza % Doae* Days % Dose Daya % Dose
0.08 0.05169 0.10 0.1015 0.10 O.W:757
0.18 0.04526 0.19 0.09143 0.19 0.04213
0.32 0.04191 0.35 0.07474 0.35 0.03681
0.49 0.03930 0.47 0.06938 0.47 0.03968
0.95 0.03171 0.99 0.04084 0.99 0.02753
1.18 0.02899 1.33 0.03283 1.33 0.02695
1.42 0.02530 1.50 0.02996 1.50 0.02748
2.17 0.01753 1.97 0.02105 1.97 0.01957
2.42 0.01523 2.25 0,01637 2.25 0.01946
2.92 0.01420 2.50 0.01417 2.50 0.01926
3.18 0.01224 2.97 0.01155 2.96 0.01505
3.44 0.01394 3.21 0.01373 3.21 0.01446
3.95 0.01053 3.53 0.008024 3.53 0.01454
4.92 0.006917 3.96 0.005405 3.96 0.01097
6.05 0.005866 5.04 0.003605 5.04 0.008529
7.04 0.003608 6.03 0.002041 6.03 0.006032
8.04 0.002473 7.01 0.001426 7.01 0.004285
8.96 0.003508 8.01 0.001124 8.01 0.003100
10.00 0.002545 9.07 0.0009203 9.07 0.002233
10.31 0.0008304 10.31 0.001903
11.08 0.0006261 11.08 0.001701
* % of C-14 Gdministered/ras uric acid
TABLE 7.14
Serum Uric Acid Concentration Data
Patient 17 Patient IB Patient 19
s m . % Dose1 wwniei iwrm Pays % Dose Days % Dose
0.12 0.08629 0.07 0.09076 0.07 0.04027
0.35 0.06097 0.26 0.07101 0.26 0.03218
0.49 0.05688 0.46 0.06212 0.46 0.03156
0.96 0.04041 0.96 0.05508 0.96 0.02538
1.29 0.03185 1.21 0.04849 1.21 0.02124
1.96 0.02089 1.47 0.04667 1.47 0.01881
2.24 0.02032 1.96 0.04120 1.96 0.01719
2.42 0.01944 2.22 0.03696 2.22 0.01604
2.96 0.01427 2.46 0.03430 2.46 0.01418
3.24 0.01274 3.0 0.03147 3.0 0.01249
3.52 0.01017 3.21 0.02849 3.21 0.01164
3.96 0.007666 3.49 0.02643 3.49 0.008667
5.00 0.005682 3.94 0.02391 3.92 0.008990
5.98 0.003504 4.97 0.01964 4.97 0.006401
6.99 0.002336 5.96 0,01414 5.96 0.004801
7.99 0.001348 6.94 0.009351 6.94 0.004092
8.96 0.0009426 7.95 0.007159 7.95 0.002660
10.08 0.0007185 8.99 0.005503 8.99 0.001744
11.00 0.0005749 9.97 0.004274 9.97 0.001408
10.93 0.002438 10.93 0.001172
% of O'" 14 adminiotered/mg uric acid
2 ^  01
TABIE 7.15
Sermi Uric Acid Concentration Data
Patient 20
SSffi % Dose*
0.04 0.04649
0.12 0.03642
0.29 0.03000
0.46 0.02534
0.96 0.01859
1.33 0.01525
1.46 0.01444
1.96 0.01209
2; 27 0.01056
2,52 0.009088
2.98 0.007210
3.23 0.006583
3.46 0.005626
4.00 0.004412
4.96 0.002590
6.04 0.001571
6.50 0.001372
6.98 0.0009907
7.46 0.0008105
7.96 0.0005502
8.44 0.0004516
8.98 0.0004509
9.98 0.0003449
% of G-14 administcred/mg uric acid
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TABUS 8. la
Annular Area of Brain Sections
259
(awnuXar width 0,1 cm)
DEPTH 1,317 cm 
ChordRadius
(cm)
*r*
1*0
2,0
Length
^ c m T
*C»
Half Angle 
9/2
(sin"*^C/2r)
Half Angle
Arc
Length
(cm)
ikrr éi 
I9Ô/1 21
*a*
Annular
Area
(sq.cm)
(0.1a)
f
0,628
1.256
DEPTH 1,635 cm
Radius
*r*
2,0
3,0
TABLE 8.1b 
Annuiar Area of Brain Sections
(annular width 0,1 cm)
4.0
Chord
Length
(cm)
»G*
Half Angle
Total Segment 
Half Angle
Arc
Length
(cm)
’a*
Annular
Area
(sq.cm)
♦A*
0,5 7.18
0,6 8.63
1,3 18,97 83.85 5,86 0,586
2,6 40,54
0,6 8.63
1,4 13,50
0,8 7.65 43.29 4,533 0,453
1,5 14.47
0,5 3,57 3,57 0,489 0,050
TABIÆ 8.1c
Annular Area of Brain Sections
269
(annular width 0,1 cm)
DEPTH 1.952 cm
Radius
(cm)
\ »r*
Chord
Length
(cm)
*c*
Half Angle
Total Segment 
Half Angle
Arc
Length
(cm)
*a'
Annular
Area
(sq.cm)
*A*
2,0 1,8
1,3
26.75
18,97
0.7 10.08 122.67 8.563 0.856
2.0 30,00
2.4 36,87
3.0 0.7 6.70
0.9 8.63 49.85 5,220 0.522
0.7 6.70
2.8 27.82
4.0 0.6 48.58
1.2 8.63 72.43 10.113 1.011
2,1 15.22
5.0 2.0 11,53 11.53 2.012 0.201
TABLE 8.Id
Annular Area of Brain Sections
261
(annular width 0,1 cm)
DEPTH 2,270 cm
Radius
(cm)
1-0. I
2.0
3.0
4.0
5.0
Chord
lifÛSlî»
(cm)
let
2.0
1.5
3.75
0.4
2.1
0.7
1.4
3.9 
2.8
1.9 
1.0
1.4 
0*7 
1.2 
0.7
1.5
1.5 
0.5
Segment 
Half Am l e
30.00
22.03
69.63
5.74
31.67
6.70
13.50
40.54
27.82
13.77
7.18
10.08
5*02
6.89
4.01
8.63
8.63 
2.87
Total Segment
159.07
88.56
36.05
31.03
Arc
Tern)"
*a*
11.105
9.274
5.033
5.415
Annular
Area
(sq.cm)
'A!
1.111
0.927
0.503
0.542
<w
TABLE 84 le
Annular Area of Brain Sections
(annular width 0.1 cm)
2*587 cm
Radius
(cm)
«r<
2.0
3.0
4.0
5.0
Chord
Length
2.0
1.6
3.6 
1.0 
2.55 
1.0 
4,25 
0.8 
3,1
o.a
3.6 
3.0 
0.3 
0.9
1.7 
2.3 
2.9
30.00
O 1 -5
23,58
6 4 .15 
14.47 
39.60 
9.59
45.10
7.66
31.11
7.66 
26,75 
21.25
2.15
6.46
9,78
13,30
16.86
Total Segment
m : a
171.i
101,12
56.61
39.94
Arc
Length
(cm)
*a*
11.943
10.589
7,904
6,970
Annular
"'Area
(eq.cm)
*A*
1.194
1.059
0,790
0,697
TABLE 8.If
Annular Area of Brain Sections
263
DEPTH 3,222 cm
Radius
(cm)
I
Chord
i p g s à
(cm)
*C*
(annular width 0.1 cm)
Segment 
Half Angle
Total Segment 
Half Angle
Arc
Length
(cm)
♦a*
Annular
Area
(sq.cm)
*A*
2*0
3,0
4,0
5.0
1,1
1.7
1.5 
2.15
2.6
1.3
3.0
1.5
2.0 
4,0
1.5 
0,4
1.3
5.5 
0,7
2.6
3.8
15.96
25,15
22,03
32.51 
40.54
12.52 
30.00
14.47
19.48
41.81
10.81 
2,86 
9.35
43.43
4.01
15.07
22,33
136,19
118.28
66*45
41.41
9.507
12.386
9,278
7.227
0.951
1.239
0.928
0.723
TABIE 8.1g
Annular Area of Brain Sections
264
DEFEH 4.492 cm
ea*ÿtiati#AiùiLl»#ertlM!yr:*ewi*.>
Radius Chord
(cm)
«C*
(annular widtli O.X cm)
Total Segment
*4 «Ég. ' ! ' i H  i "i## m  i ijiM
A m ,
A s a s #
(cm)
'a'
Annular
Area
(sq.cm)
’A®
2*0
3.0
4.0
5.0
3.97
1.7 
2.0 
0.7 
0.8 
2.6 
1.3 
2*4 
4.2 
0*8
4.0
1.7
4.7 
0*2 
0*6 
0*6
6.1 
0,4
83.00 
25,15
30.00 
10,08
7*66
25,67
12,32
23*58
44*42
5.74
30.00 
6,45
35,99
1.43
3.44 
3*44
37,59
2*29
148.23
113*65
79.61
46*76
10.348
11.901
11.115
8*161
1.035
1.190
1.112
0.816
TABLE 8. Ml
Annular Area of Brain Sections
265
DErai 5.762 cm
Radius
(cm)
f f
Chord
X
(cmT* 
*C*
(annular width 0.1 cm)
Segment
#k«* —
Half Aim le
Total Sei^mat 
Half A n ^ e
« ,  I il I *  III J»^nrl«Vi«|aÂ4l '&*
Arc
Length
(cm)
*a'
Annular
Area
(aq.em)
*A»
1.5
2.0
3.0
4.0
5.0
3.0 
0.8
3.1 
0.8
3.4 
2.7
2.5 
1,0
3.3 
2,0
1.1
1.3
1.6
1.9 
0.8 
0.8
4.9
1.4
90.00
15.46 
50.81
11.54 
58.21
26.74 
24.63
9.60
33.36
14.47 
7.9 
9.29
11.54
13.74
4.58
4.58 
29.34
8.05
105.46
120.56
94.33
56.94
46.55
5.521
8.416
9.878
7,950
8.124
0.552
0.842
0.988
8.795
0.812
TABLE S.Il
Asunilar Area of Brain Bectiona
263
DE3?TH 6^397 era
Radias
“T s r
Ghprd
•e*
(annular width 0,1 cm)
HqXï An^lfâ
S f e M J s œ i
Half Angle
A m
(cm)
la#
Annular
Area
(FqTcm)
*A*
1.5
a.o
3.0
4.0
5.0
3.0
a.o
4*0
1.9
3.7
1.1
1.5 
2.1 
0.5 
0.75 
3.1
1.7
1.9 
0.4
1.6 
0.7 
2.4
90.00
41.81
90.00 
28*36 
38*07
8.63
10.56
20.48
3.58
5.38
22.00 
12.27 
13.74
2.29
9.2
4.01
13.09
131.81
118.36
77.74
57.77
29.39
6.901
8.263
8.140
8.066
5.129
0.690
0.826
0.814
0.807
0.513
TABÎE 8.2a
Annular Hespanao o£ Drain Sections
267
(annular width 0.1 cm)
DEPTH 1.317 cm
Radius
fSR« « Ç M
Vcm)
I ** t
0.05
0.15
0.25
0.35
0.45
0.55
0,65
0,75
0.85
0.95
1.05
1.15
1,25
1,35
1.45
2,0
3.0
4.0
5.0
Annular
Aroa
(eq.em)
«À*
0.0314
0.0942
0,1570
0.2199
0.2827
0.3455
0.408/^
0.4712
0.5340
0.5969
0.6597
0.7225
0,7853
0,8482
0,9110
1.256
0.0
0.0
0.0
Raappnsû
32.0
41.0
47.0
51.7
55.5
54.5
43.0
34.5
27.0
21.7
17.5
14.2
11.3 
9,0 
6.7 
1.77
.76
.44
,24
AnnulÀr
Response
*E K A*
1.004
3,862
7.379fv
11.368
15,609
18.829
17.561
16.256
14.418
12,952
11,544
10,259
8.873
7.633
6.103
2.223
0.0
0.0
0.0
TABLE 8.2b
Annular Reapopse of Brain Sections
268
(annular %fidth 0.1 cm)
DEBTH 1.635 cm
Radius 
(cm) ‘
Annular
Area
(sq.^k)
Response
(%)
»R*
Annular
*R K A*
0.05 0.0314 84.2 2.643
0.15 0,0942 82,2 7,743
0.25 0,1570 79.2 12.434
0.35 0.2199 75.0 16.492
0.45 0.2827 67.5 19,082
0.55 0,3455 51,0 17,620
0,65 0.408^ j. 37,5 15.315
0*75 0*4712 28.5 13.429
0.85 0,5340 22.5 12.015
0.95 0.5969 17.5 10.445
1.05 0,6597 13.5 8.905
1.15 0,7225 10.7 7.730
1.25 0,7853 8,5 6.675
1.35 0,8482 7.0 5.937
1.45 0,9110 5.7 5.192
2.0 0,3860 1,87 1.095
3.0 0,4530 .78 0.353
4.0 0,0500 ,45 0,022
5.0 0*0 ,25 0,0
TABLE 8.2c
luiar Response of Brain Sections
269
(annuler iildth 0.1 era)
DEPTH 1.952 cm
Radius
(cia)
•r»
Annular
Area
(sq.cm)
*A*
Response
(%)
'R'
Annular
'R K A'
0,05 0.0314 83.0 2.61
0*15 0.0942 79.0 7.441
0.25 0,1570 72,0 11.304
0,35 0,2199 61.0 13.413
0.45 0,2827 49.5 13.993
0.55 0.3455 40.3 13.992
0,05 0.4084 33.0 13.477
0.75 0.4712 27.2 12.816
0.85 0,5340 22.7 12.121
0.95 0.5969 19.0 11.341
1.05 0.6597 16.0 10.555
1*15 0.7225 13.5 9.753
1.25 0,7853 11.2 8.795
1.35 0.8482 9.2 7.803
1.45 0.9110 7.7 7.014
2.0 0.8560 2.05 1.754
3.0 0.5220 0.81 0.422
4,0 1.0110 0.46 0.465
5.0 0.2010 0.26 0.052
TABÏÆ 8.2d#1 1 h#
of Braiu Sections
279
(annular width 0,1 cm)
2,270 cm
Radius
w Â à w - ,  I
(cm)
•r»
0,05
0.15
0,25
0,35
0,45
0,53
0.65
0.75
0,85
0.95
1,05
1.15
1.25
1.35
1,45
2.0
3.0
4.0
5.0
Annular
Aroa
*A*
0
0
0
0942
2199
2827
4084
4712
5340
5969
6597
7225
7853
91X0
1110
5030
5420
(%) 
%»
20.7 
22,2
23.1
23.7
24.0
24.0
23.7
23.0 
21.9
20.2 
16.6
13.0 
10.3
8.3
6.7
2,5
0,84
0.47
% 2 7
Annular 
RoeponBc 
•R & A'
0.65
2,031
3,626
5.211
6.784
8.292
9.679
10,837
11,694
12,057
10.951
9,392
8.083
7,040
6.103
2.777
0,778
0.236
0,146
TABLE 8.2e
Annular Response of Brain SectionsutiMÉi* imwmi* i # ni i . .  i# inwjiMh.
Z71
(annular width 0,1 cm)
DEFTH 2,587 cm
Radius
(cm)
*r*
0,05
0.15
0,25
0.35
0.45
0.55
0.65
0.75
0.85
0.95
1,05
1.15
1.25
1.35
1.45
2.0
3.0
4.0
5.0
Aimular
Area
(sq.cm)
»A*
0,0314
0.0942
0.1570
0.2199
0.2827
0.3455
0.4084
0.4712
0,5340
0.5969
0.6597
0.7225
0,7853
0.8482
0.9110
1.1940
1.0590
0.7900
0.0970
Response Annular
nv
5.75
6.05 
6.45
6.9
7.5 
8,8
11.3
15.4 
17,2 
18.0
17.7 
16.2
13.8 
11.6
9.9 
4.1
.88
,49
,28
*R % A*
0,81
0.5699
1.012
1.517
2.120
3.040
4.614
7.256
9.184
10.744
11.676
11.704
10.837
9.839
9.018
4,895
0.931
0.387
0.195
272
DEPTH 3.222 cm
TABLE 8.2f
of Brain Sections 
(annislar width O.l cm)
Radius
(cm)
'r*
Annular
Area
(sq.cm)
•A*
(%)
•11'
Aaaplsrs 
Response 
•R s A'
0.05 0.0314 2.2 0.07
0.15 0,0942 2.21 0.2031
0.25 0,1570 2.23 0.350
0.35 0.2199 2.25 0.494
0.45 0.282? 2.28 0.644
0.55 0.3455 2.37 0.818
0.65 0,4084 2.49 1.016
0.75 0.4712 2.67 1.258
0,85 0,5340 2.90 1.548
0.95 0.5969 3.22 1,922
1.05 0.659? 3.60 2,374
1.1.5 0.7225 4.00 2.890
1,25 0.7853 4.37 3.431
1.35 0,8482 4.77 4.045
1,45 0.9110 5.15 4.691
2.0 0.9510 6,30 5.991
3.0 1,2390 1.36 1.685
4.0 0.9280 0.52 0.482
5.0 0.7230 0.31 0.224
TABLE 8,2g
Annular Response of Brain Sections
273
(annular width 0.1 cm)
DEPTH 4.492 cm
Radius
(cm)
*r*
Annular
Area
(sq.cm)
%*
Response
(%)
nv
Annular 
Response 
•R X X**
0,05 0.0314 0.92 0,0028
0.15 0.0942 0.96 0,0904
0,25 0.1570 0.99 0.155
0,35 0.2199 1,00 0.219
0,45 0.2827 1.00 0.282
0,55 0.3455 0.98 0.338
0,65 0.40S4 0.95 0,387
0.75 0.47X2 0.91 0.428
0.85 0.5340 0.86 0.459
0,95 0.5069 0.82 0.489
1.05 0.6597 0.78 0,514
1.15 0.7225 0.75 0.541
1.25 0.7853 0.73 0.573
1.35 0.8482 0.71 0.602
1.45 0.9110 0.7 0.637
2.0 1.0350 0.8 0.828
3.0 1.1900 1.6 1.904.
4.0 I.1120 1.9 2.112
5.0 0.8160 0.52 0.424
H i
D E m  3.762
TABIE 8.2h
Annular Response of Brain Scctione
(annular width 0,1 cm)
Radius
" i % r
*r'
Annular
Aroa
(sq.cm)
*A'
Response
'S'
Annular 
Response 
'R ÎI A' ”
0.05 0.0314 0.48 0.0015
0.13 0.0942 0.495 0.0466
0.25 0.1570 0.507 0.079
0.33 0.2199 0.515 0.113
0.45 0.2827 0.520 0.147
0.53 0.3455 0.515 0.177
0.65 0.4084 0.505 0.206
0.75 0.4712 0.490 0.230
0.85 0.5340 0.475 0.253
0.95 0.5969 0.463 0.277
1.05 0.6597 0.457 0.301
1.15 0.7225 0.45 0.325
1.25 0.7853 0.#7 0.351
1.35 0.8482 0.442 0.374
1.45 0.9110 0.437 0.398
2.0 0.8420 0.42 0.353
3.0 0.9880 0.41 0.405
4.0 0.7950 0.40 0.318
5.0 0.8120 0.92 0.747
1.5 0.5520 0,435 0.240
275
DEPTH 6.397 cm
TABLE 8.21 
Annular Response of Brain Sections
IIËIII#11 m  Isd k ' W i:i# Ë * iAW *iAW*i n Wwi#n^.m,i ,*i  n#A.UiK ,     inn ' im n a ti n ii»
(annular width 0,1 cm)
Radius
*r*
Annular
Area
(sqjcm)
•A^
Response
*R*
Annular 
Response 
•R % A*
0*05 0,0314 0,395 0.0012
0,15 0,0942 0.39 0.0367
0,25 0.1570 0.385 0.060
0,35 0.2199 0.302 0.084
0,45 0.2827 0.380 0.107
0.55 0.3455
0,65 0,4084
0,75 0,4712
0,85 0,5340
0,95 0,5969
1.03 0,6597
1,15 0.7225
1,25 0.7853
1,35 0.8482
1.45 0,9110
2.0 0,8260 0.37 0.305
3.0 0,0140 0,32 0.260
4.0 0.8070 0,30 0.242
5,0 0,5130 0,35 0.179
1,5 0,6900 0,30 0.262
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TABIÆ 8.3 
Planar Respoiise of Brain Sections 
for Pianos of Various Radii
Depth
cm 1,0 cm 1,5 cm 2,0 cm 3,5 cm 5.0 cm
1-317 12,02 16.46 18,290 19,270 19.270
1-635 12.78 16.24 17.590 18,30 18,30
1-953 11,25 15,62 17.58 18,51 19,230
2,270 7,08 11,25 13.26 15.13 15,470
2,587 4,070 9,57 12.92 15,78 16,340
3,222 Ü0^S35 2.62 5,66 9,69 10,32
4.492 0.288 0,578 009944 3,09 5.732
5,762 0.143 0,268 0,419 0,995 1.873
6.397 0,110 0.227 0.372 0,806 1.1316
TABLE 8.4
Annular Response of Grey Hattor in Brain Sections 
Relative to Total Tiasuo Eespjmqe
Raitiue Response Area of Grev Tissue
fgîi “i t r ”  ” Tïi7u~e"^~ Totartoal Area
(r) (R) (Ag) <A^ ) (R.A ) (R.A^ )
1 0,40 0 2,68 0 1.072
5*762 2 0,33 3,9 12.54 1,480 4,765
3 0.37 7,3 17,36 2.70 6.343
4 0,30 11.2 21,80 4.26 8,175
5 0,57 12.0 16.80 6.84 9,576
5,5 0.79 10.0 13,90 7,90 10.981
1 0,60 0.6 6.30 0,41 4.284
4,492 2 0.62 4,6 12,50 2.85 7.750
3 0.73 9,0 18,8 7.02 14.664
4 1,92 13,8 23.3 26,50 #,736
5 1.00 11.8 15.7 11.80 15,700
5,5 0.39 9,7 12.8 3.78 4,923
I 2,45 6.3 5,39 15,435
3,222 2 5,60 3,8 12,6 21.28 70.560
3 2.00 10.0 18.8 20.0 37,600
4 0,54 11.4 15,5 6.16 8.370
5 0,32 0,2 10.0 2.62 3,200
5.5 0.66 4,5 5.4 2.97 3,564
1 17*80 4,3 6,3 76.54 112,140
2.270 2 4,30 9,3 12.6 39,99 54.140
3 0.88 8.6 9.4 7,57 8.272
4 0.49 2.6 2,9 1.27 1,421
1 13,70 4,9 6.3 91,63 117.800
1,952 2 2,65 14,0 14,2 37,10 37.630
3 0.87 3,3 3.5 2,87 3,045
4 0,48 0,1 0.1 0,05 O.CKi^S
0,5 41.00 2,2 2.2 90,20 90.20
1,635 1.0 17,20 4,4 4.4 75.68 75,68
1,5 6.20 1,9 1.95 11,78 12.09
2.0 2,20 1,5 1,50 3.30 3.30
2,5 0.80 0,7 0,75 0,56 0,60
z
TABLE 8.5
Planar and Volmae Response of Grey Matter 
Relative to Total Tissue Response
Depth
Ccms)
(t)
5.762
4.492
3.222
2.286
1.968
1.635
Gsey Tissue \
R « jU.A„.dr
S j 8
19.08
45.34
65.32
79.36
95.46
34.22
All Tissue
jR.A^ .dr
36,96
80,91
105,20
99,84
103.20
34.22
Relative Volume Response of Grey Tissue/Mon**Grey Tissue
iR ,dt « 226,0ê S
Grey Tissues 
Total Brain Tissue;
Ratio of response of grey tissue to that of non-grey tissue => 2,14
Ux.dt « 334.5ë X
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Dgfealled Smmary og Ollnical Cérébral Flow RgsuXts
pÜQ^  
(ma %)
pGO^
Correction
lîormallsed
Initial
(înin""^ )
Corrected 
Cortical 
Blood Flow
w y iw #  »\ùr y itf>#hi*aÉi WÉiu ■*■ » * #  ^
Cml/min/gpi)
Créai* 1 
Grear 2 
Beavar 
Innés 
r.R.
Htîtalieaon 1 
Huteheson 2 
Bell 1 
Bell 2 
Scott 1 
Scott 2 
Jackson l 
Jackson 2 
McGregor 
Murray 
Grierson
56.0
30.0
42.0
27.5
40.0
20.0 
74.0*^
46.0
34.5
29.5 
lo.e^ v
32.0 
22,0^ ’*
28.5
25.0
0,682
1,230
0*917
1,280
0,960
1.270
0.526
1*450
1,110
1,240
1.390
1,180
1,370
1,260
1,330
1,100
1,239
*263
.311
.778
.371
,499
,561
,300
,365
,306
,374
627
020
799
770
302
372
774
616
356
415
365
447
*-v Gorreation factor contains excessive error
See text
2S8
of Clinical Results and Diagnoses
Patient
Name
Cortical Blood glow 
(Corrected to pCO^ of 38) 
(îiîl/miîi/^ a7
Greer 1
Greer 2 
Beaver 
Xmtas 
irai.
Normal *889
.627
1*020
.779
.770
Mean .82 S.D. ± .146
Hutcheson
Grierson
McGregor
Murray ■
Scott
Jackson 
Bell 1
Bell 2
Eight Carotid Aneurysm *• 
Marked Spasm
Basilar Artery Aneurysm  ^
Mild Spasm
Migraine
Left Hemisphere Tumour * 
Hydrocephalus
Eight Carotid and Left 
Middle Cerebral Aneurysm
Parkinsonism
Eight Parietal Tumour *• 
Glioblastoma Multiform©
Eight Parietal Tumour •* 
Glloblastaiaa Multiforme
.302
•447
.415
.365
.774
.593
.582
.372
Mean .48 S.D. t .156
