Abstract: The first-order moving average model or MA(1) is given by Xt = Zt − θ 0 Z t−1 , with independent and identically distributed {Zt}. This is arguably the simplest time series model that one can write down. The MA(1) with unit root (θ 0 = 1) arises naturally in a variety of time series applications. For example, if an underlying time series consists of a linear trend plus white noise errors, then the differenced series is an MA(1) with unit root. In such cases, testing for a unit root of the differenced series is equivalent to testing the adequacy of the trend plus noise model. The unit root problem also arises naturally in a signal plus noise model in which the signal is modeled as a random walk. The differenced series follows a MA(1) model and has a unit root if and only if the random walk signal is in fact a constant.
Introduction
The moving average model of order one (MA(1)) given by (1.1)
where {Z t } is a sequence of independent and identically distributed random variables with mean 0 and variance σ 2 , is one of the simplest models in time series. The MA(1) model is invertible if and only if |θ 0 | < 1, since in this case Z t can be represented explicitly in terms of past values of the X t , i.e.,
Under this invertibility constraint, standard estimation procedures that produce asymptotically normal estimates are readily available. For example, ifθ represents the maximum likelihood estimator, found by maximizing the Gaussian likelihood based on the data X 1 , . . . , X n , then it is well known (see Brockwell and Davis [3] ), that
From the form of the limiting variance in (1.2), the asymptotic behavior ofθ, let alone the scaling, is not immediately clear in the unit root case corresponding to θ 0 = 1. In the Gaussian case, the parameters θ 0 and σ 2 are not identifiable without the constraint |θ 0 | ≤ 1. In particular, the profile Gaussian log-likelihood, obtained by concentrating out the variance parameter, satisfies
L(θ) = L(1/θ) .
It follows that θ = 1 is a critical value of the profile likelihood and hence there is a positive probability that θ = 1 is indeed the maximum likelihood estimator. If θ 0 = 1, then it turns out that this probability does not vanish asymptotically (see for example Anderson and Takemura [1] , Tanaka [7] , and Davis and Dunsmuir [6] ). This phenomenon is referred to as the pile-up effect. For the case that θ 0 = 1 or is near one in the sense that θ 0 = 1 + γ/n, it was shown in Davis and Dunsmuir [6] that
where ξ γ is random variable with a discrete component at 0, corresponding to the asymptotic pile-up probability, and a continuous component on (−∞, 0). The MA(1) with unit root (θ 0 = 1) arises naturally in a variety of time series applications. For example, if an underlying time series consists of a linear trend plus white noise errors, then the differenced series is an MA(1) with a unit root. In such cases, testing for a unit root of the differenced series is equivalent to testing the adequacy of the trend plus noise model. The unit root problem also arises naturally in a signal plus noise model in which the signal is modeled as a random walk. The differenced series follows a MA(1) model and has a unit root if and only if the random walk signal is in fact a constant.
For Gaussian likelihood estimation, the pile-up effect is directly attributable to the non-identifiability of θ 0 in the unconstrained parameter space. On the other hand, if the data are non-Gaussian, then θ 0 is identifiable (see Breidt and Davis [2] ). In this paper, we focus on the pile-up probability for estimates based on a Laplace likelihood. Assuming a Laplace distribution for the noise, we derive an expression for the joint likelihood of θ and z init , where z init is an augmented variable that is treated as a parameter and the scale parameter σ is concentrated out of the likelihood. If z init is set equal to 0, then the resulting joint likelihood corresponds to the least absolute deviation (LAD) objective function and the estimator of θ is referred to as the LAD estimator of θ 0 . The exact likelihood can be obtained by integrating out z init . In this case the resulting estimator is referred to as the quasi-maximum likelihood estimator of θ 0 . It turns out that the estimator based on maximizing the joint likelihood always has a positive pile-up probability in the limit regardless of the true noise distribution. In contrast, the quasi-maximum likelihood estimator has a limiting pile-up probability of zero.
In Section 2, we describe the main asymptotic results. We begin by deriving an expression for computing the joint likelihood function based on the observed data and the augmented variable Z init , in terms of the density function of the noise. The exact likelihood function can then be computed by integrating out Z init . After a reparameterizion, we derive the limiting behavior of the joint likelihood for the case when the noise is assumed to follow a Laplace distribution. In Section 3, we focus on the problem of calculating asymptotic pile-up probabilities for estimators which minimize the joint Laplace likelihood (as a function of θ and z init ) and the exact Laplace likelihood. Section 4 contains simulation results which illustrate the asymptotic theory of Section 3.
Main result
Let {X t } be the MA(1) model given in (1.1) where θ 0 ∈ R, {Z t } is a sequence of iid random variables with EZ t = 0 and density function f Z . In order to compute the likelihood based on the observed data X n = (X 1 , . . . , X n ) ′ , it is convenient to define an augmented initial variable Z init defined by
A straightforward calculation shows that the joint density of the observed data X n = (X 1 , X 2 , . . . , X n ) ′ and the initial variable Z init satisfies
where the residuals {z t } are functions of X n = x n , θ, and Z init = z init which can be solved forward by z t = X t + θz t−1 for t = 1, 2, . . . , n with the initial z 0 = z init if |θ| ≤ 1 and backward by z t−1 = θ −1 (z t − X t ) for t = n, n − 1, . . . , 1 with the initial
The Laplace log-likelihood is obtained by taking the density function for Z t to be f Z (z) = exp{−|z|/σ}/(2σ). If we view z init as a parameter, then the joint log-likelihood is given by
Maximizing this function with respect to the scale parameter σ, we obtain σ = n t=0 |z t |/(n + 1).
It follows that maximizing the joint Laplace log-likelihood is equivalent to minimizing the following objective function,
In order to study the asymptotic properties of the minimizer of ℓ n when the model θ 0 = 1, we follow Davis and Dunsmuir [6] by building the sample size into the parameterization of θ. Specifically, we use
where β is any real number. Additionally, since we are also treating z init as a parameter, this term is reparameterized as
Under the (β, α) parameterization, minimizing ℓ n with respect to θ and z init is equivalent to minimizing the function,
with respect to β and α. The following theorem describes the limiting behavior of U n . 
, where σ > 0 is the scale parameter. We further assume that the density function f Z has been normalized so that σ = E|Z t |. Then 
for β ≤ 0, and
for β > 0, in which S(t) and W (t) are the limits of the following partial sums
respectively.
Remark. The stochastic integrals in (2.6) and (2.7) refer to Itô integrals. The double stochastic stochastic integral in the first term on the right side of (2.7) is computed as
where (see (2.15) below)
Proof. We only prove the result (2.5) for a fixed (β, α); the extension to a finite collection of (β, α)'s is relatively straightforward. First consider the case β ≤ 0. For calculating the Laplace likelihood ℓ n (θ, z init ) based on model (1.1), the residuals are solved by z t = X t + θz t−1 for t = 1, 2, . . . , n with the initial value z 0 = z init . Since
, all of the true innovations can be solved forward by Z t = X t + Z t−1 for t = 1, 2, . . . , n with the initial Z 0 . Therefore, the centered term ℓ n (1, Z 0 ) can be written as
For β ≤ 0, i.e., θ ≤ 1,
which, under the true model θ = 1, implies
where y 0 ≡ Z 0 − z init and
for i = 1, 2, . . . , n. Using the identity
for Z = 0, the equation (2.8) is expressed as two summations, the first of which is
where the limit in (2.10) follows from a simple adaptation of Theorem 2.4 (ii) in Chan and Wei [4] .
To handle the second summation in computing U n (β, α), we approximate the sum
where F i is the σ-field generated by {Z j : j = 0, 1, . . . , i}. First we establish convergence of the latter sum and then show that the variance of the difference in sums converges to zero. Since
for y i > 0, and
for y i < 0. Combining these two cases, we have
It is left to show that
converges to zero in probability. Define
The expectation of (2.12) is zero and therefore, it is enough to show that the variance of (2.12) also converges to zero. The variance of (2.12) is equal to
as n → ∞, where
for i < j, and Based on (2.10), (2.11), and (2.13), the proof for β ≤ 0 is complete. The proof for β ≥ 0 given in (2.7) is similar to that for β ≤ 0. For β ≥ 0, i.e., θ ≥ 1, the residuals {z t } are solved backward by z t−1 = θ −1 (z t − X t ) for t = n, n − 1, . . . , 1 with the initial z n ≡ z init + n t=1 X t . Solving these equations, we have
where
which has the same form as that for θ ≤ 1 but with different {y i }. Following a similar derivation for θ ≤ 1, one can show that
in distribution as n → ∞. Combining this with the analogous result (2.13) for β ≥ 0, completes the proof.
We close this section with some elementary results concerning the relationship between the limiting Brownian motions S(t) and W (t) that will be used in the sequel. Since σ = E|Z t |, the process S(t) can be decomposed as
where {W (t)} and {V (t)} are independent standard Bronwnian motions on [0, 1] and 
Pile-up probabilities

Joint likelihood
In this section, we will consider the local maximizer of the joint likelihood given by −ℓ n in (2.2). This estimator was also studied by Davis and Dunsmuir [6] in the Gaussian case. Denote by (θ
init,n ) the local minimizer of ℓ n (θ, z init ) in whicĥ θ (J) n is closest to 1. Using the (β, α) parameterization given in (2.3) and (2.4), this is equivalent to finding the local minimizer (β
n is closest to zero. Moreover, the respective local minimizers of ℓ n and U n are connected through the following relations:
If the convergence of U n to U in Theorem 1 is strengthened to weak convergence of processes on C(R 2 ), then the argument given in Davis and Dunsmuir [6] suggests the convergence in distribution of (β
The proofs of these results are the subject of on-going research and will appear in a forthcoming manuscript.
Turning to the question of pile-up probabilities, we have that 1 is a local minimizer if the derivative of the criterion function from the left is negative and the derivative from the right is positive; that is,
whereα n (β) = arg min α U n (β, α) for given β. Assuming convergence of the rightand left-hand derivatives of the process U n (β,α n (β)), we obtain (3.3)
whereα(β) = arg min α U (β, α). We now proceed to simplify the limits of the two derivatives in the brackets of (3.3) in terms of the processes S(t) and W (t). According to (2.6) in Theorem 2.1, we have 
which is same asα(0−). The derivative of U (β, α) with respect to β at zero from righthand side satisfies
Taking the limit β ↓ 0 and using the remark in Section 2, we have
Non-invertible MA (1) 13 Therefore, the pile-up probability in (3.3) can be expressed in terms of Y as
Exact likelihood estimation
In this section, we consider pile-up probabilities associated with the estimator that maximizes the exact Laplace likelihood. For θ ≤ 1, the joint density of (x n , z init ) satisfies
Integrating out the augmented variable z init , we obtain
where the last term does not depend on σ as n → ∞. So maximizing ℓ * n with respect to θ ≤ 1 is approximately the same as maximizing
with respect to β ≤ 0, Similarly, for θ > 1, the Laplace log-likelihood of (θ, σ) is
where again the last term does not depend on σ as n → ∞. As above, maximizing ℓ * n with respect to θ > 1 is equivalent to maximizing
A heuristic argument based on the process convergence of U n to U suggests that
where U * n is specified by (3.5) for β ≤ 0 and by (3.6) for β > 0. Now ifβ (E) n denotes the local maximum of the exact likelihood, or alternatively the maximizer of U * n (β) that is closest to 0, then the convergence in (3.7) suggests convergence in distribution for the local maximizer of the exact likelihood, i.e.,
is the local maximizer of U * (β) that is closest to 0.
The limiting pile-up probabilities forθ
Fortunately, the right-and left-hand derivatives of U * can be computed explicitly. These are found to be
where Y is defined in (3.4) . The limiting pile-up probability forθ
Remarks
Here we collect several remarks concerning the results of Sections 3.1 and 3.2.
Remark 1. Under the assumptions of Theorem 2.1, the asymptotic pile-up probability for estimatorθ (J) n based on the joint likelihood is always positive. On the other hand, the asymptotic pile-up probability for estimatorθ (E) n based on the exact likelihood is zero.
Remark 2. The two estimators of θ 0 considered in Sections 3.1 and 3.2 were defined as the local optimizers of objective functions that were closest to 1. One could also consider the global optimizers of these objective functions. For example, the exact MLE in the Gaussian case was considered in Davis and Dunsmuir [6] and Davis, Chen and Dunsmuir [5] and has a different limiting distribution than the local MLE. In our case, there will be a positive asymptotic pile-up probability for the global maximum of the joint likelihood and a zero asymptotic pile-up probability for the global maximum of the exact likelihood.
Remark 3. Suppose Z t has a Laplace distribution with the density function
where W (s) and V (s) are independent standard Brownian motions. To prove (3.9), note that the constant c in (2.14) is equal to 1 so that
In the following calculations, we use the well-known Itô formula
Since f (0) = 1/2, the random variable Y defined in (3.4) can be further simplified in terms of W (t) and V (t) as
Therefore, the pile-up probability for Laplace innovations is
where U has the standard normal distribution and Φ(·) is the corresponding cumulative distribution function. This pile-up probability, which was computed via simulation based on 100000 replications of W (t) on [0, 1], has a standard error of 0.0010.
Remark 4.
From the limiting result (3.2), it follows that the random variable Z 0 can be estimated consistently. It may seem odd to have a consistent estimate of a noise term in a moving average process. On the other hand, an MA(1) process with a unit root is both invertible and non-invertible. That is, Z 0 is an element of the two Hilbert spaces generated by the linear span of {X t , t ≤ 0} and {X t , t ≥ 1}, respectively. It is the latter Hilbert space which allows for consistent estimation of Z 0 .
Numerical simulation
In this section, we compute the asymptotic pile-up probabilities associated with the estimatorθ (J) which maximizes the joint Laplace likelihood for several different noise distributions. The empirical properties of estimatorsθ For approximating the asymptotic pile-up probabilities and limiting distribution ofβ (J) n , we first simulate 100000 replications of independent standard Wiener processes W (t) and V (t) on [0, 1] in which W (t) and V (t) are approximated by the partial sums W (t) =
V j / √ 10000, where {W j } and {V j } are independent standard normal random variables. From the simulation of W (t) and V (t), the distribution of the limit random variableβ (J) can be tabulated and the pile-up probability P (−1 < Y < 0) estimated, where Y is given in (3.4) . The empirical pile-up probabilities and their asymptotic limits are displayed in Table 1 for different noise distributions: Laplace, Gaussian, uniform, and t with 5 degrees of freedom. Notice that there is good agreement between the asymptotic and empirical probabilities for sample sizes as small as 50.
For examining the empirical performance of the local maximizersθ
n , we only consider the process generated with Laplace noise with σ = 1 and sample sizes n = 20, 50, 100, 200. For each setup, 1000 realizations of the MA(1) process with θ 0 = 1 are generated and the estimatesθ (J) n andθ (E) n and their corresponding estimates of the scale parameter are obtained. The estimation results are summarized in Table 2 . For comparison, the standard deviation based on the limit distributions ofθ (J) n andθ (E) n are also reported (denoted by asymp in the table), which are obtained numerically based on 100000 replicates of the limit process U . Generally speaking, the empirical root mean square errors are very close to their asymptotic values even for very small samples. Moreover, the estimation error of θ (J) n is about 1/2 the estimation error ofθ (E) n , which indicates the superiority of using the joint likelihood over exact likelihood when θ 0 = 1.
We also considered performance of the two estimatorsθ
in the case when θ 0 = 1. A limit theory for these estimators can be derived in this case by assuming that the true value θ 0 is near 1. That is, we can parameterize the MA(1) parameter by θ 0 = 1 + γ/n (e.g., Davis and Dunsmuir [6] ). While we have not pursued the theory in the near unit root case, the relative performance of these Table 1 Empirical pile-up probabilities of the local maximizerθ 
