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M E T H O D O L O G I E  
I PRESENTATION DE LA RECHERCHE 
Avant toute recherche, ii convient d'en pr^ciser le 
plus finement possible les orientations et les limites . Notre 
directeur de recherche a exprim^ le besoin de faire le point 
sur les applications issues des travaux sur le traitement 
automatique des langues naturelles. L1objectif de notre 
recherche est donc de recuei 11 ir des informations sur les 
diff6rentes applications du traitement automatique des langues 
naturelles ( T.A.L.N.) et sur les bases th6oriques de celles-
rc"i. " " ~ 
Le domaine a 6t6 pr6a1ab1ement limit6 au frangais 
6crit. De plus, notre demandeur a 6cart6 les secteurs de la 
traduction automatique ou assist6e par ordinateur ( T.A.O.) et 
des correcteurs orthographiques. 
II LA RECHERCHE 
Notre sujet, k 11intersection de la 1inguistique, 
de 11informatique et des sciences de 11informatioh fera 1'objet 
d1 une recherche automati s6e compl6t6e par une recherche 
manue11e. 
A La recherche automatis^e 
1) Choix et description des bases de donn^es 
Apr6s consultation du R6pertoire des banques de 
donn6es professionnelles 1990 de 1'ADBS, et parmi les bases de 
donn6es accessibles, nous avons s6lectionn6 pour leur domaine 
de couverture, Pascal, Francis, Inspec, Social Scisearch et MLA 
Bib1iography dont suivent les caract6ristiques. 
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PASCAL 
Produite par le CNRS-INIST (Institut National pour 
11Information Scientifique et Technique) depuis 1973, Pascal 
couvre les domaines des sciences et techniques. 
La base est compos6e d'une partie 
multidisciplinaire, PASCAL M, et de 11 banques sectorielles. 
Les donn^es proviennent d1articles de p6riodiques frangais et 
6trangers, de rapports scientifiques, de th£ses, de comptes-
rendus de congrfes. 
La mise & jour de la base est mensuelle. Disponible -
sur QUESTEL ou sur IRS-ESA, entre autres serveurs, PASCAL 
compte environ 7 500 000 r6f«lrences auxquel les ""la mise rk j<5ur 
ajoute 430 000 donn6es par an. 
FRANCIS 
Autre base importante de 1 ''INIST-CNRSFrancis est ~ 
compos6e de 20 domaines couvrant essentiellement les sciences 
humaines. Nous avons choisi d'interroger Francis Sciences du 
1angage dont les donn^es issues d1artic1es de p6riodiques 
(31%), d1ouvrages, de rapports, de comptes-rendus de congrSs, 
de travaux universitaires sont relatives aux principaux 
domaines de la 1inguistique, incluant la 1inguistique 
appliqu6e. Environ 60 000 r6f6rences ont 6t6 entr4es depuis 
1972. La mise & jour de la base est trimestrielle et son volume 
augmente de 3 200 donndes par an. Francis est servi par 
QUESTEL. 
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INSPEC 
Base de donn^es britannique produite depuis 1969 
par 11Institution of Electrical Engineers (IEE), Inspec couvre 
les domaines de la physique et de 11informatique, incluant un 
secteur sciences et technologies de 1'information et de la 
communication. Les 3500 000 r6f6rences provenant de la 
1 itterature mondiale sont pour 80% des articles de p«§riodiques 
et pour 15% des actes de congr^s. Disponible sur de nombreux 
serveurs dont DIALOG, Inspec accroit son volume de 220 000 
donnies par an grace une mise jovir mensuelle. 
MLA BIBLIOGRAPHY 
Base de donn^es am^ricaine du Modern Language 
Association, MLA Bibliography d6pouille pr6s de 3 000 
p6riodiques et s6ries concernant la linguistique et la 
1itt^rature. Depuis 1966, la base contient environ un million 
de r6firences. Servie par DIALOG, MLA Bibliography est mise & 
jour bimensue 11 ement, ce qui augmente son volume de 100 000 
donn^es par an. 
S0CIAL SCISEARCH 
Produite aux Etats Unis par 11Institute for 
Scientific Information (ISI), cette base couvrant les sciences 
sociales et humaines concerne la linguistique et la 
communication. Disponible sur DIALOG, Social Scisearch contient 
depuis 1972, 2 600 000 r6f6rences extraites principalement de 
p^riodiques. La mise jour mensuelle en accroit le nombre 
d'environ 120 000 par an. 
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2). L'interrogation des bases de donn6es 
Nous avons effectu6 1'interrogation en deux 
phases. 
Une premi&re recherche par QUESTEL pour les bases 
frangaises PASCAL et FRANCIS. Questel permet de rappeler les 
memes 6quations de recherches en passant d1une base k 1'autre. 
Une seconde recherche dans SOCIAL SCISEARCH, 
INSPEC et MLA Bibliography avec la proc6dure "one search" de 
DIALOG qui permet 11uti1isation des memes 6qUatiohs pour les 
trois bases. 
a.)Equations de recherches: 
PASCAL et FRANCIS 
Nous interrogerons sur le basic index en 
vocabulaire libre. Nous croiserons "langue ou langage naturel" 
avec "traitement automatique ou informatique" et nous r<§duirons 
le domaine au "frangais". 
Base : PASCAL 
Qu. Reponses 
1 67649 SCIENCE INFORMATION/FG 
2 1971 (LANGAGE? OU LANGUE?) 1AV NATURE+/T 
3 32345 AUTOMATISATION? OU INFORMATISATION? 
4 43147 TRAITEMENT? AV (AUTOMATI+/T OU INFORMATI+/T) 
5 74158 3 OU 4 
6 36199 FRANCAIS?? 
7 222 1 ET 2 ET 5 
8 18 7 ET 6 < 
9 165 1 ET 5 ET 6 
10 147 9 SAUF 8 
11 7 10 ET LINGUISTIQUE < 
Nous avons s61ectionn6 les 18 et 7 rdponses des 
questions 8 et 11. 
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Base : FRANCIS 
Les quest.ions sont les memes avec un nombre de 
r6ponses diff^rent. 
A la question 11 nous obtenons 14 r^ponses que nous 
s6lectionnons. 
SOCIAL SCISEARCH, INSPEC et MLA BIBLIOGRAPHY 
Nous reprenons la meme strat^gie de recherche avec 
le vocabulaire anglais correspondant. 
File 2 : INSPEC 
Set Items Description 
51 391-2 NATURAL (-) LANGUAGE 
52 1959 AUTOMAT?(W)(TREATMENT? OR PROCESS?) 
53 34 S1 AND S2 
54 21 S3 AND PY>1980 < 
Nous s^lectionnons les 21 r^ponses de la question 
S4. 
La proc6dure "one search" de DIALOG nous permet de 
poser les memes questions i Social Scisearch et k MLA 
^Bib.l.iography.. Nous ob.tenons _respecti.vement .10 i:6pons.es .jpour 
chaque base. 
b.)R4sultats 
Nous examinerons la pertinence des r^sultats 
obtenus avec chaque base de donn^es et v6rifierons la pr^sence 
6ventuelle de doublons. 
- Nous avions retenu pour PASCAL 18 et 7 soit 25 
r4f^rences parmi lesquel les 11 sont ant6rieures ei 1980: nous 
avions omis de pr^ciser la date de publication dans l'6quation 
de recherche. Sur les. 14 r6f6rences restantes, 9 paraissent 
pertinentes. Les 5 autres r6f6rences traitent de traduction 
automatique ou sont strictement th6oriques. 
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- Nous rencorvtrons le meme probl^me avec FRANCIS oti 
10 r6f6rences sur 14 ont une date de publication post6rieure k 
1980. Parmi celles-ci, 7 semblent pertinentes et diff6rentes 
des pr6c6dentes. Pour ces deux bases nous retenons donc 16 
donndies traitant de th^orie et des appl ications. 
- Sur les 21 rif^rences propos^es par INSPEC, 
seulement 5 traitent du frangais dont 2 de 1'oral. Nous ne 
retenons donc que 3 articles. 
- Parmi les 20 r6f6rences des deux autres bases, 2 
sont pertinentes et peuvent etre retenues. Nous n1 obtehoiis donc 
que tr6s peu de donn6es (5) par Inspec, MLA et Social 
Scisearch. Celles-ci sont diff^rentes des premi^res : i 1 n1 y a 
pas de doublons. 
Au total, notre recherche automatis^e nous a fourni 
21 r6f6rences qui sont pour la plupart des articles de 
p6riodiques. Ce r^sultat peut paraitre peu important mais i1 
s1 explique par la caract^ristique de notre sujet: i 1 y a dans 
les revues d6poui116es par les bases de donn6es un grand nombre 
d1 ar.tic.les_th&or.iques sur . le ,trai.tement _automatique_„des „1 angues 
naturelles, mais beaucoup moins sur ses applications & 1'6tude 
ou commercialis6es. 
Nous compl&terons donc notre recherche 
manuellement. 
B. La recherche manuelle 
Devant le petit nombre de r6f6rences obtenues par 
11interrogation des bases de donn^es, nous avons compl6t6 notre 
recherche grace & la documentation de notre demandeur et aux 
renseignements et documents obtenus cl 1'ENSB. 
Nous avons consult6 d1abord les derniers num^ros de 
Pascal Th6ma T 205 ( publication de la base Pascal sciences de 
1'information ) sans r6sultat. 
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Un parcours s^rieux de la derni^re annee de divers 
p^riodiques ( On Line Review, Soft & Micro, Science et Vie 
Micro ) nous a fourni des informations sur diff<§rents produits 
commerciaux. Nous y avons trouv6 deux articles int^ressants qui 
n'6taient pas encore retenus.La consultation du catalogue des 
logiciels Bureautique, PAO et gestion documentaire de CXP et du 
R6pertoire des produits et services de traitement automatique 
de la langue frangaise (x) nous a permis de recenser les 
diverses applications de traitement automatique des langues 
naturelles commercialis6es.A notre demande, certaines soci6t£s 
de " linguisticiel" nous ont adress<§ les documentations de leurs 
produits. 
III. RESULTATS 
Notre recherche automatis6e ne nous a donn6 que peu 
de ref^rences, ce qui s1 explique par les caract<§ristiques de 
notre sujet. D1une part les bases de donnies anglaise et 
amdricaines n'ont qu'une faible couverture du domaine du 
frangais, d' oti le peu de r6sultats satisfaisants pour ces 
bases. D1autre part, les domaines d'application du traitement 
automatique des langues nature11es sont assez vari6s et peuvent 
dans certains cas se rapprocher de 11intel1igence artificielle. 
Ainsi nous aurions pu compl6ter notre recherche par 
1'interrogation de base telle que Artificial Inte11igence 
produite par ElC/Intel1igence Inc. 
Notre recherche manuelle a permis de compl^ter 
1'aspect commercial de ces applications. 
Une part importante des articles signal<§s dans les 
bases se trouvait sur place: 
- dans la documentation du demandeur 
- k 1>ENSB 
- k la Biblioth^que Universitaire 
De plus nous avons obtenu de certaines soci6t6s une 
documentation sur les applications commercialis6es. 
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S Y N T H E S E  
INTRODUCTION 
Le traitement automatique du langage naturel icrit 
a int6ress«§ les chercheurs d6s 1'apparition de 1'ordinateur. 
Les applications sont multiples ( accfes i des bases de donnees, 
consultation de syst&me experts, dialogues homme/machine...) et 
d1une grande importance 6conomique: ne parle-t-on pas des 
"indus,tries de la langue" ? 
Nous aborderons d1abord les differentes phases 
mises en oeuvre pour interpr6ter un 6nonc6, puis nous 
examinerons les diverses applications fonctionne11es et leur 
degr^ de traitement. 
I. LE TRAITEMENT AUTOMATIQUE DU LANGAGE 
Toute entreprise de traitement informatique du 
langage naturel fait des hypoth^ses sur ce qu'est le langage. 
En linguistique, i 1 est convenu de consid^rer cinq niveaux de 
la langue 6crite. 
- Le niveau morphologique permet de reconnaitre les 
mots sous les differentes formes (conjugaison, 
d6c1inaison,...). 
- Le niveau lexical met en correspondance le mot 
une fois reconnu avec les informations dont on dispose sur ce 
mot. 
- Le niveau syntaxique rend compte de 11agencement 
des mots dans une phrase. 
12 
- Le niveau s^mantique fait correspondre des 
situations du monde r4el aux structures reconnues par le niveau 
syntaxique. 
- Le niveau pragmatique interpr^te ces situations 
dans le contexte plus g6n6ral d1un 6change d1informations entre 
11auteur et le lecteur. 
Chacun de ces niveaux suppose un traitement tr6s 
sp6cifique permettant 11id6e d1 un syst6me modulaire en 
traitement automatique. L'architecture de la plupart des 
syst&mes existants se borne une ex6cution s^quentielle des 
traitements allant du morphologique au pragmatique. Les 
r#alisations _ayant une approche int6gr6e sont plus rares. 
L1informatique ne rencontre pas de grosses difficult6s pour les 
traitements morphologique et lexical, ce n'est pas le cas pour 
les niveaux sup6rieurs ( syntaxe, s6mantique, pr agmat i que ) 
pour lesquels de nombreux modfeles ont 6t6 envisag6s. 
Ainsi 11interpr^tation d1un 6nonc6 met g6n£ralement 
en oeuvre plusieurs modules: 
- - anal.yseur- morphologique ,e,t lexical 
- analyseur syntaxique et s^mantique 
- module d1inf6rence 
En fonction de la sp^cificit^ de leur domaine 
d'application et du degr6 d1interpr^tation souhaiti, les 
programmes de traitement du langage naturel combinent plus ou 
moins ces diff^rents modules. 
Le traitement morphologique consiste k d6composer 
les mots en radicaux k partir de la forme representative 
stock6e dans le lexique. Ce traitement permet de ne pas 
mentionner toutes les formes que peut prendre un mot dans le 
lexique, et ainsi de le rendre moins volumineux. 
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L1analyse lexicale fournit des informations sur 1e moti 
- informations grammaticales ( nature du mot, ses flexions) 
- informations s<§mantico-pragmatiques ( traits, synonymes) 
Cette analyse permet de lever 11ambiguiti lexicale: 
certains mots ont un sens diff6rent selon le contexte 
("suite","avocat"). La vocation des analyses morphologique et 
lexicale est de fournir les constituants de base des modules 
syntaxique et s6mantique qui suivent. 
Les analyseurs syntaxiques utilisent diverses 
m<§thodes pour rechercher les diffirentes fagons de regrouper 
les mots. Certains proc^dent du haut vers le bas: ils cherchent 
des phrases vraisemblables dfes le d^but de 11analyse. D1autres 
pr.o.cedent du bas vers le haut en essayant les diffdrentes 
combinaisons locales de mots et faisant marche arri^re chaque 
fois qu1 une combinaison de mots est inacceptable. Certains 
analyseurs utilisent des formalismes: les " r6seaux de 
transition augment6s " expriment la structure des phrases et 
des groupes de mots sous forme d1une suite explicite de 
changements d1 6tat ci suivre ; les " grammaires fonctionne 11 es 
lexicales " 6tablissent pour chaque phrase une structure 
f'on'ctionnel"le "'dans 1'aqueHe -1-es -fonctions grammatical-es ^ sont 
6troitement associ6es aux mots qui les remplissent. 
Les analyses ainsi obtenues constituent les 
donn^es de la quatri&me partie du programme: les analyseurs 
s^mantiques. 11 s transforment la forme syntaxique en une forme 
"logique". Ces analyseurs peuvent utiliser le formalisme du 
calcul des pr6dicats. 
Enfin la derni^re 6tape de comprihension des 
langues est 11analyse pragmatique c1est k dire 11analyse du 
contexte; en effet toute phrase est prise dans un r6seau de 
correspondances: k un moment donn6 par une personne donnee. 
Cette analyse essaie de lever les ambiguit^s contextuelles par 
un codage des connaissances du monde environnant permettant de 
tirer des inf^rences. 
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Nous allons voir un exemple de succession des 
analyses que pourrait mettre en oeuvre un programme de 
compr^hension du langage naturel (Winograd, 1984). 
La phrase analys6e est : Elle appr6cie les 
brillants 6crivains qxie nous avons vus hier. 
Le r^sultat des deux premi^res analyses est une 
liste des mots de la phrase accompagn^s de leur radical, de 
leur cat^gorie lexicale et de leurs traits. 
Analyse morphologique et lexical 
.Mot rRac.ine . ! .Cat4gorie - -Traits 
Elle 
appr^cie 
les 
bri1lants 
icriyains 
que 
nous 
avons 
vus 
hier 
appr^cier 
le 
bri1lant 
nom 
6crivain 
avoir 
avoir 
voir 
pronom 
verbe transitif 
d^terminant 
adjectif 
nom 
pronom relatif 
pronom 
verbe auxi1. 
verbe transitif 
verbe transitif 
adverbe 
3e pers.f6minin singulier 
pr^sent 3e pers.singulier 
d^fini pluriel 
masculin plur. 
concret masc. plur. 
concret masc. plur. 
le pers.plur. 
le pers. plur. 
pr^sent le p. plur. 
participe masc. plur. 
Ces donndes sont soumises k J'analyseur syntaxique 
qui represente la structure de la phrase. 
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E-l-le -appr6eie les br-iLlants r6cr,i,vains que .nous_avons .yus hier. 
L1 analyse s1 ach^ve par la conversion de la 
structure syntaxique de la phrase en une forme permettant de 
tirer des inf6rences. Notre conversion se fera par calcul de 
pr6dicats: le module d'analyse semantique du programme 
hypoth^tique repr6sente le contenu logique de la phrase par des 
symboles du type: x est 6crivain. Nous aurons ainsi: 6crivain 
(x), brillant (y), voir (z,y,t2), appr6cier (y,x,tO), apr^s 
(t2,t0). 
Finalement, le module d'analyse pragmatique indique 
tout ce qui est connu au sujet des variables x, y, z, tO, t2. 
- x= variable quantifi6e 
- y= identit^ d6termin6e par le contexte 
- z= locuteur et d'autres personnes non sp6cifi6es 
- t0= moment de l'6nonc6 du texte 
- t2= moment pass^ d<§crit par "hier" 
La variable x, par exemple est "quantifi6e", c 1 est 
dire qu' e 11 e affirme 1'existence de quelque chose et 
identifie des objets particuliers. Le groupe "les 6crivains" 
est ddfini, en revanche, z reste ambigu car i 1 repr^sente le 
pronom ambigu "nous". 
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II. APPLICATIONS DU TRAITEMENT AUTOMATIQUE DU LANGAGE 
Face la masse croissante d' information de toute 
nature =l traiter et pour faciliter le dialogue homme/machine, 
les 6quipes de recherche et les "industries de la langue " 
d^veloppent des applications int^grant les techniques de 
traitement automatique du langage naturel. Les princ ipaux 
domaines sont la traduction, le classement et la recherche 
d'information ainsi que le dialogue homme/machine. Comme nous 
1'avons d6jci pr6cis6 nous nous attacherons & la langue <§crite 
et nous ne traiterons pas 1e domaine de la traduction. 
Les diff^rents systfemes font appel un type de 
traitement plus ou moins complexe g6iVSra 1'emen't e'n flbnction de 
116tendue de leur domaine d'application. Nous essaierons de 
d6gager plusieurs niveaux de syst6mes en fonction de leur degr£ 
de "rai sonnement" qui permettra de lever les ambiguit^s du 
langage telles que: 
- ambiguit<§ typographique ( le caract&re "E" peut 
s'interpr^ter comme "e","6","k","e","e" ) 
- ambiguiti morpho-lexicale ( "micro ordinateur" 
peut repr^senter "micro" et "ordinateur" ou "micro-ordinateur") 
- ambiguiti morpho-syntaxique ( "prisident" peut 
etre un nom au masculin ou un verbe conjugu^) 
- ambiguit6 de ponctuation ( le point peut marquer 
une fin de phrase ou une abr^viation en milieu de phrase ) 
- ambiguit6 contextue11e telle que: " la petite 
brise la glace" (—> elle a froid ou —> elle va se couper) ou 
encore " i1 veut 6pouser une Danoise qui parle italien" ( = la 
personne qu1i1 a 11intention d1dpouser est danoise et parle 
italien ou = la personne qu'il a 1'intention d'6pouser devra 
etre danoise et parler italien ) (Menon, 1988). 
Nous traiterons donc les diff^rentes applications 
non pas par domaine mais en fonction de la "puissance" de leur 
traitement que nous classerons en trois niveaux: 
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- Niveau 1: traitement statistique et lexical 
- Niveau 2: traitement morpho-lexical syntaxique 
- Niveau 3: traitement morpho-lexical syntaxique et 
s<§mantique. Bien entendu, cette classification n'est pas 
rigide: les limites entre les diff<§rents niveaux sont floues. 
Elle tente seulement de refl6ter les degris de "comp6tence" des 
divers syst^mes. 
l.)Les Applications de Niveau 1 
Le type de traitement de ces applications est 
uniquement statistique et lexical. Certains programmes 
d'analyse de question sont bas^s uniquement sur un traitement 
statistrque des rr6ponseswl^i-bres (Leba-rt, 1-982-) i «^A -pa-K-tir -•d 1 une-
lecture lettre lettre, ce type de syst&me va reconnaitre puis 
compter, classer les formes lexicales et les placer sur un 
graphique en fonction de leur frequence. Ces graphiques sont 
soumis aux interpr6tations de 11uti1isateur. Ce type d1analyse 
utilis^ en sociologie peut-il etre r^ellement qualifi^ de 
traitement automatique du langage ? 
Le traitement statistique peut etre associ^ k un 
traitement lexical. C1est 1 e cas de LEXINET, logiciel 
d1indexation semi-automatique (Chartron, 1987). Le syst&me ne 
dispose pas de dictionnaire de r6firence au d^part mais le 
construit au fur et k mesure avec 1'aide d'un expert. AprSs un 
premier d6coupage, le crit&re statistique de 1 a variance permet 
le filtrage des unitermes: le vocabulaire g6n6ral de variance 
faible est rejet6 dans un antilexique alors que les termes 
sp<§cif iques de variance forte, sont soumis &. 11 intervention 
humaine pour ne conserver que les concepts significatifs. 
Cependant 1'absence de traitement morpho-syntaxique ne permet 
pas de lever les ambiguit6s de ce type ("acoustique": adjectif 
ou nom) pour les termes propos^s. Une comparai son entre 
. 11indexation manuelle et 11indexation semi-automatique 
effectu6e avec LEXINET sur un meme corpus de documents met en 
^vidence les insuffisances et les avantages de chacune mais ne 
permet pas de trancher (Chartron, 1989). 
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Le logiciel de d^poui1lement d1enquetes QUESTION 
est aussi bas6 sur un traitement statistique et lexical. Ce 
logiciel analyse les r6ponses aux questions ouvertes &. partir 
de mots cl6s obtenus par comptage de la fr6quence des mots. De 
plus des matrices d1occurrences simultan6es permettent de 
rep6rer les mots apparaissant en meme temps et ainsi 
d1 effectuer une analyse du contenu partir de groupes de mots 
(Jager, 1989). 
Ces syst^me de niveau 1 peuvent etre satisfaisantS 
dans un secteur pr£cis mais leur limite se fait tr6s vite 
sentir d6s lors qu'on attend un traitement plus profond du 
langage permettant de lever les ambiguit6s morphosyntaxiques. 
2.)Les applications de niveau 2 
Les syst&mes de niveau 2 ont des analyseurs 
syntaxiques qui traitent les niveaux morpho1ogique et 
syntaxique . 
Logiciel de recherche documentaire et d1indexation 
automatique, DARWIN dispose d'un module de traitement morpho-^ 
syntaxique. Ce logiciel n'uti1ise pas de th^saurus, ce qui 
permet de traiter des sujets nouveaux. Le sys^t&me utilise 
quelques connaissances morpho1ogiques de base et des sch6mas 
syntaxiques pour attribuer ci chaque mot du texte une cat^gorie 
grammaticale vraisemblable, autorisant par la suite une analyse 
syntaxique de la phrase. Ces r&gles syntaxiques permettent 
d'isoler les 616ments de signification sans utiliser de 
dictionnaire (Vergne, 1987). Lorsque de nouvelles expressions 
apparaissenty elles sont imm^diatement reconnues. La recherche 
documentaire s 1 effectue partir d'un mot ou d'une expression. 
DARWIN y r6pond en deux temps: d'abord, il donne une liste des 
expressions contenues dans 1 e fonds et proche.; de la question 
pos6e; cette liste est accept6e ou modifi6e par 1'utilisateur; 
ensuite, apr^s envoi de la liste des expressions accept^es i 1 
propose une liste des textes du fonds documentaire.DARWIN ne 
permet donc pas une r6elle recherche en langage naturel. 
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De meme d1autres logiciels tels que ACCENTS, 
syst^me d1accentuation automatique de textes frangais ou LYDIE, 
analyseur de communication sont bas^s sur analyse morpho-
syntaxique. TEX-NAT est un syst&me d'analyse de texte d£velopp6 
pour TEXTO (Lancel, 1988). II dispose de traitement lexical et 
syntaxique. A partir du dictionnaire de base de 50000 termes et 
d1 un vocabulaire technique par domaine, le syst^me effectue 
1'indexation en n'examinant que les d6sign6s comme 
significatifs. Chaque terme est assorti de sa fonction dans 
1' indexation (mot cl6, mot vide, mot en attente) et 
facultativement de son sens. De chaque mot sont extraits les 
segments non li6s aux flexions nominales et verbales. Le 
«-dietionnaire ,es.t^enr,ichi en .cours _de ^ proce.ssus d' indexation. 
Plus complet, SPIRIT est un systfcme d'indexation et 
de recherche d'information textuelle. Ce logiciel dispose d'un 
traitement morphologique et syntaxique associ^ k un traitement 
statistique. L'analyseur linguistique a les caract£ristiques 
suivantes: — le syst^me est ind6pendant du domaine et peut 
analyser des bases de donn^es nouvelles sans n^cessiter un 
™ travai'1 important " ™ _ 
- il est modulaire: chaque module traite un aspect 
de l'analyse 1inguistique. 
Le syst^me a pour but de lever les ambiguit<§s 
mo r-pho - s y-n-t axi que s—et— les—probl &mes—de—ponctuat ion— (Fluhr, 
1983). L'analyse morphologique est r6alis6e par consultation 
d'un dictionnaire de 450 000 entr6es. Les mots vides sont 
«§limin«§s. Un autre lexique d' expressions idiomatiques d'environ 
1500 entr^es permet au syst^me de reconnaitre comme une seule 
entit6 les locutions telles que concurrence de" ou "mettre 
en oeuvre". L'analyse syntaxique l&ve de nombreuses ambiguit^s 
et reconnait les mots compos6s. Les mots retenus sont 
normalis6s sous une forme de base du dictionnaire (livre/nom 
-> livre, livre/verbe > livrer). 
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A chaque forme de mot correspond d1une part la 
liste de ses propri6t6s et d1 autre part la liste des mots 
accentu6s et desaccentu^s correspondants: les formes fl£chies 
(pluriel, f6minin, formes conjugu^es) sont mises en relation 
avec le mot vedette ou lemme. Toute occurrence d'une forme 
fl6chie est syst6matiquement rapportie une occurrence du 
lemme. Par exemple on stockera dans le dictionnaire la fois 
animal et animaux, en indiquant que 1 ' on a affaire k deux 
formes du meme mot. 
Pour pr6senter les documents les plus pertinents, 
le syst&me calcule une proximit^ s6mantique entre la requete et 
les textes bas6e k la fois sur des crit&res 1 inguistiques et 
s,tatis,tiq,ues.. Par ,ces traitements,, SPIRIT peut identifier les 
mots cl6s des questions pos^es en langue naturelle. Ceci offre 
aussi la possibi 1 it6 de poser tout ou une partie de document 
comme question. Par ces aspects, ce syst&me est ci la limite du 
niveau suivant qui en plus essaie de prendre en compte les 
ambiguit6s s^mantiques et contextuelles. 
3.)Les applications de niveau 3 
Ces syst&mes cherchent k lever toutes les 
ambiguit6s du langage naturel grace d. une analyse s^mantique. 
11 s exploitent un savoir li6 aux mots qui permet de les 
organiser en fonction de leurs contenus. Plusieurs syst&mes 
essayent de r6pondre & ces exigences. 
SAPHIR est une interface d•interrogation de bases 
de donn6es en langue naturelle (Normier, 1982). Ce syst^me 
contient plusieurs modules de traitement. Pour 1'analyse 
morpho1ogique, i 1 dispose d'un dictionnaire en deux parties: 
4000 mots standardj et un ensemble de mots et descriptions 
sp^cifiques ci 1'application. 
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L1analyse syntaxique est de type R6seau de 
Transition Augment6 ou ATN propos6s par Woods (1970) qui se 
pr^sente sous 1a forme de graphes r6cursifs. Chaque mot 
rencontr6 est stock6 dans une variable dont 1 a nature sera 
pr6cis6e : 1e 1ien d1appartenance ou de localisation est d6fini 
en fonction de la variable pr6position et de la nature du 
concept de la structure partielle raccrocher. 
Ainsi Le grrand livre bleu de Pierre sera analys<§ de 
la fagon suivante. 
Au d^part, les variables sont initialis6es & l'6tat 
0. Le premier mot cl analyser d6c 1 enche le stockage qui donne: 
DETerminant=1e; NATureDETerminant=article. 
_Llana 1 ys.e .des mo.ts suivants., Juscju.'k de compris 
nous donne un r6sultat partiel: ListeADJectif = grand, bleu; 
Liste des TRAITS = TAILLE, COULEUR; CONCEPT = iivre; NATURE = 
objet; PREP = de. 
Un appel r^cursif nous donne la structure partielle 
associ6e k la fin de la phrase: CONCEPT = Pierre, NATURE = 
personne, QUANTITE = 1. 
La d£finition de la liaison ( appartenance ou 
"1 oca 1 islvtfio"rf) s 1ex£cute ^h "examinant-^le lexique dans --lequel on 
aurait recensi ' les dif f<§rents usages concernant 11emploi des 
pr^position pour chacun des concepts (Debili, 1982), on 
trouverait que la siquence CONCEPTl et CONCEPT2 se traduit dans 
le cas ou la nature de ces objets est respectivement objet et 
personne, par une relation d1appartenance ou d'origine. Le 
processus d1analyse syntaxique nous donne finalement:CONCEPT = 
livre NATURE = objet 
TAILLE = grand 
COULEUR = bleu 
QUANTITE = 1 
APPARTENANCE ou ORIGINE: CONCEPT = Pierre 
NATURE = personne 
QUANTITE = 1 
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L1 ambiguit^ entre appartenance et origine n<§cessite 
des connaissances sur 1'objet et la personne pour etre lev6e. 
L1analyseur s6mantique de SAPHIR l&ve les 
ambiguit^s. De plus, un dialogueur permet de recourir au choix 
de 11 uti 1 isateur dans 1 e cas oii le syst&me dispose de plusieurs 
interpr6tations probables. 
Ce type d1 application a donc pour but de lever le 
maximum de difficult^s du langage naturel en prdvoyant de: 
- faire correspondre au mot trait6 un faisceau de 
connaissance 
- r6duire 1 e bruit engendri par les phinom^nes de 
polys^mie, en permettant de privi16gier telle interpr^tation 
d iun mo.t ou d1 un groupe de mo„ts .en f.onction ,d Vune appr^c iation 
s^mantique du contexte immddiat. II s1agit de caractdriser le 
contexte d1apparition des 6l6ments polys6miques pour que chaque 
combinaison reconnue oriente vers une interpretation probable. 
Ainsi pour les mots administration et administrer on peut 
distinguer les contextes diff^rents: 
objet = m^dicament > soins m6dicaux 
objet = entreprise > conseil d'administration 
~ objfet = m"ih'is"t£re "> ~administration centrale 
objet =unit6 g6ographique > administration locale 
D1 autres syst^mes appartiennent ce niveau. ALETH 
est un noyau logiciel d1analyse automatique de texte qui peut 
etre utilis6 pour des applications spicifiques. Des modules 
morpho-syntaxiques et s6mantique permettent d1analyser les 
textes par extraction automatique des termes descripteurs ci 
partir d'une base de connaissance. 
A partir de cet outil sont d6velopp6s des syst^mes 
d1analyse de contenu et de dialogue naturel & 11intention de 
1'utilisateur final: des applications documentaires et en 
particulier une application t616matique avec le minitel 
"intel1igent" (Siri, 1986) . 
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ANAGOGE et HIERARCHIE sont des systSmes d'analyse 
de textes comprenant un traitement syntaxico-s6mantique. Les 
domaines d'application sont 1 1estimation de 11efficacit6 d1 un 
texte du point de vue communicatif pour le premier et 
11alimentation de bases de donn^es pour le deuxi^me. 
Enfin, outil d1aide & la cr^ation de textes 
promotionnels, BRAIN BOOSTER dispose de traitements lexical, 
syntaxique, s6mantique et phon^tique. II fonctionne comme un 
dictionnaire de synonymes, de rimes, d1expressions, et peut 
etre interrog^ par crit'6re s6mantique et phon6tique. Le 
dictionnaire de 35000 mots est compl6t6 par un systSme de 
champs s6mantiques. Les expre.ssions sont obtenues par repirage 
phon^tique ( nombre de syllabes, contenance phon6tique, 
consonnes sonorisables ) et par acc&s aux champs s^mantiques. 
La cr6ation de termes s1effectue par combinaison de graphes 
satisfaisant k des crit&res s<§mantiques et sonores. 
Nous avons donc vu qu'un certain nombre de syst&mes 
de niveau 3, aux performances assez in§gales int^ressent des 
domaines d'application vari6s. Le probl&me majeur reste 
d1 optri-mi-ser -la compr^hens-ion du langage grace ci -des modul.es 
pragmatiques disposant de repr^sentation des connaissances. 
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CONCLUSION 
Le traitement automatique des langues naturelles a 
fait 1'objet de nombreuses recherches dont les resultats n'ont 
pas toujours abouti k des applications. Cependant, les enjeux 
^conomiques sont importants et 11emploi du terme "industrie de 
la langue" se gin^ralise avec 1'apparition de produits 
commercia-Lises. = - • 
Nous avons vu que sont r6alis6s avec fiabilit^ des 
syst&mes ayant des performances uti1isables dans de nombreux 
domaines ou la s^mantique est restreinte. Cependant la 
probl6matique majeure de la compr^hension du langage naturel 
reste la repr6sentation des connaissances. Ainsi les syst^mes 
actuellement les plus performants intfegrent une certaine 
capacit^ de raisonnement proche de 11Intel1igence Artificielle. 
I I n' e"st donc pas impossible d"'"esp6rer WY* 6"laborat'ion ~et rla 
r6alisation de syst^mes de traitement automatique du langage, 
certes complexes, mais incorporant suffisamment de 
connaissances pour etre des outils valables dans de nombreux 
domaines d'application. 
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A N N E X E I 
LOGICIELS DE TRAITEMENT AUTOMATIQUE DU LANGAGE 
NOM TRAITEMENT DOMAINE DISTRIBUTEUR 
ACCENTS 
ALETH 
ANAGOGE 
BRAIN 
BOOSTER 2 
DARWIN 3 
HIERARCHIE 
INFLUX 
LYDIE 2 
lexical 
syntaxique 
morphologique 
syntaxique 
s6mantique 
syntaxico-
s^mantique 
lexical 
syntaxique 
sdmantique 
syntaxique 
syntaxico-
s^mantique 
lexical 
s^mantique 
th^saurus 
syntaxique 
accentuation 
des textes 
analyse 
automatique 
de textes 
analyseur de 
textes 
aide la creation 
de textes 
promotionnels 
indexation 
automatique 
recherche 
documentaire 
analyseur de 
textes (B.D.) 
gestion 
documentaire 
analyseur 
de textes 
Edit Inc. 
GSI ERLI 
LIDIA S.A 
KAOS S.A. 
CORA 
LIDIA S.A 
DATAWARE 
CORA 
MACCAO 
MICRO MIND 
syntaxique 
s^mantique 
phon^tique 
syntaxique 
statistique 
QUALITATIVE syntaxico-
s^mantique 
analyseur de SECIA 
texte pour g6n6rateur 
de syst&me d1EAO 
documentation SCERGIE 
automatique 
traitement d1enquete LIDIA S.A 
qualitative 
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NOM TRAITEMENT DOMAINE DISTRIBUTEUR 
QUESTION 
SAOR 
SAPHIR 
lexical 
statistique 
lexical 
syntaxique 
simantique 
_ morp,hq_Lqg.ic[vie 
syntaxique 
s^mantique 
SELECTEUR DE syntaxique 
COMPETENCE 2 
SPIRIT 
TEX-NAT 
morphologique 
syntaxique 
statistique 
lexical 
syntaxique 
"s^manfique 
traitement d1enquete 
analyse de donn^es 
orientation auto-
matique de dossiers 
de retraite 
interroqation de 
bases de donn^es 
relationnelles 
analyse de 
curriculum vitae 
gestion et 
recherche 
documentaire 
analyse de 
texte (TEXTO) 
STATILOGIE 
COGNITECH 
INTELLIGENT 
SYSTEMS 
CORA 
SYSTEX 
CHEMDATA 
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A N N E X E II 
LISTE DES DISTRIBUTEURS & & 
DISTRIBUTEUR LOGICIEL ADRESSE 
CHEMDATA TEX-NAT 17, Quai Gillet 69316 LYON CEDEX 04 
COGNITECH SAOR 167, Rue du Chevaleret 
75013 PARIS 
-CORA ,DARWIN --
LYDIE 
SELECTEUR DE 
COMPETENCE 
.9.3, Avenue ,de 
Fontainebleau 
94270 LE KREMLIN BICETRE 
DATAWARE INFLUX 95, Bd S6bastopol 
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INTELLIGENT 
SYSTEMS 
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KAOS S.A. BRAIN BOOSTER 87, Rue Voltaire 
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LIDIA S.A. QUALITATIVE 
ANAGOGE 
HIERARCHIE 
6, Rue Jeanne d'Arc 
45000 ORLEANS 
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75003 PARIS 
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75019 PARIS 
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