Abstract. We introduce the use of liaison addition to the study of hyperplane arrangements. For an arrangement, A, of hyperplanes in P n , A is free if R/J is Cohen-Macaulay, where J is the Jacobian ideal of A. Terao's conjecture says that freeness of A is determined by the combinatorics of the intersection lattice of A. We study the Cohen-Macaulayness of three other ideals, all unmixed, that are closely related to A. Let J = q 1 ∩ · · · ∩ q s be the intersection of height two primary components of J and
Introduction
Let R = k[x 0 , . . . , x n ], where k is a field of characteristic zero. Let F be a homogeneous polynomial and let J be the Jacobian ideal of F . Of course a huge number of papers have studied Jacobian ideals and the schemes that they define. In this paper we focus on homogeneous polynomials F defining hyperplane arrangements. Specifically, let A be a hyperplane arrangement in P n containing d hyperplanes. Let F be a product of linear forms defining A and let J be the Jacobian ideal of F .
The ideal J has height two. Let E be the syzygy module of J, so we have an exact sequence
and let J = q 1 ∩ · · · ∩ q r be a primary decomposition of J. Let p i be the associated prime of q i . Many papers have studied the situation when E is a free module, i.e. when R/J is a Cohen-Macaulay ring. The papers [17] and [14] studied issues of when the sheafification,Ẽ, is locally free, and [5] studied the saturation, J sat , of J with respect to the homogeneous maximal ideal m of R, (but in a more general setting, with applications to line arrangements, in the case n = 2). Notice that the saturation of J means that we remove a primary component whose associated prime is m (if it exists), but that when n ≥ 3, J sat could still have embedded (but not isolated) components of height > 2. That is, even J sat may fail to be unmixed. In this paper we take this one step further and remove the remaining components from the primary decomposition that have height > 2. We will be interested in three unmixed ideals that arise very naturally from J. First, we consider the intersection of the codimension two ideals in a primary decomposition of J, which we will denote J. The second ideal that we study is the radical of J, denotedplane in the arrangement. Other than that, we do not care how reduced components meet each other or how they meet non-reduced components.
For most of this paper we will focus on the case n = 3, and we will obtain the above result by taking general hyperplane sections.
While the focus in the above theorem is on whether or not a ring is Cohen-Macaulay, in the case of a curve C in P 3 there is actually a very useful graded module that measures the failure of R/I C to be Cohen-Macaulay (i.e. the failure of C to be arithmetically Cohen-Macaulay (ACM)) degree by degree. This is the so-called Hartshorne-Rao module of C, M (C), which we recall in the next section. Recall that the Hartshorne-Rao module plays a central role in the even liaison class of C. Thus we also study the even liaison class of the schemes C F and C red F . Proposition 2.6 and Proposition 2.9 show how liaison addition and basic double linkage (two tools from liaison theory) can be applied to arrangements.
To state the second main result, we refine our notation so that if A is a hyperplane arrangement defined by a product, F , of linear forms, then the scheme defined by the top dimensional part of the corresponding Jacobian ideal is denoted by C F and the scheme defined by the radical √ J is C red F . The main result of §6 is the following (see Theorem 6.2 and Corollary 6.5), where we show that both curves can be made to fail to be ACM in only one degree, and nevertheless the failure can be made as large as desired! Theorem. Let r ≥ 1 be a positive integer. Then:
(i) There exists a positive integer N and a product of linear forms F , defining an arrangement A F in P 3 , such that
and all other components of M (C F ) are zero. (ii) There exists a positive integer N and a product of linear forms F , defining an arrangement A F in P 3 , such that dim M (C (iii) For each h ≥ 1 we can replace N by N + h and find a polynomial G so that
and all other components of M (C G ) are zero. The curve C G is in the same even liaison class as C F . The analogous result for C red also holds.
As an application of the third part of the above theorem, we note that once an even liaison class has a curve of either type arising from an arrangement, the same class will have infinitely many such curves (see Corollary 6.3 and Corollary 6.5).
The idea introduced in this paper and used for both main results is to build up our curves using liaison addition and basic double linkage. Of course these tools have existed for a long time, but the idea of using them in the context of the singular scheme or locus of a hyperplane arrangement is mostly new. (The use of basic double linkage was begun in [6] in the study of star configurations, which in codimension two are a very special case of singular loci of hyperplane arrangements, but our application here is more general, and the use of liaison addition is entirely new.)
One important starting point for this paper, particularly the second theorem above, is an example due to Mustaţǎ and the third author [14] which shows that not all planar arrangements in P 3 give rise to ideals J for which R/J is Cohen-Macaulay. Modifications of this example are used in our work.
Freeness of A is equivalent to R/J being Cohen-Macaulay, and Terao's conjecture (cf.
[15] Conjecture 4.138) that freeness of A is determined by the combinatorics of the intersection lattice has motivated much work in the field. In this paper we study several natural questions related to the freeness of A (but not the freeness question itself).
• If A is free, must R/ √ J be Cohen-Macaulay? No (Example 4.5 gives a counterexample).
• Does the Cohen-Macaulayness of either R/J or R/ √ J imply Cohen-Macaulayness of the other? No (Example 4.3 shows all combinations can occur).
• Does the failure of Cohen-Macaulayness for R/J and R/ √ J imply the failure of Cohen-Macaulayness for R/ p i is Cohen-Macaulay. In fact, in this example even the symbolic square of √ J, i.e. the case where b i = 2 for all i, is Cohen-Macaulay).
• Are there other Hartshorne-Rao modules that arise for either C or C red in addition to the ones described in the second theorem above? Yes (Example 6.6 shows that both can happen).
Our first theorem above shows that under a certain fairly weak condition, both R/J and R/ √ J must be Cohen-Macaulay, regardless of whether R/J is Cohen-Macaulay or not. In this sense, our results are independent of the freeness of the arrangement. On the other hand, while we do not address Terao's Conjecture itself, we do show that the Betti diagrams of these algebras can vary for arrangements with the same combinatorics (Example 4.6).
We conclude the paper in §7 with some open questions arising from our work.
Tools
Let R = k[x 0 , . . . , x n ], where k is a field of characteristic zero. Recall that a subscheme V ⊂ P n is arithmetically Cohen-Macaulay (denoted ACM) if the coordinate ring R/I V is a Cohen-Macaulay ring. For a general background to the tools used in this paper see [12] . Notation 2.1. Let A be a hyperplane arrangement in P n . Let F be the product of linear forms defining A. Let J = F x 0 , . . . , F xn be the Jacobian ideal of F . Note that J is not necessarily saturated, and its saturation is not necessarily unmixed. We make the following notation:
• J sat is the saturation of J with respect to the maximal ideal of R.
• J is the top-dimensional component of J. That is, J is the intersection of the height two primary ideals in a primary decomposition of J.
• V is the scheme defined by J (i.e. I V = J sat ). Note that V may have embedded components, and V is often non-reduced.
• V is the scheme defined by J. Note that V is equidimensional, but it is not necessarily reduced. We refer to V as the top-dimensional part of V . • √ J is the radical of J. Note that √ J is the intersection of the height two associated primes of J.
• V red is the scheme defined by √ J. This is the reduced scheme on which V is supported, and is the set-theoretic singular locus of A. Note that V red is reduced and equidimensional, supported on a union of codimension two linear varieties. Notation 2.2. If F and G are both products of pairwise independent linear forms with no factors in common then F , G and F G all define hyperplane arrangements. In this setting we will denote these arrangements by A F , A G , A F G respectively. We will denote the corresponding items in Notation 2.1 with the appropriate subscripts; for instance, V red F G is the scheme defined by the radical ideal √ J F G , where J F G is the Jacobian ideal of F G.
Notation 2.3. Let C ⊂ P 3 be an equidimensional curve with no embedded points. Then we denote by M (C) the Hartshorne-Rao module of C, namely the graded module
Under our assumptions on C, M (C) is a graded module of finite length. It is zero if and only if C is ACM.
First we recall the construction of liaison addition. This was introduced by P. Schwartau in his Ph.D. thesis [18] , which was never published. However, a generalization was found and published in [7] . The version that we need (and state) is entirely due to Schwartau (except that he gave it only for curves in P 3 ), but we cite [7] and [12] as the only available sources at this point. . Let V 1 and V 2 be locally Cohen-Macaulay, equidimensional codimension two subschemes in P n . Choose polynomials F 1 , F 2 with d i = deg F i so that
and furthermore (F 1 , F 2 ) is a regular sequence. Let V be the complete intersection scheme defined by (F 1 , F 2 ). Let I = F 2 I V 1 + F 1 I V 2 and let Z be the scheme defined by I. Then (i) If V 1 , V 2 and V pairwise have no common components then
denotes the Hilbert function of a scheme X then we have
(iv) Z is ACM if and only if both V 1 and V 2 are ACM. More generally, we have
as graded R-modules, for 1 ≤ i ≤ n − 2. If the schemes are curves in P 3 , these cohomology modules are simply the Hartshorne-Rao modules.
The following construction, basic double linkage, is obtained from liaison addition. We write down only the version that we need, but a much more general version exists, the socalled basic double G-linkage -cf. for instance [13] 
Although our first main result is for arrangements in P n , we only need the versions of Theorem 2.4 and Proposition 2.5 in P 3 . Following Notation 2.2, we will use the following adaptation. First we apply liaison addition to show how to combine arrangements (subject to a reasonable hypothesis) in order to obtain new curves with bigger Hartshorne-Rao module. 
Proof. Since F ∈ I C F and G ∈ I C G , this follows from Theorem 2.4.
This result gives us information, in some cases, about the union of two arrangements. 
Remark 2.8. Notice that Corollary 2.7 does not show that if A F and A G are free then A F G is free. Indeed, a simple example is when F and G both consist of products of three general linear forms. Then A F and A G are free, but A F G is not. The only conclusion from Corollary 2.7 is that C F G and C red F G are both ACM (and in fact they are equal and form a star configuration, so this is already known [6] ).
Next we translate the notion of basic double linkage to our work on arrangements. The notion of basic double linkage for curves in P 3 was introduced by Lazarsfeld and Rao [11] .
Proposition 2.9. Let F be a product of linear forms defining a hyperplane arrangement in P 3 . Let L be a linear form that does not vanish on any component of
(ii) For the saturated homogeneous ideals we have
(iii) In both cases the ACM property (if present) is preserved. More generally, the even liaison class of C is preserved and the even liaison class of C red is preserved under basic double linkage.
Proof. By basic double linkage, we know that the ACM property is preserved and that the stated ideals are saturated. We only note that the components coming from factors of F are already accounted for in C F (resp. C Finally, we will use the fact that if V is a subvariety of P n of dimension ≥ 2 and the general hyperplane section of V is ACM then V itself must be ACM. A more general version can be found in [9] .
Proposition 2.11 ([12] Theorem 1.3.3)
. Let V be a locally Cohen-Macaulay, equidimensional closed subscheme of P n and let F be a general homogeneous polynomial of degree d cutting out on V a scheme Z ⊂ V ⊂ P n . Assume that dim V ≥ 2. Then V is ACM if and only if Z is ACM.
Sufficient conditions for the top dimensional part and the radical to be ACM
We begin with the case of P 3 . For convenience, in this case we refer to the above-mentioned schemes as C, C and C top to stress the fact that they are curves. We first prove the main result mentioned in the introduction in the case of arrangements in P 3 .
Theorem 3.2. Let A be a plane arrangement in P 3 . Let J be the Jacobian ideal associated to A. Assume that no plane of A is in the associated prime for more than one non-reduced component of J. Then R/J is Cohen-Macaulay. That is, C is ACM.
Proof. Let C = X 1 ∪· · ·∪X r ∪Y 1 ∪· · ·∪Y s , where X 1 , . . . , X r are the non-reduced components and Y 1 ∪ · · · ∪ Y s are the reduced components. The hypothesis guarantees that if two or more of the X i have support lying on the same plane then that plane is not a hyperplane of A.
Notice that there are exactly two planes in A through any of the Y i . Furthermore, each X i and each Y i is ACM.
We first consider the non-reduced components. For each X i let F i be the product of the linear forms corresponding to hyperplanes in A containing the support of X i . By Euler's theorem, F i ∈ I X i . Our hypothesis guarantees that any two of the F i form a regular sequence.
Consider the ideal (F 1 , F 2 ). This defines a reduced union of lines, and our hypothesis guarantees that each of these lines is an entire component of C (i.e. it is one of the Y i and not the support of any of the X i ).
Let D 1,2 be the union of X 1 , X 2 and the reduced lines defined by (F 1 , F 2 ). We now claim that D 1,2 is ACM. Indeed, we have F 1 ∈ I X 1 , F 2 ∈ I X 2 , and (F 1 , F 2 ) is a regular sequence. Then liaison addition (Theorem 2.4) guarantees that we have an equality of saturated ideals
Part (iv) of Theorem 2.4 further gives that D 1,2 is ACM, since both X 1 and X 2 are. Now notice that F 1 F 2 ∈ I D 1,2 . We will continue to add the X i one at a time until they are exhausted. As before, (F 1 F 2 , F 3 ) is a regular sequence and F 3 ∈ I X 3 , so
is the saturated ideal of the union of X 1 ∪ X 2 ∪ X 3 and a number of reduced components of C. Notice that no factor of F 3 contains any of the components of D 1,2 . Denote this union by D 1,2,3 . Liaison addition again gives that D 1,2,3 is ACM. Continuing inductively, we obtain an ACM curve D 1,...,r consisting of the union of all the X i and some subset of the Y i .
Let L be a linear form defining a hyperplane in A that is not a factor of any of the F i . We claim that then L does not vanish on any component of D 1,...,r . Indeed, by assumption L does not contain the support of any of the X i . Suppose that L vanishes on one of the reduced lines in D 1,...,r . Such a line is already cut out by single factors of two of the F i , so if L also vanished on such a component then that component would be the support of one of the X i ; contradiction. Now, the saturated ideal
..,r with the coplanar lines (on the plane defined by L) given by the complete intersection (L, F 1 · · · F r ), which are all new components of C, and the union is ACM thanks to basic double linkage. Adding in all the remaining linear forms coming from A exhausts the reduced lines, preserving the ACM property, and we have shown that C is ACM.
be four linear forms vanishing at P , and assume that any three of these linear forms share only the point P in their common
(notice that F w , . . . , F z are linearly dependent). The top dimensional part, C, of course consists of six lines through P , which is easily seen to be ACM. But J itself has an embedded point, so R/J is not Cohen-Macaulay. The Hilbert polynomial of R/J is 6t − 1 while that of the top dimensional part is 6t − 2. So far our shared point P comes because the arrangement is not essential. This can be viewed as taking 4 generic lines in P 2 , then coning, hence even though the ideal is saturated in P 3 , that embedded point is there because it was not saturated in P 2 . However, adding a general plane L 5 to the arrangement makes the arrangement essential while not changing anything locally at P . In fact the addition of L 5 provides a basic double link, and it is no surprise that now R/J has Hilbert polynomial 10t − 9 while R/J has Hilbert function 10t − 10. The embedded point is still there. This corollary includes as a special case the star configurations. It also can be derived from [6] Proposition 2.9 once one realizes that the assumption in [6] that the hyperplanes meet properly can be relaxed (in this case) to simply assume no three meet along a line.
Now we show that if we consider only the support of the singular locus, i.e. the radical √ J, then under the same hypothesis as in Theorem 3.2 we always obtain an ACM union of lines.
Corollary 3.5. Let A be a plane arrangement in P 3 . Assume that no hyperplane of A contains the support of more than one non-reduced component of C. Then the singular locus C red is ACM. That is, R/ √ J is Cohen-Macaulay.
Proof. We have adopted the assumption of Theorem 3.2, i.e. we assume that no hyperplane of A contains the support of more than one non-reduced component of C. In this case, in the proof of Theorem 3.2 we merely replace each X k by its support X red i
and carry out precisely the same construction.
We now describe in detail the third kind of ideal mentioned in the introduction, and we show how the same proof provides Cohen-Macaulayness for them. Let A be a plane arrangement in P 3 defined by a product of linear forms F . Let J be its Jacobian ideal and let
i for all i, and in fact for each i we have J is radical (in particular, also unmixed). Let V, V and V red be the schemes defined by these three ideals.
Corollary 3.7. Let A be a hyperplane arrangement in P n for n ≥ 3. Assume that no hyperplane of A contains the support of more than one non-reduced component of V . Then V , V red and the scheme defined by p
Proof. This is immediate using Proposition 2.11, by taking a general hyperplane section of A.
Remark 3.8. In the next section we will give examples of plane arrangements in P 3 for which R/ √ J is not Cohen-Macaulay.
We now give a dual version of Corollary 3.7.
Corollary 3.9. Let Z be a set of points in P n . Let 1 and 2 be distinct lines in P n . Let Z 1 = 1 ∩ Z and Z 2 = 2 ∩ Z. Assume that one of the following holds for every choice of 1 and 2 :
Then for the dual arrangement A Z we have R/ √ J and R/J are Cohen-Macaulay.
Illustrative Examples
In this section we consider what can happen when the main assumption of Theorem 3.2 is not satisfied, and we study the Cohen-Macaulayness of our three different kinds of ideals (with emphasis on the first two kinds). To begin, we give an example, due to Mircea Mustaţǎ and the third author, which shows that the Jacobian ideal can be saturated and unmixed, but nevertheless C = C is not ACM. x, y, z, w, x + y, x + z, x + w, y + z, y + w, z + w, x + y + z, x + y + w, x + z + w, y + z + w, x + y + z + w.
One can check that the singular locus is supported on 55 lines, of which 25 are the locus of intersection of three planes, while the remaining 30 are the intersection of two planes. Thus deg C = 25 · 4 + 30 = 130. However, there are many planes containing the support of two or more non-reduced components, so our theorem does not apply. And in fact, a computer check using CoCoA [1] give that J is saturated and unmixed, but C = C is not ACM. Its
1 4 4 1 and its Hilbert polynomial is 130t − 1150. However, the radical
-11 10 --------------------Tot: 1 11 10 and the Hilbert polynomial is 55t − 275. Example 4.2. On the other hand, sometimes we get Cohen-Macaulayness even with a plane containing the support of three or more X i . Let A be the plane arrangement in P 3 defined by the linear forms x, y, z, w, (x + y), (x + z), (x + w).
Then the Jacobian ideal has Betti
1 4 3 and Hilbert polynomial 24t − 64 (in particular, J = J). The radical has Betti diagram
1 6 5 and Hilbert polynomial 15t − 25.
So the lines (x, y), (x, z), (x, w) all lie on the plane defined by x, and each of these lines has one more plane going through it, so those three lines are supports of non-reduced components of C. But R/J and R/ √ J are Cohen-Macaulay (i.e. C = C and C red are both ACM).
Example 4.3. By looking at subsets of the planes in the Mustaţǎ-Schenck example (Example 4.1) we can produce arrangements to show that the ACMness of C and of C red are independent of each other.
(a) (C and C red are both ACM.) Of course any arrangement where no three planes pass through the same line will give a star configuration, which is reduced and ACM. The smallest example where C is not reduced is an arrangement of the form xy(x + y). The smallest example where C is not reduced and the support is on at least two lines is an arrangement of the form F = xy(x + y)(w + x + z). These follow easily from our methods. (b) (C red is ACM but C is not.) As we have noticed, the Mustaţǎ-Schenck example illustrates this possibility. (c) (C is ACM but C red is not.) The smallest example that we found comes from an arrangement consisting of 8 planes, for instance the arrangement defined by F = xyzw(x + y)(y + z)(z + w)(w + x).
(d) (Neither is ACM.) The smallest example that we found comes from an arrangement of 9 planes, for instance the arrangement defined by F = xyzw(x + y)(y + z)(z + w)(w + x)(w + x + y + z).
Example 4.4. The last example in Example 4.3 has interesting behavior for the third kind of ideal studied in this paper. Indeed, we have seen that R/ √ J and R/J both fail to be Cohen-Macaulay for that example. Nevertheless, taking b i = 2 for all i for which a i ≥ 3, the resulting algebra is Cohen-Macaulay! In fact, taking each component of √ J to the power 2 (which is the symbolic square of √ J but does not arise in the construction of Corollary 3.6), i.e. considering R/ p 2 i , we still have Cohen-Macaulayness! It is interesting to have examples of reduced ideals that are not Cohen-Macaulay but whose symbolic square is Cohen-Macaulay.
Example 4.5. In this paper we have not been concerned with the question of whether the arrangement A is free or not. It is clear that if A is free then R/J is Cohen-Macaulay. But in fact there exist examples where A is free but R/ √ J is not Cohen-Macaulay. For instance, taking F = xyzw(x + y)(w + x)(y + z)(w + z)(w + y + z)(w + x + y + z) and J the Jacobian ideal, we have that the Betti diagram for R/ √ J is
while the Betti diagram for R/J is
Example 4.6. Terao's conjecture posits that if two arrangements have the same combinatorics in their incidence then one is Cohen-Macaulay if and only if the other is. We do not know if this is true, but we remark that at least the resolutions of J, √ J and J can be different. Let F = xyzw(x + y + z)(2x + y + z)(2x + 3y + z)(2x + 3y + 4z)(3x + 5z)(3x + 4y + 5z) and F = xyzw(x + y + z)(2x + y + z)(2x + 3y + z)(2x + 3y + 4z)(x + 3z)(x + 2y + 3z) One can check on the computer that F and F give arrangements with the same incidence lattice. Consider the minimal free resolutions of the various ideals considered in this paper.
top dimensional part for F: top dimensional part for F': - Tot:  1  8  7  Tot:  1  6  5 radical for F: radical for F':
Jacobian of F: Jacobian of F':
- ---10:  ----11:  ----11:  ----12:  ----12:  --1  -13:  --6  4  13:  --3  1  14: - The Jacobian is already saturated in both cases, so the Betti diagrams for the saturations are the same as above.
We also remark that the Hilbert polynomial for R/J F is 51t − 223 while the Hilbert polynomial for R/J F is 51t − 222. This is at first somewhat surprising since the incidence lattice is the same in both cases, but the discrepancy comes because most factors of F and F are only in three variables, and so this is reflecting a cone phenomenon related to the failure of saturation of the corresponding arrangement in P 2 (which does not show up in the corresponding Hilbert polynomial in P 2 but does show up in the cone). The construction used in Theorem 3.2 leads to the conclusion (using standard liaison arguments) that the arrangements considered in that theorem do have resolutions that depend only on the combinatorics of the incidence lattice. Notice, though, that in this example the extra hypothesis of Theorem 3.2 is not satisfied. Indeed (for example), the line defined by (x, z) and the line defined by (x, x + y + z) both turn out to have three planes through them, and they share the plane defined by x.
Graphic arrangements
We now give an application of the results of the previous sections. For a graph G with vertices v i , i ∈ {1, . . . , n} and edges E = v i v j , the graphic arrangement A G is defined by the hyperplanes V (x i − x j ) for every edge in E. A result of Stanley is that A G is a free arrangement if and only if G is chordal, and an easy localization argument extends this to show that if G contains an induced k−cycle, then S/J has projective dimension at least k −1 (see [10] for both results).
Corollary 5.1. Let G be a graph as above. Assume that no two 3-cycles of G share an edge. For A G denote by J G the corresponding Jacobian ideal. Then R/ √ J G and R/J G are both Cohen-Macaulay. On the other hand, the next example shows that it is not true that either the radical or the top dimensional part is necessarily Cohen-Macaulay in general for graphic arrangements. Thus it is good to have a sufficient condition.
Example 5.4. It is not the case that if we allow G to have 3-cycles sharing an edge then R/ √ J G and R/J G are necessarily Cohen-Macaulay. For example, take G to be the 1-skeleton of an octahedron (12 edges, 6 vertices). Then R/ √ J has Betti diagram Tot:  1  16  20  5 and Hilbert polynomial 50t − 230, while R/J has Betti diagram
and Hilbert polynomial 74t − 454.
Failure of Cohen-Macaulayness and liaison classes
We now give another application, which ties Jacobian ideals of hyperplane arrangements in a more sophisticated way to liaison theory. In this section we will consider only equidimensional curves in P 3 with no embedded points. We recall that the Hartshorne-Rao module of a curve C is defined by
This is a graded module over the polynomial ring R. The condition that C is equidimensional with no embedded points implies (indeed, is equivalent to) the fact that M (C) is of finite length.
Recall that two curves C and C in P 3 are in the same even liaison class if and only if M (C) is isomorphic to some shift of M (C ) [16] . In particular, M (C) = 0 if and only if C is ACM (recalling the classical fact that in codimension two, ACM is equivalent to being in the linkage class of a complete intersection). Considering the exact sequence
we see that being ACM in this setting is equivalent to the condition that the restriction map ρ t is surjective for all t. This provides two natural numerical measures of the non-ACMness of C as follows. Of course the simplest measure is simply dim k M (C), ignoring the R-module structure of M (C) completely and viewing it only as a k-vector space without grading. The best numerical measure of the failure of ACMness, though, is to record, degree by degree, the failure of surjectivity of the above restrictions. That is, we can record the dimensions of the components of M (C). Put differently, we can view M (C) as a graded vector space and simply ignore the structure given by multiplication by elements of R. (Later in this section we will resume our consideration of the module structure and its connection to liaison.) Remark 6.1. A celebrated theorem of Hartshorne and Hirschowitz [8] says that if C is a general set of lines in projective space then the above restriction map on global sections always has maximal rank. Of course such a set of lines, even in P 3 , is never the singular locus of a hyperplane arrangement, but this result serves as a striking contrast to our situation.
If t 1 is the smallest degree for which dim M (C) t > 0 and t n is the largest such degree, and if a i = dim M (C) i for t 1 ≤ i ≤ t n , then we can consider the n-tuple of positive integers (a 1 , . . . , a n ) to measure, up to shift, the failure of ACMness, losing the shift but preserving the relative failure degree by degree. This gives the same measure of the failure of ACMness for all elements of the even liaison class of C. (This was known to Gaeta already in the 40's and 50's.) Proposition 2.6 shows that in particular, if (a 1 , . . . , a n ) is the n-tuple measuring the failure of C F (resp. C red F ) to be ACM and (b 1 , . . . , b q ) is the q-tuple measuring the failure of C G (resp. C red G ) to be ACM then (assuming the hypotheses of the proposition) a suitable shifted sum of these tuples gives the failure of ACMness for the corresponding curve coming from F G.
It would be very nice to know which tuples (a 1 , . . . , a n ) arise as the failure of some C F (resp. C red F ) to be ACM. Even more ambitious would to to know which even liaison classes contain curves C F (resp. C red F ) coming from some plane arrangement in P 3 (i.e. up to shift, which modules of finite length arise as the Hartshorne-Rao module of some C F or C red F ). Toward this end, we show that for any integer r ≥ 0 there is a curve C coming as the top dimensional part of some arrangement, where dim M (C) = r. We are only able to show this for the tuple (r), i.e. for the case n = 1. Notice that this uniquely determines the module structure of M (C). We denote the corresponding even liaison class by L r . We then give an analogous result for C red .
Theorem 6.2. Let r ≥ 1 be a positive integer. Then: (i) There exists a positive integer N and a product of linear forms F , defining an arrangement A F , such that dim M (C F ) N = r and all other components of M (C F ) are zero. Thus C F fails by r to be ACM, in the sense that the dimension of the cokernel of the restriction map is r in one degree and 0 elsewhere.
(ii) For each h ≥ 1 we can replace N by N + h and find a polynomial G so that
and all other components of M (C G ) are zero. (iii) The syzygy bundle for the Jacobian ideal of F (or G) is locally free.
Proof. For the building block for our construction we could use the Mustaţǎ-Schenck example (Example 4.1), but in the interest of efficiency we take the subarrangement mentioned in Example 4.3 (d), namely F = xyzw(x + y)(y + z)(z + w)(w + x)(w + x + y + z) which has 9 planes. For this we have the Betti diagram
A theorem of Rao ([16] Theorem (2.5)) gives that if Y is a curve in P 3 with Hartshorne-Rao module M (Y ), and if the latter has minimal free resolution
where A and B are free modules. In our situation, since M (C) has finite length, and since the resolution for M (C) is the dual of the resolution for M (C) ∨ (up to shift), we conclude that M (C) ∨ has minimal presentation
for some integer c. Hence M (C) ∨ ∼ = k ∼ = M (C) (these isomorphisms are up to shift) is a one-dimensional k-vector space. Thus for our example, C is in the liaison class of two skew lines.
Having this convenient building block, the rest follows from Proposition 2.6 and Proposition 2.9. If our n-tuple measuring the failure of ACMness is simply (1) as is the case for our building block, we can take as our form F the 9 forms in our example. This produces a curve C of degree 42, and one can check that M (C) occurs in degree 8.
Suppose we keep the tuple (1) but we want an arrangement where the failure of ACMness comes in degree 9 instead of 8. By Proposition 2.9 we simply consider the arrangement associated to the form LF , where L is a general linear form. The corresponding unmixed curve consists of the original C together with the complete intersection of L and F . In other words, it is obtained from the original curve by basic double linkage using F ∈ I C and a general L ∈ [R] 1 . Hence the saturated ideal of this new curve is L · I C + F and the Hartshorne-Rao module is shifted by one, as desired. This can be done as often as we like, obtaining any rightward shift of M (C) as coming from a suitable planar arrangement.
Now we pass to dimension r ≥ 2. To begin, we make r copies of the building block by applying general changes of coordinates. This guarantees that the corresponding arrangements, say A F 1 , . . . , A Fr will satisfy the hypotheses of Proposition 2.6. Note that F 1 , . . . , F r all have the same degree, namely 9.
Claim: A F 1 ···Fr produces the desired curve in L r .
To obtain the first of these, namely the tuple (2), we simply consider the curve defined by the saturated ideal
(The only non-reduced components come from factors of F 1 and from factors of F 2 so they are already accounted for in C F 1 and C F 2 , and the only new components come from the complete intersection of F 1 and F 2 .) This comes from the arrangement A F 1 F 2 . The resulting curve C F 1 F 2 has Hartshorne-Rao module of dimension 2 in degree 8 + 9 = 17. The degree of this curve is 42 + 42 + (9)(9) = 165. For the next curve we form the saturated ideal
By the same reasoning, the resulting curve is C F 1 F 2 F 3 . Its Hartshorne-Rao module has dimension 3, occurring in degree 17 + 9 = 8 + 18 = 26. Proceeding inductively gives the claim. This completes the proof of (i). For (ii), we can produce any rightward shift of curves we have constructed by applying Proposition 2.9.
For (iii) one can check on the computer that the Jacobian ideal is not saturated, but its saturation is unmixed (but not Cohen-Macaulay), so its syzygy bundle is locally free. Then apply Corollary 2.10.
We summarize the above result more compactly and observe a consequence. Corollary 6.3. Let r ≥ 1 be a positive integer. Let L r be the (Buchsbaum) even liaison class whose associated Hartshorne-Rao module (up to shift) has dimension r supported in only one degree. Then L r contains infinitely many curves (of infinitely many degrees, lying in infinitely many shifts of L r ) arising as the top dimensional part of the unmixed scheme coming from some arrangement in P 3 .
Proof. This follows immediately from Theorem 6.2.
Remark 6.4. If we had used the Mustaţǎ-Schenck example (Example 4.1) for our building block in Theorem 6.2, we would be able to add a second part to the above corollary saying that the radicals of our constructed ideals are Cohen-Macaulay. However, we preferred to use the smallest degrees possible.
We now show that the same approach gives an analogous result for the radicals of Jacobian ideals.
Corollary 6.5. Let r ≥ 1 be a positive integer. Let L r be the (Buchsbaum) even liaison class whose associated Hartshorne-Rao module (up to shift) has dimension r supported in only one degree. Then L r contains infinitely many reduced curves (of infinitely many degrees, lying in infinitely many shifts of L r ) whose homogeneous ideal is the radical of the Jacobian ideal of some arrangement in P 3 .
Proof. The proof is identical, except that we need a suitable building block. One can check that there are arrangements of 8 planes that will do the trick. For example,
gives a Jacobian ideal whose radical has Betti diagram
and this clearly has Hartshorne-Rao module of dimension 1, supported in degree 4.
Example 6.6. It is also natural to ask how many (all?) even liaison classes contain curves of the form C or C red . In any case it is not true that M (C) or M (C red ) is necessarily supported in only one degree. For example, for F = wxyz(w + 3x + 5y + 7z)(w + x)(w + y)(w + z)(2w + 3x + 5y + 7z)(x + y)(x + z) (w + 4x + 5y + 7z)(y + z)(w + 3x + 6y + 7z)(w + 3x + 5y + 8z)(w + x + y)(w + x + z) (2w + 4x + 5y + 7z)(w + y + z)(2w + 3x + 6y + 7z)(2w + 3x + 5y + 8z)(x + y + z) (w + 4x + 6y + 7z)(w + 4x + 5y + 8z)(w + 3x + 6y + 8z)(w + x + y + z)(2w + 4x + 6y + 7z) (2w + 4x + 5y + 8z)(2w + 3x + 6y + 8z)(w + 4x + 6y + 8z)(2w + 4x + 6y + 8z)
1 10 10 1
Since the last matrix in the minimal free resolution is a (1 × 10) matrix of cubics, the Hartshorne-Rao module cannot possibly be supported in one degree. And for the same arrangement, the Betti diagram of R/ √ J is 0  1  2  3  -------------------------0:  1  ---1:  ----...  22:  ----23:  -28  27  5  24:  -9  26 12 -------------------------Tot: 1 37 53 17
Thus the dual module M (C red ) ∨ is generated in more than one degree, so M (C red ) cannot be supported in one degree.
Remark 6.7. In the construction from Theorem 6.2, to produce the curve in L 2 we required 9 + 9 = 18 planes. We remark that there exists a set of 11 planes for which the top dimensional part of the Jacobian ideal lies in this liaison class, namely that coming from F = xyzw(x + y)(x + z)(w + x)(y + z)(w + y)(w + z)(w + x + y + z). Its Betti diagram is One can check on the computer that the corresponding Hartshorne-Rao module is, indeed, 2-dimensional, only in degree 10, by looking at the last map in the resolution. It follows from this, using our methods, that there is an arrangement of 11 + 9 = 20 planes whose corresponding Hartshorne-Rao module is 3-dimensional, and an arrangement of 11 + 11 = 22 planes whose module is 4-dimensional. Turning to the radical, we can make a similar analysis. The point, though, is that our construction is not optimal.
Open questions
For simplicity we focus on the case of planar arrangements in P 3 .
1. Corollary 6.3 shows that every (Buchsbaum) even liaison class whose associated Hartshorne-Rao module is supported in one degree contains curves arising as the top dimensional part of the Jacobian ideal of some planar arrangement, as well as curves arising as the radical of the Jacobian ideal of some planar arrangement. Example 6.6 shows that there are other even liaison classes containing such curves. Can we classify the even liaison classes (in terms of the Hartshorne-Rao module) that contain such curves? Is it possible that all even liaison classes do? A possible test case for a negative answer is the Hartshorne-Rao module that is one-dimensional in each of two consecutive degrees, with the multiplication ×L from the first component to the second always zero. More generally, an interesting special case is the following:
If L is an even Buchsbaum liaison class of curves in P 3 containing curves that arise as the top dimensional part of the Jacobian ideal of some hyperplane arrangement, must the corresponding Hartshorne-Rao module be supported in one degree?
We can ask the same questions for the radical of the Jacobian ideals. 2. Let L be an even liaison class that contains curves arising either as the top dimensional part of the Jacobian ideal, or as the radical of the Jacobian ideal, of some planar arrangement in P 3 . Is there any structure for the collection of such curves, analogous in some way to the Lazarsfeld-Rao property [4] , [2] 
