Interpersonal firearm violence is a leading cause of death and injuries in the United States. Identifying community characteristics associated with firearm violence is important to improve confounder selection and control in health research, to better understand community-level factors that are associated with firearm violence, and to enhance community surveillance and control of firearm violence. The objective of this research was to use machine learning to identify an optimal set of predictors for urban interpersonal firearm violence rates using a broad set of community characteristics. The final list of 18 predictive covariates explain 77.8% of the variance in firearm violence rates, and are publicly available, facilitating their inclusion in analyses relating violence and health. This list includes the black isolation and segregation indices, rates of educational attainment, marital status, indicators of wealth and poverty, longitude, latitude, and temperature.
Introduction
Homicide was the 16th leading cause of death in the United States in 2015, and the 8th leading cause of death among black Americans (WISQARS and Atlanta, 2015) . The vast majority, 72.9%, of homicides were committed with firearms (WISQARS and Atlanta, 2015) . Although firearm violence is a major public health challenge, the literature on predictors or consequences of community firearm violence is in its infancy. In particular, to our knowledge there has been no utilization of machine learning methods to identify predictors of firearm violence at the community level.
Epidemiologic study of firearm violence is relatively new. Studies that have considered violence as either an exposure or outcome have typically examined it at the individual-level, despite increasing evidence of the importance of contextual measures of violence (Rankin and Quane, 2002; Sampson and Wilson, 1995; Cockerham et al., 2017; Ford and Browning, 2014; Boynton-Jarrett et al., 2008; Bingenheimer et al., 2005) . While individual-level studies help identify people at risk of violence perpetration or victimization, identifying features of communities that predict firearm violence rates is equally relevant for public health surveillance. An increasing number of studies have examined the associations of community violence with health outcomes using a multilevel framework. These studies have controlled for possible confounders such as race/ethnicity, female-headed households, unemployment, housing quality, car ownership, public assistance income, median home value, educational attainment, and poverty but did not provide rationale for their inclusion (Masho et al., 2016; Beck et al., 2016; Messer et al., 2006) . The selection of these variables is likely based on theory developed by sociologists and criminologists about the root causes of firearm violence. While theory is necessary to guide quantitative analysis, it can be complemented by empirical approaches that use machine learning on observed data to identify potential confounding variables. Furthermore, it is unknown how variables usually thought of as relevant to community violence-like employment, demographics, different measures of poverty, joblessness, or housing tenure-interact or jointly affect firearm violence rates. Machine learning methods are ideal for this sort of analysis but have never been used to consider a broad array of potential predictors of firearm violence.
We aim to fill this research gap by identifying a set of community level variables that best predict firearm violence levels at the community level, using the LASSO and random forest machine learning algorithms. We geographically link population-based firearm violence data to more than 300 community characteristics that are publicly available through the Census and other sources. We collected variables in the following categories: geography, climate, demographics, employment characteristics, commuting patterns, educational attainment, indicators of economic hardship, marital status, citizenship status, housing characteristics, the built environment, and urbanicity. These factors have been discussed as important factors in previous work on firearm violence (Kennedy et al., 1998; Gilbert, 1996; Blau and Blau, 1982; Crutchfield, 1989; Choe, 2008; McMahon et al., 2013) . We then use a flexible, machine learning approach to identify the set of covariates most predictive of community firearm violence. This approach adds empirical evidence to our understanding of the community characteristics associated with firearm violence. Furthermore, these publicly available variables may be used to control for confounding in a wide range of studies analyzing the effects of community firearm violence on health, economic, or other social outcomes.
Methods

Data
Violence
We calculated rates of community-level interpersonal firearm violence (hereafter referred to as firearm violence) by Zip Code Tabulation Area (ZCTA) using emergency department, hospitalization, and mortality data from California's Office of Statewide Health Planning and Development (OSHPD) and Vital Statistics. Violent incidents were geocoded based on the victim's home address at the time of hospitalization or death. We restricted our analysis to urban ZCTAs because the drivers of rural interpersonal firearm violence are very different in nature, frequency, and etiology from firearm violence in urban areas Singer, 2002, 2001; Peek-Asa et al., 2004) . Urban ZCTAs were defined as those with >90% of the population living in an urban area as determined by the U.S. Census. This includes 85.9% of California's population. Interpersonal firearm violence totals by ZCTA were created by summing the total number of deaths and injuries attributable to assault or homicide by firearms from the Emergency Department records and Patient Discharge and Inpatient Hospitalization records from OSHPD and the death records from Vital Statistics. The injury-related records from OSHPD were classified from ICD-9 codes while the death records used ICD-10. The codes used to identify firearm-related injuries were E9550 -E9554, E9650 -E9654, E970, and E9850 -E9854. The codes used to identify firearm-related deaths were X72 -X73, X93 -X95, Y350, and Y22 -Y24. Assaults were identified using codes E960 -E969 and E970 -E977. Homicides were identified from codes U01*, U02*, X85 -Y09, Y871, Y35*, and manner of death classified as homicide. To estimate yearly rates, the number of cases in each ZCTA was divided by the estimated number of people living in each ZCTA. These denominators were created by interpolating population counts at the ZCTA level from the 2010 Census using the intercensal and postcensal population estimates from the U.S. Census Bureau as benchmarks. The rates were then averaged over the 2007-2011 period. We modeled the square root of the violence rate to reduce the skewness across communities.
This study was reviewed and approved by the California Health and Human Services Agency Committee for the Protection of Human Subjects, and the University of California, Berkeley Committee for the Protection of Human Subjects.
Covariates
The American Community Survey (ACS) is a part of the Census that collects information on hundreds of community-level indicators. We compiled over 300 measures of community characteristics from the ACS's 5-year files for ZCTAs for 2007-2011. We also included ZCTAlevel alcohol outlet density from the Census ZIP Code Business Patterns and county-level temperature and precipitation measures from WestMap and the PRISM Climate Program (Daly et al., 2008; Western Regional Climate Center, 2016) .
These measures comprise many ecologically interrelated factors including age distribution, citizenship, means of commuting, housing characteristics, earnings, educational attainment, employment characteristics of families, employment status of individuals, participation in SNAP, income, language spoken at home, marital status, poverty status, racial and ethnic segregation and isolation, tenure and vacancy, veteran status, and work status. We excluded any variables that were missing for more than 5% of the observations, which reduced the list from 340 to 242 covariates. Summary statistics for the variables considered in the final analysis are available in Supplemental  Table 1 . The dissimilarity and isolation indices were built using racial and ethnic distributions from ACS variables and calculated for each ZCTA using standard dissimilarity and isolation formulas from the U.S. Census (Iceland and Weinberg, 2002) . Economic segregation was calculated using an information theory index (Iceland, 2006; Iceland and Weinberg, 2002) . There were 1004 urban ZCTAs and 765 rural ZCTAs for a total of 1769 ZCTAs in California. After dropping 84 (8.4%) urban ZCTAs that were missing at least one of the covariates, we had a final sample size of 920 urban ZCTAs.
Statistical analysis
Our primary goal was to identify a set of variables most predictive of firearm violence. These predictive variables are ranked in terms of "variable importance", which is defined as the change in mean squared error when the values of a covariate are randomly permuted across the data versus when they take their actual values (Friedman et al., 2001 ). This measures the "importance" of a variable in the sense that it captures the improvement in prediction error attributable to one variable, holding others constant. This definition of variable importance is often used in the context of random forest regression (Breiman, 2001) .
We considered a comprehensive set of publicly available variables and used a machine learning approach to identify the subset most predictive of firearm violence. We combined the least absolute shrinkage and selection operator (LASSO) with random forest algorithms, and assessed the optimal set of predictors using 10-fold cross-validation. Cross-validation is a process of splitting the data into training and test sets, so each observation is included in both training the algorithm and assessing its predictive performance while minimizing the risk of overfitting.
We used LASSO to reduce dimensionality because prediction models with many low-relevance covariates can be highly variable (Friedman et al., 2001 ). This also helps reduce the possibility for multicollinearity in the final models. LASSO works by setting a constraint parameter for the size of the coefficients in an ordinary least squares regression, which shrinks the coefficients toward zero. The coefficients are determined by the following equation (Friedman et al., 2001) 
Because the penalty parameter is the sum of the absolute value of the coefficients, those least relevant to the outcome are set equal to zero and drop out of the analysis. Only the variables with nonzero coefficients from the LASSO on at least one of the training sets were kept for the random forest portion of our analysis.
The random forest algorithm uses de-correlated regression trees and bagging (bootstrap aggregation) to create predictions (Breiman, 2001) . We describe the algorithm briefly here but note that more detailed descriptions are available for interested readers (Friedman et al., 2001; Breiman, 2001) .
Regression trees are attractive because they capture interactions within data, and have low bias if they are grown sufficiently deep. They are created by binary recursive partitioning. This is most easily visualized using two covariates, but generalizes easily to higher orders. First, assume there are two variables x x ( , ) 1 2 we would like to use to predict the values of a third variable y ( ). We can think of x 1 and x 2 as the two axes of a plane. We split the plane according to a value in x 1 . Call the splitting value v 1 . The plane is now divided into two halves, and we can predict the value of y using the average of the y values for each side of v 1 . We can also split the plane again, selecting a value in x 2 . We call this second splitting value v 2 . Now we have four regions of the plane, called R 1 , R 2 , R 3 , and R 4 (Fig. 1) . The predicted value of y in each region is the average of all observations whose set of x x ( , ) 1 2 values correspond to that region. Mathematically, the prediction function is
where m is the number of regions created by the splitting. This can also be represented as a tree, where the terminal nodes represent the final regions of the plane (Fig. 2) .
A drawback to this approach is that small perturbations in the data can create very different splits and therefore while the tree is unbiased in expectation, the variance can be large. In order to reduce the variance of individual trees, a common approach is to use bagging (bootstrap aggregation). The bagging procedure is as follows: draw bootstrap samples of the training data, estimate new trees on each sample, and average the predictions. Since each regression tree is identically distributed, the average of the bootstrapped trees preserves their unbiasedness. The average has lower variance than a single tree. Random forest achieves even better variance reduction by de-correlating the trees. This is done by randomly selecting a small subset of the covariates for each tree.
We applied the random forest algorithm to the reduced set of variables determined by the LASSO. In addition to determining the set of variables that best predicted the violence rates, we also ranked each variable based on importance. We repeated the random forest fitting and ranking for each of the 10 cross-validation training sets and averaged the rankings across the 10 folds to create a final rank for each variable. We calculated predictive power of the set of variables identified above in terms of R-squared and MSE applying the random forests algorithm to data from the cross-validation test sets. To identify which set of covariates produced the model with the best prediction, we sequentially added variables to the random forest in order of their importance ranking. We identified the set of variables with the best predictive performance via the R-squared and MSE.
We used R version 3.3.1 for all analyses (R Core Team, 2015) .
Results
Rates of firearm violence vary across the urban areas of California (Fig. 3) . Rates of firearm violence during the 2007-2011 period were highest in the Bay Area, especially in Oakland, San Francisco, Richmond, and El Cerrito (Fig. 4) . Rates of firearm violence were also high in Los Angeles, Compton, and places bordering Compton including Lynwood, Willowbrook, and West Athens (Fig. 5) . For diagnostic plots and information regarding spatial autocorrelation of firearm violence rates, please refer to the Supplemental Material.
Of the 242 variables originally included, the LASSO selected 125 unique predictors across the 10 folds. This set of variables predicted community firearm violence with an average R-squared of 0.759 and an MSE of 1.33 × 10 −5 , using the random forest algorithm. Predictive performance varied across the folds, with a minimum R-squared of 0.689 and maximum of 0.836. The minimum MSE was 9.24 × 10 −6 and the maximum was 1.79 × 10 −5 . The set of 125 variables with their average variable importance scores is available in Supplemental  Table 3 .
The maximum average R-squared (0.778) and the minimum average MSE (1.22 × 10 −5 ) were obtained with 18 variables included in the model. The change in R-squared and MSE with the addition of variables is shown in Figs. 6 and 7. As Figs. 6 and 7 show, predictive performance improves rapidly up until 10 predictors are included in the model. Using the top 10 predictors, the average R 2 is 0.766 and the average MSE is 1.29 × 10 −5 . This means that the top 10 predictors can explain 76.6% of the variation in community firearm violence. Predictive performance increases more gradually from 10 to 18 predictors and slightly worsens thereafter. The 18 variables and their variable importance scores are in Fig. 8 . The top 5 covariates with the highest variable importance -the black isolation index, the black segregation index, the percent of households receiving foodstamps, the percent of men age 65+ with high school education, and the percent never married -achieved 0.708 average Rsquared and 1.60 × 10 −5 average MSE alone.
Six of the top 18 variables were related to education, predominantly among men, although they also included the educational status of veterans. Two marriage status variables were also identified as important as well as variables related to geography and temperature, family employment characteristics, methods of commuting, income, and wealth. Absent from the list were factors related to the age distribution, rates of citizenship, female-headed households, language spoken at home, and rates of housing tenure and vacancy. The sources of these variables are listed in Supplemental Table 2 .
Many previous studies analyzing rates of firearm violence have modeled the outcome using a Poisson or negative binomial regression with the log(count) of incidents as the response variable and log(population) as an offset (Osgood, 2000) . Our data were over-dispersed, meaning the variance was significantly larger than the mean, so to D.E. Goin et al. Health & Place 51 (2018) 61-67 model the outcome as a count we would need to use a negative binomial model. Unfortunately, there is no random forest equivalent for negative binomial regression. However, it is well known that square root transformations stabilize the variance of variables with either Poisson or negative binomial distribution and transform them to approximate Gaussian distributions (Anscombe, 1948; Bartlett, 1936) . In addition, we show in the Supplemental Material that the assumptions for ordinary least squares are satisfied (Freedman, 2009 ).
Discussion
We used machine learning to identify a set of predictors of firearm violence rates at the community level. Results confirmed some relationships suggested by the literature and identified several additional variables of relevance. Our approach used a combination of variable selection and prediction algorithms and benefited from consideration of a broad range of publicly available variables and data from the urban population of California for five recent years.
The ability of racial-ethnic geographic segregation and isolation indexes to predict firearm violence rates lends empirical evidence to sociological theory suggesting that spatial restrictions on where minority groups were permitted to live can compound multiple disadvantages into one environment, multiplying risk factors for violence (Shihadeh and Flynn, 1996) . Two marriage status variables were also important predictors. This is consistent with theory suggesting that family structure is an indicator of social cohesion, socioeconomic status, and social capital-constructs that have long been understood as relevant for community violence (Blau and Blau, 1982; Sampson and Wilson, 1995; Sampson, 2008) .
Other important predictors of community violence included education and related aspects of socioeconomic status. Education may have immediate and inter-generational impacts on the violence rate through the economic opportunities it engenders. This is especially illustrated by the high variable importance scores of educational attainment among men older than age 65. In addition, the intersection of veteran status and low educational attainment has not been discussed in D.E. Goin et al. Health & Place 51 (2018) 61-67 previous literature. This population may be a key demographic for targeted support by non-profit and/or governmental organizations, especially those that support reintegration of veterans. The high ranking of variables describing poverty and use of food stamps further affirm the degree to which violence is linked to economic characteristics of communities. The proportion of employed people commuting by car may indicate that certain areas have fewer economic opportunities and those who have jobs must travel further and longer to reach them. In addition, the wealth of community members, characterized by the percent with rental properties or investment income, appears to be an important factor in predicting violence. These findings could suggest that historical patterns of economic opportunity or exclusion have implications for community violence rates.
While violence is known to be higher during summer months, variations in average temperature across neighborhoods are not usually considered important predictors of community violence, despite wellknown effects of temperature on health (Masho et al., 2016; Beck et al., 2016; Messer et al., 2006; Hajat et al., 2010) . It is also not usually considered by sociologists or other social scientists who focus primarily on social and economic contexts of violence (Kennedy et al., 1998; Choe, 2008; Crutchfield, 1989; Bhavnani et al., 2014; Blau and Blau, 1982) . However, its importance in this study provides additional evidence of the ecological relationship between local climate and violence (Hsiang et al., 2013; Rotton and Cohn, 2004) .
Latitude and longitude were both selected in the optimal set of important predictors of firearm violence. This suggests there are placebased characteristics important for predicting rates of firearm violence that are not included in our current set. It is possible these factors could include variations in housing policy, social norms regarding violence or gang activity, measures of social cohesion, or characteristics of police presence (Reardon and Bischoff, 2011; Sampson, 2008) . However, to our knowledge these measures are not publicly available, and our focus was on identifying a set of publicly available variables easily accessible to researchers.
We note several limitations to this study. The variables identified as most predictive of urban firearm violence rates are not independent and likely have complex causal relationships with one another. This set of variables serves as a starting point for further investigation of the processes behind violence, identification of communities at risk, and identification of variables to potentially control in analysis of the health, educational, economic and other effects of firearm violence. In addition, this study is an ecological analysis and does not include individual-level variables. We identified several ecological factors that D.E. Goin et al. Health & Place 51 (2018) 61-67 predict firearm violence rates across communities, but this is not a multilevel study that can identify community factors associated with individual risk of victimization by firearm violence, controlling individual confounders. Nevertheless, the design of violence reduction initiatives at the community level may benefit from considering the set of factors identified by this analysis in their program development.
We used an approximation of zip codes (ZCTAs) because this was a large enough community unit to have stability in violence rates, and was small enough to capture local dynamics. However, there are also other levels of Census geography-blocks, block groups, tracts, or places-which may be of interest to other researchers, for which these variables may not be the best predictors of violence. Furthermore, previous work suggests that zip codes may not be the ideal community unit for public health surveillance (Krieger et al., 2002) . We cannot assess how the results of this study may differ with more granular community units, as ZCTAs were the smallest level of geographic information available for the data used in this study. However, given the frequency of the outcome, smaller levels of geography may have suffered from data sparsity issues.
Multicollinearity is a challenge when evaluating the relationships of correlated variables. Two features of our machine learning approach are designed to reduce multicollinearity. First, the LASSO algorithm will drop extremely correlated variables (or linear combinations of the same variable) by shrinking one of the variables' coefficients to zero. However, because we have done 10-fold cross validation, we have 10 separate LASSO regressions from which we use any variable that is selected at least once. This reduces the chance that a key variable will be eliminated from the analysis. Second, the random forest algorithm chooses a subset of covariates for each regression tree, which reduces the chance that very correlated variables will be chosen simultaneously.
The data used for our study are emergency department, hospitalization, and death records. Inherently, these data capture only fatal events and those severe enough to require hospital care. In addition, the ZCTAs correspond to the home address, and so our measure captures the rate of resident victimization by firearm violence. This is distinct from a measure of rates of incident occurrence in geography, which may be important to consider for understanding locations (parks, certain blocks, or specific intersections) where firearm violence occurs. However, identification of places where the rate of victimization is high for residents is also relevant to public health.
It is also important to note that our results are specific to interpersonal firearm violence. Interpersonal firearm violence and self-directed firearm violence are two different types of phenomena and conflating the two would potentially obscure meaningful relationships (Swanson and Colman, 2013; Fowler et al., 2009) . It is an area for future work to identify important predictors of self-directed firearm violence rates.
Strengths of our approach to identify predictors of community-level violence include its flexible incorporation of a high-dimensional list of covariates and the machine learning algorithm which captures complex interactions between variables. This analysis included ZCTAs for the urban population of California. Due to the diversity of California's cities, we believe the results from this analysis could generalize to other similar urban populations. The approach used in this analysis, however, is just one of many potential ways to generate a list of predictors of firearm violence rates. Other methods may include alternative machine learning algorithms, including ensemble methods. Comparing lists generated by alternative methods and including additional community characteristics is an area for future work.
In summary, we identified predictors of firearm violence using a machine learning approach. The optimal set of 18 variables identified captured aspects of contemporary poverty and indicate the continued relevance of historical deprivation, especially related to housing segregation, education, and economic opportunity. These factors are all consistent with previous work. Temperature was also identified as an important predictor, which suggests climate and other environmental variables are relevant to understanding firearm violence in California. This set of variables is publicly accessible, and we hope other researchers will consider these variables when studying the prevention or effects of community firearm violence in the United States. In addition, these findings affirm that poverty, wealth, and educational opportunities are important factors to consider when developing interventions related to violence.
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