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Abstract
Multi-group analysis using generalized






Multivariate analysis methods have been widely used and one of popular meth-
ods is canonical correlation analysis (CCA). Despite several advantages of CCA,
it has some limitations; restricted to linear relationship and two groups. To over-
come such limitation, modified version of CCA have been proposed by several
researchers, like kernel CCA and generalized CCA. In this paper, we propose an
extension of CCA that allows multi-group and nonlinear relationship in additive
fashion. We call our approach Generalized Additive Kernel Canonical Analysis
(GAKCCA). In addition to exploring multi-group relationship with nonlinear
extension, GAKCCA can reveal contribution of variables in each group; which
enables in-depth structural analysis. Simulation study shows that GAKCCA
can distinguish a relationship between groups and whether they are correlated
or not.
Keywords: Multivariate analysis, Generalized Additive Kernel Canonical Anal-
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Figure 3.1 Helio plots of contribution coefficients rYjl,Yk in Case II.
The size of a bar indicates the value of empirical con-
tribution coefficient of that variable to the other block.
Blue colored bars means the p-value of the correspond-




Multivariate analysis is one of statistical methods that considers several vari-
ables simultaneously. Compared with univariate analysis, which focus on the
influence of one variable only, multivariate analysis takes into account not only
the effect of each variable but also interaction between variables. Thus, mul-
tivariate analysis gets popular as researchers face to more complex data. A
number of statistical methods concerning multivariate analysis have been devel-
oped and widely used. For instance, principle component analysis (PCA), first
proposed by Pearson (1901) [15] is a method to compress data in a high dimen-
sional space into the low dimensional space. Factor analysis extracts underlying,
but unobservable, random quantities by assuming variables are expressed with
those random quantities ([9]).
One of the popular multivariate analysis is canonical correlation analysis
(CCA). CCA, proposed by Hotelling (1936) [8], explores a relationship between
two multivariate groups. CCA finds linear combinations of each group that
maximize their Pearson correlation coefficient. In this way, CCA can serve as
a dimension reduction method by analyzing linear combinations of each multi-
dimensional variable and this advantage makes CCA widely used in many sci-
entific fields that mostly deal with high dimensional data such as psychology,
neuroscience, medical science and image recognition ([16, 22, 14, 24]), etc.
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Despite of this strength, CCA has some limitations. First, CCA is restricted
to linear relationship only so that CCA could result in bad performance if two
variables are linked with a non-linear relation. This limitation is inherited from
the characteristics of Pearson correlation. If two random variables X and Y are
related with the equation X2 + Y 2 = 1, then the Pearson correlation of X and
Y results in Corr(X,Y ) = 0, although two random variables are related. To
overcome the linearity constraint of classical CCA, Bach and Jordan (2002) [3]
proposed Kernel canonical correlation analysis (KCCA), which applies a ker-
nel method to the CCA problem. Unlike CCA, KCCA is a method of finding
nonlinear relationship between two groups. Kernelization allows practical para-
metric nonlinear extension of the CCA method. KCCA has been used in some
scientific fields that need to find nonlinear relationship beyond linear one such
as speech communication science, genetics and pattern recognition ([2, 12, 25]).
Another limitation of classical CCA is that it is applicable only to two
groups. Often, many scientific experiments yield results that can be grouped
into more than two groups. Pair-wise application of CCA into the groups more
than two may ignore the connection and non-connection within them. Multi-
group version of CCA was introduced by Kettenring (1971) [10], named gen-
eralized canonical correlation analysis (GCCA or MCCA). GCCA finds linear
combinations of each group that optimize certain criterion, like the sum of co-
variances. Tenenhaus et al. (2015) [20] proposed kernelized version of GCCA
: kernel generalized canonical correlation analysis (KGCCA). This method is
an extension of CCA by combining nonlinearity and multi-group analysis. In
spite of fully flexible extension, kernelization of all variables together in each
group cannot provide the structural analysis of CCA. For instance, KGCCA
cannot reveal the contribution of X11 in X1 = (X11, · · · , X1p1) in a relation to
another group X2 = (X21, · · · , X2p2). Balakrishnan et al. (2012) [5] considered
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an additive model by restricting possible non-linear functions to the class of ad-
ditive models; f(x1, · · · , xp) =
∑p
i=1 fi(xi). This modification enables KCCA
to analyze the contribution of each variable. However, it is still restricted to
two groups.
In this paper, we apply an additivity idea to KGCCA so that the proposed
method allows more than two groups with nonlinear structure in an additive
way. We call our proposed approach generalized additive kernel canonical cor-
relation analysis (GAKCCA). We expect the proposed approach has a better
interpretability than KCCA or KGCCA and it can be applied to multi-group
data.
The organization of the paper is as follows. In Chapter 2, we first review
CCA and its variants, then specify the population and empirical versions of
GAKCCA model and define the contribution of a variable in a group. As the
proposed approach requires a regularization parameter, we discuss selection
of a regularization parameter. Hypothesis test based on permutation is also
introduced. In Chapter 3, we show the results of simulation study to confirm
that our method is valid and it explains the relationship of groups well. The




In this chapter, we first briefly review CCA and its variants. Then, we present
our GAKCCA method and describe the algorithm for implementation.
2.1 Canonical Correlation Analysis and its variants
Consider two multi-variate groups, X1 = (X11, · · · , X1p1) and X2 = (X21,
· · · , X1p2). X1 has p1 variables and X2 has p2 variables. Canonical correlation
analysis finds linear combination of each group that maximizes correlation be-



















= 1, where each bj ∈ Rpj for j = 1, 2.
Variance constraints are due to reduce the freedom of scaling of b1 and b2.




22 c2 with con-
straints cT1 c1 = c
T
2 c2 = 1 where Σ11 = Var (X1), Σ22 = Var (X2) and Σ12 =
Cov (X1,X2) so that one can solve it by using Cauchy-schwarz inequality to
obtain the coefficients. Solutions of (2.1), named b̂1 and b̂2, are called (first)
canonical coefficients and b̂T1X1 and b̂
T
2X2 are called (first) canonical variates.
Instead of linear combination restriction in CCA, Kernel canonical corre-
lation analysis utilizes nonlinear functions to extract the relationship between
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= 1, where each fj : Rpj → R for
j = 1, 2 is an unknown function in the reproducing kernel Hilbert space (RKHS)
([3]). Given n samples of {X1,X2}, denoted by {X(1)1 ,X
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subject to (1/n)aT1K1K1a1 = (1/n)a
T
2K2K2a2 = 1. This is similar to CCA
optimization problem, so we can find optimal a1 and a2 using Cauchy-schwarz
inequality idea.
Note that both CCA and KCCA assume two groups of variables. To expand
beyond two groups, Kettenring (1971) [10] suggested multi-group generalization
of CCA (GCCA or MCCA). GCCA finds linear combinations of each group
that optimize certain criterion to reveal multi-group structure. Tenenhaus and
Tenenhaus (2011) [21] extended GCCA to a regularization version by imposing
constraints on the norm of a coefficient vector in a linear combination as well
as the variance of the linear combination (RGCCA). More specifically, given J



















= 1 for j = 1, · · · , J, where g is called a
scheme function. Scheme function is related to criterion for selecting canonical
variates ([10]). The examples of g are g(x) = x (Horst scheme, [11]), g(x) = |x|
(Centroid scheme, [23]) or g(x) = x2 (Factorial scheme, [13]). cjk is an element
of J × J design matrix, C, where cjk = 1 if j and k groups are related and
cjk = 0, otherwise. τ = (τ1, · · · , τJ) is a regularization parameter (or shrinkage
paramter). Regularization parameter enables operation inversion by avoiding
ill-conditioned variance matrices ([21, 20]). All τj ’s are between 0 and 1.
Also, Tenenhaus et al. (2015) [20] developed a nonlinear version of GCCA

















= 1 for j = 1, · · · , J, where each fj is a real-valued
function in reproduced kernel Hilbert space (RKHS). g and cjk are the same as
those in RGCCA.
In the next section, we introduce our approach that consider an additive
structure in the multi-groups setting.
2.2 Generalized Additive Kernel Canonical Correla-
tion Analysis
As in the previous section, we consider J multivariate random variable groups
Xj =
(
Xj1, · · · , Xjpj
)
∈ Rpj for j = 1, · · · , J . KCCA considers a function on
the j-th group variable, fj(Xj) where fj is a nonlinear function in RKHS. In
our approach, called GAKCCA, we assume that fj is an additive function in
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RKHS as in Balakrishnan et al. (2012) [5]. That is,
fj ∈ Hj =
{
hj
∣∣∣ hj(x1, · · · , xpj ) = pj∑
l=1
hjl(xl) and hjl ∈ Hjl
}
(2.6)
where each Hjl is a RHKS with a kernel φjl(·, ·).
















= 1 for j = 1, · · · , J, where g and cjk are a scheme
function and an element of the design matrix, respectively. Since we assume
fj ∈ Hj , we can write fj(Xj) =
∑pj





































by ρX1,··· ,XJ .
When we introduce a covariance operator on RKHS, mathematical treat-
ment can be simpler ([4, 7, 20]). Let Σjl,km be a covariance operator such that
Cov (fjl(Xjl), fkm(Xkm)) = 〈fjl,Σjl,kmfkm〉Hjl , where 〈·, ·〉Hjl is an inner prod-
uct on Hjl. Then, the equation (2.8) can be expressed as
















l′=1〈fjl,Σjl,jl′fjl′〉Hjl = 1 for j = 1, · · · , J.
Note that the equation (2.9) is a theoretical expression. Suppose that we











. Fukumizu et al. (2007) [6] suggested an estimated
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covariance operator Σ̂jl,km that satisfies the following property using kernels
φjl and φkm.























jl = φjl(·, X
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jl ). Bach and Jordan (2002)
[3] then utilized the linear space spanned by φ̂
(1)
jl , · · · , φ̂
(n)
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(i)
jl is a coefficient corresponding to φ̂
(i)
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which needs to be estimated and fperpjl is orthogonal to Sjl. Then the equation































































































Let us introduce a n × n symmetric Gram matrix Kjl ([17]) whose (i, i′)-














n × n identity matrix, In, and the n-dimensional vector of ones, 1n, the cen-




































































































































Thus, we can further express (2.11) as follows:



























Note that the centered Gram matrix K̂jl is singular since the sum of rows or
















jlK̂jlK̂jl′ajl′ = 1 does not provide a unique solution to our method. So,
similar to KCCA methods ([3], [20]), we introduce regularization parameters













= 1, j = 1, · · · , J, (2.12)
where Ijl,jl′ is an identity operator if l = l
′ and a zero operator, otherwise.











aTjlK̂jlajl = 1, j = 1, · · · , J.
(2.13)
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In summary, empirical version of GAKCCA (2.9) using the kernel method
can be expressed as

























jlK̂jlajl = 1, for
j = 1, · · · , J.
To find the solution, {â11, · · · , â1p1 , · · · , âJ1, · · · , âJpJ} of (2.14), an algo-
rithm similar to the algorithm considered in [20] is applied. Specifically, we































where λj ’s are Lagrange multipliers.
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∂ajl′

































































































aTjlK̂jlajl = 1, j = 1, · · · , J.




































































































rj = 0. (2.18)
Note that (2.18) is a quadratic equation with respect to λj , so λj can be ex-
pressed as the function of τj , rj and sj . Thus, given a11, · · · ,a1p1 , · · · ,aJ1 · · ·aJpJ
which satisfy the constraint condition (2.14), we can calculate λ1, · · · , λJ using
the equation (2.18) and in return, we calculate a11, · · · ,a1p1 , · · · ,aJ1 · · ·aJpJ
from the equation (2.17). This recursive procedure stops when a convergence
11
criterion is satisfied and we obtain ρ̂X1,···XJ and â11, · · · , â1p1 , · · · , âJ1 · · · âJpJ .
The detailed algorithm is described in the Appendix.
In classical CCA, the contribution of a variable in a group in relation be-
tween the group and the other group is measured by correlation ([18]). To be
specific, we consider the contribution of X1l in X1 for the relation between X1
and X2 as Corr(̂b1lX1l, b̂
T
2X2), where b̂1 = (̂b11, · · · , b̂1p1) and b̂2 are canonical
coefficients. A high absolute value of Corr(̂b1lX1l, b̂
T
2X2) implies that X1l plays
a significant role in the relation between X1 and X2.
Similarly, we can measure the contribution of a variable in a group in relation
between the group and the other group in our approach, GAKCCA. We define
the contribution coefficient of the lth variable in the jth group, Xjl in relation






We also define the measure for the relation between Xj and Xk as






















































Simulation study shows that empirical contribution coefficient and measure
for the relation between two groups describe structural information of variable
groups well.
2.3 Regularization Parameter Selection
Choosing appropriate regularization parameters is one of challenges. We con-
sider cross validation idea for selecting regularization parameters for our GAKCCA.
Using the whole data, we approximate fj and denote as f̂j . Using the split data,
we approximate fj and denote as f̂
−g
j which is obtained by excluding the gth
split. Then, compare these two estimate to select the regularization parameters.
In detail, we describe selection procedure as follows. We split the n samples
of {X1, · · · ,XJ} into G subsets, denoting X[1], · · · , X[G], where each X[g] con-
tains ng samples of {X1, · · · ,XJ} and n1 + · · ·nG = n. For each j = 1, · · · , J ,





























jl are calculated from the data excluding X[g] in the
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entire dataset. Then, we obtain














and selection of τ is made by minimizing L(τ ).














as an approximation of fjl. Then cross validation procedure chooses τ = (τ1, · · · , τJ)
which τj ’s may not be equal, but for the purpose of simplicity in computation,
we assume all τj ’s are equal.
2.4 Permutation test
In classical CCA, Wilks’ lambda statistic is widely used ([1]) to test the hy-
pothesis that there is no relationship between two groups. However, multivariate
normal distribution assumption of the Wilks’ lambda test is difficult to apply
to GAKCCA since to test the hypothesis, ordinary CCA has only to check
covariance between two group. However, GAKCCA considers covariances of
all pair of groups simultaneously. Moreover, nonlinear extension using kernel
method makes data structure more complicated. For those reasons, formulat-
ing test statistics is rather complex. So, we consider permutation test approach
to test ρX1,··· ,XJ = 0. That is, we approximate the sampling distribution of test
statistics, ρ̂X1,··· ,XJ , by obtaining test statistics from resampling under the null
hypothesis.
First, from the original data, we calculate ρ̂X1,··· ,XJ , denoted as ρ̂
obs
X1,··· ,XJ .

























do not necessary keep the order as it should not
14
matter under the null hypothesis. Third, from the resampled data, we cal-
culate ρ̂X1,··· ,XJ . Fourth, we repeat second and third steps m times and ob-
tain ρ̂
{1}
X1,··· ,XJ · · · , ρ̂
{m}
X1,··· ,XJ . Last, we find an empirical distribution F̂ from
ρ̂
{1}
X1,··· ,XJ · · · , ρ̂
{m}





less than the pre-specified significant level. In this paper, we set m = 300.
Analogous hypothesis test methods can be applied to test whether a certain





To check the effectiveness of our method, we consider two synthesized data; one
is an inter-independent case (Case I) and the other is an inter-dependent case
(Case II).
For Case I, we consider 3 blocks of variables (X1, X2, X3). The number of
members in each block and their distribution assumption are as follows:
• X1 = (X11, X12) : X11 ∼ N(0, 1), X12 ∼ N(0, 1)
• X2 = (X21, X22, X23, X24) :X21 ∼ N(0, 1),X22 ∼ N(0, 1),X23 ∼ N(0, 1),
X24 ∼ N(0, 1)
• X3 = (X31, X32, X33) : X31 ∼ N(0, 1), X32 ∼ N(0, 1), X33 ∼ N(0, 1)
Here we assume that all N(0, 1)s are independent so that 3 blocks X1,X2 and
X3 are mutually independent. From this setting, we generate 100 data points,
that is, the number of samples is 100 (n = 100).
To apply our method, GAKCCA, we use a Gaussian kernel for each variable.




, where σjl can be viewed as a bandwidth. We set σjl by median distance
between data points in {X(1)jl , · · · , X
(n)
jl } as in Balakrishnan et al. (2012) [5] or
Tenenhaus et al. (2015) [20]. Also, we use a fully-connected design matrix, that
is, cjk = 1 if j 6= k and cjk = 0 ,otherwise. Then, we adopt a Horst scheme
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function, g(x) = x. Without further notice, Gaussian kernel with median-based
bandwidth, fully-connected design matrix and Horst scheme function will be
used in all simulation study and real data application in this paper.
For the simulated data, we obtain estimates of ρX1,X2,X3 , rX1,X2 , rX2,X3
and rX3,X1 . Then by the permutation test described in the previous section,
we calculate a p-value for each estimate. We repeat this procedure 300 times
using 300 simulated data. The results are given in Table 3.1. The Table shows
that there is no significant relationship between 3 blocks (p-value of ρ̂X1,X2,X3
is 0.517 in average), which correctly captures dependence/independence of the
simulation setting for Case I.
Table 3.1: Averages of estimated values and the corresponding p-values from
the permutation test over 100 simulated data for Case I (Independent case).
The number in parentheses is standard deviation over 100 simulated data.
Estimate p-value
ρX1,X2,X3 0.544 (0.210) 0.517 (0.268)
rX1,X2 0.303 (0.115) 0.447 (0.289)
rX2,X3 0.341 (0.077) 0.465 (0.300)
rX3,X1 0.287 (0.098) 0.421 (0.286)
In Case II, we consider 3 blocks (Y1, Y2, Y3) again. The number of members
in each block and their distribution assumption are as follows.
• Y1 = (Y11, Y12) : Y11 ∼ z +N(0, 1), Y12 ∼ N(0, 1)
• Y2 = (Y21, Y22, Y23, Y24) : Y21 ∼ N(0, 1), Y22 ∼ z2+N(0, 1), Y23 ∼ N(0, 1),
, Y24 ∼ N(0, 1)
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• Y3 = (Y31, Y32, Y33) : Y31 ∼ |z| + N(0, 1), Y32 ∼ z sin(z) + N(0, 1), Y33 ∼
N(0, 1),
where z ∼ uniform[−5, 5]. Here we assume all N(0, 1)s are independent. Since
Y11, Y22, Y31 and Y32 contain functions of z, these four variables are linked with
nonlinear relationship.
From this setting, we generate 100 data points, that is, the number of sam-
ples is 100 (n = 100) and apply our method to estimates of ρY1,Y2,Y3 , rY1,Y2 ,
rY2,Y3 and rY3,Y1 and the corresponding p-values by the permutation test. With
300 simulated data sets, we repeat this procedure. The averages of estimated
values and the corresponding p-values are provided in Table 3.2. A small p-
value for testing ρY1,Y2,Y3 = 0 indicates that the blocks are related. We can
also see from small p-values of rY1,Y2 , rY2,Y3 and rY3,Y1 , all three groups are
inter-related, which capture dependence between blocks correctly for Case II.
Note that the value of ρY1,Y2,Y3 can be larger than one as it is a combination of
functions of covariances. On the other hand, the relation measure rYj ,Yk should
be less than equal to one as it is a correlation.
Table 3.2: Averages of estimated values and the corresponding p-values from
the permutation test over 300 simulated data for Case II (dependent case). The
number in parentheses is standard deviation over 300 simulated data.
Estimate p-value
ρY1,Y2,Y3 1.992 (0.419) 0.000 (0.001)
rY1,Y2 0.779 (0.044) 0.000 (0.000)
rY2,Y3 0.911 (0.022) 0.000 (0.000)
rY3,Y1 0.728 (0.051) 0.000 (0.000)
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To investigate which variables in the block contribute to the relationship,
we calculate contribution coefficients, rYjl,Yk introduced in the previous section.
The results are given in Table 3.3. Recall that Y11, Y22, Y31 and Y32 have a com-
mon component z in the simulation setting. We indicate this by a bold font in
the first column of Table 3.3. Y11 in the first block Y1 is the one that contribute
to the relation between Y1 and Y2, and Y1 and Y3. The empirical contribu-
tion coefficients and the corresponding p-values show that Y11 is contributing
to that relationship compared to Y12. Similarly, we can see from Table 3.3 that
the empirical contribution coefficients successfully capture the contribution of
Y22, Y31 and Y32 in relation between their corresponding block and the other
blocks.
Table 3.3: Averages of empirical contribution coefficients and the correspond-
ing p-values from the permutation test over 100 simulated data for Case II
(dependent case).











To visualize contribution of each variable in relation with the other block, we
utilize a helio plot. Figure 3.1 is helio plots between pairs of blocks in the second
simulation setting (Case II). In the helio plot, variables in two blocks are listed in
a circular layout. The size of a bar indicates the value of empirical contribution
coefficient of that variable to the other block. For example, in the upper left
helio plot in Figure 3.1, the size of the bar corresponding to Y11 represents
the value of empirical contribution coefficient of Y11 to Y2, r̂Y11,Y2 . Also, blue
colored bars means the p-value of the corresponding empirical contribution
coefficient is below 0.05. The upper left helio plot in Figure 3.1 shows that
Y11 has a significant influence on the relation to Y2 and Y12 is less relevance
in the relation to Y2. Similarly, from the same helio plot, Y22 has a significant
influence on the relation to Y1 and the other variables in Y2 except for Y22 are
less relevance in relation to Y1. From Figure 3.1, we can see that GAKCCA
reveal nonlinear relation between blocks and contribution in Case II, properly.
We applied RGCCA to the Case II simulated data (dependent case) for com-
parison with GAKCCA. We utilized RGCCA package ([19]) in R (www.r-project.
org) and implemented the permutation test to extract significant groups. The
design matrix, scheme function, number of samples for the permutation test
and number of simulated data sets are the same as the ones that we considered
for GAKCCA. The RGCCA result shows that there is a significant relationship
between Y2 and Y3 (The average of empirical correlation between first canon-
ical variate of Y2 and that of Y3 is 0.875 with p-value 0.000), but more weak
relationship between Y1 and Y2, Y3 and Y1 than that from GAKCCA (The aver-
age of empirical correlations from RGCCA are 0.164, 0.164 with p-value 0.520,
0.577, respectively). The limitation of RGCCA that can only consider linear
relationship between groups leads to fail to find clear nonlinear relationship
within them.
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Figure 3.1: Helio plots of contribution coefficients rYjl,Yk in Case II. The size
of a bar indicates the value of empirical contribution coefficient of that variable
to the other block. Blue colored bars means the p-value of the corresponding




In this paper, we have proposed a generalized version of additive kernel CCA.
Due to the nature of the objective function, the set of regularization param-
eters are introduced and we consider the cross validation by comparing es-
timated additive components for the selection of regularization parameters.
A permutation-based test is introduced for checking the relationship between
groups. Simulation study shows the proposed method can successfully identify
nonlinear relationship between groups and reveals the influence of each variable
in the group. Such advantage will be useful in many research areas that deal
with multivariate data and in-depth analysis compared to the traditional CCA
is possible.
There are some potential extensions of our method. First, classical CCA can
consider the second canonical variates that maximizes the correlation Corr(bT1X1,
bT2X2) among all choices that are uncorrelated with the first canonical variates.
Introducing the concept of the second canonical variates in GAKCCA could re-
veal additional structural information within groups that the current GAKCCA
model does not explain.
In selecting regularization parameters in GAKCCA, intensive computation
is inevitable. Thus, it is worth investigating on developing an algorithm to
make computation faster or finding a computationally more efficient selecting
22
method. Compared with classical CCA, which uses a simple test statistic like
Wilk’s lambda, permutation test requires more computation time. However, the
computation burden can be effectively reduced by distributed computing.
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다양한 다변량 분석 방법들이 널리 쓰이고 있으며 그 중에 널리 쓰이고 있는 방
법론 중에 하나로 정준상관분석 (Canonical correlation analysis, CCA) 이 있다.
정준상관분석은많은장점에도불구하고선형관계에만국한되었다는점, 2개의그
룹에만적용할수있는점등의한계점을지니고있다.이러한한계를극복하기위해
커널 정준상관분석 (Kernel canonical correlation analysis, KCCA), 일반화 정준
상관분석 등 여러 변형된 정준상관분석법들이 제안되었다. 본 논문에서는 새로운
모델인 일반화 가법 커널 정준상관분석 (Generalized additive kernel canonical
correlation analysis, GAKCCA)를 제안하고자 한다. 비선형 확장을 통한 다중
그룹 사이의 관계를 분석하는 것과 더불어, 일반화 가법 커널 정준상관분석은 각
그룹내변수가그룹간관계에어느정도기여하는지를보여줄수있으며이를통해
심층적인 구조 분석이 가능하다. 또한 시뮬레이션 결과를 통해 일반화 가법 커널
정준상관분석가 다중 그룹들 간의 관계 여부를 나타낼 수 있다는 것을 보여준다.
주요어: 다변량 분석, 일반화 가법 커널 정준상관분석, 다중 그룹 데이터 분석
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