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Generic rotationally invariant random matrix models satisfy a simple relation: the probability
distribution of off-diagonal elements and the one of half the difference between any two diagonal
elements coincide. In the spirit of the Eigenstate Thermalization Hypothesis (ETH), we test the
hypothesis that the same relation holds in quantum systems that are non-localized, when one con-
siders small energy differences. The relation provides a stringent test of ETH beyond the Gaussian
ensemble. We apply it to a disordered spin chain, the SYK model and a Floquet system.
Introduction. ETH has become one of the most
accepted elements for our understanding of the dy-
namical and thermalization properties of quantum
systems [1, 2]. It relates to the properties of local
observables in the basis of the energy eigenstates.
The initial assumption, based on work of Berry [3],
concerns the leading order of diagonal matrix ele-
ments which is assumed to be a smooth function of
the energy. Subsequent works by Deutsch and Sred-
nicki [1, 4] extended the assumptions to matrix en-
tries beyond this average result, characterizing the
fluctuations from element to element, and under dif-
ferent realizations of the Hamiltonian [2]. In this
form, ETH is formulated assuming that the fluctu-
ating part of a given matrix element in the energy
eigenbasis Aαβ is represented by exponentially small
random numbers. In particular, for matrix elements
close or near the diagonal, with energy-differences
within the Thouless scale (the timescale of diffusion
of a particle across the sample [2, 5]), the matrix is
assumed to be essentially random Gaussian.
Recently [6], we argued that the matrix entries
Aαβ cannot be in general independent and that
the products of certain off-diagonal matrix elements
should have small but relevant expectations which
enter in the computation of higher order correla-
tion functions. This, together with the fact that
the probability distributions of single elements are
measurably non-Gaussian [7, 8], calls for a general-
ization. The extension is however constrained by
the argument [4] according to which eigenvectors
with near energies of a non-localized Hamiltonian
mix with random phases when a small perturbation
is applied. This naturally leads one to assume that
matrix elements close to the diagonal are well rep-
resented by rotationally invariant matrix ensembles.
A class of well-studied models that enjoys this prop-
erty has matrix elements of the form [9]:
Pβ(A) ∝ exp
(
−β
2
NTrV (A)
)
(1)
where V (A) is some function and β = 1, 2, 4 is the
Dyson index which characterizes if the ensemble is
orthogonal, unitary or symplectic. The Gaussian en-
semble V (A) = A2/2 is the only one which has both
rotational symmetry and independence of matrix en-
tries [10]. In [11] it is shown that for a rotationally
invariant model the type of diagrams discussed in
[6] are the free cumulants of the matrix ensemble
(1) which generalize for a random matrix the clas-
sical cumulants and encode the departure from the
Gaussian statistics [12].
Rotationally invariance and in particular the form
(1) imply testable relations between the joint distri-
butions of elements [13] that do not involve deter-
mining V . These relations are easy to prove for a
random ensemble, but for a quantum system remain
an assumption, a check of the randomness of the di-
agonalizing basis below the Thouless energy scale.
Here we shall use the simplest of these relations.
Quenched vs. annealed. It is important to distin-
guish these two ensembles, in view of the fact that
they give different results and we are not entirely
free to choose in the quantum case. Consider a ma-
trix model with distribution (1). For brevity, here
we concentrate on the orthogonal ensemble, the rea-
soning for other ensembles is the same.
• Quenched ensemble: we consider the set of 2×2
submatrices Aˆ of A obtained by generating all pairs
of mutually orthogonal si (i = 1, 2) N -dimensional
vectors with random direction, and for simplicity we
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restrict to the orthogonal ensemble:
PA(Aˆ) ∝
∫
Ds1Ds2
∏
i≤j
δ(s†iAsj − Aˆij)δ(s†isj − δij)
lnPq(Aˆ) ∝
∫
DA e−N2 TrV (A) lnPA(Aˆ)
(2)
• Annealed ensemble: here we have fixed vectors
si (i = 1, 2), and we take statistics by changing the
realization of A:
Pa(Aˆ) ∝
∫
DA e−N2 TrV (A)
∏
i≤j
δ(s†iAsj − Aˆij)
δ(s†isj − δij) ∝
∫
DA e−N2 TrV (A)PA(Aˆ)
(3)
where the equality holds because the integral does
not change if si are rotated together.
In a quantum case we shall not be free to rotate
the eigenvectors as we please without destroying the
structure of the matrix and averages will be essen-
tially annealed: the different realizations may corre-
spond to any change in the Hamiltonian that is small
in the thermodynamic limit but still large compared
to level-spacing [4].
Symmetries. Let Tab be a 2×2 orthogonal matrix.
We define TAˆT † = A′. Using the fact that TT † = I
and changing variables σa →
∑
b Tabσb in the deltas,
we obtain:
P (Aˆ) = P (TAˆT †) (4)
which implies that P (Aˆ) = F
(
{A˜a}
)
a function
of the eigenvalues A˜a of Aˆ (this is valid both for
quenched and for annealed averages). In terms
of the difference A− = (Aˆ11 − Aˆ22)/2, the sum
Aˆ+ = (Aˆ11 + Aˆ22)/2 and the off diagonal element
Aˆ12, we have:
P (Aˆ) = F
(
Aˆ+ +
√
Aˆ2− + Aˆ212, Aˆ+ −
√
Aˆ2− + Aˆ212
)
(5)
This function is symmetric with respect to exchange
of Aˆ− and Aˆ12. This means that their probabil-
ity marginals are the same function F¯ evaluated in
Aˆ− and Aˆ12, respectively, hence we conclude that
they are equally distributed: P (Aˆ12) = F¯ (Aˆ12) and
P (Aˆ−) = F¯ (Aˆ−). The same may be said of the real
and imaginary parts of the off-diagonal elements in
the complex case.
Large N results. (a) Diagonal matrix elements.
In order to derive the distribution of diagonal entries
we consider the following generating function:
F βd (s) = 〈e
β
2NsAii〉 (6)
with β = 1, 2 if A is symmetric or hermi-
tian. The average is over the probability mea-
sure Pβ(A)DA which can be decomposed into
its eigenvalue and an angular part Pβ(A)DA ∝
exp
(
−Nβ2
∑N
i=1 V (λi)
)∏
i<j |λi − λj |β
∏
i dλi dU
[9] and similarly the matrix element Aii can be writ-
ten Aii =
∑
k UikλkUik. This problem has been con-
sidered rigorously in [14] but can be done in a more
heuristic way considering the normalization of the
vector {Uik}k and neglecting the orthonormal rela-
tion with and of the other vectors [12]. The prob-
lem can also be viewed as the study of the partition
function of a spherical spin with pairwise disordered
interactions, at inverse temperature s [15]. In [14]
only the average over the unitary matrix has been
taken, as in Eq (2). Here we are interested also in
the annealed average over the eigenvalues as in (3).
At high temperature the result at leading order in
N is [14]:
F βd (s) ' e
Nβ
2
∫ s
0
R(x)dx (7)
where R is the R-transform of the density ρ(λ)
associated to the distribution P (A). This is de-
fined starting from the Stieltjes transform S(z) =
1
N
∑
k
1
z−λk and taking its inverse R(s) = S
−1(s) −
1/s. Note also that the R transform admits a Tay-
lor expansion R(s) =
∑∞
k=1 Cks
k−1 where Ck are
the free cumulants of the matrix A which can be
defined in terms of the moments Mk =
1
N 〈TrAk〉
(for a Gaussian ensemble the series stops at k = 2)
[16]. If one performs the average only over the or-
thogonal matrices and not over eigenvalues the re-
sult (7) is valid up to a critical value of s = sc
where S(λmax) = sc. In order to derive the prob-
ability distribution of diagonal matrix elements in-
stead we need the annealed average, performing the
minimization over eigenvalues. The solution is such
that the density of eigenvalues is unperturbed at
high temperatures (s ≤ sc). At lower temperatures
one finds that the bulk of the eigenvalues is not af-
fected except that there is a single eigenvalue λN
that separates from the bulk. This solution however
is consistent with the analytic continuation of the
result (7) at small temperatures (large s) [13].
One can therefore apply this results to the com-
putation of P (Aii), by taking the Fourier transform
2
of Fd(s) which at the saddle point level amounts to
computing a Legendre transform [17]:
P βd (Aii) ' e−
Nβ
2 extrs(sAii−
∫ s
0
R(x)dx) (8)
These results are compatible with the trivial
marginals of a Gaussian ensemble. For a Wishart
matrix ensemble of parameter α R(s) = α1−s [16] and
this implies: PWd (Aii) ∝ e
Nβ
2 (−Aii+α logAii) which
(for β = 2) agrees with the leading order in N of the
distribution obtained in [18].
(b) Off-diagonal matrix elements. In order to
compute the distribution of off-diagonal matrix ele-
ments we consider the generating function for β = 1:
F β=1o (s) =
〈
eNsAij
〉
=
〈
e
N
2 TrSUΛU
†〉
(9)
with Sk,l = s(δk,iδl,j + δk,jδl,i) and A = UΛU
†.
(From here one can also show Eq. (4)). Diagonaliz-
ing the matrix S therefore leads us to the problem
of two diagonal matrix entries with parameter s and
−s. This leads to the high temperature result:
F β=1o (s) ' F β=1d (s)F β=1d (−s) (10)
however again one has to be careful with the con-
tinuation of this result at small temperatures. In
this limit two eigenvalues detach from the to the
left and to the right of the bulk, respectively, when
s = S(λmax) and s = −S(λmin). As in the previous
case one can show that the expression at high tem-
peratures (10) is analytically continued in the low
temperature regime [13].
From Eq. (10) one can compute the cumulant co2k
of Aij in terms of the free cumulant Ck of matrix
ensemble P (A) and from (7) compare with the cu-
mulant cdk of Aii:
co2k = (2k − 1)!
(
1
N
)2k−1
C2k =
(
1
2
)2k−1
cd2k .
(11)
From the result (10), by taking the Fourier trans-
form, one can read the distribution of the off-
diagonal matrix elements in terms of the diagonal
one, in particular:
P β=1o (Aij) ' 2
∫
dAP β=1d (A)P
β=1
d (A− 2Aij) (12)
which is the large N limit of our result on the
equivalence between the distribution of Aij and
(Aii−Ajj)/2 when the correlations between Aii and
FIG. 1. SYK model with L=10 Majorana fermions. We
show P (Aii), P (ReAij) and P ((Aii − Ajj)/2) for the
observable A = iψαψβ over all pair α β. We choose i in
the middle of the spectrum and j = i + 1. Comparison
with a Gaussian is shown with black lines. In the inset
we show the collapse of logPd(Aii)/N+C with N = 2
L/2
and C is an arbitrary constant for L = 10 and L = 14.
Ajj are lost. For a hermitian matrix one should con-
sider the real part:
F β=2r (s) =
〈
eNsReAij
〉
' eNW (s) (13)
with W (s) =
∫ s/2
0
R(w) +
∫ −s/2
0
R(w) and a simi-
lar result holds for the imaginary part of Aij . The
probability can be calculated by a Legendre trans-
form of W (s) [17]. Note also that Eq. (12) holds,
at the saddle point level, separately for the real and
the imaginary part of Aij .
As a check from these calculations we recover the
exact results for the Gaussian ensemble. Moreover
for a Wishart matrix at the saddle point level one
obtains: logPWo (Aij) ' −N2 (α +
√
4A2ij + α
2 −
α log((α+
√
4A2ij + α
2)2/4−A2ij)) + C.
Applications to quantum systems.
We now check if in ergodic quantum systems the
result we have obtained relating the full distribution
of diagonal and off-diagonal matrix elements applies.
For a true matrix model it is valid for any N while
for a quantum system, one may expect that a ran-
dom matrix ETH regime sets in for N sufficiently
large. The particular case of variances of elements
in a Gaussian case was already discussed in Refs.
[19, 20].
As a first example we consider a paradigmatic
model of chaos, the Sachdev-Ye-Kitaev (SYK)
model [21]. This is defined considering N Majorana
3
FIG. 2. Floquet model with L = 6 sites. We show
P (Aii), P (ReAij) and P ((Aii − Ajj)/2) for the observ-
able σzL/2. As energy is not conserved we used all eigen-
states for each realization and for each i we choose
j = i+ 1.
fermions {ψα, ψβ} = δαβ interacting via a disordered
multibody term:
H =
∑
0≤α<β<γ<δ≤L
Jαβγδψαψβψγψδ (14)
where Jαβγδ are Gaussian random variables with
zero mean and variance 〈J2αβγδ〉 = 6/L3. We con-
sider the observable A = iψαψβ for all pairs of α
and β. The Hamiltonian commutes with the parity
operator P = i−L/2
∏L
α=1 ψα and we restrict our-
selves to the sector with eigenvalue λP = −1. In
Fig. 1 we show the results for L = 10 where we
compare the distribution of off-diagonal matrix ele-
ments P (ReAij) with the difference of two diagonal
matrix elements P ((Aii − Ajj)/2) in the middle of
the spectrum. We also show the distribution of di-
agonal matrix elements P (Aii) that is far from a
Gaussian distribution in the wings, where the agree-
ment between P (ReAij) and P ((Aii−Ajj)/2) is still
good. In the inset we show the collapse of the large
deviation function P (Aii) for two sizes L = 10 and
L = 14.
Next we consider a Floquet system as the one im-
plemented in [22]. We take a one dimensional chain
and we consider as evolution operator U = W1W2
with W1 = U1,2 × U3,4 × · · · × UL−1,L and W2 =
ST (U1,2 ×U3,4 × · · · ×UL−1,L)S where Ui,j are ran-
dom unitary matrix and S is the shift operator which
translate the spins of one site implementing peri-
odic boundary condition. We consider as observable
A = σzL/2 in the basis of the operator U . In Fig.
2 we show the result of the distribution of diago-
nal and off-diagonal matrix elements for a system
FIG. 3. Disordered chain with L = 12 spins at small
disorder h = 1. The data correspond to P (Aii), P (Aij)
and P ((Aii−Ajj)/2). We take 20 states in the middle of
the spectrum and for each i we choose j = i+ 1. In the
main panel we show the distributions for a given sample
of disorder (up to small variations δhi ∈ [−0.05, 0.05])
and one spin, in the inset the distributions averaged over
the disorder and the spins.
of size L = 6. The deviation from a Gaussian are
clear as well as the agreement between P (ReAij) and
P ((Aii −Ajj)/2).
We finally study a disordered spin chain:
H =
L∑
i=1
[JSi · Si+1 + hiSzi ] (15)
where Si is a spin 1/2, the sum is over periodic
boundary conditions and hi are random uniform
variables between [−h, h]. In Fig. 3 we show the
results for L = 12 and h = 1 and we choose
SzL/2. In our procedure to construct the histogram
we generate a configuration of fields and then we
vary it by a small amount (δhi ∈ [−0.05, 0.05]).
We obtain a good agreement between P (Aij) and
P ((Aii − Ajj)/2). The deviations from the Gaus-
sian are not very marked for this particular sample
but are inevitable given that P (Aii) is clearly not
Gaussian. Allowing the fields to vary freely over the
disorder gives different distributions (as we show in
the inset of Fig. 3) because rare values of fields in
the statistics dominate in the large deviations.
Let us note that the distributions of off-diagonal
matrix elements in many models (also considered
here) are observed to be Gaussian [7, 8, 22–24], if
relatively small deviations are considered.
Perhaps the most interesting situation is when the
distributions do not coincide. This can be seen for
instance increasing the disorder in the model (15).
Already for h = 2 and L = 12 the distributions
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FIG. 4. Imperfect eigenstate thermalization: disordered
chain with L = 12 spins at larger disorder h = 2. In the
main panel we show the distributions for a given sample,
in the inset the distributions averaged over the disorder
and the spins. As before we take 20 states in the middle
of the spectrum.
P (Aij) and P ((Aii−Ajj)/2) differ as shown in Fig.
4. This value of h is expected to be below the MBL
transition [7, 25], but at these sizes eigenstate ther-
malization does not hold. For large h, in the MBL
phase, the relation is expected to break down for
every size.
Conclusions. We have introduced a test of
eigenstate thermalization inspired by matrix models
that can be used in conjunction with level-statistics
to detect subtle localization properties.
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