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1. Introduction
The introduction and development of Hardy and BMO spaces on Euclidian spaces Rn in the 1960s and 1970s played
an important role in modern harmonic analysis and applications in partial differential equations. These Hardy spaces were
studied extensively in [7,15,16,28,29] and many others. There are a number of equivalent characterizations of functions in
the Hardy space, including the all-important atomic decomposition, see [28,7]. The advent of the atomic method enabled
the extension of the real variable theory of Hardy spaces to a far more general setting, that of a “space of homogeneous
type” in the sense of Coifman and Weiss [8]. It is now understood that there are some important situations in which the
classical Hardy spaces cannot applicable. For example, consider a general elliptic operator in divergence form with complex
bounded coeﬃcients. Let A be an n× n matrix with entries
a jk : L∞
(
R
n)→ C, j = 1, . . . ,n, k = 1, . . . ,n,
satisfying the elliptic condition
λ|ξ |2 Aξ.ξ and |Aξ.ζ |Λ|ξ ||ζ |, ∀ξ, ζ ∈ Cn,
for some constants 0< λΛ < ∞. Then the second order divergence form operator is given by
L f := −div(A∇ f ), (1)
interpreted in the weak sense via a sesquilinear form.
It is well known that the Riesz transform ∇L−1/2 is bounded on L2(Rn) but not bounded from H1(Rn) to L1(Rn) (for
detail, see [19]). Therefore, it is natural to investigate the new Hardy spaces.
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see for example [2–4,13,14,19,20,22,11] and their references. Noting that the classical Hardy spaces are adapted to the
Laplacian. In [2], the authors studied the Hardy spaces associated to an operator whose heat kernel satisﬁes a pointwise
Poisson upper bound. Later, the BMO spaces associated to such an L were introduced in [13,14]. Recently, Auscher, McIntosh
and Russ treated the Hardy space H1 associated to Hodge Laplacian on a Riemannian manifold, see [3]. Meanwhile, Hofmann
and Mayboroda introduced the Hardy spaces associated to a second order divergence form elliptic operator L on Rn with
complex coeﬃcients, see [19]. Then Hofmann et al. [20] introduced the new Hardy spaces HpL , 1 p < ∞, on metric space
X associated to a non-negative self-adjoint operator L satisfying Davies–Gaffney estimates. Continuing results [20], Duong
and Li [11] introduce Hardy spaces HpL , 0 < p  1, assuming that L is the inﬁnitesimal generator of an analytic semigroup
on L2(X) with Davies–Gaffney estimates.
On the other hand, Orlicz–Hardy spaces on Rn and their dual were investigated by Janson [21] and then Viviani [30]
on Rn . Recently, Jiang and Yang [22] introduced the new Orlicz–Hardy space associated to a non-negative self-adjoint op-
erator L satisfying Davies–Gaffney estimates. Motivated by [19,20,22], we continue this line to study Orlicz–Hardy space
HL,ω(X) associated to operators which have bounded H∞ functional calculi and satisfy Davies–Gaffney estimates. We would
like to point out that in this paper, our assumptions on operator L are weaker than ones in [22], that is, the assumption
“L is a non-negative self-adjoint operator” is replaced by the weaker assumption “L has a bounded H∞ functional calculus
on L2(X)”. Let us remind that the assumption “non-negative self-adjoint” imposed on operator L play an important role in
the previous works, see for example [20,22]. This leads to that L satisﬁes the ﬁnite speed propagation property for solutions
of the corresponding wave equation, see [27] (see also [20]). This allows to construct the Hardy space via (ω,M)-atoms,
see [20,22]. Therefore, without “non-negative self-adjoint” assumption, we cannot adopt the same method used in [22]. It
requires us to work on (ω, ,M)-molecules instead of (ω,M)-atoms. We would like to emphasize that although in [23] the
authors also worked on (ω, ,M)-molecules, there were some methods which only work in Rn not in spaces of homoge-
neous type. For example, in the arguments used in [23] to obtain the duality of Hardy spaces HL,ω(X), we can “cover the
annulus S j(Q ) by approximately 2 jn cubes of the sidelength l(Q )”. It is clear that this is not true in the case of spaces of
homogeneous type. On the other hand, our method used in Section 3.3 is completely different from those used in [22,23].
Moreover the obtained results in Section 4 are new compared with those in [22,23]. More importantly, the assumption
“L has a bounded H∞ functional calculus on L2(X)” is really weaker than “L is a non-negative self-adjoint operator”. For
example, it is well known that in general the operator L in the second order divergence deﬁned by (1) is not a self-adjoint
operator, but L has a bounded H∞ functional calculus on L2(X), see [5]. For another example, we can consider the operator
L = b(x), a special case of a second order elliptic operator in non-divergence form with bounded measurable complex
coeﬃcients, where  denotes the Laplacian in Rn and b denotes an ω-accretive function on Rn , ω ∈ [0, π2 ), with bounded
reciprocal, meaning that b and 1b belong to L
∞(Rn,C) and |argb(x)|  ω for almost all x ∈ Rn . Obviously, the operator
L = b(x) is not self-adjoint in general. Moreover, the operator L has a bounded H∞ functional calculus on L2(X), see
Proposition 1.1 in [25]. Further going, if b(x)  δ > 0 for almost all x ∈ Rn , the semigroup {e−tL}t>0 satisﬁes the Davies–
Gaffney (6), see [12] (precisely, in [12] it was proved that the kernels of {e−tL}t>0 have Gaussian upper bounds; so the
Davies–Gaffney (6) holds for the semigroup {e−tL}t>0). In particular case when ω = t p , p ∈ (0,1], our results are in line
with those in [11]. Therefore, in this sense, this paper is an extension to [11].
The paper is organized as follows. In Section 2, we shall give some preliminaries on a metric space X with a doubling
measure and give some assumptions on the operator L. In Sections 3, we shall introduce Orlicz–Hardy spaces HL,ω(X).
We show that each function HL,ω(X) can be presented as decomposition of (ω, ,M)-molecule and more importantly, the
space of all ﬁnite linear combinations of (ω, ,M)-molecule is dense in HL,ω(X). Next, the dual spaces of HL,ω(X) are also
investigated. Finally, in the last section we proceed to consider applications of the holomorphic functional calculus of the
operator L and certain Riesz transforms. Firstly, we show that L has a bounded holomorphic functional calculus on the
Orlicz–Hardy spaces HL,ω(X). Then, we deﬁne the generalized Riesz transforms on X and we prove that Riesz transforms
are bounded from HL,ω(X) to L(ω) which can be applied to many settings.
Throughout, the letter C will denote (possibly different) constants that are independent of the essential variables.
2. Notations and preliminaries
Let X be a metric space, with distance d and μ is a non-negative, Borel, doubling measure on X . Throughout this paper,
we assume that μ(X) = ∞.
Denote by B(x, r) the open ball of radius r > 0 and center x ∈ M , and by V (x, r) its measure μ(B(x, r)). The doubling
property of μ provides that there exists a constant C > 0 so that
V (x,2r) CV (x, r) (2)
for all x ∈ M and r > 0.
Notice that the doubling property (2) implies that following property that
V (x, λr) CλnV (x, r), (3)
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V (x, r) C
(
1+ d(x, y)
r
)N
V (y, r), (4)
uniformly for all x, y ∈ X and r > 0.
To simplify notation, we will often just use B for B(xB , rB). Also given λ > 0, we will write λB for the λ-dilated ball,
which is the ball with the same center as B and with radius rλB = λrB . For each ball B ⊂ X we set
S0(B) = B and S j(B) = 2 j B \ 2 j−1B for j ∈ N.
2.1. Holomorphic functional calculus
We now give some preliminary deﬁnitions of holomorphic functional calculi as introduced by A. McIntosh [24].
Let 0 θ < ν < π . We deﬁne the closed sector in the complex plane C
Sθ = {z ∈ C: |arg z| θ}
and denote the interior of Sθ by S0θ .
We employ the following subspaces of the space H(S0ν) of all holomorphic functions on S
0
ν :
H∞
(
S0ν
)= {b ∈ H(S0ν): ‖b‖∞ < ∞},
where ‖b‖∞ = sup{|b(z)|: z ∈ S0ν}, and
Ψ
(
S0ν
)= {ψ ∈ H(S0ν): ∃s > 0, ∣∣ψ(z)∣∣ c|z|s(1+ |z|2s+1)−1}.
Let 0 θ < π . A closed operator L in L2(X) is said to be of type θ if σ(L) ⊂ Sθ , and for each ν > θ there exists a constant
cν such that∥∥(L − λI)−1∥∥ cν |λ|−1, λ /∈ Sν .
If L is of type θ and ψ ∈ Ψ (S0ν), we deﬁne ψ(L) ∈ L(L2, L2) by
ψ(L) = 1
2π i
∫
Γ
(L − λI)−1ψ(λ)dλ,
where Γ is the contour {ξ = re±iξ : r > 0} parametrized clockwise around Sθ , and θ < ξ < ν . Clearly, this integral is abso-
lutely convergent in L(L2, L2), and it is straightforward to show, using Cauchy’s theorem, that the deﬁnition is independent
of the choice of ξ ∈ (θ, ν). If, in addition, L is one–one and has dense range and if b ∈ H∞(S0ν), then b(L) can be deﬁned by
b(L) = [ψ(L)]−1(bψ)(L),
where ψ(z) = z(1 + z)−2. It can be shown that b(L) is a well-deﬁned linear operator in L2. We say that L has a bounded
H∞ calculus in L2 if there exists cν,2 > 0 such that b(L) ∈ L(L2, L2), and for b ∈ H∞(S0ν),∥∥b(L)∥∥ cν,2‖b‖∞.
In [24] it was proved that L has a bounded H∞-calculus in L2 if and only if for any non-zero function ψ ∈ Ψ (S0ν), L satisﬁes
the square function estimate and its reverse
c1‖g‖2 
( ∞∫
0
∥∥ψt(L)g∥∥22 dtt
)1/2
 c2‖g‖2 (5)
for some 0 < c1  c2 < ∞, where ψt(x) = ψ(tx). Note that different choices of ν > θ and ψ ∈ Ψ (S0ν) lead to equivalent
quadratic norms of f . As noted in [24], positive self-adjoint operators satisfy the quadratic estimate (5). So do normal
operators with spectra in a sector, and maximal accretive operators. For deﬁnitions of these classes of operators, we refer
the reader to [31]. For a detailed study of operators which have holomorphic functional calculi, see [24].
2.2. Assumptions
Let L be a linear operator of type θ on L2(X) with θ < π/2, hence L generates a holomorphic semigroup ezL , 0 
arg(z) < π/2 − θ . Throughout the whole paper, we always suppose that the considered operator L satisﬁes the following
assumption
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(b) The operator L generates an analytic semigroup {e−tL}t>0 which satisﬁes the Davies–Gaffney estimates, i.e., there exist
positive constants C2 and C3 such that for all closed sets E and F in X, t ∈ (0,∞) and f ∈ L2(X) supported in E ,∥∥e−tL f ∥∥L2(F )  C2 exp{−d(E, F )2C3t
}
‖ f ‖L2(E), (6)
where d(E, F ) is distance between the sets E and F .
Lemma 2.1. (See [18].) If two families operators, {St}t>0 and {Tt}t>0 satisfy Davies–Gaffney estimates (6). Then there exist two con-
stants C  0 and c > 0 such that, for every t > 0, every closed subsets E and F of M, and every function f supported in E, one
has
‖SsTt f ‖L2(F )  C exp
{
− d(E, F )
2
cmax{s, t}
}
‖ f ‖L2(E).
Examples of operators satisfying assumption (a) and (b) include second elliptic operators in divergence form, degenerate
Schrödinger operators with non-negative potential, Schrödinger operators with non-negative potential and magnetic ﬁeld
and Laplace–Beltrami operators on all complete Riemannian manifolds, see [1,9,10].
Proposition 2.2. For every K ∈ N, the following family of operators {(tL)ke−tL}t>0 satisﬁes Davies–Gaffney estimates (6).
The proof is similar to one in [20] and hence we omit here.
2.3. Orlicz functions
Let ω be a positive function deﬁned on R+ = (0,∞). The function ω is said to be of upper type p (resp. lower type p)
for certain p ∈ [0,∞), if there exists a positive constant C such that for all t  1 (resp. t ∈ (0,1]),
ω(st) Ctpω(s). (7)
Obviously, if ω is of lower type p for certain p > 0, then limt→0+ ω(t) = 0. So for the sake of convenience, if it is necessary,
we may assume that ω(0) = 0. If ω is of both upper type p1 and lower type p0, then ω is said to be of type (p0, p1). Let
p+ω = sup
{
p > 0: (7) holds for all t ∈ [1,∞)},
and
p−ω = inf
{
p > 0: (7) holds for all t ∈ (0,1]}.
The function ω is said to be of strictly lower type p if for all t ∈ (0,1) and s ∈ (0,∞), ω(st) t pω(s), and deﬁne
pω = sup
{
p > 0: ω(st) t pω(s) holds for all s ∈ (0,∞) and t ∈ (0,1)}.
It is easy to see that pω  p−ω  p+ω for all ω. In what follows, pω, p−ω and p+ω are called to be the strictly critical lower
type index, the critical lower type index and the critical upper type index of ω, respectively.
Throughout the whole paper, we always assume that ω satisﬁes the following assumption.
(c) Let pω be deﬁned as above. Suppose that ω is a positive Orlicz function on R+ with pω ∈ (0,1], which is continuous,
strictly increasing, subadditive and concave.
Notice that if ω satisﬁes (c), then ω(0) = 0 and ω is obviously of upper type 1. For any concave function ω of strictly
lower type p, if we set ω˜(t) = ∫∞0 ω(s)/sds for t ∈ [0,∞), then by [30, Proposition 3.1], ω˜ is equivalent to ω, namely, there
exists a positive constant C such that C−1ω(t) ω˜(t) Cω(t) for all t ∈ [0,∞); moreover, ω˜ is strictly increasing, concave,
subadditive and continuous function of strictly lower type p. Since all our results are invariant on equivalent functions, we
always assume that ω satisﬁes (c); otherwise, we may replace ω by ω˜.
Let ω satisfy assumption (c). A measurable function f on X is said to be in the Lebesgue type space L(ω) if∫
ω ω(| f (x)|)dx < ∞. Moreover, for any f ∈ L(ω), deﬁne
‖ f ‖L(ω) = inf
{
λ > 0:
∫
X
ω
( | f (x)|
λ
)
dμ(x) 1
}
.
Since ω is strictly increasing, we deﬁne the function ρ(t) on R+ by setting,
ρ(t) = t
−1
ω−1(t−1)
for all t ∈ (0,∞), where ω−1 denotes the inverse function of ω.
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3.1. Tent spaces on spaces of homogeneous type
For any x ∈ X and α > 0, the cone of aperture α and vertex x is the set
Γ α(x) = {(y, t) ∈ X × (0,∞): d(y, x) < αt}.
For any closed subset F ⊂ X , deﬁne a saw-tooth region Rα(F ) =⋃x∈F Γ α(x). For simplicity, we will often write R(F ) instead
of R1(F ). If O is an open subset of X , and we denote by Ec the complement of a set E , then the tent over O , denoted
by Ô , is deﬁned as
Ô = [R(Oc)]c = {(x, t) ∈ X × (0,∞): d(x, Oc)< αt}.
For all measurable functions g on X × (0,∞) and x ∈ X , deﬁne
A(g)(x) =
( ∫
Γ (x)
∣∣g(y, t)∣∣2 dμ(y)
V (x, t)
dt
t
)1/2
.
When X = Rn Coifman, Meyer and Stein [7] introduced the tent spaces T p2 (Rn+1+ ) for p ∈ (0,∞). The tent spaces T p2 (X) on
spaces of homogeneous type spaces were studied by Russ [26]. The function g is said to belong to the space T p2 (X) with
p ∈ (0,∞) if ‖g‖T p2 (X) = ‖A(g)‖Lp < ∞. Then, Harbourne, Salinas and Viviani [17] introduced the tent spaces Tω(R
n+1+ )
associated to ω. In what follows we denote by Tω(X) the space of all measurable function g on X × (0,∞) such that
A( f ) ∈ L(ω), and for any g ∈ Tω(X), deﬁne the norm by
‖g‖Tω(X) =
∥∥A(g)∥∥L(ω).
A function a on X × (0,∞) is called a Tω(X)-atom if
(i) there exists a ball B ⊂ X such that suppa ⊂ B̂;
(ii)
∫
B̂ |a(x, t)|2 dμ(x) dtt  [V (B)]−1[ρ(V (B))]−2.
Since ω is concave, we have ‖a‖Tω(X)  1 for all Tω(X)-atom a.
For the functions in the space Tω(X), we have the following atomic decomposition.
Theorem 3.1. (See [22].) Let ω satisfy (c). Then for any f ∈ Tω(X), there exist Tω(X)-atoms {a j}∞j=1 and {λ j}∞j=1 ⊂ C such that
f (x, t) =
∞∑
j=1
λ ja j(x, t)
for all (x, t) ∈ X × (0,∞). Moreover, there exists a positive constant C such that for all f ∈ Tω(X),
Ξ
({λ j})= inf
{
λ:
∞∑
j=1
V (B j)ω
( |λ j|
λV (B j)(V (B j))
)}
 C‖ f ‖Tω(X),
where B̂ j appears as the support of a j .
Remark 3.2. It is easy to see that for any sequence {λ j}∞j=1 ⊂ C and sequence of balls {B j}∞j=1, one has
∞∑
i=1
|λi |Ξ
({λ j})= inf
{
λ:
∞∑
j=1
V (B j)ω
( |λ j|
λV (B j)ρ(V (B j))
)}
.
Corollary 3.3. (See [22].) Let ω satisfy (c). If f ∈ T 22 (X) ∩ Tω(X), then the decomposition in Theorem 3.1 holds in both T 22 (X) and
Tω(X).
3.2. Orlicz–Hardy spaces associated to L
For all functions f ∈ L2(X), the square function SL( f ) is deﬁned by setting,
SL f (x) =
( ∫ ∫ ∣∣t2Le−t2L f (y)∣∣2 dμ(y)
V (x, t)
dt
t
)1/2
, x ∈ X .Γ (x)
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f ∈ L2(X): ‖SL f ‖L(ω) < ∞
}
with the norm
‖ f ‖HL,ω(X) = ‖SL f ‖L(ω).
Noting that if ω(t) = t , t ∈ (0,∞) then the space HL,ω(X) turns to be the space H1L (X) in [20]. Furthermore, if ω(t) = t p ,
t ∈ (0,∞) and p ∈ (0,1], the space HL,ω(X) is just the space HpL (X) considered in [11]. We now introduce the notions of
(ω,M, ) as follows.
Let us denote by D(T ) the domain of an unbounded operator T and by T k = T . . . T the k-fold decomposition with itself.
Deﬁnition 3.4. A function m ∈ L2(X) is called an (ω,M, )-molecule associated to the operator L if there exist a function
b ∈ D(LM) and a ball B such that
(i) m = LMb;
(ii) ‖(r2B L)kb‖L2(S j(B))  r2MB 2− j [V (2 j B)]−1/2[ρ(V (2 j B))]−1, k = 0,1, . . . ,M .
Theorem 3.5. Let L satisfy assumptions (a) and (b), ω satisfy (c), M > n2 (
1
pω
− 12 ) and 0 <  < 2M − n( 1pω − 12 ). Then for all
f ∈ HL,ω(X) ∩ L2(X), there exist (ω, ,M)-molecules {α j}∞j=1 and {λ j}∞j=1 ⊂ C such that
f =
∞∑
j=1
λ jα j
in both HL,ω(X) and L2(X). Moreover, there exists a positive constant C such that for all f ∈ HL,ω(X) ∩ L2(X),
Ξ
({α jλ j} j)= inf
{
λ > 0:
∞∑
j=1
V (B j)ω
( |λ j|
λV (B j)ρ(V (B j))
)
 1
}
 C‖ f ‖HL,ω(X),
where B j is the ball associated with (ω, ,M)-molecule α j .
Before giving a proof of Theorem 3.5, we consider the following operator
πL,M(F )(x) =
∞∫
0
(
t2Le−t2L
)M(
F (·, t))(x)dt
t
,
for all F ∈ L2(X × (0,∞)) with bounded support. The bound∥∥πL,M(F )∥∥L2(X)  C‖F‖T 22 (X), ∀M  1, (8)
follows readily by duality and the L2 quadratic estimate (5). Moreover, we have the following proposition.
Proposition 3.6. Let a be a Tω(X)-atom associated to a ball B ⊂ X and M > n2 ( 1pω − 12 ). Then, πL,Ma is an (ω, ,M)-molecule (up to
a harmless constant);moreover, πL,Ma ∈ HL,ω(X).
Proof. Setting
b =
∞∫
0
t2M
(
e−t2L
)M
a(·, t)dt
t
,
then πL,Ma = LMb.
For any h ∈ L2(S j(B)) with norm 1 and k ∈ {1, . . . ,M}, one has∣∣∣∣ ∫
X
(
r2B L
)k
b(x)h(x)dx
∣∣∣∣=
∣∣∣∣∣
∫
X
∞∫
0
t2(M−k)
(
r2B L
)k(
e−t2L
)M
a(·, t)h(x)dt
t
dx
∣∣∣∣∣

∣∣∣∣ ∫ ∫ t2M(r2B)ka(·, t)(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)dtt dx
∣∣∣∣
B̂
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( ∫ ∫
B̂
∣∣(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)∣∣2 dt
t
dx
)1/2
 r2MB
[
V (B)
]−1/2[
ρ
(
V (B)
)]−1( ∫ ∫
B̂
∣∣(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)∣∣2 dt
t
dx
)1/2
.
If j  3 then we have( ∫ ∫
B̂
∣∣(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)∣∣2 dt
t
dx
)1/2
 C
( rB∫
0
e
−d(B,S j (B))2
ct2
dt
t
)1/2
 C
( rB∫
0
(
t
2 jrB
)4M dt
t
)1/2
 C2−2Mj .
If j = 0,1,2, simply note that( ∫ ∫
B̂
∣∣(e−t2L∗)M−k(t2L∗e−t2L∗)kh(x)∣∣2 dt
t
dx
)1/2
 Cr2MB 2−2Mj
[
V (B)
]−1/2[
ρ
(
V (B)
)]−1
.
All in all, one has∣∣∣∣ ∫
X
(
r2B L
)k
b(x)h(x)dx
∣∣∣∣ Cr2MB 2−2Mj[V (B)]−1/2[ρ(V (B))]−1
which implies∥∥(r2B L)kb∥∥L2(S j(B))  Cr2MB 2−2Mj[V (B)]−1/2[ρ(V (B))]−1.
Let p satisfy p > pω and close enough to pω such that  < 2M − n( 1p − 12 ). Since ω is of type (p−ω, p+ω), ρ is of type
(1/p+ω − 1,1/p−ω − 1), see [30]. Noting that 1/p − 1> 1/pω − 1 1/p+ω − 1 and V (B)/V (2 j B) 1, we have∥∥(r2B L)kb∥∥L2(S j(B))  Cr2MB 2−2Mj[V (B)]−1/2[ρ(V (B))]−1
 Cr2MB 2−2Mj2
n
2 j
(
V (2 j B)
V (B)
)1/p−1[
V
(
2 j B
)]−1/2[
ρ
(
V
(
2 j B
))]−1
 Cr2MB 2
(−2M+ n2+ np −n+) j2− j
[
V
(
2 j B
)]−1/2[
ρ
(
V
(
2 j B
))]−1
 Cr2MB 2
(−2M− n2+ np +) j2− j
[
V
(
2 j B
)]−1/2[
ρ
(
V
(
2 j B
))]−1
.
Due to (−2M − n2 + np + ) < 0, we obtain that∥∥(r2B L)kb∥∥L2(S j(B))  C2− j[V (2 j B)]−1/2[ρ(V (2 j B))]−1.
Therefore, πL,Ma is an (ω, ,M)-molecule.
It remains to show that α = πL,Ma ∈ HL,ω(X). Write∫
X
ω
(
SL(λα)(x)
)
dμ(x) =
∞∑
j=0
∫
X
ω
(
SL(λαχS j(B))(x)
)
dμ(x) =
∞∑
j=0
A j
for all j ∈ N.
Since ω is concave, by Jensen inequality and Holder inequality, for each j ∈ N, one gets
A j 
∞∑
k=0
∫
Sk(2 j B)
ω
(
SL(λαχS j(B))(x)
)
dμ(x)

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ| ∫Sk(2 j B) SL(αχS j(B))(x)
V (2k+ j B)
)

∞∑
V
(
2k+ j B
)
ω
( |λ‖|SL(αχS j(B))‖L2(Sk(2 j B))
V (2k+ j B)1/2
)
.k=0
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For k 3, write
∥∥SL(α)∥∥2L2(Sk(2 j B)) =
∫
Sk(2 j B)
( d(x,xB )4∫
0
+
∞∫
d(x,xB )
4
) ∫
d(x,y)<t
∣∣t2Le−t2Lα∣∣2 dμ(y)
V (x, t)
dt
t
dμ(x) = I j + II j.
To estimate I j , we set Ukj(B) = {y ∈ X: d(x, y)  d(x,xB )4 for certain x ∈ Sk(2 j B)}. Then, for each z ∈ S j(B) and y ∈ Ukj(B),
we have d(y, z) 2k+ j−2rB . By the fact that
∫
d(x,y)<t V (x, t)
−1 dμ(x) < C and α = LMb,
I j  C
2k+ j+1rB∫
0
∫
U j(B)
∣∣(t2L)M+1e−t2LbχS j(B)(y)∣∣2 dμ(y) dtt4M+1
 C‖b‖2L2(S j(B))
2k+ j+1∫
0
exp
(
−d(Ukj(B), S j(B))
2
ct2
)
dt
t4M+1
 C2−4( j+k)M2−2 j
[
V
(
2 j B
)]−1[
ρ
(
V
(
2 j B
))]−2
.
Finally, for the term II j we obtain
II j  C
∞∫
2k+ j−1rB
∫
U j(B)
∣∣(t2L)M+1e−t2LbχS j(B)(y)∣∣dμ(y) dtt4M+1  C‖b‖2L2(S j(B))
∞∫
2k+ j−1rB
dt
t4M+1
 2−4(k+ j)M2−2 j
[
V
(
2 j B
)]−1[
ρ
(
V
(
2 j B
))]−2
.
It therefore, from the estimates for I j , II j , the strictly lower type pω of ω together with the fact that −2Mpω+n(1− pω/2) <
0, follows∫
S j(B)
ω
(
SL(α)(x)
)
dμ(x) C
∞∑
k=0
2(−2(k+ j)M− j)pω V
(
2k+ j B
)
ω
( |λ|
[V (2k+ j B)]1/2[V (2 j B)]1/2ρ(V (2 j B))
)
 C
∞∑
k=0
2(−2(k+ j)M− j)2kn(1−pω/2)pω V
(
2 j B
)
ω
( |λ|
[V (2 j B)]1/2ρ(V (2 j B))
)
 C
∞∑
k=0
2− jpω V
(
2 j B
)( V (B)ρ(V (B))
V (2 j B)ρ(V (2 j B))
)pω
ω
( |λ|
V (B)ρ(V (B))
)
.
Since ρ is lower type 1/p − 1, we further have
∞∑
j=0
∫
S j(B)
ω
(
SL(λα)(x)
)
dμ(x) C
∞∑
j=0
2−pω j V
(
2 j B
)( V (B)
V (2 j B)
)pω/p
ω
( |λ|
V (B)ρ(V (B))
)
 C
∞∑
j=0
2−pω j2(1−pω/p)nj V (B)ω
( |λ|
V (B)ρ(V (B))
)
.
Note that we can choose p close enough to pω such that n( 1pω − 1p ) <  . Therefore, combination M > n2 ( 1pω − 12 ) and
n( 1pω − 1p ) <  gives
∞∑
j=0
∫
S j(B)
ω
(
SL(λα)(x)
)
dμ(x) CV (B)ω
( |λ|
V (B)ρ(V (B))
)
.
It implies that ‖λπL,Ma‖HL,ω  CΞ({λ j} j) C‖ f ‖Tω(X) . The proof is complete. 
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f (x) = CM,L
∞∫
0
(
t2Le−t2L
)M+1
f (x)
dt
t
.
By deﬁnition of HL,ω(X) and the quadratic estimate (5), t2Le−t
2L ∈ Tω(X) ∩ T 22 (X). Therefore, applying Corollary 3.3 and
Proposition 8,
f = CM,LπL,M
(
t2Le−t2L
)= CM,L ∞∑
j=0
λ jπL,M(a j) = CM,L
∞∑
j=0
λ j(α j)
in both L2(X) and HL.ω(X) and Ξ({α jλ j} j) C‖ f ‖HL,ω(X) .
By density of HL,ω(X) ∩ L2(X) in HL,ω(X), we conclude the following corollaries.
Corollary 3.7. Let L satisfy (a) and (b), ω satisfy (c) and M > n2 (1/pω − 1/2). Then for all f ∈ HL,ω(X) there exist a sequence of
(ω, ,M)-molecules {α j}∞j=1 and {λ j}∞j=1 ∈ C such that f =
∑∞
j=1 λ jα j in HL,ω(X). Moreover, there exists a positive constant C
independent of f such that
Ξ
({λ j} j) C‖ f ‖HL,ω(X).
Corollary 3.8. Let L satisfy (a) and (b), ω satisfy (c) and M > n2 (1/pω − 1/2). Then for all 0 <  < 2M − n(1/pω − 1/2), the spaces
Hmol,,Mω,ﬁn is dense in HL,ω(X) where H
mol,,M
ω,ﬁn denote the set of ﬁnite linear combination of (ω, ,M).
Remark 3.9. From the proof of Proposition 3.6, it is easy to see that for any (ω, ,M)-molecule m, ‖m‖HL,ω(X)  C().
It is natural to raise a question whether each (inﬁnite) linear combination of molecules belongs to HL,ω(X). In general,
although Hmol,,Mω,ﬁn is dense in HL,ω(X), we do not know the exact answer for this question. However, in particular case
when ω(t) = t p , p ∈ (0,1], by the boudedness on L2(X) of SL , it can be veriﬁed that for a sequence (ω, ,M)-molecules
{α j}∞j=1 and {λ j}∞j=1 ∈ lp such that
∑∞
j=1 λ jα j converges in L2(X) then we have
∑∞
j=1 λ jα j ∈ HL,ω(X); moreover,∥∥∥∥∥
∞∑
j=1
λ jα j
∥∥∥∥∥
HL,ω(X)
 C
(|λ j|p)1/p. 
3.3. Dual spaces of Orlicz–Hardy spaces
Let φ = LM v be a function in L2(X), where v ∈ D(LM). Following [19,20] for  > 0, M ∈ N and ﬁxed x0 ∈ X we introduce
the norm
‖φ‖MM,ω (L) = supj∈Z+
{
2 j
[
V
(
x0,2
j)]1/2ρ(V (x0,2 j)) M∑
k=0
∥∥Lkv∥∥L2(S j(B(x0,1)))
}
and the set
MM,ω (L) =
{
φ = LM v ∈ L2(X): ‖φ‖MM,ω (L) < ∞
}
.
Let (MM,ω (L))∗ be the dual of MM,ω (L), and let denote either (I + t2L)−1 or e−t2L by At . Let f ∈ (MM,ω (L))∗ . Then
(I − At)M f belongs to L2loc(X) in sense of distribution, see [19,20].
For any M ∈ N deﬁne
MMω (X) =
⋂
>0
(MM,ω (L))∗.
Deﬁnition 3.10. Let L satisfy assumptions (a) and (b), ω satisfy (c) and M > n2 (1/pω −1/2). A functional f ∈ MMω (X) is said
to be in BMOMρ,L(X) if
‖ f ‖BMOMρ,L(X) = supB⊂X
1
ρ(B)
[
1
V (B)
∫
B
∣∣(I − e−r2B L)M f (x)∣∣2 dμ(x)]1/2 < ∞,
where the supremum is taken over all balls B of X .
We have the following characterizations of the spaces BMOM (X).ρ,L
494 B.T. Anh, J. Li / J. Math. Anal. Appl. 373 (2011) 485–501Proposition 3.11. Let L satisfy assumptions (a) and (b), ω satisfy (c) and M > n2 (1/pω − 1/2). Then f ∈ BMOMρ,L(X) if and only if
f ∈ MMω (X) and
‖ f ‖BMOMρ,L(X) = supB⊂X
1
ρ(B)
[
1
V (B)
∫
B
∣∣(I − (I + r2B)−1)M f (x)∣∣2 dμ(x)]1/2 < ∞.
Moreover,
‖ f ‖BMOMρ,L(X) ≈ supB⊂X
1
ρ(B)
[
1
V (B)
∫
B
∣∣(I − (I + r2B)−1)M f (x)∣∣2 dμ(x)]1/2.
Proposition 3.12. Let L satisfy assumptions (a) and (b), ω satisfy (c) and  > n(1/pω − 1/p+ω). Then there exists a positive constant
C such that for all f ∈ BMOMρ,L(X),
sup
B⊂X
1
ρ(B)
[
1
V (B)
∫
B̂
∣∣(t2L)Me−t2L f (x)∣∣2 dμ(x)dt
t
]1/2
 C‖ f ‖BMOMρ,L(X).
The proofs of two above propositions are similar to Lemmas 8.1 and 8.3 in [19] and hence we omit the detail.
Theorem 3.13. Let L satisfy assumptions (a) and (b), ω satisfy (c). Then for any functional f ∈ BMOMρ,L∗(X) and M >max{ n2 (1/pω −
1) + 1, n4 }, the linear functional given by
l(g) := 〈 f , g〉
initially deﬁned on Hmol,,2M˜ω,ﬁn with M˜ > M+ N2 (1/pω −1/2) and M˜− n2 (1/pω −1) >  > N2 (1/pω −1/2) (N is a constant appearing
in (4)) and therefore has a unique extension to HL,ω(X) with
‖l‖(HL,ω(X))∗  C‖ f ‖BMOM
ρ,L∗ (X)
for some C independent of f .
To prove Theorem 3.13, we need the following results in [6] and [20].
Lemma 3.14. There exists a collection of open sets {Q kα ⊂ X: k ∈ Z, α ∈ Ik}, where Ik denotes certain (possibly ﬁnite) index set
depending on k, and constants δ ∈ (0,1), a0 ∈ (0,1) and C1 ∈ (0,∞) such that
(i) μ(X \ ∪αQ kα) = 0 for all k ∈ Z;
(ii) if i  k, then either Q iα ⊂ Q kβ or Q iα ∩ Q kβ = ∅;
(iii) for (k,α) and each i < k, there exists a unique β such Q kα ⊂ Q iβ ;
(iv) the diameter (Q kα) C1δk;
(v) each Q kα contains certain ball B(z
k
α,a0δ
k).
Theorem3.15. Let M >max{ n2 (1/pω −1/2)+1, n4 } and 0 <  < 2M−n(1/pω −1/2). Suppose that f =
∑l
i=1 λiai where {ai}li=1 is
a family of (ω, ,M)-molecules and
∑l
i=1 |λi | < ∞. Then there exists a representation f =
∑K
i=1 μimi , where the m′i s are (ω, ,M)-
molecules and
K∑
i=1
|μi | C‖ f ‖HL,ω(X),
with C = C(,M) for j = 1,2.
Proof. Since {ai}li=1 is a family of (ω, ,2M)-molecules, there exist a family of functions {bi}li=1 and a family of balls {Bi}li=1
such that for every 1 i  l, ai = L2Mbi satisﬁes condition (i) and (ii) in Deﬁnition 3.3. Fix a point x0 ∈ X . By L2-functional
calculus, for f =∑li=1 λiai ∈ L2(X),
f = CM
∞∫ (
t2Le−t2L
)M+2
f
dt
t
0
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∞∫
K1
(
t2Le−t2L
)M+2
f
dt
t
+ CM
1/K2∫
0
(
t2Le−t2L
)M+2
f
dt
t
+ CM
K1∫
1/K2
(
t2Le−t2L
)M+2
f
dt
t
+ CM
K1∫
1/K2
(
t2Le−t2L
)M+2
f
dt
t
= f1 + f2 + f3 + f4,
where the parameters K1.K2 and K3 will be chosen later.
Noting that we can follow the ideas in the proof of Theorem 5.3 with a minor modiﬁcation in [20] to obtain our proof.
Instead of dealing with atoms as in [20], we work on molecules by decomposing the underline space X into annuli according
to the ball associated with the molecules. We will therefore not write them down.
Proof of Theorem 3.13. Let m be an (ω, , M˜)-molecule associated with a ball B ⊂ X . Then there exists b ∈ L2(X) such that
m = LM˜b. One has,
r2M˜B m =
(
r2B L
)M˜
b = (I − (I + r2B L)−1)M(I + r2B L)M(r2B L)M˜−Mb
=
M∑
k=0
CkM
(
I − (I + r2B L)−1)M(r2B L)M˜−k.
Therefore,∣∣〈l,m〉∣∣= r−2M˜B ∣∣〈l, (r2B L)M˜b〉∣∣
 Cr−2M˜B
M∑
k=0
∣∣∣∣ ∫
X
(
I − (I + r2B L∗)−1)Ml(x)(r2B L)M˜−kb(x)dμ(x)∣∣∣∣
 Cr−2M˜B
M∑
k=0
∞∑
j=0
( ∫
S j(B)
∣∣(I − (I + r2B L∗)−1)Ml(x)∣∣2 dμ(x))1/2 × ∥∥(r2B L)M˜−kb∥∥L2(S j(B))
 C
∞∑
j=0
2− j
[
V
(
2 j B
)]−1/2[
ρ
(
V
(
2 j B
))]−1( ∫
S j(B)
∣∣(I − (I + r2B L∗)−1)Ml(x)∣∣2 dμ(x))1/2. (9)
With notation as in Lemma 3.14 we choose an integer k j , for each j ∈ Z, such that C1δk j  2 jrB < C1δk j−1. Set
M j =
{
β ∈ Ik0 : Q k0β ∩ B
(
xB ,C1δ
k j−1) = ∅}.
Then, for each j ∈ Z,
S j(B) ⊂ B
(
xB ,C1δ
k j−1)⊂ ∪β∈M j Q k0β ⊂ B(xB ,2C1δk j−1).
From (ii) in Lemma 3.14 we can assume that the sets Q k0β for all β ∈ M j are pairwise disjoint. Further going, it follows from
(iv) and (v) that there exists zk0β ∈ Q k0β such that
B
(
zk0β ,a0δ
k0
)⊂ Q k0β ⊂ B(zk0β ,C1δk0)⊂ B(zk0β , rB)⊂ B(zk0β ,C1δk0−1). (10)
Therefore, from (4) together with the fact that ρ is of type ( 1
p+ω
− 1, 1
p−ω
− 1) and pω  p−ω  p+ω , we have( ∫
S j(B)
∣∣(I − (I + r2B L∗)−1)Ml(x)∣∣2 dμ(x))1/2  ( ∑
β∈M j
∫
B(z
k0
β ,rB )
∣∣(I − (I + r2B L∗)−1)Ml(x)∣∣2 dμ(x))1/2
 C‖l‖BMOρ,L∗ (X)
( ∑
β∈M j
V
(
B
(
zk0β , rB
))
ρ
(
V
(
B
(
zk0β , rB
)))2)1/2
 C2 jN(1/pω−1)‖l‖BMOM
ρ,L∗ (X)
V
(
B
(
xB ,2C1δ
k j−1))1/2ρ(V (B(xB , rB)))
 C2 jN(1/pω−1)‖l‖BMOM ∗ (X)V
(
2 j B
)1/2
ρ
(
V (B)
)
. (11)ρ,L
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j=0
2− j2 jN(1/pω−1) ρ(V (B))
ρ(V (2 j B))
‖l‖BMOM
ρ,L∗ (X)
 C
∞∑
j=0
2− j2 jN(1/pω−1)
(
V (B)
V (2 j B)
)1/pω−1
‖l‖BMOM
ρ,L∗ (X)
 C
∞∑
j=0
2 j(−+N(1/pω−1))‖l‖BMOM
ρ,L∗ (X)
 C‖l‖BMOM
ρ,L∗ (X)
.
Let g ∈ Hmol,,2M˜ω,ﬁn . Then, by Theorem 3.15, there exists a representation f =
∑K
i=1 μimi , where the m′i s are (ω, , M˜)-
molecules and
C1‖ f ‖HL,ω(X) 
K∑
i=1
|μi | C2‖ f ‖HL,ω(X).
Therefore, we have
〈l, g〉 =
K∑
i=1
|μi|〈l,mi〉 C
K∑
i=1
|μi|‖l‖BMOM
ρ,L∗ (X)
 C‖g‖HL,ω(X)‖l‖BMOM
ρ,L∗ (X)
.
The proof is complete. 
Theorem 3.16. Let L satisfy assumptions (a) and (b), ω satisfy (c) and M > n2 (1/pω − 1/2). Then for any l ∈ (HL,ω(X))∗ , there exists
g ∈ BMOMρ,L∗(X) such that
l( f ) = 〈g, f 〉
for all f ∈ Hmol,M,ω,ﬁn and ‖g‖BMOMρ,L∗(X)  C‖l‖(HL,ω(X))∗ , where C is a constant independent of l.
Proof. We will adapt the ideas in [19] to our present situation. For each (ω, ,M)-molecule m, by Remark 3.9,
l(m) C‖l‖(HL,ω(X))∗ .
Since each element in MM,ω (L) is also an (ω, ,M)-molecule associated to the ball B(x0,1) which implies l deﬁnes a linear
function on MM,ω (L) for every  > 0,M > n2 (1/pω − 1/2). Therefore, (I − (I + t2L∗))Ml is well deﬁned and belongs to L2loc
for all t > 0. Fix a ball B and let φ ∈ L2(B) such that ‖φ‖L2(B)  1. Then one can check that
m˜ = [V (B)]1/2[ρ(V (B))]−1(I − (I + r2B L)−1)Mφ
is an (ω, ,M)-molecule for every  > 0 and hence ‖m˜‖(HL,ω(X))  C . So, we have∣∣〈(I − (I + r2B L∗)−1)Ml, φ〉∣∣= ∣∣〈l, (I − (I + r2B L)−1)Mφ〉∣∣= ∣∣〈l,m˜〉∣∣ C‖l‖(HL,ω(X))∗ .
Taking a supremum over all such φ supported in B , we obtain that
1
ρ
(
V (B)
)( 1
V (B)
∫
B
∣∣(I − (I + r2B L∗)−1)Ml(x)∣∣2 dx)1/2  C‖l‖(HL,ω(X))∗
for all ball B . Therefore, l ∈ BMOMρ,L∗(X). The proof is complete. 
4. Riesz transform and holomorphic functional calculus
4.1. Holomorphic functional calculus
Lemma 4.1. Let L satisfy (a) and (b),ω satisfy (c) and M > n2 (
1
pω
− 12 ). Suppose that T is linear (resp. non-negative sublinear) operator
which maps L2(X) continuous into weak-L2(X). If there exists a positive constant C such that for any (ω, ,M)-molecule α∫
ω
(
T (λα)(x)
)
dμ(x) CV (B)ω
( |λ|
V (B)ρ(V (B))
)
, (12)X
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that
‖T f ‖L(ω)  C ′‖ f ‖HL,ω(X),
for all f ∈ HL,ω(X).
The proof is similar to one of Lemma 5.2 in [22] with minor modiﬁcations; so we omit it here.
Theorem 4.2. Let L be of type θ on L2(X) with 0  θ < π/2 and satisfy (a) and (b), ω satisfy (c) and θ < ν < π . Then, for any
f ∈ H∞(S0ν), f (L) is bounded on HL,ω(X), that is, for any g ∈ HL,ω(X)∥∥ f (L)g∥∥HL,ω(X)  C‖ f ‖∞‖g‖HL,ω(X). (13)
Proof. Choose M > n2 (1/pω − 1/2) and p > pω close enough to pω so that there exists  satisfying
n
(
1
pω
− 1
p
)
<  < 2M + n
2
− n
pω
.
With any (ω, ,M)-molecule m associated to a ball B ⊂ X , we will claim that∫
X
ω
(
SL
(
λ f (L)m
)
(x)
)
dμ(x) C‖ f ‖∞V (B)ω
( |λ|
V (B)ρ(V (B))
)
. (14)
Once (14) is proved, (13) follows readily by Lemma 4.1.
Let us prove (14). Write∫
X
ω
(
SL
(
λ f (L)m
)
(x)
)
dμ(x)
∞∑
j=0
∫
X
ω
(
SL
(
λ f (L)mχS j(B)
)
(x)
)
dμ(x) =
∞∑
j=0
B j
for all j ∈ N.
Since ω is concave, by Jensen inequality and Holder inequality, for each j ∈ N, one gets
B j 
∞∑
k=0
∫
Sk(2 j B)
ω
(
SL
(
λ f (L)mχS j(B)
)
(x)
)
dμ(x)

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ| ∫Sk(2 j B) SL( f (L)mχS j(B))(x)
V (2k+ j B)
)

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ|‖SL( f (L)mχS j(B))‖L2(Sk(2 j B))
V (2k+ j B)1/2
)
.
For k = 0,1,2,∥∥SL( f (L)mχS j(B))∥∥L2(Sk(2 j B))  C∥∥ f (L)mχS j(B)∥∥L2(X)
 C‖ f ‖∞‖m‖S j(B)2− j
[
V
(
2 j B
)]−1/2[
ρ
(
V
(
2 j B
))]−1
.
For k 3, write
∥∥SL( f (L)m)∥∥2L2(Sk(2 j B)) =
∫
Sk(2 j B)
( d(x,xB )4∫
0
+
∞∫
d(x,xB )
4
) ∫
d(x,y)<t
∣∣t2Le−t2L f (L)mχS j(B)∣∣2 dμ(y)V (x, t) dtt dμ(x)
= I j + II j .
Let us estimate I j . It can be veriﬁed that there exists a positive constant C such that for all closed sets E and F in X ,
t ∈ (0,∞) and g ∈ L2(X) supported in E ,∥∥(tL)M+1e−tL f (L)g∥∥L2(F )  C( t 2)M+1‖g‖L2(E). (15)d(E, F )
498 B.T. Anh, J. Li / J. Math. Anal. Appl. 373 (2011) 485–501Setting Ukj(B) = {y ∈ X: d(x, y) d(x,xB )4 for certain x ∈ Sk(2 j B)}, then for each z ∈ S j(B) and y ∈ Ukj(B), we have d(y, z)
2k+ j−2rB . Combining
∫
d(x,y)<t V (x, t)
−1 dμ(x) < c, m = LMb and (15), one gets
I j  C
2k+ j+1rB∫
0
∫
U j(B)
∣∣(t2L)M+1e−t2L f (L)bχS j(B)(y)∣∣2 dμ(y) dtt4M+1
 C‖ f ‖2∞‖b‖2L2(S j(B))
2k+ j+1∫
0
(
ct2
d(Ukj(B), S j(B))2
)2M+2 dt
t4M+1
 C2−4( j+k)M2−2 j
[
V
(
2 j B
)]−1[
ρ
(
V
(
2 j B
))]−2
.
For the term II j , we have
II j  C
∞∫
2k+ j−1rB
∫
U j(B)
∣∣(t2L)M+1e−t2L f (L)bχS j(B)(y)∣∣dμ(y) dtt4M+1
 C‖ f ‖2∞‖b‖2L2(S j(B))
∞∫
2k+ j−1rB
dt
t4M+1
 2−4(k+ j)M2−2 j
[
V
(
2 j B
)]−1[
ρ
(
V
(
2 j B
))]−2
.
Further going, from the estimates for I j , II j , the strictly lower type pω of ω together with the fact that −2Mpω + n(1 −
pω/2) < 0, we obtain∫
S j(B)
ω
(
SL
(
f (L)m
)
(x)
)
dμ(x) C
∞∑
k=0
2(−2(k+ j)M− j)pω V
(
2k+ j B
)
ω
( |λ|
[V (2k+ j B)]1/2[V (2 j B)]1/2ρ(V (2 j B))
)
 C
∞∑
k=0
2(−2(k+ j)M− j)2kn(1−pω/2)pω V
(
2 j B
)
ω
( |λ|
[V (2 j B)]1/2ρ(V (2 j B))
)
 C
∞∑
k=0
2− jpω V
(
2 j B
)( V (B)ρ(V (B))
V (2 j B)ρ(V (2 j B))
)pω
ω
( |λ|
V (B)ρ(V (B))
)
.
Since ρ is lower type 1/p − 1, we further have
∞∑
j=0
∫
S j(B)
ω
(
SL
(
λ f (L)m
)
(x)
)
dμ(x) C
∞∑
j=0
2−pω j V
(
2 j B
)( V (B)
V (2 j B)
)pω/p
ω
( |λ|
V (B)ρ(V (B))
)
 C
∞∑
j=0
2−pω j2(1−pω/p)nj V (B)ω
( |λ|
V (B)ρ(V (B))
)
.
Noting that since n( 1pω − 1p ) <  and M > n2 ( 1pω − 12 ),
∞∑
j=0
∫
S j(B)
ω
(
SL
(
λ f (L)m
)
(x)
)
dμ(x) CV (B)ω
( |λ|
V (B)ρ(V (B))
)
. 
4.2. Riesz transforms
Assume that D is a densely deﬁned linear operator on L2(X) which possesses the following properties:
(i) DL−1/2 is bounded on L2.
(ii) The family operators {√tDe−tL}t>0 satisﬁes the Davies–Gaffney estimate (6).
Noting that the operator D satisfying assumptions (i) and (ii) include gradient operator in divergence form and Riemannian
gradient on all complete Riemannian manifols, see for example [1,9,10].
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Before giving the proof of Theorem 4.3, we state the following lemma.
Lemma 4.4. For every M ∈ N, all closed sets E, F in X with d(E, F ) > 0 and every f ∈ L2(X) supported in E, one has∥∥DL−1/2(I − e−tL)M f ∥∥L2(F )  C( td(E, F )2
)M
‖ f ‖L2(E), ∀t > 0, (16)
and ∥∥DL−1/2(tLe−tL)M f ∥∥L2(F )  C( td(E, F )2
)M
‖ f ‖L2(E), ∀t > 0. (17)
Proof. The proof is completely analogous with one of Lemma 2.2 in [18] and we omit it here.
Proof of Theorem 4.3. Choose M > n2 (1/pω − 1/2). Let m is an (ω, ,M)-molecule associated to a ball B ,  < 2M + n2 − npω .
Then there exists b ∈ L2(X) so that m = LMb. Setting T = DL−1/2, write∫
X
ω
(
T
(
λ(x)
))
dμ(x)
∫
X
ω
(|λ|T ((I − er2B L)Mm(x)))dμ(x) + ∫
X
ω
(|λ|T ([I − (I − er2B L)M]m(x)))dμ(x)

∞∑
j=0
∫
X
ω
(|λ|T ((I − er2B L)M(mχS j(B))(x)))dμ(x)
+
∞∑
j=0
∫
X
ω
(|λ|T ([I − (I − er2B L)M](mχS j(B))(x)))dμ(x)

∞∑
j=0
I j +
∞∑
j=0
II j .
We estimate the term I j ﬁrst. Since ω is concave, by the Jensen inequality and Hölder inequality, we obtain
I j 
∞∑
k=0
∫
Sk(2 j B)
ω
(|λ|T ((I − er2B L)M)(mχS j(B))(x))dμ(x)

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ|
V (2k+ j B)
∫
Sk(2 j B)
T
((
I − er2B L)M)(mχS j(B))(x))dμ(x))

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ|
[V (2k+ j B)]1/2
∥∥T ((I − er2B L)M)(mχS j(B))∥∥L2(Sk(2 j B))
)
.
For k = 0,1,2, one has∥∥T ((I − er2B L)M)(mχS j(B))∥∥L2(Sk(2 j B))  C‖m‖L2(S j(B))  C2− j[V (2 j B)]−1/2[ρ(V (2 j B))]−1
and for k 3∥∥T ((I − er2B L)M)(mχS j(B))∥∥L2(Sk(2 j B))  C2−2M(k+ j)‖m‖L2(S j(B))  C2−2M(k+ j)2− j[V (2 j B)]−1/2[ρ(V (2 j B))]−1.
At this stage, by the same argument used in the proof of Theorem 4.3, we obtain
∞∑
j=0
I j  CV (B)ω
( |λ|
V (B)ρ(V (B))
)
.
We now proceed with terms II j , j = 0,1, . . . ﬁrst. Also, since ω is concave, by the Jensen inequality and Hölder inequality,
we obtain
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∞∑
k=0
∫
Sk(2 j B)
ω
(|λ|T ([I − (I − er2B L)M](mχS j(B))(x)))dμ(x)

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ|
V (2k+ j B)
∫
Sk(2 j B)
T
([
I − (I − er2B L)M](mχS j(B))(x))dμ(x))

∞∑
k=0
V
(
2k+ j B
)
ω
( |λ|
[V (2k+ j B)]1/2
∥∥T ([I − (I − er2B L)M](mχS j(B)))∥∥L2(Sk(2 j B))
)

∞∑
k=0
Ikj .
Next we have
I − (I − er2B L)M = M∑
k=1
cke
−kr2B L,
where ck = (−1)k+1 M!(M−k)!k! . Therefore,
IIkj  C sup
1kM
∥∥T e−kr2B LmχS j(B)∥∥L2(Sk(2 j B))
 C sup
1kM
∥∥∥∥T( kM r2B Le− kM r2B L
)M(
r−2B L
−1)MmχS j(B)∥∥∥∥
L2(Sk(2 j B))
.
At this point, repeating the argument used to estimate I j , we also obtain that
∞∑
j=0
II j  CV (B)ω
( |λ|
V (B)ρ(V (B))
)
.
Combining obtained estimates gives∫
X
ω
(
T
(
λ(x)
))
dμ(x) CV (B)ω
( |λ|
V (B)ρ(V (B))
)
.
By Lemma 4.1, this therefore completes our proof. 
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