Abstract. We get a theorem which shows that there exist at least two or three nontrivial weak solutions for the nonlinear parabolic boundary value problem with the variable coefficient jumping nonlinearity. We prove this theorem by restricting ourselves to the real Hilbert space. We obtain this result by approaching the topological method. We use the Leray-Schauder degree theory on the real Hilbert space.
Introduction
Let Ω be a bounded domain in R n with smooth boundary ∂Ω. Let a(x) and b(x) be Hölder continuous in Ω and let λ k , ϕ k (k = 1, 1, 3, . . .) be the eigenvalues and the corresponding eigenfunctions of the eigenvalue problem ∆u + λu = 0 in Ω, u = 0 on ∂Ω. We assume that the eigenfunctions ϕ i are an orthonormal basis for L 2 (Ω). We note that in Ω, u = 0 on ∂Ω. Standard eigenvalue theory gives that
in Ω. In this paper we investigate the number of the weak solutions for the following parabolic equation with the variable coefficient jumping nonlinearity and Dirichlet boundary condition
in Ω × (0, 2π),
We assume that the function h(x, t) is 2π periodic in t and in the space L * 2 (Ω × (0, 2π)). The physical model for this kind of the jumping nonlinearity problem can be furnished by travelling waves in suspension bridges. The nonlinear equations with jumping nonlinearity have been extensively studied by McKenna and Walter [5] , Tarantello [9] , Micheletti and Pistoia [7, 8] and many the other authors [1, 2] . Tarantello, Micheletti and Pistoia dealt with the biharmonic equations with jumping nonlinearity and proved the existence of nontrivial solutions by degree theory and critical points theory. Lazer and McKenna [4] dealt with the one dimensional elliptic equation with jumping nonlinearity for the existence of nontrivial solutions by the global bifurcation method. For the multiplicity results of the solutions for the nonlinear parabolic problem we refer to [3, 6] .
The steady-state case of (1.1) is the elliptic problem
Our main result is as follows: For the proof of Theorem 1.1 we restrict ourselves to the real Hilbert space and approach the topological method. We use the Leray-Schauder degree theory on the real Hilbert space. The outline of this paper is the following: In section 2 we introduce the Hilbert space H whose elements are expressed by the square integrable Fourier series expansions on Ω × (0, 2π) and consider the parabolic problem (1.1) on H and obtain a priori bound for the weak solutions of (1.1). In section 3 we prove Theorem 1.1.
A priori bound
We shall work with the complex Hilbert space H * = L 2 (Ω × (0, 2π)), equipped with the usual inner product . From now on, we restrict ourselves to the real subspace H and observe that it is invariant under R.
We have the a priori bound for the weak solutions of (1.1). 
Taking the inner product of both sides of (2.1) with ψ 1 , we have
Thus if v n is a solution of (2.1), then
Since v n 's are precompact in H, there exists v with ∥v∥ = 1 such that v n → v. Taking the limit of both sides of (2.2), we have
Thus we have
Since ψ 1 > 0 in Ω and −ν 1 v + + (ν 1 + b(x) − a(x))v − ≥ ϵ|v|, this implies that v = 0. This is impossible, since ∥v∥ = 1.
Proof of Theorem 1.1
Lemma 3.1. Assume that a(x) < λ 1 < · · · < λ n < b(x) < λ n+1 and that h ∈ H is 2π periodic in t and that h ∈ H. Then there exists s 1 > 0, ϵ > 0 such that the Leray-Schauder degree
r denotes a ball of radius r in H and
Let B
* be the open unit ball in H, let K = R(B * ). It follows that any solution u ∈ sθ + s ∈ B * , of (3.2) belongs to sθ + 
Let G = B * sϵ (sθ). Since the degree is invariant under the homotopy, we have
Thus, to prove the lemma, we have to show that this degree is (−1) n . To do this, we calculate the degree on finite dimensional subspaces which we now choose. The functions 
It follows that
and by the definition of degree
for large p, since the operator P A is of finite rank, with its range contained in P H. Taking the functions ϕ on , ϕ 
where I q is the identity matrix of rank q, C is a q × q block diagonal matrix C = diag(C 1 , · · · , C p ) and each C n is a 2p + 1 by 2p + 1 block diagonal matrix given by
Recall that λ n < b(x) < λn + 1. Since sign det D is equal to deg(u + P Ab(x)u, sϵB * (0), 0) for large p, the theorem is proved by letting p → +∞.
The proof of this lemma is similar to the proof of Lemma 3.1. We have the following no solvability condition for (1.1). 
Proof. We can rewrite (1.1) as 
