Abstract-This paper investigates the adaptive control design for a class of nonlinear systems using Lyapunov's stability theory. The proposed method is developed based on a novel Lyapunov function, which removes the possible controller singularity problem in some of the existing adaptive control schemes using feedback linearization techniques. The resulting closed-loop system is proven to be globally stable, and the output tracking error converges to an adjustable neighborhood of zero.
I. INTRODUCTION
In this work, we consider the adaptive control problem for nonlinear systems in the following normal form: _ xi = xi+1; i= 1; 2; 111 ; n 0 1 _ x n = a(x) + b(x)u; y = x 1 ;
(1) where x = [x1; x2; 11 1; xn] T 2 R n state variables; u 2 R system input; y 2 R system output; a(x) and b(x) smooth functions. In controller design based on the feedback linearization technique, the most commonly used control structure is u = [0a(x)+v]=b(x), with v being a new control variable. When the nonlinearities a(x) and b(x) are unknown, many adaptive control schemes have been developed (e.g., [2] - [8] and the references therein), in which the unknown function b(x) is usually approximated by a function approximatorb(x;) (where is an estimated weight or parameter vector). Consequently, the estimatê b(x;) must be away from zero for avoiding a possible singularity problem. Several attempts have been made to deal with such a problem, as follows: i) choosing the initial parameter(0) sufficiently close to the ideal value by off-line training before the controller is put into operation [3] ; ii) using projection algorithms to guarantee the estimate inside a feasible set, in whichb(x;) 6 = 0 (some a priori knowledge for the studied systems is required for constructing the projection algorithms) [2] , [5] - [7] ; iii) modifying the adaptive controller by introducing a sliding mode control portion to keep the control magnitude bounded [4] , [8] ; iv) applying neural networks or fuzzy systems to approximate the inverse of b(x) in [7] and [9] , which requires the upper bound of the first time derivative of b(x) being known a priori. In this correspondence, by introducing a modified Lyapunov function, a novel Lyapunov-based adaptive controller is presented. The singularity issue mentioned above is completely avoided, and at the same time, the stability and control performance of the closed-loop system are guaranteed. In Section II, we present the plant, assumptions, and some notations used in the paper. In Section III, a novel Lyapunov func- tion is developed to construct a desired Lyapunov-based controller. A direct adaptive controller and its stability analysis are provided in Section IV.
II. PRELIMINARIES
We study the adaptive control problem for nonlinear system (1) with unknown smooth functions a(x) and b(x). The control objective is to design a globally stable adaptive controller such that the system output y follows a desired trajectory y d as close as possible. 
which is a function of s, , and 1 . By mean value theory [13] , V s can be rewritten as Vs = ss 2 =b( ; ss + 1) with s 2 (0; 1). Because 1=b(x) > 0, 8 x 2 R n , it is shown that Vs is positive definitive with respect to s. Therefore, g(z) is smooth and well defined, and u 3 is continuous. Substituting (6) into (9) we have lim t!1 e 1 (t) = 0.
Q.E.D.
IV. ADAPTIVE CONTROLLER DESIGN AND STABILITY ANALYSIS
In the case of unknown nonlinearities a(x) and b(x), the desired controller u 3 given in (6) is not available. A linearly parameterized approximator shall be used to approximate the unknown nonlinearities in (6) . Several function approximators can be applied for this purpose, e.g., radial basis function (RBF) neural networks [8] , [9] , high-order neural networks [12] or fuzzy systems [6] , which can be described as W [6] , [9] , [12] . We first define a compact set z = f(x; s; ; 1 ) jx 2 " ; x d 2 d g R n+3 (10) with compact subset " to be specified later. As function a(x)=b(x) + g(z) in (6) 
where w = fWjkWk w m g with constant w m > 0 chosen by the designer.
The magnitude of l depends on the choices for basis function S(z), node number l, and constraint set w . In general, the larger the weight number l and the constraint set w , the smaller the approximation error.
With the function approximation (11), we present the adaptive controller u = 0k(t)s 0Ŵ T S(z) (13) whereŴ is the estimate of W 3 , and choose the adaptive law as 
with adaptive gain > 0. The above weight tuning algorithm is a standard learning law with projection algorithm [5] , [10] , which guarantees that kŴ(t)k wm; 8 t > 0 for the initial condition satisfying kŴ(0)k w m (see [5] and [10] for the proof). Using the comparison principle in [14] , we have 
t T:
Utilizing adaptive law (14) and along the similar arguments of applying projection algorithm in [5] and [10] , we obtain _ V s[0k(t)s + l ]; 8 t T: By noting k(t) 1=" and l s s problem is avoided. The resulting closed-loop system is guaranteed to be globally stable, and the bounds of the system states and tracking error are obtained explicitly. Some possible methods have been provided for improving the control performance of the adaptive system.
