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1.  Introduction 
The purpose of this note is to construct smooth solutions to the SU(2) Bogolmony 
equations that have properties that are attributed to what are called magnetic bags.  There 
is no formal definition of a magnetic bag solution, but there is a list of desired properties, 
see [Bol], [LW], [M], [HPS] and [EG].  In short, the Higgs field of a magnetic bag 
solution must be nearly zero in a ball whose radius is on the order of topological charge 
and the solution must be nearly Abelian on the complement of a shell at this radius with 
thickness on the order of the square root of the topological charge.  The upcoming 
Theorem 1.4 supplies solutions with large topological charge that come very close to 
having these properties.  Theorems 1.1, 1.2 and 1.3 give an answer of sorts to a 
conjecture about the minimum radius ball in R3 that contains the region where the Higgs 
field is small.  Analogs of Theorems 1.1-1.4 that concern Manton’s conjectured ‘nested 
bag’ configurations [M] can likely be proved with the techniques that prove Theorems 
1.1-1.4.  By way of a parenthetical remark, solutions with the Yang-Mills-Higgs 
equations on R3 with infinite energy were discussed in the physics literature many years 
ago.  See [S1], [S2] and the references in these papers. 
The promised Theorems 1.1-1.4 are in Part 4 of this introduction.  Parts 1, 2 and 3 
set the stage and the notation for Part 4.  
 
 Part 1:  The Bogolmony equations are a system of partial differential equations 
for a pair (A, Φ) with A being a connection on the product principle SU(2) bundle over 
R3 and with Φ being a section of the associated vector bundle with fiber the Lie algebra 
of SU(2).  The latter is also the product bundle.  These equations ask that the curvature 2-
form of A, the A-covariant derivative of Φ and the pointwise norm of Φ obey 
 
∗FA = dAΦ   and   lim|x|→∞ |Φ| = 1 . 
(1.1) 
with the notation such that FA denotes the curvature of A, and dAΦ denotes the A-
covariant derivative of Φ.  Meanwhile, ∗ denotes the Euclidean metric’s Hodge star and 
the norm | · | is defined as follows:  Use su(2) in what follows to denote the Lie algebra of 
SU(2), this being the vector space of 2 × 2 traceless, anti-Hermitian complex matrices.  
An ad(SU(2)) invariant inner product on su(2) assigns to a given pair a, b the number -2 
trace(ab).  This inner product is denoted by 〈ab〉.  It is positive definite and | · | is the 
associated norm.   
  
Part 2:  What is done in the author’s Ph.D. thesis (see Theorems 10.3 and 10.5 in 
Chapter IV in [JT]) implies that any pair (A, Φ) of connection on the product principal 
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SU(2) bundle and section of the product su(2) bundle with both |FA|2 and |dAΦ|2 being 
integrable functions on R3 has the following properties:   
 
• There exists r ∈ [0, ∞) such that the 6’th power of  r  - |Φ| is integrable on R3. 
• If r > 0, then (4π r)-1
 
FA  !  dA"
R3
# is an integer.   
• If r > 0 and if there exists R > 0 such that |Φ| > 0 where |x| > R, then this integer is 
the degree of the map that is defined by !|!|    from sphere centered at the origin of 
radius greater than R to the radius 1 sphere in su(2).  
(1.2) 
 Now suppose that (A, Φ) is such that the norms of FA and dAΦ are square 
integrable and such that lim|x|→∞ |Φ| = r.  The third bullet in (1.2) asserts that !|!|  defines a 
degree N map from every large radius sphere about the origin in R3 to the unit sphere in 
su(2).  As such, the su(2) valued function Φ must vanish at points in R3 if N is not zero.   
 
Part 3:  Suppose that (A, Φ) is a solution to (1.1).  As explained in Section 2d, 
both |FA|2 and |dAΦ|2 are integrable functions on R3.  It follows as a consequence that  
 
 
FA  !  dA"
R3
# = 4π N    
(1.3) 
with N being an integer.  Note in particular that N is a priori non-negative because the 
equations in (1.1) imply directly that the integral on the left hand side of (1.3) is equal to 
1
4!  times the integrals over R3 of  |FA|2 and |dAΦ|2.     
 
Part 4:  Suppose that N is a positive integer and that (A, Φ) is a solution to (1.1) 
that obeys (1.3).  As just noted, |Φ| must be zero on a non-empty set and thus small on 
some domain in R3.  This fact begs the following questions:   
 
• What is the smallest radius of a ball in R3 that contains all points where |Φ| << 1? 
• What is the largest radius of a ball in R3 that contains only points where |Φ| << 1? 
(1.4) 
The three theorems that follow address these questions.   
 
Theorem 1.1:  Suppose that N is a positive integer and that (A, Φ) is a solution to (1.1) 
that obeys (1.3).  Fix ε ∈ ( 1N , 1) and let Rε denote the infimum of numbers R ∈ (0, ∞) 
such that |Φ| > ε where |x| > R.  Then Rε > N (1 - ε)-1. 
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Theorem 1.2:   Suppose that N is a positive integer and that (A, Φ) is a solution to (1.1) 
that obeys (1.3).  Fix ε ∈ (0, 1) and let rε denote the supremum of numbers r ∈ [0, ∞) 
such that |Φ| < ε where |x| < r.  Then rε < N (1 - ε)-1.  
 
Theorem 1.3:  Suppose that N is a positive integer and that (A, Φ) is a solution to (1.1) 
that obeys (1.3).  Fix ε ∈ (0, 1) and let rˆ!  denote the supremum of numbers r ∈ [0, ∞) 
such that 14! r2 | " |
| x | = r
#  < ε.  Then rˆ!  < N (1 - ε)-2. 
 
Theorems 1.1-1.3 are proved in Section 2. 
 The fourth main theorem of this paper asserts the existence of solutions to (1.1) 
that obey (1.3) and come close to realizing the ε = N-1/2 version of the lower bound in 
Theorem 1.1 and the ε = N-1/2 version of the upper bound in Theorems 1.2 and 1.3. 
 
Theorem 1.4:  There exists κ > 1 with the following significance:  Suppose that N is an 
integer that is greater than κ.  There are solutions to (1.1) that obey (1.3) with the 
corresponding ε = N-1/2 (lnN)21 version of Rε at most N (1 + κ N-1/2 (lnN)21) and with the 
corresponding ε = κ2 N-1/2 (lnN)21 versions of rε and rˆ ε no less than N (1 + κ N-1/2 (lnN)21).  
Moreover, each  zero of the Φ component of any such solution is in a spherical shell of 
thickness at most κN1/2 (lnN)16 and inner radius sphere of radius N (1 + κ N-1/2 (lnN)21).       
  
What is said in Theorem 1.4 implies that its solutions are very nearly magnetic 
bag solutions.  Note in this regard that the arguments in the proof of Theorem 1.4 imply 
that its solutions looks like Abelian solutions up to an exponentially small term on the 
part of R3 where the distance to the radius N (1 + κ N-1/2 (lnN)21) sphere about the origin is 
κ N1/2 (lnN)16 or more.  
 By way of a parenthetical remark, there is nothing significant about the exponent 
21 for the power of lnN.  The essential fact is that the construction of the solutions 
requires that some powers of lnN appear.  Certain parameters were chosen for 
convenience that resulted in this power being 21.  With more work, it is likely that 
Theorem 1.4 could be stated with a smaller power of lnN appearing. 
Theorem 1.4 is proved in Section 4e assuming a technical proposition that is 
proved in Section 5.  Section 3 and Sections 4a-d supply input for the proof.     
    
 
2.  The numbers Rε and rε 
 This section contains the proofs of Theorems 1.1, 1.2 and 1.3.   The proofs are in 
reverse order.  A final subsection ties up a loose end from Section 1 by proving the 
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assertion in Part 3 of Section 1 to the effect that both |FA|2 and |dAΦ|2 are integrable 
functions on R3 when (A, Φ) obeys both equations in (1.1).   
 
 
a)  Proof of Theorem 1.3 
 Set δr to denote 14! r2 | ! |
| x | = r
" .  The fundamental theorem of calculus with the fact 
that lim|x|→∞ |Φ| = 1 implies that 
 
1 - δr  ≤ ds ( 14! s2 | d | " |  |
| x | = s
# )
r
!
#  . 
(2.1) 
Since |d|Φ|| ≤ |∇AΦ|, the right hand side of (2.1) is no greater than  
 
ds 14!   s (  | "A# | 
2
| x | = s
$
r
!
$ )1/2 , 
(2.2) 
which is, in turn, at most the product of the square roots of two integrals, the first being 
the integral of the function s → 14! s2  from r to ∞, and the second being the integral of 
|∇AΦ|2 on the |x| ≥ r part of R3.  Since the integral of |∇AΦ|2 over the whole of R3 is equal 
to 4πN, it follows as a consequence that (2.2) is at most r-1/2 N1/2.  This being the case, 
what is said in (2.1) implies that 
 
r ≤ (1 - δr)-2 N . 
(2.3) 
The assertion of Theorem 1.3 follows from (2.3) by taking r so that δr = ε. 
 
b)  Proof of Theorem 1.2 
   The proof has three steps.  The proof introduces by way of notation dA† to denote 
the formal, L2 adjoint of the operator dA; this is the operator that maps su(2) valued 1-
forms to su(2) valued functions by the rule a → -∗dA∗a.  Meanwhile, d† is used in what 
follows to denote the formal adjoint of the exterior derivative on functions, this sending 
an R valued 1-form to a function by the rule v → -∗d∗.   
 
Step 1:  The equations in (1.1) require that Φ obey the equation 
 
dA†dAΦ = 0 . 
(2.4) 
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Take the inner product of both sides of this equation with Φ to see that |Φ|2 obeys 
 
d†d |Φ|2 = -2|dAΦ|2 . 
(2.5) 
This equality implies in turn that  
 
d†d |Φ| ≤ 0 , 
(2.6) 
this because the norm of d|Φ| is no greater than that of dΑΦ.  
  
Step 2:  The function on R3 that is defined by the rule 
 
x → 1 - r!| x | (1 - ε) 
(2.7) 
is harmonic and equal to ε on the |x| = rε sphere.  Denote this function by g.  This function 
is greater than |Φ| on the |x| = rε sphere and both |Φ| and g to limit 1 as |x| → ∞.  These 
observations, (2.3) and the fact that g is harmonic imply via the maximum priniciple that 
|Φ| < g where |x| > rε.   
  
  Step 3:  Observations in the author’s Ph. D. thesis (see Theorem 10.5 in Chapter 
IV of [JT]) imply that |Φ| where |x| is large looks like 1 - N| x |  + ··· where the unwritten 
terms limit to zero as |x| → ∞ faster than |x|-1.  This depiction of |Φ| implies that |Φ| will 
be less than the function in (2.7) at large values of |x| only if rε is less than N (1 - ε)-1. 
 
c)  Proof of Theorem 1.1 
The proof has six steps. 
 
Step 1:  Introduce by way of notation σ to denote !|!| , this being a map from the 
complement of the zeros of Φ to the unit sphere in su(2).  Use σ to define the connection 
Â = A - 14 [σ, dAσ].  The definition of Â is such as to make dÂσ = 0.  The curvature of Â 
is related to that of A by the formula 
 
FÂ = FA - 14 dAσ ∧ dAσ . 
(2.8) 
As the components of FÂ commute with σ, so FÂ can be written as ƒ σ with 
 
ƒ = 〈σ FA〉 - 14 〈σ dAσ ∧ dAσ〉 . 
(2.9) 
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This is a closed 2-form that is defined on the complement of the zeros of Φ.   
 
 Step 2:  Fix ε > 0 and then fix R > 0 such that |Φ| ≥ ε where |x| ≥ R.  What is said 
by the second bullet in (1.2), the fact that dAΦ is square integrable, and the fact that ƒ is 
closed implies that the integral of 14! ƒ over any constant |x| sphere is equal to N if the 
radius of the sphere is R or greater.  This is to say that 
 
N = 14! (!" FA #   -    14 !" dA" $ dA"#)
| x | = s
%   if s ≥ R. 
(2.10) 
Multiply both sides of (2.10) by s-2 and integrate the resulting identity between functions 
of s over the interval [R, ∞) to see that 
 
N
R  = 14! 1s2    ( !" FA #
| x | = s
$ )   ds
R
!
$  -  116! 1s2  ( !" dA" # dA"$
| x | = s
% )   ds
R
!
% . 
(2.11) 
The next step supplies an upper bound for the left most integral on the right hand side of 
(2.11) and the subsequent two steps supply one for the right most integral. 
 
Step 3: The left most term on the right hand side of (2.11) can be rewritten using 
(1.1) as 
 
1
4!
d 
ds ( 1s2  | ! |
| x | = s
" )   ds
R
!
"  . 
(2.12) 
Now use the fundamental theorem of calculus with the fact that lim|x|→∞ |Φ| = 1 to write 
the latter expression as  
 
1 - 14! R -2 | ! |
| x | = R
"  . 
(2.13) 
Section 2a introduced δR to denote 14! R-2 | ! |
| x | = R
" .  Keep in mind that this δR is no less than 
ε since |Φ| ≥ ε on the |x| = R sphere.   
 
Step 4:   The derivation of an upper bound for the right most integral in (2.11) 
starts with the observation that the latter is in no case greater than 
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 116!
1
s2  ( | dA! |
2 )
| x | = s
"    ds
R
!
"  , 
(2.14) 
and thus no greater than 
 
 116!
1  
R2 | dA! |
2
| x | ! R
" . 
(2.15)  
Step 5 proves that the expression in (2.15) is at most 14 N! R2 . 
 
 Step 5:  Let βε denote the function on [0, ∞) given by the rule βε(t) = ε-1t on [0, ε] 
and given by the constant function 1 on [ε, ∞).  The salient features of βε being that it 
equals 1 where t > ε, that it has non-negative derivative, and that it is proportional to t 
where t is near zero.   
Define αε to be the function on R3 given by α = β(|Φ|).  Take the inner product of 
both sides of (2.4) with αεσ and use the fact that |σ| = 1 to derive the identity 
 
-d†(αεd|Φ|) = αε |Φ|  |dAσ|2 + (βε´)t=|Φ| | d|Φ| |2 
(2.16) 
Since |Φ| ≥ ε where |x| ≥ R, this equation leads to the inequality 
 
|dAσ|2 ≤ ε-1 αε |Φ| |dAσ|2  where |x| ≥ R. 
(2.17) 
Use this inequality to see that  
 
| dA! |2
| x | ! R
" ≤ ε-1 !"  | # |  | dA$ |2
| x | ! R
% . 
(2.18) 
  As noted previously, the derivative of βε is non-negative.  It follows as a 
consequence that the side of right hand side of (2.18) is no greater than the integral over 
R3 of the right hand side of (2.16). This being the case, (2.18) leads to the inequality 
 
| dA! |2
| x | ! R
" ≤ ε-1
 
-d†(!"d | # | )
R3
$  . 
(2.19) 
Meanwhile, an integration by parts with the fact that αε = 1 where |Φ| is nearly 1 can be 
used to see that the right hand side of (2.19) is equal to ε-1 4π N.     
 
 Step 6:  The identity in (2.11) with the bounds from Steps 3 and 4 imply that  
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N
R  ≤ (1 - δR) + 14 N ! R2  . 
(2.21) 
If εN > 100, then this last inequality is obeyed when either 
 
N
R ≤ (1 - δR) + 1100 (εN)-1   or    NR ≥ 4 εN 
(2.22) 
 As explained next, the right most inequality in (2.22) is not an option given the 
assumption that εN > 100. To see why this is, note that the left most inequality demands 
that R ≥ N (1 - ε + 1100 (εN)-1)-1 and the right most demands that R ≤ 14 ε-1.  If the right most 
inequality is obeyed for a given value of R, then |Φ| > ε on any r > R sphere, this by 
assumption.  It follows as a consequence that the right most inequality in (2.22) is not an 
option unless 14 ε-1 ≥ N (1 - ε + 1100 (εN)-1)-1.  This requires in turn that εN be less than 12 .  
 
d)  The integrals of |FA| 2 and |dAΦ | 2 when (A, Φ) obeys (1.1) 
 Suppose that (A, Φ) obeys both equations in (1.1).  The six steps that follow of 
this subsection prove that the functions |FA|2 and |dAΦ|2 are integrable on the whole of R3.  
 
 Step 1:  Fix a favorite non-negative and non-increasing function on R that is equal 
to 1 on (-∞, 14 ] and equal to zero on [ 12 , ∞).   The chosen function is denoted in what 
follows by χ.  Given R ∈ [1, ∞), use χ(R) to denote the function R3 whose value at any 
given point x is χ(R-1|x| - 1).   This function is equal to 1 where |x| < R and it is equal to 
zero where |x| > 2R.  It is also that case that its derivative is bounded by an R-
independent multiple of R-1 and its second derivative where |x| > 0 is is bounded by an R-
independent multiple of R-2.  
 
 Step 2:  The function |Φ|2 obeys (2.5) and this implies that its Laplacian is non-
negative.  This being the case, the maximum principal can be invoked to prove that |Φ|2 is 
no greater than 1 at any point.  As a parenthetical remark, the strong maximum principle 
can be used to conclude that |Φ|2 is either strictly less than 1 at all points or else dAΦ = 0 
at all points. 
 
   Step 3:  Define the function ƒ on [0, ∞) by the rule  
 
r → ƒ(r) = 14! r2 | ! |
2
| x | = r
" .  
(2.23) 
It follows from (2.5) that this function obeys the differential inequality 
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d  
dr (r2 d  dr ƒ) ≥ 0 .  
(2.24) 
It follows as a consequence that ƒ obeys ƒ ≥ 1 - !r  with Δ being a positive constant.  It 
follows from what is said in Step 2 that ƒ is nowhere greater than 1.  This fact can also be 
seen from (2.23).  
 
 Step 4:  Fix R > 1 and multiply both side (2.5) by -χ(R).  Then integrate the 
resulting equality over R3 to obtain an identity between integrals.  Use integration by 
parts for the left hand integral in this identity to change the integrand -χ(R) d†d|Φ|2 to the 
integrand (-d†dχ(R)) (|Φ|2 - 1).  There are no spurious boundary terms from this integration 
by parts because χR is zero where |x| > 2R.   
 
 Step 5:  The right hand integral is the integral over R3 of 2χ(R) |dAΦ|2.  This is no 
less than twice the integral of |dAΦ|2 over the radius R ball centered at the origin.  
Meanwhile, it follows from what was said in Step 1 about the derivatives of χ(R) and what 
is said in Step 2 about the positivity of 1 - |Φ|2 that the integral of (-d†dχ(R)) (|Φ|2 - 1) is no 
greater than an R-independent constant times the integral over the R ≤ |x| ≤ 2R shell of 
the function R-2 (1 - |Φ2|).  It follows from what is said in Step 3 that the latter integral is 
no greater than an R-independent constant times the number Δ.   
 
 Step 6:  It follows from what is said in Step 5 that there is an R-independent upper 
bound for the integral of |dAΦ|2 over the radius R ball centered at the origin.  This 
understood, an appeal to the Dominated Convergence Theorem (see for example [R]) 
proves that |dAΦ|2 has finite integral over the whole of R3.    
 
 
3.  A pair (A, Φ) that almost solves (1.1) 
Solutions to (1.1) and (1.3) that look like magnetic bags are constructed in Section 
4 by a deforming a pair of connection on the product principal bundle and section of the 
product su(2) bundle that obeys (1.3) and comes close to solving (1.1).   This section 
constructs such a pair.  
 By way of a look ahead at the proof, the construction that follows of a pair that 
obeys (1.3) and comes close to solving (1.1) can be viewed as a modified version of the 
construction that was introduced in the author’s Ph. D. thesis (see Chapter IV in [JT]) to 
construct solutions to (1.1) for any given N.  The latter construction starts with N suitably 
chosen solutions to (1.1), each obeying 
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FA  !  dA"
R3
#  = 4π . 
(3.1) 
These are glued together with the result being a pair that obeys (1.3) and almost solves 
(1.1).  This approximate solution to (1.1) is then perturbed to obtain an honest solution.   
The construction used here replaces the N solutions to (1.1) with N solutions to 
only the left most equation in (1.1).  Each pair in this new set obey lim|x|→∞ |Φ| = r with r 
being a suitable positive number.  The integral on the left hand side of (3.1) for each pair 
is equal to 4π r.  Even so, each pair has the property that !|!|  defines a degree 1 map from 
any sufficiently large, but constant |x| sphere to the unit sphere in su(2).  The construction 
used in what follows glues these N solutions together so as to obtain a pair that obeys 
(1.3), is such that lim|x|→∞ |Φ| = 1, and very nearly obeys the equation ∗FA = dAΦ.   
 
a)  The Prasad-Sommerfeld solution   
The space of solutions to (1.1) that obeys (1.3) for a given integer N is denoted in 
what follows by MN.  This space enjoys a free action of the group C∞(R3; SU(2)).  It also 
enjoys an action of the group of isometries of R3.  The quotient of M0 by C∞(R3; SU(2)) 
is a point, this being the equivalence class of the pair consisting of the product connection 
and a constant map to su(2) with norm 1.  The quotient of M1 by C∞(R3; SU(2)) is 
diffeomorphic to R3 via a diffeomorphism that intertwines the respective actions of the 
isometry group of R3.  In particular, all N = 1 solutions to (1.1) are obtained from any 
given N = 1 solution by the action of elements in C∞(R3; SU(2)) and translations of R3.  A 
particular N = 1 solution is known as the Prasad-Sommerfeld [PS] solution, this defined 
in the upcoming (3.2).   
The definition of the Prasad-Sommerfeld solution refers to a basis, {σ1, σ2, σ3} for 
su(2) with the property that each element has square equal to -1 times the identity matrix 
and such that σ1σ2 = -σ3.  Note in particular that the set { 12 σk}k=1.2,3 constitutes an 
orthonormal basis for su(2).  The definition uses θ0 to denote the product connection on 
the product principal SU(2) bundle R3 × SU(2).  The connection component of the 
Prasad-Sommerfeld solution is denoted by APS and written as APS = θ0 + aPS with aPS 
being an su(2)-valued 1-form on R3.  The corresponding section of the product SU(2) 
bundle is denoted by ΦPS.  The latter and aPS are given by the formula 
 
aPS = ( 1| x|  - 1sinh(| x|) ) εijk
xi
| x| dxj 12 σk  and   ΦPS = ( 1tanh(| x|)  - 1| x| )
xi
| x|  
1
2 σi 
(3.2) 
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with it understood that the indices run over the set {1, 2, 3}, repeated indices are summed 
and with εijk being completely antisymmetric with ε123 = 1.  The next paragraphs list some 
of the salient features of the pair (APS, ΦPS). 
 The first point of note is that ΦPS has a single, non-degenerate zero, this at the 
origin.  As can be seen directly from (3.2), ΦPS near zero is 16 xi σi + O(|x|2).   The 
remaining points concern (APS, ΦPS) where |x| > 1.  The pair here differ from what is 
called the Dirac monopole by terms that are O(e-| x| ).  The Dirac monopole is a solution 
to (1.1) on R3−0, this denoted by (AD,  ΦD) with the latter given by the formula 
 
AD = θ0 + εijk xi  | x| 2 dxj
1
2 σk  and   ΦD = (1 - 1| x| )
xi
| x|  
1
2 σi . 
(3.3) 
As can be seen directly from (3.2) and (3.3), both APS - AD and ΦPS - ΦD differ at points 
with |x| > 1 by at most c0 e-| x| .  This is also the case for their derivatives.   The next 
paragraph has more to say about the Dirac monopole.   
 Denote by σD the map from R3−0 to the unit sphere about the origin in su(2) that 
is defined by the rule x → σD(x) = xi| x|  12 σi.  This map is AD-covariantly constant.  
Moreover, the curvature 2-form of AD is the σD pull-back from the unit sphere in su(2) of 
the constant, volume 2-form.  To say more about this, let (θ, ϕ) denote the spherical 
coordinates for the |x| = 1 sphere, with θ giving the latitude and ϕ giving the longitude.  
The pair (AD, ΦD) are such that  
 
〈FAD!D 〉 = sinθ dθ dϕ . 
(3.4)   
   Rescaled and translated versions of (APS, ΦPS) are needed in what follows with 
each version defined by a some positive number, denoted here by r, and some point in 
R3, denoted here by p. The corresponding pair of connection on the product principal 
SU(2) bundle and section of product su(2) bundle is given the formula 
 
(θ0 + ( 1| x - p|  -  
r
sinh(r | x - p|) ) εijk
(x - p)i
| x - p| dxj 12 σk, ( 
r
tanh(r | x - p|)  - 1| x - p| )
(x - p)i
| x - p|  
1
2 σi) . 
 (3.5) 
This pair obeys the left most equation in (1.1) but not the right most unless r = 1 because 
the |x| → ∞ limit of  
 
r
tanh(r | x - p|)  is r. 
 
b)  Gluing solutions 
 Fix N > 1.  The three parts of this subsection construct a pair that obeys (1.3) and, 
for certain parameter choices, comes close to obeying (1.1).   The pair that results from 
this construction is denoted by (AG, ΦG). 
 13 
 
 Part 1:  Fix a configuration of N distinct points in R3.  Use Θ to denote the chosen 
set of points.  The constructions that follow require that the points in Θ obey certain 
constraints, the first set being the positivity of each p ∈ Θ version of the number 
 
rp = 1 - ∑q∈Θ−p 1| p - q | . 
(3.6) 
Fix a number to be denoted by L which is positive but no greater than half of the 
distance between the closest two points in Θ.  The notation in what follows uses BL(p) to 
denote the open, radius L ball with center on a given point p ∈ Θ and it uses BL/4 (p) to 
denote the closed, radius L/4 ball with center p.   The balls from the collection {BL(p)}p∈Θ 
are pairwise disjoint because L < 12 |p - q| if p and q are distinct points in Θ.  
A C∞(R3; SU(2)) equivalence class of a pair of connection on the product bundle 
principal bundle R3 × SU(2) principal bundle and section of R3 × su(2) is determined by 
the data listed next in (3.7) subject to the constraints listed in (3.8). 
 
• An su(2)-valued 1-form on R−(∪p∈ΘBL/4 (p) ) and map from R3−(∪p∈ΘBL/4 (p) ), these 
to be denoted by a∞ and Φ∞. 
• An assignment to each p ∈ Θ of an su(2)-valued 1-form on BL(p) and map from BL(p) 
to su(2).  These are denoted in what follows by ap and Φp. 
(3.7) 
The data set {(a∞, φ∞), {(ap, φp)}p∈Θ} must obey the following constraints: 
 
Fix p ∈ Θ.  There exists a map gp: BL(p) → SU(2) such that  
ap = gp-1a∞  gp + gp-1 dgp  and  φp = gp-1φ∞ gp  on BL(p) −BL/4 (p) . 
(3.8) 
 By way of an explanation, the set R3−(∪p∈ΘBL/4 (p) ) with the balls that comprise 
the collection {BL(p)}p∈Θ define an open cover of R3 with the only non-empty 
intersections being between R3−(∪p∈ΘBL/4 (p)  ) and the balls from {BL(p)}p∈Θ.  It follows 
as a consequence that this collection of sets with the maps {gp}p∈Θ provide a cocycle 
definition for a principal SU(2) bundle over R3.  The data {a∞,  {ap}p∈Θ} supply the 
corresponding coycle data for a connection on this bundle, this by virtue of (3.8).  By the 
same token, the data {φ∞, {φp}p∈Θ} supply the cocyle data for a section of the associated 
vector bundle with fiber su(2).  All principal bundles SU(2) bundles on R3 are isomorphic 
to the product bundle and so the data {(a∞, φ∞), {(ap, φp)}p∈Θ} defines a C∞(R3; SU(2)) 
equivalence class of connection on the product principal SU(2) bundle over R3 and 
section of the product su(2) bundle. 
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 Part 2:  This part of the subsection defines the pair (a∞, φ∞).  The definition is 
given momentarily.  A digression is needed first to supply needed background. Before 
starting, introduce by way of notation BL/8 (p)  to denote the concentric, closed radius L/8 
ball and use BL/8(p) to denote the open radius L/8 ball centered at p.   
The digression begins with the observation that the second integer cohomology of  
R3−(∪p∈Θ BL/8 (p))  is isomorphic to ZN.  More to the point, evaluation on the fundamental 
class of the boundary of each p ∈ Θ version of BL/4 (p) defines an isomorphism with the 
group ⊕p∈Θ Z.  Let ιN denote the class in the second cohomology that evaluates as 1 on the 
fundamental class of each p ∈ Θ version of BL/4 (p) .  The pairing between this class with 
the fundamental class of any sufficiently large but constant |x| sphere is equal to N.  
 To continue the digression, let PN → R3−(∪p∈Θ BL/8 (p))  denote a principal U(1) 
bundle whose associated complex line bundle has first Chern class equal to ιΝ.  By way of 
a parenthetical remark, any two such bundles are isomorphic because the second 
cohomology of R3−(∪p∈Θ BL/8 (p))  is torsion free.  View U(1) as the subgroup of diagonal 
2 × 2 unitary matrices with determinant 1, and thus as a subgroup of SU(2).  
Multiplication on the left by this subgroup defines an action of U(1) on SU(2).  Use this 
action to define the principal SU(2) bundle PN ×U(1) SU(2) over R3−(∪p∈ΘBL/8 (p)) ).  The 
associated su(2) vector bundle is PN ×U(1) su(2).  The latter bundle splits as the direct sum 
of two bundles, the first being the product line bundle and the second being an oriented 2-
plane bundle with Euler class 2ιN.  Use !ˆ  to denote the section of PN ×U(1) su(2) with 
norm 1 that generates the 1-dimensional real subbundle.   
 With the digression now over, the definition of (a∞, φ∞) starts with the 
introduction of the harmonic function on R3−Θ given by the rule  
 
x → 1 -  ∑p∈Θ 1|x - p | .   
(3.9) 
This function is denoted by φΘ.  To say that φΘ is harmonic is to say that ∗dφΘ is a closed 
2-form.  The definition is such that ∗dφΘ evaluates as 4π on the boundary of each p ∈ Θ 
version of BL/8 (p) .  It follows as a consequence that i2 ∗dφΘ is the curvature 2-form of a 
connection on PN.  Fix such a connection and use it to induce a connection on the 
associated principal SU(2) bundle PN ×U(1) SU(2).  The latter is denoted by AΘ. 
 All principal SU(2) bundles over R3−(∪p∈ΘBL/8 (p) ) are isomorphic to the product 
bundle.  As explained in the next paragraph, an isomorphism from PN ×U(1) SU(2) to the 
product principal SU(2) bundle over R3−(∪p∈Θ BL/8 (p))  can be found with the following 
property:  Let u denote the inverse isomorphism.  Fix p ∈ Θ.  Then u* !ˆ  on 
BL(p)−BL/8 (p)  is the map to su(2) given by the rule  
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x → (x - p) i| x - p|  12 σi. 
(3.10) 
To find an isomorphism with this property, start by choosing some isomorphism 
from PN ×U(1) SU(2) to the product principal SU(2) bundle and denote its inverse by h.  Fix 
p ∈ Θ and let Ap denote the spherical annulus where 18 L ≤ |x - p| ≤ L.  Both h* !ˆ  and the 
map in (3.10) define degree 1 maps from BL/4 (p) to the unit sphere in su(2) and so h* !ˆ  
and the map in (3.10) are homotopic maps from Ap to the unit sphere in su(2).  It follows 
as a consequence that there exists a map from  Ap → SU(2) to be denoted by hp which is 
the constant map to the identity where |x - p| > 12 L and is such that hp (h* !ˆ ) hp-1 is the map 
in (3.10) where |x - p| ≤ 14 L.  View the collection {hp}p∈Θ as being a set of automorphisms 
of the product SU(2) principal bundle over R3−∪p∈Θ BL/8 (p) .  Keeping in mind that these 
automorphisms commute, set u to be the composition of first h and then ∏p∈Θ hp .  
With u in hand, define a∞ over R3−∪p∈Θ BL/8 (p)  by writing u*AΘ as θ0 + a∞ and 
define φ∞ over this same subset of R3 to be φΘ u* !ˆ .   
 
 Part 3:  This part of the subsection defines each p ∈ Θ version of (ap, φp).  The 
definition uses the number rp that is defined in (3.6).  Keep in mind that rp > 0.  The pair 
(ap, φp) on the ball  B! /8 (p)  is given by the formula 
 
ap = ( 1| x - p|  -  
rp
sinh(rp | x - p|) ) εijk
(x - p)i
| x - p| dxj 12 σk  and   φp = ( 
rp
tanh(rp | x - p|)  - 
1
| x - p| )
(x - p)i
| x - p|  
1
2 σi . 
(3.11) 
Note in particular that (θ0 + ap, φp) is the r = rp version of the pair given in (3.5).  
   The upcoming definition of (ap, φp) on the rest of BL(p) uses notation that is 
defined directly in this and the subsequent paragraph.  The first set of definitions refer to 
a given point q ∈ Θ−p.  With q in hand, define ηp,q to be the harmonic function on BL(p) 
that is given by the formula 
 
x → ηp,q(x) = 1| x - q | - 1| p - q |   . 
(3.12) 
Note in particular that |ηp,q| ≤ c0 | x - p |   | p - q |2 on BL(p) because the distance between p and q is no 
less than 2L.  This is also why |dηp,q| ≤ c0 1  | p - q |2  on BL(p).  It follows as a consequence of 
this last bound that the closed 2-form ∗dηp,q can be written on BL/4 (p) as  
 
∗dηp,q =  dap,q with ap,q being a 1-form that obeys |ap,q| ≤ c0 | x - p |   | p - q |2  on BL(p) . 
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(3.13) 
The preceding observation has, in turn, the following implication:  There is an 
automorphism of the product principal SU(2) bundle over BL(p)−BL/8 (p)  with two 
properties, the first being that it pulls back the connection θ0 + a∞ to  
 
θ0 + εijk (x - p)i| x - p|2 dxj 12 σk + (∑q∈Θ−p ap,q)
(x - p)i
| x - p|  
1
2 σi ; 
(3.14) 
and the second being that the induced automorphism of the associated su(2) bundle has 
no affect on φ∞.  Fix such an automorphism and denoted it by up. 
The next definition requires the function  χ from Step 1 in Section 2d.  By way of 
a reminder, this is a chosen non-negative and non-increasing function on R that equals 1 
on (-∞, 14 ] and equals zero on [ 12 , ∞).  This function is denoted in what follows by χ.  
Given p ∈ Θ, set χp to denote the function χ(8L-1|(·) - p|  - 1) on R3.  This function is equal 
to zero where |x - p| > 316 L and it is equal to one where |x - p| < 18 L.   
 The formula that follows defines (ap, φp) on the whole of BL(p): 
 
• ap = ( 1| x - p|  -  χp 
rp
sinh(rp | x - p|) ) εijk
(x - p)i
| x - p| dxj 12 σk + (1 - χp) (∑q∈Θ−p ap,q)
(x - p)i
| x - p|  
1
2 σi . 
• φp = (rp  + χp( 
rp
tanh(rp | x - p|) - rp) - 
1
| x - p| - (1 - χp) ∑q∈Θ−p ηp,q)
(x - p)i
| x - p|  
1
2 σi . 
(3.15) 
It is a consequence of the definitions in the preceding paragraphs that (ap, φp) as just 
defined obeys the constraint in (3.8) when gp is taken to be up 
 
   
c)  The choice of the set Θ  for the Bolognese bag solution 
 The first three parts of this subsection define the set Θ and the parameter L that 
will serve as input for Section 3b’s construction of (AG, ΦG).  Part 4 discusses the 
corresponding function  | !FAG  -   dAG"G  | .   
 By way of a convention used below and subsequently, what is denoted by c0 
signifies a number whose value in any given appearance has no dependence on Θ, N, L, 
or any other parameters that have been introduced prior to that appearance.  The number 
represented by c0 is than 1 in all cases appearances and it can be assumed to increase 
between successive appearances.    
 
Part 1:  The constructions in Section 3b require the choice of a set Θ that consists 
of N points in R3.  The version of Θ used here consists of N points on a sphere about the 
origin in R3.  To say more about this set, let R ∈ [1, ∞) denote the radius of this sphere.  
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Fix a positive integer to be denoted by K.   Fix k ∈ {1, …, K}.  The Euclidean distance 
between latitude k K π circle and the latitude k - 1 K π circle is R sin ! 2K .  Keep in mind that 
this distance can be written as (1 -  e) R2K π with e being a positive number less than !
2
12K2 . 
For each k ∈ {0, 1, …, K}, use nk to denote the largest of the integers that are less 
than 2K sin( k K π).   The collection of integers {nk}1≤k≤K-1 is such that nk = nK-k for each k.  
The smallest of this collection are n1 and nK-1, these being equal to 6 when K ≥ c0.  The 
numbers in the set {nk}1≤k≤K/2 increase as k from n1 towards 12 K.    
For each k ∈ {1, 2, …, K-1}, fix a set of nk equally spaced points on the latitude 
k
K π circle by putting the first point on the zero longitude circle and then putting 
successive points at increasing longitude.  Use ϑk to denote the chosen set of nk points.  
Note in this regard that the Euclidean distance between nearest neighbor points from ϑk 
on the latitude kK circle is 2 R sin( k K π)  sin( !    nk ).  Taylor’s theorem finds sin(
!    nk ) ≥ 
9
10
!    nk  
since nk is no less than 6.  It follows as a consequence that the distance between distinct 
points from Θk is no smaller than R2K π.   
The sum ∑1≤k≤K nk when K > c0 can be estimated by comparing the sum with the 
integral from 0 to π of the function θ → 2! K2 sin θ.  The latter integral is 4! K2 and it 
differs from the sum by at most c0K.  It follows as a consequence that ∑1≤k≤K nk can be 
written as (1 + eK) 4! K2 with eK being a K dependent number with |eK| ≤ c0 K-1.   
The integer N determines the choice of K; it being the smallest positive integer 
from those where the function n → (1 + en) 4! n2 on {1, 2, …} is no less than N.  The 
definition of K implies that  
 
K = 12 ! N  + z  
(3.16) 
with |z| ≤ c0; and it follows as a consequence that ∑1≤k≤K nk is no less than N and no greater 
than N + c0 N1/2.  This last observation has the following implication:  The removal of at 
most c0 points from each set in the collection {ϑk}1≤k≤K gives a new collection of K sets, 
this denoted by {Θk}1≤k≤K, whose union contains precisely N points.  If points from ϑk are 
removed, do this sequentially so that the largest longitude point is removed first, then the 
point with the second largest longitude, and so on.    
 
 Part 2:  The set Θ = ∪k∈{0,1,…K} Θk can be used for the constructions in Section 4b 
only if each p ∈ Θ version of (3.6)’s number rp is positive; and such is the case when R is 
larger than (1 + c0 N-1/2 lnN) N.  That this is so follows directly from the upper bound for 
each p ∈ Θ version of ∑q∈Θ−p 1| p - q |  that is supplied by the first bullet of the next lemma. 
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Lemma 3.1:  There exists κ > 1 with the following significance:  Fix N ≥ κ and R ≥ 1.  
Use this data to define the set Θ as instructed in Part 1 of this subsection.  Fix p ∈ Θ.   
• ∑q∈Θ−p 1| p - q |   = NR  +  ep   with ep having norm at most κ N     R ln(N) . 
• ∑q∈Θ−p 1 | p - q |2  ≤ κ
N  
R2 lnN. 
Moreover, if L ≥ 1 and x is any given point in R3 then  
• ∑q∈Θ 1| x - q | + L  ≤ NR  +  κ ( 1L + 
N     
R lnN) . 
• ∑q∈Θ 1 (| x - q |   +   L)2  ≤ κ (
1  
L2 + 1N lnN) . 
 
Bounds much like those in Lemma 3.1 for similar configurations of N points can be 
found in [RSZ].  See also [KS] and the references therein. 
  
Proof of Lemma 3.1:  The proofs of the third and fourth bullets differ only cosmetically 
from those of the first and second bullets.  This being the case, only the proofs of the first 
and second bullets are given.   The four steps that follow prove these first two bullets. 
 
 Step 1:  Fix k ∈ {0, 1, 2, …} and let p denote a point from ϑ with latitude k K π.   
A point in ϑ with latitude from the interval [ 2k - 1 2K π, 2k + 1 2K π] must be a point on the k K π  
circle.  Let q denote another point from ϑ on this circle.  The respective longitudinal 
angles of p and q differ by no less than 2π/nk.  With this understood, let Tp denote the 
region in the |x| = R sphere where θ ∈ [ 2k - 1 2K π, 2k + 1 2K π] and where the longitudinal angle 
differs from p’s by π/nk.  It follows from what was just said that collection {Tp}p∈ϑ are 
disjoint.  It also follows from the definitions that the spherical area of any given p ∈ ϑ 
version of Tp is equal to   
 
2! 
K sin( !2K ) R2 . 
(3.17) 
What with (3.16), this spherical area can be written when K ≥ c0 as 
 
(1 - q) 1N 4π R2 , 
(3.18) 
with the absolute value of q being less than c0 N-1/2.    
 There is one further point to be made about the collection {Tq}q∈Θ, this being that 
the complement in the |x| = R sphere of their union is contained in the set of points with 
distance at most c0 N1/2 from the half of the great circle with zero longitude.   
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Step 2:  This step proves the second bullet of the lemma.  To start, note that the 
Euclidean distance between distinct points from Θ is no less than (1 - c0 N-1/2) ( !N)1/2 R, this 
being a consequence of what is said in Step 1.  Denote this distance by Δ.  Fix p ∈ Θ and 
let ΘΔ denote the set of points in Θ with distance no less than 210Δ from p.  
 It follows from the definition of Δ and what Step 1 said about the set {Tq}q∈ϑ that 
the sum !q"#$ 1| p - q| 2  can be bounded by approximating it as an integral, the result being 
 
!q"#$
1
| p - q| 2  ≤ 
N  
R2 ( 1sin(!/ 2))
2 sin!  d!
" /R
#
$  . 
(3.19) 
More is said about the derivation of (3.19) in Step 3.  The integral on the right hand side 
of (3.19) is equal to 2 |ln(sin(Δ/R))| as can be seen by writing sinθ as 2 sin(θ/2) cos(θ/2).  
This leads to a c0 N   R2 lnN bound on the right hand side of (3.19) when N ≥ c0.  Meanwhile, 
 
!q"(#$p)$ #%
1
| p - q| 2  ≤ c0 
1  
!2   
(3.20) 
which is less than c0 N  R2  because Δ ≥    R!N .  These bounds give the lemma’s first bullet. 
 
Step 3:  To explain (3.19), parametrize the radius R sphere centered at the origin 
by the points in the concentric radius 1 sphere via the map that sends a point z in the 
latter to the point R z in the former.  Given q ∈ Θ, let Uq denote the subset of the unit 
sphere that parametrize the points in Tq.  It follows from (4.18) that the area of Uq can be 
written as (1 - q) 4π  N-1 with |q| ≤ c0 N-1/2.  The sets {Uq}q∈Θ being pairwise disjoint cover 
all but a small fraction of the unit sphere, this missing fraction contained in the set of 
points with distance at most c0 N-1/2 from the half great circle with zero longitude.   
To continue, suppose that q ∈ ΘΔ and that z ∈ Uq.  Then Taylor’s theorem finds 
 
 1|p  -  Rz |  = 1| p - q |  + r    with  |r| ≤ 2Δ  1    | p - q | 2    , 
(3.21) 
Since Δ ≤ 2-10 |p - q| it follows as a consequence that  
 
1
| p - q |  =  (1 +  w) 14!  Ν 1| p  -  Rz | 2 d!
z"Uq
#   
(3.22) 
with the notation such that dΩ denotes the area 2-form on the unit radius 2-sphere, the 
integral in question is over the set Uq   in this sphere, and w is a number with absolute 
value at most 2-5 when N ≥ c0-1.  Let SΔ denote the part of the unit radius 2-sphere that 
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parametrizes the points with distance to p greater than 210 Δ.  Sum the various q ∈ ΘΔ 
versions of (3.22) to see that 
 
!q"#$
1
| p - q| 2  ≤ 14! (1 + 132 )
N  
R2
1
| p/R  -  z | 2 d!
z"S#
$  , 
(3.23) 
this being an inequality by virtue of the fact that !q"#$ Uq is not the whole of SΔ.   
 To finish the story, fix spherical coordinates for the unit radius sphere about the 
origin that has the north pole being p/R.  Denote these coordinates by (θ, ϕ)  with θ being 
the latitude and ϕ being the longitude.  Let z denote a point on the radius 1 sphere about 
the origin with latitude θ.  Then |p/R - z| = 2 sin(θ/2) and  
 
!
2 ( 1sin(!/ 2))2 sin!  d!
2 sin(! / 2)  > 210 " /R
#  = 1| p/R  -  z | 2 d!
z"S#
$  . 
(3.24) 
What is written in (3.19) follows from (3.23) and (3.24) since the domain of integration 
for the integral in (3.24) is contained in the set where θ ≥ Δ/R when N ≥ c0. 
  
  Step 4:  This step proves the top bullet of the lemma.  Arguments that differ little 
from those in Steps 2 and 3 can be used to bound !q"#$ 1| p - q|  from above and below by 
approximating it by an integral; the result being   
 
!q"#$
1
| p - q|  = N2 R 12sin(!/ 2) sin!  d!
0
"
#  + ep 
(3.25) 
with the number ep  having three contributions.  The first accounts for the error when 
approximating  1|p/R  -   z |  by R| p - q |  when Rz ∈ Tq.  It follows from (3.21) and from the 
lemma’s second bullet that this contribution to ep  has absolute value at most c0 !N  lnNR .   
 The second contribution to the error is a negative contribution to ep that accounts 
for the fact that the lower limit of integration in (3.25) is zero rather than being the angle 
θ where 2 sin(θ/2) = 2-10 Δ/R.  This absolute value of this negative contribution to ep is no 
less than c0 N     R .   
The third contribution to ep  is also negative as it accounts for the fact that there are 
points on the unit 2-sphere that are not on rays through ∪q∈Θ Tq.  Let U denote this set.  As 
noted previously, U is contained in the set of points with distance at most c0 N-1/2 from the 
half great circle with zero longitude.  It follows as a consequence that 
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1
| p/R  -  z | d!
z"U
#  ≤ c0 N-1/2 , 
(3.26) 
and it follows from (3.26) that the absolute value of this third, negative contribution to ep 
is no greater than c0 N     R . 
 
Part 3:  Fix for the moment m > 1 and take  
 
R = N (1 + m N-1/2 lnN) 
(3.27) 
The first bullet of Lemma 3.1 has as a corollary that each p ∈ Θ version of rp is positive 
when m > c0.  In fact, if m > c0 and if R is given by (3.27), then it follows from this same 
bullet that each p ∈ Θ version of rp is such 
 
• rp ≥ (1 - 2-10) m N-1/2 lnN . 
• rp ≤ (1 + 2-10) m N-1/2 lnN . 
(3.28) 
Fix m ≥ c0 so that when R obeys (3.27) then (3.28) holds.  Use this same R in Part 2 to 
define the set Θ.  A choice m ≥ c0 (lnN)c0 is needed for arguments that come later; but 
assume until told otherwise the smaller lower bound m > c0.   
The constructions in Section 3b also require the choice of the number L, this 
contrained so as to be positive but less than half the separation between any two distinct 
points from Θ.   Part 1 of this section observed that the separation between distinct pairs 
of points in Θ is no less than R2K π with K given by (3.16).  If m > c0 and if R is given by 
(3.27), then this minimal separation is larger than N1/2.  This understood, set L = m-3/4 N1/2 .  
Note for future reference that 
 
• L rp ≥ (1 - 2-10) m1/4 lnN , 
• L rp ≤ (1 + 2-10) m1/4 lnN , 
(3.29) 
the being consequence of the bounds in (3.28). 
 
 Part 4:  Use the set Θ from Part 2 with the parameter L from Part 3 as input for 
Section 3b’s construction of the pair (AG, ΦG).  The lemma that follows points out some 
salient properties of this pair.  The lemma uses !ˆ  to denote |ΦG|-1 ΦG, this being a norm 1 
section of the product su(2) bundle that is defined where ΦG ≠ 0.  
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Lemma 3.2:  There exists κ  > 1 with the following significance:  Fix N > κ and build the 
pair (AG, ΦG) as instructed in Section 3b using as input Θ from Part 2 and L from Part 3 
as defined using m > κ.  This pair has properties listed below 
• The zero locus of ΦG is the set Θ.  Moreover, if x is a point in R3 with distance L or 
greater from each point of Θ, then |Φp|(x) ≥ 14 m N-1/2 lnN.  If p ∈ Θ and x has 
distance less than L from p then  |ΦG|(x) ≥ κ-1 ( 
rp
tanh(rp | x - p|) - 
1
| x - p| ). 
• !FAG -   dAG"G  is zero where the distance to each p ∈ Θ is greater than 14 L and where 
the distance to any given p ∈ Θ is less than 18 L.  Moreover, if p ∈ Θ, then    
a)   The norm of  [!ˆ,  ("FAG  -   dAG#G )]  is at most N-20. 
b)    The norm of  〈 !ˆ (!FAG  -   dAG"G ) 〉 is at most κ N-1 (lnN) .  
 
 
Proof of Lemma 3.2:  The proof has four steps. 
 
 Step 1:  This step proves the top bullet’s assertion about the norm of ΦG on 
R3−(∪p∈Θ BL/4(p)).  The norm here is the absolute value of the function that is depicted in 
(3.9).  The latter is harmonic and thus it takes its minimum value on the boundary of 
some p ∈ Θ version BL/4 (p) .  This understood, it is enough to prove that the function 
depicted in (3.9) is greater than 12 m N-1/2 lnN where the distance to any given p ∈ Θ is 
equal to 14 L.  To do this, fix p ∈ Θ and use what is said in Part 3 of Section 3b about the 
various q ∈ Θ−p versions of (3.12)’s function ηp,q to conclude that |ΦG| on the boundary 
of BL/4 (p)  is no less than  
 
rp - c0 L ∑q∈Θ−p 1 | p - q |2 .    
(3.30) 
The expression in (3.30) is no less than rp - c0 m-3/4 N-1/2 lnN because L = m-3/4 N1/2 and 
because of what is said in the second bullet of Lemma 3.1 about the Θ−p indexed sum 
that appears in (3.30).  Meanwhile, the top bullet in (3.27) asserts that rp is no less than 
(1 - 2-10) m N-1/2 lnN; and this implies that (3.30)’s expression is no less that 12 m N-1/2 lnN 
when m ≥ c0. 
 
Step 2:  Fix p ∈ Θ.  This step proves the lemma’s assertions about ΦG on BL(p).  
The asserted bound for |ΦG| where the distance to p is no greater than 18 L follows 
immediately from the formula in (3.11).   The asserted bound for |ΦG| on the  |x - p| ≥ 18 L 
part of BL(p) is obtained with the help of a suitable a priori bound for ∑q∈Θ−p |ηp,q|.  To this 
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end, first use Taylor’s theorem to bound each q ∈ Θ−p version of ηp,q  on BL(p) by 
c0 1 | p - q |2 |x - p|.  Use this bound with the second bullet of Lemma 3.1 to see that 
 
∑q∈Θ−p |ηp,q| ≤ c0 (N-1 lnN) |x - p|    
(3.31) 
at any given x ∈ BL(p).   
Keeping the preceding formula in mind, digress for a moment and let x denote a 
point in BL(p) with distance at most c0-1 rp-1 from p.  Note in this regard that rpL is much 
greater than 1 when N ≥ c0, this being a consequence of the top bullet in (3.29).  In 
particular, the top bullet in (3.29) has the following implication:  If m > c0 and if x is a 
point with distance between 18 L and L from p, then   
 
 
rp
tanh(rp | x - p|)  = rp + ep    
(3.32) 
with ep having norm bounded c0 N-100.  Granted this last observation, a comparison 
between the lower bound for rp in the top bullet of (3.28) and the upper bound in (3.31) 
leads directly to the lemma’s claim about |ΦG| on the |x - p| ≥ 18 L part of BL(p).     
 
 Step 3:  This step and the next address the assertions of the second bullet of the 
lemma.  To begin, the fact that !FAG -   dAG"G  is zero on the complement of ∪p∈Θ BL/4(p) 
follows directly from the fact that the function depicted in (3.9) is harmonic.  The 
vanishing of !FAG  -   dAG"G  when the distance to any p ∈ Θ is less than 18 L follows 
because (ap, φp) on this part of BL/4(p) is a rescaling of the Prasad-Sommerfeld solution. 
 The proofs of the assertions in Items a) and b) of the lemma’s second bullet are 
given in Step 4.  What follows directly sets the stage and notation for the arguments in 
Step 4.  To begin, fix p ∈ Θ and define the connection AD,p  on the product principal 
SU(2) bundle over BL(p)−p to be 
 
AD,p = θ0 +  εijk (x - p)i| x - p| 2 dxj 12 σk   
(3.33) 
this being a translated version of the connection that is depicted in (3.3).  The section !ˆ  
of the product su(2) bundle over BL(p)−p is AD,p covariantly constant because it is given 
the rule x → (x - p)i| x - p|  12 σi.  Let ΦD,p denote the section of the product su(2) bundle over 
BL(p)−p given by the rule  
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ΦD,p = (rp - 1| x - p| ) !ˆ  , 
(3.34) 
this being a rescaled and translated version of the section ΦD that is depicted in (3.3).  the 
pair (AD,p, ΦD,p) obey (1.1) on BL(p)−p. 
A look at (3.15) shows that the connection θ0 + ap can be written over BL(p)−p as 
   
 
AD,p + χp Ap + τp ap !ˆ  . 
(3.35) 
with Ap = - 
rp
sinh(rp | x - p|)  εijk
(x - p)i
| x - p| dxj 12 σk, this being an su(2)-valued 1-form; and with ap 
denoting the real valued 1-form ∑q∈Θ−p ap,q.  Note for reference below that 〈 !ˆAp〉 = 0.  A 
corresponding depiction of φp writes the latter as 
 
φp = ΦD,p + (χp Qp + τp ηp) !ˆ   
(3.36) 
with Qp =  
rp
tanh(rp | x - p|) - rp and with ηp = -∑q∈Θ−p ηp,q.   
 The su(2) valued 1-form !FAG -   dAG"G  can be written using the notation from 
(3.35) and (3.36) as a sum of two terms, these being 
 
• gT =  ∗(dχp ∧ Ap) + χp(χp - 1)(- Qp [Ap, !ˆ ]) + ∗(ap ∧ [ !ˆ , Ap]) + ηp [ !ˆ , Ap])). 
• gL = - (∗(dχp ∧ ap) - ηp dχp) !ˆ   - dχp Qp !ˆ   +  ∗χp(χp - 1) Ap ∧ Ap. 
(3.37) 
Note in particular that 〈 !ˆ gT〉 = 0 and [ !ˆ ,  gL] = 0. 
 
 Step 4:  Consider first Item a) of the second bullet.  It follows from what is said 
subsequent to (3.35) that Item a) concerns only the gT part of !FAG -   dAG"G .  To bound the 
norm of gT, look at the formulas for Ap and Qp to see that their absolute values are no 
greater than c0 rp  e-rpL /c0 .  It follows from this last bound and (3.29) that |Ap| and |Qp| are 
no greater than c0 N-100 if m is greater than c0 104.  Meanwhile, a look at (3.31) finds |ηp| ≤ 
c0 m-3/4 N-1/2lnN and virtually the same argument that gives (3.31) leads to the bound |ap| ≤ 
c0 m-3/4 N-1/2lnN also.  These bounds imply what is asserted by Item a) of the second bullet.   
Item b) of the second bullet follows from a c0 N-1 lnN bound for |gL|.  Since |dχL| is 
at most c0 L-1, it follows from what was just said about |ηp| and |ap| that the norm of the 
(∗(dχp ∧ ap) - ηp dχp) !ˆ  part of gL is at most c0 N-1 lnN.  Meanwhile the bounds from the 
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preceding paragraph for the norms of Ap and Qp lead to a c0 N-100 bound for the norm of 
what is left of gL.  
 
 
4.  Deformations to a true solution 
This section constructs a small deformation of Lemma 3.1’s pair (AG, ΦG) when m 
is on the order of (lnN)20 that result in a pair of connection on the product principal SU(2) 
bundle over R3 and section of the product su(2) bundle that obeys both (1.1) and (1.3) 
and looks much like a magnetic bag.  By way of a look ahead, the construction has much 
in common with the construction in the author’s Ph. D. thesis of solutions to (1.1) and 
(1.3) for any given N.  Even so, substantive differences arise because the norm of 
〈 !ˆ (!FAG -   dAG"G )〉 lacks an a priori O(N-3/2) bound. 
 
a)  The deformation equation 
To set the stage for what is to come, let (A, Φ) denote here a given pair of 
connection on the product principal SU(2) bundle over R3 and section of the product 
su(2) bundle.  Use g to denote the su(2) valued 1-form ∗FA - dAΦ.   
Use C to denote the space of pairs of the form (a, η) with a being an su(2) valued 
1-form on R3 and with η being a map to su(2).  Thus, C = C∞(R3; (T*R3 ⊗ su(2)) ⊕  su(2)).  
By way of an example, the su(2) valued 1-form g can be viewed as an element in C with 
1-form component ∗FA - dAΦ and second component equal to zero.    
Define the linear, first order differential operator D: C → C by the rule whereby a 
given element h = (a, η) ∈C is sent by D to the pair whose respective first and second 
components are 
 
∗dAa - dAη + [Φ, a]    and    ∗dA∗a + [Φ, η] . 
(4.1) 
Let h  = (a, η) denote a given element in C.  The pair (A´, Φ´) = (A + a, Φ + η) is 
such that ∗FA´ - dA´Φ´ = 0 if the pair (a, η) obeys an equation that has the schematic form 
 
Dh + h #h + g = 0  
(4.2) 
with h # h being shorthand for the element in C with C∞(R3; T*R3 ⊗ su(2)) component 
given by ∗(a ∧ a) - [a, η] and with zero C∞(R3; su(2)) component.   If lim|x|→∞ |Φ| = 1 then 
the |x| → ∞ limit of |Φ´| will be one if lim|x|→ ∞ |h | is zero.  If, in addition, |FA|2 and |dAΦ|2 
are finite and (A, Φ) obeys (1.3), then (A´, Φ´) will also obey (1.3) if the integrals over R3 
of |FA´|2 and |dA´Φ´|2 are finite. 
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 Let D† denote the formal L2 adjoint of D, this given by replacing Φ with -Φ in 
(4.1).   To say what it means to be the formal L2 adjoint, introduce by way of notation 
〈q, q´〉 to denote the pointwise inner product between given elements q and q´ in C.  If q 
and q´ are any two elements with compact support, then the respective integrals over R3 
of 〈q´, Dq〉 and 〈D†q´, q〉 are equal.  
Theorem 3.1 in Chapter IV of [JT] summaries results from the author’s Ph. D. 
thesis that give sufficient conditions on the pair (A, Φ) so as to guarantee that (4.1) has a 
solution that has the form h = D†u with |h| being small.  A solution of the form h = D†u 
requires that u obey the second order equation  
 
DD†u  + D†u # D†u + g = 0 . 
(4.3) 
Given that |Φ| ≤ 1 as is the case with ΦG, Theorem 3.1 in Chapter IV of [JT] asserts that 
(4.3) has a solution if the integrals over R3 of the k = 65  and k = 2 versions |g |k have a c0-1 
bound.  The size of these integrals also determine the pointwise norm of D†u.  
Unfortunately, the integrals of |g|6/5 and |g|2 are likely not small for the (AG, ΦG) version of 
g; the author can say only that these respective integrals are less than c0 N13/6 and c0 N1/2.  
As explained in the subsequent subsections, the equation in (4.2) can none-the-less be 
solved with h being small in the cases when (A, Φ) = (AG, ΦG).   
The proof that (4.2) can be solved with h small exploits the Bochner-Weitzenbock 
formula for the operator DD† given below in (4.4).  This formula uses ∇A† to denote the 
formal, L2 adjoint of ∇A.  The composition of first ∇A and then ∇A† gives the covariant 
Laplace operator ∇A†∇A.  This Bochner-Weitzenboch formula writes DD† as the sum 
 
DD† = ∇A†∇A + [Φ, [ · , Φ]] + G(·) , 
(4.4) 
with G being an endomorphism that is defined as follows:  Write a given q ∈ C as (q, τ) 
with q being the C∞(T*R3 ⊗ su(2)) part of q and with τ denoting the part in C∞(R3; su(2)).    
The corresponding parts of G(q) are 
 
∗(g ∧ q + q ∧ g) + [g, τ]    and   ∗(∗g ∧ q - q ∧ ∗g)  
(4.5) 
with g viewed here as an su(2) valued 1-form.  The Bochner-Weitzenbock formula for 
D†D is obtained from (4.4) and (4.5) by replacing g by ∗FA +  dAΦ. 
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b)  The linear equation 
The upcoming construction of a solution to (4.3) employs a suitable inverse for 
the operator DD†.  The upcoming Lemma 4.1 and Proposition 4.2 describes this inverse.  
To set the notation for Lemma 4.1, write |Φ|-1Φ as !ˆ  and use || g ||∗ to denote the norm for 
g that is defined by the formula 
 
 
|| g ||∗ =  supx!R3 |Φ|
-2 |〈 !ˆ  g 〉| + ( 
 
| ! |-3| ["ˆ, g] |3
R3
# )1/3. 
(4.6) 
This definition presupposes that g vanishes near the zero locus of Φ.  The proposition 
also refers to the Banach space completion of the space of compactly supported elements 
in C using the norm that is denoted by || · ||U and whose square is defined by the rule 
 
q → || q ||U2 =  supx!R3 |q |
2 +  supx!R3
 
1
| x - (·) | (| !Aq  |
2  +  | [",  
R3
# q] |2 ) .  
(4.7) 
This Banach space is denoted by U.   The proposition refers to a second Banach space, 
this being the completion of the space of compactly supported elements in C using the 
norm that is defined by the rule 
 
w →  supx!R3
 
1   
| x - (·) | 2 | w  |
R3
!  . 
(4.8) 
This last norm is denoted by || · ||W and the associated Banach space is denoted by W. 
 
Lemma 4.1:  There exists κ > 1 with the following significance:  Fix a positive integer N 
and a pair (A, Φ) of connection on the product principal SU(2) bundle over R3 and 
section of the product su(2) bundle.  Assume that the integrals over R3 of both |FA|2 and 
|dAΦ|2 are finite, that lim|x|→∞ |Φ| = 1 and that (1.3) is obeyed.  Assume that |Φ| ≤ 1, that g 
is zero near Φ’s zero locus and that || g  ||∗ ≤ κ-1.  Suppose that w ∈ C  ∩  W.  There exists a 
unique smooth element u ∈ U that obeys the equation DD†u = w.  This solution is such 
that || u ||U ≤ κ-1 || w ||W.    
 
This lemma is proved momentarily so assume it is true for the moment.   
 To set the stage for Proposition 4.2, fix N and m so as to invoke Lemma 3.2 and 
let (A, Φ) now denote a version of (AG, ΦG) that is described by that lemma.  The next 
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paragraph explains why the corresponding version of g has norm || g ||∗ ≤ c0 (lnN)-1.  
Granted that this is so, take N ≥ c0 so that Lemma 4.1 can be invoked in the case when 
(A, Φ) is Lemma 3.2’s pair (AG, ΦG). 
To prove that || g ||∗ ≤ c0 (lnN)-1, note first that g has support only where the 
distance to some p ∈ Θ is between 18 L and 14 L.  It follows from Lemma 3.1’s first bullet, 
the top bullet in (3.28) that |ΦG| is greater than c0-1 m N-1/2 lnN on this part of R3.  
Meanwhile, Item b) of Lemma 3.1’s second bullet asserts the norm of 〈 !ˆ g〉  is at most 
c0 N-1 lnN.  It follows as a consequence that |ΦG|-2 |〈 !ˆ g〉| ≤ c0 m-1 (lnN)-1.  Granted what was 
just said about the norm of ΦG on the support of g, it follows from Item a) of Lemma 
3.2’s second bullet that |ΦG|-1|[ !ˆ , g]| is at most c0 N-19.  Since L is bounded by c0 N1/2, it 
follows that the volume of the support of g is at most c0 N5/2.  The preceding two bounds 
lead to a c0 N-18 bound for the L3 norm of |ΦG|-1|[ !ˆ , g]|.  Use this bound with the 
conclusion from the preceding paragraph to bound || g ||∗ by c0 (lnN)-1. 
Suppose that p ∈ Θ and that wp is an element in C that is bounded by a constant 
multiple of  e-rp | x - p|/2 .   If such is the case, then wp is in W and Lemma 4.1 can be invoked 
obtain an element in C ∩ U to be denoted by up that solves the equation DD†up = wp.  The 
upcoming Proposition 4.2 says more about up.  By way of notation, the proposition uses r 
to denote the smallest of the numbers {rq}q∈Θ.  
 
Proposition 4.2:  The number κ in Lemma 3.2 can be chosen so that the following is 
true:  Fix  N  >  κ and m > κ (lnN)2/3; and let (AG, ΦG) denote the pair from Lemma 3.2.  
Fix a point p ∈ Θ.  Suppose that wp is an element in C that vanishes where the distance to 
Θ−p is less than 316 L, and has norm at most 1 where the distance to p is at most 14 L and 
at most  e-
1
2r | x - p|  e
1
8 r   L  at any point x ∈ R3 with distance greater than 316 L to Θ−p and 
distance greater than 14 L to p.  Granted this assumption about wp, there exists a unique 
solution in C ∩ U to the equation DD†u = wp, this denoted by up.  This solution is such 
that hp = D†up at any given point x ∈ R3 obeys 
 
|hp| ≤ κ m -1/8 N1/2 (lnN)3/2 ( L| x - p | + L )2 . 
 
In addition, if the distance from x to p is greater than 14 L and if the distance from x to 
Θ−p is greater than 316 L from Θ−p, then 
 
|hpT| ≤ κ m -5/8 N1/2  (lnN)1/2 ( e-
1
2r | x - p|  e
1
8 r   L +  ∑q∈Θ−p ( L| p - q | + L )2 e
-12r | x - q|  e
3
32 r  L )  
 29 
 
 
The proof of Proposition 4.2 is given in Section 5 of this article.  Sections 4d and 4e 
invoke this proposition to complete the proof of Theorem 1.4. 
 
 
Proof of Lemma 4.1:  The proof has four parts. 
 
Part 1:  This part of the proof serves as a reminder about various dimension 3 
Sobolev inequalities.  To start, Let ƒ denote an L21 function on R3 .  The relevant Sobolev 
inqualities assert that ƒ is an Lp function for  p in the interval [2, 6] and that its Lp norm is 
bounded by a purely p-dependent multiple its L21 norm.  By way of a reminder, a function 
ƒ on R3 is said to be L21 when |ƒ|2 and |dƒ|2 have finite integral over R3.  The L21 norm of ƒ 
is the square root of the sum of the latter two integrals.  The function ƒ is said to be an Lp 
function when |ƒ|p is integrable over R3.  Its Lp norm is the p’th root of the integral of |ƒ|p 
over R3.  The Lp norm of a given Lp function ƒ is denoted in what follows by || ƒ ||p.  The 
second Sobolev inequality asserts the following:  Let ƒ denote a function on R3 with |dƒ|2 
being integrable.  Then there exists a number c such that |ƒ - c | is in L6 and || ƒ - c ||6 is 
bounded by a universal multiple of || dƒ ||2. 
 Note that if A is a connection on the product principal SU(2) bundle over R3 and 
h is an element in C with |∇Ah | being square integrable, then d|h| is square integrable 
since the norm of the latter is no greater than |∇Ah | at any point.  It follows as a 
consequence that there exists c ∈ R such that ƒ = |h | - c is an L6 function with L6 norm at 
most c0 || ∇Ah ||2. 
 
 Part 2:  Let H denote the Banach space completion of the space of compactly 
supported elements in C using the norm whose square is defined by the rule 
 
q → || ∇Aq ||22 + || [Φ, q] ||22 . 
(4.9) 
Denote this norm by || · ||H.   The arguments much like those in Chapter IV.4 of [JT] from 
the author’s Ph. D. thesis prove the following:  If there exists a number, c > 0, such that  
 
|| D†u ||2 ≥ c-1 || u ||H , 
(4.10) 
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when u ∈ C has compact support, then the equation DD†u = w has a unique solution in 
C ∩ H when w ∈ C  ∩ L6/5. Moreover, this solution has || · ||H norm bounded by c0 c || w ||6/5.  
The next paragraphs explain why (4.10) holds with c = 2 if || g ||∗ ≤ c0-1. 
  The explanation starts with the introduction of some notation, this being the 
writing of any given q ∈ C where Φ ≠ 0 as q = qT + qL with 〈 !ˆ qT〉 = 0 and  [ !ˆ , uL] = 0.  
Granted this notation, write u where Φ ≠ 0 as uT + uL  and likewise write g as gT + gL.  It 
follows from the fact that G is defined from commutators with components of g that the 
point wise inner product between u and G(u) is at most 
 
c0 |gL| |uT|2 + c0 |gT| |uT| |uL| . 
(4.11) 
Use the Bochner-Wietzenboch formula in (4.4) with an integration by parts and (4.11) to 
see that || D†u ||22 = || u ||H2 when g is everywhere zero and that 
 
|| D†u ||22 ≥ || u ||H2 - c0
 
(| gL  |  | uT  |2  +    | gT  | | uT  | | uL  |)
R3
!   
(4.12) 
when g is not everywhere zero.   To make something of (4.12), use the definition of || g ||∗ 
to bound the integral in (4.12) by  
 
c0 || g  ||∗ (|| [Φ, uT] ||22 + || uL ||6  ||[Φ, uT] ||2) 
 
(4.13) 
Keep in mind that [Φ, uT] = [Φ, u] and || [Φ, u] ||22 is a part of || u ||H2, and that |uL| ≤ |u| and 
that the L6 norm of |u| is bounded by c0 || u ||H.  By way of a reminder this last fact follows 
from one of Part 1’s Sobolev inequalities because |d|u|| ≤ |∇Αu|.  In any event, it follows 
from what was just said about [Φ, uT] and about the L6 norm of |u|  that the expression in 
(4.13) is no greater than c0 || g ||∗ || u ||H2.  This last bound with (4.12) lead directly to the 
lower bound || D†u ||22 ≥ 12 || u ||H2 when  || g ||∗ ≤ c0-1. 
 
 Part 3:  Take w ∈ C to have compact support.  This implies that w is in L6/5 and so 
there exists u ∈ C ∩  H solving the equation DD†u = w.  Take the inner product of both 
sides of the equation DD†w with 14!| x - (·) | u.   Integrate the resulting identity over R3. 
Keeping in mind that u is smooth and an L6 function, integration by parts can be used 
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with the fact that the function 14!| x - (·) |  is the Green’s function with pole at x for the 
Laplacian on R3 to obtain an inequality of the form 
 
1
2 |u|2(x) + 
 
1
4!
1   
| x - (·) |  (| "Au |
2   +  | [#,  u]  |2 )
R3
$  ≤ 14!
 
1
| x - (·) | | u |    | w  |
R3
!   . 
(4.14) 
Since w has compact support, the integral on the right hand side of (4.14) is no greater 
than the supremum of |u| on the support of w times 
 
1   
| x - (·) | | w  |
R3
! .  The fact that w has 
compact support implies that the latter integral has limit zero as |x| → ∞.  This implies 
that (4.14)’s left hand side defines a bounded function of |x| with upper bound c0 || w ||W2. 
 
 Part 4:  Suppose that w ∈ C  ∩ W.  The exists a sequence {wk}k=1,2,… of compactly 
supported elements in C  that converges to w in W’s Banach space topology and in the C1 
topology.  It follows as a consequence that there exists a corresponding sequence 
{uk}k=1,2,.. ⊂ C  ∩ H with each k ∈ {1, 2, …} version of uk obeying DD†uk = wk.  What is 
said in Part 3 implies that || ui - uj ||U ≤ c0 || wi - wj||W for each pair of indices i, j ∈ {1, 2,…}.   
This implies that {uk}k=1,2,… converges in U with its limit having norm || · ||U at most 
c0 || w ||W.  Let u denote the limit.  Since {wk}k=1,2,… converges to w in C1, ellipitic regularity 
arguments imply that {uk}k=1,2,.. converges in the C2 topology to u and so u is C2.  This 
implies that u obeys the equation DD†u = w pointwise; and since w is smooth, it follows 
that u is also smooth.    
 
 
c)  The iteration 
 Part 5 of this subsection describes a procedure that constructs a solution to (4.2) 
with small pointwise norm.  The upcoming Proposition 4.3 in Section 4d makes a formal 
statement to the effect that the construction does indeed yield a suitable solution.  The 
intervening Parts 1-4 of this subsection introduce various notions that needed for the 
construction and for the statement of Proposition 4.3. 
 
Part 1:  Fix p ∈ Θ.  A norm on the space of compactly supported elements in C is 
defined by as follows:  Let q denote a given compactly supported element.  The norm of 
q is defined to be the smallest number z ∈ [0, ∞) such that  
 
• |q | ≤ z ( L| x - p | + L )2    for each x ∈ R3. 
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• |qT| ≤ z ( e-
1
2r | x - p|  e
1
8 r  L  +  ∑q∈Θ−p ( L| p - q | + L )2 e
-12r | x - q|  e
3
32 r  L )   if x ∈ R3 has distance greater 
than 316 L from Θ−p and distance greater than 14 L from p. 
(4.15) 
Use zp(q) to denote the norm of q.  Let Xp denote the Banach space closure of the space of 
compactly supported elements in C using the norm zp(·).   Use X to denote ⊕p∈Θ Xp, this 
being a Banach space with the norm defined by the function q = (qp)p∈Θ → supp∈Θ zp(qp).   
A solution to (4.2) will be constructed that has the form 
 
h = ∑n=0,1,2,… ∑p∈Θ h(n)p  
(4.16) 
with {q(n) = (h(n)p)p∈Θ}n=0,1,2,… being a sequence in X.  This sequence is defined using an 
inductive algorithm that is described in Part 5.  The algorithm requires m > c0 (lnN)2/3 to 
invoke Proposition 4.2.  By way of a look ahead, the corresponding partial sum sequence 
{∑n=0,1,2,…N ∑p∈Θ h(n)p}N=0,1,…is proved to converge when m > c0 (lnN)20.  Parts 2-4 supply 
some notation and some observations that are needed for what is to come in Part 5. 
 
 Part 2:  Fix p ∈ Θ and use χ to define the function τ∗p to be the function on R3 
given by the rule x → χ(r (|x - p|  - 14 L)).  This function is equal to 1 where the distance to 
p is less than 14 L and it is equal to 0 where the distance to p is greater than 14 L + r-1.  The 
set {τ∗q}q∈Θ is used to define the function ℘p whose value at any given x ∈ R3 is 
 
℘p(x) = τ∗p + Πq∈Θ(1- τ∗p) e-
1
2r | x - p|  e
1
8 r  L +  ∑q∈Θ−p ( L| p - q | + L )2 (τ∗q +  Πq´∈Θ(1- τ∗q´)) e
-12r | x - q|  e
3
32 r  L . 
(4.17) 
Supposing that h ∈ Xp, decompose hT as ∑q∈Θ pp,q(hT) with  
 
• pp,p(hT) = (τ∗p + Πq∈Θ(1 - τ∗q) e-
1
2r | (·)  -  p|  e
1
8 r  L ) 1!p hT  . 
• pp,q(hT) = ( L| p - q | + L )2 (τq + Πq´∈Θ(1 - τ∗q´)) e
-12r | (·)  -  q|  e
3
32 r  L ) 1!p hT  when q ∈ Θ−p. 
(4.18) 
 These definition are such that any given q  ∈ Θ version of pp,q(hT) is equal to hT 
where the distance to q is less than 14 L, and it is equal to zero where the distance to Θ−q 
is less than 14 L.   In addition, 
 
• |pp,p(hT)| ≤ c0 zp(h) (τ∗p + Πq∈Θ(1 - τ∗q) e-
1
2r | (·)  -  p|  e
1
8 r  L ) , 
• |pp,q(hT)| ≤ c0 zp(h) ( L| p - q | + L )2 (τq + Πq´∈Θ(1 - τ∗q´)) e
-12r | (·)  -  q|  e
3
32 r  L    when q ∈ Θ−p ; 
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(4.19) 
These bounds follow directly from the definition in (4.15) of zp(·). 
 
Part 3:  Suppose that q = (a, η) and q´ = (a´, η´) are elements in C.  Define q # q´ 
to be the element in C with C∞(R3; T*R3 ⊗ su(2)) component  
 
1
2 ∗(a ∧ a´ + a´∧ a) - 12 ([a, η´]  + [a´, η]) , 
(4.20) 
and with zero C∞(R3; su(2)) component.  This definition is such that q # q´ is a sum of 
commutators of components of q with components of q´.  This being the case, it follows 
that (q # q´)L = qT # qT  and (q # q´)T = qT # qL´ + qL # qT´.  
Suppose now that there exists an element h = (hp)p∈Θ ⊂ X such that q can be 
written as ∑p∈Θ hp.   Assume that q´ can likewise be written as a sum q´ = ∑p∈Θ h´p with 
h´  = (h´p)p∈Θ being in X.   Use this decomposition to write q # q´ as ∑p∈Θ xp with each p 
∈ Θ version of xp given where Φ ≠ 0 by writing xp = xpL + xpT with 
 
• xpL =  12 (∑q∈Θ pq,p(hqT))  # q´T  +  qT # (∑q∈Θ pq,p(h´qT)) . 
• xpT = (∑q∈Θ pq,p(hqT)) # q´L + qL # (∑q∈Θ pq ,p(h´qT)). 
(4.21) 
Note that xp is a smooth element in C that is equal to zero where the distance to 
Θ−p is less than 14 L.  This is so because any given q ∈ Θ−p version of pq,p(hqT) is equal to 
hqT on the radius 14 L ball about p and it is equal to zero where the distance to Θ−p is less 
than 14 L.  A second important obervation follows from (4.19), this being that 
 
• |xp| ≤ c0 z(h) z(h´)  where the distance to p is less than 14 L, 
• |xp| ≤ c0 z(h) z(h´) e-
1
2r | x - p|  e
1
8 r  L  if x ∈ R3 is such that |x - p|  ≥ 14 L. 
(4.22) 
The next part of the subsection proves that these bounds hold. 
 
 Part 4:  To prove the top bullet in (4.22), use the fact that any given q ∈ Θ 
version of pq,p(hqT) is equal to hqT on the radius 14 L ball centered at p to see that xp on this 
ball is equal to q # q´.  It follows from the definitions of the norms {zq(·)}q∈Θ that the norm 
of any given q ∈ Θ version of hq on  
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|hq | ≤ c0 z(h) ( L| p - q | + L )2   
(4.23) 
on the radius 14 L ball centered on p.  Granted that this is so, use Lemma 3.1 and the 
definition of L as m-3/4 N1/2 to bound |q| by c0 z(h) m-3/2 (lnN) on this ball.  Since m is 
assumed to be greater than c0 (lnN)2/3, this is at most c0 z(h).  But for the notation, this 
argument also proves that |q´| ≤ c0 z(h´) on the radius 14 L ball centered at p.  It follows as 
a consequence that |q # q´| and thus |xp| is less than c0 z(h) z(h´) on this ball. 
 To prove the second bullet of (4.22), fix x ∈ R3 with |x - p| ≥ 14 L and the top bullet 
in (4.15) to see that   
 
|q´| ≤ c0 z(h´) ∑q∈Θ ( L| x - q | + L )2  . 
(4.24) 
The fourth bullet of Lemma 3.2 bounds the sum in (4.24) by c0 m-3/2 (lnN) and this imples 
a c0 z(h´) bound for |q´| because m ≥ c0 (lnN)2/3.  Meanwhile, the inequality in (4.19) when 
applied to the collection {pq,p}q∈Θ leads to the bound 
 
|∑q∈Θ pq,p(hqT)| ≤ c0 z(h)  e-
1
2r | x - p|  e
1
8 r   L∑q∈Θ( L| p - q | + L )2 . 
(4.25) 
As just noted, the sum that appears here is at most c0 m-3/2 lnN and thus at most c0.  This 
bound with the c0 z(h´) bound for |q´| bounds the norm of ∑q∈Θ pq,p(hqT))  # q´ by what is 
written on the right hand side of (4.22).  The same argument with the roles of q and q´ 
reversed supplies the same bound for norm of q # (∑q∈Θ pq,p(h´qT). 
 
  Part 5:  This part of the subsection describes an inductive algorithm that 
constructs the desired sequence {q(n)}n=1,2,… ⊂ X.  This algorithm starts with an initial step 
to construct q(0) and then an induction step that give constructs each n ≥ 1 version of q(n) 
from q(n-1).   
 
INITIAL STEP:  This step constructs q(0) = (h(0)p)p∈Θ.  To start, use the fact that g in 
(4.2) is supported where the distance to Θ is less than 316 L to write g as ∑p∈Θ  g(0)p with 
each p ∈ Θ version of g(0)p having support in the radius 316 L ball centered at p.  Define sp 
to be  supx!R3 |g(0)p|.  Given p ∈ Θ, invoke Proposition 4.2 with wp = -sp
-1g(0)p and let u(0)p 
denote the corresponding version of Proposition 4.2’s element up.  Set h(0)p to be sp D†u(0)p.     
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INDUCTION STEP:  Suppose that n ≥ 1 and that {q(k)}k=0,1,…n-1 has been constructed.  
This step constructs q(n) = (h(n)p)p∈Θ.  To this end, define h(k) for each k ∈ {0, 1, …, n-1} to 
to be ∑m=0,1,…k ∑p∈Θ h(k)p, this being an element in C.  Let g(1) denote h0 # h0 in the case n = 1 
and for n ≥ 1, use g(n) to denote h(n-1) # h(n-1) - h(n-2) # h(n-2).  A decomposition of g(n) as 
∑p∈Θ  g(n)p is given below with each p ∈ Θ version of g(n)p having two salient features:  Its 
norm is bounded by a constant multiple of  e-
1
2r | x - p|  e
1
8 r   L  at points x ∈ R3 with |x - p| ≥ 14 L 
and it vanishes where the distance to Θ−q is less than 316 L.  This understood, fix p ∈ Θ 
and a positive number sp such that |g(n)p| ≤ sp where the distance to p is less than 14 L and 
such that |g(n)p| ≤ sp  e-
1
2r | x - p|  e
1
8 r   L  at any point x ∈ R3 with |x - p| ≥ 14 L.  Proposition 4.2 can 
be invoked with wp = -sp-1 g(n)p.  Do this and use u(n)p to denote the corresponding version 
of Proposition 4.2’s element up.  Set h(n)p to be sp D†u(n)p.    
 
 DEFINITION OF {g(n)p}p∈Θ:  Define q(n-1) = ∑p∈Θ h(n-1)p, this being an element in C.  If 
n = 1, then g(1) = h(0) # h(0).  Use h = q(0) and h´ = q(0) for the constructions in Part 3 and 
denote the resulting version of {xp}p∈Θ by {x‡p}p∈Θ.  Define g(1)p to be x‡p.  If n > 1, then 
g(n) can be written as 
 
g(n) = 2q(n-1) # h(n-2)  +  q(n-1) # q(n-1)  . 
(4.26) 
Define h(n-2) to be the element in X given by ∑k=0,1,…,n-2 q(k).  Use h = q(n-1) and h´ = hn-2 for 
the constructions in Part 3 and use {x◊p}p∈Θ to denote the resulting version of {xp}p∈Θ .  
Take h = qn-1 and h´ = qn-1 for the constructions in Part 3 and denote the resulting version 
of {xp}p∈Θ by {x‡p}p∈Θ.  Define g(n)p to be 2 x◊p + x‡p.   
 
It follows from (4.22) that any given n ≥ 1 and p ∈ Θ version of |g(n)p| is bounded 
by a constant multiple of   e-
1
2r | x - p|  e
1
8 r   L at x ∈ R3 where |x - p| > 14 L; and it follows from 
what is said subsequent to (4.21) that g(n)p = 0 where the distance to Θ−p is less than 316 L.  
 
d)  Convergence 
The proposition below states conditions that guarantee the convergence of the 
partial sum sequence {f(n) = ∑k=0,1,…,n ∑p∈Θ h(k),p}n=0,1,… to an element in C that obeys (4.2). 
 
Proposition 4.3:  The number κ  in Lemma 3.2 can be chosen so that the following is 
true:  Fix N ≥ κ and m ≥ κ (lnN)20; and let (AG, ΦG) denote the pair from Lemma 3.2.  Use 
the algorithm in Part 5 of Section 4c to define the sequence {q(n) = (h(n)p)p∈Θ}n=0,1,… ⊂ X.  
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The partial sum sequence {h(n) = ∑k=0,1,…,n q(n)}n=0,1,… converges in X to an element with z(·) 
norm bounded by κ m-1/8 (lnN)5/2 N-1/2.  Write this limit as (hp)p∈Θ  and let h denote ∑p∈Θ hp.  
This element h is a smooth solution to (4.2).  
 
Proof of Proposition 4.3:  The proof uses c∗ to denote the larger of the constant κ that 
appears in Proposition 4.2 and the version of c0 that appears in (4.22).  There are five 
parts to the argument. 
 
 Part 1:  Fix p ∈ Θ.  It follows from what is said in Proposition 4.2 that h(0)p is in 
Xp ∩ C and that its zp(·) norm obeys 
 
zp(h(0)p) ≤ c0 c∗ m-1/8 N-1/2 (lnN)5/2 . 
(4.27) 
This norm bound follows directly given the |gp| ≤ c0 N-1 lnN bound from Lemma 3.2.  
Granted (4.17), write m as c 8 (lnN)20 and assume that c > c0 so that zp(h(0)p) ≤ c-1 N-1/2.   
Since the bound zp(h(0)p) ≤ c-1 N-1/2 holds for each p ∈ Θ, the corresponding element 
q(0) = (h(0)p)p∈Θ ∈ X has norm z(q(0)) ≤  c  -1 N-1/2.  
 
 Part 2:  Take n = 1 and use (4.22) to see that each p ∈ Θ version of g(1)p has norm 
bounded by c∗ c  -2 N-1 at each x ∈ R3 and bounded by c∗ c  -2 N-1  e-
1
2r | x - p|  e
1
8 r   L  if |x - p| ≥ 14 L.  
This being the case, it follows from Proposition 4.2 that the element q(1) = (h(1)p)p∈Θ in X 
has norm z(q(1)) ≤ c∗2 c-2 (lnN)-1 N-1/2.  It is a corollary that the norm in X of h(1) = q(0) + q(1) 
obeys the bound z(h(1)) ≤  (c-1 +  c-2 c∗2 (lnN)-1) N-1/2. 
 
 Part 3:  Suppose that n ≥ 2 and that any given k ∈ {1, 2,…, n-1} version of q(k) 
has norm in X that obeys z(q(k)) ≤ c -k-1 6k-1c*2k (lnN)-k N-1/2.  Granted that this is so, then the 
partial sum h(k) = ∑m=0,1,…,k q(k) has norm z(h(k)) ≤ c -1(1 +   ∑m=1,2,..,k c  -k6k-1c∗2k (lnN)-k) N-1/2, this 
being less than 2 c -1 N-1/2 if N ≥ c0.  It then follows from the definition of {g(n)p}p∈Θ and 
(4.22) that the norm of each p ∈ Θ version of g(n)p is less than c -n-1 6n-1 c∗2n-1 (lnN)-n+1 N-1 at 
any x ∈ R3; and that it is bounded by this same number times  e-
1
2r | x - p|  e
1
8 r   L if |x - p| ≥ 14 L.   
Use these bounds for the norms of the p ∈ Θ versions of {g(n)p} with what is said 
in Proposition 4.2 to conclude that the norm of q(n) obeys z(qn) ≤ c -n-1 6n-1 c∗2n (lnN)-n N-1/2. 
 
 Part 4:  If N ≥ c0, then the bounds from Part 3 imply that the sequence {h(k)}k=0,1,… 
is a Cauchy sequence in X.  To see that this is so, let n and m denote given positive 
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integers.  Then z(h(n+m) - h(m)) ≤ ∑k=n+1,…,n+m z(qk) ≤ (∑k=n+1,..,n+m c -k-1 6k-1 c∗2k (lnN)-k) N-1/2, and 
thus by 2c -n-1 N-1/2 if lnN > 6 c∗2.   Being a Cauchy sequence, {h(k)}k=0,1,… has a limit in X 
with z(·) norm bounded by 2 c-1.  Write this limit as (hp)p∈Θ.   
Fix n ∈ {1, 2, …} for the moment.  It follows from the bounds in Part 3 that the 
partial sum h(n) = ∑k=0,1,…,n ∑p∈Θ h(k)p obeys an equation of the form 
 
Dh(n) + h(n) # h(n) = e(n) , 
(4.28) 
with the norm of e(n) being bounded by c0 c -n N-1 at each x ∈ R3 and being bounded by  
 
c0 c-n Ν-1 ∑p∈Θ e-
1
2r | x - p|  e
1
8 r   L  
(4.29) 
at any given x ∈ R3 with distance greater than 14 L from Θ.  
 
 Part 5:  What is said in (4.28) and (4.29) has as a corollary that h = ∑p∈Θ hp is a 
weak solution to (4.2) in the following sense:  If t ∈ C has compact support, then  
 
 
  (!D†t ,  h"  +   !t ,  h #  h")  
R3
# = 0  
(4.30) 
Granted (4.30) and that h is bounded, then standard elliptic regularity theorems prove that 
h is smooth and thus a smooth solution to (4.2). 
 
e)  Proof of Theorem 1.4 
  Let κ∗ denote the version of κ that appears in Proposition 4.3.  Take N ≥ κ∗.  Fix 
c   > 1 and take m = c 8 κ∗ (lnN)20.  Invoke Proposition 4.3 using the pair N and m; and then 
write Proposition 4.3’s solution h to (4.2) as (a, η) with a being the su(2) valued 1-form 
part of h and with η being the su(2) valued function part.  The pair (AG + a, ΦG + η) obeys 
the left most equation in (1.1) because h obeys (4.2).  The z(·) norm bound in Proposition 
4.3 implies that the norms of a and η at any given x ∈ R3 obey 
 
|a| + |η| ≤ c0 c-1 N3/2 1| x | 2   +  N2  . 
(4.31) 
The bound for |η| in (4.31) implies that (AG + a, ΦG + η) also obeys the right most 
equation in (1.1).  This being the case, then Part 3 of Section 1 can be invoked to 
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conclude that 
 
| FAG +a  |2  and thus  | !AG +a ("G+#) |
2  are integrable on the whole of R3 and that 
(AG + a, ΦG + η) obeys (1.3).   
 To prove the assertion about Rε, invoke Lemma 3.2 to see that |ΦG|  is greater than 
1
4 m N-1/2 lnN where the distance to Θ is greater than L, this being m-3/4 N1/2.  The bound in 
(4.31) says that |η| ≤ c0 c -1 N-1/2, and so it follows that |Φ + η| is greater than 18 m N-1/2 lnN 
where the distance to Θ is greater than L.  This implies that the ε = 18 m N-1/2 lnN version 
of Rε is at most R + L, and thus no greater than N (1 + 2m N-1/2 lnN).   
To see about rε, note that what is said in (3.28) and Lemma 3.1’s third bullet 
imply that |ΦG|  ≤ c0 m N-1/2 lnN on the |x| = R sphere.  Given that |η| is at most c0 c -1 N-1/2, it 
follows that |ΦG + η| ≤ c0 m-1/2 lnN on this sphere also.  Since |ΦG + η| obeys (2.6), it can 
not have a local maximum where |x| ≤ R and so |ΦG + η| < c0 m-1/2 lnN where |x| ≤ R.  It 
follows that the ε = c0 m  N-1/2 lnN version of rε is at least R, this being N (1 + m N-1/2 lnN).    
This same bound for |ΦG+ η| on the |x| = R sphere proves that the ε = c0 m N-1/2 lnN 
version of rˆ ε is likewise at least N (1 + m N-1/2lnN).   
The assertion about the position of the zeros of ΦG + η follows from (4.31) and 
what is said in Lemma 3.2. 
 
 
5.  Proof of Proposition 4.2 
As noted in the paragraph prior to the statement of the proposition, the element wp 
is de facto in the space W because it is bounded at large distances from the origin by the 
exponential of negative multiple of the distance to the origin.  Lemma 4.1 finds a unique 
solution in U ∩ C to the equation DD†u = wp because wp is in W ∩ C.  This solution in 
W ∩ C is up.  The subsections that follow derive Proposition 4.2’s asserted bounds for hp. 
 
a)  Integral and bounds for hp 
Given x ∈ R3, a calculation finds  
 
 
1   
| x - (·) | | wp  |
R3
!  ≤ c0 L
3
| x - p | + L  . 
(5.1) 
Granted (5.1), then what is said by Lemma 4.1 implies that ||up||U is at most c0 L2, this 
being c0 m-3/2 N because L = m-3/4 N.  The bound || up ||U ≤ c0 m-3/2N implies directly that  
 
 supx!R3  
1   
| x - (·) | | hp  |
2
R3
! ≤ c0 m-3 N2    
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(5.2) 
because |h|p  is no greater than  c0( |∇Aup| + |[Φ, up]|).  The bound in (5.2) implies that 
 
 supx!R3  
1   
| x - (·) | 2 | hp  |
2
R3
! ≤ c0 m-2 Ν3/2 lnN. 
(5.3) 
The four steps that follow derive (5.3). 
 
Step 1:  Fix x ∈ R3 and let ιx denote the function χ(r  |x - (·)|  - 1).  This function is 
equal to 1 where the distance to x is less than r  -1 and equal to zero where the distance to x 
is greater than 2r  -1.  The element ιxhp obeys the equation  
 
D(ιxhp) = s(dιx) hp + ιxwp , 
(5.4) 
with s(·) denoting the symbol homomorphism for the operator D.  Take the L2 norm of 
both sides of (5.4); then use the D†D analog of the Bochner-Weitzenboch formula in 
(4.4) with the bound  supx!R3 |∇AΦ| ≤ c0 r
  2 and the bound |dιx| ≤ c0 r -1 to see that 
 
|| ιxhp ||H2 ≤ c0 r  2 || θx hp ||22  + c0 || ιxwp ||22 , 
(5.5) 
with θx denoting here the characteristic function for the radius 2r ball centered at x.   
 
Step 2: Use (5.2) to bound r  2 || θx hp ||22 by c0 m-3 r N2 and use the fact that wp has 
has norm at most 1 to bound  || ιxwp ||22 by r -3.  Look at (3.28) to see that the product r N is 
no greater than c0 m N-1/2 lnN.  Use this bound to bound the right hand side of (5.5) and 
thus || ιxhp ||H2 by c0 m-2 N3/2 lnN.   
 
Step 3:  Step 2’s bound for || ιxhp ||H also bounds the L2 norm of d|ιxhp| because 
|∇A(·)| bounds the norm of d| · |.  Meanwhile, an integration by parts inequality bounds the 
the L2 norm of the function 1| x - (·)| |ιxhp| by twice the L2 norm of d|ιxhp| .  By way of a 
reminder, this integration by parts inequality asserts the following:  Let ƒ denote a 
continuous function on R3 with finite L6 norm and with dƒ being square integrable.  Then 
the L2 norm of the product of ƒ  and any given x  ∈ R3 version of the function  1| x - (·)|   is no 
greater than twice the L2 norm of dƒ.   
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Step 4:  Break the integral in (5.3) into two integrals with integrand 1| x - (·)|  2  |hp|
2, 
 the first with integration domain being the radius r  -1 ball centered at x and the second 
with integration domain being the complement of this ball.  It follows from what is said 
in Steps 2 and 3 that the first of these integrals is no greater than what is written on the 
right hand side of (5.3).  The second of these integrals is no greater than r   times the 
integral in (5.2) and this is also less than the right hand side of (5.3). 
 
 
b)  A sup-norm bound for hp 
 This part of the proof uses (5.3) to supply an a priori bound for the pointwise 
norm of hp on the radius 14 L ball centered at p, this being the bound 
 
|hp| ≤ c0 m-1/2  N1/2 lnN . 
(5.6) 
The derivation of this bound has four steps. 
 
Step 1:  Write A on where the distance to p is less than 12 L as θ0 + ap with ap 
given by the top bullet in (3.15).  Note in particular that |ap| at x is bounded by c0  
rp
rp | x - p|  +  1  
and this is bounded by c0 r.  By the same token, the norm of Φ where the distance to p is 
less than 12 L is also bounded by c0 r.  This is because Φ is equal to φp with the latter given 
by the lower bullet of (3.15).   
 
Step 2:  Let D0 denote the operator from C∞(R3; T*R3) ⊕ C∞(R3) to itself that sends 
a given pair (q, υ) to (∗dq - dυ, ∗d∗q).  Use the connection θ0 to define D0 as an operator 
that maps C to itself.  Viewed in this light, the operator D where the distance to p is less 
than 12 L can be written as D0 + Rp with Rp being an endomorphism with norm bounded 
by c0 r.   This bound on the norm of Rp follows directly from the stated bounds on |ap| and 
|φp| in Step 1.    
 
Step 3:   Let x denote a point with distance at most  14 L from p.  Write D as in 
Step 2 so as to write (5.4) as the equation 
 
D0(ιxhp) = - Rp(ιxhp) + s(dιx) hp + ιxwp . 
(5.7) 
Let y denote a second point in R3 and let Gy denote the Green’s function for the operator 
D0 with pole at y.  Keep in mind in what follows that |Gy| ≤ c0 |(·)  -  y|-2.  Multiply both 
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sides of (5.7) by Gy and integrate the resulting equality over R3.  Integrate by parts to 
identify ιxhp at y with the respective integrals of the product of Gy with the three terms on 
the right hand side of (5.7).  Denote these integrals by eR, es and ew. 
 
 Step 4:  The term eR is the integral over R3 of -Gy Rp(ιxhp).  Use the bound on 
|Gy|  and what is said in Section 5a to bound this term by c0 r times the integral over R3 of 
   1
 | y - (·) | 2 |ιxhp|.  Use (5.3) to bound the latter integral by c0 r
  -1/2 m-1 N3/4 (lnN)1/2 and so bound 
|eR| by c0r  1/2 m-1 N3/4 (lnN)1/2.  Use (3.28) to bound this in turn by c0 m-1/2  N1/2 lnN.   
 The term es is the integral over R3 of Gy s(dιx) hp.  Since |dιx| ≤ c0 r, a repeat of the 
argument that was just used to bound |eR| also bounds |es| by c0 m-1/2  N1/2 lnN.   
 The term ew is the integral over R3 of Gy ιx wp.  Since wp has norm at most 1 and 
since the integral is over a ball of radius 2 r  -1, this integral has norm at most c0 r   -1, and 
thus at most c0 m-1 N1/2 (lnN)-1.   
 
c)  {hpq}q∈Θ−p and hp∞ 
Fix q ∈ Θ−p and use χ to construct a nonnegative function that is equal to 1 
where the distance to q is less than 132 L and equal to 0 where the distance to q is greater 
than 232 L.  This function can and should be constructed so that the norm of its differential 
is bounded by c0 L-1.  Denote this function by χ∗q and set hpq = χ∗q hp.  The latter has 
compact support in the radius 116 L ball centered at q.  Note that (AG, ΦG) where χ∗q is 
nonzero is the pair that is obtained from what is written in (3.5) by replacing p with q and 
r with rq.  This implies in particular that the (AG, ΦG) version of the operator D on the 
support of χ∗q is the identical to that defined by this same version of (3.5). 
Use χ to construct another nonnegative function, this one denoted by χ◊q.  This 
function is equal to 1 where the distance to q is less than 164 L and it is equal to 0 where 
the distance to q is greater than 132 L.  In addition, the norm of dχ◊q is less than c0L-1.  An 
important point in what follows is that dχ◊q has support where χ∗q = 1 and dχ∗q has 
support where χ◊q = 1.   
Use χ to construct a third nonnegative function, this one denoted by τp.  The 
function τp equals 1 where the distance to p is less than (1 - 1100 ) 14 L, it equals 0 where the 
distance to p is greater than 14 L, and |dτp| is bounded by c0 L-1.  Introduce by way of 
notation hp∞ to denote hp - ∑q∈Θ−p χ◊q hp - τp hp.  This hp∞ is zero where the distance to any 
given q ∈ Θ−p is less than 164 L and also where the distance to p is less than (1 - 1100 ) 14 L.   
The elements hp∞ and {hpq}q∈Θ−p obey a coupled system of equations that assert  
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• D hpq = s(dχ∗q) hp∞ . 
• Dhp∞ = - ∑q∈Θ−p s(dχ◊q) hpq - s(dτp) hp + τp wp . 
(5.8) 
 
d)  Bounds for {hpq}q∈Θ 
Fix q ∈ Θ−p.  The three parts of this subsection derive the pointwise bound 
 
|hpq| ≤ c0 m1/2 lnN supx! Vq |hp∞|   . 
(5.9) 
It is likely that |hpq| is no greater than c0 supx! Vq |hpq|, but the latter bound is not needed for 
what is to come. 
 
Part 1:  This part serves as a digression to supply background material for the 
upcoming derivation of a bound on the norm of the each q ∈ Θ version of hpq.  To start 
the digression, suppose for the moment p ∈ R3 is any given point.  With r > 0, let (A, Φ) 
denote the pair that is depicted in (3.5).   Let H denote the corresponding version of the 
Banach space that is defined in Part 2 of the proof of Lemma 4.1.  Invoke what is said in 
[T] and Chapter IV.4 in [JT] to conclude that the (A, Φ) version of D defines a Fredholm 
operator operator from H to the Banach space of square integrable elements in C with 
index equal to 4 and kernel dimension equal to 4.  The techniques used in [T] and from 
the author’s Ph. D. thesis (see Chapter IV.10 of [JT]) can also be used to prove that the 
elements in H that are annihilated by D are square integrable.  The arguments in [T] and 
Chapter IV.4 of [JT] that prove D to be Fredholm imply the following:  If q ∈ H is L2-
orthogonal to the kernel in H of D, then   
 
|| Dq ||22 ≥ c0-1 || q ||H2 . 
(5.10) 
A pairwise orthogonal basis for the kernel of D in H  consists of the element o0 
with C∞(R3; T*R3 ⊗  su(2)) component equal to ∇ΑΦ and C∞(R3; su(2)) component 
everywhere zero; and then the three elements {oa}a=1,2,3 with any given a ∈ {1, 2, 3} 
version of oa given by the partial derivative with respect to xa of the pair that is depicted 
in (3.11).  All four of these elements in C have L2 norm between c0-1 r1/2 and c0 r1/2.   
Each of the four basis elements can be written as D†u with u ∈ C being an 
element whose norm has nonzero limit as |x| → ∞.  The simplest case is that of o0 as it 
can be written as D†u0 with u0 being the element in C with zero C∞(R3; T*R3 ⊗  su(2)) 
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component and with C∞(R3; su(2)) component equal to -Φ.  To write oa as D†ua, let ap,a 
denote the su(2) valued function given by the dxa component of (3.11)’s su(2) valued 1-
form ap.  The element ua has respective C∞(R3; T*R3 ⊗  su(2)) and C∞(R3; su(2)) 
components Φ dxa and -ap,a.  
 
Part 2:  Fix q ∈ Θ−p and let Vq denote the spherical shell where the distance to q 
is greater than 132 L but less than 
2
32 L.  The top equation in (5.8) implies that  
 
|| D hpq ||2 ≤ L1/2 supx! Vq |hp∞|  . 
(5.11) 
With the preceding in mind, define {oa}a=0,1,2,3 as in the just concluded Part 1 using the 
point q in lieu of p and using rq in lieu of r.  Let hpq ⊥  denote the L2-orthogonal projection 
of hpq to span of {oa}a=0,1,2,3.  Use the version of the pair in (3.5) with p replaced by q and 
with r replaced by rq to define the Banach space H.  The inequality in (5.10) can be 
invoked with q being hpq⊥ because the version of D in the top bullet of (5.8) is identical to 
the version defined by this same pair.  In particular (5.8) and (5.10) lead to the bound 
 
|| hpq ⊥ ||H ≤ c0 L1/2 supx! Vq |hp∞|  . 
(5.12) 
The bound in (5.12) leads in turn to the bound 
 
 supx!R3 (
 
1   
| x - (·) | 2 | hpq!  |
2
R3
" )1/2  ≤ c0 L1/2supx! Vq |hp∞|    . 
(5.13) 
To say more about the derivation of (5.13), note first that the || hpq⊥ ||H bounds the L2 norm 
of d|hpq⊥|.  The same integration by parts inequality that was invoked in Step 3 in Section 
5a bounds the left hand side of (5.13) by twice the L2 norm of d|hpq⊥| .        
As explained directly, (5.12) also leads to a c0 L2 rq supx! Vq |hp∞|  bound on the 
absolute values of the L2 inner products between hpq and each 0  ∈{oa}a=0,1,2,3.  To start the 
explanation, let o denote the relevant kernel element, and write o as D†u.  Having written 
o in this way, then (5.12) with an integration by parts identifies the L2 inner product 
between o and hpq with the L2 inner product between u and s(dχ∗q) hp∞.   This 
identification leads directly to the asserted bound for the absolute value of the L2 inner 
product between any given o ∈ {oa}a=a=0,1,2,3 and hpq. 
 
Part 3:  The five steps that follow prove that (5.9) is true. 
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Step 1:  Write A on the support of hpq as θ0 + aq with aq given by replacing p with 
q in (3.11).  Note in particular that |aq| at x is bounded by c0  
rq
rq | x - q|  +  1  and this is bounded 
by c0 r.  By the same token, the norm of Φ on the support of hpq is also bounded by c0 r.  
This is because Φ on the support of hpq is equal to φq with the latter given by replacing p 
with q in (3.11).    
 
Step 2:  Let D0 again denote the operator from C∞(R3; T*R3) ⊕ C∞(R3) to itself that 
sends a given pair (q, υ) to (∗dq - dυ, ∗d∗q).  As done in Section 5b, use of the 
connection θ0 defines D0 as an operator that maps C to itself.  With D0 so defined, the 
operator D on the support of hpq can be written as D0 + Rq with Rq being an 
endomorphism with norm bounded by c0 r.   This bound on the norm of Rq follows 
directly from the stated bounds on |aq| and |φq| in Step 1.   
  
Step 3:  Let x denote a point in the radius 14 L ball centered on q and let Gx denote 
the Green’s function for D0 with pole at x.  Multiply both sides of the top bullet in (5.8) 
with Gx and integrate the resulting equality over R3.  Use the fact that |Gx| ≤ c0 |x - (·)|-2 
with Step 2’s bound for |Rq| to bound the norm hpq at x by a sum of two terms: 
 
c0 r  
 
1   
| x - (·) | 2   | hpq  |
 | (·)  -  q | < L/32
!  +  c0 L-1
 
1   
| x - (·) | 2    | hp!  |
Vq
!  .  
(5.14) 
The right most term in (5.14) is no greater than c0 supx! Vq |hp∞|.  To see about the 
left most term in (5.14), write hpq as the sum hpq⊥ + ∑a=0,1,2,3 za oa with {za}a=0,1,2,3 being 
numbers.  The left most term in (5.14) is no greater than a c0r times a corresponding sum 
of five integrals.  The first integral in the sum is 
 
 
1   
| x - (·) |2   | hpq!  |
| (·)  -  q | < L /32
"  ; 
(5.15) 
and the remaining four have the form 
 
|z|
 
1   
| x - (·) | 2   | o |
R3
!  , 
(5.16) 
with o being in turn elements from the set {oa}a=0,1,2,3.  Meanwhile, z in (5.16) is the 
corresponding a ∈ {0, 1, 2, 3} version of za.   
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Step 4:  The bound in (5.13) leads directly to a c0 Lsupx! Vq |hp∞| bound for the 
integral in (5.15).  The fact that |o| ≤ c0 ( 
r
r | x - q | + 1 )2 can be used to bound the integral in 
(5.16) by c0 r.  Meanwhile, the absolute value of z is no greater than c0 L2 supx! Vq |hp∞|.  
These bounds lead to a c0 (r L)2 supx! Vq |hp∞| bound for the left most term in (5.14).   
 
Step 5:  The bounds from Steps 3 and 4 lead directly to a c0 (1 + r L)2 supx! Vq |hp∞| 
bound for |hpq|.  Since (3.29) says that r L ≤ c0 m1/4 (lnN)1/2, this bound implies the asserted 
c0 m1/2 lnNsupx! Vq |hp∞| bound for |hpq|. 
  
 
e)  The definition of zL and zT 
Write upL as û !ˆ  with û being a function on R3−Θ.  The function û obeys the 
equation d†dû = 〈 !ˆwp〉 where |x| is sufficiently large.  Since up is in U, its |x| → ∞ limit is 
zero and so û at any point x ∈ R3 with |x| sufficiently large is a sum of the integral of 
   1
4! | x - (·) | 〈 !ˆwp〉 and a harmonic function with |x| → ∞ limit zero.   
Use c to denote a number that can, in principal, depend on p and on N.  The value 
of c can change between successive appearances.  Since |wp| ≤ c  e-r | x|  at any point x ∈ R3 
and since harmonic functions with limit zero have convergent multipole expansions, it 
follows from what was said in the preceding paragraph that |û| ≤ c |x|-1 and |dû| ≤ c |x|-2 at 
any given x ∈ R3.   The key observation in this regard being that 
 
 
1   
| x - (·) | 2   e
- 12  r  |  (·) - p |  e- 18  r  L    
L /4  <   | (·)  -  p |
! ≤ c0 r   -3 1   | x - p | 2  . 
(5.17) 
The c |x|-2 bound for |dû| implies in particular that |hp∞L| at any x ∈ R3 is bounded 
by c 1   | x | 2  and thus by (
L
| x  -  p | + L )2 .  With the preceding understood, let zL denote the 
smallest positive number such that the inequality 
 
|hp∞L| ≤ zL( L| x - p | + L )2  
(5.18) 
holds at all points x ∈ R3.   
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As explained momentarily, |hpT| is bounded by c e-
1
2r | x|  at any given point x ∈ R3 
and thus by c  ∑q∈Θ  e-
1
2r | x - q|  .  Granted that this is so, let zT denote the smallest positive 
number such that 
 
• |hp∞T| ≤ z T( e-
1
2r | x - p|  e
1
8 r   L  +  ∑q∈Θ−p ( L| p - q | + L )2 e
-12r | x - q|  e
3
32 r  L )  if x ∈ R3 has distance 
greater than 316 L from Θ−p and 14 L from p. 
• |hp∞T| ≤ zT ( L| p - q | + L )2  where the distance to any given q ∈ Θ−p is less than 316 L or 
where the distance to p is less than 14 L. 
(5.19) 
Keep in mind with regards to (5.19) that the definition of hp∞ has it equal to 0 where the 
distance to Θ−p is less than 164 L and where the distance to p is less than  14 L. 
The proof that |hpT| ≤ c e-
1
2r | x|  has four steps. 
 
Step 1:   The element up∞T obeys the equation DD†upT = wpT where the distance to 
Θ−q is greater than 316 L and the distance to p is greater than 14 L.  The Bochner-
Weitzenboch formula in (4.4) for DD† implies that |upT| on this same domain obeys the 
differential inequality  
 
d†d |upT| + r 2 |upT| ≤ |wpT|  
(5.20) 
because |Φ|2 ≥ r 2 where the distance to Θ is greater than 316 L.  Note that this bound on |Φ|2 
is a corollary to Lemma 3.2.   
 
Step 2:  Suppose that x ∈ R3 has distance greater than 3N from the origin.  
Multiply both sides of (5.20) by  
1
4! | x - (·) | e-r | x - (·) |  and then integrate the resulting inequality 
over the complement in R3 of the radius 2N ball centered at the origin.  Keeping in mind 
that  
1
4! | x - (·) | e-r | x - (·) |  is the Green’s function for the operator d†d + r  2, integration by parts 
leads to the pointwise inequality 
 
|upT| ≤ c0 
 
1   
| x - (·) |  e-r  | x  -  (·) |   | wpT  |  
| x | > 2N
!  +  c  e-r | x|  . 
(5.21) 
The right hand side of (5.21) is at most c e-
1
2r | x|  because |wpT| ≤ c  e-
1
2r | (·)| .  This being the 
case, |upT| is also bounded by c e-
1
2r | x| .   
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 Step 3:  Let ι∗x denote the function χ( 12 r |x - (·)| - 1).  This function is equal to 1 
where the distance to x is less than 2r and it is equal to zero where the distance to x is 
greater than 4r.  Take the inner product of both sides of the identity DD†up = wp with 
ι∗x2upT and integrate the resulting identity over the support of ι∗x.  Use an integration by 
parts with the pointwise bounds from Step 2 to see that || ι∗x upT ||H ≤ c e-
1
2r | x| .   This implies 
in particular that c e-
1
2r | x|  bounds the L2 norm of  hpT  on the radius 2r ball centered at x.   
 
Step 4:  Repeat Steps 1 and 2 of Section 5a using hpT in lieu of hp.  The right hand 
side of the hpT version of (5.4) is bounded by c e-
1
2r | x| , this being a consequence of what is 
said in Step 3 and the pointwise bound for |wp|.  It follows that  || ιxhpT ||H ≤ c e-
1
2r | x| .  With 
this understood, the arguments in Steps 3 and 4 of Section 5a can be repeated using hpT in 
lieu of hp to prove that |hpT| ≤ c e-
1
2r | x|  at points x ∈ R3 with |x| being large.  Since |hpT| is 
bounded by c in any event, this implies the claim that |hpT| ≤ c e-
1
2r | x|   at any given x ∈ R3. 
 
 
f)  The size of zL 
The four parts of this subsection explain why  
 
zL ≤ 150 zT + c0 m-5/8 N1/2 (lnN)1/2  
(5.22) 
when m > c0 (lnN)2/3. 
 
Part 1:  To say something about the size of zL, write hp∞L as (a !ˆ , ν !ˆ ) with a 
being an R-valued 1-form and ν being an R-valued function.  It follows from the second 
bullet of (4.22) that the latter obey an equation that has the schematic form 
 
(∗da - dν, ∗d∗a) = RT(hp∞T) -  ∑q∈Θ−p s(χ◊q) 〈 !ˆ hpq〉  - s(dτp) 〈 !ˆ hp〉 + τp 〈 !ˆwp〉  
(5.23) 
with RT being a homomorphism with support where the distance to Θ is less than 38 L and 
with norm bounded by c0  e-r  L/c0 .  Note for reference momentarily that the latter bound is 
less than N-200 if m > c0.  
 Let D0 again denote the operator from C∞(R3; T*R3) ⊕ C∞(R3) to itself that sends a 
given pair (q, υ) to (∗dq - dυ, ∗d∗q).  Use the Green’s function for D0 to bound |hp∞L| at 
any given point x by a sum of three positive terms that are described in the subsequent 
part of this subsection.  These terms are denoted by wR, wΘ−p and wp. 
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Part 2:  The wR term accounts for the appearance of RT(hp∞T) on the right hand 
side of (5.23).  It follows from what is said about RT and from the bound in (5.4) that the 
contribution from RT(hp∞T) to the norm of hp∞L at x is no greater than 
 
 c0 ∑q∈Θ ( L| x - q | + L )2 N-190 . 
(5.24) 
Note that this is at most c0N-100( L| x - p | + L )2  because p has distance at most 2N from any 
given element in Θ. 
The term wΘ−p is a sum of terms that are indexed by the points in Θ−p with the 
term indexed by any given point q accounting for the appearance of s(dχ◊q) 〈 !ˆ hpq〉 on the 
right hand side of (5.23).  The contribution to wΘ−p from q’s term is no greater than 
 
c0 L-1
 
1   
| x  -  (·) |2 | hpq  |
L/64 <   | (·)  -  q |  <  L /32
!  . 
(5.25) 
The integral in (5.25) is bounded by writing hpq as the sum of hpq⊥ and its L2-orthogonal 
projection to the span of {oa}a=0,1,2,3.  The contribution to (5.25) from hpq⊥ is at most 
 
c0  (zL + zT) ( L| x - q | + L )2   ( L| p - q | + L )2  , 
(5.26) 
this being a consequence of (5.13) with the definitions in (5.18) and (5.19) of zL and zT.   
To see about the contribution from the projection of hpq to the span of {oa}a=0,1,2,3, 
let o denote any one of these four elements.  As noted in Part 1 of Section 5d, the L2 norm 
of o is between c0-1 rq1/2 and c0 rq-1/2.  Given this fact and given what is said in the final 
paragraph of Part 2 in Section 5d, it follows that the L2-orthogonal projection of hpq to the 
span of o can be written as zo  o with z0 bounded by c0 L2  supx! Vq |hp| .  As noted previously, 
hp = hp∞ on Vq , and  it follows as a consequence that zo is at most c0 L2 (zT + zL)( L| p - q | + L )2.  
This bound with the fact that the norm of o on the domain of the integral in (5.24) is 
bounded by c0L-2 implies that o’s contribution to (5.25) is also bounded by the expression 
in (5.26).   
The third term, wp, accounts for the appearance of the terms s(dτp) 〈 !ˆ hpL〉 and 
τp 〈 !ˆwp〉 on the right hand side of (5.21).  This term is bounded by  
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c0 L-1
 
1   
| x  -  (·) |2 | hp  |
(1 - t) L/4 <   | (·)  -  p |  <  L /4
!   +  c0 
 
1   
| x  -  (·) |2 | wp  |
  (1 - t) L/4 <   | (·)  -  p | 
! . 
(5.27) 
The bound in (5.2) when |x - p| > L and that (5.3) when |x - p| ≤ L can be used to bound the 
left most term in (5.27) by 
 
c0( L| x - p | + L )2 m-5/8  N1/2 (lnN)1/2 . 
(5.28)   
Since |wp| ≤ 1 where the distance to p is less than 14 L and since L = m-3/4 N`1/2, this also 
bounds the contribution to the right most term in (5.27) from the ball of radius 14 L 
centered at p.  Meanwhile, (5.17) with the fact that L ≥ r -1 implies that (5.28) bounds the 
contribution to the right most integral in (5.27) from the complement of the radius 14 L 
ball centered at p. 
 
Part 3:  The preceding bounds for wR, wΘ−p and wp leads directly to the bound 
 
|hp∞L| ≤ c0 (zL + zT) ∑q∈Θ−p ( L| x - q | + L )2( L| p - q | + L )2 + c0 ( L| x - p | + L )2m-5/8  N1/2 (lnN)1/2   
(5.29) 
when m > c0.  As explained momentarily, the Θ−p indexed sum in (5.29) is at most 
 
c0 (zL + zT) m-3/2 lnN ( L| x - p | + L )2 .  
(5.30) 
If m ≥ c0 (lnN)2/3, then this is at most 1100 (zL + zT) ( L| x - p | + L )2 .  Granted this lower bound 
for m, then the inequality in (5.30) has the corollary that 
 
 |hp∞L| ≤  ( 1100 (zL + zT) + c0 m-5/8 N1/2 (lnN)1/2) ( L| x - p | + L )2. 
(5.31) 
This inequality leads directly to the bound in (5.22) for zL because (5.22) follows from 
any version of (5.31) that uses for x a point where |hp∞L| is greater than 910 zL ( L| x - p | + L )2. 
 
Part 4:  To see why (5.30) bounds the Θ−p indexed sum on the right hand side of 
(5.29), separate the sum into two sums.  The first sum is indexed by the points q ∈ Θ−p 
with the property that |x - q| ≥ 12 |x - p|; and the second sum is indexed by the points where 
this inequality fails.  The appearances of (|x - q| + L)-2 in the first sum can be replaced by 
c0 (|x - p| + L)-2 with the result being the larger sum 
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( L| x - p | + L )2 ∑q∈Θ ( L| p - q | + L )2. 
(5.32) 
The sum in (5.32) is bounded by c0 L2 N-1 lnN, this a consequence of what is said by the 
fourth bullet of Lemma 3.1.  It follows as a consequence that the first sum is bounded by 
what is written in (5.30).   
The second sum contains only points q ∈ Θ−p with |x - q| ≤ 12 |x - p|.  The latter 
inequality requires that |p - q| ≥ |x - p|.  This being the case the second sum is at most   
 
( L| x - p | + L )2 ∑q∈Θ ( L| x - q | + L )2. 
(5.33) 
As with the first sum, the assertion in the fourth bullet of Lemma 3.1 implies that what is 
written in (5.33) is no greater than what is written in (5.30).   
 
 
g)  The size of hp∞T 
 The six parts of this subsection proves that zT obeys the bound 
 
zT ≤ 150 zL  + c0 m-5/8 N1/2 (lnN)1/2 . 
(5.34) 
when m ≥ c0 (lnN)2/3.  This inequality with the one in (5.22) require that zL and zT be less 
than c0 m-5/8 N1/2 (lnN)1/2 .  This conclusion with the definitions in (5.18) and (5.19) of zL 
and zT, the bound in (5.29) asserting |hpq| ≤ c0 m1/2 lnN supx! Vq |hp∞|, and the bound in (5.6) 
asserting |hp| ≤ c0 m-1/2 N1/2 lnN imply what is asserted by Proposition 4.2. 
 
Part 1:  A pair of connection on the product SU(2) bundle over R3−Θ and section 
of the product su(2) bundle over this same domain is defined by the gluing data that uses 
the same pair (a∞, φ∞) from Part 2 of Section 3b but uses for each p ∈ Θ the pair (ap, φp) 
that is defined by taking χp = 0 version of (3.15).  Denote this pair by (A∞, Φ∞).  Note in 
particular that the section !ˆ  is A∞-covariantly constant.  The pair (A, Φ) on the support of 
hP∞ can be written as (A∞, Φ∞) + ∑q∈Θ bq with each q ∈ Θ version of bq having support 
where the distance to q is less than 316 L.  Moreover, the norm of bq is bounded by c0 N-200 
on the support of hp∞ when m > c0.   The notation in what follows uses D∞ to denote the 
(A∞, Φ∞) version of the operator D.   
 Use D∞ to write the !ˆ -orthogonal part of the bottom equation in (5.8) as 
 
D∞ hp∞T = ∑q∈Θ (FqL (hp∞T) + FqT(hp∞L)) - ∑q∈Θ−p s(dχ◊q) hpqT - s(dτp) hpT + τp wpT  
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(5.35) 
with any given q ∈ Θ version of FqL  and FqT being endomorphisms with norms bounded 
by c0 N-200 and with support in the radius 316 L  ball centered at q.  Act on both sides of this 
equation by D∞† and use the Bochner-Weitzenboch formula for D∞†D∞ to obtain a second 
order equation that can be written schematically as 
 
 !A!
     †!A!hp!T +  |Φ∞|2hp∞T  + G+∞(hp∞T) = D
†k  
(5.36) 
with k denoting the right hand side of (5.35) and with G+∞ defined by taking g in (4.5) 
equal to 2!A!" .   Note that Lemma 3.2 implies that any q ∈ C version of G+∞(q) has 
norm at most 1100 |Φ∞|2 |q| on the support of hp∞ when m > c0 and N > c0.  It is also the case 
that |Φ∞| ≥ r on the support of hp∞T, this being another consequence of Lemma 3.2.  These 
bounds for G+∞(·) and |Φ∞| are assumed in what follows. 
 
Part 2:  Take the inner product of both sides of (5.36) with hp∞T and use what was 
just said about the size of G+∞ to obtain the differential inequality 
 
1
2 d†d |hp∞T|2 + 34 r 2 |hp∞T|2 ≤ 〈hp∞T, D∞†k 〉  
(5.37) 
with 〈hp∞T, D†k 〉 denoting the inner product between hp∞T and D∞†k.   
 Fix x ∈ R3, multiply both sides of (5.38) by  
1
4! | x - (·) | e-r | x - (·) |  and then integrate the 
resulting inequality over R3.  Since  
1
4! | x - (·) | e-r | x - (·) |  is the Green’s function with pole at x 
for the operator d†d + r  2  with pole at x, integration by parts leads to an inequality for 
|hp∞T|2 at x that reads 
 
|hp∞T|2 + 14 r 2
 
1   
| x - (·) |  e
- 54  r  | x  -  (·) |   | hp!T  |2   
R3
! ≤ c0
 
1   
| x - (·) |  e
- 54r | x - (·) |   | k  |2   
R3
! +   
c0
 
1   
| x - (·) |  e
- 54r | x - (·) |  ( 1   | x - (·) |  +  r )  | hp!T  |  | k  |  
R3
!  . 
(5.38) 
The appearance of the r 2 term on the left hand side of (5.38) can be used to replace the 
term with the factor r |hp∞T| |k | in the right most integral on the right hand side of (5.38) 
with c0 times the left most integral on the right hand side of (5.38).  Make this 
replacement to obtain the somewhat simpler looking inequality  
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|hp∞T|2 ≤ c0
 
1   
| x - (·) |  e
- 54r | x - (·) |   | k  |2   
R3
! + c0
 
1   
| x - (·) | 2   e
- 54r | x - (·) |   | hp!T  |  | k  |  
R3
!  . 
(5.39) 
Both of the integrals on the right hand side can be written as a sum of integrals that are 
indexed by the points in Θ.  The integrands for the integrals in these sums that are 
indexed by any given q ∈ Θ−p have support in the radius 316 L about the q.  The 
integrands for the integrals in these sums that are indexed by p have support where the 
distance to Θ−p is greater than 316 L.  Note in this regard that the k = wp where the distance 
to Θ−p is greater than 316 L and the distance to p is greater than 14 L.   
 
 Part 3:  Suppose that q ∈ Θ−p.  The contribution to the left most integral on the 
right hand side of (5.39) from the radius 316 L ball centered on q is no greater than 
 
 
 
1   
| x - (·) |  e- r  | x  -  (·) |  ( | FqL  |2  | hp!T  |2   +    | FqT  |2  | hp!L  |2   +    | d!"q  |2  | hpq  |2 )  
| (·)   -  q | < 3L/16
"  . 
(5.40) 
The subsequent analysis exploits the fact that |FqL| ≤ N-200 and |FqT| ≤ N-200, and the fact 
that the support of dχ◊q  is in the radius 132 L ball centered at q.  Granted these facts, it then 
follows directly from the |hpq| bound in (5.9) and the definitions of zL and zT in (5.18) and 
(5.19) that the |x - q| > 316 L version of (5.40) is no greater than  
 
c0 N-100  (zT2  + zL2) e-r | x - q|  e
3
16 r  L ( L| p - q | + L )4    
(5.41) 
in the case when m > c0. 
Now suppose that |x - q| ≤ 316 L.  The just stated bounds |FqL|  ≤ N-200 and |FqT| ≤ N-200 
with the definitions in (5.18) and (5.19) lead to bounds on the respective contributions to 
(5.40) from the sum |FqL|2 |hp∞T|2 + |FqT|2 |hp∞L|2 by  
 
c0 N-200 (zT2 + zL2) ( L| p - q | + L )4 . 
(5.42) 
Write hpq as hpq⊥ + ∑a=0,1,2,3  za oa  to obtain a suitable bound for the |dχ◊q|2 |hpq|2 
contribution to (5.40) in the case when |x - p| ≤ 316 L.  By way of a reminder, {za}a=0,1,2,3 is a 
set of numbers, {oa}a=0,1,2,3 is a set in C ∩ L2 that is defined in Part 1 of Section 5d and 
hpq⊥ is the L2 projection of hpq to the L2 orthogonal complement of the span of {oa}a=0,1,2,3.  
Use this depiction of hpq to see that the |dχ◊q|2 |hpq|2 contribution to (5.40) is at most 
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1   
| x - (·) |  e- r  | x  -  (·) |   | d!!q  |2( | hpq"  |2   +   "a=0,1,2,3 za  2 | oa  |2 )  
| (·)   -  q | < L/32
#  . 
(5.43) 
The contribution to this integral from |hpq⊥|2 is at most c0 L-2 r  -1 || hpq⊥||62 .  Meanwhile, the 
L6 norm of hpq⊥ is no greater than c0 || hpq⊥||H, this being a standard Sobolev inequality 
because if q ∈ H, then || q ||H ≤ || d|q |  ||2.  Since the contribution to (5.43) from |hpq⊥|2 is at 
most c0 L-2 r  -1 || hpq⊥||H2 , the bound in (5.12) implies that it is less than c0 (Lr)-1 supx! Vq |hp∞|2.   
 Let o ∈ {oa}a=0,1,2,3 and let z denote the corresponding za.  It follows from what is 
said in Part 1 of Section 5d that |o| ≤ c0 L-2 on the support of |dχ◊q| and it follows from 
what is said in Part 2 of Section 5d that |z| ≤ c0 L2 supx! Vq |hp∞|.  These bounds lead to a 
c0 (r L)-2 supx! Vq |hp∞|2 bound for the z2 |o |2 contribution to (5.43); this being no greater than 
c0 (r L)-2 (zL2 + zT2) ( L| p - q | + L )4. 
The conclusions of the preceding two paragraphs with (3.29) and the definitions 
in (5.18) and (5.19) lead to a c0 m-1/2 (lnN)-1 (zL2 + zT2)( L| p - q | + L )4 bound for (5.43). 
 
  Part 4:  The contribution to the right most integral in (5.39) from the radius 316  
ball centered on a given q ∈ Θ−p is at most 
 
 
1   
| x - (·) | 2   e
-  r  | x  -  (·) |    | hp!T  | ( | FqL  |  | hp!T  |  +    | FqT  |  | hp!L  |  +    | d!"q  |  | hpq  |)  
| (·)   -  q | < 3L/16
" . 
(5.44) 
The argument in Part 3 that that leads from (5.40) to (5.41) in the case when |x - q| > 316 L 
can be repeated with only cosmetic changes to prove that (5.41) also bounds (5.44) when 
|x - q| > 316 L.  Likewise, the same argument that was used in Part 3 to derive (5.42) can be 
used to bound the contribution to (5.44) from |hp∞T| (|FqL| |hp∞T| + |FqT| |hp∞L|) in the case 
when |x - q| ≤ 316 L.  Meanwhile, it follows from the definition in (5.19) of zT that the 
contribution of |hp∞T| (|dχ◊q| |hpq| to (5.44) when |x - q| ≤ 316 L is no less than 
 
c0 zT ( L| p - q | + L )2 
 
1   
| x - (·) | 2   e
-  r  | x  -  (·) |   | d!!q  |  | hpq  |  
| (·)   -  q | < L/32
"    .   
(5.45) 
The integral factor in (5.45) is at most c0(r L)-1/2 (zL + zT) ( L| p - q | + L )2, this being a 
consequence of (5.12) given the definitions of zL and zT in (5.18) and (5.19).  The latter 
bound leads to a c0 (r L)-1/2 zT(zL + zT) ( L| p - q | + L )4  bound on the whole of (5.45).   
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 Part 5:  This part of the proof considers the contribution to the integrals on the 
right hand side (5.39) from the the part of R3 where the distance to Θ−p is greater than 
3
16 L.  Consider first the contribution to the left most integral in (5.39) from the radius 14 L 
ball centered at p when |x - p| > 14 L.  Use (5.2) and the fact that |wp| ≤ 1 to bound this 
contribution by 
 
c0 (m-3 N2 L-2  + L2 t)  e-r | x - p|  e
1
4 r   L  . 
(5.46) 
Since L2 = m-3/2 N, this is at most c0 m-3/2 N  e-r | x - p|  e
1
4 r   L .  When |x - p| ≤ 14 L, the bound in 
(5.2) and the |wp| ≤ 1 bound lead to a c0 m-3/2 N bound for the contribution to the left most 
integral in (5.39) from the radius 14 L ball centered at p.   
 The contribution to the left most integral on the right hand side of (5.39) from the 
part of R3 where the distance to Θ−p is greater than 316 L and the distance to p is greater 
than 14 L is at most 
 
c0 
 
1   
| x - (·) |  e
- 54  r  | x  -  (·) |  e-r | (·)  -  p |e- 14 rL  
L/4  <  |(·) - p |
! . 
(5.47) 
This integral can be computed in closed form with the result being that it is no greater 
than c0 r -2  e-r | x - p|  e
1
4 r   L when |x - p| > 14 L and less than c0 r -2 when |x - p| ≤ 14 L.  
 Consider next the contribution to the right most integral in (5.39) from the radius 
1
4 L ball centered at p in the case when |x - p| > 14 L.  It follows from the definition of zT in 
(5.19) that this contribution is at most   
 
c0 zT e-r | x - p|  e
1
4 r   L
 
1   
| x - (·) | 2  (| d!p  |  | hp  |   +   !p  | wp  |)  
| (·)   -  p | < L/4
"    
(5.48) 
The bound in (5.3) and the |wp| ≤ 1 bound lead to a c0 ( L-1/2 m-1 N3/4 (lnN)1/2 + L) bound for 
the integral factor in (5.48).   Since L = m-3/4 N1/2 it follows from (3.28) that the 
contribution to the left most integral in (5.39) from the radius 14 L ball centered at p is no 
greater than c0 zT m-5/8 N1/2 (lnN)1/2 e-r | x - p|  e
1
4 r   L when  |x - p| > 14 L.    
When |x - p| ≤ 14 L, the contribution to the the right most integral in (5.39) from the 
radius 14 L ball centered at p when |x - p| ≤ 14 is bounded by c0 zT times the integral factor 
in (5.48) and thus by c0 zT m-5/8 N1/2 (lnN)1/2. 
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 The contribution to the right most integral in (5.39) from the part of R3 where the 
distance to Θ−q is greater than 316 L and the distance to p is greater than 14 L has k = wp in 
the integrand.  This being the case, it follows from the definition of zT in (5.19) that this 
contribution is no larger than 
 
c0 zT 
 
1   
| x - (·) | 2   e
- 54  r  | x  -  (·) |  e-r | (·)  -  p |e- 14 rL  
L/4  <  |(·) - p |
! . 
(5.49) 
This integral is no greater than c0 zT r  -1 e-r | x - p|  e
1
4 r   L in the case when |x - p| ≥ 14 L and no 
greater than c0 r  -1 when |x - p| ≤ 14 L. 
 
 Part 6:   If x ∈ R3 has distance greater than 316 L from each q ∈ Θ−p and distance 
greater than 14 L from p, then the bounds from Parts 3-5 for the right hand side of (5.39) 
bound |hp∞T| at x by 
 
1
100 (zT +  zL) ( e-
1
2r | x - p|  e
1
8 r   L  +   ∑q∈Θ−p e-
1
2r | x - q|  e
3
32 r  L ( L| p - q | + L )2) + 
 c0 m-5/8 N1/2 (lnN)1/2 e-
1
2r | x - p|  e
1
8 r   L . 
(5.50) 
On the other hand, if q ∈ Θ−p and x has distance less than 316 L from q, then what is said 
in Parts 3-5 bound |hp∞T| at x by 
 
1
100 (zT +  zL)( L| p - q | + L )2  + c0 m-5/8 N1/2 (lnN)1/2 e
-12r | p - q|  e
1
8 r   L . 
(5.51) 
Meanwhile, if x has distance less than 14 L from p, then the bounds from Parts 3-5 lead 
for the right hand side of (5.39) lead to a bound for |hp∞T| at x by 
 
1
100 (zT + zL)  + c0 m-5/8 N1/2 (lnN)1/2  . 
(5.52) 
 It follows from the definition of zT in (5.19) that there exists a point in R3, this 
denoted by x, where one of the following conditions holds:  
 
• The distance from x to Θ−p is greater than 316 L, the distance to p is greater than 14 L, 
and  |hp∞T| at x is greater than 910 z T( e-
1
2r | x - p|  e
1
8 r   L  +  ∑q∈Θ−p ( L| p - q | + L )2 e
-12r | x - q|  e
3
32 r  L ). 
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• The distance from x to a point q ∈ Θ−p is less than 316 L and |hp∞T|  at x is greater than 
9
10 zT ( L| p - q | + L )2 .   
• The distance form x to p is less than 14 L and |hp∞T| is greater than 910 zT. 
(5.53) 
Use (5.50) if the top bullet in (5.53) describes x, use (5.51) if the middle bullet describes 
x, and use (5.52) if the third bullet in (5.53) describes x.  The relevant bound for |hp∞T| 
leads directly to the bound in (5.34). 
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