Aiming at the low accuracy of vehicle image retrieval algorithm based on deep learning, an improved vehicle image classification retrieval model based on convolutional neural network is proposed. According to the complexity of the car image, using convolution neural network to extract the image features from Stanford Cars Dataset database, and use a local feature aggregation descriptor (vector of locally aggregated descriptors, VLAD) to represent a picture. Finally, SVM is used to classify the image of the car. The experimental results show that compared with the traditional visual feature classification algorithm, the accuracy of the model is higher and the retrieval effect is better.
INTRODUCTION
With the improvement of people's economy and the increasing demand for vehicles, more and more Chinese families own cars. By the end of 2015, China's car ownership reached 172 million, and the trend of rapid growth remained. In Beijing, Chengdu, Shenzhen and other big cities, less than two families own a private car, China has become a veritable "country on wheels".
Due to the variety of vehicles and the complex background, the artificial design features are increasingly difficult to meet the actual demand with the rapid growth of image data. In recent years, traditional image processing technology has gradually been replaced by the convolutional neural network. Instead of using the features of manual extraction, the convolution neural network is used to study autonomously. For example, in image processing,is mostly based on CNN models, such as VGG-16, VGG-19, GoogleNet and so on. Although these models perform well on ImageNet, they are far from industrial applications in the classification of cars. The main reason is that the lack of automobile samples and the difference of the sample result in low accuracy. This paper USES the convolution neural network to extract the image features, and then combines the traditional image processing technology, and adopts the model of CNN [1] +SVM for the problem of the shortage and difference of the automobile sample.
SIFT
The full name of SIFT [3] is the Scale Invariant Feature Transform, and the Scale Invariant Feature transformation is proposed by the Canadian professor David g.l. owe. The characteristics of SIFT are invariant to rotation, scale scaling and brightness change, which is a very stable local feature.
SVM
The main ideas of SVM [8] can be summarized as two points: 1. It is in view of the linearly separable case analysis, in the case of linear inseparable, through the use of nonlinear mapping algorithm will undivided linear sample low-dimensional input space into a high-dimensional feature space linear separable, so as to make the high dimensional feature space by using linear algorithm for linear analysis on the nonlinear characteristics of samples is possible.
It is based on structural risk minimization theory to build the optimal hyperplane in the feature space, make learning editor to get the global optimization, and in the whole sample space expectations with a certain probability to meet a certain upper bound.
CLASSIFICATION AND RETRIEVAL OF AUTO IMAGES BASED ON
CONVOLUTION NEURAL NETWORK.
In this paper, a new classification retrieval model for automobile images is presented. The database used is Stanford Cars Dataset, with 16185 pictures and 196 categories. the convolution neural network is used to automatically learn the characteristics of the car, and the vlad is adopted to encode the features, and 196 SVM is used for classification. For the test image extraction feature and vlad encoding, the maximum value obtained by using SVM is the final category.
Convolutional Neural Network.
In this paper, the CNN [9] training model is used to design the network framework as shown in FIG1, including the 4-layer convolutional layer, the three-layer full connection layer, and the input image size is 224 * 224. On the basis of this framework and model, the whole connection layer structure is adjusted. 1 max 0,1 ,
As shown in figure 2-3 , by comparing the features of CNN and SIFT, it is found that the characteristics of CNN learning are better. According to the extracted SIFT feature graph, SIFT can only extract the global information description of the car, and it is difficult to distinguish the characteristics of the class. Different from SIFT features, CNN can learn the characteristics of edge features through the connection between layers. The fourth layer of convolution can be used to extract all the global features, rather than the global characteristics of the shallow layer, according to a large number of data sample training. Therefore, the CNN model can effectively acquire deeper semantic features, which are very helpful to the classification of cars. The database used is Standford Cars Dataset, with 16185 pictures and 196 categories. Among them, 8144 is the training set and 8041 is the test set. By CNN to extract the image feature is 4096 d, using VLAD local feature descriptor (using 256. The codebook size ranging from 64-64 or even more, in theory, the greater the code book retrieval accuracy is higher), and then do a power normolization with the super long vector can slightly improve the retrieval accuracy, and then to the super-long vector normalization, do it again now the long column can be saved. 196 classifiers are made using SVM.
RESULT AND ANALYSIS

Experimental results
This experimental hardware is configured with i7 processor and NVIDIA GTX1060 GUP. Software configuration is Ubuntu16.0.4 system Caffe and CUDA 8.0, Cudnn6.5, Matlab2017a, Opencv3.0. The initial learning rate of CNN is 0.01. The experimental results are as follows:
