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HAMILTON–JACOBI EQUATIONS FOR NONSYMMETRIC
MATRIX INFERENCE
HONG-BIN CHEN
Courant Institute of Mathematical Sciences, New York University
Abstract. We study the high-dimensional limit of the free energy associated with
the inference problem of a rank-one nonsymmetric matrix. The matrix is expressed
as the outer product of two vectors, not necessarily independent. The distributions
of the two vectors are only assumed to have scaled bounded supports. We bound the
difference between the free energy and the solution to a suitable Hamilton–Jacobi
equation in terms of two much simpler quantities: concentration rate of this free
energy, and the convergence rate of a simpler free energy in a decoupled system. To
demonstrate the versatility of this approach, we apply our result to the i.i.d. case
and the spherical case. By plugging in estimates of the two simpler quantities, we
identify the limits and obtain convergence rates.
1. Introduction
Recovering a matrix from a noisy observation is a basic problem in statistical
inference. Our setting is in the high-dimensional regime. For n ∈ N, let m = m(n) ∈
N be a function of n satisfying limn→∞m(n) =∞. Let X = (X1, X2, . . . , Xm) ∈ Rm
and Y = (Y1, Y2, . . . , Yn) ∈ Rn be two random vectors with joint law PX,Yn , which are
not necessarily independent. We assume that
|X| ≤ √m, |Y | ≤ √n, a.s. ∀n.(1.1)
Let N = N(n) =
√
mn be the geometric mean of the sizes m and n.
The noisy observation is given by
Z =
√
2t
N
XY ⊺ +W(1.2)
where 2t ≥ 0 is interpreted as the signal-to-noise ratio, and W = (Wij) is an m× n
matrix with independent standard Gaussian entries. The goal of inference is to recover
information about the matrix XY ⊺ from the observation Z.
Of particular interest here is to study the law of (X, Y ) conditioned on observing
Z. For any bounded measurable function f : Rm × Rn → R, using the Bayes’ rule,
we can obtain the following formula:
E
[
f(X, Y )
∣∣Z] = ∫Rm×Rn f(x, y)eH˚n(t,x,y)PX,Yn (dx, dy)∫
Rm×Rn e
H˚n(t,x,y)PX,Yn (dx, dy)
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where H˚n(t, x, y) =
√
2t
N
x ·Wy+ 2t
N
xy⊺ ·XY ⊺− t
N
|xy⊺|2 is the Hamiltonian associated
with this model. Here and throughout the paper, the dot product between two
matrices or vectors of the same size denotes the entry-wise inner product, namely,
A · B =∑i,j AijBij .
As in problems of statistical mechanics, many properties of the system can be
understood by investigating the behavior of the associated free energy. In this work,
we are concerned with the limit of the free energy given below, as n→∞,
F˚n(t) =
1
N
E log
∫
Rm×Rn
eH˚n(t,x,y)PX,Yn (dx, dy).
This work follows the approach set forth in [11, 12, 13, 15, 14]. We seek to identify
the limit of an enriched version of the free energy F˚n as a solution to a suitable
Hamilton–Jacobi equation. Let us introduce the enriched Hamiltonian, for (t, h) ∈
[0,∞)× [0,∞)2,
Hn(t, h, x, y) =
√
2t
N
x ·Wy + 2t
N
xy⊺ ·XY ⊺ − t
N
|xy⊺|2
+
√
2h1U · x+ 2h1X · x− h1|x|2
+
√
2h2V · y + 2h2Y · y − h2|y|2,
(1.3)
where U = (U1, U2, . . . , Um) ∈ Rm and V = (V1, V2, . . . , Vn) ∈ Rn are independent
standard Gaussian vectors. The free energy associated with this enriched Hamiltonian
is
Fn(t, h) =
1
N
log
∫
eHn(t,h,x,y)PX,Yn (dx, dy),(1.4)
and its expectation is written as F n(t, h) = EFn(t, h).
Note that F n(0, ·) can be viewed as the free energy of a decoupled system, which
is a much simpler object to analyze. In addition to assumption (1.1), we also assume
that F n(0, ·) converges to a function ψ. Due to the absence of coupled interaction
in F n(0, ·), this assumption should, in general, be relatively easy to check. Moreover,
explicit estimates on the speed of convergence should also be attainable.
Under these assumptions, we will show that F n satisfies an approximate Hamilton–
Jacobi equation, whose limiting equation is
∂tf − (∂h1f)(∂h2f) = 0, in [0,∞)× [0,∞)2,(1.5)
with initial condition f(0, ·) = ψ. We adopt the notion of weak solutions advocated
in [12], for this notion allows a simpler way to study the convergence of F n. Let
us rewrite the nonlinear term in (1.5) as (∂h1f)(∂h2f) = H(∇f) where H : R2 → R
is given by H(p) = p1p2. Different from [11] and [12] which studied the symmetric
matrix inference problem, in the nonsymmetric setting, the function H is not convex.
As in [2] and [7], the existence of solution is ensured and can be expressed by a
variational formula if the initial condition is convex. For the uniqueness, a partial
convexity condition (see (4) of Definition 4.1) and the nonnegativity of all entries in
the Hessian of H are sufficient.
The inference problem of symmetric matrices, in the rank-one case or more general,
has been extensively studied. We refer to [6] for a description of these results. For the
nonsymmetric matrix inference as is concerned here, the problem has been studied
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in [10] for the case where X and Y have i.i.d. entries. In particular, a variational
formula for the limit of the free energy is obtained. Most recently, employing the
adaptive interpolation method, [8] established results in the case where X and Y are
uniformly distributed on properly scaled spheres. More generally, results have been
extended to rank-one tensor inference in [1] and [5].
Our main contribution is to provide a different approach, which is conceptually
simpler in some aspect. The main result bounds the local L∞t L
1
h norm of F n − f
in terms of two quantities: 1) the concentration rate of Fn towards F n and 2) the
convergence rate of F n(0, ·). These two quantities are much simpler to study, and
there is a plethora of tools and techniques to obtain good estimates. Convergence in
the local uniform topology can also be obtained as discussed in Remark 2.3. As an
application of the main result, we estimate the two quantities for the i.i.d. case and
the spherical case. We recovered known results on the limit of the free energy for
these two cases simultaneously. In addition, convergence rates are also obtained.
The rest of the paper is organized as follows. In Section 2, we state the main
results. We also include results for the i.i.d. case and spherical case. Then, we
show F n satisfies an approximate Hamilton–Jacobi equation, and list a few basic
estimates in Section 3. In Section 4, we define the notion of weak solutions, prove
the uniqueness of solutions, and describe conditions for the existence of solutions.
Section 5 contains the proof of the main results. Lastly, in Section 6, we collect
estimates needed to derive convergence results for the two special cases. In addition,
we briefly describe possible modifications of the current approach to study the sparse
model in Section 6.3.
Throughout the paper, we write R+ = [0,∞). The symbol C denotes a positive
absolute constant which may vary from instance to instance.
Acknowledgements. I am grateful to Jean-Christophe Mourrat for introducing me
to this subject and for many helpful insights. I would like to thank Jiaming Xia for
helpful comments.
2. Settings and main results
2.1. General setting. We assume (1.1) and the existence of α > 0 such that
lim
n→∞
m(n)
n
= α > 0.(2.1)
Let us define the following quantities, for M > 0, n ∈ N and ψ : R2+ → R,
KM,n =
(
E sup
(t,h)∈[0,M ]3
∣∣Fn − F n|2) 12 ,(2.2)
Lψ,M,n = sup
h∈[0,M ]2
∣∣F n(0, h)− ψ(h)∣∣.(2.3)
Theorem 2.1. Suppose that X and Y are independent for all n, and that there is a
function ψ : R2+ → R such that
F n(0, ·)→ ψ, pointwise as n→∞.(2.4)
Then
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(1) there is a unique weak solution f to the Hamilton–Jacobi equation{
∂tf −
(
∂h1f
)(
∂h2f
)
= 0, in R+ × R2+,
f(0, ·) = ψ, in R2+;
(2.5)
and f admits a variational representation known as the Hopf formula
f(t, h) = sup
z∈R2+
inf
y∈R2+
{
z · (h− y) + ψ(y) + tz1z2
}
;(2.6)
(2) there is a constant C > 0 such that the following holds for all M ≥ 1 and all
n ∈ N:
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM2(Lψ,CM,n + n−1 + (KCM,n) 23 +KCM,n).
This theorem is a consequence of Theorem 5.1 in a more general setting.
Remark 2.2. When X and Y are not independent, a similar result can still be
obtained. To guarantee the existence of a weak solution, we need to further assume,
for each M ≥ 1,
lim
n→∞
Lψ,M,n = 0, lim
n→∞
KM,n = 0.
This result is recorded in Proposition 5.2.
Remark 2.3. Assuming that the right hand side of the inequality in the second
part of Theorem 2.1 converges to 0 as n → ∞, we can also obtain local uniform
convergence by utilizing the fact f is Lipschitz and F n is Lipschitz uniformly in n
(see Definition 4.1 and (3.15)). We briefly sketch the argument. Let ξ : R2 → R be
a smooth radial bump function supported on the unit disk and satisfy 0 ≤ ξ ≤ 1
and
∫
ξ = 1. For ǫ ∈ (0, 2), set ξǫ(x) = ǫ−2ξ(ǫ−1x). Notice that for any Lipschitz
g : R2 → R and A ⊂ R2, we have
‖g‖L∞(A) ≤ ‖g ∗ ξǫ‖L∞(A) + ‖g − g ∗ ξǫ‖L∞(A) ≤ ǫ−2‖g‖L1(Aǫ) + ǫ‖∇g‖L∞(R2),
where Aǫ is the ǫ-neighbourhood of A. Extend F n(t, ·), f(t, ·) symmetrically to R2.
For any compact B ⊂ R2, we choose M large so that B1 ⊂ [−M,M ]2. Fix any
t ∈ [0,M ] and set gn = F n(t, ·) − f(t, ·). By our assumption at the beginning
of this remark, we have limn→∞ ‖gn‖L1([−M,M ]2) = 0. Then for large n, we have
ǫ = (‖gn‖L1([−M,M ]2)‖∇gn‖∞) 13 < 1. Plug this ǫ to the above display to see
‖gn‖L∞(B) ≤ C‖gn‖
1
3
L1([−M,M ]2)‖∇gn‖
2
3∞ ≤ C‖gn‖
1
3
L1([−M,M ]2).
Here the last equality is due to the Lipschitzness of f and F n (uniformly in n).
2.2. Special cases. We apply Theorem 2.1 to the i.i.d. case and the spherical case.
In Section 6, we prove these results by identifying ψ in (4.7) and estimating KM,n
and Lψ,M,n in these two cases. To quantify the rate of convergence in (2.1), we set
β(n) =
∣∣∣m(n)
n
− α
∣∣∣.(2.7)
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2.2.1. The i.i.d. case. Let PX1 and P
Y
1 be supported on [−1, 1]. Recall thatm = m(n)
is a function of n. For n ∈ N, we set
PX,Yn =
(
PX1 )
⊗m ⊗ (P Y1 )⊗n,
where ⊗ denotes the product of measures. Hence, X and Y have i.i.d. entries, dis-
tributed according to PX1 and P
Y
1 , respectively.
Here is the result for the i.i.d. case.
Proposition 2.4 (Convergence for the i.i.d. case). There is a constant C > 0, such
that the following holds for all M ≥ 1 and n ∈ N:
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM3(β(n) + (n−1 log n) 13).
Here f is the unique weak solution to (2.5) with ψ given by
ψ(h) =
(
αm(1)
) 1
2
F 1(0, h1, 0) +
(
α−1m(1)
) 1
2
F 1(0, 0, h2).(2.8)
In (2.8), m(1) is the evaluation of m = m(n) at n = 1.
2.2.2. The spherical case. For k ∈ N, let Uk be the uniform measure on the centered
sphere with radius
√
k, denoted as
√
kSk−1. Consider the joint distribution of X and
Y given by
PX,Yn (dx, dy) = Um(dx)⊗Un(dy).
In particular, X and Y are independent. The result in this case is stated below.
Proposition 2.5 (Convergence for the spherical case). There is a constant C > 0,
such that the following holds for all M ≥ 1 and n ∈ N:
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM3(β(n) + (n−1 log n) 13).
Here f is the unique weak solution to (2.5) with ψ given by
ψ(h) = α
(
h1 − log(1 + 2h1)
2
)
+ α−1
(
h2 − log(1 + 2h2)
2
)
.(2.9)
3. Approximate Hamilton–Jacobi equations
In this section, we show that F n satisfies an approximate Hamilton–Jacobi equa-
tion as stated in Lemma 3.1, under the notation and assumptions introduced in the
previous two sections.
Lemma 3.1. For each n ∈ N, the function F n : R+ × R2+ → R satisfies∣∣∣∂tF n − (∂h1F n)(∂h2F n)∣∣∣ ≤ 12N∆F n + 12E∣∣∇(Fn − F n)∣∣2.
The Laplacian ∆ and the gradient ∇ are all carried out in the variable h. Note that
the relation F n satisfies in this lemma bears a strong resemblance to the Hamilton–
Jacobi equation (2.5). The Laplacian term above can be seen as the vanishing viscos-
ity. The last term has a flavor of concentration. These suggest that F n should satisfy
(2.5) asymptotically.
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3.1. Proof of Lemma 3.1. Let us introduce the notation 〈·〉 for the Gibbs measure.
For a measurable function f : Rm × Rn → R, we write
〈f(x, y)〉 = (Z (t, h))−1 ∫
Rm×Rn
f(x, y)eHn(t,h,x,y)PX,Yn (dx, dy),
with the normalizing factor
Z (t, h) =
∫
Rm×Rn
eHn(t,h,x,y)PX,Yn (dx, dy).
In view of Hn defined in (1.3), the probability measure 〈·〉 is random, and depends on
t and h. For simplicity of notation, such dependence is suppressed. We also consider
independent copies of (x, y) with respect to this Gibbs measure. They are called
“replicas” and denoted as (x′, y′), (x′′, y′′), etc.
Two important tools in our computations are the Nishimori identity and the Gauss-
ian integration by parts. The Nishimori identity can be stated as the following: for
a bounded measurable f : (Rm × Rn)2 → R,
E〈f(x, y,X, Y )〉 = E〈f(x, y, x′, y′)〉,(3.1)
where (x′, y′) is replica of (x, y). To show this, the key step is to verify the following
identity based on Bayes’ rule
〈f(x, y)〉 = E[f(X, Y )|Z]
where, with Z given in (1.2),
Z = (Z, √2h1X + U, √2h2Y + V ).
An obvious extension of (3.1) holds when more replicas are involved. In other words,
the Nishimori identity allows us to replace one replica by (X, Y ) inside E〈·〉. For
more details, one can see [12, Section 3.1] in a slightly different setting.
The other ingredient, the Gaussian integration by parts, is essentially the fact that,
for any smooth f : R→ R with polynomial growth,∫
R
xf(x)e−x
2/2dx =
∫
R
f ′(x)e−x
2/2dx.
Recall the definition of Fn in (1.4). We start to compute the derivatives of Fn and
F n. The first order derivatives of Fn are given by
∂tFn(t, h) =
1
N
〈
1√
2Nt
y ·Wx+ 2
N
xy⊺ ·XY ⊺ − 1
N2
|xy⊺|2
〉
,(3.2)
∂h1Fn(t, h) =
1
N
〈∂h1Hn〉 =
1
N
〈
1√
2h1
U · x+ 2x ·X − |x|2
〉
,(3.3)
∂h2Fn(t, h) =
1
N
〈∂h2Hn〉 =
1
N
〈
1√
2h2
V · y + 2y · Y − |y|2
〉
.(3.4)
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After taking expectations, we apply the Nishimori identity and the Gaussian inte-
gration by parts to obtain
∂tF n(t, h) =
1
N2
E〈(x · x′)(y · y′)〉,(3.5)
∂h1F n(t, h) =
1
N
E〈∂h1Hn〉 =
1
N
E〈x · x′〉,(3.6)
∂h2F n(t, h) =
1
N
E〈∂h2Hn〉 =
1
N
E〈y · y′〉.(3.7)
Therefore, we have
∂tF n −
(
∂h1F n
)(
∂h2F n
)
=
1
N2
(
E〈(x · x′)(y · y′)〉 − E〈x · x′〉E〈y · y′〉
)
=
1
N2
E
〈
(x · x′ − E〈x · x′〉)(y · y′ − E〈y · y′〉)
〉
.
After an application of the Cauchy–Schwarz inequality, it becomes
∣∣∣∂tF n − (∂h1F n)(∂h2F n)∣∣∣ ≤ 12N2(E〈(x · x′ − E〈x · x′〉)2〉+ E〈(y · y′ − E〈y · y′〉)2〉).
(3.8)
We will show the following upper bound
E〈(x · x′ − E〈x · x′〉)2〉 ≤ N∂2h1F n +N2E(∂h1Fn − ∂h1F n)2.(3.9)
A similar upper bound for the second term on the right of (3.8) can be obtained.
Lemma 3.1 follows from these two upper bounds and (3.8).
3.1.1. Proof of (3.9). Using the expression of ∂h1Fn in (3.3), we can calculate
N∂2h1Fn = 〈(∂h1Hn)2〉 − 〈∂h1Hn〉2 −
1
(2h1)
3
2
〈U · x〉(3.10)
Apply the Gaussian integration by parts to obtain
N∂2h1F n = E〈(∂h1Hn)2〉 −N2E(∂h1Fn)2 −
1
2h1
E〈|x|2〉+ 1
2h1
E|〈x〉|2〉.(3.11)
The key computation is the following
E〈(∂h1Hn)2〉 ≥ E〈(x · x′)2〉+
1
2h1
E〈|x|2〉.(3.12)
This will be done slightly later. Now insert (3.12) into (3.11) to see
N∂2h1F n ≥ E〈(x · x′)2〉 −N2E(∂h1Fn)2.
Finally, by (3.6), we have
E〈(x · x′ − E〈x · x′〉)2〉 = E〈(x · x′)2〉 − (E〈x · x′〉)2 = E〈(x · x′)2〉 −N2(∂h1F n)2.
From the above two displays, we can deduce (3.9).
Lastly, let us derive (3.12). Using the expression of ∂h1Hn in (3.3), we have
E〈(∂h1Hn)2〉 = E
〈(
1√
2h1
U · x+ 2x ·X − |x|2
)2〉
=
E
〈
1
2h1
(U · x)2 + 4(x ·X)2 + |x|4 + 4√
2h1
(U · x)(x ·X)− 2√
2h1
(U · x)|x|2 − 4(x ·X)|x|2
〉
(3.13)
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Let us rewrite the first term in the above display as
E
〈
1
2h1
(U · x)2
〉
=
m∑
i,j=1
1
2h1
E〈UiUjxixj〉.
If i 6= j, using the Gaussian integration by parts, we have
1
2h1
E〈UiUjxixj〉 = E〈xixj(xi − x′i)(xj + x′j − 2x′′j )〉.
If i = j, we have
1
2h1
E〈UiUixixi〉 = E〈xixi(xi − x′i)(xi + x′i − 2x′′i )〉+
1
2h1
E〈x2i 〉.
These three displays combined yield
E
〈
1
2h1
(U · x)2
〉
= E〈|x|4 − 2|x|2(x · x′)− (x · x′)2 + 2(x · x′)(x · x′′)〉+ 1
2h1
E〈|x|2〉.
Other terms can be computed using the Nishimori identity and the Gaussian integra-
tion by parts. We shall omit the details but only list the results:
E〈(x ·X)2〉 = E〈(x · x′)2〉,
E
〈
1√
2h1
(U · x)(x ·X)
〉
= E〈|x|2(x · x′) + (x · x′)2 − 2(x · x′)(x′ · x′′)〉,
E
〈
1√
2h1
(U · x)|x|2
〉
= E〈|x|4 − |x|2(x · x′)〉,
E〈(x ·X)|x|2〉 = E〈|x|2(x · x′)〉.
Inserting these computations into (3.13) yields
E〈(∂h1Hn)2〉 = E〈(x · x′)2〉+ 6E〈(x · x′)2 − (x · x′)(x · x′′)〉+
1
2h1
E〈|x|2〉.
Apply the Cauchy–Schwarz inequality and the symmetry of replicas to see
E〈(x · x′)(x · x′′)〉 ≤ 1
2
E〈(x · x′)2〉+ 1
2
E〈(x · x′′)2〉 = E〈(x · x′)2〉.
These two displays imply (3.12).
3.2. Basic estimates. We end this section by proving basic estimates for derivatives
of Fn and F n.
Lemma 3.2. There is a constant C > 0 such that the following hold for all n ∈ N
and all (t, h) ∈ R3+:
|F n| ≤ C(t + |h|);(3.14)
|∂tF n|, |∇F n| ≤ C;(3.15)
∂2t F n, ∂hiF n, ∂hi∂hjF n ≥ 0, ∀i, j ∈ {1, 2};(3.16)
|∂tFn| ≤ C
(
1 +
|W |op√
nt
)
, |∇Fn| ≤ C
(
1 +
|U |+ |V |√
n|h|
)
;(3.17)
∂2h1Fn ≥ −C|U |n−
1
2h
− 3
2
1 , ∂
2
h2
Fn ≥ −C|V |n− 12h−
3
2
2 .(3.18)
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In (3.17), we use | · |op to denote the operator norm, namely,
|W |op = sup
x∈Rm, |x|≤1
∣∣Wx∣∣.
Proof of (3.14). Note that F n(0, 0) = 0 for all n. Hence (3.14) follows from (3.15).
Proof of (3.15). This estimate follows from the formulae in (3.5)-(3.7) and the as-
sumption (1.1) on the boundedness of X and Y .
Proof of (3.16). Due to the independence of replicas, we have E〈(x · x′)〉 = E|〈x〉|2.
Hence, it is evident from (3.6)-(3.7) that ∂hiF n ≥ 0, for i = 1, 2.
Then, we compute ∂hi∂hjF n for i, j ∈ {1, 2}. Recall the definition of Hn in (1.3)
and expressions of first order derivatives in (3.6)-(3.7). Using these and the Nishimori
identity, we compute
∂h1∂h2F n = ∂h2
(
N−1E〈x, x′〉)
= N−1E
〈
2x · x′((2h2)− 12V · y + 2y · y′′ − y · y)
− 2x · x′((2h2)− 12V · y′′ + 2y′′ · y′′′ − y′′ · y′′)〉.
Apply the Gaussian integration to get
∂h1∂h2F n = 2N
−1
E
〈
x · x′((y + y′ − 2y′′) · y + 2y · y′′ − y · y)
− x · x′((y + y′ + y′′ − 3y′′′) · y′′ + 2y′′ · y′′′ − y′′ · y′′′)〉.
Collecting terms and using the symmetry of replicas, we arrive at
∂h1∂h2F n = 2N
−1
E
〈
(x · x′)(y · y′)− 2(x · x′)(y · y′′) + (x · x′)(y′′ · y′′′)〉
= 2N−1E
∣∣〈xy⊺〉 − 〈x〉〈y〉⊺∣∣2 ≥ 0.
To compute ∂2h1F n, we repeat the above calculation with h2, y, V replaced by h1, x, U .
In a similar way, we can also treat ∂2h2F n. These calculations yield
∂2h1F n = 2N
−1
E
∣∣〈xx⊺〉 − 〈x〉〈x〉⊺∣∣2 ≥ 0,
∂2h2F n = 2N
−1
E
∣∣〈yy⊺〉 − 〈y〉〈y〉⊺∣∣2 ≥ 0.
Lastly, we compute ∂2t F n. Recall the formula of ∂tF n in (3.5). Take one more
derivative in t and we have
∂2t F n =
2
N3
E
〈
(x · x′)(y · y′)
(√
N
2t
x ·Wy + 2xy⊺ ·XY ⊺ − |xy⊺|2
−
√
N
2t
x′′ ·Wy′′ − 2x′′y′′⊺ ·XY ⊺ − |x′′y′′⊺|2
)〉
.
Using the Gaussian integration by parts and the Nishimori identity, we obtain, after
collecting terms,
∂2t F n =
2
N3
E
〈
(x · x′)(y · y′)
(
(x · x′)(y · y′)− 2(x · x′′)(y · y′′) + (x′′ · x′′′)(y′′ · y′′′)
)〉
=
2
N3
∑
i,j,k,l
E
(〈xiyjxkyl〉 − 〈xiyj〉〈xkyl〉)2 ≥ 0.
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Proof of (3.17). This result is a consequence of (3.2)-(3.4) and the boundedness
assumption (1.1).
Proof of (3.18). Recognizing a variance term on the right hand side of (3.10), we
have
∂2h1Fn ≥ −
1
N(2h1)
3
2
〈U · x〉.
By the same argument, a similar lower bound also holds for ∂2h2Fn.
4. Weak solutions of Hamilton–Jacobi equations
In this section, we study a slightly more general version of the Hamilton–Jacobi
equation (2.5). We will define the notion of weak solutions and prove the uniqueness
of solutions. Under additional assumptions on the initial condition ψ, we verify that
the Hopf formula gives a weak solution.
Let us describe the setting. Let d ∈ N, ψ : Rd+ → R be a continuous function, and
H : Rd → R be smooth and satisfy
∂2ijH(p) ≥ 0, ∀p ∈ Rd+, ∀i, j.(4.1)
We investigate the following equation{
∂tf(t, x)− H
(∇f(t, x)) = 0, (t, x) ∈ R+ × Rd+,(4.2)
f(0, x) = ψ(x), x ∈ Rd+.(4.3)
Now, we give the precise definition of a weak solution.
Definition 4.1. A function f : R+ × Rd+ is a weak solution to (4.2)-(4.3) if
(1) f is Lipschitz and satisfies (4.2) almost everywhere;
(2) f(0, x) = ψ(x) for all x ∈ Rd+;
(3) for each t ≥ 0, f(t, ·) is nondecreasing;
(4) for all (t, x) ∈ Rd+1+ , all λ ≥ 0, and all i, j ∈ {1, 2, . . . , d}, it holds that
f(t, x+ λei + λej) + f(t, x)− f(t, x+ λei)− f(t, x+ λej) ≥ 0.(4.4)
Here, a function u : Rd+ → R is called nondecreasing provided u(x) − u(x′) ≥ 0
if x − x′ ∈ Rd+. This monotonicity condition serves as a Neumann type boundary
condition. In (4), {ei}di=1 is the standard basis for Rd. Part (4) can be interpreted as
a partial convexity condition. Indeed, this condition implies that, for mollifiers ξǫ of
the type introduced in Remark 2.3,
∂2ij(f ∗ ξǫ) ≥ 0, ∀i, j.(4.5)
Below are our results on the uniqueness and the existence of solutions.
Proposition 4.2 (Uniqueness). The equation (4.2)-(4.3) has at most one weak solu-
tion.
Proposition 4.3 (Hopf formula). Suppose H is given by
H(p) =
d∏
i=1
pi, p ∈ Rd.(4.6)
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In addition, suppose, for 1 ≤ i ≤ d, there are Lipschitz, convex and nondecreasing
functions ψi : R+ → R such that
ψ(x) =
d∑
i=1
ψi(xi), x ∈ Rd+.(4.7)
Then, there exits a unique weak solution f to (4.2)–(4.3) given by the Hopf formula:
f(t, x) = sup
z∈Rd+
inf
y∈Rd+
{
z · (x− y) + ψ(y) + tH(z)}.
The conditions in Proposition 4.3 might be restrictive, but are sufficient enough for
our purpose. We prove the uniqueness in Section 4.1 and show that the Hopf formula
is a weak solution in Section 4.2. Before proceeding to proofs, let us mention a quick
remark.
Remark 4.4 (Comparison principle and Lipschitz coefficients). By a slight mod-
ification to the proof of Proposition 4.2 (instead of (4.17), let φ(z) = 0 for z ≤
δ(‖f‖Lip + ‖g‖Lip) and positive otherwise), we can obtain the following comparison
principle: suppose f and g are two weak solutions with f(0, ·) ≤ g(0, ·), then f ≤ g
almost everywhere. Using this principle and comparing f with f(·, ·+ h) for h ∈ R2+,
we can obtain
‖f(t, ·)‖Lip = ‖f(0, ·)‖Lip, ∀t ≥ 0.
Writing ψ = f(0, ·) and using (4.2), we can conclude
‖f‖Lip ≤ ‖ψ‖Lip ∨
(
sup
|p|≤‖ψ‖Lip
∣∣H(p)∣∣).(4.8)
4.1. Proof of Proposition 4.2. The idea of this proof can be seen in [4, Section
3.3.3]. The difference is that here H is not convex. Instead, we will utilize the fact that
all entries in the Hessian of H are nonnegative as in (4.1), and the partial convexity
(4.5).
Let f and g be weak solutions to (4.2). Set w = f − g. Then we have
∂tw = H(∇f)− H(∇g) = b · ∇w.
where the vector b is given by
b =
∫ 1
0
∇H(r∇f − (1− r)∇g)dr.
Take v = φ(w) for some smooth function φ : R → R+ to be chosen later. Hence, we
have
∂tv = b · ∇v.(4.9)
To proceed, we regularize f , g and b. Note that they are defined for (t, x) ∈ R+×Rd+.
Recall the mollifier ξǫ introduced in Remark 2.3, and extend it to R
d in the obvious
way. Let fǫ = f ∗ ξǫ, gǫ = g ∗ ξǫ and
bǫ =
∫ 1
0
∇H(r∇fǫ + (1− r)∇gǫ)dr.(4.10)
Here ∗ denotes the convolution in x. Note that these regularized versions are well-
defined for (t, x) ∈ R+ × Rdǫ , where Rǫ = [ǫ,∞).
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On R+ × Rdǫ , the equation (4.9) can be expressed as
∂tv = div(vbǫ)− vdivbǫ + (b− bǫ) · ∇v.(4.11)
Before proceeding further, we need to estimate some terms in this display.
Due to (4.5) and the fact that f and g are nondecreasing, we have, for all (t, x) ∈
R+ × Rdǫ and all 1 ≤ i, j ≤ d,
∂ifǫ(t, x), ∂igǫ(t, x), ∂
2
ijfǫ(t, x), ∂
2
ijgǫ(t, x) ≥ 0.
Using (4.1) and the above display, we obtain, for (t, x) ∈ R+ × Rdǫ ,
divbǫ =
∫ 1
0
∇2H(r∇fǫ + (1− r)∇gǫ) · (r∇2fǫ + (1− r)∇2gǫ)dr ≥ 0.(4.12)
Here ∇2 stands for the Hessian. By the definitions of fǫ and gǫ, we also have
|∇fǫ| ≤ ‖f‖Lip, |∇gǫ| ≤ ‖g‖Lip.(4.13)
Let us set
R = 1 + sup
{|∇H(p)| : p ∈ Rd+, |p| ≤ ‖f‖Lip ∨ ‖g‖Lip}.(4.14)
Fix any T, η > 0 and define, for t ∈ [0, T ],
Dt = {x ∈ Rd+ : |x| ≤ R(T − t)} ∩ [η,∞)d,(4.15)
Γt = ∂Dt ∩ {|x| = R(T − t)}.
Now, let us introduce
J(t) =
∫
Dt
v(t, x)dx.
Let ǫ < η to ensure Dt ⊂ Rdǫ . Using (4.11) and integration by parts, we can compute
d
dt
J(t) =
∫
Dt
∂tv −R
∫
Γt
v
=
∫
Γt
(n · bǫ −R)v +
∫
∂Dt\Γt
(n · bǫ)v +
∫
Dt
v(−divbǫ) +
∫
Dt
(b− bǫ) · ∇v,
where n stands for the outer normal vector. We treat the integrals after the second
equality separately. Due to (4.10), (4.13) and (4.14), the first integral is nonpositive.
For the second integral, note that on ∂Dt \Γt, we have −n ∈ Rd+. By (4.6) and f, g
being nondecreasing, we can infer from the definition of bǫ that bǫ ∈ Rd+ on ∂Dt \ Γt.
In view of (4.12), the third integral is again nonpositive, while the last one is oǫ(1).
Therefore, taking ǫ→ 0, we conclude that
d
dt
J(t) ≤ 0.(4.16)
Since w(0, x) = f(0, x) − g(0, x) = 0, for each δ > 0, we have ‖w(δ, ·)‖∞ ≤
δ(‖f‖Lip + ‖g‖Lip). Let us choose φ to satisfy{
φ(z) = 0, if |z| ≤ δ(‖f‖Lip + ‖g‖Lip),
φ(z) > 0, otherwise.
(4.17)
Therefore, due to v = φ(w), we have
J(δ) =
∫
Dδ
v(δ, x)dx =
∫
Dδ
φ(w(δ, x))dx = 0.
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Since J(t) is nonnegative, (4.16) implies that J(t) = 0 for all t ∈ [δ, T ]. This together
with the definition of φ guarantees that
|f(t, x)− g(t, x)| ≤ δ(‖f‖Lip + ‖g‖Lip), ∀x ∈ Dt, ∀t ∈ [δ, T ].
Recall the definition of Dt in (4.15) which depends on T and η. Taking δ → 0, η → 0
and T →∞, we conclude that f = g.
4.2. Proof of Proposition 4.3. Since (4.6) satisfies (4.1), uniqueness is ensured by
Proposition 4.2.
Let us rewrite the Hopf formula as
f(t, x) = sup
z∈Rd+
inf
y∈Rd+
{
z · (x− y) + ψ(y) + tH(z)}
= sup
z∈Rd+
{z · x− ψ∗(z) + tH(z)}
= (ψ∗ − tH)∗(x).
(4.18)
Here the superscript ∗ denotes the Fenchel transformation over Rd+, namely,
u∗(x) = sup
y∈Rd+
{y · x− u(y)}, x ∈ Rd+.(4.19)
In the following, we verify (4.18) is a weak solution. Since the supremum in (4.18)
is taken over Rd+, it is clear that f(t, ·) is nondecreasing. We will check f satisfies the
following in order: initial condition, semigroup property (or dynamic programming
principle), Lipschitzness, satisfying (4.2) almost everywhere, and partial convexity.
4.2.1. Verification of the initial condition. The goal is to show
ψ(x) = sup
z∈Rd+
inf
y∈Rd+
{
z · (x− y) + ψ(x)} = ψ∗∗(x), x ∈ Rd+.(4.20)
Due to the assumption on ψ, (4.20) follows from the following lemma.
Lemma 4.5 (Fenchel–Moreau identity). Let u : Rd+ → (−∞,+∞] be a function
not identically equal to +∞. Then, u∗∗ = u if and only if u is convex, l.s.c. (lower
semi-continuous), and nondecreasing.
Proof. Let u∗∗ = u. Note that for any function v, we know v∗ is convex and l.s.c.
Since now the supremum is taken over Rd+, we have v
∗ is nondecreasing. Hence, we
must have u is convex, l.s.c., and nondecreasing.
Let u be convex, l.s.c and nondecreasing, and we want to show u∗∗ = u. Extend
the domain of u to Rd by setting u(x) =∞ for x 6∈ Rd+. Let ⊛ stand for the Fenchel
transformation over Rd, that is,
u⊛(x) = sup
y∈Rd
{y · x− u(y)}.
The convexity and lower semi-continuity of u yields
u(x) = u⊛⊛(x) = sup
z∈Rd
inf
y∈Rd
{z · (x− y) + u(y)} = sup
z∈Rd
{z · x− u⊛(z)}.(4.21)
The goal is to show that Rd in the above display can be replaced by Rd+ whenever
x ∈ Rd+. By our extension of u, we must have
u⊛(z) = sup
y∈Rd+
{y · z − u(y)}.(4.22)
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It remains to verify that z ∈ Rd in (4.21) can be replaced by z ∈ Rd+ whenever
x ∈ Rd+.
We claim that
u⊛(z) = u⊛(z ∨ 0), ∀z ∈ Rd,(4.23)
where z ∨ 0 = (z1 ∨ 0, z2 ∨ 0, . . . , zd ∨ 0). For two vectors x, x′ ∈ Rd, we write x ≥ x′
if x− x′ ∈ Rd+. Indeed, if (4.23) is true, then due to
x · z ≤ x · (z ∨ 0), ∀x ∈ Rd+,
we have
sup
z∈Rd
{x · z − u⊛(z)} ≤ sup
z∈Rd
{x · (z ∨ 0)− u⊛(z ∨ 0)} = sup
z∈Rd+
{x · z − u⊛(z)}.
From this, (4.21) and (4.22), we can deduce that u = u∗∗.
Now, let us verify (4.23). Let z ∈ Rd. For y ∈ Rd+, we write
y˜ =
(
y11{z1≥0}, y21{z2≥0}, . . . , yd1{zd≥0}
)
.
Using this notation, we have
z · y ≤ (z ∨ 0) · y = z · y˜, ∀y ∈ Rd+.(4.24)
Since u is non-decreasing, we also have u(y) ≥ u(y˜). Using this and (4.24) repeatedly,
we can obtain
sup
y∈Rd+
{z · y − u(y)} ≤ sup
y∈Rd+
{(z ∨ 0) · y − u(y)}
≤ sup
y∈Rd+
{z · y˜ − u(y˜)} ≤ sup
y∈Rd+
{z · y − u(y)}.
Here in the last inequality we used the fact that {y˜ : y ∈ Rd+} ⊂ Rd+. From the above
display, we can deduce
sup
y∈Rd+
{z · y − u(y)} = sup
y∈Rd+
{(z ∨ 0) · y − u(y)}.
This display along with (4.22) implies (4.23). 
4.2.2. Semigroup property. Let f be given in (4.18). We want to show, for all s ≥ 0,
f(t+ s, x) = sup
z∈Rd+
inf
y∈Rd+
{
z · (x− y) + f(t, y) + sH(z)}.
In view of the Hopf formula (4.18), this is equivalent to(
ψ∗ − (t+ s)H)∗ = ((ψ∗ − tH)∗∗ − sH)∗.(4.25)
From the definition of the Fenchel transform (4.19), it can seen that, for any u,
u∗∗ ≤ u.(4.26)
Since the Fenchel transform is order-reversing, (4.26) implies that(
(ψ∗ − tH)∗∗ − sH)∗ ≥ (ψ∗ − (t + s)H)∗.(4.27)
To see the other direction, we use (4.26) to get
s
t+ s
ψ∗ +
t
t+ s
(
ψ∗ − (t+ s)H)∗∗ ≤ ψ∗ − tH.
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For any u, it can be readily checked that u∗ is convex and lower semi-continuous.
Since the supremum in the definition of u∗ is taken over Rd+, we can deduce that u
∗
is non-decreasing. Therefore, taking the Fenchel transform twice in the above display
and applying Lemma 4.5, we have
s
t+ s
ψ∗ +
t
t + s
(
ψ∗ − (t+ s)H)∗∗ ≤ (ψ∗ − tH)∗∗.
Reorder terms and then use (4.26) to see(
ψ∗ − (t+ s)H)∗∗ − (ψ∗ − tH)∗∗ ≤ s
t
(
(ψ∗ − tH)∗∗ − ψ∗
)
≤ −sH.
This immediately gives(
ψ∗ − (t+ s)H)∗∗ ≤ (ψ∗ − tH)∗∗ − sH.
Taking the Fenchel transform on both sides and invoking Lemma 4.5, we have(
ψ∗ − (t + s)H)∗ ≥ ((ψ∗ − tH)∗∗ − sH)∗.
This together with (4.27) verifies (4.25).
4.2.3. Lipschitzness. Since ψ is Lipschitz, we have ψ∗(z) = ∞ outside the compact
set {|z| ≤ ‖ψ‖Lip}. This together with (4.18) implies that for each x ∈ Rd+, there is
z ∈ Rd+ with |z| ≤ ‖ψ‖Lip such that
f(t, x) = z · x− ψ∗(z) + tH(z).
This yields that, for any x′ ∈ Rd+,
f(t, x)− f(t, x′) ≤ z · (x− x′) ≤ ‖ψ‖Lip|x− x′|.
By symmetry, we conclude that f is Lipschitz in x, and the Lipschitz coefficient is
uniform in t.
To show Lipschitzness in t, we fix any x ∈ Rd+. Then, we have, for some z ∈ Rd+
with |z| ≤ ‖ψ‖Lip,
f(t, x) = z · x− ψ∗(z) + tH(z) ≤ f(t′, x) + (t− t′)H(z)
≤ f(t′, x) + |t′ − t|
(
sup
|z|≤‖ψ‖Lip
|H(z)|
)
≤ f(t′, x) + ‖ψ‖dLip|t′ − t|.
Here in the last inequality, we used the expression of H in (4.6). Again by symmetry,
Lipschitzness in t is obtained.
4.2.4. Hopf formula satisfies (4.2). Due to Rademacher’s theorem, Lipschitzness of
f implies that f is differentiable almost everywhere.
We want to verify that (4.18) satisfies (4.2) almost everywhere. Let (t, x) be a
point at which f is differentiable. We can assume (t, x) to satisfy t, x1, x2, . . . , xd > 0,
because otherwise (t, x) belongs to a Lebesgue measure zero set. Since f(t, ·) is
Lipschitz, we know that outside a compact set f ∗(t, ·) is infinity. Therefore, there is
z¯ ∈ Rd+ such that
f(t, x) = z¯ · x− ψ∗(z¯) + tH(z¯).(4.28)
Then using (4.18), we have, for s ≥ 0 and h ∈ Rd sufficiently small,
f(t, x) ≤ f(t− s, x+ h)− z¯ · h+ sH(z¯).(4.29)
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Set s = 0 and vary h to see
z¯ = ∇f(t, h).(4.30)
Then, we set h = 0 in (4.29), take s→ 0 and insert (4.30) to obtain
∂tf(t, x) ≤ H(∇f(t, h)).
To verify the other direction, we use (4.18) and (4.28) to see that, for s ≥ 0,
f(t+ s, x) ≥ z¯ · x− ψ∗(z¯) + (t + s)H(z¯)
= f(t, x) + sH(z¯).
Send s→ 0 and use (4.30) to see
∂tf(t, x) ≥ H(∇f(t, x)).
4.2.5. Partial convexity. The case i = j can be deduced from the convexity of f which
is evident from the Hopf formula (4.18).
Now consider the case i 6= j. By relabeling, we may assume i = 1 and j = 2.
The Lipschitzness of ψ implies that ψ∗ is ∞ outside a compact set. Due to (4.18),
there are z, z′ such that
f(t, x+ λe1) = z · (x+ λe1)− ψ∗(z) + tH(z),
f(t, x+ λe2) = z
′ · (x+ λe2)− ψ∗(z′) + tH(z′).(4.31)
Case 1: (z1, z2) ≤ (z′1, z′2) or (z1, z2) ≥ (z′1, z′2). Let us only treat the latter case.
The other case can be done in an analogous way. Using (4.18), we have
f(t, x+ λe1 + λe2) ≥ z · (x+ λe1 + λe2)− ψ∗(z) + tH(z),
f(t, x) ≥ z′ · x− ψ∗(z′) + tH(z′).
This along with (4.31) implies that the left hand side of (4.4) is bounded below by
λz · e2 − λz′ · e2 = λ(z2 − z′2) ≥ 0.
Case 2: neither (z1, z2) ≤ (z′1, z′2) nor (z1, z2) ≥ (z′1, z′2). This condition implies
that
(z1 − z′1)(z2 − z′2) < 0.(4.32)
Let z˜ = (z1, z
′
2, z3, . . . , zd) and z˜
′ = (z′1, z2, z
′
3, . . . , z
′
d). In other words, z˜ is obtained
from z through replacing z2 by z
′
2, and similarly for z˜
′. By (4.18), for each δ > 0,
there are y, y′ ∈ Rd+ such that
f(t, x+ λe1 + λe2) ≥ z˜ · (x+ λe1 + λe2 − y) + ψ(y) + tH(z˜)− δ,
f(t, x) ≥ z˜′ · (x− y′) + ψ(y′) + tH(z˜′)− δ.(4.33)
Using the same construction for z˜, z˜′, we set
y˜ = (y1, y
′
2, y3, . . . , yd), y˜
′ = (y′1, y2, y
′
3, . . . , y
′
d).
Note that
z˜ · y + z˜′ · y′ − z · y˜ − z′ · y˜′ = 0.(4.34)
From (4.31), we also have
f(t, x+ λe1) ≤ z · (x+ λe1 − y˜) + ψ(y˜) + tH(z),
f(t, x+ λe2) ≤ z′ · (x+ λe2 − y˜′) + ψ(y˜′) + tH(z′).(4.35)
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To lower bound the left hand side of (4.4), we start by observing that, due to (4.34),
z˜ · (x+ λe1 + λe2 − y) + z˜′ · (x− y′)− z · (x+ λe1 − y˜)− z′ · (x+ λe2 − y˜′)
= (z˜ + z˜′ − z − z′) · x− (z˜ · y + z˜′ · y′ − z · y˜ − z′ · y˜′) + λ(z1 + z′2 − z1 − z′2) = 0.
This along with (4.33) and (4.35) implies that the left hand side of (4.4) can be
bounded below by
ψ(y) + ψ(y′)− ψ(y˜)− ψ(y˜′) + t(H(z˜) + H(z˜′)− H(z)− H(z′))− 2δ.
From (4.7), we can see
ψ(y) + ψ(y′) = ψ(y˜) + ψ(y˜′).
Lastly, due to (4.32) and the definition of H in (4.6), we can compute
H(z˜) + H(z˜′)− H(z) − H(z′) = −(z1 − z′1)(z2 − z′2)z3 . . . zd ≥ 0.
The above three displays imply that the left hand side of (4.4) is bounded below by
−2δ. The desired result follows by setting δ → 0.
5. Convergence of the free energy
The goal is to prove Theorem 2.1 and other convergence results to be stated. The
method is similar to the one employed in Section 4.1.
Let us state the most general result in this paper. For c ≥ 0, define A(c) to be the
class of all functions ψ : R2+ → R satisfying the following properties:
— ψ(0) = 0 and ‖ψ‖Lip ≤ c;
— there is a unique weak solution f to the Hamilton–Jacobi equation (2.5) with
initial condition ψ.
Recall the definitions in (2.2)-(2.3).
Theorem 5.1. Let c ≥ 0. There is C > 0 such that the following holds for all M ≥ 1,
all n ∈ N and all ψ ∈ A(c),
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM2(Lψ,CM,n + n−1 + (KCM,n) 23 +KCM,n),
where f is the unique weak solution to (2.5) with f(0, ·) = ψ.
As anticipated in Remark 2.2, we state the result for the case where X and Y
are not independent. Compared with Theorem 2.1 where the Hopf formula gives
the existence of solutions, we need additional but mild assumptions to guarantee the
existence of solutions in this non-independent case.
Proposition 5.2. Under assumptions (1.1) and (2.1), suppose limn→∞KM,n = 0
for all M ≥ 1 and that there is a ψ : R2+ → R such that limn→∞ Lψ,M,n = 0 for all
M ≥ 1.
Then (2.5) admits a unique weak solution f with f(0, ·) = ψ. Furthermore, there
is C > 0 such that the following holds for all M ≥ 1 and all n ∈ N:
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM2(Lψ,CM,n + n−1 +KCM,n).
The first subsection is devoted to the proof of Theorem 5.1. After that, we prove
Theorem 2.1 and Proposition 5.2. Results on Hamilton–Jacobi equations in Section 4
are needed. Some argument in the proof of Theorem 5.1 will be reused to prove
Proposition 5.2.
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5.1. Proof of Proposition 5.1. Let wn = F n − f and
rn = ∂tF n − (∂h1F n)(∂h2F n).(5.1)
Then, we have
∂twn = an · ∇ωn + rn(5.2)
where
an = (an,1, an,2) = (∂h2f, ∂h1F n).(5.3)
For δ > 0, let φδ : R→ [0,∞) be given by
φδ(x) = (δ + x
2)
1
2 ,(5.4)
which serves as a smooth approximation of the absolute value. Take vn = φδ(wn) and
multiply both sides of (5.2) by φ′δ(wn) to see
∂tvn = an · ∇vn + φ′δ(wn)rn
Recall the mollifier ξǫ given in Remark 2.3. Let us regularize an by setting a
ǫ
n,i = an,i∗
ξǫ, with the convolution taken in h. Note that a
ǫ
n is well-defined for (t, h) ∈ R+ ×R2ǫ
where Rǫ = [ǫ,∞). For (t, h) ∈ R+ × R2ǫ , we can rewrite the above display as
∂tvn = div(vna
ǫ
n)− vndivaǫn + (an − aǫn) · ∇vn + φ′δ(wn)rn.(5.5)
Let us derive a few estimates related to aǫn. Since ψ ∈ A(c), we know that ‖ψ‖Lip ≤
c. By (4.8), there is C > 0 such that
sup
ψ∈A(c)
‖f‖Lip ≤ C.(5.6)
where f is a weak solution with initial condition f(0, ·) = ψ. By this, (3.15) and
(5.3), there is C > 0 such that the following holds for all n, all ǫ ∈ (0, 1) and all
(t, h) ∈ R+ × R2ǫ ,
‖an − aǫn‖∞ = oǫ(1);(5.7)
‖aǫn‖∞ ≤ ‖an‖∞ ≤ C.(5.8)
Using (3.16) and (4) in Definition 4.1, we also have, for (t, h) ∈ R+ × R2ǫ ,
divaǫn = ∂h1∂h2
(
f ∗ ξǫ
)
+ ∂h1∂h2
(
F n ∗ ξǫ
) ≥ 0.(5.9)
Choose R = 1 + supn,ǫ ‖aǫn‖∞. Let T ≥ 1 and η > 0 be specified later. Consider
the following sets, indexed by t ∈ [0, T ],
Dt = {h ∈ R2+ : h1, h2 ≥ η, |h| ≤ R(T − t)},(5.10)
Γt = {h : |h| = R(T − t)} ∩Dt.
Let us consider the object
Jδ(t) =
∫
Dt
vn(t, h)dh =
∫
Dt
φδ
(
wn(t, h)
)
dh.(5.11)
Let ǫ < η, which guarantees Dt ⊂ R2ǫ . Differentiate Jδ(t) in t and use (5.5) to see
d
dt
Jδ(t) =
∫
Dt
∂tvn −R
∫
Γt
vn
=
∫
Γt
(aǫn · n− R)vn +
∫
∂Dt\Γt
(aǫn · n)vn +
∫
Dt
(
− vndivaǫn + (an − aǫn) · ∇vn + φ′δ(wn)rn
)
.
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Here in the second identity, we used integration by parts. The first integral above is
nonpositive due to the choice of R. The second integral is also nonpositive due to the
direction of n on ∂Dt \ Γt, and the fact that f and F n are nondecreasing. Applying
(5.7)–(5.9) to the last integral and sending ǫ→ 0, we obtain
d
dt
Jδ(t) ≤
∫
Dt
φ′δ(wn)rn ≤
∫
Dt
|rn|.(5.12)
Here, in the last inequality, we used ‖φ′δ‖∞ ≤ 1 which is evident from (5.4). Lemma 3.1
gives an upper bound for |rn|. Hence, we have∫
Dt
|rn| ≤
(
C
n
∫
Dt
∆F n
)
+
(
1
2
E
∫
Dt
∣∣∇(Fn − F n)∣∣2).(5.13)
In view of (3.15), after integration by parts, the first term can be bounded by CTn−1.
Here and Henceforth, we absorb R into C. To avoid heavy notation, let us write
K = KRT,n, L = Lψ,RT,n.(5.14)
For the last integral in (5.13), we will show that
E
∫
Dt
∣∣∇(Fn − F n)∣∣2 ≤ CT (1 + η− 12 )K.(5.15)
These estimates imply that∫
Dt
|rn| ≤ CT
(
n−1 + (1 + η−
1
2 )K
)
.(5.16)
This along with (5.12) implies that
Jδ(t) ≤ Jδ(0) + CT 2
(
n−1 + (1 + η−
1
2 )K
)
, t ∈ [0, T ].
Recall definitions (2.3), (5.4) and (5.11). Hence, for t = 0, we have
lim
δ→0
Jδ(0) =
∫
D0
∣∣F n(0, h)− f(0, h)∣∣dh ≤ CT 2L.
Sending δ → 0, from the above two displays, we derive that
sup
t∈[0,T ]
∫
Dt
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CT 2(L+ n−1 + (1 + η− 12 )K).
We want to extend the above result from integrating over Dt to {|h| ≤ R(T − t)}.
Due to ψ ∈ A(c), we have ψ(0) = 0, which together with f(0, 0) = ψ(0) and (5.6)
implies |f(t, h)| ≤ C(t+ |h|). Using this and (3.14), we have
sup
t∈[0,T ]
∫
{|h|≤R(T−t)}\Dt
∣∣F n(t, h)− f(t, h)∣∣dh ≤ ∫
{|h|≤R(T−t)}\Dt
CT ≤ CT 2η,
Therefore, we obtain
sup
t∈[0,T ]
∫
{|h|≤R(T−t)}
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CT 2(η + L+ n−1 + (1 + η− 12 )K).
Let us now choose proper values for T and δ. Set T =
√
2(1 + R)M/R to ensure
[0,M ]3 ⊂ {(t, h) : t ∈ [0, T ], |h| ≤ R(T − t)}. Inserting this T and η = K 23 into the
above display to see
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− f(t, h)∣∣dh ≤ CM2(L+ n−1 +K 23 +K).
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Recall our notation (5.14). This gives the desired result.
It remains to verify (5.15).
5.1.1. Proof of (5.15). Using integration by parts, we have∫
Dt
∣∣∇(Fn − F n)∣∣2 = ∫
∂Dt
(Fn − F n)∇(Fn − F n) · n−
∫
Dt
(Fn − F n)∆(Fn − F n)
≤ ‖Fn − F n‖L∞([0,RT ]3)
(∫
∂Dt
∣∣∇(Fn − F n)∣∣+ ∫
Dt
∣∣∆(Fn − F n)∣∣),(5.17)
Let us estimate the last integral. The lower bound (3.16) shows ∆F n ≥ 0, and the
lower bound (3.18) implies that
∆Fn + Cn
− 1
2
(
h1
− 3
2 |U |+ h2− 32 |V |
) ≥ 0.
These yield∫
Dt
∣∣∆(Fn − F n)∣∣ ≤ ∫
Dt
∣∣∆Fn∣∣+ ∣∣∆F n∣∣
≤
∫
Dt
(
∆Fn +∆F n
)
+
∫
Dt
2Cn−
1
2
(
h1
− 3
2 |U |+ h2− 32 |V |
)
.
Applying integration by parts to the first integral and the definition of Dt to the
second integral, we can see∫
Dt
∣∣∆(Fn − F n)∣∣ ≤ ∫
∂Dt
∣∣∇Fn∣∣+ ∣∣∇F n∣∣dh + CTn− 12η− 12(|U |+ |V |).
Due to (3.15) and (3.17), we can obtain∫
∂Dt
∣∣∇Fn∣∣+ ∣∣∇F n∣∣ ≤ CT(1 + n− 12 η− 12 (|U |+ |V |)).
This display also serves as a bound for the first integral in (5.17). Insert the above
two displays into (5.17) to get∫
Dt
∣∣∇(Fn − F n)∣∣2 ≤ CT‖Fn − F n‖L∞([0,RT ]3)(1 + n− 12η− 12 (|U |+ |V |)).
Recall the definition of KM,n in (2.2). Take expectations on both sides of this inequal-
ity and invoke the Cauchy–Schwarz inequality to conclude (5.15).
5.2. Proof of Theorem 2.1. We view (2.5) as a particular case of the equation (4.2)-
(4.3) with d = 2 and ψ given in (2.4). Proposition 4.2 guarantees the uniqueness of
solutions. We want to verify conditions imposed on ψ in Proposition 4.3 are satisfied,
in order to ensure the existence and represent the solution by the Hopf formula (2.6).
This is where the assumption on the independence of X and Y is needed.
Due to the independence, we can see that, for all n ∈ N,
F n(0, h) = F n(0, h1, 0) + F n(0, 0, h2)
By the assumption (2.4), we have ψ(h) = ψ1(h1) + ψ2(h2) where
ψ1(h1) = lim
n→∞
F n(0, h1, 0), ψ2(h2) = lim
n→∞
F n(0, 0, h2).
This display along with (3.15) and (3.16) implies that ψ1 and ψ2 are Lipschitz, convex
and nondecreasing. Therefore, this allows us to apply Proposition 4.3, which along
with the uniqueness result implies the first part of Theorem 2.1. Due to F n(0, 0) = 0,
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we also have ψ(0) = 0. The second part of Theorem 2.1 is now a direct consequence
of Theorem 5.1.
5.3. Proof of Proposition 5.2. Note that once the existence of solutions is shown,
Proposition 5.2 easily follows from Theorem 5.1 and Proposition 4.2. To obtain the
existence, the plan is to first show that {Fn}n∈N is a Cauchy sequence in the local
uniform topology and then verify that the limit, denoted as f , is a weak solution.
5.3.1. The sequence {F n}∞n=1 is Cauchy. For this, we will need the assumptions
limn→∞KM,n = 0 and limn→∞ Lψ,M,n = 0.
We proceed similarly as in the proof of Theorem 5.1. Recall the definitions of
rn in (5.1) and φδ in (5.4). Let n, n
′ ∈ N. We take w = F n − F n′ , v = φδ(w),
a = (∂h2F n′, ∂h1F n) and a
ǫ = a ∗ ξǫ where ξǫ is the mollifier in Remark 2.3. Similar
to the derivation of (5.5), we have
∂tv = div(va
ǫ)− vdivaǫ + (a− aǫ) · ∇+ φ′δ(w)(rn + rn′).
The only difference is that we have an additional rn′ in the last term.
Since F n is Lipschitz uniformly in n due to (3.15), we can fix R = 1+supn,ǫ ‖aǫ‖∞.
Set Dt as in (5.10), and similarly take
Jδ(t) =
∫
Dt
v(t, h)dh =
∫
Dt
φδ(w(t, h))dh.
By similar treatments used to obtain (5.12), we have
d
dt
Jδ(t) ≤
∫
Dt
φ′δ(w)(rn + rn′) ≤
∫
Dt
|rn|+ |rn′|.
The rest follows the exact same path after (5.12) in the proof of Theorem 5.1. The
only difference is that we have more terms due to F n′ , but they are treated in the
same way as F n. One can see that, instead of the estimate in Theorem 2.1, we obtain
sup
t∈[0,M ]
∫
[0,M ]2
∣∣F n(t, h)− F n′(t, h)∣∣dh ≤ CM2(LCM,n + n−1 + (KCM,n) 23 +KCM,n
+ LCM,n′ + (n
′)−1 + (KCM,n′)
2
3 +KCM,n′
)
.
Hence, by the assumptions on the decay of KM,n and Lψ,M,n, we know that F n is
Cauchy in local L∞t L
1
h. Due to the argument in Remark 2.3, we can upgrade this to
F n being Cauchy locally uniformly. Let us denote the limit by f .
5.3.2. Verify that f is a weak condition. We check that each property listed in Defi-
nition 4.1 is satisfied by f .
Since Fn is nondecreasing due to (3.16) and Lipschitz uniformly in n due to (3.15),
we can conclude that f is nondecreasing and Lipschitz. Due to limn→∞ Lψ,M,n = 0,
we have f(0, ·) = ψ verifying (2) of Definition 4.1. By (3.16), property (4) of the
definition also holds.
It remains to verify that f satisfies (4.2) almost everywhere (a.e.). By (3.16), we
know that, along each coordinate, both F n and f are convex. It is well known that
convexity implies convergence of derivatives at each point of differentiability. The
Lipschitzness of f and Rademacher’s theorem imply that f is differentiable a.e. Hence,
we deduce that ∂tF n− (∂h1F n)(∂h2F n) converges to ∂tf − (∂h1f)(∂h2f) pointwise a.e.
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Since F n is Lipschitz uniformly in n, the bounded convergence theorem implies
that, for any compact B ∈ (0,∞)2 and t a.e.,∫
B
∣∣∣∂tf − (∂h1f)(∂h2f)∣∣∣(t, h)dh = lim
n→∞
∫
B
∣∣∣∂tF n − (∂h1F n)(∂h2F n)∣∣∣(t, h)dh.
We want to show the right hand side is zero. Recall the definition of Dt in (5.10). By
choosing T and δ in Dt suitably, we can ensure B ⊂ Dt. Then, by (5.1), (5.16) and
limn→∞KM,n = 0, we conclude that the right hand side of the above display is zero.
Since B and t are arbitrary, we conclude that ∂tf − (∂h1f)(∂h2f) = 0 a.e.
6. Application to special cases
Recall the settings for the i.i.d. case in Section 2.2.1 and the spherical case in
Section 2.2.2. In order to apply Theorem 2.1 to these cases, we need to identify ψ in
(2.4) and obtain estimates of KM,n and Lψ,M,n defined in (2.2)-(2.3). In this section,
we establish these results, which are stated below.
Lemma 6.1. In both cases, there is C > 0 such that the following holds for all M ≥ 1
and n ∈ N,
KM,n ≤ Cn− 12
(
M +
√
logn
)
.
Recall β(n) in (2.7).
Lemma 6.2. In the i.i.d. case, the function ψ in (2.4) is given by (2.8). There is
C > 0 such that, for all M > 0 and all n ∈ N,
Lψ,M,n ≤ CMβ(n).
Lemma 6.3. In the spherical case, the function ψ in (2.4) is given by (2.9). There
is C > 0 such that, for all M > 0 and all n ∈ N,
Lψ,M,n ≤ CM
(
n−
1
2 + β(n)
)
.
As a consequence, Proposition 2.4 and Proposition 2.5 follows from these lemmas
and Theorem 2.1.
6.1. Proofs of Lemma 6.2 and Lemma 6.3. Due to the independence of X and
Y , we write PX,Yn (dx, dy) = P
X
m (dx)⊗ P Yn (dy). Then, we have
F n(0, h) = F n(0, h1, 0) + F n(0, 0, h2)
with
F n(0, h1, 0) =
1
N
E log
∫
e
√
2h1U ·x+2h1X·x−h1|x|2PXm (dx),
F n(0, 0, h2) =
1
N
E log
∫
e
√
2h2V ·y+2h2Y ·y−h2|y|2P Yn (dy).
Recall N =
√
mn. By (3.14), there is C > 0 such that
|F n(0, h1, 0)|, |F n(0, 0, h2)| ≤ C|h|, ∀n ∈ N.(6.1)
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6.1.1. The i.i.d case. By the entry-wise independence, we can compute
F n(0, h1, 0) =
√
m(n)m(1)
n
F 1(0, h1, 0), F n(0, 0, h2) =
√
nm(1)
m(n)
F 1(0, 0, h2).
Due to (2.1), and the above displays, we have that F n(0, h) converges locally uni-
formly to
ψ(h) =
√
αm(1)F 1(0, h1, 0) +
√
α−1m(1)F 1(0, 0, h2).
Due to (2.7) and (6.1), for any M > 0, we have the following convergence rate
estimate
sup
h∈[0,M ]2
∣∣F n(0, h)− ψ(h)| ≤ CMβ(n).
The above two displays are exactly the content of Lemma 6.2.
6.1.2. The spherical case. As in Section 2.2.2, we denote the uniform measure on√
kSk−1 by Uk. Note that√
n
m
F 1(0, h1, 0) =
1
m
E log
∫
e
√
2h1U ·x+2h1X·x−h1|x|2Um(dx)
is the free energy associated with the Hamiltonian x 7→ √2h1U ·x+2h1X ·x−h1|x|2.
The following estimate can be computed using the standard interpolation method.
There is C > 0 such that, for all n ∈ N and all h1 ∈ R+,∣∣∣∣√ nmF 1(0, h1, 0)− (h1 − log(1 + 2h1)2 )
∣∣∣∣ ≤ C h1√m.(6.2)
For completeness, we briefly sketch the key steps in the proof of (6.2) and omit some
computations. Details can be seen in [8, Appendix A].
Sketch of proof. Let X˜ and U˜ be two standard Gaussian vectors in Rm, independent
from each other and from other randomness. Let P X˜m be the law of X˜. Note that√
mX˜/|X˜| has the same distribution as Um. For s ∈ [0, 1], we introduce an interpo-
lating Hamiltonian
Hs(h1, x) =
(√
2h1(1− s)mU · x|x| + 2h1(1− s)m
X˜ · x
|X˜||x|
− h1(1− s)m
∣∣∣∣ x|x|
∣∣∣∣2)
+
(√
2h1sU˜ · x+ 2h1sX˜ · x− h1s|x|2
)
.
and define, for fixed m and h1,
f(s) =
1
m
E log
∫
eHs(h1,x)P X˜m (dx).
It is immediate that
√
n/mF 1(0, h1, 0) = f(0). For s = 1, by computing a Gaussian
integration, we can see f(1) = h1− 12 log(1+2h1). Since |f(1)−f(0)| ≤ sups∈[0,1] |f ′(s)|,
the next step is to estimate |f ′(s)|. After some computation (see [8, (30)-(31)]), we
can obtain
|f ′(s)| ≤ 2 h1√
m
(
E
(|X˜| − √m)2) 12 .
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Using the standard estimate of X˜ concentrating near
√
mSm−1 as m → ∞ (see [16,
Theorem 3.1.1]), we can bound the above display by Ch1/
√
m, achieving the result.

Similarly, we also have∣∣∣∣√mn F 1(0, 0, h2)− (h2 − log(1 + 2h2)2 )
∣∣∣∣ ≤ C h2√n.
Let us set
ψ(h) = α
(
h1 − log(1 + 2h1)
2
)
+ α−1
(
h2 − log(1 + 2h2)
2
)
.
These displays along with (6.2), (2.7) and (6.1) imply that, for some C > 0,
sup
h∈[0,M ]2
∣∣F n(0, h)− ψ(h)| ≤ CM(n− 12 + β(n)).
This completes the proof of Lemma 6.3.
6.2. Proof of Lemma 6.1. The plan is to first obtain an estimate of Eeλ
2n|Fn−Fn|2
for small λ > 0 pointwise at each (t, h) ∈ [0,M ]3. Then, we use an ǫ-net argument to
bound E sup(t,h)∈[0,M ]3 e
λ2n|Fn−Fn|. The desired result follows from Jensen’s inequality.
6.2.1. Pointwise estimate. Let (t, h) ∈ [0,M ]3. Denote by G = (W,U, V ) the Gauss-
ian vector consisting of all Gaussian random variables in Fn. We also write EG, EX ,
EY as the expectation integrating over G, X, Y , respectively. Let λ > 0 be chosen
later. Using Hölder’s inequality, we have
Eeλ|Fn−Fn| ≤ E
(
eλ|Fn−EXFn|eλ|EXFn−EX,Y Fn|eλ|EX,Y Fn−EX,Y,GFn|
)
=
(
Ee3λ|Fn−EXFn|
) 1
3
(
Ee3λ|EXFn−EX,Y Fn|
) 1
3
(
Ee3λ|EX,Y Fn−EX,Y,GFn|
) 1
3
.(6.3)
To treat the last term, we will use the Gaussian concentration inequality. We start
by computing
∂WijFn =
1
N
√
2t
N
〈xiyj〉, ∂UiFn =
1
N
√
2h1〈xi〉, ∂VjFn =
1
N
√
2h2〈yj〉.
Therefore, by (1.1), we have
|∇GFn|2 =
∑
i,j
|∂WijFn|2 +
∑
i
|∂UiFn|2 +
∑
j
|∂VjFn|2
=
2t
N3
〈(x · x′)(y · y′)〉+ 2h1
N2
〈x · x′〉+ 2h2
N2
〈y · y′〉 ≤ CMn−1.
Invoking [3, Theorem 5.5], we obtain
EGe
λ|EX,Y Fn−EX,Y,GFn| ≤ eCλ2Mn−1.(6.4)
Then, we treat the first two terms in (6.3). In the i.i.d. case, due to the boundedness
assumption |X1|, |Y1| ≤ 1, we have∣∣∂XiFn∣∣ = ∣∣∣ 1N 〈2tN ∑
j
Yjxiyj + 2h1xi
〉∣∣∣ ≤ CMn−1.(6.5)
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Using the boundedness again and [3, Theorem 6.2] (see the penultimate display in
its proof), we obtain
EXe
λ|Fn−EXFn| ≤ CeCλ2M2n−1 .(6.6)
Applying the same argument to the second term in (6.3), we have
EY e
λ|EXFn−EX,Y Fn| ≤ CeCλ2M2n−1 .(6.7)
Now, let us turn to the spherical case. Since |X|, |Y | ≤ C√n, using the expression
of ∂XiFn in (6.5), we have
|∇XFn| ≤ CMn− 12 .(6.8)
We need Levy’s inequality stated below (see [9, Corollary 5.4]).
Lemma 6.4. Let f : Sn−1 → R be Lipschitz with Lipschitz constant L, and let X be
distributed uniformly on Sn−1. Then there are constants C, c > 0 such that
P{|f(X )− Ef(X )| ≥ Lt} ≤ Ce−cnt2
Note that X is uniform on
√
mSm−1. Set X = X/√m. Then, (6.8) becomes
|∇XFn| ≤ CM . Hence, the above lemma implies
PX{|Fn − EXFn| ≥ t} ≤ Ce−cnM−2t2 .
Now apply [16, Proposition 2.5.2] to see that (6.6) holds, and so does (6.7) via the
same method.
In conclusion, (6.3), (6.4), (6.6) and (6.7), with λ replaced by λ
√
n yield
Eeλ
√
n|Fn−Fn| ≤ CeCλ2M2 .
[16, Proposition 2.5.2] implies that, for λ sufficiently small,
Eeλ
2n|Fn−Fn|2 ≤ CeCλ2M2 .(6.9)
6.2.2. Application of an ǫ-net argument. The goal is upgrade (6.9) to a bound on
E sup(t,h)∈[0,M ]3 e
λ2n|Fn−Fn|2 . The estimate (3.17) implies that, for |t− t′|+ |h−h′| ≤ 1,
|Fn(t, h)− Fn(t′, h′)| ≤ C
(
1 + n−
1
2
(|W |op + |U |+ |V |))(|t− t′| 12 + |h− h′| 12).
For ǫ ∈ (0, 1], let us introduce the ǫ-net
Aǫ = {ǫ, 2ǫ, 3ǫ . . . }3 ∩ [0,M ]3.
Hence, for λ small, we have
E sup
(t,h)∈[0,M ]3
eλ
2n|Fn−Fn|2
≤ E
(
sup
(t,h)∈Aǫ
eλ
2n|Fn−Fn|2
)
exp
(
Cλ2ǫ
(
n+ |W |2op + |U |2 + |V |2)
))
≤
(
E sup
(t,h)∈Aǫ
e2λ
2n|Fn−Fn|2
) 1
2
(
E exp
(
Cλ2ǫ
(
n+ |W |2op + |U |2 + |V |2
))) 12
(6.10)
where we used the Cauchy–Schwarz inequality in the second inequality. Since |Aǫ| ≤
(M/ǫ)3. Using the union bound and (6.9), we have(
E sup
(t,h)∈Aǫ
e2λ
2n|Fn−Fn|2
) 1
2
≤ C(M/ǫ) 32 eCλ2M2, λ ∈ R.(6.11)
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Set ǫ = C−1n−1 in (6.10) with C therein, and use (6.11) to see
E sup
(t,h)∈[0,M ]3
eλ
2n|Fn−Fn|2
≤ C(Mn) 32 eCλ2M2
(
E exp
(
λ2
(
1 + n−1(|W |2op + |U |2 + |V |2)
))) 12
.
We claim that, for small λ > 0,
E exp
(
λ2
(
1 + n−1(|W |2op + |U |2 + |V |2)
)) ≤ C.(6.12)
This immediately gives
E sup
(t,h)∈[0,M ]3
eλ
2n|Fn−Fn|2 ≤ C(Mn) 32 eCλ2M2 .
Finally, using Jensen’s inequality, we conclude that
E sup
(t,h)∈[0,M ]3
|Fn − F n|2 ≤ λ−2n−1 log
(
E sup
(t,h)∈[0,M ]3
eλ
2n|Fn−Fn|2
)
≤ Cn−1(M2 + log n),
as desired. The proof will be complete once (6.12) is verified.
6.2.3. Proof of (6.12). We want to bound exponential moments of |W |op, |U | and
|V |. Using the fact that U and V are standard Gaussian in Rm and Rn, respectively,
we have, for λ small,
Eeλ
2n−1|U |2, Eeλ
2n−1|V |2 ≤ C.(6.13)
Then, we try to bound Eeλ
2|W |2op. For x ∈ Rm with |x| ≤ 1, {(Wx)i}ni=1 is a vector
in Rn consisting of independent centered Gaussian entries with variance |x|2 ≤ 1.
Hence, there are C, c > 0 such that for λ small
Eeλ
2|Wx|2 ≤ Cecλ2n,
which by Chebyshev’s inequality implies that
P{λ2|Wx|2 ≥ t} ≤ Ce−t+cλ2n.(6.14)
Now let us consider a finite set B ⊂ {x ∈ Rm : |x| ≤ 1} with the following
properties:
— for any distinct x, y ∈ B, we have |x− y| > 1
2
;
— for every x ∈ {x ∈ Rm : |x| ≤ 1}, there is y ∈ B such that |x− y| ≤ 1
2
.
By the first property, all balls with radius 1
2
and centered at a point in B are disjoint.
Since the union of these balls is contained in a ball of radius 2, the size of B satisfies
(1/2)m|B| ≤ 2m. Also recall (2.1). Hence, there is a > 0 such that,
|B| ≤ 4m ≤ an.(6.15)
The second property of B, along with the fact |Wx−Wy| ≤ |W |op|x− y|, implies
that
|W |op = sup
|x|≤1
|Wx| ≤ sup
x∈B
|Wx|+ 1
2
|W |op.
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Therefore, we have |W |op ≤ 2 supx∈B |Wx|. This along with (6.14) and (6.15) yields
P{eλ2n−1|W |2op ≥ t} ≤ Can exp (− c′n log t + cnλ2) ≤ C(aecλ2
tc′
)n
,
for an additional constant c′ > 0. Writing b = (aecλ)
1
c′ , we have, for n large,
Eeλ
2n−1|W |2op =
∫ ∞
0
P{eλ2n−1|W |2op ≥ t}dt ≤ b+
∫ ∞
b
C
(
b
t
)c′n
dt = b+
Cb
c′n− 1 ≤ C.
This and (6.13) imply (6.12).
6.3. Discussion on the sparse model. Since one of the goals of this work is to
convey the versatility of our approach, we briefly discuss possible modifications of
our arguments to study the sparse model, described below.
Let P1 and P2 be probability distributions supported on [−1, 1]. Consider two
sequences {ρ1,n}∞n=1 and {ρ2,n}∞n=1 of real numbers in [0, 1]. They are interpreted as
the sparsity parameters. Typically, at least one of the parameters goes to zero as
n→∞. Let X and Y be distributed according to
PX,Yn =
(
ρ1,nP1 + (1− ρ1,n)δ0
)⊗m
⊗
(
ρ2,nP2 + (1− ρ2,n)δ0
)⊗n
where δ0 is the Dirac measure at 0. In other words, X and Y have i.i.d. entries and
their distributions have certain degrees of sparsity. To compensate for this sparsity
of signal, it is natural to enlarge the signal-to-noise ratio correspondingly. Namely,
we introduce another sequence {tn}∞n=1 with limn→∞ tn =∞.
For each n ∈ N, let fn be the weak solution to (2.5) with initial condition ψn =
F n(0, ·). We are interested in the asymptotics of F n(tn, ·)−fn(tn, ·) as n→∞. Recall
the definition of A(c) introduced above Theorem 5.1. It can be checked that all ψn
belong to A(c) for some c > 0. Hence, Theorem 5.1 is applicable here. However,
the issue is that tn now diverges to ∞, while the estimate in Theorem 5.1 depends
polynomially on tn. Therefore, more effort is needed to get meaningful estimates.
Since we are mostly interested in asymptotics when h is small, one place to start
is to choose a better region An = [0, tn]× [0, an] × [0, bn] instead of blindly applying
Theorem 5.1 to the region [0, tn] × [0, tn]2. Examining its proof, we can notice that
M is linked to the choice of R defined after (5.9). In its current form, we artificially
add 1 to the definition of R, but actually it can be made to have the same order as
‖F n‖Lip + ‖fn‖Lip. Even further, instead of the circular region (5.10), we can choose
a rectangular region with two sides varying differently, the orders of which depend
on ‖∂hkF n‖∞ and ‖∂hkfn‖∞. These quantities can be bounded in terms of powers of
ρk,n. From these considerations, also taking into account the specific orders of tn and
ρk,n, we can determine a proper An.
In the proof of Theorem 5.1, we used several estimates from Lemma 3.2. In the
sparsity case, we can improve these estimates by obtaining decay rates in terms of the
sparsity parameters. Finally, after we have chosen a better region An, the quantities
K and L in (2.2)-(2.3) can be redefined accordingly. Again, we can use the sparsity
to improve many related estimates.
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