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This thesis is concerned with the means by which cells preserve genetic 
information and, in particular, with the competition between different DNA damage 
responses. DNA is continuously damaged and imperfect repair can have extremely 
detrimental effects. Double strand breaks are the most severe form of damage and can be 
repaired in several different ways or countered by other cellular responses. DNA context 
is important; cell cycle, chromosomal structure, and sequence all can make DSBs more 
likely or more problematic to repair. Saccharomyces cerevisiae is very resilient to DSBs 
and primarily uses a process called homologous recombination to repair DNA damage. 
To further our understanding of how S. cerevisiae efficiently uses homologous 
recombination, and thereby minimizes genetic degradation, I performed a screen for 
genes affecting this process.  
 In devising this study, I set out to quickly quantify the contribution of every non-
essential yeast gene to suppressing genetic rearrangements and deletions at a single locus. 
Before I began I did not fully appreciate how variable and contingent this type of 
recombination phenotype could be. Accounting for the complex and changing 
recombination baseline across many tests became a significant effort unto itself. The 
requirements of the experimental protocols precluded the use of traditional recombination 
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ABSTRACT  
 rate calculation methods. Searching for the means to compare the utility of 
normalizations and to validate my results, I sought general approaches for analyzing 
genome wide screen data and coordinating interpretation with existing knowledge. It was 
advantageous during this study to develop novel analysis tools. The second chapter 
describes one of these tools we developed, a technique called CLIK (Cutoff Linked to 
Interaction Knowledge). CLIK uses preexisting biological information to evaluate screen 
performance and to empirically define a significance threshold. This technique was used 
to analyze the screen results described in chapter three.  
 The screen in chapter three represents the primary work of this dissertation. Its 
purpose was to identify genes and biological processes important for the suppression of 
recombination between DNA tandem repeats in yeast. By searching for gene deletion 
strains that show an increase in non-conservative single strand annealing, I found that 
many genetic backgrounds could induce altered recombination frequencies, with genes 
involved in DNA repair, mitochondria structural and ribosomal, and chromatin 
remodeling genes being most important for minimizing the loss of genetic information by 
HR. In addition, I found that the remodeling complex INO80 subunits, ARP8 and IES5 
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Genome Maintenance 
 
In order to persist, life forms must maintain viability in the face of constant 
environmental insult and degradation. Highly regulated protein production and catabolic 
pathways reduce the aggregation of aged polypeptides and other toxic products of cellular 
life. This system of continuous protein turnover requires a central information repository, 
which is achieved via DNA and RNA. Despite its importance, DNA is also subject to 
degradation, and, unlike proteins, the genome cannot be discarded and recreated from a 
stable source. A multitude of responses have therefore evolved that negate and restore 
corrupted genetic information. (Figure 1). The most direct response is through chemical 
restoration of altered DNA. Organisms also respond to degradation by continuously 
replicating and recombining DNA. Whether these mechanisms are primarily a response 
to DNA damage is debated (Archetti, 2010; Felsenstein, 1974; Horandl, 2009). However, 
the processes of repair, recombination, and replication are linked and can be seen as, at 
least in part, alternate but related means to the same end, that of preserving a functional 
genome. The study of how all these pathways are coordinated and compete to maintain 
cellular identity and organismal longevity remains important.     
 
Recombination and Repair 
  
 Genetic recombination is the rearrangement or reordering of the nucleotide 
sequences on chromosomes. This rearrangement is usually observed following mitosis or 
meiosis wherein a daughter cell shows a genetic change with respect to the progenitor 
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cell that is not due to simple polymerization error. It can consist of deletions, 
translocations, insertions, inversions, and duplications. Recombination is a potential 
consequence of necessary DNA damage repair. It is also an important and evolvable 
mechanism for generating genetic diversity, regulating the copy number of repeated 
elements such as telomeric or ribosomal repeats, and allowing site specific functional 
rearrangements such as those required for mating type switching in fungi or V(D)J 
recombination for immunological diversity in higher eukaryotes.   
Meiotic recombination has been formally studied since the late 1860s starting 
with G. Mendel’s work on hybridization of pea plants.  By the 1930s, from work at 
Columbia University by T.H. Morgan and others studying fruit flies and x-irradiation, it 
was clear that mitotic recombination could also occur and may be related to x-ray 
resistance (Muller, 1927; Stern, 1936; Sturtevant, 2001). Yet the relationship between 
DNA repair and recombination took many more decades to elucidate (Friedberg, 2008). 
Models explaining the physical basis of genetic recombination were developed before the 
structure of DNA was described in 1953. For instance, the geneticist H.J. Muller 
speculated that recombination required a breakage in the genomic material. However, it 
was not clear until the 1960s and 1970’s that recombination and DNA damage were 
linked (Haber, 2008).  
In the 1950’s, non-Mendelian inheritance was observed in fungi and yeast and 
models describing the non-reciprocal transfer of information from one region to another 
were proposed that referred to the phenomenon as gene conversion (Lindegren, 1955; 
Mitchell, 1955). This research enabled greater insight into possible recombination 
mechanisms and in 1964 R. Holliday proposed a model explaining observed 
  4 
recombination events where initiating ssDNA breaks lead to the formation of 
heteroduplex repair structures (Holliday, 1964). This model continued to be refined by 
others, and it is now clear that both perfect and imperfect DNA repair, including 
recombination, are only one type of consequence following DNA damage (Haber, 2008). 
Together, the cellular responses to DNA damage include damage tolerance, checkpoint 
activation, conservative repair, recombinogenic or non-conservative repair, checkpoint 
activation, cell cycle arrest or senescence, and apoptosis (Figure 1).  The interactions 
between these partially redundant pathways, and the means by which the cell choses 
between them are at the forefront of current research efforts. 
With detailed mechanistic insight into DNA repair, it has been increasingly 
possible to study DNA repair directly.  Alvaro et al. (2007) used the accumulation of 
tagged Rad52, a central repair protein, as a marker to screen for genes that lead to 
increased formation of repair centers (Alvaro et al., 2007). However, many of these genes 
showed no measureable outcome in terms of recombination and no lasting genetic 
consequences. In this sense, the screen was not sensitive to factors that suppress or 
facilitate recombination but instead tracked the activation of DNA damage repair proteins 
themselves. From the perspective of an individual cell the possible responses to DNA 
damage can have extremely different consequences and damage repair per se may be less 
important. Indeed, though repair does require protein synthesis and metabolic products, 
the outcomes of damage that include damage tolerance or conservative repair are 
essentially unnoticeable; whereas cell cycle arrest and apoptosis may contribute to a 
variety of disorders and ultimately reduce lifespan; and recombinogenic repair can lead to 
cancer.  
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Measuring Recombination 
  
 In 1943, Luria and Delbruck showed that phage resistant bacteria lineages arose 
independently of exposure to the phage (Luria and Delbruck, 1943). More generally, they 
demonstrated that mutations occur randomly and spontaneously throughout a population 
in the absence of any selection. They could distinguish between this possibility an the 
alternative possibilities, of acquired immunities, because in the latter case, “If we find 
that a bacterium survives an attack, we cannot from this information infer that close 
relatives of it, other than descendants, are likely to survive the attack.” (Luria and 
Delbruck, 1943) Instead, they found that they could infer that relatives of a survivor 
would survive, even when the shared ancestor originated from before the introduction of 
phage-based selection. This has since been generalized to describe all analogous systems 
and it applies to the study of genetic recombination. 
 The reasoning behind Luria and Delbruck’s experiment is, that mutations will 
occur in a uniform population according to a Poisson distribution. Technically, the 
expected probability (P) that a culture will have exactly (m) mutation events, given a rate 
(µ), is, P(m) = e- µ (µm/ µ!). So, most colonies will experience few mutation events and a 
quickly decreasing number of colonies will experience a greater numbers of mutation 
events. Once a mutation occurs however, all descendants of the mutant will (in the 
absence of reversions) also possess the mutation and the so the mutation will propagate 
exponentially (Figure 2).  If the observed frequency of mutants (or observed number of 
samples with no mutants) had been distributed according to a Poisson distribution (where 
variance = mean), then Luria and Delbruck could have inferred that the mutations 
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occurred after the selection was applied. Instead by comparing frequencies (performing 
what we now call a fluctuation test) they showed that the actual frequencies fluctuated 
with greater variance than is consistent with a Poisson distribution. The samples skewed 
more dramatically to the right, with more samples containing many mutants. Thus the 
mutations occurred randomly, prior to and independent of selection. 
 The actual shape of the real frequency distribution conformed to what we now 
called a Luria-Delbruck distribution. In 1949, Lea and Coulson extended these results, 
describing a slightly more accurate model, and importantly providing several methods to 
estimate mutation rate (µ) by measuring mutation frequency (r) (Lea and Coulson, 1949). 
Because a mutation or recombination event can happen at any point in the growth of a 
culture, a frequency measurement is of little use without normalization (Figure 2). 
Therefore most experimenters prefer to transform frequencies to rate estimates, which 
allows for the comparison of different strains both within and between studies.   
 One of the simplest and oldest transformations was devised by Lea and Coulson 
and is called the method of the median.  In this method, the median frequency (ř) for a 
strain is calculated and entered into a function (ř/m – ln(m) = 1.24) or compared to a table 
of results to obtain the number of mutations (m) that occurred in the culture. By dividing 
by culture size (Nt), mutation rate is obtained. This method is most effective when most 
cultures have mutants and m is between 1.5 and 15 (Rosche and Foster, 2000). Other 
calculation methods were also provided or have since been developed that are more 
statistically accurate or operate according to slightly different assumptions (Foster, 2006; 
Jones et al., 1994; Lea and Coulson, 1949; Nadas et al., 1996; Natarajan et al., 2003; 
Rosche and Foster, 2000). These are more or less appropriate depending on “the 
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particular conditions of the experiment and the mathematical sophistication and 
persistence of the user.” (Foster, 2006) 
Mutation or recombination rate estimator methods mostly share several general 
assumptions. With respect to recombination they are: one founder cell per sample, no 
pre-existing recombinants, exponential growth, a constant recombination rate, equal 
growth rates for recombinants and non-recombinants, no reversions, no cell death, full 
detection of all recombinants, and perfect plating efficiency. Departures reduce accuracy 
and more sophisticated methods are designed to control for deviations from some of these 
assumptions. Importantly, the accuracy in the estimation of recombination rate for any 
measurement is low and these estimates are not normally distributed. Therefore, many 
samples need to be measured for any one strain and accuracy increases with sample size. 
It is generally thought to peak, for practical purposes, around 40 samples (Foster, 2006; 
Jones et al., 1994). Notably, while the starting population can be very small relative to the 
final cell count (instead of only one), in all current methods, a fair comparison between 
the estimated recombination rates of different strains requires that the beginning cell 
numbers be equivalent and that the final cell numbers be equivalent.  
 
Consequences of Recombination 
 
Recombination introduces genetic diversity in populations and is a prime driver of 
speciation. It also counteracts the accumulation of deleterious mutations in lineages, 
known as Muller’s ratchet (Muller, 1932). However, most recombination relevant to 
these topics arises during meiosis. Mitotic or somatic recombination also occurs, but at a 
  8 
much lower rate. Consequently it is of a lesser significance to the evolution of gene 
families and divergence of lineages. Illegitimate mitotic recombination, though, can have 
severely detrimental consequences to individuals during their lifetime. The ability to 
maintain DNA integrity is a limiting factor for organismal longevity. Mutations that 
increase the incidence of damage or impair the repair of damage greatly reduce lifespan. 
And recombination, which is a potential outcome of that repair, is both a cause and 
consequence of several diseases including those of cancer and aging. 
In a survey of 24 breast cancer genomes, a total of 2166 somatic rearrangements 
were detected, representing perhaps 50% of all actual rearrangements (Stephens et al., 
2009). Many of these were asymptomatic, called passenger mutations, but many were 
causal or driver mutations. Most common were amplifications, followed by duplications, 
then large deletions.  Many of these activated well-studied oncogenes or deactivated 
tumor suppressors and were likely mutated following characterized DSB repair processes 
(described below). As of 2012, there are currently at least 487 genes implicated in cancer 
formation, representing more than 1% of human genes. Of these, 326 genes are known to 
be transforming following a translocation, representing the largest class. Out of those 487 
genes, 90% have been activated through somatic mutation and 20% are known to be 
activated by germline mutation (Futreal et al., 2004). Hence cancer is likely to be related 
to mitotic recombination events that occur during the lifetime of an individual.  
Recombinogenic DNA repair pathways themselves are significantly elevated in 
cancer cells, leading to a positive feedback property: more mutations leading to increased 
recombination rates (Hoeijmakers, 2009). This can be accelerated through fusion 
breakage cycles where ends from multiple DSBs are ligated together and form dicentric 
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chromosomes, which are then fragmented again during anaphase, beginning the process 
anew. In addition to initiating carcinogenesis, these recombination events drive tumor 
progression and form more aggressive cancers. In an examination of primary myeloma 
cells, recombination activity was 11-fold higher than in controls and suppression of these 
pathways decreased genetic variation of tumor cells, whereas induction lead to increased 
mutation and facilitated the development of drug resistance (Shammas et al., 2009). This 
observation is confirmed clinically, where elevated expression of these recombinogenic 
repair pathway proteins is associated with decreased patient survival.  
Inherited disorders, in which a DNA repair protein or DNA damage signaling 
protein is disabled, further demonstrate the consequences of imperfect DNA damage 
repair and genetic recombination. These disorders often lead to increased cancer 
susceptibility. Some of the first human DNA repair genes discovered came from 
examining patients with cancer susceptibility. Xeroderma Pigmentosum (XP) is a 
disorder of extreme UV sensitivity and leads to a 2000-fold increase in the incidence skin 
cancer incidence. In the late 1960s, soon after the NER pathway was characterized in 
bacteria, XP patients were examined and found to possess a defective protein normally 
important in enabling the polymerization of DNA following UV induced damage. 
Another, currently highly publicized, cancer predisposition disorder results from 
inherited BRCA1 and BRCA2 mutations. These mutations significantly increase the risk 
for breast and ovarian cancer and account for 5-7% of all cases and increase an 
individual’s lifetime risk up to 80% (Roy et al., 2012). These proteins are important in 
sensing damage and repairing it by HR (Scully et al., 1997; Sharan et al., 1997). BRCA1 
acts in a damage-signaling complex and mutants show altered DNA damage response and 
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increased recombination (Bunting et al., 2010). BRAC2, in turn, interacts with the central 
recombination protein, Rad51, and helps recruit it to DSBs (Thorslund et al., 2010). 
One more example of inherited recombinogenic disorders is Werner syndrome. 
The Werner gene encodes a helicase with exonuclease activity that is important for HR, 
NHEJ, BER, replication fork stability, and telomere maintenance (Bohr, 2008). Mutation 
leads to genomic instability and cancer susceptibility as well as altered telomere 
dynamics and the shortening in proliferative capacity for cells. Interestingly, this is 
accompanied by the accelerated development of symptoms that closely resemble the 
atrophy and functional decline of normal aging and reduces median lifespan to less than 
50 years. These disorders, and similar ones, including Hutchinson-Gilford, highlight the 
association between cancer, DNA damage, and aging (Ding and Shen, 2008). 
Cancer becomes more likely with age as cells accumulate mutations but even in 
noncancerous cells genomic instability often increases with age (Gorbunova et al., 2007; 
Li and Vijg, 2012). Relationships between recombination and aging are most clear in the 
case of yeast. In yeast, for instance, there is a switch in repair pathways leading to 
increased recombination and more frequent loss of heterozygosity as a cell ages 
(McMurray and Gottschling, 2003). In yeast, it is also evident that recombination 
products cause senescence. For yeast, age can be measured as replicative lifespan (RL) 
according to the number of daughter cells that are produced before a cell becomes 
senescent. New daughter cells are eventually limited in part by the formation of extra 
chromosomal circles by recombination at the rDNA locus (Falcon and Aris, 2003; 
Sinclair and Guarente, 1997). During S-phase, replication proceeds bidirectionally but is 
arrested in one direction in rDNA due to replication fork barriers (RFB), which are 
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present in every repeat. The RFBs prevent collision between replication and transcription 
machinery, but also cause replication fork collapses and the formation of DSBs. The gene 
product encoded by FOB1 is necessary for RFB activity and it increases recombination in 
rDNA. Correspondingly, deletion of FOB1 significantly increases replicative lifespan by 
up to 50% (Kobayashi, 2003). Proteins that affect genomic remodeling at rDNA also 
affect longevity (Kaeberlein et al., 2005b; Kolodner et al., 2002; Myung et al., 2001). 
Approximately half of the rDNA repeats are typically silent in yeast and perturbing gene 
silencing (such as the by mutation to the sirtuin family of proteins) can increase damage 
and alter repair. Despite the unique aging mechanism in yeast, these same chromatin 
remodelers seem to affect lifespan in most other organisms as well, including mammals. 
This suggests that silencing and DNA repair are also important for determining longevity 
in mammalian cells, and implies that recombination may also be involved in aging. 
In mammals, the relationship between recombination and aging is complex, yet 
some of the observations described for yeast seem also to be true. Like yeast there is 
evidence that DNA damage repair changes as a cell ages. Mice fibroblasts from older 
animals, for example, seem less able to perform base excision repair than those from 
younger ones (Cabelof et al., 2002). And the inverse relationship can also be 
demonstrated, DNA damage can cause aging and ionizing radiation reduces lifespan. 
Moreover, the tumor suppressor p53, which is activated by DNA damage, can have a 
suppressive effect on longevity. In an examination of patients with a hypoactive variant 
of p53, there was a 2.5-fold increase in cancer incidence, yet in patients 85 or older there 
was a 40% enhancement of survival implying slower aging (van Heemst et al., 2005). 
Similar results are present in mice models (Donehower, 2002). These experiments do not 
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indicate that recombination, precisely, is causally linked to aging in mammals. Instead 
DNA damage response pathways are involved in aging and recombination can impair 
these systems (Kirkwood, 1977; Ljubuncic and Reznick, 2009). However, there is also 
evidence that recombination, specifically at telomeric regions, does decrease cell lifespan 
in mammals (Donate and Blasco, 2011; Hagelstrom et al., 2010).  
In summary, genetic recombination arising from DNA damage repair is a 
significant threat to cell function. Aberrant recombination can alter the expression of 
proteins and in metazoans this can lead to unregulated cell proliferation and cancer. The 
accumulation of mutations and genetic recombination at particular loci, on the other 
hand, including the rDNA locus in yeast or at telomeres in mammals, can significantly 
reduce cellular longevity.  Both types of consequences indicate that it is essential for a 
cell to not only repair DNA damage effectively but to do so in a way that minimizes the 
alteration of the genetic information involved.  
 
Sources and Types of DNA Damage 
 
DNA is a more stable carrier of genetic information than RNA, polypeptides, or 
most other biomolecules that might feasibly fill the same role (Fekry et al., 2011; 
Larralde et al., 1995; Westheimer, 1987).  The phosphodiester backbone-linkage in DNA 
has a half-life in water of 30,000,000 years (Schroeder et al., 2006). Moreover, the double 
helical conformation is protective and endows a redundancy, which enables recovery of 
information and facilitates replication. The utility of this innate redundancy was famously 
suggested in Watson and Crick’s original paper describing the structure of DNA: “the 
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specific pairing we have postulated immediately suggests a possible copying mechanism 
for the genetic material” (Watson and Crick, 1953) Yet several chemical bonds in DNA 
do decompose at a biologically important rates in water, and much more reactive reagents 
are encountered in vivo (Figure 1).  Because of this, a human cell may suffer 100,000 
DNA alterations per cell per day (Hoeijmakers, 2009). 
Most damage occurs to one strand of DNA at a time (Singh, 2000). This includes 
the alteration or removal of bases, aberrant covalent bonding with other molecules, and 
the breakage of the phosphate backbone (Figure 1). This damage can interfere with 
transcription, replication, and may also cause mutation. A more severe form of genetic 
degradation involves the simultaneous breaking of both strands of DNA helix, and is 
called a double strand break (DSB). This form of damage is more mutagenic and an 
unrepaired DSB can be lethal to a cell (Resnick and Martin, 1976).  
Endogenous Sources 
The most rapid and common spontaneous reaction in DNA is depurination. 
Depurination occurs at a rate of 4  X  10 -9 events per second  at  70°C (Lindahl and 
Nyberg, 1972). Due to large amounts of DNA, a mammalian cell may loose up to 12,000 
purines per day and a long-lived cell, like a human neuron, could loose 3% of its total 
purine content by hydrolysis during its lifetime (Lindahl and Nyberg, 1972).  This 
reaction leads to an unpaired base and an apurinic site that can also potentially stall 
replication polymerases, possibly leading to additional DNA damage, but these apurinic 
sites can be efficiently repaired in several ways. 
The loss of pyrimidines occurs at only 5% the rate of purines but still occurs at 
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biologically significant rates. Conversely deamination of pyrimidines, occurs more 
rapidly than to purines, and deaminitive transformation of cytosine to uracil is estimated 
to occur 100-500 times per day in a human cell. (Lindahl, 1993) Methyluracil (thymine) 
is also formed by deamination of methylated cytosine, and this reaction causes a 
mismatch with guanine, a difficult to repair lesion that may induce transversion from G-C 
to A-T. This process accounts for 1/3 of single base mutations in humans (Lindahl, 
1993).   
Depurination and deamination occur spontaneously, but there are also additional 
damage sources in living cells. The most significant threat lies in formation of free 
radicals, typically reactive oxygen species (ROS), such as superoxide anions, hydroxyl 
radicals, and hydrogen peroxide. These can form from a variety of external agents, 
including chemical mutagens, UV-light, and high-energy radiation, but also form 
endogenously due to aerobic respiration (Evans et al., 2004; Kultz, 2005; Tuteja et al., 
2009). It is estimated that in rat liver 6.5 x 1010 oxygen radicals are formed per cell per 
day and correspond to approximately 9000 oxidized DNA residues (Fraga et al., 1990). In 
addition to proteins and lipids, mitochondrial DNA is at the greatest risk for oxidation 
although nuclear DNA is also vulnerable.  Multiple bonds in DNA can act as electron 
acceptors during oxidation and more than 20 products are known to form (Cooke et al., 
2003). The best-studied and probably most prevalent reaction is the formation of 8-
hydroxyguanine (also known as 8-oxoguanine), which is used as a biomarker for 
oxidative stress and is known to be mutagenic. (Evans et al., 2004; Moriya, 1993; 
Slupphaug et al., 2003) Altogether, oxidative damage entails altered bases and sugar-
phosphates and can cause single strand breaks and double strand breaks.  
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Enzymes also cause significant DNA damage, some by evolutionary selection. 
Bacteria and other organisms, including yeast, synthesize endonucleases that cleave DNA 
in sequence specific locations. Many eukaryotes produce yeast Spo11 analogs, a protein 
which initiates the DSBs that aid in meiosis (Cole et al., 2010; Smith and Nicolas, 1998). 
Endogenous retrotransposons present in most organisms insert themselves randomly into 
the genome. Additionally, topoisomerases introduce transient single strand nicks, which 
can lead to permanent damage, particularly when the enzyme is mutated. Additionally, 
helicases that are required to unwind DNA expose ssDNA that is less protected against 
oxidation and hydrolysis than the condensed form. Mutations in helicases or conflict 
between competing processes such as during replication are additional sources of 
damage. Furthermore, DNA damage repair pathways themselves can introduce damage. 
For instance, the BER protein Ape1 creates a single stranded nick upstream of a damaged 
base that must later be properly religated. Both the NER and BER pathways can remove 
up to 30 nucleotides during repair (Sancar et al., 2004).  Error in these processes can lead 
to DSBs and severe genetic consequences.  
Finally, the replication process itself is a significant source of damage, 
particularly of DSBs (Krogh and Symington, 2004). Most spontaneous DSBs are thought 
to arise during replication. Replication requires the removal of all chromosomally 
associated proteins and this conflicts with the progress of transcription and damage repair 
functions. Malfunction during these processes and the presence of altered template DNA 
such as secondary structure, lesions, and bound proteins can cause replication fork 
collapse (Fabre et al., 2002). Single strand breaks or single strand gaps in particular can 
be converted into DSBs (more accurately termed double strand end) during replication as 
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A variety of external sources also lead to DNA damage. 50% of the mutations 
found in human cancers are thought be caused by exogenous carcinogens, such as 
cigarette smoke, which can cause the formation of up to 6000 DNA adducts per cell per 
day (Phillips et al., 1988). Chemical mutagens include chemotherapeutic drugs, solvents, 
dyes, pollutants, and others. The National Toxicology Program’s 12th report on 
carcinogens lists 240 substances or classes of chemicals known or suspected to cause 
human cancer (2011). Many of these act by inducing DNA damage and some are 
commonly used to study DNA damage repair. These can mimic the damage that is 
generated endogenously. The so-called radiomimetic drug, methyl methanesulfonate 
(MMS), for instance, induces the methylation of bases primarily forming 7-
methylguanine (Wyatt and Pittman, 2006). This modified base is excised to form an 
apurinic site or may cause replication fork collapse, which requires DSB repair pathway 
activity (Lundin et al., 2005).  Other chemical agents, like the therapeutic drug cisplatin, 
induce crosslinks in DNA. Crosslinks are especially complex and toxic lesions, and may 
often be converted to DSBs prior to repair (Hanada et al., 2006).  
UV radiation may be the most common of all environmental genotoxins (Cadet et 
al., 2005; Tuteja et al., 2009). UV forms ROS and induces direct DNA lesion, most 
commonly, pyrimidine photodimers. These can cause CC-TT transversions and interfere 
with replication. Little recombination results from UV radiation and what occurs is most 
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likely indirect (Kupiec, 2000). 
X-ray radiation, gamma radiation, and other high-energy ionizing radiation can 
also cause significant DNA damage. Ionizing radiation was one of first known sources of 
DNA damage and is commonly used for medical purposes and in research. Ionizing 
radiation can cause base damage, inter-strand crosslinks, single strand breaks and double 
strand breaks from both direct and indirect action. Approximately 65% of damage is 
likely to come from the ionization of water while the remaining is due to direct ionization 
(Ward, 1988). Most direct lesions are single strand breaks or damaged bases (Jeggo et al., 
2011; Singh, 2000). However many, if not most sites of damage are complex or multiple 
damage sites where several different kinds of lesions have formed in close proximity 
(Tian et al., 2002; Ward, 1988). These can often lead to DSBs and are particularly 
difficult for the cell to repair (Barlow et al., 2008). 
Single Strand Damage Repair 
Direct Repair 
Multiple overlapping repair pathways exist which restore single strand damage 
(Figure 2). The most straightforward repair is through one step reversal of the original 
chemical reaction. The earliest repair pathways to be discovered were the 
photoreactivation by DNA photolyase of UV induced dimerization (Sancar, 2003). 
Photolyases recognize and bind CPDs and catalyzes the remonomerization of the 
pyrimidines using the energy from absorbed light. This reaction pathway is highly 
conserved and remnants exist in unexpected and highly divergent organisms. It is 
preeminently important for plants, but does not function in mammals. Another example 
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of direct reversal is in the repair of methylated bases such as the repair of 7-
methylguanine by methyltransferases. This enzyme, and similar ones that directly restore 
alkylated DNA, are better conserved and function in most organisms. They work by 
transferring the mutagenic moiety from DNA to the protein, thereby permanently 
deactivating the enzyme but restoring the original chemical structure.  
 
Base Excision Repair 
 
The most prevalent premutagenic alterations in humans are thought to be the 
oxidation of guanine to form 8-hydroxyguanine and the deamination of cytosine 
(described above) (Lindahl, 1993). The BER pathway repairs both types of lesions. 
During BER altered bases including oxidized, alkylated, and deaminated bases, as well as 
mismatched bases, are recognized and removed by specific glycosylases to leave an 
abasic site (Sancar et al., 2004; Wyatt and Pittman, 2006). An AP (apurinic or 
apyrimidinic) endonuclease then cleaves the backbone immediately upstream (short patch 
BER) or a few base pairs downstream of the abasic site (long patch BER). In mammals 
during short patch BER, polymerase Pol β resynthesizes the excised DNA and Ligase III-
XRCC1 is then required to relegate the DNA. During long patch BER, the Fen1 
endonuclease cuts just 3’ to the abasic site and DNA Polδ/ε along with PCNA 
resynthesize the larger region, which is ligated by ligase I. No damage is specific to BER 
and there are no human diseases known to be associated with defective BER. 
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Nucleotide Excision Repair 
 Nucleotide excision repair is the pathway most responsible for repairing bulky 
helix distorting legions, such as those resulting from ionizing radiation, chemical 
addition, or covalently attached proteins (Friedberg, 2011). In addition this repair 
pathway can respond to some of the same substrates as the BER pathway making these 
processes partially redundant. NER also functions to repair most UV induced damage in 
mammals and other organisms that do not possess photolyases. NER proceeds by the 
creation of dual single-strand DNA cuts on either side of the recognition site. After this 
oligo is removed in conjunction with a helicase, resynthesis then occurs and the region is 
religated. In humans, 15 proteins are directly responsible in NER. A variety of contextual 
and regulatory factors affect the activity of these proteins. Nucleosomes also inhibit NER 
but chromatin modification can alleviate these effects. Initial recognition in NER is faster 
if the substrate is in a transcribed DNA region. However, transcription-coupled NER only 
recognizes lesions that directly obstruct transcription. The alternative form of NER is 
called global genome repair, and works similarly but requires different factors and is 
sensitive to damage throughout the genome and cell cycle. 
Mismatch Repair 
 Mismatch repair increases the fidelity of replication by degrading DNA at the site 
of mismatched bases or at insertion/deletion loops and enabling repolymerization 
(Jiricny, 2006). These sites are 100 bp to greater than 1000 bp in length. Unlike the other 
repair systems described, MMR system primarily responds mostly to dNTP 
misincorporation and other replication error rather than spontaneous damage per se. 
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However, MMR deficiency increases some cancer rates and can lead to tumors that are 
less sensitive to chemotherapeutic agents.  Additionally the MMR proteins seem to be 
involved in other repair pathways and help prevent aberrant strand exchange between 
diverged sequences during homologous recombination.  
Damage Tolerance 
 A less direct way to respond to altered DNA is through various DNA damage 
tolerating (DDT) mechanisms. This includes translesion synthesis, which is a process by 
which a lesion is bypassed during replication and an error-prone polymerase copies over 
the damaged nucleotides (Andersen et al., 2008; Goodman, 2002). Various polymerases 
can carry out translesion synthesis and have different repair fidelities. Consequentially 
there are, so-called, error-free and error-prone translesion synthesis pathways. 
Additionally, if replication is blocked, a template switch mechanism can bypass the 
damage and allow the replication of DNA off the complementary strand.  DDT processes 
do not resolve the original damage but instead enable the complete replication of a new 
genome that may or may not show a mutation relative to the progenitor sequence. 
DSB Repair 
DSB are the most immediately life-threatening DNA damage. Even one 
unrepaired DSB can be lethal to a cell (Resnick and Martin, 1976). Two primary repair 
classes are able to repair this type of damage: homologous recombination (HR) and non-
homologous end joining (NHEJ). HR is typically more faithful in repairing DNA without 
information loss. NHEJ does not utilize any repair template and so frequently can lead to 
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translocation, deletions, or small insertions. However, both pathways can generate 
recombination with corresponding phenotypic consequences. More recently a third class 
of DSB repair has been described called microhomology-mediated end joining (MHEJ) 
or alternative NHEJ, which repairs breaks using very small regions of homology. This 
repair pathway is less significant and also always entails small DNA deletions 
(Symington and Gautier, 2011).  
Nonhomologous End Joining 
Nonhomologous end joining (NHEJ) is conceptually the simplest DSB repair 
pathway and operates by religating together the two DNA ends formed at a break (Daley 
et al., 2005; Lieber, 2010). Enzymatically, it is more complex though, because DSB ends 
are often not chemically simple and cannot be ligated without further processing 
(Friedberg, 2006). NHEJ is also insensitive to the original DNA sequence and does not 
use a template for repair. Spatial proximity of broken ends makes complete restorative 
repair likely, but it is not necessary. Thus, promiscuous end joining is possible and ends 
from separate breaks or uncapped telomeres can be joined. Enzymes can add or remove 
DNA at the break site prior to ligation leading to nonconservative repair. Delayed ligation 
increases the opportunity for end alterations and deletions or insertions also occur during 
NHEJ (Mladenov and Iliakis, 2011). Even so, NHEJ can function efficiently throughout 
the cell cycle and often repairs damage perfectly thereby making it difficult to estimate its 
true accuracy (Karathanasis and Wilson, 2002; Moscariello et al., 2010).  
The Ku heterodimer (KU70 and KU80 in humans, YKu70 and YKu80 in yeast) 
efficiently recognize and bind unprotected DNA ends. This protects them from 
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degradation and enables the recruitments of ligase LIG4/XRCC4 and may have a role in 
maintaining ends in proximity.  NHEJ can still occur in the absence of Ku but is highly 
error prone (Mansour et al., 2008). In higher eukaryotes, it also loads and activates the 
catalytic subunit of DNA-protein kinase (DNA-PKcs) and recruits the polymerases λ and 
µ (pol4 in yeast.) The polymerases are important if the ends are not clean and, in 
mammals, are required for efficient V(D)J recombination (Lieber et al., 2008). DNA-
PKcs activation, in turn, leads to a series of phosphorylation reactions that prevent the 
ends from being resected and so suppresses homologous recombination. Following DNA-
PKcs recruitment the complex LIG4/XRCC4 ligates the ends together to restore an intact 
chromosome. If the DSB ends are non-ligatable, then enzymes, such as the mammalian 
nuclease ARTEMIS, are phosphylated and gain access to the DNA ends in order to 
process the ends. Unlike mammals, yeast does not efficiently process non-ligatable ends 
and so is more restricted in the use of NHEJ (Barlow et al., 2008). 
Homologous Recombination 
Homologous recombination (HR) or homology directed repair (HDR) pathways 
use strand homology for DSB repair (Orr-Weaver and Szostak, 1983; Resnick, 1976) 
(Figure 3). They are most often used during S-phase and G2, when homologous sister 
chromatids are available to act as repair templates. It is the predominant DSB repair class 
in yeast, but used less often in mammals. In yeast, HR is responsible for most mitotic and 
meiotic recombination events, and despite its name, it is often genetically silent (Lee et 
al., 2009). The HR processes consist of the relatively conservative mechanism of gene 
conversion (GC) as well as the rare, non-conservative mechanisms of single strand 
  23 
annealing (SSA) and break induced replication (BIR.) (Heyer et al., 2010; Krogh and 
Symington, 2004). They are mechanistically related and, in eukaryotes, require members 
of the RAD52 epistasis group. Many of these genes, including RAD52 (RADiation 
sensitive), were originally identified by x-ray sensitivity in mutants and include MRE11, 
XRS2, RAD50, RAD51, RAD52, RAD54, RDH54, RAD55, RAD57 and RAD59 (Game and 
Mortimer, 1974; Krogh and Symington, 2004). The HR pathways have different genetic 
requirements depending mostly on the type of homology-based intermediates created 
during repair (Figure 3). HR has two important rate limiting steps, the formation of the 
presynaptic, Rad51-coated filament and the search and capture of a repair template (San 
Filippo et al., 2008).   
In overview, GC is the primary HR repair process, and proceeds by several 
possible mechanisms, including double strand break repair (DSBR) and synthesis 
dependent strand annealing (SDSA). GC is often completely conservative but imperfect 
template homology can result in loss of heterozygosity (LOH) and the resolution of 
intermediates can lead to crossover events, particularly via DSBR. SSA and BIR, in turn 
might be considered “accidental” or backup pathways that occur when GC does not 
proceed normally or when it operates in repetitive DNA. SSA does not involve any 
synapsis with a homologous template strand; instead it anneals complementary DSB 
sequences that have formed within repetitive DNA following end resection. BIR, in turn, 
occurs when one end of a DSB is lost. BIR maintains polymerization through to the end 
of the template chromosome, whereas GC only copies a small region.  
HO or I-SceI endonuclease induced DSBs breaks been used to study the temporal 
and spatial ordering of these proteins and helped to refine models describing HR in yeast 
  24 
(Lisby et al., 2004). However, endonucleases produce “clean” ends that require little 
processing, unlike those created by ionizing radiation. Following the generation of a 
DSB, the MRX (MRE11, XRS2, RAD50) complex in yeast or MRN (MRE11, RAD50, 
NBS1) in humans is rapidly associated at the lesion. MRX also plays a role in NHEJ and 
is not required for HR, though it improves the rate of repair. One function may be to 
stabilize DNA ends and keep them in close proximity (Krogh and Symington, 2004). The 
protein, Sae2 (CtIP in humans) is also recruited early to breaks sites. Sae2 and MRX 
facilitate nuclease action and are required to resect ends that are not clean, particularly 
those with bulky adducts or covalently bound to proteins such as Spo11, which acts 
during meiosis (Young et al., 2004). Simultaneously with MRX, the kinase Tel1, the 
yeast ortholog of mammalian ATM, is localized to break sites (Lisby et al., 2004). These 
kinases are autophosphyorlated and initiate a DNA signaling cascade that can lead to 
checkpoint activation and repair protein synthesis. 
The irreversible commitment to HR occurs when the break site ends are resected.  
There is a possibility that HR may proceed reversibly by unwinding the DNA end in 
some systems, but in yeast, and in most descriptive models, resection must occur (Sonoda 
et al., 2006). The importance of this step is reflected by the surprising complexity of 
proteins involved. Besides MRN and Sea2, during resection the single strand binding 
protein RPA rapidly associates and stabilizes the forming ssDNA. A variety of other 
proteins are involved in the decision to resect at a DSB. In humans BRCA1/BARD1 
interacts with the early resection damage sites (Mannuss et al., 2012). In yeast, Sgs1, 
Dna2, and Exo1 (BLM, DNA2, EXO1, along with MRN and RPA in humans) act in 
various combinations to perform the actual 5’ to 3’ resection (Nimonkar et al., 2011; Zhu 
  25 
et al., 2008). Sgs1 may also act with the topoisomerase, Top3, and Rmi1 (Cejka et al., 
2010). Resection proceeds rapidly and may even be initiated bidirectionally near the DSB 
(Garcia et al., 2011). A minimum of ~300 and an average of ~800 bp ssDNA form by 
resection at ~ 4Kb per hour, though tracts can reach several Kb in length (Symington and 
Gautier, 2011; Zakharyevich et al., 2010).  It is at this point that SSA (discussed below) 
can occur or HR can continue by GC.  
If GC continues, the central mediator protein Rad52 facilitates replacement of 
RPA with the bacterial-RecA-like recombinase, Rad51. Rad51 is critical for GC and its 
absence or impaired function leads to increased SSA. Rad55 and Rad57 (also BRCA2 in 
humans) help mediate the nucleation of a continuous Rad51 filament (Thorslund et al., 
2010). This Rad51 filament is required for strand invasion at the donor template during 
GC and BIR. Interaction between Rad51 and Rad54 or Rdh54 can contribute to 
homology search and strand invasion by the Rad51 nucleoprotein filament to form a 
displacement or D-loop. Following the generation of duplex DNA the resected regions of 
DNA can be extended, copying the homologous DNA, and restoring the lost information 
(Paques and Haber, 1999). 
 Different intermediate heteroduplex repair structures can form during GC (Figure 
3). A variety of proteins are involved in directing which intermediates form and then 
stabilizing and disassembling them. If the template strand differs in the region near the 
break site, a non-reciprocal transfer of genetic information can occur. The pathway most 
similar to that proposed by Robin Holliday, is the DSB repair model (DSBR). In this 
pathway, the second single strand end is captured forming a complex double Holliday 
junction repair intermediate. This structure can be resolved by endonucleases, such as 
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Mus81-Mms4 or Yen1, in multiple arrangements with equal probability. These lead a 
fully repaired chromosome but which may have undergone crossover depending on 
resolution. Depending on the cleavage orientation of the double Holliday junction, 
crossover can occur, in which case flanking markers are reciprocally transferred between 
homologs. This frequently occurs during meiosis when the RAD51 paralogue DMC1 may 
be the active nucleofilament protein. However mitotic gene conversion usually produces 
a much lower rate of crossover recombination events. Instead a model called synthesis-
dependent strand-annealing (SDSA) more adequately predicts repair outcome. In this 
scheme, the invading strand end is displaced from the D-loop after extension and pairs 
with the original complementary strand.  
Break-induced replication (BIR) can also occur when replication proceeds along 
the entire chromosome arm to the telomere. This is particularly likely when only one end 
of a break is available, such as in the presence of a collapsed replication fork or due to 
telomere uncapping.  BIR can lead to the deletion of large portions of a chromosome as if 
gene conversion has occurred along the entire chromosome arm.  
Single Strand Annealing 
Single strand annealing can occur when a DSB is repaired within repetitive DNA 
(Figure 3). It necessary results in the loss of a repeat and any intervening sequence. The 
current mechanistic model was first described in 1984 and was accepted by the early 
1990’s when it mostly displaced several possible but complicated GC type models (Lin et 
al., 1984; Petes and Hill, 1988).  
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During SSA, single stranded DNA (ssDNA) tails form from 5’ resection at a 
DSB. The ssDNA tails anneal directly instead of being used for template search and 
strand exchange as during GC (figure 3). SSA does not require the Rad51 or other 
accessory proteins such as Rad54, Rad55, or Rad57 [58]. Interestingly, it does require 
Rad52, which has ssDNA annealing properties (Mortensen et al., 1996; San Filippo et al., 
2008). SSA also requires the NER proteins Rad1 and Rad10, or XPF/ERCC1 in humans, 
to clip overhanging DNA. Additionally, the MMR proteins Msh2 and Msh3 are required 
(Sugawara et al., 2004).  They suppress SSA between non-identical or homeologous 
sequences may prevent loop formation by misaligned complementary DNA.  
In WT cells, GC can repair any DSB that can be repaired by SSA (Ivanov et al., 
1996). The context of the damage affects the relative ratios of repair, though GC is 
usually preferred (Ivanov et al., 1996; Stark et al., 2004). Repeats that are larger are more 
likely to be repaired by SSA, with 29 bp being only used 0.2% (Sugawara et al., 2000). 
Additionally the distance between repeats is important (Schildkraut et al., 2005). A larger 
distance is less likely to be completely resected since most GC occurs with resection 
tracts less than 1 Kb (see above.) Finally, the incidence of damage is important and in 
particular transcription between the repeats, is important.  
 
Cellular Senescence and Apoptosis 
 
  Unlike yeast and other single celled organism, metazoans regulate the 
development of multiple cells types and must prevent these cells from establishing 
autonomous colonies. Metazoans therefore, consist mostly of post-mitotic cells that have 
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lost the capacity for proliferation. These cells are only capable of growth when activated 
by persistent exposure to specific mitogens. This regulation of growth provides additional 
risks from DNA damage as growth suppressor and mitogen sensors can be altered by 
mutation and recombination. The same regulation of proliferation, though, presents the 
organism with another set of important responses to DNA damage: cellular senescence 
and apoptosis. 
 Cellular senescence and apoptosis have important roles in human health. These 
processes are initiated by DNA damage and the transducers and effector pathways are 
well characterized. However, these pathways are complicated-multilevel systems, 
because apoptosis and cellular senescence have less significance for yeast, or the current 
study, they will not be described further. Nevertheless, for completeness, it is important 
to acknowledge that these are common responses to DNA damage and that these 
pathways compete with repair pathways for activation. For instance, in Werner Syndrome 
(briefly discussed above), the ability for cells to undergo senescence is reduced and this is 
likely due to an impaired interaction between the WRN helicase and the key apoptotic 
mediator protein p53 (Spillare et al., 1999). Furthermore, these systems are key targets of 
cancer-inducing recombination and p53 function is impaired in more than 80% of cancers 
(Lozano and Elledge, 2000).   
In general mutations that alter apoptosis or cell cycle arrest can affect repair 
outcomes and vice-versa. Hypothetical extensions of the results reported here into higher 
eukaryotes or analogous experiments in other eukaryotic models would therefore need to 
more carefully consider these non-repair damage responses. 
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Chromatin Context and Remodeling  
 
In the cell, DNA usually exists in a highly condensed protein associated state 
called chromatin (Friedberg, 2006). This context enables nuclear compaction, regulation 
of gene expression, and, in higher eukaryotes, epigenetic imprinting. Chromatin does 
protect DNA from damage to a degree. It restricts accessibility of damaging agents and 
induces an energetic barrier to some conformational changing reactions. However, 
chromatin, can also complicate repair by impairing access to the proteins that need to act 
on it (Conaway and Conaway, 2009; Grewal and Jia, 2007; Shroff et al., 2004). This is 
compensated because chromatin is used to facilitate DNA damage signaling and repair 
protein recruitment (Friedberg, 2006).  
The primary component of chromatin is the nucleosome, which consists of DNA 
and a protein histone complex. Histones are octamers, composed of 2 copies each of the 
proteins H2A, H2B, H3, and H4, and form a core complex around which 146-147 bp of 
DNA is wrapped. Nucleosomes are located from 10-100 bp from each other and the 
degree of compaction further affects transcription and repair. Nucleosome location is 
sequence dependent in vitro, with binding energies varying by nucleotide (Partensky and 
Narlikar, 2009). In the cell, nucleosomes are also localized, although sequence is less 
important and protein positioning is more significant. In yeast, ~80% of the genome is 
covered by specifically positioned nucleosome (Lee et al., 2007). The nucleosomes are 
further organized into higher order structures and chromosomal domains that also have 
regulatory roles and may affect DSB mobility during repair (Mine-Hattab and Rothstein, 
2012). Histone modifications, nucleosome shuffling and repositioning, or nucleosome 
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eviction can alter chromatin. In yeast four SWI2/SNF2 remodelers are known to be 
involved in damage, RAD54, INO80, SWI/SNF, and RSC (Remodels the Structure of 
Chromatin). Indeed, chromatin is modified within seconds surrounding a DSB (Downs et 
al., 2007). Protein complexes also respond to damage, for instance, NuA4 
acetyltransferases are recruited to chromatin and may aid in de-condensation. Histone 
modifications are diverse and consist of phosphorylation, methylation, acetylation, 
ubiquitylation, sumoylation, and ADP-ribosylation. 
The physical restructuring of chromatin is necessary during transcription, 
replication, and repair. Altering the protein systems that enable these remodeling 
activities therefore can have significant consequences on genetic recombination and DNA 
damage repair (Downs et al., 2007; Friedberg, 2006; Partensky and Narlikar, 2009; van 
Attikum and Gasser, 2005). Some general damage induced changes in chromatin are well 
studied. As described above, when damage is recognized the yeast kinase is activated 
and, in conjunction with the checkpoint kinase Mec1 (ATM/ATR in humans), they 
phosphorylate serines on the H2A histone subunits that surround a break. ATM itself may 
actually respond to chromatin unfolding rather than damage (Downs et al., 2007). 
Phosphorylated H2A is rapidly formed over 40kb in either direction of the break and this 
initiates greater nucleosome shuffling and repair protein recruitment. Nucleosomes are 
removed at least as far as 6 Kb away from a break sites, which facilitate accessibility by 
repair proteins (Tsukuda et al., 2005). Histone subunit H4 also undergoes modification in 
response to damage, acetylation and methylation, enable activation to dock repair 
proteins (Miller and Jackson, 2012). In mammals this contributes to the recruitment of 
53BP1 (P53 Binding Protein). Even so, while chromatin immunoprecipitation has 
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allowed detailed insight into chromatin dynamic during transcription, the lack of 
predictable locations for DSBs has constraining our understanding of the equivalent 
processes during damage. That is changing, but we have yet to develop clear and 
comprehensive models for how damage is repaired in the context of chromatin (Miller 
and Jackson, 2012). 
 
Studying Homologous Recombination in Yeast 
 
Budding yeast is a particularly good model in which to study the factors enabling 
optimal HR utilization. Up to 98% of spontaneous DSBs are repaired by HR (Malkova et 
al., 2005). During HR, template search can cover the entire genome. In yeast, induced 
ectopic recombination occurs at up to 90% efficiency and this enables targeted gene 
replacement (Barzel and Kupiec, 2008).  Yet yeast also shows regulation of HR and 
competition between pathways. During the S/G2 phase NHEJ and HR as well as MMEJ 
are all functional. And, as in most eukaryotes, HR is downregulated during the G1 phase 
of the cell cycle. The lack of sister chromatids restricts the availability repair templates, 
but the precise factors and advantages responsible for this regulation are not fully 
understood. HR is upregulated in diploid cells relative to haploids and does use 
homologous chromosomes for GC (Astrom et al., 1999; Carter et al., 2009; Li and Tye, 
2011). Yet during G1 Saccharomyces uses NHEJ to repair clean DSBs and then 
suppresses it in diploids and during the S/G2/M cell cycle phases (Astrom et al., 1999; 
Frank-Vaillant and Marcand, 2001; Li and Tye, 2011).  
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Moreover, Saccharomyces cerevisae is perhaps the most completely studied 
organism with respect to all DNA damage repair. Multiple tools, including gene deletion 
libraries, have generated large databases of genetic and protein interactions and enable 
genome wide studies. We took advantage of this richness to use and also develop 
bioinformatics tools that would not yet be feasible in other models systems. Even so, we 
expect that a better understanding of mechanisms that alter the balance of repair 
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FIGURE LEGENDS 
 
Figure 1-1. Common DNA lesions and typical corresponding response pathways.  
Nonhomologous end joining (NHEJ), homologous recombination (HR), enzymatic  
photoreactivation (EPR), nucleotide excision repair (NER), base excision repair (BER), 
mismatch repair (MMR). Some unrepaired minor damage can be tolerated (blue arrows) 
and can be bypassed by translesion synthesis (TLS) or template switching (TS.) 
Checkpoint-activating  damage (orange arrows) can lead to permanent cell cycle arrest or 
apoptosis. 
 
Figure 1-2. Random recombination events are propagated during colony growth.  A 
colony, started here from a single budding yeast cell, grows exponentially. Time is 
represented along the vertical axis, with each row representing a generation. Cells can 
undergo recombination events during any generation in any cell. These are propagated to 
all offspring and recombinants (green) are measured at the end of the culture or colony 
growth to give a sample recombination frequency. A. A colony that has undergone 4 
recombination events and produces a measured frequency of 6. B. A colony that has 
undergone only a single recombination event but also produces a measured frequency of 
6. The first colony may have a high recombination rate and the second a low rate, but 
multiple samples are needed for an accurate estimation.  
 
Figure 1-3. DSB Repair Pathways. DSBs can be repaired by homologous 
recombination (HR) or non-homologous end joining (NHEJ). Resection commits the cell 
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to HR. The primary pathways of gene conversion (GC) proceed after D-loop formation. 
The heteroduplex intermediate can then disengage to finish repair and polymerization by 
synthesis dependent strand annealing (SDSA) or can form a second Holliday Junction 
(HJ) that is resolved yield a crossover or non-crossover product according to the double 
strand break repair (DSBR) model. If the DSB occurs between repeats it can be repaired 
by single strand annealing (SSA) and if one end of the break is lost the repair can be 
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ABSTRACT 
 
 Significantly affected strains in genome-wide screens are typically determined 
with statistical models. However, these models often make naive and inaccurate 
assumptions and do not utilize accumulated biological knowledge. To overcome the 
limitations of statistical models, we developed a method termed CLIK (Cutoff Linked to 
Interaction Knowledge), which produces a graphical representation of yeast interactome 
data superimposed on the rank ordered screen results to inform screen cutoff. This 
method takes advantage of the observation that groups of functionally related interacting 
genes respond similarly to experimental conditions and thus cluster together in a ranked 
list of screen results. We applied CLIK analysis to five screens of the yeast gene 
disruption library and found that, in each case, CLIK defined a significance cutoff that 
differed from traditional statistics. Importantly, verification experiments revealed that the 
cutoff chosen by CLIK analysis correlated with the position in the rank order where the 
rate of true positives drops off significantly. In addition, gene sets defined by CLIK 
analysis often provide additional biological insights. For example, applying CLIK 
analysis retrospectively to a published screen for cisplatin sensitivity allowed us to 
identify the importance of the helicase Hrq1 in DNA crosslink repair. Furthermore, we 
demonstrate the utility of CLIK to determine optimal screen conditions by analyzing 
genome-wide screens at multiple rapamycin concentrations. CLIK analysis thus defines a 
biologically relevant cutoff and provides additional insight into genome-wide screen 
results. 
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Advances in high-throughput biological techniques have resulted in a wealth of data 
on diverse cellular processes (reviewed in (Snyder and Gallagher, 2009)). These 
experiments are often performed using strain libraries, whose members differ by discreet 
changes in gene expression (e.g. via gene disruption or RNAi). Upon completion of a 
screen, individual strain response is quantified and strains are ranked accordingly. The 
affected members of the population are then determined. Importantly, the affected 
members can be compared to previously published data, to provide broader biological 
context. However, this prior knowledge is not typically used when determining the 
affected set. Instead, a statistical model is used to assign probability values (p-values) to 
population members and then a significance threshold is applied. Unfortunately, there are 
limitations to statistical models. For example, due to the large population size of high-
throughput experiments, simple analysis using a p-value cutoff often produces an 
unacceptable number of false positives (Shaffer, 1995). Familywise error (FWE) 
adjustments, such as Bonferroni corrected P-values, minimize the type I errors (false 
positives) but result in an increase in type II errors (false negatives) (Perneger, 1998). 
More recently, false discovery rate (FDR) has supplanted the FWE techniques with the 
prospect of striking a balance between type I and type II errors (Benjamini and Hochberg, 
1995). However, even with these advances in statistical modeling, there are often 
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underlying assumptions that are unmet. For instance, most common statistical tests 
assume a normal or Gaussian distribution, even though biological constraints and long 
tailed distributions of true populations make these approximations inaccurate. 
Furthermore, none of these statistical methods take into account previously defined 
biological relationships among the affected genes in a given screen. 
In contrast to using population-driven statistics, other screen analysis approaches 
may be used that take into account previously determined biological relationships. For 
example, gene set enrichment analysis (GSEA) is a method wherein rank-ordered results 
from a high-throughput experiment are queried for the enrichment of known sets of 
functionally or physically related genes, thus providing biological context to the affected 
population of the screen (Mootha et al., 2003). However, GSEA does not define a cutoff 
in the population and is limited in that gene sets need to be predefined (Subramanian et 
al., 2005). 
More recently, new algorithms have been developed that combine systems 
biology data with statistical models to improve the scoring of high-throughput screen 
results (e.g. (Ma et al., 2007; Wang et al., 2010)). These methods use pre-existing 
knowledge to help inform the ranking of affected queries in high-throughput screens 
(Ashburner et al., 2000; Stark et al., 2011). However, these methods still require the user 
to determine the appropriate significance cutoff. This decision presents a problem as, a 
priori, it is difficult to determine a cutoff that will maximize discriminatory power while 
maintaining sensitivity. Instead, what is needed is a formalized way to use pre-existing 
biological data to determine an appropriate significance cutoff for any screen. This 
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method must avoid both the inefficiency of naive statistical modeling and the potential 
confounds of ad hoc or retroactive analysis, which require pre-existing interpretation.  
Here we present a new method, termed CLIK (Cutoff Linked to Interaction 
Knowledge), which overcomes the issues described above by using the knowledge 
implicit in biological databases. CLIK takes advantage of two properties of genome-wide 
screens: first, successful high-throughput screen organize functionally related genes into 
clusters by virtue of their similar response scores (Bandyopadhyay et al., 2010; Costanzo 
et al., 2010; Eisen et al., 1998) and second, the frequency of genetic and physical 
interactions among these clusters is higher than that of unrelated genes (Boone et al., 
2007). We used CLIK to analyze five screens performed with the haploid yeast gene 
disruption library. For these screens, we show that the interaction density increases well 
above background for the affected population and that the magnitude of the interaction 
density reflects validation rate. Furthermore, we find that the gene sets defined by CLIK 
often extend beyond the sets determined by standard statistical cutoffs without 
substantially increasing the number of false positives. We find that the additional genes 
defined by CLIK analysis often lead to novel biological insights. Finally, we show that 
not only is CLIK useful in defining the rank cutoff for a screen, but it also provides a 
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RESULTS 
 
Interaction Density Among ‘Affected’ Mutants is Higher than Random 
 
A successful screen against an agent with a biological effect typically organizes a 
small percentage of related genes high in the rank order. The rate of genetic and physical 
interactions among related genes is high (Bandyopadhyay et al., 2010; Boone et al., 2007; 
Costanzo et al., 2010; Eisen et al., 1998) and therefore, the interaction density at the top 
of the rank order should be correspondingly high. Conversely, strains showing a 
negligible response to treatment are dispersed randomly elsewhere in the rank order. This 
random distribution results in lower interaction density in this region of the rank order. 
We hypothesized that this differential interaction density could be visualized and used to 
define the affected members of a screen. To define this cutoff, we developed CLIK 
(Cutoff Linked to Interaction Knowledge), in which known interaction data is overlaid on 
top of the results from a screen to generate a scatterplot. The rank order list of genes is 
used as the x and y axes of a graph and a point is plotted for each known interaction 
between ORFs on the axes (Figure 2-1A). 
As a proof-of-concept, we applied the CLIK algorithm to a high-throughput 
screen for mutants sensitive to DNA damage induced by over-expression of a mutant 
allele of TOP1 (top1-T722A) (Reid et al., 2011). Since this screen was enriched for genes 
involved in the DNA damage response, we hypothesized that we would be able to 
visualize the differential interaction densities of affected vs. the non-affected population 
members. As seen in Figure 2-1A, each genetic and physical interaction was plotted as a 
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point on a CLIK graph and the density of interactions in the top 400 genes from the top1-
T722A screen is significantly higher than random (Figure 2-1B). 
To more clearly represent the differential densities on a graph, the CLIK 
algorithm quantifies the local densities of every plot point and colors them according to 
their relative magnitude. Point densities are calculated by centering a virtual square bin 
around each point and dividing the number of points that fall within it by the bin area. To 
correct for background signal in the ordered dataset, point densities are also calculated for 
a randomized rank order of the same gene set. The density that corresponds to the 95th 
percentile from the randomized dataset is then subtracted from all density values from the 
ordered set. This correction ensures that only the strongest densities are highlighted on 
the CLIK graph. Finally, plot points with corrected density values greater than two 
standard deviations from the mean of the original ordered set are colored according to 
their relative values, and all other points are gray (Figure 2-1C and Methods).  
As seen in the CLIK graph for the top1-T722A screen, contiguous significant (i.e. colored) 
points form distinct areas that we term ‘CLIK groups’ (Figure 2-1C). The mutants 
defined by the borders of the CLIK group in the lower-left corner overlap significantly 
with the top1-T722A sensitive mutants defined previously (Reid et al., 2011). Interestingly, 
in addition to sensitive mutants (lower-left), CLIK groups representing suppressors are 
also observed (top-right). CLIK groups are also visible in the bottom-right or top-left, 
indicating that interactions are enriched between the groups of suppressors and sensitive 
strains. Going forward, we focus on the CLIK groups defined by interactions between the 
sensitive mutants as they typically exhibit a much higher mean interaction density. 
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Interaction Density Effectively Defines Screen Cutoff 
 
 
 To evaluate the utility of the CLIK method in defining screen cutoffs, we 
analyzed our previously published top1-T722A screen along with three new genome-wide 
screens of the haploid yeast gene disruption library. These include a screen with the TOR 
inhibitor, rapamycin, and two synthetic dosage lethality screens (SDL) over-expressing 
the essential spindle pole body gene, SPC110, and the meiosis-specific recombination 
gene, DMC1. We also analyzed a previously published screen for mutants sensitive to the 
DNA cross-linking agent cisplatin (Lee et al., 2005). For all five screens, the growth 
values of strains under control vs. experimental conditions were compared. We 
performed CLIK analysis to assess interaction enrichment and to determine whether it 
effectively defines screen cutoffs. To gauge effectiveness, we performed validation 
experiments and plotted receiver operator characteristic curves (ROC).  
 In four of the five screens, well-defined CLIK groups were present at the top of 
the rank order, the exception being DMC1 (Figure 2-2A and Figure S2-1). The CLIK 
group comprises a core, reflecting genes that highly interact amongst themselves, 
connected to ‘tails’ that extend along the axes (Figure 2-2). This tailing interaction 
density represents sections of the rank order in which strains do not highly interact with 
their rank neighbors, but do interact strongly with members at the top of the ranked list. 
The strains within these tail regions typically do not validate at high levels. Instead, we 
show below that the point in the rank order where the CLIK group transitions from color 
to gray on the diagonal (see red boxes in Figure 2-2A) corresponds to the most effective 
and unambiguous cutoff.  
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 For the four screens with CLIK groups, the cutoffs define affected sets that vary 
in size from 114 to 309 genes and whose mean interaction densities range from 0.045 to 
0.072. These mean density values are all more than 7-fold greater than the control values 
that were generated in the corresponding random sets (Table 2-1). To evaluate these 
cutoffs, we next performed validation experiments on all strains within the CLIK-defined 
set plus the next 100 strains in the rank order. Validations were performed on individual 
strains by re-testing and determining if they recapitulated the original finding (Methods). 
The validation results were then used to generate ROC curves (Figure 2-2B), which 
represent the classification trade-off between the rate of true positives (sensitivity) and 
rate of false positives (specificity) at a given cutoff. The better an individual screen is at 
performing this classification, the further the curve is above the diagonal. The point along 
the curve where the perpendicular distance from the diagonal is greatest is referred to as 
the Youden index and is argued to be the optimal cutoff (cut point) in the curve (Perkins 
and Schisterman, 2006). Strikingly, we found that, with the exception of the 4nM 
rapamycin screen (see rapamycin section and Discussion), the CLIK-derived cutoff 
corresponded to the Youden index in the ROC curves. Importantly, in all cases, the CLIK 
cutoff defined the point in the rank order after which the validation rate dropped off 
dramatically (Figure 2-2B and data not shown). Furthermore, the validation experiments 
for each of these datasets includes the mutants defined by an FDR threshold of 0.05, 
allowing us to evaluate these two methods. 
 Comparing the CLIK-derived cutoffs to the FDR cutoffs, we found that they 
varied greatly in both position and validation rate (summarized in Figure 2-2C). For 
instance, the CLIK group of top1-T722A screen extends 70 ORFs beyond the FDR derived 
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cutoff while maintaining a similar validation rate. After the CLIK-derived point in the 
rank order, the validation rate of the next 100 genes drops considerably to 36.0% (data 
not shown). Thus, in comparison to FDR the CLIK-derived cutoff produced a greater 
sensitivity without significantly decreasing specificity. 
 In the cisplatin screen the FDR cutoff corresponds to the top 26 affected ORFs vs. 
155 ORFs for the CLIK-derived cutoff. Again the CLIK-derived cutoff proved more 
useful in defining the affected population members, since it identifies a six-fold larger 
gene set than that identified by the FDR method, with only a modest corresponding 
reduction in percent validation. Furthermore, the validation rate of the next 100 genes in 
the rank order falls to 10.4% (data not shown). In the rapamycin screen, the CLIK group 
defines more than twice as many affected ORFs as the FDR cutoff without significantly 
compromising validation rate. Here, once again, we find that the validation rate after the 
CLIK cutoff drops substantially (data not shown). Interestingly, even for screens with 
relatively low validations rates, such as the SPC110 screen (42.1%), we find that the 
CLIK cutoff corresponds to the Youden index with only 18% of the next 100 genes 
validating (data not shown). 
Intriguingly, we find that top1-T722A has the strongest CLIK group, as shown by 
the coloring of interaction density in the plot, and correspondingly has the highest 
validation rate (Figure 2-2). Conversely, the SDL screen performed by over-expressing 
the meiosis recombination gene, DMC1, results in no CLIK enrichment (Supplementary 
Figure 2-1) and only 10.1% of the top 100 ORFs validate (data not shown). Importantly, 
in this screen neither the FDR cutoff (35 ORFs) nor the p-value cutoff (106 ORFs) 
predict this low rate of validation, which we could predict using CLIK. The lack of true 
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positives identified in this screen is not surprising given that Dmc1 mainly functions 
during meiosis and our screens are performed with mitotically-dividing cells.  
These results show that by using previously defined biological relationships, 
CLIK analysis identifies the set of strains in the rank order most strongly enriched for 
true positives. We show that it is better than FDR-based cutoffs for identifying the 
intersection between sensitivity and specificity and thus corresponds to the cut point in 
ROC curves. In addition, interaction density reflects validation efficiency of individual 
screens. 
 
CLIK Analysis Can Capture Additional Biologically Relevant Genes 
 
To demonstrate the utility of CLIK analysis to uncover novel biological insights, 
we next looked more closely at the set of genes identified in the analysis for cisplatin 
sensitivity. This screen intrigued us because the 155 member gene set identified by CLIK 
analysis was much larger than the 26 identified in the original study and 66 of these 
additional genes validated (Figure 2-2C) (Lee et al., 2005). Many of the additional genes 
fall into repair pathways that were already enriched in the original set. Moreover, several 
additional GO categories are enriched in the CLIK-defined genes, including sister 
chromatid cohesion, replication fork stability and chromatin remodeling (data not 
shown).  
In addition, several newly identified strains show a mild but reproducible growth 
inhibition (between 1.5 and 2-fold) on cisplatin medium (Figure S2-2). One of these 
strains contains an hrq1 disruption. Hrq1 belongs to the family of RecQ helicases 
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orthologous to human RECQ4 (Barea et al., 2008). The repair pathways that respond to 
cisplatin-induced lesions include translesion synthesis (TLS), replication fork regression 
(FR) – collectively called post replication repair (PRR) - and homologous recombination 
(HR) (reviewed in (Heyer et al., 2010)). Nucleotide excision repair (NER) also plays a 
role in cisplatin resistance, particularly in G1 cells, to resolve intrastrand crosslinks 
(Ulrich, 2009). To investigate the role of Hrq1 in cisplatin resistance, we combined hrq1 
with mutations in the TLS (rev1, rev3), FR (rad5), HR (rad51, sgs1) and NER (rad14, 
rad10) pathways. 
A mutant rev1 strain shows an approximate 100-fold growth reduction at 83µM 
cisplatin compared to wild-type (Figure 2-3A). Interestingly, the double hrq1 rev1 mutant 
shows a strong synergistic growth reduction on 83µM cisplatin (>1000-fold) well below 
the concentration of cisplatin necessary to see clear sensitivity in an hrq1 single mutant 
(125µM). A similar synergistic effect was observed between hrq1 and other mutants in 
the PRR pathways, including rev3, rad5 and pol32 (Figure S2-2) indicating a dramatic 
effect on a pathway parallel to PRR. In contrast, an hrq1 rad51 mutant strain showed the 
same sensitivity as a rad51 single mutant. The same epistatic effect was observed 
between hrq1 and rad14 (Figure 2-3), rad10 and sgs1 (Figure S2-2). 
The synergistic effect between hrq1 and PRR, and its epistasis to both the NER 
and HR pathways, suggest a model in which Hrq1 functions after a convergence of HR 
and NER. On the other hand, HR and NER are genetically separable pathways for 
cisplatin resistance. We propose that Hrq1 only functions in the processing of specific 
cisplatin-induced lesions that require the function of NER and HR, i.e. interstand 
crosslinks (see Discussion). In summary, using biologically relevant data, CLIK analysis 
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allowed us to elevate a mildly sensitive mutant for further study. By analyzing the 
behavior of hrq1 in the context of other repair mutants in the same CLIK group, we were 
able to quickly define its function showing that it has a direct role in crosslink repair. 
  
CLIK Analysis Can be Used to Compare Experimental Treatments  
  
 Figure 2-2 shows that the interaction density within CLIK groups reflects the 
validation rates and provides a visualization to evaluate the organization of screen results. 
However, each of these screens was performed with a different perturbation. Any 
variations in the size and interaction density of the CLIK groups could indicate 
differences in the number and type of pathways affected. Rapamycin, an anti-
proliferative drug targeting the highly conserved mTOR pathway (Dobashi et al., 2011; 
Jacinto and Lorberg, 2008), has been used to screen the yeast gene disruption library 
multiple times (Cardenas et al., 1999; Duvel et al., 2003; Hillenmeyer et al., 2008; Huang 
et al., 2004; Lorenz and Heitman, 1995; Parsons et al., 2004; Xie et al., 2005; Zaragoza et 
al., 1998). While each screen has identified a set of rapamycin resistance genes, there is 
poor overlap in the results. One possibility for this disparity, beyond differences in strain 
background or analysis methodology, is variation in the rapamycin concentrations used, 
which range from 5nM to 30nM. To test this type of systematic variability, we conducted 
rapamycin drug screens at three concentrations (4nM, 10nM and 16nM). Since CLIK 
enables a visualization of the functional grouping of related genes within the ranking of 
strains from a screen, we expected that the CLIK graphs would help us interpret any 
differences in screen organization. 
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 We found that the three rapamycin concentrations effect strain growth differently. 
The lowest rapamycin treatment condition in our study, 4nM, does not significantly 
reduce the growth rate of most strains. Since this growth rate is similar to the control 
condition (no drug), variation within this screen is small and the plot of growth ratios 
appears flat (Figure 2-4A). As a result, the transition between the wild-type and affected 
strains is obvious. On the other hand, at 16nM, the average population colony growth rate 
is low; therefore, small variations in growth lead to comparatively large effects and the 
growth ratio plot is sloped over most of the distribution (Figure 2-4A). The 10nM screen 
was intermediate; growth was somewhat reduced and variation between strains was 
moderate (data not shown).   
Comparing the CLIK groups for the three drug concentrations (Figure 2-4B), we 
found a set of 309 genes with an average of 13.3 interactions per ORF for the 4nM 
screen, a set of 166 genes with 8.8 interactions per ORF for the 10nM screen, and a set of 
160 genes with 6.9 interactions per ORF for the 16nM screen. Thus, the 4nM rapamycin 
screen has the highest interaction density and largest enrichment group. Theoretically, the 
4nM CLIK group may contain a higher average interaction density due to enrichment of 
functionally related genes. However, this value could also be artificially elevated by 
promiscuous interactions within the group or due to the sizes of the gene sets analyzed. 
To distinguish between these possibilities, we measured the clustering coefficients (a 
measure of connectivity between every node’s neighbors) for the top 100 ORFs (Watts 
and Strogatz, 1998). The 4nM, 10nM and 16nM screens have coefficients of 0.21, 0.18, 
and 0.13, respectively (connection coefficients for sets of 100 randomly picked genes 
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from the screened set is approximately 0.01). This result also indicates that the 4nM 
screen was superior for distinguishing a core set of densely interacting genes. 
 We individually retested the strains within each CLIK group and found that they 
validate at similar levels, 79%, 70% and 79% for 4nM, 10nM and 16nM, respectively 
(data not shown). This confirms that CLIK analysis was successful for each screen and 
determined cutoffs with similar specificity. However, the 4nM group was nearly twice as 
large as the gene set from the other two screens and therefore identified a greater number 
of verified rapamycin-sensitive strains. The CLIK analysis and network metrics 
calculated at each concentration implied that actual rapamycin-sensitive gene disruption 
strains were most enriched by 4nM treatment and that a rich network was defined by the 
genes at the top of the rank order. It is therefore surprising that the strains captured by 
each CLIK group validated at similar rates. To understand the differences between these 
screens, we constructed a Venn diagram of the validated strains defined by each CLIK 
derived cutoff (Figure S2-3). While all 3 screens share significant overlap with each other 
(50 genes), the 10nM screen overlaps with the 4 and 16nM screens more so than the 4 
and 16nM screens overlap with each other. This result suggests that the differing 
concentrations may increase sensitivity for different sets of genes. To analyze this result 
further, we performed GO category enrichment on the 4 and 16nM gene sets, which are 
the most dissimilar (Figure S2-4). From these analyses, it is apparent that although the 
different concentrations affect many common genes, they also affect distinct processes. 
A particularly striking example is that of the RIM101 related genes where 15 of 
18 genes known to be involved in RIM101 processing (Barwell et al., 2005; Hayashi et 
al., 2005) are sensitive to 4nM rapamycin, but showed wild-type sensitivity at 16nM. 
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This differential sensitivity was confirmed by separate dilution assays (Figure 2-5A). 
These genes are ranked similarly to each other and cluster together in the 4nM screen but 
are widely separated in the higher dose screens. (Figure 2-5B). Because 16nM rapamycin 
is more cytostatic than 4nM rapamycin, the growth reduction in the RIM101 disruption 
strains at the higher dosages was indistinguishable from that of wild-type strains. 
Strikingly, only the CLIK analysis revealed this result in the 4nM screen since the 
RIM101 genes would not be considered hits by traditional FDR measurements (Figure 2-
4).  
We also identified several genes involved in dynein metabolism, whose 
disruptions show an inverse relationship to rapamycin drug concentration compared to 
the RIM101 genes, i.e. they are sensitive at 16nM and much less sensitive at 4nM 
(Figures 2-5A and 2-5C, and Figure S2-4). These strains cluster at the top of the rankings 
at 16nM but are dispersed into the ranked lists at 10nM and 4nM. This relationship was 
confirmed by a separate dilution assay for dyn1∆ (Figure 2-5A).  
 In summary, the three drug concentrations affected the population of mutants 
differently. Furthermore, the cutoff chosen by CLIK accurately identified affected 
members of each population and revealed differences between the screens were 
confirmed by validation. Interestingly, some verified members reflect the different 
underlying biological effects at 4nM, 10nM and 16nM rapamycin. Without CLIK 
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DISCUSSION 
 
We developed a method for evaluating biological significance in genome-wide 
screens without reference to a statistical model. This method, termed CLIK (Cutoff 
Linked to Interaction Knowledge), is useful in defining the most biologically relevant 
significance cutoff in a screen, as opposed to a purely statistical cutoff. CLIK analysis 
leverages the fact that the true positives in a screen will have a higher rate of interactions 
than a random set of genes. By exploiting this difference, CLIK interprets screen results 
in the context of previously defined biological data.  
 Five separate genome-wide screens were analyzed to demonstrate the utility of 
CLIK for determining screen cutoffs. In each case, CLIK successfully defined a point 
above which true positives are enriched and after which the validation rate drops. 
Importantly, each of the cutoffs differed from the corresponding FDR cutoffs. We show 
that the FDR cutoffs for the cisplatin, top1-T722A, rapamycin and SPC110 screens are all 
too stringent and excluded many pathways and genes that are included in the CLIK-
derived cutoff and are true positives. Thus, CLIK aids in maximizing the sensitivity of 
screen analysis by defining a biological significance cutoff in the rank order where the 
organization of true positives begins to wane. 
The exception to this trend is that the 4nM rapamycin screen still shows a relatively 
high verification rate beyond the CLIK cutoff. The 4nM screen is unique in that the 
tailing densities are more similar to the density of the interacting ‘core’ CLIK group than 
any of the other graphs. Without extending the ROC curve further into the distribution 
however a more detailed understanding of the interaction between sensitivity and 
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specificity cannot be made. However, this may be a function screening with a low drug 
concentration (see Discussion below), but certainly suggests that the tailing densities 
cannot be completely ignored. 
Additionally, in the screens analyzed here, we show that the interaction density within 
a CLIK group reflects the validation rate of the ORFs within it. The top1-T722A CLIK 
group contained the highest mean interaction density and correspondingly the ORFs 
within it validated at the highest rate. Conversely, the lack of a CLIK group in the DMC1 
screen predicted an extremely low validation rate in the top of the rank order, even 
though a FDR cutoff of 0.05 implicated the top 35 genes. Thus, CLIK is a useful tool for 
evaluating the efficacy of a screen. 
 
CLIK Group Network Analysis  
 
 The visualization of interactions between the ORFs within a CLIK group 
represent biological networks that lend themselves to analysis. Within CLIK groups, 
most of the genes are connected to the network, although some have no connections. 
Interestingly, we find that the connected genes validate at a higher rate than those not 
connected, albeit the magnitude of this difference varies from screen to screen 
(Supplementary 2-5). However, the orphan nodes in CLIK groups may represent genes 
whose connections have yet to be discovered. We do not systematically discuss other 
network analyses in this manuscript that could provide additional insight. For instance, 
graph theory metrics (e.g., mean clustering coefficient, mean degree, comparison to 
random graphs, etc.) have proven to be useful in other biological applications and may 
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provide additional benefit in conjunction with CLIK analysis (Seebacher and Gavin, 
2011).  
 
Network Coverage Required for CLIK 
  
 CLIK requires extensive gene interaction knowledge in order to be a useful 
analysis method. Saccharomyces cerevisiae, one of the most well-studied model 
organisms, has hundreds of thousands of defined genetic and physical interactions, and is 
thus well suited for CLIK analysis. By examining previously archived versions of the 
BioGRID database for Saccharomyces cerevisiae, we can see how CLIK graphs vary as a 
function of the amount of interaction data. As the interaction network grows, so does the 
CLIK group for a given screen (Figure S2-5). However, after approximately 31,000 
interactions, the CLIK group size stabilizes as do the CLIK determined cutoffs 
suggesting that an average of ~6.5 interactions per gene is the lower limit necessary for 
accurate CLIK analysis. Interaction networks for other model organisms are growing 
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Analysis of Cisplatin Sensitive Genes Defines a Role For Hrq1 in The DNA Damage 
Response 
  
 CLIK analysis of the cisplatin sensitivity data from Lee et al. demonstrates the 
potential for interaction density to supplement traditional statistical analyses (Lee et al., 
2005). It is clear that the 5% FDR cutoff used by the authors appropriately maintains 
specificity in the dataset, i.e. most of the affected genes are true positives. However, the 
5% FDR cutoff sacrifices sensitivity, i.e. many true positives are excluded. The CLIK 
group for this screen contains 66 additional true positives, and the cost to verify these 
additional cisplatin resistance genes is more than balanced by the benefit of additional 
biological insight. In addition, for weakly sensitive mutants, it is not clear that a stringent 
FDR-derived cutoff would ever provide the sensitivity necessary to detect them. In 
principle, screening with an increased drug concentration may identify the weakly 
sensitive mutants, but since variance would likely increase, the weak effects on 
sensitivity may be obscured (see rapamycin discussion below).  
 One of these weakly sensitive mutants, hrq1, was shown by our epistasis analysis 
to function downstream of both NER and HR, suggesting that these pathways work in 
concert with Hrq1 (Figure 2-3B). This analysis also suggests that mutations in NER and 
HR would be epistatic, but in fact they are not. Indeed, NER and HR have long been 
recognized as separate pathways affecting cisplatin sensitivity (Grossmann et al., 2001). 
The apparent contradiction in these interactions could be explained in two ways. Either 
Hrq1 has independent functions downstream of each of these pathways, or NER and HR 
pathways operate in concert only when Hrq1 function is required. We favor the latter. 
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The predominant cisplatin-induced lesions are 1,2- and 1,3-intrastrand crosslinks between 
two guanine bases or an adenine and guanine and interstrand crosslinks (ICL) make up 
less than 5% of the lesions (Miller et al., 1999). It is possible that Hrq1 has a specific role 
in processing ICLs and that both HR and NER mechanisms converge only in the presence 
of this type of lesion. In the absence of Hrq1, such lesions may be routed through the 
PRR pathways. Furthermore, hrq1 mutants are highly sensitive to mechlorethamine and 
mitomycin C (Perkins and Schisterman, 2006), drugs that produce relatively more ICLs 
than cisplatin. A helicase such as Hrq1 may function to denature the dsDNA near an ICL 
after incision of the strands and help initiate strand invasion to allow completion of 
repair.  
 The model we propose here differs from the model of S. pombe Hrq1 function 
proposed by Groocock et al. (Groocock et al., 2012). In that work, the authors show that 
hrq1 mutations are epistatic to NER and synergistic to PRR with respect to cisplatin, 
similar to our findings in S. cerevisiae. However, Groocock et al. show synthetic lethality 
between hrq1 and rqh1 (the fission yeast Sgs1 ortholog), and propose a model in which 
Hrq1 function regulates processing of lesions through NER, with PRR and HR residing in 
a parallel pathway. In contrast, we show that hrq1 and sgs1 mutants are epistasic for 
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Rapamycin Sensitivity 
  
 To more closely analyze how CLIK reflects screen performance and to determine 
it’s utility in evaluating multiple treatments, we compared screens with three 
concentrations of the drug rapamycin. Comparing these screens revealed systematic 
differences due to relatively small changes in treatment concentrations. Generally, in 
drug or other sensitivity screens, a titration experiment should be performed to determine 
the optimal treatment level that maximizes the signal-to-noise ratio (e.g. (Lum et al., 
2004)). However, in practice, the optimal treatment level is not easily identified, since it 
is based on the most sensitive mutants. The first rapamycin studies used high 
concentrations (100nM and higher) (Cardenas et al., 1999). This concentration is too high 
to distinguish moderately sensitive mutants strains from wild-type strains. 
Consequentially, Parsons et al. (2004), used 11nM and 16nM, Xie et. al. used 10nM and 
30nM, and Hillenmeyer et. al. (2008) used 5nM and 6nM (Hillenmeyer et al., 2008; 
Parsons et al., 2004; Xie et al., 2005). These studies reported, respectively, 246, 281, and 
2036 rapamycin sensitive strains, although only 54 deletions were commonly identified 
in all three screens. It is not known whether these concentrations led to different 
biological responses or whether one concentration is superior for distinguishing mutant 
from wild-type. Fully controlled parallel genomic screens to compare different dosage 
responses have not previously been carried out. 
 Here we conducted three screens using 4nM, 10nM and 16nM rapamycin and 
showed that the 4nM rapamycin screen generated the strongest and largest CLIK group. 
Furthermore, the CLIK group from the 4nM screen produced the greatest number of 
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validated strains. This result indicates that the low dosage screen is most effective in 
organizing the strains and generates the largest and densest interaction profile. Perhaps, 
lowering the dosage even further would distinguish sensitive strains more reliably before 
becoming too weak to induce any growth defect. However, in spot assays (Figure 2-5A) 
2nM does not affect most tested strains. Our comparison between the different drug 
concentrations suggests that the overall validation level is not the only relevant parameter 
to consider in these studies. Indeed, we observed that a different set of strains is sensitive 
to each drug concentration and validate most effectively when retested with the same 
drug concentration (data not shown). For instance, while 4nM was the most effective 
dose to define the largest set of rapamycin sensitive strains, we also identified strains 
sensitive to 16nM and not to 4nM that could represent an important pathway for 
understanding TOR signaling.  
 We conclude that there are two effects governing the efficacy between the three 
screens. First, at the higher concentrations, there were fewer true positives. This may be a 
function of the variance at the different concentrations tested. The 4nM, 10nM, and 16nM 
dosages produced growth ratio standard deviations of 0.9, 1.3, and 1.6, respectively 
(Figure 2-4A), suggesting different signal-to-noise ratios. These differences may indicate 
that false positives diluted the signal from the truly sensitive strains and reduced the 
utility of screening with the high dose. Second, there are classes of genes that impinge on 
growth at the low dose but not at the high dose and vice versa suggesting that different 
doses can have fundamentally different biological effects. For instance, we show that 
members of the RIM101 pathway are most strongly enriched with 4nM rapamycin. These 
disruptions likely represent a set of gene products that operate in pathways necessary for 
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wild-type growth at low rapamycin doses but which become inactive at higher 
concentrations, thereby causing hypostasis to the wild-type gene background at 10nM 
and 16nM. The 10nM screen picked up members of both classes and therefore was less 
specific to either (data not shown). It is unclear whether these differences are a common 
property of drug toxicity or if rapamycin represents a special case due to its extremely 
broad range of effects. Therefore, we suggest that for more complete genetic insight it 
may be necessary to simultaneously conduct drug screens with multiple concentrations.  
 Not only is CLIK analysis a useful tool for titrating treatment dose and 
determining overall screen efficacy, but it can also outperform standard statistical 
methods. Importantly, all three CLIK groups contained biologically relevant data that 
would have been lost using other statistical methods. At 4nM, FDR cutoff was too 
stringent to include many of the RIM101 processing genes (Figure 2-4B). Furthermore, 
due to the high standard deviation, an FDR cutoff of 0.05 did not select any genes as 
significantly affected at 16nM rapamycin. Yet analysis of the 16nM CLIK group revealed 
the presence of dynein genes, which represent secondary targets that could only be 
detected at higher rapamycin concentrations.  
 In summary, CLIK is an extremely useful tool for evaluating high-throughput 
screen results. It is very reliable for evaluating screen quality, determining screen cutoffs, 
and comparing results between screens. Furthermore, since this method uses previously 
annotated interaction data, it supplements traditional statistical approaches and provides 
immediate biological insight into screen results. 
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METHODS 
 
Yeast Strains and Media 
 Standard yeast growth media and strain manipulation techniques were used 
throughout this work (Sherman et al., 1983). Media was supplemented with 300µg/ml 
G418 (Mediatech Inc., Manassas, VA) for selection of the KanMX marker, and 100µg/ml 
clonNAT (Werner BioAgents, Jena-Cospeda, Germany) for selection of the NatMX 
marker. All yeast strains for screens and verification experiments were from the MATa 
and MATα gene disruption libraries (Winzeler et al., 1999). Several gene disruptions were 
transferred from the gene disruption library strains to a RAD5 derivative of W303 by 
PCR amplification of the disruption, including ≥ 300bp of flanking homologous DNA, 
followed by LiOAc mediated transformation of the new strain as previously described 
(Schiestl and Gietz, 1989). All newly made gene disruptions were backcrossed at least 
once to a wild-type strain to ensure 2:2 segregation of the transferred marker. 
  
CLIK Software 
 CLIK is available as open source software (GNU GPL license) through the 
Rothstein lab website (www.rothsteinlab.com/tools/apps/clik). Here users may run CLIK 
as a web application and download the source code. For inputted data, CLIK scatter plots 
are created by placing the rank order list of genes from a single screen on the x-axis and 
the same rank order on the y-axis. A point is plotted for each interaction between ORFs 
on the axes (Figure 2-1A and B). Once plotted, the density of each point on the graph is 
calculated by centering a virtual square bin over each point and dividing the number of 
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points that fall within the bounds of the bin by the area. By default, bin sizes are 
automatically calculated by moving a window of various sizes across the rank list entered 
into CLIK. For each window a score is calculated by dividing the number of interactions 
within the window by the window size. The window size with the greatest score is then 
used as the x and y dimension of the virtual bin that CLIK uses to calculate point density. 
Manual entry of bin sizes is also allowed to aid in the comparison of multiple screens (to 
normalize across analyses). 
 After densities for all points have been calculated, a control dataset of density 
values is generated by randomizing the rank order of the same ORFs. The distribution of 
densities from this random set approximates a normal distribution and the density that 
corresponds to a p-value of 0.05 is subtracted from all densities from the ordered dataset. 
Once the densities from the ordered dataset have been normalized, the significance of 
each corrected density value is determined by calculating a z-score based on the mean 
and standard deviation of the uncorrected ordered population. Any plot point density with 
a z-score greater than 2 is considered above background and is colored according to a 
scale; every other point is colored gray. The scale consists of 12 colors in a gradient (see 
scale in Figure 2-1). In the scale, light green corresponds to a z-score of 2 and black is the 
12. However, this range may be too large for some screens and so if the maximum 
colored density is at least twice that of the minimum colored density then the color scale 
is compressed so that black represents the z-score of the maximum density. The 
minimum and maximum densities on the color scale may also be manually entered by the 
user through the web-interface. 
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 CLIK produces an image of the CLIK graph and the details of any CLIK groups 
present within the graph are listed, such as the ORFs, the mean and maximum interaction 
densities, etc. The text of the individual ORFs is colored according to the corresponding 
color on the diagonal of the CLIK graph to easily ascertain the CLIK determined cutoff 
position (i.e., transitions from color to gray).  
 
SDL Screens 
 SDL screens were performed as previously described (Reid et al., 2011). The 
top1-T722A set 2 screen data from (Reid et al., 2011) was analyzed for this study. ORFs 
for SPC110 and DMC1 were PCR amplified and cloned by recombination into plasmid 
pWJ1512 to make copper-inducible query genes for SDL screens. Gene expression was 
induced by pinning onto plates containing 100µM CuSO4. Verification of screen results 
was performed after picking individual strains from the gene disruption library and 
testing 16 replicate colonies for sensitivity to query gene expression using the SPA 
protocol (Reid et al., 2011) (data not shown). Strains were considered to be validated if 
the experimental strain average growth-ratio differed by more than 4 standard deviations 
from the control population mean. 
 
Cisplatin Sensitivity 
 Gene disruption strains identified as members of the cisplatin-sensitive CLIK 
group, plus 100 additional gene disruptions beyond the CLIK-derived cutoff, were picked 
from the gene disruption library so that cisplatin sensitivity could be tested with 16 
replicate colonies, Sensitivity was determined after pinning the strains to plates 
  65 
containing 83µM cisplatin and measuring growth compared to multiple his3∆ control sets 
(data not shown).  
 
Rapamycin Sensitivity Screens 
  Gene disruption strains were pinned from agar to 0.1 mL YPD + G418 
(Mediatech Inc., Manassas, VA) and were grown for 48 hours at 30˚C to ensure all 
strains reached stationary phase. Cultures were then diluted 1:10 in water and 
quadruplicated onto YPD + G418 + rapamycin (Sigma-Aldrich, St Louis, Mo) plates at a 
density of 1536 colonies/plate. Plates were incubated at 30˚C and images were captured 
using a flatbed scanner at approximately 20, 24, 30, and 48 hours. Colony sizes were 
quantified using ScreenMill software (Dittmar et al., 2010). The average colony sizes for 
rapamycin treatment at each time point were compared, and the incubation time at each 
concentration that gave the most similar absolute growth levels were chosen for analysis. 
Ranked lists based on growth-ratios were used for CLIK analysis. For validation, the top 
most significant 400, 300, and 200 rapamycin sensitive strains from the, 4nM, 10nM, and 
16nM screens, respectively, were chosen, to ensure testing beyond the CLIK-derived 
cutoffs. Due to screen overlap, a total 624 strains were picked from the disruption library, 
cultured, and spotted onto the drug plates and each strain was spotted 16 times. Each 
plate also included multiple replicas of the his3∆ control strain. 
 Dilution assays in Figure 2-5A were performed on 12 strains by inoculating 
0.1mL YPD and incubating at 30˚C for 2 days. 10-fold serial dilutions were spotted onto 
YPD + rapamycin plates using a Singer RoToR robotic workstation. Images were taken 
at approximately 48 hours. 
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GO enrichment: 
 Gene Ontology (GO) enrichment of the validated ORFs from the cisplatin, 4nm 
and 16nM rapamycin screens was calculated using GOrilla (Eden et al., 2009), only 
Process terms were considered (data not shown). For Supplementary Figure 2-4 only 
“Gold Standard” GO terms were considered (Myers et al., 2006). 
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FIGURE LEGENDS 
 
Figure 2-1. CLIK graphs generated using interaction data from the BioGrid 
database. A. The rank order of genes from a genome-wide screen determines the x and y 
axes of a plot. Binary interactions (A -> B) for the top1-T722A screen are indicated by 
lines connecting ORFs in the x- and y-axes. The plot points generated from these 
interactions are listed. Only local interactions are shown in part A, but in practice all 
interactions are converted to plot points. Interactions are abundant near the top of the 
graph (ranks 1-8), but sparser in the middle of the rank order (2223-2227) where there is 
less clustering of similar genes. B. Scatter plot of interaction data based the top1-T722A 
mutant screen compared to a plot with a randomized rank order. The first 400 ranks are 
shown for each graph. C. The complete CLIK graph of interaction data using the top1-
T722A genome-wide screen rank order. The plot point density is indicated by the color 
scale. The lower limit of significant densities is calculated as described in the text, and 
points that fall below this value are colored gray. Above the significance threshold, points 
are colored (see color bar); the minimum value is green, the maximum is black. 
 
Figure 2-2. CLIK performance. A. CLIK graphs for 4 screens are shown using the 
same density scale to show the relative enrichment for interactions. Individual screens 
and data sources are described in the main text. For clarity, only the bottom left quadrant 
of the CLIK graphs are shown. Red dashed boxes on the graphs indicate the CLIK-
derived cutoffs. B. ROC curves derived from verification data for each screen. Color on 
the trend line indicates the density from the CLIK graph following the diagonal. C. Table 
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of the number of genes within the cutoffs and percent validation after applying CLIK and 
FDR analysis to the screens. 
 
Figure 2-3. Pathways affecting cisplatin sensitivity and the role of Hrq1.  A. The 
hrq1 null mutant was crossed to rev1, rad14 and rad51 mutant strains to generate single 
and double mutant combinations as indicated. Cultures were serially diluted and spotted 
onto plates with and without 63µM, 83µM or 125µM cisplatin to show drug sensitivity. 
hrq1 shows a synergistic effect on cisplatin sensitivity when combined with rev1, but 
shows epistasis in combination with both rad14 and rad51. B. Model of a replication fork 
paused at the site of a DNA crosslink. Arrows indicate major repair pathways known to 
respond to interstrand crosslinks, including translesion synthesis (TLS), fork regression 
(FR), nucleotide excision repair (NER) and homologous recombination (HR). In this 
model, Hrq1 acts at a point of convergence of the NER and HR pathways.  
 
Figure 2-4. The effect of increasing rapamycin concentrations on strain growth and 
the resulting CLIK graphs. A. Rank order plots of strains from the yeast gene 
disruption library sorted by log growth ratio for 3 concentrations of rapamycin. The most 
affected strains are on the left in each graph. Dashed horizontal lines indicate the 
population mean and solid horizontal lines indicate 2 standard deviations above and 
below the mean for each graph. Vertical dashed lines indicate the cutoff defined by CLIK 
analysis. Blue shading indicates the section of the growth curve included in the CLIK 
graphs below. B. CLIK graphs for the three rapamycin concentrations. Graph interaction 
densities are scaled to be the same as the 4nM rapamycin results. ‘q’ and ‘p’ with black 
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and gray vertical arrows show the q-value for 5% FDR and the p-value of 0.05 for each 
graph. There are no ‘q’ values < 9.1% for 16nM.  
 
Figure 2-5. Concentration-specific sensitivities of the RIM101 pathway mutants to 
rapamycin. A. Sixteen replicates of the indicated strains were grown, serially diluted and 
spotted onto plates with the indicated concentrations of rapamycin. The tor1 mutant 
shows increased sensitivity to rapamycin compared to wild-type (his3∆) at all doses. In 
contrast, eight mutants from the RIM101 pathway only show increased rapamycin 
sensitivity over wild-type at 4nM, but not at higher doses. B. Line plots indicating the 
rank order positions of RIM101 pathway mutants in the 4, 10 and 16nM rapamycin 
screen. Vertical dashed lines indicate the CLIK-defined cutoff for each rank order plot. 
C. Line plots constructed as in B showing the positions of mutants involved in dynein 
metabolism. 
 
Figure 2-S1. CLIK graph of DMC1 SDL screen. CLIK graph as in figure 2-2. In this 
graph no CLIK group is present so the validation rate for the CLIK defined cutoff is 
reported as ‘NA’. Validation experiments were performed with the top 100 ORFs in the 
rank list, indicated with by the red box, 10% validated. No ROC curve was generated for 
this screen. 
 
Figure 2-S2. Additional cisplatin sensitivity spot assays. Spot assays were performed 
as in Figure 2-3 and described in Methods. The hrq1 null mutant was crossed to rev3, 
rad5, pol32, rad10 and sgs1 mutant strains to generate single and double mutant 
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combinations as indicated. Cultures were serially diluted and spotted onto plates with and 
without 21µM, 42µM, 63µM or 83µM cisplatin to show drug sensitivity. hrq1 shows a 
synergistic effect on cisplatin sensitivity when combined with rev3, rad5 or pol32 but 
shows epistasis in combination with both rad10 and sgs1. 
 
Figure 2-S3. Overlap between CLIK groups for each rapamycin concentration 
tested. Strains that did not grow on both the control and experimental plates were not 
analyzed. Duplicates, if present, were only considered once in each set. Bold number 
represents number of genes in each subset. A. Overlap between validated strains from 
each dosage screen CLIK group. B. Overlap and validation rates for top 200 genes of 
each dosage screen. To insure comparison is independent of CLIK analysis, validation 
was done for equal sized subsets. Top 200 genes for 4nM, 10nM, and 16nM validated at 
87%, 73%, and 65% with original drug concentration. Genes were validated with all three 
concentrations and these percentages are indicated for each subset (4nM, 10nM, 16nM). 
 
Figure 2-S4. Gene Ontology (GO) process enrichment for 4nM and 16nM 
rapamycin sensitivity screens. Within the circles, bold values represent the number of 
GO process terms shared by or exclusive to the 4nM and 16nM screens. Parenthetical 
values indicate the number of genes comprising each group. At the bottom of the figure, 
validated genes in the RIM101 pathway (exclusive to 4nM) and those related to dynein 
(exclusive to 16nM) are indicated. 
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Figure 2-S5. CLIK analysis of cisplatin screen results with increasing database size. 
The rank order list of the cisplatin screen was subjected to CLIK analysis using archived 
versions of the BioGRID database. The first 7 graphs show the first 7 sets of data 
released by the BioGRID consortium. After this point (show by green line) the CLIK 
group shape and border stabilizes. For the next 5 analyses every 10th release by 
BioGRID was used. CLIK graphs were cropped to only show only the top 700 mutants in 
































  72 




  73 
Figure 2-2. CLIK performance. 
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Figure 2-3. Pathways affecting cisplatin sensitivity and the role of Hrq1. 
 
 
Figure 2-4. The effect of increasing rapamycin concentrations on strain growth and 
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Figure 2-S4. Gene Ontology (GO) process enrichment for 4nM and 16nM 




Figure 2-S5. CLIK analysis of cisplatin screen results with increasing database size. 
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 TABLES 
Table 2-1. Details of CLIK groups presented in Figure 2-2. Maximum and mean 
interaction densities for the CLIK groups from each screen are listed. For comparison, a 
randomized sample of ORFs of equal size was also generated for each set. Only the mean 















top1-T722A 242 0.160 0.072 0.0056 12.9 
cisplatin 155 0.132 0.073 0.0059 12.4 
4nM 
rapamycin 309 0.068 0.045 0.0059 7.6 
SPC110 










































Genomic Screen Confirms the Importance of Chromatin Remodeling in Preventing 
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ABSTRACT 
 
 Genetic recombination is a key byproduct of DNA damage repair. Conservative 
repair maintains genetic information, whereas non-conservative repair leads to sequence 
loss and genetic rearrangement. While unrepaired DNA damage can lead to cellular 
death, non-conservative repair can result in genome instability, a hallmark of cancer cells. 
Multiple redundant repair pathways within the cell have been described. However, the 
determinants within a cell that direct pathway utilization as well those within species that 
govern relative pathway preference are poorly understood. Here, we report a genome-
wide screen to identify nonessential gene deletions that induce altered recombination in 
Saccharomyces cerevisiae. The novel assay used in this screen produces fluorescent 
protein in the event of non-conservative single strand annealing (SSA) mediated DNA 
repair. After examining SSA recombination in 4460 members of the yeast gene deletion 
library, we found 122 genes that, when deleted, showed significantly altered 
recombination frequencies. As expected, many DNA repair genes were identified. In 
addition, we found a large number of chromatin remodeling gene mutants, most notably 
members of the INO80 complex. Additional classes, including mitochondrial genes, were 
also identified. Subsequent genetic experiments demonstrated that impairing the 
chromatin remodeling processes altered DNA repair and could partially rescue a lethal, 
rad54 srs2, recombination-deficient double mutant, a sensitive indicator of 
recombination function. Although chromatin-remodeling proteins, including some within 
the INO80 complex, have been previously shown to affect repair mechanisms, these have 
not been identified via a genome wide repair screen or by measuring recombination 
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outcome. We show that the chromatin modification genes ARP8 and IES5 are significant 
in suppressing SSA and function prior to Rad51-dependent strand invasion during gene 
conversion.  
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In a [model] there must be exactly as many distinguishable parts as in the situation that it 





The maintenance of a functional genome is central to all life. Genetic material is 
continuously degraded and multiple mechanisms have evolved which counter the lethal 
effects of DNA alterations (Gu and Lieber, 2008; Kultz, 2005; Lindahl, 1993; Sancar et 
al., 2004). These range from direct chemical restoration to redundancy through 
replication to divergence by reproduction (Archetti, 2010; Horandl, 2009). The most 
genotoxic and recombinogenic DNA damage consists of double strand breaks (Friedberg, 
2006; Paques and Haber, 1999; Rich et al., 2000). Two primary repair types exist to 
repair DSBs: homologous recombination (HR) and non-homologous end joining (NHEJ) 
(Shrivastav et al., 2008; Symington and Gautier, 2011). HR is typically more faithful in 
repairing DNA without information loss. NHEJ can join any unprotected DNA ends and 
so can cause translocation and deletions. However, both pathways can generate 
mutations.  
Homologous recombination is a class of DNA repair processes where strand 
homology is required for repair (Orr-Weaver and Szostak, 1983; Resnick, 1976). All 
eukaryotic HR pathways are mechanistically related and involve the RAD52 epistasis 
group of genes (in yeast: RAD52, MRE11, XRS2, RAD50, RAD51, RDH54, RAD55, 
RAD57, and RAD59) (Krogh and Symington, 2004). These processes consist of the 
relatively conservative mechanism of gene conversion (GC) as well as the rare, non-
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conservative mechanisms of single strand annealing (SSA) and break induced replication 
(BIR) (Heyer et al., 2010; Krogh and Symington, 2004). The simplest repair pathway, 
SSA, requires direct repeats and always leads to sequence loss. It functions to repair a 
DSB by joining and ligating single stranded complementary DNA at a break site (Ivanov 
et al., 1996).  
DSB repair outcomes differ dramatically depending on species, cells type, or cell 
cycle phase (Sonoda et al., 2006). Prokaryotes, simple eukaryotes and some stress 
resistant organisms use HR extensively whereas metazoans predominantly use NHEJ to 
repair DSBs (Heyer et al., 2010). Even within a species repair pathway choice is variable. 
S. cerevisiae uses NHEJ during G1 to repair clean DSBs but suppresses NHEJ in diploids 
and during the S/G2/M cell cycle phases (Astrom et al., 1999; Frank-Vaillant and 
Marcand, 2001; Li and Tye, 2011). Vertebrates require Rad51 and HR in developing 
embryos and in proliferating tissue but not typically elsewhere (Tsuzuki et al., 1996). 
Despite these types of regulation, multiple repair outcomes are measurable in most assays 
and targeting multiple pathways by mutation leads to synergistic sensitivity to damage 
(Johnson-Schlitz et al., 2007; Mansour et al., 2008; Myung et al., 2001; Sonoda et al., 
2006). Both classes of observation indicate that within a single cell, alternative repair 
pathways compete for the same damage substrates  
Different substrates also compete within the same repair pathway (Agmon et al., 
2009). During HR, template search can cover the entire genome. In yeast, HR is 
extremely efficient and induced ectopic recombination occurs at up to 90% efficiency 
thereby enabling targeted gene replacement (Barzel and Kupiec, 2008). The repair of 
naturally occurring damage though shows a clear and strong preference for sister 
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chromatids over other possible repair templates (Kadyk and Hartwell, 1992). Metazoans 
also show preference for HR that uses sister chromatids and are not suitable for gene 
targeting (Johnson and Jasin, 2000; Kandavelou et al., 2009; Puget et al., 2005). NHEJ 
based random insertions are 1000 fold higher than via HR (Thomas and Capecchi, 1987). 
Gene replacement does not appear to occur by GC, suggesting impairment in template 
search or strand invasion during repair (Cherbas and Cherbas, 1997; Fattah et al., 2008; 
Lin et al., 1984).  
Here, we report a genome wide search for gene deletions that perturb HR and 
alter the propensity of budding yeast to undergo recombinogenic repair following 
spontaneous DNA damage at repetitive DNA. In the screen assay, the dominant HR 
pathway, gene conversion, cannot produce fluorescent signal while SSA can. The screen 
identified genes that are both significant in the generation of DNA damage and also those 
that impinge on the canonical HR repair mechanisms or which otherwise alter the relative 
usage of competing DNA damage responses. 
 
 RESULTS 
A Genome Wide Screen to Identify Genes That Affect DNA Repair Outcome 
To maximize the identification of nonessential factors that regulate or facilitate 
HR we designed a plasmid based SSA assay in budding yeast. SSA and GC compete to 
repair DSBs occurring within repetitive DNA (Agmon et al., 2009). During SSA, single 
stranded DNA (ssDNA) tails form from 5’ resection at a DSB (Figure 3-1A). The ssDNA 
tails anneal directly rather than being used for template search and strand exchange as 
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during GC. In WT diploid cells or haploid cells in G2 phase, GC can repair any DSB that 
can be repaired by SSA.  
The assay used here consists of disrupted fluorescent-protein-producing ypet 
genes flanking a functional LYS2 marker on a centromere-containing (CEN) plasmid 
(Figure 3-1B). In WT cells harboring this plasmid, a small percentage of the population 
spontaneously forms recombinant fluorescent cells (Figure 3-1C). The arrangement of 
homology was designed to ensure that non-conservative SSA repair, and not GC, is the 
primary way a functional Ypet protein is generated. Importantly, a decrease in 
conservative repair due to a disruption of the GC process redirects damage to SSA and is 
seen as an increase rather than decrease in recombinant fluorescent cells.  
To assay the role of every nonessential gene in suppressing SSA, a mating based 
technique previously developed by this lab, termed systematic hybrid loss of 
heterozygosity (SHyLOH) was used to introduce the plasmid containing the SSA assay 
into 4831 nonessential yeast gene deletion strains (Alvaro et al., 2006) (Figure 3-1D). 
The method enabled the screen to be carried out on hemizygous diploid strains, which 
more closely resemble higher eukaryotes. In addition, the method effectively countered 
the high level of recessive factors present in the yeast deletion library that affect DNA 
repair (Alvaro et al., 2007; Alvaro et al., 2006). Following selection steps, every strain 
was propagated in liquid and the resulting recombinant fluorescent cells were quantified 
using flow cytometry (Figure 3-1E). 
Fluctuation analysis requires multiple sample frequency measurements starting 
from a single progenitor cell to accurately measure the recombination rate (Jones et al., 
1994; Lea and Coulson, 1949; Luria and Delbruck, 1943; Nadas et al., 1996; Rosche and 
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Foster, 2000). Unfortunately a genome wide screen hampers the use of large sample sizes 
for every strain. Additionally, the use of flow cytometry required that each liquid culture 
be inoculated with multiple isogenic founder cells in parallel, thereby preventing 
conventional rate analysis. As expected, initial results demonstrated that the 
recombination readout varied significantly between samples within a strain. Innate 
variation was further compounded as the mean level of recombination frequency differed 
markedly between plates and more so on a systematic basis by chromosome (Figure 3-
2A). In order to compare strains throughout the population all sample measurements were 
normalized according to plate median recombination and standard deviation (Figure 3-
2B). 
Statistical analysis revealed that recombination frequencies were distributed non-
randomly among strains and 4 replicate experiments are sufficient to initially identify 
affected strains. Ideally every strain should be sampled independently many more times 
(Jones et al., 1994). However, for practical reasons, a compromise was made in which an 
initial pass with 4 replicas per strain was performed using the entire library. Strains with a 
high or low median recombination frequency, or strains that showed increased 
recombination in at least 2 samples were chosen for verification. 
 
Screen Analysis Reveals 122 Genes Important for Regulating SSA 
A subset of strains was chosen for more detailed analysis. From the initial pass 
using 4 samples per strain, a set of 261 high recombinant frequency and 311 low 
recombinant frequency strains were picked for further verification (see Methods). An 
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additional 147 strains were also assayed from pilot experiments. Furthermore, 118 strains 
were included for verification by a bootstrapping technique described in Methods. Pilot 
experiments indicated that ~10 samples were sufficient to estimate the frequency 
distribution for an individual hyper-recombinant strain during the verification process.
 In total, 837 strains were tested a minimum of 8 times (median 24).  The strains 
were rearrayed and tested simultaneously with the parental BY4742 wild-type (WT) 
control strain, These represent the strains for which the most accurate description of 
recombination frequency can be made. Because when these strains were assayed, the 
background recombination frequency varied from plate to plate, a more detailed 
comparison was used to cluster the control samples. The recombination frequencies of 
the WT strains present on each of the sixty plates was calculated and used to cluster those 
values into 10 groups (Figure 3-2C). The 10 distributions were used to normalize every 
sample measurement, including those from the original screen (see Methods). We needed 
to compare and rank every strain according the likelihood that it differed from WT. 
Therefore, the normalized WT sample measurements were pooled to create a large 
statistical comparison set. The Mann-Whitney U test was used to calculate a p-value for 
every strain against this comparison set. In all, 4460 deletion strains were then ranked 
according to statistical similarity with that WT population (Figure 3- 2D).  
To assess screening and ranking procedures, we chose to utilize a network 
interaction approach rather than statistical modeling to determine the cutoff point for 
significance. This method is called Cutoff Linked to Interaction Knowledge 
(CLIK)[Chapter 2]. It relies on the use of preexisting biological evidence to determine the 
threshold to distinguish which strains differ from WT in a given screen. In so doing, 
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CLIK confirms that a screen was successful in enriching for interacting genes and 
identifies the most likely set of strains that confer a phenotype and which merit further 
study (Figure 3-2E).  
There were 114 hyper-recombinant strains and an additional 8 hypo-recombinant 
deletion strains. In total these 122 genes showed significant divergence in SSA frequency 
relative to WT (Table 3-1). They represent the genes for which there is striking evidence 
for biological grouping in addition to the screen ranking results. This set is smaller than 
that determined by using a p-value cutoff of 0.05 (710 strains). The larger set includes 
strains measured only 4 times and is likely to contain a large number of false positives. 
The more stringent threshold based on the CLIK cutoff contains many previously 
experimentally associated genes defining a small set of discreet processes. These are the 
processes that most clearly impinge on measured SSA. The distributions of normalized 
recombination for hyper-recombinant, hypo-recombinant, and WT strains are shown in 
Figure 3-2F. The average hyper-recombinant measurement was larger than almost all 
control measurements, while the hypo-recombinant strains where much less distinct. 
 Gene ontology (GO) enrichment on the set of genes 121 genes revealed a 
preponderance of DNA damage repair, mitochondrial organization and translation, and 
chromatin remodeling genes (Table 3-2). Additionally, 16 un-annotated and unidentified 
ORFs were identified. A protein complex enrichment analysis based on 518 protein 
complexes defined by Benschop et. al. (2010) was also performed (Benschop et al., 
2010). This analysis corroborated the GO enrichment analysis and identified 8 complexes 
that contained a minimum of 2 significant SSA genes identified in the screen. These 
include the cytosolic large ribosomal subunit, mitochondrial small ribosomal subunit, 
  89 
mitochondrial large ribosomal subunit, CAF-1 complex, INO80 complex, Rpd3L 
complex, RSC complex, and SWR1 complex.  
 
Haploid Chromosomal Recombination Assay 
 
 To measure recombination in a chromosomal context, and to validate our results 
in a different genetic background, a total of 65 genes were deleted in a W303 strain 
harboring two disrupted leu2 alleles flanking a functional URA3 gene (Smith and 
Rothstein, 1999). This leu2-EcoRIΔ::URA3::leu2-BstEIIΔ (leu2-EΔ::URA3::leu2-BΔ 
here after) assay was used to measure spontaneous GC and SSA in haploid yeast (Figure 
3-3A.)  Due to logistical constraints, we focused on a subset of mutants included in the 
122 strains listed in Table 3-1. In total, 27 of these gene deletions listed in Table 3-1 were 
made in the W303 background (Table 3-3). These represent the majority of unknown 
ORFs, all chromatin genes, a small number of positive controls, and a small sampling of 
genes from the remaining classes. 38 additional gene deletions were transferred into 
W303 and tested in this assay. These are 13 additional unknown ORFs and members of 3 
additional chromatin-remodeling complexes: RPD3, Compass, and SWR1. 
 27 of the 65 tested mutants showed altered SSA relative to WT in the leu2 assay 
(Table 3-3). Figure 3-3B includes significant strains with SSA at least 50% higher than 
WT. The non-congruence with the plasmid-based fluorescent assay was expected. The 
assays were performed using different strain backgrounds [(W303 vs S288C (BY4742)] 
and, importantly, in cells with a haploid rather than diploid chromosome complement. 
Furthermore, the original screen used a plasmid-based assay while the secondary leu2 
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assay is integrated on chromosome 3. We surmised that the gene deletions and deletions 
classes that showed altered SSA in both assays have robust effects on efficient HR, 
allowing us to identify the most important regulators of SSA.   
 These mutants fell into 3 classes, those that showed an increase in both SSA and 
GC, those that only showed an increase in SSA, and those that were decreased for both. 
The canonical member of the second group is rad51. As Rad51 is required for GC but not 
SSA, its absence redirects repair at the leu2-EΔ::URA3::leu2-BΔ reporter through the 
SSA pathway.  The rad51 mutant shows approximately WT levels of total recombination, 
but no GC. The rad54 strain gave similar results. No other gene deletion tested reduced 
GC while maintaining SSA. However, 11 strains showed SSA levels greater than GC, in 
contrast to WT SSA, which occurred at approximately 75% the level of GC (ctf4, dep1, 
eaf1, hta1, ies2, ies3, ies5, mud2, pac10, sdc1, and yml009c-A). Five strains showed very 
low levels of both types recombination in this assay. These included rad52 and ylr352c 
which both gave very few recombinant strains in the primary Ypet-based assay. 
Additionally ydr433w, yhr130C, and rps8a showed low overall recombination in the 
genomic assay, though these strains showed increased recombination in the Ypet assay.  
 
RAD1 and RAD51 Epistasis Testing 
 
To examine the genetic pathways affected in the identified gene deletion strains, 
epistasis analysis was done for the RAD51 and RAD1 pathways with respect to ionizing 
radiation survival (Figure 3-4A.). Rad51 is the DNA filament protein necessary for 
template strand invasion and is required for gene conversion (Gasior et al., 2001; Sung, 
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1994). Gene deletion strains that are synergistically sick with rad51 mutations impair a 
complementary process or repair pathway such as SSA. Conversely, Rad51 epistasis 
indicates that the deletion of interest acts in the HR/GC pathway. Rad1 is involved in 
repair that requires cleavage of heterologous flaps such as during SSA (Prado and 
Aguilera, 1995). Gene deletions that show synergism in the absence of rad1 are required 
for or facilitate HR (Agmon et al., 2011).  
 For rad1 and rad51 epistasis testing, we chose strains from Figure 3-3 that had a 
roughly 2-fold increase in SSA along with several strains to serve as controls (ard1, arp8, 
cac2, ctf4, dep1, eaf1, hta1, ies2, ies3, ies5, pac10, rad52, rad54, rpd3, rrg1, ssn8, yaf9, 
ydl119c, ydr186c, yel045c, and yhr080c.) Figure 3-4B shows an example of the 
synergistic interaction between rad51 and rad1. To facilitate the calculation of growth 
ratios, sixteen replica spots of each strain were serially diluted and measured for their 
response to ionizing radiation. The rad51, rad1, and rad1/rad51 deletion strains show an 
average growth ratio (treated/untreated) of 0.41, 0.3, and 0.06, respectively. The null 
hypothesis predicts that RAD1 and RAD51 have independent and non-redundant 
functions such that the growth of the double mutant strain would be the product of the 
single mutation strain growths, or 0.12. Instead, a growth rate of 0.06, which is 2-fold 
more severe than predicted, indicates a synergistic relationship. This number is depicted 
in a bar graph along with the same calculation for all of the tested stains (Figure 3-4C).  
 The genes that suppress SSA fall into three groups with respect to synthetic 
sensitivity for ionizing radiation. The first group, on the left side of the graph, behaves 
like rad52. Not surprisingly, rad54, is in this group. Interestingly, ctf4, arp8 and ies5 fall 
into the same group and thus are involved in the repair of gamma-radiation damage. 
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Although eaf1, ylr352 and hta1 show epistatic relationships when combined with rad51, 
they do not show synergistic relationships with rad1 and thus form the second class. The 
third class confers synergistic radiation sensitivity when combined with rad51. These are 
yel045c, cac2, rrg1, ard1, ssn8, yaf9, yhr080w, ies3, rdp3, and pac10. We suspect that 
these genes are involved in an additional pathway that is important for damage repair 
after irradiation. ard1, for instance has been shown to reduce NHEJ (Wilson, 2002). The 
same is true of yaf9 and doa4 (Wilson, 2002). Finally, several genes have no role in the 
repair of radiation damage and show no synthetic effect with either rad1 or rad51. These 
include dep1, ydl119c, ydr186w, and ies2. 
 We also wanted to test the effects of our mutants on the repair of UV damage. 
Unfortunately, RAD1, which is required for NER as well as UV repair, are extremely UV 
sensitive making it difficult to evaluate synergy after exposure to UV. Nevertheless, we 
were able to test rad1 with arp8, ctf4, and ies5 and all three double mutant combinations 
were less sensitive than expected (data not shown.) In addition, rad51 does not confer 
any obvious effect on UV sensitivity and no genetic interactions were seen with any of 
the gene deletions examined (data not shown.)  
 
Chromatin Remodeling Dysfunction Can Partially Rescue srs2 rad54 Lethality 
 
 We devised secondary experiments to both illuminate the underlying impairment 
in the mutant strains and also to evaluate the biological importance of the effect on SSA. 
Synthetic interaction with rad1 and rad51 addressed this in part. However those tests are 
based on a difference from expected sensitivity in the context of radiation damage. They 
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do not evaluate the necessity of the genes under normal growth conditions. We chose a 
complementary assay in which the readout is cell viability. 
Srs2, a helicase that unwinds recombination structures, prevents aberrant HR 
(Veaute et al., 2003). In its absence, Rad54, a SWI/SNF family helicase, is required to 
prevent the accumulation of unresolvable recombination intermediates (Figure 3-5A) 
(Klein, 2001; Palladino and Klein, 1992). Rad54 helps recruit Rad51, but also plays a 
role in resolving heteroduplex structures following polymerization (Mazin et al., 2010; 
Sugawara et al., 2003; Van Komen et al., 2000). The rad54 srs2 lethal phenotype can be 
rescued by deleting RAD51 and bypassing the GC/HR pathway (Figure 3-5B). Therefore 
any gene that can rescue the rad54 srs2 phenotype, likewise is important in HR and 
functions, in part, prior to synapsis (Fabre et al., 2002).  
We tested 15 of our mutant strains for their ability to rescue rad54 srs2 lethality 
(eaf1, arp8, ylr352w, ies5, hta1, rrg1, ard1, yaf9, ies3, rpd3, pac10, yml009c-a, ies2, 
ydl119c and ydr186). Those included strains showing the most significant phenotypes 
following the rad51 and rad1 epistasis testing and included rad51 as a control. We were 
unable to test ctf4, since it exhibits synthethic lethality with srs2, observed here and 
reported previously (Xu et al., 2004). In addition, yml009c-a was included as it is an 
unidentified ORF and exhibited a large increase SSA in the plasmid and chromosomal 
direct repeat assay. Only rad51∆ rescued the rad54 srs2 lethal phenotype fully and with 
high penetrance. Four other gene deletions partially rescued the phenotype and resulted in 
the formation of small slow growing colonies (ies5, arp8, yml009c-A, and eaf1.) At least 
25% triple mutant spores were alive following dissection. Additionally, 5 other gene 
deletions only partially rescue exhibiting fewer than 25% viable triple mutant spores 
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(Figure 3-5C). These include ies2, pac1, ydr186c, hta1, and ies3. In total, 9 of the 
mutants that we identified are important in Rad51-dependent HR, thereby maintaining 




In this report, we describe a genome-wide screen for factors that increase direct 
repeat recombination and facilitate GC. By screening for an increase in SSA, we 
increased screen sensitivity to genes important for the pre-synaptic phase of HR. These 
include some gene deletions that redirect repair away from GC and still allow the 
competing pathway, SSA, to occur. The largest and most interesting gene classes were 
mitochondrial genes and chromatin genes. The mitochondrial class may reflect a role for 
its metabolic function in repair. In the latter class, we showed that the INO80 complex is 
important, and identified new functions for ARP8 and IES5. These data provide 
additional insight into the specific mechanisms of HR in yeast and allow speculation 
regarding the differences in DNA repair between species. 
As expected, from strain to strain, SSA was highly variable and baseline 
recombination also changed according to chromosomal. The method used to create the 
assay strains, SHyLOH, forms a hemizygous diploid and complements all recessive 
genes except those present on the homozygous chromosome containing the KanMX-
marked gene deletion (Alvaro et al., 2006). We think that the different recombination 
rates between chromosomes likely reflect genetic differences between them. For 
example, since chromosome 4 is the largest, it is most likely by chance to contain 
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detrimental mutations and this may be why it showed the highest baseline recombination 
(Figure 3-2B). More generally, the variation across chromosomes demonstrates the 
difficulty in accurately identifying recombination mutants. Most strains showed very few 
recombinants per sample. This feature aided in the identification of hyper-recombinant 
strains, but meant that small variations in frequency were amplified. It also made the 
identification of hypo-recombinant strains difficult and complicated normalization. 
Nevertheless, we were able to use a newly developed analysis method to identify a screen 
cutoff and corroborate the normalization methods that we eventually used (Chapter 2). 
The method is termed CLIK for Cutoff Linked to Interaction Knowledge. It takes 
advantage of the high interaction density of functionally related genes that often rank 
high and thereby permits an evaluation of the success of the screen. We therefore were 
able to identify 122 genes that affected our assay. 
 After analyzing the set for gene class and GO category enrichment, it was clear 
that mitochondrial related and DNA organization and damage response gene categories 
were over-represented (Table 3-2).  For instance, 30% of the ‘mitochondrial 
organization’ and 20% of the ‘chromosome organization’ GO-category genes were 
captured by our screen and significant. CLIK employed a much more stringent threshold 
for inclusion in our set of affected mutants than traditional statistics and also confirmed 
that the screen was successful. Therefore, the subset of genes with the CLIK group 
consisting of uncategorized, unknown-function genes, should contain novel repair genes 
(Table 3-1). To test for robustness of these phenotypes, we additionally measured 
recombination in a chromosomal assay in haploids where HR is suppressed (Astrom et 
al., 1999; Carter et al., 2009; Li and Tye, 2011).  We tested 11 out of the 15 identified 
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non-overlapping unknown genes, and included an additional 13 unknown genes located 
just outside the CLIK border. However, only 2 hyper-recombinant strains from the first 
group and 3 hypo-recombinant strains from the second group remained following the 
secondary recombination screen (Figure 3-3). The most interesting is YLR352W. It 
originally scored as hypo-recombinant but outside the CLIK group near rad52, and saw1 
(Single- strand Annealing Weakened 1), a gene recently identified in a screen for reduced 
SSA (Li et al., 2008). Interestingly, it behaved similarly to rad52 in ionizing radiation-
based epistasis tests with rad51, indicating involvement in HR. YLR352W, has an F-box 
domain and the protein interacts with the cell cycle proteins Cdc53 and Skp1. We cannot 
distinguish between the possibilities that this gene deletion causes reduced recombination 
through the impaired activation of checkpoint responses or reduces activation of the HR 
pathway. 
We next considered the largest GO enrichment group, that of mitochondria related 
genes. The large number of these genes was surprising, although their connection is not 
unprecedented. For example, mitochondrial dysfunction is linked to diseases of aging and 
cancer, which accompany genome instability (Wallace, 2005). However, these mutations 
are pleiotropic and are commonly identified in many screens. One possibility is that 
increased SSA we observe in these mutants is due to an overall increase in DSBs. 
Reactive oxygen species are a potent source of damage and mitochondrial dysfunction 
may contribute to their formation (Bonawitz et al., 2006; Tucker and Fields, 2004). 
Secondly, mitochondrial impairment may be inducing a general stress response thereby 
changing DNA dynamics, altering nucleotide pools, and affecting the expression of repair 
proteins (Kultz, 2005; Rasmussen et al., 2003). Finally, mitochondrial mutants may cause 
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a metabolic constraint on HR directly. The binding of ATP by Rad51 is required for 
presynaptic filament assembly and ATP hydrolysis is necessary for dissociation and 
efficient subunit turnover (Rasmussen et al., 2003; Sung, 1994). The strand invasion step 
in GC also requires helicases, phosphorylation events, and nucleosome shuffling, which 
are energetically costly (Partensky and Narlikar, 2009). Mutants that affect proper 
mitochondrial function may alter the available ATP pool and thus directly affect these 
DNA repair processes. However, because the disruption of mitochondrial function is 
extremely pleiotropic, the likely mechanisms influencing repair outcome may be indirect. 
Therefore, this class of gene deletions was not analyzed further.  
  We chose to focus most of our attention on the second major class of genes 
identified in the screen, the chromatin genes (van Attikum and Gasser, 2005). As a group 
they validated at high rate when rescreened using the chromosomal assay in haploids, 
with 11 out of 19 showing increased SSA (Figure 3-3).  Furthermore, non-validating 
genes were clustered by complex; both of the two tested SWR1 genes failed to validate, 
as did all 4 of the CAF-1 complex genes tested. On the other hand, members of NuA4, 
Rpd3, and INO80 complexes, as well as CTF4 and HTA1, validated and several genes 
interacted with rad51 or rad54 srs2 in later experiments.  
The NuA4 complex genes EAF1 and YAF9 both validated and eaf1 was able to 
partially suppress rad54 srs2 lethality. The NuA4 HAT complex localizes to DSBs and 
facilitates chromatin decompaction, damage signaling, and repair protein recruitment 
(Auger et al., 2008; Krogan et al., 2004). Rpd3 and Dep1 function in two related Sin3 
histone deacetylase complexes (HDACs), Rpd3L and Rpd3S (Carrozza et al., 2005). In 
this study, only rpd3 was synergistic with rad51 with respect to gamma radiation 
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sensitivity. However, several additional genes also show synergism with rad51 in 
addition to elevated SSA (Figure 3-4). Since it is unlikely that SSA is necessary for 
ionizing radiation resistance, the synergism is likely due to participation in other repair 
pathways or processes that require functional HR. For example, deletion of Sin3-Rpd3 
complexes render NHEJ defective, which may in turn normally shunt unrepaired damage 
into GC and SSA (Jazayeri et al., 2004). 
The gene ctf4, which shows elevated recombination but behaves like rad52 in 
epistatisis tests with rad51 and rad1, is required for sister chromatid cohesion and the 
combination of ctf4 with srs2 is lethal (Hanna et al., 2001; Measday et al., 2005). Since 
CTF4 is important for the maintenance of sister chromatids in close proximity, disruption 
of this process likely reduces GC and shunts events toward the SSA pathway. The histone 
mutant, hta1, also behaved similarly to rad52 in the rad51 epistasis. HTA1 encodes a 
copy of the histone subunit H2A, mutation of which can reduce NHEJ and is known to 
delay HR (Harvey et al., 2005).  Interestingly, H2A phosphorylation is also required for 
INO80 recruitment (van Attikum et al., 2004), the complex from which we identified the 
most mutants in our screen.  
  INO80 is a highly conserved chromatin-remodeling complex involved in 
transcription and repair and its eponymous gene was originally identified by inositol 
auxotrophy (Ebbert et al., 1999). We found that 6 of the 10 non-essential components of 
INO80 cause increased SSA in both plasmid and chromosomal contexts (arp8, ies2, ies3, 
ies4, ies5, and nhp10). Additionally, another non-essential component, IES1, was likely 
identified, since deletion of YFL012W, which overlaps IES1 also increases SSA in both 
assays. Interestingly, we find that the deletion of IES5 affects radiation resistance 
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similarly to rad52 and partially suppresses rad54 srs2 lethality. Although, its role in 
INO80 function remains uncharacterized, the suppression of srs2 rad54 lethality is 
especially informative. The deletion of IES5 was just as effective as ARP8, the INO80 
helicase catalytic subunit, in rescuing srs2 rad54 lethality. This indicates that IES5 may 
be required for checkpoint robustness and/or is very important for the function of INO80 
during HR (Klein, 2001). IES1, IES3, IES4, IES5 and NHP10 are all non-conserved 
yeast-specific subunits and, to our knowledge, IES1, IES4, and IES5 have not previously 
been directly implicated in DNA recombination pathways (Au et al., 2011; Bao and Shen, 
2007; Conaway and Conaway, 2009; Vincent et al., 2008). 
It has been shown previously that INO80 is activated by DNA damage and its 
disruption can impede the molecular pathways of repair and cause DNA damage 
sensitivity (Morrison and Shen, 2009; Tsukuda et al., 2009; van Attikum et al., 2007; Yu 
et al., 2007). However, whereas these previous studies were driven by a candidate gene 
approach, here INO80 genes were identified in a genome-wide recombination screen. 
Moreover, there is disagreement in the literature regarding some INO80 functions and the 
identification here of multiple subunits is inconsistent with some studies (Papamichos-
Chronakis et al., 2006; van Attikum et al., 2004). For example, several reports suggest 
that resection is impaired in strains lacking Arp8 or with disrupted INO80 (Conaway and 
Conaway, 2009; van Attikum et al., 2007). Recruitment of MRX has also been reported 
to be impaired in these mutants. Interestingly, here we show an increased utilization of 
SSA, which also requires MRX and resection. Therefore, it seems unlikely that the 
effects were due to damage recognition or resection defects. An alternate role was 
suggested for INO80: the recruitment of Ku, the central NHEJ complex (Sinha and 
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Peterson, 2009). Thus, in theory, disruption of INO80 could redirect damage from NHEJ 
to the HR and SSA pathways. The two observations here, that these chromatin mutants 
are synergistic with rad1 and hypostatic to rad51 when treated with gamma radiation and 
that they partially suppress rad54 srs2 lethality, both serve to confirm their participation 
in the HR/GC pathway. Also consistent with our data, it has also been reported that repair 
template accessibility is impeded in INO80 mutants (Tsukuda et al., 2009). Tsukuda et al. 
(2009) report that strand invasion by Rad51 coated filaments is delayed in arp8 mutants 
and that, in an ATPase dead arp8Δ-INO80 background, there is a defect in nucleosome 
eviction at the donor locus (Tsukuda et al., 2009). Such a defect could cause increased 
opportunity for resection and ssDNA annealing at a DSB between direct repeats leading 
to the increased SSA that we observe.  
In summary, this recombination screen was performed to determine which non-
essential gene deletions lead to increased SSA. A diverse set of genes was identified 
suggesting that many functions can impinge on recombination outcome and increase 
SSA. Additionally, enrichment was found for classes including genes that are directly 
involved in the mechanisms of HR, in chromatin remodeling, in mitochondrial function, 
and in protein translation; indicating that these functions are particularly significant for 
suppressing SSA. Within those groups, chromatin remodeling is clearly important for 
conservative repair. Here, for the first time, we examine the effects of INO80 gene 
deletions on SSA and link Ies5 to recombination. We favor the model where the delayed 
kinetics of HR and GC impairs template search and/or invasion leading to increased SSA. 
Studying the central role of INO80 in suppressing SSA is crucial to further our 
understanding of homology search and strand invasion during HR. 
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 MATERIALS AND METHODS 
 
Strains and Plasmids  
 Gene deletion strains used in the primary SSA screen were BY4742 and BY4739 
MATα (S288C background) based strains obtained from the Saccharomyces Gene 
Deletion Project. Strains were individually re-arrayed to 96 well plates organized 
according to their chromosome position. The mating based procedure, SHyLOH, was 
used to simultaneously introduce the reporter plasmid and form a hemizygous diploid 
(Alvaro et al., 2006). In brief, 16 donor strains, each containing a conditional centromere 
on one of the 16 yeast chromosomes, were used to transfer the leu2-EΔ::URA3::leu2-BΔ 
containing plasmid (pWJ1699) into each deletion strain. These strains undergo 
endoduplication to generate a fully 2N hybrid diploid, homozygous for the gene deletion. 
The assay plasmid, pWJ1699, is a CEN plasmid with a LEU2 marker. Upstream of the 
ypet gene is the ADH1 promoter, and the ADH1 terminator sequence is downstream. 
During the mating step, plates were quadruplicated to 384 colony format on YPD 
usingthe Singer RoToR. Strains were selected by 2 replica pinning steps onto SC -
leucine, -adenine, -lysine, -uracil to ensure non-recombined-plasmid maintenance and 
diploid status. These strains were pinned 2 more times to SC -leucine, -adenine, -lysine, 
+galactose and one time to SC -leucine, -adenine, -lysine +galactose and +5-FOA. 
Growth on galactose medium destabilizes the centromere, and 5-FOA selects for strains 
without the conditional chromosome. Strains were then transferred to 4 - 96 well liquid 
culture plates containing SC -leucine and grown at 23°C for 2 days to allow 
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recombination, YPET expression, and culture saturation prior to flow cytometry. The 
strain BY4742 was used as a WT control strain during verification.  
 Follow-up experiments were performed in the W303 strain background. Deletion 
cassettes were amplified using primers designed approximately 500 bp upstream and 
downstream of the ORF. Purified products were transformed into W9049-8A (MATα, 
leu2-∆EcoRI::URA3::leu2-∆BstEII, RDN1:ADE2-CAN1, ade2-1, his3-11,15, leu2-3,112, 
trp1-1, LYS2, MET15, RAD5) and backcrossed to W9110-11b (MATa, ade2-1, his3-
11,15, leu2-3,112, TRP1, lys2∆, ura3-1, RAD5.) Individual clones that did not contain 
either the leu2-∆EcoRI::URA3::leu2-∆BstEII or RDN1:ADE2-CAN1 cassettes were 
crossed to strains for epistasis and rescue experiments. These were crossed to W3474-12a 
(MATa rad1::LEU2, ade2-1, trp1-1, LYS2, RAD5,  his3-11,1) or W9843-4d ( MATα, 
rad1::LEU2 ade2-1,  trp1-1, LYS2, RAD5,  his3-11,15), W2716-3b (MATa, 
rad51::LEU2, leu2-3,112, trp1-1, can1-100, ura3-1, ade2-1, his3-11,15)  or W9812-2c 
(MATα, rad51::LEU2,  leu2-3,112, trp1-1, ura3-1, ade2-1, his3-11,15, LYS2), W4093-5c 
(MATa, srs2::HIS3, ADE2, his3-11,15, LYS2, bar1::LEU2, trp1-1, ura3-1) or W4951-6c 
(MATα, srs2::HIS3, ADE2,  bar1::LEU2, TRP1, lys2Δ, RAD5), and W9378-19C (MATa,  
rad54::LEU2, ADE2,  his3-11,15, leu2-3,112,  trp1-1, LYS2, ura3-1, MET15, RAD5) or 
W3428-4D (MATα, rad54::LEU2, ADE2, met15∆, his3-11,15, trp1, ura3).  
 
Flow Cytometry 
 100,000 cells were measured for every sample by flow cytometry with CellQuest 
software using a BD FacSCAN or BD FACSCalibur cytometer with or without the use of 
a Cytek AMS high-throughput sampler. Cell gating and imaging were done using FlowJo 
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(Tree Star Inc). Gates were defined so that control strains containing empty vector 
plasmids produced no positive cells. Data sorting, normalization, and statistical analysis 
were done using custom Perl scripts. Primary (first pass) screen normalization was done 
individually for each 384-well plate by computing the equivalent of a standard z-score 
(but using population median instead of mean) for every sample measurement.  Hyper-
recombinant and hypo-recombinant strains were determined by screening for strains with 
more than 2 samples per set of 4 above the 95th percentile or below the 5th percentile 
measurement threshold. Additional sets of strains were selected for verification by a 
bootstrapping scheme. A query set of 71 genes was used. These consisted of 49 genes 
statistically different from WT following pilot experiments with Ch. 4, 5, and 6 as well as 
22 genes previously reported to affect SSA. A custom Perl script was used to compute the 
hypergeometric probability for the interaction count of every yeast gene with the query 
gene set listed in the DIP and separately for the BioGRID databases (Stark et al., 2006). 
 837 gene disruptions were selected for more thorough analysis and re-arrayed 
according to chromosome deletion number onto 96 well plates interspersed with wild-
type BY4247. These WT strains, like the deletion strains, became hemizygous diploids 
for testing. In total, 4642 individual WT samples were measured for recombinant 
frequency by flow cytometry. The number of individual BY4247 WT control replicas per 
chromosome ranged from 45 to 412 (median 146, mean 170.) These WT controls allow 
the direct comparison of recombination in each gene disruption strain to that of a WT 
distribution that was obtained concurrently and reflected the same level of background 
recombination. To normalize for variation between plates, WT sample distributions for 
each plate were compared to every other WT distribution according to a Mann-Whitney 
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U test for likelihood of identity. A custom script was used to cluster all distributions by 
complete linkage according to this p-value. The linkage tree was split into 10 clusters, 
which were combined to form 10 comparison WT distributions (Figure 2C.) Every 
measurement was then normalized to its respective comparison group by determining the 
proportion of that WT distribution which was equal or larger in magnitude, thereby 
converting every recombinant percentage to a value between 0 and 1. Normalized WT 
values were pooled to form a control group of 4642 values. First pass plates were also 
clustered with WT verification plate distributions to determine appropriate comparison 
distributions. First pass measurement values were then also normalized to the appropriate 
control population from the 10 WT distributions. All measured values for every strain 
(mean 8.5, median 4 samples/strain) were compared to the pooled WT group and used to 
determine a ranked-sum Mann Whitney U-score and p-value (Figure 3-2D) 
 
CLIK and Screen Analysis 
 To minimize errors introduced during normalization procedures, CLIK was used 
to determine significance independently of the statistics inherent in the distribution of 
data generated in this screen. CLIK is only sensitive to the rank order of strains 
generated. Here genes were ranked by p-value. CLIK is described (Chapter 2) and the 
software is freely available online at (www.rothsteinlab.com/tools/apps/clik)  
 Briefly, by maintaining screen rank and plotting all genetic and physical 
interactions in a 2-dimensional graph, CLIK depicts groups of related genes. Since most 
genes are unaffected, their relative rank based on SSA recombination frequency is 
random and a plot of interaction density is low and consistent throughout. Conversely, 
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the genes most different from WT are meaningfully organized and located at the 
extremes of the ranking. Because the recombination phenotype is affected by a finite 
number of processes, previously described interactions correlate and can be used to infer 
a cut off location as well as evaluate the power and specificity of the screen. These 
interactions form a dense network sharply distinct from the unaffected regions in the 
graph. It also points to the threshold for determining deviation from WT. Significant 
hyper-rec strains show a median SSA distribution at least twice that of WT. The CLIK 
threshold corresponds to the inflection point in Figure 3-2D where the significance scores 
level off and strains measured only 4 times begin to appear in the rank order. 
 Query/target is maintained in CLIK with query rank and target rank giving the 
[x,y] coordinate. A square bin centered on over every point is used to calculate a local 
point density value for every interaction point on the graph. Bin size is chosen 
automatically or by user specification. Point densities are compared to the distribution of 
densities generated from a randomized ordering of the gene list. Coloring is based on 
distance from the random distribution mean with gray indicating a density within 2σ of 
control group mean. A CLIK based threshold can be mostly simply made by following 
the diagonal from the origin to the point at which the density is random. In this case 
CLIK was more stringent than traditional statistical analysis. Here, the amount of 
functional enrichment above random peaked with the top 114 genes (Figure 3-2E). 
Gene categories listed in Table 3-1 were determined primarily through SGD gene 
annotation.  
 GO enrichment was determined with Amigo by computing significance for the set 
of 122 deletion genes listed in Table 3-1, against the background of all tested deletion 
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strains (Boyle et al., 2004). We excluded GO categories that included more than 10% of 
all genes. The analysis was not substantially changed by changing the query set of all 
screened genes with a p-value < 0.05 and keeping the whole library background or by 
using the 122 genes query set with the background set of 837 verified genes, indicating a 
robust enrichment pattern In addition, all genes with a p-value < 0.05 were compared to 
the list of physical complexes defined in Benschop (2010) (Benschop et al., 2010). All 
complexes with a significant enrichment of screen genes were identified. Each of these 
complexes was represented in subsequent experiments. 
 
leu2-EΔ::URA3::leu2-BΔ Recombination 
 Mitotic recombination was measured for 65 deletion strains at the leu2-
∆EcoRI::URA3::leu2-∆BstEII locus on Chromosome 3. Three independent gene deletion 
spore isolates where obtained from each crosses. Additionally one WT spore was used as 
a control strain from each cross.  Each strain was streaked from SC –uracil plates onto 
YPD to form single colonies after 2-3 days growth. Three separate colonies from each 
isolate were diluted in 1ml H20 and 50-100 µl 1x dilution plated onto SC –leu, and 
0.0001 x dilution onto SC. Plates were grown for 2 days at 30°C then colonies were 
counted. SC – leucine plates were replica plated to SC – uracil and SC + 5-FOA and 
counted after one day to distinguish GC from SSA events. Recombination rates were 
calculated as described by Lea and Coulson (Lea and Coulson, 1949). 9 independent 
trials were performed for each gene deletion. Mann Whitney p-values were calculated to 
determine significance compared to a pooled distribution of all calculated WT rates. 
Recombination rates for all mutants are presented in Table 3-3. Frequencies of marker 
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loss at the rDNA array were simultaneously determined by measuring loss of an 
ADE/CAN1 marker as previously described (Fritze et al., 1997). rDNA marker loss was 
not measured for all genes, however rates for some genes are also listed in Table 3-3. 
 
Epistasis Testing  
 Two double mutants geneX::KanMX rad1 or geneX::KanMX rad51 were used for 
each experiment.  These strains were each arrayed onto a minimum of three 96 well 
plates for independent replica tests. Strains were grown in 100 µL YPD and diluted to 0.1 
in H20. Diluted cultures were transferred to 384 or 1536 format YPD plates. These were 
immediately treated with 50 gray or 100 gray ionizing radiation from a Gamma cell-
220 60Co irradiator (Atomic Energy of Canada), or 2 sec UV (standard fume hood). Plates 
were grown at 30°C and scanned at approximately 18, 24, 30 and 48 hours. Growth was 
quantitated using an Image J (W. Rasband, National Institutes of Health) macro as part of 
the ScreenMill software suite (Dittmar et al., 2010). Similar absolute growth levels were 
chosen for each condition and between experimental replicates. Interaction values were 
calculated as described. A growth ratio was determined for every replicate by dividing 
control/experimental growth level. These were normalized according to average WT 
growth ratio for each experiment. All ratios were pooled for each strain and highest and 
lowest ratios were discarded. For rad51 epistasis, the predicted growth value = 
geneX::KanMX median growth ratio * rad51::LEU2 median growth ratio.  The plotted 
values (Figure 3-5B) result from the actual measured geneX::KanMX rad51::LEU2 
median growth / predicted growth value. A value of 1 means that the predicted double 
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mutant growth ratio is equal to the actual double mutant growth ratio and therefore that 
the genetic interaction was additive.    
 
rad54 srs2 Lethality Rescue 
 Individual deletion strains were crossed to both rad54 and srs2 strains to obtain 
double mutants. Triple mutant crosses were performed a minimum of 3 times and 
consisted of geneX::KanMX rad54 X srs2 and/or rad54 X geneX::KanMX srs2. 24 tetrads 
were dissected for each cross onto YPD. These were grown for 5 days at 30°C or until 
micro-colonies formed. Dissection plates were scanned then replica plated to drop out 
plates for genotyping. Spore genotype was determined or inferred for every tetrad with at 
least 3 viable colony-forming spores. Micro colonies were streaked to new plates to 
confirm phenotype stability. The number of viable rad54 srs2 and geneX::KanMX rad54 
srs2 colonies were divided by the inferred total. Absolute size was not determined. Ratios 
of viable/total are plotted (Figure 3-5B) 
 
 FIGURE LEGENDS 
 
 
Figure 3-1. Genomic screen for SSA using fluorescent flow cytometry. A. Single 
strand annealing repairs DSBs that occur between repetitive DNA elements, represented 
in the image by grey boxes. 5’ to 3’ resection generates single stranded DNA. 
Complementary ssDNA anneals to form duplex DNA in a RAD51 independent manner. 
The endonuclease complex, Rad1/Rad10, removes overhanging non-homologous DNA.  
Ligation restores intact DNA that is missing one repeat and any intervening. B. Reporter 
construct for SSA. Two nonfunctional ypet genes flank a functional LYS2 gene. The 5’ 
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ypet allele is destabilized by a 200 bp truncation and the 3’ ypet allele by a frameshift 
insertion 6 bp downstream of the start codon. The intervening sequence is 4.5 kb in 
length and contains the LYS2 gene to allow counter-selection against recombinants during 
early plating steps. Grey depicts the 505 bp of homology that exists between alleles; none 
exists upstream or downstream. Any DSB occurring between alleles will locate 
homology only at the end of the break so SSA, but not GC, can create a functional YPET 
gene. (C) The reporter locus described in B can produce a functional YPET gene after 
SSA. Constitutive transcription by the ADH1 promoter produces a fluorescent cell 
distinguishable from the non-recombinant population. DIC in left panel, green 
fluorescence in right. (D) The systematic hybrid loss of heterozygosity (SHyLOH) 
method was used to create strains for SSA screening. (E) Flow cytometry allows 
quantification of the proportion of recombinant cells in the population of each strain. 
Here a deletion strain (rdh54) has been analyzed and shows a gated recombinant region 
containing 0.94% of cells. Cells that do not contain the reporter plasmid show no cells in 
the equivalent region. The subpopulation higher on the y-axis represents dead and auto-
fluorescent cells. 
 
Figure 3-2. SSA screen results. For all figures (but E), red represents high 
recombination levels and green represents low. (A) Systematic variation in baseline 
recombination is shown in the distributions of measured recombinant frequency for each 
chromosome. Box and whiskers plot shows median, lower quartile, upper quartile and 
10th to 90th percentiles. (B) Distribution of median recombinants per strain, 4 samples 
per strain, after normalizing by plate: (plate median - sample)/std. dev.  Dotted lines 
  110 
indicate hypo-recombination (right) and hyper-recombination (left) thresholds; strains 
beyond the thresholds were tested an additional 20 times. (C) Distribution of control, 
BY4742, strains included on verification plates. Distributions of control strains pooled 
from each plate were clustered by similarity to form 10 groups later used for direct 
normalization. (D) Strains are ordered from most recombinant to least. All measurements 
were normalized to control distributions and assigned a p-value generated by a Mann-
Whitney comparison test. Strains were divided along the x-axis by median WT 
recombination value and ranked by p-value. Hashed lines indicate cutoff by p-values of 
0.05 (470 hyper-rec. and 240 hypo-rec.) (E) Cutoff Linked to Interaction Knowledge 
(CLIK) produces a more stringent and smaller set of hyper-recombinant strains than by p-
value. The graph depicts interaction density between strains. Hashed line indicates p-
value of 0.05, red line indicates CLIK cutoff. Regions of significantly high interaction 
density are colored and correspond to the presence of functionally related genes. Points 
are colored grey where interaction density is at background levels. Here significant 
interaction density (measured along the diagonal) drops to random after rank 114 and 
represents an empirical threshold for cutoff. (F) There are three distinct SSA populations. 
The distributions of all samples for (CLIK based) 114 hyper-recombinant and for 8 hypo-
recombinant strains are plotted along with all control samples.  A value of 1 means that 
100% of control WT measurements were at least as high as the mutant strain 
measurement and is a hypo-recombinant measurement while 0 represents a hyper-
recombinant measurement. 
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Figure 3-3. Chromosomal recombination assay. (A) Reporter construct for direct 
repeat GC and SSA recombination. Two nonfunctional leu2 genes flank a functional 
URA3 gene integrated into chromosome 3. The 5’ leu2 allele is destabilized by a 4bp 
insertion at an EcoRI site and the 3’ leu2 allele by a 5bp insertion at a BstEII site. The 
URA3 gene is counterselectable with the drug 5-FOA. SSA recombinants are prototrophic 
for Leu2 and resistant to 5-FOA whereas GC based LEU2 recombinants maintain a 
functional URA3 gene. 2.4kb of homology exist between alleles separated by 5.3kb. (B) 
Strains with significant recombination relative to WT and SSA >1.5X or <.5X, median 
recombination rate with 10th to 90th percentile error. Dark grey bars indicate SSA rates 
and stacked light grey bars indicate GC rates. Combined bars equals total recombination 
rate. 
 
Figure 3-4.  rad51Δ and rad1Δ interaction with SSA genes. (A) Ionizing radiation can 
form DSBs that are repaired in a Rad51 dependent manner or by a redundant Rad1/Rad10 
endonuclease dependent pathway. (B) Ten-fold dilution spotting assay; each of the three 
strains were replicated 16 times per dilution. rad51Δ rad1Δ double mutant strains grow 
slightly slower than either single mutant and are synergistically sensitive to ionizing 
radiation. (C) Depiction of interaction between specific gene deletions and rad1 or rad51. 
Colony sizes were measured after 2 days on YPD with 100 gray of gamma irradiation. 
The predicted double mutant growth is the product of the individual mutant strain’s 
growth. This is divided by the average growth size of all sixteen colonies to give a ratio 
of expected/actual growth. Values above 1 indicate synergy and below 1 indicate an 
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epistatic relationship. Error bars show the vector sum of the std. deviation for all 3 
strains.  
  
Figure 3-5.  Rescue of rad54 srs2 synthetic lethality. (A) Rad51 dependent repair of 
DSBs forms heteroduplex DNA as an intermediate repair product. Srs2 is a helicase that 
removes Rad51 filaments from ssDNA and Rad54 stabilizes D-loops during repair and 
facilitates resolution. Mutation of both genes acts to prevent repair and impairs 
proliferation. (B) Representative tetrad dissections on YPD after 5 days growth. 3 and 4 
spore tetrads were genotyped. Triple mutants are indicated by boxes and rad54 srs2 
double mutants by underscore. The rad51 cross included a ade2-1 mutation which causes 
accumulation of a red pigment and impairs colony size but does not affect viability. (C) 
The percent of surviving triple mutant strains for each SSA screen deletion gene after 5 
days growth. The total number of triple mutants spores counted for each strain is shown 
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Figure 3-1. Genomic screen for SSA using fluorescent flow cytometry. 
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Figure 3-4.  rad51Δ and rad1Δ interaction with SSA genes. 
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 TABLES 
 
Table 3-1. Gene Deletion Strains with Altered Recombination. 114 deletion strains 
are hyper-recombinant for SSA relative to WT and 8 are hypo-recombinant.  The 
significance cutoff was determined based on interaction density using Cutoff Linked to 
Interaction Knowledge (CLIK).  
 
Function Increased Recombination Reduced 
Recombination 
DNA Repair CTF18 DIA2 MSH1 NUP60 PIF1 RAD27 RAD51 RAD55 
RAD57 RDH54 RMI1 RNR1 RRM3 TOF1 TOP3  
RAD1 
Chromatin  ARP8 CAC2 CTF4 IES2 IES3 IES5 NHP10 RLF2  
Histone  HTA1 SPT10 SPT21   
Transcription GON7 HPR1 POP2 SIN4 STB5 TRM1 SPT3 
Mitochondrial 
Protein 
AAT1 ABF2 ACO1 ATP7 ATP14 ATP22 CBP3 CBS2 COQ4 
COX10 CYC3 CYT2 MDM10 MGM1 MIP1 MTG1 NAM2 




MRP1 MRP10 MRP17 MRP20 MRPL1 MRPL11 MRPL16 




Cell Cycle BUB1 BUB3 CLN3 MBP1 RRD1  
Acetyltransferase ARD1   
Amino Acid 
Metabolism 
ADK1 GLY1 HOM3 ILV1 MET17 MET6 MET7 TRK1  
Ubiquitylation DOA4 UBX3  
Proteosome ECM29 RPN4 PRB1 VPS74 
Cytokinesis ELM1  
Methyltransferase MTQ2  
Golgi, Vacuole ANP1 DID2 DID4 SWH1 VMA5   
Other BER1 CGR1 CPR8 DUS4 INO2 ORM2 OSH6 RPS8A GRE2 
Unknown 
Function 
ECM25 FYV1 YAR028W YDL032W YDL068W YDL118W 
YDL119C YDL162C YEL045C YFL012W-A YHR080C 
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Table 3-2. GO categories including mitochondrial and genome maintenance genes 
are enriched.  AmiGO was used to identify narrow GO categories (containing less than 
10% of all screened genes) that are enriched for the 122-member set of SSA 



















MRP1 CBS2 MRPL1 MRPL16 
MRPL33 CBP3 NAM2 ABF2 PIF1 
MGM1 MRPL38 RRM3 MRPL35 
MRP17 RSM18 MRP20 MRPL11 
MTG1 MRPL4 RSM24 RRG1 MRP10 
MRPL7 ATP14 ATP22 MRPL19 












MRP1 CBS2 MRPL1 MRPL16 
MRPL33 CBP3 NAM2 MRPL38 
MRPL35 MRP17 RSM18 MRP20 
MRPL11 MTG1 MRPL4 RSM24 












RAD1 RAD55 ABF2 RNR1 PIF1 TOP3 
LGE1 CAC2 CTF18 RRM3 NUP60 
TOF1 NHP10 RLF2 RAD57 DIA2 
CTF4 ADK1 IES3 HTA1 RPN4 ARP8 
GON7 RAD27 MSH1 HPR1 RAD51 
DOA4 SPT10 RRD1 MIP1 RDH54 








RAD1 RAD55 PIF1 CAC2 CTF18 
NUP60 TOF1 NHP10 RAD57 CTF4 
HTA1 RPN4 RAD27 MSH1 HPR1 












RNR1 PIF1 TOP3 LGE1 CTF18 RRM3 














RAD1 RMI1 RAD55 PIF1 CAC2 
CTF18 NUP60 TOF1 NHP10 RAD57 
CTF4 HTA1 RPN4 ARP8 RAD27 













ABF2 PIF1 MGM1 RRM3 RRG1 








RMI1 BUB1 PIF1 TOP3 LGE1 CAC2 
CTF18 NUP60 TOF1 NHP10 RLF2 
RAD57 CTF4 IES3 HTA1 ARP8 GON7 
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Table 3-3.  Recombination rates measured with chromosomal assay. SSA and GC 
were measured with the assay depicted in Figure 3-3a. Median rates are listed. P-values 
were calculated by Mann Whitney comparison against the pool of WT rates. Some strains 
were also measured for Can1 loss at the rDNA locus. Strains are ordered according to 
relative rank in the plasmid-based ypet recombination assay. Significant p-values are in 
bold. 
 










WT WT 178 6.4E-6 1.0E+0 9.2E-6 1.0E+0 78 2.0E-4 1.0E+0 0 
YOR141C ARP8 27 1.2E-5 6.1E-5 5.8E-6 3.0E-2 12 3.7E-4 1.5E-3 1 
YER092W IES5 8 1.1E-5 7.9E-3 9.5E-6 8.0E-1 6 3.4E-4 2.6E-2 4 
YDL045W
-A 
MRP10 9 7.6E-6 3.3E-1 1.9E-5 1.4E-1 4 8.3E-4 2.5E-2 6 
YDR225W HTA1 9 1.3E-5 4.6E-2 8.0E-6 5.7E-1 9 2.4E-3 1.1E-6 9 
YDL002C NHP10 9 1.1E-5 3.4E-2 1.2E-5 1.5E-1 3 3.5E-4 1.6E-1 11 
YEL045C  23 7.4E-6 3.0E-1 1.0E-5 5.7E-1 14 2.4E-4 4.1E-1 12 
YDR175C RSM24 9 5.2E-6 2.2E-1 7.4E-6 3.1E-1 6 4.0E-4 5.0E-3 19 
YLR052W IES3 9 1.2E-5 2.9E-3 1.5E-5 5.5E-3 0 NA NA 20 
YER095W RAD51 12 2.3E-5 4.6E-7 0.0E+0 1.5E-8 9 5.3E-4 4.3E-5 22 
YDR065W RRG1 15 1.1E-5 2.7E-3 1.2E-5 3.1E-1 0 NA NA 28 
YML102W CAC2 9 7.8E-6 4.6E-1 6.6E-6 2.6E-1 9 9.0E-4 4.2E-6 29 
YDR140W MTQ2 8 7.9E-6 1.6E-1 1.1E-5 5.8E-1 0 NA NA 31 
YNL215W IES2 18 1.8E-5 1.6E-7 5.9E-6 5.8E-2 0 NA NA 35 
YJL127C SPT10 9 1.1E-5 1.1E-1 5.6E-6 2.9E-1 6 2.4E-4 6.0E-1 36 
YML009C
-A 
 9 1.1E-5 2.2E-2 1.4E-5 3.8E-1 9 2.1E-4 9.8E-1 37 
YDR322W MRPL35 9 6.0E-6 3.7E-1 1.3E-5 6.0E-1 3 2.9E-4 9.2E-1 44 
YDR024W FYV1 9 4.7E-6 5.1E-1 1.0E-5 8.9E-1 0 NA NA 47 
YGL029W CGR1 9 5.8E-6 5.4E-1 8.7E-6 8.9E-1 6 3.0E-4 1.5E-1 60 
YHR013C ARD1 9 1.5E-5 4.3E-4 1.0E-5 3.2E-1 3 1.6E-4 2.0E-1 68 
YJL201W ECM25 9 6.9E-6 4.5E-1 1.7E-5 3.7E-2 5 4.2E-4 6.3E-3 71 
YBL072C RPS8A 9 3.8E-6 4.2E-2 1.5E-5 3.8E-3 8 1.3E-3 7.6E-6 76 
YDL119C  9 9.4E-6 2.2E-1 1.1E-5 5.6E-1 9 2.6E-4 3.4E-1 77 
YHR080C  6 1.1E-5 3.4E-2 1.2E-5 4.8E-1 0 NA NA 79 
YPR018W RLF2 9 8.0E-6 4.4E-1 8.9E-6 8.5E-1 9 3.8E-4 5.9E-3 102 
YAR028W  9 7.1E-6 4.8E-1 2.8E-5 1.6E-4 3 3.1E-4 1.5E-1 103 
YPR135W CTF4 6 1.7E-5 2.6E-3 7.7E-6 4.2E-1 0 NA NA 113 
YLR366W  6 7.5E-6 9.2E-1 2.6E-5 1.8E-5 0 NA NA 133 
YER158C  18 9.6E-6 8.8E-2 1.4E-6 2.9E-3 9 1.8E-4 6.2E-1 178 
YNL025C SSN8 8 2.2E-5 5.5E-5 1.8E-5 9.0E-2 9 8.7E-4 3.5E-6 189 
YBR175W SWD3 9 7.5E-6 6.7E-1 1.6E-5 1.8E-2 6 1.4E-4 9.7E-2 243 
YHR078W  9 6.5E-6 7.0E-1 6.6E-6 7.4E-2 9 2.3E-4 9.1E-1 255 
YGR078C PAC10 9 1.3E-5 3.2E-3 8.1E-6 3.3E-1 9 8.5E-4 4.5E-6 258 
YOR156C NFI1 9 1.0E-5 8.5E-2 8.1E-6 1.0E+0 9 3.7E-4 1.9E-3 265 
YDR186C  9 9.0E-6 4.3E-1 9.3E-6 8.5E-1 9 1.5E-4 1.7E-1 400 
YHR130C  9 3.8E-6 2.3E-2 2.4E-5 8.7E-4 2 7.2E-5 3.3E-2 414 
YIL092W  9 4.7E-6 6.5E-1 1.3E-5 2.6E-1 0 NA NA 422 
YKL037W AIM26 9 9.6E-6 2.8E-2 7.8E-6 1.8E-1 3 3.1E-4 2.8E-1 474 
YDR139C RUB1 9 7.3E-6 6.2E-1 1.2E-5 1.3E-1 9 2.3E-4 1.1E-1 484 
YDR469W SDC1 9 7.7E-6 6.2E-1 1.2E-5 1.9E-1 9 3.2E-4 1.8E-2 506 
YGL235W  9 8.3E-6 4.1E-1 9.7E-6 6.5E-1 9 2.3E-4 4.5E-1 646 
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YJL051W IRC8 9 8.9E-6 4.7E-1 1.1E-5 5.8E-1 9 7.5E-4 7.2E-6 669 
YHR199C AIM46 9 5.0E-6 1.2E-1 9.0E-6 6.0E-1 9 5.7E-4 4.6E-5 828 
YFL013C IES1 6 9.7E-6 6.0E-2 1.1E-5 5.6E-1 6 2.1E-4 7.6E-1 896 
YGR226C  9 4.4E-6 9.6E-2 1.0E-5 3.6E-1 8 8.0E-5 3.5E-4 942 
YDR433W  9 3.4E-6 9.0E-2 5.9E-6 7.5E-2 0 NA NA 1757 
YHR131C  6 6.1E-6 9.8E-1 1.1E-5 4.2E-1 0 NA NA 1947 
YFL012W  18 9.2E-6 3.3E-2 0.0E+0 4.3E-7 6 1.6E-4 1.8E-1 2311 
YJR127C RSF2 9 7.4E-6 5.6E-1 1.4E-5 3.4E-1 3 3.6E-4 5.8E-2 2460 
YDR359C EAF1 9 2.0E-5 7.3E-4 6.7E-6 6.1E-1 3 3.7E-4 4.3E-2 2963 
YDR257C RKM4 9 1.1E-5 1.2E-2 1.8E-5 7.4E-2 9 2.6E-4 6.7E-1 3062 
YNL330C RPD3 9 1.3E-5 3.8E-3 4.9E-6 2.6E-2 0 NA NA 3285 
YGL163C RAD54 9 2.6E-5 2.0E-6 1.6E-5 3.5E-1 9 5.5E-4 8.3E-5 3537 
YBR231C SWC5 9 7.8E-6 4.8E-1 1.1E-5 7.5E-1 9 2.1E-4 3.9E-1 3594 
YNL107W YAF9 9 1.2E-5 4.2E-2 3.0E-6 1.4E-3 7 1.8E-4 4.2E-1 3793 
YDR360W OPI7 9 7.7E-6 2.4E-1 7.2E-6 2.6E-1 3 2.6E-4 3.6E-1 3799 
YLR346C  9 5.9E-6 6.0E-1 9.0E-7 6.2E-7 6 1.3E-4 9.0E-1 3800 
YDR334W SWR1 9 4.9E-6 3.3E-1 1.7E-5 2.1E-2 3 3.4E-4 8.5E-2 4105 
YLR345W  5 7.5E-6 8.2E-1 6.4E-6 4.7E-1 3 2.1E-4 2.1E-2 4146 
YDR485C VPS72 9 5.8E-6 8.9E-1 1.1E-5 4.2E-1 9 1.2E-4 5.6E-1 4157 
YML032C RAD52 9 3.8E-6 1.6E-2 3.8E-6 6.9E-4 3 1.5E-4 5.1E-1 4220 
YLR352W  9 2.7E-6 1.0E-2 1.2E-5 6.5E-2 9 1.2E-4 8.6E-2 4324 
YKL074C MUD2 9 7.3E-6 6.2E-1 1.7E-5 2.3E-2 0 NA NA 4416 
YAR003W SWD1 9 6.5E-6 9.2E-1 1.3E-5 6.4E-1 9 2.7E-4 2.4E-1 4420 
YAL013W DEP1 8 1.9E-5 5.4E-4 1.0E-5 3.8E-1 0 NA NA 4430 
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"Everything not forbidden is compulsory."  - Murray Gell-Mann  
 
  
Designing an SSA Screen 
A genome wide screen for factors that suppress SSA has not been documented 
prior to the study reported here. A direct-repeat assay was created in order to bridge that 
experimental gap. Experimental design was not trivial and this reflects in part the subject 
under study. Logistical decisions compromised overall sensitivity but enabled to screen to 
proceed. These decisions though, also added new complications and increased the need 
for tools that could enable an empirical evaluation of screen performance.  
The assay described in Chapter 3 was designed such that spontaneous DNA repair 
between disrupted ypet alleles could form a functional fluorescent-protein-producing 
YPET. The screen was performed to respond to spontaneous damage, some of which 
likely arises from single strand lesions forming double strand ends during replication 
(Rothstein et al., 2000). In addition, oxidation and rare high-energy particles may have 
also caused DSBs more directly (Chapter 1). In either case, spontaneous lesions result in 
a substrate activate HR or NHEJ pathways. In our assay, it is unlikely NHEJ could 
generate recombinants as there is ~5kb between functional regions of the ypet alleles. HR 
in turn, is also restricted. The arrangement of homology prevents conventional GC from 
easily generating YPET (Figure1-3). Instead SSA can readily form YPET recombinants if 
sufficient ssDNA is made. The lack of GC recombination was confirmed genetically as 
genes required for GC, including RAD51, RAD55, RAD57, and RDH54, lead to increased 
recombination, while disruption of genes required for SSA, including RAD1, RAD52, and 
SAW1, lead to decreased recombination.  
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 Low recombination frequencies and the large variation between replica samples 
for a single strain presented a significant challenge in this work. A phenotype is most 
easily studied when it is reproducible and robust. In practice, those qualitative terms 
determine the ease and feasibility of a study. The study described here, though feasible, 
was not easy. A low recombination frequency is restricted by the underlying rate. We 
could have redesigned the ypet alleles and separated them by less DNA or assayed them 
using induced damage. However, this approach would have complicated the experimental 
design and may have made the problem of strain variation more severe (Chapter 2). In 
addition, there are multiple properties that may have contributed to the sample variation 
for each strain, in turn. The methodology used required multiple founder cells for each 
colony. This is because colonies were grown on agar plates and pinned en masse to new 
selection plates. These multiple repinning steps deposited a few hundred to a few 
thousand cells at each step depending on the size of the initial colony and small variations 
are compounded at each new pinning step. Different sized starting cell populations makes 
comparison between final samples difficult (see Chapter 1). However, differences in cell 
count were larger, and therefore, more relevant for explaining underlying variation 
between strains and between plates, where incubation times varied slightly.  
Instead, the most significant cause for within-strain variation can be attributed to 
the inherent randomness of the recombination event, which has long been understood 
(Chapter 1). And, while we expected a Luria-Delbruck frequency distribution; we had 
hoped that if two rates were significantly different, then one strain would give several 
low frequencies and the second strain give several high frequencies. Ideally, most strains 
would have produced similar recombination frequency measurements with small standard 
  124 
deviation between sample replicas, while a small number of strains generated 
measurements much higher or lower than normal with some deviations between replica 
samples. However, in actuality, when 4 samples came from a single strain originating 
from a single clone, and were then grown in parallel, the deviations between samples was 
nearly as large as that between strains. Rarely were there four simultaneously high 
measurements (Figure4-1). 
Out of the 4460 strains measured in the first pass of the screen, only 14 strains 
exceeded a ~95 percentile normalized measurement threshold in all four samples (Figure 
4-2). By chance we would expect 0.4 strains, and so there were clearly hyper-
recombinant strains being observed. However, 14 is far fewer than the number of true 
hyper-recombinant strains (Chapter 3). Furthermore, strains that had only 2 high 
recombinant samples were almost equally likely to validate as those with 4 samples; and 
lowering the threshold below 95% percentile very quickly increased the number of 
positives. Therefore, we decided to validate initial measurements in strains that showed 2, 
3, or 4 samples with the high value. These consisted of four groups, which validated at 
different rates (Figure 4-3). Eventually we were able to identify 122 genes that normally 
suppress SSA and may promote efficient GC. 
 Although these complications made this screen more difficult, they did have the 
advantage of forcing the development of strategies to evaluate screen success and to 
define affected populations. These are issues relevant to all screens, but the variation and 
overlap between affected and unaffected genes here made it more pressing. Although, 
tests for screen performance exist, including category enrichment, these require pre-
defined terms and may require expectations for appropriate results, leading to bias. 
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Alternatively, statistical significance can be generated, but this often relies on underlying 
models that may not reflect true biological populations. Statistical tests also require 
arbitrary cutpoints and may not strike an appropriate balance between sensitivity and 
specificity (Perneger, 1998). Finally, they do not account for previously generated 
biological data. Because it was necessary to use multiple normalization procedures, and 
because some of these procedures were ad hoc, it was important to find an empirical 
screen analysis method. Essentially, I needed a way to test the SSA screen against what is 
already known, without any interpretation. Some of the complications in this study 
therefore paved the way for the CLIK visualization described in Chapter 2, which was 
developed through collaboration and with the intent to facilitate many biological screens. 
Moreover, it is likely that the technique may be generally applicable to many types of 
network data 
 
Future Directions  
 
Although the study described in Chapter 3 pointed to the importance of specific 
chromatin remodeling complexes for suppressing SSA and facilitating GC, the precise 
mechanisms of action remain elusive. Some preliminary genetic and cell biological 
experiments were conducted, which are inconclusive, but intriguing.  
One possibility, as discussed in Chapter 3, is that the efficiency of strand invasion 
is impaired in the indentified mutants. If this is the case then it may be possible to see the 
accumulation of proteins involved at this step. Repair proteins accumulate in the presence 
of damage into discreet nuclear foci that include hundreds of protein copies and may 
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include multiple simultaneous repair reactions (Lisby et al., 2004). Fluorescently tagging 
these repair proteins is an effective way of tracking their spatial and temporal behavior. 
Rad54 is important in D-loop stabilization and in the disassembly of duplex structures 
(Krogh and Symington, 2004; Sugawara et al., 2003; Van Komen et al., 2000). This 
protein can serve as an effective indicator of the synaptic phase of HR. Therefore, I 
sought to measure Rad54 foci in the chromatin mutants, ies5, arp8, and eaf1. To track 
earlier stages in HR, I also introduced a fluorescently tagged RAD52 gene as well as a 
tagged RFA1 for ssDNA visualization. Rad52 foci were counted and seen to be elevated 
in the three test strains (data not shown). This suggests either damage is elevated or that 
repair kinetics are impaired. Unfortunately, Rad54 foci were not common and were no 
different than in control cells. However, unexpectedly, overall levels of nuclear Rad54 
and Rad52 protein were elevated (Figure 4-3). 
 Rad54 promotes both the assembly and disassembly of heteroduplex DNA. This 
mechanism is not required for, and instead competes with, SSA. Therefore, it is hard to 
understand how elevated Rad54 levels could lead to increased SSA. Instead, it seems 
more likely that Rad54 levels are elevated because damage repair or damage signaling is 
already impaired in these strains. Conversly, Rad52 is required for SSA and facilitates 
complementary pairing of ssDNA. Although it may also be elevated in these cells due 
activated stress pathways, high Rad52 could lead to increased SSA. 
 In order to test whether Rad52 levels where responsible, Rad52 over-expression 
(OE) could be performed in WT and hyper-recombinant strains. If Rad52 OE were to 
increase SSA in the WT strains or if it were epistatic to the mutations in the hyper-
recombinant strains, there would be strong support that the Rad52 level is 
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mechanistically linked to the observed phenotypes. To conduct these experiments, an 
inducible copy of Rad52 was inserted on the same plasmid that contains the ypet-
3’Δ::LYS2::5’fs-ypet construct. This had the advantage of minimizing the number of 
plasmids that needed to be simultaneously maintained in a strain. However, even with no 
induction, SSA levels were greatly increased in all strains and these levels did not change 
after increasing expression levels (data not shown). Furthermore, additional genes 
unrelated to Rad52 tested with their native promoter on the same plasmid also 
dramatically increased SSA levels in all genetic backgrounds. The most likely hypothesis 
for these data is that the insertion of an additional transcriptionally active gene altered the 
conformation or activity of the plasmid in such as way as to increase damage and alter 
repair. This confirms the importance of the secondary recombination assays used to 
validate the results in the original screen (Chapter 3).  
 Many recombination mutants are slow growing strains and this may be due, in 
part, to impaired DNA damage repair. If overexpression of Rad52 affected the balance or 
the kinetics of DSB repair, there could be a change in growth rate. To test this hypothesis 
I did a pilot overexpression screen using 1300 deletion strains. Interestingly, there was 
some enrichment for mitochondrial genes, which were sensitive to overexpression, but 
these did not form a CLIK group (Figure 4-3A). Instead, a dense interaction group was 
formed on the suppressor side of the ranked results.  The 58 genes in this CLIK group 
represent genes that show growth enhancement by Rad52 OE. Testing the set for GO 
category enrichment revealed that some of the same categories that were enriched in the 
SSA screen also emerged here (Figure 4-3B). In particular, significant enrichment was 
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seen for chromosome organization and chromatin categories, including SWI/SNF 
remodeling genes, RSC1, SWI3, and TAF14, the last of which acts in the INO80 complex. 
 Following the promising results from the partial genomic screen, I tested Rad52 
OE on 15 genes identified by increased SSA. I crossed the test plasmids into 17 gene 
deletion strains and measured their growth response (Figure4-3C). Rad52 OE suppressed 
growth defects in rad52 as well as rad51, rad54, irc8, rpd3, rps8a and yel045c. It also 
increased slow growth in spt10, and ydr433W. However, OE resulted in no significant 
effect in arp8, ies5, nhp10; eaf1, yaf9; hta1 or dep1. This result indicates that the growth 
defect in these strains was not due to a repair process that Rad52 overexpression could 
counter. Rad52 OE did not provided additional insight into the function of INO80 genes. 
Nevertheless, Rad52 OE may be a useful technique to identify novel repair genes or for 
classifying sets of genes. 
 
Broader Implications  
 
By studying HR in budding yeast, we may gain insight into potential factors that 
restrict it in other contexts. One striking example involves the comparison between HR in 
yeast vs. in mammals, and metazoans generally. Yeast predominantly uses HR for DSBR, 
while mammals prefer NHEJ (Chapter 1). Multiple factors may be important for 
understanding the origin of this difference. 
HR is regarded to be complex and accurate while NHEJ is generally understood 
to be fast, simple, and inaccurate. Intuitively, this suggests that complex organisms would 
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use HR and simpler organisms should prefer NHEJ. Less simplistically, budding yeast 
consist of autonomous cells with short lifecycles, ~2hr/division, and a relatively high 
mutation rate (Nilsson and Snoad, 2002; Orr, 2000; Sniegowski et al., 2000). Some 
mutation is advantageous during mitotic growth in dynamic environments (in even less 
ideal conditions, yeast sporulate, allowing for sexual reproduction). E. coli are even 
simpler and mutate even more rapidly (Nilsson and Snoad, 2002). Yet NHEJ is so rare in 
bacteria that it was only recently shown to exist at all (Aravind and Koonin, 2001). NHEJ 
has evolved independently in bacteria multiple times, implying it is not essential (Pitcher 
et al., 2007). Metazoans, conversely, are analogous to large, long-lived interdependent 
colonies (Horandl, 2009). Each cell is a potential risk to the whole organism and, as such, 
there are many more DNA targets for damage (Chapter 1). Therefore, sophisticated and 
efficient DNA repair processes should be necessary. Again, HR is used sparingly in 
model metazoans (Friedberg, 2006; Gu and Lieber, 2008; Lemmens and Tijsterman, 
2011; Molinier et al., 2004; Sniegowski et al., 2000).  
One obvious response to this paradox is to question the assertions from which it 
came. For instance, in yeast, to what degree is NHEJ rare or HR accurate? In yeast, NHEJ 
may be underappreciated for historical reasons. NHEJ remains a primary pathway during 
G1 and G0 (Karathanasis and Wilson, 2002; Shrivastav et al., 2008). However, early 
studies on repair used ionizing radiation (IR) and cycling cells (Game and Mortimer, 
1974). Because IR-induced damage isn’t usually repaired by NHEJ, only HR was 
required for resistance. But, IR creates “dirty” breaks that require processing (Shrivastav 
et al., 2008). Yeast lacks an efficient NHEJ nuclease so is less able to repair (naturally 
rare) IR-induced damage (Symington and Gautier, 2011). On the other hand, when breaks 
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are clean, for instance if created by endonucleases, these are preferentially repaired by 
NHEJ during G1 (Barlow et al., 2008; Karathanasis and Wilson, 2002). HR, in turn, is 
suppressed during G1 when chromatin compaction and lack of repair template may make 
it less suitable (Branzei and Foiani, 2008). 
The claims regarding accuracy are also in doubt. NHEJ isn’t always error prone. 
In yeast, 99% of NHEJ-repaired DSBs have been shown to be silent in certain contexts 
(Karathanasis and Wilson, 2002; Moscariello et al., 2010). Fully conservative repair 
relates to the nature of the damage and cell stage, but repair is also more likely if DSB 
ends are in proximity. Quick repair reduces enzymatic activity on DNA ends, thereby 
improving repair fidelity and making errors less likely (DiBiase et al., 2000). Ku 
heterodimers exist that directly restrict DSB end diffusion and degradation as well as 
suppresses HR (Tomita et al., 2003). Larger scale containment of DNA into quaternary 
structures and nuclear domains may also be important. In a sense, space contains 
information to which NHEJ may be sensitive, even if DNA sequence does not (Mine-
Hattab and Rothstein, 2012; Mladenov and Iliakis, 2011). Moreover, sequence homology, 
to which HR responds, can be unreliable. Translocations and loss of heterozygosity can 
occur when breaks are repaired off of homologues or non-allelic DNA, restrictions during 
G1 and in haploids. Even with an exact duplicate template during S/G2, HR isn’t always 
completely conservative. As well as potentially leading to cross over recombination, HR 
polymerases are less accurate than general replication polymerases and cause point 
mutations (Rattray and Strathern, 2003).  
However, all of these observations only serve to demonstrate that comparison 
between NHEJ and HR is nuanced (in yeast at least). Qualifications exist for mammals as 
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well (Modesti and Kanaar, 2001). Nevertheless the basic relationships stand, are strongly 
supported, and are widely accepted (Friedberg, 2006). For instance, strikingly, in human 
somatic cells, HR is dispensable while the NHEJ protein, Ku, is essential (Fattah et al., 
2008). 
 An alternative framework is to suggest that the primary structures of the genomes 
require different repair mechanisms. For example, the low usage of HR by mammals is 
sometimes explained by conjecturing that HR needs to be more tightly regulated because 
"the presence of numerous repeated sequences in the mammalian genome could make 
homologous recombination dangerous” (Aylon et al., 2004). These arguments may be 
conflating mitotic with meiotic recombination. But in either case, they imply an 
advantage of repetitive DNA (or a process that forms it) that outweighs the benefits of 
HR, genome-wide. Some clearly functional repetitive DNA, in yeast and mammals, 
including centromeric, ribosomal, and telomeric repeats, does locally suppress 
recombination (Buhler and Gasser, 2009; Grewal and Jia, 2007; Vader et al., 2011). 
However, most repetitive DNA is not expressed and clear function for most is lacking 
(Feschotte et al., 2009). Furthermore, as most repetitive DNA seems to have arisen from 
retransposition, so called “selfish DNA” instead of functional DNA, is more relevant to 
consider.  
 A general model is that repetitive DNA accumulates in a genome where, and in a 
lineage when, there is no mechanism preventing it from doing so (Wostemeyer and 
Kreibich, 2002). This may happen when neither HR nor natural selection quickly remove 
these sequences from populations (Irimia et al., 2009). Additionally, transposable 
elements are highly methylated, thereby actively suppressing recombination (Gorelick, 
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2010). Again, this suppression is site specific, not genome wide. Thus, the presence of 
repetitive DNA does not seem to explain the low use of HR in mammals. It seems instead 
that some other property must be inconsistent.  
 A more profitable general stance is to consider the relative selective advantages 
that these different repair strategies may confer. One prevailing view of yeast is that each 
cell behaves like a metazoan germline cell (Lankenau, 2008; Thorpe et al., 2008). As 
such, every yeast cell must maximize the efficiency of repair in order to minimize 
information loss. Conversely, in mammals, because somatic cells do not reproduce, there 
cannot be direct evolutionary pressure to accurately repair DNA. Thus HR and NHEJ 
should be less prevalent in these cells. This is highly consistent with the existence of 
apoptotic programs in mammalian somatic cells and a greater importance for HR in 
embryos and proliferating tissue (Chapter 1). However, the lack of a necessity for 
somatic HR is not sufficient explanation the absence. 
 Lack of selective pressure might remove HR merely by genetic drift. HR function 
could gradually degrade by random mutation, when a lineage becomes multicellular. The 
greater complexity of HR might also make it more fragile than NHEJ to this process. But 
degradation of HR in somatic cells would also likely impair HR in proliferating and 
germline cells. Moreover, some classic examples of spontaneous loss of useless traits are 
actually examples of selection for loss (Protas et al., 2007). Loss results when the cost 
exceeds the benefit to the organism. This suggests that an additional advantage may exist 
in reducing HR when it is not needed.  
 The general conclusions described in Chapter 3 may be worth extending to these 
broader questions. The enrichment of chromatin genes in the SSA screen, in conjunction 
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with the clear importance of remodeling activity during DNA repair may provide a hint. 
It is likely that there is a tradeoff between organizing DNA in space and repairing 
damage by HR (Sonoda et al., 2006). HR requires extensive ATP dependent helicase, 
signaling, remodeling, and polymerase activity (Partensky and Narlikar, 2009; 
Rasmussen et al., 2003; Sung, 1994). More than 10,000 ATP molecules may be 
hydrolyzed at a single repair focus (Hoeijmakers, 2009). This suggests that HR is 
energetically costly. Incidentally, it is tempting to speculate whether this may explain 
some mitochondrial mutants (Chapter 3). In any case, compared to mammals, yeast has a 
smaller, less modified, and simpler genome, contained in a smaller nuclear volume. This 
may enable HR to be more energetically economical for yeast and potentially less 
disruptive of other genomic activities, particularly when linked to reproduction and 
replication. Alternatively, with less selective pressure and potentially higher energetic 
costs for HR in somatic cells, metazoans may benefit from reducing its use.  
 In the screen described in Chapter 3, SSA levels were increased in 122 mutants. 
Although those represent SSA suppressors, these genes may normally be operating to 
facilitate efficient GC and incidentally also shunting repair away from SSA. There is 
relatively little repetitive DNA in yeast, and so little potential substrate for SSA. Because 
repetitive DNA is rare, it is not clear why SSA would exist. However, most direct repeats 
arise during random Ty1 retrotransposition and SSA serves to remove most of the 
inserted DNA, thereby benefitting the cell. This may be more efficient in yeast than in 
mammals due the lack of easily exploitable silencing and heterochromatin systems for 
transposon DNA. SSA may also just be a rare consequence of delayed GC as few SSA 
specific genes have been found. Perhaps the dearth of repetitive DNA in yeast may 
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therefore be one consequence of the high utilization of HR and correspondingly efficient 
SSA when HR fails. Continuing examination of the interplay between chromosome 
organization, DNA repair, and recombination may deepen our understanding of species 
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 FIGURE LEGENDS 
 
Figure 4-1. Identifying candidate SSA genes. A. Variability within strains. Cartoon 
rendering of relative flow cytometry measured recombination frequency, 4 samples per 
strain. Large black circles represent 20 x plate-median frequency and indicate a hyper-
recombinant sample. 3 strains (red squares) contain at least 2 high frequency samples 
were candidate SSA genes. B. Percentage of first pass strains that generated, zero to 4 
hyper-recombinant replica samples. Frequencies have been normalized to plate medians 
and standard deviation then scored for exceeding a 95% cutoff threshold, which defines a 
hyper-recombinant sample here. Total includes strains sampled 2 or more times and 
includes duplicate strains. C. 837 strains were chosen for additional testing following the 
first pass screen. These consisted of 4 groups. All strains were re-ranked according to 
comparison with the WT control strain and the 837 genes are plotted according to this 
ranking in their respective group. Vertical lines are generated on the basis of the 
additional samples taken for each strain, above the horizontal means validated and was in 
the CLIK group, below horizontal means strains did not. 
 
Figure 4-2. Rad52, Rad54, Rfa1 localization and quantification.  Fluorescent 
Microscopy. Individual cells seen in DIC show fluorescently tagged proteins in colored 
panels, these depict a merged image of 11 focal planes. The legend at the bottom right 
indicates the position of the images in A, B and C. A. WT strain. B. rad51 strain, shows 
normal repair protein levels and increased foci. C. ies5 strain, increased repair protein 
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levels and increased foci. D. Rad54-YFP fluorescence quantification reflects protein 
abundance. arp8 and ies5 are significantly different than WT (p <0.0001), rad51: (p 
<0.001), eaf1: NS. Cell nuclei are defined by Rfa1-CFP. The YFP channel images are 
then measured to quantify fluorescence in that same volume. E. Rad52-RFP fluorescence 
quantification. ies5, arp8, and eaf1 are significantly different than WT (p <0.0001), 
rad51: (p <0.001). All cultures were grown and imaged in parallel. Background is 
unsubtracted. Rad52-RFP fluorescence is false-colored in green. 
 
Figure 4-3. Growth effect of Rad52 overexpression.  A. CLIK graph of Rad52 over-
expression screen. After Rad52 over-expression, 1300 strains were ranked according to 
experimental/control average colony growth ratio. Color in the upper right represents 
high interaction density of suppressor strains genes B. GO category enrichment on CLIK 
group genes from A. Lower boxes indicate smaller categories and arrows depicts subsets 
of larger categories. Colors correspond to p-value significance.  C. Growth ratios of 17 
individual strains with Rad52 over-expression. Dark grey indicates statistically 






  137 
Figure 4-1. Identifying and validating candidate SSA genes. 
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Figure 4-2. Rad52, Rad54, Rfa1 localization and quantification.  
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