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The charge qubit based on semiconductor double quantum dots is promising to realize fast and scalable
quantum information processing. However, due to its strong coupling to charge noise, experimental realization
of two-qubit gates has fidelities below 90%. Here, we provide a theoretical framework to achieve precise gate
operations on a charge qubit using geometric quantum phase, namely geometric quantum gates. Single-qubit
operations are implemented using the microwave-driven X-Y interacting Hamiltonian near certain sweet spots,
where the charge noise is effectively suppressed. Meanwhile, we find that the performance of the geometric
gates can be further improved up to 99.86% using composite pulses. In addition, to obtain a nontrivial two-
qubit gate, we introduce a hybrid system which consists of charge qubits interacting with a high-impedance
superconducting resonator. We find that when the individual charge qubit is in resonance with the resonator,
it is possible to construct a SWAP-like gate with fidelity over 97%. Therefore, our results suggest that the
geometric quantum gates in combination with the microwave-driven fields are powerful tools to achieve high-
fidelity manipulation for the charge qubit.
I. INTRODUCTION
Semiconductor-based quantum-dot charge qubit [1–6] is a
promising candidate to realize fast universal quantum compu-
tation, thanks to its large energy-level splitting which speeds
up the gates. However, high-fidelity manipulation of the
charge qubit remains a key challenge because of its strong
coupling to the charge noise. Several theoretical approaches
have been proposed to mitigate the noise effects and improve
the gate fidelity, for example, the pulse engineering [7] and
dynamically corrected gates [8–12]. However, these methods
focus on suppressing noises in the dynamical process, which
is sensitive to local noise fluctuations. Recently, it has been
demonstrated that strongly microwave-driven operations near
certain sweet spots can effectively suppress the general 1/f
charge noise [4, 6, 13–16]. Despite these progresses, exper-
imental realization of two-qubit gates still have fidelities be-
low 90% [4]. Therefore, further improving the gate fidelity
and enhancing its robustness against noises is key for quan-
tum computation with semiconductor charge qubits.
Beside the dynamical correction schemes mentioned above,
implementation of quantum gates using geometric phases
[17–19] is believed to be an effective alternative to realize
high-fidelity quantum computation [20, 21]. This is owing to
the fact that geometric phases have global properties, namely,
it is determined only by the closed path of a cyclic evolution
and therefore is robust to certain types of local noises. There-
fore, much attention has been paid to geometric quantum gates
(GQGs), which can be realized based on either the adiabatic
[20–29] or non-adiabatic [30, 31] evolutions. Particularly, the
non-adiabatic GQG is of great interest compared to the adi-
abatic approach, the latter of which requires an overly long
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gating time that is impractical in experiments. Thus, here
we focus on the non-adiabatic GQGs, which has been real-
ized in various systems using Abelian [32–38] or non-Abelian
[24, 39–51] geometric phases of quantum states. In fact, the
Abelian and non-Abelian geometric phases are related by a
phase factor and a holonomic matrix [52]. In addition, GQG
has also been investigated in the context of semiconductor
quantum dots using spin states [38, 53–57] and charge states
[34, 55, 58, 59], based on non-adiabatic evolutions. Neverthe-
less, GQG in combination with the optimization techniques,
especially microwave-driven operation near the sweet spot, is
still lacking.
Here, we present a theoretical framework to implement uni-
versal GQGs for the charge qubit. To implement arbitrary
single-qubit GQGs, we adopt the X-Y interacting Hamilto-
nian of two-level systems [35–38, 60, 61]. The path of evolu-
tion is divided into three distinct parts such that the dynamical
phase is cancelled out, leaving only the geometric phase. Typ-
ically, for the semiconductor charge qubit, an efficient way
to obtain the X-Y interacting Hamiltonian is to introduce a
strongly microwave-driven oscillating pulsing on the detun-
ing near the sweet spot, which has also been demonstrated in
several recent experiments [4, 14, 62, 63]. It is shown that
in the rotating frame and under the rotating-wave approxima-
tion, the detuning noise can drop out and only the tunneling
noise in the σz term remains. Meanwhile, we have analyti-
cally demonstrated that this gate can be further improved by
incorporating the composite pulses technique. In addition, to
quantitatively evaluate the gate performance of the compos-
ite pulses, we perform randomized benchmarking (RB) of the
GQGs. We find that the gate fidelities of the composite pulses
can be as high as 99.86%.
On the other hand, scalable quantum information process-
ing requires coupling between adjacent qubits. Recently, ex-
periments have shown great progresses of imposing strong
and long-range coupling between charge qubits via virtual mi-
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FIG. 1: Illustration of the GQG implementation based on charge
qubit. (a) Microwave-driven pulse on the detuning near the sweet
spot (¯ = 0) while the tunneling is fixed. (b) Energy level diagram of
the charge qubit. In the regime   tc, the eigenstates are the posi-
tion states |L〉 and |R〉 while they are the asymmetric and symmetric
states
{|0〉 = (|L〉 − |R〉 )/√2, |1〉 = (|L〉 + |R〉 )/√2} near the
sweet spot (namely,   tc). (c) The evolution path of state |+〉.
The geometric phase can be achieved through the cyclic evolution
along the path A-B-C-A.
crowave photons of high-impedance SQUID array resonators
[64]. The total Hamiltonian of the hybrid system consisting
of the charge qubits and the resonator can be described by the
well-known Tavis-Cummings model [65]. When both qubits
and the resonator are in resonance, this Hamiltonian in the sin-
gle excitation subspace forms an effective three-levelΛ struc-
ture, which can be used to construct a non-Abelian two-qubit
gate [66], i.e., A Non-Abelian SWAP-like GQG. By numer-
ically solving the quantum master equation, we find that the
gate fidelities exceed 97%. Furthermore, we demonstrate that
this gate is actually entangling, able to generate maximally en-
tangled states. Therefore, our results suggest that high-fidelity
universal GQGs on charge qubits can be achieved in combi-
nation with the microwave-driven field.
II. SINGLE-QUBIT GQG
We first show how an arbitrary single-qubit GQG is imple-
mented on the charge qubit. As shown in Fig. 1(b), a single
electron confined in the double quantum dots (DQD) can oc-
cupy either the left (L) or right (R) dot, corresponding to posi-
tion states labeled by |L〉 and |R〉 respectively. In the absence
of noise, the Hamiltonian [64] of this two-level system reads
H0 = tcτx − 
2
τz, (1)
where τx and τz are the Pauli matrices in the po-
sition states spanned by {|L〉 , |R〉}, while  and tc
are the on-site energy difference (detuning) and tun-
neling, respectively. Here, we define the computa-
tional bases using the asymmetric and symmetric states{|0〉 = (|L〉 − |R〉 )/√2, |1〉 = (|L〉 + |R〉 )/√2} rather
than the conventional position states (to be explained later).
While it is straightforward to use square-pulsed gate (DC
signal) in the experiment, it is better to perform microwave-
driven gating (AC signal) near the sweet spot (¯ = 0) which
is first-order insensitive to the charge noise [16]. In this
way, we have  = 2A(t) cos(ωt + ϕ) where A(t) is the
time-dependent amplitude and ϕ is the phase of the AC
field. When 2tc matches the resonance frequency ω and
ω  δ, A, in the rotating frame and under the rotating wave
approximation (see Appendix. A), the effective Hamiltonian
in the computational bases becomes
Hrot(t) =
A(t)
2
(cosϕ σx + sinϕ σy), (2)
where σx and σy are the Pauli matrices in the computational
bases. From Eq. (2), one is able to implement arbitrary gate
operations (dynamical gates) on the x − y plane and the ro-
tating axis is determined by ϕ. On the other hand, Hrot is
elementary to realize universal single-qubit GQG. To do so,
the entire evolution time is divided into three parts. In each
part, the control amplitude meets the requirements of∫ T1
0
A(τ)dτ = θ,
{
ϕ1 = ϕ− pi
2
, τ ∈ [0, T1]
}
,∫ T2
T1
A(τ)dτ = pi,
{
ϕ2 = ϕ+ γ − pi
2
, τ ∈ [T1, T2]
}
,∫ T
T2
A(τ)dτ = pi − θ,
{
ϕ3 = ϕ− pi
2
, τ ∈ [T2, T ]
}
,
(3)
which leads to the arbitrary single-qubit gate of
Us(T, γ) = Us(T, T2)Us(T2, T1)Us(T1, 0) = e
iγ~n.~σ, (4)
where ~n = (sin θ cosϕ, sin θ sinϕ, cos θ) is the unit vector
and ~σ = (σx, σy, σz). The total evolution time for arbitrary
gate is the same and is determined by
∫ T
0
A(τ)dτ = 2pi.
Since γ, θ and ϕ can be controlled independently via the mi-
crowave field, it is convenient to operate arbitrary rotation on
the Bloch sphere.
To see why Us(T, γ) is a pure geometric gate, we consider
a pair of orthogonal states
|+〉 = cos θ(t)
2
|0〉+ sin θ(t)
2
eiϕ(t)|1〉,
|−〉 = sin θ(t)
2
e−iϕ(t)|0〉 − cos θ(t)
2
|1〉.
(5)
At the final time T , the orthogonal states under the op-
eration of Us(T, γ) acquire a global phase factor, namely,
the Abelian phase: |±〉 → e±iγ |±〉. Thus, in the or-
thogonal bases the operator can be written as Us(T, γ) =
eiγ |+〉 〈+ ∣∣+e−iγ∣∣−〉 〈−|. In fact, γ is a pure GPs in the
parameter space defined by this orthogonal states. As shown
in Fig. 1(c), the evolution path of |+〉 can be described by a
continuous curve C : t ∈ [0, T ] on the Bloch sphere. It starts
at a given point A. By setting θ(T ) = θ(0) and ϕ(T ) = ϕ(0),
curve C encloses a closed loop on the sphere. Since ϕ is
fixed in each part of the evolution, |+(t)〉 evolves along the
geodesic line and the dynamical phase is cancelled out, only
30 50 100 150 2000.75
0.8
0.85
0.9
0.95
1
n
F
 
 
F(T )
F(2T )
F(3T )
FIG. 2: Numerical RB of the GQG as a function of the Clifford gate
number. The black solid line denotes the gate fidelity for the original
geometric gate Us(T, γ), while the solid blue and dashed red lines
indicate the results for U(2T, γ/2) and U(3T, γ/3), respectively.
the geometric phase remains [38].
Next, we show the robustness of the GQGs to the charge
noise. For the microwave-driven charge qubits, the AC field
can also introduce potential driving effects that could result
gate errors [16], such as the Bloch-Siegert shift of the reso-
nant frequency [67] and errors in the Rabi frequency [13, 68],
both of which can lead to dephasing. Whereas, they can be
mitigated and accommodated by several approaches including
employing AC sweet spot [69] or pulse engineering [15, 70].
Thus, we neglect this driving effect and focus only on the
charge noise. Charge noise shifts both the detuning and tun-
nelling values, namely, → +δ and tc → tc+δtc where δtc
and δ are regarded as static random variables. Hereafter, we
regard δ and δtc as the detuning noise and tunneling noise,
respectively. Under the rotating-wave approximation, we find
that only the tunneling noise in the σz term of the effective
Hamiltonian remains while the detuning noise can be safely
ignored (see Appendix A). The evolution operator reads
R(γ) = exp
[
−i (Hrot + δtcσz) γ
A
]
. (6)
To demonstrate the superiority of the GQG we perform its nu-
merical RB [71, 72]. The RB is simulated by averaging the
gate fidelity over different noise and gate sequences randomly
drawn from the single-qubit Clifford group [73, 74]. We con-
sider the detuning noise δ and tunneling noise δtc are drawn
randomly from the Gaussian distribution σ2t : N
(
0, σ2t
)
and
σ2 : N
(
0, σ2
)
, where the mean value of the noise is zero and
σt (σ) is related to the standard deviation. For convenience,
we also assume the magnitudes of these two deviations are
the same, namely σt = σ. In Ref. [16], the deviation can
be calculated via σε = cε
[
2 ln
(√
2picε/~ωl
)]1/2
, where ωl
is the cutoff frequency and c is the related parameter to the
deviation. We take c = 0.5µeV and ωl/2pi = 1Hz such that
σt = σ ≈ 3µeV . In Fig. 2, we plot the fidelity as a function
of the Clifford gate number. The averaged gate fidelity is ob-
tained by fitting the fidelity curve to
(
1 + e−dn
)
/2. We find
that the gate fidelity F(T ) related to Us(T, γ) is 99.63%.
The fidelity of the achieved GQG can be further improved
using a scheme involving composite pulses. The basic idea
is to divide the original rotation into several parts, such that
the sensitiveness of the composite GQG can be different. To
show the advanced superiority of the composite scheme, we
consider two- and three-piece composite pulses with the cor-
responding evolution operator as
U(2T, γ/2) = Us(T, γ/2) · Us(T, γ/2),
U(3T, γ/3) = Us(T, γ/3) · Us(T, γ/3) · Us(T, γ/3). (7)
In the assumption of δtc  1, We expand the fidelities to
second-order as
F2(T ) = 1 + (8 cos γ − cos 2γ − 2 cos 2θ sin2 γ − 7) δt2c ,
F2(2T ) = 1 + {4 (cos γ/2− 3) (sin γ/4− sin 3γ/4)2
− 2 cos 2θ sin2 γ}δt2c ,
F2(3T ) = 1 + {(sin γ/6− sin γ/2 + sin 5γ/6)2×
4 (cos γ/3− 3)− 2 cos 2θ sin2 γ}δt2c .
(8)
Further, we have
∆F1 = F2(2T )−F2(T )
= 64(1 + 2 cos γ/2) sin4(γ/4)δt2c ,
∆F2 = F2(3T )−F2(2T )
= 64(1 + 2 cos γ/6 + 2 cos γ/3)×
(−1 + 2 cos γ/3 + 2 cos γ/2)2 sin4(γ/12)δt2c .
(9)
It is easy to find that for arbitrary rotation angle within −pi 6
γ 6 pi we always have ∆F1 > 0 and ∆F2 > 0. This means
the composite GQG do offer fidelity improvement. From the
RB result in Fig. 2, we find that both the composite schemes
can outperform the original GQG. Also, we see that the im-
provement offered by U(2T, γ/2) with respective to U(T, γ)
is substantial, while the improvement of U(3T, γ/3) over
U(2T, γ/2) is marginal, where the fidelities are 99.85% and
99.86%, respectively.
III. NONTRIVIAL TWO-QUBIT GQG
To implement the two-qubit GQG we consider two DQDs
strongly coupled via one of its plunger gates to a high-
impedance SQUID array superconducting resonator [64]. The
high-impedance resonator enhances the coupling strength of
the individual qubits to the resonator. For this coupled sys-
tem, the Hamiltonian reads
Htot = Hres +
∑
k
Hk +
∑
k
Hint,k, (10)
with the resonator Hamiltonian Hres = ωra†a, where ωr is
the resonant angular frequency of the superconducting res-
onator,Hk is the charge qubit Hamiltonian as shown in Eq. (1)
for the kth DQD (k = 1, 2) and the coupling between res-
onator and DQDs reads Hint,k = gkτzk (a
† + a). Here, a (a†)
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FIG. 3: Implementation of the two-qubt GQG. (a) When both qubits
and the resonator are resonator, they form a three-level Λ system
with the transition between |100〉 ↔ |010〉 and |001〉 ↔ |010〉 . In
the dark and bright representation the dark state decouples the sys-
tem. (b) Diagram of the charge qubits and resonator coupled system.
is the bosonic annihilation (creation) operator and gk is the
dipolar coupling strength between the kth DQD and the res-
onator. In order to simulate the well-known Tavis-Cummings
Hamiltonian, we transform the coupled Hamiltonian into the
DQD eigenbasis spanned by {|g〉 , |e〉} as
Htot = ωra
†a− 1
2
∑
k
ωkσ˜
z
k + gk
∑
k
sin θk(a
†σ˜k + h.c.),
where we have used rotating-wave approximation, ωk =√
(4tkc )
2 + 2, tan θk = 2tkc/k and sin θk = 2t
k
c/ωk.
Note that since we have rewritten the Hamiltonian in the
DQDs eigenstates, such that the Pauli matrices here are σ˜zk =|g〉 〈g|−|e〉 〈e|, σ˜k = |g〉 〈e| and (σ˜k)† = |e〉 〈g|. We can also
find that the effective coupling strength is gk sin θk, which is
affected by a factor of sin θk. Experimentally, gk is difficult
to change, and thus we assume it to be fixed. On the other
hand, sin θk is determined by the qubit operating parameters,
namely,  and tkc . In the limit   tkc , the eigenstates are
approximately the position states |L〉 and |R〉 , and we have
sin θk = 2t
k
c/ωk ≈ 2tkc/k. In this case, the effective cou-
pling can be very small. Inversely, in the limit   tkc , the
eigenstates are approximately the symmetric and asymmetric
states (|L〉 + |R〉 )/√2 and (|L〉 − |R〉 )/√2 and sin θk ≈ 1.
To obtain a large effective coupling, one can operate the qubit
in this region. This can be realized by taking t1c = t
2
c to be
fixed and operating  near the sweet spot, where the qubit de-
phasing is improved.
Next, we transform Htot into the rotating frame defined by
the resonant frequency ωr. The effective Hamiltonian reads
Heff =U
†HtotU − iU† ∂U
∂t
=
1
2
∑
k
∆kσ
z
k +
∑
k
gk sin θk
(
a†σk + h.c.
)
,
(11)
with
U = e−iωr(a
†a−∑k 12σzk)t, ∆k = ωr − ωk. (12)
Considering both DQDs and the resonator are resonant,
namely, ωk = ωr, the effective Hamiltonian becomes
Heff =
∑
k
gka
†σk + h.c., (13)
where we have assumed sin θk = 1 and thus the Pauli ma-
trices σ˜ is equivalent to σ and therefore |e〉 = |1〉 and
|g〉 = |0〉. In the single excitation subspace spanned by
{|100〉 , |010〉 , |001〉} (where |mnq〉 ≡ |m1〉 |nr〉 |q2〉 de-
noting the first qubit, the resonator and the second qubit, in
an order from left to right), the Hamiltonian in Eq. (13) ac-
tually forms a three-level system with the transition between
|100〉 ↔ |010〉 and |001〉 ↔ |010〉 , as shown in Fig. 3(a).
Under the dressed state representation, the effective Hamilto-
nian is
Heff = g1 |010〉 〈100|+ g2 |010〉 〈001 |+ h.c.
= Ω |010〉 〈b |+ h.c., (14)
with the dark and bright dressed states being
|b〉 = sin θ
2
e−iφ |0〉 − cos θ
2
|1〉 ,
|d〉 = cos θ
2
|0〉 + sin θ
2
eiφ |1〉 , (15)
where Ω =
√
g21 + g
2
2 , tan θ/2 = g1/g2. It is clear from
Eq. (14) that the dark state |d〉 decouples from the dynamics
and the Hamiltonian can be regarded as oscillating between
the bright state |b〉 and |010〉 . Thus, |b〉 and |d〉 evolve as
|ψ1(t)〉 = Ueff(t) |d〉 = |d〉 (16)
|ψ2(t)〉 = Ueff(t) |b〉 = cos(Ωt) |b〉 − i sin(Ωt) |010〉 ,
where Ueff = exp(
∫ T
0
Heffdt). When ΩT = pi is satis-
fied, these two dressed states undergo a cyclic evolution with
|ψi(T )〉 〈ψi(T )| = |ψi(0)〉 〈ψi(0)|, (i = 1, 2). The dark state
|d〉 remains the same while the bright state |b〉 acquires a
pi phase factor and thus turns to − |b〉 . Under the subspace
{|d〉 , |b〉 , |010〉} the evolution operator is
Ueff (T ) =
2∑
i,j=1
[
Tˆ ei
∫ T
0
[A(t)−Heff ]dt
]
i,j
|ψi(0)〉 〈ψj(0)| ,
(17)
with Aij(t) = i
〈
ψi(t)|ψ˙j(t)
〉
. Besides, it is easy to find that
〈ψi(t)|Heff |ψj(t)〉 = 0 which means there is no transition
between |ψ1(t)〉 and |ψ2(t)〉 , namely, the parallel-transport
condition is satisfied. Thus, Ueff(T ) represents a non-Abelian
(holonomic) two-qubit GQG. Furthermore, under the logical
50 0.5 1 1.5 20
0.2
0.4
0.6
0.8
1
Ωt/π
P
o
p
u
la
ti
o
n
 
 
|01〉
|10〉
FIG. 4: State populations of |100〉 and |001〉 versus the evolution
time. The fidelity is obtained by calculated the population of |001〉
when Ωt = pi.
basis states {|00〉 , |01〉 , |10〉 , |11〉} it takes the form of
U2(ξ) =
1 0 0 00 cos ξ sin ξ 00 sin ξ − cos ξ 0
0 0 0 −1
 (18)
where ξ = 2 arctan(g1/g2). For the simplest case where g1 =
g2 such that ξ = pi/2 we can get a SWAP-like two-qubit gate
USWAP =
1 0 0 00 0 1 00 1 0 0
0 0 0 −1
 . (19)
Note that the negative sign in the elements |11〉 〈11| comes
from the evolution of the dual excitation subspace of
{|110〉 , |101〉 , |011〉} [66]. That is because in this sub-
space it can also form another three-level system (see Ap-
pendix. B) with the transition between |110〉 ↔ |101〉 and
|011〉 ↔ |101〉 . We can show thatUSWAP is actually a perfect
entangling gate, namely, it can generate maximally entangled
states, see Appendix. C.
Then, we simulate the performance of this two-qubit entan-
gling gate using the Lindblad master equation of
ρ˙ =i [ρ,Htot] +
κ
2
L(a) + Γ
2
L (σz1 + σz2) , (20)
where ρ is the density matrix of the coupled system, L(A) =
2AρA†−A†Aρ−ρA†A is the Lindblad operator; κ and Γ are
the decay and dephasing rate of the resonator and the qubits,
respectively. As stated before, when the charge qubits are op-
erated near the sweet spot using the microwave-driven field,
the charge noise exists only in the σz term, therefore, the
leading error for the charge qubit is pure dephasing caused
by the tunneling noise. According to Ref. [64], we consider
the coupling strength to be g/2pi = 60 MHz and the decay
and dephasing rate are κ/2pi = Γ/2pi = 6 MHz. Normally,
the fidelity can be calculated via FSWAP = Tr[ρid(t)ρ(t)],
where ρ(t) is the density matrix within time and ρid(t) is the
ideal density matrix. Thus, for a given initial density operator
(state), one can obtain ρ(t) by solving the master equation and
then calculate the fidelity. Alternatively, the fidelity can also
be obtained by calculating the population of the considered
state. Here, we consider the initial state of the coupled system
is |100〉 , i.e. |e, 0, g〉 . Under the operation of USWAP, it is ex-
pected to transform to |001〉 in the absence of dephasing and
decay. In Fig. 4, we plot the populations of the state |100〉 and
|001〉 versus the evolution time. We find that the population
(fidelity) for |001〉 is 97.68% when Ωt = pi.
IV. CONCLUSION
In conclusion, we have proposed the implementation of
universal GQG for the charge qubit. We introduce the
microwave-driven field operating on the sweet spot and obtain
the X-Y interacting Hamiltonian. By dividing the evolution
path into three distinct parts, we are able to obtain universal
Abelian single-qubit gates. Furthermore, we have applied the
composite pulse technique and with that, the gate fidelity is
improved above 99.8%. Meanwhile, we have designed a non-
Abelian (holonomic) SWAP-like two-qubit gate and demon-
strated its entangling property. By solving the master equa-
tion we have found that the related fidelity is about 97.68%.
Therefore, our results offer an alternative yet powerful way to
achieve high-fidelity universal geometric quantum computa-
tion for the charge qubit.
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Appendix A: Effective Hamiltonian and noise model for the
single-qubit gate
For a microwave-driven charge qubit, the charge noise cou-
ples to the qubit by affecting both the detuning  and tunneling
tc. The Hamiltonian of the coupled system in the basis states
spanned by {|L〉 , |R〉} can be described by
H0 = (tc + δtc)τx − + δ
2
τz. (A1)
Under the computational basis states H0 can be
Hc =
(
tc + δtc
+δ
2
+δ
2 −tc − δtc
)
. (A2)
6Here, we consider a microwave-driven operating on the detun-
ing near the sweet spot  = 2A(t)cos(ωt+ϕ). And then, we
further transformHc into the rotating frame at the microwave-
field frequency ω
Hi = U
†HcU − iU† ∂U
∂t
=
(
tc + δtc − ω2 +δ2 eiωt
+δ
2 e
−iωt 1
2 (−2(tc + δtc) + ω)
)
,
(A3)
where U = exp[−iωt2 τz]. Considering ω  δ, A and 2tc ∼
ω we have
Hi =
(
δtc
A
2 e
−iϕ
A
2 e
iϕ −δtc
)
, (A4)
where we have performed rotating wave approximation and
neglected the high-frequency oscillating terms. Now, it is
clear that under the microwave-driven field the detuning noise
can drop out and only the tunneling noise remains.
Appendix B: Effective Hamiltonian for the qubit-resonator
coupled system
To clearly verify the evolution of the charge qubits and the
resonator coupled system we write the effective Hamiltonian
in the full Hilbert space
Heff =

0 g1 0 0 0 0 0 0
g1 ∆ g2 0 0 0 0 0
0 g2 0 0 0 0 0 0
0 0 0 0 g1 0 0 0
0 0 0 g1 −∆ g2 0 0
0 0 0 0 g2 0 0 0
0 0 0 0 0 0 ∆ 0
0 0 0 0 0 0 0 −∆

, (A1)
where Eq. (A1) is in the basis states spanned by
{|100〉 , |010〉 , |001〉 , |110〉 , |101〉 , |011〉 , |000〉 , |111〉}.
Here, we have assumed ∆1 = ∆2 = ∆. When both the two
qubits and the resonator are resonant, namely, ∆ = 0, the
Hamiltonian in the subspaces {|100〉 , |010〉 , |001〉} (single
excitation) and {|110〉 , |101〉 , |011〉} (dual excitation) forms
two effective three-level Λ structures.
Appendix C: Demonstration of the perfect entangling gate
According to the condition in [75, 76], a perfect entangling
gate U should satisfy
sin2 ϕ 6 4|G| 6 1 (A1)
and
cosϕ (cosϕ−G3) > 0 (A2)
where G = G1 + iG2 = |G|eiϕ with
G1 = Re
[
tr2[m(U)]
16
]
,
G2 = Im
[
tr2[m(U)]
16
]
G3 =
tr2[m(U)]− tr [m2(U)]
4
(A3)
Here, m(U) is a unitary matrix defined as
m(U) =
(
Q†UQ
)T
Q†UQ, (A4)
with
Q =
1√
2
 1 0 0 i0 i 1 00 i −1 0
1 0 0 −i
 , (A5)
where Q is the unitary transformation from the computational
basis to the Bell basis. For USWAP, it is easy to find that
G1 = G2 = 0 and G3 = −1, thus, it is a perfect entangling
gate.
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