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A RIGIDITY THEOREM FOR CODIMENSION ONE SHRINKING
GRADIENT RICCI SOLITONS IN Rn+1
PENGFEI GUAN, PENG LU AND YIYAN XU
Abstract. We prove a splitting theorem for complete gradient Ricci soliton with nonneg-
ative curvature and establish a rigidity theorem for codimension one complete shrinking
gradient Ricci soliton in Rn+1 with nonnegative Ricci curvature.
1. Introduction
A complete Riemannian metric g on a smooth manifold Mn is called a gradient Ricci
soliton (GRS) (Hamilton [16], Perelman [23]) if there exists a smooth function f on M such
that
(1.1) Ric+Hess f =
λ
2
g,
where λ ∈ R. Below we assume that λ = 1, 0, or − 1; these cases correspond to the GRS
of shrinking, steady, or expanding type, respectively.
The classification of GRS, especially the noncompact shrinking GRS, has been a subject
of interest to many people. By the work of Perelman [24], Ni and Wallach [22] and Cao,
Chen, and Zhu [6], any 3-dimensional complete noncompact nonflat shrinking GRS must
be the round cylinder S2 × R or its Z2 quotient. Naber [19] proved that four dimensional
complete noncompact shrinking GRS with bounded nonnegative curvature operator are
finite quotients of generalized cylinders S2 × R2 or S3 × R. Note that there are several
rigidity results for higher dimensional complete noncompact shrinking GRS under various
geometric assumptions [22, 28, 25, 8, 18, 5].
On the other hand, Feldman, Ilmanen and Knopf [11] constructed U(n)−invariant shrink-
ing Ka¨hler GRS on the holomorphic line bundles O(−k) , 1 ≤ k ≤ n, over Pn−1, n ≥ 2.
Their examples are cone-like at infinity, and have Euclidean volume growth, positive scalar
curvature and quadratic curvature decay. However the Ricci curvature of these examples
changes signs, more precisley the Ricci curvature is negative along the vertical (fiber) direc-
tion and positive along horizontal direction. We do not know whether there is any nontrivial
(the universal cover does not split) example of complete noncompact nonflat shrinking GRS
with nonnegative Ricci curvature.
The constant rank theorem is a powerful tool in the study of convex properties of solutions
of nonlinear differential equations [4, 26, 2]. In this paper we first establish a constant rank
theorem for Ricci tensor and for curvature operator of GRS (shrinking, steady, or expanding)
and the corresponding splitting property of the GRS in section 3.
Theorem 1.1. Let (Mn, g, f) be a GRS satisfying (1.1).
Date: July 31, 2018.
1991 Mathematics Subject Classification. 53C20, 53C21, 35J60.
Research of P.G. is supported in part by NSERC Discovery Grant.
1
2 PENGFEI GUAN, PENG LU AND YIYAN XU
(I) If g has nonnegative sectional curvature, then the rank of Ricci curvature is constant.
Thus, either Ricci curvature is strictly positive or the universal covering (M˜, g˜) =
(N,h)× Rn−k splits isometrically and (N,h) has strictly positive Ricci curvature;
(II) If g has nonnegative curvature operator, then the rank of curvature operator is con-
stant. Thus, either the curvature operator is strictly positive or the universal cov-
ering (M˜, g˜) = (N,h) × Rn−k splits isometrically and (N,h) has strictly positive
curvature operator.
Note that since Ricci solitons satisfy Ricci flow, the splitting theorem can be obtained
from the maximum principle for tensors in the parabolic setting. The maximum principle of
this type was first proved by Hamilton for compact manifolds [15], we also refer [20] for the
corresponding result for complete noncompact manifolds under certain growth condition on
tensors.
With the help of Theorem 1.1, to classify shrinking GRS with nonnegative curvature
operator, one only needs to consider GRS with positive curvature operator. Since compact
GRS with positive curvature operator must be of constant curvature, therefore, to prove the
rigidity of the complete shrinking GRS with nonnegative curvature operator one only needs
to rule out the noncompact shrinking GRS with positive curvature operator. Note that in
the Ka¨hler case, Ni [21] proved that a complete shrinking GRS with positive bisectional
curvature must be compact; therefore the GRS is isometric to complex projective space Pm
by the Mori-Siu-Yau theorem.
In the second part of this paper, we consider codimension one shrinking GRS (Mn, g)
isometrically embedded in Rn+1. If it has nonnegative Ricci curvature, then it has nonneg-
ative curvature operator. By the classical convexity theorem of Sacksteder-van Heijenoort,
M is a convex hypersurface. The main result of this paper is the following.
Theorem 1.2. A complete codimension one shrinking GRS isometrically embedded in Rn+1
with positive Ricci curvature must be compact. As a consequence, if (Mn, g, f) is a com-
plete shrinking GRS isometrically embedded in Rn+1 with nonnegative Ricci curvature, then
(M,g) is a generalized cylinder Sk × Rn−k, 2 ≤ k ≤ n.
The main ingredients of our proof are the estimate of the mean curvature and the eigen-
value estimate of a generalized Cheng-Yau operator associated to shrinking GRS. These
results will be proved in section 4 and section 5, respectively.
Acknowledgement: P.L. is partially supported by a Simons grant. The work was done
when Y.X. was supported by CRC Postdoctoral Fellowship at McGill University.
2. Preliminaries of Gradient Ricci Soliton
We collect some well known identities for gradient GRS below, they can be found in [16].
For a GRS satisfying (1.1), let {ei} is an orthonormal basis of TM , the Ricci curvature
satisfies the following formula:
∇R = 2Ric(∇f),(2.1)
∆fRij = 2λRij − 2
◦
R(Ric)ij ,(2.2)
where
∆f = ∇2ii −∇if∇i and
◦
R(Ric)ij =
∑
k
R(ei,Ric(ek), ej , ek).
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Moreover, after identifying Λ2TxM with so(TxM), the curvature operator is symmetric
endomorphism R ∈ S2(so(TxM)),
Rαβ = Rijklφ
ij
αφ
kl
β , φα = φ
ij
α ei ∧ ej ∈ Λ2TxM.
For a GRS satisfying (1.1), the curvature operator satisfies the following formula:
(2.3) ∆fRαβ = 2λRαβ −R2αβ −R♯αβ ,
where
〈R♯(φα), φα〉 = 〈ad ◦ (R ∧R) ◦ ad∗(φα), φα〉
=
∑
β,γ
〈[R(φβ),R(φγ)], φα〉〈[φβ , φγ ], φα〉,(2.4)
here ad : Λ2(so(TxM))→ so(TxM), φ∧ϕ 7→ ad(φ∧ϕ) = [φ,ϕ] is the adjoint representation.
The following identities involving the curvature and potential function are satisfied for
shrinking GRS [16],
R+∆f =
n
2
,(2.5)
R+ |∇f |2 − f = C0(= 0)(2.6)
for some constant C0 (By adding a constant to f , we assume C0 = 0 below).
The behavior of the potential function plays an important role in understanding the
structure of shrinking GRS [24, 22, 6]. The following estimates are due to [23, 7, 17].
Proposition 2.1. Let (Mn, g, f) be complete non-compact shrinking GRS satisfying (1.1).
Let x0 ∈ M be the point such that f(x0) = minx∈M f(x). Then the potential function f
satisfies the estimates
1
4
(r(x)− 5n)2+ ≤ f(x) ≤
1
4
(r(x) +
√
2n)2,(2.7)
|∇f | ≤ 1
2
(r(x) + 2
√
f(x0)),(2.8)
where r(x) = d(x, x0) is the distance function and a+ := max{a, 0}. Consequently,
(2.9)
∫
M
|u|e−fdµ < +∞
for any continuous function u on M satisfying |u(x)| ≤ Aeαr2(x) where 0 ≤ α < 14 and
A > 0. In particular, the weighted volume of M
∫
M
e−fdµ is finite.
Chen [9] proved that the scalar curvature of complete ancient solution of Ricci flow
is always nonnegative. For complete non-flat shrinking GRS (Mn, g, f) the asymptotic
estimates for the potential function f also controls the curvature growth rates. In particular,
(2.6) and (2.7) imply that the scalar curvature grows at most quadratically,
(2.10) 0 ≤ R(x) ≤ 1
4
(r(x) +
√
2n)2.
When (M,g, f) is assumed to have nonnegative Ricci survature, by (2.1) we have
〈∇R,∇f〉 = 2Ric(∇f,∇f) ≥ 0,
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thus scalar curvature R is increasing along the gradient flow of potential f . It is established
by Ni [21, Proposition 1.1] that there exists a δ0 = δ(M) ∈ (0, 1) such that
(2.11) R ≥ δ0 > 0.
Combining |Ric |2 ≤ R2 with (2.1), we conclude that the gradient of scalar curvature grows
at most polynomial fast,
(2.12) |∇R|2 = |2Ric(∇f)|2 ≤ 4R2|∇f |2.
By (2.5), (2.1), (2.6), together with the Bochner identity,
∆R = ∆(f − |∇f |2)
= ∆f − 2(|∇2f |2 + 〈∇∆f,∇f〉+Ric(∇f,∇f))
=
n
2
−R− 2|Ric−1
2
g|2 − 2〈∇(n
2
−R),∇f〉 − 2Ric(∇f,∇f)
=
n
2
−R− 2|Ric−1
2
g|2 + 2Ric(∇f,∇f).
(2.13)
Hence,
|∆R| ≤ n
2
+ |R|+ 2|Ric−1
2
g|2 + 2|Ric ||∇f |2
≤ n+ 2R2 + 2R|∇f |2.
(2.14)
We will need the following classification result for compact GRS which follows from
the works of Hamilton [14, 15] (dimensions three and four) and Bo¨hm and Wilking [3]
(dimensions ≥ 5).
Theorem 2.2. A compact GRS with positive curvature operator must be a space form.
3. Splitting Theorem of Gradient Ricci Soliton
In this section, we establish the constant rank Theorem 1.1 for GRS with nonnegative
curvature via strong maximum principle. We will show that the distribution of the null space
of the Ricci tensor is of constant dimension and is invariant under parallel translation. That
would yield a splitting theorem for GRS. Similar conclusion also holds for the curvature
operator.
3.1. Ricci curvature and constant ranking Theorem 1.1 (I). Let A = (aij)n×n be a
symmetric matrix. Define
(3.1) det(I + tA) =
n∑
l=0
σl(A)t
l.
Note that σl(A) is a smooth function of variables aij. When A = diag[λ1, · · · , λn] is a
diagonal matrix, then σl(A) is the l-th elementary polynomial of λ1, · · · , λn.
If A is any n× n symmetric matrix, we denote
(3.2) σijl (A) :=
∂σl(A)
∂aij
, σ
ij,kl
l (A) :=
∂2σl(A)
∂aij∂akl
.
In particular, we have
σ
ij
1 (A) = δij , σ
ij
2 (A) = (
n∑
k=1
akk)δij − aij .
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We also denote by (A|i) the (n − 1) × (n − 1) matrix obtained from A by deleting the
i-th row and i-th column, and by (A|ij) the (n − 2) × (n − 2) matrix obtained from A by
deleting the i, j-th row and i, j-th column.
The following two propositions (See Proposition 3.1 and Proposition 3.2 below) are well
known (e.g., see [2]).
Proposition 3.1. If A is a diagonal matrix. For any l, i, j we have
σ
ij
l (A) =
{
σl−1(A|i), if i = j;
0, otherwise.
and
σ
ij,kl
l (A) =
 σl−2(A|ik), if i = j, k = l, i 6= k;−σl−2(A|ij), if i = l, j = k, i 6= j;
0, otherwise.
Let (Mn, g, f) be a GRS with nonnegative Ricci curvature as in Theorem 1.1. In this
case, we take A = Ric. We may assume that r := minx∈M rankRic(x) < n; otherwise we
have Ric > 0. Let x0 ∈ M be a point such that rankRic(x0) = r. Pick a small open
neighborhood O of x0. We define function φ on O by
φ(x) = σr+1(Ric(x)).
To prove Theorem 1.1 (I), we first show that there is a positive constant C independent of
φ such that on O
∆φ(x) ≤ C(φ(x) + |∇φ(x)|).
In the following we shall use the notations used in [2]. For any x ∈ O, let λ1(x) ≤ λ2(x) ≤
· · · ≤ λn(x) be the eigenvalues of Ric(x). There is a positive constant C0 > 0 depending
O, such that λ1(x) ≤ λ2(x) ≤ · · ·λn−r(x) ≤ C010100n and C0 ≤ λn−r+1(x) ≤ λn−r+2(x) ≤· · · ≤ λn(x) for all x ∈ O. Let G = {n− r+ 1, n− r+ 2, · · · , n} and B = {1, · · · , n− r} be
the “good” and “bad” sets of indices for eigenvalues of Ric, respectively. Define diagonal
matrix ΛG = diag[0, · · · , 0, λn−r+1, λn−r+2, · · · , λn] and ΛB = diag[λ1, · · · , λn−r, 0, · · · , 0].
Use notation h = O(k) if |h(x)| ≤ Ck(x) for x ∈ O with some positive constant C under
control. In particular, λi = O(φ) for all i ∈ B, and
(3.3) (
∑
i∈B
λi)σr(ΛG) = O(φ).
Based on Proposition 3.1, with the notation as above, we have
Proposition 3.2. Let A = Ric as above. Then we have that on O
∂σr+1(A)
∂aij
=
{
σr(ΛG) +O(φ), if i = j ∈ B;
O(φ), otherwise.
and
∂2σr+1(A)
∂aij∂akl
=

σr−1(ΛG|i) +O(φ) = 1λiσr(ΛG) +O(φ), if i = j ∈ G, k = l ∈ B;
σr−1(ΛG|k) +O(φ) = 1λkσr(ΛG) +O(φ), if i = j ∈ B, k = l ∈ G;
σr−1(ΛG) +O(φ), if i = j ∈ B, k = l ∈ B, i 6= k;
−σr−1(ΛG|i) +O(φ) = − 1λiσr(ΛG) +O(φ), if i = l ∈ G, j = k ∈ B;
−σr−1(ΛG|j) +O(φ) = − 1λj σr(ΛG) +O(φ), if i = l ∈ B, j = k ∈ G;
−σr−1(ΛG) +O(φ), if i = l ∈ B, j = k ∈ B, i 6= j;
0, otherwise.
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From Proposition 3.2, we compute the first derivative
φα = σ
ij
r+1Rij,α = σr(ΛG)
∑
i∈B
Rii,α +O(φ),(3.4)
and the second derivative
φαβ = σ
ij
r+1Rij,αβ + σ
ij,kl
r+1Rij,αRkl,β
= σr(ΛG)
∑
i∈B
Rii,αβ +
∑
i∈G
∑
k∈B
1
λi
σr(ΛG)Rii,αRkk,β +
∑
i∈B
∑
k∈G
1
λk
σr(ΛG)Rii,αRkk,β
+
∑
i,k∈B
σr−1(ΛG)Rii,αRkk,β − 2
∑
i∈G
∑
j∈B
1
λi
σr(ΛG)Rij,αRji,β
−
∑
i,j∈B
σr−1(ΛG)Rij,αRji,β +O(φ).(3.5)
Take trace of (3.5) and using (3.4), we get
∆φ = σr(ΛG)
∑
i∈B
∆Rii + 2
(∑
i∈G
1
λi
Rii,α
)
φα − 2σr(ΛG)
∑
i∈G
∑
j∈B
1
λi
|∇Rij |2
+
σr−1(ΛG)
σ2r (ΛG)
φ2α − σr−1(ΛG)
∑
i,j∈B
|∇Rij|2 +O(φ)
= σr(ΛG)
∑
i∈B
∆Rii − 2σr(ΛG)
∑
i∈G
∑
j∈B
1
λi
|∇Rij |2 − σr−1(ΛG)
∑
i,j∈B
|∇Rij |2
+O(φ) +O(|∇φ|).
(3.6)
By identity (2.2),
∆φ =σr(ΛG)
∑
i∈B
(∇∇fRii + 2λRii − 2
◦
R(Ric)ii)
− 2σr(ΛG)
∑
i∈G
∑
j∈B
1
λi
|∇Rij |2 − σr−1(ΛG)
∑
i,j∈B
|∇Rij|2 +O(φ) +O(|∇φ|).
(3.7)
To deal with the first term in the righthand side of (3.7), by (3.3) and (3.4) we have
(3.8) σr(ΛG)
∑
i∈B
(∇∇fRii + 2λRii) = O(φ) +O(|∇φ|).
By the assumption of nonnegative sectional curvature 1,
(3.9)
◦
R(Ric)ii =
∑
k
R(ei,Ric(ek), ei, ek) ≥ λ1
∑
k
R(ei, ek, ei, ek) ≥ 0.
Combine (3.7), (3.8), and (3.9),
∆φ ≤ C(φ+ |∇φ|)− 2σr(ΛG)
∑
i∈G
∑
j∈B
1
λi
|∇Rij|2 − σr−1(ΛG)
∑
i,j∈B
|∇Rij|2.(3.10)
Hence we have proved
∆φ ≤ C(φ+ |∇φ|).
1This is the only place that we need nonnegative sectional curvature.
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Since φ ≥ 0 on O and φ(x0) = 0, it follows from the strong maximum principle that φ ≡ 0
on O. We conclude that φ ≡ 0 in M , i.e. rankRic ≡ r.
Next we consider the null space of Ricci curvature null Ric. It follows from (3.10) that
(3.11) 2σr(ΛG)
∑
i∈G
∑
j∈B
1
λi
|∇Rij |2 + σr−1(ΛG)
∑
i,j∈B
|∇Rij |2 ≡ 0.
Hence for any v ∈ null Ric, ∇Ric(v) = 0. On the other hand, for any section v ∈ null Ric
and for any index k we have
0 = ∇k(Rijvi) = (∇kRij)vj +Rij∇kvi,
thus Rij∇kvi = −(∇kRij)vj = 0. This shows that ∇kv ∈ null Ric and that null Ric is
invariant under parallel translation.
Finally we show that the universal covering space of the GRS (M,g) splits. Since
the distribution null Ric is invariant under parallel translation, null Ric is involutive. Let
(null Ric)⊥ be the distribution that generated by orthogonal complements of null Ric. For
any sections X,Y ∈ (null Ric)⊥, V ∈ null Ric, then
g([X,Y ], V ) = g(∇XY −∇YX,V ) = −g(Y,∇XV ) + g(X,∇Y V ) = 0.
Thus the distribution (null Ric)⊥ is also involutive. The classical deRham splitting theorem
(see [1, Theorem 10.43]) implies that (M,g) locally splits.
Now consider the the universal covering space (M˜, g˜). We denote by L the leaf of the
integral manifold of null Ric, then L is Ricci flat. By equation (1.1), on every leaf, Hessf =
1
2g. Consequently, L is isometric to R
n−r. Hence (M˜ , g˜) = (N,h)×Rn−r split isometrically
along the null space of Ricci curvature, where (N,h) has strictly positive Ricci curvature.
We have finished the proof of Theorem 1.1 (I).
3.2. Curvature operator and constant rank Theorem 1.1(II). Similarly, we can es-
tablish the constant rank theorem Theorem 1.1 (II) for curvature operators. We may assume
that r := minx∈M rankR(x) <
n(n−1)
2 . There is a point x0 ∈M such that rankR(x0) = r.
Pick an orthonormal basis {ei} around x0. Let {ϕα = ϕijα ei ∧ ej} be the eigenvectors of
curvature operator R, i.e. R(ϕα) = λαϕα. Define φ = σr+1(R).
Below we adopt notations similar to the ones used in section 3.1. Using Proposition 3.2
and equation (2.3) and by a computation similar to the derivation of (3.7) we get
∆φ ≤ C(φ+ |∇φ|) + σr(ΛG)
∑
α∈B
(
∇∇fRαα + 2λRαα −R2αα −R♯αα
)
− 2σr(ΛG)
∑
α∈G
∑
β∈B
1
λα
|∇Rαβ |2 − σr−1(ΛG)
∑
α,β∈B
|∇Rαβ |2
≤ C(φ+ |∇φ|)− 2σr(ΛG)
∑
α∈G
∑
β∈B
1
λα
|∇Rαβ |2 − σr−1(ΛG)
∑
α,β∈B
|∇Rαβ |2
≤ C(φ+ |∇φ|),
(3.12)
in some small neighborhood O of x0. To get the second inequality above we have used the
following
〈R♯(ϕα), ϕα〉 =
∑
α,β
λβλγ〈[ϕβ , ϕγ ], ϕα〉2 ≥ 0,
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which follows from (2.4) and the assumption of the nonnegative curvature operator.
Since φ ≥ 0, and φ(x0) = 0, by applying the strong maximum principle to (3.12) we get
φ ≡ 0. We conclude that curvature operator R has constant rank.
By a similar proof as for the Ricci curvature case the null space of R is invariant under
parallel transilation. Moreover, it follows from (2.3) that nullR ⊂ nullR♯. By (2.4) we
have 〈[ϕβ , ϕγ ], φ〉 = 0 for φ ∈ nullR and for any β 6= γ with λβ > 0 and λγ > 0. Since R is
a self-adjoint operator,
φ ∈ imageR⇔ 〈φ,ϕα〉 = 0, ∀ α with λα = 0.
For any section φ, ω ∈ imageR, we have
〈[φ, ω], ψ〉 =
∑
β,γ
〈φ,ϕβ〉〈ω,ϕγ〉〈[ϕβ , ϕγ ], ψ〉 = 0, ∀ψ ∈ nullR,
hence [φ, ω] ∈ imageR. This implies that the image of R is a Lie subalgebra. Ambrose-
Singer theorem ensures that the Lie algebra hol(M,g) of Holonomy group is reduced to a
lower dimension, so by deRham splitting theorem (see [1, Theorem 10.43]) the universal
covering space (M˜, g˜) is a Riemannian product. Since one of the product factor is flat from
our construction, (M˜ , g˜) = (N,h) × Rn−m, m(m−1)2 = r, splits isometrically, where (N,h)
has strictly positive curvature operator. The proof of Theorem 1.1 is completed.
4. Mean Curvature Growth Estimate
In this section, we establish the following a priori interior estimate of the mean curvature
for a convex hypersurface in Rn+1. As a consequence, we can control the mean curvature
growth for embedded codimension one GRS in Rn+1, see (5.12) and (5.13).
Let X : Mn → Rn+1 be a hypersurface with induced metric g and (outer) unit normal
ν. Let {e1, · · · , en} be a local orthonormal frame filed on M , then
(4.1) Xij = −hijν, 1 ≤ i, j ≤ n,
where h = (hij) is the second fundamental form. Let σk = σk(h) be the k-th elementary
symmetric function of the eigenvalues of h. In particular, H = σ1(h) and R = 2σ2(h) are
the mean curvature and the scalar curvature respectively. If the scalar curvature of M is
positive, we take the unit normal ν such that h lies in Garding’s Γ2-cone. In particular, the
differential operator
(4.2) h := σ
ij
2 (h)∇2ij
is elliptic, where σij2 (h) is defined in (3.2).
Theorem 4.1. Let X : (Mn, g) → Rn+1 be a convex hypersurface with positive scalar
curvature. If there exists a unit constant vector a such that 〈X, a〉 is a nonegative proper
function, then we have the interior estimate
(4.3) H(x) ≤ C(n) sup
{y | 〈X(y),a〉≤2〈X(x),a〉}
(1+R2(y)+
1
R(y)
+
1
R2(y)
|∇R|2(y)+ 1
R(y)
|∆R|(y)).
We note that on a shrinking GRS, one can split out lines and reduce the GRS to be a
convex hypersurface such that there exists automatically a vector a such that 〈X, a〉 is a
nonnegative proper function, see (5.9).
First of all, the following identity is well known (see, for example, (2.11) in [10]) and will
be used to prove the theorem above.
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Lemma 4.2. Let X : Mn → Rn+1 be a hypersurface with the second fundamental form h,
then
(4.4) σ1 := σ
ij
2 σ1,ij = ∆σ2 + |∇h|2 − |∇σ1|2 + 2σ2|h|2 − (σ1σ2 − 3σ3)σ1,
where (σij2 ) := (
∂σ2
∂hij
) is defined in (3.2).
To prove Theorem 4.1, let φ(x) = r − 〈X(x), a〉 be a cut off function with r ≥ 1, we will
apply second derivative test to the auxiliary function
φ2(x)σ1(x)
in the domain Ωr := {x ∈M | 〈X(x), a〉 ≤ r} to estimate σ1(x).
We may assume that φ2σ1 achieves its maximum at an interior point x¯ ∈ Ωr. Let
0 ≤ λ1(x) ≤ λ2(x) ≤ · · · ≤ λn(x) be the principle curvature of M at x ∈ M . Moreover, in
a neighborhood of x¯, we choose a local orthonormal frame {ei} such that hij(x¯) = λi(x¯)δij .
We consider three cases.
Case (I) : λn(x¯) ≤ max{n2, 100n}. Then σ1(x¯) ≤ C(n), and thus
(4.5) φ2(x¯)σ1(x¯) ≤ C(n)r2.
Case (II) : λn(x¯) > max{n2, 100n} and λn−1(x¯) ≥ λ−
1
2
n (x¯), then the scalar curvature R(x¯) =∑
i 6=j λiλj ≥ λnλn−1 ≥ λ
1
2
n (x¯) and σ1(x¯) =
∑n
i=1 λi ≤ nλn ≤ nR2(x¯). Hence
(4.6) φ2(x¯)σ1(x¯) ≤ nR2(x¯)r2.
Case (III) : λn(x¯) > max{n2, 100n} and λn−1(x¯) < λ−
1
2
n (x¯). Then λi(x¯), i 6= n is much smaller
than λn(x¯). In this case, we have
(4.7) λi <
1
n3
λn, i 6= n, and λn < σ1 =
n∑
i=1
λi < (1 +
1
n2
)λn.
To estimate φ2(x¯)σ1(x¯) from above, we are left to consider case Case (III). Note that the
function
ζ := ln
(
φ2σ1
)
= 2 ln φ+ lnσ1
on Ωr also achieve the maximum at x¯. Apply the first and second derivative test, we get
that at x¯
(4.8) 0 = ζi(x¯) = 2
φi
φ
+
σ1,i
σ1
, ∀ i = 1, · · · , n.
and the matrix
0 ≥ ζij(x¯)
= 2
φij
φ
− 2φiφj
φ2
+
σ1,ij
σ1
− σ1,iσ1,j
σ21
= 2
φij
φ
+
σ1,ij
σ1
− 3
2
σ1,iσ1,j
σ21
,
(4.9)
where we used (4.8) in the last step.
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Note that the positive scalar curvature on M implies that the operator σij2 ∇2ij is elliptic,
see (4.2). Take the contraction of (4.9) with σij2 and use (4.4), we get that at x¯
0 ≥ σij2 ζij
= 2
σ
ij
2 φij
φ
+
∆σ2 + |∇h|2 − |∇σ1|2 + 2σ2|h|2 − (σ1σ2 − 3σ3)σ1
σ1
− 3
2
σ
ij
2 σ1,iσ1,j
σ21
.
(4.10)
Below we will deal with the three terms in the righthand side of (4.10) separately. All the
related calculations are at point x¯.
For the first term, from (4.1), we have
(4.11) σij2 φij = −σij2 〈Xij , a〉 = 2σ2〈ν, a〉.
To deal with the second term, note that
|∇h|2 − |∇σ1|2 =
∑
i,j,k
h2ij,k −
∑
i,j,k
hii,khjj,k
=
∑
k
∑
i 6=j
h2ij,k −
∑
k
∑
i 6=j
hii,khjj,k
= 2
∑
i 6=j
h2ii,j +
∑
i 6=j 6=k
h2ij,k −
∑
k
∑
i 6=j
hii,khjj,k,
(4.12)
where we have used the Codazzi equation hij,k = hik,j to get the last equality. The term
2
∑
i 6=j h
2
ii,j in (4.12) will play a crucial role in our estimate. The term
∑
i 6=j 6=k h
2
ij,k can be
discarded. However we need to control the negative term −∑k∑i 6=j hii,khjj,k. In fact, by
G˚arding’s theory on hyperbolic polynomial (see [12, Lemma 3.2] or [13, Lemma 2.2]), we
have
(4.13) −
∑
i 6=j
hii,khjj,k ≥ −1
2
|σ2,k|2
σ2
, ∀ k = 1, · · · , n.
Therefore
(4.14) |∇h|2 − |∇σ1|2 ≥ 2
∑
i 6=j
h2ii,j −
1
2
|∇σ2|2
σ2
.
We now handle the third term in (4.10). Since the principle curvatures λi, i 6= n, are
very small compared with λn, thus σ
nn
2 =
∑n−1
i=1 λi ≤ σ1 is also very small. We may use
(4.8) to substitute the partial derivative of mean curvature along the i = n direction, which
in turn is bounded. We compute that for any ǫ > 0
σ
ij
2 σ1,iσ1,j
σ21
=
σnn2 σ
2
1,n +
∑n−1
i=1 σ
ii
2 σ
2
1,i
σ21
≤ 4σ
nn
2 φ
2
n
φ2
+ σ1
n−1∑
i=1
(σ1,i
σ1
)2
= 4
σnn2 φ
2
n
φ2
+
∑n−1
i=1
(
hnn,i +
∑n−1
j=1 hjj,i
)2
σ1
≤ 4σ
nn
2 φ
2
n
φ2
+ (1 + ǫ)
∑n−1
i=1 h
2
nn,i
σ1
+ (1 +
4
ǫ
)
∑n−1
i=1
(∑n−1
j=1 hjj,i
)2
σ1
.
(4.15)
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To deal with the last term in (4.15), we consider the scalar curvature σ2. For i ≤ n− 1,
(4.16) σ2,i =
n∑
j=1
σ
jj
2 hjj,i = σ
nn
2 hnn,i +
n−1∑
j=1
(σ1 − λj)hjj,i,
where we have used Proposition 3.1 to get σjj2 = σ1 − λj at x¯. As a consequence, we get
( n−1∑
j=1
hjj,i
)2
=
(σ2,i
σ1
− σ
nn
2
σ1
hnn,i +
n−1∑
j=1
λj
σ1
hjj,i
)2
≤ 3
( (σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i + (n− 1)
n−1∑
j=1
λ2j
σ21
h2jj,i
)
≤ 3
( (σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i +
2n
σ31
n−1∑
j=1
h2jj,i
)
,
(4.17)
where we have used λ2j ≤ λ−1n < 2σ−11 for j ≤ n− 1 to get the last inequality (see (4.7)).
Use equation (4.16) again, we get that for i ≤ n− 1
(4.18) hii,i =
σ2,i
σii2
− σ
nn
2
σii2
hnn,i −
n−1∑
j=1,j 6=i
σ
jj
2
σii2
hjj,i.
It follows from (4.7) that σ1 ≥ σii2 = σ1 − λi ≥ n−1n σ1 for i ≤ n− 1. Then
h2ii,i ≤ 3
((σ2,i)2
(σii2 )
2
+
(σnn2 )
2
(σii2 )
2
h2nn,i + (n− 2)
n−1∑
j=1,j 6=i
(σjj2
σii2
)2
h2jj,i
)
≤ 3
( n
n− 1
)2((σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i + (n− 2)
n−1∑
j=1,j 6=i
h2jj,i
)
≤ 6
((σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i + n
n−1∑
j=1,j 6=i
h2jj,i
)
.
(4.19)
Combine (4.17) and (4.19) and use σ1 > n
2, we have
( n−1∑
j=1
hjj,i
)2
≤ 3
[(σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i +
2n
σ31
( n−1∑
j=1,j 6=i
h2jj,i
+ 6
((σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i + n
n−1∑
j=1,j 6=i
h2jj,i
))]
≤ 21
[(σ2,i)2
σ21
+
(σnn2 )
2
σ21
h2nn,i +
2n2
σ31
n−1∑
j=1,j 6=i
h2jj,i
)]
.
(4.20)
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Plug (4.20) into (4.15), we have
σ
ij
2 σ1,iσ1,j
σ21
≤ 4σ
nn
2 φ
2
n
φ2
+ (1 + ǫ)
∑n−1
i=1 h
2
nn,i
σ1
+ (1 +
4
ǫ
)
21
σ1
[∑n−1
i=1 (σ2,i)
2
σ21
+
(σnn2 )
2
σ21
n−1∑
i=1
h2nn,i +
2n2
σ31
n−1∑
i=1
n−1∑
j=1,j 6=i
h2jj,i
)]
≤ 4σ
nn
2 φ
2
n
φ2
+ (1 + δ)
1
σ1
n−1∑
i=1
n∑
j=1,j 6=i
h2jj,i + 21(1 +
4
ǫ
)
∑n−1
i=1 (σ2,i)
2
σ31
,
(4.21)
where
(4.22) δ := ǫ+ 21(1 +
4
ǫ
)
(σnn2
σ1
)2
+ 21(1 +
4
ǫ
)
2n2
σ31
.
Put (4.11), (4.14) and (4.21) into (4.10), we get
0 ≥ 4σ2〈ν, a〉
φ
+
∆σ2
σ1
+
1
σ1
(
2
∑
i 6=j
h2ii,j −
1
2
|∇σ2|2
σ2
)
+
(2|h|2
σ21
− 1
)
σ2σ1
+ 3σ3 − 3
2
(4σnn2 φ2n
φ2
+ (1 + δ)
1
σ1
∑
i 6=j
h2ii,j + 21(1 +
4
ǫ
)
|∇σ2|2
σ31
)
≥ 4σ2〈ν, a〉
φ
+
∆σ2
σ1
+
(
2− 3
2
(1 + δ)
) 1
σ1
∑
i 6=j
h2ii,j −
|∇σ2|2
2σ2σ1
+
(2|h|2
σ21
− 1
)
σ2σ1 − 6σ
nn
2 〈en, a〉2
φ2
− 63
2
(1 +
4
ǫ
)
|∇σ2|2
2σ1σ2
,
(4.23)
where we have used the Newton-MacLaurin inequality σ21 ≥ 2nn−1σ2 ≥ 2σ2.
By Case (III) assumption and (4.7) we have
(4.24)
2|h|2
σ21
− 1 ≥ 2λ
2
n
σ21
− 1 ≥ 2n
2
n2 + 1
− 1 ≥ 1
2
.
Again by (4.7) we have
σnn2 =
n−1∑
i=1
λi < nλ
− 1
2
n <
2n√
σ1
.
Take ǫ = 110 in (4.22) and use σ1 ≥ 100n, we get
(4.25) δ ≤ 1
10
+ 1000
4n2
σ31
+ 1000
2n2
σ31
<
1
3
.
Hence it follows from (4.24), (4.25) and (4.23) that in Case III at point x¯
(φ2σ1) ≤ 2
σ2
[
− 4σ2〈ν, a〉φ + 12n√
σ1
〈en, a〉2 +
(
− ∆σ2
σ1
+ 1000
|∇σ2|2
σ2σ1
)
φ2
]
.(4.26)
Combine the three cases (4.5), (4.6) and (4.26) all together and use H(x) = σ1(x) and
R(x) = 2σ2(x), we have proved the interior estimate of the mean curvature
(4.27) sup
x∈Ωr
φ2(x)H(x) ≤ C(n) sup
y∈Ωr
(1+R2(y)+
1
R(y)
+
1
R2(y)
|∇R|2(y)+ 1
R(y)
|∆R|(y))r2.
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Given any x ∈ M , we take r = 2〈X(x), a〉, then φ(x) = 〈X(x), a〉. Hence by (4.27), we
obtain (4.3). Theorem 4.1 is proved.
5. The Structure of Generalized Cylinder
In this section, we prove Theorem 1.2. First we define an operator which generalizes
Cheng-Yau’s self-adjoint operator associated to a given Codazzi tensor [10].
Proposition 5.1. Let (Mn, g) be a Riemannian manifold and let f be a smooth function
on M . Let ψ =
∑
ij ψijω
iωj be a symmetric (2, 0)-tensor on M . Then the operator
ψ,f := ψij∇2ij − ψijfi∇j
is self-adjoint with respect the weighted measure e−fdµ if and only if the divergence of ψ∑
j ψij,j = 0 for all i. Here ∇ is the Levi-Civita connection and dµ is the volume element
associated with g =
∑
i ω
2
i .
In particular, given a symmetric Codazzi tensor h = hijω
iωj with hij,k = hik,j, define
σ2(h), σ
ij
2 (h) as in (3.1) and (3.2), then the tensor (ψ(h))ij :=
(∑
k hkk
)
δij − hij = σij2 (h)
is divergence free and the operator
ψ(h),f = σ
ij
2 (h)∇2ij − σij2 (h)fi∇j,(5.1)
is a self-adjoint operator with respect to the weighted measure e−fdµ.
Proof. For any compact supported C2 functions u and v on M , by Stoke’s theorem,∫
M
ψ,fu · ve−fdµ =
∫
M
(ψijuive
−f )jdµ−
∫
M
ψijuivje
−fdµ−
∫
M
ψij,juive
−fdµ
= −
∫
M
ψijuivje
−fdµ.
Therefore the operator ψ,f is self-adjoint with respect to the measure e
−fdµ. 
Remark 1. On a GRS satisfying (1.1), there is another natural intrinsic self-adjoint oper-
ator Ric = Rij∇2ij with respect the weighted measure e−fdµ. We believe that this operator
should be useful.
We need the following proposition (analogue of [10, Proposition 2]).
Proposition 5.2. Let (Mn, g) be a compact manifold with boundary and let f be a smooth
function on M . Suppose ψ =
∑
ij ψijω
iωj is a semipositive symmetric (2, 0)-tensor which
is divergence free. Then the (possibly degenerate) elliptic operator ψ,f has the following
property. For any C2 positive function u and any non-negative C2 function v satisfying
v|∂M = 0, we have
(5.2)
(
−
∫
M
vψ,fve
−fdµ
)( ∫
M
v2e−fdµ
)−1
≥ inf
M
−ψ,fu
u
.
Proof. We only need to prove (5.2) assuming ψ,f is non-degenerate elliptic, as one may
replace ψ,f by ψ,f + ǫ∆f and let ǫ→ 0.
Let λ be the first (positive) eigenvalue and vλ be the first eigenfunction of ψ,f over
M with the zero boundary condition. Then it is well-known that the left hand of (5.2) is
always not less than λ and vλ is positive in the interior of M .
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Consider the function vλ
u
. At the interior point where vλ
u
attains its maximum, we have
0 = ∇vλ
u
=
u∇vλ − vλ∇u
u2
,(5.3)
0 ≥ ∇2 vλ
u
=
u∇2vλ − vλ∇2u
u2
.(5.4)
Hence
λ =
−ψ,fvλ
vλ
= −ψij∇
2
ijvλ
vλ
+
ψijfi∇jvλ
vλ
≥ −ψij∇
2
iju
u
+
ψijfi∇ju
u
=
−ψ,fu
u
.
This verifies (5.2). 
Let X : Mn → Rn+1 be a hypersurface with induced metric g and (outer) unit normal ν.
Let h be the second fundamental form and let H be the mean curvature. Given a smooth
function f on M , we define two operators using a local orthonormal frame {e1, · · · , en}
h := σ
ij
2 (h)∇2ij and h,f := h − σij2 (h)fi∇j,
where σ2(h), σ
ij
2 (h) are defined in (3.1) and (3.2). From Proposition (5.1), the operator
h,f is a self-adjoint operator with respect to the weighted measure e
−fdµ.
We compute h,fν. Note that
(5.5) Xij = −hijν, νi = hilel, νij = hij,lel − h2ijν, 1 ≤ i, j ≤ n.
From (5.5), we have
h,fν = σ
ij
2 (h)(hij,lel − h2ijν)− σij2 (h)fihjl)el
=
1
2
∇R− (σ1(h)σ2(h)− 3σ3(h))ν − Ric(∇f).(5.6)
For a GRS satisfying (1.1), we have the following equation analog to the one considered
by Cheng-Yau in [10].
Proposition 5.3. Let (Mn, g, f) be an isometrically embedded hypersurface in Rn+1 with
a GRS structure (1.1). Then
(5.7) h,fν = −(σ1(h)σ2(h)− 3σ3(h))ν.
Proof. The proposition follows from (5.6) and (2.1). 
Now we can prove Theorem 1.2. Since (M,g, f) be a gradient shrinking Ricci soliton with
nonnegative Ricci curvature, then by the maximum principle, either (M,g, f) is flat or the
scalar curvature is strictly positive (see (2.11)). Suppose (M,g) is an Euclidean hypersurface
with nonnegative Ricci curvature and positive scalar curvature, then the second fundamental
form h is semipositive. It follows thatM is a convex hypersurface and the curvature operator
is semipositive.
With the splitting Theorem 1.1, we can assume that the universal covering (M˜ , g˜) =
(N,h)×Rn−k split isometrically and (N,h) has strictly positive Ricci curvature. However,
it is not illuminating to see that whether (N,h) or one of its quotient admit an isometric
embedding in Rk+1. Alternatively, since (M,g) is Euclidean hypersurface, we can also
establish an splitting theorem easily in an extrinsic way.
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First of all, if M is noncompact convex Euclidean hypersurface, then the Gauss image
must lies in a closed hemisphere of Sn; moreover, if (M,g) has positive section curvature,
then Gauss image is an open convex subset of Sn [27]. Therefore, there is a unit vector
a ∈ Sn so that 〈ν, a〉 ≥ 0 on M . If 〈ν, a〉 = 0 at one point, then we claim that 〈ν, a〉 is
identically zero. From (5.7) we get
(5.8) h,f 〈ν, a〉 = −(σ1(h)σ2(h) − 3σ3(h))〈ν, a〉.
Note that the positive scalar curvature on M implies that the operator h,f is elliptic, see
(4.2). Hence by applying the maximum principle we conclude that either 〈ν, a〉 is everywhere
positive or 〈ν, a〉 ≡ 0. In the later case, since a is constant tangent vector and therefore
parallel, we can split out one line globally along a. Continue by induction, we prove that
Mn = N ×Rn−k for some 2 ≤ k ≤ n, where N does not contain any straight lines.
We note that on a codimension one shrinking GRS isometrically embedded in Rn+1, we
have the equation (2.6)
σ2(h) =
1
2
R =
1
2
(f − |∇f |2).
In the same way as did for the Ricci curvature in Theorem 1.1, we can deduce the constant
rank theorem for the second fundamental form, and therefore the splitting theorem.
In the following we will show by contradiction argument that N must be compact. With
the splitting structure, let us assume M(= N) is noncompact and there exists a vector a
such that 〈ν, a〉 > 0. In this case, M is essentially a graph along −a, the set
(5.9) Ωr = {x ∈M |〈X(x),−a〉 ≤ r}
is compact for all r > 0 and 〈X(x),−a〉 is asymptotic to the geodesic distance of M , see
[27, 10].
Combine Proposition 5.2 and Proposition 5.3, we have that for any compact region Ω ⊂M
and for any nonnegative C2 function u with u
∣∣
∂Ω
= 0
min
Ω
(
σ1σ2 − 3σ3
)
= min
Ω
(−h,f〈ν, a〉
〈ν, a〉
)
≤
(
−
∫
Ω
uh,fue
−f
)(∫
Ω
u2e−f
)−1
=
( ∫
Ω
σ
ij
2 uiuje
−f
)( ∫
Ω
u2e−f
)−1
.
(5.10)
We apply (5.10) to u(x) = r − 〈X(x),−a〉 on Ωr and get( ∫
Ωr
σ
ij
2 uiuje
−f
)(∫
Ωr
u2e−f
)−1
=
(∫
Ωr
(Hδij − hij)〈ei, a〉〈ej , a〉e−f
)(∫
Ωr
(r − 〈X,−a〉)2e−f
)−1
≤
(∫
Ωr
He−f
)(r2
4
∫
Ω r
2
e−f
)−1
= 4r−2
( ∫
Ωr
He−f
)(∫
Ω r
2
e−f
)−1
.
(5.11)
Since (M,g) is a shrinking GRS with positive Ricci curvature, combine the fact that
the scalar curvature have a strictly lower bound (2.11) with the scalar curvature growth
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estimate (2.10), (2.12) and (2.14), (4.3) implies that
(5.12) H(x) ≤ C(n)(1 + r(x))4,
where we used the fact that 〈X(x),−a〉 is asymptotic to the intrinsic geodesic distance
function r(x) of M . In particular, the mean curvature is integrable with respect to the
weighted measure e−fdµ,
(5.13)
∫
M
He−fdµ <∞.
Combine with (5.10), (5.11) and (5.13), we have
(5.14) min
Ωr
(
σ1σ2 − 3σ3
)
≤ C(n)r−2.
Let r go to infinity, this implies that
(5.15) inf
M
(
σ1σ2 − 3σ3
)
= 0.
On the other hand, since h is in the so-called G˚arding cone Γ2, by Newton-MacLaurin
inequality we have
(5.16) σ1σ2 − 3σ3 ≥ C(n)σ
3
2
2 > δ,
where the uniform positive lower bound of scalar curvature is ensured by (2.11). This
contradicts with (5.15), and consequently, M must be compact.
SinceM is compact hypersurface, then Ricci tensor has full rank at the elliptic point, i.e.
there exist x0 ∈M such that Ric(x0) > 0. With Theorem 1.1, we conclude that Ricci tensor
has constant rank; therefore the Ricci curvature and also the curvature operator are positive
everywhere. Finally, by Theorem 2.2, the compact shrinking GRS with positive curvature
operator has to be the round sphere or its metric quotient. Since M is an Euclidean
hypersurface, then it must be a round sphere. Now the proof of Theorem 1.2 is complete.
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