INTRODUCTION AND RESULTS
A new unified approach to one of the most classical problems of probability theory, the problem of the asymptotic distribution of sums of independent and identically distributed random variables, was recently presented in 16]. This approach, based upon the asymptotic behavior of the uniform empirical distribution function in conjunction with the tail properties of the underlying quantile function, identifies the portions of the sums that contrubute the ingredients of the limiting infinitely divisible law, lihows clearly how these ingredients arise, delineates the effect of extreme values on the limiting distribution, and leads to a probabilistic representation for an arbitrary infinitely divisible real random variable. Since in the meantime Sa to's bounds for the tail probabilities of infinitely divisible distributions, used in the proof of Corollary 1 in 161, have heen derived among other things in [9] from exactly this represen.tation, our approach is now fully self-contained and uses Fourier analysis only to ensure the uniqueness of this probabilistic representation, givefl in Even though the main theorems in 16] were strong enough to derive the basic results on domains of attraction and stochastic compactness in Corallaries 1, 3, 4, 10, 11 afld 12, and some results concerning domains of partial attraction in Corollaries 2, 5, 7, 8 and 9,  there are a number of important classical or potentially new results on domains of partial attraction which do not follow from them as they stand in 16]. The main reason for this is that the construction of the sequence {Tn} in Theorem 1 in 161 appears to be complicated and hence this theorem does not contain an analytic criterion for the choice of the variance (J2 of the normal component of the limiting law. Also, some classical results of Doeblin and Gnedenko were felt to be "out of the reach" of this approach altogether (cf. the second paragraph on p. 328 in [61).
The present paper is an organic continuation of [6] , completing the theory of our 'probabilistic approach'. We begin with augmenting Theorem 1 in 16] by showing that the sequence {r n } can be constructed, or in fact is already constructed in such a way that allows an analytic description of u 2 • Also, st.arting out from thc probabilistic represcntation of an infinitely divisible random variable obtained in [6] , we show that not only all of the mentioned classical results of Doeblin and Gnedenko are wcll within the prescnt approach, but their present formulations and purely probabilistic proofs shed more light on their essence and the most interesting of them can considerably be improved. A number of seemingly new results are also derived. Considering that the constructional problems mentioned on p. 328 in [6] are also solved in [10] , the present paper virtually completes the theory in its essential lines.
This theory has been designed primarily for sums of independent and idcntically distributed random variables, or, more generally, for various sums of order statistics of such variables (d. [6] , [7] , and [8] ). However, the formulation and the purely probabilistic proof of Theorem 11 below for the convergence of an arbitrary sequence of infinitely divisible distributions opens the door for the problem of the asymptotic distribution of row sums of row-wise independent but not identically distributed infinitesimal random variables in an arbitrary triangular array to be included into the theory. Indeed, this theorem is a variant of the purely Fourier-analytic Theorem 2 on pp. 88-92 in [14] , one of the core results in that book, and using then accompanying infinitely divisible laws (p. 112 and Chapters 4-6
in 1J4]) this inclusion becomes feasible.
First we review the basic notation from 161 and then state the results. Th(~proofs are in Section 2, and the results and their place in the literutere are discussed in Section a.
Theorem 1* and Corollary 5* below are completed or improved forms of Theorem 1 and Corollary 5 in [6] . Emphasizing that this paper is a continuation of [6] , the numbering of the theorems and corollaries here continues that of in [6] . Whenever there is a reference to anyone of Theorems 1-5 or Corollaries 1-12 without a reference number, we refer to the corresponding result in [61.
Let Xl, X 2 , •• , be a sequence of independent random variables with a common (rightcontinuous) non-degenerate distribution function F and quantile function Q(s) = inf{x :
F(x)~s}, 0 < s~1, Q(O) = Q(O+), for each integer n 2: 1, let X I,n~.••~X n,n denote the order statistics based on X}, ... , X n, and for (} < is positive. Let an > 0 be any sequence such that an 1 0 and nan -t 0 as n -t 00, and consider the functions and {
Q(s/n+)/a(n), tPI(n,s) =
Q((I -a n )+ )ja(n), rt -nan < s < 00, { -Q(I -s/n)/a(n), 0 < s~n -nan, tP2(n,s) = -Q(an)/a(n), n -7la n < s <: 00.
Let E~j), E~i), ... ;j = 1,2, be two independent sequences of independent exponentially distributed random variables with mean 1 and with their partial slims s~j> = E~j> + ... + (i) If tPI = tP2 == 0, then for all fixed m~°and k~0, as n' -t 00,
(ii) If the limits tPI and tP2 are arbitrary, tl,ey necessarily satisfy (1.4) and there exist two sequences {In'} and {r n ,} of positive integers such tlJat, as n' -t 00, In' --t 00, r n , In' -t 0, In,lr n , --t 0, and for any pair of fixed m~°and k~0,
where Z is a standard normal random variable such that Nd·), Z, and N 2 (-) are independent, and hence
J..1oreover, whenever 0 > 0, we ha\'e, as n' --t 00,
(1.10) 
--
as n' -00, where P > 0 is some constant, and (1.22) holds. In this case there exists a sequence {In,}OE integers such tllat In' -00, In' In' -0,
for each fixed k~0 as n' -00.
The second example is the Geometric (p) distribution
Again, it has been checked in 12] that Vm,k (0, tP", 0)
integers m~0 and k~0, where, 
. .
for each fixed k~0 as n'~00. A basic role will be played by the rescaled functions 
1=1
A key result is then the following.
(1.30) By the remark on p. 270 in 16], the non-normal stable type with exponent 0 < 0: < 2 is given by the triple ((Q)tPI,(u) tP2,0), defined in Corollary 5' above, while the normal type, usually called the st.able type with exponent 2, is given by the triple (0,0, a), a > 0. (ii) If F belongs to the domain of partial attraction of a non-stable type, then it belongs to the domain of partial attraction of continuum many different types.
The only reason to include the constants E>(tPd and E>(tP:t), defined after (1.26), into the difinition of V (tPl, tP2, a) in (1.27) was to have the equality (1.30) in the given nice form. The follwing result, the general convergence theorem for infinitely divisible laws, is more transparent if we leave these constants aside, and hence introduce (d. (1.28))
As so far above, we assume in what follows, unless the contrary is evident from the text, that all occuring tP functions (with subscripts and/or special marks such as tV or ¢) satisfy the usual conditions above and in (1.4). Let tPh tP2, {tPlk}~1 and {thk}~J all be such tP functions, let a~0, ak~0, C E IR., and Ck E IR. be constants, and consider the functions 
which is non-zero for all n' large enough. The role of the" natural" normalizing sequence a(n') in (1.2) will now be taken over either by
where the last equality follows from Lemma 2.6 below. Furthermore, corresponding to the first sequence, define
Then the quantities and
are welt defined and we have 0~!L~v~1. While al (n') or a2(n') in (1.39) and (1.40)
will not always be natural, it will turn out that
is always a correct centering sequence.
As before (L30), consider now an infinite sequence of independent copies of (N I (.), Z, N 2 (·)) and let {V 1(1/1J, 'h, lJ)}~l be the corresponding infinite sequence of independent copies of \' (1/11,1/'2, lJ) defined through (1.32). The convergence problem for partial sums of these is apparently determined by the behavior of 1/11 and 1/12 near zero. Note in this connection that if 
e-
We demonstrate Theorem 12 by way of some examples included in the next two corollaries. In the first of these, for the sake of simplicity, we only deal with one-sided examples without a normal component that have the form
In fact, since we always assume that 1t'{S} = 0 for all s 2: I, we will have has an interesting application to be discussed in Section 3.
COROLLARY 16. (a) As n -t 00,
;.. {~1' N(I)(s)d(-y'logljs) -V;"}~o N(O,I).
(b) As n -t 00,
and ifO < 0: < 2, theñ We close this section by using the opportunity to correct a few misprints and an oversight in [6] . In lines -10 and -12 on p. 263, the reference should be to However, leaving this line out and referring to (1. 7) in the present paper instead, the proof is correct as it stands.
PROOFS
Proof of Theorem 1·. We need only to show (1.6), the validity of all the statements following this relation follows from the original proof of Theorem 1.
For any real h 2:: 1, define~(h) =~{nl} and a(h) = a{nl} by setting
and a(h) = hm sup (/ ')' Clearly, we can choose these threshold numbers lI(S), s~1, so that n(l) < 71(2) < .... For each n'~n(l) from the sequence {n'} there exists an integer s = s(n') such that 71(S)~n' < n(s + 1). Now we simply set Sn' = s(n'), In' = ls(n')' and en' = l/s(71') for any n' 2 n(I), and for the finitely many n' < n(l) we define these three sequences in an appropriate but otherwise arbitrary fashion. Obviously, Sn' ---+ 00, In' ---+ 00, and en' ---+ 0
as n' ---+ 00, and together with the twelve inequalities in the last seven lines of p. 292 (with the misprint corrected in the third line from below as noted above and with n' standing everywhere in place of nil we also have e- n'--.oo
These inequalities, together with those in (2.1) and (2.2), prove (1.6).
• Proof of Theroem 6. In all theree case (i)-(iii), the results in the sufficiency direction as stated at the end of the theorem follow directly from respective applications of Theorem l' and Theorem 2, and hence we only have to deal with necessity.
Assume, therefore, (1.11) and that we are either ill case (i) or ill (ii). Then by Theorem 5 there exists an {n"} C {ndr;l such that
--
and " a(n )/A n " -t 6, 0~6 < 00, " as n~00. If {) were zero, then by Theorem 2 we would have
where (2.5) (2.6)
and Vo,o(-,·,·)-is defined in (1.9), and we would know that t/Jj(s) = 0 for 1~S < 00, Proof. Using the fact that the Poisson process has independent increments, t.w( 
,a/\'r) as n' ---+ 00. as n' -00, where, with appropriate independent copies of V (¢~l/r), ¢~l/r), a / JT), we also used (1.30) on the right side in conjunction with the trivial fact that ¢(J/r)(r) = tI'. Now this convergence obviously implies that in (2.19 
AnI
as n' -+ 00.
Proof. This follows by applying first. {nm}~::=1 of the positive integers and some constants am> 0 and C m E IR., . mayor may not be in lJ k", but we never the less can fix a to E Ilk" such that to i' Tk". Since the set {(log t -log TkJ / (log to -log Tk,,) : t E Ih,J is uncountable, it cannot be a subset of or coincide with the set of rational numbers. Hence we can find a tiE Hk.. such that with VI = t,/Tk", 1 = 1,2, -- Using now Kronecker's well-known theorem, it follows form (2.28) that the set {k log VIIlogvo : k,l positive integers} is dense in IR, and hence the set {v~/v~J : k,l positive integers} is dense in (0,00).
Let u > o-'be arbitrary. Then we can find two sequences of integers km,lm~1 such that Choosing now a sufficintly small So > 0 for which tPj(min(so, uSo)) =I 0 for at least one of j = 1 or j = 2, for that j we have by right continuity that
Hence the limit
1n--00 necessarily exists, and we have (2.27). Since u > 0 was arbitrary, the lemma is proved.
•
We point out that the monot.onicity of 1PI and ' 1/' "2 is lIot used in the above proof.
Proof of Theorem 10 (ii). The condition means that F E D 1 ,(V ' 1,1/J2, a) for some a 2: 0 and functions V'I and 1/J2 satisfying the usual conditions above and in (1.4) such that.
at least one of 1/Jl and V ' 2 is not identically zero but (2.24) is not true for any
Suppose the conclusion is not true. This implies by Theorem 8 that, in particular, the set of types given by {(1/.1~I/T),1/J~l/T),a/JT): r > O} has <:ardinality less then contilluum, which in turn implies that condition (2.25) holds in such a way that for the constant c(r, k)
found for r > 0 also satisfies (:(r,k)r/JT = a for each k E I. Lemma Proof. By a somewhat lengthy but elementary computation we obt.ain that for any e < t < 00, e-.1
By (1.4), 1/J(t}~0 and t1/J2(t)~0 as t~00, and also 
The basic motivation for such a decomposition is that, due to t he fact that a Poisson process has independent increments, \l k(h) and Z A:(h) are independwt for each k.
A very elementary probabilistic reasoning, based on the fact that. a Poisson process has a fixed discontinuity at the point 1 with probability zero, one can show that by (1.35), as k~00, On the other hand, since a Poisson process has stationary increments, (-) . This could not happen if we had tPjk" (s) -t -00 for some s = Sli > 0 and j = 1 or j = 2, because this limit would then be -00 for all 0 < s ::S So and then,~;ince again the sum of the three terms in V k" (h) that involve~)1k" and the sum of the other three terms that involue tP2k" are independent, the sequence {V k" (h)} could not even be Starting out finally from these conditions (1.35) and (1.36), the sufficiency proof provides a sequence {hk} such that hk -4 00 and hk/k -> 0 as k -> 00, and (2.36) (ii) First we have to show that vJi and tP2 satisfy (1.4). Let] < s < t < 00 be arbitrary and choose s' and t' to be continuity points of both vJi and V' 2 such that 1 < s' < s < t < t' < 00. Then for a standard left-continuous Poisson process N(·),
almost surely as n' -7 00. Hence by Fatou's lemma and Lemma 2.6,
for j = 1,2, where in the last step we again used (1.42). Thus for any I < s < 00, Also, again by (1.42) and Lemma 2.6, for any continuity point s 2: 1 of 1/1;, n log n,
..
• V'j(s/n')/tPj(t/n')~00 as n'~00, and hence it is impossible to find a numerical sequence {An'} such that (1.49) could hold with finite limiting functions.
DISCUSSION
As said in the introduction, the present paper is an "organic" continuation of 161, the results of which have been discussed in detail in Section 4 of [6] . ..
• e-
. . To the best of our knowledge, the present unimprovable version of Theorem 10 with the "continuum" is new. The original weaker or "uncountable" version would require Lemma 2.5 under the stronger assumption that condition (2.25) holds with a countable set I. It is perhaps interesting to note that the first proof that we had for this weaker version of Lemma 2.5 started out from the Baire category theorem applied to (2.26). The extension of that proof under the present weaker condition (2.25) is impossible under the usual Z Faxioms of set theory since the corresponding extension of the Baire category theorem is known to be an independent axiom just as the continuum hypothesis. Hence the problem of extending the original Doeblin-Gnedenko result appeared to be 'one of those set-theoretic problems' at first sight. However, the present proof of Lemma 2.5 wmpletely bypasses all these problems and is in fact much shorter than the first one was.
The essence of Theorem 11 was already remarked upon in the introduction. We believe that the present formulation is cleaner than the original characteristic-function version, first proved by Gnedenko /12], and also that the present proof, based on the fact that a standard Poisson process has independent and stationary increments, really uncovers the ultimate reason behind it. Corollary 18 is also new.
