Abstract. Consider Jacobi random matrix ensembles with the distributions
Introduction
In this paper we derive a central limit theorem for Jacobi random matrix ensembles for fixed dimension N where all parameters of the models tend to infinity. These ensembles are also often called β-Jacobi or circular ensembles (see e.g. [F] , [K] , [KN] , [M] ); they are usually described via their joint eigenvalue distributions µ k on the alcoves
with the Lebesgue densities c k1,k2,k3
(1 − Key words and phrases. β-Jacobi ensembles, freezing, Interacting particle systems, CalogeroMoser-Sutherland models, central limit theorems, zeros of Jacobi polynomials, eigenvalues of covariance matrices. with parameters k := (k 1 , k 2 , k 3 ) ∈ [0, ∞[ 3 . The normalization constants c k can be easily determined from the Selberg integral for µ, ν, ρ > 0. For the Selberg integral and its history we refer to the survey [FW] . It is known from Kilip and Nenciu [KN] that all measures µ k appear as joint distributions of the ordered eigenvalues of some tridiagonal random matrix models similar to the tridiagonal models for β-Hermite and β-Laguerre models of Dumitriu and Edelman [DE1] . Another matrix model in the Jacobi case is given in [L] .
The tridiagonal models for β-Hermite and β-Laguerre models of [DE1] are used in [DE2] to derive limit theorems when the parameters there (in particular β) tend to ∞. In particular, [DE2] contains an N -dimensional CLT where the covariance matrices Σ of the limits are described in terms of the zeroes of the N -th Hermite polynomial H N and the N -th Laguerre polynomial L N −1 respectively in a complicated form. By a direct computational approach, these CLTs were derived in Voit [V] where there simpler formulas appear for the inverses Σ −1 of the covariance matrices. In the present paper we shall transfer the approach of [V] from β-Hermite and β-Laguerre ensembles to Jacobi ensembles. For k = (k 1 , k 2 , k 3 ) = κ · (a, b, 1), N ∈ N, a ≥ 0, b > 0 fixed, κ → ∞, we shall prove an N -dimensional CLT where the drift vector and the inverse Σ −1 of the covariance matrices are described in terms of the zeroes of some classical Jacobi polynomial P (α,β) N ; see Theorem 3.1 below for the details. We expect that our CLT can be also derived from the tridiagonal models of [KN] . We also point out that CLTs related to our CLT can be found in Proposition 2.3 of [N] . Moreover, [J, KN] contain further limit results for Jacobi ensembles.
We mention that for all k := (k 1 , k 2 , k 3 ) ∈ [0, ∞[ 3 , the measures µ k on A are the stationary distributions of so called β-Jacobi processes (X k t ) t≥0 ; see Demni [Dem] . These processes are diffusions on A with reflecting boundaries where the generators of the associated Feller semigroups are second order differential operators D k . These operators are explicitely known; they appear in the so called HeckmanOpdam theory of hypergeometric functions associated with root systems; see [HS] . In particular, the Heckman-Opdam Jacobi polynomials form multivariate systems of orthogonal polynomials with the measures µ k as orthogonality measures on A; moreover these polynomials form the eigenfunctions of the generators D k . In this way, it may be an interesting task to extend the limit results of the present paper from the stationary distributions µ k to the β-Jacobi processes (X k t ) t≥0 . In the case of Hermite and Laguerre ensembles, the associated diffusions are multivariate Bessel processes which appear in the study of Calogero-Moser-Sutherland particle models (see [DV] , [F] ). Limit theorems for the Bessel processes for large parameters were studied in this context in [AKM1, AKM2, AV1, VW] . We expect that similar results are also available for β-Jacobi processes.
A comment about our choice of parameters k = (k 1 , k 2 , k 3 ). This notation is motivated by the theory of special functions associated with root systems (we here have the root system BC N with multiplicity k) as in [HS] ; it corresponds to the notations in [AV1, AV2, V, VW] in the Hermite and Laguerre cases. We hope that our notation does not irritate the random matrix community where usually other exponents are used such as β instead of κ = k 3 . This paper is organized as follows: In Section 2 we prove for b > 0 that the measures µ κ·(a,b,1) tend to the point measure δ z for κ → ∞ where the coordinates of the vector z ∈ A consist of the ordered zeroes of the classical Jacobi polynomials P (α,β) N with α := a+ b − 1 > −1 and β = b − 1 > −1. Section 3 is then devoted to an associated central limit theorem, which is the main result of this paper. In Section 3 we shall also rewrite this CLT for transformed Jacobi ensembles where the measures are written in a trigonometric form. Moreover we shall discuss how our CLTs for Jacobi ensembles are related to the corresponding CLTs for Hermite and Laguerre ensembles. In Section 4 we then determine the eigenvalues and eigenvectors of the covariance matrix in the limit in the trigonometric form. It turns out that in trigonometric form, the eigenvalues and eigenvectors can be determined similar to the Hermite and Laguerre case in [AV2] , while this seems to be much harder for the limits of the measures µ κ·(a,b,1) .
A first limit result and the zeros of the Jacobi polynomials
As explained in the introduction, we now consider multiplicity parameters of the form k = (k 1 , k 2 , k 3 ) = κ · (a, b, 1) where we fix a ≥ 0, b > 0, and study the limit behaviour of the probability measures
For this let X κ be R N -valued random variables with the distributions µ κ := µ κ·(a,b,1) .
As the µ κ have Lebesgue-densities f κ of the form
on A with suitable continuous functions g, φ on A and with suitable normalization constants c κ , we use the following well-known limit result (known as Laplace method) in order to obtain a first limit law for X κ :
for all κ ≥ 1, then the probability measures with the Lebesgue-densities 1
κ tend weakly to the point measure δ x0 .
Motivated by this fact, we now analyze the function φ which appears in the density of the measures µ κ with powers κ. For this we need the classical Jacobi polynomials (P (α,β) n ) n≥0 which are orthogonal polynomials with respect to the weight
For the precise normalizations and all details on these polynomials we refer to [S] . We in particular need the following characterization of the ordered zeroes z 1 ≤ . . . ≤ z N of P (α,β) N which is due to Stieltjes and which is presented in [S] as Theorem 6.7.1:
has a unique maximum on the alcove A at z := (z 1 , ..., z N ) ∈ A. Moreover:
(1) For j = 1, ..., N ,
Proof. For the first statement we refer to Theorem 6.7.1 of [S] . Moreover, as z is a point in the interior of A, (i) corresponds just with the necessary condition ∇φ(z) = 0 for a local extremum. In order to check (ii), we need some facts from [S] . Recapitulate that
by (4.21.6) in [S] . Hence, as P
In a similar way, using P
The discriminant of P (α,β) N together with with Eq. (6.71.5) of [S] lead to
In summary,
If we combine this with (2.3) and (2.4) with the powers
respectively, we finally obtain (ii).
We now combine Lemmas 2.1 and 2.2 and obtain the following limit result:
Theorem 2.3. Let X κ be random variables as above. Let z = (z 1 , ..., z N ) be the vector in the interior of A which consists of the the ordered zeros of P (α,β) N with α, β as in Lemma 2.2. Then, for κ → ∞ the X κ converge to z in probability.
Proof. Lemmas 2.1 and 2.2 imply that the distributions µ κ of the X κ tend weakly to δ z . This fact is equivalent to the statement of the theorem.
A central limit theorem
In this section we derive a central limit theorem for the random variables X κ which improves the limit law 2.3. We proceed here similar to the CLTs in [V] for β-Hermite and β-Laguerre ensembles. The main result is as follows:
Theorem 3.1. Let a ≥ 0 and b > 0. Let X κ be random variables with the distributions µ κ as described in Section 2. Then
with some regular covariance matrix Σ whose inverse
Proof. The proof of this theorem is elementary, but quite technical. We first observe that the representations (2.1) of the distributions µ κ of the variables X κ imply that the random variables √ κ(X κ − z) have the Lebesgue densities
on the shifted alcoves √ κ(A − z) and zero elsewhere. We now split this formula into two partsf
where h κ depends on x andc κ is constant w.r.t. x. More precisely, we put
We first investigatec κ . We here first focus on the constants c κ defined in (1.2). We here use Selberg's integral formula (1.3) with the substitution x i = 2y i − 1 (i = 1, . . . , N ). We then get
where the notation α = a + b − 1 and β = b − 1 from Lemma 2.2 was used. In order to study the limit behavior of (3.5) for κ → ∞, we use the notation
We also recapitulate Stirling's formula and two of its well-known consequences:
We now apply these formulas to (3.5). For this we first observe that (3.6) leads to
For the second part of (3.5) we use (3.6) and (3.7) and get
These results lead to
Combining (3.8) and (3.9), we obtain
Finally, if we apply this to (3.5), we arrive at
(3.10)
Having this limit behaviour of c κ in mind, we now determine the asymptotics ofc κ defined in (3.3). For this we use Lemma 2.2(2) with the function φ there as well as (2.4), (2.3), and (3.10). Using the Pochhammer symbol
we then get
In summary we have proved that
We next turn to an asymptotic analysis of the factor h κ (x) defined in (3.4). We here first observe for the first factor of h κ (x) that
for κ → ∞. Therefore, this factor can be ignored from now on. It will be convenient to write the further factorh κ (x) of h κ (x) in the second line of (3.4) as h κ (x) = exp(log(h κ (x))).
We now have to investigate the term
We now apply Taylor's formula to all logarithmic parts in this formula. This means that for large κ,
and therefore (3.13) turns into
If we combine this with (3.12) we get
be a continuous function with compact support. From (3.2), (3.11), (3.15) and dominated convergence we get
We briefly check that in fact we can interchange the limit with integration in (3.16) by dominated convergence. For this we determine an integrable upper bound for c κ 1 √ κ(A−z) (x)|f (x)|h κ (x). We here first observe that by (3.12), f ∈ C c (R N ) and a short calculation, we find constants C, κ 0 > 0 sufficiently large such that for all κ ≥ κ 0 and x ∈ R N ,
holds. For the remaining factors we again use the Taylor expansion of log(1 + x).
Here the Lagrange remainder shows that
with w i,j , w
This and (3.17) show that the application of dominated convergence in (3.16) is possible. Eq. (3.16) means that √ κ(X κ − z) converges in a vague way to the measure with the density (3.18) where Σ −1 = (s i,j ) i,j=1,...,N is given by
As a vague limit, this measure is a sub-probability measure. Moreover, this measure is clearly the normal distribution claimed in Theorem 3.1 possibly up to the correct normalization constant. We shall see from Corollary 3.2 below that in fact both measures are probability measures and hence equal. As a consequence, √ κ(X κ − z) converges in distribution to the normal distribution claimed in Theorem 3.1.
The last argument in the proof of Theorem 3.1 relies on the following result about the zeros of the Jacobi polynomials P (α,β) N and the matrix S where we use the notations of Lemma 2.2. The statement is motivated by the fact that it is necessary whenever Theorem 3.1 is correct. On the other hand, this result on det(S) is a direct consequence of Theorem 4.4 in Section 4 where we determine all eigenvalues (and eigenvectors) of some matrixS which easily will lead to det (S) . 
Remark 3.3. Theorem 3.1 and Corollary 3.2 are closely related to corresponding results for Hermite and Laguerre ensembles in [V] . Moreover, the distributions of Hermite and Laguerre ensembles may be seen as limits of Jacobi ensembles after suitable rescaling for suitable limits for α = β → ∞ (i.e., a = 0 and b → ∞) and α → ∞, β > −1 fixed (i.e., a → ∞, b > 0 fixed) respectively. These limits may be used to regard several results in [V] as limits of the assertions of Theorem 3.1 and Corollary 3.2. We explain this in the Hermite case first: We fix N and consider the case α = β → ∞. It is well known (see Eq. (5.6.3) of [S] ) that
for the Hermite polynomial H N with some constants C N , r α > 0. We now denote the ordered zeros of P
N , and the ordered zeros of
We now insert these limits into the matrices S (α) of Theorem 3.1 and obtain
with the matrix S H = (s i,j ) i,j=1,...,N with
which appears in the CLT Hermite ensembles in Section 2 of [V] . Corollary 3.2 and (3.20) now imply readily that
In summary, these limit results agree perfectly with the results in Section 2 of [V] .
Remark 3.4. In a similar way as in the Hermite case, the results in Section 3 of [V] for Laguerre ensembles can be seen as limits of Theorem 3.1 and Corollary 3.2.
To explain this we fix b > 0, i.e. β > −1, and consider a → ∞, i.e. α → ∞. We recapitulate from (4.1.3) and (5.3.4) of [S] that
We now denote the ordered zeros of P
with the matrix S L = (s i,j ) i,j=1,...,N with entries
Corollary 3.2 and (3.24) now imply readily that
The inverse limit covariance matrix S L from (3.25) and its determinant in ( 3.26) fits with the inverse limit covarianve matrix in the CLT 3.3 of [V] and its determinant in Corollary 3.4 in [V] (for the starting point 0 and the time parameter t = 1 there). This connection is not obvious as the Laguerre ensembles in Section 3 of [V] are transformed, which is motivated by the theory of multivariate Bessel processes.
To explain the connection we recapitulate that in Section 3 of [V] , in the notation of the present paper, N -dimensional random vectorsỸ β+1,α are studied with the Lebesgue densitiesc
on the Weyl chambers
of type B with suitable known normalizationsc B β+1,α > 0 for fixed parameter β > −1 and α → ∞. We now use the zeros z (3.28)
The CLT 3.3 and its Corollary 3.4 in [V] now state that
) with the regular covariance matrixS −1 where the matrixS = (s i,j ) i,j=1,...,N satisfies
for i = j 
N with suitable normalizations c B β+1,α > 0. The Delta-method for the central limit theorem of random variables, which are transformed under some smooth transform (see Section 3.1 of [vV] ) now implies that
converges for α → ∞ to the centered N -dimensional distribution N (0, S −1 ) with transformed covariance matrix S −1 = DS −1 D with the diagonal matrix D = diag(r 1 , . . . , r N ). If we use the equation in Lemma 3.1(2) of [V] for the r i , we obtain easily that the matrix S = D −1S D −1 is equal to the matrix S L in (3.25). Moreover, (3.23) and (2.4) yield that
(3.32) see also (5.1.7) and (5.1.8) in [S] . (3.32) and (3.28) now lead to
These results fit to (3.25) and (3.26) as claimed.
Remark 3.5. The eigenvalues and eigenvectors of the inverse limit covariance matrices S for the Hermite ensembles as well as of the matricesS for Laguerre ensembles in (3.27) were determined in [AV2] explicitely. For instance, the N × N matrices S H above have the eigenvalues 1, . . . , N where the eigenvectors are described in terms of the zeros z 
For the corresponding result for the matricesS for Laguerre ensembles see [AV2] .
On the other hand, it seems to be more complicated to determine the eigenvectors and eigenvalues of the matrices S = S L which result from the more or less equivalent Laguerre ensembles (3.31). This shows that the difficulty of determining the eigenvectors and eigenvalues may depend heavily on the choice of the parametrization of the random matrix ensembles.
It seems that the parametrization of the Jacobi ensembles in Theorem 3.1 and Corollary 3.2 does not seem to be suitable to determine the eigenvectors and eigenvalues of the inverse limit covariance matrices S.
For this reason we now study Theorem 3.1 and Corollary 3.2 in slightly different coordinates, namely a trigonometric version which fits to the theory of special functions associated with the root systems of type BC. For this we consider the probability measuresμ k on the trigonometric alcoves
with the Lebesgue densities
with a suitable Selberg-type normalizationc
A short computation shows that the probability measures µ k on the original alcoves A with the densities (1.1) are the pushforward measures of the probability measures µ k onÃ under the transformation
The Jacobi matrices of this map are diagonal matrices. If we use the Delta method for the central limit theorem for transformed random variables in Section 3.1 of [vV] , we readily obtain the following transformed CLT for the measuresμ k from Theorem 3.1: 
In fact, by the Delta-method,S has the formS = DSD with the matrix S of Theorem 3.1 and with the diagonal matrix
Using Corollary 3.2, (2.3), and (2.4), we obtain
In the next section we shall determine the eigenvalues and eigenvectors ofS in order to complete the proof of Theorem 3.1.
4. Eigenvalues and eigenvectors of the limit covariance in the trigonometric setting
In this section we determine the eigenvectors and eigenvalues of the inverse covariance matrixS in Theorem 3.6 for a ≥ 0, b > 0. We in particular show that the N eigenvalues ofS are This proves readily that v 1 is an eigenvector with eigenvalue λ 1 as claimed.
We now turn to the case k ≥ 3. We here have and consider an associated finite sequence of orthonormal polynomials (q (α,β) l ) l=0,...,N −1 as studied for instance in [C] . We then have This orthogonality fits to the fact that we may write the symmetric matrixS as S = T −1 · diag(λ 1 , . . . , λ N ) · T with some orthogonal matrix T ∈ O(N ). We thus obtain that the polynomials q k in Corollary 4.3 are necessarily equal to the q (α,β) k up to normalization constants. In summary we have proved:
