Adaptive Search Algorithms for Discrete Stochastic Optimization: A
  Smooth Best-Response Approach by Gharehshiran, Omid Namvar et al.
ar
X
iv
:1
40
2.
33
54
v1
  [
ma
th.
OC
]  
14
 Fe
b 2
01
4
1
Adaptive Search Algorithms for Discrete Stochastic
Optimization: A Smooth Best-Response Approach
Omid Namvar Gharehshiran, Vikram Krishnamurthy, and George Yin.
Abstract—This paper considers simulation-based optimization of the
performance of a regime-switching stochastic system over a finite set of
feasible configurations. Inspired by the stochastic fictitious play learning
rules in game theory, we propose an adaptive simulation-based search
algorithm that uses a smooth best-response sampling strategy and tracks
the set of global optima, yet distributes the search so that most of the
effort is spent on simulating the system performance at the global optima.
The algorithm converges weakly to the set of global optima even when the
observation data is correlated (as long as a weak law of large numbers
holds). Numerical examples show that the proposed scheme yields a faster
convergence for finite sample lengths compared with several existing
random search and pure exploration methods in the literature.
Index Terms—Discrete stochastic optimization, Markov chain, ran-
domized search, time-varying optima, simulation-based optimization,
stochastic approximation.
I. INTRODUCTION
D ISCRETE stochastic optimization problems arise in operationsresearch [1], [2], manufacturing engineering [3], and commu-
nication networks [4], [5]. These problems are intrinsically more
difficult to solve than their deterministic counterparts due to the
non-availability of an explicit relation between the objective function
and the underlying decision variables. It is therefore necessary to
use stochastic simulation to estimate the objective function in such
problems.
A. The Problem
The simplest setting of a discrete stochastic optimization problem
is as follows: Estimate
S := argmin
s∈M
F (s) = argmin
s∈M
E {fn(s)} , (1)
where the search space M = {1, 2, . . . , S} is finite, {fn(s)} for
each s ∈ M is a sequence of i.i.d. random variables with finite
variance but unknown distribution, E denotes expectation with respect
to the distribution of fn(s), and F : M → R is deterministic.
Typically, F (·) represents the expected performance of a stochastic
system. Since the distribution of {fn(s)} is unknown, F (s) cannot
be evaluated analytically.
A brute force method of solving (1) involves an exhaustive
enumeration: For each s ∈ M compute F̂N(s) = 1N
∑N
n=1 fn(s)
via simulation for large N . Then, pick ŝ∗ = argmins∈M F̂N (s).
Since {fn(s)} for each s ∈ M is an i.i.d. sequence of random
variables, Kolmogorov’s strong law of large numbers implies that
F̂N (s) → E {fn(s)} almost surely as N → ∞. This, together with
the finiteness of M implies that as N →∞,
argmin
s∈M
F̂N (s)→ argmin
s∈M
E {fn(s)} w.p.1.
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This requires fn(s) to be evaluated for each s ∈ M at each sampling
period, and is highly inefficient since the evaluations fn(s), for s /∈
S , do not contribute to finding S and are wasted. The main idea here
is to develop a novel adaptive search scheme that is both attracted
to the global optima S and efficient, in the sense that it spends most
of its effort simulating S [6, Chapter 5.3].
Problem (1) is static in the sense that the set of global minima
S does not evolve with time. In this paper, we consider two
extensions of the above problem: First, we allow for {fn(s)} to
be a correlated sequence, as long as it satisfies the weak law of
large numbers. Second, we solve an adaptive variant of this problem
where the set of global optima evolves with time according to the
sample path of a finite-state Markov chain {θ(n)} with state space
Q = {1, 2, . . . ,Θ}. More precisely, consider a simulation-based
discrete stochastic optimization problem of the form
S(θ(n)) := argmin
s∈M
F (s, θ(n)) = argmin
s∈M
E {fn(s, θ(n))} . (2)
We assume that the Markov chain {θ(n)} cannot be observed and
its dynamics are unknown. However, for any choice of s ∈ M,
the samples fn(s, θ(n)) can be generated via simulation. We further
allow time correlation of the simulation data fn(s, θ) for each θ ∈ Q,
that is more realistic in practice.
The Markov chain {θ(n)} in (2) constitutes the so-called hy-
permodel [7] for the underlying dynamics. It represents the jump
changes in the profile of the stochastic events in the system or the
objective function or both. Such problems arise in a broad range of
practical applications where the goal is to track the optimal operating
configuration of a stochastic system subject to time inhomogeneity.
We assume that the transition probability matrix of the Markov chain
{θ(n)} is “close” to the identity matrix. That is, the Markov chain
has transition matrix I + εQ, where ε is a small parameter. We
will refer to such a Markov chain with infrequent jumps as slow
Markov chain, for simplicity. The global optima S(θ(n)) thus varies
with time according to the slow Markov chain. In what follows, we
refer to the above problem as “regime-switching discrete stochastic
optimization”. Tracking such time-varying sets lies at the very heart
of applications of adaptive stochastic approximation algorithms.
Example: Consider the problem of optimizing buffer sizes in a
queueing network comprising multiple stations with buffers. Such a
network may represent an assembly line in the manufacturing indus-
try, networked-processors in parallel computing, or a communication
network. Let s and {Xn(s, θ(n))} denote the vector of buffer sizes
and the sequence of random vector of service times at different
stations, respectively. The distribution of service times may jump
change due to the changes in the nature of the offered services. The
performance of such a system f(s,Xn(s, θ(n))) is a function of both
s and {Xn(s, θ(n))} and is often evaluated by the amortized cost
of buffers minus the revenues due to the processing speed. There-
fore, one seeks to minimize F (s, θ(n)) = EX {f(s,Xn(s, θ(n)))}
(cf. [8], [9, Chapter 2.5]).
2B. Main Results
The aim is to solve the regime-switching discrete stochastic op-
timization problem (2). Inspired by fictitious play learning rules in
game theory [10], we propose a class of adaptive search algorithms
that distributes the search and evaluation functionalities efficiently.
The proposed scheme can be described as follows: At each iteration
n, a state s(n) is sampled from the search space M. The sample
s(n) is taken according to a randomized strategy, i.e., a probability
distribution on the set M, that minimizes some perturbed variant of
the expected objective function based on the beliefs developed thus
far. This randomized strategy is referred to smooth best-response sam-
pling strategy. The perturbation term in fact simulates the search or
exploration functionality essential in learning the expected stochastic
behavior at various states. The objective function is then simulated
at the sampled state fn(s(n), θ(n)). Finally, the simulation data is
fed into a constant step-size stochastic approximation algorithm to
update beliefs.
The convergence analysis in Theorem 3.1 proves that if the
underlying hypermodel {θ(n)} evolves on the same timescale as the
the proposed adaptive search scheme, the most frequently visited state
tracks the set of global optima. Put differently, the algorithm spends
most of its effort simulating the system at the global optima. This
is desirable since, in many practical applications, the system has to
be operated in the sampled configuration to measure performance.
It is further shown that the proportion of time spent in non-optimal
states is inversely proportional to how far their objective function
values are from the global minima. The proposed algorithm relies
only on the simulation data and does not require detailed information
about the system model, hence, can be used directly as an on-line
controller. The proposed algorithm can, as well, be deployed in static
discrete stochastic optimization problems (i.e., when θ(n) is fixed);
see Sec. III-D for the related discussion.
The main features of this work are:
1) Correlated data: We allow for time correlation in samples
fn(s, θ(n)) that is more realistic, whereas most discrete stochastic
optimization algorithms assume that the samples are i.i.d.
2) Adaptive search: The proposed algorithm tracks the optima
as the underlying parameters in the discrete stochastic optimization
problem evolve over time. This is in contrast to most existing
algorithms that are designed to locate the optima under static settings.
3) Matched timescale: It is well known that, if the hypermodel
θ(n) changes too drastically, there is no chance one can track the
time-varying optima. (Such a phenomenon is known as trackability;
see [7] for related discussions.) On the other hand, if θ(n) evolves
on a slower timescale as compared to the adaptive search algorithm,
it can be approximated by a constant on the fast timescale, hence, its
variation is ignored. In this work, we consider the more difficult case
where θ(n) evolves on the same timescale as the adaptive search
algorithm and prove that the proposed scheme properly tracks the
time varying optima.
Note that the proposed scheme does not assume a Markovian struc-
ture for the time-evolution of the objective function. The Markovian
switching assumption is only used in our performance analysis that
proceeds as follows: First, by a combined use of weak convergence
methods [9] and treatment on Markov switched systems [11], [12],
Theorem 4.1 in Sec. IV-A shows that the limit system for the discrete
time iterates of the proposed algorithm is a randomly switching
ordinary differential equation (ODE) modulated by a continuous
time Markov chain. (This is in contrast to the standard treatment
of stochastic approximation algorithms, where the limiting dynamics
converge to a deterministic ODE.) By using multiple Lyapunov func-
tion methods for randomly switched systems [13], [14], Theorem 4.2
in Sec. IV-B proves that the limit switching ODE is asymptotically
stable almost surely. Finally, Sec. IV-D shows that tracking the global
attractors set of the derived limit system provides the necessary
and sufficient condition to conclude both tracking and efficiency
properties of the adaptive search algorithm.
C. Literature
This work is closely connected to the literature on random search
methods; see [15] for a discussion. Some random search methods
spend significant effort to simulate each newly visited state at the
initial stages to obtain an estimate of the objective function. Then,
deploying a deterministic optimization mechanism, they search for
the global optimum; see [16], [17], [18], [19]. The adaptive search
algorithm in this paper is related to another class, namely, discrete
stochastic approximation methods [9], [20], which distribute the
simulation effort through time, and proceed cautiously based on
the limited information available at each time. Algorithms from
this class primarily differ in the choice of the sampling strategy.
Examples of sampling strategies can be classified as : i) point-based,
leading to methods such as simulated annealing [21], [22], tabu
search [23], stochastic ruler [24], stochastic comparison and descent
algorithms [25], [26], [27], [28], ii) set-based, leading to methods
such as branch-and-bound [29], nested partitions [30], stochastic
comparison and descent algorithms [31], and iii) population-based,
leading to methods such as genetic algorithms.
Another related body of research pertains to the multi-armed bandit
problem [32], which is concerned with optimizing the cumulative
objective function values realized over a period of time, and the
pure exploration problem [33], which involves finding the best arm
after a given number of arm pulls. These methods seek to minimize
some regret measure and, similar to the random search methods,
usually assume that the problem is static in the sense that the arms’
reward distributions are fixed over time1. Further, empirical numerical
studies in Sec. V reveal that bandit-based algorithms such as upper
confidence bound (UCB) [32] exhibit reasonable efficiency only when
the size of the search space is relatively small.
D. Organization
The rest of the paper is organized as follows: Sec. II formalizes
the main assumptions posed on the problem. In Sec. III, the adaptive
search scheme is presented and the main theorem of the paper
entailing the tracking and efficiency properties is given. Sec. IV
gives the proof of the main theorem. Finally, numerical examples are
provided in Sec. V followed by the concluding remarks in Sec. VI.
The proofs are relegated to the Appendix for clarity of presentation.
II. MAIN ASSUMPTIONS
This section formalizes the main assumptions posed on the regime-
switching discrete stochastic optimization problem (2):
a) Hypermodel θ(n): A typical method for analyzing the per-
formance of an adaptive algorithm is to postulate a hypermodel for the
underlying time variations [7]. Here, we assume that all time-varying
underlying parameters in the problem are finite-state and absorbed to
a vector, indexed by θ ∈ Q, whose dynamics follow a discrete-time
Markov chain with infrequent jumps. Condition (A1) below formally
characterizes the hypermodel.
(A1) Let {θ(n)} be a discrete-time Markov chain with finite state
space Q = {1, 2, . . . ,Θ} and transition probability matrix2
P ε := I + εQ. (3)
1See [34] for upper confidence bound policies for non-stationary bandit
problems.
2We assume that the initial distribution of the hypermodel p0 = [p0,i ]i∈Q,
where P (θ(0) = i) = p0,i ≥ 0 and p01Θ = 1, is independent of ε.
3Here, ε > 0 is a small parameter, I denotes the Θ×Θ identity
matrix, and Q = [qij ] ∈ RΘ×Θ is the generator of a continuous-
time Markov chain satisfying
qij ≥ 0 for i 6= j, |qij | ≤ 1 ∀i, j ∈ Q
3, Q1Θ = 0, (4)
where 1Θ = [1, . . . , 1]Θ×1 and Q is irreducible.
Choosing ε small enough ensures that the entries of P ε in (3) are
non-negative. The use of the generator Q also makes the row sum
of P ε be one. Due to the dominating identity matrix in (3), {θ(n)}
varies slowly with time.
b) Simulation Data fn (s, θ(n)): Let Eℓ denotes the con-
ditional expectation given Fℓ, the σ-algebra generated by
{fn(s, θ(n)), s ∈ M, θ(n) : n < ℓ}. We make the following as-
sumptions.
(A2) For each s ∈ M and θ ∈ Q, {fn (s, θ)} is a sequence of
bounded real-valued random variables. Moreover, for any ℓ ≥ 0,
1
n
n+ℓ−1∑
τ=ℓ
Eℓfτ (i, j)→ F (i, j) in probability as n→∞, (5)
for all i ∈ M and j ∈ Q, where F (s, θ) = E {fn(s, θ)}; see
Sec. I-A.
The above condition allows us to work with correlated processes
whose remote past and distant future are asymptotically independent.
Examples include: the sequence of i.i.d. random variables with
(asymptotically) uniformly bounded variance, or a class of random
variables (not necessarily i.i.d.) that satisfy the large deviations
principle (cf. [31], [35]), e.g., moving average and stationary auto-
regressive processes.
Finally, we impose the following condition on the hypermodel
θ(n): Let µ denote the adaptation rate of the adaptive search
algorithm; see (7) or (10). Then,
(A3) ε = µ in the transition probability matrix P ε.
Condition (A3) states that time variations of the parameters underly-
ing the discrete stochastic optimization problem (2) occur at the same
timescale as the updates in the proposed adaptive search algorithm.
Remark 2.1: It is important to stress that the hypermodel θ(n) is
not used in the algorithm proposed in this paper. The algorithm does
not require knowledge of θ(n) or its parameters. The hypermodel
is used only in the analysis of the algorithm. We are interested
in determining if the algorithm can track time-varying optima that
evolve according to a slow Markov chain. Since θ(n) is unobservable,
we suppress the dependence of fn(s, θ(n)) on it and, with slight
abuse of notation, denote it by fn(s) in what follows.
III. TRACKING THE GLOBAL OPTIMA: ALGORITHM AND MAIN
RESULTS
In this section, we introduce a stochastic approximation algorithm
that, relying on smooth best-response strategies [36], [37], prescribes
how to sample from the search space so as to efficiently learn
and track the evolving set of global optima S(θ(n)). To this end,
we define the smooth best-response procedure based on consecu-
tive observations {fn(sn)}n≥0 and outline its distinct properties in
Sec. III-A. We then present the proposed adaptive discrete stochastic
optimization algorithm in Sec. III-B followed by the main result of
3This is without loss of generality. Given an arbitrary non-absorbing
Markov chain with transition probability matrix P ρ = I+ρQ̂, one can form
Q = 1
qmax
· Q̂, where qmax = maxi∈M |qii|. To ensure that the two Markov
chains generated by Q and Q evolve on the same timescale, ε = ρ · qmax.
the paper that shows, if one employs the proposed algorithm and the
time-varying underlying parameters evolve on the same timescale as
the the stochastic approximation algorithm, the algorithm efficiently
tracks the set of global optima S(θ(n)).
A. Smooth Best-Response Sampling Strategy
Consider a learning scenario where one repeatedly samples from
the search space, denoted by s(n) ∈ M, at discrete times n =
1, 2, . . . and obtains fn(s(n)) via simulation or measurement. We
postulate that s(n) is chosen according to a randomized sampling
strategy p(n) = (p1(n), . . . , pS(n)) that belongs to the simplex of
probability distributions over the search space
∆M =
{
p ∈ RS; pi ≥ 0,
∑
s∈M
pi = 1
}
. (6)
Based only on the collected observations {fτ (s(τ )) : τ ≤ n} up
to time n, define the vector of weighted average objective function
values f˜(n) =
[
f˜1(n), . . . , f˜S(n)
]′
∈ RS , where v′ denotes the
transpose of v, and
f˜i(n) = µ
∑
τ≤n
(1− µ)n−τ
fτ (s(τ ))
pi(τ )
· I{s(τ)=i}, ∀i ∈ M. (7)
In (7), I{·} denotes the indicator function, and the normalization
factor 1/pi(τ ) makes the length of the periods that each states i
is chosen comparable to other states. The discount factor µ places
more weight on recent observations and is necessary as the algorithm
is deemed to track time-varying minima. Note further that (7)
only relies on the actual measurements or simulation data f˜τ (s(τ ))
recorded (e.g. from the system performance) and does not require the
system model nor the realizations of {θτ}. The smooth best-response
sampling strategy is then defined as follows.
Definition 3.1: Choose a function ρ(σ) : int(∆M) → R, where
int(G) denotes the interior of G and ∆M is defined in (6), such that
i) ρ(·) is C1 (i.e., continuously differentiable), strictly concave, and
|ρ| ≤ 1;
ii) ‖∇ρ(σ)‖ → ∞ as σ approaches the boundary of ∆M, i.e.,
lim
σ→∂(∆M)
‖∇ρ(σ)‖ =∞,
where ‖·‖ denotes the Euclidean norm, and ∂(∆M) represents
the boundary of simplex ∆M.
The smooth best-response sampling strategy is then given by
b
γ(
f˜
)
:= argmin
σ∈∆M
∑
i∈M
σif˜i − γρ(σ), 0 < γ < γ̂. (8)
The conditions imposed on the perturbation function ρ(·) leads to
the following distinct properties of the resulting strategy:
i) The strict concavity condition ensues the uniqueness of bγ(f˜);
ii) The boundary condition implies bγ(f˜) belongs to the interior
of the simplex ∆M.
The smooth best-response strategy is inspired by leaning algorithms
in games [36], [10]. It exhibits exploration using the idea of adding
a random value to the belief about the objective function values
associated with each state. (This is in contrast to picking states at
random with a small probability, as is common in game-theoretic
learning and multi-armed bandit algorithms.) Such exploration is
natural in any learning scenario. The results of [36, Theorem 2.1]
show that, regardless of the distribution of the random values, a
deterministic representation of the form (8) can be obtained for the
pure best-response strategy resulted from adding random values to the
beliefs f˜(n). Further, the smooth best-response strategy constructs a
4genuine randomized strategy. This is an appealing feature since it
circumvents the discontinuity inherent in algorithms of pure best-
response type (i.e., argmaxi∈M f˜i), where small changes in the
beliefs f˜(n) can lead to an abrupt change in the behavior of the
algorithm. Such switching behavior in the dynamics of the algorithm
complicates the convergence analysis.
Remark 3.1: An example of the function ρ (·) in Definition 3.1 is
the entropy function [10], [38]
ρ (σ) = −
∑
i∈M
σi ln (σi) ,
which gives rise to the smooth best-response strategy
bγi
(
f˜
)
=
exp
(
− f˜i/γ
)∑
j∈M exp
(
− f˜j/γ
) . (9)
Such a strategy is also used in the context of learning in games,
widely known as logistic fictitious-play [39] or logit choice func-
tion [36].
B. Adaptive Discrete Stochastic Optimization Algorithm
We now proceed to present the stochastic approximation algorithm
proposed for tracking the set of global optima S(θ(n)). The adaptive
discrete stochastic optimization algorithm can be simply described
as an adaptive sampling scheme. Relying on the beliefs developed
about the objective function values at each states, it prescribes how
to sample from the search space M so as to efficiently (in terms of the
amount of effort spent on simulating non-promising states) track the
global optima S(θ(n)). We then simulate fn(s(n)) at the sampled
state s(n) and use a stochastic approximation algorithm to update
beliefs f˜(n) and, accordingly, the sampling strategy. The proposed
algorithm relies only on the simulation data and is efficient in the
sense that it requires minimum effort per iteration—it needs only
one simulation, as compared to, e.g., two in [25]. Yet, as evidenced
by the numerical example in Sec. V, it guarantees performance gains
in terms of tracking speed.
The adaptive discrete stochastic optimization algorithm is summa-
rized below:
Algorithm 1:
Aim. Generate a sequence {s(n)} that provides an estimate of the
time-varying global optima.
Step 0) Initialization: Choose ρ(·) to satisfy the conditions of
Definition 3.1 and set the exploration parameter γ > 0.
Initialize f˜(0) = 0S .
Step 1) State Sampling: Select state s(n) ∼ bγ(f˜(n)); see (8).
Step 2) State Evaluation: Simulate or measure fn(s(n)).
Step 3) Belief Update: Update the S-dimensional vector
f˜(n+ 1) = f˜(n) + µ
[
g
(
s(n), f˜(n)
)
− f˜ (n)
]
, (10)
where g
(
s(n), f˜ (n)
)
is a column vector with elements
gi
(
s(n), f˜(n)
)
:=
fn(s(n))
bγi
(
f˜(n)
) · I{s(n)=i}. (11)
Step 4) Recursion: Set n← n+ 1 and go to Step 1.
Remark 3.2: 1) Note that the dynamics of {θ(n)} do not enter
implementation of the algorithm, and is only used in the tracking
analysis in Sec. IV-A. In particular, Theorem 3.1 shows that Algo-
rithm 1 can successfully track the time-varying optima if they vary
according to the hymeromodel θ(n).
2) If {θ(n)} was observed, one could form and update f˜θ(n)
independently for each θ ∈ Q, and use bγ
(
f˜θ′(n)
)
to select s(n)
once the system switched to θ′. It can then be shown that the sequence
{s(n)} spends most of its time in the global minima, irrespective of
the switching, for all θ ∈ Q.
3) Larger values of γ increase the exploration weight versus
exploitation, hence, decreases the time spent in S(θ(n)).
C. Main Result: Tracking the Regime-Switching Minima Set
To analyze the tracking capability of the above adaptive discrete
stochastic optimization algorithm, define two diagnostics that will be
used subsequently:
(i) Regret r(n):
r(n) := f(n)− Fmin(θ(n)), (12)
where
f(n) := µ
∑
τ≤n
(1− µ)n−τfτ (s(τ )), (13)
Fmin(θ) := min
s∈M
F (s, θ). (14)
Here, {s(n)} is the sequence of states prescribed by the discrete
stochastic optimization algorithm, and f(n) represents the expected
realized objective function value up to sampling period n. Thus, the
regret r(n) quantifies the tracking capability of the algorithm.
(ii) Empirical Sampling Distribution: To study efficiency of the
adaptive discrete stochastic optimization algorithm, we define the
empirical sampling distribution vector z(n) ∈ RS as
z(n) := µ
∑
τ≤n
(1− µ)n−τ es(τ), (15)
where ei ∈ RS denotes the unit vector with the ith element being
equal to one. Therefore, zi(n) records the percentage of iterations
that state i was sampled and simulated up to time n. Efficiency of a
discrete stochastic optimization algorithm is defined as the percentage
of time that states within the set of global optima are sampled. For
each θ ∈ Q, the efficiency is thus quantified by
∑
i∈S(θ) zi(n).
In (15), µ serves as the forgetting factor to facilitate adaptivity to
the evolution of underlying parameters.
Before proceeding with the main theorem, define the continuous
time interpolated sequence of iterates
zµ(t) = z(n)
rµ(t) = r(n)
for t ∈ [nµ, (n+ 1)µ] , (16)
and let
Υη(θ) =
{
pi ∈ ∆M;
∑
i∈M
πi [f(i, θ)− Fmin(θ)] ≤ η
}
. (17)
The following theorem asserts that the sequence {s(n)} generated
by Algorithm 1 tracks the regime-switching minima set S(θ(n)) and
spends most of its effort on simulating S(θ(n)). In what follows, ⇒
denotes weak convergence.4 Note that when a sequence converges
weakly to a constant, it also converges in probability to that constant.
Theorem 3.1: Suppose (A1), (A2), and (A3) hold. Let q(µ) be any
sequence of real numbers satisfying q(µ)→∞ as µ→ 0. Then, for
any η > 0, there exists γ > 0 such that, if γ ≤ γ in (8), as µ→ 05:
1) Tracking: (rµ(·+ q(µ))− η)+ ⇒ 0, where x+ = max {0, x}.
4Weak convergence is a generalization of convergence in distribution to a
function space [9]; see also Sec. IV-A of this paper for a precise definition.
5We assume the initial values z(0) and r(0) are independent of the step-
size µ for simplicity. Otherwise, if z(0) = zµ(0) and r(0) = rµ(0), we
require that zµ(0) and rµ(0) converge weakly to z(0) and r(0), respectively.
52) Efficiency: zµ(·+ q(µ))⇒ Υ(θ(·)) in the sense that:
d
(
z
µ(·+ q(µ)),Υη(θ(·))
)
= inf
pi(·)∈Υη(θ(·))
∣∣zµ(·+ q(µ))− pi(·)∣∣⇒ 0, (18)
where d(·, ·) is the usual distance function, and θ(·) is a
continuous time Markov chain with generator Q; see (A1).
Proof: The proof uses martingale averaging techniques to show
that the limit behavior converges weakly to a switched Markovian
ordinary differential equation (ODE). Then, stability of the switched
ODE is established and the global attractor set is shown to represent
the global minina set. The detailed proof is in Sec. IV.
Interpretation of Theorem 3.1: The above theorem addresses
both tracking capability and efficiency of Algorithm 1: Part 1) evi-
dences both consistency and attraction to the set S(θ(·)) by looking
at the continuous time interpolation of worst case regret rµ(·). It
shows that rµ(t) stays infinitely often less that η as µ → 0 and
t→∞. (This result is similar to the Hannan consistency notion [40]
in repeated games, however, in a regime-switching setting.) Part 2)
concerns efficiency by showing that the algorithm eventually spends
most of its effort on simulating S(θ(·)) and adapts to its time
variations. In particular, the proportion of time spent simulating states
s /∈ S(θ(·)) is inversely proportional to how far their objective value
is from the global minimum. Note that Part 2) claims convergence
to a set, rather than a point in the set.
The following corollary is a direct consequence of Theorem 3.1. It
asserts that the continuous time interpolation of the most frequently
visited state converges weakly to the set of global minima.
Corollary 3.1: Denote the most frequently visited state by
smax (n) = argmax
i∈M
zi(n),
where zi(n) is the ith component of z(n) defined in (15). Define
the continuous time interpolated sequence
sµ
max
(t) = smax(n) for t ∈ [nµ, (n+ 1)µ] .
Then, under (A1)–(A3) and the conditions of Theorem 3.1, sµ
max
(·+
q(µ)) converges weakly to the regime-switching minima set S(θ(·))
as µ→∞.
Note that, to foster adaptivity to the time variations of the hy-
permodel {θ(n)}, Algorithm 1 selects non-optimal states with some
small probability. Thus, one would not expect {s(n)} to converge
to S(θ(n)). In fact, {s(n)} may visit each element of M infinitely
often. Instead, the strategy implemented by following Algorithm 1
ensures the empirical frequency of sampling from M\S(θ(n)) stays
very low.
D. Static Discrete Stochastic Optimization
Suppose θ(n) = θ is fixed in (2). The discrete stochastic optimiza-
tion problem then reduces to
min
s∈M
F (s) = E
{
fn
(
s, θ
)}
,
and is static in the sense that the set S(θ) of global minima does not
evolve with time. Although not being the focus of this paper, one can
use the results of [41] to show that if the exploration factor γ in (8)
decreases to zero sufficiently slowly, the sequence {s(n)} converges
almost surely to S(θ).
More precisely, consider the following modifications to Algo-
rithm 1:
(i) The constant step-size µ in (10) is replaced by decreasing step-
size µn = 1n+1 ;
(ii) The exploration factor γ in (8) is replaced by 1
nα
, where 0 <
α < 1.
Define the sequence of interpolated process sn(t), n = 0, 1, . . .:
s0(t) = s(n) for t ∈ [tn, tn+1),
sn(t) = s0(t+ tn) for −∞ < t <∞,
where tn =
∑n−1
τ=0 µτ . Let q(n) be any sequence of real numbers
satisfying q(n) → ∞ as n → ∞. Then, if {s(n)} is chosen
according to Algorithm 1, sn(· + q(n)) a.s.−→ S(θ) as n → ∞ in
the sense that d
(
sn(·+ q(n)),S(θ)
) a.s.
−→ 0.
By the above construction, the sequence {s(n)} will eventually
become reducible with singleton communicating class S(θ). That is,
{s(n)} eventually spends all its time in S(θ). This is in contrast with
Algorithm 1 in the regime-switching setting.
IV. PROOF OF THEOREM 3.1: TRACKING REGIME-SWITCHING
GLOBAL MINIMA
This section presents the proof of the main result and is organized
into four subsections: We start by showing in Sec. IV-A that the
limit system associated with the discrete time iterates
(
f˜(n), r(n)
)
is a Markovian switching system of interconnected ODEs. Next,
Sec. IV-B proves that such a limit system is globally asymptotically
stable with probability one and characterizes its global attractors.
Accordingly, we conclude asymptotic stability of the interpolated
process associated with
(
f˜(n), r(n)
)
in Sec. IV-C, and prove that the
the discrete time iterates mimicking such limit dynamics is attracted
to the set of global minima. Finally, Sec. IV-D uses the results
obtained thus far to conclude efficiency of Algorithm 1.
A. Weak Convergence to Markovian Switching ODE
In this subsection, we use weak convergence methods to derive
the limit dynamical system associated with the iterates
(
f˜(n), r(n)
)
.
Before proceeding further, let us recall some definitions and notation:
Let Z(n) and Z be Rs-valued random vectors. We say Z(n)
converges weakly to Z (Z(n) ⇒ Z) if for any bounded and
continuous function ψ(·), Eψ(Z(n)) → Eψ(Z) as n → ∞. We
also say that the sequence {Z(n)} is tight if for each η > 0, there
exists a compact set Kη such that P (Z(n) ∈ Kη) ≥ 1−η for all n.
The definitions of weak convergence and tightness extend to random
elements in more general metric spaces. On a complete separable
metric space, tightness is equivalent to relative compactness, which
is known as Prohorov’s Theorem [42]. By virtue of this theorem, we
can extract convergent subsequences when tightness is verified. In
what follows, we use a martingale problem formulation to establish
the desired weak convergence. To this end, we first prove tightness.
The limit process is then characterized using a certain operator related
to the limit martingale problem. We refer the reader to [9, Chapter
7] for further details on weak convergence and related matters.
Define
F (θ) = [F (1, θ), · · · , F (S, θ)]′ , (19)
and let
f̂ (n) := f˜ (n)− F (θ(n)) (20)
denote the deviation error in tracking the true objective function
values via the simulation data at time n. Let further
X(n) :=
[
f̂(n)
r(n)
]
. (21)
It can be easily verified that X(n) satisfies the recursion
X(n+ 1) =X(n) + µ [An(s(n))−X(n)]
+
[
F (θ(n))− F (θ(n+ 1))
Fmin(θ(n))− Fmin(θ(n+ 1))
]
,
(22)
6where
An(s(n)) =
[
ĝ
(
s(n), f̂(n)
)
− F (θ(n))
fn(s(n))− Fmin(θ(n))
]
,
ĝ = [ĝ1, · · · , ĝS]
′, ĝi =
fn(s(n))
bγi
(
f̂ (n) + F (θ(n))
) · I{s(n)=i}, (23)
and Fmin(·) and F (·) are defined in (14) and (19), respectively. As is
widely used in the analysis of stochastic approximations, we consider
the piecewise constant continuous time interpolated processes
Xµ(t) =X(n),
θµ(t) = θ(n),
for t ∈ [nµ, (n+ 1)µ). (24)
In what follows, we use D
(
[0,∞) : G˜
)
to denote the space of
functions that are defined in [0,∞) taking values in G˜, and are right
continuous and have left limits with Skorohod topology (see [9, p.
228]). The following theorem characterizes the limit process of the
stochastic approximation iterates as a Markovian switching ODE.
Theorem 4.1: Consider the recursion (22) and suppose (A1), (A2),
and (A3) hold. As µ→ 0, the interpolated process (Xµ(·), θµ(·)) is
tight in D([0,∞) : RS+1×Q) and converges weakly to (X(·), θ(·))
that is a solution of the Markovian switched ODE
dX
dt
= G(X, θ(t))−X , (25)
where
G(X, θ(t)) =
[
0S
bγ
(
f̂ + F (θ(t))
)
· F (θ(t))− Fmin(θ(t))
]
.
Here, 0S denotes an S×1 zero vector, F (·) and Fmin(·) are defined
in (14) and (19), respectively, and θ(t) denotes a continuous time
Markov chain with generator Q; see (A1).
Proof: The proof uses stochastic averaging theory based on [9];
see Appendix A for the detailed argument.
The above theorem asserts that the asymptotic behavior of Al-
gorithm 1 can be captured by a dynamical system modulated by
a continuous-time Markov chain θ(t). At any given instance, the
Markov chain dictates which regime the system belongs to, and the
system then follows the corresponding ODE until the modulating
Markov chain jumps into a new state (i.e., the limit system (25) is
only piecewise deterministic).
Remark 4.1: When θ(n) evolves on a slower timescale, e.g.,
ε = O(µ2) in (3), it remains constant in the fast timescale (i.e.,
the adaptive discrete stochastic optimization algorithm). Therefore,
the ODE (25) will become deterministic.
B. Stability Analysis of the Markovian Switching ODE
We next proceed to analyze stability and characterize the set of
global attractors of the limit system (25).
Let us start by looking at the evolution of the deviation error
f̂(t) in tracking the objective function values, which forms the first
component in any trajectory X(t) of the limit system. In view
of (25)–(26), f̂(t) evolves according to the deterministic ODE
df̂
dt
= −f̂ .
Note that the dynamics of f̂(t) is independent of the second com-
ponent of X(t), namely, the regret r(t). Since the ODE is asymp-
totically stable, f̂(t) decays exponentially fast to 0S as t → ∞.
This essentially establishes that realizing fn(s(n)) provides sufficient
information to construct an unbiased estimator of the true objective
function values6.
Next, substituting the global attractor f̂ = 0S into the limit
switching ODE associated with the regret r(t) (the second component
in X(t)), we analyze stability of
dr
dt
= bγ (F (θ(t))) · F (θ(t))− Fmin(θ(t))− r. (26)
We start by defining stability of switched dynamical systems; see [12,
Chapter 9] and [14] for further details. In what follows, d(·, ·) denotes
the usual distance function.
Definition 4.1: Consider the Markovian switched system
Y˙ (t) = f (Y (t), θ(t))
Y (0) = Y0, θ(0) = θ0, Y (t) ∈ R
r, θ(t) ∈ Q,
where θ(t) is a continuous time Markov chain with generator Q, and
f(·, i) is locally Lipschitz for each i ∈ Q. A closed and bounded set
H ⊂ Rn ×Q is:
1) stable in probability if for any ̺, γ > 0, there is a γ > 0 such
that
P
(
sup
t≥0
d
(
(Y (t), θ(t)),H
)
< γ
)
≥ 1− ̺,
whenever d ((Y0, θ0),H) < γ;
2) asymptotically stable in probability if it is stable in probability
and
P
(
lim
t→∞
d
(
(Y (t), θ(t)),H
)
= 0
)
→ 1;
3) asymptotically stable almost surely if
lim
t→∞
d
(
(Y (t), θ(t)),H
)
= 0 a.s.
Before proceeding with the theorem, let
R[0,η) = {r ∈ R; 0 ≤ r < η} . (27)
We break down the stability analysis of (26) into two steps; First, we
examine the stability of each subsystem, i.e., for each θ ∈ Q when
θ(t) = θ is fixed. The set of global attractors is shown to comprise
R[0,η) for all θ ∈ Q. The slow switching condition then allows us to
apply the method of multiple Lyapunov functions [43, Chapter 3] to
analyze stability of the switched system.
Theorem 4.2: Consider the limit Markovian switched ODE given
in (26). Let r(0) = r0 and θ(0) = θ0. For any η > 0, there exists
γ(η) such that, if γ < γ(η) in (8), the following results hold:
1) If θ(t) = θ is fixed, the deterministic dynamical system (26) is
asymptotically stable., the set R[0,η) is globally asymptotically
stable for each θ ∈ Q, i.e.,
lim
t→∞
d
(
r(t),R[0,η)
)
= 0. (28)
2) For the Markovian switching ODE, the set R[0,η) is globally
asymptotically stable almost surely.
Proof: For detailed proof, see Appendix B.
The above theorem states that the set of global attractors of the
switching ODE (26) is the the same as that for all non-switching
ODEs (i.e., when θ(t) = θ ∈ Q is fixed in (26)) and constitutes
R[0,η). This sets the stage for Sec. IV-D where attraction to R[0,η) is
shown to conclude the desired tracking and efficiency results.
6It can be shown that the sequence
{
f˜(n)
}
induces the same asymptotic
behavior as the beliefs developed using the brute force scheme [6, Chapter
5.3] about objective function values.
7C. Asymptotic Stability of the Interpolated Process
In Theorem 4.1, we considered µ small and n large, but µn
remained bounded. This gives a limit switched ODE for the sequence
of interest as µ → 0. Here, we study asymptotic stability and
establish that the limit points of the switched ODE and the stochastic
approximation algorithm coincide as t → ∞. We thus consider
the case where µ → 0 and n → ∞, however, µn → ∞ now.
Nevertheless, instead of considering a two-stage limit by first letting
µ → 0 and then t → ∞, we study Xµ(t + q(µ)) and require
q(µ) → ∞ as µ → 0. The following corollary concerns asymptotic
stability of the interpolated process.
Corollary 4.1: Let
X η =
{
[x, r]′ ;x = 0S , r ∈ R[0,η)
}
. (29)
Denote by {q (µ)} any sequence of real numbers satisfying q (µ)→
∞ as µ→ 0. Assume {X(n) : µ > 0, n <∞} is tight or bounded
in probability. Then, for each η ≥ 0, there exists γ (η) ≥ 0 such that
if γ ≤ γ (η) in (8),
X
µ(·+ q (µ))⇒ X η, as µ→ 0. (30)
Proof: We only give an outline of the proof, which essentially
follows from Theorems 4.1 and 4.2. Define X̂
µ
(·) =Xµ(·+ q(µ)).
Then, it can be shown that X̂
µ
(·) is tight. For any T1 <∞, take a
weakly convergent subsequence of
{
X̂
µ
(·), X̂
µ
(·−T1)
}
. Denote the
limit by
(
X̂(·), X̂T1(·)
)
. Note that X̂(0) = X̂T1(T1). The value
of X̂T1(0) may be unknown, but the set of all possible values of
X̂T1(0) (over all T1 and convergent subsequences) belongs to a tight
set. Using this and Theorems 4.1 and 4.2, for any ̺ > 0, there exists
a T̺ <∞ such that for all T1 > T̺, d
(
X̂T1(T1),X
η
)
≥ 1−̺. This
implies that d
(
X̂(0),X η
)
≥ 1 − ̺, and the desired result follows.
D. Performance Analysis via Limit Set Characterization
The final stage of the proof deals with the analysis of efficiency and
tracking properties of the adaptive discrete stochastic optimization
algorithm through characterizing the limit set of the switched ODE.
The result concerning the tracking capability in Theorem 3.1 follows
directly from Corollary 4.1. In what follows, we use this result to
conclude efficiency of Algorithm 1 by showing that the empirical
sampling distribution z(n) tracks the set Υη(θ(n)) (see (17)).
Define the interpolated sequence of iterates fµ(t) = f(n) for t ∈
[nµ, (n + 1)µ), and recall the interpolated processes (16). Suppose
θ(τ ) = θ for τ ≥ 0. Then, in view of (13) and (15),
rµ(t) = f
µ
(t)− Fmin(θ) =
∑
i∈M
zµi (t)
[
f(i, θ)− Fmin(θ)
]
, (31)
since
∑
i∈M z
µ
i (t) = 1. On any convergent subsequence
{z(n′)}n′≥0 → pi(θ), with slight abuse of notation, let zµ(t) =
z(n′) and rµ(t) = r(n′) for t ∈ [n′µ, n′µ+ µ). This, together with
(31), yields
rµ(·+ q(µ))→
∑
i∈M
πi(θ)
[
f(i, θ)− Fmin(θ)
]
, as µ→ 0, (32)
since q(µ) → 0 as µ → 0. Finally, comparing (32) with (17)
concludes that, for each θ ∈ Q, zµ(· + q(µ)) converges to the
Υη(θ) if and only if rµ(· + q(µ)) ≤ η as µ → 0. Combining this
with Corollary 4.1 completes the proof of the efficiency result in
Theorem 3.1.
V. NUMERICAL EXAMPLES
This section illustrates the performance of Algorithm 1 using the
examples in [25], [26]. We start with a static discrete stochastic opti-
mization example, in order to compare Algorithm 1 with two existing
algorithms in the literature. We then proceed to the regime-switching
framework to illustrate the tracking capability of Algorithm 1.
A. Example 1: Static Discrete Stochastic Optimization
Consider the following example described in [25, Section 4].
Suppose that the demand Y for a particular product has a Poisson
distribution with parameter λ, i.e., the probability function is give by
d ∼ f(s;λ) =
λs exp(−λ)
s!
.
The objective is then to find the order size that maximizes the demand
probability, subject to the constraint that at most S units can be
ordered. This problem can be formulated as a discrete deterministic
optimization problem:
argmax
s∈{0,1,...,S}
[
f(s;λ) =
λs exp(−λ)
s!
]
, (33)
which can be solved analytically. Here, we aim to solve the following
stochastic variant: Compute
argmin
s∈{0,1,...,S}
−E
{
I{d=s}
}
, (34)
where I{·} denotes the indicator function, and d is a Poisson dis-
tributed random variable with rate λ. Clearly, problems (33) and (34)
both lead to the same set of global optimizers. This enables us to
check the results obtained using Algorithm 1.
We consider the following two cases of the rate parameter λ
in (33): i) λ = 1, which implies that the set of global optimizers is
S = {0, 1}, and ii) λ = 10, in which case the set of global optimizers
is S = {9, 10}. For each case, we further study the effect of the
search space size on the performance of Algorithm 1 by considering
two instances: i) S = 10, and ii) S = 100. Finally, we compare
Algorithm 1 (referred to as AS) with the following two algorithms
that have been proposed in the literature:
i) Random search (RS) [25]: Each iteration of the RS algorithm
requires one random number selection, O(S) arithmetic oper-
ations, one comparison and two independent evaluations of the
objective function fn(s).
ii) Upper confidence bound (UCB) [32]: Each iteration of the UCB
algorithm requires O(S) arithmetic operations, one maximiza-
tions and one evaluation of the objective function fn(s).
Note in comparison that, using ρ(x) as in Remark 3.1, the AS
algorithm proposed in this paper requires O(S) arithmetic operations,
one random number selection and one evaluation of the objective
function fn(s) at each iteration. Since the problem is static in the
sense that S is fixed for each case, we apply the modifications
discussed in Sec. III-D to Algorithm 1 and set α = 0.2 and γ = 0.01
in this example.
To give a fair comparison of the three algorithms, we use the
iteration number to denote the number of performed simulations. All
three algorithms are initialized at state s(0), that is chosen uniformly
from M, and move towards S . Close scrutiny of the results presented
in Table I leads to the following observations: In all three algorithms,
the speed of convergence decreases when either S or λ (or both)
increases. However, the effect of increasing λ is more substantial
since the objective function values of the worst and best states become
closer when λ = 10. At a fixed iteration number, higher percentage of
cases where a particular method has converged to the global optima
indicates convergence at a faster rate. As the results of Table I show,
8TABLE I
EXAMPLE 1: PERCENTAGE OF CASES WHERE ALGORITHMS CONVERGED
TO GLOBAL OPTIMA S(θ(n)) IN n ITERATIONS
RS: Random Search Algorithm of [25]
AS: Proposed Adaptive Search in Algorithm 1
UCB: Upper Confidence Bound Algorithm of [32]
(a) λ = 1
Iteration S = 10 S = 100
n AS RS UCB AS RS UCB
10 55 39 86 11 6 43
50 98 72 90 30 18 79
100 100 82 95 48 29 83
500 100 96 100 79 66 89
1000 100 100 100 93 80 91
5000 100 100 100 100 96 99
10000 100 100 100 100 100 100
(b) λ = 10
Iteration S = 10 S = 100
n AS RS UCB AS RS UCB
10 29 14 15 7 3 2
100 45 30 41 16 9 13
500 54 43 58 28 21 25
1000 69 59 74 34 26 30
5000 86 75 86 60 44 44
10000 94 84 94 68 49 59
20000 100 88 100 81 61 74
50000 100 95 100 90 65 81
Algorithm 1 ensures faster convergence to the global optima S in
each case.
To illustrate superior efficiency of Algorithm 1, we plot the sample
path of the time spent simulating states outside the global optima,
i.e.,
1−
∑
i∈S zi(n), (35)
in Fig. 1. This figure corresponds to the case where λ = 1 and S =
100 in (34). As can be seen, since the RS method randomizes among
all states (except the previously sampled state) at each iteration, it
spends roughly 98% of its simulation effort on non-optimal states.
Further, the UCB algorithm switches to its exploitation phase after a
longer period of exploration as compared to Algorithm 1. Fig 1 thus
indicates that Algorithm 1 guarantees a superior balance between
exploration of the search space and exploitation of the collected data
as compared to other schemes.
B. Example 2: Regime-Switching Discrete Stochastic Optimization
Consider the discrete stochastic optimization problem described
in Example 1 with the exception that now λ(θ(n)) jump changes
between 1 and 10 according to a slow Markov chain {θ(n)} with
state space Q = {1, 2}, and transition probability matrix
P ε = I + εQ, Q =
[
−0.5 0.5
0.5 −0.5
]
. (36)
More precisely, λ(1) = 1 and λ(2) = 10. Assuming S = 10, S(1) =
{0, 1} and S(2) = {9, 10}. Then, the discrete stochastic optimization
problem is given by (34), where
d ∼ f(s, i; λ) =
λs(i) exp(−λ(i))
s!
, i = 1, 2. (37)
In the rest of this section, we assume γ = 0.1, and µ = ε = 0.01.
Further, we shall use an adaptive variant of RS, studied in [27], and
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Fig. 1. Example 1: Proportion of simulation effort expended on states outside
the global optima set (λ = 1, S = 100).
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Fig. 2. Example 2: Sample path of the estimate of the global optima when
S = 10 and the global optima evolve with time. For 0 ≤ n < 103 , the global
optima set is {0, 1}. For 103 ≤ n < 105, the global optima set is {9, 10}.
an adaptive variant of UCB both with constant step-sizes µ = 0.01
to compare with algorithm 1.
Fig. 2 shows tracking capability of Algorithm 1 when the Markov
chain {θ(n)} undergoes a jump from θ = 1 to θ = 2 at n = 103. As
can be seen, contrary to the RS algorithm, both AS and UCB methods
properly track the changes; however, AS is more agile. Superior
performance of the AS algorithm is further verified in Fig. 3 which
shows how the simulation effort on non-optimal states evolves as the
rate parameter λ jump changes. Fig. 3 thus confirms that the superior
balance between exploration and exploitation properly responds to the
regime switching.
Fig. 4 illustrates the efficiency (35) of the AS algorithm for several
values of ε. Note that ε represents the speed of Markovian switching.
Each point on the graph is an average over 100 independent runs of
106 iterations of the algorithms when (36) is adopted as the transition
matrix of {θ(n)}. As expected, the percentage of samples taken from
the set of global optima increases for all methods as the speed of time
variations decreases; however, superior efficiency of the AS algorithm
is clearly evident.
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Fig. 3. Example 2: Proportion of simulation effort expended on non-optimal
states when S = 10 and the global optima evolve with time. For 0 ≤ n <
103, the global optima set is {0, 1}. For 103 ≤ n < 105, the global optima
set is {9, 10}.
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VI. CONCLUSION
This paper has considered regime-switching discrete stochastic
optimization problems where the underlying time variations, e.g., in
the profile of the stochastic behavior of the system or the objective
function, can be captured by the sample path of a slow discrete time
Markov chain. We proposed a class of adaptive search algorithms
that prescribes how to iteratively sample states from the search space.
The proposed scheme is a constant step-size stochastic approximation
algorithm that updates beliefs about the objective function values,
accompanied by an adaptive sampling strategy of best-response type.
The convergence analysis proved that, if the underlying time vari-
ations occur on the same timescale as the stochastic approximation
algorithm, the algorithm will properly track the randomly switching
set of global minima. Further, the proposed scheme ensures “most”
of the simulation effort is spent on the global minima. It thus
can be deployed as an on-line control mechanism to enable self-
configuration of large scale stochastic systems. The main features
of the proposed adaptive discrete stochastic optimization algorithm
include: 1) it allows time correlation in the sampled data; 2) it
tracks time varying optima when the parameters underlying the
stochastic optimization problem evolve over time; 3) in contrast to
the case where the time variations occur on a slower timescale as
the adaptive search algorithm and trackability is trivial, it tracks time
variations of the global optima even when such variations occur on the
same timescale as the updates of the proposed algorithm. Numerical
examples illustrated the trade-off between efficiency (the number of
executed simulations) and the convergence speed, as compared with
the existing random search and pure exploration methods.
APPENDIX A
PROOF OF THEOREM 4.1
We first prove tightness of the interpolated process Xµ(·). Con-
sider the sequence {X(n)}, defined in (21). In view of the bound-
edness of the objective function, and by virtue of Ho¨lder’s and
Gronwall’s inequalities, for any 0 < T1 <∞,
sup
k≤T1/µ
E ‖X(k)‖2 <∞, (38)
where in the above and hereafter ‖ · ‖ denotes the Euclidean norm
and t/µ is understood to be the integer part of t/µ for each t > 0.
Next, considering the interpolated process Xµ(·) (defined in (24))
and the recursion (22), for any t, u > 0, δ > 0, and u < δ, it can be
verified that
X
µ(t+ u) −Xµ(t) = µ
(t+u)/µ−1∑
k=t/µ
[Ak (s(k))−X(k)]
+
(t+u)/µ−1∑
k=t/µ
[
F (θ(k))− F (θ(k + 1))
Fmin(θ(k))− Fmin(θ(k + 1))
]
,
(39)
where Ak (s(k)) is defined in (23). Consequently, using the paral-
lelogram law,
E
µ
t ‖X
µ(t+ u)−Xµ(t)‖2
≤ 2Eµt
∥∥∥∥∥∥µ
(t+u)/µ−1∑
k=t/µ
Ak (s(k))−X(k)
∥∥∥∥∥∥
2
+ 2Eµt
∥∥∥∥∥∥
(t+u)/µ−1∑
k=t/µ
[
F (θ(k))− F (θ(k + 1))
Fmin(θ(k))− Fmin(θ(k + 1))
]∥∥∥∥∥∥
2
,
(40)
where Eµt denotes the σ-algebra generated by the µ-dependent past
data up to time t. By virtue of the tightness criteria [44, Theorem 3,
p. 47] or [9, Chapter 7], it suffices to verify
lim
δ→0
lim sup
µ→0
{
E
[
sup
0≤u≤δ
E
µ
t ‖X
µ(t+ u)−Xµ(t)‖2
]}
= 0. (41)
As for the first term on the r.h.s. of (40), noting the boundedness
of objective function, we obtain: see (42) at the bottom of the page.
E
µ
t
∥∥∥∥∥∥µ
(t+u)/µ−1∑
k=t/µ
Ak (s(k))−X(k)
∥∥∥∥∥∥
2
= µ2
(t+u)/µ−1∑
τ=t/µ
(t+u)/µ−1∑
κ=t/µ
E
µ
t
{
[Aτ (s(τ ))−X(τ )]
′ [Aτ (s(κ))−X(κ)]
}
≤ Kµ2
(
t+ u
µ
−
t
µ
)2
= O
(
u2
) (42)
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We then concentrate on the second term on the r.h.s. of (40). Note
that, for sufficiently small positive µ, if Q is irreducible, then so is
I + µQ. Thus, for sufficiently large k, ‖(I + µQ)k − 1νµ‖M ≤ λkc
for some 0 < λc < 1, where νµ denotes the row vector of stationary
distribution associated with the transition matrix I + µQ, 1 denotes
the column vector of ones, and ‖·‖M represents any matrix norm. The
essential feature involved in the second term in (40) is the difference
of the transition probability matrix of the form (I + µQ)k−(t/µ) −
(I + µQ)k+1−(t/µ). However, it can be seen that
(I + µQ)k−(t/µ) − (I + µQ)k+1−(t/µ)
= −µQ[(I + µQ)k−(t/µ) − 1νµ].
This in turn implies that
E
µ
t
∥∥∥∥∥∥
(t+u)/µ−1∑
k=t/µ
[
F (θ(k))− F (θ(k + 1))
Fmin(θ(k))− Fmin(θ(k + 1))
]∥∥∥∥∥∥
2
≤ KO(µ)
(t+u)/µ−1∑
k=t/µ
λkc ≤ O(µ)
∞∑
k=1
λkc = O(µ).
(43)
Finally, combining (42) and (43), the tightness criteria (41) is verified.
Therefore, Xµ(·) is tight in D([0,∞] : RS+1). In view of [27,
Proposition 4.4], θµ(·) is also tight and θµ(·)⇒ θ(·) such that θ(·)
is a continuous time Markov chain with generator Q; see (A1). As
the result, the pair (Xµ(·), θµ(·)) is tight in D
(
[0,∞] : RS+1×Q
)
.
Using Prohorov’s theorem [9], one can extract a convergent subse-
quence. For notational simplicity, we still denote the subsequence by
Xµ(·) with limit X(·). By the Skorohod representation theorem [9],
and with a slight abuse of notation, Xµ(·) → X(·) in the sense
of w.p.1 and the convergence is uniform on any compact interval.
We now proceed to characterize the limit X(·) using martingale
averaging methods.
First, we demonstrate that the last term in (39) contributes nothing
to the limit differential equation. We aim to show
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×Eµt
[
(t+u)/µ−1∑
k=t/µ
[
F (θ(k))− F (θ(k + 1))
Fmin(θ(k))− Fmin(θ(k + 1))
]
= 0.
This directly follows from an argument similar to the one used in (43).
To obtain the desired limit, it will be proved that the limit
(X(·), θ(·)) is the solution of the martingale problem with operator
L defined as follows: For all i ∈ Q,
Ly(x, i) = ∇xy
′(x, i) [G(x, i) − x] +Qy(x, ·)(i),
Qy(x, ·)(i) =
∑
j∈Q
qijy(x, j), (44)
and, for each i ∈ Q, y(·, i) : Rr 7→ R with y(·, i) ∈ C10 (C1 function
with compact support). Further, ∇xy(x, i) denotes the gradient of
y(x, i) with respect to x, and G(·, ·) is defined in (26). Using
an argument similar to [11, Lemma 7.18], one can show that the
martingale problem associated with the operator L has a unique
solution. Thus, it remains to prove that the limit (X(·), θ(·)) is the
solution of the martingale problem. To this end, it suffices to show
that, for any positive arbitrary integer κ0, and for any t, u > 0,
0 < tι ≤ t for all ι ≤ κ0, and any bounded continuous function
h(·, i) for all i ∈ Q,
Eh(X(tι), θ(tι) : ι ≤ κ0)
×
[
y (X(t+ u), θ(t+ u))− y (X(t), θ(t))
−
∫ t+u
t
Ly (X(v), θ(v)dv)
]
= 0.
(45)
To verify (45), we work with (Xµ(·), θµ(·)) and prove that the above
equation holds as µ→ 0.
By the weak convergence of (Xµ(·), θµ(·)) to (X(·), θ(·)) and
Skorohod representation, it can be seen that
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
× [(Xµ(t+ u), θµ(t+ u))− (Xµ(t), θµ(t))]
→ Eh (X(tι), θ(tι) : ι ≤ κ0)
× [(X(t+ u), θ(t+ u))− (X(t), θ(t))] .
Now, choose a sequence of integers {nµ} such that nµ → ∞ as
µ→ 0, but δµ = µnµ → 0, and Partition [t, t+ u] into subintervals
of length δµ. Then,
y
(
X
µ(t+ u), θµ(t+ u)
)
− y (Xµ(t), θµ(t))
=
t+u∑
ℓ:ℓδµ=t
[
y (X(ℓnµ + nµ), θ(ℓnµ + nµ))
− y (X(ℓnµ), θ(ℓnµ))
]
=
t+u∑
ℓ:ℓδµ=t
[
y (X(ℓnµ + nµ), θ(ℓnµ + nµ))
− y(X(ℓnµ), θ(ℓnµ + nµ))
]
+
t+u∑
ℓ:ℓδµ=t
[
y(X(ℓnµ), θ(ℓnµ + nµ))
− y(X(ℓnµ), θ(ℓnµ))
]
, (46)
where
∑t+u
ℓ:ℓδµ=t
denotes the sum over ℓ in the range t ≤ ℓδµ ≤ t+u.
First, we consider the second term on the r.h.s. of (46): see (47) at
the bottom of the next page. As for the first term on the r.h.s. of (46):
see (48) at the bottom of the next page, where ∇xy denotes the
gradient column vector with respect to vector x, ∇′
x
y represents its
transpose, and ĝθ(·, ·) denotes the vector ĝ(·, ·) in (23) when θ(k) =
θ is held fixed. The rest of the proof is divided into two steps, each
concerning one of the two terms in (48). For notational simplicity,
we shall write ∇
f̂
y(X(ℓnµ), θ(ℓnµ)), and ∇ry(X(ℓnµ), θ(ℓnµ))
as ∇
f̂
y, and ∇ry, respectively.
Step 1: We start by looking at
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
×
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[
ĝ
θ(ℓnµ)
(
s(k), f̂(k)
)
− F (θ(ℓnµ))
] ]]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
×
[
− F (θ(ℓnµ)) +
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Θ∑
θˇ=1
(49)
[
Θ∑
θ=1
Eℓnµ ĝθ(ℓnµ)
(
s(k), f̂ (k)
)
EℓnµI{θ(k)=θ|θ(ℓnµ)=θˇ}
]]]
We concentrate on the term involving the Markov chain θ(k). Note
that for large k with ℓnµ ≤ k ≤ ℓnµ + nµ and k − ℓnµ → ∞,
by [27, Proposition 4.4], for some k̂0 > 0,
(I + µQ)k−ℓnµ = Z((k − ℓnµ)µ)
+O(µ+ exp(−k̂0(k − ℓnµ)),
dZ(t)
dt
= Z(t)Q, Z(0) = I.
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For ℓnµ ≤ k ≤ ℓnµ + nµ, letting µℓnµ → u yields that (k −
ℓnµ)µ→ 0 as µ→ 0. For such k, Z((k − ℓnµ)µ)→ I . Therefore,
by the boundedness of ĝ
(
s(k), f̂ (k)
)
, it follows that, as µ→ 0,
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
∥∥∥Eℓnµ ĝθ(ℓnµ)(s(k), f̂(k))∥∥∥
×
∣∣∣Eℓnµ [I{θ(k)=θ}|I{θ(ℓnµ)=θˇ}]− I{θ(ℓnµ)=θˇ}∣∣∣→ 0.
Therefore,
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
×
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[
ĝ
θ(ℓnµ)
(
s(k), f̂ (k)
)
− F (θ(ℓnµ))
]]]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
Θ∑
θˇ=1
I{θ(ℓnµ)=θˇ} (50)
×
[
− F (θˇ) +
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Eℓnµ ĝθˇ
(
s(k), f̂(k)
)]]
.
It is more convenient to work with the individual elements of ĝθˇ(·, ·).
Substituting for the i-th element from (23) in (50) results
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
Θ∑
θˇ=1
I{θ(ℓnµ)=θˇ}
[
− F (i, θˇ)
+
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Eℓnµ
{
fk(i)
bγi
(
f̂(k) + F (θˇ)
) · I{s(k)=i}
}]]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y (51)
×
Θ∑
θˇ=1
[
− F (i, θˇ) +
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Eℓnµfk(i)
]
I{θ(ℓnµ)=θˇ}
]
.
In (51), we used EℓnµI{s(k)=i} = bγi
(
f˜(ℓnµ)
)
since s(k) is chosen
according to the smooth best-response strategy bγ(f˜(k)); see Step 1)
in Algorithm 1. Note that fk(i) is still time-dependent due to the
presence of noise in the simulation data. Note further that θ(ℓnµ) =
θµ(µℓnµ). In light of (C1)–(C2), by the weak convergence of θµ(·)
to θ(·), the Skorohod representation, and using µℓnµ → u, it can be
shown for the second term in (51) that, as µ→ 0,
Θ∑
θˇ=1
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Eℓnµfk(i)I{θµ(µℓnµ)=θˇ}
→
Θ∑
θˇ=1
F (i, θˇ)I{θ(u)=θˇ} = F (i, θ(u)) in probability.
(52)
lim
µ→0
Eh(Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
[y (X(ℓnµ), θ(ℓnµ + µ))− y (X(ℓnµ), θ(ℓnµ))]
]
= lim
µ→0
Eh
(
X
µ(tι), θ
µ(tι) : ι ≤ κ0
)
×
[
t+u∑
ℓ:ℓδµ=t
Θ∑
i0=1
Θ∑
j0=1
ℓnµ+nµ−1∑
k=ℓnµ
[y (X(ℓnµ), j0)P(θ(k + 1) = j0|θ(k) = i0)− y(X(ℓnµ), i0)] I{θ(k)=i0}
]
= Eh
(
X(tι), θ(tι) : ι ≤ κ0
) [∫ t+u
t
Qy(X(v), θ(v))dv
]
(47)
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
[y (X(ℓnµ + nµ), θ(ℓnµ + nµ))− y(X (ℓnµ), θ(ℓnµ + nµ))]
]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
[y (X(ℓnµ + nµ), θ(ℓnµ))− y (X(ℓnµ), θ(ℓnµ))]
]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
∇′
f̂
y (X(ℓnµ), θ(ℓnµ))
[
f̂(ℓnµ + nµ)− f̂(ℓnµ)
]
+∇′
r
y (X(ℓnµ), θ(ℓnµ)) [r(ℓnµ + nµ)− r(ℓnµ)]
]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y (X(ℓnµ), θ(ℓnµ))
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[
ĝ
θ(ℓnµ)
(
s(k), f̂(k)
)
− F (θ(ℓnµ))
]
−
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
f̂(k)
]
+ δµ∇
′
r
y (X(ℓnµ), θ(ℓnµ))
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[fk (s(k))− Fmin(θ(ℓnµ))]−
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
r(k)
]]
(48)
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Using a similar argument for the first term in (51) yields
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
×
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[
ĝ
θ(ℓnµ)
(
s(k), f̂ (k)
)
− F (θ(ℓnµ))
]]]
→ 0S as µ→ 0. (53)
By using the technique of stochastic approximation (see, e.g., [9,
Chapter 8]), it can be shown that
Eh
(
X
µ(tι), θ
µ(tι) : ι ≤ κ0
)[ t+u∑
ℓ:ℓδµ=t
δµ∇
′
f̂
y
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
f̂(k)
]]
→ Eh
(
X(tι), θ(tι) : ι ≤ κ0
)
×
[∫ t+u
t
∇′
f̂
y(X(v), θ(v))f̂(v)dv
]
as µ→ 0. (54)
Step 2: Next, we concentrate on the second term in (48). By virtue
of the boundedness of fk(s(k)), and using a similar argument as in
Step 1,
lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ
nµ
∇′
r
y
ℓnµ+nµ−1∑
k=ℓnµ[
Θ∑
θˇ=1
[
S∑
i=1
Eℓnµfk(i)I{s(k)=i} − Fmin(θˇ)
]
I{θ(ℓnµ)=θˇ}
]]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ
nµ
∇′
r
y
ℓnµ+nµ−1∑
k=ℓnµ[
Θ∑
θˇ=1
[
S∑
i=1
bγi
(
f̂(ℓnµ)
)
Eℓnµfk(i)− Fmin(θˇ)
]
I{θ(ℓnµ)=θˇ}
]]
= lim
µ→0
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
r
y
×
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
Θ∑
θˇ=1
I{θµ(µℓnµ)=θˇ}
×
[
S∑
i=1
bγi
(
f˜
µ
(µℓnµ)
)
Eℓnµfk(i)− Fmin(θˇ)
]]]
. (55)
Here, we used EℓnµI{s(k)=i} = b
γ
i
(
f˜(ℓnµ)
)
as in Step 1. Recall
that f˜ (k) = f̂(k) + F (θ(k)); see (20). By weak convergence of
θµ(·) to θ(·), the Skorohod representation, and using µℓnµ → u
and (C1)–(C2), it can then be shown
Θ∑
θˇ=1
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
bγi
(
f˜
µ
(µℓnµ)
)
Eℓnµfk(i)I{θµ(µℓnµ)=θˇ}
→ bγi
(
f̂(u) + F (θ(u))
)
f(i, θ(u)) in probability as µ→ 0.
(56)
Using a similar argument for the second term in (55), we conclude
that, as µ→ 0,
Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
r
y
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
[fk(s(k))− Fmin(θ(ℓnµ))]
]]
→ Eh (Xµ(tι), θ
µ(tι) : ι ≤ κ0)
×
[ ∫ t+u
t
∇′
r
y(X(v), θ(v)) (57)
×
[
b
γ(
f̂(v) + F (θ(v))
)
· F (θ(v))− Fmin(θ(v))
]
dv
]
.
Finally, similar to (54),
Eh
(
X
µ(tι), θ
µ(tι) : ι ≤ κ0
)
×
[
t+u∑
ℓ:ℓδµ=t
δµ∇
′
r
y
[
1
nµ
ℓnµ+nµ−1∑
k=ℓnµ
r(k)
]]
→ Eh
(
X(tι), θ(tι) : ι ≤ κ0
)
×
[∫ t+u
t
∇′
r
y(X(v), θ(v)) r(v)dv
]
as µ→ 0. (58)
Combining the above two steps concludes the proof.
APPENDIX B
PROOF OF THEOREM 4.2
We first prove that each subsystem (the ODE (26) associated with
each θ ∈ Q when θ(t) = θ is held fixed) is globally asymptotically
stable R[0,η) is its global attracting set. Define the Lyapunov function:
Vθ (r) = r
2.
Taking the time derivative, and applying (26), we obtain
d
dt
Vθ (r) = 2r ·
[
b
γ (
F (θ)
)
· F (θ)− Fmin(θ)− r
]
Since the objective function value at various states is bounded for
each θ ∈ Q,
d
dt
Vθ (r) ≤ 2r ·
[
C(γ, θ)− r
]
for some constant C(γ, θ). Recall the smooth best-response sampling
strategy bγ(·) in Definition 3.1. The parameter γ simply determines
the magnitude of perturbations applied to the objective function. It is
then clear that C(γ, θ) is monotonically increasing in γ.
In view of (59), for each η > 0, γ̂ can be chosen small enough
such that, if γ ≤ γ̂ and r ≥ η,
d
dt
Vθ (r) ≤ −Vθ(r)
Therefore, each subsystem is globally asymptotically stable and, for
γ ≤ γ̂,
lim
t→∞
d
(
r(t),R[0,η)
)
= 0.
Finally, stability of the regime-switching ODE (25) is examined.
We can use the above Lyapunov function to extend [14, Corollary
12] to prove global asymptotic stability w.p.1.
Theorem B.1 ([14], Corollary 12): Consider the switching sys-
tem (27) in Definition 4.1, where θ(t) is the state of a continuous
time Markov chain with generator Q. Define q := maxθ∈Q |qθθ | and
q˜ := maxθ,θ′∈Q qθθ′ . Suppose there exist continuously differentiable
functions Vθ : Rn → R+, θ ∈ Q, strictly increasing functions
a1, a2 : R
+ → R+ with a1(0) = a2(0) = 0 and a1(t), a2(t) → ∞
as t→∞, a real number v > 1 such that the following hold:
1) a1(d(Y,H)) ≤ Vθ(Y ) ≤ a2(d(Y,H)), ∀Y ∈ Rr, θ ∈ Q,
13
2) ∂Vθ
∂X
fθ(Y ) ≤ −λVθ(Y ), ∀Y ∈ R
r, ∀θ ∈ Q,
3) Vθ(Y ) ≤ vVθ′(Y ), ∀Y ∈ Rr, θ, θ′ ∈ Q,
4) (λ+ q˜)/q > v.
Then, the regime-switching system (27) is globally asymptotically
stable almost surely.
The quadratic Lyapunov functions (59) satisfies Hypothesis 2)
in Theorem B.1; see (59). Further, since the Lyapunov functions
are the same for all subsystems θ ∈ Q, existence of v > 1 in
Hypothesis 3) is automatically guaranteed. Hypothesis 4) simply
ensures that the switching signal θ(t) is slow enough. Given that
λ = 1 in hypothesis 2), it remains to ensure that the generator Q
of Markov chain θ(t) satisfies 1 + q˜ > q. This is satisfied since
|qθθ′ | ≤ 1 for all θ, θ′ ∈ Q; see (4).
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