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Abstract
Mantel’s theorem states that an n-vertex graph with n vertices and ⌊n2
4
⌋ + t (t > 0)
edges contains a triangle. Determining the minimum number of triangles of such graphs are
usually referred as Erdo˝s-Rademacher’s problem type problems. Lova´sz and Simonovits’
proved that there are at least t⌊n/2⌋ triangles. Katona and Xiao considered the same
problem under the additional condition that there are no s vertices covering all triangles.
They settled the case t = 1 and s = 2. Solving their conjecture, we determine the minimum
number of triangles for general s and t. Additionally, solving another conjecture of Katona
and Xioa, we extend the theory for considering cliques instead of triangles.
1 Introduction
A classical result in extremal combinatorics is Mantel’s theorem [8]. It says that every n-vertex
graph with at least ⌊n24 ⌋ + 1 edges contains a triangle. There have been various extensions
of Mantel’s theorem. Tura´n [9] generalized this result for cliques: Every n-vertex graph with
at least tr(n) + 1 edges contains a clique of size r + 1, where tr(n) is the number of edges
of the complete balanced r-partite graph on n vertices. A result of Rademacher (see [2])
says that every graph on n vertices with ⌊n24 ⌋ + 1 edges contains at least ⌊n2 ⌋ triangles and
this is best possible. Erdo˝s [2,3] simplified the proof and conjectured that an n-vertex graph
with ⌊n24 ⌋ + t edges for t < n2 contains at least t⌊n2 ⌋ triangles. This was proven by Lova´sz
and Simonovits [7]. Xiao and Katona [10] proved a stability type of result of the Lova´sz and
Simonovits result for t = 1: If there is no vertex contained in all triangles, then there are at
least n − 2 triangles in G. We will prove two extensions of this statement, one verifying a
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conjecture by Xiao and Katona [10] and the other one is proving a slight modification of their
other conjecture.
For a graph G denote e(G) the number of edges of G and Tr(G) the number of copies of Kr
in G. A Kr-covering set in V (G) is a vertex set that contains at least one vertex of every copy
of Kr in G. The r-clique covering number τr(G) is the size of the smallest Kr-covering set.
A triangle covering set is a K3-covering set and the triangle covering number is the 3-clique
covering number. Given a vertex partition V (G) = V1∪V2∪ . . .∪Vr, we call an edge e ∈ E(G)
class-edge if e ∈ e(G[Vi]) for some i and cross-edge otherwise. A set of two vertices {x, y} is
a missing cross-edge if xy 6∈ E(G), x ∈ Vi, y ∈ Vj for some i 6= j. Denote e(V1, V2, . . . , Vr) the
number of cross-edges and ec(V1, V2, . . . , Vr) the number of missing cross-edges.
Conjecture 1.1 (Xiao, Katona [10]). Let t, s ∈ N such that 0 < t < s. Suppose the graph
G has n vertices and ⌊n24 ⌋ + t edges satisfying τ3(G) > s and n > n(s, t) is large. Then G
contains at least
(s− 1)
⌈n
2
⌉
+
⌊n
2
⌋
− 2(s− t)
many triangles.
Xiao and Katona [10] proved their conjecture for t = 1 and s = 2 and that it is best
possible. However, their conjecture in full generality holds only up to an additive constant.
We will determine precisely the minimum number of triangles a graph on n vertices with
⌊n2/4⌋ + t edges and τ3(G) > s can have. Depending on s, t and n one of the following two
constructions will be an extremal example.
Construction 1: Let G1 be the graph on n vertices V (G1) = A ∪B with
|A| =
⌈n
2
⌉
+ a, |B| = n− |A|, a =


[
s−2
4
]
, if n is even,[
s−4
4
]
, if n is odd,
where [x] := ⌊x + 12⌋ denotes the rounding function to the nearest integer. Pick 2(s − 1)
vertices x1, y1, . . . , xs−1, ys−1 in A and two vertices u1, u2 in B. Add the edges {xi, yi} and
{u1, u2} to K|A|,|B| and delete the edges {u1, x1}, . . . , {u1, xα}, where α := s − t − a2 if n is
even and α := s− t−a−a2 if n is odd. Then, G1 has ⌊n24 ⌋+ t edges, triangle covering number
τ3(G1) = s and
T (G1) = (s− 1)
⌊n
2
⌋
+
⌈n
2
⌉
− 2(s − t) +


2
[
s−2
4
]2 − (s− 2) [ s−24 ] , iff n is even,
2
[
s−4
4
]2 − (s− 4) [ s−44 ] , iff n is odd.
Remark that G1 is similar to the construction of Xiao and Katona [10] resulting in Conjec-
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ture 1.1, except that the class sizes are slightly different.
Construction 2: Let G2 be the graph on n vertices with two sets V (G2) = A ∪ B where
|A| = ⌈n2 ⌉ + a, |B| = ⌊n2⌋ − a, and a = ⌊ s2⌋ if n is even and a = ⌊s−12 ⌋ if n is odd. Choose
2s vertices x1, y1, . . . , xs, ys ∈ A and one vertex u ∈ B. Add the edges {xi, yi} to K|A|,|B| and
delete the edges {u, x1}, . . . , {u, xα}, where α := s− t− a2 if n is even and α := s− t− a− a2
if n is odd. The graph G2 has ⌊n24 ⌋+ t edges, triangle covering number τ3(G2) = s and
T (G2) = s
⌊n
2
⌋
− (s− t)−


⌊
s2
4
⌋
, iff n is even,
⌊
(s−1)2
4
⌋
, iff n is odd.
Theorem 1.2. Let t, s ∈ N such that 0 < t < s. Suppose the graph G has n vertices and
⌊n24 ⌋ + t edges, it satisfies τ3(G) > s and n > n(s, t) is large. Then G contains at least
min{T3(G1), T3(G2)} triangles.
Note that both G1 and G2 are achieving this minimum for some values of s and t. Xiao
and Katona [10] also conjectured what the minimum number of copies of Kr+1 a graph on
n vertices with tr−1(n) + 1 edges and τr+1(G) > 2 could be. They conjectured the following
graph to be an extremal example.
Construction 3: Let G3 be the n vertex graph with vertex partition V (G3) = V1∪V2∪. . .∪Vr
where |V1| > |V2| > . . . > |Vr| and |V1|− |Vr| 6 1. Let v1, v2 be two vertices in V1 and u1, u3 in
V2. The graph G3 is constructed from the complete r-partite graph with partition V1, . . . , Vr
by removing the edge {v1u1} and adding the edges {v1, v2} and {u1, u2}. This graph satisfies
τr+1(G3) = 2, e(G3) = tr(n) + 1 and
Tr+1(G3) = (|V1|+ |V2| − 2)
r∏
i=3
|Vi|.
We will verify their conjecture.
Theorem 1.3. If a graph G on n vertices has tr(n) + 1 edges and the copies of Kr+1 have
an empty intersection, then the number of copies of Kr+1 is at least as many as in G3.
The key ingredient for proving Theorem 1.2 and Theorem 1.3 is the following general
structural result.
Theorem 1.4. Let r, t, s ∈ N with 0 < t < s and suppose the graph G has n vertices and
tr(n)+t edges satisfying τr(G) > s and n > n(s, t, r) is sufficiently large. Denote H the family
of graphs H on n vertices with vertex partition V (H) = V1 ∪ V2 ∪ . . . ∪ Vr where
• the class-edges form a matching of size s,
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• ec(V1, . . . , Vr) 6 s− t,
• all missing cross-edges are incident to one of the class-edges,
• if the class-edges are not all in the same class, then each missing cross-edge is incident
to class-edges on both endpoints.
Then Tr+1(G) > Tr+1(H) for some H ∈ H.
Remark that since
tr(n) + t = e(G) =
r∏
i=1
|Vi| − ec(V1, V2, . . . , Vr) +
r∑
i=1
e(G[Vi]),
we get
r∏
i=1
|Vi| > tr(n)− s
and thus |Vi| = n/r − O(1). Hence, the family H is finite. An optimization argument will
reduce this family to G1 and G2 in the case r = 3 and to G3 in the case r > 3, s = 2, t = 1.
A similar cleaning potentially could be done in the general case, however the computational
effort needed seems not to be in relation with the outcome. Also, it is likely that for some
parameters r, t, s, the extremal family realizing the minimum number of cliques of size r + 1
contains several graphs.
As pointed out in [10], the condition 0 < t < s is not a real restriction, because for t > s,
τr+1(G) = t is allowed. From a result of Erdo˝s [4], we know that the number of cliques of
size r + 1 is at least t
(
n
r
)r−1
(1 + o(1)) and the graph G4 constructed by adding a matching
of size t to one of the classes of the complete balanced r-partite graph on n vertices satisfies
τr+1(G4) = t and Tr+1(G4) = t
(
n
r
)r−1
(1 + o(1)).
We could have extended our result when s and t is a function of n. In particular, in the trian-
gle case r = 3, our proof allows s to be linear in n. However, the methods we use, especially
our main tool Theorem 2.1 will not give us the entire range of s where our theorem should
hold. Thus, we decided not to optimize our proof with respect of the dependency of n and s.
Our main tool is a stability-supersaturation result by Balogh, Bushaw, Collares, Liu, Mor-
ris and Sharifzadeh [1] which extends on the Erdo˝s-Simonovits stability theorem [5] and
Fu¨redi’s [6] proof’s of it. In Section 2 we prove Theorem 1.4, in Section 3 we conclude
Theorem 1.2 and in Section 4 we deduce Theorem 1.3.
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2 Proof of Theorem 1.4
We say that a graph G is x-far from being r-partite if χ(G′) > r for every subgraph G′ ⊂ G
with e(G′) > e(G) − x. Balogh, Bushaw, Collares, Liu, Morris and Sharifzadeh [1] proved
that graphs which are x-far from being r-partite, contain many cliques of size r + 1.
Theorem 2.1 ( [1]). For every n, t, r ∈ N, the following holds. Every graph G on n vertices
which is x-far from being r-partite contains at least
nr−1
e2rr!
(
e(G) + x−
(
1− 1
r
)
n2
2
)
copies of Kr+1.
Proof of Theorem 1.4. Let G be a graph on n vertices and tr(n) + 1 edges such that the
copies of Kk have an empty intersection and n is large enough. If G is 2sr!e
2r-far from being
r-partite, then by applying Theorem 2.1, G contains at least
nr−1
r!e2r
(
tr(n) + 1 + 2sr!e
2r −
(
1− 1
r
)
n2
2
)
> snr−1
copies of Kr+1. For H ∈ H, Tr+1(H) 6 snr−1 6 Tr+1(G), because each of the s class-
edges of H is contained in at most nr−1 copies of Kr+1. Thus we can assume that G is not
2sr!e2r-far from being r-partite. Hence, there exists a subgraph G′ ⊂ G with χ(G′) 6 r and
e(G′) > e(G) − 2sr!e2rs > tr(n) − 2sr!e2r. Let V (G′) = V1 ∪ V2 ∪ . . . ∪ Vr be a partition
such that V1, V2, . . . , Vr are independent sets in G
′ and |V1| > |V2| > . . . > |Vr|. We have
|V1| 6 n/r +
√
n, because otherwise
tr(n)− 2sr!e2r < e(G′) 6
r∏
i=1
|Vi| 6
(n
r
+
√
n
)(n
r
−
√
n
r − 1
)r−1
6 tr(n)− 2sr!e2r,
a contradiction. Similarly, we have |Vr| > n/r−
√
n. Since G′ ⊂ G, and e(G′) > e(G)−2sr!e2r
there are at most 2sr!e2r class-edges. If the number of class-edges is less than s, then there is a
Kr+1- covering set of size at most s−1, contradicting τr+1(G) > s. Now, assume that there are
more than s class-edges. Each edge inside a class is contained in at least (n
r
−√n−2sr!e2r)r−1
cliques of size r + 1, because in each class there are at least n
r
− √n − 2sr!e2r vertices not
incident to a missing cross-edge. Further, all these cliques are different. In total we have
Tr+1(G) > (s+ 1)
(n
r
−√n− 2sr!e2r
)r−1
>
(
s+
1
2
)(n
r
)r−1
,
which is more than Tr+1(H) for every H ∈ H. Thus, we can assume that the number of
class-edges is s. These s edges need to a form a matching, otherwise there is a Kr+1-covering
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set of size s− 1, contradiction τr+1(G) > s. Further, ec(V1, . . . , Vr) 6 s− t, because otherwise
e(G) = e(G[V1, V2, . . . , Vr]) +
r∑
i=1
e(G[Vi]) 6 tr+1(n)− ec(V1, V2, . . . , Vr) + s
< tr+1(n) + t = e(G).
Next, we assume that there is a missing cross-edge uv 6∈ E(G) not incident to one of the
class-edges. Take a cross-edge xy ∈ E(G) which is incident to exactly one class-edge. We will
show that Tr+1(G+ uv − xy) < Tr+1(G). Adding uv to G increases the number of cliques of
size r + 1 by at most
s ·max |Vi|r−3 6 s(n/r +
√
n)r−1 = O(nr−3),
because for each of the s class-edges e the number of cliques of size r + 1 containing e is
increased by at most max |Vi|r−3. Removing xy from G+ uv decreases the number of cliques
of size r + 1 by at least
min(|Vi| − s)r−2 > (n/r −
√
n− s)r−2 = Ω(nr−2),
where we used that in each class Vi the number of vertices incident to no missing cross-edge
is at least Vi− s. Thus, performing this edge flip decreases the number of cliques of size r+1,
i.e. Tr+1(G + uv − xy) < Tr+1(G). We repeat this process until we end up with a graph H
such that Tr+1(H) 6 Tr+1(G) and every missing cross-edge is incident to a class-edge.
Now, assume that G has the property that not all class-edges are in the same class and there
is a missing cross-edge not adjacent to class-edges on both ends. Denote G′ be the graph
constructed from G by adding all missing cross-edges. This graph satisfies
Tr+1(G
′) 6 Tr+1(G) + (2e
c(V1, V2, . . . , Vr)− 1)
(n
r
+
√
n
)r−2
+ sec(V1, V2, . . . , Vr)
(n
r
)r−3
6 Tr+1(G) + (2e
c(V1, V2, . . . , Vr)− 1)
(n
r
)r−2
(1 + o(1)),
because for each class edge, the number of cliques of size r + 1 increases by at most
N
(n
r
+
√
n
)r−2
+ ec(V1, V2, . . . , Vr)
(n
r
+
√
n
)r−2
,
where N is the number of incident edges being added. There is a setM of ec(V1, V2, . . . , Vr) 6
s− 1 cross-edges such that each e ∈M is incident to class edges on both endpoints and every
class edge is incident to edges ofM on at most one endpoint. Denote G′′ the graph constructed
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from G′ by removing those edges. This graph satisfies
Tr+1(G
′′) 6 Tr+1(G
′)− 2ec(V1, V2, . . . , Vr)
(n
r
−√n− s
)r−2
6 Tr+1(G).

3 Proof of Theorem 1.2
Proof of Theorem 1.2. By Theorem 1.4, we can assume that G has a vertex partition
V (G) = A ∪ B where |A| > |B| and exactly s edges are inside the classes. Let |A| =
⌈n/2⌉+ a, |B| = ⌊n/2⌋ − a for some a > 0. We have
⌊
n2
4
⌋
+ t = e(G) = |A||B| − ec(A,B) + s =
(⌈n
2
⌉
+ a
)(⌊n
2
⌋
− a
)
− ec(A,B) + s,
and thus the number of missing cross-edges is
ec(A,B) =


s− t− a2, iff n is even,
s− t− a− a2, iff n is odd.
LetMA be the matching of class-edges inside A and MB be the matching of class-edges inside
B. Denote G′ be the graph constructed from G by adding all missing cross-edges ec(A,B).
The number of triangles in this graph is |MA||B|+ |MB ||A|.
Case 1: |MB | > 0.
The number of triangles in G is at least |MA||B|+ |MB ||A|− 2ec(A,B), because each missing
cross-edge is in at most two triangles in G′. Since |A| > |B|, we get
T3(G) > (s− 1)
(⌊n
2
⌋
− a
)
+
(⌈n
2
⌉
+ a
)
− 2ec(A,B).
Hence, if n is even, then
T3(G) > (s − 1)
(n
2
− a
)
+
n
2
+ a− 2(s− t− a2) > T3(G1),
where the right hand side is minimized for a =
[
s−2
4
]
. If n is odd, then
T3(G) > (s− 1)
(⌊n
2
⌋
− a
)
+
(⌈n
2
⌉
+ a
)
− 2(s − t− a− a2) > T3(G1),
where the right hand side is minimized for a =
[
s−4
4
]
.
Case 2: |MB | = 0.
The number of triangles in G is at least |MA||B| − ec(A,B), because each missing cross-edge
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is in at most one triangle in G′. Therefore, if n is even, then
T3(G) > |MA||B| − ec(A,B) = s
(n
2
− a
)
− (s− t− a2) > T3(G2),
where the right hand side is minimized for a =
⌊
s
2
⌋
. If n is odd, then
T3(G) > |MA||B| − ec(A,B) = s
(⌊n
2
⌋
− a
)
− (s− t− a− a2) > T3(G2),
where the right hand side is minimized for a =
⌊
s−1
2
⌋
. 
4 Proof of Theorem 1.3
Let n = rm+ ℓ, where 0 6 ℓ < r. The number of cliques of size r + 1 in G3 is
Tr+1(G3) = (|V1|+ |V2| − 2)
r∏
i=3
|Vi| =


2m(m+ 1)ℓ−2mr−ℓ , iff 2 6 ℓ 6 r − 1,
(2m− 1)mr−2 , iff ℓ = 1,
(2m− 2)mr−2 , iff ℓ = 0.
Proof of Theorem 1.3. By applying Theorem 1.4 for s = 2 and t = 1, we can assume that
G ∈ H and thus has a vertex partition V (G) = V1∪V2∪ . . .∪Vr where |V1| > |V2| > . . . > |Vr|
with exactly two class-edges e1, e2 and at most one missing cross-edge. We have
r∏
i=1
|Vi| − ec(V1, V2, . . . , Vr) + 2 = e(G) = tr(n) + 1,
and thus
∏r
i=1 |Vi| = tr(n)−1+ec(V1, V2, . . . , Vr). This means we have two cases:
∏r
i=1 |Vi| =
tr(n) or
∏r
i=1 |Vi| = tr(n)− 1.
Case 1:
∏r
i=1 |Vi| = tr(n)− 1.
In this case there are no missing cross-edges, i.e. ec(V1, V2, . . . , Vr) = 0. There are two types
of combination of class sizes.
• Type 1: |V1| = m+ 2, |V2| = . . . = |Vℓ−1| = m+ 1, |Vℓ| = . . . = |Vr| = m,
• Type 2: |V1| = . . . = |Vℓ+1| = m+ 1, |Vℓ+2| = . . . = |Vr−1| = m, |Vr| = m− 1.
Let the two class-edges be in Vα and Vβ for 1 6 α 6 β 6 r. We have
Tr+1(G) =
∏
i 6=α
|Vi|+
∏
i 6=β
|Vi| > 2
r∏
i=2
|Vi| > Tr+1(G3).
Case 2:
∏r
i=1 |Vi| = tr(n).
Remark that in this case the class sizes of G and G3 are the same. Further, the number of
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missing cross-edges is exactly one. Now, we distinguish two cases depending on where e1 and
e2 are. Case 2a is when both class-edges are inside the same class. In Case 2b, e1 and e2 are
in different classes.
Case 2a: e1, e2 ⊆ Vα for some 1 6 α 6 r.
The missing edge is incident to e1 or e2, say the second endpoint of the missing edge is in Vβ.
Then
Tr+1(G) = 2
∏
i 6=α
|Vi| −
∏
i 6=α,β
|Vi| = (2|Vβ | − 1)
∏
i 6=α,β
|Vi|
> (|Vα|+ |Vβ| − 2)
∏
i 6=α,β
|Vi| > (|V1|+ |V2| − 2)
r∏
i=3
|Vi| = Tr+1(G3),
where the sum of the factors are the same in the two products, hence the product is larger
when the factors are ’closer’ to each other.
Case 2b: e1 ⊆ Vα, e2 ⊆ Vβ for some α 6= β.
Since the missing edge is incident to both class edges,
Tr+1(G) = (|Vβ| − 1)
∏
i 6=α,β
|Vi|+ (|Vα| − 1)
∏
i 6=α,β
|Vi| = (|Vα|+ |Vβ | − 2)
∏
i 6=α,β
|Vi|
> (|V1|+ |V2| − 2)
r∏
i=3
|Vi| = Tr+1(G3),
where the last inequality holds by the same reasoning as in Case 2a.

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