With the rapid growth of location-based social networks (LBSNs), it is now available to analyze and understand user mobility behavior in real world. Studies show that users usually visit nearby points of interest (POIs), located in small regions, especially when they travel out of their hometowns. However, previous out-of-town recommendation systems mainly focus on recommending individual POIs that may reside far from each other, which makes the recommendation results less useful. In this paper, we introduce a novel problem called Region Recommendation, which aims to recommend an out-of-town region of POIs that are likely to be visited by a user. The proximity characteristic of user mobility behavior implies that the probability of visiting one POI depends on those of nearby POIs. Thus, to make accurate region recommendation, our proposed model exploits the influence between POIs, instead of treating them individually. Moreover, to overcome the efficiency problem of searching the best region, we propose a sweeping line-based method, and subsequently an constant-bounded algorithm for better efficiency. Experiments on two real-world datasets demonstrate the improved effectiveness of our models over baseline methods and efficiency of the approximate algorithm.
INTRODUCTION
Recent years have witnessed a rapid development of locationbased social networks (LBSNs), such as Foursquare and Facebook Places. In these online services, users are able to share their locations and experiences, by checking in via mobile devices, when visiting points of interest (POIs), e.g., restaurants, museums. As of December 2015, Foursquare had 55 million monthly active users and totally 7 billion check-ins. Being overwhelmed by the huge amount of data from LBSNs, users usually encounter difficulties in finding or search- ing interesting POIs. Motivated by the problem, recently, there is a growing interest in POI recommendation problem, such as [21, 22, 14, 13] . Success in POI recommendation is important as it helps users explore new locations, which benefits both users and LBSN services.
POI recommendation is particularly important when a user travels to a new place, e.g., new city or country, where she has very little, or even no, knowledge about her destination. This leads to a new problem, namely out-of-town recommendation, which aims to find POIs that a given user may be interested in when she travels out of her hometown. Out-of-town recommendation has received little research interest. Existing work on this problem mainly focuses on improving the recommendation accuracy on individual POIs [1, 22, 20] . However, we argue that it is often more beneficial to recommend a set of nearby locations to users rather than just individual locations. This is because, when traveling to new cities, users usually have very limited time to visit places. Investigations on Foursquare data show that a large proportion of visitors visited multiple POIs resided in small regions, and this proportion is higher when the visiting duration is limited (details of these findings are presented in Section 3). Hence, in this paper, we introduce a new problem, namely Region Recommendation, to recommend outof-town regions to users. Specifically, a region is preferred if it contains more POIs that the given user would like to visit. To the best of our knowledge, this is the first work on region recommendation for out-of-town users.
There are two challenges to solve the region recommendation problem. The first challenge is how to measure the attractiveness of a region to a user. One intuitive way is to compute the user's attractiveness score of each POI in the region and then aggregate them as the score of the region. However, this approach considers each POI independently and ignores the influence between POIs. In contrast, the user's decision to visit a place is also affected by how much she is interested in nearby POIs [16, 13, 2] . In other words, nearby POIs can reinforce each other to attract users. For example, when choosing hotels to stay, travelers usually prefer the ones that are near their interesting places, such as cinemas, restaurants and tourist attractions (museums, theaters, etc.). Considering POIs individually neglects such influences between POIs. As a result, it is necessary to consider the POI influences when searching the optimal region. As a result, in this paper, we propose a general procedure to estimate the region's attractiveness with the POI interaction being taken into account.
The second challenge is the efficiency of searching the optimal region. Given a set of POIs in a 2-dimension space, there are infinite number of ways to place a region of a given size. Obviously, we cannot check all the cases to find the optimal region, and hence a more efficient approach is required to find the result region quickly. In this paper, based on the sweeping algorithm [10, 18] , we introduce a simple but efficient method to find the optimal region. Specifically, we convert the original problem into a geometric intersection problem, and then apply the sweeping algorithm. As a result, the region searching problem can be solved in O((N + M ) log N ), where N and M are the number of POIs and their pair-wise interactions, respectively. Moreover, to achieve better efficiency, a constant-bounded approximate algorithm is developed for the region search problem.
Overall, our contribution can be summarized as follows:
• We propose a novel region recommendation problem which aims to recommend regions to users who travel to new areas (cities or countries). According to users' movement behaviors, we introduce a scoring scheme for regions, which considers the influences between POIs.
• We develop a sweeping algorithm-based method to solve the problem of searching optimal region efficiently. Subsequently, a constant-bounded approximate algorithm is proposed to further improve the efficiency while still achieving similar accuracy of the exact solution.
• We demonstrate the effectiveness of our region recommendation method on two real-life datasets. Experiments also show the significant improvement from the proposed approximate algorithm in terms of efficiency.
RELATED WORK
Out-of-town recommendation is a special sub-problem of POI recommendation, which aims to recommend locations to users who travel out of their hometowns. This problem suffers from the cold-start issue a lot due to the insufficiency of out-of-town check-ins [6] . Therefore, previous out-of-town recommendation models focus on how to overcome the sparsity problem, usually by exploiting the content of POIs [22, 20] and experts' knowledge in destination cities [1, 20] . However, all the previous works on out-of-town recommendation focus on recommending individual POIs to users. As discussed in Section 1, it is more useful to recommend a region with several POIs than just singular POI when users travel out of their hometowns. Therefore, in this paper, we propose a novel region recommendation problem that aims to find regions interesting to a user.
Previous work on POI search and recommendations finds that an interesting POI whose nearby POIs are also interesting to a user is preferable when compared to a POI without interesting nearby POIs. In other words, nearby POIs reinforce each other to make them more attractive to users than separate ones. For example, when searching locations, Cao et al. [2] demonstrate that a relevant location is more interesting to users if it is surrounded by other relevant locations, and propose algorithms that propagate prestige scores among nearby spatial objects. In POI recommendation, Liu et al. [16] observe that nearby POIs tend to share more common visitors, and hence their proposed factorization model tries to learn similar preference for nearby POIs. Similarly, (a) Fraction of users having a d×d region with at least n POIs.
(b) CDF of region sizes made by check-ins in one and two days, respectively. Li et al. [13] exploit the neighborhood effect when recommending POIs to users. The signal of this effect is even stronger when users travel as they usually have limited time to visit POIs in a small region, making it beneficial for region recommendation. Inspired by these studies, in this paper, we propose the problem of recommending regions to users that takes the POI influences into consideration. Different from previous work, our model considers the neighborhood effect collectively on a group of POIs, rather than individual ones. Studies [9, 24] aim to recommend a tour route to users, by considering time and distances, where the orders of POIs are important. In our model, we recommend an out-of-town region for users to explore, where we emphasize locality of POIs rather than the orders of POIs. The work [23] is the most relevant to our work, but different from us, their recommended regions (neighborhoods) are from a fixed set, and users' content information (tweets) is needed for recommendation.
When making region recommendation, one critical issue is how to locate the user's optimal region, which has the highest satisfaction score. This problem is related to the maximum object enclosing rectangles (MaxOER) problem that aims to find the rectangle that covers most number of points in 2-dimension space. To solve this problem, two line sweeping algorithms are proposed by Imai et al. [10] and Nandy et al. [18] , respectively, both of which have time complexity O(N log N ), where N is the total number of points. Solutions for MaxOER in approximate scheme [19, 12, 5] are also proposed. However, all the algorithms can only solve the original MaxOER problem, and cannot be directly applied in our region search problem where the interactions between points (i.e., POIs) exist. We modify and improve the MaxOER solution to derive an algorithm for our problem, which will be described in Section 4.2. Moreover, to further enhance the efficiency, we also propose an approximate algorithm with guaranteed bounds.
OBSERVATIONS
We present some observations from real-world Foursquare dataset [8] that motivate the region recommendation problem. We first infer home locations of all users, and keep users and locations located in the US. For each user, the region within r = 100km around her home location is considered as her hometown. Details of the preprocessing step are described in Section 6.1.
First, we investigate the users' distribution of out-of-town check-ins as follows. Given a length of d kilometers and a number n, we compute the fraction of users who have one region of size d×d with at least n visited POIs, and then plot Fig. 1a . The figure shows that a large proportion of users have multiple check-ins in a small region. For example, more than 60% of users have visited at least 2 POIs in a 1km×1km region. When the size of region grows, the fraction of those users obviously increases, which is at nearly 80% when d = 5km. For larger value of n, the user ratio is decreased but still at the high number. For example, there are still 25% of users who have at least 4 visited POIs located in an 1km×1km region. This implies that users tend to go to locations within a small region when they go outside their hometowns. To investigate the reason, we compute the sizes of regions containing check-ins of same users in t consecutive days and plot their cumulative distribution functions (CDF) for t = 1 and t = 2 in Fig. 1b . The figure shows that 10% of one-day check-ins occur in a region smaller than 1km×1km, and this number is about 45% when d = 10km. When t = 2, the CDF line is lower, which means that users tend to visit larger regions when the duration is longer. This confirms our belief that users often visit small regions due to limited time. Overall, these observations motivate us to consider the problem of recommending regions to users. Definition 1. Given a user, a set of POIs in spatial space and a query size of d×d, the Region Recommendation (RegRS) Problem aims to find a d×d region that the user is most likely to visit. Here, we consider a region is visited by a user when she visits at least one POI in that region.
Instead of recommending individual POIs, the region recommendation problem aims to recommend a group of POIs that are located within a region.
In previous work [16, 4] , regions are predetermined by using some spatial partitioning algorithms. Although our recommendation model can be easily applied for such set of fixed regions, we do not divide the space into fixed regions but instead consider any rectangle spatial area as a region. This is more general and flexible as we are able to find meaningful and crucial regions that can lie inside, contain or intersect those fixed regions. Moreover, we assume that a region has the square shape d×d for simplicity. One can define a rectangle of size a×b as a region. However, it does not lose the generality because we can easily scale the space to make the region become a square. Also, the size of the region is given by the user, and different users can issue different query sizes depending on their distance and time constraints.
REGION RECOMMENDATION

Proposed model
In this section, we present our model for recommending regions to users. Consider a region R containing multiple POIs: R = {pi}. Let Si 1 ...i k be the satisfaction of user u when she visits POIs pi 1 
be the probability that user u visits POIs pi 1 , ..., pi k in R given she will visit k distinct POIs. For convenience, we drop the notation u unless necessary, i.e., we simply use P (pi 1 , ..., pi k |k). Then, the total expected satisfaction of u, S total , when she visits the region R can be written as
(1) Equation (1) covers all the cases where user u may visit from 1 to |R| POIs in R. However, we observe that, although a user may have a region with many visited POIs (see Section 3), most of her visited regions have only 1 or 2 POIs. To demonstrate this, given a user, we generate randomly some regions with the size of 4km×4km such that each region covers at least one of her visited POIs. Then, we compute the proportion of regions with different number of visited POIs, and plot the distribution in Fig. 2 . From the figure, we can see that most of the regions have less than 3 POIs visited by a user. Therefore, it is sufficient to consider only the first-and second-order terms, and ignore other higher order terms of S total :
(2) Next, we will define two probabilities: P (pi 1 |k = 1) and P (pi 1 , pi 2 |k = 2). The probability P (pi 1 |k = 1) represents the probability that user u visits pi 1 , i.e., P (pi 1 |k = 1) = P (pi 1 |u), which can be computed by using any recommendation model such as memory-based collaborative filtering [21] or matrix factorization [16, 14, 13] . For the probability P (pi 1 , pi 2 |k = 2), one simple way is to define this probability as P (pi 1 , pi 2 |k = 2) = P (pi 1 |u) · P (pi 2 |u), assuming that the user's decisions on visiting different POIs are independent. However, as discussed above, the user's interest on a POI could be affected by other nearby POIs, which means that the influences between POIs cannot be ignored. Hence, in our model, we define the probability as P (pi 1 , pi 2 
, where P (pi 1 |pi 2 ) is the transition probability from pi 2 to pi 1 , which can be computed from historical check-in data as follows:
#users who visited both pi 1 and pi 2 #users who visited pi 2 . Probabilities P (pi 1 |k = 1) and P (pi 1 , pi 2 |k = 2) are defined simply based on users' check-in history. However, more sophisticated definitions of those probabilities can be given by integrating additional information. For example, we can boost up (or diminish) the probability of visiting two POIs if we know they are complementary (or substitutable) for each other [17] . Moreover, other information, e.g., categorical [25] or textual information [7] , can be utilized to compute the visiting probability. In this paper, we keep the simple definitions for those probabilities and leave any enhancement for future work.
Next, we define the satisfaction Si 1 i 2 ,...,i k . In general, the more POIs a user visited, the more satisfaction the user obtains. Hence, we set Si 1 = 1, Si 1 i 2 = 2, ..., and Si 1 i 2 ,...,i k = k in this paper. We note that other satisfaction function can be defined in terms of different application needs. As a result, the expected satisfaction S total can be rewritten as
where OR is all the ordered pairs pi, pj in R, and β =
is a user-dependent parameter. However, it is difficult to set β for each user, and hence, in our model, we set β to 1 for all users, since it gives our model the best performance.
Finally, since the goal of RegRS problem is to find the region that gives the maximum satisfaction to a user, it can be formulated as the following objective function:
. (5) Here, R is the set of all possible regions, and the term P (k = 2) is dropped as it is a constant given a user.
Searching maximum region
The goal of RegRS problem is to find the region R * according to Eq. (5). In other words, we aim to locate the position of the maximum region, which satisfies the objective function Eq. (5). However, there are infinite possible ways to place such region in the space. Therefore it is impossible to check every region to find the solution.
In this section, we present our algorithm, namely RegRS algorithm, to efficiently find the maximum region. First, we define some notations. Besides two points pi, pj in P . Each point pi and edge eij have positive weights wi = P (pi|u) and lij = qij · wi + qji · wj, respectively, where qij = P (pj|pi). Our problem is to find the maximum rectangle R * of given size d×d that maximizes the objective function Eq. (5), which can be rewritten as:
The main idea of the solution is to reduce the original problem to the geometric intersection problem, and then a space sweeping algorithm is performed to solve the new problem. Our method is based on the technique to solve the maximum object enclosing rectangles problem [10, 18] .
Geometric intersection problem
The first step of the algorithm is to reduce the RegRS problem to the geometric intersection (GI) problem [10, 18] . The reduction is performed as follows: for each point pi ∈ P , we draw an d×d rectangle centered at pi, and denoted by rp i . The N constructed rectangles {rp i } intersect each other, and thus create multiple disjoint regions, each region is the intersection of a unique set of rectangles. For each disjoint region D, let DR the set of points pi, whose rectangles rp i form the region D. For example, in Fig. 3 , the crossed area is a disjoint region created by rectangles rp 1 , rp 2 and rp 3 , and hence DR = {p1, p2, p3}. Given any point o in a disjoint region D, the d×d rectangle ro centered at o will cover all the points in DR. This is because if a point o is covered by a rectangle rp i , then ro also covers pi. Let the weight of DR be calculated by Eq. (6), where R = DR. As a result, the goal of the GI problem is to find the disjoint region D * R with the maximum weight. Then, any point o * in the D * R can be returned as the center of the maximum region R * for the RegRS problem.
The reduction gives us a new way to solve the RegRS problem. Finding maximum disjoint region D * R can be done by extending sweeping algorithm [10, 18] .
Sweeping algorithm
The main idea of the algorithm is to use a horizontal line l to scan the space from top to bottom. The process begins when the sweeping line l is at the upmost line and starts sweeping down. When l encounters and goes inside a rectangle rp i , rp i cuts l at two intersection points, li and ri, by its two vertical edges, and rp i is said to be active. When l exits rp i , two corresponding intersection points are removed, and rp i becomes inactive. At any moment, if there are currently k active rectangles, i.e., l is inside k rectangles, there are 2k (Fig. 4b) , not only new intervals are created, but also weights of all intervals covered by rp i are increased. The update includes two steps corresponding to two terms of Eq. (6) . First, all the intervals covered by rp i (i.e., the ones inside the window [li, ri]) are added up by the weight wi of pi. Second, if pi links to any point pj (i.e., eij ∈ E) and two rectangles rp i and rp j overlap each other, all the intervals in the overlapping window, which is [lj, ri] in Fig.  4b , are added up by lij. Similarly, when l exits rp i , some intervals disappear, and weights of all intervals covered by rp are decreased.
The sweeping process finishes when l has crossed all the rectangles. If I k is the interval with highest weight in the whole process, then then we can return I k as the result of the GI problem as it is inside the maximum disjoint region. For example, in Fig. 4a , the interval I3 is the one with the largest weight and is returned as the result. Complexity. In order to efficiently maintain intervals (i.e., creating, updating and deleting intervals) during the scanning process, a special tree-based data structure, Interval tree [18] , is used in our implementation. It takes O(N log N ) to construct the Interval tree, and O(log N ) to handle intervals created by a point or an edge. Note that only edges that can be covered by a d×d rectangle are processed. Overall, the time complexity of RegRS algorithm is O ((N +M ) log N ) , where M is the number of processed edges.
APPROXIMATE SOLUTION
Based on the time complexity analyzed above, runtime performance of RegRS degrades significantly when the size of query rectangle increases (which is also demonstrated in experiments in Section 6.5). This is because a larger query rectangle can cover more edges, and hence, more edges will be processed, which will degrade the efficiency of the searching algorithm. In this section, we present an approximate algorithm to answer the RegRS problem efficiently. Firstly, we introduce the -approximate RegRS problem.
Definition 2. Given an input I = P, E, w, l, d, , where P, E, w, l, d are the input of the RegRS problem and
is a real number such that 0< <1, the -approximate 
Main idea
The approximate algorithm is inspired by the following observation. Figure 5a shows the top 200 recommendation scores, p(pi|u), for one randomly picked user. It is clear that the distribution of recommendation scores follows a long tail distribution, i.e., most of them have very small values, which is a common phenomenon in recommendation systems. Since small-weighted POIs contribute little to the total weight of the region, intuitively if we ignore those points and keep only large-weighted ones, we can save searching time significantly without sacrificing much the accuracy. Moreover, we also need to consider edges as they also contribute to weights of regions. Particularly, since the edge eij's weight is computed by lij = qij · wi + qji · wj, lij is likely to be large if wi or wj is large. Therefore, it is necessary to preserve all the edges of large-weighted points. As a result, neighbors of large-weighted points should be kept as well.
Solving approximate RegRS problem
Our approach is, instead of handling the whole space, we divide the space into d×d cells and use cells as spatial units to select points for approximate problem. Let us first define some notations used in our algorithms.
Definition 3.
Grid G d is the set of vertical and horizontal lines that are defined as follows:
Apparently, G d partitions the space into d×d cells, which are called small cells. Each small cell is uniquely identified by the pair of real numbers (k1, k2), called the identity of the small cell, which are coefficients corresponding the left vertical line and top horizontal line of the cell, respectively. Subsequently, we define a large cell to be a 2d×2d cell constructed by 4 adjacent small cells as in Fig. 6 . Large cells also have unique identity which is the identity of its top-left small cell. For any point p = (x, y), it is easy to find the small cell with the identity , and hence 4 large cells, that it falls in. Hereinafter, we will refer term cell to large cell, if there is no explanation.
It can be easily seen that any d×d rectangle, including the maximum rectangle R * , is covered by a cell. Hence, our approach is to process each cell one by one. For a cell C, we remove points from C, together with their edges, such 
that the maximum d×d rectangle returned by the RegRS algorithm on remaining points (and edges) is the answer of the -approximate RegRS problem on C.
Particularly, let cmax be the maximum d×d rectangle in C. Then, let SC and S C be the weights of cell C before and after removing points respectively; and smax and s max are defined similarly but for cmax. Then we want that
Set Δs = smax − s max and ΔS = SC − S C . Since removed points (and edges) can be outside cmax, it is obvious that Δs ≤ ΔS. We have:
Now, we assume that smax SC ≥ λ where λ is a constant in
From Eq. (9), the sufficient condition for (7) is:
The condition Eq. (10) means that, when removing points (and edges) from C, as long as S C is still not less than 1 − (1 − )λ SC , the condition in Eq. (7) is always guaranteed.
Finding λ
To complete the condition (10), we need to find the value of λ, which is the lower bound of the ratio s max SC . It is easy to prove that if cell C contains only points without edges, the lower bound is λ = 1 /4. Unfortunately, by the following theorem, a constant lower bound λ does not exist in the presence of edges.
Theorem 1. When C contains both positively weighted points and edges, there does not exist a lower bound of the ratio λ. In other words, the ratio can be arbitrarily small.
Proof. Below, we use the square-shaped 2×2 rectangle C for the ease of proof, but the statement is still true for the rectangles of any shape.
To prove Theorem 1, we consider two cases: 1) edge weights are not bounded, and 2) edge weights are bounded by their two points. In both cases, we show special examples when the lower bound of the ratio λ can be arbitrarily small. of cell C as follows: every edge is a diagonal of one 1×1 rectangle c (Fig. 7a) . As a result, a rectangle c can cover two edges at most, which are its two diagonals. This means that, if we add more edges into C, the ratio decreases accordingly. When E → ∞, then s max SC → 0. In other words, λ can be arbitrarily small. Case 2: weights of edges are bounded by their two ending points. The above proof is only valid when edge weights are arbitrarily large. However, in our region recommendation problem, we know that lij = qij · wi + qji · wj ≤ wi + wj, because qij = P (pj|pi) ≤ 1, ∀i, j. In other words, the edge weight cannot be larger than sum of weights of its two points. For the completeness of the proof, we need to consider this case as well.
The setup of the special instance is little more complicated. First, we place N points in the lower-left 1×1 rectangle of C such that those points form a 1 /4 arc of the circle with same center O of C. We call set of those points D = {D1, D2, ..., DN }. For each point Di ∈ D, we create two more points Ei and Fi in the same positions but in the upper-right and lower-right 1×1 corner rectangles, respectively. Those points form two other point sets, namely E and F. Obviously, E and F also create two 1 /4 arcs of the circles as in Fig. 7b . Then, for each triple Di, Ei, Fi , we create N −1 edges from Di to some points in the line EiFi as in Fig. 7b . It is easy to see that a rectangle c covers an edge only when the point Di of the edge is in the left edge of c. Finally, we set the weight of each Di be one and other points be (very close to) zero. All the edge weights are one. Obviously the edge weights satisfy the above constraint.
There are 3 possibilities of the position of a rectangle c: 1) c's lower-left corner is a Di ∈ D (Fig. 8a) ; and hence the upper-right corner is the corresponding point Ei. In this position, c's weight is N (1 from Di and N −1 from N −1 edges); 2) the second position is obtained from the first case by shifting c vertically down (Fig. 8b) . When being shifted down, c contains some more points D k but loses some edges. Since we are free to choose positions of 
12 Run sweeping algorithm on P , E , w, l, d and return Rappx; edges, edges are created so that whenever c receives a point D k when shifting down, it loses one edge. Therefore, the weight of c is still N ; 3) other positions. For those positions, c covers no edges and at most N points Di, hence it has a weight of N at most.
Overall, the weight of cmax is smax = N . Meanwhile, the weight of C is SC = N +N (N −1) = N 2 , since there are N points Di and N −1 edges for each Di. Therefore,
. This means that, if we add more points following this arrangement, the ratio decreases, and when
Overall, in any case, we do not have a constant lower bound λ for the ratio smax S C . Theorem 1 tells us that we do not have a fixed value for the lower bound λ. However, in practice, when points and edges are randomly located in C, we find that the ratio cannot be too small. Particularly, from the Foursquare dataset used in our experiment (see Section 6), we pick randomly some users and randomly some 2d×2d regions for each user (d = 1km, 2km, 5km . . .), then find λ for each test case and plot the distribution of λ in Fig. 5b . From the figure, we can see that the minimum value of λ is around 0.08. Note that, we also obtain the same observation for another dataset used in Section 6. This means that, in practice, we can set λ to any number below 0.08. In our implementation, λ is set to 0.05.
Computing upper bound of SC
For each cell C, in order to keep track the ratio S C /SC , we need to compute the weight SC , which is very timeconsuming. We know that the weight SC is computed as
Since qij is the transition between two POIs, it is independent of the query user and can be computed offline. Therefore, to approximate SC , for each point pi, we maintain a list of tuples dj, q ub ij . Here, dj is the distance from pi to a neighbor pj (i.e., point that has an edge to pi), and q ub ij is computed as q 
Approximate algorithm
Now, we are ready to describe our approximate algorithm (Algorithm 1). We firstly divide space by G d (line 1), and then check each cell C in decreasing order of upper bounds S U C (line 5). In each cell C, we iterate points in decreasing order of wi, and add it, with its neighbors, into the selection set P (line 9) until current weight S C of C satisfies condition Eq. (10). The selection step terminates when unchecked cells cannot give the maximum rectangle (line 6). Finally, the sweeping algorithm is performed on the new set P and Rappx is returned (line 12). 
EXPERIMENTS
Experimental settings
In our experiment, we use two public datasets, Foursquare [8] and Twitter [3] . For both datasets, we first infer users' home locations by following the strategy in [3] . Then, for each dataset, we extract the users and check-ins located in the US, and keep users with at least 5 visited POIs and POIs with at least 5 users. After preprocessing, the Foursquare dataset contains 8,368 users and 19,241 POIs with 332,952 check-ins; and the Twitter dataset contains 31,378 users, 21,951 POIs and 456,578 check-ins. The POI distributions of two datasets is shown in Fig. 9 .
Following [20] , we consider the region that is 100km around a user's home location is her hometown. Then, we create the training and testing data as follows. Since not all users have out-of-town check-ins, a user is in testing data if she has at least 5 visited POIs in her hometown, and at least two of her out-of-town POIs are covered by a d×d region (d = 0.5km). For test users, their hometown POIs are put into training data, while their out-of-town POIs are added into testing data. For remaining users, all their visited POIs (both hometown and out-of-town ones) are included in training data. The intuition behind this setup is that we want to test our model in the extreme case when target users do not have any out-of-town check-ins, i.e., cold-start problem. 
Evaluation metrics
The goal of the region recommendation problem is to find the region that a given user is most likely to visit. Since from the data there is no indication of the region that the user likes the most, we consider the one that covers the most number of POIs visited by the user is her groundtruth region. Next, we propose two metrics to evaluate methods for recommending region as follows. Hit. For each test user, if a groundtruth region is recommended, the method gets a score of 1, otherwise 0. The final score is the average score of all test users 1 .
Hit = #test cases returning groundtruth regions #all test cases
Quality. In the previous metric, for a test case, the method gets score only when the recommended region covers all POIs in a groundtruth region, which is quite strict. Hence, we introduce another metric to better evaluate the performance of recommendation methods by considering partial coverage of set of visited POIs. In particular, for each test case t, the quality score of a method is computed as follows, QScore(t) = #POIs in the returned region #POIs in a groundtruth region
And the final Quality is computed by averaging the quality score of all test cases, i.e.
QScore(t).
1 Since only one region is returned by methods, Hit metric is equivalent to Precision metric. Recall metric cannot be used because there are infinite groundtruth regions.
Baseline methods
Since there are no previous methods for region recommendation, we introduce two baselines to compare with our proposed method.
• Most dense. This method always returns the region with most number of POIs. The intuition is that the more POIs a region contains, the higher chance users visit the region.
• Most Freq. This method returns the region which is most frequently visited by users.
• RegRS/E. This method returns the region with the highest total visiting probability of its POIs. This method is similar to our proposed method without considering the influence between POIs.
• RegRS. This is our proposed method which considers the interaction between POIs.
Both RegRS/E and RegRS require the visiting probabilities of POIs, P (pi|u), as the input. Those probabilities can be obtained by using any POI recommendation model. We adopt the Non-negative Matrix Factorization method in [11] which performs well on POI recommendation [15] . Let rs u i be the recommendation score of a POI pi w.r.t. a user u achieved by NMF, and then the vising probability of u to pi is P (pi|u) = 
Recommendation results
To test the performance of different region recommendation methods, we use query regions with different sizes d×d, where d = 0.5km, 1km, 2km and 5km. Note that groundtruth regions of users have at least 2 POIs (n ≥ 2). We also consider cases when users have groundtruth regions with at least 3 and 4 POIs (n ≥ 3 and n ≥ 4), respectively. Figure 10 shows the recommendation results of the four methods on Foursquare dataset. We make the following observations: Firstly, RegRS always outperforms other two baseline methods in all cases, especially when the query size is small. For example, when d = 0.5km, RegRS outperforms Most dense by 400% and 300% in terms of Hit and Quality, respectively. Moreover, the Most dense method is the worst because it recommends regions to users only based on the distribution of POIs but ignores the user's personalized preference on POIs. On the other hand, RegRS always achieves better results than RegRS/E (for example, by 93% and 30.7% in terms of Hit and Quality when d = 0.5km). This demonstrates the usefulness of considering the influence between POIs in region recommendation. The Most Freq method has promising performance in terms of Quality, and this indicates that POIs that are frequently visited by users tend to locate nearby. When the query size increases, the performance of all the methods improves, and the disparity between RegRS and other methods becomes less significant. When d = 5km, RegRS achieves better results than Most dense by only 29% (Hit) and 18.5% (Quality). This is because when the query size is large, there is a higher chance that a region covers many visited POIs, and thus it is easier to find a groundtruth region even by the simple method. Figure 10 also shows the recommendation accuracy of three methods on users whose the number n of visited POIs in groundtruth regions is at least 3 and 4, respectively. We observe that, compared to the case n ≥ 2, the performance of all methods increases but RegRS improves better than the other two methods. For example, compare to n ≥ 2, at n ≥ 4, the Quality of RegRS rises up nearly twice, while RegRS/E only improves by 41% when d = 0.5km. For large regions, the Most dense baseline achieves the best relative improvement but is still the worst method. Overall, RegRS gives better recommendation for different values of n.
Performance on Foursquare dataset
Performance on Twitter dataset
Figures 11 presents the recommendation results on Twitter dataset. Similar to Foursquare dataset, RegRS still performs better than the other methods. For example, when d = 0.5km, RegRS beats the Most dense baseline by 43% and 13% in terms of Hit and Quality, respectively. Most dense has better results than RegRS/E when query region is small. It is possibly because the distribution of POIs in Twitter dataset is more spread than in Foursquare dataset (Fig. 9) , and thus more small region candidates are created, most of which are noisy regions. This makes the performance of RegRS/E significantly worse. However, RegRS does not suffer this problem since it can filter out bad regions in which POIs have little influence on each other.
Approximate algorithm
In this section, we evaluate the efficiency of RegRS and RegRS with approximation method (denoted by Appr-RegRS). We evaluate Appr-RegRS with two approximation ratio values, = 0.5 and = 0.7. Table 1 shows the results of both RegRS and Appr-RegRS in terms of Hit, Quality and running time on both datasets. From the table, it is observed that when the query region enlarges, the running time of RegRS increases. It is because when the query region size is larger, regions cover more edges and hence more edges are processed. Since the time complexity of RegRS is lin- It is interesting that the running time improvement of Appr-RegRS over RegRS on Twitter dataset is much better than on Foursquare dataset. This might be due to the difference between POI distributions of two datasets (Fig.  9) , where the POIs in Twitter dataset are distributed more evenly than those in Foursquare dataset. As a result, most of POIs concentrate in few cells in Foursquare dataset, while in Twitter dataset there are many cells with similar number of points. Therefore, more POIs are removed on Twitter dataset when we ignore small-weighted cells, which leads to the better efficiency improvement than on Foursquare dataset.
CONCLUSIONS
In this paper, we introduce a novel problem of recommending regions for out-of-town users. We subsequently propose a general framework to solve the region recommendation problem. Instead of considering POIs separately, our framework utilizes interaction between POIs to achieve better recommendation accuracy. On the other hand, to overcome the issue of finding the optimal region, we propose an efficient searching algorithm based on the sweeping-based algorithm. We also develop a constant-bounded approximate algorithm to further improve efficiency. Experiments on two real datasets demonstrate the our model significantly outperforms baseline methods in region recommendation.
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