ABSTRACT: Heterogeneity of variance of growth traits over age is a common issue in estimating genetic parameters and is addressed in this study by selecting appropriate variance structure models for additive genetic and environmental variances. Modeling and partitioning those variances connected with analyzing small data sets were demonstrated on Lipizzan horses. The following traits were analyzed: withers height, chest girth, and cannon bone circumference. The measurements were taken at birth, and at approximately 6, 12, 24, and 36 mo of age of 660 Lipizzan horses born in Croatia between 1948 and 2000. The corresponding pedigree file consisted of 1,458 horses. Sex, age of dam, and stud-year-season interaction were considered fixed effects; additive genetic and permanent environment effects were defined as random. Linear adjustments of age at measuring were done within measuring groups. Maternal effects were included only for measurements taken at birth and at 6 mo. Additive genetic variance structures were modeled by using uniform structures or structures based on polynomial random regression. Environmental variance structures were modeled by using one of the following models: unstructured, exponential, Gaussian, or combinations of identity or diagonal with structures based on polynomial random regression. The parameters were estimated by using REML. Comparison and fits of the models were assessed by using Akaike and Bayesian information criteria, and by checking graphically the adequacy of the shape of the overall (phenotypic) and component (additive genetic and environmental) variance functions. The best overall fit was obtained from models with unstructured error variance. Compared with the model with uniform additive genetic variance, models with structures based on random regression only slightly improved overall fit. Exponential and Gaussian models were generally not suitable because they do not accommodate adequately heterogeneity of variance. Using the unstructured error variance model, the heritability estimates ranged from 0.17 to 0.33 for withers height, 0.07 to 0.27 for chest girth, and 0.14 to 0.30 for cannon bone circumference. This study demonstrated the necessity of accounting for heterogeneity of variances and covariances for body shape traits in Lipizzan horses, and possible difficulties in estimating variance and covariance components when applying more complicated structure models on a small data set. The choice of models depends not only on overall fit but also on the fit of genetic and environmental components.
INTRODUCTION
A common issue in estimating genetic parameters of growth traits is heterogeneity of variance with increasing age. A possible approach to account for that is to apply random coefficient regression. Orthogonal polynomials have been recommended to ease possible computational problems (Kirkpatrick et al., 1994; Meyer, 1998) . However, it is difficult to identify the appropriate degree of polynomial because polynomials of higher degree may not converge, and there is often instability of functions at the boundaries of observed age intervals. Random regression spline models have been shown to ease those problems (Robbins et al., 2005; Sánchez et al., 2008 ). An alternative to polynomials is to use variance structure models with fewer parameters [e.g., exponential or Gaussian models (Diggle, 1988; Wolfinger, 1996; Foulley et al., 2000) ].
Variance components of random effect, such as additive genetic and permanent and temporary environment, are usually known to be easily partitioned in large populations (e.g., Fischer et al., 2004; Meyer, 2005; Coffey et al., 2006) ; however, in relatively small populations, due to relatively small amount of information available, there can be difficulty in modeling and partitioning variance components with desirable accuracy. An optimal model in terms of random effects, variance structure, and consequently in number of parameters may be specific for a particular population. Thus, the objective of this study was to address typical problems in modeling variance structure regarding heterogeneity of variance and relatively small amount or missing information used in estimation of genetic parameters and to build an optimal model on the example of body shape data of Lipizzan horses, the cultural breed established in the 16th century in Europe, but a relatively small population.
MATERIALS AND METHODS
This research followed established standards for the humane care and use of animals and complied with the guidelines stated in the Guide for the Care and Use of Agricultural Animals in Research and Teaching (FASS, 2010) .
Data
Data consisted of repeated measurements of withers height (cm), chest girth (cm), and front cannon bone circumference (cm) from 660 Lipizzan horses born between 1948 and 2000 in Croatia. The beginning of the Lipizzan horse breed reaches back to Europe in 1580, and in Croatia Lipizzan horse breeding has a tradition of more than 200 yr. The horses measured for this study were raised on 3 stud farms (most of them in the Đakovo state stud farm, which is the center of Lipizzan horse breeding in Croatia).
In the research period there were no significant changes in housing and management conditions in the stud farms, and this is similar to management conditions in other countries (Zechner et al., 2001) . The horses were kept all day in pastures, and during the night they were withdrawn to stables. Thus, the condition of horses depended only on pasture quality at the particular year. The foals were weaned at approximately 6 mo of age as a whole group. A tradition is that a group contains foals born within a period of 1 mo (personal communications with the staff at each stud farm). Most of the horses were born in spring or fall.
Measurements were taken at birth (or within 24 h) and at approximately 6, 12, 24, and 36 mo of age. According to the protocol (personal communication with stud masters), these later measurements were taken for the whole measuring group as determined at birth. A group consisted of horses born within 30 d. However, date and actual age at later measurement were not formally recorded for most horses. Groups were therefore reconstructed from birth date within stud-farms, the difference in actual ages following the difference in their birth dates. The groups were constructed as clusters using the Fastclus procedure (SAS Inst. Inc., Cary, NC).
Pedigree records were available since 1872 and include pedigree data from National Lipizzan Stud books in other countries (e.g., Piber in Austria and Lipica in Slovenia) as well as in Croatia. There were 1,458 horses included in the pedigree. The data structure in Table 1 is shown after editing for outliers as follows: each measurement at a particular age and the difference between measurements at different ages were compared with the mean values of all horses. A measurement was deleted if it or the differences were more than 3.5 standardized residuals from the respective means.
Models and Covariance Structures
Variance and covariance components were estimated by using REML from animal models of the general form:
where y is the vector of observations for the body shape traits, observations at ages nested within horses; β denotes the vectors of fixed effects, including age as a class variable, difference in birth date among particular measuring group of horses used as a covariate, sex, stud-farm × birth year × birth season, age of dam, and interactions of horse age with all other effects; a is the random vector of additive genetic effects (animal effects); m is the random vector of maternal effects (environmental); ε is the vector of errors; and X, Z a , and Z m are known incidence matrices relating β, a, and m to y. Furthermore, for particular models that will be explained later, it was possible to partition the error term to permanent and temporary environment effects:
where c is the random vector of permanent environmental effects due to repeated measurements on the same animal; e is the vector of temporary environmental effects; and Z c are known incidence matrices relating c to y. Variances of body shape of Lipizzan horses
The differences in ages within measuring groups (constructed as clusters as explained previously) were used as adjustment of different ages of horses within age class. The birth year included years from 1948 to 2000. The seasons were defined as spring (March, April, and May), summer (June, July, and August), fall (September, October, and November), and winter (December, January, and February). In the preliminary study, all the proposed fixed effects proved to be important, and their inclusion in the models was justified. The check and influence diagnostic was performed using the MIXED procedure (influence option) of SAS with only fixed effects fitted. The elements of additive genetic effects vector a and permanent environmental effects vector c were defined either as the same value for animal i across ages or as coefficients of Legendre polynomials, thus applying random regression (i.e., for animal i):
where u ik and v ik are coefficients of random regression on the standardized age t ij , (-1 < t ij < 1), when measurement j was taken, and ϕ k (t ij ) is the corresponding coefficient of Legendre polynomial of m degrees. The expected value of the observations vector is E[y] = Xβ, and the expected values of random effects were 0. The variance matrices of the random effects were
where G is a 5 × 5 additive genetic variance matrix (animal); D is a 5 × 5 maternal variance matrix (environmental); and R is a 5 × 5 error variance matrix. Also, A is the relationship matrix and I is the identity matrix, each with a subscript describing its dimension. The phenotypic variance matrix is
The variance of observation vector y is
In some cases it was possible to partition error variance matrix R to the following: C + E, where C is permanent environment variance matrix and E is temporary environment variance matrix (i.e., and The matrices G, C, and R (or C and E) were defined using various models of variance structures. A uniform structure (i.e., homogenous variance and covariance); a structure with homogeneous variance and homogeneous correlation; a structure with heterogeneous variance but homogenous correlation; or structures based on random polynomial regressions were used for G. For the uniform structure, the jk-th element of the G matrix corresponding to ages t j and t k on the same horse i is σ a 2 . In other words, the variance for each age is the same and is equal to covariance between measures taken at different ages. For the structure with homogeneous variance and correlation, the jk-th element is σ a Legendre polynomials, the jk-th element of the G matrix is φ j K a φ k , where K a is a corresponding variance matrix between the regression coefficients, and φ j and φ k are vectors of the coefficients of Legendre polynomials on standardized age t j and t k . Note that the model with uniform variance structure defined here is equivalent to the random regression model with only an intercept fitted. For the R matrix, the fit of heterogeneous exponential, heterogeneous Gaussian, or completely unstructured variance structure were compared. Unstructured model denotes that all variances and covariances are different. Explanation and definition of heterogeneous exponential and heterogeneous Gaussian is in Table 2 . By defining these 3 structures, it is not possible to partition R matrix to C and E (i.e., to permanent and temporary environment structure matrices); thus, the structures here correspond to C + E. Partition of R was possible by defining identity or diagonal structure for E and uniform structure or structure based on random polynomial regressions for C. Identity structure denotes homogeneous variance and no covariances (i.e., the jk-th element is σ 2 for all j = k and 0 otherwise), and diagonal structure denotes heterogeneous variance and no covariance (i.e., the jk-th element is σ 2 jk if j = k and 0 otherwise). Uniform structure and structure based on random polynomial regressions are similar as defined previously for G. The estimation of variances and covariances was carried out using the average information algorithm implemented in ASREML (Gilmour et al., 2006) .
Fits of the variance structure models were compared by using -2log restricted likelihood (−2logRL), Akaike information criteria (AIC), and Bayesian information criteria (BIC), given the same fixed effects in all proposed models. The AIC is defined as -2logRL + 2p and BIC is defined as -2logRL + p log(df), where p is the number of parameters and df is the residual degrees of freedom. The AIC and BIC give measure of fit adjusted to number of parameters, and -2logRL explains over-all fit. In addition, fits of the models were visualized by comparing graphs of the estimates of variance over age from the structure matrices, with the estimated variances from the model with only fixed effects fitted and unstructured error variance matrix. This unstructured error variance matrix is actually an estimation of phenotypic variance structure and will be denoted in further text as a simple phenotypic structure matrix. The proposed variance structure models were assumed adequate if the fitted curve for the phenotypic variances, calculated by summing the component variance matrices, was similar to the simple phenotypic variance curve. The adequacy of proposed variance models was also assessed by plotting the variance component functions (i.e., additive genetic, permanent environment, and temporary environment variance functions). Note again that those variance components were diagonal elements of the corresponding variance matrices, and thus, their magnitude depends on the estimated covariances as well.
The models were further checked for the covariances from the structure matrices, again comparing them with the simple phenotypic covariances (i.e., the estimations of the phenotypic covariances from the model with only fixed effects and unstructured error variance fitted). Finally, the heritability estimates were also compared.
The model building and selection of variance structures can be summarized as follows. First, a set of univariate models for each age with maternal, additive genetic, and error variances were fitted to the data. This is equivalent to a multivariate model with diagonal additive genetic, maternal, and error matrices. The next step was to estimate the simple phenotypic variance structure (from the model with unstructured error variance and only fixed effect fitted). The heterogeneity of those phenotypic variance and covariance was checked by comparing this model with 2 simpler models: a model with homogeneous phenotypic variance and homogeneous phenotypic covariance, and a model with heterogeneous phenotypic variance but homogeneous phenotypic correlation. Their AIC and BIC values were compared. Next, using unstructured error variance model, the following additive genetic variance structures compared were a structure with uniform variance and covariance, a structure with homogeneous variance and homogeneous correlation, and a structure with heterogeneous variance but homogenous correlation. Determining the best of those additive genetic structures, heterogeneous exponential and heterogeneous Gaussian structure for error were examined. Next, structures based on random regression for additive genetic variance were examined, comparing them with previous structures. Finally, a possible application of the structure based on random regression within error structure was checked. This included combination of identity or diagonal structure for temporary environment and structures based on random regression for permanent environment.
RESULTS AND DISCUSSION

Descriptive Statistics
Descriptive statistics of the body shape traits are shown in Table 3 . The decrease in SD for the withers height and increase for chest girth as horses aged suggests possible heterogeneity of variance. For all 3 traits the CV showed decrease of variability relative to the increase in means. Similar trends of decrease in variability were observed in Finnhorses by Saastamoinen (1990) , who reported that the CV decreased from birth to 36 mo from 4.4 to 2.4% for withers height, from 5.3 to 3.3% for chest girth, and from 5.9 to 4.5% for cannon bone circumference. Zechner et al. (2001) reported mean values of 166.7 and 164.7 cm for withers height, 191.3 and 193 .3 cm for chest girth, and 20.9 and 20.4 cm for front cannon bone circumference for mature Lipizzan stallions and mares, respectively, from Đakovo stud farm. is the correlation between measurements at ages t j and t k .
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Univariate Models
The univariate models (i.e., separate models for observations at each age), indicate heterogeneous error (environmental) variances among observations at different ages (Table 4) . However, relatively large SE of additive genetic variance components suggest that heterogeneity is less obvious for additive genetic components than for environmental components. The maternal variances were only significantly different from zero for birth measurements (i.e., the estimates are at least twice as large as their SE). The values of the measurements at 6 mo are much smaller than at birth and with relatively large SE. For other ages no maternal effect was observed. In further analyses, maternal effects at birth and 6 mo were included in the models for withers height and chest girth and only at birth for cannon bone circumference.
Simple Phenotypic Variances and Covariances
Simple phenotypic variance and covariance were estimated from the model with only fixed effects and unstructured error variance. The heterogeneity of phenotypic variance and covariance were checked by comparing this model with a model with homogeneous phenotypic variance and homogeneous covariance and 
Analysis of the Proposed Models
The fit of the proposed models was evaluated by comparing their -2 logRL, AIC, and BIC values (Tables 6 to 8). Only the better fitting models for each trait are reported. The order of models in the tables is according to model building (i.e., according to proposed sequential comparison). The -2 logRL, AIC, and BIC were expressed as difference from the model with no heterogeneity assumed (i.e., with identity structure for temporary environment and uniform for additive genetic, maternal effect, and permanent environment, often called a repeatability model; for more details see Mrode, 2006) . All proposed heterogeneous structure models were superior to the repeatability model. This again confirms heterogeneity and the necessity of applying heterogeneous covariance models.
It can be seen from Tables 6 to 8 that the smallest values of the log -2logRL for each trait is for unstructured error models. A question was whether some simpler structure, but still sufficient to explain covariance heterogeneity, can be applied. For this purpose the heterogeneous exponential and heterogeneous Gaussian models were analyzed (Tables 6 to 8 ). Their −2logRL and AIC were inferior to unstructured error variance models; however, for the exponential structure the BIC was not so different to unstructured errors and was thus considered for further analysis. Note, that for those 3 structure models, the error structure contains both permanent and temporary environment components.
Given the unstructured error variance model, a uniform structure and structures with homogeneous correlation along with homogeneous or heterogeneous variance for additive genetic variance matrix were examined. According to AIC and BIC values, homogeneous correlation structures did not prove to be better compared with uniform additive genetic structure.
There were very small differences between models containing uniform structure and structure based on linear random regression for additive genetic variance matrices. For withers height AIC values are essentially the same (i.e., −201.2 compared with −201.6), and BIC value is smaller for the uniform structure (i.e., −119.6 compared with −108.4; Table 6 ). For chest girth AIC and BIC were smaller for the uniform structure (Table  7) . For cannon bone circumference, the difference in AIC between uniform structure and structure based on linear random regression is only 0.5 (i.e., −136.6 compared with −137.1), and BIC is again smaller for the uniform structure (i.e., −69.9 compared with −49.8; Table 8 ). Regarding quadratic random regression, the fit was even worse according to AIC and BIC for withers height and was even impossible to obtain any plausible result for other traits. This implies that generally the uniform structure is sufficient for these data.
The model fit was also explored by comparing graphs of the overall and variance components functions with the simple phenotypic variance function from the mod- Difference is expressed relative to the model with uniform covariance structure for all random effects and identity for the temporary environment term. Variances of body shape of Lipizzan horses els with only fixed effects fitted and unstructured error variance (Figures 1 to 3) . Those variances were estimated diagonal elements from the variance structure matrices. Figure 1 provides additional evidence that a satisfactory overall fit for withers height was obtained by fitting unstructured error variances. The uniform variancecovariance structure, uniform correlation structure or the structures based on random regression for additive genetic effects showed very similar phenotypic variance fit, that is, only slightly differences at birth and at the age of 36 mo can be observed (Figure 1 ). However, choosing structure models with homogeneous or heterogeneous additive genetic variance also influenced the estimates of error variances in an attempt to get plausible phenotypic variances. The structure model based on quadratic random regression also fits the phenotypic variance well, but it is not likely that estimated additive genetic should decrease until age 30 and begin to increase again as shown in Figure 1E . This indicates overparameterization, that is, using higher polynomial order than necessary could actually give an unsatisfactory variance components fit. It is known that problems of fitting the higher order polynomials can be problematic with small sample size (Kirkpatrick et al., 1994; Meyer, 1998) , and generally there are computational problems (Albuquerque and Meyer, 2005) .
Further comparison of the structure models based on random regression and uniform structure can be performed by examining SE of the estimated variances and covariances of the random regression coefficients. Recall that fitting a uniform variance structure is equivalent to fitting random regression with only the intercept defined. For withers height, only the variances of the intercepts differ significantly from zero (i.e., the estimates are at least twice as large as their SE; Table 9 ). Difference is expressed relative to the model with uniform covariance structure for all random effects and identity for the temporary environment term.
This suggests that coefficients of first and second order (i.e., linear and quadratic regression coefficients) are not needed in the model.
It is interesting to note that the model with random regression coefficients for additive genetic and permanent environment effects, along with the diagonal temporary environment variance structure, did not fit appropriately ( Figure 1F ). Although this model is often used in animal science applications (Fischer et al., 2004; Meyer, 2005; Coffey et al., 2006) , several problems were observed for the data in the present study. Regarding phenotypic variance, the fit was not as good as for the models with unstructured errors. Furthermore, the additive genetic variance reduces over age, but the permanent environment variance (i.e., nongenetic animal component) increases, especially at the last time point. As the model tries to fit error as permanent + temporary environment, by increasing permanent environment variance (which also depends on fitted covariance), it artificially decreases temporary environment variance. A similar problem was observed for the model with the diagonal temporary environment variance structure, permanent environment variance structure based on linear random regression and uniform additive genetic variance structure (figure not shown). Thus, regardless of favorable BIC value (Table 6) , because BIC tends to penalize more for number of parameters than AIC, it can be concluded that these models were not able to separate variance components satisfactory.
Another model with favorable BIC, due to small number of parameters, was the models with heterogeneous exponential errors (Table 6) . Again, the graph shows a poor overall fit, especially for birth and age 6 mo ( Figure 1C ). This confirms the results from Table  6 regarding inadequate −2logRL and AIC values for that model.
For the variance components structures, it is difficult to apply a formal goodness-of-fit test for comparison of the proposed models. Ideally, one would like to fit separate unstructured variance models for each random effect. Goodness of fit for simpler structure models would be then obtained by comparing their estimated variances and covariances for measurements at each age point with the variances and covariances from the unstructured models, using, for example, chi-squared distributions. However, it may be difficult or even impossible to fit such a complicated structure with so many parameters. In the present study it was impossible to fit the unstructured additive genetic variance model because the additive genetic correlation was very large, essentially one as estimated by homogeneous correlation structures, and the probability that the unstructured parameter values corresponding to the maximum of the REML function lie within the positive definite parameter space is quite low (Hill and Thompson, 1978) .
Similarly, for chest girth and cannon bone circumference, the models with unstructured error variances showed better fit compared with other models. Similar fit problems concerning variance components were observed as for withers height. Thus, for those traits, only the graphs of selected model with unstructured errors are shown (Figures 2 and 3) . For chest girth the model with homogenous additive genetic correlation fits overall (phenotypic) variance well, but additive genetic variance shows some unexplainable fluctuations (Figure 2) . For cannon bone circumference, the models with homogeneous additive variance appear more reasonable than those with heterogeneous variance because it is less likely that error variance would decrease and additive variance would increase (Figure 3) .
Because proposed variance structures differ in the definition of covariances, the differences in fitting of Difference is expressed relative to the model with uniform covariance structure for all random effects and identity for the temporary environment term.
covariances must be examined. Again, covariances from proposed models were compared with the simple phenotypic covariances. Greater differences in variances for particular age were connected with greater differences in corresponding covariances. An illustration is given in Figure 4 . Covariances from 3 models were compared with the simple phenotypic covariances. The models are unstructured error and uniform additive genetic variance (R unstructured, G uniform), unstructured error and additive genetic structure based on linear random regression (R unstructured, G linear), and exponential error and uniform additive genetic structure (R exponential, G uniform). Covariances between measurements at birth and all other ages, and measurements Figure 1 . Variances for withers height of Lipizzan horses: A) unstructured error and uniform additive genetic; B) unstructured error and heterogeneous additive genetic variance with homogeneous correlation; C) heterogeneous exponential error and uniform additive genetic; D) unstructured error and additive genetic based on linear random regression; E) unstructured error and additive genetic based on quadratic random regression; and F) diagonal temporary environment and additive genetic and permanent environment based on linear random regression.
at 36 mo and all other ages are shown. The model with heterogeneous exponential error and uniform additive genetic structure showed considerable differences from simple phenotypic variances for birth and 36 mo of age as seen in Figure 1C . The difference can be seen in corresponding covariances as well (Figure 4) . Similarly, for models with unstructured error and additive genetic uniform structure and structure based on linear random regression, differences in variances (although slight) correspond to differences in covariances. Very similar patterns were observed for all other models and thus results are not shown.
There is disagreement in the literature regarding inclusion of birth measurements in analysis of overall growth. In the study of beef calves in Australia, Meyer (2001) demonstrated that inclusion of birth weight required an increased order of polynomial. In a lamb growth study, Fischer et al. (2004) argued that birth weights can be accompanied by unexplained noise, often because of variation in the proximity of the weighing to birth, as well as maternal factors. In the present study, maternal variances were included for the birth measurements. This was justified because estimates were significantly greater than zero (the estimates were at least twice as large as their SE; Table 4 and Tables  10 to 12 ). In the preliminary studies, models without birth measurement were explored, but the shape of the variance curves for later age were very similar to those with birth data included.
In the literature, diverse variance-covariance structure models applied to different species and traits have been described. For example, random regression has been successfully applied to growth data for beef cattle (Arango et al., 2004; Meyer, 2004; Riley et al., 2007) and sheep (Lewis and Brotherstone, 2002; Fischer et al., 2004) . Parametric covariance structures have been applied to beef cattle data (Meyer, 2001; Albuquerque and Meyer, 2005) . Bermejo et al. (2003) used a random regression model for additive genetic effects and different combinations of covariance structures to model environmental effects for daily feed intake in pigs. Briefly, different models for explaining changes in variability were found to be appropriate for different populations. In this study, the appropriate variance structure model for Lipizzan horses depends mainly on environment (environmental variability and measurement error). Once they are appropriately accounted for, the additive Table 9 . Additive genetic variances and their SE of the random regression coefficients for withers height of Lipizzan horses genetic curves (both the mean and variance) seem to be stable. Measurements taken at approximately fixed ages facilitate exploration of a large range of models, which can be easily compared with unstructured error models. Further, some smoothing and possible use of parametric models can be applied; however, caution is necessary because of sampling problems due to the relatively small population. This includes the problem of partial overlapping of random effects. The use of the models with a structure for error that does not separate temporary and permanent environment and measurement error can be satisfactory if we are interested mainly in estimating additive genetic (or other genetic) variances and covariances and their ratio to phenotypic variances and covariances. Exploration of the shapes of variance and covariance components curves is mandatory because selection of the model depends not only on overall, phenotypic fit, but on component fit as well.
Although, the uniform structure for additive genetic variability did not prove to be inferior to the structure based on polynomials with higher degrees, this does not mean explicitly that there is no change in genetic variability over age. It may be that there was not enough information to fit a model with structure based on polynomials that would partition variances of random effects adequately (as shown in Figure 1 ). However, to our knowledge, there has not been systematic selection in Lipizzan horses for changing the growth curves, especially not for the traits measured, and it could be that changes in genetic variability over age are small compared with environmental variability, and that is why the uniform variance structure is satisfactory. Changes in nongenetic and environmental variability over age are more important (or better said, much greater in value) than changes in genetic variability. Measuring body shape of horses with a tape may have errors that change over age (i.e., it can be more difficult to measure a horse at one age than another). However, it was not possible from information from these data to separate measuring errors from other unexplained environmental variability.
Heritability and Correlation Estimates
Variances and heritability estimates from the models with unstructured error variances and several additive variance structures (i.e., best models from previous model building process), are shown in Tables 10 to 12 . When fitting homogeneous correlation structures for withers height and chest girth, the estimate of additive genetic correlation was 1. The estimated correlations for cannon bone circumference were 0.91 and 0.97 in homogeneous and heterogeneous variance models, respectively.
As shown in Figures 1 to 3 , choosing a model with homogeneous or heterogeneous additive genetic variance also influences the estimates of error variances in an attempt to get plausible phenotypic variances. The heritability estimates change accordingly (Tables  10 to 12 ). It is reasonable to assume that heritability does not change abruptly and in a larger extent. The heritability estimates for chest girth and cannon bone circumference confirmed that the models with homoge- Figure 4 . Covariances for withers height of Lipizzan horses A) between birth height and heights at all other ages and B) between height at age 36 mo and heights at all other ages. The models compared are unstructured error and uniform additive genetic variance (R unstructured, G uniform), unstructured error and additive genetic based on linear random regression (R unstructured, G linear), exponential error and uniform additive genetic (R exponential, G uniform), and simple phenotypic (P simple). neous additive genetic variance were sufficient for these data, as already shown by comparing AIC and BIC values and variance curves (Tables 7 and 8 ; Figures 2 and  3) . The heritability estimates for withers height clearly depended on whether homogeneous or heterogeneous additive genetic variance was modeled. The heritability decreased over age following uniform additive genetic variance structure, and it is more consistent when the structure based on linear random regression was applied. This implies heterogeneity; however, most likely because of small data set, the later structure model did not prove to be better according to AIC and BIC, and the variances of the random regression coefficients were not significant, as shown previously (Tables 5 and 6 ). Also, the SE of additive genetic variances were smaller for the uniform structure (Table 10) . The estimates of heritability for withers height obtained in this study from the models with unstructured error variance matrices ranged from 0.17 to 0.33 (Table  10) . They were less than estimates obtained by Saastamoinen (1990) for Finnhorses in which heritability estimates ranged from 0.25 (paternal half-sib analysis) and 0.46 (offspring on dam regression) at birth to 0.31 (paternal half-sib analysis) and 0.45 (offspring on dam regression) at 36 mo. For Thoroughbreds, Hintz et al. (1978) For chest girth in the present study, the estimated heritability at birth from the model with unstructured error and homogeneous additive genetic variance matrices was 0.18, and at later ages was less, ranging from 0.07 to 0.12 (Table 11) . Saastamoinen (1990) applying a paternal half-sib analysis, reported heritability estimates of 0.18 at birth and 0.52 at 36 mo in Finnhorse. For mature Lipizzan horses, Zechner et al. (2001) estimated a heritability of 0.26.
For cannon bone circumference, notable changes of heritability estimates over age, from the model with unstructured error and homogeneous additive genetic variance matrices, were not observed in the present study (Table 12 ). The heritability estimates varied from 0.14 to 0.17. Saastamoinen (1990) obtained estimates of heritabilites of cannon bone circumference in Finnhorse of 0.33 at birth and 0.54 at 36 mo. In Thoroughbreds, Hintz et al. (1978) reported an increase in heritability estimates from 0.17 (0-to 44-d-old horses), up to 0.77 (450-to 714-d-old horses). Much greater heritability estimate for canon bone circumference (0.52) were obtained by Zechner et al. (2001) in mature Lipizzan horses.
In general, the heritability estimates obtained in this study are smaller than those estimated in other studies. The estimates obtained in those studies were based on simpler models (paternal half-sib analysis and univariate or multivariate animal models neglecting covariance-variance structure). The SE of heritability estimates reported in other studies were much greater than those obtained in this study. For example, the SE of heritabilities in Saastamoinen (1990) ranged from 0.15 to 0.24, whereas those in Zechner et al. (2001) varied from 0.09 to 0.12.
Phenotypic correlations for withers height from the model with unstructured error variances and uniform additive genetic variance structure are shown in Table  13 . For all traits, the phenotypic correlations decreased as measurements were made further apart in time. This is what is naturally expected. The correlations between adjacent measures in older ages are greater than those in earlier ages. For example, the correlation for withers height between ages 24 and 36 mo was 0.67, and between ages 12 and 24 mo was 0.55. The same trend, but with greater estimated correlations (for example, for withers height measured between birth and 36-moold horses the correlations ranged from 0.33 to 0.86), was reported by Saastamoinen (1990) for Finnhorses. For Thoroughbreds, Hintz et al. (1979) also reported greater correlations compared with the present study.
In conclusion, the choice of the appropriate model depends not only on overall fit, but also on the fit of additive genetic and environmental components. For example, a higher order random polynomial regression may improve overall, phenotypic fit and at the same time could actually worsen variance component fit. Although a formal test may be difficult to apply, variance component fit can be verified by examining graphs of variance and covariance components functions and checking SE of the estimates.
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