This paper aims at putting forward several types of convergence concepts of complex uncertain random sequences. The relations among convergence concepts are derived by some limit theorems. In addition, for illustrating of convergence theorems, lots of examples are derived. Finally, a lot of counterexamples about relationships between convergence concepts are stated.
Introduction
When no samples are available to estimate a probability distribution, the researcher has to invite some domain experts to evaluate the belief degree that each event will happen. Perhaps some people think that the belief degree should be modeled by subjective probability or fuzzy set theory. However, it is usually inappropriate because both of them may lead to counterintuitive results in this case. In order to rationally deal with personal belief degrees, uncertainty theory was founded in 2007 and consequently studied by many researchers. Nowadays, uncertainty theory has become a branch of mathematics. In fact, the world is neither random nor uncertain, but sometimes it can be analyzed by probability theory, and sometimes by uncertainty theory. In order to derive our main results, we recall several works in this topic.
After the introducing of uncertain measure, as a fundamental device in uncertainty theory, Liu [10] presented the concept of uncertain variable. For describing an uncertain variable, the concept of uncertainty distribution is introduced by Liu [13] . After introducing uncertainty distribution, Liu [14] proposed the concept of inverse uncertainty distribution, and a sufficient and necessary condition for it is verified by Liu [15] . As major applications of uncertainty theory on uncertain system, the concept of reliability index is presented by Liu [14] . Gao and Yao [8] studied the reliability index of uncertain lifetime in the case of k-out-of-n systems. Since, complex quantities are applicable in two-dimensional potential flow, alternating current and so on, Peng [19] introduced the concept of complex uncertain variables for modeling complex quantities in uncertainty theory. Chen et al. [4] established several formulas for calculating the variance and pseudo-variance of complex uncertain variables. Furthermore, convergence theorems of complex uncertain sequences are studied by Chen et al. [3] .
As a mixture of uncertainty theory and probability theory, the concept of uncertain random variable is introduced by Liu [16] . Also, Liu [16] studied the concepts of expected value and variance of uncertain random variables. Furthermore, as major device in chance theory, Liu [17] presented operational law of uncertain random variables. After that, several scholars devoted their studies to applications of uncertain random variables, for instance Guo and Wang [9] , Gao et al. [5] , Ahmadzade et al. [1, 2] , Gao and Sheng [6] , Liu and Ralescu [18] , and Gao and Yao [8] . For modeling complex quantities in chance theory, Gao et al. [7] introduced the concept of complex uncertain random variables. Also, Gao et al. [7] presented the concepts of complex chance distribution and expected value for describing and ranking a complex uncertain variable, respectively. Furthermore, the variance of a complex uncertain random variable was studied.
The rest of this paper is organized as follows. Some basic concepts and theorems about uncertainty theory and chance theory are presented in Section 2 including some concepts of uncertain random variables, expected value, variance. Several convergence concepts of complex uncertain random variables are introduced in Section 3. Also, some limit theorems for complex uncertain random sequences are established. Furthermore, for better illustrations of limit theorems, several examples are stated in this section. Finally, some brief conclusions are given in Section 4.
Preliminaries
In this section, we review some concepts concerning uncertainty theory and chance theory, including uncertain variable, complex uncertain variable, chance distribution, operational law, expected value, variance.
Uncertain Variables
In this subsection, we provide several concepts of uncertainty theory that will be used throughout the paper. For more details, see [10, 12] . 
is called an uncertainty space. Furthermore, the product uncertain measure on the product σ-algebra L is defined by Liu [12] as follows:
Definition 1 (Liu [10] ) An uncertain variable ξ is a function from an uncertainty space (Γ, L, M) to the set of real numbers such that {ξ ∈ B} is an event for any Borel set B.
Definition 2 (Liu [10] ) The uncertain variables ξ 1 , ξ 2 , · · · , ξ n are said to be independent if
for any Borel sets B 1 , B 2 , · · · , B n of real numbers.
Theorem 1 (Liu [10] ) Suppose that ξ 1 , ξ 2 , · · · , ξ n are independent uncertain variables, and f 1 , f 2 , · · · , f n be measurable functions. Then f 1 (ξ 1 ), f 2 (ξ 2 ), · · · , f n (ξ n ) are independent uncertain variables.
Definition 3 (Liu [12] ) The uncertainty distribution Φ of an uncertain variable ξ is defined by Φ(x) = M{ξ ≤ x} for any real number x.
Definition 4 (Liu [12] ) Let ξ be an uncertain variable with regular uncertainty distribution Φ(x). Then the inverse function Φ −1 (α) is called the inverse uncertainty distribution of ξ.
Theorem 2 (Liu [12] ) Let ξ 1 , · · · , ξ n be independent uncertain variables with regular un-
is an uncertain variable with inverse uncertainty distribution
Definition 5 (Peng [19] ) A complex uncertain variable is a measurable function τ from an uncertainty space (Γ, L, M) to the set of complex numbers, i.e., for any Borel set B of complex numbers, the set
is an event.
Definition 6 (Peng [19] ) The complex uncertainty distribution Φ(x) of a complex uncertain variable ξ is a function from C to [0, 1] defined by
for any complex number z.
Definition 7 (Chen et al. [4] ) The complex uncertain random sequence {ξ n , n ≥ 1} is said to be convergent in measure to ξ if
Definition 8 (Chen et al. [4] ) The complex uncertain sequence {ξ n , n ≥ 1} is said to be convergent in mean to ξ if
E||ξ n − ξ|| = 0.
Definition 9 (Chen et al. [4] ) Let Φ, Φ 1 , Φ 2 , · · · be the complex uncertainty distributions of complex uncertain variables ξ, ξ 1 , ξ 2 , · · · , respectively.We say the complex uncertain random sequence {ξ n , n ≥ 1} converges in distribution to ξ if
for any continuous point z of Φ.
Uncertain Random Variable
The chance space refers to the product (Γ,
is an uncertainty space and (Ω, A, Pr) is a probability space, respectively.
Definition 10 (Liu [16] ) Let (Γ, L, M) × (Ω, A, Pr) be a chance space, and Θ ∈ L × A be an uncertain random event. Then the chance measure of Θ is defined as
It is mentioned that a chance measure satisfies normality, duality, and monotonicity properties, that is (i) Ch{Γ × Ω} = 1; (ii) Ch{Θ} + Ch{Θ c } = 1 for any event Θ; (iii) Ch{Θ 1 } ≤ Ch{Θ 2 } for any real number set Θ 1 ⊂ Θ 2 , for more details, see Liu [16] . Besides, the subadditivity of chance measure is proved by
Definition 11 (Liu [16] ) An uncertain random variable is a measurable function ξ from a chance space (Γ, L, M) × (Ω, A, Pr) to the set of real numbers, i.e., {ξ ∈ B} is an event for any Borel set B.
Theorem 3 (Liu [16] ) Let ξ 1 , ξ 2 , ..., ξ n be uncertain random variables on the chance space (Γ, L, M) × (Ω, A, Pr) and let f be a measurable function. Then
is an uncertain random variable determined by
To describe an uncertain random variable, Liu [17] presented a definition of chance distribution.
Definition 12 (Liu [17] ) Let ξ be an uncertain random variable. Then its chance distribution is defined by
The chance distribution of a random variable is just its probability distribution, and the chance distribution of an uncertain variable is just its uncertainty distribution.
Theorem 4 (Liu [17] ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , respectively, and let τ 1 , τ 2 , · · · , τ n be uncertain variables. Then the uncertain random
where
Definition 13 (Liu [17] ) Let ξ be an uncertain random variable. Then its expected value is defined by
provided that at least one of the two integrals is finite.
Let Φ denote the chance distribution of ξ. Liu [17] gave a formula to calculate the expected value of uncertain random variable with chance distribution, that is,
Theorem 5 (Liu [16] ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , respectively, and τ 1 , τ 2 , · · · , τ n be independent uncertain variables (not necessarily independent). Then the uncertain random
is the expected value of the uncertain variable f (y 1 , · · · , y m , τ 1 , · · · , τ n ) for any real numbers y 1 , · · · , y m .
In order to study the convergence theorems of uncertain random sequences, Ahmadzade et al. [2] introduced the following concepts of convergence: Definition 14 (Ahmadzade et al. [2] ) An uncertain random sequence {ξ n , n ≥ 1} is said to be almost surely convergent (a.s.) to an uncertain random variable ξ if there exists an event Θ with Ch{Θ} = 1 such that
Definition 15 (Ahmadzade et al. [2] ) An uncertain random sequence {ξ n , n ≥ 1} is said to be convergent in measure to an uncertain random variable ξ if
for any > 0.
Definition 16 (Gao et al. [7] ) A complex uncertain random variable is a function ξ from a chance space (Γ × Ω, L × A, M × Pr) to the set of complex numbers such that {ξ ∈ B} = {(γ, ω) ∈ Γ × Ω|ξ(γ, ω) ∈ B}is an event in Γ × Ω for any Borel Set B of complex numbers.
Definition 17 (Gao et al. [7] ) Let ξ be a complex uncertain random variable. Then the complex chance distribution of ξ is defined by
for any complex number z = x + iy. Now, in order to study properties of complex uncertain random sequence, we introduce the following convergence concepts:
Definition 18
The complex uncertain random sequence {ξ n , n ≥ 1} is said to be convergent in measure to ξ if
Definition 19
The complex uncertain random sequence {ξ n , n ≥ 1} is said to be convergent in mean to ξ if
It is mentioned that for ξ = τ n + iη n and ξ = τ + iη, ||ξ n − ξ|| is computed as follows:
where, τ, τ 1 , · · · are uncertain variables and η, η 1 , · · · are random variables. Furthermore, it is obvious that {||ξ n − ξ||, n ≥ 1} is a sequence of uncertain random variables.
Definition 20 Let Φ, Φ 1 , Φ 2 , · · · be the complex chance distributions of complex uncertain random variables ξ, ξ 1 , ξ 2 , · · · , respectively.We say the complex uncertain random sequence {ξ n , n ≥ 1} converges in distribution to ξ if
for all continuous point z of Φ.
Convergence Theorems of Complex Uncertain Random Sequences
In this section, we establish several convergence theorems for complex uncertain random sequences. Furthermore, for illustration of convergence concepts, we derive several examples and counterexamples.
Theorem 6
If the complex uncertain random sequence {ξ n , n ≥ 1} converges in mean to ξ, then {ξ n , n ≥ 1} converges in measure to ξ.
Proof: By using Markov's inequality, we have
i.e. the sequence {ξ n , n ≥ 1} converges in measure.
Theorem 7 Suppose that {τ n , n ≥ 1} is a sequence of uncertain variables and {η n , n ≥ 1} is a sequence of random variables. If {τ n , n ≥ 1} converges in measure to τ and {η n , n ≥ 1} converges in probability η, then the sequences {ξ n = τ n + iη n , n ≥ 1} and {ξ n = η n + iτ n , n ≥ 1} converge in measure to ξ = τ + iη and ξ = η + iτ , respectively.
Proof: By using definition of convergence in measure, we should prove
On the other hand, subadditivity axiom of chance measure implies that
Since, the sequence {τ n , n ≥ 1} converges in measure to τ and {η n , n ≥ 1} converges in probability to η, relation (1) implies that
By using the similar method, we can prove that {ξ n , n ≥ 1} converges in measure to ξ . The following example satisfies the conditions of Theorem 6 and 7.
Example 1 Let {η n , n ≥ 1} be a sequence of random variables defined by
Consider an uncertainty space (Γ, L, M) to be {γ 1 , γ 2 , · · · } with
And the uncertain variables are defined by
0, otherwise,
for i = 1, 2, · · · and consider ξ n = η n + iτ n . For some small number > 0 and ξ ≡ 0, we have
as n → ∞. i.e. {ξ n , i ≥ 1} converges in measure to ξ. Also, it is easy to that {η n , n ≥ 1} converges in probability to η and {τ n , n ≥ 1} converges in measure to τ . On the other hand,
, where
Therefore,
That is, the sequence {ξ n , n ≥ 1} converges in mean to ξ.
Following example is a counterexample showing that the converse of the Theorem 6 is not true in general.
Example 2 Suppose that (Ω, A, Pr) is a probability space on the interval [0, 1] with Borel algebra and Lebesgue measure. The random variables are considered as follows:
Take an uncertainty space (Γ, L, M) to be {γ 1 , γ 2 , · · · } with
The uncertain variables are defined by
Suppose that ξ n = τ n + iη n and ξ ≡ 0. Then we have
as n → +∞. This means the sequence {ξ n , n ≥ 1} converges in measure to ξ. However,
as n → ∞, i.e. the sequence {ξ n , n ≥ 1} does not converge in mean to ξ.
Theorem 8 Suppose that {τ n , n ≥ 1} is a sequence of uncertain variables and {η n , n ≥ 1} is a sequence of random variables. If {τ n , n ≥ 1} converges in measure to τ and {η n , n ≥ 1} converges in probability η, then the sequences {ξ n = τ n + iη n , n ≥ 1} and {ξ n = η n + iτ n , n ≥ 1} converge in distribution to ξ = τ + iη and ξ = η + iτ , respectively.
Proof: For a continuity point of the complex chance distribution Φ such as z = x + iy, we obtain {τ n ≤ x, η n ≤ y} = {τ n ≤ x, η n ≤ y, τ > u, η > v}
for any u > x, v > y. The subadditivity axiom of chance measure implies that
Since the sequence {τ n , n ≥ 1} converges in measure to τ and {η n , n ≥ 1} converges in probability to η, respectively, we obtain lim sup
for any u > x, v > y. Since z is a continuity point of Φ, we have lim sup
by letting u + iv → x + iy. Now, by considering u < x and m < y, we have
Then the subadditivity axiom of chance measure implies that
Since the sequence {τ n , n ≥ 1} converges in measure to τ and {η n , n ≥ 1} converges in probability to η, respectively, we obtain
Since z is a continuous point of Φ, we have
by letting w + im → x + iy. The relations (2) and (3) imply that
i.e. the sequence {ξ n , n ≥ 1} converges in distribution to ξ. The similar proof can be written for the sequence {ξ n , n ≥ 1}. Thus the proof is finished. The following example is an evidence of Theorem 8.
Example 3 Let {η n , n ≥ 1} be a sequence of random variables defined by
Considering ξ n = τ n + iη n , we have
On the other hand, the complex uncertainty distribution of ξ is Therefore, the sequence {ξ n , n ≥ 1} converges to ξ in distribution. For some small number > 0 and ξ ≡ 0, we have Ch{||ξ n − ξ|| > } = E P r [M{η i.e. {ξ n , n ≥ 1} converges in measure to ξ.
Following example is a counterexample showing that the converse of the Theorem 8 is not true in general.
Example 4 Consider a symmetric coin with η = 1 for heads and η = 0 for tails, and let η n = 1 − η, n ≥ 1. Take an uncertainty space (Γ, L, M) to be {γ 1 , γ 2 } with M{γ 1 } = 1 2
and M{γ 2 } = 1 2 . We define an uncertain variable as
We also define τ n = −τ , ξ n = τ n + iη n and ξ = τ + iη. Then ξ n and ξ have the same chance distribution. Thus {ξ n , n ≥ 1} converges in distribution to ξ. However, for some small number > 0, we have That is, the sequence {ξ n , n ≥ 1} does not converge in measure to ξ.
Conclusions
Several types of convergence concepts of complex uncertain random sequences were introduced in this paper. For illustrating relations among convergence concepts, several examples, counterexamples and theorems were stated and proved. It is mentioned that, if an complex uncertain random sequence reduced to the case of complex uncertain variable, all results are right.
