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ABSTRACT
The global aim of this dissertation is to develop advanced statistical modeling to under-
stand the genetic basis of complex polygenic traits. In order to achieve this goal, this
dissertation focuses on the development of (i) a novel methodology to detect genetic vari-
ants with different inheritance patterns formulated as a Bayesian model selection problem,
(ii) integration of genetic data and non-genetic data to dissect the genotype-phenotype as-
sociations using Bayesian networks with family-based data, and (iii) an efficient technique
to model the family-based data in the Bayesian framework.
In the first part of my dissertation, I present a coherent Bayesian framework for selec-
tion of the most likely model from the five genetic models (genotypic, additive, dominant,
codominant, and recessive) used in genetic association studies. The approach uses a poly-
nomial parameterization of genetic data to simultaneously fit the five models and save
computations. I provide a closedform expression of the marginal likelihood for normally
distributed data, and evaluate the performance of the proposed method and existing meth-
ods through simulated and real genomewide data sets.
The second part of this dissertation presents an integrative analytic approach that
utilizes Bayesian networks to represent the complex probabilistic dependency structure
among many variables from family-based data. I propose a parameterization that extends
iv
mixed effects regression models to Bayesian networks by using random effects as additional
nodes of the networks to model the between-subjects correlations. I also present results of
simulation studies to compare different model selection metrics for mixed models that can
be used for learning BNs from correlated data and application of this methodology to real
data from a large family-based study.
In the third part of this dissertation, I describe an efficient way to account for family
structure in Bayesian inference Using Gibbs Sampling (BUGS). In linear mixed models, a
random effects vector has a variance-covariance matrix whose dimension is as large as the
sample size. However, a direct handling of this multivariate normal distribution is not com-
putationally feasible in BUGS. Therefore, I propose a decomposition of this multivariate
normal distribution into univariate normal distributions using singular value decomposition
and implementation in BUGS are presented.
v
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1Chapter 1
Introduction
The overall theme of my dissertation is to develop advanced statistical modeling to un-
derstand the genetic basis of complex polygenic traits. In order to achieve this goal, my
dissertation focuses on: 1) detection of genetic variants with different inheritance patterns
formulated as a Bayesian model selection problem; 2) integration of genetic data and sub-
phenotypes of the trait of interest to dissect the genotype-phenotype associations using
network modeling; and 3) efficient technique to model the correlated (family) data in the
Bayesian framework.
In the first part of my dissertation, I present a Bayesian polynomial model of genetic
data that can simultaneously parameterize the five different genetic models (2-df general,
additive, dominant, co-dominant, and recessive) commonly used in genetic association
studies. I show that the five genetic models are special cases of the proposed polynomial
parameterization. There is a convenient transformation between the polynomial model
(2 degrees of freedom model) and other four specific genetic models (1 degree of freedom
model) by utilizing the fact that the parameters in the four specific models are constrained
by a linear contrast of the parameters in the polynomial model. Assuming that all genetic
models are equally likely a priori, I propose to use the marginal likelihood to select the
most likely genetic model given the observed data. Computationally, the advantage of this
parameterization is that fitting a single polynomial model is sufficient to estimate the effect
of each genetic variant under each genetic model, instead of fitting five models, and the
marginal likelihood of different genetic models can be derived from a single polynomial
model. The theoretical advantage of this approach is to provide a coherent Bayesian
framework for the selection of the most likely genetic model by scoring each model by the
marginal likelihood. This work is forthcoming in Bayesian Analysis ([5]).
The second part of my dissertation presents an integrative analytic approach that uti-
2lizes the formalism of Bayesian networks (directed acyclic graphical model) to represent
the complex probabilistic dependency structure among many variables in family-based cor-
related data. By building a joint network model which includes genetic and non-genetic
factors as well as sub-phenotypes (or trait-related intermediate phenotypes) of the target
trait, this method provides an integrative approach that allows for better understanding
of the biological mechanism that translates genotype to phenotype, which simple genetic
association analyses are not able to capture. However, many well-known approaches for
structural learning of directed graphical models assume that data are a random sample of
independent and identically distributed (IID) observations. Therefore, data from family-
based study designs in which individuals within the same pedigree are correlated provide a
layer of complexity that affects decomposition of model likelihood, model selection metric,
and model search procedures. I propose a parameterization in which mixed effects regres-
sion models are used to model each node given the parent nodes to account for the family
structure. However, an additional challenge is that there is a lack of consensus on which
model selection metrics should be used when mixed models are used. Thus, I evaluate
various model selection metrics using simulaton studies for continuous data and time-to-
event data. As a by-product of simulation studies for the time-to-event trait, I also derive
a heritability-like estimate for the time-to-event trait on the log-hazard scale so that the
genetic component of the trait can be controlled in the simulation design. Then, a specific
example of a network which incorporates genetic data, blood biomarkers, and a survival
trait from a large-scale family-based data is presented.
In the third part of my dissertation, I describe an efficient way to account for family
structure in Bayesian inference Using Gibbs Sampling (BUGS) [46]. In linear mixed models,
the family structure is typically accounted for by introducing a random effects vector that
follows a multivariate normal distribution with zero mean vector and variance-covariance
matrix that is proportional to additive relationship matrix (or twice the kinship matrix).
However, a direct handling of a multivariate normal distribution is not computationally
feasible in BUGS. Therefore, decomposition of this multivariate normal into univariate
3normal distributions is crucial. I show how a high-dimensional covariance matrix can be
decomposed using singular value decomposition and implementation using the BUGS code.
4Chapter 2
Bayesian Polynomial Regression Models to Fit Multiple Genetic Models
for Quantitative Traits
2.1 Introduction
Genome-wide association studies have been a popular approach to discover genetic variants
that are associated with increased risk for rare and common diseases ([66]). The most
common variants in the human genome are single nucleotide polymorphisms (SNPs): DNA
bases that can vary across individuals. Typically SNPs have two alleles, say A and B, and
based on the combination of SNPs alleles in each chromosome pair (the genotype), an
individual can be homozygous for the A allele if both chromosomes carry the allele A,
homozygous for the allele B if both chromosomes carry the B alleles, and heterozygous
when the two chromosomes carry the A and B alleles. Genotyping DNA was a slow and
expensive process until mid-2000, when high throughput technologies produced microarrays
that can generate the genetic profiles of an individual in hundreds of thousands to millions
of SNPs, and the technology was the trigger for an explosion of genome-wide association
studies (GWAS) to discover the genetic base of common diseases.
Typically in a GWAS the association between each SNP and a quantitative trait is
tested using linear regression under a specific genetic model that can assume a genotypic
(2 degrees of freedom), dominant, recessive, co-dominant, or additive mode of inheritance
of each tested SNP. In a genotypic model the 3 genotypes AA, AB and BB are treated as a
factor with 3 levels. The other 4 genetic models compress the 3 genotypes into a numerical
variable by either counting the number of minor alleles (additive model), or by recoding
the genotypes as AA=0 versus AB, BB=1 (dominant model for the B allele), AA, AB=0
versus BB=1 (recessive model for the B allele), AA, BB=0 versus AB=1 (co-dominant
model). However, the inheritance pattern is rarely known, and using a suboptimal model
5can lead to a loss of power ([40]).
Selecting the correct genetic model for each SNP is often accomplished by fitting the
five models and choosing the model that describes the data best. This approach has several
drawbacks. It increases computational burden with genome-wide data as 5 GWASs need
to be conducted. Furthermore, testing five models for each SNP increases the burden of
multiple testing in addition to the existing issue of multiple comparisons with millions of
SNPs. More importantly, the optimal method for choosing the best model is not clear ([40]).
The common practice is to simply use the additive genetic model. It has been shown that
additive models perform reasonably well to detect variants that have additive or dominant
inheritance pattern, but they are underpowered when the true mode of inheritance is
recessive ([10]). Others ([21, 27, 41, 70]) have proposed to study the maximum of the three
test statistics derived under additive, dominant, and recessive models.
We propose a polynomial parameterization of the genetic data that includes the five
genetic models as special case, and we describe a coherent Bayesian framework to select the
most likely genetic model given the data. This polynomial parameterization is equivalent
to the genetic model described in [68] that adds a dominance effect to the additive model
to describe non-additive genetic effects. The advantage of either parameterization is that,
in a Bayesian framework, fitting a single model becomes sufficient to test the genotype-
phenotype associations without specifying a particular genetic model and this problem has
been described in details in [68]. Here, we focus on the specific task of selection of the best
genetic model when the specific mode of inheritance is of interest in addition to whether a
SNP is associated with the trait.
Section 2.2 describes this parameterization and shows that there is a mathematical
relationship between the parameters of the polynomial model and each of the five possible
genetic models. Section 2.3 describes the model selection approach that is based on the
computation of the marginal likelihood of the five models so that the model with maximum
posterior probability can be identified. Section 2.3 also provides closed form solutions for
the marginal likelihood and for the estimates of the parameters of the model with the
6highest marginal likelihood or Bayes Factor (BF), assuming exchangeable observations
that follow normal distributions. The proposed method is evaluated through simulation
studies in Section 2.4, and is applied to two GWAS data sets in Section 2.5. Conclusions
and suggestions for further work are provided in Section 2.6.
2.2 Relationship Between the Polynomial Model and Other Genetic Mod-
els
Here we show that the five genetic models are specific cases of a general polynomial model,
with parameters that satisfy some linear constraints. Let y denote the response variable
in the genetic association study, and consider the polynomial regression model
E(y|β) = β0 + β1xadd + β2x2add
where β denotes the vector of regression parameters and xadd is the variable that codes for
the genotype data as follows:
xadd =

0 if genotype is AA
1 if genotype is AB
2 if genotype is BB
Note that the proposed model is equivalent to the additive model with dominance effects
described in [68].
E(y|θ) = θ0 + θ1xadd + θ2xhet
where xhet = 1 for heterozygous genotype and 0 otherwise, and θ1 = β + 2β2; θ2 = −β2.
Mathematically, we found the polynomial parameterization more appealing as it allows
interpretation of the regression coefficients in terms of the SNP dosage.
72.2.1 Genotypic Association Model
The genotypic association model is typically parameterized using two indicator variables
to describe the effect of the genotypes AB and BB relative to AA:
E(y|γ) = γ0 + γ1xAB + γ2xBB
xAB = 1 if genotype is AB (and 0 otherwise)
and xBB = 1 if genotype is BB (and 0 otherwise)
This parameterization specifies the expected value of y, for each of the 3 genotypes AA,
AB, BB as summarized in Table 2.1. Equating the expected values of y from the 2 different
parameterizations produces a system of linear equations:

γ0
γ0 + γ1
γ0 + γ2
 =

β0
β0 + β1 + β2
β0 + 2β1 + 4β2

that can be solved as
γ0
γ1
γ2
 =

1 0 0
0 1 1
0 2 4


β0
β1
β2
 =

1 0 0
0 1 1
0 2 4
β
Therefore, the parameters in the polynomial model and the genotypic association model
have a one-to-one relationship. For the other genetic models, some constraints on param-
eters of the polynomial model are necessary.
82.2.2 Additive Model
The parameterization of the additive genetic model is E(y|αA) = αA0+αAxadd and equating
the expected values of y in Table 2.1 leads to the system of linear equations:
β0 = αA0
β1 + β2 = αA
2β1 + 4β2 = 2αA
that can be solved if β2 = 0, so that β0 = αA0, and β1 = αA. Therefore the relationship
between the parameters in the polynomial model and additive model requires a linear
constraint on the vector β.
2.2.3 Dominant Model
Now, consider the dominant model for the B allele: E(y|αD) = αD0 + αDxdom, where
xDom=1 if genotype is AB or BB (and 0 otherwise). Proceeding as in the previous cases
leads to the equations:
αD0 = β0
αD = β1 + β2 = 2β1 + 4β2
The system has the solution αD0 = β0 and αD =
2
3β1 if the parameters of the polynomial
model satisfy the constraint β1 + 3β2 = 0.
2.2.4 Recessive Model
Similarly, consider the recessive model for the B allele: E(y|αR) = αR0 + αRxRec, where
xRec=1 if genotype is BB (and 0 otherwise). In this case, the relations between parameters
are:
αR0 = β0 = β0 + β1 + β2
9αR = 2β1 + 4β2
with linear constraint β1 + β2 = 0, αR0 = β0 and αR = 2β1.
2.2.5 Co-dominant Model
Lastly, consider the co-dominant genetic model: E(y|αC) = αC0 + αCxCod, where xCod=1
if genotype is AB (and 0 otherwise). In this case:
αC0 = β0 = β0 + 2β1 + 4β2
αC = β1 + β2
The linear constraint is β1 + 2β2 = 0, so that αC0 = β0 and αC =
1
2β1.
Polynomial
Model
2-df
General
Model
Additive
Model
Dominant
Model
Recessive
Model
Co-
dominant
Model
E(y|AA) β0 γ0 αA0 αD0 αR0 αC0
E(y|AB) β0 + β1 + β2 γ0 + γ1 αA0 + αA αD0+αD αR0 αC0+αC
E(y|BB) β0 + 2β1 +
4β2
γ0 + γ2 αA0+2αA αD0+αD αR0+αR αC0
Table 2.1: Expected value of the quantitative trait for 3 genotypes in each model
In summary, there is a one-to-one transformation between the parameters of the poly-
nomial and general model, while the transformation between the polynomial and other
four models (additive, dominant, recessive, and co-dominant) is constrained by a linear
contrast of the parameters in the polynomial model.
2.3 Model Selection via Marginal Likelihood and Parameter Estimation
The polynomial parameterization provides a framework to simultaneously fit different ge-
netic models. Given a sample of genotype data, the question is how to select the most
appropriate genetic model. We propose a Bayesian model selection approach in which ge-
netic models are compared based on their marginal likelihood and the model with largest
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marginal likelihood is selected, assuming that a priori the 5 genetic models are equally
likely.
In the polynomial model (y|β = Xβ +  in matrix form), the data are assumed to be
exchangeable and follow a normal distribution with:
y|X,β, τ ∼ N(Xβ, 1
τ
I)
where I is the identity matrix. A standard normal-gamma prior for the vector of parameters
β and precision τ is assumed such that p(β, τ) = p(β|τ)p(τ), where
τ ∼ Gamma(a1, a2)
β|τ ∼ N(β0, (τR0)−1)
with β0, R0, a1, and a2 as prior hyperparameters. Specification of these prior hyper-
parameters can be subjective and represents the prior probability of alternative genetic
models. With genome-wide data, most of the tested SNPs are likely to be null SNPS
and it is both reasonable and convenient to assume non-informative priors. Therefore the
following values for the prior hyper-parameters: β0 = 0, R0 = I, a1 = 1, and a2 = 1 will
be assumed. If there is strong prior belief about certain genetic models, more informative
prior distributions can be chosen and this problem is described at length in [68]. The
marginal likelihood given this polynomial model Mp can be computed analytically in the
equation below:
p(y|Mp) =
∫
p(y|X,β, τ)p(β, τ)dβdτ = 1
(2pi)
n
2
aa1n2n Γ(a1n)
aa12 Γ(a1)
|R0| 12
|Rn| 12
with the following updated hyper-parameters:
Rn = R0 +X
TX
11
βn = R
−1
n (R0β0 +X
T y)
a1n = a1 +
n
2
a2n = [
−βTnRnβn + yT y + βT0 R0β0
2
+
1
a2
]−1
Details are for example in reference ([54]). In the general genetic model, the vector of
parameters γ is a linear transformation of β, γ = ωβ, where the matrix ω is:
ω =

1 0 0
0 1 1
0 2 4

Since γ is a linear transformation of β, once a prior distribution for β is elicited, the prior
distribution of γ is derived as:
γ|τ = ωβ|τ ∼ N(ωβ0, ω(τR0)−1ωT )
while the prior for τ does not change with the re-parameterization. If the prior distributions
of the parameters vectors are so defined, then it can be shown that p(y|MP ) = p(y|MG)
(see section 2.7.1 for details). In other words, the marginal likelihood is invariant under
linear transformations of the regression coefficients.
Derivation of marginal likelihoods for additive, dominant, recessive, and co-dominant
models is different, as these models are defined by a linear transformation of the parameters
of the polynomial model and an additional constraint. Formally, let α =
 α0
α1
 denote
the vector of parameters in any of these models. Then we can define α =
 α0
α1
 =
12
 θ0
θ1
 |θ2 = 0 where θ =

θ0
θ1
θ2
 = ωβ and matrix ω depends on the specific genetic
model (see Table 2.2). If the vector β follows a multivariate normal distribution, θ also
follows a multivariate normal distribution, and so does the marginal distribution of θ2 and
α that is a conditional distribution. Starting from the proper prior distributions for the
vector of parameters β and precision τ priors, then proper prior distributions for α and τ
are found to be:
τ ∼ Gamma(a1, a2)
α =
 α0
α1
 =
 θ0
θ1
 |θ2 = 0 ∼ N(µ0, τ−1Σ−10 )
µ0 and Σ
−1
0 can be obtained by using properties of conditional multivariate normal distri-
bution ([18]) and are summarized in Table 2.2. Using these derived priors, the marginal
likelihood for the additive, dominant, recessive, and co-dominant models (MA, MD, MR,
and MC , respectively) can be computed in closed form. The derivation of the marginal
likelihood for the dominant model is detailed in section 2.7.2. Derivation of the marginal
likelihood for the additive, recessive, and co-dominant model is similar. Note that the
derivation relies on the use of proper prior distributions for the parameters of the polyno-
mial model.
Assuming that the 5 genetic models are a priori equally likely, the Bayes rule to model
selection is equivalent to choosing the genetic model with the highest marginal likelihood or
BF relative to the null model (i.e. ratio of marginal likelihood of one of the five models and
the null model) ([36]). Once the most likely model is selected, the parameter estimates of
any of the five genetic models are the means of the posterior distributions. The regression
parameters in the polynomial model are estimated by βn = R
−1
n (R0β0 + X
T y) and using
the one-to-one relationship, the parameters in the general model can be estimated by
γn = ωβn. The relation between parameters of the polynomial models and the dominant,
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recessive, co-dominant, and additive models, can be used to derive their posterior estimates.
Specifically, from the set of relations:
β|τ ∼ N(βn, (τRn)−1)
θ = ωβ|τ ∼ N(θn = ωβn, ω(τRn)−1ωT )
α =
 θ0
θ1
 |θ2 = 0 ∼ N(µn, τ−1Σ−1n )
and using the properties of conditional multivariate normal distribution, the point estimates
µn for any model are found to be:
µn =
 θn0
θn1
+ [S12][S22]−1[0− θn2]
where ω(τRn)
−1ωT = τ−1
 S11 S12
S21 S22
, and dim(S11) = 2 × 2, dim(S12) = 2 × 1,
dim(S21) = 1 × 2, and dim(S22) = 1 × 1. Table 2.2 summarizes the specification of
and formulas for computing prior and updated hyper-parameters, and marginal likelihood
for different genetic models discussed in this section and the null model.
2.4 Simulation Studies
Three simulation studies were conducted to assess false and true positive rates of the
Bayesian procedure with polynomial models and compared to the frequentist approach in
which the association with minimum p-value is selected. Simulation study (1) was designed
to evaluate the false positive rates of the polynomial model approach for various selection
criteria. Real genotype data from two GWASs of different sample sizes were used and
the quantitative trait in each set was randomly permuted to create data sets with no
true positive associations. Simulation study (2) was designed to compare sensitivity and
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specificity of our proposed method and the standard approach by simulating genetic data
that mimic the GWAS setting with causal SNPs (i.e. SNPs truly associated with the trait)
having different modes of inheritance, each SNP explaining the same proportion of the
trait variability. Simulation (3) modified the design of simulation (2) and let SNPs explain
varying proportions of the trait variability.
2.4.1 Simulation Study (1)
Data: Two real datasets were used. The first data set consisted of genotype data of 201
unrelated offspring of centenarians from the New England Centenarian Study (NECS)
(http://www.bumc.bu.edu/centenarian/) ([63]). The genotype data were described in
[65]. The quantitative trait in this analysis was a neuroticism score measured in the
NEO-Five Factor Inventory (NEO-FFI), which is a 60-item (12 items per domain) mea-
sure of five personality dimensions (neuroticism, extraversion, openness, agreeableness, and
conscientiousness) ([16]). Previous studies have shown that the estimated heritability of
neuroticism is approximately 25% ([4, 59]). The second data set consisted of 843 unrelated
African-American subjects with sickle cell anemia enrolled in Cooperative Study of Sickle
Cell Disease (CSSCD) (https://biolincc.nhlbi.nih.gov/studies/csscd/) ([24]). In
this cohort, the trait is the percent of fetal hemoglobin in the total hemoglobin. The per-
cent fetal hemoglobin is a major modulator of hematologic and clinical complications of
sickle cell anemia ([2]). Studies have shown that there is a strong genetic basis of fetal
hemoglobin, with heritability estimates in the range of 61 to 89% ([23, 59]), and a well-
established gene that affects this trait is BCL11A ([3]). Both studies were approved by the
institutional review board of each participating institution, and standard quality control
procedures were performed on both genotype data ([3, 65]).
Methods: Initially 254,612 and 486,331 autosomal SNPs were available for analysis in
the two cohorts (NECS and CSSCD), respectively. It is well known that SNPs in close
proximity tend to be correlated with each other ([69]), and this non-random correlation
can bias the assessment of false positive rates. In order to avoid this problem, SNPs whose
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pairwise correlation was r2 > 0.2 were removed using the PLINK software ([61]). After
this pruning, 50,894 and 140,864 independent SNPs were left for analysis in the NECS
and CSSCD sample, respectively. In both sets, 50,000 SNPs were randomly chosen from
each set and 10,000 simulations were performed by permuting the trait values at random.
Two approaches were evaluated in this simulation study: 1) the proposed method, in
which the best genetic model was selected based on the maximum BF for each SNP; and
2) the frequentist approach, in which five genetic models were fitted and the best model
was selected based on the minimum p-value for each SNP. For the genotypic model (2
degrees of freedom) in the frequentist approach, the minimum of the two p-values was
chosen. Various threshold criteria for the two approaches were explored and the number of
significant associations detected for varying thresholds was recorded. False positive rates
were computed as the rates of significant associations.
2.4.2 Simulation Study (2)
Data: In order to assess the true positive rates of our proposed method and the standard
approach, genetic data were simulated with known causal SNPs, each explaining the same
proportion of the trait variance. A modification of the simulation procedure described in
[88] was used to simulate the data but additional source of variability was introduced as well
as SNPs with dominant and recessive mode of inheritance, in addition to additive effects.
Several scenarios were considered by using different sample sizes (N=1,000; 10,000; 20,000;
50,000; and 100,000) with varying heritability ([53]) of the quantitative traits (h2=0.2,
0.4, and 0.6). Heritability is defined as the proportion of the total variance of the trait
that is explained by the genetic effect and the higher the heritability the larger the genetic
contribution to the trait. A total 500,000 SNPs were simulated in each run and included
100 causal SNPs: 34 with additive effects, 33 with dominant effects, and 33 with recessive
effects. We assumed that each causal SNP explained 1/100 of the total genetic variance
so that, for example, when the total heritability was 0.2 and 20% of the total phenotypic
variance was due to the genetic variance, each causal SNP explained 1/100 of the total
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genetic variance and hence the SNP-specific heritability was 0.002.
Methods: The following steps describe the simulation scheme.
Step 1. Generate minor allele frequency for each SNP
The minor allele frequency (MAF: frequency of B allele) for each SNP was randomly
drawn from a Beta distribution Beta(2, 8), which represents the distribution of commer-
cially available chips ([88]). We also used a standard quality control procedure by excluding
any SNPs with MAF less than 0.01.
Step 2. Generate the genotype
Genotypes for each SNP (AA, AB, BB) were generated assuming Hardy-Weinberg
equilibrium. Essentially, if p is the prevalence of the A allele in the population, Hardy-
Weinberg equilibrium (HWE) law states that the prevalence of the three genotypes will
be p2, 2p(1 − p), (1 − p)2 ([85, 31]). These expected genotype frequencies were used to
simulate the genotype data, given p.
Step 3. Select the causal SNPs
100 causal SNPs from the total SNPs were randomly chosen and assigned the mode of
inheritance randomly to the selected SNPs.
Step 4. Determine the effect size for each causal SNP
The effect size aj for each j
th causal SNP (j=1, 2,, 100) was computed from the formula:
h2j =
σ2Add,j + σ
2
Dom,j
σ2Total
=
2pj(1− pj)[aj + dj(1− 2pj)]2 + [2pj(1− pj)dj ]2
σ2Total
where σ2Add,j is the additive genetic variance of j
th causal SNP, σ2Dom,j is the dominance
genetic variance of jth causal SNP, σ2Total is the total phenotypic variance, pj is the MAF
for the jth causal SNP, aj is the additive genetic effect at j
th causal SNP, and dj is the
dominance genetic effect at the jth causal SNP. The parameter h2j is the locus-specific heri-
tability, which was assumed to be h
2
100 . This is the amount of heritability that is contributed
to by jth causal SNP and hence all causal SNPs contribute to the total heritability by an
equal amount. In the above formula, note that the genetic variance is decomposed into
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the additive and dominance variance component. The additive genetic variance implies
that each additional copy of an allele contributes a fixed amount of effect aj to the trait.
Under this assumption, the trait value of the heterozygote (AB) would be the midpoint
between the two homozygotes (AA and BB). On the other hand, when there exists domi-
nance genetic variance, the trait value of the heterozygote will deviate from the midpoint
between the two homozygote, and the degree of deviation is expressed by the quantity dj .
Therefore, it follows that dj = 0 for any SNP with additive effect, and dj = aj for any SNP
with dominant effect, and dj = −aj for any SNP with recessive effect. We also assumed
σ2Total = 1. Note that only the three genetic models (additive, dominant, and recessive)
were considered.
Step 5. Generate the phenotypic value based on the causal SNPs
Let yi denote the phenotypic value for i
th individual. For each causal SNP, the SNP
contribution to the trait was randomly generated as
Xij ∼ N(ajGij , σ
2
Total
100
)
where aj is the effect of j
th causal SNP (computed in the previous step) and Gij is genotype
coding for ith individual at jth causal SNP that was generated in Step 2. For an additive
causal SNP, Gij= number of minor allele (0, 1, 2). For a dominant causal SNP, Gij = 1
if the genotype is AB or BB (0 otherwise). For a recessive causal SNP, Gij = 1 if the
genotype is BB (0 otherwise). Then, the phenotypic value is:
yi =
∑
j
Xij
and E(yi) =
∑
j
ajGij and V ar(yi|Gij) = σ2Total = 1.
Step 6. Perform association tests using our method and the standard approach for each
of the 100 SNPs separately and select a model for each SNP.
Step 7. Repeat 100 times
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In each simulated data set, the empirical false positive rates in the two approaches was
evaluated to determine thresholds for p-values and BF with the same false positive rates.
Specifically, in each simulated set the number of false positive associations (significant
associations of null SNPs) in the frequentist results with p-values p < 1× 10−7, 5× 10−7,
1×10−6, and 5×10−6 were counted and the BF thresholds that produced the same number
of false positive associations in the Bayesian approach was detected. Using these p-values
and BF thresholds that produced the same empirical false positive rates, the power of the
two approaches was evaluated. Two types of power were considered: (1) the number of
causal SNPs detected as associated regardless of whether the correct genetic model was
identified and (2) the number of causal SNPs detected with the true genetic model.
2.4.3 Simulation Study (3)
Data and Methods: The limitation of Simulation Study (2) is the assumption that each
SNP accounts for the same proportion of the trait variability. Therefore, the scheme of the
Simulation Study (2) was modified to let causal SNPs explaining varying proportion of the
trait variability. In this modified design, the genetic variances of dominant and recessive
SNPs were increased, while decreasing the genetic variance of additive SNPs. This trade-
off was necessary to maintain the same total heritability used in Simulation Study (2) for
proper comparison later. The following two cases were considered: 1) when h2j was halved
for additive SNPs and 2) when h2j was quartered for additive SNPs. In case 1), this resulted
in increasing h2j by 25% for both dominant and recessive SNPs. In case 2), this resulted
in increasing h2j by 37.5% for both dominant and recessive SNPs. Under these changes,
the effect sizes were generated based on Step 4 in the previous section and the rest of the
simulation design remained the same.
Results: Table 2.3 shows the median false positive rates at varying significance thresholds
in the two sets included in Simulation Study (1). Setting the thresholds to maximum BF
> 1500 in our approach and minimum p-value < 10−5 in the standard approach yields the
same median false positive rate of 4× 10−5 in both data sets. This translates into 2 false
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a) Bayesian Polynomial Model Approach
BF>100 BF> 500 BF>1000 BF>1500 BF>3000 BF>5000
NECS
data
9.0×10−4 1.4×10−4 8.0×10−5 4.0×10−5 2.0×10−5 0.0×10−0
CSSCD
data
6.8×10−4 1.2×10−4 6.0×10−5 4.0×10−5 2.0×10−5 0.0×10−0
b) Frequentist Approach
p < 10−3 p < 10−4 p < 10−5 p < 10−6 p < 10−7 p < 10−8
NECS
data
3.4×10−3 4.0×10−4 4.0×10−5 0.0×10−0 0.0×10−0 0.0×10−0
CSSCD
data
3.3×10−3 3.8×10−4 4.0×10−5 0.0×10−0 0.0×10−0 0.0×10−0
Table 2.3: Median false positive rates in the NECS and CSSCD data in 10000 permutations
(Simulation Study 1). BF=Bayes Factor; p=p-value.
positive associations among 50,000 SNPs.
Figure 2.1: Box plot of cubic root of empirical false positive rates (y-axis) for different
p-value thresholds (x axis), and increasing sample sizes. The results are based on the
simulation scenario when the heritability was 0.4 and the sample sizes were 10,000, 20,000,
and 50,000 (panel a, b, and c, respectively).
Figures 2.1 to 2.3 summarize the results of Simulation Study (2) for the scenario in
which the total heritability is 0.4 and the sample sizes are 1) 10,000; 2) 20,000; and 3)
50,000. The full set of results when the total heritability is 0.2 and 0.6 can be found
in Supplementary Materials. With a sample of 1000, neither approach detects any causal
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Figure 2.2: Box plot of log-transformed BF (y-axis) for different p-values thresholds (x-
axis) and increasing sample sizes. The results are based on the simulation scenario when the
heritability estimate was 0.4 and the sample sizes were 10,000, 20,000, and 50,000 (panel a,
b, and c respectively).
Figure 2.3: Box plot of power of the two approaches at different significance thresholds
(Red: Bayesian approach; Blue: Frequentist approach). The results are based on the
simulation scenario when the heritability estimate was 0.4 and the sample sizes were 10,000,
20,000, and 50,000 (panel a, b, and c, respectively).
SNPs, while almost all causal SNPs are detected when the sample size is 100,000, regardless
of the heritability. Figure 2.1 shows the distribution of the empirical false positive rate
for different p-value thresholds and figure 2.2 shows the distribution of the BF that would
produce the same empirical false positive rates of the frequentist procedure. Figure 2.3
shows the box plot of the true positive rate (proportion of detected causal SNPs) of the
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two approaches at varying significance thresholds. Finally, Table 2.4 shows the mean
number of additive, dominant, and recessive SNPs that are correctly identified (out of 34,
33, and 33, respectively) in the two approaches at successive thresholds.
The mean and standard deviation of the quantitative traits were 2.55 and 1.10 when
the total heritability was 0.4. Several points are noteworthy. The first point is that, as
expected, lower heritability of the trait results in a smaller number of detections. Even
when the total heritability was relatively high (h2=0.6), both approaches detected about
half of the causal SNPs with N=10,000. At the most stringent significance threshold of
p < 1×10−7, the Bayesian approach correctly identified 53.75 causal SNPs on average and
the frequentist approach correctly identified 46.52 causal SNPs on average when heritability
is 0.6 and N is 20,000 (see Supplementary Materials for detail). This result is consistent
with findings from other authors that large sample sizes are needed to detect many casual
variants that explain a small proportion of variability. For example, in [56] authors have
shown that they need approximately N=25,000 to detect 25 loci out of 201 causal variants
with 80% power for a highly heritable trait.
Secondly, we observed that the false positive rate of decision rules based on BF decreases
as the sample size increases, given a fixed BF threshold. This property has also been noted
in [49, 83] and implies that we can relax the thresholds for BF as we increase the sample
size and better leverage the increased sample size than frequentist procedures. Figure 2.2
illustrates this property graphically. For example, at a fixed p-value threshold 1×10−7, the
median BF threshold needed to obtain the same false positive rate decreases from 11122 to
9866 to 7489 as the sample size increases from 10,000 to 20,000 to 50,000. A similar pattern
is observed at all levels of false positive rates. In contrast, no such pattern is observed in
the frequentist approach, and the false positive rates are invariant to sample sizes given a
fixed p-value threshold in the standard approach.
The third important point is that the Bayesian method we propose has a slightly greater
power for more stringent (lower) thresholds (see Figure 2.3) than the frequentist approach.
This results holds for all sample sizes and all levels of heritability considered in the simula-
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tions (see Supplement Figures 2.6 and 2.9). Also, at this stringent threshold, the Bayesian
approach recovered more correct genetic models when the sample sizes were 20,000 and
50,000 (Table 2.4). Although our method recovers less often than the frequentist approach
SNPs with an additive genetic effect, it identifies more often SNPs with a dominant and
recessive effect. When the sample size was 10,000, the Bayesian approach identified the
correct genetic models slightly less often. In addition, both approaches identified nearly
0 models that had either dominant or recessive inheritance pattern when N=10,000 in
simulation study (2). We speculated that this may be due to the lack of power to detect
rare variants. For example, if we assume MAF=0.01, under HWE the expected count of
the homozygote group for the minor allele is only 1. As the sample size increased, there
was a substantial increase in identification of dominant and recessive variants. Results
from simulation study (3) also support this conjecture. Increased effect sizes for SNPs
with dominant and recessive effects resulted in more detection of these variants at the cost
of loss of power for additive SNPs. However, loss of power for additive SNPs was much
greater than increased power for dominant and recessive SNPs when the sample size was
10,000. This result suggests that we need much higher sample sizes to detect dominant
and recessive variants, compared to the additive SNPs.
2.5 Application to Real Data
Using the thresholds that yielded the same false positive rate in the two methods (maximum
BF>1500 and minimum p < 1 × 10−5) in simulation study (1), we compared the results
obtained with the two methods in the cohorts described in the earlier section, using the
SNP sets generated after pruning the dependent SNPs. In the NECS data, out of 50,894
tested SNPs, nine SNPs were found associated with neuroticism using the polynomial
model approach, whereas only five SNPs were significant using the standard approach
(Table 2.5). Four SNPs were common in both analyses. For these four SNPs, the genetic
models selected agreed in the two approaches. This result suggests that the Bayesian model
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Bayesian Frequentist
N Significance
Thresh-
old
A D R Total A D R Total
Simulation
Study (2)
- Uniform
Contribu-
tion
10000
1× 10−7 15.6 0.7 0.9 17.2 17.3 0.3 0.3 17.9
5× 10−7 16.0 0.8 1.0 17.7 19.8 0.6 0.6 21.0
1× 10−6 16.3 0.9 1.2 18.4 20.8 0.7 0.8 22.3
5× 10−6 17.5 1.3 1.9 20.7 22.4 1.1 1.6 25.2
20000
1× 10−7 25.0 4.9 6.4 36.3 28.2 2.4 3.5 34.2
5× 10−7 25.0 5.6 7.5 38.0 28.2 4.1 5.4 37.7
1× 10−6 25.0 6.2 8.1 39.3 28.2 4.9 6.6 39.7
5× 10−6 25.0 8.8 11.0 44.8 28.3 7.5 10.1 45.9
50000
1× 10−7 30.0 27.1 30.5 87.6 31.2 23.2 28.6 82.9
5× 10−7 30.0 27.6 31.1 88.8 31.2 24.4 30.3 85.8
1× 10−6 30.0 27.8 31.4 89.3 31.2 24.6 31.0 86.7
5× 10−6 30.0 28.5 32.0 90.5 31.2 25.4 31.9 88.5
Simulation
Study (3) -
Case 1)
10000
1× 10−7 3.5 1.4 1.9 6.8 3.2 0.7 0.8 4.7
5× 10−7 3.8 1.5 2.1 7.4 4.9 1.0 1.4 7.3
1× 10−6 4.1 1.8 2.4 8.3 5.7 1.3 1.8 8.9
5× 10−6 5.5 2.9 3.7 12.0 8.5 2.5 3.2 14.2
20000
1× 10−7 16.5 10.4 13.1 40.0 18.9 6.3 8.1 33.2
5× 10−7 17.0 11.5 14.5 43.1 21.2 9.0 11.5 41.7
1× 10−6 17.4 12.3 15.4 45.1 21.9 10.2 13.3 45.4
5× 10−6 18.5 14.7 18.7 51.9 23.6 12.9 17.7 54.2
50000
1× 10−7 26.3 29.4 32.7 88.4 29.0 26.6 32.2 87.8
5× 10−7 26.3 29.4 32.8 88.5 29.0 26.8 32.6 88.4
1× 10−6 26.3 29.5 32.8 88.7 29.0 26.9 32.7 88.5
5× 10−6 26.3 29.5 32.9 88.8 29.0 26.9 32.9 88.8
Simulation
Study (3) -
Case 2)
10000
1× 10−7 0.3 2.0 2.8 5.1 0.2 0.9 1.1 2.2
5× 10−7 0.3 2.3 3.1 5.7 0.5 1.7 2.1 4.2
1× 10−6 0.4 2.6 3.4 6.3 0.6 2.1 2.7 5.5
5× 10−6 0.7 3.9 5.0 9.6 1.2 3.5 4.5 9.2
20000
1× 10−7 3.9 13.5 16.8 34.2 3.4 8.8 11.2 23.5
5× 10−7 4.4 14.5 18.0 36.9 5.3 11.7 15.2 32.2
1× 10−6 4.8 15.2 19.0 39.0 6.4 12.7 16.9 35.9
5× 10−6 6.3 17.8 22.3 46.4 9.3 15.6 21.4 46.3
50000
1× 10−7 20.9 29.7 32.9 83.5 24.2 27.4 32.7 84.3
5× 10−7 21.3 29.7 32.9 84.0 25.3 27.5 32.9 85.6
1× 10−6 21.5 29.7 33.0 84.2 25.6 27.5 33.0 86.0
5× 10−6 21.8 29.7 33.0 84.5 26.1 27.5 33.0 86.5
Table 2.4: Mean number of additive, dominant, and recessive SNPs correctly identi-
fied (out of 34, 33, and 33, respectively) in the two approaches when heritability is 0.4.
A=additive; D=dominant; R=recessive.
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selection procedures work well in the case of small sample sizes and can potentially discover
more variants.
In the CSSCD data, out of 140,864 tested SNPs, ten SNPs were associated with fetal
hemoglobin in both approaches, and eight SNPs were common in both (Table 4). For these
eight SNPs in common, five of them agreed in the genetic model selection between the two
approaches, but three SNPs (rs2239580, rs12469604, and rs2034614) had discrepant results.
For rs2239580, the Bayesian procedures selected the dominant model, while the standard
approach identified the genotypic model (2 degrees of freedom model). For rs12469604,
the Bayesian procedure selected the dominant model, while the additive model had the
minimum p-value. For rs2034614, the co-dominant model had the maximum BF and the
genotypic model had the minimum p-value.
Using our Bayesian polynomial model approach in the NECS data, 4 SNPs had dom-
inant models, 3 SNPs had additive models, 1 SNP had a co-dominant model and 1 SNP
had a recessive model. In the CSSCD data, 3 SNPs had dominant models, 3 SNPs had
co-dominant models, 3 SNPs had recessive models, and 1 SNP had an additive model.
These results suggest that different variants may influence the trait through different ge-
netic models. Some of these associations would not have been captured if an additive model
alone was used, and this highlights the need to examine all possible genetic models in a
computationally efficient manner to ensure that we do not miss any interesting findings.
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2.6 Conclusion
We propose a Bayesian approach to simultaneously detect the SNPs associated with a
continuous trait and the mode of inheritance. Our Bayesian approach uses a polynomial
parameterization of the SNP dosage that can simultaneously represent different genetic
models and a coherent framework for model selection based on comparing different models
by their posterior probability ([73, 48, 68, 29, 81, 51, 72, 14, 45, 47, 86]). Crucial to our
approach is the use of proper prior distributions on the parameters of the polynomial model,
from which the prior distributions of specific genetic models can be derived. In contrast to
this coherent Bayesian approach, it is important to emphasize that the frequentist approach
does not have a clear way to compare the genotypic model (2 degrees of freedom) to the
other four specific genetic models (1 degree of freedom). The evaluation of the method in
simulated data shows that the Bayesian method we propose has a slightly higher power
when we limit to false positive rate at very small values and this is a particularly attractive
property in genome-wide association studies in which the large number of SNPs analyzed
requires to set the false positive rate to extremely small numbers. An additional attractive
feature of this method is the gain in computation efficienty; The proposed method codes five
genetic models simultaneously using a single polynomial parameterization instead fitting
five different genetic models for each SNP. This is in contrast to the standard approach in
which recoding of the SNP genotype and conducting 5 analyses is necessary to evaluate all
five models concurrently.
An important theoretical implication of this particular parameterization is that it shows
that different genetic models are functionally related. We have shown that there is a
mathematical relationship between the parameters of the polynomial model and each of
the five genetic models. This relation also suggests that when all five genetic models
are evaluated the effective number of tests per SNP is less than 5. In practice, GWASs
suffer from severe correction for multiple testing, and evaluation of several genetic models
for each SNP aggravates this issue. However, our work suggests that the correction for
28
multiple testing should be less severe as the effective number of tests is less than the number
of models fitted, when evaluating all five genetic models, although it is not immediately
obvious how Bonferroni type corrections should benefit from this result.
The proposed work can be particularly useful for genome-wide data consisting of mil-
lions of SNPs. This work, at the current state, is limited to the case where the trait is
quantitative, as we can obtain closed form solutions for the marginal likelihood and BF.
More work is needed to evaluate a similar approach when the trait of interest is binary
or time-to-event. In particular, when performing logistic regression in the GWAS con-
text, alternative measures of associations such as approximate Bayes Factor or Bayesian
false-discovery probability ([80, 81, 82]) can be considered.
2.7 Supplementary Materials
2.7.1 Derivation of Marginal Likelihood for the General Model
Consider a general model (MG):
y = X ′γ + ′
p(y|X ′, γ, τ) = τ
n/2
(2pi)n/2
e−τ/2(y−X
′γ)T (y−X′γ)
In this model, γ is a linear combination of β, such that γ = ωβ, where

1 0 0
0 1 1
0 2 4

We have the following proper priors for γ and τ such that p(γ, τ) = p(γ|τ)p(τ) :
τ ∼ Gamma(α1, α2)
γ|τ = ωβ|τ ∼ N(ωβ0, ω(τR0)−1ωT ) = N(γ′0, τ−1(R′0)−1)
29
, where
(R′0)
−1 = ω(R0)−1ωT
γ′0 = ωβ0
p(γ|τ) = τ
(p+1)/2|R′0|1/2
2pi(p+1)/2
e−τ/2(γ−ωβ0)
TR′0(γ−ωβ0)
Then, the updated hyper-parameters are:
β′n = (ω
−1)TRnω−1
γ′n = ωβn
α′1n = α1 + n/2 = α1n
1
α′2n
=
1
α2
+ 1/2(−βTnRnβn + βT0 R0β0 + yT y) = 1/α2n
The marginal likelihood given MG is:
p(y|MG) = 1
(2pi)n/2
|R′0|1/2
|R′n|1/2
α′2n
α′1nΓ(α′1n)
αα12 Γ(α1)
=
1
(2pi)n/2
|R′0|1/2
|R′n|1/2
α2n
α1nΓ(α1n)
αα12 Γ(α1)
=
1
(2pi)n/2
|(ω−1)TR0ω−1|1/2
|(ω−1)TRnω−1|1/2
α2n
α1nΓ(α1n)
αα12 Γ(α1)
=
1
(2pi)n/2
|R0|1/2
|Rn|1/2
α2n
α1nΓ(α1n)
αα12 Γ(α1)
= p(y|Mp).
2.7.2 Derivation of Marginal Likelihood for the Dominant Model
Now, consider the dominant model for the B allele:
E(y|αD) = αD0 + αDxdom,
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where xDom=1 if genotype is AB or BB (and 0 otherwise). In this model, α =
 αD0
αD1
 is
a linear combination of β with a linear constraint. If we let θ =

θ0
θ1
θ2
 = ωβ,
ω =

1 0 0
0 1 1
0 1 3
 .
Then, α =
 αD0
αD1
 =
 θ0
θ1
 |θ2 = 0 (conditional multivariate normal). This corre-
sponds to
αD0 = β0
αD1 = β1 + β2
with a linear constraint: β1 + 3β2 = 0.
We have the following proper priors for α and τ such that p(α, τ) = p(α|τ)p(τ).
For τ , we have:
τ ∼ Gamma(α1, α2)
p(τ) =
1
αα12 Γ(α1)
τα1−1e−τ/α2 ,
where
α1 =
v0
2
α2 =
2
v0σ20
For the prior hyper-parameters of α, we first determine the distribution of θ and then
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determine the conditional distribution.
β|τ ∼ N(β0, (τR0)−1),
where
β0 =

β00
β01
β02

and
R−10 =

r11 r12 r13
r21 r22 r23
r31 r32 r33

Then,
θ =

θ0
θ1
θ2
 = ωβ ∼ N(ωβ0, ω(τR0)−1ωT ),
where
ωβ0 =

β00
β01 + β02
β01 + 3β02

and
ω(τR0)
−1ωT = τ−1

r11 r12 + r13 r12 + 3r13
r21 + r31 r22 + r23 + r32 + r33 r22 + 3r23 + r32 + 3r33
r21 + 3r31 r22 + 3r23 + r32 + 3r33 r22 + 3r23 + 3r32 + 9r33
 .
Then,
α =
 αD0
αD1
 =
 θ0
θ1
 |θ2 = 0 ∼ N(µ0, τ−1Σ−10 ),
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where
µ0 =
 β00
β01 + β02
+
 r12 + 3r13
r22 + 3r23 + r32 + 3r33
 [r22+3r23+3r32+9r33]−1[−(β01+3β02)]
Σ−10 =
 r11 r12 + r13
r21 + r31 r22 + r23 + r32 + r33

−
 r12 + 3r13
r22 + 3r23 + r32 + 3r33
 [r22 + 3r23 + 3r32 + 9r33]−1
[
r12 + 3r13 r22 + 3r23 + r32 + 3r33
]
The updated parametes in the dominant model are obtained in a similar fashion. Let
βn =

βn0
βn1
βn2

and
R−1n =

r′11 r′12 r′13
r′21 r′22 r′23
r′31 r′32 r′33

Then,
θ =

θ0
θ1
θ2
 = ωβ ∼ N(ωβn, ω(τRn)−1ωT ),
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where
ωβn =

βn0
βn1 + βn2
βn1 + 3βn2

and
ω(τRn)
−1ωT = τ−1

r′11 r′12 + r′13 r′12 + 3r′13
r′21 + r′31 r′22 + r′23 + r′32 + r′33 r′22 + 3r′23 + r′32 + 3r′33
r21 + 3r
′
31 r
′
22 + 3r
′
23 + r
′
32 + 3r
′
33 r
′
22 + 3r
′
23 + 3r
′
32 + 9r
′
33
 .
Then,
α =
 αD0
αD1
 =
 θ0
θ1
 |θ2 = 0 ∼ N(µn, τ−1Σ−1n ),
where
µn =
 βn0
βn1 + βn2
+
 r′12 + 3r′13
r′22 + 3r′23 + r′32 + 3r′33
 [r′22+3r′23+3r′32+9r′33]−1[−(βn1+3βn2)]
Σ−1n =
 r′11 r′12 + r′13
r′21 + r′31 r′22 + r′23 + r′32 + r′33

−
 r′12 + 3r′13
r′22 + 3r′23 + r′32 + 3r′33
 [r′22 + 3r′23 + 3r′32 + 9r′33]−1
[
r′12 + 3r′13 r′22 + 3r′23 + r′32 + 3r′33
]
α1n = α1 + n/2
α2n = [
−µTnΣnµn + yT y + µT0 Σ0µ0
2
+ 1/α2]
−1
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Finally,
p(y|MD) == 1
(2pi)n/2
|Σ0|1/2
|Σn|1/2
α2n
α1nΓ(α1n)
αα12 Γ(α1)
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2.7.3 Supplementary Figures
Figure 2.4: Box plot of cubic root of empirical false positive rates (y-axis) for different
p-value thresholds (x axis), and increasing sample sizes. The results are based on the
simulation scenario when the heritability was 0.2 and the sample sizes were 10,000, 20,000,
and 50,000 (panel a, b, and c, respectively).
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Figure 2.5: Box plot of log-transformed BF (y-axis) for different p-values thresholds (x-
axis) and increasing sample sizes. The results are based on the simulation scenario when the
heritability estimate was 0.2 and the sample sizes were 10,000, 20,000, and 50,000 (panel a,
b, and c respectively).
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Figure 2.6: Box plot of power of the two approaches at different significance thresholds
(Red: Bayesian approach; Blue: Frequentist approach). The results are based on the
simulation scenario when the heritability estimate was 0.2 and the sample sizes were 10,000,
20,000, and 50,000 (panel a, b, and c, respectively).
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Figure 2.7: Box plot of cubic root of empirical false positive rates (y-axis) for different
p-value thresholds (x axis), and increasing sample sizes. The results are based on the
simulation scenario when the heritability was 0.6 and the sample sizes were 10,000, 20,000,
and 50,000 (panel a, b, and c, respectively).
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Figure 2.8: Box plot of log-transformed BF (y-axis) for different p-values thresholds (x-
axis) and increasing sample sizes. The results are based on the simulation scenario when the
heritability estimate was 0.6 and the sample sizes were 10,000, 20,000, and 50,000 (panel a,
b, and c respectively).
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Figure 2.9: Box plot of power of the two approaches at different significance thresholds
(Red: Bayesian approach; Blue: Frequentist approach). The results are based on the
simulation scenario when the heritability estimate was 0.6 and the sample sizes were 10,000,
20,000, and 50,000 (panel a, b, and c, respectively).
41
2.7.4 Supplementary Tables
Bayesian Frequentist
N Significance
Threshold
A D R Total A D R Total
h2 = 0.2
10000
1× 10−7 4.0 0.1 0.1 4.3 3.6 0 0 3.7
5× 10−7 4.3 0.1 0.1 4.6 5.4 0.1 0.1 5.6
1× 10−6 4.7 0.2 0.2 5.0 6.4 0.1 0.1 6.6
5× 10−6 6.1 0.3 0.5 6.8 9.3 0.3 0.3 9.8
20000
1× 10−7 17.4 0.7 1.0 19.1 19.8 0.3 0.3 20.4
5× 10−7 17.9 0.8 1.2 19.9 21.8 0.6 0.7 23.1
1× 10−6 18.2 1.0 1.4 20.6 22.7 0.8 0.9 24.3
5× 10−6 19.2 1.5 2.4 23.2 24.2 1.4 2.0 27.5
50000
1× 10−7 26.7 11.3 13.9 51.9 29.0 7.3 9.4 45.7
5× 10−7 26.7 13.0 15.7 55.3 29.0 10.2 13.0 52.2
1× 10−6 26.7 13.9 16.5 57.0 29.0 11.7 14.6 55.3
5× 10−6 26.7 16.5 19.6 62.3 29.0 14.5 18.7 62.2
h2 = 0.6
10000
1× 10−7 21.3 1.6 2.3 25.2 24.4 0.8 1.0 26.1
5× 10−7 21.4 1.8 2.5 25.8 25.2 1.2 1.8 28.3
1× 10−6 21.6 2.2 2.8 26.5 25.5 1.6 2.2 29.2
5× 10−6 21.8 3.3 4.4 29.5 25.8 2.9 3.8 32.5
20000
1× 10−7 27.2 11.8 14.7 53.8 29.4 7.5 9.6 46.5
5× 10−7 27.2 13.0 16.0 56.3 29.4 10.1 13.5 52.9
1× 10−6 27.2 13.7 17.2 58.1 29.4 11.3 15.1 55.8
5× 10−6 27.2 16.1 20.3 63.7 29.4 14.2 19.6 63.16
50000
1× 10−7 31.4 29.5 32.9 93.8 32.1 26.94 32.59 91.63
5× 10−7 31.4 29.6 32.9 93.9 32.1 27.1 32.8 91.9
1× 10−6 31.4 29.6 32.9 93.9 32.1 27.1 32.9 92.1
5× 10−6 31.4 29.6 33.0 94.0 32.1 27.1 33.0 92.2
Table 2.6: Mean number of additive, dominant, and recessive SNPs correctly identified
(out of 34, 33, and 33, respectively) in the two approaches when heritability is 0.2 and 0.6.
A=additive; D=dominant; R=recessive.
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Chapter 3
Network Modeling of Family-Based Data
3.1 Introduction
A Bayesian network (BN) is a vector of random variables with a joint probability distribu-
tion that factorizes according to Markov properties represented by the associated directed
acyclic graph (DAG) [57]. BNs can represent complex probabilistic dependencies among
many variables in a modular way and have become increasingly popular in many fields,
including genetics [39, 64, 77] and genomics [22, 62]. There are many well established
approaches to structural learning of BNs that are particularly efficient when the variables
are all categorical or all Gaussian [32], and more computationally demanding when the
variables are a mixture of different types [37]. When learning the dependency structure
among many variables in a BN, a common assumption underlying virtually all of the pro-
posed approaches is that data are from a random sample of independent and identically
distributed (IID) observations. However, many observational studies collect samples that
have correlations among observations (repeated measures and/or family-based samples),
in which observations within a cluster are correlated. In this case, the IID assumption
is violated in structural learning of BN. For example, family-based studies select families
based on some criterion, such as enrichment of family members for a particular trait of
interest, and consenting relatives within families are enrolled. In this study design, as
blood-related subjects in the same family share genetic background, observations cannot
be treated as independent. The type of correlation between relatives is different according
to degree of relatedness, which is often represented by the additive genetic relationship
matrix (see Figure 3.1). It is well known that ignoring the within-cluster correlation can
inflate the false positive rate of standard statistical approaches [11], and this problem can
be particularly serious in statistical genetics [7].
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Figure 3.1: An Example Pedigree and Corresponding Additive Genetic Relationship Ma-
trix. The pedigree on the top panel displays the relations among family members. The
additive genetic relationship matrix is the kinship matrix multiplied by 2; the kinship ma-
trix contains kinship coefficients between any pair of family members and these coefficients
represent the probability that two individuals share the same gene allele by identity by
descent. The covariance between two family members i and j with kinship coefficient kij is
2kijσ
2
g where σ
2
g represents the genetic variance.
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Among different approaches to model correlated data in the traditional regression
framework, the use of mixed effect models is emerging as one of the most popular meth-
ods [50]. In this chapter, we propose a parameterization that applies the use of mixed
effects regression models to BNs such that it can be used for both structure and parameter
learning from correlated data, and can work with a mixture of variable types including
categorical, continuous, and time-to-event data. In the next section we give a brief review
of learning BN from independent and identically distributed observations. In section 3.3
we describe the parameteriztion and use of mixed-effects regression models with correlated
data. In Section 3.4 we extend mixed-effect regression models to BNs by introducing a ma-
trix of decomposable random effects. Section 3.5 presents the results of simulation studies
to compare different model selection metrics that can be used for learning mixed-effects
BNs and Section 3.6 provides a real data example. Conclusions and suggestions for further
work are in Section 3.7.
3.2 Learning Bayesian Networks from Independent and Identically Dis-
tributed Observations
The coherent Bayesian approach to model selection selects the model with maximum pos-
terior probability, assuming a 0-1 loss function [6]. When all models are a priori equally
likely, this rule is equivalent to choosing the model with maximum marginal likelihood:
p(D|M) =
∫
p(D|θ,M)p(θ|M)dθ
where D denotes the sample data set, M denotes the BN structure, θ denotes the model
parameters, and p(D|θ,M) and p(θ|M) denote the likelihood function and the prior distri-
bution of the parameters. Efficient algorithms for learning the structure of a BN from data
leverage the decomposability of the likelihood function to break down the model search
into a modular search of the dependency of each node on its parent nodes [33]. The de-
composability of the likelihood is based on the factorization of the probability distribution
46
of the variables X1, ..., Xv according to the local Markov property of a given DAG
p(D|θ,M) =
n∏
k=1
p(x1k, x2k, ..., xvk|θ,M)
=
n∏
k=1
v∏
i=1
p(xik|pa(xi)k, θi,Mi) (3.1)
In Equation (3.1), n is the sample size. Each index i represents the node and each index
k represents the sample unit. pa(xi) denotes the observable parents of the variable Xi
in the BN with structure M , while xik and pa(xi)k denote the observed value of Xi and
its parent nodes in the k-th sample unit. Each sub-model Mi specifies the set of parents
of the variable Xi (see Figure 3.2), so that M = (M1,M2, ...,Mv). We also denote by
xk = (x1k, x2k, ..., xvk) the vector of values of the variables measured in the k-th sample
unit. θ is the vector of parameters θ = (θ1, θ2, ..., θv), where each θi can itself be a vector of
parameters indexing the conditional distribution of the variable Xi given its parents pa(xi).
Note that the parameters θi are additional (unobserved) parent nodes of the variable Xi
and are included in the application of the local Markov property. In Equation (3.1), the
likelihood function is decomposed using factorization at two levels. First, the factorization
of the likelihood into the product over the sample units (index k) uses the property of
independence of the observations given the parameters. Second, the factorization into the
product over the variables (index i) uses the local Markov property. By inverting the two
products in Equation 3.1
p(D|θ,M) =
n∏
k=1
v∏
i=1
p(xik|pa(xi)k, θi,Mi)
=
v∏
i=1
{
n∏
k=1
p(xik|pa(xi)k, θi,Mi)
}
the likelihood can be re-written as the product of local likelihood functions for each variable,
and this factorization is one of the critical features for local computations in BN [15,
33]. In addition to the local Markov property for the variables in the graphical model,
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efficient Bayesian computations rely on a factorization of the prior distribution for the
vector of parameters θ. Dawid and Lauritzen [17] described general Hyper-Markov laws
that assume certain marginal and conditional independences of the parameters to produce
this factorization:
p(D|θ,M)p(θ|M) = p(θ|M)
∏
i,k
p(xik|pa(xi)k, θi,Mi)
=
∏
i,k
p(xik|pa(xi)k, θi,Mi)p(θi|Mi)
Thus, the decomposability of the overall likelihood functions into product of local likelihood
functions and Hyper-Markov laws for the prior distributions for θ allows for computing the
marginal likelihood as the product:
p(D|M) =
∏
i
∫ ∏
k
p(xik|pa(xi)k, θi,Mi)p(θi|Mi)dθi
Figure 3.2: Example of BN with 3 observable variables X1, X2, X3 and parameter vectors
θ1, θ2, θ3.
Figure 3.2 shows a simple example of a BN with three variables. For each variable,
sub-models M1, M2, and M3 specify the set of parents of the variable X1, X2, and X3,
respectively, so that M1 = {X1, pa(X1)}, M2 = {X2, pa(X2)}, and M3 = {X3, pa(X3)}. If
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there are no missing data, the observations are independent, and the prior distribution of
the parameters follow Hyper-Markov law, then the marginal likelihood p(D|M) factorizes
into a product of three local marginal likelihood functions and we can then write the
marginal likelihood as
p(D|M) = p(D|M1)p(D|M2)p(D|M3),
where p(D|Mi) =
∫
p(D|θi,Mi)p(θi|Mi)dθi. In this quantity, the local likelihood function
can be written as
p(D|θi,Mi) =
n∑
k=1
p(Xik|pa(Xi)k, θi,Mi).
Two well characterized situations are (1) structural learning of directed graphical mod-
els with categorical variables and hyper-Dirichlet prior distributions for the parameters that
index the conditional distribution of each node given the parents, and (2) directed Gaussian
networks, with Hyper-Wishart distributions that model their variance-covariance matrix.
Bayesian estimates of the parameters can be computed in closed form in both situations.
Computations are more demanding when the variables are mixed [37].
In the more realistic situations in which the variables in the model are a mix of categor-
ical and continuous variables, exact Bayesian calculations are not feasible. Markov Chain
Monte Carlo (MCMC) methods are possible, but estimation of the marginal likelihood via
stochastic computations is a notoriously difficult problem and proposed solutions based
on harmonic means of MCMC samples may be numerically unstable [36]. An alternative
solution is to use the information criteria AIC or BIC:
AIC = −2log(p(D|θˆ)) + 2p
BIC = −2log(p(D|θˆ)) + log(n)p
BIC provides an approximation of marginal likelihood that works well in large samples
and is considered the appropriate criterion for model selection while AIC works best when
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the goal is prediction [36]. When the sample size is greater than 7.38, BIC places a bigger
penalty term and leads to a more parsimonious model. A better penalty term for survival
analysis with censored observations has been proposed in [79] and uses the number of
uncensored events rather than the overall sample size.
3.3 Mixed-Effects Regression Models
Mixed effect models provide a general approach to analyze correlated data by including
random effects in the regression model to introduce correlation between observations within
the same clusters. These random effects are regarded as nuisance parameters in the sense
that, in many situations, the interest is in the statistical inference on fixed effects pa-
rameters adjusting for the random effects. Much more work and evaluations have been
conducted when the data are continuous [50]. Suppose Y denotes the vector of observa-
tions of n subjects from m clusters, and suppose that Y follows a multivariate normal
distribution. A linear mixed effect model that relates the effects of covariates X1, ..., Xp to
Y uses random effects u to model the correlation between observations as:
Y = Xβ + ZΓu+ ∆ u ∼ N(0, Is)  ∼ N(0, In) u ⊥  (3.2)
This is the parameterization initially suggested by [13] where X is an n × p matrix of
measured covariates for the fixed effects β, Z is a n × s matrix of known coefficients, Γ
and ∆ are s× s and n×n matrices of parameters that contain variance parameters for the
random effects and error correlations. The model specifies that
E(Y |X,β) = Xβ
V (Y |X,β) = ZΓΓTZT + ∆∆T = ZΨZT + Σ
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and the correlation of the observations is captured by the matrices Ψ and Σ. If both Ψ
and Σ are block diagonal matrices:
Ψ = diag(Ψ1,Ψ2, ...,Ψm) Σ = diag(Σ1,Σ2, ...,Σm)
the parameterization is the ‘independent cluster model”, in which subjects from m different
clusters are independent, but they are correlated within the same cluster.
For analysis of time-to-events data with proportional hazard models, the random effects
are usually modeled in the parameterization of the log-transformed hazard function or using
a frailty term with gamma or multivariate normal distribution [76, 28]. For categorical data
modeled within the framework of generalized linear models, the random effects are modeled
on the scale of the linear predictors (Generalized linear mixed effect models, [8]). These
models make the additional assumption that observations are independent, conditional on
the random effects.
Inclusion of random effects in a Bayesian model specification does not add any level of
‘conceptual complexity’ to the Bayesian analysis: random effects are additional ‘nuisance
parameters” in the model, and Bayesian inference can be carried out by computing the
marginal posterior distribution of the parameters of interest [20]. The challenge is the
computation of the posterior distribution of the parameters when random effects are in the
model, and typically one has to rely on MCMC methods [25]. Several efficient approaches
have been proposed in the context of correlated family data [42, 44, 89]. In the frequentist
appproach there is no ‘natural’ way to deal with random effects. Statistical inference in
a frequentist approach uses either the marginal or conditional approach. In the marginal
approach, the integrated likelihood function is derived from the likelihood function of fixed
and random effects by integrating out the random effects:
p(D|θ,M) =
∫
p(y, u|x, β,Γ,∆)du
=
∫
p(u|Γ)p(y|u, x, β,Γ,∆)du
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and θ represents the vector of fixed effects and variance parameters, and D represents
the data set y. The integrated likelihood function can be computed in closed form for
linear models, and using numerical approximations for non-linear/non-normal models [60].
The integrated likelihood is used to find maximum-likelihood estimates of the fixed effects
and variance components. Restricted maximum likelihood can also be used to estimate
the variances/covariance parameters of the random effects and reduces the bias of the
maximum-likelihood estimates [50].
Common parameterizations of the random effects include exchangeable correlation, in
which the correlation between observations wihin the cluster is assumed constant, and
auto-regressive correlation. When clusters are families, the correlation between family
members depends on the degree of relatedness, and kinship coefficients can be used to
model the different correlation between relatives. Figure 3.1 shows the parameterization
for correlated family data using the kinship coefficients. In this situation, Ψ is a block
diagonal matrix (assuming that observations in different families are not related), and the
blocks are proportional to additive genetic relationship matrix (twice the matrix of kinship
coefficients), each representing the probability of alleles (eg alternative variants of a gene)
transmitted identically by descent between pairs of family relatives [38]. Using the additive
genetic relationship matrix implies that family members with closer relatedness are likely
to have more correlated phenotype values. The correlation of family members is modeled
proportionally to the kinship coefficients as suggested by [1], with a coefficient σ2g that
represents the ‘genetic variance’.
The review in [50] examines several model selection criteria that have been proposed for
selection of fixed effects in linear mixed effect models with normally distributed errors and
random effects. Commonly used criteria are modifications of the AIC and BIC but the
lack of consensus arises from the complication in using these criteria with mixed models
that (1) these information criteria can use either the integrated likelihood or the conditional
likelihood, (2) the effective sample size is not clear when observations are correlated and
(3) the computation of the effective number of parameters can also be unclear.
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A popular solution known as the marginal AIC uses the integrated likelihood to compute
the deviance, and the number of fixed effects and variance parameters are the number of
parameters [78]. The review by [50] provides a detailed description of additional variants of
the AIC for linear mixed models that use different approximations of the effective number
of parameters. A similarly popular version of the BIC for mixed models also uses the
integrated likelihood to compute the deviance, and a penalty term based on the actual
sample size and the number of fixed effects and variance parameters. As noted before,
when observations are correlated, the overall sample size cannot correctly represent the
true quantity of the sample size. In addition, BIC that uses the full sample size when
observations are correlated provides a too stringent correction. Therefore, a modified
version of BIC that accounts for this fact has been proposed:
BIC = −2log(p(D|θˆ) + log(ne)p
where ne is an estimate of the effective sample size, which is a reduction of the full sample
size to account for the correlation between observations [50]. Three proposed corrections
of the sample size are particularly appealing.
Jones’ correction ne = nj = 1
TC−11, where 1 is the unit vector, and C is the correlation
matrix that can be estimated from the covariance matrix V = V (Y |X,β) = ZΨZT + Σ
[35]. The rationale of this correction is that the sample size n is the coefficient of the
intercept term in the Least Squares equations, and this coefficient is 1TV −11 in the mixed
effects linear regression model. The correlation matrix C is then used to have an effective
sample size that is independent of linear transformation of the data. Note that, ne changes
based on the phenotype that is analyzed using Jones’ correction.
Yang’ correction ne = ny = (
∑
f (nf )
2/(1TnfKf1nf ))/2, applies to family based data. It
assumes that the data are from families of size nf and each Kf denotes the kinship matrix
for the fth family [87]. Yang’s correction is based solely on the kinship matrix. Therefore,
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given a particular family structure, the quantity ne will remain the same regardless of the
phenotype that is analyzed, which contrasts Jones’ correction.
Liberal correction ne = nc where nc is the number of clusters. This is the most liberal
correction, in which a cluster represents a single sample unit.
Some of these criteria for model selection have been extensively evaluated through
theoretical arguments and simulation studies but many simulations used simple scenarios.
The determination of the best model selection creteria for linear mixed effect models is still
open and this is a very active research area in statistics [50].
Very little evaluation has been done for model selection of mixed models for time-to-
event data, or generalized linear mixed effect models. The deviance information criterion
(DIC) is an alternative Bayesian criterion for model selection introduced by Spiegelhalter
et al [71]. In DIC the deviance is penalized by the effective number of parameters:
DIC = −2log(p(D|θˆ)) + pD
pD = E(−2log(p(D|θ)) + 2log(p(D|θˆ)))
and E(−2log(p(D|θ)) is the posterior expectation of the deviance. This criterion is sup-
posed to work well also in small samples, but estimates of the criterion using MCMC are
often unstable [26].
3.4 Mixed-Effects Bayesian Networks
Our approach to learn and quantify BNs from correlated data applies the mixed effects
modeling approach to BNs and maintains the decomposability of the likelihood, integrated
likelihood and marginal likelihood functions that allows for node-to-parent regression and
efficient computation.
As random effects are nuisance parameters, they can be treated as additional parameters
in the BN. Therefore, we introduce a matrix of random effects u = (u1, ..., uv) that includes
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Figure 3.3: Example of Proposed Parameterization For Correlated Observations. Our
proposed parameterization when both the dependency structure and conditional probabil-
ity distributions need to be estimated from correlated data. The random effects u (blue
nodes) have probability distributions that depends on parameters τ (green nodes). This
parameterization differs from the common parameterization for independent observations
in that the random effects u1, u2, and u3 are added as parents of the observable variables
X1, X2, and X3.
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one vector of random effects for each of the observable variables X1, ..., Xv in the BN. These
random effects are included in the parent sets of variables X1, ..., Xv, specifically the parent
set of each variable Xi is now (pa(X)i, θi, ui) with the addition of the vector of random
effects ui. We also assume that ui is independent from all the other fixed and random
effects parameters, conditionally on the family structure and correlation parameters (see
Figure 3.3 for an example). These assumptions are crucial as they allow to maintain the
factorization of the global likelihood function as the product of the local likelihood and the
modularity of model search but account for the correlation in the data.
To see this, let γ = (θ, u, τ) denote the augmented set of parameters for the joint
probability distribution of the observable variables X1, X2, ..., Xv that factorizes according
to a DAG M . The vector θ in γ is the set of fixed effects parameters of the BN that
describe the parent-children conditional distributions, while u denotes the random effects
and τ is the additional variance parameters associated with u. For a given BN structure
M , we can write the product of the global likelihood function and prior distribution as:
p(D|γ,M)p(γ|M) = p(D|θ, u, τ,M)p(θ, u, τ |M)
whereD is again the data observed in a sample of n observations for the variablesX1, X2, ..., Xv.
γ = (γ1, ..., γv) denotes the parameter vectors associated with the variables X1, X2, ..., Xv
in the model. We assume that γi and γj are marginally independent for i 6= j and that,
for each index i, θi and ui are independent, conditionally on the additional correlation
structure and parameter τi .
Figure 3.3 shows an example for a BN with 3 observable variables that follow normal
distributions. In this example, we have
X1|γ ∼ N(β10 + δ1u1, σ1)
X2|X1 = x1, γ ∼ N(β20 + β21x1 + δ2u2, σ2)
X3|X1 = x1, X2 = x2, γ ∼ N(β30 + β31x1 + β32x2 + δ3u3, σ3)
56
Then, the joint distribution of the observable variables X1, X2, and X3 is
X1
X2
X3
 |γ ∼MVN


µ1 = β10
µ2 = β20 + β21µ1
µ3 = β30 + β31µ1 + β32µ2
 ,Σ

Under these assumptions of independence of the parameters, the product of the global
likelihood and prior distribution of the parameters factorizes as:
p(D|γ,M)p(γ|M) = p(γ|M)
v∏
i=1
p(xi|pa(xi), γi,Mi)
As the prior distribution expands, the above expression further simplies into
p(D|γ,M)p(γ|M) =
v∏
i=1
p(xi|pa(xi), θi, τi, ui,Mi)
× p(θi|Mi)p(ui|τi,Mi)p(τi|Mi).
In the formula,
xi =

xi1
...
xin

θi =

θi1
...
θipi

ui =

ui1
...
uin
 ∼ N(0,Ψi) Ψi = Ψi(τi)
The variable Xi can assume different types of distributions. For continuous data, it can
follow a normal distribution. For categorical data, it can follow a Poisson distribution or
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multinomial distribution. In the case of time-to-event data, survival distributions such as
Weibull distribution may be used. In the non-normal data case, random effects will be
included in the same scale of the linear predictors, or the log-hazard function for time-to-
event data. The correlation between observations of the variable Xi is modelled through
the variance-covariance matrix Ψi and variance parameter τi of the random effect vector
ui. It is important to note that this parameterization will maintain the decomposability of
the integrated likelihood that can be used for local model search using information based
criteria or other Bayesian criteria.
For example, conditionally on fixed effects parameter vector θ = (θ1, ..., θv) and variance
parameter vector τ = (τ1, ..., τv) that is associated with the random effects vector u =
(u1, ..., uv), the integrated likelihood can be computed as:
p(D|θ, τ,M) =
v∏
i=1
∫
p(ui|τi,Mi)× p(xi|pa(xi), θi, τi, ui,Mi)dui
=
v∏
i=1
p(D|θi, τi,Mi)
where p(D|θi, τi,Mi) can be computed exactly for normally distributed variables (see [50])
or using numerical approximations in other cases as shown in [60]. The product-form of
the integrated likelihood is crucial since it implies that the search of the best dependency
structure can be performed in a modular way, by choosing the set of parents of each variable
that optimizes either the marginal BIC or AIC rule.
Once the best dependency structure is selected, the conditional distributions of each
local model can be estimated using MCMC methods. The MCMC samples can also be used
to estimate functions of the parameters that summarize associations between variables in
the model not directly linked, such as interactions, and possibly mediation by estimating the
decomposition of total effects into direct and indirect effects as suggested in [58]. However,
this chapter of the dissertation focuses on the structural learning of the BN.
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3.5 Simulation Studies
We conducted simulation studies to provide answers to the following questions:
• What is the effect of ignoring the correlation between the observations in structure
learning of a BN from correlated data?
• What is the trade-off between false and true positive rates of using modifications of
BIC and AIC for learning a BN from correlated data?
For simplicity, we focused on deterministic algorithms with a forward search procedure,
such as the K2 algorithm [15], so that the problem can be reduced to a search for covariates
in a regression model using a forward search. We explored the cases when the data are
continuous and time-to-event.
3.5.1 Continuous Data
We borrowed the family structure from the Long Life Family Study (LLFS), which is a
study of healthy aging that enrolled approximately 5,000 individuals between 2006 and 2009
from 583 families demonstrating clustering for longevity and healthy aging in the United
States and Denmark [52, 67]. A typical family structure in the LLFS has a proband,
its siblings, its offspring, and spouses. For this simulation study, the total sample size
was 4656 and the number of families was 582. Subjects whose genotype data were not
available were excluded from the analysis. With a kinship matrix from each family Kf ,
the variance-covariance matrix of the observations is the 4656× 4656 matrix:
V = σ2eI4656 + 2σ
2
gdiag(K1,K2, ...,K582)
We chose the error variance σ2e = 1 and varied the genetic variance to be σ
2
g = 1/3, 1,
and 3 to simulate genetic traits with heritability σ2g/(σ
2
g + σ
2
e) = 0.25, 0.50, and 0.75. For
instance, when σ2e = 1 and σ
2
g = 1, 50% of the trait variability is due to geneticsm and
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the rest to other factors. To generate correlated data, in each simulation a vector Z of
independent and normally distributed observations was generated and transformed into
Y = UD1/2Z where U and D are the matrix of eigenvectors and eigenvalues from the
spectral decomposition of the variance-covariance matrix V . This transformation guaran-
tees that V (Y ) = UD1/2V (Z)D1/2UT = V so that the simulated data have the desired
correlation. In each run, we also included 10 null common SNPs (minor allele frequency >
5%), which were randomly selected from the real GWAS data from the LLFS.
Each simulated data was analyzed using a forward search withBIC and AIC (a variable
was added to the model when it decreased the BIC and AIC by the largest negative
amount) and the standard likelihood ratio test LRT = −2log(p(D|θˆ) (a variable was
added when it changed the LRT by the largest amount that exceed 3.84, for a nominal false
positive rate of 5%) ignoring the correlaton in the data. The data were also analyzed using
BIC, AIC, and the likelihood ratio test based on the intergrated likelihood, to account
for the correlation in the data. Four variants of BIC were used based on different effective
sample sizes: ne = 4656 (full sample size); ne = 2796 (Jones’ correction); ne = 1768
(Yang’s correction); and ne = 582 (most conservative sample size). The simulation was
repeated 1,000 times.
Table 3.1 shows the number of false positive covariates that were selected with the
forward search using the 9 criteria, the overall number of tests conducted during the forward
search, and both the false positive rate (probability of Type 1 error in one test) and the
family wise error rate (probability of one or more errors in the overall search) when the
heritability is 0.5. The full set of results for different heritability estimates can be found
in the Supplementary Materials. The results show an inflation of both error rates when
the correlation in the data is ignored, with a 55% increase of the family wise error rate
for the LRT , and a 267% increase for the BIC. The false positive rate of the LRT based
on the integrated likelihood that accounts for the correlation in the data is slightly below
the nominal level (0.0432), while the traditional LRT exhibits inflated Type 1 error rate
of 0.0748. The various corrections of the BIC result in small false positive and family
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wise error rates. Using the full sample size as the effective sample size in the BIC is an
over-correction that results in a very conservative scoring metrics. Decreasing the effective
sample size makes the BIC score more liberal with a modest increase of both false positive
and family wise error rates. Although these small error rates seem desirable, the question
is their effect on the true positive rates of the different scoring metrics.
Errors At Each Level Tot Error Rates
Score ne 1 2 3 4 ≥5 Test FPR FWER
BICM 4656 46 0 0 0 0 10405 0.0044 0.045
BICJ 2796 59 1 0 0 0 10530 0.0057 0.058
BICY 1768 74 2 0 0 0 10647 0.0071 0.071
BICC 582 128 7 1 0 0 11135 0.0122 0.120
AICM 4656 1616 779 270 71 17 23310 0.1181 0.836
LRTM 4656 513 100 13 2 0 14535 0.0432 0.415
BICF 4656 128 7 0 0 0 11136 0.0121 0.120
LRTF 4656 965 311 79 8 0 18218 0.0748 0.642
AICF 4656 2316 1381 685 277 110 28479 0.1674 0.931
Table 3.1: BICM : BIC based on integrated likelihood and full sample size; BICJ , BICY ,
BICC : BIC with Jones’, Young and conservative effective sample size; AICM : AIC based
on integrated likelihood and full sample size; LRTM : likelihood ratio test based on in-
tegrated likelihood to account for correlated data; BICF , LRTF , and AICF : traditional
BIC, likelihood ratio test, and AIC. FPR is the false positive rate defined as number of
errors over total number of tests ignoring correlated data; FWER is family wise error rate,
i.e., probability of one or more errors.
Based on the results of the false positive rates and family-wise error rates of different
model selection metrics, we compared the power of different variants of the BIC (BICM ,
BICJ , BICY , and BICC) based on integrated likelihood to the power obtained from the
LRTM using the significance threshold determined from the false positive rates in Table 3.1.
For example, BICM has an observed false positive rate of 0.0044, so we compared the power
of BICM to the power of LRTM with significance threshold of 0.0044. To do so, we ran 3
additional simulations in which the variable Y was generated from a multivariate normal
distribution with variance-covariance structure as described above. In these scenarios, we
modelled the expected value of the variable Y as a linear function of 3 true covariates
that were also generated from a multivariate normal distribution with different amount of
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correlations. Three sets of regression parameters were chosen to represent the situations
of weak, moderate and strong covariate effects such that the first scenario included 3
weak effect covariates, the second scenario included 3 moderate effect covariates, and the
third scenario included 3 strong effect covariates. Power was defined as the probability of
detecting all three true covariates in each run. The results are summarized in Table 3.2.
The results show that the corresponding LRTM has higher power in all cases. For instance,
in the presence of covariates with moderate effects, BICM detects the 3 covariates 29.5%
of the time, whereas the corresponding LRTM detects the covariates 31.4% of the time,
which is an increase by 1.9%.
Power
Strong Effect Moderate Effect Weak Effect
BICM 0.572 0.295 0.139
LRTBICM 0.593 0.314 0.151
BICJ 0.608 0.322 0.162
LRTBICJ 0.623 0.340 0.172
BICY 0.635 0.346 0.178
LRTBICY 0.648 0.362 0.186
BICC 0.708 0.426 0.245
LRTBICC 0.710 0.429 0.247
Table 3.2: Power Comparisons of Four Variants of BIC vs. Corresponding LRTM . Results
are based on 1,000 simulated datasets with 3 situations of strong, moderate, and weak
covariate effects. BICM : BIC based on integrated likelihood and full sample size; BICJ ,
BICY , BICC : BIC with Jones’, Young and conservative effective sample size; LRTBICM ,
LRTBICJ , LRTBICY , and LRTBICC : likelihood ratio test based on integrated likelihood
using the significance threshold obtained from empirical false positive rates.
3.5.2 Time-to-event Data
3.5.2.1 Heritability of Time-to-event Data
For the time-to-event data, there is no clear definition of heritability, as the genetic variance
σ2g is modelled on the log-hazard scale. Therefore, as a by-product of this simulation study,
I derived a heritability-like estimate for the time-to-event trait on the log-hazard scale so
that the genetic component of the trait can be controlled in the simulation design. The
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rest of this sub-section shows the derivation of this mathematical quantity.
Preliminaries Let survival time T ∼Weibull(λ, p) such that we have density and hazard
functions (denoted f(t) and h(t)):
f(t) =
ptp−1
λp
e−(t/λ)
p
and
h(t) =
( p
λp
)
tp−1
The logarithmic transformation of T follows a log-Weibull or Gumbel distribution with
location parameter a = log λ and scale parameter b = 1/p. Then, the expected value and
variance of log T are as follows:
E(T ) = a+ bγ
V (T ) =
pi2
6
b2
, where γ = Euler’s constant ≈ 0.5772.
The Hazard Function In a proportional hazards model, the hazard function for the
ith individual is defined as:
hi(t|Xi) = h0(t)eXiβ
, where h0(t) is the baseline hazard, Xi is the vector of measured covariates, and β is the
corresponding vector of regression coefficients. If we add a vector of random effect R such
that R ∼ N(0, σ2gA), where A represents the additive genetic relationship matrix, then the
model for the ith individual becomes:
hi(t, ri|Xi) = h0(t)eXiβ+ri
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, where ri is the per-subject random effect.
Proposed Idea The idea behind obtaining a heritability-like estimate (denoted h˜2) for
survival trait is to estimate the proportion of the total variance of the hazard function that
is due to the genetics. In order to obtain this quantity, we first compute the covariance
between the two individuals’ hazards on the log scale.
cov(log(hi(t)), log(hj(t))) = cov(Xiβ + ri + log(h0(t)), Xjβ + rj + log(h0(t)))
= cov(ri + log(h0(t)), rj + log(h0(t)))
= cov(ri, rj) + cov(log(h0(t)), log(h0(t)))
+ cov(ri, log(h0(t))) + cov(rj , log(h0(t)))
Under the assumption that the random effects and the baseline hazard are independent,
we see that cov(ri, log(h0(t))) = 0 and cov(rj , log(h0(t))) = 0. Then,
cov(log(hi(t)), log(hj(t))) = cov(ri, rj) + cov(log(h0(t)), log(h0(t)))
= cov(ri, rj) + var(log(h0(t)))
= 2σ2gΦij + var(log
( p
λp
)
+ (p− 1)log(t))
= 2σ2gΦij + var((p− 1)log(t))
= 2σ2gΦij + (p− 1)2var(log(t))
=
(
p− 1
p
)2 pi2
6︸ ︷︷ ︸
variance of baseline hazard
+ 2σ2gΦij︸ ︷︷ ︸
additional variance due to genetics
, where Φij is the kinship coefficient between the two individuals i and j. Hence, the
covariance between the two hazards on the log scale is the sum of the variance of baseline
hazard and additional variance due to genetics. As the genetic relationship between the
two individuals gets closer, there is larger variability added due to the genetics. Then, we
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can define h˜2 on the log scale as the following:
h˜2 =
genetic variance
total variance of the hazard
=
σ2g(
p−1
p
)2
pi2
6 + σ
2
g
For the simulation study on time-to-event data, we again borrowed the family structure
from the LLFS. To generate correlated time-to-event data, we modified the simulation
scheme from [12] by inducing correlation with log-normal frailty (random effects). The
baseline survival time was simulated from Weibull(2, 2). We simulated the correlated trait
such that:
T (X,R) =
√
−4logU
exp(Xβ +R)
,
where
U ∼ Unif(0, 1)
R ∼MVN(0, 2σ2gdiag(K1,K2, ...,K582))
C ∼ Unif(0, 2)
so that the event time is defined as t = min(T,C) and the censoring indicator is δ = I(T ≤
C). The correlation among observations are induced by the inclusion of random effects
term R on the log-hazard scale.
In each run, we again included 10 null common SNPs (minor allele frequency > 5%),
which were randomly selected from the real GWAS data from the LLFS. Each simulated
data was analyzed using a forward search with BIC and AIC (a variable was added to
the model when it decreased the BIC and AIC by the largest negative amount) and the
standard likelihood ratio test LRT = −2log(p(D|θˆ) (a variable was added when it changed
the LRT by the largest amount that exceed 3.84, for a nominal false positive rate of 5%)
ignoring the correlaton in the data. The data were also analyzed using BIC, AIC, and
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the likelihood ratio test based on the intergrated likelihood, to account for the correlation
in the data. For BIC, the effective sample size was the number of events as suggested by
[34]. The simulation was repeated 1,000 times.
Table 3.3 shows the number of false positive covariates that were selected with the
forward search using the 6 criteria, the overall number of tests conducted during the forward
search, and both the false positive rate (probability of Type 1 error in one test) and the
family wise error rate (probability of one or more errors in the overall search) when the
heritability is 50% on the log-hazard scale. The full set of results for different heritability
estimates can be found in the Supplementary Materials. The results show an inflation of
both error rates when the correlation in the data is ignored, with a 25% increase of the
family wise error rate for the LRT , and a 56% increase for the BIC. The false positive
rate of the LRT based on the integrated likelihood that accounts for the correlation in
the data is slightly below the nominal level (0.0470), while the traditional LRT exhibits
inflated Type 1 error rate of 0.0629. Consistent with the results from the continuous data,
AIC is the most liberal metric.
Errors At Each Level Tot Error Rates
Score 1 2 3 4 ≥5 Test FPR FWER
BICM 71 1 0 0 0 10638 0.0068 0.070
AICM 1654 831 327 81 21 23553 0.1237 0.822
LRTM 561 120 14 3 0 14850 0.0470 0.436
BICF 121 11 0 0 0 11069 0.0119 0.109
AICF 2057 1180 530 188 58 26572 0.1510 0.884
LRTF 767 226 46 5 0 16604 0.0629 0.543
Table 3.3: BICM : BIC based on integrated likelihood and number of events as the sample
size; AICM : AIC based on integrated likelihood and full sample size; LRTM : likelihood
ratio test based on integrated likelihood to account for correlated data; BICF , LRTF , and
AICF : traditional BIC, likelihood ratio test, and AIC. FPR is the false positive rate
defined as number of errors over total number of tests ignoring correlated data; FWER is
family wise error rate, i.e., probability of one or more errors.
Based on the results of the false positive rates and family-wise error rates of different
model selection metrics, we compared the power of BICM based on integrated likelihood
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to the power obtained from LRTM using the significance threshold determined from the
false positive rates in Table 3.3. Again, we ran 3 additional simulations in which the
correlated survival trait was generated as described above. In these scenarios, we modelled
the log hazard as a linear function of 3 true covariates that were also generated from
a multivariate normal distribution with different amounts of correlations. Three sets of
regression parameters were chosen to represent the situations of weak, moderate and strong
covariate effects. Power was defined as the probability of detecting all three true covariates
in each run. The results are summarized in Table 3.4. The results are summarized in
Table 3.4. The results show that the corresponding LRTM has higher power in all cases
regardless of the heritability estimates, which is consistent with results from the continuous
data. For instance, in the presence of covariates with moderate effects when h2 = 0.50,
BICM detects the 3 covariates 25.5% of the time, whereas the corresponding LRTM detects
the covariates 28.5% of the time, which is an increase by 3.0%.
Power
Strong Effect Moderate Effect Weak Effect
h2 = 0.25
BICM 0.961 0.726 0.490
LRTBICM 0.964 0.741 0.502
h2 = 0.50
BICM 0.830 0.516 0.315
LRTBICM 0.841 0.522 0.323
h2 = 0.75
BICM 0.513 0.255 0.144
LRTBICM 0.540 0.285 0.161
Table 3.4: Power Comparisons of BICM vs. Corresponding LRTM . Results are based
on 1,000 simulated datasets with 3 situations of strong, moderate, and weak covariate
effects. BICM : BIC based on integrated likelihood and number of events as the sample
size; LRTBICM : likelihood ratio test based on integrated likelihood using the significance
threshold obtained from empirical false positive rates.
In summary, these results emphasize the need to account for correlation in the data
(continuous and time-to-event) to avoid an unnecessary inflation of the false positive error
rates. Moreoever, LRTM has slightly higher power than BIC based on integrated likelihood
both in the cases of continuous and time-to-event data. This suggests that, in practice,
it may be more desirable to use LRTM with reduced significance threshold to ensure that
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type 1 error rates are maintained at a certain level with higher power than BIC.
3.6 Application
We applied the proposed approach to build a BN to link genetic data, blood biomarkers,
socio-demographic factors, and life span in the LLFS. The genetic variants were indepen-
dent single nucleotide polymorphisms (SNP) in the 23 genes in the insulin and insulin-like
growth factor 1 signaling (IIS) pathway that were found associated with age at death using
single SNP analysis with a significance threshold of 0.005. Table 3.5 summarizes the gene,
chromosome, and the number of tested SNPs. There was a total of 13 common SNPs (mi-
nor allele frequency ¿ 5%) that were individually associated with age at death, adjusting
for sex. In a joint model that included these 13 SNPs as covariates, 6 of them were still
associated with age at death at the p-value threshold of 0.005. Given the large number of
tested SNPs, the p-value threshold of 0.005 may appear too liberal. However, this step was
primarily to obtain a candidate list of genetic variants to be considered in building the BN
later. For this purpose, a more inclusive criterion was employed in the single SNP analysis,
but a much more stringent rule was applied when building the BN as described below.
The question we were trying to answer with the BN was whether some of these direct
associations between SNPs and lifespan could be explained through associations with blood
biomarkers such as serum levels of DHEA (a steroid hormone linked to muscle loss in
aging), insulin growth factor 1 (IGF-1), transferrin receptors (Tr), and hemoglobin (Hgb).
Additional variables in the network were age at enrollment (Age.E) and follow-up survival
time (FUS) censored at last contact for living subjects, an indicator variable (Birth Year
Cohort: BYC) that accounted for possible secular trend, and sex. To build the BN, we used
the search procedure of the K2 algorithm, and we considered all possible orderings of the
other variables with the exception of the SNPs that for biological reasons were considered
as root nodes in the BN and the follow-up survival time that was the child of all other
nodes. For each possible ordering of the variables, a BN was built by fitting appropriate
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Gene Chromosome Number of Tested SNPs
AKT1 14 78
AKT2 19 142
AKT3 1 793
FOXO1 13 275
FOXO3 6 110
FOXO6 1 674
GHR 5 506
IGF1 12 994
IGF1R 15 854
IKBKB 8 76
INS 11 75
INSR 19 859
IRS1 2 2105
IRS2 13 1637
PDPK1 16 9
PIK3CA 3 318
PIK3CB 3 391
PIK3CD 1 172
PIK3CG 7 883
PIK3R1 5 4179
PIK3R2 19 32
PIK3R3 1 207
PIK3R5 17 295
Table 3.5: Summary of 23 Genes in the IIS Pathway
mixed effects regression models of follow-up survival time (using mixed Cox regression),
age at enrollment, the four biomarkers (using linear mixed model), and by identifying
statistically significant predictors through a forward search. Based on the simulation study,
the likelihood ratio test from mixed effects model was used for model selection criteria by
applying stringent Bonferroni correction at each node.
The three BNs that ranked top in the the global likelihood over all possible orderings
are depicted in Figure 3.4; BN M1, BN M2, and BN M3 are shown in panels a), b), and c),
respectively. The top three BNs have very similar overall structures, with directions of few
edges switched. Table 3.6 shows the Markov Blanket (MB) for each node in the top 3 BNs.
The MB for a node consists of its parents, its children, and its children’s other parents.
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Node MB in M1 MB in M2 MB in M3
FUS TR, Age.E, Hgb,
Sex, rs1009375
TR, Age.E, Hgb,
Sex, rs1009375
TR, Age.E, Hgb,
Sex, rs1009375
Age.E BYC, Sex,
rs6974881, FUS,
TR, Hgb, rs1009375
BYC, Sex,
rs6974881, FUS,
TR, Hgb, rs1009375
BYC, Sex,
rs6974881, FUS,
TR, Hgb, rs1009375
DHEA Hgb, IGF1, BYC,
TR
Hgb, IGF1, BYC,
TR
Hgb, IGF1, BYC,
TR
TR Hgb, BYC, DHEA,
IGF1, FUS, Age.E,
Sex, rs1009375
Hgb, BYC, DHEA,
IGF1, FUS, Age.E,
Sex, rs1009375
Hgb, BYC, DHEA,
IGF1, FUS, Age.E,
Sex, rs1009375
IGF-1 Hgb, Tr, BYC,
DHEA
Hgb, Tr, BYC,
DHEA
Hgb, Tr, BYC,
DHEA
Hgb BYC, IGF1, FUS,
Tr, DHEA, Age.E,
Sex, rs1009375
BYC, IGF1, FUS,
Tr, DHEA, Age.E,
Sex, rs1009375
BYC, IGF1, FUS,
Tr, DHEA, Age.E,
Sex, rs1009375
Table 3.6: Markov Blanket of Each Node in the Top 3 BNs. FUS: Follow-up Survival;
Age.E: Age at enrollment; DHEA: Dehydroepiandrosterone; TR: Transferrin Receptors;
IGF-1: Insulin-like growth factor 1; INS: Insulin; Hgb: Hemoglobin.
Conditioned on the MB, a node is conditionally independent of all other nodes in the BN.
It is interesting to note that the MBs of the top three BNs are equivalent, suggesting
that the statistical inference on parameters is robust. The results from the final network
suggests that genetic variants in the IIS pathway do not affect age at death through other
biomarkers; there is one SNP (rs1009375) directly associated with follow-up survival and
another SNP (rs6974881) directly associated with age at enrollment. Literature review
of these two SNPs show that rs1009375 on chromosome 1 is in a locus that is linked to
glycemic control and severe diabetic retinopathy rs6974881 on chromosome 7 is situated
in a locus that is linked to age at natural menopause, pulse pressure and mean arterial
pressure, carotid intima media thickness and plaque.
3.7 Conclusions
We presented an approach to learn BNs from correlated data that generalizes mixed effect
regression modeling. The simulation study showed the importance of accounting for corre-
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Figure 3.4: Top 3 BNs that dissect the associations of SNPs in genes of the IIS pathway
through effects on blood biomarkers.
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lated data to avoid inflation of the false positive error rates, but also showed the need for
better scoring metrics for model selection in the context of correlated data. Learning BNs
from correlated data is an emerging research field with many research opportunities and
many areas of applications.
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3.8 Supplementary Materials
Errors At Each Level Tot Error Rates
Score ne 1 2 3 4 ≥5 Test FPR FWER
BICM 4656 44 0 0 0 0 10396 0.0042 0.044
BICJ 3346 49 0 0 0 0 10441 0.0047 0.049
BICY 1768 64 0 0 0 0 10576 0.0061 0.064
BICC 582 119 2 0 0 0 11042 0.0110 0.114
AICM 4656 1598 790 294 77 16 23295 0.1191 0.821
LRTM 4656 496 96 12 1 0 14336 0.0422 0.397
BICF 4656 83 2 0 0 0 10745 0.0079 0.081
LRTF 4656 727 212 40 3 0 16291 0.0603 0.517
AICF 4656 1949 1077 455 152 47 25803 0.1426 0.879
Table 3.7: False Positive Rates and Family-wise Error Rates of Different Model Selection
Metrics For Continuous Data When h2 = 0.25. BICM : BIC based on integrated likelihood
and full sample size; BICJ , BICY , BICC : BIC with Jones’, Young and conservative
effective sample size; AICM : AIC based on integrated likelihood and full sample size;
LRTM : likelihood ratio test based on integrated likelihood to account for correlated data;
BICF , LRTF , and AICF : traditional BIC, likelihood ratio test, and AIC. FPR is the
false positive rate defined as number of errors over total number of tests ignoring correlated
data; FWER is family wise error rate, i.e., probability of one or more errors.
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Errors At Each Level Tot Error Rates
Score ne 1 2 3 4 ≥5 Test FPR FWER
BICM 4656 55 2 0 0 0 10475 0.0054 0.051
BICJ 2483 64 3 0 0 0 10555 0.0064 0.059
BICY 1768 75 3 0 0 0 10654 0.0073 0.070
BICC 582 131 10 0 0 0 11169 0.0126 0.121
AICM 4656 1597 758 279 86 18 23135 0.1183 0.822
LRTM 4656 528 111 16 0 0 14591 0.045 0.415
BICF 4656 193 16 0 0 0 11739 0.0178 0.179
LRTF 4656 1146 447 140 23 1 19781 0.0888 0.702
AICF 4656 2540 1582 842 359 159 29816 0.1839 0.936
Table 3.8: False Positive Rates and Family-wise Error Rates of Different Model Selection
Metrics For Continuous Data When h2 = 0.75. BICM : BIC based on integrated likelihood
and full sample size; BICJ , BICY , BICC : BIC with Jones’, Young and conservative
effective sample size; AICM : AIC based on integrated likelihood and full sample size;
LRTM : likelihood ratio test based on integrated likelihood to account for correlated data;
BICF , LRTF , and AICF : traditional BIC, likelihood ratio test, and AIC. FPR is the
false positive rate defined as number of errors over total number of tests ignoring correlated
data; FWER is family wise error rate, i.e., probability of one or more errors.
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Power
Strong Effect Moderate Effect Weak Effect
BICM 0.797 0.444 0.273
LRTBICM 0.810 0.461 0.287
BICJ 0.815 0.464 0.290
LRTBICJ 0.824 0.473 0.297
BICY 0.838 0.510 0.332
LRTBICY 0.835 0.506 0.329
BICC 0.877 0.593 0.417
LRTBICC 0.875 0.584 0.405
Table 3.9: Power Comparisons of Four Variants of BIC vs. Corresponding LRTM For
Continuous Data When h2 = 0.25. Results are based on 1,000 simulated datasets with 3
situations of strong, moderate, and weak covariate effects. BICM : BIC based on inte-
grated likelihood and full sample size; BICJ , BICY , BICC : BIC with Jones’, Young and
conservative effective sample size; LRTBICM , LRTBICJ , LRTBICY , and LRTBICC : like-
lihood ratio test based on integrated likelihood using the significance threshold obtained
from empirical false positive rates.
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Power
Strong Effect Moderate Effect Weak Effect
BICM 0.233 0.102 0.049
LRTBICM 0.270 0.124 0.067
BICJ 0.268 0.122 0.067
LRTBICJ 0.286 0.138 0.072
BICY 0.284 0.138 0.071
LRTBICY 0.304 0.150 0.075
BICC 0.356 0.189 0.102
LRTBICC 0.374 0.192 0.106
Table 3.10: Power Comparisons of Four Variants of BIC vs. Corresponding LRTM For
Continuous Data When h2 = 0.75. Results are based on 1,000 simulated datasets with 3
situations of strong, moderate, and weak covariate effects. BICM : BIC based on inte-
grated likelihood and full sample size; BICJ , BICY , BICC : BIC with Jones’, Young and
conservative effective sample size; LRTBICM , LRTBICJ , LRTBICY , and LRTBICC : like-
lihood ratio test based on integrated likelihood using the significance threshold obtained
from empirical false positive rates.
Errors At Each Level Tot Error Rates
Score 1 2 3 4 ≥5 Test FPR FWER
BICM 77 1 0 0 0 10683 0.0073 0.075
AICM 1661 821 326 91 24 23769 0.1230 0.841
LRTM 522 114 21 2 0 14646 0.0450 0.413
BICF 107 2 0 0 0 10970 0.0099 0.106
AICF 1837 956 406 132 39 24851 0.1356 0.864
LRTF 625 161 25 2 0 15537 0.0523 0.476
Table 3.11: False Positive Rates and Family-wise Error Rates of Different Model Selection
Metrics For Time-to-event Data When h2 = 0.25. BICM : BIC based on integrated likeli-
hood and number of events as the sample size; AICM : AIC based on integrated likelihood
and full sample size; LRTM : likelihood ratio test based on integrated likelihood to account
for correlated data; BICF , LRTF , and AICF : traditional BIC, likelihood ratio test, and
AIC. FPR is the false positive rate defined as number of errors over total number of tests
ignoring correlated data; FWER is family wise error rate, i.e., probability of one or more
errors.
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Errors At Each Level Tot Error Rates
Score 1 2 3 4 ≥5 Test FPR FWER
BICM 79 4 0 0 0 10707 0.0078 0.075
AICM 1712 864 344 106 24 23858 0.1278 0.833
LRTM 553 124 16 3 0 14910 0.0466 0.434
BICF 190 20 1 0 0 11698 0.0180 0.171
AICF 2193 1272 597 218 59 27519 0.1577 0.909
LRTF 906 282 65 14 2 17727 0.0716 0.614
Table 3.12: False Positive Rates and Family-wise Error Rates of Different Model Selection
Metrics For Time-to-event Data When h2 = 0.75. BICM : BIC based on integrated likeli-
hood and number of events as the sample size; AICM : AIC based on integrated likelihood
and full sample size; LRTM : likelihood ratio test based on integrated likelihood to account
for correlated data; BICF , LRTF , and AICF : traditional BIC, likelihood ratio test, and
AIC. FPR is the false positive rate defined as number of errors over total number of tests
ignoring correlated data; FWER is family wise error rate, i.e., probability of one or more
errors.
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Chapter 4
Efficient Technique to Model Extended Family Structure in Bayesian
inference Using Gibbs Sampling (BUGS) software
4.1 Introduction
Many observational studies are designed using some form of clustered sampling that intro-
duces correlation between observations within the same cluster. A popular study design
that produces correlated observations is the family-based study [55], in which families (or
clusters) may be selected because family members are enriched of some particular traits of
interest. In this design, multiple relatives within the same family are enrolled in the study,
and subjects from the same family cannot be assumed independent because they share
genetic background and may have more similar phenotypes than members from different
families. In this context, standard statistical methods that assume independent and identi-
cally distributed observations are not appropriate because ignoring the correlation between
observations may impact the false positive rates of statistical methods [11].
When the trait of interest is continuous, a linear mixed-effects model can be used to
account for the family structure by using random effects with a variance-covariance matrix
that describes the within and between family covariances. However, the implementation of
such models in the BUGS software [46] becomes challenging due to the high dimensionality
of the random effects vector, which is as large as the sample size in the study. The fact
that the high-dimensional covariance matrix can only be updated as a composite whole in
BUGS [9] increases the computational burden of the Markov Chain Monte Carlo (MCMC)
estimation and often results in a failure to compile the model. To tackle this implementation
issue, Waldmann et al [84] have proposed an approach based on a decomposition of the
multivariate normal distribution of the random effects into univariate normal distributions
using conditional distributions [30]. Our experience with this approach is that it fails to
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produce accurate results with large multigenerational families.
This paper describes an alternative parameterization that uses the singular value de-
composition of the large covariance matrix of the random effects to fit a mixed model with
independent random effects and avoids the use of large variance matrices. This approach is
not novel and for example was used in factored spectrally transformed linear mixed models
(FaST-LMM) [43] for fast computations with family data. The novelty of our contribution
is to use this approach for an efficient implementation in the BUGS software. The BUGS
code is also provided and a specific example is presented with some discussions.
4.2 Proposed Parameterization
A common parameterization of linear mixed models for correlated family data is:
y|β, σ2g , σ2e = Xβ + ρ+ , (4.1)
where y is the phenotype vector of size n × 1, X is the n × (p + 1) design matrix that
contains values of measured covariates, β is the fixed effect vector of size p × 1, ρ is the
random effect vector of size n× 1, which accounts for the additive polygenic effect, and 
is a vector of random errors of size n× 1. The vectors ρ and  are marginally independent
and follow distributions:
ρ ∼ N(0, σ2gA)
 ∼ N(0, σ2eIn),
where A represents the known additive genetic relationship matrix (see Figure 3.1), σ2g is
the genetic variance, and σ2e is the error variance [19]. Under this parameterization the
variance-covariance matrix of the observation y is the matrix:
V ar(y|β, σ2g , σ2e) = σ2gA+ σ2eIn. (4.2)
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One can estimate the narrow-sense heritability of a trait as a ratio of genetic variance σ2g
to the total phenotypic variance σ2g + σ
2
e , such that h
2 =
σ2g
σ2g+σ
2
e
.
In a recent review article, Muller et al. [50] described the following parameterization
for general linear mixed-effects models:
y|β, σ2g , σ2e = Xβ +Gu+  (4.3)
where u ∼ N(0, σ2gIs), e ∼ N(0, σ2eIn), and G is a matrix of known coefficients. The
advantage of the parameterization in Equation (4.3) is that the random effects ui, i =
1, ..., n are marginally independent rather than the high-dimensional multivariate normal
distribution ρ in the initial parameterization.
The two parameterizations are equivalent once the matrix G is derived from the singular
value decompostion of the matrix A. Specifically, by setting A = US1/2S1/2UT and letting
G = US1/2, the variance-covariance matrix of y from the model in Equation (4.3) is
V ar(y|β, u, e) = σ2gGGT + σ2eIn = σ2gUS1/2S1/2UT + σ2eIn = σ2gA+ σ2eIn (4.4)
Note that the matrix US1/2 needs to be computed only once. We provide an example
R script that computes US1/2 given a family-based data set in the supplement material.
4.3 A Real Data Example
As an example, we consider the task of estimating the heritability of transferrin receptor
levels from a large family-based study. The data are from the Long Life Family Study
(LLFS) that between 2006 and 2009 enrolled approximately 5,000 individuals from 583
families demonstrating clustering for longevity and healthy aging in the United States and
Denmark [52, 67]. A typical family structure in the LLFS has a proband, the siblings,
their spouses, offspring of probands and siblings, and their spouses. The family size varies
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between 3 individuals to 77 individuals. In this example, transferrin receptor levels were
adjusted for age at enrollment of the study and insulin levels. The kinship matrix A was
calculated with the R package kinship2 [75] and the R code to generate the matrix G is
provided in supplement material.
The entire BUGS code is shown with some comments below. There are a few points
that are noteworthy. First, the matrix G, which is computed within R, is part of the
BUGS data input. The calculation of the matrix G is required only once and performed
outside the model compilation in the BUGS software. Second, the variable offset is used
to indicate the individuals who belong to each specific family. For example, in the code
below, we use the index i to represents families and the index j to represent individuals.
The first few values of the variable offset in this particular example is c(1, 8, 16, ...). When
i = 1 (the first family), j will span from 1 to 7, indicating that individuals 1 through 7
belong to family 1. When i = 2 (the second family), j will span from 8 to 15, indicating
that individuals 8 through 15 belong to family 2. Then, based on the values of j and offset,
the inner product between an appropriate row of the matrix G and vector u is computed.
A total of 11,000 iterations with the first 1,000 as a burn-in was sufficient to reach
the convergence of the estimates. On average, each iteration took 0.0892 seconds on an
Intel(R) Core i5 processor (2.53 GHz) with 4 GB of RAM. The data were also analyzed
using the method proposed in [30] and by fitting classical linear mixed models with the
function lmekin() in coxme [74] package in R.
The BUGS code
model svd {
## loop over families
for( i in 1:n.fam) {
## loop over individuals within each family
for(j in offset[i]:(offset[i+1] - 1) ){
y[j] ~ dnorm( mu[j], tau.e)
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mu[j] <- b0 + b.age*age[j] + b.insulin*insulin[j] +
## X *%* Beta
inprod(G[j,offset[i]:(offset[i+1]-1)], u[offset[i]:(offset[i+1]-1))
## G *%* u
}
}
## Model random effects as univariate normal
for( t in 1:N) { u[t] ~ dnorm( 0, tau.g) }
## priors for fixed effects
b0 ~ dnorm(0,0.001)
b.age ~ dnorm(0,0.001)
b.insulin ~ dnorm(0,0.001)
## varance components
tau.e ~ dgamma(1, 1)
tau.g ~ dgamma(1 , 1)
sigma.g2 <- 1/tau.g
sigma.e2 <- 1/tau.e
## narrow-sense heritability
herit <- (1/tau.g)/( 1/tau.g+1/tau.e)
}
Table 4.1 compares the point estimates and standard errors (SE) of regression parame-
ters, the variance parameters, and the heritability estimates from the linear mixed models
computed using the lmekin() function in R, the proposed method (SVD Model), and the
method in [30] (conditional Model). Figure 4.1 displays the posterior distribution of her-
itability, residual variance, and genetic variance. The point estimates and SE from the R
ouput and SVD model are nearly identical. The heritability estimates in the two methods
are 0.3677 and 0.3677, respectively, with a difference of only 0.0031. However, compared to
these two methods, the conditional model produces discrepant results; the residual variance
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is over-estimated and the genetic variance is under-estimated, which leads to inconsistent
estimate of the heritability and the 95% credible intervals of the two Bayesian methods
do not overlap. Inconsistent results betweent the SVD model and conditional model are
surprising since, in theory, both approaches rely on decomposition methods that should
lead to exactly the same covariance matrix. To further investigate this discrepancy, simu-
lations of several scenarios of extended pedigree data structures were performed. However,
we were not able to pinpoint the reason for the apparent discrepancy. The advantage of
the Bayesian approach here, compared to the classical approach is to provide measures of
the uncertainity of the heritability estimate as the posterior distribution (Figure 4.1) and
the 95% credible interval.
R (lmekin) SVD Model Conditional Model
PE SE PE SE 95% CI PE SE 95% CI
Intercept 2.1494 0.0652 2.143 0.0697
2.014 -
2.283
2.153 0.0730
2.018 -
2.3
Age 0.0101 0.0008 0.0102 0.0009
0.0084 -
0.0119
0.0101 0.0009
0.0082 -
0.0119
Insulin 0.0021 0.0004 0.0022 0.0004
0.0014 -
0.0030
0.0022 0.0004
0.0014 -
0.0030
Heritability 0.3677 N/A 0.3707 0.0345
0.3015 -
0.4402
0.1325 0.0257
0.0957 -
0.195
Residual
Variance
0.4877 N/A 0.4866 0.0263
0.436 -
0.5402
0.6624 0.02439
0.6114 -
0.7074
Genetic
Variance
0.2837 N/A 0.2862 0.0289
0.2303 -
0.3466
0.1013 0.0198
0.0733 -
0.1494
Table 4.1: Comparison of Point Estimates (PE), standard errors (SE), and 95% Credible
Intervals (95% CI). R (lmekin): results obtained from using lmekin function in R; SVD
Model: results obtained from using the proposed method based on signular value decompo-
sition of the additive genetic relationship matrix; Conditional Model: results obtained from
using the method in [30]. The total sample size was 4229 with 558 unique families.
4.4 Conclusion
The proposed BUGS code provides an easy and efficient way to account for extended family
structure in linear mixed model. Results show that this implementation produces consistent
results with the classical linear mixed models in R. The advantage of this approach is that
it allows for linear mixed modeling from Bayesian perspective that correctly adjusts for
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Figure 4.1: Plots of Posterior Distributions of Heritability, Residual Variance, and Genetic
Variance
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correlated data as well as obtaining an accurate estimate of heritability. A similar type of
approach could be used when the trait of interest is binary or time-to-event.
4.5 Supplementary Materials
Sample R script for computing the singular value decomposition of the additive genetic
relationship matrix.
## Read the Phenotype Data ##
pheno.file <- read.csv("pheno.data.csv")
## Read the Pedigree Data
ped.file <- read.csv("ped.data.csv")
## Variable Description:
## subject = unique individual ID
## gpedid = family ID
## dadsubj = ID of the father
## momsubj = ID of the mother
## sex = sex of individual
## Needs to be ordered by family
ped.file <- ped.file[ order(ped.file$pedid),]
## Use package kinship2 to construct the pedigree object and
## the kinship matrix.
library(kinship2)
## This creates pedigree objects
mped.full <- pedigree(id=ped.file$subject, dadid=ped.file$dadsubj,
momid=ped.file$momsubj, sex=ped.file$sex,
famid=ped.file$gpedid,missid=0)
## This creates the kinship matrix
kmat.full <- kinship(mped.full)
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## Singular Value Decomposition by family
family.list <- intersect(unique(ped.file$gpedid), unique(pheno.file$gpedid))
my.U <- vector("list")
my.S <- vector("list")
my.kmat <- vector("list")
my.G <- vector("list")
for(i in 1:length(family.list)){
p <- ped.file[ which(ped.file$gpedid == family.list[i]),]
mped <- pedigree(id=p$subject, dadid=p$dadsubj,
momid=p$momsubj,sex=p$sex,famid=p$gpedid,missid=0)
kmat <- 2*kinship(mped)
## Now get kinship submatrix for subjects
ind.subj <- match(pheno.file$subject[which(pheno.file$gpedid ==
family.list[i])], row.names(kmat))
test <- svd( kmat[ind.subj[ which(is.na(ind.subj)==F)],
ind.subj[ which(is.na(ind.subj)==F)]])
my.U[[i]] <- test$u
my.S[[i]] <- test$d
my.G[[i]] <- test$u %*% diag( sqrt(test$d))
my.kmat[[i]] <- kmat[ind.subj[ which(is.na(ind.subj)==F)],
ind.subj[ which(is.na(ind.subj)==F)]]
}
## This is the matrix to be loaded to bugs
G.mat <- my.G[[1]]
for(i in 2:length(my.G)){
ith.block.1 <- rep(0, nrow(G.mat)*ncol(my.G[[i]]))
dim(ith.block.1) <- c(nrow(G.mat), ncol(my.G[[i]]))
ith.block.2 <- rep(0, ncol(G.mat)*nrow(my.G[[i]]))
dim(ith.block.2) <- c(nrow(my.G[[i]]), ncol(G.mat) )
G.mat <- rbind( cbind( G.mat, ith.block.1),
cbind(ith.block.2, my.G[[i]]))
}
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Chapter 5
Conclusions
Statistical genetics is a rapidly changing field that requires specialized statistical methods
for proper analysis of massive data on the genome-wide level to understand the genetic
contributions to complex traits. Triggered by high throughput technologies, GWASs have
identified numerous genetic variants associated with diverse phenotypes in the last decade.
However, those variants with unusually low p-values often did not reveal important biologi-
cal mechanisms and explained only a fraction of genetic variance of the phenotypes studied.
My current work described in the last three chapters attempts to contribute to aiding the
comprehension of genetic architecture of complex traits by 1) discovering potentially more
informative variants in the GWAS and 2) integrating the genetic and non-genetic data by
the use of network models in the presence of correlated data. In this concluding chap-
ter, I would like to outline both short-term and long-term future directions for my work
presented in this dissertation as they relate to uncovering the genetic basis of such traits.
An immediate extension to the work in Chapter 2 is to consider the same type of model
selection in linear mixed models. Under certain distributional assumptions on the random
effects, a closed-form solution to the marginal likelihood can be derived by integrating
out the random effects. Then, a very similar approach can be employed for the model
selection among different genetic models. In addition, this approach should be explored
in the context of logistic regression. As there is no closed-form solution to the marginal
likelihood in this case, it is not immediately clear which scoring metric should be used for
model selection when the trait of interest is binary. Extensive evaluations on approximate
BFs need to be conducted.
Network modelling provides an approach that allows for integration of the accumu-
lated genetic information and other non-genetic factors to uncover the complex paths from
genotype to phenotype. However, Chapter 3 mainly focuses on procedures to learn the
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dependency structure among these variables and evaluations on model selection criteria
for correlated data. Reasoning the network with the correlated data is another key area
that needs to be explored in depth. Ability to reason the network may provide an answer
to the following question: what is the probability distribution of some variable (lifespan)
given a set of other variables (genetic and non-genetic exposures)? Parameter learning
and predictive inference, in the presence of family structure, need to be evaluated using
Markov chain Monte Carlo estimation. I believe that my work described in Chapter 4 can
contribute to this effort.
As a by-product of simulations studies in Chapter 3, I show a mathematical derivation
of the heritability of time-to-event data. This work is meaningful as it provides a way
to control the genetic parameter in simulation studies involving time-to-event data. In
addition, it also provides a clear way to explain the contribution of the genetic component
to the phenotype, which has a similar interpretation as in continuous data. I plan to
extend this idea of defining heritability of time-to-event trait to binary traits, for which
the liability threshold model is often used.
The focus of my work on Chapter 4 is limited to the continuous data. Implementation
of this method in the context of non-continuous data needs to be explored carefully. I
am also interested in dimensional reduction of random effects vector in mixed models.
In the commonly used parameterization, there are as many random effects parameters as
the sample size. However, this excess of nuisance parameters may over-parameterize the
model, which may result in loss of power in analysis. Trade-offs between gain in power and
accuracy of parameter estimates should be examined thoroughly.
In a broader context, applications of the methodologies I developed in my dissertation
may help reveal the underlying biological mechanisms of complex polygenic traits such as
autism and phenotypes associated with autism. I would pursue this aim through several
steps. First, it would be very important to estimate the genetic contribution of the trait
of interest, regardless of the type of the underlying probability distribution. Second, the
method developed in Chapter 2 can be used to obtain a solid list of candidate genetic
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variants associated with the trait through multiple genetic models. Once this list is estab-
lished, the BN could be built to represent the complex dependency structure among the
trait of interest, its sub-phenotypes, non-genetic factors, and genetic variants. As a last
step, predictive inference based on this BN should be carried out, which may provide a
better understanding of the complex biological mechamisms.
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