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Abstract
In this paper, the generalization of the Lanczos–Ortiz’s Recursive formulation of the tau method for general non-overdetermined
ordinary differential equations is presented. The generalization of the canonical polynomials and their derivatives for both overde-
termined and non-overdetermined cases were reported in the earlier works of these authors, thus the emphasis here is on the error
and the error estimate procedures. The accuracy of the results were established using some numerical examples and the induction
principle.
c⃝ 2014 Nigerian Mathematical Society. Production and Hosting by Elsevier B.V. All rights reserved.
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Nomenclature
ϵ∗i where i = 0(1)m Error estimation term
ϵ Actual error term
1. Introduction
The introduction of canonical polynomials in the tau method by Lanczos (1938) with the limitation in application to
first order differential equation was enhanced by Ortiz [6] when he generated these canonical polynomials recursively.
Once the said limitations were removed, Aliabadi et al. [4] applied this variant in solving both moving and free bound-
ary value problems. Using polynomial economization process of Lanczos [5], Adeniyi et al. [1] reported an efficient
error estimation procedure, the extension of which was reported in Adeniyi et al. [3] to the solution of systems of first
order differential equations. The quest for the automation of the recursive formulation of the tau method prompted the
efforts at the generalization of the canonical polynomials for the non-overdetermined and overdetermined ordinary
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differential equations (see [7,8]). Therefore, in this work, before going to the generalization of both the approximant
and the error estimation procedure, we shall restate the general formula for the canonical polynomials for the sake of
completeness.
2. The general formula for the canonical polynomials and their derivatives for non-overdetermined ordinary
differential equations
In [7,8] the class of mth order ODE (2.1) was considered
Ly(x) :=
m
r=0

Nr
k=0
Pr,kx
k

y(r)(x) =
F
r=0
fr x
r (2.1a)
L∗y(x0) = y(k)(x0) = αk, k = 1(1)m − 1 (2.1b)
where Nr , F are given non-negative integers and x0, αk , fr , Pr,k are given real numbers.
Definition 1. The ordinary differential equation (2.1a) is non-overdetermined if and only if Nr is less than or atmost
equal to m (the order of the DE).
The general formula for the r th order canonical polynomial Qr (x) for the class of DE (2.1) is given by
Qr (x) =
xr −
m
k=1
m
j=k

j !

r
j

Pj, j−k

Qr−k(x)
m
k=0
k!  rk  Pk,k , r ≥ 0, j ≤ r (2.2)
and the associated derivative for the canonical polynomial is given by
Q(λ)r (x) =
λ!  r
λ

xr−λ −
m
k=1

m
j=k
j !

r
j

Pj, j−k

Q(λ)r−k(x)
m
k=0
k!  rk  Pk,k , 0 ≤ λ ≤ r, j ≤ r (2.3)
where in (2.2) and (2.3) r is the order of the canonical polynomials, λ is the order of the derivatives and m is the order
of the differential equation.
The canonical polynomials play a central role in the Ortiz recursive formulation of the tau method, thus the impor-
tance of (2.2) and (2.3) stated above.
3. The tau approximant
In this section, the tau approximant for the recursive formulation using (2.2) and (2.3) for the problem (2.1) is
considered. We seek an approximant
yn =
n
r=0
ar x
r , n < +∞ (3.1)
which is the exact solution of the corresponding perturbed problem
Lyn(x) =
F
r=0
fr x
r + Hn(x) (3.2)
where
Hn(x) =
m
k=1
τkT
∗
n−k+1(x) (3.3)
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is the perturbation term. The parameters τr , r = 1(1)m, are to be determined.
Tr (x) = cos

r cos−1

2x − a − b
b − a

≡
r
k=0
C (r)k x
k (3.4)
is the r th degree Chebyshev polynomial valid in the interval [a, b] (assuming that (2.1) is defined in this interval).
Making necessary substitution and simplifying we have
αλ =
F
r=0
frQ
(λ)
r (x)+
m
k=1
τk
n−k+1
r=0
C (n−k+1)r Q(λ)r (x), λ ≥ 0(1)m − 1 (3.5)
where m is the order of the DE, λ is the order of the derivatives, r is the order of the canonical polynomials and αλ is
the set of initial values.
3.1. The tau system
The tau system can be developed from (3.5) as
m
k=1
τk

n−k+1
r=0
C (n−k+1)r Q(λ)r (x)

= αλ −
F
r=0
frQ
(λ)
r (x) (3.6)
where λ = 0(1)m − 1 and F ≥ n + 1. We shall now consider some cases using (3.6).
Cases m = 1, n = 3, λ = 0:
τ1

C (3)0 Q0(x)+ C (3)1 Q1(x)+ C (3)2 Q2(x)+ C (3)3 Q3(x)

= α0 − f0Q0(x)− f1Q1(x)− f2Q2(x)− f3Q3(x)− f4Q4(x). (3.7)
Cases m = 1, n = 4, λ = 0:
τ1(C
(3)
0 Q0(x)+ C (3)1 Q1(x)+ C (3)2 Q2(x)+ C (3)3 Q3(x)+ C (4)4 Q4(x))
= α0 − f0Q0(x)− f1Q1(x)− · · · − f4Q4(x)− f5Q5(x). (3.8)
Cases m = 1, n = 5, λ = 0:
τ1(C
(3)
0 Q0(x)+ C (3)1 Q1(x)+ C (3)2 Q2(x)+ C (3)3 Q3(x)+ C (4)4 Q4(x))
= α0 − f0Q0(x)− f1Q1(x)− · · · − f4Q4(x)− f5Q5(x). (3.9)
Cases m = 2, n = 3, λ = 0, 1:C (3)0 Q0(x)+ · · · + C (3)3 Q3(x) C (2)0 Q0(x)+ · · · + C (2)2 Q2(x)
C (3)0 Q
′
0(x)+ · · · + C (3)3 Q′3(x) C (2)0 Q′0(x)+ · · · + C (2)2 Q′2(x)
τ1
τ2

=

α0 − f0Q0(x)− · · · − f3Q3(x)− f4Q4(x)
α1 − f0Q′0(x)− · · · − f3Q′3(x)− f4Q′4(x)

. (3.10)
Cases m = 2, n = 4, λ = 0, 1:
C (4)0 Q0(x)+ · · · + C (4)4 Q4(x) C (3)0 Q0(x)+ · · · + C (3)3 Q3(x)
C (4)0 Q
′
0(x)+ · · · + C (4)4 Q′4(x) C (3)0 Q′0(x)+ · · · + C (3)3 Q′3(x)

τ1
τ2

=

α0 − f0Q0(x)− f1Q1(x)− · · · − f4Q4(x)− f4Q4(x)
α1 − f0Q′0(x)− f1Q′1(x)− · · · − f4Q′4(x)− f4Q′4(x)

. (3.11)
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Once the values of the tau parameters have been obtained in the tau system above, the values thus obtained are resub-
stituted in (3.12) to get the corresponding values of a′s
n
r=0
arQ
(λ)
r (x) =
n+1
r=0
frQ
(λ)
r (x)+
m
k=1
τk
n−k+1
r=0
C (n−k+1)r Q(λ)r (x), λ = 0(1)m − 1. (3.12)
For m = 1 and n = 4, we have
4
r=0
arQ
(λ)
r (x) =
5
r=0
frQ
(λ)
r (x)+ τ1
4
r=0
C (4)r Q
(λ)
r (x). (3.13)
On expansion, we have
a0Q0(x)+ a1Q1(x)+ a2Q2(x)+ a3Q3(x)+ a4Q4(x)
= f0Q0(x)+ f1Q1(x)+ · · · + f4Q4(x)+ f5Q5(x)
+ τ1

C (4)0 Q0(x)+ C (4)1 Q1(x)+ · · · + C (4)4 Q4(x)

(3.14)
which can be further simplified to get
a0Q0(x)+ a1Q1(x)+ a2Q2(x)+ a3Q3(x)+ a4Q4(x)
= ( f0 + τ1C (4)0 )Q0(x)+ ( f1 + τ1C (4)1 )Q1(x)+ ( f2 + τ1C (4)2 )Q2(x)
+ ( f3 + τ1C (4)3 )Q3(x)+ f4Q4(x)+ f5Q5(x) (3.15)
comparing the coefficients of Qr (x) (r = 0(1)n) on both sides of (3.15) we have a0 = f0+ τ1C (4)0 , a1 = f1+ τ1C (4)1 ,
a2 = f2 + τ1C (4)2 , a3 = f3 + τ1C (4)3 , and a4 = f4 + τ1C (4)4 , which makes it evident that f5Q5(x) is redundant
(i.e. fn+1Qn+1(x) term).
Hence, we shall adjust (3.12) as
n
r=0
arQ
(λ)
r (x) =
n
r=0
frQ
(λ)
r (x)+
m
k=1
τk
n−k+1
r=0
C (n−k+1)r Q(λ)r (x). (3.16)
The values of τ parameters τk , k = 1(1)m and those of a′r s are to be substituted in the equation
yn(x) =
n
r=0
arQr (x) (3.17)
to get the approximate solution.
4. Derivation of a general formula for the error estimation process
In this section, we shall obtain a general formula for the error estimation procedure.
Using polynomial economization process, [1] reported a polynomial error estimate (en(x))n+1 of degree n + 1 as
(en(x))n+1 =
φnµm(x)T ∗n−m+1(x)
22n−2m+1
(4.1)
where µm(x) = (x − x0)m is to ensure that (en(x))n+1 satisfies some or all the homogeneous conditions of en(x).
(For a detailed account of (4.1) see [1].)
Now consider the first order linear differential equation
Ly(x) = (P1,0 + P1,1x)y′(x)+ P0,0y(x) = f (x), 0 ≤ x ≤ 1 (4.2a)
y(0) = α0. (4.2b)
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The linear differential operator L can be obtained from (4.2a) as
L = (P1,0 + P1,1x) ddx + P0,0. (4.3)
Here, m = 1 and x0 = 0, so that
en(x) = φnxT
∗
n (x)
22n−1
. (4.4)
Applying L on en(x) we have
Len(x) =

(n + 1)P1,1C (n)n φn
C (n)n
+ P1,0C
(n)
n φn
C (n)n
+ (n + 1)P0,0C
(n)
n φn
C (n)n

xn+1
+

nP1,1C
(n)
n−1φn
C (n)n
+ P1,0C
(n)
n−1φn
C (n)n
+ P0,0C
(n)
n−1φn
C (n)n

+ · · · . (4.5)
In [1], it was equally established that
Len(x) = Hn+1(x)− Hn(x) (4.6)
where Hn+1(x) = τ 1T ∗n+1(x) and Hn(x) = τ1T ∗n (x). Expanding which gives
Len(x) = τ 1C (n+1)n+1 xn+1 + (τ 1C (n+1)n − τ1C (n)n )xn + · · · . (4.7)
From (4.5) and (4.7), we have
τ 1C
(n+1)
n+1 x
n+1 + (τ 1C (n+1)n − τ1C (n)n )xn + · · ·
=

(n + 1)P1,1C (n)n φn
C (n)n
+ P0,0C
(n)
n φn
C (n)n

xn+1
+

nP1,1C
(n)
n−1φn
C (n)n
+ P1,0C
(n)
n−1φn
C (n)n
+ P0,0C
(n)
n−1φn
C (n)n

xn + · · · . (4.8)
Comparing the coefficients of x , we have
τ 1C
(n+1)
n+1 =
(n + 1)P1,1C (n)n φn
C (n)n
+ P0,0C
(n)
n φn
C (n)n
(4.9)
and
τ 1C
(n+1)
n+1 x
n+1 − τ1C (n)n =
nP1,1C
(n)
n−1φn
C (n)n
+ P1,0C
(n)
n−1φn
C (n)n
+ P0,0C
(n)
n φn
C (n)n−1
. (4.10)
From (4.9)
τ 1 =
(n + 1)P1,1C (n)n−1φn
C (n+1)n+1 C
(n)
n
+ P0,0C
(n)
n−1φn
C (n)n
(4.11)
substituting for τ 1 in (4.10) and simplifying, we have
(n + 1)P1,1C (n+1)n C (n)n
C (n+1)n+1 C
(n)
n
+ P0,0C
(n+1)
n C
(n)
n
C (n+1)n+1 C
(n)
n

φn −

nP1,1C
(n)
n−1C
(n)
n
C (n)n
+ P1,0C
(n)
n−1
C (n)n−1
+ P0,0C
(n+1)
n C
(n)
n
C (n+1)n+1 C
(n)
n

φn
= C (n)n τ1 (4.12)
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β1φn = C (n)n τ1 (4.13)
⇒ φn = C
(n)
n τ1
β1
. (4.14)
Now using the initial condition, we have
τ1Rv(0) = α0 (4.15)
where
Rv(0) =
n
r=0
C (n)r Qr (0). (4.16)
Thus,
|τ1||Rv(0)| ≤ |α0| + ϵ∗1 (4.17)
where, in [2],
ϵ∗1 =
|φn|
C (n)n
(4.18)
⇒ ϵ∗1 =
|τ1|
β1
. (4.19)
So that
|τ1||Rv(0)| ≤ |α0| + |τ1||β1| (4.20)
|τ1|(|β1||Rv(0)| − 1) ≤ α0|β1| (4.21)
|τ1| ≤ α0|β1||β1||Rv(0)| − 1 (4.22)
substituting back for |τ1| in (4.19), we have
ϵ∗1 ≤
α0
|β1||Rv(0)| − 1 (4.23)
where
β1 = (n + 1)P1,1C
(n+1)
n C
(n)
n
C (n+1)n+1 C
(n)
n
+ P0,0C
(n+1)
n C
(n)
n
C (n+1)n+1 C
(n)
n
− nP1,1C
(n)
n−1
C (n)n
− nP1,0C
(n)
n−1C
(n)
n
C (n)n
− P0,0C
(n)
n−1
C (n)n
. (4.24)
For case m = 2, we have
ϵ∗2 =
|α0R′v(0)− α1Rv(0)|
|β2||Rv−1(0)R′v(0)− R′v−1(0)Rv(0)| − 1
(4.25)
where
β2 =
(n + 1)nP2,2C (n+1)n−1 C (n−1)n−1
C (n+1)n−1 C
(n−1)
n−1
+ (n + 1)P1,1C
(n+1)
n−1 C
(n−1)
n−1
C (n+1)n−1 C
(n−1)
n−1
+ P0,0C
(n+1)
n−1 C
(n−1)
n−1
C (n+1)n−1 C
(n−1)
n−1
+ (n + 1)nP2,1C
(n)
n−1C
(n−1)
n−1
C (n)n C
(n−1)
n−1
+ n(n − 1)P2,2C
(n)
n−1C
(n−1)
n−3
C (n)n C
(n−1)
n−1
+ (n + 1)P1,0C
(n)
n−1C
(n−1)
n−1
C (n)n C
(n−1)
n−1
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+ nP1,1C
(n)
n−1C
(n−1)
n−2
C (n)n C
(n−1)
n−1
+ P0,0C
(n)
n−1C
(n−1)
n−2
C (n)n C
(n−1)
n−1
− (n + 1)nP2,2C
(n+1)
n C
(n)
n−1C
(n−1)
n−1
C (n+1)n+1 C
(n)
n C
(n−1)
n−1
− (n + 1)P1,1C
(n+1)
n C
(n)
n−1C
(n−1)
n−1
C (n+1)n+1 C
(n)
n C
(n−1)
n−1
− P0,0C
(n+1)
n C
(n)
n−1C
(n−1)
n−1
C (n+1)n+1 C
(n)
n C
(n−1)
n−1
− (n + 1)nP2,0C
(n−1)
n−1
C (n−1)n−1
− n(n − 1)P2,1C
(n−1)
n−2
C (n−1)n−1
− (n − 1)(n − 2)P2,2C
(n−1)
n−3
C (n−1)n−1
− nP1,0C
(n−1)
n−2
C (n−1)n−1
− (n − 1)P1,1C
(n−1)
n−3
C (n−1)n−1
− P0,0C
(n−1)
n−3
C (n−1)n−1
. (4.26)
And for case m = 3, ϵ∗3 was obtained as
ϵ∗3 =
|A|
|β3||B| − 1 (4.27)
where
A = α2Rv(0)R′v−1(0)− α2R′v(0)Rv−1(0)− α1Rv(0)R′′v−1(0)
+α0R′v(0)R′′v−1(0)+ α1R′′v (0)Rv−1(0)− α0R′′v (0)R′v−1(0)
and
B = Rv(0)R′v−1(0)R′′v−2(0)− R′v(0)Rv−1(0)R′′v−2(0)
− Rv(0)R′′v−1(0)R′v−2(0)+ R′v(0)R′′v−1(0)Rv−2(0)
+ R′′v (0)Rv−1(0)R′v−2(0)− R′′v (0)R′v−1(0)Rv−2(0)
β3 =
(n + 1)n(n − 1)P3,3C (n+1)n−2 C (n−2)n−2
C (n+1)n+1 C
(n−2)
n−2
+ (n + 1)n(n − 1)P3,3C
(n+1)
n C
(n)
n−2C
(n−2)
n−2
C (n+1)n+1 C
(n−2)
n−2
(n + 1)nP2,2C (n+1)n−2 C (n−2)n−2
C (n+1)n+1 C
(n−2)
n−2
+ (n + 1)P1,1C
(n+1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−2)
n−2
+ P0,0C
(n+1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−2)
n−2
+ (n + 1)n(n − 1)P3,2C
(n)
n−2C
(n−2)
n−2
C (n)n C
(n−2)
n−2
+ n(n − 1)(n − 2)P3,3C
(n)
n−2C
(n−2)
n−3
C (n)n C
(n−2)
n−2
+ (n + 1)nP2,1C
(n)
n−2C
(n−2)
n−2
C (n)n C
(n−2)
n−2
+ n(n − 1)P2,2C
(n)
n−2C
(n−2)
n−3
C (n)n C
(n−2)
n−2
+ (n + 1)P1,0C
(n)
n−2C
(n−2)
n−2
C (n)n C
(n−2)
n−2
nP1,1C
(n)
n−2C
(n−2)
n−3
C (n)n C
(n−2)
n−2
+ P0,0C
(n)
n−2C
(n−2)
n−3
C (n)n C
(n−2)
n−2
− (n + 1)n(n − 1)P3,2C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n)n C
(n−2)
n−2
− (n + 1)nP2,2C
(n+1)
n C
(n)
n−2C
(n−2)
n−2
C (n+1)n+1 C
(n)
n C
(n−2)
n−2
− (n + 1)P1,1C
(n+1)
n C
(n)
n−2C
(n−2)
n−2
C (n+1)n+1 C
(n)
n C
(n−2)
n−2
− P0,0C
(n+1)
n C
(n)
n−2C
(n−2)
n−2
C (n+1)n+1 C
(n)
n C
(n−2)
n−2
+ (n + 1)n(n − 1)P3,1C
(n−1)
n−2 C
(n−2)
n−2
C (n−1)n−1 C
(n−2)
n−2
+n(n − 1)(n − 2)P3,2C
(n−1)
n−2 C
(n−2)
n−2
C (n−1)n−1 C
(n−2)
n−2
+ (n − 1)(n − 2)(n − 3)P3,3C
(n−1)
n−2 C
(n−2)
n−4
C (n−1)n−1 C
(n−2)
n−2
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+ (n + 1)nP2,0C
(n−1)
n−2 C
(n−2)
n−2
C (n−1)n−1 C
(n−2)
n−2
+ n(n − 1)P2,1C
(n−1)
n−2 C
(n−2)
n−3
C (n−1)n−1 C
(n−2)
n−2
+ (n − 1)(n − 2)P2,2C
(n−1)
n−2 C
(n−2)
n−4
C (n−1)n−1 C
(n−2)
n−2
+ nP1,0C
(n−1)
n−2 C
(n−2)
n−3
C (n−1)n−1 C
(n−2)
n−2
+ (n − 1)P1,1C
(n−1)
n−2 C
(n−2)
n−4
C (n−1)n−1 C
(n−2)
n−2
+ P0,0C
(n−1)
n−2 C
(n−2)
n−4
C (n−1)n−1 C
(n−2)
n−2
− (n + 1)n(n − 1)P3,3C
(n+1)
n−1 C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)nP2,2C
(n+1)
n−2 C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)P1,1C
(n+1)
n−1 C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−1)
n−1 C
(n−2)
n−2
− P0,0C
(n+1)
n−1 C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)n(n − 1)P3,2C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− n(n − 1)(n − 2)P3,3C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)nP2,1C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− n(n − 1)P2,2C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−3
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)P1,0C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− nP1,1C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−3
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
− P0,0C
(n−1)
n−2 C
(n−2)
n−3
C (n)n C
(n−1)
n−1 C
(n−2)
n−2
+ (n + 1)n(n − 1)P3,3C
(n+1)
n C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n)
n C
(n−1)
n−1 C
(n−2)
n−2
+ (n + 1)nP2,2C
(n+1)
n C
(n)
n−1C
(n−1)
n−2
C (n+1)n+1 C
(n)
n C
(n−1)
n−1 C
(n−2)
n−2
+ P0,0C
(n+1)
n C
(n)
n−1C
(n−1)
n−2 C
(n−2)
n−2
C (n+1)n+1 C
(n)
n C
(n−1)
n−1 C
(n−2)
n−2
− (n + 1)n(n − 1)P3,0C
(n−2)
n−2
C (n−2)n−2
− n(n − 1)(n − 2)P3,1C
(n−2)
n−3
C (n−2)n−2
− (n − 1)(n − 2)(n − 3)P3,2C
(n−2)
n−4
C (n−2)n−2
− (n − 1)(n − 2)(n − 3)P3,3C
(n−2)
n−5
C (n−2)n−2
− (n − 1)(n − 2)P2,1C
(n−2)
n−4
C (n−2)n−2
− (n − 2)(n − 3)P2,2C
(n−2)
n−5
C (n−2)n−2
− (n − 1)P1,0C
(n−2)
n−4
C (n−2)n−2
− (n − 2)P1,1C
(n−2)
n−5
C (n−2)n−2
− P0,0C
(n−2)
n−5
C (n−2)n−2
. (4.28)
A closer look at the terms of the β parameter for m = 1, m = 2 and m = 3 reveals that the number of terms is closely
linked with the value of m (the order of the ODE). Thus, number of terms = m(2m+1) + 1. The above cases were
studied and we arrived at a general formula for βm as:
βm =
m
i=0
i
j=0
m−i+ j
k=0
i !

n − k + 1
i

Pi, j
C (n−m+1)n−m−k+1
C (n−m+1)n−m+1
Vm−i+ j−k (4.29)
where
Vk =
k
i=1
−C
(n−m+k+1)
n−m+i
C (n−m+k+1)n−m+k+1
(4.30)
and
V0 = −1. (4.31)
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Theorem 1. The parameter βm in the general error term ϵ∗m of the error ϵm = a ≤
max
x ≤ b|y(x)− yn(x)| for the mth
order DE:
Ly(x) :=
m
r=0

Nr
k=0
Pr,kx
r

y(r)(x) =
F
r=0
fr x
r (4.32)
is given by
βm =
m
i=0
i
j=0
m−i+ j
k=0
i !

n − k + 1
i

Pi, j
C (n−m+1)n−m−k+1
C (n−m+1)n−m+1
Vm−i+ j−k (4.33)
where
Vk =
k
i=1
−C
(n−m+k+1)
n−m+i
C (n−m+k+1)n−m+k+1
and
V0 = −1
where m is the order of the ODE, n is the order of the error term and yn(x) is the tau approximant of the solution y(x).
For the purpose of validating this theorem, we employed the principle of Mathematical induction.
Proof. We shall proceed with the proofs by fixing n = 1 and apply the principles of mathematical induction on m.
With n = 1, (4.33) becomes
βm =
m
i=0
i
j=0
m−i+ j
k=0
i !

2− k
i

Pi, j
C (2−m)2−m−k
C (2−m)2−m
Vm−i+ j−k . (4.34)
We now try for m = 1,
β1 =
1
i=0
i
j=0
1−i+ j
k=0
i !

2− k
i

Pi, j
C (1)1−k
C (1)1
V1−i+ j−k (4.35)
⇒ β1 = P0,0C
(1)
0
C (1)1
V0 + P0,0C
(1)
1
C (1)1
V1 + P1,1C
(1)
0
C (1)1
V0 + 2P1,1C
(1)
1
C (1)1
V1. (4.36)
And this is in conformity with the earlier result for case m = 1 in (3.4.25), thus it is true for m = 1.
We assume that it is true for m = q so that (4.33) becomes
βq =
q
i=0
i
j=0
q−i+ j
k=0
i !

2− k
i

Pi, j
C (2−q)2−q−k
C (2−q)2−q
Vq−i+ j−k . (4.37)
Next, we want to show that the result is valid for m = q + 1, i.e. to show that
βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

2− k
i

Pi, j
C (1−q)1−q−k
C (1−q)1−q
Vq−i+ j−k+1 (4.38)
q
i=0
i
j=0
q−i+ j
k=0
i !

2− k
i

Pi, j
C (2−q)2−q−k
C (2−q)2−q
Vq−i+ j−k
+ Pq+1,q+1(q + 1)!

2− k
q + 1
 C (2−q)2−q−k
C (2−q)2− q Vq−k (4.39)
⇒ βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

2− k
i

Pi, j
C (1−q)1−q−k
C (1−q)1−q
Vq−i+ j−k+1. (4.40)
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Since (4.40) tallies with the right hand side of (4.38), therefore, βm is true for m = q + 1 when n = 1. Next we shall
fix n at l and apply the principle of mathematical induction on m. With n = l, (4.33) becomes
βm =
m
i=0
i
j=0
m−i+1
k=0
i !

l − k + 1
i

Pi, j
C (l−m+1)l−m−k+1
C (l−m+1)l−m+1
Vm−i+ j−k . (4.41)
We try for m = 1,
β1 =
1
i=0
i
j=0
1−i+1
k=0
i !

l − k + 1
i

Pi, j
C (l)l−k
C (l)l
V1−i+ j−k (4.42)
β1 = P0,0C
(l)
l
C (l)l
V0 + P0,0
C (l)l−1
C (l)l
V1 + P1,0
C (l)l−1
C (l)l
V0 + P1,1C
(l)
l
C (l)l
V0 + 2P1,1
C (l)l−1
C (l)l
V1. (4.43)
Since this tallies with (4.33) with n replaced by l, thus, it is true for m = 1.
Next is to assume that it is true for m = q , so that (4.33) now becomes
βq =
q
i=0
i
j=0
q−i+ j
k=0
i !

l − k + 1
i

Pi, j
C (l−q+1)l−q−k+1
C (l−q+1)l−q+1
Vq−i+ j−k . (4.44)
Next is to show that the result is valid for m = q + 1 that is to show that
βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

l − k + 1
i

Pi, j
C (l−q)l−q−k
C (l−q)l−q
Vq−i+ j−k+1 (4.45)
q
i=0
i
j=0
q−i+ j
k=0
i !

l − k + 1
i

Pi, j
C (l−q+1)l−q−k+1
C (2−q)2−q
Vq−i+ j−k
+ Pq+1,q+1(q + 1)!

l − q
q + 1
 C (l−q)l−2q+1
C (l−q)l − q Vq−k+1 (4.46)
⇒ βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

l − k + 1
i

Pi, j
C (1−q)1−q−k
C (1−q)1−q
Vq−i+ j−k+1. (4.47)
And this is the same as the right hand side of (4.45) which implies that βm is also true for m = q + 1 when n = l.
Finally, we shall fix n at l + 1 and apply the principle of mathematical induction on m. With n = l + 1, (4.33)
becomes
βm =
m
i=0
i
j=0
m−i+ j
k=0
i !

n − k + 2
i

Pi, j
C (l−m+2)l−m−k+2
C (l−m+2)l−m+2
Vm−i+ j−k . (4.48)
We shall try for m = 1,
β1 =
1
i=0
i
j=0
1−i+ j
k=0
i !

l − k + 2
i

Pi, j
C (l−m+2)l−k+1
C (l+1)l+1
V1−i+ j−k (4.49)
⇒ β1 = P0,0
C (l+1)l+1
C (l+1)l+1
V1 + P0,0C
(l+1)
l
C (l+1)l+1
V0 + (l + 2)P1,0
C (l+1)l+1
C (l+1)l+1
V0
+ (l + 2)P1,1
C (l+1)l+1
C (l+1)l+1
V1 + (l + 1)P1,1C
(l+1)
l
C (l+1)l+1
V0. (4.50)
And this is in conformity with (4.33), with n = l + 1. Thus, it is true for m = 1.
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Table 5.1
Error estimation and actual error for Problem 5.1.
n Error estimate Actual error
5 4.72× 10−4 2.77× 10−3
6 1.91× 10−6 1.17× 10−4
7 6.69× 10−7 3.54× 10−6
8 2.07× 10−8 1.08× 10−7
9 5.70× 10−10 3.02× 10−9
10 1.42× 10−11 7.84× 10−11
11 3.21× 10−13 1.88× 10−12
If we assume that it is true for m = q , (4.33) now becomes
βq =
q
i=0
i
j=0
q−i+ j
k=0
i !

l − k + 2
i

Pi, j
C (l−q+2)l−q−k+2
C (l−q+2)l−q+2
Vq−i+ j−k . (4.51)
Next, we want to show that the result is valid for m = q + 1, that is to show that
βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

l − k + 2
i

Pi, j
C (l−q+1)l−q−k+1
C (l−q+1)l−q+1
Vq−i+ j−k+1. (4.52)
Our βq with the additional term is
q
i=0
i
j=0
q−i+ j
k=0
i !

l − k + 2
i

Pi, j
C (l−q+2)l−q−k+2
C (l−q+2)l−q+2
Vq−i+ j−k
+Pq+1,q+1(q + 1)!

l − q + 1
q + 1
 C (l−q+1)l−2q
C (l−q+1)l−q+1
Vq−k+1 (4.53)
⇒ βq+1 =
q+1
i=0
i
j=0
q−i+ j+1
k=0
i !

l − k + 2
i

Pi, j
C (l−q+1)l−q−k+1
C (l−q+1)l−q+1
Vq−i+ j−k+1. (4.54)
And this is in consonant with the right hand side of (4.52), and this shows that βm is also true for m = q + 1 when
n = l + 1. Thus, (4.33) is true for all values of m and n. Hence, the validation of our βm .
5. Numerical experiments
Having validated the results above using the popular mathematical induction principle, we presented in this section
some numerical examples to further establish the accuracy of the work reported in this paper. The problems were
carefully selected from constant coefficient, variable coefficient homogeneous and non-homogeneous ordinary differ-
ential equations. A program written to automate the recursive formulation of the tau method tagged: Mathematica-
Tau-Program (MTP) was used to solve all the numerical examples.
Problem 5.1. Consider the third order constant coefficient homogeneous IVP
y′′′(x)− y′′(x)− y′(x)+ y(x) = 0, 0 ≤ x ≤ 1
with the initial conditions y(0) = 2, y′(0) = 1, y′′(0) = 0 and analytic solution y(x) = −e−x (−2+ x).
Table 5.1 shows the result obtained from MTP for the error estimate and actual error for this problem.
Problem 5.2. Consider the second order variable coefficient homogeneous IVP
y′′(x)− (1− x)y′(x)+ y(x) = 0, 0 ≤ x ≤ 1
with the initial condition y(0) = 1, y′(0) = 1 and analytic solution y(x) = ex−x2/2.
B.M. Yisa, R.B. Adeniyi / Journal of the Nigerian Mathematical Society 34 (2015) 70–82 81
Table 5.2
Error estimation and actual error for Problem 5.2.
n Error estimate Actual error
5 7.08× 10−5 9.42× 10−5
6 2.05× 10−5 2.92× 10−5
7 2.32× 10−7 1.81× 10−7
8 1.47× 10−7 1.45× 10−7
9 4.11× 10−10 1.08× 10−9
10 8.35× 10−10 7.68× 10−10
11 1.20× 10−11 1.21× 10−11
Table 5.3
Error estimation and actual error for Problem 5.3.
n Error estimate Actual error
5 3.18× 10−1 1.75× 100
6 3.40× 10−2 2.07× 10−1
7 2.83× 10−3 1.72× 10−2
8 2.44× 10−4 1.34× 10−3
9 1.70× 10−5 9.55× 10−5
10 1.22× 10−6 6.60× 10−6
11 7.14× 10−8 4.21× 10−7
The extracted values are m = 2, P0,0 = 1, P1,0 = −1, P1,1 = −1, P2,0 = 1, α0 = 1, α1 = 1 and f0 = 0. The
results obtained from MTP are shown in Table 5.2.
Problem 5.3. Consider the third order constant coefficient non-homogeneous IVP
y′′′(x)+ 2y′′(x)− 9y′(x)− 18y(x) = −18x2 − 18x + 22, 0 ≤ x ≤ 1
with the initial condition y(0) = −2, y′(0) = −8, y′′(0) = −12 and the exact solution y(x) = e−2x − 1− 2e3x + x2.
The extracted values for this problem are: m = 3, P0,0 = −18, P1,0 = −9, P2,0 = 2, P3,0 = 1, α0 = −2, α1 =
−8, α2 = −22, f0 = 22, f1 = −18 and f2 = −18. The results are as shown in Table 5.3.
6. Concluding remarks
The results presented above were the output of a program written in Mathematica, a software that is known for its
precision in solving mathematical problems. The numerical examples presented further confirm the accuracy of our
results.
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