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Abstract
Field theory of reversible and active network formation
S. Mebwe
Department of Physics,
Stellenbosch University,
Private Bag X1, Matieland 7602, South Africa.
Dissertation: PhD
December 2016
This dissertation presents a statistical physics analysis of randomly cross-linked
polymer networks with both reversible and permanent cross-links. The theory
used here is adapted from the ﬁeld theory elaborated by Edwards (1988) for
the permanent network and later used for a reversibly associated network by
Fantoni and Müller-Nedebock (2011). The ﬁeld theory automatically ensures
cross linking constraints, includes the reversible link and enables the compu-
tation of the average numbers and ﬂuctuations of cross-links in the network.
The average density of cross-linkers is calculated. This contains statistical in-
formation about the behaviour of individual polymer chains and cross-linkers
inside the network. For active cross-linkers moving in a preferential direction
along ﬁlaments we show that the polarity of the polymer chains inﬂuences the
elastic properties of the network. The response of the network under a small
deformation is studied. We make use of the replica trick to calculate the free
energy over the possible disorder in the system. We show that, when adding
reversible cross linkers into a permanent polymer network, these make the net-
work become softer.
We study a special case of such networks to understand the biological network
called the contractile ring. We implement the Random Phase Approxima-
tion (RPA) along with a one dimensional Langevin dynamics simulation to
investigate the stability of the ring. We calculate the explicit expression for
the density-density correlation function which can be tested experimentally.
Results show that the motor proteins pull and push the chains leading to a
constant overtaking of the chains within the ring. It turns out that the energy
generated by the network to maintain the chains connected is the one respon-
sible for the contractile behaviour of the ring. Speciﬁcally, these observations
ii
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only hold in the case of a ﬁnite periodic ring. The present consideration sug-
gests that even in case of low ATP, the ring still contracts. The simulation and
the analytical results conﬁrm that the force generated by the motor protein
sustains the polarisation current and therefore maintains the stability of the
ring. On the other hand, the force generated to maintain the integrity of the
ring render the ring unstable and interrupts the current ﬂowing through it.
The change of phase of the chain distribution within the ring therefore occurs
due to the interplay of the two forces mentioned above.
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Stellenbosch Universiteit,
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Proefskrif: PhD
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Hierdie proefskrif is 'n aanbieding van die statistiese ﬁsika van 'n polimeer-
netwerk met lukraak geplaasde kruisverbindingspunte, wat beide permanent
en tydelik is. Die teorie waarvan hier gebruik gemaak word is 'n aanpassing
van Edwards (1988) se veldeteoretiese formulering vir die permanente netwerk
en wat later deur Fantoni en Müller-Nedebock (2011) aangewend is vir om-
keerbaar geassosieerde netwerke. Die veldeteorie verseker outomaties dat die
verbindings bevredig word, en sluit nie-permanente knooppunte in en laat ook
die berekening van gemiddelde getalle en ﬂuktuasies van knooppunte in die
netwerk toe. Die gemiddelde digtheid van knooppunte word bereken. Dit be-
vat statistiese inligting omtrent die gedrag van polimeerkettings en knooppunte
binnekant die netwerk. Vir aktiewe knooppunte, wat in 'n voorkeurrigting op
ﬁlamente beweeg, toon ons aan dat die polariteit van die polimeerkettings die
elastiese eienskappe van die netwerk beïnvloed. Die gedrag van die netwerk
onder klein vervorming word ondersoek. Ons maak gebruik van die replika-
metode om die vrye-energie te bereken, wat gemiddel word oor die wanorde in
die stelsel. Ons toon aan dat die byvoeging van nie-permanente knooppunte
in 'n permanente netwerk daartoe lei dat die netwerk sagter word.
Ons ondersoek die spesiale geval van sulke netwerke om die biologiese net-
werk, die sogenaamde kontraktiele ring, te verstaan. Ons maak gebruik van
'n kwadratiese kollektiewe koördinaatransformasie (RPA) tesame met een-
dimensionele Langevin-dinamika simulasies om die stabiliteit van die ring te
ondersoek. Ons bereken eksplisiet die digtheid-digtheid korrelasiefunksie wat
eksperimenteel getoets kan word. Die resultate dui daarop dat die masjiene die
ﬁlamente trek en stoot sodat ﬁlamente die hele tyd vir mekaar verbysteek. Die
iv
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energie wat deur die netwerk gestoor word, is verantwoordelik vir die saam-
trekking in die ring. Spesiﬁek geld hierdie gevolgtrekkings vir 'n eindige ring,
wat periodies verloop. Die ondersoek dui aan dat, selfs in die geval van lae
ATP-konsentrasies, die ring steeds sal saamtrek. Beide simulasies en analitiese
resultate bevestig dat die krag wat deur die proteïenmasjientjies gegenereer
word, die polarisasiestroom in die ring onderhou en dus ook vir die stabiliteit
van die ring verantwoordelik is. Verder is die krag, wat die samehangendheid
van die ring produseer, verantwoordelik daarvoor dat in sommige gevalle die
ring onstabiel raak en die polarisasiestroom daarin onderbreek word. Die fase-
oorgang van die verdeling van kettings binne die ring is dus 'n gevolg van beide
bogenoemde kragte.
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Chapter 1
Introduction and motivations
Polymeric network systems represent intriguing structures that are abundant
in nature as well as in man-made materials. This type of material provides
mechanical basics for many processes, for example: in tyre industry for rein-
forcement of the resistivity of the tyre, in rubber like material to study the
elastic properties and even in living organisms to understand the self organ-
isation of the ﬁlaments within the cells. The network is deﬁned as being a
macromolecule formed by the assemblage of many polymer chains. The chains
are linked by the use of a cross-linker (connectors). The biological network is
constituted of ﬁlaments and motor proteins that serve as cross-linker. Those
network are complex and give the shape of the cell and its mechanical stabil-
ity. Due to the motion of certain type of cross-linkers, the network behaves on
one hand as an highly deformable solid in a microscopic length scale and on
the other hand, like a liquid in a microscopic length scale. These character-
istics qualify it to be a fascinating material that scientists strive to understand.
Polymer networks in general have the ability to be deformed due to a weak
external (or internal) force regardless of the type of the cross-linkers used to
form the network. The structure and properties of the network are determined
by the characteristics of both polymer chains and cross-linkers. The role of
the connectors is to help creating physical bond between polymer chains. The
cross-linkage procedure depends on the type and intrinsic features of the con-
nectors. Nature has provided many types of physical bonds in macromolecular
materials. We distinguish: the permanent1, the reversible-movable2 (called re-
versible in chapter 3) and the active-movable3( called active in chapter 4)
cross-linkers. The reversible or temporary cross-linker is in generally both
1A bond is said permanent when it freezes as soon it is attached to the chain. It is
generally called covalent bond
2A bond is said reversible when it can detach and reattach. A reversible bond is movable
if it changes position or moves along the chains.
3The active-movable type of cross-link is the cross-link that generates a force while
moving.
2
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reversible and movable example is the non-processive motor protein: myosin
II. An active cross-linker is not necessarily a reversible cross-linker (example
of processive motor protein: a single processive motor can move continuously
along its track for several microns without being detached depnding on the
time scale. Kinesins, most dyneins and certain types of myosin protein). Each
chain can be several micrometers long and is made of many subunits called
monomers. The chains can be semi-ﬂexible, ﬂexible or rigid depending on its
stiﬀness [1]. The elastic properties of the network are deﬁned by how soft each
single polymer is and the type of cross-linker used. Biological systems are best
examples to illustrate a polymer network with reversible types of cross-linker.
One particular example and well known network that has been widely explored
by many scientists is the cytoskeleton. This type of network can be internally
driven out of equilibrium by the motion of the motor protein (reversible) cross-
linker that uses polar chains as path way. The physics of biological systems is
a growing ﬁeld in science which is trying to ﬁnd its way between physics and
biology. There is no doubt that Physics plays a key role in the understanding
of many events at microscopic length scale. The cell is a microscopic (Typi-
cally 10-100 mm in diameter for eukaryotic4 cells and 0.2-2 mm in diameter
for prokaryotic5 cells) and thermal environment. It is not easy for theoretical
physicists to describe with accuracy the properties of an organelle within the
cell because of the size. Nevertheless, many techniques have been developed
to understand such microscopic systems.
The concept of a ﬁeld takes an important place in many well known physics
terminologies. The examples of well known ﬁelds that one uses in a regular
basis are: Electric ﬁeld, gravity ﬁeld, electrostatic ﬁeld, electromagnetic ﬁeld,
etc... Using the ﬁeld theory in the context of polymer representation can be
challenging, not to mention if it is planned to be used for a polymer mix-
ture like a network structure. The use of ﬁeld theory approach to describe
a polymer network that contains both permanent and reversible cross-link is
elaborated in this dissertation in chapter 3. The ﬁeld theory has been originally
developed for a permanent polymer network formation by Edwards(1988) and
later extended for an active polymer network by Fantoni and Müller-Nedebock
(2011) to an active system [2, 3]. The ﬁeld-theory was shown to be useful in
the context of converting polymer degrees of freedom to collective degrees of
freedom, that themselves have been shown to be particularly useful in polymer
network theories. The ﬁeld theory will automatically assure the cross linking
constraints. Here, we work on the scenario where the reversible cross-linker
moves along the chain. Results show that the ﬁeld theory is also applicable for
reversible polymer network. The density ﬂuctuation calculation reveals that
4The eukaryotic cells are known by the presence of the membrane-bound nucleus. Ex-
ample are plant cells, human cells, and some fungi.
5Prokaryotic cells example is bacteria. They are known by their lack of the membrane-
bound nucleus.
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the cross-linkers as well as the chains density ﬂuctuate around their mean ﬁeld
values which is the saddle point solution. Including the polarity of the poly-
mers, we prove that there is two possible network conﬁgurations that occur
in a primitive one dimensional system: the network with all the (+) ends of
the chains pointing in the same directions (parallel network) and the net-
work where the chains have opposite direction to each other (anti-parallel
network). The investigations have revealed that adding the reversible type of
cross-linker inside a permanent network tends to make the network softer.
The polar polymer network model is later identiﬁed to a minimal model of the
biological network called the contractile ring. This organelle is well known
to be the one responsible for the physical division of the cell. Its operation
mode remains a mystery, but knowing the assemblage and the dynamics of
ﬁlaments within it will give a insight on its behaviour. We address this net-
work from a dynamical point of view. The ﬁeld theory shows evidence of being
adaptable to usage in a so-called Martin, Siggia, Rose (1972) [4] formalism for
the dynamics of the ﬁlaments and the cross-linkers. Here we focus on collec-
tive dynamics of the chains within the ring. In the dynamical formalism, we
learn less about the elastic coeﬃcients of this complex material, but we should
be able to model structural informations that could be gleaned from suitable
experiments. This is done using the Random Phase Approximation (RPA)
[59]. This latter approximation may also add insights from a simple motil-
ity assays as recently calculated by Banerjee, Marchetti and Müller-Nedebock
(2011), where detachment and reattachment formed important ingredients in
describing the ﬁlament dynamics [10]. The mechanical stability of the ring is
investigated looking at the density-density correlation function. We observe
that the force generated by the motor myosin II seems to stabilise the ring. The
force generated in order to keep the chains linked (the networking force) causes
the contraction behaviour of the ring and breaks the structural integrity of the
ring. We implement a simple one dimensional Langevin dynamics simulation
to add more depth to the elaborated theory and analytical investigation. The
two investigation results show that the sustained polarisation current ﬂowing
through the ring goes from a current regime to an almost no current regime
with the increase of the networking force. This suggests a phase change inside
the ring occurring when the chains go from an homogeneous distributed state
(unstable ring ) to a completely heterogeneous or separated state (stable
ring which is maintained by the myosin II activity). The work done in chap-
ters 5 and 6 will be submitted for publication and is in its ﬁnal preparation.
Motivations
When biological ﬁlaments, such as F-actin or microtubules are combined with
active cross-links, that come in the form of dimers of motors or motor clus-
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ters (such as kinesins and dyneins for microtubules, and myosins for actin)
the systems show contractile behaviour. This means the volume of the ﬁla-
ments network decreases when the activity of the motors is switched on. At
the same time, one expects the other elastic properties of the network to diﬀer
signiﬁcantly from those of permanently cross-linked ﬁlaments networks made
of similar ﬁlaments but without the moving molecular machines.
The present work has been motivated by the need to bring an insight on
the problem of connectivity during network formation and the need to under-
stand the contractile behaviour of the actomyosin network (which is a minimal
model of the contractile ring). The polymer network has captured our inter-
est because of the complexity that increases when the network contains both
the reversible-movable or active-movable and the permanent cross-linkers. We
are interested on extending the theory of Edwards [2] and include movable
cross-linkers. Understanding how this type of network is formed may helps
understand the features of biological network.
Outline
The dissertation is outlined as follow:
Chapter 1: This chapter is a general introduction of the whole disser-
tation.
Chapter 2: This chapter is a general introduction of all the concepts
that one need to be acquainted with in order to be prepared the reader
not familiar with some concepts when enter deeply into this disserta-
tion. It contents a short overview of the kind of network one will deal
with later on. It highlights all type of polymer chains and the minimal
constituents of the contractile ring. It also gives a brief introduction of
the method elaborated by Edwards to develop the permanent polymers
network formation using ﬁeld theory formulation.
Chapter 3: This chapter is the main ﬁrst part of the project. It elab-
orates the network formation method using ﬁeld theory. The network
elaborated contains reversible-movable and permanent cross-links. It
presents the response of network due to an external deformation using
the replica method.
Chapter 4: In this chapter, we suppose that the network have already
been formed. We present a primitive one dimensional network made of
polar chains and the two reversible and permanent cross-linker. We view
the reversible cross-linker as a bipolar myosin II motor protein that move
along the cross-linked chains. We introduce the concept of sliding ring
and investigate the behaviour of the network in the two distinct example
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of network conformation formed with a randomly one dimensional polar
chains.
Chapter 5: We investigate the collective chains dynamics behaviour
changing in the minimal linear contractile ring model. We present the
MSR and the RPA formalism using the collective variables and calculate
the density-density ﬂuctuation of the system. We focus on understanding
the role of each force involved in the mechanism of the chains' dynamics.
Chapter 6: This chapter presents the ﬁnite periodic contractile ring
model. We investigate the cause of the contractile behaviour of the ring
by look at the two forces evoked in the previous chapter. This is done by
using the collective variables dynamics formalism elaborated in the chap-
ter 5. We also implement a simple Langevin Dynamics Simulation(LDS)
to add depth to the analytical ring behaviour investigation.
Chapter 7: This chapter is a general conclusion of the dissertation. It
summarises the results, and gives the perspective for a possible future
investigation on the similar problem.
Appendix: This part presents details of the calculations made in the
dissertation.
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Chapter 2
General background
2.1 Introduction
The present chapter is an introduction to concepts that will be used later in
this dissertation. The chapter is made for the readers to familiarize themselves
with some basics concepts used for this dissertation. In section 2.2, we present
a general review in polymer theory starting from a single and moving to many
chains system. The section 2.3 presents the idea of Edwards on permanent
polymer network representation using the ﬁeld theory borrowed from quantum
ﬁeld theory [2]. We explain the cross-linkage problem in a polymer mixture.
In section 2.4, we introduce in brief one example of a natural network that
will be the object of interest of the two last chapters. The properties and the
composition of this later type of network are highlighted. We limit ourselves
to the simpliﬁed version of this network using the actomyosin system to mimic
its structural behaviour.
2.2 Basic concepts of polymer theory
2.2.1 Single polymer chain: Ideal chain model
A polymer chain is a macromolecule composed of a large number of small
(not always identical) units called monomers. All monomers are connected
to each other using the connectors or cross-linkers permanently in synthetic
polymers, but there are those being polymers that can grow. Each connecting
joint allow rotation in space so that the chain can take many conformations
[11, 12]. The most widely used chain behaves like an ideal random chain.
Those chains are also known by their highly modulate structure. For instance,
depending on their characterisations (i.e. elasticity, bending modulus, bulk
properties, local stiﬀness). One can distinguish several type of polymer chains
[1114] . Each type of chain provides a good theoretical representation and
a good approximation in a solvent. The diﬀerence between the chains types
7
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is embedded in the constant called the ﬂexural rigidity and noted κ. This
constant is analogue to a spring constant and is related to the persistence
length noted lp by the relation (Hooke's law for spring) lp =
κ
kBT
( kB =
1.38064852 × 10−23 m2 kg s−2 K−1 is the Boltzmann constant, and T the
temperature). The persistence length is the correlation length scale deﬁned
by the relation: 〈~t(s) · ~t(s + T )〉 = e−T/lp with ~t(s) = ∂
~R(s)
∂s
a tangent
vector of the chain with the length constraint |~t(s)| = 1 for s, ~R(L0−L) is the
end-to-end vector of the chain. We describe below ideal chain. It is basically
described by the random walk. Our consideration here neglects the excluded
volume[12]. The ideal chain is simply a polymer assumed to be a random walk
like chain. It is very reliable due to the fact that it eases the mathematical
calculation and simplify the diﬃculties that polymer study can raise.
2.2.1.1 Flexible polymer chain
The ﬂexible chain also called, is characterised by its many degree of freedom.
Consider the Fig. 2.1 of a chain composed of N number of subunits of length
b each ( ~bi = ~Ri − ~Ri−1) called the eﬀective bond length or bond vector
[14]. The two ends of the chain ﬂuctuate without touching each other. The
mean end-to-end displacement of the chain is equal to zero because all the
bond vectors are sum over all the monomers and canceled each other due to
the isotropy property of the system. Therefore, we have: 〈~R〉 = ∑Ni=1〈~bi〉 = ~0
with the mean square:
〈R2〉 =
N∑
i=1
N∑
j=1
〈~bi · ~bj〉
=
N∑
i=1
〈~bi2〉+
N∑
i,j=1;i6=j
〈~bi · ~bj〉.
(2.1)
For i 6= j, 〈~bi.~bj〉 = 0, therefore,
〈R2〉 =
N∑
i=1
〈~b2i 〉 = Nb2 = Lb. (2.2)
With L = Nb the contour length of the chain. We deduce that R ∼√〈R2〉 =
N1/2b, R  L. This expression shows that the freely jointed chain has a non
linear conformation. It can therefore form an entangled coil or other compli-
cated structure depending on the surrounding solvent and other parameters
like temperature or cross-linkers where R ∼ N1/2 scaling will not necessarily
apply. This type of chain has a trajectory equivalent to a Brownian parti-
cle trajectory. The single chain is characterised by the persistence length lp
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(L >> lp ), the ﬂexural rigidity κ and the continuous contour parameter (arc
length) of the chains (0 < s < L). As example of ﬂexible chain we can cite:
rubber like chain, one strand of DNA, etc... The Edwards Hamiltonian of this
type of chain is given by the following expression:
H[~R(s)] =
3
2 `
∫ L
0
ds
∣∣~t(s)∣∣2 = 3
2 `
∫ L
0
ds
∣∣∣∣∣∂
−→
R (s)
∂s
∣∣∣∣∣
2
. (2.3)
` is called the Kuhn length and it is known to be the distance between two
monomer in the polymer chain. The Edwards Hamiltonian (equation (2.3)) is
used in equation (2.6) to calculate the partition function. Considering that the
Figure 2.1: Self avoiding chain
chain have a Gaussian distribution. In this case, the chain is called Gaussian
chain and the central limit theorem gives the chain probability distribution
for the end-to-end distance of the chain. The probability is written as followed:
P (
−→
R (s)) = ℵ exp
[
− 3
2L2
N∑
i=1
(bi)
2
]
, ℵ is the normalisation factor.
2.2.1.2 Semi-ﬂexible polymers chain
Also called Worm-like chain or Kratky Porod chain model, the semi-ﬂexible
polymer is less ﬂexible than the ﬂexible chain. It is stiﬀ and can only bend
weakly due to thermal ﬂuctuation [15] . Its contour length is far more smaller
than the persistence length (L ≤ lp). If L is too small, the chain reaches the
rod limit. The expression of its eﬀective Edwards Hamiltonian is given by
H[
−→
R (s)] =
κ
2
∫ L
0
ds
∣∣∣∣∣∂
−→
t (s)
∂s
∣∣∣∣∣
2
=
κ
2
∫ L
0
ds
∣∣∣∣∣∂2
−→
R (s)
∂s2
∣∣∣∣∣
2
. (2.4)
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The equation 2.4 is used in the partition function together with the constraint
δ(|~t(s)|−1),∀s. This model of chain is a special case of the ﬂexible chain with
a very small bond angle [11].
2.2.1.3 Other types of chains
 Rouse chain/ Bead-spring chain This model of chain is diﬀerent from
the ﬂexible chain only by the fact that in between each bead (monomer)
there is a supposed spring with a ﬁnite equilibrium length. It is popular
for its application in computational simulations.
 Freely jointed(rotating) chain: This chain is the ﬂexible chain with
the monomer unit length all equal. It has no ﬁxed angle between each
monomer. It is generally useful to study the general properties of any
type of chain.
 Real chain: This chain is a self-avoiding walk chain. It allows the
excluded volume principle.
2.2.1.4 Path integral: Representation for the polymeric chain
Also called functional integral, the path integration is generally an integral
that runs over all the possible degree of freedom that are associated with the
variable over which the integration is made. This distinguishes itself from
the integration that runs over all the micro-states of the system in statistical
mechanics. In the speciﬁc case of polymeric chain, the path integral sim-
ply means the integration over all the possible trajectories of the chain. In
other words, integration over all the possible trajectories that must be taken
in order to move from one end to the other end of the chain [1618]. This
concept was introduced ﬁrst by Nobert Wiener (1921-1930) and Marc Kac
as a form of propagator to solve the diﬀusion problem. It was latter devel-
oped by Richard Feynman(1948) [19] as solution of the Schrödinger equation
in statistical physics. He proposed to add up the statistical weight of the tra-
jectories of each chain. The path integral shows its utility when studying the
statistical ﬂuctuations of the polymer chains which have line like structure. A
single non-rigid polymer chain has the property to ﬂuctuate around a speciﬁc
conﬁguration. The chain, is well deﬁned by the distance between its two ends
(the end-to-end distance R). The two ends of a single chain are labelled with
R0 and RL ≡ RN ( N represents the number of monomers in the polymer
chain). The corresponding contour parameter of the chain at the ends are:
s = 0 and s = L ≡ N , s being the arc length along the chain. In brief, the
path integration for polymer as its name revealed is the integration over all
the paths taken to go from one end to the other end of the chain [16, 18]. The
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mathematical representation is given by:
ℵ
∑
All paths R(s)
≡
∫
R
[dR(s)] ≡
∫
R
DR(s). (2.5)
With ℵ being the normalisation constant. The partition function of the desired
Hamiltonian H(R(s)) is given by:
Z = ℵ ∫RDR(s) exp (−βH(R(s))). (2.6)
2.2.2 Many polymer chain system
In the previous section, we have presented the properties of a single chain.
We used the random walk as basic model and it will be used for the coming
chapters of this dissertation. For a single chain system, the only interaction
the chain experiences is with itself whereas in a mixture of many chains, each
chain can experience a contact with itself and also with the other chains. If
the system becomes dense, the self interaction can be neglected [14, 2022].
This section presents many chains system properties that will be developed
for the later work. The question one can be tempted to ask is: what kind
of diﬃculties one can experience from such systems? We can enumerate the
screening eﬀect, excluded volume problem at macroscopic level (i.e. for the
whole system as one), the connectivity issue and many more. This latter is
the most interesting when thinking about a network. Consequently, it will be
the centre of our attention in chapter 4. From many body theory, one can
borrow approximation like mean ﬁeld approximation to simplify the system,
and makes it more easy to study without losing any important information on
the system.
2.2.2.1 Self consistent ﬁeld theory (SCFT)
The SCF method is a method borrowed from many-body systems and also
used in polymer science when dealing with a dense polymer mixture. Having
a mixture of N number of polymer chains, sometimes we would like to have
informations about the dynamics of the whole system. This task is never easy
since the system is too dense. In order to ease the problem, polymer physicists
use the mean ﬁeld approximation borrowed from the quantum ﬁeld theory and
therefore use it for their beneﬁt [14, 18, 21, 23]. The ideas behind the SCFT
technique is to reduce a system of many polymer chains to a simple system
of a single polymer chain. This single chain now moves inside an external
potential ﬁeld V (r) which is the remaining (N − 1) polymer chains that have
been smeared out. This is done after having randomly chosen one chain be-
tween the N chains of the system (see Fig. 2.2). The external potential V (r)
is often called the self consistent ﬁeld or mean ﬁeld potential. This approx-
imation neglects the correlation between the labelled chain and the remaining
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chains. Once the approximation is performed, one is able to track the one
chain that has been labelled and deduce the whole system behaviour. This
is a very powerful technique for calculating polymer mixture phase separation
and also inter-facial structure like polymer. This method is also widely used
in experiments, precisely in ﬂuorescence microscopy.
Figure 2.2: Self-consistence method: The many chains system is simpliﬁed to a
single chain inside an external ﬁeld created by the other chains.
2.3 Network formed by polymer chains:
Edwards formulation
Deam and Edwards(1976, 1988) have presented a new ﬁeld theoretical model to
handle polymer chain network formation [2, 22]. The theory is all based on the
cross-link process at random points [2, 13, 14, 22]. Edwards exploits the Wiener
integral to describe a Gaussian molecule (polymer network). Assuming that
one has a system constituted of a ﬁxed number (Nc) of cross-linkers having
ﬁxed functionality 1, and a ﬁxed number N of polymers (chains). Edwards
deﬁned each cross-link by a set of chains {i, j} associated with a set of position
X = {si, sj} where s is the contour length. Mathematically, the delta function
is used to enforce the cross-linkage as δ(X(si)−X(sj)). This means that there
is a cross-link between the positions si of the i
th chain and the position sj of
the jth. It imposes a speciﬁc topology of the network). The probability of
having a speciﬁc conﬁguration of the network after the formation is given by:
P (0)[X] =
exp
(
−H(0)/T (0)
)
×∏
i,j
δ(X(si)−X(sj))
Z(0)[X]
.
(2.7)
1 the functionality here refers to the number of possible available seat where the cross-
linkage can take place or simply the number of chains that one cross-linker can link in order
to form a network.
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With the normalisation condition:
∫
[dX]P (0)[X] = 1 and the partition func-
tion Z(0)[X]. This initial partition function is the complete statistical me-
chanics of the description of the network at the initial stage i.e. right after
the cross-linkage. The partition function here also includes the network linear
response to a small perturbation and is given by the following expression:
Z(0)[X] =
∫
[dX] exp
(−H(0)/T (0))∏
i,j
δ(X(si)−X(sj)). (2.8)
2.3.1 Edwards ﬁeld theory formulation
2.3.1.1 Equilibrium network
To make predictions about some physical observables of polymer mixture like
system, it is certainly not interesting to account for all the monomers belong-
ing to each individual polymer. The better and best way is to focus on the
behaviour of the polymeric chain as one object. For an equilibrium or per-
manently crosslinked polymer chains network, the average behaviour of the
network does not change over time. The system does not need any additional
energy to maintain itself in a constant state. The statistical physics of such
system is straight forward. In the ﬁeld-theoretical context, each chain is repre-
sented with its path integral formulation. The partition function of the many
chain system is therefore given in a form of a multiple path integral, one path
for each individual chain. It turns out that the ﬁeld-theory description for
polymeric chains system brings many advantages. In order to perform the
transformation from the particle-based into the ﬁeld-based theory, an elegant
method was developed by S. Edwards (1988) [2]. Edwards illustrates using
ﬁeld theory representation a permanent polymer chain network formation. He
has shown how to use the ﬁeld theory to construct such network using the
generating functional. It is not easy to deal with the connectivity problem
that raises the networking formation. The challenge is to be able to speciﬁed
which chain is link to which one and at which part of the chain's arc length.
For example, a network prepared repeatedly with the same sample ( i.e. same
number of connectors and same number of chains) have high chance to have
complete diﬀerent conformation at each time. A ﬁeld theoretical treatment
that has been introduced by Edwards and his co-workers (1970, 1976, 1988)
resolves some issues related to the problem of enforcing the cross-link between
chains in a mathematical formulation [2, 24, 25]. The method used is based on
the idea of Gaussian functional integral expression for a complex ﬁeld variable
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φ.
ℵ
∫
[dφ] [dφ∗]
N∏
i=1
φ(xi)
N∏
j=1
φ∗(xj)e−
∫
x φ
∗(x)φ(x)
=
∑
all pairs
δ(xi,1 − xj,1) δ(xi,2 − xj,2)...δ(xi,N − xj,N) (2.9)
This expression is cast into the partition function and contributes to pairwise
linked the chains in all possible way. This is generally called Wick's theorem
(see section 3.2.0.1). It it used to perform the cross-linkage between the chains
and the cross-linker agents and therefore construct a network. The simple way
to transfer the formalism from particles to ﬁeld description is to replace the
former Kronecker delta function by the Dirac delta function because the chains
is a continuous object [13, 22]. It is convenient to use a pair of ﬁelds (φ, φ∗)
both complex and one being the complex conjugate of the other one. That
means, the two ﬁelds can be written as φ = φ1 + iφ2 and φ
∗ = φ1 − iφ2. The
equations (3.11) and (3.12) show that the cross-link cannot be made between
two identical ﬁelds. Using the example of the same system described on the
previous section, Edwards has used the ﬁeld φ to label the position on the
chain where cross-links can take place (supposed to be at the end of each
chain so, the functionality of each chain is 2). The conjugate ﬁeld is placed
on the cross-linkers. The partition function representing all the possible way
to form a network with a mixture of N chains and Nc permanent cross-linkers
with functionality f each is given by equation (2.10):
Z = ℵ
∫
R
[dφ][dφ∗]
[∫
r0
∫
rL
φ(r0)G(r0 − rL, L)φ(rL)
]N
[∫
r
φ∗f (r)
]Nc
e(−
∫
r φ(r)φ
∗(r))
(2.10)
where the expression
[∫
r0
∫
rL
φ(r0)G(r0 − rL, L)φ(rL)
]N
counts all the chains
and goes from one end to the other end of each chain of total length L. G(r0−
rL, L) is a Green function which has a Gaussian distribution like expression.[∫
r
φ∗f (r)
]Nc
counts all the cross-linkers and the exponential term simply allows
the cross-linkage between the chains and the cross-linkers. An example is
illustrated in section 3.3.3.1.
2.3.1.2 Non-equilibrium network
A non-equilibrium polymer network is a network of polymer that has movable
cross-link. There is no surprise to know that the formalism for dynamical
networks poses signiﬁcant challenges to both experimentalists and theorists.
The study of such network is the purpose of the present dissertation. There is
is therefore no need to elaborate more here.
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2.3.1.3 Type of disorder inside the system
In this section, we look at the behaviour of the network if we introduce disorder
into the system. First, what do we mean by disorder? Thinking of a real
material, the disorder could be vacancy in the crystal, impurity etc.. In the
case of many polymers system, the disorder could be due for example to the
disorder in the position of the polymers (or cross-linkers position) inside the
network. It is important to distinguish the type of possible cross-links in
various aspects. This will guide us on how to write the model. There is an
important distinction worth to point out at the very beginning. This has to
do with whether or not the degree of freedom of the system changes over the
relevant time scale or not. We distinguish the quenched disorder and the
annealed disorder. In the quenched disorder, the conﬁguration of disordered
degree of freedom is frozen in the system. That means, it does not changes over
the relevant time scale of the system. For the annealed disorder, the degree
of freedom changes over the time scale of the system. This could includes
an external dynamics due to the dynamics of the annealed disorder. The
quenched disorder simply means a new parameter in the Hamiltonian whereas
the annealed disorder could fall apart to many subclasses of disorder ( that
we are not going to develop here). The two type of disorder demand diﬀerent
way of dealing with them. A conceptually simple annealed case is where we
suppose that the degree of freedom is at equilibrium. That means, it will be
introduced in the Hamiltonian as a new degree of freedom of the system. That
means, the system will be treated as if it has few more degree of freedom and
the partition function averaged over all the degree of freedom of the system.
For the quenched disorder, it will be wrong to average the partition function.
We rather need to think about physical quantities like the free energy for each
individual sample and then, average this quantity as opposed to averaging the
partition function.
2.3.1.4 The replica method
The replica method is an indirect way to deal with the logarithm appearing
in the quenched average. The aim of this method is to compute the average
value of the free energy of a many body disordered system easily [2, 22, 26, 27].
The free energy in statistical physics is known to be the central issue for any
equilibrium problems. For a case of a system made of many objects like the one
presented above, the free energy is written as: F (β,N) = −kBT ln(Z(β,N))
where Z(β,N) is the canonical partition function of the system and β = 1/kBT
(kB is the Boltzmann constant and T the temperature of the system). The
degree of freedom here could be the way the chains are connected or else. In
thermodynamic limit, i.e. for large number of chains (N → ∞), there is a
random cross-linkage issue to circumvent. This randomness inﬂuences the free
energy calculation in the sense that, it is not easy to perform an average over
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the disorder on the system. The cross-link being permanent, it means, that
we will have to perform a so called quenched average while averaging over all
the disorder of the system. The logarithm appearing on the free energy does
not make things easier. So, the need of this replica method is unavoidable.
Averaging the free energy over the disorder on the system gives:
−β F (β,N) = lim
N→∞
1
N
〈log(Z(β,N))〉d. (2.11)
with 〈...〉d representing the average over the disorder. The calculation of the
free energy is resumed to the calculation of the average 〈log(Z(β,N))〉d. Cal-
culate this average is not an easy task to perform because the average is over
the logarithm of the partition function. However, knowing that the average
is on the logarithm not the partition function itself, one can approximate this
average using the following formula:
logZ = lim
n→0
Zn − 1
n
, n ∈ N. (2.12)
The equation (2.12) is also called the replica trick. The trick behind this is to
reduce the logarithm of the partition function into the average of the product
of all the partition function of the replicas of the system. n represents the
number of replicas of the initial system with the same set of elements (same
initial condition). Zn =
n∏
α=1
Zα with α the replica number (α ∈ [1, ...., n]). The
relation (equation (2.11)) is now given by:
−β F (β,N) = lim
n→0
(
lim
N→∞
1
nN
(〈Zn〉d − 1)
)
, (2.13)
with
Zn = 1 + n logZ + ... (2.14)
The method has been used a lot and is controversial and diﬃcult to interpret.
2.3.2 Elastic properties of the network
Let us consider the 3D network with spacial directions (ex, ey, ez). We label
all the chains with the same vector position in each direction r = (rx, ry, rz)
(Fig. 3.6). where rx, ry, rz mean the chain label vector along the direction ex,
ey, and ez. If the network is stretched aﬃnely in one direction, the length of the
network in that direction is multiply by a factor λ > 1 (λ is the deformation
factor). The size of the network therefore in the two other directions is modiﬁed
by a factor of λ < 1. If we consider that the network is incompressible (i.e.
the volume is conserved when the force is applied), then the simple relation
we can have between those two factors, is λ(λ)2 = 1. The free energy for a
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single non ﬂexible and non-interacting polymer chain with the contribution of
the deformation factor is given by :
Fchain =
3
2
kBT (λ
2 +
2
λ
). (2.15)
For N polymers chains, the free energy is FN = NFchain. We introduce the
deformation tensor Λ which is a 3× 3 matrix [22, 28] given by: λ 0 00 λ 0
0 0 λ
 =
 λ−1/2 0 00 λ−1/2 0
0 0 λ
 λ > 1. (2.16)
Hence, the volume of the network changes from V before the deformation to
V˜ = ΛV after the deformation. The statistical weight of a particular copy of
the network (one particular replica of the network) is Z = e−βF with F the free
energy of this particular replica of the network. Following Deam and Edwards
spirit (1976, 1988), the network conﬁguration can be speciﬁed and imposed at
the fabrication by imposing the position of the cross-linkers [2, 22]. In that
way, the network conﬁguration could be conserved during the deformation
(this is more elaborated in section 3.5).
2.4 Example of biopolymer network: The
Contractile ring
2.4.1 What is the contractile ring and its role in the
living cell cycle?
Majority of living organisms like humans cells experience physical division dur-
ing their life cycle. This process is called the mitosis. During the mitosis,
when all the chromosomes and the genetic code of the cell are equally sepa-
rated, a ring made of several ﬁlaments and motor proteins is formed at the
middle of the cell [2932]. The building process of this ring remains a mys-
tery. After the organelle is formed, it exerts a tensile force when the ﬁlaments
move. The reduction of the size of the organelle leads to the formation of a
cleavage furrow [3336] therefore, the complete physical separation of the cell
in two daughter cells (cytokenesis). The four basic steps of the mitosis are
pictorially shown in the Fig. 2.3.
 During the prophase, the nucleus of the mother cell condenses and the
organelle called mitotic spindle (formed by micro tubule and kinesin
motor protein) is formed. This organelle helps the choromosome to move
during the mitosis process.
 At the metaphase stage, all the chromosomes get ready for the division.
They all align themself at the middle of the cell.
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Figure 2.3: The four main steps of the mitosis. The cytokinesis which is the ﬁnal
stage of the physical division of the cell overlaps with the anaphase and telophase.
The cytokinesis may start at either anaphase or telophase, depending on the cell, and
it ﬁnishes shortly after the telophase process.
 At the anaphase, which is the ﬁrst step of the cytokinesis 2, the chromo-
somes separate into two identical chromosomes carrying the same genes.
Those chromosomes migrate each toward the two poles of the cell.
 At the telophase, the cell is already almost completely separated. The
mitotic spindle that was condensed before are decondensed and breaks
down into two blocks. An organelle called the actomyosin contractile
ring is formed at the middle of the cell creating a cleavage furrow on the
cell membrane. The actin myosin network constituent of the ring exerts
then enough pressure to complete the division of the cell [31, 3740].
The widely accepted minimal constituent of the contractile ring are the active
ﬁlaments and the myosin II motor proteins [29, 30, 39, 4143]. The ﬁlaments
form a bundle network cross-linked by the myosin II protein. The organelle
self organises and generates enough force to constrict the cell until its ﬁnal
separation. The mechanism behind this contraction behaviour is still to be
explored. Nowadays, the contractile behaviour of the ring is known to be the
major tenet of the cell division process. The intriguing question is How does
the contraction occur and what it the cause of the contraction?.
Suggestions in order to understand the contractile behaviour of the ring have
been elaborated by some authors all with diﬀerent and interesting models for
the ring. The most commonly used is the minimal model of actomyosin net-
work to represent the contractile ring(i.e. a random network of actin ﬁlament
and myosin II). Literature suggests that all the ﬁlaments are aligned in anti-
parallel manner and that the motion of the myosin II is responsible for the
contraction [35, 44]. Others claim that the polymerisation and depolymeri-
sation of the chains are responsible for the contractile behaviour of the ring
[31, 45]. Another idea suggests that the ring does not need the activity of the
myosin II in order to produce tensile stress [42] and they argue that the bun-
dle actin ﬁlaments contracts when the motor myosin II reaches the ends of the
2cytokinesis is the physical separation of the cell into two daughter cells
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chains and stops [35]. To have a more clear idea on what is really happening,
one need to know ﬁrst what the ring is made of.
2.4.2 The actin-ﬁlaments
The actin ﬁlament generally short named F-actin is a microﬁlament found
in the cytoskeletal of the cell. It has a polymeric structure and made of many
subunits called globular actin (G-actin) [1]. This chain is about 104 nm of
length and its persistence length is about 103 nm. Each of those subunits has
a mass of 50 KDa 3 and a size of a few nano-meter. The F-actin is formed by the
polymerisation of the G-actin. Both G-actin and F-actin are polar therefore,
we can distinguish the two ends of the F-actin: the + or barbed end and the
− or pointed end. The polymerisation mostly occurs at the + end of the chain
and the depolymerisation at the − end [1]. Going from the G-actin to the
F-actin, the system need to be fuelled by an energy from a chemical process
called hydrolysis. The hydrolysis is the chemical process that transforms
the molecule Adenosine Triphosphate(ATP) into the Adenosine Diphosphate
(ADP). This chemical reaction is able to release an energy in the order of
magnitude roughly equal to ∆µ = 25kT = 8.10−10J [1]. Since the reaction is
reversible, we have both polymerisation and depolymerisation at both ends of
the F-actin.
ATP +H2O︸ ︷︷ ︸
Stored energy

 ADP + Pi + ∆µ︸ ︷︷ ︸
Used energy
(2.17)
2.4.3 The molecular motors: Myosin II
The motor protein myosin II is a protein found into all eukariotic cells. It is
best known for its contribution of the contractile behaviour in muscle cells.
It is responsible for the motion of the F-actin as it uses this ﬁlament as path
way. Moving toward the + end of the chain, it has the ability to transform the
chemical energy into mechanical energy and uses it to move along the chain
[1, 4648]. Almost like man made machine, this protein uses the energy stored
by the chemical reaction(hydrolysis) shown in equation (2.17) to generate mo-
tion. This motor is known as non-processive4. That is why it is suitable for
reversible cross-linker description. The activity of the motor proteins is fuelled
by the ATP [1, 10, 46].
In addition to actin and myosin protein, the ring comprises other proteins.
The other polymers components found in the ring are the intermediate ﬁla-
ments and the microtubules. This latter serve as tracks way for two class of
31KDa(Kilo Dalton) = 1.66∗10−24g, is a mass unite used by biochemists. It represents
the mass of one hydrogen atom.
4non-Porcessive means that the motor protein attaches and detaches while moving along
the chain
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motor proteins: kinesins and dynein. Each of those motors move by diﬀerent
mechanisms. Other types of myosin motor move toward the − end of the
ﬁlament.
2.4.4 Sliding-ﬁlaments theory
The Sliding ﬁlament theory is an hypothesis ﬁrst elaborated by Hugh Huxley
and his research team [1, 10, 37, 47, 49]. The theory explains well the contrac-
tion mechanism in muscle. It is based on ﬁlaments sliding passing each other
driven by the myosin II motor proteins. The appropriate subunit in which this
theory is applicable is called sarcomere5. It explains well how the motor pulls
the ﬁlaments and make them slide in respect to each other. This theory is also
sometimes called the cross-bridge theory. It states that the acting ﬁlament and
the motor protein myosin II are connected together in such a way that they
form a network. The cross bridge cycle 6 steps of the motor myosin II are:
1 Working stroke: The motor head bind to the head of the enzyme
causing the myosin to be detached from the ﬁlament.
2 Unbinding: The change the conformation: The APT turn into to
ADP + Pi, (hydrolyse) releasing energy to it change the myosin II con-
formation become its hight.
3 Recovery stroke: The phosphate group is released.
4 Binding: The ADP is released and the myosin II goes back to its original
position but one step further.
2.5 Conclusion
This chapter is an introductory chapter. It recapitulates important concepts
one might need to know in order to understand the present work. We have
started by the description of the basics on polymer theory. We have presented
diﬀerent type of single polymeric chain. We have explained the concept of
many chains using the example of the Gaussian chain. We have also presented
in brief a concept of the polymer network elaborated by Edwards. We have
presented how Edwards used the ﬁeld theory to represent the permanent poly-
mer network in a general views. We later presented a biological network called
the contractile ring. That ring is formed during the cell division and helps to
5Sarcomer is a network of linear aligned ﬁlaments cross-link by myosin II. It is found
inside the muscle tissue and is the base of muscle contraction). The theory has been elab-
orated in order to well understand muscle contraction. The network is basically formed by
myosin II and actin ﬁlaments that are ordering aligned to each other.
6The cross bridge cycle is the whole process for one motor head to move from position
on the chains to its next position
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the complete physical separation of the cell in two daughter cells. We present
in brief the constituent of the minimal model (that will be used in chapter 6
to investigate the contractile ring) of the ring and elaborate about the feature
of each constituents.
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Chapter 3
Polymer network with movable
and permanent cross-link
3.1 Introduction
Materials made of randomly cross-linked polymers such as gels, elastomer,
rubbers, cytoskeleton networks etc... are ubiquitous in nature and have been
largely explored by scientists in many ways [21, 28, 5052]. Between 1920 and
1960, S. Edwards, De Gennes, and Flory had developed successful methods
to use in the ﬁeld of polymer physics [2, 22]. We can cite for example: The
scaling law such as for excluded volume, the renormalisation group theory for
self-avoiding walk, the ﬁeld theory method for polymer network. This latter
technique (see section 2.3) has been borrowed from the quantum ﬁeld physics
and now applied in polymer physics [2, 3, 13, 14, 53]. The ﬁeld theory applied
for polymer network constitutes a new ﬁeld of research that builds a bridge be-
tween statistical mechanics for polymer science, soft condensed matter science,
quantum mechanics and other branches of statistical physics. This innovation
has opened doors for an insight into many important problems in polymer
science including excluded volume eﬀect, and even the interesting problem of
polymer cross-linkage.
The selected point of our interest in the present chapter is the problem of
connectivity between polymer chains. The connectivity problem remains an
interesting question mainly when the geometry of the system is restricted. It
is not easy to blend polymer chains to form a network even in a case of iden-
tical polymer chains. We may consider adding a third party of the mixture
named cross-linker or simply connector. This entity usually helps to ease
the process and, depending on its properties (i.e. its functionality1 and how it
operates) it may create a permanent or temporary bond between two or more
polymer chains.
1The functionality of the cross-link is the number of chains that this later can cross-links.
23
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The aim of this chapter is to develop a good model of polymer network using
the ﬁeld theory concept ﬁrst elaborated by Edwards (1988) [2] for the perma-
nent network. We propose to include temporary cross-linkers in addition to
the normal permanent cross-linkers. For that, we will use two distinct type of
cross-linkers: the permanent cross-links will be seated at the extreme ends of
the chains, and the reversible cross-linkers which will seat at a random position
along the chains as end-links. The terminology reversible will be used in this
chapter to mention the fact that the cross-link is non-processive (i.e. attach
and detach) and movable (i.e. not static).
The ﬁeld theory has already proven itself to be worth using to represent perma-
nent polymer network. For a new reader in Edwards' ﬁeld theory techniques,
we will for the purpose of having an understandable model, split the net-
work into two and then after combine to form one. The way we plan to split
it is as follows: we ﬁrst present a network made of chains and only reversible
cross-linkers. Secondly, we present the full network made of reversible and per-
manent cross links. Along the way of the network formation understanding,
one will have to deal with  quenched  and  annealed  average since the two
types of cross-linkers have completely diﬀerent properties and behaviours. The
deformation study of the network shows that adding the reversible cross-linker
in a permanent network contributes of making the network become softer.
This holds if we suppose that there is always enough reversible cross-linker
inside the network so that there is no chance that the reversible cross-linker
be completely detached from the chains.
3.2 Cross-linkage of Gaussian chains
The cross-link is simply deﬁned as a bond that links two or more chains to-
gether. If many polymeric chains are all cross-linked, the chains therefore form
one macromolecule called network. The cross-linkage process is best under-
stood when illustrated with an example. We start with a minimal model of
two chains so that we clear things from the very beginning. Let us label the
chains, chain(1) and chain(2) as seen in the Fig. 3.1. The cross-linking agents
are used to establish the connection between the two chains [50, 5456]. Those
chains are parametrised by r and R as the position in space. The available
cross-link position in space on each chain is labelled with x and X respectively
for the chain(1) and the chain(2). s and S being the arc length for the two
chains 0 < s , S < L.
In order to include a cross-linkage process inside any theory, one needs to think
about good mathematical tools. The connection between two chains will be
established if and only if the two chains meet the same position in space.
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Pictorially, we must constrain the chain(1) to be connected with the chain(2)
at the same point in space (see Fig. 3.1). By Cross-linking the two chains at the
Figure 3.1: (a):The ﬁgure presents two strands of polymer chains. On the chain
(1), the labels r0 and r1 stand for the starting end of the chain and the ﬁnishing
end of the chain. x is the spatial position along the chain where the reversible cross-
linker can be anchored. The total length of the chain(1) is L as well as for the
chain(2). s and L− s represent the distances from r0 to the position x and from the
position x to the ﬁnal end of the polymer chain r1 respectively. The same reasoning
is made with the chain(2). ψ is the ﬁeld placed at x and X on chain(1) and (2),
respectively. (b): the cross-link of the two chains imposes the same position in space
so that ψ(r(s)) = ψ(R(S)) = ψ(x)
position x and X of either chain, we constrain the two chains to meet at one
exact spatial positions so that r(s) = R(S). The mathematical representation
of such constraint is given by the use of the Dirac delta functional δ(r(s)−R(S))
(see section 3.2.0.1 for more elaboration). This latter function reveals which
monomer on which chain is linked to which monomer on the other chain. The
delta functional is imposed into the partition function of the network and we
have the following expression:
Z =
∫
[d r(s)] [dR(S)]G[R(S)] δ(r(s)−R(S)). (3.1)
Where G[R(S)] is the probability distribution of the chain. The chain being
Gaussian, the Wiener measure is:
G[R(S)] = ℵ exp
(
− 3
2 l
∫ L
0
(
∂R(S)
∂S
)2
dS
)
. (3.2)
ℵ =
(
3
2 pi l S
)3/2
is the normalisation constant and l is the the Kuhn length.
Having a look at the Fig. 3.1, the Green's function of the system of the two
chains cross-linked can be divided and given by the composition property of the
green's function called the Chapman-Kolmogorov equation [11]. This equation
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represents the average over all the possible spatial positions of the junction
point x = X. The actual Green function is given by:
G(~r, s) = ℵ
∫
[d~r(τ)] e
−
s∫
0
dτ ( ∂~r
∂τ
)2
δ(~r(0)− ~r(s)− ~r) (3.3)
Starting from the end of one chain and ending at one end of the other chain,
one can write:∫
R
d3 xG(r0 − x, s)G(x− r1, L− s) = G(r0 − r1, L), (3.4)∫
R
d3X G(R0 −X,S)G(X −R1, L− S) = G(R0 −R1, L). (3.5)
We will be using those two equations in all our calculations. G(r0 − x, s)
represents the probability distribution to go from one end (r0) of the chain(1)
and end at the position x knowing that, the distance between those two points
is s; G(x − r1, L − s) is the probability of going from x to the other end (r1)
of the chain(1) with a distance L− s. G(r0− r1, L) is the probability of going
from one end (r0) of the chain(1) to the other end (r1) with a distance L
between the two ends. The same interpretation holds for Green's functions
of the chain(2). The statistical weight of whole the system of the two chain
linked at the position x is then:
Z =
∫
d3xG(r0 − x, s)G(x− r1, L− s)
×G(R0 − x, S)G(x−R1, L− S)
(3.6)
With G(r0−x, s) =
(
3
2 pi s l
)3/2
exp (− 3
2ls
(r0 − x)2) and
∫
G(r0−x, s)d3r0 = 1.
Similar formula is applied for the other probabilities. Including the ﬁeld placed
at the middle of the chains (Fig. 3.1), one can write the partition function as:
Z[ψ] =
∫
d3 xG(r0 − x, s)ψ(x)G(x− r1, L− s)
×G(R0 −X,S)ψ(X)G(X −R1, L− S) δ(r(s)−R(S)).
(3.7)
3.2.0.1 Wick's theorem
The problem of polymer linkage was clearly treated by Edwards, Freed (1970)
and other [2, 3, 24, 25, 51]. We recall below some basic averages using Gaussian
distribution as statistical weight. The following formulae are generally used
in ﬁeld theory. We Consider the ﬁeld φ at each point r, the Gaussian basic
identity: ∫
φ2e
−1
2
a−1 φ2 [dφ]∫
e
−1
2
a−1 φ2 [dφ]
= a. (3.8)
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The more generalised formulae are given by a similar expression:∫
φαφβe
−1
2
∑
α φ
2
αa
−1
α dφ∫
e
−1
2
∑
α a
−1
α φ2αdφ
= δαβaβ. (3.9)
If we consider now that we have a n × n matrix a and its inverse a−1, we
rewrite the Gaussian formulae above and write it as follow:∫
φαφβe
−1
2
∑
i
∑
j φi(a
−1
ij )φjdφ∫
e
−1
2
∑
i
∑
j φi(a
−1
ij )φjdφ
= aαβ, (3.10)
It is often useful to use the complex conjugate of the ﬁeld. This complex
conjugate φ∗ is a complementary ﬁeld of the initial ﬁeld φ.
〈φ(r)φ∗(r′)〉 =
∫
φ(r)φ∗(r′) e−1/2
∫
(φ21(r)+φ
2
2(r)) d
3r[dφ1] [dφ2]∫
e−1/2
∫
(φ21(r)+φ
2
2(r)) d
3 r[dφ1] [dφ2]
= δ(r − r′).
(3.11)
〈φ(r)φ(r′)〉 =
∫
φ(r)φ(r′) e−1/2
∫
(φ21(r)+φ
2
2(r)) d
3r [dφ1] [dφ2]∫
e−1/2
∫
(φ21(r)+φ
2
2(r))d
3r [dφ1] [dφ2]
= 0.
(3.12)
with φ = φ1 +iφ2, φ
∗ = φ1−iφ2. The notation
∫
R [dφ] stands for the functional
integration over the ﬁeld φ. The equation (3.11) is called the Wick's theorem,
and its more generalized form is written as followed
〈φ(r1)... φ(rn)φ∗(r′1)... φ∗(r′m)〉 = ℵ
∫
[dφ1].. [dφn] [dφ
∗
1].. .[dφ
∗
m]φ(r1)... φ(rn)
× φ∗(r′1)φ∗(r′2)... φ∗(r′m) e−
∫
φ(r)φ∗(r) d3 r
=
 0 for n 6= m∑
all pairs of ri and r
′
j
∏
i,j=1
δ(ri − r′j) for n = m.
(3.13)
With ℵ−1 = ∫ e− ∫ φ(r)φ∗(r) d3r[dφ1]... [dφn] [dφ∗1]... [dφ∗m]. The Dirac delta
function is used to enforce the linkage at the positions rn and r
′
m. Accord-
ing to the theorem, the cross-link occur only between a ﬁeld and its complex
i.e. between φ(rL) and φ
∗(RL) for example. It does not occur between a pair
of φ(rL) or a pair of φ
∗(rL). In other words, the cross-link is established only
between two complementary ﬁelds. Consequently, the ﬁeld is placed on the
chain and its complex on the cross-linker in order to establish the cross-link
between the chains using the cross-linkers.
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3.3 Model description
The ﬁeld theory representation of a permanent polymer network was elab-
orated by Edwards (1988) [2] and later developed by Fantoni and Müller-
Nedebock (2011) [3] for an reversible system with diﬀerent type of linking. We
extend the model by including the reversible cross-linkers inside the permanent
polymer network. We consider a mixture of a ﬁxed number N of polymeric
chains each with the same contour length L. We include a ﬁxed number Na
of reversible cross-linkers, also called  reversible-movable or simply movable
cross-linker  due to its mobility inside the network formed. The reversible-
movable cross-linker has a ﬁxed functionality2 equal to 2. The same mixture
contents Np number of permanent (or passive) cross-linkers each with func-
tionality p. Each chain is considered having identical properties and taken
as ideal (Gaussian) chain for simplicity purpose. We would like to count all
the possible network conﬁgurations that can be extracted from that particular
mixture keeping in our mind that all the network are randomly formed. In
order to do that, we propose to split the work in two and after combine them
to have a reversible and permanent cross-link in the same network. This will
not aﬀect the ﬁnal representation or the physics behind this is for us a way
to clear things from the beginning so that no one get lost. We present ﬁrst
a simple network of two chains and the reversible cross-link We will notice
that for the present model, we have chosen to have the reversible cross-link
laying somewhere along the chain, and the permanent cross-link at the very
end of the chain. At the end of the present formulation, we will make sure
that we still treat the two type of cross-links diﬀerently in terms of replicas
(annealed average for movable cross-link and quenched average for permanent
cross-link).
3.3.1 Reversible network
A reversible network is a network made of chains and reversible cross-linkers.
As stated above, the reversible cross-linker has a functionality 2 therefore, it
can cross-link two chains. Using the ﬁeld theory formulation, we can place the
ﬁeld ψ at a random position along the chain and its complex ﬁeld ψ∗ at the
end of each reversible cross-linker (see Fig. 3.2). The reversible cross-link can
Figure 3.2: Reversible cross-linker made of two available seats.
2the functionality is the number of chains that the cross-linker can connect.
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change place while moving and has therefore a non-processive properties like
the myosin II motor protein . When we add a bias directional along the arc of
the chains, we can model a motor protein albeit in quasi-equilibrium setting
(see chapter 4). The partition function of the network represented in Fig. 3.1
is given by the following expression:
Zrev =
∫ L
0
d s
∫ L
0
dS
∫
[dψ(x)]
∫
[dψ∗(x)]∫
d 3 xG(r0 − x, s)ψ(x)G(x− r1, L− s)∫
d 3X G(R0 −X,S)ψ(X)G(X −R1, L− S)
×
[∫
d3 xψ∗2(x)
]
e−
∫
d3 xψ(x)ψ∗(x).
(3.14)
The expression
[∫
d3 xψ∗2(x)
]
(one cross-linker) counts the cross-links. Here,
e−
∫
d3 xψ(x)ψ∗(x) represents the cross-linkage constraint between the two chains
and the cross-linker agent. If one wants to count all the possible positions taken
by the reversible cross-linker inside the same topology network, one needs to
consider the cross-linker position as a degree of freedom. Since the cross-linkers
move along the chains, the average over all the possible position occupied by it
is called the annealed disorder and treated as a normal degree of freedom in
the partition function (see section 2.3.1.3). The cross-linker position replicates
itself as well as the ﬁelds and the distance from the ends of the chains to the
cross-link position (This is because the reversible cross-link changes position
constantly while moving). Let n be the number of replicas, the statistical
weight for all the nth replicas is given by:
Znrev ={
n∏
α=1
∫ L
0
d sα
∫ L
0
dSα
∫
[dψα(xα)]
∫
[dψ∗α(xα)]∫
d3 xαG(r0 − r(xα), sα)ψα(xα)G(xα − r1, L− sα)∫
d3XαG(R0 −Xα, Sα)ψα(Xα)G(Xα −R1, L− Sα)
×
[∫
d3 xα ψ
∗2
α (xα)
]
} e−
n∑
α=1
∫
d3 xα ψα(xα)ψ∗α(xα)
.
(3.15)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. POLYMER NETWORK WITH MOVABLE AND PERMANENT
CROSS-LINK 30
For a more dense system with N chains and Na movable cross-linker agents,
the statistical weight of the system including all the replicas, is given by:
Znrev =
n∏
α=1
∫ L
0
d sα
∫ L
0
dSα
∫
[dψα(xα)
∫
[dψ∗α(xα)]
×
[∫
d3 xαG(r0 − xα, sα)ψα(xα)G(xα − r1, L− sα)
]N/2
×
[∫
d3XαG(R0 −Xα, Sα)ψα(Xα)G(Xα −R1, L− Sα)
]N/2
×
[∫
d3 xα ψ
∗2
α (xα)
]Na
e−
∑n
α=1
∫
d3 xα ψα(xα)ψ∗α(xα).
(3.16)
This expression supposes that we have equal N/2Na number of each compo-
nents of chains that cross-link.
3.3.2 Permanent part of the network
The permanent network is a network formed with chains and permanent cross-
linkers. A cross-linker is called permanent when as soon it connects the chains,
it freezes. For the present model, we suppose that this particular cross-linker
links the chains only at their very ends. The functionality of the permanent
cross-linker is p. We chose for p > 2 to avoid a situation where one can have a
very long chain instead of a network like structure. To diﬀerentiate from the
reversible cross-link, we label the permanent cross-linker with diﬀerent ﬁeld φ∗.
The end of the chains are then label with the corresponding ﬁeld φ. The wick's
theorem ensures the connectivity between the chains and the cross-linkers (see
Fig. 3.3). A variable is called quenched if and only if it completely freezes inside
Figure 3.3: (a): the passive cross-linker agent with functionality 3; (b): cross-link
of chains (1) and (2) by the permanent (at the ends) and the reversible cross-linker
along the chains.
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the system after the network is formed. This type of cross-link does not allow
individual chains to be totally relaxed. In this case, the time scale associated
with the randomness of the cross-linkage is too long so that the variable is view
as frozen even when the chains ﬂuctuates [2, 11, 22, 24, 27, 57, 58]. Taking
into account all the n replicas of the network, the ﬁelds are now:
φ(r
(α)
0 ) → φ(r(1)0 , ..., r(n)0 ), (3.17)
φ(r
(α)
1 ) → φ(r(1)1 , ..., r(n)1 ). (3.18)
The label α = 1, ...., n counts all the replicas possible of the system, n being
the number of replicas [2, 22]. The partition function for only a permanent
network formed by N chains and Np permanent cross-linkers with functionality
p is given by the following expression:
Znper =
∫
[dφ(r(α))] [dφ∗(r(α))]
×
[∫
d3 r
(α)
0 d
3 r
(α)
1 φ(r
(α)
0 )
n∏
α=1
G(r
(α)
0 − r(α)1 , L)φ(r(α)1 )
]N
×
(∫
φ∗p(r(α))
)Np
e
−
n∏
α
∫
r(α)
φ(r(α))φ∗(r(α))
.
(3.19)
Here we have ignored the reversible cross-link (see Fig. 3.3).
3.3.3 Reversible cross-link into permanent network
Illustrated by the Fig. 3.4, the present network model contains both reversible
and permanent cross-links. Including the two type of cross-linkers in the same
network can be a challenging problem. Nevertheless, since we have already
presented the network that contains the two cross-linkers each separately, we
now combine to have the complete network. The equations (3.16) and (3.19)
together give:
Zn = ℵ
∫
[dψα(xα)] [dψ
∗
α(xα)] [dφ(r
(α))] [dφ∗(rα)]
×
[
n∏
α=1
∫
d r
(α)
0 d r
(α)
1
∫ L
0
d sα dxα φ(r
(α)
0 )
n∏
α=1
Gα × (1 + ψα(xα) e−β η)G′α × φ(r(α)1 )
]N
×
[∫
d3 r(α) φ∗p(r(α))
]Np [∫
d3 xα ψ
∗2
α (xα)
]Na
× e−
n∑
α=1
∫
d3 xα ψα(xα)ψ∗α(xα)
e
−
n∏
α
∫
d3 r(α) φ(r(α))φ∗(r(α))
.
(3.20)
Where e−βη = z is the fugacity or the Boltzmann factor which insures the
on / oﬀ  (attachment/ detachment) behaviour of the reversible cross-link,
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Figure 3.4: g = G(r − r(s), s) and g′ = G(r(s) − r′, L − s) are used as the short-
hand notation for the Green's functions, r = r0 = r(s0) and r
′ = rL = r(sL).s is
the arc length of the chain, N is the number of polymer chains. Network Formation:
(a)Polymeric chain. (b) Permanent cross-linker and (c) Reversible cross-linker as-
sumed to be represented by a spring attached at each motor head. The combination
of all those three components gives a network where the reversible and permanent
cross-linker are seated along and at the ends of the chains respectively.
η is the chemical potential and β = 1/kBT . If the reversible cross-link is
removed, then, ψα(xα) is turned oﬀ i.e. ψα(xα) = 0 and we have only a
permanent network (section 3.3.2). For simpliﬁcation of the coming calculus,
we suppose that the reversible cross-link seats at the middle of the chains,
i.e.: sα = L − sα = L/2 and also Sα = L − Sα = L/2. The equation (3.20)
shows a diﬀerence in the way the cross-link replicas are count (See inside the
exponential of equation (3.20)). The ﬁxed cross-links are handle as a product
over all the replicas inside the exponential whereas the reversible (movable)
cross-link appear as a sum over the replicas indices inside the exponential [24,
25, 51]. In order to ease the calculation, we exponentiate the whole expression
using the integration formula:
XN =
N !
2pii
∮
c
eµX−(N+1) log µ dµ. (3.21)
For the following calculation, we suppose that the whole polymer network
has a contour length L. Applying equation (3.21) into equation (3.20), and
supposing that N , Na and Np  1 such that N,a,p + 1 ' N,a,p (where N,a,p
equivalent to N , Na and Nb, respectively). The constants N,a,p and 8pi in
front of the equation will be considered inside the normalization constant.
µ, µa and µp represent the chemical potentials for the chain, the reversible and
permanent cross-linkers respectively. Those variables will treated as constant
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upon the saddle point approximation. Consequently, they will be neglected
in the calculation for simpliﬁcation since they do not inﬂuence the physical
meaning of the result. The partition function ﬁnally yield:
Zn = ℵ
∮
c
dµ dµa dµp
∫ n∏
α=1
[dψα] [dψ
∗
α] [dφ] [dφ
∗] e−χ (µ,µa,µp,ψ,ψ
∗,φ,φ∗).(3.22)
where the functional −χ plays the role of the expression −β H[ψ, ψ∗, φ, φ∗]
which is the eﬀective functional Hamiltonian with β = 1/kBT . Gα = G(r
(α)
0 −
xα, L/2), G
′
α = G(xα − r(α)1 , L/2) and
−χ = µ
∫
r
(α)
0 ,r
(α)
1
∫
xα
n∏
α=1
φ(r
(α)
0 )Gα(1 + ψα e
−βη)G′α φ(r
(α)
1 )
−
∫
r(α)
φφ∗ −
n∑
α=1
∫
xα
ψαψ
∗
α + µa
n∑
α=1
∫
xα
ψ∗2α (xα) + µp
∫
r(α)
φ∗p(r(α))
−N log µ−Na log µa −Np log µp.
(3.23)
The contribution (−N log µ−Na log µa−Np log µp) is neglected in the saddle
point approximation for future calculations because it does not inﬂuence the
physical meaning of the result.
3.3.3.1 Example
For the sake of clarity on the formalism elaborated above, we here consider an
example of polymers network with permanent and reversible cross-link. We
suppose Np = 4 permanent cross-linkers with functionality p = 3, Na = 3
reversible cross-linkers with functionality a = 2 and N = 6 chains. For that
precise mixture, we count three of network topology that can be formed (see
Fig. 3.5) with that mixture. Including all the possible replicas of the system, we
count all the possible networks conﬁguration formed with that same mixture.
The partition function using the properties of the Gaussian chains is given by
equation 3.24.
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Figure 3.5: Example of network form with 4, 3 and 6 permanent, reversible cross-
linkers and chains respectively.
Zexample =
∫∫∫
φ(r1) g(r1, r(x1))ψ(r(x1)) g(r(x1), r
′
1)φ(r
′
1)d
3r1d
3 r′1 [dr(x1)]∫
.. φ(r2) g2 ψ(r(x2)) g
′
2 φ(r
′
2)
∫
.. φ(r3) g3 ψ(r(x3)) g
′
3 φ(r
′
3)
∫
.. φ(r4)
g4ψ(r(x4)) g
′
4 φ(r
′
4)
∫
.. φ(r5) g5 ψ(r(x5)) g
′
5 φ(r
′
5)
∫
..φ(r6) g6 ψ(r(x6))
g′6 φ(r
′
6)
∫
ψ∗2(r(xa)) [d(r(xa))]
∫
ψ∗2(r(xb))
∫
ψ∗2(r(xc))
∫
φ∗3(ri)
d3 ri
∫
φ∗3 (rj)
∫
φ∗3(rk)
∫
φ∗3(rl)
=
∫
...
∫ 6∏
,γ=1
g g
′
γ [δ(r1 − ri) δ(r′1 − rl) δ(r2 − ri) δ(r′2 − rl) δ(r3 − ri)
δ(r′3 − rj) δ(r4 − rl) δ(r′4 − rk) δ(r5 − rj) δ(r′5 − rk) δ(r6 − rj) δ(r′6 − rk)
δ(r(x1)− r(x2)) δ(r(x3)− r(x4)) δ(r(x5)− r(x6))] d3 all[d]all
+ all other way to construct the network with topology (i)
+
∫
...
∫ 6∏
,γ=1
g g
′
γ[δ(r1,j) δ(r
′
1,j) δ(r2,i) δ(r
′
2,i) δ(r3,k) δ(r
′
3,k) δ(r4,l) δ(r
′
4,l)
δ(r5,i) δ(r
′
5,k) δ(r6,j) δ(r
′
6,l) δ(r(x1,2)) δ(r(x3,4)) δ(r(x5,6))]d
3 all[d] all
+ all other way to construct the network with topology (ii)
+
∫
...
∫ 6∏
,γ=1
g g
′
γ[δ(r1,i) δ(r
′
1,j) δ(r2,i) δ(r
′
2,i) δ(r3,i) δ(r
′
3,j) δ(r4,l) δ(r
′
4,k)
δ(r5,l) δ(r
′
5,k) δ(r6,l) δ(r
′
6,k) δ(r(x1,2)) δ(r(x3,4)) δ(r(x5,6))] d
3 all[d] all
+ all other way to construct the network with topology (iii).
(3.24)
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where the indices (i, j, k, l) indicating the permanent cross-links; (a, b, c) the
three reversible cross-links and (1, 2, 3, 4, 5, 6) the polymers chains indices. r
and r′ represent the two ends of the chains. g is the Green's function shorthand
notation. The delta functional imposes the cross-linkage at a speciﬁc position
depending on the network conﬁguration.
3.4 Saddle point approximation
Equation (3.22) shows that the ﬁeld theoretical formulation of the Hamil-
tonian of the system that is highly non-Gaussian. In such conditions, the
saddle point approximation becomes necessary. This approximation neglects
defects (like loop formation) in the network [2, 22]. We perform the saddle
point approximation (SPA) in order to have a Gaussian form of the expression
(equation (3.23)) and then, ease all the integrations over the ﬁeld variables.
We ﬁrst solve the set of saddle point equations in order to ﬁnd the critical
points also called the saddle point solutions noted (ψ, ψ∗) and (φ, φ∗). The
set of saddle point equations is given at equation (3.25). Including all the
replicas of the system, we count a set of 2n equations from the derivation over
the reversible cross-link ψ and ψ∗ (this is due to the annealed disorder). We
also count (n+ 1) equations from the derivative over the permanent cross-link
φ and φ∗. Proceeding with the functional derivative over each variables, we
end up with the following set of non-usual equations for any αth replica. We
assume that all the replicas are identical.
δ(−χ)
δ ψα
|(ψ,ψ∗),(φ,φ∗) = 0, (e1)
δ(−χ)
δψ∗α
|(ψ,ψ∗),(φ,φ∗) = 0, (e2)
δ(−χ)
δ φ
|(ψ,ψ∗),(φ,φ∗) = 0, (e3)
δ(−χ)
δ φ∗
|(ψ,ψ∗),(φ,φ∗) = 0. (e4)
(3.25)
After having performed the functional derivative, we have:
µ
∫
r
(α)
0 ,r
(α)
1
φ(rα0 )
n∏
α=1
[G(rα0 − rα1 , L) e−β η]φ
′
(rα1 )−
n∑
α=1
ψ
∗
α(yα) = 0, (e1)
−
n∑
α=1
ψα(yα) + 2µa
n∑
α=1
ψ
∗
α(yα) = 0, ∀α (e2)
−φ∗(Rα) + 2µ ∫
xα,r
(α)
0
φ(r
(α)
0 )
n∏
i=1
[
G(rα0 −Rα, L)(1 + ψα(yα) e−β η)
]
= 0, (e3)
−φ(Rα) + µp p φ∗(p−1)(Rα) = 0. (e4)
(3.26)
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Although it has been a long debate about the replica symmetry, for the purpose
of simplicity, and because we know that it works very well, we will here assume
that all the replicas are symmetric (replicas symmetry ansatz) [22, 59, 60], we
can write the Green's function as: Gα = G(r
(α)
o − xα), G′α = G(xα − r(α)1 ) and
the ﬁeld ψα = ψα(xα), φ = φ(r
(α)
0 ), φ
′
= φ(r
(α)
1 ) . We solve equation (3.26) by
using simple substitution until we get only one equation with only one variable
(ψ
∗
). We then perform the integration and by taking the Fourier transform
of both parts of the equation, we identify the coeﬃcients. The variable φ
∗
is
calculated using the similar combination made for the variable (ψ
∗
). We use
the equation (3.5) to ease the calculations. We propose to calculate the saddle
point solution for one replica and generalise later for all the replicas.
3.4.1 Saddle point solution for all reversible cross-links:
n = 1
The set of saddle point equations is solved using the Gaussian assumption on
the Green's function and the ﬁelds: The Fields are assumed to have a Gaussian
distribution like structure. We can therefore write the expression: φ
∗
(r) =
Ae−a r
2
, ψ
∗
(x) = B e−b x
2
ie, (α = 1) and the Green's function GG′ = G(ro −
x, L/2)G(x−r1, L/2) = G(r0−r1, L) = ℵ exp(− 32 l L (r0−r1)2). We assume that
the is always enough reversible cross-linker in the system i.e. (ψα e
−βη  1).
Detailed steps of the calculation are developed in Appendix A.1. We use
substitution between the equations until we have one equation with only one
unknown. We replace the ﬁelds and the Green's function by their Gaussian
expression and then solve for the constants a, b, A and B.
ψ(x) = 2µaB exp
[−bx2] , ψ∗(x) = B exp [−b], (3.27)
φ(r) = µp pA
(p−1) exp
[−a r2] , φ∗(r) = A(p−1) exp [−a r2]. (3.28)
with the constants for
a =
−3(p− 1)
lL(p− 2) , b =
−6(p− 1)
lL(p− 2) , (3.29)
A =
22/331/3e(−2βη)(e
5βηl2L2)2/3
pi2((−lL)7/2√lL)2/3 for N = 1, p = 3, (3.30)
B =
e−3βη
√
lL(e5βηl2L2)2/3((−lL)7/2√lL)4/3√pi
21/331/6l7L7
. (3.31)
Including all the replicas of the system, we have:
ψα(xα) =
n∏
α=1
2µaB exp
[
− 6 (p− 1)
l L (p− 2) x
2
α
]
= (2µaB)
n exp
[
− 6(p− 1)
lL(p− 2)
n∑
α=1
x2α
]
,
(3.32)
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ψ∗α(xα) =
n∏
α=1
B exp
[
− 6 (p− 1)
l L (p− 2)x
2
α
]
= Bn exp
[
− 6(p− 1)
lL(p− 2)
n∑
α=1
x2α
]
,
(3.33)
φ(r(1), r(2), ..., r(n)) = µp pA
(p−1) exp
[
− 6 (p− 1)
l L (p− 2) (r
(1), r(2), ..., r(n))2
]
= µp pA
(p−1) exp
[
− 6 (p− 1)
l L (p− 2)
n∏
α=1
(r(α))2
]
,
(3.34)
φ∗(r(1), r(2), ..., r(n)) = A(p−1) exp
[
− 6(p− 1)
l L (p− 2) (r
(1), r(2), ..., r(n))2
]
= A(p−1) exp
[
− 6(p− 1)
l L (p− 2)
n∏
α=1
(r(α))2
]
.
(3.35)
Where (r(1), ..., r(n)) = r(α) 6= ∑nα=1 r(α). The ﬁxed cross-links are handle as
a product over all the replicas inside the exponential whereas the reversible
(movable) cross-link appear as a sum over the replicas indices inside the ex-
ponential [24, 25, 51].
3.4.2 Average density
In the assumption of a dense system, we can always think of viewing the two
cross-links as collective variables. The calculation of the average density of
each cross-linker will give an idea on an average behaviour of all. In fact, for a
large cross-link density, the ﬂuctuation is expected to be small as opposed to a
diluted system where the density is low. The latter assumption suggests that
due to the distance between each link, the ﬂuctuation will be mostly given
by individual cross-link formation. The present model assumes large density
and therefore introduce small ﬂuctuation as presented by T. Vilgis (2000) [14].
We compute here the average density of the two cross-link type. This is done
using simple statistical formula for average taking the partition function as
statistical weight. An second alternative of calculation using the generating
functional method is presented in Appendix A.2.
In the Appendix A.2, we derive that 〈ρ(x)〉 = 〈ψ∗2(x)〉. We expand the func-
tional Hamiltonian around the saddle point solution up to the second order in
the ﬂuctuation [3]. We are allowed to write ﬁeld as follows: (ψ∗(x) = ψ
∗
+∆ψ∗)
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according to the mean ﬁeld approximation scheme.
〈ψ∗2(x)〉 =
∫
[dφ] [dφ∗] [dψ] [dψ∗] [dψ∗(x)] e−χ [φ,φ
∗,ψ,ψ∗]∫
[dφ] [dφ∗] [dψ] [dψ∗] e−χ [φ,φ∗,ψ,ψ∗]
=
∫
[dφ] [dφ∗] [dψ] [dψ∗](ψ
∗
+ ∆ψ∗)2e−χ [φ,φ
∗,ψ,ψ∗]∫
[dφ] [dφ∗] [dψ] [dψ∗] e−χ [φ,φ∗,ψ,ψ∗]
.
(3.36)
We Taylor expand the functional χ[ψ, ψ∗, φ, φ∗] around the saddle point solu-
tion up to the second order.
χ(φ, φ∗, ψ, ψ∗) = χ(0)(φ, φ∗, ψ, ψ∗)|(ψ,ψ∗);φ,φ∗)
+ χ(1)(φ, φ∗, ψ, ψ∗)|(ψ,ψ∗);(φ,φ∗)︸ ︷︷ ︸
=0
(
∆φ,∆ψ,∆φ∗,∆ψ∗
)
+ χ(2)(φ, φ∗, ψ, ψ∗)|(ψ,ψ∗);(φ,φ∗)
(
(∆φ)2, (∆ψ)2, (∆φ∗)2,
(∆ψ∗)2
)
+ higher orders in ∆φ
' χsp − 1
2
(∆φ,∆φ∗,∆ψ,∆ψ∗)Hess

∆φ
∆φ∗
∆ψ
∆ψ∗
 ,
(3.37)
where χ(i) stands for the derivative of χ to the ith order (i = 0, 1, 2, ...). Hess
stand for a 4× 4 Hessian matrix and have the following expression:
Hess =

δ2χ
δφδφ
δ2χ
δφδφ∗
δ2χ
δφδψ
δ2χ
δφδψ∗
δ2χ
δφ∗δφ
δ2χ
δφ∗δφ∗
δ2χ
δφ∗δψ
δ2χ
δφ∗δψ∗
δ2χ
δψδφ
δ2χ
δψδφ∗
δ2χ
δψδψ
δ2χ
δψδψ∗
δ2χ
δψ∗δφ
δ2χ
δψ∗δφ∗
δ2χ
δψ∗δψ
δ2χ
δψ∗δψ∗

(φ,φ
∗
,ψ,ψ
∗
)
. (3.38)
Using the equation (3.37) and adding the ﬂuctuation term ∆ψ∗ = ψ∗−ψ∗ into
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equation (3.36), we obtain:
〈ψ∗2(x)〉 =

e−χsp
∫
[d∆φ] [d∆φ∗] [d∆ψ] [d∆ψ∗](
ψ
∗2
+ 2ψ
∗
∆ψ∗ + (∆ψ∗)2
)
e
− 1
2
(∆φ,...)Hess
 ∆φ
...


e−χsp
∫
[d∆φ] [d∆φ∗] [d∆ψ] [d∆ψ∗] e
− 1
2
(∆φ,...)Hess
 ∆φ
...
 ,
= ψ
∗2
+ 2ψ
∗ 〈∆ψ∗〉+ 〈(∆ψ∗)2〉. (3.39)
With (∆φ, ...) = (∆φ,∆φ∗,∆ψ,∆ψ∗). After performing the Gaussian inte-
gration, we obtain:〈∆ψ∗〉 = 0 and 〈(∆ψ∗)2〉 = H−1ess ﬁnally:
〈ρ(x)〉 = 〈ψ∗2(x)〉 = ψ∗2︸︷︷︸
dominant term
+ H−1ess︸︷︷︸
ﬂuctuation term
' ψ∗2. (3.40)
This method and the method presented in Appendix A.2 Both give the same
results. The result (equation (3.40)), has two terms: The dominant term and
a ﬂuctuation term. The dominant term of the expression is the saddle point
solution of the ﬁeld attached to the cross-linker powered by the functionality
of the cross-linker. In a similar way, we also by the same method of calculation
found the average density associated with the permanent cross-link: 〈ρ(r)〉 =
〈φ∗p(r)〉 ' φ∗p(r)+ﬂuctuation term. We can conclude that the average density
of each cross-link shows a Gaussian proﬁle describing the distribution of each
cross-link inside the network. For a suﬃciently high density, we expect the
contribution for the ﬂuctuation to become negligible. This will imply that
there is a small ﬂuctuation around the distribution of each cross-link inside
the network on average. This results are expected because we have built the
present model using Gaussian chains. A real non-equilibrium polymer network
is dominated by Brownian motion in a thermal environment. Consequently,
the ﬂuctuation appearing into the density average could explained as provided
from thermal motion.
3.5 Field theory approach for network
deformation
We investigate here the elastic properties of a polymeric network made of mov-
able and permanent cross-linkers as presented above. The elastic properties
are investigated by studying the network deformation due to an external force.
The challenge that one faces is to elaborate a good understandable model that
describes the deformation behaviour of a network that has movable cross-links.
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The replica theory elaborated by Edwards et al. has revealed itself to be a
good method to deal with network replicas formed during the deformation
[2, 22, 24]. We account for all the replicas of a randomly chosen network
topology of the network among all the isomers. Let us call the chosen network
conﬁguration m. For the sake of simplicity, we suppose an isovolumetric3 This
type of network is advantageous compared to the contractile network 4. This
latter type of network is more appropriate for active networks but require to
include more parameters such as the excluded volume and the Osmotic pres-
sure due to the instability of the network. We chose to regard the present
network as an isovolumetric network for sake of simplicity. We assume that
Figure 3.6: Simple aﬃne deformation of a network with topology m. We distinguish
the oth (undeformed) and the other n (deformed) replicas. The permanent (in black
cross) and the reversible (blues dots) cross-linkers. Rς = r is the spacial position of
the permanent cross-link number ς.
the permanent cross-links are homogeneously spread out in space and serves as
skeleton to the network. We have control over the ﬁxed cross-link, that means,
by shifting each of them by a factor of λ =
3∑
i=1
λi, we will be able to investigate
the whole network response to that shift. The network ﬂuctuates freely while
the ﬁxed points ﬂuctuates after deformation in average. The Fig. 3.6 illus-
trates the aﬃne deformation of a network with topology m. The 0th replica is
the network before the deformation (i.e. the conﬁguration of the network just
after the formation) [2]. The other nth replicas are all the network after the
deformation. All the (n+ 1) replica have the same topology since the network
has been suppose isovolumetric. The spacial vector describing the position of
each the permanent cross-link is r. For the zeroth replica, we have r(0) and
3Isovolumetric means that the network deform the identically in all the faces. Here, all
the diagonals of the deformed tensor equation (2.16) are not identical. λx 6= λy = λz
4 In the contractile network all the diagonal elements of the deformation matrix are
identical ( λx = λy = λz = λ).
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. POLYMER NETWORK WITH MOVABLE AND PERMANENT
CROSS-LINK 41
for any of the n deformed replica, r(α>1) with α ∈ 1, ..., n. Assuming an aﬃne
deformation of the end-links, the following relation holds.
r(α>0) = λ r(0). (3.41)
In the present assumption, we suppose not double replication on the reversible
cross-link. We assume that this latter is attached to an elastic background
network (made of permanent network that aﬃnely deformed). We can there-
fore assume identical reversible cross-link in each replica i.e.
n∑
α=0
ψα(xα) =
(n + 1)ψ(x). In the spirit of Edwards, all the possible conﬁgurations of the
(n+1) replicated network are calculated by taking the average of the partition
function of all the deformed network over all the disorder into the network.
There are two type of disorder into the system: 1) The disorder due to the
way of choosing one conﬁguration network from many network formed with
the same mixture. 2) The disorder over the random self assembly in a partic-
ular network conﬁguration chosen. We use the similar replica formalism used
by Edwards [2].
Z(0)m =
∫
[dφ, φ∗, ψ, ψ∗]
[∫
φ∗p
]Np [∫
ψ∗2
]Na
e−
∫
φφ∗−∫ ψψ∗
×
[∫∫
r
(0)
0 ,r
(0)
1
φ(r
(0)
0 )[G(r
(0)
0 − r(0)1 , L)
∫
x
(1 + ψ(x)z)]φ(r
(0)
1 )
]N
. (3.42)
Here z is the fugacity for the reversible cross-linker. The partition function for
the nth deformed replica network is:
Z(n)m =
∫
[dφ, φ∗, ψ, ψ∗]
[∫
φ∗p
]Np [∫
ψ∗2
]Na
e−
∫
φφ∗−∫ ψψ∗
×
[∫∫
r
(α)
0 ,r
(α)
1
φ(r
(α)
0 )
n∏
α=1
[G(r
(α)
0 − r(α)1 , L)
∫
xα
(1 + ψα(xα)z)]φ(r
(α)
1 )
]N
.
(3.43)
The partition function for all the (n+ 1) replicas is given by:[
Z(n+1)m (λ)
]
d
= ℵ
∫
Z(0)m Z
(n)
m
= ℵ
∫
[dφ, φ∗, ψ, ψ∗] exp [−χ(n+1)T (λ)], (3.44)
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with
−χ(n+1)T (λ) = µ
∫∫
r
(α)
0 ,r
(α)
1
φ∗(r(α)0 )
n∏
α=0
[∫
xα
G(r
(α)
0 − xα,
L
2
) (1 + ψα(xα) z)
×G(xα − r(α)1 ,
L
2
)
]
−
∫
r(α)
φφ∗ −
n∑
α=0
∫
xα
ψα(xα)
+ µa
n∑
α=0
∫
xα
ψ∗2α (xα) + µp
∫
r(α)
φ∗p(r(α))
− (N log µ+Na log µa +Np log µp).
(3.45)
The functional −χ(n+1)T (λ) contains all the (n + 1) replicas of the network
and r(α) = (r(0), r(1), ..., r(n)). The symbol [..]d means the average over all the
disorder of the system. The saddle point equations are given by the set of
following equations:
(n+ 1)ψ
∗
(y) = zn µ
∫∫
r
(α)
0 ,r
(α)
1
φ(r
(α)
0 )
n∏
α=0
[
G(r
(α)
0 − r(α)1 , L)
]
φ(r
(α)
1 ), (e1')
ψ(x) = 2µaψ
∗
(x), (e2')
φ
∗
(Rα) =
∫
r
(α)
0
φ(r
(α)
0 )
n∏
α=0
[
G(r
(α)
0 −R(α), L)
∫
xα
(1 + ψα(xα)z)
]
, (e3')
φ(Rα) = pµpφ
∗(p−1)
(Rα). (e4')
(3.46)
The equations (3.46) are solved by introducing the equation (3.41). This allows
us to split the permanent cross-links as follow:
φ(r(α)) = φ(r(0), r(1), ..., r(n)),
= φ(r(0), λr(0), ..., λr(0)︸ ︷︷ ︸
n replicas
),
= φ(r(0)) δ(r(1) − λr(0))...δ(r(n) − λr(0))︸ ︷︷ ︸
n replicas
. (3.47)
The equation (3.47) into the equation (3.46) allows the following transforma-
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tion:∫∫
r
(α)
0 ,r
(α)
1
φ(r
(α)
0 )
n∏
α=0
[G(r
(α)
0 − r(α)1 , L)]φ(r(α)1 )
=
∫∫
r
(0)
0 ,r
(0)
1
φ(r
(0)
0 )G(r
(0)
0 − r(0)1 , L)φ(r(0)1 )
×
n∏
α=1
[
δ(r
(α)
0 − λr(0)0 )G(r(α)0 − r(α)1 , L)δ(r(α)1 − λr(0)1 )
]
=
∫∫
r
(0)
0 ,r
(0)
1
φ(r
(0)
0 )G(r
(0)
0 − r(0)1 , L)φ(r(0)1 )
n∏
α=1
[
G(r
(α)
0 − r(α)1 , L)
]
φ(r
(0)
1 ).
(3.48)
We suppose that the ﬁelds and the Greens's functions are Gaussian. Therefore,
we can write their expressions using Gaussian exponential φ(r) = Ae−ar
2
; ψ(x) =
Be−br
2
;
n∏
α=0
G(r(α), L) = ( 3
2lL
)3(n+1)/2e−
3
2lL
(1+nλ2)r(α)2 . We assume that there is
enough reversible cross-linker in the network and we have 1  z ∫
x
ψ(x) so,∫
x
(1 + z ψ(x)) ' z ∫
x
ψ(x). This assumption can be made here because, equa-
tion (3.59) shows that it is proportional to the number of cross-links. After
having introduced those approximations into the equation (3.46), we solve the
set of equations by a simple substitution and we ﬁnd the constants:
a =
8(6 + Ln+ 12nλ2)
L
, (3.49)
b =
2a+ 3(1 + nλ2)
L
, (3.50)
A =
[
2−3−2n3−11/2−9n/2z−4(n+1)(1/L)
3(−1−3n)/2
L(n+ 1)2pi−2−n(1/b)−n(
33(n+1)/2zn+1(1/L)3(n+1)/2
√
b
(n+ 1)
√
2b
)−2n
(512l2n2 + 48Ln(131 + 259nλ2)
+ 9(2145 + 8482nλ2 + 8385n2λ4))
]1/(5+4n)
, (3.51)
B =
3(n+1)/2zn+1(1/L)3(n+1)/2
√
bA2
(n+ 1)
√
2b
. (3.52)
Details of the calculations is presented in Appendix A.3. We have supposed
for simpliﬁcation in the calculations that the functionality of permanent cross-
linkers is p = 3 and that the constants µ, µa, µp, l = 1. The equation (3.44)
can be written as follow:[
Z(n+1)m (λ)
]
d
= ℵ
∫
[dO] exp[−χsp(λ)] exp[−1
2
OH OT ], (3.53)
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−χsp(λ) is the functionality that depends on the saddle points solutions. H is
the Hessian matrix of the functionality −χ(n+1)T (λ) in the saddle point approx-
imation. O = (φ, φ∗, ψ, ψ∗) is a super vector of ﬁeld and OT is its transpose.
After integration over the super vector ﬁeld, we have:[
Z(n+1)m (Λ)
]
d
' exp[−χsp(λ)]. (3.54)
Solving the equation (3.45) for the saddle point solutions, we have:
−χsp(λ) = A2
(
3
2L
)3(n+1)/2(
pi
2 a + 3(n+1)
2L
)1/2
Bn+1(pi/b)(n+1)/2 + A
√
6pi
a
− (n+ 1)B
2
2
√
2pi
b
+ (n+ 1)
B2
4
√
2pi
b
− 3A3
√
3pi
a
. (3.55)
We replace equations (3.46) in equation (3.55). The free energy of the deformed
network with topology m is calculated as:
[Fm(λ)]d = Fm(λ) = −kBT [log[Z(n+1)m (λ)]]d
= −kBT
∫
d
Pm log[Z
(n+1)
m (λ)]d. (3.56)
With Pm =
Z
(0)
m
Z
(0) being the probability of choosing the topology m between
all the possible network conﬁgurations formed by the same mixture. Z
(0)
m and
Z
(0)
are respectively the partition functions of the network with topology m
just after the fabrication and for all the possible network formed just after
the fabrication with the same mixture of polymeric chains and crosslinkers.
[..]d means the average over all the disorder possible. The calculation of the
free energy is simpliﬁed using a simple mathematical trick called the replica
trick (see section 2.3.1.4) and based on the following expression: An = 1 +
n log(A) + O(n2). The logarithm of the partition function is now written
as: [log[Z
(n+1)
m (λ)]]d = lim
n→0
[Z
(n+1)
m (λ)]d − 1
n
. We Taylor expand the partition
function up to the ﬁrst order in n and calculate the free energy. We obtain:
Fm(λ) =
c′NkBTλ2
Rg
− a
′(z1/5 + b′Rg)
z6/5R
3/4
g
NkBTλ
2. (3.57)
The force needed to deform the network by a factor of λ is simply the force
per unit area of the undeformed network that is to be stretched. This force is
given by the gradient of the free energy. After calculation done, we have the
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following expression:
fm(λ) =
∂Fm(λ)
∂λ
=
[
c′
Rg
− a
′ (z1/5 + b′Rg)
z6/5R
3/4
g
]
NkBT λ,
=
[
0.4032218
Rg
− 0.057006 z
8/5ρ2(r)
R
5/4
g
]
NkB T λ. (3.58)
c′ =
46411× 113/10
6× 2600× 29/10 × pi1/10 = 0.403218, a
′ = 0.08650, b′ = 6.5808489, N is
the normalisation constant which can be ignored and R2g = l L/6 is the radius
of gyration of the network. The expression of the force presents two interesting
terms: The ﬁrst term is the force of the deformed permanent network. Its has
the same structure as the force found by Edward et al. [2, 22]. The second
term, represents the contribution of the force that the reversible cross-linkers
add to the force. The minus sign suggests that if we add the reversible cross-
linkers to the permanent network, the network become soft. This with the
assumption that there is enough reversible cross-linkers in the chain. In the
grand canonical ensemble, the average number density of the reversible cross-
linkers is given by:
〈Nrev〉 = z ∂
∂z
log[Z(n+1)m (λ)]d = (n+ 1)
∫
r
(α)
1
φ
∗
(r
(α)
1 ). (3.59)
The local density5 ρ(r) is identiﬁed from (equation (3.59)) as ρ(r) = (n +
1)φ
∗
(r) (n = 0 in the the replica trick). We then use the equation (e4') in the
set of (equation 3.46) to introduce the local density into the force expression
(equation (3.58)). While identifying the corresponding equation in the saddle
point equations, force is calculated by working backward and then have its
expression in term of the local density of the reversible cross-linker.
3.6 Conclusion
In this chapter, we have presented a continuous description of a polymeric
network containing both permanent and reversible cross-links. The motion
of the reversible cross-linker can be identiﬁed to the non-processive myosin
II motor protein found inside the cytoskeleton. The system is treated as a
near equilibrium system. The generating functional borrowed from equilibrium
statistical physics is therefore used. This is done by including a Dirac delta
functional inside the partition function of the system. All the possible network
5The integration of the local density over all space gives the number of particles by
deﬁnition:
∫
ρ(r)dV = N .
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formed using the same mixture is therefore counted through the partition
function. The behaviour of the two type of cross-linker allows us to count
them diﬀerently. The permanent cross-link is treated with quenched average
while the reversible cross-link is treated with annealed average. The saddle
point approximation is used to ease the integration over the degree of freedom
of the network. The calculation of the average density reveals that the chains
ﬂuctuate around a mean value which is the saddle point solution. This results
is also true for any type of cross-linkers involved in the network. We learn
that the use of the ﬁeld theory gives a better and global understanding of the
system. The beneﬁts of the technique used here is that the calculation are less
complicated than if we were to use the delta function instead of the exponential
expression. The ﬁeld theory has proven itself to be useful in the context of
converting polymer degree of freedom to collective degree of freedom (density
variable), that have themselves been shown to be particularly useful in polymer
network theory. We investigated the elasticity properties of the randomly
cross-linked polymer network containing both permanent and reversible cross-
links. The stretching force calculated shows that, introducing the reversible
cross-linker into the permanent network makes the network become softer.
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Slipping link in a permanent
network of polar chains
4.1 Introduction
We present here two alternatives network topologies formed with polar polymer
chains and both permanent and active-movable cross-linkers. Here, we think
of the cross-linker as being made of two motor heads connected by a spring (i.e.
motor clusters) that slides along the chains. Each motor head moves along the
chains toward the (+) end of the chain to which it is attached while the perma-
nent cross-linker lie at the very ends of the chain. The local cross-linking and
the polarity of the ﬁlaments raise two possible and distinguishable polymer
network conﬁgurations depending on the chains' orientations relative to one
another. The behaviour of each network is deﬁned by the active-movable (or
active) cross-linker and by the orientation of the polar ﬁlament with respect to
its cross-linked ﬁlament. The ends of the chains are ﬁrmly anchored with the
permanent cross-link and serve as backbone for the whole network. The active
properties of the network are determined by looking at the active cross-linker
movement along the ﬁlaments. We demonstrate that, depending on the orien-
tation of the ﬁlaments with respect to one another, we have distinct type of
network elasticity problem with each type of network exhibiting a particular
behaviour.
The present chapter investigates the characteristics of the two possible net-
works conﬁguration that arise by including the polarity of the polymer chains.
We found that the polarity alignment is essential to predict the active-movable
cross-linker behaviour. For an extreme one-dimension network of two chains,
the active cross-linker is either a slipping ring or just slides along the chains. In
the latter case, the spring provides a non trivial coupling between the polymer
chains. In both cases, the network presents a X kind of shape. We calculate
the average density of each type of cross-linker and show that the density ﬂuc-
47
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tuates each around the saddle point solution of the cross-linker. Those saddle
point solutions happen to be the mean value of the cross-linker.
4.2 Model description
The present model illustrates two alternative behaviours of the active-movable
cross-link inside the network formed with polar ﬁlaments. For the purpose of
simplicity, we limit ourself here to the an extreme situation of one dimensional
version of polar chains network as a small example illustrating the possible
behaviour of the network due to a biasing acting force. The three dimensional
network of polar chains is complicated to implement because, the polymers are
randomly oriented in the network. We assimilate the active cross-link to the
myosin II protein. This latter cross-link moves (never detached itself from the
chain i.e. no reversibility behaviour here) preferentially toward the (+) ends
of the chains. The active cross-linker is therefore viewed as a slipping link.
The idea of slip-link  network has been elaborated by Ball and Edwards (1980)
and Vilgis (1988) where the polymer network is supposed to be conﬁned in a
tube [24, 55]. In the present model, instead of making the chains slide (case
we explore iin Chapters 5 and 6 ), we ﬁx their ends using the permanent cross-
link as explained in Chapter 3. The polarity of the chains introduces a biasing
force generated by the motion of the slipping cross-link. We investigate the
network behaviour due to the motion of this latter cross-link. We suppose
that the moving linker stops when it reaches the very ends of the chains. We
look here at the primitive model formed by two polymers and a pair of motor
protein head attached by a spring. Our aim of interest is on understanding
what happens to the polymer network when the active cross-linker placed
at a random position along the chains moves. The permanent cross-linkers
lie at the ends of the chains with functionality four. The behaviour of the
network can be predicted without doing any calculation only by looking at the
direction of the biasing force on the network. For the one dimensional model,
we distinguish two situations: when the two chains have the same direction
(i.e. their + ends are oriented in the same direction) from one another, we
say that the network is parallel  (Fig. 4.1) as opposite to the anti-parallel 
(Fig. 4.2) network when the chains have opposite directions. The cross-link
between two chains is mathematically represented by the Dirac delta function
δ(Xa − xb). This enforces the connection between the two chains at position
Xa and xb.
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4.3 Reversible cross-link as slipping ring
In this network conﬁguration, the + ends of the two chains have the same
direction. The model is illustrated on the Fig. 4.1. The preferential direction
of the active linker imposes the direction of the moving link. In the case where
the two chains are parallel, Slipping ring (Fig. 4.1) moves on the same direction.
The slip link is therefore view as a moving ring. Ball et al. (1980) [24] in
their model have treated similar sliplink network of model where moving non
polar chains were conﬁned inside a tube. When the active cross-link moves, the
position along the arc lengths also varies as well as the cross-linker position
itself. That allows us to perform the integration over these two degrees of
freedom in the partition function. The propagator of the network is given by:
Figure 4.1: Ring-model of network: The ﬁelds φ and ψ represent the passive and
active cross-linkers. This latter linker is free to move toward the (+) end of the
chains. r(s) and R(S) are, respectively, the label of the chain (1) and the chain
(2). r0 = r(s = 0), rL = r(s = L),R0 = R(S = 0),RL = R(S = L). x = r(s)
and X = R(S) are the spacial positions of the motor head along the chain(1) and
chain(2) with the arc lengths s and S respectively.
G = G(r0 − r(s); s)G(r(s)− rL;L− s)
G(RL − r(s);L− s)G(r(s)−R0; s).
(4.1)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. SLIPPING LINK IN A PERMANENT NETWORK OF POLAR
CHAINS 50
The partition function is given by the following expression:
Z =
∫
[dψ] [dψ∗] [dφ] [dφ∗]
[∫
ds dr0 drL dxφ(r0)G(r0 − x; s)
× e−β f ∆x ψ(x)G(x− rL;L− s)φ(rL)
][∫
dSdX dR0 dRL φ(R0)
×G(x−R0;S) e−β f ∆x ψ(x)G(RL − x;L− S)φ(RL)
]
×
[∫
r
φ∗4
]4 [∫
x
ψ∗2
]
e−
∫
φφ∗−∫ ψ ψ∗ × rest of network [φ∗]︸ ︷︷ ︸
(i)
.
(4.2)
Where e−β f ∆x = e−β ω is the Boltzmann weight for the force f . ω = ±f ∆x
and being the work performed by the movable linker (± for the polarity of
the polymers). ∆x is the displacement of the reverse cross-linker associated to
the motion of the linker via the force f . This force f is a conservative biasing
force therefore, not a real active force. It has been introduced in the model to
mimic the eﬀect of the active force in an equilibrium setting [61]. The (i) in
equation (4.2) represents the rest of network linked by φ. Because we would
like to limit ourselves to a very simple case of only two chains, we will not in-
clude that part in the calculation to come since it will make calculation harder
by adding more parameters.
As stated above, the motion of the active cross-link is guided by the direction
of the (+) ends of the cross-linked polymer chains. In this case, the contractile
behaviour of the network chain is not quite represented. This is due to the mo-
tion of the slipping link toward the (+) direction in both chains. That means,
the elasticity properties of the spring that connects the two motor head is neg-
ligible. We chose to look at only one replica of the network. When the active
linker moves, it exerts a force and when reaches the permanent links at the ends
of the chains, it stops. For a suppose system of N chains in one dimensional
system, the chains are all nicely aligned so that they form a bundle network
like structure [52]. If the length of each chain is long enough, we may expect
to have a polymer bundle kind of structure otherwise a probably X polymer
network like structure. Of course those latter behaviour predictions are only
assumptions, there have not been any mathematical prove to conﬁrmed. We
assume that the two chains have the same properties and can be labelled with
the same label. Instead of having many integrations over x,X, s, S,R and r
for all the chains, we will reduce it to few integrations and render the system
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least complicated to solve. The equation (4.2) can be simpliﬁed as:
Z =
∫
[dψ] [dψ∗] [dφ] [dφ∗]
[∫
r
φ∗
]4 [∫
x
ψ∗2
]
e−
∫
φφ∗−∫ ψ ψ∗
×
[∫
r0,rL,x
φ(r0)G(r0 − rL;L) e−β f ∆x ψ(x)φ(rL)
]2
,
= ℵ
∫
[dψ] [dψ∗] [dφ] [dφ∗] exp (−χ′[ψ, ψ∗, φ, φ∗]).
(4.3)
With
−χ′[ψ, ψ∗, φ, φ∗] = µp
∫
r
φ∗4 + µa
∫
x
ψ∗2 −
∫
r
φφ∗ −
∫
x
ψ ψ∗
µ
∫
r0,rL,x
φ(r0)G(r0 − rL;L) e−β f ∆x ψ(x)φ(rL)
− 2 log µ− 4 log µp − log µa.
' µp
∫
r
φ∗4 + µa
∫
x
ψ∗2 −
∫
r
φφ∗ −
∫
x
ψ ψ∗
− µ
∫
r0,rL,x
φ(r0)G(r0 − rL;L) e−β f ∆x ψ(x)φ(rL).
(4.4)
The term (−2 log µ− 4 log µp− log µa) is neglected in the saddle point approx-
imation. The saddle point equation are:
δ(−χ′)
δψ
|sp = 0; δ(−χ
′)
δψ∗
|sp = 0; δ(−χ
′)
δφ
|sp = 0; δ(−χ
′)
δφ∗
|sp = 0. (4.5)
we obtain the following set of equations:
µ e−βf∆x
∫
r0,rL
φ(r0)G(r0 − rL, L)φ(rL)− ψ∗(x) = 0, (e1)
2µaψ
∗
(x)− ψ(x) = 0, (e2)
2µ e−βf∆x
∫
rL,x
φ(rL)G(r0 − rL, L)ψ(x)− φ∗(r) = 0, (e3)
4µpφ
∗3
(r)− φ(r) = 0. (e4)
(4.6)
We solve the set of equation (4.6) using the following Gaussian assumption:
G(r0−rL, L) = 32Le
−3
2L
(r0−rL)2 , ψ
∗
(x) = Be−bx
2
and φ(r) = Ae−ar
2
. This is done
by substitution: we replace equation (e1) into equation (e2) then, the result
goes into equation (e3) with equation (e4), we have one equation we only one
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unknown φ given by:
φ
1/3
(r) = 4µpµ
2(e−βf∆x)2(4µp)1/3
∫
rL
φ(rL)G(r0 − rL, L)
×
∫
r0,rL
φ(r0)G(r0 − rL, L)φ(rL).
(4.7)
We replace now the ﬁeld and the Green's function by their values respective
and by identiﬁcation, solve for the constant a and A. The constants b and B
are solved using the equation (e1). We have the constants expressions:
a =
3
4L
, b =
9
4L
, (4.8)
A =
L3/8 (24L2 + 1)
3/16
25/8(3pi)3/8µ3/4(e3βf∆x/4)µ
3/8
a 8
√
µp
, (4.9)
B =
√
2Lµae
β∆xf
3pi
√
1
b
µ
√
L
3
2(
√
24L2+1−1)−3
. (4.10)
The saddle point solutions in equation (4.4) allows to calculate the free energy
as:
φ(r) = Ae−
3r2
4L ; φ
∗
(r) =
(
A
4µp
)1/3
e−
3r2
4L , (4.11)
ψ
∗
(x) = Be−
9
4L
x2 ; ψ(x) = 2µaBe
− 9
4L
x2 . (4.12)
The free energy is calculated assuming −χ′sp > 0 and supposing the constants:
L = 1 and µ, µp, µa chosen to be unity for numerical approximation. Of course
this is not always the case even for a network of two strands. Those value are
taken one only in the purpose of illustration of the model. The free energy of
the system is given by:
F = −kBT log[Z]
' −kBT (−χ′sp)
= −kBT (a′e−
3β∆xf
2 + b′e−2β∆xf + c′e−3β∆xf ).
(4.13)
with the constants a′ = 0.369617, b′ = 0.1052 and c′ = 0.0699017. We show in
this case that F changes with the force generated by the motor head indicating
a rather complicated coupling so it is diﬃcult to give a proper explanation of
this expression.
4.4 Reversible link as motor heads attached by
a spring
In this network conﬁguration, the polymer chains are all arranged in in an
anti-parallel manner. We keep in our mind that the active-movable cross-
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linker used here moves toward a preferential (+ end) direction of the ﬁlament.
That means, a bias force is generated by the motion of the active cross-linker.
Considering a network formed by two polymers chains, The four ends of the
chains are ﬁxed by permanent cross-links. The active cross-link drives the
chains that it uses as path way, oppositely to its direction of motion. For
Figure 4.2: The ﬁeld φ and ψ are for passive and active cross-linkers. r(s) and
R(S) are respectively the positions labelled on the chain (1) and (2). x = r(s) and
X = R(s) are the spacial positions of the motor head along the chains with s and S
the arc length of each chain. The motor heads are not in the same position along the
chain ie (r(s) 6= R(S)). (+) and (−) indicate the polarity orientation of the polymer
chain.
the sake of simplicity in the notation, we work with the shorthand notation:
r(s) ≡ x and R(S) ≡ X. The contribution of each chain is given by:
chain 1 :
∫
dxφ(r0)G(r0 − x; s) e−β f ∆xψ(x)G(x− rL;L− s)φ(rL),
chain 2 :
∫
dX φ(R0)G(R0 −X;S) e−β f ∆X ψ(X)G(X −RL;L− S)φ(RL).
(4.14)
For simplicity, we suppose that each motor head moves with identical displace-
ment, therefore, we can write ∆x = ∆X and the work given by ω = −f ∆x =
f ∆X. We have used the following simpliﬁcation: r0 = r(s0); rL = r(sL);
R0 = R(S0) and RL = R(SL). The spring that connects the two motor heads
is also deformed during the motor motion. The elastic contribution of the
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spring is them taking into account and the elastic potential energy stored in
the spring is given by: E = k
2
(x − X)2. The contribution of the permanent
cross-links do not change from the model described at section 3.3.2. The posi-
tions of the moving cross-linker and distances from the that linker to the ends
of the chains are all degrees of freedom. The statistical weight is then of the
system is:
Z =
∫
[dψ] [dψ∗] [dφ] [dφ∗] e−
∫
r φφ
∗−∫x ψ ψ∗
×
[∫
r0
∫
rL
∫
x
∫
s
φ(r0)G(r0 − x; s) e−β f ∆x ψ(x)G(x− rL;L− s)φ(rL)
]
×
[∫
R0
∫
RL
∫
X
∫
S
φ(R0)G(R0 −X;S) e−β f ∆X ψ(X)G(X −RL;L− S)φ(RL)
]
×
[∫
r
φ∗4
]4 [∫
X,x
ψ∗(x) e−β Eψ∗(X)
]
,
(4.15)
The present network conﬁguration has interesting contractile properties, there-
fore, we are going to use the present network conﬁguration for the future cal-
culations.
Z = ℵ
∫
[dψ(x)] [dψ∗(x)] [dφ] [dφ∗] e−
∫
r φφ
∗−∫x ψ(x)ψ∗(x)
×
[∫
r0,rL,x
φ(r0)G(r0 − rL;L) e−β f∆x ψ(x)φ(rL)
]
×
[∫
R0,RL,X
φ(R0)G(R0 −RL;L) e−β f ∆X ψ(X)φ(RL)
]
×
[∫
r
φ∗4 dr
]4 [∫
x,X
ψ∗(x) e−β
k
2
(x−X)2 ψ∗(X)
]
,
= ℵ
∫
[dψ] [dψ∗] [dφ] [dφ∗] exp (−χ′′[ψ, ψ∗, φ, φ∗]).
(4.16)
With
−χ′′ = µ
[∫
r0,rL,x
φ(r0)G(r0 − r1;L) e−β f∆x ψ(x)φ(rL)
]
− log µ
+ µ′
[∫
R0,RL,X
φ(R0)G(R0 −RL;L) e−βf ∆X ψ(X)φ(RL)
]
− log µ′
+ µp
∫
r
φ∗4 + µa
∫
x,X
ψ∗(x) e−β
k
2
(x−X)2 ψ∗(X)− 4 log µp − log µa
−
∫
r
φφ∗ −
∫
x
ψ(x)ψ∗(x).
(4.17)
The steepest descent equations are given by the set of equations:
δ(−χ′′)
δψ(y)
|sp = 0; δ(−χ
′′)
δψ∗(y)
|sp = 0; δ(−χ
′′)
δφ
|sp = 0; δ(−χ
′′)
δφ∗
|sp = 0. (4.18)
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We neglect the constant (− log µ − log µ′ − 4 log µp − log µa) in the saddle
point approximation. If we suppose that the two chains are identical, the
equation (4.19) is simplify as:
−χ′′ = 2µ
[∫
r0,rL,x
φ(r0)G(r0 − r1;L) e−β f∆x ψ(x)φ(rL)
]
+ µp
∫
r
φ∗4 + µa
∫
x,X
ψ∗(x) e−β
k
2
(x−X)2 ψ∗(X)
−
∫
r
φφ∗ −
∫
x
ψ(x)ψ∗(x).
(4.19)
We use the shorthand notion G = G(r0 − rL;L).
2µ
∫
r0,rL
φ(r0)Ge
−βf∆xφ(rL)− ψ∗(y) = 0, (e1)
2µa
∫
x
ψ
∗
(x)e−β
k
2
(x−X)2 − ψ(x) = 0, (e2)
2µ
∫
y,r0
φ(r0)Ge
−βf∆xψ(y)− φ∗ = 0, (e3)
4µpφ
∗3 − φ = 0. (e4)
(4.20)
As the chains are supposed Gaussian, the following expressions hold: G =
Ne
−3
2L
(r0−rL)2 , ψ
∗
(x) = Be−bx
2
and φ(r) = Ae−ar
2
. The delta function Gaussian
expression are expressed as:
δ(x) = lim
→0
1

√
pi
exp
(−x2
2
)
, (4.21)
we have the transformation:
δ(x−X) =
√
βk
2pi
exp
(−βk
2
(x−X)2
)
(4.22)
We introduce equation (4.22) into the saddle point equation (equation (e2)).
We combine the four equations (4.20) and obtain a linear equation in φ. After-
wards, we identify the constants A and a, b and B. The saddle point solutions
are given by:
φ(r) = Ae−
9r2
4L ; φ
∗
(r) =
(
A
4
)1/3
e−
9r2
4L , (4.23)
ψ
∗
(x) = Be−
3
8L
x2 ; ψ(x) = 2B
√
2pi
k
e−
3
8L
x2 . (4.24)
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With the constants given by the expressions: a = 9
4L
; b = 3
8L
,
A = k
3/8L3/4
2 63/8pi3/4( L6L+1)
3/16
e−
3
4 f∆x
, (4.25)
B =
 k3/8L3/4
( L6L+1)
3/16
e
− 34 f∆x
2/3
2 33/4
√
2pi 4
√
1
k
, (4.26)
for the parameters (µ = µa = µp = 1, β = 1 for simpliﬁcation purpose). The
free energy is derived from the partition function. After having calculated the
saddle point solutions, we put their expressions back into the equation (4.19)
and then replace it into the equation (4.16) (see equations (3.53) and (3.54).
After having performed the integration over the ﬁelds, we have:
Z ' exp (−χ′′sp). (4.27)
The functional χ′′sp is the functional χ
′′ at the saddle point solutions. The free
energy is calculated using L = 1 and we have:
F = −kBT log[Z]
' −kBT (−χ′′sp),
= −kBT
(
0.1355 k
√
3− 4k
(18− 24k)k +
0.0854063(
1
k
)3/4
)
e−f∆x
− 0.000348723 kBT k3/2 e3f∆x + 0.197522 kBT
√
k ef∆x
(4.28)
We show in this case that F changes with the force generated by the motor
head indicating a rather complicated coupling so it is diﬃcult to give a proper
explanation of this expression. The full averaging over the position of the
cross-linker takes place when we include the deformation of the network. The
spring constant in the expression indicate that the spring is not negligible in
the present model.
4.4.1 Average density
We calculate the average density of the cross-linkers using the generating for-
mula as performed in section 3.4.2.
 The average density proﬁle for the permanent cross-linker is given by:
〈ρ(r)〉 = 1
zh
δzh
δh(r)
|h=1. (4.29)
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With the generating functional expressed as follow:
Zh =
∫
[dψ] [dψ∗] [dφ] [dφ∗] exp
{
µ
∫
φ(r0)G1 e
−β f sG′1 φ(rL)
+µ′
∫
φ(R0)G2 e
−β f S G′2 φ(RL) + µp
∫
φ∗4(r)h(r)
+µa
∫
x,X
ψ∗ e−β E ψ∗ −
∫
φφ∗ −
∫
ψ ψ∗ + ...
}
.
(4.30)
Performing the functional derivative over h, we end up with the following
expression: 〈ρ(r)〉 = 〈µp φ∗4(r)〉 ' 〈φ∗4(r)〉. Applying the statistical
mechanical average formula, we have:
〈ρ(r)〉 = 〈φ∗4(r)〉
= φ
∗4
(r) + 4φ
∗4
(r)〈∆φ∗〉+ φ∗2(〈∆φ∗〉)2
= φ
∗4
(r) + ﬂuctuation term.
(4.31)
The power four on the ﬁeld φ represents the functionality of the perma-
nent cross-linker.
 Similarly, for the average density proﬁle of the active cross-linker, we use
the formula:
〈ρ(x)〉 = 1
zJ
δzJ
δJ(x)
|J=0. (4.32)
with the generating functional expression given by:
Zh =
∫
[dψ] [dψ∗] [dφ] [dφ∗] exp
{
µ
∫
φ(r0)G1 e
−β f ∆xG′1 φ(rL)
+µ′
∫
φ(R0)G2 e
−β f ∆XG′2 φ(RL) + µp
∫
φ∗4(r)
+µa
∫
x,X
ψ∗ e−β Eψ∗h(x)−
∫
φφ∗ −
∫
ψ ψ∗ + ...
}
.
(4.33)
With the shorthand notations G1 = G(r0− x, s), G′1 = G(x− rL, L− s),
G2 = G(R0−X,S), and G′2 = G(X −RL, L−S). The calculation gives:
〈ρ(x)〉 = 〈
∫
X
ψ∗(x) e−β E ψ∗(X)〉
=
∫
X
ψ
∗
(x) e−
β k
2
(x−X)2 ψ
∗
(X) + Fluctuating term.
(4.34)
The average density results from the two types of cross-linkers show that both
cross-linker average densities contain a dominant term and a ﬂuctuating term.
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The network with linkers like slipping motor heads presented above shows
interesting and can be identiﬁed to the sarcomeric unit in muscle ﬁbre or
even to a simple version of contractile ring found at the later stage of the
cell division (see chapter (5)). The contractile ring is modelled as a speciﬁc
example of active network in the chapter 5.
4.5 Conclusion
We have presented in this chapter two speciﬁc one-dimensional network conﬁg-
uration of polar polymers with active-movable (active) and permanent cross-
links. Emphasis went on the active cross-linker that mimics the non- reversible
motor protein head and generates an active biasing force while moving. The
polarity of the polymer allows us to think of two possible conﬁguration of
polymer relative to each other for at least a the minimal model of two chains.
The active-movable cross-link imposes the orientation of the two cross-linked
chains. For the two conﬁgurations found are made of four permanent cross-
links with functionality four and placed at the very ends of the chains. The
behaviour of each the network conﬁguration depends on the chains primary
distribution into the network formed. When the chains are parallel, the moving
cross-linker is viewed as a moving ring called slipping-ring. The moving ring
slides and stops at the ends on the chains. The spring that connects the two
motor heads is neglected and simply slides to one end of the chains. For the
case where the chains are anti-parallel, the two moving cross-link heads move
in opposite directions, both following the (+) ends of the chains. The spring
provides a non trivial coupling between the polymer chains. The elasticity of
the network is more pronounced because the moving cross-link pulls and pushes
the chains. The ends of the chains are kept ﬁxed. The average density reveals
that each cross-linker ﬂuctuates around a mean density which is the saddle
point solution powered by the functionality of the respective cross-linker. In
the case of anti-parallel chains, the average density includes the position of the
linker along the chain. We saw that in the two network conﬁgurations, for the
primitive one dimensional network, the network has always an X like shaped.
For a three dimensional network, the chains' conﬁguration in the network is
not clear because no investigation has been done in the present dissertation
on this regards.
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Chapter 5
Collective dynamics of the
ﬁlaments inside an actomyosin
network
5.1 Introduction
Figure 5.1: Contractile ring as a linear periodic system. d is the width of the ring,
L = 2pi R (R is the radius of the ring) is the total length of the ring, it is simply the
contour area length of the ring if we suppose that the linear ring model is the ring
that have been opened.
This chapter presents an introduction of the formalism that will be used in
chapter 6 to investigate a natural network (the contractile ring). Here, we
unfold the ring (Fig. 5.1) and present a simple one-dimensional model for a
linear F-actin bundle network of length L. We look at the dynamics of the
ﬁlaments within the network. The motors internally drive the system away
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from equilibrium. Consequently, the normal equilibrium statistical physics
tools cannot be applied. The mathematical tools to be used here are well
known and widely used in polymer physics. We make use of the functional
integral formalism elaborated by Martin, Siggia, Rose (1973) to investigate
the statistical dynamics of a classical system [4]. This is done by casting the
dynamical equations of the system inside the generating functional through
the delta functional. Doing that, we introduce a response ﬁeld that does not
commute with the random variable. The stability of the system is investi-
gated using the assumption of a dense polymer system. We use the collective
variables and the dynamical Random Phase Approximation (RPA) following
the scheme of Fredrickson et al. [5]. This formalism elaborated for a minimal
model nevertheless allows us to capture the basic collective behaviour of the
chains within the network and predicts the condition under which the chains
in the network stay homogeneous or not. We also investigate numerically the
role of the interacting forces on the dynamic behaviour of the chains ensemble.
5.2 Linear model describing the contractile ring
We present an eﬀective one-dimensional geometry of a linear periodic ﬁlament
bundle network. All the chains are distributed along the same axis. The net-
work consists of N polar and rigid ﬁlaments. Each chain can only be oriented
toward one direction, either to the left (the (+ end) of the rod is pointing in
the (−x) direction of the (ox) axis) or to the right (the (+ end) of the rod
is pointing in the (+x) direction of the (ox) axis)). The entire bundle length
is labelled with L. In the case of a non external forces acting on the pair
of cross-linked ﬁlaments, the total momentum of the system (ﬁlament pair)
is conserved. In that circumstance, the centre of mass of the whole system
does not move while the ﬁlaments are moving. It implies that the cross-linked
ﬁlaments move in the same or opposite direction depending on the orientation
of ﬁlament in respect to one another. Therefore, we look at two possible sce-
narios of networks: When the cross-linked ﬁlaments have the same orientation
(we call this system parallel bundle network) and when they have opposite
orientation (anti-parallel bundle network). Experiments have shown that a
one dimensional linear ﬁlament bundle network cross-linked by myosin II [62].
That network can only contract or elongate as a simple response of the activ-
ity of the motor inside the network. The contraction or elongation processes
on the system are sorted out by looking at the orientation of the cross-linked
ﬁlaments at their initial stage (i.e. just after the cross-linkage) [41].
We deﬁne the numbers N+ and N− of chains pointing to the right and to
the left, respectively. Each chain a ∈ [1, ....., N±] is labelled with the position
of its centre of mass xa and its orientation σa, i.e., with the set of variables
{xa, σa} for the ath ﬁlament. For simplicity, all the chains are considered rigid
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Figure 5.2: The motor head moves toward the (+) end of the chain making the
chain slide moving toward the (−) end direction of the chain. (i): Parallel ﬁlaments
Bundle network. (ii): Anti-parallel with their (−) ends close to each other. The
chains move closer to one another, the overlap distance between them increases and
more motor is recruited to ﬁt the empty space between the chains and then lead to the
contraction behaviour. (iii): Anti-parallel with their (+) ends close to each other.
The chains repel each other leading the expansion the system.
and have the same length l. That allows us to exclude any possible rotation of
the chains along the (oy) or (oz) axis. The variables σa deﬁned the orientation
of the chains a which takes value σa = ±1. The chain number a can cross-link
any other chain number b as long as the two chains overlap. The degree of
overlap depends on the distance between two overlapping chains and is given
by the relation: ∆` = (`− |xa−xb|) Θ(`− |xa−xb|), (∆` ∈ [−`, `]). Literature
[34, 35, 42, 62] indicates that the contraction of such system depends on two
major conditions: 1) The orientation of the cross-linked ﬁlaments relative to
each other inside the system or, in other words, the initial condition (just before
the motor is activated). 2) How overlapping ﬁlaments ends are aligned with
one another inside the system. The myosin II motor head walks toward (+)
end of the chain. The ﬁlaments are all randomly aligned inside the network.
We therefore distinguish three diﬀerent scenarios to represent the behaviour
of the rods bundle network like active system:
5.2.1 Case of two parallel chains: σaσb > 0
Here, the chains are parallel (the barbed (+) end of all the overlapping chains
points toward the same direction) and overlap (Fig. 5.2). When the motors
start moving, we notice that both chains move in the same direction. They
tend to stay glued  together during this whole dynamics. In this scenario,
the active force is almost constant and can be neglected without changing the
global behaviour of the system.
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5.2.2 Case of two antiparallel chains: σaσb < 0
For the case of chains pointing in opposite directions, each chain has two
alternative movements: either moving to the right or to the left with equal
probability. The choice of the movement of each ﬁlament strongly depends on
its +/− ends orientation relative to the chain with which it overlaps.
(i) Scenario1: Attracting chains
If the (−) end of the two chains are close to each other, the two chains
move close to each other driven by the pairwise force between the chains.
This occur until the system reaches its maximum overlapping distance
(∆`max = `) (see Fig. 5.2). Once the maximal overlapping distance is
reached, the two connected chains stop attracting each other. At that
stage the chains start passing each other and the overlapping distance
decreases until the chains no longer overlap (Fig. 5.2).
(ii) Scenario2: Repelling chains
If the motor heads start walking close to the (+) ends of the chains,
it is more likely to see those latter move further apart from each other
(Fig. 5.2).
For a particular scenario of anti-parallel chains, the proximity of the ends of
the chains determines if the chains will repel (i.e. system will expand) or attract
(i.e. system will contract). During each of those processes, the density of the
motor cluster (n0) engaged varies because the number of motor heads depends
on how large is the overlapping distance between the connected chains. In
other words, the larger the overlap distance between the chains, the bigger is
the number of motor heads involved in the cross-link and the lower will be
the cross-linking energy. The average density of motors clusters is represented
in the (Fig. 5.3). This suggests that if we have to deﬁne a number M of
Figure 5.3: Prediction of the average density of the motor head in antiparallel
chains system.
motor heads in a motor cluster that cross-link the ﬁlaments,M will be linearly
proportional to the overlapping distance (M ∝ |∆`|). At this point, we can
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also predict that the network is energetically favourable to take more motor
head if there is still available space. This happens if the motors are recruited
to the overlap space between the chains and proportional to the overlapping
distance. In reality, this might not be the case in real system, but we use this
simple idealisation here. The question one should ask is :  what causes the
contractile behaviour of the ring? . We think that the key to answer this
question is to understand the forces and their role play in the ring.
5.2.3 Mathematical representation of the model
The forces exerted on each chain inside the ring have been investigated. Each
pair of chains is cross-linked by a pair of motor cluster sitting where the two
randomly oriented chains overlap. The network is formed when all the chains
newly involved in it overlap at least with one other chain segment that is
already involved in the network. The condition to have the chains a and b
cross-linked is: |(xa − σa `2)− (xb − σb `2)| < ` or |(xa − σa `2)− (xb − σb `2)| > `
for the chains a and b to be pull or push, respectively. We suppose that all the
motor heads in the motor cluster seating on the same chain are all oriented in
the same direction. At low Reynolds number, the velocity ~va of the ﬁlament
number a, is proportional to the force ~fa applied on the ﬁlament by one motor
head connected to it. The motor clusters occupy the overlapping region with
an uniform density n0. Since the motor is always walking toward the + end of
the chains, the sign of the force will depend on the orientation of the chain. The
present model is similar to the one shown in the previous chapter (section 4.2).
We can therefore enumerate all the forces acting on the actin-bundle network.
(i) The active force:
Inside the bundle chains network, the motor cluster made of many motor
myosin II is able to move and cause the simple active force in a presence
of ATP1. This motion is guide by the alignment of the chains with one
another. The Fig. 5.2 depicts the preferentially move of the chains under
the ATP. We suppose that each motor head on the cluster have the
same orientation along the same chain. During its motion, each motor
head generates a force with a strength f in order to pull or push the
ﬁlament on which it is attached to (see cross-bridge cycle description at
section 2.4.4). This force is a repulsive force ( by deﬁnition ) and deﬁned
1ATP is the Adenosine triphosphate. It serves to transport the chemical energy within
the cells.
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for the chain number a by the explicit following expression:
Fact = f n0 σa
N∑
b;b6=a
∆` δa,b
= f n0 σa
N∑
b;b6=a
(`− |xa − xb|) Θ(`− |xa − xb|) δa,b. (5.1)
Where (∆` = (` − |xa − xb|) Θ(`−|xa−xb|)) is the overlapping distance
between the cross-linked chains a and b; N is the total number of chains
in the system supposing that the system has equal number of chains
pointing to the left and pointing to the right N+ = N−; n0 is the density
of motor head inside the motor cluster. σa is the orientation of the
chain a; δa,b is the Kronecker delta function that enforces the connection
between the chains a and b. Its role is to emphasize that the cross-linkage
is between the chain a and the chain b. The Heaviside theta function
Θ(` − |xa − xb|) when the chains interact (i.e. any a 6= b chain can
cross-link as long as they overlap). The parameter f n0 is an adjustable
parameter.
Θ(` − |xa − xb|) =
{
0 if ` < |xa − xb|,
1 if ` ≥ |xa − xb|.
In the case of parallel cross-linked chains, the motor proteins moves to-
ward the same direction (+ end of each chains). That is why in our
model for parallel cross-linked chains the force generated by the motor
protein is neglected. If the cross-linked chains are anti-parallel, the
active force will move toward opposite direction and causes the chains
sliding movement. The sign of the active force will therefore depend
on the orientation of the ﬁrst chain a, and its expressions for the two
situations are given by:
Fact = F
±±
act + F
±∓
act =

F±±act = constant w 0,
+
F±∓act = ±f n0
N∑
b;b6=a
(`− |x±a − x∓b |) Θ(`− |x±a − x∓b |).
(5.2)
The force F±±act means the active force generated by the chains a and
b pointing respectively to the (right/left) and (right/ left). F±∓act is the
active force between the (+/−) oriented chain a and the (−/+) oriented
chain b. The sign of this force is deﬁned in such a way that if we switch
chains around, the active force should maintain the same sign while the
chains swap their directions.
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(ii) The networking force: Also named overlapping force is deﬁned as
an attractive force by its nature. When the motor clusters link two over-
lapping chains, they create an energy advantage to stay linked versus an
entropic disadvantage (due to the surrounding) causing unlinking of the
chains. This force is therefore derived from the networking energy stored
by the system during the network formation. If we suppose that we have
two chains that overlap in the system, as the chains move closer to one
another, the overlapping distance between them increases and more mo-
tor is recruited to ﬁt the empty space between the chains (see scenario1
Fig. 5.2). This force does not induce any dynamics of the system but
it acts similar to an attractive force well known (example: gravitational
force). This force tends to maintain the chains linked together. It is
stronger than the active force and therefore its role is to maintain the
homogeneity inside the system. This force is derived from the energy
created when the chains overlap. The networking energy between the
chains a and b is deﬁned as:
Enet(xa − xb) = κ (`− |xa − xb|) Θ(`− |xa − xb|),
= n0 (`− |xa − xb|) Θ(`− |xa − xb|). (5.3)
The networking force is then the negative gradient of the energy and has
the following expression:
Fnet = −∇xa Enet,
= −κΘ(`− |xa − xb|) sign(xa − xb),
+ κ (`− |xa − xb|) δ(`− |xa − xb|)sign(xa − xb). (5.4)
The second term of the networking force vanishes because the delta func-
tion is only relevant when (`−|xa−xb|) = 0 and is multiplied by 0. This
second term on the force goes away and we left with the expression of
the networking force on the chain a as:
Fnet = − n0
N∑
b;b6=a
Θ(`− |xa − xb|) sign(xa − xb). (5.5)
κ =  n0 is an adjustable parameter that represents the strength of the
networking force.  is the internal energy that each motor head generates
in order to stay connected to the chain. sign(xa−xb) means that the force
can be negative or positive depending on the orientation of the cross-
linked chains. sign(xa − xb) = +1 for (xa > xb) and −1 for (xa < xb).
This force is therefore always an attractive force no mater the chains
conﬁguration. The sign of the force should change leading to the system
behaviour changing. If we keep the same orientation of the cross-linked
chains, by changing the sign of the networking force, this later goes from
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attractive to repulsive or vice-versa. This is why we can say that this
force is a reversible force. Depending on the orientation of the chains,
we have:
Fnet = F
±±
net + F
±∓
net =

F±±net = − n0
N∑
b;b6=a
Θ(`− |x±a − x∓b |),
+
F±∓net = −  n0
N∑
b;b6=a
Θ(`− |x±a − x∓b |).
(5.6)
The sign of the networking force is crucial in order to determine what kind of
movement the chains experience inside the system. When  > 0, there is a
possibility of decrease the number of contacts ( number of cross-linker or motor
head inside the motor cluster). That results to lowering the contribution of
the motor cluster between the connected chains. However, it also diminishes
the entropy of the system and therefore increases the free energy. In such
situations, the cross-linked chains will repel and result in an ordered phase
of the system in which all the chains clump and form two clouds of chains. If
 < 0, the entropy of the system is dominant. The system stays homogeneous.
The system therefore exhibits an isotropic phase with the two species of chains
that interact with one another. In this case, we have a disordered phase. We
keep in mind that this force is an equilibrium force. It causes the system to
collapse so that we do not have an extended steady state of the system. This
force is constant and says that there is a constant amount of energy per unit
length that the cross-linked chains can gain or lose.
5.2.3.1 Langevin equations
The ﬁlaments are very small about (5− 10 nm) in diameter [1]. The Reynolds
number is very small, therefore, the inertial eﬀect which is captured by the
term (md~v
dt
) is safely disregarded while writing the Langevin equations. For a
network of two chains a and b between the N+ and N− chains, respectively.
Each chain in the system is tracked using their centre of mass x+a and x
−
b
for rods pointing toward the right and the left directions, respectively. The
dynamical equations for the motion of each chain inside the system is given
by the following set of equations:{
L+a (t) : −γ ∂tx+a + f+a (t) + F+int = 0.
L−b (t) : −γ ∂tx−b + f−b (t) + F−int = 0.
(5.7)
The subscript +/− means the dynamics of the right/left pointing rod. f+/−a/b (t)
is the stochastic force. This force has a zero mean 〈f+/−a/b (t)〉 = 0 and its
correlation given by the ﬂuctuation dissipation theorem 〈f+/−a/b (t)f+/−a/b (t′)〉 =
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λ δ(t − t′). λ is the strength of the thermal noise force and is related to the
drag coeﬃcient with λ = 2 γ
β
, (β = 1/kBT , kB is the Boltzmann constant and
T is the temperature of the system). It has a Gaussian distribution given by
the following probability:
P [f
+/−
a/b(t)] = ℵe−
1
2λ
∫ |f+/−
a/b
(t)|2 . (5.8)
The interacting force F
+/−
int is composed of forces including the contributions
from the interactions between parallel, anti-parallel in the mixture of two types
of ﬁlaments orientation. Its explicit expression is given by:
F
σa/σb
int = F
σaσa/σbσb
int + F
σaσb/σbσa
int , (5.9)
and explicitly decomposed as follow:
F+int = F
++
int + F
+−
int
= F++net + F
+−
act + F
+−
net , (5.10)
F−int = F
−−
int + F
−+
int
= F−−net + F
−+
act + F
−+
net . (5.11)
The appropriate signs for the forces are all given as follow:
F++net < 0 ; F
−−
net < 0, (5.12)
F++act ∼ 0 ; F−−act ∼ 0, (5.13)
F+−net < 0 ; F
−+
net < 0, (5.14)
F+−act > 0 ; F
−+
act < 0. (5.15)
5.3 The formalism
We here discuss the behaviour of the system described above and suppose it to
be a dense chains solution. We express each type of chain in term of polymer
density variable via the so called random phase approximation (RPA). We use
the collective properties of each type of chain and deduce the density-density
correlation function. The system is dynamic, meaning that the normal sta-
tistical physics treatment cannot be applied here. A technique called Martin,
Siggia, Rose (MSR) formalism elaborated by Martin, Siggia and Rose (1973)
is used here [4, 63].
5.3.1 Martin-Siggia-Rose (MSR) formalism
The starting point of the formalism is to cast the Langevin equations (equa-
tions (5.7)) into the generating functional using the Dirac delta functional.
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The delta functional is used to convert the Langevin equations into the func-
tional form using it inside the exponential function form. This transformation
is called the Hubbard Stratonovich transformation (HST) and it is done by
introducing a new variable in the generating functional: the response ﬁeld is
a variable associated to each dynamical variable. Two clear reviews of this
method have been presented by Jensen, Martin, Siggia and Rose [4, 63]. The
method has revealed itself to be a good mathematical tool to calculate the
statistical properties of a classical dynamical system. Its contribution is to
introduce inside the generating functional the response density ﬁeld variable
which is the complex conjugate of the variable. By respecting the time ordering
constraint presented by Jensen [63], this new variable is also called the auxil-
iary ﬁeld and its average with the ﬁeld and himself gives zero (〈x(t)xˆ(t′)...〉 = 0
and 〈xˆ(t)xˆ(t′)...〉 = 0) under the condition that t > t′. These conditions insure
the causal nature of the response function. The generating functional can then
be written as:
Z = 〈∫ N+∏
a=1
N−∏
b=1
[dx+a (t)] [dx
−
b (t)] δ[L
+
a ] δ[L
−
b ] Jxσa Jxσb 〉{fσa ,fσb}. (5.16)
The delta functional is rewritten in its exponential form using the following
HST formula:
δ(Lσa) =
∫
R
[dxσa ] exp
[
i
∫
t
xˆσaLσa
]
. (5.17)
(Just to recall the notations σa/b = ±1 or right/left oriented rod). The Jaco-
bian of the transformation J can be chosen as unity under the circumstances
where speciﬁc causality rules are applied to all averages computed in this sys-
tem, as shown in Jensen [63]. xˆσa is the auxiliary ﬁeld associated to the variable
xσa . This auxiliary ﬁeld is used to generate the response function [5, 14, 64].
After averaging over the Gaussian nature of the stochastic force, we have:∫
t
[dxσa ] [d xˆσa ] [d fσa ] exp
{
− 1
2λ
∫
t
(fσa)2 + i
∫
t
x̂σa(t) fσa(t)
}
=
√
2 pi λ
∫
t
[dxσa ][d xˆσa ] exp
{
−λ
2
∫
t
(xˆσa)2(t)
}
.
(5.18)
The generating functional then gives:
Z =
1
ℵ
∫ +∞
−∞
N+∏
a=1
N−∏
b=1
[dx+a (t)] [d xˆ
+
a (t)] [dx
−
b (t)][d xˆ
−
b (t)]
× exp
[
−λ
2
N+∑
a=1
∫
t
(xˆ+a )
2 − i γ
N+∑
a=1
∫
t
xˆ+a x˙
+
a + i
N+∑
a=1
∫
t
xˆ+a F
+
int
]
× exp
[
− λ
2
N−∑
b=1
∫
t
(xˆ−b )
2 − i γ
N−∑
b=1
∫
t
xˆ−b x˙
−
b + i
N−∑
b=1
∫
t
xˆ−b F
−
int
]
. (5.19)
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For the purpose of making the equations easily readable with less indices, we
will for the rest of the calculations use the shorthand notation a and b to
indicate the rods pointing to the right and left both without the sign (+ and
-) respectively. That means, we use the change: x+a → xa, x−b → Xb. In
order to deduce the correlation and the responses function of the chains in
the network, we introduce a source ﬁeld term inside the generating functional.
That source term is coupled with the variable in which one is interested. It is
therefore coupled with the hatted variable in such a way that the functional
derivative gives the expression we had before plus an additional term that
couple the source term and the variable. We call h(t) and hˆ(t) the source
ﬁelds associated with any variable x(t) and to its associate auxiliary ﬁeld xˆ(t),
respectively. We introduce the source term associated with chains pointing
right as an example:
Z[h(t), hˆ(t)] =
1
ℵ
∫ +∞
−∞
N+∏
a=1
N−∏
b=1
[dxa(t)] [d xˆa(t)] [dXb(t)] [d Xˆb(t)]
× exp
[
− λ
2
N+∑
a=1
∫
t
(xˆa)
2 − i γ
N+∑
a=1
∫
t
xˆa x˙a + i
N+∑
a=1
∫
t
xˆa F
+
int
]
× exp
[
− λ
2
N−∑
b=1
∫
t
(Xˆb)
2 − i γ
N−∑
b=1
∫
t
Xˆb X˙b + i
N−∑
b=1
∫
t
Xˆb F
−
int
]
× exp
[
i
∫
t
N+∑
a=1
(
xa h + xˆa hˆ
)]
. (5.20)
We see from equation (5.20) that the functional derivate over the source ﬁeld
gives the expression we had before (5.19). This technique is called the gen-
erating functional approach. The correlation function of the position of the
system of chains is deduced by taking the functional derivation in respect to
the source term h(t). The chains pair correlation function will contain infor-
mations on the screening eﬀect of the chains inside the system. It is given by
the expression:
〈xa(t)xa(t′)〉 = 1
Z[0, 0]
[
− δ
2Z[h , ĥ]
δh(t) δh(t′)
]
|
h , ĥ=0
. (5.21)
The + pointing chains response function is given by:
〈xa(t) x̂a(t′)〉 = 1
Z[0, 0]
[
− δ
2Z[h , ĥ]
δh(t) δĥ(t′)
]
|
h , ĥ=0
. (5.22)
The generating functional can be reduced to its simplest expression and be
written as:
Z =
1
ℵ′
∫
R
N+∏
a=1
N−∏
b=1
[dxa(t)] [d xˆa(t)] [dXb(t)] [d Xˆb(t)] e
L. (5.23)
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With the shorthand notation L = i ∫ L being the eﬀective Lagrangian. This
Lagrangian can be split into the interacting and the non-interacting Lagrangian
(L = Lint + L0).
L0 = − λ
2
N+∑
a=1
∫
t
(xˆa)
2 − i γ
N+∑
a=1
∫
t
xˆa x˙a
− λ
2
N−∑
b=1
∫
t
(Xˆb)
2 − i γ
N−∑
b=1
∫
t
Xˆb X˙b, (5.24)
Lint = i
N∑
a,b=1
∫
t
xˆa F
+
int + i
N∑
a,b=1
∫
t
Xˆb F
−
int. (5.25)
5.3.2 Introduction of collectives variables
It is convenient for such large system to use a collective variables which are
the density variables (cf. [5, 64]). We chose to use the collective variables
because we would like to render independent the dynamics of many chains
[7, 8, 65]. The density variable is given by: ρ(x) =
∑N
a=1 δ(x − xa) for any
chain characterised by its position in space labelled with x. This collective
variables is best expressed in Fourier space. We use the Fourier transformation
formula: ( f(k) = 1√
2pi
∫
x
ei k xf(x); f(x) =
√
2pi
∫
k
e−i k xf(k)). The collective
variables and their corresponding auxiliary ﬁeld variables in Fourier space are
written as:
ρ+(k, t) =
N+∑
a=1
e−i k xa(t) ; ϕ+(k , t) =
N+∑
a=1
xˆa e
−i k xa(t), (5.26)
ρ−(k , t) =
N−∑
b=1
e−i kXb(t) ; ϕ−(k , t) =
N−∑
b=1
Xˆb e
−i kXb(t). (5.27)
The variable ϕ is the conjugate ﬁeld density of the density variable ρ. For the
full model of the ring, the appropriate density variables should be expressed
in Fourier series because the ring is a periodic system. For the present linear
ring model, we use the Fourier transform to express the density variables. The
interacting Lagrangian after having introduced the collective variables gives:
Lint = i
2
∫
t
∫
k
[
ϕa(k, t)F
++
int (k) ρa(k
′, t′) + ϕb(k, t)F−−int (k) ρb(k
′, t′)
ϕa(k, t)F
+−
int (k) ρb(k
′, t′) + ϕb(k, t)F−+int (k) ρa(k
′, t′)
]
. (5.28)
The explicit steps of the calculation can be seen in Appendix B.1 The short-
hand notation used for the rest of the calculation is: ρa ≡ ρ+ and ϕa ≡ ϕ+,
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ρb ≡ ρ− and ϕb ≡ ϕ−. we include the possibility to have interaction that
might be due to the response density ﬁeld ϕ. The interacting part of the
Lagrangian function can be written Lint as using the following argument:
ϕ(k, t)ρ(k′, t′) =
1
2
[ϕ(k, t)ρ(k′, t′) + ρ(k, t)ϕ(k′, t′)] , (5.29)
and we have:
Lint = i
2
∫
t
∫
k
[
ϕa(k, t)F
++
int (k) ρa(k
′, t′) + ρa(k, t)F++int (k
′)ϕa(k′, t′)
+ ϕb(k, t)F
−−
int (k) ρb(k
′, t′) + ρb(k, t)F−−int (k
′)ϕb(k′, t′)
+ ϕa(k, t)F
+−
int (k)ρb(k
′, t′) + ρb(k, t)F+−int (k
′)ϕa(k′, t′)
+ ϕb(k, t)F
−+
int (k) ρa(k
′, t′) + ρa(k, t)F−+int (k
′)ϕb(k′, t′)
]
. (5.30)
With k′ = −k and t′ = −t. We deﬁne two density super vectors:
ρ(k, t) = (ρa(k, t) , ϕa(k, t) , ρb(k, t) , ϕb(k, t)) . (5.31)
The interacting Lagrangian after having performed the Fourier transform over
the time gives:
Lint = i
2
∫
ω
∫
k
[
ρ(k, ω)F
int
(k) ρT (k′, ω′)
]
. (5.32)
Were ρT is the transpose of the supper vector ρ. F
int
(k) is a 4 × 4 matrix
having the following expression:
F
int
(k) =

0 F++int (k) 0 F
+−
int (k)
F++int (k) 0 F
+−
int (k) 0
0 F−+int (k) 0 F
−−
int (k)
F−+int (k) 0 F
−−
int (k) 0
 . (5.33)
with:
F±±int (k) = −
2i
√
2
pi
n0  sin
2
(
kl
2
)
k
, (5.34)
F±∓int (k) = ±
2
√
2
pi
n0(f + i k ) sin
2
(
kl
2
)
k2
. (5.35)
To express the generating functional in term of the collective variables. We
introduce an unity expression equation (5.36) inside the equation (5.23) and
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obtains the equation (5.37).
1 =
∫
R [d ρa] [d ρb] [dϕa] [dϕb] δ[ρa(k, t)−
N+∑
a=1
e−i k xa(t)] δ[ρb(k, t)−
N−∑
b=1
e−i kXb(t)]
δ[ϕa(k, t)−
N+∑
a=1
xˆa e
−i k xa(t)]δ[ϕb(k, t)−
N−∑
b=1
Xˆb e
−i kXb(t)]. (5.36)
Z =
1
ℵ′
∫
R
N+∏
a=1
N−∏
b=1
[dxa(t)] [d xˆa(t)] [dXb(t)] [d Xˆb(t)]ρa] [d ρb][dϕa] [dϕb]
exp (iL) δ[ρa(k, t)−
N+∑
a=1
e−i k xa(t)] δ[ρb(k, t)−
N−∑
b=1
e−i kXb(t)]
δ[ϕa(k, t)−
N+∑
a=1
xˆa e
−i k xa(t)] δ[ϕb(k, t)−
N−∑
b=1
Xˆb e
−i kXb(t)]. (5.37)
We now use the exponential expression of the delta functional. Doing that, we
introduce the auxiliary ﬁelds variable associated with each collective variables.
All the Jacobian of the transformations are unity. The whole expression is
developed and we have the equation (5.38):
Z =
1
ℵ′
∫
R
N+∏
a=1
N−∏
b=1
[dxa(t)] [d xˆa(t)] [dXb(t)] [d Xˆb(t)]
[d ρa] [d ρb] [dϕa] [dϕb] e
L. (5.38)
With the shorthand notation L = Lint + L3 + Lq where
Lq = −i
∫
k,t
(ρˆaρa + ρˆbρb + ϕˆaϕa + ϕˆbϕb) . (5.39)
is the quadratic Lagrangian. The new non-interacting Lagrangian is:
L3 =− i
∫
k,t
(
N+∑
a=1
ρˆa e
−i k xa(t) +
N+∑
a=1
ϕˆa xˆa e
−i k xa(t)
+
N−∑
b=1
ρˆb e
−i kXb(t) +
N−∑
b=1
ϕˆb Xˆb e
−i kXb(t)
)
. (5.40)
The exponential inside the equation (5.38) gives now:
exp [L] = exp{Lint + Lq} × exp{L3 + L0}. (5.41)
The quadratic part of the eﬀective Lagrangian will vanish while giving an
identity matrix. The non interacting part of the Lagrangian is treated using
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the Gaussian approximation known as Random Phase Approximation (RPA)
(see section 5.3.3). The non interacting part of the Lagrangian is approximated
as:
exp[L3 + L0] ' exp[1
2
〈L23〉0]. (5.42)
Where 〈(...)〉0 =
∫
R [dxa] [d xˆa] [dXb] [d Xˆb] (...) exp[L0] represents the average
of (...) with eL0 as statistical weight.
5.3.3 Random phase approximation(RPA)
We study here the collective behaviour of the chains in order to understand
the stability of the system. We would like to include the correlation eﬀects be-
tween polymers chains and therefore, the structure factor must be calculated.
This is done under the RPA. We assume that the system is dense enough and
that each species of chain is homogeneously distributed. We therefore describe
the chain mixture within the loop expansion of ﬁeld theory. Other works have
implemented this approximation for dynamical dense charged polymer mixture
[5, 8, 64]. It has been shown to be particularly convenient for the investigation
of collective dynamics using a ﬁeld variable like density variable. The method
presented here follows the scheme of Fredrickson et al. (1990) [5]. It is useful
to notice that the approximation is done on the non-interacting part of the
Lagrangian, and the interacting part will be dealt with later. By describing
the collective dynamics of a dense system of polymers, we can say without
doubt that the dynamics version of the RPA turns out to be equivalent to the
Gaussian approximation. The Fredrickson's method used here provides ac-
cess to quantities like collective correlation functions and response functions.
We later investigate where the RPA of the homogeneous system fails as one
indicator of possible phase transition. This is done by looking at the corre-
lation function obtained under the RPA. The expression L23 is expanded as
shown in equation (5.42) and the average of each terms are taken over L0 (
non-interacting part). (more details of the calculations is presented in the Ap-
pendix B.2.1). The 4 × 4 matrix S
0
called non-interacting matrix is deduced.
The symmetry of this matrix respect the relation (Sij(k, t) = Sij(k
′, t′)) with
k′ = −k, t′ = −t. The explicit elements of this matrix are workout in the
Appendix B.2.1. We introduce the Fourier transform on time (t→ ω) and use
the shorthand notation
∫
ω
= 1√
2pi
∫
ω
and have the expression:
exp(−L3 − L0) = −1
2
∫
ω
∫
k
ρˆ(k, ω)

S11 S12 0 0
S21 0 0 0
0 0 S33 S34
0 0 S43 0
 ρˆT (k′, ω′)
= −1
2
∫∫
k,ω
ρˆ(k, ω)S
0
(k, ω)ρˆT (k′, ω′). (5.43)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. COLLECTIVE DYNAMICS OF THE FILAMENTS INSIDE AN
ACTOMYOSIN NETWORK 75
The elements of this non-interacting matrix are for the diagonals and the
oﬀ-diagonal elements, the dynamics collective correlation function and the re-
sponse function, respectively. After having performed the change of variables
inside the generating functional, this latter functional is rewritten in terms of
the collective variables and one can deduce the density-density correlation func-
tions by taking the (1, 1) element of the correlation matrix
(
iF
int
+ S−1
0
)−1
.
Z = Z
MF
∫
R
[d∆ρ] e−1/2
∫∫
k,ω ∆ρ(k,ω)(iF int+S
−1
0
)∆ρT (k′,ω′). (5.44)
The approximation permits us to make use of the mean ﬁeld assumption where
the density ﬁeld ﬂuctuates around a density background which is the mean
ﬁeld density ρ
MF
= N
L
. The density ﬁeld therefore splits into the mean ﬁeld
density and the ﬂuctuation density ρ = ρ
MF
+ ∆ρ. L is the total length of
the system, and N the total number of chains in the mixture. Introducing the
mean ﬁeld argument into the generating functional, we obtain equation (5.44)
where Z
MF
is the mean ﬁeld generating functional which is a constant and can
be included in the normalisation constant and be neglected for the rest of the
calculation. The generating functional expression can be written as seen in
the equation (5.45) where the ﬂuctuation term is implicitly written under the
density variable.
Z =
1
ℵ′
∫
R
[d ρ] [d ρˆ] exp [L]
=
1
ℵ′
∫
R
[d ρ] [d ρˆ] exp
[
−1
2
∫∫
k,ω
ρˆ(k, ω)S
0
(k, ω)ρˆT (k′, ω′)
− i
2
∫∫
k,ω
ρ(k, ω)F
int
(k) ρT (k′, ω′)
+ i
∫∫
k,ω
ρ(k, ω)Q(k, ω) ρT (k′, ω′)
]
.
(5.45)
where Q(k, ω) is a 4×4 matrix call the quadratic matrix and gives an identity
matrix which is neglected for the rest of our calculation. Upon integrating out
the hatted ﬁeld ρˆ, the results for the generating functional is ﬁnally given by
equation (5.46):
Z =
1
ℵ′
∫
R
[d ρ] exp
[
−1
2
∫∫
k,ω
ρ(k, ω)
(
iF
int
(k) + S−1
0
(k, ω)
)
ρT (k′, ω′)
]
.
(5.46)
We use the generating functional approach by introducing a source ﬁeld cou-
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pled to the super-vector ﬁeld ρ(k, ω) and get:
Z[h(k, ω)] =
1
ℵ′
∫
R
[d ρ] exp
[
−1
2
∫∫
k,ω
ρ(k, ω)
(
iF
int
(k) + S−1
0
(k, ω)
)
ρT (k′, ω′) +
∫∫
k,ω
ρ(k, ω)h(k′, ω′)
]
=
1
ℵ′
∫
R
[d ρ] exp
[
−1
2
∫∫
k,ω
h(k, ω)
(
iF
int
(k) + S−1
0
(k, ω)
)
hT (k′, ω′)
]
.
(5.47)
The correlation functions can be deduced by performing the functional deriva-
tive over the source ﬁeld vector term h.
〈ρ(k, ω) ρ(k′, ω′)〉 = 1
Z[0]
[
δ2Z
δh(k, ω) δh(k′, ω′)
]
h(0)=0
= δ(k + k′) δ(ω + ω′)A−1(k, ω)
≡ A−1(k, ω).
(5.48)
Where G(k, ω) = A−1(k, ω) =
(
iF
int
(k) + S−1
0
(k, ω)
)−1
is the dynamical cor-
relation matrix of the system. The density-density correlation function is the
diagonal of this correlation matrix and the response function the oﬀ diago-
nal of the matrix. Details of the calculation of the non interaction matrix is
presented in Appendix B.2.1. We have developed the approximation without
the drift velocity. For the present generic formalism presentation, we ignore
the drift velocity in the Langevin equation. Nevertheless, for the periodic ring
model described in the next chapter (chapter 6), this velocity is important and
will be investigated. In the linear ring, this velocity does not play important
role at long time limit because, after a long time, the chains move apart from
one another in the system. This is as opposed to the chains that continuously
overtake one another in the periodic ring model. This latter model has a sus-
tain current ﬂowing through it so the importance of the investigation of the
drift velocity for the periodic ring (see section 6.5). We therefore expect the
physics for the periodic model to be diﬀerent from the one presented here.
5.4 The RPA results
5.4.1 Density-density correlation function
From the RPA calculation, we have been able to determine the density-density
correlation function which is the (1, 1) element of the correlation matrix. Prob-
ing this function will provide us informations on how and under which condi-
tions the ﬁlaments change their behaviour inside the network [65]. The explicit
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expression for the correlation function is given by equation (5.49). This equa-
tion represents an initial discussion on the correlation function. A deeper
analysis of the dynamics correlation function for the ﬁnite ring model is more
pertinent and should be covered in the next chapter (chapter 6).
G11(k, ω) = {2
√
2pi3/2 γ2 k4 λ
(
64 η4 λ2 n20
(
f 2 + 2 k2 2
)− 16 pi η2λ2 k4 n0 
+pi2k2
(
4γ4ω2 + λ2k4
))}/{4096 f 4 η8 n40 + 2048pi f 2 η6 k4n30
− 128pi2 η4 k2 n20
(
f 2
(
k4 − 4ω2)− 2 k2 2 (k4 + 4ω2))
+ pi4 k4
(
k4 + 4ω2
)2 − 32 pi3 η2 k6 n0  (k4 + 4ω2)}.
(5.49)
Figure 5.4: Density-density correlation function plotted for the parameters values:
λ = 1, l = 2.5, n0 = 10, γ = 0.9, f = 0.1,  = 0.1. The graph shows that the peak
shrinks toward the small ω direction.
With η = sin (k l/2). The Fig. 5.4 displays a sharp peak at small frequency
value. The peak observed suggests a dominant length scale in the system. It
therefore reveals an interesting dynamic phenomenon of the ﬁlaments within
the network. The higher value of the peak is observed for the value of the
frequency is less or equal to 0.5 (ω ≤ 0.5) and for low value of the wave vector
k. The Fig. 5.4 tells us that the linear ring network features are best seen at
long time limit where the system reaches an almost steady state. We plot the
correlation function for many values of the frequency this is shown at Fig. 5.5.
This ﬁgure shows that the peak is maximal at low frequency. This means
that, looking at the system too early will not provide accurate informations
on the ﬁlaments' behaviour in the network. For the rest of the analysis, we
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will work at large time and space limit ( i.e. small ω and k). We probe the
correlation function with diﬀerent values of the length of the single ﬁlament `.
We notice that around the value (` = 2.5), the peak of the correlation func-
tion is at its higher value. The system thus starts to display some behaviour
changing. We use the value ` = 2.5 and probe the correlation function for
the frequency value ω = 0.5 for the rest of the analysis. The values at which
one expects the ﬁlaments to overlap for an homogeneous system are found
to be: n0 ≥ 10, ` ≥ 2.5. We use the parameters: λ = 1, γ = 0.9 and are
Figure 5.5: Correlation function plotted for the parameters values: λ = 1, l =
2.5, n0 = 10, γ = 0.9, f = 0.1,  = 0.1 and for diﬀerent values of the frequency
ω = 0.1, 0.5, 1 from top to bottom respectively. The maximal peak is observed at
smaller frequency value.
interested on understanding the network behaviour changing caused by the
interacting forces (active and networking forces). The Fig. 5.6 presents the
correlation function of the mixture of randomly distributed chains for diﬀerent
values of the active force while the networking force is kept constant. Tak-
ing the networking force strength small and negative (attractive  < 0) (see
section 5.2.3) for the sign convention of the networking force). In this case,
the system remains an homogeneous mixture of the two species of chains ran-
domly distributed in a bundle network resulting to a disordered phase of the
system. On the other hand, taking the networking force positive (repulsive
 > 0), that means there is a possibility that between two cross-linked chains,
the number of cross-linkers decrease caused by the fact that the chains will
move apart from one another. That will results to diminish the contribution
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Figure 5.6: Dependence of the density-density correlation function for ω = 0.5, the
attractive force( = −0.01) and l = 2.5, λ = 1, γ = 0.9, n0 = 10 and for diﬀerent
value of the active force f = 0.01, 0.03, 0.04 as indicated on the ﬁgure.
of the motor head between the connected chains until the chains no longer
overlap. In this case, the entropy of the system diminishes and therefore the
free energy will increase. The chains in the system will repel themselves and
clump to form clouds of chains. This leads to an ordered phase of the system.
The Fig. 5.6 presents a raising peak with the increase of the active force value
( with  < 0 ). That new peak is less pronounced than the ﬁrst higher maxima
and shift to higher value of k. Around the value f = 0.045, the correlation
function starts to diverge announcing the instability of the system and there-
fore, the phase separation. The Fig. 5.7 and 5.8 present the inﬂuence of the
networking force on the system for a small value of the active force f = 0.01.
The Fig. 5.7 shows the attractive behaviour of the chains inside the system
due to the attractive feature of the networking force ( < 0). After a long
time, the system become homogeneous and therefore unstable and this is the
disordered phase state of the system. The Fig. 5.8 presents the repulsive fea-
ture of the networking force is observed when ( > 0). Those two latter graphs
show that the sign of the networking force changes the behaviour of the system
as predicted by the model description. In other words, since the active force
is always attractive, changing the sign of the networking force has revealed
the reversibility behaviour of the networking force. The reversibility in the
present context means that, if one swaps the order or the orientation of the
connected chains, The chains still attract one another due to the networking
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Figure 5.7: Plot of the corre-
lation function dependence of the
attractive networking force  =
−0.05,−0.06,−0.08 with the other pa-
rameters f = 0.01, ω = 0.5, l =
2.5, λ = 1, γ = 0.9, n0 = 10.
Figure 5.8: Plot of the correlation
function dependence of the network-
ing force  = 0.05, 0.06, 0.08 when the
sign of the networking force is swapped
(from negative to positive value). The
parameters are: f = 0.01, ω = 0.5, l =
2.5, λ = 1, γ = 0.9, n0 = 10.
force and therefore leads to the contraction of the network. The eﬀect of the
networking force here could be identiﬁed at the eﬀect of the networking contri-
bution while the active force eﬀect could be equated to the active contribution.
We probe the correlation function (equation 5.49). The numerator is always
positive and varies very little. We analyse the denominator of the function
(equation (5.50)). We plot an approximate phase diagram at a critical value
of the wave vector calculating by switching oﬀ the active force in the numerator
of the correlation function. We obtain kcr ' 0.1 with the parameters ` = 2.5,
n0 = 10, γ = 1, λ = 1, ω = 0.5. The approximate Phase diagram plot shown
in Fig. 5.9 presents the two regions where the system is unstable and where
it is stable. We look at the critical networking force strength in depth in the
contractile ring system in the next chapter in details (section 6.6).
d = f 4(4096η8n40) + f
2(−128piη4k2n20
(
pik4 − 16η2k2n0− 4piω2
)
)
+ (pi2k4
(
k4 + 4ω2
) (
pi2k4 − 32piη2k2n0+ 256η4n202 + 4pi2ω2
)
).
(5.50)
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Figure 5.9: Plot of the density-density correlation function equation (5.4) at diﬀer-
ent value of  and f . The parameters are: k = 0.1, ` = 2.5, n0 = 10, γ = 1, λ = 1,
ω = 0.5. The critical values of  and f must not be zero for the correlation function
to keep its physical meaning.
5.5 Conclusion
We have presented in this chapter a minimal one dimensional linear actomyosin
bundle network model that mimics the contractile ring. The theory elaborated
allowed us to capture the basic main behaviour of a randomly oriented chains
bundle network. We presented a collective dynamical behaviour of the chains
inside the network. This collective study of the system have been implemented
using the MSR formalism. By assuming that we have a dense system of chains
allows us to study its properties using the RPA method. The density-density
correlation function deduced from the RPA have been probed and the stability
of the system investigated. Results show that the two chains species co-exist
and their behaviours are deﬁned by their initial orientation from to one an-
other. We conclude that in a case of randomly oriented chains in a bundle
network, two type of behaviours can be observed: The contractile and the
expansion behaviour of the network. The two behaviours are determined by
the action of the motor protein myosin II. A more concrete system is studied
in chapter 6.
We have shown here that, the concentration of the chain inside the network
causes an increase in the peak of the density-density correlation function at
small frequency and low wave vector depending on the forces strength f and
. These peaks are understood to emerge from the chains behaviour in the
network. The investigation of the parameters shows the evidence of the de-
pendence of the single chain length (that has been pointed out in chapter 5 for
the example of bundle network). We therefore think that the self consistence
treatment of the problem could provide a better picture of the chains dynam-
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ics. This is in respect to the Gaussian chain approximation that have been
implemented with the collective (non-interactive) chains distribution. The
RPA fails where there is a clear indicator that the conformation of the chains
within the system are no longer Gaussian. The Phase diagram plot presented
in Fig. 5.9 shows the region where the RPA breaks down.
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Chapter 6
The contractile ring model
6.1 Introduction
According to the cell theory, each cell derives from a preexisting cell [35, 37].
Many tissue in living organism must repair often such as: white blood cells,
skin cells etc... During cell division process, the mother cell splits in two
identical daughter cells. The process by which the cell experiences a physical
division is called mitosis. Steps of this process have been detailed in sec-
tion 2.4.1. At the last stage of the mitosis, an organelle is formed at the cortex
of the cell. The widely used and approved to be the most likely plausible
theory developed to explain the cell division is the theory of the contractile
ring. This theory was ﬁrst introduced by Marsland and Landau (1954) [30]
and agreed by most scientists as being the basic mechanism of the cell division
process. The theory predicts that the cell is pinched oﬀ by the contractile ring
which is formed on the cell cortex at the later stage of the division process.
The organelle contains various proteins and the number of its proteins makes
Figure 6.1: The contractile ring. The green dots represent the motor myosin II. The
blue and red arrows represent the actin ﬁlaments that are clockwise and anti-clockwise
oriented respectively.
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it a complex and interesting material. The ring contains one of the proteins
frequently found in muscle cell and known to be responsible for the muscle con-
traction. This protein is called the myosin II motor protein. The ring contains
many other interesting proteins, but for the sake of simplicity, we limit our-
selves to a minimal ring model constituted of actin ﬁlaments and the myosin
II. However, this minimal description of the ring gives nevertheless a good gen-
eral understanding of the dynamical behaviour of the ﬁlaments within the ring.
We elaborate in this chapter a full model representing the periodic contrac-
tile ring as oppose to the limited linear ring model presented in chapter 5.
As pictorially represented in Fig. 6.1, the chains are randomly distributed
and due to their polarity, can move clockwise or anti-clockwise depending on
their barbed (+) end orientation. The formalism elaborated for the simple
linear ring (see section 5.3) model is used here for the periodic ring model.
The periodicity of the ring permits us to rescale the forces by introducing the
periodicity constrain. In the present chapter, we investigate the ﬁlaments net-
working formation using the myosin II as cross-linker and the stability study
of the ring. Together with the analytical investigation of the model, we im-
plement a simple Langevin Dynamics Simulation. The role played by each
force in the behaviour of the chains within the ring is highlighted. Conclusion
drawn form the two investigations lead to say that the force generated by the
myosin II motor protein seems to dominate the mechanical stability of the ring
while the force generated to keep the ﬁlaments connected is responsible for the
contractile behaviour of the ring.
6.2 The periodic ring model
We investigate the dynamical behaviour of the supposed rigid ﬁlaments within
the ring. The linear ring model assumptions still holds here. That means, an
equal number of chains moving to the left and to the right that interact with
one another and generate the active and networking forces.
The circumference of the ring is L = 2piR with R being the radius of the
ring. The maximum value (just after the ring formation) of R is R = Dcell/2
with Dcell representing the diameter of the cell before being pinched. The
two interacting forces (networking and active) described in the section 5.2.3
have the same characteristics for the periodic ring model. Nevertheless, their
expression are slightly modiﬁed to include the periodic boundary conditions.
The forces between the chains number i and the chain number j, are given by:
FRact(xi − xj) = Fact(xi − xj) + Fact(xi − xj + L) + Fact(xi − xj − L), (6.1)
FRnet(xi − xj) = Fnet(xi − xj) + Fnet(xi − xj + L) + Fnet(xi − xj − L). (6.2)
By adding and subtracting the total circumference of the ring (L) to the origi-
nal distance between the two interacting chains , we are calculating the minimal
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distance between every two ﬁlaments that overlap. The length L is added or
subtracted to the distance if negative ((xi−xj) < 0) or positive ( (xi−xj) > 0)),
respectively. This technique is mostly used in simulations when one has a pe-
riodic system. It ensures that the chains remain inside the conﬁned region
(ring circumference) so that there number of chains is conserved for the whole
simulation. The two forces' new expressions are valid if the condition L
2
> l
always holds. The forces are deﬁned for this periodic system as a repetition
of themselves. we can therefore deﬁne FRact(x) and F
R
net(x) as repetitions of
the two functions in the interval [−L,L]. The Fourier series of a function
f(x) is given by the formula: f(x) =
+∞∑
m=−∞
cm exp(ikx) with the Fourier co-
eﬃcients computed by cm = (1/L)
∫ L
0
dxf(x) exp(−ikx). The Kronecker δ is
written in terms of an inverse Fourier coeﬃcient: δm,m′ =
1
L
∫ L
0
dx e2pii(m−m
′)x/L.
The Fourier coeﬃcient of a (periodic) Dirac delta function are given by cm =
1
L
∫ L
0
dx δ(x − x′)e−2piimx/L = 1
L
e−2piimx
′/L. We construct the periodic Dirac
delta function through the following construction that must also replace the
appropriate expression above:
δL(x) =
∞∑
−∞
δ(x−mL) = 1
L
∞∑
m=−∞
e
2ipimx
L =
1
L
∑
k 6=0
eipikx. (6.3)
The calculation of the Fourier coeﬃcients of the two forces give:
FR,mnet = −
2in0
pim
sin2
(
mpil
L
)
, or FR,knet = −
4in0
Lk
sin2
(
kl
2
)
, (6.4)
and
FR,mact =

fl2n0
L
if m = 0,
fLn0
pi2m2
sin2
(
mpil
L
)
if m 6= 0,
(6.5)
or
FR,kact =

fl2n0
L
if k = 0,
4fn0
Lk2
sin2
(
k l
2
)
if k 6= 0.
(6.6)
with k = 2pim
L
= m
R
. The 2N Langevin equations describing the dynamics of
the chains within the ring are given in equation (6.7). In this equation, we have
included the drift velocity v0 within the ring. The system forms a background
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of homogeneously distributed chains. The drift velocity is therefore important
for ﬂuctuations around the background density.
γ
(
x˙±i (t) + v0
)
= f±i (t) +
∑
j=1,j 6=i
FRnet(x
±
i (t)− x±j (t))
+
∑
j=1
[
FRnet(x
±
i (t)− x∓j (t))± FRact(x±i (t)− x∓j (t))
]
. (6.7)
6.3 Correlation function
The correlation function matrix for the ﬁnite periodic ring system is calculated
using the RPA method presented for the linear ring on chapter 5. We will not
repeat the formalism in this chapter since the method is the same. Details
of the calculation can be found in Appendix B.2.2. The correlation matrix
for k 6= 0 is calculated and given by GR(k, ω) = B−1(k, ω) = (iFR
int
(k) +
(SR
0
)−1(k, ω))−1. The matrix GR(k, ω) is given by the equation (B.92). With:
FR
int
=

0 FR,knet 0 F
R,k
net − FR,kact
FR,knet 0 F
R,k
net − FR,kact 0
0 FR,knet + F
R,k
act 0 F
R,k
net
FR,knet + F
R,k
act 0 F
R,k
net 0

, (6.8)
and the non interacting matrix,
SR
0
=

SR,v011 (k, ω) S
R,v0
12 (k, ω) 0 0
SR,v021 (k, ω) 0 0 0
0 0 SR,v033 (k, ω) S
R,v0
34 (k, ω)
0 0 SR,v043 (k, ω) 0

. (6.9)
With the components:
SR,v011 (k, ω) =
2
√
2
pi
γ3k2N
piλ2L2
(
k4 + 4γ
4(ω−kv0)2
λ2
) . (6.10)
SR,v012 (k, ω) =
−
√
2
pi
γ k N
2 pi λL2
(
k2 + 2 i γ
2(ω−k v0)
λ
) . (6.11)
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SR,v021 (k, ω) =
√
2
pi
γkN
2piλL2
(
k2 − 2iγ2(ω−kv0)
λ
) . (6.12)
The other elements of the matrix are: SR,v033 (k, ω) = S
R,v0
11 (k, ω); S
R,v0
34 (k, ω) =
SR,v012 (k, ω) and S
R,v0
43 (k, ω) = S
R,v0
21 (k, ω) by symmetry. The correlation matrix
is:
GR(k, ω) =

GR11(k, ω) G
R
12(k, ω) G
R
13(k, ω) G
R
14(k, ω)
G21R(k, ω) G
R
22(k, ω) G
R
23(k, ω) G
R
24(k, ω)
GR31(k, ω) G
R
32(k, ω) G
R
33(k, ω) G
R
34(k, ω)
GR41(k, ω) G
R
42(k, ω) G
R
43(k, ω) G
R
44(k, ω).

, (6.13)
6.4 Ring contraction
We investigate the tensile stress produced by the ring during its contraction.
In order to do so, we calculate the total energy stored in the system due to the
cross-linking process. The active forces cancel themselves out because they
are equal and oppositely directed for the chains pointing left and right. This
force therefore does not contribute to the tensile force. The model elaborated
shows that it is energetically advantageous to form a network cross-linking that
tends to lower the energy. The more the ﬁlaments overlap with one another,
the lower the overlap energy become. This means that it does not cost energy
to the system to bind the chains together but rather, energy is released when
chains bind and it costs energy to untie the cross-linked chains. We calculate
here the dynamical total average of the cross-linking (networking) energy and
are interested to know how this energy varies with the ring diameter. The
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expression of the average networking energy is given by:
〈ERnet〉 =
1
2
∫
ω
∑
k 6=0
〈ρ V Rnet(k) ρ〉
=
1
2
∫
ω
∑
k 6=0
〈ρk=0 V Rnet(k) ρ-k=0〉+
1
2
∫
ω
∑
k 6=0
〈ρk6=0 V Rnet(k) ρ-k6=0〉
=
1
2
∫
ω
∑
k 6=0
〈ρ0 V Rnet(k) ρ0〉+
1
2
∫
ω
∑
k 6=0
〈∆ρ V Rnet(k) ∆ρ〉
= 〈ERnet〉MF +
1
2
∫
ω
∑
k 6=0
V Rnet(k)〈∆ρ∆ρ〉
= 〈ERnet〉MF +
1
2
∫
ω
∑
k 6=0
V Rnet(k)G
R
11(k, ω). (6.14)
Figure 6.2: Total networking energy plotted against the radius of the ring with the
parameters: λ = γ = 1, n0 = 10, f = 0,  = 1, N = 10, ω = 0.5. The plot shows that
the energy increases with the radius of the ring. This means that the contraction of
the ring is indeed due to the networking force.
Where ρ0 = ρMF , the networking interacting potential is:
V Rnet(k) =
4n0  sin
2
(
kl
2
)
L
=
2n0  sin
2
(
kl
2
)
piR
(6.15)
The contractile force is deduced by taking the negative gradient of the total
networking potential in respect to the radius of the ring in Fourier space,
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this gives: FRnet(k) = i k V
R
net(k). The plot on Fig. 6.2 shows that the energy
increases with the radius of the ring. That suggests that the ring contracts.
Theoretically, when the radius of the ring increases, the system has to perform
more work in order to maintain the interaction between the chains The only
force responsible for this contraction is the networking force. The active force
for a close periodic system seems to only play the role of making the chains
overtake each other but it never leads to the contraction for the case of periodic
system.
6.5 Eﬀective single chain dynamics:
Investigation of the drift velocity
The dynamics of the chains inside the ring is studied here using a Self-consistent
ﬁeld theory(SCFT). Also called the Hartree fock method, the SCFT is one of
the central starting point of many methods that describe many polymers sys-
tem in an accurate manner [23, 65]. The idea is to use the mean ﬁeld approx-
imation in order to reduce the dynamics of a many polymers chains system
to the dynamics of a single chains moving inside an external vector ﬁeld (see
section 2.2.2.1) created by the other chains that have been smeared out. The
created vector ﬁeld accounts for the interactions between the segment of the
labelled chain and the other chains segments. It also depends on the species
of the chains (i.e. the orientation of the chains to which the segments belong).
The solution of the non-linear equations behaves as if each polymer chain is
subjected to a mean ﬁeld created by all the rest of the chains. We choose one
arbitrary chain and track its dynamics. Here, the full MSR includes the action
of all possible interaction between the chains. Treating the system collectively,
we isolate the dynamics equation for the labelled chain as well as for the rest of
the chains. We use the RPA and that leads to have all the terms that include
the labelled chain variable (x`(t) and its conjugate ﬁeld xˆ`(t)) written as the
product of pairs of the ﬁelds. The latter ﬁeld is coupled to the self-consistent
average of the remaining ﬁelds (due to the remaining chains). The details of
the calculations are developed in the Appendix B.3. Our focus is to ﬁnd the
drift velocity on the ring. This task will be achieved by a simple identiﬁcation
of the terms inside the new eﬀective Langevin equation after having performed
all the calculations.
The Langevin equations here include the dynamics equation for the labelled
chain and the dynamical equations for all the others chains with all possible
interactions inside the system. Since the present system contains two diﬀerent
type of chains (deﬁned by their orientations within the ring), we deﬁned N+
and N− the number of left and right moving chains respectively. We randomly
choose to label one chain between the chains moving right. The Langevin equa-
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tions are given by the set of dynamical equations for the labelled + oriented
chain, for the (N+− 1) remaining clockwise oriented chains and the N− equa-
tions for the anti-clockwise oriented chains. The dynamical equations are then
given by:
For the labelled chain:
L+` : 0 = −γ x˙+(t) + f+(t) +
N+−1∑
α=1
FRint(x
+
` − x+α ) +
N−∑
β=1
FRint(x
+
` − x−β ). (6.16)
For the (N+ − 1) remaining + pointing chains:
L+ : 0 =
N+−1∑
α=1
[
−γ x˙+α (t) + f+α (t) +
N+−1∑
α′ 6=α
FRint(x
+
α − x+α′)
+
N−∑
β=1
FRint(x
+
α − x−β ) + FRint(x+α − x+` )
]
.
(6.17)
For the (N−) remaining − pointing chains:
L− : 0 =
N−∑
β=1
[
−γ x˙−β (t) + f−β (t) +
N−∑
β′ 6=β
FRint (x
−
β − x−β′)
+
N+∑
α=1
FRint(x
−
β − x+α ) + FRint(x−β − x+` )
]
.
(6.18)
The subscript `means the labelled chains. The shorthand notations
N+−1∑
α′ 6=α
FRint(x
+
α−
x+α′) and
N−∑
β 6=β′
FRint(x
−
β −x−β′) represent the interacting forces that the chains +/−
oriented exerts on the two +/− oriented chains respectively.
N+−1∑
α=1
FRint(x
+
` −x+α )
and
N−∑
β=1
FRint(x
+
` − x−β ) are the interacting force that the labelled chain exerts
on the (+) and (-) oriented chains respectively.
N−,(N+−1)∑
β,α=1
FRint(x
+
α − x−β ) and
N−,(N+−1)∑
β,α=1
FRint(x
−
β −x+α ) represent the interacting forces between the + and the
− oriented chains and of the − and the + oriented chains respectively. The
Langevin equations cast into the generating functional give:
Z =
1
ℵ
∫
R
(
N+−1∏
α=1
[dx+α ] [d xˆ
+
α ]
) (
N−∏
β=1
[dx−β ] [d xˆ
−
β ]
)
[dx+` ] [d xˆ
+
` ] e
L′ , (6.19)
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with L′ = L′int + L′0 + L′` and
L′` = −λ
2
∫
t
(xˆ+` )
2 − i γ
∫
t
xˆ+` x˙
+
` + i
∫
t
xˆ+`
N+−1∑
α
FRint(x
+
` − x+α )
+ i
∫
t
xˆ+`
N−∑
β=1
FRint(x
+
` − x−β ),
(6.20)
L′int = i
∑
α6=α′
∫
t
xˆ+α F
R
int(x
+
α − x+α′) + i
N+−1∑
α=1
∫
t
xˆ+α F
R
int(x
+
α − x+` )
+ i
∑
α,β
xˆ+α F
R
int(x
+
α − x−β ) + i
∑
β 6=β′
∫
t
xˆ−β F
R
int(x
−
β − x−β′)
+ i
N−∑
β=1
∫
t
xˆ−β F
R
int(x
−
β − x+` ) + i
∑
α,β
xˆ−β F
R
int(x
−
β − x+α ),
(6.21)
L′0 = −λ
2
N+−1∑
α=1
∫
t
(xˆ+α )
2 − i γ
N+−1∑
α=1
∫
t
xˆ+α x˙
+
α −
λ
2
N−∑
β=1
∫
t
(xˆ−β )
2
− i γ
N−∑
β=1
∫
t
xˆ−β x˙
−
β .
(6.22)
we introduce the collective variables:
ρ+(x+) =
N+−1∑
α
δ(x+ − x+α (t)) ; ρ−(x−) =
N−∑
β
δ(x− − x−β (t)) (6.23)
and their response ﬁeld:
ϕ+(x+) =
N+−1∑
α
xˆ+α δ(x
+ − x+α (t)) ; ϕ−(x−) =
N−∑
β
xˆ−β δ(x
− − x−β (t)).
(6.24)
To complete the present approximation in a careful manner, we emphasize
that the actual density is split in the mean density ρ0 = ρ0 =
N
L
(N is the
total number of chains in the system) and the density ﬂuctuation (∆ρ). This
background and the ﬂuctuations are included into the RPA. For the linear ring
model, the ﬂuctuation around the background density ( which is the density
where the wave number vanishes k = 0) have not been explicitly included into
the RPA calculation. Here, the density is split in two: The background density
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(ρk=0 = ρ0 =
N
L
) and the ﬂuctuation around the background (ρk 6=0 = ∆ρ). The
RPA here is performed by integrating over the k 6= 0 part (see Appendix B.3).
We write the collective variable inside the RPA with the collective ﬂuctuation
density ∆ρ vector. The expression containing the interaction between the
labelled chain and the other chains are kept the same except the interacting
forces that goes into the correlation matrix. The density ρ(x, t) = ρ
0
+∆ρ(x, t)
In Fourier space, we have: ρ(k, ω) = ρ
0
+∆ρ(k, ω), with ρ
0
= N
L
(1, 1, 1, 1). The
density ﬂuctuation for each chain species is now written as:
∆ρ+(k, t) = ρ+(k, t)− ρ+0 ,
∆ρ−(k, t) = ρ−(k, t)− ρ−0 ,
∆ϕ+(k, t) = ϕ+(k, t),
∆ϕ−(k, t) = ϕ−(k, t),
(6.25)
The Jacobian of the transformation is one. We perform a change of variables
when introducing the expression in the generating functional equation (B.98),
we have:
Z =
1
ℵ
∫
R
[dx+L ][dxˆ
+
L ] [d∆ρ
+] [d∆ρ−] [d∆ϕ+] [d∆ϕ−]∫
R
[d ∆̂ρ+] [d ∆̂ρ−] [d ∆̂ϕ+] [d ∆̂ϕ−]
exp
[
L′` + L′0 + L′int + L′′q + L′′3
]
.
(6.26)
Performing the RPA over all the chains except the labelled chain we have:
Z =
1
ℵ
∫
R
[dx+` ] [d xˆ
+
` ] [d∆ρ] exp
[
−λ
2
∫
t
(xˆ+` )
2 − i γ
∫
t
xˆ+` x
+
`
]
exp
[
i
∫∫
k,ω
f(k) ∆ρ(k, ω) + i
∫
t
f(x+` ) ρ
T
0
]
exp
(
−1
2
∫∫
k,ω
∆ρ(k, ω)
(
iFR
int
+ (SR
0
)−1
)
∆ρT (k′, ω′)
)
︸ ︷︷ ︸
RPA
,
(6.27)
k′ = −k and ω′ = −ω. The density ﬂuctuation super vectors and its conjugate
are deﬁned by:
∆ρ((k, ω)) =
(
∆ρ−(k, ω), ∆ϕ−(k, ω), ∆ρ−(k, ω), ∆ϕ+(k, ω)
)
, (6.28)
∆̂ρ((k, ω)) =
(
∆̂ρ−(k, ω), ∆̂ϕ−(k, ω), ∆̂ρ−(k, ω), ∆̂ϕ+(k, ω)
)
, (6.29)
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and
f(x+` ) =
(
xˆ+` F
R
int(x
+
` − x−), FRint(x− − x+` ), xˆ+` FRint(x+` − x+), FRint(x+ − x+` )
)
.
(6.30)
and the symmetry relation relation FRint(x
−−x+` ) = −FRint(x+` −x−) holds. We
perform the Gaussian integration over the density ﬂuctuation ∆ρ and have:
Z =
1
ℵ′
∫
R
[dx+` ] [d xˆ
+
` ] exp
(
1
2
∫∫
k,ω
f(k)
(
iFR
int
+ (SR
0
)−1
)−1
fT (k′)
)
exp
[
−λ
2
∫
t
(xˆ+` )
2 − i γ
∫
t
xˆ+` x˙
+
` + i
∫
t
f(x+` ) ρ
T
0
]
.
(6.31)
with 1ℵ′ =
√
2pi
det[(iFR
int
+(SR
0
)−1)]
is a constant. Where f(k) is the super-vector
Fourier transform of f(x+` ). We expand the expression(
−1
2
∫
k,ω
f(k)
(
iFR
int
+ (SR
0
)−1
)−1
fT (k′)
)
(6.32)
in the equation (6.31) and Taylor expand it up to the second order in λ for
the (xˆ+` )
2 coeﬃcient and up to the ﬁrst order in λ for the xˆ+` coeﬃcient. we
can therefore rewrite the generating functional as:
Z =
1
ℵ′
∫
R
[dx+` ] [d xˆ
+
` ] exp
[
−λ
2
∫
t
(xˆ+` )
2 − i γ
∫
t
xˆ+` x˙
+
`
]
exp
(
−λ
2
∫∫
k,t
(xˆ+` )
2(t) a(k) − i γ
∫∫
k,t
xˆ+` (t) b(k)
−i γ
∫
t
xˆ+` (t) c(t) + i
∫
t
d(t)
)
.
(6.33)
The expression (equation (6.34))
exp
[
−λ
2
∫∫
k,t
xˆ+2` (t)a(k)− iγ
∫
t
xˆ+` (t)
(∫
k
b(k) + c(t)
)
+ i
∫
t
d(t)
]
, (6.34)
inside the exponential in the equation (6.33) represents the eﬀective Langevin
equation. This equation describes the dynamics of the labelled chain and its
interaction with the rest of the chains. The understanding of the coeﬃcients
of this equation leads to understand the dynamics of the whole system. The
velocity imposed by the random motion of the system of chains can be deduced.
From the equation (6.34), by doing the MSR formalism backward to identify
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the coeﬃcients of the new dynamical equation. We identify the following
terms: the eﬀective stochastic force (feﬀ(k) =
∫
k
a(k)) associated with the
hatted square ﬁeld coeﬃcient in Fourier space. The eﬀective drag force coupled
with the hatted ﬁeld Feﬀ,d =
(∫
k
b(k) + c(t)
)
. The drift velocity can therefore
be deduced by:
Feﬀ,d =
∫
k
b(k)︸ ︷︷ ︸
=0
+c(t)
= γeﬀ vdrift.
The eﬀective friction coeﬃcient is the friction coeﬃcient for the new eﬀective
Langevin equation that gives the dynamics of the labelled chains and the rest of
the chains in the system. It is related to the friction coeﬃcient for the labelled
chain by the expression: γeﬀ = γ + ∆γ where ∆γ is the friction coeﬃcient
ﬂuctuation which can be neglected. The calculation of the Fourier series for
k = 0 of the coeﬃcients c leads to the expression.
vdrift = v0 =
f l2 n0 ρ0
γ
. (6.35)
The average drift velocity of the chains inside the ring is a linear expression of
the active force. The expression means the drift of the whole system depends
on the orientation of the labelled chain. We could write the drift velocity as
v0 = σ` v0, with σ` = ±1 the orientation of the labelled chain. The expression
suggests that if we switch oﬀ the active force, the system of chains will have
no preferential direction and it will drift toward the direction imposed by the
labelled chain. The drift velocity result is not an unexpected one. In fact one
could have guessed it without having to do such heavy calculation.
6.6 Polarisation current density
The chains are polars and move to the right or left. The dynamics of the chains
due to the active force create a current ﬂowing through the total ring. We can
deﬁned a polarisation current density that ﬂows in the ring. We divide the
ring in small equal area (called `bins' in simulations). We measure the current
density through each small area and sum over the total circumference of the
ring to have the total current ﬂowing through the entire ring. The total current
density measured in each small section is deﬁned by :
j(x, t) = j+(x, t)− j−(x, t), (6.36)
with j±(x, t) =
N∑
i=1
σi x˙
±
i δ(x− x±i (t)). For the whole ring, the total current
density is the sum over all the current density ﬂowing in each small section.
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This is given by:
J(x, t) =
1
L
∫ L
0
j(x, t). (6.37)
The average current density can be calculated from the RPA. This is done here
for one species by investigating the average response ﬁeld 〈ρˆ(x, t)〉. We later
generalise to the system of two species of chains. The generating functional
approach is used to calculate the average. We add to the generating functional
a linear source ﬁeld term hi(t) and its hatted ﬁeld hˆi(t) both coupled to the
position and their conjugate ﬁelds respectively. The generating functional
including the source ﬁelds is deﬁned as:
Z[hi(t), hˆi(t)] =
∫
R
Ji
N∏
i
[dxi, xˆi] exp
[
−λ
2
N∑
i=1
∫
t
xˆ2i +
N∑
i=1
∫
t
hi(t)xi(t)
i
N∑
i=1
∫
t
xˆi(t)
(
−γ(x˙i − v0) +
N∑
j=1
FR,totint (xi, xj)− ihˆi(t)
)]
.
(6.38)
Ji = 1 is the Jacobian of the transformation. The average response ﬁeld
〈ρˆ(x, t)〉 is calculated using the following formula:
〈ρˆ(x, t)〉 = 1
Z[0, 0]
∫
k
eikx
[
N∑
i=1
∂Z
∂hˆi(t′)
]
(hˆi=0,hi=−ikδ(t−t′))
. (6.39)
We perform the functional integral and derivative over the hatted ﬁelds xˆ and
hˆ successively. we use the relation
N∑
i=1
∫
k
eik(x−xi(t
′)) =
N∑
i=1
δ(x− xi(t′)) = ρ and
after simpliﬁcation, we have:
〈ρˆ(x, t)〉 = iγ
λ
〈
N∑
a=1
x˙iδ(x− xa)
〉
− iγ
λ
v0
〈
N∑
a=1
δ(x− xa)
〉
− i
λ
〈
N∑
a=1
FR,totint δ(x− xa)
〉
=
iγ
λ
〈j±〉 ± iγ
λ
v0ρ0 − i
λ
〈
N∑
a=1
FR,totint δ(x− x
±
a )
〉
. (6.40)
The ﬁlaments within the ring are all supposed to be homogeneously dis-
tributed. That means, the average response ﬁeld is zero 〈ρˆ〉 = 0. The average
polarisation current density for each chain species in each small section of the
ring, is given by the contribution due to the drift and the total force coupled
with the correlation functions (equation (6.41)).
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. THE CONTRACTILE RING MODEL 96
〈j±(x, t)〉 = ±v0ρ0 + 1
γ
〈
N∑
i=1
FR,totint δ(x− x
±
i )
〉
. (6.41)
with the arguments
ρ±(x, t)F (x) =
∫ L
0
dx′ρ±(x, t)F (x− x′) (ρ+(x′, t′) + ρ−(x′, t′)) , (6.42)
we have:
N∑
i=1
FR,totint δ(x− x
±
i ) = (F
R,+
net + F
R,+
act )ρ
+(x, t)− (FR,−net − FR,−act )ρ−(x, t)
=
∫ L
0
dx′ ρ+(x, t)(FR,+net + F
R,+
act )
(
ρ+(x′, t′) + ρ−(x′, t′)
)
− ρ−(x, t) (FR,−net − FR,−act )
(
ρ+(x′, t′) + ρ−(x′, t′)
)
=
∫ L
0
dx′ ρ+(x, t)FR,+act (x− x′)ρ−(x′, t′)
+ ρ−(x, t)FRact(x− x′)ρ+(x′, t′)
= 2
∫ L
0
dx′ ρ+(x, t)FR,+act (x− x′)ρ−(x′, t′). (6.43)
Consequently, the current density gives:
〈j(x, t)〉 = 2v0ρ0 + 2
γ
〈∫ L
0
dx′ρ+(x, t)FRact ρ
−(x′, t′)
〉
. (6.44)
For symmetry reasons, the networking force sums up to zero. The average
polarisation current density is associated with the sustained ﬂow in the ring
and is computed as follows:
J0 =
1
L
∫ L
0
dxJ(x, 0) =
2fl2n0ρ
2
0
γ
+
2
γ
∫
ω
∑
k 6=0
FR,kact 〈ρ+(k, ω)ρ−(k′, ω′)〉RPA.
(6.45)
The additional term to the drift of the active force in the (equation (6.45))
depends on the cross-correlation function. This latter function is identiﬁed to
be the (1, 3) or (3, 1) element of the dynamics correlation matrix in the RPA
(GR13 = G
R
31 = 〈ρ+(k, ω)ρ−(k′, ω′)〉). The expression is heavy to handle
analytically. We therefore, investigate the total polarisation current density
with numerical methods. The numerical analysis of the function GR13 shows
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Figure 6.3: Analytic polarisation current density. Parameters are: f = 1, N =
20, L = 1, l = 0.2, λ = 1, γ = 1. We observe a decrease of the current through the
ring with the increase of the networking force. The critical value of the networking
force is given in equation (6.46). cr on the plot indicates where the plot starts
changing phase.
that, the numerator never changes sign and remains positive. The denominator
d (equation (6.48)) behaves diﬀerently so we calculate the critical value of the
networking force at almost at steady state (ω = 0) and by neglecting the
active force (f = 0). The critical value of the networking force strength ()
(equation (6.46)) is:
cr(f = 0) =
pi3/2 k2 λL
2
√
2 γ η2 n0N
=
pi3/2 λL3
2
√
2 γ l2 n0N
(6.46)
with η = sin(kl
2
) ' kl
2
. Solving the denominator for the critical networking
force for any values of f at ω = 0 gives
cr(f) =
√
2 (2 γ2 f 2 n20N
2 (2 pi3 k4`4 − η4 ) + pi3 λ2 k6 L4 )
4pi3/2 γ k6 λ l2Ln0N
(6.47)
The numerator of the equation (6.47) has an additive term in f 2. That means,
f makes the critical value of the networking force more severe (cr(f 6= 0) >
cr(f = 0)) so the shift of the critical networking force observed in the Fig. 6.3.
The Fig. 6.3 shows a continuity and a sharp decline at the critical networking
force values cr for diﬀerent values of f . These critical points represent where
the system starts changing phase. Our theory is made to work only until the
ring has a gap (RPA relies on the fact that the system is homogeneous only).
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At cr the chains separate and the theory no longer works. Consequently,
Our theory cannot be apply further than cr. The RPA predicts nevertheless
where the homogeneous background fails. This method is a mean ﬁeld kind of
approximation but known to be very reliable to study the stability of homoge-
neous systems. Comparing this result with what is to come in the numerical
simulation (Fig. 6.9), we see that the polarisation current has a down turn
at the critical networking force values and there is a shift of the cr with the
increase of the active force.
d = f 4
[
4γ4n40N
4
(
2pi3k4`4 − η4)2]
+ f 2
[
4pi3/2γ2k4λLn20N
2
(
2pi3k4`4 − η4) (pi3/2k2λL− 2√2γη2n0N)]
+ pi3k8λ2L2
(
pi3λ2k4L2 − 4
√
2pi3/2γη2λk2Ln0N+ 8γ
2η4n20N
22
)
. (6.48)
6.7 Numerical simulation
We implement a simple one-dimensional Langevin dynamics simulation (LDS)
to investigate the ﬁlaments behaviour inside a periodic ring system [66, 67].
At initial, all the chains lie within a one-dimensional periodic box of circumfer-
ence L = 2piR with their centre of mass having random positions each between
[0, L]. The LDS consists of solving numerically the dynamical equations ex-
pressed equation (6.7). As the simulation proceeds, each chain moves and
therefore changes position. We can track each ﬁlament and see each chain
trajectory (Fig. 6.4). The simulation steps are as follows:
1. Initialisation: We set the initial condition by given random centre of
mass positions to each chain of same length. All the chains lie between
0 and L.
2. Calculate the forces: The stochastic force is deﬁned by generating a
normal distributed number using the box-müller algorithm. The pair-
wise interacting forces between two overlapping chains are calculated
using the deﬁnition of each force as deﬁned in the equations (6.2) and
(6.1). We implement the force on each chain by taking the total inter-
action with the chain for which we would like to know the force, and
the rest of the chains in the ring. We do that by calculating the dis-
tance between two overlapping chains. Let us deﬁne rij = xi − xj as the
distance between the chains i and j, with xi/j the spatial centre of mass
position of the chain number i/j. The condition j 6= i prevents counting
the interaction between the same chains many times. The ﬁnite periodic
ring supposes that the forces be implemented using the minimal distance
between each pair of chains. The double counting of the pairwise forces
between chains is prevents using the argument of the conservative force
so, we use the Newtown's third law fi,j = −fj,i to calculate the force.
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The total force acting on a single chain is given by the summation of all
the pairwise forces between that chain and the rest of the chains in the
system (equation (6.49)).
f totali =
N−1∑
j6=i
fi,j (6.49)
Where fi,j is the force that the chain number i exerts on the chain number
j. An alternative method to calculate the force is to simply generate
images of all the chains found outside of the box (to the left and/or to
the right of the box). We thereafter add or subtract the total length of
the box to the distance between the centre of mass of two overlapping
chains. The periodicity of the ring makes the two ends of the simulating
box identical.
3. Time integration: We update each chain position using the Langevin
equation (equation (6.7)). Each chain moves and interacts with the other
chains after each time step (dt = 0.00001 here) as the result for a diﬀusion
process. The spatial position of each single chain is updated over the
time using the Verlet algorithm [6670]. We assume that all the chains
conserve their initial orientation during their motion.
4. Periodic boundary conditions: We impose the periodic boundary
condition to the system. This is done by creating an image of each chain
as x′ = x ± L (x′ and x being respectively the spacial chain's image
position and chain's position, respectively. Each image is the exact copy
of the real chain and has the same orientation as for the real chain from
which it has been copied. The image of a chain replaces the chain if this
latter goes beyond the box boundary. In such situation, its copy is placed
appropriately at the opposite side of the box where the chain is close by.
The values of the new forces are therefore calculated using the position
of the image which has taken the place of the chain in the simulating box.
We plot an example of the trajectories of a sample of seven chains over
the time (Fig. 6.4). The plot exhibits the push/pull behaviour that the
chains experience as a result of their interaction with one another as
predicted by the theory.
5. Macroscopic quantities: After having prepared the sample ( initialisa-
tion) and solved the equation of motion, we proceed with the implemen-
tation of some macroscopic quantities on the system. Those quantities
are implemented after a long time step when the system has been al-
most equilibrated. The steady state is reached when the properties of
the system no longer change with the time. The mistake that can occur
during the measurement are almost the same that one can encounter in
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Figure 6.4: Trajectories of a sample of seven chains conﬁned in a ring of circum-
ference L. Parameters are: N = 7, f = 0.1,  = 0.1, λ = 1, γ = 0.9, n0 = 10, ` =
0.2, L = 1.0 The signs + and − in the legend represent the orientation of each chain.
real experiments, i.e., the sample may not be well prepared or the mea-
surement too short. Those mistakes can lead to a system that undergoes
irreversible changes during the simulation. The quantities are measured
in terms of the position and/or momenta of the chain in the ring. The
observables measured here are: The average length density, the average
polarisation current density, the density-density correlation function.
6.7.0.1 Correlation function
The structure of the chains within the ring is characterised by their distribution
function 〈ρ(r)ρ(r′)〉. This function for the present model is the length density-
density correlation function. It provides good insight in the understanding of
the general organisation of the chains within the ring with diﬀerent values of
the forces. We implement the length density function in each bin and plot the
total length density-density correlation function over the bins. The (Fig. 6.5)
presents the plot of the pair correlation function over ﬁfty `bins'. For the
networking force lager than the active force (curve in blue), there is almost no
current ﬂowing in the ring after a long time steps (200000). The number of
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Figure 6.5: Density-density length correlation function as a function of the `bins'
for dominant active force (red) and dominant networking force (blue) after 200000
time steps. 50 bins represents half of the circumference of the ring. Parameters are:
N = 80, λ = 1, γ = 0.9, n0 = 10, ` = 0.2, L = 1.0.
empty bins increases with hight networking force. Those observations suggest
that the ring loses its structural integrity and the current stops ﬂowing through
the ring. The red curve presents a case where the active force dominates
the networking force. Consequently, the ring conserves its homogeneity and
the current still ﬂows through the ring without interruption in any sort. The
correlation function gives an almost ﬂat curve. The observations so far suggest
a change of phase of the system causes by the networking force. This phase
change seems to occurs at short distance (bin). The correlation function turns
from an almost ﬂat to a strong peak with the increase of the networking force.
6.7.1 Chains density proﬁle
We take snapshots of the conﬁguration of the chains inside the ring for the
active force f = 0.1 and the networking force strength  = 2 and  = 5 (Fig. 6.6
and the Fig. 6.7). This is observed in the correlation function plot ( Fig. 6.8)
with the increase of the peak that shifts to larger length. This new arising
peak suggests a new length scale that gives informations on the conﬁguration
of the chains within the ring as observed on the snapshots ﬁgures (Fig. 6.7 and
Fig. 6.6).
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Figure 6.6: Snapshot of the chains conﬁguration at initial condition t = 0 and at
t = 10000 for the parameters: f = 0.1,  = 2, γ = 1, kBT = 1, λ = 1, N = 100. We
see that the clump of chains is more signiﬁcant with the increase of the networking
force strength.
Figure 6.7: Snapshot of the chains conﬁguration at initial condition (t = 0) and at
t = 10000 for the parameters: f = 0.1,  = 5, γ = 1, kBT = 1, N = 100. We can see
that the chains starts clumping as predicted by the theory.
6.7.1.1 Phase transition within the ring
We investigate the phase transition on the ring. The order parameter of the
system is the polarisation current density. We study the change of the current
with the forces. Investigations has shown that the active force does not cause a
major phase change. The average polarisation current density with the change
of the networking force is plotted in Fig. 6.9 with a constant active force. The
plot shows that for ﬁxed value of the active force fn0, the long time average
of the current density goes through a transition and reached an almost non-
conducting regime. This transition occurs at higher networking force with a
large active force. This results has been observed in the correlation function
(Fig. 6.5). The investigation of the structural integrity of the ring presented in
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. THE CONTRACTILE RING MODEL 103
Figure 6.8: Correlation function for ﬁxed active force and diﬀerent value of the
networking force strength. Parameters are: f = 0.9, γ = 0.9, λ = 1, kBT = 1, N =
100, Nbins = 50. We observe a new peak that rises with the increase of the active
force. That peak shift to higher value of the length (bin).
Figure 6.9: Average polarisation current density as a function of the networking
force n0 for diﬀerent values of the active force. As the networking force increases,
the current goes down sharply until there is almost no current ﬂowing in the ring.
The parameters used are: N = 80 chains, L = 1.0, l = 0.2, kB T = 1.0, γ = 1.0 and
200000 time steps. We observe a small shift of the critical value of the networking
force strength toward a large value of .
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Figure 6.10: Number of bins unoccupied by the chains in the ring as a function
of the networking force. The parameters used are: N = 80 chains, L = 1.0, l =
0.2, kB T = 1.0, γ = 1.0 and 200000 time steps.
(Fig. 6.10) conﬁrms the transition from current ﬂowing to a no current ﬂowing
regime. We observe a strong gap arising in the segment density close to these
corresponding points. The total `gaps' in the system is a clear indicator of if
the structural integrity of the ring is maintained or not.
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6.8 Conclusion
In the present chapter, we looked at the eﬀect of the motors protein myosin
II assuming a very simple continuum model: the contractile ring model. We
focused our investigations on the collective chains behaviour within the ring
and the role that each force plays on the chains' dynamics. As already stated,
the motor protein myosin II gives the dynamics to the chains within the ring.
It also simultaneously causes the chains to pull and push each other leading to
a constant overtake of the chains inside the periodic ring. Similar investigation
has been done by Kruse et al [35] for a non periodic contractile ring model. The
authors have shown that the contraction of the acto-myosin occurs when the
motor protein stops at the end of the chains. The question we addressed here
was to know which force originate the contractile behaviour of the ring and
also in which circumstances the structural integrity of the ring is improved. To
answer those questions, we have investigated the tensile force generated inside
the ring during the contraction. Results have shown that the energy generated
by the network to maintain the chains connected is the one responsible for the
contractile behaviour of the ring. The active force only causes the chains
to overtake each other. These observations speciﬁcally hold in the case of a
ﬁnite periodic ring. This suggests that even in case of low ATP, the ring still
contracts. The constant overtaking of the chains within the ring leads to a
constant current ﬂowing and a maintenance of the mechanical structure (the
stability) of the ring. Along with the analytical investigation, we numerically
probed the ring system using a simple one-dimensional Langevin Dynamics
Simulation (LDS). Results showed that the analytical predicted behaviour of
the ﬁlaments inside the ring is valid. The system phase separate and therefore
lose its mechanical structure with the increase of the networking force (Fig. 6.5,
Fig. 6.9) . Once again, we saw that, the active force is not the one causing
the contraction of the ring. Nevertheless, this force is needed in the system
because it gives the dynamics to the chains through the ATP.
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Chapter 7
Summary and outlook
The physics of a randomly linked polymers with reversible and permanent
cross-linkers is challenging. Understanding the network formation process
leads to a better insight in the basic behaviour of the network, e.g. for a
network made of polar chains, the orientation of the chains to one another
just after the formation is crucial in the understanding on how the network
behaves. The reversible-movable and active-movable cross-linkers can gener-
ate forces at the microscopic scale. The interplay of the forces gives rise to so
called the contractility. Physical tools and concepts such as ﬁeld theoretical
approach for polymer networks, collective dynamics, instability and self organ-
isation can help to understand such network structure and behaviour changes.
The ﬁrst part of this dissertation presents a ﬁeld theoretical technique to con-
struct a network that has both reversible-movable (reversible) plus permanent
cross-links, and active-movable (active) plus permanent cross-links. This is
done following the scheme of Edwards (1988) formulated for a permanent poly-
mer network [2]. We adapted the technique by including the reversible-movable
cross-linker inside the permanent network. We showed that the ﬁeld theory
elaborated for permanent network also holds for reversible types of cross-links.
This has been well elaborated in (chapter 3). The ﬁeld theory treatment of the
polymer network has provided a good solution to resolve some issues that were
encountered in polymer network formation e.g. the role of cross-link between
polymers. Treating the system using statistical physics have required to con-
sider the disorder (i.e. the random arrangement) of the polymer chains inside
the network. The two distinguishable types of cross-linkers are treated diﬀer-
ently while averaging over all the replicas of the network. Because one is ﬁxed
and the other one movable, the average over all the degree of freedom of the
network is either a quenched average or an annealed average, respectively.
The quenched part of the average is handled using the mathematical transfor-
mation called the replica trick. We wrote the partition function of the system
that includes all the replica of the network. It was shown that the ﬁeld theory
implemented for the network of permanently cross-linked polymers is certainly
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also applicable to reversible cross-linked polymers. The average densities of
the linkers show that each polymer chain inside the network ﬂuctuates around
a mean value which is the saddle point solution of the chain at the cross-linking
position. This is similar to all cross-links. The investigation of the response of
the network due to a small deformation revealed that by adding the reversible
cross-linker inside a permanent network, it becomes softer. This holds at the
condition that there are enough reversible cross-linkers.
In chapter 4, we showed how the polarity of the polymer impacts on the net-
work behaviour. We looked at an extreme example of an one-dimensional
network of randomly oriented polar chains. Two possible networks made of
two polar polymers are explored. The polarity of the chains together with the
active cross-linker that moves in the preferential direction generate a force.
This latter force is modelled as a bias on the movable cross-linker position in
a quasi-equilibrium setting (represents by the introduction of the Boltzmann
weight). The active-movable cross-linker is then represented with two motor
heads attached by a spring. The cross-linker is viewed as a slipping-ring in the
case of the polymer chains having the same polarity orientation. The spring
that connects the two motor heads is neglected and simply slides to the ends
of the chains. In the anti-parallel case, the spring is included and provides
a non trivial coupling between the polymer chains. This network is used to
mimic the actomyosin network where the motor myosin II is the cross-linker
moving toward the (+) end of the actin ﬁlament.
In the second part of the dissertation we looked at the contractile behaviour
in the contractile ring. We focused our attention on the role of the active
force versus the role of the networking force. The formalism elaborated high-
lights the collective dynamics and properties of the chains behaviour within
the ring. We have investigated the correlation function of the system using the
dynamical Random Phase Approximation (RPA) by following the scheme of
Fredrickson and Helfand (1990) [5]. Along with the Langevin dynamics sim-
ulation, We have shown that the active force pushes the ﬁlaments past each
other, but motor attachment (networking force) is also an attractive force. This
strongly depends on the chains' polarity orientation relative to one another.
The increase of the active force enhances the stability of a homogeneous phase.
The active force therefore does not contribute in the contractile behaviour of
the ring but rather makes the chains constantly overtake one another. On
the other hand, the force generated by the myosin II in order to maintain
the chains connected (networking force  < 0) tends to attract the chains and
therefore leads to the contractile behaviour of the ring. We know that the sys-
tem needs ATP in order to push or pull the ﬁlaments in a preferential direction
[1]. The investigation of the phase change in the ring system has shown that
the system goes from a polarisation current ﬂowing regime (hight active force
value) to an almost no current ﬂowing in the ring at long time scale with the
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increase of the networking force ( > 0). The ring loses its structural integrity
when the networking force dominates the active force and when the other way
around, maintains its mechanical stability.
Outlook
The network of polymer ﬁlaments has attracted the attention of many poly-
mers physicists for years now. Many important insights have been gained so
far, but there is still many fundamental challenging questions that one needs
to answer. We can say with conﬁdence that more work on the matter still lies
ahead.
In the present dissertation, we looked at the eﬀect of the motors assuming a
very simple continuum model. We made some predictions that could be tested
in a real contractile ring in a more microscopic length scale. This means,
including motor proteins and their dynamics rather than using the approach
showed in the present dissertation.
The investigation of the network formation and the cell's physical division
could be a great insight in the understanding of self-organisation at the cel-
lular level. The physics study of the mechanisms hiding behind the contrac-
tile behaviour or any other biological phenomena is an exciting journey and
constitutes more than a theoretical point of interest. One can perform an
experimental investigation to conﬁrm the results founds.
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Appendix A
Details for calculations in chapters
3 and 4
The functional derivative formula is given by:
δ F [ψ(r)]
δψ(r′)
= lim
→0
F [ψ(r) + δ(r − r′)]− F [ψ(r)]

. (A.1)
If we have a function for example: F [ψ(x)] = A
∫
x
ψ(x), the functional deriva-
tive of this function is given by:
δ F [ψ(x)]
δψ(x′)
= A
∫
x
δ(x− x′). (A.2)
A.1 Solve the saddle point (SPA) equations
calculation
Details of the calculation of the saddle point approximation in section 3.4.1
is presented here. We solve for the saddle point solution of the Hamiltonian
−χ and then, Taylor expand the equation (3.23) up to the second order in
the saddle point solutions and later, perform the integration. The saddle
point solutions are calculated by solving the set of saddle point equations
(equation (A.3)) with one replica (α = 1).
δ(−χ)
δ ψα
|(ψ,ψ∗),(φ,φ∗) = 0, (e1)
δ(−χ)
δψ∗i
|(ψ,ψ∗),(φ,φ∗) = 0, (e2)
δ(−χ)
δ φ
|(ψ,ψ∗),(φ,φ∗) = 0, (e3)
δ(−χ)
δ φ∗
|(ψ,ψ∗),(φ,φ∗) = 0. (e4)
(A.3)
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with
−χ = µ
∫
r
(α)
0 ,r
(α)
1
∫
xα
n∏
α=1
φ(r
(α)
0 )Gα(1 + ψα e
−βη)G′α φ(r
(α)
1 )
−
∫
r(α)
φφ∗ −
n∑
α=1
∫
xα
ψαψ
∗
α + µa
n∑
α=1
∫
xα
ψ∗2α (xα) + µp
∫
r(α)
φ∗p(r(α))
−N log µ−Na log µa −Np log µp.
(A.4)
The expression (−N log µ−Na log µa−Np log µp) is neglected for future cal-
culations because it does not inﬂuence the physical meaning of the results.
The saddle point equations is given by:

µ
∫
r0,r1
φ(r0)G(r0 − r1, L) e−β η]φ′(r1)− ψ∗(y) = 0, (e1)
−ψ(y) + 2µa ψ∗(y) = 0, (e2)
−φ∗(R) + 2µ ∫
x,r0
φ(r0)G(r0 −R,L)(1 + ψ e−β η) = 0, (e3)
−φ(R) + µp p φ∗(p−1)(R) = 0. (e4)
(A.5)
We combine equations (e3), (e4), (e1) and (e2), and have
ψ(y) = 2µµae
−βη
∫
r1
G(r1, L)p
2µ2p
[
2µ
∫
r0φ(r0)G(r0 −R,L)
∫
x
(1 + ψ(x)e−βη)
]2(p−1)
= 8µaµµ
2
pe
−βη
∫
r1
[∫
r0
φ(r0)G(r0 −R,L)
∫
x
(1 + ψ(x)e−βη)
]2(p−1)
G(r1, L)
= 8µaµµ
2
pp
2e−βη
[
φ(R)G(R,L)
∫
x
(1 + ψ(x)e−βη)
]2(p−1) ∫
r1
G(r1, L)
(A.6)
We assume Gaussian distribution, and can write φ(r) = Ae−ar
2
, ψ(x) = Be−bx
2
and G(r, L) = ( 3
2lL
)3/2e3r
2/2lL. Using the Gaussian approximation and suppos-
ing that there is always enough reversible cross-linker in the network (e−βη 
1), the equation (A.6) gives:
Be−by
2
=
8pi
b
B2A2(
3
2lL
)3p2µaµµp
√
pilL
3
e−3βη(
√
pi/b)p−1e−2(a+3/lL)(p−1)R
2
.
(A.7)
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We Fourier transform the two side of the equation A.7 and by identiﬁcation,
we ﬁnd the constants b and B.
b = 2(p− 1)
(
a+
3
lL
)
, (A.8)
B =
√
2
3
l3L3pi−p−
1
2
(
1
b
)−p
e3βη
√
(p− 1) (a+ 3
lL
)
9A2
√
bµp2µa
√
lLµp
. (A.9)
The equation (e3) and (e4) combined give:
Ae−aR
2
= 2p−1ppi
p−1
2 µp
(√
1
b
Bµe−βη
)p−1(
3
2
)p−1(
Ae−aR
2− 3R2
lL
lL
)p−1
.
(A.10)
By identiﬁcation, we have
a = − 3(p− 1)
lL(p− 2) , (A.11)
A =
ppi p2− 12µpeβη2− 3p2lL+ 32lL+p−13 3p2lL− 32lL
(
1
lL
) 3p
2lL
− 3
2lL
(√
1
b
Bµe−βη
)p
√
1
b
Bµ
 12−p .
(A.12)
For simpliﬁcation, we take the p = 3, µ = µa = µp = 1.
A.2 Calculate the density ﬂuctuation using the
generating functional method
The density ﬂuctuation of a cross-linker can be derived from the generating
functional. The method is to linearly coupled a source ﬁelds term h(x) to the
reversible ﬁeld variable within the Hamiltonian inside the generating functional
expression (equation (3.22)) [57]. We obtain the following expression with the
source term included:
Z[h(x)] =
∮
c
dµ dµa dµp
∫ +∞
−∞
[dψ] [dψ∗] [dφ] [dφ∗] exp
(
µ
∫
r0,r1
∫
x
φ
G(1 + ψ e−β η)G′ φ′ −
∫
r
φφ∗ −
∫
x
ψ ψ∗ + µa
∫
x
ψ∗2(x)h(x) + µp∫
r
φ∗p(r)−N log µ−Na log µa −Np log µp
)
=
∫ +∞
−∞
[dψ][dψ∗] [dφ] [dφ∗] e−χ[φ,φ
∗,ψ,ψ∗,h].
(A.13)
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The density of the reversible cross-link is obtained by doing the summation
over all the positions of the motors head along the polymeric chain: ρ(x) =∑Na
i=1 ρ(xi) =
∑Na
i=1 δ(x − xi). 〈...〉 denotes the statistical average. Using the
generating functional approach, the density ﬂuctuation average is given by:
〈ρ(x)〉 = 〈
Na∑
i=1
δ(x− xi)〉
=
1
Zh(x)=1
δ Zh(x)
δ h(x′)
|h(x)=1
=
1
Zh(x)=1
δ
δ h(x′)
(∮
c
dµdµa dµp
∫ +∞
−∞
[dψ] [dψ∗] [dφ] [dφ∗]µa
ψ∗2(x′) exp
[
µ
∫
r0,r1
∫
x
φG(1 + ψ e−β η)G′φ′ −
∫
r
φφ∗ −
∫
x
ψ ψ∗
+ µa
∫
x
ψ∗2(x)h(x) + µp
∫
r
φ∗p(r)−N log µ−Na log µa
−Np log µp
])
h(x)=1
= 〈ψ∗2(x)〉.
(A.14)
With the result from equation (A.14) the density ﬂuctuation of the reversible
cross-link is given by the ﬂuctuation of the cross-link itself powered by the
functionality of the cross-linker. We are therefore be interested on calculated
〈ψ∗2(x)〉. The expansion of the generating functional up to the ﬁrst order is
given by:
Zh ' exp[−χ[φ, φ∗, ψ, ψ∗, h]],
logZh = −χ[φ, φ∗, ψ, ψ∗, h] = −χsp,h,
〈ψ∗2(x)〉 = δ logZh
δ h
|h=1
=
δ
δ h
(−χsp,h)|h=1,
= µ
∫
r0,r1
∫
x
φG(1 + ψ e−β η)G′φ
′ −
∫
r
φφ
∗ −
∫
x
ψψ
∗
+ µa ψ
∗2
+ µp
∫
r
φ
∗p
(r)
= ψ
∗2
(x)︸ ︷︷ ︸
dominant term
+ ﬂuctuation term .
(A.15)
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The dominant term is the classical expression and the ﬂuctuation the quantum
term. The ﬂuctuation term has the following expression:
1
µa
(
µ
∫
r0,r1
∫
x
φG(1 + ψe−βη)G′φ
′ −
∫
r
φφ
∗ −
∫
x
ψψ
∗
+ µp
∫
r
φ
∗p
(r)
)
.(A.16)
Similar calculation is done for the permanent cross-link. The results show that
it ﬂuctuates around its saddle point solution.
A.3 Details of calculation on the Network
deformation
The partition function for all the (n+1) replicas is given by:[
Z(n+1)m (λ)
]
d
= ℵ
∫
Z(0)m Z
(n)
m
= ℵ
∫
[dφ, φ∗, ψ, ψ∗] exp [−χ(n+1)T (λ)], (A.17)
with
−χ(n+1)T (λ) = µ
∫∫
r
(α)
0 ,r
(α)
1
φ∗(r(α)0 )
n∏
α=0
[∫
xα
G(r
(α)
0 − xα,
L
2
) (1 + ψα(xα) f)
G(xα − r(α)1 ,
L
2
)
]
−
∫
r(α)
φφ∗ −
n∑
α=0
∫
xα
ψα(xα) + µa
n∑
α=0
∫
xα
ψ∗2α (xα)
+ µp
∫
r(α)
φ∗p(r(α))− (N log µ+Na log µa +Np log µp).
(A.18)
The functional −χ(n+1)T (λ) contains all the (n + 1) replicas of the network
and r(α) = (r(0), r(1), ..., r(n)). We suppose that all the reversible ﬁelds are
replicated the same way in all replica (i.e
n∑
α=0
ψα(xα) = (n+ 1)ψ(x) ). We use
the simpliﬁcation z = e−βη and have the saddle point equations given by the
set of following equations:
δ(−χ(n+1)T (λ))
δ ψα(yα)
|(ψ,ψ∗),(φ,φ∗) = 0, (e1')
δ(−χ(n+1)T (λ))
δψ∗α(yα)
|(ψ,ψ∗),(φ,φ∗) = 0, (e2')
δ(−χ(n+1)T (λ))
δ φ(Rα)
|(ψ,ψ∗),(φ,φ∗) = 0, (e3')
δ(−χ(n+1)T (λ))
δ φ∗(Rα)
|(ψ,ψ∗),(φ,φ∗) = 0. (e4')
(A.19)
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
(n+ 1)ψ
∗
(y) = µ
∫∫
r
(α)
0 ,r
(α)
1
φ(r
(α)
0 )
n∏
α=0
[
zG(r
(α)
0 − r(α)1 , L)
]
φ(r
(α)
1 ), (e1')
ψ(x) = 2µaψ
∗
(x), (e2')
φ
∗
(Rα) =
∫
r
(α)
0
φ(r
(α)
0 )
n∏
α=0
[
G(r
(α)
0 −R(α), L)
∫
xα
(1 + ψα(xα)z)
]
, (e3')
φ(Rα) = pµpφ
∗(p−1)
(Rα). (e4')
(A.20)
We assume aﬃne deformation: r(α>0) = λr(0) and the permanent cross-linker
is written as follows:
φ(r(α)) = φ(r(0), r(1), ..., r(n)),
= φ(r(0), λr(0), ..., λr(0)︸ ︷︷ ︸
n replicas
),
= φ(r(0)) δ(r(1) − λr(0))...δ(r(n) − λr(0))︸ ︷︷ ︸
n replicas
. (A.21)
The equation (A.20) is simplify and rewritten as:
(n+ 1)ψ
∗
(y) = µz(n+1)
∫
r
(α)
1
φ
2
(r
(0)
1 )G(r
(0)
1 , L) [G(λ(r
(0)
0 − r(0)1 ))]n, (e1')
ψ(y) = 2µaψ
∗
(y), (e2')
φ
∗
(Rα) = µ
∫
r
(α)
0
φ(r
(0)
0 )G(r
(0)
0 −R(0), L) [G(λr(0)0 −R(0), L)]n
×[∫
xα
(1 + ψα(xα)z)]
(n+1), (e3')
φ(R(α)) = pµpφ
∗(p−1)
(R(α)). (e4')
(A.22)
With R(α>0) = λR(0). We introduce the Gaussian assumption: φ(r) = Ae−ar
2
,
ψ
∗
(x) = Be−bx
2
and the Green's function G(r, L) = ( 3
2lL
)3/2 e
−3r2
lL . The equa-
tion (e1′) gives:
B(n+ 1)e−by
2
= A2µ
(
3
2
) 3(n+1)
2
zn+1
(
1
lL
) 3(n+1)
2
e−(2a+
3(λ2n+1)
2lL
)(r
(0)
0 )
2
. (A.23)
We Fourier transform both side of the equation and identify the constants:
b = 2a+
3 (λ2n+ 1)
2lL
, (A.24)
B =
A2
√
bµ2−
3n
2
− 3
2 3
3n
2
+ 3
2 zn+1
(
1
lL
) 3n
2
+ 1
2
lL(n+ 1)
√
4alL+3λ2n+3
lL
(A.25)
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The equation (e3') and (e4') combined are solve supposing that there is enough
reversible cross-linker in the network (1  z ∫
x
ψ(x)) so,
∫
x
(1 + z ψ(x)) '
z
∫
x
ψ(x). We combine the equations and obtain one equation with one un-
known φ. We thereafter identify the constant and have:
a =
4(p− 1) (lLn+ 12λ2n+ 6)
lL (4p2 − 16p+ 13) , (A.26)
A =
[
2−3−2n3−11/2−9n/2z−4(n+1)(1/L)
3(−1−3n)/2
L(n+ 1)2pi−2−n(1/b)−n(
33(n+1)/2zn+1(1/L)3(n+1)/2
√
b
(n+ 1)
√
2b
)−2n
(512l2n2 + 48Ln(131 + 259nλ2)
+ 9(2145 + 8482nλ2 + 8385n2λ4))
]1/(5+4n)
. (A.27)
[
Z(n+1)m (λ)
]
d
= ℵ
∫
R
[dφ, φ∗, ψ, ψ∗] exp [−χ(n+1)T (λ)],
= ℵ
∫
R
[dO] exp[−χsp(λ)] exp[−1
2
OH OT ],
= ℵ
√
(2pi)3
det(H)
exp[−χsp(λ)],
' exp[−χsp(λ)]. (A.28)
−χsp(λ) = A2
(
3
2L
)3(n+1)/2(
pi
2a+ 3(n+1)
2L
)1/2
Bn+1(pi/b)(n+1)/2 + A
√
6pi
a
− (n+ 1)B
2
2
√
2pi
b
+ (n+ 1)
B2
4
√
2pi
b
− 3A3
√
3pi
a
. (A.29)
The constants are replaced into the equation (A.29) and calculate the free
energy and the tensile stress.
A.3.1 Calculate the number of reversible cross-linkers
While solving the saddle point equations, we have assumed that there is a
large fraction of reversible cross-linker in the system. The average number of
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reversible cross-linker is given for a grand canonical ensemble by the formula:
〈Nrev〉 = z ∂
∂z
log[Z(n+1)m (λ)],
= z
∂
∂z
[−χsp(λ)],
= (n+ 1)µ
∫
r
(α)
0
∫
r
(α)
1
φ(r
(α)
0 )
[
n∏
α=0
G(r
(α)
0 − r(α)1 , L)
∫
x
(1 + ψ(x)z)
]
.
Using the (e3'), we identify the term in the equation (A.30) and have:
(n+ 1)
∫
r
(α)
1
φ(r
(α)
1 ) = 〈Nrev〉 . (A.30)
We identity the local density of reversible cross-linkers as ρ(r) = (n+1)φ(r
(α)
1 ).
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Appendix B
Details calculation on chapters 5
and 6
B.1 Introduction of collective variables
We deﬁne the microscopic monomer density as ρ(x) =
N∑
a=1
δ(x− xa(t)) for any
chain number a. The collective variables are best expressed in Fourier space.
We use then the Fourier transformation formula: ( f(k) = 1√
2pi
∫
x
eikxf(x);
f(x) =
√
2pi
∫
k
e−ikxf(k) ). We write the Fourier expansion of the change
density as:
ρ(~x) =
1
V
N∑
k=1
ρ~ke
i~k.~x (B.1)
ρ~k =
∫∫∫
d3~xρ(~x)e−i
~k.~x
=
N∑
i=1
∫∫∫
d3~xδ(~x− ~xi)e−i~k.~xi . (B.2)
Therefore, ρ~k =
N∑
i=1
e−i~k.~xi is the density Fourier component when ~k 6= 0. It
also represents the density ﬂuctuation over the average density. For ~k = 0,
the density is simply the total number of chains in the network divided by the
total length of the system ρ~k=0 = ρ0 =
N
L
. This latter density is often called
the mean ﬁeld density under the mean ﬁeld approximation and in some cases
can be neglected. ρ~k is dimensionless.
119
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We introduce the collective variables inside the interacting Lagrangian.
Lint = i
N∑
a,b=1
∫
t
xˆaF
+
int + i
N∑
a,b=1
∫
t
XˆbF
−
int
= i
N+∑
a6=a′
∫
t
xˆaF
++
int + i
N∑
a,b
∫
t
xˆaF
+−
int
i
N−∑
b6=b′
∫
t
XˆbF
−−
int + i
N∑
a,b
∫
t
XˆbF
−+
int .
(B.3)
Those interacting forces can be explicitly expresses as follow:
F++int = Fint(xa − xa′), (B.4)
F−−int = Fint(Xb −Xb′), (B.5)
F+−int = Fint(xa −Xb), (B.6)
F−+int = Fint(Xb − xa). (B.7)
Those forces mean the interaction between two + pointing rods, two− pointing
rods, one rod pointing to the + direction with the other pointing to the −
direction and one rod pointing to the − direction with the other pointing to
the + direction respectively.
We now introduce the collective variable into Lint. We introduce an identity
expression which is the delta function expression
∫
x
δ(x− xa) = 1 so we have:
i
N+∑
a6=a′
∫
t
xˆaF
++
int = i
N+∑
a6=a′
∫
t
xˆaFint(xa − xa′)
= i
N+∑
a6=a′
∫
t
∫
x,x′
xˆaδ(x− xa(t))Fint(x− x′)δ(x′ − xa′(t))
= i
∫
t
∫
x,x′
(
N+∑
a=1
xˆaδ(x− xa(t))
)
Fint(x− x′)
(
N+∑
a′=1
δ(x′ − xa′(t))
)
.
(B.8)
and
i
N∑
a,b
∫
t
xˆaF
+−
int = i
N∑
a,b
∫
t
xˆaFint(xa −Xb)
= i
∫
t
∫
x,X
(
N+∑
a=1
xˆaδ(x− xa(t))
)
Fint(x−X)
(
N−∑
b=1
δ(X −Xb(t))
)
.
(B.9)
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In Furier space, we have the following density expression:
δ(x− xa(t)) =
∫
k
exp [ik(x− xa(t))] (B.10)
xˆa(t)δ(x− xa(t)) =
∫
k
xˆa(t) exp [ik(x− xa(t))]. (B.11)
Those expressions are best expressed in Fourier space. With
∫
k
≡ 1
2pi
∫
k
. We
have:
i
∫
t
∫
x,x′
N+∑
a
xˆa(t)δ(x− xa(t))Fint(x− x′)
N+∑
a′
δ(x′ − xa′(t))
= i
∫
t
∫
k,k′
∫
x,x′
N+∑
a
xˆa(t)e
[ik(x−xa(t))]Fint(x− x′)
N+∑
a′
e[ik
′(x′−xa′ (t))]
= i
∫
t
∫
k,k′
∫
x,x′
N+∑
a
xˆa(t)e
−ikxa(t))Fint(x− x′)
N+∑
a′
e−ik
′xa′ (t) eikx+ik
′x′
= i
∫
t
∫
k,k′
∫
x,x′
ϕ+(k, t)Fint(x− x′)ρ+(k′, t) eikx+ik′x′ .
(B.12)
We can therefore deduce the expression of the collective variables written in
Fourier space:
ϕ+(k, t) =
N+∑
a
xˆa(t)e
−ikxa(t)) ; ρ+(k, t) =
N+∑
a
e−ik
′xa(t), (B.13)
where ϕ+ is the complex conjugate of ρ+. Two similar collective variables are
also deﬁned for the left pointing chains as ϕ− and ρ−.
We work with only the plus pointing chains and can introduce two new vari-
ables: the centre of mass variable c = x+x
′
2
and the relative coordinate r =
x− x′. From those new variables, we can deduce x = r − x′ and write:
i
∫
t
∫
k,k′
∫
x,x′
ϕ+(k, t)Fint(x− x′)ρ+(k′, t) eikx+ik′x′
= i
∫
t
∫
k,k′
∫
r,c
ϕ+(k, t)eic(k+
k′
2
)Fint(r)e
i r
2
(k−k′)ρ+(k′, t)
= i
∫
t
∫
k,k′
∫
r
ϕ+(k, t)δ(k + k′)Fint(r)ei
r
2
(k−k′)ρ+(k′, t)
= i
∫
t
∫
k
∫
r
ϕ+(k, t)Fint(r)e
−ikrρ+(k′, t)
= i
∫
t
∫
k
ϕ+(k, t)F++int (k)ρ
+(k′, t).
(B.14)
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Fint(k) =
∫
r
Fint(r)e
−ikr is the Fourier transform of Fint(r). we use k′ = k′, t′ =
−t. We can therefore write the following equalities:
i
N+∑
a6=a′
∫
t
xˆa(t)F
++
int = i
∫
t
∫
k
ϕ+(k, t)F++int (k)ρ
+(k′, t), (B.15)
i
N−∑
b6=b′
∫
t
Xˆb(t)F
−−
int = i
∫
t
∫
k
ϕ−(k, t)F−−int (k)ρ
−(k′, t), (B.16)
i
N∑
a,b
∫
t
xˆa(t)F
+−
int = i
∫
t
∫
k
ϕ+(k, t)F+−int (k)ρ
−(k′, t), (B.17)
i
N∑
a,b
∫
t
Xˆb(t)F
−+
int = i
∫
t
∫
k
ϕ−(k, t)F−+int (k)ρ
+(k′, t). (B.18)
We can therefore deduce the interacting Lagrangian :
Lint = i
∫
t
∫
k
ϕ+(k, t)F++int (k)ρ
+(k′, t) + i
∫
t
∫
k
ϕ−(k, t)F−−int (k)ρ
−(k′, t)
i
∫
t
∫
k
ϕ+(k, t)F+−int (k)ρ
−(k′, t) + i
∫
t
∫
k
ϕ−(k, t)F−+int (k)ρ
+(k′, t).
(B.19)
We include the possibility to have interaction that might be due to the response
star ﬁeld ϕ. So we can therefore split the expression as using this argument:
ϕ(k, t)ρ(k′, t) =
1
2
[ϕ(k, t)ρ(k′, t) + ρ(k, t)ϕ(k′, t)] . (B.20)
We implement the change into the interacting Lagrangian and have:
Lint = i
2
∫
t
∫
k
[
ϕ+(k, t)F++int (k)ρ
+(k′, t) + ρ+(k, t)F++int (k
′)ϕ+(k′, t)
+ ϕ−(k, t)F−−int (k)ρ
−(k′, t) + ρ−(k, t)F−−int (k
′)ϕ−(k′, t)
+ ϕ+(k, t)F+−int (k)ρ
−(k′, t) + ρ−(k, t)F+−int (k
′)ϕ+(k′, t)
+ ρ∗b(k, t)F
−+
int (k)ρ
+(k′, t) + ρ+(k, t)F−+int (k
′)ϕ−(k′, t)
]
.
(B.21)
We deﬁne a super-vector :
ρ(k, t) =
(
ρ+(k, t), ϕ+(k, t), ρ−(k, t), ϕ−(k, t)
)
, (B.22)
and
ρ(k′, t) =
(
ρ+(k′, t), ϕ+(k′, t), ρ−(k′, t), ϕ−(k′, t)
)
. (B.23)
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We can therefore write:
Lint = i
2
∫
t
∫
k
[
ρ(k, t)F
int
(k)ρT (k′, t′)
]
. (B.24)
Were ρT is the transpose of the supper vector ρ. We time Fourier transform
and have:
Lint = i
2
∫
ω
∫
k
[
ρ(k, ω)F
int
(k)ρT (k′, ω′)
]
, (B.25)
For the ﬁnite and periodic ring, The equation (B.25) is obtained the Fourier
series instead of the Fourier transform. The Fourier series of a function f(x)
is given by the formula: f(x) =
+∞∑
m=−∞
cm exp(ikx) with the Fourier coeﬃ-
cients computed by cm = (1/L)
∫ L
0
dxf(x) exp(−ikx). The Kronecker δ iw
written in term of an inverse Fourier coeﬃcient: δm,m′ =
1
L
∫ L
0
d e2pii(m−m
′)x/L.
The Fourier coeﬃcient of a (periodic) Dirac delta function are given by cm =
1
L
∫ L
0
dδ(x − x′)e−2piimx/L = 1
L
e−2piimx
′/L. We therefore construct the periodic
Dirac delta function through the following construction that must also replace
the appropriate expression above:
δL(x) =
∞∑
−∞
δ(x−mL) = 1
L
∞∑
m=−∞
e2ipimx/L =
1
L
∑
k 6=0
eipikx. (B.26)
The periodic version of the equation (B.25) in term of the Fourier transform
in t and the Fourier series in x is:
Lint = i
2
∫
ω
∑
k 6=0
[
ρ(k, ω)FR
int
(k)ρT (k′, ω′)
]
, (B.27)
where F
int
(k) is a 4× 4 matrix having the following expression:
F
int
(k) =

0 F++int (k) 0 F
+−
int (k)
F++int (k) 0 F
+−
int (k) 0
0 F−+int (k) 0 F
−−
int (k)
F−+int (k) 0 F
−−
int (k) 0
 . (B.28)
Now that we have deﬁned the collective variables, we introduce them inside
the generating functional using the identity formula:
1 =
∫
R
[dρ+][dρ−][dϕ+][dϕ−]δ[ρ+(k, t)−
N+∑
a=1
e−ikxa(t)]δ[ρ−(k, t)−
N−∑
b=1
e−ikXb(t)]
δ[ϕ+(k, t)−
N+∑
a=1
xˆae
−ikxa(t)]δ[ϕ−(k, t)−
N−∑
b=1
Xˆbe
−ikXb(t)].
(B.29)
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX B. DETAILS CALCULATION ON CHAPTERS 5 AND 6 124
The equation (B.29) is now introduce into the generating functional equa-
tion (5.23) and we have:
Z =
1
ℵ′
∫
R
ΠN
+
a=1Π
N−
b=1[dxa(t)][dxˆa(t)][dXb(t)][dXˆb(t)][dρ
+][dρ−][dϕ+][dϕ−]
exp (L)δ[ρ+(k, t)−
N+∑
a=1
e−ikxa(t)]δ[ρ−(k, t)−
N−∑
b=1
e−ikXb(t)]
δ[ϕ+(k, t)−
N+∑
a=1
xˆae
−ikxa(t)]δ[ϕ−(k, t)−
N−∑
b=1
Xˆbe
−ikXb(t)].
(B.30)
We transform the delta functional on its exponential expression by using the
formula:
δ[ρ−
N∑
i=1
e−ikxi(t)] =
∫
k,t
[dρ][Dρˆ] exp
[
iρˆρ+ i
N∑
i=1
ρˆe−ikxi(t)
]
J(x)︸︷︷︸
1
. (B.31)
Z =
1
ℵ′
∫
R
ΠN
+
a=1Π
N−
b=1[dxa(t)][dxˆa(t)][dXb(t)][dXˆb(t)]
[dρ+][dρ−][dϕ+][dϕ−] exp (L+ L3 + Lq).
(B.32)
Where
Lq = −i
∫
k,t
(
ρˆ+ρ+ + ρˆ−ρ− + ϕˆ+ϕ+ + ϕˆ−ϕ−
)
, (B.33)
is the quadratic Lagrangian. The new non-interacting Lagrangian.
L3 = −i
∫
k,t
(
N+∑
a=1
ρˆ+e−ikxa(t) +
N+∑
a=1
ϕˆ+xˆae
−ikxa(t)
+
N−∑
b=1
ρˆ−e−ikXb(t) +
N−∑
b=1
ϕˆ−Xˆbe−ikXb(t)
)
.
(B.34)
the new non-interacting Lagrangian. The exponential inside the equation
(B.32) gives now:
exp [L] = exp [Lint + Lq]× exp[L3 + L0]. (B.35)
The quadratic term will gives an identity matrix and the non interacting part
is treated using the RPA. The non interacting part of the Lagrangian can be
approximate as:
exp[L3 + L0] = exp[L3]× exp[L0]
= 〈exp[L3]〉0
w exp[1
2
〈L23〉0].
(B.36)
Where 〈(...)〉0 =
∫
R[dxa][dxˆa][dXb][dXˆb](...) exp[L0] means the average of (...)
using eL0 as statistical weight.
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B.2 Random Phase Approximation(RPA)
Initially developed by Bohm and Pines (1952) Many electrons theory [13, 14].
This method explains best the Phase transition a many body system. In
the approximation, the quadratic term of the density ﬂuctuation is neglected.
This approximation is a common scheme to determine the density-density
correlation function. It gives decent description of interacting chains. As the
one uses in this dissertation, we present in this section the explicit calculus
for the dynamical RPA of the system. We derive the approximation using
the MSR formalism [5, 7, 8]. Using this approximation, we express the chains
in terms of the collectives variable. We restrict ourself to the case where
the chains are homogeneously distributed inside the ring. They are therefore
supposed to have a Gaussian distribution in density ﬂuctuation. For a dense
enough system, this approximation has revealed itself to be a reasonably good
approximation to study the stability of a dynamical system. Performing the
approximation, we investigate where the system phase separate. The system
phase separate where the density density correlation function diverges. That
is an indicator of phase transition inside the system. We wish to write the
generating functional in term of the density variables. From the generation
functional, we use the non interacting Lagrangian for k 6= 0 We detail here the
RPA calculations for the linear ring model and for the ﬁnite periodic model.
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B.2.1 RPA for linear ring
The non interacting Lagrangian gives:
L23 =
[
−i
∫
k,t
(
N+∑
a=1
ρˆ+ e−i k xa(t) +
N+∑
a=1
ϕˆ+ xˆae
−i k xa(t)
+
N−∑
b=1
ρˆ− e−i kXb(t) +
N−∑
b=1
ϕˆ− Xˆb e−i kXb(t)
)]2
= −
∫
k,t
∫
k′,t′
[
ρˆ+(k, t) ρˆ+(k′, t′)
(
N+∑
a
e−i k xa(t)−i k
′ xa(t′)
)
+ ρˆ−(k, t) ρˆ−(k′, t′)
(
N−∑
b
e−i kXb(t)−i k
′Xb(t′)
)
+ ϕˆ+(k, t) ϕˆ+(k′, t′)
(
N+∑
a
xˆa(t) xˆa(t
′) e−i k xa(t)−i k
′ xa(t′)
)
+ ϕˆ−(k, t) ϕˆ+(k′, t′)
(
N−∑
b
Xˆb(t) Xˆb(t
′) e−i kXb(t)−i k
′Xb(t′)
)
+ 2ρˆ+(k, t) ϕˆ+(k′, t′)
(
N+∑
a
xˆa(t
′) e−i k xa(t)−i k
′ xa(t′)
)
+ 2 ρˆ−(k, t) ϕˆ−(k′, t′)
(
N−∑
b
Xˆb(t
′) e−i kXb(t)−i k
′Xb(t′)
)
+ 2 ρˆ+(k, t) ρˆ−(k′, t′)
(
N∑
a,b
e−i kXb(t)−i k
′ xa(t′)
)
+ 2 ρˆ−(k, t) ϕˆ+(k′, t′) xˆa(t′)
(
N∑
a,b
e−i k xa(t)−i k
′Xb(t′)
)
+ 2 ρˆa(k, t) ϕˆ
−(k′, t′) Xˆb(t′)
(
N∑
a,b
e−i kXb(t)−i k
′ xa(t′)
)
+ 2 ϕˆ+(k, t) ρˆ−(k′, t′) xˆa(t) Xˆb(t′)
(
N∑
a,b
e−i k xa(t)−i k
′Xb(t′)
)]
.
(B.37)
For the present model, there is no correlation between two oppositely oriented
chains because the chains are supposed to be independents: That means, all
the correlations including + and− or (a and b) gives zero in the non-interacting
matrix. We can therefore simplify the expression and take the average over
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L0:
〈L23〉0 = −
∫
k,t
∫
k′,t′
[
ρˆ+(k, t) ρˆ+(k′, t′)S11 + ρˆ−(k, t)ρˆ−(k′, t′)S33
+ ϕˆ+(k, t) ϕˆ+(k′, t′)S22 + ϕˆ−(k, t) ϕˆ−(k′, t′)S44
+ 2 ρˆ+(k, t) ϕˆ+(k′, t′)S12 + 2 ρˆ−(k, t) ϕˆ−(k′, t′)S34
]
= −
∫
k,t
∫
k′,t′
ρˆ(k, t) × S
0
× ρˆT (k′, t′).
(B.38)
With the following expressions of the elements of the non-interacting matrix
are:
S11(k, t) =
〈
N+∑
a=1
e−i k xa(t)−i k
′ xa(t′)
〉
0
, (B.39)
S33(k, t) =
〈
N−∑
b
e−i kXb(t)−i k
′Xb(t′)
〉
0
, (B.40)
S22(k, t) =
〈
N+∑
a
xˆa(t) xˆa(t
′) e−i k xa(t)−i k
′ xa(t′)
〉
0
, (B.41)
S44(k, t) =
〈
N−∑
b
Xˆb(t) Xˆb(t
′) e−i kXb(t)−i k
′Xb(t′)
〉
0
, (B.42)
S12(k, t) =
〈
N+∑
a
xˆa(t
′) e−i k xa(t)−i k
′ xa(t′)
〉
0
, (B.43)
S34(k, t) =
〈
N−∑
b
Xˆb(t
′) e−i kXb(t)−i k
′Xb(t′)
〉
0
. (B.44)
(B.45)
S12(k, t) = S21(k
′, t′) and S34(k, t) = S43(k′, t′).
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B.2.1.1 Matrix S elements
S11(k, t) =
〈
N+∑
a=1
e−i k xa(t)−i k
′ xa(t′)
〉
0
=
1
ℵ
∫
R
N∏
a,b=1
[dxa] [d xˆa] [dXb] [d Xˆb] exp[−i k xa(t) + i k xa(t′)]
exp
[
i γ
N∑
a,b=1
∫
t
(
xˆa(t) ∂txa(t) + Xˆb(t) ∂tXb(t)
)
−λ
2
N+∑
a=1
∫
t
(xˆa(t))
2 − λ
2
N−∑
b=1
∫
t
(Xˆb(t))
2
]
.
(B.46)
We perform the integration over the hatted ﬁeld xˆa(t) and Xˆb(t) using the
Hubbard Stratonovich Transformation (HST) 1 (equation B.47).
exp [−a
2
x2] =
1√
2pia
∫
R
exp [− y
2
2 a
− ix y]. (B.47)
Applying that we end up with:
S11(k, t) =
1
ℵ
∫
R
N∏
a,b=1
[dxa] [dXb]
N∑
a,b
exp [−i k xa(t) + i k xa(t′)]
(
1
2 pi λ
) exp
[
− γ
2
2λ
N+∑
a
∫
t
x˙2(t) − γ
2
2λ
N−∑
b
∫
t
Xˆ2b (t)
]
.
(B.48)
with xa(t) 6= x(t), by time-ordering [61, 63], we can remove all the simulations
and the products then, have the following expression:
S11(k, t) =
N
ℵ′
∫
R
[dx] [dX] exp
[
− γ
2
2λ
∫
t
Xˆ2(t)
]
exp
[
−i k x(t) + i k x(t′) − γ
2
2λ
∫
t
x˙2(t)
]
. (B.49)
We use the discretisation form of x and X as:
x˙(t) =
xj − xj-1

(B.50)
x˙2(t) =
∑

(
∆xα

)2
. (B.51)
1HST is a simple Gaussian expression that lead to the coupling of another ﬁeld (hatted
ﬁeld) to the original ﬁeld.
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We have:
S11(k, t) =
N
ℵ′
∫
R
n∏
j,j'=0
[dxj] [dXj'] exp
[
−γ2
2λ
∫
t
n∑
j'=1

(
Xj' −Xj'−1

)2 ]
exp
[
−γ2
2λ
∫
t
n∑
j=1

(
xj − xj−1

)2
− i (k + k′)x0 − i
n∑
j=1
(k xj + k
′ xj−1)
]
.
(B.52)
We consider only the case where k′ = −k and introduce two bond vectors
deﬁned as following: aj = xj − xj−1 and bj' = Xj' − Xj'−1, we have:
S11(k, t) =
N
ℵ′ δ(k + k
′)
∫
R
n∏
j,j'=0
[d aj] [d bj'] exp
[
−1
2λ
n∑
j'=1
(
γ2 b2j'

)]
exp
[
−1
2λ
n∑
j=1

(
γ2 a2j

)
− i k
n∑
j=1
aj
]
.
(B.53)
We now perform the integration over aj and bj′ and we have the expression:
S11(k, t) =
N
ℵ′ δ(k + k
′)
[
exp
(−λ  k2
2 γ2
)]n
. (B.54)
All constant from the integration are cast into the normalisation constant ℵ′
and can therefore be ignored for the rest of the calculus. We perform the
Fourier transformation in time and get:
S11(k, t) = N δ(k + k
′) exp
(−λ k2
2 γ2
|t− t′|
)
= N δ(k + k′) exp
(−λ k2
2 γ2
|t|
)
S11(k, ω) =
2N k2
√
2/pi γ2 λ δ(k + k′)
k4 λ2 + 4 γ4 ω2
.
(B.55)
with  = |t−t′|/n and we choose t′ = 0. The second term of the non-interacting
matrix is:
S12(k, t) =
〈
N+∑
a
xˆa(t
′) e−i k xa(t)− i k
′ xa(t′)
〉
0
=
1
ℵ
∫
R
N∏
a,b=1
[dxa] [d xˆa] [dXb] [d Xˆb]
N+∑
a=1
xˆa(t
′) exp [−ikxa(t) + ik′xa(t′)] Θ(t′ − t)
exp
[
−i γ
N+∑
a=1
∫
t
xˆa(t) x˙a(t) − i γ
N−∑
b=1
∫
t
Xˆb(t) X˙b(t)
]
exp
[
− λ
2
N+∑
a=1
∫
t
xˆ2a(t) −
λ
2
N−∑
b=1
∫
t
Xˆ2b (t)
]
.
(B.56)
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX B. DETAILS CALCULATION ON CHAPTERS 5 AND 6 130
We work wit the assumption k′ = −k. In the equation (B.56), the Heaviside
function Θ(t) take the values 1 or 0 of t > 0 or t < 0, respectively. This
function has been introduced in the generating functional expression to con-
serve the time ordering during the integration [5, 61, 63]. The summation can
be dropped out and replaced by the number of chains N− and N+. We use
the generating functional approach to introduce the hatted ﬁeld xˆa inside the
exponential. We have now:
S12(k, t) =
N+
ℵ
∫
R
[dxa] [d xˆa] [dXb] [d Xˆb] exp
[∑
b
∫
t
(−i γ Xb Xˆb − λ
2
Xˆ2b )
]
1
i
δ
δhˆ(t)
exp
[∑
a
∫
t
−i γ xˆa x˙a − λ
2
∑
a
∫
t
xˆ2a + i
∑
a
xˆa(t)hˆa(t)
]
hˆ=1
Θ(t− t′) exp (−i k x(t) + i k′ x(t′)).
(B.57)
Integrating out the hatted ﬁeld, we left with:
S12(k, t) =
N+ γ
ℵλ
∫
R
N∏
a,b=1
[dxa] [d xˆa] [dXb] [d Xˆb] exp
[
− γ
2
2λ
∑
b
∫
t
X˙2b
]
Θ(t− t′)
exp [−i k x(t)− i k′ x(t′)]
δ
δhˆ(t)
exp
[
1
2λ
∑
a
∫
t
(−i γ x˙a + hˆa(t))2
]
hˆ=1
.
(B.58)
We perform the functional derivative over hˆ(t) and we left with:
S12(k, t) =
N γ2
ℵλ2
∫
R
N∏
a,b=1
[dxa] [dXb] exp
[
− γ
2
2λ
∑
b
∫
t
X˙2b
]
Θ(t− t′)
exp [−i k x(t)− i k′ x(t′)] x˙(t) exp
[
− γ
2
2λ
∑
a
∫
t
x˙2a
]
.
(B.59)
As done for the S11 calculation, we take xa 6= x cancels out with their cor-
responding integrals respectively. So we can now write a new normalization
coeﬃcient including all the coeﬃcients form the integrations:
S12(k, t) =
N+ γ2
ℵ′ λ2
∫
R
[dx(t)] [dX(t)] exp
[
− γ
2
2λ
∫
t
X˙2
]
Θ(t− t′)
exp [−i k x(t)− i k′ x(t′)] x˙(t) exp
[
− γ
2
2λ
∑
a
∫
t
x˙2
]
.
(B.60)
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The discretisation gives:
S12(k, t) =
N γ2
ℵ′ λ2
∫
R
n∏
i,j=1
[d ai] [d bj] exp
[
− γ
2
2λ 
n∑
j=1
b2j
]
Θ(t− t′)
∑
j=1
(
i

) exp
[
−i (k + k′)x0 − i
∑
j=1
(k xi + k
′xi−1)
]
exp
[
−γ2
2λ 
n∑
j
a2j
]
=
N λ2
ℵ′ γ2  δ(k + k
′)
∫
R
n∏
i,j=1
[d ai] [d bj] exp
[
− γ
2
2λ 
n∑
j=1
b2j
]
Θ(t)
∑
i
ai exp
[
γ2
2λ 
∑
i
a2i − i k ai
]
.
(B.61)
We use the generating functional to introduce the ai inside the exponential
and we have:
S12(k, t) =
N λ2
ℵ′ γ2  δ(k + k
′)
∫
R
n∏
i,j=1
[d ai] [d bj] exp
[
− γ
2
2λ 
n∑
j=1
b2j
]
Θ(t− t′)
δ
δh(t)
[
exp
(
γ2
2λ 
∑
i
a2i −
∑
i
(i k ai − ai hi(t))
)]
.
(B.62)
Integrating out ai and bj gives:
S12(k, t) =
N λ2
ℵ′ γ2  δ(k + k
′) exp
[
λ 
2λ2
(−i k − h(t))2
]n−1
Θ(t− t′)
δ
δhi(t)
(
exp
(
λ 
2 γ2
(−i k − hi(t))
))
h=0
.
(B.63)
The normalisation coeﬃcient cancels with the constant from the integrations.
After the derivation, we obtain:
S12(k, t) =
N λ2
γ2
δ(k + k′)
k
λ
exp
[
−
(
k2 λ
2 γ2
)
|t− t′|
]
Θ(t− t′).(B.64)
S12(k, ω) = δ(k + k
′)
−2 k
√
2/pi N λ
2 γ2 (
k2 λ
2 γ2
− iω)
 . (B.65)
The causal nature of the response functions is imposed by the relation Sij(k, ω) =
Sji(k, ω
′). That means,
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S21(k, ω) = δ(k + k
′)
 2 k
√
2/pi N λ
2 γ2 (
k2 λ
2 γ2
+ iω)
 . (B.66)
The symmetry of the non-interacting matrix is given by the relations: S11(k, ω) =
S33(k, ω) ; S34(k, ω) = S12(k, ω). The rest of the averages that vanish are due
to the product of the uncorrelated terms. Therefore, it leads to an indepen-
dent statistical averages which gives zero. The terms like S44 and S22 which
involve the product of two hatted ﬁelds also vanish due to the time ordered
pointed out by Jensen [63]. Completing the RPA, we found that the matrix
(S−1
0
+ iF
int
) = A(k, ω) Has the following expression:
A =

0 A12 0 A14
A21 A22 A23 0
0 A32 0 A34
A41 0 A43 A44

. (B.67)
A12 = −
2ipiγ2ω + piλk2 − 8λn0 sin2
(
kl
2
)
2
√
2pikλ
, (B.68)
A21 =
2ipiγ2ω − piλk2 + 8λn0 sin2
(
kl
2
)
2
√
2pikλ
, (B.69)
A34 = A12, (B.70)
A43 = A21, (B.71)
A14 =
2
√
2
pi
n0(k+ if) sin
2
(
kl
2
)
k2
, (B.72)
A32 = A41 = −A14 = −A23, (B.73)
A22 = A44 = −
√
2
pi
γ2
2λ
. (B.74)
B.2.2 RPA for the periodic ring model including the
drift velocity
We will present the calculation for one type of chains and extend for the two
types. The density variable is ρ(x, t) = N
L
+ ∆ρ(x, t) with ∆ρ(x, t) being
the ﬂuctuation density. Its translational invariance dictates that
∫
x
ρˆ(x, t) =
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∫
x
∆ρ(x, t) = 0, so 〈ρˆ(x, t)〉 = 〈∆ρ(x, t)〉 = 0. The upper part of the non-
interacting matrix deduced from the RPA is:
S
0
=
 Sup0 0
0 Sd
0
 . (B.75)
Where 0 is a 2× 2 zeros matrix and Sup
0
= Sd
0
a 2× 2 matrix given by:
Sup
0
=
 〈∆ρ(x, t)∆ρ(x′, t′)〉 〈∆ρ(x, t) ρˆ(x′, t′)〉
〈ρˆ(x, t)∆ρ(x′, t′)〉 〈ρˆ(x, t)ρˆ(x′, t′)〉
 . (B.76)
where 〈ρˆ(x, t)ρˆ(x′, t′)〉 = 0 according to Jensen's (1981) convention for the
Jacobian [4]. The Langevin equation including the drift velocity is
0 = −γ(x˙(t)− v0) + F totint (x, x′) + f(t). (B.77)
 SR,v011 (x, t) = 〈∆ρ(x, t)∆ρ(x′, t′)〉:
〈∆ρ(x, t)∆ρ(x′, t′)〉 = 〈(ρ(x, t)− ρ0)〉〈(ρ(x′, t′)− ρ0)〉,
= 〈
N∑
j=1
(δ(x− xj(t))− ρ0〉〈
N∑
j′=1
(δ(x′ − xj′(t))− ρ0〉,
=
N∑
j 6=j′
〈δ(x− xj(t)〉〈δ(x′ − xj′(t))〉 − ρ20
+
N∑
j=j′
〈δ(x− xj(t)δ(x′ − xj(t))〉, (B.78)
=
N(n− 1)
L2
− ρ20 +
N∑
j=1
〈δ(x− xj(t))δ(x′ − xj(t))〉,
〈δ(x− xj(t))δ(x′ − xj(t))〉 = 1
L2
∑
k,k′
〈eikx−ikx(t)+ik′x′−ik′x(t′)〉,
=
1
L2
∑
k,k′
eikx+ik
′x′〈e−ikx(t)−ik′x(t′)〉,
(B.79)
The term eikx+ik
′x′ is like an initial position and e−ikx(t)−ik
′x(t′) the relative
motion from the initial position. There is no preferential initial position
that means, the integration over the initial position given the Kronecker
delta δ(k + k′) with k′ = −k
〈δ(x− xj(t))δ(x′ − xj(t))〉 = 1
L2
∑
k
eik(x−x
′)〈eik(x′(t)−x(t))〉. (B.80)
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〈eik(x′(t)−x(t))〉 represents the average of the random walk starting at x(t)
and ending at x′(t) with steps gives by the Gaussian noise distribution.
It this therefore computed as:
〈eik(x′(t)−x(t))〉f = eik(x′(t)−x(t))〈
∫
[dx][dxˆ]ei
∫
t xˆ(t)[−γ(x˙(t)−v0)]〉f ,
=
∫
R
[dx]e
−ik(x(t′)−x(t))−
γ2
2λ
∫
t(x˙(t)−v0)2
We discretise using the expression x(t′)− x(t) =
t′−∑
j=t
bj and have:
〈eik(x′(t)−x(t))〉f =
∫
R
n∏
j
dbje
−γ2
2λ
n∑
j=1
(
bj

−v0)2−ik
t′−∑
j=t
bj
. (B.81)
We introduce a new variable b′j = bj − v0 and have:
〈eik(x′(t)−x(t))〉f = lim
→0
∫
R
n∏
j
db′je
−γ2
2λ
n∑
j=1
(
b′j

)2−ik∑
j
(b′j+v0)
,
= exp
[
k2λ
2γ2
|t− t′| − ikv0(t− t′)
]
We Fourier transform and have:
2
√
2
pi
γ2k2λ
4γ4ω2 + λ2k4 + 4γ4k2v20 − 8γ4k v0ω
(B.82)
Consequently, we have for the wave vector k 6= 0:
SR,v011 (x, t) =
N
2piL2
√
2
pi
∫
ω
∑
k 6=0
2λ γ k2eiω(x−x
′)eik(t−t
′)
4γ4(ω − k v0)2 + λ2 k4 . (B.83)
In Fourier mode, we have for k 6= 0:
SR,v011 (k, ω) =
2
√
2
pi
γ3k2N
piλ2L2
(
k4 + 4γ
4(ω−kv0)2
λ2
) . (B.84)
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 SR,v012 (x, t) = 〈∆ρ(x, t)ρˆ(x′, t′)〉:
〈∆ρ(x, t)ρˆ(x′, t′)〉 = 〈∆ρ(x, t)〉〈ρˆ(x′, t′)〉,
= 〈
N∑
j=1
δ(x− xj(t))− ρ0〉〈
N∑
j′=1
xˆj'(t
′) δ(x′ − xj'(t′))〉,
=
∑
j 6=j′
〈δ(x− xj(t))〉 〈xˆj'(t′) δ(x′ − xj'(t′))〉 − ρ0
+
∑
j=j′
〈δ(x− xj(t)) xˆj(t′) δ(x′ − xj(t′))〉,
= 〈ρ(x, t) ρˆ(x′, t′)〉︸ ︷︷ ︸
=0
−ρk=0 + N
L2
〈δ(x− xj(t))xˆj(t)δ(x′ − xj(t′))〉
We note that have add the constraint of the causality (〈xˆ(t)x(t′)...〉 = 0
if t > t′). For k 6= 0, we have:
〈∆ρ(x, t)ρˆ(x′, t′)〉 = N
L2
〈δ(x− xj(t))xˆj(t)δ(x′ − xj(t′))〉,
= Θ(t′ − t) N
2piL2
∑
k,k′ 6=0
eikx+ik
′x′〈xˆ(t′)e−ikx(t)−ik′x(t′)〉,
=
N
2piL2
0 if t
′ > t,∑
k,k′ 6=0
eikx+ik
′x′〈xˆ(t′)e−ikx(t)−ik′x(t′)〉 if t′ < t.
(B.85)
The average 〈xˆ(t′)e−ikx(t)−ik′x(t′)〉 is computed using the generating func-
tional approach. The generating function is given by the expression:
Z[hˆ(t)] =
〈∫
R
[dxˆ][dx] ei
∫
t xˆ(t)[−γ(x˙(t)−v0)+f(t)]+i
∫
t hˆ(t)xˆ(t)
〉
f
= ℵ
∫
R
[dxˆ][dx] ei
∫
t xˆ(t)[−γ(x˙(t)−v0)+hˆ(t)]−λ2
∫
t xˆ
2(t)
= ℵ′
∫
R
[dx] e
1
2λ
∫
t[−γ(x˙(t)−v0)+hˆ(t)]
2
(B.86)
We calculate the average 〈xˆ(t′)e−ikx(t)−ik′x(t′)〉 by diﬀerentiate the gener-
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ating functional with respect to the hat source ﬁeld hˆ.
〈xˆ(t′)e−ikx(t)−ik′x(t′)〉 = ℵ
′
i
[
δ
δhˆ
∫
R
[dx] e
1
2λ
∫
t[−γ(x˙(t)−v0)+hˆ(t)]
2
−ik(x(t′)− x(t))]hˆ=0 Θ(t′ − t)
= lim
→0
ℵ′
iλ
∫
R
n∏
j=1
[dbj]
∑
j
(
−iγ
λ
) (
bj

− v0) Θ(t′ − t)
e
−γ2
2λ
n∑
j=1
(
bj

−v0)2−ik
t′−∑
j=t
bj
,
= lim
→0
∫
R
n∏
j
db′j
∑
j
(
−iγ
λ
)
b′j

Θ(t′ − t)
e
−γ2
2λ
n∑
j=1
(
b′j

)2−ik∑
j
(b′j+v0)
,
= lim
→0
(
−k
γ
) Θ(t′ − t) exp
[
k2λ
2γ2
 |t− t′| −  i k v0(t− t′)
]
,
= (
−k
γ
) Θ(t′ − t) exp
[
k2λ
2γ2
|t− t′| − i k v0(t− t′)
]
.
(B.87)
The Fourier transform gives:
−
√
2
pi
γk
λk2 − 2iγ2(k v0 − ω) (B.88)
Consequently, we have for k 6= 0:
SR,v012 (x, t) =
N
2piL2
∫
ω
∑
k 6=0
−
√
2
pi
γk eiω(x−x
′)eik(t−t
′)
λk2 − 2iγ2(k v0 − ω) , (B.89)
In Fourier mode, we have:
SR,v012 (k, ω) =
−
√
2
pi
γ k N
2pi λL2
(
k2 + 2 i γ
2(ω−k v0)
λ
) . (B.90)
In the similar way, we ﬁnd
SR,v021 (k, ω) =
√
2
pi
γkN
2piλL2
(
k2 − 2iγ2(ω−kv0)
λ
) . (B.91)
The other elements of the matrix are: SR,v033 (k, ω) = S
R,v0
11 (k, ω); S
R,v0
34 (k, ω) =
SR,v012 (k, ω) and S
R,v0
43 (k, ω) = S
R,v0
21 (k, ω).
The correlation matrix for the periodic ring is GR = B−1 = (iFR
int
+ (SR
0
)−1)−1
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T
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e
co
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at
io
n
fu
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io
n
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(k
,ω
)
=
B
−1
is
gi
ve
n
b
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:
          i          
0
F
R
,k
n
et
0
F
R
,k
n
et
−
F
R
,k
a
ct
F
R
,k
n
et
0
F
R
,k
n
et
−
F
R
,k
a
ct
0
0
F
R
,k
n
et
+
F
R
,k
a
ct
0
F
R
,k
n
et
F
R
,k
n
et
+
F
R
,k
a
ct
0
F
R
,k
n
et
0
          +
         S
R
,v
0
1
1
(k
,ω
)
S
R
,v
0
1
2
(k
,ω
)
0
0
S
R
,v
0
2
1
(k
,ω
)
0
0
0
0
0
S
R
,v
0
3
3
(k
,ω
)
S
R
,v
0
3
4
(k
,ω
)
0
0
S
R
,v
0
4
3
(k
,ω
)
0
         −1          
−1
.
(B
.9
2)
an
d
th
e
M
at
ri
x
B
is
:
             
0
2
  2
η
2
n
0
−
L
3
pi
λ
( k2
+
2
iγ
2
(ω
−
k
v
0
)
λ
)
N
γ
  
k
L
0
4
(k
−
if
)η
2
n
0
k
2
2
pi
(k
2
λ
−2
iγ
2
(ω
−k
v
0
) )
L
3
+
4
N
γ
η
2
n
0
k
L
N
γ
8
L
√
2
pi
N
4
(k
−
if
)η
2
n
0
k
2
0
0
4
(i
f
+
k
)
η
2
n
0
k
2
0
2
  2
η
2
n
0
−
L
3
pi
λ
( k2
+
2
iγ
2
(ω
−
k
v
0
)
λ
)
N
γ
  
k
L
4
(i
f
+
k
)
η
2
n
0
k
2
0
2
pi
(k
2
λ
−2
iγ
2
(ω
−k
v
0
) )
L
3
+
4
N
γ
η
2
n
0
k
L
N
γ
8
L
√
2
pi
N
             .
(B
.9
3)
W
it
h
η
=
si
n
[k
l 2
]
an
d
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B.3 Eﬀective chain dynamics calculation
We suppose that we have a system that contains two type of chains with
ﬁxed number. N+ and N− are respectively the number of chains pointing to
the right and to the left. We suppose for the present approximation that we
randomly label one chain. The same notations as from the RPA calculation
are conserved. We randomly choose to labelled one chain pointing to the +
oriented chain. The Langevin equations of the system are given by:
For the labelled chain:
L+` : 0 = −γx˙+(t) + f+(t) +
N+−1∑
α=1
FRint(x
+
` − x+α ) +
N−∑
β=1
FRint(x
+
` − x−β ). (B.94)
For the (+) other chains:
L+ : 0 =
N+−1∑
α=1
[
−γx˙+α (t) + f+α (t) +
N+−1∑
α′ 6=α
FRint(x
+
α − x+α′)
+
N−∑
β=1
FRint(x
+
α − x−β ) + FRint(x+α − x+` )
]
.
(B.95)
For the other (-) chains:
L− : 0 =
N−∑
β=1
[
−γx˙−β (t) + f−β (t) +
N−∑
β′ 6=β
FRint(x
−
β − x−β′)
+
N+∑
α=1
FRint(x
−
β − x+α ) + FRint(x−β − x+` )
]
.
(B.96)
We perform the MSR formalism by casting the Langevin equations (B.94, B.95
and B.96) inside the generating functional:
Z =
1
ℵ
∫
R
(
N+−1∏
α=1
[dx+α ][dxˆ
+
α ]
)(
N−∏
β=1
[dx−β ][dxˆ
−
β ]
)
[dx+` ][dxˆ
+
` ]
exp
[
i
∫
t
xˆ+` L
+
` + i
∫
t
xˆ+αL
+ + i
∫
t
xˆ−βL
−
]
Jx+`
Jx+αJx−β︸ ︷︷ ︸
1
.
(B.97)
After having perform the integration over the noises f+` , f
+, f− we have:
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Z =
1
ℵ
∫
R
(
N+−1∏
α=1
[dx+α ][dxˆ
+
α ]
)(
N−∏
β=1
[dx−β ][dxˆ
−
β ]
)
[dx+` ][dxˆ
+
` ]
exp
[
−λ
2
∫
t
(xˆ+` )
2 − iγ
∫
t
xˆ+L x˙
+
` + i
∫
t
xˆ+`
N+−1∑
α
FRint(x
+
` − x+α ) + i
∫
t
xˆ+`
N−∑
β=1
FRint(x
+
` − x−β )
]
exp
[
−λ
2
N+−1∑
α=1
∫
t
(xˆ+α )
2 − iγ
N+−1∑
α=1
∫
t
xˆ+α x˙
+
α + i
∑
α6=α′
∫
t
xˆ+αF
R
int(x
+
α − x+α′)
+i
N+−1∑
α=1
∫
t
xˆ+αF
R
int(x
+
α − x+` ) + i
∑
α,β
xˆ+αF
R
int(x
+
α − x−β )
]
exp
[
−λ
2
N−∑
β=1
∫
t
(xˆ−β )
2 − iγ
N−∑
β=1
∫
t
xˆ−β x˙
−
β + i
∑
β 6=β′
∫
t
xˆ−β F
R
int(x
−
β − x−β′)
+i
N−∑
β=1
∫
t
xˆ−β F
R
int(x
−
β − x+` ) + i
∑
α,β
xˆ−β F
R
int(x
−
β − x+α )
]
=
1
ℵ
∫
R
(
N+−1∏
α=1
[dx+α ][dxˆ
+
α ]
)(
N−∏
β=1
[dx−β ][dxˆ
−
β ]
)
[dx+` ][dxˆ
+
` ]e
L′ .
(B.98)
with L′ = L′int + L′0 + L′` and
L′` = −λ
2
∫
t
(xˆ+L)
2 − iγ
∫
t
xˆ+` x˙
+
` + i
∫
t
xˆ+`
N+−1∑
α
FRint(x
+
` − x+α )
+ i
∫
t
xˆ+`
N−∑
β=1
FRint(x
+
` − x−β ),
(B.99)
L′int = i
∑
α6=α′
∫
t
xˆ+αF
R
int(x
+
α − x+α′) + i
N+−1∑
α=1
∫
t
xˆ+αF
R
int(x
+
α − x+` )
+ i
∑
α,β
xˆ+αF
R
int(x
+
α − x−β ) + i
∑
β 6=β′
∫
t
xˆ−β F
R
int(x
−
β − x−β′)
+ i
N−∑
β=1
∫
t
xˆ−β F
R
int(x
−
β − x+` ) + i
∑
α,β
xˆ−β F
R
int(x
−
β − x+α ),
(B.100)
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX B. DETAILS CALCULATION ON CHAPTERS 5 AND 6 140
L′0 = −λ
2
N+−1∑
α=1
∫
t
(xˆ+α )
2 − iγ
N+−1∑
α=1
∫
t
xˆ+α x˙
+
α
− λ
2
N−∑
β=1
∫
t
(xˆ−β )
2 − iγ
N−∑
β=1
∫
t
xˆ−β x˙
−
β .
(B.101)
We introduce the collective variables:
ρ+(x+) =
N+−1∑
α
δ(x+ − x+α (t)) ; ρ−(x−) =
N−∑
β
δ(x− − x−β (t)). (B.102)
and their complex conjugate:
ϕ+(x+) =
N+−1∑
α
xˆ+α δ(x
+ − x+α (t)) ; ϕ−(x−) =
N−∑
β
xˆ−β δ(x
− − x−β (t)).(B.103)
The actual density should be slip in its mean density N
L
(N is the total number
of chains in the system and L the total length of the ring) and the density
ﬂuctuation. Using the mean ﬁeld approximation, we split the density variable
in its mean value and the density ﬂuctuation. We can write: ρ(x, t) = ρ
0
+
∆ρ(x, t) In Fourier space, we have: ρ(k, ω) = ρ
0
+ ∆ρ(k, ω). For the auxiliary
ﬁelds, we assume that the density is equal to the ﬂuctuation. For each density
variable, we have:
∆ρ+(k, t) = ρ+(k, t)− ρ+0 ,
∆ρ−(k, t) = ρ−(k, t)− ρ−0 ,
∆ϕ+(k, t) = ϕ+(k, t),
∆ϕ−(k, t) = ϕ−(k, t),
(B.104)
We deﬁne the following unity expression in term of the densities ﬂuctuation:
1 =
∫
R
[d∆ρ+] [d∆ρ−] [d∆ϕ+] [d∆ϕ−]∫
R
[d ∆̂ρ+] [d ∆̂ρ−] [d ∆̂ϕ+] [d ∆̂ϕ−]
exp
[
i
∫
k,t
∆̂ρ+
(
∆ρ+ − ρ+ + ρ+0
)
+ i
∫
k,t
∆̂ρ−
(
∆ρ− − ρ− + ρ−0
)
+ i
∫
k,t
∆̂ϕ+
(
∆ϕ+ − ϕ+)
+ i
∫
k,t
∆̂ϕ−
(
∆ϕ− − ϕ−)].
(B.105)
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We perform a change of variables by introducing this identity expression in the
generating functional equation (B.98). The Jacobian from the transformation
is one. We have the following expression:
Z =
1
ℵ
∫
R
[dx+` ][dxˆ
+
` ] [d∆ρ
+] [d∆ρ−] [d∆ϕ+] [d∆ϕ−]∫
R
[d ∆̂ρ+] [d ∆̂ρ−] [d ∆̂ϕ+] [d ∆̂ϕ−]
exp
[
L′` + L′0 + L′int + L′′q + L′′3
]
.
(B.106)
With,
L′′q = i
∫
k,t
(
∆̂ρ−∆ρ− + ∆̂ρ−∆ρ− + ∆̂ϕ−∆ϕ− + ∆̂ϕ+ ∆ϕ+
)
. (B.107)
L′′3 = i
∫
t
∆ρ+
N+−1∑
α
δ(x+ − x+α (t)) + i
∫
t
∆ρ−
N−∑
β
δ(x− − x−β (t))
+ i
∫
t
∆ϕ+
N+−1∑
α
xˆ+α δ(x
+ − x+α (t)) + i
∫
t
∆ϕ−
N−∑
β
xˆ−β δ(x
− − x−β (t)).
(B.108)
We use the approximation : exp (L′′3 + L′0) ' exp
[
1
2
〈L′′23〉0
]
. We deﬁne two
super-vectors:
∆ρ((k, ω)) =
(
∆ρ−(k, ω), ∆ϕ−(k, ω), ∆ρ−(k, ω), ∆ϕ+(k, ω)
)
, (B.109)
and
∆̂ρ(k, ω) =
(
∆̂ρ−(k, ω), ∆̂ϕ−(k, ω), ∆̂ρ+(k, ω), ∆̂ϕ+(k, ω)
)
. (B.110)
We therefore have:
exp (L′′3 + L′0) = exp
(
−1
2
∫
ω,ω′
∫
k,k′
∆̂ρ SR
0
∆̂ρ
T
)
, (B.111)
and
exp (Lint + Lq) ' exp
(
− i
2
∫
ω,ω′
∫
k,k′
∆ρ FR
int
∆ρT
+i
∫∫
t,x+
∆ϕ+FRint(x
+ − x+` ) + i
∫∫
t,x−
∆ϕ− FRint(x
− − x+` )
)
.
(B.112)
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After having perform the RPA over all the non labelled chains, we have:
Z =
1
ℵ
∫
R
[dx+` ][dxˆ
+
` ][d∆ρ][d∆̂ρ]
exp
[
−λ
2
∫
t
(xˆ+` )
2 − iγ
∫
t
xˆ+` x˙
+
` + i
∫
t
xˆ+`
N+−1∑
α
FRint(x
+
` − x+α ) + i
∫
t
xˆ+`
N−∑
β=1
FRint(x
+
` − x−β )
]
exp
(
− i
2
∫
ω,ω′
∫
k,k′
∆ρFR
int
∆ρT + i
∫∫
t,x+
∆ϕ+FRint(x
+ − x+` ) + i
∫∫
t,x−
∆ϕ− FRint(x
− − x+` )
−1
2
∫
ω,ω′
∫
k,k′
∆̂ρ SR
0
∆̂ρ
T
)
=
1
ℵ
∫
R
[dx+` ][dxˆ
+
` ][d∆ρ] exp
(
−1
2
∫
ω
∫
k
∆ρ(k, ω)
(
iFR
int
+ (SR
0
)−1
)
∆ρT (k′, ω′)
)
︸ ︷︷ ︸
RPA
exp
[
−λ
2
∫
t
(xˆ+` )
2 − iγ
∫
t
xˆ+` x˙
+
`
]
exp
[
i
∫
t
xˆ+v
N+−1∑
α
FRint(x
+
` − x+α ) + i
∫
t
xˆ+`
N−∑
β=1
FRint(x
+
` − x−β )
+i
∫∫
t,x+
∆ϕ+FRint(x
+ − x+` ) + i
∫∫
t,x−
∆ϕ− FRint(x
− − x+` )
]
=
1
ℵ
∫
R
[dx+` ][dxˆ
+
` ][d∆ρ] exp
(
−1
2
∫
ω
∫
k
∆ρ(k, ω)
(
iFR
int
+ (SR
0
)−1
)
∆ρT (k′, ω′)
)
︸ ︷︷ ︸
RPA
exp
[
−λ
2
∫
t
(xˆ+` )
2 − iγ
∫
t
xˆ+` x˙
+
`
]
exp
[
i
∫
t
∫
x+
xˆ+` ∆ρ
+FRint(x
+
` − x+) + i
∫
t
∫
x−
xˆ+` ∆ρ
−FRint(x
+
` − x−)
+i
∫∫
t,x+
∆ϕ+FRint(x
+ − x+` ) + i
∫∫
t,x−
∆ϕ− FRint(x
− − x+` )
]
=
1
ℵ
∫
R
[dx+` ] [d xˆ
+
` ] [d∆ρ] exp
[
−λ
2
∫
t
(xˆ+` )
2 − i γ
∫
t
xˆ+` x˙
+
`
]
exp
[
i
∫∫
k,ω
f(k) ∆ρ(k, ω) + i
∫
t
f(x+` ) ρ0
]
exp
(
−1
2
∫∫
k,ω
∆ρ(k, ω)
(
iFR
int
+ (SR
0
)−1
)
∆ρT (k′, ω′)
)
︸ ︷︷ ︸
RPA
.
(B.113)
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With
f(x+` ) =
(
xˆ+` F
R
int(x
+
` − x−), FRint(x− − x+` ), xˆ+` FRint(x+` − x+), FRint(x+ − x+` )
)
.(B.114)
and the symmetry relation: FRint(x
− − x+` ) = −FRint(x+` − x−) holds.
The generating functional is therefore given by the expression:
Z =
1
ℵ′
∫
R
[dx+` ] [d xˆ
+
` ] exp
[
−λ
2
∫
t
(xˆ+` )
2(t) − i γ
∫
t
xˆ+` x˙
+
`
]
exp
(
−λ
2
∫∫
k,t
(xˆ+` )
2 a(k) − i γ
∫∫
k,t
xˆ+` (t) b(k)
−i γ
∫
t
xˆ+` (t) c(t) + i
∫
k
d(k)
)
.
(B.115)
Where∫
k
a(k) =
∫
k
[
8
√
2pi sin2 (kl/2) (−f 2 − 2k2 2 + (f 2 − 2 k2 2) cos (kl)
+ 2 f 2 k  sin (kl))n20 (2 k
2 pi2 γ2ω2 + 4 sin2 (kl/2) (−f 2 − 2 k2 2
+ (f 2 − 2 k2 2) cos (kl) + 2 f k2  sin (kl)n20))
]
/
[
2 k2 pi2 γ2 ω2
− 4 k2 pi γ ω sin (kl)n0 − 4 sin2 (kl/2) (−f 2 − 2 k2 2 + (f 2 − 2 k2 2)
cos (kl) + 2 f k  sin (kl)n20) (2 k
2 pi2 γ2 ω2 + 4 k2 pi γ  ω sin (kl)n0
− 4 sin2 (kl/2) (−f 2 − 2 k2 2 + (f 2 − 2 k2 2 + (f 2 − 2 k2 2) cos (kl)
+ 2 f k  sin (kl)n20)
]
.
(B.116)
∫
k
b(k, ω) =
∫
k
4
√
2n20
k5pi3/2λ
[−f + f cos (kl) + k sin (kl)2]2 . (B.117)∫
k
b(k) = 0 because the integral is odd in k.
c(x+` , t) =
∫
x
N
L
(
Fint(x
+
` − x−) + Fint(x+` − x+)
)
=
N
L
fn0 (`− |x+` − x±|) Θ(`− |x+` − x±|).
(B.118)
We Fourier series and take for k = 0, we have: fl
2n0N
L
= fl2n0ρ0∫
t
d(x+` , t) =
∫
x
−N
L
(
Fint(x
+
` − x) + Fint(x+` − x)
)
= −N
L
fn0(`− |x+` − x±|)Θ(`− |x+` − x±|).
(B.119)
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