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Variational quantum algorithms aim at harnessing the power of noisy intermediate-scale quantum
computers, by using a classical optimizer to train a parameterized quantum circuit to solve tractable
quantum problems. The variational quantum eigensolver is one of the aforementioned algorithms
designed to determine the ground-state of many-body Hamiltonians. Here, we apply the variational
quantum eigensolver to study the ground-state properties of N -component fermions. With such
knowledge, we study the persistent current of interacting SU(N) fermions, which is employed to
reliably map out the different quantum phases of the system. Our approach lays out the basis
for a current-based quantum simulator of many-body systems that can be implemented on noisy
intermediate-scale quantum computers.
I. INTRODUCTION
The current information technology era is being re-
shaped by emerging quantum technologies in fields rang-
ing from cryptography to computation. In this con-
text, noisy intermediate-scale quantum (NISQ) comput-
ers may already provide useful applications before fault-
tolerant quantum computation is realized [1, 2].
Interacting many-body ground-states and quantum
phases of matter define important domains in which
NISQ devices could play a pivotal role. The necessary
steps in order to address a many-body problem via a
quantum computer consist of representing the system un-
der scrutiny in terms of qubits, and executing an efficient
algorithm to compute the quantity of interest. The sys-
tem’s specific qubit representation has to be devised care-
fully to optimize the complexity of the resulting quan-
tum circuit. Similarly, a great variety of algorithms have
been proposed, and variational quantum algorithms are
characteristic examples in the NISQ era exploiting the
quantum advantage provided by few-body, noisy quan-
tum computers working alongside classical computers [3].
The Hubbard model, originally introduced to study the
dynamics of electrons in solids [4], is a paradigmatic ex-
ample in addressing the physical properties of strongly
interacting quantum many-body systems, ranging from
superconductivity to quantum magnetism [5]. The Hub-
bard model describes itinerant electrons sensing a local
interaction. With cold atom quantum technology, the
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Hubbard model can be studied with unprecedented con-
trol, and flexibility of the system’s physical conditions [6–
9]. Despite the simple logic implied in the Hubbard
Hamiltonian dynamics, finding its ground-state poses a
challenging problem in many-body physics, whose solu-
tion has been attempted numerous times by exploiting
the most advanced available methods [10]. With no ex-
ception, different quantum algorithms have been devised
to address the problem [11–18], mainly focusing on deter-
mining the ground-state via the application of the afore-
mentioned variational quantum algorithms.
Here, we apply the variational quantum eigensolver
(VQE) [19] to SU(N) Hubbard type models, describing
strongly interacting fermions with N spin-components.
Interacting SU(N) fermions play an important role in
a variety of different contexts ranging from high en-
ergy [20, 21] to specific situations in condensed matter
physics [22–25]. The higher symmetry accounts for a va-
riety of novel phenomena, such as symmetry protected
topological phases, and Mott-insulator transitions at fi-
nite interaction values [26]. Recently, the research scope
on SU(N) fermions has been substantially enlarged by
cold atom quantum technology [27, 28]. Specifically, ex-
periments with alkaline-earth and ytterbium atoms have
simulated SU(N) fermions [29–31] with N as large as
ten. SU(N) cold atoms at the mesoscopic scale can pro-
vide a new platform for atomtronic circuits to widen the
scope of current quantum simulation and access quantum
devices with new specifications [32]. In particular, by us-
ing the logic of current-voltage characteristics of solid
state physics, an important goal of the atomtronics field
is to eventually exploit matter-wave currents to probe
quantum phases of matter. For SU(N) fermions, such
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FIG. 1. Parameterized quantum circuit employed for the VQE. (Left) Mapping an 3-site linear SU(N) Hubbard Hamiltonian
(black spheres) with only nearest-neighbor hopping and on-site interaction to an N -sided qubit prism of length L. The dashed
gray lines represent the hopping term t between same-color qubits, and continuous black lines the on-site interaction U . (Right)
Parameterized quantum circuit for the 3-site SU(3) Hubbard Hamiltonian in the Np = 3 (number of particles) sector starting
from a state with all fermions on the same site. The variational parameters of the parameterized quantum circuit are contained
within the ıSWAP, controlled-Rz and Rz gates. The dashed box corresponds to one variational circuit layer. Note that the
last sequence of entangling gates can be mostly applied in parallel.
a program has been initiated by studying the persistent
current [33].
In this paper, we access the persistent current by
means of a VQE. To this end, we generalize the Jordan-
Wigner transformation applied to two spin-component
fermions [34, 35] to SU(N) fermions. We apply our
fermion-to-qubit mapping to SU(N) Hubbard models in
which a density-density repulsion is also considered, fur-
ther to the characteristic local interaction. By careful
analysis of the complexity and performance of the VQE,
we demonstrate that the quantum correlations character-
izing the ground-state of system can be captured only if
quantum circuits with a suitable depth are considered.
We shall see that SU(N) fermionic systems require a
larger number of layers with respect to two-component
fermionic systems, and how the persistent current dis-
plays distinctive features in the different quantum phases
of the system.
II. SU(N ) FERMION-TO-QUBIT MAPPING
Our physical system is made of a set of SU(N) fermions
localized in a 1D ring lattice with L sites:
H = −t
L∑
i=1
N∑
s=1
(
eı
2πφ
L c†i,sci+1,s + h.c.
)
+ U
L∑
i=1
N∑
s=1
N∑
s′=s+1
ni,sni,s′ + V
L∑
i=1
nini+1 , (1)
where c†i,s (ci,s) creates (annihilates) a fermion with spin-
component s at site i. The s-fermion number operator
is ni,s = c
†
i,sci,s, with the total number operator defined
as ni =
∑
s ni,s on site i. The parameter t is the hop-
ping amplitude of a fermion between nearest-neighbor
sites, while the parameters U and V describe the on-site
and density-density nearest-neighbor interaction, respec-
tively. In this paper, only systems with singlet states
for which the total magnetization Sz = 0 (equal popula-
tion in each color) are considered. Furthermore, we only
consider non-negative values for both U and V .
For V = 0, a superfluid to Mott insulator transition
takes place for a finite value of the local repulsive inter-
action U [26, 36]. Such a transition occurs at finite U
for N > 2. Because of the interplay between U and V ,
different quantum phases can be displayed. Specifically,
the phase diagram involves a superfluid phase, a Mott
phase, and a “beat” phase in which the particle occupa-
tion is modulated along the chain with a vanishing spin
gap [37].
The phase factor eı
2πφ
L in Eq. (1) takes into account the
effective magnetic flux piercing the ring, which is able to
impart a persistent current with the following form:
I (φ) = ı
2πt
L
L∑
i=1
N∑
s=1
〈ψ0| eı
2πφ
L c†i,sci+1,s − h.c. |ψ0〉 , (2)
where |ψ0〉 denotes the ground-state of Eq. (1). For the
case of V = 0, it has been recently demonstrated that
as a combination of the interaction, magnetic flux and
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FIG. 2. The ground-state energy E0(φ) (top panel) and the corresponding persistent current I(φ) (bottom panel) for SU(3)
fermions with different local U and nearest-neighbor V interactions, in the dilute filling regime of the Hubbard model. The profile
of the persistent current gives a clear indication between the a) superfluid, b) Mott and c) beat phases. Exact diagonalization
for L = Np = 3 is used to monitor the results obtained by the VQE. Three layers are required in order for the ground-state
energy of the latter to match the former.
spin correlations, the effective elementary flux quantum
φ0 which fixes the persistent current periodicity, is ob-
served to evolve from a single particle one to an extreme
case of fractional flux quantum, in which one flux quan-
tum is shared by all the particles. Such a phenomenon
reflects a type of attraction from repulsion: despite the
repulsive interaction, spin correlations can lead to many-
body states reacting as if they were bound states of
fermions [33].
To implement the VQE on a NISQ computer, it is cru-
cial to represent the system described by Eq. (1) in terms
of qubits [12, 13, 38, 39]. To this end, we extend the
Jordan-Wigner transformation originally devised for two-
component fermions [34, 35, 40] to the general SU(N)
case. We introduce N sets of Pauli operators, one for
every spin-component s, hereafter called color, of the
fermionic atom. The mapping assumes the following
form:
c†i,s =
∏
j<n
σzjσ
+
n , (i, s) −→ n = i+ sL . (3)
In this way, up to the standard Pauli-string operator∏
j<n σ
z
j , a fermion of color s on site i is mapped onto
a spin- 12 operator σ
+
n acting on site n = i + sL (of the
qubit lattice). As a consequence, a system of Np SU(N)
fermions on L sites is mapped into NL qubits, where Np
is the number of particles. It is straightforward to show
that the mapping in Eq. (3) preserves fermionic commu-
tation rules independently of the chosen order of the color
s appearing in the definition of n. In the following, with-
out loss of generality, we adopt an increasing order for s,
meaning n′ > n for fermionic operators with s′ > s. The
Hamiltonian of Eq. (1) is thus mapped to
H =− t
∑
i,s
(
σ+i+sLσ
−
i+sL + h.c.
) i−1+sL∏
j=i+1+sL
σzj
+
U
4
∑
i,s<s′
(
1− σzi+sL
) (
1− σzi+s′L
)
+
V
4
∑
i,s,s′
(
1− σzi+sL
) (
1− σzi+s′L
)
. (4)
The aim of the VQE is to find a set of parameters ~θ
able to obtain a quantum state |ψ(~θ)〉, that minimizes
the expectation value of the energy E(~θ) of a Hamilto-
nian, through a shallow parameterized quantum circuit
U(~θ) acting on an initial state |ψ〉. The optimization
is achieved through an adiabatically-assisted quantum-
classical loop of a classical minimization process using
evaluations of the parameterized quantum circuit [41].
We propose a variational ansatz inspired by the extension
of the Jordan-Wigner transformation to SU(N) fermions,
that can be seen in Fig. 1, by adopting a number-
preserving ansatz using parameterized ıSWAP gates as
a model for the hopping terms between sites represent-
ing the same color. The interaction terms, as well as the
on-site terms, between fermions of a different color, are
represented by controlled-Rz and Rz gates, respectively.
We have simulated the quantum circuits using the Qibo
API [42, 43], disregarding the influence of noise and the
impact of finite sampling. The classical optimization
technique employed in the quantum-classical loop is the
BFGS method [44], a gradient-based approach, which in-
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FIG. 3. The ground-state energy E0(φ) (top panel) and
the corresponding persistent current I(φ) (bottom panel) for
SU(3) fermions with different local U and nearest-neighbor
V interactions, in the dilute filling regime of the Hubbard
model. Exact diagonalization for L = 5 and Np = 3 is used
to monitor the results obtained by VQE.
volves the computation of the inverse Hessian matrix.
Finally, we benchmark our results using the exact di-
agonalization methods provided by the QuSpin software
package [45, 46]. In our approach, we monitor the per-
sistent current given in Eq. (2), that we access by means
of a VQE subroutine.
III. RESULTS
First, we discuss the results of the VQE for commensu-
rate and incommensurate SU(3) models found in Figs. 2
and 3, respectively, with different values of the parame-
ters U and V corresponding to different physical regimes
in the phase diagram of the system. At φ = 0, the fi-
nal optimal parameters of each case were determined by
training the VQE with random initialization. However,
each subsequent instance of the VQE, tasked with finding
the ground-state energy of the model with the next iter-
ation of φ, was fed the optimal parameters from the pre-
vious instance. This form of adiabatic assistance, along
with the symmetry of the ground-state energy along the
degeneracy point φ/φ0 = 0.5, offers a significant speed up
in mapping out the ground-states of the extended Hub-
bard Hamiltonian over the entire range of φ, which is
necessary for determining the persistent current.
In the lower panels of Figs. 2 and 3 we monitor the per-
sistent current given in Eq. (2). We notice that the dis-
continuities of I (φ), resulting from energy level crossings
by varying φ, are fully captured, indicating the occur-
rence of spinon creation in the ground-state [33]. We note
that such a phenomenon is only captured by the VQE if
a sufficient number of layers are considered. This feature
is consistent with the general theory signifying that the
flux quantum fractionalization is a genuine many-body
correlation effect. We also notice that, for small U and
FIG. 4. Values for the bipartite entropy S(φ) of half the qubit
chain for a) SU(3) and b) SU(4) for an increasing number of
ansatz layers for a Hubbard model with U = 1 and V = 0.5
at commensurate fillings, namely, Np = N . c) A detail on
φ = 0.5 can be seen where SU(2) and SU(3) examples quickly
reach the entropy of the exact diagonalization state, while
the SU(4) case still requires more correlations to be built up
within the quantum circuit to fully approximate the ground-
state (see Fig. 8 in the Appendix).
V , a shallow circuit estimates the ground-state with high
accuracy. However, the correlations that are present for
larger U and V necessitate more ansatz layers to fully
capture the ground-state of the model. We use the en-
tanglement entropy of the final state as an additional
measure to gauge how closely the VQE reproduces the
desired ground-state.
We note that by increasing the number of layers of the
parameterized quantum circuit, the entanglement in the
ground-state increases, as shown in Fig. 4. This layer-by-
layer build up of entanglement is crucial to capture the
correlations of the target quantum state. It is only af-
ter the parameterized quantum circuit has enough depth
to reach the target entanglement entropy, that the VQE
can start to approximate the target observable with high
precision, as previously shown in Ref. [47]. We observe
that correctly taking the ground-state entanglement into
account is very important to capture the physics of the
system.
The number-preserving ansatz we introduce explores a
subspace of the Hilbert space of size
∏N
s=1
(
L
Ns
)
for SU(N)
fermions in L sites, where Ns is the number of fermions
of color s. Therefore, the number of layers needed to
properly capture the ground-state energy will depend on
the expressibility of this ansatz in covering the reduced
subspace. In order to reduce the number of parameters
needed for the VQE, one could introduce a translationally
invariant ansatz, to account for the periodic nature of the
fermionic chains studied. If, as in our examined models
(Figs. 2 and 3), we suppose that Ns = Ns′ for all colors s
and s′, then this symmetry reduces the relevant basis of
the problem to LN−1 states. However, this ansatz would
need non-trivial and non-local quantum gates, which are
not suitable for implementation in NISQ computers.
5
IV. CONCLUSION
In this work, we simulated a VQE program on
SU(N) fermions. As an important technical step,
we extended the Jordan-Wigner transformation to N -
component fermions. Our work provides a specific in-
stance of a current-based quantum simulator: the physics
of the system is probed by the current response to the
gauge field. Specifically, we consider a 1D ring lattice of
the Hubbard type, and we monitor the persistent current.
We have then applied the SU(N) fermion-to-qubit
mapping, using it to determine the ground-state energy
of the Hubbard Hamiltonian via the VQE. We have found
that the ground-state energy can be approached by utiliz-
ing a number-preserving ansatz, similarly to what is done
for the SU(2) case [12]. However our ansatz is general-
ized to the SU(N) fermion case, and optimized to mini-
mize the depth, and the number of gates and parameters
needed to achieve the ground-state of the magnetic-flux-
induced extended Hubbard Hamiltonian. In this con-
text, it would be interesting to consider SU(N) gener-
alization of other two-component fermion-to-qubit map-
pings, such as the Bravyi-Kitaev [48] and Ball-Verstraete-
Cirac [49, 50] encodings. Further optimization to this
model would include the so-called state preparation and
measurement mitigation [51], contextual optimization
[52], implementation of exchange symmetries [53, 54],
noise tailoring through randomization protocols [55], and
noise-aware logical-to-physical qubit mappings [56] when
running on quantum hardware. These methods for min-
imizing noise could be investigated and applied to the
proposed parameterized quantum circuit, in order to ob-
tain a further optimized algorithm for the determination
of the ground-state energy of the Hubbard Hamiltonian
(and other similar quantum models) on NISQ computers.
In view of the recent interest for the SU(N) Hubbard
model, motivated both by its experimental realization
with cold atoms, and its relevance in modeling meso-
scopic quantum devices stemming from the rapidly devel-
oping atomtronics technology, our work opens this model
for investigation via variational quantum algorithms. At
the same time, the proposed SU(N) fermion-to-qubit
mapping may prove useful in addressing the Hubbard
model via classical algorithms originally developed for
SU(2) models, such as tensor network states [57], and
specifically, Ppdf [58], providing further incentive in in-
vestigating some of the results obtained in this paper
The code is publicly available on GitHub [59].
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APPENDIX
A. Details on the SU(N ) Fermion-to-Qubit
Mapping
The Hubbard Hamiltonian in Eq. (1) can be general-
ized to incorporate symmetric long-range hopping and
interaction terms, transforming into
H =−
L∑
i=1
bL2 c∑
r=1
N∑
s=1
tr
(
eı
2πφ
L c†i,sci+r,s + h.c.
)
+ U
L∑
i=1
bL2 c∑
r=1
N∑
s=1
N∑
s′=s+1
ni,sni,s′
+
L∑
i=1
bL2 c∑
r=1
Vrnini+r , (5)
where tr is the hopping amplitude of a fermion between
sites at a distance r, U is the on-site interaction, and Vr
is the interaction between fermions at a distance r, with
r being at most L2 due to the closed nature of the model.
Given that the SU(N) fermion-to-qubit mapping is in-
dependent of the parameters of the Hamiltonian, Eq. (5)
(containing both site-dependent long-range hopping and
interaction terms) can also be mapped to a qubit Hamil-
tonian, although with different geometry and interaction
patterns:
H =−
∑
i,s,r
tr
(
eı
2πφ
L σ+i+sLσ
−
i+r+sL + h.c.
) i+r−1+sL∏
j=i+1+sL
σzj
+
U
4
∑
i,s<s′
(
1− σzi+sL
) (
1− σzi+s′L
)
+
∑
i,r,s,s′
Vr
4
(
1− σzi+sL
) (
1− σzi+r+s′L
)
, (6)
B. VQE Implementation
Determining the ground-state energy of the Hubbard
model model requires the generation of an initial state,
and a parameterized quantum circuit able to modify the
quantum state, with observable measurements efficiently
calculating the expectation value of the ground-state. As
the number of fermions for each color is conserved, the
spin configuration of the initial state, i.e. the number of
qubits in the |1〉 state, must be preserved with regards
to the mapping. As a consequence, the quantum gates
(unitary operations) in the parameterized quantum cir-
cuit must be in the form of Pauli terms present in the
Hubbard Hamiltonian. Note that the ladder operators of
the transformed hopping terms can be rewritten in terms
of X and Y Pauli operators (ignoring qubit indices and
Z operators without loss of generality) as follows:
6
(eı
2πφ
L σ+σ− + e−ı
2πφ
L σ−σ+) = eı
2πφ
L
(X + ıY )
2
(X − ıY )
2
+ e−ı
2πφ
L
(X − ıY )
2
(X + ıY )
2
=
1
4
(
eı
2πφ
L (XX − ıXY + ıY X + Y Y ) + e−ı
2πφ
L (XX + ıXY − ıY X + Y Y )
)
=
1
4
((
eı
2πφ
L + e−ı
2πφ
L
)
(XX + Y Y )− ı
(
eı
2πφ
L − e−ı
2πφ
L
)
(XY − Y X)
)
=
1
2
(
cos
(
2πφ
L
)
(XX + Y Y ) + sin
(
2πφ
L
)
(XY − Y X)
)
. (7)

1 0 0 0
0 cos(θ) −ı sin(θ) 0
0 −ı sin(θ) cos(θ) 0
0 0 0 1
 = ıSWAP(θ)
FIG. 5. Hopping term represented by the ıSWAP gate.

1 0 0 0
0 1 0 0
0 0 e−ıθ 0
0 0 0 eıθ
 =
Rz(θ)
FIG. 6. Interaction term represented by the controlled-Rz
gate.
(
e−ıθ 0
0 eıθ
)
= Rz(θ)
FIG. 7. On-site term represented by the Rz gate.
With these operators, we can finally assemble the pa-
rameterized quantum circuit for the determination of the
ground-state of the Hubbard model, as shown in Fig. 1.
In Figs. 5, 6, and 7, we present the quantum gates de-
scribing the hopping, interaction and on-site terms, re-
spectively.
1. Circuit Complexity
Here we will give a brief analysis of basis gate de-
compositions where we assume that the native gate set
is composed of any one-qubit gate and controlled-NOT
(CNOT) gates. For the sake of simplicity, in the follow-
ing we determine the effective circuit depth of a single
ansatz layer, by assuming that the gate times and errors
of one-qubit gates are significantly less than those of a
typical CNOT gate [60]. A single ansatz layer consists of
a one-qubit sublayer composed of Rz gates, with the first
entangling sublayer incorporating the hopping terms, fol-
lowed by the sublayer containing the interaction terms.
Each ıSWAP gate introduces three CNOT gates [61],
while each interaction term consisiting of a controlled-
Rz gate decomposes into two CNOT gates [62]. Thus,
the hopping sublayer consists of N(L− 1) ıSWAP gates
and the interaction sublayer is composed of L(N − 1)
controlled-Rz gates. Therefore, the total number of de-
composed CNOT gates is equal to 5NL−3N−2L. Look-
ing at the circuit depth, The hopping sublayer garners a
depth of 3(L−1), with the interaction sublayer achieving
a depth of 2(N − 1). Hence, the effective depth of the
parameterized quantum circuit is equal to 2N + 3L− 5.
Now counting the number of parameters, The hopping
sublayer consists of N(L−1) parameters, with each one-
qubit sublayer having NL parameters, while the interac-
tion sublayer consists of L(N−1) parameters. Thus, each
ansatz layer incorporates 3NL−N−L parameters, along
with the last one-qubit sublayer introducing an extra NL
parameters at the end of the circuit.
In each instance of the VQE, we considered an initial
state starting in the computational basis equating to the
spin configuration of the intended model. In fact, this
ansatz allows for the simple notion of error detection to
be implemented: by checking the Hamming weight (the
number of 1s in the binary result) of the output and
confirming that it is conserved with respect to each indi-
vidual spin color. If a non-conserved binary string is out-
putted, then one can be certain that an error occurred
during computation and the result of the VQE can be
disregarded.
2. Measurement
By decomposing the Hubbard Hamiltonian given in
Eq. (4) into Pauli-strings, we end up with the following:
H = −
∑
i,r,s
tr
(
σ+i+sLσ
−
i+r+sL + σ
−
i+sLσ
+
i+r+sL
) i+r−1+sL∏
j=i+1+sL
σzj
+
1
4
∑
i,r,s,s′
Vrσ
z
i+sLσ
z
i+r+s′L +
U
4
∑
i,s
σzi+sLσ
z
i+s′L
− 1
2
(
Nλ(~V ) +
N − 1
2
U
)∑
i,s
σzi+sL
+
NL
2
(
N
2
λ(~V ) +
N − 1
4
U
)
, (8)
7
where
λ(~V ) =
bL2 c∑
r=1
gL(r)Vr , (9)
with ~V =
{
V1, V2, . . . , VbL2 c
}
and gL(r) = 1 if r <
L
2 ,
or 1/2 if r = L2 . Note that λ(1) =
∑bL2 c
r=1 gL(r) is the
number of edges in a circulant graph [63] having edges
of up to distance L2 representative of the layout of a 1D
ring lattice.
The Hubbard Hamiltonian thus consists of NL XX,
Y Y , XY and Y X terms, NL(3N − 1)/2 ZZ terms, NL
Z terms, and one constant term (which can be excluded
from measurements), adding to a total of 3NL(N + 3)/2
measurement terms, meaning that naively taking sepa-
rate energy measurements for each term in the Hamilto-
nian would prove to be severely error-prone. One solution
to this problem is incorporating commuting sets of ob-
servables and measuring them in parallel [64, 65]. Imme-
diately, it can be observed that the ZZ and Z terms can
be measured in parallel, since they are already diagonal
operators (and thus commuting) in the computational
basis. The simplest way is to take the original form of
(I − Zi)(I − Zj)/4 = |11〉 〈11|ij for the ZZ terms and
(I −Zi)/2 = |1〉 〈1|i for the Z terms, as given directly in
Eq. (4). Hopping terms can be divided into three sets: a)
the even-odd hopping terms, i.e. the terms in Eq. (7) act-
ing on qubits 0-1, 2-3, 4-5, . . .b) the odd-even hopping
terms, i.e. qubits 1-2, 3-4, 5-6, . . . , and lastly c) the
closed hopping term acting on qubits 0-(L − 1), along
with the Z terms in between. To measure the hopping
terms given in Eq. (7), a unitary operator that diagonal-
izes pairs of qubits in the hopping basis is given by
UL(φ) =

1 0 0 0
0 1√
2
eı
2πφ
L√
2
0
0 e
ı
2πφ
L√
2
− e
ı
4πφ
L√
2
0
0 0 0 1
 . (10)
This unitary operator is responsible for transform-
ing the hopping terms in Eq. (7) to the diagonal basis
|01〉 〈01|−|10〉 〈10|. It is significant to note that applying
sets of this transformation before measuring effectively
increases the circuit depth by a further three CNOT gates
[61].
This implies that only four sets of measurements are
needed to calculate the expectation value of the Hamilto-
nian containing only nearest-neighbor hopping. It is also
significant to note that if the number of spins for each
color is odd, and the number of sites is even, then one
can ignore the σz terms in between the closed hopping
term, such as for example
(
σ+Lσ
−
1 + h.c.
)∏L−1
j=2 σ
z
j −→(
σ+Lσ
−
1 + h.c.
)
, due to parity symmetry. This will en-
able the closed hopping term to fit in with the set of
even-odd hopping terms, further reducing the total sets
of measurements to three.
C. Results for SU(4)
Here we showcase results with matching parameters as
in Fig. 2, but for the case of a commensurate SU(4) Hub-
bard model. In Fig. 8, for small values of U and V (left
panels), five layers are enough to capture the ground-
state energy, yet for higher interaction terms (right pan-
els) the VQE does not build up enough correlations in or-
der to approximate the ground-state energy (see Fig. 4).
FIG. 8. The ground-state energy E0(φ) (top panel) and
the corresponding persistent current I(φ) (bottom panel) for
SU(4) fermions with different local U and nearest-neighbor V
interactions, in the dilute filling regime of the Hubbard model.
Exact diagonalization for L = Np = 4 is used to monitor the
results obtained by VQE.
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