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Upcoming observations from the Simons Observatory have been projected to constrain the tensor-
to-scalar ratio, r, at the level of σ(r) =0.003 [1, 2]. Here we describe one of the forecasting algorithms
for the Simons Observatory in more detail, based on cleaning CMB polarization maps using a
parametric model. We present a new code to perform this end-to-end forecast, and explore the
assumptions in greater detail. If spatial uniformity of the spectral energy distribution of synchrotron
radiation and thermal dust emission is assumed over the region planned for observations, covering
almost a fifth of the sky, a bias of order 1–3σ in r is projected for foreground models consistent
with current data. We find that by masking the most contaminated regions of sky, or by adopting
more parameters to describe the spatial variation in spectral index for synchrotron and dust, such a
bias can be mitigated for the foreground models we consider. We also explore strategies for testing
whether the cleaned CMB polarization maps contain residual foreground contamination, including
cross-correlating with maps tracing the foregrounds. This method also has applications for other
CMB polarization experiments.
I. INTRODUCTION
Over the past two decades the anisotropies in the tem-
perature of the Cosmic Microwave Background (CMB)
have been measured with increasing accuracy. These
measurements are compatible with the ΛCDM cosmo-
logical model, and have allowed us to constrain its pa-
rameters with outstanding accuracy [e.g., 3].
Additional information about the history of the Uni-
verse is contained in the polarized anisotropies of the
CMB. The CMB is linearly polarized, and can be decom-
posed into two (pseudo)-scalar fields, E and B. Primary
E modes are sourced by scalar perturbations, but pri-
mary B modes are only sourced by tensor perturbations
produced by gravitational waves, making them a target
for constraining inflationary models [e.g., 4, 5] or testing
alternative models for the early universe [6]. Measure-
ments of primordial B modes are usually parameterized
by the tensor-to-scalar ratio, r, defined to be the ratio
between the power in tensor perturbations and scalar
perturbations at a specific scale. Currently, the best con-
straints on r (r0.05 Mpc−1 < 0.07, 95% C.L.) come from
BICEP2 / Keck Array data combined with Planck and
WMAP data [7].
Many experiments, including ACT [8], SPT-3G [9],
BICEP3 / Keck array [10], the Simons Array [11] and
CLASS [12] are measuring the polarized anisotropies
of the CMB with improved precision, over a range of
scales. The Simons Observatory [1] is an experiment for
the 2020s that will consist of multiple telescopes in the
Chilean Atacama desert. It will have a 6 m Large Aper-
ture Telescope (LAT) with arcminute-scale resolution,
and an array of three 0.42 m refracting Small Aperture
Telescopes (SAT). It is these that are targeted at measur-
ing degree scale B modes. During a similar time frame
the BICEP Array will operate from the South Pole, also
targeting degree-scale B-modes [2].
Other processes on the sky produce B modes, which
may contaminate observations of CMB primaryB modes,
leading to a bias in the estimation of r, or an increase in
the uncertainty, σ(r). Polarized radiation from sources
within our own Galaxy is well-known to contaminate
large scale observations in all directions and at all fre-
quencies [e.g., 13]. On sub-degree scales, gravitational
lensing of the CMB by structure between the surface of
large scattering and today mixes primary E and B modes
[14], acting as an additional source of confusion noise for
primordial B modes.
As the sensitivity of B mode observations improves,
our ability to make inferences about cosmology will be
limited by our modeling of both gravitational lensing
and polarized Galactic foregrounds. To date, an array
of methods for modeling Galactic foregrounds have been
suggested [e.g, 15–17]
In this paper we present a foreground-removal pipeline
similar to that used in [16], which fits the foregrounds
parametrically. We use it to demonstrate the ability of
Simons Observatory to place improved constraints on the
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2tensor-to-scalar ratio in the presence of large-scale Galac-
tic foregrounds. It is a new implementation of one of the
algorithms already described in The Simons Observatory
Collaboration [1], hereafter SO19. We find that the nom-
inal design of SO, with simple foregrounds, no delensing,
and in the absence of additional systematic uncertainties,
should achieve a constraint of σ(r) ≤ 0.003. In this paper
we extend the forecasts presented in SO19, exploring the
effect of masking and fitting the foregrounds with spa-
tially varying spectral parameters. This method should
also be applicable for analysis of data from the BICEP
Array and other CMB polarization experiments.
We also also show how cross-correlations of the cleaned
maps with Galactic tracers can be used to detect residual
foregrounds.
The paper is structured as follows: in Section §II we
describe the synthetic observations, in §III the compo-
nent separation technique used, the estimation of power
spectra from cleaned CMB maps, and the inference of
the tensor-to-scalar ratio. In §IV we present the results
of applying our pipeline to the SO design, and in §V dis-
cuss the results and their implications.
II. SIMULATIONS
In this section we describe the simulations on which
these forecasts are based. As in SO19 we use the PySM[18]
software [19] to produce Q and U maps of Galactic dust
and synchrotron emission at the nfreqs frequencies ob-
served by SO. Using bold-face font to represent vectors,
and sans-serif font to indicate matrix quantities, PySM
models may be summarized by:
s(nˆ) = F(β(nˆ)) ·T(nˆ), (1)
where nˆ is a unit vector in the direction (θ, φ), s(nˆ) is a
nfreq × npol × npix vector containing npol maps with npix
pixels, T is a ncomp × npol × npix vector containing tem-
plates of the emission of each of the ncomp components at
a frequency ν0, and F is a (nfreq×npol×npix)× (ncomp×
npol×npix) matrix, containing the component SEDs that
scale each component from its reference frequency to the
observed frequency ν, and β represents the parameters of
the assumed model SED, which may be spatially varying.
We follow SO19 by modeling instrument beam, B(nˆ),
as a symmetric Gaussian, parameterized by a full width
at half maximum, θFWHMν , and non-uniform correlated
noise, n(nˆ):
d(nˆ) = s(nˆ)~B(nˆ) + n(nˆ). (2)
We use the synthetic observations d(nˆ) as inputs to the
component separation algorithm. In the rest of this sec-
tion we elaborate on the model choices made in each of
the simulation steps.
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FIG. 1. The analytic model SEDs of the CMB, thermal dust,
and synchrotron described in Section II A. Amplitudes have
been rescaled to compare just the shapes of the curves. The
vertical lines indicate frequencies at which SO is due to make
observations; two channels characterize the low frequency syn-
chrotron, two channels characterize the high frequency dust,
and two channels observe the CMB around 100 GHz.
A. Galactic simulations
We consider two foreground models in this study, both
of which have polarized synchrotron and dust compo-
nents. The synchrotron emission is produced by fast-
moving electrons interacting with the Galactic magnetic
field. Infrared emission from dust grains in the interstel-
lar medium comes from their absorbtion of light from the
interstellar radiation field. Both components are polar-
ized due to alignment by the Galactic magnetic field.
The two PySM models we consider are:
simset1 This corresponds to the ‘a1d1f1s1’ model
of PySM, and the ‘standard’ model of SO19. It has
power-law synchrotron emission with a spatially varying
synchrotron index estimated from WMAP data [20].
The dust emission is described by a modified blackbody
with Iν ∝ νβBν(T ), where T is the temperature of the
dust, and β is the opacity index. It has a spatially
varying dust emissivity and temperature estimated from
Planck data. The emission of each component as a
function of frequency is shown in Fig 1.
simset2 This model modifies the synchrotron spectral
index map of simset1 by adding power at small scales us-
ing a Gaussian realization of a power law power spectrum
3∝ `−2.6 [13]. This model is referred to as the ‘high-res
βs’ model used in SO19.
B. CMB
The PySM code simulates the primary CMB by cre-
ating Gaussian realizations of a given set of theoretical
power spectra, calculated for a given cosmology. We use
a theoretical power spectrum for the fiducial Planck 2018
cosmological parameters [3], with no tensor-to-scalar ra-
tio, r = 0. PySM uses the healpy implementation of
synfast to generate primary CMB realizations of tem-
perature and polarization. It then uses the taylens[21]
[22] software to apply the displacements of the primary
CMB caused by gravitational lensing.
C. Sky area and expected noise levels
As described in SO19, the Simons Observatory plans
to conduct two surveys: a large survey covering about
40% of the sky, conducted by the LAT, and a smaller
survey of the cleanest ∼ 10 − 20% of the sky using the
SATs [23].
The noise model used in this study is described in de-
tail in SO19, and we summarize it here. Two noise levels
are considered: the ‘baseline’ design assumes a raw sen-
sitivity based on the achieved performance of previous
ground based experiments such as ABS [24], BICEP
[25], and QUIET [26, 27], and a ‘goal’ design which
will require more abitious detector development. These
raw sensitivities are multiplied by an observing efficiency
of 20%, accounting for all data cuts, observing down-
time and instrument calibration, based on the efficiency
achieved during observations at the same site by the ACT
experiment.
The 1/f noise induced in the insrument by atmospheric
loading and instrument systematics is parameterized as
an additional term in the noise power spectrum that in-
creases at large scales:
N` = Nwhite
[
1 +
(
`
`knee
)αknee]
, (3)
where αknee and `knee are the knee index and multipole,
respectively. The range of parameters we consider here,
as in SO19, are summarized in Table 1. In Figure 2 we
show the individual frequency noise curves, from SO19,
for the optimistic knee multipole, and goal sensitivity,
compared to the lensing B mode spectrum.
Due to the large field of view of the SAT, the survey
design has non-uniform depth. Therefore, in modeling
the noise properties it is important to weight noise real-
izations by the relative hit density. We follow the same
procedure as in SO19 to generate noise realizations with
this non-uniform hit density, and non-white noise.
In SO19, the effect of the resolution of the lowest two
frequency channels on constraints on r was studied. It
was found that the impact of the resolution of these chan-
nels did not affect the achieved sensitivity dramatically.
In order to simplify the later analysis, we therefore make
the assumption that all frequencies have the same 30′
FWHM resolution.
We generate 200 Monte Carlo realizations of the noise
and CMB, and use a common foreground realization for
this suite of simulations.
III. COMPONENT SEPARATION AND
PARAMETER ESTIMATION
In this section we describe the map-space component
separation algorithm, and the subsequent estimation of
power spectra and parameters from the cleaned maps.
A. Component separation
Our component separation method follows the BFoRe
method described in Alonso et al. [16]. We take the sim-
ulated sky maps, d, and model them as a linear combi-
nation of components with spatially varying SEDs, and
noise:
d(nˆ) = F(θ(nˆ)) ·T(nˆ) + n(nˆ), (4)
where F(θ(nˆ)) is the mixing matrix containing dif-
ferent component SEDs, with parameters θ(nˆ) =
{βd(nˆ),Td(nˆ),βs(nˆ)}, T(nˆ) is a vector of component
templates at a specific reference frequency, and n is a
noise term. Comparing to 2 we see that this is essen-
tially the ‘correct’ model, modulo the permitted degree
of spatial variation of the spectral parameters θ(nˆ), and
beam-convolution.
Under the assumption of Gaussian noise we can write
down the likelihood for the data:
− 2 ln[L(T,θ|d)] ∝ (d− F ·T)TN−1(d− F ·T) (5)
where N−1 is the data covariance. We simplify the anal-
ysis by assuming that the noise is diagonal in pixels and
frequencies, however we emphasize that the true noise in
non-white, making this approach sub-optimal. This as-
sumption allows us to write the covariance as a diagonal
matrix:
(N−1)(i,j,ν),(i′,j′,ν′) = σ2P δ(i,j,ν),(i′,j′,ν′). (6)
Under this assumption, the likelihood can be separated
into a product over Nspec large pixels in which the spec-
tral parameters are allowed to vary. In principle, these
large pixels are not tied to any particular pixelization
scheme, but can be implemented as any arbitrary shape
intended to follow the true spatial variation of spectral
parameters. The complexity of the foreground model can
be increased by allowing more parameters to vary in the
fit, or by increasing the number of independent patches.
4TABLE 1. Simons Observatory expected instrument properties, from The Simons Observatory Collaboration [1]. The noise
levels σI are the intensity white noise levels in µKamin for a sky area of fsky = 0.1, with polarization noise
√
2 higher. The
parameters `knee and αknee quantify the 1/f model in Eq. 3. Here θFWHM is the full-width at half-maximum in arcminutes
which in reality varies as a function of frequency. In SO19 it was found that the low resolution of the 27 GHz and 39 GHz
channels does not limit the constraints on r. Therefore, for simplicity we use θFWHM = 30
′ for all channels.
Frequency (GHz)
`knee αknee
σI (µK amin) θFWHM (
′)
optimistic pessimistic goal baseline
27 30 15 -2.4 25 35 91
39 30 15 -2.4 17 21 63
93 50 25 -2.6 1.9 2.6 30
145 50 25 -3.0 2.1 3.3 17
225 70 35 -3.0 4.2 6.3 11
280 100 40 -3.0 10 16 9
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FIG. 2. Expected noise curves for SAT polarized observations, from The Simons Observatory Collaboration [1], for baseline
sensitivity and optimistic `knee parameter. The lensing power spectrum is also shown for comparison.
Unless otherwise stated, during the rest of this pa-
per we maximize the likelihood in equation 5 by varying
only the dust and synchrotron spectral indices, βd(nˆ)
and βs(nˆ), keeping the temperature fixed at 20 K. We
carry out this maximization in each large pixel, and for
each Monte Carlo realization of CMB and noise. This is
equivalent to marginalizing over the spectral indices for
a single realization.
B. B mode power spectrum estimation
In order to constrain the tensor-to-scalar ratio we first
calculate the power spectrum from the cleaned CMB
Q(nˆ) and U(nˆ) maps. The transformation from P =
(Q(nˆ),U(nˆ)) to P′`m = (E`m,B`m) is inherently non lo-
cal as it requires the calculation of spherical harmonic
527 GHz 39 GHz 93 GHz
145 GHz 225 GHz 280 GHz
102 101 100 10 1 0 10 1 100 101 102
K
FIG. 3. Maps in Galactic coordinates showing simulations of the Q Stokes parameter for simset1 with the baseline sensitivity
and optmistic `knee configuration of SO. Note that the colorscale is a combination of a linear scale between (−0.1, 0.1) µK and a
log scale outside this range, to display structure over a large dynamic range. In the 27 GHz channel, the large scale structure of
synchrotron emission is visible, with the North Galactic Spur clearly visible above the Galactic plane. At the CMB frequencies
93 GHz and 145 GHz, the CMB E mode polarization becomes visible at high Galactic latitudes. At the highest frequency
channels the morphology of dust emission becomes dominant.
transforms:
P′`m =
∫
4pi
dΩ Y ·P, (7)
where Y is a 2 × 2 matrix, with each element being a
specific combination of spin-weighted spherical harmon-
ics [e.g., 28].
Ground based instruments observe only part of the sky,
and so can only access the true sky, multiplied by some
window function, w(nˆ): P˜(nˆ) ≡ (w(nˆ)Q(nˆ),w(nˆ)U(nˆ).
A naive calculation using the standard pseudo-power
spectrum technique [29] will mix E and B modes, and
if not accounted for increases the variance of the esti-
mated B modes, limiting the achievable constraints on
the tensor-to-scalar ratio [30, 31].
To correct for this effect we use a ‘pure’ estimator of the
power spectrum [28, 31, 32], which is equivalent to first
calculating the naive pseudo-spectrum of the maps over
some mask, w(nˆ), and then calculating and removing
the leaked E modes [28]. This method assumes that the
applied mask satisfies Dirichlet and Neumann boundary
conditions. Therefore, we apply an additional tapering
to the inverse variance map that would usually be used
in the calculation of the power spectrum. In this work
we use the publicly available NaMaster[33] code. For de-
tails of the implementation see the NaMaster documen-
tation and Alonso et al. [34], and for further theoretical
background see Grain et al. [28], Smith [31], Smith and
Zaldarriaga [32].
Due to the limited sky coverage, there is insufficient
information to invert the mode coupling matrix for all
multipoles. Instead we coarse-grain the matrix by defin-
ing some binning scheme. In this work we use the binning
operator:
W`b` =
1
∆`
Θ(`− `b)Θ(`− `b + ∆`), (8)
where Θ is the Heaviside function, `b denotes the band-
power, and ∆` is the width of each bin, which we choose
to be ∆` = 5. Then estimates of the binned power spec-
trum are:
CXX`b =
∑
`
W`b`
∑
m
|a˜XX`m |2
2`+ 1
. (9)
From the cleaned Monte Carlo simulations we calcu-
late the expected power spectrum, and its covariance. In
order to avoid noise bias, we cross-correlate only cleaned
maps with different noise realizations.
C. Cosmological parameter likelihood
The full posterior for the individual bandpowers is
non-Gaussian. However, for high enough multipoles the
6central limit theorem justifies a Gaussian approximation
[35]. The combination of the compact observing region
and atmosphere-induced systematics, limit constraints
on large scale modes. Therefore, we consider only ` > 30,
for which the Gaussian approximation is valid:
−2 ln[L(r,AL)] = (CˆBB`b − CBB`b (r,AL))TCov(CˆBB`b , CBB`b )−1(CBB`b − CBB`b (r,AL)),
CBB`b = rC
BB,prim
`b
(r = 1) +ALC
BB,Lens
`b
(AL = 1),
(10)
where the measured power spectrum is indicated by the
hat, and the model, CBB`b , is the sum of a primordial
term and a lensing term, CBB,Lens`b (AL = 1) is a template
for the lensing contribution, and CBB,prim`b (r = 1) is a
template for the primordial contribution, both of which
are calculated using the CLASS code with Planck 2018
cosmological parameters [3] and r = 1. Equations 10
are given at the bandpowers `b, having accounted for the
effects of bandpower averaging and inversion of the mode
coupling matrix [e.g., 28, 34].
We sample this likelihood for these two parameters us-
ing the emcee package, and summarize the posterior on
r by marginalizing over the lensing amplitude and calcu-
lating the median and standard deviation of the posterior
distribution.
IV. RESULTS
In this section we present the results of applying the
foreground separation algorithm described in Section III
to the simulations described in Section II.
We first present the results for simset1, which are the
fiducial sky simulations analyzed in SO19. As noted, the
foreground-cleaning algorithm presented in this paper is
similar to the BFoRe method used in [1] and [16], but
uses an independent pipeline. Therefore, we first validate
our analysis, and then provide an extension of the cases
studied in previous works.
A. Fiducial sky simulations
We show the resulting bias and uncertainty on r for the
four Simons Observatory noise configurations in Figure
4, compared to the results of the xForecast [36] frame-
work presented in SO19. We compare to xForecast, an
alternative parametric method that uses the same sim-
ulations, because the reported BFoRe forecasts in SO19
include an additional marginalization over residual fore-
grounds while estimating the tensor-to-scalar ratio. This
comparison is therefore done for the specific xForecast
case where no additional foreground power is marginal-
ized over. Figure 4 shows that our method produces con-
sistent forecasts with those in SO19. The nominal Simons
Observatory design is biased by 1σ, and the most sensi-
pess. 
 baseline
opt. 
 baseline
pess. 
 goal
opt. 
 goal
2
0
2
4
10
3 r
simset1, Nspec = 1
This paper
xForecast
FIG. 4. Forecasted constraints on r, for a model with r = 0,
from simulated observations of simset1 for the four Simons
Observatory noise levels. The results from the 200 Monte
Carlo simulations in this work, assuming no spatial variation
of the spectral indices (black), are compared to results from
the xForecast method presented in SO19 (grey).
tive design is biased by 2σ. The errors from our method
and xForecast are not identical; we have checked (pri-
vate communication) that our forecasted errors agree
with the BFoRe code in the case of no-marginalization.
In the rest of this section we focus on the case of op-
timistic `knee and baseline sensitivity. We demonstrate
that the source of the bias in r is due to foreground con-
tamination, primarily from residual dust. In SO19 the
bias was largely removed at the power spectrum level by
marginalizing over a template power spectrum for the
foreground contamination. Relying on this method for
an unbiased detection of primordial gravitational waves
could be problematic as the shape of the residual fore-
ground power spectrum is not known a priori.
In the rest of this section we establish that neglecting
spatial variation of the indices is the root cause of the
bias, and that it may be removed with additional masking
of the higher-foreground regions, or by introducing only
a few more parameters describing the spatial variation of
7the dust spectral parameters.
B. Establishing source of bias
1. Masking the Galactic plane
To establish the root of a non-zero value of r, the result
must be robust against different splits of the data. In this
section we establish that increasing the masking of the
Galactic plane when estimating the power spectrum from
cleaned CMB maps reduces the spurious detection of r,
and we show that sufficient masking can remove all of
the bias in r, at the expense of a small increase in the
uncertainty.
We use a set of Galactic masks based on thresholds of
the Planck intensity maps at 353 GHz, downloaded from
the Planck Legacy Archive [37]. The masks range from
leaving 20 % to 80 % of the sky unmasked. We combine
each Planck mask with the SO hits map from SO19, re-
sulting in four maps with effective sky area from ∼ 6% to
∼ 16%, calculated using the appropriate expression for
noise-dominated maps [1]:
fsky =
〈w2〉2
〈w4〉 , (11)
where w(nˆ) is the combined hit map, and Galactic mask.
For each mask we repeat the power spectrum estimation
and cosmological parameter fitting to estimate r, and
present the results in Figure 6. As the masks become
more aggressive, the bias in r is reduced substantially
for both simset1 and simset2. Since we expect fore-
ground residuals to be localized to the Galactic plane, a
decreasing bias with increased plane masking indicates
the Galactic nature of the bias.
2. Cross-correlating with foreground templates
If the cleaned CMB maps are contaminated by fore-
ground residuals, we may expect there to be a significant
correlation with templates of the individual foreground
components. In order to perform this test using only the
observed data, without relying on external observations,
we form templates of high and low frequency foregrounds
in the following way.
A synchrotron template is constructed by differencing
the 27 GHz and 40 GHz maps, and a dust template is
constructed by differencing the 270 GHz and 220 GHz
maps. In thermodynamic units the CMB contribution
will cancel, and we will be left with a map proportional
to the synchrotron and dust populations, respectively.
The foreground templates are then correlated with the
cleaned CMB maps. We may expect the noise in the
constructed templates and cleaned CMB maps to be cor-
related, leading to biases in the recovered power spec-
tra. Therefore, we only correlate templates and CMB
maps from different half-mission splits of the data. Re-
cent work [e.g., 38, 39] has shown that linear Galactic
neutral hydrogen features are correlated with polarized
Galactic foregrounds. Maps of HI emission could provide
an independent test of polarized dust contamination in
cleaned CMB maps.
In Figure 5 we show the cross spectra of simset1 and
simset2 with dust and synchrotron templates, respec-
tively, using the largest 16% sky region and cleaning with
a single synchrotron and dust index. We find that the
residual foregrounds, which showed up as a bias in r in
Figure 4, can be detected in the cross-spectra.
From these exercises we find that: i) a single spectral
parameter is insufficient to describe the spectral energy
dependence of foregrounds in the region observed by the
Simons Observatory, and results in a bias ≥ 1.5 × 10−3
for the most optimistic case of foreground complexity,
as was found in SO19. ii) depending on the complexity
of the true foregrounds, the bias can be primarily due to
dust or to synchrotron contamination, iii) the bias can be
mostly removed by using only ∼ 6 % of the sky. These
conclusions are true in so far as these simulations are
representative of the true sky, which may in fact be more
complicated.
C. Spatially varying spectral indices
In this sub-section we demonstrate that the residual
foreground contamination occurs because the fitting pro-
cess does not account for the spatial variation of the spec-
tral indices, and we demonstrate that such variation may
be sufficiently described by only a few additional param-
eters if they could be chosen to accurately capture the
spatial variation.
We adapt the map-space cleaning algorithm to account
for spatial variation of the foregrounds by defining a set
of Nspec patches in which to fit spectral indices. In the-
ory 1 ≤ Nspec ≤ Npix, where Nspec = 1 corresponds
to fitting a single spectral index over the whole sky, and
Nspec = Npix fits a spectral index in every pixel at the res-
olution of the input maps. The limit of large Nspec would
account for as much spatial variation in the foreground
SEDs as possible, however requires increasing the num-
ber of fitted parameters, and therefore post-separation
noise. It would therefore be ideal to keep Nspec as low
as possible, whilst still achieving an unbiased estimation
of r. These simulations were generated at Npix resolu-
tion, therefore, there would be no advantage to choosing
Nspec > Npix. Note that, for observations of the real sky,
the creation of pixelized maps requires spatial averaging
both along the line of sight, and transverse to it. Such
averaging could be better fitted by taking Nspec > Npix,
as the extra parameters could absorb some of the result-
ing SED curvature [13, 40]. Recent work [such as the
moment-based expansion of 40] has suggested introduc-
ing additional parameters in the SED to capture the ef-
fects of spectral variations at smaller scales. This would
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FIG. 5. The cross-correlation of cleaned CMB maps with Galactic templates can be used to test for residual foregrounds.
This shows the cross-spectrum when cleaning with a spatially constant dust SED and synchrotron spectral index (diamonds)
or accounting for spatial variation (circles). We see a non-zero signal at the largest scales when using the spatially constant
models, which correlates with a bias in r. (Left) This uses simset1, and correlates with a template of Galactic dust. (Right)
This uses simset2 and correlates with a synchrotron template.
avoid the complication of deciding how to subdivide the
sky. Comparison to this approach would be interesting,
and is left for future work.
How to distribute patches on the sky is an important
consideration, as it involves a choice of how to model
the spatial dependence of foreground parameters. This
is unknown a priori, so we explore an initial exploration
of possible approaches.
1. Fitting spectral indices on a HEALPix grid
Some previous studies have used patches correspond-
ing to a coarse HEALPix grid for convenience [e.g., 16],
allowing an independent spectral parameter to be fit in
each coarse pixel, as shown in the right panel of Fig-
ure 7. We define a set of fitting models with spec-
tral parameters varying on grids at nside = 1, 2, 4 (with
npix = 48, 192, 3072), and perform the foreground clean-
ing. We show our resulting constraints on r in Figure 8.
We find that the errors are significantly inflated as nside
increases, but determine that this is partly due to many
of the larger Healpix pixels having too few observed pix-
els, and also due to having so many additional parame-
ters.
2. With prior information on spatial variation of indices
With prior information about the spatial variation of
the spectral parameters we investigate how many addi-
tional parameters would be needed to mitigate the ob-
served biases in r due to foreground residuals. Here we
use the dust spectral index map, βdustd1 (nˆ), used in PySM
model ‘d1’, to create a template that defines the regions
in which we fit spectral parameters. The method used to
define Nspec regions from β
dust
d1 (nˆ) is described in detail
in Algorithm 1.
We repeat Algorithm 1 for Nspec ∈ 1, ..., 12, to produce
twelve different template maps, with increasing spatial
resolution. Figure 7 shows the regions for Nspec = 2, 6.
We run our foreground cleaning algorithm on the sim-
set1 sky simulations for these spectral index pixeliza-
tions described above. The resulting constraints we find
on r are shown in Figure 9 for Nspec = 1, 4, 12. We find
that increasing Nspec results in a reduced bias on r, as we
are able to account for spatial variation of βd, with neg-
ligible inflation of the uncertainty. No improvement of
the bias is achieved past a value of Nspec ≈ 4. Since the
fitting code is designed to fit all parameters in the same
patches, this remaining bias is due to the mismatch be-
tween the dust-focused fitting regions and synchrotron
spectral index variation. Modifying the fitting code to
allow different physical parameters to be fitted with dif-
ferent constraints is a non-trivial extension, and is left to
future work.
In Figure 5 we show the cross-correlation of the cleaned
CMB maps with the dust foreground templates, as a
function of number of fitting pixels Nspec. Increasing the
number of fitting regions results in a better cleaning of
the foregrounds, and consequently we find no signature
of residual contamination by Nspec ∼ 4.
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FIG. 6. Forecasted constraints on r as a function of sky area,
from simulated observations of simset1 (diamonds) and sim-
set2 (squares), when foregrounds are removed assuming no
spatial variation of spectral indices. Each point represents a
different level of Galactic masking when computing the power
spectrum of the cleaned CMB maps. The bias is reduced when
the brightest sky regions are masked.
We then repeat this study for simset2, which has a
synchrotron spectral index with a greater spatial vari-
ance, βsyncs2 . Ignoring spatial variation of the foreground
SED in this case results in an even larger bias on r than in
the case of simset1. Here we use βsyncs2 to define the sky
regions used for fitting the indices, and Nspec = 2, ..., 8
as the input for Algorithm 1. Our resulting constraints
on r are shown in Figure 9. Again, there is a reduction
in the bias on r as we increase Nspec, and the improve-
ment saturates at Nspec ≈ 6. For Nspec & 6 we see no
improvement as the bias is now dominated by residuals
due to dust mis-modeling. Indeed the remaining bias for
Nspec & 6 is at the ∼ 1σ level found when fitting simset1
with a single spectral index.
In Figure 5 we show the correlation of the cleaned CMB
maps with a synchrotron template formed from the two
lowest frequency channels. Similar to simset1 we find
that increasingNspec removes the hints of foreground bias
at low multipoles seen when ignoring spatial variation of
spectral indices.
It is promising that with only 4-6 additional param-
eters describing the spatial variation of the synchrotron
and dust indices, that a 1-3σ bias in r might be miti-
gated without significant masking. In practice, though,
we will not have the perfect information about their spa-
tial variation. There may also be additional variation not
captured in the existing simulations. Instead, we would
need to derive the fitting regions directly from the data.
Towards this, we determined that the χ2 of the model
compared to the data, with the intent to add spatial
resolution to the fitting model in areas of poor χ2, was
not sufficiently sensitive to discriminate between areas of
good and poor fit. A judicious choice of these fitting re-
gions, based on existing and upcoming observations, will
be a natural direction for future study.
V. CONCLUSIONS
By accounting for Galactic foreground models based on
current data, we have assessed how large-scale B mode
observations of the Simons Observatory might be used
to constrain the tensor-to-scalar ratio, following on from
the forecast study in SO19. We showed that the nominal
SO design may result in a biased estimation of r due to
foreground contamination, which can either be mitigated
by marginalizing over a foreground residual after clean-
ing the maps, or by restricting the sky area to discard
the most contaminated region. This masking removes or
reduces this bias to one standard deviation or less.
In a further alternative approach, we defined a scheme
to allow for spatial variation in the parameterization
of the fitted foreground model. We found that using
Healpix pixels was unsatisfactory, as the coarse-grained
pixels that overlapped the observed regions were not fit-
ted reliably, and could lead to large residuals. We also
defined a new spatial parameterization that split the sky
into an arbitrary number of regions following the true
morphology of the spectral behavior of the dominant
foreground contaminant. With this approach, with per-
fect knowledge of the spectral index variation, we found
that fitting 4-6 independent regions was sufficient to re-
move the dominant r-bias. This points to a direction for
further exploration in choosing the regions from the real
data. We found that the cross-correlation of the cleaned
maps with the tracers of synchrotron and dust provide
a useful way to check for residual foregrounds that bias
the estimate for r. In practice, a comprehensive analy-
sis of the real data from SO will likely implement a set
of these bias-mitigation approaches, coupled with alter-
native non-parametric methods for foreground cleaning,
internal null tests to check for consistency, and tests for
residual non-Gaussianity of the maps.
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FIG. 7. (Left and middle) The fitting regions used to fit different dust SEDs, as defined by the algorithm described in IV C 2,
for Nspec = 2, 6. (Right) The fitting regions using a Healpix nside = 2 grid.
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FIG. 8. Forecasted constraints on r when fitting spectral in-
dices defined by HEALPix grids at increasing resolution. Since
SO observes a fraction of the sky, the number of coarse pixels
is given by 12fskyn
2
side. As nside increases we find the pro-
jected uncertainty on r increases significantly: this is not a
good choice for dividing up the sky area.
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