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MAGNETIC STEPS ON THE THRESHOLD OF THE NORMAL
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WAFAA ASSAAD
Abstract. Superconductivity in the presence of a step magnetic field has been
recently the focus of many works. This contribution examines the behavior of a
two-dimensional superconducting domain, when superconductivity is lost in the
whole domain except near the intersection points of the discontinuity edge and
the boundary. The problem involves its own effective energy. We provide local
estimates of the minimizers in neighbourhoods of the intersection points. Con-
sequently, we introduce new critical fields marking the loss of superconductivity
in the vicinity of these points. The study is modelled by the Ginzburg–Landau
theory, and large Ginzburg–Landau parameters are considered.
Keywords: Ginzburg–Landau functional, magnetic Schrödinger operators,
superconductivity, step magnetic fields.
MSC subject classification: 35Q56, 35J10, 35P15.
1. Introduction
Hundreds of contributions have investigated the response of a type-II supercon-
ductor with a large Ginzburg–Landau (GL) parameter to applied magnetic fields (see
the two monographs [SS07,FH10] in the mathematical literature). In many generic
situations in two- and three-dimensional domains submitted to smooth magnetic
fields, it is shown that superconductivity eventually breaks down under an increas-
ing magnetic field [SJG63,GP99, LP00, HM01,HP03, FH10]; the superconductor is
said to pass to the normal state. In these situations, the transition to the normal
state occurs at a unique value of the applied field’s intensity1, called the third critical
field and depending on the GL parameter. The last phase preceding such a transi-
tion has been extensively studied for two-dimensional domains with piecewise smooth
boundary (having possibly a finite number of corners) submitted to smooth magnetic
fields (see e.g. [Jad01,Pan02,PK02,Bon05,BND06,BNF07,FH10,HK18,CG19]).
Here, we study the aforementioned phase in the case of a certain discontinuous
magnetic field. In this situation, we provide precise information about the supercon-
ductivity localization, right before its breakdown. Such a localization was suggested
but not proven in the recent paper [Ass20].
1.1. The functional. The problem is modelled by the GL theory. We consider a
cross section, Ω ⊂ R2, of an infinite cylindrical wire subjected to a magnetic field,
whose direction is parallel to the axis of the cylinder and whose profile (the scalar
magnetic field) is the function B0 ∈ L2(Ω; [−1, 1]). Ω is assumed to be open, bounded
with a smooth boundary, and simply connected. The GL free energy is given by the
functional:
Eκ,H(ψ,A) =
∫
Ω
(∣∣(∇−iκHA)ψ∣∣2−κ2|ψ|2+κ2
2
|ψ|4
)
dx+κ2H2
∫
Ω
∣∣ curlA−B0∣∣2 dx,
(1.1)
1We say that the transition is monotone. For counterexamples of such a monotonicity,
see e.g. [LP62,Erd97,FPS15,HK19,KPS19,KP19].
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with ψ ∈ H1(Ω;C) and A ∈ H1(Ω;R2). ψ is the order parameter with |ψ|2 being
a measure of the Cooper pair electrons density, and A is the vector potential whose
curl represents the induced magnetic field in the sample. κ > 0 is a characteristic
scale of the sample called the GL parameter, assumed to be large (κ→ +∞), which
corresponds to extreme type-II superconductors in physics. Finally, H > 0 is the
intensity of the applied magnetic field.
The functional in (1.1) admits a gauge invariance property2. Hence, one may
restrict the energy minimization with respect to (ψ,A) (originally done in the space
H1(Ω;C)×H1(Ω;R2)) to the space H1(Ω;C)×H1div(Ω), where
H1div(Ω) =
{
A ∈ H1(Ω;R2) : divA = 0 in Ω, A · ν = 0 on ∂Ω}
and ν is a unit normal vector of ∂Ω. We define the following ground-state energy
Eg.st(κ,H) = inf{Eκ,H(ψ,A) : (ψ,A) ∈ H1(Ω;C)×H1div(Ω)}. (1.2)
Critical points (ψ,A) ∈ H1(Ω;C) × H1div(Ω) of Eκ,H are weak solutions of the
following GL equations:
(∇− iκHA)2ψ = κ2(|ψ|2 − 1)ψ in Ω,
−∇⊥( curlA−B0) = 1κH Im(ψ(∇− iκHA)ψ) in Ω,
ν · (∇− iκHA)ψ = 0 on ∂Ω,
curlA = B0 on ∂Ω,
(1.3)
with ∇⊥ = (∂x2 ,−∂x1).
1.2. Literature summary and new contribution. The scenarios occurring in the
case of smooth applied magnetic fields are well-known in the literature (see e.g. [LP99,
HM01,PK02,SS07,Ray09,FH10,FK11,HK15,Att15a,Att15b,CR16a,CR16b,CG17,
DMR18,FMP19]).
In particular, in domains with smooth boundaries submitted to uniform magnetic
fields, three subsequent transitions are observed while increasing the intensity of the
applied field, and correspondingly three critical values of the field’s intensity—critical
fields—are considered:
• The first critical field HunifC1 (κ) = O(κ−1 log(κ)): indicating the transition
between the perfect superconductivity state, where the whole sample is su-
perconducting, and the state of vortices nucleation.
• The second critical field HunifC2 (κ) = κ: indicating the transition between the
bulk and surface superconductivity states. In the surface state, superconduc-
tivity is exclusively and uniformly distributed along the boundary.
• The third critical field HunifC3 (κ) = O(Θ−10 κ), where Θ0 ∈ (0, 1) is introduced
later: indicating the transition between the surface and normal states.
This picture is modified if the boundary of the sample admits singularities, like
corners. In such situations, when the magnetic field is uniform, the bulk phase
is not essentially altered, but the surface and normal phases prove to be affected
by the presence of corners [Jad01, Pan02, BNF07, CG17, HK18, CG19]. In partic-
ular, under a certain spectral/geometric assumption (see [BNF07, Remark 1.1 &
Assumption 1.3]), the third critical field experiences a shift up in the presence of
corners (HcorC3 (κ) > H
unif
C3
(κ)), although is still of order κ. In addition, a new sub-
phase appears in the surface superconductivity phase, when H exceeds a certain
critical value Hcorint (κ). There, superconductivity is no longer uniformly distributed
2The physically relevant quantities |ψ|2, curlA and |(∇ − iκHA)ψ|2 are invariant under the
transformation (ψ,A) 7→ (eiϕκHψ,A+∇ϕ) for any ϕ ∈ H2(Ω;R).
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along the boundary, but solely localized at the corners. Moreover, superconductiv-
ity disappears at a corner, sj , once the field’s intensity exceeds certain critical field
Hcorj (κ) ∈
(
Hcorint (κ), H
cor
C3
(κ)
)
, depending on the opening angle of this corner (see
e.g. [BNF07,HK18]).
Discontinuous magnetic fields were treated for the first time in the context of the
non-linear GL functional in (1.1), in the recent works [AK16,AKPS19,Ass20]. These
works considered a magnetic field B0 which is a step function, satisfying the following
assumptions (see Figure 1):
Assumption 1.1.
(1) Ω1 and Ω2 are two disjoint open sets.
(2) Ω1 and Ω2 have a finite number of connected components.
(3) ∂Ω1 and ∂Ω2 are piecewise smooth with a finite number of corners.
(4) Γ = ∂Ω1 ∩ ∂Ω2 is the union of a finite number of disjoint simple smooth
curves {Γk}k∈K ; we will refer to Γ as the magnetic edge.
(5) Ω = (Ω1 ∪ Ω2 ∪ Γ)◦ and ∂Ω is smooth.
(6) For any k ∈ K, Γk intersects ∂Ω at two distinct points. This intersection is
transversal, i.e. T∂Ω×TΓk 6= 0 at the intersection point, where T∂Ω and TΓk
are respectively unit tangent vectors of ∂Ω and Γk.
(7) B0 = 1Ω1 + a1Ω2, where a ∈ [−1, 1) \ {0} is a given constant.
We borrow the following notation from [Ass20]:
Notation 1.2. Since Γ ∩ ∂Ω is finite, we denote by
Γ ∩ ∂Ω = {pj : j ∈ {1, · · · , n}},
where n = Card(Γ∩ ∂Ω). For all j ∈ {1, · · · , n}, let αj ∈ (0, pi) be the angle between
Γ and ∂Ω at the intersection point pj (measured towards Ω1).
Ω1
Ω2
Ω1
Ω1
Ω2
Γ
B0 = 1 B0 = a
αj
pj
Figure 1. Schematic representation of the set Ω subjected to the step magnetic field
B0, with the magnetic edge Γ.
The study of such a discontinuous field case has been mathematically and phys-
ically motivated in [AK16, AKPS19, Ass20], and more recently in [AKS20]. The
latter contribution established the well-posedness of such problems with step mag-
netic fields, in the sense that the study outcomes are not essentially affected by
a small perturbation of the field. More precisely, it showed that the ground-state
energy in (1.2) with the step magnetic field is the limit of ground-state energies
with smooth fields. This interestingly constructed a bridge between the non-linear
GL problems with discontinuous fields, tackled lately, and those with smooth fields,
broadly studied in the literature as mentioned earlier.
[AK16, AKPS19, Ass20] examined superconductivity along an intensity interval
extended from the bulk regime to the normal regime. Working under certain spec-
tral conditions (Assumption 1.4 below), these three papers introduced the following
critical fields:
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• HstepC2 (κ) = |a|−1κ (a is the value in Assumption 1.1): marking the passage
from bulk superconductivity to superconductivity being partially/globally
distributed along Γ ∪ ∂Ω (see [AKPS19, Section 1.5]).
• Hstepint (κ) = (|a|Θ0)−1κ: marking the disappearance of superconductivity in
the whole sample away from Γ ∩ ∂Ω.
• HstepC3 (κ) = O(µ−1∗ κ), for a certain µ∗ < |a|Θ0 introduced later: marking the
passage to the normal state.
In particular, [Ass20] revealed a remarkable similarity between the role of Γ∩∂Ω, and
that of the corners in the foregoing corners situation. Indeed, Γ∩∂Ω shifts the third
critical field to a higher level, compared to that for smooth domains with uniform
fields (HstepC3 (κ) > H
unif
C3
(κ)). Moreover, a spectral value, µ(αj , a), was assigned to
each intersection point pj of Γ and ∂Ω. Then under the condition µ(αj , a) < |a|Θ0
(discussed later), [Ass20] introduced additional fields, Hstepj (κ) :=
(
µ(αj , a)
)−1
κ,
satisfying Hstepint (κ) < H
step
j (κ) < H
step
C3
(κ). When H > Hstepj (κ), [Ass20, Theo-
rem 1.6] showed the non-existence of superconductivity near the point pj . This was
reminiscent of the aforementioned corners performance (see [Ass20, Section 1.3] for
a more detailed comparison). However, this theorem did not ensure the existence of
superconductivity in the vicinity of pj , when H is still below H
step
j (κ). If such an
existence is proven, then Hstepj (κ) can be reintroduced as a critical field denoting
the ending of the superconducting state near pj . This will emphasize the similarity
with the corners situation in [BNF07,HK18].
Working under the assumptions in [Ass20], the current contribution establishes
this existence, hence sharpens the results in [Ass20, Theorem 1.6]. More precisely,
Theorem 1.5 below provides local estimates of the minimizers which describe the
sample’s behavior at the threshold of Hstepj (κ), and particularly show the concentra-
tion of superconductivity near the point pj when H < H
step
j (κ).
1.3. Setting and main results. In what follows, we formally present the setting
and the main results of this paper. In addition to Assumption 1.1, we assume the
following:
Assumption 1.3. The intensity H depends on κ in the following manner
H = bκ,
where b is a real parameter independent of H and κ, satisfying
b >
1
|a|Θ0 .
Assumption 1.4. For j ∈ {1, · · · , n}, let αj be the angle in Notation 1.2. We
assume that µ(αj , a) < |a|Θ0.
The values Θ0 and µ(αj , a) appearing in the assumptions above stand for the
following quantities:
• Θ0 ≈ 0.59 is the so-called de Gennes constant—the ground-state energy of
the Neumann realization of the Schrödinger operator, −(∇+ 12 ix⊥)2, with a
unit magnetic field in R2+ (see e.g. [BNF07]).
• µ(α, a) is the ground-state energy of the Neumann realization of a Schrödinger
operator with a step magnetic field in R2+, introduced in Section 2.
Remark. The conditions in Assumption 1.4 are discussed later in the paper (see Re-
mark 2.1 and Footnote 5). [Ass20, Section 3.3] provided examples of couples (αj , a)
satisfying this assumption, living in a neighbourhood of (pi/2,−1).
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The statements of our main results involve the function
Eα,a :
[
(|a|Θ0)−1,+∞
)→ (−∞, 0]
defined in Section 3. Eα,a is a new effective energy constructed in this paper to deal
with our problem near the intersection of the magnetic edge with the boundary. We
highlight the following crucial property of this energy:
Eα,a(b) < 0, for
1
|a|Θ0 < b <
1
µ(α, a)
, and Eα,a(b) = 0, for b ≥ 1
µ(α, a)
. (1.4)
Let j ∈ {1, · · · , n} and ` ∈ (0, 1). For each pj ∈ Γ ∩ ∂Ω, we define the set
Nj(`) = {x ∈ Ω, dist(x, pj) ≤ `} (1.5)
We also introduce the set
T = {j ∈ {1, · · · , n} : µ(αj , a) < b−1}
Theorem 1.5. Let ρ ∈ (4/5, 1). There exists κ0 > 1 and a function r : (κ0,+∞)→
(0,+∞) such that limκ→+∞ r(κ) = 0 and the following is true. If κ ≥ κ0 and
(ψ,A) ∈ H1(Ω;C) ×H1div(Ω) is a minimizer of (1.1), then for ` ≈ κ−ρ and j ∈ T
we have ∣∣∣κ2 ∫
Nj(`)
|ψ|4 dx+ 2Eαj ,a(b)
∣∣∣ ≤ r(κ). (1.6)
Consequently,
Eg.st(κ,H) =
∑
j∈T
Eαj ,a(b) + o(1). (1.7)
The results in Theorem 1.5 are actually valid for any j ∈ {1, · · · , n} (not only for
j ∈ T ). However in light of the properties of the energies Eαj ,a in (1.4), for a fixed
intensity H = bκ (a fixed b), superconductivity is negligible at the points {pj}j /∈T .
Hence, the only intersection points which contribute to the global energy, Eg.st(κ,H),
are {pj}j∈T .
On the other hand, when we increase the intensity H (increasing b), we observe
successive breakdowns of superconductivity at the points pj : Labelling the points
pj , j ∈ {1, · · · , n}, so that
µ(α1, a) ≥ µ(α2, a) ≥ · · · ≥ µ(αn, a),
the fields Hstepj (κ) :=
(
µ(αj , a)
)−1
κ, introduced above, satisfy
HstepC2 (κ) < H
step
int (κ) < H
step
1 (κ) ≤ Hstep2 (κ) ≤ · · · ≤ Hstepn (κ). (1.8)
By [Ass20], Hstepn (κ) is the leading-order term of the third critical field3 HstepC3 (κ).
Thanks to Theorem 1.5, we now consider each field Hstepj (κ) as a new critical field
at which superconductivity disappears near the intersection point pj .
Consequently, this paper adds interesting features to the results in [AK16,AKPS19,
Ass20] that we summarize in Diagram 2.
3The value µ∗ mentioned earlier is then µ(αn, a) = minj µ(αj , a).
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𝜅
𝐻
𝜅0
𝐻step𝐶2 (𝜅)
𝐻stepint (𝜅)
𝐻step1 (𝜅)
𝐻step𝑗 (𝜅)
𝐻step𝑗+1 (𝜅)
𝐻step𝐶3 (𝜅)
Figure 2. Schematic phase-diagram representing the distribution of superconductivity
in the sample, according to the intensity H of the applied magnetic field and for large
values of κ. Only the grey regions carry superconductivity. The critical lines plotted in
the (κ,H)-plane represent the critical fields in (1.8). When (and if) Hstepj (κ) < H <
Hstepj+1 (κ), superconductivity only persists near the points pk, for k ≥ j + 1.
1.4. Perspectives. The paper shows that superconductivity is mainly dictated by
the intersection of Γ and ∂Ω, in the intensity regime
(
Hstepint (κ), H
step
C3
(κ)
)
preceding
the transition to the normal state. Note that this intersection effects do not show up
in the leading-order terms of the energy, in the regime
(
HstepC2 (κ), H
step
int (κ)
)
where su-
perconductivity is concentrated near Γ∪∂Ω. In [AKPS19, Theorem 1.7], the following
estimates of the ground-state energy are established, for H ∈ (HstepC2 (κ), Hstepint (κ)):
Eg.st(κ,H) = E
L
a (b)κ+ o(κ) (κ→ +∞) , (1.9)
where b = H/κ and ELa (b) is a 1D energy corresponding to the contribution of Γ and
∂Ω away from their intersection.
However, predicting a similarity with the corners situation in the surface super-
conductivity regime, we expect the contribution of Γ ∩ ∂Ω to the remainder terms
in (1.9) as follows. [CG17, CG19] (see also [CR14, CR16a, CDR17]) have examined
the effects of corners on surface superconductivity, in a 2D domain submitted to a
uniform field. Inspired by these works, one may identify an effective model with a
step magnetic field on the half-plane, revealing the foregoing contribution of Γ∩ ∂Ω.
This model will be genuinely 2D, unlike the model generating the 1D energy ELa (b).
Analogously to [CG19, Theorem 2.1], we anticipate the following improved expan-
sion in (1.9):
ELa (b)κ−E1corr
∫ ∂Ω1
0
k(s) ds−E2corr
∫ ∂Ω2
0
k(s) ds−E3corr
∫ Γ
0
k(s) ds−
N∑
j=1
Eint,αj ,a+o(1),
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where Ekcorr, k = 1, · · · , 3, are correction energies corresponding to the curvature
contribution along Γ and ∂Ω, and Eint,αj ,a, j = 1, · · · , N , are energies corresponding
to the contributions of the intersection points pj , and depending on the angles αj
and the values a of the applied magnetic field.
1.5. Notation.
• Let a(κ) and b(κ) be two positive functions. We write a(κ) ≈ b(κ) if there
exist constants κ0, C1 and C2 such that for all κ ≥ κ0, C1a(κ) ≤ b(κ) ≤
C2a(κ). We write a(κ) = O
(
b(κ)
)
if a(κ)/b(κ)→ 1 as κ→ +∞.
• The quantity o(1) indicates a function of κ such that |o(1)| → 0 as κ→ +∞.
Any expression o(1) is independent of the minimizer (ψ,A) of (1.1).
• Let n ∈ N and N ∈ N, γ ∈ (0, 1). We use the following Hölder space
Cn,γ(Ω) =
{
f ∈ Cn(Ω) | sup
x 6=y∈Ω
|Dnf(x)−Dnf(y)|
|x− y|α < +∞
}
.
1.6. Organization of the paper. Sections 2 and 3 present the effective energies
and their properties in the half-plane. Section 4 gathers useful a-priori estimates and
decay results. In Section 5, a suitable change of variables is defined and the local
estimates in Theorem 1.5 are established.
2. Shrödinger operator with a step magnetic field in the half-plane
In this section, we present a Schrödinger operator with a step magnetic field in
R2+, introduced in [Ass20] and whose spectral properties are involved in the study
of the effective energy in Section 3. The spectral analysis of this operator was first
done in [Ass20].
Let a ∈ [−1, 1) \ {0} and α ∈ (0, pi). We introduce the following sets in polar
coordinates
D1α = {r(cos θ, sin θ) ∈ R2 : r ∈ (0,∞), 0 < θ < α},
D2α = {r(cos θ, sin θ) ∈ R2 : r ∈ (0,∞), α < θ < pi}, (2.1)
and the Schrödinger operator in R2+
Hα,a = − (∇− iAα,a)2 , (2.2)
where Aα,a =
(
0, Aα,a
)
is a magnetic potential4 defined as follows:
For α ∈ (0, pi/2), Aα,a(x1, x2) =
{
x1 +
a−1
tanαx2, if (x1, x2) ∈ D1α,
ax1, if (x1, x2) ∈ D2α,
(2.3)
for α ∈ (pi/2, pi), Aα,a(x1, x2) =
{
x1, if (x1, x2) ∈ D1α,
ax1 +
1−a
tanαx2, if (x1, x2) ∈ D2α,
(2.4)
and Api
2
,a(x1, x2) =
{
x1, if (x1, x2) ∈ D1pi/2,
ax1, if (x1, x2) ∈ D2pi/2.
(2.5)
4Though one may think of a simpler choice of the magnetic potential, [Ass20] explains the reason
of defining it as in (2.3)–(2.5); this definition proves to be useful in explicitly deriving certain gauge
results (see 5.1 and [Ass20, Proof of Lemma 4.3]).
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The potential Aα,a is in H1(R2+;R2) and satisfies curlAα,a = 1D1α + a1D2α . The
operator Hα,a is defined over the domain
DomHα,a =
{
u ∈ L2(R2+) : (∇− iAα,a)ju ∈ L2(R2+),
for j ∈ {1, 2}, (∇− iAα,a) · (0, 1)|∂(R2+) = 0
}
.
Let µ(α, a) be the bottom of the spectrum of Hα,a, defined by the min-max principle
as follows:
µ(α, a) = inf
u∈DomHα,a
u6=0
‖(∇− iAα,a)u‖2L2(R2+)
‖u‖2
L2(R2+)
, (2.6)
Remark 2.1. In [Ass20, Section 3], it is asserted that inf spess(Hα,a) = |a|Θ0. It
follows that if µ(α, a) < |a|Θ0, then µ(α, a) is an eigenvalue of Hα,a. This condition
is crucial in deriving important properties of the effective energy in Section 3 below.
3. Effective energy
Let a ∈ [−1, 1) \ {0}, α ∈ (0, pi) and b > 0. We introduce the following energy
Jb,α,a(u) =
∫
R2+
(
b
∣∣(∇− iAα,a)u∣∣2 − |u|2 + 1
2
|u|4
)
dx, (3.1)
where Aa,α is the vector potential in Section 2. This energy is defined over the space
H1Aα,a =
{
u ∈ L2(R2+) : (∇− iAα,a)u ∈ L2(R2+)
}
.
In what follows, we assume that b > (|a|Θ0)−1. The functional in (3.1) is bounded
from below. This can be seen by using the spectral properties of the Neumann
realization of the Schrödinger operator (∇− iAα,a)2 on R2+, involving those of other
operators with uniform/step magnetic fields on R2 or R2+ (see [Ass20, Section 2]).
Indeed, consider a function u ∈ C∞0 (R2) and let Γα := ∂D1α ∩ ∂D2α.
• If suppu b D1α ∪D2α, then∫
R2+
∣∣(∇− iAα,a)u∣∣2 dx ≥ |a| ∫
R2+
|u|2 dx > |a|Θ0
∫
R2+
|u|2 dx, (3.2)
having Θ0 ∈ (0, 1).
• If suppu b R2 \ Γα and meets the line y = 0, then∫
R2+
∣∣(∇− iAα,a)u∣∣2 dx ≥ |a|Θ0 ∫
R2+
|u|2 dx. (3.3)
• If suppu b R2+ and meets Γα, then∫
R2+
∣∣(∇− iAα,a)u∣∣2 dx ≥ βa ∫
R2+
|u|2 dx ≥ |a|Θ0
∫
R2+
|u|2 dx, (3.4)
where βa is the bottom of the spectrum of an operator, La, with a step
magnetic field defined over R2 in [Ass20, Section 2.2].
Consequently, the lower bound of Jb,α,a is derived as follows. Let u ∈ H1Aα,a and
R > 0. One can find a partition of unity (χk)k∈N of R2, satisfying∑
k
|χk|2 = 1,
∑
k
|∇χk|2 ≤ CR−2, and suppχk ⊂ Bk(R),
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where (Bk)k are balls of radii R such that B1(R) = B(O,R). Using the IMS local-
ization formula (see [CFKS09, Theorem 3.2]), we have
Jb,α,a(u) ≥
∑
k
Jb,α,a(χku)− b
∑
k
‖∇χku‖2L2(R2+)
≥
∑
k 6=1
(
Jb,α,a(χku)− Cb
R2
‖χku‖2L2(R2+)
)
+ Jb,α,a(χ1u)− Cb
R2
‖χ1u‖2L2(B1(R))
≥ (b|a|Θ0 − 1− Cb
R2
)
∑
k 6=1
‖χku‖2L2(R2+) +
1
2
∥∥(|χ1u|2 − (1 + Cb
R2
)
)∥∥2
L2(B1(R))
− 1
2
(1 +
Cb
R2
)2|B1(R)|, (by (3.2)–(3.4))
≥ (b|a|Θ0 − 1− Cb
R2
)
∑
k 6=1
‖χku‖2L2(R2+) −
CR2
2
(1 +
Cb
R2
)2.
Having b > (|a|Θ0)−1, we choose R sufficiently large so that b|a|Θ0−1−Cb/R2 > 0.
Hence, we get the desired lower bound.
We define now the (finite) ground-state energy
Eα,a(b) = inf
u∈H1Aα,a
Jb,α,a(u). (3.5)
Working under the assumption
µ(α, a) < |a|Θ0, (3.6)
where µ(α, a) is the value in (2.6), important properties of the functional in (3.1)
are the following (cf. [FH10, Proposition 15.3.10] for the same argument). This
functional is non-positive. It has non-trivial minimizers, ub,α,a, if and only if 5
1
|a|Θ0 < b <
1
µ(α, a)
. (3.7)
These minimizers satisfy
‖ub,α,a‖L∞(R2+) ≤ 1,
and ∫
R2+
e2δ|x|
(|ub,α,a(x)|2 + |(∇− iAα,a)ub,α,a(x)|2) dx ≤ C, (3.8)
where δ, C are two positive constants dependent of b, α and a.
In light of the discussion above, we have
Eα,a(b) < 0, for
1
|a|Θ0 < b <
1
µ(α, a)
,
Eα,a(b) = 0, for b ≥ 1
µ(α, a)
. (3.9)
Remark. Using a symmetry argument in the particular case where α = pi/2 and
a = −1, Epi/2,−1(b) will be the same effective energy introduced in [BNF07] (up to a
scaling factor).
5Note that the condition in (3.7) is only valid under (3.6). In light of Remark 2.1, the eigen-
function corresponding to µ(α, a) is used, in such situations, to construct a test function proving
the non-triviality of the minimizers. If (3.6) is not satisfied, then µ(α, a) = |a|Θ0. In this case, for
b > (|a|Θ0)−1, Jb,α,a will only have zero minimizers, and the study will be trivial.
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4. Preliminaries
In this section, we present some properties of the minimizers (ψ,A) of Eκ,H in (1.1),
needed in the derivation our main results.
4.1. Classical Estimates. Recall the magnetic field B0 introduced in Assump-
tion 1.1. We fix a magnetic potential F ∈ H1div(Ω) generating B0 (see [AK16, Lemma
A.1]):
∃unique F ∈ H1div(Ω) such that curlF = B0. (4.1)
The theorem below introduces some estimates of the critical points (ψ,A) of Eκ,H
in (1.1), involving the field F. In light of this theorem, F proves to be a useful
approximation of any vector potential A corresponding to a minimizer of (1.1).
Theorem 4.1. Let γ ∈ (0, 1) be a constant. Under Assumption 1.1, there exists a
constant C > 0 such that if (ψ,A) ∈ H1(Ω;C)×H1div(Ω) is a weak solution of (1.3),
then
(1) ‖ψ‖L∞(Ω) ≤ 1,
(2) ‖(∇− iκHA)ψ‖L2(Ω) ≤ Cκ‖ψ‖L2(Ω),
(3) ‖curl(A− F)‖L2(Ω) ≤
C
H
‖ψ‖2L2(Ω),
and, under the additional Assumption 1.3
(4) A− F ∈ H2(Ω) and ‖A− F‖H2(Ω) ≤
C
κ
,
(5) A− F ∈ C0,γ(Ω) and ‖A− F‖C0,γ(Ω) ≤
C
κ
.
The proof of this theorem can be found in [AK16, Theorem 4.2] and [FH10, Propo-
sition 10.3.1 & Lemma 10.3.2].
4.2. Exponential decay of the order parameter. The following theorem dis-
plays regimes for the intensity of the applied magnetic field where the order parame-
ter and the GL energy are exponentially small away from certain intersection points
of the magnetic edge and the boundary.
We suppose that the assumptions in Section 1.3 are satisfied. Let j ∈ {1, · · · , n}.
We define the set
S =
{
pj ∈ Γ ∩ ∂Ω : b <
(
µ(αj , a)
)−1}
.
Theorem 4.2. Assume that b satisfy
(|a|Θ0)−1 < b <
(
min
j∈{1,··· ,n}
µ(αj , a)
)−1
.
There exist constants κ0 > 0, C > 0, and δ0 > 0 such that, if
κ ≥ κ0, κ0κ−1 ≤ ` < 1, and (ψ,A) is a solution of (1.3),
then ∫
Ω∩{dist(x,S)≥`}
(
|ψ|2 + (κH)−1|(∇− iκHA)ψ|2
)
dx ≤ Cκ−1e−δ0κ`.
Proof of Theorem 4.2. The proof is a consequence of the decay estimates established
in [Ass20, Theorem 1.6]; indeed, for b ∈
(
(|a|Θ0)−1,
(
minj∈{1,··· ,n} µ(αj , a)
)−1),
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there exist κ0, C, β > 0 such that, for κ ≥ κ0 and H = bκ,∫
Ω∩{dist(x,S)≥ 1√
κH
}
eβ
√
κH dist(x,S)
(
|ψ|2 + 1
κH
|(∇− iκHA)ψ|2
)
dx
≤ C
∫
Ω∩{dist(x,S)≤ 1√
κH
}.
|ψ|2 dx. (4.2)
We choose κ0 so that κ0 ≥ 1/
√
b. Thus, for κ ≥ κ0 and κ0κ−1 ≤ ` < 1, we get
` ≥ 1/√κH. Using (4.2), one can easily verify the claim of Theorem 4.2, with
δ0 = δ0(b) = β
√
b. 
5. Local estimates of minimizers (Proof of Theorem 1.5)
We are still working under the assumptions in Section 1.3. The aim of this section
is to study the concentration of the minimizers (ψ,A) of the functional (1.1) near the
intersection points, pj , of ∂Ω and Γ. This will be displayed by local estimates of the
GL ground-state energy and the L4-norm of minimizers, that establish Theorem 1.5.
5.1. Change of variables. We will carry out the computation in adapted coordi-
nates near ∂Ω∩Γ. The properties in this section are borrowed from [Ass20, Section 4],
where these coordinates are first defined. We present them below for the convenience
of the reader, and we refer to the aforementioned paper for more details.
For j ∈ {1, · · · , n}, there exist rj > 0 and a local diffeomorphism Ψ = Ψj of R2
satisfying the following:
Ψ(pj) = (0, 0) , |JΨ|(pj) = |JΨ−1 |(0, 0) = 1,
and there exists a neighbourhood Uj of (0, 0) such that
Ψ
(
B(pj , rj) ∩ Ω1
)
= Uj ∩Dαj1 , Ψ
(
B(pj , rj) ∩ Ω2
)
= Uj ∩Dαj2 ,
Ψ
(
B(pj , rj) ∩ (∂Ω1 \ Γ)
)
= Uj ∩ R+ × {0},
Ψ
(
B(pj , rj) ∩ (∂Ω2 \ Γ)
)
= Uj ∩ R− × {0},
Ψ
(
B(pj , rj) ∩ Γ
)
= Uj ∩ (xˆ2 = xˆ1 tanαj).
Here, (xˆ1, xˆ2) := Ψ(x1, x2), and the sets D
αj
1 and D
αj
2 are defined in (2.1). We
assume further that the radii rj are sufficiently small so that
(
B(pj , rj)
)
j∈{1,··· ,n} is
a family of disjoint balls. Using the properties above, one can prove the existence of
a constant C > 0, independent of j, such that the Jacobians JΨ and JΨ−1 satisfy∣∣|JΨ(x)| − 1∣∣ ≤ C` and ∣∣|JΨ−1(xˆ)| − 1∣∣ ≤ C`, (5.1)
for all x ∈ B(pj , `) ⊂ B(pj , rj) and xˆ = Ψ(x). Let E = (E1, E2) ∈ H1(Ω;R2) be such
that curlE = B, for B ∈ L2(R2), and u ∈ H1(Ω;C) such that suppu ⊂ B(pj , rj).
Consider the magnetic potential Eˆ = (Eˆ1, Eˆ2) ∈ H1
(
Ψ
(
B(pj , rj)
) ∩R2+;R2) satisfy-
ing Eˆ1 dxˆ1 + Eˆ2 dxˆ2 = E1 dx1 +E2 dx2, and the function uˆ, defined in Ψ(B(pj , rj))∩
R2+ by uˆ(xˆ) = u
(
Ψ−1(xˆ)
)
. Furthermore, let
Bˆ(xˆ) = B
(
Ψ−1(xˆ)
)
, for all xˆ ∈ Ψ(B(pj , rj)) ∩ R2+.
One can check that
curl Eˆ = ∂xˆ1Eˆ2 − ∂xˆ2Eˆ1 = BˆJΨ−1 ,
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and, for any b > 0∫
Ω
∣∣(∇− ibE)u∣∣2 dx =∫
D
∑
1≤k,m≤2
Gk,m(xˆ)
(
∂xˆk − ibEˆk
)
uˆ(xˆ)
(
∂xˆm − ibEˆm
)
uˆ(xˆ) |JΨ−1(xˆ)| dxˆ. (5.2)
Here D = Ψ(B(pj , rj)) ∩ R2+ and Gk,m(xˆ) are the elements of the matrix G(xˆ) =
(dΨ)(dΨ)t |Ψ−1(xˆ). For any ` < rj , we have
|Gk,m(xˆ)− δk,m| ≤ C`, xˆ ∈ Ψ(B(pj , `)
)
(5.3)
for some C > 0 independent of j.
Using the coordinates transformation above, the field F in (4.1) can be expressed
in the following canonical manner:
Lemma 5.1. Let a ∈ [−1, 1) \ {0}, and B(0, l) ⊂ Ψ(B(pj , rj)) be a ball of radius
l. Consider the vector potential F ∈ H1div(Ω) satisfying curlF = 1Ω1 + a1Ω2. There
exists a function ϕj,l ∈ H2
(
B(0, l) ∩ R2+
)
such that the vector potential Fˆg := Fˆ −
∇xˆ1,xˆ2ϕj,l, defined in B(0, l) ∩ R2+, satisfies(
Fˆg
)
1
= 0,
(
Fˆg
)
2
= Aα,a + f,
where Aα,a is the potential introduced in (2.2), f is a continuous function satisfying
|f(xˆ1, xˆ2)| ≤ C(xˆ21 + |xˆ1xˆ2|), for some C > 0 independent of j.
5.2. A useful lower bound. We introduce the following local energies of any con-
figuration (ψ,A) ∈ H1(Ω;C)×H1div(Ω), in a domain D ⊂ Ω
E0(ψ,A;D) =
∫
D
(|(∇− iκHA)ψ|2 − κ2|ψ|2 + 1
2
κ2|ψ|4) dx, (5.4)
E(ψ,A;D) = E0(ψ,A;D) + (κH)2
∫
Ω
| curl(A− F)|2 dx. (5.5)
Let ` ∈ (0, 1). For each pj ∈ Γ ∩ ∂Ω, j ∈ {1, · · · , n}, recall the set Nj(`) defined
in (1.5) by
Nj(`) = {x ∈ Ω, dist(x, pj) ≤ `}.
In Proposition 5.2 below, we establish a lower bound for the local energy of an
arbitrary function u ∈ H1(Ω;C) supported in a neighbourhood of pj , which will be
helpful in deriving the local estimates in Theorem 1.5.
Proposition 5.2. There exist two constants κ0 > 1 and C > 0 such that, for κ ≥ κ0
and for any pj ∈ Γ ∩ ∂Ω, the following is true. If
• (ψ,A) ∈ H1(Ω;C)×H1div(Ω) is a solution of (1.3).
• u ∈ H1(Ω;C) such that suppu ⊂ B(pj , `) and |u| ≤ 1.
then
E0
(
u,A;Nj(`)
) ≥ b−1Eαj ,a(b)− C(κ 32 `2 + κ 52 ` 103 + κ2`3 + κ 92 `6),
where E0 is the functional in (5.4), and Eαj ,a(b) is the energy in (3.5).
Proof. Let γ ∈ (0, 1) and F be the vector field introduced in (4.1). We define the
function φj by
φj(x) =
(
A(pj)− F(pj)
)
· x. (5.6)
As a consequence of the fifth item in Theorem 4.1, we get the following approximation
of the vector potential A
|A(x)−∇φj(x)− F(x)| ≤ C
κ
`γ , for x ∈ Nj(`). (5.7)
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We choose γ = 2/3 in (5.7). Let v = e−iκHφju. Using (5.7), Cauchy’s inequality,
and the bound |v| ≤ 1, we may write
E0(u,A;Nj(`)) ≥ (1− κ− 12 )E0(v,F;Nj(`))− C
(
κ
3
2 `2 + κ
5
2 `
10
3
)
. (5.8)
Now, we use the change of variables introduced in Section 5.1, valid in a neighbour-
hood of pj , to locally send the domain in Ω onto R2+. κ is assumed sufficiently large
so that B(pj , `) ⊂ B(pj , rj). We associate to v the function vˆ = v ◦ Ψ−1, defined
in Ψ
(
B(pj , `)
)
. We may use the transformation formula in (5.2) and the properties
in (5.1) and (5.3) to conclude that
(1− C`)
∫
Ψ(B(pj ,`))∩R2+
∣∣(∇− iκHFˆ)vˆ∣∣2 dxˆ ≤ ∫
Ω
∣∣(∇− iκHF)v∣∣2 dx
≤ (1 + C`)
∫
Ψ(B(pj ,`))∩R2+
∣∣(∇− iκHFˆ)vˆ∣∣2 dxˆ, (5.9)
where Fˆ is the transform of F by Ψ, and C > 0 is a constant independent of j. In
addition, due to the support of v and (5.1), we note the existence of c1 > 0 such
that Ψ
(
B(pj , `)
) ⊂ B(0, c1`) ⊂ Ψ(B(pj , rj)), for large κ. Consequently, the gauge
transform in Lemma 5.1 allows us to write∫
Ψ(B(pj ,`))∩R2+
∣∣(∇− iκHFˆ)vˆ∣∣2 dxˆ
=
∫
Ψ(B(pj ,`))∩R2+
∣∣(∇− iκHFˆg)vˆg∣∣2 dxˆ, (5.10)
where vˆg(xˆ) = vˆ(xˆ)e−iκHϕ(xˆ), for xˆ ∈ Ψ
(
B(pj , `)
) ∩ R2+. Here ϕ = ϕj,l, for l =
c1`, is the gauge function in Lemma 5.1, and Fˆg is the magnetic potential in the
aforementioned lemma.
Recall the potential Aα,a introduced in (2.2). Extending vˆ and vˆg by zero in R2+,
the Cauchy’s inequality applied in (5.10), and the support of the function vˆg imply∫
Ψ(B(pj ,`))∩R2+
∣∣(∇− iκHFˆg)vˆg∣∣2 dxˆ ≥ (1− κ− 12 ) ∫
R2+
∣∣(∇− iκHAαj ,a)vˆg∣∣2 dxˆ
− Cκ 92 `4
∫
R2+
|vˆg
∣∣2 dxˆ, (5.11)
where αj is the corresponding angle to the point pj , defined in Notation 1.2. But∫
R2+
|vˆg
∣∣2 dxˆ = ∫
B(pj ,`)∩Ω
|v|2 |JΨ| dx.
Thus, using (5.1) we get
(1− C`)
∫
Ω
|v|2 dx ≤
∫
R2+
|vˆg
∣∣2 dxˆ ≤ (1 + C`)∫
Ω
|v|2 dx. (5.12)
Plug (5.12) into (5.11), and use again |v| ≤ 1 together with its support to obtain∫
Ψ(B(pj ,`))∩R2+
∣∣(∇−iκHFˆg)vˆg∣∣2 dxˆ ≥ (1−κ− 12 )∫
R2+
∣∣(∇−iκHAαj ,a)vˆg∣∣2 dxˆ−Cκ 92 `6.
(5.13)
Similarly to (5.12), we have
(1− C`)
∫
Ω
|v|4 dx ≤
∫
R2+
|vˆg
∣∣4 dxˆ ≤ (1 + C`)∫
Ω
|v|4 dx. (5.14)
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Consequently, using (5.9), (5.10) and (5.12)–(5.14), we retake the energy E0(v,F;Nj(`))
appearing in (5.8) and write
E0(v,F;Nj(`)) =
∫
Ω
(∣∣(∇− iκHF)v∣∣2 − κ2|v|2 + κ2
2
|v|4
)
dx
≥ (1− C`− κ− 12 )
(∫
R2+
(∣∣(∇− iκHAαj ,a)vˆg∣∣2 − κ2|vˆg|2 + κ22 |vˆg|4) dxˆ
)
− r(κ),
(5.15)
where r(κ) = C
(
κ
3
2 `2 + κ
9
2 `6 + κ2`3
)
. Next, we use the scaling t =
√
κHxˆ =
√
bκxˆ
(see Assumption 1.3), and define
v(t) = vˆg
( t√
bκ
)
, for t ∈ R2+.
One can simply check that∫
R2+
∣∣(∇xˆ − iκHAαj ,a(xˆ))vˆg(xˆ)∣∣2 dxˆ = ∫
R2+
∣∣(∇t − iAαj ,a(t))v(t)∣∣2 dt
and ∫
R2+
|vˆg(xˆ)|2 dxˆ = 1
bκ2
∫
R2+
|v(t)|2 dt,
∫
R2+
|vˆg(xˆ)|4 dxˆ = 1
bκ2
∫
R2+
|v(t)|4 dt.
Hence,∫
R2+
(∣∣(∇−iκHAαj ,a)vˆg∣∣2−κ2|vˆg|2+κ22 |vˆg|4) dxˆ = 1bJb,αj ,a(v) ≥ 1bEαj ,a(b), (5.16)
where Jb,αj ,a and Eαj ,a(b) are the energies in (3.1) and (3.5) respectively. Having
Eαj ,a(b) ≤ 0, we put (5.16) in (5.15) and get
E0(v,F;Nj(`)) ≥ 1
b
Eαj ,a(b)− Cκ
3
2 `2 − Cκ 92 `6 − Cκ2`3. (5.17)
Implement (5.17) in (5.8) to complete the proof. 
5.3. Proof of the main result.
Proof of Theorem 1.5. Let γ ∈ (0, 1) and ˆ` = (1 + γ)`. We assume that κ is suffi-
ciently large so that Nj(ˆ`) ∩Nk(ˆ`) = ∅, for any j, k ∈ {1, · · · , n}, j 6= k.
Let j ∈ T . Consider a smooth function fj satisfying
fj = 1 in Nj(`), fj = 0 in Nj
(
ˆ`
){
, 0 ≤ fj ≤ 1 and |∇fj | ≤ Cγ−1`−1 in Ω. (5.18)
Here, Nj
(
ˆ`
){ denotes the complement of Nj(ˆ`) in Ω. We have the following identity∫
Nj(ˆ`)
∣∣(∇− iκHA)fjψ∣∣2 dx = ∫
Nj(ˆ`)
∣∣fj(∇− iκHA)ψ∣∣2 dx+ ∫
Nj(ˆ`)
|∇fj |2ψ|2 dx
+ 2 Re
∫
Nj(ˆ`)
fj(∇− iκHA)ψ · ψ∇fj dx. (5.19)
Consider the following obvious decompositions∫
Nj(ˆ`)
f2j |ψ|2 dx =
∫
Nj(ˆ`)
|ψ|2 dx+
∫
Nj(ˆ`)
(f2j − 1)|ψ|2 dx∫
Nj(ˆ`)
f4j |ψ|4 dx =
∫
Nj(ˆ`)
|ψ|4 dx+
∫
Nj(ˆ`)
(f4j − 1)|ψ|4 dx, (5.20)
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and that of
∫
Nj(ˆ`)
∣∣fj(∇− iκHA)ψ∣∣2 dx into∫
Nj(ˆ`)
∣∣(∇− iκHA)ψ∣∣2 dx+ ∫
Nj(ˆ`)
(f2j − 1)
∣∣(∇− iκHA)ψ∣∣2 dx.
Moreover, note that∣∣∣Re ∫
Nj(ˆ`)
fj(∇− iκHA)ψ · ψ∇fj dx
∣∣∣ ≤ ‖fj(∇− iκHA)ψ‖L2(Nj(ˆ`))‖ψ∇fj‖L2(Nj(ˆ`)),
(5.21)
and recall that ` ≈ κ−ρ is chosen so that `  κ−1. Hence, using (5.19)–(5.21) and
the properties of fj in (5.18), particularly that ∇fj , f2j − 1 and f4j − 1 are supported
in Nj(`){, together with Theorem 4.2 which ensures that |ψ| is exponentially small
in Nj(ˆ`) \ Nj(`), we get
E0(fjψ,A;Nj(ˆ`)) = E0(ψ,A;Nj(ˆ`)) + o(1). (5.22)
A lower bound of the local energy . Notice that the function fjψ satisfies the conditions
in Proposition 5.2, with ˆ` replacing `, then using this proposition and (5.22), we get
(with the choice of ρ ∈ (4/5, 1) in ` ≈ κ−ρ)
E0(ψ,A;Nj(ˆ`)) ≥ 1
b
Eαj ,a(b) + o(1). (5.23)
An upper bound of the local energy . Inspired by [SS03, HK17, HK18, AKPS19], we
define the following test function
w(x) = 1Nj(ˆ`)(x)fj(x)e
iκH(φj(x)+ϕj,ˆ`(Ψj(x))uj(
√
κHΨj(x)) + (1− fj(x))ψ(x) ,
where Ψj is the coordinate transformation in Section 5.1, fj , φj , and ϕj,ˆ` are respec-
tively the functions in (5.18), (5.6), and Lemma 5.1, and uj = ub,αj ,a is a minimizer
of the functional in (3.1) with b = H/κ.
A minimizer (ψ,A) of (1.1) obviously satisfies
Eκ,H(ψ,A) ≤ Eκ,H(w,A).
Suppressing the term κ2H2‖ curl(A− F)‖2L2(Ω) from the above expression, we get
E0(ψ,A; Ω) ≤ E0(w,A; Ω).
Note that fj = 0 in Nj(ˆ`){, hence using the following decompositions
E0(ψ,A; Ω) = E0(ψ,A;Nj(ˆ`)) + E0(ψ,A;Nj(ˆ`){)
E0(w,A; Ω) = E0(w,A;Nj(ˆ`)) + E0(ψ,A;Nj(ˆ`){)
we further get
E0(ψ,A;Nj(ˆ`)) ≤ E0(w,A;Nj(ˆ`)). (5.24)
On the other hand, the decay estimates in (3.8) and Theorem 4.2 assure that
uj(
√
κHΨj(x)) and |ψ(x)| are exponentially small in Nj(ˆ`)\Nj(`) (having ` κ−1).
Hence, a computation6 quite similar to the one done in the lower bound proof above
and in Proposition 5.2 yields
E0(w,A;Nj(ˆ`)) = 1
b
Eαj ,a(b) + o(1). (5.25)
6we omit the computation details which is now straightforward, after having the proofs in the
above paragraph and Proposition 5.2.
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Put (5.25) in (5.24) to get the following upper bound
E0(ψ,A;Nj(ˆ`)) ≤ 1
b
Eαj ,a(b) + o(1). (5.26)
The order parameter estimates. Integrating by parts in the first equation of (1.3),
we get (see [FK11, (6.2)])∫
Nj(ˆ`)
(∣∣(∇− iκHA)fjψ∣∣2 − |∇fj |2|ψ|2) dx = κ2 ∫
Nj(ˆ`)
(|ψ|2 − |ψ|4) f2j dx .
Consequently,
E0
(
fjψ,A;Nj(ˆ`)
)
= κ2
∫
Nj(ˆ`)
f2j
(
− 1 + 1
2
f2j
)
|ψ|4 dx+
∫
Nj(ˆ`)
|∇fj |2|ψ|2 dx
= −1
2
κ2
∫
Nj(`)
|ψ|4 dx+ κ2
∫
Nj(ˆ`)\Nj(`)
f2j
(
− 1 + 1
2
f2j
)
|ψ|4 dx
+
∫
Nj(ˆ`)
|∇fj |2|ψ|2 dx.
Again, using the exponential decay of ψ in Nj(ˆ`) \ Nj(`), and the properties of fj
in (5.18), we get
E0
(
fjψ,A;Nj(ˆ`)
)
= −1
2
κ2
∫
Nj(`)
|ψ|4 dx+ o(1).
Implement this equation in (5.22) and use the bounds in (5.23) and (5.26) to get the
estimates of the L4-norm of ψ in (1.6).
The global energy estimates. Now, the estimates of the ground-state energy in (1.7)
are easy to establish. First notice that
Eg.st(κ,H) = E0(ψ,A; Ω) + κ2H2‖ curl(A− F)‖2L2(Ω)
= E0
(
ψ,A;Sˆ`
)
+ κ2H2‖ curl(A− F)‖2L2(Ω) + o(1),
=
1
b
∑
j∈T
Eαj ,a(b) + κ
2H2‖ curl(A− F)‖2L2(Ω) + o(1),
where Sˆ` :=
⋃
j∈T Nj(ˆ`). The equality above is obtained by summing over T in (5.23)
and (5.26), and due to the aforementioned decay of the minimizer and its energy in
S{ˆ`. Moreover, this decay and Item 3 in Theorem 4.1 assure that
κ2H2‖ curl(A− F)‖2L2(Ω) ≤ Cκ2‖ψ‖4L2(Ω) ≤ C˜κ2`4 = o(1).
This completes the proof of (1.7). 
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