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Abstract
In this paper, we present an alternative method to compute the eigenvalue of an irreducible
(max,+)-system. The method resembles the well-known simplex method in linear program-
ming in the sense that the eigenvalue and a corresponding eigenvector are obtained by going
along the boundary of a polygon-like set, while increasing the number of equalities in some
(max,+)-algebraic eigenvalue–eigenvector expression, until only equalities are left over. The
latter is unlike the normal linear programming approach where, going along the boundary of
a polygon-like set, a linear functional is optimized. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
In this paper, we consider discrete event systems. Discrete event systems can be
used to study processes that are driven by the occurrence of events. The relevant vari-
ables then represent times at which events are taking place. We assume in this paper
that the evolution of the systems can be described by means of equations composed
using two kinds of operations, namely, the addition and the maximization.
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We are concerned with the computation of eigenvalues and corresponding ei-
genvectors for the above type of systems. For this (and also more general) type of
systems the eigenvalue and corresponding eigenvector have the following nice in-
terpretation. Consider a system of the above type and assume that the system has
N different events, numbered from 1 to N. Let events in the system take place for
the first time on times according to the N components of the eigenvector, i.e., event
i takes place for the first time on the time specified by the ith component of the
eigenvector. Then the eigenvalue specifies the length of time after which event i
takes place for the second time. The latter holds for any event i, i = 1, . . . , N . Fur-
thermore, replacing in the above ‘first’ by ‘kth’ and ‘second’ by ‘(k + 1)st’, it is
immediate that the above process will repeat itself. So when starting with events on
times specified by the eigenvector, the system evolves regularly, i.e., periodically
with a period given by the eigenvalue.
We present a simplex-type of approach to compute the eigenvalues and eigenvec-
tors of discrete event systems. The method is inspired by the proofs in [7,8] and re-
sembles the well-known simplex method in linear programming in the sense that the
eigenvalue and a corresponding eigenvector are obtained by going along the edges of
a polygon-like set, while increasing the number of equalities in some (max,+)-alge-
braic eigenvalue–eigenvector expression, until only equalities are left over. The latter
is unlike the normal linear programming approach where, going along the boundary
of a polygon-like set, a linear functional is optimized.
For other methods for (max,+)-systems to do eigenvalue computations we refer
[2–6,9,10]. In [2,5,10], the computations amount to computing in the (max,+)-alge-
bra powers of a square matrix until some periodic behavior appears from which the
eigenvalue and a candidate eigenvector can be determined. In [6], the computations
have basically a graph theoretic nature. The methods in [4,9] transform the previous
graph theoretic approach into a linear program with a linear functional that has to be
optimized. Finally, a recent method based on policy iteration can be found in [3].
The outline of this paper is as follows. In Section 2, we consider (max,+)-sys-
tems that satisfy certain natural assumptions concerning irreducibility. In Section 3,
we present and prove the basics of a new algorithm to compute the eigenvalue and
a corresponding eigenvector for (max,+)-systems. In Section 4, the algorithm is
illustrated by means of an example. We conclude the paper with Section 5 in which
we present some conclusions and remarks.
2. Problem statement, definitions and notation
The starting point in this paper is the following system of equations describing
the evolution of a discrete event system:
ui(k + 1) = max{ai1 + u1(k), . . . , ain + un(k)},
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i = 1, . . . , n, k = 0, 1, 2, . . . ,
where ui(k), aij ∈ Rε for all i, j = 1, . . . , n and k = 0, 1, 2, . . .Here Rε = R ∪ {ε},
where we have denoted ε = −∞. When aij = ε for some i, j = 1, . . . , n, then uj (k)
does not contribute in ui(k + 1) for all k = 0, 1, 2, . . . Hence, the variable uj will
not be important in the evolution of the variable ui .
In the following, we adopt the next well-known notation (see [1]). We write a ⊕ b
for max(a, b) (the maximum of a and b) and a ⊗ b for a + b (the sum of a and b).
With this notation the above equations can be written as
ui(k + 1) = (ai1 ⊗ u1(k))⊕ · · · ⊕ (ain ⊗ un(k)),
i = 1, . . . , n, k = 0, 1, 2, . . . ,
which in turn can be denoted as
ui(k + 1) =
n⊕
j=1
(aij ⊗ uj (k)), k = 0, 1, 2, . . .
Finally, the latter can compactly be written as
x(k + 1) = A⊗ x(k), k = 0, 1, 2, . . . , (1)
where
x(k) =


u1(k)
u2(k)
...
un(k)

 ∈ Rnε , A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
.
.
.
...
an1 an2 · · · ann

 ∈ Rn×nε .
Definition 2.1. We say that the matrix A or system (1) is reducible in the (max,+)-
algebra sense, if there is a permutation σ = {σ1, σ2, . . . , σn} of the set {1, 2, . . . , n}
such that
A(σ, σ) =
(
A11 E
A21 A22
)
,
where A11 and A22 are square submatrices of which each row contains at least one
finite entry, E denotes a matrix of suitable positive dimensions containing entries
−∞ only, and where A(σ, σ) denotes the matrix that has Aσiσj as its (i, j)th entry.
If the matrix A or system (1) is not reducible, we also will say that it is irreducible.
We note that the definition of (ir)reducibility (Definition 2.1) given above is
slightly different from the usual definition, see for instance [1]. It is easy to see that
the above notion of (ir)reducibility is equivalent to usual one in combination with the
assumption that each row of the matrix A contains at least one finite element. Note
that if the ith row of the matrix A contains only entries −∞ the ith component of
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x(k) will be −∞ for all k = 1, 2, . . . Such a component is therefore irrelevant for
the evolution of the system and can be left out of the system description.
Assumption 2.2. Throughout this paper we assume that the matrix A is irreducible
in the (max,+)-algebra sense.
Assumption 2.2 implies amongst others that each row of the matrix A contains at
least one finite element.
In addition to the notation already introduced in the above, we will also use the
following notation.
Given two vectors x and y of the same dimension, we denote x ⊕ y for their sum
in (max,+)-algebra sense, which amounts to the componentwise maximization of
corresponding entries in x and y.
Given a scalar λ and a vector x, we denote λ⊗ x for the scalar product in (max,+)
-algebra sense of λ and x. Occasionally, we also denote this as λ+ x, where the
addition is assumed to be componentwise.
If M is some matrix in Rp×qε and z is a vector in Rqε , we denote M ⊗ z for the
product in (max,+)-algebra sense of the matrix M and the vector z. If the (i, j)th
entry of M is denoted by mij , then the ith component ofM ⊗ z is given by⊕qj=1(mij⊗ zj ), where 1  i  p. See also above.
Given two vectors x and y of the same dimension, we write x = y to indicate
that x and y are componentwise equal to each other, we write x < y to indicate that
x is componentwise strictly less than y, and we write x  y to indicate that x is
componentwise less than y. The latter means that if x  y, but not x = y or x < y,
then this (vector) inequality contains equalities as well as inequalities.
In Definition 2.1 we used a partitioning of the matrix A to define the notion of
(ir)reducibility and we have been explicit about the permutation used to obtain the
partitioning. Throughout this paper we shall use many partitionings of vectors and
matrices, but for reasons of convenience we never explicitly mention the associated
permutations again. The partitionings must considered to be obtained after suitable
renumbering of the variables involved. If necessary, the associated permutations can
be obtained from the context in which the partitionings are used.
We say that a vector is finite is none of its components is equal to −∞.
Problem statement 2.3. Given an n× n matrix A that is irreducible in the (max,+)-
algebra sense, compute a real number λ ∈ R and a vector v ∈ Rn such that A⊗ v =
λ⊗ v(= v + λ). The number λ is then called the eigenvalue of A in the (max,+)-
algebra sense and v is said to be a corresponding eigenvector.
It is well known that under Asssumption 2.2 the eigenvalue of A in the (max,+)-
algebra sense exists and is uniquely determined, see for instance [1]. So the existence
of the eigenvalue of A is not an issue here. Therefore, we can try in this paper to
actually compute the eigenvalue of A and a corresponding eigenvector. In the fol-
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lowing a method will be derived for doing such computations. The method consists
of an iteration that has to be repeated a finite number of times. The iteration itself is
explained in Section 3.
3. Iteration
In this section, we explain the main iteration step in the method of this paper.
However, before the iteration can take place an initial step has to be performed.
3.1. Initial step
Take any x ∈ Rn (so, x is a finite vector) and define in a mix of (max,+)-algebra
and conventional notation the vector c and the scalar τ as
c = (A⊗ x)− x, τ = min
i
ci .
Because x is finite and each row of A contains a finite element, which is a conse-
quence of Assumption 2.2, the vector c is also finite.
If A⊗ x = τ ⊗ x, then c = τ1n, and Problem 2.3 can immediately be solved by
setting v = x and λ = τ . Here we have denoted 1k for a k-vector containing 1’s only.
If A⊗ x /= τ ⊗ x, then in fact
τ ⊗ x  A⊗ x, (2)
with at least one equality. Below a method will be presented to yield τ¯ ∈ R and
x¯ ∈ Rn such that
τ¯ ⊗ x¯  A⊗ x¯, (3)
where the number of equalities in (3) is strictly larger than the number of equalities
in (2).
3.2. Iteration step
In order to present our method we start from (2) and denote Aτ for A− τ , i.e., τ
is subtracted from all entries of A to yield Aτ . Then it easily follows that (2) changes
into
x  (Aτ ⊗ x), (4)
with at least one equality. In the following we present a method to compute τ¯ ∈ R
and x¯ ∈ Rn such that
x¯  (Aτ¯ ⊗ x¯), (5)
contains more equalities than (4).
To that end, rearrange and partition x and Aτ in (4) as
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x1
x2
)
,
(
A11 A12
A21 A22
)
,
respectively, such that (4) changes into
x1 = (A11 ⊗ x1)⊕ (A12 ⊗ x2), (6)
x2 < (A21 ⊗ x1)⊕ (A22 ⊗ x2). (7)
Note that the matrices A11 and A22 are square.
Because x is finite also the vector x2 is finite, and because of the irreducibility
of A, resulting from Assumption 2.2, it follows that A12 contains at least one finite
entry. Hence, from the finiteness of x2 it follows that the vector A12 ⊗ x2 contains at
least one finite element.
Now focus on expressions (6) and (7), and define
a1 = A12 ⊗ x2, a2 = A22 ⊗ x2.
So a1 contains at least one finite element. Keeping x2 fixed, expressions (6) and (7)
go over into
x1 = (A11 ⊗ x1)⊕ a1, (8)
x2 < (A21 ⊗ x1)⊕ a2, (9)
where the vector x1 can be seen as a given finite solution of (8). It is possible that
there also exists another solution of (8) next to x1. In this paper, we are particularly
interested in the so-called smallest solution of (8). This smallest solution, in this
paper denoted by x1∗, is the solution of (8) such that any other solution x ′1 of (8)
satisfies x1∗  x ′1. The smallest solution x1∗ can be computed as the limit of the
iteration wj+1 = (A11 ⊗ wj)⊕ a1, j = 0, 1, 2, . . . , where w0 = a1. We can prove
that x1∗ = wn1−1, where n1 equals the number of components of the unknown vector
x1∗. Also we can prove that x1∗ is finite, due to Assumption 2.2. The existence of x1∗
is guaranteed by the fact that we start from a given solution x1 of (8). More details
on the smallest solution of x1∗ and the properties mentioned above can be found in
Appendix A. See also [1].
The above implies that in addition to the given solution x1 of (8), we may as-
sume that also the smallest solution x1∗ of (8) is known. If x1∗  x1, then in fact
there exist infinitely many solutions of (8). Indeed, for every real µ  0, the vector
x1∗ ⊕ (x1 − µ) is a solution of (8). To this end, observe that
(A11 ⊗ (x1∗ ⊕ (x1 − µ)))⊕ a1
= ((A11 ⊗ x1∗)⊕ (A11 ⊗ (x1 − µ)))⊕ a1
= ((A11 ⊗ x1∗)⊕ a1)⊕ ((A11 ⊗ (x1 − µ))⊕ (a1 − µ))
= x1∗ ⊕ (((A11 ⊗ x1)⊕ a1)− µ)
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= x1∗ ⊕ (x1 − µ),
where we have used some elementary properties of ⊗ and ⊕, see also [1] or Appen-
dix A.
We recall that (8) and (9) have to be satisfied, and we assume that next to the given
solution x1 of (8), also the smallest solution x1∗ of (8) is known. Now we distinguish
between the next two cases:
(i) x1∗  x1,
(ii) x1∗ = x1.
Below we examine both cases, and we describe how to come to an expression (5)
with more equalities than in (4).
3.2.1. Case (i) x1∗  x1
In Case (i), we distinguish between the next two subcases.
(i)(a) In (9) with x1 replaced by x1∗, i.e., in
x2 < (A21 ⊗ x1∗)⊕ a2,
at least one of the inequalities is no longer valid.
(i)(b) In (9) with x1 replaced by x1∗, i.e., in
x2 < (A21 ⊗ x1∗)⊕ a2,
all inequalities are still strict.
In Case (i)(a), we replace x1 in (9) by x1∗ ⊕ (x1 − µ). Due to the fact that x1∗ ⊕
(x1 − µ) is continuous and componentwise non-increasing with respect to µ, there
is a µ¯  0 such that in (9) with x1 replaced by x1∗ ⊕ (x1 − µ), i.e., in
x2 < (A21 ⊗ (x1∗ ⊕ (x1 − µ)))⊕ a2, (10)
for µ = µ¯ at least one of the inequalities is no longer valid and has to be replaced
by an equalilty. To see that such µ¯  0 actually exists, suppose that (10) is true for
all µ  0. Letting µ increase from 0, it follows from the finiteness of x1 and x1∗ that
x1∗ ⊕ (x1 − µ) goes over into x1∗ for some finite µ  0, say µ′. Then (9) with x1
replaced by x1∗ ⊕ (x1 − µ′) goes over into
x2 < (A21 ⊗ x1∗)⊕ a2,
with all inequalities strict. However, this means that we are dealing with Case (i)(b),
yielding a contradiction with the starting point that we are considering with Case
(i)(a). So in Case (i)(a), there must be a finite µ¯  0 such that the next (vector)
inequality contains
x2  (A21 ⊗ (x1∗ ⊕ (x1 − µ¯)))⊕ a2,
at least one (scalar) equality.
This implies that after some renumbering of x2, the vectors x2 and a2, and the
matrix A21 in (9) can be partitioned as
74 J.W. van der Woude / Linear Algebra and its Applications 330 (2001) 67–87(
x12
x22
)
,
(
a12
a22
)
,
(
A121
A221
)
,
respectively, such that (9) with x1 replaced by x1∗ ⊕ (x1 − µ¯) can be partitioned as
x12 =
(
A121 ⊗ (x1∗ ⊕ (x1 − µ¯))
)⊕ a12,
x22 <
(
A221 ⊗ (x1∗ ⊕ (x1 − µ¯))
)⊕ a22 .
Partitioning A12 and A22 as
(
A112 A
2
12
)
,
(
A1122 A
12
22
A2122 A
22
22
)
,
respectively, it follows that (6) and (7) with x1 replaced by x1∗ ⊕ (x1 − µ¯) go over
into
x1∗ ⊕ (x1 − µ¯)=(A11 ⊗ (x1∗ ⊕ (x1 − µ¯)))⊕
(
A112 ⊗ x12
)⊕ (A212 ⊗ x22),
x12=
(
A121 ⊗ (x1∗ ⊕ (x1 − µ¯))
)⊕ (A1122 ⊗ x12)⊕ (A1222 ⊗ x22),
x22 <
(
A221 ⊗ (x1∗ ⊕ (x1 − µ¯))
)⊕ (A2122 ⊗ x12)⊕ (A2222 ⊗ x22).
Rearranging all the vectors and matrices involved as follows
x¯1 =
(
x1∗ ⊕ (x1 − µ¯)
x12
)
, x¯2 = x22 ,
A¯11 =
(
A11 A
1
12
A121 A
11
22
)
, A¯12 =
(
A212
A1222
)
,
A¯21 =
(
A221 A
21
22
)
, A¯22 = A2222,
Eqs. (6) and (7) go over into
x¯1 = (A¯11 ⊗ x¯1)⊕ (A¯12 ⊗ x¯2), (11)
x¯2 < (A¯21 ⊗ x¯1)⊕ (A¯22 ⊗ x¯2), (12)
which is a partitioning as in (6) and (7), however with more equalities than in (6)
and (7), i.e., we have obtained a partitioning as indicated in (5) with more equalities
than (4). For this we have replaced the finite vectors xi by x¯i , i = 1, 2, as indicated
above. Note that xi and x¯i , i = 1, 2, have different sizes. We did not have to change
the parameter τ , i.e., τ = τ¯ .
In Case (i)(b), we replace x1 in (8) and (9) by x1∗, so that x1 = x1∗, and we
continue with Case (ii) as explained next.
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3.2.2. Case (ii) x1∗ = x1
In Case (ii), we replace expressions (8) and (9) by
ε + xε1∗ =
(
A11 ⊗ xε1∗
)⊕ a1, (13)
ε + x2 <
(
A21 ⊗ xε1∗
)⊕ a2. (14)
Here, ε is a non-negative parameter and xε1∗ denotes the smallest solution of
ε + xε1 =
(
A11 ⊗ xε1
)⊕ a1, (15)
and can be computed as the limit of the iteration ε + wj+1 = (A11 ⊗ wj)⊕ a1,
j = 0, 1, 2, . . . , with ε + w0 = a1. It follows that wn1−1 = xε1∗, where n1 equals the
number of components of the unknown vector xε1∗. If ε = 0, then xε1∗ = x01∗ = x1∗ =
x1. In Appendix A, we prove some of the elementary properties of the sequence
{wj }j0 and its limit xε1∗. For instance, we prove that xε1∗ depends continuously on
ε in a componentwise non-increasing way. Further, we prove for all ε that xε1∗ is
bounded from above by x1 and that xε1∗ is finite, due to Assumption 2.2.
Let ε increase from 0 until at least one of the inequalities in (14) is no longer valid
and has to be replaced by an equality. To see that this indeed will happen, we note that
x2 is finite, and so is (A21 ⊗ x1)⊕ a2, due to Assumption 2.2. As xε1∗  x01∗ = x1 for
all ε  0, it follows that (A21 ⊗ xε1∗)⊕ a2  (A21 ⊗ x01∗)⊕ a2 = (A21 ⊗ x1)⊕ a2
for all ε  0. Here we used some elementary properties of ⊗ and ⊕, see also [1] or
Appendix A.
The conclusion is that the right-hand side of (14) is bounded from above, is com-
ponentwise non-increasing and continuous in ε, whereas the left-hand side of (14)
is bounded from below by x2, is increasing (with slope one) and continuous in ε.
So by the squeeze theorem from elementary analysis it follows that there exists a
finite ε¯ for which some of the strict inequalities in (14) no longer hold and have to
be replaced by an equality.
Given such ε¯  0 it follows that after some renumbering of x2, the vectors x2 and
a2, and the matrix A21 can be partitioned as(
x12
x22
)
,
(
a12
a22
)
,
(
A121
A221
)
,
respectively, such that (14) with ε and xε1∗ replaced by ε¯ and xε¯1∗, respectively, can
be partitioned as
ε¯ + x12 =
(
A121 ⊗ xε¯1∗
)⊕ a12,
ε¯ + x22 <
(
A221 ⊗ xε¯1∗
)⊕ a22 .
Partitioning A12 and A22 as
(
A112 A
2
12
)
,
(
A1122 A
12
22
A2122 A
22
22
)
,
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respectively, it follows that (13) and (14) with ε and xε1∗ replaced by ε¯ and xε¯1∗,
respectively, go over into
ε¯ + xε¯1∗ =
(
A11 ⊗ xε¯1∗
)⊕ (A112 ⊗ x12)⊕ (A212 ⊗ x22),
ε¯ + x12 =
(
A121 ⊗ xε¯1∗
)⊕ (A1122 ⊗ x12)⊕ (A1222 ⊗ x22 ),
ε¯ + x22 <
(
A221 ⊗ xε¯1∗
)⊕ (A2122 ⊗ x12)⊕ (A2222 ⊗ x22).
Rearranging all the vectors and matrices involved as follows
x¯1 =
(
xε¯1∗
x12
)
, x¯2 = x22 ,
A¯11 =
(
A11 A
1
12
A121 A
11
22
)
, A¯12 =
(
A212
A1222
)
,
A¯21 =
(
A221 A
21
22
)
, A¯22 = A2222,
Eqs. (13) and (14) go over into
ε¯ + x¯1 = (A¯11 ⊗ x¯1)⊕ (A¯12 ⊗ x¯2), (16)
ε¯ + x¯2 < (A¯21 ⊗ x¯1)⊕ (A¯22 ⊗ x¯2), (17)
which is a partitioning as in (6) and (7), however with more equalities than in (6)
and (7). Recall that the right-hand side of (16) and (17) is a partitioning of Aτ ⊗ x¯,
whereas the left-hand side of (16) and (17) is a partitioning of ε¯ + x¯, where
x¯ =
(
x¯1
x¯2
)
.
So
x¯1 = ((A¯11 − ε¯)⊗ x¯1)⊕ ((A¯12 − ε¯)⊗ x¯2), (18)
x¯2 < ((A¯21 − ε¯)⊗ x¯1)⊕ ((A¯22 − ε¯)⊗ x¯2) (19)
is a partitioning of
x¯  (A− τ − ε¯)⊗ x¯ = (Aτ − ε¯)⊗ x¯
as in (6) and (7), however with more equalities than in (6) and (7), i.e., we have
obtained a partitioning as indicated in (5) with more equalities than (4). For this we
have replaced the finite vectors xi by x¯i , i = 1, 2, as indicated above. Note that xi
and x¯i , i = 1, 2, have different sizes. Also we have changed the parameter τ into τ¯
by adding the finite number ε¯.
In Cases (i)(a), (i)(b) + (ii) and (ii), the result of the previous is a vector x¯ such
that for some suitable ε¯  0, with τ¯ = τ + ε¯, the following version of (5)
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x¯  (Aτ¯ ⊗ x¯)
contains more equalities than (4).
The previous can be repeated until ultimately only equalities are left over, i.e.,
such that
x¯ = (Aτ¯ ⊗ x¯) (20)
for some x¯ ∈ Rn and τ¯ ∈ R. Problem 2.3 can then be solved by setting v = x¯ and
λ = τ¯ .
4. Example
In this section, we illustrate the method of the paper. For this purpose, we consider
the matrix A that was also studied in [3]:
A =


−∞ 3 −∞ 1
2 −∞ 1 −∞
1 2 2 −∞
−∞ −∞ 1 −∞

.
As initial vector x we take
x =


u1
u2
u3
u4

 =


0
7
6
−3

.
So c = (A⊗ x)− x yields
c =


10
7
9
7

−


0
7
6
−3

 =


10
0
3
10


and τ = mini ci = 0. Further, it follows that (2), and also (4), only contains one
equality, and consequently three inequalities, so that we have to start with the itera-
tion explained in Section 3.2.
Now rearranging (4) into (8) and (9) we obtain for instance (this partitioning is
not unique) with τ = 0:
x1 = u2 = 7, A11 = −∞, A12 = (2 1 −∞), a1 = 7,
x2 =

u1u3
u4

 =

 06
−3

, A21 =

 32
−∞

,
A22 =

−∞ −∞ 11 2 −∞
−∞ 1 −∞

, a2 =

−28
7

.
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Computing x1∗, the smallest solution of (8), by means of the iterationwj+1 = (A11 ⊗
wj)⊕ a1, where w0 = a1 (see before or in Appendix A), it follows that
x1∗ = 7,
so that we have to proceed as in Case (ii) in the previous section. Modifying (8) and
(9) into (13) and (14) by adding ε to the left-hand side, and letting ε increase from
0, it follows after a linear search that for ε = 2 some of the inequalities in (14) are
no longer valid and have to replaced by equaltities. Denoting this value for ε by ε¯, it
follows by means of the iteration ε¯ +wj+1 = (A11 ⊗ wj)⊕ a1 with ε¯ +w0 = a1,
that xε¯1∗ = 5, so that the left- and the right-hand sides of (14) are
ε¯ + x2 =

 28
−1

, (A21 ⊗ xε¯1∗)⊕ a2 =

88
7

,
respectively. Hence, we have obtained one extra equality. Redefining
u2 = xε¯1∗,
and keeping the rest the same, it follows that (in the original order)
x¯ =


u1
u2
u3
u4

 =


0
5
6
−3

,
with τ¯ = τ + ε¯ = 2, is such that (5) contains two equalities, instead of (4) that only
contained one equality.
Next we redefine x := x¯ and start all over again. Then c = (A⊗ x)− x yields
c =


8
7
8
7

−


0
5
6
−3

 =


8
2
2
10


and τ = mini ci = 2. As indicated above, (2), and also (4), just contains two equal-
ities, and consequently also two inequalities, so that we still have to continue with
the iteration.
Now rearranging (4) into (8) and (9), we obtain with τ = 2:
x1 =
(
u2
u3
)
=
(
5
6
)
, A11 =
(−∞ −1
0 0
)
,
A12 =
(
0 −∞
−1 −∞
)
, a1 =
(
0
−1
)
,
x2 =
(
u1
u4
)
=
(
0
−3
)
, A21 =
(
1 −∞
−∞ −1
)
,
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A22 =
(−∞ −1
−∞ −∞
)
, a2 =
( −4
−∞
)
.
Computing x1∗, the smallest solution of (8), it follows that
x1∗ =
(
0
0
)
,
so that we have to continue as in Case (i) in the previous section. Therefore, we have
to compare x2 with (A21 ⊗ x1∗)⊕ a2 to distinguish between Cases (i)(a) and (i)(b).
Simple calculations show that
x2 =
(
0
−3
)
, (A21 ⊗ x1)⊕ a2 =
(
6
5
)
,
so that all inequalities in x2 < (A21 ⊗ x1∗)⊕ a2 are strict, and consequently we are
dealing with Case (i)(b). In Case (i)(b), we replace x1 by x1∗ and contuinue as in
Case (ii). This means that the previous partitioning remains true, except for x1 which
has to be changed into
x1 =
(
u2
u3
)
=
(
0
0
)
,
in order that x1 = x1∗.
Now modifying (8) and (9) into (13) and (14) by adding ε to the left-hand side,
and letting ε increase from 0, it follows after a linear search that for ε = 12 some of
the inequalities in (14) are no longer valid and have to be replaced by equaltities.
Denoting this value for ε by ε¯, it follows that
xε¯1∗ =
(− 12
−1
)
,
so that the left- and right-hand sides of (14) are
ε¯ + x2 =
(
1
2
−2 12
)
,
(
A21 ⊗ xε¯1∗
)⊕ a2 =
( 1
2
−2
)
,
respectively. Hence, we have obtained one extra equality. Redefining(
u2
u3
)
= xε¯1∗,
and keeping the rest the same, it follows that
x¯ =


u1
u2
u3
u4

 =


0
− 12−1
−3

,
with τ¯ = τ + ε¯ = 2 12 is such that (5) contains three equalities, instead of the last
version of (4) that only contained two equalities.
80 J.W. van der Woude / Linear Algebra and its Applications 330 (2001) 67–87
Next we redefine x := x¯ and start all over again. Then c = (A⊗ x)− x yields
c =


2 12
2
1 12
0

−


0
− 12
−1
−3

 =


2 12
2 12
2 12
3


and τ = mini ci = 2 12 . As indicated above, (2), and also (4), only contains three
equalities, and consequently still one inequality, so that we still have to continue
with the iteration.
Now rearranging (4) into (8) and (9), we obtain with τ = 2 12 :
x1 =

u1u2
u3

 =

 0− 12
−1

, A11 =


−∞ 12 −∞
− 12 −∞ −1 12
−1 12 − 12 − 12

,
A12 =

−1 12−∞
−∞

, a1 =

−4 12−∞
−∞

,
x2 = u4 = −3, A21 =
(−∞ −∞ −1 12) , A22 = −∞, a2 = −∞.
Computing x1∗, the smallest solution of (8), it follows that
x1∗ =

−4
1
2
−5
−5 12

 ,
so that we have to continue as in Case (i) in the previous section. Therefore, we have
to compare x2 with (A21 ⊗ x1∗)⊕ a2 to distinguish between Cases (i)(a) and (i)(b).
Simple calculations show that
x2 = −3, (A21 ⊗ x1)⊕ a2 = −7,
so that not x2 < (A21 ⊗ x1∗)⊕ a2, and consequently we are dealing with Case (i)(a).
In Case (i)(a), we replace x1 by x1∗ ⊕ (x1 − µ) and let µ increase from 0 until one
of the inequalities (here the only one) in x2 < (A21 ⊗ (x1∗ ⊕ (x1 − µ))⊕ a2 is no
longer valid anymore. After a linear search it follows here that with µ = 12 that some
of the inequalities (here the only one) are no longer valid and have to be replaced by
equaltities. Denoting this value for µ by µ¯, it follows that
x1∗ ⊕ (x1 − µ¯) =

 −
1
2
−1
−1 12

,
so that the left- and the right-hand sides of (14) are
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x2 = −3, (A21 ⊗ (x1∗ ⊕ ((x1 − µ¯))⊕ a2 = −3,
respectively. Hence, we have obtained the last equality also. Redefining
u1u2
u3

 = x1∗ ⊕ (x1 − µ¯)
and keeping u4 the same, it follows that
x¯ =


u1
u2
u3
u4

 =


− 12
−1
−1 12
−3

,
with τ¯ = τ = 2 12 is such that (5) contains four equalities, instead of the last version
of (4) that only contained three equalities.
Clearly, as (5) contains only no inequalities anymore, we can solve the problem
of this paper by setting
v =


− 12
−1
−1 12
−3

 (= x¯), λ = 2 12 (= τ¯ ).
5. Concluding remarks
In this paper, we have presented a method to compute the eigenvalue of an irre-
ducible (max,+)-system. The method resembles the well-known simplex method in
linear programming in the sense that the eigenvalue and a corresponding eigenvec-
tor are obtained by going along the boundary of a polygon-like set of inequalities,
while increasing the number of equalities in the set, until only equalities are left over.
The latter is unlike the normal linear programming approach where, going along the
boundary of a polygon-like set, a linear functional is optimized.
Crucial in the method are the irreducibility of the matrix A, and certain properties
of the (smallest) solutions of the following two equations:
x1 = (A11 ⊗ x1)⊕ a1 (21)
and
ε + xε1 =
(
A11 ⊗ xε1
)⊕ a1, (22)
where ε is a non-negative parameter.
For instance, we used in the method that if x1 is a solution of (21) and x1∗ is the
smallest solution of (21) such that x1∗  x1, then for all µ  0 also x1∗ ⊕ (x1 − µ)
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is a solution to (21). This means that the solution set of (21) is connected. As far
as (22) is concerned, we used in the method that the smallest solution xε1∗, given it
exists, depends on ε in continuous and componentwise non-increasing way.
Presently, we are modifying the method of this paper to be applicable for so-
called (min,max,+)-systems that are irreducible in the appropriate sense. For this
we study generalizations of Eqs. (21) and (22) and try to prove that the solution
sets corresponding to these generalizations have properties similar to the properties
mentioned above. The results of our investigations will appear in a future report.
In this paper, we have not paid any attention to the efficiency of our algorithm.
Our intention was to provide an algorithm from a different point of view than the al-
gorithms in [2–6,9,10], inpsired by the ideas in [7,8]. In the worst case our algorithm
requires n− 1 iterations, each time creating an additional equality, starting from just
one equality. See the example. Each iteration itself requires solving an equation of
form (21) or (22) at least one time. Solving such an equation iteratively requires
in the worst case at least order n31 (max,+) operations, where n1 is the number of
components in the solution vector of the equation. Note that in the worst case n1 is
running from n− 1 down to 1. Hence, in the worst case the number of (max,+) op-
erations of our algorithm is at least of order n4, which is far from efficient compared
to other algorithms, see for instance the efficient algorithm in [3] based on policy
iteration. However, we want to stress that efficiency never has been our objective.
Our goal was to provide an approach from an alternative point of view, other than
the approaches that are usually taken.
Appendix A
This appendix contains proofs of statements made in Section 3.2.
A.1. All solutions of (8) are finite
We first assume that x1 is a solution of Eq. (8), i.e.,
x1 = (A11 ⊗ x1)⊕ a1,
where a1 = A12 ⊗ x2 for some finite x2 and a1 contains at least on finite element
due to Assumption 2.2. Keeping x2 fixed, it follows from Assumption 2.2 that every
solution of (8) is finite. Indeed, assume that there is a solution with elements −∞.
Then this solution, the column a1 and the matrix A11, can be partitioned as(
xa1
xb1
)
,
(
aa1
ab1
)
,
(
Aaa11 A
ab
11
Aba11 A
bb
11
)
,
respectively, with xa1 = E = −∞1n11 and xb1 a finite n12-vector, n11 + n12 = n1.
Clearly, by assumption 0 < n11. Because a1  x1 and a1 contains at least one finite
element, it also follows that 0 < n12. Hence, (8) goes over into
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xa1
xb1
)
=
(
Aaa11 A
ab
11
Aba11 A
bb
11
)
⊗
(
xa1
xb1
)
⊕
(
aa1
ab1
)
, (A.1)
with xa1 = E. If (A.1) is to be fulfilled, this means that Aab11 = E and aa1 = E. Parti-
tioning A12 and A21 conformally to A11 as(
Aa12
Ab12
)
,
(
Aa21 A
b
21
)
,
respectively, the previous implies a partioning of the original matrix A as

Aaa11 A
ab
11 A
a
12
Aba11 A
bb
11 A
b
12
Aa21 A
b
21 A22

,
with Aab11 = E, as mentioned before, and Aa12 = E. The last equality follows from the
fact that aa1 = Aa12 ⊗ x2 = E for finite x2 is only possible if Aa12 = E.
The above implies that the matrix A is reducible since the matrix can be parti-
tioned as(
A˜11 E
A˜21 A˜22
)
,
with
A˜11 = Aaa11 , A˜21 =
(
Aba11
Aa21
)
, A˜22 =
(
Abb11 A
b
12
Ab21 A22
)
.
The reducibility of A is however in contradiction with Assumption 2.2.
Hence, due to Assumption 2.2, when a solution of (8) exists, the solution is finite.
A.2. The equation x1 = (A11 ⊗ x1)⊕ a1
Next we return to Eq. (8), i.e.,
x1 = (A11 ⊗ x1)⊕ a1, (8)
where a1 = A12 ⊗ x2 for some finite x2 and a1 contains at least one finite element
due to Assumption 2.2. We assume that a finite solution x1 of Eq. (8) is given. Then
clearly a1  x1.
To compute the smallest solution of the equation we can use the following itera-
tion
wj+1 = (A11 ⊗ wj)⊕ a1, j = 0, 1, 2, . . . (A.2)
with w0 = a1.
To prove that the iteration indeed yields the smallest solution of (8) we use an
inductive argument.
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By induction we can prove that wj  wj+1 and wj  x1 for all j = 0, 1, 2, . . .
Indeed, for j = 0 we have that a1 = w0  w1 = ((A11 ⊗ w0)⊕ a1 and a1 = w0 
x1. Next, assuming that wj  wj+1 and wj  x1 for some j, it easily follows that
A11 ⊗ wj  A11 ⊗ wj+1 and A11 ⊗ wj  A11 ⊗ x1. In turn, the latter implies that
(A11 ⊗ wj)⊕ a1  (A11 ⊗ wj+1)⊕ a1 and (A11 ⊗ wj)⊕ a1  (A11 ⊗ x1)⊕ a1.
So wj+1  wj+2 and wj+1  x1 and the statement is also true for j + 1. In the
previous we used the facts that if u, v1, v2 are vectors and M is a matrix, all of
suitable dimensions, such that v1  v2, then (M ⊗ v1)  (M ⊗ v2) and (v1 ⊕ u) 
(v2 ⊕ u). For later reference, if v1 < v2, then (M ⊗ v1) < (M ⊗ v2).
Hence, the sequence {wj }j0 is componentwise non-decreasing and bounded
from above by x1. From the monotonous convergence theorem it now follows that
the sequence converges to a finite limit that we will denote by x1∗. This limit satisfies
x1∗ = (A11 ⊗ x1∗)⊕ a1 and x1∗  x1. Since the vector x1 is just a solution of (8),
but no special one, it follows that x1∗ is the smallest solution of (8) and is unique.
Consider Eq. (8) again and let x1∗ be the smallest solution of (8) computed by
means of the previous iteration (A.2). Hence, we have a sequence {wj }j0 satisfying
(A.2) with w0 = a1, wj  wj+1, j = 0, 1, 2, . . . , and limj→∞ wj = x1∗. The limit
x1∗ satisfies a1  x1∗ and
x1∗ = (A11 ⊗ x1∗)⊕ a1. (A.3)
Since x1∗ is the smallest solution of (8), it follows that a1 and x1∗ must have
components in common, i.e., the (vector) inequality a1  x1∗ must contain at least
one (scalar) equality. Indeed, suppose that a1 < x1∗, then in fact it follows that x1∗
also satisfies
x1∗ = (A11 ⊗ x1∗).
This means that there is a scalar α > 0 such that (a1 < x1∗ − α) and
(x1∗ − α) = (A11 ⊗ (x1∗ − α)) = (A11 ⊗ (x1∗ − α)) ⊕ a1,
so that (x1∗ − α) is a solution of (8) that is smaller than x1∗. This yields a contradic-
tion with the fact that x1∗ is the smallest solution of (8). Therefore, because x1∗ is
the smallest solution of (8), in the inequality a1  x1∗ there at least one equality,
or in terms of the sequence {wj }j0, the inequality w0  x1∗ contains at least one
equality.
Now consider Eq. (8) again and suppose that for some k  0 the inequality wk 
x1∗ contains t equalities with 1  t < n1. Partition the vectors x1∗, a1, wj , j =
0, 1, 2, . . . , and the matrix A11 as(
xa1∗
xb1∗
)
,
(
aa1
ab1
)
,
(
waj
wbj
)
, j = 0, 1, 2, . . . ,
(
Aaa11 A
ab
11
Aba11 A
bb
11
)
,
respectively, such that wak < x
a
1∗ and w
b
k = xb1∗. Iteration (A.2) goes over into
waj+1 =
(
Aaa11 ⊗ waj
)⊕ (Aab11 ⊗ wbj )⊕ aa1 ,
wbj+1 =
(
Aba11 ⊗ waj
)⊕ (Abb11 ⊗ wbj )⊕ ab1 , j = 0, 1, 2, . . . , (A.4)
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and (A.3) goes over into
xa1∗ =
(
Aaa11 ⊗ xa1∗
)⊕ (Aab11 ⊗ xb1∗)⊕ aa1 ,
xb1∗ =
(
Aba11 ⊗ xa1∗
)⊕ (Abb11 ⊗ xb1∗)⊕ ab1 . (A.5)
Due to the monotonicity of the sequence {wj }j0, and consequently of the sequence
{wbj }j0, it follows that ab1  wb0  wb1  · · ·  wbk  · · ·  xb1∗. Because of wbk =
xb1∗, the latter implies that w
b
j = xb1∗ for all j  k. Hence, we have that for j = k
wbk+1=
(
Aba11 ⊗ wak
)⊕ (Abb11 ⊗ wbk)⊕ ab1
=(Aba11 ⊗ wak )⊕ (Abb11 ⊗ xb1∗)⊕ ab1 .
Also we have that
xb1∗ =
(
Aba11 ⊗ xa1∗
)⊕ (Abb11 ⊗ xb1∗)⊕ ab1 .
Because of wbk+1 = xb1∗ it therefore follows that
xb1∗=
(
Aba11 ⊗ xa1∗
)⊕ (Abb11 ⊗ xb1∗)⊕ ab1
=(Aba11 ⊗ wak )⊕ (Abb11 ⊗ xb1∗)⊕ ab1 .
Since, wak < x
a
1∗ also (A
ba
11 ⊗ wak ) < (Aba11 ⊗ xa1∗), implying that
xb1∗ =
(
Abb11 ⊗ xb1∗
)⊕ ab1 ,
xb1∗ 
(
Aba11 ⊗ xa1∗
)
.
(A.6)
The above follows from the fact that if z = v1 ⊕ u = v2 ⊕ u for vectors u, v1, v2 and
z of suitable dimensions with v1 < v2, then it can be proved straightforwardly that
z = u  v2 > v1.
Again we take j = k and consider now
wak+1=
(
Aaa11 ⊗ wak
)⊕ (Aab11 ⊗ wbk)⊕ aa1
=(Aaa11 ⊗ wak )⊕ (Aab11 ⊗ xb1∗)⊕ aa1 .
Of course we also have
xa1∗ =
(
Aaa11 ⊗ xa1∗
)⊕ (Aab11 ⊗ xb1∗)⊕ aa1 .
Now if wak+1 < x
a
1∗ it follows that
xa1∗ >
(
Aab11 ⊗ xb1∗
)⊕ aa1 ,
xa1∗ =
(
Aaa11 ⊗ xa1∗
)
.
The above follows from the fact that if z = (M ⊗ z)⊕ u and v2 = (M ⊗ v1)⊕ u for
vectors u, v1, v2 and z and a matrix M, all of suitable dimensions, with v1  v2 < z,
then it can be proved straightforwardly that z = (M ⊗ z) and z > u.
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Since xa1∗ > (A
ab
11 ⊗ xb1∗)⊕ aa1 there exists a scalar β > 0 such that(
xa1∗ − β
)
>
(
Aab11 ⊗ xb1∗
)⊕ aa1 ,(
xa1∗ − β
) = (Aaa11 ⊗ (xa1∗ − β)). (A.7)
Combining the expressions in (A.7) and (A.6), it follows that(
xa1∗ − β
) = (Aaa11 ⊗ (xa1∗ − β))⊕ (Aab11 ⊗ xb1∗)⊕ aa1
xb1∗ =
(
Aba11 ⊗ (xa1∗ − β)
)⊕ (Abb11 ⊗ xb1∗)⊕ ab1 .
Hence, we have obtained a solution of (8) that is smaller than x1∗, since (xa1∗ − β) <
xa1∗. This is however impossible because we proved that x1∗ is the smallest solution
of (8).
Therefore, it not true that wak+1 < x
a
1∗, but instead w
a
k+1  xa1∗ holds with at least
one equality. Sincewbk+1 = xb1∗, it follows that thewk+1  x1∗ contains at least t + 1
equalities.
Because w0  x1∗ contains at least one equality, repeated application of the pre-
vious implies that wj  x1∗ contains at least j + 1 equalities and consequently that
wn1−1 = x1∗.
Concludingly, given a solution of the equation x1 = (A11 ⊗ x1)⊕ a1, where a1
contains at least one finite element, the sequence {wj }j0, generated by wj+1 =
(A11 ⊗ wj)⊕ a1 with w0 = a1, is componentwise non-decreasing and convergent,
and its limit x1∗, being the smallest solution of the equation x1 = (A11 ⊗ x1)⊕ a1, is
obtained in a finite number of steps, x1∗ = wn1−1. Because of the latter finite aspect
and the continuity of ⊗ and ⊕, it follows that x1∗ depends on the entries in A11 and
a1 in a continuous way.
A.3. The equation ε + xε1 = (A11 ⊗ xε1)⊕ a1
Next we consider Eq. (15) in xε1, i.e.,
ε + xε1 = (A11 ⊗ xε1)⊕ a1, (15)
where a1 contains at least one finite element and ε  0 is some parameter. We assume
that the smallest solution of the equation for ε = 0 exists. We denote this smallest
solution by x01∗, whereas the smallest solution of this equation for general ε  0
is denoted by xε1∗. In the following, we prove that given the existence of x
0
1∗, the
solution xε1∗ for general ε  0 exists and xε
′
1∗  xε1∗ for 0  ε  ε′.
Instead of the above form the equation can also be formulated as
xε1 =
(
(A11 − ε)⊗ xε1
)⊕ (a1 − ε), (A.8)
which is a form that is treated in the previous subsection. From that subsection it
now follows that, if existing, xε1∗ can be computed by means of the iteration w
ε
j+1 =
((A11 − ε)⊗wεj )⊕ (a1 − ε) with wε0 = (a1 − ε). Then xε1∗ = wεn1−1 and xε1∗ de-
pends continuously on ε.
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Suppose that 0  ε  ε′, then by induction it follows that wε′j  wεj for
j = 0, 1, 2, . . . Indeed, for j = 0 it follows that (a1 − ε′) = wε′0  wε0 =
(a1 − ε). Suppose next that wε′j  wεj for some j. Then it follows that
wε
′
k+1 = ((A11 − ε′)⊗ wε
′
j )⊕ (a1 − ε′)  ((A11 − ε′)⊗ wεj )⊕ (a1 − ε′) 
((A11 − ε)⊗wεj )⊕ (a1 − ε) = wεk+1. So the statement also holds for j + 1.
To prove the existence of xε1∗ for general ε  0, we note that the sequence {wεj }j0
is componentwise non-decreasing. This follows as in the previous subsection. Be-
cause of the above, it follows for ε  0 that wεj  w0j for j = 0, 1, 2, . . . As the
sequence {w0j }j0 is componentwise non-decreasing and by assumption convergenc-
es to x01∗, it follows ε  0 that the sequence {wεj }j0 is bounded from above by x01∗.
So, also the sequence {wεj }j0 converges to a limit, here denoted xε1∗. As in the
previous subsection, it can be proved that this limit is obtained in a finite number
of steps. Finally, it follows from the fact that wε′j  wεj for j = 0, 1, 2, . . . , and
0  ε  ε′, that xε′1∗  xε1∗ for 0  ε  ε′.
Concludingly, let the smallest solution for ε = 0 of the equation ε + xε1 = (A11 ⊗
xε1)⊕ a1 be given, where a1 contains at least one finite element. Then for gener-
al ε  0 the sequence {wεj }j0, generated by wεj+1 = ((A11 − ε)⊗ wεj )⊕ (a1 − ε)
with w#0 = (a1 − ε), is componentwise non-decreasing and convergent, and its limit
xε1∗, being the smallest solution of the equation ε + xε1 = (A11 ⊗ xε1)⊕ a1, is ob-
tained in a finite number of steps, xε1∗ = wεn1−1. Furthermore, the limit xε1∗ depends
continuously on ε, and xε′1∗  xε1∗ for 0  ε  ε′.
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