In an episodic Markov Decision Process (MDP) problem, an online algorithm chooses from a set of actions in a sequence of H trials, where H is the episode length, in order to maximize the total payoff of the chosen actions. Q-learning, as the most popular model-free reinforcement learning (RL) algorithm, directly parameterizes and updates value functions without explicitly modeling the environment. Recently, [12] studies the sample complexity of Q-learning with finite states and actions. Their algorithm achieves nearly optimal regret, which shows that Q-learning can be made sample efficient. However, MDPs with large discrete states and actions [21] or continuous spaces [19] cannot learn efficiently in this way. Hence, it is critical to develop new algorithms to solve this dilemma with provable guarantee on the sample complexity. With this motivation, we propose a novel algorithm that works for MDPs with a more general setting, which has infinitely many states and actions and assumes that the payoff function and transition kernel are Lipschitz continuous. We also provide corresponding theory justification for our algorithm. It achieves the regretÕ(K d+1 d+2 √ H 3 ), where K denotes the number of episodes and d denotes the dimension of the joint space. To the best of our knowledge, this is the first analysis in the model-free setting whose established regret matches the lower bound up to a logarithmic factor.
Introduction
Reinforcement learning (RL) is about an agent interacting with the environment, learning an optimal policy by sequential trials to maximize cumulative rewards [25] . RL has a wide range of applications including health care [17] , business management [16] , artificial intelligence [21] etc. There are two main approaches to RL: model-based and model-free. Model-based algorithms [26] [15] [10] [27] [8] leverage a model representation for the environment and form a control policy based on the learned model. These approaches learn the value function and the policy in a data-efficient way, however, they may suffer from sensitivity to the model specification. Most state-of-the-art RL has been proposed in the model-free paradiam such as DQN [19] , A3C [18] , TRPO [20] etc. Model-free approaches directly update the value function and the policy, while allowing the dynamical system for the environment to be unknown. This robustness to model assumptions can come at the price of requiring a large number of samples, which may be costly or prohibitive to obtain for real physical systems [20] [7] . Recent work has tried to improve the sample efficiency of model-free algorithms by combining them with model-based approches. For example, [5] uses a model as the baseline while [9] uses roll-outs from the model as experience for acceleration. However, there is little theory to support such blending, which requires a precise quantitative understanding of relative sample complexities.
The theoretical question of "whether model-free algorithms can be made sample efficient" remained elusive until the very recent work [12] . In their paper, the authors consider episodic Markov Decision Process (MDP) dynamics, where the agent aims to maximize the total reward over multiple episodes. They leverage Q-learning with an UCB exploration policy that incorporates estimates of the confidence of Q values and exploration bonuses. The algorithm achieves total regret O( √ H 3 SAT ), where S is the number of states, A is the number of actions, H is the number of steps per episode and T = HK is the total number of steps. However, MDPs with huge discrete states and actions [21] or continuous spaces [19] cannot learn efficiently in this way, though there is stronger demand for algorithms that can manage these tasks. Hence, it is critical to develop new algorithms to solve this dilemma with provable guarantee on the sample complexity. With this motivation, we propose a novel algorithm that works for MDPs within a more general setting, which deals with infinitely many states and actions, assuming that the payoff function and transition kernel are both Lipschitz continuous. We also provide corresponding theory justification for our algorithm. It achieves the regret bound ofÕ(K d+1 d+2
, where K denotes the number of episodes and d denotes the dimension of the joint space. To the best of our knowledge, it is the first analysis in the model-free setting whose established regret matches the minimax lower bound up to a logarithmic factor.
Related Work
The definition of "model-free" is given in exisiting literature [24] [25]: Definition 1. A reinforcement learning algorithm is model-free if its space complexity is always sublinear relative to the space required to store an MDP.
• Model-Free MDP We do not assume access to a "simulator" and the agent is not allowed to reset within each episode. Under this setting, the standard Q-learning of incorporating ǫ-greedy exploration appears to take exponentially many episodes to learn [13] . [24] introduces delayed Q-learning, where the Q-value for each state-action pair is updated only once every m =Õ(1/ǫ 2 ) times this pair is visited. When translated to this setting, this givesÕ(T 4 5 ) total regret. [12] proposes two algorithms, UCB-Hoeffding and UCB-Berstein. They achieve regret bounds ofÕ( √ H 4 SAT ) andÕ( √ H 3 SAT ), respectively. The UCB exploration instead of ǫ-greedy exploration in the model-free setting allows for better treatment of uncertainties for different states and actions.
• Continuous Bandit Bandits with infinitely many arms are practically significant, and it can be regarded as a special case of episodic MDP with H = 1. [22] . These algorithms achieve regretÕ(T d+1 d+2 ), which matches the minimax lower bound, as a result of successfully managing the trade-off between exploration and exploitation, which motivates our study.
Preliminaries
We consider the setting of a tabular episodic Markov Decision Process (MDP) (S, A, H, P, M ), where S is the state space, A is the action space, H is the number of steps in each episode, P is the transition matrix so that P h (·|s, a) gives the distribution over the next states if action a ∈ A is taken for state s ∈ S, and M is the mapping from S × A to the space of probability measures over the real line. We denote the distribution assigned to (s, a) by M s,a . We require that for each x, the distribution M s,a is integrable and the mean reward function
is measurable. In this paper, we focus on stochastic Lipschitz bandit optimization. First, the actual reward at step h for any state-action pair (s, a) follows the distribution N (f h (s, a), σ 2 ), where f h (·, ·) ∈ [0, 1] is the bounded mean-payoff satisfying the Lipschitz condition
and σ 2 is a variance. The transition kernel is also Lipschitz continuous
. Futhermore, the metric spaces S and A considered in this paper are hyper-rectangles with S ⊂ R d S , and A ⊂ R d A . We let d = d S + d A be the dimension of the joint space. Our theory generalizes to arbitrary compact spaces by embedding such spaces within a hyper-rectangle.
A policy π of an agent is a collection of [H] functions {π h : S → A} h∈ [H] . We use V π h : S → R to denote the value function at step h under policy π, so that V π h (s) gives the expected cumulative rewards received under policy π, starting from s h = s. Formally,
Accordingly, we also define Q π h : S × A → R to denote the Q-value function at step h under policy π, which follows
Since the episode is finite, there always exists a policy π * with V * h (s) = sup π V π h (s) for all s ∈ S and h ∈ [H]. For simplicity, we denote
The Bellman equation can be expressed as:
With the previous assumptions and the Bellman optimality equation, it is not difficult to obtain the Lipschitz continuity of V * h and Q * h .
Theorem 1. For any h ∈ [H]
, V * h and Q * h are Lipschitz continous with repect to some coefficient L(H).
Proof. Since H is finite, it is sufficient to show that for each fixed h, V * h and Q * h are Lipschitz continous. Bellman equation for h = H gives
Hence Q * H and V * H are Lipschitz continuous. For h < H,
Therefore,
where m(S) denotes the measure of space S.
so it is also Lipschitz continuous with respect to L(H).
We randomly initialize the state s k 1 for each episide k to let the agent play the game for K episodes. The performance of the policy π k for k = 1, . . . , K is measured by the total regret
Our goal is to design a policy π that minimizes the regret bound. The following definition will be used to bound this regret.
Definition 2 (Diameter). Given the metric d(·, ·) : X × X → R over the space X , the diameter of X is defined by
In our setting, the metric d(·, ·) is taken as x − x ′ ∞ to adapt to the Lipschitz continuity.
Main Results
In this section, we present our result on the total regret with partition-based UCB exploration. We also provide the minimax lower bound regret for our problem as a corollary of the lower bound regret for MDP with finite states and actions [12] [3]. This shows that our regret bound is tight up to a logarithmic factor. Unlike the UCB exploration strategy for Q-learning [12] with only finite states and actions, which maintains the value function Q k h (s, a) for each (s, a, h) ∈ S × A × [H], it is intractable to estimate the value function for each state-action pair individually under our setting, since the number is discounted. Our strategy is to maintain H separate partitions for S × A and then restrict the estimated Q h and V h to have the same value within the same partition. As we observe more feedback from interacting with the environment, the partition gets finer around regions with high payoff. At each time step (h, k) ∈ [H] × [K], given the state s ∈ S, the algorithm takes the action a ∈ A that maximizes the current estimate Q h and observes immediate reward y k h and the next state s k h+1 . Ties are broken randomly in the specific partition that maximizes Q h . We refer to this partition as the target partition. The Q-value is then updated in a partition-wise manner:
where t is the counter of how many times (s, a) is contained in target partitions (or, how many times that Q h (s, a) gets updated). As mentioned in [12] , the learning rate α t is chosen as
t in order to obtain regret that is not exponential in H. Moreover, we define b t at the k-th episode as:
where 1 − p denotes our confidence, and b t is the amount added to the average payoff, where the first two terms account for the uncertainty arising from the randomness of the actual reward and the last term accounts for the variation of the mean-payoff function over the target partition. Differently from [4] , we gradually decrease the rate of splitting the target partition as its size gets smaller through a guided counter L h (s, a), which denotes the number of times that target partitions containing (s, a) have been split. This adaptation is crucial to bound the partition size to control the regret. This also helps control the computational complexity if we store the value functions with a tree structure.
Theorem 2. For any p > 0, with probability 1 − p, the total regret bound of Q-learning with partition-based UCB-Hoeffding (see Algorithm 1) is at mostÕ(
To demonstrate the sharpness of our results, we also derive the theoretical lower bound for the episodic MDP studied in this paper.
Theorem 3. For fixed state space S, action space A, constants L r , L p and arbitrarily large K, there exists an episodic MDP (X S , X A , H, P, f ) with L f -Lipschitz reward function f and L p -Lipschitz transition probability P such that X S ∈ S, X A ∈ A and the total regret for K epsiodes of any algorithm must be at least
Algorithm 1: Q-learning with partition-based UCB-Hoeffding
receive immediate reward y k h and observe s k h+1 ; 
Proofs of the Theorems
We let 1 A be the indicator function for event A. We denote by Q k h , V k h , N k h respectively, the Q h , V h , N h functions at the begining of the k-th episode. We also denote by S k h × A k h the target partition P h (s k h , a k h ) of the k-th episode. Under these notations, the update equation at the k-th episode can be rewritten as follows, for every h ∈ [H] :
For notational convenience, we also introduce the following related quantities:
It is easy to verify that (1) t i=1 α i t = 1 and α 0 t = 0 for t ≥ 1; (2) t i=1 α i t = 0 and α 0 t = 1 for t = 0. In addition, we obtain: Lemma 1. The following properties hold for α i t :
for every t ≥ 1.
•
t for every t ≥ 1.
Refer to [12] for the proof of Lemma 1. At any (s, a, h, k) ∈ S × A × [H] × [K], let t = N k h (s, a) and denote the episodes k 1 < . . . < k t < k such that (s, a) ∈ P k i h for every 1 ≤ i ≤ t. k i is the episode at which (s, a) is contained in the target partition for the i-th time. We have
From the Bellman optimality equation, Q * h (s, a) = f h (s, a) + P h V h+1 (s, a) and the fact that t i=0 α i t = 1, we have
Next, we will show that Q k h (s, a) is an upper bound for Q * h (s, a) for arbitrary (s, a, h, k). Furthermore, their difference can be bounded by the difference of V k i and V * at the next step.
Hence to prove the right hand side of Lemma 2, it is equivalent to show that with probability 1−2p,
Using the Bellman optimality equation, we have
The three parts on the right hand side are bounded, respectively, in Lemma 3, Lemma 4 and 
Proof. Fixing h ∈ H, the random variable k i is clearly a stopping time. Let F i be the σ-field generated by all the random variables {(
is a martingale difference sequence with respect to filtration {F i } i≥0 . By Azuma-Hoeffding inequality, we have that with probability at least 1 −
Therefore, we apply union bound on (h, k) and complete the proof of Lemma 3.
Lemma 4. It holds for any
Proof. It is sufficient to prove
and the result will directly follow from the fact that
Since the splitting is executed along the middle of each dimension, the diameters of the new partition elements are equal to half of the original one. Hence we have
Since we split the target partition when
Lemma 5. For any p ∈ (0, 1), with probability 1 − p, it holds for any (h,
Proof. According to our assumption, {y
. By sub-Gaussian tail bound, we have with probability at
Therefore, we apply union bound on (h, k) and obtain Lemma 5.
Lemma 6 (Bound the partition size). Denote by P k h the partition of S × A for step h at the k-th episode, i.e. the range of P h (s, a) at the beginning of the k-th episode. Denote by p k h the cardinality of P k h . We have p
for any h.
Proof. Fixing any h ∈ [H]
, every time Line 12 of Algorithm 1 is excecuted, the partition size will be increased by 2 d − 1. Without loss of generality, we denote
is the quantity we want to bound. It follows that is at most 2 dl , it follows that
By Lemma 2, it holds with probability 1 − 2p that Q k h (s, a) ≥ Q * h (s, a) for any (s, a, h, k). Hence, we have
where inequality 1 holds with probability 1 − 2p. Thus, the total regret can be upper bounded:
The main idea of the rest of the proof is to upper bound
Inequality 2 holds by Lemma 2 and Bellman equation. Finally, equality 3 holds by definition
. We turn to computing the summation
The key step is to upper bound the second term which is
, where k i (s k h , a k h ) is the episode in which (s k h , a k h ) is contained in the target partition at step h for the i-th time. We regroup the summands in a different way. For every k ′ ∈ [K], the term φ k ′ h+1 first appears in the summand when k = n k ′ h . Therefore,
where the final inequality uses
H . Plugging these back in we have
where the final inequality uses φ k h+1 ≤ δ k h+1 owing to fact that V * ≥ V π k . Recursing the result for h = 1, . . . , H, and using the fact δ k H+1 = 0, we have
As a result of Lemma 6, for any step h ∈ [H], the partition size before the K-th episode is
). Fixing h, we denote the partition at K-th episode as as
where inequality 1 is true because the n k h values for k such that (s k h , a k h ) ∈ S K h × A K h are distinct and inequality 2 follows from Cauchy inequality. Also, by the Azuma-Hoeffding inequality, with probability 1 − p, we have:
This establishes
H 3 log HK). In sum, we have
hold with probability at least 1 − 3p. Rescaling p to p/3 finishes the proof.
To prove the lower bound, we utilize the results for finite MDP as stated in [12] . The original construction of the composite MDP leveraged in their proof is given by [11] .
Lemma 7. For any algorithm there exists an H-episodic MDP with S states and A actions such that for any T , the algorithm's regret is Ω(H √ SAT ).
The key is to construct X S and X A with proper cardinality and to show that with the MDP defined in [11] based upon X S and X A , the associated r and P satsify the Lipschitz condition.
Proof of Theorem 3. Let r = cK Hence X S is separated into two parts, denoted by X 0 S and X 1 S , respectively, and the distance between these two parts is at least b−a 2 , which is invariant to K. Assign deterministic reward to our MDP such that independent of the taken action, states in X 0 S always obtain reward 0 while states in X 1 S always obtain reward R. Clearly the reward function satisfies the L f -Lipschitz continuity for R = . Formally, for any (s, a), (s ′ , a ′ ) ∈ X S × X A ,
We now compress the state space so that it only contains two elements s 0 and s 1 . In addition, the action space is copied Θ(|X S |) times, with A ′ denoting the new action space. The compression does not change the optimal average reward [11] . The transition matrix is defined as P (s 1 |s 0 , a * ) = δ for some "good" action a * while for any other state-action pair, the state switches with probability δ while remaining the same with probability 1 − δ. For any algorithm, the optimal regret obtains the maximum if we choose ǫ = O(
as proved in [11] . The L p -Lipschitz continuity of P is thus satisfied for some proper c.
We have translated the MDP constructed in the proof of Lemma 7 into our setting. Therefore, the total regret for any algorithm on (X S , A, H, P, f ) is at least Ω(H |X S ||X A |T ) = Ω(K d+1 d+2 √ H 3 ).
