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Department of Chemical Engineering and Polymer Research Center, Bogazici University, Istanbul, TurkeyABSTRACT We performed a detailed analysis of conformational transition pathways for a set of 10 proteins, which undergo
large hinge-bending-type motions with 4–12 A˚ RMSD (root mean-square distance) between open and closed crystal structures.
Anisotropic network model-Monte Carlo (ANM-MC) algorithm generates a targeted pathway between two conformations, where
the collective modes from the ANM are used for deformation at each iteration and the conformational energy of the deformed
structure is minimized via an MC algorithm. The target structure was approached successfully with an RMSD of 0.9–4.1 A˚ when
a relatively low cutoff radius of 10 A˚ was used in ANM. Even though one predominant mode (first or second) directed the open-to-
closed conformational transition, changes in the dominant mode character were observed for most cases along the transition. By
imposing radius of gyration constraint during mode selection, it was possible to predict the closed structure for eight out of 10
proteins (with initial 4.1–7.1 A˚ and final 1.7–2.9 A˚ RMSD to target). Deforming along a single mode leads to most successful
predictions. Based on the previously reported free energy surface of adenylate kinase, deformations along the first mode pro-
duced an energetically favorable path, which was interestingly facilitated by a change in mode shape (resembling second and
third modes) at key points. Pathway intermediates are provided in our database of conformational transitions (http://safir.prc.
boun.edu.tr/anmmc/method/1).INTRODUCTIONConformational changes are essential for specific function
of many proteins, such as opening and closing of ion chan-
nels, and ligand binding to enzymes and receptors. Experi-
mental techniques can reveal only highly populated states
during such transitions. Hence computational techniques,
either atomistic or coarse-grained, have become indispens-
able tools for providing detailed descriptions of conforma-
tional transition pathways. It has been shown in numerous
studies that at least one of the lowest frequency normal
modes generally correlates with the experimentally
observed conformational change upon ligand binding
(1–6). This finding has encouraged application of coarse-
grained normal mode analysis, specifically elastic network
models (ENM), in describing protein conformational dy-
namics and transitions (7–10).
Several ENM-based methodologies have been developed
to simulate conformational transitions between two crystal
structures that represent different functional states of a pro-
tein (11–19). The basic limitation in such targeted ap-
proaches is the requirement of x-ray structures for both
initial and final states as input. Thus, computational tools
for predicting conformational changes in the absence of
target structure are even more of interest. Zheng and Brooks
(20) developed an ENM-based algorithm, for which a set of
pairwise distance constraints for the target conformation
should be provided as input. Ahmed et al. (21) developed
a multiscale modeling approach, which involves decompos-
ing the protein into rigid clusters, performing ENM on theseSubmitted November 18, 2013, and accepted for publication May 8, 2014.
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structure correction using geometry-based constraints. If
guided toward lower radii of gyration (RG), this algorithm
was shown to produce compact conformations mimicking
ligand-bound states.
Another coarse-grained approach that performs Monte
Carlo (MC) simulation on the protein structure formed by
hierarchical clusters of rigid-body domains has reached
closed conformations for several hinge-bending proteins
(22). An alternative algorithm is tCONCOORD by Seeliger
and de Groot (23,24) that builds the protein structure based
on only geometrical constraints. By estimating the unstable
hydrogen bonds in the apo structure and providing the Rg
value of the complex, the method has produced holo con-
formers for docking to hinge-bending proteins. The Rg
value, which is a common constraint used to define the
target structure in prediction algorithms, can be achieved
by experimental techniques or predicted empirically based
on available crystal structures (25).
Recently, we have developed a hybrid methodology
called ANM-MC (15), in which the collective deformations
obtained from anisotropic network model (ANM) (26,27)
are incorporated into a MC simulation. At each iteration,
normal modes for the current structure are calculated by
ANM, and then a new structure is generated by the deforma-
tion along the slow mode that overlaps with the conforma-
tional transition direction to the target and a brief MC
simulation is performed to minimize the conformational
energy. This method, in which normal modes are continu-
ously updated, produced targeted pathways for adenylate ki-
nase (AK) and hemoglobin by suggesting plausible pathway
intermediates.http://dx.doi.org/10.1016/j.bpj.2014.05.017
Hinge-Bending Conformational Transitions 2657In the current study, we present a detailed assessment of
the ANM-MC algorithm based on a set of 10 proteins that
exhibit large hinge-bending-type conformational transitions
(root mean-square deviation (RMSD) > 4 A˚). We aspire to
improve on ANM-MC parameters to obtain closer ap-
proaches to target and maintain computational efficiency
at the same time. To our knowledge, such an evaluation
on cutoff value has not been made specifically for an
ENM-based algorithm that updates collective modes as
the structure evolves. Furthermore, we aim to identify the
common features, if any, in these targeted conformational
transitions. In this respect, our main questions are the
following: i), What are the predominant mode(s) chosen
during the course of transitions? ii), Are the chosen modes
highly collective? iii), Can we observe any change in the
character of the slowest modes during transitions? After
gaining insight about common features in these proteins,
we modify our ANM-MC algorithm to predict closed/bound
states and conformational transition pathways of proteins
using the initial structure and at least a predicted value for
the radius of gyration of the target.MATERIALS AND METHODS
ANM
ANM (26,27) is a coarse-grained normal mode analysis, which predicts the
protein vibrational motions by considering the three-dimensional anisot-
ropy of the residue fluctuations. In ANM, the amino acid residues are rep-
resented by coarse-grained nodes and all node pairs that fall within a certain
cutoff distance (Rc) are connected by harmonic springs. Thus, the global
protein structure is represented as an elastic network of interacting nodes.
The total potential energy of the folded protein structure can be given as
a summation over all harmonic interactions of (i, j) pairs as
V ¼ ðg=2Þ
"XN
i;j

Rij  R0ij
2
h

Rc  R0ij
#
; (1)
where Rij and Rij
0 are the instantaneous and equilibrium distances betweennodes i and j (1% i,j% N), respectively, and g is a uniform force constant.
h(x) is the Heaviside step function (h(x) ¼ 1 if xR 0, and zero otherwise).
The potential energy of a structure with N interaction sites is expressed in
matrix notation as
V ¼ ð1=2ÞDRT HDR: (2)
Here, DR is a 3N-dimensional vector of the position vector fluctuations,
DRi including all sites (1 % i % N), DR
T being its transpose, H is the
(3N 3N) Hessian matrix. The elements of theH for the network described
by Eq. 1 have been explicitly provided in Atilgan et al. (27) The decompo-
sition ofH yields (3N-6) nonzero eigenvalues, and (3N-6) eigenvectors that
give the respective frequencies and harmonic deformations directions of the
individual modes (first six modes associated with rigid body motion, i.e.,
translation and rotation, are zero). Hence, ANM calculates the magnitudes
as well as directions of collective motions.MC simulation
In the coarse-grained MC technique (28–30), the backbone of the protein
structure is represented by the virtual bond model (31), in which each res-idue of the protein is represented by two interaction sites located at the
alpha C atom (Ca) and the side chain centroid (SC). For glycine, only
one node, Ca, is taken into account. For a protein consisting of N residues,
the conformation of the backbone is defined by 3N-6 variables: N-1 back-
bone virtual bonds, N-2 bond angles qi, and N-3 bond torsional angles fi.
During an MC step (MCS), a randomly chosen site, either a Ca or an SC
site, is subjected to a differential perturbation (defined by perturbation
strength, PS) using a uniformly distributed random number generator.
One MCS is defined as N perturbations (or local moves) and may be viewed
as the average time for all N residues of the protein to have a chance to
move. The new perturbed conformation is accepted or rejected according
to the Metropolis criterion, i.e., with respect to its energy.
Knowledge-based potentials are used to calculate the energy of a given
protein conformation, including both long-range interactions (32) between
nonbonded nodes that lie close in space, and short-range interactions
(28,33) between bonded nodes along the chain sequence.ANM-MC methodology
In the ANM-MC algorithm, a new conformation is generated by deforming
the protein structure along a slow mode direction using as
Rnew ¼ Rold5Ui
ﬃﬃﬃﬃ
N
p
ðDFÞ: (3)
Here, Rnew and Rold denote the respective position vectors of the
new conformer and the initial/previous conformer, for which ANM is
carried out. Ui is the 3N-dimensional eigenvector corresponding to the ith
collective mode that presents the largest overlap value (inner product)
between the open-to-closed conformational change, i.e., the 3N-dimen-
sional vector representing the difference between the aligned open and
closed crystal structures’ coordinates. Ui is multiplied by a deformation
factor (DF) that corresponds to the RMSD between the new and the old
conformations.
At each iteration of the ANM-MC methodology (15), the protein is first
deformed along the collective ANM mode (chosen among the first 10
modes) that most closely overlaps with the experimentally observed confor-
mational change, and then the energy of the deformed conformation is
minimized by a short MC run employing local moves. This iterative proce-
dure is continued by updating the previous structure until RMSD to target
reaches a plateau. ANM-MC requires the open and closed crystal structures
of a protein and generates either an open-to-closed (forward) or a closed-to-
open (reverse) transition pathway. The simulation parameters are the DF
used for the collective moves and the number of local MCS to be employed
at each iteration, the PS of each local move during MC, and the cutoff dis-
tance for ANM calculations (Rc).
In the previous work (15), the optimum parameters of DF ¼ 0.2 A˚ and
MCS ¼ 1000 were determined for PS ¼ 0.01 A˚ and Rc ¼ 18 A˚. The
simulations using these parameters were found to be successful in
approaching the target (closed) conformations of AK and hemoglobin start-
ing with the open conformations. Furthermore, some crystal structures pre-
viously proposed as transition pathways intermediates were also detected in
ANM_MC pathways.
In our current study, the effect of parameters (PS, MCS, and Rc) are
further investigated to approach the target conformation more closely in
both forward and reverse runs and to increase the computational efficiency.
By using a higher perturbation strength for local moves (PS ¼ 0.1 A˚), we
aim to decrease the MCS necessary for energy minimization, i.e., to
decrease the total duration of the runs. Much shorter MC runs with
MCS ¼ 20, 50, 100 are found to complement the higher PS value used in
current work. Different cutoff values of 10 and 13 A˚ are also investigated
so as to decrease the final RMSD to target structure (RMSDfinal). Thus,
ANM-MC trajectories for the data set will be presented for the following
parameters: PS ¼ 0.1 A˚, MCS ¼ 20, 50, 100, Rc ¼ 10, 13, 18 A˚, and
DF ¼ 0.2 A˚.Biophysical Journal 106(12) 2656–2666
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The basic limitation of ANM-MC methodology is the requirement of the
target structure. This work presents a modified algorithm, named Rg-
ANM-MC, to predict the closed structure as well as intermediate conforma-
tions based on the open structure by using collective modes and some
constraints, which will be introduced in detail next. In this new, to our
knowledge, approach, the open crystal structure and the Rg of the closed
(target) structure are required as input.
In the definition of Rg, the distance between the coordinates of each res-
idue i and the center of mass (com) of the protein is averaged over all
residues
Rg ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i¼ 1
ðRi  RcomÞ2
N
vuuut
: (4)
If there is no experimental Rg data available for the specific protein at hand,
Rg of the closed state can be predicted using the empirical equation by
Kolinski and Skolnick (25). The predicted Rg values, which are reported
in the last column of the Table S1 in the Supporting Material, are generally
close to those calculated for closed crystal structures (sixth column in Table
S1, second row for each entry).
In the first step of Rg-ANM-MC, the initial atomistic structure obtained
from the Protein Data Bank (PDB) is coarse-grained by assigning two nodes
for each residue in accordance with the knowledge-based potentials
described previously. ANM is then applied to this coarse-grained structure
(STEP 2) to extract m lowest frequency eigenmodes (m¼ 3 or 5 here) using
BLZPACK (34,35). In STEP 3, the structure is deformed along each eigen-
vector (both in positive and negative directions for the first m modes) using
a constant DF ¼ 0.2 A˚, resulting in 2 m different conformations.
InSTEP4,Rg for 2m conformers are calculated.The conformerswith lower
Rg than the previous one are then identified as the potential ones. In STEP 5, a
briefMC run is applied to each potential conformer and the conformer that has
the lowest energy as compared to others is selected in the min_energy version
of Rg-ANM-MC algorithm. In this way, the open protein is guided toward a
conformation with an Rg closer to the closed state through an energetically
favorable pathway. In random Rg-ANM-MC version (alternative STEP 5),
the new conformer is selected randomly among the potential conformers,
which is followed by a brief MC run for energy minimization.
The iterative algorithm is continued from STEP 2 by performing ANM
on the updated (new) conformation unless the Rg of the new conformer
has reached the target value. In certain iterations, at which the algorithm
cannot find any potential conformation, another brief MC simulation is
then performed. If the situation persists the algorithm stops, otherwise the
conformer is updated.
There is also a single mode version of the algorithm, in which the protein
is deformed along a specific mode (either first or second mode) during the
whole run. In this case, the new conformer is chosen among the two alter-
native conformers (alternative STEPS 4 and 5). The potential conformer(s)
should have a lower Rg than the previous one. If both conformers have a
lower Rg, a random choice is made among them.
In random and min_energy versions of the algorithm, we also tested
whether including collectivity of modes as additional constraint would
improve our predictions. In STEP 4 of such runs with collectivity
constraint, we discarded those conformers coming from a mode with a rela-
tively low collectivity value. Collectivity (2) is defined as:
k ¼ 1
N
exp
 

XN
i
aDR2i ln

aDR2i
!
; (5)
where the summation is performed over the Ca coordinates and a is a
normalization factor chosen so that
PN
i aDR
2
i ¼ 1.Biophysical Journal 106(12) 2656–2666Protein data set
The proteins used in this study with their PDB codes, the number of resi-
dues and domains (36) are listed in Table S1. The RMSD values between
the open and closed state conformations (ranging between 4.1 and
11.9 A˚) and the calculated and predicted (25) Rg values are also given.
All proteins, except PvuII and GroEL, are monomeric. Simulations for
PvuII are carried out as a homodimer. We formed a diverse data set of
hinge-bending proteins in terms of folds and number of domains (either
two or three dynamic domains). One common point in all of these proteins
is that the open and closed structures are both intact, i.e., containing almost
the same number of residues and no major missing parts (and also the same
sequence).RESULTS AND DISCUSSION
Features of conformational transitions via
targeted ANM-MC runs
We performed ANM-MC runs for the diverse data set of
hinge-bending conformational changes described previ-
ously. We aimed to increase both the computational effi-
ciency and the success of simulations by adjusting the
parameter set. We then performed a detailed analysis of
the pathways generated by the best parameter set to formu-
late specific criteria for the prediction runs.
Adjustment of parameters
We performed independent ANM-MC runs with different
cutoff (Rc ¼ 10, 13, and 18 A˚) and energy minimization
(MCS ¼ 20, 50, and 100) parameters by keeping perturba-
tion strength (PS ¼ 0.1 A˚) and deformation factor (DF ¼
0.2 A˚) constant. For each protein, a total of 18 RMSDfinal
values were obtained using these parameter combinations:
9 for forward (open-to-closed) and 9 for reverse (closed-
to-open) runs, which are listed in Table S2. In Fig. 1 A, final
RMSD values for the forward runs are plotted using three
different parameter combinations. Rc10-MCS20 parameter
set is most successful in terms of approach to target, namely
RMSDfinal % 1.5 A˚ for eight proteins out of 10 proteins.
Higher but still acceptable RMSDfinal values of 3.0 and
4.1 A˚ are obtained for GroEL and calmodulin, respectively.
In the case of reverse runs, the effects of Rc and MCS param-
eters are more clearly observed (Fig. 1 B). For Rc10-
MCS20, RMSDfinal % 2.4 A˚ for eight proteins, with the
other two being equal to 3.1 A˚.
In summary, Rc10-MCS20 provides closer approach to
target in forward and especially in reverse simulations.
MCS ¼ 20 is also more advantageous in terms of computa-
tional time for simulating conformational transitions of rela-
tively large proteins.
RMSD profiles, overlap, and collectivity of selected modes
RMSD profiles, i.e., the RMSD between each snapshot and
the target structure, present a smooth decrease as a function
of iteration number and finally reach a plateau, which corre-
spond to the reported RMSDfinal. These profiles are provided
FIGURE 1 RMSDfinal values reached in (A) for-
ward ANM-MC and (B) reverse ANM-MC simula-
tions using different parameter sets. The best
results are obtained with the parameter set Rc10-
MCS20. (C) Histograms of the selected modes
during forward ANM-MC simulations with Rc10-
MCS20 parameters indicate the predominance of
the first or second mode. To see this figure in color,
go online.
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others). On the same figures, collectivity and overlap values
of the selected mode at each iteration are also plotted.
Collectivity values are generally higher than 0.4 up to the
point, where RMSD approaches the plateau region (except
for AK). Therefore, a threshold for collectivity (k R 0.4)
is tested as an additional criterion for mode selection in
the Rg-ANM-MC protocol designed for predicting the
closed conformation.
The initial overlap of the selected mode with target
direction is extremely high—above 0.8—for all proteins
except calmodulin, which is slightly lower around 0.6
(see Fig. S1 A). In the second half of the simulations, the
overlap decreases significantly to values below 0.4, at which
point the RMSD approaches the plateau. Thus, overlap
value is a determining factor for a successful approach to
target.
In Fig. S2, the overlap of each slowest mode (first 10
modes) with the target direction is provided as a function
of iteration number. The black dotted line indicates the
mode chosen at each iteration. In the initial stages, there
is generally one slow mode (either first or second) that pre-sents a high overlap with target, after which other low-
indexed modes are chosen with moderate/low overlap. PvuII
is an exception in this respect, for which primarily the first
mode is chosen.
Distribution of selected modes
Fig. 1 C shows the histograms of selected modes during
ANM-MC forward runs with Rc10-MCS20. For eight out
of 10 proteins the first mode is chosen for 36–85% of the to-
tal number of iterations. For HST and D-ribose, it is the sec-
ond mode that is chosen for 60–65%. For all proteins, there
is more than one mode among the first five with a selection
frequency above 10%. Based on these results, either the first
3 or 5 modes are considered in Rg-ANM-MC runs for the
prediction of the closed state. Furthermore, predictions are
carried out using only the most dominant mode in the histo-
grams, which is either the first or the second mode.
We further concentrate on the modes chosen in the time
period from the startup to the iteration, where RMSD de-
creases by 0.8(RMSDinitial – RMSDfinal). In this period,
during which RMSD drops significantly, either the first or
second mode is chosen for >55% of the iterationsBiophysical Journal 106(12) 2656–2666
TABLE 1 RMSDfinal values based on different Rg-ANM-MC
predictions (Rc10-MCS20 without collectivity constraint)
Protein
Initial
RMSD (A˚)
Min_energya Randoma
Single modea
(mode index)
5
modes
3
modes
5
modes
3
modes
AK 7.1 2.3 2.3 2.6 2.9 2.4 (1)
Calmodulin 9.8 5.1 6.2 5.8 5.6 6.6 (1)
2660 Uyar et al.(Fig. S3 A). In some cases, like PvuII, HST, and dipeptide
BP, the same mode is chosen for >85% of the cycles.
The picture changes as the structure becomes more
compact and approaches the target. The overlap with the
selected mode decreases significantly and higher indexed
modes are chosen predominantly (see Fig. S3 C and our pre-
vious work (15)). During this period, there seems to be less
selectivity in the chosen modes implying that the overlap
could reflect a rather local agreement in the intrinsic motion
toward the target structure. And this observation justifies the
combination of Monte Carlo scheme with ANM for a better
approach to target.
For the dominant mode chosen throughout the ANM-MC
run, there is the question of whether it is indeed the same
mode of motion throughout the simulation or if there is a
change in its mode index or character of motion. To answer
this question, the overlap values between the dominant
mode at each iteration and the slowest 10 mode directions
for the initial protein structure were calculated and shown
in Fig. S4 (first mode for eight proteins and second mode
for D-ribose BP and HST). During the initial stages of the
simulations, the dominant mode preserves its dynamic char-
acter for eight proteins, whereas the initial second mode re-
places the current first mode in calmodulin and helicase.
Interestingly, in the second half of the simulations major
changes in the dominant mode are observed for most pro-
teins. In four cases (calmodulin, AK, Gln BP, and RNA heli-
case) the dominant mode starts to exhibit high overlap with
multiple initial modes, indicating that the character of the
dominant mode changes toward the final stages of the
pathway.
The distribution of the selected modes during reverse
runs, i.e., from closed to open, indicates a more complex sit-
uation for most proteins (Fig. S3 B). Except for PvuII and
D-ribose, a predominantly chosen mode does not exist,
rather most of the first 10 modes are selected with significant
percentages. Thus, prediction of the open state based on the
closed crystal structure seems more complex since a larger
number of modes need to be incorporated into the scheme.
This may be attributed to the compactness of the closed
structure. In fact, the open state should in general consist
of a collection of conformational states, among which a
specific one is stabilized due to binding. In this perspective,
it may be misleading to guide a prediction toward a specific
open state, especially for the database of proteins exhibiting
large hinge-bending motions.Dipeptide BP 6.5 2.6 2.9 4.1 2.6 2.9 (1)
D-ribose BP 4.1 5.0 5.6 3.5 3.8 2.0 (2)
Gln BP 5.3 2.1 2.0 2.9 2.2 2.4 (1)
GroEL 11.9 6.2 6.2 9.5 9.0 6.0 (1)
RNA helicase 4.4 2.2 2.0 3.3 2.0 2.2 (1)
HST 6.7 6.3 6.6 5.0 3.6 2.3 (2)
LAO BP 4.7 2.0 2.8 2.4 2.3 2.5 (1)
PvuII 6.3 1.7 1.7 5.1 3.4 1.7 (1)
aThree independent runs are performed for each protein and the best result
is reported.Prediction of closed structure using RG-ANM-MC
algorithm
In line with ANM-MC simulation results, we carried out
prediction runs using Rc ¼ 10 A˚ and MCS ¼ 20. We used
different versions of the Rg-ANM-MC algorithm, namely
min_energy (3 or 5 modes), random (3 or 5 modes), and
single mode versions. As explained in the Materials andBiophysical Journal 106(12) 2656–2666Methods, one of the potential conformations with lower
Rg is selected either randomly (random run) or based on
the minimum energy criterion (min_energy run) at each iter-
ation. In single mode runs, collective deformations are per-
formed along the first mode (second mode for D-ribose BP
and HST) to generate conformations with decreasing Rg.
RMSD and Rg profiles are compared in Fig. S5 for different
runs. We can observe that single mode and min_energy runs
follow the targeted ANM-MC runs for extended periods.
For each protein, all versions of the algorithm were
repeated three times and the resulting best RMSDfinal value
were reported in Table 1. The best approach to target, i.e.,
the minimum RMSDfinal, is highlighted in boldface for
each protein in Table 1 among the different versions used.
Min_energy_5 and random_3 runs give satisfactory results
(RMSDfinal% 2.5A˚) for five and three out of the 10 proteins
in the data set, respectively. Interestingly, the computation-
ally efficient single mode runs lead to RMSDfinal% 2.5 A˚ for
seven proteins with initial RMSDs up to 7 A˚. In Table S3,
we also report the lowest RMSD (RMSDmin) conformer
for each run, which in certain cases are lower than
RMSDfinal. Moreover, the percentage of conformers in the
second half of each run with RMSD < 3 A˚ to target is
high for majority of the cases studied. Based on these re-
sults, we could suggest that performing independent single
mode runs with first and second modes (and possibly an
additional min_energy_5 run) would produce at least one
plausible closed conformer.
The two unsuccessful cases (RMSDfinal ~5–6 A˚) are
calmodulin and GroEL with initial RMSDs of ~10 and
12 A˚, respectively. In the case of calmodulin, the initial
overlap with target direction is lower (around 0.5 and drops
below 0.4 in a shorter time period) compared to other
proteins. A detailed assessment of ANM-MC and Rg-
ANM-MC simulations will be provided for AK and GroEL
in the next section.
In our predictions, we primarily used the experimental Rg
values of closed crystal structures based on alpha-carbon
Hinge-Bending Conformational Transitions 2661atoms only (see Table S1). We carried out alternative runs
with the predicted Rg values for GroEL and calmodulin,
which seem to exhibit the largest deviation between
experimental and predicted Rg. The single mode and
min_energy_5 runs for GroEL both lead 6.0 A˚, whereas
for calmodulin they are 6.4 and 7.5 A˚, respectively. Thus,
we do not observe a clear worsening or improvement for
these two cases.
The observation that collectivity values of the selected
modes are generally quite high in the first half of the simu-
lations lead us to consider including collectivity as an addi-
tional constraint in our choice of potential conformers in
STEP 4 of the algorithms (see Methods). In this case, we
applied a collectivity threshold of 0.4 additional to the Rg
constraint. However, this additional constraint did not pro-
vide much improvement in our approaches to target. Slight
improvements were observed in the random runs for only
half of the proteins (see Table S4). This seems to result
from the fact that most of the first five modes actually
have collectivity values above threshold and do not result
in a further discrimination of potential conformers.Case study: AK
AK is a 214-residue enzyme that catalyzes the transfer of
the terminal phosphoryl group from ATP to AMP. Two
unique conformations of E. coli AK were used in this study,
namely the open (apo/unligated) and closed (ligated) struc-
tures with respective PDB codes: 4AKE (37) and 1AKE
(38). AK contains three domains: a CORE domain (gray),
an ATP-binding or LID domain (green), and an NMP or
AMP-binding domain (blue) (Fig. 2 A). The LID and
NMP domains close over the relatively stationary CORE
domain and this large conformational change of 7 A˚ is sta-
bilized upon ligand binding (38).
During targeted ANM-MC, the collectivity of the
selected mode and its overlap with the target direction
throughout the simulation are plotted in Fig. 2 C, together
with RMSD to target. As the high overlap at the beginning
of the simulation decreases to ~0.4 (around the 40th itera-
tion), higher indexed modes are chosen and RMSD profile
reaches a plateau. The overlap between each slowest
mode and the target direction is given in Fig. 2 D. The
selected mode at each step is also indicated by the black
dots on the panel.
Conformational transition pathways of AK have been
studied extensively both by experimental and computational
methods to understand the sequence of events during
LID and NMP domain closure. Earlier studies on AK
(13,39,40) including our previous work (15), have shown
that the LID is much more mobile and its closure precedes
the bending motion in the NMP domain. However, the algo-
rithms employing the weighted ensemble methodology have
indicated alternative pathways, such as NMP closure pre-
ceding the LID and simultaneous closure of LID andNMP (41). In the following, we will compare the pathways
of the present targeted and prediction runs.
Interdomain angles have been defined to monitor the
transition of apo AK toward the closed (bound) state.
Free-energy surface of apo AK have been determined as a
function of specific LID-CORE (qLID) and NMP-CORE
(qNMP) angles (42). Fig. 2 B displays the intermediates of
each run on the two-dimensional plot of qLID vs. qNMP,
together with the initial/apo (black circle) and the target/
bound (red circle) crystal structures. Min_energy_5 (green)
and single mode (pink) Rg-ANM-MC runs follow a similar
path as the one obtained from ANM-MC (black), where
initial LID closure is followed by NMP closure. In fact,
this route represents a minimum energy pathway, if super-
posed on the previously published free energy surface
(42). On the other hand, the random_3 (dark blue) runs
follow an alternative pathway of simultaneous LID and
NMP closure, which pass through regions with slightly
higher but still acceptable free energy values.
It is interesting that moving along the first mode only
(single mode run) leads through a minimum-energy path
that produces an almost 90 turn on the angle plot (qLID
vs. qNMP). The sharp turn actually corresponds to the point,
where the character of the first mode changes at the 23rd
iteration (shown on panel B as blue triangle). Fig. 2D shows
the overlap of the first mode (in single mode run) with the
initial 10 modes for each iteration. The original first mode
stays consistent for 22 iterations, and then it overlaps with
the second mode between 23 and 26 and the third mode
between 27 and 37 iterations. In the original first mode,
both LID and NMP domains close over the CORE, although
in the second and third modes there is predominantly NMP
closure (the original first and the second modes are shown
on panel A).
We also calculated the static RMSD (sRMSD) value for
the LID and NMP domains, which is defined (43) as the
RMSD of a specific domain after superimposing two struc-
tures with respect to another common domain/region. In
our case, sRMSD value for LID and NMP domain was calcu-
lated after aligning the relatively stable CORE domain of AK
(see Fig. S6 for different runs). We can still observe that the
LID and NMP domains exhibit satisfactory approaches to
target based on this more focused measure. Specifically,
the LID and NMP domains initial sRMSD values of 16.4
and 11.1 A˚ decrease to 1.4 and 2.1 A˚ in ANM_MC, respec-
tively, indicating their almost full closure. The final sRMSD
values are 2.5 and 5.4 A˚ in single mode runs.Case study: GroEL
GroEL catalyzes the transfer of the terminal phosphoryl
group from ATP to AMP. Two unique conformations
of chain A in Escherichia coli GroEL cis ring were used
in this study, namely the open (R00’) and closed (T)
states from respective PDB codes: 1GRU (44) and 1KP8Biophysical Journal 106(12) 2656–2666
FIGURE 2 Conformational transition pathways of AK. (A) Open and closed structures of AK (cartoon) and final conformation obtained from single mode
prediction run (ribbon). The LID (green), CORE (gray), and NMP (blue) domains are shown. Initial shapes of first and second modes are given in vector
representation. (B) LID-CORE and NMP-CORE angles indicate that the min_energy_5 (green), single mode (pink) Rg-ANM-MC and ANM-MC (black)
have similar pathways, whereas random_3 (dark blue) simulations follow different pathways passing through slightly higher free energy values reported
in Beckstein et al.’s work (42). (C) RMSD of the intermediates to target, the collectivity value, and the overlap with the target direction for the selected
mode are plotted at each iteration of the ANM-MC run. (D) Overlap between the first 10 normal modes and target direction is shown throughout the
ANM-MC run together with the selected modes (black dots and line) at each iteration. (E) Overlap of the first mode in single mode run with the initial
10 modes indicates changes in the character of the first mode after the 22nd iteration, which correspond the kink region (blue triangle in panel B). To
see this figure in color, go online.
2662 Uyar et al.(45). Complete GroEL is composed of 14 identical subunits.
Here, we perform simulations on isolated monomers (chain
A from cis ring) consisting of 524 residues. Each monomerBiophysical Journal 106(12) 2656–2666is composed of three domains, namely Apical (green), Inter-
mediate (gray), and Equatorial (blue) domains, shown in
Fig. 3 A.
FIGURE 3 Conformational transition pathways of GroEL. (A) Open and closed structures of GroEL (cartoon) and final conformation obtained from single
mode prediction run (ribbon). The Apical (green), Intermediate (gray), and Equatorial (blue) domains are indicated. Initial first mode is given in vector rep-
resentation. (B) Distance profiles between the domain center of masses in GroEL. (C) RMSD of the intermediate to target, the collectivity value, and the
overlap with the target direction for the selected mode are plotted at each iteration of the ANM-MC run. (D) Overlap between the first 10 normal modes
and target direction is shown throughout the ANM-MC run together with the selected modes (black dots and line) at each iteration. (E) Overlap of the first
mode in single mode run with the initial 10 modes for each iteration. To see this figure in color, go online.
Hinge-Bending Conformational Transitions 2663GroEL is one of the less successful cases in our prediction
runs. Even though ANM-MC simulation reaches to the
target structure with an RMSD of 3 A˚, the prediction
runs fall short of such a close approach when the Rg reaches
that of the target. The original RMSD of 11.9 A˚ between
initial and target structures falls down to only 6.0 A˚.
Potential transition pathways between GroEL states
(T4R4R004T) have been also studied by Yang et al.(17) using the adaptive ANM method. Similar to our result,
they succeeded to simulate R00ʹ to T state transition of
GroEL up to 6.1 A˚ from an initial RMSD value of 12.3 A˚.
Overlap and collectivity profiles of the selected modes in
ANM-MC are given together with the RMSD profile in
Fig. 3 C. Overlap value of the selected mode exhibits a
decreasing trend starting from a high overlap value of 0.8
at the beginning of the simulation. Fig. 3 D shows overlapBiophysical Journal 106(12) 2656–2666
2664 Uyar et al.of the first 10 modes with the target direction during ANM-
MC run. The first mode predominantly has the highest
overlap with target in the first half of the run, and then
higher indexed modes are chosen (Eigenvectors represent-
ing the mostly selected first and the third modes are given
on panel A).
To monitor the extent of domain closure, interdomain dis-
tances (apical-core and apical-equatorial distances between
center of masses of related domains) are plotted in Fig. 3 B.
As in the case of AK, ANM-MC, min_energy_5, and single
mode runs seem to follow similar paths with a slight kink.
However, Fig. 3 E shows that the first mode does not change
its character during the single mode prediction run.Database and intermediates
ANM-MC simulation pathways are provided as a database
of conformational transitions at our web-site (http://
safir.prc.boun.edu.tr/anmmc/method/1). Details on targeted
runs (overlap, collectivity, RMSD to target, and the selected
modes) are provided as figures. The intermediates (snap-
shots) can be downloaded and visualized as a movie. Each
transition pathway is depicted by listing the crystal struc-
tures that lie close to its snapshots. We can observe several
different crystal structures that lie close to our intermediates
as the run progresses (ANM-MC results for AK is provided
in Table S5), which shows the effectiveness of the method-
ology. ANM-MC and single mode Rg-ANM-MC versions
of our algorithm may be downloaded from the same site.Computational efficiency and comparison with
other algorithms
For AK with 214 residues, single mode runs take 6–17 min
on a single core of Intel X5670 CPU with a clock speed of
2.93 GHz. The CPU hours vary from run to run due to the
different total number of iterations and MCS performed in
each run. For AK, min_energy_5 runs last 1–1.5 h, which
take the longest because energy minimization is performed
on all potential conformers. For the largest system size
studied (GroEL with 524 residues) each single mode run
took almost 1.5 h, whereas the min_energy_5 runs are
10–11 h long.
We can compare our method with two others in the liter-
ature (21,24). Both methods produce an ensemble of atom-
istic conformers, among which some conformers lie close to
the target. The former method (21) is a normal mode-based
approach, which is in certain aspects similar to ours. AK,
calmodulin, and LAO have also been studied by this
method, for which minimum RMSDs reported (not neces-
sarily the final value of a run) are close to our predicted
RMSDs and slightly above our minimum RMSDs reported
in Table S3. In contrast, the latter method (24) performs
biased conformational sampling, ligand docking, and mo-
lecular dynamics simulations at the same time for mono-Biophysical Journal 106(12) 2656–2666meric proteins to predict ligand-bound poses, but cannot
produce a transition pathway. The only protein common to
our work is D-ribose BP, for which their best model has
an RMSD of 1.0 A˚.
In as much as the platforms used in the two existing
methods were not explicitly stated, we cannot make a clear
comparison of computational costs. However, the fact
that our method is a coarse-grained one and the CPU
hours reported previously infer that especially our single
mode runs have high computational efficiency. Additionally,
we should point out that the intermediates reported at
our web-site also lie close to several crystal structures (see
Table S5 for AK results). Moreover, the single mode and
min_energy pathways for AK pass through low free energy
regions.CONCLUSIONS
Our detailed analysis of targeted ANM-MC runs elucidate
interesting features of hinge-bending-type conformational
transitions. For our set of 10 proteins that exhibit relatively
high RMSD (4—12 A˚) between open and closed states,
primarily the first or second slowest mode directs the pro-
tein from the open to closed state. In contrast, multiple
slow modes are involved in guiding the reverse transitions,
i.e., those starting from the more compact, closed state.
The initial overlap are quite high for selected modes in
open-to-closed runs, which is consistent with previous
atomistic elastic network results (2). However, we observe
shifting in mode index among the slow modes for most
proteins, which means that the predominant mode in fact
changes its character in the course of open-to-closed
transitions.
We also asked the question of whether the cutoff value in
ANM affects the approach to the target structure in ANM-
MC runs. Various cutoff values in the range of 8 to 18 A˚
have been used in previous elastic network studies on pro-
tein collective dynamics (2,5,27,46). Here, the choice of a
relatively smaller cutoff of 10 A˚ seems to be more success-
ful in terms of getting closer to the target state. Final
RMSDs are in the range of 0.9–4.1 A˚ for forward and
reverse runs. The transition pathways are depicted by
providing a list of snapshots along the trajectory and specific
close-neighboring crystal structures (see our database of
conformational transitions at http://safir.prc.boun.edu.tr/
anmmc/method/1).
One very interesting case is AK, where the single mode
prediction run actually goes through a minimum energy
pathway on the free-energy surface of apo AK, which has
been previously determined as a function of LID-CORE
and NMP-CORE angles (42). This specific pathway that
depicts sequential LID and NMP domain closure goes
through a sharp kink due to a change in the character of
the first mode, which starts to resemble second and third
modes in sequential order.
Hinge-Bending Conformational Transitions 2665Our new, to our knowledge, Rg-ANM-MC algorithm
proves successful in predicting the closed conformations
for 8 out of 10 proteins in the data set by using only the
initial, open conformation. For this aim, the Rg of the target
state needs to be provided from either experimental means
or an empirical equation (25). Among different versions of
Rg-ANM-MC, perturbing constantly along the first (or the
second) mode direction produces the most promising results
in terms of approaching the closed state. Thus, Rg-ANM-
MC proves to be an efficient tool for investigating protein
conformational transitions and proposing plausible closed
states.
We should stress that all proteins studied here exhibit
large hinge-bending motions that accompany ligand bind-
ing. Our preliminary results (not shown) indicate that the
previously stated features and procedures may not always
be applicable for conformational transitions exhibiting
smaller RMSDs and/or shear-type motions. Even for such
cases, the lowest frequency modes are generally effective
during conformational transitions, which implies an
intrinsic property of the binding protein.SUPPORTING MATERIAL
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