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Buzzard, Diamond and Jarvis have formulated a generalization of Serre’s conjec-
ture regarding mod p representations of the absolute Galois group of a totally real
field. Moreover, in the case where the prime p is unramified in the totally real field
they conjectured a weight recipe, now a theorem under technical hypotheses (see
[15]), regarding the modularity of such representations. This recipe is given in terms
of the restriction of the representation to decomposition groups at primes p over p.
A conjecture of Dembe´le´, Diamond and Roberts in [8] makes the weight recipe more
explicit in the case where p is unramified and the representation restricted to a de-
composition group is reducible. In particular they give a description using local class
field theory and the Artin-Hasse exponential. In this thesis we look at this conjecture
under strong genericity hypotheses of the representation and we give a proof using
the work of Chang and Diamond in [7]. In this paper the authors give a description
in terms of (φ,Γ)-modules. Given that the representation restricted to the decompo-
sition group at p acts on the 1 dimensional subspace as χ1 and on the 1 dimensional
quotient as χ2, we use the equivalence of (φ,Γ)-modules with Galois representations
to write down explicit cocycles of H1(Dp,Fp(χ1χ−12 )) restricted to the Galois group of
the splitting field L of χ1χ
−1
2 . The field of norms gives us an isomorphism between
the absolute Galois group of L∞ and the absolute Galois group of its field of norms
XL, which is an equicharacteristic field. This allows us to do explicit local class field
theory using the equicharacteristic splitting field of a cocycle and then transfer this
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In [26] Serre has formulated a conjecture regarding the modularity of a mod p
representation of the absolute Galois group of the rationals. This was proved by
Khare and Wintenberger in [18] and [19]. More recently, Buzzard, Diamond and
Jarvis have formulated a similar conjecture in [6], regarding the modularity of a mod
p representation of the absolute Galois group of a totally real field. More precisely, if
F is a totally real number field and
ρ : GF −→ GL2(Fp)
is a continuous, irreducible, totally odd representation, then their conjecture asserts
that ρ comes from a Hilbert cuspidal eigenform. If p is unramified in F then a
recipe of the possible weights that the cusp form can have is given in their paper,
by considering the restriction of ρ to decomposition groups Dp, for primes p|p. In







is reducible, then the recipe is somewhat more indirect and depends on whether the
extension class lies in a certain distinguished subspace of H1(Dp,Fp(χ1χ−12 )). The
1
2description of these distinguished subspaces is in terms of Hodge-Tate weights of
crystalline lifts of ρ|Dp . However, in [8] the authors make the recipe for the set of
weights more explicit. They formulate a conjecture in explicit p-adic Hodge theory
about wild ramification in reductions of crystalline Galois representations.
In particular, suppose that ρ is a continuous, irreducible, totally odd representa-





. Writing S for the set of Fp-linear embeddings {k ↪→ Fp}



















(see section 1.6 for the definition
of ωτi,f ). Let hi := bi, if i ∈ J and hi := −bi, if i /∈ J and write ~a = (a0, ..., af−1),
~b = (b0, ..., bf−1), ~d = (h0, ..., hf−1). The weight part of Buzzard-Diamond-Jarvis [6]
in the reducible case states that a Serre weight V~a,~b (see theorem 2.1.1 for the definition
of Serre weight) is a weight for the Hilbert modular form for which the representa-
tion ρ is modular, precisely when ρ|Dp has a crystalline lift with labeled Hodge-Tate
weights ~d (see section 1.7 for the definition of crystalline lift with labeled Hodge-Tate
weights). The Dembe´le´-Diamond-Roberts conjecture of [8] reformulates the weight
part of Buzzard-Diamond-Jarvis [6] in the reducible case in the following way: given
~d they write down an explicit basis of a quotient of a unit group of the tamely ram-
ified extension. Then they assert that V~a,~b is a weight for the Hilbert modular form
for which the representation is modular precisely when the wildly ramified cocycle of
H1(Dp,Fp(χ1χ−12 )) satisfies a duality property with the explicit basis under local class
field theory. This gives the weight part of Buzzard-Diamond-Jarvis in the reducible
case a more explicit description.
In this thesis we give a proof of the conjecture of [8] under certain strong genericity
assumptions. This involves certain restrictions on χ1χ
−1
2 including that the character
3is totally ramified. The proof uses the work of Chang and Diamond [7]. In their
paper they write explicit rank two (φ,Γ)-modules that correspond under Fontaine’s
functor to reducible mod p representations that have the property that they have a
crystalline lift. Moreover these (φ,Γ)-modules are parameterized by ~d of χ1χ
−1
2 and
their crystalline lifts have labeled Hodge-Tate weights equal to ~d. Having fixed J ⊂ S
and under certain genericity hypothesis, there exists unique ~a, ~b corresponding to ~d.
Thus representations corresponding to these (φ,Γ)-modules have a Serre weight V~a,~b
that corresponds to ~d by the weight part of Buzzard-Diamond-Jarvis. From these
(φ,Γ)-modules we write down explicit cocycles of H1(Dp,Fp(χ1χ−12 )) parametrized by
~d. We then do explicit class field theory on the field of norms of the splitting field of
χ1χ
−1
2 and using the field of norms functor we check that indeed these cocycles satisfy
the duality property with respect to the basis elements of the conjecture.
This thesis starts with a preliminaries section, in which we describe the tools
we will be using later. Chapter 2 contains a description of the weight part of
Buzzard-Diamond-Jarvis [6] in the reducible case. It also contains a description
of the Dembe´le´-Diamond-Roberts conjecture [8] in the strongly generic case. Chap-
ter 3 contains the proof of the Dembe´le´-Diamond-Roberts conjecture in the strongly
generic case. In particular in section 3.1 we compute using Fontaine’s functor the
representation (proposition 3.1.1) corresponding to the (φ,Γ)-modules of Chang and
Diamond. In section 3.3 we study the tamely and wildly ramified splitting fields
involved. We compute a defining polynomial for the field of norms of the wildly ram-
ified splitting field (proposition 3.2.3) and get a description of the associated cocycle
for the equicharacteristic field. In section 3.4 we write the equicharacteristic field
as a union of Artin-Schreier extensions (theorem 3.4.1). This allows us to do local
4class field theory in section 3.5, by computing the Artin-Schreier symbol over the
equicharacteristic field (theorem 3.5.5). In particular we write a set of elements of the
equicharacteristic field and prove a duality property over the equicharacteristic field
(theorem 3.5). We then show in section 3.6 using the theory of field of norms that
the duality property over the equicharacteristic field with respect to those elements
implies a duality property over the mixed characteristic field with respect to the basis
elements of the conjecture (theorem 3.6.12).
1.1 Structure of local Galois groups and ramifica-
tion
This section gives a brief introduction to the theory of ramification groups. For
more details, the reader is referred to Serre’s book [24]. For the theory of arith-
metically profinite extensions, the reader is referred to Wintenberger’s paper [28].
Let L be some finite extension of Qp. We denote with OL its ring of integers, piL
a uniformizer, vL the unique valuation extending the normalized p-adic valuation,
mL its maximal ideal and kL its residue field. In the general case where L
′/L
is not necessarily a finite extension, then we call the extension Galois if it is a
union of finite Galois extensions of L contained in L′. Its Galois group is as usual
defined as the automorphism group of L′ fixing L. Then one can easily see that
Gal(L′/L) ∼= lim←− Gal(L
′′/L). The inverse limit is taken over the directed set con-
sisting of all finite Galois extensions of L contained in L′ ordered by inclusion, and
the inverse system sends L′′ to Gal(L′′/L) and the inclusion morphisms M ⊂ N to
projections Gal(N/L) −→ Gal(N/L)/Gal(N/M) = Gal(M/L). Thus we give the
5group Gal(L′/L) the profinite topology, which makes it a Hausdorff, compact, and
totally disconnected topological group. The fundamental theorem of Galois theory for
finite extensions carries over in this situation as follows. The (contravariant) functors
M 7→ Gal(L′/M) and H 7→ L′H give an equivalence between the category of inter-
mediate fields L ⊂ M ⊂ L′ with morphisms given by inclusions and the category of
closed subgroups H ⊂ Gal(L′/L) with morphisms given by inclusions. Moreover the
full subcategory of finite (finite and Galois) subextensions of L′/L is equivalent to
the full subcategory of open (open and normal) subgroups of Gal(L′/L). We will be
abbreviating with GL the Galois group of a fixed algebraic closure of the field L and
IL its inertia subgroup.
We now introduce the upper and lower numbering of the ramification groups of
a Galois group which will enable us to give it an important filtration. Let us first
suppose that G := Gal(L′/L) is finite. The lower numbering is more straightforward
to define;
Definition 1.1.1. Let i ≥ −1 be an integer. Then we define the i-th (lower
numbering) ramification group of G to be the subgroup
Gi(L
′/L) := {g ∈ G : vL′(ga− a) ≥ i+ 1, for all a ∈ OL′}.
This gives a decreasing filtration of G by closed, normal subgroups Gi(L
′/L), with
Gi(L
′/L) = {1}, for i sufficiently large. We also have G−1(L′/L) = G, G0(L′/L) =
I(L′/L) the inertia subgroup of G with fixed field the unramified extension L′ ur of
L and G1(L
′/L) = P (L′/L) the wild ramification subgroup of G, with fixed field
the tamely ramified extension L′ tame of L.
However the lower numbering does not respect quotients and the set {Gi(L′′/L) :
L′′ finite extension of L contained in L′} is not closed under quotients. Thus we don’t
6have transition maps for this set and hence it doesn’t make sense to pass to the inverse
limit. As a result we cannot use the above construction of infinite Galois groups for
infinite ramification groups. To fix this we introduce the upper numbering of the
ramification groups, which do respect quotients. We still assume that G is finite. Let
x denote a generator of OL′ as an OL-algebra. Define
iG : G // N
g  // vL′(gx− x).
Let u ≥ −1 be a real number. We define Gu := Gdue and observe that g ∈ Gu if and
only if iG(g) ≥ u+ 1. Define also the function






The convention is to put
[G0 : Gt] :=
[G−1 : G0]−1, if t = −11, if − 1 < t ≤ 0.
As a result ΦL′/L(u) = u, for −1 ≤ u ≤ 0. The function ΦL′/L is in particular a
homeomorphism of R ∩ [−1,∞) to itself and we denote its inverse by ΨL′/L.
Definition 1.1.2. We define the i-th (upper numbering) ramification group
of G to be the subgroup
Gv(L′/L) := GΨL′/L(v)(L
′/L).






7The functions Φ and Ψ satisfy the following transitivity formulas:
Proposition 1.1.3. For a finite extension L′′/L′ we have
ΦL′′/L = ΦL′′/L′ ◦ ΦL′/L and ΨL′′/L = ΨL′′/L′ ◦ΨL′/L.
Proof. This is Proposition 15 in Chapter IV of [24].
We then have the following proposition:
Proposition 1.1.4. The upper numbering of ramification groups respects quotients
in the following sense: Consider a finite Galois extension L′′/L contained in L′. Then
we have that Gv(L′/L)Gal(L′/L′′)/Gal(L′/L′′) ∼= Gv(L′′/L).
Proof. Chapter IV, Proposition 14, [24].
So we can now define ramification groups for infinite extensions. Suppose that





where the inverse limit is taken over all finite Galois extensions L′′/L contained in
L′. The upper numbering ramification groups for infinite extensions also have the
following properties: We have a decreasing filtration of G by closed, normal subgroups




P (L′/L) the wild ramification subgroup of G.
We can also define lower ramification groups for infinite extensions provided we
have the following finiteness condition:
Definition 1.1.5. We call an extension L′/L arithmetically profinite (abbrevi-
ated by APF ) if for all u ≥ −1, the group GuLGL′ is open in GL.
8So the compactness of the group G implies that the extension L′/L is APF if
and only if for all u ≥ −1, [G : Gu(L′/L)] < ∞. In the case where the extension is
Galois and APF the functions ΦL′/L and ΨL′/L still make sense by putting ΨL′/L(v) =∫ v
0
[G0 : Gw]dw and ΦL′/L := Ψ
−1
L′/L. As a result we can define lower ramification groups
Gu(L
′/L) := GΦL′/L(u)(L′/L). We conclude this section with the following definition:






1.2 Local class field theory
In this section we present the main statement of local class field theory. For
more information, the reader is referred to Serre’s book [24] as well as the book of
Fesenko-Vostokov [9]. An important subgroup of the Galois group GL is the Weil




each Gal(Fpt/Fpm) has a canonical generator, namely the pm-power of the arithmetic
Frobenius automorphism, that is Frobmp : a 7→ apm . We let Frp := Frob−1p be the
geometric Frobenius. We then have a homomorphism
v : GL // // lim←−
t,m|t
Gal(L(ζpt−1)/L)
∼ // GkL = lim←−
t,m|t











 // (vt(g)) t
m
.
Recall also that we have a diagonal embedding Z ↪→ Zˆ.
Definition 1.2.1. The Weil group of GL is defined to be the subgroup
WL := {g ∈ GL|v(g) ∈ Z}.
9Observe that in particular IL ⊂ WL and if M/L is finite, then WM ⊂ WL. Local
class field theory then states the following:




1. v ◦ ArtL = vL;
2. for any finite abelian extension L′/L, NmL′/L(L′×) ⊂ ker (resL′ ◦ArtL(L)) and
ArtL induces an isomorphism ArtL′/L : L
×/NmL′/L(L′×)
∼−→ Gal(L′/L).









Notice that property 1 implies that uniformizers of L correspond to geometric










Let R be a discrete field. Notice that if ψ is a character of WL over R, then it factors
through the quotient W abL . We denote the resulting character of W
ab




denote the inflation map, by pulling back via the map WL −→ W abL . Then we get a
bijective correspondence
{characters of L× over R} oo // {characters of WL over R}
χ  // InfWL
W abL
(χ ◦ Art−1L )
ψ˜ ◦ ArtL ψ.oo
In the case when we are given a character ψ : GL −→ R× we have that it has an
open kernel. So it factors through a finite quotient of GabL and hence through a finite
quotient of W abL . Precomposing with ArtL we get a character L
× −→ R×.
1.3 Explicit local class field theory
In this section we introduce Kummer and Artin-Schreier theory as well as the
Hilbert and Artin-Schreier symbols. As in section 1.2, the reader is referred to
Serre’s book [24] as well as the book of Fesenko-Vostokov [9]. A class of abelian
local field extensions that is relatively easy to describe its class field theory is the
class of Kummer extensions. Let us denote by µn(L) the group of the n-th roots of
unity in a field L.
Definition 1.3.1. An abelian Galois extension L′/L is called a Kummer ex-
tension, if given that it has exponent n (that is its Galois group is n-torsion),
|µn(L)| = n.
It is easy to see that any subextension of a Kummer extension of exponent n is a
Kummer extension of exponent n and that the composite of two Kummer extensions
of exponent n is again a Kummer extension of exponent n. As a result we have a
11
maximal Kummer extension of L of exponent n, that we will denote with LKum, n.
We will also write GKum, nL for the Galois group Gal(L
Kum, n/L).
So given an integer n coprime to the characteristic of L and writing Lsep for the
separable closure, we have a short exact sequence
1 // µn(L) // (L
sep)× x 7→x
n
// (Lsep)× // 1 .
This in turn gives a long exact sequence in cohomology
1 // µn(L) // L
× x 7→xn // L×
// H1(GL, µn(L)) // H
1(GL, (L
sep)×) // . . .
However, Hilbert’s theorem 90 says that H1(GL, (L
sep)×) = 0. Moreover, µn(L) has
a trivial GL action and every homomorphism GL −→ µn(L) factors through GKum, nL .
Thus H1(GL, µn(L)) = Hom(GL, µn(L)) = Hom(G
Kum, n
L , µn(L)). In particular we
have the following theorem:
Theorem 1.3.2. Suppose |µn(L)| = n.
1.
θ : L×/(L×)n ∼ // Hom(GKum, nL , µn(L))
a  // (g 7→ g·α
α
),
where α satisfies αn = a;
2. Let ∆ be a subgroup of L× such that (L×)n ⊂ ∆ ⊂ L× and put L′ := L( n√∆).
Then L′/L is a Kummer extension of exponent n, and the above isomorphism
restricts to an isomorphism
θ : ∆/(L×)n ∼ // Hom(Gal(L′/L), µn(L)) .
12
As a result, we have the following corollary:
Corollary 1.3.3. Suppose |µn(L)| = n. Then we have an inclusion preserving bijec-
tion
{subgroups of L×/(L×)n} oo // {Kummer extensions of L of exponent n}
∆  // L( n
√
∆)
(L′)n ∩ L× L′.oo
Proof. Pontryagin duality gives a bijection
{closed subgroups of GKum, nL } oo // {closed subgroups of Hom(GKum, nL , µn(L))} ,
A  // A⊥ := {h ∈ Hom(GKum, nL , µn(L)) : for all g ∈ A, h(g) = 1}
H⊥ := {g ∈ GKum, nL : for all h ∈ H, h(g) = 1} oo  H .
On the other hand, we have a bilinear map θ : L×/(L×)n ×GKum, nL −→ µn(L) which
induces an isomorphism L×/(L×)n ∼= Hom(GKum, nL , µn(L)), by theorem 1.3.2. Hence
composing the bijection with θ we get a bijection
{closed subgroups of GKum, nL } oo // {subgroups of L×/(L×)n} .
Moreover Galois theory gives us an inclusion preserving bijection
{Kummer extensions of L of exponent n} oo // {closed subgroups of GKum, nL } ,
L′  // Gal(LKum, n/L′)
(LKum, n)H oo  H .
13
Composing these two bijections we get an inclusion preserving bijection
{subgroups of L×/(L×)n} oo // {Kummer extensions of L of exponent n} .
We now check that the these two correspondences give the stated bijections. If
we start with a subextension L′/L of LKum, n/L, we get Gal(LKum, n/L′)⊥ = {a ∈
L×/(L×)n : for all g ∈ Gal(LKum, n/L′), θ(a, g) = 1}. The condition θ(a, g) = 1 is
equivalent to g(α) = α for an α with αn = a. But g(α) = α for all g ∈ Gal(LKum, n/L′)
is equivalent to α ∈ L′, that is a ∈ (L′)n. Therefore Gal(LKum, n/L′)⊥ = (L′)n ∩ L×.
Conversely, given a subgroup ∆/(L×)n of L×/(L×)n, we have that ∆/(L×)n ∼=
Hom(Gal(L( n
√
∆)/L), µn(L)) under θ, by theorem 1.3.2. By Pontryagin duality we
get {g ∈ GKum, nL : for all f ∈ Hom(Gal(L( n
√
∆)/L), µn(L)), f(g) = 1} = Gal(LKum, n/L( n
√
∆))
and by Galois theory this corresponds to L( n
√
∆) which is what we wanted.
Corollary 1.3.4. LKum, n = L( n
√
L×). Moreover, a Kummer extension of L of expo-
nent n is of the form L( n
√
∆), for some subgroup ∆ of L×/(L×)n.
Notice that an easy application of Herbrand’s quotient gives that |L×/(L×)n| =
n|µn(L)|
|n|L . As a result, we have that L
Kum, n/L is in fact a finite extension.
Recall theorem 1.3.2 gives an isomorphism
θ : L×/(L×)n ∼ // Hom(GKum, nL , µn(L)) .
Recall also theorem 1.2.2, where we have an isomorphism given by the local Artin
map
ArtLKum, n/L : L
×/NmLKum, n/L((L
Kum, n)×) ∼−→ GKum, nL .
Thus since GKum, nL has exponent n, so does L
×/NmLKum, n/L((LKum, n)×). As a result
we have that (L×)n ⊂ NmLKum, n/L((LKum, n)×) ⊂ L×. Moreover, the two isomor-
phisms give #L×/(L×)n = #GKum, nL and #L




which gives us that (L×)n = NmLKum, n/L((LKum, n)×). As a result, ArtLKum, n/L com-
bined with the isomorphism θ give the following pairing:
Definition 1.3.5. A Hilbert symbol of degree n is the pairing
(., .)n : L
× × L× // µn(L)
(a, b)  // θ(b)(ArtLKum, n/L(a)) .
Thus, unraveling the definition we observe that for an element β = n
√
b ∈ (LKum, n)×
and a ∈ L× we have that ArtLKum, n/L(a)(β) = (a, b)nβ. So computing the Hilbert
symbol allows us to explicitly write the local Artin map of a Kummer extension.
Proposition 1.3.6. The Hilbert symbol satisfies the following properties:
1. The Hilbert symbol is multiplicatively bilinear and non-degenerate;
2. (a, b) = 1 if and only if a is a norm from L( n
√
b);
3. The Hilbert symbol is a Steinberg symbol. That is, it also satisfies (1 − a, a) =
(b, 1− b) = 1, for all a, b ∈ L×;
4. The Hilbert symbol is skew symmetric. That is, it satisfies (a, b) = (b, a)−1.
Proof. Parts 1 and 2 follow from the definition of the Hilbert symbol. For 3, notice
that 1 − a = ∏ni=1(1 − ζ in n√a) and 1 − a is a norm from L( n√a). Hence from 2, we
have that (1 − a, a) = 1 = (a, 1 − a). To prove 4, we first claim that (a,−a) = 1.
First notice that −a = 1−a
1−a−1 . Hence the bilinearity of the symbol implies that
(a,−a) = (a, 1 − a)(a, (1 − a−1))−1 = (a, (1 − a−1))−1. But then notice that for any
a, b ∈ L×, 1 = (aa−1, b) = (a, b)(a−1, b) and so (a−1, b) = (a, b)−1. Thus (a, (1 −
a−1))−1 = (a−1, (1− a−1)) = 1, which proves the claim. To conclude, we notice that
1 = (ab,−ab) = (a,−a)(a, b)(b, a)(b,−b) = (a, b)(b, a).
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This theory can also be extended to equicharacteristic local fields. In particular,
since p-th roots of unity are not contained in an equicharacteristic p field, we make
the following definition:
Definition 1.3.7. A Galois extension of an equicharacteristic p field that has expo-
nent p, is called an Artin-Schreier extension.
In particular, any subextension of an Artin-Schreier extension is Artin-Schreier, as
so is any composite of such extensions. As a result we have a maximal Artin-Schreier
extension of an equicharacteristic p field L, that we will denote with LAS. We will
also write GASL for the Galois group Gal(L
AS/L). We have a short exact sequence
0 // Fp // Lsep
x 7→xp−x// Lsep // 0 ,
which in turn gives a long exact sequence in cohomology
0 // Fp // L
x7→xp−x // L
// H1(GL,Fp) // H1(GL, Lsep) // . . .
Lemma 1.3.8. We have that H1(GL, L
sep) = 0.




H1(Gal(L′/L), L′), where the extensions
L′/L are finite. Hence it suffices to show the result on the finite level. Notice that the
normal basis theorem gives us that L′ = L
⊗
Z
Z[Gal(L′/L)]. Thus L′ is a coinduced
Gal(L′/L) module and by Shapiro’s lemma, H1(Gal(L′/L), L′) = 0.
Since Fp has a trivial GL action and every homomorphism GL −→ Fp factors
through GASL , we have that H
1(GL,Fp) = Hom(GL,Fp) = Hom(GASL ,Fp). As a result,
we have the following theorem:
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Theorem 1.3.9. Suppose L is an equicharacteristic p field.
1.
ι : L/(Frobp − 1)L ∼ // Hom(GASL ,Fp)
a  // (g 7→ g · α− α ),
where α satisfies αp − α = a;
2. Let ∆ be a subgroup of L that contains (Frobp − 1)L and put L′ := L(∆′),
where ∆′ is the set of roots of the polynomials Xp − X − a, for a ∈ ∆. Then
L′/L is an Artin-Schreier extension and the above isomorphism restricts to an
isomorphism
ι : ∆/(Frobp − 1)L ∼ // Hom(Gal(L′/L),Fp) .
Moreover, as in the Kummer theory case, the following holds:
Corollary 1.3.10. 1. We have an inclusion preserving bijection
{subgroups of L/(Frobp − 1)L} oo // {Artin-Schreier extensions of L}
∆  // L(∆′)
(Frobp − 1)L′ ∩ L L′.oo
2. Let ∆˜ be the set of roots of the polynomials Xp − X − a, for a ∈ L. Then we
have that LAS = L(∆˜). Moreover, an Artin-Schreier extension of L is of the
form L(∆′), for some subgroup ∆′ of L/(Frobp − 1)L.
So from theorem 1.3.9 we have an isomorphism
ι : L/(Frobp − 1)L ∼ // Hom(GASL ,Fp)
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and we also have the local Artin map
ArtL : L
× //WL .
Combining the two we get:
Definition 1.3.11. The Artin-Schreier symbol is the pairing
(., .] : L× × L/(Frobp − 1)L // Fp
(a, b)  // ArtLAS/L(a) β − β,
where (Frobp − 1)β = b.
As in the case of the Hilbert symbol, the Artin-Schreier symbol also satisfies the
following properties:
Proposition 1.3.12. The Artin-Schreier symbol satisfies the following properties:
1. (a1a2, b] = (a1, b] + (a2, b], (a, b1 + b2] = (a, b1] + (a, b2];
2. (a, b] = 0 if and only if a is a norm from L(β), where (Frobp − 1)β = b;
3. (−a, a] = 0, for all a ∈ L×;
Proof. Suppose β is a root of Xp −X − b.
(a1a2, b] = ArtLAS/L(a1a2)β − β
= ArtLAS/L(a1)(ArtLAS/L(a2)β − β) + ArtLAS/L(a1)β − β
= ArtLAS/L(a2)β − β + ArtLAS/L(a1)β − β
= (a1, b] + (a2, b],
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since ArtLAS/L(a2)β − β ∈ Fp ⊂ L. The second property of (1) follows trivially. Also
(2) is a result of kernel of ArtL(β)/L being NmL(β)/L((L(β))
×). For (3) notice that if
a /∈ (Frobp−1)L, then the roots of the polynomial Xp−X−a are not in L. If α is such
a root, then NmL(α)/L(−α) = −a. Hence from (2), we deduce that (−a, a] = 0.
Corollary 1.3.13. The pairing (., .] factors through
L×/(L×)p × L/(Frobp − 1)L // Fp
For a prime pi of L, given an element x =
∑∞
i>−∞ xipi
i ∈ L, the residue of x with




Then we have the following theorem:
Theorem 1.3.14. Let pi be a uniformizer of the equicharacteristic p field L, which
has residue field kL. Then










Proof. This is theorem 5.6 of chapter IV in [9].
1.4 The Artin-Hasse exponential
In this section we introduce the Artin-Hasse exponential. For more details on the
subject the reader is referred to Kracht’s PhD thesis [20]. For the mod p version, the
reader is referred to the paper [21]. Let L/Qp be a finite extension with ramification
index e and uniformizer piL. We define the unit groups
U iL := ker(O×L mod piiL
// // (OL/piiLOL)×) ∼= 1 + piiLOL .
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when r > e
p−1 and in fact gives an isomorphism. The Artin-Hasse exponential is a
generalization of the exponential map, that converges on the whole of OL. However,
the compromise is that this generalization is not a homomorphism on the whole of
OL.
Definition 1.4.1. Given a prime p, the Artin-Hasse exponential is the exponen-









This series has the following properties;
Theorem 1.4.2. 1. The coefficients of the Artin-Hasse exponential series are p-
integral. In particular,






where | ∪ Sylp(Sn)| is the number of p-elements in the symmetric group on n
letters.
2.
Ep(x+ y) ≡ Ep(x)Ep(y) mod (x, y)p,
where (x, y)p denotes a polynomial in x and y of degree greater or equal to p.
Proof. See theorem 2.10 and lemma 2.11 in [20].
By the previous theorem we have that Ep(x) ∈ Zp[[x]] which allows us to define a
mod p version of the Artin-Hasse exponential:
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Definition 1.4.3. We define the mod p Artin-Hasse exponential Ep(x), to be
the image of Ep(x) ∈ Zp[[x]] in Fp[[x]] under the map Zp[[x]] −→ Fp[[x]], given by
reducing modulo p.
The mod p Artin-Hasse exponential also satisfies the following important property
which is a corollary of theorem 1.4.2:
Corollary 1.4.4.
Ep(x+ y) ≡ Ep(x)Ep(y) mod (x, y)p.
1.5 Newton polygon
An important tool in p-adic analysis is the Newton polygon. In this section we
provide some results regarding the Newton polygon, that we will need later on. The
reader is referred to Gouveˆa’s book [17] for more details. The Newton polygon is
attached to a polynomial over a p-adic field and allows us to deduce several properties
of the polynomial.
Definition 1.5.1. Let L be a finite, separable extension of Qp or Fp((T )), for a formal
variable T and let f(X) = anX
n+an−1Xn−1+...+a1X+a0 be a separable polynomial
defined over L. Then the Newton polygon of f is defined to be the lower convex
hull of the set of points {(i, vL(ai)) : 0 ≤ i ≤ n, ai 6= 0}.
As a result the Newton polygon consists of line segments {l1, ..., lk} such that lj
connects the points (ij, vL(aij)) with (ij+1, vL(aij+1)). We then have the following
result.
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Theorem 1.5.2. Let mj be the slope of lj and let pj be the length of the projection
of lj to the horizontal axis. Then there are exactly pj roots of f in L with valuation
equal to −mj.
Proof. First we notice that we can assume that a0 = 1. This is because multiplying
f with a constant only causes its Newton polygon to translate vertically (hence mj
and pj are not affected) and the roots stay the same. So we can factor f(X) =
anX
n + ...+ a1X + 1 = (1− Xα1 )...(1− Xαn ). Let λj := vL( 1αj ) and order the αj so that
λ1 ≤ λ2 ≤ ... ≤ λn. Suppose that λ1 = λ2 = ... = λr < λr+1. We want to show that l1
is the line joining (0, 0) and (r, vL(ar)), which has slope λ1. Note that aj is a symmetric
polynomial in the 1
αj




) ≥ vL( 1α1...αi ) ≥ iλ1. So the
point (i, vL(ai)) lies above this line. Moreover, vL(ar) = vL(
1
α1...αr












= (r + 1)λ1.
As a result we can conclude that there is a corner in the polygon at (r, vL(ar)) and
l1 joins (0, 0) and (r, vL(ar)). But l1 has slope m1 = λ1 = −vL(α1) and p1 = r is the
number of roots of f of valuation −m1.
We next suppose that λr+1 = ... = λs < λs+1. The same argument works to
show that l2 is the line joining (r, vL(ar)) and (s, vL(as)). l2 has slope m2 = λr+1 =
−vL(αr+1) and p2 = s− r is the number of roots of f of valuation −m2. Continuing
in this manner, we verify that the Newton polygon of f has the claimed form.
From this we get the following corollary.
Corollary 1.5.3. Suppose f is a monic, separable polynomial over L and that its
Newton polygon consists of a single line segment of slope − a
n
where a is coprime to
n. Then f is irreducible over L.
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Proof. From theorem 1.5.2 we have that f has n roots with valuation a
n
. Let α be
one of the roots. Then we have that [L(α) : L] ≤ n. Let also e denote the ramification
index of L(α)/L and pi a uniformizer of L(α). Then we have that α = upim, for some





. Since a is coprime to n, we have that n
must divide e. Hence [L(α) : L] = n.
From this corollary we can deduce Eisenstein’s criterion.
Corollary 1.5.4. Suppose f is a monic, separable polynomial over L, with vL(ai) ≥ 1
for 0 ≤ i ≤ n− 1 and vL(a0) = 1. Then f is irreducible.
Proof. Since f is monic and vL(ai) ≥ 1 for 0 ≤ i ≤ n − 1, vL(a0) = 1, we have that
the Newton polygon of f is a single line segment of slope − 1
n
. Hence by corollary
1.5.3, we have that f is irreducible.
1.6 p-adic and mod p Galois representations
In this section we introduce the notion of a p-adic and mod p Galois representation.
For more information the reader is referred to the notes of Berger [2] and Breuil [4].
Definition 1.6.1. A p-adic representation of GL is a finite dimensional vector
space over Qp with a continuous action of GL.
We can also extend scalars of a p-adic representation to some extension F of Qp.
Let us write RepFGL for the category of finite dimensional continuous representations
of GL over F . Observe that p-adic representations are of different nature than the
l-adic representations where we have that the representation is a finite dimensional
vector space over Ql, for a prime l 6= p. The latter representations are essentially
23
‘algebraic’ in nature whereas the former have more of a p-adic analytic flavor. This
is due to the fact that the wild inertia subgroup of GL (which is a pro-p subgroup)
acts trivially on l-adic vector spaces, but non-trivially on p-adic vector spaces (their
topologies match).
Definition 1.6.2. A Zp-representation of GL is finitely generated Zp -module,
with a continuous action of GL.
As before we can extend scalars to OF and write RepOFGL for the category of
finitely generated continuous representations of GL over OF . Our basic example of
an object of RepOFGL is the p-adic cyclotomic character, given as follows. Let ζm
denote the primitive m-th root of unity in L. Then the p-adic cyclotomic character
χ : GL −→ Z×p is defined by g · ζm = ζχ(g)m .
We also have a mod p version of Galois representations.
Definition 1.6.3. A mod p Galois representation of GL is a finite dimensional
Fp vector space with a continuous action of GL.
As always, we can extend scalars of a mod p representation to some extension F of
Fp and we write RepFGL for the category of finite dimensional continuous represen-
tations of GL over F. Any mod p Galois representation is given the discrete topology
which implies open kernel and hence any mod p Galois representation factors through
the Galois group of some finite extension of L. Our basic example of a mod p Galois
representation is the mod p cyclotomic character, given by considering the reduction
mod p of the p-adic cyclotomic character χ.
There is a classification of mod p Galois characters over Fp, that uses the so
called fundamental characters introduced by Serre in [25]. They are constructed as
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follows. Suppose Fpm ⊂ kL and L = Qp(ζpm−1, α), where α is a root of an Eisenstein
polynomial over Qp.





Fix an embedding τ : kL ↪→ Fp and notice that the extension L( pm−1√piL)/L is a
Kummer extension.
Definition 1.6.4. We define a fundamental character of GL of niveau m with











Notice that the restriction of ωτ,m,piL to IL is independent of the choice of uni-
formizer piL, since replacing piL with upiL for some u ∈ O×L changes ωτ,m,piL by an
unramified character. As a result, when we talk about fundamental characters re-
stricted to inertia, we will not be including the uniformizer in the subscript. In the
case where L is an unramified extension of Qp, we take piL = −p. If t divides m, then
we have that L′ := L( pt−1
√
piL) is a Kummer subextension and so ω
pm−1
pt−1
τ,m,piL = ωτ ′,t,piL′ ,
where τ ′ = τ
pm−1
pt−1 : Fpt ↪→ Fp and piL′ = pi
pm−1
pt−1
L . A special case is the niveau 1 funda-
mental character, in the case where L is an unramified extension of Qp. Notice that







τ,m,−p = χ. That is a fundamental character of niveau 1
of an unramified extension is the mod p cyclotomic character. This follows from the




Now let us fix some embedding τ0 : kL ↪→ Fp. Then the rest of the embeddings
are gotten by composing with the Frobenius automorphism of kL = Fq, i.e. τi :=
τ0 ◦ Frobip = τ p
i
0 , 0 ≤ i ≤ m− 1. We then have the following lemma:
Lemma 1.6.5. Let χ be a continuous character of GL over Fp. Then we have that χ|IL
factors through a finite, abelian, tamely ramified quotient of degree dividing pm − 1.
Moreover, one has








for integers 0 ≤ c ≤ pm − 1 and 0 ≤ ci ≤ p− 1 for all i.
Proof. χ|IL is continuous and so its kernel is an open subgroup of the compact group
IL. Thus χ|IL factors through a finite quotient of IL. Since the wild inertia PL is a
pro-p subgroup and the image of χ|IL has size prime to p, we have that PL ⊂ kerχ|IL .
So χ|IL factors through a finite, abelian, tamely ramified quotient G of IL. Let us
suppose that the image of χ|IL is contained in F×pn , for n as small as possible. We may
consider the field L′ := Qp(ζpn−1, α), which has IL = IL′ and kL′ = Fpn . We get by
Kummer theory that G is a quotient of Gal(L′( pn−1
√
piL)/L
′) ∼= F×pn and χ|IL = ωrτ,n,
for some 0 ≤ r ≤ pn − 1.
We now want to show that n divides m. Notice that we have a surjection
Gal(Qp/L( pn−1
√
piL))  GkL , and so we take a lifting s ∈ GL of Frobmp , fixing
pn−1√piL. Since ωτ,n extends to GL, we have that ωτ,n(sgs−1) = ωτ,n(g). More-
over since IL is normal in GL, we have that sgs
























for some i and τi = τ
pi




Definition 1.6.6. Let χ be a continuous character of GL over Fp. Then by lemma




τ0,m , for integers 0 ≤ c ≤ pm − 1 and
0 ≤ ci ≤ p− 1 for all i. We define (c0, ..., cm−1) to be the tame signature of χ. So
the tame signature of χ is an element of the set T := {1, 2, ..., p− 1}m.
Let us define an action of Gal(kL/Fp) on the set T by the formula Frobp·(c0, c1, ..., cm−1) =
(cm−1, cf−1, ..., c0). Note that if χ has tame signature ~c, then Frobp ◦ χ has tame sig-
nature Frobp(~c).
Definition 1.6.7. We define the period of ~c ∈ T to be the cardinality of its orbit in
Gal(kL/Fp). Moreover, we define the absolute niveau of χ to be the period of its
tame signature. In case that χ has absolute niveau m, then we say χ is primitive.
Notice that the orbit of the tame signature of χ under Gal(kL/Fp) is independent
of the choice of the embedding τ0.
Recall that GkL := Gal(kL/kL) is isomorphic to Zˆ with a generator being the m-th
power of the geometric Frobenius automorphism, Frmp : α 7→ α−q. Hence a character
GkL −→ F
×
p is determined by where it sends Fr
m
p to, say to some element x ∈ F
×
p . We
denote the inflation of this character to GL by unrx. Since the sequence
1 // IL // GL // GkL
// 1
is exact, we have the following.
Corollary 1.6.8. Any character χ : GL −→ F×p is in fact equal to ωcτ0,n,piLunrx, for
some uniformizer piL of L, some integer n dividing m, 0 ≤ c ≤ pn − 1 and x ∈ F×p .
We can pass from the category RepFGL to the category RepFGL, using the fol-
lowing lemma:
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Lemma 1.6.9. Let V be an object of RepFGL. Then there exists an object T of
RepOFGL which is a lattice of V .
Proof. Suppose dimFV = n and pick a basis B := {e1, .., en}. Put T0 for the module
spanned by B over OF . Notice that by continuity StabGLei ⊂ GL is open for all i.
Put U := ∩ni=1StabGLei which is also open in GL and hence of finite index. Define
T1 to be the OF span of the elements {gei}1≤i≤n,g∈G/U , and this gives us a finitely
generated OF [GL]-stable lattice of V .
Hence given an object V of RepFGL we can find an object T of RepOFGL as in the
above lemma, reduce modulo the maximal ideal mF and get an object T of RepkFGL.
1.7 The p-adic Hodge theoretic approach to p-adic
Galois representations
This section provides an introduction to p-adic Hodge theory. For more infor-
mation the reader is referred to the original papers of Fontaine [11], [14], [12],
as well as the notes of Berger [2] and Brinon-Conrad [5]. We begin by defining
some period rings of Fontaine we will need. L will denote some finite extension of
Qp and Cp the p-adic completion of Qp. The action of GQp on Qp extends uniquely
and continuously on Cp. Let χ : GQp −→ Z×p be the p-adic cyclotomic character
and denote its reduction mod p by χ. Let HL denote the kernel of the cyclotomic
character restricted at GL and ΓL := GL/HL. e will denote the basis element of the
1-dimensional Cp-vector space for which g · e := χ(g)e, where g ∈ GL. More gener-
ally, if n ∈ Z, then we write Cp(n) for the 1-dimensional Cp-vector space with basis
element en. Then it is a theorem of Tate and Sen ( [22] and [27]) that Cp(n)GL = 0,
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for n 6= 0 and CGLp = L. The first period ring we define, is the Hodge-Tate period
ring. This is a Z-graded ring, defined by BHT :=
⊕
n∈Z




Cp(n′) ∼= Cp(n + n′). Let us also write GrL for the category of finite
dimensional L-vector spaces which have a Z-grading. Given an object of RepFGL, we
can consider it as an object of RepQpGL, via the functor which forgets the F -action.
Then we have a covariant functor
DHT : RepQpGL
// GrL




Let us denote by V {n} = grn(DHT(V )) := (V
⊗
Qp
Cp(n))GL , the n-th graded piece of
DHT(V ). Then V {n} = LdimV {n} with trivial GL-action can also be viewed as an
object of RepLGL. Then we have the following lemma of Serre and Tate:













as a morphism in the category RepCpGL.
In particular, this lemma implies that dimLDHT(V ) ≤ dimQpV . The above in-
jection is in fact an isomorphism if and only if the previous inequality is in fact an
equality. This motivates the following definition:
Definition 1.7.2. Let V be an object of RepQpGL. Then we say that V is Hodge-
Tate if dimLDHT(V ) = dimQpV . We write Rep
HT
Qp GL for the full subcategory of
RepQpGL whose objects are Hodge-Tate.
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with V {−n} = 0 for all but finitely many integers n. Then we call an integer n a
Hodge-Tate weight of V , if V {−n} 6= 0. Moreover the multiplicity of this Hodge-
Tate weight is given by dimV {−n}. The above lemma also implies that dimV {−n} is
finite for all integers n. Hence an object V in RepHTQp GL has finitely many Hodge-Tate
weights and each with finite multiplicity. In particular, the number of Hodge-Tate
weights of V counted with multiplicity, is equal to the dimension of V . For example,
if V = χ is the p-adic cyclotomic character, then we see that by the theorem of
Tate-Sen, χ is Hodge-Tate, with Hodge-Tate weight equal to 1, with multiplicity 1.
As a final remark we note that the above constructions were motivated from
geometry. Let X be some smooth proper scheme over L. Then its e´tale cohomology
groups Hre´t(XL,Qp) are objects of RepQpGL, whereas its Hodge cohomology groups
Hr(X,Ωn) have the trivial GL-action. A theorem due to Faltings compares the e´tale




















In other words Hre´t(XL,Qp) is Hodge-Tate. A natural question is whether we can do
the same for the algebraic de Rham cohomology of X, that is whether we can find
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It turns out that such a period ring exists and the next thing we do is to define it.
We will also define the crystalline period ring, which provides an analogue of the
Ne´ron-Ogg-Shafarevich criterion for the p-adic case. That is given an abelian variety
A over L, then the l-adic version of the criterion says that A has good reduction over
L if and only if for any l 6= p, the inertia subgroup IL of GL acts trivially on the
dual vector space H1e´t(AL,Ql). The p-adic version of this turns out to be that A has
good reduction over L if and only if the p-adic dual representation of H1e´t(AL,Qp) is
crystalline.
First we need to introduce some intermediate rings that we need in defining the




Cp = {(x(0), x(1), ...) | (x(i+1))p = x(i)}.
Let x = (x(i)), y = (y(i)) be two elements of E˜. The ring structure on E˜ is given by




and (xy)(i) := x(i)y(i). In particular this
makes E˜ a characteristic p ring, with an action of Frobenius φ given by φ((x(i))) :=
((x(i))p) and an action of g ∈ GQp given by g((x(i))) := (g(x(i))). We define a valuation
on E˜ by putting vE(x) := vp(x(0)). Thus we may let E˜+ to be the ring of integers of
E˜. E˜ has a GQp action and we define E˜L := E˜HL . There is a choice of a distinguished
element of E˜ namely  := (ζpi) where ζpi is a primitive pi-th root of unity for all
i ≥ 1 and ζp0 = 1. Then we have that since v(ζpi − 1) = 1(p−1)pi−1 , vE( − 1) =
v((− 1)(0)) = v( lim
j−→∞
(ζpj − 1)pj) = lim
j−→∞






we define pi := − 1 and we put EQp := Fp((pi)), as a subfield of E˜. Then we define E
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to be the separable closure of EQp in E˜ and E+ to be the ring of integers of E. Notice
that E has a GQp action and for HL = Gal(L/L∞), one has that EQp = EHQp . This
allows us to define EL := EHL and E+L for its ring of integers. In particular, we have
that HL ∼= Gal(E/EL) = GEL .
We now move on to some period rings of characteristic 0. Let us denote by A˜+ :=
W (E˜+), the Witt vectors of E˜+. Let [x] ∈ A˜+ denote the Teichmu¨ller lift of x ∈ E˜+
and pi := [] − 1. Now put A˜ := A˜+[ 1
pi
] and B˜+ := A˜+[1
p





]. By functoriality properties of these constructions, the rings A˜+ and B˜+
both inherit an action ofGQp . Notice that in particular, using the Frobenius morphism
of the Witt vectors, one has that these rings have a Frobenius action φ as well. Then








k , induced by the map
E˜+ −→ OCp/p, given by (x(i)) 7→ x(0). We extend this to a surjective homomorphism








k . The kernel of this map is
the ideal generated by the element ω := pi
φ−1(pi) =
[]−1
[1]−1 , where 1 := (
(1), (2), ...).





which is a complete discrete valuation ring with residue field Cp. Then by continuity θ
extends to a homomorphism θ : B+dR −→ Cp. There is a distinguished element of this





. Observe that indeed this series converges
in B+dR, since θ(pi) = 0 and hence pi is ‘small’ in the ω-adic topology of B
+
dR. This
element is indeed a uniformizer of B+dR and also has the property that σ ∈ GQp acts on
it via the cyclotomic character; σ(t) = σ(log([])) = log(σ([])) = log([χ(σ)]) = χ(σ)t.
We define the de Rham period ring to be the field BdR := B+dR[
1
t
]. BdR also carries
a natural decreasing, separated, exhaustive filtration given by FiliBdR = tiB+dR, i ∈ Z,
which makes it a filtered field. One can show that BGLdR = L. Let us denote by MFQp
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the category of finite dimensional vector spaces over Qp, which have a decreasing,
separated and exhaustive filtration. Then there is a functor gr : MFQp −→ GrQp





. Using this functor along with the properties of
t and the homomorphism θ, we get a graded vector space associated to BdR, which






∼= BHT and for the
i-th graded piece we have gri(BdR) := tiB+dR/ti+1B
+
dR
∼= Cp(i). A disadvantage of the
de Rham period ring is that it does not have a Frobenius action and hence we will
isolate a subring which affords such an action.






∈ B+dR | an ∈ A˜+, an −→n−→∞ 0} and B
+
cris := Acris[1p ], which
is indeed closed under the action of GQp . Notice that t ∈ B+cris and so we define the
crystalline period ring to be the ring Bcris := B+cris[1t ], a subring of BdR with actions
of φ and GQp and a filtration inherited from BdR, i.e. FiliBcris := FiliBdR ∩Bcris. One
can show that BGLcris = L0, where L0 is the maximal absolutely unramified subfield of
L.
Let us now introduce another category. Let us denote by MFL the category of finite
dimensional vector spaces over L, which have a decreasing, separated and exhaustive
filtration. Now let MFφL0 be the category whose objects are finite dimensional vector



















One can easily see that dimLDdR(V ) ≤ dimQpV and dimL0Dcris(V ) ≤ dimQpV . The
filtration on DdR(V ) and Dcris(V )
⊗
L0
L is inherited by the filtration of the rings BdR
and Bcris. Also the action of Frobenius on Dcris(V ) is inherited from the action of
Frobenius on Bcris.
Definition 1.7.3. We say that an object V of RepQpGL is de Rham (resp. crys-
talline), if dimLDdR(V ) = dimQpV (resp. dimL0Dcris(V ) = dimQpV ). We write
RepdRQpGL and Rep
cris
Qp GL for the corresponding full subcategories of RepQpGL.
We remark that these subcategories are in fact stable under sub-quotients, direct
sums and tensor products. In general we have that Dcris(V )
⊗
L0
L ↪→ DdR(V ) and
thus dimL0Dcris(V ) ≤ dimLDdR(V ), which implies that a crystalline representation
is necessarily de Rham.







GL = DHT(V ).
In general we have that
gr(DdR(V )) ⊂ DHT(V ).
Moreover, dim gr(DdR(V )) = dim DdR(V ), thus dim DdR(V ) ≤ dim DHT(V ). So we
get that if V is de Rham, then it is in fact Hodge-Tate. So to summarize we have the
following hierarchy of p-adic Galois representations:
RepcrisQp GL ⊂ RepdRQpGL ⊂ RepHTQp GL ⊂ RepQpGL.
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In the case where V is de Rham, we can give an alternative formulation of its Hodge-
Tate weights, using the filtration of DdR(V ). Observe that an integer n is a Hodge-
Tate weight of V if and only if V {−n} = gr−n(DHT(V )) 6= 0. But by the preceding
analysis, this is equivalent to
gr−n(DdR(V )) = Fil
−nDdR(V )/Fil
−n+1DdR(V ) 6= 0,
that is if we have a ‘jump’ in the filtration of DdR(V ). Moreover the multiplicity of the
Hodge-Tate weight n is given by the dimension of the quotient Fil−nDdR(V )/Fil
−n+1DdR(V ).
However, it’s not always true that dimLDdR(V ) = dimL0Dcris(V ), since there are rep-
resentations which are de Rham but not crystalline.
Let us fix once and for all K to be the finite unramified extension of Qp of degree f
and denote by k its residue field Fq, where q = pf . Let also F be a finite extension of
Qp with residue field kF . Write S for the set of Fp-linear embeddings {k ↪→ kF},which
are in one to one correspondence with the Qp-linear embeddings {K ↪→ F} (we
will be abusing notation to refer to embeddings {K ↪→ F} as elements of S). In
particular we have that #S = [K : Qp]. We also fix once and for all an embedding
τ0 ∈ S and write τi := τ0 ◦ Frobip. Then we get an identification of S with Z/fZ via
τi 7→ i. Now suppose V is an object of RepcrisF GK . Then we have some finer variant
of the Hodge-Tate weights of V . These are the labeled Hodge-Tate weights and are







where F is given an F
⊗
Qp
K-action via the map (a
⊗
b) · x := aτ(b)x, for a, x ∈ F ,
b ∈ K. Then eτDcris(V ) can be thought of as an object of MFF by giving it the
filtration FilieτDcris(V ) := eτFil







F . What we notice
is that dimF eτDcris(V ) = dimF⊗
Qp
KDcris(V ) = dimFV . Thus we define the labeled
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Hodge-Tate weights of V with respect to τ to be those integers nτ for which
Fil−neτDcris(V ) 6= Fil−n+1eτDcris(V ) and notice that we have dimFV of them counted
with multiplicity. The set of labeled Hodge-Tate weights of V with respect to all
embeddings τ has cardinality #S · dimFV .
1.8 The theory of field of norms
In this section we give an overview of the construction of the field of norms for
infinite, strictly APF extensions. We refer the reader to the paper of Wintenberger
[28] for more information. So let us begin by fixing such an extension M/L that is also
totally ramified. Let EM/L denote the directed set of finite extensions of L contained
in M , ordered by inclusion.










XL(M) is endowed with the following operations: Given x, y ∈ XL(M), (xy)E :=
xEyE and (x + y)E := lim
E′∈EM/L
NmE′/E(xE′ + yE′). Moreover, for any E ∈ EM/L the
valuation vE(xE) is the same and so XL(M) is given the well defined discrete valuation
v(x) := vE(xE). Then one has that XL(M) is indeed a local field. Moreover, there
exists an embedding kM ↪→ XL(M) which induces an isomorphism with the residue
field of XL(M). Thus in particular XL(M) is an equicharacteristic local field (§2.1 of
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[28]). If $ is a uniformizer of XL(M) then we have an isomorphism
XL(M) ∼= kM(($)).
If E/M is a finite Galois extension, then E/L is strictly APF. Now for any Galois




Notice that if [N : M ] <∞, then XM/L(N) = XL(N).
Now let us suppose that the extension M/L is also totally ramified. If N/M is a
Galois extension (not necessarily finite), we have that Gal(N/M) acts on XM/L(N).
In particular, the action is given as follows. If N/M is a finite Galois extension, then
XM/L(N)
× = XL(N)× = lim←−
E∈EN/L
E×. Given an element σ ∈ Gal(N/M) and E ∈ EN/L,
there is a finite Galois extension of E stable under σ and contained in N . As a
result, σ acts on the inverse limit lim
←−
E∈EN/L
E× = XL(N)×. Moreover, one can show that
this action is faithful (this is corollary 3.3.4 from [28]) and so we get an induced
isomorphism
Gal(N/M) ∼= Gal(XL(N)/XL(M)).








If X ′ is a separable (algebraic) extension of XL(M) then there exists an extension L′
of M and an XL(M)-isomorphism XL(L
′) ∼= X ′. We thus have the following main
theorem of the field of norms:
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Theorem 1.8.2. The category of (algebraic) extensions of M is equivalent to the
category of (algebraic) separable extensions of XL(M), using the functor XM/L(.).
This also implies that if L is an algebraic closure of L containing M , then XM/L(L)
is a separable closure of XL(M) and
Gal(M/M) ∼= Gal(XL(M)sep/XL(M))
by identifying M = L (§3.1, 3.2 of [28]).
Now let us restrict our attention to the p-adic cyclotomic tower L∞ := ∪
n≥0
L(ζpn)/L.
We let L˜ denote the unramified extension of L contained in L∞. Then its Galois group
ΓL˜ = Gal (L∞/L˜) is isomorphic to to a finite index subgroup of Z×p which is in turn a
p-adic Lie group. It is a result of Sen [23] that totally ramified p-adic Lie extensions
are strictly APF. Then in this case we put XL := XL˜(L∞) and OXL for its valuation
ring. Notice that XL has an action of ΓL˜. In the case where L = Qp, we write X
for the separable closure of XQp , which is stable under the action of GQp . Then what
we get is that XL = X
HL and HL ∼= Gal(X/XL) = GXL , where HL = Gal(L/L∞).
Recall from section 1.7, we had  := (ζpi) where ζpi is a primitive p
i-th root of unity
for all i ≥ 1 and ζp0 = 1. Then pi =  − 1 is in fact a uniformizer for XQp and thus
XQp
∼= Fp((pi)). Moreover, pi has a Frobenius and ΓQp action, given by
φ(pi) = (1 + pi)p − 1 and γ(pi) = (1 + pi)χ(γ) − 1, for γ ∈ ΓQp .
Let us now suppose L/Qp is a finite extension. Later on we will need to be associat-
ing a field of norms to a finite extension M/L. The p-adic cyclotomic towers M∞, L∞
are infinite, strictly APF extensions of L˜ and L∞/L˜ is totally ramified. We associate
to the extension M/L, the extension of the field of norms XL˜(M∞)/XL˜(L∞). The the-
ory of field of norms gives an isomorphism Gal(XL˜(M∞)/XL˜(L∞)) ∼= Gal(M∞/L∞).
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So Gal(M∞/L∞) ∼= Gal(M/L′). Moreover the quotient Gal(L′/L) ∼= Gal(M∞/L)/Gal(M∞/L′)






Recall from section 1.7, we defined the period ring E˜L = E˜HL . Then there exists
a continuous GL˜-equivariant embedding (§4.2 of [28]),
ΛL∞/L : XL
  // E˜L,
defined as follows. Let L1 be the maximal tamely ramified subextension of L∞/L˜.
Then for an integer n, put qE := [E : L1] and
En := {E ⊂ L∞ : E/L1 is finite and pn|qE}.





n′ , where the limit is taken over the subsequence (xn′)n′ ∈ Em. Finally,
we define
ΛL∞/L((xn)n∈N) := (ym)m∈N.
In particular, ΛL∞/L allows to identify XL as a subfield of EL˜.
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1.9 (φ,Γ)-modules in characteristic p
In this section we will introduce the category of (φ,ΓL)-modules in characteristic
p, which turns out to be equivalent to the category RepFpGL. This is possible due
to the theory of field of norms. For more information, the reader is referred to
Fontaine’s paper [13]. Moreover, for the theory of (φ,Γ)-modules in characteristic p
with extended coefficients the reader is referred to the paper of Chang-Diamond [7].
Recall the field E from the previous section which was defined as the separable




kF with Frobenius acting as φ
⊗
1 and γ ∈ ΓL as γ
⊗
1. In the case
where L = K, for K as always unramified, recall that we have that EK ∼= Fq((pi)).





















The actions of φ and γ on
⊕
τi∈S
EQp,F then translate to
φ(h0(pi), h1(pi), ..., hf−1(pi)) = (h1(φ(pi)), h2(φ(pi)), ..., hf−1(φ(pi)), h0(φ(pi)))
γ(h0(pi), h1(pi), ..., hf−1(pi)) = (h0(γ(pi)), h1(γ(pi)), ..., hf−1(γ(pi))).
So let us now define what a (φ,ΓL)-module over EL,F is.
Definition 1.9.1. A (φ,ΓL)-module over EL,F is a finite rank module over EL,F
with a semilinear action of Frobenius φ and a continuous semilinear action of ΓL, that
commutes with the action of φ. Moreover, we say that a (φ,ΓL)-module is e´tale if
the span of the action of φ over EL,F , generates the whole module.
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We remark that if a (φ,ΓL)-module over EL,F is e´tale then it is free. We write
Modφ,Γ,e´tEL,F for the category of e´tale (φ,ΓL)-modules of finite rank over EL,F . If M is an
object of Modφ,Γ,e´tEK,F , then we have that M =
⊕
τi∈S
eτiM . Then each eτiM have φ and γ






Thus each eτiM is a (φ,ΓK)-module over EQp,F . The paper [7] contains the following
classification result of rank one (φ,ΓK)-modules over EK,F (proposition 3.1 of [7]).
Proposition 1.9.2. Let λγ ∈ Fp[[pi]] be the unique pf−1p−1 -th root of γ(pi)χ(γ)pi , which is
congruent to 1 mod pi, if γ ∈ Γ (recall χ denotes the mod p cyclotomic character).
For any C ∈ k×F and any ~c = (c0, ..., cf−1) ∈ ZS, letting MC,~c = EK,F e with
φ(e) = Pe = (Cpi(p−1)c0 , pi(p−1)c1 , ..., pi(p−1)cf−1)e,

















j summing over 0 ≤ i, j ≤ f − 1, i − j ≡ l mod f , defines
an e´tale (φ,ΓK)-module of rank one over EK,F . Conversely, for any rank one e´tale
(φ,ΓK)-module M over EK,F we can choose a basis e so that M = EK,F e with the
action of φ and Γ given as above for some C and some ~c. Two such modules M and





~c′ mod pf −1. In particular,
every rank one (φ,ΓK)-module over EK,F can be written uniquely in this form with
0 ≤ ci ≤ p− 1 and at least one ci < p− 1.










D(V ) inherits a φ-action from the action of φ on E and a ΓL = GL/HL-action from
the action of GL on V . Hilbert’s theorem 90 says that H
1(HL,GLd(E)) = 0 (where
d := dimkFV ) and thus the tensor V
⊗
Fp
E with a semilinear action of HL is isomorphic
to Ed. Hence D(V ) has rank equal to d. Now if we have M some object of Modφ,Γ,e´tEK,F
and give the tensor M
⊗
EK
E a φ-action defined by φM
⊗








where the GK action on V(M) is given by the action of ΓK on M and of HK ∼= GEK
















Theorem 1.9.3. The functors D and V are quasi-inverses and the categories Modφ,Γ,e´tEK,F
and RepkFGK are equivalent. Moreover, the two functors are exact, preserve dimen-
sions and are compatible with tensor products.




In this chapter we give an overview of the weight part of Buzzard-Diamond-Jarvis
[6] in the reducible case, as well as a statement of the Dembe´le´-Diamond-Roberts
conjecture [8] in the strongly generic case. Recall that we write K = Qpf , q = pf and
S for the set of Fp-linear embeddings {k ↪→ Fp} (where k is the residue field of K),
which are in one to one correspondence with the Qp-linear embeddings {K ↪→ Qp}
(we will be sometimes abusing notation to refer to embeddings {K ↪→ Qp} as elements
of S). In particular we have that #S = [K : Qp] = f . We also fix once and for all
an embedding τ0 ∈ S and write τi := τ0 ◦ Frobip. Then we get an identification of S
with Z/fZ via τi 7→ i. We also fix −p as a uniformizer of K and drop the uniformizer
subscript from the fundamental character defined on GK .
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2.1 The weight part of Buzzard-Diamond-Jarvis in
the reducible case
A classification of irreducible Fp-representations of GL2(k) is given by the following
theorem.












for some ai, bi ∈ Z satisfying 1 ≤ bi ≤ p, 0 ≤ ai ≤ p− 1 for all τi ∈ S and ai < p− 1,
for some τi. Thus there are p
f (pf − 1) inequivalent irreducible representations.
Proof. See [1].
Definition 2.1.2. We call an irreducible Fp-representation of GL2(k) a Serre weight.














Observe that cρ defines a cocycle in H
1(GK ,Fp(ψ)).
Next, in [6] the authors define the following set:
W ′(χ1, χ2) :=
(V~a,~b, J)



















together with projections pi1 : (V~a,~b, J) 7→ V~a,~b and pi2 : (V~a,~b, J) 7→ J . It’s worth
pointing out here that J is not unique and same (~a,~b) can arise for different J . Let us
fix some α := (V~a,~b, J) ∈ W ′(χ1, χ2) and define hi := bi, if i ∈ J and hi := −bi, if i /∈ J .
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Let ψ := χ1χ
−1





. Lemma 3.9 of [6] guarantees the
existence of a crystalline lift χα : GK −→ Q×p of ψ with labeled Hodge-Tate weights
~d := (h0, ..., hf−2, hf−1). Moreover this lift is unique if we insist that if g ∈ GabK
corresponds to p via local class field theory, then χα(g) is the Teichmu¨ller lift of ψ(g).
Let us now denote by H1f (GK ,Qp(χα)) (as defined by Bloch and Kato in [3]) the
space of crystalline extensions
0 // Qp(χα) // V // Qp // 0
and consider the maps
φ1 : H
1(GK ,Zp(χα)) // H1(GK ,Fp(ψ))
φ2 : H
1(GK ,Zp(χα)) // H1(GK ,Qp(χα))
induced by reduction mod p and extension of scalars to Qp respectively. Put L′α :=
φ1 ◦ φ−12 (H1f (GK ,Qp(χα))) and Lα := L′α, except in the following cases:
• if ψ is cyclotomic, J = S and ~b = ~p, we let Lα := H1(GK ,Fp(ψ));
• if ψ is trivial and J 6= S, we let Lα be the span of L′α and the unramified class
Lur (which is one dimensional).
We then have the following lemma:
Lemma 2.1.3. If α = (V~a,~b, J) ∈ W ′(χ1, χ2), then dim Lα = |J |, except in the
following cases:
1. if ψ is cyclotomic, ~b = ~p, J = S and p > 2, then dim Lα = |J |+ 1;
2. if ψ is trivial, then dim Lα = |J | + 1 unless either Lur is not contained in L′α
or ~b = ~p, in which case dim Lα = |J |+ 2.
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Proof. This is lemma 3.12 in [6].
Finally, the authors of [6] define
W (ρ) := {V : ∃J ⊂ S with cρ ∈ Lα for α = (V, J) ∈ W ′(χ1, χ2)}.
Then the conjecture 3.14 in [6] (now a theorem under technical hypothesis, see
[15]), states that W (ρ) is exactly the set of weights for which ρ is modular. Hence
in order to describe explicitly the Serre weights for which ρ is modular, we need
an explicit description of Lα. This contains precisely the reductions of the cocycles
that can appear in lifts of ρ
⊗
χ−12 , which are crystalline with labeled Hodge-Tate
weights {~0, ~d}. If ρ˜ is such a lift, letting ψ2 : GK −→ Q×p be a crystalline lift of χ2
with labeled Hodge-Tate weights (af−1, a0, ..., af−2), we get that the twist ρ˜
⊗
ψ2 is
indeed a crystalline lift of ρ (theorem 5.1.7 of [10]) with labeled Hodge-Tate weights
{~a,~a+ ~d}. So we may write explicitly
Lα =
cρ ∈ H1(GK ,Fp(ψ))
∣∣∣∣∣∣∣






apart from the case where ψ is cyclotomic or trivial, in which case Lα is bigger. In
the paper [7], the authors give a description of the spaces Lα in terms of (φ,Γ) -
modules. Moreover, the authors of the paper [8] have formulated a conjecture that
gives an explicit description of Lα.
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2.2 Statement of the conjecture in the strongly
generic case



















where 1 ≤ bi ≤ p, 0 ≤ ai ≤ p − 1, and J ⊂ S. Recall we have defined in
the previous section hi :=








j mod pf − 1 has a unique solution for 1 ≤ cj ≤ p unless ψ|IK = χ1χ−12 |IK is
the mod p cyclotomic character, in which case we can take all cj to be equal to 1 or




















Note that J is not necessarily unique for fixed (~a,~b). That is, if V~a,~b ∈ W (ρ), then
there might be more than one J ⊂ S such that α := (V~a,~b, J) ∈ W ′(χ1, χ2) and
cρ ∈ Lα. However, in the case where 1 ≤ bi ≤ p − 1, it is clear that we do have
uniqueness of J . In the paper [15] the authors prove the following:
Theorem 2.2.1. Let V = V~a,~b be a Serre weight in W (ρ). Then there exists a unique
J = Jmax(V ) with cρ ∈ Lα, for α = (V, J) ∈ W ′(χ1, χ2), satisfying the following
conditions:
1. if (bj, bj+1, ..., bi) = (p, p− 1, ..., p− 1, 1) with j, j + 1, ..., i− 1 /∈ J , then i /∈ J ;
2. if ~b = ~p− 1, then J is non-empty.
Proof. This is in section 8.2 of [15].
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As a result we get a well defined map
φ : W (ρ) // {J : J ⊂ S}
V  // Jmax(V ).
Moreover we have the following lemma:
Lemma 2.2.2. Specifying J ⊂ S, we can always find ~m, ~n with 1 ≤ ni,mi ≤ p for












i mod pf − 1,
satisfying the above conditions. The congruence has a unique solution, unless mi = p
for i ∈ J and ni = 1 for i /∈ J , or mi = 1 for i ∈ J and ni = p for i /∈ J . In this case
the congruence has two solutions.
Proof. See [6] section §5.1.





: GK −→ F×p . We say that ψ is strongly
generic when
• 1 ≤ ci ≤ p− 2 for 0 ≤ i ≤ f − 1;
• hcf(c, pf − 1) = 1;
• unrx = 1.
Lemma 2.2.4. A strongly generic character is primitive.
Proof. The only property that we need from strong genericity is that hcf(c, pf−1) = 1.
Notice that if we suppose that the character is not primitive then c has a non-trivial
stabilizer under the action of Gal(kL/Fp) that we defined in section 1.6. Hence there
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exists a natural number n < f that divides f such that c ≡ pnc mod pf −1. But then
there exists some integer a such that c(pn − 1) = (pf − 1)a. Since n divides f , pf−1
pn−1
is an integer that divides both c and pf − 1, which is a contradiction.
If ψ is of the form χ1χ
−1
2 and strongly generic, fixing J ⊂ S uniquely determines
χ1 |IK and χ2 |IK . We let ~v1 :=
p, if i ∈ J1, if i /∈ J and ~v2 :=
1, if i ∈ Jp, if i /∈ J . We define the
set of exceptional Serre weights
Wexcep.(ρ) := W (ρ) ∩ {V~a,~a+v1 , V~a,~a+v2 : 0 ≤ a ≤ p− 1}.
In the same fashion we can also define a set of exceptional J ′s as follows.
Jexcep.(ρ) := {J ⊂ S| for V ∈ Wexcep.(ρ) and α = (V, J) ∈ W ′(χ1, χ2), cρ ∈ Lα}.
Then we get that the map
φ : W (ρ) \Wexcep.(ρ) // {J : J ⊂ S} \ Jexcep.(ρ)
V  // Jmax(V )
is injective. Let us write G := Gal(L′/L), where L′/L is not necessarily finite and
Qp ⊂ L. Let also χ : G −→ Fp be a character. In the paper [8], the authors define
two increasing filtrations on H1(G,Fp(χ)) as follows.





We extend the filtration to the whole of R by setting FilsH1(G,Fp(χ)) := 0, for






for t ∈ R. Notice that in the case where G is finite, we have that the function
s 7→ dimFpFilsH1(G,Fp(χ)) is locally constant on intervals [s, s′), where Ψ(s) ∈ Z and
Ψ(s′) = Ψ(s) + 1. So it follows that the function is also upper semi-continuous. In
particular since Ψ(u) = u for 0 ≤ u < 1, we have that
FilsH1(G,Fp(χ)) = Fil0H1(G,Fp(χ)) = ker(H1(G,Fp(χ)) // H1(I(L′/L),Fp(χ))),
for 0 ≤ s < 1.
We now assume that G is no longer finite. Recall that we had that Gu = IL, for
−1 < u ≤ 0. So it still holds that
FilsH1(G,Fp(χ)) = Fil0H1(G,Fp(χ)) = ker(H1(G,Fp(χ)) // H1(IL,Fp(χ))),
for 0 ≤ s < 1. From now on we restrict our attention to the case where G = GK and
χ = ψ = χ1χ
−1
2 . Then we have the following proposition.
Proposition 2.2.6.
Fil<sH1(GK ,Fp(ψ)) = ker(H1(GK ,Fp(ψ)) // H1(Gs−1K ,Fp(ψ))).
Proof. Using the fact that for u ≤ v,
ker(H1(GK ,Fp(ψ)) // H1(GuK ,Fp(ψ))) ⊂ ker(H1(GK ,Fp(ψ)) // H1(GvK ,Fp(ψ))),
we have that
Fil<sH1(GK ,Fp(ψ)) ⊂ ker(H1(GK ,Fp(ψ)) // H1(Gs−1K ,Fp(ψ))).
Conversely, if s < 0 we have that Fil<sH1(GK ,Fp(ψ)) = 0, since FilsH1(GK ,Fp(ψ)) =
0 for s < 0. For 0 < s < 1, we have that FilsH1(GK ,Fp(ψ)) = Fil0H1(GK ,Fp(ψ)) =
ker(H1(GK ,Fp(ψ)) −→ H1(IK ,Fp(ψ))). So we get that for 0 < s ≤ 1,
Fil<sH1(GK ,Fp(ψ)) = ker(H1(GK ,Fp(ψ)) // H1(IK ,Fp(ψ))).
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Thus it remains to show the case for s > 1. Let α ∈ ker(H1(GK ,Fp(ψ)) −→
H1(Gs−1K ,Fp(ψ)). Then we need to show that there exists some  > 0 such that
α ∈ Fils−H1(GK ,Fp(ψ)). Equivalently since FilsH1(GK ,Fp(ψ)) is increasing with
respect to s, it suffices to find an  such that α restricted to Gs−1−K is trivial. We
have that α satisfies the cocycle condition α(gh) = α(g) + ψ(g)α(h). Since ψ |IK
factors through a tamely ramified quotient of IK (see lemma 1.6.5), we have that
α restricted to wild inertia PK is a homomorphism PK −→ Fp, since ψ is trivial.
Since K is a local field, we have that the cohomology group H1(GK ,Fp(ψ)) is finite
dimensional over Fp. So let’s suppose ψ1, ..., ψm are the basis elements. We have that
each ψi |PK is a group homomorphism with open kernel Hi. Letting H := ∩mi=1Hi we
have an open subgroup of PK , and hence of finite index. Letting G to be the quotient,
we get that G is finite.
So if α |Gs−1K is trivial, then it is also trivial on G
s−1
K H/H = (PK/H)
s−1 = Gs−1
(recall that Gs−1K ⊆ PK and using proposition 1.1.4). But G is finite and so Gs−1 =
GdΨ(s−1)e and since the ceiling function is lower semi-continuous, we can find an  > 0
such that Gs−1 = Gs−1− = Gs−1−K H/H. Thus α is trivial on G
s−1−
K and finishes the
proof.
Next we highlight certain subspaces in the filtration that are going to play an
important role.
Definition 2.2.7. We define the following subspaces of H1(GK ,Fp(ψ));
1. H1ur(GK ,Fp(ψ)) := Fil
0H1(GK ,Fp(ψ)), the unramified subspace of H1(GK ,Fp(ψ));
2. H1gt(GK ,Fp(ψ)) := Fil
< p
p−1 H1(GK ,Fp(ψ)), the gently ramified subspace of
H1(GK ,Fp(ψ));
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3. H1ty(GK ,Fp(ψ)) := Fil
<1+ p
p−1 H1(GK ,Fp(ψ)), the typically ramified subspace
of H1(GK ,Fp(ψ)).
So using the previous proposition we have that
H1ur(GK ,Fp(ψ)) = ker(H1(GK ,Fp(ψ)) // H1(IK ,Fp(ψ)));









H1ur(GK ,Fp(ψ)) ⊂ H1gt(GK ,Fp(ψ)) ⊂ H1ty(GK ,Fp(ψ)).
Notice that the inflation-restriction exact sequence
0 // H1(Gk,Fp(ψ)IK ) Inf // H1(GK ,Fp(ψ)) Res // H1(IK ,Fp(ψ))Gk // . . .
gives an isomorphism H1ur(GK ,Fp(ψ)) ∼= H1(Gk,Fp(ψ)IK ). These subspaces also sat-
isfy the following properties:
Proposition 2.2.8. 1. H1ur(GK ,Fp(ψ)) = 0 unless ψ is trivial, in which case
dimFpH
1
ur(GK ,Fp(ψ)) = 1;
2. H1(GK ,Fp(ψ)) = H1ty(GK ,Fp(ψ)) unless ψ is cyclotomic, in which case
dimFpH
1(GK ,Fp(ψ))/H1ty(GK ,Fp(ψ)) = 1;
3. dimFpH
1
ty(GK ,Fp(ψ))/H1ur(GK ,Fp(ψ)) = f ;
4. dimFpH
1
gt(GK ,Fp(ψ))/H1ur(GK ,Fp(ψ)) is equal to the number of elements of the
set S ′ := {i ∈ S|ci = p}.
Proof. This is corollary 3.2 in [8].
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Corollary 2.2.9. Let s′ := #S ′. Then
dimFpH
1
ty(GK ,Fp(ψ))/H1gt(GK ,Fp(ψ)) = f − s′.
Writing G := Gal(L/K), the inflation-restriction exact sequence
0 // H1(G,Fp(ψ)GL) Inf // H1(GK ,Fp(ψ)) Res // H1(GL,Fp(ψ))G
// H2(G,Fp(ψ)GL) // . . .
gives an isomorphism H1(GK ,Fp(ψ)) ∼= H1(GL,Fp(ψ))G, since Hi(G,Fp(ψ)GL) = 0,
for all i > 0 (the order of G is prime to p).
What we observe next is that H1(GL,Fp(ψ))G ∼= HomFp[G](GL,Fp(ψ)) = HomFp[G](GabL ,Fp(ψ)).
By continuity, each homomorphism GabL −→ Fp(ψ) factors through a finite quo-
tient of GabL and so through a finite quotient of W
ab





L ,Fp(ψ)) and by class field theory, HomFp[G](W abL ,Fp(ψ)) ∼= HomFp[G](L×,Fp(ψ)),
the isomorphism being given by precomposing with ArtL. Moreover, since the image
of an element of HomFp[G](L
×,Fp(ψ)) is killed by p, we also have that HomFp[G](L×,Fp(ψ)) =
HomFp[G](L
×/(L×)p,Fp(ψ)). Hence we conclude that
Lemma 2.2.10.
H1(GK ,Fp(ψ)) ∼= HomFp[G](L×/(L×)p,Fp(ψ)).
We can play the same game with the following exact sequence.
0 // H1(Gal(kL/k),Fp(ψ)IL) Inf // H1(Gk,Fp(ψ)) Res // H1(GkL ,Fp(ψ))Gal(kL/k)
// H2(Gal(kL/k),Fp(ψ)IL) // . . .
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We have again that Hi(Gal(kL/k),Fp(ψ)IL) = 0, for all i > 0, since #Gal(kL/k) = r
which is prime to p. So we get an isomorphism




H1(GK ,Fp(ψ))/H1ur(GK ,Fp(ψ)) ∼= HomFp[G](O×L/(O×L )p,Fp(ψ)).
Proof. The short exact sequence
1 // O×L // L×
vL // Z // 0
is split by the choice of a uniformizer, so reducing mod p and applying the functor
HomFp[G]( ,Fp(ψ)), the sequences
1 // O×L/(O×L )p // L×/(L×)p
vL // Z/pZ // 0
and
0 // HomFp[G](Z/pZ,Fp(ψ)) // HomFp[G](L×/(L×)p,Fp(ψ))
// HomFp[G](O×L/(O×L )p,Fp(ψ)) // 0
are still exact.
L/K is tamely ramified and thus PL = PK and G
u
K ⊂ GL, for all u > 0. This
allows us to write GuK = lim←−
K′/K
Gal(K ′/K)ΨK′/K(u) = lim←−
K′/L
Gal(K ′/L)ΨK′/K(u). We
also have that Gal(L/K)u = 0 for all u ≥ 1 and [Gal(L/K)0 : Gal(L/K)t] =
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(#I(L/K))−1dt = u. Hence ΨL/K(u) = ue and using proposition 1.1.3, ΨK′/K(u) =
ΨK′/L ◦ΨL/K(u) = ΨK′/L(ue). So
GuK = lim←−
K′/L
Gal(K ′/L)ΨK′/L(ue) = G
ue
L .
Recall that we defined in section 1.4 the unit groups
U iL = ker(O×L mod piiL
// // (OL/piiLOL)×) ∼= 1 + piiLOL .
These define a decreasing filtration of G-modules
O×L = U0L ⊃ U1L ⊃ U2L ⊃ · · ·




∼= k×L and for i ≥ 1, U iL/U i+1L ∼= (kL,+).
Lemma 2.2.12. Let us abbreviate H1ty(GK ,Fp(ψ)) by H1ty and similarly H1gt(GK ,Fp(ψ))











Proof. If u > 0, then (GabL )
u ⊂ IabL ⊂ W abL and using corollary 3 of chapter XV of
[24], we have
Art−1L |(GabL )u // // U
due
L .
So using (GabK )
u = (GabL )
ue we have that for
α ∈ H1(GK ,Fp(ψ)) ∼= H1(GL,Fp(ψ))G ∼= HomFp[G](W abL ,Fp(ψ)),
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α ∈ ker(H1(GK ,Fp(ψ)) −→ H1(GuK ,Fp(ψ))) ⇐⇒ (L×)pUueL ⊂ ker(α ◦ ArtL).
Corollary 2.2.13. Suppose we are in the strongly generic case and let t := e
p−1 =
pf−1




∼= HomFp[G](U tL/U t+eL (L×)p ∩ U tL,Fp(ψ)).
Proof. The exact sequence
1 // U tL/U
t+e
L (L
×)p ∩ U tL // L×/(L×)pU t+eL // L×/(L×)pU tL // 1
is split, since p - |G|. So the following sequence is also exact
0 // HomFp[G](L






×)p ∩ U tL,Fp(ψ)) // 0







For the rest of this section, we assume we are in the strongly generic case. In this
case we have that H1gt = 0 and H
1
ty = H
1(GK ,Fp(ψ)). Hence by corollary 2.2.13 we
have that
Corollary 2.2.15.
H1(GK ,Fp(ψ)) ∼= HomFp[G](U tL/U t+eL (L×)p ∩ U tL,Fp(ψ)).
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Notice that by lemma 2.2.4 we have that the integers si, for i ∈ J , are distinct.
We also have that kL = k, ψ = ω
c
τ0,f
. Since L is the splitting field of ψ and in the
strongly generic case hcf(c, pf − 1) = 1, we have the following lemma.
Lemma 2.2.16.
L = K( p
f−1√−p)
Lemma 2.2.17. The Artin-Hasse exponential Ep is multiplicative on pi
t
LOL/pit+eL OL
and it induces an isomorphism pitLOL/pit+eL OL ∼= U tL/U t+eL . In particular, Ep is given






Proof. Recall that in the strongly generic case t = p
f−1
p−1 and so pt = t+ e. Moreover,
| ∪ Sylp(Sn)| = 1 for n < p and so by theorem 1.4.2, we get the result.
Notice that the integers si are contained in the range [t, t + e). In particular we
get an injection
kpisiL
  // pitLOL/pit+eL OL Ep
∼ // U tL/U
t+e
L
// // U tL/U
t+e
L (L
×)p ∩ U tL
Lemma 2.2.18. In the strongly generic case {Ep(pisjL ) mod U t+eL (L×)p∩U tL : 0 ≤ j ≤
f − 1} are linearly independent as elements of U tL/U t+eL (L×)p ∩ U tL.
Proof. We first notice that {pisjL : 0 ≤ j ≤ f −1} are linearly independent as elements
of pitLOL/pit+eL OL. Thus we have that {Ep(pisjL ) : 0 ≤ j ≤ f − 1} are linearly indepen-
dent as elements of U tL/U
t+e
L . Let x ∈ pitLOL/pit+eL OL and consider Ep(x)p = Ep(px).
Then we have that vL(px) ≥ pf − 1 + t = pt and px ≡ 0 mod pit+eL .
We would like to remark here that the elements {Ep(pisjL ) : 0 ≤ j ≤ f − 1} form
part of what is known as the Shafarevich basis of U1L (see [9] Chapter VI, proposition
5.2).
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×)p ∩ U tL // A // 0 .
Applying HomFp( ,Fp(ψ)) to this exact sequence we get
0 // HomFp(A,Fp(ψ)) // HomFp(U tL/U t+eL (L×)p ∩ U tL,Fp(ψ)) // HomFp(kpisiL ,Fp(ψ)) .
and taking G-invariants we get
0 // H0(G,HomFp(A,Fp(ψ))) // H0(G,HomFp(U tL/U t+eL (L×)p ∩ U tL,Fp(ψ)))
// H0(G,HomFp(kpi
si
L ,Fp(ψ))) // H
1(G,HomFp(A,Fp(ψ))) // . . .












L ,Fp(ψ))) = HomFp[G](kpi
si
L ,Fp(ψ)).










The extension L/K is a Kummer extension and so GK acts on L via the character
ω
pf−1
e : GK −→ L, ω p
f−1












. In particular, kpisiL
as a G-module is isomorphic to k(ωsi). Thus the above surjection becomes

















So restricting to the i-th component we get a surjection

















is in fact 1-dimensional over Fp. So with respect to the basis of lemma 2.2.18 we get
a surjection
νi−1 : H1(GK ,Fp(ψ)) // // Fp ,
given by
c  // c(Ep(pi
si
L )) .
which is well-defined up to a scalar in F×p . Then the conjecture in the strongly generic
case is the following:





with equality in the space H1(GK ,Fp(ψ)).
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We would like to remark that conjecture 2.2.19 is a special case of the conjecture
stated in [8] (which includes the non-generic case). Their notation has some differ-
ences from ours. They write χ for our character ψ, M for its splitting field and L for
its maximal unramified subextension. Moreover they write pi for a uniformizer of M ,




conjecture in the strongly generic
case
As in the previous chapters K = Qq, where q = pf and residue field k. We fix
−p as a uniformizer of K and drop the uniformizer subscript from the fundamental
character defined on GK . Recall we are in the strongly generic case (in the sense of
definition 2.2.3) and let us write












: GK −→ Fp, d =
∑f−1
i=0 dip
i and put ci−1 := p − 1 − di.
Recall that in the strongly generic case e = pf−1 and the splitting field L of ψ is given
by L = K( e
√−p), which contains all the p-th roots of unity. Notice that ψ is in fact
Fq valued and cρ ∈ H1(GK , F¯p(ψ)), but the subspaces we want to show are equal in
conjecture 2.2.19 are defined over Fq, i.e. of the form V ⊗
Fq
F¯p for V ⊂ H1(GK ,Fq(ψ)).
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So we can assume cρ is Fq valued.
Recall from section 2.2, that we have an injective map
φ : W (ρ) \Wexcep.(ρ) // {J : J ⊂ S} \ Jexcep.(ρ)
V  // Jmax(V ).
Since we assume strong genericity, we have that Wexcep.(ρ) and Jexcep.(ρ) are empty.
Lemma 2.2.2 allows us to define an injective map
α : {J : J ⊂ S} //W ′(χ1, χ2)
J  // (V (J), J),
where V (J) = V~m,~n. These two maps satisfy the relations pi1 ◦α(Jmax(V )) = V and if
pi1◦α(J) ∈ W (ρ), then Jmax(pi1◦α(J)) = J . We have that α surjects onto W ′(χ1, χ2).
So we can relabel Lα = Lα(J) by LJ , for α an element of W
′(χ1, χ2).
Recall in proposition 1.9.2 we had a classication of rank one (φ,ΓK)-modules over
EK,F , for F a finite extension of Qp. Using lemma 3.8 of [6], the authors of the paper
[7] obtain the following result (corollary 3.3 of [7]).
Lemma 3.0.20. Let ξ : GK −→ k×F be the character defined by the action on V(MC,~c).













Notice that in our setup V(MC,~c) defines the character ψ = ω
d
τ0,f
, with F = Fq.




k. Over the strongly
generic range sj ≤ (p−2)pf−1p−1 = (p−2)t and sj > p
f−1
p−1 = t. Hence p
f−1−(p−2)pf−1
p−1 =
t ≤ pf −1− sj < pf −1− t and we can work over the range pitL/pip
f−1−t







which satisfies mj = p
f − 1− sj−1. Following lemma 2.2.18 we can work with
{Ep(apimjL ) mod Up
f−1−t
L (L
×)p ∩ U tL : 0 ≤ j ≤ f − 1},
which are also linearly independent.
In the paper [7], the authors parametrize a subspace VJ ⊂ Ext1(M0,MC,~c), where
each element corresponds to some rank two (φ,ΓK)-module in Mod
φ,Γ,e´t
EK,K , which con-
tains as a submodule the rank one (φ,ΓK)-module D(Fq(ψ)) and as a quotient the
trivial (φ,ΓK)-module. They define certain (φ,ΓK)-modules Bi which serve as a basis
of VJ . In particular, they have the following result (proposition 5.4 of [7]).
Proposition 3.0.21. If 0 < ci < p− 1 for all i ∈ S, then V{i} = FqBi+1 for all i ∈ S
and VJ =
⊕
i∈J V{i} for J ⊂ S.
Notice that the equivalence of the categories Modφ,Γ,e´tEK,K and RepFqGK implies the
isomorphism Ext1(M0,MC,~c) ∼= H1(GK ,Fq(ψ)). The importance of these subspaces
VJ is the following result (remark 7.7 and theorem 7.8 (1) of [7]).
Theorem 3.0.22. Suppose ~c satisfies ci ∈ {1, ..., p − 2} for all i ∈ S. Suppose also
that for J ⊂ S, J 6= S (resp. J 6= ∅) if ~c = ~p− 2 (resp. ~c = ~1). Then LJ ′ = VJ ,
where J = {i : i− 1 ∈ J ′}.
Definition 3.0.23. For i ∈ S \ S ′, we define the following elements of H1ty/H1gt:
δi(pr ◦ Ep(pimjL )) :=

1, if j = i
0, otherwise
where pr : U tL/U
pf−1−t
L −→ U tL/Up
f−1−t
L (L
×)p ∩ U tL.
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Then we have that {νi}i∈S\S′ is a basis for the dual (H1ty/H1gt)∗ and ker νj =⊕
k 6=j+2


















































Fq(δk) = Fq(δi+3) which is 1-dimensional





3.1 Computing the representation from the (φ,Γ)-
module
Recall that we had S = {τ0, τ1 = τ0 ◦ φ, ..., τf−1 = τ0 ◦ φf−1}, where now τ0 is
some fixed embedding k ↪→ Fp. For Bi a basis element of Ext1(M0,MC,~c) (as defined
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in [7]) we have that Bi =
⊕
τj∈S
eτjBi. We assume C = 1 and we will see in corollary
3.3.15 that this implies that V(M1,~c) has trivial unramified twist.
Since ψ = ωcτ0,f is valued in Fq = τ0(k) we have that Bi is defined over EK,K .




























Let us write w1, w2 for the basis elements of Bi such that (following [7]) the action












where κφ = (pi
(p−1)c0 , pi(p−1)c1 , ..., pi(p−1)cf−1) and µφ = (0, ..., 0, Hi(pi), 0, ..., 0). Here
Hi(pi) = pi
1−p + 2−ppi2−p + ... + −1pi−1, for some 2−p, ..., −1 ∈ Fp satisfying certain
conditions (see [7], section 4.1). In this section we would like to write down a basis
{t1, t2} for the representation V(Bi).
We first consider the vector







where α := (α0, ..., αf−1) ∈
⊕
τj∈S

















If t1 is in fact an element of V(Bi) then it must satisfy φ(t1) = t1. The semilinear


















































































k. Thus we get αp
f−1
j =






We are now after the second linearly independent vector in V(Bi). Consider the
vector







where β := (β0, ..., βf−1) ∈
⊕
τj∈S



















































Solving these equations we find that βj satisfies the following:
















i (pi) = 0.
Let
a := (p− 1)(pf−jc0 + pf−j+1c1 + ...+ pf−1cj−1 + cj + pcj+1 + ...+ pf−j−1cf−1),
b := (p− 1)(cj + pcj+1 + ...+ pi−j−1ci−1).
But a = (p− 1)sj−1 and so we can rewrite the polynomial as
Zp
f − pi−(p−1)sj−1Z + pi−(p−1)sj−1+bHpi−ji (pi) = 0.
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pf − Z +Hi(pi) = 0,
or
Zp
f − pi−(p−1)si−1Z + pi−(p−1)si−1Hi(pi) = 0.





















i (pi) = 0.
Let
d := (p− 1)(cj + pcj+1 + ...+ pf−jcf−1 + pf−j+1c0 + ...+ pf−j+i−1ci−1)).
Then we can rewrite the polynomial as
Zp
f − pi−(p−1)sj−1Z + pi−(p−1)sj−1+dHpf+i−ji (pi) = 0.














By functoriality we have that Fqt1 is a subrepresentation of V(Bi). Summarizing,
we have the following result:
Proposition 3.1.1. The vectors t1 = αw1, t2 = βw1 + w2 form a basis of the repre-
sentation V(Bi) over Fq. In particular Fqt1 is a subrepresentation of V(Bi) and the
image of t2 in V(Bi)/Fqt1 is a basis.
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We conclude this section by computing the action of GEK
∼= HK on Fqt1. Notice
that αj ∈ EK(pi1/t) for all j and EK(pi1/t)/EK is a Kummer extension. Let ω′ be the
k-valued fundamental character associated by Kummer theory to pi1/t and consider
its Fq-valued embedding τ0 ◦ ω′.
Lemma 3.1.2. For g ∈ Gal(EK(pi1/t)/EK),
g · t1 = (τ0 ◦ ω′)−ct1.
Proof. We have that
g · t1 = (g · α)w1
= (g · α0, ..., g · αf−1)w1
= (g · pi−sf−1/t, g · pi−s0/t, ..., g · pi−sf−2/t)w1
= (ω′−c, ω′−pc, ..., ω′−p
f−1c)t1
= (τ0 ◦ ω′)−ct1.
3.2 Distinguished subspaces of H1(GXL,Fp(ψ))
In this section we consider the restriction of ρψ, that we now assume has underlying







Recall from section 1.9, V(Bi) has an action of GXK . In section 3.1 we wrote a







c′ρ ∈ H1(GXK ,Fq(ψ′)). Here ψ′ : GXK −→ F×q can be pulled back to GK∞ by the field
of norms isomorphism GK∞
∼= GXK and by the equivalence of categories (theorem
1.8.2) we have that ψ′ pulls back to ψ|GK∞ . As a result the splitting field of ψ′
is XL. Restricting the action of GXK on V(Bi) to GXL we get a homomorphism
c′ρ ∈ HomFp[Gal(XL/XK)](GXL ,Fq(ψ′)) ∼= HomFp[G](GL∞ ,Fq(ψ)), after applying the field
of norms isomorphism. Moreover, as for ψ′, we have that c′ρ also pulls back to cρ|GK∞ .
The kernel of cρ is an open subgroup of GL and so it factors through a finite
abelian quotient Gal(M/L) of GL.
Definition 3.2.1. We write M for the extension of L that is the splitting field of
cρ and XM for the extension of XL that corresponds to the splitting field of c
′
ρ. In
particular, XM is the field of norms of M∞.
We remark that in [8], the authors write N for the field M . Recall that c′ρ
defines a homomorphism GXL −→ Fq. Let us write c′ρ,j : GXL −→ k (respectively
cρ,j : GXL −→ k), where we compose c′ρ (respectively cρ) with the inverse of the
isomorphism τj : k −→ Fq.
Proposition 3.2.2. Consider the elements α, β defined in section 3.1 and let z :=
−β
α
∈ EM,K. Then we have that for g ∈ Gal(XM/XL)
c′ρ(g) = g · (−z)− (−z).
Moreover if τj ∈ S we get that
c′ρ,j(g) = g · (−zj)− (−zj).










E))φ=1. From proposition 3.1.1 an element g ∈ HL ∼=
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GXL acts trivially on the vector t1 and g · t2 = c′ρ(g)t1 + t2 we have that
c′ρ,0(g)α0 = (g − 1)β0
...
c′ρ,i(g)αi = (g − 1)βi
...
c′ρ,f−1(g)αf−1 = (g − 1)βf−1.
Thus we may write






Proposition 3.2.3. We have that
φ(z)− z = µφ
α
= (0, ..., 0,
Hi(pi)
αi
, 0, ..., 0).
Moreover writing z = (z0, ..., zf−1), we have
zp
f






for 0 ≤ j ≤ f − 1.
Proof. Recall that we defined z = −β
α
. So we have that











where we have used the relation κφjα
p
j+1 = αj from section 3.1. But we also have
from section 3.1 that −κφjβpj+1 + βj = 0 if j 6= i and equal to Hi(pi) if j = i. Hence
we get that
(φ(z)− z)j = zpj+1 − zj =

0, if j 6= i
Hi(pi)
αi
, if j = i.





















Solving for zj gives the result.
Let us write Vcρ for the underlying GL vector space of the representation ρψ|GL .
Then we want to write down a basis for the (φ,ΓL)-module corresponding to this




HL ∼= GXL under the field of norms isomorphism and DGXL (Vcρ) is a (φ,ΓL)-module
over EL,K .
Proposition 3.2.4. Let f1 := t1
⊗









Then we have that f1 and f2 are basis vectors of DGXL (Vcρ) over EL,K. Moreover,
the φ-action on DGXL (Vcρ) under this basis is given by1 φ(z)− z
0 1

where (φ(z)− z)j = zpj+1 − zj.
Proof. Given g ∈ HL ∼= GXL , we have that
g · f1 = f1
and
g · f2 = t1
⊗
g · z + (c′ρ(g)t1 + t2)
⊗
1.
Since c′ρ(g) = g · (−z) + z, we have that the previous expression is equal to
t1
⊗









It is also clear that f1 and f2 are linearly independent over EL,K and so we have that
f1 and f2 are basis vectors of DGXL (Vcρ) over EL,K .
For the φ action we notice that f1 is φ invariant and
φ · f2 = t1
⊗

















(φ · z − z) + f2.
Since φ · f2 ∈ DGXL (Vcρ), we have that φ · z − z ∈ EL,K . So
t1
⊗
(φ · z − z) = (1
⊗





(φ · z − z)) = eτj(1
⊗
φ · z)− eτj(1
⊗
z)





= zpj+1 − zj.
The next lemma will allow us to extend coefficients on our (φ,Γ)-module Bi. For
this we will need the result of Galois descent on vector spaces:
Theorem 3.2.5. Let L/K be a finite Galois extension with Galois group G and V
a L -vector space equipped with a semi-linear G-action, i.e. a G-action satisfying







l  // lv
is an isomorphism.















as (φ,ΓL)-modules. The φ and γ action on DGXK (Vcρ)
⊗
EK
EL is given by φDGXK (Vcρ )
⊗
φEL
and γDGXK (Vcρ )
⊗
γEL respectively.
Proof. We first check that DGXK (Vcρ)
⊗
EK
EL is an e´tale (φ,ΓL)-module, over EL,K . In
particular, the only thing that needs check is e´taleness. Since DGXK (Vcρ) is e´tale,
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we have that φ : DGXK (Vcρ) −→ DGXK (Vcρ) spans DGXK (Vcρ) over EK,K . Suppose∑
imi
⊗
li ∈ DGXK (Vcρ)
⊗
EK
EL and mi =
∑
j aijφ(mij), aij ∈ EK,K , mij ∈ DGXK (Vcρ).


































Hence φ : DGXK (Vcρ)
⊗
EK
EL −→ DGXK (Vcρ)
⊗
EK
EL spans DGXK (Vcρ)
⊗
EK
EL over EL,K .























z) is an isomorphism by Galois descent 3.2.5. Moreover, it is clear that this map
is φ and γ equivariant. Hence we get that DGXL (Res
GXK
GXL











Recall that we wrote w1, w2 for the basis of Bi for which φ · w1 = kφw1 and
φ · w2 = µφw1 + w2. In section 3.1 we have shown that Fqt1 is a subrepresentation
of V(Bi). Since L is defined to be the splitting field of this subrepresentation, we
have by the theory of field of norms that t1 = αw1 ∈ (Bi
⊗
EK




EL by w˜1 := t1 and w˜2 := w2. Then we have that φ · w˜1 = w˜1 and
φ · w˜2 = µφα w˜1 + w˜2. Hence we have the following result:
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Lemma 3.2.8. The action of φ on Bi
⊗
EK




3.3 The tamely and wildly ramified splitting fields
In this section we study the splitting fields L,M of ψ, cρ and the field of norms
XL, XM of L∞,M∞.





elements a1, ..., am ∈ L×. Moreover we have that M ∩ (Qp)∞ = Qp(ζp).
Proof. Recall that M/L is the splitting field of cρ ∈ HomFp[G](GL,Fq(ψ)). Thus [M :
L] = pm and Gal(M/L) has exponent p. Moreover L = K( e
√−p) and K( p−1√−p) =
K(ζp) ⊂ L. Thus M/L is a Kummer extension of exponent p and using 1.3.4, we get




am), for some elements a1, ..., am ∈ L×.
Suppose M contains a pn-th root of unity for some n > 1. We can consider the
abelian quotient Gal(K(ζp2)/K) of Gal(M/K). Gal(K(ζp2)/K) has itself a quotient
of order p and hence Gal(M/K) has an abelian quotient of order p. On the other
hand Gal(M/K) is isomorphic via ρ to H := {( x y0 1 ) : x ∈ F×q , y ∈ W} where W is an


























is a commutator. Thus the abelianization H/[H,H]
is isomorphic to a subgroup of F×q and has order prime to p. But this contradicts the
fact that Gal(M/K) has an abelian quotient of order p. Hence M does not contain a
pn-th root of unity for n > 1. Lastly, since L = K( p
f−1√−p) and Qp( p−1√−p) = Qp(ζp),
ζp ∈ L ⊂M .
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Lemma 3.3.2.
[XL : XK ] =
e
p− 1 = t.
Proof. The theory of field of norms gives us an isomorphism Gal(XL/XK) ∼= Gal(L∞/K∞),
which implies that [XL : XK ] = [L∞ : K∞]. Recall that we assume ζp ∈ L and from
lemma 3.3.1, we have that L∩ (Qp)∞ = Qp(ζp). Thus Gal(L∞/K∞) ∼= Gal(L/K(ζp))
and so [L∞ : K∞] = [L : K(ζp)] = ep−1 = t, by lemma 2.2.16.
Lemma 3.3.3. The extension XM/XL is a totally, wildly ramified extension, of ex-
ponent p.
Proof. From lemma 3.3.1 we deduce that M ∩ L∞ = L and so Gal(XM/XL) =
Gal(M∞/L∞) = Gal(M/L). Since M/L is a totally, wildly ramified extension, of
exponent p, so is XM/XL.
Recall that in proposition 3.2.3 we have that zp
f






particular, for j = i we have the following.
Lemma 3.3.4. The polynomial Xq −X − Hi(pi)
αi
is irreducible over EL.








t ) = t(1− p) + si−1 = −pf + 1 + si−1.




we have that −pf + 1 + si−1 ≡ 1 + ci mod p. Since ci < p − 1, we have that −pf +
1 + si−1 6≡ 0 mod p. Therefore by corollary 1.5.3, we have that the polynomial
Xq −X − Hi(pi)
αi
is irreducible over EL.
XM is in fact the splitting field of X
q −X − Hi(pi)
αi
. This polynomial has as a root
zi and notice that XM = XL(zi) contains zj, for all 0 ≤ j ≤ f − 1.
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Corollary 3.3.5.
[XM : XL] = [M : L] = q.
Proof. Since XM is the splitting field of X
q−X − Hi(pi)
αi
, we have that [XM : XL] = q.
By the theory of field of norms we have that Gal(XM/XL) ∼= Gal(M∞/L∞) and by
lemma 3.3.1, Gal(M∞/L∞) ∼= Gal(M/L).









where (Z/pZ)× ∼= ∆ ⊂ Γ.
Proposition 3.3.7. pi1 is a uniformizer of XK. Moreover we have that for δ ∈ ∆,
δ(pi1) = χ(δ)pi1. In particular, δ((pi1)k) = χ(δ)(pi1)k for any k ≥ 1.







χ(γ)−1γ(pi) ≡ pi mod pi2
and pi1
pi




















and so δ(pi1) = χ(δ)pi1.
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Definition 3.3.8. Let piK1 :=
p−1√−p such that piK1 ≡ (pi)1 mod pi2K1 be a uniformizer
of K1 = K(ζp).
Then we have the following.
Lemma 3.3.9. The polynomial X t − (pi1)1 has a root in L. Letting (pi1)1/t1 be such a
root then we have that (pi1)
1/t
1 ≡ piL mod pip
f
L . In particular (pi1)
1/t
1 is a uniformizer of
L.
Proof. We first notice that (pi1)1 ∈ K1 and the action of Γ on K1, factors through
∆. Hence we have that γ((pi1)1) = χ(γ)(pi1)1 and since the fundamental character of




fixed under the ΓK action. Therefore
(pi1)1
piK1




we have that (pi1)1
piK1
≡ 1 mod pip−1K1 . Next we consider the polynomial
X t− (pi1)1
piK1
≡ X t−1 mod piK1 . Since it’s derivative evaluated at 1 is non-zero mod piK1 ,
we have by Hensel’s lemma that the polynomial has a root say a in K1, that is
congruent to 1 mod piK1 . But then since piL is a t-th root of piK1 , we have that
piLa = (pi1)
1/t





= 1 + pip−1K1 ,


















)pinK1 and since t is coprime to p and , δ are
units we have that n = p − 1. As a result a ≡ 1 mod pip−1K1 and we have that
(pi1)
1/t
1 ≡ piL mod pip
f
L .
The following lemma will allow us to lift (pi1)
1/t
1 to a uniformizer of XL.





t −→ L×n /(L×n )t is an isomorphism.
Proof. An application of Herbrand’s quotient gives that for all n ≥ 1, |L×n /(L×n )t| =
t|µt(Ln)|
|t|Ln = t
2. We also have that [L×n : NmLn+1/Ln(L
×
n+1)] = [Ln+1 : Ln] = p. Since
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p is coprime to t, L×n /(L
×
n )





















t is in fact an isomorphism.
From this we get the following corollary.















t) −→ L×/(L×)t given by the projection map on the first
component is an isomorphism.
Proof. Let us first consider the short exact sequence





for n ≥ 1. Then consider the functor lim
←
n
with transition maps given by NmLn+1/Ln .
Since µt is finite, the Mittag-Leﬄer condition implies that this functor is exact on



























t, where the isomorphism is given by raising an element




















is injective. Herbrand’s quotient gives us that |X×L /(X×L )t| = t2 = |L×n /(L×n )t| and






t)| = t2. Thus the natural map is in















t), is an isomorphism by lemma 3.3.10.
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t ∼ // L×/(L×)t
where the first horizontal map is given by the projection map on the first component
and the second horizontal map is given by the isomorphism of corollary 3.3.11 followed
by the projection map on the first component.
Definition 3.3.12. We define pit to be a t-th root of pi1 in X
×
L , which is in fact













≡ 1 mod pi. Hence the polyno-
mial X t− pi
pi1
defined over OEK is congruent to X t−1 mod pi, which has a root X = 1
over Fq. Moreover its derivative evaluated at X = 1 is non-zero mod pi and so by
Hensel’s lemma the polynomial has a root in O×EK .










have from lemma 3.1.2 that the splitting field of ξ is given by EK(pi1/t) and we have
from corollary 3.3.14 that EK(pi1/t) ⊂ XL. Moreover the theory of field of norms
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gives an isomorphism GXL
∼= GL∞ and GL∞ ⊂ ker ξ. Since Gal(L∞/K) is totally
ramified, ξ has no unramified part. This shows that characters ξ and ψ have the same
totally ramified splitting field and agree on inertia. Hence ξ = ψ (as opposed to an
unramified twist).
To summarize, we have the following:
M∞ XM = XL(zi)





splitting field of cρ
L∞ XL = Fpf ((pit))
L = K( e
√−p)
splitting field of ψ
K∞ XK
K = Qpf
3.4 The wildly ramified splitting field as a com-
posite of Artin-Schreier extensions
XM is defined as the splitting field of the homomorphism c
′
ρ : GXL −→ Fq and
has degree [XM : XL] = q. As we saw in the previous section, it is the splitting field
of the polynomial Xq −X − Hi(pi)
αi
. Moreover, Gal(XM/XL) ∼= Fq and therefore XM




zi is a root of the polynomial X
q −X − δi. Let also ζ to be a primitive pf − 1 root







Then we have that γpj − γj = ζdjδi and γj defines an Artin-Schreier subextension. In
particular we have the following theorem;
Theorem 3.4.1. Let {ζd0 , ..., ζdf−1} be a Fp-basis of Fq. Then XM = XL(γ0, ..., γf−1).
Proof. Recall from corollary 1.3.10, we have an inclusion preserving bijection
{subgroups of XL/(Frobp − 1)XL} ↔ {Artin-Schreier extensions of XL},
where the bijection is given by ∆ 7→ XL(∆′). Here ∆′ is the set of roots of the
polynomials Xp−X−a, for a ∈ ∆. Hence to find elements γ0, ..., γf−1 such that XM =
XL(γ0, ..., γf−1), it suffices to find a basis for the subgroup A of XL/(Frobp − 1)XL
that corresponds to XM by the above bijection.
Given 0 ≤ d < pf − 1, let
Ad :=< ζ
dδi >Fp +(Frobp − 1)XL
and consider
A :=< ζdjδi : 0 ≤ j ≤ f − 1 >Fp +(Frobp − 1)XL
as subgroups of XL/(Frobp − 1)XL. Then if the elements ζdjδi for 0 ≤ j ≤ f − 1
are linearly dependent over Fp in A ⊂ XL/(Frobp − 1)XL then it would imply that




p − x = 0, for some x ∈
XL. But notice that vXL(
∑f−1
j=0 adjζ
djδi) = vXL(δi). As we saw in proof of lemma
3.3.4, vXL(δi) = t(1 − p) + si 6≡ 0 mod p and by corollary 1.5.3 the polynomial
Xp − X + ∑f−1j=0 adjζdjδi is irreducible over XL. Hence the elements are linearly
independent. On the other hand, since {ζd0 , ..., ζdf−1} is an Fp-basis of Fq, any ζdδi
is a linear combination of {ζd0 , ..., ζdf−1}. Thus Ad ⊆ A, for any 0 ≤ d < pf − 1.
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Also for 0 ≤ d, d′ < pf − 1, we have that if d 6≡ d′ mod pf−1
p−1 then Ad and Ad′
are different subgroups. Otherwise there would exist a, b ∈ Fp such that aζdδi +
xp − x = bζd′δi, for some x ∈ XL. By the same reasoning as before, the polynomial
Xp − X + δi(aζd − bζd′) is irreducible over XL since vXL(δi(aζd − bζd′)) = vXL(δi).
Hence aζd − bζd′ = 0. We can view a = ζαp−1 = ζα
pf−1










. But this is true if and only if α(pf−1)+d(p−1) =
β(pf − 1) + d′(p − 1), if and only if d ≡ d′ mod pf−1
p−1 . Thus given corollary 1.3.10,
we have that Ad corresponds to an Artin-Schreier subextension of XM . Moreover, we
have constructed p
f−1
p−1 of them. On the other hand Fq has exactly
pf−1
p−1 Fp subgroups.
As a result, we have found all the Artin-Schreier subextensions of XM and we have
shown that Ad ⊆ A. Hence XM = XL(γ0, ..., γf−1).
Corollary 3.4.2. Writing XMi := XL(γi), we have that XM is the composite of
XMi for 0 ≤ i ≤ f − 1 and Gal(XM/XL) ∼=
∏f−1
i=0 Gal(XMi/XL)
∼= (Z/pZ)f , the
isomorphism given by g 7→ (g|XMi )
f−1
i=0 . Notice that this isomorphism depends on the
choice of basis {ζd0 , ..., ζdf−1} of Fq over Fp.










Fq ∼= (Z/pZ)f ∼ι // (Z/pZ)f
where the maps θ and ι are given by
θ : g  // (g · γj − γj)f−1j=0
ι : x  // (−TrFq/Fp(ζdjx))f−1j=0
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Notice that for g ∈ Gal(XM/XL) we have that
g · γj =
f−1∑
k=0












and the diagram commutes. As a result, we also have that the outer triangle of the

















Hence we have the following lemma.
Lemma 3.4.3. ker c′ρ,i = ker θ, as subgroups of GXL.
Precomposing c′ρ,i with ArtXM/XL gives a map c
′
ρ,i◦ArtXM/XL : X×L /NmXM/XL(X×M) −→
k and inflating to X×L we get c
′
ρ,i ◦ArtXM/XL : X×L −→ k. We can do the same for the
map θ and get θ ◦ ArtXM/XL : X×L /NmXM/XL(X×M) −→ (Z/pZ)f . Therefore, we have
the following corollary.
Corollary 3.4.4. For α ∈ X×L , we have that c′ρ,i ◦ ArtXM/XL(α) = 0 if and only if
(α, ζdjδi] = 0, for all 0 ≤ j ≤ f − 1.
Proof. From lemma 3.4.3 we have that c′ρ,i ◦ ArtXM/XL(α) = 0 if and only if θ ◦
ArtXM/XL(α) = (ArtXM/XL(α) · γj − γj)f−1j=0 = 0. That is if and only if ArtXM/XL(α) ·
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γj − γj = 0, for 0 ≤ j ≤ f − 1. Since γpj − γj − ζdjδi = 0 defines an Artin-Schreier
extension, we have that ArtXM/XL(α) · γj − γj = (α, ζdjδi].
3.5 Proof of duality in the equicharacteristic case
In this section we prove that c′ρ,i◦ArtXM/XL is dual to the set of elements {Ep(apimjt ) :
0 ≤ j ≤ f −1}, for a ∈ F×q . In section 3.1 of [7], the authors define λγ ∈ Fp[[pi]] to be
the unique t-th root of γ(pi)
χ(γ)pi
, which is congruent to 1 mod pi, if γ ∈ ΓK . Moreover, we
have that the Laurent polynomial Hi(pi) satisfies λ
si−1
γ γ(Hi(pi)) ≡ Hi(pi) mod Fq[[pi]]
(section 4.1 of [7]). We first need the following intermediate results.
Lemma 3.5.1. For γ ∈ Γ, the following congruences hold in Fq[[pi]]:
• γ(pi1) ≡ χ(γ)pi1 mod pip1
• γ(pip−11 ) ≡ pip−11 mod pi2(p−1)1










)xi − 1 ≡ 1 + pi − 1 = pi mod pip1.
Moreover for any γ ∈ Γ, γ(pip) = (1 +pip)χ(γ)− 1 and we have that Γ acts on OEK/pip.
In particular, Γ1 acts trivially. Thus the action of Γ on OEK/pip factors through
Γ/Γ1 ∼= (Z/pZ)× and the action of ∆ on OEK/pip is the same as its action via the
isomorphism ∆ ∼= Γ/Γ1. On the other hand, OEK/pip is a vector space over Fp and
is isomorphic to
⊕p−1
i=0 OEKpii1 mod pip. We also have from proposition 3.3.7 that for
δ ∈ ∆, δ(pi1) = χ(δ)pi1 and thus for any γ ∈ Γ, γ(pi1) = χ(γ)pi1 mod pip1. In particular,





For the second congruence, we can use the first part to write γ(pi1) = χ(γ)pi1+api
p
1,
for some a ∈ OEK . Taking p− 1 powers we get
γ(pi1)
























which gives the result.







mod pip−1Fq[[pit]] is fixed under the action of ΓK.




































































































We also need the following result.
Lemma 3.5.3. Suppose a ∈ Fq[[pi]] is fixed under the action of ΓK. Then we have
that a ∈ Fq.
Proof. Consider the isomorphism Fq((pi)) ∼= XQq and interpret the element a =
(an)n∈N as a norm compatible sequence of lim←
n
Qq(ζpn). Since a is fixed under the ac-
tion of ΓK , we have that an ∈ Qq for all n. Hence we have that an = NmQq(ζpn+1 )/Qq(ζpn )(an+1) =
apn+1. This implies that for any integer m, we have that a
pm
n+m = an and hence
a
1/pm
n = an+m ∈ Qq. But then this implies that an is either equal to 0 or a (q − 1)-st
root of unity and so is a.




t mod OXL .





mod pip−1Fq[[pit]] is fixed under the





≡ 1 mod pip−1Fq[[pit]].






As a result, we can prove the main result of this section.
Theorem 3.5.5. For any basis B := {ζd0 , ..., ζdf−1} of Fq over Fp, a ∈ Fq and






0, if j 6= i− 1
TrFq/Fp(a(p
f − 1− si−1)ζdk), if j = i− 1.





f − 1− si−1)ζd0) 6= 0.
Proof. By the previous corollary we have that ζdkδi = ζ
dkpisi−1/tHi(pi) ≡ ζdkpi−p
f+1+si−1
t mod OXL .
Since the symbol (·, ·] is additive in its second argument and Ep(apip
f−1−sj
t ) is a unit















































(pf − 1− sj)apnpi(p
f−1−sj)pn−1
t .
As a result possibly non-zero residues of the above expression are given when the
exponent satisfies (pf − 1 − sj)pn − 1 − pf + 1 + si−1 = −1. That is we are looking
for solutions to the equation (pf − 1− sj)pn − (pf − 1) + si−1 = 0.
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First suppose j 6= i − 1. If n > 0 and the equation has a solution then si−1 ≡
p− 1 mod p. But si−1 ≡ ci mod p and by strong genericity, ci < p− 1. Thus we have
a contradiction. If n = 0, then by the primitiveness assumption the equation does
not have a solution. In the case where j = i − 1, then we have that the equation
reduces to (pn − 1)(pf − 1 − si−1) = 0. It is clear that if n > 0, the equation has
no solution since si−1 < pf − 1. Thus the last case remaining is when j = i − 1 and




f − 1− si−1)ζdk) =
(pf − 1− si−1)TrFq/Fp(ζdka).
For the moreover part, recall that TrFq/Fp : Fq  Fp and the kernel has dimension
pf−1. Notice that the map given by x 7→ ax for x ∈ Fq is an automorphism and so
there exists x˜ ∈ Fq such that ax˜ is not in the kernel of the trace map. Thus taking
ζd0 = x˜, we get the result.
Theorem 3.5.6. Given a ∈ F×q , we have that for j ∈ S
c′ρ,i ◦ ArtXM/XL(Ep(apimjt )) =

0, if j 6= i
6= 0, if j = i.
Moreover, we have that {Ep(apimjt ) : 0 ≤ j ≤ f − 1, j 6= i} lies in the image of
NmXM/XL, whereas the element Ep(api
mi
t ) does not.
Proof. By corollary 3.4.4 we have that c′ρ,i ◦ ArtXM/XL(Ep(apip
f−1−sj




dkδi] = 0 for all 0 ≤ k ≤ f − 1. Hence the result follows
from theorem 3.5.5 and the fact that mj = p




∼= Gal(XM/XL), we have that {Ep(apimjt ) : 0 ≤
j ≤ f − 1, j 6= i} is a subset of NmXM/XL(X×M), whereas the element Ep(apimit ) is
not.
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3.6 Proof of duality in the mixed characteristic
case
Let us write [·] : F×q −→ L× for the Teichmu¨ller map. In this section we show
that given a ∈ F×q , {Ep([a]pimjL ) mod Up
f−1−t
L (L
×)p ∩ U tL : 0 ≤ j ≤ f − 1, j 6= i} is a
subset of NmM/L(O×M) mod Up
f−1−t
L (L
×)p ∩ U tL. Recall that our assumptions imply
that L contains ζp and by lemma 3.3.1 we have that M ∩ (Qp)∞ = Qp(ζp) and
Mn ∩ L∞ = Ln. Hence for an element (xn)n∈N ∈ XM = lim←−
n
Mn (with transition
maps given by norms) we have that its norm is given by
NmXM/XL((xn)n∈N) = (NmMn/Mn∩L∞(xn))n∈N = (NmMn/Ln(xn))n∈N.









where transition maps are given by norms.
Proof. Notice that for n′ ≤ n we have by the definition ofXM that xn′ = NmMn/Mn′ (xn)
and so we have the relation




























∣∣∣∣∣NmLn+1/Ln (NmMn+1/Ln+1 (xn+1))=NmMn/Ln (xn)
}












and if NmMn+1/Mn(xn+1) = xn then
NmMn/Ln(xn) = NmMn/Ln(NmMn+1/Mn(xn+1)) = NmLn+1/Ln(NmMn+1/Ln+1(xn+1))
As a result we have the following result.
Lemma 3.6.2. Let (·)1 : XL = lim←
n
Ln −→ L denote the projection map on first
component. Then we have that for a ∈ Fq, {(Ep(apimjt ))1 : 0 ≤ j ≤ f − 1, j 6= i} is a
subset of NmM/L(O×M).
Proof. In corollary 3.5.6 we have shown that {Ep(apimjt ) : 0 ≤ j ≤ f − 1, j 6= i} lies
in the image of NmXM/XL . By proposition 3.6.1, we have the result.
Winterberger in his paper [28] defines the following. Given an APF extension
N ′/N , let
i(N ′/N) := sup {i ≥ −1 : GiNGN ′ = GN}.
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Let us write Qn := Qp(ζpn). Recall also that the cyclotomic tower Q∞ := ∪
n≥0
Qn is
an APF extension by a result of Sen [23]. We would like to calculate i(Qn+1/Qn).
Consider a character  : Q×n −→ C×. Then by continuity, it has an open kernel and
so there is a least integer f() ≥ 0 such that  is trivial on the unit group U f()Qn . This
integer f() is called the conductor exponent of  and if $n is a uniformizer for
Qn then $
f()
n is called the conductor of . Then we have the following lemma.
Lemma 3.6.3. Consider a character  : Q×n −→ C× and its pull back to W abQn under
the Artin map. Then f() is the least integer m ≥ 0 such that  is trivial on GmQn.
Proof. Using the Artin map one has an isomorphism Q×n ∼= W abQn . Moreover, for i ≥ 0
we have that GiQn ⊂ IQn ⊂ WQn −→ W abQn . Hence we can consider the character  as
a character of GiQn . On the other hand since the Artin map transforms the filtration
by the U iQn into the filtration by the G
i
Qn
, we have that  as a character of GiQn factors
through U iQn .
Let us now consider a character n+1 : Q×p −→ C× of conductor pn+1. That is n+1
factors through (Z/pn+1Z)× −→ C×. Writing n+1|GQn for the restriction of n+1 to
the subgroup Gal(Qn+1/Qn) of Gal(Qn+1/Q0) ∼= (Z/pn+1Z)×, by the previous lemma




We then have the following.
Lemma 3.6.4.
i(Qn+1/Qn) = f(n+1|GQn )− 1.
Proof. We have that i(Qn+1/Qn) = sup {i ≥ −1 : GiQnGQn+1 = GQn} and using the
fact that upper numbering respects quotients the condition GiQnGQn+1 = GQn trans-
lates to Gal(Qn+1/Qn)
i = Gal(Qn+1/Qn). On the other hand f(n+1|GQn ) is the least
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positive integer such that Gal(Qn+1/Qn)
f(n+1|GQn ) is trivial. Since Gal(Qn+1/Qn)
is cyclic of order p, Gal(Qn+1/Qn)
i is either the whole group or trivial. Hence
f(n+1|GQn ) − 1 ≤ i(Qn+1/Qn) < f(n+1|GQn ). By the theorem of Hasse-Arf we
have that the image of G
i(Qn+1/Qn)
Qn




and so we get the result.
We can extend the notion of conductor exponent to a character of a representation






(see [24] chapter VI §2 for more information).
Lemma 3.6.5. Let  be a character of a representation V over C of a Galois group
























because the integrand is constant on intervals (i− 1, i]. But then notice that letting
s := Φ(u) we have that ds = 1
[G0:Gu]
du, which gives the result.
As a result we have reduced the problem to calculating f(n+1|GQn ). To calculate
this we will make use of the following result.
Proposition 3.6.6. Let F/E be a finite Galois extension with Galois group G and H
a subgroup of G corresponding to the subextension E ′/E with corresponding residue
field subextension kE′/kE. Let also δE′/E be the discriminant of E
′/E. If ψ is a
character of H and ψ∗ the character induced on G, then
f(ψ∗) = vE(δE′/E)ψ(1) + [kE′ : kE]f(ψ).
94




Proof. From proposition 3.6.6 we have that f((n+1|GQn )∗) = vQ0(δQn/Q0)+f(n+1|GQn ).
Moreover we have that (n+1|GQn )∗ = Ind
GQ0
GQn






where {η1, ..., ηφ(pn)} are the characters of Gal(Qn/Q0). Recall that f(n+1) = n + 1
and by lemma 3.6.3 this is the least integer m ≥ 0 such that n+1 is trivial on GmQ0 .
Similarly n is the least integer m ≥ 0 such that ηi is trivial on GmQ0 for all i. Using
also the fact that Qm/Q0 are totally ramified for all m we have that ((n+1|GQn )∗)G
s
Q0
is trivial for −1 ≤ s ≤ n and equal to (n+1|GQn )∗ otherwise. So using lemma 3.6.5
we have that f((n+1|GQn )∗) =
∫∞
−1 codim ((n+1|GQn )∗)G
s
Q0ds = φ(pn)(n+ 1).
Let h(X) := X
pn−1
Xp
n−1−1 which is the minimal polynomial of ζpn over Q0. Then
we have that δQn/Q0 = (NmQn/Q0(h





















. But NmQn/Q0(ζpn) =
1 since h has constant coefficient equal to 1. Also NmQn/Q0(ζp−1) = NmQ1/Q0(NmQn/Q1(ζp−
1)) = NmQ1/Q0(ζp − 1)pn−1 = ppn−1 , since the minimal polynomial of ζp − 1 over
Q0 has constant coefficient equal to p. Hence vQ0(δQn/Q0) = vQ0(p
nφ(pn)−pn−1) =
nφ(pn)− pn−1.
As a result we have that f(n+1|GQn ) = f((n+1|GQn )∗)− vQ0(δQn/Q0) = φ(pn)(n+
1)− (nφ(pn)− pn−1) = pn. Hence using lemma 3.6.4 we get the result.
From this result we can deduce the following.
Corollary 3.6.8.
i(Ln+1/Ln) ≥ (pn − 1)t.
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Gal(E/Qn)ΨE/Qn (u) = lim←−
E/Ln
Gal(E/Ln)ΨE/Qn (u).
We also have that Gal(Ln/Qn)u = 0 for all u ≥ 1 and [Gal(Ln/Qn)0 : Gal(Ln/Qn)u] =







−1ds = u. Hence ΨLn/Qn(u) = ut and using proposition 1.1.3,








From proposition 3.6.7 we have that i(Qn+1/Qn) = sup {i ≥ −1 : GiQnGQn+1 =




⊂ GL, which implies GitLnGLn+1 = GiQn(GQn+1∩GL) = (GiQnGQn+1)∩GL =
GQn ∩GL = GLn . Hence i(Ln+1/Ln) ≥ i(Qn+1/Qn)t = (pn − 1)t.
Recall that in lemma 3.6.2 we have shown that {(Ep(apimjt ))1 : 0 ≤ j ≤ f −1, j 6=
i} is a subset of NmM/L(O×M). Recall also that the componentwise addition in the
field of norms XL is defined by (x+ y)m = lim
n−→∞
NmLn/Lm(xn + yn). We can now give
a lower bound on the valuation of the error term for which the norm map NmLn+1/Ln
fails to be a homomorphism.
Proposition 3.6.9. Let n ≥ 0 and α, β ∈ OLn+1. Then we have that
vLn(NmLn+1/Ln(α + β)− NmLn+1/Ln(α)− NmLn+1/Ln(β)) ≥
(pn − 1)(pf − 1)
p
.
Proof. From [28] proposition 2.2.1, we have that vLn(NmLn+1/Ln(α+β)−NmLn+1/Ln(α)−
NmLn+1/Ln(β)) ≥ i(Ln+1/Ln)(p−1)p . Hence from corollary 3.6.8 we get the result.
Corollary 3.6.10. Let m, k ≥ 0 and α, β ∈ OLm+k . Then we have that








. Moreover notice that (p
n−1)(pf−1)
p
= pn−1(pf − 1 −
pf−1
pn
) ≥ pn−1(pf − 1 − pf−1
p−1 ) = p
n−1(pf − 1 − t) = vLn(pip
f−1−t
L ), which is true for all
n ≥ 1. As a result we have that for all n ≥ 1, NmLn+1/Ln(α + β) ≡ NmLn+1/Ln(α) +
NmLn+1/Ln(β) mod pi
pf−1−t
L and by successive applications of NmLn+1/Ln for m ≤ n ≤
m+ k − 1 we get the result.
We are now in a position to prove the main result of this section.
Theorem 3.6.11. Given a ∈ F×q , {Ep([a]pimjL ) mod Up
f−1−t
L (L
×)p ∩ U tL : 0 ≤ j ≤
f − 1, j 6= i} is a subset of NmM/L(O×M) mod Up
f−1−t
L (L
×)p ∩ U tL.








. Notice that if α, β ∈ OXL then from corollary 3.6.10 we have that for
m ≥ 0,





(NmLm+k/Lm(αm+k) + NmLm+k/Lm(βm+k)) mod pi
pf−1−t
L
= αm + βm.






































































By definition and lemma 3.3.9, (pit)1 = (pi1)
1/t
1 ≡ piL mod pip
f











≡ Ep([a]pimjL ) mod pip
f−1−t
L .
But then by lemma 3.6.2 we get the result.
From this we can deduce the following duality result.
Theorem 3.6.12. Given a ∈ F×q , we have that for j ∈ S
cρ,i ◦ ArtM/L(Ep([a]pimjL )) =

0, if j 6= i
6= 0, if j = i.
In particular we have that cρ,i ∈ L{i−2} ∼= FqBi is in ker νj−1 for all j ∈ S \ {i}. This
proves conjecture 2.2.19 in the strongly generic case.
Proof. From proposition 3.0.21 and theorem 3.0.22 we get that L{i−2} ∼= FqBi. From
theorem 3.6.11 and the fact that mj = p
f − 1− sj−1, we get the result.
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