The solution to an optimal power flow (OPF) problem provides a minimum cost operating point for an electric power system. The performance of OPF solution techniques strongly depends on the problem's feasible space. This paper presents an algorithm that is guaranteed to compute the entire feasible spaces of small OPF problems to within a specified discretization tolerance. Specifically, the feasible space is computed by discretizing certain of the OPF problem's inequality constraints to obtain a set of power flow equations. All solutions to the power flow equations at each discretization point are obtained using the Numerical Polynomial Homotopy Continuation algorithm. To improve computational tractability, "bound tightening" and "grid pruning" algorithms use convex relaxations to preclude consideration of many discretization points that are infeasible for the OPF problem. The proposed algorithm is used to generate the feasible spaces of two small test cases.
I. INTRODUCTION
O PTIMAL POWER FLOW (OPF) is one of the key problems in power system optimization. The OPF problem seeks an optimal operating point in terms of a specified objective function (e.g., minimizing generation cost, matching a desired voltage profile, etc.). Equality constraints are dictated by the network physics (i.e., the power flow equations) and inequality constraints are determined by engineering limits on, e.g., voltage magnitudes, line flows, and generator outputs.
The OPF problem is non-convex due to the non-linear power flow equations, may have local optima [1] , and is generally NP-Hard [2] , [3] , even for networks with tree topologies [4] . Since first being formulated by Carpentier in 1962 [5] , a broad range of solution approaches have been applied to OPF problems, including successive quadratic programs, Lagrangian relaxation, heuristic optimization, and interior point methods [6] , [7] . Many of these approaches are computationally tractable for large OPF problems. However, despite often finding global solutions [8] , these approaches may fail to converge or attain a local optimum [1] , [9] . The author is with the Energy Systems Division, Argonne National Laboratory, Lemont, IL 6043 USA (e-mail: dmolzahn@anl.gov).
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Digital Object Identifier 10.1109/TPWRS. 2017.2682058 In attempts to certifiably obtain global solutions, many recent efforts have focused on convex relaxations of the OPF problem. These include relaxations based on semidefinite programming (SDP) [2] , [10] - [16] , second-order cone programming (SOCP) [17] - [20] , and linear programming (LP) [21] , [22] . In contrast to traditional approaches, convex relaxations provide a lower bound on the optimal objective value, can certify problem infeasibility, and, in many cases, provably yield the global optimum.
The performance of both traditional algorithms and convex relaxations strongly depends on the OPF problem's feasible space characteristics. Accordingly, understanding OPF feasible spaces is crucial for algorithmic research. Characterizing the feasible spaces of OPF problems has been an important research topic [1] , [3] , [4] , [12] , [23] - [29] .
This paper proposes an algorithm for computing the feasible spaces of small OPF problems. Visualizations resulting from the computed feasible spaces increase researchers' understanding of challenging problems and aid in improving solution algorithms. Example publications showing the merit of feasible space visualizations include [23] , which studies voltage stability phenomena; [24] , which illustrates how non-convex feasible spaces may result in revenue inadequacy for Financial Transmission Rights; and [11] , [12] , [26] , [27] , [30] , which demonstrate both the capabilities for various convex relaxation algorithms to achieve global optima of certain OPF problems as well as possible causes for their inability to do so in some instances. Ongoing work is using the feasible space visualization algorithm proposed in this paper to study various extensions of an elliptical reformulation of the power flow equations [31] and to develop challenging test cases in order to improve an iterative chance-constrained OPF algorithm [32] .
The feasible spaces of some OPF problems can be computed analytically. For instance, OPF problems for twobus systems have analytic solutions [1] , [11] , [33] . Exploiting problem-specific symmetries enables explicit expressions for the feasible spaces of other problems [24] . However, analytic solution is limited to a small set of special cases.
Related work focuses on the feasibility boundary of the power flow equations (i.e., the set of parameters for which small parameter changes results in insolvability of the power flow equations). There have been many efforts to compute the distance to the power flow feasibility boundary for voltage collapse studies, e.g., [34] - [37] . These approaches generally provide small regions (often a single point) that are on the boundary of the feasible space of the power flow equations. A more general continuation-based approach is presented by Hiskens in [23] . Starting from a feasible point, the approach in [23] uses a continuation method to find a point on the power flow feasibility boundary. By freeing a single parameter (e.g., active power injection at one bus), [23] uses continuation to trace curves that lie on the power flow feasibility boundary. The approach in [23] is computationally tractable for large problems. However, it is difficult to certify that the approach in [23] captures the entire feasible space due to certain non-convexities such as disconnected components. Further, the approach in [23] does not consider all inequality constraints relevant to OPF problems. The algorithm proposed in this paper is guaranteed to compute the entire OPF feasible space (to within a specified discretization tolerance) for small OPF problems. Specifically, the proposed algorithm discretizes certain inequalities in an OPF problem into equality constraints that take the form of power flow equations. The Numerical Polynomial Homotopy Continuation (NPHC) algorithm [38] - [43] is then used to compute all power flow solutions at each discretization point. 1 The guarantees inherent to the NPHC algorithm ensure the capturing of the entire OPF feasible space. The proposed algorithm is similar to that used in the software Paramotopy [44] for visualizing the effects of parameter variation in general polynomial systems.
To improve computational tractability, convex relaxations are employed to eliminate the consideration of infeasible discretization points. Specifically, a hierarchy of "moment" relaxations is used to tighten the right hand sides of the OPF problem's inequality constraints. A "grid pruning" algorithm is then used to eliminate discretization points that are outside the relaxation's feasible space and are therefore guaranteed to be infeasible for the OPF problem.
Many industrially relevant OPF problems have thousands to tens-of-thousands of buses. The proposed feasible space computation algorithm is limited to much smaller problems due to the intractability of NPHC for large problems. Fortunately, there are many small OPF problems with interesting feasible spaces. Further, experience with the moment relaxations of OPF problems suggests that many challenges inherent to large problems are related to non-convexities associated with small regions of the large problems [13] . By enabling detailed studies of small problems, the proposed algorithm provides the basis for future work in characterizing the physical features that give rise to challenging OPF problems.
The main contributions of this paper are twofold: 1) Proposal of an OPF-specific algorithm that is guaranteed to compute the complete feasible spaces of small problems. This algorithm is particularly relevant for studies of OPF problems that challenge both traditional solvers and convex relaxation approaches.
2) The use of convex relaxations to eliminate many infeasible points, thereby significantly improving computational tractability.
This paper is organized as follows. Section II describes the OPF problem. Section III presents the proposed discretization approach and the NPHC algorithm used to solve the power flow 1 Note that previous power systems literature [28] , [40] , [41] applies the NPHC algorithm to find all solutions to the power flow equations, but the NPHC algorithm is not considered in the context of OPF problems. equations at each discretization point. Section IV discusses the application of a hierarchy of convex relaxations to eliminate many infeasible discretization points using "bound tightening" and "grid pruning" algorithms. Section V applies these techniques to two OPF problems: the five-and nine-bus systems in [1] . Section VI concludes the paper.
II. OVERVIEW OF THE OPF PROBLEM
This section presents an OPF formulation in terms of complex voltages, active and reactive power injections, and apparent power line flow limits. The OPF problem was first proposed by Carpentier in [5] ; see, e.g., [45] for a recent textbook treatment.
Consider an n-bus power system, where N = {1, . . . , n} is the set of all buses, G is the set of generator buses, S is the index of the bus that fixes the angle reference, and L is the set of all lines. Let P D i + jQ D i represent the active and reactive load demand at bus i ∈ N , where j = √ −1. Let V i = V di + jV qi represent the complex voltage phasor at bus i ∈ N . Superscripts "max" and "min" denote specified upper and lower limits. Buses without generators have maximum and minimum generation set to zero. Let Y = G + jB denote the network admittance matrix. The generator at bus i ∈ G has a quadratic cost function for active power generation with coefficients c 2i , c 1i , and c 0i .
Define a function for squared voltage magnitude:
The power flow equations describe the network physics:
Define a quadratic cost of active power generation:
(3) Each line (l, m) ∈ L is modeled by a Π circuit with mutual admittance y lm = g lm + jb lm (or, equivalently, a series impedance of R lm + jX lm ) and total shunt susceptance b sh,lm . More flexible line models which include transformers with offnominal voltage ratios and non-zero phase shifts can easily be incorporated into the proposed algorithm [46] . Define expressions for the active, reactive, and apparent power flows on the line (l, m) ∈ L:
The OPF problem is
Constraint (5g) sets the reference bus angle to zero.
III. COMPUTATION OF OPF FEASIBLE SPACES
Visualizing OPF feasible spaces helps researchers improve solution algorithms. To enable such visualizations, this section proposes an algorithm that is guaranteed to compute the entire feasible space to within a specified discretization tolerance. The proposed algorithm discretizes certain inequality constraints to form systems of polynomial equalities, which are solved using the NPHC algorithm [38] - [43] . The robustness of the NPHC algorithm guarantees that all points in the discretization that are feasible for the OPF problem will be correctly identified as such and no infeasible points will be incorrectly included.
A. Discretization of Inequality Constraints
This paper discretizes certain of the OPF problem's inequality constraints to construct equality constraints in the form of power flow equations. For a set of power flow equations, load buses (i ∈ N \ G) have specified active and reactive power injections −P D i − jQ D i . A single generator bus, denoted by i ∈ S, is selected as the slack bus with a specified voltage phasor V di = |V i |, V qi = 0. The active power generation P Gi and squared voltage magnitudes |V i | 2 are specified at the remaining generator buses (i ∈ G \ S). The squared voltage magnitudes at generator buses |V i | 2 , i ∈ G, and active power injections at non-slack generator buses P Gi , i ∈ G \ S, are determined using the following discretization.
Specify discretization parameters Δ P and Δ V for the active power injections and voltage magnitudes, respectively. The chosen discretization yields the set of power flow equations
, and · is the "integer floor" function. 2 The number of discretization points depends on the number of generator buses |G|; the range of the inequality constraints
and the chosen discretization parameters Δ P and Δ V . 3 Further discussion on these parameters is presented in Section IV-E.
The discretization (6) ensues the satisfaction of the OPF problem's constraints on active power generation (other than at the slack bus) and generator voltage magnitudes as well as the load demands. Solutions to (6) that satisfy the other inequality constraints in (5) are in the feasible space of the OPF problem. Thus, a "filtering" step is required after computing the power flow solutions at each discretization point to select the points that satisfy all the inequality constraints in (5) . This filtering step is implemented by eliminating all discretization points that fail to satisfy any of the inequality constraints on the active power injection at the slack bus (i.e., (5b) for i ∈ S), the reactive power injections at generator buses (i.e., (5c) for i ∈ G), the voltage magnitudes at load buses (i.e., (5d) for i ∈ N \ G), and the apparent power line flows (i.e., (5e) and (5f) for (l, m) ∈ L). All other constraints in (5) are satisfied by construction of the discretization (6) . Solving (6) yields V d and V q values for each discretization point, so evaluation of the filtering step only requires the evaluation of the polynomials
for the aforementioned indices i and (l, m), followed by comparison operations with respect to the associated limits.
B. Numerical Polynomial Homotopy Continuation Algorithm
Ensuring the computation of the complete feasible space requires a robust algorithm for solving the power flow equations from (6) . The Numerical Polynomial Homotopy Continuation (NPHC) algorithm [38] - [43] is used for this purpose.
The NPHC algorithm yields all complex solutions to systems of polynomial equations. This algorithm uses continuation to trace all the complex solutions for a "start" system of polynomial equations g(x) to a "target" system f (x) along a one-dimensional parameterization. The start system is designed such that 1) the number of complex solutions to the start system upper bounds the number of complex solutions to the target system and 2) all solutions to the start system can be trivially computed. The NPHC algorithm guarantees that each solution 2 In order to construct a square system of equations, (6) uses a discretization of the inequalities rather than converting the inequalities to equalities via continuous squared slack variables. 3 To reduce the number of discretization points, the slack bus S is chosen as the generator bus i ∈ G with the largest value of P m ax i − P m in i . to the target system is connected via a continuation trace to at least one solution of the start system [42] .
Consider a target system f (x) = 0, where f (x) ∈ C m represents m quadratic equations with variables x ∈ C m . 4 One method for constructing the start system g(x) = 0, where g(x) ∈ C m , uses the Bézout bound [42] on the number of isolated complex solutions to f (x) = 0. The Bézout bound of 2 m suggests a start system
where a i , b i = 0 are generic complex numbers. The start system g(x) = 0 has 2 m solutions of the form x i = ± b i /a i . Using a predictor-corrector method, the NPHC algorithm tracks all complex solutions to
from t = 1 (i.e., the start system) to t = 0 (i.e., the target system). The constant κ is a randomly chosen complex number which ensures, with probability one, that the traces do not bifurcate, turn back, or cross [42] . 5 Thus, NPHC is guaranteed to find all complex solutions to the target polynomial system. For any bus i ∈ N , there are two constraints in the polynomial system (6) as well as two decision variables, V di and V qi . Thus, the power flow (6) for a given discretization point have 2n variables and 2n constraints. (The slack bus constraints (6e) and (6f) can trivially be used to eliminate V di and V qi for i ∈ S to yield a polynomial system of 2n − 2 equations in 2n − 2 variables.) Hence, (6) is a square system of polynomials which can be solved with the NPHC algorithm. Note that only solutions with real-valued V d and V q are physically meaningful; solutions with any non-real V d or V q variables are discarded.
The computational burden required for each solution of the NPHC algorithm depends on the number of continuation traces. When solving multiple problems that differ only in their parameter values, one approach for reducing the number of continuation traces is to compute a parameterized homotopy. This approach solves an initial problem with generic complex parameter values (i.e., the right hand sides of (6a), (6b), and (6e)). The genericparameter system achieves the maximum number of solutions over all possible choices of parameter values [47] , [48] . The number of solutions to the generic-parameter system can be significantly less than the Bézout bound, and thus solving the generic-parameter system enables the construction of an alternate start system that requires significantly fewer continuation traces. Using this alternate start system effectively "hot starts" the NPHC algorithm for each set of parameters. See [43] , [47] , [48] for further details regarding this approach and [49] for an application to stability analyses of power systems with varying wind generation.
Despite the ability to speed computation for subsequent sets of parameters, the initial solution of the generic-parameter system with the Bézout bound can be challenging, with a requirement for 2 2n −2 continuation traces. With the Bézout bound, NPHC is capable of solving systems with up to 14 buses [41] . (Larger systems exceed computation time allocations.) Future work includes leveraging recently developed tighter bounds on the number of complex solutions to the power flow equations [50] - [52] , possibly derived using alternate decision variable representations, in order to speed the initial computation required for the generic-parameter system.
IV. ELIMINATING INFEASIBLE POINTS
Some of the power flow equations resulting from the discretization in (6) may be infeasible: there may not exist any real solutions or all of the real solutions may fail to satisfy the inequality constraints of (5). This section proposes two screening algorithms, "bound tightening" and "grid pruning", that use Lasserre's hierarchy of convex "moment" relaxations [11] , [16] , [53] , [54] to eliminate many infeasible points. As will be described later in this section, the bound tightening algorithm improves upon the bounds on power injections, line flows, and voltage magnitudes given in the OPF problem description (5) . The grid pruning algorithm then eliminates infeasible points within the tightened constraints.
A. Moment Relaxation Hierarchy
In order to identify discretization points which are guaranteed to be infeasible for the OPF problem, the bound tightening and grid pruning algorithms in the following sections require rigorous bounds on the objective values of certain polynomial optimization problems. Such bounds can be obtained via convex relaxations. This section describes Lasserre's moment relaxation hierarchy [53] as applied to the OPF problem [11] , [14] , [16] , with the recognition that any convex relaxation (e.g., [2] , [10] , [11] , [13] - [22] ) could be used for the bound tightening and grid pruning algorithms to follow. 6 Development of the moment relaxations begins with several definitions. Define the vector of decision variablesx ∈ R 2n :
A monomial is defined using an exponent vector α ∈ N 2n :
Define a linear functional L y (g) which replaces the monomialsx α in a polynomial g(x) with scalar variables y α :
For a matrix g(x), L y {g} is applied componentwise.
Consider, e.g., the vectorx
for a twobus system and the polynomial g(
(The constraint g(x) ≥ 0 forces the voltage magnitude at bus 2 to be greater than or equal to V min 2 per unit.) Then L y {g} = −(V min 2 ) 2 y 0000 + y 0200 + y 0002 . Thus, L y {g} converts a polynomial g(x) to a linear function of y.
For the order-γ relaxation, define a vector x γ consisting of all monomials of the voltage components up to order γ (i.e.,x α such that |α| ≤ γ, where | · | is the one-norm):
The relaxations are composed of positive-semidefiniteconstrained moment and localizing matrices. The symmetric moment matrix M γ has entries y α corresponding to all monomialsx α such that |α| ≤ 2γ:
Symmetric localizing matrices are defined for each constraint of (5) . For a polynomial constraint g(x) ≥ 0 with largest degree |α| among all monomials equal to 2η, the localizing matrix is:
See [11] , [46] for example moment and localizing matrices for the second-order relaxation applied to small OPF problems.
The objective functions used for the bound tightening and grid pruning algorithms in Sections IV-B and IV-C are either 1) linear functions of the active and reactive power generation, squared voltage magnitudes, and apparent power line flows or 2) convex quadratic functions of the active powers and squared voltage magnitudes. This section considers a general polynomial objective function h(V d , V q ) which represents a generic function in either of these forms.
The order-γ moment relaxation is
where the functions (1), (2a), (2b), and (4c), respectively. 7 In the angle reference constraint (14k), ρ is the index n + k, where k ∈ S is the index of the reference bus. Alternatively, the angle reference (5g) can be used to eliminate all terms corresponding to V qk , k ∈ S, to reduce the problem size. Constraint (14l) corresponds to the fact that x 0 = 1.
For general polynomial optimization problems, the relaxation order γ must be greater than or equal to half the largest degree of any polynomial. Objectives that are quadratic in power generation and/or squared voltage magnitudes as well as functions for apparent power line flows give rise to quartic polynomials in the voltage components, which suggests that a relaxation order γ ≥ 2 is required for problems that include these functions. However, second-order cone programming (SOCP) reformulations for these functions enable the solution of (14) with γ = 1 [2] , [46] . Note that the first-order relaxation is equivalent to the SDP relaxation of [2] .
Formally, for γ = 1, the apparent power line flow limits (5e) and (5f) take the form of the SOCP constraints
where || · || 2 is the two-norm. Formulation of the quartic objective function for the grid pruning algorithm is addressed in Section IV-C. The relaxation (14) yields a global solution if
The global solution V * is calculated using an eigendecomposition of the diagonal block of the moment matrix corresponding to the second-order monomials (i.e., |α| = 2). Let σ be a unitlength eigenvector corresponding to the non-zero eigenvalue λ of M γ {y} (2:2n +1,2:2n +1) . Then the globally optimal voltages are V * = √ λσ. For a generic polynomial optimization problem that satisfies a technical condition (which is satisfied by OPF problems with finite upper limits on voltage magnitudes V max i , ∀i ∈ N ), relaxations in the moment hierarchy are guaranteed to yield the globally optimal objective value at a finite relaxation order [55] . 8 If the rank condition (16) is satisfied, the relaxation's objective value is equal to the non-convex problem's globally optimal objective value. If the rank condition (16) is not satisfied for some relaxation order (i.e., rank M γ {y} > 1), the objective value of the relaxation provides a (potentially strict) lower bound on the optimal objective value for the corresponding non-convex problem. The lower bound is used in the bound tightening and grid pruning algorithms to eliminate infeasible points in the discretization (6) .
B. Bound Tightening
The bounds on the voltage magnitudes at generator buses and on the active power outputs at non-slack generator buses 8 The requisite technical condition can be trivially satisfied for generic bounded polynomial optimization problems by adding a redundant ball constraint. Addition of this redundant ball constraint is unnecessary for OPF problems with finite upper limits on voltage magnitudes V m ax i , ∀i ∈ N . for γ = 1, . . . , γ max do 7:
if the constraint is a flow limit for line (l, m)
Set the flow limit for line (l, m) to
Update the bound:
if the rank condition (16) is satisfied 14:
Remove constraint from C u 15:
break 16: for each constraint in C do (in parallel) 17:
for γ = 1, . . . , γ max do 18:
if h -1,γ {f } > ζ 19:
Update the bound: ζ ← h -1,γ {f } 20:
if the rank condition (16) is satisfied 21:
Remove constraint from C 22: break 23: until no bounds are updated during this iteration determine the number of discretization points in (6) . The bounds on these quantities specified in the OPF problem may be larger than the values that are actually achievable due to the limitations imposed by other constraints. In other words, certain bounds may never be binding. It may therefore be possible to reduce the number of discretization points by determining tighter bounds on the generators' active power outputs and voltage magnitudes. This can be accomplished using a "bound tightening" algorithm similar to those proposed in [19] , [56] , [57] for the purpose of determining better lower bounds on the global solutions of OPF problems.
Moment relaxations are used to tighten the OPF problem's bounds on the generators' active and reactive power outputs (5b), (5c), apparent power line flows (5e), (5f), and squared voltage magnitudes (5d). Define h c,γ {f } as the solution to the following optimization problem: 
where the parameter c ∈ {−1, 1} effectively determines whether the objective is to minimize or maximize, f is the function corresponding to one of the OPF problem's constraints (5b)-(5f), and γ is the specified relaxation order. Algorithm 1 describes the bound tightening approach. Given the tightest known bounds, each iteration uses (17) to compute new bounds on the maximum and minimum achievable values of the expressions for the constrained quantities in the OPF problem (5) . Within an iteration, the bounds for each quantity are computed in parallel. Increasing relaxation orders of the moment hierarchy are used to determine tighter bounds. A solution to the relaxation which satisfies the rank condition (16) yields a feasible point for the OPF problem (5) . No further tightening of that constraint is possible and the constraint is removed from the list of considered constraints. The algorithm terminates upon reaching a fixed point where no bound tightening occurs at some iteration.
There is a subtlety regarding the tightening of apparent power line flow limits. The Schur complement formulation for the the apparent power line flow limits (15) cannot be maximized in an objective function. Thus, the first-order moment relaxation cannot be directly applied to tighten these limits. However, the first-order relaxation can still be applied through the use of an upper bound on the apparent power line flows. Specifically, the squared line flows are bounded by the squared magnitude of the current flow multiplied by the upper bound on the squared voltage magnitude at the corresponding terminal bus. For the line (l, m) ∈ L, the squared magnitude of the current flow is
The 
C. Grid Pruning
Even the tightest possible constraints may still admit infeasible points in the discretization (6) . The "grid pruning" algorithm described in this section often eliminates many of these infeasible points. This algorithm projects a specified point in the space of active powers and squared voltage magnitudes onto the feasible space of a convex relaxation of the OPF problem's constraints. The distance between the specified point and its projection onto the convex relaxation's feasible space provides the right hand side of an ellipse centered at the specified point. No feasible points for the OPF problem exist within this ellipse. In particular, discretization points that are within the ellipse are eliminated.
Formally, consider the optimization problem
where P • ∈ R n and V • ∈ R n are vectors of parameters specifying a point in the space of active powers and voltage 
A solution to (19) with φ γ (P • , V • , β • ) > 0 provides the right hand side of an ellipse in the space of active powers P and squared voltage magnitudes (V ) 2 that is centered at P • and (V • ) 2 with the weighting between squared voltage magnitude and active power generation described by β • :
Points satisfying (21) are infeasible for the OPF problem (5). 9 The grid pruning method in Algorithm 2 uses (21) to eliminate infeasible discretization points. Consider two discretizations of the form (6): a "dense" discretization with parameterŝ Δ P andΔ V , which is denoted by D d with pointsP • andV • , and a "sparse" discretization with parameters Δ P >Δ P and Δ V >Δ V , which is denoted by D s with points P • and V • . The dense discretization represents the feasible space of the OPF problem while the sparse discretization provides the specified points in the grid pruning algorithm. Algorithm 2 solves (19) at each point in sparse discretization. For each solution with φ γ P • , V • , β • > 0, all points in D d which satisfy (21) are infeasible and therefore eliminated. Thus, the grid pruning algorithm eliminates discretization points that are outside of the 9 If a point satisfying (21) were feasible for the OPF problem (5) , it would be included in the feasible space of the moment relaxation (19) , resulting in an objective value less than φ γ (P • , V • , β • ).
Algorithm 3: OPF Feasible Space Computation.
1: Input: OPF constraint bounds and functions, scalar γ max , vector β, dense discretization parametersΔ P andΔ V , sparse discretization parameters Δ P and Δ V 2: Tighten bounds using Algorithm 1 with relaxations up to order γ max 3: Save any resulting solutions that satisfy (16) 4: Construct dense and sparse discretizations, D d and D s , using (6) withΔ P ,Δ V and Δ P , Δ V , respectively 5: Prune D d using Algorithm 2 with γ max , β, D s , and D d 6: Save any resulting solutions that satisfy (16) 7: for each discretization point in D d do (in parallel) 8:
Solve the power flow (6) using NPHC 9:
Filter the power flow solutions satisfying all constraints (5) 10: Output: Filtered power flow solutions augmented with the rank-one solutions obtained from Algorithms 1 and 2 relaxation's feasible space and are therefore infeasible for the OPF problem.
This process is repeated for various values of the weighting parameter β • . The choice of different weighting parameters changes the shape of the ellipse (21) and can therefore result in the elimination of additional infeasible points.
Note that any solution to (19) which satisfies the rank condition (16) is feasible for the OPF problem (5) . Thus, higher-order relaxations are not required for any point in the sparse discretization that yields a solution satisfying (16) .
D. Feasible Space Computation Algorithm
Algorithm 3 describes the method for computing an OPF feasible space. First, Algorithm 1 tightens the constraint bounds and then Algorithm 2 eliminates many infeasible points within the tighter bounds. The NPHC algorithm is applied (in parallel) to solve the power flow equations corresponding to the remaining discretization points. Finally, the resulting real power flow solutions are filtered to select only those satisfying all the constraints in the OPF problem (5) .
E. Computational Details
Algorithm 3 relies on several parameters which influence a variety of trade-offs inherent to the proposed approach. This section describes these trade-offs from a practical perspective informed by numerous computational experiments.
The most important trade-off concerns the fidelity of the results versus the computational effort. This trade-off is governed by the choice of the discretization parametersΔ P andΔ V in Algorithm 3. Smaller values of these parameters result in a finer discretization with more discretization points, and thus longer computational times.
Appropriate values for the discretization parameters depend on both the specific test case and the application. For given values ofΔ P andΔ V , the number of discretization points increases with the number of generators and the range of the generators' achievable active power outputs and voltage magnitudes (cf (6) ). The bound tightening and grid pruning provided by Algorithms 1 and 2, respectively, are often effective in eliminating many infeasible points in order to improve computational tractability. However, problems that have large feasible spaces are inherently challenging. Large feasible spaces result when there are many generators, which increases the dimension of the discretization defined in (6) , and/or generators whose outputs are highly substitutable, meaning that the outputs of one generator can approximately replace the outputs of another generator with little change to the rest of the system. 10 Conversely, small feasible spaces result from problems that have few generators and/or generators whose outputs are less substitutable (i.e., fixing the outputs of some subset of generators greatly restricts the operating range of the other generators). The grid pruning in Algorithm 2 is particularly effective for cases with a low amount of substitutability among the generators' outputs.
Thus, problems with large feasible spaces necessitate larger values ofΔ P andΔ V with a corresponding reduction in fidelity. Conversely, problems with small feasible spaces can be computed with greater fidelity.
For many problems, relatively large values forΔ P andΔ V are acceptable to get a coarse representation of the feasible space that often precludes the need for finer discretizations. Moreover, a coarse representation enables several practical approaches to using Algorithm 3. With a coarse representation of the feasible space, one can "zoom into" specific regions of interest (e.g., regions near a significant non-convexity or close to an OPF solution) by modifying the limits of the OPF problem (5) and then rerunning Algorithm 3.
Another practical approach that can significantly reduce computational effort is to use a coarse discretization to identify disconnected or otherwise non-convex components of the feasible space. After identifying these components, one can construct multiple OPF subproblems where the union of the feasible spaces for each subproblem covers the feasible space of the original problem (i.e., a variant of spatial branch-and-bound). 11 After this decomposition, Algorithms 1 and 2 are often much more effective at eliminating infeasible points, such that Algorithm 3 can be executed more quickly on the subproblems as compared to the original problem. Note that this decomposition approach preserves the theoretical guarantees inherent to Algorithm 3.
Note also that tightening the limits in the OPF problem (5) results in a strict contraction of the feasible space. Thus, if one is interested in studying how changing the limits affects the feasible space, a valid approach is to solve Algorithm 3 for a modified OPF problem with enlarged limits that encompass all parameters of interest. The final filtering step can be repeatedly applied (with different limits) on the resulting feasible space without the need to rerun the rest of the algorithm. Ongoing work is applying this approach to construct challenging test cases for a chance-constrained OPF algorithm [32] .
A second trade-off regards the computational effort spent in eliminating infeasible points versus evaluating the NPHC algorithm; i.e., the effectiveness of bound tightening and grid pruning provided by Algorithms 1 and 2 relative to solving the discretization points with the NPHC algorithm. Practical experience with a variety of test cases suggests that Algorithms 1 and 2 with appropriate parameter choices (e.g., γ max = 2, β = {100, 10, 1}, Δ P ≈ 5Δ P , and Δ V ≈ 5Δ P ) can be highly effective in reducing the overall computational effort of Algorithm 3. With appropriate parameter values, the computation times for Algorithms 1 and 2 are typically less than approximately 0.5% and 5%, respectively, of the total computation times. While dependent on the specific test case, applying Algorithms 1 and 2 eliminates over 99% of the discretization points for some problems.
The use of more aggressive parameter choices can be counterproductive to the overall solution time of Algorithm 3. For instance, the first-order moment relaxation, γ max = 1, often results in a substantial improvement over the bounds specified in the original OPF test case. The second-order moment relaxation, γ max = 2, typically yields further benefits at a relatively modest computational cost. 12 However, the third-order moment relaxation, γ max = 3, comes at a substantial computational cost due to the combinatorial growth in the size of the moment and localizing matrices in (14) without consummate improvements in identifying infeasible discretization points. In other words, the second-order moment relaxation often identifies almost all of the infeasible points, with few points remaining to be eliminated by higher-order relaxations. Similarly, a logarithmic range of values (e.g., 100, 10, 1) for β, which controls the comparisons between voltage magnitudes and active power injections in (21) , captures most of the benefits of the grid pruning from Algorithm 2. Experience indicates that using additional values for β has swiftly diminishing returns. Furthermore, the effectiveness of the grid pruning algorithm is relatively insensitive to the associated sparse discretization parameters, Δ P and Δ V , with reasonable values ranging from five to ten times the corresponding dense discretization parametersΔ P andΔ V . (Numerical experience suggests that smaller systems benefit most from smaller values of Δ P and Δ V since the moment relaxations in Algorithm 2 can be solved quickly.) The relative insensitivity with respect to these parameters results from the tightness of the first-and second-order moment relaxations [11] , [30] : the marginal benefits of using additional values for β and smaller values for Δ P and Δ V are typically relevant only to a small number of discretization points near the edge of feasibility.
The potential use of alternate solution algorithms provides a third trade-off. The ability of Algorithm 3 to compute the complete feasible space (to within the specified discretization) relies on the guarantees inherent to both the NPHC algorithm and the convex relaxations. One could speed computations by replacing these algorithms with faster but potentially less robust approaches, such as a Newton-based power flow solver in place of the NPHC algorithm and a local optimization solver instead of the moment relaxations (for instance, the algorithms available in MATPOWER [58] ). 13 By sidestepping the computational limitations, this would enable application to larger systems at the cost of a potential incompleteness in the feasible space, which may be acceptable for some applications. Note that since the size of the feasible space generally grows with the system size, even less-theoretically-robust approaches will typically be intractable for large enough problems.
A final set of trade-offs regard ease of implementation and compatibility versus computational overhead. For instance, a next-generation code could tighten the moment hierarchy via augmentation with other relaxations, such as those proposed in [18] and [19] for OPF problems with explicit angle difference limits, with only a modest increase in computational difficulty. Furthermore, the current implementation of Algorithm 3 is a MATLAB-based code that repeatedly calls Bertini [43] to perform the NPHC computations. This approach is compatible with a variety of computing environments and leverages the BertiniLab package [60] , but introduces overhead. Future work includes integration with the software Paramotopy [44] to reduce overhead. Other future work aims to exploit network structure [50] - [52] to reduce the initial solution time for the parameterized NPHC algorithm.
V. EXAMPLE TEST CASES
This section applies Algorithm 3 to two small OPF test cases which have multiple local optima [1] . The five-bus system "WB5" has the one-line diagram in Fig. 1 . The voltage magnitudes in WB5 are constrained to the range |V i | ∈ [0.95, 1.05] per unit and there are no line flow limits. The nine-bus system "case9mod" has the one-line diagram in Fig. 2 . The voltage magnitudes in case9mod are constrained to the range |V i | ∈ [0.90, 1.10] per unit and limits on the apparent power line flows are 250 MVA for all lines except for (5, 6) and (6, 7), which are limited to 150 MVA, and (3, 6) , which is limited to 300 MVA. Both test cases use a 100 MVA base such that per unit normalization of the power injections and flows divides the corresponding quantities by 100.
Both WB5 and case9mod challenge a variety of optimization algorithms. Local solvers with a variety of reasonable initializations often converge to suboptimal local solutions in these problems. The SDP relaxation of [2] is not exact for either test case. Conversely, the second-order moment relaxation finds the global solution to both problems. Algorithm 3 is run for each of these systems using γ max = 2 for the bound tightening and grid pruning algorithms. The implementation uses MATLAB with YALMIP 2015.06.26 [61] and BertiniLab v.1.5 [60] , the SDP solver in Mosek 7.1.0.28, and Bertini v1.4.1 [43] . The Fusion cluster at Argonne National Laboratory was used for the NPHC computations. 14 Fig. 3 shows a projection of the feasible space for WB5 in terms of the active power generations P G 1 and P G 5 and the reactive power generation Q G 5 . The colors represent the generation cost corresponding to the specified objective function, 400P G 1 + 100P G 5 . The lower limit Q G 5 ≥ −0.30 per unit is Fig. 3 . Feasible Space for the five-bus system from [1] . The colors represent the generation cost. The gray plane shows the lower reactive power limit Q G 5 ≥ −0.30 per unit. This limit splits the feasible space into the two disconnected components which are above the gray plane. The green star shows the global solution and the blue triangle indicates a local optimum.
shown by the gray plane. The feasible space is composed of the two disconnected components that lie above this plane. The global solution is shown by the green star at (P G 1 , P G 5 , Q G 5 ) = (1.81, 2.21, −0.30) per unit. The blue triangle at (P G 1 , P G 5 , Q G 5 ) = (2.46, 0.98, −0.30) per unit denotes a local solution with an objective value that is 14.34% greater than that of the global solution.
The feasible space for WB5 shown in Fig. 3 was constructed with discretization parametersΔ P = 1 MW andΔ V = 0.001 per unit. Bound tightening (Algorithm 1) eliminated 98.65% of the points resulting from the original OPF problem's bounds. Grid pruning (Algorithm 2) using a sparse discretization with parameters Δ P = 5 MW, Δ V = 0.005 per unit, and β = 1 removed 76.46% of the remaining points in the bound-tightened problem. Thus, the bound tightening and grid pruning algorithms removed a total of 99.68% of the initial discretization points, which suggests that the bounds specified for the OPF problem poorly represent the actual feasible space. After applying the bound tightening and grid pruning algorithms, a total of 1.62 × 10 5 points were solved with the NPHC algorithm, with 76.46% of these points satisfying the OPF constraints and therefore included in the feasible space. Initial solution of the parameterized NPHC algorithm described in Section III-B required 3 s. Each subsequent NPHC solve required approximately 0.08 s. Using a single compute node, the total solution time for Algorithm 3 was 1.31 × 10 5 s (3.65 h), with 0.1% and 5.1% attributable to Algorithms 1 and 2, respectively. Fig. 4 shows a projection of the feasible space for case9mod in terms of the active power generations P G 1 , P G 2 , and P G 3 . The colors represent the generation cost in terms of the specified objective function, which has coefficients given in Table I . The feasible space has three disconnected components.
The green star at (P G 1 , P G 2 , P G 3 ) = (0.10, , 1.254, 0.570) per unit shows the global solution. The blue triangles at (P G 1 , P G 2 , P G 3 ) = (0.10, 0.648, 1.178), (1.432, 0.378, 0.10), and (1.422, 0.10, 0.388) per unit denote the three local optima, which have objective values that are 10.05%, 37.52%, Fig. 4 . Feasible Space for the nine-bus system from [1] . The colors represent the generation cost. The feasible space is split into three disconnected components by the black line, which signifies the set of points for which the limits Q G 1 ≥ −0.05, Q G 2 ≥ −0.05, Q G 3 ≥ −0.05, and |V 9 | ≥ 0.9 per unit are simultaneously binding. The green star shows the global solution and the blue triangles indicate local optima.
TABLE I GENERATION COST FUNCTIONS FOR THE NINE-BUS SYSTEM FROM [1]
Bus 500  150  2  85  120  600  3 122.5 100 335 and 38.13%, respectively, greater than that of the global optimum.
The feasible space shown in Fig. 4 is cut by the ellipse denoted by the black line. This ellipse is comprised of points for which the lower voltage magnitude constraint at bus 9 as well as the lower reactive power limits on the generators are all binding (i.e., |V 9 | 2 = (0.90) 2 , Q G 1 = Q G 2 = Q G 3 = −0.05 per unit). 15 In other words, the lower voltage magnitude and lower reactive power generation limits interact to yield a disconnected feasible space. The points in the disconnected regions of Fig. 4 correspond to generator outputs that are very different in active power but similar in reactive power.
The decomposition and "zoom in" approaches described in Section IV-E were used to construct the feasible space in Fig. 4 . Specifically, constructing the feasible space for case9mod started with a relatively coarse discretization ofΔ P = 10 MW andΔ V = 0.005 per unit to identify the three disconnected components of the feasible space. This facilitated multiple computations with Algorithm 3 for subproblems containing adjoining subregions of the original feasible space, with each subregion containing one of the three disconnected components. The bound tightening performed by Algorithm 1 was significantly more effective when applied to each subproblem, which enabled computation with a denser discretization ofΔ P = 2 MW andΔ V = 0.002 per unit. To improve fidelity near the dashed ellipse in Fig. 4 , a variety of smaller regions were considered with discretization tolerances up toΔ P = 1 MW andΔ V = 0.0005 per unit. The grid pruning algorithm used β = {100, 10, 1} and a sparse discretization with parameters Δ P = 10Δ P and Δ V = 10Δ V . Overall, the bound tightening algorithm eliminated 99.96% of the initial discretization points. The grid pruning algorithm removed 96.77% of the remaining points. Thus, the bound tightening and grid pruning algorithms removed a total of 99.9987% of the initial points in the discretization. After applying the bound tightening and grid pruning algorithms, there were 1.74 × 10 6 remaining points which were solved with NPHC (in parallel using three compute nodes). Of these, 2.55% of the NPHC solutions were feasible (i.e., passed the filtering in the last step of Algorithm 3). The initial parameterized NPHC solution required 740 s. Each subsequent NPHC solve required approximately 1.4 s. The total solution time for Algorithm 3 was 9.15 × 10 5 s (254.3 h), with 0.9% and 2.9% attributable to Algorithms 1 and 2, respectively. Observe that the system parameters in Figs. 1 and 2 are reasonable (e.g., all lines have resistance-to-reactance ratios less than one, all loads have power factors greater than 0.9, the voltage magnitudes are constrained to be near their nominal values). Despite this, the feasible spaces for the corresponding problems exhibit significant non-convexity, including disconnected components. The ability of Algorithm 3 to compute the complete feasible spaces of OPF problems with disconnected components, such as the five-and nine-bus systems in [1] , is a key advantage over alternative approaches. Due to a lack special symmetries, there are no analytic solutions for the feasible spaces as are exploited for some test cases in [1] , [24] , [33] , and the continuation approach in [23] would only identify the boundary of a single disconnected component.
Furthermore, analysis of these examples illustrates that the challenges associated with certain OPF problems are strongly related to the voltage magnitude and reactive power limits. For the five-and nine-bus systems, binding reactive power constraints result in disconnected feasible spaces. The disconnected components contain local optima that are significantly inferior to the global optima. Disconnected feasible spaces may also result from binding apparent power line flow limits [26] . Further exploring which physical characteristics which give rise to challenging feasible spaces is an important research direction that will be informed by the proposed algorithm.
VI. CONCLUSION
This paper has proposed an algorithm for computing the feasible spaces of small OPF problems. This algorithm discretizes certain of the OPF problem's inequality constraints to a set of power flow equations. The Numerical Polynomial Homotopy Continuation (NPHC) algorithm is used to reliably solve the power flow equations at each discretization point. The power flow solutions which satisfy all OPF constraints are included in the feasible space. Thus, the proposed algorithm is guaranteed to compute the entire feasible space to within a specified discretization tolerance. Bound tightening and grid pruning algorithms improve computational tractability by using convex moment relaxations to eliminate infeasible points. The proposed algorithm is demonstrated using five-and nine-bus test cases with disconnected feasible spaces.
