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Introdution généraleCe mémoire onerne l'appliation de la méthode de quasi-réversibilité à la résolution de pro-blèmes inverses. Nous nous intéressons plus partiulièrement au problème inverse de l'obstale,formalisation mathématique du problème onret suivant : on herhe à identier des "objets"(mines, ssures, avions...) ontenus dans un "milieu" (sol, poutre, air...) gouverné par une équa-tion aux dérivées partielles elliptique, et dont, le as éhéant, une partie du bord est inaessible.À ette n, on impose au milieu une solliitation (életrique, méanique, thermique...) sur la partiedu bord aessible et on mesure la réponse orrespondante sur la même partie du bord.
Le problème inverse de l'obstale est un problème géométrique : on herhe à la fois la géométriedu milieu et la solution d'une équation aux dérivées partielles dans e milieu. Dans le as plussimple où la géométrie est onnue, le problème inverse se ramène au problème de la reherhed'une solution de l'équation aux dérivées partielles elliptique par la onnaissane de données dites"surabondantes" sur une partie du bord du milieu. On a alors à résoudre un problème dit "deCauhy" elliptique. Il est bien onnu qu'un tel problème est mal posé au sens d'Hadamard, etnéessite une régularisation.La méthode de quasi-réversibilié, proposée par Jaques-Louis Lions et Robert Lattès en 19671,est une telle méthode de régularisation du problème de Cauhy. Sa aratéristique prinipale estque, ontrairement à la plupart des méthodes de régularisation, elle ne repose pas sur la résolutiond'un problème d'optimisation et s'érit d'emblée sous une forme variationnelle, diretement exploi-table numériquement par une méthode de Galerkin. Néanmoins, on onstate que ette méthoden'a été que très peu utilisée durant les années suivant la publiation de et ouvrage. Nous voyonstrois raisons prinipales à ela :1[LL67℄ 1
1. La méthode des éléments nis n'en était qu'à ses débuts à l'époque, et les autres méthodesexistantes ne permettaient pas à la méthode de quasi-réversibilité de donner sa pleine mesure,d'autant plus qu'elle repose sur la résolution d'un problème d'ordre 4.2. On ne disposait pas de la puissane de alul néessaire pour mettre en plae des méthodesréellement utilisables en pratique.3. Les années 60 voient aussi le début des reherhes sur la régularisation des problèmes malposés, inluant en partiulier le traitement de données issues de mesures, et don bruitées.Cet aspet apparaît de manière ruiale dans la méthode de quasi-réversibilité.Pendant les quarante dernières années sont apparues des méthodes éléments nis performantes,adaptées en partiulier aux problèmes d'ordre 4 (éléments nis non onformes, formulation mixte...).De plus, la puissane de alul des ordinateurs a fortement augmenté, permettant de s'attaquer àdes problèmes ave un nombre de degrés de liberté très important. Enn, nous bénéions d'unelittérature abondante dans le domaine de la régularisation des problèmes mal posés, dont le pointde départ est l'éole russe ( Andrey Nikolayevih Tyhono, Mikhaïl Alekseïevith Lavrentiev,Nikolai Aleksandrovih Morozov). Pour es raisons, nous estimons qu'il est pertinent de revisiterla méthode de quasi-réversibilité à la lumière de tous es nouveaux outils. Par ailleurs, en e quionerne le problème inverse de l'obstale, s'ajoute au aratère mal posé du problème de Cau-hy la non-linéarité liée à l'inonnue géométrique. Gérer ette inonnue peut être numériquementtrès omplexe. Les méthodes de lignes de niveau, introduites pour la première fois en 1988 dansun artile de Stanley Osher et James Albert Sethian2, orent une manière élégante de pallier lesdiultés liées à ette inonnue.L'objet prinipal de e mémoire est de proposer une nouvelle méthode de résolution du problèmeinverse de l'obstale basée sur le ouplage de la méthode de quasi-éversibilité et une méthode delignes de niveau. La prinipale aratéristique de ette méthode "par l'extérieur" est qu'elle nerepose pas sur l'optimisation d'une fontion oût, ontrairement à la plupart des méthodes delignes de niveau.La présente étude se ompose de trois parties : Première partieCette partie est onsarée à la résolution du problème de Cauhy elliptique par la méthodede quasi-réversibilité. On rappelle au hapitre 1 les prinipales aratéristiques de e problème,injetivité, non-surjetivité, non-ontinuité et stabilité onditionnelle. Les résultats sont démontrésdans le as simple de l'opérateur + k, k 2 R.Le hapitre 2 est entré sur la méthode de quasi-réversibilité. Nous y introduisons plusieursformulations de la méthode, en explorant les points forts et les faiblesses de haune. Puis, nousnous intéressons à la résolution numérique eetive du problème en dimension 2, à l'aide d'uneformulation basée sur des éléments nis non onformes. Nous démontrons théoriquement la onver-gene de la méthode éléments nis vers la solution reherhée. Des résultats numériques viennentonrmer l'eaité de la méthode.Enn, le hapitre 3 est onsaré au problème spéique de la gestion du bruit. Une nouvelleméthode basée sur le prinipe de Morozov et la dualité en optimisation est proposée. Elle permetde régulariser la donnée bruitée et de xer le paramètre de régularisation de la méthode de quasi-réversibilité. L'étude théorique de ette approhe est suivie d'une étude numérique démontrant sapertinene et son eaité.2[OS88℄ 2
 Deuxième partieNous proposons dans ette deuxième partie deux nouvelles méthodes de lignes de niveau adap-tées à la résolution du problème inverse de l'obstale ave ondition de Dirihlet. Au hapitre 4,on rappelle les prinipales aratéristiques de e problème, et on expliite l'approhe que l'on vautiliser pour le résoudre, à savoir "l'approhe par l'extérieur". L'idée est de onstruire une suited'ouverts, representés omme ensembles de niveau zéro de fontions, onvergeant vers l'obstalereherhé.Les hapitres 5 et 6 présentent deux nouvelles méthodes de lignes de niveau adaptées à etteapprohe. Contrairement aux méthodes lassiques, pour lesquelles la vitesse dépend du gradientd'une fontion oût, les vitesses de es deux méthodes dépendent expliitement de la solution duproblème extérieur. La première méthode est basée sur la résolution d'une équation de Hamilton-Jaobi, la seonde sur la résolution d'une équation de Poisson. Nous démontrons théoriquementla onvergene vers l'obstale des suites d'ouverts onstruites par es deux méthodes. Une étudethéorique des paramètres des méthodes est aussi eetuée.Enn, le hapitre 7 est onsaré à un problème prohe du problème inverse de l'obstale, àsavoir le ontrle non-destrutif de matériaux élasto-plastiques. Dans e nouveau problème, l'obs-tale reherhé n'est plus aratérisé par une ondition de Dirihlet, mais par une ondition dutype jruj = te. Nous montrons que les méthodes proposées s'adaptent failement à e nouveauproblème. Troisième partieLa troisième partie est onsarée aux aspets numériques du ouplage entre la méthode dequasi-réversibilité et les méthodes de lignes de niveaux développées aux hapitres 5 et 6, ainsiqu'à la résolution de problèmes onrets. On s'intéresse plus partiulièrement au hapitre 8 à larésolution numérique du problème inverse de l'obstale ave ondition de Dirihlet. Les prinipalesétapes numériques de la résolution sont étudiées, puis de nombreux exemples numériques mettenten évidene les points forts et point faibles des deux méthodes de lignes de niveau (équation deHamilton-Jaobi et équation de Poisson), ainsi que l'impat des diérents paramètres sur la qualitéde reonstrution de l'obstale.Enn, le hapitre 9 est onsaré aux aspets numériques propre à la problématique du ontrlenon-destrutif de matériaux élasto-plastiques. Une nouvelle fois, des simulations numériques dé-montrent l'eaité de "l'approhe par l'extérieur". AnnexesTrois annexes viennent ompléter ette étude. La première est onsarée à des rappels théoriquessur les équations de Hamilton-Jaobi, qui interviennent dans la méthode développée au hapitre5. On y présente les prinipaux résultats d'existene et d'uniité utiles à notre étude, ainsi qu'unrésultat réent onernant la déroissane du gradient de la solution de l'équation en fontion dutemps.L'annexe B est onsarée aux aspets géométriques apparaissant dans notre étude, prinipa-lement à des rappels onernant la notion de régularité du bord d'un ouvert, et sur la notion dedistane, en partiulier la distane de Hausdor, qui joue un rle primordial dans les résultats deonvergene de nos méthodes de lignes de niveau.Enn, l'annexe C est la reprodution d'un rapport de reherhe onsaré aux questions destabilité des problèmes de Cauhy dans des domaines à bords lipshitziens. Ce travail a depuis faitl'objet d'un artile paru dans la revue Appliable Analysis en 20103.3[BD10b℄ 3
Cette étude a mené aux publiations suivantes : About stability and regularization of ill-posed ellipti Cauhy problems : the ase ofLipshitz domains, L. Bourgeois & J. Dardé, Appliable Analysis, iFirst, vol.24, 2010. A quasi-reversibility approah to solve the inverse obstale problem, L.Bourgeois &J.Dardé, Inverse Problems and Imaging, p.351-377, vol.4, n°3, 2010. A duality-based method of quasi-reversibility to solve the Cauhy problem in the preseneof noisy data, L.Bourgeois & J.Dardé, Inverse Problems, vol. 26, 2010.Projet de publiation : About identiation of defe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Première partieProblème de Cauhy elliptique etméthode de quasi-réversibilité
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Chapitre 1Problème de Cauhy elliptique mal poséIntrodutionNous nous intéressons dans e hapitre aux problèmes de Cauhy pour des équations auxdérivées partielles elliptiques. Un exemple typique de es problèmes est le suivant : on se donne 
un ouvert borné onnexe de Rd, et   une partie de sa frontière.
Exemples de onguration.On suppose que le phénomène que l'on étudie est régi par une équation de Laplae : u = 0dans le milieu. On impose alors un "ux" g1 sur  , et on mesure la valeur g0 de la fontion uorrespondante sur  . u vérie don8>><>>: u = 0 dans 
u = g0 sur  u = g1 sur   ( normale extérieure à 
):Le problème de Cauhy onsiste alors à trouver u onnaissant (g0; g1).Cette problématique se trouve dans divers domaines sientiques et d'ingénierie : prospetionou inspetion thermique ou életrique, imagerie géophysique ou médiale... Nous allons dans ehapitre nous intéresser aux aratéristiques mathématiques des problèmes de Cauhy elliptiques :uniité, non existene, non ontinuité par rapport aux données, stabilité onditionnelle.Sommaire1.1 Uniité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91.2 Non ontinuité, non surjetivité . . . . . . . . . . . . . . . . . . . . . . . . 131.3 Stabilité onditionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
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 un ouvert onnexe et borné de Rd. On introduit l'opérateur suivant :Pu := dXi;j=1 xiaij uxj + uave aij 2W 1;1(
) et  2 L1(
). On voit failement que si u 2 H1(
), on a Pu 2 H 1(
), et siu 2 H2(
), Pu 2 L2(
). On dénitH1(
; P ) := nv 2 H1(
) j Pv 2 L2(
)o :On a diretement H2(
)  H1(
; P )  H1(
).Propriété 1.1 H1(
; P ), muni du produit salaire (u; v)H1(
;P ) := (u; v)H1(
) + (Pu; Pv)L2(
),est un espae de Hilbert.Preuve : il est diret que (:; :)H1(
;P ) est un produit salaire sur H1(
; P ). Il reste à vérier que H1(
; P ) estomplet pour e produit salaire.Soit don une suite un d'éléments de H1(
; P ) de Cauhy pour la norme k:kH1(
;P ). Alors un est une suite deCauhy dans H1 et Pun est une suite de auhy dans L2, puisque kun   umkH1(
)  kun   umkH1(
;) etkPun PumkL2(
)  kun umkH1(
;). Or H1 et L2 sont deux espae de Banah1. Il existe don u 2 H1(
)et v 2 L2(
) tels que un n!1    !H1 u; Pun n!1    !L2 v:Soit ' 2 C1 (
). On ahPu; 'i = Z
 Xi;j aij uxj 'xi +  u' dx = limn!1 Z
 Xi;j aij unxj 'xi +  un 'dx:Or   Z
Xi;j aij unxj 'xi +  un 'dx = Z
 Pun 'dx n!1    ! Z
 v ' dx:On a don Pu = v 2 L2(
), d'où u 2 H1(
; P ) et un n!1     !H1(
;P ) u.
On a2 leLemme 1.1 soit 
 ouvert onnexe borné de Rd,   une partie lipshitzienne3 de sa frontière, le veteur normal sortant à 
4. Alors 8u 2 H1(
; P ), uP := dXi;j=1 aij uxj i 2 H 1=2( ). Deplus, l'appliation u 2 H1(
; P ) 7! uP 2 H 1=2( ) est ontinue et surjetive.On a la formule de Green suivante5 :Lemme 1.2 - formule de Green : soit 
 ouvert borné onnexe de Rd à frontière lipshit-zienne,  le veteur normal sortant à 
. Alors 8(u; v) 2 H1(
; P )H1(
),dXi;j=1 Z
 xi  aij uxj! v + aij uxj vxi dx! = h uP ; viH 1=2;H1=2 :1f théorème IV.8 p.57 et proposition IX.1 p.150 de [Bre05℄2f lemme 2.2 p.131 de [Kav℄3pour la dénition de ette notion, se reporter à l'annexe B p.1914qui est déni presque partout sur  , f lemme 4.2 p.88 de [ND67℄5f [LM68℄ ou [ND67℄
1.1. UNICITÉ 9Le problème de Cauhy pour et opérateur se formule de la manière suivante :Problème [Cauhy℄ : trouver u 2 H1(
) tel que8><>: Pu = f 2 L2(
)u = g0 2 H1=2( )P u = g1 2 H 1=2( )Ce problème est mal posé (au sens d'Hadamard) : on sait qu'il peut ne pas avoir de solution.De plus, si une solution existe, elle ne dépend pas ontinûment de la donnée (f; g0; g1). Néanmoins,si l'opérateur P vérie une propriété de prolongement unique, alors ette solution est unique. Nouspouvons énoner la propriété suivante6 :Propriété 1.2 - propriété de prolongement unique : supposons qu'il existe  > 0 t.q.Pdi;j=1 aij(x)ij  jj2; pour presque tout x 2 
; 8 2 Rd (strite elliptiité de l'opérateurP ). Alors si u 2 H1(
) vérie Pu = 0 dans 
, et si il existe !  
 ouvert non vide tel queu  0 sur !, on a u  0 sur 
.Si l'opérateur P vérie les hypothèses de la propriété préédente (qui ne sont que des onditionssusantes pour avoir la propriété de prolongement unique), on aura automatiquement uniité dela solution du problème de Cauhy pour P .Nous allons montrer es propriétés (prolongement unique, uniité, non ontinuité, non exis-tene) pour l'opérateur P :=  + k, k 2 R (on a ii aij := Æij et  := k). Nous verrons égalementles propriétés de stabilité onditionnelle pour et opérateur. On prend ainsi en ompte l'opérateurde Laplae et l'opérateur de Helmoltz.1.1 UniitéPour k 2 R, on dénit P := v 2 H1(
;) 7! Pv = v + kv 2 L2(
). Le problème de Cauhypour et opérateur onsiste, pour (g0; g1; f) 2 H1=2( ) H 1=2( )  L2(
), à trouver u 2 H1(
)t.q. 8><>: u+ k u = f 2 L2(
)u = g0 2 H1=2( )u = g1 2 H 1=2( )Nous allons montrer que e problème admet au plus une solution. Pour ela, omme annonépréédemment, nous allons démontrer une propriété de prolongement unique pour l'opérateur+ k. Nous allons avoir besoin de l'inégalité des trois sphères, dont une preuve peut être trouvéedans le rapport de reherhe reporté en annexe7 ou dans [BD10b℄.Propriété 1.3 - inégalité des trois sphères : soit x 2 
 et 0 < r0 < r1 < r2 vériantB(x; r2)  
. Il existe C > 0, s > 0 t.q. 8u 2 H1(
;),kukH1(B(x;r1))  C(kPukL2(B(x;r2)) + kukH1(B(x;r0))) ss+1 kuk 1s+1H1(B(x;r2))On a aussi besoin du résultat suivant, qui est démontré dans [Sh91℄ (théorème 2.9.10 p 256) :6'est une onséquene du théorème 4.2 de [LL09℄7annexe C
10 CHAPITRE 1. PROBLÈME DE CAUCHY ELLIPTIQUE MAL POSÉPropriété 1.4 - théorème du passage des douanes : si E est un espae vetoriel topolo-gique, A une partie de E, tout hemin joignant un point de l'intérieur de A à un point del'extérieur de A renontre néessairement la frontière de A.Prolongement uniqueThéorème 1.1 - prolongement unique : soit u 2 H1(
) vériant Pu = 0 dans 
 et t.q. ilexiste un ouvert !  
, j!j 6= 0, t.q. u  0 dans !. Alors u  0 dans 
.On propose deux manières de démontrer e théorème, la première () utilisant la onnexitépar ars, la seonde (|) la onnexité de 
8 :Preuve  : soit x 2 !. Notons max = d(x; 
). On a B(x; max)  
. Pour tout , 0 <  < max, on au  0 dans B(x; ). En eet, puisque x 2 ! ouvert, il existe 0 t.q. B(x; 0) soit ontenue dans !, et don u  0dans B(x; 0). On en déduit diretement que 8; 0 <   0, u  0 dans B(x; ).Soit maintenant  t.q. 0 <  < max. On a Pu  0 dans B(x; max). Il sut alors d'appliquer la proposition1.3 ave r0 = 0, r1 =  et r2 = max, et on obtient u  0 dans B(x; ).Soit y 2 
. Nous allons montrer que il existe d(y) > 0 t.q. u  0 sur By = B(y; d(y)). Comme 
 est ouvertonnexe, il est onnexe par ars9. Il existe don une appliation ontinue  : t 2 [0; 1℄ 7! (t) 2 
 t.q. (0) = xet (1) = y.Nous allons tout d'abord montrer qu'il existe d > 0 t.q. 8t 2 [0; 1℄ ;B((t); d)  
. Supposons que e ne soit pasle as. Alors, pour tout n 2 N, il existe (zn; tn) 2 
 [0; 1℄ t.q. d(zn; (tn))  1n . Comme 
 [0; 1℄ est unfermé borné de Rd+1, on peut extraire une sous-suite (zn0 ; tn0) qui onverge vers (z; t) 2 
[0; 1℄. Par dénition,(t) 2 
. Mais par ontinuité, d(zn0 ; (tn0)) n0!1    ! d(z; (t)), et par dénition, d(zn0 ; (tn0)) n0!1    ! 0. On endéduit que z = (t), d'où (t) 2 
, et don (t) =2 
. Contradition.Soit maintenant 0 <  < d. On dénit la suite (xn)n2N par :8>><>>: x0 = x8n 2 N; xn+1 =8<: y si y 2 B(xn; )(tn+1), où tn+1 = supTn;Tn = ft 2 [0; 1℄ j (t) 2 B(xn; =2)g sinonLa suite (xn)n2N est bien dénie. En eet, pour n 2 N, si y =2 B(xn; ), alors la propriété 1.4 montre que Tn estnon vide. tn+1 est bien déni, tn+1 2 [0; 1℄, et don xn+1 est bien déni.Montrons que, pour tout n 2 N, u  0 sur B(xn; ). Cette propriété est vraie pour n = 0, ar  < d, etB(x; d) 2 
) d < max. Supposons maintenant qu'il existe n 2 N tel que u  0 sur B(xn; ). Si y 2 B(xn; ),alors u  0 sur B(xn+1 = y;    d(xn; y)). En appliquant la propriété 1.3 ave r0 =    d(xn; y), r1 =  etr2 = d, on obtient u  0 sur B(xn+1; ).Supposons maintenant que y =2 B(xn; ). Par dénition de la borne supérieure, il existe sp 2 Tn t.q. sp p!1   !tn+1. Par ontinuité de , (sp) p!1   ! (tn+1) = xn+1, et omme B(xn; 2 ) est fermé, xn+1 2 B(xn; 2 ). Ona don u  0 sur B(xn+1; =2), et on onlut en appliquant la propriété 1.3 ave r0 = =2, r1 =  et r2 = d.Il ne reste plus qu'à montrer qu'il existe n 2 N t.q. xn = y. Si e n'était pas le as, on onstruirait une suite(tn)n2N 2 [0; 1℄N roissante et borné, don onvergente vers t1 2 [0; 1℄, ave 8n 2 N; tn  t1. Mais parontinuité de , (tn) n!1    ! (t1), il existe don n 2 N t.q. (t1) 2 B(xn; =2). D'après la propriété 1.4, ilexiste s 2 ℄t1; 1℄ t.q. (s) 2 B(xn; =2). Don tn+1 = supTn  s > t1. Contradition.8les notions de onnexité et de onnexité par ars sont équivalentes pour les ouverts de Rd, voir [Cha97℄ parexemple9f proposition 1.8.2 (iv) p.54 de [Cha97℄
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Constrution de la suite de boules. En rouge, le hemin  relie les points x et y.Il ne reste plus qu'à montrer que u est nulle sur 
. Soit K un ompat, K  
. On a K  Sy2K By. Nousavons un reouvrement d'ouverts deK, nous pouvons en extraire un sous-reouvrement ni :K  Sn2f1:::Ng Byn.On en déduit : ZK juj2dx  NXn=1 ZByn juj2dx = 0) u  0 sur KComme u 2 L2(
), il existe10 ('n)n2N 2 C1 (
) t.q. 'n n!1    !L2(
) u . Notons Kn le support de 'n (Kn  
).On a vu que u  0 sur Kn, don RKn 'n u dx = 0. D'où :0 = ZKn 'n u dx = Z
 'n u dx n!1    ! Z
 juj2 dx) u  0 sur 

Preuve | : posons A := supp(u) \
. Par dénition, A est un ouvert non vide (!  A). Nous allons montrerque A est fermé dans 
. Soit x 2 A \ 
. Comme x 2 
, on a Æ = d(x; 
) > 0. Comme x 2 A, il existey 2 A t.q. y 2 B(x; Æ2 ). Comme y 2 A, il existe Æ0, 0 < Æ0 < Æ2 , t.q. u  0 sur B(y; Æ0). On a de plusB(y; Æ2 )  B(x; Æ)  
.Soit maintenant ~Æ t.q. jx   yj < ~Æ < Æ2 , et Æ = ~Æ   jx  yj > 0. De deux hoses l'une : soit ~Æ  Æ0, et dans eas, on a B(y; ~Æ)  B(y; Æ0)  A, soit ~Æ > Æ0, et en appliquant la propriété 1.3 ave pour entre y, r0 = Æ0,r1 = ~Æ et r2 = Æ2 , on obtient u  0 sur B(y; ~Æ). Comme B(x; Æ)  B(y; ~Æ), on a dans les deux as u  0 surB(x; Æ)) x 2 A.On a don montré que A est ouvert et fermé dans 
 onnexe, et A est non vide. On a don11 A = 
, e qui estéquivalent à u  0 sur 
 .
UniitéComme dit en introdution, la propriété de prolongement unique entraîne l'uniité de la solutiondu problème de Cauhy. On va avoir besoin de la formule de Green, qui s'érit très simplementdans le as du laplaien12 :Lemme 1.3 - formule de Green : soit 
 un ouvert borné de Rd à frontière lipshitzienne.Soit (u; v) 2 H1(
;)H1(
). On a :Z
uv dx+ Z
ru:rv dx = hu; viH 1=2(
);H1=2(
)10théorème 2.19 p.31 de [AF75℄11par dénition de la onnexité, voir dénition 2.9.1 p.253 de [Sh91℄12pour une preuve de la formule de Green dans le as du laplaien, voir par exemple théorème 2.4 p.27 + orollaire2.6 p.28 de [GR86℄
12 CHAPITRE 1. PROBLÈME DE CAUCHY ELLIPTIQUE MAL POSÉThéorème 1.2 - uniité de la solution du problème de Cauhy : soit 
 un ouvert bornéde Rd,    
 une partie ouverte, de mesure non nulle et lipshitzienne de la frontière de
. Soit k 2 R. Soit u 2 H1(
) vériant :8><>: u+ k u = 0 dans 
u = 0 sur  u = 0 sur  Alors u  0 dans 
.Preuve : on a u =  k u 2 L2(
) ) u 2 H1(
;). Soit x0 2  , et  un ouvert à frontière lipshitzienne,x0 2  t.q.  := 
\ soit à frontière lipshitzienne et \ 
    (f propriété B.1 de l'annexe B, p.192 ). Onpose ~
 = 
 [ .
On pose : ~u =  u dans 
0 dans  n 
 . On a ~u 2 L2(~
).Soit ' 2 C1 (), et i 2 f1; :::; dg. On a :h ~uxi ; 'iD0();D() =  h~u; 'xi iD0();D() =   Z ~u 'xi dx =   Z u 'xi dxComme u 2 H1(), et  est à frontière lipshitzienne, on obtient :h ~uxi ; 'iD0();D() = Z uxi'dx  Z u'id = Z uxi'dxar u = 0 sur   et ' = 0 sur  n  . On en déduit ~u 2 H1(). De même :h~u; 'iD0();D() = h~u;'iD0();D() = Z ~u'dx = Z u'dxComme u 2 H1(;), on peut utiliser la formule de green du lemme 1.3, et on obtient :Z u'dx =   Zru:r'dx+ Z u' d = Zu'dx  hu ; 'iH 1=2();H1=2()Or hu ; 'iH 1=2();H1=2() = hu ; 'iH 1=2( );H1=2( ) = 0 ar ' = 0 sur n , et u = 0 sur  . On a don :h~u; 'iD0();D() = Zu'dx = Z ( k u)'dx = Z ( k ~u)'dxd'où nalement ~u =  k~u dans , et ~u 2 H1(;).Finalement, on a ~u 2 H1(;), vérie P ~u = 0 dans , et il existe ! :=  n 
   tel que ~u  0 sur !. Enappliquant le théorème 1.1, on obtient ~u  0 dans , et don u  0 dans . On a alors Pu = 0 dans 
 et u  0dans . On peut appliquer de nouveau le théorème 1.1 dans 
 ave ! := , et on obtient u  0 dans 
.

1.2. NON CONTINUITÉ, NON SURJECTIVITÉ 131.2 Non ontinuité, non surjetivitéNous savons maintenant que le problème de trouver u 2 H1(
) vériant8><>: u+ ku = f 2 L2(
)u = g0 2 H1=2( )u = g1 2 H 1=2( )admet au plus une solution. Nous allons maintenant montrer que ette solution ne dépend pasontinûment du triplet (f; g0; g1). Nous en déduirons la non surjetivité de l'opérateur A : u 2H1(
;) 7! (uj ; uj ;u+ ku) 2 H1=2( )H 1=2( )  L2(
).Non ontinuitéHadamard a montré dès 1902 [Had02℄ que la fontion (si elle existe) vériant8><>: u = f 2 L2(
)u = g0 2 H1=2( )u = g1 2 H 1=2( )ne dépend pas ontinument de (f; g0; g1). Pour ela, il mit en évidene un ontre-exemple endimension 2, que nous modions (très légèrement) ii pour l'adapter au as de l'opérateur + k.On pose 
 = ℄0; [  ℄0; [  R2,   = f0g  ℄0; [. Pour n 2 N, n > pjkj, on pose :un(x; y) = 1n2 sin(ny) sinh(pn2   k x)Il est faile de vérier que un + k un = 0, unj  = 0 et unj  =   1n2pn2   k sin(ny) pour toutn. On a don : kunj kH 1=2( )  kunj kL2( ) = r2 pn2   kn2 n!1   ! 0et kunkH1(
;)  kunkL2(
)= p4 epn2 kn2 4pn2   kq1  e 4pn2 k   4pn2   k e 2pn2 k n!1   ! 1Il ne peut don pas exister de onstante C > 0 telle quekukH1(
;)  C[ku+ k ukL2(
) + kukH1=2( ) + kukH 1=2( )℄:Non surjetivitéPropriété 1.5 A n'est pas surjetif.Preuve : supposons que A soit surjetif. Alors A est bijetif et ontinu de H1(
;) dans Y := H1=2( ) H 1=2( )  L2(
), qui sont deux espaes de Banah. On en déduit (onséquene du théorème de l'appliationouverte13) que A 1 est ontinue, e qui entraîne l'existene de C > 0 t.q. kukH1(
;)  CkAukY . Or on vientde voir qu'une telle onstante n'existe pas. Contradition.
Le aratère mal posé du problème de Cauhy vient don de la non-existene d'une solution pourertaines données. La non-ontinuité par rapport à la donnée implique en partiulier des diultésau niveau de la résolution numérique du problème, et oblige à le régulariser. Nous aborderons etteproblématique au prohain hapitre.13f orollaire II.6 p.19 de [Bre05℄
14 CHAPITRE 1. PROBLÈME DE CAUCHY ELLIPTIQUE MAL POSÉ1.3 Stabilité onditionnelleNous venons de voir que les problèmes de Cauhy elliptiques sont mal-posés, et très instables :on ne peut pas ontrler la norme de l'éventuelle solution de [Cauhy℄ par la norme de la donnéedu problème, et le ontre-exemple d'Hadamard montre que la norme de la solution peut exploserquand bien même la norme des données tendrait vers zéro. Une question naturelle est de savoir sion peut quantier ette instabilité. La réponse nous est donnée par les résultats de stabilité pourles problèmes de Cauhy elliptiques.Pour un problème de Cauhy, l'uniité nous dit que si Pu = 0 dans 
 et u = P u = 0 sur  ,alors u = 0 dans 
. La stabilité onsiste à montrer que si kPuk, kuj k et kP uj k sont "petits",'est-à-dire que leur somme est plus petite qu'un ertain Æ > 0 "petit", alors kuk est plus petitequ'une ertaine fontion f(Æ) vériant f(Æ) Æ!0   ! 0, à la ondition de se donner une borne sur udans une norme plus ne que la norme naturelle.On se donne 
 un ouvert borné de Rd de frontière C1;1,   une partie de 
. On pose P := +k,k 2 R.On a alors le résultat de stabilité suivant14 :Théorème 1.3 pour tout  2 ℄0; 1[, il existe C > 0 tel que pour toute fontion u 2 H2(
) quivérie kukH2(
) M; kPukL2(
) + kukH1( ) + kukL2( )  Æ;on a kukH1(
)  C M(ln(M=Æ)) :La borne supérieure  = 1 ne peut pas être améliorée dans ette estimation. Elle dépend de larégularité du bord : supposons don que le bord de   n'est plus C1;1, mais juste lipshitzien. Onsuppose que   reste une partie C1;1 de e bord. On sait alors qu'il existe  2 0; 2  tel que 
vérie la propriété du -ne15. On dénit0() := supx>0 12 sin() (1  e x)p1 + x  sin() :On suppose également que k n'est pas valeur propre de l'opérateur   dans 
. On a alors les deuxthéorèmes suivants, dont les preuves se trouvent dans [BD10b℄, artile que nous avons reporté enannexe, et dans lequel on trouve des expérienes numériques en aord ave les résultats i-dessous.Théorème 1.4 pour  2 [0; 1℄, pour tout  2 ℄0; (1 + )0()=2[, il existe C, Æ0 tels que pourtout Æ 2 ℄0; Æ0[, pour tout u 2 C1;(
) vériant u 2 L2(
) etkukC1;(
) M; kPukL2(
) + kukH1( ) + kukL2( )  Æave M > 0 onstante, on a kukH1(
)  C M(ln(M=Æ)) :Si nous ne supposons pas   C1;1, l'estimation reste vraie pour les fontions u vériantu = u = 0 sur  , toutes hoses égales par ailleurs.14voir [Bou10℄15voir la dénition B.2 et le théorème B.1 p.192
1.3. STABILITÉ CONDITIONNELLE 15Théorème 1.5 en dimension 2 (resp. en dimension 3), pour tout  2 ℄0; 0()=2[ (resp. 2 ℄0; 0()=4[), il existe C et Æ0 tels que pour tout Æ 2 ℄0; Æ0[, pour toute fontion u 2 H2(
)qui vérie kukH2(
) M; kPukL2(
) + kukH1( ) + kukL2( )  Æave M > 0 onstante, on a kukH1(
)  C M(ln(M=Æ)) :Si nous ne supposons pas   C1;1, l'estimation reste vraie pour les fontions u vériantu = u = 0 sur  , toutes hoses égales par ailleurs.Remarque : es résultats ont pour onséquene l'uniité de la solution du problème de Cauhy dansC1; et H2.Remarquons que lorsque  tend vers 2 , 'est-à-dire quand la frontière de 
 se rapprohe d'unerégularité C1;1, on a 0() qui tend vers 1. On retrouve ainsi l'estimation de stabilité du théorème1.3 pour une fontion C1;1(
)  H2(












0 π/16 π/8 3π/16 π/4 5π/16 3π/8 7π/16 π/20() pour  2 0; 2 .On voit que la dépendane de u vis-à-vis de Pu, sa trae et sa trae normale est logarithmique,e qui est aratéristique du aratère mal posé du problème. Remarquons que es résultats sontdes résultats de stabilité onditionnelle, on obtient une estimation de la norme H1 si l'on saitborner une norme plus ne. Ces résultats nous serviront à obtenir une vitesse de onvergene denotre méthode de résolution du problème de Cauhy.
16 CHAPITRE 1. PROBLÈME DE CAUCHY ELLIPTIQUE MAL POSÉ
Chapitre 2La méthode de quasi-réversibilitéIntrodutionDans e hapitre, nous allons nous intéresser à la résolution de problèmes de Cauhy elliptiques.L'exemple le plus simple de tels problèmes est elui onernant l'opérateur laplaien : on se donne
 ouvert borné onnexe de Rd, de frontière 
 que l'on supposera susamment régulière. On note la normale sortante à 
. On pose    
 et    
 deux parties ouvertes non vides de 
vériant   \   = ;,   [   = 
.
Congurations géométriques possibles.Problème [Cauhy℄ : pour (g0; g1) 2 H1=2( )H 1=2( ), trouver u 2 H1(
) vériant8><>: u = 0 dans 
u = g0 sur  u = g1 sur  :Nous avons vu au hapitre préédent que e problème admet au plus une solution. On peut donlégitimement essayer de trouver ette éventuelle solution. Nous avons aussi vu que e problème estmal posé, et très instable. Cette instabilité théorique entraîne une forte instabilité numérique. Ilest dès lors néessaire de régulariser le problème [Cauhy℄, si l'on veut onstruire des méthodesnumériques de résolution robustes.Il existe de nombreuses méthodes de régularisation adaptées au problème [Cauhy℄. Une grandefamille de méthodes repose sur une approhe inspirée du ontrle optimal : la minimisation d'unefontionnelle en prenant des fontions de   omme paramètre de minimisation. Jaques-LouisLions dans [Lio68℄ est à notre onnaissane un des premiers à avoir étudier théoriquement uneméthode de e type1, et Jaques Blum l'a utilisée dans des problèmes d'identiation de plasma2.1voir les parties 5.3 p.85 et 6.2 p.88 de [Lio68℄2[Blu89℄ 17
18 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉIllustrons es méthodes ave l'exemple de la fontionnelle de Kohn-Vogelius : introduite initialementdans [KV85℄ pour un problème d'identiation de paramètre, et dans [LL83℄ dans le adre del'estimation a posteriori de maillage, elle peut également être utilisée pour résoudre le problème[Cauhy℄ ([BF05℄, [ABF06℄). L'intérêt de ette fontionnelle par rapport aux fontionnelles oûtsintroduites antérieurement, notament elle introduite dans [Lio68℄, est qu'elle permet de traitersymétriquement la donnée de Dirihlet g0 et la donnée de Neumann g1.Remarquons tout d'abord que l'on peut sans perte de généralité supposer g0 = 03. On pose lesdeux problèmes suivants :Problème [D℄ : pour  2 H1=200 ( ) := n 2 H1=2( ) j 9v 2 H1(
); vj  = 0; vj  = o, trouveruD() 2 H1(
) t.q. 8><>: uD() = 0 dans 
uD() = 0 sur  uD() =  sur  :Problème [N℄ : pour  2 H1=200 ( ), trouver uN () 2 H1(
) t.q. 8><>: uN() = 0 dans 
uN() = g1 sur  uN() =  sur  :Ces deux problèmes sont bien posés. Remarquons alors que si l'on trouve  2 H1=200 tel que(uD()j ; uD()j ) = (uN ()j ; uN()j )on aura alors (uD()j ; uD()j ) = (0; g1); uD() = 0 dans 
d'où uD() = u = uN () par uniité de la solution du problème [Cauhy℄. L'idée est don deminimiser l'éart entre uD() et uN (), 'est-à-dire la fontionnelle de Kohn-Vogelius :FKV :=  2 H1=200 ( ) 7! 12 Z
 jruD() ruN()j2 dx:S'il existe une solution u au problème [Cauhy℄, alors il existe un unique  2 H1=200 ( ) tel queFKV () = 0, et don u = uD(). Tout l'enjeu est alors de parvenir à minimiser la fontionnelle deKohn-Vogelius.D'autres méthodes basées sur le ontrle optimal existent. Citons notament l'artile [CDJP01℄,où est présentée une méthode de résolution du problème [Cauhy℄ basée sur des résolutions su-essives de problèmes d'optimisation régularisés, le terme de régularisation tendant vers 0 au furet à mesure des itérations. La suite ainsi onstruite onverge vers la solution du problème.Dans ette étude, nous avons utilisé une autre méthode de régularisation de problèmes ellip-tiques : la méthode de quasi-réversibilité, introduite pour la première fois par Lattès et Lions en1967 [LL67℄4. Elle repose sur la onstatation suivante : si avoir sur une même partie du bordla donnée de Dirihlet et de Neumann pour un problème elliptique d'ordre 2 (typiquement avel'opérateur laplaien) est une diulté, un tel ouple peut en revanhe être vu omme une ondi-tion aux limites de Dirihlet pour un problème elliptique d'ordre 4 (typiquement un bi-laplaien).L'idée est alors de régulariser le problème de Cauhy par une famille de problèmes variationnels3omme g0 2 H1=2( ), il existe R(g0) 2 H1(
) t.q. R(g0)j  = g0. On pose alors û l'unique fontion de H1(
)vériant û = 0 dans 
 et û = R(g) sur 
. On voit alors que ~u = u  û, où u est l'éventuelle solution de [Cauhy℄,vérie ~u = 0 dans 
, ~u = 0 sur   et  ~u = g1   û sur  .4l'appliation de la méthode de quasi-réversibilité à des problèmes de Cauhy elliptiques ne onstitue qu'unepetite partie de [LL67℄, où elle est utilisée pour résoudre de nombreux autres types de problèmes mal posés
19elliptiques d'ordre 4 bien posés dépendant d'un paramètre de régularisation ", dont les solutions u"tendront vers la solution du problème de Cauhy lorsque " tendra vers 0. Cette méthodologie traitesymétriquement les données de Cauhy g0 et g1, et, une fois les problèmes d'ordre 4 disrétisés,fournit la solution approhée u" en une unique résolution de système linéaire (soit en une uniqueinversion de matrie).Dans e hapitre, nous étudions plusieurs formulations de la méthode de quasi-réversibilité,avant de nous intéresser à sa disrétisation par éléments nis.Sommaire2.1 Diérentes formulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202.1.1 Formulation dans H1(
; P ) . . . . . . . . . . . . . . . . . . . . . . . . . . . 202.1.2 Formulation mixte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232.1.3 Formulations dans H2(
) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252.2 Résolution numerique dans un domaine polygonal de R2 . . . . . . . . . 292.2.1 Méthode [QR℄ dans un polygone de R2 . . . . . . . . . . . . . . . . . . . . 292.2.2 Disrétisation du problème [QR℄ . . . . . . . . . . . . . . . . . . . . . . . . 312.2.3 Convergene de la méthode éléments nis . . . . . . . . . . . . . . . . . . . 362.2.4 Calul des matries élémentaires . . . . . . . . . . . . . . . . . . . . . . . . 422.2.5 Appliations numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42Problème de CauhySoit 
 un ouvert borné de Rd,   une partie lipshitzienne de sa frontière. On se donne (g0; g1) 2H1=2( )  H 1=2( ). On se donne aij 2 W 1;1(
) pour i; j 2 f1:::dg, et  2 L1(
). On dénitalors l'opérateur P : u 2 H1(
) 7! dXi;j=1 xiaij uxj!+  u 2 H 1(
):On note H1(
; P ) := v 2 H1(
) j Pv 2 L2(
)	. On rappelle que l'appliationu 2 H1(
; P ) 7! dXi;j=1 aij uxj i 2 H 1=2( )est ontinue et surjetive. On suppose que P vérie les hypothèses de la propriété 1.2 p.9.Nous nous intéressons au problème de Cauhy suivant :Problème [Cauhy℄ : pour (g0; g1) 2 H1=2( )H 1=2( ), trouver u 2 H1(
; P ) vériant :8><>: Pu = 0 dans 
u = g0 sur  P u = g1 sur  On sait (voir hapitre préédent) que e problème admet au plus une solution u. Comme il est malposé (la solution éventuelle ne dépend pas ontinûment des données), il faut le régulariser pourpouvoir le résoudre numériquement.
20 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉ2.1 Diérentes formulations2.1.1 Formulation dans H1(
; P )On dénit les espaes fontionnelsV := nv 2 H1(
; P ) j vj  = g0 et P vj  = g1o V0 := nv 2 H1(
; P ) j vj  = P vj  = 0o :Il est intéressant de noter que si V0 est non vide, puisque C1 (
)  V0, il est possible que V soitvide. En eet, on a laPropriété 2.1 l'appliation u 2 H1(
; P ) 7! (u; P u) 2 H1=2( ) H 1=2( ) n'est pas surje-tive.Preuve : on va d'abord s'intéresser à la fontion g0 : x 2 ℄ 1; 1[ 7! px si x > 0, 0 sinon. On a trivialementg0 2 L2(℄ 1; 1[), et g0 =2 H1(℄ 1; 1[), e qui implique g0 =2 H3=2(℄ 1; 1[). Nous allons montrer que g0 2H1=2(℄ 1; 1[). Pour ela, nous allons utiliser la aratérisation de H1=2(℄ 1; 1[) suivante5 :H1=2(℄ 1; 1[) = g 2 L2(℄ 1; 1[) j Z 1 1 Z 1 1 jg(x)  g(y)j2jx  yj2 dy dx <1 :On est don amené à alulerZ 1 1 Z 1 1 jg0(x)  g0(y)j2jx  yj2 dy dx = Z 10 Z 10 jpx pyj2jx  yj2 dy dx+ Z 0 1 Z 10 yjx  yj2 dy dx+ Z 10 Z 0 1 xjx  yj2 dy dxTout d'abord, on aZ 0 1 Z 10 yjx  yj2 dy dx =Z 0 1 Z 10 y   x+ x(y   x)2 dy dx=Z 0 1 Z 10 1(y   x) + x(y   x)2 dy dx=Z 0 1 ln(y   x)  xy   x10 dx=Z 0 1ln(1  x)  ln( x)  x1  x   1 dx = ln(2):On a alors, par Fubini6, Z 10 Z 0 1 xjx  yj2 dy dx = ln(2):Reste à estimer le dernier terme : remarquons que (x  y)2 = (px py)2 (px+py)2. On a donZ 10 Z 10 jpx pyj2jx  yj2 dy dx = Z 10 Z 10 dy(px+py)2 dx:Utilisons ensuite le fait que (px+py)2  x+ y, e qui nous donneZ 10 Z 10 dy(px+py)2 dx  Z 10 Z 10 dyx+ y dx = Z 10 lnx+ 1x  dx = 2 ln(2):5f théorème 7.48 p.214 de [AF75℄, ou dénition (3.48) p.81 de [ND67℄6théorème IV.5 de [Bre05℄
2.1. DIFFÉRENTES FORMULATIONS 21On a don7 Z 1 1 Z 1 1 jg0(x)  g0(y)j2jx  yj2 dy dx  4 ln(2)e qui implique g0 2 H1=2(℄ 1; 1[). Il est lair que l'on a plus généralement g0 2 H1=2(℄ a; a[) et g0 =2H3=2(℄ a; a[) pour tout a > 0, la singularité de g0 se situant en 0.Nous allons maintenant onstruire notre ontre-exemple. Posons
+ := ℄ 1; 1[℄0; 1[,




Soit g1 2 H 1=2(℄ 1; 1[) quelonque. Supposons que l'on peut relever (g0; g1) par une fontion u+ 2H1(
+;) et par une fontion u  2 H1(
 ;). Alors si on dénitu :=  u+ sur 
+u  sur 
 on a u 2 H1(
;) qui vérie uj  = g0. Soit ' 2 C1 (℄ 1; 1[) vériant '  1 sur ℄ 0:5; 0:5[. On pose (x; y) := '(x)'(y) 2 C1 (
), et on a  u 2 H1(
;). De plus, le support de  u inlus dans 
. Si on poseû :=   u sur 
0 sur R2 n
on a û 2 H1(R2;), et don par régularité elliptique8, on a û 2 H2(R2). On en déduit que la trae de û sur℄ 0:5; 0:5[f0g est un élément deH3=2(℄ 0:5; 0:5[). Or ette trae vaut g0, et on a vu que g0 =2 H3=2(℄ 0:5; 0:5[).Contradition.
Nous allons nous intéresser au problème suivant :Problème [quasi-réversibilité H1℄ : pour " > 0, trouver u 2 V tel que pour tout v 2 V0, onait (Pu; Pv)L2(
) + "(u; v)H1(
) = 0:Quelques onsidérations sur e problème avant de ontinuer : la forme variationnelle(Pu; Pv)L2(
) + "(u; v)H1(
)ne provient en auune façon d'intégrations par partie à partir des équations du problème [Cauhy℄.Elle orrespond à un problème d'ordre 4, et son traitement par éléments nis9 devra s'adapter àette ontrainte.Propriété 2.2 le problème [quasi-réversibilité H1℄ admet une unique solution u" si etseulement si V est non vide.7en fait, on a R 1 1 R 1 1 jg0(x) g0(y)j2jx yj2 dy dx = 6 ln(2) 2, mais ette valeur est moins rapide à obtenir que la majorationpar 4 ln(2)8voir théorème 3.1 p.137 de [LM68℄9e qui n'est pas la seule possibilité, nous en reparlerons plus tard
22 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉPreuve : il est évident que si le problème [quasi-réversibilité H1℄ admet une solution, ette solution estdans V , et don V est non vide. Il faut maintenant prouver l'autre impliation : on suppose don V non vide.Soit û 2 V . On va herher ~u 2 V0 vériant(P ~u; Pv)L2(
) + "(~u; v)H1(
) =  (P û; Pv)L2(
)   "(û; v)H1(
); 8v 2 V0:Remarquons tout d'abord que V0 est un sous-espae fermé de H1(
; P ), par ontinuité des appliations u 7! uj et u 7! P uj . Muni du produit salaire de H1(
; P ), 'est don un espae de Hilbert. Ensuite, l'appliationbilinéaire a" := (u; v) 2 V0  V0 7! (Pu; Pv)L2(
) + "(u; v)H1(
)est ontinue et oerive sur V0, puisquea"(u; v)  (1 + ")kukH1(
;P )kvkH1(
;P ); a"(u; u)  min(1; ")kuk2H1(
;P ):D'autre part, l'appliation linéairel := v 2 V0 7!  (P û; Pv)L2(
)   "(û; v)H1(
)est ontinue, puisque jl(v)j  (1 + ")kûkH1(
;P )kvkH1(
;P ). L'existene (et l'uniité) de ~u est don assuréepar appliation du théorème de Lax-Milgram10. On remarque alors que u" := ~u + û est solution du problème[quasi-réversibilité H1℄.Supposons alors que l'on ait deux solutions u1 et u2 au problème. On remarque que w := u1   u2 est unélément de V0 qui vérie a"(w; v) = 0, pour tout v 2 V0. Par uniité de la solution de e problème (Lax-Milgram),on a w = 0, soit u1 = u2.
Théorème 2.1 supposons qu'il existe une (unique) solution u au problème [Cauhy℄. Alorsu" solution du problème [quasi-réversibilité H1℄ existe, et on au" "!0     !H1(
;P ) u:Nous allons utiliser le lemme suivant :Lemme 2.1 Soit X un espae topologique, et (uÆ)Æ>0 2 XR+ vériant : il existe u 2 X telque pour toute suite (Æn)n2N 2 (R+ )N vériant Æn n!1 ! 0, il existe une sous-suite Æn0 telle queuÆn0 n!1 ! u. Alors uÆ Æ!0 ! u .Preuve : supposons que e ne soit pas le as. Alors il existe un voisinage V(u) de u et une suite Æn n!1 ! 0 telsque 8n 2 N, uÆn =2 V(u). Par hypothèse, il existe une sous-suite Æn0 de Æn telle que uÆn0 n!1 ! u. Don pour n0susamment grand, uÆn0 2 V(u). Contradition.
Preuve du théorème 2.1 : si u solution de [Cauhy℄ existe, alors u 2 V , don V 6= ;, e qui implique par lapropriété préédente l'existene de u" solution de [quasi-réversibilité H1℄.Par dénition, on a, pour tout v 2 V0,(Pu"; Pv)L2(
) + "(u"; v)H1(
) = 0:En prenant v := u"   u 2 V0 dans ette expression, et en utilisant Pu = 0, on obtientkPu"k2L2(
) + "(u"; u"   u)H1(
) = 0 (|)d'où (u"; u"   u)H1(
)  0) ku"kH1(
)  kukH1(
):10théorème V.8 de [Bre05℄
2.1. DIFFÉRENTES FORMULATIONS 23En soustrayant "(u; u"   u)H1(
) dans (|), on obtientkPu"k2L2(
) + "ku"   uk2H1(
) =  "(u; u"   u)H1(
) ()d'où "ku"   uk2H1(
)  "kukH1(
)ku"   ukH1(
) ) ku"   ukH1(
)  kukH1(
):On revient alors à (), qui donnekPu"k2L2(






) "!0   ! 0Soit "n 2 (R+)N vériant "n n!1    ! 0. On note un := u"n . On a vu que kunkH1(
)  kukH1(
). De plusPun tend vers 0 dans L2(
). On en déduit l'existene d'une onstante C > 0 telle que kunkH1(
;P )  C, etdon11 l'existene d'une sous-suite un0 et d'un élément w 2 H1(
; P ) tels que un0 tend faiblement vers w dansH1(
; P ).Comme P est fortement ontinu de H1(
; P ) dans L2(
), il est faiblement ontinu12, d'où l'on a Pw = 0 = Pu.D'autre part, V est fermé (par ontinuité de la trae et de la trae normale deH1(
; P ) dansH1=2( )H 1=2( ))et onvexe, don il est faiblement fermé13. On en déduit que w 2 V , et don w = g0 = u et Pw = g1 = Pusur  . Par uniité de la solution de [Cauhy℄ dans H1(
; P ), on a don w = u.De (), on tire alors kun0   ukH1(
)  j(u; un0   u)H1(
)j n0!1    ! 0et don un0 tend fortement vers u dans H1(
), et nalement dans H1(
; P ) (puisque Pun0 tend vers Pu).Le lemme 2.1 nous donne nalement : u" "!0     !H1(
;P ) u
Le problème [quasi-réversibilité H1℄ apparaît omme une régularisation du problème deCauhy si l'ensemble V est non vide. Cette ondition est très problématique : en eet, si nousperturbons légérement les données (g0; g1) du problème de Cauhy, ou, autrement dit, si nousn'avons à notre disposition que des données bruitées (gÆ0 ; gÆ1), la propriété 2.1 nous dit que nousne sommes pas sûr de l'existene d'un relèvement H1(
; P ) de es données, et don de l'existened'une solution au problème [quasi-réversibilité H1℄.Pour remédier à ette diulté, nous allons proposer trois nouvelles manières de formuler leproblème de quasi-réversibilité : l'une faisant intervenir une formulation mixte du problème, lesdeux autres une formulation H2 du problème.2.1.2 Formulation mixteOn suppose ii 
 ouvert borné de Rd a frontière lipshitzienne, ave 
 =   [  ,   \   = ;,j j > 0, j j > 0,   et   ouvert. On dénit les espaesH0 := nv 2 H1(
) j vj  = 0o ; H := nv 2 H1(
) j vj  = g0o ; H := nv 2 H1(
) j vj  = 0o :On a C1 (
)  H0 et C1 (
)  H, don es deux ensembles sont non vides. Et par surjetivitéde l'opérateur trae de H1(
) dans H1=2( )14, on a également H non vide.On s'intéresse au problème suivant :11proposition V.1 p.78 et théorème III.27 p.50 de [Bre05℄12théorème III.9 p.39 de [Bre05℄13théorème III.7 p.38 de [Bre05℄14théorème 1.5.1.3 p.38 de [Gri85℄
24 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉProblème [quasi-réversibilité mixte℄ : pour  > 0 et  > 0, herher (u; p) 2 H  H t.q.pour tout (v; q) 2 H0 H8>>>>><>>>>>: Z
 dXi;j=1 aij pxj vxi dx  Z
  p v dx+ (u; v)H1(
) = 0Z
 dXi;j=1 aij uxj qxi dx  Z
  u q dx  (p; q)H1(
)   (p; q)L2(
) = hg1; qiH 1=2( );H1=2( )Cette formulation du problème de quasi-réversibilité a été introduite par L. Bourgeois dans[Bou05℄, pour le as P :=  (aij = Æij ,  = 0). Les preuves s'adaptent sans problème pourl'opérateur P général. Pour simplier les notations, on pose  := (; ).Propriété 2.3 8 (g0; g1) 2 H1=2( )  H 1=2( ), le problème [quasi-réversibilité mixte℄admet une unique solution (u ; p ).L'intérêt de la formulation mixte de la quasi-réversibilité, par rapport à la formulation H1,apparaît dans le as où nous avons des données bruitées (gÆ0 ; gÆ1). Pour peu que es données soientrégulières (i.e. (gÆ0 ; gÆ1) 2 H1=2( )  H 1=2( )), le problème [quasi-réversibilité mixte℄ auratoujours une solution. De plus, on voit que le problème est d'ordre 2, e qui signie que l'onva pouvoir disrétiser le problème ave des éléments nis lassiques, par exemple les élémentsnis de Lagrange P1. L'étude de la disrétisation du problème [quasi-réversibilité mixte℄ paréléments nis se trouve dans [Bou05℄.Théorème 2.2 si le problème [Cauhy℄ admet une solution u 2 H1(
), et si  est hoisiomme une fontion de  vériant lim!0 () = 0alors la solution (u(); p()) du problème [quasi-réversibilité mixte℄ tend vers (u; 0) dansH1(
)H1(
) lorsque  tend vers 0.La formulation mixte permet don de régulariser le problème de Cauhy pour l'opérateur P . Ilest intéressant de noter le lien entre la formulation mixte de la quasi-réversibilité, et la formulationH1 de la quasi-réversibilité :Propriété 2.4 si le problème [quasi-réversibilité H1℄ admet une (unique) solution u",alors la solution (u ; p ) du problème [quasi-réversibilité mixte℄ ave  := ("; ) tendvers (u"; Pu") dans H1(
) L2(
) lorsque  tend vers 0.On peut don voir le problème [quasi-réversibilité mixte℄ omme une régularisation duproblème [quasi-réversibilité H1℄. Nous pouvons résumer les avantages et inonvénients de laméthode de quasi-réversibilité basée sur la résolution du problème [quasi-réversibilité mixte℄dans le tableau suivant : Problème [quasi-réversibilité mixte℄Avantages InonvénientsProblème bien posé pour tout Introdution d'une nouvelle inonnue p(g0; g1) 2 H1=2 H 1=2  double la taille du problèmeForme variationnelle dans H1 Introdution d'un seond paramètre de régularisation  éléments nis lassiques  deux paramètres à xer
2.1. DIFFÉRENTES FORMULATIONS 252.1.3 Formulations dans H2(
)On suppose maintenant 
 ouvert borné de Rd,    
 une partie C1;1 de la frontière de 
. Onsait alors15 que l'appliation u 2 H2(
) 7! (uj ; Puj ) 2 H3=2( )H1=2( ) est ontinue et surje-tive. On a don, pour tout (g0; g1) 2 H3=2( )H1=2( ), V := v 2 H2(
) j v = g0 et P v = g1 sur  	ensemble non vide.On pose V0 := v 2 H2(
) j v = P v = 0 sur  	, qui bien sûr est aussi non vide. On redénitle problème de Cauhy :Problème [Cauhy℄ : pour (g0; g1) 2 H3=2( )H1=2( ), trouver u 2 H2(
) t.q.8><>: Pu = 0 dans 
u = g0 sur  P u = g1 sur  On reherhe don une solution plus régulière (H1(
; P ) ! H2(
)) à partir de données plusrégulières (H1=2( )H 1=2( )! H3=2( )H1=2( )) sur une partie du bord plus régulière (C0;1 !C1;1).Formulation ave relèvementSoit û 2 V un relèvement de la donnée (g0; g1). On pose le problème suivant :Problème [quasi-réversibilité H2 ave relèvement℄ : pour " > 0, trouver u 2 V0 tel quepour tout v 2 V0, (Pu; Pv)L2(
) + "(u; v)H2(
) =  (P û; Pv)L2(
)Propriété 2.5 le problème [quasi-réversibilité H2 ave relèvement℄ admet une uniquesolution u".Preuve : appliation direte du théorème de Lax-Milgram.
Théorème 2.3 supposons que le problème [Cauhy℄ admette une solution u. Alorsu" + û "!0    !H2(
) u:Preuve : si u est solution du problème [Cauhy℄, alors ~u := u   û est l'unique16 fontion vériant ~u 2 V0 etP ~u =  P û dans 
. Pour obtenir le résultat, il sut de montrer que u" tend vers ~u. Or, pour tout v 2 V0, on a(Pu"; Pv)L2(
) + "(u"; v)H2(
) =  (P û; Pv)L2(
) = (P ~u; Pv)L2(
)d'où (P (u"   ~u); Pv)L2(
) + "(u"; v)H2(
) = 0et (P (u"   ~u); Pv)L2(
) + "(u"   ~u; v)H2(
) =  "(~u; v)H2(
):15théorème 1.5.1.5 p.38 de [Gri85℄16par uniité de la solution du problème de Cauhy : trouver u 2 V0 t.q. Pu = f 2 L2(
)
26 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉEn prenant v := u"   ~u 2 V0, on obtientkP (u"   ~u)k2L2(
) + "ku"   ~uk2H2(
) =  "(~u; u"   ~u)H2(
)d'où l'on tireku"   ~uk2H2(
)  j(~u; u"   ~u)H2(
)j; ku"   ~ukH2(
)  k~ukH2(
); kP (u"   ~u)kL2(
)  p"k~ukH2(
):Soit "n n!1    ! 0. Posons wn := u"n   ~u 2 V0. On voit que wn est une suite bornée dans H2, on peut donextraire une sous-suite wn0 qui onverge faiblement vers w 2 H2(
). Comme V0 est onvexe et fermé, il estfaiblement fermé, et on a w 2 V0. De plus, on akPwn0kL2(
)  p"n0k~ukH2(
) n0!1    ! 0et don Pw = 0. Par uniité de la solution du problème de Cauhy dans V0, on en déduit w = 0, soit wn0 tendfaiblement vers 0.On a alors ku"n0   ~ukH2(
)  (~u;wn0)H2(
) n0!1    ! 0et don u"n0 tend fortement dans H2 vers ~u. On déduit alors du lemme 2.1 : u" "!0   ! ~u.
Formulation sans relèvementLa formulation H2 sans relèvement de la quasi-réversibilité est très prohe de la formulationH1. On pose le problème suivant :Problème [quasi-réversibilité H2 sans relèvement℄ : pour " > 0, trouver u 2 V t.q. pourtout v 2 V0, (Pu; Pv)L2(
) + "(u; v)H2(
) = 0:Propriété 2.6 le problème [quasi-réversibilité H2 sans relèvement℄ admet une uniquesolution u".Preuve : identique à elle de la proposition 2.2.
Théorème 2.4 si le problème [Cauhy℄ admet une (unique) solution u, alorsu" "!0    !H2(
) uet on a kP (u"   u)kL2(
)  p"kukH2(
).Preuve : identique à elle du théorème 2.1.
Remarquons que dans le as de l'opérateur + k, les résultats de stabilité onditionnelle pour leproblème de Cauhy que nous avons énonés p.15 nous donnent une estimation de la vitesse deonvergene de la méthode de quasi-réversibilité. En eet, nous avons la
2.1. DIFFÉRENTES FORMULATIONS 27Propriété 2.7 on se plae en dimension 2 ou 3, et on suppose que 
 vérie la propriété du-ne, pour  2 0; 2 17. On suppose P :=  + k, k 2 R n'étant pas une valeur propre dulaplaien dans 
. On note 0() := supx>0 12 sin() (1   e x)p1 + x  sin() :Alors pour tout  2 ℄0; 0()=s[, ave s = 2 en dimension 2 et s = 4 en dimension 3, il existeC > 0 et "0 > 0 tels que pour tout " 2 ℄0; "0[, on aitku"   ukH1(
)  C 1(ln(1="))Preuve : le théorème 1.5 p.15 nous dit que pour tout  2 ℄0; 0()=s[, ave s = 2 en dimension 2 et s = 4 endimension 3, il existe C > 0, Æ0 > 0 tels que pour tout Æ 2 ℄0; Æ0[, pour toute fontion v 2 H2(
) vériantkvkH2(
) M; kPvkL2(
) + kvkH1( ) + kvkL2( )  Æon a kvkH1(
)  C M(ln(M=Æ)) :Il sut alors de remarquer que le théorème 2.4 implique l'existene de "0 > 0 tel que, pour tout ", 0 < "  "0,on aitku" ukH2(
)  1; kP (u" u)kL2(
)+ku" ukH1( )+k(u" u)kL2( ) = kP (u" u)kL2(
)  kukH2(
)p" < Æ0:Le résultat suit.
Si la frontière de l'ouvert est plus régulière, la vitesse de onvergene est améliorée :Propriété 2.8 supposons que la frontière de 
 soit C1;1. Alors pour tout  2 ℄0; 1[, il existeC > 0 et "0 > 0 tels que pour tout " 2 ℄0; "0[, on aitku"   ukH1(
)  C 1(ln(1="))Preuve : il sut de remplaer le théorème 1.5 par le théorème 1.3 dans la preuve préédente.
Quelques remarques sur les formulations H2Les deux formulations H2 de la quasi-réversibilité présentées passent par deux problèmes quisont toujours bien posés si la donnée (g0; g1) est susamment régulière ('est-à-dire H3=2( ) H1=2( )) et permettent d'approher la solution du problème de Cauhy. On a don proposé deuxrégularisations du problème [Cauhy℄.Remarque : les formulations H2 ave et sans relèvement orrespondent à des solutions diérentes.Plus préisément, si nous notons û" la solution du problème de quasi-réversiblité H2 ave relèvementû, et u" la solution du problème de quasi-réversibilité sans relèvement, on a û" + û 6= u". En eet, sion note v" := û" + û  u", on a v" 2 V0 et v" vérie(Pv"; Pv)L2(
) + "(v"; v)H2(
) = "(û; v)H2(
); 8v 2 V0:et don v" 6= 0.Ces deux méthodes reposent sur la résolution de formulations variationnelles posées dans H2.Pour résoudre es problèmes, nous allons devoir utiliser des éléments nis adaptés, 'est-à-dire :17voir annexe B. Rappelons en partiulier que ela implique que la frontière de 
 est lipshitzienne
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nis onformes H2, qui demandent de très nombreux degrés de liberté and'assurer la onformité soit des éléments nis non onformes, moins rihes en degrés de liberté.Pour quelques exemples d'éléments nis des deux atégories, se référer à [Cia78℄.An de ne pas aboutir à des problèmes numériques de trop grande taille, nous avons hoisidans ette étude d'utiliser des éléments nis non onformes. Cei a une inidene direte sur lehoix de la formulation H2 du problème de quasi-réversibilité : en eet, il est diile de onstruireun relèvement adéquat de la donnée, ar la fontion valant "e qu'il faut" sur les degrès de libertédu bord, et 0 partout ailleurs, relèvement habituellement onstruit pour e genre de problème,n'est pas une fontion de H2. Pour mettre en évidene la diulté, intéressons nous à un problèmeabstrait.La formulation H2 ave relèvement du problème de quasi-réversibilité peut être shématique-ment représentée par un problème du type : trouver u 2 V0 tel quea(u; v) =  b(û; v);8v 2 V0:ave û un relèvement d'une donnée, a(:; :) une forme bilinéaire ontinue et oerive sur H2, b(û; :)une forme linéaire ontinue sur H2, et V0 les fontions de H2 valant 0 sur le bord. Supposons quenous voulions disrétiser e problème par éléments nis onformes H2, basés sur une triangulationdu domaine de nesse h. Nous aurions un espae d'éléments nis Vh vériant Vh  H2, et l'espaeVh;0 des fontions de Vh valant 0 sur le bord vérierait Vh;0  V0. On herherait alors uh 2 Vh;0vériant a(uh; vh) =  b(û; vh);8vh 2 Vh;0:Or, omme pour tout h, Vh;0  V0, on a aussia(u; vh) =  b(û; vh);8vh 2 Vh;0:On voit que si l'on soustrait les deux égalités, le relèvement de la donnée disparaît. Il n'intervientdon pas dans l'étude de la onvergene de la solution du problème disret vers la solution duproblème ontinu. Autrement dit, on peut prendre n'importe quel relèvement de la donnée dansla formulation disrète du problème, y ompris la fontion de Vh valant "e qu'il faut" sur le bordet 0 partout ailleurs, ela n'a pas d'inuene sur la onvergene des éléments nis.Si on déide d'utiliser un espaeWh d'élements nis non-onformes, on aWh 6 H2, etH2 6Wh.On ne peut don plus utiliser les formes a(:; :) et b(:; :). On utilise dans e as des formes approhéesah(:; :) et bh(:; :), et le problème disret que l'on herhe à résoudre est de la forme : trouveruh 2Wh;0 tel que ah(uh; vh) =  bh(ûh; vh);8vh 2Wh;0ave ûh 2Wh un relèvement disret de la donnée, qui ne peut pas être utilisé dans la formulationontinue du problème, puisque e n'est pas un élément de H2 .Pour assurer la onvergene théorique des éléments nis, on utilise omme relèvement disretla projetion sur Wh d'un relèvement H2 de la donnée indépendant de h. En pratique, on est alorsonfronté à des diultés : on ne onnaît pas forément de relèvement ontinu de la donnée, même si l'on est sûr qu'ilen existe la fontion de Wh qui vaut "e qu'il faut" sur le bord, et 0 partout ailleurs, n'est pas laprojetion d'un relèvement H2 de la donnée indépendant de h (il est faile de voir qu'un telrelèvement H2 serait nul).Nous avons don déidé de nous intéresser à la disrétisation de la formulation H2 de la quasi-réversibilité sans relèvement.
2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 29Remarque : e problème du relèvement n'apparaitrait pas si nous utilisions des éléments nis onformesH2. Les deux formulations H2 de la quasi-réversibilité présenteraient alors les mêmes types de di-ultés, et auune ne serait d'emblée préférable à l'autre.Pour onlure, réapitulons les avantages et inonvénients des formulations H2 de la méthodede quasi-réversibilité. Problème [quasi-réversibilité H2℄Avantages InonvénientsProblème bien posé pour tout Demande plus de régularité sur la solution(g0; g1) 2 H3=2 H1=2 du problème [Cauhy℄ et sur  Un seul paramètre Néessite des éléments nisà xer adaptés à l'espae H2
2.2 Résolution numerique dans un domaine polygonal de R2On se donne 
 un polygone borné de R2. Sa frontière 
 est onstituée des segments  j ,j = 1; :::; N (les  j sont deux à deux distints). On pose   := SMi=1  i, ave 1  M < N . Ons'intéresse au problème de Cauhy pour l'opérateur laplaien :Problème [Cauhy℄ : pour un ouple (g0; g1) donné, trouver u 2 H2(
) t.q. 8><>: u = 0 dans 
u = g0 sur  u = g1 sur  :Remarquons que   n'est pas une partie C1;1 du bord de 
. On ne peut don pas utiliserdiretement la formulation H2 sans relèvement de la quasi-réversibilité. Pour pouvoir le faire, il vanous falloir aratériser l'image de H2(
) par l'opérateur u 7! (uj ; uj ).
2.2.1 Méthode [QR℄ dans un polygone de R2Tout d'abord, remarquons que pour tout j 2 f1; :::; Ng, l'appliation u 7! (uj j ; uj j) estontinue et surjetive de H2(
) dans H3=2( j) H1=2( j). La diulté lorsqu'on s'intéresse auxtraes sur   est que l'on ne sait pas dénir H3=2( ). Nous savons par ontre que l'image deu 7! (uj ; uj ) est un sous-espae de MYj=1H3=2( j)  H1=2( j). Nous allons don herher àaratériser e sous-espae.Introduisons d'abord quelques notations : on note Mj le sommet ommun aux arêtes  j et  j+1,et !j l'angle que forment  j et  j+1 vers l'intérieur de 
. On note j la normale extérieure à 
 lelong de  j , et j le veteur unitaire tangent à  j tel que le ouple (j ; j) forme un système diret.
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Propriété 2.9 la fontion f appartient à H1=2( j [  j + 1) si et seulement si fj j := fj 2H1=2( j), fj j+1 := fj+1 2 H1=2( j+1), et9" > 0 Z "0 jfj(xj( ))  fj+1(xj(+))j2 d <1où xj( ) (resp. xj(+)) désigne le point de  j (resp.  j+1) à distane  du sommet Mj.On aratérise ii le raord des fontions de H1=2 aux sommets du polygone. On notera etterelation : fj  fj+1 en Mj . Venons-en maintenant à la aratérisation de l'image de H2 parl'appliation trae-trae normale.Propriété 2.10 l'image de H2(
) par l'appliation u 7! fdj ; njgMj=1, où l'on a posé dj := uj jet nj := uj j , est le sous-espae de MYj=1H3=2( j)H1=2( j), noté ~H3=2( ) ~H1=2( ) et dénipar les onditions de raord suivantes18 :dj(Mj) = dj+1(Mj); 8j 2 f1; :::;M   1gd0j    os(!j) d0j+1   sin(!j)nj+1 en Mj; 8j 2 f1; :::;M   1gnj    os(!j)nj+1 + sin(!j) d0j+1 en Mj ; 8j 2 f1; :::;M   1g :Les preuves de es deux propriétés se trouvent dans [Gri92, BDM00℄. On peut maintenantreformuler le problème de Cauhy qui va nous intéresser, et le problème de quasi-réversibilitéorrespondant :Problème [Cauhy℄ : pour (g0; g1) 2 ~H3=2( )  ~H1=2( ), trouver u 2 H2(
) t.q.8><>: u = 0 dans 
u = g0 sur  u = g1 sur  Problème [QR℄ : pour " > 0, trouver u 2 H2(
) vériant u = g0 et u = g1 sur  , et tel quepour tout v 2 H2(
) tel que v = v = 0 sur  ,(u;v)L2(
) + "(u; v)H2(
) = 0:18d0 désigne ii la dérivée de d le long de l'arête dans la diretion de j
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Théorème 2.5 le problème [QR℄ admet une unique solution u". De plus, si le problème[Cauhy℄ admet une (unique) solution u, on au" "!0    !H2(
) u:Preuve : omme (g0; g1) 2 ~H3=2( )  ~H1=2( ), on peut relever la donnée par une fontion de H2(
). Onproède ensuite omme dans les preuves préédentes.
2.2.2 Disrétisation du problème [QR℄Nous avons déidé pour ette étude de résoudre le problème [QR℄ par une méthode élémentsnis non onformes. Ce n'est bien sûr par la seule manière de disrétiser [QR℄. Ainsi, dans [LL67℄,les formulations de quasi-réversibilité sont disrétisées par diérenes nies, alors que dans [CK07℄,on proède par disrétisation sur un espae de splines. Néanmoins, es deux méthodes sont dii-lement appliables dans le as de géométries ompliquées, e qui n'est pas le as des méthodes detype éléments nis.Nous allons ii utiliser les éléments nis Fraeijs de Veubeke 1 (FV1). Ils ont été initialementintroduits pour l'étude des problèmes de plaques en exion pure, 'est-à-dire de problèmes aveopérateur bi-laplaien posés dans H2. Ce ne sont bien sûr pas les seuls éléments nis adaptés, nousrenvoyons à [LL75℄ pour la présentation d'autres éléments nis non onformes pour le problèmede plaque, qui pourraient être adaptés à notre problème19.Fontions de base des éléments nis F.V.1Soit T un triangle de sommets Ai(xi; yi) (i = 1; 2; 3). Les indies i, j, k appartiennent àl'ensemble f1; 2; 3g modulo 3. On note Mi le milieu du té [Ai+1; Ai 1℄, et li sa longueur :li = q(xi 1   xi+1)2 + (yi 1   yi+1)2On notera jT j l'aire géométrique de T , et i les oordonnées baryentriques liées à Ai :i(x; y) = (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)(xi 1   xi+1)(yi   yi+1)  (yi 1   yi+1)(xi   xi+1)On pose : 8>><>>: Ci;i+1 = 1l2i+1    !Ai 1Ai:      !Ai 1Ai+1Ci;i 1 = 1l2i 1    !Ai+1Ai:      !Ai+1Ai 1 et on note i la normale extérieure au té opposé àAi, qui est liée à i par la relation i =   rikrik :Les degrés de liberté de l'élément F.V.1 sont : les valeurs de la fontion aux sommets du triangle f(Ai)19notons la présene de deux erreurs onernant les éléments nis FV1 dans [LL75℄ : les fontions de base nesont pas bonnes, et l'espae PK engendré par es fontions est déni omme le noyau d'une appliation linéaire surP3(K). Or, on montre par un alul assez fastidieux que ette appliation s'annule sur tout P3(K), e qui invalideette dénition. Le leteur désirant implémenter les éléments nis FV1 se référera don ave prot aux dénitionsqui suivent !
32 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉ les valeurs de la fontion aux milieux des tés f(Mi) les moyennes des dérivées normales le long des otés [f ℄i = 1li Z Ai 1Ai+1 rf:i d.Les fontions de base assoiées sont :si = 12i(2i   1)(i   1) + 12i(2i   1)(i + 1)+ Ci;i+1i+1(2i+1   1)(i+1   1) + Ci;i 1i 1(2i 1   1)(i 1   1)mi = 4i(2i   1)(i   1) + 4i+1i 1   12123di =  2 jT jli i(2i   1)(i   1):Elles vérient : si(Aj) = Æij , mi(Aj) = 0, di(Aj) = 0 si(Mj) = 0, mi(Mj) = Æij , di(Mj) = 0 [si℄j = 0, [mi℄j = 0, [di℄j = Æij .Preuve : les 6 premières égalités sont failes à vérier. Nous ne nous intéresserons don qu'aux trois dernières.Nous allons ommener par érire les fontions i un peu diéremment :i(x; y) = (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)(xi 1   xi+1)(yi   yi+1)  (yi 1   yi+1)(xi   xi+1)= (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)xi 1   xi+1 yi 1   yi+1xi   xi+1 yi   yi+1 = (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)xi 1 yi 1 1xi yi 1xi+1 yi+1 1= (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)x1 y1 1x2 y2 1x3 y3 1= (xi 1   xi+1)(y   yi+1)  (yi 1   yi+1)(x  xi+1)123 :où 123 = x1 y1 1x2 y2 1x3 y3 1 (rq : j123j = 2jT j). On a alors ri = 1123 yi+1   yi 1xi 1   xi+1 et krik = li2jT j .Nous allons également faire un usage répété de la formule20 suivante, valable pour tout polynme p de degrés 2(ii, omme dans la suite de la démonstration, j 2 f1; 2; 3g) :1lj Z[Aj+1 ;Aj 1℄ p d = 16[p(Aj+1) + 4p(Mj) + p(Aj 1)℄: Intéressons-nous à si. On a :rsi = [62i   2i℄ri + Ci;i+1[62i+1   6i+1 + 1℄ri+1 + Ci;i 1[62i 1   6i 1 + 1℄ri 1:On est amené à aluler les intégrales suivantes :1lj Z[Aj+1 ;Aj 1℄[62i   2i℄d = [i(Aj+1)2 + 4i(Mj)2 + i(Aj 1)2℄  13 [i(Aj+1) + 4i(Mj) + i(Aj 1)℄20formule 25.4.5 de [AS72℄
2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 33soit 1lj Z[Aj+1 ;Aj 1℄[62i   2i℄d = (1  Æij). On a de la même manière :1lj Z[Aj+1 ;Aj 1℄[62i+1   6i+1 + 1℄d = [i+1(Aj+1)2 + 4i+1(Mj)2 + i+1(Aj 1)2℄ [i+1(Aj+1) + 4i+1(Mj) + i+1(Aj 1)℄ + 1soit 1lj Z[Aj+1;Aj 1 ℄[62i+1 6i+1+1℄d = Æi+1j . On obtient de même 1lj Z[Aj+1;Aj 1 ℄[62i 1 6i 1+1℄d = Æi 1j ,e qui donne nalement :[si℄j = (1  Æij)ri:j + Ci;i+1Æi+1jri+1:j + Ci;i 1Æi 1jri 1:j :On a diretement [si℄i = 0. Intéressons nous à [si℄i+1 :[si℄i+1 = ri:i+1 + Ci;i+1ri+1:j=  ri:ri+1kri+1k   Ci;i+1kri+1k=  2jT jli+1 14jT j2 [(yi+1   yi 1)(yi 1   yi) + (xi 1   xi+1)(xi   xi 1)℄  1l2i+1    !Ai 1Ai:      !Ai 1Ai+1 li+12jT j=   12jT jli+1    !AiAi 1:      !Ai 1Ai+1   12jT jli+1    !Ai 1Ai:      !Ai 1Ai+1 = 0:On obtient de même [si℄i 1 = 0. Passons maintenant à mi. On a :rmi = [242i   24i + 4  12i+1i 1℄ri + [4i 1   12i 1i℄ri+1 + [4i+1   12i+1i℄ri 1:On a tout d'abord :1lj Z[Aj+1 ;Aj 1℄[242i   24i + 4  12i+1i 1℄d = 4[(2i   i)(Aj+1) + 4(2i   i)(Mj) + (2i   i)(Aj 1)℄+ 4  2[i+1i 1(Aj+1) + 4i+1i 1(Mj) + i+1i 1(Aj 1)℄= 4  4(1  Æij)  2Æij = 2Æij :Ensuite, on doit aluler :1lj Z[Aj+1 ;Aj 1℄[4i 1   12i 1i℄d = 46[i 1(Aj+1) + 4i 1(Mj) + i 1(Aj 1)℄ 2[i 1i(Aj+1) + 4i 1i(Mj) + i 1i(Aj 1)℄= 2(1  Æij+1)  2Æij 1 = 2(1  Æij+1   Æij 1) = 2Æij :On a de même 1lj Z[Aj+1 ;Aj 1℄[4i+1   12i+1i℄d = 2Æij . On obtient nalement :[mi℄j = 2Æijri:j + 2Æijri+1:j + 2Æijri 1:j = 2Æij(ri +ri+1 +ri 1):j = 0 Il nous reste nalement à nous intéresser à di :rdi =  2 jT jli [62i   6i + 1℄ri:En réutilisant les aluls préédents, on obtient : [di℄j =  2 jT jli Æijri:j = 8<: 0 si i 6= j2 jT jli krik = 1 si i = j:

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Fontions s3, m3 et d3 dans le triangle de sommets A1(0; 0), A2(1:4; 0:2), A3(1; 1).Si on note PK l'espae engendré par es fontions, on a : P2  PK  P3. Pour montrer queP2  PK21, il sut tout d'abord de remarquer queV eti=1::3(si;mi; di) = V eti;j=1::3;i6=j(i(2i   1)(i   1); i(2i   1)(i + 1); ij):En eet, on a la relation P3i=1 i(2i   1)(i   1) = 6123.Ensuite, on utilise le fait que P2 = V et(22i  i; ij), et pour onlure, on voit que 22i  i =12(i(2i   1)(i + 1)  i(2i   1)(i   1)).On a la propriété suivante22 :Propriété 2.11 Pour tout triangle K de R2, pour toute fontion u 2 H3(K), nous avons :ku  h(u)kH2(K)  ChkjujH3(K) (2.1)ave hK diamètre de K et C une onstante indépendante de K et de u. Ii, h(u) est lepolynme suivant23 : h(u) = 3Xi=1 u(Ai)si + u(Mi)mi + [u℄idi:Formulation du problème disretOn suppose que l'on a une triangulation régulière (au sens de [Cia78℄) de 
, notée Th, de tellesorte que   soit l'union d'arêtes de Th. On note h la nesse de ette triangulation, on a don, pourtout triangle K de Th, hK  h.On va noter Wh l'ensemble des fontions wh 2 L2(
) telles que, pour tout triangle K de Th,whjK 2 PK , et telles qu'elles soient ontinues aux sommets et aux milieux des triangles de Th, et21on a trivialement PK  P3, les fontions de base étant des polynmes de degrés 322lemme 3.4 de [LL75℄23polynme qui a bien un sens, puisque H3(K)  C1(K) (voir théorème 5.4 de [AF75℄)
2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 35n'aient pas de saut de la moyenne de la dérivée normale à travers une arête de Th. Remarquonsque es fontions ne sont pas néessairement ontinues le long des arêtes des triangles.Soit une arête e d'un triangle K 2 Th ontenue dans  . On va noter, en suivant les notations dela partie préédente, A1; A2 et A3 les sommets de K tels que e = [A1; A2℄. On suivra ette notationpour toute arête e ontenue dans  . On dénit alors les ensembles Vh et Vh;0 :Vh = 8<:wh 2Whj 8e   ; wh(A1) = g0(A1); wh(A2) = g0(A2);wh(M3) = g0(M3); [wh℄3 = 1jej Ze g1d 9=;Vh;0 = nwh 2Whj 8e   ; wh(A1) = wh(A2) = wh(M3) = [wh℄3 = 0o :La dénition de Vh a bien un sens, puisque g0 2 ~H3=2( )  C0( ), et g1 2 ~H1=2( )  L2( ). Deplus, Vh est non vide. En eet, la fontion wh vériant : whjK 2 PK pour tout triangle K de Th pour toute arête e de la triangulation, e = [A1; A2℄ 6  , wh(A1) = wh(A2) = wh(M3) =[wh℄3 = 0 pour toute arête e de la triangulation, e = [A1; A2℄   , wh(A1) = g0(A1), wh(A2) = g0(A2),wh(M3) = g0(M3) et [wh℄3 = 1jej Ze g1 dest un élément de Vh.Pour un triangle K de Th, on noteaK;"(vh; wh) = (vh;wh)L2(K) + "(vh; wh)H2(K); 8(vh; wh) 2Wh Wh:On introduit maintenant le problème disrétisé assoié à [QR℄ :Problème [QRh℄ : pour " > 0, trouver uh;" 2 Vh tel que pour tout vh 2 Vh;0,XK2Th aK;"(uh;"; vh) = 0: (2.2)Théorème 2.6 le problème [QRh℄ admet une unique solution uh;".Preuve : montrons qu'il existe au plus une solution. Supposons qu'il existe u1 et u2 solution du problème [QRh℄.Alors u1   u2 2 Vh;0, et on a : 8vh 2 Vh;0; XK2Th aK;"(u1   u2; vh) = 0En prenant vh = u1   u2, on obtient que ku1   u2kH2(K) = 0 pour tout K 2 Th, e qui implique u1 = u2 surK, et nalement u1 = u2 dans 
.Mettons maintenant en évidene l'existene d'une solution. Soit ~uh une fontion quelonque de Vh. Notonsalors wh;" = uh;"   ~uh. On a alors wh;" 2 Vh;0, et wh;" solution du problème : trouver une fontion wh 2 Vh;0telle que pour toute fontion vh 2 Vh;0,XK2Th aK;"(wh; vh) =   XK2Th aK;"(~uh; vh)C'est un problème arré en dimension nie, l'uniité de la solution implique l'existene de elle-i. Or, l'uniité dela solution (seond membre nul ) solution nulle) a été montrée préedemment. Il existe don bien une solutionunique à notre problème.

36 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉ2.2.3 Convergene de la méthode éléments nisOn veut maintenant s'assurer de la onvergene de u";h solution du problème [QRh℄ vers u"solution du problème [QR℄ lorsque h tend vers 0, et obtenir une estimation de la vitesse de onver-gene. Il faut noter ii que l'on ne saurait avoir une onvergene en norme H2, norme naturelledu problème [QR℄, puisque Wh 6 H2(
). La onvergene que nous allons obtenir sera une sortede onvergene H2 par triangle, e qui est lassique pour des éléments nis non onformes. Pluspréisément, nous allons obtenir un résultat de onvergene dans la normek:kh := sXT2Th k:k2H2(T ):On va avoir besoin du lemme suivant :Lemme 2.2 Pour un domaine polygonal !, pour tout u 2 H4(!), pour tout v 2 H2(!), ona : (u;v)L2(!) + "(u; v)H2(!) = Z! (1 + ")2u  "u+ "u vdx  Z! (1 + ") u + "L2(u)  "u vd + Z! ((1 + ")u+ "L1(u)) v d:ave, en notant x = (x1; x2),  = (1; 2) le veteur normal sortant et  = ( 2; 1) le veteurtangent à !, L1(u) = 2 2ux1x2 12   2ux21 22   2ux22 21L2(u) =   2ux1x2 (21   22) + (2ux22   2ux21 )12!Preuve : par dénition, on a :(u; v)H2(!) = 2Xi;j=1 Z! 2uxixj 2vxixj dx+ Z! (ru:rv + uv) dx:Un alul rapide nous donne la relation suivante :2Xi;j=1 Z! 2uxixj 2vxixj dx  (u;v)L2(!) = Z! 2ux1x2  vx2 1 + vx1 2 d  Z! 2ux21 vx2 2 + 2ux22 vx1 1 d: (2.3)On a v = vx1 1 + vx2 2 et v =   vx1 2 + vx2 1 d'où l'on déduit vx1 = v 1   v 2 et vx2 =v 2 + v 1: En injetant e résultat dans (2.3), on obtient :2Xi;j=1 Z! 2uxixj 2vxixj dx  (u;v)L2(!) = Z! L1(u)v   L2(u)v d:Une fois e résultat obtenu, la suite de la démonstration se fait sans diulté.

2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 37Remarque : en supposant u" 2 H4(
), en utilisant e lemme ave ! = 
 et u = u", et en faisant varierv dans V0, on obtient sans diulté que u" vérie le problème fort :
⋆
8>>>><>>>>: (1 + ")2u"   "u" + "u" = 0 dans 
(1 + ")u" + "L2(u")  "u" = 0 sur  (1 + ")u" + "L1(u") = 0 sur  u" = g0 sur  u" = g1 sur  :On voit alors que si on fait tendre " vers 0, on obtient formellement 8>>>>><>>>>>: 2u0 = 0 dans 
u0 = 0 sur  u0 = 0 sur  u0 = g0 sur  u0 = g1 sur   , systèmed'équations qui est bien vérié par u solution du problème [Cauhy℄ : en eet, omme u = 0 dans
, on a bien 2u = 0 dans 
, et u = u = 0 sur  .Soient deux triangles K1 et K2 de Th ayant une arête e en ommun, et wh 2Wh. Soit K1 (resp.K2) la normale sortante à K1 (resp. K2) à travers e. On dénit la normale  à e en hoisissantarbitrairement K1 ou K2 . On dénit alors le saut de wh à travers e, noté [wh℄e omme suit :[wh℄e = whjK1K1 : +whjK2K2 :et le saut de dérivée normale de wh à travers e, noté hwh iewh e = whjK1K1 + whjK2K2 ;ette dénition n'étant en fait qu'une onséquene de la dénition du saut d'une fontion à traversl'arête e. On étend ette dénition pour une arête e  d'un triangle K située sur   en posant :[wh℄e  = whjK ; wh e  = whjKK :Propriété 2.12 Soit u" la solution du problème [QR℄, et uh;" elle du problème [QRh℄. Onsuppose que u" 2 H4(
), et "  1. On a alors :ku"   uh;"kh  1 +p3p" infvh2Vh ku"   vhkh + 1" supwh2Vh;0 jF1(wh)jkwhkh + supwh2Vh;0 jG1(wh)jkwhkh+ 1" supwh2Vh;0 jF2(wh)jkwhkh + supwh2Vh;0 jG2(wh)jkwhkh (2.4)ave pour wh 2 Vh;0, F1(wh) =   Xe2Sh Zeu" wh e d (2.5)G1(wh) =   Xe2Sh Ze(u" + L1(u")) wh e d (2.6)F2(wh) = Xe2Sh Ze u" [wh℄e d (2.7)G2(wh) = Xe2Sh Ze u" + L2(u")  u"  [wh℄e d (2.8)
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i, Sh denote l'ensemble des arêtes des triangles K 2 Th, sauf elles qui appartiennent à  ,et k:k2h =PK2Th k:k2H2(K)Preuve : tout d'abord, on utilise le lemme 2.2 ave ! = K 2 Th, u = u" et v = wh, et on obtient (en utilisantle système ⋆ p.37), pour tout wh 2 Vh;0 :aK;"(u"; wh) =   ZK I"2(u")whd + ZK I"1(u")whK d;ave I"1(u) = (1 + ")u + "L1(u) et I"2(u) = (1 + ")uK + "L2(u)   " uK , et K la normale sortante à K.En sommant sur tous les triangles de Th, on obtient :XK2Th aK;"(u"; wh) =   Xe2Sh Ze I"2(u")[wh℄ed + Xe2Sh Ze I"1(u") wh e d:Comme uh;" est solution du problème [QRh℄, on a, pour tout wh 2 Vh;0 :XK2Th aK;"(uh;"; wh) = 0:On en déduit que pour tout wh 2 Vh;0, on a :XK2Th aK;"(uh;"; wh) = XK2Th aK;"(u"; wh) + F1(wh) + "G1(wh) + F2(wh) + "G2(wh):Pour vh 2 Vh, on soustrait XK2Th aK;"(vh; wh) aux deux termes de ette égalité, pour nalement obtenir que pourtout vh 2 Vh, pour tout wh 2 Vh;0, on a :XK2Th aK;"(uh;"   vh; wh) = XK2Th aK;"(u"   vh; wh) + F1(wh) + "G1(wh)+ F2(wh) + "G2(wh)On remarque alors que pour tout vh 2 Vh, uh;"  vh 2 Vh;0, e qui permet d'érire que pour tout vh 2 Vh, on a :XK2Th aK;"(uh;"   vh; uh;"   vh) = XK2Th aK;"(u"   vh; uh;"   vh) + F1(uh;"   vh)+ " G1(uh;"   vh) + F2(uh;"   vh) + " G2(uh;"   vh)Notons alors k:k2h;" = XK2Th aK;"(:; :). En utilisant l'inégalité de Cauhy-Shwarz, on obtient, pour tout vh 2 Vh :kuh;"   vhk2h;"  kuh;"   vhkh;"ku"   vhkh;" + jF1(uh;"   vh)j+ "jG1(uh;"   vh)j+ jF2(uh;"   vh)j+ "jG2(uh;"   vh)jsoit enore : kuh;"   vhkh;"  ku"   vhkh;" + jF1(uh;"   vh)jkuh;"   vhkh;"+ " jG1(uh;"   vh)jkuh;"   vhkh;" + jF2(uh;"   vh)jkuh;"   vhkh;" + " jG2(uh;"   vh)jkuh;"   vhkh;" :Remarquons alors que l'on a les inégalités suivantes :kwk2h;" = XK2Th hkwk2L2(K) + "kwk2H2(K)i  "kwk2het kwk2L2(K)  2 ZK j2wx21 j2 + j2wx22 j2 dx  2kwk2H2(K) ) kwkh;"  p2 + "kwk2h
2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 39On en déduit que pour tout vh 2 Vh, on a :p"kuh;"   vhkh  p2 + "ku"   vhkh + 1p" jF1(uh;"   vh)jkuh;"   vhkh +p" jG1(uh;"   vh)jkuh;"   vhkh+ 1p" jF2(uh;"   vh)jkuh;"   vhkh +p" jG2(uh;"   vh)jkuh;"   vhkh p3ku"   vhkh + 1p" supwh2Vh;0 jF1(wh)jkwhkh +p" supwh2Vh;0 jG1(wh)jkwhkh+ 1p" supwh2Vh;0 jF2(wh)jkwhkh +p" supwh2Vh;0 jG2(wh)jkwhkhpuisque uh;"   vh 2 Vh;0. On obtient alors :kuh;"   vhkh  r3" infvh2Vh ku"   vhkh + 1" supwh2Vh;0 jF1(wh)jkwhkh + supwh2Vh;0 jG1(wh)jkwhkh+ 1" supwh2Vh;0 jF2(wh)jkwhkh + supwh2Vh;0 jG2(wh)jkwhkhFinalement, en utilisant le fait que ku"   uh;"kh  ku"   vhkh + kuh;"   vhkh, on obtient (2.4).
Lemme 2.3 Pour un domaine polygonal !, si k et l sont deux entiers et U un espae deHilbert tel que Pl(!)  U  H l+1(!) (U est équipé de la norme k:kHl(!)). On suppose queB : Hk+1(!) U ! R est une forme bilinéaire ontinue qui satisfait :B(u; v) = 0; 8u 2 Pk(!); 8v 2 UB(u; v) = 0; 8u 2 Hk+1(!); 8v 2 Pl(!):Alors il existe une onstante  ne dépendant que de !, telle quejB(u; v)j   kBk jujHk+1(!)jvjHl+1(!)où j:jHm(!) est la semi-norme dans Hm(!).Preuve : voir le théorème 4.2.5 p.218 de [Cia78℄.
Théorème 2.7 Soit u" la solution du problème [QR℄, et uh;" elle du problème [QRh℄. Onsuppose u" 2 H4(
) et "  1. On a l'estimation d'erreur suivante :ku"   uh;"kh  h 1p" ju"jH3(
) + 2" ku"kH2(
) + 3ku"kH4(
) (2.9)où 1, 2 et 3 sont des onstantes indépendantes de h et ".Preuve : on part de l'inégalité (2.4).Intéressons-nous tout d'abord au terme infvh2Vh ku" vhkh. On dénit alors le projetée de ue sur Vh h(u")tel que, pour tout K 2 Th, on ait :h(u")jK = 3Xi=1 u"(Ai)si + u"(Mi)mi + 1jeij Zei u"  (:K)di:
40 CHAPITRE 2. LA MÉTHODE DE QUASI-RÉVERSIBILITÉOn voit diretement que h(u") 2 Vh, et don :infvh2Vh ku"   vhkh  ku"   h(u")kh:On déduit alors diretement de (2.1) que :infvh2Vh ku"   vhkh  hju"jH3(
):Passons au terme supwh2Vh;0 jF1(wh)jkwhkh . On a pour wh 2 Vh;0F1(wh) =   Xe2Sh Zeu" wh eOn va s'intéresser tout d'abord au as e =2  0. Pour une fontion de L2(e), on dénit l'opérateur 0 de la façonsuivante : 0 : L2(e)  ! Rg 7 ! 1jej Ze g dPar dénition de nos éléments nis, on a 0(wh e) = 0, 8wh 2 Vh;0, et on remarque failement que0(wh e) = 0(wh )e. On remarque également failement que Re wh   0(wh )e d = 0. De tout eion déduit que :8wh 2 Vh;0; 8e 2 Sh; Zeu" wh e d = Ze(u"   0(u")) wh   0(wh )e dOn est amené à s'intéresser à la forme bilinéaire dénie sur H1( bK) P2( bK)24, par :B(bu; bp) = Zbe(be  b0(bu))(bp  b0(bp))dbB satisfait les hypothèses du lemme (2.3) ave ! = bK, U = P2( bK), et k = l = 0. On en déduit l'existene d'uneonstante b telle que B(bu; bv)  bjbujH1(bK)jbpjH1(bK):Soit K1 et K2 les deux triangles partageant l'arête e. En allant de es deux triangles au triangle de base bK, puisen revenant à es triangles, on obtient : Zeu" wh e d  b h(ju"jH1(K1)jwhjH2(K1) + ju"jH1(K2)jwhjH2(K2))Si on onsidère maintenant une arête e 2  0, et K le triangle qui la ontient, on obtient de la même manière : Zeu" wh e d  b hju"jH1(K)jwhjH2(K)On obtient alors, pour tout wh 2 Vh;0 :jF1(wh)j  b h Xe2Sh;e2 0 ju"jH1(K)jwhjH2(K) +b h Xe2Sh;e=2 0(ju"jH1(K1)jwhjH2(K1) + ju"jH1(K2)jwhjH2(K2)) 3b h XK2Th ju"jH1(K)jwhjH2(K):On utilise alors Cauhy-Shwarz pour obtenir :jF1(wh)j  3b hju"jH1(
)kwhkh24 bK est le triangle de référene, dont les sommets ont pour oordonnées (0; 0), (0; 1) et (1; 0)
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e qui implique supwh2Vh;0 jF1(wh)jkwhkh  Chju"jH1(
)ave une onstante C ne dépendant ni de h, ni de ". On prouve exatement de la même manière :supwh2Vh;0 jG1(wh)jkwhkh  C 0hju"jH3(
):Posons maintenant f = u" . On a alors, pour tout wh 2 Vh;0,F2(wh) = Xe2Sh Ze f [wh℄ed:On dénit alors, pour K 2 Th, l'opérateur 1 omme suit :1 : PK  ! P1(K)p 7 ! P3i=1 p(Ai)1:Par dénition, pour une arête e 2 Sh, [1(wh)℄e = 0. On a don :Ze f [wh℄e d = Ze f [wh   1(wh)℄e d:Si on transporte ette intégrale dans le triangle de base bK, on est amené à s'intéresser à la forme bilinéairesuivante : ~B( bf;wh) = Zbe bf(wh   b1(wh))db:En utilisant une inégalité lassique de trae, ainsi que l'estimation d'erreur lassique de l'interpolation P1, onobtient : ~B( bf;wh)  Ck bfkH1(bK)kwh   b1(wh)kH1(K)  ~Ck bfkH1(K)jwhjH2(K):Si e = K1 \K2, ave Ki 2 Th, on obtient nalement l'existene d'une onstante  ne dépendant ni de h, ni de", telle que Ze f [wh℄e d  h(kfkH1(K1)jwhjH2(K1) + kfkH1(K2)jwhjH2(K2))Si e 2  0, on obtient : Ze f [wh℄e d  hkfkH1(K)jwhjH2(K)On obtient nalement l'estimation suivante :supwh2Vh;0 jF2(wh)jkwhkh  hku"kH2(
)et exatement de la même manière : supwh2Vh;0 jG2(wh)jkwhkh  hku"kH4(
):L'inégalité (2.9) est alors immédiate.
Les éléments nis FV1 nous assurent une onvergene en h en norme k:kh de uh;" vers u".Remarquons au passage la présene de ", paramètre de régularisation de la méthode de quasi-réversibilité, au dénominateur dans l'estimation de onvergene, e qui est aratéristique du faitque la méthode [QR℄ régularise un problème mal posé. Cei signie qu'il nous faudra hoisir h enfontion de ", et plus préisément que plus on hoisit un " petit, plus il faut prendre un pas demaillage petit pour être sûr d'avoir une bonne approximation de u".
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ul des matries élémentairesRappelons le problème que nous voulons résoudre :Problème [QRh℄ : pour " > 0, trouver uh;" 2 Vh tel que pour tout vh 2 Vh;0,XK2Th aK;"(uh;"; vh) = 0:ave aK;"(uh; vh) = (uh;vh)L2(K) + "(uh; vh)H2(K); 8(uh; vh) 2Wh Wh:Lorsque l'on déompose les fontions uh et vh sur les fontions de base de l'espae Wh, onobtient un système linéaire. Il sut de savoir aluler la matrie de e système pour résoudre leproblème25. Pour ela, il sut de aluler les ontributions de haque triangle du maillage à lamatrie.Soit K un triangle de la triangulation Th. Pour tout uh 2 Wh, on a uhjK 2 PK , ave PK :=V et(s1; s2; s3;m1;m2;m3; d1; d2; d3). On a montré que P2(K)  PK  P3(K). On est don amenéà aluler des intégrales sur K de polynmes de degrés au plus 6. Pour ela, nous avons utilisé laformule de quadrature suivante26 :Propriété 2.13 soit K0 le triangle de sommet (0; 0), (0; 1) et (1; 0) , et p 2 P6(K0). AlorsZK0 p(x) dx = 4Xi;j=1AiBj p(sj ; ri(1   sj))ave r1 = 0:0694318422 s1 = 0:0571041961 A1 = 0:1739274226 B1 = 0:1355069134r2 = 0:3300094782 s2 = 0:2768430136 A2 = 0:3260725774 B2 = 0:2034645680r3 = 0:6699905218 s3 = 0:5835904324 A3 = 0:3260725774 B3 = 0:1298475476r4 = 0:9305681558 s4 = 0:8602401357 A4 = 0:1739274226 B4 = 0:0311809709Il sut alors de aluler les dérivées premières et seondes des fontions de base pour obtenirla matrie du système linéaire. Remarquons que nous obtiendrons au passage la matrie MWhorrespondant au produit salaire (:; :)h surWh, 'est-à-dire la matrie telle que pour tout (uh; vh) 2Wh Wh, on a (uh; vh)h = XT2Th(uh; vh)H2(
) = ~uThMWh~vhoù ~uh est le veteur des omposantes de uh sur la base de Wh.2.2.5 Appliations numériquesVériation des éléments nis : problème de plaque en exion pureLes éléments nis non-onformes F.V.1. ayant été introduits pour résoudre des problèmes deplaques, nous pouvons vérier notre implémentation numérique de es éléments en résolvant unproblème de plaque enastrée, soit 8><>: 2u = f 2 L2(
)u = 0 sur 
u = 0 sur 
25il faut également savoir l'inverser, mais e n'est pas un problème, puisqu'elle est symétrique dénie positive26voir [Str71℄, p.314
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 ouvert borné de R2, que nous supposons polygonal. Une formulation faible de e problèmeest :(}) trouver u 2 H20 (
) tel que pour tout v 2 H20 (
), on aitZ
 "2ux2 2vx2 + 2 2uxy 2vxy + 2uy2 2vy2# dx = Z
 f v dx:Le problème (}) admet une unique solution u 2 H20 (
).La disrétisation de e problème par éléments nis F.V.1 se fait de la manière suivante : onsuppose que l'on a une triangularisation régulière de 
, notée Th. On pose, pour (vh; wh) 2WhWh,bh(vh; wh) := XT2Th ZT "2vhx2 2whx2 + 2 2vhxy 2whxy + 2vhy2 2why2 # dx:On dénit Wh;0 = fwh 2Wh j 8e  
; wh(A1) = wh(A2) = wh(M3) = [wh℄3 = 0g27. On se posealors le problème suivant : trouver uh 2Wh;0 t.q. pour tout vh 2Wh;0, on aitbh(uh; vh) = (f; vh)L2(
):Ce problème admet une unique solution uh, qui onverge vers u solution de (}) ave les estimationssuivantes28 : kuh   ukL2(
)  C h2; kuh   ukh  C h:Nous allons tester nos éléments nis dans le domaine arré 
 := ℄0; 1[  ℄0; 1[, avef := 84 3  5 (os ( y))2   5 (os ( x))2 + 8 (os ( x))2 (os ( y))2 :La solution de (}) est alors u := sin(x)2 sin(y)2.
u, uh et u  uh, ave h = 160 . Erreur relative de l'ordre de 10 5 en norme L1Les ordres de onvergene sont bien eux attendus, omme le montre le graphique suivant :27f p.34 pour la dénition de Wh et les notations28les preuves de toutes es armations se trouvent dans [LL75℄
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ln(ku  uhk) fontion de ln(h), pour les normes k:kL2 et k:kh.Nous validons ainsi l'implémentation numérique des éléments nis.Problème de quasi-réversibilitéOn dénit le arré 
 := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, et on numérote les tés de e arréomme sur la gure : 1 324 xyNos données proviendront de solutions exates du problème de Laplae dans R2, plus préisé-ment les fontions u1 : (x; y) 7! y33   x2 y et u2 : (x; y) 7! os(3x) sinh(3y)50 .
y33   x2 y os(3x) sinh(3y)50 Choix du paramètre "Notre objetif est de résoudre [Cauhy℄ dans 
. Pour e faire, nous résolvons le problème[QRh℄, formulation disrète du problème [QR℄. La solution uh;" de [QRh℄ est une approximationde u" solution de [QR℄, qui est elle-même une approximation de u solution de [Cauhy℄. Ainsi, enutilisant l'estimation du théorème 2.7, l'inégalité triangulaire et la dénition de la norme k:kh, et si
2.2. RÉSOLUTION NUMERIQUE DANS UN DOMAINE POLYGONAL DE R2 45on suppose que u" est borné uniformément en " dans H4(
)29, on obtient failement l'estimationsuivante : kuh;"   ukh  ku"   ukH2(
) + Ch" ; 8"; 0 < " < 1où C est une onstante positive indépendante de " et h. Le théorème 2.5 nous donneku"   ukH2(
















































kuh;" h(u)khkh(u)kh (en pourentage) fontion de ", données sur les bords 2 et 4.u1 = y33   x2y à gauhe, u2 = 150 os(3x) sinh(3y) à droite.Quelques ommentaires sur es deux gures : tout d'abord, la fontion polynomiale est mieuxretrouvée que la fontion exponentielle. Cei n'est en rien surprenant, puisque d'une part nosfontions d'approximation sont polynomiales dans haque triangle, et d'autre part l'exemple d'Ha-damard qui met en évidene le aratère mal posé du problème de [Cauhy℄ utilise préisémentdes fontions de la forme de u2. Ensuite, on voit bien que le hoix de " ne peut être fait sans sesouier du pas du maillage h, au risque de détériorer la solution approhée uh;".Remarquons que l'erreur relative en norme k:kh entre u2h;" et u2 peut devenir importante (del'ordre de 10%) si on fait un hoix de " trop faible. Ce n'est par ontre pas le as pour l'erreurrelative en norme L2, omme le montre les gures suivantes :29e qui est une hypothèse très forte : en eet, nous ne sommes déjà pas sûrs que u" soit dans H4(
), et si 'estle as, tout e que nous savons est que u" tend vers u dans H2(
)



















































) (en pourentage) fontion de ", données sur les bords 2 et 4.u1 = y33   x2y à gauhe, u2 = 150 os(3x) sinh(3y) à droite.Ce omportement (explosion en norme k:kh mais pas en norme L2) se omprend mieux enobservant u2h;"   u2 pour diérentes valeurs de " :
u2h;"   u2 pour h = 150 , " = 10 2 à gauhe, " = 10 6 à droiteOn onstate sur es gures que la diérene entre u";h et u est plus faible en norme L1 pour" = 10 6 que pour " = 10 2, e qui explique le omportement de la norme L2, mais est aussiplus osillante pour " = 10 6 que pour " = 10 2, e qui implique une plus grande norme k:kh,dans laquelle apparaissent les dérivées premières et seondes... Nous n'avons malheureusement pasd'expliation théorique de e phénomène, que nous observons toujours numériquement.Toutes es observations nous poussent nalement à hoisir " dans l'intervalle 10 4; 10 3,ompromis entre une bonne approximation en norme k:kh et une bonne approximation en normeL2, pour un pas de maillage h de 150 , en nous autorisant à hoisir " plus petit si on hoisit un pasde maillage plus petit30. Résultats numériquesPour nir e hapitre, nous présentons quelques résultats de résolution de problème [QRh℄.Conformément à e que nous venons de dire, nous avons hoisi " := 10 4 dans tous les résultatsnumériques que nous présentons.Dans es premières simulations, la donnée est la trae et la trae normale de u1 := y33   3x2 y surles bords 2 et 4 de 
. On montre l'inuene du pas de maillage h sur la qualité de la solutionapprohée u1h;".30nous sommes ii dans le as où nous avons des données exates. Le hoix du paramètre " en présene de donnéesbruitées est l'objet du prohain hapitre
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À gauhe, u1h;" pour h = 1100 . À droite, u1h;"   u1 pour h = 150 . " = 10 4. Données sur bord 2 et 4.
u1h;"   u1, à gauhe pour h = 1100 , à droite pour h = 1150 . " = 10 4: Données sur bord 2 et 4.La donnée du problème est maintenant la trae et la trae normale de u2 sur les bords 2 et 4.
À gauhe, u2h;" pour h = 1100 . À droite, u2h;"   u2 pour h = 150 . " = 10 4. Données sur bord 2 et 4.
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u2h;"   u2, à gauhe pour h = 1100 , à droite pour h = 1150 . " = 10 4: Données sur bord 2 et 4.L'inuene de la partie du bord où l'on a les données sur la qualité de la reonstrution de la solutionde [Cauhy℄ est un problème omplexe. Elle est ahée dans les onstantes intervenant dans lesestimations de onvergene des théorèmes 2.5 et 2.7, et n'est don pas failement quantiable. Ellejoue néanmoins un grand rle dans la qualité de la reonstrution, omme illustré i-après : onherhe à retrouver u2, en hangeant la partie du bord où l'on a les données. On se donne toutd'abord la donnée sur deux tés, puis sur trois tés. On voit alors très lairement l'inuene de  sur la qualité de la reonstrution de u2. Ainsi, on onstate que dans le as qui nous intéresse ii,il vaut mieux avoir les données sur les bords 2 et 4, que sur les bords 1, 2 et 3, e qui peut semblerparadoxal à première vue, mais s'explique de la manière suivante : l'information sur les osillations(la "forme") de u2 est ontenue essentiellement sur les bords 2 et 4, la donnée de Dirihlet g0 étantnulle sur les bords 1 et 3.
En haut, u2h;"   u2 : données sur bords 2 et 4 à gauhe, données sur bords 1 et 3 à droite.En bas , u2h;" : données sur bords 2 et 4 à gauhe, données sur bords 1 et 3 à droite.h = 1100 , " = 10 4.
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En haut u2h;"   u2 : à gauhe, donées sur bords 1, 2 et 3, à droite, données sur bords 1, 2 et 4.En bas, u2h;" : à gauhe, données sur bord 1, 2 et 3, à droite, données sur bords 1, 2 et 4.h = 1100 . " = 10 4:
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Chapitre 3Prise en ompte du bruitIntrodutionLe aratère mal posé du problème de Cauhy fait de la prise en ompte du bruit un problèmeruial. En eet, si l'on veut onstruire une méthode de résolution de e problème pouvant êtreutilisée dans des situations "réelles", il faut tenir ompte du aratère impréis des mesures prove-nant d'appareils de mesure "réels", et don tenir ompte de la problématique des données bruitées.Or des données bruitées, aussi faible que puisse être l'erreur faite, peuvent avoir un impat énormesur la solution du problème.Un exemple pour illustrer e fait : soit 
 := ℄0; [  ℄0; [,   := f0g  ℄0; [ et u 2 H1(
) telque u = 0 dans 
. On pose g0 := uj  et g1 := uj . Par uniité de la solution du problème deCauhy, u est l'unique fontion vériant8><>: u = 0 dans 
u = g0 sur  u = g1 sur  :Supposons alors que l'on perturbe la donnée de Neumann g1 en lui soustrayant 1n sin(ny). On voitque lorsque n tend vers l'inni, le niveau de bruit tend vers 0 en norme k:kL2( ) : la donnée est demoins en moins perturbée. On se retrouve alors ave le problème perturbé : trouver un 2 H1(
)8>><>>: un = 0 dans 
un = g0 sur  un = g1   1n sin(ny) sur  :La solution de e problème est un := u+ 1n2 sin(ny) sinh(nx). On a kun ukL2(
) n!1   !1 : l'éartentre la solution ave donnée exate et la solution ave donnée bruitée tend vers l'inni, alors quel'éart entre la donnée exate et la donnée bruitée tend vers 0.Les résultats présentés dans e hapitre ont fait l'objet d'une publiation : A duality-basedmethod of quasi-reversibility to solve the Cauhy problem in the presene of noisy data,L.Bourgeois & J.Dardé, Inverse Problems, vol. 26, 2010.Sommaire3.1 Modélisation : qu'est e qu'un bruit ? . . . . . . . . . . . . . . . . . . . . 523.2 Comportement de la méthode [QR℄ en présene de bruit . . . . . . . . . 523.3 Une formulation basée sur la dualité . . . . . . . . . . . . . . . . . . . . . 573.3.1 Un problème d'optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 573.3.2 Lien ave la quasi-réversibilité . . . . . . . . . . . . . . . . . . . . . . . . . 6351
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rétisation du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . 663.4.1 Espaes disrets, produits salaires . . . . . . . . . . . . . . . . . . . . . . . 663.4.2 Problèmes d'optimisation disrets . . . . . . . . . . . . . . . . . . . . . . . 693.5 Appliations numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 753.1 Modélisation : qu'est e qu'un bruit ?Il est néessaire de dénir mathématiquement e que nous appelerons une donnée bruitée avantde nous attaquer à sa prise en ompte. Pour ela, plaçons nous un instant d'un point de vue trèsappliatif : les données sont dans la "vraie vie" le résultat de mesures. Or, les instruments demesure ne fournissent pas des fontions, 'est-à-dire dans le as qui nous intéresse le ouple (g0; g1)sur  , mais les valeurs prises par es fontions aux points de mesures, ave une possible erreur surla mesure. Ainsi, on n'exploite pas au nal la onnaissane d'une fontion, mais d'un ensemble devaleurs prises par ette fontion.On peut alors, pour rentrer dans le adre fontionnel habituel pour les données de nos pro-blèmes, interpoler es valeurs. Si l'on peut réer très failement de ette manière des fontions deL2, on peut aussi réer des fontions plus régulières, par exemple des fontions H3=2H1=2, e quiest le adre fontionnel lassique de nos problèmes de Cauhy. Créer à partir de valeurs bruitéesdes données régulières nous a néanmoins semblé abusif, puisqu'en quelque sorte nous réons del'information que nous n'avons pas : en eet, on suppose alors impliitement que les valeurs brui-tées que nous possédons sont les valeurs prises par la trae et la trae normale d'une fontion deH2, ou autrement dit que notre donnée bruitée admet un relèvement H2, e que nous ne pouvonslégitimement armer. C'est pourquoi nous avons hoisi de ne pas supposer a priori de régularitésur nos données bruitées.Ainsi, au nal, une donnée bruitée sera pour nous un ouple (gÆ0; gÆ1) de fontions de L2( ).La seule information que nous supposons onnue sur e bruit sera le niveau de bruit Æ, tel quekgÆi  gikL2( )  Æ. Cela revient à supposer que notre appareil de mesure ommet une erreur relativede i% sur gi, ave i := ÆkgikL2( ) .3.2 Comportement de la méthode [QR℄ en présene de bruitSoit 
 un ouvert borné de Rd, de frontière 
 de lasse C1;1. On se donne  ;  deux partiesouvertes non vides de 
 vériant  [  = 
,  \  = ;. On note  le veteur normal extérieurà 
.On se donne (g0; g1) 2 H3=2( )  H1=2( ), et on s'intéresse au problème de Cauhy pourl'opérateur laplaien :Problème [Cauhy℄ : trouver u 2 Vg := nv 2 H2(
) j vj  = g0; vj  = g1o t.q. u = 0 dans 
.Rappelons la formulation du problème [QR℄ orrespondant :Problème [QR℄ : trouver u" 2 Vg t.q. 8v 2 V0, (u";v)L2(
) + "(u"; v)H2(
) = 0.Ii, V0 := nv 2 H2(
) j vj  = vj  = 0o.Nous voyons déjà apparaître un problème onernant l'utilisation de la méthode de quasi-réversibilité en présene de bruit tel que déni i-dessus : le manque de régularité des données
3.2. COMPORTEMENT DE LA MÉTHODE [QR℄ EN PRÉSENCE DE BRUIT 53bruitées. En eet, gÆ0 et gÆ1 ne sont pas assez régulières (elles ne sont que L2, et pas H3=2 H1=2)pour être des données aeptables dans une formulation [QR℄.Supposons un instant que nos données bruitées sont régulières, 'est-à-dire que (gÆ0; gÆ1) 2H3=2( )  H1=2( ), et vérient kgÆ0   g0kH3=2( )  Æ, kgÆ1   g1kH1=2( )  Æ. Alors on peut légi-timement poser le problème [QRÆ℄ suivant :Problème [QRÆ℄ : trouver uÆ" 2 V Æg := nv 2 H2(
) j vj  = gÆ0; vj  = gÆ1o t.q. 8v 2 V0,(uÆ";v)L2(
) + "(uÆ"; v)H2(
) = 0:Il est lair que [QRÆ℄ admet une unique solution uÆ".Propriété 3.1 uÆ" tend vers u lorsque " tend vers 0 si et seulement si (gÆ0; gÆ1) = (g0; g1).Preuve : si uÆ" tend vers u lorsque " tend vers 0, alors, omme V Æg est fermé (par ontinuité de la trae et de la traenormale 1), on a u 2 Vg, d'où (gÆ0 ; gÆ1) = (uj ; uj ) = (g0; g1). si (gÆ0 ; gÆ1) = (g0; g1), V Æg = Vg. Comme u est solution du problème [Cauhy℄, on a, d'après le théorème2.4 p.26, uÆ" "!0   ! u.
En présene de bruit, prendre " le plus petit possible n'est don potentiellement plus la bonnehose à faire. La proposition suivante montre que ela peut être une très mauvaise idée :Propriété 3.2 pour tout "0 > 0, pour tout "; 0 < "  "0, on a kuÆ"   u"kH2(
)  C Æp", où Cest une onstante ne dépendant que de 
 et de "0.Preuve : remarquons tout d'abord que l'appliation (u; v) 2 H2(
) H2(
) 7! (u;v)L2(
) + "(u; v)H2(
) estun produit salaire sur H2(
) dès que " > 0. On a en partiulier l'inégalité de Cauhy-Shwartz suivante2 :j(u;v)L2(





) omme la frontière de 
 a été supposée C1;1,   est C1;1. Il existe don un opérateur de relevement R linéaireontinu de H3=2( )H1=2( ) dans H2(
), tel que pour tout (g0; g1) 2 H3=2( )H1=2( ), R(g0; g1)j  = g0,R(g0; g1)j  = g1 et kR(g0; g1)kH2(
)    kg0kH3=2( ) + kg1kH1=2( ), ave  ne dépendant que de 
. Posons~u" = u"  R(g0; g1), ~uÆ" = uÆ"  R(gÆ0; gÆ1). On a (~u"; ~uÆ") 2 V0  V0 et, pour tout v dans V0 :(~u";v)L2(
) + "(~u"; v)H2(
) =   (R(g0; g1);v)L2(
)   " (R(g0; g1); v)H2(
)(~uÆ";v)L2(
) + "(~uÆ"; v)H2(
) =    R(gÆ0; gÆ1);vL2(
)   "  R(gÆ0; gÆ1 ; v)H2(
)En posant v = ~u"   ~uÆ", et en soustrayant es deux égalités, on obtient :k(~u"   ~uÆ")k2L2(
) + "k~u"   ~uÆ"k2H2(
) =   R(g0   gÆ0 ; g1   gÆ1);(~u"   ~uÆ")L2(
)  "  R(g0   gÆ0 ; g1   gÆ1); ~u"   ~uÆ")H2(
)1f théorème 1.5.1.2 p.37 de [Gri85℄2f p.78 de [Bre05℄, par exemple...
54 CHAPITRE 3. PRISE EN COMPTE DU BRUITOn utilise alors l'inégalité de Cauhy-Shwartz pour trouver :k(~u"   ~uÆ")k2L2(
) + "k~u"   ~uÆ"k2H2(
) qk(~u"   ~uÆ")k2L2(
) + "k~u"   ~uÆ"k2H2(
)qkR(g0   gÆ0 ; g1   gÆ1)k2L2(
) + "kR(g0   gÆ0; g1   gÆ1)k2H2(
)d'où :qk(~u"   ~uÆ")k2L2(
) + "k~u"   ~uÆ"k2H2(
) qkR(g0   gÆ0; g1   gÆ1)k2L2(
) + "kR(g0   gÆ0 ; g1   gÆ1)k2H2(
)or on a : p"k~u"   ~uÆ"kH2(
) qk(~u"   ~uÆ")k2L2(
) + "k~u"   ~uÆ"k2H2(
)et : qkR(g0   gÆ0 ; g1   gÆ1)k2L2(
) + "kR(g0   gÆ0 ; g1   gÆ1)k2H2(
)  p1 + "0kR(g0   gÆ0; g1   gÆ1)kH2(
) 2 p1 + "0 Æ:On obtient don nalement : k~u"   ~uÆ"kH2(
)  2 p1 + "0 Æp" . Pour nir, on a :ku"   uÆ"kH2(
) = k~u" +R(g0; g1)  ~uÆ"  R(gÆ0; gÆ1)kH2(
) k~u"   ~uÆ"kH2(
) + kR(g0; g1) R(gÆ0; gÆ1)kH2(
) 2 p1 + "0 Æp" + 2  Æ  2   p1 + "0 +p"0 Æp"
On a don, en utilisant l'inégalité triangulaire, pour tout "  "0 :kuÆ"   ukH2(
)  ku"   ukH2(
) + C Æp" |Lorsque " tend vers 0, on a ku" ukH2(
) qui tend vers 0, mais dans le même temps C Æp" explose.Une très petite valeur de " dans [QRÆ℄ peut don produire une très mauvaise solution. On voitapparaître la néessité de xer " en fontion du niveau de bruit Æ.Une méthode naturelle pour le faire serait de herher " qui réalise le minimum de ku"  ukH2(
) + C Æp" (dans l'intervalle ℄0; "0℄). Cette idée est toutefois irréalisable en pratique, puisquenous ne onnaissons pas la onstante C, ne onnaissant pas la onstante de ontinuité de l'opérateurde relèvement R, et nous ne onnaissons pas la vitesse de onvergene de u" vers u.Remarque : bien sûr, rien n'oblige kuÆ"   ukH2(
) à se omporter en 1p" en 0. Par exemple, s'il existewÆ 2 H2(
) t.q. wÆ = 0, wÆj  = gÆ0 et wÆj  = gÆ1, alors on sait3 que uÆ" "!0   ! wÆ. On a alorskuÆ"   ukH2(
) "!0   ! kwÆ   ukH2(
), et kuÆ"   ukH2(
) n'explose pas lorsque " tend vers 0. Néanmoins,rien ne prouve que " 7! kuÆ" ukH2(
) soit minimum en 0, et il nous faut toujours trouver une méthodepour xer " en fontion de Æ.Illustrons le omportement de la méthode de quasi-réversibilité en présene de données bruitées :on se plae dans le domaine 
 := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[, on pose   := ℄ 0:5; 0:5[  f 0:5g [℄ 0:5; 0:5[f0:5g. g0 (resp. g1) est la trae (resp. la trae normale) sur   de la fontion harmoniqueu := y33   x2y. On perturbe la donnée (g0; g1) pour obtenir une donnée bruitée (g0 ; g1 ) vériantkgi   gikL2( )kgikL2( ) = ; 8i 2 f1; 2g :3théorème 2.4 p.26

























σ = 2%kuh;"   h(u)kh fontion de ", pour diérentes valeurs de . h := 1=70.Lorsque la donnée n'est pas perturbée, on retrouve la onvergene de uh;" vers u déjà montrée au2.2.5. Pour un bruit relatif de 0.5%, on voit par ontre que l'éart entre uh;" et u déroît pour "variant de 1 à 10 2, puis roît pour " variant de 10 2 à 10 4, e qui est ohérent ave l'estimation|. Pour un niveau de bruit de 2%, l'éart entre uh;" et u ne fait que roître : le premier terme auseond membre de | est omplétement absorbé par le seond.Il nous faut don une stratégie pour xer ". Une première idée naturelle est de se ramenerdans le adre théorique des régularisations de Tyhonov : en eetuant le hangement de variableû = u   R(g0; g1) diretement dans le problème [Cauhy℄, on obtient un problème de Cauhyhomogène de la forme 8><>: û = fûj  = 0ûj  = 0où f :=  R(g0; g1). On peut régulariser e problème à l'aide de la formulation de quasi-réversibilité homogène suivante :Problème [QRH℄ : trouver û" 2 V0 t.q. 8v 2 V0, (û";v)L2(
) + "(û"; v)H2(
) = (f;v)L2(
).La donnée est maintenant f , la donnée bruitée fÆ =  R(gÆ0; gÆ1), et on a4 kf   fÆkL2(
)  2  Æ.Le problème bruité s'érit don :Problème [QRHÆ℄ : trouver ûÆ" 2 V0 t.q. 8v 2 V0, (ûÆ";v)L2(
) + "(ûÆ"; v)H2(
) = (fÆ ;v)L2(
).La formulation [QRH℄ est exatement la régularisation de Tyhonov5 de l'opérateur  : V0 !L2(
). Dans le adre du problème de Cauhy homogène, des tehniques pour xer " fontion du4kf   fÆkL2(
) = kR(g0; g1)   R(gÆ0; gÆ1)kL2(
)  kR(g0; g1)   R(gÆ0; gÆ1)kH2(
)  (kg0   gÆ0kH3=2( ) + kg1  gÆ1kH1=2( ))  2  Æ5voir par exemple [EHN96℄ pour une étude très omplète des problématiques liées aux régularisations de Tyhonov
56 CHAPITRE 3. PRISE EN COMPTE DU BRUITniveau de bruit ont déjà été développées. On peut par exemple appliquer le prinipe de Morozov :on herhe alors à xer " de tel sorte que kûÆ"   fÆkL2(
) soit inférieur ou égal à kfÆ   fkL2(
).Cette approhe est étudiée dans [Bou06℄.Une autre méthode pour xer " en fontion du niveau de bruit très utilisée dans le adre desrégularisations de Tyhonov est la "L-urve method". Cette méthode onsiste à traer la ourbekûÆ"kH2(
) en fontion de la norme de kûÆ" fÆkL2(
), 'est-à-dire la norme de la solution régulariséeen fontion de la norme du résidu. Cette ourbe, paramétrée par ", a le plus souvent une forme deL, omme illustré sur la gure suivante :
Forme typique d'une "L-urve"Le paramètre " hoisi est alors elui qui orrespond au "oin" du L, "opt sur la gure, ou plusmathématiquement elui qui orrespond à la ourbure maximum de la ourbe. Dans [EG94℄, onétudie théoriquement ette méthode6. On peut la trouver mise en appliation dans [ABF06℄ et[FABB10℄ pour des problèmes de Cauhy elliptiques.Ces méthodes ne peuvent néanmoins pas être appliquées dans notre as : nous ne onnaissonstoujours pas la onstante de ontinuité de l'opérateur de relèvement R, et don nous ne pouvonspas réperuter orretement le niveau d'erreur sur la donnée au bord (g0; g1) sur le niveau d'erreursur la donnée volumique f . Un exemple présenté dans [CKP09℄ illustre bien ette problèmatique :on onsidère le demi-plan (x; y) 2 R2 j y > 0	. Pour ette géométrie, il est faile de réer un relè-vement R de la donnée (g0; g1), ouple de fontions de la droite réelle : il sut de prendreR(g0; g1)(x; y) := g0(x)  yg1(x):On obtient alors au seond membref(x; y) =  g000(x) + yg001 (x):On voit que l'on devra faire une double diérentiation numérique, proessus très instable, notam-ment si la donnée n'est que L2. Et même si on régularise ette diérentiation, nous ne pourronspas trouver de onstante de ontinuité pour notre opérateur de relèvement numérique, sauf à fairedes hypothèses très fortes de régularité sur la donnée.Au vu de tout ei, notre objetif est maintenant double : régulariser la donnée bruitée (gÆ0 ; gÆ1), an de pouvoir légitimement l'utiliser dans une formu-lation [QR℄ xer " en fontion du niveau de bruit Æ.6dans et artile, on montre d'ailleurs que hoisir le " orrespondant au maximum de ourbure n'est pas exatementle bon hoix, et on présente une méthode plus élaborée de hoix à partir de la L-urve
3.3. UNE FORMULATION BASÉE SUR LA DUALITÉ 573.3 Une formulation basée sur la dualitéPour remplir notre double objetif, nous allons provisoirement oublier la quasi-réversibilité.Avant toute hose, il faut bien omprendre qu'il est illusoire d'espérer retrouver u solution duproblème [Cauhy℄ à partir de la donnée bruitée (gÆ0 ; gÆ1), à ause de l'instablilité du problème7.L'information à notre disposition se réduit à : u appartient à l'ensemblenv 2 H2(
) jv = 0; kvj    gÆ0kL2( )  Æ; kvj    gÆ1kL2( )  Æo :Notre objetif va dorénavant être de onstruire un élément uÆ de et ensemble. On suit ainsi leprinipe de Morozov suivant : il ne sert à rien de vouloir être plus préis que la préision de ladonnée. uÆ est en eet une fontion harmonique qui ne s'éloigne pas plus de la donnée bruitée queu, la solution de [Cauhy℄.Pour onstruire uÆ, nous allons résoudre un problème d'optimisation par dualité. Cei nousfournira nalement une donnée régularisée et le paramètre " pour la méthode de quasi-réversibilité.3.3.1 Un problème d'optimisationOn pose Y := L2( ) L2( ) L2(
). Pour p = (p0; p1; p2) et q = (q0; q1; q2) deux éléments deY , on pose (p; q)Y := (p0; q0)L2( ) + (p1; q1)L2( ) + (p2; q2)L2(
). (:; :)Y dénit un produit salairesur Y , et (Y; (:; :)Y ) est un espae de Hilbert8.On dénit l'opérateur A : H2(
)! Y tel que 8u 2 H2(
); Au = (uj ; uj ;u).Étude de l'opérateur APropriété 3.3 A est un opérateur ontinu injetif.Preuve : on sait que 824u1u2u335 2 R3;qu21 + u22 + u23  ju1j+ ju2j+ ju3j: On a don, pour tout u 2 H2(
) :kAukY  kukL2(
) + kuj kL2( ) + kuj kL2( ) :La ontinuité de l'opérateur trae et trae normale pour les éléments de H2(
) nous donne alors l'existene d'uneonstante C > 0 telle que : kAukY  CkukH2(
):L'injetivité de A est une onséquene direte de l'uniité de la solution du problème de Laplae ave données deCauhy9.
Propriété 3.4 Im(A) = Y .Lemme 3.1 8u 2 H2(
); 8v 2 L2(
;) := v 2 L2(
)jv 2 L2(
)	 ;Z
uv   uv dx = hu; viH 12 (
);H  12 (
)   hu; viH 32 (
);H  32 (
) : (3.1)Preuve : voir [LM68℄.7e que nous voulons dire ii, 'est que nous ne pouvons pas être sûr de retrouver u à partir de (gÆ0; gÆ1). La méthodeque nous allons mettre en plae pourrait nous donner u, mais quand bien même e serait le as, nous n'aurions auunmoyen de savoir que nous avons retrouvé la solution exate de [Cauhy℄.8f théorème 5.16 de [Gon98℄9théorème 1.2 p.12
58 CHAPITRE 3. PRISE EN COMPTE DU BRUIT
Preuve de la proposition 3.4 : soit y = (f; g; h) 2 Y tel que pour tout u 2 H2(
), (Au; y)Y = 0. On adon, pour tout u 2 H2(
), Z
u f dx+ Z  u g d + Z  un h d = 0 (3.2)Posant u =  2 C1 (
) dans (3.2), on obtient R
 f dx = 0; 8 2 C1 (
). On a don f = 0, e quiimplique en partiulier f 2 L2(
;). En appliquant la formule (3.1), et en utilisant f = 0, on obtient, pourtout u 2 H2(
) Z
u f dx = hu; fiH 12 (
);H  12 (
)   hu; fiH 32 (
);H  32 (
) : (3.3)(3.2) et (3.3) donne, pour tout u 2 H2(
) :Z  u g d + Z  u h d =  hu; fiH 12 (
);H  12 (
) + hu; fiH 32 (
);H  32 (
) : (3.4)Pour s 2 f1=2; 3=2g, on dénit Hs00( ) (resp. Hs00( )) omme l'ensemble des ' 2 Hs( ) (resp. 2 Hs( ))t.q. le prolongement par 0 de ' sur 
n  (resp. 
n ), noté ~', vérie ~' 2 Hs(
). On dénit H s( ) (resp.H s( )) l'ensemble des restritions des éléments de H s(
) sur   (resp.  ). Enn, on note h:; :iHs00( );H s( )(resp. h:; :iHs00( );H s( )) le rohet de dualité entre Hs00( ) et H s( ) (resp. Hs00( ) et H s( )).Soit ' 2 H1=200 ( ). Par dénition, ~' est un élément de H1=2(
). Il existe10 u(') 2 H2(
) tel que u(')j
 =~' et u(')j
 = 0. En injetant ela dans (3.4), on obtient, pour tout ' 2 H1=200 ( ) :Z  'g d = h ~'; fiH 12 (
);H  12 (
) = h'; fiH 1200( );H 32 ( )d'où l'on déduit g = f sur  . Par un raisonnement analogue, on obtient  h = f sur  .Soit maintenant ' 2 H1=200 ( ). Par un raisonnement équivalent au préédent, on obtient :h'; fiH 3200( );H  32 ( ) = 0soit f = 0 sur  . Par un raisonnement analogue, on obtient f = 0 sur  . On peut alors utiliser l'uniitéde la solution du problème de Laplae ave données de Cauhy dans L2(
;)11, qui nous donne f = 0, e quiimplique diretement g = h = 0.
Les deux propriétés préédentes impliquent diretement laPropriété 3.5 A est un opérateur linéaire ontinu et injetif de Y dans H2(
)12.Un problème d'optimisation sous ontraintesSoit   0. On dénit :CÆ = nv 2 H2(
) jAv 2 B(gÆ0; Æ) B(gÆ1; Æ) B(0; )ooù B(x; r) désigne la boule de entre x et de rayon r pour la norme L2 appropriée. On poseégalement F := v 2 H2(
) 7! 12kvk2H2(





), voirle théorème 1.5.1.2 p.37 de [Gri85℄. On peut d'ailleurs prendre u(') = R( ~'; 0).11voir proposition 1 dans [Bou06℄12on identie ii H2 et Y à leurs duaux respetifs
3.3. UNE FORMULATION BASÉE SUR LA DUALITÉ 59Propriété 3.6 le problème [PÆ℄ admet une unique solution.Preuve : F est une fontion ontinue, oerive et stritement onvexe de H2(
). CÆ est un ensemble non vide,ar u 2 CÆ. Il est fermé, par ontinuité de l'appliation A. Enn il est onvexe, par linéarité des appliationstrae, trae normale et , et par onvexité des boules B(gÆ0; Æ), B(gÆ1; Æ) et B(0; ). Il sut alors d'appliquer laproposition 1.2 p.34 de [TE74℄ :- soit V un espae de Banah réexif, et C un ensemble onvexe fermé non vide de V . Soit F : C ! R unefontion onvexe, s..i. et oerive. Alors il existe au moins un élément u de C t.q. F (u) = infv2V F (v).Si de plus F est stritement onvexe, alors u est unique.
La solution uÆ := uÆ0 du problème [PÆ0℄ est la fontion H2(
) harmonique de norme minimalevériant uj  2 B(gÆ0; Æ) et uj  2 B(gÆ1; Æ). Elle vérie don le prinipe de Morozov que nousdésirions. C'est dorénavant la fontion que nous allons reherher.Théorème 3.1 limÆ!0 kuÆ   ukH2(
) = 0lim!0 kuÆ   uÆkH2(
) = 0Preuve : soit (Æn)n2N une suite de réels stritement positifs tendant vers 0. Pour tout n, on a u 2 CÆn0 , et omme uÆnest solution de [PÆn0 ℄, on a kuÆnkH2(
)  kukH2(
). On en déduit l'existene de w 2 H2(
) et d'une sous-suiteÆn0 tels que la suite uÆn0 tend faiblement vers w dans H2(
).Les appliations v 7! v, v 7! vj  et v 7! vj  étant linéaires et fortement ontinues sur H2(
), elles sontfaiblement ontinues13. Comme pour tout n0, uÆn0 2 CÆn00 , on a, par passage à la limite, w = 0, wj  = g0 etwj  = g1. Par uniité de la solution du problème de Laplae ave données de Cauhy14, on obtient w = u. Ona : kuÆn0   uk2H2(
) = kuÆn0k2H2(
)   2 (uÆn0 ; u)H2(
) + kuk2H2(
) 2 kuk2H2(
)   2 (uÆn0 ; u)H2(
) n0!1    ! 0:uÆn0 tend don fortement vers u dans H2(
). En appliquant le lemme 2.1 p.22, on obtient nalement que uÆtend fortement vers u dans H2(
) lorsque Æ tend vers 0. on montre pratiquement exatement de la même manière que uÆ !0   ! uÆ . Il sut simplement d'utiliserl'uniité de la solution du problème [PÆ0℄ à la plae de l'uniité de la solution du problème de Cauhy.
Pour obtenir uÆ, nous devons résoudre [PÆ℄, qui est un problème d'optimisation sous ontraintes,don un problème diile. Pour éliminer ette diulté, nous allons utiliser la dualité en analyseonvexe (f la deuxième partie de [TE74℄), qui va nous permettre de transformer e problème sousontrainte en un problème sans ontrainte. Le paramètre  va ii jouer un rle important.Étude du problème dualRappelons ii le théorème de Fenhel-Rokafellar15 :Théorème 3.2 soit V et Y deux espaes de Hilbert, V  et Y  les espaes duaux orrespon-dants. Soit A : V ! Y un opérateur ontinu, A : Y  ! V  son adjoint. Soit J : V  Y ! Rune fontion onvexe et J : V   Y  sa fontion polaire16.13f théorème III.9 de [Bre05℄14théorème 1.2 p.1215f théorème 4.1 p.58 de [TE74℄16f dénition 4.1 p 16 de [TE74℄
60 CHAPITRE 3. PRISE EN COMPTE DU BRUITOn onsidère le problème de minimisation primal [P℄infv2V J(v;Av)et le problème de maximisation dual onrrespondant [P℄supy2Y  J(Ap; p)Si inf[P℄ est ni, et s'il existe v0 2 V t.q. J(v0; Av0) <1 et y 7! J(v0; y) et ontinue en Av0,alors inf[P℄ = sup[P℄ et le problème [P℄ admet au moins une solution.Pour se mettre dans le adre d'appliation de e théorème, nous allons érire diéremment leproblème [PÆ℄. On dénit la fontion Æ : L2( ) L2( ) L2(
)! R par :8p := (p0; p1; p2) 2 Y; Æ(p) := ( 0 si p 2 B(gÆ0; Æ) B(gÆ1; Æ) B(0; )+1 sinonComme B(gÆ0; Æ)B(gÆ1; Æ)B(0; ) est un ensemble onvexe, Æ est onvexe17 . En posant J(v; p) =F (v) + Æ(p), on peut réerire le problème [PÆ℄ :Problème [PÆ℄ : trouver uÆ 2 H2(
) t.q. J(uÆ; AuÆ) = infv2H2(
) J(v;Av).Intéressons nous maintenant au problème dual [PÆ ℄. Puisque J(u;Au) := F (u) +Æ(Au), on a18J(Ap; p) := F (Ap) + Æ ( p). On obtient :Problème [PÆ ℄ : trouver pÆ 2 Y tel que F (Ap) + Æ ( p) = infq2Y F (Aq) + Æ ( q):Propriété 3.7 8p 2 Y , p = (p0; p1; p2), on pose GÆ(p) = F (Ap) + Æ ( p). On a :GÆ(p) = 12kApk2H2(
) + Ækp0kL2( )   (gÆ0 ; p0)L2( ) + Ækp1kL2( )   (gÆ1 ; p1)L2( ) + kp2kL2(
)Preuve : on a, pour tout u 2 H2(
) :F (u) = supv2H2(
)((u; v)H2(




)ar, pour tout v 2 H2(
), (u; v)H2(
)   12kvk2H2(




),ette valeur étant atteinte en v = u.17f p.8 de [TE74℄18f remarque 4.2 p. 59 de [TE74℄
3.3. UNE FORMULATION BASÉE SUR LA DUALITÉ 61On a, pour tout p 2 Y (on pose Yad = nq 2 Y j q 2 B(gÆ0; Æ) B(gÆ1; Æ) B(0; )o) :Æ (p) = supq2Y (p; q)Y   Æ(q)= supq2Yad(p; q)Y= supq2Yad(p0; q0)L2( ) + (p1; q1)L2( ) + (p2; q2)L2(
)= supq2Yad(p0; gÆ0)L2( 0) + Æ(p0; q0   gÆ0Æ )L2( 0) + (p1; gÆ1)L2( 0) + Æ(p1; q1   gÆ1Æ )L2( 0) + (p2; q2 )L2(
)= (p0; gÆ0) + Ækp0kL2( 0) + (p1; gÆ1)L2( 0) + Ækp1kL2( 0) + kp0kL2(
):
On peut don réerire [PÆ ℄ :Problème [PÆ ℄ : trouver pÆ 2 Y tel que GÆ(pÆ) = infq2Y GÆ(q)Propriété 3.8 Pour tout  > 0, le problème [PÆ ℄ admet une unique solution pÆ.Preuve : GÆ est une fontion ontinue et stritement onvexe sur Y (il est diret que GÆ est ontinue et onvexe,'est une fontion stritement onvexe ar l'opérateur A est injetif et don p 7! kApk2H2(
) est stritementonvexe). Supposons qu'elle ne soit pas oerive. Il existe alors (pn)n2N 2 Y N et C 2 R tels que kpnkY n!1    ! 1et GÆ(pn) < C. Posons n = kpnkY et qn = pnn . On a :GÆ(pn)2n = 12kAqnk2H2(
)+ n kqn;2kL2(
)+ 1n Æ  kqn;0kL2( ) + kqn;1kL2( )  (gÆ0; qn;0)L2( ) + (gÆ1 ; qn;1)L2( )d'où l'on déduit :12kAqnk2H2(
)  C2n + 1n  (gÆ0 ; qn;0)L2( ) + (gÆ1 ; qn;1)L2( )  C2n + 1n  kgÆ0kL2( ) + kgÆ1kL2( )et don Aqn H2(
)    !n!0 0. Comme kqnkY = 1, on peut extraire de (qn)n2N une sous-suite (notée qn également)qui onverge faiblement dans Y vers q 2 Y . Comme A est linéaire et ontinu, il est faiblement ontinu19, etAqn n!1    ! Aq. On a don Aq = 0, d'où, omme A est injetif, q = 0, et qn * 0. Enn, on a :GÆ(pn)  n kqn;2kL2(
) + Æ(kqn;0kL2( ) + kqn;1kL2( ))  (gÆ0; qn;0)L2( )   (gÆ1 ; qn;1)L2( ) n min(; Æ)(kqn;2kL2(
) + kqn;0kL2( ) + kqn;1kL2( ))  (gÆ0 ; qn;0)L2( )   (gÆ1 ; qn;1)L2( ) n min(; Æ)  (gÆ0 ; qn;0)L2( )   (gÆ1 ; qn;1)L2( )     !n!1 1:On a de nouveau utilisé ii l'inégalité pu21 + u22 + u23  ju1j + ju2j + ju3j; 8 u1 u2 u3 2 R3. On aboutitdon à une ontradition, et GÆ est oerive.Finalement, omme GÆ est ontinue, stritement onvexe et oerive sur Y , on obtient l'existene d'un uniquepÆ 2 Y tel que : GÆ(pÆ) = infq2Y GÆ(q)
Remarque : ette démonstration ne s'applique pas au as  = 0, puisque dans e as min(; Æ) = 0, eton perd la oerivité de G.19f théorème III.9 p.39 de [Bre05℄
62 CHAPITRE 3. PRISE EN COMPTE DU BRUITPropriété 3.9 Pour tout  > 0, GÆ(pÆ) =  12kuÆk2H2(
) et uÆ = ApÆ .Preuve : on va avoir besoin du résultat suivant20 : soit V un espae de Banah, F une fontion de V dans R, F  sa polaire. Alors v 2 F (v) (sous-diérentielde F en v) si et seulement si : F (v) + F (v) =< v; v >On a, pour tout p 2 Y GÆ(p) = F (Ap) + Æ ( p). Pour tout p 2 Y , on a F (Ap) < 1 et Æ ( p) < 1,ave F  ontinue en Ap, et F  et Æ onvexe. On a de plus infp2Y GÆ(p) >  1. On en déduit (f théorème3.2) que le problème [PÆ ℄ est stable, et don :infp2Y GÆ(p) =  ( infv2H2(
)F (v) + Æ(Av)) =  12kuÆk2H2(
):Cei nous donne également : F (ApÆ) + F (uÆ) + Æ(AuÆ) + Æ ( pÆ) = 0e que l'on peut réérire :F (ApÆ) + F (uÆ)  (ApÆ; uÆ)H2(
)+ Æ(AuÆ) + Æ ( pÆ)  ( pÆ; AuÆ)Y  = 0:Par dénition de la fontion polaire, haune des expressions entre rohets est positive ou nulle. Comme leursomme est nulle, elles sont toutes les deux nulles, et on en déduit :F (ApÆ) + F (uÆ)  (ApÆ; uÆ)H2(
) = 0e qui est équivalent à ApÆ 2 F (uÆ).Rappelons que pour tout v 2 H2(
), F (v) = 12kvk2H2(
). F est Frehet diérentiable sur H2(
), dediérentielle F 0(v) = v. Don pour tout v 2 H2(
), F (v) = fvg. On en déduit ApÆ = uÆ.
Évidemment, si [PÆ0 ℄ admettait une solution pÆ0, qui serait alors unique, on aurait de la mêmemanière uÆ = ApÆ0, la démonstration de la propriété 3.9 étant toujours valable. Mais il n'est passûr que e soit le as, ar on ne peut plus démontrer que GÆ0 est oerive sur Y (voir remarquep.61). On n'est don pas assuré de pouvoir obtenir uÆ par résolution du problème dual [PÆ0 ℄.Nous pouvons néanmoins obtenir ertains résultats sur [PÆ0 ℄ :Propriété 3.10 infp2Y GÆ0(p) =  12kuÆk2H2(
) = lim!0+ GÆ0(pÆ).Preuve : on a, pour tout p 2 Y , GÆ(p)  GÆ(pÆ) =   12kuÆk2H2(
). On en déduit GÆ0(p) + kp2kL2(
)   12kuÆk2H2(
). En passant à la limite lorsque  tend vers 0, on obtient GÆ0(p)    12kuÆk2H2(
), et doninfp2Y GÆ0(p)    12kuÆk2H2(
).On a de plus : kpÆ;2kL2(
) = GÆ(pÆ) GÆ0(pÆ)    12 hkuÆk2H2(
   kuÆk2H2(
)i !0+    ! 0.Finalement :GÆ0(pÆ) = GÆ(pÆ) kpÆ;2kL2(
) !0+    !   12kuÆk2H2(
), e qui implique infp2Y GÆ0(p) =  12kuÆk2H2(
)
Nous avons don maintenant une méthode à notre disposition pour approher la fontion uÆ :pour  > 0 petit, nous pouvons résoudre le problème [PÆ ℄, sa solution pÆ nous donnant alorsimmédiatement uÆ par la relation de la propriété 3.9 uÆ = ApÆ. Le théorème 3.1 assure que pluson prend un  petit, plus uÆ est prohe de uÆ . De la sorte, uÆ solution du problème [PÆ℄ jouevis-à-vis de uÆ solution de [PÆ0℄ le même rle que u" solution du problème [QR℄ vis-à-vis de usolution du problème [Cauhy℄.Il nous reste maintenant à faire le lien entre le problème [PÆ℄ et la méthode de quasi-réversibilité,e qui est l'objet de la prohaine partie.20voir propriété 5.1 p.21 de [TE74℄
3.3. UNE FORMULATION BASÉE SUR LA DUALITÉ 633.3.2 Lien ave la quasi-réversibilitéCommençons par démontrer les deux lemmes suivants :Lemme 3.2 kgÆ0kL2( )  Æ et kgÆ1kL2( )  Æ , uÆ = 0, 8 > 0; uÆ = 0, 8 > 0; pÆ = 0.Preuve : pour  > 0, on a diretement uÆ = 0, pÆ = 0, puisque uÆ = ApÆ et A injetif. kgÆ0kL2( )  Æ et kgÆ1kL2( )  Æ ) 0 2 CÆ. Or 8v 2 CÆ, kvk2H2(
)  0. On a don uÆ = 0, par uniité dela solution du problème [PÆ℄. Réiproquement, uÆ = 0) 0 2 CÆ ) kgÆ0kL2( )  Æ et kgÆ1kL2( )  Æ. on obtient de la même manière kgÆ0kL2( )  Æ et kgÆ1kL2( )  Æ , uÆ = 0.
Lemme 3.3 On a équivalene entre les deux propriétés suivantes :
H uÆ = 0
N 8v 2 V0, (uÆ ; v)H2(
) = 0.Preuve : il est évident que H) N.Supposons que N soit vrai. Alors 8' 2 C1 (
), (uÆ ; ')H2(
) = 0. On obtient alors failement :8' 2 C1 (
); huÆ  uÆ + uÆ ; ' i = 0:Mais par dénition de uÆ , on a uÆ = 0 et don uÆ = 0. On en déduit don : 8' 2 C1 (
), huÆ ; 'i = 0, equi implique uÆ = 0.
Le lemme 3.2 nous montre que kgÆi kL2( 0)  Æ; 8i 2 f0; 1g ) uÆ = 0. On formule alors l'hypothèsesuivante :Hypothèse [H℄ : il existe i 2 f0; 1g t.q. kgÆi kL2( 0) > Æ.Cette hypothèse signie que le "signal" gÆi est plus important que le bruit, ou enore que l'ondistingue "l'information" du bruit.Propriété 3.11 Sous l'hypothèse [H℄, il existe 0 > 0 tel que 8; 0 <  < 0, pÆ;2 6= 0.Preuve : supposons que e ne soit pas le as. Alors il existe (n)n2N t.q. n n!1    ! 0 et pÆn;2 = 0.Soit v 2 V0. On a, pour tout n 2 N :(pÆn ; Av)Y = (pÆn;2;v)L2(
) + (pÆn;0; vj )L2( ) + (pÆn;1; vj )L2( ) = 0et (pÆn ; Av)Y = (ApÆn ; v)H2(
) = (uÆn ; v)H2(
) n!1    ! (uÆ ; v)H2(
). On déduit alors du lemme 3.3 queuÆ = 0, d'où d'après le lemme 3.2, kgÆ0kL2(
)  Æ et kgÆ1kL2(
)  Æ, e qui est en ontradition ave [H℄.
Remarque : le lemme 3.2 nous montre que nous avons en fait ii une équivalene.Propriété 3.12 Sous l'hypothèse [H℄, 8; 0 <  < 0, uÆ =    pÆ;2kpÆ;2kL2( 0) .
64 CHAPITRE 3. PRISE EN COMPTE DU BRUITPreuve : on sait (proposition 3.9) que G(pÆ) =   12kuÆk2H2(
), d'où l'on déduit :kuÆk2H2(
) + kpÆ;2kL2(
) + ÆkpÆ;0kL2( )   (gÆ0 ; pÆ;0)L2( ) + ÆkpÆ;1kL2( )   (gÆ1 ; pÆ;1)L2( ) = 0et l'on sait (toujours proposition 3.9) que ApÆ = uÆ, d'où l'on déduit :kuÆk2H2(
) = (uÆ; ApÆ)H2(
) = (AuÆ; pÆ)Y = (uÆ; pÆ;2)L2(
) + (uÆj ; pÆ;0)L2( ) + (uÆj ; pÆ;1)L2( )En rassemblant es deux expressions, on obtient :(uÆ; pÆ;2)L2(
) + kpÆ;2kL2(
)+ h(uÆj    gÆ0 ; pÆ;0)L2( ) + ÆkpÆ;0kL2( )i+ h(uÆj    gÆ1 ; pÆ;1)L2( ) + ÆkpÆ;1kL2( ) = 0Comme par dénition de uÆ, kuÆkL2(
  , kuÆj    gÆ0kL2( )  Æ et kuÆj    gÆ1kL2( )  Æ, les troisexpressions entre rohets sont positives ou nulles. Puisque leur somme est nulle, elles sont toutes nulles. Enpartiulier, (uÆ; pÆ;2)L2(
)+kpÆ;2kL2(
) = 0, e qui implique, puisque pÆ;2 6= 0 (as d'égalité dans l'inégalitéde Cauhy-Shwartz), uÆ =    pÆ;2kpÆ;2kL2(
)
Remarque : on a don kuÆkL2(
) = , la ontrainte sur le laplaien est saturée.On aurait pu montrer e résultat autrement : soit , 0 <  < 0. On sait que pÆ;2 6= 0. De plus, pardénition de pÆ, on a, pour tout q 2 Y , pour tout t 2 R, GÆ(pÆ + tq)   GÆ(pÆ)  0. Soit t 2 R etq2 2 L2(
). On pose q = (0; 0; q2) 2 Y . On obtient alors :GÆ(pÆ + tq) GÆ(pÆ) = t"(ApÆ; Aq)H2(
) + kpÆ;2kL2(
) (pÆ;2; q2)L2(




) = 0. Mais(ApÆ; Aq)H2(
) = (uÆ; Aq)H2(
) = (AuÆ; q)Y = (uÆ; q2)L2(
):Le résultat suit.Remarquons que si pÆ;0 6= 0 (resp. pÆ;1 6= 0), nous avons montré dans la preuve de la propriété3.12 que uÆj  = gÆ0   Æ pÆ;0kpÆ;0kL2( ) (resp. uÆj  = gÆ1   Æ pÆ;1kpÆ;1kL2( ) ). On voit apparaître ii larégularisation des données bruitées : on enlève à une fontion de L2( ) une autre fontion deL2( ), et on obtient nalement une fontion de la régularité désirée, soit H3=2( ) et H1=2( ).Propriété 3.13 sous l'hypothèse [H℄, on a : 9i 2 f0; 1g j pÆ;i 6= 0.Preuve : on a GÆ(pÆ) =   12kuÆk2H2(
) < 0. Or si on avait pÆ;0 = pÆ;1 = 0, on aurait GÆ(pÆ)  0.
On peut maintenant formuler le prinipal résultat de ette partie. On pose (hÆ;0; hÆ;1) =(uÆj ; uÆj ) 2 H3=2( )H1=2( ).Théorème 3.3 Si kgÆ0kL2( ) > Æ ou kgÆ1kL2( ) > Æ, alors 90 > 0 tel que 8; 0 <  < 0,pÆ;2 6= 0 et uÆ est la solution du problème [QR℄ ave pour données (hÆ;0; hÆ;1) et"Æ = kpÆ;2kL2(
)Si kgÆ0kL2( )  Æ et kgÆ1kL2( )  Æ, alors uÆ = 0.
3.3. UNE FORMULATION BASÉE SUR LA DUALITÉ 65Preuve du théorème 3.3 : le lemme 3.2 nous montre déjà que kgÆi kL2( )  Æ pour tout i 2 f0; 1g ) uÆ = 0.Supposons maintenant : 9i 2 f0; 1g ; kgÆi kL2( ) > Æ. Soit  vériant 0 <  < 0, et v 2 V0. On a, d'après laproposition 3.12 : (uÆ;v)L2(
) + (  pÆ;2kpÆ;2kL2(
) ;v)L2(









)Le résultat annoné vient alors de l'uniité de la solution du problème [QR℄.
Le théorème 3.3 a pour onséquene immédiate la proposition suivante :Propriété 3.14 Sous l'hypothèse [H℄, lim!0 kpÆ;2kL2(
) = 0, soit "Æ !0   ! 0.Preuve : on sait que sous l'hypothèse [H℄, (uÆ;v)L2(
) + kpÆ;2kL2(
) (uÆ; v)H2(
) = 0; 8 0 <  < 0,8v 2 V0. De plus, on sait que uÆ H2(
)    !!0 uÆ et omme kuÆkL2(
)  , uÆ L2(
)    !!0 0. Le lemme 3.3 nousdonne également l'existene de v0 2 V0 t.q. (uÆ ; v0)H2(
) 6= 0. Le résultat est alors immédiat.
Conlusion : en présene d'une donnée bruitée, nous avons tout d'abord déni uÆ , unique solutiondu problème d'optimisation sous ontrainte [PÆ0℄, et fontion vériant le prinipe de Morozov quenous avons déidé de suivre. Nous avons aussi déni uÆ, unique solution du problème d'optimisation[PÆ℄, ave  onstante positive relâhant la ontrainte sur le laplaien. Nous avons montré queuÆ !0   ! uÆ : uÆ apparaît omme une bonne approximation de uÆ si on hoisit  petit.Nous avons alors montré que le problème dual [PÆ ℄ de [PÆ℄ était un problème d'optimisation sansontrainte, qui admet une unique solution pÆ pour  > 0. De plus, nous avons vu que uÆ = ApÆ.Ainsi, la résolution de [PÆ ℄, plus simple que elle de [PÆ℄, nous permet failement d'obtenir uÆ.Finalement, nous avons montré que la solution uÆ de [PÆ ℄ pour  > 0 est également solutiond'un problème de quasi-réversibilité, ave une donnée régularisée et un paramètre " que nousavons expliités : nous avons ainsi rempli notre double objetif initial.Nous pourrions néanmoins nous demander si nous n'avons pas simplement déplaé le problèmede xer le paramètre " à elui de xer le paramètre . Il n'en est rien : en eet, s'il n'était paslégitime de faire tendre " vers 0 en présene d'une donnée bruitée omme vu au 3.2, il est parontre tout à fait légitime de faire tendre  vers 0 en présene de ette même donnée. Autrementdit, le hoix du paramètre  est indépendant du niveau de bruit, et nous le prendrons "petit" dansles appliations numériques du 3.5.Remarque : la donnée régularisée et le paramètre " nous sont fournis a posteriori par la méthode : leuronnaissane prend tout son intérêt lorsque l'on a à eetuer de nombreux aluls de solutions deproblèmes de Cauhy à partir de la même donnée bruitée, dans un proessus itératif par exemple. Nousn'aurons alors qu'à résoudre une unique fois le problème d'optimisation [PÆ ℄, puis nous pourrons
66 CHAPITRE 3. PRISE EN COMPTE DU BRUITensuite utiliser la méthode [QR℄ ave le paramètre et la donnée régularisée obtenus. Nous mettronsette idée en appliation dans la troisième partie de ette thèse.Remarque : toute l'étude a été faite pour un même niveau de bruit Æ sur la donnée de Dirihlet etde Neumann. L'extension au as où le niveau de bruit est diérent (kgÆi   gikL2( )  Æi) se fait sansauune diulté. De même, nous ferons nos appliations numériques dans un domaine polygonalde R2, qui n'est don pas à frontière C1;1. De nouveau, les résultats obtenus s'étendent aux as despolygones de R2 sans diulté, en utilisant notament les résultats de [Gri85℄.3.4 Disrétisation du problèmeOn suppose désormais que 
 est un polygone de R2. On se donne une triangulation régulièreTh de 
, telle que   soit l'union des tés de ertains triangles K de Th. On notera NK le nombrede triangles de la triangulation, Ns le nombre de sommets de la triangulation, Ns  et Na  (resp.Ns  et Na ) le nombre de sommets et d'arêtes de   (resp.  ).3.4.1 Espaes disrets, produits salairesLes espaes fontionnels apparaissant dans les problèmes [PÆ℄ et [PÆ ℄ sont H2(
), L2( ) etL2(
). Il va nous falloir dénir leurs équivalents disrets. L'équivalent de H2(
) sera bien sûr Wh,espae des éléments nis F.V.1 dérit au 2.2.2. Il est muni du produit salaire(uh; vh)h = XK2Th(uh; vh)H2(K):Lemme 3.4 dWh := dim(Wh) = Ns + 3NK +Na  +Na .Preuve : tout d'abord, il y a une fontion de base par sommet, don Ns fontions de base. Puis il y a 2 fontionsde base par arêtes : si on onsidère que haque arête est partagée par deux triangles, ela fait 6NK=2 = 3NKfontions de base. Mais on a alors oublié de prendre en ompte les arêtes qui sont sur le bord de 
 : elles ne sontpas partagées entre deux triangles, et on a don oublié de ompter une fontion de base pour haune de esarêtes. Il y a Na  +Na  arêtes sur le bord de 
. Le résultat suit.
Chaque élément wh 2 Wh peut don être identié ave le veteur de ses oordonnées dansla base anonique de Wh, élément de RdWh que nous noterons ~wh. La matrie MWh du produitsalaire orrespondant a déjà été alulée21 , elle vérie :8(uh; vh) 2Wh Wh; (uh; vh)h = ~uThMWh~vh:On rappelle par ailleurs que Vh;0 est l'ensemble des fontions de Wh dont les degrés de liberté sur  sont nuls.Nous allons maintenant dénir trois autres espaes disrets qui nous serviront par la suite : P0h est l'ensemble des fontions p0h 2 L2( ) ontinues sur   telles que pour toute arête e deTh ontenue dans  , p0hje 2 P2(e) P1h est l'ensemble des fontions p1h 2 L2( ) telles que pour toute arête e de Th ontenuedans  , p1hje 2 P0(e) P2h est l'ensemble des fontions p2h 2 L2(
) telles que pour tout triangle K de Th, p2hjK 2
P1(K).21f partie 2.2.4
3.4. DISCRÉTISATION DU PROBLÈME 67Lemme 3.5 dP0h := dim(P0h) = Ns  +Na , dP1h := dim(P1h) = Na , dP2h := dim(P2h) = 3NK .Preuve : diret.
Construisons maintenant les matries des produits salaires dans P0h, P1h et P2h.P0hOn a   = Na [i=1 [Ai; Ai+1℄, ave [Ai; Ai+1℄  K où K est un triangle de Th. Pour tout i 2f1; : : : ; Na g, on note Mi le milieu de l'arête [Ai; Ai+1℄. Alors tout élément p0h de P0h est uni-quement représenté par le veteur ~p0h 2 RdP0h vériant8i 2 f1; : : : ; Na g ; ~p0h 2i 1 = p0h j[Ai;Ai+1℄(Ai); ~p0h 2i = p0h j[Ai;Ai+1℄(Mi);~p0h 2i+1 = p0h j[Ai;Ai+1℄(Ai+1):On munit P0h du produit salaire L2( ). On a don, pour tout (p0h; q0h) 2 P0h  P0h,(p0h; q0h)P0h = (p0h; q0h)L2( ) = Xe (p0h; q0h)L2(e) = ~pT0hMP0h~q0h;où MP0h est la matrie du produit salaire L2. La matrie MP0h est onstruite par assemblage desontributions de haque arête e ontenue dans   au produit salaire. Soit don p0h et q0h deuxéléments de P0h et e := ℄Ai; Ai+1[ une arête de  . On note i l'unique fontion de P1(e) telle quei(Aj) = Æij , j 2 fi; i+ 1g. On a alorsp0h je = ~p0h 2i 1i(2i   1) + ~p0h 2i4ii+1 + ~p0h 2i+1i+1(2i+1   1)q0h je = ~q0h 2i 1i(2i   1) + ~q0h 2i4ii+1 + ~q0h 2i+1i+1(2i+1   1)On est don amené à aluler les intégrales Ze k(2k   1)i(2i   1) d pour k; l 2 fi; i+ 1g,Ze 4ii+1k(2k   1) d pour k 2 fi; i+ 1g et Ze 162i2i+1 d. On va utiliser le lemme suivant22 :Lemme 3.6 soit p 2 P4(e). On a :Ze p d = jej90 7 p (A1) + 32 p3A1 +A24 + 12 pA1 +A22 + 32 pA1 + 3A24 + 7 p (A2) :On a don :Zek(2k   1)l(2l   1)d = jej90 (7 + 92 + 12) Ækl + ( 32   32)(1  Ækl) = jej30 [5 Ækl   1℄Ze412 k(2k   1) d = 2jej30Ze162122d = 16jej30 :On obtient don : Re p0h q0h d = jej30 h~p0h2i 1 ~p0h2i ~p0h2i+1i 264 4 2  12 16 2 1 2 4 375264~q0h2i 1~q0h2i~q0h2i+1375, il sutensuite d'assembler les ontributions pour obtenir MP0h .22f formule 25.4.14 de [AS72℄
68 CHAPITRE 3. PRISE EN COMPTE DU BRUITP1hSoit p1h, q1h deux éléments de P1h. On sait que P1h est un espae vetoriel de dimension dP1h :=Na . On munit P1h du produit salaire L2 :(p1h; q1h)P1h = Xe  Ze p1h q1h d = dP1hXi=1 p1hjei q1hjei jeijpuisque p1h et q1h sont onstants sur haque arête. On a don : (p1h; q1h)P1h = ~p1hTMP1h ~q1h où( ~p1h; ~q1h) 2 RdP1h  RdP1h vérient ~p1hi = p1hjei , ~q1hi = q1hjei , et MP1h est une matrie diagonaletelle que (MP1h)ii = jeij.P2hReste maintenant à s'intéresser à P2h. C'est un espae vetoriel de dimension dP2h := 3NK . Onmunit P2h du produit salaire L2 :8(p2h; q2h) 2 P2h  P2h; (p2h; q2h)P2h := XK2Th ZK p2h q2h dx:On représente toute fontion p2h de P2h par un veteur ~p2h de RdP2h de la manière suivante : onsuppose les triangles numérotés de 1 à Nk. On sait que pour tout i 2 f1:::NKg, p2hjKi 2 P1(Ki). Onnote Ai1, Ai2 et Ai3 les trois sommets de Ki, et ij les fontions de P1(Ki) telles que ij(Aik) = Æjk.Il existe pi1, pi2 et pi3 trois réels tels que : p2hjKi :=P3j=1 pij ij : On pose alors, pour i 2 f1:::Nkg,pour j 2 f1; 2; 3g, ( ~p2h)3(i 1)+j := pij . On a de plus :(p2h; q2h)P2h = NkXi=1 ZKi p2h q2h dx = NkXi=1 ZKi 3Xj=1 3Xk=1 pijij qikik dx = NkXi=1 3Xj=1 3Xk=1 ZKi pijij qikik dx:On est don ramené à aluler RKi ij ik dx pour i; j 2 f1; 2; 3g. Pour e faire, on utilise le lemmesuivant23 :Lemme 3.7 pour tout triangle K de sommets A1, A2, A3, pour tout p 2 P2(K), on a :ZK p dx = jKj3 pA1 +A22 + pA2 +A32 + pA1 +A32  :On a don ZKi ijik dx = jKij12 Æjk + jKij6 (1  Æjk) = jKij12 (2  Æjk)d'où l'on déduit(p2h; q2h)P2h = NkXi=1 jKij12 hpi1 pi2 pi3i 2641 2 22 1 22 2 1375264qi1qi2qi3375 = ~p2hTMP2h ~q2have MP2h := 2666664M1 0 : : : 00 M2 . . . ...... . . . . . . 0
0 : : : 0 MNK
3777775 et Mi := jKij12 2641 2 22 1 22 2 1375.23voir proposition 4.10 p.48 de [PL96℄
3.4. DISCRÉTISATION DU PROBLÈME 693.4.2 Problèmes d'optimisation disretsOpérateur AhNous avons besoin d'une version disrétisée de l'opérateur A : v 2 H2(
) 7! (vj ; vj ;v) 2L2( )  L2( )  L2(
). Suivant les idées déjà introduites dans l'étude des éléments nis F.V.1.,nous allons introduire l'opérateur Ah : wh 2 Wh 7! (h(wh); h(wh);hwh) 2 P0h  P1h  P2h,où les opérateurs h; h et h vérient, pour tout wh 2Wh : h(wh) est l'unique fontion de P0h vériant, pour toute arête e de Th telle que e   ,h(wh)je 2 P2(e) et h(wh) prend les mêmes valeurs que wh aux extrémités et au milieu de e h(wh) est l'unique fontion de P1h vériant, pour toute arête e de Th telle que e   ,h(wh)je := 1jej Re whd h(wh) est l'unique fontion de P2h telle que pour tout triangle K de Th, h(wh)jK =(whjK).Ave es dénitions, pour tout wh 2 Wh, il est très simple de trouver h(wh) et h(wh). Eneet, soit e une arête de Th telle que e   . Soit K le triangle ayant e pour arête (il n'y en a qu'un,puisque e est sur le bord de 
). On note Ai les sommets de K, Mi le milieu du té de K opposé àAi, et si; mi et di les fontions de base F.V.1 de PK . On suppose que e := ℄A1; A2[. Par dénitionde Wh, il existe i, i et i tels quewhjK = 3Xi=1 isi + imi + idi:alors on a (wh)je = 11(21   1) + 4312 + 22(22   1); h(wh)je = 3:L'opérateur h est un peu plus ompliqué. Il faut onnaître le laplaien d'une fontion de PK ,pour K 2 Th.Propriété 3.15 soit K 2 Th, si; mi et di les fontions de base de PK , et v 2 PK t.q.v = 3Xi=1 isi + imi + idi:Alors v =P3i=1 !ii, où !i vérie :!i = i 10jrij2   6Ci;i+1jri+1j2   6Ci;i 1jri 1j2+ i+1  2jri+1j2   6Ci+1;i 1jri 1j2+6Ci+1;ijrij2+ i 1  2jri 1j2 + 6Ci 1;ijrij2   6Ci 1;i+1jri+1j2+ i 24jrij2 16ri+1:ri 1) + i+1 16ri+1:ri   8jrij2+ i 1 16ri 1:ri   8jrij2+i  12 jKjli jrij2+ i+1 12 jKjli+1 jri+1j2+ i 1 12 jKjli 1 jri 1j2Preuve : alulons les laplaiens des fontions de base. Pour ela, il sut de se rappeler que (fg) = (f)g +2rf:rg + f(g), et 1 + 2 + 3 = 1.si =  2i (2i   1)+ Ci;i+1 [i+1(2i+1   1)(i+1   1)℄ + Ci;i 1 [i 1(2i 1   2)(i 1   1)℄= 2jrij2 (6i   1) + 6Ci;i+1jri+1j2 (2i+1   1) + 6Ci;i 1jri 1j2 (2i 1   1)= 10jrij2   6Ci;i+1jri+1j2   6Ci;i 1jri 1j2i+  2jrij2 + 6Ci;i+1jri+1j2   6Ci;i 1jri 1j2i+1+  2jrij2   6Ci;i+1jri+1j2 + 6Ci;i 1jri 1j2i 1
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mi = 24jrij2(2i   1) + 8ri+1:ri 1   24iri+1:ri 1   24i 1ri:ri+1   24i+1ri:ri 1= 24jrij2   16ri+1:ri 1i +  24jrij2 + 8ri+1:ri 1   24ri:ri 1i+1+  24jrij2 + 8ri+1:ri 1   24ri:ri+1i 1= 24jrij2   16ri+1:ri 1i + Xj2fi+1;i 1g [24ri:rj + 8ri 1:ri+1℄j= 24jrij2   16ri+1:ri 1i + Xj2fi+1;i 1g 16ri:rj   8jrj j2jdi =  12 jKjli (2i   1) =  12 jKjli i + 12 jKjli i+1 + 12 jKjli i 1:On a ensuite v =P3i=1 isi + imi + idi, et il sut de rassembler les termes.
Nous savons que l'opérateur A est injetif, et d'image dense. Que peut-on dire de Ah ? Nousavons tout d'abord la propriété suivante :Propriété 3.16 Ah est surjetif de Wh dans P0hP1hP2h si et seulement si h est surjetifde Vh;0 dans P2h.Preuve : si Ah est surjetif, alors pour tout p2h 2 P2h, il existe un wh 2 Wh tel que Ahwh = (0; 0; p2h). On adon h(wh) = 0 et h(wh) = 0, e qui signie que wh est un élément de Vh;0. Pour tout p2h de P2h, il existedon un élément wh de Vh;0 tel que hwh = p2h.Supposons maintenant h surjetif de Vh;0 dans P2h. Soit (p0h; p1h; p2h) 2 P0hP1hP2h. On dénit vh 2Whpar : si e est une arête de la triangulation Th ontenue dans  , e := [A1; A2℄, M le milieu de e, alors vh(Ai) =p0h(Ai); 8i 2 f1; 2g, vh(M) = p0h(M), et 1jej Re vhd = p1h. si A est un sommet de la triangulation Th n'appartenant pas à  , alors vh(A) = 0, et pour tout arête e dela triangulation ayant pour sommet A, M le milieu d'une telle arête, vh(M) = 0 et Re vhd = 0.On dénit ainsi un unique élément de Wh par sa déomposition sur les fontions de base de Wh. Il est lair queh(vh) = p0h et h(vh) = p1h. On note alors uh un élément de Vh;0 tel que huh = p2h  hvh (il en existeun par hypothèse). On vérie alors que Ah(uh + vh) = (p0h; p1h; p2h), et don Ah est surjetif de Wh dansP0h  P1h  P2h.
Nous allons supposer tout d'abord que la triangulation Th présente l'une des deux situationssuivantes :(1) il existe un triangle K ayant deux arètes ontenues dans  (2) il existe quatre triangles Ki, i 2 f1; 2; 3; 4g tels que K1 et K2 aient une arête ommune, K2et K3 aussi, ainsi que K3 et K4, et haun de es triangles a une arête ontenue dans  .
À gauhe, situation (1), au entre et à droite, situation (2)
3.4. DISCRÉTISATION DU PROBLÈME 71On a alors la propriété suivante :Propriété 3.17 si la triangulation Th présente la situation (1) ou la situation (2), alors Ahn'est pas surjetif.Preuve : dans la situation (1), dans le triangle K onerné, l'espae engendré par les laplaiens des fontionsde Vh;0 est au mieux de dimension 2, ar il n'y a que deux degrès de liberté non xés. Or, on voudrait engendrer
P1(K), qui est un espae de dimension 3. Dès lors, h ne peut être surjetif de Vh;0 dans P2h, et don Ah n'estpas surjetif.La situation (2) est similaire : on engendre au mieux un espae vetoriel de dimension 11, alors que l'espae quel'on voudrait engendrer est de dimension 12.
On ne sait malheureusement pas prouver que, exepté ertains as, Ah est surjetif. On anéanmoins la onjeture suivante, qui s'est vériée en pratique :Conjeture : si la triangulation Th ne présente ni la situation (1), ni la situation (2), alors Ah estsurjetif.Remarquons que Ah ne dépend que de Th. On peut don onstruire Ah dès que l'on a la triangu-lation du domaine, et vérier que 'est bien un opérateur surjetif. Dorénavant, nous supposeronsque Ah est surjetif.Propriété 3.18 si Ns +Na   Na   Ns  > 0, alors Ah n'est pas injetif.Preuve : P0h  P1h  P2h est un espae vetoriel de dimension Ns  + 2Na  + 3NK . Pour que Ah ne soit pasinjetif, il sut don d'avoir dim(Wh) > Ns +2Na +3NK , soit Ns+3NK+Na +Na  > Ns +2Na +3NK ,ou enore Ns +Na   Na   Ns  > 0.
Cette propriété montre que Ah n'est pas injetif la plupart du temps. En eet, on a souventNs grand devant Na  et Ns  puisque pour une triangulation lassique, on a bien plus de sommetsdans le domaine 
 que de sommets et d'arêtes sur le bord du domaine 
.Remarque : il est faile de vérier que Na   Ns    1. On en déduit que si Ns > 2Ns    1, on auraautomatiquement Ah non injetif par 3.18. Or ette ondition est pratiquement toujours vériée.En onlusion, on peut dire que Ah a toutes les hanes d'être surjetif et de ne pas être injetif.Aux identiations dérites dans la partie préédente, à savoirwh 2Wh $ ~wh 2 RdWhp0h 2 P0h $ ~p0h 2 RdP0hp1h 2 P1h $ ~p1h 2 RdP1hp2h 2 P2h $ ~p2h 2 RdP2horrespondent des identiations sur les opérateurs, à savoirh :Wh 7! P0h $ Gh 2 RdWhdP0hh : Wh 7! P1h $ Gh 2 RdWhdP1hh :Wh 7! P2h $∆h 2 RdWhdP2h :On a alors diretement Ah :Wh 7! P0h  P1h  P2h $ Ah := 264GhGh
∆h 375 :
72 CHAPITRE 3. PRISE EN COMPTE DU BRUITProblèmes primal et dual disretsNous allons supposer que gÆ0 et gÆ1 appartiennent à P0h et P1h. On les notera dorénavant gÆ0h etgÆ1h. En pratique, ette supposition sera toujours vériée : en eet, nos données bruitées proviennentde mesures pontuelles, nous devons don les interpoler, e que nous faisons préférentiellement dansles espaes qui nous intéressent.On dénit CÆh := nwh 2Wh jAhwh 2 B(gÆ0h; Æ) B(gÆ1h; Æ) B(0; )o. Le problème primaldisret que nous voulons résoudre est :Problème [PÆh℄ : trouver uÆh 2 CÆh t.q. 12kuÆhk2h = infvh2CÆh 12kwhk2h.Il est lair que, de la même manière que [PÆ℄ admettait une unique solution, [PÆh℄ admetégalement une unique solution, à ondition que CÆh soit non vide, e qui est le as si Ah estsurjetif : en eet, n'importe quel antéédent de (gÆ0h; gÆ1h; 0) par Ah est un élément de CÆh.On dénit Yh := P0hP1hP2h et Æh : ph 2 Yh 7! ( 0 si p 2 B(gÆ0h; Æ) B(gÆ1h; Æ) B(0; )+1 sinon .On réérit le problème [PÆh℄ :Problème [PÆh℄ : trouver uÆh 2Wh t.q. 12kuÆhk2h + Æh(AhuÆh) = infvh2Wh 12kwhk2h + Æh(Ahvh).Comme dans le as ontinu, on pose le problème dual [PÆh℄ :Problème [PÆh℄ : trouver pÆh 2 Yh t.q. GÆh(pÆh) = infqh2YhGÆh(qh).ave GÆh(ph) = 12kAhphk2h + Ækp0hkP0h   (p0h; gÆ0h)P0h + Ækp1hkP1h   (p1h; gÆ1h)P1h + kp2hkP2h .Ce problème admet bien entendu une unique solution pÆh pour  > 0 si Ah est surjetif, puisquedans e as Ah est injetif. On a de nouveau :uÆh = AhpÆhLien ave la quasi-réversibilité disrèteOn ne peut plus montrer, omme dans le as ontinu, que pÆh2 est non nul. En eet, il n'estpas lair que (uÆh; vh)h = 0, pour tout vh 2 Vh0, entraîne uÆh = 0. Nous allons néanmoins supposerque 'est eetivement le as, pour  susamment petit, si on a kgÆ0hkP0h  Æ ou kgÆ1hkP1h  Æ.On montre alors, omme préédemment, que huÆh =   ph;2kpÆh;2kP2h , et on a le théorème suivant :Théorème 3.4 On note (~g0h; ~g1h) := (h(uÆh); h(uÆh)), et " := kpÆh;2kP2h . Alors uÆh estl'unique solution du problème de quasi-réversibilité suivant : trouver uh 2Wh, (h(uh); h(uh)) =(~g0h; ~g1h), tel que pour tout vh 2 V0h, on ait :(huh;hvh)L2(
) + "(uh; vh)h = 0:Preuve : on fait exatement omme dans la preuve du théorème 3.3.

3.4. DISCRÉTISATION DU PROBLÈME 73Transformation des problèmes d'optimisation disretsOn se plae dans ette partie en notation vetorielle, en faisant les identiations dérites p.71.On va utiliser la propriété suivante :Propriété 3.19 soit A une matrie réelle symétrique dénie positive. Alors il existe A1=2,matrie réelle symétrique positive, telle que A1=22 = A.Preuve : omme A est symétrique dénie positive, il esxiste P matrie orthogonale et  matrie diagonale, donttous les oeients sont positifs ou nuls, tels que A = PP T 24. On dénit alors 1=2 par 1=2ij :=pij , et onvérie que A1=2 := P1=2P T vérie les propriétés voulues.
Il peut être intéressant de transformer les problèmes d'optimisation de la manière suivante25 :toutes les matries des produits salaires MX (ave X = Wh; P0h; P1h ou P2h) intervenant dansnos problèmes étant par dénition des matries symétriques dénies positives, on peut utiliserla proposition préédente et dénir les matries M1=2X . Toutes les matries M1=2X sont inversibles.Posons GÆ0h := M1=2P0h gÆ0h et GÆ1h := M1=2P1h gÆ1h, ~Gh := M1=2P0h Gh M 1=2Wh , G̃h := M1=2P1h Gh M 1=2Wh ,~∆h := M1=2P2h ∆hM 1=2Wh et~CÆ := n ~wh 2 RdWh j k ~h ~whkRdP2h  ; kG̃h ~wh  GÆ0hkRdP0h  Æ; kG̃h ~wh  GÆ1hkRdP1h  Æo :On s'intéresse alors au problème suivant :Problème [PÆh℄ : trouver ~wh 2 ~CÆh t.q. 12k ~whk2RdWh = inf~vh2 ~CÆh 12k ~vhk2Rdwh .Propriété 3.20 il existe une unique solution ~UÆh au problème [PÆh℄, et on a ~uÆh = M 1=2Wh ~UÆh.Preuve : on va montrer tout d'abord que M1=2Wh CÆh = ~CÆh. On a, pour tout ~vh 2Wh :k ~∆hM1=2Wh ~vhkRdP2h = kM1=2P2h∆h ~vhkRdP2h =q ~vhT∆ThMT=2P2hM1=2P2h∆h ~vh =q ~vhT∆ThMP2h∆h ~vh = k∆h ~vhkP2hpuisque M1=2P2h est une matrie symétrique. On obtient de même :kG̃hM 1=2Wh ~vh  GÆ0hkRdP0h = kGh ~vh   gÆ0hkP0h ; kG̃hM 1=2Wh ~vh  GÆ1hkRdP1h = kG ~vh   gÆ1hkP1h :Il est alors diret que M1=2WhCÆh = ~CÆh, et en partiulier ~CÆh est non vide. Le problème [PÆh℄ admet dès lorsune unique solution ~U Æh, et il est faile de vérier que M 1=2Wh ~U Æh = ~uÆh.
Posons alors Ãh := 264 G̃hG̃h
∆̃h 375, D := Ns  +2Na  +3NK , et pour tout ~ph 2 RD, ~ph = (~p0h; ~p1h; ~p2h) 2
R
dP0h  RdP1h  RdP2h :~GÆh( ~ph) := 12kÃTh ~phk2RD+Æk~p0hkRdP0h  (GÆ0; ~p0h)RdP0h +Æk~p1hkRdP1h  (GÆ1; ~p1h)RdP1h +k~p2hkRdP2h24voir orollaire 4.7 + remarque 4.2.5 (ii) de [Gon98℄25il s'est avéré que transformer les problèmes de ette façon rendait les méthodes numériques de résolution pluseaes. La raison de e phénomène ne nous paraît pas très laire.
74 CHAPITRE 3. PRISE EN COMPTE DU BRUITLe problème dual de [PÆh℄ est :Problème [PÆh℄ : trouver ~Ph 2 RD t.q. ~GÆh( ~Ph) = inf~ph2RD ~GÆh( ~ph).On a diretement :Propriété 3.21 pour  > 0, il existe une unique solution ~P Æh au problème [PÆh℄, et ~UÆh =
Ã
Th ~P Æh.Il est de nouveau lair que si ~P Æh;2 6= ~0, on a ∆̃h~UÆh =   ~P Æh;2k~P Æh;2k
R
dP2h . On peut alors faire le lienave la formulation disrète de la quasi-réversibilité :Théorème 3.5 On note (~g0h; ~g1h) := (h(uÆh); hu(Æh)), et "Æh := k~P Æh;2kRdP2h . Alors uÆh estl'unique solution du problème de quasi-réversibilité suivant : trouver uh 2Wh, (h(uh); h(uh)) =(~g0h; ~g1h), tel que pour tout vh 2 V0h, on ait :(huh;hvh)P2h + "Æh(uh; vh)h = 0:Preuve : omme ∆̃h~U Æh =   ~P Æh;2k~P Æh;2k
R
dP2h et ~uÆh = M 1=2Wh ~U Æh, on a :
∆h~uÆh = ∆hM 1=2Wh ~U Æh = M 1=2P2h M1=2P2h∆hM 1=2Wh ~U Æh = M 1=2P2h ∆̃h~U Æh =   k~P Æh;2kRdP2h M 1=2P2h ~P Æh;2:On en déduit, pour tout ~vh 2 Vh;0 :(huÆh;hvh)P2h =(∆h~uÆh;MP2h∆h ~vh)RdP2h=  k~P Æh;2kRdP2h (M 1=2P2h ~P Æh;2;MP2h∆h~vh)RdP2h=  k~P Æh;2kRdP2h h(M 1=2P0h ~P Æh;0;MP0hGh~vh)RdP0h + (M 1=2P1h ~P Æh;1;MP1hGh~vh)RdP1h+ (M 1=2P2h ~P Æh;2;MP2h∆h~vh)RdP2h i (on n'a ajouté que des quantités nulles, puisque vh 2 Vh;0)=  k~P Æh;2kRdP2h h(M1=2P0h ~P Æh;0;Gh~vh)RdP0h + (M1=2P1h ~P Æh;1;Gh~vh)RdP1h+ (M1=2P2h ~P Æh;2;∆h~vh)RdP2h i=  k~P Æh;2kRdP2h h(GThM1=2P0h ~P Æh;0; ~vh)RdWh + (GThM1=2P1h ~P Æh;1; ~vh)RdWh+ (∆ThM1=2P2h ~P Æh;2; ~vh)RdWh i=  k~P Æh;2kRdP2h M1=2Wh(G̃Th ~P Æh;0 + G̃Th ~P Æh;1 + ∆̃Th ~P Æh;2); ~vhRdWh=  k~P Æh;2kRdP2h M1=2WhÃTh ~P Æh; ~vhRdWh =  k~P Æh;2kRdP2h M1=2Wh ~U Æh; ~vhRdWh=  k~P Æh;2kRdP2h  MWh~uÆh; ~vhRdWh =  k~P Æh;2kRdP2h  uÆh; vhh :Le résultat suit.

3.5. APPLICATIONS NUMÉRIQUES 75L'avantage de ette reformulation des problèmes d'optimisation est que l'on se retrouve à ma-nipuler les produits salaires et normes lassiques des espaes eulidiens. L'inonvénient est quel'on doit aluler les matries M1=2X . En fait, on a juste besoin de aluler M1=2Pih pour i 2 f1; 2; 3g,qui sont failement obtenues vu la forme de es matries... En eet, M1=2Wh n'apparait en fait quemultipliée par elle-même, on a don seulement besoin de MWh .Résolution du problème [PÆh℄Nous devons résoudre le problème [PÆh℄, problème d'optimisation disrète sans ontrainte,posé dans RD. Après quelques essais de diérentes méthodes de résolution, nous avons déidéd'utiliser la méthode L-BFGS26, méthode de type quasi-Newton, don une méthode à diretionde desente. Dans une méthode BFGS lassique, on alule à haque étape une approximation duHessien (don une matrie de RDD), e qui est très oûteux en espae mémoire. Dans la versionL-BFGS, l'approximation du hessien est obtenue par des opérations sur des veteurs, e qui estmoins oûteux ar on ne garde en mémoire que n veteurs de RD, ave n  D, et on ne formejamais la matrie approximant le hessien. Cette méthode est par ontre plus oûteuse en tempsde alul. Nous avons par ailleurs hoisi de déterminer le pas de desente en utilisant la règle deWolfe, et l'algorithme de Flether-Lemaréhal. Pour plus de préision sur es idées, voir [NW99℄.Il est néessaire de onnaître le gradient de ~GÆh.Lemme 3.8 8Ph := 264Ph;0Ph;1Ph;2375 2 RdP0h  RdP1h  RdP2h , Ph;0 6= 0, Ph;1 6= 0, Ph;2 6= 0, on ar ~GÆ;h(Ph) = ÃhÃThPh + 266664Æ Ph;0kPh;0kRdP0hÆ Ph;1kPh;1kRdP1h Ph;2kPh;2k
R
dP2h 377775  264GÆ0GÆ10 375 :Preuve : simple alul.
La restrition Ph;0 6= 0, Ph;1 6= 0, Ph;2 6= 0, n'est pas problèmatique numériquement. Nousn'avons en eet que très peu de hane de tomber sur un as de gure où elle n'est pas vériée.Remarque : de la même manière, on a, pour tout p = (p1; p2; p3) 2 Y , p1 6= 0, p2 6= 0, p3 6= 0,rGÆ(p) = AAp+Æ p0kp0kL2( ) ; Æ p1kp1kL2( ) ;  p2kp2kL2(
)   gÆ0 ; gÆ1; 0 :
3.5 Appliations numériquesDans les appliations suivantes, 
 est le arré ℄ 0:5; 0:5[ ℄ 0:5; 0:5[ de R2, et   := ℄ 0:5; 0:5[f0:5g. On maille 
 en divisant tout d'abord haque té en 70, puis en onstruisant un maillagenon struturé s'adaptant à es divisions, de sorte que h  170 .26Light-BFGS





Le maillage utiliséOn se donne une fontion u 2 H2(
) vériant u = 0 dans 























































À gauhe kuÆh   uÆhkh=kh(u)kh et kuÆh   uÆhkL2=kh(u)kL2 en fontion de . À droite,kuÆh   h(u)kh=kh(u)kh et kuÆh   h(u)kL2=kh(u)kL2 en fontion de .  = 2%, u = 13y3   x2y.27h est déni dans la proposition 2.11 p.34























































































À gauhe : omparaison entre g0, gÆ0h et ~g0h sur l'axe y = 0:5 autour de x = 0. À droite, omparaison entreg1, gÆ1h et ~g1h sur l'axe y = 0:5 autour de x = 0.  = 2%,  = 10 4, u = 13y3   x2y.28voir théorème 3.1


































































































g̃1hÀ gauhe : omparaison entre g0, gÆ0h et ~g0h sur l'axe y = 0:5. À droite, omparaison entre g1, gÆ1h et ~g1hsur l'axe y = 0:5.  = 10%,  = 10 4, u = 150 os(3x) sinh(3y).La résolution du problème [PÆh℄ (plus préisément elle de [PÆh℄) nous fournit également leparamètre " := "Æh tel que uÆh soit solution du problème [QRh℄ ave pour donnée (~g0h; ~g1h) etette valeur de " (voir théorème 3.5). Nous pouvons alors nous demander si ette valeur de " estun bon hoix. Pour le savoir, nous allons résoudre le problème [QRh℄ ave la donnée régularisée






















































































































































αhk~u"h   h(u)kh en fontion de ". À gauhe,  = 10 3. À droite,  = 10 4.  = 2%,u = 150 os(3x) sinh(3y).


















































αhk~u"h   h(u)kh en fontion de ". À gauhe,  = 10 3. À droite,  = 10 4.  = 10%,u = 150 os(3x) sinh(3y).On voit que dans tous les as de gure, "Æh est toujours un très bon hoix. Autrement dit, "Æh estpratiquement le meilleur paramètre à utiliser ave la donnée régularisée dans la méthode [QRh℄.Enn, et pour lore e hapitre, nous présentons quelques résultats numériques sur l'éart entrela solution exate du problème [Cauhy℄ et la solution du problème [PÆh℄.
Première gure : u = 13y3   x2y. Deuxième gure : uÆh   h(u),  = 2%.Troisième gure : uÆh   h(u),  = 5%. Quatrième gure : uÆh   h(u),  = 10%. = 10 4.
Erreurs relatives  = 2%  = 5%  = 10%kuÆh   h(u)kh=kh(u)kh 0.0585 0.0993 0.1427kuÆh   h(u)kL2=kh(u)kL2 0.0172 0.0336 0.0610Erreurs relatives entre u = 13y3   x2y et uÆh.  = 10 4.
3.5. APPLICATIONS NUMÉRIQUES 81
Première gure : u = 150 os(3x) sinh(3y). Deuxième gure : uÆh   h(u),  = 2%.Troisième gure : uÆh   h(u),  = 5%. Quatrième gure : uÆh   h(u),  = 10%. = 10 4.Erreurs relatives  = 2%  = 5%  = 10%kuÆh   h(u)kh=kh(u)kh 0.0892 0.1431 0.1911kuÆh   h(u)kL2=kh(u)kL2 0.0376 0.0850 0.1093Erreurs relatives entre u = 150 os(3x) sinh(3y) et uÆh.  = 10 4.
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Deuxième partieMéthodes de lignes de niveau adaptéesau problème inverse de l'obstale
83

Chapitre 4Problème inverse de l'obstale aveondition de DirihletIntrodutionLe problème inverse de l'obstale est un problème inverse géométrique. Il onsiste en la reherheà l'intérieur d'un "milieu" de référene D, gouverné par une équation aux dérivées partielles (La-plae, Helmholtz, Maxwell, élastiité, ...), d'un "objet" volumique O à partir d'une ou plusieurs"mesures" sur tout ou partie du bord de D. Les données sont obtenues par solliitation du milieuet mesure de la réponse orrespondante, e qui d'un point de vue mathématique équivaut à laonnaissane d'une donnée de Cauhy.Ce problème intervient dans diérents domaines d'appliation, notamment : l'imagerie médiale la détetion radar (aérienne) et sonar (sous-marine) le ontrle de la forme d'un plasma dans un tokamak la reherhe de mines enfouies dans le sol le ontrle non destrutif de strutures.Dans es problèmes, l'objet reherhé peut-être pénétrable, e qui orrespond à la reherhe d'unhangement de propriété du milieu, ou impénétrable, il est alors aratérisé par une onditionaux limites sur son bord (Dirihlet, Neumann, ...). On a don une grande diversité de problèmesorrespondant au "problème inverse de l'obstale".Plusieurs approhes sont possibles pour aborder e problème. On peut tout d'abord adopterune méthode d'éhantillonnage, qui onsiste à herher si un point parourant le domaine est ounon dans l'obstale : un exemple typique est la "linear sampling method" adaptée aux problèmes dediration1. On peut également herher O à partir d'un obstale initial, en résolvant un problèmed'optimisation : on trouve dans ette atégorie des méthodes basées sur l'utilisation de la dérivéede forme2. Des méthodes pour trouver la position d'obstales de formes déterminées basées surla dérivée topologique peuvent également être utilisées3 . En dimension deux, on peut utiliser destehniques basées sur la transformation onforme4.Une autre manière d'aborder le problème est d'utiliser une approhe "ligne de niveau" : on neherhe alors plus une géométrie, mais la ligne de niveau zéro d'une fontion solution d'une équationaux dérivées partielles. Depuis l'introdution des méthodes de lignes de niveau dans [OS88℄, ellesont été très utilisées dans le ontexte de la reherhe d'obstales5, en partiulier pare qu'elles1[CK96, CC06℄2[SZ92, ADJT05℄3[CGGM00, Bon08℄4[HK05℄5[San96, LLS98, Bur04, ABH04℄ 85
86 CHAPITRE 4. PROBLÈME INVERSE DE L'OBSTACLE...permettent de gérer très simplement les hangements de topologie.Nous allons nous intéresser dans les prohains hapitres à la résolution du problème inverse del'obstale ave ondition de Dirihlet. Nous allons plus préisément dans e hapitre nous intéresseraux prinipales aratéristiques mathématiques du problème et à quelques domaines d'appliation,avant de dérire la philosophie de la méthode de résolution "par l'extérieur" que nous allons mettreen plae, à savoir une méthode de lignes de niveau ouplée à la méthode de quasi-réversibilitéétudiée au hapitre 2.Sommaire4.1 Formulation mathématique du problème . . . . . . . . . . . . . . . . . . 864.1.1 L'opérateur diérentiel de notre problème . . . . . . . . . . . . . . . . . . . 864.1.2 Problème inverse de l'obstale . . . . . . . . . . . . . . . . . . . . . . . . . . 874.2 Exemples d'appli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he par l'extérieur . . . . . . . . . . . . . . . . . . . . 944.1 Formulation mathématique du problème4.1.1 L'opérateur diérentiel de notre problèmeSoit 
 un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontière (   
).Soit P : H1(
) 7! H 1(
) un opérateur diérentiel de la forme :Pu := dXi=1 dXj=1 xi  aij uxj!+  uave aij 2W 1;1(
) et  2 L1(
). On note H1(
; P ) := u 2 H1(
) jPu 2 L2(
)	. On rappelle6que pour tout u 2 H1(
; P ), on a uP := dXi;j=1 aij uxj 2 H 1=2( ).Nous allons supposer que P vérie les deux propriétés suivantes :Propriété 4.1 - uniité du problème de Dirihlet :( Pu = 0 dans 
u 2 H10 (
) ) u  0 dans 
Propriété 4.2 - prolongement unique :soit ! un ouvert quelonque, !  
 et j!j 6= 0. Si u 2 H1(
) vérie Pu = 0 dans 
 et u  0dans !, alors u  0 dans 
.La propriété de prolongement unique a pour onséquene l'uniité de la solution du problème deCauhy pour l'opérateur P :Corollaire 4.1 - uniité du problème de Cauhy :8>><>>: Pu = 0 dans 
u = 0 sur  uP = 0 sur   ) u  0 dans 
:6f lemme 1.1 p.11
4.1. FORMULATION MATHÉMATIQUE DU PROBLÈME 87On a déjà vu au hapitre 1 que l'opérateur  vérie les propriétés 4.1 et 4.2. De nombreux autresopérateurs les vérient, omme le montre la proposition suivante :Propriété 4.3 si : il existe  > 0 t.q. Pdi;j=1 aij(x)ij  jj2; pour presque tout x 2 
; 8 2 Rd (striteelliptiité de l'opérateur P )   0.alors les propositions 4.1 et 4.2 sont vériées7.Remarque : l'important pour la suite n'est pas la forme de l'opérateur, mais bien le fait que l'opérateurvérie les propositions 4.1 et 4.2. Les méthodes envisagées s'adaptent à tout opérateur les vériant.4.1.2 Problème inverse de l'obstaleSoit D un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontière (   D).Pout tout O ⋐ D ouvert, on pose 
(O) := D n O. On se donne (g0; g1) 2 H1=2( )  H 1=2( ),(g0; g1) 6= (0; 0). Le problème inverse de l'obstale ave ondition de Dirihlet est :Problème [Obs℄ : trouver O ⋐ D, ouvert à frontière ontinue8 tel que 
(O) est onnexe, etu 2 H1 (
(O)) \ C0 
(O) vériant :8>>>><>>>>: Pu = 0 dans 
(O)u = g0 sur  uP = g1 sur  u = 0 sur O:Propriété 4.4 - uniité de la solution du problème de l'obstale : le problème [Obs℄ aau plus une solution (O; u).Preuve : supposons que la problème [Obs℄ admette deux solutions (O1; u1) et (O2; u2). Posons NB la ompo-sante onnexe non bornée de Rd nO1 [ O2, et ~D = NB\D (    ~D). On remarque que w := u1 u2 2 H1( ~D)vérie : 8<: Pw = 0 dans ~Dw = 0 sur  wP = 0 sur  :Le orollaire 4.1 nous donne alors w  0 dans ~D, soit u1 = u2 dans ~D. Comme ui 2 C0 
(Oi), on en déduit :u1 = u2 dans ~D.Posons alors V = D n O1 [ ~D. Si O1 6 O2, on a V 6= ;, et V   D n O1. On a alors V  O1 [ O2.Sur la partie de V ontenue dans O1, on a par dénition u1 = 0. La partie de V ontenue dans O2 est unepartie de  ~D, on a don u1 = u2 sur ette partie, or par dénition u2 = 0 sur O2, don u1 = 0 sur ette partie.On a don u1 = 0 sur V . Comme par hypothèse on a u1 2 H1(V) \ C0  V, on a9 u1 2 H10 (V). On a de plusV  
(O1), et don Pu1 = 0 dans V . La propriété 4.1 nous donne alors u1 = 0 dans V , puis la propriété 4.2nous donne u1 = 0 dans 
(O1), e qui entre en ontradition ave (g0; g1) 6= (0; 0).On a don O1  O2. Un raisonnement symétrique nous donne O2  O1, et don O1 = O2. On déduitnalement de w = 0 dans ~D = D nO1 que u1 = u2.7f orollaire 8.2 p.170 de [GT01℄8pour la dénition de la régularité du bord d'un ouvert, se référer à l'annexe B9f théorème IX.17 + remarque 20 de [Bre05℄
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
Conlusion : dans la mesure où le problème [Obs℄ admet au plus une solution, on peut légitime-ment essayer de mettre en plae une méthode (un algorithme) permettant de retrouver l'obstaleO à partir des données (g0; g1).Dans la démonstration de la propriété 4.4, il est ruial d'avoir 
(O) onnexe. En eet, sup-posons que e ne soit pas le as, et que 
(O) ait deux omposantes onnexes 
1 et 
2. O ⋐ Dimplique qu'une des deux omposantes, disons 
2, vérie 
2  O. On a alors Pu = 0 dans 
2et u = 0 sur 
2, e qui implique (voir propriété 4.1) u  0 dans 
2. Autrement dit, u ne ontientauune information onernant 
2, e qui est logique dans la mesure où 
2 ne "voit" pas  , etdon la donnée du problème.
On ne peut obtenir d'informations que sur la forme extérieure de O à partir des données (g0; g1).On peut formaliser ette idée de la manière suivante :Notation : pour ! ⋐ D ouvert quelonque, on pose NB(!) la partie onnexe non bornée de Rdn!,et !̂ := Rd n NB(!).Si on prend le ouple (O; u) dérit préédemment, et que l'on dénit û := uj
1 , on voit que(Ô; û) est l'unique solution du problème [Obs℄ ave pour donnée (g0; g1) = (uj ; ( uP )j ). Autre-ment dit, si nous résolvons [Obs℄, 'est bien Ô, et non O, que nous obtiendrons. Et Ô, 'est O[
2,soit de manière imagée l'ouvert plus ses avités.Un autre élément ruial dans la démonstration de la propriété 4.4 est l'hypothèse u 2 C0 
(O).Elle nous permet de parler de la trae u sur V sans onnaître le régulartié du bord de V. Or e
4.2. EXEMPLES D'APPLICATIONS 89bord peut ne pas être lipshitzien, même si les ouverts O1 et O2 sont très réguliers, et le aratèrelipshitzien est néessaire pour parler de la trae d'une fontion de H1. Pour s'en onvainre, ilsut de onsidérer l'exemple suivant : en dimension 2, O1 est le erle de entre (12 ; 0) de rayon 12 ,O2 est le erle de entre (0; 0) de rayon 1.
Remarque : si  = 0 et si la ondition aux limites sur l'obstale est u = k 2 R, on se ramème auproblème [Obs℄ en faisant le hangement de variable ~u := u k. On peut aussi s'intéresser à d'autrestypes de onditions aux limites sur le bord de l'obstale : au hapitre 7, nous nous intéresserons àune ondition de la forme jruj = k 2 R+.
4.2 Exemples d'appliations4.2.1 Identiation du bord d'un plasma dans un tokamakUn tokamak est une hambre de onnement magnétique destinée à ontrler un plasma envue de la prodution d'énergie par fusion nuléaire10 . Pour qu'un tel proessus fontionne, il estnéessaire de ontrler le plasma an de le maintenir dans la hambre de onnement. Il est donimportant de onnaître la forme du plasma.Un tokamak est (littéralement) une hambre toroidale de onnement. C'est don un tore,obtenu en faisant tourner un domaine borné onnexe T  R2 autour d'un axe A (ne traversant pasT ). On pose A := (Oy), et on a don pour tout M 2 T , M := (x; y) ave x1 > x > x0 > 0. Dansette hambre se trouve des limiteurs L dont le rle est d'empêher le plasma de venir touherle bord de la hambre. Ils servent également de points de mesure des aratéristiques du plasma.D'un point de vue mathématique, on onsidère L omme un fermé, et on note D := T n L. D estun ouvert borné de R2.10soure : http ://fr.wikipedia.org/wiki/Tokamak
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Supposons l'existene d'un plasma P dans notre tokamak. Soit  le ux poloïdal du hampmagnétique B.  vérie11 : 8>>><>>>: P = 0 dans D n P = g0 sur T1x   = g1 sur T = supL  sur Pave P = x  10x  x + y  10x  y , 0 > 0, et (g0; g1; supL  ) provenant de mesures sur lesbords de T et L.En faisant le hangement de variable  :=    supL  , on voit que e problème se ramène ànotre problème [Obs℄, ave (O; u) := (P; ) (on vérie aisément, à l'aide de la propriété 4.3, quel'opérateur P vérie les propriétés voulues).Des méthodes de résolution du problème d'identiation du bord d'un plasma ont déjà étéproposées et étudiées : itons [Blu89℄, ave une méthode utilisant la quasi-réversibilité que nousdérirons brièvement au 4.3, et plus réemment [FABB10℄, ave une méthode basée sur la minimi-sation d'une fontionnelle de type Kohn-Vogelius12 .4.2.2 Notre problème test : opérateur Le problème que nous allons essayer de résoudre numériquement est le problème [Obs℄, aveP := . Comme il a été vu au hapitre 1, l'opérateur  vérie la propriété 4.2. Il est par ailleursbien onnu qu'il vérie la propriété 4.1. La propriété 4.3 permet de s'en assurer13.Obtenir des donnéesPour obtenir des données (g0; g1) et tester nos méthodes, on proède de la manière suivante :on se donne un obstale O lipshitzien vériant O ⋐ D, et g1 2 L2(D).On note H := nv 2 H1(
(O)) j vjO = 0o. C'est un sous-espae fermé de H1(
(O)), par onti-nuité de l'opérateur trae de H1(
(O)) sur H1=2(O), et don, muni de la norme H1, un espaede Hilbert.Lemme 4.1 soit 
 un ouvert onnexe borné de Rd,   une partie lipshitzienne de sa frontièrede mesure non nulle. Il existe14 une onstante C telle que pour tout v 2 H1(
), on a :kvk2H1(
)  C  Z
 jrvj2 dx+ Z  v d2! (inégalité de Poinaré-Friedrihs):11pour des renseignements sur les tokamaks en général et sur es équations en partiulier, se référer au livre deJaques Blum [Blu89℄, partiulièrement au hapitre V12voir introdution de hapitre 213on peut aussi se référer au hapitre IX.5, Formulation variationnelle de quelques problèmes aux limites ellip-tiques, de [Bre05℄14f [CL09℄ p.36
4.2. EXEMPLES D'APPLICATIONS 91On prenant   := O, on en déduit que pour tout v 2 H, on a :kvkH1(
(O))  CjvjH1(
(O))On pose alors le problème suivant :Problème [Neumann℄ : trouver u 2 H t.q. pour tout v 2 H, on ait :Z
(O)ru  rv dx = ZD g1 v d:Propriété 4.5 le problème [Neumann℄ admet une unique solution u qui vérie u = 0 dans
(O), u = 0 sur O et u = g1 sur D.Preuve : il existe une unique solution au problème par appliation direte du théorème de Lax-Milgram (l'inégalitéde Poinaré-Friedrihs nous donne la oerivité de la forme bilinéaire a(u; v) := R
(O)ru  rv dx sur H).u 2 H implique u = 0 sur O. Ensuite, soit ' 2 C1 (
(O)), on a ' 2 H, et don :Z
(O)ru  r'dx = 0 =  hu; 'id'où u = 0. On a don u 2 H1(
;). On a don15, pour tout v 2 H,Z
(O)u v dx = 0 =   Z
(O)ru  rv dx+ hu ; viH 1=2(D);H1=2(D)=   ZD g1 v d + hu ; viH 1=2(D);H1=2(D):La surjetivité de l'appliation v 2 H 7! vjD 2 H1=2(D) donne nalement u = g1 sur D.
Si on se donne    D, on obtient alors des données pour notre problème en prenant (uj ; g1j ).Pour nos tests, on prend D = ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, on se donne un ouvert O ⋐ Det une triangulation de 
(O), et on résout le problème [Neumann℄ par la méthode des élémentsnis P1, très lassiquement16 . Il sut alors de réupérer la trae sur   de la solution alulée pourobtenir nos données.Remarque : on pourrait bien entendu résoudre le problème en imposant g0 omme ondition de Diri-hlet, et en réupérant la trae normale de la solution. S'il n'y a que peu de diérenes en théorie (ilfaut juste s'assurer d'avoir pris g0 assez régulier), en pratique la trae des fontions de H1 est mieuxapprohée par éléments nis P1 que la trae normale. On obtient une donnée de meilleure qualité enpassant par le problème [Neumann℄.Il est intéressant de noter que nos données provenant d'un alul éléments nis, elles ne sont pasexates. Tout se passe omme si on introduisait diretement du bruit sur les données. Ave un maillageassez n, on peut espérer que e bruit sera minime.En guise de onlusion, deux appliations numériques : on résout [Neumann℄ dans 
(O), aveg1 = ( 1 sur ℄ 0:5; 0:5[  f  0:5g0 sur f0:5g  ℄ 0:5; 0:5[ . À gauhe sont représentés les maillages servant à la résolutionéléments nis (pas du maillage de l'ordre de 1=50), à droite les solutions.15f lemme 1.3 p.1116f [CL09℄, [PL96℄ ou enore [Cia78℄, par exemple
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4.3 Limitations d'une première méthode naïveNous présentons ii une première idée qui vient naturellement lorsque l'on veut résoudre leproblème [Obs℄ en utilisant la méthode de quasi-réversibilité. Elle est adaptée de l'idée de J.Blum17 pour le as du plasma. On se plae dans le as où l'opérateur P est l'opérateur laplaien.Supposons que, bien que ne onnaissant pas préisément la position de l'obstale, nous onnaissionsun ouvert O0 vériant O0  O. Typiquement, dans le problème d'identiation de la frontière duplasma, on sait a priori où se trouve le plasma, ar il est onné par les limiteurs, et on peutespérer trouver un tel O0. La deuxième supposition est de loin plus hasardeuse : supposons que use prolonge en une fontion ~u dans D n O0, telle que ~u vérie ~u = 0 dans D n O018.L'idée est alors d'utiliser la méthode de quasi-réversibilité19 dans D nO0. On obtient ainsi uneapproximation ~u" de ~u à partir de la donnée (g0; g1) sur   partie du bord de D. La ligne de niveauzéro de ~u" devrait alors nous donner une bonne approximation de O.Nous allons tester ette méthode dans D := ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, ave   := D(on obtient des données omme expliqué préédemment). L'obstale que nous reherhons estreprésenté en bleu sur les gures. On se donne un ouvert O0 pour les tests (en noir sur les gures),on résout le problème [QR℄ dans D n O0. On représente (en rouge) la ligne de niveau zéro de lasolution de e problème.17f [Blu89℄18par le théorème de Cauhy-Kowalewska ([CHT62℄), on sait que l'on peut prolonger de ette façon u "un petitpeu" à l'intérieur de l'obstale si sa frontière est assez régulière, mais on ne sait pas si on peut le faire jusqu'à O019voir le hapitre 2

























En bleu, O, en noir, O0, et en rouge, la ligne de niveau 0 de ~u"On onstate tout d'abord que les résultats sont assez bons dans les as où O0  O (troispremières gures). Néanmoins, la reonstrution de O n'est pas stable, elle dépend fortement dela position de O0 par rapport à O. Si O0 6 O, le résultat est très mauvais, et dans le dernier as,où O0 \ O = ;, n'est pas meilleur que elui obtenu en résolvant le problème [QR℄ dans tout D,omme le montrent les deux gures suivantes :

















En onlusion, ette méthode, qui est extrêmement rapide, néessite en ontrepartie une trèsbonne onnaissane de la position de l'obstale si l'on désire des résultats aeptables. Elle estdon inappliable dans la plupart des as, en partiulier quand O possède plusieurs omposantesonnexes, puisqu'elle néessite la onnaissane a priori du nombre et de la position de toutes lesomposantes20.4.4 Une nouvelle approhe par l'extérieurPour que la méthode préédente fontionne théoriquement, il est néessaire de pouvoir prolongerla fontion u à l'intérieur de l'obstale en une fontion ~u vériant P ~u = 0. Les exemples numériquespréédents montrent lairement que e n'est pas toujours le as. Nous allons don tenter de résoudrele problème [Obs℄ sans faire ette hypothèse. En onséquene, nous ne devrons jamais essayer dealuler u à l'intérieur de l'obstale (préisément là où nous ne sommes pas sûr de son existene).En partiulier, nous ne pouvons aluler u sur Dn! que si O  !. Cei nous impose une approhepar l'extérieur de l'obstale.Donnons nous un ouvert !0, première approximation de O, vériant O  !0 ⋐ D. La fontionu est l'unique fontion vériant dans D n !08><>: Pu = 0 dans D n !0u = g0 sur  P u = g1 sur  'est-à-dire l'unique solution du problème de Cauhy pour l'opérateur P , que nous savons résoudre(approximativement) par la méthode de quasi-réversibilité21 .La question que l'on va alors se poser est la suivante : onnaissant u dans D n !0, sommes-nousapables d'obtenir une meilleure approximation extérieure de O, plus préisément un ouvert !1vériant O  !1  !0 ?20s'ils savaient où se trouve e qu'ils herhent, ils ne herheraient pas (Johann Wolfgang von Goethe,Maximes et réexions)21voir hapitre 2
4.4. UNE NOUVELLE APPROCHE PAR L'EXTÉRIEUR 95
Les deux étapes de la méthode envisagée : premièrement, on obtient u dans D n !0 à partir de (g0; g1),deuxièmement, on obtient !1 à partir de u.Plus généralement, peut-on onstruire une suite d'ouverts (!m)m2N vériant O  !m+1 !m; 8m 2 N ? Nous verrons qu'une telle suite onverge toujours. Il restera à déterminer si salimite est bien l'obstale reherhé.Si nous pouvons répondre par l'armative à es deux interrogations, nous aurons onstruitune méthode qui approhe par l'extérieur l'obstale reherhé, et nous aurons résolu le problème[Obs℄. Nous allons voir dans les deux prohains hapitres deux manières de mettre en plae detelles approhes par l'extérieur.
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Chapitre 5Méthode de lignes de niveau fondée surune équation de Hamilton-JaobiIntrodutionLes méthodes de lignes de niveau ont été introduites pour la première fois dans un artile deOsher et Sethian paru en 19881 pour l'étude de la propagation de fronts, 'est-à-dire le déplaementd'une surfae de Rd soumise à une vitesse. C'est un problème diile, ar es surfaes, lors deleur mouvement, peuvent avoir des omportements tout à fait désagréables, en partiulier deshangements de topologie, qui rendent la simulation numérique de leur propagation diile. Laméthodologie des lignes de niveau est une manière eae et simple d'aborder ette problématique.Notons   la surfae dont on veut étudier le mouvement.   est un domaine de Rd de odimen-sion 1. L'idée introduite par Osher et Sethian est de dénir une fontion ' : RdR+ ! R régulière(au moins lipshitzienne) telle que l'on ait : 8t 2 R+;  (t) := nx 2 Rd j '(x; t) = 0o. Ainsi, pourtout temps t,   est la ligne de niveau zéro de '2.L'intérêt prinipal de e hangement d'inonnue (  ! ') est que l'on en vient à étudier lasolution d'une EDP, dont le traitement à la fois théorique et numérique est beauoup plus simpleque elui de la surfae. En partiulier, les hangements de topologie de   sont automatiquementtraités au travers de '. Cette méthodologie a démontré son eaité dans de nombreux domainesd'appliation3 , notamment en imagerie et dans les problèmes d'interations uides-strutures. Nousallons voir qu'elle est également très eae pour la résolution du problème inverse de l'obstale.Sommaire5.1 Méthode de lignes de niveau . . . . . . . . . . . . . . . . . . . . . . . . . . 985.1.1 Équation eikonale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 985.1.2 Cadre théorique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 985.1.3 Stratégie de résolution du problème [Obs℄ . . . . . . . . . . . . . . . . . . . 995.2 Résolution du problème [Obs℄... . . . . . . . . . . . . . . . . . . . . . . . . 1005.2.1 Une première méthode simple . . . . . . . . . . . . . . . . . . . . . . . . . . 1005.2.2 Seonde méthode : méthode [HJ℄ . . . . . . . . . . . . . . . . . . . . . . . . 1035.2.3 Conlusion et remarques : vers une nouvelle méthode de résolution de [Obs℄1071[OS88℄2d'où le level-set. Étonnant, non ?3pour plus de détails au sujet des méthodes level-set, voir [OF03℄ et [OP03℄97
98 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU...5.1 Méthode de lignes de niveau5.1.1 Équation eikonaleDans le formalisme des méthodes de lignes de niveau, pour être apable de suivre l'évolutionau ours du temps du front  , il sut de savoir suivre l'évolution d'une ligne de niveau de '. Pour 2 R, x(t) est un élément de la ligne de niveau  de ' si et seulement si'(x(t); t) = :En dérivant4 ette équation par rapport au temps, on obtient't (x(t); t) + _x(t):rx'(x(t); t) = 0:Supposons alors que le front soit soumis en un point x à une vitesse ~V (x) onnue, soit _x(t) =~V (x(t)). On a 't (x(t); t) + ~V (x(t)):rx'(x(t); t) = 0:Posons alors ~n(x(t); t) := rx'(x(t); t)jrx'(x(t); t)jet érivons ~V (x) := Vn~n + ~Vt, ave ~n:~Vt = 0. On obtient que la fontion ' est soumise à uneéquation eikonale : 't + Vnjrx'j = 0La résolution de ette équation (ave des onditions aux limites) nous permet don de onnaîtrel'évolution de ', et don elle de la ligne de niveau zéro de ', 'est-à-dire elle de  , soumis à unhamp de vitesse normal.5.1.2 Cadre théoriqueSoit un ouvert borné D de Rd. Nous sommes amenés à nous intéresser à l'existene et l'uniitéd'une éventuelle solution à des problèmes de la forme8>><>>: t + V (x)jrj = 0 dans D  ℄0; T [(x; 0) = f0(x) sur D(x; t) = g(x; t) sur D  ℄0; T [ : (5.1)Le bon adre d'étude pour e genre de problème est elui des solutions de visosité pour leséquations de Hamilton-Jaobi. Nous renvoyons à [Bar94℄ pour une étude très omplète de e typede problème.On dira que ' 2 C(D [0; T ℄) est sous-solution de visosité de (5.1) si et seulement si (x; 0) f0(x) sur D, (x; t)  g(x; t) sur D  ℄0; T [, et pour toute fontion  2 C1(D  ℄0; T [), si (x0; t0)est un point de maximum loal de '   , on a t (x0; t0) + V (x0)jr (x0; t0)j  0:4formellement
5.1. MÉTHODE DE LIGNES DE NIVEAU 99On dira que ' 2 C(D[0; T ℄) est sur-solution de visosité de (5.1) si et seulement si (x; 0)  f0(x)sur D, (x; t)  g(x; t) sur D ℄0; T [, et pour toute fontion  2 C1(D ℄0; T [), si (x0; t0) est unpoint de minimum loal de '   , on a t (x0; t0) + V (x0)jr (x0; t0)j  0:Enn, on dira que ' 2 C(D  [0; T ℄) est solution de visosité de (5.1) si et seulement si elle estsous-solution et sur-solution de visosité de (5.1).Nous présentons ii le résultat dont nous aurons prinipalement besoin dans notre étude. Ilonerne un as partiulier de l'équation (5.1). Nous renvoyons à l'annexe A pour la preuve de ethéorème.Théorème 5.1 Soit l'équation suivante :8>><>>: t + V (x)jrj = 0 D  ℄0; T [(x; 0) = f0(x) D(x; t) = f0(x) D  ℄0; T [ : (5.2)Si f0 est une fontion lipshtzienne de D V est lipshitzienne dans D V est à support ompat dans Dalors ette équation admet une unique solution de visosité , et on a  2W 1;1 (D  ℄0; T [).Remarquons tout de suite le gain en régularité sur . Il est très important, puisque nous pouvonsdire que  est diérentiable presque partout, et le point (ii) du orollaire 2.1 p.17 de [Bar94℄ nousdit alors que  vérie l'équation eikonale presque partout. Ainsi, pour tout ouvert !  D, pourtout intervalle de temps ℄s1; s2[  ℄0; T [, on auraZ! Z s2s1 t (x; s) + V (x)jr(x; s)j ds dx = 0;relation que nous allons utiliser à de multiples reprises.5.1.3 Stratégie de résolution du problème [Obs℄Nous présentons ii les prinipales idées qui mèneront aux méthodes dérites dans la seondepartie de e hapitre. On se donne une ondition initiale f0 2 C(D) vériant :O  fx 2 D t.q. f0(x) < 0g :Ainsi, la ligne de niveau zéro de '(x; 0)  entoure  l'obstale reherhé. Le but va être de faireévoluer ette ligne de niveau au ours du temps grâe à l'équation eikonale (5.2), en hoisissant lavitesse V de telle sorte que la ligne de niveau zéro de '(x; t) tende vers la frontière O de l'obstale.Cette vitesse dépendra bien entendu de la fontion u. Intuitivement, un bon hoix de vitesse estV :=  juj, ar : en dehors de l'obstale O, on a juj non nulle5. L'équation eikonale donne alors't = jujjr'j > 05en eet, si juj est nulle sur un ouvert de DnO, alors en vertu de la propriété de prolongement unique 4.2 vériée parl'opérateur P , on aurait u  0 dans DnO, e qui entre en ontradition ave l'hypothèse (u; P u) = (g0; g1) 6= (0; 0)
100 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU...d'où '(x; :) est une fontion roissante du temps. La ligne de niveau de ' a don tendane à serapproher de O sur l'obstale en revanhe, on a u = 0. L'équation eikonale donne 't jO = 0, soit 'jO =f0jO < 0 pour tout temps t, et la ligne de niveau de ' ne traverse jamais la frontière de l'obstale.Bien entendu, e raisonnement n'est que formel. Il nous reste don à donner un adre mathé-matique omplet à es idées.5.2 Résolution du problème [Obs℄ par l'intermédiaire d'une équa-tion eikonale5.2.1 Une première méthode simpleNous allons supposer que u, solution du problème de l'obstale, est une fontion lipshitziennesur 
(O)6. On se donne  2 C1 (D), 0    1 sur D. On dénit la vitesse suivante :( V (x) = (x)ju(x)j pour x 2 
(O)V (x)  0 dans Oave omme ondition supplémentaire V lipshitz sur D. Il existe des fontions vériant les pro-priétés, il sut de prendre V  0 dans O pour s'en assurer. On se donne 0 fontion lipshitziennesur D. Alors d'après le théorème 5.1, le problème8>><>>: t   V (x)jrj = 0; (x; t) 2 D  R+(x; 0) = 0(x); x 2 D(x; t) = 0(x); (x; t) 2 D  R+admet une unique solution de visosité , ontinue sur D  R+ (par dénition), telle que  2W 1;1 (D  ℄0; T [), 8T > 0. On dénit, pour tout t  0, le domaine ouvert :!t = fx 2 D j (x; t) < 0g :Propriété 5.1 si O  !0, alors O  !t pour tout t  0.Ce résultat serait diret si on avait  2 C1(D  R+). On aurait dans e as, pour x 2 O,(x; t) = 0(x) + Z t0 t (x; s)ds:En utilisant l'équation eikonale7 , on obtient alors(x; t) = 0(x) + Z t0 V (x)jr(x; s)j dset don (x; t)  0, puisque 0(x)  0 ar O  !0, et V (x)  0 par hypothèse. Malheureusement, n'est en général pas C1(D  R+), et la démonstration en est rendue quelque peu plus diile.On a en partiulier besoin du lemme suivant :6remarquons que Lip(
(O)), ensemble des fontions lipshitziennes sur 
(O), est un sous-ensemble deC0  
(O) \H1(
(O)), espae fontionnel dans lequel u se trouve par hypothèse7si  2 C1(D R+), alors l'équation eikonale, qui est vériée par  au sens de visosité, est en fait vériée par au sens fort, voir le point (ii) du orollaire 2.1 p.17 de [Bar94℄
5.2. RÉSOLUTION DU PROBLÈME [OBS℄... 101Lemme 5.1 soit x 2 Rd, Vx un voisinage de x et f 2 C(Vx). Alors :1jB(x; ")j ZB(x;") f(u) du "!0   ! f(x):Preuve : soit "0 > 0 t.q. B(x; "0)  Vx. On fait le hangement de variable v := 1" (u  x). On a alors :1jB(x; ")j ZB(x;") f(u) du   f(x) = 1jB(x; ")j ZB(x;") [f(u)  f(x)℄ du= "djB(x; ")j ZB(0;1) [f("v + x)  f(x)℄ dv= 1jB(0; 1)j ZB(0;1) [f("v + x)  f(x)℄ dvSi on note g"(v) : v 2 B(0; 1) 7! f("v + x)   f(x), on a g"(v) "!0   ! 0 pour tout v 2 B(0; 1), par ontinuitéde f sur Vx, et pour " < "0, jg"(x)j  2kfkL1(B(x;"0)) 2 L1(B(0; 1)). On peut don appliquer le théorème deonvergene dominée de Lebesgue8, et on a :lim"!0 ZB(0;1) [f("v + x)  f(x)℄ dv = 0:Le résultat suit.
Preuve de la propriété 5.1 : soit x 2 O, " > 0 t.q. B(x; ")  O et s > 0. Comme  2W 1;1(D℄0; T [), ona, pour tout s > 0, (y; :) 2 W 1;1(℄0; s[) pour tout y 2 B(x; "), et don9(y; s)   (y; 0) = Z s0 t (y; t) dt:On a alors ZB(x;") (y; s)   (y; 0) dy = ZB(x;") Z s0 t (y; t) dt dyet omme  vérie l'équation eikonale presque partout, on aZB(x;") (y; s)   (y; 0) dy = ZB(x;") Z s0 V (y)jr(y; t)j dt dy:Par hypothèse V  0 dans B(x; "), et on a don RB(x;") (y; s)   (y; 0) dy  0. En divisant par jB(x; ")j, enfaisant tendre " vers 0 et en utilisant le lemme 5.1, on obtient (x; s)  (x; 0) = 0(x) < 0 puisque x 2 !0.On a don nalement x 2 !s pour tout s  0.
Propriété 5.2 supposons O  !0. L'appliation t 7! !t est déroissante (pour l'inlusion).Une nouvelle fois, si on avait  2 C1(D  R+), le résultat serait très simplement prouvé. Onaurait (x; t)  (x; s) = Z ts t (x; u) du = Z ts V (x)jr(x; u)j du; 80  s < t:Si x 2 !t, alors soit x 2 O, et dans e as x 2 !s d'après la propriété préédente, soit x =2 O, et ona V (x)  0, d'où (x; t)  (x; s), e qui implique de nouveau x 2 !s.Preuve de la propriété 5.2 : soit 0  s  t, et x 2 !t. Nous voulons montrer que x 2 !s.8f théorème IV.2 p.54 de [Bre05℄9f théorème VIII.2 et remarque 5 p.122 de [Bre05℄
102 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU... soit x 2 O, et la propriété 5.1 nous donne x 2 !s. soit x 2 !t n O. Soit  > 0 t.q. B(x; )  !t n O. Par un raisonnement identique à elui de la preuve de lapropriété 5.1, on obtientZB(x;) (y; t)   (y; s) dy = ZB(x;) Z ts V (y)jr(y; u)j du dy:Comme B(x; )  
(O), on a par hypothèse V  0 dans B(x; ). On en déduitZB(x;) (y; t)   (y; s) dy  0et, en divisant par jB(x; )j et en faisant tendre  vers 0, (x; t)  (x; s). Comme x 2 !t, on a (x; t) < 0. Onen déduit (x; s) < 0, soit x 2 !s.
Sous l'hypothèse O  !0, l'appliation t 7! !t est déroissante, et les !t appartiennent à unouvert borné xé (l'ouvert D). On peut don utiliser la propriété B.4 p.196 : les !t onvergent ausens de Hausdor vers ! = z }| {\t0!t:Par stabilité de l'inlusion pour la onvergene au sens de Hausdor10, on a O  !. On a laaratérisation suivante! = x 2 D j 9x > 0; 8y 2 B(x; x); 8t 2 R+; (y; t) < 0	Nous arrivons maintenant au résultat prinipal de ette partie :Théorème 5.2 supposons O  !0 et   1 dans !0. Supposons également qu'il existe unefontion (t) positive telle que Z 10 (t) dt =1et jr(x; t)j  (t) pour presque tout (x; t) 2 
(O) R+:Alors ! = OAutrement dit, les !t onvergent (au sens de Hausdor) vers O lorsque t tend vers l'inni.Preuve : on sait déjà que O  !. Soit x 2 ! n O, et  susament petit pour que B(x; )  ! n O. On aB(x; )  !0 n O, d'où pour tout y 2 B(x; ), V (y) = ju(y)j. On a :ZB(x;) [(y; t)   0(y)℄ dy = ZB(x;) Z t0 t (y; s) ds dy= ZB(x;) Z t0 V (y)jr(y; s)j ds dy  ZB(x;) ju(y)j dy!Z t0 (s) ds :10propriété B.5 p.196 dans l'annexe B
5.2. RÉSOLUTION DU PROBLÈME [OBS℄... 103On a RB(x;) ju(y)j > 0, puisque si e n'était pas le as, la propriété 4.2 nous donnerait u  0 dans 
(O), e quientrerait en ontradition ave (uj ; P uj ) = (g0; g1) 6= (0; 0). On en déduit que pour t susamment grandZB(x;) (y; t) dy  0:Il existe don y 2 B(x; ) et t  0 tels que (y; t)  0, et e, pour tout  susamment petit ('est-à-dire telque B(x; )  ! n O). Cei ontredit exatement le fait que x 2 !.On en déduit ! nO = ;, d'où O  !  O. Comme O est un ouvert à bord ontinu, on obtient nalement11! = O.
Nous avons ii mis en plae une méthode onstruisant une suite d'ouverts onvergeant versl'obstale reherhé. Cette approhe néessite la onnaissane à tout instant de la fontion u jus-qu'au bord de l'obstale O : elle n'est pas onforme au adre méthodologique proposé au 4.4 p.94.Nous allons modier ette méthode pour nous ontenter de la onnaissane de u à l'extérieur desouverts, et allons être naturellement amenés à introduire des prolongements de juj à l'intérieur dees ouverts. Nous verrons quelles sont les aratéristiques que doivent vérier es prolongementsan d'assurer la onvergene des ouverts vers l'obstale.D'autre part, l'hypothèse de roissane en temps de la norme du gradient (R
R+ jr(x; s)j ds = 1pour tout x), néessaire pour assurer la onvergene de la suite vers O, est une hypothèse très forte :le théorème A.6 (p. 189 en annexe) suggère plutt une roissane en temps de jrj en exp( t),e qui invaliderait diretement ette hypothèse. Pour nous passer de ette hypothèse, nous allonsintroduire une étape de réinitialisation de  dans la méthode.Ces deux modiations, utilisation de u seulement à l'exterieur des ouverts et réinitialisationde , nous feront onstruire une seonde méthode, onforme au adre méthodologique du 4.4 : laméthode [HJ℄12.5.2.2 Seonde méthode : méthode [HJ℄On suppose omme préédemment que u est lipshitzienne. Soit !0 ouvert, O  !0 ⋐ D. Onse donne  2 C1 (D), 0    1 et   1 sur !0. On se donne T > 0. Soit V0 2 C0(D) vériant8><>: 8x =2 !0; V0(x) = (x)ju(x)j8x 2 O; V0(x)  09L0 > 0 j 8(x; y) 2 D D; jV0(x)  V0(y)j  L0jx  yjIl existe au moins une fontion vériant es propriétés, à savoir V0(x) = (x)ju(x)j pour x =2 O etV0(x) = 0 pour x 2 O.Notons 0 l'unique solution de visosité de8>><>>: t   V0(x) = 0; 8(x; t) 2 D  ℄0; T [(x; 0) = ð!0(x); 8x 2 D(x; t) = ð!0(x); 8(x; t) 2 D  [0; T ℄ave ð!0 distane signée à !0 (voir annexe B). On pose alors !1 := fx 2 D j 0(x; T ) < 0g.Propriété 5.3 O  !1  !0 ⋐ D.11voir proposition B.2, annexe B12[HJ℄ pour Hamilton-Jaobi, ar elle repose sur la résolution d'équations de Hamilton-Jaobi. La première mé-thode repose également sur la résolution d'une telle équation, mais omme nous ne l'utiliserons pas en pratique, nousn'avons pas jugé néessaire de lui donner un nom partiulier
104 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU...Preuve : soit x 2 O. Par hypothèse, on a x 2 !0, d'où ð!0(x) < 0. Il existe  > 0 t.q. B(x; )  O. En proédantexatement omme dans la preuve de la propriété 5.1, on aZB(x;) 0(y; T ) dy = ZB(x;) ð!0(y) + Z T0 V0(y)jr0(y; s)j ds! dy:Par hypothèse enore, V0  0 sur B(x; ), et on obtient nalementZB(x;) 0(y; T ) dy  ZB(x;) ð!0(y) dy:En divisant par jB(x; )j, et en faisant tendre  vers 0, on obtient 0(x; T )  ð!0(x) < 0, d'où x 2 !1. soit x 2 D t.q. x =2 !0. soit x 2 D n !0. Il existe  > 0 t.q. B(x; )  D n !0. Par hypothèse, pour tout y 2 B(x; ), on aV0(y) = (y)ju(y)j  0. On obtient omme préédemmentZB(x;) 0(y; T ) dy = ZB(x;) ð!0(y) + Z T0 V0(y)jr0(y; s)j ds! dy  ZB(x;) ð!0(y) dy:En divisant par jB(x; )j, et en faisant tendre  vers 0, on obtient 0(x; T )  ð!0(x) > 0 puisque x 2 D n !0.On en déduit que x =2 !1 (et même x =2 !1). soit x 2 !0. Il existe xn 2 D n !0 t.q. xn n!1    ! x. D'après e qu'on vient de montrer, on a 0(xn; T ) 
ð!0(xn) > 0. Par ontinuité de 0(:; T ), on obtient en faisant tendre n vers l'inni : 0(x; T )  0) x =2 !1.
On onstruit alors une suite d'ouverts !m à partir de !0 : pour tout m 2 N, on pose!m+1 := fx 2 D j m(x; T ) < 0gave m l'unique solution de visosité de8>><>>: t   Vm(x)jrj = 0 pour (x; t) 2 D  ℄0; T [(x; 0) = ð!m(x) pour x 2 D(x; t) = ð!m(x) pour x 2 D  [0; T ℄
ð!m est la fontion distane signée à l'ouvert !m13 et Vm 2 C0(D) vérie8x =2 !m; Vm(x) = (x)ju(x)j8x 2 O; Vm(x)  09Lm > 0 j 8(x; y) 2 D D; jVm(x)  Vm(y)j  Lmjx  yj:Comme la suite d'ouverts est déroissante pour l'inlusion et bornée, et que tous les ouvertsontiennent O, on obtient diretement laPropriété 5.4 les ouverts !m onvergent vers ! := z }| {\m2N!m, et on a O  !. On a les ara-térisations suivantes :! = fx 2 D j 9x > 0; 8y 2 B(x; x); 8m 2 N; m(y; T ) < 0g! = fx 2 D j 9x > 0; 8y 2 B(x; x); 8m 2 N; ð!m(y) < 0g :13pour plus de préisions sur la fontion distane signée, voir p.195
5.2. RÉSOLUTION DU PROBLÈME [OBS℄... 105La question est bien évidemment : a-t-on ! = O ? Nous allons voir qu'à la ondition que toutesles vitesses Vm soient lipshitziennes ave une même onstante de Lipshitz L, 'est eetivementle as. La démonstration de e résultat étant un peu tehnique14 , elle sera divisée en plusieurslemmes.Tout d'abord, un résultat valable sans ondition :Lemme 5.2 soit x 2 !. Alors ð!m(x) m!1    ! 0.Preuve : soit x 2 !. Comme la suite (!m)m2N tend vers ! au sens de Hausdor, il existe15 une suite xm 2 !mt.q. xm m!1    ! x. Comme la fontion distane signée est 1-lipshitzienne, on a alors :jð!m(x)j = jð!m(x)  ð!m(xm)j  jx  xmj m!1    ! 0:
Lemme 5.3 supposons qu'il existe L > 0 t.q. 8m 2 N, Lm  L. Alors il existe C > 0 t.q.8m 2 N, supy2D jVm(y)j  C.Preuve : soit m 2 N, et x0 2 D n !0. La suite (!m)m2N étant déroissante pour l'inlusion, on a x0 =2 !m, etdon Vm(x0) = (x0)ju(x0)j. Posons alors C := (x0)ju(x0)j+ supy2D Ljy   x0j <1. Soit y 2 D, on ajVm(y)j   jVm(x0)j  jVm(y)  Vm(x0)j  Ljy   x0j ) jVm(y)j  Vm(x0) + Ljy   x0j  C:On en déduit diretement 8m 2 N; supy2D jVm(y)j  C:
Lemme 5.4 supposons qu'il existe L > 0 t.q. 8m 2 N, Lm  L, et x 2 ! t.q. u(x) 6= 0. Alorsil existe M 2 N,  > 0 et  > 0 t.q. 8y 2 B(x; ), 8m M, Vm(y)  .Preuve : omme u(x) 6= 0, il existe  > 0 t.q. ju(x)j > 3. Par ontinuité de u, il existe 1 > 0 t.q. pourtout y 2 B(x; 1), ju(x)j  3. On sait de plus qu'il existe ym 2 !m t.q. ym m!1    ! x. Par hypothèseVm(ym) = (ym)ju(ym)j = ju(ym)j. Il existe M 2 N t.q. 8m M , ym 2 B(x; 1)) Vm(ym) = ju(ym)j  3.Par hypothèse, 8(x; y) 2 D  D, jVm(x)   Vm(y)j  Ljx   yj. Posons alors  := L . On a 8y 2 D,8x 2 B(y; ) \ D, Vm(x)  Vm(y)  Ljx  yj  Vm(y)  .Posons maintenant 2 := min(1; ). Pour m susament grand, on a ym 2 B(x; 2)  B(x; 1), d'oùVm(ym)  3. De plus, ym 2 B(x; 2) ) x 2 B(ym; 2)  B(ym; ), et don Vm(x)  Vm(ym)    2. Onen déduit nalement : il existe M 2 N t.q. 8m M;8y 2 B(x; ); Vm(y)  :
Lemme 5.5 supposons qu'il existe L > 0 t.q. 8m 2 N, Lm  L, et x 2 ! t.q. u(x) 6= 0. Alorsil existe M 2 N,  > 0, "0 > 0 et T0 2 ℄0; T [ t.q. 8m  M, jrmj  exp( t) presque partoutsur B(x; "0) ℄0; T0[.Preuve : d'après le lemme préédent, il existe m 2 N,  > 0 et  > 0 t.q. Vm(y)   pour tout y 2 B(x; ),pour tout m M . Remarquons également que  m est solution16 de8<: t +H(x; t;r) = 0; 8(x; t) 2 D  ℄0; T [(x; 0) =  ð!m(x); 8x 2 D(x; t) =  ð!m(x); 8(x; t) 2 D  [0; T ℄ave H(x; t; p) = Vm(x)jpj. On remarque que, pour m M , on a :14'est une euphémisme15voir propriété B.6, annexe B16on fait e hangement de signe pour obtenir un hamiltonien loalement onvexe en p, et ainsi se mettre exatementdans les hypothèses d'appliation du théorème A.6
106 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU...[1℄ jHx (y; t; p)j  Ljpj pour tout (y; t; p) 2 B(x; ) [0; T ℄ Rd[2℄ jHp (y; t; p)j = jVm(y)j  C pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd (lemme 5.3)[3℄ H(y; t; p) est onvexe en p sur B(x; ) [0; T ℄ Rd, ar Vm(y)  0 sur B(x; ).De plus jr( m(y; 0))j = jrð!m(y)j = 1 au sens de visosité17 sur B(x; ). On peut don appliquer le théorèmeA.6, et on obtient jrmj = jr( m)j  exp 5Lt2  sur Æ(x; )ave Æ(x; ) := (y; t) 2 B(x; ) ℄0; T [ t.q. eCt(1 + jy   xj)   + 1	. L'inégalité est vraie au sens de vis-osité, mais omme m est presque partout diérentiable, elle est également vraie au sens presque partout.Remarquons nalement que si on pose T0 := 1C ln2 + 22 +   > 0on a B(x; 2) ℄0; T0[  Æ(x; ):On obtient don le résultat voulu, ave "0 := 2 ,  := 5L2 , T0 := 1C ln 2+22+ , et M omme au lemme préédent.
Propriété 5.5 supposons qu'il existe L > 0 t.q. 8m 2 N, Lm  L. Alors 8x 2 !, u(x) = 0.Preuve : soit x 2 !. Il existe xn 2 ! t.q. xn n!1    ! x. Par dénition de !, pour tout m 2 N, on am(xn; T ) < 0. Par ontinuité de m(:; T ), on en déduit en passant à la limite sur n : 8m 2 N, m(x; T )  0.Supposons qu'il existe x 2 ! t.q. u(x) 6= 0. En proédant omme habituellement, et en utilisant les résultatsdes lemmes 5.4 et 5.5, on obtient , pour tout ", 0 < " < "0 ("0 = 2 ), pour tout m M :ZB(x;") [m(y; T )  m(y; 0)℄ dy = ZB(x;") Z T0 mt (y; s) ds dy= ZB(x;") Z T0 Vm(y)jrm(y; s)j ds dy  ZB(x;") Z T0 jrm(y; s)j ds dy  ZB(x;") Z T00 jrm(y; s)j ds dy  ZB(x;") Z T00 exp( s) ds dyd'où nalement : ZB(x;") [m(y; T )  m(y; 0)℄ dy   [1  exp( T0)℄ jB(x; ")j:En divisant par jB(x; ")j, et en faisant tendre " vers zéro, on obtient : [1  exp( T0)℄  m(x; T )  m(x; 0) = m(x; T )  ð!m(x)   ð!m(x)puisque m(x; T )  0. Finalement, en faisant tendre m vers l'inni et en utilisant le lemme 5.2, on obtient [1  exp( T0)℄  0, e qui est impossible. On en déduit que pour tout x 2 !, u(x) = 0.
On peut maintenant obtenir le résultat prinipal de ette partie :17voir propriété B.3 p.196, annexe B
5.2. RÉSOLUTION DU PROBLÈME [OBS℄... 107Théorème 5.3 supposons qu'il existe L > 0 t.q. Lm  L pour tout m 2 N. On a alors! = OAutrement dit, les ouverts !m tendent au sens de Hausdor vers l'obstale O.Preuve : supposons ! 6= O. On rappelle que O  !. Posons don R := ! n O. On a R  
(O), don Pu = 0dans R. De plus, R  O [ !. Comme par hypothèse u = 0 sur O, et u = 0 sur ! par la propriétépréédente, on a u = 0 sur R. Par hypothèse enore une fois, on a u 2 H1(R) \ C0  R. On en déduit18 :u 2 H10 (R).On a don u 2 H10 (R) vériant Pu = 0 dans R. La propriété 4.1 implique u  0 dans R, puis la propriété4.2 implique à son tour u  0 dans 
(O), e qui est en ontradition ave les hypothèses du problème [Obs℄.Finalement, on a R = ;, d'où l'on déduit O  !  O. L'obstale O étant à bord ontinu, on en onlut19que ! = O.
5.2.3 Conlusion et remarques : vers une nouvelle méthode de résolution de[Obs℄La méthode [HJ℄ dérite i-dessus est onforme au adre méthodologique que nous avons déritau 4.4 p.94. En eet, à haque itération, elle ne néessite la onnaissane de u qu'à l'extérieur del'ouvert !m, e qui nous permettra un ouplage eae ave la méthode de quasi-réversibilité. Deplus, elle ne néessite plus d'hypothèse sur la déroissane du gradient des fontions m.En revanhe, elle est basée sur la onstrution à haque itération de prolongements lipshitziensde juj à l'intérieur de !m (ave une onstante de lipshitz indépendante de l'itération), les vitessesVm. Remarquons tout d'abord que de telles familles de fontions existent : pour en avoir unreprésentant, il sut de prendre Vm(x) := V (x) = ( (x)ju(x)j pour x =2 O0 pour x 2 O , 'est-à-dire utiliserà toutes les itérations la vitesse V de la première méthode.Savoir que des prolongements lipshitziens de juj existent est une hose. Savoir si on peutles onstruire en est une autre. Une idée naturelle20 pour onstruire es prolongements est derésoudre le problème suivant posé dans !m : trouver v 2 H1(!m) t.q. v =  2 R dans !m etv   juj 2 H10 (!m). Ce problème admet une unique solution vm. On pose alors Vm = juj dansD n !m et Vm = vm dans !m. La ondition vm   juj 2 H10 (!m) impose la ontinuité21 de Vmà la traversée de !m. Comme le laplaien de vm est C1(!m), on peut espérer (par régularitéelliptique enore une fois) avoir vm lipshitz, et nalement Vm lipshitz (rien n'oblige par ontrela onstante de lipshitz de Vm, si elle existe, à être indépendante de m). En e qui onerne laondition Vm  0 dans O, il sut d'avoir vm  0 dans O pour la satisfaire. En prenant  assezgrand, on sait que vm devient négative assez vite lorsque l'on s'éloigne de la frontière de !m, etdon on peut espérer vérier ette ondition.Pour nir, intéressons nous un instant à V0, et posons~!1 := fx 2 !0jV0(x) < 0g :Il est faile de onstater, en reprenant la preuve de la propriété 5.3, que l'on a O  ~!1  !1.Autrement dit, ~!1 est une meilleure approximation extérieure de O que !1, et qui plus est uneapproximation que l'on obtient diretement de V0, sans passer par la résolution de l'équation18f théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄19voir propriété B.2, annexe B20naturelle pour des EDPistes : la résolution numérique d'un problème de Poisson ave ondition de Dirihlet estbien onnue...21ei n'est pas tout à fait exat, ela dépend de la régularité de !m, mais l'idée est là
108 CHAPITRE 5. MÉTHODE DE LIGNES DE NIVEAU...eikonale. Cette remarque nous inspire une nouvelle méthode de résolution de [Obs℄, où nous nepassons plus par la résolution d'équations eikonales, mais par la résolution de problèmes de Poisson,e qui implique un gain de temps important. Nous étudierons ette méthode au hapitre suivant.
Chapitre 6Méthode de lignes de niveau fondée surune équation de Poisson
IntrodutionNous allons dans e hapitre étudier une seonde méthode de résolution du problème [Obs℄,onforme au prinipe d'approhe "par l'extérieur" expliité au 4.4. Comme pour la méthode [HJ℄,elle repose sur la onstrution d'une suite d'ouverts ontenant l'obstale O reherhé, et dérois-sante pour l'inlusion. Ii, la fabriation de ette suite ne repose plus sur la résolution d'uneéquation eikonale, mais sur elle d'une équation de Poisson.L'idée de base de la méthode est très simple : supposons que nous onnaissions ! ouvert vériantO  !, ainsi que u fontion solution du problème [Obs℄, à l'extérieur de !. On note alors v lafontion vériant ( v = f dans !v = juj sur !où f est un paramètre. Nous verrons que si nous hoisissons f "susamment grand", alors l'en-semble ~! = ! n fx 2 ! j v(x)  0gvérie O  ~!  !. L'ouvert ~! est don une meilleure approximation extérieure de O que !. Ononstruira notre suite d'ouverts en répétant le proessus dans ~!. Cette suite sera onvergente1 , etnous verrons que l'ouvert limite sera l'obstale reherhé, à ondition de vérier une hypothèse.Les résultats présentés dans e hapitre ont fait l'objet d'une publiation : A quasi-reversibilityapproah to solve the inverse obstale problem, L.Bourgeois & J.Dardé, Inverse Problems andImaging, p.351-377, vol.4, n°3, 2010.Sommaire6.1 Résultats préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1106.2 Une méthode de résolution basée sur un problème de Poisson . . . . . 1116.3 Paramètres et hypothèse de la méthode [P℄ . . . . . . . . . . . . . . . . 1156.4 Utilisation de plusieurs jeux de données . . . . . . . . . . . . . . . . . . . 1181en vertu de la propriété B.4 109
110 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...6.1 Résultats préliminairesNous allons adopter les notations suivantes : si H est un ensemble de fontions d'un ouvert !borné de Rd, alors H+ := fv 2 H j v  0 p.p. sur !get H  := fv 2 H j v  0 p.p. sur !g :On notera également, pour (u; v) deux fontions de L2(!), [u  v℄ (resp. [u  v℄) le plus grandouvert de ! sur lequel u  v presque partout (resp u  v presque partout), et [uv℄ (resp [uv℄)la fontion aratéristique de et ouvert.Un premier résultat onerne la omposition de fontions de H1 par des fontions lipshit-ziennes. On peut en trouver une démonstration dans [HP05℄ (orollaire 3.1.12).Lemme 6.1 soit u 2 H1(!) (resp. H10 (!)). Alors juj 2 H1(!) (resp. H10 (!)).Soit de plus v 2 H1(!) (resp. H10 (!)). Alors sup(u; v); inf(u; v) 2 H1(!) (resp. H10 (!)), etr sup(u; v) = [uv℄ru+ [uv℄rv:Nous allons avoir besoin d'approher des fontions de H10 (!)+ par des fontions régulières etpositives, e qui est possible grâe au résultat suivant, qui est en fait une onséquene du lemmepréédent (orollaire 3.1.13 de [HP05℄) :Corollaire 6.1 l'espae C1 (!)+ est dense dans H10 (!)+.De es deux résultats, on déduit diretement le prinipe du maximum faible pour l'opérateurlaplaien :Théorème 6.1 - prinipe du maximum faible : soit u 2 H1(!) tel que u  0 au sens des distributions sup(u; 0) 2 H10 (!).Alors on a sup(u; 0) = 0 dans !, soit enore u  0 presque partout dans !.Preuve : rappelons tout d'abord que u  0 au sens des distributions si et seulement si hu; 'i  0 pour tout' 2 C1 (!)+.Par dénition, sup(u; 0) 2 H1(!)+, et par hypothèse, sup(u; 0) 2 H10 (!). On a don sup(u; 0) 2 H10 (!)+. Leorollaire 6.1 nous donne alors l'existene d'une suite 'n 2 C1 (!)+ telle que 'n n!1    ! sup(u; 0) dans H1(!):On a de plus hu; 'ni  0 pour tout n 2 N, d'où l'on déduit0  hu; 'ni =   Z! ru:r'n dx n!1    !   Z!ru:r sup(u; 0) dx:Or, on a (lemme 6.1)   Z! ru:r sup(u; 0) dx =   Z! jr sup(u; 0)j2 dx  0d'où nalement kr sup(u; 0)kL2(!) = 0. L'inégalité de Poinaré2 donne nalement sup(u; 0) = 0 dans !.
On déduit immédiatement de e théorème et du lemme 6.1 leCorollaire 6.2 si u 2 H10 (!) vérie u  0 dans !, alors u  0 dans !.2f orollaire IX.19 p.174 de [Bre05℄
6.2. UNE MÉTHODE DE RÉSOLUTION BASÉE SUR UN PROBLÈME DE POISSON 111Nous aurons nalement besoin des deux résultats suivants (le premier est le orollaire 3.1.14p.70 de [HP05℄, le deuxième se trouve p.171 de [Bre05℄) :Lemme 6.2 soit v 2 H1(!) t.q. il existe w 2 H10 (!) ave jvj  w presque partout. Alorsv 2 H10 (!).Lemme 6.3 soit u 2 H1(!) t.q. supp(u) ⋐ !. Alors u 2 H10 (!).6.2 Une méthode de résolution basée sur un problème de PoissonRappelOn se donne D ouvert borné de Rd,    D, j j > 0, (g0; g1) 6= (0; 0) un ouple de données, etP un opérateur vériant les propriétés 4.1 et 4.2. Pour O ouvert, O  D, on note 
(O) := D nO.Problème [Obs℄ : trouver O ⋐ D, ouvert à frontière ontinue tel que 
(O) est onnexe, etu 2 H1 (
(O)) \ C0 
(O) vériant :8>>><>>>: Pu = 0 dans 
(O)u = g0 sur  uP = g1 sur  u = 0 sur O:Notre objetif est de mettre au point une méthode d'approhe "par l'extérieur" de l'obstaleO, 'est-à-dire de onstruire une suite d'ouverts (!m)m2N ayant pour limite O et vériantO  !m+1  !m; 8m 2 N:Pour ela, à l'itération m, nous ne pouvons supposer u onnu qu'à l'extérieur de !m, onformémentà notre adre méthodologique dérit p.943.Quelques dénitions et propriétésSoit V vériant ( V := juj dans 
(O)V 2 H10 (O)  (6.1)Il est lair que V est un élément de L2(D).Propriété 6.1 toute fontion V vériant (6.1) est un élément de H1(D).Preuve : omme u 2 H1(
(O)) \ C0(
(O)), on sait (lemme 6.1) que juj 2 H1(
(O)) \ C0(
(O)). De plus,juj = 0 sur O. On a don4 : juj 2 H10 (
(O)); 8 2 C1 (D):On en déduit l'existene de n 2 C1 (
(O)) t.q. n n!1    ! juj dans H1(
(O)).3rappelons que la méthode de quasi-réversibilité nous donnera une approximation de u dans D n !m à partir dela donnée (g0; g1)4f théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
112 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...Par dénition, V 2 H10 (O), don il existe  n 2 C1 (O) t.q.  n n!1    ! V dans H1(O). On dénit alors'n(x) :=  n(x) pour x 2 
(O) n(x) pour x 2 OOn a 'n 2 C1 (D), et 'n n!1    ! V dans L2(D). De plus, pour  2 C1 (D), on a :h(V )xi ; i =  hV; xi i =   ZD V xi dx =   limn!1ZD 'n xi dxet   ZD 'n xi dx =   Z
(O) n xi dx  ZO  n xi dx = Z
(O) nxi  dx+ ZO  nxi  dxd'où nalementh(V )xi ; i = limn!1 Z
(O) nxi  dx+ ZO  nxi  dx = Z
(O) (juj)xi  dx+ ZO Vxi  dx:On a don V 2 H1(D) pour tout  2 C1 (D).Pour onlure, on prend  2 C1 (D) t.q.   1 sur O. On a V = V + (1   )V . On sait déjà queV 2 H1(D). De plus, supp((1  )V )  
(O), e qui permet diretement de dire que (1  )V 2 H1(D). Onen déduit nalement que V 2 H1(D).
Comme V 2 H1(D), on a V 2 H 1(D). Soit alors f 2 H 1(D) t.q. f  V au sens desdistributions. Pour ! ouvert, !  D, on pose le problème suivant :Problème [P℄ : trouver v 2 H1(!) vériant v = f dans ! et v   V 2 H10 (!).Ce problème admet une unique solution v!, et on a laPropriété 6.2 v!  V presque partout sur !.Preuve : par hypothèse, on a (v!   V ) = f   V  0 sur !, et v!   V 2 H10 (!). Il sut d'appliquer leorollaire 6.2 du prinipe du maximum faible pour onlure.
Une méthode de lignes de niveauOn dénit une suite d'ouverts par la relation de réurrene suivante :( !0 j O  !0 ⋐ D8m 2 N; !m+1 := !m n supp(sup(vm; 0))où on a posé vm := v!m.Remarque : si vm 2 C0(!m), on a !m+1 := fx 2 !m j vm(x) < 0g. !m+1 est le plus grand ouvert ontenudans !m sur lequel vm est stritement négative.Propriété 6.3 8m 2 N, O  !m+1  !m ⋐ D.Preuve : par dénition, on a !m+1  !m pour tout entier m. Il faut juste prouver que pour tout m entier, ona O  !m. On proède par réurrene : par hypothèse, on a O  !0. supposons la propriété vraie pour un entier m. En utilisant la propriété 6.2, on a vm  V dans !m. Mais pardénition de V , on a V  0 presque partout dans O. On en déduit vm  0 presque partout dans O, d'où, pardénition de !m+1, O  !m+1.
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La suite d'ouverts !m est don déroissante pour l'inlusion, et tous les !m sont ontenus dansD ouvert borné. De plus, ils ontiennent tous O. On en déduit5 laPropriété 6.4 les ouverts !m onvergent au sens de Hausdor vers ! := z }| {\m2N!m.La question est maintenant : a-t-on ! = O ? Nous allons voir que 'est le as si on fait l'hypothèsesuivante : (H) vm m!1    !L2(!) v!.Théorème 6.2 si l'hypothèse (H) est vériée, alors ! = O .Autrement dit, si l'hypothèse (H) est vériée, la suite d'ouverts (!m)m2N onverge, au sens deHausdor, vers l'obstale O.Preuve : par dénition, on a !  !m+1 pour tout m 2 N. Comme vm est négative presque partout dans !m+1, ona vm  0 dans ! pour tout entier m. En utilisant l'hypothèse (H), on en déduit :v!  0 presque partout dans ! ) V  V   v! presque partout dans !:De plus, on a par dénition V   v! 2 H10 (!)+. Il existe (orollaire 6.1) 'm 2 C1 (!)+ t.q.'m m!1    ! V   v! dans H1(!):Soit  2 C1 (D) t.q.   1 sur !. Comme O  !, on a juj 2 H10 (
(O))+, et don il existe m 2 C1 (
(O))+t.q. m m!1    ! juj dans H1(
(O)): supposons maintenant ! 6= O. On peut alors poser R := ! n O qui est un ouvert non vide vériantR = ! \ 
(O). On a 'm et m éléments de H1(R) pour tout entier m, d'où inf('m; m) 2 H1(R) (f lemme6.1).Par dénition, il existe Km (resp. m) ompat ontenu dans ! (resp. 
(O)) vériant supp('m)  Km(resp. supp(m)  m). On remarque que pour x 2 R t.q. x =2 Km, on a 'm(x) = 0 et m(x)  0,d'où inf('m; m)(x) = 0. Par un raisonnement symétrique, on obtient inf('m; m) = 0 sur R n m. On endéduit nalement supp(inf('m; m))  Km \ m  ! \
(O) = R:On a don inf('m; m) élément de H1(R) et à support ompat dans R, e qui implique (lemme 6.3)inf('m; m) 2 H10 (R): omme R  
(O), on a V := juj dans R, et omme vu préédemment, juj   v!  juj dans R. On adon : inf('m; m) m!1    !H1(R) inf(V   v!; juj) = inf(juj   v! ; juj) = juj:juj est don limite dans H1(R) d'une suite de fontions de H10 (R) ) juj 2 H10 (R). On déduit alors du lemme6.2 : u 2 H10 (R). Mais omme R  
(O), on a Pu = 0 dans R. On déduit alors des propriétés 4.1 et 4.2 queu  0 dans 
(O), e qui est en ontradition ave (g0; g1) 6= (0; 0). on a don obtenu R = ;, soit O  !  O, et omme O est à bord ontinu6, ! = O.
5voir la propriété B.4, annexe B6voir proposition B.2, annexe B
114 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...Nous avons onstruit une approhe par l'extérieur de l'obstale O. Elle est basée sur des réso-lutions suessives des problèmes de poisson [P℄( w = f dans !mw   V 2 H10 (!m)ave f paramètre vériant V  f . Pour pouvoir l'utiliser, il nous est don néessaire de savoirxer f et gérer la ondition aux limites. Nous disuterons du hoix de f p.116. En e qui onernela ondition aux limites, remarquons que si !m a un bord lipshitzien7 , le problème se réérit,ompte tenu de la dénition de V et du fait que O  !m,( w = f dans !mw = juj sur !mSupposons alors que pour tout m, on ait D n !m onnexe (il sut pour ela de hoisir f  0,voir enore p.116). Alors, par hypothèse, nous onnaissons u sur D n !m et nous pouvons imposerla ondition aux limites du problème [P℄. Nous sommes don bien dans le adre méthodologiquedérit p.94.Nous désignerons désormais ette approhe sous le nom de méthode [P℄8.Un exemple simple en dimension 2 ave P := Nous prenons ii D ouvert borné de R2 et O := B(0; 1) ⋐ D. On se plae en oordonnées polaires(r; ) (x = r os(), y = r sin()). Il est faile de vérier que u := ln(r) est solution de l'équationde Laplae dans 
(B(0; 1)), vérie u = 0 sur B(0; 1) et u 2 H1(
(B(0; 1))) \ C0(
(B(0; 1))).Dénissons V 2 L2(D) par 8<: V (r) = ln(r) dans D n B(0; 1)V (r) = (r   1)22 + (r   1) dans B(0; 1):
La fontion V sur le arré ℄ 3; 3[ ℄ 3; 3[.7dans les appliations numériques, les ouverts !m seront l'union d'un ertain nombre de triangles d'une triangu-lation de D. Ils auront don toujours un bord lipshitzien8[P℄ ar elle repose sur la résolution de problèmes de Poisson
6.3. PARAMÈTRES ET HYPOTHÈSE DE LA MÉTHODE [P℄ 115On vérie que V 2 H1(
;), VjB(0;1) 2 H10 (B(0; 1)) , etV = ( 0 dans D n B(0; 1)2 dans B(0; 1) (V 2 L1(D)) :On a diretement V  2 au sens des distributions. Ainsi, si on hoisit f := te =   2 dans laméthode [P℄, on onstruit, à partir de n'importe quel ouvert de départ !0 une suite d'ouverts quionverge vers l'obstale reherhé.Illustrons ela par un hoix partiulier d'ouvert de départ, !0 := B(0; r0), ave r0 > 1 quel-onque, pour lequel le problème [P℄ posé dans !0 onsiste à trouver v 2 H1(!0) t.q.( v =   2 dans !0v = juj = ln(r0) sur !0La solution de e problème est vr0(r) := 4 (r2   r20) + ln(r0): On remarque que   2 impliquevr0 < 0 dans B(0; 1), pour tout r0 > 1. En fait, pour   2, on a vr0 < 0 sur B(0; r1), ave1 < r1 = r20   4 ln(r0) 1=2 < r0:En reommençant le proessus depuis !1 = B(0; r1), on onstruit une suite de boules de rayonsrm, et on a rm m!1    ! 1, soit !m m!1    ! O. On remarque que  n'a d'inuene que sur la vitessede onvergene. Ainsi, on voit sur la gure suivante que l'on onverge d'autant plus rapidementque l'on hoisit un  petit. Ce résultat intuitif sera démontré prohainement (propriété 6.7).


















rm en fontion de m, ave r0 = 2, pour diérentes valeurs du paramètre .6.3 Paramètres et hypothèse de la méthode [P℄La méthode [P℄ repose sur deux hoix, hoix de l'ouvert de départ !0 et hoix du seondmembre f du problème [P℄, ainsi que sur une hypothèse, l'hypothèse (H).Hypothèse (H)Rappelons l'hypothèse (H), qui permet d'assurer la onvergene de !m vers O :(H) vm m!1    !L2(!) v!.
116 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...Nous nous intéressons ii à la ontinuité de la solution du problème [P℄ vis-à-vis du domaine.Elle est assurée sous ertaines onditions : nous pouvons donner les deux résultats suivants, lepremier valable en dimension 2 seulement, le seond valable en toute dimension.Pour 
 ouvert ontenu dans D et g 2 H 1(D), on note w
;g l'unique fontion de H10 (
)t.q. w
;g = g dans 
. Remarquons qu'en prolongeant w
;g par 0 en dehors de 
, on obtient9une fontion de H10 (D), que l'on notera toujours w
;g. On note également #
 le nombre deomposantes onnexes du omplémentaire de 
.Théorème 6.3 - théorème de Sverak : soit D un ouvert borné de R2, et 
n  D une suited'ouverts onvergeant au sens de Hausdor vers 
, et telle qu'il existe l 2 N t.q. #
Cn  lpour tout n 2 N. Alors pour tout g 2 H 1(D), w
n;g onverge vers w
;g dans H10 (D).Théorème 6.4 soit D un ouvert borné de Rd, et 
n  D une suite d'ouverts uniformémentlipshitziens10 et onvergeant au sens de Hausdor vers 
. Alors pour tout g 2 H 1(D), w
n;gonverge vers w
;g dans H10 (D) (et on a de plus 
 lipshitzien).On trouve les démonstrations de es théorèmes dans [HP05℄ (théorème 3.4.14 p.111 et théorème3.2.13 p.82).On vérie alors très simplement que (H) est satisfaite si : en dimension 2, #!m est borné indépendamment de m en dimension quelonque, les ouverts !m sont uniformément lipshitziens.Remarque : supposons que le deuxième point soit vérié. On peut appliquer le théorème 6.4, qui imposeque l'ouvert limite ! est lipshitzien. De plus, on a onvergene de vm vers v! dans L2(!), e quiimplique O = !, et en partiulier O est un ouvert lipshitzien. On en déduit que si l'ouvert O estontinu mais présente un point de rebroussement, alors les ouverts !m que la méthode [P℄ onstruitne peuvent pas être uniformément lipshitziens.Choix de !0La seule restrition dans le hoix de !0 est la ondition O  !0. Sans onnaître la positionde O, nous ne serons jamais sûr de vérier ette ondition. Néanmoins, omme le hoix de !0 esttotalement arbitraire, on peut prendre !0 aussi grand que l'on veut. En le prenant susammentgrand, il est raisonnable d'espérer vérier O  !0.On peut bien sûr tirer parti d'informations que l'on aurait a priori sur l'obstale pour hoisirun bon ouvert initial, plus prohe de l'obstale reherhé.Choix de fNotons V := nV 2 L2(D) j Vj
(O) = juj et V 2 H10 (O) o. On a montré (propriété 6.1) quetout élément de V est un élément de H1(D). f 2 H 1(D) est un hoix valable (au sens où il faitfontionner la méthode [P℄) s'il existe V 2 V tel que f  V au sens de D0(D). On a don de trèsnombreux f admissibles.Le problème est que nous n'avons aès à auun élément de V, puisque nous ne onnaissonspas u jusqu'au bord de O. Nous ne pourrons don jamais vérier a priori qu'un élément f deH 1(D) est un hoix admissible, 'est-à-dire un hoix de seond membre pour le problème de9f proposition IX.18 p.172 et remarque 21 p.173 de [Bre05℄10pour la dénition d'un ouvert lipshitzien, voir annexe B, dénition B.1. Des ouverts !m sont uniformémentlipshitziens, s'ils sont lipshitziens ave une onstante de lipshitz ne dépendant pas de m
6.3. PARAMÈTRES ET HYPOTHÈSE DE LA MÉTHODE [P℄ 117Poisson faisant fontionner la méthode [P℄. Nous allons être obligés de proéder à l'aveugle sur lehoix de f , mais nous allons quand même tenter de disriminer les possibilités.Lorsque l'on va vouloir résoudre numériquement le problème [P℄, on va vouloir prendre desseonds membres f simples, typiquement des fontions, voire des onstantes. La question que l'onse pose alors est : peut-on légitimement le faire ? La propriété suivante apporte un élairage surette interrogation.Propriété 6.5 S'il existe V 2 V t.q. V 2 L2(D), alors il existe f 2 L2(D)+ t.q. f  V ausens des distributions.S'il existe V 2 V t.q. V 2 L1(D), alors il existe  2 R+ t.q.   V au sens des distribu-tions.Preuve : diret.
Remarquons que l'on obtient des distributions positives dans ette proposition. Cei est trèsintéressant, ar on a laPropriété 6.6 soit ! ouvert t.q. D n ! onnexe. Soit w 2 H1(!) \C0(!) t.q. w  0 au sensdes distributions. On note ~! := ! n supp(sup(w; 0)). Alors D n ~! est onnexe.Preuve : notons NB la partie non bornée de Rd n ~!, et B := Rd n NB. Nous allons montrer que ~!  B  !.Tout d'abord, nous avons NB  Rd n ~!, don ~!  Rd n NB = B.Pour obtenir la seonde inlusion, remarquons que ~!  !, d'où Rd n !  Rd n ~!. Or Rd n ! est par hypothèseonnexe et non borné, d'où l'on déduit Rd n !  NB, et nalement, par passage au omplémentaire, B  !.Par hypothèse, on a w  0 dans !, d'où w  0 dans B, et on a également sup(w; 0) 2 C0(!). Pardénition de ~!, on a sup(w; 0) = 0 dans ~!, et par ontinuité, sup(w; 0) = 0 sur ~!. Or, par onstrution,B  ~!, d'où l'on déduit11 sup(w; 0) 2 H10 (B).On a don w  0 dans B et sup(w; 0) 2 H10 (B). On déduit alors du prinipe du maximum faible 6.1 quew  0 dans B, d'où, par dénition de ~!, B  ~!. On a don B = ~!, et don D n ~! = D \ NB, qui est unensemble onnexe par dénition.
Ainsi, dans le as du problème de l'obstale dans R2, si on hoisit un seond membre f pourle problème [P℄ tel que f  0 (et si e hoix est valide, 'est-à-dire s'il existe V 2 V t.q. f  V ),un ouvert initial !0 vériant D n !0 onnexe, et si pour tout m, on a vm 2 C0(!m), alors on auraD n !m onnexe pour tout m. On pourra appliquer le théorème de Sverak, et l'hypothèse (H) seravériée automatiquement.En onlusion, dans les appliations, nous hoisirons pour seond membre du problème [P℄une onstante positive assez grande.Nous allons maintenant démontrer l'inuene du hoix de f sur la vitesse de onvergene dela méthode [P℄, inuene que nous avions pressentie ave l'exemple présenté p.114. Nous auronsbesoin du lemme suivant :Lemme 6.4 soient D un ouvert borné de Rd, (g1; g2) 2 H 1(D)H 1(D) vériant g1  g2  0dans D0(D) et !1, !2 deux ouverts vériant !2  !1. Soit wi l'unique fontion de H10 (!i)vériant wi = gi dans !i. On a w1  w2 presque partout sur !2.Preuve : notons ~w2 l'unique fontion de H10 (!1) t.q.  ~w2 = g2 dans !1. On a w1   ~w2 2 H10 (!1) vérie(w1   ~w2) = g1   g2  0 dans !1. Le orollaire 6.2 nous donne alors w1  ~w2 presque partout dans !1, etomme !2  !1, w1  ~w2 presque partout dans !2.11théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄
118 CHAPITRE 6. MÉTHODE DE LIGNES DE NIVEAU...Comme  ~w2 = g2  0 dans !1, le orollaire 6.2 nous donne également ~w2  0 presque partout dans !1, etdon dans !2. On a don ~w2   w2   w2, et 0  sup( ~w2   w2; 0)  sup( w2; 0). Comme w2 2 H10 (!2), ondéduit du lemme 6.2 que sup( ~w2   w2; 0) 2 H10 (!2).Finalement, omme ( ~w2   w2) = 0 dans !2, le théorème 6.1 nous donne ~w2  w2 dans !2. On a donw1  ~w2  w2 dans !2.
Soit V 2 V, et (f1; f2) 2 H 1(D)  H 1(D) t.q. f1  f2  V . On se donne !10 = !20  O,et on note !im la suite d'ouverts onstruite par la méthode [P℄ à partir de !i0 ave fi pour seondmembre de l'équation de Poisson. On a la propriété suivante :Propriété 6.7 !2m  !1m pour tout m 2 N:Preuve : on démontre e résultat par réurrene. !20 = !10 don la propriété est vraie pour m = 0. supposons qu'il existe m entier tel que !2m  !1m. On a par hypothèse f1   V  f2   V  0. Enappliquant le lemme 6.4 ave gi := fi  V et wi := v!im   V , on obtientv!1m   V  v!2m   V presque partout dans !2msoit enore v!1m  v!2m presque partout dans !2m:On a alors, par dénition de !2m+1, v!2m  0 presque partout dans !2m+1, d'où v!1m  0 presque partout dans!2m+1, et nalement, par dénition de !1m+1, !2m+1  !1m+1:
Cette propriété signie que, partant du même ouvert !0, plus on hoisit un seond membre del'équation de Poisson petit (au sens des distributions), plus on onverge vite vers l'obstale O, equi onrme théoriquement les observations de l'exemple de la partie préédente.Nous faisons fae ii à un dilemme : le seond membre pour le problème [P℄ doit être hoisiassez grand, an de maximiser les hanes d'avoir une fontion V dans V vériant f  V . D'unautre té, il ne doit pas être hoisi trop grand pour aélérer la onvergene de la méthode [P℄.Il nous faudra ii faire un ompromis. Nous verrons l'inuene pratique du paramètre  au 8.2.2.6.4 Utilisation de plusieurs jeux de donnéesNous n'avons pas abordé la gestion de plusieurs jeux de données de Cauhy dans le problèmede l'obstale [Obs℄, par exemple le as où nous avons (g10 ; g11) et (g20 ; g21) deux données non nullesorrespondant à deux fontions u1 et u2 vériant8>><>>>: ui = 0 dans 
(O)ui = gi0 sur Dui = gi1 sur Dui = 0 sur O:La méthode de quasi-réversibilité utilisée deux fois nous permet sans problème d'obtenir deuxbonnes approximations de u1 et u2 à partir de (g10 ; g11) et (g20 ; g21) à l'extérieur de n'importe quelouvert ! ontenant l'obstale. Il nous reste à voir omment utiliser les deux fontions dans l'ap-prohe "par l'extérieur". Nous allons dérire omment le faire ave la méthode [P℄, la méthodes'adaptant très failement à la méthode [HJ℄.Il s'agit tout d'abord de redénir la "vitesse" V en utilisant les deux fontions u1 et u2.Rappelons pour ela que théoriquement u1 et u2 sont deux fontions de H1(
(O)) \ C0(
(O)).
6.4. UTILISATION DE PLUSIEURS JEUX DE DONNÉES 119Le lemme 6.1 nous assure alors que sup(ju1j; ju2j) est une fontion de H1(
(O)) \ C0(
(O)). Deplus, il est faile de vérier que sup(ju1j; ju2j) = 0 sur O. On dénit alors V omme suit :( V = sup(ju1j; ju2j) dans 
(O)V 2 H10 (O) :On vérie que V 2 H1(O). On hoisit alors f  V et on dénit la suite d'ouverts !m ommepréédemment, 'est-à-dire( !0 j O  !0 ⋐ D8m 2 N; !m+1 = !m n supp(sup(vm; 0))ave vm unique fontion de H1(!m) vériant vm = f dans !m et vm V 2 H10 (!m). On onstruitune suite d'ouverts déroissante pour l'inlusion, et on vérie omme préédemment que O  !mpour tout m. Cette suite onverge don vers un ouvert ! vériant O  !. On a alors le théorèmeThéorème 6.5 sous l'hypothèse (H), on a ! = O.Preuve : supposons que ! 6= O, et posons R = ! nO. On montre alors omme dans la preuve du théorème 6.2que V 2 H10 (R), 'est-à-dire sup(ju1j; ju2j) 2 H10 (R). Or, on a 0  ju1j; ju2j  sup(ju1j; ju2j) dans R. On endéduit que ju1j et ju2j sont dans H10 (R). On termine alors omme dans la preuve du théorème 6.2.
Il est don très faile de prendre en ompte deux jeux de données dans la méthode [P℄. L'ex-tension à plus de deux jeux de données est direte. Nous verrons au 8.2.3 que ela peut être trèsutile en pratique.
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Chapitre 7Extension à l'identiation de défautsdans un matériau élasto-plastiqueIntrodutionNous nous intéressons dans e hapitre à la reherhe de défauts dans une struture à partir dela mesure du déplaement et des eorts sur une partie de son bord, problème inverse d'intérêt pourle ontrle non destrutif par exemple. Cette problématique a déjà été onsidérée, prinipalementdans le as d'un matériau élastique. Dans [BC05℄, de nombreuses méthodes visant à trouver desdéfauts dans un matériau élastique sont présentées. Citons en partiulier des méthodes basées surl'éart à la réiproité, la dérivée topologique ou enore la "linear sampling method". Les méthodesque nous avons développées aux hapitres préédents s'adaptent aussi à ette problématique.Nous nous proposons ii de traiter le as d'un matériau non plus élastique, mais élasto-plastique.Le problème majeur qui apparaît dans e as est le aratère fortement non-linéaire de la loi deomportement. Les méthodes présentées dans [BC05℄ ne fontionnent plus dans e ontexte. Cetteproblématique est pourtant importante en pratique : si par exemple on reherhe des ssuresdans une struture métallique, le modèle élastique n'est pas exate au voisinage de es défauts ;la physique nous dit que des déformations plastiques apparaissent au voisinage des extrémités dela ssure, qui ne sont pas prises en ompte par le modèle élastique. Il est plus raisonnable deonsidérer un modèle élasto-plastique de la struture dans e as.Les lois de omportement élasto-plastiques présentent de nombreuses diultés mathématiques.Tout d'abord, le problème diret élasto-plastique est un problème d'évolution, et non un problèmestationnaire omme le problème diret élastique. De plus, les déformations plastiques sont donnéessous forme d'une inlusion diérentielle, e qui rend le alul de la solution du problème diile.Cei onstitue un obstale majeur pour les méthodes de type ontrle optimal, qui reposent sur larésolution d'un grand nombre de problèmes direts.L'idée prinipale que nous allons utiliser est la reherhe du défaut dans la struture élasto-plastique au travers de la zone plastique qu'il rée : nous n'allons pas herher le défaut, mais lazone plastique. Pour ela, nous allons utiliser le ritère de plastiité, ritère physique qui aratérisela zone plastique, dans la dénition de la vitesse V de la méthode [P℄, de telle sorte que ettevitesse s'annule au ontat de la zone plastique. Cela va nous permettre, sous des hypothèsesraisonnables, de mettre en plae une approhe "par l'extérieur" des zones plastiques, et don deretrouver les défauts. Une telle approhe "par l'extérieur" en élasto-plastiité avait été introduitedans [Bou98℄, la méthode [P℄ va nous permettre d'en améliorer l'eaité.Pour simplier l'étude, nous allons nous restreindre à un problème élasto-plastique antiplan.La théorie que nous allons développer s'adapte au as élasto-plastique tridimensionnel.Les résultats présentés dans e hapitre feront l'objet d'une publiation prohaine : About iden-121
122 CHAPITRE 7. EXTENSION À L'IDENTIFICATION DE DÉFAUTS...tiation of defet in an elasto-plasti medium from boundary measurement in the antiplanease, L.Bourgeois & J.Dardé, en préparation.Sommaire7.1 Loi élasto-plastique : as antiplan . . . . . . . . . . . . . . . . . . . . . . . 1227.2 Struture mathématique du problème inverse . . . . . . . . . . . . . . . 1247.3 Modiation de la méthode [P℄ pour résoudre le problème [Plas℄ . . . 1267.1 Loi élasto-plastique : as antiplanLe as élasto-plastique antiplan, as partiulier de l'élasto-plastiité, est aratérisé par unhamp de déplaements de la forme u := u(x1; x2)e3 dans le système de oordonnées artésien(x1; x2; x3). En onséquene, le hamp de déformations , déni par  = 12 ru +rTu, est donnépar la formule  = 12 ux1 (e1 
 e3 + e3 
 e1) + 12 ux2 (e2 
 e3 + e3 
 e2) :On remarque que l'on peut voir  omme un veteur de R2 dont les omposantes sont les deuxseules omposantes non nulles du tenseurs d'ordre 3, 'est-à-dire (13; 23). L'équation préédentese réérit alors simplement  = 12ru:Tous les hamps dépendent non seulement de l'espae, mais aussi du temps : dans un soui desimpliation des notations, ette dépendane ne sera expliitée que quand ela sera absolumentnéessaire. Toujours dans e soui de simpliation, nous utiliserons la très usitée notation _g pournoter la dérivée d'une fontion g par rapport à la variable temporelle t. La loi de omportementélasto-plastique ave érouissage inématique, qui lie le hamp de déformations  au hamp deontraintes , est ( _ = 2 ( _  _p)_p 2 K(A); ave A :=   Hp:Ii, p est le hamp de déformation plastique, K est la boule fermée B(0; k), qui oïnide avele onvexe de plastiité de Von-Mises dans le as antiplan, K est la fontion indiatrie de Ket (A) dénote le sous-diérentiel de la fontion  au point A. Les trois onstantes stritementpositives , k et H, supposées onnues, sont respetivement le module de isaillement, le seuild'élastiité en isaillement et le oeient d'érouissage. Dans les zones élastiques, où p = 0, onretrouve la loi de omportement élastique _ = 2 _.Remarquons que, par dénition du sous-diérentiel, l'équation _p 2 K(A) est équivalente à(|)8><>: jAj  ksi jAj < k alors _p = 0si jAj = k alors _p = A;   0:où l'on note j:j la norme eulidienne de R2.Pour ompléter le système d'équation, il faut rajouter aux deux préédentes équations l'équationd'équilibre, qui s'érit en l'absene de fore volumique
div() = 0:Nous pouvons maintenant dérire le système omplet d'équations régissant l'évolution du matériauélasto-plastique pendant un intervalle de temps ℄t0; tf [.
7.1. LOI ÉLASTO-PLASTIQUE : CAS ANTIPLAN 123On suppose que le milieu oupe le domaine 
. Le bord de 
 est divisé en deux parties ouvertes : u où l'on impose les déplaements, et  T où l'on impose les eorts surfaiques. Les équations sont8>><>>>: _ = 12r _udiv( _) = 0_ = 2 ( _  _p)_p 2 K (  Hp)  équations volumiques( _uj u = 0_:j T = _T  onditions aux limites8><>: u(:; t0) = 0(:; t0) = 0p(:; t0) = 0  onditions initiales.Ce système d'équations est bien onnu. Le as des matériaux parfaitement plastiques, ara-térisés par un oeient d'érouissage nul, est étudié dans [Suq81℄ et [Joh76℄. On y démontrel'existene de  et u solutions du système, et l'uniité de u. Il existe en revanhe plusieurs hamps admissibles. Dans le as qui nous intéresse, ave un oeient d'érouissage stritement positif,on montre dans [Joh78℄ et [Löb07℄ l'existene et l'uniité de  et de u.De (|), on obtient failement que pour tout x 2 
 tel que pour tout t 2 [t0; tf ℄, j(x; t)j < k,on a p(x; t) = 0, d'où en partiulier p(x; tf ) = 0 et jA(x; tf )j < k. L'ensemble des points x de 
vériant ette propriété sera dénommé dans la suite la zone élastique, notée E , ar les lois régissantle omportement de ette zone durant l'intervalle [0; tf ℄ sont elles de l'élastiité. Les points x telsque p(x; tf ) 6= 0 forment la zone plastique P, puisqu'ils ont été soumis au régime élasto-plastiquependant un ertain intervalle de temps. Nous allons maintenant formuler une hypothèse importantede la méthode, puisqu'elle nous permettra de aratériser la zone plastique.Hypothèse [H0℄ - hypothèse de hargement roissant :8x 2 
; p(x; tf ) = 0, jA(x; tf )j < k:Sous l'hypothèse [H0℄, (|) implique qu'en un point x tel que p(x; tf ) 6= 0, on a jA(x; tf )j = k.Autrement dit, si le matériau ommene à se déformer plastiquement en un point x à l'instant ts,il ontinuera à se déformer plastiquement en e point durant tout l'intervalle [ts; tf ℄. On observegénéralement e omportement pour des géométries raisonnables de 
 en imposant des eortssurfaiques T roissants, de la forme T (x; t) = T0(x)g(t), ave _g > 0.Remarque : on peut imposer des eorts surfaiques roissants, et néanmoins ne pas satisfaire l'hypo-thèse [H0℄.Si nous intégrons sur l'intervalle [t0; tf ℄ le système d'équations préédent sous l'hypothèse [H0℄,nous obtenons que u(:; tf ) vérie u(:; tf ) = 2div(p(:; tf ))e qui implique en partiulier u(:; tf ) = 0 dans la zone élastique E . De plus, u(:; tf ) vérie lesonditions aux limites 8>><>>: u(:; tf )j u = 0u(:; tf )j T = T (:; tf ) + 2p(:; tf ):
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ondition suivante, aratérisant les zones élastique et plastique :()8>>><>>>: jru(:; tf )j < k dans Ejru(:; tf )  H + 2 p(:; tf )j = k dans P:Nous allons faire une nouvelle hypothèse :Hypothèse [H1℄ - hypothèse de plastiité onnéesupp(p(:; tf )) ⋐ D:Cette hypothèse signie que la zone plastique n'aeure pas à la surfae de la struture, e quiest raisonnable puisqu'en pratique la zone plastique se développe au voisinage des défauts, quenous avons supposés internes à la struture. [H1℄ implique en partiulier que p = 0 sur  T . Lesonditions aux limites deviennent don8>><>>: u(:; tf )j u = 0u(:; tf )j T = T (:; tf ) :De plus, en supposant que la déformation plastique p est ontinue dans le domaine, on obtientde () (⋆) jru(:; tf )j = k sur E \ PCette égalité va nous permettre d'identier le bord de la zone plastique par l'intermédiaire deu à l'instant nal tf du hargement. Nous allons maintenant pouvoir passer à la formalisationmathématique du problème inverse.7.2 Struture mathématique du problème inverseOn se donne un ouvert D borné et onnexe de R2 à bord lipshitzien. On onsidère O ⋐ D unouvert ou un ar de R2 tel que 
(O) := D n O soit onnexe. Le domaine O représente les défauts,
 la struture du matériau et D le mileu "ontrlé". Nous supposons également les onstantes, k et H aratérisant le omportement élasto-plastique de la struture égales à 1 pour les deuxpremières, 0.5 pour la troisième.Dans le formalisme mis en plae préédemment, on pose  u = O et  T = D : ei signie quel'on xe les déplaements à zéro sur le bord des défauts, et que l'on presrit les fores surfaiquessur l'extérieur de la struture. Nous supposons que la struture subit un hargement vériantles hypothèses de hargement roissant [H0℄ et de plastiité onnée [H1℄. À l'instant tf , instantd'observation, on mesure le déplaement uf sur une partie   du bord de D. On onnait alors lesonditions de Cauhy (uj ; uj ) = (u0; T (:; tf )j ) vériées par le déplaement u := u(:; tf ).Nous allons maintenant mettre en plae le formalisme néessaire pour avoir uniité de la solutiondu problème inverse que nous allons résoudre. Nous introduisons le domainePe := D n NB(D n P)où NB(!) désigne la omposante onnexe de ! en ontat ave  . Nous allons également fairel'hypothèse suivante :Hypothèse [H2℄ - invisibilité de l'obstale : tout ar de D joignant un point quelonque de Oà un point quelonque de   roise P.
7.2. STRUCTURE MATHÉMATIQUE DU PROBLÈME INVERSE 125
Les deux premières ongurations vérient l'hypothèse [H2℄, la dernière ne la vérie pas.Sous l'hypothèse [H2℄, Pe est la frontière "extérieure" de la zone plastique, et Pe ontient lazone plastique P, les défauts O et éventuellement une partie de la struture restée élastique. Paronstrution, l'ensemble D n Pe est onnexe et ontenue dans la zone élastique E . La relation (⋆)implique diretement jruj = 1 sur PeLe problème inverse que nous allons traiter onsiste à reherher Pe à partir de la donnée de Cauhy(u0; T (:; tf )j ) sur  , sous les hypothèses [H0℄, [H1℄ et [H2℄. On aboutit à la formulation suivantedu problème :Problème [Plas℄ : trouver un ouvert P ⋐ D à bord lipshitzien vériant D n P onnexe et unefontion u 2 C1(D n P) tels que 8>>>><>>>>: u = 0 dans D n Pu = u0 sur  u = T (:; tf ) sur  jruj < 1 dans D n Pjruj = 1 sur P:Remarque : la ondition aux limites sur la norme du gradient qui aratérise la zone plastique dans leproblème [Plas℄ ne peut pas être utilisée simplement omme ondition aux limites dans un problèmevariationnel. Cei ompromet fortement l'utilisation de méthodes basées sur le ontrle optimal pourrésoudre e problème.Propriété 7.1 - uniité de la solution du problème [Plas℄Le problème [Plas℄ admet au plus une solution (P; u).Preuve : supposons que nous ayons deux solutions (P1; u1) et (P2; u2) au problème. On note ~E la omposante
126 CHAPITRE 7. EXTENSION À L'IDENTIFICATION DE DÉFAUTS...onnexe de D n P1 [ P2 en ontat ave  . On a :8<: (u1   u2) = 0 dans ~Eu1   u2 = 0 sur  (u1   u2) = 0 sur  e qui implique, par uniité de la solution du problème de Cauhy1, u1 = u2 dans ~E , d'où ru1 = ru2 dans ~E ,et nalement, par régularité des fontions u1 et u2, ru1 = ru2 sur  ~E .Supposons alors P1 6= P2. On a alors par exemple P1 6 P22. Puisque D nP2 est onnexe, il existe alors un pointx 2  ~E \ P1 tel que x =2 P2. Comme x 2  ~E , on a ru1(x) = ru2(x). Comme x 2 P1, on a jru1(x)j = 1.Enn, omme x =2 P2, on a jru2(x)j < 1. Contradition.On a don P1 = P2, d'où u1 = u2.
Nous supposerons à partir de maintenant que le problème [Plas℄ admet une (unique) solution(P; u).Remarque : remarquons que la ondition aux limites sur les défauts n'intervient pas dans e problème,en raison de l'hypothèse [H2℄ qui impose à la zone plastique "d'entourer" les défauts. Pour etteraison, on pourrait admettre n'importe quelle ondition aux limites sur O dans le problème diret,une ondition de type Neumann par exemple.7.3 Modiation de la méthode [P℄ pour résoudre le problème [Plas℄Nous allons maintenant mettre en plae une méthode de résolution du problème [Plas℄ baséesur le prinipe d'approhe "par l'extérieur" dérit au hapitre 4. En eet, la fontion u solution duproblème [Plas℄ est solution d'un problème de Cauhy à l'extérieur de tout ouvert ! ontenantla zone plastique P. Nous pouvons don utiliser la méthode de quasi-réversibilité pour alulerrapidement une approximation de u à l'extérieur de et ouvert, et obtenir son gradient. Il restealors à utiliser ette onnaissane pour faire évoluer l'ouvert vers la zone plastique.Adapter la méthode [P℄ pour résoudre le problème [Plas℄ n'est pas hose diile. En eet,l'ingrédient lé de la méthode est la onstrution à partir de la fontion u d'une vitesse V positiveà l'extérieur, nulle sur le bord et négative à l'intérieur de e que l'on herhe, 'est-à-dire l'obstaledans le problème [Obs℄ et la zone plastique ii. Construire une telle fontion pour le problème[Plas℄ est très simple, il sut de prendre une fontion valant 1   jruj2 à l'extérieur de la zoneplastique3 , et qui est négative dans la zone plastique, puisque par hypothèse on a jruj < 1 horsde la zone plastique, et jruj = 1 sur le bord de elle-i.On note don V une fontion quelonque de H1(D) vériant (?)( V := 1  jruj2 dans D n PVjP 2 H10 (P) :La proposition suivante nous assure l'existene de telles fontions si u est susamment régulière.Propriété 7.2 si u 2 H2(D n P) \C1(D n P), il existe V 2 H1(D) vériant (?).Preuve : dénissons V par V = 1   jruj2 dans D n P, et V = 0 dans P . Il est lair que VjP est un élémentde H10 (P) . On a par hypothèse u 2 C1(D n P), e qui implique V 2 C0(D n P). De plus, on a jruj = 1 surP , e qui implique V = 0 sur P , et nalement V 2 C0(D). Pour montrer que V est un élément de H1(D), ilsut dès lors de montrer que V 2 H1(D n P).1voir théorème 1.2 p.122ou l'inverse, la démonstration étant identique, mutatis mutandis3on prend ii la norme du gradient de u au arré pour avoir une fontion régulière
7.3. MODIFICATION DE LA MÉTHODE [P℄ POUR RÉSOUDRE... 127Puisque u est la fontion solution du problème [Plas℄, on a jru(x)j  1 sur D n P . On a don 0  V  1 surD n P , et don V 2 L2(D n P). De plus, on a, pour tout i 2 f1; 2g,Vxi =  2 Xj=1;2 uxj 2uxixj ;d'où ZDnP j Vxi j2 dx  4 ZDnP 24Xj=1;2 uxj 2uxixj 352 dx 8 ZDnP Xj=1;2  uxj 2uxixj 2 dx 8 ZDnP Xj=1;2  2uxixj 2 dx (ar  uxj   1) 8kuk2H2(DnP):On en déduit que krV kL2(DnP)  4kukH2(DnP), et nalement V 2 H1(D).
Soit V 2 H1(D) vériant (?). On va mettre en plae la méthode [P℄ exatement omme au 6.2.Soit don f 2 H 1(D) vériant f  V . Pour tout ouvert ! ontenu dans D, on note v! l'uniquefontion de H1(!) vériant v! = f dans ! et v!   V 2 H10 (!).On dénit alors notre suite d'ouverts (!m)m2N par( P  !0 ⋐ D8m 2 N; !m+1 := !m n supp(sup(vm; 0))où l'on a noté vm := v!m. On vérie aisément, en utilisant le prinipe du maximum faible4, queP  !m+1  !m pour tout m 2 N, et on en déduit5 :Propriété 7.3 la suite (!m)m2N onverge (au sens de Hausdor) vers ! := z }| {\m2N!m.Nous allons maintenant faire l'hypothèse suivante :Hypothèse [H℄ : les ouverts !m sont uniformément lipshitziens.L'hypothèse [H℄ nous autorise à appliquer le théorème 6.4, qui implique vn n!1   ! v! dans L2(!) ! a un bord lipshitzien.On obtient alors leThéorème 7.1 sous l'hypothèse [H℄, on a ! = P .Nous avons besoin du lemme suivant :Lemme 7.1 soient 
 un ouvert de Rd,   une partie ouverte lipshitzienne de sa frontière.Soit v 2 H10 (
) \C0(
). Alors v  0 sur  .4théorème 6.1 p.1105propriété B.4 p.196, annexe B
128 CHAPITRE 7. EXTENSION À L'IDENTIFICATION DE DÉFAUTS...Preuve : soit x 2  . D'après la propriété B.1 p.192, il existe  ouvert à frontière lipshitzienne tel que x 2 , :=  \ 
 soit un ouvert non vide de frontière lipshitzienne, et  \ 
   . On dénit alors  2 C1 ()vériant   1 sur B(x; ")  .Comme v 2 H10 (
), il existe n 2 C1 (
) vériant n n!1    ! v dans H1(
). Il est faile de vérier que l'on an n!1    !H1() v:On remarque de plus que n 2 C1 () pour tout n. On a don v 2 H10 (). Par hypothèse, on a v 2 C0().On a don6 v = 0 sur , et nalement v(x) = 0. Ce raisonnement étant valable pour tout x de  , le résultatsuit.
Preuve du théorème 7.1 : supposons que l'on n'ait pas ! = P , et posons R = ! n P 6= ;. On montre alorsexatement omme dans la preuve du théorème 6.2 que V 2 H10 (R). Comme R  D n P, ela signie que1  jruj2 2 H10 (R) \ C0(R).Soit maintenant x 2 R tel que x =2 P . Il existe    ! tel que x 2   et   \ P = ;. Comme la frontière de! est lipshitzienne,   est lispshitzien. Le lemme préédent appliquer ave 
 = R et v = 1  jruj2 nous donnealors 1   jru(x)j2 = 0, soit jru(x)j = 1. Mais par dénition, on a x 2 D n P , e qui implique jru(x)j < 1.Contradition.On a don ! n P = ;, e qui implique7, puisque les ouverts P et ! ont des frontières lipshitziennes, ! = P .
Remarque : on voit lairement ii que la méthode [P℄ pourra être utilisée pour reherher n'importequel objet, du moment que l'on sait onstruire une fontion g(u;ru; :::) qui est positive en dehors del'objet et qui s'annule sur l'objet.Remarque : on pourrait bien sûr adapter la méthode [HJ℄ à e problème. En se plaçant dans leformalisme du hapitre 5, à l'étape n de la méthode, il sut de dénir la vitesse Vn par Vn := 1 jruj2à l'extérieur de !n, et de la prolonger de manière lipshitzienne dans !n. En supposant que 1 jruj2est une fontion lipshitzienne, on démontre alors que la méthode onverge vers la zone plastique.
6voir théorème IX.17 p.171 et remarque 20 p.172 de [Bre05℄7voir propostion B.2, annexe B
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Chapitre 8Résolution du problème inverse del'obstale ave ondition de DirihletIntrodutionNous allons maintenant nous intéresser à la résolution numérique du problème de l'obstaleave ondition de Dirihlet, dérit au hapitre 4 dans un adre général. Nous nous restreignons iiau as partiulier de la dimension 2 et de l'opérateur elliptique P := . Rappelons la formulationde e problème : on se donne D un ouvert onnexe borné de R2,   une partie ouverte de sa frontièrelipshitzienne, j j > 0. Pour tout O ouvert vériant O ⋐ D, on note 
(O) := D n O.Problème [Obs℄ : pour (g0; g1) 2 H1=2( )H 1=2( ), (g0; g1) 6= (0; 0), trouver O ouvert à frontièreontinue vériant O ⋐ D et u 2 H1(
(O)) \ C0 
(O) tels que8>>>><>>>>: u = 0 dans 
(O)u = g0 sur  u = g1 sur  u = 0 sur O:Nous avons vu que e problème admettait au plus une solution (O; u). Nous avons proposé auhapitre 4 un shéma de résolution de e problème onsistant en une approhe "par l'extérieur",'est-à-dire une méthode itérative que nous pouvons résumer ainsi : pour !n ouvert vériant O  !n ⋐ D, aluler u dans 
(!n) := D n !n à partir de la donnée(g0; g1). Autrement dit, il s'agit à ette étape de résoudre le problème de Cauhy suivant, posédans 
(!n) : trouver u tel que 8>><>>: u = 0 dans 
(!n)u = g0 sur  u = g1 sur  :Puisqu'il s'agit d'un problème de Cauhy, nous utiliserons la méthode de quasi-réversibilité étudiéeau hapitre 2, an d'obtenir une approximation de u dans 
(!n). Si au lieu des données exates,nous avons à notre disposition des données bruitées (gÆ0; gÆ1), e qui orrespond à la situation laplus réaliste, nous pourrons utiliser la méthode dérite au hapitre 3. utiliser la onnaissane de la fontion u à l'extérieur de !n pour obtenir une meilleur ap-proximation de O "par l'extérieur", 'est-à-dire un ouvert !n+1 vériant O  !n+1  !n. Pourela, nous avons développé deux méthodes : la méthode [HJ℄, qui utilise une équation de type131
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obi (une équation eikonale plus préisément), et que nous avons étudiée au hapitre5, et la méthode [P℄, qui utilise une équation de Poisson, et que nous avons étudiée au hapitre 6.On reommene alors au premier point, jusqu'à onvergene.
Shéma de la méthode "approhe par l'extérieur".Nous allons nous intéresser dans e hapitre à la mise en plae numérique de ette méthode.Sommaire8.1 Aspets numériques de la résolution du problème [Obs℄ . . . . . . . . . 1328.1.1 Disrétisation des domaines . . . . . . . . . . . . . . . . . . . . . . . . . . . 1328.1.2 Obtention d'une approximation de u dans D nn . . . . . . . . . . . . . . 1348.1.3 Mise à jour de l'ouvert : obtenir n+1 . . . . . . . . . . . . . . . . . . . . . 1358.1.4 Convergene des méthodes, ondition d'arrêt des algorithmes . . . . . . . . 1438.2 Expérienes numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1438.2.1 Comparaison des méthodes [QR-HJ℄ et [QR-P℄ . . . . . . . . . . . . . . . . 1458.2.2 Inuene des paramètres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1498.2.3 Lignes de niveau zéro "parasites" et utilisation de plusieurs jeux de données1608.2.4 Donnée bruitée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1628.1 Aspets numériques de la résolution du problème [Obs℄8.1.1 Disrétisation des domainesDans toute la suite, D sera supposé être un ouvert polygonal de R2. On se donne Th unetriangulation régulière de D de nesse h1. On suppose que   est l'union d'un ertain nombred'arêtes de Th.À haque itération de notre méthode, nous allons être amenés à résoudre un problème dequasi-réversibilité dans D n !n, e que nous allons naturellement faire par la méthode élémentsnis que nous avons mise en plae au hapitre 2. Se pose alors diretement le problème suivant :rien n'oblige !n, et don D n !n, à être l'union d'un ertain nombre de triangles de Th. An dene pas ompliquer outre-mesure la résolution numérique, nous avons déidé d'approximer !n parun domaine onstitué d'une union de triangles de Th. On pense alors naturellement aux domainessuivants :1f [Cia78℄
8.1. ASPECTS NUMÉRIQUES DE LA RÉSOLUTION DU PROBLÈME [OBS℄ 133 n, onstitué de tous les triangles de Th ayant tous leurs sommets ontenus dans !n n, onstitué de tous les triangles de Th ayant au moins un sommet ontenu dans !n .En eet, le domaine !n est aratérisé dans la méthode [HJ℄ et dans la méthode [P℄ omme leplus grand ouvert sur lequel une fontion est négative (ensemble du type fxjf(x) < 0g). Et lorsquenous disrétiserons nos problèmes, les valeurs d'une fontion aux sommets de la triangulation serontpréisément les informations que nous aurons. Il sera alors très faile de déterminer n et n enregardant simplement la valeur de la fontion aux sommets des triangles de Th.
Une onguration possible : !n, n et n.Il nous reste à hoisir entre n et n. Il nous faut alors nous rappeler que nous herhons àonstruire une approhe par l'extérieur. Autrement dit, nous souhaitons que pour tout n 2 N, onait O  !n. Or, la plupart du temps, on a n  !n  n. Pour onserver le aratère extérieurde notre approhe, nous sommes don amenés à hoisir n omme approximation de !n : on aautomatiquement O  n, alors qu'il n'est pas ertain que O  n.Remarque : il n'est pas vrai que l'on a forément n  !n  n pour tout n, omme le montre laonguration suivante :
Cas où l'on n'a pas n  !n  n : !n, n et n.Il faut alors se rappeler que !n est obtenu omme l'ensemble des points où une ertaine fontionest négative. Or, d'un point de vue disret, nous n'aurons aès qu'aux valeurs de ette fontion auxsommets de la triangulation, e qui rend impossible la détetion d'un as tel que elui présenté i-dessus. Autrement dit, même si notre hoix n'est pas optimal, nous ne pouvons guère faire mieux.En quelque sorte, n est le moins mauvais des hoix possibles pour approximer !n.Remarque : d'autres options s'oraient à nous. Par exemple, nous aurions pu à haque itération re-mailler le domaine en adaptant le maillage à la position de !n. Néanmoins, omme nous ne onnais-
134 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...sons la position de !n que de manière impréise (voir remarque préédente), ela aurait rajouté uneétape dans la méthode sans assurer un gain en préision par rapport à notre hoix.Nous allons maintenant supposer que nous onnaissons n, pour un ertain n 2 N. Nous allonsdérire les diérentes étapes de la méthode nous permettant d'obtenir n+1.8.1.2 Obtention d'une approximation de u dans D nnPour obtenir une bonne approximation de u dans D n n, nous devons résoudre un problèmede Cauhy. Nous allons don utiliser les méthodes développées dans la première partie de ettethèse.Cas d'une donnée exateSi nous avons une donnée exate, nous allons utiliser la méthode de quasi-réversibilité dériteau hapitre 2. On note Wh l'espae des éléments nis F.V.1 lié à la triangulation Th (voir 2.2.2).Nous résoudrons dans D nn le problème [QRh℄ suivant :Problème [QRh℄ : pour " > 0, trouver uhn;" 2 Vh tel que pour tout vh 2 Vh;0, on aitXT2Th; T dans Dnn aT;"(uhn;"; vh) = 0:Ii, Vh désigne l'ensemble des fontions de Wh qui "valent e qu'il faut" sur  , Vh;0 les fontions deWh dont les degrès de liberté sur   sont nuls (voir une nouvelle fois 2.2.2 pour les dénitions exatesde Vh et Vh;0), et aT;"(vh; wh) = (vh;wh)L2(T )+"(vh; wh)H2(T ); 8(vh; wh) 2WhWh; 8T 2 Th:Nous prendrons le paramètre " égal à 10 4 la plupart du temps, onformément à notre étude au2.2.5.La matrie orrespondant au problème [QRh℄ doit être onstruite à haque itération, puisque ledomaine de alul D nn peut hanger. Néanmoins, on peut aélérer le proessus, en utilisant lefait que le maillage du domaine est xé au départ : on peut en eet aluler une fois pour toutes lesontributions de haque triangle à la matrie, et les stoker en mémoire. Ainsi, à haque itération,nous n'aurons qu'à repérer les triangles ontenus dans D n n, et à assembler leurs ontributionsdans la matrie. Comme attendu, e gain de temps se fait au détriment d'espae mémoire. Nousrenvoyons au 2.2.4 pour les détails sur le alul des ontributions d'un triangle.Cas d'une donnée bruitéeSupposons que nous ayons à notre disposition non pas une donnée exate, mais une donnéebruitée, e qui est nalement le as le plus probable. Nous avons vu au 3.2 que nous ne pouvonspas diretement utiliser ette donnée bruitée ave la méthode de quasi-réversibilité. Il nous fauttout d'abord1. régulariser la donnée bruitée2. xer le paramètre " de la méthode de quasi-réversibilité en fontion du niveau de bruit.Nous avons développé au hapitre 3 une méthode basée sur le prinipe de Morozov et la dualité enoptimisation permettant de remplir e double objetif. Elle repose sur la résolution du problème[PÆh℄ dérit au 3.4.2 page 74.Dans notre optique de résolution du problème [Obs℄, l'idée est de résoudre le problème [PÆh℄à la première itération de notre approhe par l'extérieur, 'est-à-dire dans Dn0. On obtient ainsi
8.1. ASPECTS NUMÉRIQUES DE LA RÉSOLUTION DU PROBLÈME [OBS℄ 135une donnée régularisée et une valeur pour le paramètre ", que nous utiliserons omme donnée etvaleur du paramètre du problème [QRh℄ pour les itérations suivantes.Remarque : la donnée régularisée et le paramètre " obtenus en résolvant [PÆh℄ dépendent du domainede alul, 'est-à-dire de 0. On pourrait alors être tenté de résoudre à nouveau [PÆh℄ après quelquesitérations, l'ouvert n alors obtenu devant être une meilleure approximation de O.Nous avons testé numériquement ette idée, mais n'avons pas observé de gain signiatif quant à laqualité de reonstrution de l'ouvert Obs. Comme ela demande de résoudre un problème d'optimisa-tion de plus, e qui est oûteux en temps, nous avons nalement abandonné ette idée.En e qui onerne le hoix du paramètre , onformément à l'étude que nous avons faite au3.5, nous hoisirons  égal à 10 4. Nous aurons alors à onstruire les matries du problème [PÆh℄et à le résoudre en utilisant les méthodes proposées au 3.4.2 p.69.8.1.3 Mise à jour de l'ouvert : obtenir n+1Pour la mise à jour de l'ouvert, nous allons naturellement utiliser les méthodes que nous avonsdéveloppées aux hapitres 5 et 6, la méthode [HJ℄ et la méthode [P℄. Nous avons montré quedans le adre ontinu, es deux méthodes nous permettent de onstruire une suite d'ouverts quionverge vers l'obstale, à la ondition de onnaître la solution exate u à l'extérieur de es ouverts.La méthode de quasi-réversibilité, ouplée à la méthode basée sur la dualité en optimisation sinéessaire, nous fournit une approximation uh;" de u à l'extérieur de n. C'est ette approximationque nous utiliserons dans les méthodes [HJ℄ et [P℄.Les méthodes [HJ℄ et [P℄ reposent haune sur la résolution de problèmes aux dérivées par-tielles : une équation de Hamilton-Jaobi pour la première une équation de Poisson pour la seonde.Il nous reste don à nous intéresser à la résolution numérique de es équations. Nous allons om-mener par le problème de Poisson : en eet, e problème nous sera utile dans la méthode [HJ℄.Méthode [P℄ : problème de PoissonDans la méthode [P℄, la mise à jour de l'ouvert !n se fait par résolution du problème de Poissonsuivant :Problème [P℄ : trouver vn 2 H1(!n) tel que ( vn = f dans !nvn = juj sur !n:Dans e problème, f 2 H 1(D) est un paramètre de la méthode, que nous hoisirons omme uneonstante positive  "assez grande", onformément à notre étude p.116, et u est la solution duproblème [Cauhy℄. Le domaine !n+1 est alors déni par !n+1 = !n n supp(sup(vn; 0)). Vu e quenous venons de dire, nous allons résoudre le problème [P℄ non pas dans !n, mais dans n, touteshoses égales par ailleurs.La résolution numérique du problème [P℄ par éléments nis de Lagrange P1 est bien onnue.On va noter Xhn l'espae des éléments nis de Lagrange P1 dans n, et Xhn;0 le sous-espae desfontions de Xhn s'annulant sur le bord de n2. L'équivalent disret du problème [P℄ est :2ou aux sommets du maillage situés sur le bord de n, e qui est équivalent
136 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...Problème [Ph℄ : trouver vhn 2 Xhn tel que8<: Zn rvhn:rwh dx =   Zn  wh dx; 8wh 2 Xhn;0vhn = juhn;"j aux sommets du maillage situés sur le bord de n:Ce problème admet une unique solution vhn. On dénit alors naturellement!n+1 := n n supp(sup(vhn; 0))soit enore !n+1 := fx 2 n j vhn(x) < 0g, puisque Xhn  C0 n. Ce qui nous amène à ladénition de n+1 : n+1 := fT 2 Th j 9A sommet de T; vhn(A) < 0gÀ haque itération de la méthode, nous aurons à onstruire la matrie orrespondant au problème[Ph℄. Nous pouvons une nouvelle fois tirer parti du fait que nous utilisons un unique maillagepour pré-aluler une fois pour toutes les ontributions de haque triangle à ette matrie. Nousn'aurons alors plus qu'à assembler es ontributions en fontion du domaine de alul à haqueitération.Méthode [HJ℄ : problème de Hamilton-JaobiLa méthode [HJ℄, étudiée au 5.2.2 p.103, peut se résumer de la manière suivante : à l'étape n,on ommene par réer une "vitesse" Vn vériant :8><>: Vn(x) = (x)ju(x)j; 8x 2 D n !nVn(x) < 0; 8x 2 OjVn(x)  Vn(y)j  Ljx  yj; 8(x; y) 2 D Dave u solution du problème [Cauhy℄,  une fontion tronature ( 2 C1 (D)+) vériant   1dans !0, et L une onstante positive indépendante de n. On résout ensuite le problème suivant :Problème [Eikonale℄ : trouver  2 C0 D  [0; T ℄ vériant au sens de visosité8>><>>: t   Vnjrj = 0 dans D  ℄0; T [(x; 0) = ð!n(x) pour tout x 2 D(x; t) = ð!n(x) pour tout (x; t) 2 D  [0; T ℄ :Ii, ð!n est la fontion distane signée à !n3 et T > 0 est quelonque. Le problème [Eikonale℄admet une unique solution de visosité n, et on dénit !n+1 par !n+1 := fx 2 !n j n(x; T ) < 0g.Les deux prinipales étapes que nous allons devoir mettre en plae numériquement sont don :1. mise en plae d'une vitesse Vn disrète, 'est-à-dire d'un prolongement adéquat de uhn;"2. résolution de l'équation eikonale.3voir annexe B
8.1. ASPECTS NUMÉRIQUES DE LA RÉSOLUTION DU PROBLÈME [OBS℄ 137Nous allons traiter la résolution de l'équation eikonale en premier, puis nous verrons omment nousonstruisons des prolongements adaptés à notre problématique. Résolution numérique du problème [Eikonale℄La résolution numérique des équations de Hamilton-Jaobi, dont l'équation eikonale qui nousintéresse, fait l'objet de reherhes depuis longtemps : Crandall et Lions furent à notre onnaissaneles premiers à proposer des shémas numériques pour aluler la solution de visosité d'équationsde e type4. Plaçons-nous dans un adre plus général : on herhe à résoudret +H(r) = 0:Nous disrétiserons ette équation par un shéma aux diérenes nies en espae et en temps dela forme n+1   nÆt + Ĥn( x ; +x ;  y ; +y ) = 0:Ii, n := (:; nÆt), où Æt est le pas de temps, +x et  x (resp. +y et  y ) des approximations par dif-férenes nies de x (resp. y ) que nous expliiterons ultérieurement, et Ĥ est une approximationnumérique de l'hamiltonien H, que nous expliiterons aussi ultérieurement.Pour es shémas, nous utilisons des maillages artésiens, e qui restreint quelque peu lesgéométries admissibles pour D : il faut désormais que D soit un polygne de R2 dont les anglesfassent 90 ou 270 degrés. Cei n'a auune inidene sur la méthode de quasi-réversibilité : une foisle maillage artésien onstruit, on divise haque retangle en deux suivant la diagonale pour obtenirun maillage triangulaire. En revanhe, il faut faire attention à e qu'il se passe au niveau des anglessi l'on a des données bruitées, et que l'on utilise la méthode dérite au hapitre 3. En eet, on avu p.71 que ertaines ongurations de triangles dans les oins du domaine pouvaient se révélerproblématiques. Or, il est très faile de les obtenir à partir d'un maillage artésien du domaine. Lagure i-dessous montre omment il faut déouper le maillage artésien pour les éviter.
Les deux premières ongurations ne sont pas bonnes : dans elle de gauhe, le triangle en rouge a deuxtés ontenus dans   ; dans elle de droite, les quatre triangles en rouge ont un té sur  , et un té enommun ave un autre triangle en rouge. La troisième onguration est bonne.4[CL84℄
138 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...Pour résoudre numériquement l'équation eikonale de notre problème, nous avons utilisé uneboîte à outils mise à disposition sur internet5 par Baris Sumengen, du Vision Researh Lab del'université de Californie-Santa Barbara. Elle utilise un shéma de Lax-Friedrih Loal (LFL) avedes approximations des dérivées partielles de type ENO1, ENO2, ENO3 ou WENO5 (au hoix).Nous allons maintenant dérire es diérentes approximations, ainsi que le shéma LFL.Intéressons-nous tout d'abord aux approximations des dérivées partielles. Elles sont obtenuespar diérenes nies spatiales. Notons Æx et Æy les pas du maillage artésien selon x et y. Soit (xi; yj)un sommet quelonque du maillage. Pour (k; l) 2 Z, on note xi+k = xi + k Æx, yi+l = yi + l Æy etni+k;j+l := n(xi+k; yj+l).Les shémas ENO (pour Essentiellement Non Osillants) herhent à onstruire une interpo-lation polynomiale des données. On herhe alors à approximer la dérivée partielle par la dérivéepartielle du polynme obtenu, en séletionnant la diretion d'approximation ("up" ou "down")de manière à réaliser un ordre élevé de préision. On va se ontenter ii de dérire omment onobtient les approximations de x . On proède de la même manière pour approximer y , mutatismutandis. On utilisera dans la suite la variable muette K telle que :( pour obtenir  x ; on prendra K = i  1pour obtenir +x ; on prendra K = i:-ENO1 : on dénit le polynme d'approximationP1(x) := K+1;j   K;jÆx (x  xi)et on prend pour approximation de la dérivée partielledP1dx (xi) = K+1;j   K;jÆx :-ENO2 : on dénit le polynme P1 omme préédemment. On dénit égalementa := K+1;j   2K;j + K 1;j2(Æx)2 ; b := K+2;j   2K+1;j + K;j2(Æx)2puis  := ( a si jaj  jbjb sinon:On dénit alors notre polynome d'approximation :P2(x) := P1(x) + x2   (xK + xK+1) x+ xKxK+1 :On prend dP2dx (xi) omme approximation de la dérivée partielle.-ENO3 : on dénit a, b,  et P2 omme préédemment. On dénit := ( K   1 si jaj  jbjK sinonet A = +2;j   3+1;j + 3;j    1;j6(Æx)3 ; B = +3;j   3+2;j + 3+1;j   ;j6(Æx)35http ://barissumengen.om/level_set_methods/index.html
8.1. ASPECTS NUMÉRIQUES DE LA RÉSOLUTION DU PROBLÈME [OBS℄ 139ainsi que C := ( A si jAj  jBjB sinon:Notre polynome d'approximation sera alorsP3(x) := P2(x) + C(x  x)(x  x+1)(x  x+2):On prend dP3dx (xi) omme approximation de la dérivée partielle.Les shémas de type ENO sont eaes dans les zones où la fontion  est hahutée. Para-doxalement, 'est dans les zones où la fontion est la plus régulière que les problèmes se posent.En eet, les hoix opérés par les shémas ENO sur le stenil, 'est-à-dire sur la "bonne" zone àprendre en ompte pour bien approximer les dérivées, deviennent alors très utuants, puisqu'iln'y a pas dans e as de "bon" hoix. Les shémas de type WENO (Weighted ENO) orrigent edéfaut en prenant des ombinaisons onvexes des diérents hoix possibles, n'en privilégiant auunen partiulier dans les zones régulières.-WENO5 : on dénit, pour k 2 f1; : : : ; 5gv k = i 3+k;j   i 4+k;jÆx ; v+k = i+4 k;j   i+3 k;jÆx :On dénit alors des oeients qui vont aratériser la régularité spatiale de  :S1 = 1312(v1   2v2 + v3 )2 + 14(v1   4v2 + 3v3 )2S2 = 1312(v2   2v3 + v4 )2 + 14(v2   v4 )S3 = 1312(v3   2v4 + v5 )2 + 14(3v3   4v4 + v5 )2:On dénit alors a1 = 110 1"+ S1 ; a2 = 110 1"+ S2 ; a3 = 110 1"+ S3où " est un paramètre (généralement pris égal à 10 6) dont la fontion est d'éviter que le dénomi-nateur ne s'annule. On dénit nalement les poids!i = aia1 + a2 + a3 :La formule donnant les approximations "up" et "down" de la dérivée partielle en x est nalementx = !1 13v1   76v2 + 116 v3 + !2  16v2 + 56v3 + 13v4 + !3 13v3 + 56v4   16v5  :Passons maintenant à la résolution eetive de l'équation eikonale, que nous faisons par unshéma de Lax-Friedrihs. Dans e shéma, l'hamiltonien numérique estĤ( x ; +x ;  y ; +y ) := H(+x +  x2 ; +y +  y2 )  +x    x2   +y    y2 :H est l'hamiltonien du problème, et x et y des oeients de dissipation dénis par  max jHx(x; y)j,   max jHy(x; y)j (ave la notation fx (resp. fy) signiant fx (resp. fy )).
140 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...Dans l'équation eikonale, on a H(x; y) := Vnq2x + 2y, ave Vn indépendant de . On doit donhoisir  et  tels que   max jVnxjq2x + 2y ;   max jVnyjq2x + 2y :Comme on a jVnxjp2x+2y  jVnj et jVny jp2x+2y  jVnj, on voit que l'on peut hoisir  =  = maxD jVnj.Cette ondition globale peut être ranée : on peut en eet se ontenter de ontrler loalementles valeurs de  et , on obtient alors le shéma de Lax-Friedrihs Loal.Pour fontionner, e shéma doit vérier la ondition CFL suivante :Ætmax( jHxjÆx + jHyjÆy ) < 1:Dans notre as, il sut en fait de vérier max jVnjÆt  1Æx + 1Æt < 1. Remarquons que ette onditiondépend de la valeur maximale de jVnj surD. Ainsi, plusmaxD jVnj est grand, plus nous allons devoirutiliser des pas de maillage Æx et Æy petits si nous ne voulons pas avoir un pas de temps Æt troppetit. Cei aura une inidene sur nos hoix lorsque nous onstruirons la vitesse Vn.Intéressons-nous maintenant à la ondition initiale et à la ondition aux limites du problème[Eikonale℄. La ondition initiale du problème disret6 est n(:; 0) = ðn : Il est don néessaire desavoir onstruire la distane signée à l'ouvert n. La boîte à outils que nous utilisons sait le faire,en utilisant exatement les mêmes approximations et shémas que nous venons de présenter. Eneet, la fontion distane signée ðn peut être vue omme la limite en temps long de l'équationde Hamilton-Jaobi suivante :t + Sn(jrj   1) = 0; Sn(x) = 8><>:  1 si x 2 n0 si x 2 n1 si x 2 D nn:Quant à la ondition aux limites n(x; t) = ðn(x); 8x 2 D, elle sera automatiquement vériéesi elle est vériée au départ, puisque la vitesse Vn est rigoureusement nulle sur les bord de D.Pour avoir des préisions sur les méthodes numériques pour la résolution des équations deHamilton-Jaobi, en partiulier les approximations par diérenes nies en espae et en temps, lesshémas numériques et la onstrution de la distane signée, on peut se référer à la partie II de[OF03℄. Prolongement de uhn;"Intéressons-nous maintenant à la onstrution de Vn, vitesse de notre équation. Rappelons que l'ondemande à la vitesse de vérier8><>: Vn(x) = (x)ju(x)j pour tout x 2 D n !n ?Vn(x) < 0 pour tout x 2 O jVn(x)  Vn(y)j < Ljx  yj pour tout (x; y) 2 D D >Remarquons tout d'abord que la proporiété >, à savoir le aratère lipshtzien de Vn, ave uneonstante indépendante de n, sera très diile à assurer. Notre objetif sera plutt de onstruireune fontion régulière, an d'avoir toutes les hanes de vérier ette propriété.D'un point de vue disret, il s'agit de onstruire un prolongement de uhn;". Une idée naturelleest de réutiliser la fontion vhn solution du problème [Ph℄ dérit au 8.1.3. En eet, ette fontionest la solution d'un problème de Poisson disret, ave un seond membre C1 (rappelons que nous6on remplae ii !n par son approximation disrète n
8.1. ASPECTS NUMÉRIQUES DE LA RÉSOLUTION DU PROBLÈME [OBS℄ 141avons hoisi une onstante  omme seond membre), elle a don toutes les hanes d'être trèsrégulière. De plus, nous savons que si nous prenons la onstante  susamment grande, alors lavitesse sera négative dans l'obstale7 , et Vn vériera la propriété . Enn, la propriété ? est faileà vérier : il sut de hoisir une fontion  2 C1 (D)+ vériant   1 sur 0, et de dénir Vn parVn := ( juhn;"j dans D nnvhn dans n:Ce hoix de vitesse semble théoriquement très adapté. Il a néanmoins un gros inonvénient enpratique, en raison de la CFL que doit vérier notre shéma de résolution, à savoirÆtmaxx2D jVn(x)j 1Æx + 1Æy! < 1:Il faut ii se rappeler qu'au nal, nous ne sommes intéressés que par l'évolution au ours du tempsde fx 2 Dj(x; t) < 0g, et plus préisément par l'évolution de la frontière de et ensemble, 'est-à-dire de la ligne de niveau 0 de . Comme la CFL est globale, ette évolution peut être freinée parde fortes valeurs de la vitesse en des points éloignés de la ligne de niveau 0, qui n'inuene donpas son évolution. Pour remédier à e problème, nous avons utilisé la tehnique dite de la "narrowband"8 : l'idée est de mettre la vitesse à 0 en dehors d'une petite bande autour du front d'intérêt.Ainsi, la valeur de la vitesse en des points éloignés ne freine plus l'évolution du front, puisqu'ellen'intervient plus dans le alul de la CFL.
Illustration de l'idée de la "narrow band" : la vitesse est mise à zéro à l'extérieur de la bande étroite (enpointillé) autour de la ligne de niveau zéro de  (en bleu).Plus mathématiquement, ela revient à multiplier la vitesse Vn que nous venons de onstruirepar une fontion  2 C1 (D), vériant 0    1 dans D, telle que le support de  soit ontenudans la bande voulue, et vériant   1 dans un voisinage de la ligne de niveau 0 de . Remarquonsque la vitesse obtenue ~Vn :=  Vn ne vérie plus les propriétés voulues. Cela n'a pas une grandeimportane : en eet, si le bord de l'obstale n'est pas dans la bande d'intérêt, la vitesse à etendroit est nulle, don  ne varie pas et reste négative omme voulue. Si au ontraire il est situédans la bande d'intérêt, la vitesse qui fait évoluer  est la bonne, et tout se passe omme lorsquel'on n'avait pas modié la vitesse.Au nal, voii omment se déroule une itération de la méthode [HJ℄ :1. onstrution de Vn : résolution du problème [Ph℄ dans n + mise en plae de la "narrowband"7ei n'est pas tout à fait exat : dans le problème ontinu, si nous prolongeons u de ette manière, ela fontionnne.Mais nous sommes ii dans le as disret, et 'est uh;" que l'on prolonge. On espère du moins, omme uh;" est uneapproximation a priori bonne de u, qu'il se passe sensiblement la même hose8bande étroite
142 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...2. résolution de [Eikonale℄ par shéma de Lax-Friedrihs jusqu'au temps T nalEnsuite, on n'a plus qu'à déterminer n+1, dont la dénition estn+1 := fK 2 Th j 9A sommet de K;n(A; T ) < 0get aluler ðn+1 pour avoir la ondition initiale de l'étape suivante.Comparaison des méthodes [HJ℄ et [P℄Si on devait faire un hoix entre la méthode [HJ℄ et la méthode [P℄ pour la mise de jour del'ouvert n, on penherait naturellement vers l'utilisation de la méthode [P℄. En eet, la méthode[HJ℄ est plus diile à mettre en plae, et utilise elle-même la méthode [P℄9. D'autres argumentsfont penher la balane du té de la méthode [P℄ : le premier d'entre eux onerne les maillages.La méthode [HJ℄ néessite des maillages artésiens10 et ns, ave un pas inférieur à 1100 , en rai-son de la ondition CFL. L'expériene numérique nous a aussi montré que l'utilisation de maillagestrop grossiers empêhe la méthode de "apter" le bord de l'obstale : la ligne de niveau zéro de passe au travers11. À l'opposé, la méthode [P℄ fontionne très bien ave des maillages plusgrossiers, ave des pas de 150 à 1100 , et elle fontionne ave des maillages sans struture partiulière.Une deuxième argument en défaveur de [HJ℄ : la résolution de [Eikonale℄ fait que l'on approhede manière ontinue de l'obstale, e qui prend plus de temps que l'approhe par résolution de[Ph℄, qui proède par sauts suessifs.Néanmoins, la méthode [HJ℄ pourrait se révéler frutueuse pour la résolution d'un autre pro-blème, le problème inverse de l'obstale ave ondition de Neumann :Problème [Obs_Neumann℄ : pour (g0; g1) 6= (0; 0), trouver (u;O) tels que8>>><>>>: u = 0 dans 
(O)u = g0 sur  u = g1 sur  u = 0 sur O:En eet, l'idée qui guide la méthode [HJ℄, à savoir la onstrution d'une vitesse positive en dehorsde !n, valant juj sur !n et négative dans l'obstale, se transpose aisément à e problème, enremplaçant juj par juj. On est don amené à résoudre l'équation Hamilton-Jaobit   u  jrj = 0qui a, à première vue, une struture ompliquée. Néanmoins, ette équation se simplie si l'on serappelle que le veteur normal  est lié à  par l'équation  = rjrj , e qui nous donne l'équationt   jru:rj = 0:Nous avons testé ette idée, qui donne des résultats assez bons pour la reherhe d'obstalesà géométrie simple, mais ne marhe pas bien pour des obstales ompliqués (non onvexes, non9ei n'est pas vraiment un argument en faveur de la méthode [P℄. En eet, on pourrait imaginer d'autresméthodes pour prolonger juhn;"j dans !n sans passer par un problème de Poisson.10dans la manière dont nous l'implémentons. Il existe des shémas de résolution de l'équation eikonale adaptés àdes maillages non struturés11plus exatement, la ligne de niveau zéro ralentit à proximité du bord de l'obstale, mais nit tout de même parpasser au travers
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onnexes...). Cei est peut-être du à de plus nombreuses diultés numériques liées au hangementde problème.Par ontre, la manière de transposer la méthode [P℄ au problème [Obs_Neumann℄ n'est paslaire pour le moment. La méthode [HJ℄ nous semble don la meilleure piste à l'heure atuellepour résoudre e problème en utilisant la méthode de quasi-réversibilité.8.1.4 Convergene des méthodes, ondition d'arrêt des algorithmesNous avons maintenant deux méthodes numériques de résolution du problème [Obs℄ : la pre-mière est basée sur la résolution du problème [QRh℄ alternée ave la résolution du problème[Eikonale℄ : nous la noterons méthode [QR-HJ℄. La seonde est basée sur la résolution du pro-blème [QRh℄ alternée ave la résolution du problème [Ph℄ : nous la noterons méthode [QR-P℄. Cesdeux méthodes onstruisent une suite d'ouverts (n)n2N, qui vériePropriété 8.1 la suite d'ouverts n onverge au sens de Hausdor vers  := z }| {\n2Nn.Preuve : on a n+1  n  D pour tout n 2 N. Le résultat est don une appliation direte du théorème B.4p.196.
En fait, un raisonnement très simple nous indique que non seulement la méthode onverge,mais de plus on a n+1 = n à partir d'un ertain n. Cei est dû au "retour en arrière" que nousopérons lorsque nous dénissons n à partir de vhn dans la méthode [QR-P℄, ou à partir de ndans la méthode [QR-HJ℄. L'illustration i-dessous met en évidene e phénomêne pour la méthode[QR-P℄, le méanisme étant exatement le même pour [QR-H℄ :
n est en vert sur la gure de gauhe. Si fx 2 nj vhn(x) < 0g est l'ensemble en rouge, alors on auraautomatiquement par dénition de n+1 (n+1 := fT 2 Th j 9A sommet de T; vhn(A) < 0g), n+1 = n.On a don un ritère d'arrêt très eae : on stoppe les itérations dès que dH(n;n+1) = 012.8.2 Expérienes numériquesNous allons maintenant tester les méthodes [QR-HJ℄ et [QR-P℄. Dans es tests, l'ouvert D serale arré ℄ 0:5; 0:5[  ℄ 0:5; 0:5[  R2, dont nous numérotons les tés omme suit :12on rappelle que dH désigne la distane de Hausdor entre deux ouverts, voir annexe B
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O2Enn, le troisième obstale O3 est onstitué de deux disques disjoints de entres ( 0:2; 0) et(0:23; 0:2), et de rayons 0.15 et 0.1.













O3La donnée (g0; g1) du problème [Obs℄ est obtenu par résolution d'un problème de Laplae dansD n Oi en imposant la ondition de Neumann g1 sur le bord de D, et une ondition de Dirihlethomogène sur le bord de l'obstale. Ce problème est résolu par éléments nis, omme expliqué au4.2.2 p.90. Sauf mention ontraire, g1 sera déni dans les exemples suivants parg1 := ( 1 sur les tés 2 et 40 sur les tés 1 et 3:La solution ui du problème de Laplae vérie don8>>><>>>: ui = 0 dans D n Oiui = 1 sur ℄ 0:5; 0:5[  f 0:5; 0:5gui = 0 sur f 0:5; 0:5g  ℄ 0:5; 0:5[ui = 0 sur Oi:
Les fontions u1, u2 et u38.2.1 Comparaison des méthodes [QR-HJ℄ et [QR-P℄Nous allons omparer les deux méthodes proposées préédemment. Pour ela, nous allons lessoumettre aux trois as tests préédents en mettant tous les paramètres aux mêmes valeurs, 'est-à-dire : même ouvert de départ !0 := B(0; 0:45) même nesse de maillage : h = 1140 dans toutes les simulations même valeur de seond membre  pour le problème de Poisson même valeur du paramètre " = 10 4 de la méthode [QR℄ donnée sur tout le bord de D.On note !1 l'ouvert obtenu après onvergene.L'équation eikonale de la méthode [QR-HJ℄ est résolue omme expliqué à la page 136, ave uneapproximation WENO des dérivées spatiales, et un temps T nal hoisi égal à 1.









Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !0, en rouge !1 eten noir O1

















À gauhe dH(!n;O1), à droite dH(!n; !n 1), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ enbleu.












Comparaison entre !1 en rouge et O1 en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode[QR-P℄ à droite.On onstate sur es premières simulations que la méthode [QR-P℄ onverge plus rapidementvers l'obstale que la méthode [QR-HJ℄, e qui était attendu. Ainsi, si nous avions utilisé le ritèred'arrêt dH(!n; !n 1) = 0, la méthode [QR-P℄ se serait arrêtée à la quatorzième itération, alorsque la méthode [QR-HJ℄ se serait arrêtée à la dix-septième. Remarquons néanmoins que l'avanéede la méthode [QR-HJ℄ dépend du hoix du temps nal T de l'équation eikonale. Ainsi, on peutdiminuer le nombre d'itérations avant onvergene de la méthode [QR-HJ℄ en prenant un temps
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nal T plus grand, e qui implique en ontrepartie un temps de résolution de l'équation eikonaleplus long : en termes de temps de alul global de la méthode, on aboutit don à un statu quo, etla méthode [QR-P℄ reste plus eae.En e qui onerne la qualité de reonstrution de l'obstale, les deux méthodes aboutissentà des résultats pratiquement identiques. L'obstale est très bien loalisé, sa forme est très bienretrouvée.









Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !0, en rouge !1 eten noir O2

















À gauhe dH(!n;O2), à droite dH(!n; !n 1), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ enbleu.
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Comparaison entre !1 en rouge et O2 en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode[QR-P℄ à droite.
Les onstatations onernant la vitesse d'approhe des deux méthodes restent valables pourl'obstale O2 : la méthode [QR-P℄ est plus eae que la méthode [QR-HJ℄. La qualité de reons-trution de l'obstale est une nouvelle fois la même pour les deux méthodes : si la loalisation deO2 est bonne, la reonstrution de sa forme ne l'est pas, tout du moins onernant la partie "nononvexe" de sa frontière (partie gauhe). Cei est attendu, et nous verrons qu'un bon hoix deparamètres permet d'améliorer le résultat.









Itérations de la méthode [QR-HJ℄ à gauhe et de la méthode [QR-P℄ à droite. En bleu, !0, en rouge !1 eten noir O3
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À gauhe dH(!n;O3), à droite dH(!n; !n 1), pour la méthode [QR-HJ℄ en noir et la méthode [QR-P℄ enbleu.
















Comparaison entre !1 en rouge et O3 en noir, pour la méthode [QR-HJ℄ à gauhe et pour la méthode[QR-P℄ à droite.On fait de nouveau les mêmes onstatations onernant la vitesse d'approhe de l'obstale :la méthode [QR-P℄ est plus eae que la méthode [QR-HJ℄. La reonstrution de l'obstale O3est très bonne, on a bien retrouvé deux omposantes onnexes, qui sont bien loalisées et dont lesformes respetives sont bien retrouvées.En onlusion, nous pouvons dire que les deux méthodes donnent les mêmes résultats. Laméthode [QR-P℄ est néanmoins plus eae en termes de temps de alul que la méthode [QR-HJ℄.Nous allons dorénavant nous foaliser sur la méthode [QR-P℄ ; sauf mention ontraire, tout e quenous allons mettre en évidene est valable pour la méthode [QR-HJ℄.8.2.2 Inuene des paramètresInuene de !0, ouvert de départThéoriquement, l'ouvert de départ !0 doit juste vérier O  !0 pour assurer la onvergenede la suite d'ouverts vers l'obstale. Pour voir si inuene il y a en pratique, il sut de tester laméthode [QR-P℄ ave diérents ouverts de départ !0. Nous le faisons sur les obstales O1 et O3,en gardant tous les autres paramètres omme préédemment, 'est-à-dire : " = 10 4 h = 1140  = 10 donnée sur tout le bord de D.


























Itérations de la méthode [QR-P℄ pour trois ouverts initiaux !0 diérents : un arré, une ellipse et undisque. En bleu, !0, en rouge, !1, et en noir, O3.
8.2. EXPÉRIENCES NUMÉRIQUES 151Comme prévu théoriquement, l'ouvert initial !0 n'a auune inuene sur le résultat de laméthode. Nous hoisirons désormais le disque omme ouvert initial pour toutes nos simulations.Inuene de la nesse du maillage et du paramètre "Nous allons maintenant nous intéresser à l'inuene de la nesse du maillage sur la reons-trution de l'obstale. Nous allons pour ela faire tourner la méthode [QR-P℄ sur trois maillagesdiérents pour retrouver l'obstale O2. En eet, et obstale étant le moins bien retrouvé des trois,'est elui pour lequel l'inuene du maillage peut être la plus visible. Les autres paramètres sontxés omme suit : " = 10 4,  = 20, !0 = B(0; 0:45), donnée sur tout le bord de D.







!1 pour h = 1100 en bleu, h = 1150 en rouge, h = 1200 en vert, O2 en noir.Les diérenes entre les trois obstales reonstruits pour les trois nesses de maillage testéessont pratiquement inexistantes, e qui nous amènerait à penser que le maillage inuene peu laqualité de la reonstrution. Néanmoins, e serait oublier que plus le maillage que l'on utilise estn, plus l'on peut prendre des valeurs du paramètre " petites13.







!1 pour " = 10 4 en rouge, " = 10 6 en orange et " = 10 8 en bleu. O2 en noir, h = 1200 .On onstate que prendre un paramètre " plus petit permet de mieux retrouver la forme del'obstale O3, en partiulier sa partie non onvexe. Or, il n'est justié théoriquement de prendre un "petit que si la nesse du maillage est également hoisie petite : 'est une onséquene de l'estimationde onvergene du théorème 2.7 p.39. Pour les maillages que nous prenons habituellement ii, avedes nesses omprises entre 1200 et 1100 , prendre " égal à 10 6 semble le meilleur ompromis entrestabilité de la méthode [QR℄ et qualité de la reonstrution des obstales.13voir la partie "hoix du paramètre "" du 2.2.5 p.44
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Pour " = 10 6, tous les autres paramètres pris omme pour les premières simulations, !1 en rouge et Oen noir. On onstate une amélioration de la reonstrution de la forme de O dans les trois as.
Inuene du paramètre Nous allons maintenant étudier l'inuene de , seond membre du problème de Poisson. Unepremière analyse de son ation sur la vitesse de onvergene de la méthode et sur la qualité dereonstrution de l'obstale nous pousse à hoisir e paramètre "petit". Néanmoins, la onditionque doit vérier  nous oblige à ne pas le hoisir "trop petit". Nous verrons nalement qu'unremaillage du domaine d'étude peut nous aranhir de la reherhe du paramètre optimal. Inuene sur la vitesse de onvergeneNous avons vu au hapitre 614 que le seond membre du problème de Poisson  avait théorique-ment une inuene sur la vitesse de onvergene de la méthode : toutes hoses égales par ailleurs,plus on hoisit  petit, plus la méthode onverge vite vers l'obstale.Pour mettre en évidene e phénomène, nous faisons tourner la méthode [QR-P℄ sur un maillage denesse h = 1140 , ave " = 10 6 et !0 = B(0; 0:45), pour les trois obstales O1, O2, O3 et diérentesvaleurs de . Nous stoppons la méthode quand le ritère d'arrêt dH(!n; !n+1) = 0 est atteint.
14voir la proposition 6.7 p.118
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dH(!n;O1) en fontion du nombre d'itérations n, pour  = 10 en rouge, 15 en jaune et 20 en bleu.








dH(!n;O2) en fontion du nombre d'itérations n, pour  = 17 en rouge, 20 en jaune et 25 en bleu.










dH(!n;O3) en fontion du nombre d'itérations n, pour  = 6 en rouge, 10 en jaune et 15 en bleu.On voit que dans les trois as la méthode "avane" vers l'obstale d'autant plus vite que  aété hoisi petit, en onformité ave la théorie. Il est intéressant de omparer es ourbes ave laourbe théorique obtenue au 6.2 p.114 : on observe le même omportement sur la ourbe théoriqueet sur les ourbes pratiques. Inuene sur la reonstrution de l'obstaleSi le hoix du paramètre  inuene la vitesse de onvergene de la méthode, il n'inuenethéoriquement pas l'obstale retrouvé. En pratique pourtant,  inuene es deux aspets. Ceiest dû au prinipe de "retour en arrière" dérit au 8.1.1 p.132 que nous utilisons pour dénir lesouverts n dans lesquels nous résolvons les problèmes de Poisson.Plaçons-nous à une itération n de la méthode : on a alors déni un ouvert n. On est amené àtrouver la solution uhn;" du problème [QRh℄ dans D nn, puis la solution vhn du problème [Ph℄ :
154 CHAPITRE 8. RÉSOLUTION DU PROBLÈME INVERSE DE L'OBSTACLE...Problème [Ph℄ : trouver vhn 2 Xhn tel que8<: Zn rvhn:rwh dx =   Zn  wh dx; 8wh 2 Xhn;0vhn = juhn;"j aux sommets du maillage situés sur le bord de n:On a alors : n+1 := fT 2 Th j 9A sommet de T; vhn(A) < 0g.Nous avons vu que e prinipe fait qu'au bout d'un ertain nombre d'itérations, la méthode[QR-P℄ n'avane plus : pour n susamment grand, n+1 = n. Cela a lieu lorsque la fontionvhn, qui est positive au bord de n, devient négative avant même d'avoir franhi une maille dudomaine, omme l'illustre la gure p.143. Or, 'est le paramètre  qui fait "plonger" la fontionvhn : plus le paramètre  est grand, plus la fontion vhn va devenir négative rapidement15. Ainsi,si pour un hoix  on a n+1 = n, alors pour n'importe quel  plus grand que , on aura aussin+1 = n.Ce n'est en revanhe pas forément le as si on hoisit un paramètre  plus petit que  : la fontionvhn pourrait alors franhir un ertain nombre de mailles avant de devenir négative, et la méthodeontinuera à avaner vers l'obstale. On en déduit que plus le paramètre  est hoisi petit, meilleuresera la reonstrution de l'obstale.Pour vérier ei, nous faisons tourner la méthode [QR-P℄ pour les trois obstales tests etdiérentes valeurs de , ave " = 10 6, h = 1140 et !0 = B(0; 0:45).






Obstale retrouvé pour  = 10 en rouge, 15 en jaune et 20 en bleu. O1 en noir.







Obstale retrouvé pour  = 17 en rouge, 20 en jaune et 25 en bleu. O2 en noir.15voir le lemme 6.4 p.117
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Itérations de la méthode [QR-P℄ pour un (mauvais) hoix  = 8 à gauhe, un (bon) hoix  = 10 à droite.16voir hapitre 6
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Zoom sur la zone où se trouve l'obstale dans le as du mauvais hoix  = 8.On voit très lairement sur les gures que la méthode [QR-P℄ "sent" l'obstale même si l'onprend un paramètre  trop petit. Sa frontière apparaît très lairement. L'utilisateur peut don à lafois se rendre ompte qu'il y a un obstale, deviner sa forme, et savoir qu'il lui faut refaire tournerl'algorithme en hoisissant un  plus important.Il est intéressant de remarquer que nous pouvons estimer au ours de l'algorithme si le paramètre n'a pas été hoisi trop petit, et le modier s'il y a lieu. En eet, à haque étape n, nous onnaissonsuhn;" approximation de u, et don h(juhn;"j) approximation de (juj), à l'extérieur de n. Onpeut alors vérier que l'on a bien   kh(juhn;"j)k1, e qui n'assure pas que l'on ait  k(juj)k1, mais est quand même une bonne indiation de la validité de notre hoix de paramètre17. Remaillage du domaineComme rappelé préédemment, la méthode [QR-P℄ stoppe lorsque la fontion vhn est négativesur tous les n÷uds du maillage stritement ontenus dans n, 'est-à-dire quand vhn devientnégative "trop rapidement" dans n pour que le maillage perçoive la zone où elle est positive. Pouraméliorer la préision de la reonstrution, une idée naturelle est alors de remailler le domaine àl'intérieur de n, en divisant par exemple tous les triangles ontenus par n en quatre : ainsi, laméthode va pouvoir apter la zone positive de n qu'elle ne voyait pas auparavant, et ontinuerà avaner vers l'obstale. Cette idée de remaillage à deux intérêts fondamentaux, qui apparaissentdans les simulations numériques :1. il n'est pas néessaire d'utiliser tout de suite un maillage n. On peut dans un premier tempsutiliser un maillage grossier, puis une fois que la méthode a onvergé, on ne remaille que lazone où se trouve l'obstale, d'où un gain de temps et d'espae mémoire.2. on n'est pas obligé de herher le paramètre  optimal : un maillage plus n ontrebalaneles eets d'un hoix de  trop élevé.Nous allons don faire tourner la méthode [QR-P℄ sur un premier maillage grossier, et une fois quela méthode aura onvergé18 , on remaillera l'intérieur du n obtenu, et on relanera la méthode. Onpeut bien entendu répéter l'opération plusieurs fois, néanmoins il faut éviter de trop déséquilibrerle maillage : remailler deux fois semble susant.Remarque : ette idée est inappliable pour la méthode [QR-HJ℄ telle que nous l'avons implémentée,puisque notre implémentation à base de diérenes nies néessite un maillage artésien. On pourrait17rappelons que si ~u 2 L1, alors tout  vériant   k~ukL1 est un hoix admissible pour la méthode [P℄,voir la proposition 6.5 p.11718'est-à-dire dès que dH(!n; !n+1) = 0
8.2. EXPÉRIENCES NUMÉRIQUES 157la mettre en plae si on utilisait un shéma de résolution de l'équation eikonale adapté à des maillagesnon struturés.Nous allons utiliser ette idée sur les trois obstales tests, ave un maillage de départ de nesseh = 170 . Nous hoisirons toujours pour  la valeur la plus élevée utilisée dans les tests préédents.On hoisit par ailleurs " = 10 6, la donnée étant onnue sur tout le bord de D.






Obstale retrouvé sans remaillage en bleu, ave un remaillage en jaune, ave deux remaillages en rouge.O1 en noir.  = 20.







Obstale retrouvé sans remaillage en bleu, ave un remaillage en jaune, ave deux remaillages en rouge.O2 en noir.  = 25.
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En noir, le maillage initial, en bleu, le maillage après deux remaillages, lors de la reherhe de l'obstale O3.
Inuene de  , support de la donnéeNous avons vu au 2.2.5 du hapitre 2 que la partie du bord sur laquelle nous onnaissonsla donnée a une inuene direte sur la qualité de la reonstrution de u solution du problème[Cauhy℄ par la méthode [QR℄. Ce même paramètre aura don une inluene sur la qualité de lareonstrution de l'obstale.Nous allons mettre en évidene numériquement ette inuene. Les paramètres utilisés danses simulations sont " = 10 6 nesse de maillage h = 170 , ave deux étapes de remaillage  = 20 pour O1, 25 pour O2, 15 pour O3 !0 = B(0; 0:45).La partie de   où l'on se donne la donnée est mis en évidene en violet sur les gures suivantes.


















































8.2.3 Lignes de niveau zéro "parasites" et utilisation de plusieurs jeux de don-néesL'uniité de la solution du problème de l'obstale19 nous assure que les seules lignes de ni-veau zéro de u, fontion solution du problème, qui forment une ourbe fermée dans D sont lesbords de l'obstale. Il peut néanmoins exister des lignes de niveau zéro traversant le domaine D.Normalement, la méthode [P℄ ne sent pas es lignes "parasites", puisqu'elles n'ont pas de volume20.Les fontions u13 et u24 vériant :8>>><>>>: uij = 0 dans D n O3uij = 1 sur le bord iuij =  1 sur le bord juij = 0 sur les bords restantprésentent haune une ligne de niveau "parasite". On peut faire tourner la méthode [QR-P℄ avepour données (uijjD; uijjD). Sur les gures i-dessous, on voit que es lignes freinent l'avanéede la méthode, et détériorent la reonstrution de l'obstale O3.19voir la propriété 4.4 p.8720rappelons que l'obstale reherhé doit avoir une frontière ontinue, e qui exlut les "lignes parasites"














L'utilisation des deux jeux de données permet lairement de régler le problème des lignes de niveaux"parasites".













Résultats obtenus pour  = 1%, 5% et 10%.  = 30.En présene d'une donnée bruitée, la méthode [QR-P℄ loalise très bien les obstales. La reons-trution de leurs formes géométriques est par ontre dégradée, notamment pour de forts niveauxde bruit.Remarque : un leteur attentif aura remarqué que le paramètre  est hoisi beauoup plus grand dans leas d'une donnée bruitée que dans le as d'une donnée exate. La raison pour laquelle il est néessaired'augmenter  n'est pas laire : néanmoins, on peut se rappeler que dans le as d'une donnée bruitée,la solution du problème de quasi-réversibilité approxime non pas u, solution du problème [Cauhy℄ àlaplaien nul, mais u, solution du problème [PÆ℄ dont le laplaien vérie kukL2(
) = . Commela ondition sur  revient formellement à hoisir e paramètre plus grand que le laplaien de lafontion onsidérée, e hangement pourrait expliquer en partie l'augmentation de .


























Résultats obtenus pour  = 1%, 5% et 10%.  = 20.
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Chapitre 9Reherhe de zones plastiques : aspetsnumériquesIntrodutionNous nous intéressons dans e hapitre aux aspets numériques propres à la résolution duproblème [Plas℄ par la méthode [QR-P℄. RappelSoit D un ouvert borné onnexe de R2,   une partie lipshitzienne de son bord, (u0; T0) 2H1=2( ) H 1=2( ).Problème [Plas℄ : trouver un ouvert P ⋐ D à bord lipshitzien vériant D n P onnexe et unefontion u 2 C1(D n P) tels que 8>>>>><>>>>>: u = 0 dans D n Pu = u0 sur  u = T0 sur  jruj < 1 dans D n Pjruj = 1 sur P:Nous avons vu au hapitre 7 que le problème [Plas℄ est la formalisation mathématique du pro-blème de la reherhe de zones plastiques dans un matériau élasto-plastique en géométrie anti-plane en n de hargement, sous les hypothèses de hargement roissant, plastiité onnée etd'invisibilité de l'obstale. Nous avons alors montré que l'on pouvait le résoudre en modiant légè-rement la méthode [P℄ : la suite d'ouverts !m est onstruite en résolvant des problèmes de Poissonde la forme ( v = f dans !mv = 1  jruj2 sur !mave f paramètre hoisi "susamment grand".Nous allons dans un premier temps aborder brièvement la résolution numérique du problèmediret d'élasto-plastiité antiplane. Cei nous permettra d'obtenir des données orrespondant àune "vraie" reherhe de zones plastiques après hargement. Nous nous intéresserons ensuite aualul de gradient disret néessaire à la mise en plae de la ondition aux limites du problème dePoisson. Nous présenterons nalement quelques appliations numériques, et montrerons ommentadapter la méthode si l'hypothèse d'invisibilité de l'obstale n'est pas vériée.Sommaire 165
166 CHAPITRE 9. RECHERCHE DE ZONES PLASTIQUES : ASPECTS NUMÉRIQUES9.1 Résolution du problème diret de l'élasto-plastiité antiplane . . . . . . 1669.2 Adaptation de la méthode [QR-P℄ pour la résolution de [Plas℄ . . . . . 1679.2.1 Prinipe de l'approximation du gradient . . . . . . . . . . . . . . . . . . . . 1679.2.2 Assemblage des matries M , Dx et Dy dans le as d'une approximationpar éléments nis P1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1689.3 Appliations numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1699.3.1 Reherhe d'une ssure par la zone plastique générée . . . . . . . . . . . . . 1699.3.2 Cas où la zone plastique n'entoure pas omplètement le défaut . . . . . . . 1729.1 Résolution du problème diret de l'élasto-plastiité antiplaneSoit D un ouvert onnexe borné de R2, O un ouvert vériant O ⋐ D. D est la strutureélasto-plastique, O l'ensemble des défauts de la struture. On suppose que l'on soumet pendantl'intervalle de temps [0; 1℄ la struture à un hargement de la formeT (x; t) := (x) t; 8x 2 D; 8t 2 [0; 1℄ :ave la ondition u = 0 sur le bord de O. Comme vu au 7.1 p.122, la struture évolue alors dansD n O selon les équations suivantes :8>>><>>>: _ = 12r _udiv( _) = 0_ = 2 ( _  _p)_p 2 B(0;k) (  Hp)  équations volumiques( _ujO = 0_:jD =   onditions aux limites8><>: u(:; t0) = 0(:; t0) = 0p(:; t0) = 0  onditions initiales.Ii, u désigne le hamp de déplaements, , p et  les hamps des déformations, déformationsplastiques et des ontraintes, B(0;k) la fontion indiatrie de B(0; k) et _f la dérivée temporelled'une fontion f . On rappelle que dans le as antiplan, u est une fontion salaire et les hamps, p et  des fontions à valeurs dans R2. Enn, , H et k sont respetivement le module deisaillement, le oeient d'érouissage et le seuil d'élastiité en isaillement du matériau.La résolution numérique de e système d'équations se fait par un algorithme inrémental las-sique, basé sur une double boule. Pour un inrément de hargement entre t et t + Æt, de valeur Æt, on proède de la manière suivante : on pose Æp = 0, puis1. l'inrément de déformation plastique Æp étant xé, on alule Æu solution du système8><>: (Æu) = 2div(Æp) dans D n O(Æu) = Æt sur DÆu = 0 sur O2. Æu étant xé, on alule Æp de façon que  + Æ  H(p + Æp) soit exatement sur le borddu onvexe de plastiité.On répète les étapes 1 et 2 jusqu'à onvergene, puis on passe à l'inrément suivant. Pour uneétude générale de et algorithme, se référer à [Son77, NB00℄.
9.2. ADAPTATION DE LA MÉTHODE [QR-P℄ POUR LA RÉSOLUTION DE [PLAS℄ 1679.2 Adaptation de la méthode [QR-P℄ pour la résolution de [Plas℄Les modiations à apporter à la méthode [QR-P℄ pour l'adapter à la résolution du problème[Plas℄ sont minimes : les étapes dérites au 8.1 pour la résolution du problème [Obs℄ sont présenteset identiques dans la reherhe de zones plastiques.On suppose que l'on a une triangulation régulière Th de D telle que   soit l'union d'un ertainnombre d'arêtes de Th. À l'étape n de l'algorithme, on dispose de l'ouvert !n vériant O  !n.On va alors :1. dénir n := fT 2 Th j 9A sommet de T; A 2 !ng, approximation de !n adaptée à la trian-gulation Th, onformément au 8.1.12. obtenir uhn;" approximation de u dans D n n en résolvant le problème [QRh℄ omme au8.1.23. aluler vhn unique solution du problème [Ph℄ : trouver vh 2 Xhn1 telle que8<: Zn rvh:rwh dx =   Zn wh dx; 8wh 2 Xhn;0vh = 1  jruhn;"j2 aux sommets du maillage situés sur le bord de n:4. dénir !n+1 := fx 2 n; vhn(x) < 0g.La seule diulté que nous n'avons pas traitée dans le as de la résolution de [Obs℄ onerne lealul de jruhn;"j. Nous avons en eet besoin de la valeur du gradient de uhn;" aux sommets dumaillage pour appliquer la ondition aux limites du problème [Ph℄. Or, ette valeur n'est pas dénie :le gradient ruhn;" n'est déni qu'à l'intérieur des triangles de Th.Nous sommes ii onfrontés à un problème lassique des approximations par éléments nis.Pour le résoudre, nous allons aluler une approximation par élément nis de Lagrange P1 dugradient de uhn;", qui aura bien une valeur aux sommets de la triangulation.9.2.1 Prinipe de l'approximation du gradientNotons n := D n n. On note (vi)i=1:::N une famille libre de C0(n) \ H1(n)., et V :=V et(vi). Soit u 2 V . Par dénition de V , ux et uy sont deux fontions de L2(n). On ne peutdon pas parler légitimement de leurs valeurs en un point de n. Nous allons herher à approximeres fontions par deux fontions vx et vy de V , ar es approximations seront ontinues, et aurontdon une valeur en tout point de n.Soit w 2 L2(n). Que va-t-on appeler bonne approximation de w dans V ? Une fontion v deV "prohe" de w au seul sens possible, à savoir au sens L2. Autrement dit, nous allons herhervw omme le projeté de w sur V au sens L2. Comme V est un sous-espae vetoriel de dimensionni de L2, il est onvexe et fermé, et e projeté existe et est unique2. Il vérie3 :Zn vw v dx = Zn w v dx; 8v 2 V:Comme u 2 V , il existe (i)i=1:::N tel que u = NXi=1 ivi. Notons vx le projeté de ux au sens L2sur V . On a Zn vxv dx = Zn uxv dx:1Xhn est l'espae des éléments nis de Lagrange P1 dans n, Xhn;0 le sous-espae des fontions de Xhn s'annulantsur le bord de n2théorème V.2 p.79 de [Bre05℄3orollaire V.4 p.80 de [Bre05℄
168 CHAPITRE 9. RECHERCHE DE ZONES PLASTIQUES : ASPECTS NUMÉRIQUESComme vx est un élément de V , il existe (i)i=1:::N tels que vx = NXi=1 ivi. On obtient donnalement, pour tout j 2 f1; :::; Ng,NXi=1 i Zn vivj dx = NXi=1 i Zn vix vj dxe qui, en notant ~, ~ les veteurs de RN de ième omposante i et i, et M, Dx les matries deoeients [M℄ij = Zn vivj dx et [Dx℄ij = Zn vix vj dx, s'érit
M
T ~ = DxT~On obtient bien sûr le même résultat pour uy : si on note vy := NXi=1 ivi le projeté de uy sur V , ona, ave des notations évidentes,
M
T ~ = DyT~Il sut dès lors d'inverser4 M pour obtenir les oeients des projetés des deux dérivées de u.9.2.2 Assemblage des matries M , Dx et Dy dans le as d'une approximationpar éléments nis P1Les fontions vi sont maintenant les fontions de base des éléments nis P1 assoiés à la trian-gulation Th. Soit un triangle T 2 Th ontenu dans n, de sommets Ai; i 2 f1; 2; 3g de oordonnéesrespetives (xi; yi). On note, pour j 2 f1; 2; 3g, j l'unique élément de P1(T ) tel que j(xi; yi) = Æijpour tout i 2 f1; 2; 3g. Enn, on pose  l'aire du triangle T .Nous allons nous intéresser aux ontributions du triangle T aux matries M , Dx et Dy. Pourla matrie M , on a à aluler les intégrales RT ijdT , pour (i; j) 2 f1; 2; 3g. On obtient :ZT ijdT = 12(1 + Æij)Pour les matries Dx et Dy, les ontributions sont de la forme RT ix jdT et RT iy jdT . Commei 2 P1(T ), ix et iy sont des onstantes sur T , et on obtient :ZT ix jdT = ix 3 ; ZT iy jdT = iy 3 :Restent à aluler ix et iy . Pour ela, omme i 2 P1(T ), posons i(x; y) = aix+ biy + i. Leséquations i(xj ; yj) = Æij nous donnent les oeients ai; bi et i :264a1 a2 a3b1 b2 b31 2 3375 = 264x1 y1 1x2 y2 1x3 y3 1375 1 2641 0 00 1 00 0 1375 :4pour montrer que la matrie M est bien inversible, il sut, omme 'est une matrie arrée, de vérier qu'elleest injetive. Soit don ~ 2 RN tel que M~ = 0. On a don pour tout i,Pj j Rn vivj dx = 0 = Rn(Pj jvj)vi dx.Notons v :=Pj jvj. On a, pour toute fontion vi, Rn vvi dx = 0, d'oùXi i Zn vvi dx = 0 = Zn jvj2 dx:On a don v = 0 =Pi ivi, e qui implique, puisque les fontions vi forment une famille libre, ~ = ~0.
9.3. APPLICATIONS NUMÉRIQUES 169On obtient nalement : ZT ix jdT = ai3 ; ZT iy jdT = bi3les oeients ai et bi résultant du alul préédent. Il sut ensuite d'assembler les diérentesontributions pour obtenir les matries.En onlusion, pour onstruire l'approximation du gradient de uhn;", il sura de onstruire lesmatries M, Dx et Dy, et de réupérer les valeurs de uhn;" aux sommets des triangles de n. Onobtient ainsi très simplement la ondition aux limites du problème [Ph℄.Remarque : on n'utilise ii que les valeurs de uhn;" aux sommets de la triangulation. On pourraitaméliorer l'approximation du gradient en utilisant également les valeurs de uhn;" aux milieux desarêtes, qui sont très failes à obtenir vu la dénition des éléments nis FV1. On pourrait ainsionstruire une approximation P2 du gradient plus préise.
9.3 Appliations numériquesNotre domaine d'étude sera D := ℄ 0:5; 0:5[ D := ℄ 0:5; 0:5[. Nous numérotons les tés dudomaine omme indiqué sur le shéma suivant :
1 324 xyPour obtenir des données, nous résolvons le problème diret de l'élasto-plastiité dérit au 9.1 avepour onditions aux limites : (  _u = i sur le bord n°i_u = 0 sur le bord du défaut Ooù i > 0 pour tout i.9.3.1 Reherhe d'une ssure par la zone plastique généréeNous allons tout d'abord tester la méthode sur un as lassique : la détetion d'une ssure.Nous réupérons la donnée de Cauhy pour notre problème inverse en résolvant le problème diretde l'élasto-plastiité ave 1 = 3 = 0, 2 = 4 = 0:25.
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Reherhe d'une ssure : à gauhe, itérations de la méthode, à droite, reonstrution de la zone plastique.En noir : zone plastique, en bleu : ouvert de départ, en rouge : zone plastique retrouvée.On voit sur ette première simulation que la méthode [QR-P℄ est très eae pour retrouver lazone plastique ave la donnée de Cauhy omplète et exate. Elle permet don bien de déteter laprésene de la ssure par l'intermédiaire de la zone plastique réée, et de parfaitement la loaliser. Donnée exate inomplète
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Reonstrutions ave donnée exate mais inomplète.En noir : zone plastique, en rouge : zone plastique retrouvée.Première simulation : donnée sur les bords n°1, 2 et 4.Deuxième simulation : donnée sur les bords n°1, 3 et 4.Troisième simulation : donnée sur les bords n°1 et 3.
Comme pour le problème de l'obstale, la méthode [QR-P℄ gère sans problème une donnéeinomplète. Sur es trois simulations ave donnée inomplète, on voit que la reonstrution de lazone plastique est moins préise. Cei a une importane relative si notre objetif est la détetionet la loalisation de la ssure par l'intermédiaire de la zone plastique : et objetif est lairementrempli dans les simulations présentées. Donnée bruitéeEn présene d'une donnée de Cauhy (gÆ0 ; gÆ1) bruitée, ave un niveau de bruit relatif Æ5, nousallons naturellement proéder omme expliqué au 8.1.2 du hapitre préédent, 'est-à-dire utiliserà la première itération la méthode développée au hapitre 3 pour régulariser la donnée de Cauhyet xer le paramètre " de la méthode de quasi-réversibilité, puis utiliser ette donnée régulariséeet e paramètre lors de toutes les itérations suivantes.5on a alors kgÆi   gikL2( )  ÆkgikL2( ) pour i = 1; 2
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Reonstrution ave donnée bruitée sur tout le bord de D.Niveau de bruit : Æ = 0:5%, 1% et 5%.
Si le bruit a un fort impat sur la qualité de la reonstrution de la zone plastique, la détetionet la loalisation de la ssure restent bonnes. La méthode [QR-P℄ reste eae en présene d'unedonnée bruitée.
9.3.2 Cas où la zone plastique n'entoure pas omplètement le défautNous avons démontré au hapitre 7 la onvergene de la méthode [P℄ vers la zone plastique sousl'hypothèse "d'invisibilité de l'obstale", e qui revient à supposer que la zone plastique entoureomplétement les défauts de la struture. Cette hypothèse n'est pas toujours vériée dans les aspratiques. Il onvient de modier la méthode [QR-P℄ pour tenir ompte de e fait.Une nouvelle fois, nous allons nous rappeler que la méthode est basée sur la onstrution d'unefontion "vitesse" V positive dans le domaine d'étude et qui s'annule sur le ontour que l'onherhe. Si la zone plastique n'entoure pas omplètement le défaut, il nous faut alors trouver à lafois le bord de la zone plastique et le bord du défaut libre de zone plastique. Comme nous avonsimposé la ondition u = 0 sur le bord de O, il est faile de onstruire une fontion V positive dansle matériau et nulle sur e que l'on herhe : il sut de prendre V := inf(juj; 1 jruj2). L'exemplenumérique suivant montre qu'utiliser ette vitesse a bien l'eet esompté.
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Cas où la zone plastique n'entoure pas le défaut : en bleu le défaut, en noir la zone plastique et en rouge lerésultat de la méthode.Remarque : remarquons que si ette fontion V assure bien en pratique la onvergene de la méthode[QR-P℄ vers le bord de la zone plastique et le bord libre du défaut, on ne peut pas montrer théoriquementque 'est le as. Si on reprend la preuve du théorème 7.1, on arrive à montrer failement que Vs'annule sur l'ouvert obtenu après onvergene de la méthode. On a alors soit 1   jruj2 = 0, et onest sur le bord de la zone plastique, soit juj = 0, et on est sur le bord de O ou sur une ligne de niveau0 "parasite" : on n'est don pas ertain d'avoir trouvé la frontière libre de O.ConlusionLa méthode [QR-P℄ s'adapte très failement à la reherhe de zones plastiques dans un ma-tériau élasto-plastique. Elle est eae, et gère failement les diultés de e problème : donnéeinomplète, bruitée, nature non linéaire du problème. Nous pensons qu'elle onstitue une approheprometteuse pour le ontrle non destrutif de matériaux élasto-plastiques.









Contrle non destrutif d'un matériau présentant trois ssures. En noir sont représentées les ssures et leszones plastiques exates, en rouge les zones plastiques reonstruites.
174
Conlusion généraleNous espérons avoir, grâe à ette étude, susité l'intérêt du leteur pour la méthode de quasi-réversibilité, méthode de régularisation du problème de Cauhy elliptique. La première partie de etravail lui est entièrement onsarée. Nous y avons vu diérentes formulations de la méthode, dontnous avons étudié les qualités et les défauts. Nous avons aussi étudié la disrétisation de la méthodepar éléments nis non onformes FV1, e qui onstitue à notre onnaissane la seule implémentationeetive de es élements. En e qui onerne le traitement d'une donnée bruitée, aspet ruial desméthodes de régularisation de problèmes mal posés, nous avons proposé une méthode permettantde régulariser les données et xer le paramètre de régularisation de la méthode de quasi-réversibilitéen fontion du niveau de bruit. De nombreux exemples numériques ont mis en évidene l'eaitédes approhes proposées.La deuxième partie de ette étude est onsarée au problème inverse de l'obstale ave onditionde Dirihlet. Nous avons proposé une approhe nouvelle de résolution "par l'extérieur" de eproblème, et mis en plae deux méthodes de lignes de niveau adaptées à ette approhe, la premièrebasée sur la résolution d'une équation de Hamilton-Jaobi, la seonde basée sur la résolutiond'une équation de Poisson. Nous avons démontré la onvergene des deux méthodes vers l'obstalereherhé. Puis, nous avons montré l'adaptabilité de es méthodes à d'autres types de problèmes,en nous intéressant au ontrle non destrutif de matériaux élasto-plastiques.Enn, la troisième partie de e travail est onsarée au ouplage numérique de la méthodede quasi-réversibilité et des méthodes de lignes de niveau développées. Les nombreux exemplesnumériques nous ont permis d'étudier l'inuene des diérents paramètres, et ont montré l'eaitéde nos méthodes pour la résolution du problème inverse de l'obstale ou la reherhe de zonesplastiques.Nous voudrions résumer les prinipales aratéristiques de notre approhe : l'utilisation de la méthode de quasi-réversibilité pour résoudre les problèmes de Cauhy elliptiquesnous permet de onstruire des méthodes de résolution du problème inverse de l'obstale [QR-HJ℄et [QR-P℄ ne faisant intervenir auun proessus d'optimisation. la méthode de quasi-réversibilité gère simplement une donnée de Cauhy inomplète, 'est-à-diredont le support est une partie strite du bord extérieur. les méthodes de lignes de niveau proposées permettent de retrouver des obstales aratériséspar une ondition "non variationnelle". Par exemple, elles gèrent très failement la ondition auxlimites aratérisant une zone plastique , à savoir jruj = te, e que ne sauraient faire les méthodesbasées sur la résolution de problèmes direts, ette ondition ne pouvant être interprétée ommeondition aux limites d'un problème variationnel. les méthodes de résolution du problème inverse de l'obstale proposées ne néessitent pas laonnaissane a priori du nombre d'obstales, grâe à l'utilisation de méthodes de lignes de niveau. d'un point de vue plus numérique, le ouplage de la méthode de quasi-réversibilité et des méthodes175















Annexe AÉquation de Hamilton-JaobiIntrodutionAu hapitre 5, nous avons été amenés à nous intéresser à une équation eikonale, de la formet + V (x)jrj = 0:Cette équation est très onnue, notamment pare qu'elle intervient dans la modélisation de lapropagation d'un front sous l'inuene d'une vitesse normale. La bonne notion pour étudier unetelle équation est elle de solution de visosité, introduite pour la première fois par M.G. Crandallet P.L. Lions en 19831, notion lariée dans un artile de M.G. Crandall, L.C. Evans et J.L. Lionsen 19842. On va rappeler les prinipaux résultats dont nous avons besoin onernant une équationplus générale que l'équation eikonale, à savoir l'équation de Hamilton-Jaobit +H(x; t;ru) = 0ave une ondition initiale, et éventuellement des onditions aux limites, si le domaine d'étuden'est pas l'espae entier.A.1 Existene et uniitéA.1.1 Équation posée dans RdOn se plae ii dans Rd. Soit T > 0. On se donne 0 2 C(Rd) et un hamiltonien H 2 C(Rd [0; T ℄ Rd). Nous nous intéressons à l'équation :t +H(x; t;r) = 0; (x; 0) = 0(x): (A.1)Nous dirons que  2 C(Rd[0; T ℄) est sous-solution de visosité de A.1 si et seulement si (:; 0)  0et si 8 2 C1(Rd  [0; T ℄), si (x0; t0) 2 Rd  ℄0; T [) est un maximum loal de    , on a : t (x0; t0) +H(x0; t0;r (x0; t0))  0:Nous dirons que  2 C(Rd[0; T ℄) est sur-solution de visosité de A.1 si et seulement si (:; 0)  0et si 8 2 C1(Rd  [0; T ℄), si (x0; t0) 2 Rd  ℄0; T [) est un minimum loal de    , on a : t (x0; t0) +H(x0; t0;r (x0; t0))  0:1[CL83℄2[CEL84℄ 181
182 ANNEXE A.Enn, nous dirons que  2 C(Rd  [0; T ℄) est solution de visosité de A.1 si et seulement si  estsous-solution et sur-solution de visosité de A.1.La notion de solution de visosité apparaît don omme une notion de dérivation en un sensfaible pour les espae de fontions ontinues. C'est la notion adaptée pour étudier les équations deHamilton-Jaobi. Nous avons le théorème suivant3 :Théorème A.1 Supposons que H 2 C(Rd  [0; T ℄ Rd) vérie : il existe une onstant C1 telle que jH(x; t; 0)j  C1 pour tout (x; t) il existe deux onstantes positives C2; C3 telles quejH(x; t; p) H(y; t; p)j  C2jpjjx  yj+ C3jx  yjpour tout (x; y; t; p) il existe une onstante C4 telle que jH(x; t; p) H(x; t; q)j  C4jp qj pour tout (x; t; p; q).Supposons de plus que 0 2 W 1;1(Rd). Alors A.1 admet une unique solution (de visosité), qui vérie  2W 1;1(Rd  [0; T ℄).A.1.2 Équation en domaine bornéOn se plae désormais dans un ouvert borné D de Rd. On se donne maintenant H 2 C(D [0; t℄ Rd), et 0 2 C(D). On s'intéresse à l'équation suivante :t +H(x; t;r) = 0 8(x; t) 2 D  ℄0; T [(x; 0) = 0(x) 8x 2 D(x; t) = 0(x) 8(x; t) 2 D  [0; T ℄ (A.2)On transpose aisément la notion de solution de visosité de A.2 de elle de A.1.Existene d'une solutionThéorème A.2 supposons que H 2 C(D  [0; T ℄ Rd) vérie :(H1) il existe deux onstantes positives C2; C3 telles quejH(x; t; p) H(y; t; p)j  C2jpjjx  yj+ C3jx  yjpour tout (x; y; t; p) 2 D D  [0; T ℄ Rd(H2) il existe une onstante C4 telle que jH(x; t; p)   H(x; t; q)j  C4jp   qj pour tout(x; t; p; q) 2 D  [0; T ℄ Rd  Rd(H3) il existe un ompat K  D tel que 8(x; t; p) 2 D nK  [0; T ℄ Rd, H(x; t; p) = 0.Alors, si 0 est une fontion lipshitzienne sur D, A.2 admet une solution de visosité , ave 2W 1;1 (D  ℄0; T [) (en partiulier, l'équation A.2 est vériée au sens presque partout).Preuve : tout d'abord, le théorème de Kirzsbraun4 nous donne l'existene d'une fontion ~0 lipshitzienne sur
Rd telle que ~0jD = 0. Si on se donne  2 C1 (Rd) vériant   1 sur D, il est faile de vérier que ̂0 := ~0est enore une fontion lipshitzienne qui vérie ̂0jD = 0. De plus, ̂0 est dérivable au sens presque partout dedérivée bornée5, et on a ̂0 2W 1;1(Rd).On note ~H(x; t; p) :=  H(x; t; p) si x 2 D0 sinon . Comme H 2 C(D  [0; T ℄  Rd), il existe C1 > 0 tel que8x 2 K, 8t 2 [0; T ℄, jH(x; t; 0)j  C1. On en déduit que pour tout x 2 Rd, pour tout t 2 [0; T ℄, on a~H(x; t; 0)  C1.3f proposition 3.3 de [AHBM06℄, qui est un peu plus générale que le théorème ité ii4voir [Kir34℄5voir théorème de Rademaher dans [Hei05℄
A.1. EXISTENCE ET UNICITÉ 183On s'intéresse alors à l'équation :t + ~H(x; t;r) = 0; (x; 0) = ̂0(x):Il est faile de vérier que l'on peut appliquer le théorème A.1 qui nous donne l'existene d'une solution devisosité de ette équation, que l'on note ~, qui vérie ~ 2 W 1;1(Rd  [0; T ℄). L'équation est presque-partoutvériée. En partiulier, pour x =2 D, on a t ~ = 0, et don ~(x; t) = ̂0(x). Par ontinuité de ~ et ̂0, l'égalitéest aussi vériée pour x 2 D. On vérie alors aisément que  := ~jD est solution de A.2.
Uniité de la solutionNous présentons ii un résultat d'uniité pour l'équation (A.2), dans la lasse des fontionsontinues sur D [0; T ℄. Comme la solution de l'équation eikonale mise en évidene préédemmentest dans ette lasse, elle sera bien l'unique solution de ette équation. Les grandes étapes de ladémonstration sont esquissées dans [Bar94℄, nous démontrons ii omplétement le résultat.On suppose que :(H1) H est ontinu sur D  [0; T ℄ Rn(H2) il existe une fontion f : R 7! R, vériant f(x) x!0 ! 0, telle que, pour tout x; y dans D,t 2 [0; T ℄, p 2 Rn, on ait : jH(x; t; p)  H(y; t; p)j  f(jx  yj(1 + jpj)) (A.3)Théorème A.3 Sous les hypothèses (H1) et (H2), si 1; 2 2 C(D[0; T ℄) sont respetivementsous et sur-solutions de (A.2), et si 1  2 sur D[0; T ℄[Df0g, alors 1  2 sur D[0; T ℄.Ce théorème énone un prinipe du maximum pour les solutions de (A.2). Il implique enpartiulier le résultat d'uniité suivant :Théorème A.4 Sous les hypothèses (H1) et (H2), il existe au plus une solution au problèmesuivant : trouver une fontion  2 C(D  [0; T ℄) vériant (A.2) et telle que :( (x; 0) = 0(x) 8x 2 D(x; t) = g(x; t) 8x 2 D; 8t 2 [0; T ℄:Remarquons tout d'abord que dans les hypothèses du théorème A.3, nous ne satisfaisons pas1  2 sur tout le bord de D (0; T ). Il manque en quelque sorte le bord nal, à savoir DfTg.Cela n'est en fait pas néessaire grâe au lemme suivant :Lemme A.1 si  2 C(D[0; T ℄) est sous-solution (resp. sur-solution) de (A.2) dans D(0; T ),alors  est sous-solution (resp. sur-solution) dans D  (0; T ℄, au sens suivant :8 2 C1(D (0; T ℄), si (x0; T ) (x0 2 D) est un point de maximum loal de   , on a : t (x0; T ) +H(x0; T;Dx (x0; T ))  0:Pour démontrer e lemme, nous allons avoir besoin du résultat suivant :Lemme A.2 soit v 2 C(D  (0; T ℄), tel que (x0; T ) (x0 2 D) soit un maximum loal strit dev. On suppose que l'on a une famille v de fontions de C(D  (0; T )) qui vérie : 8(x; t) 2 D  (0; T ); v(x; t) !0 ! v(x; t). pour tout 0 < 1 < 2, pour tout (x; t) 2 D  (0; T ), v1(x; t) > v2(x; t).
184 ANNEXE A.? pour tout M 2 R, pour tout  > 0, pour tout K ompat de D, il existe tM;;K, 0 <tM;;K < T , tel que pour tout t 2 (tM;;K; T ), pour tout x 2 K, v(x; t) < M.alors il existe (x; t) 2 D (0; T ) tel que (x; t) !0 ! (x0; T ), et (x; t) est un maximum loalde v pour  susamment petit.Preuve : (x0; T ) est un maximum loal strit de v. Il existe don  > 0 et T0; 0 < T0 < T tels que pour toutouple (x; t) 2 B(x0; ) (T0; T ℄, on ait :(x; t) 6= (x0; T )) v(x; t) < v(x0; T ):Posons alors T1 = T+T02 , B = B(x0; 2 ), xf un élement quelonque de B. Soit  > 0. On pose m = v(xf ; T1).D'après ?, il existe t;B tel que pour tout x 2 B, pour tout t; t;B < t < T , on ait v(x; t) < m. On poseDt;B = B  [T1; t;B ℄. v est ontinue sur Dt;B qui est ompat, elle y atteint don son maximum en un point(x ; t) : 8 > 0; 9(x; t) 2 Dt;B j 8(x; t) 2 Dt;B v(x; t)  v(x ; t):Or on a vu que pour tout x 2 B, pour tout t 2 (t;B ; T ), v(x; t) < v(xf; T1)  v(x ; t). On en déduit :8 > 0; 9(x; t) 2 B  [T1; T )j 8(x; t) 2 B  [T1; T ) v(x; t)  v(x ; t):D'après , pour tout 0 < 1 < 2, pour tout (x; t) 2 B  [T1; T ), v1(x; t) > v2(x;t). On fait tendre 1 vers 0dans ette inégalité, et on utilise , e qui nous donne :8 > 0;8(x; t) 2 B  [T1; T ); v(x; t)  v(x; t): (A.4)d'où, puisque (x0; T ) est le maximum strit de v dans B  [T1; T ℄, on a :8 > 0; v(x; t) < v(x0; T ): (A.5)Toujours d'après , pour tout 0 < 1 < 2, pour tout (x; t) 2 B  [T1; T ), on a :v 11 (x; t) < v 12 (x; t):Cei implique en partiulier que v 11 (x 11 ; t 11 ) < v 12 (x 12 ; t 12 ), don que la fontion  7! v 1 (x 1 ; t 1 ) est unefontion roissante et, d'après (A.5), majorée. On en déduit qu'elle admet une limite en l'inni, et don que lafontion  7! v(x; t) en admet une en 0 que l'on notera v, vériant :lim!0 v(x; t) = v  v(x0; T ): (A.6)Pour  > 0, par dénition de (x; t), on a pour tout (x; t) 2 B  [T1; T ) :v(x; t)  v(x; y):On fait tendre  vers 0 dans ette inégalité en utilisant (A.6) et , e qui nous donne :8(x; t) 2 B  [T1; T ); v(x; t)  v:En partiulier, par ontinuité de v(x0; :) en T , on obtient :v(x0; T )  v: (A.7)Finalement, en ouplant les résultats (A.6) et (A.7), on obtient :lim!0 v(x ; y) = v(x0; T ): (A.8)Soit maintenant une suite quelonque n de réel positif tendant vers 0. Pour simplier, on pose vn = vn,xn = xn et tn = tn.Pour tout n 2 N, (xn; tn) 2 B  [T1; T ℄, don on peut extraire une sous-suite de (xn; tn), notée (xn0 ; tn0),onvergeant vers un élément (x; t) de B  [T1; T ℄. D'après (A.4), on a vn0(xn0 ; tn0) < v(xn0 ; tn0). En faisant
A.1. EXISTENCE ET UNICITÉ 185tendre n0 vers l'inni dans ette inégalité, et en utilisant à la fois la ontinuité de v sur B  [T1; T ℄ et (A.8), onobtient : v(x0; T )  v(x; t)) (x; t) = (x0; T ): (A.9)Le lemme 2.1 p.22 nous permet d'armer que 'est toute la famille (x ; t) qui tend vers (x0; T ) quand  tendvers 0, et don que pour  susamment petit, (x; t) 2 B  (T1; T ) ) (x; t) est un maximum loal de v ,pour  susamment petit.
Preuve du lemme A.1 : soit  2 C(D  [0; T ℄) une sous-solution dans D  (0; T ) de (A.2), et soit  2C1(D  (0; T ℄) telle que (x0; T ) (x0 2 D) soit un point de maximum loal de v =    . Quitte à remplaer  par  + jx  x0j2 + jt  T j2, e qui ne hange pas les dérivées premières de  , on peut supposer que (x0; T ) estun maximum loal strit de v. On pose alors, pour (x; t) 2 D  (0; T ), et  > 0 :v(x; t) = (x; t)   (x; t)  T   t :La famille v vérie toutes les hypothèses du lemme A.2, on a don l'existene, pour  susamment petit, de(x; t) maximum loal de v vériant : lim!0(x ; t) = (x0; T ):Comme  est sous-solution de (A.2), on a, au point (x ; t) :(T   t)2 +  t (x ; t) +H(x; t ; Dx (x ; t))  0e qui donne diretement :  t (x ; t) +H(x; t ; Dx (x ; t))  0:On fait alors tendre  vers 0, et on utilise la ontinuité de  t , Dx et H pour obtenir : t (x0; T ) +H(x0; T;Dx (x0; T ))  0:La démonstration dans le as où  est sur-solution s'eetue de la même manière, mutatis mutandis.
Passons maintenant à la démonstration proprement dite du théorème A.3. On a d'abord lerésultat suivant :Propriété A.1 si 1 2 C(D  (0; T )) est sous-solution de (A.2), alors la fontion  déniesur D(0; T ) par (x; t) = 1(x; t) t, ave  2 R, est sous solution de l'équation suivante :t +H(x; t;Dx) =  : (A.10)Preuve : soit  2 C1(D  (0; T )) tel que     atteigne son maximum en (x0; t0) 2 D  (0; T ). On a don,si on pose  (x; t) =  (x; t) + t, 1     qui atteint son maximum en (x0; t0). Comme 1 est sous-solutionde (A.2), on a :  t (x0; t0) +H(x0; t0; Dx (x0; t0))  0e qui onduit à  t (x0; t0) + +H(x0; t0; Dx (x0; t0))  0et montre que  est sous-solution de (A.10).
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Pour la suite on va prendre  > 0. On aura don pour tout (x; t) 2 D[0; T ℄, (x; t)  1(x; t).Rappelons nos hypothèses :  1;  2 sont deux éléments de C(D[0; T ℄) respetivement sous-solutionet sur-solution de (A.2), et vériant  1   2 sur D  f0g [ D  [0; T ℄. On pose alors :M = maxD[0;T ℄ 1    2; M = maxD[0;T ℄     2:On a : M  M  maxD[0;T ℄ 1    2     +  2 = T:d'où M M + T . On a le résultat suivant :Propriété A.2 8 > 0; M  0:Preuve : supposons qu'il existe  > 0 tel que M > 0. On va dénir, pour ";  > 0 et (x; y; t; s) 2 D2 [0; T ℄2,la fontion suivante : 	(x; y; t; s) = (x; t)  2(y; s)   jx  yj2"2   (t  s)22 :C'est une fontion ontinue sur un ompat, elle atteint don son maximum, que l'on noteraM";. Soit (x"; y" ; t"; s")un point où e maximum est atteint.Soit (x; t) 2 D  [0; T ℄, on a 	(x; x; t; t)  	(x"; y"; t" ; s") = M". On en déduit que :M = max(x;t)2D[0;T ℄	(x; x; t; t) M"d'où en partiulier M" > 0. On en déduit :0 < 	(x" ; y"; t" ; s")  (x"; t")  2(y" ; s")  (t"   s")22et enore (t"   s")22 < (x" ; t")  2(y" ; s")  1(x"; t")  2(y" ; s")e qui nous donne le résultat suivant : jt"   s" j < pk1k1 + k2k1: (A.11)Par un raisonnement analogue, on obtient :jx"   y" j < "pk1k1 + k2k1: (A.12)Pour la suite, on va introduire la fontion m2 dénie omme suit :8  0; m2() = supj(x;t) (y;s)j j2(x; t)  2(y; s)j:Comme 2 est ontinue sur D [0; T ℄, elle y est uniformément ontinue, e qui implique en partiulier que m2est ontinue et m2() !0 ! 0. On obtient alors :M  M" = 	(x"; y" ; t"; s") (x" ; t")  2(y" ; s") (x" ; t")  2(x" ; t") + 2(x"; t")  2(y" ; s") M +m2(j(x"; t")  (y" ; s")j):En utilisant (A.11) et (A.12), on obtient que j(x"; t")  (y" ; s")j p"2 + 2pk1k1 + k2k1, e qui nousdonne : M M"  (x" ; t")  2(y" ; s") M +m2(p"2 + 2pk1k1 + k2k1):
A.1. EXISTENCE ET UNICITÉ 187On en déduit le résultat suivant :lim(";)!(0;0)M" = lim(";)!(0;0)(x"; t")  2(y" ; s") = M: (A.13)Par un raisonnement analogue à elui que l'on vient de faire, on obtient :M + jx"   y"j2"2 M +mv(p"2 + 2pk1k1 + k2k1)e qui nous donne : lim(";)!(0;0) jx"   y" j2"2 = 0: (A.14)Montrons maintenant que pour ",  susamment petits, on a (x" ; t") 2 D  (0; T ℄. Supposons que ene soit pas le as, on aurait alors une suite ("n; n) n!1 ! (0; 0) telle que pour tout n 2 N, (x"nn ; t"nn) 2D  f0g [ D  [0; T ℄. On a déjà vu que :(x"nn ; t"nn)  2(y"nn ; s"nn)  (x"nn ; t"nn)  2(x"nn ; t"nn)+ m2(p"2n + 2npk1k1 + k2k1)Or on a (x"nn ; t"nn)  2(x"nn ; t"nn)  1(x"nn ; t"nn)  2(x"nn ; t"nn)  0puisque par hypothèse 1  2 sur D  f0g [ D  [0; T ℄. On en déduit :(x"nn ; t"nn)  2(y"nn ; s"nn) m2(p"2n + 2npk1k1 + k2k1)et, en faisant tendre n vers l'inni : M  0 e qui est en ontradition ave l'hypothèse de départ. On montrede même que pour ",  susamment petits, (y" ; s") est un élement de D  (0; T ℄.Intéressons-nous maintenant à la fontion (x; t) 7! (x; t)  '"(x; t), ave'"(x; t) = 2(y" ; s") + jx  y"j2"2 + (t  s")22 :On onstate que '" est une fontion C1(D  (0; T ℄), et que    '" atteint son maximum en (x"; t") 2D  (0; T ℄ si ",  sont susamment petits. Comme  est sous-solution de (A.10) dans D  (0; T ) et que l'ona le lemme A.2, on en déduit : 2 t"   s"2 +H(x"; t" ; p")    (A.15)où l'on a posé p" = 2x"   y""2 :La fontion (y; s) 7! 2(y; s)  "(y; s), ave"(y; s) = (x"; y")  jx"   yj2"2   (t"   s)22atteint son minimum en (y" ; s") 2 D  (0; T ℄, ave 2 sur-solution de (A.2). On obtient2 t"   s"2 +H(y" ; s" ; p")  0: (A.16)En soustrayant (A.16) à (A.15) , on obtient :H(x"; t"; p") H(y" ; s" ; p")   soit enore : H(x"; t"; p") H(x"; s" ; p") +H(x"; s" ; p") H(y" ; s"; p")   
188 ANNEXE A.D'après l'hypothèse (H2), on a :jH(x"; s" ; p") H(y" ; s" ; p")j  f(jx"   y" j(1 + jp"j)):ave lim!0 f() = 0. Or, on a, d'après (A.14) :lim(";)!(0;0) jx"   y" jjp"j = lim(";)!(0;0) 2 jx"   y"j2"2 = 0et d'après (A.12), lim"!0 jx"   y" j = 0. On en déduit l'existene de "0 > 0 et 0 > 0 tels que, pour tout ",0 < "  "0, pour tout , 0 <   0, on ait :jH(x"; s" ; p") H(y" ; s" ; p")j  4 : (A.17)D'après l'hypothèse (H1), on a H ontinue sur D  [0; T ℄  Rn, H est don uniformément ontinue sur D [0; T ℄K, où K est un ompat quelonque de Rn. Soit C > 0. D'après toujours (A.14), il existe "1; 1 > 0tels que pour tout ", 0 < " < "1, pour tout , 0 <  < 1, on ait :jx"   y"j"  C2 ) jp"j  C" :Soit don 0 < " < min("0; "1), on a, pour tout ; 0 <  < min(0; 1), p" 2 B(0; C" ). On sait égalementd'après (A.11) que lim!0 jt"   s" j = 0. On en déduit l'existene d'un  susamment petit tel que :jH(x"; t"; p") H(x"; s" ; p")j  4 (A.18)En ombinant (A.17) et (A.18), on obtient : 2  H(x"; t"; p") H(x"; s" ; p") +H(x"; s" ; p") H(y" ; s" ; p")   soit enore 2  0, e qui est en ontradition ave  > 0. On en déduit que pour tout  > 0, on a M  0.
La démonstration du théorème A.3 est alors direte. En eet, on a pour tout  > 0, M M + T  T . En faisant tendre  vers 0, on obtient le résultat voulu :M = maxD[0;T ℄1   2  0:En onlusion, on peut énoner leThéorème A.5 Soit D un ouvert borné de Rd, T 2 R+ .Soit H 2 C(D  [0; T ℄ Rd) vériant(H1) il existe deux onstantes positives C2; C3 telles quejH(x; t; p) H(y; t; p)j  C2jpjjx  yj+ C3jx  yjpour tout (x; y; t; p) 2 D D  [0; T ℄ Rd(H2) il existe une onstante C4 telle que jH(x; t; p)   H(x; t; q)j  C4jp   qj pour tout(x; t; p; q) 2 D  [0; T ℄ Rd  Rd(H3) il existe un ompat K  D tel que 8(x; t; p) 2 D nK  [0; T ℄ Rd, H(x; t; p) = 0.Alors le problème t +H(x; t;r) = 0 8(x; t) 2 D  ℄0; T [(x; 0) = 0(x) 8x 2 D(x; t) = 0(x) 8(x; t) 2 D  [0; T ℄ave 0 fontion lipshitzienne sur D, admet une unique solution de visosité , qui vérie 2W 1;1(D  ℄0; T [).
A.2. BORNE INFÉRIEURE DU GRADIENT 189A.2 Borne inférieure du gradientEn plus des résultats d'existene et d'uniité, nous avons également besoin de ontrler ladéroissane au ours du temps du gradient de la solution de A.2. Nous utiliserons pour ela unthéorème démontré6 par Olivier Ley :Théorème A.6 soit x 2 D et  > 0 t.q. B(x; )  D. Supposons que jHx (y; t; p)j  Ljpj pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd jHp (y; t; p)j  C pour presque tout (y; t; p) 2 B(x; ) [0; T ℄ Rd H(y; t; p) est onvexe pour la variable p, pour presque tout (y; t) 2 B(x; ) [0; T ℄.Alors, si jr0j   > 0 (au sens de visosité) sur B(x; ), on a :jrj   exp( 5Lt2 ) sur Æ(x; ) (au sens de visosité)ave Æ(x; ) = n(y; t) 2 B(x; ) ℄0; T [ ; eCt (1 + jy   xj)   + 1o.
6f théorème 4.2 p.10 de [Ley01℄. Dans et artile, le résultat est démontré pour un hamiltonien vériant globale-ment les propriétés requises. Néanmoins, la preuve du résultat n'utilise que loalement les propriétés, et reste donvalable dans e as.
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Annexe BGéométrieIntrodutionNous nous intéressons dans ette annexe aux notions de géométrie qui interviennent à demultiples reprises dans ette étude. Plus partiulièrement, nous rappelons tout d'abord quelquesdénitions et résultats onernant la régularité du bord d'un ouvert de Rd utilisés aux parties 1et 2 de e travail. Nous abordons ensuite les notions de distane signée à un ouvert et de distanede Hausdor, qui oupent une plae entrale dans les méthodes de lignes de niveau dévelop-pées dans la partie 2. Les ouvrages Ellipti problems in nonsmooth domains1 de P.Grisvard etVariation et optimisation de formes2 de A. Henrot and M. Pierre ont été deux soures inépuisablessur es sujets.B.1 Régularité des ouverts de RdDénition B.1 - régularité du bord d'un ouvertSoit 
 un ouvert de Rd. On dit que sa frontière 
 est ontinue (lipshitzienne, Ck;1, C1)(resp. une partie ouverte   de sa frontière, j j > 0 est ontinue (lipshitzienne, Ck;1, C1)) si, pourtout x0 2 
 (resp. x0 2  ), il existe dans un repère orthonormé loal d'origine x0 = 0, un ylindreK = K 0  ℄ a; a[ entré à l'origine, ave K 0 boule ouverte de Rd 1 de rayon r, et une fontion' : K 0 ! ℄ a; a[ ontinue (lipshitzienne, Ck;1, C1) ave '(0) = 0 et :
 \K = (x0; '(x0)); x0 2 K 0	 ; 
 \K = (x0; xN ) 2 K; xN > '(x0)	 :Quelques exemples :
Ω Ω
Un ouvert à bord non ontinu Un ouvert à bord ontinu, non lipshitzien1[Gri85℄2[HP05℄ 191
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Ω Ω
Un ouvert à bord lipshitzien Un ouvert à bord C1La régularité du bord d'un ouvert intervient dans de nombreux théorèmes : ainsi, la formule deGreen p.11 est valable dans un ouvert à bord lipshitzien. Les théorèmes de régularité elliptiquedemandent aussi une ertaine régularité du bord.Notations : on note Sd 1 = nx 2 Rdj jxj = 1o. Pour y 2 Rd,  2 Sd 1,  2 0; 2 , on noteC(y; ; ) = nz 2 Rdj (z   y; ) > jz   yj os(); jz   yj < o.Dénition B.2 - propriété du "-neOn dit qu'un ouvert 
  Rd a la propriété du "-ne si il existe " 2 0; 2  t.q. 8x 2 
; 9x 2Sd 1j 8y 2 
 \ B(x; "); C(y; x; ") 2 
.Le théorème suivant (f théorème 2.4.7 p.53 de [HP05℄) fait le lien entre la notion de bord lipshit-zien et la propriété du "-ne :Théorème B.1 un ouvert 
  Rd de frontière bornée à la propriété du "-ne si et seulementsi il est à frontière lipshitzienne.On démontre en utilisant e théorème que tout ouvert onvexe borné est à bord lipshitzien3 .Démontrons maintenant une propriété un peu tehnique qui sert au premier hapitre :Propriété B.1 soit 
 un ouvert de Rd, et    
 une partie ouverte et lipshitzienne de safrontière, de mesure non nulle. Soit x0 2  . Il existe un ouvert  à frontière lipshitziennevériant x0 2 , tel que  :=  \ 
 soit de frontière lipshitzienne et vériant  \ 
   .Remarque : il est assez lair que l'on va pouvoir onstruire un ouvert  qui vérie les propriétésvoulues. Par ontre, on ne peut pas prendre n'importe quel ouvert à bord lipshitzien ontenant x0.Un exemple en dimension 2 : soit f := R 7! R t.q.f(x) = 8>>>><>>>>: 0 si x  0  513 + 413p95x si 0 < x  14513x+ 213p26  36x2 si 14 < x q 12q 12 si q 12 < xOn pose 
 := (x; y) 2 R2j y > f(x)	 et x0 = (0; 0). 
 est un ouvert à frontière lipshitzienne. Orsi on pose  := B(0; 1),  est à frontière lipshitzienne, mais  = 
 \  présente un usp au point(q 12 ;q 12 ).3proposition 2.4.4 p.52 de [HP05℄
B.1. RÉGULARITÉ DES OUVERTS DE RD 193
Preuve de la propriété B.1 : on sait qu'il existe 2 > "0 > 0 et 0 2 Sd 1 t.q. 8x 2 B(x0; "0) \ 
,C(x; 0; "0)  
. On pose z0 := x0   "02 0. z0 =2 
, ar sinon, omme x0 2 C(z0; 0; "0), on aurait x0 2 
, equi est en ontradition ave x0 2 
. On pose 0 < 1 < "0 et C1 = x 2 Rdj (x  x0; 0) > os(1)jx  x0j	. On va montrer : C1 \ B(x0; "0)  
.Soit x 2 C1 \B(x0; "0), on a : (x x0; 0) > os(1)jx x0j > os("0)jx x0j et jx x0j < "0, e qui impliquex 2 C(x0; 0; "0), et don x 2 
.Soit maintenant x 2 B(x0; "0) \ C1. On pose  = x x0"0 et pour 0 <  < "0, x() = x   . jx()   x0j =jx  "0 (x  x0)  x0j = "0    < "0, don x() 2 B(x0; "0). On a de plus :(x()  x0; 0) = (1  "0 )(x  x0; 0) > (1  "0 )"0 os(1) = jx()  xj os(1):On en déduit : x() 2 C1, et don x() 2 
. Mais (x   x(); 0) = "0 (x   x0; 0) > "0 os(1)jx   x0j = os(1) = jx  x()j os(1), d'où x 2 C(x(); 0; "0)) x 2 
. Soit x 2 C1, r := jx   x0j > 0, il existe  2 [0; 1[ et  2 Rd tels que (; 0) = 0 et x   x0 = r os()0 +r sin(). On a alors x   z0 = (r os() + "02 )0 + r sin(). Si on pose 0 l'unique élément de [0; ℄ tel quejx z0j os(0) = (x z0; 0), et r0 = jx z0j, on a également x z0 = r0 os(0)0+r0 sin(0). On en déduit :tan(0) = sin()os() + "02r := F ():Remarquons tout de suite que tan(0) < tan()) 0 <  et 0 2 [0; 1[. De plus, il est faile de voir que 0 estune fontion roissante de  sur 0; 2 . Soit 2 2 ℄0; 1[. On dénit C2 := x 2 Rdj (x  z0; 0) > os(02)jx  z0j	, où 02 = artan(F (2)). Il estfaile de voir que C2 est onvexe. Soit  2 ℄0; 2℄, y0 2 C2 et x 2 C(y0; 0; ). On a :(x  z0; 0) = (x  y0; 0) + (y0   z0; 0) > os()jx  y0j+ os(2)jy0   z0j > os(2)jx  z0jet don x 2 C2. On en déduit que 8 2 ℄0; 2℄, 8y0 2 C2, on a C(y0; 0; )  C2.Soit x 2 B(x0; "0)\C2,  et 0 dénit omme préédemment. Comme x 2 C2, on a 0  02. On en déduit que  2 < 1, e qui implique x 2 C1 \ B(x0; "0), d'où x 2 
.On pose  := C2 \ B(x0; "0). Il est faile de vérier que x0 2 , et omme C2 et B(x0; "0) sont onvexes, on a onvexe.  est don à frontière lipshitzienne, il vérie la propriété du "-ne, ave " = "1. Soit nalement  := \
. On va montrer que  a la propriété du "-ne. Soit don y0 2 . Par dénition,y0 2 C2 \ B(x0; "0) \ 
  C2 \B(x0; "0)\
. On a vu que si x 2 C2 \ B(x0; "0), x 2 
) x =2 
. On a dond(
 \ ; B(x0; "0)) = d > 0. On est devant l'alternative suivante :Æ soit d(y0; 
\) < d2 . On a alors d(y0; B(x0; "0))  d2 , d'où, omme y0 2 B(x0; "0), y0 2 B(x0; "0   d2 ).On pose alors 1 < min(2; d8 ). Soit y 2 B(y0; 1) \ , et x 2 C(y; 0; 1). On a : jx   x0j  jx  yj + jy  y0j + jy0   x0j < 21 + "0   d2 < "0   d4 < "0, d'où x 2 B(x0; "0). Comme y 2 C2 et 1 < 2, on amontré que x 2 C2. Enn, jy   x0j < 1 + "0   d2 < "0, don y 2 B(x0; "0) \ 
, d'où, omme 1 < "0,x 2 C(y0; 0; 1)  C(y0; 0; "0)  
. On a don montré :8y0 2 j d(y0; 
 \ ) < d2 ; 8y 2 B(y0; 1) \; C(y; 0; 1)  :
194 ANNEXE B.Æ soit d(y0; 
 \ )  d2 . On pose A := x 2 j d(x; 
 \ )  d2	, et ~d := d(A; 
) > 0. Commey0 2 
 et y0 =2 
, on a y0 2 
, et don B(y0; ~d) 2 
. On pose alors 2 < min("1; ~d2 ). Par déntion,8y 2 B(y0; "1) \ , C(y; y0 ; "1) 2 . On en déduit : 8y 2 B(y0; 2) \ ; C(y; y0 ; 2) 2 . Enn, poury 2 B(y0; 2) \, et x 2 C(y; y0 ; 2), on a jx  y0j < jx  yj+ jy   y0j < ~d, et don x 2 B(y0; ~d)  
. On adon montré :8y0 2 j d(y0; 
 \ )  d2 ; 9y0 2 Sd 1; 8y 2 B(y0; 2) \; C(y; y0 ; 2)  : vérie don la propriété du "-ne, ave " = min(1; 2).

Propriété B.2 soit O un ouvert borné de Rd à bord ontinu, et ! un ouvert vériantO  !  O:Alors ! = O.Preuve : supposons que e ne soit pas le as. Il existe alors x0 2 ! tel que x0 =2 O. Comme ! est un ouvert, ilexiste " > 0 tel que B(x0; ")  !, e qui implique, puisque par hypothèse !  O, B(x0; ")  O.Remarquons que x0 2 O et x0 2 B(x0; ")  O. On a don x0 2 O. En se plaçant dans le formalisme de ladénition B.1, il existe un repère orthonormé loal entré en x0 = 0, un ylindre K := K 0  ℄ a; a[ ave a > 0et K 0 boule de Rd 1 de rayon r, et une fontion ' : K 0 7! ℄ a; a[ ontinue telle que '(0) = 0 et! \K = f(x0; '(x0)); x0 2 K 0g ; ! \K = f(x0; xd); xd > '(x0)g :Soit don  > 0 vériant  < min(r; a; "). On dénit x = (0; ) 2 K. Puisque '(0) = 0, on a diretementx =2 O. Mais on a également kx0   xkRd =  < ", d'où x 2 B(x0; "), e qui implique x 2 O. Contradition.
B.2 Distane signée et distane de HausdorNous présentons deux distanes qui nous servent dans ette étude : la distane signée, quipermet de aratériser un ouvert par l'intermédiaire d'une fontion, et que nous utilisons souventau hapitre 5, et la distane de Hausdor, qui aratérise la proximité géométrique de deux ouverts.
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eSoit ! un ouvert non vide de Rd. On dénit lassiquement la distane à ! par :d!(x) = infy2! jx  yj:On a(i) d!(x) = 0, x 2 !(ii) 8(x; y) 2 Rd Rd; jd!(x)  d!(y)j  jx  yj(iii) d! est diérentiable presque partout sur Rd, jrd!(x)j = ( 0 pour presque tout x 2 !1 pour presque tout x 2 Rd n !Distane signéeOn dénit la distane signée à ! ouvert de Rd par
ð!(x) = d!(x)  dRdn!(x); 8x 2 Rd:Elle vérie les propriétés suivantes :[1℄ ð!(x) < 0, x 2 !; ð!(x) > 0, x 2 Rd n !; ð!(x) = 0, x 2 ![2℄ 8(x; y) 2 Rd  Rd; jð!(x)  ð!(y)j  jx  yj[3℄ jrð!(x)j = 1 presque partout sur Rd.La propriété [1℄ dit que l'on aratérise totalement ! par l'intermédiaire de d!. La propriété [2℄dit que la fontion distane signée est lipshitzienne, et don qu'elle admet un gradient presquepartout, de norme 1 d'après la propriété [3℄.La distane et la distane signée ont bien d'autres propriétés. L'artile de Mihel C. Delfour etJean-Paul Zolésio [DZ94℄ rassemble un grand nombre d'entre elles. On y trouve les démonstrationsdes résultats présentés ii.
Fontion distane signée au disque de entre (0,0) de rayon 1.
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tion distane signée au arré ℄ 1; 1[ ℄ 1; 1[.Nous utiliserons le résultat suivant sur la distane signée4 :Propriété B.3 soit ! un ouvert de Rd. La distane signée ð! vérie jrð!j = 1 au sens devisosité.Distane de HausdorLa distane de Hausdor entre les ouverts apparaît à maintes reprises dans notre étude. Nousrappelons ii sa dénition, ainsi que quelques propriétés que nous utilisons5.Dénition B.3 - distane de Hausdor entre deux ompats : soient K1 et K2 deux om-pats de Rd. La distane de Hausdor entre K1 et K2, notée dH(K1;K2), est donnée pardH(K1;K2) = max( supx2K1 d(x;K2); supx2K2 d(x;K1)):Dénition B.4 - distane de Hausdor entre deux ouverts : soient !1 et !2 deux ouverts de
Rd ontenus dans le même ompat K. La distane de Hausdor entre !1 et !2, notée dH(!1; !2),est donnée par dH(!1; !2) = dH(K n !1;K n !2):Dénition B.5 - onvergene au sens de Hausdor pour les ouverts : soient (!n)n2N et !des ouverts de Rd ontenus dans un même ompat K. On dira que la suite !n onverge vers ! ausens de Hausdor si dH(!n; !) n!1   ! 0:Nous onstruisons aux hapitres 5 et 6 des suites d'ouverts ontenues dans un même ompat,et déroissantes pour l'inlusion. On peut don diretement utiliser la propriété suivante :Propriété B.4 soit (!n)n2N une suite d'ouverts ontenus dans un même ompat K, et dé-roissante pour l'inlusion. Alors !n onverge au sens de Hausdor vers ! := z }| {\n2N!n:Propriété B.5 l'inlusion est stable pour la onvergene au sens de Hausdor.On peut se demander si dH(!n; !) n!1   ! 0 implique dH(!n; !) n!1   ! 0. En fait, il n'en airien. On peut failement onstruire un ontre-exemple dans R2 : onsidérons la suite de triangles!n dénit sur la gure i-dessous4voir le hapitre 21.3 de [ACM10℄5pour plus de renseignements, et en partiulier les démonstrations des propriétés, se reporter au 2.2.3 p.28 de[HP05℄
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En utilisant la propriété B.4, on voit que !n onverge au sens de Hausdor vers l'ensemble vide.Mais on montre failement que !n onverge (au sens de la distane de Hausdor pour les ompats)vers f0g  [0; 1℄. On a néanmoins la propriété suivante :Propriété B.6 soit (!n)n2N et ! des ouverts ontenus dans un même ompat K, t.q. !nonverge au sens de Hausdor vers !. Soit x 2 !. Alors il existe xn 2 !n t.q. d(xn; x) n!0   ! 0.Il est amusant de noter que si une suite d'ouverts !n onverge au sens de Hausdor vers un ouvert!, on n'a pas forément onvergene du périmètre de !n vers elui de !, même si !n onvergevers !, omme le montre le ontre-exemple suivant. Pour n 2 N, on dénit la fontionfn : x 2 ℄0; 1[ 7 ! 1  bnxn :On dénit alors les ensembles
n := f(x; y) 2 ℄0; 1[  R j 0 < y < fn(x)g ; 




) = 1p2n . Néanmoins, le périmètre de 
n est de 4 pour tout n,alors que le périmètre de 
 est de 2 +p2.
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Annexe CStabilité du problème de Cauhy dansun ouvert à bord lipshitzienIntrodutionNous reproduisons ii un rapport de reherhe onsaré à l'obtention d'une estimation de sta-bilité pour le problème de Cauhy ave opérateur de Laplae dans un domaine à bord lipshitzien.Cette estimation est obtenue à l'aide d'une inégalité de Carleman intérieure et grâe à la onstru-tion d'une suite de boules approhant le bord du domaine. On obtient ainsi une estimation destabilité logarithmique, son exposant étant expliitement exprimé omme une fontion de la sin-gularité du bord du domaine. On en déduit une estimation de la vitesse de onvergene de laméthode de quasi-réversibilité, e qui permet de mettre en évidene numériquement l'optimalitéde l'estimation.Ce travail a fait l'objet d'un artile : About stability and regularization of ill-posed elliptiCauhy problems : the ase of Lipshitz domains, L.Bourgeois & J.Dardé, Appliable Analysis,iFirst, 2010.Abstrat: this paper is devoted to a onditional stability estimate related to the ill-posed Cauhyproblems for the Laplae's equation in domains with Lipshitz boundary. It ompletes the results obtainedin [Bou08℄ for domains of lass C1;1. This estimate is established by using an interior Carleman estimateand a tehnique based on a sequene of balls whih approah the boundary. This tehnique is inspiredfrom [ABRV00℄. We obtain a logarithmi stability estimate, the exponent of whih is speied as a funtionof the boundary's singularity. Suh stability estimate indues a onvergene rate for the method of quasi-reversibility introdued in [LL67℄ to solve the Cauhy problems. The optimality of this onvergene rateis tested numerially, preisely a disretized method of quasi-reversibility is performed by using a nonon-forming nite element. The obtained results show very good agreement between theoretial and numerialonvergene rates.C.1 IntrodutionThe problem of stability for ill-posed ellipti Cauhy problems plays an important role in the eldsof inverse problems governed by ellipti PDEs. It an be onsidered as a rst step to study thestability of many inverse problems of interest like the data ompletion problem (see remark C.3hereafter), the inverse obstale problem [ABRV00℄ or the orrosion detetion problem [Cho09℄. Thepresent paper an be onsidered as the ontinuation of [Bou08℄, and onsequently we refer to theintrodution of suh paper for a more preise desription of this subjet and some bibliography. In[Bou08℄, the following onditional stability result was obtained in the ase of operator P =  : k:,199
200 ANNEXE C.with k 2 R.For a bounded and onneted open domain 
  RN with C1;1 boundary, if  0 is an open part of
, then for all  2℄0; 1[ there exists C suh that for all funtions u 2 H2(
) whih satisfyjjujjH2(
) M; jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)  Æ;for some onstant M and suiently small Æ,jjujjH1(
)  C M(log(M=Æ)) :Furthermore, the upper bound  = 1 of the exponent annot be improved.The result obtained in [Bou08℄ is a generalization of the one obtained in [Phu03℄ for domains withC1 boundary. The proof mainly relies on a Carleman estimate near the boundary, in whih theweight funtion is expressed in term of the distane to the boundary. Sine we have to dierentiatetwie this weight funtion, we need the boundary 
 to be at least C1;1. In the following paper,we now study how suh a onditional stability result an be extended to Lipshitz domains, theboundary of whih is not smooth enough to apply the same method.We hene onsider an open, bounded and onneted domain 
  RN the boundary 
 of whihis Lipshitz. In partiular, this is equivalent to the fat that 
 satises the one property (seedenition 2.4.1 and theorem 2.4.7 of [HP05℄). The one property implies in partiular that thereexist  2℄0; =2[ and R0 > 0 suh that for all x0 2 
, there exists  2 RN , jj = 1, suh that thenite one C = fx 2 RN ; (x  x0): > jx  x0j os ; jx  x0j < R0gis inluded in 
.As above,  0 denotes an open part of 
 whih is C1;1. Lastly, we assume that k is not a Dirihleteigenvalue of the operator   in 
. The main result we obtain is that for all  2 [0; 1℄, for all 2℄0; (1+)0()=2[ there exists C suh that for all funtions u 2 C1;(
) suh that u 2 L2(
)and jjujjC1;(
) M; jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)  Æ;for some onstant M and suiently small Æ, thenjjujjH1(
)  C M(log(M=Æ)) : (C.1)Here, 0() is the solution of the following simple maximization problem0() = 12 supx>0 sin (1  e x)p1 + x  sin  :The ontinuous funtion 0 is inreasing on the segment [0; =2℄ and ranges from 0(0) = 0 to0(=2) = 1. Sine a domain of lass C1 has a Lipshitz boundary whih satises the one propertywith any  2℄0; =2[, we obtain that (C.1) is satised for all  2℄0; (1 + )=2[ in that ase. Theanalysis of the onditional stability in Lipshitz domains was already addressed in [ABRV00℄ and[Sin05℄, but in these works, the exponent of the logarithm was not speied. This is the mainnovelty of the following paper to speify the exponent as a funtion of the geometri singularity.It is obtained by using of sequene of three spheres inequalities, the sequene of enters of thesespheres approahing the boundary, and the sequene of radii tending to 0. This tehnique isborrowed from [ABRV00℄, with two dierenes. First, the three spheres inequalities result fromCarleman estimates instead of doubling properties. Seondly, we perform an optimization of thissequene of inequalities in order to obtain the best possible logarithmi exponent.Another onern is to obtain a onvergene rate for the method of quasi-reversibility to solve the
C.2. SOME PRELIMINARY RESULTS 201ill-posed Cauhy problems for the operator P . This requires a stability estimate for funtions thatare only in H2(
). For N = 2, we obtain that for all  2℄0; 0()=2[ there exists C suh that forall funtions u 2 H2(
) whih satisfyjjujjH2(
) M; jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)  Æ;for some onstant M and suiently small Æ, thenjjujjH1(
)  C M(log(M=Æ)) :For N = 3, we have the same result for all  2℄0; 0()=4[. As a onsequene, we prove a loga-rithmi onvergene rate for the method of quasi-reversibility, with the limit exponent 0()=2 in2D and 0()=4 in 3D, possibly 0() provided we assume additional regularity for the solution ofquasi-reversibility and the "true" solution.From a numerial point of view, a onneted question is to determine if the inuene of the geomet-ri singularity on the logarithmi exponent an be atually observed in numerial experiments. Aneasy way to test this is to apture the onvergene rate of a disretized method of quasi-reversibilityfor a xed rened mesh, when the regularization parameter tends to 0. In 2D, we analyze thisonvergene rate as a funtion of the smallest angle of a polygonal domain, and observe a prettygood agreement between numerial and theoretial onvergene rates.The paper is organized as follows. In setion 2 we establish some preliminary useful results re-lated to the three spheres inequality. The setion 3 is devoted to the estimate up to the Lipshitzboundary, whih leads to the main results of onditional stability in 
. Lastly, in setion 4, wederive from this onditional stability some onvergene rate for the method of quasi-reversibilityin Lipshitz domains. It enables us to ompare suh onvergene rate with the onvergene rateobtained numerially by using a disretized method of quasi-reversibility, and hene to test theoptimality of our stability estimate.C.2 Some preliminary resultsThis setion onsists of several lemmas that will be used in next setion. They onern the threespheres inequality. We rst reall the following interior Carleman estimate.Lemma C.1 We onsider the operator P =  : ak: with a; k 2 R, a 2℄0; 1[. Let !;U denotetwo bounded and open domains with !  U  RN . Let  be a smooth funtion dened in Usuh that r does not vanish in U. Let denote P = h2eh ÆP Æe h , and p(x; ) the prinipalpart of operator P. We assume that91 > 0; p(x; ) = 0 and (x; ) 2 U  RN ) fRep; Impg(x; )  1: (C.2)Then there exist K;h0 > 0, with K independent of ak, with h0 depending on ak only throughjkj, suh that 8h 2℄0; h0[, we haveZ! u2e2h dx+ h2 Z! jruj2e2h dx  Kh3 Z! jPuj2e2h dx; (C.3)for all funtion u 2 H10 (!;), where H10 (!;) is the losure of C10 (!) in H1(!;) = fu 2H1(!); u 2 L2(!)g.
202 ANNEXE C.Proof: the inequality (C.3) is obtained in [FL96℄ for k = 0, that is in the ase of the Laplae operator  .There exist K;h0 > 0, suh that 8h 2℄0; h0[, we have for all funtions u 2 H10 (!;)Z! u2e2 h dx+ h2 Z! jruj2e2 h dx  Kh3 Z! jPu+ akuj2e2 h dx:Sine jPu+ akuj2  2(jPuj2+ k2u2), if we assume that in addition h satises 2Kk2h3 < 1=2, we obtain (C.3)provided we replae K by 4K in the right-hand side of the inequality.
A short alulation shows thatRep = jj2   jrj2; Imp = 2:rand fRep; Impg = 4 nXj=1r( xj ):(j + xjr):One onsiders now a smooth funtion  dened on U suh that r 6= 0 on U , and for  > 0,(x) = e (x). We obtainfRep; Impg = 4 t:r2 : + 22(rt :r2 :r ) + (:r )2 + 32jr j4 ;whene by denoting 0(x) the smallest eigenvalue of r2 (x),fRep; Impg  4 0(jj2 + 22jr j2) + (:r )2 + 32jr j4 :For p(x; ) = 0, we have jj2 = 22jr j2; :r = 0;whene fRep; Impg  433jr j2 20 + jr j2 :In we dene m0 := infx2U 0(x); 0 := infx2U jr j2;and if m0 < 0, we have fRep; Impg  1 > 0 on U  RN when p(x; ) = 0 for >  2m00 :We onsider now the partiular domain ! = B(R1; R2) := fx 2 RN ; R1 < jx   qj < R2g withq 2 RN , and the funtion  (x) =  jx  qj2. We an take U = B(q;R1   ";R2 + ") for small " > 0.We obtain m0 =  2 and 0 = 4(R1  ")2, and nally assumption (C.2) holds as soon as  > 1=R21.We now apply lemma C.1 and lemma 3 in [Bou08℄ to obtain a so-alled three spheres inequality.The proof of suh inequality is lassial (see [LR95, Phu03℄), but it is reprodued here in order tond how the onstants involved in the inequality depend on some useful parameters.Lemma C.2 We onsider the operator P =    ak: with a; k 2 R and a 2℄0; 1[. Let q 2 
,and let 0 < r0 < r1 < r2 < r3 < r4 < r5 < r6 suh that B(q; r6)  
. If  satises r20 > 1,then there exists a onstant C, whih depends on ak only through jkj, suh that we have forall u 2 H1(
;),jjujjH1(B(q;r3))  C jjPujjL2(B(q;r6)) + jjujjH1(B(q;r2)) ss+1 jjujj 1s+1H1(B(q;r6)); (C.4)with s = g(r3)  g(r4)g(r1)  g(r3) ; g(r) = e r2 :
C.2. SOME PRELIMINARY RESULTS 203Proof: one applies lemma C.1 in the domain ! = B(r0; r6) for  = e with  (x) =  jx  qj2. We have seenthat assumption (C.2) is satised as soon as r20 > 1. Assuming that this inequality holds, we obtain there existsK;h0 > 0 suh that for 0 < h < h0 (K does not depend on ak, h0 depends on ak only through jkj),Z!(jvj2 + jrvj2)e2 h dx  K Z! jPvj2e2 h dx; (C.5)for all funtions v 2 H10 (!;).Now we take u 2 H1(
;) and v = u 2 H10 (!;), where  is a C1 ut-o funtion suh that  2 [0; 1℄ and  = 0 in B(r0; r1) [ B(r5; r6) = 1 in B(r2; r4):In the following we denote g(r) = e r2 . Hene g is a non inreasing funtion.Z!(jvj2 + jrvj2)e2 h dx  e2 g(r3)h ZB(r2;r3)(juj2 + jruj2) dx;and Z! jPvj2e2 h dx = ZB(r2;r4) jPuj2e2 h dx+ ZB(r1;r2) jP (u)j2e2 h dx+ ZB(r4;r5) jP (u)j2e2 h dx:Sine we have P (u) = (Pu)  2r:ru  ()u, we obtain the following estimates (K is a onstant whihdepends only on ) : ZB(r2;r4) jPuj2e2 h dx  e2 g(r2)h ZB(r2;r4) jPuj2 dx;ZB(r1;r2) jP (u)j2e2 h dx  e2 g(r1)h ZB(r1;r2) jPuj2 dx+Ke2 g(r1)h ZB(r1;r2)(juj2 + jruj2) dx;ZB(r4;r5) jP (u)j2e2 h dx  e2 g(r4)h ZB(r4;r5) jPuj2 dx+Ke2 g(r4)h ZB(r4;r5)(juj2 + jruj2) dx:Gathering the above inequalities, it follows thatZ! jPvj2e2 h dx  K1e2 g(r1)h  ZB(q;r6) jPuj2 dx+ ZB(q;r2)(juj2 + jruj2) dx!+K2e2 g(r4)h ZB(q;r6)(juj2 + jruj2) dx;where K1 and K2 are two onstants whih are independent of ak.Finally, the inequality (C.5) impliese2 g(r3)h jjujj2H1(B(r2;r3))  K1 e2 g(r1)h jjPujj2L2(B(q;r6)) + jjujj2H1(B(q;r2))+K2 e2 g(r4)h jjujj2H1(B(q;r6)):Using jjujj2H1(B(q;r3)) = jjujj2H1(B(q;r2)) + jjujj2H1(B(r2;r3));We obtain e2 g(r3)h jjujj2H1(B(q;r3))  K1 e2 g(r1)h jjPujj2L2(B(q;r6)) + jjujj2H1(B(q;r2))+K2 e2 g(r4)h jjujj2H1(B(q;r6)):Denoting k1 = g(r1)  g(r3) > 0 and k2 = g(r3)  g(r4) > 0, we obtainjjujjH1(B(q;r3))  K1 e k1h  jjPujjL2(B(q;r6)) + jjujjH1(B(q;r2))+K2 e  k2h jjujjH1(B(q;r6))):
204 ANNEXE C.Let s > 0 and  > 0 suh that " = K1e k1h ; "s = K2e  k2h :A simple alulation proves thats = k2k1 = g(r3)  g(r4)g(r1)  g(r3) ;  = K1(K2)(k1=k2);and we obtain for all u 2 H1(
;), for all " 2℄0; "0[ with"0 = K(k1=k2)2 e  k1h0 ;the inequality jjujjH1(B(q;r3))  "  jjPujjL2(B(q;r6)) + jjujjH1(B(q;r2))+ "sjjujjH1(B(q;r6)):The onstant  does not depend on ak, "0 depends on ak only through jkj. It remains to apply lemma 3 in[Bou08℄, sine jjujjH1(B(q;r3))  jjujjH1(B(q;r6)).
Lemma C.3 Let us denote Pk the operator  :  k:, with k 2 R. Let ~q 2 
, and let 0 < ~r0 <~r1 < ~r2 < ~r3 < ~r4 < ~r5 < ~r6 suh that B(~q; ~r6)  
. Consider now q 2 
 and for  2℄0; 1[,ri = ~ri (i = 1; 2; :::; 6), with B(q; r6)  
.We assume that the three spheres inequality (C.4) assoiated to the operator P2k and thesequene of balls B(~q; ~ri) is satised with the onstants ~C and s. Then the three spheresinequality (C.4) assoiated to the operator Pk and the sequene of balls B(q; ri) is satisedwith the onstants C = ~C= and s.Proof: the proof relies on the hange of variables x  q = (~x  ~q). We dene the funtion ~u as ~u(~x) = u(x) =~u(~q + (x  q)=).We obtain ZB(q;ri) ju(x)j2 + jru(x)j2 dx = N  ZB(~q;~ri) j~u(~x)j2 + 12 jr~u(~x)j2 d~x! ;whene N2 jj~ujjH1(B(~q;~ri))  jjujjH1(B(q;ri))  N2  1jj~ujjH1(B(~q;~ri)):Similarly, we obtain jjPkujjL2(B(q;ri)) = N2  2jjP2k~ujjL2(B(~q;~ri)):By using the three spheres inequality (C.4) assoiated to the balls B(~q; ~ri) for operator P2k, we obtainjjujjH1(B(q;r3))  N2  1jj~ujjH1(B(~q;~r3)) ~CN2  1  jjP2k~ujjL2(B(~q;~r6)) + jj~ujjH1(B(~q;~r2)) ss+1 jj~ujj 1s+1H1(B(~q;~r6)) ~CN2  1 1N2  2 jjPkujjL2(B(q;r6)) + 1N2 jjujjH1(B(q;r2)) ss+1  1N2 jjujjH1(B(q;r6)) 1s+1 ~C  jjPkujjL2(B(q;r6)) + jjujjH1(B(q;r2)) ss+1 jjujj 1s+1H1(B(q;r6));whih ompletes the proof.

C.3. THE TWO MAIN THEOREMS 205C.3 The two main theoremsOur main theorems are based on the following proposition, whih is similar to proposition 4 in[Bou08℄. It onerns the propagation of data from the interior of the domain up to the boundaryof suh domain. However, it should be noted that in proposition 4 of [Bou08℄, we estimated theH1 norm of the funtion in a neighborhood of a point x0 2 
 with the help of the H1 norm ofthe funtion in an open domain !1 ⋐ 
. Here, we estimate the value of the funtion and its rstderivatives at x0 with the help of the H1 norm of the funtion in !1. As a result, the regularityassumptions onerning the funtion u are not the same as in [Bou08℄.Proposition C.1 There exists an open domain !1 ⋐ 
 suh that for all  2℄0; 1℄, for all < 0() and 0 < 0(), with 0() = 12 supx>0 sin (1  e x)p1 + x  sin  ; (C.6)there exists  > 0 suh that for suiently small ", for all u 2 C1;(
) with u 2 L2(
),jjujjC1(
)  e="(jjPujjL2(
) + jjujjH1(!1)) + "jjujjC1;(
);jjujjC0(
)  e="(jjPujjL2(
) + jjujjH1(!1)) + "0 jjujjC1;(
):The seond inequality holds also in the ase  = 0.In order to obtain proposition C.1, we need the two following lemmas. The rst one is a minorgeneralization of the lemma proved in [LR95℄ in the partiular ase  = 1, while the seond one isthe ounterpart of lemma 3 in [Bou08℄.Lemma C.4 Let n > 0 satisfy for n 2 N,n+1  1n (n +A)B1  ;with A > 0, B > 0,  2℄0; 1[,  2℄0; 1[ and n  B. Then one has for n 2 Nn  2 11 n 11  (0 +A)nB1 n :Proof: if B < 0 +A, the proof is omplete. If 0 +A  B, in partiular A  B, we haven+1B  1n n +AB and AB  1n AB  1n n +AB  :From the two above inequalities, it follows thatn+1 +A2 11 B  1n n +A2 11 B  ;that is xn+1  xnn ; xn := n +A2 11 B :
206 ANNEXE C.By iterating the above inequality, we obtainxn   1n 1+(n 2)+(n 3)2++n 2 xn0  1(n 1)(1++2++n 2) xn0   1n 11  xn0 ;whene n  2 11 n 11  (0 +A)nB1 n ;whih ompletes the proof.
Lemma C.5 Let C, , A and B denote four non negative reals and  2℄0; 1[ suh that  C AB1  :Then 8" > 0,   "A+ "sB;with s = 1   ;  = ( Cs1=(s+1) + s s=(s+1) ) s+1s :Proof: For ; s > 0 as dened in the statement of the lemma, the minimum of the funtion f dened for " > 0by f(") = "A+ "sBis C AB1  , whih ompletes the proof.
Proof of proposition C.1: the proof is divided into three parts. In the rst step of the proofwe follow the tehnique of [ABRV00℄, whih onsists in dening a sequene of balls the radii ofwhih is dereasing and the enter of whih is approahing the boundary of the domain. Sine 
satises the one property (see our denition in the introdution), there exist R0 > 0,  2℄0; =2[with R0 and  independent of x0 2 
, and  2 RN with jj = 1 suh that the nite oneC = fx; jx  x0j < R0; (x  x0): > jx  x0j os gsatises C  
. We also denoteC 0 = fx; jx  x0j < R0; (x  x0): > jx  x0j os 0g;with 0 = arsin(t sin ); (C.7)where the oeient t 2℄0; 1[ will be speied further. It should be noted that denition (C.7)leads to 0 2℄0; =2[. We now denote q0 = x0 + (R0=2), d0 = jq0   x0j and 0 = d0 sin 0. Wehene have B(q0; 0) 2 C 0. Let dene the sequene of balls B(qn; n)  C 0 with dn = jqn x0j andn = dn sin 0 by following indution : 8><>: qn+1 = qn   nn+1 = ndn+1 = dn; (C.8)
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Figure C.1: The sequene of three spheres inequalitieswhere n and  will be dened further. From the above equations, we dedue thatn = (1  )dn: (C.9)The objetive is to use a three spheres inequality suh as (C.4) for eah n, the enter of these threespheres being q = qn. We hene dene, for n 2 N, 0 < r0n < r1n < r2n = n < r3n < r4n < r5n <r6n and yin = rin=r0n > 1 for i = 1; :::; 6. We assume that the yin do not depend on n, that isyin := yi. We speify t = r2n=r6n = y2=y6 in (C.7), so that we have B(qn; r6n) 2 C  
 for all n(see gure C.1).On the other hand, if n is hosen suh thatn+1 + n = r3n; (C.10)we have B(qn+1; n+1)  B(qn; r3n) sine for jx  qn+1j < n+1,jx  qnj  jx  qn+1j+ jqn+1   qnj < n+1 + n = r3n:The equations (C.9) and (C.10) uniquely dene  as = r6n   r3n sin r6n   r2n sin  = y6   y3 sin y6   y2 sin  2℄0; 1[:By using the notation Pk =  :   k:, we now apply lemma C.2 for operator P2nk and forthe spheres of enter q0 and of radii ri0, with  suh that  := r200 > 1. We thus obtain foru 2 H1(
;),jjujjH1(B(q0;r30))  C jjP2nkujjL2(B(q0;r60)) + jjujjH1(B(q0;r20)) ss+1 jjujj 1s+1H1(B(q0;r60));
208 ANNEXE C.with C independent of  and n. With the help of lemma C.3, and sine rin = nri0 for i = 1; :::; 6,the three spheres inequality for the spheres of enter qn and of radii rin isjjujjH1(B(qn;r3n))  Cn jjPkujjL2(B(qn;r6n)) + jjujjH1(B(qn;r2n)) ss+1 jjujj 1s+1H1(B(qn;r6n));whih implies that for all u 2 H1(
;),jjujjH1(B(qn+1;n+1))  Cn jjPujjL2(
) + jjujjH1(B(qn;n)) ss+1 jjujj 1s+1H1(
):It should be noted that in the above inequality, C and s are independent of n, in partiulars = e y23   e y24e y21   e y23 :Without loss of generality we assume that C  1, so that by denoting C 0 = Cs+1, jjujjH1(B(qn+1;n+1)) C 0jjujjH1(
), and we an apply lemma C.4 with n = jjujjH1(B(qn;n)), A = jjPujjL2(
), B =C 0jjujjH1(
),  = s=(s+ 1). We obtainjjujjH1(B(qn;n))  2 11 n 11  jjPujjL2(
) + jjujjH1(B(q0;0))n C 0jjujjH1(
)1 n :We apply now lemma C.5 and obtain 8" > 0,jjujjH1(B(qn;n))  n" jjPujjL2(
) + jjujjH1(B(q0;0))+ "sn C 0jjujjH1(
)with sn = n1  n ; n = 0 2 11 n 11  1E(sn)1A sn+1sn ;and E(s) := s1=(s+1) + s s=(s+1):We notie that for s > 0, E(s) > 1, whenelog0 2 11 n 11  1E(sn)1A < 11   log 2n 1 :As a result, 0 < n < e 1sn 1(1 )2 log 2n 1 = e sn log 2n 1;for some onstant  > 0. Here we have used the fat that sn + 1 < 1=(1   ). Sine sn > n, wenally obtain 8n 2 N, 8" > 0 and 8u 2 H1(
;),jjujjH1(B(qn;n))  e n log 2n 1" jjPujjL2(
) + jjujjH1(B(q0;0))+ C 0"n jjujjH1(
): (C.11)The seond step of the proof onsists of estimating the C1 norm of u on 
 by using the estimate(C.11) for suiently large n and the regularity of u, whih is C1;(
),  2℄0; 1℄. We haveB(qn; n)  B(x0; "0) if and only if dn+n  "0, that is n(d0+0)  "0. Let n0 denote the smallern whih satises this inequality, that islog((d0 + 0)="0)log 1=  n0 < log((d0 + 0)="0)log 1= + 1:
C.3. THE TWO MAIN THEOREMS 209For all x 2 B(qn0 ; n0), and for v = u or v = u=xi, i = 1; :::; N , we havejv(x0)j2  2jv(x)j2 + 2jjujj2C1;(
)"02: (C.12)After integration over B(qn0 ; n0), we obtain by denotingSx0(u) = max(ju(x0)j; j ux1 (x0)j; :::; j uxN (x0)j);VNNn0S2x0(u)  2jjujj2H1(B(qn0 ;n0 )) + 2VNNn0"02jjujj2C1;(
);where VN is the volume of the unit sphere in RN . Finally,Sx0(u) s 2VNNn0 jjujjH1(B(qn0 ;n0 )) +p2"0jjujjC1;(
): (C.13)From (C.11) with n = n0 and (C.13), we obtain there exists ; C > 0 suh that for all "; "0 > 0,Sx0(u)  C 1N=2n0 e n0 log 2n0 1" jjPujjL2(
) + jjujjH1(B(q0;0))+C 1N=2n0 "n0 jjujjH1(
) + C"0jjujjC1;(
):We have jjujjH1(
)   jjujjC1;(
) for some  > 0. Furthermore, n0 1(d0+0) > "0 and n0 = n00lead to n0 >  0d0 + 0 "0:We obtain there exists ; C > 0 suh that for all "; "0 > 0,Sx0(u)  C 1"0N=2 e n0 log 2n0 1" jjPujjL2(
) + jjujjH1(B(q0;0))+C  "n0"0N=2 + "0! jjujjC1;(
):Now we introdue the relationship "n0 ="0N2 = "0, and sine n0 < 1 we obtain a new onstantC > 0 suh thatSx0(u)  Ce n0 log 2n0 1"0+Nn0 jjPujjL2(
) + jjujjH1(B(q0;0))+ C"0jjujjC1;(
): (C.14)Sine 1=n0 = en0 log(1=), we have1n0 < elog(1=) log((d0+0)="0)log(1=) +1 = 1 d0 + 0"0 0 ;with 0 = log(1=)= log(1=).Furthermore, sine 1=n0 1 < (d0 + 0)="0, we havelog 2n0 1 < log2(d0 + 0)"0  :
210 ANNEXE C.Then,e n0 log 2n0 1 "0(+N)=n0 = e 1n0  log 2n0 1+(+N) log( 1"0 )  e 1   d0+0"0 0 log2(d0+0)"0 +(+N) log( 1"0 ):As a result, for some new 0 > 0, for suiently small "0 we havee n0 log 2n0 1"0(+N)=n0  e 0"00 log( 1"0 ):For all  > 0, for some new 0 > 0, for suiently small "0 we havee n0 log 2n0 1"0(+N)=n0  e 0"0 :Coming bak to (C.14), we obtainSx0(u)  e0="0 jjPujjL2(
) + jjujjH1(B(q0;0))+ C"0jjujjC1;(
):By denoting " = "0 for any  > 0, for small " > 0,Sx0(u)  e0=" jjPujjL2(
) + jjujjH1(B(q0;0))+ C 0"= jjujjC1;(
):Finally, by denoting 0 = 1=0, for all  < 0 there exists ; "0 > 0 suh that for all " < "0,Sx0(u)  e=" jjPujjL2(
) + jjujjH1(B(q0;0))+ "jjujjC1;(
):By following the history of the onstants  and "0 throughout the proof, it is readily seen that and "0 do not depend on x0 2 
. Furthermore, if we dene !1 ⋐ 
 as the union of the ballsB(q0; 0) when x0 desribes 
, we obtain that for all  < 0, there exists ; "0 > 0 suh that forall " < "0, for all u 2 C1;(
) with u 2 L2(
),jjujjC1(
)  e=" jjPujjL2(
) + jjujjH1(!1)+ "jjujjC1;(
); (C.15)whih is the rst inequality of the proposition.The seond inequality is obtained by using the imbedding C1;(
)! C1(
), for all  2 [0; 1℄. Forx 2 B(qn0 ; n0), we replae (C.12) byju(x0)j2  2ju(x)j2 + 2jjujj2C1(
)"02;and we use the same tehnique as above.The third step of the proof onsists in maximizing0 = log(1=)log(1=) ;with 1 = y6   y2 sin y6   y3 sin  ; 1 = e(y24 y21)   1e(y24 y23)   1 :The inequality (C.15) holds for all  < ~0, with~0 = sup1<; 1<y1<y2<y3<y4<y6 logy6   y2 sin y6   y3 sin  = log e(y24 y21)   1e(y24 y23)   1! : (C.16)
C.3. THE TWO MAIN THEOREMS 211Now, let speify  and the yi as follows, for k 2℄0; 1[ and Æ > 0,8>>>>>>>>><>>>>>>>>>:
 = p1 + k2;y := (1 + k2)1=4;y1 = y;y2 = y(1 + k2Æ);y3 = y(1 + kÆ + k2Æ);y4 = y(1 + Æ + k2Æ);y6 = y(1 + Æ + 2k2Æ): (C.17)A rst order expansion in k around 0 for xed Æ leads tology6   y2 sin y6   y3 sin  = Æ sin 1 + Æ   sin k + oÆ(k);log e(y24 y21)   1e(y24 y23)   1! = 2Æ e2Æ+Æ2e2Æ+Æ2   1k + oÆ(k)By passing to the limit k! 0 and by taking the sup in Æ, we obtain the following partiular value0  ~0 : 0 = supÆ>0 12 sin 1 + Æ   sin  (1  e (2Æ+Æ2));and the optimization problem (C.6) follows by setting x = 2Æ + Æ2 > 0. Remark: we an verify that in fat the values ~0 and 0, dened by (C.16) and (C.6) respetively,atually satisfy ~0 = 0. First, we eliminate  in (C.16) simply by using the hange of variableszi = pyi with i = 1; :::; 6. We obtain~0 = sup1<z1<z2<z3<z4<z6 logz6   z2 sin z6   z3 sin  = log ez24 z21   1ez24 z23   1! : (C.18)We remark that the funtion to maximize in (C.18) is an inreasing funtion of z1 and a dereasingfuntion of z6, that is why we an onsider only the asymptoti situation z1 ! z2 and z6 ! z4. Inorder to simplify the analysis with the remaining variables z2; z3; z4, we denotez3   z2 = ~k~Æz2; z4   z2 = ~Æz2; z2 = ~z;with ~Æ > 0 and ~k 2℄0; 1[. We obtain~0 = sup1<~z; 0<~Æ; 0<~k<1 log 1 + ~Æ   sin 1 + ~Æ   sin    ~k~Æ sin ! = log e(2~Æ+~Æ2)~z2   1e(2(1 ~k)~Æ+(1 ~k2)~Æ2)~z2   1! :Furthermore, it is easy to prove that sine 2~Æ+~Æ2 > 2(1  ~k)~Æ+(1  ~k2)~Æ2, for xed (~k; ~Æ), the funtionto maximize is a non inreasing funtion of ~z > 1, so that the maximum of the funtion is obtainedfor ~z ! 1, and~0 = sup0<~Æ; 0<~k<1 log 1 + ~Æ   sin 1 + ~Æ   sin    ~k~Æ sin ! = log e2~Æ+~Æ2   1e2(1 ~k)~Æ+(1 ~k2)~Æ2   1! :We notie that for xed ~Æ, the maximum of the funtion of two variables is obtained for ~k ! 0, anda rst order expansion in ~k leads us to the same expression as (C.6), that is ~0 = 0. In order toobtain our main theorem, we reall the two following results, the rst one is obtained in [Phu03℄while the seond one is obtained in [Bou08℄.
212 ANNEXE C.Proposition C.2 Let !0; !1 be two open domains suh that !0; !1 ⋐ 
. There exist s; ; "0 > 0suh that 8" 2℄0; "0[, 8u 2 H1(
;),jjujjH1(!1)  " jjPujjL2(
) + jjujjH1(!0)+ "s jjujjH1(
):Proposition C.3 Assume  0  
 is of lass C1;1 and let x0 2  0 and  > 0 suh that
 \ B(x0;  )   0. There exists a neighbourhood !0 of x0, there exist s; ; "0 > 0 suh that8" 2℄0; "0[, for all u 2 H2(
),jjujjH1(
\!0)  " jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)+ "s jjujjH1(
):The inequality holds also for all u 2 C1(
) with u 2 L2(
).We are now in a position to state the main theorem, whih is a onsequene of propositions C.1,C.2 and C.3.Theorem C.1 Let 
  RN be a bounded and onneted open domain with Lipshitz boundary.If the one property is satised with angle  2℄0; =2[, let denote 0() the solution of thefollowing maximization problem0() = 12 supx>0 sin (1  e x)p1 + x  sin  :Let  0 be a non-empty C1;1 open part of 
 and let introdue the operator P =  :   k:,where k is not a Dirihlet eigenvalue of the operator   in 
.For  2 [0; 1℄, for all  2℄0; (1 + )0()=2[, there exist C; Æ0 suh that for all Æ 2℄0; Æ0[, for allfuntions u 2 C1;(
) suh that u 2 L2(
) and whih satisfyjjujjC1;(
) M; jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)  Æ; (C.19)where M > 0 is a onstant, then jjujjH1(
)  C M(log(M=Æ)) : (C.20)If we do not assume that  0 is of lass C1;1, the estimate (C.20) holds under assumption(C.19) and provided we restrit to the funtions u whih satisfy uj 0 = 0 and nuj 0 = 0.Proof: assume rst that  2℄0; 1℄. By using proposition C.1, there exists a domain !1 ⋐ 
 suh that forany  < 0() and any 0 < 0(), there exist ; "0 > 0 suh that for all " < "0, for all u 2 C1;(
) withu 2 L2(
), jjujjC1(
)  e="(jjPujjL2(
) + jjujjH1(!1)) + "jjujjC1;(
);and jjujjC0(
)  e="(jjPujjL2(
) + jjujjH1(!1)) + "0 jjujjC1;(
):If u = 0 and nu = 0 on  0 (ase 2), sine 
 \ B(x0;  )   0, the extension ~u of u by 0 in B(x0;  ) belongsto H1(
 [ B(x0;  );). By applying proposition C.2 to funtion ~u in domain 
 [ B(x0;  ) and by hoosing!0 ⋐ B(x0;  ) \
, we obtain that for suiently small ", for all u 2 C1;(






) + "0 jjujjC1;(
):We onlude that if moreover u satises assumption (C.19) thenjjujjC1(
)  e="Æ + "M; jjujjC0(
)  e="Æ + "0M:
C.3. THE TWO MAIN THEOREMS 213By using the same " optimization proedure as in orollary 1 of [Bou08℄, we obtain that for all  < 0() and0 < 0(), there exists C > 0 suh that for suiently small Æ,jjujjC1(
)  C M(log(M=Æ)) ; jjujjC0(
)  C M(log(M=Æ))0 : (C.21)Sine k is not a Dirihlet eigenvalue of the operator   in 
, there exists a onstant C 0 > 0 suh that for allu 2 H1(
;), jjujjH1(
)  C 0(jjPujjL2(
) + jjujjH1=2(
)): (C.22)With the help of an interpolation inequality, we obtain for some onstant  > 0,jjujjH1=2(
)  jjujj1=2L2(
)jjujj1=2H1(
); (C.23)hene for some new onstant , jjujjH1=2(
)  jjujj1=2C0(
)jjujj1=2C1(
); (C.24)and it follows from (C.21) that jjujjH1=2(
)  C M(log(M=Æ))(+0)=2 :The result follows from (C.22).If we do not assume that u = 0 and nu = 0 on  0, but if moreover  0 is of lass C1;1 (ase 1), then we anapply proposition C.3 in addition to propositions C.1 and C.2, hene for all  < 0() and 0 < 0(), thereexist ; "0 > 0 suh that for all " < "0, for all u 2 C1;(
) suh that u 2 L2(
),jjujjC1(
)  e="(jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)) + "jjujjC1;(
);jjujjC0(
)  e="(jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)) + "0 jjujjC1;(
):We omplete the proof as in the ase 2.As onerns the ase  = 0, the result follows from (C.24), from the seond inequality of (C.21), whih remainstrue, and from the fat that jjujjC1(
) M:
Remark: it is readily shown by analyzing the variations of the funtion k dened on [0;+1[ byk(x) = 12 sin (1  e x)p1 + x  sin  ; (C.25)that the maximization problem (C.6) is well-posed. In partiular, the argument x that maximizes thefuntion is unique. In gure C.2, the graph of funtion k is plotted for inreasing values of , andthe values of funtion 0 are plotted for all values of  2 [0; =2℄. The funtion 0 is inreasing onthe segment [0; =2℄, with 0(0) = 0 and 0(=2) = 1. Remark: the fat that 0(0) = 0 indiates thatwhen  ! 0, whih means that the domain 
 has a usp, the logarithmi stability does not hold anymore. This is onsistent with the result obtained in [ABRV00℄ when the domain is not Lipshitz,then a logarithmi-logarithmi estimate was established. Remark: the fat that 0(=2) = 1 impliesthat for domains of lass C1, theorem C.1 holds for all  < (1+)=2. Hene, in the ase of funtionsu in C1;1(
)  H2(
) ( = 1), theorem C.1 extends the result of orollary 1 in [Bou08℄, whih wassatised for domains of lass C1;1, to domains of lass C1, provided either  0 is of lass C1;1 or werestrit to the funtions u whih satisfy u = 0 and nu = 0 on  0. It is also interesting to note thatin 2D, if 
 has only reentrant orners, then the one property is satised for any  2℄0; =2[, andtheorem C.1 holds for all  < 1. Hene, the orners of angle smaller than  deteriorate the exponent
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Figure C.2: Left : graph of funtion k for inreasing values of  : =16, =10, =6, =4, =3,3=8, 7=16, =2. Right : funtion 0()of the logarithmi stability, while those of angle larger than  do not. A similar remark an be donein 3D.Remark: the obtained funtion (C.25) is strongly dependent on the hoie of the funtion  (x) = jx qj2 whih was used in the exponential weight  = e of our Carleman estimate (C.3). Besides,the values of 0() indued by this hoie and given by (C.6) are not neessarily optimal, exept for = =2, for whih we have proved in [Bou08℄ that 0(=2) = 1 is optimal. By testing other typesof funtion  , in partiular  (x) =  jx  qj with other values of  > 0 and  (x) =   log jx   qj, wehave found other funtions 0, but taking lower values. Remark: from the proof of theorem C.1,we obtain the following orollary onerning the data ompletion problem. This problem onsists, fora funtion u that solves Pu = 0 in 
 in the sense of distributions, to ompute with the help of thevalues of u and nu on  0, the values of u and nu on the omplementary part  1. If u 2 C1;(
), 2℄0; 1℄, solves Pu = 0 in 
 and satises jjujjC1;(
)  M and jjujjC1( 0)  Æ, then for all  < 0(),there exists C; Æ0 > 0 suh that for Æ < Æ0, jjujjC1( 1)  CM=(log(M=Æ)). In a view to derive aonvergene rate of the method of quasi-reversibility, we now study the ase of funtions that areH2(
) for N = 2 and N = 3. We obtain the following theorem.Theorem C.2 We dene the sets 
,  0 and the operator P exatly as in the statement oftheorem C.1.In the ase N = 2 (resp. N = 3), for all  2℄0; 0()=2[ (resp.  2℄0; 0()=4[), there existC; Æ0 suh that for all Æ 2℄0; Æ0[, for all funtions u 2 H2(
) whih satisfyjjujjH2(
) M; jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)  Æ; (C.26)where M > 0 is a onstant, then jjujjH1(
)  C M(log(M=Æ)) : (C.27)If we do not assume that  0 is of lass C1;1, the estimate (C.27) holds under assumption(C.26) and provided we restrit to the funtions u whih satisfy uj 0 = 0 and nuj 0 = 0.
C.4. APPLICATION TO THE METHOD OF QUASI-REVERSIBILITY 215Proof: by lassial imbeddings for Sobolev Spaes (see for example [AF75℄, p. 108), we have that for N = 2,H2(
)! C0;(
), for all  2 [0; 1[, and for N = 3, H2(
)! C0;1=2(
).Then the proof is very similar to the proof of theorem C.1. For all  < 0() in the ase N = 2 (resp. for all < 0()=2 in the ase N = 3), there exists  > 0 suh that for suiently small ", for all u 2 H2(
),jjujjC0(
)  e="(jjPujjL2(
) + jjujjH1(!1)) + "jjujjH2(
);and then by using propositions C.2 and C.3,jjujjC0(
)  e="(jjPujjL2(
) + jjujjH1( 0) + jjnujjL2( 0)) + "jjujjH2(
):Then assumption (C.26) implies jjujjC0(
)  e="Æ + "M:By using the same " optimization proedure as in orollary 1 of [Bou08℄, we obtain that there exists C > 0 suhthat for suiently small Æ, jjujjC0(








));whih ompletes the proof .
C.4 Appliation to the method of quasi-reversibilityIn this setion, we use the stability estimates obtained in previous setion to derive a onvergenerate for the quasi-reversibility method, and therefore to omplete the results already obtainedin [Bou08, KT04℄. The method of quasi-reversibility, rst introdued in [LL67℄, enables one toregularize the ill-posed ellipti Cauhy problems.Speially, we onsider a bounded and onneted open domain 
  RN with Lipshitz boundaryand an open part  0. Now we assume that u 2 H2(
) solves the ill-posed Cauhy problem withdata (g0; g1) 2 H1( 0) L2( 0) : 8><>: Pu = 0 in 
uj 0 = g0nuj 0 = g1: (C.28)In order to solve the Cauhy problem with these unorrupted data (g0; g1), for  > 0 we onsiderthe formulation of quasi-reversibility, written in the following weak form : nd u 2 H2(
) suhthat 8v 2 H2(
), vj 0 = nvj 0 = 0,8><>: (Pu; Pv)L2(
) + (u; v)H2(
) = 0uj 0 = g0nuj 0 = g1: (C.29)Using Lax-Milgram theorem and introduing the solution u to the system (C.28), we easily provethat formulation (C.29) is well-posed. On the other hand, it follows from (C.28) and (C.29) thatthere exist onstants C1; C2 > 0 suh thatjju   ujjH2(
)  C1; jjP (u   u)jjL2(
)  C2p: (C.30)
216 ANNEXE C.Using (C.30) and theorem C.2 in the ase 2 for funtion u   u 2 H2(
), we obtain the followingonvergene rate : there exists C > 0 for all  2℄0; 0()=2[ (resp.  2℄0; 0()=4[) for N = 2 (resp.for N = 3), suh that for suiently small  > 0,jju   ujjH1(
)  C 1(log(1=)) : (C.31)Note that if additionally we assume that u   u 2 H3(
) andjju   ujjH3(
)  C1; (C.32)with the help of the imbeddings H3(
) ! C1;(
) for all  2 [0; 1[ and H3(
) ! C1;1=2(
), theestimate (C.31) holds for all  2℄0; 0()[ (resp.  2℄0; 30()=4[) for N = 2 (resp. for N = 3).In order to test the optimality of (C.31), we introdue a disretized weak formulation of quasi-reversibility, whih is assoiated to the ontinuous weak formulation (C.29). In this view, weonsider the partiular ase N = 2, P =  , and 
 is a polygonal domain. We use the so-alledFraeijs de Veubeke's nite element (F.V.1), introdued in [Fra74℄ and analyzed in [LL75℄. Thisnononforming nite element, initially designed to solve plate bending problems, an be also usedto solve the quasi-reversibility formulation (C.29). In the present paper, we briey desribe suhelement, but a omprehensive analysis of the disretized formulation is postponed in [BD10a℄.We onsider a regular triangulation Th of 
 (see [Cia78℄ for denition) suh that the diameter ofeah triangle K 2 Th is bounded by h. The set  0 onsists of the union of the edges of sometriangles K 2 Th, and the omplementary part of the boundary 
 is denoted  1. We denote Wh,the set of funtions wh 2 L2(
) suh that for all K 2 Th, whjK belongs to the spae of shapefuntions PK in K (see [LL75℄ for denition of PK), and suh that the degrees of freedom oinide,that is : the values of the funtion at the verties, the values at the mid-points of the edges of theelement, and the mean values of the normal derivative along eah edge.Then, we dene Vh;0 as the subset of funtions of Wh for whih the degrees of freedom on the edgesontained in  0 vanish, and Vh as the subset of funtions of Wh for whih the degrees of freedomon the edges ontained in  0 oinide with the orresponding values obtained with data g0 and g1.For  > 0, we onsider the disretized formulation of quasi-reversibility, written in the followingweak form : nd uh; 2 Vh, suh that for all wh 2 Vh;0,XK2Th n(uh;;wh)L2(K) + (uh;; wh)H2(K)o = 0: (C.33)To analyze onvergene when h tends to 0, we introdue the norms jj:jj2;h and jj:jj1;h, whih aredened, for wh 2Wh, byjjwhjj22;h = XK2Th jjwhjj2H2(K); jjwhjj21;h = XK2Th jjwhjj2H1(K):By adapting to our ase the arguments used in [BMR04℄ with the Morley's nite element for theplate bending problem, we prove that provided u is smooth enough, then for xed , jjuh;  hujj2;h ! 0 like h when h! 0, where hu is the interpolate of u inWh. By using the estimate(C.31), we onlude that for small xed h, we have the approximate onvergene rate in  :jjuh;   hujj1;h . C 1(log(1=)) : (C.34)This is the reason why we hope to apture the logarithmi exponent  by using a rened mesh.In our numerial experiments, we solve the problem (C.33) with data g0 = uj 0 and g1 = nuj 0for dierent harmoni funtions u dened by um = Re(zm), with z = x + iy and m = 1; 2; :::.













Figure C.3: Domains 
 under onsiderationFor inreasing values of m, the orresponding funtion um is more and more osillating, whihis likely to deteriorate the onvergene rate in  for xed h. We stop inreasing m as soon asjjuh;   hujj1;h beomes bigger than 0:1 jjhujj1;h, that is when h is not suiently small toenable the regularization proess in . In order to test dierent angles , 
 is either a triangle ofsmaller angle 2 = =8, 2 = =5, 2 = =3, or a pentagon of smaller angle 2 = =2 (see gureC.3). The set  0 overs 60% of the total boundary 
 in all ases. The size of the mesh h is xedto 1=150, whih has to be ompared to the edge of length 1 suh as indiated on gure C.3. Thegure C.4 represents the funtion hu for u = Re(z3) in the ase 2 = =3, as well as the funtionuh;   hu, where uh; is the solution of (C.33) for  = 10 2,  = 10 4 and  = 10 6. In orderto apture the dependene of jjuh;   hujj1;h on  given by (C.34), we plotlog(jjuh;   hujj1;h) = F (log(log(1=)))for funtions u = um whih orrespond to inreasing values of m. The rst important result is thatthe graph of the funtion F we obtain is atually a line of negative slope, whih is an experimentalonrmation of the logarithmi stability we have established. Furthermore, we remark that thisslope is dereasing with m, as predited above. The gure C.5 learly illustrates this fat, in thease 2 = =3, for m = 2; 3; 5. The seond and main important result is the way the slope dependson the smaller angle 2 of the polygon. As an be seen on gure C.6, the slope of F is inreasingas a funtion of  for xed m, as predited by (C.6). More preisely, we observe that for inreasingvalues of m, the slope tends asymptotially to some value whih is approximately the value 0()given by (C.6), in partiular for small values of . Hene, it turns out that our estimate (C.31)for any  < 0() (with the additional regularity assumption (C.32)), whih is not proved to beoptimal, seems not far away from optimality.
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Figure C.4: Exat solution Re(z3) for angle 2 = =3, disrepany between the retrieved and theexat solution for  = 10 2,  = 10 4 and  = 10 6




























Figure C.6: Slope of the linear funtion F as a funtion of m, for 2 = =8, =5, =3, =2,ompared to the theoretial slope 0()
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Méthodes de quasi-réversibilité et de lignes de niveau appliquées aux pro-blèmes inverses elliptiquesRésumé : e travail s'intéresse à l'utilisation de la méthode de quasi-réversibilité pour la résolutionde problèmes inverses, un exemple typique étant le problème inverse de l'obstale. Nous proposonspour e dernier une nouvelle approhe ouplant la méthode de quasi-réversibilité et une méthode delignes de niveau. Plus préisément, à partir d'un ouvert andidat !, nous résolvons un problème deCauhy à l'extérieur de !, puis nous mettons à jour et ouvert par la méthode de lignes de niveau.La solution approhée du problème de Cauhy est obtenue en utilisant la méthode de quasi-réversibilité, introduite par J.L. Lions et R. Lattès dans les années soixante. Nous proposons dié-rentes formulations de ette méthode, ainsi que sa disrétisation par éléments nis non onformesadaptés à l'espae de Sobolev H2, et nous prouvons la onvergene des éléments nis. En présened'une donnée bruitée, nous introduisons une nouvelle méthode basée sur la dualité en optimisationet le prinipe de Morozov. Nous montrons que ette méthode fournit des données régularisées et unhoix de paramètre de régularisation pertinent pour la quasi-réversibilité.En e qui onerne la mise à jour de l'ouvert !, nous proposons deux méthodes de lignes deniveau très diérentes : la première est basée sur une équation eikonale, la seonde sur une équationde Poisson. Nous prouvons que es deux approhes assurent la onvergene vers l'obstale.Finalement, nous présentons des résultats numériques pour ette approhe ouplant quasi-réversibilité/lignes de niveau dans diérentes situations : problème inverse de l'obstale ave ondi-tion de Dirihlet, détetion de défauts dans une struture élasto-plastique...Mots lés : problème de Cauhy elliptique, problème inverse de l'obstale, méthode de quasi-réversibilité, méthode de lignes de niveau.Quasi-reversibility and level set methods applied to ellipti inverse prob-lemsAbstrat: this work onsiders the quasi-reversibility method for solving some inverse problems,a typial example being the inverse obstale problem. We propose for the latter a new approahthat ouples the quasi-reversibility method and a level set method. More preisely, from a andidateopen domain !, we solve a Cauhy problem outside !, and then update ! using the level set method.The approximated solution of the Cauhy problem is obtained by using the quasi-reversibilitymethod introdued by J.L. Lions and R. Lattès in the sixties. We propose dierent formulations ofthis method, as well as its disretization by nononforming nite elements adapted to the frameworkof Sobolev spae H2, and we prove the onvergene of the nite elements. In the presene of noisydata, we introdue a new method based on duality in optimization and the Morozov's disrepanypriniple. We establish a relationship between this method and the quasi-reversibility; in partiular,we show that it provides regularized data and a relevant regularization parameter that inrease theeieny of quasi-reversibility.Regarding the update of the open domain !, we propose two very dierent level set approahes:one is based on an eikonal equation, the other on a Poisson equation. We prove that this twoapproahes guarantee onvergene to the obstale.Finally, we present numerial results for this oupled quasi-reversibility/level set approah indierent situations: inverse obstale problem with Dirihlet ondition, detetion of some defets inan elastoplasti struture...Keywords: ellipti Cauhy problem, inverse obstale problem, quasi-reversibility method, levelset method.
