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Resumen
Se presenta un me´todo general para la deteccio´n, de forma no invasiva, de la postura corporal de varias personas a partir de la
informacio´n capturada por mu´ltiples ca´maras. Se sigue una ﬁlosofı´a basada en el entrenamiento previo de un modelo articulado y
posterior seguimiento. La principal aportacio´n es la posibilidad de detectar varias personas simulta´neamente. Se utiliza un modelo
articulado para deﬁnir las posturas que puede adoptar una persona. Mediante bases de datos de captura de movimiento se selecciona
un conjunto de clases o actividades predeﬁnidas. El entrenamiento reduce la complejidad del modelo articulado a partir de te´cnicas
no lineales de reduccio´n de dimensionalidad. Ası´, las diferentes actividades de una persona quedan deﬁnidas de manera compacta
por un conjunto de valores de baja dimensionalidad. Posteriormente, un ﬁltro de partı´culas mixto (estados discretos y continuos)
es utilizado para detectar la postura y el tipo de movimiento simulta´neamente. Las hipo´tesis resultantes, seleccionadas automa´tica-
mente a partir de la distribucio´n de partı´culas, son reﬁnadas usando un optimizador no lineal que hace uso de funciones ’a priori’
del tipo de movimiento entrenado. La propuesta se ha evaluado con un me´todo simple pero esta´ndar, basado en la comparacio´n
de volu´menes cilı´ndricos articulados con volu´menes del cuerpo humano, extraidos automa´ticamente a partir de las ima´genes. Se
consigue una precisio´n cercana a trabajos del estado del arte que no tienen en cuenta a ma´s de una persona y ofrece un marco
de trabajo ﬂexible para futuras investigaciones. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos
reservados.
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1. Introduccio´n
En los u´ltimos an˜os, una gran cantidad de trabajos han con-
tribuido en la captura de movimiento no invasiva (sin marcas
artiﬁciales) de personas. En la mayorı´a de los casos la inves-
tigacio´n se ha centrado en la deteccio´n de movimiento de una
sola persona a partir de una red de ca´maras. Hay pocos trabajos
centrados en la deteccio´n de movimiento de mu´ltiples personas.
La capacidad de obtener simulta´neamente la postura corporal
de varias personas abre en gran medida el campo de aplicacio´n
de este tipo de algoritmos, como el reciente Kinect de Micro-
soft ha demostrado (Shotton et al. (2011)). Kinect utiliza una
base de datos muy amplia, lo que permite asociar ra´pidamen-
te formas tridimensionales y posicio´n de articulaciones. Como
contrapartida, es especı´ﬁco al sistema de observacio´n con el que
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ha sido entrenado, en este caso, una ca´mara 2.5D. En otro traba-
jo reciente (Liu et al. (2011)) se propone una sistema capaz de
detectar mu´ltiples personas a partir de ima´genes tomadas me-
diante una red de ca´maras. En dicho trabajo resulta crucial la
segmentacio´n de las siluetas de las personas realizada en las
ca´maras, y aunque con resultados prometedores, esta´ lejos de
poder aplicarse en un entorno real con menos grado de control
sobre la iluminacio´n y el fondo.
Las te´cnicas de captura de movimiento pueden dividirse en
tres categorı´as principales: me´todos basados en aprendizaje, los
cuales limitan el nu´mero de movimientos utilizables (Urtasun
(2006)); me´todos sin modelo, que no utilizan informacio´n “a
priori” para modelar el cuerpo humano (Chu et al. (2003)); y
me´todos basados en modelo, que hacen corresponder un mode-
lo humano creado “a priori” con la informacio´n observada, en
cualquier tipo de movimiento (Bottino and Laurentini (2001),
Gall et al. (2010a), Gall et al. (2009)). La propuesta realizada
en este trabajo esta´ a medio camino entre me´todos basados en
entrenamiento y me´todos basados en modelo.
Existen ba´sicamente tres variantes de sensado estudiadas en
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Figura 1: (a). Recoleccio´n de informacio´n a partir de la base de datos. (b) Alineacio´n de esqueletos con SGPA (Stratiﬁed Generalized Procrustes Analysis). (c)
Actividades representadas en el espacio latente. (d) Estimacio´n ﬁnal de las posturas
la literatura: el complicado caso monocular (Gall et al. (2010b));
los exitosos sensores 2.5D, como Kinect y las ca´maras de tiem-
po de vuelo; y los me´todos multica´mara, donde varias ca´maras
permiten la utilizacio´n de propuestas basadas en Shape-from-
Silhouette (SfS) para obtener volu´menes tridimensionales a par-
tir de ima´genes en mu´ltiples ca´maras. La propuesta presentada
en este trabajo es un me´todo general basado en la utilizacio´n
de informacio´n ’a priori’ de movimiento humano para seguir
mu´ltiples personas a partir de diversos sistemas de sensado. Pa-
ra compararse con el estado del arte, gracias a la base de datos
HumanEva (Sigal et al. (2010)), se ha elegido un me´todo de
reconstruccio´n tridimensional basado en la te´cnica de SfS.
El me´todo propuesto se basa en una ﬁlosofı´a de entrenar
para posteriormente hacer el seguimiento. A partir de bases de
datos de captura de movimiento, se entrenan y etiquetan movi-
mientos humanos realizados por varios individuos. Dado el alto
nu´mero de dimensiones que se requieren para modelar el movi-
miento humano articulado, se utiliza una te´cnica de reduccio´n
de dimensionalidad para los movimientos entrenados. Hay es-
tudios (Urtasun (2006)) que muestran que los movimientos hu-
manos son intrı´nsecamente no lineales. Por lo tanto, se preﬁere
un mapeado no lineal a alternativas como Principal Component
Analysis (PCA). De entre todas las posibilidades existentes, en
este trabajo se propone el uso de GPLVM (Gaussian Process
Latent Variable Model, Lawrence (2005)), debido a su popu-
laridad y a que comparar la precisio´n de distintas te´cnicas de
reduccio´n de dimensionalidad se sale del objetivo de este traba-
jo. Desde la aparicio´n de GPLVM, ha sido modiﬁcado, dando
origen a algoritmos como SGPLVM (Grochow et al. (2004),
GPDM (Wang et al. (2006)) o B-GPDM (Urtasun (2006)). Es-
tas modiﬁcaciones no son relevantes de cara al propo´sito del
trabajo propuesto.
La informacio´n obtenida con el entrenamiento se usa como
conocimiento ‘a priori’ para un ﬁltro Bayesiano utilizado para
el seguimiento de mu´ltiples personas. En particular se trata de
un ﬁltro de partı´culas de estado mixto (Isard and Blake (1998)).
Utiliza estados discretos que identiﬁcan distintos movimientos,
y estados continuos para parametrizar la postura (GPLVM co-
diﬁca la posicio´n y orientacion globales del cuerpo).
Finalmente, un algoritmo de optimizacio´n no lineal, que
utiliza informacio´n estadı´stica (mı´nimos cuadrados no linea-
les, Marquardt (1963)), entrega la postura ﬁnal con precisio´n.
El uso de un proceso de reﬁnado no lineal permite una mejor
deteccio´n de posturas que se alejan signiﬁcativamente de aque-
llas usadas en el entrenamiento, utilizando la salida del ﬁltro
de partı´culas como punto de partida para la optimizacio´n. El
esquema se muestra en la Figura 1. Las contribuciones princi-
pales del me´todo propuesto son:
1. Estimacio´n de la postura de mu´ltiples personas mediante
un u´nico seguidor, gracias a un proceso de clasiﬁcacio´n.
2. Proceso de seguimiento en dos etapas (primera aproxima-
cio´n mediante entrenamiento, proceso de generalizacio´n
mediante optimizacio´n no lineal), que a su vez permite
realizar reconocimiento de actividades
La robustez de esta propuesta se evalu´a con una serie de
experimentos en la sesio´n de resultados.
2. Resumen
La idea principal del me´todo propuesto es utilizar el co-
nocimiento del movimiento humano aprendido “a priori” para
detectar distintas actividades y seguir mu´ltiples personas. Esta
informacio´n se consigue entrenando distintas actividades con
un algoritmo de reduccio´n de dimensionalidad (GPLVM). El
resultado del entrenamiento es una serie de trayectorias relati-
vamente simples en el espacio generado de dimensio´n reducida
o espacio latente, como se muestra en la Figura 1. Estos da-
tos, junto con el sensado online, se utilizan como entrada pa-
ra un ﬁltro de partı´culas. El cual retorna una aproximacio´n de
las posturas observadas (volu´menes obtenidos a partir de una
te´cnica de SfS), basa´ndose en la deteccio´n de hipo´tesis alta-
mente probables. Estas posturas son reﬁnadas con una te´cnica
de optimizacio´n, que proporciona la salida ﬁnal del algoritmo
propuesto.
2.1. Modelado de la postura
La postura humana se parametriza utilizando un modelo ar-
ticulado rı´gido con 20 puntos tridimensionales. Cada uno esta´ se
asocia a una de las Njoints del esqueleto humano elegidas. Es
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decir, se utiliza un vector 60-dimensional, que se deﬁne como
υ = {xi joint , yi joint , zi joint }Njointsi=1 .
Como se muestra en la Figura 2, para generar volu´menes
humanos a partir de un vector de postura υ, se construye un
modelo cilı´ndrico superpuesto al modelo articulado, para reﬂe-
jar lo mejor posible las proporciones del cuerpo. Esta es una
de las razones por las que se ha elegido parametrizar el mo-
delo articulado con puntos 3D y no a´ngulos, ya que al utilizar
cilindros para modelar segmentos corporales, se aporta una si-
metra´ tal que uno de los a´ngulos de rotacio´n del mismo no mo-
diﬁca la conﬁguracio´n de su superﬁcie. Adema´s, ası´ se evitan
ciertas ambiguedades que aparecen cuando los a´ngulos son cer-
canos a 0 y 360, y se obtiene una mejor representacio´n en el
espacio de baja dimensionalidad (Urtasun (2006)).
En este trabajo tambie´n se propone el uso de un me´todo
esta´ndar de SfS para obtener volu´menes 3D de las personas
presentes en la habitacio´n, a partir de fusionar las siluetas re-
sultantes de la segmentacio´n de las ima´genes obtenidas en las
distintas ca´maras. Ver Figura 9.
Figura 2: (a) Modelo cilı´ndrico utilizado con el esqueleto contenido. (b) Mo-
delo cilı´ndrico (c) Diferentes vistas del modelo articulado de 60 dimensiones
utilizado.
3. Proceso de entrenamiento
El objetivo del proceso de entrenamiento es encontrar una
forma de generalizar, con un nu´mero pequen˜o de para´metros,
la posicio´n de las distintas articulaciones bajo una serie de mo-
vimientos etiquetados (andar, correr...). La posicio´n precisa de
las 20 articulaciones es conocida.
Una secuencia de entrenamiento esta´ formada por un con-
junto de posturas Υ = {υi}NTi=1 de una persona, en una secuencia
de NT fotogramas. Se propone representar los vectores de pos-
tura en un espacio de pocas dimensiones conocido como espa-
cio latente Λ = {λi}NTi=1. Este mapeado, tambie´n conocido como
funcio´n de regresio´n f , se deﬁne como:
Υ = f (Λ, B) (1)
donde B son los para´metros del mapeado, y representan los
estadı´sticos de la dina´mica del modelo. La funcio´n f puede ser
lineal, como es el caso de PCA, o no lineal, como GPLVM.
Como ya se ha mencionado, ya que los movimientos humanos
son de naturaleza no lineal, se utiliza GPLVM para establecer
el mapeado entre parejas {λi, υi}.
Antes de expresar el conjunto de posturas Υ en el espacio
latente, todo el conjunto se alinea mediante el me´todo Procrus-
tes Generalizado (Bartoli et al. (2010)) (Figura 1). Mediante
el me´todo de procrustes se eliminan los componentes de rota-
cio´n y traslacio´n de cada fotograma de la secuencia. Adema´s,
la postura media de la secuencia yμ se resta a los datos. E´sta
sera´ posteriormente an˜adida para regenerar la postura completa
a partir de un punto en el espacio latente.
La funcio´n f es entrenada iterativamente con GPVLM, re-
ﬁnando una inicializacio´n de Λ que se ha obtenido mediante
PCA. GPLVM esta´ basado en PCA probabilı´stico (Lawrence
(2005)) que an˜ade una funcio´n kernel para permitir mapeados
no lineales, a trave´s de Procesos Gaussianos (Bernardo et al.
(1992), Williams (1998)).
4. Proceso de seguimiento
Se utiliza un Filtro de Partı´culas (PF) de estado mixto para
seguir mu´ltiples posturas. A diferencia de un PF convencional,
permite procesos donde conviven estados continuos y discre-
tos en el vector de estado. Este me´todo ha sido utilizado pa-
ra conmutar automa´ticamente entre modelos (Isard and Blake
(1998)). El me´todo ba´sico esta´ descrito en Doucet (1997). Se
deﬁne un espacio de estados extendido como se muestra:
Xt = (xt, δt), xt ∈ RNM , δt ∈ {1, ...,NM} (2)
donde xt es el vector de estados continuos convencional y δt
es una variable discreta, que etiqueta al modelo asociado con el
estado completo Xt. La matriz de probabilidades de transicio´n
T = {ti j} describe co´mo de probable es ir desde el estado actual
i hasta el estado j. El conjunto de partı´culas asociado con cada
modo de probabilidad m en el instante t puede deﬁnirse como
se muestra en la Ecuacio´n 3:
Sm,t = {Smi,t}NPi=1 = {(xΛmi,t, xMmi,t, xΦmi,t, xmi,t)}NPi=1 (3)
donde el espacio de estados extendido propuesto se des-
compone como sigue: xΛmi = (xλ1, · · · , xλQ) es un punto Q-
dimensional en el espacio latente, xMmi = (xx, xy, xz) son coor-
denadas tridimensionales en el espacio de observacio´n en el
que la postura sera´ situada, xΦmi es el a´ngulo de orientacio´n
de la postura en el eje longitudinal anato´mico, y δmi es el esta-
do discreto asociado a la partı´cula, que codiﬁca el modelo de
movimiento aprendido correspondiente. Finalmente, Np es el
nu´mero de partı´culas por modo. Por lo tanto, el nu´mero total de
partı´culas es NTP = NmNp. El algoritmo propuesto puede verse
en la Figura 3, y se explica a continuacio´n.
4.1. Inicializacio´n
Se obtiene el conjunto de partı´culas inicial Sm,t = {Smi,t}NPi=1
para cada modo m. Los distintos componentes del vector de
estado se obtienen de la siguiente forma:
1. Las variables de estado discretas {δmi,t}NPi=1 se obtienen al
muestrear los distintos movimientos que han sido apren-
didos (1, · · · ,NM) segu´n una distribucio´n uniforme.
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Figura 3: Resumen esquema´tico del proceso de seguimiento
2. Los puntos en el espacio latente {xΛmi,t}NPi=1, se obtienen
muestreando aleatoriamente del movimiento aprendido
Λδmi,t asociado con la variable discreta, y luego an˜adiendo
una dispersio´n ΔΛi:
xΛmi,t = (xλ1, · · · , xλQ) + ΔΛi
ΔΛi = (N(0, κΛσλ1), · · · ,N(0, κΛσλQ)) (4)
donde {σλ j}Qj=1 es la desviacio´n esta´ndar del movimiento
aprendido elegido, en cada dimensio´n j del espacio laten-
te, y κΛ es una constate ajustada a mano.
3. Las coordenadas globales {xMmi,t}NPi=1 se obtienen an˜adien-
do una dispersio´nΔMi al centroide de los distintos volu´me-
nes SfS.
4. Finalmente, la orientacio´n {xΦmi,t}NPi=1 se obtiene muestrean-
do uniformemente el intervalo {0, 2π} radianes.
4.2. Prediccio´n y reinicializacio´n
Se obtiene la prediccio´n del conjunto de partı´culas:
Sm,t|t−1 = {Smi,t|t−1}N
′
P
i=1,
para cada modo m. El nu´mero de partı´culas para cada modo se
deﬁne como:
NP = N
′
P + αKNP + αRNP (5)
Donde αK es una proporcio´n del total de partı´culas disponi-
bles para el modo, usada para reducir el efecto ’kidnapping’, y
αR es otra porcio´n utilizada para la reinicializacio´n. Los distin-
tos componentes del vector de estados se obtienen como sigue:
1. Los estados discretos {δmi,t}NPi=1 se muestrean de acuerdo
con la matriz de transicio´n T , y posteriormente la parte
latente del vector de estado {xΛmi,t}NPi=1 se calcula segu´n la
siguiente expresio´n:
xΛmi,t =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min(d( f −1(xΛmi,t−1),Λδmi,t−1 )) + ΔΛi
i fΛδmi,t = Λδmi,t−1
xλmi,t−1 + Δλi otherwise
(6)
Es decir, si la actividad realizada no cambia, se an˜ade dis-
persio´n al punto del entrenamiento ma´s cercano a la pos-
tura actual. Si la actividad realizada cambia, solamente se
an˜ade dispersio´n.
2. Un porcentaje αK del total NP de partı´culas del modo se
utiliza para distribuir xΛmi,t uniformemente a lo largo de
todo el espacio latente entrenado, como en el paso de ini-
cializacio´n. Las coordenadas globales {xMmi,t}NPi=1 se ob-
tienen dispersando el estado en el instante anteriror.
3. Se hace lo mismo para la orientacio´n {xΦmi,t}NPi=1.
Finalmente, y conocido como paso de reinicializacio´n, una
proporcio´n αR del total de partı´culas disponible para el modo,
es utilizado para buscar en todo el espacio de estados. Se utiliza
el mismo me´todo que en la inicializacio´n, cada cierto nu´mero
de iteraciones TRe. Esto se hace para robustecer el algoritmo,
permitiendo recuperarse mejor de pe´rdidas de seguimiento.
4.3. Formacio´n de la Funcio´n Densidad de Probabilidad (PDF)
y conversio´n de partı´culas
Los distintos modos de probabilidad se juntan antes de rea-
lizar los pasos de ponderacio´n y remuestreo. La PDF se com-
pone de la siguiente forma:
S
′
t|t−1 = {Sm,t|t−1}Nmm=1 (7)
Una vez que S′t|t−1 esta´ formada, cada partı´cula se convierte
a una postura yρi,t reconstruida en el espacio de observaciones,
aplicando el mapeado f −1 y an˜adiendo la media de la secuencia
yμδi previamente restada. Por lo tanto, en este punto se tiene un
conjunto de NTP posturas en el espacio de observaciones, listas
para aplicar el paso de ponderacio´n.
4.4. Ponderacio´n
Una funcio´n θ se aplica a cada postura yρi,t para obtener la
misma postura parametrizada mediante a´ngulos, yΦi,t, ya que
sera´ ma´s u´til para el proceso de optimizacio´n posterior:
yΦi,t = θ(yρi,t) = (JC ,Γ) (8)
donde JC = ( jCX , jCY , jCZ) es la posicio´n 3D de una de las
articulaciones, y Γ = {αi.βi}Nji=1 es la parametrizacio´n en coor-
denadas esfe´ricas de los Nj segmentos corporales. Un modelo
cilı´ndrico Ψ es creado para recrear de forma aproximada las
proporciones del volumen del cuerpo humano:
Ψ = {ψi}Nji=1 = {ωi, τi}Nji=1 (9)
Cada miembro τi deﬁne el radio del cilindro asociado a la
parte del cuerpo, con longitud ωi. Los valores de τi se estable-
cen a mano, y las longitudes ωi se obtienen mediante datos de
captura de movimiento. El peso de cada partı´cula wi,t se calcula
mediante la siguiente expresio´n:
wi,t =
Nj∏
i=1
ξi (10)
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donde ξi es el porcentaje de llenado de cada segmento cor-
poral. Es decir, el nu´mero de puntos observados YO,t que caen
dentro de las distancias deﬁnidas por Ψ, descritas como Ω(TO,t)
son contadas y pesadas con wO,t. Por lo tanto, cuanto ma´s vo-
lumen observado haya dentro del modelo cilı´ndrico, y cuantas
ma´s ca´maras hayan visto ese volumen, mayor peso tiene esa
hipo´tesis. Analı´ticamente, el porcentaje de llenado por articula-
cio´n i es:
ξi =
Ω(YO,t)
πτ2i ωi
ρ3
+
4πτ3i
3ρ3
∑NI
i=1 wOi,t |d(YO,t, ψi) < τi
NI
(11)
El primer te´rmino modela el porcentaje de llenado de ca-
da cilindro. Como esta´ deﬁnido como una distancia a segmento
corporal, el cilindro tiene en realidad una semiesfera en cada
extremo. Por ello, aparece el volumen de la esfera en el deno-
minador. El segundo te´rmino mide co´mo de probable fueron
las observaciones que caen dentro del modelo. Esta´ normali-
zado frente a la ma´xima posible NI . Es decir, la probabilidad
obtenida si todos los puntos que cayesen dentro del segmento
corporal fuesen observados por todas las ca´maras. Por lo tan-
to, ambos te´rminos se encuentran dentro del intervalo [0, 1], lo
que tambie´n se cumple para cada ξi y cada peso asociado wi,t.
Finalmente, se normaliza el conjunto de pesos.
4.5. Remuestreo con asociacio´n previa y normalizacio´n
Con el sistema de pesos utilizado, es posible que un modo
de probabilidad desapareza despue´s de remuestrear si sus pesos
son demasiado bajos respecto los de otros modos. Para evitar
esto, se identiﬁcan y normalizan los distintos modos de proba-
bilidad, como se muestra en la Figura 4
Figura 4: Modo probabilı´stico antes del remuestreo.
El paso de remuestreo es ide´ntico al Bootstrap: se reprodu-
cen las partı´culas con mayores pesos y se eliminan las de menor
peso. Pero el nu´mero de partı´culas no permanece constante, ya
que un cierto nu´mero volvera´ a ser insertado en el paso de re-
inicializacio´n del pro´ximo instante de tiempo. El conjunto de
partı´culas obtenido es:
S
′′
t|t−1 = {s
′′
i,t|t−1}Nm(N
‘
P+αKNP)
i=1 (12)
4.6. Asociacio´n de partı´culas
Se calcula el nu´mero de personas presentes en la escena
utilizando un algoritmo de asociacio´n lineal, con soporte para
un nu´mero variable de grupos. Los datos de entrada para este
algoritmo son la parte del vector de estados correspondiente a
la posicio´n global, {xMi,t}Nm(N
‘
P+αKNP)
i=1 . Se asume por lo tanto que
las distintas personas esta´n los suﬁcientemente alejadas unas
de otras como para garantizar una clasiﬁcacio´n existosa, lo que
produce un conjunto de NG grupos:
{Gi}NGi=1 = {gi, {l j}NMGij=1 }NGi=1 (13)
donde gi = (xgi, ygi) es el centroide del grupo y l j son los
miembros asociados en el grupo. Las posturas ﬁnales en el es-
pacio de observacion altamente dimensional yρm,t son obtenidas
promediando las partı´culas remuestreadas que forman cada mo-
do m.
En este punto hay NG personas y Nm modos totales listos
para el proceso de optimizacio´n.
5. Proceso de optimizacio´n
Adema´s del proceso de seguimiento, se utiliza un proceso
de optimizacio´n a partir de la salida del seguidor para mejorar
las posturas ﬁnales. Se utiliza un algoritmo mı´nimos cuadrados
no lineales para cada modo de las partı´culas, para minimizar el
error :
2 =
Nm∑
i=1
‖1 − {ξi}Nji=i‖2 + ϑ‖P − ypm,t‖2 (14)
El primer te´rmino se utiliza para medir el porcentaje de lle-
nado del modelo cilı´ndrico, ya que la variable ξi mide el porcen-
taje de llenado: es 0 si no hay ninguna parte de la reconstruccio´n
dentro del modelo cilı´ndrico, y 1 si el modelo esta´ completa-
mente ocupado por la reconstruccio´n. Es decir, cuanto mejor se
ajuste el modelo a las observaciones, ξi sera´ ma´s cercano a 1, y
por lo tanto el te´rmino tendera´ a 0 cuando es optimizado. Este
te´rmino por lo tanto modela el mismo criterio utilizado al eva-
luar los pesos. El segundo te´rmino se utiliza para regularizar la
postura ﬁnal yρm,t, y asegurar que no es demasiado distinta a la
postura de salida P del seguidor, manteniendo propiedades iner-
ciales. Co´mo de distinto es permitido que sea se controla con el
hiperpara´metro ϑ, elegido empı´ricamente. Nm es el nu´mero de
modos y Nj es el nu´mero de segmentos corporales. La Figura 5
muestra los efectos del reﬁnamiento en las posturas:
Figura 5: Efecto de la optimizacio´n en las posturas ﬁnales. (a) Punteado rojo:
salida del seguidor. Azul continuo: postura optimizada. Puntos azules: vo´xeles
de SfS. (b) Gris: modelo volume´trico de la salida del seguidor. Azul oscuro:
modelo volume´trico de la postura optimizada
6. Resultados
En esta seccio´n se muestran los resultados de tres experi-
mentos ideados para validar el concepto y aplicacio´n del traba-
jo propuesto. Se pueden observar varios fotogramas de la salida
del sistema en la Figura 11.
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Figura 6: Resultados de precisio´n en relacio´n con distintos para´metros. Izquierda: variando el nu´mero de ca´maras. Centro: variando el nu´mero de partı´culas NP, y
habilitando o no el proceso de optimizacio´n. Derecha: variando el periodo de reinicializacio´n TRe. Resultados parametrizados para una, dos y tres personas en la
escena.
1. Experimento A: El objetivo es conocer la cantidad mı´ni-
ma de articulaciones que es necesario observar para se-
guir la postura humana con un nivel de precisio´n acepta-
ble.
2. Experimento B: Con el nu´mero de articulaciones mı´nima
obtenida gracias al experimento A, se aplica el algoritmo
de seguimiento propuesto para analizar su precisio´n en
presencia de ma´s de una persona.
3. Experimento C: La ﬁnalidad es evaluar el funcionamien-
to del me´todo propuesto, en cuanto a precisio´n y recono-
cimiento de actividades, con un sistema de observacio´n
real, en este caso el SfS. Para ello se sigue un proceso
de ajuste de los para´metros ma´s relevantes del algoritmo
propuesto.
Para la consecucio´n de los objetivos ideados con estos ex-
perimentos, y adema´s permitir una mejor comparacio´n con el
estado del arte, se utiliza la base de datos esta´ndar de la comu-
nidad, HumanEva. Se proporcionan ima´genes de tres ca´maras a
color y cuatro en blanco y negro. Los para´metros del algoritmo
que se han mantenido ﬁjos a lo largo del proceso se muestran
en la Tabla 1.
En el experimento A se utiliza una secuencia de 600 foto-
gramas, durante la que hay un cambio entre la accio´n ”andar” y
la accio´n ”correr”. Se mide el error de reconstruccio´n de la pos-
tura frente al nu´mero de articulaciones observadas. Se muestrea
aleatoriamente en cada fotograma el nu´mero deseado de articu-
laciones, directamente desde el groundtruth (por lo tanto no se
han utilizado SfSs en esta prueba), por lo que no hay error de
posicio´n intrı´nseco. Sin embargo, esto es va´lido para encontrar
una relacio´n entre error y cantidad de informacio´n disponible.
Los resultados se muestran en la Figura 7.
Tabla 1: Para´metros utilizados para los experimentos
αR αK σMXY σMZ σΦ T
250% 15% 150mm 20mm 0.45rad uniforme
Se puede apreciar una reduccio´n signiﬁcativa el error al ob-
servar ma´s de una articulacio´n. A partir de dos articulaciones,
el error decrece de forma mucho ma´s progresiva. Esto se debe
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Figura 7: Error de seguimiento frente al nu´mero de articulaciones observadas.
a que la orientacio´n xΦmi correcta se deﬁne con dos puntos tri-
dimensionales, ya que se trata u´nicamente del a´ngulo en el eje
longitudinal anato´mico, como se explica en la seccio´n 4. Una
vez deﬁnido correctamente este a´ngulo, observar ma´s articula-
ciones permite caracterizar de forma ma´s detallada la postura.
Dada la diﬁcultad de observarlas de forma directa, considera-
mos que al utilizar 4 articulaciones (como podrı´an ser manos
y pies, utilizando distancias geode´sicas sobre SfS) se consigue
un equilibrio aceptable entre cantidad de informacio´n a obser-
var y precisio´n tridimensional media por articulacio´n, siendo
e´sta cercana a 4 cm.
En el experimento B por tanto, se evalu´a la capacidad del
sistema propuesto para seguir a ma´s de una persona simulta´nea-
mente. Para ello, se utiliza una secuencia de 600 fotogramas con
dos personas en la escena (ver material suplementario). La pri-
mera persona comienza andando y pasa a correr en el fotograma
300. La segunda persona comienza corriendo y pasa a andar en
el fotograma 340. El error medio, deﬁnido como distancia eu-
clidea media entre las articulaciones del esqueleto reconstruido
y el groundtruth, es 41 mm al utilizar las 4 articulaciones que
justiﬁca el experimento A, a pesar de haber dos personas en la
escena. El error temporal puede verse en la Figura 8.
Finalmente, para el experimento C se utiliza un sistema
de observacio´n basado en SfS, en el que cada vo´xel no so´lo
esta´ deﬁnido como ”lleno” o ”vacı´o”, como es habitual, sino
que tambie´n tiene un peso asociado al nu´mero de ca´maras que
ha observado ese punto. De esta forma, puede dar ma´s conﬁan-
za a partes de la escena que han sido vistas por ma´s ca´maras.
Se ilustra en la Figura 9.
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Figura 8: Error temporal de seguimiento en el experimento B. Se muestran re-
sultados de error instanta´neos y el error promedio utilizando una ventana tem-
poral de 1 segundo, para dos sujetos (S1 y S2) distintos.
Figura 9: SfS con distinto nu´mero de ca´maras. Colores ma´s intensos denotan
mayor nu´mero de ca´maras. Se observa que con pocas ca´maras errores de seg-
mentacio´n a lo largo de la escena aparecen sin ﬁltrar, mientras que con muchas
ca´maras se omiten algunas zonas de las piernas, debido a la mala segmentacio´n
de los sensores en blanco y negro.
Se utilizan tres secuencias distintas de 300 fotogramas, ca-
da una con un nu´mero distinto de personas (una, dos o tres),
realizando las acciones ”andar” y ”correr”, ya que debido a su
similitud, sirven para poner a prueba la capacidad del sistema de
reconocimiento de actividades. En la Figura 6 pueden verse los
resultados de las pruebas realizadas para ajustar los para´metros
del sistema. Cada experimento se ha repetido 10 veces para ob-
tener una medida de conﬁanza de la precisio´n obtenida en forma
de desviacio´n tı´pica de la misma. En la Figura 6 izquierda se ha
variado en nu´mero de ca´maras utilizadas para la reconstruccio´n
SfS. Puede verse que utilizar 6 ca´maras arroja la mejor preci-
sio´n. Esto es debido a que como se ha explicado anteriormente,
en HumanEva hay tres ca´maras a color y cuatro en blanco y
negro, en las que la segmentacio´n no es tan satisfactoria. Con 6
ca´maras se consigue el equilibrio ma´s favorable entre cantidad
de informacio´n extraı´da de la escena e informacio´n descartada
erro´neamente debido a una mala segmentacio´n.
Una vez ﬁjado en nu´mero de ca´maras a 6, en la Figura 6
centro puede verse el efecto de cambiar el nu´mero de partı´cu-
las NP, con y sin optimizacio´n. Se aprecia que el error decrece
mono´tonamente al aumentar NP, como es habitual en un ﬁltro
de partı´culas. Al introducir el proceso de optimizacio´n ﬁna, se
consigue reducir de forma sistema´tica el error, debido a una me-
jor generalizacio´n. Consideramos que NP = 250 proporciona
un equilibrio aceptable entre precisio´n y tiempo de ejecucio´n.
Por u´ltimo, en la Figura 6 derecha se muestra el efecto de
variar el nu´mero de iteraciones tras el cual se introduce una
nueva etapa de reinicializacio´n (TRe, apartado 4.2). Puede verse
que no hay una tendencia clara en cuanto a precisio´n media. Sin
embargo, periodos cortos consiguen reducir la varianza de la
misma, ya que se guı´an las partı´culas con ma´s frecuencia hacia
la zona correcta del espacio de estados, reduciendo pe´rdidas de
seguimiento y efectos de kidnapping.
En cuanto al sistema de reconocimiento de actividades, he-
mos apreciado una alta precisio´n con los para´metros ﬁjados (6
ca´maras, NP = 250, optimizacio´n habilitada, TRe = 10), por lo
que se muestran los resultados en la Figura 10 respecto al nu´me-
ro de ca´maras y el uso o no de la optimizacio´n ﬁna, para´metros
con los cuales aparecen las mayores variaciones.
Figura 10: Resultado del reconocimiento de acciones para dos sujetos realizan-
do acciones distintas, con y sin optimizacio´n, variando el nu´mero de ca´maras.
7. Conclusio´n
Se ha presentado un nuevo me´todo para obtener de forma
simulta´nea la postura e informacio´n de actividad de mu´ltiples
personas. Se utiliza un seguidor Bayesiano para realizar el se-
guimiento de posturas de forma ra´pida y eﬁciente, con la ayuda
de un espacio de baja dimensionalidad comoGPLVM. Esta esti-
macio´n es mejorada con un algoritmo de optimizacio´n, que dota
al sistema de una capacidad extra de generalizacio´n. El error de
precisio´n se corresponde con el equivalente en el estado del arte
para modelos humanos de este tipo (a partir de primitivas ba´si-
cas como cilindros, en lugar de realizar un escaneado la´ser a
medida de cada sujeto). El reconocimento de actividades se ha
mostrado efectivo, distinguiendo con e´xito movimientos simi-
lares.
En cuanto a limitaciones del me´todo propuesto, cabe desta-
car que la interaccio´n entre personas no esta´ soportada robusta-
mente, a no ser que se hagan cambios especı´ﬁcos en el sistema
de observacio´n, como un me´todo de segmentacio´n diferente.
Adema´s, el paso de reinicializacio´n del seguidor deberı´a ser re-
visado para tener mejor en cuenta las observaciones. Se van a
abordar estos puntos en trabajos futuros.
English Summary
A bayesian approach to markerless motion capture and
activity recognition of multiple people
 A. Marcos et al. / Revista Iberoamericana de Automática e Informática industrial 10 (2013) 170–177 177
Figura 11: Fotograma del experimento 3. Las ima´genes de HumanEva se han alterado para representar dos personas simulta´nemente. Los esqueletos reconstruidos
se han superpuesto en las ima´genes.
Abstract
This work presents a general framework for tracking si-
multaneously the body posturas of multiple people from non-
intrusive visual sensors. The method is based on a training-
then-tracking philosophy, with the main addition of being able
to handle more than just one person. We train the body postu-
ra from labelled motion capture datasets. The training process
is based on popular non-linear dimensionality reduction tech-
niques. Then, a mixed, discrete and continuous state particle
ﬁlter is used to simultaneously detect the postura and the kind
of motion performed by each of the human bodies. The resul-
ting hypotheses, automatically selected from the particle distri-
bution, are then reﬁned using non-linear optimization methods
with statistical priors. The whole framework is tested using a
simple but standard method based on comparing articulated cy-
lindrical models with SfS volumes, taken from several cameras.
Our accuracy in public available datasets is near to the state-of-
the-art works that do not take into account multiple people in
the problem.
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Computer vision, tracking applications, multidimensional
systems, stereo vision
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