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Background: Both human and animal data indicate that disruption of the endogenously slow maturation of
temporal association cortical (TeA) networks is associated with abnormal higher order cognitive development.
However, the neuronal mechanisms underlying the endogenous maturation delay of the TeA are poorly
understood.
Results: Here we report a novel form of developmental plasticity that is present in the TeA. It was found that deep
layer TeA neurons, but not hippocampal or primary visual neurons, exist in a protracted ’embryonic-like’ state
through a mechanism involving reduced somato-dendritic communication and a non-excitable somatic membrane.
This mechanism of neural inactivity is present in intact tissue and shows a remarkable transition into an active
somato-dendritically coupled state. The quantity of decoupled cells diminishes in a protracted and age-dependent
manner, continuing into adolescence.
Conclusions: Based on our data, we propose a model of neural plasticity through which protracted compartmentalization
and decoupling in somato-dendritic signalling plays a key role in controlling how excitable neurons are incorporated into
recurrent cortical networks independent of neurogenesis.
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Delayed functional maturation of the temporal associ-
ation cortex (TeA) during early postnatal development is
a well-recognized phenomenon of brain maturation that
is conserved across species [1–5]. Cognitive neuroscien-
tists have long realized that it is during this critical win-
dow that large-scale developmental changes in the brain
co-occur with marked changes and expansion in cognitive
capabilities that seem to follow a defined hierarchical
chronological pattern [6–10]. This pattern of development
is thought to allow more specialized higher order informa-
tion processing streams to incrementally emerge, but only
after lower level neural afferents from primary cortices
become more mature and stable [9, 11–13].
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ities of cortical networks develop synchronously [8, 14]
and are present very early during development to facilitate
activity-dependent refinement of circuits through selective
elimination of initial exuberant growth [7, 15, 16]. How-
ever, a major challenge for this type of developmental
model is that it is difficult to reconcile with the findings of
different, and often opposing, trends of protracted matur-
ation trajectories, both between cortical regions and
within high-order recurrent cortical networks (e.g. TeA
versus prefrontal cortex) [13, 17, 18]. Furthermore, during
the postnatal period, cognitive functional development is
often associated with a protracted increase in activation
areas and responses along the more specialized informa-
tion processing streams in the TeA [2, 3, 5, 10, 19]. This
supports both theoretical and empirical findings that lim-
iting initial computational resources may actually facili-
tate, rather than hinder, normal cognitive development in
recurrent neuronal networks [6, 7]. These seemingly
contradictory findings, therefore, raise questions regardingle is distributed under the terms of the Creative Commons Attribution 4.0
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high-order cortical maturation.
The neuronal mechanisms underlying delayed matur-
ation of the TeA are poorly understood. Previous models
of early postnatal maturation have often focused on
structural constraints such as synaptic and/or dendritic
complexity [7, 8, 15]. However, there is accumulating
evidence that developmentally regulated functional con-
straints may also be important. For instance, electro-
physiological recordings and functional imaging have
shown that the TeA lacks significant excitability and func-
tional connectivity during the first month of postnatal life
[1, 20], and accelerating TeA maturation during early
postnatal development can disrupt normal behavioural de-
velopment [20, 21]. These observations are also in line
with data consistently reporting that electrical activity is
not required for the establishment of basic neuronal
morphology [22–24]. Together, these findings suggest that
neurobiological processes that support independently reg-
ulated neuronal morphological and electrophysiological
maturation may provide an important additional mechan-
ism of protracted functional cortical maturation.
Results
Reduced TeA excitability despite continued growth
We first wanted to evaluate the single-cell morpho-
logical developmental trajectory of the TeA compared to
other brain regions over the first several weeks of post-
natal neuronal development that corresponds to the
period of reduced TeA functional connectivity [1]. Given
that neurite outgrowth is commonly used as an index of
neural maturation [25], we first evaluated the develop-
mental trajectory of TeA neurite growth. To this end,
TeA tissue from the cortical plate was harvested at P0
and grown in primary culture as this allows us to easily
isolate cells destined to be neocortical pyramidal neu-
rons [26]. Hippocampal and primary visual cortex (Oc1)
cultures were prepared under identical conditions to
serve as positive controls, and cells were transfected
with green fluorescent protein (GFP) for morphological
quantification. We found that, unlike the hippocampus
and Oc1, a distinctly slower, but nevertheless increasing,
neurite growth trajectory was observed in the TeA
(Fig. 1a–c). We also evaluated dendritic spine density
from GFP transfected cells (Fig. 1d–f ). Dendritic spines
are small protrusions that typically receive excitatory in-
puts, and their morphology is correlated with the
strength and maturity of the synapse that they host [27].
Not only did we find that the TeA had significantly
lower spine density at DIV20 in general (Fig. 1e), but
also that a significantly lower percentage of these were
of the larger more mature ‘mushroom’ type variety
(Fig. 1f ). Given that action potentials (APs) can influence
dendritic growth and dendritic spine density [28], wealso decided to evaluate the ability of TeA neurons to
fire action potentials by targeting whole-cell patch-
clamp recordings to visually identified pyramidal neu-
rons as routinely done under light microscopy [29].
Interestingly, when recordings were made from the TeA,
they revealed two distinct functional phenotypes of pyr-
amidal cells despite their similar appearance: a spiking
phenotype and a non-spiking embryonic-like phenotype.
Spiking cells typically discharged regenerative over-
shooting APs during depolarization (Fig. 1g, middle) and
showed characteristic electrophysiological properties of
maturing pyramidal neurons. By contrast and similar to
findings previously reported for very immature neural
phenotypes [30–33], non-spiking pyramidal cells during
prolonged and large (e.g. up to 0 mV) membrane
depolarization failed to discharge APs and also lacked
the outward rectifying current characteristic of spiking
cells (Fig. 1g, top; also see Additional file 1: Figure S1).
We have defined these non-spiking cells as ’dormant’,
and ruled out the possibility that this phenotype reflects
a failure to obtain a whole-cell recording configuration
(see Methods; Additional control experiments section).
Next we obtained recordings from other brain regions
to see if this phenotype was a general feature of neural
maturation. Unlike the TeA, however, when recordings
were targeted to pyramidal cells cultured under identical
conditions from the hippocampus or Oc1, significantly
more of them exhibited a spiking phenotype, particularly
at older ages (see Fig. 1g, bottom, for example and Fig. 1h;
DIV7–10: TeA 91 % n = 22, Hip 77 % n = 26, primary
visual 12 % n = 17 and DIV18–23: TeA 74 % n = 35, Hip
30 % n = 20, primary visual 0 % n = 10). In addition, we
found that TeA neurons expressed significantly less type 1
sodium channel α subunits (NaCH) that are preferentially
expressed in the cortex and soma in the rat [34]
(Fig. 2a–b). This reduction was, however, not due to
a generalized reduction in protein expression as there
was no significant difference in the sodium bicarbonate
co-transporter (NBC) (Fig. 2c–d), a common membrane
protein involved in ion homeostasis [35].
Neuronal dormancy is associated with poor somato-dendritic
coupling and a specific lipophilic cytosolic structural
organization
The fact that dendritic electrophysiological maturation
can precede that of the soma [36] and that dendritic sur-
face area is several-fold greater than that of the soma
[37] indicates that the majority of somatically recorded
current reflects dendritic conductances. Indeed, previous
experimental evidence has directly confirmed this [38]
and is consistent with the fact that hyperpolarizing-
activating cationic current (Ih), which is commonly ob-
served in somatic recordings [30], is not present in the
soma but increases in density with increasing distance
Fig. 1 Reduced TeA excitability despite continued growth. a Neurons of various ages were transfected with an eGFP plasmid for morphological
analysis (Oc1, n = 214; Hip, n = 213; TeA, n = 289). b–c Histograms showing neuron size distribution in Oc1, Hip, and TeA at DIV3 b and DIV20 c.
The growth time course varied by culture type as a two-way ANOVA revealed a significant main effect of culture type (F(2,698)=37.45, p < 0.0001;
Two-way ANOVA) and culture age (F(5,698)=68.21, p < 0.0001; Two-way ANOVA) on total neurite length. There was also a significant interaction
between culture type and age (F(10,698)=11.39, p < 0.0001; Two-way ANOVA). d Images of GFP-labelled spines at 100× magnification from DIV20
cultures. Scale bar = 5 μm. e Summarized data for spine density at DIV20. The total dendrite length used for spine densitometry: TeA = 1803 μm;
Hip = 1038 μm; Oc1 = 840 μm (Hip, n = 10; TeA, n = 11; Oc1, n = 6). f The percentage of stubby (F(2,84) = 21.19; p < 0.0001; one-way ANOVA), thin (F(2,84)
= 1.55; p = 0.22; one-way ANOVA), and mushroom-shaped (F(2,84) = 29.34; p < 0.0001; one-way ANOVA) spines per neurite for different regions. * p <
0.05. g Voltage recordings obtained under current-clamp from a TeA dormant pyramidal cell (top), a TeA spiking pyramidal cell (middle), and a hippo-
campal spiking pyramidal cell for comparison (bottom) during depolarization. Current pulses were injected from a holding or resting potential of
around –60 to –70 mV. Detailed electrophysiological characterization revealed input resistance (5.01 ± 1.1 GΩ n = 9 vs. 0.30 ± 0.08 GΩ n = 10; t(9) = 4.12
Welch-corrected p = 0.003) and capacitance (4.1 ± 0.3 pF n = 9 vs. 105.2 ± 21.8 pF n = 10; t(9) = 4.64 Welch-corrected p = 0.001) between phenotypes are
significantly different. Note that given the order of magnitude difference in input resistance between dormant (GΩ) and spiking (MΩ) cells, there was
also order of magnitude difference in current step amplitude (e.g. 5-pA steps vs. 50-pA steps). Traces are representative of recordings during the TeA
growth phase (DIV10–23). h Significantly more TeA pyramidal cells are dormant. DIV7–10; Oc1 significantly lower than both TeA and Hip p < 0.0001.
DIV18–23; Oc1 and Hip significantly lower than TeA p < 0.0001 and p = 0.0019 respectively. p values determined by a Fisher’s exact test on observed
phenotype frequency. *p < 0.05; **p < 0.01
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that there is a complete and uniform lack of functional
conductances in TeA dendrites. While unlikely, we
nevertheless tested this by applying the same recording
procedure directly to dendrites (Additional file 2: Figure
S2). Although TeA dendrites are generally quite delicate
and difficult to record from, when dendritic recordings
were obtained and in contrast to somatic recordings,
they indeed had significantly greater membrane conduct-
ance at both hyperpolarized (–100 mV) and, in particular,
depolarized (+50 mV) potentials even in the same neuron(Additional file 2: Figure S2). Moreover, all dendritic re-
cordings exhibited outward rectification (Additional file 2:
Figure S2) and, in at least 50 % of dendritic recordings, in-
ward spike currents with peak amplitudes ranging from
0.24–2.9 nA (mean = 1.7 ± 0.8 nA; not shown) were also
evident with step depolarization. Thus, it does not appear
that the dormant phenotype results from a general lack of
membrane conductances (also see below).
A second possibility may be that the soma of the dor-
mant phenotype is functionally compartmentalized. As a
functionally isolated soma would fail to incorporate the
Fig. 2 Selective reduction of sodium channel α subunit expression in TeA neurons. a Confocal micrographs of TeA, hippocampal, and Oc1
neurons after immunolabelling with antibodies against the α-sodium channel subunit (Pan NaCH, green). Neurons were co-stained with DiI (red)
to delineate the plasma membranes and NeuN (not shown) to verify their identity as neurons. White vertical lines on the XY image indicate the
orthogonal plane where the Z-sections were taken. Blue vertical lines indicate the Z-location of the XY plane shown. In each group, cultures were
processed for immunocytochemistry and DiI labelling completely in parallel, and images were captured under identical conditions. Scale bar = 10
μm. ** p < 0.01. b Quantification of peri-plasmalemmal channel expression (see Methods). n = 28, n = 33 and n = 19 for TeA, hippocampal and
primary visual respectively. F(2,77) = 12.41 p < 0.0001, ANOVA and Tukey’s post hoc test (TeA significantly different than Oc1 and Hipp (p < 0.001).
Hipp and Oc1 p > 0.05). c Confocal micrographs of TeA, hippocampal and Oc1 neurons after immunolabelling with antibodies against the sodium
bicarbonate co-transporter (NBC, green). d Quantification of peri-plasmalemmal NBC expression. n = 27, n = 18 and n = 10 for TeA, hippocampal
and primary visual respectively. There is no significant difference; F(2,52) = 0.76, p = 0.47. Cultures were also processed for immunocytochemistry
and DiI labelling completely in parallel and images were captured under identical conditions
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tance values of dormant and spiking neurons. Indeed, we
found that dormant neurons consistently exhibited a sig-
nificantly smaller membrane capacitance than that of spik-
ing cells (Additional file 3: Figure S3), similar to what was
previously observed in immature neurons [30–33]. In fact,
as the recorded membrane capacitance of dormant neu-
rons is too large to represent a cell-attached configuration
[41] and too small to incorporate the dendritic compart-
ment [40], we calculated the expected somatic membrane
capacitance based on dimensions of the soma. As pre-
dicted, the calculated somatic values correspond to the ex-
perimentally measured capacitance values of the dormant
phenotype (see Additional file 3: Figure S3).
To further investigate this issue under more physio-
logical conditions and to rule out the possibility that this
phenotype may be an artefact of the culture conditions,we obtained whole-cell recordings from visually identified
pyramidal neurons in acute brain slices. In some experi-
ments, dormant cell neuronal identity was confirmed by
co-staining with the neuron-specific marker NeuN
(Additional file 4: Figure S4). Importantly, dormant
cells were also observed in intact tissue and had virtually
identical electrophysiological properties to those in vitro
(Fig. 3a–d). In addition and similar to the results in vitro,
small membrane capacitance values, roughly 20-fold less
than that of the spiking phenotype, were also associated
with the dormant phenotype in intact tissue (Fig. 3b). In
further support of this electrophysiological finding that
the soma of dormant neurons is isolated from the den-
drites, we also tested to see if the diffusible aqueous dye
biocytin would remain localized in the soma of dormant
but not spiking neurons. Indeed, the soma of both dor-
mant and spiking types could be identified via biocytin
Fig. 3 Dormant neurons exist in intact tissue and exhibit a specific cytosolic structural organization. a Typical in situ recordings obtained under
current clamp from a dormant (top) and a spiking pyramidal cell (bottom). The former is characterized by the conspicuous absence of action
potentials. Note in spiking cells, but not dormant cells, spontaneous synaptic activity is present. b–c Summarized data of membrane capacitance
(Cm; dormant n = 18, spiking n = 13; t(12) = 5.56 Welch-corrected p < 0.001) and input resistance (Rin; dormant n = 18, spiking n = 13; t(17) = 9.99
Welch-corrected p < 0.001) between the two cell types in situ. d Similar to behaviour observed in vitro, under voltage-clamp (–60 mV) conditions,
dormant neurons exhibited negligible current and a quasi-linear current-voltage relationship. e Representative images of a biocytin (0.5–1 %)
labelled dormant (left) and spiking neuron (right), illustrating their notable difference in ability to label dendrites. Note that the lack of dendritic
labelling is not due to the fact that dormant neurons lack dendrites, as dendrites could always be visualized under DIC microscopy (left; yellow
arrows). Dormant DIC and biocytin images are of the same cell. f Summary data of the total dendritic length labelled between the two phenotypes
(t(5) = 4.42 Welch-corrected p = 0.0068; n = 7 and n = 6 respectively). g Representative images of both dormant (left) and spiking (right) neurons when
the lipid-binding amphipathic dye FM1-43 (3–10 μM) was included in the pipette. h Summary data of the FM1-43 fluorescence signal between the
two phenotypes (t(19) = 3.30, p = 0.0037; n = 14 dormant and n = 7 spiking). e and g scale bars = 10 μm. ** p < 0.01; ***p < 0.001
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generally only had a dye-labelled soma and lacked den-
dritic biocytin labelling despite the fact that dendrites
could be visualized under DIC microscopy (Fig. 3e–f ).
Given that a greater degree of intracellular membrane
biogenesis is needed during neuronal maturation [42],
we also tested to see if there was a difference in the
spectral density of intracellular binding of the lipid-
binding dye FM1-43 between spiking and dormant cells.
The rationale for this is that it may not only help explain
previous reports that complete labelling of the somatic
and dendritic compartments with aqueous dye can
sometimes be more difficult in neurons from younger
animals during intracellular recording [43, 44], but it
may also provide insight into a potential mechanism
contributing to somato-dendritic decoupling. To this
end, the amphipathic dye FM1-43, which does notfluoresce when in an aqueous volume fraction, was de-
livered intracellularly through the patch pipette during
recordings done to verify electrophysiological phenotype.
It was found that dormant cells exhibited a significantly
higher fluorescence spectral density signal than that of
spiking cells (Fig. 3g–h), consistent with an intracellular
somatic structure involving a densely ordered cytoplas-
mic space [45].
Next we tested if local electrical micro-stimulation
could disrupt somato-dendritic decoupling in the same
recording. This would provide the most direct evidence
of decoupling. The rationale for this is based on the idea
that electrical force from applied voltages can induce
rapid changes in intracellular lipid orientation and asso-
ciated microtubule translocation [46, 47], and it has also
been shown by Patel and Poo that electrical fields can be
used to alter neuronal structure [48]. Indeed, it was
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onds) of electrical micro-stimulation (see Methods), a
phenotype switch was often observed characterized by
increased capacitive load that was now accessible and
accompanied by decreased input resistance, recordable
spikes and outward rectification similar to that observed
in dendritic recordings (Fig. 4a–c). Furthermore, and to
provide evidence of somatic cytosolic reorganization,
FM1-43 spectral density signals were also measured be-
fore and after stimulation. Consistent with a mechanism
involving a densely ordered cytoplasmic space [45], there
was a significant reduction in the fluorescence spectral
density signal in these same cells following the appear-
ance of somatically recorded currents (Fig. 4d). In an
additional series of experiments we also found that the
majority (80 %; n = 5) of these somatically recorded
spikes observed following stimulation were abolished by
the calcium channel blocker Ni2+ (1–5 mM; see Fig. 4a
inset traces), further confirming that this phenotypic
transition was associated with dendritic capacitive load
coupling and Ca2+ spikes [49].
TeA neuronal dormancy decreases with advancing age
Finally, if decoupled neurons participate in the process
of age-dependent maturation in the TeA [1], then the
phenomenon of neuronal dormancy itself should also
exhibit an age-dependent modification. To this end, we
evaluated the developmental trajectory of neuronal dor-
mancy by systematically determining the percentage of
dormant neurons in the TeA of rats at different ages
(Fig. 5). Given the relatively small change in cell counts
between juvenile and mature animals (Additional file 5:Fig. 4 Disrupting the specific cytosolic structural organization of dormant n
Current traces from the same neuron ’pre’ (black) and ’post’ (orange) micro
voltage ramp from –120 mV to +60 mV was applied before and after stimulati
blockage of somatically recorded spikes with the calcium channel blocke
capacitance (Cm t(10) = 3.56, p = 0.005, n = 11; paired t test) and input resistanc
and post stimulation. d An example (left) and summary data (right; t(12) = 5.73
density signal pre and post stimulation. As expected, there was also a signific
spectral density changes pre and post micro-electrical stimulation (37.5
resistance was on average around 10 % of the input resistance, and wFigure S5), a large increase in the proportion of coupled
neurons would indicate an endogenous and protracted
shift towards a functionally mature network. Indeed, it
was found that a large proportion (about 75 %) of re-
corded neurons were dormant during postnatal weeks
2–3 (Fig. 5). However, starting between the fourth and
fifth postnatal weeks, a striking decrease in the proportion
of dormant cells (i.e. increase in coupled cells) was ob-
served (Fig. 5) that appears to persist into adolescence [50].
Discussion
Neural circuit decoupling and dormancy rather than
neurogenesis
An intriguing possibility related to protracted functional
maturation of the TeA network would be to produce
new neocortical pyramidal neurons through the process
of postnatal neurogenesis. Although the features of dor-
mant neurons are reminiscent of very immature neurons
found during adult neurogenesis [32], an important fea-
ture of the postnatal neocortex is that it does not appear
to produce new neurons [51] (Additional file 5: Figure S5).
In addition, although we did not specifically examine the
chemical nature of dormant neurons, i.e. whether they are
destined to an interneuron fate, the high proportion of
this phenotype (about 75 %) during early postnatal devel-
opment is inconsistent with the relatively few (<25 %) in-
terneurons present in the neocortex [52]. Rather, our data
indicate that somato-dendritic decoupling has led to a
dormant phenotype and a previously under-appreciated
maturational stage of pyramidal cells, an assertion sup-
ported by their morphology and the fact that these neu-
rons also have sub-cortical projections [53].eurons can unmask dendritic surface area and calcium spikes. a
-electrical stimulation. The cell was voltage-clamped at –60 mV and a
on. Insets; biocytin labelling of the same cell (left) and pharmacological
r nickel from another cell (right). b–c Summary data of the membrane
e (Rin t(10) = 4.83, p = 0.001, n = 11; paired t test) from the same cells pre
, p < 0.0001, n = 13; paired t test) of the FM1-43 fluorescence spectral
ant decrease in access resistance associated with these fluorescence
± 5.3 vs. 21.6 ± 9.4 MΩ; t(10) = 5.10; p = 0.0005). Note that the access
as even lower for the decoupled state. Scale bar 5 μm. ** p < 0.01
Fig. 5 TeA age-dependent decrease in neuronal dormancy.
Chronological changes in neuronal dormancy of the TeA are
indexed by the proportional decrease in the dormant phenotype
by postnatal week. Note the striking pre-pubescent transition
that occurs between the fourth and fifth postnatal weeks. Neuronal
dormancy was higher in juvenile animals (postnatal weeks 2–4; n = 23)
and lower in mature animals (postnatal weeks 5–7; n = 34; F(5,51) = 6.87,
p < 0.0001, ANOVA; with week 7 significantly lower than weeks 2–4,
Tukey’s post hoc test p≤ 0.05). Data are from a total of 57 animals.
Week 2 (animals/cells; 5/18), week 3 (10/43), week 4 (8/33), week
5 (3/14), week 6 (17/84) and week 7 (14/63)
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Polarized neurons are highly compartmentalized and can
maintain discrete and independent signalling mecha-
nisms within restricted sub-cellular domains [54–56].
Many previous reports indicate that the somatic compart-
ment of an immature neuron can possess few cationic
conductances, especially when it is artificially isolated
from all neurites [57] or at a developmental stage absent
of complex dendritic structure [30–33]. On the other
hand, axons and dendrites isolated from cell somata can
still maintain RNA and protein synthesis, as well as mem-
brane trafficking [54–56]. Indeed, dendritic and axonal
growth can proceed at different rates and operate via
different mechanisms [58], and somatic activity does not
appear to be required for axonal development [59]. Con-
sistent with these studies, decoupled TeA neurons appear
to develop and retain basic dendritic morphology and long
axonal projections [53], suggesting the presence of a
unique, but not entirely unexpected, homeostatic state
allowing cell maturation to be carried out in a highly par-
allel and compartmentalized fashion.
The significantly reduced somato-dendritic coupling in
dormant cells is supported by previous studies [43, 44]
as well as our own observations, indicating that neurons
in younger animals can sometimes be more difficult to
rapidly and extensively fill with intracellular aqueous
(particularly Alexa), but not amphipathic dye. In coupled
neurons, however, we have observed mature electro-
physiological properties and individual pyramidal neuron
firing patterns comparable to those reported in theliterature [30, 60–62]. This suggests that the mechanism
underlying somato-dendritic decoupling is likely modifi-
able under physiological conditions, especially when
considering the fact that a whole range of physiological
neuronal firing patterns can be produced by a two-
compartmental computational model described by two
parameters: dendritic size and somato-dendritic interface
resistance [63]. In fact, the thin intracellular cytoplasmic
space and complex internal protein-lipid structure char-
acteristic of immature neurons may significantly increase
interface resistance [42, 45, 64].
Maintenance of somato-dendritic decoupling
Several regulatory mechanisms of neuronal maturation
may influence the degree of somato-dendritic decoupling
and viability of decoupled cells. For example, in many im-
mature cell types, the early expression of functional cal-
cium channels can give rise to calcium-mediated action
potentials that are conserved during transient periods of
development before transitioning into a more mature
sodium-mediated action potential phenotype [28, 65]. In
the rat cerebellum, activation of immature granule cells
results in calcium-mediated action potentials during early
(but not late) postnatal development [66], while in insects,
the period with which calcium-mediated action potentials
operate coincides with early dendritic remodelling of
pupal motoneurons [67]. A multitude of developmental
genomic and epigenetic programs are hosted in the soma,
and their activation often requires external stimulation
and calcium influx [16, 28]. The fact that in decoupled
TeA neurons calcium- rather than sodium-mediated
spikes can be recorded following electrically disrupted de-
coupling and the fact that sodium-mediated spikes are
present in spiking neurons from more mature tissue
(Additional file 6: Figure S6) further support this develop-
mental model in the TeA. Decoupling may therefore be
an important mechanism in regulating the accessibility of
these signals on the somatic genomic/epigenomic machin-
ery involved in cellular maturation.
A second mechanism that may contribute to the pro-
longed dormancy of TeA neurons may be related to the
hypothesis that neuronal maturation in the mammalian
cortex may be governed by regional specific cues [68–70]
and/or the hierarchical pattern of afferent and efferent
connectivity [8]. In this regard, the maturation speed of
TeA neurons may be influenced by several factors, includ-
ing the levels of afferent activity and trophic signalling.
For instance, trophic signalling via brain-derived neuro-
trophic factor (BDNF) is important in nervous system
maturation [71, 72]. It can stimulate dendritic growth [73]
(also see Additional file 3: Figure S3) and induce somato-
dendritic communication and transcriptional regulation
[74], and it can up-regulate functional sodium channel
expression [75]. Following BDNF signalling, positive
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current, as well as autocrine and paracrine trophic signal-
ling [76, 77], may therefore allow for somato-dendritic
coupling to emerge during postnatal dendritic remodelling
and Golgi expansion [42].
Finally, the absence of significant somatic cationic
channels may further serve a role in protecting decoupled
cells from cationic channel-dependent apoptotic cell death
and elimination [78]. However, the lack of significant som-
atic potassium conductance in the decoupled state does
suggest an atypical ionic basis for the establishment of
somatic resting membrane potential in the decoupled state.
While chloride conductance and cationic co-transporters
are crucial in ion homeostasis [79], they may also play a
role in establishing resting membrane potential under con-
ditions of reduced potassium conductance [80, 81].
Conclusions
Somato-dendritic decoupling and neuronal dormancy
represent a unique form of brain plasticity associated
with cognitive network maturation in the TeA. Our data
support the idea that, independent of neurogenesis, new
functional units may be gradually added to the TeA cor-
tical network with increasing proportions of somato-
dendritically coupling spiking neurons. Whether a similar
type of plasticity also exists in other cortical layers and/or
in other association cortices remains unclear. Neverthe-
less, the polysensory TeA in rodents forms a large-scale
recurrent neuronal network and shares many structural
and functional similarities to that of primates, including
various forms of memory and attention control [53, 82–86].
Pharmacological agents or pathological conditions that alter
the maturational trajectory of the temporal lobe may there-
fore have a detrimental impact on cognitive development
[87, 88]. Indeed, exposure to valproic acid (VPA), which sig-
nificantly increases the risk of autism in children [89], not
only stimulates TeA dendritic growth and reduces neuronal
dormancy in rodents, but it can also lead to pathological
features characteristic of autism [20, 21]. These findings,
when taken together, indicate that decoupling and neural




All experimental protocols were approved by the Univer-
sity of Calgary Conjoint Faculties Research Ethics Board
(AC12-0239). Cells were prepared by a standard proto-
col. The dimensions and location of the cortical regions
of the P0 rat were referenced from the Atlas of the De-
veloping Rat Brain [90]. The entire hippocampus (Hip),
primary visual cortex (Oc1) and the polymodal temporal
association cortex (TeA), also known as area Te2 which
is also part of the visual system [91, 92], were removedby microdissection and incubated in sterile filtered en-
zymatic solution containing CaCl2 (Sigma, Oakville,
ON), L-cysteine (Sigma), EDTA and 20 U/ml papain
(Worthington, Lakewood, NJ) at 37 °C for 30 min. All
cells were then washed with fresh media and dissociated
by triturating though a set of three flame-prepared Pas-
teur pipettes of decreasing calibre. Cells were counted
with a hemocytometer and cultured on glass coverslips
(previously coated with poly-D-lysine and laminin) and
placed in a 24-well plate at a culture density of about
175 × 103 cells/cm2. Cultures represent cells from mul-
tiple (up to 10) pups. The final volume of growth
medium was maintained at 800 μl. One half of the media
was replaced every 3–4 days. Culture media consisted of
Basal Medium Eagle supplemented with glucose, B-27,
penicillin-streptomycin, Na pyruvate, HEPES (Sigma), L-
glutamine (Sigma), and 4 % fetal bovine serum (FBS).
Recordings were obtained at room temperature (RT)
from cells immersed in extracellular bath solution (EBS)
containing (in millimolar units): 3.0 CaCl2, 2.0 MgCl2,
135 NaCl, 5.0 KCl, 10 glucose, 5.0 HEPES and a pH and
osmolality of around 7.3 and 310 mOsm respectively.
Cultures were fixed for 20 min in 4 % paraformaldehyde
(PFA) at RT and washed with PBS three times for 15
min each. This was followed by a 1-hour incubation in
blocking solution containing 0.4 % bovine serum albu-
min (BSA), 0.1 % Triton X-100 and 0.02 % normal don-
key serum (Invitrogen) in PBS. Primary antibodies were
incubated with the cultures overnight at 4 °C. After
three washing steps in blocking solution for 20 min
each, primaries were detected by incubation for 2 hours
at RT with fluorescently conjugated secondary anti-
bodies raised in donkey (Chemicon, Temecula, CA). To
delineate the plasma membrane of cells, we labelled
them with the carbocyanine dye DiI. The best results
were obtained when DiI labelling was performed after
immunocytochemistry. DIV20 cultures were fixed for 20
min in 4 % PFA at RT and washed with PBS three times
for 15 min each. This was followed by 1-hour incubation
in blocking solution containing 0.4 % BSA and 0.02 %
normal donkey serum (Invitrogen) in PBS. Cultures were
incubated for 48 hours at 4 °C in mouse α-NeuN
(Chemicon) diluted in blocking solution with 0.001 %
Triton X-100 to improve antibody penetration. Higher
concentrations of Triton-X resulted in deleterious effects
on subsequent DiI labelling. After three washing steps in
blocking solution for 20 min each, the primary was de-
tected by incubation for 2 hours at RT with a Cy5 conju-
gated secondary antibody raised in donkey (Chemicon).
NeuN-stained cultures were then co-labelled with one of
the following primary antibodies: goat α-NaCH type Iα
(Santa Cruz, sc 31451, 1:200) or rabbit α-sodium bicar-
bonate co-transporter (NBC) (Millipore AB3208, 1:100),
which were detected by Alexa488 conjugated secondary of
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included. Cultures were then incubated for 2 hours at
37 °C in a working solution of DiI (about 40 μg/ml)
(Molecular Probes). Cultures were washed three to
five times in PBS to remove the unbound dye. In each
analysis group, cultures were processed for immunocyto-
chemistry and DiI labelling completely in parallel, and
images were captured with identical light and camera set-
tings. For analysis of single-cell and spine morphology,
cultured neurons were transfected with a pEGFP plasmid
using Lipofectamine 2000 (Invitrogen) according to the
manufacturer instructions.
Morphological quantification of single GFP transfected
neurons
To avoid sampling bias, we measured all GFP trans-
fected neurons with neurites that were clearly visible
and not obscured by other cells. When the processes of
a neuron extended beyond the field of view, several im-
ages were taken and stitched together. Neurons were
identified by expression of neuronal nuclear antigen
(NeuN) (after DIV5) or basic morphology (before DIV5,
due to low expression levels of NeuN at early ages).
Neurites were traced with NeuronJ. For spine analysis,
images were acquired from DIV20 GFP-expressing neu-
rons at high magnification using an oil immersion 100×
objective (Olympus). The number and length of den-
dritic spines and filopodia were measured from the pri-
mary dendrites, proximal to the cell body and extending
as long as they remained in focus (for segments longer
than 10 μm). We did not correct for spines hidden be-
neath or above the dendrite; therefore, spine densities
likely underestimate the true value. Filopodia were de-
fined as dendritic protrusions that were >3 μm in length.
Spines were defined as protrusions <3 μm in length, and
similar to those reported previously [93], we included
protrusions that emanated laterally greater than about
0.5 μm from the dendritic shaft. The observer was not
blinded as the neuronal morphology of the TeA is visibly
different. However, to minimize potential bias [93], a
single observer scored spine densitometry for all regions.
Spines were categorized as mushroom, stubby and thin
based on the morphological criteria of Peters and
Kaiserman-Abramof [94]. The number of dendritic
spines of each type were counted using the Cell Counter
plug-in in ImageJ. The spine density was calculated by
dividing the total number of spines by the length of the
dendrite analysed. An average spine density was obtained
for each neuron analysed.
Tissue sections
Tissue sections were used to evaluate neuronal dor-
mancy under more physiological conditions from a total
of 57 animals. This was based on our earlier pilot dataindicating that juvenile tissue likely harbours a large pro-
portion of the dormant phenotype, and the large effect
size (d = 0.8) that would be expected with a completely
functional network in mature tissue (power = 0.8). Slices
(250–450 μm) were submerged in a recording chamber
in oxygenated (95 % 02; 5 % CO2) artificial cerebrospinal
fluid (aCSF). Recordings were targeted to layer V of the
posterior sector of the ventral TeA-ectorhinal cortex
(also known as area Te2) as this is the major output
layer of the TeA. The TeA region is identified as the re-
gion located dorsal to the rhinal fissure (e.g. Plates 36–44
in [95]). Frontal and parahorizontal tissue sections were
prepared on a Leica vibrotome (Germany) from Sprague-
Dawley and Long-Evans rats. The aCSF had a final pH
and osmolality of around 7.4 and 300 mOsm respectively
and contained (mM): NaCl, 110; KCl, 3.5; MgCl2, 1.5;
NaHCO3, 26; CaCl2, 2; glucose, 10. Recordings were made
at 30–33 °C. For single-cell processing, cells were fixed
after recording in 4 % PFA overnight at 4 °C. Slices were
then washed with PBS three times for 10 min each and in-
cubated in blocking solution (10 % normal goat serum,
0.25 % Triton-X 100, 0.1 M phosphate buffer) for 1 hour.
Slices were then incubated in streptavidin-Cy3 (1:1000;
Jackson Immunoresearch, West Grove, PA) and mouse
monoclonal NeuN antibody (1:500; Chemicon Inter-
national) in blocking solution for 1 hour at RT. Slices were
then washed with PBS three times for 10 min and incu-
bated with secondary fluorescence-conjugated (Alexa488)
anti-mouse antibody at RT for 1 hour. Finally, slices were
washed in 1× PBS three times for 10 min and then
mounted, dehydrated and coverslipped with mounting
medium. For 4′,6-diamidino-2-phenylindole (DAPI) stain-
ing, 20–40 μm thick sections were cut and stained with
DAPI (1:104) for 5 min at RT followed by a PBS rinse
three times for 5 min. For mouse-NeuN and rabbit-NF-
200, sections were washed three times for 10 min each
with PBS and incubated with blocking solution (PBS con-
taining 10 % NGS and 0.1 % Triton X-100) for 1 hour.
Sections were then incubated with primary antibody
mouse NeuN (1:500) and rabbit NF-200 (1:800) overnight
at 4 °C or 1 hour at RT in blocking solution. Sections were
then washed three times for 10 min each in PBS and ex-
posed for 1 hour with donkey anti-mouse cy3 (1:250) and
goat anti-rabbit cy3 (1:250) at RT diluted in PBS. Sections
were then washed three times for 10 min each in PBS and
mounted in aqua polymount.
Electrophysiology
The patch electrode (DC resistance; 6–8 MΩ) solution
contained (mM): K-gluconate, 120; KCl, 10; HEPES, 10;
Na-GTP, 0.2; Mg-ATP/Na-ATP, 4 or 110 K-gluconate,
10 HEPES, 1.0 EGTA, 20 KCL, 2 MgCl2, 2.0 Na-ATP,
0.25 Na-GTP, 10 di-tris-phosphocreatine, and had a pH
and osmolality of around 7.3 and 285 mOsm respectively.
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KCl and 50 mM NaHCO3. The pH was adjusted with HCl
and NaOH. Under light microscopy (Zeiss Axioskop
Microscope; Carl Zeiss, Germany), neurons were visually
selected based on their pyramidal or ovoid morphology
[96] both in vitro and in situ. Bright field images of the
same visual field used for immunohistochemical analysis
were also captured to confirm that visually identified neu-
rons were positive for neuronal markers (i.e. NeuN or
MAP2). Biocytin was also included in the pipette for co-
labelling with the neuron-specific marker NeuN in some
experiments (Additional file 4: Figure S4).
Obtaining patch-clamp recordings for detailed
electrophysiological characterization
The recording configuration was obtained by releasing
the positive pipette pressure and simultaneous applica-
tion of a negative pipette pressure by mouth. Care was
taken to minimize mechanical perturbation of the cell/
soma by ensuring that only local (i.e. the area under the
pipette) membrane deformation and patch rupture oc-
curred. This process could also be confirmed visually
under DIC microscopy in some instances. In cases that
were not visually confirmed, the amplifier was switched
into current-clamp mode to evaluate the temporal dy-
namics of the recording configuration and the resting
voltage potential (I = 0). The former is an important and
easy step to rule out the fast membrane charging times
associated with a cell-attached configuration despite the
ability of still being able to record synaptic and action
potential events in cell-attached mode [41]. Additional
suction, however, often resulted in intracellular aspir-
ation and cell deformation and/or loss of the patch.
Recordings from neurons in immature cortex typically
exhibit more depolarized membrane potentials (Vm) (–
30 to –60 mV) that can be maintained throughout the
recording session [97]. Indeed, in both cell phenotypes
observed in the present study these typical membrane
potentials were obtained following the patching proced-
ure and could be maintained throughout the recording
period. For spiking cells, there was an immediate
polarization in Vm that remained stable for the duration
of the recording that is typical of patch-clamp recordings
[97]. The dormant phenotype, on the other hand, exhib-
ited a different pattern; after the initial shift in Vm fol-
lowing the patching procedure, the Vm started to move
toward and stabilized at more hyperpolarized potentials
(e.g. –95.4 ± 10.6 mV; n = 10). However, this hyperpolar-
izing shift in Vm was prevented when using a bicarbon-
ate pipette buffer solution (–32.7 ± 6.8 mV, n = 7) that
would help prevent a CO2 gradient-dependent acidifica-
tion at the membrane interfacial region [98]. Indeed,
when we acidified the bicarbonate solution to effectively
reduce free bicarbonate, we observed a strong effect inthe opposite direction to that observed under increased
free bicarbonate conditions: significantly decreased con-
ductance (Additional file 7: Figure S7) and further Vm
polarization (–138.5 ± 6.5 mV; n = 8; F(2,22) = 32.09 p <
0.0001 and all three conditions are significantly different
from each other, Tukey’s post hoc test p ≤ 0.01) that
moved away from the chloride reversal towards the cal-
culated Na-K-ATPase reversal based on the estimated
free energy of ATP hydrolysis [99].
Confocal microscopy
Immunoreactivity and DiI labelling were examined with
an Olympus confocal FV300 laser scanning system and
BX50 upright microscope using a 60× UplanApo 1.20
NA water immersion objective. Images were captured in
sequential mode in double labelling experiments. Z-stack
scans were taken with 1-μm optical sections. Fifteen im-
ages were captured from each coverslip by translating the
stage in a systematic and unbiased fashion. Optimal light,
amplifier and camera settings were defined for each of the
fluorochromes used and kept consistent for all images
captured. To quantify peri-plasmalemmal channel/trans-
porter expression with confocal microscopy, we analysed
the XY plane of the NeuN-positive DiI-labelled cell that
was closest to the coverslip (i.e. the first Z plane where the
ventral DiI signal becomes evident). We chose to analyse
this flat basal part of the cellular membrane because (1) it
could be identified objectively, and (2) it provided a larger
surface area to analyse than the top or side slices due to
their curvature. These regions of interest were defined
using ImageJ (NIH, W. Rasband) and their signal intensity
was measured.
Electrical micro-stimulation
Transmembrane potentials are based on field strengths
required for microtubule translocation [47]. We found
that extracellular electrical stimulation on the order of
101–102 V/cm helped promote decoupling (n = 5). Extra-
cellular electric fields can be related to transmembrane
potential by a first approximation by the equation
ΔVm = –(3/2)Eacosθ, where E represents the extracellu-
lar electric field strength, a is the cell radius and θ equals
the polar angle [100]. This allowed us to localize stimula-
tion to the cell we are recording from to see if we could
artificially disrupt the decoupled state. This assumes that
(1) the electrically insulated region is roughly spherical, (2)
it has a high membrane resistance and (3) it lacks voltage-
dependent changes in conductance, all of which are defin-
ing characteristics of the decoupled phenotype under
standard conditions (see Results). For example, an extra-
cellular electric field of 5 × 101 V/cm, sufficient for micro-
tubule translocation [47], would be expected to generate a
maximum regional transmembrane around –150 to –200
mV under the same recording conditions as extracellular
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sustained repetitive short (e.g. 1 ms) duration hyperpolar-
izing pulses 1–10 Hz, or several series of longer duration
pulses on the order of 101 seconds. Shorter duration
stimulation often required even greater intensity stimula-
tion, and the process was facilitated with incremental in-
creases in stimulation intensity following each series of
stimulations.
FM1-43 imaging
The membrane impermeable amphipathic dye FM1-43
was included in the pipette for intracellular cytosolic
structural labelling. To normalize signals from different
experiments, FM fluorescence measurements were de-
termined by subtracting the background signal from the
mean fluorescence signal in the somatic region. Fluores-
cence images were analysed using ImageJ (NIH) soft-
ware. Fluorescence images were captured on-line with a
Nikon CCD camera attached to an Axioscope 2 FS-mot
Carl Zeiss microscope.
Additional control experiments
There are four clear lines of evidence confirming that
the decoupled phenotype is observed under a whole-cell
recording configuration. First, the soma can be labelled
when different membrane impermeable dyes are included
in the pipette (e.g. see Fig. 3). Second, the Vm can be chan-
ged by using different pipette solutions (see above). Third,
pipette dialysis, the hallmark of a whole-cell recording
configuration, with hypotonic or hypertonic pipette solu-
tion leads to cell shrinkage or cell swelling/dimpling re-
spectively (Additional file 8: Figure S8). Finally, and most
notably, despite a lack of recordable cationic current, an-
ionic current can be measured when a bicarbonate pipette
solution is used and can be blocked by bath application of
anionic channel blockers (Additional file 7: Figure S7). Im-
portantly, this confirms current measurement at the level
of the outer plasmalemma.
Dialysis experiments
For the tonicity experiments, strong changes in tonicity
are needed to provide the necessary driving force to
override the endogenous compensatory processes and
allow visualization of a response [101]. Thus, for the
hypotonic condition, the standard pipette solution (285
mOsm) was diluted by adding deionized water (e.g. 1.5
ml of deionized water to 2 ml of pipette solution). For
the hypertonic condition, approximately 280 mM of
magnesium chloride was added to the standard pipette
solution. Note that the chloride counterion likely has lit-
tle effect on intracellular tonicity as it is one of the most
prevalent ions involved in endogenous intracellular
osmoregulation [101].Analysis
Signal acquisition and analysis was accomplished using
the Multi-clamp 700A or Axopatch 200B and DIGI-
DATA 1322A 16-bit data acquisition system (Molecular
Devices). Data was typically low-pass filtered at 2–8 kHz
and digitized at ≥10 kHz. Intrinsic properties were
determined according to methods previously described
[30, 102, 103]. Data are expressed as mean ± SEM,
and the statistical test is noted when used. N represents
cells unless otherwise specified.
Additional files
Additional file 1: Figure S1. Dormant pyramidal cells lack significant
rectifying currents. Typical recordings (inset) obtained under voltage
clamp from a dormant (grey) and a spiking pyramidal cell (purple). The
former is characterized by a general absence of voltage-dependent
current and displays an essentially linear current-voltage relationship.
Graph represents summary data obtained from 15 cells (n = 8 dormant
and n = 5 spiking). Cells were voltage clamped at –60 mV. (PDF 604 kb)
Additional file 2: Figure S2. Recordable currents from TeA dendrites.
A: Differential interference contrast (DIC) microscopy images of the same
pyramidal neuron illustrating recordings targeted to a dendrite (left) and
to that of the soma (right). Scale bar = 20 μm. B: Corresponding current
traces from somatic (red) and dendritic (black) recordings in response to
a voltage ramp from –120 to +50 mV. The corresponding traces from
panel A are shown in purple and blue for the dendrite and soma
respectively for the same cell example. Note that a total of four traces
have been shown for each group (i.e. soma and dendrite). C–D: Summary
data demonstrating significantly lower membrane conductance (G) at
both hyperpolarized (–100 mV; t(5) = 3.18 Welch-corrected p = 0.024) and
depolarized (+50 mV; t(5) = 3.29 Welch-corrected p = 0.022) potentials
from somatic (n = 11) compared to dendritic (n = 6) recordings. *p < 0.05.
(PDF 184 kb)
Additional file 3: Figure S3. BDNF can stimulate TeA maturation and
somato-dendritic coupling. A: DIV20 cultures immunocytochemically
labelled with the dendritic-associated marker MAP2 under control (TeA)
and BDNF treatment (TeA + BDNF) on DIV6 (50 ng/ml). Scale bar = 50 μm.
B: Summary data showing the density of MAP2 positive dendrites in
DIV12–20 cultures between control and BDNF treatment (t(12) = 5.28 p =
0.0002; n = 7 cultures). C: Single-cell GFP-labelled neurons under control
(left) and BDNF-treated (right) conditions. TeA neurons were transfected
with GFP plasmid on DIV12 and visualized on DIV13. Scale bar = 20 μm.
D: Summary data of TeA neurite length between control and BDNF con-
ditions (control n = 34 and BDNF-treated n = 29; t(61) = 7.31 p < 0.0001). E:
Summary data of the proportion of dormant neurons. The first two bars
(Juvenile and Mature) represent re-plotted data from intact tissue at dif-
ferent ages representing the total proportion of neurons that exhibit the
dormant phenotype (P10-28 vs. P29-49; 78 % (n = 157) in mature vs. 41 %
(n = 94) in juvenile; p < 0.0001, Fisher’s exact test), while the last two bars
(TeA and TeA + BDNF) represent TeA cultures without (n = 16; DIV12–15)
and with BDNF treatment (n = 15; DIV13–14, 75 % without and 33 % with;
p = 0.032, Fisher’s exact test) respectively. F: Left; a DIC image of the di-
mensions of a TeA pyramidal cell indicating the long and short somatic
axes. Note that dendrites could always be observed under DIC micros-
copy. With a lack of any significant voltage-gated conductances (e.g.
Additional file 1: Figure S1), the specific membrane capacitance is ex-
pected to be ≈ 0.4–0.75 μF/cm2 [104–106]. Given the approximate dimen-
sions of the soma, we can thus estimate the theoretical somatic
capacitance (diameter equal to the average of the long and short axes).
Inset; the theoretical and measured Cm values for this cell using a value of
0.5 μF/cm2. Middle and right; images represent Alexa488 (40 μM) fluores-
cence images of a small capacitance pyramidal cell characteristic of the
TeA and that of a spiking cell following BDNF application with confirmed
aqueous dye diffusing into dendrites respectively. Scale bar = 20 μm.
Colours correspond to summary data on the far right (purple n = 13; blue
Chomiak et al. BMC Biology  (2016) 14:48 Page 12 of 14n = 9; orange n = 10; F(2,29) = 119.51, p < 0.0001; ANOVA and Games-
Howell post-test, BDNF p < 0.0001). (PDF 232 kb)
Additional file 4: Figure S4. Dormant cells are neuronal in nature. A: A
biocytin-filled dormant neuron (left) and NeuN co-staining of the same
section (right) illustrating the nuclear region of the same cell (dotted
circle). Scale bar = 25 μm. B: Summary data (t(4) = 6.83 p = 0.0024 n = 5;
one-sample t test) of NeuN immunoreactivity. To make individual fluorescence
measurements comparable, we normalized the ’co-labelled’ NeuN signals to
the highest NeuN signals (i.e. pixel density) obtained from the same sections.
Co-labelled cells generally had a less dense and more diffuse NeuN staining
pattern. C: To ensure that diffuse NeuN staining was not due to recording
conditions, NeuN signals were analysed for a population of TeA neurons and
normalized for comparison in the same way as in panel B: a high percentage
of TeA neurons have moderate to low levels of NeuN staining. **p< 0.01.
(PDF 673 kb)
Additional file 5: Figure S5. Lack of age-dependent increase in cell
number in TeA. A: Representative images of juvenile and mature tissue
sections illustrating a comparable pattern of DAPI (blue) and NeuN (green)
staining. Neurofilament-200 (red) was also included here to illustrate the
surrounding neuropil. Note that the intensity of DAPI staining appears, in
general, weaker and more dispersed in older animals. Scale bar = 50 μm.
B–C: Summarized cell count data based on DAPI (B) and NeuN (C) stain-
ing normalized for comparison. Note that there does not appear to be an
increase in cell number for both the total number of cells and NeuN posi-
tive cells between juvenile (P19; n = 3 animals) and mature (P57; n = 3 an-
imals) animals using both counting methods (t(4) = 1.45 p = 0.22 for DAPI
and t(4) = 1.69 p = 0.17 for NeuN). These results are consistent with the
general notion that the postnatal neocortex does not appear to produce
more neurons [51]. (PDF 695 kb)
Additional file 6: Figure S6. TTX-sensitive spikes in spiking neurons
from mature tissue. A: Representative current-clamp step-protocol traces
from a spiking neuron under pre (Control) and post-tetrodotoxin (sodium
channel blocker) application (TTX). The step protocol consisted of an ini-
tial –200 pA step followed by eight 50 pA steps (750 ms in duration)
from an initial Vm of –70 mV. B: Summarized data (n = 5) on the effect of
TTX (1–0.1 μM) on the number of spikes per second (normalized) under
control and TTX conditions in spiking neurons from tissue slices around 1
month old (t(4) = –29.7; p < 0.0001). (PDF 200 kb)
Additional file 7: Figure S7. Presence of anionic but not cationic
membrane current. A: Representative current traces (left) for both low
free bicarbonate (red; n = 15; pH 3.5–4; 50 mM NaHCO3) and high free
bicarbonate ion (black; n = 14; pH 8–8.5; 50 mM NaHCO3) internal pipette
recording conditions are shown in A. Cells were held at –60 mV and a
voltage command ramp from –120 to +50 mV was applied. (Right) Group
data illustrating a significant larger slope conductance (G) under alkaline
conditions (t(13) = 3.80 Welch-correction p = 0.0022 on square rooted-
transformed data to minimize distribution skew). Importantly, under these
conditions, cells still failed to demonstrate action potential and rectifying
currents under both ramp or step protocols. B: Given the lack of any
observable current under acidic recording conditions, the membrane
impermeable amphipathic dye FM1-43 (≈40 μM) was included in the
pipette (n = 10). Scale bar = 20 μm. C: Current traces (left) from the same
cell under high free bicarbonate internal recording conditions before
(black) and after (orange) bath application of the anionic (chloride and
electrogenic NBC co-transporter) channel blockers SITS and DIDS (≈1
mM). Cells were held at a holding potential of –60 mV and a voltage
command ramp from –160 to +80 mV was applied. (Right) Summary data
showing that the high free bicarbonate internal recording condition
membrane current is sensitive to both SITS and/or DIDS. Bath application
of SITS and/or DIDS led to a significant decrease in recordable current
(Wilcoxon signed-rank test W = –36.0, p = 0.0039 n = 8). When stratified
into individual or combined drug application, similar findings were ob-
served (t(3) = 5.60 p = 0.011 one-sample t test and t(3) = 33.38 p < 0.0001
one-sample t test for either and both blockers respectively), with almost
90 % of the recordable current being blocked with SITS and DIDS appli-
cation. *p < 0.025; **p < 0.01. (PDF 1103 kb)
Additional file 8: Figure S8. Optical changes driven by the imposed
pipette tonicity. A–B: A schematic illustration of the experiments to
confirm a whole-cell configuration based on the characteristic featurethat, under whole-cell conditions, the properties of the pipette solution
are imposed to the cytosol through dialysis. Here a hypotonic pipette
solution was used to provide a driving force for the movement of ions
from the cell interior to the pipette during dialysis (red arrow; panel A).
Following dialysis (e.g. >3 min) the interior of the cell becomes like the
pipette solution (i.e. hypotonic), thus leading to a crenation-like effect in
cell shape as water moves out of the cell (panel A). Conversely, using a
hypertonic pipette solution will result in the opposite effect; ions move
into the cell and ultimately lead to cell swelling membrane dimpling
(panel B). C: Representative examples of these types of responses, which
were quite robust occurring in 100 % of cells tested. Under these conditions
cells still failed to demonstrate action potential and rectifying currents. D:
This response can be partially quantified using an ImageJ profile analysis
where the grey value represents regions of high contrast (e.g. edges) from
the DIC image region of interest (orange line; the coloured arrows corres-
pond to the same spatial locations as in panel C). It should be mentioned
that unlike the XY planes of the cell which are associated with the coverslip,
changes could also be observed in the Z plane but were difficult to quan-
tify. The colors correspond to the initial condition (green) and the dialyzed
condition (orange) for both panels C and D. E: The summarized data repre-
sent the proportional change in cross-sectional distance of dormant cells for
both the hypertonic (light grey; n = 6; t(5) = 4.28, one-sampled t test p =
0.0079) and hypotonic (dark grey; n = 5; t(4) = 10.51, one-sampled t test p =
0.0005) conditions. Note that volume increases non-linearly with distance. *
denotes p < 0.05. Scale bar = 5 μm. (PDF 148 kb)
Additional file 9: Fig. Data Source File. (XLS 97 kb)
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