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a b s t r a c t
In many mountainous areas, landslides and slope instabilities frequently occur after heavy
rainfall and earthquake, and result in enormous casualties and huge economic losses.
In order to mitigate the landslides hazard efficiently, a method is required for a better
understanding of stability analysis. Fortunately, upper bound theorem of limit analysis
provides a practical and effective upper bound approach to evaluate the stability of slopes.
And in this approach, the search for the minimum factor of safety can be formulated as a
nonlinear constrained optimization. In general, the SQP-type algorithms are used to solve
this optimization problem. However, it is quite time consuming and difficult to search the
optimum from an arbitrary starting point based on the SQP-type algorithms. Fortunately,
a QP-free algorithm based on penalty function and active-set strategy can be globally
convergent toward theKKTpointswith arbitrary starting point, and the rate of convergence
is local superlinear or even quadratic. Two classical problems of slope stability are solved
by this QP-free algorithm. The results show that the QP-free algorithm would be the
better choice than SQP-type algorithms for solving the nonlinear constrained optimization
problem which is derived from the upper bound limit analysis of slope stability.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Landslides, defined as themovement ofmass of rock, debris or earth down a slope, have caused large number of casualties
and huge economic losses in mountainous areas of the world, especially, China Mainland, Tai Wan, and Hong Kong. As a
result of slope instability, landslides can be triggered by a variety of external stimulus, such as heavy rainfall or earthquake
shaking that cause a rapid increase in shear stress or decrease in shear strength of slope-forming materials. In order to
mitigate the landslides hazard efficiently, the first step of the slope stability analysis is to develop a practical and effective
approach. Various researchers such as Drucker [1], Chen [2], Sloan [3], Sloan and Kleeman [4], Lyamin and Sloan [5] dedicate
to develop the upper bound approach based on the upper bound theorem of limit analysis. Recently, Chen et al. [6–9] have
presented a much simpler and straightforward upper bound approach based on Rigid Finite Element Method (RFEM). In
this approach, the problem of finding the minimum value of factor of safety can be formulated as a nonlinear programming
(NLP) problem.
1.1. Upper bound approach based on RFEM
In the rigid finite-element-based upper bound approach of slope stability analysis, the slope stability is evaluated by
means of the safety factor F which has the same definition as in the Limit Equilibrium Method (LEM) [10]. In general, it can
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be defined as follows:
c ′r =
c ′
F
; tanφ′r =
tanφ′
F
(1)
where c ′ and φ′ are the effective cohesion and friction angle, respectively.
In the numerical formulation of upper bound approach based on RFEM, the sliding soil mass is divided into a proper
number of rigid finite elements connected by the interfaces, and then, a kinematically admissible velocity field is constructed.
The kinematically admissible velocity discontinuities should satisfy the constraints of Mohr–Coulomb yield criterion,
associated flow rule, energy–work balance equation and prescribed velocity boundary conditions. Finally, the model of
finding the minimum of safety factor F can be formulated as a nonlinear constrained optimization problem (NLP) [6–9]:
min F
s.t.

A1VG − A2Vd = 0
A3Vg − 1F A4Vd = 0
A5VG − 1F A6Vd = 0
V kg − V¯ = 0
Vd ≥ 0.
(2)
The explanation of the notations can be found in Refs. [6–9]
1.2. The optimization algorithms for NLP
In the upper bound limit analysis of slope stability, a key aspect is the efficiency of NLP (2). Linear programming (LP)
has been used in [3,4]. However, in their methods the general yield function need to be replaced by numerous linear
inequality constraints, and it means that the computational cost becomes prohibitive for the large-scale problems. With
the development of NLP theory, Lyamin and Sloan [5] apply the NLP algorithm based on feasible direction to obtain strict
upper bound with a native form of yield function.
As to the rigid finite-element-based upper bound approach of slope stability analysis, Chen et al. [9] applied the FSQP
algorithmbased on the CFSQP software package [11] to obtain solutions for such nonlinear optimization problems. However,
Baker [12] pointed out that the solution procedure of the proposed approach in [6–9] is not efficient compared to the
conventional Stress Reduction Method (SRM). Chen et al.’s reply admitted this statement, and ascribed the inefficiency to
FSQP algorithms of nonlinear programming [12]. Indeed, FSQP algorithms still require solvingmore QP subproblems to keep
the feasibility of iteration points, which is computationally expensive. For the sake of reducing the computational cost, A
QP-free algorithm was first proposed in [13], and further study on QP-free algorithm can be found in [14–19]. The above
FSQP and QP-free algorithms all require that the starting points should be feasible, and the iteration points generated by the
algorithms satisfy the inequality constraints. However, it is very difficult or even impossible to obtain a feasible starting point
when the number of rigid finite element becomes very large. In addition, it will cost a large amount of computation to obtain
a feasible iteration point, especially for some large-scale problems. So, the algorithm which is used to solve the nonlinear
constrained optimization problem derived from the upper bound limit analysis based on rigid finite elementmethod should
keep two conditions as follows.
(1) The algorithm can solve this problem with an arbitrary starting point, and need not keep the feasibility of iteration
points.
(2) The algorithm should be a completely QP-free method.
Fortunately, Gao et al. [15] proposed a QP-free algorithm based on a ε-active set and a special penalty function as the merit
function; this algorithm can solve the nonlinear constrained optimization with arbitrary starting point. By relaxing the
limitation of feasibility of the iteration point, it could reduce the cost of computation and be suitable for solving the upper
bound limit analysis of slope stability problems. Therefore, we applied this QP-free algorithm to obtain solutions for such
nonlinear optimization problems.
2. Slope stability analysis based on QP-free algorithm
In the NLP (2) proposed in [6–9], the safety factor F is the objective function, and it is taken into account in the constraints
simultaneously. In fact, the safety factor can be expressed in terms of kinematically admissible velocity field and its jump.
In this section, we first reformulated the NLP of upper bound approach based on RFEM into a standard form.
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Fig. 1. Two dimensional discontinuous velocity fields.
2.1. A modified formulation of upper bound approach based on RFEM
In the NLP (2), the constrained equations just stand for two adjacent rigid elements. For the sake of completely expressing
the constraints, we introduce the selection matrix C em and Cdi for a rigid element em and interface i respectively, which are
defined as follows:
V eg = C emVG (3)
V id = Cdi VD (4)
where C em and Cdi are given by
C em =
0 · · ·
3em−2
1
3em−1
0
3em
0 · · · 0
0 · · · 0 1 0 · · · 0
0 · · · 0 0 1 · · · 0

3×3m
(5)
Cdi =
0 · · · 2i−11 2i0 · · · 0
0 · · · 0 1 · · · 0

2×2nD
. (6)
VG =

V 1g V
2
g · · · Vmg
T
3m×1is the global velocity vector, V
e
g =

vexg v
e
yg v
e
ωg
T is the element centroid velocity
vector (see Fig. 1), and m is the number of rigid elements; VD =

v+1 v
−
1 v
+
2 v
−
2 · · · v+nD v−nD
T
2nD×1 is the global
non-negative variables vector, and V id =

v+i v
−
i
T is a pair non-negative variable for the ith interface, and nD is the number
of interfaces.
According to the third constraint of NLP (2) which stands for the energy–work balance equation, we can obtain the safety
factor F using the global velocity vector VG and the global non-negative variables vector VD, i.e.,
F = A6VD
A5VG
. (7)
In addition, the boundary condition equations are not treated as the constraints, but rather directly imposed by means of
the conventional finite element method technique. Therefore, the NLP (2) can be reformulated as follows:
min F = A6VD
A5VG
s.t.

A1C ei VG − A2Cdi VD = 0
A3C ei VG
A6VD
A5VG
− A4Cdi VD = 0
Cdi VD ≥ 0
(8)
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where C ei =

C e2 C e1
T is another selection matrix for the two adjacent elements e1 and e2 which share an interface i; the
coefficient matrixes A1 ∼ A6 can be found in [9].
For computational convenience, the global vector of problem variables will be referred to as x = (VG, VD), where
x ∈ R2M+2nD ,m is the number of elements, nD is the number of interface, andwe treated the bound constraints as inequality
constraints. So the NLP (2) for finding a kinematically velocity field that minimize the safety factor can be generalized as
follows:
min
x∈R2M+2nD
F = f (x)
s.t.

gi(x) ≤ 0 i ∈ I
gi(x) = 0 i ∈ E, E = LE ∪ NE
(9)
where nB0 is the number of boundary condition equation; the index sets as follows.
Bound constraints index set: I = {1, . . . , 2nD}, here, for computational convenience, we treated the bound constraints
as linear inequality constraints.
Linear equation constraints index set: LE = {2nD + 1, . . . , 3nD}.
Nonlinear equation constraints index set: NE = {3nD + 1, . . . , 4nD}.
2.2. QP-free algorithm implementation
Gao et al. [15] proposed a QP-free algorithm with arbitrary initial point based on ε-active set procedure with a special
penalty function as the merit function, this penalty function is:
Wr(x) = f (x)+ rΨ (x)+ r
−
i∈E
|gi(x)| (10)
whereΨ (x) = max {gi(x), i ∈ I; 0}. For the convergence of the algorithm, the penalty parameter r is large enough to satisfy:
r > sup
k

max
i∈I∪E
λ0k,i , λ1k,i , and r > sup
k

max
i∈I∪E
2λ0k,i − λ1k,i . (11)
Throughout this algorithm, the following two assumptions are assumed.
(A1) The functions f (x), gi(x) ∈ C1 (i ∈ E ∪ I).
(A2) For any x ∈ Rn, the vectors {∇gi(x), i ∈ I(x) ∪ E} are linearly independent, where
I(x) = {i|gi(x) = Ψ (x), i ∈ I} . (12)
In fact, the denominator of objective function A5VG is the total external force work rate, and it cannot be a zero, therefore,
the Assumption A1 is always satisfied, however, the Assumption A2 is not easy to verify. In this paper, we just verified A2
using numerical results in the two classical examples.
According to the algorithm proposed in [15], we had to choose parameters ε0 > 0, β ∈ (0, 1), σ ∈ (0, 1) and penalty
parameter r . Subsequently, we could obtain the sequence {xk} generated by the iterative QP-free algorithm. At each iterative
step, we first need to evaluate the ε-active set Jk based on the constraints of optimization problem (4). This step is so
called Pivoting operation (POP), and it ensures that the vectors {∇gi(x), i ∈ Jk ∪ E} are linearly independent, and the linear
equations system has the unique solution. Second, the feasible descent direction and Lagrange multiplier (d, λ) can be
obtained by solving three linear equation systems. These linear equation systems consist of the active inequality constraints
and equality constraints.
The first linear equation system in (d, λ) is as follows:[
Hk ∇gJk∪E (xk)∇gJk∪E (xk)T 0
] [
d
λ
]
=
[ −∇f (xk)
−gJk∪E (xk)
]
. (13)
And the solution of the linear equation system is

d0k, λ
0
k

. If d0k = 0 and λ0k,i ≥ 0, i ∈ Jk, the current point xk is the KKT point
of problem (4) [15]. Otherwise, we need solve the second linear equation system in (d, λ) as follows:[
Hk ∇gJk∪E (xk)∇gJk∪E (xk)T 0
] [
d
λ
]
=
[ −∇f (xk)
υk,i − gJk∪E (xk)
]
(14)
where
υk,i =

λ0k,i
3
, if λ0k,i ≤ 0 and i ∈ Jk,
0, otherwise.
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Table 1
Parameters of shear strength.
w (kN/m3) c (kN/m2) ϕ (°)
98 98 30
The solution

d1k, λ
1
k

of (7) is a modification of descent direction

d0k, λ
0
k

. Furthermore, we had to solve the third linear
equation system in (d, λ) as follows:[
Hk ∇gJk∪E (xk)∇gJk∪E (xk)T 0
] [
d
λ
]
=
[ −∇f (xk)
−gJk∪E(xk + d1k)− gJk∪E (xk)
]
. (15)
The solution

d˜k, λ˜k

of (8) is another modification of

d1k, λ
1
k

; it can be used to avoid the Maratos effect. In Eqs. (6)–(8), we
just considered the constraints in ε-active set Jk and all equality constraint, that is, i ∈ Jk ∪ E.
After obtaining the feasible descent direction, we adopted the Armijo line search to determine the step length, that is,
set step length tk to be the first number t of the sequence

1, β, β2, . . .

satisfying
Wr

xk + td1k + t2

d˜k − d1k

≤ Wr (xk)+ σ tθr (xk) (16)
where
θr (xk) = ∇f (xk)T d1k +
1
2

d1k
T
Hkd1k − rΨ (xk)− r
−
i∈E
|gi (xk)| .
Finally, update the positive definite approximation of Hessian matrix Hk, and a new iterative point xk+1 = xk + tkd1k
+t2k

d˜k − d1k

, then return to the next iteration step. The details of the algorithm can be found in Ref. [15]. And the gradients
of the function that define the objectives and constraints can be estimated by forward finite differences.
The most wide choice of updating procedure for Hk is BFGS formula with Powell’s modification [20]. This BFGS formula
is as follows:
Hk+1 = Hk − Hkδδ
THk
δTHkδ
+ ηη
T
δTη
(17)
where
δ = xk+1 − xk; γ = ∇f (xk+1)−∇f (xk)+
−
i∈E∪Jk
(λk)i [∇gi (xk+1)−∇gi (xk)] ; η = θγ + (1− θ)Hkδ
θ =

1 δTγ ≥ 0.2δTHkδ
0.8δTHkδ
δTHkδ − δTγ δ
Tγ < 0.2δTHkδ.
3. Numerical examples
3.1. Critical height of vertical slope
According to Chen et al. [9], if the height of the vertical cut (see Fig. 1) is 4
√
3, and the failure is assumed by sliding along
a planewhich inclined an angle β = 30°, with the shear strength parameters in Table 1, the safety factor of vertical cut must
be 1.
3.1.1. Based on traditional SQP algorithm
First, we adopted a traditional SQP algorithm (active-set strategy) in MATLAB Optimization ToolboxTM to solve this
problem, and chose a feasible starting point
x10 =
[
−1 −
√
3
3
2 1
]T
.
The iteration procedure and result of calculation are shown in Table 2. The optimum point is x∗ = [−2.2857 − 1.3197
2.2857 0]T , and safety factor F = 1. However, if we adopted an arbitrary starting point
x20 =

0.6555 0.1712 0.7060 0.0318
T
the traditional SQP algorithm cannot solve this problem. The iteration procedure and result of calculation with arbitrary
starting point are shown in Table 3. Obviously, the optimum of problem cannot be found with an arbitrary starting point.
Hence, it is necessary to choose a feasible starting point if this problem is solved by the traditional SQP method.
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Table 2
Iteration procedure of SQP with feasible start point.
Iter F-count f (x) Max constraint Line search step length Directional derivative First-order optimality procedure
0 5 3 1.11e−16 – – –
1 10 1 4.44e−16 1 −0.875 2.57
2 15 1 4.44e−16 1 −1.16e−16 0.875
Table 3
Iteration procedure of SQP with infeasible start point.
Iter F-
count
f (x) Max
constraint
Line search
steplength
Directional
derivative
First-order optimality
procedure
Procedure
0 5 −Inf 1.0002 – – – Infeasible starting point
1 9 −Inf 1.0002 2 NaN Inf –
2 13 −Inf 1.0002 2 NaN Inf Hessian not updated
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
98 397 −Inf 1.0002 2 NaN Inf Hessian not updated
99 401 −Inf 1.0002 2 NaN Inf Hessian not updated
Table 4
The optimal parameters.
ε0 β σ
10 0.5 0.5
Table 5
Iteration procedure of QP-free with the arbitrary start point.
Iteration f (x)
d0k Jk λi, i ∈ Jk dim ∇gI(x)∪E rank ∇gI(x)∪E
1 −2.4881 0.9790 {1, 2} [−7.0, 2.2]T 4× 1 1
2 −7.6768 1.0519 {1, 2} [−59.1, 44.0]T 4× 1 1
3 1.0274 2.5056 {2} [−1008, 0]T 4× 2 2
4 3.5063 32798 {∅} – 4× 1 1
5 3.3817 86.462 {∅} – 4× 1 1
6 3.3814 0.00003 {∅} – 4× 1 1
7 3.3812 62.040 {∅} – 4× 1 1
8 3.3805 310.120 {∅} – 4× 1 1
9 3.3575 7694.8 {∅} – 4× 1 1
10 3.2141 37303 {∅} – 4× 1 1
11 2.8495 161590 {∅} – 4× 1 1
12 1.5631 234350 {∅} – 4× 2 2
13 0.4876 128510 {2} – 4× 1 1
14 1 1.016× 10−20 {2} [5.8× 10−6, 0]T 4× 1 1
3.1.2. Based on QP-free algorithm
The QP-free algorithm for finding the minimum of safety factor was implemented in MATLAB and tested over some
problems from [21]. And then, we used it to solve this problem with the same arbitrary starting point x20, the parameters
and the results of calculation are separately listed in Tables 4 and 5.
From Table 5, we found that this QP-free algorithm can solve this problem with an arbitrary starting point. From the
point of computational view, the parameters ε0 and r are sensitive for convergence and rate of convergence. The penalty
parameterr should satisfy the condition (11), and the parameter ε0 is very important for determining the ε-active set Jk.
And it seems that it could not affect the rate of convergence. The results with different parameters ε0 are listed in Table 6.
In addition, in Table 6, dim
∇gI(x)∪E(x) stands for the dimension of matrix which consists of the gradient vector at each
iterative step, and rank
∇gI(x)∪E(x) is the rank of this matrix. From the results listed in Table 6, we can find that the rank
of the matrix is full; therefore, the vector {∇gi(x), i ∈ I(x) ∪ E} is linearly independent.
On the other hand, compared with the calculation results of this problem based on CFSQP algorithm in Ref. [9], if choose
suitable parameters, we just need fourteen iterative steps to find the solution from an arbitrary starting point. However,
the CFSQP algorithm had to iterate 18 steps. We believed that the efficiency of computation would be better than CFSQP
algorithm with the increasing of constraints and unknown variables.
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Table 6
The effect of parameter ε0 on the rate of convergence.
ε0 jk Iteration step Optimum
10 476 14 1
100 476 14 1
1000 1451 14 1
10000 2481 14 1
100000 3726 14 1
Fig. 2. The model of critical height of a vertical slope (after [9,22]).
Fig. 3. (a) A weightless slope with a vertical surface load [6]. (b) The slip surface based on slip-line method.
3.2. Weightless slopes with a surface load
To validate the QP-free algorithm for solving the more complex models with many rigid finite elements, we consider
an example in two dimensions that has been analyzed in Ref. [9]. As shown in Fig. 3(a), a vertical surface load is applied
on a uniform, weightless slope with the conditions: χ = π4 ; c = 98 kPa, ϕ = 30°, where χ is the inclination of the slope
from the horizontal. c and φ are shear strength parameters. According to the closed-form solution based on slip-line field
approach [9], the limit load q is 111.44 kPa, and the critical slip surface consists of three lines. The straight lines AB and CD,
and log-spiral line BC with its left and right interfaces BO and CO; see Fig. 2(b).
We first adopted a coarse mesh as illustrated in Fig. 4(a), and assumed that the slip surface was the ABCD, and the plastic
zone ABCDOAwas divided into three rigid elements, element (1),1OAB, element (2),1OBC and element (3),1OCD.We used
the QP-free algorithm to solve this problem with an arbitrary starting point, the parameters and the results of calculation
are listed in Tables 7 and 8. From the point of computational view, this problem can be solved by using QP-free algorithm
if the optimal parameters were chosen reasonably. In this example, the parameter ε0 also affect the rate of convergence, in
addition, it seems that ε0 = 1 is the best choice for solving this problem. In fact, the actual limit load based on rigid finite
element upper bound limit analysis approach depends on the arrangement of themesh; so the solution of this problembased
on the three elementmodel is very different from the actual safety factor (in this case, it must be 1). So, we need to refine the
mesh generation, for example, a mediummesh (Fig. 4(b)), fine mesh (Fig. 4(c)). The parameters for the model with different
meshes are listed in Table 7, with arbitrary starting point. The final safety factor is listed in Table 8. Due to space constraints,
the details of computation are not given. It is worth noting that the initial point can also affect the convergence of the
QP-free algorithm. The reason is that the vector {∇gi(x), i ∈ I(x) ∪ E} cannot keep the linearly independent condition for a
bad choice of initial points. Therefore, a clear relationship between arbitrary initial point and convergence of this algorithm
should be found in the further work. Even though, we could also state that the QP-free algorithm proposed in [15] is valid
for the optimization problem of upper bound limit analysis based on RFEM.
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(a) Mesh parameters: 12 elements, 11 nodes.
(b) Mesh parameters: 86 elements, 51 nodes.
(c) Mesh parameters: 233 elements, 131 nodes.
Fig. 4. The RFEMmeshes of example 2: (a) coarse mesh, (b) medium mesh, (c) fine mesh.
Table 7
The optimal parameters for different models.
Parameters Models
Coarse mesh Medium mesh Fine mesh
ε0 1 10 100
β 0.5 0.5 0.5
σ 0.5 0.5 0.5
Table 8
Result of safety factor.
Coarse mesh Medium mesh Fine mesh
3.150 1.509 1.025
4. Conclusions
TheQP-free algorithm could be used to solve the nonlinear constrained optimization problems derived fromupper bound
limit analysis of slope stability with an arbitrary starting point. The main features of the application of algorithm in finding
minimum safety factor can be summarized as follows.
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(1) If the users choose suitable optimal parameter ε0, the algorithm can solve the optimization problem and find the
minimum safety factor with several iterative steps. However, the parameter ε0 is chosen by means of computational
experience in this paper; it is worth further researching how to determine it in terms of practical problems.
(2) In theQP-free algorithmproposed in [15], the feasibility of iteration points could be relaxed for the nonlinear constrained
problem, so we may state that it is not necessary to keep the feasibility of iteration for the nonlinear constrained
optimization problem of upper bound limit analysis of slope stability.
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