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Abstract
In both Theoretical Computer Science and practical work it is a disappointing out-
come if the considered problem is known to be NP complete. There is almost no
hope for the existence of an efficient algorithm solving this problem. However, many
approaches have been developed to overcome this barrier:
• The study of parameterized complexity allows in many cases the concentration
of the combinatorial explosion of the running time in a given parameter. Then
this parameter is hopefully small for the instances to solve.
• The behavior of problems and algorithms not only in the worst case but also
in average cases are studied: maybe difficult instances are rare and mostly do
not occur in real world situations. Or the data to work with is because of
its measurement of physical values slightly perturbed. Then the concept of a
smoothed analysis of the algorithm gives an inside: can one achieve expected
fast computation for “nearly worst cases”, even if in the worst case one only
has a much more poorer estimation?
• Also sometimes the use of randomness in the computing process can help to
circumvent some obstacles.
• And maybe an approximation is also nearly as good as an optimal solution.
So how to find good approximations and how good are they?
All these approaches are well studied on its own, but to the knowledge of the author
interactions between them, and the use of multiple approaches together, is a mostly
unstudied field of research. In this thesis we want to study a part of these interactions
for some test problems.
We show that the reduction rules, given by Gramm et al., for the Clique-Cover
problem with high probability not only reduces “yes” instances, but solves them
entirely.
We also consider the paradigm of bounded search trees, which is widely used to con-
struct algorithms for fixed parameter tractable problems. There we not only find that
the expected running time of a simple bounded search tree algorithm is much lower
than the worst case bound for FPT problems Vertex-Cover and d-Hitting-Set.
They give for certain sets of parameter values expected FPT running time for the
W[1] and W[2] complete problems Clique and Hitting-Set, too.
Furthermore, we study some simple probabilistic generalizations of greedy appro-
ximation algorithms. For the Vertex-Cover, Hitting-Set, and the Triangle-
Vertex-Deletion problems we find that the probabilistic greedy algorithms we
give have a substantially smaller expected approximation ratio than their determi-
nistic worst case equivalents. There is also a trade off between quality and time,
meaning that with more time invested one can expect better solutions with smaller
approximation ratios.

1 Einleitung
Ein Problem, welches man untersucht, stellt sich als NP-vollsta¨ndig heraus. Sehr
wahrscheinlich gibt es also (da nach U¨berblick des Autors die gesamte Wissen-
schaftswelt davon ausgeht, dass P 6= NP ist) keinen
”
schnellen“ Algorithmus, der
das Problem lo¨st. Was also tun? Sich mit dieser eher unbefriedigenden Antwort der
klassischen (Worst-Case)-Komplexita¨tstheorie abzugeben und die Aufgabe ungelo¨st
zuru¨ckzulassen, ist insbesondere in der Praxis oft kein denkbarer Umgang mit der
Situation.
Doch es gibt einige Ansa¨tze, wie man sich dennoch diesen
”
schwierigen“ Problemen
na¨hern kann:
• Man kann versuchen, die Schwierigkeit des Problems (die die Laufzeit explo-
dieren la¨sst), auf einen (in den relevanten Fa¨llen hoffentlich kleinen) Parameter
zu begrenzen. Diese U¨berlegungen ru¨hren aus dem Feld der parametrisierten
bzw. multivariaten Komplexita¨tstheorie.
• Nur weil ein Problem nicht fu¨r jede Eingabe schnell gelo¨st werden kann, heißt
dies noch lang nicht, dass dies fu¨r alle mo¨glichen Eingaben der Fall sein muss.
Vielleicht sind die komplizierten Instanzen ja auch selten, sodass im Durch-
schnitt dennoch eine effiziente Lo¨sung mo¨glich ist? Derartige Fragen versucht
man mit der Betrachtung einer Average-Case-Analyse zu beantworten.
• Oder sind die Eingabe-Daten zwar nicht vo¨llig zufa¨llig, aber als Messwerte
etwa eventuell etwas verrauscht? Hier kommt die Smoothed -Analyse ins Spiel
und kann im besten Fall zeigen, dass dadurch im Erwartungswert dennoch
schnelle Laufzeiten zu erhalten sind.
• Und wenn der Zufall nicht in den Daten steckt, so kann man trotzdem den Al-
gorithmus dessen Eigenschaften nutzen lassen. Wenn die schwierigen Instanzen
deshalb schwierig sind, weil ein deterministischer Algorithmus sich gar nicht
immer richtig entscheiden kann, so ko¨nnte ein probabilistischer Algorithmus
dies umgehen, indem er mit genu¨gend hoher Wahrscheinlichkeit richtig ra¨t.
• Oder man gibt sich auch mit einer nicht optimalen Approximationslo¨sung zu-
frieden. Wie weit diese von der bestmo¨glichen Lo¨sung abweichen kann, oder
– positiv formuliert – welche Garantie man erha¨lt, wie gut die gefundene
Na¨herungslo¨sung ist, untersucht man beim Studium solcher Approximations-
Algorithmen.
Die genannten Ansa¨tze sind – jeder fu¨r sich – gut verstanden und viele Wissenschaft-
ler arbeiten seit la¨ngerem in diesen Gebieten. Jedoch sind Verknu¨pfungen zwischen
ihnen teilweise noch kaum untersucht. Fragen wie
”
Lassen sich Probleme, die auch
aus Sicht der parametrisierten Komplexita¨t schwer sind, besser lo¨sen, wenn der Algo-
rithmus nur im Erwartungswert schnell sein muss?“ oder
”
Kann ein probabilistischer
Algorithmus bessere Na¨herungslo¨sungen produzieren, als man bei deterministischem
Vorgehen erha¨lt?“ erscheinen noch keine große Beachtung erhalten zu haben.
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Der Autor geht jedoch davon aus, dass die verschiedenen, genannten Ansa¨tze sehr
wohl deutlich voneinander profitieren ko¨nnen. Selbst da, wo die Methoden eines Be-
reichs scheitern, ko¨nnen durch Anwenden der Techniken der verschiedenen Ansa¨tze
teils deutlich bessere Ergebnisse erzielt werden.
Diese Dissertation soll das Zusammenwirken der genannten Techniken an einigen
ausgesuchten Beispielen demonstrieren. In Kapitel 2 werden die fu¨r diese Arbeit
grundlegenden Bereiche und wichtige Informationen daraus noch einmal kurz vor-
gestellt.
Es folgt in Kapitel 3 die Diskussion, wie gut gewisse Reduktionsregeln, die ein Pro-
blem auf seinen Problemkern reduzieren, fu¨r das Clique-Cover-Problem sind: Be-
kannt war, dass sie die Eingabe im Worst-Case auf einen Problemkern aus ho¨chstens
2k Knoten reduzieren, wenn eine U¨berdeckung des Graphen durch k Cliquen exis-
tiert. Wir ko¨nnen zeigen, dass unter Annahme einer sinnvollen Eingabeverteilung
diese Reduktionsregeln das Problem nicht nur deutlich vereinfachen, sondern sogar
schon mit hoher Wahrscheinlichkeit selbst lo¨sen.
Im Kapitel 4 wird das Paradigma der beschra¨nkten Suchba¨ume bei der Anwen-
dung auf die in der parametrisierten Komplexita¨tsklasse FPT liegenden Probleme
Vertex-Cover und d-Hitting-Set, dasW[1]-vollsta¨ndige ProblemClique sowie
das W[2]-vollsta¨ndige Problem Hitting-Set betrachtet: Wie verha¨lt es sich, wenn
die Eingaben gema¨ß eines recht allgemeinen Zufalls-Graph- (bzw. Zufalls-Mengen-)
Modells verteilt sind? Dabei konnten wir fu¨r die beiden schon im Worst-Case zur
Klasse der FPT-Probleme geho¨renden Fa¨lle deutlich schnellere Laufzeiten im Erwar-
tungsfall zeigen, wa¨hrend wir auch fu¨r die beiden anderen Probleme bei geeigneter
Parameter-Wahl eine erwartete FPT-Laufzeit zeigen konnten. Durch die Wahl des
allgemeinen Zufalls-Graph- (bzw. -Mengen-) Modells ließen sich diese Erkenntnis-
se auch jeweils als Aussagen im Sinne der Smoothed-Komplexita¨t formulieren, so-
dass diese Probleme nicht nur im Average-Case, sondern auch bei nur geringeren
Sto¨rungen noch effektiv lo¨sbar sind.
Abschließend betrachten wir in Kapitel 5 fu¨r das Vertex-Cover-Problem, das
d-Hitting-Set-Problem, wobei d die Gro¨ße der zu treffenden Mengen angibt, und
dasTriangle-Vertex-Deletion-Problem jeweils den (deterministischen) Greedy-
Approximations-Algorithmus und verallgemeinern diesen, indem die Auswahl des zu
ziehenden Elements nicht mehr gierig (engl. greedy) als das nach einer bestimmten
Bewertung beste erfolgt, sondern probabilistisch mit einer Wahrscheinlichkeitsvertei-
lung, die von der Bewertung der verschiedenen Elemente abha¨ngt. Auch hier konnte
fu¨r alle drei Probleme eine deutliche Verbesserung gegenu¨ber dem deterministischen
Greedy-Algorithmus gezeigt werden: Wa¨hrend dieser im Worst-Case nur eine in
der Knoten- bzw. Mengen-Anzahl n logarithmische Approximation zula¨sst, konnte
fu¨r die jeweils betrachtete Wahrscheinlichkeitsverteilung bewiesen werden, dass im
Erwartungswert ein konstanter Approximationsfaktor (der vom Problem abha¨ngt)
erreicht wird. Dabei la¨sst sich in einer Kosten-Nutzen-Abwa¨gung zwischen erwar-
teter Laufzeit und Approximationsgu¨te diese Konstante auch beliebig weit nahe 1
verschieben.
2 Grundlagen
Dieses Kapitel soll einen kurzen U¨berblick u¨ber die Gebiete, in denen sich diese Dis-
sertation bewegt, geben. Es ist dabei nicht als Ersatz eines Lehrbuchs gedacht. Ent-
sprechende, ausfu¨hrlichere Literatur findet man jeweils in den einzelnen Abschnitten
angegeben.
2.1 Worst-Case-Komplexita¨ts-Theorie
Die Theoretische Informatik bescha¨ftigt sich neben der Frage, was u¨berhaupt bere-
chenbar ist, auch intensiv mit U¨berlegungen dazu, wenn etwas berechenbar ist, wie
schnell man das jeweilige Problem denn auch lo¨sen kann. Dabei stellt sich heraus,
dass die Probleme in eine ganze Hierarchie von Komplexita¨tsklassen eingeordnet
werden ko¨nnen. Deren Studium widmet sich die Komplexita¨ts-Theorie.
Einfu¨hrungen in die Theoretische Informatik und insbesondere die Komplexita¨ts-
theorie findet man unter anderem in Blum [15], Scho¨ning [92], Wechsung [99] sowie
auch z.B. in [19, 40, 61, 62]. Wir wollen hier im Folgenden nur einen kurzen U¨berblick
geben.
Eine wichtige – wenn nicht gar die erste und zentrale – Frage, die sich mit dem
Aufkommen von programmierbaren Rechenmaschinen ab dem vierten Jahrzehnt des
zwanzigsten Jahrhunderts versta¨rkt stellte, ist, welche Probleme sich mit diesen –
und generell – berechnen lassen, und was auch der beste Computer aus inha¨renten,
theoretischen Gru¨nden nicht wird lo¨sen ko¨nnen. Doch um diese Frage beantworten
zu ko¨nnen, beno¨tigt es erst einen gewissen Formalismus: Was ist u¨berhaupt ein
Problem? Und was heißt es, dass ein solches (nicht) berechenbar ist?
Grundlegend, quasi als atomarer Baustein des Theorie-Geba¨udes, ist dabei der Be-
griff der Sprache. Dabei ist keine natu¨rliche oder ku¨nstliche Sprache zur Versta¨ndi-
gung gemeint, sondern ein deutlich abstrakterer Begriff:
Definition 2.1.1. Sei Σ eine endliche, nichtleere Menge. Dann nennen wir Σ ein
Alphabet und seine Elemente Buchstaben. Endliche Folgen von Buchstaben (insbe-
sondere auch die aus 0 Buchstaben) heißen Wo¨rter. Die Menge aller Wo¨rter wird
mit Σ∗ bezeichnet. Eine beliebige Teilmenge L ⊂ Σ∗ heißt Sprache.
Eine Sprache ist also eine bestimmte, wohldefinierte Menge von endlich langen Zei-
chenketten, die ihrerseits aus nur endlich vielen verschiedenen Zeichen bestehen.
Beispielsweise ko¨nnte man als Alphabet die Menge der Ziffern 0 bis 9 wa¨hlen und
die Sprache Primes der Dezimaldarstellung der Primzahlen. Aber es sind auch ganz
andere Sprachen vorstellbar. So lassen sich auch z. B. Graphen in entsprechende Zei-
chenketten codieren und man kann die Sprache Hamilton derjenigen Graphen, die
einen Hamilton-Weg besitzen, definieren.
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Probleme ko¨nnen nun als Wortproblem definiert werden: Ist ein gegebenes Wort x
Element der Sprache L?
Um solche Fragen zu berechnen, bzw. erst einmal die Frage zu kla¨ren, ob sie u¨ber-
haupt berechenbar ist, beno¨tigt es ein Berechenbarkeitsmodell. Dabei stehen viele
zur Auswahl: Von verschiedenen Programmiersprachen u¨ber Random Access Machi-
nes, µ-rekursiven Funktionen und dem λ-Kalku¨l bis hin zu Conways Game of Life:
Sie alle sind a¨quivalent, d. h., ko¨nnen genau die gleichen Dinge berechnen. Nach der
Turing-Church-These ist das deshalb der Fall, da sie alle mit dem (nicht klar de-
finiertem) intuitivem Berechenbarkeitsbegriff u¨bereinstimmen (und nicht nur – wie
z. B. die Klasse der primitiv-rekursiven Funktionen – eine echte Teilmenge davon
darstellen).
Als das Berechenbarkeitsmodell schlechthin hat sich aber das von einem der Urva¨ter
der Disziplin der Theoretischen Informatik – Alan Turing (1912–1954) – stammende
und 1936 vorgestellte Modell einer hypothetischen Rechenmaschine etabliert; die
nach ihm benannte Turing-Maschine:
Definition 2.1.2. Eine deterministische / nicht-deterministische Turingmaschine
ist gegeben durch ein 7-Tupel M = (Z,Σ,Γ, δ, z0,, E). Dabei ist
• Z die endliche Zustandsmenge,
• Σ das Eingabealphabet,
• Γ ⊃ Σ das Arbeitsalphabet,
• δ : Z × Γ → Z × Γ × {L,R,N} im deterministischen Fall bzw. δ : Z × Γ →
P(Z×Γ×{L,R,N}) im nicht-deterministischen Fall die U¨berfu¨hrungsfunktion,
• z0 ∈ Z der Startzutand,
•  ∈ Γ \ Σ das Leerzeichen und
• E ⊂ Z die Menge der Endzusta¨nde.
Definition 2.1.2 ist aus [92] u¨bernommen.
Um fu¨r diese abstrakte Definition eine Anschauung zu entwickeln, was sie konkret
bedeutet und wie eine Turing-Maschine arbeitet, stellt man sich ein beidseitig un-
endlich langes Band vor, welches in einzelne, aufeinander folgende Zellen unterteilt
ist. In jeder dieser Zellen steht ein einzelnes Zeichen des Bandalphabets Γ, wobei
fast alle Zellen (d. h. alle, bis auf endlich viele Ausnahmen) durch das Leerzeichen
 beschriftet sind. (Es gibt also nur einen endlichen Bereich, in dem andere Zei-
chen stehen ko¨nnen. Insbesondere wird dort die Eingabe durch die Teilmenge des
Eingabealphabets Σ notiert.)
Neben diesem Speicher besitzt die Turingmaschine auch einen Lese-Schreib-Kopf,
der u¨ber einer entsprechenden Zelle steht, deren Inhalt auslesen und einen neuen hin-
einschreiben kann. Pro Takt kann dieser die beiden Aktionen (Lesen und Schreiben)
ausfu¨hren und sich dann abschließend auf eine der beiden Nachbarzellen bewegen.
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Diese Bewegung wird durch die Richtung angegeben: L fu¨r die linke Nachbarzelle,
R fu¨r die rechte und N fu¨r keine Bewegung (
”
Nicht bewegen“).
Schlussendlich fehlt noch eine Steuereinheit, die angibt, wie sich die Turing-Maschine
verha¨lt. Zu Beginn befindet sich die Maschine im Start-Zustand z0. Abha¨ngig vom
aktuellen Zustand aus der Zustandsmenge Z und dem in diesem Takt gelesenen
Zeichen werden nun drei Aktionen ausgefu¨hrt:
• Es wird ein neues Zeichen in die aktuelle Zelle geschrieben,
• der Lese-Schreib-Kopf wird nach links oder rechts auf die Nachbarzelle, oder
gar nicht bewegt und
• der Zustand der Turing-Maschine wird aktualisiert.
Welches Zeichen genau geschrieben, in welche Richtung der Lese-Schreib-Kopf be-
wegt und welcher neue Zustand angenommen wird, regelt die U¨berfu¨hrungsfunktion
δ. (Man beachte die verschiedenen Definitionen von δ deterministischen bzw. nicht-
deterministischen Fall.) Fu¨r eine deterministische Turing-Maschine ist fu¨r jedes Paar
aus aktuellem Zustand und gelesenem Zeichen genau eine Mo¨glichkeit vorgegeben,
d. h. eindeutig bestimmt, welches Zeichen geschrieben, wie der Lese-Schreib-Kopf
bewegt und in welchen neuen Zustand die Turing-Maschine fu¨r den na¨chsten Takt
gehen soll. Fu¨r eine nicht-deterministische Turing-Maschine stehen hier prinzipi-
ell auch mehrere solche Mo¨glichkeiten zur Verfu¨gung. Eine nicht-deterministische
Berechnung folgt dann einem der dadurch mo¨glichen Berechnungspfade. Nach Ab-
schluss der Ausfu¨hrung dieser drei gerade genannten Aktionen ist der aktuelle Takt
abgeschlossen und die Turing-Maschine berechnet nun den na¨chsten Takt (d. h.,
liest das aktuelle Zeichen und bestimmt mittels des aktuellen Zustands und der
U¨berfu¨hrungsfunktion die na¨chsten Aktionen usw.).
Diese taktweise Abarbeitung wird solange wiederholt, bis die Turing-Maschine einen
Zustand, der Teil der Endzustandsmenge E ist, erreicht. Damit ha¨lt die Turing-
Maschine und die Berechnung ist beendet.
Zerlegt man daru¨ber hinaus die Endzustandsmenge disjunkt in die zwei Teilmengen
E = Ean ∪˙ Eab, so kann man zusa¨tzlich auch durch Betrachtung des erreichten
Endzustands codieren, ob eine bestimmte Eingabe
”
angenommen“ oder
”
abgelehnt“
wurde.
Definition 2.1.3. SeiM eine (nicht-)deterministische Turing-Maschine. Dann heißt
die Menge L(M) der Eingaben, fu¨r dieM in einem akzeptierenden Endzustand ha¨lt,
die von M akzeptierte Sprache.
Nun hat man fu¨r die Frage, wie man die Berechenbarkeit eines Problems formal
definiert, alles zusammen: Ein Problem la¨sst sich als Wortproblem einer Sprache L
auffassen. Und eine Turing-Maschine M lo¨st dieses genau dann, wenn L die von M
akzeptierte Sprache ist, aber M (dann in ablehnenden Endzusta¨nden) auch fu¨r alle
Eingaben x /∈ L ha¨lt.
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Nicht alle Probleme sind berechenbar. So ist die Frage, ob eine bestimmte Turing-
Maschine bei einer bestimmten Eingabe ha¨lt – das Halteproblem – ein solches
Problem, wofu¨r es keine Turing-Maschine geben kann, die es berechnet. (Der Beweis
geschieht u¨ber ein Diagonalisierungs-Argument.)
Doch bei den Problemen, die berechenbar sind, interessiert eine weitere Frage: Wie
effizient ist die Berechnung mo¨glich? Besonders die Frage, ob eine Berechnung in
polynomieller Zeit (in Abha¨ngigkeit von der La¨nge |x| der Eingabe x) mo¨glich ist,
ist von großem Interesse. Sie entscheidet im weiteren Sinne daru¨ber, ob das Problem
”
praktisch lo¨sbar“ oder
”
praktisch unlo¨sbar“ ist, da im zweiten Fall die Laufzeiten
mit zunehmender Eingabela¨nge fo¨rmlich explodieren.
Definition 2.1.4. Die Sprache L liegt in der Komplexita¨tsklasse P genau dann,
wenn es ein Polynom p und eine (deterministische) Turing-Maschine M gibt, so-
dass L(M) = L ist und fu¨r jede Eingabe x eine Laufzeit (Anzahl der Takte bis zum
Halten der Turing-Maschine) von ho¨chstens p(|x|) besitzt.
Analog besteht die Komplexita¨tsklasse NP aus genau den Problemen, fu¨r die ei-
ne nicht-deterministische Turing-Maschine M mit L(M) = L und ein Polynom p
existiert, sodass es fu¨r jede akzeptierte Eingabe x einen mo¨glichen akzeptierenden
Berechnungspfad gibt, dessen La¨nge durch p(|x|) beschra¨nkt ist.
Man bemerke zuerst, dass die Einschra¨nkung auf akzeptierende Eingaben im Fall
der deterministischen Turing-Maschine keinen Unterschied macht: Auch die nicht in
der Sprache L liegenden Wo¨rter x werden dabei als solche erkannt: Nach spa¨testens
p(|x|) Schritten ha¨tte ja sonst die Eingabe akzeptiert werden mu¨ssen. Ist dies bis
dahin nicht geschehen, dann kann die Berechnung abgebrochen und in einen ableh-
nenden Endzustand gegangen werden. (Dies ist die informelle Beschreibung der Ar-
beitsweise einer Turing-MaschineM ′, die ho¨chstens einen konstanten Faktor la¨ngere,
also noch immer polynomielle Laufzeit besitzt, aber auch auf den x /∈ L ha¨lt, obwohl
dies fu¨r M nach obiger Definition nicht gefordert war.)
Daru¨ber hinaus fu¨hre man sich vor Augen, dass im nicht-deterministischen Fall die
Definition jedoch sehr großzu¨gig ist: Fu¨r Eingaben x, die nicht Element der akzep-
tierten Sprache sind, ist gar keine Vorgabe gemacht, d. h., die Turing-Maschine muss
nicht einmal halten. (Zwar kann man wieder, analog der U¨berlegung im deterministi-
schen Fall eine Turingmaschine M ′ konstruieren, die die Berechnung nach genu¨gend
langer Zeit abbricht. Aber diese hat nun exponentielle Laufzeit. . . ) Und auch fu¨r
Elemente der betrachteten Sprache muss nur ein solcher Berechnungs-Pfad, der poly-
nomielle La¨nge hat, existieren. Wie man diesen (aus der Vielzahl der Mo¨glichkeiten)
findet, oder ob andere la¨nger sind, wird dabei nicht betrachtet.
Damit erha¨lt man auch eine a¨quivalente Charakterisierung der Komplexita¨tsklasse
NP:
Satz 2.1.5. Die Komplexita¨tsklasse NP besteht aus genau den Sprachen L, fu¨r die
es fu¨r jedes x ∈ L ein polynomiell beschra¨nktes Zertifikat fu¨r dessen Mitgliedschaft
in L gibt.
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Ein Zertifikat ist dabei ein Nachweis, der genau dem in Definition 2.1.4 geforderten
akzeptierenden Berechnungspfad entspricht. Viele praktische Probleme lassen sich
so der Komplexita¨tsklasse NP zuordnen: Wenn man einen Lo¨sungskandidaten hat
(etwa einen Weg in einem Graphen, der einen Hamilton-Weg darstellt), dann kann
man ihn auch leicht verifizieren. Die Frage ist nur, wie man diese Kandidaten findet.
Gelingt das effizient, sodass das Problem auch in P liegt?
Um die Beziehungen zwischen solchen Problemen untersuchen zu ko¨nnen, fu¨hrt man
eine Relation ein, die anschaulich als
”
ist ho¨chstens so schwer wie“ interpretiert
werden kann; die Polynomialzeit-beschra¨nkte many-one-Reduktion:
Definition 2.1.6. Es seien A,B ⊂ Σ∗ zwei Sprachen. Dann heißt A in Polynomi-
alzeit many-one-reduzierbar auf B (A ≤p B), wenn es eine Polynomialzeit Turing-
berechenbare Funktion f : Σ∗ → Σ∗ mit a ∈ A ⇔ f(a) ∈ B gibt. Eine Funktion
f heißt dabei in Polynomialzeit Turing-berechenbar, wenn es eine deterministische
Turing-Maschine M und ein Polynom p gibt, sodass M fu¨r jede Eingabe x ∈ Σ∗
nach ho¨chstens p(|x|) Schritten auf der Ausgabe f(x) ha¨lt.
Um die Frage, ob eine Eingabe a Element von A ist, zu beantworten, genu¨gt es also
zu u¨berpru¨fen, ob f(a) ∈ B gilt. Kann man dies deterministisch in polynomieller
Zeit ermitteln, so ist dies demnach auch fu¨r die Ausgangsfrage der Fall. Das Problem
A ist damit
”
ho¨chstens so schwer“ wie das Problem B.
Definition 2.1.7. Sei S eine Sprache. Gilt fu¨r jede Sprache L ∈ NP, dass L ≤p S,
so heißt S NP-schwer. Ist zusa¨tzlich noch S selbst Element von NP, so heißt es sogar
NP-vollsta¨ndig.
Die NP-Vollsta¨ndigkeit stellt einen sehr zentralen Begriff dar: Ist ein Problem NP-
vollsta¨ndig, dann bedeutet dies, dass, wenn man jenes eine Problem effizient (d. h.
deterministisch in Polynomialzeit) lo¨sen ko¨nnte, dann ginge das mit allen Problemen
aus NP.
Ein erstes solches NP-vollsta¨ndiges Problem konnte 1971 gefunden werden, siehe
[29, 70]:
Satz 2.1.8 (Satz von Cook und Levin). Das Sat-Problem, ob fu¨r eine boolesche
Formel F eine Belegung der Variablen existiert, die F erfu¨llt, ist NP-vollsta¨ndig.
Damit war ein Anfang gemacht. Doch bald folgte fu¨r viele weitere Probleme die
Einordnung, dass sie NP-vollsta¨ndig sind, siehe z. B. Karps beru¨hmte Liste von 21
NP-vollsta¨ndigen Problemen in [65]. Seitdem wurde diese Eigenschaft fu¨r eine große
Zahl weiterer Probleme gezeigt.
Doch fu¨r keines dieser Probleme konnte bisher ein deterministischer Polynomialzeit-
Algorithmus gefunden werden. Ga¨be es einen solchen, so wu¨rde es nach Definition
der NP-Vollsta¨ndigkeit zum Kollaps der Komplexita¨tsklassen und damit der Iden-
tita¨t P = NP fu¨hren. Da trotz intensiver Suche kein solcher Algorithmus gefunden
wird, ergibt sich die beru¨hmte
16 2 Grundlagen
Vermutung 2.1.9. Es ist P 6= NP, also P ( NP.
Diese Frage, die schon Cook [29] 1971 formulierte, ist von solcher Bedeutung, dass
sie auch vom Clay-Math-Institute im Jahr 2000 zu einem der sieben Millennium-
Probleme erhoben wurde, auf deren Lo¨sungen je eine Million US-Dollar Preisgeld
ausgeschrieben ist. Dennoch ist diese Frage weiterhin unbeantwortet. Ohne einen
wesentlichen Durchbruch ist sie wohl auch nicht zu kla¨ren. Damit verbleiben viele
Aussagen der Komplexita¨tstheorie in der Abha¨ngigkeit, dass sie nur unter der (von
allen als wahr angenommenen aber eben noch unbewiesenen) Vermutung P 6= NP
abha¨ngen.
Daru¨ber hinaus gibt es neben P und NP einen ganzen
”
Zoo“ weiterer Komple-
xita¨tsklassen, deren Beziehungen untereinander von großem Interesse sind.
2.2 Parametrisierte Komplexita¨ts-Theorie
Was macht man nun, wenn das Problem, das man lo¨sen soll, sich als NP-vollsta¨ndig
herausstellt? Eine Alternative bietet die parametrisierte bzw. multivariate Komple-
xita¨tstheorie. Hier ist der Ansatz, dass die Beschreibung des Laufzeitverhaltens in
Abha¨ngigkeit allein von der La¨nge der Eingabe nicht ausreicht, um die Schwierig-
keit des Problems genu¨gend genau zu beschreiben. Mo¨glicherweise gibt es ja weitere
Parameter (bei Graphen etwa der Maximalgrad), die maßgeblichen Einfluss auf die
Laufzeit von Algorithmen nehmen ko¨nnen. Im fu¨r den Anwender gu¨nstigen Fall la¨sst
sich die gesamte Schwierigkeit des Problems auf einen Parameter konzentrieren, wel-
cher aber in den praktischen Anwendungsfa¨llen eher klein ist, sodass sich dennoch
eine vertretbare Laufzeit fu¨r diese Eingaben ergibt.
Gute Einfu¨hrungen in das Gebiet der parametrisierten und multivariaten Komple-
xita¨tstheorie finden sich unter anderem in Downey und Fellows [37], Niedermeier
[80] sowie [42].
Im Bereich der parametrisierten Komplexita¨t sind parametrisierte Sprachen L Ge-
genstand der Betrachtung, d. h. L ⊂ Σ∗ ×N. Dabei stellt bei einem Paar (x, k), bei
welchem die Frage beantwortet werden soll, ob es in der parametrisierten Sprache L
liegt, der Term x die
”
normale“ Eingabe (also z. B. einen Graph) und der Wert k
den Parameter (z. B. die Gro¨ße der gesuchten Lo¨sungsmenge) dar.
Der zentrale Begriff in der Welt der parametrisierten Komplexita¨t ist dabei der der
fixed parameter tractability, FPT:
Definition 2.2.1. Eine Sprache L heißt fu¨r den Parameter k fixed parameter trac-
table und geho¨rt der entsprechenden Komplexita¨tsklasse FPT an, wenn es einen
(deterministischen) Algorithmus A, eine Konstante c und eine berechenbare Funk-
tion f gibt, sodass fu¨r alle x und k der Algorithmus A bei Eingabe (x, k) eine
Laufzeit von ho¨chstens f(k) · |x|c besitzt und (x, k) ∈ L genau dann gilt, wenn der
Algorithmus A diese Eingabe akzeptiert, also L(A) = L ist.
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Man la¨sst dabei also zu, dass die nur vom Parameter abha¨ngige Komponente der
Laufzeit mo¨glicherweise beliebig schnell wa¨chst, wa¨hrend allerdings bei gleichblei-
bendem Parameter die Laufzeit des Algorithmus nur polynomiell in der Einga-
bela¨nge |x| wachsen darf.
Fu¨r viele NP-vollsta¨ndige Probleme sind Parametrisierungen bekannt, sodass sie
in der Komplexita¨tsklasse FPT liegen, etwa Vertex-Cover [26], Clique-Cover
[54], 3-Hitting-Set [81], Planar-Dominating-Set [4] oder auch verschiede-
ne String-Probleme [22]. Meist ist hierbei der Parameter die Gro¨ße der gesuchten
Lo¨sungsmenge. Es sind aber auch andere Parameter denkbar. So gibt etwa Courcel-
les Theorem [30] die Mo¨glichkeit, jedes Problem, dass sich mithilfe der monadischen
Logik zweiter Ordnung formulieren la¨sst, in FPT-Zeit mit dem Parameter der Baum-
weite des Eingabegraphen zu lo¨sen.
Jedoch gibt es auch viele solche NP-vollsta¨ndige Probleme, bei denen sich bisher kein
solcher FPT-Algorithmus finden ließ. Dies betrifft etwa Clique [35], Hitting-Set
[36] und Dominating-Set [34].
Wie in der klassischen Komplexita¨tstheorie kann man auch hier neben FPT weitere
Komplexita¨tsklassen definieren. Dies kann etwa durch die Betrachtung der Proble-
me, die durch bestimmte Schaltkreis-Logiken darstellbar sind, geschehen. So ergibt
sich oberhalb von FPT eine gesamte Hierarchie von Komplexita¨tsklassen, die W-
Hierarchie genannt wird:
FPT ⊆ W[1] ⊆ W[2] ⊆ · · ·
Um Beziehungen zwischen diesen Klassen parametrisierter Probleme untersuchen
zu ko¨nnen, wird wieder eine der Polynomialzeit-Reduktion a¨hnliche Reduktion, die
diesmal die Lo¨sbarkeit in FPT-Zeit erhalten soll, betrachtet:
Definition 2.2.2. Es seien A,B ⊂ Σ∗ × N zwei parametrisierte Sprachen. Dann
heißt A in FPT-Zeit many-one-reduzierbar auf B (A ≤FPT B), wenn es eine in FPT-
Zeit berechenbare Funktion f : Σ∗ ×N → Σ∗ × N mit (a, k) ∈ A ⇔ f((a, k)) ∈ B
gibt. Eine Funktion f heißt dabei in FPT-Zeit berechenbar, wenn es eine Turing-
berechenbare Funktion g : N→ N und eine Konstante c gibt, sodass fu¨r alle Paare
(x, k) ∈ Σ∗ ×N die Berechnung von f((x, k)) in einer Zeit von ho¨chstens g(k) · |x|c
erfolgen kann.
Damit erha¨lt man auch wieder analog einen entsprechenden Vollsta¨ndigkeits-Begriff
und es stellt sich heraus, dass das Clique-Problem W[1]-vollsta¨ndig und sowohl das
Hitting-Set- wie auch das Dominating-Set-Problem W[2]-vollsta¨ndig sind.
A¨hnlich der P vs. NP - Frage ist auch hier ungekla¨rt, ob in der W -Hierarchie alle
Teilmengenbeziehungen echt sind, oder zwei (oder mehr) Klassen zusammenfallen
und in Wahrheit identisch sind. Man geht dabei analog der Vermutung 2.1.9 aber
davon aus, dass diese Hierarchie echt ist, also FPT ( W[1] ( W[2] ( · · · gilt.
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2.3 Average-Case-Analyse
Stellen sich Probleme als NP-schwer heraus, so ist das eine Worst-Case-Aussage:
Unter der Annahme, dass P 6= NP ist, gibt es dann also fu¨r jeden Algorithmus
eine Folge von Instanzen, deren Bearbeitung nicht in polynomieller Zeit erfolgen
kann. Dies macht aber noch keine Aussage daru¨ber, wie ha¨ufig diese Instanzen sind.
Sind sie z. B. sehr selten, so kann ein Algorithmus dennoch
”
in der Praxis“ sehr
schnell sein, da er eben zumeist nicht auf diese schweren Instanzen angewendet
werden muss, sondern eben auf diese nur selten trifft. Umgekehrt mo¨chte man fu¨r
kryptographische Anwendungen, dass die Ermittlung des Klartexts aus dem Chiffre-
Text ohne den verwendeten Schlu¨ssel zu kennen, nicht nur im Worst-Case sondern
im
”
Normalfall“, dem Average-Case schwer, d. h. nicht in polynomieller Zeit lo¨sbar,
sein sollte.
Es gibt also gute Gru¨nde, u¨ber die Betrachtung der Worst-Case-Komplexita¨t hinaus
zuschauen. Gute Einfu¨hrungen zur Average-Case-Komplexita¨t findet man etwa in
[10, 71, 98] sowie eine konkrete Beispiel-Situation fu¨r das Sortierverfahren Quick-
Sort bei Knuth [67].
Um etwas u¨ber eine
”
durchschnittliche“ Instanz aussagen zu ko¨nnen, beno¨tigt es
zuerst eine Angabe u¨ber die Verteilung der Eingabe-Instanzen. Dabei sei µ = (µn)
eine Familie von Wahrscheinlichkeitsverteilungen µn der Probleminstanzen x mit
|x| = n. Nun sind Aussagen u¨ber das Verhalten von Algorithmen im µ-Average-
Case mo¨glich. Um Sprache und Verteilung gleich als zusammengeho¨rige Einheit
betrachten zu ko¨nnen, bezeichnet man das Paar (L, µ) einer Sprache und einer
entsprechenden Familie von Eingabeverteilungen als zufallsverteiltes Problem (engl.
distributional problem bzw. randomized problem).
Dabei mo¨chte man nun als Erstes formalisieren, was es heißt, dass ein solches zufalls-
verteiltes Problem
”
im Durchschnitt leicht“ ist. Intuitiv sollte dies genau dann gege-
ben sein, wenn ein Algorithmus mit (bezu¨glich µ) erwarteter polynomieller Laufzeit
fu¨r dieses existiert. Um eine maschinen-unabha¨ngige Definition geben zu ko¨nnen,
wird die Bedingung leicht anders, aber mit gleichem Inhalt formuliert:
Definition 2.3.1. Die Komplexita¨tsklasse avg−P besteht aus genau den zufalls-
verteilten Problemen (L, µ), fu¨r die ein Algorithmus A, der L akzeptiert, und eine
Konstante 0 < ε existieren, sodass fu¨r die Laufzeitfunktion tA : Σ
∗ → N von A und
alle 1 ≤ n ∈ N die Beziehung∑
|x|=n
µn(x) · tA(x)ε · |x|−1 <∞
gilt.
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Insbesondere fa¨llt dabei auf, dass die Laufzeit nicht fu¨r alle Eingaben polynomiell
beschra¨nkt sein muss, die Wahrscheinlichkeit fu¨r solche Elemente dann aber sub-
polynomiell (d. h. kleiner als jedes nc) abnehmen muss, wenn das gesamte Problem
noch in avg−P liegen soll.
Wir bemerken auch, dass die in spa¨teren Kapiteln dieser Arbeit verwendete Kom-
plexita¨tsklasse avg−FPT parametrisierter zufallsverteilter Probleme sich analog de-
finieren la¨sst. Dabei teile man in der Summe nicht nur durch |x|, sondern auch durch
die Funktion f(k), die die Laufzeit-Komponente des Parameters k beschreibt.
Die Komplexita¨tsklasse avg−P stellt hierbei das Average-Case-A¨quivalent zur Klasse
P der Worst-Case-Komplexita¨tstheorie dar. Deshalb liegt es nahe, auch ein entspre-
chendes A¨quivalent fu¨r die Klasse NP zu finden, was mit dist−NP gelingt:
Definition 2.3.2. Die Komplexita¨tsklasse dist−NP besteht aus genau den zufalls-
verteilten Problemen (L, µ), fu¨r die L ∈ NP und µ P-berechenbar ist. Dabei heißt
eine Familie µ = (µn) von Wahrscheinlichkeitsverteilungen P-berechenbar, wenn ein
Polynom p existiert, sodass fu¨r alle n ∈ N und x ∈ Σn die Verteilungsfunktion
µ∗n(x) :=
∑
y∈Σn,y≤x
µ(y)
in einer durch p(|x|) = p(n) beschra¨nkten Zeit berechenbar ist. Die Wo¨rter seien
hierbei lexikographisch geordnet.
Damit besteht also dist−NP aus den Problemen in NP, verbunden mit Wahrschein-
lichkeitsverteilungen, die in polynomieller Zeit berechenbar sind.
Auch erhalten wir analog wieder einen entsprechenden Reduktions- und damit dann
auch Vollsta¨ndigkeitsbegriff:
Definition 2.3.3. Es seien (A, µ) und (B, ν) zwei zufallsverteilte Probleme. Dann
heißt (A, µ) avg−P-reduzierbar auf (B, ν) (geschrieben als (A, µ) ≤avg−P (B, ν)),
wenn eine in Polynomialzeit berechenbare Funktion f : Σ∗ → Σ∗ sowie Polynome p
und m existieren, sodass einerseits fu¨r alle x ∈ Σ∗ gilt, dass x ∈ A ⇔ f(x) ∈ B ist
und andererseits fu¨r jedes x ∈ Σ∗ sowohl |f(x)| ≤ m(|x|) als auch die Beziehung∑
x:f(x)=y
µ|x|(x) ≤ p(|x|)ν|y|(y)
gilt.
Der zweite Teil der Definition sichert, dass die Wahrscheinlichkeit, eine
”
schwere“
Instanz zu ziehen, sich bei der Reduktion nur um ho¨chstens einen polynomiellen
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Faktor a¨ndert. War diese Wahrscheinlichkeit zuvor subpolynomiell, ist sie es da-
nach auch weiterhin und erha¨lt so die Eigenschaft, im Erwartungswert noch eine
polynomielle Laufzeit zu besitzen.
Auch fu¨r diesen Reduktionsbegriff wurden dist−NP-vollsta¨ndige Probleme gefun-
den, als ein bedeutendes Beispiel das beschra¨nkte Halteproblem (mit der uniformen
Verteilung), welches danach fragt, ob eine gegebene Turing-Maschine in ≤ k Schrit-
ten ha¨lt, [57]. Es la¨sst sich eine gesamte Komplexita¨tstheorie fu¨r Average-Case-
Betrachtungen aufbauen. So la¨sst sich etwa zeigen, dass aus avg−P = dist−NP der
Kollaps der beiden Worst-Case-Klassen EXP = NEXP, die eine deterministische bzw.
nicht-deterministische exponentielle Laufzeit-Beschra¨nkung besitzen, folgt, [9]. Auch
zeigt sich, dass fu¨r jedes NP-schwere Problem eine Verteilung existiert, sodass das
entsprechende zufallsverteilte Problem dist−NP-schwer ist, [72]. Damit la¨sst sich so
allerdings wenig u¨ber
”
natu¨rliche“ Verteilungen auf den bekannten NP-vollsta¨ndigen
Problemen aussagen. Aber fu¨r einzelne dieser gibt es zumindest positive Ergebnis-
se, wie etwa ein erwarteter O(1)-Algorithmus fu¨r die 3-Fa¨rbbarkeit von Graphen,
[100].
Auf das vielleicht prominenteste Beispiel, Quick Sort, soll abschließend auch noch
einmal kurz hingewiesen werden: Hier ist bekannt, dass die naive Implementierung
des Verfahrens beim Sortieren von n Elementen eine Worst-Case-Laufzeit von O(n2)
besitzt. Bei einer Average-Case-Betrachtung (bei der alle Permutationen der Ein-
gabeelemente als gleichwahrscheinlich angesehen werden) stellt sich jedoch heraus,
dass die fu¨r den Algorithmus
”
schwierigen“ Instanzen recht selten sind, und man
eine erwartete Laufzeit von O(n log n) erha¨lt.
2.4 Smoothed-Analyse
Ha¨ufig ist fu¨r eine Betrachtung der Schwierigkeit eines Problems die klassische
Worst-Case-Betrachtung fu¨r die Realita¨t zu pessimistisch. (Wie oft tritt ein sol-
cher
”
schlechter“ Fall u¨berhaupt auf? Oft sind dabei die Worst-Case-Instanzen sehr
ku¨nstlich und konstruiert . . . ) Andererseits erscheint eine nur auf den durchschnitt-
lichen Fall ausgelegte Average-Case-Analyse wiederum zu sehr alle Schwierigkeiten
herauszumitteln. Interessant ist daher auch, was zwischen diesen beiden Extremen
(Worst- bzw. Average-Case) geschieht: Wie verha¨lt sich der betrachtete Algorith-
mus, wenn man nur eine kleine Variation der Eingabedaten zula¨sst?
Dieser Frage widmet sich die Untersuchung der Smoothed-Komplexita¨t. Eine gute
Einfu¨hrung dazu findet man in Spielman und Teng [94, 95].
Wir geben hier eine Version der Smoothed-Komplexita¨t fu¨r Graph-Probleme im
Kontext unseres
”
Allgemeinen Zufallsgraph-Modells“, siehe Definition 2.7.4 in Ab-
schnitt 2.7.4, an.
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Definition 2.4.1 (Smoothed-Komplexita¨t). Seien n ∈ N, Gn die Menge der Gra-
phen mit n Knoten und p eine Wahrscheinlichkeitsfunktion N → [0; 1
2
]
. Weiterhin
sei G ein fester Graph mit n Knoten und RG(G, p) der Wahrscheinlichkeitsraum
u¨ber Gn, in welchem jede potentielle Kante in G unabha¨ngig mit Wahrscheinlich-
keit p gesto¨rt wurde, das heißt, war eine potentielle Kante zwischen zwei gegebenen
Knoten in G enthalten, ist sie mit Wahrscheinlichkeit p nicht im erzeugten Zufalls-
graphen. Und existierte keine Kante zwischen diesen beiden Knoten in G, wird mit
Wahrscheinlichkeit p eine solche im erzeugten Zufallsgraphen hinzugefu¨gt.
Sei T (G) die (erwartete) Laufzeit des (probabilistischen) Algorithmus A, der das
Graph-Problem auf dem Eingabe-Graphen G lo¨st, und T (RG(G, p)) die erwar-
tete Laufzeit dieses Algorithmus bei der Verteilung der Eingabe-Graphen gema¨ß
RG(G, p). Der Algorithmus A habe dann die Smoothed-Komplexita¨t von SC(n, p),
wenn
SC(n, p) := sup
G∈Gn
T (RG(G, p)) (2.1)
gilt.
Dass dieser Begriff Eigenschaften des Algorithmus zwischen einer Worst- und einer
Average-Case-Analyse aufzeigt, sieht man folgendermaßen: Einerseits erha¨lt man bei
der Wahl von p = 1
2
Eingabe-Graphen, die uniform aus der Menge aller Graphen mit
n Knoten gezogen werden. Damit erha¨lt man mit dem Supremum die gleiche erwar-
tete Laufzeit und diese Smoothed Analyse ist eine reine Average-Case-Betrachtung.
Andererseits erha¨lt man jedoch fu¨r p = 0 als Wahrscheinlichkeitsraum RG(G, p)
die Ein-Punkt-Verteilung, in welcher der Graph G mit Sicherheit gezogen wird. Die
Bildung des Supremums liefert dann also eine reine Worst-Case-Aussage.
Das bisher beru¨hmteste und klassische Resultat geben Spielman und Teng [95] direkt
selbst an: Wa¨hrend der Simplex-Algorithmus zum Lo¨sen linearer Optimierungspro-
bleme zwar in der Praxis sehr schnell die gesuchte Lo¨sung ermittelt, konnte in [66]
gezeigt werden, dass er eine exponentielle Worst-Case-Laufzeit besitzt. Jedoch sind
diese
”
schwierigen“ Instanzen so selten, dass selbst eine kleine Sto¨rung der Ein-
gabedaten ausreicht, um im Erwartungswert wieder eine polynomielle Laufzeit zu
erhalten. Dieses bedeutende Ergebnis der Smoothed-Analyse konnte in [95] gezeigt
werden. Seitdem wurde dieser Ansatz auch genutzt, um diskrete Probleme zu stu-
dieren, wie dies z. B. in [6, 13, 20, 28, 47, 69] geschehen ist.
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2.5 Approximations-Algorithmen
Viele Optimierungs-Probleme der Theoretischen Informatik, die in praxisrelevanten
Zusammenha¨ngen in Erscheinung treten, geho¨ren der Komplexita¨tsklasse NP an.
Damit gibt es fu¨r diese keine Algorithmen, die in Polynomialzeit eine entsprechende
Optimal-Lo¨sung finden, es sei denn, es ist P = NP, was weithin als nicht der Fall
angenommen wird.
Dabei sind mit einer solchen negativen Antwort, ein Problem ist NP-vollsta¨ndig
und la¨sst sich also nicht effektiv lo¨sen, noch bei Weitem nicht alle Fragen gekla¨rt.
Verschiedene Ansa¨tze, dennoch mit vertretbarem Zeitaufwand zu einer Lo¨sung zu
gelangen, werden wir mit einer parametrisierten bzw. probabilistischen Sichtweise in
den nachfolgenden Kapiteln betrachten. Eine weitere mo¨gliche Form der Relaxierung
der Aufgabenstellung ist es, sich nicht unbedingt nach der Suche nur des jeweiligen
Optimums zu machen, sondern auch Na¨herungslo¨sungen zuzulassen, die bestenfalls
nur wenig schlechter als das Optimum sind, sofern eine solche in polynomieller Zeit
gefunden werden kann. Wenn man garantieren kann, schnell eine Lo¨sung zu finden,
die z. B. ho¨chstens um einen Faktor 1+ε schlechter ist als das Optimum, dann kann
dies durchaus vo¨llig ausreichend fu¨r die praktischen Belange sein.
Ob ein Optimierungsproblem solche Approximations-Algorithmen zula¨sst, ist ein
eigener, weiter Bereich in der Theoretischen Informatik. Dazu wurden viele Unter-
suchungen betrieben. Einen guten U¨berblick dazu findet man in [52].
Das wesentliche Maß zur Einscha¨tzung der Gu¨te eines Approximations-Algorithmus
ist der durch ihn garantierte Approximations-Faktor. Da wir im Folgenden nur Mini-
mierungsprobleme (d. h. Probleme, bei denen eine mo¨glichst kleine Lo¨sung gesucht
ist) betrachten, geben wir die Definition nur fu¨r solche an.
Definition 2.5.1. Gegeben sei ein Approximations-Algorithmus A fu¨r das Minimie-
rungsproblem P , d. h. insbesondere, dass A polynomielle Laufzeit besitzt. Fu¨r jede
Instanz x von P sei OPT (x) die Gro¨ße einer optimalen Lo¨sung und A(x) die Gro¨ße
der von Algorithmus A ermittelten Lo¨sung. Gilt nun fu¨r alle Instanzen x von P , dass
A(x) ≤ r ·OPT (x) ist, so sagt man, dass der Algorithmus A eine r-Approximation
garantiert bzw. einen Approximationsfaktor von (ho¨chstens) r besitzt und damit
das Problem P (durch A) r-approximierbar ist.
Die einfachste Sorte von Approximationsalgorithmen sind Greedy-Algorithmen: Da-
bei wird sukzessive das jeweils lokal beste Element ausgewa¨hlt, bis man eine Lo¨sungs-
menge erha¨lt. Fu¨r viele Probleme, die einer Matroid-Struktur unterliegen, liefern
diese Greedy-Algorithmen auch garantiert schon eine Optimal-Lo¨sung. Ein Beispiel
dafu¨r ist der Algorithmus von Kruskal zur Bestimmung eines minimalen Spann-
baums. Jedoch geho¨ren auch viele Probleme nicht dieser Klasse an, und somit erha¨lt
man dort mit den Greedy-Algorithmen nur Na¨herungslo¨sungen. Dennoch haben sie
aufgrund ihrer geringen Laufzeit ihre Berechtigung, um schnell erste Na¨herungen
zu berechnen. Wie gut diese sind, d. h., welcher Approximationsfaktor erreicht wird,
wurde dabei auch schon fu¨r viele Probleme untersucht.
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Auch bezu¨glich ihrer Approximierbarkeit kann man verschiedene Probleme wieder
verschiedenen Komplexita¨tsklassen zuordnen. Die zwei wichtigsten Vertreter darun-
ter sind APX und PTAS, die hier wie z. B. in [83], welches einen guten U¨bersichtsarti-
kel zu Komplexita¨tsbetrachtungen bezu¨glich der Approximierbarkeit verschiedener
Probleme darstellt, definiert werden:
Definition 2.5.2. Die Klasse aller derjenigen Probleme, fu¨r die es Approxima-
tionsalgorithmen mit ho¨chstens konstantem Approximationsfaktor gibt, wird APX
genannt. Besitzt ein solches Problem in APX ein Polynomialzeit-Approximations-
Schema (engl. PTAS), d. h., dass es fu¨r jedes ε > 0 sogar (1+ ε)-approximierbar ist,
so ist es der Komplexita¨tsklasse PTAS ⊆ APX zugeho¨rig.
Dabei gilt P 6= NP⇒ PTAS 6= APX. Betrachtet man hierbei analog der Polynomial-
zeitreduktion eine PTAS-Reduktion, kann man auch analog der NP-Vollsta¨ndigkeit
den Begriff der APX-Vollsta¨ndigkeit definieren. Und a¨hnlich der Aussage u¨ber NP-
vollsta¨ndige Probleme folgt also auch hier, dass ein APX-vollsta¨ndiges Problem
”
wahrscheinlich“ nicht in PTAS liegt, also nicht beliebig genau (in polynomieller
Zeit) approximiert werden kann. Ein Beispiel dafu¨r ist etwa mit dem Vertex-
Cover-Problem gegeben, welches wohl keine 1, 36-Approximation durch determi-
nistische Approximationsalgorithmen zula¨sst, siehe [33]. In Kapitel 5 werden wir
jedoch aufzeigen, dass es einen probabilistischen Approximations-Algorithmus gibt,
der in erwarteter FPT-Zeit (in Abha¨ngigkeit des Parameters der Gro¨ße einer op-
timalen Knotenu¨berdeckung und der gewu¨nschten Approximationsgu¨te) fu¨r jeden
Eingabegraphen beliebig genaue Na¨herungslo¨sungen liefert.
2.6 Probabilistische Algorithmen
Abschließen mo¨chten wir diese Auflistung von Mo¨glichkeiten, wie man jenseits der
Beschra¨nkungen deterministischer Worst-Case-Betrachtungen nach effizienten Algo-
rithmen suchen kann, mit einer kurzen Beschreibung randomisierter bzw. probabi-
listischer Algorithmen, die in ihrer Berechnung Zufalls-Elemente nutzen (und sich
auf diese Weise in gewissem Maße der Fa¨higkeiten nicht-deterministischer Turing-
Maschinen bedienen).
Eine gute theoretische Einfu¨hrung findet sich unter anderem in [99], wa¨hrend al-
gorithmische Hinweise z. B. in [77] und fu¨r deren Analyse hilfreiche wahrscheinlich-
keitstheoretische Grundlagen in z. B. [38] nachlesbar sind.
Hierbei sollen deterministische Algorithmen durch die Benutzung von begrenzten
Zufalls-Entscheidungen effizienter gestaltet werden. Ein Beispiel dafu¨r ist die Kom-
plexita¨tsklasse ZPP, deren Definition wir im Folgenden angeben.
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Definition 2.6.1. Die Komplexita¨tsklasse ZPP besteht aus allen Sprachen L, fu¨r
die eine nicht-deterministische Turing-Maschine existiert, die folgende Bedingungen
erfu¨llt:
• Jede Eingabe x ∈ L wird akzeptiert, jede Eingabe x /∈ L abgelehnt.
• Es existiert ein Polynom p, sodass die erwartete Laufzeit der Turing-Maschine
fu¨r jedes x ∈ Σ∗ durch p(|x|) nach oben beschra¨nkt ist.
Dabei steht ZPP fu¨r
”
zero-error probabilistic polynomial time“, d. h., der Algo-
rithmus darf sich zwar aufgrund zufa¨lliger Werte verschieden verhalten, muss aber
immer die korrekte Antwort geben; und dies in erwarteter polynomieller Zeit. Solche
Algorithmen, die definitiv die korrekte Antwort zuru¨ckgeben, heißen auch Las-Vegas-
Algorithmen.
Wa¨hrend diese Algorithmen immer korrekt, aber nur zumeist schnell sein mu¨ssen,
kann man die Anforderungen auch vertauschen: Immer schnell, aber nur zumeist kor-
rekt. Dann erha¨lt man Monte-Carlo-Algorithmen. Auch diese finden sich in Komple-
xita¨tsklassen wieder, je nachdem, ob man nur einen ein- oder auch einen zwei-seitigen
Fehler zula¨sst:
Definition 2.6.2. Die Komplexita¨tsklasse RP besteht aus genau den Sprachen L,
fu¨r die eine nicht-deterministische Turing-Maschine existiert, die folgende Bedingun-
gen erfu¨llt:
• Auf jedem Berechnungspfad ist die Laufzeit polynomiell in der Eingabela¨nge
beschra¨nkt.
• Ist die Eingabe x /∈ L, so wird sie auf jeden Fall abgelehnt.
• Ist die Eingabe x ∈ L, so wird sie mit Wahrscheinlichkeit von mindestens 1
2
angenommen.
Analog besteht die Komplexita¨tsklasse BPP aus genau den Sprachen L, fu¨r die eine
nicht-deterministische Turing-Maschine existiert, die folgende Bedingungen erfu¨llt:
• Auf jedem Berechnungspfad ist die Laufzeit polynomiell in der Eingabela¨nge
beschra¨nkt.
• Ist die Eingabe x /∈ L, so wird sie mit Wahrscheinlichkeit von mindestens 2
3
abgelehnt.
• Ist die Eingabe x ∈ L, so wird sie mit Wahrscheinlichkeit von mindestens 2
3
angenommen.
Die Wahrscheinlichkeit fu¨r einen Fehler kann dabei in beiden Fa¨llen durch Wieder-
holen unter jede beliebig kleine (aber positive) Schranke gedru¨ckt werden: Sie sinkt
exponentiell mit der Anzahl der wiederholten Anwendung des jeweiligen Algorith-
mus.
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Wir bemerken aber, dass die in Kapitel 3 und 4 betrachteten probabilistischen Al-
gorithmen Las-Vegas-Algorithmen sind, d. h. immer die korrekte Antwort ermitteln,
wa¨hrend die in Kapitel 5 vorgestellten, probabilistischen Approximationsalgorith-
men in gewissem Sinne als Monte-Carlo-Algorithmen gelten ko¨nnen, da sie jeweils
nur mit bestimmter Wahrscheinlichkeit eine Lo¨sung mit entsprechender Approxima-
tionsgu¨te liefern.
Zwischen den hier angegebenen Komplexita¨tsklassen gelten eine Reihe an Beziehun-
gen. So ist offensichtlich P ⊆ ZPP ⊆ RP ⊆ BPP. Ob BPP ⊆ NP gilt, ist ungekla¨rt.
Da jedoch kaum Beispiele fu¨r Probleme, die in BPP liegen, von denen aber nicht
bekannt ist, ob sie gleichzeitig auch Element von P sind, bekannt sind (und von
einigen solcher fru¨herer Beispiele schließlich die Zugeho¨rigkeit zu P gezeigt werden
konnte), vermutet man P = BPP. Das beru¨hmteste Problem, dessen Zugeho¨rigkeit
zu BPP lang bekannt war, aber erst spa¨ter die zu P gezeigt werden konnte, ist wohl
Primes, welches fragt, ob eine gegebene natu¨rliche Zahl eine Primzahl ist. Mittels
des Miller-Rabin-Tests mit zufa¨lligen Basen kann in erwarteter sehr schneller Zeit
ein Zeuge fu¨r die Primalita¨t bzw. Zusammengesetztheit der Eingabezahl gefunden
werden. Jedoch erst der AKS-Primzahltest aus dem Jahr 2002 (vero¨ffentlicht 2004,
[2]) gab einen deterministischen Algorithmus in polynomieller Zeit (in Abha¨ngigkeit
der Eingabela¨nge, also dem Logarithmus der zu testenden Zahl) an.
Abschließend bemerken wir, dass der Einsatz probabilistischer Algorithmen auch
im Bereich der parametrisierten Komplexita¨t fruchtbare Ergebnisse gezeigt hat. So
kann man einen randomisierten Algorithmus fu¨r das k-Path-Problem angeben, der
in erwarteter FPT-Zeit la¨uft. Dabei besteht das Problem in der Frage, ob es in ei-
nem gegebenen Graphen einen Pfad der La¨nge ≥ k gibt. Jedoch kann man durch
Derandomisierungs-Techniken aus diesem probabilistischen wieder einen determinis-
tischen Algorithmus erzeugen, der weiterhin in FPT-Zeit la¨uft, [37].
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Mo¨chte man u¨ber das Verhalten von Algorithmen bei
”
zufa¨lligen“,
”
durchschnittli-
chen“ oder
”
verrauschten“ Eingabedaten Aussagen machen, so ha¨ngen diese immer
von der dabei vorausgesetzten Verteilung der Eingabedaten ab: Gema¨ß einer vor-
gegebenen Zufallsverteilung wird eine bestimmte Instanz gezogen, auf welche dann
der betrachtete Algorithmus angewendet wird.
Da wir im Folgenden hauptsa¨chlich graphentheoretische Problemstellungen betrach-
ten werden, sollen hier einige Modelle fu¨r Zufallsgraphen, die also solche Verteilungen
liefern, vorgestellt werden.
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2.7.1 Erdo˝s-Re´nyi Zufalls-Graphen
Ein sehr bekanntes Zufallsgraphen-Modell wurde von Erdo˝s und Re´nyi entwickelt,
[39], und ist wie folgt definiert:
Definition 2.7.1 (Erdo˝s-Re´nyi Zufalls-Graphen). Sei n eine positive, ganze Zahl
und p(n) eine Funktion N→ [0, 1]. Dann ist G(n, p) der Zufallsraum auf der Menge
der Graphen mit n Knoten, wobei jede Kante in einem daraus zu ziehenden Graphen
mit Wahrscheinlichkeit p = p(n) vorhanden ist und die Anwesenheit je zweier solche
Kanten dabei unabha¨ngig voneinander ist.
In [17] und [39] werden auch eine Reihe von Eigenschaften diskutiert, wie diese sich
wandeln, wenn man sie wa¨hrend des Prozesses der kontinuierlichen Erho¨hung der
Kantenwahrscheinlichkeit von 0 bis 1 betrachtet. So kann man etwa bezu¨glich der
Frage des Zusammenhangs die folgenden Aussagen treffen (die jeweils alle unter der
Einschra¨nkung
”
mit hoher Wahrscheinlichkeit“ gelten, d. h., dass deren Eintritts-
wahrscheinlichkeit mit steigender Knotenanzahl gegen 1 geht):
• Ist p < 1
n
, so besitzen alle Zusammenhangskomponenten des Graphen jeweils
nur die Gro¨ße O(log n).
• Fu¨r p = 1
n
wa¨chst die gro¨ßte Zusammenhangskomponente auf O
(
n
2
3
)
Knoten
an.
• Fu¨r 1
n
< p ≤ c
n
mit einer Konstanten c > 1 entha¨lt die gro¨ßte Zusammenhangs-
komponente schließlich einen positiven Anteil aller Knoten des Graphen. Die
weiteren Zusammenhangskomponenten besitzen wieder nur eine Gro¨ße von
O(log n).
• Ist p < (1−ε) logn
n
mit einem ε > 0, so besitzt der Graph isolierte Knoten, ist
also insbesondere nicht zusammenha¨ngend.
• Ist dagegen p > (1+ε) logn
n
mit einem ε > 0, so ist der Graph schließlich zusam-
menha¨ngend.
A¨hnliche Beschreibungen sind auch fu¨r andere Graph-Parameter wie etwa die Gro¨ße
der gro¨ßten Clique und weitere mo¨glich.
Zu bemerken ist noch, dass G
(
n, 1
2
)
die Gleichverteilung u¨ber alle Graphen mit
n Knoten darstellt.
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2.7.2 Skalenfreie Graphen
Hier mo¨chten wir Zufallsgraph-Modelle vorstellen, die im Gegensatz zu Erdo˝s-Re´nyi-
Graphen inhomogen sind, d. h., eine sehr ausdifferenzierte Gradverteilung (wenige
Knoten mit hohem und viele Knoten mit niedrigem Grad) besitzen. Motivation fu¨r
die Bescha¨ftigung mit solchen Graphen ist, dass sie in vielen Bezu¨gen der realen
Welt wiederzufinden sind, da sie eine gewisse
”
Selbsta¨hnlichkeit“ besitzen. So lassen
sich z. B. die Zusammenhangsstruktur Sozialer Netzwerke, die Verbindungen großer
Internet-Knoten oder auch Kollaborations-Graphen verschiedener Professionen (wie
z. B. auch im Filmgescha¨ft, fu¨r welches man etwa das Zusammenwirken verschiedener
Darsteller aus den Daten der Internet-Filmdatenbank IMDb erhalten kann) gut mit
derartigen Strukturen abbilden.
Das Konzept der Skalenfreiheit besagt dabei, dass sich das Netzwerk in
”
selbst-
a¨hnlichen“ Strukturen organisiert. So gibt es dabei nur eher wenige Knoten mit
hohem Grad. Betrachtet man aber nur diese
”
Hubs“, so folgt auch in diesem Sub-
graphen die Gradverteilung dem gleichen Verteilungsgesetz: Es gibt einige, wenige
Knoten hohen Grads und viele mit kleinem Grad.
In der Folge mo¨chten wir einige dieser Modelle nur sehr kurz vorstellen, da sie in
der weiteren Arbeit hier keine große Rolle spielen werden. Der Vollsta¨ndigkeit des
Themenkomplexes wegen sollen sie aber dennoch aufgefu¨hrt werden.
Preferential-Attachment-Graphen
Das beru¨hmteste dieser Modelle stammt von Albert und Baraba´si [5]. Diese gehen
von einem
”
rich get richer“-Ansatz aus: Der Graph wird sukzessive, von einem klei-
nen Kern beginnend, durch Hinzukommen neuer Knoten wie folgt konstruiert: Fu¨r
jeden bisher bereits vorhandenen Knoten wird eine Kante zum neu hinzukommenden
Knoten mit einer Wahrscheinlichkeit, die proportional zu seinem bisherigen Grad ist,
gezeichnet. Dadurch erhalten die Knoten, die schon bisher einen hohen Grad haben,
mit ho¨herer Wahrscheinlichkeit neue Nachbarn als Knoten, deren Grad auch zuvor
klein war.
Dieser Ansatz folgt der U¨berlegung, dass – am Beispiel eines Sozialen Netzwerks –
eine neu hinzugekommene Person sich mit ho¨herer Wahrscheinlichkeit mit popula¨ren
Personen, also solchen, die schon sehr viele Follower besitzen, verbindet, als einem
der vielen
”
No Names“.
Die Gradverteilung ist in diesem Modell proportional zur Funktion k−3, d. h., der
Anteil der Knoten vom Grad k im gesamten Netzwerk ist proportional zu jener
polynomiell abnehmenden Funktion. Man sagt auch, die Gradverteilung folgt einem
”
power law“, einem
”
Potenz-Gesetz“.
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Chung-Lu-Graphen
Die Schwierigkeit beim Arbeiten mit Preferential-Attachment-Graphen ist die durch
die schrittweise Konstruktion gegebene Abha¨ngigkeit der Kanten untereinander. Das
Modell, welches in [3] vorgeschlagen wird, hat dieses Problem nicht. Hier werden alle
Kanten gleichzeitig erzeugt:
Jedem Knoten wird hierfu¨r ein positives Gewicht zugeordnet, wobei diese Gewichte
selbst schon einer
”
Potenz-Gesetz“-Verteilung folgen. Eine Kante wird nun zwischen
zwei Knoten genau mit einer Wahrscheinlichkeit proportional zum Produkt ihrer
beiden Gewichte hinzugefu¨gt. Dies sichert, dass der erwartete Grad eines Knotens
proportional zu seinem Gewicht ist.
In [21] konnten die dortigen Autoren mittels dieses Modells zeigen, dass entspre-
chend aufgebaute Soziale Netzwerke sich leicht de-anonymisieren lassen, d. h., sich
ein Isomorphismus zwischen zwei Versionen des gleichen Graphen finden la¨sst und
man so aus den Zusatzinformationen aus der einen auf weitere Informationen aus
der anderen schließen kann.
Hyperbolische Zufallsgraphen
Auch bei diesem Modell geht es darum, zu erkla¨ren, wie sich in Netzwerken eine sol-
che Verteilung mit wenigen sehr starken und vielen schwachen Knoten herausbildet.
Bei hyperbolischen Zufallsgraphen geht man davon aus, dass die Knoten sich durch
eine zufa¨llige Punktmenge in der hyperbolischen Ebene darstellen lassen. Die Kan-
ten zwischen ihnen entstehen nun nach einem Abstands-Argument: Je na¨her sich die
beiden Knoten in der hyperbolischen Ebene liegen, desto gro¨ßer ist die Wahrschein-
lichkeit fu¨r eine Kante zwischen ihnen. Auf diese Weise erha¨lt man also
”
unter“ der
reinen Graphen-Struktur eine zusa¨tzliche, geometrische Information, die dann den
Graphen und dessen Aussehen erst erzeugt.
In [84] zeigen die dortigen Autoren zum Beispiel, dass sie den
”
Internet-Graph“,
der die Verbindungen zwischen den großen Backbones darstellt, sehr gut als einen
solchen hyperbolischen Graphen auffassen ko¨nnen: Sie gewinnen dadurch die
”
dar-
unter liegenden“ geometrische Information zuru¨ck und ko¨nnen dies dazu nutzen um
zu zeigen, dass ein damit arbeitendes Greedy-Routing von Informationspaketen, die
durch das Netzwerk gesendet werden sollen, schnell, effektiv und robust arbeitet.
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2.7.3 Zufalls-Schnittgraphen
Eine weitere Mo¨glichkeit, Zusammenha¨nge zwischen verschiedenen Objekten zu be-
trachten, sind Schnittgraphen. Dabei besitzt jeder Knoten eine gewisse Menge an
Attributen und eine Kante existiert zwischen zwei Knoten genau dann, wenn sie
mindestens ein gemeinsames Attribut besitzen. In einer alternativen Sicht weist man
jedem Knoten einen Bina¨rvektor zu (wobei dessen i-te Komponente codiert, ob der
Knoten das i-te Attribut besitzt oder nicht) und verbindet zwei Knoten, wenn es
mindestens eine Komponente gibt, fu¨r die beide zugeho¨rigen Vektoren den Eintrag
1 besitzen. Wa¨hlt man dabei diese Vektoren zufa¨llig, ergibt sich ganz automatisch
ein entsprechendes Zufallsgraph-Modell:
Definition 2.7.2 (Zufalls-Schnittgraphen). Sei n > 0 eine ganze Zahl. Wir kon-
struieren den Zufallsraum CCk(n, p) auf der Menge der Graphen mit n Knoten wie
folgt:
• Sei q :=
(
1− (1− p) 1k
) 1
2
.
• Fu¨r jeden Knoten v wa¨hle unabha¨ngig und zufa¨llig einen Vektor cv ∈ {0, 1}k.
• Dabei sei jeder Eintrag unabha¨ngig voneinander 1 mit Wahrscheinlichkeit q und
sonst 0.
• Fu¨ge nun eine Kante zwischen zwei verschiedenen Knoten v und w genau dann
hinzu, wenn ein Index 1 ≤ ` ≤ k existiert, sodass beide Vektoren cv und cw einen
Eintrag 1 an diesem Index ` besitzen.
• Alle anderen Graphen erhalten die Wahrscheinlichkeit 0.
Zufalls-Schnittgraphen wurden schon in verschiedenen Zusammenha¨ngen betrach-
tet z. B. durch Michal et al. [76] fu¨r Teilgraphen und durch Behrisch und Taraz
[8] fu¨r Clique-U¨berdeckungen. Fu¨r einen U¨berblick aktueller Ergebnisse zu Zufalls-
Schnittgraphen ist Zhao et al. [101] eine gute Quelle.
Es ist darauf hinzuweisen, dass die u¨bliche Definition von Zufalls-Schnittgraphen
die
”
Vektor-Wahrscheinlichkeit“ q direkt nutzt. Unsere auf der Kantenwahrschein-
lichkeit p fußende Definition ist dazu a¨quivalent: Fu¨r gegebenes k erha¨lt man aus
Definition 2.7.2 eine direkte Umrechnung von p zu q und umgekehrt. Um einen
besseren Vergleich mit dem
”
Standard“-Zufallsgraph-Modell G(n, p) mit Kanten-
wahrscheinlichkeit p(n) von Erdo˝s und Re´nyi zu haben, bevorzugen wir jedoch diese
Form der Definition der Zufalls-Schnittgraphen.
Das Modell der Zufalls-Schnittgraphen verha¨lt sich sehr a¨hnlich zu Erdo˝s-Re´nyi-
Graphen, was die Verteilung der Knotengrade betrifft:
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Satz 2.7.3. Seien n > 0, 0 < p < 1 und CCk(n, p) der oben definierte Zufallsraum
der Zufalls-Schnittgraphen. Sei G zufa¨llig gema¨ß CCk(n, p) ausgewa¨hlt. Dann gelten
folgende Eigenschaften:
• Fu¨r alle potentiellen Kanten ist die Auftrittswahrscheinlichkeit p. Ihr Auftreten
ist jedoch nicht unabha¨ngig voneinander.
• Der erwartete Grad eines jeden Knotens ist gleich. Damit handelt es sich um
ein homogenes Zufallsgraph-Modell.
Beweis. Man betrachte zwei verschiedene Knoten. Eine Kante existiert zwischen die-
sen genau dann, wenn an mindestens einer der k Stellen beide zugeho¨rigen Vektoren
den Eintrag 1 besitzen. Das Gegenereignis wa¨re also, dass in allen k Komponenten
keine zwei Einsen zu finden sind. In jeder Komponente geschieht dies mit Wahr-
scheinlichkeit 1 − q2 = (1 − p) 1k , d. h. gleichzeitig in allen mit Wahrscheinlichkeit(
(1− p) 1k
)k
= 1 − p, da die Komponenten unabha¨ngig voneinander sind. Damit
hat also jede potentielle Kante zwischen je zwei verschiedenen Knoten in diesem
Graphen die Wahrscheinlichkeit p.
Und da die Definition invariant unter einer Permutation der Knoten ist, besitzen
alle Knoten den gleichen erwarteten Knotengrad.
2.7.4 Allgemeine Zufallsgraphen und Zufalls-Mengen-Familien
In Kapitel 4 werden wir ein recht allgemeines Zufallsgraph-Modell betrachten. Dazu
nutzen wir den gleichen, allgemeinen Ansatz wie Lu und Peng [73]. In dieser Arbeit
wurden die Spektral-Eigenschaften der Adjazenz-Matrizen solcher Zufallsgraphen
untersucht. Die einzige, wesentliche Annahme dieses Zufallsgraph-Modells ist die
totale Unabha¨ngigkeit der Kanten:
Definition 2.7.4. Sei 1 < n ∈ N und P := (pi,j)1≤i,j≤n ∈ [0, 1]n×n eine symmetri-
sche Matrix mit 0-Eintra¨gen auf der Hauptdiagonalen. Den Wahrscheinlichkeitsraum
RG(n, P ) von Graphen mit n Knoten definieren wir nun durch das Ziehen der Kan-
ten zwischen zwei Knoten 1 ≤ i < j ≤ n mit Wahrscheinlichkeit pi,j, wobei alle
diese Zu¨ge unabha¨ngig voneinander sind.
Gibt es dabei Schranken 0 ≤ p ≤ q ≤ 1 mit p ≤ pi,j ≤ q fu¨r alle 1 ≤ i < j ≤ n,
nennen wir die Wahrscheinlichkeits-Matrix P (p, q) - beschra¨nkt und fassen alle diese
Wahrscheinlichkeitsra¨ume in der Menge RG(n, p, q) zusammen. Ist q = 1, wird es
nicht notiert.
Dabei du¨rfen p und q von n abha¨ngen. Zusammenfassend bedeutet die Aussage
”
Sei G ein gema¨ß RG(n, p) gezogener Zufallsgraph“, kurz G ∼ RG(n, p), dass
die dann im folgenden angegebenen Sa¨tze und Korollare fu¨r alle p-beschra¨nkten
Wahrscheinlichkeits-Matrizen P und dem jeweils dazugeho¨rigenWahrscheinlichkeits-
raum RG(n, P ) gelten.
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Diese Definition von Zufallsgraphen kann als Verallgemeinerung von Erdo˝s-Re´nyi-
Zufallsgraphen, wie sie in [39] betrachtet werden, aufgefasst werden. Beim dortigen
Modell besitzen alle potentiellen Kanten die gleiche Wahrscheinlichkeit, im Gra-
phen enthalten zu sein (d. h. G(n, p) = RG(n, p, p)). Auch verallgemeinert das hier
angegebene Zufallsgraph-Modell das von Chung-Lu-Zufallsgraphen, wie sie in [3]
betrachtet werden, bei welchen die Wahrscheinlichkeit einer Kante zwischen zwei
Knoten proportional zum Produkt der Gewichte ihrer Endknoten ist. Typischer-
weise nehmen wir p, q ∈ (0, 1) an, um garantierte (Nicht-)Kanten zu vermeiden.
Wu¨rden diese Wahrscheinlichkeiten z. B. nur um ho¨chstens 1/n2 von 0 bzw. 1 ab-
weichen, ko¨nnte man damit mit hoher Wahrscheinlichkeit eine Konzentration um
eine Worst-Case-Instanz erzeugen.
Auf analoge Weise definieren wir auch Zufalls-Mengen-Familien, die bei der Betrach-
tung des (d)-Hitting-Set-Problems eine Rolle spielen werden:
Definition 2.7.5. Sei 1 ≤ n ∈ N, G eine n-elementige Menge mit Potenzmenge
P(G) und P : P(G) → [0, 1], S 7→ P (S) eine Wahrscheinlichkeitsfunktion, die je-
der Teilmenge S von G eine individuelle Auftrittswahrscheinlichkeit p(S) zuordnet.
Der Wahrscheinlichkeitsraum RG(n, P ) von Mengenfamilien u¨ber Grundmengen mit
n Elementen wird im Folgenden definiert durch das Ziehen der einzelnen potentiellen
Teilmengen S von G mit Wahrscheinlichkeit p(S), wobei alle diese Zu¨ge unabha¨ngig
voneinander erfolgen.
Gibt es dabei Schranken 0 ≤ p ≤ q ≤ 1 mit p ≤ p(S) ≤ q fu¨r alle S ⊂ G,
nennen wir die Wahrscheinlichkeitsfunktion P (p, q)-beschra¨nkt und fassen alle diese
Wahrscheinlichkeitsra¨ume in der Menge RS(n, p, q) zusammen. Sind fu¨r ein d ∈ N
und alle Teilmengen der Gro¨ße genau gleich d die Einzelwahrscheinlichkeiten (p, q)-
beschra¨nkt, nennen wir diese Teilmenge der Wahrscheinlichkeitsra¨ume RSd(n, p, q).
Wir bemerken, dass dabei dieses Modell zufa¨lliger Mengen-Familien das vorge-
nannte Zufallsgraph-Modell verallgemeinert. Tatsa¨chlich ist na¨mlich RG(n, p, q) =
RS2(n, p, q), wobei im letzteren alle Wahrscheinlichkeiten fu¨r Mengen mit verschie-
den von zwei Elementen auf 0 gesetzt wurden: Die Grundmenge G steht dabei fu¨r
die Knotenmenge des Zufallsgraphen und jede Zweiermenge dafu¨r, ob die Kante zwi-
schen den beiden entsprechenden Knoten im Graphen (und so der Mengenfamilie)
enthalten ist oder nicht. Man kann das allgemeine Mengen-Modell somit auch als
Hypergraph betrachten.
Wie auf die Definition 2.7.4 folgend, wollen wir auch hier fu¨r die Aussage
”
Sei F eine
gema¨ß RS(n, p, q) gezogene Zufalls-Mengenfamilie“ kurz F ∼ SG(n, p, q) schreiben
und im Fall q = 1 dieses nicht weiter notieren. Genauso gehen wir auch bei den
Wahrscheinlichkeitsra¨umen SGd(n, p, q) vor. Weiterhin du¨rfen dabei auch d sowie p
und q von n abha¨ngen.
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2.8 Wahrscheinlichkeitstheoretische Grundlagen
2.8.1 Konzentration um Erwartungswert und
Chernoff-Schranken
In dieser Arbeit werden ha¨ufiger Wahrscheinlichkeitsaussagen beno¨tigt, wie weit
die Summe von bestimmten Zufallsvariablen von ihrem Erwartungswert abweichen
kann. Eine gut zu verwendende obere Abscha¨tzung fu¨r die Wahrscheinlichkeit ei-
ner
”
großen“ Abweichung gibt die Chernoff-Schranke, die wir wie in Dubhashi und
Panconesi [38] angeben.
Lemma 2.8.1 (Chernoff-Schranke). Sei X die Summe unabha¨ngiger Zufallsvaria-
blen, deren Werte in {0, 1} liegen, µ der Erwartungswert von X und 0 < δ < 1 eine
reelle Zahl. Dann ist
P (X ≤ (1− δ)µ) ≤ exp
(
−δ
2
2
µ
)
und P (X ≥ (1 + δ)µ) ≤ exp
(
−δ
2
3
µ
)
.
2.8.2
”
Inverse“ Chernoff-Schranke
Anders als durch die in der Chernoff-Schranke gegebene obere Abscha¨tzung, wie
wahrscheinlich ho¨chstens ein gewisses Abweichen vom Erwartungswert ist, beno¨tigen
wir zum Teil auch die umgekehrten Aussagen, wie wahrscheinlich es mindestens ist.
Solche
”
inversen“ Chernoff-Schranken gibt es in verschiedenen Formulierungen, die
sich nur in Konstanten von der in Lemma 2.8.1 unterscheiden. Wir folgen dabei
inhaltlich der Formulierung von [93] und[78] und geben sie mit den Bezeichnungen
an, wie wir sie auch weiterhin in dieser Arbeit verwenden:
Lemma 2.8.2 (Inverse Chernoff-Schranke). Sei X die Summe unabha¨ngiger und
gleichverteilter Zufallsvariablen Xi, deren Werte in {0, 1} liegen, P [Xi = 1] = p,
µ der Erwartungswert von X und 0 < δ eine reelle Zahl. Ist zusa¨tzlich p ≤ 1
4
oder
zugleich sowohl p < 1
2
als auch δ ≤ 1
p
− 2, dann ist
P (X ≥ (1 + δ)µ) ≥ 1
4
exp
(−2δ2µ) .
3 Kernelisierung am Beispiel des
Clique-Cover-Problems
Die Ergebnisse, die in diesem Abschnitt vorgestellt werden, wurden vom Autor und
seinem Betreuer in [44] bereits vero¨ffentlicht.
3.1 U¨berblick
Die U¨berdeckung aller Kanten eines Graphen durch eine minimale Anzahl von Cli-
quen ist ein bekanntes NP-vollsta¨ndiges Problem. Wa¨hlt man als Parameter k die
maximale Anzahl von beno¨tigten Cliquen, so wird das Problem
”
fixed parameter
tractable“, d. h., es existiert ein dieses Problem lo¨sender Algorithmus mit Lauf-
zeit f(k) · nO(1). Genauer: Es existiert eine Menge von Reduktionsregeln, die fu¨r
alle Instanzen, die sich mit k Cliquen u¨berdecken lassen, einen Problemkern der
Gro¨ße ho¨chstens 2k erhalten. Jedoch gibt es unter der Annahme der Exponentialzeit-
Hypothese keine solche Regelmenge, die auch im Worst-Case subexponentiell große
Problemkerne erzeugt.
Wir studieren die erwartete Problemkerngro¨ße fu¨r
”
Zufalls-Schnittgraphen“ mit
n Knoten, Kantenwahrscheinlichkeit p und Clique-U¨berdeckungen der Gro¨ße k. Da-
bei betrachten wir die bekannte Menge an Reduktionsregeln von Gramm et al. [54]
und zeigen, dass mit hoher Wahrscheinlichkeit diese den Graphen vollsta¨ndig re-
duzieren, falls p nicht gegen 1 geht und k < c log n fu¨r eine Konstante c > 0 ist.
Dies zeigt, dass fu¨r große Klassen von Graphen wie
”
Zufalls-Schnittgraphen“ die
erwartete Gro¨ße des Problemkerns deutlich kleiner als die bekannte, exponentiellele
Worst-Case-Schranke sein kann.
3.2 Einfu¨hrung
In den vergangenen Jahren wurden einige Resultate zu oberen und unteren Schran-
ken der Gro¨ße von Problemkernen parametrisierter Probleme gezeigt. Nahezu al-
le von diesen betrachten nur den Worst-Case. Wir verfolgen einen anderen An-
satz und betrachten die erwartete Gro¨ße des Problemkerns fu¨r ein probabilistisches
Zufallsgraph-Modell und geben dafu¨r eine scharfe Charakterisierung in Abha¨ngigkeit
der Dichtheit der Graphen an.
Unser Studienobjekt ist das NP-vollsta¨ndige Problem Clique-Cover, bei welchem
alle Kanten eines Graphen mit einer minimalen Anzahl von Cliquen u¨berdeckt wer-
den sollen. Dieses Problem stellt sich z. B. bei der Untersuchung der Interaktion
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von Entita¨ten in Netzwerken der realen Welt [56] und Protein-Protein-Interaktions-
Netzwerken [12]. Weitere Anwendung findet es in der Computer-Geometrie [1], der
Optimierung von Compilern [89] und Computer-Statistik [86, 53].
In verschiedenen Bereichen wurde dieses Problem durch unterschiedliche Namen
beschrieben, wie z. B. Schlu¨sselwort-Konflikt [68], U¨berdeckung durch
Cliquen [51] und Zufalls-Schnittgraphen-Basis [50].
Formale Definition des Problems Eine Clique in einem ungerichteten Graphen
G = (V,E) ist ein Subgraph, in welchem je zwei Knoten durch eine Kante verbunden
sind. Fu¨r einen ungerichteten Graphen G und eine ganze Zahl k ≥ 0 lautet die
Antwort auf das Entscheidungsproblem (Edge) Clique-Cover genau dann
”
Ja“,
wenn es eine Menge von maximal k Cliquen {G1, G2, . . . , Gk} in G gibt, sodass
fu¨r jede Kante in G ihre beiden Endpunkte gleichzeitig in mindestens einer dieser
Cliquen Gi liegen.
Bisher gefundene Resultate fu¨r spezielle Graph-Klassen Das Problem Clique-
Cover wurde schon aus verschiedensten Richtungen betrachtet. Es bleibt NP-
schwer, selbst wenn man sich auf planare Eingabe-Graphen [24] oder solche mit
Maximal-Grad 6 [60] beschra¨nkt. Bei Graphen mit Maximal-Grad 5 gibt es jedoch
Polynomialzeit-Algorithmen [60], a¨hnlich bei Chordal-Graphen [75] oder Linien-
Graphen [82]. Wieder im allgemeinen Fall zeigen Lund und Yannakakis, dass die
Optimierungs-Variante von Clique-Cover nicht mit einem Faktor von |V |ε fu¨r
ein ε > 0 approximierbar ist (es sei denn P = NP) [74]. Genauer formuliert,
bleibt es APX-schwer, selbst wenn man sich auf zweifach verbundene Graphen mit
Maximal-Grad 7 beschra¨nkt [59]. Daher ist kein guter und schneller Approximations-
Algorithmus zu erwarten.
Bisherige Ergebnisse fu¨r das parametrisierte Problem Ein anderer, weit verbrei-
teter Ansatz, solche Probleme zu betrachten, ist das Studium seiner parametrisierten
Version. Fixiert man die Gro¨ße der gewu¨nschten Lo¨sung als Parameter k, so findet
man in [58] eine Menge einfacher Reduktionsregeln. Erfolgreiche Anwendung dieser
Regeln fu¨hrt dabei zu einem kleineren Graphen und/oder Parameter. Dieser Prozess
wird Kernelisierung genannt, da er als Ergebnis einen sogenannten Problem-Kern
liefert, welcher genau dann eine
”
Ja“-Instanz ist, wenn es der urspru¨ngliche Graph
auch war.
Die in [58] angegebenen Reduktionsregeln erzeugen dabei einen Problemkern mit
maximal 2k Knoten. Diese Kernelisierung kann dabei in Polynomialzeit berechnet
werden. Da die dabei erhaltene Kern-Gro¨ße nicht von |V | = n abha¨ngt, ist Clique-
Cover mit dieser Parametrisierung also in FPT, vgl. Gramm et al. [54]. Fu¨hrt
man die angegebenen Reduktionsregeln aus, erha¨lt man damit einen Algorithmus
mit Laufzeit O (n4 + f (2k)). Dabei ist fu¨r die Funktion f nur der naive Ansatz
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der vollsta¨ndigen Aufza¨hlung aller mo¨glicher Lo¨sungsmengen auf dem verbleiben-
den Problemkern bekannt. Dieser besitzt exponentielle Laufzeit in Abha¨ngigkeit der
Anzahl der Knoten im Problemkern, also doppelt-exponentielle in Abha¨ngigkeit vom
Parameter k.
Aktuelle Ergebnisse von Cygan et al. [32, 31] zeigen, dass es keine Reduktions-
regeln geben kann, welche nur polynomiell große Kerne garantieren, wenn nicht
NP ⊂ coNP/ poly gilt, und dass es keine mit garantiert subexponentieller Kern-
Gro¨ße gibt, es sei denn die Exponentialzeit-Hypothese ist falsch. Genauer formu-
liert, muss der Problemkern im Worst-Case exponentielle Gro¨ße haben, es sei denn
P = NP, vgl. [87]. Mit diesen Negativ-Ergebnissen ist also kein Algorithmus fu¨r
das Problem zu erwarten, der eine Laufzeit von 22
o(k) · poly(n) besitzt – doppelt
exponentielle Laufzeit wird also beno¨tigt. Dabei ha¨ngen diese Resultate nicht von
der konkret verwendeten Menge von Reduktionsregeln ab. Generell sind dabei die
Gro¨ßen der Problemkerne (ob nun polynomiell oder nicht) von großem Interesse, da
sie zu einer feineren Struktur-Analyse von FPT-Problemen fu¨hren, vgl. Bodlaender
et al. [16].
Bisherige Resultate bezu¨glich einer Average-Case-Betrachtung Das Clique-
Cover-Problem wurde auch auf Zufallsgraphen studiert. Bolloba´s et al. [18] geben
obere und untere Schranken fu¨r die Anzahl der Cliquen an, die beno¨tigt werden
um den gesamten Graphen zu u¨berdecken. Diese Schranken gelten dabei mit hoher
Wahrscheinlichkeit (d. h. mit Wahrscheinlichkeit 1 − o(1) fu¨r n → ∞) fu¨r Erdo˝s-
Re´nyi-Zufallsgraphen mit Kanten-Wahrscheinlichkeit p = 1
2
. Dies ist a¨quivalent zu
einer Gleichverteilung aller Graphen mit der Knotenmenge |V | = {1, 2, . . . , n}. Das
Ergebnis wurde verbessert zu Θ(n2/ log2 n) fu¨r alle konstanten p mit 0 < p < 1
durch Frieze und Reed [48]. Auch auf Schnittgraphen wurde das Problem betrachtet.
Behrisch und Taraz [8] geben Algorithmen an, welche mit hoher Wahrscheinlichkeit
eine U¨berdeckung durch eine minimale Anzahl an Cliquen in polynomieller Zeit
finden, wenn die zugrunde liegende Eigenschaftsmenge (und damit die erwartete
Gro¨ße des Clique-Cover) eine Gro¨ße von nα fu¨r eine Konstante 0 < α < 1 besitzt.
Unsere Ergebnisse Wir untersuchen die erwartete Kern-Gro¨ße in einem Zufalls-
graph-Modell mit Namen
”
Zufalls-Schnittgraphen“, welches a¨hnlich zu Erdo˝s-Re´nyi
ist, aber sichert, dass die erhaltenen Graphen jeweils mit ho¨chstens k Cliquen u¨ber-
deckt werden ko¨nnen. (Genaueres dazu in Abschnitt 3.4.) Zuerst untersuchen wir
eine bestimmte Menge von Reduktionsregeln (die in Abschnitt 3.5 definiert wer-
den), welche sich intuitiv aus der Definition des Zufallsgraph-Modells ergeben. In
Abschnitt 3.6 zeigen wir, dass fu¨r du¨nne Graphen (bei welchen die Kantenwahr-
scheinlichkeit p mindest polynomiell gegen 0 abfa¨llt) diese Reduktionsregeln mit ho-
her Wahrscheinlichkeit einen im Parameter k nur polynomiell großen Problemkern
erzeugen. Demzufolge sind Worst-Case-Instanzen mit exponentiell großem Problem-
kern selten. Ist der Graph dicht (d. h., die Kantenwahrscheinlichkeit fa¨llt nicht po-
lynomiell auf 0, also z. B. fu¨r konstante p mit 0 < p < 1), fu¨hrt diese Menge an
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Reduktionsregeln mit hoher Wahrscheinlichkeit die Instanzen nur auf einen expo-
nentiell großen Problemkern zuru¨ck. Wir geben eine vollsta¨ndige Charakterisierung
der (mit hoher Wahrscheinlichkeit angenommenen) Kern-Gro¨ßen in Abha¨ngigkeit
der Kantenwahrscheinlichkeit in Satz 3.6.1 an.
Diese stufenweise fallende Kern-Gro¨ße ist in Grafik 3.1 auf Seite 42 abgebildet. Bei
Kantenwahrscheinlichkeiten p(n), welche sich asymptotisch wie n−2/i mit 1 < i ≤ k
verhalten (genauer: fu¨r die
lim
n→∞
log p
log n
= −2
i
=: −a
gilt), kann das Verhalten der Kern-Gro¨ße nicht vollsta¨ndig allein durch den Para-
meter a beschrieben werden und so ist nur das entsprechende Intervall angegeben,
in welchem sich mit hoher Wahrscheinlichkeit die Kern-Gro¨ße bewegt.
In einem zweiten Schritt verallgemeinern wir die bisherige Menge an Reduktionsre-
geln und untersuchen die durch Gramm et al. [54] gegebene Regelmenge. Fu¨r diese
zeigen wir in Abschnitt 3.7 mit den gleichen Techniken, dass fu¨r Kantenwahrschein-
lichkeiten p < 1 − rk fu¨r eine Konstante 0 < r < 1 und k < c(r) log n mit einer
positiven Konstanten c(r), die von r abha¨ngt, diese Reduktionsregelmenge den Gra-
phen mit hoher Wahrscheinlichkeit komplett reduziert, d. h., der Problemkern der
leere Graph ist. Fu¨r Schnittgraphen kann damit die Menge an Reduktionsregeln, die
durch Gramm et al. [54] angegeben werden, also als
”
optimale Regelmenge“ fu¨r eine
Kernelisierung angesehen werden.
3.3 Erdo˝s-Re´nyi Zufalls-Graphen
Die bekannte Beobachtung, dass das Finden einer minimalen Clique-U¨berdeckung
NP-vollsta¨ndig ist, ist eine reine Worst-Case-Aussage. Um das Problem besser zu
verstehen, werden im Folgenden verschiedene Zufallsgraph-Modelle betrachtet und
auf diesen fu¨r das Problem eine Average-Case-Analyse durchgefu¨hrt.
Als prominentestes und am meisten studiertes Zufallsgraph-Modell betrachten wir
zuerst die Erdo˝s-Re´nyi Zufalls-Graphen. Ihre Konstruktion ist in Definition 2.7.1 ge-
geben und es finden sich einige Eigenschaften in Abschnitt 2.7.1 dieser Arbeit. Auch
das Verhalten des Clique-Cover-Problems auf Erdo˝s-Re´nyi Zufalls-Graphen wur-
de unter anderem durch Bolloba´s et al. [18] und Frieze und Reed [48] betrachtet.
Fu¨r eine konstante Kanten-Wahrscheinlichkeit 0 < p < 1 geht mit hoher Wahr-
scheinlichkeit die Anzahl der beno¨tigten Cliquen zur U¨berdeckung des Graphen mit
der Knotenanzahl gegen unendlich. Halten wir demnach umgekehrt die Anzahl k
solcher Cliquen, die fu¨r die U¨berdeckung zur Verfu¨gung stehen, fest, so sind fast alle
Instanzen
”
Nein“-Instanzen. Dies kann man auch exakter wie folgt formulieren.
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Lemma 3.3.1. Sei k eine fest gewa¨hlte, positive ganze Zahl, G(n, p) der Zufalls-
raum gema¨ß des Erdo˝s-Re´nyi-Modells mit Kantenwahrscheinlichkeit p(n) und der
Knotenanzahl n, die gegen unendlich strebe. Geht dabei nicht p(n) gegen 1 und ist
in ω
(
1
n2
)
, so ist mit hoher Wahrscheinlichkeit ein so gezogener Graph eine
”
Nein“-
Instanz.
Beweis. In einem aus dem Zufallsraum G(n, p) mit nicht gegen 1 gehendem p ge-
zogenen Graphen besteht mit hoher Wahrscheinlichkeit die gro¨ßte Clique aus nur
O(log n) Knoten. Damit ko¨nnen also maximal O (k · log2 n) Kanten durch k solche
Cliquen u¨berdeckt werden. Fu¨r p = ω(log2(n)/n2) gibt es mehr zu u¨berdeckende
Kanten und also handelt es sich mit hoher Wahrscheinlichkeit bei dem Graph um
eine
”
Nein“-Instanz. Ist dagegen p = O( log2 n
n2
)
= o
(
1
n
)
, so besitzt fast jeder Knoten
einen Grad von ho¨chstens 1. Um diese Kanten zu u¨berdecken, bra¨uchte es also je-
weils eine eigene Clique. Das wa¨re aber nur mo¨glich, wenn es ho¨chstens Θ(k) Kanten
im Graphen gibt, also p = O ( 1
n2
)
.
Dies zeigt, dass das Zufallsgraph-Modell von Erdo˝s und Re´nyi keine guten Einblicke
in den Kernelisierungs-Prozess des Clique-Cover-Problems geben kann, da mit
hoher Wahrscheinlichkeit man nur
”
Nein“-Instanzen erha¨lt. Man ko¨nnte nun versu-
chen das Modell auf
”
Ja“-Instanzen zu beschra¨nken. Jedoch stellt dabei die Kontrolle
der Abha¨ngigkeiten zwischen den Kanten eine große Schwierigkeit dar. Deshalb ge-
hen wir einen anderen Weg und betrachten das alternative Zufallsgraph-Modell der
Zufalls-Schnittgraphen, welches auf einfacherem Wege nur
”
Ja“-Instanzen liefert.
3.4 Zufalls-Schnittgraphen
In Gramm et al. [54] werden einfache Reduktionsregeln (erstmals eingefu¨hrt in
Gya´rfa´s [58]) fu¨r die Kernelisierung des Clique-Cover-Problems untersucht. Ex-
perimentelle Ergebnisse zeigen, dass diese Regeln sehr effektiv sind. Jedoch wa-
ren die Testfa¨lle (Erdo˝s-Re´nyi-Zufalls-Graphen mit Kantenwahrscheinlichkeiten von
p = 0, 15, 0, 1 bzw. log(n)/n) so klein (mit Knotenanzahlen von n = 85, 150 bzw.
1000), dass dafu¨r noch die meisten Instanzen in dieser Untersuchung
”
Ja“-Instanzen
waren. Dies ist aber, wie in Lemma 3.3.1 gezeigt, mit steigender Knotenanzahl nicht
mehr der Fall.
Das motiviert die Betrachtung eines Zufallsgraph-Modells, bei welchem wir wissen,
dass es nur
”
Ja“-Instanzen erzeugt. Wir untersuchen das bekannte Zufallsgraph-
Modell der Zufalls-Schnittgraphen, welches eine U¨berdeckung der dabei erzeugten
Graphen mit maximal k Cliquen sichert, wobei k eine Funktion k(n) : N→ N \ {0}
ist. Dazu nutzen wir die in Abschnitt 2.7.3 gegebene Definition 2.7.2. Dort sind auch
einige Eigenschaften solcher Zufallsgraphen angegeben.
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Die Idee, jedem Knoten einen Bina¨r-Vektor zuzuweisen, welcher die Zugeho¨rigkeit
des Knotens zu den u¨berdeckenden Cliquen codiert, erschien zuerst im Beweis der
beschra¨nkten Kern-Gro¨ße durch Gya´rfa´s [58].
Mit a¨hnlichen Argumenten wie in Gya´rfa´s [58] ko¨nnen wir eine maximale Kerngro¨ße
von 2k − 1 (also nicht nur 2k) zeigen, da auch der Nullvektor eliminiert wird (sie-
he Satz 3.5.1 unten). Als erstes stellen wir nun fest, dass nur
”
Ja“-Instanzen eine
positive Auftrittswahrscheinlichkeit in unserem Modell der Zufalls-Schnittgraphen
besitzen.
Satz 3.4.1. Seien n und k natu¨rliche Zahlen mit k ≤ n sowie 0 < p < 1. Weiterhin
sei CCk(n, p) der Wahrscheinlichkeitsraum der Zufalls-Schnittgraphen. Dann besitzt
ein Graph darin genau dann eine positive Auftritts-Wahrscheinlichkeit, wenn er eine
Clique-U¨berdeckung der Gro¨ße ho¨chstens k besitzt.
Beweis. Man beachte, dass mit p ∈ (0, 1) auch q ∈ (0, 1) ist.
Zuerst betrachten wir die Ru¨ckrichtung der A¨quivalenzaussage: Besitzt ein Graph
eine U¨berdeckung durch die k Cliquen C1 bis Ck (wobei manche mo¨glicherweise
leer sein mo¨gen), so ko¨nnen, wie folgt, den Knoten Bina¨rvektoren zugeordnet wer-
den: Ist der Knoten v Teil der Clique Ci, so setze die i-te seines Vektors cv auf 1,
andernfalls auf 0. Eine solche Verteilung von Vektoren besitzt eine echt positive
Wahrscheinlichkeit.
Umgekehrt besitzt aber jeder Graph mit positiver Wahrscheinlichkeit eine solche
Zuordnung von Bina¨rvektoren zu den Knoten, sodass nach Definition alle Knoten
mit Eintrag 1 an der i-ten Stelle ihrer jeweiligen Vektoren eine Clique Ci bilden und
all diese Cliquen nach Definition alle Kanten im Graphen u¨berdecken.
In Zufalls-Schnittgraphen ist – wie bei Erdo˝s-Re´nyi-Graphen – fu¨r jeden Knoten der
erwartete Grad gleich; sie erzeugen homogene Zufallsgraphen. Bei Zufalls-Schnitt-
graphen sind jedoch die Kanten nicht unabha¨ngig voneinander. Dies wu¨rde die Ei-
genschaft der gezogenen Graphen, in jedem Fall eine Clique-U¨berdeckung der Gro¨ße
ho¨chstens k zu besitzen, zersto¨ren. Diese Abha¨ngigkeiten sind dabei aber sicher-
lich von einer anderen Struktur, als wu¨rde man Erdo˝s-Re´nyi-Graphen auf die
”
Ja“-
Instanzen einschra¨nken. Der Vorteil von Zufalls-Schnittgraphen dabei ist, dass wir
mit den den Knoten zugeho¨rigen Vektoren ein Werkzeug besitzen, dass uns erlaubt,
diese Abha¨ngigkeiten zu untersuchen. Fu¨r die eingeschra¨nkten Erdo˝s-Re´nyi-Graphen
ist dies so nicht der Fall.
3.5 Reduktionsregeln
Wir untersuchen zwei Mengen von Reduktionsregeln. Die erste Menge ist gegeben
durch die folgenden drei Regeln, welche in Gramm et al. [54] eingefu¨hrt werden.
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Reduktions-Regelmenge 1. Wende folgende Regeln an:
(1.1) Lo¨sche einen Knoten, wenn er isoliert ist, oder nur mit schon u¨berdeckten
Kanten verbunden ist.
(1.2) Ist eine noch nicht u¨berdeckte Kante nur in einer maximalen Clique C, dann
markiere deren Kanten als u¨berdeckt und verringere den Parameter k um 1.
(1.3) Von zwei Knoten mit gleicher abgeschlossener Nachbarschaft lo¨sche einen.
Diese Regelmenge kann in in der Knotenanzahl n polynomieller Zeit zur Reduktion
des Graphen angewendet werden. Nachdem keine dieser Regeln mehr anwendbar ist,
hat man einen Problemkern der Gro¨ße ho¨chstens 2k (oder der Eingabe-Graph war
eine
”
Nein“-Instanz). Diese Schranke an die Kerngro¨ße sowie die Korrektheit der
Regeln (d. h., die Anwendung der Regeln fu¨hrt nie dazu, dass aus einer
”
Ja“- eine
”
Nein“-Instanz, oder umgekehrt, wird) wurde durch Gramm et al. [54] bewiesen.
Um diese Regelmenge zu untersuchen, ist es von Vorteil, zuerst die folgende, a¨hnliche
Regelmenge zu betrachten, welche sta¨rker die Eigenschaften des Modells der Zufalls-
Schnittgraphen ausnutzt.
Reduktions-Regelmenge 2. Wende die folgenden Reduktionsregeln an:
(2.1) Lo¨sche einen Knoten, wenn sein zugeordneter Vektor der Nullvektor ist.
(2.2) Von zwei Knoten, deren zugeordnete Vektoren identisch sind, lo¨sche einen.
Diese Regelmenge gibt hinreichende Bedingungen fu¨r die Anwendbarkeit der durch
Gramm et al. [54] gegebenen Regeln:
Satz 3.5.1. Es seien n, k positive ganze Zahlen, 0 < p < 1 und G ein gema¨ß der
Verteilung CCk(n, p) gezogener Graph. Wenn eine der Regeln aus Reduktionsregel-
Menge 2 angewendet werden kann, dann gilt dies auch fu¨r die entsprechende Regel
aus Reduktionsregel-Menge 1.
Beweis. Beide Regeln aus Reduktionsregel-Menge 2 werden einzeln betrachtet:
(1) Ein Knoten, welchem der Nullvektor zugewiesen wurde, ist isoliert und kann
damit nach Regel (1.1) gelo¨scht werden.
(2) Wenn es zwei verschiedene Knoten v und w mit identischen zugeho¨rigen Vek-
toren cv und cw gibt, so sind die beiden Knoten miteinander verbunden (oder
beide isoliert) und besitzen die gleichen von v und w verschiedenen Nachbarn.
Also kann nach Regel (1.3) (oder (1.1)) einer der beiden eliminiert werden.
Die in Reduktionsregel-Menge 2 definierte Regelmenge ist schwa¨cher als die
”
origi-
nale“ Reduktionsregel-Menge 1. Damit ist die Kerngro¨ße nach der Reduktion durch
Reduktionsregel-Menge 2 eine obere Schranke an diejenige, welche man durch An-
wendung von Reduktionsregel-Menge 1 erha¨lt.
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3.6 Analyse der Kernelisierung mit
Reduktionsregel-Menge 2
Wir ko¨nnen nun unseren ersten Satz u¨ber die Eigenschaften der betrachteten Re-
gelmenge beweisen. Er zeigt, dass in dichten Graphen (d. h. erwarteter Grad von
Θ(n)) die Reduktionsregel-Menge 2 mit hoher Wahrscheinlichkeit einen Problem-
kern exponentieller Gro¨ße in k hinterla¨sst, wa¨hrend in du¨nnen Graphen (erwarteter
Grad von O (n1−a) mit einer positiven Konstanten a) mit hoher Wahrscheinlichkeit
die Kern-Gro¨ße durch ein Polynom in k (mit von a abha¨ngigem Grad) nach oben
beschra¨nkt werden kann. In allen vom letzten Fall des Satzes verschiedenen Fa¨llen
sind die angegebenen Kerne eindeutig bis auf Isomorphie. In Abbildung 3.1 werden
die Ergebnisse graphisch dargestellt.
Satz 3.6.1. Sei k > 2 eine feste ganze Zahl und n → ∞. Sei p(n) eine Funkti-
on N →
(
0, 1− (3
4
)k)
mit existierendem Grenzwert 0 ≤ a := limn→∞− log plogn so-
wie CCk(n, p) der Wahrscheinlichkeitsraum der Zufalls-Schnittgraphen aus Defini-
tion 2.7.2. Dann verbleibt nach Anwendung der Reduktionsregel-Menge 2 mit hoher
Wahrscheinlichkeit ein Problemkern der Gro¨ße
• 2k − 1 ,wenn a < 2
k
,
• ∑`i=1 (ki) = 1`!k` +Θ (k`−1), wenn 2`+1 < a < 2` , fu¨r ein festes, ganzes 1 ≤ ` < k,• 0, wenn 2 < a und
• ∑`−1i=1 (ki)+c ·(k`) = c`!k`+Θ (k`−1) mit einer Konstanten 0 < c < 1 (die abha¨ngig
vom genaueren Verhalten von log p
logn
ist), wenn a = 2
`
fu¨r eine positive ganze Zahl
` ≤ k ist.
Beweis. Sei a eine positive reelle Zahl und p(n) eine Funktion, welche fu¨r jedes ε > 0
in O (n−a−ε) ∩ Ω (n−a+ε) liegt. Dies ist a¨quivalent zur Aussage, dass der Grenzwert
limn→∞− log p(n)logn existiert und gleich a ist.
Zuerst beweisen wir eine a¨hnlich lautende Aussage fu¨r die
”
Vektor-Wahrscheinlich-
keit“ q :=
(
1− (1− p) 1k
) 1
2
, d. h., log q = 1
2
· log
(
1− (1− p) 1k
)
. Fu¨r diese erhalten
wir mittels der Taylor-Entwicklung des Arguments im Logarithmus an der Stelle
p0 = 0, dass 1− (1− p) 1k = 1k · p+O(p2) gilt. Logarithmiert man dies, gelangt man
zu
log q =
1
2
· (log p− log k) +O(log(1 + p)) = 1
2
log p+O(1).
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Damit erha¨lt man weiterhin
lim
n→∞
− log q
log n
= lim
n→∞
−1
2
· log p+O(1)
log n
=
1
2
· lim
n→∞
− log p
log n
=
1
2
· a,
woraus
q(n) ∈ O
(
n−
1
2
(a−ε)
)
∩ Ω
(
n−
1
2
(a+ε)
)
fu¨r jedes ε > 0 folgt.
Sei nun 0 < ` ≤ k eine ganze Zahl und v der Bina¨rvektor, der in den ersten `
Komponenten den Wert 1 und anderenfalls 0 besitzt. Die Wahrscheinlichkeit fu¨r
diesen Vektor betra¨gt q`·(1− q)k−` = O
(
n−
1
2
(a−ε)·`
)
. Mit dem Gewicht eines Vektors
bezeichnen wir im Folgenden die Anzahl seiner von 0 verschiedenen Eintra¨ge. Damit
hat jeder Vektor mit Gewicht ` natu¨rlich die gleiche Wahrscheinlichkeit und wegen
q =
(
1− (1− p) 1k
) 1
2
<
(
1−
(
1−
(
1− (3
4
)k)) 1k) 12
=
(
1− 3
4
) 1
2 = 1
2
, also q < 1−q,
ist die Wahrscheinlichkeit eines Vektors ho¨heren Gewichts ho¨chstens so groß. Da
ho¨chstens 2k verschiedene solche Vektoren existieren, ist die Wahrscheinlichkeit fu¨r
das Auftreten eines solchen Vektors mit Gewicht mindestens ` in O
(
n−
1
2
(a−ε)·`
)
,
wobei die O-Konstante nur von k abha¨ngt.
Ist 1
2
a · ` > 1, dann existiert ein ε > 0, sodass auch 1
2
(a− ε) · ` > 1 ist. Dann ist die
Wahrscheinlichkeit eines solchen Vektors also in o
(
1
n
)
= o(1)
n
. Demzufolge hat mit
Wahrscheinlichkeit 1− o(1)
n
ein zufa¨llig gezogener Vektor ein Gewicht von ho¨chstens
`− 1. Daru¨ber hinaus haben damit mit Wahrscheinlichkeit P :=
(
1− o(1)
n
)n
alle n
fu¨r die Knoten im Graphen gezogenen Vektoren ein Gewicht von ho¨chstens ` − 1.
Mit gegen unendlich gehender Knotenanzahl n strebt P gegen 1. Demnach sind
mit hoher Wahrscheinlichkeit nur Vektoren mit ho¨chstens `− 1 von 0 verschiedenen
Eintra¨gen im betrachteten Graph vorhanden. Nach dem Lo¨schen von Duplikaten
mit Reduktionsregel (2.2) verbleibt nur maximal ein Vektor jeden Typs.
Ist andererseits 1
2
a · ` < 1, dann existiert auch hier ein ε > 0 mit 1
2
(a + ε) · ` < 1.
Damit ist die Wahrscheinlichkeit eines solchen Vektors v mit Gewicht ` in ω
(
1
n
)
=
ω(1)
n
. Mit Wahrscheinlichkeit 1 − ω(1)
n
ist demzufolge ein zufa¨llig gezogener Vektor
verschieden von v. Daru¨ber hinaus sind mit Wahrscheinlichkeit P :=
(
1− ω(1)
n
)n
alle n fu¨r den Graphen gezogenen Vektoren von v verschieden. Wieder mit gegen
unendlich gehender Knotenanzahl strebt P zu 0, d. h., im Graphen ist mit hoher
Wahrscheinlichkeit ein Knoten enthalten, dessen zugeordneter Vektor v ist.
Zusammenfassend ergibt sich also die folgende Situation: Ist 2
`+1
< a < 2
`
fu¨r eine
ganze Zahl ` < k, dann treten mit hoher Wahrscheinlichkeit alle Vektoren mit
Gewicht ≤ ` und keine mit Gewicht > ` unter den n ausgewa¨hlten auf.
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Ist der Wert a aber genau 2
`
, sind mit hoher Wahrscheinlichkeit alle Vektoren mit
Gewicht < ` und keiner mit Gewicht > ` vertreten. Jedoch gibt es fu¨r das Vorhan-
densein der Vektoren vom Gewicht exakt gleich ` jeweils eine positive Wahrschein-
lichkeit < 1, die vom genaueren Verhalten von log p
logn
abha¨ngt. Nur ein Teil dieser
Vektoren wird also im Kern vertreten sein. Ist schließlich a < 2
k
, so werden mit
hoher Wahrscheinlichkeit alle 2k Vektoren unter den n gezogenen sein, von denen
nur noch der Nullvektor gelo¨scht wird.
Alle Duplikate der Vektoren werden bei der Kernelisierung durch die Reduktions-
regel (2.2) und der Nullvektor durch (2.1) gelo¨scht. Da es exakt
(
k
m
)
= O (km)
verschiedene Bina¨rvektoren mit Gewicht m gibt, fu¨hrt das Summieren u¨ber die re-
levanten Gewichte zum gewu¨nschten Ergebnis.
Ist nicht gerade a = 2
`
fu¨r eine ganze Zahl 1 < ` < k, so ist der Typ eines jeden
nach dem Reduktionsprozess noch erhaltenen Vektors (welcher angibt, in welchen
Cliquen der zugeho¨rige Knoten beteiligt ist) eindeutig und bekannt. Damit ist also
auch der Problemkern in diesen Fa¨llen bis auf Isomorphie eindeutig bestimmt.
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Abbildung 3.1: Illustration der resultierenden Kern-Gro¨ßen als Funktion der Kan-
tenwahrscheinlichkeit fu¨r Reduktionsregel-Menge 2, laut Satz 3.6.1:
die Kern-Gro¨ße (mit hoher Wahrscheinlichkeit) als Funktion des Ex-
ponenten a := − limn→∞ log plogn der Kantenwahrscheinlichkeit.
Die Kerne fu¨r eine feste Kantenwahrscheinlichkeit sind dabei (mit
hoher Wahrscheinlichkeit) bis auf Isomorphie eindeutig. Die ge-
zeigten Schranken sind scharf. Nur an den Sprungstellen kann die
Kerngro¨ße (mit hoher Wahrscheinlichkeit) im angegebenen Intervall
variieren.
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Ist die Kantenwahrscheinlichkeit p anders als in Satz 3.6.1 nahe 1, erhalten wir das
folgende, a¨hnliche, aber leicht verschiedene Resultat:
Korollar 3.6.2. Sei k > 2 eine feste ganze Zahl und n→∞. Sei p(n) eine Funktion
N →
(
1− (3
4
)k
, 1
)
mit existierendem Grenzwert a := limn→∞− log(1−p)logn fu¨r eine
nichtnegative Zahl a und dem in Definition 2.7.2 gegebenen Zufallsraum der Zufalls-
Schnittgraphen. Dann fu¨hrt die Anwendung der Reduktionsregel-Menge 2 mit hoher
Wahrscheinlichkeit zu einem Problemkern der Gro¨ße
• 2k − 1, wenn a < 1 ist,
• ∑`i=0 (ki), wenn k`+1 < a < k` , wenn fu¨r eine feste ganze Zahl 1 ≤ ` < k ist,• 1, wenn k < a ist bzw.
• ∑`−1i=0 (ki) + c · (k`), wenn a = k` fu¨r eine positive ganze Zahl ` ≤ k ist. Dabei ist
0 < c < 1 eine Konstante, die vom genaueren Verhalten von log(1−p)
logn
abha¨ngt.
Beweis. Wir nutzen den Beweis von Satz 3.6.1, tauschen aber die Rollen der Eintra¨ge
0 und 1 in den Vektoren. Also muss mit q˜ := 1−q statt q im obigen Beweis gearbeitet
werden. Ist nun p = 1−O (n−a), so folgt
q =
(
1− (1− p) 1k
) 1
2
=
(
1−O (n− ak )) 12 = 1−O (n− ak ) .
Also ist q˜(n) = 1 − q(n) = n− ak . Dies fu¨hrt mit einem analogen Vorgehen wie im
Beweis von Satz 3.6.1 zu q(n) ∈ O
(
n−
1
k
(a−ε)
)
∩ Ω
(
n−
1
k
(a+ε)
)
fu¨r jedes ε > 0. Nun
ko¨nnen alle Berechnungen, welche Gewichte fu¨r die Vektoren vorkommen ko¨nnen,
in genau der gleichen Weise durchgefu¨hrt werden.
Damit erhalten wir: Ist k
`+1
< a < k
`
fu¨r eine nichtnegative ganze Zahl ` < k, dann
sind mit hoher Wahrscheinlichkeit alle Vektoren mit Gewicht ≥ k − ` und keiner
mit kleinerem Gewicht unter den n gezogenen Vektoren vertreten. Unter Benutzung
von
(
k
k−`
)
=
(
k
`
)
fu¨hrt dies zum oben angegebenen Ergebnis.
Diese Resultate, die jeweils
”
mit hoher Wahrscheinlichkeit“ gelten, u¨bersetzen sich
auch in Schranken im Average-Case.
Korollar 3.6.3. Es seien n die Knotenanzahl, k der Parameter, p die Kanten-
Wahrscheinlichkeit und CCk(p, n) der Wahrscheinlichkeitsraum der Zufalls-Schnitt-
graphen. Die erwartete Kerngro¨ße, die man durch Anwendung der Reduktionsregel-
Menge 2 erha¨lt, ist dann
• exponentiell in k, wenn p(n) konstant ist, und
• ho¨chstens polynomiell in k, wenn p(n) oder 1− p(n) in O (n−a) liegt.
Beweis. Ist p(n) eine Konstante, so liegt mit Wahrscheinlichkeit von 1 − o(1) ein
Problemkern der Gro¨ße 2k−1 und nur mit Wahrscheinlichkeit o(1) ein kleinerer vor.
Also geht mit n→∞ die erwartete Gro¨ße des Kernels gegen 2k − 1.
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Geht p(n) dagegen mindestens polynomiell gegen 0, so zeigt der Beweis von Satz 3.6.1,
dass nur mit exponentiell fallender Wahrscheinlichkeit mindestens ein Vektor mit
Gewicht > 2k
a
im Graphen vorhanden ist. Damit (da ihre Anzahl durch ein Polynom
in n beschra¨nkt ist) fa¨llt deren erwarteter Beitrag zur Kern-Gro¨ße auch auf 0. Ana-
loge Ergebnisse folgen in gleicher Weise, wenn p(n) mindestens polynomiell gegen 1
geht.
3.7 Analyse der Kernelisierung mit
Reduktionsregel-Menge 1
Da die Kerngro¨ße nach Anwendung der Reduktionsregel-Menge 2 eine obere Schran-
ke fu¨r die nach Anwendung von Reduktionsregel-Menge 1 ist, u¨bertragen sich al-
le oberen Schranken aus dem vorherigen Abschnitt fu¨r Reduktionsregel-Menge 2
direkt und sind auch obere Schranken fu¨r die Kerngro¨ße nach Anwendung von
Reduktionsregel-Menge 1 durch Gramm et al. [54]. Daru¨ber hinaus zeigen wir in
diesem Abschnitt, dass die Reduktionsregel-Menge 1 den Kern weiter reduziert:
Satz 3.7.1. Sei n eine positive ganze Zahl mit n → ∞ und k(n) eine Funktion
N→ N. Weiterhin sei p(n) eine Funktion N→ (0, 1) mit p < 1− rk fu¨r eine Kon-
stante 0 < r < 1 und schließlich CCk(n, p) der Wahrscheinlichkeitsraum der Zufalls-
Schnittgraphen nach Definition 2.7.2. Dann existiert eine Konstante c(r) > 0, sodass
die durch Gramm et al. [54] gegebene Reduktionsregel-Menge 1 mit hoher Wahr-
scheinlichkeit einen Problem-Kern der Gro¨ße 0 erzeugt, wenn k(n) < c(r) · log n
ist.
Beweis. Zuerst bemerke man, dass wegen p < 1− rk und der Definition des Zufalls-
graph-Modells auch die Ungleichung q <
√
1− r =: rˆ mit 0 < rˆ < 1 gilt. Dies
wird im Folgenden genutzt werden. Der weitere Beweis wird nach der Gro¨ße von q
verschiedene Fa¨lle unterscheiden.
Wesentliches Werkzeug in diesem Beweis werden die Vektoren vom Gewicht 1 sein.
Diese charakterisieren jeweils eine eindeutige Clique. Ist also jeder solche Vektor
im Graphen vorhanden, kann durch diese jede Clique eindeutig identifiziert werden
(siehe Fall 2). Andernfalls (in Fall 1) zeigen wir, dass dann auch kein anderer Vektor
mit ho¨herem Gewicht bei der Konstruktion des Graphen gezogen wurde. Dann kann
der Graph allein durch Anwendung von Reduktionsregel-Menge 2 vollsta¨ndig redu-
ziert werden. Man bemerke, dass wegen Satz 3.5.1 beide Regelmengen angewendet
werden ko¨nnen.
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Fall 1: q = O ( log k
n
)
: Dann hat mit hoher Wahrscheinlichkeit kein Vektor ein
Gewicht gro¨ßer als 1. Um dies zu zeigen, bemerkt man, dass die Wahrscheinlich-
keit, dass jeder bei der Konstruktion des Graphen gezogene Vektor ein Gewicht
≤ 1 besitzt, den Wert P := ((1− q)k + k · q · (1− q)k−1)n hat. Weiterhin ist P =(
(1− q)k ·
(
1 + k · q
1−q
))n
. Wegen (1 − q)k > 1 − qk und 1 + k · q
1−q
> 1 + kq ist
daru¨ber hinaus P > ((1− qk) · (1 + qk))n = (1− q2k2)n. Und wegen k = O(log n)
ko¨nnen wir P weiter abscha¨tzen zu
(
1−O
(
log2 n·log logn
n2
))n
⊆
(
1− o(1)
n
)n
, was ge-
gen 1 geht und damit mit hoher Wahrscheinlichkeit alle gezogenen Vektoren ein
Gewicht von ho¨chstens 1 besitzen.
Nach dem Lo¨schen doppelter Vektoren mit Regel (2.2) gilt fu¨r jede der k Komponen-
ten, dass es nur noch ho¨chstens einen Vektor gibt, der dort einen von 0 verschiedenen
Eintrag besitzt. Damit sind also nur noch isolierte Knoten im reduzierten Graphen
vorhanden, welche nun durch Regel (1.1) entfernt werden. Demzufolge wird der
Graph komplett reduziert, was den ersten Fall abschließt.
Fall 2: q = ω
(
log k
n
)
: Tritt der erste Fall nicht ein, so werden wir im Folgenden
zeigen, dass mit hoher Wahrscheinlichkeit nun jeder Vektor mit Gewicht 1 im Gra-
phen vorkommt. Genauer heißt dies, dass alle Vektoren vt mit Eintrag 1 genau in
der t-ten Komponente (und allen anderen Eintra¨gen 0) fu¨r 1 ≤ t ≤ k mit hoher
Wahrscheinlichkeit im Graphen vorhanden sind. Nach dem Lo¨schen von Duplikaten
gibt es dann genau einen solchen Vektor fu¨r jedes t.
Sei ct der Knoten, der dem Vektor vt zugeho¨rig ist, und sei Ct die Menge der Kno-
ten, deren zugeho¨rige Vektoren einen 1-Eintrag an der t-ten Komponente besitzen.
Nach Definition ist dies eine Clique und es ist ct ∈ Ct. Da in vt keine weiteren von 0
verschiedenen Eintra¨ge vorhanden sind, besitzt ct keine anderen Nachbarn als die-
jenigen in Ct. Damit ist Ct eine maximale Clique und fu¨r jede Kante von ct ist dies
die einzige maximale Clique, zu der sie geho¨rt.
Also wird die Reduktionsregel (1.2) diese Clique auswa¨hlen, damit alle ihre Kanten
u¨berdecken (und den Parameter um 1 reduzieren), was a¨quivalent zum Entfernen
aller 1-Eintra¨ge in den t-ten Komponenten der Vektoren ist. Alle Kanten zwischen
Knoten in Ct, die auch Teil einer anderen Clique Cs mit s 6= t sind, werden bei diesem
Prozess aber nicht gelo¨scht, da die ihren inzidierenden Knoten zugeho¨rigen Vektoren
noch jeweils einen weiteren von 0 verschiedenen Eintrag in der s-ten Komponente
besitzen. Also ko¨nnen sie weiterhin zur Clique Cs beitragen.
Dieses Prozedere kann fu¨r alle Komponenten 1 ≤ t ≤ k wiederholt werden. Damit
hinterla¨sst Reduktionsregel (1.2) nur Nullvektoren und isolierte Knoten, welche mit
der Regel (1.1) nun auch gelo¨scht werden und also der Graph schließlich vollsta¨ndig
zu einem leeren Problem-Kern reduziert wurde.
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Also bleibt nur noch zu zeigen, dass die Wahrscheinlichkeit P , dass wenigstens ein
Vektor vom Gewicht 1 im Graphen fehlt, gegen 0 geht, wenn n gegen unendlich
strebt. Sei Qk := q · (1− q)k−1 die Wahrscheinlichkeit, dass ein konkreter Vektor mit
Gewicht 1 beim Zug eines Vektors gema¨ß der Definition 2.7.2 gewa¨hlt wird. Dann
betra¨gt die Wahrscheinlichkeit, dass dieser Vektor nicht Teil der n fu¨r den Graphen
gezogenen ist, genau (1−Qk)n. Damit ist die Wahrscheinlichkeit P , dass mindestens
einer der k Vektoren vom Gewicht 1 nicht im Graphen vorhanden ist, ho¨chstens
das k-fache dieses Werts und also P ≤ k (1−Qk)n. Aufgrund der Ungleichung
log(1−x) < −x, die fu¨r alle reellen x gilt, ko¨nnen wir weiter abscha¨tzen und erhalten
P ≤ exp (log k − n ·Qk). Damit genu¨gt es zu zeigen, dass Qk = ω
(
log k
n
)
ist. Da Qk
eine konkave Funktion von q mit Maximum an der Stelle q = 1
k
ist, bietet sich eine
weitere Fallunterscheidung an, ob q gro¨ßer oder kleiner als dieser Schwellwert ist.
Dies erfolgt in den Fa¨llen 2a und 2b.
Fall 2a: q = ω
(
log k
n
)
und q ≤ 1
k
: In diesem Fall ist der zweite Faktor (1 − q)k−1
von Qk durch eine Konstante c > 0 nach unten beschra¨nkt. Damit ist
Qk = q · (1− q)k−1 > cq = ω
(
log k
n
)
.
Also wird der Graph mit hoher Wahrscheinlichkeit vollsta¨ndig reduziert.
Fall 2b: q = ω
(
log k
n
)
und 1
k
< q < rˆ: Der Wert von Qk als Funktion von q ist in
diesem Bereich monoton fallend. Damit ist Qk > rˆ · (1− rˆ)k.
Zur Vereinfachung definieren wir c(r) := −1
2
· 1
log(1−rˆ)
. Wegen 0 < rˆ < 1 ist diese
Konstante positiv und es ist log (1− rˆ) · (c(r) · log n) = −1
2
log n. Also gilt fu¨r alle
k < c(r) · log n die Abscha¨tzung
Qk > rˆ · (1− rˆ)k > rˆ · exp (1− rˆ)c(r)·logn
= rˆ · exp (log (1− rˆ) · (c(r) · log n))
= rˆ · exp
(
−1
2
log n
)
=
rˆ · √n
n
= ω
(
log k
n
)
,
und wieder wird der Graph auch in diesem Fall mit hoher Wahrscheinlichkeit voll-
sta¨ndig reduziert.
Zusammenfassend konnte in jedem Fall die vollsta¨ndige Reduktion gezeigt werden,
was den Beweis abschließt.
Fu¨r Kantenwahrscheinlichkeiten p, die gegen 1 gehen, la¨sst Satz 3.7.1 nur nicht-
konstante Parameter k zu. Jedoch kann man auch fu¨r konstante k a¨hnliche Ergeb-
nisse zeigen, wenn p nur ho¨chstens
”
genu¨gend langsam“ gegen 1 geht:
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Korollar 3.7.2. Unter den gleichen Voraussetzungen wie in Satz 3.7.1, aber mit
konstantem k, werden gema¨ß CCk(n, p) gezogene Zufalls-Schnittgraphen mit der
durch Gramm et al. [54] gegebenen Reduktionsregel-Menge 1 mit hoher Wahrschein-
lichkeit vollsta¨ndig reduziert, wenn p < 1− n−2/k ist.
Beweis. Wie in Satz 3.6.1 und der folgenden Bemerkung wissen wir, dass fu¨r kon-
stante k und die gegebene Einschra¨nkung an p unsere Reduktionsregel-Menge den
Graphen mit hoher Wahrscheinlichkeit nur auf einen Problemkern der Gro¨ße 2k − 1
reduziert. Dort sind alle Vektoren mit positivem Gewicht genau einmal vorhan-
den, insbesondere diejenigen mit Gewicht 1. Doch dann kann der Graph vollsta¨ndig
durch die Anwendung von Regel (1.2) reduziert werden, wie dies im zweiten Teil des
Beweises von Satz 3.7.1 gezeigt wurde.
3.8 Zusammenfassung
Es ist bekannt, dass die parametrisierte Version des Clique-Problems in einer
Worst-Case-Betrachtung W[1]-vollsta¨ndig ist. Jedoch ist es in erwarteter FPT-Zeit
fu¨r Erdo˝s-Re´nyi-Zufallsgraphen, [43], und auf Chung-Lu-Zufallsgraphen, [45, 46],
lo¨sbar.
Hier haben wir das Average-Case-Verhalten des Clique-Cover-Problems studiert,
welches in FPT liegt, aber wohl keinen subexponentiellen Problemkern im Worst-
Case besitzt. Um diese Kern-Gro¨ßen untersuchen zu ko¨nnen, muss der Fokus auf die
”
Ja“-Instanzen gelegt werden. Zuvor erfolgte Experimente nutzten das Modell der
Erdo˝s-Re´nyi-Zufallsgraphen, welches aber fu¨r eine asymptotische Analyse ungeeig-
net ist, da es mit hoher Wahrscheinlichkeit nur
”
Nein“-Instanzen erzeugt (vgl. Lem-
ma 3.3.1). Stattdessen wurden hier Zufalls-Schnittgraphen betrachtet, welche auf
natu¨rliche Weise durch die Eigenschaft entstehen, da jede U¨berdeckung des Gra-
phen mit k Cliquen eine entsprechende Zuordnung von Bina¨rvektoren zu den Knoten
besitzt. Gezeigt werden konnte fu¨r weite Bereiche der Kantenwahrscheinlichkeit p,
dass die Reduktionsregel-Menge, die durch Gramm et al. [54] angegeben wurde, mit
hoher Wahrscheinlichkeit den Graphen vollsta¨ndig reduziert, wenn der Parameter k
eine gewisse Schranke nicht u¨bersteigt (siehe Satz 3.7.1).

4 Suchba¨ume
4.1 U¨berblick
Beschra¨nkte Suchbaum-Algorithmen sind ein bekanntes Paradigma fu¨r das Design
effizienter parametrisierter Algorithmen. Wir untersuchen die erwartete Laufzeit
von drei beschra¨nkten Suchbaum-Algorithmen auf einem verallgemeinerten Zufalls-
graph-Modell sowie einem analogen Modell zufa¨lliger Mengen-Familien. Das ver-
wendete Zufallsgraph-Modell verallgemeinert Erdo˝s-Re´nyi-Graphen und erlaubt je-
der potentiellen Kante eine eigene, individuelle Wahrscheinlichkeit zu besitzen, mit
der sie im gezogenen Graphen vorhanden ist. Die einzige Bedingung ist die Un-
abha¨ngigkeit dieser Kantenwahrscheinlichkeiten.
Fu¨r das Vertex-Cover-Problem in Graphen mit n Knoten und einer Gro¨ße k der
gesuchten Knotenu¨berdeckung zeigen wir eine erwartete Laufzeit von O(kO(1) · n),
die deutlich geringer ist als die untere Schranke in einer parameterisierten Worst-
Case-Betrachtung, nach der keine Laufzeit von 2O(k)nO(1) erreicht werden kann. Fu¨r
das Clique-Problem in Graphen mit n Knoten und einer Gro¨ße von k der zu fin-
denden Clique zeigen wir eine erwartete Laufzeit von f(k) · n fu¨r eine Funktion
f : N→ N, was analog deutlich niedriger ist als die untere Schranke einer paramete-
risierten Worst-Case-Betrachtung, nach der keine Laufzeit von nO(k) erreicht werden
kann. Das W[1]-vollsta¨ndige Problem Clique ist damit in der Komplexita¨tsklasse
avg−FPT fu¨r die untersuchte Verteilung der Eingabegraphen. Gleiches gilt fu¨r das
W[2]-vollsta¨ndige Hitting-Set-Problem, mit einer Familie F von Teilmengen einer
n-elementigen Grundmenge, aus der eine k-elementige Teilmenge S ausgewa¨hlt wer-
den soll, sodass jedes Element der Familie einen nicht-leeren Schnitt mit S besitzt.
Auch hier erhalten wir wieder eine erwartete avg−FPT-Laufzeit. Beschra¨nkt man
die Ma¨chtigkeit der Mengen in F auf ho¨chstens d Elemente, so wird dieses Problem
auch im Worst-Case FPT. Jedoch ist die Laufzeit dann exponentiell in k, wa¨hrend
wir eine erwartete Laufzeit polynomiell in k (mit Grad abha¨ngig von d) erhalten.
Unsere Ergebnisse gelten auch in einer Smoothed-Betrachtung, wo beliebige Worst-
Case-Instanzen zufa¨llig verrauscht und auf diesen die erwartete Laufzeit betrachtet
werden. Wir zeigen, dass bei einem zufa¨lligen und jeweils unabha¨ngigen
”
Flippen“
jeder potentiellen Kante, d. h. eine Kante wird durch eine Nicht-Kante bzw. umge-
kehrt ersetzt, mit konstanter Wahrscheinlichkeit ε > 0 alle drei NP-vollsta¨ndigen
Probleme in erwarteter Polynomialzeit gelo¨st werden ko¨nnen.
4.2 Einfu¨hrung
Die klassische Sicht in der Komplexita¨tstheorie ist eine Worst-Case-Perspektive:
Wie lang beno¨tigt ein Algorithmus ho¨chstens, um eine Instanz der Gro¨ße n zu be-
arbeiten? Damit erha¨lt man eine Unterscheidung in
”
leichte“ Probleme in P mit
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Polynomialzeit-Algorithmen und
”
schwierigen“ Problemen in NP, wo nur Algorith-
men mit exponentieller Laufzeit bekannt sind. Mit einer parametrisierten Sicht,
die von Downey und Fellows [36] eingefu¨hrt wurde, erha¨lt man genauere Einbli-
cke. Relevante Definitionen dazu wurden bereits in Abschnitt 2.2 gegeben. Fu¨r das
Vertex-Cover-Problem (mit zusa¨tzlichem Parameter k der Gro¨ße der zu fin-
denden Knotenu¨berdeckung) existiert dabei ein Algorithmus, dessen Laufzeit in
f(k) · nO(1) liegt. Damit ist das Problem
”
fixed-parameter tractable“ und also in
FPT. Fu¨r das Clique-Problem ist kein solcher Algorithmus bekannt. Tatsa¨chlich
ist es W[1]-vollsta¨ndig. Schließlich la¨sst sich das Hitting-Set-Problem nach der
weithin angenommenen Vermutung, dass W[1] 6= W[2] ist, nicht einmal in FPT-
Zeit auf ein beliebiges Problem der parametrisierten Klasse W[1] reduzieren. Es ist
W[2]-vollsta¨ndig.
Der zweite Ansatz konzentriert sich nicht auf Worst-Case-Instanzen sondern den
erwarteten Fall, die Average-Case-Instanz: Ist eine Wahrscheinlichkeitsverteilung
auf den potentiellen Eingaben gegeben, kann man die erwartete Laufzeit eines Al-
gorithmus berechnen. Auch hierzu ko¨nnen die relevanten Definitionen bereits in
Abschnitt 2.3 nachgelesen werden.
Wenn die Average-Case-Komplexita¨t eines Algorithmus bestimmt werden soll, ist
die Wahrscheinlichkeitsverteilung der Eingaben von großer Bedeutung. Wir betrach-
ten dabei fu¨r die beiden Graph-Probleme Graphen mit jeweils n Knoten. In vielen
Untersuchungen wird hierfu¨r das Zufallsgraph-Modell von Erdo˝s und Re´nyi [39] ver-
wendet, in welchem jede potentielle Kante unabha¨ngig mit einer Wahrscheinlichkeit
p im Graphen vorhanden ist, siehe Abschnitt 2.7.1. Wir werden hier im Folgenden ein
allgemeineres Modell fu¨r Zufallsgraphen verwenden, welches wir in Abschnitt 2.7.4
definiert haben.
Wa¨hrend sich eine Worst-Case-Analyse nur auf die
”
schwierigen“ Instanzen konzen-
triert,
”
gla¨ttet“ die Beschra¨nkung auf den Erwartungswert womo¨glich alle Schwierig-
keiten. Damit ist es interessant, zwischen diese beiden Extrempositionen zu schauen:
Dies tut das Konzept der Smoothed-Komplexita¨t, wie wir es in Abschnitt 2.4 bereits
kennengelernt haben. Dabei wird die Frage untersucht, wie schwierig Instanzen noch
sind, nachdem sie ein gewisses, zufa¨lliges
”
Verrauschen“ durchlaufen haben. Eine
ganze Reihe an Untersuchungen, wie sich Algorithmen unter diesem Komplexita¨ts-
begriff verhalten, findet man im angegebenen Abschnitt. Jedoch ist dem Autor kein
Ergebnis aus der Literatur zur Smoothed-Komplexita¨t fu¨r ein parametrisiertes Pro-
blem bekannt, auch nicht fu¨r die klassischen Prototypen parametrisierter Probleme
Vertex-Cover, Clique und Hitting-Set.
Jeder dieser verschiedenen Ansa¨tze ist fu¨r sich gut untersucht. In diesem Abschnitt
sollen sie kombiniert werden, um noch bessere Resultate zu erhalten: Was kann man
lernen, wenn man das Paradigma der beschra¨nkten Suchba¨ume, die ha¨ufig beim
Design von Algorithmen fu¨r parametrisierten Algorithmen verwendet werden, in
einer Average-Case- oder Smoothed-Komplexita¨ts-Untersuchung einsetzt?
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Fountoulakis et al. [43] geben eine Average-Case-Untersuchung des parametrisierten
Clique-Problems an, bei dem der Parameter k die Gro¨ße der zu findenden Clique
ist. Dabei verwenden sie als Eingabeverteilung das Zufallsgraphen-Modell von Erdo˝s-
Re´nyi und konnten zeigen, dass Clique (mit diesem Parameter) in avg−FPT ist.
Jedoch la¨sst sich dieses Ergebnis nicht zu einem Ergebnis der Smoothed-Komplexita¨t
verallgemeinern, da explizit die Identita¨t aller Kantenwahrscheinlichkeiten genutzt
wird. Auch wurden dort nur Kantenwahrscheinlichkeiten untersucht, die eine Funk-
tion in der Anzahl der Knoten n sind, nicht aber vom Parameter k abha¨ngig sein
du¨rfen.
Beide Beschra¨nkungen werden in dieser Untersuchung abgeschwa¨cht. Dies geschieht
auf Kosten des Bereichs der zula¨ssigen Kantenwahrscheinlichkeiten, sodass nicht
mehr der gesamte Bereich von mo¨glichen Wahrscheinlichkeitsverteilungen durch die
Sa¨tze abgedeckt werden kann. Fu¨r das allgemeinere Mengen-ProblemHitting-Set-
Problem verallgemeinern wir das hier verwendete Zufallsgraph-Modell weiter, sodass
es auch fu¨r dieses Problem anwendbar wird. Daru¨ber hinaus wird hier das klassische
Paradigma der beschra¨nkten Suchba¨ume untersucht. Dass dieses generell gute Er-
gebnisse im erwarteten Fall liefert, wird dabei nicht nur am Clique- sondern auch
dem Vertex-Cover- und dem Hitting-Set-Problem gezeigt.
Unsere Ergebnisse In unseren Untersuchungen betrachten wir das sehr allgemeine
Zufallsgraph-Modell von [73], in welchem jede potentielle Kante (i, j) unabha¨ngig
von den anderen jeweils mit einer individuellen Wahrscheinlichkeit pi,j im Graphen
erscheint. Um einen Kollaps zu einer Worst-Case-Instanz zu vermeiden, werden
wir in den Sa¨tzen annehmen, dass alle Kantenwahrscheinlichkeiten (p, q)-beschra¨nkt
sind, d. h., jeweils p ≤ pi,j ≤ q gilt. Im Fall des Hitting-Set-Problems nehmen wir
an, dass jede Teilmenge S ⊂ G der Grundmenge G eine individuelle Auftrittswahr-
scheinlichkeit besitzt. Dabei ko¨nnen z. B. auch alle solchen Teilmengen mit weniger
als d Elementen die Wahrscheinlichkeit 0 zugewiesen bekommen, womit dann das
verwandte d-Hitting-Set-Problem betrachtet wird. Genauere Details der beiden
Modelle wurden bereits in Abschnitt 2.7.4 beschrieben.
Die untersuchten Algorithmen ha¨ngen nicht von den speziellen Eigenschaften des
zugrunde liegenden Wahrscheinlichkeitsraums (wie dies in [43] der Fall ist) ab, son-
dern nutzen das Paradigma der beschra¨nkten Suchbaum-Algorithmen, welches ei-
ne Standard-Technik beim Design von Algorithmen fu¨r parametrisierte Probleme
ist. In Abschnitt 4.3.2 beschreiben wir die allgemeine Struktur eines beschra¨nkten
Suchbaum-Algorithmus im Zusammenhang mit der Suche nach einer Teilmenge der
Knoten eines Graphen mit einer bestimmten Eigenschaft. (Ein analoges Vorgehen
findet dann auch bezu¨glich Hitting-Set statt, auch wenn es sich dort formal nicht
um einen Graphen handelt.) In den zentralen Abschnitten 4.4, 4.5 und 4.6 unter-
suchen wir die auf die jeweiligen Probleme angepassten Versionen des beschra¨nkten
Suchbaum-Algorithmus, welche (wenn existent) eine Knotenu¨berdeckung aus ma-
ximal k Knoten (Algorithmus 4.3), eine Clique der Gro¨ße mindestens k (Algorith-
mus 4.4) bzw. ein Hitting-Set aus ho¨chstens k Elementen (Algorithmus 4.5) finden.
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Tabelle 4.1 gibt dabei einen U¨berblick u¨ber bisher bekannte und unsere neuen
Ergebnisse zu verschiedenen Komplexita¨ts-Eigenschaften fu¨r Vertex-Cover und
Clique. Wir zeigen fu¨r beide Probleme, dass sie in avg−FPT liegen (Sa¨tze 4.4.4
und 4.5.4), d. h., es gibt fu¨r sie Algorithmen mit erwarteter FPT-Laufzeit. Da das
Vertex-Cover-Problem selbst schon in einer Worst-Case-Betrachtung in FPT
liegt, ist dies hier nicht u¨berraschend. Jedoch ist die Abha¨ngigkeit der Laufzeit
vom Parameter k nicht nur subexponentiell, sondern fu¨r weite Bereiche auch po-
lynomiell (Satz 4.4.4). Unter Annahme der Exponentialzeit-Hypothese [63] ist dies
fu¨r den Worst-Case unmo¨glich zu erreichen. Fu¨r das W[1]-vollsta¨ndige parametri-
sierte Clique-Problem zeigen wir, dass die erwartete Laufzeit des angegebenen
Algorithmus nicht nur in avg−FPT liegt, sondern fu¨r kleine Werte des Parameters k
sogar linear in n ist (Satz 4.5.4). Weiterhin untersuchen wir ein Smoothed-Modell,
in welchem, startend von einer Worst-Case-Instanz, jede potentielle Kante darin
unabha¨ngig mit Wahrscheinlichkeit ε
”
geflippt“ wird. (Eine formale Definition ist
in Abschnitt 4.3.1 zu finden.) Fu¨r eine konstante Verrauschungs-Wahrscheinlichkeit
ε > 0 ergibt sich dann eine polynomielle erwartete Laufzeit fu¨r beide hier betrach-
teten NP-vollsta¨ndigen Probleme (Sa¨tze 4.4.8 und 4.5.6).
Vertex-Cover Clique
Klassische Komplexita¨t NP-vollsta¨ndig [65] NP-vollsta¨ndig [65]
Parametrisierte Komplexita¨t FPT [36] W[1]-vollsta¨ndig [36]
Avg.-case Param. Komp. avg−FPT Satz 4.4.4 avg−FPT Satz 4.5.4
Worst-Case Laufzeit O(1.1889n) [90] O(1.1889n) [90]
Avg.-Case Laufzeit nO(logn) [7] nO(logn) [7]
Param. Laufzeit O(1.2738k + kn) [26] O(k2 · nk) (nach Def.)
Param. Untere Schranke 2O(k)nO(1) [23] nO(k) [25]
Avg.-Case Param. Laufzeit poly(k) · n Satz 4.4.4 f(k) · n Satz 4.5.4
Smoothed-Komplexita¨t poly(n) Satz 4.4.8 poly(n) Satz 4.5.6
Tabelle 4.1: U¨berblick zu bekannten und neuen Komplexita¨ts- und Laufzeitergeb-
nissen fu¨r Vertex-Cover und Clique. Die unteren Schranken gelten
unter Annahme der Exponentialzeit-Hypothese [63]. In allen Fa¨llen ist
n die Anzahl der Knoten und k die Gro¨ße der Knotenu¨berdeckung bzw.
Clique. Die Average-Case-Ergebnisse gelten fu¨r die Eingabeverteilung
G(n, p) (klassische Komplexita¨t) bzw. RG(n, p, q) (bei der parametri-
sierten Komplexita¨t; das Zufallsgraph-Modell wird in Definition 2.7.4
eingefu¨hrt). Unsere Average-Case-Resultate gelten nur fu¨r die Werte
der Kantenwahrscheinlichkeiten p, ε und q, welche genu¨gend weit von 0
und 1 entfernt sind, sowie gegebenenfalls genu¨gend kleinen Werten des
Parameters k. Alle Voraussetzungen sind in den jeweils angegebenen
Sa¨tzen aufgelistet.
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Weiterhin gibt Tabelle 4.2 einen U¨berblick u¨ber bekannte und hier neu gefunde-
ne Ergebnisse zu verschiedenen Komplexita¨ts-Ergebnissen von (d)-Hitting-Set.
A¨hnlich wie fu¨r Vertex-Cover und Clique zeigen wir, dass die beiden Proble-
me in avg−FPT liegen (Sa¨tze 4.6.8 und 4.6.10), d. h., es gibt fu¨r sie Algorithmen
mit erwarteter FPT-Laufzeit. Wa¨hrend dies fu¨r das schon im Worst-Case in FPT
liegende d-Hitting-Set-Problem nicht weiter verwunderlich ist, konnten wir dort
aber fu¨r konstante Wahrscheinlichkeiten p statt einer exponentiellen eine polyno-
mielle Abha¨ngigkeit der Laufzeit vom Parameter k nachweisen (Korollar 4.6.9).
Ein a¨hnliches Ergebnis erhalten wir daru¨ber hinaus auch fu¨r das im Worst-Case
W[2]-vollsta¨ndige Hitting-Set-Problem (Korollar 4.6.11). Diese u¨bertragen sich
dann auch auf die Untersuchung in einem Smoothed-Modell (Satz 4.6.12 und Ko-
rollar 4.6.14), was zeigt, dass sowohl das spezielle als auch das allgemeine Hitting-
Set-Problem bei gesto¨rten Daten im Erwartungswert recht schnell gelo¨st werden
kann.
d-Hitting-Set Hitting-Set
Klassische Komplexita¨t NP-vollsta¨ndig [65] NP-vollsta¨ndig [65]
Parametrisierte Komplexita¨t FPT [36] W[2]-vollsta¨ndig [36]
Avg.-case Param. Komp. avg−FPT Satz 4.6.8 avg−FPT Satz 4.6.10
Param. Laufzeit O(d)k +O(|F|) [41] O(nk · |F|) (nach Def.)
Avg.-Case Param. Laufzeit O (kd+c · |F|) Kor. 4.6.9 O (kc · |F|) Kor. 4.6.11
Param. Smoothed-Komp. O (kd+c · nd) Satz 4.6.12 kc · O (nc + |F|)Kor. 4.6.14
Tabelle 4.2: U¨berblick zu bekannten und neuen Komplexita¨ts- und Laufzeitergeb-
nissen fu¨r (d)-Hitting-Set. In allen Fa¨llen ist n die Gro¨ße der Grund-
menge, k die Gro¨ße des Hitting-Sets, d die Gro¨ße der einzelnen Mengen
und |F| die der Mengenfamilie sowie c > 0 eine geeignet gewa¨hlte (von
p bzw. ε abha¨ngige) Konstante. Die Average-Case-Ergebnisse gelten
fu¨r die Eingabeverteilungen RSd(n, p) bzw. RS(n, p). Unsere Average-
Case-Resultate gelten nur fu¨r die Werte der Kantenwahrscheinlichkeiten
p und ε, welche genu¨gend weit von 0 entfernt sind, sowie genu¨gend klei-
nen Werten der Parameter d und k. Alle Voraussetzungen sind in den
jeweils angegebenen Sa¨tzen aufgelistet.
4.3 Voraussetzungen
In diesem Abschnitt seien n ∈ N, k : N → N mit 0 ≤ k(n) ≤ n und, wenn nicht
anders angegeben, ε > 0 eine reelle Konstante. Fu¨r eine Funktion f : N→ R>0 seien
mit o(f),O(f), ω(f) und Ω(f) die entsprechenden Landau-Symbole bezeichnet.
Weiterhin nutzen wir hierbei das Modell
”
Allgemeiner Zufallsgraphen“, wie wir es in
Definition 2.7.4 in Abschnitt 2.7.4 eingefu¨hrt haben. Dies wird uns spa¨ter die Freiheit
geben, nicht nur Average-Case- sondern auch Smoothed-Aussagen zu formulieren.
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4.3.1 Smoothed-Komplexita¨t
Um bessere Einsichten zu erhalten, wie sich Probleme zwischen Worst- und Average-
Case verhalten, fu¨hrten Spielman und Teng [95] das Konzept der Smoothed-Kom-
plexita¨t ein. In Abschnitt 2.4 haben wir bereits in Definition 2.4.1 den Begriff der
Smoothed-Komplexita¨t im Kontext eines graphentheoretischen Algorithmus ange-
geben, den wir im Folgenden hier verwenden werden.
In deren Arbeit argumentieren Spielman und Teng [94], dass die Sto¨rung aller Kan-
ten eines Graphen wichtige Eigenschaften dieses Graphens zersto¨ren kann. So kann
sich z. B. die Gro¨ße einer Maximum-Clique in diesem Graphen deutlich vera¨ndern.
Dennoch glauben wir, dass eine Untersuchung der Smoothed-Komplexita¨t in einem
parametrisierten Umfeld von eigenem Interesse ist.
Auf analoge Weise erha¨lt man auch die Definitionen der Smoothed-Komplexita¨t fu¨r
Probleme, deren Eingaben gema¨ß unseres Zufalls-Mengenfamilien-Modells verteilt
sein ko¨nnen, sowie in beiden Fa¨llen fu¨r die entsprechenden parametrisierten Varian-
ten.
4.3.2 Das Paradigma beschra¨nkter Suchba¨ume
Eine weitverbreitete Strategie beim Lo¨sen parametrisierter Probleme ist die Technik
der beschra¨nkten Suchba¨ume. Dabei wird das Problem als Suchproblem in einem be-
stimmten Baum reformuliert, welcher dann per Tiefensuche oder anderer Methoden
untersucht werden kann. Ist der Parameter des urspru¨nglichen Problems fest gewa¨hlt
und besitzt der Suchbaum nur eine von diesem Parameter abha¨ngige, beschra¨nkte
Verzweigung sowie Tiefe, erha¨lt man damit einen FPT-Algorithmus. (Jedoch ist dies
keine notwendige Voraussetzung, wie z. B. die Autoren in [96] zeigen. Dort ist die
hier beschriebene Beschra¨nkung durch den Parameter an die Anzahl der Verzwei-
gungen in einem Knoten des Suchbaums nicht gegeben. Sie erhalten aber dennoch
eine FPT-Laufzeit, da in jedem Schritt der Wert des Parameters nun um einen vom
Verzweigungsgrad abha¨ngigen Wert reduziert wird.)
Im Folgenden werden wir einen speziellen Typ solcher beschra¨nkter Suchbaum-
Algorithmen fu¨r Graphen-Probleme betrachten, in welchen die
”
Kind-Knoten“ im
Suchbaum (bzw. a¨quivalent, die zu lo¨senden Teilaufgaben des Ausgangsproblems)
zu Instanzen des gleichen Problems korrespondieren, die als induzierter Teilgraph
einer bestimmten Knoten-Teilmenge des Ausgangsggraphen und eventuell reduzier-
tem Parameter entstehen. Damit werden unsere Algorithmen jeweils prinzipiell die
Form des Algorithmus 4.1, der diese allgemein darstellt, besitzen.
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Algorithmus 4.1 : Allgemeiner Aufbau eines beschra¨nkten Suchbaum-
Algorithmus
Input : Graph G = (V,E) und Parameter k
Output : Existiert eine Lo¨sungsmenge S ⊂ V mit |S| = k? (Wenn
”
ja“, gib
eine solche Lo¨sung zuru¨ck.)
1 Wa¨hle einen Knoten v ∈ V .
// Nimm zuerst an, dass v Teil der Lo¨sung ist. Lo¨se das
’’
Restproblem’’ rekursiv.
2 Bestimme eine geeignete, problemspezifische Knoten-Teilmenge V ′ ⊂ V \ {v}
und lo¨se das Problem rekursiv auf dem induzierten Teilgraphen G[V ′] von
G mit zugeho¨rigem Parameter k′ < k.
3 if Wurde eine Lo¨sung gefunden? then
4 return
”
ja“ und die Lo¨sungsmenge vereinigt mit {v} selbst.
5 else // Wurde keine Lo¨sung gefunden, in der v enthalten ist,
suche nach einer ohne diesen Knoten.
6 Lo¨sche v (und problemspezifisch eventuell zusa¨tzliche Knoten) und lo¨se
das Problem rekursiv auf diesem induzierten Teilgraphen.
7 if Wurde eine Lo¨sung gefunden? then return
”
ja“ und die
entsprechende Lo¨sung.
8 return
”
nein“. // Alle Rekursionsaufrufe gaben nur Nein -Antworten
zuru¨ck. Also existiert keine Lo¨sung.
Es ist allgemein bekannt, dass bei einer solchen Suche, wie wir sie in Algorithmus 4.1
beschrieben haben, nicht notwendigerweise alle Zweige des Suchbaums ausgewertet
werden mu¨ssen:
Findet man eine Lo¨sung im ersten Teilbaum, kann man die weiteren außen vor
lassen, wie dies etwa in [77] beschrieben wird.
Und formulieren wir zusa¨tzlich Schritt 6 von Algorithmus 4.1 so um, wie im a¨qui-
valenten Algorithmus 4.2 angegeben, ko¨nnen wir auch sicherstellen, dass in jedem
Rekursionsaufruf die Anzahl der Knoten im betrachteten Graphen um mindestens
1 fa¨llt. Dies wird bei der Analyse solcher Algorithmen helfen.
Algorithmus 4.2 : Allgemeiner Aufbau mit Reduktion der Knotenzahl in
jedem Rekursionsaufruf
// Algorithmus 4.1 mit Ersetzung des Schrittes 6 durch
6′ Ist v nicht Teil der Lo¨sung, lo¨sche diesen (und problemspezifisch eventuell
weitere).
6′′ Ist nun die Knotenmenge V leer, gib eine
”
nein“-Antwort zuru¨ck, sonst gehe
zu Schritt 1.
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Wir mo¨chten die erwartete Laufzeit solcher Algorithmen in Abha¨ngigkeit von Vertei-
lungen RG(n, p) der Eingabe-Graphen untersuchen. Diese sind also Zufallsgraphen
mit unabha¨ngig gezogenen Kanten. Unsere Algorithmen untersuchen jeweils einen
Knoten nach dem anderen und decken so nur sukzessive den Graphen auf. Nachdem
ein Knoten betrachtet wurde, werden er und alle seine potentiellen Kanten gelo¨scht.
Dadurch befinden sich in den induzierten Teilgraphen, die in den Rekursionsauf-
rufen betrachtet werden, nur bisher nicht untersuchte Knoten. Also ko¨nnen diese
Teilgraphen genauso als Zufallsgraphen mit gleichen Parametern der zugeho¨rigen
Verteilungen betrachtet werden.
Demzufolge werden wir im Folgenden annehmen, dass diese Teilgraphen, die die Ein-
gaben der Rekursionsaufrufe sind,
”
der gleichen Verteilung“ (mit geringerer Kno-
tenanzahl) folgen wie der Eingabe-Graph selbst: Ihre Wahrscheinlichkeits-Matrizen
(welche man aus der des Eingabegraphen durch Lo¨schen der zu den gelo¨schten Kno-
ten zugeho¨rigen Zeilen und Spalten erha¨lt) sind p-beschra¨nkt genau dann, wenn die
Wahrscheinlichkeits-Matrix des Eingabegraphen selbst p-beschra¨nkt ist. Mit dieser
Beobachtung gestaltet sich die Untersuchung der erwarteten Laufzeit solcher Algo-
rithmen deutlich einfacher.
Wandelt man die genannten Algorithmen 4.1 bzw. 4.2 in der Art ab, dass sie nicht
mehr u¨ber Knoten, sondern Elemente der Grundmenge, und nicht mehr u¨ber Kan-
ten, sondern Mengen, die dieses Element enthalten, sprechen, dann sind sie auch
fu¨r die allgemeineren Mengenprobleme wie das Hitting-Set-Problem anwendbar.
Auch hier kann nun nach der gleichen Argumentation gefolgert werden, dass sich
die Wahrscheinlichkeitsverteilung auf die in den Rekursionsaufrufen betrachteten
Teilstrukturen u¨bertra¨gt. Eine genauere Untersuchung dazu findet im Abschnitt 4.6
statt.
4.4 Das Vertex-Cover-Problem
Beim (parametrisierten) Knotenu¨berdeckungs- oderVertex-Cover -Problem geht
es darum, eine Knotenteilmenge (der Gro¨ße k) des Eingabe-Graphen zu finden, so-
dass jede Kante in diesem Graphen mit mindestens einem der Knoten aus der Teil-
menge verbunden ist. Gibt k dabei die Gro¨ße der zu findenden Knotenteilmenge
an, wird das Problem in einer Laufzeit von f(k) · nO(1) lo¨sbar, was bedeutet, dass
Vertex-Cover in der Komplexita¨tsklasse FPT liegt. Jedoch ist in einer Worst-
Case-Betrachtung das Vertex-Cover-Problem NP-vollsta¨ndig und es sind nur
Algorithmen mit exponentieller Worst-Case-Laufzeit bekannt. Unter Annahme der
Exponentialzeit-Vermutung [63] kann es auch keinen Algorithmus geben, welcher
Vertex-Cover garantiert in subexponentieller Laufzeit in Abha¨ngigkeit der Kno-
tenzahl n des Eingabe-Graphen lo¨st.
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Ist der Knoten v Teil der ausgewa¨hlten Menge, so werden alle seine Kanten schon
durch ihn u¨berdeckt. Also brauchen diese nicht mehr durch andere Knoten u¨berdeckt
werden und wir ko¨nnen seine Kanten mit v selbst lo¨schen. Letzteres ist deshalb
mo¨glich, da v ja auch keine weiteren Kanten u¨berdecken kann. Damit ist unsere Vor-
gehensweise in Schritt 2 von Algorithmus 4.3, in diesem Fall den Knoten v mit seinen
Kanten zu lo¨schen, bevor das
”
Restproblem“ rekursiv betrachtet wird, gerechtfer-
tigt. Der Rekursionsaufruf wird dann mit dem Parameter k′ = k − 1 durchgefu¨hrt,
da mit v ja ein Element der Lo¨sungsmenge schon gefunden wurde.
Ist im anderen Fall der Knoten v dagegen nicht Teil der zu findenden Knotenu¨ber-
deckung, so mu¨ssen es alle seine Nachbarn sein. Denn, damit jede von v ausge-
hende Kante dann einen von v verschiedenen Knoten u¨berdeckt wird, muss der zu-
geho¨rige andere Endknoten dieser Kante in die Lo¨sungsmenge aufgenommen werden.
Fasst man diese Beobachtungen zusammen, kann damit der allgemeine beschra¨nkte
Suchbaum-Algorithmus nun fu¨r dieses Problem in den Algorithmus 4.3 konkretisiert
werden.
Algorithmus 4.3 : Einfacher beschra¨nkter Suchbaum-Algorithmus fu¨r das
Vertex-Cover-Problem
// Algorithmus 4.2, in welchem die Schritte 2 bis 6′ ersetzt
werden durch
2 Nimm zuerst an, dass v Teil der Lo¨sung ist: Lo¨sche v aus G und lo¨se das
Problem rekursiv mit Parameter k′ = k − 1.
3 if Wurde eine Lo¨sung gefunden? then
4 return
”
ja“ und die Lo¨sungsmenge vereinigt mit {v} selbst.
5 else // Wenn keine Lo¨sung existiert, die v entha¨lt, suche nach
einer ohne diesen Knoten.
6 Lo¨sche v und alle seine Nachbarn. Lo¨se das Problem rekursiv auf diesem
reduzierten Graphen und Parameter k′ = k − d(v), wobei d(v) der Grad
des Knoten v im Eingabe-Graphen ist.
7 if Wurde eine Lo¨sung gefunden? then return
”
ja“ und die
Lo¨sungsmenge selbst.
8 return
”
nein“.
Definition 4.4.1. Sei Tp(n, k) die erwartete Laufzeit von Algorithmus 4.3 bei einer
p-beschra¨nkten Wahrscheinlichkeitsverteilung RG(n, p) des Eingabe-Graphen und
dem Parameter k.
Dann ko¨nnen wir die entstehende Rekursionsgleichung fu¨r Tp(n, k) unter Annah-
me einiger Voraussetzungen an die relevanten Parameter auflo¨sen und erhalten die
folgenden Sa¨tze.
Satz 4.4.2. Sei G ∼ RG(n, p) mit (1+ε)k
n
≤ p ≤ 1. Dann ist die erwartete Laufzeit
von Algorithmus 4.3 gleich Tp(n, k) = O (k · n).
58 4 Suchba¨ume
Anzumerken ist, dass in dieser Formulierung des Satzes zuerst der Parameter k und
erst danach die Kantenwahrscheinlichkeit p gewa¨hlt wird. Demzufolge schra¨nkt der
fu¨r k gewa¨hlte Wert das mo¨gliche Intervall ein, aus dem die Kantenwahrscheinlich-
keit p stammen darf, damit der Satz Anwendung finden kann. A¨hnliches gilt fu¨r die
folgenden Sa¨tze und deren Korollare.
Beweis. Ist die Wahrscheinlichkeitsverteilung des Eingabegraphen p-beschra¨nkt, so
ist jede Kante unabha¨ngig von den anderen mit einer Wahrscheinlichkeit von min-
destens p im Zufallsgraphen enthalten. Damit ist der erwartete Grad µ eines Knotens
mindestens µ ≥ (n − 1) · p ≥ (1 + ε) · (1− 1
n
)
k ≥ (1 + ε˜)k, wobei 0 < ε˜ < ε belie-
big gewa¨hlte, aber feste Konstanten und n genu¨gend groß (in Abha¨ngigkeit dieser
Konstanten) sind.
Unter Benutzung dieser Tatsache sowie der Chernoff-Schranke fu¨r die Summe un-
abha¨ngiger {0; 1}-verteilter Zufallsvariablen (in unserem Kontext: Ist eine bestimm-
te, potentielle Kante, die den betrachteten Knoten als Endpunkt besitzt, im Zufalls-
graphen enthalten, oder nicht?), wie wir sie in in Lemma 2.8.1 angegeben haben,
ko¨nnen wir eine obere Schranke an die Wahrscheinlichkeit angeben, dass der be-
trachtete Knoten einen Grad von ho¨chstens k besitzt: Setze 0 < δ := 1 − 1
1+ε˜
< 1.
Dann ist (1− δ)µ = 1
1+ε˜
µ ≥ 1
1+ε˜
(1 + ε˜)k = k und wir erhalten
P (deg(v) ≤ k) ≤ P (deg(v) ≤ (1− δ)µ) ≤ exp
(
−δ
2
2
µ
)
= exp (−Θ(k))
= o
(
1
k
)
.
Diese Aussage nutzend, ko¨nnen wir die Rekursionsgleichung fu¨r Tp vereinfachen:
Tp(n, k) = Tp(n− 1, k − 1) +
n−1∑
dv=1
P (deg(v) = dv) · Tp (n− 1− dv, k − dv) + . . .
+O(n),
wie wir sie aus dem Algorithmus erhalten: Der erste Summand betrachtet den Fall,
dass der Knoten v Teil der zu findenden Lo¨sungsmenge ist, der zweite den Fall, in
welchem die dv Nachbarn von v dies sind.
Zuerst bemerke man, dass alle Summanden, die zu negativen Parametern fu¨hren,
ignoriert werden ko¨nnen, da sie von dem O(n)-Summand dominiert werden. Dies
rechtfertigt, die Summe an der Stelle dv = k enden zu lassen:
Tp(n, k) = Tp(n− 1, k − 1) +
k∑
dv=1
P (deg(v) = dv) · Tp (n− 1− dv, k − dv) + . . .
+O(n). (4.1)
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Unter der Annahme, dass die gesuchte erwartete Laufzeit monoton in beiden Kom-
ponenten ist, erhalten wir weiterhin
Tp (n− 1− dv, k − dv) ≤ Tp (n− 1− 1, k − 1) ≤ Tp (n, k − 1) fu¨r alle dv ≥ 1.
Damit ergibt sich
Tp(n, k) ≤ Tp(n, k − 1) + Tp(n, k − 1) ·
k∑
dv=1
P (deg(v) = dv) +O(n)
≤ Tp(n, k − 1) + Tp(n, k − 1) · P (deg(v) ≤ k) +O(n)
≤ Tp(n, k − 1) ·
(
1 + o
(
1
k
))
+O(n). (4.2)
Wendet man Gleichung (4.2) rekursiv an, was wegen n′ := n und k′ := k − 1 und
damit (1+ε)k
′
n′
< (1+ε)k
n
≤ p mo¨glich ist, erha¨lt man
Tp(n, k) ≤
(
1 + o
(
1
k
))k
· Tp(n, 0) +O(kn) = O(kn). (4.3)
Tatsa¨chlich sieht man, dass die Funktion Tp(n, k) := c·kn mit einer festen Konstante
c > 0 sowohl die Rekursion wie auch die Monotonie-Annahme erfu¨llt.
Dieser Satz ist nu¨tzlich, wenn nur eine kleine Knotenu¨berdeckung der Gro¨ße k =
o(n) gesucht wird. Vergro¨ßert man den Parameter k, wird die Wahrscheinlichkeits-
verteilung, gema¨ß derer der Eingabegraph gewa¨hlt wird, immer weiter eingeschra¨nkt:
Die Kantenwahrscheinlichkeit darf nicht zu schnell gegen 0 gehen. Darf die Kno-
tenu¨berdeckung, die wir suchen, eine Gro¨ße von k = Θ(n) besitzen, wird diese
Forderung nur mit Kantenwahrscheinlichkeiten erfu¨llt werden, die strikt von 0 weg-
beschra¨nkt sind, d.h., deren lim inf echt gro¨ßer als 0 ist. Im Kontext parametrisierter
Komplexita¨t ist man jedoch ha¨ufig an Problemstellungen mit kleinen Parametern
interessiert und dafu¨r erhalten wir die folgende, starke Aussage:
Korollar 4.4.3. Sei k′ : N → N, k < k′(n) und G ∼ RG(n, p) mit 1 ≥ p =
ω
(
k′(n)
n
)
. Dann ist die erwartete Laufzeit von Algorithmus 4.3 gegeben durch den
Ausdruck Tp(n, k) = O (k · n).
Beweis. Ist k < k′, so folgt p = ω
(
k′(n)
n
)
= ω
(
k
n
)
, und Satz 4.4.2 kann angewendet
werden, was zum gewu¨nschten Ergebnis fu¨hrt.
In einer parametrisierten Auffassung des Problems erhalten wir also eine erwartete
Laufzeit unseres Algorithmus, welche linear in k (und n) ist, solange der erwarte-
te Knotengrad schneller wa¨chst als die Gro¨ße der gesuchten Knotenu¨berdeckung.
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Dies ist ein starkes Resultat, wenn man es mit den besten bekannten Worst-Case-
Ergebnissen von O (kn+ ck) mit Konstanten c > 1 vergleicht.
Im Beweis von Satz 4.4.2 haben wir ausgenutzt, dass unter den Bedingungen des
Satzes jeder Rekursionsaufruf im Schritt 6 von Algorithmus 4.3 direkt zu einem
trivialen Teilproblem fu¨hrt. Diese Idee wird im Folgenden erweitert, dass sich nun
nach einer endlichen Zahl solcher Rekursionsaufrufe ein triviales Teilproblem mit
negativem Parameter ergibt.
Satz 4.4.4. Seien 1 ≤ ` ∈ N und 0 < ε Konstanten sowie G ∼ RG(n, p), wobei
jetzt (1 + ε) · k ≤ n · (1− (1− p)`) gelten soll. Dann ist die erwartete Laufzeit von
Algorithmus 4.3 gleich Tp(n, k) = O
(
k` · n).
Beweis. Der Fall ` = 1 ist bereits durch Satz 4.4.2 gegeben. Die u¨brigen werden
hier per Vollsta¨ndiger Induktion gezeigt. Dafu¨r sei die Korrektheit der Aussage fu¨r
` vorausgesetzt und wir zeigen sie nun fu¨r `+ 1:
In analoger Weise wie im Beweis zu Satz 4.4.2 erhalten wir fu¨r den gewa¨hlten Knoten
v, dass sein erwarteter Knotengrad µ ≥ pn ist. Deshalb folgt mit 0 < δ := 1− 1
1+ε˜
< 1
wie oben die Abscha¨tzung
P
(
deg(v) ≤ 1
1 + ε
pn
)
≤ P (deg(v) ≤ (1− δ)µ) ≤ exp
(
−δ
2
2
µ
)
= exp (−Θ(k)) = o
(
1
k
)
.
Dies nutzend, vereinfacht sich die Rekursionsgleichung (4.1) zu
Tp(n, k) = Tp(n− 1, k − 1) +
1
1+ε
pn∑
dv=1
P (deg(v) = dv) · Tp (n− 1− dv, k − dv)
+
n∑
dv=
1
1+ε
pn+1
P (deg(v) = dv) · Tp (n− 1− dv, k − dv)
+O(n).
Wieder unter Annahme der Monotonie in beiden Komponenten la¨sst sich dies weiter
vereinfachen:
Tp(n, k) ≤ Tp(n, k − 1) + Tp (n, k − 1) ·
1
1+ε
pn∑
dv=1
P (deg(v) = dv)
+ Tp (n
′, k′) ·
n∑
dv=
1
1+ε
pn+1
P (deg(v) = dv) +O(n)
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und weiter zu
Tp(n, k) ≤ Tp(n, k − 1) + Tp (n, k − 1) · P
(
deg(v) ≤ 1
1 + ε
pn
)
+ Tp (n
′, k′) +O(n)
≤
(
1 + o
(
1
k
))
Tp(n, k − 1) + Tp (n′, k′) +O(n) ,
wobei n′ := n− 1
1+ε
pn < n und k′ := k − 1
1+ε
pn ist.
Beim Lo¨schen der Knoten fa¨llt deren Anzahl immer mindestens um den gleichen
Wert wie der Parameter, aber im hier betrachteten Bereich immer um mindestens
1
1+ε
pn. Damit ist
(1 + ε)k′ ≤ (1 + ε)
(
k − 1
1 + ε
pn
)
= (1 + ε)k − pn ≤ n · (1− (1− p)`+1)− pn
= (n− pn) · (1− (1− p)`) < n′ · (1− (1− p)`).
Also kann die Induktionsvoraussetzung fu¨r Tp (n
′, k′) angewandt werden:
Tp(n, k) ≤
(
1 + o
(
1
k
))
Tp(n, k − 1) +O
(
k` · n)+O(n)
=
(
1 + o
(
1
k
))
Tp(n, k − 1) +O
(
k` · n) .
Dem Beweis von Satz 4.4.2 weiter folgend, kann das Ergebnis rekursiv in den ersten
Summanden eingesetzt werden, denn es ist k−1
n−1
< k
n
und damit alle Voraussetzungen
des Satzes fu¨r diesen Rekursionsaufruf weiterhin erfu¨llt. Wir erhalten dadurch
Tp(n, k) ≤
(
1 + o
(
1
k
))k
· Tp(n, 0) +O(k`+1n) = O(k`+1n), (4.4)
was den Fall `+1 und dadurch induktiv fu¨r alle ` ∈ N zeigt. Auch die angenommene
Monotonie wird dabei erfu¨llt.
Korollar 4.4.5. Seien 0 < p < 1 und 0 < ε˜ < 1 Konstanten, G ∼ RG(n, p)
und k < (1 − ε˜)n. Dann ist es mo¨glich, in polynomieller erwarteter Laufzeit eine
Knotenu¨berdeckung der Gro¨ße ho¨chstens k zu finden bzw. deren Nichtexistenz zu
beweisen.
Beweis. Da p eine Konstante ist, gibt es eine natu¨rliche Zahl ` mit k
n
< (1 − ε˜) <
(1 − p)`. Setzt man dieses ` in Satz 4.4.4 ein, kann dieser angewendet werden und
man erha¨lt eine erwartete Laufzeit von O (k`n) = O (n`+1) fu¨r den Algorithmus 4.3,
der eine Knotenu¨berdeckung der Gro¨ße ho¨chstens k findet, oder deren Nichtexistenz
nachweist. Iteriert man den Parameter k von 1 bis (1 − ε˜)n, bis man eine Lo¨sung
gefunden oder das Limit erreicht hat, erha¨lt man damit einen Algorithmus mit
erwarteter Laufzeit O (n`+2), der das gewu¨nschte Ergebnis liefert.
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In Satz 4.4.2 betrachteten wir den Fall, dass mit hoher Wahrscheinlichkeit der Re-
kursionsaufruf bei Ausschluss des betrachteten Knotens v direkt zu einem trivialen
”
Restproblem“ mit negativem Parameter fu¨hrt. In Satz 4.4.4 gingen wir in a¨hnlicher
Weise davon aus, dass dies nach endlich vielen solchen Aufrufen mit hoher Wahr-
scheinlichkeit der Fall ist. Nun soll untersucht werden, wie sich der Algorithmus
verha¨lt, wenn diese Anzahl unbeschra¨nkt ist:
Satz 4.4.6. Sei f : N→ R+ mit f(n) = ω ( 1
n
)
eine monoton fallende Funktion und
G ∼ RG(n, p) mit (1 + ε) f(n) < p(n) fu¨r alle genu¨gend großen n. Dann ist die
erwartete Laufzeit von Algorithmus 4.3 gleich Tp(n, k) = n
O( lognf(n) ).
Beweis. Wie in den vorangegangenen Beweisen schließen wir, dass nur mit einer
Wahrscheinlichkeit von o
(
1
n
)
der Grad des betrachteten Knoten kleiner ist als der
Ausdruck f(n) · n. Damit vereinfacht sich die Rekursionsgleichung unter Annahme
der Monotonie in beiden Komponenten zu
Tp(n, k) ≤
(
1 + o
(
1
n
))
Tp(n− 1, k − 1) + Tp (n · (1− f(n)), k · (1− f(n))) + . . .
+O(n).
Wieder la¨sst sich die Rekursion in ihren ersten Summanden einsetzen. Iteriert man
dies und nutzt die Monotonie aus, geht diese u¨ber in
Tp(n, k) ≤ n · (1− f(n)) · Tp (n · (1− f(n)), k · (1− f(n))) +O
(
n2
)
.
Der besseren Lesbarkeit wegen substituieren wir 1− f(n) durch g(n). Dann ist auch
0 < g(n) < 1 und die Rekursionsgleichung vereinfacht sich zu
Tp(n, k) ≤ n · g(n) · Tp (n · g(n), k · g(n)) +O
(
n2
)
. (4.5)
Wir wollen diesen Prozess des Einsetzens so lang iterieren, bis der Tp-Teil trivial
wird. In jeder Iteration erhalten wir einen zusa¨tzlichen Faktor n, weshalb wir eine
mo¨glichst kleine Anzahl solcher Einsetzungen verwenden wollen.
Da f monoton fallend ist, ist g monoton steigend und nimmt damit fu¨r kleinere
Argumente auch kleinere Funktionswerte an. Also ist g(n · g(n)) ≤ g(n). Das `-mal
wiederholte Einsetzen von Gleichung (4.5) in sich selbst kann dann aufgrund dieser
Monotonie-Aussagen vereinfacht werden zu
Tp(n, k) ≤ n` · g(n)` · Tp
(
n · g(n)`, k · g(n)`)+O (` · n2) .
Wa¨hlen wir ` als 1
f(n)
, dann ist g(n)` =
(
1− 1
1/f(n)
)1/f(n)
, was gegen e−1 < 1
2
konvergiert. Also ist
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Tp(n, k) ≤ n1/f(n) · Tp (n′, k′) +O
(
n3
)
mit
n′
n
=
k′
k
=
1
2
.
Nach ho¨chstens 1
f(n)
Iterationen der Rekursionsgleichung (4.5) wird dabei demnach
die Anzahl n der Knoten halbiert. Fu¨r die na¨chste Halbierung braucht es dann
1
f(n/2)
≤ 1
f(n)
Iterationen und so weiter. Um die Knotenanzahl so weit zu verringern,
dass der Tp-Anteil trivial wird, beno¨tigt es O(log n) solcher Halbierungen. Es folgt,
dass dies also nach O
(
logn
f(n)
)
Iterationen der Rekursionsgleichung (4.5) der Fall ist.
Daraus erhalten wir das gewu¨nschte Ergebnis
Tp(n, k) ≤ nO(
logn
f(n) ).
Korollar 4.4.7. In der Situation von Satz 4.4.6 sei f(n) = Ω (n−c) mit einer Kon-
stanten 0 < c < 1. Dann ist Tp(n, k) = n
O(nc). Fu¨r f(n) = nc betra¨gt die erwartete
Laufzeit also Tp(n, k) = n
O( 1f(n)).
Beweis. Zuerst bemerken wir, dass die erwartete Laufzeit des Algorithmus monoton
fallend in f ist. Deshalb genu¨gt es, wenn wir uns auf den Spezialfall f(n) = n−c
beschra¨nken.
Wie im Beweis von Satz 4.4.6 erhalten wir eine Halbierung der Knotenanzahl n
nach ho¨chstens 1
f(n)
Iterationen, in der wir jedesmal die Rekursionsgleichung (4.5)
in ihren ersten Summanden einsetzen. Im hier betrachteten Fall haben wir nun nicht
nur 1
f(n/2)
≤ 1
f(n)
wie in der allgemeineren Situation des Satzes 4.4.6, sondern genauer
1
f(n/2)
=
(
n
2
)c ≤ d · 1
f(n)
mit einer Konstanten d := 2−c. Offensichtlich ist 0 < d < 1.
Damit la¨sst sich die Gesamtzahl der beno¨tigten Iterationen nun besser abscha¨tzen,
da die Summe
1
f(n)
+
1
f(n/2)
+
1
f(n/4)
+ · · · ≤ 1
f(n)
(
1 + d+ d2 + . . .
)
=
1
f(n)
· 1
d− 1
gegen ein konstantes Vielfaches von 1
f(n) ”
konvergiert“. Also ist Tp(n, k) = n
O( 1f(n)).
Satz 4.4.6 und Korollar 4.4.7 zeigen, dass fu¨r verschiedene Parameter-Bereiche,
z. B. konstante Kantenwahrscheinlichkeiten p > 0 oder auch deutlich kleinere bis
zu ω
(
log2 n
n
)
, die erwartete Laufzeit des beschra¨nkten Suchbaum-Algorithmus 4.3
subexponentiell ist.
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Weiterhin ko¨nnen wir diese Resultate auch im Kontext einer Smoothed-Analyse wie-
dergeben: Um dies zu tun, interpretieren wir die verschiedenen Kantenwahrschein-
lichkeiten in unserem Zufallsgraph-Model als das Ergebnis des
”
Verrauschens“ eines
gegebenen Graphen. War in diesem Graphen eine bestimmte Kante enthalten, ist es
diese im Zufallsgraphen nur noch mit Wahrscheinlichkeit 1− ε. Und war die Kante
nicht da, wird sie nun mit Wahrscheinlichkeit ε hinzugefu¨gt.
In einer analogen Weise wie in Korollar 4.4.5 erhalten wir fu¨r konstante Sto¨r-
Wahrscheinlichkeiten ε den folgenden Satz.
Satz 4.4.8 (Smoothed-Komplexita¨t fu¨r das Vertex-Cover-Problem mit konstan-
ter Sto¨r-Wahrscheinlichkeit). Seien n ∈ N und G = (V,E) ein Graph mit n := |V |
Knoten. Weiterhin seien 0 < ε ≤ 1
2
und 0 < ε˜ Konstanten sowie k < (1− ε˜)n. Dann
besitzt der beschra¨nkte Suchbaum-Algorithmus 4.3 eine polynomielle parametrisierte
Smoothed-Komplexita¨t von SC(n, k, ε).
Beweis. SeiG ein beliebiger Graph mit nKnoten. Dann istRG(G, ε) nach Konstruk-
tion eine ε-beschra¨nkte Wahrscheinlichkeitsverteilung auf der Menge der Graphen
mit n Knoten. Damit kann Korollar 4.4.5 angewendet werden und man erha¨lt eine
polynomielle erwartete Laufzeit. Nimmt man dann das Supremum u¨ber alle G ∈ Gn,
so a¨ndert dies nichts, da diese Abscha¨tzung an die erwartete Laufzeit nicht mehr
von G abha¨ngt, was den Beweis erfolgreich abschließt.
Damit erhalten wir eine polynomielle Laufzeit fu¨r die Suche nach einer Minimum-
Knotenu¨berdeckung der Gro¨ße maximal (1− ε˜)n, wenn wir ein konstantes Verrau-
schen, d. h. Sto¨r-Wahrscheinlichkeit, zulassen. Daru¨ber hinaus kann man sich dabei
auch auf solches Rauschen beschra¨nken, welches keine Kante aus dem Graphen G
lo¨scht (diese also alle sicher erhalten bleiben).
Im na¨chsten Schritt lassen wir wie in Satz 4.4.6 und Korollar 4.4.7 dieses Rauschen
gegen 0 gehen:
Satz 4.4.9 (Smoothed-Komplexita¨t fu¨r Vertex-Cover mit gegen 0 gehender
Sto¨r-Wahrscheinlichkeit). Sei G = (V,E) ein Graph mit |V | = n Knoten. Wei-
terhin sei 1
2
≥ ε(n) = ω (nc
n
)
eine Sto¨r-Wahrscheinlichkeit, wobei 0 < c < 1 eine
Konstante ist. Dann hat der iterierte beschra¨nkte Suchbaum-Algorithmus, den man
aus Algorithmus 4.3 durch Iterieren des Parameters k von 1 bis n erha¨lt, eine sub-
exponentielle Smoothed-Komplexita¨t von SC(n, ε) = exp
(O ( logn
ε
))
.
Beweis. Fu¨r jedes solche k hat Algorithmus 4.3 eine erwartete Laufzeit von
Tp(n, k) = n
O( 1ε(n)) = exp
(
O
(
log n
ε
))
,
wie es in Korollar 4.4.7 gezeigt wurde. Iteriert man dies u¨ber alle 0 < k ≤ n, erha¨lt
man einen zusa¨tzlichen Faktor n in der Laufzeit. Aber dies a¨ndert den Term nicht,
da wegen ε ≤ 1
2
und damit 1
ε
≥ 2 schließlich log n = O ( logn
ε
)
ist.
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Korollar 4.4.10. Unter den gleichen Voraussetzungen wie in Satz 4.4.9 gelte fu¨r die
Fehlerfunktion 1
2
≥ ε(n) = ω
(
log2 n
n
)
. Dann ist die Smoothed-Komplexita¨t SC(n, ε)
des iterierten beschra¨nkten Suchbaum-Algorithmus subexponentiell und la¨sst sich an-
geben durch exp
(
o
(
log2 n
ε
))
.
Beweis. In dieser etwas allgemeineren Situation wie in Satz 4.4.9 ko¨nnen wir nun
den Satz 4.4.6 anwenden. Zuerst bemerken wir aber, dass es eine Funktion f(n)
mit f(n) = ω
(
log2 n
n
)
und ε(n) = ω(f(n)) gibt. Da die erwartete Laufzeit monoton
fallend in der Fehler- bzw. Wahrscheinlichkeitsfunktion ist, ko¨nnen wir statt ε(n)
zur Gewinnung einer oberen Schranke auch f(n) verwenden.
Auf analoge Weise wie im Beweis von Satz 4.4.9 erhalten wir damit dann eine
Smoothed-Komplexita¨t von SC(n, ε) = exp
(
O
(
log2 n
f(n)
))
= exp
(
o
(
log2 n
ε
))
.
Zusammengefasst haben wir also das Ergebnis: Selbst, wenn nur eine genu¨gend große
Nullmenge der Kanten (jedoch mehr als ein Anteil von log
2 n
n
) gesto¨rt wird, sinkt
die erwartete Laufzeit bei der Suche nach einer Minimum-Knotenu¨berdeckung auf
eine subexponentielle Gro¨ße in Abha¨ngigkeit der Knotenanzahl n des betrachteten
Graphen.
4.5 Das Clique-Problem
Das (parametrisierte) Clique-Problem kann man als folgende Fragestellung defi-
nieren: Gegeben sei ein Graph G = (V,E) und eine natu¨rliche Zahl k. Gibt es
eine Teilmenge S ⊂ V von Knoten aus G der Gro¨ße k, welche einen vollsta¨ndigen
Teilgraphen induziert?
Um dieses Problem zu lo¨sen, bedienen wir uns wieder der Methode des beschra¨nkten
Suchbaums. Dazu beobachten wir, dass wir einen Knoten v, der nicht zur Lo¨sungs-
menge geho¨rt, einfach (mit all seinen Kanten) lo¨schen ko¨nnen. Und ist er in S,
ko¨nnen wir den Graphen G auf den Teilgraphen, der durch die Nachbarn von v in-
duziert wird, einschra¨nken (sowie gleichzeitig den Parameter k um 1 herunterza¨hlen,
da ja v als Teil der Lo¨sungsmenge ausgewa¨hlt wurde). Damit erha¨lt unser Suchbaum-
Algorithmus die Gestalt, wie sie in Algorithmus 4.4 angegeben ist.
Sei wie oben Tp,q die erwartete Laufzeit dieses Algorithmus fu¨r (p, q)-beschra¨nkte
Verteilungen der Eingabe-Graphen und dv der Grad des gerade betrachteten Kno-
tens v. Dann erhalten wir fu¨r die Laufzeit gema¨ß dem Algorithmus die Rekursion
Tp,q(n, k) ≤ Tp,q(n− 1, k) + Tp,q (dv, k − 1) +O(n); fu¨r n ≥ k > 0 und (4.6)
Tp,q(n, k) = O(1); fu¨r k ≤ 0 oder n < k.
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Algorithmus 4.4 : Einfacher beschra¨nkter Suchbaum-Algorithmus fu¨r das
Clique-Problem
// Algorithmus 4.2, in dem die Schritte 2 bis 6′ durch die
folgenden ersetzt wurden:
2 Nimm zuerst an, dass v Teil der Lo¨sungsmenge ist: Schra¨nke G auf die
Nachbarschaft von v ein und lo¨se das Problem rekursiv mit Parameter
k′ = k − 1.
3 if Wurde eine Lo¨sung gefunden? then
4 return
”
ja“ und die Lo¨sungsmenge vereinigt mit {v} selbst.
5 else // Wenn keine Lo¨sung mit v gefunden wurde, suche nach einer
ohne diesen Knoten.
6 Lo¨sche v und lo¨se das Problem rekursiv mit gleichem Parameter k (aber
einem Knoten weniger).
7 if Wurde eine Lo¨sung gefunden? then return
”
ja“ und die
Lo¨sungsmenge selbst.
8 return
”
nein“.
Geben wir die Rekursion fu¨r Tp,q etwas genauer an, erhalten wir fu¨r n ≥ k > 0 die
Beziehung
Tp,q(n, k) ≤ Tp,q(n− 1, k) +
n−1∑
dv=0
P (deg(v) = dv) · Tp,q (dv, k − 1) +O(n). (4.7)
Sei αp,q(n, k) die Wahrscheinlichkeit, dass es in einem (p, q)-beschra¨nkten Zufallsgra-
phen mit n Knoten keine k-Clique gibt. Dann gibt der Aufruf in Schritt 2 von Algo-
rithmus 4.4 eine
”
nein“-Antwort nur mit Wahrscheinlichkeit αp,q (dv, k − 1) zuru¨ck.
Und nur in diesem Fall, dass noch keine Lo¨sung gefunden wurde, muss die Berech-
nung in Schritt 6 durchgefu¨hrt werden.
Offensichtlich ist αp,q ≤ 1, was zur Rekursionsgleichung (4.7) fu¨hrt. Verwenden wir
aber eine genauere Abscha¨tzung fu¨r αp,q, gibt die folgende Version der Rekursion
bessere und scha¨rfere Resultate zur erwarteten Laufzeit des Algorithmus:
Tp,q(n, k) ≤
n−1∑
dv=0
P (deg(v)=dv) · (Tp,q (dv, k − 1) + αp,q (dv, k − 1) · Tp,q(n− 1, k))
+O(n); fu¨r n ≥ k > 0 . (4.8)
Nun mo¨chten wir diese Rekursionsgleichungen a¨hnlich wie im Abschnitt 4.4 analy-
sieren. Dabei betrachten wir zuna¨chst die durch Gleichung (4.7) gegebene Rekur-
sion und erhalten eine erste Abscha¨tzung an die erwartete Laufzeit von Algorith-
mus 4.4.
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Satz 4.5.1. Seien δ : N → R+ mit δ = ω
(√
lnn
n
)
und q < 1 − δ. Weiterhin
sei G ∼ RG(n, p, q′) mit 0 ≤ p ≤ q′ ≤ (1 − δ)q < 1 . Dann ist die erwartete
Laufzeit von Algorithmus 4.4 gleich Tp,q(n, k) = O
(
exp
(
log2 n
− log q
))
= nO(
logn
− log q ). Ist
q wegbeschra¨nkt von 1 (d. h. lim sup q(n) < 1), dann liegt die erwartete Laufzeit in
exp
(O (log2 n)) = nO(logn).
Beweis. Zuerst berechnen wir die Wahrscheinlichkeit, dass der betrachtete Knoten v
einen Grad dv > qn besitzt. Wie im Beweis von Satz 4.4.2 nutzen wir die Chernoff-
Schranke, wie sie in Lemma 2.8.1 gegeben ist, und erhalten, dass diese gesuchte
Wahrscheinlichkeit in exp
(−1
2
δ2qn
)
= o
(
1
n
)
liegt. Damit und unter Annahme von
Monotonie geht die Gleichung (4.7) u¨ber in
Tp,q(n, k) ≤
(
1 + o
(
1
n
))
· Tp,q(n− 1, k) + Tp,q (qn, k − 1) +O(n).
Iteriert man diese Rekursion und nutzt weiter die Monotonie aus, erha¨lt man
Tp,q(n, k) ≤
(
1 + o
(
1
n
))n
· Tp,q(0, k) + n · Tp,q (qn, k − 1) +O
(
n2
)
≤ n · Tp,q (qn, k − 1) +O
(
n2
)
.
Iteriert man nun diese erhaltene Rekursion − logn
log q
mal, sodass die q-Potenz kleiner
wird als 1
n
, gibt dies die gewu¨nschte Abscha¨tzung:
Tp,q(n, k) ≤ n−
logn
log q · Tp,q(1, k′) +O
(
n2 log n
)
= O
(
exp
(
log2 n
− log q
))
= nO(
logn
− log q ).
Und ist q kleiner als eine Konstante < 1, liegt dies in
= exp
(O (log2 n)) = nO(logn).
Im na¨chsten Satz soll die scha¨rfere Rekursionsgleichung (4.8) betrachtet werden. Um
bessere Abscha¨tzungen fu¨r αp,q(n, k) zu erhalten, beschra¨nken wir uns dabei zuerst
auf konstante Parameter k:
Lemma 4.5.2. Seien k ∈ N eine Konstante sowie 1 > q ≥ p : N → R reellwertige
Funktionen. Sei weiterhin G ∼ RG(n, p, q). Ist log p = −o(log n), dann gilt fu¨r
(abha¨ngig von k) alle genu¨gend großen n, dass αp,q(n, k) < exp
(
−n 12
)
ist.
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Beweis. Sei P die Wahrscheinlichkeit, dass k beliebige, aber konkret ausgewa¨hlte
Knoten in G eine k-Clique bilden. Dann ist P ≥ p(k2) = exp
(
log p · k(k−1)
2
)
. Es gibt
n
k
= Θ(n) paarweise disjunkte Knotenteilmengen der Gro¨ße k im Graphen G. Damit
hat jede solche Teilmenge, unabha¨ngig von den u¨brigen, die Wahrscheinlichkeit von
ho¨chstens 1−P < exp(−P ) keine k-Clique zu bilden. Also ist die Wahrscheinlichkeit
αp,q(n, k), dass G keine k-Clique entha¨lt, ho¨chstens exp (−P ·Θ(n)). Nun bemerken
wir, dass mit log p auch logP in−o(log n) liegt und damit P > n− 12 fu¨r alle genu¨gend
großen n gilt. Damit ist schließlich αp,q(n, k) < exp
(
−n 12
)
fu¨r alle n > n0, wobei
n0 von k abha¨ngt.
Dieses Lemma ist weitgehend identisch mit Lemma 6 aus [43]. Es stellt ein effekti-
ves Werkzeug zur Vereinfachung der Rekursionsgleichung (4.8) dar, falls die untere
Schranke an die Kantenwahrscheinlichkeit nicht zu klein ist. (So kann z. B. p als
positiv-konstant oder p = ω
(
n−β
)
fu¨r beliebiges, konstantes β > 0 gewa¨hlt wer-
den.) In dieser Situation erha¨lt man logαp,q(n, k) < −n 12 , was beim Beweis des
folgenden Satzes benutzt werden wird.
Satz 4.5.3. Sei δ : N→ R+ mit δ = ω
(√
lnn
n
)
. Weiterhin seien log p = −o(log n)
und q < 1 − δ. Daru¨ber hinaus sei G ∼ RG(n, p′, q′) mit (1 + ε) p ≤ p′ ≤ q′ ≤
(1− δ)q fu¨r eine Konstante 0 < ε < 1. Dann gibt es eine Funktion k′ : N→ N mit
k′ = ω(1), sodass fu¨r alle k < k′ der Algorithmus 4.4 eine erwartete Laufzeit von
Tp,q(n, k) = O (k · n) besitzt. Dabei ha¨ngt die O-Konstante nicht von k ab.
Beweis. In diesem Beweis werden wir die Aussage u¨ber die Laufzeit fu¨r alle fest-
gewa¨hlten k und alle genu¨gend großen n (wobei die untere Schranke von k abha¨ngt)
zeigen. Dabei sei darauf hingewiesen, dass die O-Konstanten (also konstante Fakto-
ren, die durch dieses Symbol unterdru¨ckt werden), die in dieser Berechnung implizit
Verwendung finden, nicht vom Parameter k abha¨ngen.
Damit ist dies a¨quivalent zur Aussage, dass es eine monoton und unbeschra¨nkt
wachsende Funktion k′ existiert, sodass die im Satz gemachte Aussage fu¨r alle n
und k < k′(n) gezeigt wird. Die Funktion k′ geben wir hierbei jedoch nicht explizit
an.
Aufgrund dieser Beobachtung ko¨nnen wir im weiteren Verlauf dieses Beweises den
Parameter k als
”
Konstante“ betrachten und fu¨hren eine Induktion u¨ber diesen aus.
Fu¨r k = 0 gibt es nichts zu zeigen. Deshalb sei nun k ≥ 1 und wir nehmen die
Aussage fu¨r k − 1 als schon gezeigt an.
Um die Summe in der Rekursionsgleichung (4.8) berechnen zu ko¨nnen, nutzen wir
Lemma 4.5.2 und ersetzen also den Koeffizienten αp,q (dv, k − 1) durch die im Lemma
erhaltene Abscha¨tzung von exp
(
−n 12
)
.
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Damit ist
Tp,q(n, k) <
n−1∑
dv=pn+1
P (deg(v)=dv) ·
(
Tp,q (dv, k − 1) + exp
(
−n 12
)
· Tp,q(n− 1, k)
)
+O(n).
Nun benutzen wir Tp,q(n − 1, k) = expO
(
log2 n
)
aus Satz 4.5.1. Offensichtlich re-
duziert sich das Produkt mit dem α-Term zu einem vernachla¨ssigbarem o(1), was
durch die u¨brigen Terme dominiert wird. Die Summe reduziert sich also auf
<
n−1∑
dv=q
1
2−ε n+1
P (deg(v) = dv) · Tp,q (dv, k − 1) + o(n).
Zur Abscha¨tzung von Tp,q (dv, k − 1) verwenden wir die Induktions-Voraussetzung
und erhalten Tp,q (dv, k − 1) = O ((k − 1)dv), also
Tp,q(n, k) = O((k − 1)n) +O(n) = O(kn) ,
wobei die O-Konstante unabha¨ngig von k ist. Damit ist der Beweis erbracht.
Satz 4.5.4 (Das Clique-Problem liegt in avg−FPT). Sei δ : N→ R+ eine Funktion
mit δ = ω
(√
lnn
n
)
. Weiterhin seien log p = −o(log n) und q < 1 − δ. Schließlich
sei G ∼ RG(n, p′, q′) mit (1 + ε) p ≤ p′ ≤ q′ ≤ (1 − δ) q fu¨r eine Konstante 0 <
ε < 1. Dann hat der Algorithmus 4.4 eine erwartete FPT-Laufzeit: Es existiert eine
Funktion f : N→ N, die nur vom Parameter k abha¨ngt, sodass der Algorithmus 4.4
eine erwartete Laufzeit von Tp,q(n, k) = f(k) · n besitzt.
Beweis. In Satz 4.5.3 wurde die Existenz einer Konstanten c1 > 0 gezeigt, sodass
fu¨r jedes k und genu¨gend großes n der Algorithmus eine erwartete Laufzeit von
Tp,q(n, k) < c1k · n (4.9)
besitzt. Liest man dies in umgekehrter Richtung, so ko¨nnen wir sagen, dass es eine
Funktion i(n) : N → N gibt, welche das maximale k fu¨r dieses n angibt, sodass
die Ungleichung (4.9) noch wahr ist. Dann wissen wir nach dem oben gezeigten,
dass i(n) unbeschra¨nkt wa¨chst. Insbesondere gilt also Satz 4.5.4 damit nicht nur fu¨r
konstante k, sondern fu¨r alle k ≤ i(n).
Ist dabei i (n′) fu¨r ein n′ undefiniert, sind wir fertig. Denn dann gilt die Unglei-
chung (4.9) fu¨r alle k und n ≥ n′. Im anderen Fall ko¨nnen wir o. B. d.A. annehmen,
dass i(n) monoton wa¨chst. Nun definieren wir u : N → N als u = u(k) : N → N,
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u := max(n, i(n) = k). Nach den zuvor gemachten Bemerkungen ist diese Funktion
wohldefiniert, monoton wachsend und es ist u(i(n)) ≥ n fu¨r alle n.
Als na¨chstes wissen wir aus Satz 4.5.1, dass es eine Konstante c2 > 0 gibt, sodass
Tp,q(n, k) < T (n) := exp
(
c2 · log
2 n
− log q
)
(4.10)
gilt. Dabei ist T = T (n) : N→ R+ eine Funktion, die nicht von k abha¨ngt.
Schließlich definieren wir nun f = f(k) : N→ R+,
f(k) := max (c1 · k, T (u(k))) .
Fu¨r diese Funktion f haben wir einerseits fu¨r k ≤ l(n) die Ungleichung
Tp,q(n, k) < c1k · n ≤ f(k) · n
und andererseits fu¨r k > l(n) nun auch
Tp,q(n, k) < T (n) ≤ T (u(l(n))) ≤ T (u(k)) ≤ f(k) ≤ f(k) · n.
Damit erhalten wir also zusammen fu¨r alle k die zu zeigende Aussage
Tp,q(n, k) < f(k) · n.
Wir merken an, dass die in diesem Beweis benutzte Technik (Abscha¨tzung der Lauf-
zeit fu¨r alle k und alle genu¨gend großen n sowie nachfolgender Konstruktion einer
Funktion f , die schnell genug wa¨chst, um auch die gro¨ßeren k abzudecken) auch
in anderen und allgemeineren Umsta¨nden anwendbar ist, also nicht speziell nur fu¨r
dieses Problem greift.
Satz 4.5.4 verallgemeinert dabei das Ergebnis von Fountoulakis et al. [43] fu¨r einen
Bereich von Kantenwahrscheinlichkeiten, die nicht zu nahe an 0 oder 1 liegen. Die
Autoren des zitierten Papers konnten die Zugeho¨rigkeit des Problems zu avg−FPT
zeigen, wenn der Eingabegraph gema¨ß der Verteilung des Erdo˝s-Re´nyi-Modells ge-
zogen wurde. Mit dem hier gezeigten Resultat ko¨nnen nun große Unterschiede in
den individuellen Kantenwahrscheinlichkeiten zugelassen werden, d. h., insbesonde-
re anders als im Erdo˝s-Re´nyi-Modell du¨rfen sie sich unterscheiden. Man bemerke,
dass dabei sowohl
”
ja“- wie auch
”
nein“- Instanzen mit hoher Wahrscheinlichkeit
vorkommen.
Dadurch, dass die individuellen Kantenwahrscheinlichkeiten sich unterscheiden du¨r-
fen, erhalten wir wieder ein Ergebnis der Smoothed-Komplexita¨t:
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Satz 4.5.5 (Smoothed-Komplexita¨t fu¨r das parametrisierte Clique-Problem). Es
sei G = (V,E) ein Graph mit |V | = n Knoten und 1 > ε(n) mit log ε(n) = −o(log n)
die Sto¨r-Wahrscheinlichkeit. Dann hat das parametrisierte Clique-Problem eine
Smoothed-Komplexita¨t von SC(n, k, ε) ≤ f(k) ·n. Weiterhin existiert eine Funktion
k′ : N → N mit k′ = ω(1), sodass die Smoothed-Komplexita¨t des parametrisierten
Clique-Problems SC(n, k, ε) = O(kn) fu¨r alle k < k′ ist.
Beweis. Wie im Beweis von Satz 4.4.8 betrachten wir den Wahrscheinlichkeitsraum
RG(G, ε) u¨ber Graphen mit n Knoten und Kantenwahrscheinlichkeiten p = ε fu¨r alle
Kanten in G sowie q = 1− ε fu¨r alle u¨brigen. Einen Zufallsgraphen gema¨ß RG(G, ε)
zu ziehen, heißt also jede potentielle Kante in G unabha¨ngig mit Wahrscheinlichkeit
ε zu
”
flippen“. Dies erfu¨llt die Voraussetzungen der Sa¨tze 4.5.3 und 4.5.4, sodass wir
diese anwenden ko¨nnen und damit die gewu¨nschten Resultate erhalten.
Hat man also z. B. eine Fehler-Funktion von ε = 1
logn
, so kann das parametrisierte
Clique-Problem in FPT-Zeit gelo¨st werden (und sogar in Linearzeit, wenn k klein
genug ist, d. h., k < k′ mit der in Satz 4.5.3 implizit gegebenen Funktion k′).
Der angegebene beschra¨nkte Suchbaum-Algorithmus 4.4 besitzt gute Laufzeiten,
wenn der Parameter k klein ist. Fu¨r Werte fu¨r k, die gro¨ßer als die erwartete Gro¨ße
einer Maximum-Clique sind, ist damit nur eine superpolynomielle (aber noch subex-
ponentielle) erwartete Laufzeit zu erhalten. Durch eine Reduktion auf das Vertex-
Cover-Problem kann man jedoch bessere Resultate erhalten:
Satz 4.5.6 (Smoothed-Komplexita¨t fu¨r das Clique-Problem mit konstanter Sto¨r-
Wahrscheinlichkeit). Seien n ∈ N und G = (V,E) ein Graph mit n := |V | Knoten.
Weiterhin seien 0 < ε ≤ 1
2
, 0 < ε˜ Konstanten und k > ε˜n. Dann besitzt das Clique-
Problem eine polynomielle parametrisierte Smoothed-Komplexita¨t SC(n, k, ε).
Beweis. Das Finden einer (Maximum-) Clique in einem (p, q)-beschra¨nkten Zufalls-
graph ist a¨quivalent zum Finden einer (Maximum-) unabha¨ngigen Menge im inver-
sen (1 − q, 1 − p)-beschra¨nkten Zufallsgraph. Damit sind die Probleme a¨quivalent.
Diese Reduktion erha¨lt die Zugeho¨rigkeit zu avg−FPT, da sich weder Parameter noch
Problemgro¨ße a¨ndern, wa¨hrend sich der zugrunde liegende Wahrscheinlichkeitsraum
in der gleichen Art vera¨ndert wie der Graph selbst (U¨bergang zum Inversen), sodass
der urspru¨ngliche Graph im urspru¨nglichen Wahrscheinlichkeitsraum und der Bild-
graph im Bild-Wahrscheinlichkeitsraum mit identischer Wahrscheinlichkeit gezogen
werden. Abschließend ist diese Reduktion in O(n) und damit (avg−)P-Zeit bere-
chenbar. Also sind das Clique- und das Independent-Set-Problem a¨quivalent
im Sinne einer (avg−)P-Reduktion.
Aber auch das Independent-Set- und dasVertex-Cover-Problem sind eng mit-
einander verwandt: Ein Graph mit n Knoten besitzt eine (Minimum-) Knotenu¨ber-
deckung der Gro¨ße k genau dann, wenn er eine (Maximum-) unabha¨ngige Menge der
Gro¨ße n− k besitzt: Alle Knoten, die nicht an einer gegebenen Knotenu¨berdeckung
beteiligt sind, bilden eine unabha¨ngige Menge, und umgekehrt.
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Zusammen ergibt sich: Unter einem zusa¨tzlichen Zeitaufwand von O(n) kann man
das Clique- auf das Vertex-Cover-Problem reduzieren. Damit kann Satz 4.4.8
zur Anwendung kommen und erha¨lt die dortigen Resultate. Da diese den hier ange-
gebenen entsprechen, ist damit der Beweis vollbracht.
4.6 Das (d)-Hitting-Set-Problem
Beim (parametrisierten) Hitting-Set-Problem ist eine Grundmenge G von n Ele-
menten sowie eine Mengenfamilie F von Teilmengen von G und ein Parameter k
gegeben. Gesucht ist eine Teilmenge S von G der Gro¨ße k, sodass jedes Element
X ∈ F einen nicht-leeren Schnitt mit S besitzt. Gilt zusa¨tzlich fu¨r alle Elemente
X ∈ F , dass sie jeweils genau d-elementig sind, erha¨lt man das d-Hitting-Set-
Problem.
Man bemerke, dass manche Autoren mit der Variablen n in diesem Kontext nicht
die Ma¨chtigkeit der Grundmenge G, sondern die der Mengenfamilie F bezeichnen.
Um diese beiden Probleme zu lo¨sen, verwenden wir Algorithmus 4.5. Dieser ist kor-
rekt, da eine leere Menge mit keiner einen nicht-leeren Schnitt besitzt, d. h., wenn
sich eine solche in der Berechnung als Element der Mengenfamilie F ergibt, gibt
es keine Lo¨sung. Und die Elemente einelementiger Teilmengen mu¨ssen notwendiger-
weise auch Teil der Lo¨sungsmenge sein.
Wir zeigen nun zwei Lemmata, die eine allgemeine Einsicht u¨ber das Verhalten des
Algorithmus geben.
Lemma 4.6.1. Algorithmus 4.5 verallgemeinert Algorithmus 4.3.
Beweis. Es ist ein Element bzw. Knoten v ∈ G Teil der Lo¨sungsmenge, oder alle
seine Nachbarn (d. h. Elemente w mit {v, w} ∈ F). Letzteres gilt, da nach dem
Lo¨schen von v aus all diesen zwei-elementigen Mengen {v, w} nur noch die einele-
mentigen {w} u¨brigbleiben, sodass jedes solche Element w Teil der Lo¨sungsmenge
sein muss.
Lemma 4.6.2. Folgt fu¨r n > d die Eingabe-Mengenfamilie F von Algorithmus 4.5
der Wahrscheinlichkeitsverteilung RS(n, p, q) bzw. RSd(n, p), so sind die in den Re-
kursionsaufrufen betrachteten Mengenfamilien gema¨ß der Wahrscheinlichkeitsver-
teilungen RS(n− 1, p, q) bzw. RSd(n− 1, p) verteilt.
Beweis. Fu¨r die Rekursionsaufrufe gilt, dass, wenn F ∼ RS(n, p, q), also alle Ein-
zelwahrscheinlichkeiten durch p und q beschra¨nkt sind, dies auch (bei nun um ein
Element kleinerer Grundmenge) fu¨r die Mengenfamilien in den Rekursionsaufrufen
der Fall ist. Der Zufallsraum bleibt also
”
erhalten“.
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Genauso sind fu¨r F ∼ RSd(n, p) nach dem Lo¨schen des Elements v die Mengen-
familien in den Rekursionsaufrufen gema¨ß RSd(n − 1, p) verteilt: Es sind nur noch
diejenigen d-elementigen Teilmengen in der neuen Mengenfamilie enthalten, die nicht
das gelo¨schte Element v enthalten. Diese waren aber auch schon zuvor p-beschra¨nkt.
Hinzu kommen ho¨chstens noch Mengen, die durch das Lo¨schen von v aus einer zuvor
d + 1-elementigen Menge entstanden sind. Dies erho¨ht aber nur fu¨r die nun noch
betrachteten d-elementigen Mengen deren Auftrittswahrscheinlichkeiten, verringert
sie aber nicht, sodass die p-Beschra¨nktheit weiterhin erhalten bleibt.
Algorithmus 4.5 : Einfacher beschra¨nkter Suchbaum-Algorithmus fu¨r das
Hiting Set-Problem
Input : Familie F von Teilmengen einer Grundmenge G und Parameter k
Output : Existiert eine Lo¨sungsmenge S ⊂ G mit |S| = k, sodass jedes
Element von F nichtleeren Schnitt mit S hat? (Wenn
”
ja“, gib
eine solche Lo¨sung zuru¨ck.)
2 if Ist die leere Menge oder sind mehr als k einelementige Mengen Element
von F? then
3 return
”
nein“.
4 Wa¨hle eine Menge X ∈ F mit minimaler Elementanzahl und daraus ein
Element v ∈ X.
// Nimm zuerst an, dass v Teil der Lo¨sung ist. Lo¨se das
verbleibende Teilproblem rekursiv.
5 Lo¨sche dafu¨r v aus G und jede Teilmenge von G in F , welche v enthielt. Lo¨se
das Problem rekursiv auf dem induzierten Teilproblem mit zugeho¨rigem
Parameter k − 1.
6 if Wurde eine Lo¨sung gefunden? then
7 return
”
ja“ und die rekursiv gefundene Lo¨sungsmenge vereinigt mit {v}
selbst.
8 else // Wurde keine Lo¨sung gefunden, in der v enthalten ist,
suche nach einer ohne dieses Element.
9 Lo¨sche v aus G sowie allen Mengen in F und lo¨se das Problem rekursiv
auf diesem induzierten Teilproblem.
10 if Wurde eine Lo¨sung gefunden? then return
”
ja“ und die entsprechende
Lo¨sung.
11 return
”
nein“.
Damit ko¨nnen wir bei der Analyse von Algorithmus 4.5 a¨hnlich vorgehen wie bei
Algorithmus 4.3, denn genau wie dort,
”
vererbt“ sich der Zufallsraum in die Rekur-
sionsaufrufe, sodass wir die entstehende Rekursionsgleichung bei der Betrachtung
der erwarteten Laufzeit entsprechend lo¨sen ko¨nnen.
Nun soll die Eigenschaft von Algorithmus 4.5 betrachtet werden, dass der Such-
baum sich nicht zu sehr verzweigen kann. Wir zeigen dafu¨r, dass mit hoher Wahr-
scheinlichkeit nur eine beschra¨nkte Anzahl an aufeinanderfolgenden Lo¨schungen von
Elementen der Grundmenge stattfindet.
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Dazu beno¨tigen wir zuerst ein kombinatorisches Lemma, welches eine einfache Ab-
scha¨tzung fu¨r die Gro¨ße von Binomialkoeffizienten angibt.
Lemma 4.6.3. Es seien s und d positive ganze Zahlen mit s ≥ ` · d fu¨r eine reelle
Zahl ` ≥ 1. Dann ist (
s
d
)
≥ `d.
Beweis. Es ist(
s
d
)
≥ `d =
d−1∏
i=0
s− i
d− i ≥
d−1∏
i=0
` · d− i
d− i ≥
d−1∏
i=0
` · (d− i)
d− i = `
d.
Jetzt ko¨nnen wir eine Aussage daru¨ber treffen, wie viele Elemente ho¨chstens aus-
geschlossen werden ko¨nnen, bevor der Algorithmus mit hoher Wahrscheinlichkeit
terminiert.
Lemma 4.6.4. Sei n eine natu¨rliche Zahl und k, d : N → N mit k = o(n) und
2 ≤ d = o(n). Weiterhin sei p : N→ [0, 1] eine Wahrscheinlichkeitsfunktion mit p =
ω
((
d
n
)d−1)
. Daru¨ber hinaus sei G eine Grundmenge mit |G| = n und F ∼ RSd(n, p)
eine Mengenfamilie von Teilmengen von G. Dann existiert eine Konstante c > 0,
dass Algorithmus 4.5 mit Wahrscheinlichkeit 1 − 2−n nach spa¨testens c · d · d−1
√
1
p
erfolgten Lo¨schungen von Elementen, ohne diese in die Lo¨sungsmenge aufzunehmen,
eine Mengenfamilie mit mehr als k einelementigen Mengen betrachtet.
Beweis. Es sei S die Menge der vorher auf diesem Berechnungspfad im Suchbaum
gema¨ß Schritt 5 von Algorithmus 4.5 ausgeschlossenen Elemente und s := |S|.
Weiterhin sei v ein bisher noch nicht betrachtetes Element der Grundmenge. Die
einelementige Menge {v} existiert nun mindestens dann in der Mengenfamilie des
aktuellen Rekursionsaufrufs, wenn es eine (d − 1)-elementige Teilmenge M von S
gibt, sodass M ∪ {v} in der urspru¨nglichen Mengenfamilie F enthalten war. Dies
war nach Voraussetzung mit Wahrscheinlichkeit von mindestens p der Fall, d. h., mit
Wahrscheinlichkeit ho¨chstens 1−p war diese konkrete Menge nicht in F vorhanden.
Nun gibt es
(
s
d−1
)
solcher (d − 1)-elementiger Teilmengen M von S. Und fu¨r jede
davon la¨sst sich ein eigenes, d-elementiges, potentielles ElementM ∪{v} von F kon-
struieren. Da jedes dieser unabha¨ngig voneinander mit Wahrscheinlichkeit ho¨chstens
1 − p < exp(−p) in F nicht vertreten ist, kommt dort nur mit einer Wahrschein-
lichkeit von weniger als P (s) := exp
(−( s
d−1
)
p
)
keiner dieser Mengen vor. Damit ist
also auch gleichzeitig die Wahrscheinlichkeit, dass {v} als einelementige Menge in
der im aktuellen Rekursionsaufruf betrachteten Mengenfamilie nicht enthalten ist,
nach oben durch diesen Wert P (s) beschra¨nkt.
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Setzen wir also s := c · d · d−1
√
1
p
fu¨r eine noch zu bestimmende, positive Konstante
c, so gilt demnach s ≥
(
c · d−1
√
1
p
)
· (d− 1) und damit nach Lemma 4.6.3
(
s
d− 1
)
· p ≥ cd−1 · 1
p
· p = cd−1.
Schließlich ist
P (s) = exp
(
−
(
s
d− 1
)
p
)
< exp
(−cd−1) .
Wa¨hlen wir c := − (log c1)
1
d−1 fu¨r eine noch zu bestimmende Konstante 0 < c1 < 1,
so erhalten wir P (s) < c1 fu¨r diesen Wert von s, den wir ja direkt von c1 abha¨ngig
definiert haben. Anders formuliert: Nach s ausgeschlossenen Elementen ist fu¨r jedes
weitere noch mo¨gliche Element v die entsprechende einelementige Menge mit Wahr-
scheinlichkeit weniger als c1 in der nun betrachteten Mengenfamilie nicht enthalten.
Da im Berechnungsprozess von Algorithmus 4.5 vom Start- bis zum aktuell betrach-
teten Rekursionsaufruf nur nacheinander die Elemente aus S sowie die dabei schon
als Teil der Lo¨sungsmenge ausgewa¨hlten ho¨chstens k = o(n) Elemente betrachtet
wurden, stehen noch weitere n−s−o(n) solcher Elemente v zur Verfu¨gung. Da aber
s = c · d · d−1
√
1
p
= o
(
c · d · n
d
)
= o(n)
ist, wurde bisher nur eine Nullmenge von Elementen der Grundmenge G betrachtet
und es stehen weitere n− s− o(n) = n · (1− o(1)) zur Auswahl. Von diesen sind also
im Erwartungswert nur von weniger als µ := (c1 − o(1)) · n Elementen aus G die
entsprechenden einelementigen Mengen nicht in der im aktuellen Rekursionsaufruf
von Algorithmus 4.5 betrachteten Mengenfamilie enthalten. Damit aber ho¨chstens
k = o(n) solche einelementigen Mengen vorkommen, du¨rfen die restlichen (1−o(1))·n
eben nicht enthalten sein. Diese Eigenschaft muss also fu¨r mehr als die 1−o(1)
c1−o(1)
>
1
c1
− o(1) =: 1+ δ -fache Anzahl von Elementen im Vergleich zur erwarteten Anzahl
gelten. Dies tritt aber nur ein mit einer durch die Chernoff-Schranke in Lemma 2.8.1
bestimmten Wahrscheinlichkeit (und alle genu¨gend großen n) von weniger als
exp
(
−δ
2
3
µ
)
= exp
(
−1
3
·
(
1
c1
− 1− o(1)
)2
· (c1 − o(1)) · n
)
= exp
(
−1
3
·
(
1
c1
− o(1)− 2− o(1) + c1 + o(1)
)
· n
)
< exp
(
−1
3
(
1
c1
− 3
)
· n
)
= exp
(
−
(
1
3c1
− 1
)
· n
)
.
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Wa¨hlt man nun c1 so, dass
(
1
3c1
− 1
)
gro¨ßer als log 2 wird, fa¨llt diese Wahrschein-
lichkeit also auf weniger als 2−n, d. h., nur mit dieser Wahrscheinlichkeit sind dann
weniger als k einelementige Mengen vorhanden.
Anders formuliert: Damit sind mit einer Wahrscheinlichkeit von 1− 2−n nach einer
Anzahl s von Ausschlu¨ssen mehr als k einelementige Mengen in der betrachteten
Mengenfamilie vorhanden; und der Beweis ist dadurch abgeschlossen.
Dieses Lemma gilt fu¨r alle Wahrscheinlichkeiten p. Eine deutliche Verscha¨rfung fu¨r
”
große“ p erha¨lt man, wenn man zuerst den Parameter d
”
verkleinert“:
Lemma 4.6.5. Sei n eine natu¨rliche Zahl und k, d : N → N mit k = o(n) und
2 ≤ d = o(n). Weiterhin sei p : N → [0, 1] eine Wahrscheinlichkeitsfunktion mit
exp(−d) < p ≤ exp(−(1 + ε)) fu¨r eine Konstante ε > 0. Daru¨ber hinaus sei G eine
Grundmenge mit |G| = n und F ∼ RSd(n, p) eine Mengenfamilie von Teilmengen
von G. Dann existiert eine Konstante c > 0, dass Algorithmus 4.5 mit Wahrschein-
lichkeit 1−2−n nach spa¨testens d+ c · log
(
1
p
)
erfolgten Lo¨schungen von Elementen,
ohne diese in die Lo¨sungsmenge aufzunehmen, eine Mengenfamilie mit mehr als k
einelementigen Mengen betrachtet.
Beweis. Wir betrachten zuerst das im Schritt 4 von Algorithmus 4.5 betrachtete
Element v und die Familie Fd(v) aller d-elementigen Teilmengen der Grundmen-
ge G, die v enthalten. Nach Voraussetzung ist die Auftrittswahrscheinlichkeit einer
beliebigen Menge aus Fd(v) nach unten durch p beschra¨nkt. Lo¨scht man nun gema¨ß
Schritt 9 aus allen diesen Mengen das Element v, erha¨lt man alle (d−1)-elementigen
Teilmengen von G, sodass dann deren Auftrittswahrscheinlichkeiten jeweils zumin-
dest p betragen. Die nun betrachtete Mengenfamilie geho¨rt also nicht nur der Klasse
RSd(n− 1, p), sondern auch RSd−1(n− 1, p) an. Analog erha¨lt man damit nach dem
Lo¨schen von d− d′ Elementen eine Mengenfamilie der Klasse RSd′(n− d′, p).
Wir wollen nun mit d′ = log
(
1
p
)
das Lemma 4.6.4 anwenden. Diese Wahl fu¨r d′
ist wegen 1
p
< exp(d) und somit d′ < d erst einmal mo¨glich. Es verbleibt noch zu
pru¨fen, ob die Voraussetzung
p = ω
((
d′
n
)d′−1)
erfu¨llt ist. Setzen wir d′ ein und ku¨rzen 1
p
> exp(1+ε) =: p˜ ab, so ist dies a¨quivalent
zu
p˜ = o
((
n
log p˜
)log p˜−1)
.
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Zieht man nun die entsprechende Wurzel, erha¨lt man die weitere A¨quivalenz mit
p˜
1
log p˜−1 = o
(
n
log p˜
)
.
Dabei ist die linke Seite wegen
p˜
1
log p˜−1 = exp
(
log p˜ · 1
log p˜− 1
)
= exp
(
1 +
1
log p˜− 1
)
≤ exp
(
1 +
1
ε
)
nach oben beschra¨nkt. Also genu¨gt es dann, wenn n
log p˜
unbeschra¨nkt wa¨chst, d. h.
log p˜ = o(n) bzw. p = exp(−o(n)) ist, was nach Voraussetzung wegen d = o(n) und
p > exp(−d) auch gilt.
Daher ko¨nnen wir Lemma 4.6.4 auf die aktuelle Situation mit d′ statt d anwenden
und erhalten nach weiteren ho¨chstens
c · d′ · d′−1
√
1
p
= c · log p˜ · p˜ 1log p˜−1 < c˜ · log p˜
ausgeschlossenen Elementen eine Situation, in der mit Wahrscheinlichkeit 1 − 2−n
mehr als k einelementige Mengen vorhanden sind. Insgesamt wurden dafu¨r dann
ho¨chstens d − d′ + c˜ · log p˜ < d + c˜ · log 1
p
Ausschlu¨sse beno¨tigt, was zu beweisen
war.
Die obere Schranke an die Wahrscheinlichkeit p ist dabei keine Einschra¨nkung an
die individuellen Auftrittswahrscheinlichkeiten der einzelnen Mengen. Gefordert war
ja nur, dass diese jeweils immer nur mindestens p betragen, aber natu¨rlich auch alle
echt gro¨ßer sein ko¨nnen. Insofern folgt schnell das
Korollar 4.6.6. Ist in der Situation von Lemma 4.6.5 die Wahrscheinlichkeitsfunk-
tion p > exp(−(1+ε) fu¨r eine Konstante ε > 0, so gibt es eine Konstante c > 0, dass
nach spa¨testens d + c · (1 + ε) ausgeschlossenen Elementen mit Wahrscheinlichkeit
von mindestens 1− 2−n mehr als k einelementige Mengen vorhanden sind.
Beweis. Wa¨hlt man p˜ := exp((−(1 + ε)) und wendet darauf das Lemma 4.6.5 an,
erha¨lt man fu¨r die notwendige Anzahl ausgeschlossener Elemente einen Wert von
ho¨chstens d+ c · log 1
p˜
= d+ c · (1+ ε). Da aber p > p˜ ist, steigen beim U¨bergang von
p˜ zu p nur die Auftrittswahrscheinlichkeiten der einzelnen Mengen, was also auch
fu¨r die betrachteten einelementigen Mengen gilt und so die gewu¨nschte Aussage
zeigt.
Um den ersten Satz u¨ber Algorithmus 4.5 zum d-Hitting-Set-Problem formulieren
zu ko¨nnen, beno¨tigen wir zuletzt noch eine geeignete Definition der Laufzeit des
Algorithmus:
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Definition 4.6.7. Seien n, d, k und s natu¨rliche Zahlen, wobei alle jeweils ho¨chstens
den Wert n besitzen. Weiterhin sei p : N → [0, 1] eine Wahrscheinlichkeitsfunktion
und F ∼ RSd(n, p) eine Mengenfamilie von Teilmengen einer Grundmenge mit
n Elementen. Dann sei Tp,d(n, k) die erwartete Laufzeit von Algorithmus 4.5 fu¨r die
Eingabe von F und k sowie Tp,d(n, k, s) die entsprechende Laufzeit, wenn bei der
Berechnung schon zuvor s Elemente als nicht Teil der Lo¨sungsmenge ausgeschlos-
sen wurden. Betrachten wir Mengenfamilien F mit F ∼ RS(n, p), so werden die
erwarteten Laufzeiten analog definiert und der Index d weggelassen.
Insbesondere ist also Tp,d(n, k) = Tp,d(n, k, 0).
Nun ko¨nnen wir die Laufzeit des Algorithmus bestimmen:
Satz 4.6.8 (Das d-Hitting-Set-Problem ist in avg−FPT). Sei n eine natu¨rliche
Zahl und k, d : N → N mit k = o(n) und 2 ≤ d = o(n). Weiterhin sei p : N →
[0, 1] eine Wahrscheinlichkeitsfunktion mit exp(−d) < p ≤ exp(−(1 + ε)) fu¨r eine
Konstante ε > 0. Daru¨ber hinaus sei G eine Grundmenge mit |G| = n und F ∼
RSd(n, p) eine Mengenfamilie von Teilmengen von G. Dann existiert eine Konstante
c > 0, dass Algorithmus 4.5 eine erwartete Laufzeit von
Tp,d(n, k) =
(
k + d+ c · log 1
p
k
)
· O
((
k + d+ c · log 1
p
)
|F|
)
besitzt. Insbesondere ist also das d-Hitting-Set-Problem in avg−FPT.
Beweis. Wir betrachten zuerst nur die Anzahl der Rekursionsaufrufe und ignorieren
die dabei jeweils beno¨tigten Anpassungen und Berechnungen der Mengen in der
Mengenfamilie F . Mit der Rekursion des Algorithmus 4.5 erhalten wir damit die
vereinfachte Rekursionsgleichung
Tp,d(n, k, s) = Tp,d(n− 1, k − 1, s) + Tp,d(n− 1, k, s+ 1), (4.11)
fu¨r k > 0 und s < d+ c · log 1
p
,
Tp,d(n, k, d+ c · log 1
p
) = O(1) sowie (4.12)
Tp,d(n, 0, s) = O(1). (4.13)
Wa¨hrend sich Gleichung (4.11) direkt aus den beiden Rekursionsaufrufen in den
Schritten 5 und 9 sowie Gleichung (4.13) aus Schritt 2 von Algorithmus 4.5 ergeben,
beno¨tigt Gleichung (4.12) eine ausfu¨hrlichere Begru¨ndung:
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Sind schon d+c · log 1
p
Elemente auf dem bisherigen Berechnungspfad ausgeschlossen
worden, so existieren nach Lemma 4.6.5 mit einer Wahrscheinlichkeit von mindestens
1− 2−n nun mehr als k einelementige Mengen in der nun betrachteten Mengenfami-
lie, sodass mit dem Schritt 2 wieder in O(1) die Berechnung abgeschlossen werden
kann. Das Gegenereignis, dass die Berechnung also fortgesetzt werden muss, tritt nur
mit einer Wahrscheinlichkeit von weniger als 2−n ein. Da aber ho¨chstens 2n Rekur-
sionsaufrufe erfolgen ko¨nnen (da in jedem Schritt ho¨chstens zwei Aufrufe mit einer
Grundmenge der Gro¨ße n − 1 erfolgen), tra¨gt auch dieser Fall im Erwartungswert
nur mit O(1) Rekursionsaufrufen bei.
Damit ergibt sich also folgendes Bild: Bei jedem Rekursionsaufruf wird entweder
der Parameter k (bis 0) herunter-, oder der Parameter s (bis d + c · log 1
p
) herauf-
geza¨hlt. Dies geschieht so lang, bis mindestens einer der beiden Parameter an seine
Grenze sto¨ßt. Da auf einem Berechnungspfad diese
”
k-“ bzw.
”
s-Schritte“ in belie-
biger Reihenfolge erfolgen ko¨nnen, ist deren Gesamtanzahl durch die Anzahl aller
Permutationen von k solcher
”
k-“ und d + c · log 1
p
solcher
”
s-Schritte“ beschra¨nkt.
Aufgrund der Wiederholungen gibt es davon genau
(k+d+c·log 1
p
k
)
Stu¨ck. Dies ist also
eine Abscha¨tzung der Anzahl aller Berechnungspfade.
Auf jedem dieser Berechnungspfade wird nun bei jedem Rekursionsaufruf jede Menge
in der Mengenfamilie ho¨chstens konstant oft betrachtet. Da weder bei der Lo¨schung
von Elementen aus den Mengen noch von Mengen selbst aus der Mengenfamilie die
Anzahl der Mengen in der Mengenfamilie erho¨ht wird, ist diese Anzahl an Opera-
tionen immer in O(F).
Fu¨r jeden einzelnen Berechnungspfad finden k+d+ c · log 1
p
Rekursionsaufrufe statt,
bis die Parameter k und s ihre jeweilige Grenze erreicht haben. Danach folgen mit
einer Wahrscheinlichkeit von weniger als 2−n noch weitere n Rekursionsaufrufe, d. h.
im Erwartungswert o(1) weitere. Insgesamt finden also auf jedem solchen Berech-
nungspfad O
((
k + d+ c · log 1
p
)
|F|
)
einzelne Mengenoperationen statt. Und da es
davon ho¨chstens
(k+d+c·log 1
p
k
)
verschiedene gibt, erhalten wir als Produkt die postu-
lierte erwartete Laufzeit.
Da diese die Form f(k, d) · |F| besitzt und die Eingabela¨nge durch |F| gegeben
ist, besitzt der Algorithmus 4.5 – und damit das d-Hitting-Set-Problem – eine
erwartete FPT-Laufzeit, d. h., das Problem ist in avg−FPT.
Um das Laufzeitverhalten besser mit den bekannten Ergebnissen der Worst-Case-
Analyse vergleichen zu ko¨nnen, geben wir eine andere Abscha¨tzung an, die zumindest
fu¨r kleine Werte von d ein a¨hnlich gutes Resultat liefert:
Korollar 4.6.9. Sind in der Situation von Satz 4.6.8 die Wahrscheinlichkeitsfunk-
tion p ≤ exp(−(1 + ε)) und der Parameter d konstant mit d ≤ k, so existiert eine
von p abha¨ngige Konstante c > 0, sodass die erwartete Laufzeit Tp,d(n, k) von Algo-
rithmus 4.5 in O (kd+c · |F|) liegt.
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Beweis. Fu¨r konstante p ist auch c · log 1
p
konstant und der Binominialkoeffizient aus
dem Ergebnis von Satz 4.6.8 kann durch die Ungleichung (k+ d+ c˜)d+c˜ < kd+c nach
oben abgescha¨tzt werden.
Diese nur polynomielle Abha¨ngigkeit vom Parameter k ist damit deutlich besser als
die bisher besten bekannten Abscha¨tzungen. Diese besitzen na¨mlich im Worst-Case-
Fall mit
(
d−1
2
(
1 +
√
1 + 4
(d−1)2
))k
, siehe [41] (wobei dort auch fu¨r kleine Werte
von d kleinere Basen in der exponentiellen Abha¨ngigkeit gezeigt werden konnten),
fu¨r allgemeine Werte von d, aber auch fu¨r den Spezialfall d = 3 mit 2, 0755k, siehe
[97], nur exponentielle Abha¨ngigkeiten vom Parameter k.
Dass das d-Hitting-Set-Problem bei einer Average-Case-Betrachtung eine FPT-
Laufzeit zur Lo¨sung besitzt, ist nicht weiter verwunderlich, da dies auch schon bei
einer Worst-Case-Betrachtung der Fall ist. Jedoch ko¨nnen wir ein a¨hnliches Ergebnis
auch fu¨r das allgemeinere Hitting-Set-Problem zeigen, welches im Worst-Case
sogar W[2]-vollsta¨ndig ist:
Satz 4.6.10 (DasHitting-Set-Problem ist in avg−FPT). Seien n und k natu¨rliche
Zahlen mit k = o(n). Weiterhin sei p : N → [0, 1] eine Wahrscheinlichkeitsfunktion
mit p ≤ exp(−(1+ ε)) fu¨r eine Konstante ε > 0. Daru¨ber hinaus sei G eine Grund-
menge mit |G| = n und F ∼ RS(n, p) eine Mengenfamilie von Teilmengen von G.
Dann existiert eine Konstante c > 0, sodass Algorithmus 4.5 eine erwartete Laufzeit
von
Tp,d(n, k) =
(
k + c · log 1
p
k
)
· O
((
k + c · log 1
p
)
|F|
)
besitzt. Insbesondere ist also das Hitting-Set-Problem in avg−FPT.
Beweis. Da die Auftritts-Wahrscheinlichkeiten aller Teilmengen der Grundmenge
durch p nach unten beschra¨nkt sind, gilt dies also auch fu¨r alle d-elementigen, fu¨r
ein geeignetes, noch zu wa¨hlendes d. Insbesondere ist also auch F ∼ RSd(n, p).
Setzen wir d := log 1
p
, so ist p = exp(−d) und wir ko¨nnen Satz 4.6.8 anwenden. Das
liefert das gewu¨nschte Laufzeit-Ergebnis sowie die Zugeho¨rigkeit des Problems zur
Komplexita¨tsklasse avg−FPT.
Auch hier wollen wir eine Vereinfachung fu¨r konstante Wahrscheinlichkeiten p > 0
angeben:
Korollar 4.6.11. Ist in der Situation von Satz 4.6.10 der Wert p > 0 konstant,
dann existiert eine von p abha¨ngige Konstante c > 0, sodass die erwartete Laufzeit
Tp(n, k) von Algorithmus 4.5 in O (kc · |F|) liegt.
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Beweis. Fu¨r p ≤ exp(−(1 + ε)) liefert Einsetzen und Vereinfachen des Resultats
von Satz 4.6.10 direkt das gewu¨nschte Ergebnis. Da die Laufzeit monoton fallend
in p ist, gilt die angegebene Abscha¨tzung dann auch fu¨r entsprechend gro¨ßere un-
tere Schranken p an die individuellen Auftrittswahrscheinlichkeiten der einzelnen
Mengen.
Schließlich ko¨nnen wir diese Erkenntnisse durch das gewa¨hlte Zufallsmengen-Modell
auf eine Smoothed-Betrachtung u¨bertragen:
Satz 4.6.12 (Smoothed-Komplexita¨t von d-Hitting-Set). Seien n und d natu¨rliche
Zahlen und k : N → N mit d ≤ k = o(n). Weiterhin sei G eine Grundmenge mit
|G| = n und F eine Mengenfamilie von d-elementigen Teilmengen von G sowie
0 < ε ≤ 1
2
eine konstante Sto¨r-Wahrscheinlichkeit, wobei nur die d-elementigen
Teilmengen von G in ihrer Auftrittswahrscheinlichkeit gesto¨rt werden. Dann existiert
eine Konstante c = c(ε) > 0, dass Algorithmus 4.5 eine parametrisierte Smoothed-
Komplexita¨t von
SC(n, k, d, ε) = O (kd+c · nd)
besitzt.
Beweis. Durch die Sto¨rung erha¨lt man eine Mengenfamilie F˜ , die dem Wahrschein-
lichkeitsraum RSd(n, ε) angeho¨rt. Ist ε <
1
e
, kann man nun direkt das Korol-
lar 4.6.9 anwenden. Beru¨cksichtigt man noch, dass F˜ ho¨chstens die (n
d
)
= O (nd)
d-elementigen Teilmengen von G als Elemente entha¨lt, ergibt sich die angegebene er-
wartete Laufzeit. Da das Laufzeitverhalten monoton fallend in der unteren Schranke
an die Auftrittswahrscheinlichkeiten der einzelnen Mengen ist, gilt die Aussage aber
auch fu¨r alle gro¨ßeren Werte von ε.
Wendet man anstatt Korollar 4.6.9 den Satz 4.6.8 an, erha¨lt man eine allgemeinere
Version des eben gezeigten Satzes, die auch gegen 0 gehende Sto¨r-Wahrscheinlich-
keiten abdeckt. Analog erhalten wir auf diese Weise fu¨r das allgemeinere Hitting-
Set-Problem:
Satz 4.6.13 (Smoothed-Komplexita¨t vonHitting-Set). Sei n eine natu¨rliche Zahl
und k : N → N mit k = o(n). Weiterhin sei G eine Grundmenge mit |G| = n und
F eine Mengenfamilie von Teilmengen von G. Schließlich sei ε : N → [0, 1] eine
Sto¨r-Wahrscheinlichkeit mit ε < 1
e
. Werden nur die Teilmengen mit ho¨chstens log 1
ε
Elementen gesto¨rt, dann existiert eine Konstante c > 0, dass Algorithmus 4.5 eine
parametrisierte Smoothed-Komplexita¨t von
SC(n, k, ε) =
(
k + c · log 1
ε
k
)
· O
((
k + c · log 1
ε
)(
nlog
1
ε + |F|
))
besitzt.
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Dabei kann zusa¨tzlich angenommen werden, dass auch alle Teilmengen der Grund-
menge mit ho¨chstens log 1
ε
−1 Elementen nicht gesto¨rt werden. (Insbesondere erha¨lt
man dadurch also keine zusa¨tzliche sehr kleine Mengen in der verrauschten Mengen-
familie.)
Beweis. Analog zum Beweis von Satz 4.6.12 erhalten wir durch das Verrauschen
eine Mengenfamilie F˜ , die dem Wahrscheinlichkeitsraum RSd(n, ε) fu¨r d = log 1ε
angeho¨rt. Damit kann Satz 4.6.8 angewendet werden. Beru¨cksichtigt man, dass die
verrauschte Mengenfamilie F˜ neben den Elementen aus F ho¨chstens noch alle d-
elementigen Teilmengen von G entha¨lt, von denen es nd = nlog
1
ε gibt, so erha¨lt man
das angegebene Ergebnis.
Wieder kann man aufgrund der Monotonie Abscha¨tzungen fu¨r die Smoothed-Kom-
plexita¨t fu¨r Werte von 1
e
≤ ε ≤ 1
2
erhalten, indem man in den Satz ein ε˜ < 1
e
einsetzt
und somit eine obere Schranke fu¨r den gesuchten Wert erha¨lt.
Abschließend wollen wir auch hier das Resultat fu¨r konstante Sto¨r-Wahrscheinlich-
keiten ε vereinfachen:
Korollar 4.6.14. Ist in der Situation von Satz 4.6.13 die Sto¨r-Wahrscheinlichkeit
0 < ε ≤ 1
2
konstant, so existiert eine Konstante c = c(ε) > 0, sodass die parametri-
sierte Smoothed-Komplexita¨t von Algorithmus 4.5 gegeben ist durch
SC(n, k, ε) = kc · O (nc + |F|) .
Beweis. Fu¨r ε < 1
e
ergibt sich dies direkt durch Einsetzen in die Aussage von
Satz 4.6.13 und nachtra¨gliches Abscha¨tzen; fu¨r die gro¨ßeren Werte durch die Mono-
tonie.
4.7 Zusammenfassung
Wir haben das Average-Case- und Smoothed-Verhalten dreier archetypischer FPT-,
W[1]- und W[2]-vollsta¨ndiger Probleme Vertex-Cover, Clique und Hitting-
Set untersucht. In allen Fa¨llen lieferten diese Betrachtungen die Einsicht, dass
Worst-Cases rar sind: Allein nach einem leichten Verrauschen werden die Probleme
deutlich einfacher angreifbar als im Worst-Case. Dies zeigt die Sta¨rke, die Techni-
ken der parametrisierten Komplexita¨t im Bereich der Average-Case- und Smoothed-
Betrachtungen erbringen ko¨nnen.
Weiterfu¨hrende Betrachtungen ko¨nnten a¨hnliche Ergebnisse bei anderen Proble-
men wie z. B. dem W[2]-vollsta¨ndigen Dominating Set-Problem aufzeigen. Auch
Ha¨rte-Aussagen und das Finden von Hierarchien wie durch [79] im parametrisierten
Average-Case und a¨hnlich im Smoothed-Fall [13] angedeutet, ko¨nnten interessante
na¨chste Schritte sein.
5 Probabilistische
Greedy-Heuristiken
In diesem Kapitel soll anders als in den beiden vorhergehenden nicht die Eingabe ei-
nem probabilistischen Modell unterliegen, wa¨hrend der Algorithmus deterministisch
formuliert werden kann. Hier betrachten wir stattdessen probabilistische Algorith-
men, die auf feste Eingaben angewandt werden. Es stellt sich dabei heraus, dass diese
Approximations-Algorithmen im Erwartungswert oft deutlich bessere Ergebnisse als
ihre jeweiligen deterministischen Pendants erzeugen.
5.1 Allgemeines
Approximations-Algorithmen und die Frage, wie gut sich ein bestimmtes Problem
u¨berhaupt in polynomieller Zeit approximieren la¨sst, sind insbesondere fu¨r die not-
wendige Lo¨sung in der Praxis auftauchender Probleme von großer Relevanz. Ein
erster Ansatz ist dabei ha¨ufig der eines Greedy-Algorithmus, der jeweils die lokal
beste Auswahl trifft. Fu¨r ganze Klassen verschiedener Probleme liefert ein solches
Vorgehen auch immer eine optimale Lo¨sung. Bei anderen hingegen, kann die Abwei-
chung beliebig groß werden. Fu¨r die im weiteren Verlauf des Kapitels betrachteten
Probleme geben wir in Tabelle 5.1 die entsprechenden Werte an.
In diesem Kapitel wollen wir die hier beschriebene klassische Herangehensweise der
Verwendung von Greedy-Algorithmen insoweit verallgemeinern, als dass die Ent-
scheidung, welches Element jeweils gerade ausgewa¨hlt und der zu konstruierenden
Lo¨sungsmenge hinzugefu¨gt werden soll, nicht mehr deterministisch erfolgt, sondern
einer noch zu konstruierenden Wahrscheinlichkeitsverteilung folgt. Da dieser Prozess
dann zufa¨llig ist, ko¨nnen verschiedene Lo¨sungsmengen dadurch erhalten werden. In-
sofern ergibt es hier nur Sinn, u¨ber die erwartete Gro¨ße einer durch einen solchen
probabilistischen Prozess erzeugten Lo¨sungsmenge zu sprechen. Auch die so erwar-
teten Approximationsfaktoren (bzw. genauer: obere Abscha¨tzungen dafu¨r) finden
sich fu¨r die im Folgenden betrachteten Probleme in Tabelle 5.1.
Es ist darauf hinzuweisen, dass die Idee, deterministische Greedy-Algorithmen durch
ein Zufalls-Element effektiver zu gestalten, schon untersucht wurde. Dabei sind dem
Autor allerdings nur Arbeiten bekannt, die entweder nicht nur das jeweils lokal
beste Element, sondern alle, deren Gu¨te oberhalb eines entsprechenden Schwellwerts
liegen, beru¨cksichtigen (und unter diesen eine gleichverteilte Auswahl treffen), siehe
z. B. [14, 55, 91], oder das Problem als ganzzahliges Lineares Programm formulieren,
eine nicht notwendigerweise ganzzahlige Lo¨sung des relaxierten LPs bestimmen und
dann die entsprechenden Variablen zufa¨llig runden, z. B. [11, 85, 88].
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Jedoch ist dem Autor keine Arbeit bekannt, die die im deterministischen Greedy-
Algorithmus herangezogene und fu¨r die Auswahl der Elemente jeweils zu maximie-
rende Gro¨ße (z. B. Knotengrad o. A¨.) direkt in eine Wahrscheinlichkeitsverteilung
u¨bersetzt, nach der dann das auszuwa¨hlende Element bestimmt wird. Dieser Ansatz
wird deshalb in diesem Kapitel genauer an einigen Beispiel-Problemen untersucht.
det. Greedy-Algo. prob. Greedy-Algo.
Vertex-Cover Θ(log n) [27] 2 Satz 5.2.2
d-Hitting-Set Θ(log n) [27] d Satz 5.3.2
Triangle-Vertex-Deletion Θ(log n) [27] 3 Satz 5.4.2
Dominating-Set mit maxdeg d Θ(log d) [27] d+ 1 Satz 5.5.2
Tabelle 5.1: U¨berblick zur Approximationsgu¨te der deterministischen und in die-
ser Arbeit untersuchten probabilistischen Greedy-Approximations-Al-
gorithmen fu¨r verschiedene Probleme. Bei den probabilistischen Algo-
rithmen ist jeweils eine obere Abscha¨tzung an den erwarteten Approxi-
mationsfaktor angegeben. Dieser gilt damit fu¨r alle Eingaben.
In den folgenden Abschnitten dieses Kapitels werden wir uns verschiedenen Mini-
mierungsproblemen widmen. Bei diesen wird jeweils eine mo¨glichst kleine Teilmenge
einer Grundmenge gesucht, die eine bestimmte Eigenschaft besitzt. Da es sich dabei
zumeist um Graph-Probleme handelt, sei deshalb in Algorithmus 5.1 exemplarisch
nur von solchen die Rede.
Wir wollen nun diese (deterministischen) Greedy-Algorithmen verallgemeinern: An-
statt des jeweils lokal besten Elements soll in jedem Schritt ein Element gema¨ß einer
(noch zu bestimmenden) Wahrscheinlichkeitsverteilung gezogen werden. In Algorith-
mus 5.1 wird ein solches Vorgehen schematisch dargestellt.
Algorithmus 5.1 : Allgemeiner Aufbau eines (probabilistischen) Greedy-
Algorithmus fu¨r Graph-Minimierungs-Probleme
Input : Graph G = (V,E) und eine Menge Z ⊂ V zula¨ssiger Knoten
Output : Eine Lo¨sungsmenge S ⊂ Z
1 if Erfu¨llt die leere Menge die problemspezifische Bedingung? then
2 return ∅.
3 Bestimme eine Wahrscheinlichkeitsverteilung auf der Menge aller zula¨ssiger
Knoten Z.
4 Ziehe gema¨ß dieser Wahrscheinlichkeitsverteilung einen zula¨ssigen Knoten
v ∈ Z.
5 Reduziere problemspezifisch G und Z und lo¨se dieses Subproblem rekursiv.
Dessen Lo¨sungsmenge sei S ′.
6 return S : = S ′ ∪ {v}.
Beim Start-Aufruf von Algorithmus 5.1 wird u¨blicherweise die Menge Z der zu-
la¨ssigen Knoten identisch mit der gesamten Knotenmenge V des Graphen sein:
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Jeder Knoten ist zula¨ssig. Nur in die problemspezifischen Schritte 2 und 5 geht
die Formulierung des zu lo¨senden Minimierungsproblems ein: Wann hat man eine
Lo¨sung gefunden bzw. welche Einschra¨nkung an das Problem ergeben sich aus einer
gefundenen Teillo¨sung? Aber natu¨rlich wird auch die Wahrscheinlichkeitsverteilung
in Schritt 3 im Folgenden abha¨ngig vom jeweils zu lo¨senden Problem gewa¨hlt wer-
den.
Fu¨r die bekannten, deterministischen Greedy-Algorithmen ist diese Wahrscheinlich-
keitsverteilung u¨blicherweise trivial: Ihre gesamte Konzentration liegt auf dem lokal
besten, zula¨ssigen Element. (Gibt es mehrere davon, so wird ha¨ufig eine Gleichver-
teilung, oder eine beliebige, deterministische Auswahl unter diesen angenommen.)
Im Folgenden sollen nun andere Wahrscheinlichkeitsverteilungen betrachtet werden.
Jedoch zeigt diese U¨berlegung, dass die probabilistischen Greedy-Algorithmen, wie
sie in Algorithmus 5.1 beschrieben werden, eine Verallgemeinerung der wohlunter-
suchten deterministischen Greedy-Algorithmen darstellen.
In der weiteren Untersuchung werden wir dabei Wahrscheinlichkeitsverteilungen ver-
wenden, sodass bei jedem Aufruf des Algorithmus mit mindestens einer festen Wahr-
scheinlichkeit p dabei ein Knoten, der zu einer optimalen Lo¨sungsmenge geho¨rt, ge-
zogen wird. Dabei ist der Wert von p problemspezifisch und gegebenenfalls abha¨ngig
von weiteren Problem-Parametern. Da aber das Vorgehen in all diesen Fa¨llen auf
gleiche Weise zu den entsprechenden Resultaten u¨ber die erwartete Gro¨ße der ge-
fundenen Lo¨sungsmengen fu¨hrt, wie wir sie in Tabelle 5.1 zusammengefasst haben,
mo¨chten wir dieses Vorgehen hier allgemein erla¨utern.
Dabei sei ab nun fu¨r eine Instanz, auf die Algorithmus 5.1 angewendet wird, ei-
ne optimale Lo¨sungsmenge fixiert. Diese habe die Gro¨ße OPT . Wird in Schritt 4
ein Element dieser fixierten optimalen Lo¨sungsmenge gezogen, so sprechen wir von
einem
”
Erfolg“.
Lemma 5.1.1. Wird in Algorithmus 5.1 eine Wahrscheinlichkeitsverteilung verwen-
det, die in jedem Aufruf sichert, dass mit mindestens der Wahrscheinlichkeit p ein
Erfolg eintritt, so beno¨tigt der Algorithmus im Erwartungswert ho¨chstens 1
p
· OPT
Rekursionsaufrufe, bis eine Lo¨sungsmenge gefunden wurde. Der erwartete Approxi-
mationsfaktor la¨sst sich also nach oben durch 1
p
abscha¨tzen.
Beweis. Zuerst berechnen wir die erwartete Anzahl von Rekursionsaufrufen bzw.
”
Versuchen“, bis ein Erfolg eingetreten ist. Da p eine untere Schranke fu¨r die Wahr-
scheinlichkeit in einem beliebigen Versuch fu¨r einen Erfolg ist, beno¨tigt man mit
Wahrscheinlichkeit von ho¨chstens p = p
1−p
· (1 − p)1 genau einen, mit Wahrschein-
lichkeit von ho¨chstens p
1−p
· (1− p)2 genau zwei, . . . und mit Wahrscheinlichkeit von
ho¨chstens p
1−p
· (1− p)` genau ` Versuche, bis der erste Erfolg eintritt.
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Der Erwartungswert der Anzahl der beno¨tigten Versuche fu¨r den na¨chsten Erfolg
betra¨gt also ho¨chstens
E ≤
∞∑
`=1
p
1− p · ` · (1− p)
` =
p
1− p ·
∞∑
t=0
∞∑
`=1
(1− p)`+t
=
p
1− p ·
∞∑
t=0
(1− p)t
∞∑
`=1
(1− p)` = p
1− p ·
∞∑
t=0
(1− p)t · 1− p
p
=
p
1− p ·
1− p
p2
=
1
p
.
Nach erwarteten 1
p
Versuchen hat man demnach einen zusa¨tzlichen Erfolg; nach
erwarteten OPT · 1
p
entsprechend OPT Erfolgsfa¨lle. Damit ist in der so gefundenen
die vorher fixierte optimale Lo¨sungsmenge eine Teilmenge und deshalb selbst eine
Lo¨sung, die erwartet nur um den Faktor 1
p
gro¨ßer ist als das Optimum.
Wichtig zu bemerken ist, dass diese Aussage u¨ber die erwartete Approximationsgu¨te
des Algorithmus bezu¨glich der Instanzen eine Worst-Case-Abscha¨tzung ist. Allein
die Auswahl des jeweiligen Knotens in Schritt 4 von Algorithmus 5.1 entha¨lt das
Zufallselement in dieser Betrachtung.
Ist man mit einer 1
p
-Approximation noch nicht zufrieden, so kann man – unter In-
vestition von entsprechend mehr Zeit – auch deutlich na¨her am Optimum liegende
Lo¨sungsmengen finden:
Lemma 5.1.2. Sei 0 < p ≤ 1 und 1 ≤ α ≤ 1
p
. Wird in Algorithmus 5.1 eine Wahr-
scheinlichkeitsverteilung verwendet, die in jedem Aufruf sichert, dass mit mindestens
der Wahrscheinlichkeit p ein Erfolg eintritt, so gibt es einen Wert OPTmin, der nur
von p und α abha¨ngt, sodass fu¨r alle Instanzen mit OPT ≥ OPTmin mit Wahrschein-
lichkeit von mehr als 1
2
unter den Ergebnissen von 3 · exp
(
(− log p) · 1−αp
1−p
·OPT
)
Durchla¨ufen des Algorithmus 5.1 sich eines befindet, dass nur um einen Faktor α
gro¨ßer ist als das Optimum OPT . Ist p ≤ 1
4
, so genu¨gen fu¨r die gleiche Wahrschein-
lichkeitsaussage auch 4 · exp
(
2 (1−αp)
2
αp
·OPT
)
Durchla¨ufe.
Wir bemerken, dass fu¨r alle Probleme, in denen das Optimum beschra¨nkt ist, fu¨r
die also das Lemma nur bedingte bis keine Aussage machen wu¨rde, ein einfacherer
Algorithmus, der alle potentiellen Lo¨sungsmengen durchprobiert, auch nur eine po-
lynomielle Laufzeit ha¨tte. Die entsprechenden Probleme liegen also in P und mu¨ssen
hier nicht weiter betrachtet werden, da sie in polynomieller Zeit exakt gelo¨st werden
ko¨nnen und nicht approximiert werden mu¨ssen. Daher ko¨nnen wir fu¨r die weitere Be-
trachtung annehmen, dass die Instanzen der hier betrachteten Probleme Folgen von
Instanzen besitzen, deren optimale Lo¨sungsmengen unbeschra¨nkt wachsen. Damit
ist das Lemma 5.1.2 von entsprechender Bedeutung.
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Weiterhin ist wegen
(− log p) · 1− αp
1− p ≥2
(1− αp)2
αp
⇔(− log p) · 1
1− p ≥2 ·
1− αp
αp
⇔(− log p) · αp
1− p ≥2 · (1− αp)
⇔(− log p) · p
1− p ≥2 ·
(
1
α
− p
)
fu¨r festes p und genu¨gend große α < 1
p
die zweite Angabe in Lemma 5.1.2 der
beno¨tigten Durchla¨ufe eine echte Verscha¨rfung der ersten.
Beweis. Zuerst bestimmen wir die Wahrscheinlichkeit P , dass ein beliebiger Durch-
lauf von Algorithmus 5.1 zu einer α-Approximation fu¨hrt:
Dazu betrachten wir die vom Algorithmus x = α−1
1−p
·OPT zuerst ausgewa¨hlten Ele-
mente. Wir bemerken, dass wegen α ≤ 1
p
und damit p ≤ 1
α
bzw. 1−p ≥ 1− 1
α
= α−1
α
dieser Wert x ≤ α ·OPT ist. Dass sich bei der Auswahl dieser x Elemente darunter
mindestens p ·x Erfolge befinden, geschieht mit einer Wahrscheinlichkeit, die fu¨r un-
beschra¨nkt wachsendes OPT (und damit auch, bei fest gewa¨hlten Parametern p und
α, unbeschra¨nkt wachsendes x) gegen 1
2
geht: Die zugrundeliegende Binomialvertei-
lung, die die Zahl der Erfolge misst, na¨hert sich immer weiter der Normalverteilung
an. Und fu¨r diese ist aus Symmetriegru¨nden die Wahrscheinlichkeit, mindestens die
erwartete Anzahl p · x an Erfolgen zu erhalten, 1
2
. Es gibt demnach einen Wert
OPTmin, der nur von p und α abha¨ngt, sodass fu¨r alle OPT ≥ OPTmin die Wahr-
scheinlichkeit, dass unter x Versuchen mindestens p · x Erfolge sind, mindestens 1
3
betra¨gt.
Um eine Lo¨sungsmenge zu erhalten, fehlen also dann nur noch ho¨chstens
y = OPT − p · x = OPT ·
(
1− p · α− 1
1− p
)
= OPT · (1− p)− p · (α− 1)
1− p
= OPT · 1− α · p
1− p
weitere Erfolge. Dass nun jedes der folgenden y von Algorithmus 5.1 ausgewa¨hlten
Elemente einen Erfolg liefert, geschieht offenbar mindestens mit der Wahrscheinlich-
keit py. Insgesamt erhalten wir also eine Lo¨sungsmenge, die mit Wahrscheinlichkeit
P ≥ 1
3
· p 1−αp1−p OPT aus ho¨chstens x+ y =
(
α−1
1−p
+ 1−α·p
1−p
)
·OPT = α ·OPT Elementen
besteht.
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Wird der Algorithmus 5.1 also 1
P
= 3·
(
1
p
) 1−αp
1−p
·OPT
= 3·exp
(
(− log p) · 1−αp
1−p
·OPT
)
mal wiederholt ausgefu¨hrt, so ist die Wahrscheinlichkeit, dass in keinem dieser
Durchla¨ufe eine α-Approximation gefunden wird, ho¨chstens 1 − (1 − P ) 1p , was fu¨r
alle P > 0 selbst gro¨ßer ist als 1 − 1
e
> 1
2
. Damit ist der erste Teil der Aussage
bewiesen.
Ist dagegen p ≤ 1
4
, so ko¨nnen wir mit der in Lemma 2.8.2 angegebenen inversen
Chernoff-Schranke ein noch leicht besseres Ergebnis erhalten. Die Wahrscheinlich-
keit P , bei einem Durchlauf von Algorithmus 5.1 eine α-Approximation zu erhalten,
la¨sst sich dann wie folgt nach unten abscha¨tzen:
Bei α · OPT von Algorithmus 5.1 ausgewa¨hlten Elementen liegt die erwartete An-
zahl an Erfolgen bei mindestens µ = (αp) · OPT . Da aber OPT Erfolge notwen-
dig sind, damit wir garantieren ko¨nnen, dass eine Lo¨sungsmenge gefunden wur-
de, muss die Anzahl der Erfolge um den Faktor 1 + δ = 1
αp
gro¨ßer sein. Setzen
wir dies nun in Lemma 2.8.2 ein, so erhalten wir mit δ2µ = (1−αp)
2
αp
· OPT , dass
schon mit der Wahrscheinlichkeit P ≥ 1
4
exp
(
−2 (1−αp)2
αp
·OPT
)
bei einem Durch-
lauf eine α-Approximation gefunden wird. Also genu¨gen mit dem gleichen Gedanken
wie oben 4 · exp
(
2 (1−αp)
2
αp
·OPT
)
Durchla¨ufe, um mit Wahrscheinlichkeit 1
2
eine α-
Approximation zu finden.
Abschließend bemerken wir, dass man durch das Setzen von α = 1 im Lemma 5.1.2
damit auch einen einfachen randomisierten FPT-Algorithmus fu¨r das betrachtete
Problem erha¨lt:
Lemma 5.1.3. Sei k ∈ N und 0 < p ≤ 1.Wird in Algorithmus 5.1 eine Wahrschein-
lichkeitsverteilung verwendet, die in jedem Aufruf sichert, dass mit mindestens der
Wahrscheinlichkeit p ein Erfolg eintritt, so wird fu¨r alle Instanzen, in denen eine
Lo¨sungsmenge der Gro¨ße ho¨chstens k existiert, diese in einer erwarteten Anzahl
von ho¨chstens
(
1
p
)k
Durchla¨ufen von Algorithmus 5.1 gefunden. Da ein solcher nur
polynomielle Laufzeit in Abha¨ngigkeit der Eingabegro¨ße besitzt, erha¨lt man damit
insgesamt eine erwartete FPT-Laufzeit.
Beweis. Die Wahrscheinlichkeit P , eine Lo¨sung der Gro¨ße ho¨chstens k in einem
Durchlauf von Algorithmus 5.1 zu finden, ist durch P ≥ pk gegeben: Bei jedem
vom Algorithmus ausgewa¨hlten Element besteht nach Voraussetzung die Wahr-
scheinlichkeit von mindestens p Teil der gesuchten Lo¨sungsmenge zu sein. Da die-
se Wahrscheinlichkeiten unabha¨ngig voneinander sind, multiplizieren sie sich zur
Abscha¨tzung von P .
Damit ist die erwartete Anzahl von Durchla¨ufen, bis einer die gesuchte Lo¨sungs-
menge findet, ho¨chstens 1
P
, was das Lemma beweist.
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5.2 Das Vertex-Cover-Problem
Beim Vertex-Cover-Problem, welches schon zuvor in dieser Arbeit betrachtet
wurde, soll eine mo¨glichst kleine Teilmenge der Knoten eines Graphen ausgewa¨hlt
werden, sodass jede Kante im Graphen mindestens einen Endpunkt in der aus-
gewa¨hlten Knoten-Teilmenge besitzt.
Da also mit mo¨glichst wenigen Knoten mo¨glichst viele Kanten abgedeckt werden
sollen, wa¨hlt der klassische (deterministische) Greedy-Algorithmus in jedem Schritt
einen Knoten, der maximal viele neue Kanten abdeckt, aus. Dies verallgemeinern
wir dahingehend, dass nun ein Knoten gema¨ß einer Wahrscheinlichkeitsverteilung
ausgewa¨hlt wird, die proportional zur Anzahl der vom jeweiligen Knoten neu ab-
gedeckten Kanten ist. Algorithmus 5.2 als Spezialisierung von Algorithmus 5.1 gibt
dies noch einmal in detaillierter Form wieder.
Algorithmus 5.2 : Probabilistischer Greedy-Algorithmus fu¨r das Vertex-
Cover-Problem
Input : Graph G = (V,E)
Output : Eine Knotenu¨berdeckung S ⊂ V
1 if Sind im Graphen keine weiteren Kanten mehr zu u¨berdecken? then
2 return ∅.
3 Bestimme fu¨r jeden Knoten die Anzahl der noch nicht u¨berdeckten Kanten,
deren Endpunkt er ist.
4 Ziehe gema¨ß der Wahrscheinlichkeitsverteilung, die proportional zu den eben
bestimmten Anzahlen ist, einen zula¨ssigen Knoten v ∈ V .
5 Lo¨sche den Knoten v sowie alle seine Kanten aus G und lo¨se dieses
Subproblem rekursiv. Dessen Lo¨sungsmenge sei S ′.
6 return S : = S ′ ∪ {v}.
Zu bemerken ist dabei, dass in Algorithmus 5.2 immer alle noch vorhandenen Kno-
ten zula¨ssig sind. Deshalb wurde konsequent fu¨r die Menge Z der zula¨ssigen Kno-
ten in Algorithmus 5.1 die gesamte Knotenmenge V eingesetzt. Auch geben wir in
Schritt 3 nicht direkt die Wahrscheinlichkeitsverteilung an, sondern ermitteln fu¨r je-
den zula¨ssigen Knoten ein nicht-negatives Gewicht (hier der Knotengrad) und legen
die Wahrscheinlichkeitsverteilung dann so fest, dass die Auswahlwahrscheinlichkeit
eines Knotens proportional zu seinem Gewicht ist. Dies werden wir aufgrund der
einfacheren Formulierung auch in den folgenden Abschnitten beibehalten.
Damit wir das Lemma 5.1.1 anwenden ko¨nnen, mu¨ssen wir zeigen, dass diese Wahr-
scheinlichkeitsverteilung die Eigenschaft erfu¨llt, dass in jedem Schritt die Wahr-
scheinlichkeit, einen Erfolg zu erzielen (d. h., einen Knoten der fixierten optimalen
Lo¨sungsmenge zu ziehen), durch einen Wert p > 0 abgescha¨tzt werden kann. Dies
soll im folgenden Lemma geschehen.
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Lemma 5.2.1. Sei G ein Graph und M eine fixierte, optimale Knotenu¨berdeckung
von G. Dann ist fu¨r jeden Rekursions-Aufruf von Algorithmus 5.2, der nicht die
leere Menge als Lo¨sung zuru¨ckgibt, die Wahrscheinlichkeit, ein Element aus M zu
ziehen, mindestens 1
2
.
Beweis. Es sei g die Summe der Gewichte der bisher noch nicht gezogenen Elemente
der fixierten, optimalen Knotenu¨berdeckungM und s die Summe der Gewichte aller
(zula¨ssigen) Knoten. Dann betra¨gt die Wahrscheinlichkeit dafu¨r, eines der Elemente
aus M zu ziehen und mithin einen Erfolg zu erzielen, also p = g
s
.
Da die noch fehlenden Elemente ausM weiterhin alle Kanten u¨berdecken, muss also
g ≥ |E| gelten. Umgekehrt wird aber jede Kante von genau zwei Knoten u¨berdeckt,
sodass die Summe s der Knotengrade u¨ber alle Knoten des Graphen jede Kante
genau zweimal za¨hlt. Also ist s = 2 · |E|.
Setzen wir dies ein, erhalten wir p ≥ |E|
2·|E|
= 1
2
.
Damit folgt der erste Satz u¨ber die Approximationsgu¨te eines probabilistischen
Greedy-Algorithmus:
Satz 5.2.2. Der Algorithmus 5.2 besitzt einen erwarteten Approximationsfaktor von
α = 2. Das heißt, die von Algorithmus 5.2 gefundene Knotenu¨berdeckung ist im
Erwartungswert ho¨chstens doppelt so groß wie eine optimale.
Bemerkenswert ist dies, da der deterministische Greedy-Algorithmus nur einen ga-
rantierten Approximationsfaktor von Θ(log |V |) besitzt, siehe zum Beispiel [27] und
[64]. Numerische Simulationen lassen vermuten, dass fu¨r Graphen mit n ≥ 2 Knoten
der im Worst-Case eintretende Approximationsfaktor von Algorithmus 5.2 den Wert
2− 2−(n−2) besitzt.
Beweis. Nach Lemma 5.2.1 ist in jedem nicht-trivialen Durchlauf von Algorith-
mus 5.2 die Wahrscheinlichkeit, einen Erfolg zu erzielen, mindestens p = 1
2
. Wenden
wir in dieser Situation nun das Lemma 5.1.1 an, erhalten wir den erwarteten Ap-
proximationsfaktor von 1
p
= 2, was die zu beweisende Aussage zeigt.
Aber man kann ja auch – mit etwas mehr no¨tiger Laufzeit – bessere Approximationen
erzeugen:
Satz 5.2.3. Sei 1 ≤ α < 2. Dann findet Algorithmus 5.2 mit Wahrscheinlich-
keit von mehr als 1
2
in ho¨chstens 3 · exp ((2 log 2) · (1− α
2
) ·OPT) Durchla¨ufen eine
Lo¨sungsmenge der Gro¨ße von ho¨chstens α ·OPT .
Beweis. Wendet man Lemma 5.1.2 mit p = 1
2
an, folgt sofort das gewu¨nschte Er-
gebnis.
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Dabei ist zu bemerken, dass das Vertex-Cover-Problem mit deterministischen
Algorithmen nicht besser als mit dem Faktor 1, 36 approximiert werden kann, es
sei denn P = NP, [33]. Mit Satz 5.2.3 jedoch erhalten wir – aufgrund der poly-
nomiellen Laufzeit eines Durchlaufs von Algorithmus 5.2 – einen randomisierten
FPT-Approximations-Algorithmus, der beliebig genaue Na¨herungen einer optima-
len Lo¨sung liefert. Dass dergleichen u¨berhaupt existiert, mag bei der Existenz von
(Worst-Case)-FPT-Algorithmen fu¨r dieses Problem, die sogar das Optimum finden,
nicht allzu sehr verwundern. Da die erwartete Laufzeit der hier angegebenen Vorge-
hensweise fu¨r α → 2 auf eine polynomielle (und sogar lineare) Funktion fa¨llt, stellt
sie, wenn auch etwas gro¨bere Na¨herungen ausreichen – zum Beispiel fu¨r eine Initia-
lisierung weiterer Prozesse – eine (im Erwartungswert) schnellere Alternative als die
bekannten (deterministischen) FPT-Algorithmen dar.
Wir weisen darauf hin, dass eine a¨hnliche Aussage sich in [49] fu¨r das hier betrachtete
Vertex-Cover-Problem findet.
Das Vorgehen in Algorithmus 5.2 ist dabei a¨quivalent zur gleichverteilten Auswahl
einer bisher noch unu¨berdeckten Kante und dann wiederum gleichverteilt einer ihrer
beiden Endknoten. Wa¨hrend dieser Ansatz im Sinne eines beschra¨nkten Suchbaums
nur eine parametrisierte Laufzeit von O(2k · n) erhalten la¨sst, wobei k = OPT
die Gro¨ße einer optimalen Knotenu¨berdeckung ist, liefert ein elaborierterer Ansatz,
je nach Ausgestaltung parametrisierte Laufzeiten, die deutlich kleiner sind, z. B.
in O(1, 2738k · n), [26]. Dabei wird insbesondere danach verzweigt, ob ein Knoten
oder alle seine Nachbarn Teil der Lo¨sungsmenge sind. Konstruiert man aber damit
a¨hnlich dem hier gezeigten einen probabilistischen Greedy-Algorithmus, so liefert
dieser interessanter Weise auch nur einen erwarteten Approximationsfaktor von 2.
Da die entsprechende Analyse also keine neuen, besseren Ergebnisse liefert, soll hier
nicht weiter darauf eingegangen werden.
5.3 Das d-Hitting-Set-Problem
Auch das d-Hitting-Set-Problem wurde im vorherigen Kapitel schon betrachtet.
Hierbei ist eine Grundmenge G und eine Mengenfamilie F von Teilmengen von G
gegeben, wobei jede dieser Teilmengen jeweils d Elemente aus der Grundmenge
entha¨lt. Gesucht ist nun eine mo¨glichst kleine Teilmenge S von G, sodass jedes
Element aus F mit S einen nichtleeren Schnitt besitzt.
Ein deterministischer Greedy-Algorithmus wu¨rde hierbei in jedem Durchlauf das
Element der Grundmenge auswa¨hlen, welches in den meisten bisher noch nicht ge-
troffenen Elementen von F vorkommt. Auch dies wollen wir wieder im Sinne einer
stochastischen Auswahl verallgemeinern, indem die Wahrscheinlichkeitsverteilung
proportional zu eben jener Zahl an neu durch das Element getroffenen Mengen der
Mengenfamilie F gewa¨hlt wird.
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Damit verfolgen wir, obwohl es sich in dieser Formulierung nicht um ein Graph-
Problem handelt, einen Ansatz wie im allgemeinen Algorithmus 5.1 bzw. sogar ana-
log zum Algorithmus 5.2, der das Vertex-Cover-Problem lo¨st. Dies kommt auch
nicht von ungefa¨hr, denn fu¨r d = 2 kann das Hitting-Set-Problem auch als die
Suche nach einer Minimum-Knotenu¨berdeckung gedeutet werden. Algorithmus 5.3
gibt die Details an.
Algorithmus 5.3 : Probabilistischer Greedy-Algorithmus fu¨r das Hitting-
Set-Problem
Input : Grundmenge G und Mengenfamilie F ⊂ P(G)
Output : Eine Teilmenge S ⊂ G, sodass jedes Element X ∈ F nichtleeren
Schnitt mit S besitzt.
1 if Ist F = ∅? then
2 return ∅.
3 Bestimme fu¨r jedes Element der Grundmenge die Anzahl der Mengen aus F ,
deren Element es ist.
4 Ziehe gema¨ß der Wahrscheinlichkeitsverteilung, die proportional zu den eben
bestimmten Anzahlen ist, ein Element v ∈ G.
5 Lo¨sche das Element v aus G sowie alle Mengen, die es als Element enthalten,
aus F und lo¨se dieses Subproblem rekursiv. Dessen Lo¨sungsmenge sei S ′.
6 return S : = S ′ ∪ {v}.
Der Algorithmus 5.3 lo¨st dabei das generelle Hitting-Set-Problem. Die Einschra¨n-
kung, dass die Mengen in F jeweils genau d Elemente besitzen sollen, ist nur fu¨r
die Bestimmung der Approximationsgu¨te notwendig. Diese wollen wir im Folgenden
ermitteln und folgen dem Vorgehen aus Abschnitt 5.2.
Lemma 5.3.1. Sei G eine Menge, F eine Familie von Teilmengen mit je d ver-
schiedenen Elementen von G und M eine fixierte, optimale Teilmenge von G, so-
dass jedes Element aus F mit M einen nichtleeren Schnitt besitzt. Dann ist fu¨r
jeden Rekursions-Aufruf von Algorithmus 5.3, der nicht die leere Menge als Lo¨sung
zuru¨ckgibt, die Wahrscheinlichkeit, ein Element aus M zu ziehen, mindestens 1
d
.
Beweis. Wie in Lemma 5.2.1 sei g die Summe der Gewichte der bisher noch nicht
gezogenen Elemente der fixierten, optimalen Lo¨sungsmenge M und s die Summe
der Gewichte aller (zula¨ssigen) Elemente der Grundmenge. Dann betra¨gt die Wahr-
scheinlichkeit dafu¨r, eines der Elemente aus M zu ziehen und mithin einen Erfolg
zu erzielen, also p = g
s
.
Da die noch fehlenden Elemente aus M weiterhin alle Mengen aus der Familie F
treffen, muss also g ≥ |F| gelten. Umgekehrt wird aber jede dieser Mengen von
genau d Elementen der Grundmenge getroffen, sodass die Summe s der Gewichte
aller Elemente jede dieser Mengen in F genau d-mal za¨hlt. Demnach ist s = d · |F|.
Setzen wir dies ein, erhalten wir p ≥ |F|
d·|F|
= 1
d
.
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Satz 5.3.2. Der Algorithmus 5.3 besitzt bei Aufrufen, bei der alle Mengen der Fa-
milie F jeweils genau d Elemente besitzen, einen erwarteten Approximationsfaktor
von α = d. Das heißt, die von Algorithmus 5.3 gefundene Lo¨sungsmenge ist im
Erwartungswert ho¨chstens d mal so groß wie eine optimale.
Beweis. Nach Lemma 5.3.1 ist in jedem nicht-trivialen Durchlauf von Algorith-
mus 5.3 die Wahrscheinlichkeit, einen Erfolg zu erzielen, mindestens p = 1
d
. Wenden
wir in dieser Situation nun das Lemma 5.1.1 an, erhalten wir den erwarteten Ap-
proximationsfaktor von 1
p
= d.
Und wieder ko¨nnen wir – unter Benutzung von mehr Laufzeit – bessere Approxima-
tionen erzeugen:
Satz 5.3.3. Sei 1 ≤ α < d. Dann findet Algorithmus 5.3 mit Wahrscheinlichkeit
von mehr als 1
2
in ho¨chstens 3 · exp ((d log d) · (1− α
d
) ·OPT) Durchla¨ufen eine
Lo¨sungsmenge der Gro¨ße von ho¨chstens α ·OPT .
Beweis. Wendet man Lemma 5.1.2 mit p = 1
d
an, folgt sofort das gewu¨nschte Er-
gebnis.
Die Voraussetzung der Sa¨tze 5.3.2 und 5.3.3 bzw. Lemma 5.3.1, dass die Mengen der
Familie jeweils genau d Elemente besitzen mu¨ssen, kann auch ohne Einschra¨nkung
zu
”
ho¨chstens d Elemente“ abgeschwa¨cht werden. Damit ergibt sich also eine ent-
sprechende Aussage fu¨r das allgemeine Hitting-Set-Problem mit dem Parameter
”
Ma¨chtigkeit der gro¨ßten Menge“.
5.4 Das Triangle-Vertex-Deletion-Problem
Beim Triangle-Vertex-Deletion-Problem ist ein Graph gegeben und es wird
eine mo¨glichst kleine Teilmenge seiner Knoten gesucht, nach deren Lo¨schen (mitsamt
ihrer Kanten) der nun kleinere Graph kein Dreieck, d. h. K3, mehr als Teilgraphen
entha¨lt. Dies kann man als eine Variation des Vertex-Cover-Problems ansehen,
da dort nach dem Lo¨schen der Lo¨sungsmenge keine Kante, d. h. also K2, mehr
vorhanden sein soll.
In einem deterministischen Greedy-Algorithmus bestimmt man in jedem Durchlauf
denjenigen Knoten, dessen Lo¨schen die meisten Dreiecke eliminiert. Auch dies wird
jetzt wieder verallgemeinert, indem die Anzahl der Dreiecke, an denen ein Knoten
beteiligt ist, als Gewicht gewa¨hlt wird, zu dem dann seine Auswahlwahrscheinlichkeit
proportional sein soll. Algorithmus 5.4 entha¨lt die Details.
Auch die in Algorithmus 5.4 verwendete Wahrscheinlichkeitsverteilung soll analog
dem Vorgehen der vorherigen Abschnitte analysiert werden:
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Algorithmus 5.4 : Probabilistischer Greedy-Algorithmus fu¨r das Triangle-
Vertex-Deletion-Problem
Input : Graph G = (V,E)
Output : Eine Teilmenge S ⊂ V der Knoten, nach deren Lo¨schung G keinen
K3 mehr entha¨lt.
1 if Sind im Graphen keine weiteren Dreiecke mehr enthalten? then
2 return ∅.
3 Bestimme fu¨r jeden Knoten die Anzahl der Dreiecke, an denen er beteiligt
ist.
4 Ziehe gema¨ß der Wahrscheinlichkeitsverteilung, die proportional zu den eben
bestimmten Anzahlen ist, einen zula¨ssigen Knoten v ∈ V .
5 Lo¨sche den Knoten v sowie alle seine Kanten aus G und lo¨se dieses
Subproblem rekursiv. Dessen Lo¨sungsmenge sei S ′.
6 return S : = S ′ ∪ {v}.
Lemma 5.4.1. Sei G = (V,E) ein Graph und M eine fixierte, optimale Teilmenge
von V , sodass der von V \M erzeugte Teilgraph von G keinen K3 mehr entha¨lt.
Dann ist fu¨r jeden Rekursions-Aufruf von Algorithmus 5.4, der nicht die leere Men-
ge als Lo¨sung zuru¨ckgibt, die Wahrscheinlichkeit, ein Element aus M zu ziehen,
mindestens 1
3
.
Beweis. Wie in Lemma 5.2.1 sei g die Summe der Gewichte der bisher noch nicht
gezogenen Elemente der fixierten, optimalen Lo¨sungsmengeM und s die Summe der
Gewichte aller Knoten des Graphen. Dann betra¨gt die Wahrscheinlichkeit dafu¨r,
eines der Elemente aus M zu ziehen und mithin einen Erfolg zu erzielen, wieder
p = g
s
.
Da die noch fehlenden Elemente aus M weiterhin alle Dreiecke abdecken, muss also
g ≥ |D| gelten, wobei D die Menge der in G enthaltenen Dreiecke sei. Umgekehrt
wird aber jede dieser Dreiecke von genau drei Knoten gebildet, sodass die Summe s
der Gewichte aller Knoten jedes Dreieck in D genau dreimal za¨hlt. Also ist s = 3·|D|.
Setzen wir dies ein, erhalten wir p ≥ |D|
3·|D|
= 1
3
.
Satz 5.4.2. Der Algorithmus 5.4 besitzt einen erwarteten Approximationsfaktor von
α = 3. Das heißt, die von Algorithmus 5.4 gefundene Lo¨sungsmenge ist im Erwar-
tungswert ho¨chstens dreimal so groß wie eine optimale.
Beweis. Nach Lemma 5.4.1 ist in jedem nicht-trivialen Durchlauf von Algorith-
mus 5.4 die Wahrscheinlichkeit, einen Erfolg zu erzielen, mindestens p = 1
3
. Wenden
wir in dieser Situation nun das Lemma 5.1.1 an, erhalten wir den erwarteten Ap-
proximationsfaktor von 1
p
= 3.
Auch hier ko¨nnen wir wieder den Tradeoff zwischen besserer Approximationsgu¨te
und erwarteter Laufzeit erzeugen:
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Satz 5.4.3. Sei 1 ≤ α < 3. Dann findet Algorithmus 5.3 mit Wahrscheinlich-
keit von mehr als 1
2
in ho¨chstens 3 · exp ((3 log 3) · (1− α
3
) ·OPT) Durchla¨ufen eine
Lo¨sungsmenge der Gro¨ße von ho¨chstens α ·OPT .
Beweis. Wendet man Lemma 5.1.2 mit p = 1
3
an, folgt sofort das gewu¨nschte Er-
gebnis.
Wa¨hrend das Triangle-Vertex-Deletion-Problem sich noch direkt auf das 3-
Hitting-Set-Problem reduzieren la¨sst (die Grundmenge ist dabei die Knotenmen-
ge und die Mengenfamilie die Menge aller Dreiecke im Graphen), ist dies fu¨r das
allgemeine Subgraph-Vertex-Deletion-Problem nicht mehr der Fall. Jedoch
la¨sst sich auch hier der probabilistische Greedy-Algorithmus entsprechend anwen-
den und man erha¨lt auf analoge Weise im Erwartungswert eine a-Approximation,
wenn der zu entfernende Subgraph a Knoten besitzt.
5.5 Das Dominating-Set-Problem in Graphen mit
Maximalgrad d
Der folgende Abschnitt widmet sich dem Dominating-Set-Problem. Dabei ist ein
Graph G = (V,E) gegeben und es ist eine mo¨glichst kleine Teilmenge S ⊂ V der
Knotenmenge gesucht, sodass jeder weitere Knoten in V \ S mit mindestens einem
der Knoten aus S durch eine Kante verbunden ist. Man sagt auch, dass ein Knoten
dabei seine abgeschlossene Nachbarschaft (d. h. inklusive sich selbst) dominiert.
Ein deterministischer Greedy-Algorithmus wa¨hlt nun in jedem Schritt den Knoten
aus, der die meisten neuen Knoten dominiert. Wieder verallgemeinern wir diesen
Ansatz, indem wir den Knoten mit Wahrscheinlichkeit proportional zu dieser Anzahl
auswa¨hlen. Algorithmus 5.5 geht dabei genauer ins Detail.
Initial wird Algorithmus 5.5 mit der Menge der noch nicht dominierten Knoten
D = V aufgerufen. Er lo¨st allgemein das Dominating-Set-Problem. Um jedoch
geeignete Aussagen u¨ber die in Schritt 4 verwendete Wahrscheinlichkeitsverteilung
gema¨ß der in Schritt 3 ermittelten Gewichte zu erhalten, werden wir im Folgenden
nur eine Einschra¨nkung an die Eingabe-Graphen betrachten: Graphen mit einem
vorgegebenen Maximalgrad d.
Lemma 5.5.1. Sei G = (V,E) ein Graph mit Maximalgrad d und M eine fixierte,
optimale dominierende Teilmenge von V , d. h., jeder Knoten in V \M besitzt min-
destens einen Nachbarn in M und M hat dabei die dafu¨r minimal mo¨gliche Gro¨ße.
Dann ist fu¨r jeden Rekursions-Aufruf von Algorithmus 5.5, der nicht die leere Men-
ge als Lo¨sung zuru¨ckgibt, die Wahrscheinlichkeit, ein Element aus M zu ziehen,
mindestens 1
d+1
.
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Algorithmus 5.5 : Probabilistischer Greedy-Algorithmus fu¨r Dominating-
Set
Input : Graph G = (V,E) und eine Menge D ⊂ V der noch nicht
dominierten Knoten
Output : Eine Teilmenge S ⊂ V der Knoten, die alle Knoten aus D
dominiert.
1 if Ist D = ∅? then
2 return ∅.
3 Bestimme fu¨r jeden Knoten aus V die Anzahl der Knoten aus D, die dieser
dominiert.
4 Ziehe gema¨ß der Wahrscheinlichkeitsverteilung, die proportional zu den eben
bestimmten Anzahlen ist, einen zula¨ssigen Knoten v ∈ V .
5 Lo¨sche den Knoten v aus G sowie alle durch ihn dominierten (inkl. ihm
selbst) aus D und lo¨se dieses Subproblem rekursiv. Dessen Lo¨sungsmenge
sei S ′.
6 return S : = S ′ ∪ {v}.
Beweis. Wie in Lemma 5.2.1 sei g die Summe der Gewichte der bisher noch nicht
gezogenen Elemente der fixierten, optimalen Lo¨sungsmengeM und s die Summe der
Gewichte aller Knoten des Graphen. Dann betra¨gt die Wahrscheinlichkeit dafu¨r,
eines der Elemente aus M zu ziehen und mithin einen Erfolg zu erzielen, wieder
p = g
s
.
Die Menge der noch zu dominierenden Knoten sei mit D bezeichnet. Da die noch
fehlenden Elemente ausM weiterhin alle Knoten aus D abdecken, muss also g ≥ |D|
gelten. Umgekehrt kann jeder der Knoten aus D nur von sich und seinen ho¨chstens d
Nachbarn dominiert werden, sodass die Summe s aller Gewichte durch s ≤ (d+1)·|D|
beschra¨nkt ist.
Setzen wir dies ein, erhalten wir p ≥ |D|
(d+1)·|D|
= 1
d+1
.
Satz 5.5.2. Der Algorithmus 5.5 besitzt einen erwarteten Approximationsfaktor von
α = (d + 1). Das heißt, die von Algorithmus 5.5 gefundene Lo¨sungsmenge ist im
Erwartungswert ho¨chstens d+ 1-mal so groß wie eine optimale.
Beweis. Nach Lemma 5.5.1 ist in jedem nicht-trivialen Durchlauf von Algorith-
mus 5.4 die Wahrscheinlichkeit, einen Erfolg zu erzielen, mindestens p = 1
(d+1)
.
Wenden wir in dieser Situation nun das Lemma 5.1.1 an, erhalten wir den erwarte-
ten Approximationsfaktor von 1
p
= (d+ 1).
Damit konnten wir hier kein besseres Ergebnis, als fu¨r den deterministischen Greedy-
Algorithmus bekannt ist, zeigen. Denn dieser liefert bei Eingabe-Graphen mit Ma-
ximalgrad d in jedem Fall Approximationslo¨sungen, die nur um einen Faktor von
ho¨chstens Θ(log d) gro¨ßer sind als das Optimum.
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Jedoch konnten numerische Simulationen die Vermutung untermauern, dass die in
Algorithmus 5.5 angegebene probabilistische Variante des deterministischen Greedy-
Algorithmus im Erwartungswert nur um einen konstanten Faktor schlechtere Lo¨-
sungen als der deterministische erzeugt.
Dazu wurden auf einer Vielzahl von Erdo˝s-Re´nyi-Graphen mit verschiedenen Kan-
tenwahrscheinlichkeiten von p = 0, 02 bis 0, 5 und Knotenanzahlen von 10 bis 1000
jeweils mittels des deterministischen und dem hier angegebenen probabilistischen
Greedy-Algorithmus eine dominierende Menge in diesen Graphen bestimmt. Um fu¨r
den probabilistischen Algorithmus den Erwartungswert der Gro¨ße der gefundenen
dominierenden Menge na¨herungsweise zu erhalten, wurden auf dem gleichen Gra-
phen jeweils 100 Durchla¨ufe von Algorithmus 5.5 durchgefu¨hrt und deren Ergebnisse
gemittelt. Es zeigt sich, dass dabei nie die erhaltene
”
durchschnittliche“ Lo¨sung von
Algorithmus 5.5 um einen Faktor 2 oder mehr gro¨ßer war als die des deterministi-
schen Greedy-Algorithmus. Dies ist deutlich unter dem Faktor Θ
(
d
log d
)
, mit dem
Maximalgrad d des betrachteten Graphen, welcher sich ergeben wu¨rde, wenn die
Aussage von Satz 5.5.2 scharf wa¨re. Offenbar gilt wohl eine viel sta¨rkere Aussage.
Dies wu¨rde aber einerseits bedeuten, dass man mit genu¨gend vielen Wiederholungen
in FPT-Laufzeit bessere Approximationsergebnisse als mit dem deterministischen
Greedy-Algorithmus erzielen ko¨nnte; und sogar mit Lemma 5.1.3 eine Mo¨glichkeit
fu¨r einen randomisierten FPT-Algorithmus fu¨r das Dominating-Set-Problem er-
halten wu¨rde. Dies ist in zuku¨nftigen U¨berlegungen genauer zu untersuchen.
5.6 Zusammenfassung
Wir haben gezeigt, dass eine einfache Verallgemeinerung der simplen Greedy-Strate-
gie auf einen probabilistischen Ansatz bei vielen Problemen im Erwartungswert deut-
lich bessere Na¨herungslo¨sungen als die jeweilige deterministische Variante erzeugt.
Zwar existieren auch andere, bessere deterministische Approximationsalgorithmen
als allein die Verwendung der Greedy-Eigenschaft. Doch auch diese haben gegenu¨ber
den hier vorgestellten probabilistischen Algorithmen den Nachteil, dass sich ihre Er-
gebnisse durch Wiederholung nicht verbessern lassen.
Damit haben wir hier auch eine einfache Strategie zur Konstruktion von effizi-
enten randomisierten FPT-Approximations-Algorithmen aufgezeigt. Weitere Pro-
bleme und auch die Verallgemeinerung anderer deterministischer Approximations-
Algorithmen auf probabilistische Weise bieten sich als zuku¨nftige Untersuchungsge-
gensta¨nde an.
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