Shelf and coastal seas are regions of exceptionally high biological productivity, high rates of biogeochemical cycling and immense socio-economic importance. They are, however, poorly represented by the present generation of Earth system models, both in terms of resolution and process representation. Hence, these models cannot be used to elucidate the role of the coastal ocean in global biogeochemical cycles and the effects global change (both direct anthropogenic and climatic) are having on them. Here, we present a system for simulating all the coastal regions around the world (the Global Coastal Ocean Modelling System) in a systematic and practical fashion. It is based on automatically generating multiple nested model domains, using the Proudman Oceanographic Laboratory Coastal Ocean Modelling System coupled to the European Regional Seas Ecosystem Model. Preliminary results from the system are presented. These demonstrate the viability of the concept, and we discuss the prospects for using the system to explore key areas of global change in shelf seas, such as their role in the carbon cycle and climate change effects on fisheries.
Why model the global coastal ocean?
Shelf and coastal seas play an important but largely unquantified role in the Earth system. Their important role is due to their exceptionally high biological productivity and close interaction with human activity. The high biological productivity arises from the resupply of nutrients to otherwise depleted surface waters. Processes mediating this resupply include: heterotrophic nutrient recycling (by zooplankton and bacteria in pelagic and benthic ecosystems); coastal upwelling; cross-frontal transport; and riverine inputs. Some caution is needed here as satellite estimates of primary production (Carr et al. 2006) are invariably contaminated by non-biotic influence on the optical properties (Sathyendranath et al. 1989; Smyth et al. 2006) . However, there is good qualitative agreement with in situ observations showing that shelf seas are regions of high primary production (e.g. Joint & Pomeroy 1993) and that nearcoastal regions can be areas of exceptionally high production (e.g. Cadee & Hegeman 2002) . Hence, the coastal ocean most probably plays a very significant role in the global carbon cycle; while accounting for only 8 per cent of the surface area of the global ocean, it has up to 30 per cent of the oceanic primary production (Walsh et al. 1988 (Walsh et al. , 1991 Longhurst et al. 1995) , 80 per cent of the organic matter burial, 90 per cent of the sedimentary mineralization and 50 per cent of the deposition of calcium carbonate (Walsh et al. 1988; Mantoura et al. 1991; Pernetta & Milliman 1995; Gattuso et al. 1998) . However, there is no clear consensus as to whether the coastal regions are a net source or sink of CO 2 to the atmosphere and how much carbon is exported to the deep ocean (Borges et al. 2005) . Contrasting and conflicting conclusions have been reached so far from both observational and theoretical approaches. This uncertainty arises because of the complex biophysical interactions in shelf seas. Primary production draws down atmospheric CO 2 , but unlike in the open ocean, where particulate carbon can sink directly to the deep ocean and be removed from contact with the atmosphere, the shelf-sea carbon pump (Tsunogai et al. 1999) often requires lateral transport to remove carbon from the ventilated surface waters. This opens up the possibility for remineralization and, hence, there is no straightforward relationship between primary production and carbon sequestration in shelf seas.
In addition to the contribution to global biogeochemical cycles, there is now a strong awareness of the impact of near-coastal population centres (approx. 50% of the world's population live within approx. 200 km of the coast) and industrial activity on the marine environment. This is embodied in a range of national and international legislation, such as the European Marine Strategy, OSPAR treaties (http://www.ospar.org/) and the European Union Water Framework Directive (http://www.euwfd.com/). Moreover, the socio-economic importance of these regions is immense, involving sectors such as fisheries, mineral extraction, transport, recreation and offshore power generation. For example, over 400 million people get at least 50 per cent of their animal protein from fish; a large majority of which are caught in coastal waters (Watson & Pauly 2001) . Taken together, it is apparent that the coastal seas are vitally important both as part of the Earth system and from a socio-economic standpoint.
How to model the global coastal ocean
The investigation of the causes and effects of climate change (recent, future, historical and palaeo) currently involves the use of global coupled atmosphere, ocean and terrestrial models, which increasingly include the biological and biogeochemical processes in addition to the physics (e.g. Friedlingstein et al. 2001) . These Earth system models invariably give a very poor representation of the land-ocean interface and the shelf seas. The reasons for this are twofold: first, the resolution and, second, the process representation. The largest dominant scale affecting shelf processes is the barotropic Rossby radius. For water depths of 80 m at mid-latitudes this scale is approximately 200 km. However, a 18 Ocean General Circulation Model (OGCM) has a grid spacing of approximately 100 km at mid-latitudes, so can only just resolve these motions at the grid scale. Given that the coupled ocean-atmosphere-biosphere models are currently coarser than this (e.g. the ocean component for the QUEST Earth system model is planned to be 28 with enhanced resolution near the equator-matching the IPSL-CM4 model (http://dods.ipsl.jussieu.fr/omamce/IPSLCM4/)), and that the baroclinic processes require a one to two orders of magnitude finer resolution, the current generation of Earth system models is a long way from resolving shelf-sea processes. At least a fourfold increase in resolution is needed to represent shelfsea barotropic processes; this requires a 64-fold increase in the computer resource for a uniformly spaced grid. While global ocean models of (1/4)8-(1/12)8 are increasingly used for integrations in forced mode, they are not currently practical for coupled ocean-atmosphere-biosphere simulations.
In addition to resolution, issues of process representation also need to be considered. While the equations of motion for the deep ocean and shelf seas are the same, the approach to solving them for the deep ocean differs widely. In the case of OGCMs, the representation of long gravity waves is sometimes seen as an inconvenience. A rigid-lid approximation and/or filtering methods are often employed to remove this high-frequency variability. Conversely, in coastal seas these waves are often the dominant signal, since they represent the astronomical tide and wind-generated coastally trapped waves. The representation of the flow over the seabed and turbulent mixing at multiple boundary layers are also often not well represented in OGCM simulations. Other issues include the representation of benthic and microbial processes in ecosystem models and optical properties of the water column. In the open ocean, optical properties are generally determined solely by phytoplankton pigments (known as case I waters), whereas in coastal seas, coloured dissolved organic material and suspended particulate material both make a substantial contribution to the inherent optical properties of the water (case II water). These properties in turn determine the light climate in which phytoplankton grow, and the depth to which solar heating penetrates.
There are several ways to address these issues and improve the understanding of the role of shelf seas in global-scale processes. The most versatile, efficient and elegant solution is to use an unstructured grid ocean model (e.g. Pain et al. 2005) . However, these models are still many years of development away from being able to deliver robust and stable solutions. Such models would not immediately address the issue of computational load, but rather distribute the effort more efficiently. If wellresolved coastal seas require a 10-fold reduction in grid spacing and they occupy 8 per cent of the global ocean area, they would require between 8 and 80 times 1 the computational resource compared to modelling the rest of the world's oceans. As noted above, simply refining the resolution of the OGCM is an option that would give some modest benefits with the current computational resources.
One option that is available and practical using current modelling technology and computer resources is the grid-nesting approach, and this is the approach followed here. Nesting is a standard practice in downscaling from an ocean basin scale domain to a particular coastal region of interest. The difference in the Global Coastal Ocean Modelling System (GCOMS) is that all shelf/coastal regions around the world constitute the 'region of interest'. Both one-and two-way nesting approaches are commonly used depending on whether the nested domain is run simultaneously with the outer domain and passes information back to it. For GCOMS, we limit ourselves to one-way nesting, using an independent OGCM to provide boundary conditions to all the coastal domains. This allows us to investigate the effects of global oceanic/atmospheric change on the global coastal ocean and to quantify the biogeochemical fluxes within the coastal system; but we cannot directly investigate the consequences of these fluxes on the Earth system as a whole, e.g. it cannot treat any feedbacks between the coastal ocean and the rest of the climate system. However, these feedbacks are expected to be small on the time scales considered here (approx. 10 years of the present-day conditions), and should not unduly affect our estimates of the present-day carbon fluxes. For example, Freidlingstein et al. (2006) demonstrated, in a range of model studies, that the global climate-carbon cycle feedback had only a weak influence during the last decades of the twentieth century. Also, dynamic effects, such as the frictional effects at the continental slope, cannot be fully investigated. Domain nesting does not in itself alleviate the computational issues, but one-way nesting does decouple the coastal ocean modelling from the global atmosphere-ocean system and allows the problem to be divided into manageable parts, each requiring only modest computational resources. These can then be distributed among a range of computers and/or model jobs; an ideal problem to tackle with grid methods.
The objectives of GCOMS are to develop a system that can automatically configure a set of regional domains that cover all the shelf seas and coastal regions of the world, to provide these domains with the required surface and open boundary conditions, and integrate them for a period of 10 years. The specific scientific aim is to improve our estimates of shelf seas' contributions to the global carbon cycle. This system has the potential to make a substantial contribution to the investigation of the effects of global change (both direct anthropogenic and climatic) on coastal regions.
The model system (a ) The coupled hydrodynamic-ecosystem model
For this work, we use the Proudman Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS) coupled to the European Regional Seas Ecosystem Model (ERSEM). POLCOMS (Holt & James 2001 ) is a threedimensional baroclinic B-grid model solving the shallow water equations, with vertical mixing parametrizations from the General Ocean Turbulence Model (Umlauf & Burchard 2005) . The POLCOMS has several technical features making it very suitable for this system: it is developed and optimized to run efficiently on massively parallel computers using the Message Passing Interface (MPI); it is run-time configurable using dynamic memory and uses a twodimensional recursive-partitioning algorithm (Ashworth et al. 2004 ) to achieve an efficient load balance among the available processors; it has the capability to use arbitrary-shaped open boundaries; and it has an ensemble mode of operation so that several model applications can be run as a single MPI job. The ERSEM is a generic ecosystem model using the biological functional group approach. While developed in the context of the North Sea (Baretta et al. 1995) , the ERSEM has been tested in a wide range of coastal ocean environments (Blackford et al. 2004 ; figure 1).
The GCOM system provides a flexible framework to set up any number of regional models of the continental shelf over the globe (figure 2 shows an example), taking lateral boundary conditions from a global OGCM. The framework enables multiple regional model configurations to be generated from user-defined domain boundaries. These regional models can then be run either independently or with varying degrees of communication with neighbouring coastal domains. In the simplest mode of operation, domains can be run independently, each taking all lateral boundary conditions from the OGCM. Alternatively, one-way communication between domains allows limited connectivity, e.g. if water from domain X flows predominately northward into domain Y, we can use the solution from X to form the southern boundary conditions for Y. Finally, limited bidirectional interdomain communication can also be implemented.
The model configuration is arranged on a regular latitude-longitude Arakawa B-grid of (1/10)8 horizontal resolution and with 42 s-coordinate levels in the vertical. The shelf seas and coastal regions are divided into 42 domains (figure 2). These partly follow the distribution of Large Marine Ecosystems (http://www. lme.noaa.gov/) around the globe. The bathymetry is interpolated from the GEBCO 1 arcminute dataset (http://www.bodc.ac.uk/projects/international/ gebco/) onto the model grid (some minimal smoothing is required where there are extreme changes in water depth), and the coastal mask is defined by the World Vector Coastline. Within each rectangular domain, an automatic procedure is used to define the coastal region. The depth of the shelf break can either be set manually or defined as the minimum in the distribution of global grid point depths (approx. 800 m for the global bathymetry). The shelf-sea domain is then extended towards the open ocean (by 200 km in this study) so that the shelf slope region is included and coupling to the OGCM occurs in deep water. The locations of the open boundary and boundaries to adjoining domains are then determined; this allows boundary condition data to be automatically extracted from global datasets.
(c ) Boundary conditions
Atmospheric forcing for a GCOMS domain is provided from the ECMWF ERA-40 reanalysis dataset (http://badc.nerc.ac.uk/data/ecmwf-e40/). Surface atmospheric fields from the N80 reduced Gaussian grid are linearly interpolated onto a regular 18!18 latitude-longitude grid before being regionally subsampled; interpolation onto the finer POLCOMS mesh occurs at run time. Surface fluxes are calculated within POLCOMS using a bulk formulae approach (COARE v. 3.0; Fairall et al. 2003) . Fluvial discharge into coastal grid cells is estimated from river gauge data held by the Global Runoff Data Centre (http://grdc.bafg.de/). The location of the discharge is determined using the Simulated Topological Network (STN-30p; Vörösmarty et al. 2000) . The barotropic tidal boundary conditions for the GCOMS domains are obtained from the global inverse tidal model TPXO6.2 (http://www.esr.org/polar_tide_models/Model_TPXO62.html); eight constituents are used here (K2, S2, M2, N2, MU2, K1, P1, O1 and Q1).
The residual currents, sea-surface elevation, temperature and salinity boundary conditions and the initial hydrographic conditions within each domain are obtained from the (1/4)8 Nucleus for European Modeling of the Ocean (NEMO) configuration ORCA025 (Barnier et al. 2006) . This OGCM run assimilates oceanic profile observations of temperature and salinity to constrain the solution (Smith & Haines in press). The residual and tidal components of both the elevation and current data are used in a flux/radiation condition, and the temperature and salinity boundary conditions are applied using an upwind advection scheme.
Initial and boundary conditions for the ecological state variables are taken from the World Ocean Atlas nutrient climatology (http://www.nodc.noaa.gov/ OC5/WOA05/pr_woa05.html), which provides nitrate, phosphate and silicate data. At the open boundary points external to the model, the inorganic nutrient values are taken to be indicative of the total concentration of the corresponding element and distributed among the model state variables using the ratios at the adjacent (interior) model grid point. Organic carbon concentrations within each plankton group are derived from the corresponding nitrogen and phosphorus . Global mean net primary production (gCm K2 yr K1 ) estimated from SEAWIFS satellite data. In this model, production in regions less than 1000 m depth accounts for approximately 20% of the production, even though this accounts for only 10% of the area. concentrations using the Redfield ratio. An upwind scheme then advects this material into the model domain on inflow conditions. The model is initialized using the nutrient climatology and small seed values for the remaining variables.
Accessing and using the computational resource
The different coastal domains of GCOMS (figure 2) each require substantial computational resource: typically 48-128 processors for efficient execution on a modern computer cluster. So, the total system requires approximately 3000 processors for production runs and would use approximately 200 000 CPU hours for a 10-year integration. While these resources are available on national facilities (currently HPCx (http://www.hpcx.ac.uk/) and Hector (http://www.hector.ac. uk/) in the UK), they are expensive (charged per CPU hour) and often inflexible to use. Since much of the research can be done running individual or small groups of domains on separate resources, we look to the relatively small computer clusters available at several NERC 2 laboratories to provide a more flexible and costeffective resource. One aim of the GCOMS project is to make the sharing of these easy to manage and use. In particular, this requires management of the job control and the many terabytes output by these simulations. Conventionally remote clusters are used by issuing commands and transferring data via a remote shell interface, such as SSH. Using this approach for GCOMS would introduce three main problems.
(i) Storage of the model output on the remote cluster.
(ii) Manually coordinating the transfer of input and output data would be time consuming, and automating the process using scripts would result in long complicated work flows lacking in flexibility. (iii) Each cluster has a different user environment.
These problems can be avoided by using suitable grid middleware. Several systems are in common use in compute grids in the UK, e.g. OMII and GLOBUS middleware, but these require both installation of extensive software and the use of multiple command sets. A simplified Grid Middleware system called GRID REMOTE EXECUTION (G-REX) is being developed for GCOMS (for further details, see Bretherton et al. 2009 ). It focuses on the need to handle the large output data streams typical of environmental model simulations.
G-REX allows programs and software applications to be exposed as grid services on remote clusters. It has two components, a client and a server. The client is a Java command-line program called grexrun that is run on the user's own computer. This program takes the place of the remote program or application in work-flow scripts. For example, when using MPI, grexrun typically replaces the program mpirun. The server component of G-REX is a Java Web application, installed and run on the remote cluster inside a servlet container, such as APACHE TOMCAT. G-REX has two key features that make it particularly suitable for running ocean models.
(i) Output files from the remote model are automatically transferred back to the user while the model is running, and are deleted from the server when they are no longer needed, minimizing the data footprint. (ii) Grexrun behaves in the same way as if the model were running on the user's own computer. This makes it easy to construct work flows involving several G-REX services; output from the remote models becomes output from grexrun.
G-REX occupies a niche commonly referred to as lightweight middleware. It is relatively small, easy to install and set up and requires only one TCP port to be opened in the cluster owner's firewall for the server (no firewall ports have to be opened for the G-REX client). G-REX addresses the three main problems associated with using remote clusters in the conventional way in the context of GCOMS.
(i) The continuous transfer of model output avoids the need for large storage on the remote cluster. (ii) Work-flow scripts involving grexrun do not have to take care of the data transfer. (iii) G-REX provides a uniform interface to every cluster in the grid.
With G-REX providing the job control tool, we have identified two modes of operation for the GCOMS system: monolithic and distributed.
(i) Monolithic execution
On large-scale computers, where thousands of processors are available, the whole system can be run simultaneously. Each domain is allocated a set of processors within a single large MPI job; the number for each being scaled by the number of sea points in a domain. This approach allows the most straightforward communication between neighbouring domains. However, throughput is limited by the queuing procedures of the HPC resource.
(ii) Distributed GCOMS may also be executed on a distributed computational grid consisting of multiple compute resources, whose individual processing elements typically do not have a uniform interconnect. For example, the North West Grid (http:// www.nw-grid.ac.uk/) is made up of compute clusters located at four locations. The time needed for a processing element to communicate with another in the same cluster is several orders of magnitude less than that needed to exchange data with an element in a cluster many miles away. In the distributed mode, GCOMS takes this heterogeneous layout into account when balancing the domains over the available processing elements. Naturally, no domain is distributed over more than one physical cluster, but interdomain (and hence inter-cluster) communications are required if domains are to exchange boundary condition information. These communications need to occur infrequently enough to prevent the inter-cluster communication within a grid becoming a bottleneck during the execution time of a GCOMS run, but frequently enough so that the model processes can be transmitted realistically between domains. The optimum rate of communication, and the information that needs to be passed, is a matter of ongoing research.
Preliminary results and discussion
The GCOMS system is largely complete and currently undergoing testing to ensure the stable integration of each of the 42 regions. Validation of the model results now provides the most important challenge, particularly with respect to the ecosystem model, where there is a high degree of uncertainty in the representation of biological processes both by the model and the observations (Allen et al. 2007) . Validation of the model physics is comparatively straightforward since there exist well-established datasets, such as tide gauge networks, satellite measurements of sea-surface temperature (SST) and height and hydrography from international data archives. For example, figure 3 shows monthly mean SST from two of the model domains in contrasting sites on either side of South America, the Patagonia shelf and the Humboldt current region. For comparison, SSTs from the NEMO OGCM and Reynolds observational blended analysis (Reynolds et al. 2007 ) are also shown. The comparison of SSTs provides a useful guide to the GCOMS performance, as observational SST datasets are comprehensive and have global coverage. For these first simulations, we would not necessarily expect this to be as good as other POLCOMS applications (e.g. Holt et al. 2005) or indeed the NEMO model (which assimilates temperature profiles). The Patagonian shelf is a broad tidally dominated continental shelf and here the agreement with the Reynolds SST is good. Features such as the Falkland current are well represented, although generally too distinct in both GCOMS and NEMO. The SSTs in GCOMS shows similar accuracy to NEMO, with monthly mean RMS differences with Reynolds SSTs ranging from 1.22 to 1.728C, compared with 0.95 to 1.428C for NEMO. In contrast to the Patagonia shelf, the Humboldt current region has a very narrow shelf and a steep slope. GCOMS also performs well here, although the SSTs in the south tend to be underestimated, and in the north overestimated. The RMS error against the Reynolds SSTs is fractionally better than in the Patagonia shelf region: ranging from 1.0 to 1.68C, compared with 0.8 to 1.28C for NEMO. The initial runs with the ecosystem model in the Patagonian shelf region (figure 4) show a spring bloom followed by intermittent production throughout the summer. The mean annual primary production in this model domain is 196 gCm K2 yr K1 , which compares well with the SEAWIFS estimate of 163 gCm K2 yr
K1
. By contrast, the Humboldt current region does not show a spring bloom. Instead, it shows a steady increase in phytoplankton biomass with the shoaling mixed layer depth. This is punctuated by several periods of higher phytoplankton growth driven by mesoscale activity and coastal upwelling. The mean annual primary production here is 246 gCm K2 yr
, compared with the SEAWIFS estimate of 228 gCm K2 yr
. In both these domains, there is a tendency to overestimate the open-sea production and underestimate the coastal production. This most likely relates to the two aspects that have not been included in these preliminary model runs. First, the additional attenuation of light by non-biotic inherent optical properties, for which we use satellite-derived data following Smyth et al. (2006) . Second, the riverine input of nutrients, for which we use data from the globalNEWS model (http://www.marine.rutgers. edu/globalnews/). The GCOMS system will allow us to shed light on some fundamental questions about the role of shelf seas on global scales and how they might be affected by climate change. For example, are they overall sinks or sources of atmospheric CO 2 and how might this change with predicted future atmospheric, oceanic and riverine forcing? The effects of global climatic and direct anthropogenic change on fisheries and the occurrence of harmful algal blooms are both areas where GCOMS is able to make substantial contributions.
